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Summary
This dissertation explores the behaviour and regulation of central carbon metabolism in Escherichia
coli K12 W3110 under fermentative microaerobic conditions. To achieve this, an integrative sys-
tems modelling approach was adopted, which is introduced in Chapter 1 along with a review of
metabolism in E. coli. An open-source software suite NMRPy, developed using the Python program-
ming language, is presented in Chapter 2. NMRPy provides a host functions for basic processing,
analysis and visualisation of Nuclear Magnetic Resonance (NMR) spectroscopy data. In addition
to this, NMRPy offers specialised functions for the deconvolution of arrayed reaction time series,
which proved indispensable to the research presented in this dissertation. NMRPy presents an easy
to use, extensible tool for both routine and advanced use. In Chapter 3, a novel methodology is
presented which was developed for the effective and comprehensive determination of enzyme ki-
netic parameters for systems biology using NMR. In contrast to traditional enzyme kinetic assay
methods, this new methodology is less labour-intensive and yields significantly more information
per experiment. By fitting kinetic equations to real time NMR data, dynamic changes in sub-
strates, products and allosteric modifiers are quantified and allowed to inform the parameter fitting
procedure. These data contain information on cooperative substrate binding, reversibility, product
inhibition and allosteric effects. The proposed methodology is applied to the study of the first two
enzymes of the glycolytic pathway. In Chapter 4, the construction, parameterisation and valida-
tion of a number of kinetic models of glycolysis in E. coli under microaerobic conditions is detailed.
To model the lower half of glycolysis, a similar technique was adopted as in Chapter 3, in which
models representing the reactions from triosephosphate isomerase to pyruvate kinase were param-
eterised by fitting them to a collection of 31P NMR reaction time series. This approach extends
the methodology to enzyme sub-networks, yielding data that encompass the full complexity of the
network regulatory interactions. The verified kinetic models were subjected to scrutiny, the results
of which are presented in Chapter 5. The value of the modelling approach is demonstrated by the
ease with which cumbersome in vivo experiments can be performed in silico. A structural analysis
of the model topology was conducted, elucidating the elementary flux modes of fermentative gly-
colysis in E. coli, and identifying a futile cycle around PEP carboxylase and PEP carboxykinase.
Model steady-state behaviour and control properties were explored in silico under various degrees
of ATP demand and oxygen availability and a number of hypotheses are presented, explaining
the regulation of free energy in E. coli, and the metabolic responses of E. coli to changing redox
demands. Amongst other things, the results demonstrated that the glucose importing phospho-
enolpyruvate:phosphotransferase pathway controlled glycolytic flux, and that under microaerobic
conditions E. coli is able to regulate redox balance not only by balancing flux between acetate and
ethanol, but also by altering the balance of flux between acetate and lactate at the pyruvate for-
mate lyase/lactate dehydrogenase branch point. This study demonstrates the value of an integrated
computational and experimental systems approach to exploring biological phenomena.
iii
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Opsomming
In hierdie proefskrif word die gedrag en regulering van die sentrale koolstofmetabolisme in Es-
cherichia coli K12 W3110 onder fermenterende mikro-ae¨robiese toestande ondersoek. Dit is moont-
lik gemaak deur ’n ge¨ıntegreerde stelsel-modelleringsbenadering, wat in Hoofstuk 1 bekendgestel
word. Dı´e hoofstuk verskaf ook ’n oorsig van die metabolisme in E. coli. ’n Oopbron-kodepakket
NMRPy, wat in die programmeringstaal Python ontwikkel is, word in Hoofstuk 2 beskryf. NMRPy
verskaf ’n aantal funksies vir die basiese verwerking, analise en visualisering van Kern-Magnetiese
Resonansie (KMR) spektroskopiese data, sowel as gespesialiseerde funksies vir die dekonvolusie van
opeenvolgende reaksie-tydreekse. Hierdie funksionaliteit was onontbeerlik vir die verdere navorsing
in hierdie proefskrif. Hoofstuk 3 beskryf die ontwikkeling van ’n nuwe metodiek vir die omvangryke
bepaling van ensiem-kinetiese parameters vir sisteembiologie, deur van KMR gebruik te maak.
In teenstelling tot tradisionele ensiem-kinetiese essai-metodes, is hierdie nuwe metodologie minder
arbeidsintensief en lewer dit beduidend meer inligting per eksperiment. Deur die kinetiese verge-
lykings op tydsafhanklike KMR data te pas, word dinamiese veranderinge in substrate, produkte en
allosteriese effektors gekwantifiseer en hierdie inligting gebruik in die passingsprosedure. Die data
bevat inligting oor koo¨peratiewe substraatbinding, omkeerbaarheid, produkinhibisie en allosteriese
effekte. Die voorgestelde metodologie word toegepas op die karakterisering van die eerste twee
glikolitiese ensieme. In Hoofstuk 4 word die konstruksie, parameterisering en validering van ’n
aantal kinetiese modelle van glikolise in E. coli onder mikro-ae¨robiese toestande uiteengesit. Die
waarde van die modelleringsbenadering leˆ in die gemak waarmee omslagtige in vivo eksperimente
in silico uitgevoer kan word. Om die onderste helfte van die glikolitiese pad te modelleer word ’n
soortgelyke tegniek as in Hoofstuk 3 gebruik. Modelle van die reaksies vanaf triosefosfaat-isomerase
tot by pirovaat-kinase is geparameteriseer deur dit op ’n versameling 31P KMR-tydreekse te pas.
Hierdie benadering brei bostaande metodologie uit tot ensiem-subnetwerke en genereer data wat
die volle kompleksiteit van regulerende interaksies in die netwerk insluit. Die geverifieerde modelle
word in Hoofstuk 5 noukeurig ondersoek. ’n Strukturele analise van die modeltopologie word on-
derneem om die elementeˆre fluksie-modes van fermentatiewe glikolise in E. coli te verklaar, sowel
as om ’n futiele siklus rondom fosfoe¨nolpirovaat karboksilase en fosfoe¨nolpirovaat karboksikinase
te identifiseer. Die bestendige-toestandsgedrag en kontrole-eienskappe word in silico ondersoek
onder toestande van verskeie ATP beladings en suurstofbeskikbaarheid. ’n Aantal hipoteses word
voorgeleˆ, wat die regulering van vry energie in E. coli, sowel as die metaboliese reaksies van E. coli
onder veranderende redoks-vereistes kan verklaar. Onder andere dui die resultate daarop dat die
fosfoe¨nolpirovaat:fosfotransferase sisteem (wat verantwoordelik is vir glukose-opname in die sel) die
glikolitiese fluksie beheer en dat E. coli onder mikro-ae¨robiese toestande die redoksbalans nie net
tussen asetaat en etanol kan reguleer nie, maar ook die deur wysiging van die fluksie-balans tussen
asetaat en laktaat rondom die pirovaat-formiaat-liase/laktaatdehidrogenase vertakkingspunt. Hi-
erdie studie toon die waarde van ’n ge¨ıntegreerde rekenaarmatige en eksperimentele sisteembe-
nadering om biologiese verskynsels te ondersoek.
iv
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Abbreviations regularly used in this text
α-MG α-methyl glucoside HPr PTS enzyme heat-stable protein
2PG 2-phosphoglycerate LCMS liquid chromatography/mass spectrometry
3PG 3-phosphoglycerate LDH l-lactate dehydrogenase
ACE phosphate acetyltransferase + acetate kinase MCA Metabolic Control Analysis
ADH alcohol dehydrogenase MDH malate dehydrogenase
ADP adenosine diphosphate MQO menaquinone
ALD fructose 1,6-bisphosphate aldolase MQOH menaquinol
AMP adenosine monophosphate NAD+ β-nicotinamide adenine dinucleotide (oxidised)
ATP adenosine triphosphate NADH β-nicotinamide adenine dinucleotide (reduced)
BPG 1,3-bisphosphoglycerate NMR Nuclear Magnetic Resonance spectroscopy
DHAP dihydroxyacetone phosphate PDHC pyruvate dehydrogenase complex
DTT dithiothreitol PEP phosphoenolpyruvate
EI PTS enzyme I PFK phosphofructokinase
EIIA PTS enzyme IIA PFL pyruvate-formate lyase
EIICB PTS enzyme IICB PGD 6-phosphogluconate dehydrogenase
ENO enolase PGI phosphoglucose isomerase
ETOH ethanol PGK phosphoglycerate kinase
F6P fructose 6-phosphate PGL 6-phosphogluconolactonase
FBP fructose 1,6-bisphosphate PGM phosphoglycerate mutase
FID free induction decay PIPES piperazine-N,N-bis[2-ethanesulfonic acid]
FRD fumarate reductase PK pyruvate kinase
FUM fumarase PPC phosphoenolpyruvate carboxylase
G3PDH α-glycerol 3-phosphate dehydrogenase PTS phosphoenolpyruvate-phosphotransferase system
G6P glucose 6-phosphate PYR pyruvate
G6PDH glucose 6-phosphate dehydrogenase RF radio frequency
GAP glyceraldehyde 3-phosphate SDA Supply-Demand Analysis
GAPDH glyceraldehyde 3-phosphate dehydrogenase SUCC succinate
GLCex external glucose TIM triosephosphate isomerase
GLK glucokinase
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1 Systems biology and the modelling of
microbial physiology
Summary
This chapter presents a review of the background literature relevant to the current study. Topics
covered include a discussion of the value of approaching the study of biological phenomena with
a systems mindset, and a review of the paradigms, strategies and tools adopted by systems biolo-
gists for exploring metabolic networks, with a focus on the study of central carbon metabolism in
Escherichia coli. A number of questions are posed at the end of the chapter which served to guide
the research presented in later chapters.
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1.1. Introduction 2
1.1 Introduction
Escherichia coli is the de facto model organism by virtue of the significant amount of scientific
attention it has received over time, and has been described as a laboratory “workhorse” [1], being
key to recombinant molecular biological laboratory techniques and a favoured protein expression
host (90 % of structures deposited in the Protein Data Bank used E. coli as an expression host
[1]). Indeed E. coli has provided scientists with some landmark discoveries and insights, including
amongst others: bacterial conjugation [2], bacteriophages and phage genetics [3, 4], the mechanisms
of evolution studied in Richard Lenski’s famous long-term experiment [5]; and after the sequencing
of the E. coli genome in 1997 [6], a long series of constraint-based whole genome modelling attempts
have been performed on E. coli [7]. Much of this work, however, has been reductionistic and has
failed to account for the nuanced characteristics of biological networks. In contrast therefore, the
approach adopted in this study to further illuminate the central carbon metabolic pathway of this
much studied organism is integrative, constructive and with a systems-level scope.
The advances in the systems approach to studying biological phenomena have been motivated
by the realisation that reductionism—the “divide and conquer” scientific method which has pre-
dominated since the Enlightenment [8], an effective strategy for cataloguing and characterising
elementary parts—is unable to account for the complex emergent properties of systems [9]. A
core technique of systems biology is mathematical modelling, which allows hypotheses to be tested
rapidly in silico which may not be amenable to in vitro or in vivo experimentation due to cost or the
lack of experimental means. The field of systems biology involves a paradigm shift: elements are
viewed in the context of the system, and their individual contributions to the system’s behaviour
are quantified [10]. Viewing elements thus in the context of the system has been significantly aided
by the development of frameworks such as Control Analysis by Kacser and Burns [11] and Heinrich
and Rapoport [12].
It is within this paradigm that we seek to understand the behaviour and regulation of central
carbon metabolism in E. coli, particularly in the context of fermentative growth at low O2 availabil-
ity producing the mixed acid fermentation products. The kinetic modelling approach adopted in
this dissertation provides the platform to understand the complexities of the glycolytic network of
E. coli under fermentative microaerobic conditions on three levels: topologically, the stoichiometric
relationships between the reactions of glycolysis reveal fundamental flux distribution achievable
by the system (e.g. by using Elementary Mode Analysis [13]); in terms of control properties,
the regulatory contribution of each reaction and metabolite or block of reactions is quantifiable
(e.g. through the use of Metabolic Control Analysis [14], and Supply-Demand Analysis [15]); and
particular to kinetic models, the dynamic behaviour over time is observable.
Additionally, two tools relevant to this study and to systems biology in general, were developed
and are presented in this dissertation. The first tool, NMRPy, is a software suite for the rapid and
convenient processing of Nuclear Magnetic Resonance spectroscopy (NMR) data. NMRPy is a
necessary and useful tool, which provides a degree of extensibility and adaptability not offered
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1.2. Modelling flux 3
by the current milieu of NMR processing packages, and is particularly configured to handle NMR
reaction time series. The second tool presented is a methodology for approximating enzyme kinetics
using NMR reaction time series. The methodology exhibits a number of advantages over traditional
enzyme kinetics techniques, allowing more data to be extracted from each experiment, including
information relevant to product-inhibition, reversibility of reactions, cooperative substrate binding,
and allosterism. It is our hope that these two offerings will be welcome experimental contributions
to the research community, especially in light of the recent revival of interest in enzyme kinetics
[16], and the advances in NMR technology which suggest that it will become increasingly useful to
the field of enzyme kinetics and metabolomics [17–19].
A review of the techniques and biological background relevant to this dissertation is presented
below.
1.2 Modelling flux
Two polarised approaches to modelling biological systems have emerged in the literature: an in-
ductive “top-down” approach, in which elementary interactions are inferred from general system
properties; and a deductive “bottom-up” approach, which aims to predict complex systemic be-
haviour from a basis of mechanistically-detailed constitutive elements [20]. The extrema of these
two strands of biology have been caricatured as follows [21]:
1. the Data-Mining Approach: In this popular approach, which is often used in molecular biology
and the medical sciences, the presence or correlation of biological phenomena is tested by
identifying qualitative differences and correlations in datasets (e.g. gene-knockouts, wild-type
vs. mutant, microarray data). Generally this type of modelling has access to large datasets
and is strictly descriptive, not necessarily containing mechanistic explanations for biological
phenomena.
2. the Systems Approach: The systems approach on the other hand is mechanistic and dynamic,
describing the change in state of biological systems usually described by models comprised of
differential equations. Models are both mechanistically descriptive and predictive, allowing
the elucidation of complex phenomena.
The “bottom-up” approach adopted by this study is constructive and by definition modular, allow-
ing the integration of various sub-models into a larger systemic model (e.g. the whole-cell modelling
of Mycoplasma genitalium [22]). This strategy has been employed in modelling various systems, in-
cluding, amongst others, yeast glycolysis [23, 24], sucrose accumulation in sugarcane culm [25, 26],
erythrocyte glycolysis [27], 2,3-bisphosphoglycerate metabolism in the erythrocyte [28], Plasmod-
ium falciparum glycolysis [29], the thioredoxin system in E. coli [30], and Trypanosome glycolysis
[31, 32].
The growth of “omics”-technology has enabled researchers to produce vast amount of biological
data which, in the absence of adequate interpretation and analysis, is in danger of redundancy.
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Thorough scientific utilisation of these data must involve the elucidation of underlying mechanisms.
Merely topological descriptions of biological data in the absence of an attempt at explaining the
emergence of patterns of dynamic system behaviours from basis elements is a shortcoming of similar
magnitude to creating a road map whilst neglecting to understand traffic patterns [33].
Not only is it essential for the myriad of data from all the strata of current biology to be under-
stood within their respective domains (e.g. genetics, transcriptomics, proteomics, metabolomics),
but the relationships across domains need to be understood to achieve a holistic vision of the
functioning of cellular life, and to grow out of a “high-data era” into a “high-information era”
[34]. A partial implementation of the integrated approach is the linkage of stoichiometric data
with genetic sequence information [35]. This “phenomic” strategy, essentially a form of functional
genomics, defines and predicts genotype-phenotype relationships but alone it remains merely a
structural description of the system being studied as it makes scant comment on dynamic system
properties such as metabolite flux and its control (much like the static “road map” idea above),
and is thus lacking in predictive power. Against this background, harmonisation of the various
scientific domains has emerged as a defining prerogative of systems biology which attempts to ex-
ploit a systems understanding of biological networks by revealing their key properties, including
network topologies and the structural relationships between constituents, dynamical time variation
in systems, and control methods responsible for the regulation of dynamic behaviour [36].
One of the great milestones for future biology will be to model the entire cell in silico. This
would ultimately involve the integration of the genome (and epigenome) sequence, gene-products
and a map of the metabolic network in a dynamic simulation capable of responding to changes in
environmental and genetic conditions [37]. A project with this goal was started in 1996 and is known
as the “E-cell project” [38] using primarily Mycoplasma genitalium DNA supplemented with E. coli
genes. A similar project called the “Silicon Cell initiative” [39] adopts a mechanistic approach to
modelling by piecing together experimental data and making detailed sub-cellular models available
in an online database allowing easy access, evaluation and curation (http://www.jjj.bio.vu.nl)
with the goal of ‘[combining] models of parts of cellular systems and ultimately to construct detailed
kinetic models at the cellular level’[39].
Seeking to explain complex emergent biological behaviour, the systems approach involves ab-
straction of formal systems (mathematical models) from natural systems (real biological networks)
which express system properties that can be validated with biological observations of nature [40].
The effort to cure cancer is a salient example of the need to elucidate an immensely complex
signalling network which is unlikely to be achieved by a traditional molecular biology approach
without understanding the complex behaviour of cancer cells; an ideal application of the in silico
modelling approach [41].
The goal of flux-based approaches to microbial metabolic modelling is to functionally describe
organisms using a reconstructed network of genomic annotations in combination with experimen-
tally determined biochemical and physiological properties of the components of a cell [33].
Stellenbosch University  http://scholar.sun.ac.za
1.2. Modelling flux 5
Genome annotation or gene ontologies aim to identify all of the open reading frames in a
specific genetic sequence and assign functions to them. Procedurally, an organism’s sequence and
functional data are arranged into a “network” by fitting them to a related metabolic map (e.g. The
Kyoto Encyclopedia of Genes and Genomes, “Kegg” [42]). This genomic information, which is
essentially a dictionary of the elements of a system and a hypothesized set of connections (i.e. a
topology), needs to be evaluated experimentally to be able to validate the assignment of reactions
and connections to genes as suggested from genome annotation, and to discover reactions that are
not salient in the genomic data [33]. The combined genomic and experimental information yields
a reconstructed organism-specific network consisting of a list of elements and their connections, as
is found in the EcoCyc database [43]. Such “ontologies” provide the scaffold for flux- modelling.
Two approaches to modelling are discussed below. The first category, “top-down” modelling,
produces solutions to modelling problems by constraining the solution space using global properties
of the system. The second category, “bottom-up” modelling, seeks to assemble kinetic models with
equations describing individual reactions, producing a system with emergent properties resembling
experimentally observed global behaviour.
1.2.1 “Top-down” methods: modelling within constraints
“Top-down” approaches to modelling flux predominate in the literature though they are by no means
exclusive (and are sometimes combined with “bottom-up” strategies) [44–46]. Three approaches
deserve discussion:
Metabolic flux analysis and flux-balance analysis
The strategy of assembling kinetic models in a piecewise manner can be hampered by the lack
of experimental information available for all the individual enzymes in a given network. The
constraint-based approach, rather than calculating the precise behaviour of the constituents of a
network using a comprehensive set of independently determined kinetic parameters, reduces the
number of achievable metabolic phenotypes that the system can display by imposing selected con-
straints (uptake and formation rates, mass-balance equations and thermodynamics) on the model
and optimising metabolic flux to satisfy a selected objective criterion or to match experimentally-
determined flux patterns [45, 47]. This strategy is realised in the technique called metabolic flux
analysis (MFA), of which flux-balance analysis (FBA) is a subset. Constraint-based methods such
as MFA and FBA begin by representing a system with mass-balance equations which describe the
net concentration of a metabolite as the difference between the input and consumption rates at
steady state, that is, when d[S]dt = 0; the change of any specific metabolite pool, S, over time is
equal to zero and thus production and consumption rates are equal.
MFA is often used in conjunction with FBA [45]. Whereas the goal of FBA is to deter-
mine optimal cellular performance, MFA describes the system flux in greater detail by employing
experimental data as constraints to estimate internal reaction fluxes, often through the use of
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isotope-enriched substrates [45, 48–50]. This strategy does not require kinetic or thermodynamic
information as these constraints are included implicitly in the modelled growth rate as part of the
energy and biomass requirements [51].
MFA relies on a stoichiometric model accounting for the net change of all metabolites (sub-
strates, products, intracellular metabolites and biomass constituents) in a system in which all
reactions considered can be conveniently grouped into matrix notation [45]. The uptake and for-
mation rates as well as isotopic distribution amongst products can be determined experimentally,
and fluxes through pathways can be predicted. Mass-balance equations are used to account for
the net accumulation of a specific substrate in the bioreactor environment within which these ex-
periments take place, and yield-coefficients are calculated to provide a “macroscopic” assessment
of flux by relating the mass of a specific metabolite produced to the mass of substrate consumed.
This is similarly assumed to be at a pseudo steady-state, that is, that the fluxes around a specified
metabolite (leading to and from a metabolite pool) are equal. As the dilution rate–due to con-
sumption of a metabolite to produce biomass–is much lower than the metabolic consumption rates
in experimental time frames, it can be ignored with the result that all fluxes in linear sequence are
equal leaving only branch points to be considered [52].
FBA (summarised by Orth et al. [53]) operates within thermodynamic constraints specific
to the system, and a bounded solution space is defined within which the solution to the set of
balance equations lies [48]. It is possible to narrow the solution space within this boundary by the
addition of experimental data. The optimised state of the metabolic network is identified using
linear optimisation of the solution space; given a set of upper and lower bounds, Nv = 0 is solved
for a particular objective function (where N is the stoichiometry matrix and v is a flux vector)
[53, 54].
FBA thus requires the choice of an optimality criterion by which a realistic steady state of the
system can be derived from the possible states in the solution space. Common objective functions
optimise biomass production with respect to growth or the production of a specific metabolite (such
as ethanol in yeast); minimisation of metabolic adjustment in response to perturbation (such as a
gene deletion); or more generally, maximisation of flux through a specific pathway [55].
The result of FBA is a set of fluxes optimising the objective function and as such it does not
produce a parameterised model per se. However, FBA is a powerful analytical tool that can be
used to understand networks that are far too big for “bottom-up” modelling (e.g. genome scale
models) [53].
FBA does suffer from a number of shortcomings, namely: (1) the assumption that the optimal
solution is a description of reality (i.e. that the organism has evolved optimally with respect to a
chosen objective criterion) while cellular and kinetic evolution is a “work in progress” taking place
under temporal and physiological constraints [56]; (2) the potential existence of multiple optimal
solutions and (3) the existence of unknown constraints such as regulatory mechanisms [48]. The
resulting solutions can be incorporated into computational hypotheses to be generated and tested
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experimentally under different environmental conditions (e.g. phenotype phase plane analysis [57])
or different genetic conditions (e.g. in silico gene deletion studies [58]). It deserves to be mentioned
that through a recent development called “CoPE-FBA”, the combinatorial explosion of possible
solutions encountered in FBA can be diminished and core flux sub-networks can be identified,
greatly aiding the interpretation of constraint-based modelling results [59].
FBA is capable of generating flux distributions that match experimental data; however FBA
describes a metabolic network only at a specified steady-state. Predicting dynamic changes ef-
fectively, requires knowledge of the kinetic properties of the enzyme components and FBA often
sacrifices the kinetic details of a network for a global description of input and output data.
An example of constraint-based flux modelling is described in Section 1.6.2: The Chassagnole
et al. model.
Metabolic pathway analysis
This approach attempts to treat the structure of the metabolic network mathematically and elu-
cidate indispensable (or elementary) metabolic pathways and how they can be manipulated [48].
Metabolic Pathway Analysis (MPA) likewise begins by deriving a stoichiometric model which de-
fines the connectivity of metabolites representing each metabolite pool with an Ordinary Differential
Equation: d[Si]dt =
∑
j Ni,jvj , where Si is a specific metabolite, Ni,j is the stoichiometry coefficient
of metabolite Si produced by reaction j, and vj are the fluxes that lead to or from the metabolite
[60]. A pseudo-steady state in which generating- and consuming fluxes of a metabolite are equal, is
once more justified by the fact that growth rates are much slower than reaction rates in metabolic
reactions, and the above set of equations can be simplified by representing them as a set of linear
equations in matrix form: N  v = 0 where N is an i× j stoichiometry matrix of i metabolites and
j reactions, and v is a flux vector.
The construction of this stoichiometry matrix forms a useful link between mathematical manip-
ulations and biological knowledge. A solution space is defined for all the possible flux distributions
that the metabolic network can assume [61]. The solution space (or the null-space at steady state,
that is the set of vectors v for which Nv = 0) can be described by a set of basis vectors (a linearly-
independent vector for each dimension of the solution space) which each represent an operative
metabolic pathway. As an orthonormal basis of the solution space, the complete set of possible
solutions can be constructed from these vectors (viz. the entire set of possible network states can
be reconstructed from a combination of scaled basis vectors) [35]. These basis vectors are however
not necessarily unique and as such may not describe invariant properties of the network, that is,
fundamental pathways.
A unique set of vectors can be derived by an alternative treatment which represents reversible
reactions as a combination of irreversible forward and reverse reactions [35]. This strategy results
in a solution space that is by definition positive, and the intersection of the null-space with this
positive orthant has a convex polyhedral cone shape. The edges of this “flux cone” represent
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generating vectors, that is, vectors on the edges of the allowable region of flux vectors. Using a
linear combination of these generating vectors, any flux vector within the cone can be produced.
These generating vectors, though not linearly independent (but “systemically independent”), are
exceptionally useful as they represent elementary biochemical pathways which are structurally
indispensable for the given network and its specific outcomes; each a different irreducible set of
enzymes, none is a subset of the other [35].
Distinction must be made between elementary modes and extreme pathways. An extreme
pathway is a basis mode that lies on the boundary of the allowable flux distribution and defines
the shape of the polyhedral cone, that is a generating vector from which steady state solutions (or
vectors) within the cone or along its faces can be generated [62]. Therefore, the extreme pathways
are analogous to a basis set (or coordinate system) in linear algebra. These extreme pathways are
unique when reversible fluxes are decomposed into bidirectional fluxes. In a biochemical context
elementary modes are defined as “the minimal set of enzymes that could operate at steady state
with all irreversible reactions proceeding in the appropriate directions” [62]. However, when the
directional constraint is relaxed and reactions are allowed to be bidirectional the result is usually
a set of elementary modes which exceeds the dimensions of the null-space. Thus, some of these
elementary modes will be extreme pathways (on the vertices of the cone) and some will be within
the cone and thus positive linear combinations of extreme pathways [62].
Much like FBA (which is simply the imposition of constraints on the solution space reducing
the convex cone to a polyhedral slice [35]), a comparison of elementary pathways or modes will yield
important information with regard to the optimal modes of a network and several computational
tools have been developed in this regard (e.g. MetaTool [60]). The application of MPA can be
seen in the kinetic modelling of futile cycling during sucrose accumulation in sugar cane culm tissue
[25]. Elementary flux modes of the sucrose synthesis and accumulation cycle were generated for a
kinetic model and used to identify possible states of the system which exhibit futile-cycling, that
is, 5 out of 14 elementary modes resulted in synthesised sucrose being degraded in a futile manner.
Combining this stoichiometric analysis with kinetic modelling of the network allowed the authors
to make quantitative suggestions with the goal of increasing sucrose yield. MPA has similarly been
used to optimise flux to particular metabolites in E. coli [63], and to explore the metabolism and
pathway redundancies of Haemophilus influenzae [64, 65].
MPA was employed to elucidate the elementary modes of E. coli glycolysis in this study
(Section 5.2).
1.2.2 “Bottom-up” methods: constructing kinetic models
Contrary to the “top-down” methods described above, kinetic modelling approaches are more de-
tailed and incorporate experimentally-determined kinetic information in a “reverse engineering”
strategy. Unlike constraint-based models, kinetic models are not limited to a particular steady
state. This allows for a greater breadth of in silico experimentation. The approach taken in
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this study is to construct a model with experimentally-determined in vitro kinetic parameters for
each enzyme. Component enzymes are treated as linking relationships between different pools of
metabolites in the system and can be described explicitly by rate equations that can take into
account all of the factors contributing to the rate of a particular reaction:
• substrate/product/modifier concentrations
• forward/reverse rates
• equilibrium constants
• cooperative binding
• allosteric inhibition/activation
• substrate/product inhibition
Kinetic information for enzymes has to be sourced from available literature or elucidated exper-
imentally with the ultimate goal of aggregating these mathematical relationships in an experimentally-
verifiable model that responds dynamically to environmental perturbations and can be used to make
predictions about the given metabolic network. Often in vitro kinetic values for enzymes are used
that are not necessarily representative of the intracellular condition, but methods are available to
generate in situ [66] and in vivo data [18, 28, 66, 67].
The bacterial phosphotransferase system
To present the process of kinetic modelling, the analysis of the bacterial phosphotransferase system
is described [68]. The phosphoenolpyruvate:glycose phosphotransferase system (PTS) is a bacte-
rial system of group-transfer enzymes which sequentially pass a phosphate group from phospho-
enolpyruvate (PEP) to a carbohydrate molecule being imported into the cell (reviewed in [69, 70]).
The PTS also plays a regulatory role by exhibiting some control over catabolite repression and
chemotaxis in response to fluctuating substrate availability [71, 72]. Metabolic networks are typi-
cally idealised in biochemistry as a set of individual reactions taking place in well-stirred volumes
(thus excluding diffusion effects), catalysed by enzymes which are present at much lower concen-
trations than their respective substrates and products; additionally, these enzymes are only able to
communicate with each other through variable metabolite pools (thus excluding the direct inter-
action of proteins) [73]. As a group-transfer pathway, the PTS components do not strictly behave
like enzymes as the product of any individual phosphotransfer reaction does not yield the protein
catalyst in its original state. Rather, the variously phosphorylated components spend significant
amounts of time in complexes with each other [68], and being localised in and adjacent the plasma
membrane, the PTS is an example of “non-ideal metabolism”, and is subject to the channelling
effects of membrane-associated enzymes [68, 74, 75].
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Several kinetic characterisations of the PTS components were accessible at the time of the
study being described, including Km values of some enzymes, equilibrium constants, associa-
tion/dissociation constants and overall forward/reverse rate constants. To adequately model the
atypical group-transfer activity of the components of the PTS, the phosphotransfer reactions were
deconstructed into association and dissociation reactions, and the collected kinetic parameter values
were expressed as elementary forward and reverse rate constants. Simple mass-action rate equations
were constructed using the elementary rate constants which could be derived by simultaneously
solving these equations for each of the five phosphotransfer steps of the PTS. A number of other
parameters were necessary, including enzyme concentrations and boundary metabolite concentra-
tions. These parameters were subsequently altered to simulate three experimental environments:
in vivo; in vitro with low protein concentration; in vitro with high protein concentration (to mimic
effects of macromolecular crowding).
As the model was constructed entirely from experimental in vitro kinetic values, it could be
verified by comparison with published experimental observations of in vitro and in vivo fluxes and
response coefficients towards changes in key parameters (e.g. protein concentration). As no kinetic
parameters are fitted in this approach, the model produced will approximate reality only to the
degree that the experimentally-determined kinetic parameters are accurate and representative of
the in vivo environment.
The model could be seen to mimic the experimental data by comparison with literature values
for in vitro and in vivo:
• fluxes
• flux-changes induced by changes in individual enzyme concentrations
• flux-changes in response to changes in group enzyme concentrations
• macromolecular crowding (induced numerically by increasing the association of proteins)
A key insight generated by this model was that in vivo the PTS proteins exist primarily in
complexes with other PTS proteins; verifying the analytically-derived atypical response coefficient
sums in group transfer pathways. It is difficult to imagine a more succinct approach to discovering
these pathway behaviours. The modular nature of “bottom-up” models allows this PTS model to
be included in larger bacterial models. However, when transferring a sub-model into a larger model,
care needs to be taken to account for the particular conditions represented. For instance, maximal
reaction velocities are very dependent upon enzyme concentration and temperature, factors which
are determined by the particular growth and experimental conditions employed. And thus certain
parameters (such as Vmax values) have to be re-evaluated under alternate experimental conditions
when necessary. Indeed, this will be illustrated by the inclusion of the PTS model developed by
Rohwer et al. [68] in the glycolytic models developed in this dissertation. The concentration of the
first protein component of this pathway, EIICB, is known to fluctuate up to ten-fold in response to
changes in substrate availability [76, 77] (a flexibility which was exploited in Sections 5.6 and 5.7).
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1.3 Generic rate equations: the generic reversible Hill equation
A requirement for systems modelling is a set of simple and versatile enzyme kinetic equations. It is
often both experimentally unachievable and unnecessary to factor explicit reaction mechanisms into
rate equations (e.g. mass-action kinetics). Rather it is often sufficient to derive phenomenological
equations that describe the response of enzymic reactions to changes in substrate, product and
modifier concentrations [78, 79]. Various attempts have been made to produce a valid description
of these activities. For instance, a simple equation such as the uni-substrate irreversible Michaelis-
Menten [80–82] is somewhat artificial in that it does not factor in reversibility, product-inhibition,
cooperativity and multiplicity of substrates; traits that are important to consider when modelling
biological pathways. A collection of equations has been derived which incorporate some of these
traits, but most do not include at least one or are inconvenient to use due to a large number of
parameters without clear operational definitions (e.g. the reversible Monod, Wyman and Changeux
equation, MWC) [83]. Additionally, certain kinetic equations are not accurate over all possible
biological conditions. The Adair equation was formulated to explain cooperative binding kinetics
in haemoglobin but proved inadequate when applied to enzymes with more than two binding sites
by producing contradictory cooperativity relationships between the various dissociation constants
[84]. This shortcoming was due to an assumed independence of binding at different binding sites
on an enzyme. The Adair model was superseded by the previously mentioned MWC model and
the Koshland, Ne´methy and Filmer (or “Sequential”) model, which was based on the assumption of
induced-fit cooperativity between enzyme binding sites. Other models propose that association and
dissociation of proteins producing various states of aggregation are responsible for the cooperativity
phenomenon [85].
The Hill equation incorporates essentially Michaelis-Menten kinetics with “Hill coefficients” as
exponents which modulate the cooperativity of the enzyme either positively or negatively without
prior knowledge of enzyme mechanism [86]. This equation was modified by generalising it to
be reversible and incorporating allosteric modifier effects for uni-substrate enzymes [83]. The
Generic Reversible Hill Equation (GRHE) accurately models allosteric modifier behaviour and
cooperativity and is expanded to cover multi-substrate reactions with multiple allosteric modifiers
[79]. Moreover the simple operationally-defined kinetic parameters of the GRHE (e.g. S0.5, is the
substrate concentration at which the reaction performs at half the maximal rate) are accessible to
experimental determination, unlike the parameters of the MWC equation which have not got clear
operational definitions and thus cannot be independently determined.
A selection of the resulting equations is shown below [79, 83]:
Uni-substrate reversible Hill:
v =
Vfσ
(
1− ΓKeq
)
(σ + pi)h−1
1+µh
1+σ2hµh + (σ + pi)h
(1.1)
Generic Reversible Hill equation: (multisubstrate, no allosteric modifier term):
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v = Vf
n∏
i=1
σi
(
1− Γ
Keq
) n∏
i=1
( (σi + pii)h−1
1 + (σi + pii)h
)
(1.2)
Bi-bi Generic Reversible Hill equation: (bi-substrate, with allosteric modifier terms)
v =
Vfσ1σ2
(
1− ΓKeq
)
(σ1 + pi1)h−1(σ2 + pi2)h−1
m∏
j=1
[
(1+µhj )
(1+α4hj µhj )
]
+
m∏
j=1
[
(1+α2hj µhj )
(1+α4hj µhj )
]
+ [(σ1 + pi1)h + (σ2 + pi2)h] + (σ1 + pi1)h(σ2 + pi2)h
(1.3)
where the GRHE is expanded for n substrates and products and m modifiers, σ values are
substrate concentrations scaled by their half-saturation constants ( sS0.5 ), a parameter which is op-
erationally similar to Km in Michaelian kinetics; the pi values are product concentrations scaled
by their respective half-saturation constants ( pP0.5 ); the mass-action ratio Γ =
∏
[products]∏
[substrates] and
the equilibrium constant Keq are combined to create the thermodynamic term known as the dis-
equilibrium ratio ΓKeq ; h is the Hill coefficient describing binding cooperativity; µ parameters are
allosteric modifier concentrations scaled by their half-saturation constants ( mM0.5 ); and α defines
a k-type interaction which modulates the effect that an allosteric modifier has on substrate- or
product binding (α > 1 indicates activation, α < 1 inhibition).
One of the benefits of the equation as it stands in contrast to others (such as MWC) is the
operational definitions of the various terms: the disequilibrium ratio (containing the thermodynamic
information), the allosteric modifier term and the remaining kinetic properties are all separately
defined and independently determinable. Reversible Hill equations have also been generated for
asymmetric reactions including the uni-bi, bi-uni, bi-ter and ter-bi. Setting the Hill coefficient to
1 reduces these equations to their non-cooperative counterparts [78].
It has been demonstrated that the set of universal Hill equations exhibit realistic kinetics by
comparing the non-cooperative generalised form to detailed mechanistic models and the cooperative
form with allosteric modification to the MWC model using data from pyruvate kinase [79, 87]. In the
compulsory-order ternary-complex enzyme mechanism (“ordered”) substrates bind the enzyme in a
specified order before catalysis and products are also released in order. The alternative substituted-
enzyme mechanism (“ping-pong”) involves modification of the enzyme by the first substrate which
allows it to bind the second substrate once the first product has been released. Detailed kinetic
equations describing these reaction mechanisms can be derived using the King-Altmann method
[84]. In silico comparisons between the ordered and substituted equations and the non-cooperative
generalised reversible Hill equation over a substrate range spanning two orders of magnitude to
simulate a theoretical “worst-case scenario”, show that the generic equation is able to mimic the
behaviour of both the ordered and ping-pong mechanisms [79, 88].
Allosteric modification provides cooperative enzymes with the necessary regulation to be able
to respond appropriately in physiological contexts. In contrast to the commonly used MWC equa-
tion for allosteric modification of cooperative enzymes, the reversible Hill equation accurately pre-
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dicts modifier saturation which results in a loss of allosteric effects at high substrate concentrations
(the generalised version of the MWC does model modifier saturation appropriately) [78, 83, 89].
The reversible bi-substrate Hill equation was shown to correctly predict modifier-saturation in ex-
periments with Bacillus stearothermophilus pyruvate kinase using the inhibitor NaH2PO4 [87]. One
advantage that the MWC has over the GRHE however, is that the MWC is able to account for
complex allosteric relationships by virtue of its characterisation of an enzyme as in equilibrium be-
tween two different kinetic states; for example a situation in which modifiers have different effects
at high and low concentrations (e.g. the interaction of pyruvate kinase with Ca2+ [90]).
A development with high utility that deserves mentions is that of “convenience kinetics” [91].
In this schema Michaelis-Menten kinetics are generalised to represent reversible reactions with any
range of stoichiometries and allosteric regulators, by assuming a simple random-order reaction
mechanism. Many of the kinetic parameters are amenable to experimental determination [92]. One
of the key goals of convenience kinetics is to avoid the thermodynamic interdependency of kinetic
parameters, which can hamper parameter fitting by virtue of the danger of violating the second
law of thermodynamics as a consequence of the constraint imposed by the equilibrium constant on
the parameters [93, 94]. This is achieved by defining thermodynamically independent parameters
which are not related by the Haldane equation [91].
1.4 SBML: a language for models
The core units of systems biology consisting of integrated theories, models and experiments require
a standard representation if they are to be accessible by other researchers. A series of problems
arise in the systems biology community with regard to publication of models including: the ob-
solescence of previous versions of model simulators, the difficulty of integrating information from
various analytical tools used in the construction of the model and the obvious difficulty of attempt-
ing to access, analyse and understand a model published in an unfamiliar format. In response to
these needs the Systems Biology Markup Language (SBML) was developed [95] based on XML,
the eXtensible Markup Language–a set of rules designed for electronic documents with emphasis
on internet publication [96]. SBML provides a common “language” for models to be communicated
between different software packages. Amongst other components, SBML models consist of:
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Compartments finite containers within which reactions take place, defined with
a name and optional volume or position (within a different con-
tainer) values
Species chemical substances, participants in the reactions defined by name
and initial amount
Reactions mathematical descriptions of the transformation taking place be-
tween particular species with associated rate-laws
Parameters symbolised quantities describing a facet of the system either lo-
cally or globally
Unit Definitions the units to describe quantities in a model
Rules mathematical expressions defining parameters or setting con-
straints upon a model which cannot be defined under “Reactions”
1.5 Metabolic control analysis
Metabolic Control Analysis (MCA) is a mathematical framework often used in conjunction with
ODE models to study the sensitivity of steady-state variables (fluxes and metabolite concentrations)
to fluctuations in system parameters and local enzyme rates. MCA was developed independently by
two groups in the 1970s [11, 12]. The core realisation of MCA is that control of variables is shared
to a lesser or greater extent by all of the parameters of the metabolic system and can be described
by three mathematically connected coefficients which are dimensionless ratios [11, 14]. Elasticity
Coefficients represent the apparent kinetic order of a reaction, and describe the sensitivity of a
local reaction rate (v) to infinitesimal changes in the concentration of a connected metabolite (s,
“metabolite elasticity”) or a parameter (e.g. s0.5, “parameter elasticity”). Elasticities are experi-
mentally measurable quantities and are essentially scaled partial derivatives of a reaction toward a
metabolite or local parameter [15].:
εvs =
∂vi/vi
∂sj/sj
= ∂ ln vi
∂ln sj
(1.4)
Response Coefficients describe the response of a system variable (flux or metabolite concentra-
tion, y) to infinitesimal changes in a local parameter such as enzyme concentration (p), that is, the
local effect of a parameter change echoes through all the components of the network which trans-
lates into a systemic effect, shifting the system to a new steady state. Deriving response coefficients
represents a form of Parameter Sensitivity Analysis. Response coefficients take the following form:
Ryp =
∂yi/yi
∂pj/pj
= ∂ ln yi
∂ ln pj
(1.5)
Control Coefficients characterise the dependence of steady-state variables (i.e. flux or home-
ostatic metabolite concentration) on local reaction rates and are equivalent to the quotient of the
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response coefficient and the elasticity coefficient (a relationship known as the combined response
property: Cyv = Ryp/εvp [11], where y is a state variable, v is a local reaction rate, and p is a system
parameter). Control coefficients define how much control a specific reaction exerts over a system
variable and thus are experimentally measurable.
Cyv =
∂yi/yi
∂vj/vj
= ∂ ln yi
∂ ln vj
(1.6)
A number of important theorems exist which define the relationships between control coef-
ficients, and relate the control coefficients to the local properties of individual reactions [14, 15],
respectively the summation and connectivity theorems:
1. Summation properties:
Flux-control coefficients:
n∑
i=1
CJmi = 1
Concentration-control coefficients:
n∑
i=1
CSmi = 0
2. Connectivity properties:
Flux-control coefficients and elasticities:
n∑
i=1
CJmi EviSj = 0
Concentration-control coefficients and elasticities:1
n∑
i=1
C
Sj
i EviSk = −δjk
1 δjk is The Kronecker Delta, a function of 2 variables: δjk = 1 when
j = k and δjk = 0 when j , k.
where i is a particular reaction, n is the total number of reactions, Jm is a particular system
flux, Sj and Sk are variable metabolite pools.
Theorems that usefully describe control coefficients in terms of elasticities are described below
in the context of Supply-Demand Analysis.
Supply-demand analysis
Supply-Demand Analysis (SDA) is a framework of thinking about the behaviour of metabolic net-
works which emerged out of microeconomics as a model of stock flow around an equilibrium [97].
Reactions are grouped into supply and demand blocks around a specific metabolite (or moiety-
conserved cycle) and are analysed in terms of block response coefficients described as the sum of
the set of partial response coefficients of constitutive reactions within the block [15, 98]. Addition-
ally, rate equations can be used in which kinetic and thermodynamic regulatory constraints are
distinguished, making the two effects clearly identifiable under a range of metabolite concentra-
tions [99]. The supply and demand rates, representing either single enzymes or a block of reactions
leading to and from a particular metabolite, can be graphed on the same pair of logarithmic axes
with flux on the ordinate and metabolite concentration on the abscissa. This provides a useful
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visualisation of activity around the steady state (intersection of the two graphs) known as a “rate
characteristic” [99]. The elasticities of supply and demand, which are represented by the slopes
of the tangents to the two functions at the steady-state point (where the two rate characteristic
lines intersect), are an indication of the sensitivity of the respective block to perturbations in the
concentration of the intermediate species [98]. As control coefficients can be expressed solely in
terms of elasticities, supply and demand rate characteristics are useful for elucidating the division
of flux control between the two blocks and the degree of control over metabolite concentration [15]:
CJsupply =
εdemands
εdemands − εsupplys
(1.7)
CJdemand =
−εsupplys
εdemands − εsupplys
(1.8)
Cssupply =
1
εdemands − εsupplys
(1.9)
Csdemand =
−1
εdemands − εsupplys
(1.10)
where J is a steady state flux and s is a steady state metabolite linking the supply and demand
blocks.
An important realisation of SDA and MCA is that control over flux is mutually exclusive (an
implication of the flux control summation theorem:
n∑
i=1
CJmi = 1) [98, 100]; if −εsupplys >> εdemands
then CJdemand tends towards 1 and assumes control over flux as CJsupply tends towards 0, and vice
versa [15]. Conversely, concentration control coefficients are inversely proportional to the sum
εdemands − εsupplys . Therefore, the greater the absolute block elasticities are, the more stringently
homeostatic maintenance is imposed on the concentration of s and as one block elasticity tends to 0,
assuming control over flux, the degree of homeostasis is inversely proportional to the elasticity of the
other block. Considering a physiological concentration range for the metabolite of interest (sensibly
extending up to near-equilibrium values where thermodynamic down-regulation dominates kinetics)
illuminates regions of important allosteric regulatory phenomena such as those in which flux is
controlled almost entirely by one particular block and important metabolites are homeostatically
maintained over a narrow concentration range [98].
SDA has been applied to the analysis of control of glycolytic flux in E. coli using a series of atp
mutants [101]. Lowering the [ATP ][ADP ] ratio in the cell through artificially induced ATP-hydrolysis by
increased expression of the F1 domain of the membrane-bound H+-ATP synthase under the control
of a variable promoter, increased glycolytic flux. By dividing the metabolic reactions of the cell into
supply and demand blocks around the [ATP ][ADP ] ratio, it was shown that the demand block (and thus
enzymes external to glycolysis that consume ATP) exerts > 75% of the control over glycolytic flux.
Consequently, the glycolytic (or supply) pathway would be expected to exert a minority control
over flux and the supply block elasticity is proportional to the degree of homeostatic maintenance
of the energy charge of the cell.
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1.6 Modelling glycolysis in E. coli
1.6.1 E. coli as a model organism
E. coli is a widely studied model organism making it ideal for modelling purposes. As of 2009
the EcoCyc database, dedicated primarily to strain K12 MG1655, contains all of the 4460 E. coli
genes of which ∼60% have experimentally defined functions [102]. Comparison to other genome
annotations shows that by 2007 E. coli had a significant lead in the number of experimentally-
determined gene functions: Saccharomyces cerevisiae = 37%, Arabidopsis thaliana = 5%, Mus
musculus = 4%, Drosophila melanogaster = 4% [103]. The database also contains all the known
metabolic pathways of the bacterium including 1326 metabolic reactions and 1362 compounds [102].
As the model organism for bacteria, understanding the regulation of central carbon metabolism
in E. coli will be immensely informative.
1.6.2 Chassagnole and Peskov: two models dissected
Several metabolic models have been constructed for E. coli employing various strategies: Flux
Balance Analysis [54, 58, 104–107], Metabolic Flux Analysis [51, 108–110], Metabolic Pathway
Analysis [63], construction of a core model [111] and petri-nets [112]. It is clear from a cursory
review of the literature that constraint-based models have almost entirely dominated the range of
modelling strategies for the last 20 years [113].
For the purposes of background to this project, two salient modelling examples emerge. Chas-
sagnole et al. [46] modelled the dynamic metabolic response of aerobically grown E. coli K-12 W3110
under glucose limitation to a glucose pulse in a chemostat at steady state using a constrained mod-
elling strategy (an approach previously employed in [114]). Contrary to this approach, Peskov
et al. [115] have produced a purely kinetic model more recently under almost identically aerobic
physiological conditions. These are examples of two contemporary models of E. coli central carbon
metabolism that incorporate a degree of kinetic information not present in purely constraint-based
approaches. As such, they will be reviewed below.
The Chassagnole model
The strategy in adopted in [46] was essentially a hybridisation of constraint-based and purely kinetic
strategies. The modelling process was begun by defining an exhaustive structural model accounting
for the reaction stoichiometries of 107 metabolic pathways (702 individual metabolic reactions)
available in the EcoCyc database at the time of publication [43]. Experimentally-derived uptake
and excretion rates were used in conjunction with an estimation of the macromolecular composition
(at a specified growth rate, µ) to solve a set of mass-balance equations and determine the steady-
state fluxes. Metabolite concentrations were determined separately for a sub-second time course
(stopped-flow technique [116]) and over 3-second intervals (quenching aliquots [117]) to monitor
the immediate- and intermediate response to a glucose pulse respectively.
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A set of kinetic equations and parameters was collected from the literature to constitute a start-
ing model. Due to the danger of a multitude of unmodelled interacting processes inside the cell
producing kinetics that are significantly different to the in vitro conditions in which enzyme kinetics
are traditionally determined [46, 68, 114], the in vivo kinetic parameters (and some of the metabo-
lite concentrations) were optimised by fitting to simulated dynamic data of intracellular metabolite
concentrations using a subset of the steady-state (“stationary”) model, called the “dynamic model”.
This submodel was restricted to glycolysis, the pentose-phosphate pathway (PPP) and the phos-
photransferase system (PTS). An explicitly “top-down” structural decomposition technique was
used in which kinetic parameters for the enzymes were estimated by progressively evaluating the
network as a collection of sub-models forming metabolic “shells”, each with an additional metabo-
lite, beginning with the glucose uptake rate [114]. Unbalanced metabolites (those with neither
source nor sink and thus no balance equations) were fitted with analytical functions to mimic dy-
namic measurements (including ATP, ADP, AMP, NAD, NADH, NADP, NAPDH). This stands in
opposition to the “bottom-up” approach described above which seeks first to describe a metabolic
network comprehensively by analysis and abstraction of elementary components and then validate
the constructed model by experimentation; the result being a model which behaves realistically to
induced changes in parameters or environment in silico.
The Chassagnole model fits the majority of the dynamic metabolite data after the glucose
pulse with a few exceptions. At both the intermediate and immediate time spans (aliquots and
stopped-flow extractions respectively) the model prediction of pyruvate levels showed the largest
deviation from the data which could not be mitigated by changing the enzyme expression levels or
optimising kinetic parameters of those reactions involved directly with the pyruvate pool.
The dynamic kinetic model was also subjected to metabolic control analysis to elucidate the
distribution of control on glucose uptake by the PTS and to identify possible targets for redesign of
the central carbon pathway. The highest glucose uptake Flux Control Coefficient (FCC) belonged
to the PTS (0.42) with the next highest enzymes at 0.24 and 0.11, belonging to PFK and glucose
6-phosphate dehydrogenase (G6PDH) respectively; activities which are both able to indirectly
regulate PTS activity by affecting the concentration of glucose 6-phosphate (G6P) which was
modelled as feedback inhibitor of the PTS. The significant FCC for PFK is likely also due to the
key allosteric terms included in the kinetic equation (PFK is modelled as being inhibited by PEP,
a glycolytic product, and activated by ADP and AMP, which would signal a low cellular energy
charge: [ATP ]+
1
2 [ADP ]
[ATP ]+[ADP ]+[AMP ]). Pyruvate kinase which consumes PEP, the phosphoryl substrate for
the PTS, only displayed a FCC of 0.01, indicating that it does not contribute significantly to the
control of the rate of uptake of glucose despite having significant allosteric effectors included in its
kinetic equation (inhibition by ATP, signalling high cellular energy charge; activated by FBP and
AMP, signalling both the presence of substrate and low cellular energy charge).
This modelling approach may be industrially pragmatic but is not necessarily scientifically
informative due to several caveats; some common to constraint-based modelling strategies. Firstly,
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the kinetics of individual reactions are optimised to reproduce the observed rates and concentra-
tions. This does not guarantee that the experimental data are accurate, or that the fitted parameter
values offer a unique solution. Nor is it necessarily true that the model will behave realistically un-
der different experimental conditions. Secondly, a number of kinetic parameters fitted with frankly
unrealistic values (e.g. the GAPDH binding constant for bisphosphoglycerate = 0.0000104 mM)
and were possibly unconstrained by the data (error estimates are not included). Additionally, a
number of initial kinetic parameters were selected from data for different organisms. Lastly, the
flux control coefficients calculated by the model rely heavily on the structure of the chosen kinetic
equations. It is not clear in literature that either the concentration of G6P or the [PEP ][PY R] ratio are
significantly responsible for regulation of the PTS (in contrast correlations between [ATP ][ADP ] ratio and
the proton motive force have been identified [70, 118, 119]), yet both are included in the simplified
PTS rate equation and consequently figure prominently in the metabolic control analysis.
The Peskov model
The model developed in [115] is demonstrative of the design philosophy adopted in this project.
It is a “bottom-up” kinetic model and was constructed by gleaning kinetic information from the
literature and validated with published metabolomic and fluxomic data. The model consists of 75
reactions of 48 metabolites including the major central metabolic pathways: the PTS, glycolysis,
the PPP, gluconeogenesis, the TCA cycle, the glyoxylate bypass and the Entner-Doudoroff pathway.
These pathways were modelled as a series of ordinary differential equations (ODEs) each describing
the change in a particular metabolite pool as the sum of reactions producing or depleting that
particular pool (e.g. dMetdt = Σvproducing − Σvconsuming). The model also included a number of
conservation laws (e.g. AXPTOT = ATP + ADP + AMP + cAMP ) and simple kinetic rate laws
to describe recycling (e.g. NADH → NAD+) and export reactions.
To avoid an excess of free parameters (i.e. those without literature values), enzymic reac-
tions were modelled with kinetic equations at 4 levels of mechanistic complexity. The first 3
levels were respectively allocated to enzymes that displayed low, intermediate, and highly complex
kinetics and were modelled either according to the Cleland convention [120] or using the Monod-
Wyman-Changeux equations [121]: low complexity reactions are represented by isomerisations and
dehydrogenations which show no cooperativity or allosteric effects; those that were of intermediate
complexity lacked any allosteric regulation but were complex enough to require data for verification;
and lastly the highly complex reactions showed cooperativity and allosteric effects. The 4th degree
of complexity was reserved for those reactions in which changes in enzyme state (e.g. protonation
at different pHs) are modelled producing a separate ODE subsystem.
The vast majority of reactions (34 out of 44) were modelled using the two simpler models.
Individual enzyme models (i.e. rate laws) were validated using in vitro initial rate assay data,
whereas the combined metabolic model was verified using in vivo metabolomic and fluxomic data.
A number of parameters were either fitted or deduced using the in vivo data, including maximal
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rates, kinetic parameters of recycling reactions, and system outputs.
An interesting conclusion drawn from the modelling experiment was that at steady-state
anaplerotic carbon is provided to the TCA cycle primarily through malate:quinone oxidoreduc-
tase (MQO) rather than either malate dehydrogenase (MDH) or the PEP/PYR bypass reactions
(reviewed in [122]). Additionally it was shown that in vivo MDH flux was present, albeit to a lesser
degree, in the opposite direction to MQO forming a futile NADH-consuming cycle (as demon-
strated in [123]). The presence of a similar futile cycle in vivo has been shown to exist between
PEP-carboxylase (PPC) and PEP-carboxykinase (PCK) [122, 124]. In the modelled flux, these
reactions are in opposition and the PCK flux dominates possibly in response to an overproduction
of oxaloacetate by the glyoxylate bypass pathway.
A key experiment performed during the modelling process succinctly demonstrates the power
of modelling approaches to problem solving. The standard (or wildtype) model was modified to
reflect a pyruvate kinase knockout (PykA) strain and compared to published metabolomic [125] and
fluxomic [126, 127] data sets under the same conditions. The PykA model was able to reproduce
the published fluxes but only upon introduction of a hypothesised allosteric inhibition of phospho-
gluconate dehydrogenase by PEP was the model equally able to reproduce the published steady
state metabolite concentrations. Additionally the PykA model correctly predicted a compensatory
increase in PPC flux [127].
A comparison of the Chassagnole and Peskov models clearly illustrates the differences be-
tween a “top-down” and “bottom-up” modelling philosophy and that one of the key strengths of a
“bottom-up” approach is predictive power.
1.6.3 Metabolic strategies of E. coli : fermentation, aeration and efficiency
Mixed acid fermentation and microaerobic growth
It is conceivable that in its natural environment E. coli rarely encounters purely aerobic or anaer-
obic conditions (e.g. O2 partial pressure at the mucosal surface in the lumen of the small intestine
is approximately 1/5th of that in the atmosphere [128]) and is additionally exposed to a variety of
substrates. As such it is beneficial for the cell to be able to respond to these changing conditions
with appropriate metabolic strategies. As a facultative anaerobe, E. coli has a broad spectrum of
metabolic flux configurations for substrate-level phosphorylation in the absence of O2; especially
with regard to the anaerobic dissimilation of pyruvate (reviewed in [129]). Under O2-limiting condi-
tions E. coli cells employ a mixed acid fermentation, producing a diverse set of products, primarily
comprised of lactate, ethanol, acetate, succinate, and formate (which is either exported from the
cell at neutral pH or cleaved to H2 and CO2 at low pH and high formate concentrations) (Fig. 1.1a)
[129, 130]. The specific ratio of fermentation products produced is modulated to maintain redox
balance when growing on substrates with different oxidation states and in response to changing
O2 availability [129, 131, 132]. For example, the oxidation of glucose produces 2 NADH molecules
(4 reducing equivalents, [H]) whereas the more oxidised gluconate and glucuronate (which are
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metabolised via the Entner-Doudoroff pathway) produce only 1 NADH (2 [H]) each. Additionally,
the first stage of glucuronate metabolism requires the input of one NADH as it passes through
a fructuronate intermediate resulting in the redox-neutral production of two pyruvate molecules
[129, 133]. Though conveniently requiring less redox balancing, these latter substrates have a lower
energy yield as the Entner-Doudoroff pathway generates only one energy equivalent (ATP) per
substrate molecule.
It is possible for redox balance to be achieved for all substrates of E. coli simply by varying
the ratio of acetate and ethanol produced by fermentation, which has prompted questions about
the use of the lactate and succinate generating pathways [129]. Succinate fermentation is a source
of biosynthetic molecules and as such usually exhibits low flux [134], but has been shown to have
the capacity for higher flux values in redirected pykF pyruvate kinase mutants [127]. Lactate
fermentation however often dominates at pH values around and below 7.0 [129, 135]. Retaining the
lactate fermentation pathway in evolution has been argued to be due to the possibility of generating
an electrochemical proton gradient by eﬄux of lactate [136, 137].
Central carbon metabolism in E. coli is versatile and demonstrates a number of parallel path-
ways. Pyruvate, the end-product of glycolysis, can be cleaved into formate and acetyl-CoA by
pyruvate-formate lyase (PFL) under typically anaerobic conditions or the pyruvate dehydrogenase
complex (PDHC) under typically aerobic conditions [129]. The PDHC generates NADH and is for
this reason primarily relegated to aerobic respiring conditions. A second branch point involves the
consumption of acetyl-CoA by either the ethanol fermentation pathway which consumes 2 NADH,
or the acetate pathway which produces 1 ATP but consumes no reducing equivalents. The final
parallelism exists in the membrane-bound aerobic respiratory chain where electron flux is divided
between two NADH dehydrogenases (NDH I which pumps two protons across the plasma mem-
brane, and NDH II which is not coupled to proton-pumping) [138, 139] and two quinol oxidases
(cytbo which pumps 2 protons across the membrane and cytbd which pumps 1 proton) [129]. Cytbd
is a lower efficiency oxidase than cytbo, but it has a higher affinity for O2 making it a more efficient
scavenger of O2 under microaerobic conditions [132, 140, 141]. The inter-regulation of these four
components gives the cell greater flexibility with regard to redox balancing [129, 142].
At a genetic level, the regulation of anaerobic, microaerobic and aerobic metabolism is achieved
by two regulatory systems in E. coli: the ArcAB two-component system which regulates anaerobically-
and aerobically-expressed genes, and FNR which is responsible for anaerobic regulation [129, 132,
143]. These two systems exercise an often inter-weaved co-regulatory strategy, neither being strictly
responsible for a particular metabolic regime. For instance, as O2 availability decreases ArcAB ac-
tivates the expression of cydAB (encoding the high-affinity cytbd), which is eventually inhibited
by FNR once full anaerobiosis is achieved [132]. PFL, which predominates under anaerobiosis,
employs a glycyl radical moiety and is thus irreversibly inhibited by O2 [129]. This requires tight
control of PFL activity by a PFL activase, PFL deactivase and possibly the scavenging of residual
O2 by cytbd [129, 132].
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Figure 1.1: Mixed acid fermentation and microaerobiosis in E. coli. (a) Alternate fates of gly-
colytic PEP during mixed acid fermentation in E. coli. At high glucose concentrations and un-
der low O2 availability succinate dehydrogenase, succinyl-CoA synthetase and α-ketoglutarate
dehydrogenase are repressed producing a branched version of the TCA cycle (green) which
produces biosynthetic precursors succinate and α-ketoglutarate. Mixed fermentation (blue) re-
plenishes the NAD+ pool for glycolysis (red) to continue. LDH - lactate dehydrogenase, PFL -
pyruvate-formate lyase, PTA - phosphotransacetylase, ACK - acetate kinase, ADH - alcohol de-
hydrogenase, MDH - malate dehydrogenase, FUM - fumarase, FRD - fumarate reductase, GLN
- citrate synthase, ACN - citrate hydro-lyase, ICD - isocitrate dehydrogenase, FHL - formate-
hydrogen lyase, PO3−4 - orthophosphate. (b) NADHNAD+ ratio ( and  represent two different
chemostats) for growth of E. coli under various degrees of oxygenation. qO2 - specific oxygen
uptake rate ( and # represent two different chemostats); % aerobiosis is calculated from the
amount of substrate converted to CO2, assuming that at full aerobiosis 100% of the substrate
is respired. Two distinct NADHNAD “plateaus” are observed and a transition point around 40 %
aerobiosis. Sourced from [132]
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In summary, the response of E. coli to varying levels of O2 is characterised by two important
adaptations that occur around the 40 % aerobiosis point [132]. Firstly, at high O2 levels, cydAB
is repressed and as O2 levels drop ArcA (the cytoplasmic component of the ArcAB system) up-
regulates cydAB expression to capitalise on the low O2 levels. As O2 availability decreases further,
FNR binds the cydAB promoter to repress expression. Secondly, under aerobic conditions expres-
sion of pflB (encoding PFL) is minimal, but as O2 availability decreases, ArcA and FNR bind to the
focA-pflB promoter region to activate expression. Thus the switch is made from using the PDHC
to PFL. In the 0 – 40% aerobiosis range (microaerobiosis) a “plateau” is observed in the NADH
NAD+
ratio (= 0.4) which extends near to full anaerobiosis (Fig. 1.1b). Additionally, over this range (sim-
ilarly at high glucose concentrations, Section 1.6.3) the full TCA cycle is inhibited and replaced
by a branched version which produces succinyl-CoA by a reductive pathway and α-ketoglutarate
by an oxidative pathway (Fig. 1.1a) [144]. Under low oxygen and high glucose conditions ATP is
derived from glycolysis and the branched TCA cycle is split into a pair of biosynthetic pathways.
Acetate, ethanol, and formate are produced in increasing proportions as fermentation gradually
dominates respiration until full anaerobiosis is induced. At higher than 40 % O2 availability an-
other “plateau” is observed at a lower NADH
NAD+ (0.25), the TCA is activated as a full cycle, the
respiration rate increases, PDHC predominates over PFL, and cytbo takes over.
Efficiency vs. speed: the bacterial Crabtree effect
The tendency to select biomass maximisation as the objective criterion in constraint-based mod-
elling risks inaccurate representation of the metabolism of many organisms that employ both high-
efficiency/low-rate metabolic pathways such as aerobic respiration (producing ∼30 ATP per glu-
cose) and low-efficiency/high-rate fermentative pathways (producing 2-3 ATP per glucose) [145].
Moreover, low-efficiency pathways are often active even under conditions of abundant substrate
and O2; a phenomenon referred to in the literature as “overflow metabolism” or the “Crabtree
effect”. Examples of this phenomenon include amongst others: Saccharomyces cerevisiae which
respires aerobically at low glucose concentrations and switches to primarily ethanol fermentation
at high glucose concentrations while maintaining a minimal level of aerobic respiration; Lacto-
coccus lactis which switches from mixed acid fermentation at low substrate concentrations to the
low-yielding/high-rate homolactic fermentation at high substrate concentrations; and tumour cells
which exhibit the “Warburg effect” and induce a combination of respiration and fermentation in the
presence of substrate and abundant O2 [123, 145, 146]. E. coli likewise in the presence of O2 uses
aerobic respiration at low glucose concentrations and switches to a lower-yield combination of res-
piration and “overflow” production of acetate at high glucose concentrations. A number of theories
have been posited to explain this seemingly paradoxical observation. FBA models have been used
to argue that when maximal capacities of the efficient (high-yield) pathways are reached, excess
carbon flux “overflows” into ancillary pathways [54]. Besides being somewhat artificially imposed
by virtue of the constraint-based modelling process [123, 145], this explanation does not account
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for the fact that the transition at high substrate concentrations to inefficient pathways is regulated
by the active suppression of efficient pathways in the organisms discussed [123]. Other theories
include: a composite spatial/thermodynamic theory [147], and theories explaining the detrimental
[148] and beneficial [149] effects of producing toxic by-products.
The unexpectedness of this behaviour has been largely dispelled by using a simple core-
modelling approach which has shown that the switch to low-yield/high-rate fermentative metabolism
at high substrate concentrations can be accounted for simply by the lower investment required to
synthesise the protein constituents of the fermentative pathways [123]. In summary, unicellular
organisms are competitively configured for fast replication, an advantage conferred upon them by
the high-rates of substrate-level phosphorylation compared to respiration at high substrate con-
centrations. At decreasing substrate availabilities (and concomitantly decreasing growth rates) a
threshold concentration is crossed beyond which it becomes too expensive in terms of substrate to
maintain a high growth rate using the wasteful catalytically-efficient (low-yield/high-rate) pathway
due to the input required to import substrate into the cell, and the cell switches to the metabolically-
efficient (high-yield/low-rate) pathway and a general increase in glycolytic enzyme expression levels
occurs [150].
Based on this model, under aerobic conditions and increasing growth rate the cellular redox bal-
ance governs the nature of the switch from high-yield/low-rate to low-rate/high-yield metabolism,
that is, in organisms such as S. cerevisiae and L. lactis that don’t express non-reducing alternative
low-yield pathways for glycolytic flux, the switch between the two modes of metabolism is dramatic
as one redox milieu is replaced by another [146]. This bimodality is not present in E. coli which
exhibits a gradual and partial redirection of flux from aerobic metabolism to acetate in response
to increased growth rate, maintaining simultaneously aerobic respiration and acetate production,
capitalising on the increase in flux while minimising the penalty to metabolic efficiency via the
extra ATP produced by the non-reducing acetate pathway [54, 146].
1.7 Nuclear magnetic resonance spectroscopy
NMR spectroscopy is a technique that exploits the behaviour of atomic nuclei in a magnetic field to
make quantitative, dynamic and structural observations of chemical samples. Elementary particles
(and thus certain atomic nuclei) exhibit a property called “spin”, which is a quantised intrinsic
angular momentum [151]. Isotopes with nuclei containing unfilled nuclear shells, and thus odd
numbers of nucleons, exhibit a magnetic moment and angular momentum. Placing a sample of
nuclei with angular momentum and random spin orientations in an external magnetic field (B0)
causes the spin orientations of the nuclei to align with the external magnetic field or exactly against
it. The energy difference between nuclear spins in the low energy orientation (in the same direction
as B0) and the high energy orientation (against B0) is described by equation 1.11 [152]:
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∆E = γhB02pi (1.11)
where γ is the gyromagnetic ratio which relates the strength of the magnetic field (B0) to the
frequency of the nuclear spin, h is Planck’s constant.
The ratio of nuclei in either orientation is quantified statistically by the Boltzmann equation
[151]:
Nupper
Nlower
= e−∆E/kT = e−hv/kT (1.12)
where k is the Boltzmann constant and T is temperature.
The fundamental mechanism of NMR spectroscopy involves irradiating a partitioned distri-
bution of nuclei in a magnetic field with a radio frequency (RF) pulse. A key property of the
partitioning of spin populations is that the absorption of a photon of equal energy to the differ-
ence in energy between the spin states, causes spins to change orientation. According to the Bohr
frequency condition:
∆E = hν (1.13)
where ν is the resonance frequency, the frequency causing a spin transition can be written as:
ν = γB02pi (1.14)
This frequency of radiation, produced in the experiment by an applied RF pulse, is known as
the Lamor frequency. Absorption of RF energy causes the spin populations to equilibrate as low
energy spins flip into the high energy orientation. Interpreting the spin population as a precessing
net magnetisation vector (M0) oriented in the direction of B0 (the Z-axis according to convention),
typical NMR experiments (as the ones used in this dissertation) involve pulsing the sample with
RF radiation, which tips M0 away from the state at rest, typically by 90 ◦ into the XY-plane. As
the RF pulse is stopped, M0 begins to precess around Z in the XY plane at the Lamor frequency,
which can be observed using a detector in the NMR spectrometer and used to identify the particular
nucleus. As molecular interactions create varying micro-environments for each nucleus, M0 begins
to return to equilibrium along the Z-axis, and the constituent nuclear magnetisation vectors begin
to rotate out of phase by virtue of nuclei or “spin-packets” experiencing slightly different magnetic
fields due to spatial displacement in B0 [151]. These are known respectively as T1 and T2 relaxation
processes and are responsible for the relaxation of M0 to equilibrium.
The detection of the magnetisation vectors in a sample in the XY-plane produces a periodic
signal known as a Free Induction Decay (FID) in the time domain. A key understanding related to
the typical quantitative experiment performed in this dissertation is that identical nuclei in differ-
ent molecular environments (e.g. a 31P nucleus in two different molecules) exhibit different Lamor
frequencies. The implication of this is that in a complex chemical sample the FID is composed of
the signals of nuclei in many different environments, and Fourier transforming the FID from the
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time domain to the frequency domain allows us to quantify each nucleus exhibiting an individual
precession frequency. This is indeed one of the key benefits of NMR for studying complex enzyme
reactions with cell extracts, that all metabolites are monitored simultaneously and directly, with-
out coupling them to a downstream chromogenic reaction (as in the traditional spectrophotometric
assays with NAD[P]H). Note therefore, that when an NMR spectrum is presented in this disser-
tation, the x-axis will be in the frequency domain (represented as parts per million of a reference
frequency) which is positive on the left and negative on the right, that is, species to the left of
another species rotate faster than their right-hand counterparts. The exact position of a nucleus
on the x-axis is referred to as its “chemical shift” [151].
The ability of NMR to monitor most metabolites involved in a complex network of enzyme
catalysed reactions makes it attractive for generating kinetic data. Indeed a wealth of information
relating to reversibility, product inhibition, cooperative substrate binding, and allosteric modifica-
tion can be gleaned from the data of NMR reaction time courses. In the course of this dissertation,
two approaches to disentangling in vitro enzyme catalysed reaction time series data are presented:
The first approach treats isolatable reactions or couples of reactions by fitting reaction time series
with splines to approximate reaction rates (Chapter 3), the second approach treats networks of
multiple inseparable reactions by fitting sub-models of the whole visible reaction network to the
complex time series data (Chapter 4).
1.8 Justification
The current study seeks to integrate in vitro kinetic enzyme data from literature and a novel
experimental framework into a kinetic model characterising the metabolic behaviour of glycolysis
in E. coli W3110 under microaerobic conditions, by identifying loci of flux control and metabolite
concentration homeostasis, with particular attention given to the dynamic behaviour of E. coli in
response to varying degrees of O2 availability and energy requirements.
A number of salient questions are approached in this study regarding the regulation of E. coli
glycolysis including:
1. Is the “textbook” concept of a rate-limiting step in glycolysis valid for this model organism
(usually PFK)?
2. Do ATP-demanding reactions external to glycolysis control flux through glycolysis in the
microaerobic state (as shown for aerobic E. coli [101])?
3. Is the correlation between cellular free energy and PTS activity positive [118] or negative
[101]?
4. Do any particular enzymes represent key regulatory points in glycolysis, especially with regard
to the cellular free energy level and redox balance?
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5. Are there structural features of glycolysis in E. coli which provide a unique degree of flexibility
in response to redox demands?
6. To what degree is E. coli able to respond metabolically to slight variations in levels of O2,
and how much of the O2 adaptation requires a transcriptional response?
7. Is it possible for FBP to act as an internal glycolytic flux-sensor (as suggested by Kochanowski
et al. [153])?
A kinetic model of glycolysis and fermentation in E. coli provides a platform for answering
these biological questions by in silico experimentation. The key regulatory points of the system
are elucidated by MCA, and the behaviour of glycolysis in the context of external [ATP ][ADP ] demand
is quantified by SDA. Elementary Mode Analysis reveals the range of steady state flux behaviours
achievable by the system. Ultimately, translating experimental hypotheses into perturbations to
the system, which are only experimentally achievable by expensive and laborious means, can be
performed rapidly and effortlessly in silico.
To achieve these goals the following chapters describe the strategy adopted in this dissertation
and present the necessary techniques and research outcomes. Chapter 2 presents a software suite,
NMRPy, developed for the efficient and accessible processing of NMR data. NMRPy proved useful as
the key experimental techniques used in this study for the estimation of enzyme kinetic parameters
utilised NMR reaction time series. Chapter 3 presents such a technique in which reaction time series
are fitted with kinetic equations to estimate kinetic parameters. Chapter 4 describes the assembly
of the glycolytic models and the model selection strategy. In Chapter 5 E. coli glycolytic behaviour
is probed by various in silico experiments. And finally Chapter 6 discusses the development of
these research techniques and their findings in the context of systems biology.
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2 NMRPy: a Python module for the processing
of nuclear magnetic resonance data
Summary
This chapter describes the development of a software toolkit using the Python programming lan-
guage for the processing, analysis and visualisation of Nuclear Magnetic Resonance (NMR) data.
Python is a high-level programming language which is eminently “readable” and supports a grow-
ing collection of “modules” produced in an open fashion, often collaboratively, by a community
of developers for various applications, not least of which for scientific purposes. Though many
open-source or freeware NMR processing software packages exist, very few are extensible, allowing
users to customise the applications for their particular work. Additionally none provide a rapid
and robust means of batch processing NMR spectra (and arrays of spectra) with a clear and easy-
to-learn format. The NMRPy module was developed against a metabolomic and enzyme-kinetic
background and is thus designed to work with 1-dimensional spectra and 2-dimensional time series
arrays of spectra. Functionalities include amongst others: basic processing (zero-filling, apodis-
ation, Fourier-transforming, baseline correction, phasing), deconvolution, wavelet transformation,
b-spline approximation of time series integrals and visualisation of data (including interactive wid-
gets for baseline correction, manual phasing, and peak picking). An introductory NMRPy tutorial
is presented. NMRPy was used in this project and its use and usefulness is demonstrated in the
following chapters.
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2.1 Python and the open-source movement
One of the key requirements for this dissertation was an extensible software package which could be
used for rapid batch-processing of large NMR datasets. It was found that none of the available NMR
processing software suites was suitable. This is especially the case with regard to deconvolution of
complex arrayed spectra, as produced by the NMR reaction time series in Chapters 3 and 4. Hence,
an accessible and flexible NMR processing software was developed in the Python programming
language which is made available to the public and is useful for many NMR processing applications.
Python (http://www.python.org/doc/) is a high-level dynamically typed, interpreted program-
ming language which lacks the relative verbosity of other languages (e.g. C++, Java), providing a
degree of readability which makes it ideal for dissemination of code in an ‘open science’ environment.
Additionally, the comprehensiveness of Python’s standard library (captured in its design motto:
‘batteries included’) and the openness and ease of development of modules for specific applications
has earned Python a growing reputation in the scientific community as an extensible tool providing
a platform to produce customised solutions to scientific problems. A cursory examination of the
literature is sufficient to exhibit the wide range of scientific applications Python has been used for.
A salient example is PySCeS [154], the Python Simulator for Cellular Systems which is written in
Python and developed in our group to provide a platform for the construction, simulation, analysis
and dissemination of ODE-based cellular models.
Recent decades have witnessed the development of a global trend which seeks the “opening up”
of the pursuit of scientific knowledge by producing open-source software for scientific applications
and making scientific data available for public utilisation and scrutiny, as well as providing a wealth
of freely available online learning material [155]. Indeed this movement is not restricted to science
and is eminently distilled in the development of major open-source software projects like the Linux
operating system. With respect to software development, the transition to open-source has been
described as the difference between the construction of a cathedral and a bazaar [156]: cathedral
construction is a closed hierarchical process performed by a select group of specialists, whereas a
bazaar emerges out of the coalescing of many people in public spaces with various skill-levels.
A vast number of open-source NMR-related packages are in use currently. These packages
are tailored for specific categories of work: acquisition, analysis, processing, relaxation dynamics
analysis and simulation, automated assignment, etc. With respect to data processing specifically,
a number of packages appear on the NMR information website http://nmrwiki.org/:
• NMRPipe[157] — This popular collection of scripts and programs is powerful and has an
exhaustive set of functions constructed around the UNIX pipe syntax, including: file format
conversions and basic processing, peak-detection, Linear Prediction and Maximum Entropy
Reconstruction, multidimensional (1D-4D) capabilities, and other high-end features for struc-
ture elucidation.
[http://www.nmrscience.com/nmrpipe.html]
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• SpinWorks — SpinWorks is a freeware and relatively lightweight application for the processing
of 1D and 2D NMR spectra with a focus on organic and inorganic chemistry. In addition to
basic processing functions, features include simulation and analysis of convoluted second-order
spectra, and analysis of dynamic exchange spectra.
[http://www.columbia.edu/cu/chemistry/groups/nmr/SpinWorks.html]
• PERCH NMR software[158] — Perch is a free package with a well developed GUI replete
with processing, structure-prediction, quantification and visualisation features. Included are
a number of advanced features for predicting spectra from 3D structures, simulating spin-spin
systems and deconvolution of complex lineshapes.
[http://new.perchsolutions.com/]
• Azara — A free command-line package with basic processing and peak-fitting capabilities.
[http://www2.ccpn.ac.uk/azara/]
• GSim — A free GUI-based package for basic processing and integration of spectra from
multiple sources.
[http://sourceforge.net/projects/gsim/]
• MatNMR [159] — This package consists of a collection of Matlab scripts for the processing and
analysis of NMR spectra (requires the commercial Matlab language http://www.mathworks.
com/products/matlab/). MatNMR allows users direct access to numerical representations
of NMR spectra. Features include basic processing functions such as linear prediction and
arbitrary function apodisation.
[http://matnmr.sourceforge.net/]
• ACD/Labs NMR software — This is a series of commercial applications made available freely
for academic purposes. Basic processing functionality is included as well as peak-picking, in-
tegration and deconvolution capabilities. ACD software can process 1D and 2D NMR spectra,
and arrayed 1D data.
[http://www.acdlabs.com/]
• DOSYToolbox[160] — A simple but powerful package with a GUI for the processing and
deconvolution of complex spectra with a focus on Diffusion-Ordered Spectroscopy.
[http://dosytoolbox.chemistry.manchester.ac.uk/dosytoolbox/doku.php]
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• NMRglue[161] — A Python module for the processing of NMR data from various sources.
Functions primarily include basic processing and visualisation using the Matplotlib graphics
library [162]. This package is as powerful as the user’s skill with the Python programming
language. Additionally it grants direct access to raw data in the form of Numpy [163] arrays.
[https://code.google.com/p/nmrglue/]
• jMRUI[164] — A platform-independent software suite for the processing of NMR data. This
is a powerful and highly accurate package which is designed for the exhaustive analysis of
time-domain signals. To be usefully interactive we felt that the frequency domain was more
useful for the current application as peaks could be readily identified and specified.
[http://www.mrui.uab.es/]
A cursory examination of the available NMR software shows that packages are often developed
with specific applications in mind and that the vast majority of software is designed for structure
elucidation. Additionally there is a lack of appropriate non-commercial software for the rapid but
rigorous processing of NMR time-series; of the packages mentioned above only the ACD/Labs
package is able to rapidly process and quantify time series data, and it achieves this by using a
crude block-integration method. As an extensible Python package NMRglue is more customisable
than compiled gui-applications, however it is limited by the Python programming skill (or lack
thereof) of the user and is not designed for time series data; as such it remains primarily useful for
simple processing and 1D and 2D structure elucidation. Additionally NMRglue is still very much a
work in progress.
NMRPy seeks to be a simple but powerful contribution to open science by making the processing
of NMR spectra available to people with a broad range of skill-levels in various fields. It is an
extensible solution for rapid NMR processing that requires only basic scientific computing skills
for a standard NMR processing procedure. Though most functions pertinent to the processing,
quantification, analysis and visualisation of 1D and arrayed 1D spectra are included in the NMRPy
capabilities, the advanced Python user will easily be able to produce scripts for more complex
applications as all data are accessible in Numpy arrays. Additionally, though NMRPy can be used
in an interactive fashion using IPython, Python scripting provides an easy means of both designing
scripts for a user’s particular research application, and for batch processing large volumes of data
with the option of parallel computing.
The following section 2.2 introduces a tutorial demonstrating a the power of NMRPy by fol-
lowing a typical workflow when processing NMR spectra. Thereafter, Section (2.3) will serve as
a reference manual for NMRPy and a survey of its functionality. A list of commands and their
descriptions is included under the headings:
2.4.1 Input/Output and Basic Processing
2.4.2 Peak-picking, Deconvolution and Integration
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2.4.3 Visualisation
2.4.4 Spline-approximation of Time Series and
2.4.5 Miscellaneous Functions
2.1.1 Acquiring NMRPy
NMRPy is available for download in a Git repository at https://github.com/jeicher/NMRPy.
2.2 Tutorial: an introduction to the use of NMRPy
This tutorial will demonstrate a comprehensive example of processing and visualisation of an NMR
data array. The 31P NMR spectra used in this example were accumulated at a frequency of
242.87 MHz on a Varian 600 MHz spectrometer with a 1 s repetition time (0.5 s acquisition/0.5 s
relaxation). 100 transients were collected per individual FID using a pulse angle of 90◦ with no
proton decoupling.
Typically NMRPy processing is performed in an interactive Ipython shell. However a script
file containing standard processing commands and parameters can significantly reduce work time
and provides an infrastructure for batch processing and parallel computing for large datasets. A
simple script file will be assembled in this tutorial.
In the preamble of the script file the numerical and graphical modules are loaded:
import numpy as np
import matplotlib.pyplot as plt
Alternatively, NumPy and Matplotlib can be conveniently imported together as the combined names-
pace ‘pylab’:
from pylab import *
Next, the NMR processing package NMRglue including the data import function is imported, and
finally NMRPy:
import nmrglue as ng
import nmrpy
2.2.1 Getting started: importing data
To import a FID (or FID array) the ng.varian.read function is used (fid directory refers in
this case to the Varian directory containing data, procpar and text files), after which a FID class is
instantiated using the extracted data and parameter (procpar) files.
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Figure 2.1: The raw FID data after import.
procpar,data = ng.varian.read(fid_directory)
p = nmrpy.f_fid(data,procpar,filename=fid_directory)
The FID object p is created and contains all relevant data, parameters and processing functions.
The first spectrum of the raw data array looks as depicted in Fig. 2.1.
2.2.2 Basic processing: apodisation, zero-filling, phasing, baseline-correction
In this section basic processing procedures are going to be applied beginning with exponential
apodisation (line-broadening) and zero-filling. Exponential apodisation removes noise acquired
after the signal has decayed. The degree of apodisation is determined by several factors including
the signal-to-noise ratio and the acquisition time. Fig. 2.2a illustrates the effect of apodisation at
increasing degrees. In this tutorial a line-broadening value of 1 Hz will be used:
p.emhz(lb=1)
Zero-filling is a method of interpolating a FID before Fourier transformation by appending zeroes
to the spectrum. This increases the digital resolution without additional information and results
in narrower lineshapes with better definition. Fig. 2.2b illustrates the effect of zero-filling.
Two degrees of zero-filling are used in this example and the data is Fourier transformed. Individual
spectra can now be visualised with the plot fid() command (Fig. 2.3):
p.zf()
p.zf()
p.ft()
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Figure 2.2: (a) Exponential apodisation of a raw FID. Left blocks - the indicated apodisation
function is superimposed onto raw data. Right blocks - the resulting apodised FID (b) Zero-
filling of an FID. Left blocks - raw FIDs with indicated degree of zero-filling applied, Right
blocks - respective Fourier-transformed spectra.
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Figure 2.3: Fourier transform of an FID.
The following steps involve phasing and correcting baseline distortions in the spectra. Phasing
can be performed manually or automatically. A manual phasing widget can be called using the
p.phase() command (Fig. 2.4a). As a rough correction for large data arrays the manual phasing
widget is called with the “universal=True” parameter indicating that the phase corrections of the
first spectrum will be applied to all spectra in the array.
In this example automatic phasing is used with the objective criterion of minimising total area
(other criteria are available, Sec. 2.4.1):
p.phase_area()
As the algorithm proceeds zero- and first-order phase corrections are output to the terminal
(Fig. 2.4b) and the resulting array of phased spectra are stored (Fig. 2.4c).
Baseline corrections are performed by fitting a polynomial (of specified degree) to manually se-
lected points on a spectrum. The point-selection widget is called (Fig. 2.5a) and a corrections
are performed on each spectrum in the array by fitting a cubic polynomial to the selected points
(Fig. 2.5b):
p.bl_select()
p.bl_fit(deg=3)
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Figure 2.4: Phasing of an FID.(a) Manual phasing widget (b) Terminal output of calculated
phase corrections during autophasing (p0 - zero order, p1 - first order) (c) A phase-corrected
spectrum. Y-axis is absolute intensity.
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Figure 2.5: Baseline-correction of a FID. (a) Point selection widget for baseline correction (b)
Spectrum with baseline distortions removed. Y-axis is absolute intensity.
One of the particularly powerful features of NMRPy is the set of visualisation function for arrayed
spectra, plot array(). This function plots a clean 3D representation of the arrayed spectra and
has numerous parameters allowing the user to produce literature-quality images (Sec. 2.2). In this
example the up field boundary of the spectral width is specified (=10), the indices specify a range of
spectra to plot ([13,56], plotrange specifies the spectral width to plot ([4.0,1.5]), the individual
spectra are filled (opaque polygons), and a dictionary of labels is provided. The resulting image is
in figure 2.6.
labels = {’FBP-A1’:3.256,’G6P-B’:2.843,’G6P-A’:2.717,’FBP-B1’:2.426,
’F6P’:2.311,’FBP-B2’:2.159,’FBP-A2’:1.934}
p.plot_array_ppm(sw_left=10,index=[13,56],plotrange=[4.0,1.5],
filled=True,labels=labels)
2.2.3 Peak-picking, deconvolution and spline-fitting
What can be clearly seen in Fig. 2.6 is that the particular array being used in this tutorial involves
a reaction that is changing over time. The next processing step is to integrate the spectra and
quantify how much change is taking place. Due to the density and overlap of peaks in these spectra
and the spectral drift a simple box integration function like integrate() would not be sufficient.
NMRPy provides a deconvolution function deconv() which fits a template of peaks with specified
spectral widths to the data. This template of peaks is composed of Lorentzian or Gaussian (or a
combination of the two) lineshapes. deconv() thus requires a list of peaks and a list of fitting ranges
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Figure 2.6: Array plot of processed spectra. FBP-A1/A2 – α-anomers of FBP, FBP-B1/B2 –
β-anomers of FBP, G6P-A/B – α- and β-anomers of G6P
in a particular format. The algorithm then produces a template of lineshapes for each specified
fitting range, and performs a convolution of this template with the spectral data to identify an
ideal starting spectral shift with the highest overlap between the template and the data. After this,
fitting proceeds using the Levenburg-Marquardt algorithm acting on several variables including,
the spectral shift of the template peaks as a group, the spectral shifts of individual peaks within
the group, the width of the peaks, and the amplitude of the peaks. The benefits of specifying fitting
ranges are twofold: fragmenting large spectra into smaller individual datasets for fitting speeds up
processing time significantly; specifying fitting ranges prevents lineshapes from “wandering” into
alternate minima during the fitting process, an often encountered problem in highly convoluted
spectra. The starting parameter lists can be easily generated by calling the peakpicker() widget
(Fig. 2.7a):
p.peakpicker(index=20)
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Peaks are selected by left-clicking the mouse and ranges are demarcated by right-clicking and
dragging the pointer. Peaks appear as vertical red lines and ranges as light blue fields (figs. 2.7b,
2.7c and 2.7d). During this process the tkinter zooming and panning functionalities are available
as buttons on the interactive window (Fig. 2.7a).
The resulting peak and range lists are as below. Note that each list is in fact a list of sequences;
each fitting range list in p.ranges has an associated array of peak positions specified in p.peaks
which fall within that range:
p.peaks = [array([ 3097.58672783, 3285.79052442,
3343.962607 , 3487.68186985,
3542.43206522, 3614.29169664,
3713.52642575]),
array([ 4913.64037806, 4925.71382916,
4936.6896938 , 4950.95831783,
4961.93418247]) ]
p.ranges = [[2885.4297207667064, 3894.8864479185268],
[4841.1996714467796, 5038.7652349315622]]
Deconvolution of an array of spectra is performed by fitting a series of lineshapes with default
parameters generated using the peaks and ranges lists to each spectrum in the array:
p.deconv(gl=0)
In this instance the parameter gl is set to 1 indicating a pure Gaussian peak (Sec. 2.2). As
deconvolution proceeds, progress is indicated in the terminal (Fig. 2.8a). Fitted peak parameters are
stored and can deconvoluted spectra can now be visualised using the p.generate plot( index=0
) function as in Figs. 2.8b, 2.8c and 2.8d.
At this stage peak integrals for each spectrum have been stored in p.integrals. Summing J-
coupled peaks or anomers of an individual species can be achieved using the p.f integral sums(
names, peak index ) function, where names is a list of species names, and peak index is a list of
lists of peaks to sum:
names = [’tep’,’g6p’,’f6p’,’fbp’]
peak_index = [[7,8,9,10,11],[1,2],[4],[0,3,5,6]]
After this operation summed integrals are stored in an array p.integrals sum. Triethylphosphate
(TEP) was included at a concentration of 5 mM as an internal standard in this assay and as such
will be used to determine the relative concentrations of the other metabolites:
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Figure 2.7: Peak-picking. Red lines - peaks, blue fields - ranges. Y-axis is normalised intensity.
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Figure 2.8: Deconvoluting a series of spectra. (a) terminal output during deconvolution, (b) -
(d) deconvoluted spectra: black - data, blue - fitted lineshapes, red - residual. Y-axis is absolute
intensity.
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p.integrals_sum = p.integrals_sum/p.integrals_sum[0]*5.0
The scaled summed integrals can now be used by the spline-fitting (or polynomial-fitting) function
to smooth time series data and extract rate approximations as b-splines are differentiable. In this
instance k, the degree of spline to be fitted, is a list specifying the desired degree of spline-fit
appropriate for each metabolite; s specifies the degree of smoothing to impose:
p.f_splines(k=[1,1,2,1],s=1000)
Fitted spline integrals (typically concentrations) and rates are stored as p.s concs and p.s rates
respectively, and can be plotted using p.f plot splines() (Fig. 2.9):
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Figure 2.9: Spline-fitted time series data. Left - concentrations, Right - rates (mMol/min).
A full script is included below:
1 from pylab import *
2 import nmrglue as ng
3 import nmrpy
4
5 fid_directory = ’tutorial2.fid’
6 procpar,data = ng.varian.read(fid_directory)
7 p = nmrpy.f_fid(data,procpar,filename=fid_directory)
8
9 p.emhz(lb=1)
10 p.zf()
11 p.zf()
12 p.ft()
13
14 p.phase_area()
15 p.bl_select()
16 p.bl_fit(deg=3)
Stellenbosch University  http://scholar.sun.ac.za
2.2. Tutorial: an introduction to the use of NMRPy 43
17
18 p.plot_fid(index=40)
19
20 labels = {’FBP-A1’:3.256,’G6P-B’:2.843,’G6P-A’:2.717,’FBP-B1’:2.426,’F6P’:2.311,
21 ’FBP-B2’:2.159,’FBP-A2’:1.934}
22 p.plot_array_ppm(sw_left=10, index=[13,56], plotrange=[4.0,1.5], filled=True,
23 labels=labels)
24
25 #p.peakpicker(index=20)
26 p.peaks = [ array([ 3097, 3285, 3343, 3487, 3542, 3614, 3713]),
27 array([ 4913, 4925, 4936 , 4950, 4961])]
28 p.ranges = [[2885, 3894], [4841, 5038]]
29
30 p.deconv(gl=1)
31
32 p.generate_plot(index=40)
33
34 names = [’tep’,’g6p’,’f6p’,’fbp’]
35 peak_index = [[7,8,9,10,11],[1,2],[4],[0,3,5,6]]
36
37 p.f_integral_sums(names,peak_index)
38
39 #correcting for incomplete T1 relaxation
40 p.integrals_sum = map(multiply,p.integrals_sum,[6.51,5.14,5.04,2.61])
41 #scaling by internal standard
42 p.integrals_sum = p.integrals_sum/p.integrals_sum[0]*5.0
43
44 p.f_splines(k=[1,1,2,1],s=1000)
45 p.f_plot_splines()
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2.3 NMRPy architecture
NMRPy was designed in an object-oriented fashion around a central ‘unit’: the ‘FID’ class. The FID class
is instantiated at the beginning of processing and contains the data (1D spectrum or 2D array of spectra)
and experimental parameters extracted from the associated Varian ‘fid’ and ‘proc’ files respectively; as well
as a host of useful functions for processing, visualisation and analysis of the data. The NMRPy module has
a number of dependencies:
SciPy and NumPy [163] The Scientific Python and Numerical Python packages
provide the numerical capabilities of NMRPy.
Matplotlib [162] Matplotlib is a plotting library used for visualisations.
NMRglue [161] NMRglue is a NMR data processing module for Python
which provides the file import functionalities to NM-
RPy.
IPython [165] IPython is an optional addition to NMRPy which pro-
vides an interactive python shell with a host of useful
features for an interactive processing session (e.g. tab-
completion, debugging, code history, support for inter-
active data visualisation, tools for parallel computing
etc.)
PyWT [166] An optional dependency, PyWavelets is a discrete
wavelet transform library for Python, and provides a
wavelet smoothing function for noisy data.
Typically a user will begin manual processing of a NMR spectrum or an array of spectra in interactive mode
using IPython.
2.4 The FID class
2.4.1 Input/output and basic processing
nmrglue.varian.read(
dir=‘.’, fid file=‘fid’,
procpar file=‘procpar’,
read blockhead=False,
shape=None, torder=None)
This file import function is from the NMRglue package [161]. The following
description is from the published man-page:
Read Varian files in a directory.
Parameters:
dir Directory holding Varian data.
fid file Name of fid file in directory.
procpar file Name of procpar file in directory.
read blockhead Set True to read blockheader(s). False otherwise.
shape Shape of data, None tries to finds this automatically.
torder Trace order (None for automatic). See read function.
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f fid( data, procpar,
filename=None ):
Instantiate the base FID class. Data must be a 1D or 2D NumPy array of
spectra of equal size. Procpar is the Varian parameter file typically imported
by nmrglue.varian.read().
zf( self ): Apply a single degree of zero-filling resulting in a FID array extended in
length to the next highest power of 2. Zero-filling is applied to the raw
FID before Fourier transformation and serves to artificially increase the
resolution of the data by interpolation.
zf 2( self ): Apply a single degree of zero-filling resulting in a FID array of doubled
length. Zero-filling is applied to the raw FID before Fourier transformation
and serves to artificially increase the resolution of the data by interpolation.
emhz( self, lb=10.0 ): Apply exponential apodisation function to spectra. The exponential decay
function takes the following form:
f(t) = e−pi lbsw t
where lb – degree of line broadening (Hz) and sw – spectral width (Hz).
Exponential apodisation functions as a filter excluding noise from the raw
FID before Fourier-transformation. This is necessary as acquisition times are
typically longer than relaxation times and noise is acquired after the signal
has decayed. Note that peak width at half maximum height (PWHM) in
the Fourier-transformed spectrum = kpi , where the amplitude of the raw FID
is described by e−kt.
Keyword Arguments:
lb – degree of line-broadening in Hz.
ft( self ): Fourier Transform the FID array. Calculates the Discrete Fourier Transform
using the Fast Fourier Transform algorithm as implemented in NumPy [167].
Adapted from NMRglue [161].
f savefids( self,
filename=None ):
Save FID array to a binary file in NumPy ‘.npy’ format.
f loadfids( self,
filename=None ):
Load FID array from a binary file in NumPy ‘.npy’ format.
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phase( self, index=0,
universal=False, norm=True
):
Manual phasing of spectra. Instantiates a widget for manual phasing of
specified FID.
Keyword arguments:
index – index of FID to phase
universal – phase a single spectrum and apply parameters to all spectra
(will iterate over all spectra if False)
norm – normalise data
Note: left-click - phase p0, right-click - phase p1.
phase neg( self, thresh=0.0
):
Phase FID array automatically by minimising negative peaks. Uses
the Levenberg-Marquardt least-squares algorithm [168] as implemented in
scipy.optimize.
Keyword arguments:
thresh – threshold below which to consider data as signal and not noise
(typically negative or 0)
Note: discards imaginary component.
phase area( self ): Phase FID array automatically by minimising area under peaks. Uses
the Levenberg-Marquardt least squares algorithm [168] as implemented in
scipy.optimize.
Note: discards imaginary component.
phase neg area( self,
thresh=0.0 ):
Phase FID array automatically by minimising negative peaks and area un-
der peaks. Uses the Levenberg-Marquardt least-squares algorithm [168] as
implemented in scipy.optimize.
Keyword arguments:
thresh – threshold below which to consider data as signal and not noise
(typically negative or 0)
Note: discards imaginary component.
phasespace( self, index=0,
inc=10 ):
Evaluate total integral area of specified FID over phase range of p0: [-
180,180] and p1: [-180,180] in degrees. Used for deriving rough phasing
parameters for spectra that are difficult to phase.
Keyword arguments:
index – index of specified FID
inc – steps for range (-180 to 180 degrees) over which to evaluate
Returns a dictionary (self.ph space) containing a 2D array of total inte-
grated area of FID and associated phasing parameters.
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plot phasespace( self ): Produce a heat-map plot of the phase space evaluated for a specified FID
generated by self.phasepace(). Minima are indicates on the map with a
‘x’.
bl select( self, index=0 ): Select points for baseline correction. Instantiates a widget to select points
for baseline correction which are stored in self.bl points.
Keyword arguments:
index – index of FID array to use for point selection.
Note: left-click selects point, right-click deselects point
bl fit( self, deg ): Perform baseline correction by fitting specified baseline points (stored
in self.bl points) with a polynomial of specified degree (stored in
self.bl polys) and subtract these polynomials from the respective FIDs.
Fitting is performed using the Levenberg-Marquardt least-squares algorithm
[168].
Keyword arguments:
deg – degree of fitted polynomial
f wsmooth( self, level=20,
thresh=2, filt=‘db8’):
Perform wavelet-smoothing on an array of spectra or a single spectrum.
Uses the wavelet transform module PyWT.
Keyword Arguments:
level – decomposition level
thresh – smoothing threshold
filt – filter function
2.4.2 Peak-picking, deconvolution and integration
peakpicker( self, index=0
):
Pick peaks and integration ranges. Instantiate a peak-picker widget.
Keyword arguments:
index – index of FID array to use for peak selection.
Note: left-click - select a point, right-click - begin a drag-selection of a fitting
range. Only peaks included in selected fitting ranges will be retained.
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integrate( self,
index=None ):
Perform a simple ‘box integration’ over a specified index using the ranges
stored in self.ranges.
Keyword arguments:
index – indices of spectra to integrate, can be a single value or a list:
[low,high]
Returns an array of integrals by spectrum.
deconv( self, gl=0 ): Deconvolute an array of spectra (self.data) using specified peak positions
(self.peaks) and ranges (self.ranges) by fitting the data with either a
Gaussian, Lorentzian or a combined Gaussian/Lorentzian function. Uses
the Levenberg-Marquardt least-squares algorithm [168] as implemented in
scipy.optimize.
Keyword arguments:
gl – Gaussian fraction of peak function (0 – pure Lorentzian, 1 – pure
Gaussian)
f integral sums( self,
names, peak index ):
Generate integrals for species by summing individual fitted NMR peaks
(stored as self.integrals). Peaks are typically generated using
self.deconv().
Keyword arguments:
names – list of names of species e.g. [‘species1’, ‘species2’,
‘species3’]
peak index – list of peaks to sum per species e.g. [[0,2], [1] ,[3,4,5]]
Summed integrals are stored in self.integrals sum.
2.4.3 Visualisation
plot fid( self,
index=0, sw left=0,
lw=0.7, x label=‘ppm’,
y label=None, filename=None
):
Plot an FID.
Keyword arguments:
index – index of FID array to plot
sw left – upfield boundary of spectral width
lw – plot linewidth
x label – x-axis label
y label – y-axis label
filename – save file to filename (default None will not save)
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plot array ppm( self,
plotrange=None,
index=None, sw left=None,
lw=0.5, amp=0.5,
azm=-90, elv=20,
bh=0.05, filled=False,
plotratio=[1,1],
labels=None, fs=10,
x label=r’δ (31P),
ppm’, y label=‘min’,
y space=None, filename=None
):
Plot FID array in 3D using the Matplotlib mplot3d toolkit.
Keyword Arguments:
index – range of FID array to plot
sw left – upfield boundary of spectral width
lw – linewidth of the FIDs in the plot
amp – normalised amplitude of the plot for scaling purposes
azm – azimuth of the plot
elv – elevation of the plot
bh – base box height in fraction of normalised data
filled – FIDs as filled polygons (True or False)
plotratio – list of XY scaling factors for plot window
labels – dictionary of peak labels and locations e.g. {‘spam’: 5,
‘eggs’: -4}
fs – label font size
x label – x-axis label
y label – y-axis label
y space – y-axial displacement of x-axis label, defaults to:
-0.4acqtime[-1] where acqtime is an array of acquisition times for
each FID in minutes, representing the y-axis
filename – save file to filename (default None will not save)
generate plots( self,
index=0, txt=True,
sw left=0, x label=‘ppm’,
filename=None):
Generate a plot of a specified spectrum with fitted peaks.
Keyword arguments:
index – index of data array to plot
txt – print peak number on plot (True/False)
sw left – upfield boundary of the spectral width
x label – x-axis label
filename – filename to save image under
Returns:
Plot of data (black), fitted Gaussian/Lorentzian peakshapes (blue), residual
(red).
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2.4.4 Spline-approximation of time series
f splines( self, s=1000,
k=3):
Use B-splines to approximate the summed integral time series
(self.integrals sum, generated by self.f integral sums()) as imple-
mented in the scipy.interpolate module.
Keyword arguments:
s – smoothing factor of the splines
k – order of the splines (can be a list to specify individual orders for species)
d – order of derivative of the splines to compute (must be less than or equal
to k; typically 1)
f polys( self, deg=5): Fit the summed integral time series (self.integrals sum, generated by
self.f integral sums()) with a polynomial of specified degree.
Keyword arguments:
deg – degree of polynomial to fit
f save( self, concs, rate,
names, filename=None):
Save spline-approximated concentration-rate data as text file.
Keyword arguments:
concs – concentration time series
rate – rate data (as a single 1D array)
names – names of species
filename – filename to save data under
f plot splines( self,
x label1=‘min’,
x label2=‘min’,
y label1=‘[mM]’,
y label2=‘r’):
Plot spline approximations of integral time-series generated using
self.f splines(). Left – integrals with spline approximations, right –
derived rates.
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2.4.5 Miscellaneous functions
These functions are typically only accessed by higher-level functions and are included for reference purposes.
ps( data, p0=0.0, p1=0.0,
inv=False ):
Linear Phase Correction
Keyword arguments:
data – FID or array of FIDs
p0 – zero-order phase correction in degrees
p1 – first-order phase correction in degrees
Adapted from NMRglue.
f pk( p, x ): Return the evaluation of a combined Gaussian/3-parameter Lorentzian func-
tion for deconvolution.
Keyword arguments:
p – parameter list: [ spectral offset (x), gauss: 2σ2, gauss: amplitude,
lorentz: scale (PWHM), lorentz: amplitude, fraction of function to be Gaus-
sian (0 -> 1) ] x – array of equal length to FID
Note: specifying a Gaussian fraction of 0 will produce a pure Lorentzian
and vice versa.
f pks( p, x ): Return the sum of a series of peak evaluations for deconvolution. See
self.f pk() and self.deconv().
f res( p, data, gl ): Objective function for deconvolution. Returns summed error of the decon-
volution fit. See self.f pk() and self.deconv().
f makep( data, peaks ): Make a set of initial peak parameters for deconvolution. Uses peaklist gen-
erated by self.peakpicker().
Keyword arguments:
data – data to be fitted
peaks – selected peak positions (see self.peakpicker() and
self.deconv())
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f fitp( data, peaks, gl ): Fit a section of spectral data with a combination of Gaussian/Lorentzian
peak for deconvolution.
Keyword arguments:
data – data to be fitted, 1D array
peaks – selected peak positions (see self.peakpicker())
gl – fraction of fitted function to be Gaussian (1 - Guassian, 0 - Lorentzian)
Note: peaks are fitted using the Levenberg-Marquardt algorithm [168] as
implemented in scipy.optimize.
f conv( p, data ): Returns the translation of the maximum value of a convolution of an initial
set of lineshapes and the data to be fitted. Used to determine ideal starting
translation for fitting.
Keyword arguments:
p – parameter list: [ spectral offset (x), gauss: 2σ2, gauss: amplitude,
lorentz: scale (PWHM), lorentz: amplitude, fraction of function to be Gaus-
sian (0 -> 1) ] data – data to be fitted
f integrals( data, params
):
Returns the integrals of a series of lineshapes for a single spectrum.
Keyword arguments:
data – data to be fitted
params – fitted peak parameters
f integrals array(
data array, param array
):
Returns the integrals of a series of lineshapes for an array of spectra.
Keyword arguments:
data array – array of data to be fitted
param array – array fitted peak parameters
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3 Determining enzyme kinetics for systems
biology with nuclear magnetic resonance
spectroscopy
This chapter has been published in the journal Metabolites [169] and is reproduced verbatim.
Summary
Enzyme kinetics for systems biology should ideally yield information about the enzyme’s activ-
ity under in vivo conditions, including such reaction features as substrate cooperativity, reversibility
and allostericity, and be applicable to enzymatic reactions with multiple substrates. A large body
of enzyme-kinetic data in the literature is based on the uni-substrate Michaelis-Menten equation,
which makes unnatural assumptions about enzymatic reactions (e.g. irreversibility), and its appli-
cation in systems biology models is therefore limited. To overcome this limitation, we have utilised
NMR time-course data in a combined theoretical and experimental approach to parameterise the
generic reversible Hill equation, which is capable of describing enzymatic reactions in terms of
all the properties mentioned above and has fewer parameters than detailed mechanistic kinetic
equations; these parameters are moreover defined operationally. Traditionally, enzyme kinetic data
have been obtained from initial-rate studies, often using assays coupled to NAD(P)H-producing
or -consuming reactions. However, these assays are very labour-intensive, especially for detailed
characterisation of multi-substrate reactions. We here present a cost-effective and relatively rapid
method for obtaining enzyme-kinetic parameters from metabolite time-course data generated us-
ing NMR spectroscopy. The method requires fewer runs than traditional initial-rate studies and
yields more information per experiment, as whole time-courses are analysed and used for parameter
fitting. Additionally, this approach allows real-time simultaneous quantification of all metabolites
present in the assay system (including products and allosteric modifiers), which demonstrates the
superiority of NMR over traditional spectrophotometric coupled enzyme assays. The methodology
presented is applied to the elucidation of kinetic parameters for two coupled glycolytic enzymes
from Escherichia coli (phosphoglucose isomerase and phosphofructokinase). 31P-NMR time-course
data were collected by incubating cell extracts with substrates, products and modifiers at differ-
ent initial concentrations. NMR kinetic data were subsequently processed using a custom software
module written in the Python programming language, and globally fitted to appropriately modified
Hill equations.
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3.1 Introduction
A key requirement for the “bottom-up” approach to systems biology in which emergent systemic
properties are inferred from a collection of basis elements, is accurate and comprehensive kinetic
data; which, despite the existence of curated enzyme kinetics databases (e.g. BRENDA [170],
SABIO-RK [171]), are often unavailable or inadequate for the desired experimental conditions.
Experimental derivation of kinetic parameters can be expensive, labour-intensive, and often ei-
ther overly simplistic and unable to comprehensively characterise enzymatic behaviour, or overly
complex, having degrees of freedom that are beyond the dimensionality of experimental data [83].
Certain reaction characteristics such as reversibility and product-inhibition, and cooperative bind-
ing, which can be crucial to an in vivo understanding of a particular enzyme network, are at times
dispensed with due to the paucity of experimental data [83]. Thus there is a need for an experi-
mental system that is accessible and generates in vitro kinetic data to model the in vivo behaviour
of enzymatic reactions comprehensively and accurately.
An additional requirement for systems modelling is a set of simple and versatile enzyme kinetic
equations. The goal of enzyme kinetic modelling has traditionally been to elucidate and represent
the detailed mechanisms of enzyme-catalysed reactions, often resulting in complex kinetic equa-
tions with numerous parameters [83]. Alternatively, in an effort towards simplification, unnatural
assumptions are made that often result in arbitrary parameters without a clear operational mean-
ing [83]. The Generic Reversible Hill Equation (GRHE) overcomes these obstacles by representing
cooperativity, reversibility and allosteric behaviour with a minimal set of operationally-defined
parameters, making it ideal for modelling of in vivo biological systems [79, 83]. Moreover, the
kinetic parameters of the GRHE are amenable to direct experimental determination. For instance,
the GRHE includes simple half-saturation terms for substrate, product and effector binding; an h
value representing cooperativity of binding (h > 1 indicates positive cooperativity, h < 1 negative
cooperativity, and h = 1 absence of cooperativity); and a modifier effect parameter, α, which de-
termines the degree of positive (α > 1) or negative (α < 1) effect of the allosteric modifier on the
reaction [79, 83].
Classical continuous enzyme assays involve collecting initial-rate data for a particular enzyme
at various substrate concentrations and fitting these data to simple irreversible kinetic equations
like the famous Michaelis-Menten [80–82] or Hill [86] equations. Less common is the alternative
approach involving global fitting of complete progress curves of enzyme-catalysed reactions, instead
of extracting initial rates from the first few data points and discarding the remainder of the time
course [172]. This strategy involves either integration of the kinetic equation, making the substrate
(and product) concentrations implicit, or differentiation of the time course data to generate rate
approximations. The earliest attempts at progress-curve analysis involved the use of an integrated
Michaelis-Menten equation fitted to simple single-substrate progress curves [173–175]. A more
recent development is the closed-form solution of the integrated Michaelis-Menten equation using
the Lambert-W function, which has been employed successfully for progress-curve analysis [176,
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177].
The progress-curve strategy circumvents some of the issues of traditional initial-rate enzyme
kinetics, such as burst-/lag-phases altering initial velocity measurements, experimental artefacts
due to coupled enzymes, and the large number of experiments that need to be performed to generate
relatively little kinetic data [178]. In contrast, progress curves are acquired while the substrate
and product concentrations (and possibly also the effector concentrations) are changing, therefore
yielding a relatively large amount of data per experiment on the substrate and product dependence
of the reaction rate as well as on interference by inhibitors [174]. However, progress curve studies
can be complicated by enzyme instability, which would augment perceived product inhibition and
make the analysis of time course data significantly more complex [179].
Initial-rate kinetic assays are classically performed by coupling the reaction of interest via in-
termediate enzymes to a downstream chromogenic reaction (e.g. oxidation/reduction of NAD[P]H
and NAD[P]+) and monitoring the increase or decrease of the chromogenic substrate using a spec-
trophotometer. Initial rates are approximated by fitting a tangent line to the first few data points
of the time course. A highly-sensitive discontinuous variant on this protocol involves downstream
coupling to a cyclical pseudo zero-order reaction and approximating substrate and product concen-
trations by measuring the change in cycling rate. This sensitive and relatively laborious approach
has been up-scaled and mechanised using a robotic platform [180]. Alternatives to these approaches
usually involve a form of labelling (e.g. radiometric labelling [181]) or chromatographic techniques
(e.g. HPLC, LC-MS [182]).
Unlike NMR spectroscopy, the approaches above are all labour-intensive, materials-intensive
and are unable to provide direct real-time simultaneous quantification of substrate, product and
effector concentrations. Moreover, recent improvements in the sensitivity of NMR spectroscopy
show it to be an effective alternative for determination of enzyme kinetics that has been used
successfully in conjunction with progress-curve analysis (e.g. assaying invertase and germacrene-D
synthase [17]). 31P-NMR involves a sufficiently sensitive NMR-active nucleus having an almost total
natural abundance and relatively high gyromagnetic ratio, making this technique ideal for studying
phosphorylated central carbon metabolites (13C nuclei suffer from very low natural abundance and
can only be employed if costly labelled metabolites are acquired, limiting the application of 13C-
NMR to this approach) [152]. An attractive feature of NMR spectroscopy is its applicability to in
vivo metabolite measurements. This is a developing application, which is beginning to overcome
the handicap of low sensitivity in whole organism studies (for example through the transfer of
electron spin-polarisation to the nucleus of interest [18, 19]).
In this study, NMR progress curves of the two initial glycolytic reactions, phosphoglucose
isomerase (PGI, EC 5.3.1.9) and phosphofructokinase (PFK, EC 2.7.1.11) in E. coli are acquired
by incubating log-phase cell extracts with varying concentrations of substrate, product and ef-
fector. Generic Hill equations are parameterised by fitting to aggregated progress curves using a
combination of genetic and least-squares algorithms.
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E. coli PGI catalyses the first step of glycolysis after glucose transport via the PEP:glycose
phosphotransferase system, is involved in gluconeogenesis, and serves as the branch point for entry
into the pentose-phosphate pathway. PGI− mutants reroute flux through the pentose-phosphate
pathway and exhibit markedly decreased growth rates [183]. PGI catalyses the interconversion of
glucose 6-phosphate and fructose 6-phosphate and exists in two forms: the major species making
up more than 90% of the activity and consisting of two subunits, the minor being a dimer of the
major species [184]. PGI is derepressed under anaerobic/micro-aerobic conditions [184] and has
been shown to exhibit increased activity on a shift from an aerobic to a micro-aerobic environment
[150].
E. coli has two phosphofructokinases, PFK-1 and PFK-2, which catalyse the conversion of
fructose 6-phosphate and ATP to fructose 1,6-bisphosphate and ADP [129]. The primary enzyme
responsible for ≈ 90 % of the total activity is the tetrameric PFK-1 [185]. The allosteric relation-
ships of PFK are complex. The PFK reaction is moderately activated and inhibited under different
conditions by its product ADP and other nucleoside di- and mono-phosphates, and inhibited by
PEP, ATP and citrate [186–189]. At low F6P concentrations ADP activates the reaction and re-
duces cooperativity; at high concentrations of F6P, ADP inhibits PFK competitively with respect
to ATP (product inhibition) and non-competitively with respect to F6P [187]. PFK is strongly
inhibited by phosphoenolpyruvate in a glycolytic feedback loop [187]. PFK also exhibits a degree of
positive cooperative binding towards F6P, and a negative cooperativity between ATP and F6P as
well as between PEP and the substrates ATP and F6P [187, 189]. Many attempts at modelling the
complex kinetics of PFK have been made, often employing the Monod-Wyman-Changeux model
[187, 190]. It is clear that arriving at a comprehensive model of PFK kinetics is no mean feat.
3.2 Results and discussion
3.2.1 Method outline and technical considerations
Method outline
A method is presented by which kinetic equations are parameterised using NMR progress curve
data for systems biological modelling (for a diagram illustrating the work flow in this study see
Fig. 3.1): assays are prepared by combining various starting concentrations of substrate, product
and effector (including all necessary co-factors and constituents necessary for NMR spectrometry)
with a cell extract containing the enzyme(s) of interest. An appropriate NMR nucleus is selected
and time courses are acquired as the enzymatic reaction(s) progress towards equilibrium. Each time
course is captured as an array of Free Induction Decays (FIDs), which is processed and quantified
to yield a standard progress curve of concentration change over time. Progress curves are fitted
independently (i.e. not assuming mass conservation) with splines to approximate the reaction rate
by differentiating the splines at each of the measured metabolite concentrations. The spline data
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obtained from various runs are then globally fitted with an appropriate kinetic equation to obtain
kinetic parameters.
31P NMR spectroscopy of nucleoside phosphates
Using 31P-NMR to quantify ATP and ADP has to be approached carefully due to the diverse
solvation, complexation and metal-binding behaviours of the nucleoside phosphates (see e.g. [191]).
ATP binds Mg2+ to form the true substrate of PFK, MgATP [187]. Mg2+ concentration has a
large effect on the NMR line shapes of ATP and ADP. Concentrations of Mg2+ up to and in the
region of total nucleoside phosphate sharpen ATP and ADP line shapes, presumably by titrating
out free nucleoside phosphate, but also shift the three resonances down field and reduce phosphorus
coupling constants [192]. However, increasing cation concentration is offset against the concomitant
loss in resolution in the rest of the NMR spectrum at high concentrations (Fig. 3.2b). Commercial
preparations of ATP and ADP can contain trace amounts of metal ions, which significantly affect
line shapes in a NMR spectrum and ideally should be removed by chelation before experimentation
(e.g. using hydroxyquinoline or EDTA, Fig. 3.2a). In this study, prior to the addition of cell extract,
PFK assay mixtures were treated with EDTA, after which excess Mg2+ was added to achieve the
desired experimental concentration.
ATP-γ ATP-α ATP-β
0 EDTA
3 EDTA
(a)
ATP-γADP-α
FBP ATP
ADP
0 Mg2+
10 Mg2+
15 Mg2+
20 Mg2+
25 Mg2+
(b)
Figure 3.2: 31P NMR (a) The effect of EDTA on the line shapes of ATP using 31P NMR.
Spectra were collected with a 90◦ pulse angle and repetition time of 1 s (0.5 s acquisition time,
0.5 s relaxation delay). ATP concentration was 5 mM. (b) MgCl2 titration of FBP, ATP and
ADP and the effect on 31P NMR spectral offset and line shape. Spectra were collected with
a 60◦ pulse angle and repetition time of 1.3 s (0.8 s acquisition time, 0.5 s relaxation delay).
FBP, ATP and ADP concentrations were 10 mM, and the indicated concentration of MgCl2 (in
mM) was added. All other parameters are described in Section 3.3.3. Raw NMR FID data are
included as supplementary material.
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Maximal rate normalisation
Due to the large number of variables involved in NMR spectrometry that are outside of human con-
trol (e.g. magnetic field inhomogeneities introduced by environmental changes such as the movement
of metal items in the vicinity of the spectrometer) and the variable protein yield of cell extraction
procedures (e.g. the high level of thermal denaturation introduced by sonication), it is often neces-
sary to introduce an experimental normalisation factor to ensure that sets of assays performed on
different extracts or days remain comparable. In this study, a maximal rate assay (i.e. saturated
with substrate(s) and in the absence of products) was performed for each experimental session or
independent extract, and all associated assays were normalised to this rate. Once aggregated and
globally fitted, kinetic equations were scaled by an appropriate maximal rate acquired using either
NMR or an independent spectrophotometric enzyme assay (in the case of PFK in this study both
NMR and coupled enzyme assays were used to determine Vmax).
This approach is only valid, of course, if enzyme activities remain constant with time and
there is no enzyme denaturation. As a control, we performed PFK assays at saturating substrate
concentrations under conditions where these would not change significantly during the time course
(Fig. 3.6, latter three datasets). Importantly, the rates were constant over the full time course (up
to 60 minutes), demonstrating a lack of enzyme denaturation.
Data redundancy and model validation
Owing to the fact that multiple metabolites are simultaneously visible to the NMR spectrometer,
NMR enzyme assays have a high data redundancy; progress curves for multiple enzymatic reactions
can be generated from a single assay. In this study, progress curves used to fit the PFK reaction
involved both a reverse PGI reaction and a forward PFK reaction—reactions were started with an
initial concentration of F6P which was consumed in reverse by PGI and in the forward direction
by PFK. PFK parameters were only fitted to data from the later stage of time courses, after PGI
equilibration. This strategy provided two experimental benefits: first, lower concentrations of F6P,
which are obscured by the adjacent accumulating FBP peaks, could be approximated assuming
equilibrium with the easily-quantifiable G6P peaks; and second, the pre-equilibration time course
data could be reserved for model validation by attempting to predict the behaviour of the coupled
two-enzyme system using the independently fitted parameters of both PGI and PFK in a minimal
model simulation (see Section 3.2.3).
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3.2.2 Kinetic characterisation of phosphoglucose isomerase and phosphofructokinase
Phosphoglucose isomerase kinetic parameters
G6P
 F6P
In order to characterise PGI, a total of five time courses in both forward and reverse direc-
tions of the reaction at different starting concentrations of substrate and product were collected,
processed and fitted with splines to approximate concentrations and rates (Figs. 3.3a and 3.4). No
“exit reactions” were observed and the reactions could be seen to proceed toward the literature
equilibrium value (Keq = 0.28 [193]). This was expected, as both enzymes adjacent to PGI, glucose
6-phosphate dehydrogenase and phosphofructokinase, require co-factors that were excluded from
the assay mixture. Spline data were subsequently fitted with a uni-substrate/uni-product reversible
Michaelis-Menten equation (Fig. 3.3b, for the equation see Table 3.1). This equation is the reduc-
tion of the Hill equation with h = 1, indicating a lack of cooperativity [83]. This approach was
adopted as h consistently fitted with a value of ≈ 1 and is additionally justified by the absence
of cooperativity in literature reports regarding PGI. Fitted kinetic parameters are summarised in
Table 3.1.
Fitted half-saturation constants for G6P (0.550 ± 0.236 mM) and F6P (0.152 ± 0.017 mM),
maximal forward rate (3.551 ± 0.050 µmol.min−1.mg−1) and the equilibrium constant (0.286 ± 8×
10−6) are comparable with literature values: G6P0.5 0.28 mM [195], F6P0.5 0.147 mM [195], Vf
aerobic 3.29, micro-aerobic 4.66 µmol.min−1.mg−1 [150], Keq = 0.28 [193]. The higher margin
of error on G6P0.5 is most likely due to the sparsity of data at and below the half-saturating
concentration of G6P (Fig. 3.4).
Phosphofructokinase kinetic parameters
F6P + ATP
 FBP + ADP
31P-NMR kinetic assays for PFK were performed primarily with no proton decoupling over a
relatively wide spectral width of 10 to −25 ppm to include the nucleoside phosphates (Fig. 3.5).
Six data sets were collected in total (Fig. 3.6). As a control for lack of fructose 1,6-bisphosphatase
activity, NMR was performed on a cell extract incubated with FBP at 3 and 6 mM; no activity
was observed (data not shown).
PFK NMR assays introduced a measure of complexity due to the following factors:
• Similarly to G6P, fructose 1,6-bisphosphate (FBP) exists as a pair of anomers in solution with
the β-anomer predominating [196]. However, because of the two phosphate moieties, each
anomer gives rise to two phosphorus peaks, and thus the molecule is observed as a quartet in
the 31P-NMR spectrum (Fig. 3.5b).
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Figure 3.3: Phosphoglucose Isomerase. (a) Example of a 31P-NMR time course of a PGI reac-
tion using a cell extract incubated with an initial concentration of 8.5 mM F6P and no G6P,
collected at a 60◦ pulse angle over 47 min (0.8 s acquisition, 0.5 s relaxation). Additional NMR
parameters are described in Section 3.3.3. In this reaction F6P was converted in reverse to
G6P as the reaction approached equilibrium. The time course is not shown to full equilibra-
tion; final concentrations were 5 and 2.8 mM for G6P and F6P respectively. TEP is an internal
standard. (b) Reversible Michaelis-Menten equation (see Table 3.1) fitted to PGI progress
curves derived from NMR data: equilibrium values are represented by the red contour line
(—), arrows indicate both the metabolite concentrations and the direction of reaction as each
time course progresses towards equilibrium (→→→). The rate was normalised to total protein
concentration. Substrate and product concentration axes are in logarithmic scale. R2 = 0.99.
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Figure 3.4: Spline fits of Phosphoglucose Isomerase data. Top row: Time courses of the
PGI reaction were acquired by incubating a cell extract with various starting concentrations of
substrate G6P () and product F6P (N) and monitoring reaction progress using 31P NMR with
a 90◦ pulse angle and 1 s repetition time (1.0 s acquisition, 0.0 s relaxation) with 80 transients
per FID. Other parameters are as described in Section 3.3.3. Progress curves derived from
NMR peak integrals were fitted with splines (G6P —, F6P —). Bottom row: The respective
averaged absolute rates of the fitted splines are plotted (dual colours indicate average of two
respective rates) with the rate of the fitted kinetic equation included (- - -, Table 3.1: PGI).
Rates were normalised to total protein content. Raw NMR FID data, as well as NMR peak
integrals and spline data, are included as supplementary material.
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Figure 3.5: Example of a Phosphofructokinase 31P-NMR time course. As high Mg2+ concen-
trations can lead to line-broadening and an obscured spectrum, data were collected with no
additional Mg2+ (beyond the trace amounts left from the growth medium) for better resolu-
tion. A pulse angle of 60◦ and a repetition time of 1.3 s (0.8 s acquisition time, 0.5 s relaxation
delay) was used. 10 mM triethyl phosphate (TEP) is included as an internal standard. All
other parameters are described in Section 3.3.3. a. Full NMR spectrum. Initial concentrations
were 14 mM G6P, 3 mM F6P, 13 mM ATP. The first few FIDs collected before the lock signal
had stabilised, have been excluded. b. Expansion of the sugar-phosphate region (4.0 to 1.5
ppm). c. Expansion of the nucleoside phosphate region (−5 to −10 ppm).
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Figure 3.6: Spline fits of 31P-NMR Phosphofructokinase data. Data were acquired using a 90◦
pulse angle to collect 100 transients per FID using a repetition time of 1 s (0.5 s acquisition
time, 0.5 s relaxation delay). Top row: Progress curves representing NMR peak integrals
(G6P •, ATP N, FBP H, ADP _, PEP F) are fitted with splines (G6P —, F6P —, ATP
—, FBP —, ADP —, PEP —). Inhibitor assays containing PEP are shown in the last two
blocks. Note that with the exception of the second-last assay, F6P concentrations are inferred
from equilibrium with G6P via PGI. Bottom row: Respective rates derived from spline-fitted
NMR data. Dual colour lines indicate an average of two respective rates. For comparison, the
rate calculated by the irreversible Hill equation (- - -, Table 3.1: PFK) at the specific substrate,
product and effector concentrations is shown. The Hill equation parameters were the same
throughout and obtained from a global fit of all the time courses shown. Rates are normalised
to total protein. Raw NMR FID data, as well as NMR peak integrals and spline data, are
included as supplementary material.
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• An additional complexity is that F6P appears between the two peaks (2.6, 2.3 ppm) of the
FBP β-anomer at ∼2.4 ppm. At low F6P and high FBP concentrations, typical of late-stage
PFK time courses, F6P is obscured by the FBP peaks and has to be estimated by assuming
equilibrium with the easily quantifiable G6P via the much faster PGI reaction. This is a
reasonable approximation, provided that the PGI reaction is allowed to equilibrate before
data acquisition (the maximal rate of PGI is ∼7.5 times that of PFK). In all experiments,
PGI was active, and thus to maintain higher concentrations of F6P, at times near-equilibrium
concentrations of G6P were added. Data collected before PGI equilibration were excluded
from fitting, reserving them for validation (Section 3.2.3).
• FBP-aldolase activity was not observed. This was to be expected as aldolase from E. coli is
strictly Zn2+-dependent [197] and Zn2+ was excluded from assay mixtures.
PEP was included in two assays at concentrations of 8 and 4 mM to assay for inhibition
(Fig. 3.6). Metabolism of PEP to 2-phosphoglycerate and 3-phosphoglycerate via the enolase and
phosphoglycerate mutase reactions could be observed. As the PFK reaction progressed, ADP was
produced, which was subsequently consumed by pyruvate kinase, providing another exit route
for PEP. The result was a significant decline in the PEP concentration over the duration of the
experiment, and a concomitant maintenance of the ATP concentration (Fig. 3.6). This dynamic
concentration change is fortuitous for fitting purposes, as it can eliminate the need for performing
several assays at different static effector concentrations.
As a kinase and “committed step” of glycolysis, the forward reaction of PFK is favoured (Keq =
800) [198]. In a time course assay where the reaction is allowed to equilibrate, it becomes impossible
to collect data for the reverse reaction when the Keq is too high, as such concentrations fall below
the detection limits of NMR. PFK was therefore fitted with an irreversible bi-substrate Hill equation
with PEP as a negative allosteric modifier (Fig. 3.7, see Table 3.1 for the kinetic equation and all
fitted parameters). As per standard practice for these experiments, time courses were normalised
by a maximal rate for a given experimental day or cell extract, to reduce the possible introduction
of error between these marginally different experimental conditions (see Section 3.2.1). The Vmax
for PFK was thus subsequently determined using a coupled enzyme assay (normalised to total
protein content) and was identical to the highest NMR-determined rates.
The maximal forward rate was determined using a spectrophotometric assay in which PFK
activity was linked to NADH consumption by α-glycerophosphate dehydrogenase via fructose-
1,6-bisphosphate aldolase and triosephosphate isomerase (Section 3.3.5). The maximal rate was
determined as 0.4435 ± 0.0001 µmol.min−1.mg−1, assuming negligible activity of glyceraldehyde
3-phosphate dehydrogenase. This rate is very similar to the maximal rates determined by NMR
and falls within literature range: 0.34 (aerobic) – 0.54 (micro-aerobic) µmol.min−1.mg−1 [150, 187].
In the absence of significant nucleoside diphosphate, the binding of F6P and ATP to PFK
is that of a bi-reactant random sequential enzyme in rapid equilibrium, which displays significant
antagonistic binding between the substrates [189]. Under these conditions, the binding of F6P is
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Figure 3.7: Phosphofructokinase: irreversible bi-substrate Hill equation globally-fitted to ag-
gregated 31P-NMR progress curves (see Table 3.1 for equation and fitted parameters). Rate
is normalised to total protein. Substrate concentration axes are in logarithmic scale. Arrows
indicate both the metabolite concentrations and the direction of the reaction for individual
time courses (→→→). PEP inhibitor assay data have been excluded from the plot as only two
variables can be visualised simultaneously. R2 = 0.96.
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Figure 3.8: Phosphofructokinase enzyme-coupled kinetic assay. ATP saturation curves at dif-
ferent F6P concentrations were generated using the coupled enzyme assay system as described
in Section 3.3.5. Points represent initial rate data and are fitted with a standard irreversible
Michaelis-Menten kinetic equation. Error bars represent experimental replicates (n = 3) and
are S.E.M. F6P: 10 mM (-•-), 5 mM (-N-), 2.5 mM (--), 1.25 mM (-_-), 0.625 mM (-H-).
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Figure 3.9: A simulation of a two-enzyme NMR time course involving PGI and PFK, begin-
ning with initial measured concentrations. (a) Model schematic. Kinetic parameters are as
described in the text. To accurately approximate experimental conditions, the model consisted
of three reactions in addition to the two glycolytic enzymes: both ATP and ADP were in rapid-
equilibrium reactions with MgATP and MgADP (1 mM free Mg2+, Keq values were 104 and
103 respectively [199, 200]), and MgADP was consumed by an elementary first-order hydrolysis
reaction producing AMP + Pi + Mg2+ (k = 2× 10−4); see text for details. (b) Simulated time
course concentrations (G6P —, F6P —, ATP —, FBP —, ADP —) compared to experimental
time course data (G6P •, F6P N, ATP , FBP H, ADP _). The time course started with only
F6P and ATP present as substrates. Note: for parameter fitting F6P was assumed to be in
equilibrium with G6P via the PGI reaction, and as such no quantified F6P data are included
in this figure, except for an initial concentration. AMP and orthophosphate are not shown.
cooperative with a half-saturation constant of 0.35 mM at pH 8.5 [187, 189]. This is very close
to the fitted parameter of ≈ 0.42 mM. The fitted Hill coefficient of ≈ 1.9 indicates significant
cooperativity and is, as expected, lower than literature values due to the accumulation of ADP
during the time course, which abolishes cooperativity; product was not allowed to accumulate in
the cited studies [187, 189]. ATP-binding is unaffected by the presence or absence of nucleoside
diphosphates. The half-saturation concentration for ATP, however, has been shown to change over
the range 0.01–0.16 mM from low to high F6P concentrations, respectively [189]. The fitted ATP0.5
value of ≈ 0.54 mM was significantly higher than these values. For independent verification using an
alternate method, a series of coupled enzyme assays was performed by varying ATP concentration
over the range 0.0625–1.5 mM at five different F6P concentrations: 0.625, 1.25 , 2.5 , 5 and 10 mM
(Fig. 3.8). The resulting ATP half-saturation concentrations can be seen to be lower than the NMR
fitted parameter values, in agreement with the literature values.
A possible explanation for the fact that the fitted NMR parameter for ATP0.5 was higher than
the value obtained in the coupled enzyme assay, is that the Mg2+ concentration was kept lower
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than the total ATP concentration (1 mM Mg2+ vs. 2.5–5 mM ATP) to retain resolution in the
NMR spectra (see Section 3.2.1). Since the true substrate of PFK is MgATP, the effective substrate
concentration was therefore significantly lower than the added ATP. Re-fitting the data assuming
a five-fold lower concentration of ATP (due to saturation of available Mg2+ and competition for
Mg2+ by increasing ADP concentrations) reduced the ATP0.5 value to 0.1089 ± 0.0001, which is
well within the literature range (other parameter values showed no significant change).
In a PFK assay system using purified enzyme with no additional reactions one would expect
products for the bi-substrate reaction (FBP and ADP) to accumulate at identical rates. However,
using a whole cell extract as in the current method, unidentified background reactions could con-
sume one or both of the products. This phenomenon was observed as a slower accumulation of
ADP compared to FBP (Fig. 3.6, first three time courses). The following proposed pathway could
explain this effect:
1. PFK ATP + F6P→ FBP + ADP
2. ATP hydrolysis xATP→ xADP + xPi
3. Adenylate Kinase 2xADP
 xATP + xAMP
Net Reaction: ATP + F6P→ FBP + (1− x)ADP + xAMP + xPi
In the scheme above, background ATP hydrolysis is compensated for by the house-keeping adenylate
kinase reaction, which maintains adenylates in equilibrium. Adenylate kinase will proceed in the
forward direction as shown due to the initial virtually absent AMP concentration. The net reaction
was observed in NMR time courses as an increase in AMP and phosphate at concentrations visibly
similar to the difference between FBP and ADP. No net ADP consumption was observed in assays
containing PEP, as pyruvate kinase scavenged the available ADP and phosphorylated it to produce
ATP (Fig. 3.6, latter two time courses).
3.2.3 Method validation: a minimal model of coupled reactions
To explore the validity of the experimental method presented here and the accuracy of the fitted
kinetic parameters, the parameterised equations were evaluated by the construction of a minimal
model of the 2-enzyme system under study.
A model representing a NMR time course of the PGI and PFK reactions, taking MgATP and
MgADP association reactions into account, was constructed (Fig. 3.9a) and simulated over time
from measured initial concentrations (Fig. 3.9b; time course experimental data are the same as
in Fig. 3.6, top left), using the PySCeS (Python Simulator for Cellular Systems) software [154]
. The earlier portion of the time course (0–30 min, before F6P and G6P were equilibrated via
the PGI reaction), which was excluded from parameter fitting, was included in this instance (see
Section 3.2.1). The reaction begins with F6P and ATP; F6P is consumed in the reverse PGI
reaction to produce G6P until equilibrium is reached; F6P and ATP are consumed by the forward
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PFK reaction. To mimic the net reaction mentioned in Section 3.2.2 and account for non-specific
ATP hydrolysis, MgADP consumption was included as a first order reaction dependent on MgATP
(k = 2× 10−4, not fitted). The fitted kinetic parameters are able to predict correctly the changes
in metabolite levels for this two-enzyme system, demonstrating the adequacy of the presented
methodology for systems biology applications.
3.2.4 Comparison with other approaches
A key methodological goal of systems biology is the development of techniques to assay enzyme
kinetics in vivo. As a non-invasive technique, NMR technology is being developed with this ap-
plication in mind and in vivo/in situ1 fluxes are becoming quantifiable [19]. Unlike traditional
methods, NMR spectroscopy allows for the simultaneous observation of many different metabolites
in an enzyme assay, generating a multiplicity of reaction rates determined only by the experimental
starting conditions. There are several experimental benefits to this design:
1. A single assay can be designed to produce rate and substrate concentration data for multiple
enzymatic reactions, reducing time, cost and labour. In this study, a number of the datasets
used in parameter fitting of the PFK reaction are time courses of both the PGI and PFK
reactions.
2. Provided a NMR-sensitive nucleus is present (31P in this instance), all substrates, products
and effectors can be quantified in real time. This simultaneous quantification of all metabo-
lites circumvents an important caveat of traditional enzyme kinetics. Often metabolites and
effectors will be consumed or produced by ancillary reactions mediated by enzymes other
than those being studied (or simply uncatalysed reactions), a phenomenon mostly invisible
to traditional enzyme assay techniques. In this study, the PFK datasets exhibited this phe-
nomenon: F6P was consumed in reverse by the preceding glycolytic enzyme PGI producing
G6P; ADP, which is both a product of the PFK reaction and exhibits a complex allosteric
relationship to the PFK enzyme, was consumed by a proposed hydrolytic reaction scheme,
producing AMP and orthophosphate; the allosteric inhibitor PEP was consumed both in re-
verse by the enolase and phosphoglycerate mutase reactions producing 2-phosphoglycerate
and 3-phosphoglycerate, and in the forward direction by the pyruvate kinase reaction as
ADP was released from the PFK reaction, maintaining ATP levels and generating pyruvate.
Though these ancillary reactions are also taking place in the NMR time course assays, they
are observable and can be taken into account during the data analysis.
3. When the concentration of an allosteric modifier changes during the experiment, this reduces
the amount of data needed to fit allosteric kinetic equations by essentially providing an innate
perturbation of effector concentration. In comparison, initial-rate enzyme assays require many
1in situ here refers to permeabilised cells.
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reactions over a range of effector concentrations to achieve the same result; a difficulty that
is exponentially compounded by the presence of multiple effectors.
Progress curve fitting using an integrated Michaelis-Menten equation (e.g. the Lambert-W
form [176]) exhibits a number of benefits over the traditional methods (see Introduction), not least
of which is the fact that the technique utilises the full time course dataset in which substrates vary in
a dependent fashion, rather than merely utilising the initial rates of reactions (a notoriously difficult
portion of the progress curve to measure accurately [179]). However, this methodology does suffer
from a number of drawbacks. Stated simply, not all of the possible causes of a change in reaction rate
are distinguishable from an enzymatic time course [179]. Product inhibition is difficult to account
for in progress curve analyses and is circumvented only by combining the results of numerous assays
or by using a technique such as NMR, which provides real-time analysis of metabolites including
reaction products. This difficulty is compounded by the presence of multiple products as well as
the lack of quantifiability of products and effectors discussed above, as the shape of the progress
curve is dependent not only on gradual changes in substrate concentration, but can also be altered
by changing product and effector concentrations as they are consumed or produced by invisible
side reactions [174]. To assess whether a particular enzyme is suitable for progress curve analysis,
a simple assay has been suggested that indicates the presence of side reactions, substrate/product
inactivation and enzyme instability [201].
The technique of NMR spectroscopy overcomes many of these handicaps. However, it must
be stressed that enzyme instability should be considered when attempting progress-curve analysis.
For example, reactions should produce linear rates under saturating conditions (without significant
product accumulation) over the timespan of the experiment. Also, as vital kinetic information is
extracted from progress curves around half-saturation concentrations and near equilibrium, NMR
spectroscopy may not provide sufficient sensitivity to estimate all kinetic parameters associated
with reactions catalysed by enzymes with extremely low half-saturation constants (< 0.5 mM) or
extreme equilibrium constants.
To investigate the effect of varying the duration of the time course during progress curve
analysis, and to assess the requirement for near-equilibrium data, PGI and PFK spline-fitted data
were sequentially truncated at the end of the time course and refitted with the standard fitting
routine (Fig. 3.10). The total number of truncated data points represents a portion of the closer-
to-equilibrium side of each time course in the two data sets. These truncations represent up to
40 % (Fig. 3.10a) and 24 % (Fig. 3.10b) of the longest time course for PGI and PFK, respectively.
Fitted parameters remained very stable after deleting at least the first half of the truncated data.
It is also clear from the estimated error that as the time courses proceed towards equilibrium, the
fits converge upon the parameters previously fitted and remain stable for roughly the first half of
truncation. This demonstrates that the data were collected over sufficiently long time periods to
include the necessary information for parameter estimation (both in terms of changing substrate
and product concentrations, and in terms of thermodynamic detail on the approach to equilibrium
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Figure 3.10: (a) Phosphoglucose Isomerase and (b) Phosphofructokinase parameter fitting per-
formed after deleting a number of closer-to-equilibrium data points. To observe the effect of
losing data from the latter part of the time courses on the fitting process, parameter fitting was
performed as before using the Levenberg-Marquardt algorithm after a series of truncations had
been made to the spline-fitted datasets, starting at the end of each time course, i.e. closer to
equilibrium (original data in Figs. 3.4 and 3.6; fitted kinetic equations as in Table 3.1). Error
was calculated as before (Table 3.1, footnote b) but with two variations: the first method in-
volved rescaling the degrees of freedom to reflect the degree of truncation of the data (- -), the
second method retained the original degrees of freedom (—). This approach to error estimation
was adopted to be able to distinguish between two sources of error: that due to losing data
generally, and that due to specifically losing closer-to-equilibrium data. Twelve and twenty data
points were deleted sequentially from the PGI and PFK data, respectively (representing up to
40 % and 24 % of the length of the longest respective time courses). Fitted parameters (—).
in the case of PGI). Truncation of the data and the subsequent explosion of the error margins on
most of the PGI parameters (and the comparative stability of the PFK parameters) suggests that
near-equilibrium data is indeed essential when fitting reversible kinetic equations (but of course
not used for fitting irreversible equations).
In summary, we have shown that globally fitting a collection of progress curves generated with
NMR spectroscopy—a technique that allows comprehensive and simultaneous quantification of
metabolites—with a generic rate equation is able to produce adequate enzyme kinetic parameters
for modelling biological systems. Moreover the method presented here overcomes most of the
difficulties presented by traditional enzyme assays (including progress curve analyses), while being
materially inexpensive, less labour-intensive and relatively rapid.
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3.3 Experimental section
3.3.1 Growth conditions and Media
Escherichia coli K12 W3110 was used to create cell stocks for kinetic assays by growing a 1-l batch
culture inoculated to an optical density at 600 nm (OD600) of 0.1 with an overnight starter culture
in M9 minimal medium [0.4% glucose, 1.28% Na2HPO4 (w/v), 0.30% KH2PO4 (w/v), 0.05% NaCl
(w/v), 0.10% NH4Cl (w/v), 0.05% MgSO4 (w/v), 0.001% CaCl2] at 37 ◦C and pH 7.2, for the
strict physiological control required for enzyme assays (typical constituents of rich media, such as
yeast extract or tryptone digest, are highly complex and may exert any number of influences on
the metabolic network). Cells were grown at pH 7.2 to buffer against the production of acidic
fermentation products and to prevent premature pH-inhibition of glycolysis [202]. Cultures were
gently mixed with magnetic stirrer bars during growth to produce a micro-aerobic environment.
Cells were harvested in mid-log phase (OD600 = 0.45) and centrifuged for 10 min at 5,000 rpm
(∼4200 × g). Pellets were combined and resuspended in 100 mM PIPES buffer (pH 7.2) to 50 ml
as a washing step and centrifuged at 5,000 rpm (∼5,600× g) for 10 min. This pellet was resuspended
in 20 ml of 100 mM PIPES (pH 7.2) and separated into twenty 1-ml aliquots in Eppendorf tubes.
After microcentrifugation for 10 min at 13,000 rpm (∼ 10,000 × g), the supernatant was discarded
and cell pellets were frozen in liquid N2. These stocks were maintained at −80◦C. Pellets were kept
on ice between harvesting steps.
3.3.2 Extraction
To produce a whole-cell extract, frozen cell stocks were thawed and resuspended in 1 ml 100 mM
PIPES buffer (pH 7.2) with 1 mM phenylmethanesulphonylfluoride (PMSF) to inhibit serine-
protease activity. Cells were extracted either by sonication or with a glass-bead shaking method
(a gentler method better suited to accurate enzyme activity measurements). Protein concentration
was determined by the Bradford assay method [203]. Both methods were used in this study, how-
ever glass-bead extracts were used for velocity determination. Sonication is a faster method but
suffers the drawback of thermal denaturation, which can reduce absolute maximal rate achieved by
the extracted enzymes; though this is unlikely to affect kinetic parameters such as half-saturation
constants.
Sonication
Resuspended cell pellets in a 2 ml Eppendorf tube were placed in an ice slurry and sonicated at 30 s
intervals with 15 s breaks (to prevent overheating) for a total sonication time of 4 min using a micro-
tip at 138 kPa. To determine the optimal sonication time that maximises protein yield without
denaturing the enzymes of interest, a series of extractions was performed for various times and the
activity of lactate dehydrogenase (LDH) was assayed. Optimal specific activity (µmol.min−1.mg−1)
was achieved at 4 min sonication time.
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Glass-bead extraction
1.5 g ≤ 106 µm diameter glass beads (Sigma) were added to a 1 ml resuspended cell pellet in a
50 ml Falcon tube and rotated on an orbital shaker at 450 rpm for 1 h. This method has been
shown to retain higher enzyme activity levels when compared with other methods and thus was
used for maximal velocity measurements [204]. Protein and activity yield was optimised using the
LDH assay.
3.3.3 NMR spectroscopy
All reaction components were from Sigma-Aldrich (except ATP from Boehringer-Mannheim) and
prepared in 100 mM PIPES (pH 7.2, corrected by the addition of 10 M NaOH). Triethyl phosphate
(TEP) was introduced as an internal standard due to its metabolic inertness [205]. A standard
assay in a 5 mm glass tube was composed of: 50 mM TEP, 100 µl D2O, 100 µl cell extract, 100 µl
per substrate/product/co-factor, 1 mM Mg2+, and filled to a final volume of 1 ml with 100 mM
PIPES (pH 7.2). Initially, cell extract was excluded. This blank was used to tune the spectrometer,
acquire a lock signal and shim the instrument before the reaction was started by removing the tube
from the instrument, adding 100 µl cell extract, mixing several times by inverting, and re-inserting
the tube. Data acquisition was initiated once a stable lock signal was achieved.
31P NMR was performed at 25 ◦C and a frequency of 242.87 MHz on a Varian 600 MHz spec-
trometer with a 1 s repetition time (1.0 s acquisition/0.0 s relaxation for PGI, 0.5 s acquisition/0.5 s
relaxation for PFK) to collect 80 (PGI) or 100 (PFK) transients per FID using a pulse angle of 90◦
with either no proton decoupling or a low power decoupling (Waltz-16) to prevent overheating of
the sample. In rapid-sampling NMR it is typically not possible to accommodate the full spin-lattice
relaxation of the nucleus of interest. T1 relaxation times were determined for the metabolites in
this study and varied from 0.2 s (nucleoside phosphates) to 6 s (TEP). Species concentrations were
thus calibrated for incomplete relaxation with a fully-relaxed spectrum (30 s relaxation time, 5 ×
the longest T1) of a cocktail of metabolites of interest.
Time courses collected using a particular cell extract or on a certain day were normalised by a
representative maximal rate at saturating substrate concentrations from that NMR session. This
was done in order to prevent the introduction of error between days and extracts.
Where ATP and ADP were unquantifiable due to metal ion contamination, 1.5 mM EDTA
and 2.5 mM MgCl2 were added sequentially to a final effective concentration of 1 mM Mg2+.
3.3.4 Data processing
All data processing was performed using a custom software module2 written in the Python pro-
gramming language (the Varian data import function was taken from [161]; released under the
Open Software Initiative and the New BSD Licence). Spectra were processed with an exponential
2Software available from authors on request.
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line-broadening function of 8.5 Hz and peaks were quantified either by box-integration or decon-
volution by fitting with Lorentzian functions. Quadratic splines were fitted to concentration data
using the scipy.interpolate module [163]. All fitting procedures were performed using either a
custom genetic algorithm or the Levenberg-Marquardt least-squares algorithm as employed in the
scipy.optimise.leastsq module [163]. Images were produced using Matplotlib [162], Gnuplot
[206] and Inkscape [207].
3.3.5 Enzyme assays
A coupled enzyme assay system was used for PFK with the following composition: 0.625–10 mM
F6P, 0.062–1.5 mM ATP, 0.2 mM NADH, 10 mM MgCl2, 1.5 U.ml−1 FBP-aldolase, 5 U.ml−1
triose-phosphate isomerase, 4.3 U.ml−1 α-glycerophosphate dehydrogenase. NADH consumption
by α-glycerophosphate dehydrogenase was monitored at a wavelength of 340 nm in a 96-well plate
reader (VarioSkan Microplate Reader, Thermo Electron Corp.; Greiner Bio-one Flat-bottom mi-
croplate) with the temperature maintained at 25◦C. Activities were normalised with protein content
determined by the Bradford assay [203]. All assays were performed in triplicate in 100 mM PIPES
buffer at pH 7.2.
3.4 Supplementary data
The following data files are available at the Metabolites website (http://www.mdpi.com/2218-1989/
2/4/818/s1):
pgi fids.zip ZIP-file containing the raw Varian NMR FID data for all the PGI runs, plus a text
listing of the various experiments.
pfk fids.zip ZIP-file containing the raw Varian NMR FID data for all the PFK runs, plus a text
listing of the various experiments.
supp data.ods ODS-spreadsheet containing the integrated NMR peak data for all the experiments,
as well as the fitted spline data for the concentrations and rates.
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model of glycolysis in E. coli
Summary
This chapter describes the construction and validation of a mathematical model of glycolysis
in fermenting E. coli from four submodels: 1. a published model of the PTS sugar import pathway,
2. PGI and PFK as modelled in Chapter 3, with FBP aldolase, 3. a model for the lower half
of glycolysis generated using in vitro NMR reaction time courses to approximate enzyme kinetic
parameters in vivo, and 4. a constructed model of the fermentation pathways parameterised with
published parameter values. Cells were grown and assayed under microaerobic conditions represent-
ing a more natural environment for the bacterium (e.g. in the lumen of the human small intestine)
than, for instance, the artificial aerobic or anaerobic chemostat, and an environment inevitably
encountered during batch culture as accumulating CO2 produced during respiration gradually in-
sulates the growing culture from exposure to O2. To generate parameters for the bottom half of
glycolysis (triosephosphate isomerase → pyruvate kinase) leading to pyruvate, a selection of sub-
models reflecting experimental conditions was fitted to in vitro 31P NMR reaction time series. The
resulting models went through a model selection process. Selected putative models were evaluated
by comparing their simulated behaviour to in situ 13C NMR time series using permeabilised cells
under experimentally similar conditions. A final selection of three models was made, and these
were expanded using literature values where available to represent the full spectrum of reactions of
fermenting central carbon metabolism, including the glucose importing phosphotransferase path-
way (PTS), and the fermentation reactions including the acetate, ethanol, lactate and succinate
pathways. 13C NMR assays of quenched fermentations were used to determine fermentative fluxes
in vitro, and in vivo 31P NMR was used to observe intracellular metabolite accumulation, and
steady-state model behaviour was compared with published steady-state metabolite concentrations
and fluxes.
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4.1 Glycolysis: Regulation of a Micro-economy
Glycolysis produces ATP to meet the cell’s needs for a diverse range of processes including growth,
motility and reproduction. Economics provides a useful paradigm for understanding metabolic
pathways as supply and demand systems balanced around an equilibrium, poised to respond to
changing environmental conditions [99]. Glycolytic flux (as measured by glucose uptake) in aerobi-
cally grown E. coli has been shown to be controlled by the demand for ATP [101], that is, reactions
external to glycolysis which affect the energy charge (or [ATP ][ADP ] ratio) exert > 75% of the control
over glycolytic flux.
Yet, thorough as that study is, it represents one of many studies broaching a topic of consider-
able complexity, of which a number are mentioned here. It has been argued that there is an inverse
correlation between respiratory activity and uptake by the PTS: under aerobic conditions, sub-
strates that stimulate respiration result in the inhibition of PTS activity [208–212]. Additionally,
the inhibition of uptake by the PTS (usually assayed with the non-metabolisable glucose analogue
α-methyl glucoside, α-MG) is abolished by respiratory uncouplers dinitrophenol [208, 209, 212] and
carbonyl cyanide m-chlorophenylhydrazone [210–212], and abolished also by respiratory inhibitors
sodium azide [208–210] and cyanide [212]. This inhibition of PTS activity was absent during anaer-
obic conditions [208, 209, 212], and during incubation with a substrate that the cell was not grown
on (and thus was not configured to metabolise), leading to the suggestion that it is in fact the
energisation of the plasma membrane during respiration that results in the inhibition of the PTS,
and as such, a physical regulatory mechanism has been proposed which is dependent on proton
motive force [213]. The inhibition of PTS activity under respiratory conditions was more pro-
nounced in atp mutants, suggesting once more that the inability of the cell to dissipate the pmf by
ATP generation resulted in more severe inhibition of the PTS [211]. Similarly, aerobically growing
E. coli mutants expressing increasing concentrations of the soluble F1 ATPase domain were shown
to increase glucose oxidation (and thus glucose uptake) in the study by Koebmann et al. [101].
It has also been shown that in fact α-MG uptake is at least partially inhibited by reducing the
intracellular ATP concentration with arsenate [214] and thus PTS activity is not merely depen-
dent on respiratory activity uncoupled from ATP concentration. Indeed, altering the free energy
state of the cell ( [ATP ][ADP ]) using either atp mutants with varying ATP synthase expression levels,
metabolic uncouplers (DNP), or even respiratory inhibitors (KCN) has shown unequivocally that
PTS uptake activity is directly correlated with the [ATP ][ADP ] ratio, and not necessarily with the pmf
[118] when grown aerobically on succinate. That is, a decrease in ATP synthase activity, reduces
the [ATP ][ADP ] ratio and is correlated with reduced α-MG uptake by the PTS. The
[ATP ]
[ADP ] ratio (which
is log-linearly related to phosphorylation potential, ∆Gp), is thus argued to be the thermodynamic
driving force behind glucose uptake. In contrast, the atp mutant study by Koebmann et al. [101],
demonstrated increased glycolytic flux upon lowered [ATP ][ADP ] ratio, and thus control of glycolytic flux
by the demand for ATP. Additionally, growing E. coli cells aerobically in the presence of weak
acids—which uncouple respiration by lowering intracellular pH forcing the cell to expend ATP in
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pumping protons out of the cytoplasm, lowering the [ATP ][ADP ] ratio–generally resulted in a decrease
in growth rate, with no change in glucose uptake [215]. This suggests that in fact that the [ATP ][ADP ]
ratio has little effect on glucose uptake, and as it is the demand reactions (i.e. growth rate) which
are displaced in response to ATP dissipation, that the supply block exercises control over glycolytic
flux to ATP. PEP and PYR levels show no correlation with PTS uptake rates [216], however total
inhibition of PEP formation in membrane vesicles naturally inhibited PTS activity [212].
Though complex and somewhat contradictory, there are a number of clear trends in these
studies. Under aerobic conditions, in the majority, respiratory activity is negatively correlated
with PTS activity. Though it is not clear whether the PTS activity depends solely upon respiratory
activity, or the energy charge of the cell, or to some degree on both of these. What is clear however, is
that under anaerobic conditions where a low pmf is generated, inhibiting or uncoupling respiration
has little to no effect on PTS activity.
E. coli has a diverse set of channels for carbon flux allowing it to balance both respiration
and fermentation to match varying O2 availability, as well as balancing fermentation products
to achieve redox balance for growth on substrates with different oxidation states (reviewed in
[217]). The mixed acid fermentation pathway in E. coli produces varying ratios of acetate, ethanol,
lactate, succinate and α-ketoglutarate (Fig. 4.1). Glycolysis of one molecule of glucose produces two
reducing equivalents, and as such, homolactic fermentation or a balance of equal levels of acetate
and ethanol fermentation will maintain redox balance stoichiometrically (the acetate pathway does
not consume any NADH and the ethanol pathway consumes 2 NADH, the equivalent of 2 reducing
equivalents oxidised per glucose molecule). Redox balancing thus constrains the range of possible
fermentation products and predominates as a determining factor of fermentative flux distribution.
Aerobically grown phosphotransacetylase mutants ∆pta do not redirect “overflow” flux through
fermentation pathways, but rather, being constrained by the need to maintain redox balance,
accumulate and excrete pyruvate [218].
Typical glycolytic pathways produce a net value of 2 ATP molecules per molecule of glucose
by substrate-level fermentation, with the possibility of an additional ATP generated in E. coli per
acetate molecule produced (Fig. 4.1). Cells importing glucose using the PTS (reviewed in [69])
use PEP as the phosphoryl donor to generate G6P rather than ATP, which is used by many other
organisms (the PTS is a bacterial pathway and has not been shown to be present in the Archaea,
the eukaryotes and is absent from a significant number of bacterial species [219]). Aerobic respi-
ration produces significantly more ATP (± 30) per glucose molecule and is also modular in that
it consists of various dehydrogenases which feed electrons into a quinone pool in the plasma mem-
brane from numerous respiratory substrates, pumping protons across the membrane, and thereby
generating a proton motive force. The variance in ATP production by fermentation or respiration
is thus dependent on the precise fermentative or respiratory configuration present, which in turn is
determined primarily by the redox demand, O2 availability and growth substrate.
Several glycolytic regulatory elements are present in E. coli. FBP significantly activates pyru-
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Figure 4.1: Mixed acid fermentation in E. coli, illustrating the alternate fates of glycolytic PEP
and the topology of the important PEP-oxaloacetate-pyruvate node (reviewed in [122]). At
high glucose concentrations and under low O2 availability succinate dehydrogenase, succinyl-
CoA synthetase and α-ketoglutarate dehydrogenase are repressed producing a branched version
of the TCA cycle (green region) which produces biosynthetic precursors, succinate and α-
ketoglutarate. Mixed fermentation (blue region) replenishes the NAD+ pool for glycolysis
(red region) to proceed. LDH - lactate dehydrogenase, PFL - pyruvate-formate lyase, PTA -
phosphotransacetylase, ACK - acetate kinase, ADH - alcohol dehydrogenase, MDH - malate
dehydrogenase, FUM - fumarase, FRD - fumarate reductase, GLN - citrate synthase, ACN
- citrate hydro-lyase, ICD - isocitrate dehydrogenase, FHL - formate-hydrogen lyase, PO3−4 -
orthophosphate.
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vate kinase I in a feed-forward manner, and transforms the rate characteristic from a sigmoidal
shape to a simple Michaelis-Menten saturation shape [90, 220, 221], thus abolishing the positive
cooperativity of PEP binding. Conversely, PEP exhibits a vast range of feedback inhibition on
the first half of glycolysis including PGI, PFK and ALD [187, 222], and is known to inhibit TPI
in other organisms (e.g. in yeast [223]). PEP is also the phosphate donor for the typical glucose
transport system (the PTS). Additionally both PFK and PK are allosterically affected by ATP
and ADP in a complex set of metabolite interrelationships [187, 224, 225]. Structurally therefore,
there are at least four levels of allosteric regulation built into the glycolytic pathway of E. coli:
1. FBP accumulation in the early stages of glycolysis activates the later stage, ostensibly sig-
nalling the presence of substrate and possibly acting as a flux sensor for a transcriptional
response [153].
2. PEP accumulation in the latter half of glycolysis inhibits the earlier preparative stage, possibly
signalling saturation of the respiratory or fermentation pathways.
3. PEP is also required for glucose transport using the PTS system, a lack of late stage PEP
may indicate low flux and thus an inability to process additional glucose.
4. And finally, the energy charge or [ATP][ADP] ratio exhibits both positive and negative control on
PFK and PK under various conditions dependent upon the concentrations of certain key
metabolites, as well as being positively correlated with PTS activity [118].
Additionally it has been argued that FBP acts as a “flux sensor” of glycolysis in E. coli by its
feed forward interaction with PK and inhibitory effect in conjunction with the Cra transcription
factor which represses transcription of both pfka and pykf (and most other glycolytic genes) [226],
thereby providing a “bridge” between metabolic and genetic control of glycolysis that specifically
responds to flux [153].
To understand the behaviour and regulation of glycolysis, a kinetic model of glycolysis in
E. coli was assembled out of three independent sub-models. The first model, representing the PTS
which transports glucose into the cell, was developed by [68], and updated to reflect current ex-
perimental conditions (Section 1.2.2). The second model, described in Chapter 3, includes the first
two reactions of glycolysis, PGI and PFK, and was employed as described. The third model rep-
resenting the bottom half of glycolysis, from ALD to lactate dehydrogenase (LDH), was modelled
in a similar fashion using in vitro NMR time courses of enzymatic reactions, with the exception
that instead of using spline-fitting to estimate reaction rate of each reaction individually as in
Chapter 3, the lower glycolytic model was fitted as a whole to a set of aggregated reaction series.
Several variations on the model of the bottom half of glycolysis were constructed and fitted to in
vitro datasets (e.g. including combinations of cytochrome-bd [cytbd], adenylate kinase [ADK] and
phosphoenolpyruvate synthetase [PPS]), incorporating various literature parameter values where
possible. In this way comparisons could be made between primarily literature parameterised mod-
els and primarily fitted parameter models, and between models with various background activities
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affecting, amongst others, the [ATP ][ADP ] and
[NADH]
[NAD+] ratios. Validation of the modelling results was
achieved by comparing model behaviour to:
1. in vivo fermentation flux outputs of the bacterium determined using 13C NMR,
2. in situ behaviour of permeabilised cells under similar conditions to the in vitro enzyme assays
monitored using 31P NMR,
3. literature steady state internal metabolite concentrations, and
4. in vitro internal metabolite accumulation of key intermediates as observed using 31P NMR.
The following sections describe the construction and validation of these models. For a natural
presentation experimental details are presented in the respective sections and are not collected into
a separate section.
4.2 Model construction: lower glycolysis
To generate enzymatic reaction data for model-fitting of the lower half of glycolysis, a variation on
the technique introduced in Chapter 3 was employed which was deemed necessary on account of
the complex interdependency of the pathway constituents and the invisibility of unphosphorylated
metabolites below PEP to 31P NMR. In vitro 31P NMR time series were collected as before, using
cell extracts and various starting substrate/product/modifier concentrations. However, instead of
approximating the time series data with splines and fitting an individual rate equation to paired
metabolite/rate data (as in Chapter 3), a model of lower glycolysis representing all of the reactions
present in the in vitro extracts was constructed and fitted to the reaction data by simulating the
reactions under identical starting conditions. The key motivation for modelling lower glycolysis as
a whole rather than individually as separate reactions is the interdependence of the reactions; for
example, it is cumbersome if not impossible to distinguish between the activity of phosphoglycerate
kinase (PGK) and pyruvate kinase (PK) when starting a reaction time series with metabolites in
the lower half of glycolysis (e.g. 3PG), as both enzyme alter the [ATP ][ADP ] ratio and metabolites
appearing after PK (e.g. pyruvate and the fermentation products) are not visible to 31P NMR.
For growth conditions and extraction methods refer to Section 3.3.
4.2.1 NMR spectrometry of reaction time series
All reaction components were from Sigma-Aldrich and prepared in 100 mM PIPES (pH 7.2, cor-
rected by the addition of 10 M NaOH). Triethyl phosphate (TEP, usually at 5 or 10 mM final
concentration) was introduced as an internal standard due to its metabolic inertness [205]. A typ-
ical assay in a 5 mm glass tube was composed of: 50 µmol TEP, 100 µl D2O, 100 µl cell extract,
100 µl per substrate/product/modifier/co-factor, 5 µmol Mg2+, and filled to a final volume of 1 ml
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with 100 mM PIPES (pH 7.2). A blank (excluding cell extract) was used to tune the spectrometer,
acquire a lock signal and shim the instrument before the reaction was started by removing the tube
from the instrument, adding 100 µl cell extract, mixing several times by inversion, and re-inserting
the tube. Data acquisition was initiated once a stable lock signal was acquired.
31P NMR was performed at 25 ◦C with the probe spinning at 10 Hz, a pulse angle of 90◦, a
repetition time of either 1.5 s (1.0 s acquisition, 0.5 s relaxation) or 1.3 s (0.8 s acquisition, 0.5 s
relaxation) to collect 64 - 128 transients, on 3 different Varian NMR spectrometers:
1. A 600 MHz spectrometer operating at 242.87 MHz
2. A 400 MHz spectrometer operating at 161.89 MHz
3. A 300 MHz spectrometer operating at 121.33 MHz
Acquisition was performed with proton decoupling (Waltz-16) on, including the Nuclear Over-
hauser Effect (NOE) for signal enhancement (to achieve this, decoupling is additionally performed
during the relaxation delay [151]). In rapid-sampling NMR it is typically not possible to accom-
modate the full spin-lattice relaxation (T1) of the nucleus of interest. 31P T1 relaxation times
were determined for typical metabolites present in this study and ranged from 0.2 s (nucleoside
phosphates) to 6 s (TEP). Species concentrations were thus calibrated for incomplete relaxation
and differences in NOE enhancement with a fully-relaxed spectrum with NOE suppressed (30 s
relaxation time, 5 × the longest T1) of either an equilibrated enzymatic reaction assay mixture, or
a cocktail of metabolites of interest for reactions with high Keqs.
The co-factor Zn2+ and reducing agent DTT which are often used to ensure ALD activity were
excluded from the reaction mixture, thus bounding in vitro reactions to the enzymes below ALD
(that is, from TPI onwards Fig. 4.3a).
4.2.2 Data processing
Collected reaction series data were processed using the NMRPy module as described in Chapter 2.
Data were zero-filled 3 times and apodised by applying a 1 Hz exponential function to the FIDs.
After Fourier-transformation, spectra were phased using the NMRPy.phase auto() function which
uses a Levenberg-Marquardt least-squares algorithm [168] to minimise total area under the peaks.
To quantify metabolites, spectra were deconvoluted using a Lorentzian lineshape (NMRPy.deconv())
and spline-fitted when necessary to reduce noise. Note that, fitted splines were not used to approx-
imate reaction rate as in Chapter 3, but merely to reduce noise. The parameter-fitting procedure
employed is described in the following section. Data are plotted in Fig. 4.2.
4.2.3 Metaheuristic parameter-searching algorithms
Fitting models with numerous parameters to a relatively complex multidimensional dataset, as
described in this work, presents an optimisation problem that cannot be solved using a local fitting
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Figure 4.2: Time series of enzymatic reactions of the lower half of glycolysis acquired using 31P
NMR. Reaction time series were acquired with various starting concentrations of substrates,
products, allosteric modifiers and co-factors as described in the text. FBP was not fitted. rt -
repetition time, prot - protein concentration as determined by Bradford assay (Section 3.3).
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algorithm like the popular least-squares methods. Many methods have been developed to search a
particular “parameter space” for a global optimum, often taking inspiration from nature (reviewed
in [227]). The task of a metaheuristic algorithm is to balance the ability to search wide areas of a
“fitness landscape” without getting stuck in local minima, against the need to identify a particular
local candidate solution and not remain “mobile” in parameter space, missing possible solutions.
Three algorithms were tested during the construction of the current model. Two evolutionary
algorithms: a Genetic Algorithm [228] and a Differential Evolution Algorithm [229], were used.
These are population based metaheuristic algorithms that are modelled on the process of Darwinian
evolution. The third algorithm tested was a Particle Swarm Optimisation Algorithm [230, 231],
modelled on the cooperative behaviour of swarming organisms.
• Genetic algorithms (GAs) are directly allegorical of evolutionary biology. A population of
candidate solutions called a “chromosome” (each comprised of a particular selection of param-
eter values called “genes”) is subjected to iterative selection based on a fitness criterion (e.g.
Residual Sum of Squares), and a particular percentage of the fittest individual chromosomes
are allowed to recombine to produce a “filial generation” [228]. Members of the following
generation are mutated randomly at a specified rate. The fitness of the population increases
progressively until an optimum is reached or some other specified termination criterion is
achieved (e.g. number of generations, Residual Sum of Squares). Mutation and cross-over
rates, and population size are specified beforehand and can play a large role in the efficacy
and efficiency of the algorithm. Several modifications have been proposed to improve the effi-
ciency of the GA such as variable mutation and cross-over rates [232], elitist selection, parallel
computation with migration between nodes, linkage-learning which identifies and preserves
beneficial epistatic relationships between specific genes [233] and many others.
• Differential evolution algorithms (DEs) work by recombination of randomly selected can-
didate solutions, or “agents” in solution space. Typically an agent x is randomly selected, and
a putative new position in solution space is calculated by recombining three other randomly
selected agents in the population according to a simple mathematical formula. If the new
position provides more fitness than the current position of x, the position of x is updated
[229]. This process is iterated until termination criteria are met.
• Particle swarming optimisation algorithms (PSOs) typically involve a swarm of particles
in solution space that are moved around with trajectories informed by their own historically
best positions (in terms of “fitness”), and the swarm’s global best historical position. PSOs
have a very high efficiency for relatively few candidate solutions by virtue of the simultaneous
optimisation of each candidate with respect to its own history and that of the swarm. Ulti-
mately the swarm will converge upon a particular location in parameter space identifying it
as the solution.
Invariably, the PSO and DE algorithms converged on a solution sooner than the GA, however,
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the GA was able to find better solutions. As such, the GA was selected for initial parameter
estimation and Python’s multiprocessing package (docs.python.org) was employed to reduce
runtime through process parallelisation. Parameter fitting was performed on a cluster provided by
the Centre for High Performance Computing (www.chpc.ac.za). Parameter estimation using the
GA is described below.
4.2.4 Parameter estimation by model fitting to in vitro NMR time course data
During the construction of the lower glycolytic model, aggregated in vitro NMR reaction time
courses were fitted with a series of sub-models representing the enzymes of the bottom half of
glycolysis (from TPI to LDH). To collate the various reaction time series during model fitting,
repetition times were normalised by protein concentration. 31P NMR is unable to detect glycolytic
intermediates once they have been dephosphorylated, and thus the fermentation reaction inter-
mediates below PEP in the pathway (Fig. 1.1) were invisible to the current assay system, and
the precise configuration of fermentation pathways unknown. As such, a variegated strategy was
adopted: a series of models was constructed by “attaching” different combinations of the succinate
fermentation pathway, a cytbd respiratory NADH-consumption reaction, the PPS reaction, and
ADK to a model of the lower glycolytic enzymes and lactate fermentation. Fig. 4.3 displays the
two fermentation pathways included in the model: succinate fermentation – a pathway produced by
the branching of the TCA cycle under anaerobic and high glucose conditions, and lactate fermen-
tation by LDH. The acetate/ethanol fermentation branch which is fed by PFL was excluded due
to the high oxygen sensitivity of PFL [129], which is denatured unless maintained under strictly
anaerobic conditions (a precaution intentionally not adopted in this study to reduce the complexity
of reactions involving unphosphorylated intermediates below PK which are invisible to 31P NMR).
PPS was included in some models as a possible indicator of gluconeogenic activity due to the
cells being harvested in late log phase and the accumulation of 3-carbon fermentation products,
both factors which up-regulate PPS expression [129, 234]. The background NADH consumption
reaction was included to account for the presence of the lysed membrane fraction in cell extracts,
and thus a possible respiratory reaction between the NADH-consuming oxidoreductases NDH-I and
NDH-II [235] and the high-affinity cytbd which is specifically present under microaerobic conditions
[129, 132].
Finally, two types of fitting regime were adopted. In the first approach, literature kinetic
parameters for the enzymes were included wherever possible and only those parameters for which
there were no published literature values, were fitted. In the second approach almost all the
parameters of the central glycolytic reactions were fitted (with the exception of maximal rates).
Literature kinetic parameters were retained for enzymes in the fermentation pathways as no data
for these reactions could be captured using 31P NMR. Literature parameters and rate equations
are summarised in Section 4.5.
As LDH represents an important fermentation outlet for E. coli, the maximal rate and pyruvate
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binding constant were determined using a microtiter plate assay with the following constituents
(Fig. 4.4): sodium pyruvate – 1 - 20 mM, NADH – 0.2 mM, 100 mM PIPES buffer pH 7.2 to a
final volume of 100 µl (assays performed in triplicate, refer to Section 3.3.5 for additional details).
Resulting kinetics agree well with literature: Vmax = 1.3 µmol/min/mg (1.1 in both [150] and
[236]), PY R0.5 = 2.51 mM (2.5–5.0 depending on pH [237]). Additionally, significant cooperativity
towards pyruvate has been demonstrated [237].
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Figure 4.3: Three fermentation branches (shaded) of lower glycolysis. Glycolytic enzymes are
excluded for brevity and are represented by the dashed line. Branches (a) and (b) which
represent lactate fermentation and the succinate fermentation pathway (excluding PCK) were
combined in various ways with PPS, ADK and an NADH-consuming reaction to fit to in vitro
data. (c) The acetate/ethanol fermentation pathway was excluded from model-fitting to in
vitro data due to the highly oxygen-labile PFL enzyme.
4.2.5 Model fitting: reassortment to generate putative models of in vitro
experiments
Using various combinations of sub-model pathways and employing either a maximum or minimum
number of literature parameters, 18 models were generated for fitting to the in vitro time series
data and are tabulated in Table 4.1. “SUCC” refers to the enzymes: PEP carboxylase (PPC),
PEP carboxykinase (PCK), malate dehydrogenase (MDH), fumarase (FUM) and fumarate reduc-
tase (FRD) of the succinate fermentation pathway. The first reaction, PPC, requires bicarbonate
(HCO−3 , Fig. 4.3b) which is typically produced by the carbonic anhydrase reaction either by con-
version of dissolved atmospheric CO2, or conversion of CO2 produced by the reaction catalysed
by formate hydrogenlyase (FHL) under non-respiratory conditions (Fig. 4.3c). For model fitting,
HCO−3 was assumed to be saturating and simply excluded from rate equations. It is important to
note that fitted models including the succinate pathway and/or the ethanol/acetate pathway are
a priori unlikely to be a true reflection of in vitro conditions due to the highly oxygen-sensitive
PFL and FHL enzymes which are invariably denatured and repressed respectively upon cell lysis
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Figure 4.4: A coupled enzyme assay of LDH. LDH was assayed at various concentrations of
pyruvate and initial rates were fitted with a uni-substrate Hill equation (v = Vmax PY R
h
PY Rh0.5+PY Rh
)
to estimate parameters. Fitted parameters are: Vmax = 1.3 ± 0.03 µmol/min/mg protein,
PY R0.5 = 2.51± 0.08, h = 4.45± 0.87. Error is SEM. Cell extract was serially diluted until it
was clear that initial rates were not being underestimated due to rapid reaction, and Vmax was
adjusted accordingly.
[129, 238, 239], which results in the concomitant lack of HCO−3 necessary for the succinate pathway
(PPC) (E. coli growing under low O2 conditions are amply supplied with a high partial pressure
of CO2 [240]). At the least, HCO−3 concentrations would be low enough not to produce detectable
changes under the current experimental conditions due to the low hydration equilibrium constant
of carbonic acid (H2CO3(eq)CO2(eq) = 1.7×10−3 at 298 K [241]) and the low mole fraction of dissolved CO2
under atmospheric conditions1. The half-saturation constant of PPC is high when not activated
by acetyl-CoA (ranging from 15 mM in the absence of acetyl-CoA to 0.35 mM in the presence of
acetyl-CoA). With the disruption of PFL, no significant acetyl-CoA would be generated. Together,
these considerations strongly suggest a priori that neither the succinate nor the ethanol/acetate
fermentation pathways are active in vivo and the data should be adequately described by a simple
homolactic fermentation model. However, for thoroughness and due to the fact that fermentation
pathway metabolites below PEP are not visible to 31P NMR, and thus the degree of inactivation of
PFL was not known, a range of models including the unlikely fermentation pathways and excluding
these pathways was fitted. Also, the bulkier models including the succinate pathway are more likely
to be rejected by the Akaike criterion used below and they thus provide a comparative reference
for the simpler, parsimonious models. Indeed the decision to use 18 model permutations was pur-
posefully excessive to provide a more nuanced and thorough understanding of the distribution of
Akaike scores.
1Henry’s Law [242] predicts a dissolved CO2 of about 0.5 mM under atmospheric partial pressure of CO2 at 298
K (Henry’s constant of 29.4 L.atmmol ), and thus a maximum of 1.7 × 10−3 × 0.5 mM = 0.85 µM. This is significantly
lower than the HCO−3 binding constant for PPC (0.1→ 0.15 mM [243, 244])
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A genetic algorithm (GA) was constructed in Python in which each parameter being fitted
was represented as a “gene” on a “chromosome” in a population of “chromosomes”. The fitting
routine requires boundary values for each parameter, and a starting “generation” of chromosomes
is instantiated by randomly populating with chromosomes; each gene (or parameter) was randomly
sampled from a uniform distribution between specified parameter boundaries. Typically population
size was 30. In each generation, all the chromosomes in the population were assigned a fitness score
which involved using the parameters in a particular chromosome to parameterise the model being
fitted, and a time simulation of the model was performed using the starting conditions of the
13 31P NMR datasets; fitness was calculated as the Residual Sum of Squares (RSS) between the
simulation and the data. The “fittest” 10% of chromosomes in a particular generation2 were allowed
to recombine and mutate (initially at static specified rates, typically 0.8 and 0.2 respectively) to
populate a new generation. This process was iterated 600 times. It was found that reducing the
mutation rate sigmoidally from 90 % to 10 % over the course of the fitting iterations allowed the
GA to identify a global solution with greater reliability; a strategy that has been suggested before
[245, 246].
Putative parameter values produced using the GA were used as starting values for the Levenberg-
Marquardt (LM) least-squares algorithm [168] to fine-tune parameter estimates, and to identify
parameters that were not constrained by the data. Additionally, the LM algorithm outputs an
estimated covariance matrix for the fitted parameter set which can be used to generate error es-
timates (error is calculated as RSSDeg.ofFreedomσ2, where σ2 is the variance in the fitted function for
a particular set of parameters). A transposition of a simulation of model O with fine-tuned fitted
parameters is shown in Fig. 4.5.
4.2.6 Model selection: the Akaike information criterion
The process of selecting the best model for a particular application involves balancing explanatory
power against the number of a priori assumptions required for the model [249]. This parsimony
principle famously known as Occam’s Razor, argues that one should make as few assumptions as
possible in the process of explaining a particular phenomenon, or more accurately, amongst com-
peting hypotheses priority should be given to the ones with the fewest assumptions [250]. This
trade off between explanatory power and simplicity has been quantified in a metric known as the
Akaike Information Criterion (AIC) [251]. In statistical terms, when fitting models to data, sim-
plifying a model by reducing the number of parameters concomitantly increases bias (e.g. fitting
a linear model to a parabolic dataset); enhancing the explanatory power of the model by increas-
ing the number of parameters increases variance (e.g. fitting a parabola to a linear dataset). It
is this trade-off between bias and variance (or precision) that is quantified by the AIC [249]. In
information-theory terms, the AIC quantifies the relationship between the Kullback-Leibler mea-
sure of information loss and the maximum-likelihood of a particular model. Thus when comparing
2In this case “fitness” was minimised as it was represented by the RSS between model and data.
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Figure 4.5: Model O fitted simulation transposed onto time series of enzymatic reactions of the
lower half of glycolysis acquired using 31P NMR. Reaction time series were acquired with various
starting concentrations of substrates, products, allosteric modifiers and co-factors as described
in the text. rt - repetition time, prot - protein concentration as determined by Bradford assay
(Section 3.3). Data is identical to Fig. 4.2.
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Table 4.1: Combinations of fermentative pathways used to construct putative sub-models for
parameter-fitting of in vitro NMR reaction time course data. +/- indicate inclusion or exclusion
of a particular model feature. See text for details.
SUCCa PPSb ADKc cytbdd LITe
A - + - + +
B - + - + -
C + - - + +
D + - - + -
E + + - + +
F + + - + -
G + + + + +
H + + + + -
I + + + - +
J + + + - -
K + + + + - All Hill-coefficients fittedf.
L ± - + + - ∆malg
M - - - + - vfLDH was allowed to vary.h
N - - - + + vfLDH was allowed to vary.h
O - - + + -
P - - - + -
Q - - + + +
R - - + - -
a The succinate fermentation pathway include PPS, PCK, MAL, FUM and FRD.
During fitting of the lower glycolytic kinetic parameters, the rate equations for
these reactions (and that of PFL) were simplified to irreversible forms in order to
reduce the number of parameters to be fitted. When the succinate pathway and
PFL were finally included in the full model, reversible rate equations and unfitted
literature parameters were employed (as indicated in Section 4.5).
b PEP synthetase
c Adenylate Kinase
d Background NADH consumption by the high-affinity microaerobic cytochrome bd
e The distinction in this column is between those models with all the literature values
included and those with very few literature values included.
f This includes the enzymes for which no cooperativity has been reported.
g Only PPC and PCK of succinate pathway, a futile cycle mediated by PPC and PCK
has been identified [247, 248].
h LDH displays a number of cysteine groups near the surface of the protein which are
subject to auto-oxidation which deactivates the enzyme. In this model VfLDH was
fitted to compensate for possible deactivation in the coupled assay determination of
maximal rate.
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Figure 4.6: ∆AIC scores for 18 putative models after fitting to reaction time series. Calculated
relative to model O. Parameter number (K−1) is in superscript above the respective bar in the
plot. Sample size (n), the total number of data points, was 2047. For model descriptions see
Table 4.1. Simple homolactic models selected for further modelling are indicated by an asterisk.
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various models, the AIC rewards minimisation of information loss and penalises for the number
of parameters. For datasets in which the sample size is below 40 times the number of parameters
( nK < 40), the second-order corrected AIC is recommended [249, 252]:
• First-order: AIC = n log(RSS) + 2K
• Second-order: AIC = n log(RSS) + 2K + 2K(K+1)n−K−1
Where n = sample size, RSS = Residual Sum of Squares, and K = the number of parameters
(note that when using a least-squares approach rather than a maximum-likelihood approach, vari-
ance is approximated and is included as a parameter, thus the value of K has to be incremented
by one). When comparing various models using the AIC, a ∆AIC value is often reported, which
is a relative measure calculated as the difference between the model under consideration and the
best model in the set (i.e. with the lowest AIC score).
Fig. 4.6 shows the ∆AIC score calculated for each of the 18 putative models (Table 4.1) after
fitting with the GA and the subsequent LM to the time series data in Fig. 4.2. It is clear from the
∆AIC scores that a minimum is achieved by the first 3 models. Models K and H represent “all-
inclusive” fitting attempts in which the full succinate pathway, PPS, ADK and NADH consumption
were included with as few literature parameters as possible. That is, almost all parameters were
fitted (a minimal selection of literature values was included) and the models have high parameter
numbers (82 and 76 respectively, in model K all the Hill coefficients were also fitted, explaining
the discrepancy in parameter number). As expected by virtue of PFL disruption and the lack
of bicarbonate for PPC, neither of these parameter-heavy models were able to perform as well
as model O, a far simpler 50 parameter model including only ADK and NADH-consumption in
addition to the default lactate fermentation pathway. This suggests, in conjunction with earlier
biochemical considerations about HCO−3 concentration and O2 deactivation of PFL, that indeed
simpler homolactic models offer a better description of the in vitro data. Note that the models
with a high number of literature values, and thus a low number of fitted parameters, as expected,
performed worse on the AIC scoring as they were subjected to higher degree of constraint which
is not included in the quantification. That is, the AIC was calculated taking total parameter
number into account, not simply fitted parameter number. Considering the results of Fig. 4.6—
specifically that a simple homolactic model structure is sufficient to describe the behaviour of the
data—a selection of homolactic models was made which excluded PPS activity and employed the
experimentally determined maximal LDH activity. The resulting four models—O, P, Q and R—
were used as the basis for further model development. The aggregated parameters for the four
selected models after fitting are shown in Table 4.2 and in Fig. 4.7.
The primary locus of variation amongst the fits was around GAPDH and PGK. The GAPDH
and PGK reactions exhibit relatively high equilibrium constants, favouring the reactions away from
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BPG; that is, the GAPDH reaction is favoured in reverse (Keq = 0.0004) and the PGK reaction
in the forward direction (Keq = 4000). Thus, a thermodynamic obstacle is only avoided by a con-
strained relationship between the kinetic parameters of these enzymes which is apparent during the
fitting process as changes in the kinetic parameters of one of these enzymes results in significant
changes in the parameters of the other. For example, Model P fitted a significantly lower GAP
saturation constant for GAPDH, and consequently a significantly higher BPG saturation constant
for PGK than the other models. All non-literature model fits (O, P and R) produced higher prod-
uct binding constants than the literature values, suggesting that under the current experimental
conditions less product-inhibition and thus greater activity of the enzymes was observed. It is
noteworthy that GAPDH is the only redox-associated glycolytic enzyme. Thus, the particular
thermodynamic and kinetic configuration around this enzyme is of global regulatory importance.
The parameter fits for PGM and ENO also demonstrated a degree of variation.
4.2.7 In situ validation of the fitted model of lower glycolysis
To validate the ability of the fitted models O, P, Q and R to correctly predict dynamic intracellular
metabolic behaviour of glycolytic intermediates under defined conditions, two in situ assays were
performed using permeabilised cells and monitored using 31P NMR, and the in situ progress curves
were compared with model simulations under identical starting conditions. Flash frozen cells (3.0
mg/ml protein as determined by the Bradford protein assay [203]) were resuspended to 0.8 ml in
100 mM PIPES buffer (pH 7.2) and permeabilised with 0.5 % Triton X-100 (Roche), vortexing for
30 s and leaving at room temperature for 30 min before assaying, according to the protocol in [253].
Cell integrity was verified by microscope. Reaction mixtures were prepared and reactions initiated
under two different starting conditions by the addition of permeabilised cells to assay mixture in
a 5 mm NMR tube. 31P NMR was performed on a 300 MHz Varian spectrometer (operating at
a frequency of 121.33 MHz) at 25 ◦C, with a mild 5 Hz spinning of the tube to keep the cells
mixed but prevent centrifugation. A repetition time of 1.5 s (1.0 s acquisition, 0.5 s relaxation) was
used, and a 45◦ and 90◦ pulse angle for experiments 1 and 2 respectively, with proton decoupling
(Waltz-16) and the NOE for signal enhancement (i.e. decoupling was on during acquisition and
relaxation). 64 transients were collected per FID (1.6 min per FID). After equilibration of the
reactions, a relaxation calibration curve with decoupling on and NOE excluded (i.e. decoupling on
only during acquisition) was acquired with a 30 s relaxation delay. The following reaction mixes
were prepared:
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Table 4.2: Parameters for sub-models O, P, Q and R after fitting. Unfitted parameters are
indicated by the lack of an error estimate. Error is SEM as calculated by the Levenberg-
Marquardt least-squares algorithm. References for unfitted parameters can be found in
section 4.5.
O P Q R
αFBPPK 6.762 6.762 6.762 6.762
hADK 1.0 1.0 1.0
hENO 3.1412± 0.0093 2.717± 0.0535 1.0 2.5436± 0.0538
hGAPDH 1.0 1.8491± 0.039 1.0 1.0
hLDH 4.45 4.45 4.45 4.45
hPGK 2.2727± 0.0095 2.0124± 0.0717 1.7189± 0.0079 3.192± 0.059
hPGM 2.7353± 0.0096 2.9169± 0.1164 1.0 3.9686± 0.063
hPK 3.9767± 0.015 1.9509± 0.0526 1.0472± 0.0039 3.8961± 0.1099
hTIM 3.3662± 0.0112 1.5919± 0.0694 1.0 3.8858± 0.0876
KADPADK 0.85 0.85 0.85
KADPPGK 0.0085387± 0.0 0.002432± 0.0001 0.008757± 0.0 0.018161± 0.0007
KADPPK 0.3 0.3 0.3 0.3
KAMPADK 0.038 0.038 0.038
KATPADK 0.048 0.048 0.048
KATPPGK 0.38871± 0.0022 0.51765± 0.0167 0.24 0.79556± 0.0218
KATPPK 1.2423± 0.005 0.58682± 0.0202 1.4123± 0.0078 3.7898± 0.0732
KBPGGAPDH 4.6028± 0.0152 4.688± 0.0554 0.08 3.2284± 0.0614
KBPGPGK 0.011896± 0.0001 0.1102± 0.002 0.0014684± 0.0 0.0020559± 0.0
KDHAPTIM 1.465± 0.0042 1.2337± 0.0403 2.8 2.9673± 0.0393
KFBPPK 0.045 0.045 0.045 0.045
KGAPGAPDH 1.6547± 0.0066 0.047258± 0.0019 1.1 1.9199± 0.0349
KGAPTIM 0.37326± 0.0019 0.41035± 0.0121 0.3 0.10151± 0.0021
KNADGAPDH 1.61± 0.0054 1.8508± 0.0663 0.9 0.083012± 0.0028
KNADH 12.034± 0.0524 7.0545± 0.1998 19.68± 0.0704
KNADHGAPDH 1.9447± 0.0104 1.4325± 0.0412 0.05 1.966± 0.0287
KNADHLDH 0.25 0.25 0.25 0.25
KPEPPK 3.63 3.63 3.63 3.63
K3PGPGK 1.1603± 0.0036 4.9915± 0.1486 3.1781± 0.0122 4.7623± 0.0755
KPPIGAPDH 0.0042439± 0.0 0.30036± 0.0085 0.53 0.0017805± 0.0001
KPY RLDH 2.51 2.51 2.51 2.51
KPY RPK 19.316± 0.1054 17.66± 0.6115 0.4224± 0.0019 15.393± 0.1417
KeqADK 1.4286 1.4286 1.4286
KeqENO 3.2 3.2 3.2 3.2
KeqGAPDH 0.0004 0.0004 0.0004 0.0004
KeqPGK 4000.0 4000.0 4000.0 4000.0
KeqPGM 0.10204 0.10204 0.10204 0.10204
KeqPK 38, 900 38, 900 38, 900 38, 900
KeqTIM 0.045 0.045 0.045 0.045
KPEPENO 0.95904± 0.0026 0.91253± 0.0264 0.31296± 0.0012 1.1774± 0.0203
K2PGENO 3.6556± 0.0142 3.9623± 0.0588 0.1 4.3548± 0.0549
K2PGPGM 0.82043± 0.0023 0.68339± 0.022 0.097 0.67479± 0.0114
K3PGPGM 0.011071± 0.0 0.092608± 0.0029 0.2 0.26773± 0.007
VfADK 0.0077096± 0.0 0.0020568± 0.0 0.011651± 0.0004
VfENO 4.9658± 0.0185 5.1385± 0.122 0.51412± 0.0018 4.9359± 0.1141
VfGAPDH 1.1458± 0.0042 0.81229± 0.0214 1.9858± 0.0051 0.52803± 0.0112
VfLDH 1.3 1.3 1.3 1.3
VfNADH 2.4205± 0.0092 1.7942± 0.0476 3.8454± 0.0121
VfPGK 11.67± 0.0391 10.21± 0.3324 19.684± 0.0794 19.891± 0.3958
VfPGM 2.1858± 0.0076 2.2576± 0.0939 1.4605± 0.0083 2.8116± 0.0888
VfPK 1.0906± 0.0035 1.411± 0.0354 1.9787± 0.007 0.9021± 0.0141
VfTIM 14.873± 0.0442 16.963± 0.7453 14.691± 0.0224 0.50083± 0.0249
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Experiment 1 Experiment 2
TEP 5 mM 5 mM
D2O 10% 10%
cells 350 µl (35%) 350 µl (35%)
G6P 7 mM 0
FBP 0 5 mM
ATP 4.0 mM 2.5 mM
ADP 2.0 mM 2.5 mM
PO3−4 12 mM 10 mM
MgCl 5 mM 5 mM
ZnSO4 0.5 mM 0 mM
DTT 0 mM 0.5 mM
NAD 10 mM 2.5 mM
PIPES 85 mM 85 mM
Final vol. 1 ml 1 ml
The four putative models were augmented with the PGI and PFK kinetic equations generated
in Chapter 3 (Table 3.1) and an ALD reaction with literature kinetic parameters (Section 4.5).
To account for the potentially significant differences of the in situ experimental environment when
compared to the in vitro environment used to generate the model [254–256], a number of additions
and variations were made to the models to optimise the fit of the models to the data:
• the Vmax of ALD was varied in Experiment 2 to account for the lack of supplemental Zn2+
in the assay buffer
• a non-specific ATP-consuming reaction was added to account for background ATP consump-
tion (ATP → ADP + PO3−4 , v = k[ATP ])
• DTT in experiment 2 was observed to reduce NAD+ and as such a simple mass-action equation
was included to account for this effect (DTT + NAD+ → NADH, v = k[NAD+][DTT ])
• background cytbd activity was varied to account for possible disruption of the NADH-
consuming NDH-I/II—quinol—cytbd chain in the cell membrane by the detergent used in
the permeabilisation process (this alteration had no effect on model R which lacks cytbd
activity).
Though significant differences between in vivo, in situ and in vitro equilibrium constants, enzyme
activities and allosteric properties have been observed [254–258], the only model parameters that
were varied to account for these possible differences in the cellular environment were the total
protein concentration and the equilibrium constant of the GAPDH reaction (KeqGAPDH, which
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responds to changes in ionic strength [259]). No fitted model parameters other than the cytbd
activity were altered.
Results of the in situ time series of experiments 1 and 2, and the associated model simulations
under identical starting conditions are plotted in Fig. 4.8. Experiment 1 begins with G6P at the
start of glycolysis; experiment 2 begins further down the glycolytic chain with FBP. Bearing in mind
that conditions in situ can be significantly different from the highly diluted in vitro conditions of
the assay system [254, 257], the model simulations present a more than qualitative agreement with
the acquired data. A comparison of the RSS (Fig. 4.8) of the model predictions and the in situ
data show that model P (the low literature parameter model lacking ADK activity) and to a lesser
extent model Q (the high literature model with ADK and NADH consumption) were best able to
predict the in situ behaviour.
4.3 Adding glucose uptake and fermentation capabilities to the fitted
model
This section describes the augmentation of the constructed glycolytic model with a model of the
PTS for glucose uptake, and fermentation pathways.
4.3.1 In vivo glucose uptake flux
To determine steady-state flux, an in vivo 13C glucose uptake assay was performed in triplicate using
a 600 MHz Varian NMR spectrometer. Cells were cultivated for NMR under standard conditions
(described in Section 3.3). 3 × 1 l microaerobic cultures were harvested in mid-log phase (OD
0.45) by centrifugation for 7 min at 5,000 rpm (∼4200 × g) and a temperature of 4 ◦C. Pellets were
resuspended in 100 mM PIPES buffer (pH 7.2) to 50 ml as a washing step and centrifuged a second
time at 4,500 rpm (∼5,600 × g) for 10 min at 4 ◦C using a desktop centrifuge. These pellets were
resuspended in minimal volume (around 4 ml) of 100 mM PIPES (pH 7.2) of which 2.4 ml was
included in a final assay volume of 3 ml with 0.3 ml of a 0.5 M mixture consisting of 16D-glucose-
1-13C:56D-glucose-12C (to a final concentration of 50 mM glucose) and 0.3 ml D2O. 13C NMR was
performed with the samples in 10 mm glass tubes at 150.87 MHz using a 0.6 s repetition time
(0.1 s acquisition, 0.5 s relaxation) and a 90◦ pulse angle with proton decoupling on to collect 100
transients per FID (1 min). Tubes were lightly spun (10 Hz) to discourage precipitation. Spectra
were corrected for incomplete relaxation by acquiring a fully relaxed spectrum of a non-reacting
standard (15 s relaxation time) and adjusting integrals accordingly. Samples were stored on ice after
harvesting and allowed to equilibrate in the spectrometer until a stable lock signal was achieved,
indicating temperature acclimation. Acquisition was started after glucose was added to the samples
to initiate the reaction. Acquired spectra are shown in Fig. 4.9. Time series were fitted with
splines to extract uptake rates (using the scipy.interpolate module [163]). Peaks were normalised to
buffer concentration for quantification. Rates were normalised to protein concentration which was
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Figure 4.8: A comparison of in situ time series captured using 31P NMR, and model simulations
for selected homolactic models (a),(b) O – this model included ADK and background NADH
consumption with few literature parameters, (c),(d) P – this model only included background
NADH consumption with few literature parameters, (e),(f) Q – this model included ADK and
background NADH consumption with mostly unfitted literature parameters, and (g),(h) R –
this model included only the ADK reaction and excluded background NADH consumption, few
literature values were used. The lines represent the model simulations; dots represent the in
situ 31P data. RSS values in the top left corner of each subfigure represent the Residual Sum
of Squares between the model simulation and the in situ data and are scaled by the number of
data points (RSS =
n∑
i=1
(datai −modeli)2/n).
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Figure 4.8: continued
Stellenbosch University  http://scholar.sun.ac.za
4.3. Adding glucose uptake and fermentation capabilities to the fitted model 100
determined by sonicating the experimental cells and performing a Bradford assay (as in Section 3.3).
Maximal glucose uptake rate was 0.087 ± 0.009 µmol.min−1.mg−1; almost identical to [126] at a
growth rate of 0.55 h−1.
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Figure 4.9: A 13C glucose uptake assay. Left – Log-phase cells were incubated with 50 mM
13C glucose and the reaction monitored on a 600 MHz NMR spectrometer. Concentration–
time series were fitted with splines to extract a rate approximation at each data point. Right
– Extracted rates from splines fitted to the concentration data. The assay was performed in
triplicate and error bars indicate SEM. Black lines indicate the mean of three splines. Rates
were normalised to protein concentration (determined using the Bradford assay, Section 3.3,
mean total protein concentration was 8.2 mg/ml).
4.3.2 In vivo fermentation products
To assess the ratios of fermentation products, an in vivo 13C glucose fermentation was performed
in duplicate, and cell extracts were produced for NMR quantification. 2× 1 l microaerobic cultures
of late-logarithmic phase cells (0.53 OD) were harvested by centrifugation for 7 min at 5,000 rpm
(∼4200 × g) and a temperature of 4 ◦C. Pellets were resuspended in 50 mM PIPES buffer (pH 7.2)
to 50 ml as a washing step and were pelleted again by centrifugation (4,500 rpm (∼5,600 × g) for
10 min at 4 ◦C). This pellet was resuspended in 4 ml 50 mM PIPES (pH 7.2). 2 incubations were
performed in 50 mM PIPES pH 7.2, each containing 3.6 ml cells, and 0.4 ml 0.5 M 12D-glucose-1-
13C:12D-glucose-12C (to a final concentration 50 mM). OD600 was estimated by spectrophotometry
of serially diluted cells and total protein was determined by the Bradford assay (as in Section 3.3).
Mean OD600 was about 90, and mean protein concentration was 10.5 mg/ml. Fermentations were
performed at 25 ◦C and 1 ml of culture was extracted from the larger culture and quenched at 3, 4.5
and 6 min by the addition of 250 µl of ice-cold 35 % perchloric acid. Extracts were centrifuged for
10 min at 13,000 rpm using a micro-centrifuge after which 1 ml was removed and neutralised with
100 µl 7 M KOH and centrifuged once more. About 0.6 ml of supernatant was salvaged. For NMR
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quantification, 10% D2O was added to the extracts. 13C NMR was performed using a 300 MHz
Varian spectrometer at 75.37 MHz with proton decoupling and NOE on, using a 90 ◦ pulse angle
and a temperature of 25 ◦C. A repetition time of 16.3 s (1.3 s acquisition, 15 s relaxation) was used.
To calibrate for possible incomplete relaxation and the NOE, a relaxed (25 s) spectrum with NOE
excluded was acquired and integrals were adjusted accordingly. Peaks were normalised to total
13C content for quantification. Rates were determined by fitting a linear equation to the means of
the two experiments weighted by standard error using the LM algorithm [168] as implemented in
scipy.optimize [163].
Figure 4.10: Fermentation products appear up field of glucose during a 13C glucose fermentation
assay. Extracts were made of an in vivo glucose fermentation assay at various time points to
determine the ratio and flux distribution of fermentation products. This spectrum represents a
10 h NMR acquisition of a selected extract, on a 300 MHz spectrometer at 25 ◦C using a pulse
angle of 90◦, proton decoupling (without NOE) and a repetition time of 31.5 s (1.5 s acquisition,
30 s relaxation) to collect 1150 transients. The inset shows the fermentation products.
Fig. 4.10 shows a typical 13C NMR spectrum produced during fermentation of glucose. Fig. 4.11a
shows the quantified glucose and fermentation products in the three extracts and Fig. 4.11b shows
the fitted flux values. Under the current experimental conditions, acetate production dominated
followed by ethanol production. Significantly lower amounts of lactate and succinate were produced
demonstrating that in vivo, the fermentation route through PFL is dominant. Fig. 4.11c shows a
set of summarised published measurements of the mixed acid fermentation products under various
conditions of oxygen availability. Key features of the published observations are the predominance
Stellenbosch University  http://scholar.sun.ac.za
4.3. Adding glucose uptake and fermentation capabilities to the fitted model 102
of acetate production and the increasing acetate to ethanol fermentation ratio with increasing O2
(see Fig. 4.11c blocks “alex1” → “alex4” representing [132] for a salient example). As the culture
conditions approach full anaerobiosis, acetate and ethanol production equalise. This is explained by
the background NADH consumption by the high affinity cytbd that is up-regulated under microaer-
obic conditions [129] (surveyed in Section 1.6.3) which has been argued to “scavenge” residual O2
under microaerobic conditions, protecting PFL from O2 inactivation [132]. Consequently, a lower
[NADH]
[NAD+] ratio alleviates the redox burden on the ethanol pathway, freeing the cell to redirect flux to
acetate and produce additional ATP. The study by Zhu and Shimizu [260], represented in Fig. 4.11c
(block “zhu2”), employed the same culturing technique as in this study to induce microaerobiosis
by cultivating the cells with a gently spinning magnetic stirrer bar. The presence of background
NADH consumption identified models O, P and Q as likely candidates. As such, model R is
henceforth excluded.
4.3.3 Towards a steady state: influx and eﬄux routes
The steady state of a system, that is when input and output fluxes are equal and metabolite
pools are unchanging (∂S∂t = 0, where S is a vector of metabolites), provides the platform for
understanding the control properties of the system under study [14]. To acquire a steady state, the
three putative models that were constructed (O, P and Q) required expansion to include the PTS
glucose import system, the acetate, ethanol and succinate eﬄux routes, and steady state metabolite
concentrations of fixed species (e.g. PO3−4 , HCO−3 ). All kinetic parameters and rate equations are
aggregated in Section 4.5.
The model of the PTS produced by Rohwer et al. [68] was included in the current models
(summarised in Section 1.2.2). The glucose PTS is a group transfer pathway in which a phosphoryl
moiety is sequentially passed along four proteins (EI, HPr, EIIA, EIICB) from PEP to external
glucose (reviewed by Meadow et al. [72]). The final step involves the transport and phosphorylation
of external glucose into the cell as G6P mediated by the membrane-bound EIICB. This activity
is similar to the two-component signalling pathways [129]. Due to the nature of group transfer,
the protein components are not acting strictly as catalysts as at the completion of any particular
reaction the components involved either lose or gain a phosphoryl group, and thus do not remain
unchanged. The PTS has however, often been characterised as a series of enzyme catalysed reactions
with an abundance of Km values reported (e.g. [264–267]). These parameters are nonetheless
valuable and have been used to model this pathway in detail, capturing the group-transfer kinetic
behaviour using elementary reactions. The PTS model thus consists of ten association/dissociation
reactions, each with a forward and reverse rate constant. MCA had previously been performed
experimentally in vivo [268], showing that the membrane bound EIICB dominated control of α-
MG uptake. This is reflected in the control properties of the PTS model as the highest flux response
coefficient belongs to the concentration of EIICB (RJEIICB = 0.9).
The three mixed acid fermentation routes already discussed (succinate, ethanol and acetate,
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Figure 4.11: The ratios of glucose fermentation products. (a) Glucose and fermentation products
produced by log-phase cells were assayed in duplicate on a 300 MHz NMR spectrometer and
fitted with a linear function to approximate (b) steady-state flux normalised glucose uptake.
It is clear from the ratio of fermentation products and steady-state flux distribution that the
route through PFL to acetate and ethanol dominates. (c) Literature fermentation product
distributions normalised to total fermentation product. Titles of blocks refer to published
articles, growth conditions are indicated in top-right corners: alex1→ alex4 [132] — % aerobiosis
defined as % glucose converted to CO2, or simply % respiration; becker1/2 [261] — conditions
are saturating O2 or anaerobic growth under N2; frey [262] — 0.02 mM O2 is equivalent to 0.39
mmHg or 0.5× 10−3 atm; mil [263] — anaerobic growth; zhu1/ 2 [260] — microaerobic growth
by slow agitation of cultures with a magnetic stirrer-bar (50 rpm), dissolved oxygen decreased
to less than 5% of air saturation. Note that zhu2 demonstrates the effect of a ∆pflA mutant.
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Fig. 4.3, LDH was already present during fitting of lower glycolysis) were added to the putative
models to complete them. Where available, literature values were used for all of the parameters
in these pathways. The ethanol and acetate fermentation pathways which convert acetyl-CoA to
their respective fermentation products are both composed of two reactions and were each sim-
plified by combining these two reactions into a single bi-substrate irreversible Michaelis-Menten
equation (Section 4.5.2). The succinate pathway was modelled with mostly reversible equations
parameterised with literature kinetic values for all reactions. An additional reaction (FRDII) was
included to reoxidise the menaquinol pool produced by fumarate reductase (FRD). Additionally,
the PEP carboxykinase (PCK) reaction was included as it has been observed during growth on
glucose, producing an ATP-dissipating futile cycle [122, 150, 248]. As FUM exists as three isoen-
zymes in E. coli, the contribution of each isoenzyme to the rate in traditional kinetic assays is
indeterminable. As such the intermediate isoenzyme’s kinetic parameters were selected. Microaer-
obic maximal activities for all the succinate and ethanol/acetate enzymes were taken or calculated
from [150] with the exception of FRD, and PFL which was very low, possibly due to oxygen in-
activation which the authors do not mention taking any precautions against. PFL catalyses the
splitting of pyruvate into the energy rich acetyl-CoA and formate, and acts as a “gate-keeper” of
the lower mixed-acid fermentation reactions leading to acetate and ethanol, and competes with
LDH for pyruvate [129]. PFL is very sensitive to the presence of oxygen, which reacts with a
glycyl radical moiety in the peptide backbone inducing scission of the protein and inactivating the
enzyme [269]. As an oxygen sensitive enzyme, PFL is functional only under anaerobic conditions
and microaerobic conditions under which O2 scavenging by the high affinity cytochrome bd has
been hypothesised to protect PFL from inactivation [132]. Additionally, PFL is converted into an
inactive form under aerobic conditions and in stationary phase which protects the enzyme from
denaturation [129]. This inactivation is performed by an ancillary enzyme, “enzyme 2” [270], which
has previously been identified as alcohol dehydrogenase (ADH) [271] though this hypothesis has
not gone unchallenged [272]. The maximal rate chosen reflects the fully active non-denatured state,
which was determined experimentally by extracting and reactivating inactive PFL from anaerobic
stationary phase cultures [270]. All rates were scaled to reflect an internal protein concentration
of 250 mg.ml−1 [273]. A non-specific mass-action ATP-consuming reaction (v = kATPATP ) was
included in each model with the rate constant scaled to match the rate of ATP production in the
simulated steady states. Additionally, the ADK reaction was removed when present to exclude
AMP from the adenylate moiety-conservation relationship, and the [ATP ][ADP ] ratio was represented as
a single moiety RA with a fixed total moiety concentration.
Models were constructed with fixed external metabolites (glucose, acetate, ethanol, succinate,
and lactate). The microaerobic [ATP ][ADP ] ratio was set to
9.12mM
6.24mM = 1.46 [262], and calculated assuming
2.5 µl/mg dry weight [274]. The microaerobic [NADH][NAD+] ratio was set to
0.46mM
1.14mM = 0.4 [132], also
calculated assuming 2.5 µl cytosolic volume/mg DW [274]. PO3−4 was fixed at 20 mM [275], and
due to the undetermined rate of diffusion of CO2 out of the cell, it was assumed that HCO−3
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would be present at saturating concentrations as most of the glycolytic flux tends to pass through
PFL (Fig. 4.11) producing CO2 via FHL, thus it was fixed at 10 mM. Total Acetyl-CoA/CoA
was set to 2.0 mM [276]. KeqGAPDH was increased to 0.0056 [24] to reflect the increased ionic
concentration in vivo [259]. It is not clear to what degree the cytbd NADH consumption would be
achieved by NADH-dehydrogenase I (NDH1) or II (NDH2). In contrast to NDH2, NDH1 is able
to produce an electrochemical gradient which could drive the synthesis of ATP [235], and NDH2 is
down-regulated under low oxygen conditions. However, as the ATP consumption rate was scaled
to achieve a steady state, including ATP as a product of respiration (vNADH) had no effect on
the steady state analyses conducted in this study (assuming up to 4 H+ translocated per NADH,
indicating total NDH1 presence [235], and assuming 3.3 H+ per ATP produced by ATP synthase
[277]).
Upon initial simulation of the complete models, steady states were achieved, and all model
glycolytic fluxes were around 14 mM.min−1 using the wildtype PTS model parameters as reported
by Rohwer et al. [68]. This value was just over half of the experimentally determined uptake rate
of 21.75± 2.25 mM.min−1 (Fig. 4.9). The steady state flux value achieved was essentially the same
as that produced by the PTS model alone with fixed external metabolites [68]. The fact that
the steady state flux is identical to that produced by the PTS model in isolation served as an
initial indication that the PTS may be dominating glycolytic flux control. An initial examination
of the flux response coefficients of the models indicated unilaterally that the parameter having
by far the greatest effect on steady state flux was αFBPPK; the parameter inducing allosteric
activation of PK by FBP. This resulted in a low PEP concentration, and thus, by virtue of the
competition between the PTS and PK for PEP, a low steady state flux. αFBPPK was reduced
to a quarter of its original value in all models to reflect the fact that the in vivo environment
(especially in vivo PO3−4 concentrations) almost entirely abolishes the allosteric effect of FBP on
PK [257]. All three models subsequently achieved the experimentally determined uptake rate of
21.75± 2.25 mM.min−1. Thus, no changes to the published PTS model were necessary. Steady
state data for the three models are shown in Fig. 4.12.
4.3.4 Comparison of steady state model behaviour with published observations of
glycolysis in E. coli
All three models produced similar fermentation flux distributions to the experimentally determined
values (Fig. 4.11b) with acetate flux dominating, and ethanol flux second to this; lactate and suc-
cinate fluxes were in the minority. This distribution is similar to several of the observed literature
results (Fig. 4.11c, “alex2”, “becker2”, “zhu1”), though the lactate contribution in the models is
lower. A cursory inspection of the steady state concentrations achieved by the models reveals a
thermodynamic tendency for FBP and DHAP (models O and Q) and 3PG (all models) to accu-
mulate, which is expected if the adjacent reactions are at or near equilibrium. A similar increase
in FBP has been measured [276, 278, 279] and appears in at least one glycolytic modelling at-
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Figure 4.12: Steady state intracellular metabolite concentrations and fluxes for models O, P
and Q. Models O, P and Q were expanded with literature parameter values to include the
acetate, ethanol and succinate mixed acid fermentation pathways and the PTS glucose import
pathway. The concentration of EIICB was altered to obtain the correct experimental glucose
uptake flux. The steady state properties for each model are shown including concentrations
(left) and fluxes (right). vATP is a non-specific ATP-consuming reaction set to match the rate
of ATP production.
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tempt with S. cerevisiae [24]. Models O and Q produced significantly high and non-physiological
steady state FBP concentrations of 296 mM, and 585 mM; model P maintained FBP at a lower,
physiological concentration of 1.79 mM.
The models generally maintained the [NADH][NAD+] ratio close to the published value that the models
were initialised with (O = 0.31 mM, P = 0.25 mM, Q = 0.29 mM) and remained within the
literature range for microaerobiosis (0.1–0.4 mM [132, 260]). ATP and ADP concentrations were
maintained at literature levels by the non-specific ATP consuming reaction. The steady state
PEP concentration achieved by the models, which is key to modulating the PTS flux and the
distribution of fermentation fluxes at the PEP/PYR node, was within the literature range (PEP:
O = 0.71 mM, P = 0.11 mM, Q = 0.40 mM), while the PYR concentrations were somewhat lower
than published values and all around 0.09 mM, possibly due to the choice of a fully active PFL
at a rate determined under full anaerobiosis. The activity of PFL has been shown to vary up to
five-fold over the microaerobic range of 0 %–40 % aerobiosis [132] and PFL is both irreversibly
denatured by O2 and reversibly inactivated by an ancillary enzyme under microaerobic conditions.
The lower LDH flux in the models compared to experimental data may also be indicative of a high
PFL rate in the models. Indeed, reducing the maximal PFL rate five-fold in model P, produced a
significantly higher steady state PYR concentration of around 0.5 mM, and increased LDH activity
significantly while leaving the PEP concentration and steady state flux largely unchanged. This
relationship is explored further in Section 5.7. For the purpose of comparison, a table of selected
literature values for intracellular metabolites is included below (Table 4.3).
It has been shown that correction of in vitro kinetic parameters to reflect in vivo conditions
was able to ameliorate the tendency of FBP concentrations to blow up in a steady state model of
glycolysis in yeast [258]. Inspection of the concentration control coefficients (Section 1.5 describes
the quantification of state variable sensitivity towards a particular reaction rate) for the models
with high FBP concentrations indicated a unanimous dependence of the steady state FBP concen-
tration on the rate of R8 of the PTS, vGAPDH and to a lesser extent reactions involving redox
agents (e.g. vNADH and vETH). It is likely that the positive effect of R8 on the FBP concentra-
tion is as a result of total flux control, that is, increasing the R8 rate increases pathway flux and
many other metabolites too (this point will be revisited in Chapter 5). However, the vGAPDH
reaction exerts significant control only over the preceding metabolites FBP, DHAP and GAP, but
most significantly toward FBP (CFBPvGAPDH : O = -3.33, P = -4.82, Q = -2.85). vNADH exhibits a
similar control pattern (CFBPvNADH : O = -0.92, P = -4.4, Q = -1.3). This suggests that in the models,
and possibly under microaerobiosis, vNADH hold the GAPDH reaction in tension by reducing the
[NADH]
[NAD+] ratio, and activating the GAPDH reaction which acts as a bottleneck to upper glycolytic
flux, causing FBP, DHAP and GAP to accumulate. GAPDH kinetics may behave as differently un-
der in vivo conditions as the thermodynamics do [259]. In all of these models, the GAPDH reaction
exerted almost no control over flux. Doubling the maximal forward rate of GAPDH in all models
and re-simulating reduced the FBP concentration significantly, while leaving flux values unchanged:
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O 296.00 mM → 43.23 mM
P 1.80 mM → 0.51 mM
Q 585.03 mM → 50.82 mM
Table 4.3: Published intracellular concentrations of glycolytic metabolites under different growth conditions
of WT E. coli.
Microaerobica Aerobic
[279] [262] [132] [260] [46] [126] [126] [125] [278] [280] [276]
µ = 0.1 µ = 0.55
HXPb 8.8
G6P 0.0196 0.02 3.48 1.76 1.25 0.8
F6P 0.6 0.42 0.95
FBP 1.8372 1.836 0.272 0.92 0.46 0.67 5.1 1.9 15
GAP 0.218 0.43
DHAP 0.231 0.2 0.37
3PG 1.67 0.42 1.5
2PG 1.23
PEP 0.128 0.128 2.67 0.88 0.06 1.04 0.15 0.09 - 0.3 0.18
PYR 3.284 4.88 3.284 2.67 1.64 0.28 1.71 0.39
ATP 0.0348 9.12 1.224 4.27 0.94 1.2 3.54 3.5 2.6 9.6
ADP 0.152 6.24 0.152 0.595 0.32 0.63 0.33 0.15 0.82 0.56
[ATP ]
[ADP ] 0.23 1.46 8.05 7.18 2.94 0.19 10.73 23.33 3.17 17.14
NAD+ 0.0572 1.14 0.0572 1.47 1.26-2.08 2.6
NADH 0.0072 0.46 0.0072 0.1 0.135 0.83
[NADH]
[NAD+] 0.13 0.40 0.13 0.07 0.32
aCoA 0.0264 0.028 1.42 0.68 0.145 0.45 0.35 0.61
CoA 1.4
a Calculated from dry weight assuming 2.5 µl/mg DW [274]
b total sugar phosphates including G6P, F6P and glucose 1-phosphate
A study of pfl knockout strains of E. coli grown under various conditions of O2 availability has
likewise demonstrated significant FBP (and PYR) accumulation [279] (Table 4.4). The simulated
concentrations for the models in Fig. 4.12 (especially models O and Q) reproduce some of these
key findings. The simulated FBP concentrations at steady state for models O, P and Q are
mentioned above; Q producing a significantly higher FBP concentration than the others, model
P resembling the wildtype concentration. By doubling the activity of GAPDH Models O and Q
were able to reproduce a FBP concentration closer to the value measured in the ∆pfl mutants
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(FBP concentration was shown to increase as high as 66 mM in the pflA mutant during aerobic
growth on pyruvate). Steady state PYR concentrations are shown to increase in the pfl mutants,
a behaviour mimicked to a degree by the models. The [ATP ][ADP ] ratios selected for the models are an
order of magnitude higher than those reported for the pfl mutant study, however, the ATP and
ADP concentrations reported by Zhu and Shimizu [279] are suspiciously low when compared to
other literature values (ATP concentration is on average around 100 times lower when compared
to the publications in Table 4.3). This may be due to mislabelling of the data tables in Zhu and
Shimizu [260, 279]. In summary, model P seems most capable of reproducing the published degree
of FBP accumulation. Model O and Q accumulate FBP to a far higher degree, however, the low
PYR concentrations produced by the models suggest that if anything, PFL activity in these models
is high (see above). Altering PFL activity has no effect on FBP and thus the bottleneck at GAPDH
appears to be the cause of this accumulation.
Under low O2 availabilities where ATP generation depends on substrate-level phosphorylation,
concentrations of glycolytic enzymes are up regulated [150] to compensate for the lack of respiratory
ATP production, and indeed an increase in the degree of saturation of some glycolytic enzymes
may be noticed due to the higher burden on the glycolytic pathway, thus diminishing the control
that ATP demand exerts over glycolysis. Under these conditions, and more so when PFL activity
is diminished, FBP may accumulate as the early preparative reactions of glycolysis outpace the
latter fermentative reactions.
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Table 4.4: Intracellular concentrations of glycolytic metabolites for growth
of pfl mutants of E. coli on glucose under different oxygen availabilities
[279]. Concentrations are in mM and are calculated from dry weight as-
suming 2.5 µl/mg DW [274]
wt ∆pflB ∆pflA O P Q
G6P 0.0196 0.0532 0.4372 1.97 1.24 0.67
FBP 1.8372 16.528 6.564 296.0 1.80 585.03
PEP 0.128 0.336 0.048 0.71 0.40 0.11
PYR 3.284 27.188 10.196 0.09 0.09 0.09
aCoA 0.0264 0.028 0.02 0.11 0.12 0.10
ATP 0.0348 0.0176 0.0208
ADP 0.152 0.1368 0.078
AMP 0.0856 0.0772 0.0788
NADH 0.0072 0.0116 0.0224
NAD+ 0.0572 0.02 0.024
ATP/ADP 0.23 0.13 0.27 1.46 1.46 1.46
NADH/NAD+ 0.13 0.58 0.93 0.31 0.25 0.29
4.3.5 In vivo observation of glycolytic intermediate accumulation
To assess the possibility of various patterns of intracellular accumulation of FBP, DHAP and/or
3PG as predicted by the models, fermenting cells were monitored in vivo using 31P NMR. A specific
concern was whether the cells used for in vivo NMR studies grown under microaerobic conditions
are overwhelmed by high diffused O2 concentrations during the preparative steps, causing PFL to
become denatured and the cells to behave like pfl mutants. NMR has been successfully employed
to quantify metabolite changes in vivo [19, 28, 66, 202, 281]; albeit with notoriously low sensitivity
[18]. Due to the low sensitivity of this technique, very high cell densities are required to achieve a
sufficient signal to noise ratio.
A 3 l culture of E. coli cells was grown in M9 medium under microaerobic conditions according
to the protocol described in Section 3.3 and harvested in mid-log phase (OD 0.45) by centrifugation
for 7 min at 5,000 rpm (∼4200 × g) and a temperature of 4 ◦C. Pellets were resuspended in 50 mM
PIPES buffer (pH 7.2) to 50 ml as a washing step and were pelleted again by centrifugation (4,500
rpm (∼5,600 × g) for 10 min at 4 ◦C). This pellet was resuspended in a minimal amount (2 ml)
50mM PIPES (pH 7.2). For in vivo 31P NMR, a 3 ml assay volume was used and a final cell density
of ∼ 500 OD600. The incubation was performed with 50 mM glucose, 5 mM TEP as an internal
standard and 10 % D2O in a 10 mM NMR tube.
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31P NMR was performed on a 600 MHz Varian spectrometer at 242.88 MHz, and a 90 ◦ pulse
width with a repetition time of 0.5 s (0.5 s acquisition, 0.0 s relaxation) to collect 600 transients per
FID (5 min per FID). A low power proton decoupling was used (including NOE) to avoid excessive
heating of the sample. These parameters are similar to the protocol employed by [281] who used
a 60 ◦ pulse width, 0.357 s repetition time and collected 800 transients per FID at a lower cell
density of 180 OD600 and a lower power spectrometer (400 MHz). They did however use 15 mm
NMR tubes. The incubation was started by the addition of glucose and monitored for 20 minutes
(4 FIDs, Fig. 4.13a).
Though spectra were not calibrated for relaxation, it is qualitatively clear that 3PG accumu-
lates in vivo and likely FBP too, though not necessarily to the concentrations observed for the pfl
mutants in [279]. It is likely that PFL was partially deactivated under the in vivo experimental
set-up, though the degree of deactivation is unclear. The accumulation of FBP has been previously
observed anaerobically under similar experimental conditions [202] (Fig. 4.13b) and is thus prob-
ably a general phenomenon of the over-burdening of the glycolytic pathway during fermentative
growth due to the cell’s reliance on substrate-level phosphorylation for ATP generation.
4.4 Conclusion
A variation on the new methodology involving NMR presented in Chapter 3 has been developed
and applied to the modelling of the complex kinetics of a cell extract in microaerobically fermenting
E. coli cells. 31P NMR time courses were fitted with an appropriate model of the lower half of
glycolysis using a genetic algorithm to approximate kinetic parameters. Genetic algorithms proved
to be the most effective metaheuristic algorithm by virtue of their ability to search parameter
space widely without sacrificing the ability to identify a particular minimum solution. Ideally these
parameters can be fine-tuned using a fitting algorithm that performs well locally. The Levenberg-
Marquardt algorithm is particularly useful as it provides an error estimate on the fitted parameters
(if the model is constrained by the data). After the addition to the lower-glycolytic model of the
upper-glycolytic reactions developed and parameterised in Chapter 3, a selection of three models
(O, P and Q) was made based on the Akaike information criterion and the ability of the models to
emulate in situ 13C NMR experimental data. After expanding these models to include the PTS and
fermentative pathways, the steady state properties were explored. The models were scrutinised by
comparing their fermentative behaviour with data from 13C NMR quantification of the fermentation
balance in quenched cell extracts, and 31P NMR of in vivo accumulation of intracellular glycolytic
intermediates. Model behaviour was also compared to published intracellular concentrations and
fluxes, as well as fermentation outputs. The models were generally able to reproduce the expected
fermentative flux distribution, and presented various degrees of success at predicting intracellular
metabolite concentrations. Interestingly, two of the models predicted a large accumulation of FBP,
DHAP and 3PG which was observed in published studies and in in vivo NMR assays. Unlike
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Figure 4.13: 31P NMR analysis of in vivo glycolytic intermediates. (a) A high density cell sus-
pension was incubated with 50 mM glucose and monitored using 31P NMR. Accumulation of
intracellular 3PG is noticeable, and accumulation of FBP is very likely (especially indicated by
the broad peaks area in the lowest block). (b) A similar 31P NMR experiment was performed
under anaerobic conditions [202] (image reproduced from cited reference). Spectra were col-
lected at 145.7 MHz with a 90 ◦ pulse angle, a repetition time of 0.6 s. 200 transients were
collected per FID. The buffer used was comprised of 20 mM phosphate/85 mM NaCl/50 mM
MES/100 mM PIPES at pH 7.3. Incubation was started by the addition of 25 mM glucose.
Note that in (a) the time axis proceeds upwards, and in (b) downwards.
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the literature however, the accumulation of FBP in the models was not necessarily due to PFL
inactivation but may be the result of a flux bottleneck at GAPDH as the earlier stages of glycolysis
outpaced the latter (or likely a combination of both of these effects). To some degree this may
be due to a slower rate of NADH reoxidation during fermentation, leading to a decrease in the
GAPDH substrate NAD+. By virtue of the ability of model P to emulate in situ data and the
literature steady state fluxes and metabolite concentration, it was demonstrated to be superior to
models O and Q.
4.5 Literature parameters and rate equations
4.5.1 Literature parameters: glycolytic enzymes
The following reactions were included in the full model of glycolysis. Literature parameter values
that were employed are indicated in respective tables. Kinetic equations are presented in Table 4.5.
The PEP:phosphotransferase system (PTS)
GLC + PEP→ G6P + PYR
R1: PEP + I↔ PYR P I
k1 ∗ PEP ∗ I − k−1 ∗ PY R P I
R2: PEP P I↔ PYR + IP
k2 ∗ PY R P I − k−2 ∗ PY R ∗ IP
R3: IP + HPr↔ I P HPr
k3 ∗ IP ∗HPr − k−3 ∗ I P HPr
R4: I P HPr↔ I + HPrP
k4 ∗ I P HPr − k−4 ∗HPrP ∗ I
R5: HPrP + IIA↔ HPr P IIA
k5 ∗HPrP ∗ IIA− k−5 ∗HPr P IIA
R6: HPr P IIA↔ HPr + IIAP
k6 ∗HPr P IIA− k−6 ∗HPr ∗ IIAP
R7: IIAP + IICB↔ IIA P IICB
k7 ∗ IIAP ∗ IICB − k−7 ∗ IIA P IICB
R8: IIA P IICB↔ IIA + IICBP
k8 ∗ IIA P IICB − k−8 ∗ IIA ∗ IICBP
R9: IICBP + GLC↔ IICB P GLC
k9 ∗ IICBP ∗GLC − k−9 ∗ IICB P GLC
R10: IICB P GLC↔ IICB + G6P
k10 ∗ IICB P GLC − k−10 ∗ IICB ∗G6P
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The primary glucose import pathway in E. coli is the phosphotransferase system (PTS) which
is a group-transfer pathway, sequentially transferring a phosphate moiety along a series of enzymes
(EI, HPr, EIIA, EIICB) from PEP to external glucose, which is imported and phosphorylated
(reviewed by Meadow et al. [72]). This pathway has been modelled in detail to capture the group-
transfer kinetic behaviour using elementary reactions [68]. This was achieved by separating the five
phosphotransfer reactions into ten elementary reactions of association and dissociation represented
above (R1 – R10, P represents a phosphate moiety and complexes are conjoined with underscores).
Rate constants were scaled to the same units as the model:
Param. Ref.
k1 1, 960× 103 mM−1min−1 [68]
k−1 480, 000 min−1 ”
k2 108, 000 min−1 ”
k−2 294× 103 mM−1min−1 ”
k3 14, 000× 103 mM−1min−1 ”
k−3 14, 000 min−1 ”
k4 84, 000 min−1 ”
k−4 3, 360× 103 mM−1min−1 ”
k5 21, 960× 103 mM−1min−1 ”
k−5 21, 960 min−1 ”
k6 4, 392 min−1 ”
k−6 3, 384× 103 mM−1min−1 ”
k7 880× 103 mM−1min−1 ”
k−7 880 min−1 ”
k8 2, 640 min−1 ”
k−8 960× 103 mM−1min−1 ”
k9 260× 103 mM−1min−1 ”
k−9 389 min−1 ”
k10 4, 800 min−1 ”
k−10 0.0054× 103 mM−1min−1 ”
Fructose 1,6-bisphosphate aldolase (ALD)
FBP↔ DHAP + GAP
E. coli has two FBP aldolases which split FBP into DHAP and GAP: a class I enzyme (fbaB)
that is only present during gluconeogenesis (e.g. growth on 3-carbon substrates) [282]; and a class
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II metal-dependent enzyme present during glycolysis (fbaA). The class II enzyme has a very high
optimal pH of 9 [283] and requires a divalent metal cation for activity, ideally Zn2+, though other
metals are able to induce catalysis albeit at significantly lower rates [284]. The activity of aldolase
increases up to 2-fold in microaerobic and anaerobic cultures [285]. Under standard conditions the
reverse reaction is favoured about 10-fold [286]. ALD has been shown to be mildly inhibited by
PEP [222].
A uni-bi reversible Hill equation was used to model ALD with the following parameter values
values taken from literature:
Param. Ref.
Vf 3.3 µmol/min/mg [283] Corrected for lower than optimal pH as de-
scribed in the reference
FBP0.5 0.29 mM [283] Corrected for lower than optimal pH as de-
scribed in the reference
DHAP0.5 =
GAP0.5
0.13 mM [287] Values for DHAP and GAP product binding
are set to equal as in [115, 288]
Keq 0.1 mM [288] This value is dependent upon Mg2+ concen-
trations and may extend to as high as 0.17
mM [286] at intracellular concentrations (2–
3 mM Mg2+ [289])
Triosephosphate isomerase (TPI)
DHAP↔ GAP
The dimeric TPI of E. coli catalyses the high rate interconversion of GAP and DHAP. Under
standard conditions the reverse reaction is favoured 20-fold [290].
A uni-uni reversible Hill equation was used to model TPI with the following parameter values
values taken from literature:
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Param. Ref.
DHAP0.5 2.8 mM [283]
GAP0.5 0.3 mM [283]
Keq 0.045 [290] This value was determined at 38 ◦C. Correct-
ing to reflect the current experimental tem-
perature of 25 ◦C using the Van t’Hoff equa-
tion [291] yields a value of 0.047 (∆H = -2.73
[292]); a negligible difference.
Glyceraldehyde 3-phosphate dehydrogenase (GAPDH)
GAP + PO3−4 + NAD+ ↔ BPG + NADH
E. coli has two GAPDH enzymes GAPDH-A and GAPDH-B; the former is required for gly-
colysis [293]. GAPDH catalyses the conversion of GAP and orthophosphate into BPG producing
a reducing equivalent (NADH). The GAPDH reaction is favoured in the reverse and the Keq for
GAPDH has been shown to be heavily dependent on ion concentration [259]; increasing 7-fold over
an ion concentration range of 0.0–0.6 M.
A ter-bi reversible Hill equation was used to model GAPDH with the following parameter
values values taken from literature:
Param. Ref.
GAP0.5 1.1 mM [294]
NAD+0.5 0.9 mM [294]
PO3−4 0.5 0.53 mM [295]
BPG0.5 0.08 mM [294]
NADH0.5 0.05 mM [294]
Keq 4× 10−4mM−1 [259] This value was calculated to represent an in
vitro ion concentration of 110 mM accord-
ing to the data in the reference. For the in
vivo models, a higher value of 0.0056 [24, 296]
was used to reflect the higher intracellular ion
strength.
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Phosphoglycerate kinase (PGK)
BPG + ADP↔ 3PG + ATP
The second kinase of glycolysis in E. coli catalyses the production of a high energy ATP
molecule by extracting a PO3−4 group from the energy-rich acyl-phosphate BGP. The pgk gene is
up regulated in stationary phase and under anaerobic conditions [285, 297]. PGK requires Mg2+
for catalysis. Typical of kinases, PGK has a very high Keq value [259] which is dependent upon
Mg2+ concentration, changing from 700 to 4000 over the Mg2+ concentration range of 0–1.4 mM.
A bi-bi reversible Hill equation was used to model PGK with the following parameter values
values taken from literature:
Param. Ref.
ATP0.5 0.24 mM [298]
Keq 4000 [259] This value was calculated to represent an ex-
perimental in vitro Mg2+ concentration of 5
mM according to the data in the reference
and assumed to be saturated both in vitro
and in vivo.
Phosphoglycerate mutase (PGM)
3PG↔ 2PG
E. coli has two PGM isoenzymes which interconvert 3PG and 2PG, one isoenzyme is 2,3-
BPG-dependent (common to vertebrates), the other is co-factor independent but Mn2+-dependent
(common to higher plants) [299]. As 2,3-BPG was not present in experiments, the in vitro model
represents only the co-factor independent enzyme which has a lower activity [300]. The reaction is
favoured 10-fold in reverse and the Keq is dependent upon pH [301].
A uni-uni reversible Hill equation was used to model PGM with the following parameter values
taken from literature:
Param. Ref.
3PG0.5 0.2 mM [299]
GAP0.5 0.097 mM [299]
Keq 0.1 [301] This value was calculated to represent an in
vitro pH of 7.2 according to the reference.
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Enolase (ENO)
2PG↔ PEP
ENO interconverts 2PG and PEP and is structurally dependent upon a divalent metal ion
(e.g. Mg2+, Zn2+, Mn2+) [302, 303]. The reaction is favoured in the forward direction [302] and
exhibits a pH optimum of 8.1 [302, 303].
A uni-uni reversible Hill equation was used to model ENO with the following parameter values
taken from literature:
Param. Ref.
2PG0.5 0.1 mM [303]
Keq 4.5 [302] This value was calculated to represent an in
vitro pH of 7.2 and a temperature of 298.15
K according to the reference.
Pyruvate kinase (PK)
PEP + ADP↔ PYR + ATP
E. coli expresses 2 PK enzymes which produce ATP from the dephosphorylation of PEP: PK I
(pykf ), which is activated by FBP, inhibited by succinyl-CoA [304] and both activated and inhibited
under different conditions by ATP [224], and is more stable than PK II, which is activated by AMP
and unaffected by FBP [221]. Both enzymes are dependent on Mg2+ and show a cooperative binding
toward the substrate PEP and Mg2+ which is abolished in PKI by FBP [224]. PKI predominates
in glycolysis, PKII in gluconeogenesis [224]. The forward reaction is thermodynamically favoured
[305].
A bi-substrate reversible Hill equation with product inhibition and FBP as an allosteric mod-
ifier was used to model PK with the following parameter values values taken from literature:
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Param. Ref.
PEP0.5 3.63 mM [306]
ADP0.5 0.3 mM [306]
FBP0.5 0.045 mM [306]
Keq 3.89× 104 [305]
αFBP 6.762 As FBP affects the affinity of PK for PEP
[221], the parameter value was selected to re-
duce the PEP half-saturation constant from
3.63 to 0.08 in the presence of 1 mM FBP ac-
cording to the values in Valentini et al. [306].
Phosphoenolpyruvate synthetase (PPS)
PYR + ATP↔ PEP + AMP + PO3−4
During gluconeogenic growth PPS allows E. coli to produce PEP from PYR at the expense of
ATP; the enzyme is induced on the approach to steady state and acetate accumulation [134, 234].
A reversible bi-ter Hill equation was used to model PPS with the following parameters taken
from literature:
Param. Ref.
PY R0.5 0.083 mM [307]
ATP0.5 0.028 mM [307]
PEP0.5 17.0 mM [308]
PO3−4 0.5 10.5 mM [307]
Keq 52 mM [309]
Adenylate kinase (ADK)
2ADP↔ ATP + AMP
Adenylate kinase equilibrates the ratios of adenylates in the cell.
A reversible bi-bi Hill equation was used to model ADK with the following parameters taken
from literature:
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Param. Ref.
ATP0.5 0.048 mM [310]
AMP0.5 0.038 mM [310]
ADP0.5 0.85 mM [310]
Keq 1.4 [311]
Background NADH consumption
NADH→ NAD+
NADH consumption was fitted with an irreversible Michaelis-Menten equation.
4.5.2 Literature parameters: mixed acid fermentation enzymes
The following enzymes were included in the sub-model of mixed acid fermentation. Literature
values that were used are indicated in respective tables:
Lactate dehydrogenase (LDH)
PYR + NADH↔ LAC + NAD+
E. coli expresses three LDH enzymes which provide a means of regenerating oxidising inter-
mediates for glycolysis under fermentative conditions [129]. Two of the enzymes are membrane-
associated flavoproteins, associated with aerobic growth, and are thermodynamically constrained
to oxidise lactate to pyruvate during respiration [129, 312]. The third LDH is a soluble, NADH-
dependent D-lactate dehydrogenase (nLDH) which is up regulated under low pH and low oxy-
gen conditions [313]. The nLDH reaction is favoured in the direction of pyruvate reduction (Keq
= 7.35 × 104) [314] and binds pyruvate cooperatively [237]. NADH-binding affected by the pyru-
vate concentration; NADH0.5 ranges from 0.24 at 3 mM PYR to 0.56 mM at 15 mM PYR [237].
The enzyme is sensitive to pH (optimal at 7.5), and at pH levels below neutral displays substrate
inhibition by pyruvate [237]. nLDH is vulnerable to auto-oxidative inactivation; this is ameliorated
to a degree by the presence of NADH and NAD+ [236].
A bi-substrate irreversible Hill equation was used to model nLDH with the following parameter
values values taken from literature:
Stellenbosch University  http://scholar.sun.ac.za
4.5. Literature parameters and rate equations 121
Param. Ref.
Vf 1.22 µmol/min/mg [150] This value was determined under microaero-
bic conditions. The reported value under aer-
obic conditions was 1.1 µmol/min/mg [237]
NADH0.5 0.25 mM estimated
from
[237]
Pyruvate formate-lyase (PFL)
PYR + CoA↔ Acetyl-CoA + Formate
PFL catalyses the splitting of pyruvate into the energy rich acetyl-CoA and formate, and acts
as a “gate-keeper” of the lower mixed-acid fermentation reactions [129]. PFL is very sensitive to
the presence of oxygen, which reacts with a glycyl radical moiety in the peptide backbone inducing
scission of the protein and inactivating the enzyme [269]. As an oxygen sensitive enzyme, PFL is
functional only under anaerobic conditions and microaerobic conditions under which O2 scaveng-
ing by the high affinity cytochrome bd has been hypothesised to protect PFL from inactivation
[132]. PFL is inactivated under aerobic conditions and in stationary phase by an ancillary enzyme,
“enzyme 2” [270]. The parameters chosen reflect the fully active non-denatured state.
A bi-substrate reversible Michaelis-Menten equation was used to model PFL with the follow-
ing parameter values values taken from literature (note that during parameter fitting of the lower
glycolytic model to NMR data in Section 4.2.4, an irreversible Michaelis-Menten equation was em-
ployed for PFL) :
Param. Ref.
Vf 4.125 µmol/min/mg [270] This rate reflects the total reactivated PFL
(see text for details) and is adjusted to the
experimental temperature of 25◦ according to
the Q10 rule [291].
PY R0.5 2.0 mM [315]
CoA0.5 0.0068 mM [315]
FORM0.5 24.0 mM [315]
CoA0.5 0.051 mM [315]
Keq 800 [315]
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Phosphate acetyltransferase + acetate kinase (ACE)
Acetyl-CoA + PO3−4 + ADP↔ ACE + ATP + CoA
The phosphate acetyltransferase (PTA) and acetate kinase (ACK) enzymes of E. coli respec-
tively catalyse the phosphorylation of acetyl-CoA to acetylphosphate, and subsequently the transfer
of the high energy PO3−4 moiety to ATP [129]. ACK has a requirement for Mg2+ and exhibit a
lability that is remediated by MgATP and acetate [316]; PTA is unstable but protected by sulphate
[317].
The PTA and ACK reactions were combined into a single irreversible Michaelis-Menten rate
equation.
Param. Ref.
Vf 0.062 µmol/min/mg [150] This rate was determined under microaero-
biosis.
aCoA0.5 0.33 mM [318]
PO3−4 0.5 1.5 mM [318]
ADP0.5 0.5 mM [316]
Acetaldehyde dehydrogenase + alcohol dehydrogenase (ETH)
Acetyl-CoA + 2NADH↔ ETH + 2NAD+ + CoA
The ethanol dehydrogenase fermentation route reoxidises two NADH species by a two-step
process; both steps are catalysed by the same enzyme [129].
The two ethanol dehydrogenase reactions were combined into a single irreversible Michaelis-
Menten rate equation.
Param. Ref.
Vf 0.75 µmol/min/mg [150] This rate was determined under microaero-
biosis.
aCoA0.5 0.007 mM [319]
NADH0.5 0.025 mM [319]
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Succinate fermentation pathway
PEP + CO2−3 ↔ OXA + PO3−4
OXA + NADH↔ MAL + NAD+
MAL↔ FUM + H2O
FUM + MQOH↔ SUCC + MQO+
MQO + NADH↔ MQOH + NAD+
The succinate fermentation pathway consists of Phosphoenolpyruvate Carboxylase (PPC),
Malate Dehydrogenase (MDH), three Fumarase isoenzymes (FMR) and Fumarate Reductase (FRD),
and oxidises 2 reducing equivalents under anaerobic conditions [129]; the second oxidation is indi-
rect and takes place via the quinol pool in the plasma membrane [320]. As a convenience, the final
oxidation step involving the reduction of a menaquinone (MQO) to a menaqiunol (MQOH) has
been modelled with a simple mass-action equation; a high rate constant (2500 mM−1min−1) ensures
that menaquinone is reduced. The three FMR isoenzymes exhibit different binding kinetics, and as
such the contribution of each isoenzyme in activity assays with crude cell extracts is indistinguish-
able. Thus the kinetics for the isoenzyme with the middle value for the binding constant of malate
was selected (i.e. Km = 1.1 mM). PPC was modelled as a reversible bi-substrate reaction with
cooperative binding of the substrates [321]. Additionally, PPC has been shown to be inhibited by
the Krebs cycle intermediate malate, and activated by aCoA [321]. These allosteric relationships
have been included in the rate equation as V-type effects, using γ values (a parameter similar to
the α allosteric modulation parameter which enable K-type effects) that match the inhibition and
activation data presented by [321] (PEP concentration was assumed to be 2 mM).
During the parameter fitting of the lower glycolytic model to NMR data (Section 4.2.4), the
equations for PPC, MDH and FMR were replaced with irreversible forms to reduce the number
of parameters to be fitted. The reversible forms listed below are included in the final model. The
individual reactions were modelled as follows:
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Param. Ref.
PPC Reversible bi-substrate Hill equation with al-
losteric inhibition by malate and activation
by aCoA.
Vf 0.0975 µmol/min/mg [150] This rate was determined under microaero-
biosis, corrected for temperature.
PEP0.5 0.19 mM [243]
CO2−3 0.5 0.1 mM [243]
OXA0.5 2.1 mM [322] This parameter was determined for
Corynebacterium glutamicum
PO3−4 0.5 1.0 mM - This parameter was unavailable and thus es-
timated.
Keq 6.6× 105 mM [323]
h 2.5 [321]
Param. Ref.
MDH Reversible bi-substrate Michaelis-Menten
equation
Vf 0.3825 µmol/min/mg [150] This rate was determined under microaero-
biosis in reverse, the forward rate was calcu-
lated from the ratio of forward and reverse
rates determined by Courtright and Henning
[238]
OXA0.5 0.049 mM [324]
NADH0.5 0.061 mM [324]
MAL0.5 2.6 mM [324]
NADH0.5 0.026 mM [324]
Keq 34, 965 [325]
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Param. Ref.
FMR Reversible bi-substrate Hill equation, three
isoenzymes with distinct kinetics
Vf 0.03 µmol/min/mg [150] This rate was determined under microaero-
biosis.
MAL0.5 1.1, 0.63, 2.94 mM [326]
FUM0.5 0.15, 0.39, 1.7 mM [326]
Keq 0.24 [327]
FRD Irreversible bi-substrate Michaelis-Menten
equation
Vf 5.3 µmol/min/mg [328] This rate was determined under anaerobiosis.
FUM0.5 0.02 mM [326]
MQOH0.5 0.004 mM [326]
FRDII Mass-action equation
kf 2500 mM−1min−1 This parameter was set to fully reduce MQO
produced by FRD.
Phosphoenolpyruvate carboxykinase (PCK)
OXA + ATP↔ PEP + ADP + CO2−3
PCK catalyses the regeneration of PEP at the expense of ATP as the first step of gluconeo-
genesis [329] and has been implicated in a futile cycle in E. coli [247] by virtue of the reaction’s
reversibility. A reversible bi-substrate Michaelis-Menten equation was used to model PCK. As
HCO−3 was fixed at 10 mM in the model, it was excluded from the rate equation and the equilib-
rium constant was corrected for this. PCK was modelled with the following parameters taken from
literature:
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Param. Ref.
Vf 0.03 µmol/min/mg [150] This rate was determined under microaero-
biosis, corrected for temperature.
OXA0.5 0.31 mM [330]
ATP0.5 0.74 mM [330]
PEP0.5 0.07 mM [331]
ADP0.5 0.05 mM [331]
Keq 0.0174 [332] corrected to exclude HCO−3
4.5.3 Rate equations
The rate equations employed in the construction of the model are shown in Table 4.5. For details
with regard to which equation was selected for a particular reaction see the preceding sections.
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5 Model behaviour: key characteristics of
microaerobic E. coli glycolysis
Summary
The steady state behaviour and control properties of models developed in the previous chapter
are explored. An elementary mode analysis was performed to identify structural features of the
reaction network. A supply-demand analysis around the [ATP ][ADP ] ratio was performed to determine
the distribution of flux control between glycolysis and the demand for ATP as well as the degree of
free energy homoeostasis. It was shown that all three model exhibited a positive correlation between
the supply flux and the [ATP ][ADP ] ratio. Flux control by demand under aerobic conditions has been
argued in publication, however the supply block controlled flux in all models. Using control analysis
it was shown that the minor degree of flux control by demand on the supply block is mediated by
pyruvate kinase and phosphoenolpyruvate carboxylase. A demand-stimulated increase in pyruvate
kinase activity results in competition between PK/PPC and the PTS for PEP, thus reducing glucose
uptake flux. The effect of short-term variations in oxygen availability on the metabolic network
was explored. It was observed that the redundancy around the PEP-PYR node allowed the cell
to respond to variations in O2 in the microaerobic range by balancing acetate, ethanol and lactate
production, suggesting a possible microaerobic role for LDH. Additionally the question of whether
FBP can act as an internal flux sensor for transcriptional regulation is broached.
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5.1 Introduction
Cellular metabolism in non-growing cells is predominantly mediated by two important moiety-
conserved cycles, the energy charge which has been represented in a simplified fashion in this study
as the [ATP ][ADP ] ratio, and the redox balance or
[NADH]
[NAD+] ratio. These two cycles are both implicated
in the electron-extracting reactions of glycolysis and the TCA cycle. Under aerobic conditions, the
majority of reducing equivalents (NADH) produced by glycolysis and the TCA cycle are utilised for
ATP generation at the plasma membrane. The fermenting anaerobic E. coli cell, which relies on the
substrate-level phosphorylation reactions of glycolysis for generating ATP, encounters a metabolic
obstacle as NAD+—which is required for glycolysis—needs to be regenerated in the absence of a
respiratory electron acceptor. E. coli, like so many other micro-organisms, has solved this redox
problem by reducing partially-oxidised glycolytic products to produce a range of fermentation prod-
ucts in various ratios to balance the redox demand of the cell ( discussed in Section 1.6.3). E. coli
exhibits unexpected metabolic behaviour in response to high substrate concentrations [54, 123, 146]:
maintaining an active acetate fermentation pathway under fully-aerobic conditions, ostensibly to
provide faster metabolic capabilities and thus a competitive advantage against other organisms
while mitigating the lower ATP production rates of fermentation [123, 146]; and expressing a high-
affinity cytochrome (cytbd) under microaerobic conditions [129], potentially scavenging remaining
environmental O2 and thus offering a degree of protection to the metabolically important oxygen-
sensitive enzyme PFL [132]. The particular metabolic state adopted by E. coli cells at any given
time is thus largely constrained by redox demands, making the microaerobic state—in which it is
necessary for the cell to display a degree of metabolic flexibility not required under aerobic and
anaerobic conditions—an interesting mode of functioning to explore.
The usefulness of a kinetic model of central carbon metabolism in E. coli is displayed initially
in the information that can be gleaned from in silico experiments. Experiments with the models
developed in this study have been able to shed light on a number of key outstanding questions
regarding the regulation of metabolism in E. coli. These questions were posed at the end of Chap-
ter 1 and are repeated here for convenience:
1. Is the “textbook” concept of a rate-limiting step in glycolysis valid for this model organism
(usually PFK)?
2. Do ATP-demanding reactions external to glycolysis control flux through glycolysis in the
microaerobic state (as shown for aerobic E. coli [101])?
3. Is the correlation between cellular free energy and PTS activity positive [118] or negative
[101]?
4. Do any particular enzymes represent key regulatory points in glycolysis, especially with regard
to the cellular free energy level and redox balance?
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5. Are there structural features of glycolysis in E. coli which provide a unique degree of flexibility
in response to redox demands?
6. To what degree is E. coli able to respond metabolically to slight variations in levels of O2,
and how much of the O2 adaptation requires a transcriptional response?
7. Is it possible for FBP to act as an internal glycolytic flux-sensor (as suggested by Kochanowski
et al. [153])?
These questions are explored in the current chapter and the results of a series of in silico
experiments are presented.
5.2 Structural features of glycolysis in fermenting E. coli cells
Elementary mode analysis is a useful tool for understanding important structural aspects of the
topology of reaction networks [13]. A key feature of elementary mode analysis is that is a purely
stoichiometric tool, and as such is independent of the reaction rate laws specified by the particular
model being studied.
Elementary flux modes are non-decomposable non-overlapping “minimal set[s] of enzymes,
able to operate at steady state with all irreversible reactions proceeding in the direction prescribed
thermodynamically”[13]. Elementary modes identify sets of enzymes that are indispensable to the
steady state system, that is, a system at steady state is inevitably generated by a combination
of elementary flux modes in a particular ratio. Beyond identifying the core modes of operation
present in a metabolic network, elementary mode analysis is able to identify possible futile cycling
[13, 25].
To characterise the steady state behaviour of the glycolytic models developed, model O (with
the succinate pathway included) was subjected to elementary mode analysis using the network
analysis program Metatool [60] (as the models share the same topology, and elementary modes
are structural features, it makes no difference which model is used). Import (PTS: R1-R10) and
export (FRD/FRDII, ACE, ETH, LDH) reactions were set as irreversible to generate flux modes
that represent a cell in mid-logarithmic growth on glucose, and to reduce the complexity of the
modes identified (69 modes are identified when all reactions are reversible, 10 when the irreversibil-
ity constraint is applied). PO3−4 and HCO−3 , and the external metabolites (GLC, SUCC, ACE,
ETH, LAC) were fixed. As a futile cycle involving PCK and PPC has been reported in glucose-
limited chemostat cultures [122], two models were analysed, one including, and one excluding PCK.
Identified elementary modes are presented in Table 5.1.
Four elementary modes (1–4) were identified in the model excluding PCK. Modes 1 and 2
represent balanced acetogenic and ethanologenic fermentation (producing 3 ATP molecules per
molecule of glucose), and homolactic fermentation (producing 2 ATP molecules per molecule of glu-
cose) respectively, demonstrating the stoichiometric constraints of the redox balance under purely
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fermentative conditions. Mode 3 represents an additional fermentative route in which no flux passes
through PK. Instead flux branches through the PTS (as in all glycolytic modes) and PPC. Pyruvate
produced by the PTS reaction passes through PFL to acetate, generating the necessary HCO−3 for
succinate fermentation. Bypassing PK results in the loss of production of 1 ATP and only 2 ATP
molecules are generated per molecule of glucose. This metabolic detour through PPC has been
identified in pykA mutants [247]. Mode 4 represents acetogenic fermentation in the presence of O2
in which the burden of redox balancing falls upon cytbd. This mode is similar to the “overflow”
metabolic state under aerobic conditions with excess glucose, in which E. coli redirects some of the
glycolytic flux to acetate, gaining an advantage in metabolic rate while mitigating some of the loss
in respiratory ATP production by generating 4 ATP per glucose molecule [123, 146].
When PCK was included in the analysis, the number of modes more than doubled. The reason
for this is that the original modes were duplicated with stoichiometric readjustments to compensate
for an ATP consuming futile cycle between PPC and PCK which essentially replaces the vATP
reaction in the original modes. This is best illustrated with an example. The homolactic mode (2)
consisted of:
0.5vPTS + 0.5vGLY + 0.5vPK + vLDH + vATP
in the absence of PCK. When PCK is added both the original mode 2 and a variant exist:
0.5vPTS + 0.5vGLY + 0.5vPK + vLDH + vPPC− vPCK.
The difference being that ATP demand in the original has been replaced in the new mode by
an ATP dissipating cycle between PPC and PCK.
Only 2 entirely new nodes were identified, modes 5 and 6 (Table 5.1). Mode 5 represents a
futile cycle between vPPC, vPCK and vATP (ATP → ADP + PO3−4 ) with no net change of
intermediate concentrations, however, in isolation vPPC and vPCK together produce ATP which
is matched by the non-specific ATP consuming reaction. When vPPC and vPCK cycle in the
opposite direction, ATP is dissipated as described above. Mode 6 represents a high ATP-yielding
(3 ATP molecules per molecule of glucose) combination of acetate and succinate fermentation in
which the reversible vPCK [334] is in fact active in the opposite direction to that of its typical
gluconeogenic role, replacing vPPC as the entry point to succinate fermentation and in so doing,
generating an extra ATP molecule. The potential of mode 6 as a route for engineering increased
succinate producers with concomitant ATP generation in E. coli has been realised in ppc mutant
strains with increased levels of PCK [335].
Using elementary mode analysis, it has been shown how E. coli is able to respond with versa-
tility to changing redox and energy requirements. Additionally, futile cycling introduced by PCK
provides possibly even greater flexibility with regard to managing the cellular energy charge and
producing biosynthetic equivalents via the succinate fermentation pathway.
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Table 5.1: Elementary modes of glycolysis under microaerobic fermentative conditions. Elemen-
tary flux modes were calculated using Metatool [60]. The PTS reaction, fermentative end steps,
including FRD, ACE, ETH, LDH, vNADH, and the non-specific ATP consuming reactions were
set as irreversible. Initially PCK was excluded, which generated modes 1 to 4. Upon inclusion of
PCK, with the exception of stoichiometric variations of the original four modes, the futile cycling
mode 5 and the reverse PCK mode 6 appeared. For convenience, reactions have been grouped
into pathways.
net reaction constituent steps
1: GLC = 2CO3 + ACE + ETH vPTSa+ vGLYb+ vPK + 2vPFL + vETH + vACE + 3vATP
2: GLC = 2LAC vPTS + vGLY + vPK + 2vLDH + 2vATP
3: GLC = SUCC + ACE vPTS + vGLY + vPPC + vSUCCc+ vPFL + vACE + 2vATP
4: GLC = 2CO3 + 2ACE vPTS + vGLY + vPK + 2vPFL + 2vACE + 2vNADH + 4vATP
5: futile cycle vATP− vPPC + vPCKd
6: GLC = SUCC + ACE vPTS + vGLY + vPCK + vSUCC + vPFL + vACE + 3vATP
a vPTS = R1 + R2 + R3 + R4 + R5 + R6 + R7 + R8 + R9 + R10
b vGLY = vPGI + vPFK + vTPI + 2vGAPDH + 2vPGK + 2vPGM + 2vENO
c vSUCC = vMDH + vFUM + vFRD + vFRDII
d For the purpose of this analysis, HCO−3 was included in the stoichiometry of the PCK reaction.
It is excluded and fixed in the original model.
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5.3 Stability analysis
An updated diagram of the full glycolytic model with succinate fermentation is shown in Fig. 5.1.
In the figure, reactions have been rearranged around the [ATP ][ADP ] ratio to better visualise energy
dynamics in the network.
2. PGI
4. ALD
5. TPI
6. GAPDH
FBP
F6P
DHAP
GAP
BPG
3PG 2PG
PEP
PYR
OAA
MAL
FUM
LAC
aCOA
ACE ETH
NAD+ PO4
NADH
21. CYTBD
13. PPC
8. PGM 9. ENO
SUCC
16. MAL
17. FUM
18. FRD
15. ADH
12. LDH
11. PFL20. ATP
3. PFK
ATPADP
19. PCK
10. PK
14. ACE
NAD+
NADH
NAD+NADH
NAD+
NADH
NAD+NADH
7. PGK
ADP
ATP
NAD+
NADHCO3
CO3
1. PTS
G6P
GLC
HPr
HPr
P
EIIBEIIC
EIIBEIIC
P
EIIA
P
EIIA EI
EI
P
PEP
PYR
R1
R2
R4
R3
R5
R6
R8
R7
R10 R9
Figure 5.1: A circular representation of the topology of the succinate containing models arranged
with [ATP ][ADP ] at the centre. Reactions lines pointing towards the
[ATP ]
[ADP ] ratio in the middle of the
diagram contribute to the [ATP ][ADP ] ratio (i.e. by generating ATP); those pointing away consume
ATP. PCK is an exception to this arrangement and is placed at the bottom of the image as it
exhibits significantly lower steady state flux in all models, thus only weakly affecting the [ATP ][ADP ]
ratio. Central carbon pathway arrows do not indicate thermodynamically favoured directions
but rather the direction of flux during fermentative steady state (the exception is PCK in
model Q which proceeds in reverse). PTS – brown blocks, Glycolysis – mauve blocks; succinate
fermentation – green blocks; lactate fermentation/LDH – amber block; acetate/ethanol fer-
mentation – light blue blocks; ATP consumption and cytbd – grey blocks. Reactions involving
[ATP ]
[ADP ] are indicated by a dotted line. Fixed metabolites are in bold.
Before further characterising the regulatory behaviour of the constructed models in response
to perturbations by performing metabolic control analysis, the stability of the three models was
analysed. The stability of a dynamical system relates to the asymptotic behaviour of the system
over time in response to small perturbations in the state of the system. Equilibrium points (or
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critical points) refer to positions in the phase space of a system which do not change over time,
that is, they are constant solutions of a system [336]. A method of elucidating the dynamical
behaviour around a critical point of a complex non-linear system of ODEs is to instead analyse
a linear approximation of the neighbourhood of the system in the proximity of the critical point.
This can be usefully represented by the Jacobian matrix (a matrix of first-order partial derivatives
[336]) at the critical point. The eigenvalues of the Jacobian matrix at a critical point characterise
the behaviour and stability of the system around this point [337]: if the real parts of the eigenvalues
of the Jacobian matrix are negative, the critical point is stable and small perturbations in the state
will return the system to the original state; if however there is at least one eigenvalue with a positive
real part, the critical point is unstable, and thus, there exists a set of perturbations to the state of
the system at the critical point which will cause the system to destabilise [336]. The eigenvalues of
the Jacobian matrix for the steady states of the constructed models were calculated and were all
shown to be purely real and negative. Thus the steady states (i.e. critical points) presented in the
models are stable.
5.4 Metabolic control analysis
Metabolic control analysis was performed on the three full models (including succinate) to derive the
steady state flux and concentration control coefficients. Flux and concentration control coefficients
for the three models are plotted in Fig. 5.2. The top four flux and [ATP ][ADP ] concentration control
coefficients for the three models are presented in Table 5.2 (note that only the full succinate
including models are tabulated as the control properties of the simpler succinate excluding models
were almost identical). When a reaction reference is italicised or preceded by a v, the reaction
itself is being referred to in the context of the reaction network, and not the enzyme responsible
for catalysis.
In all models, the PTS components dominated the control of glycolytic flux (also see Fig. 5.2).
R8 contributed the highest degree of control, and second to R8 a significant degree of flux control
was exerted by R10. This result is not unexpected as the PTS enzyme with the greatest effect
on PTS flux has been shown experimentally to be the transporter EIICB (RJPTSIICB = 0.7 [338]) by
varying protein concentration. This was replicated in the isolated PTS model (RJPTSIICB = 0.9 [68]).
In the isolated PTS model, reaction R8 exercises the most flux control with CJPTSR8 = 0.6. R8 is
the reaction in which EIIA dissociates from phosphorylated EIICB. R10 is the glucose transport
step via EIICB. Both of these reactions are expected to exhibit a high degree of flux control by
virtue of their association with the membrane bound EIICB. Additionally, the reaction with the
third highest degree of flux control (R7) was also associated with EIICB. Interestingly however,
R3, the association/dissociation reaction between phosphorylated EI and HPr, also demonstrates
a degree of flux control in models O and P. Steady state PYR concentrations are similar between
the models but the steady state PEP concentration achieved by model Q is significantly lower. It
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Table 5.2: The top four flux and [ATP ][ADP ] concentration control coefficients of models O, P and Q.
Flux control coefficients are calculated according to the flux through vPGI representing glycolysis.
flux [ATP ][ADP ]
model O
CJPGIR8 0.56 CRAvATP −2.50
CJPGIR10 0.27 CRAR8 1.56
CJPGIR7 0.09 CRAR10 0.75
CJPGIR3 0.03 CRAvETH −0.29
model P
CJPGIR8 0.56 CRAvATP −2.54
CJPGIR10 0.27 CRAR8 1.56
CJPGIR7 0.10 CRAR10 0.74
CJPGIR3 0.03 CRAvETH −0.30
model Q
CJPGIR8 0.59 CRAvATP −2.46
CJPGIR10 0.26 CRAR8 1.38
CJPGIR7 0.14 CRAR10 0.62
CJPGIvPK −0.09 CRAR7 0.32
appears that the low PEP concentration is a result of the maximal forward rate of vPK in model
Q being much higher than in the other models. By virtue of the greater degree of competition
exhibited by vPK for PEP, vPK has a small degree of flux control. The general control patterns
of the models immediately suggest that glycolytic flux is almost entirely controlled by reactions
that supply glycolytic intermediates, and as such, the supply reactions are unlikely to be able to
respond to increased demand for ATP (as in the aerobic situation observed by Koebmann et al.
[101]).
In all three models, the flux most responsive to changes in the rate of controlling reactions
was that of vLDH (O: CJLDHR8 = 3.74, P: C
JLDH
R8 = 4.22, Q: C
JLDH
R8 = 3.60). This is likely due
primarily to the high degree of cooperative binding LDH displays towards PYR (hLDH = 4), and
may indicate that LDH plays an important role in glycolysis by virtue of its ability to respond
rapidly to changes in PYR concentration and NADH, and thus glycolytic flux in general.
As could be expected, [ATP ][ADP ] control displays similar control properties to the glycolytic flux
as it is positively regulated by R8 and displays a negative control coefficient towards the ATP
demand reaction. Once more, only one non-PTS reaction beside vATP appears in the top four
control coefficients. vETH exhibits a moderate degree of control over the [ATP ][ADP ] ratio in models O
and P. As the control coefficients are negative, it appears that vETH exerts its control over the
[ATP ]
[ADP ] ratio by competing with vACE, an ATP-generating reaction which is not intrinsic to the
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core glycolytic pathway. Being thus uncoupled from glycolytic flux, to a degree, all acetogenic ATP
is a “bonus” contributing to the [ATP ][ADP ] ratio. These control features will be discussed further in
the following sections pertaining to the behaviour of the models in terms of [ATP ][ADP ] and
[NADH]
[NAD+] in
response to changes in supply and demand for energy, and changes in O2 availability.
5.5 Dealing with variations in ATP demand
A useful paradigm for considering the energy economy of the cell is supply and demand analysis
(SDA) [98] (Section 1.5) which emerged out of the MCA framework. SDA involves separating a
network of reactions into two blocks, a block that supplies a particular intermediate, and a block
that demands or consumes the intermediate. In the ideal case, the identified intermediate is the
only means of communication between the two blocks. A consequence of the summation and con-
nectivity theorems of MCA (Section 1.5) is that control coefficients can be expressed purely in terms
of elasticities, and thus supply and demand block elasticities can be used to calculate the flux- and
concentration control coefficients of each block according to equations 5.1-5.4 [15] reproduced here
from Chapter 1 for convenience:
CJsupply =
εdemands
εdemands − εsupplys
(5.1)
CJdemand =
−εsupplys
εdemands − εsupplys
(5.2)
Cssupply =
1
εdemands − εsupplys
(5.3)
Csdemand =
−1
εdemands − εsupplys
(5.4)
where J is a steady state flux and s is a steady state metabolite linking the supply and demand
blocks.
A key realisation of this process is that flux control is mutually exclusive, resulting in the
potential of functional differentiation between the supply and demand blocks; as one block assumes
control of the flux through the system, the other relinquishes flux control and becomes the determin-
ing block of the degree of homeostatic control over the concentration of the intervening metabolite
[98]. SDA has been generalised to analyse all the metabolites in a network, identifying regulatory
metabolites and quantifying the degree of functional differentiation around these metabolites [339].
Glycolytic flux in E. coli has been argued to be controlled by the demand for ATP [101] under
aerobic respiratory conditions. However, the regulation of the PTS is not fully understood, and
many contradictory responses have been observed to changes in the [ATP ][ADP ] ratio, proton motive force,
respiratory activity and the [PEP ][PY R] ratio (Section 4.1). The salient study already mentioned [101]
showed that ATP demand controls flux in E. coli, that is, increases in the demand for ATP reduced
the [ATP ][ADP ] ratio, which in turn initiated an increase in the ATP-supplying flux through glycolysis.
Thus, a negative correlation exists between the [ATP ][ADP ] ratio and demand-altered glycolytic flux. In
that study, demand was calculated to exert at least 75% of control over glycolytic flux (CJdem ≥ 0.75),
marginalising the control of the supplying reactions. An alternate study performed on succinate-
Stellenbosch University  http://scholar.sun.ac.za
5.5. Dealing with variations in ATP demand 137
R1 R2 R3 R4 R5 R6 R7 R8 R9 R1
0
vP
FL
vF
HL
vA
CE
vE
TH
vP
GI
vP
FK
vA
LD vP
K
vG
AP
DH
vT
IM
vL
DH
vP
GK
vP
GM
vE
NO
vN
AD
H
vA
TP
vP
PC
vP
CK
vM
DH
vF
M
R
vF
RD
vF
RD
II
R1
R2
R3
R4
R5
R6
R7
R8
R9
R10
VPFL
VFHL
VACE
VETH
VPGI
VPFK
VALD
VPK
VGAPDH
VTIM
VLDH
VPGK
VPGM
VENO
VNADH
VATP
VPPC
VPCK
VMDH
VFMR
VFRD
VFRDII
4.0
3.2
2.4
1.6
0.8
0.0
0.8
1.6
2.4
3.2
4.0
O Flux control coefficients
R1 R2 R3 R4 R5 R6 R7 R8 R9 R1
0
vP
FL
vF
HL
vA
CE
vE
TH
vP
GI
vP
FK
vA
LD vP
K
vG
AP
DH
vT
IM
vL
DH
vP
GK
vP
GM
vE
NO
vN
AD
H
vA
TP
vP
PC
vP
CK
vM
DH
vF
M
R
vF
RD
vF
RD
II
ACOA
BPG
COA
DHAP
F6P
FBP
FORM
FUM
G6P
GAP
HPR
HPRP
HPR_P_IIA
I
IIA
IIAP
IIA_P_IICB
IICB
IICBP
IICB_P_GLC
IP
I_P_HPR
MAL
MQO
MQOH
NAD
NADH
OAA
PEP
PG2
PG3
PYR
PYR_P_I
RA
4.0
3.2
2.4
1.6
0.8
0.0
0.8
1.6
2.4
3.2
4.0
Concentration control coefficients
R1 R2 R3 R4 R5 R6 R7 R8 R9 R1
0
vP
FL
vF
HL
vA
CE
vE
TH
vP
GI
vP
FK
vA
LD vP
K
vG
AP
DH
vT
IM
vL
DH
vP
GK
vP
GM
vE
NO
vN
AD
H
vA
TP
vP
PC
vP
CK
vM
DH
vF
M
R
vF
RD
vF
RD
II
R1
R2
R3
R4
R5
R6
R7
R8
R9
R10
VPFL
VFHL
VACE
VETH
VPGI
VPFK
VALD
VPK
VGAPDH
VTIM
VLDH
VPGK
VPGM
VENO
VNADH
VATP
VPPC
VPCK
VMDH
VFMR
VFRD
VFRDII
4.0
3.2
2.4
1.6
0.8
0.0
0.8
1.6
2.4
3.2
4.0
P Flux control coefficients
R1 R2 R3 R4 R5 R6 R7 R8 R9 R1
0
vP
FL
vF
HL
vA
CE
vE
TH
vP
GI
vP
FK
vA
LD vP
K
vG
AP
DH
vT
IM
vL
DH
vP
GK
vP
GM
vE
NO
vN
AD
H
vA
TP
vP
PC
vP
CK
vM
DH
vF
M
R
vF
RD
vF
RD
II
ACOA
BPG
COA
DHAP
F6P
FBP
FORM
FUM
G6P
GAP
HPR
HPRP
HPR_P_IIA
I
IIA
IIAP
IIA_P_IICB
IICB
IICBP
IICB_P_GLC
IP
I_P_HPR
MAL
MQO
MQOH
NAD
NADH
OAA
PEP
PG2
PG3
PYR
PYR_P_I
RA
4.0
3.2
2.4
1.6
0.8
0.0
0.8
1.6
2.4
3.2
4.0
Concentration control coefficients
R1 R2 R3 R4 R5 R6 R7 R8 R9 R1
0
vP
FL
vF
HL
vA
CE
vE
TH
vP
GI
vP
FK
vA
LD vP
K
vG
AP
DH
vT
IM
vL
DH
vP
GK
vP
GM
vE
NO
vN
AD
H
vA
TP
vP
PC
vP
CK
vM
DH
vF
M
R
vF
RD
vF
RD
II
R1
R2
R3
R4
R5
R6
R7
R8
R9
R10
VPFL
VFHL
VACE
VETH
VPGI
VPFK
VALD
VPK
VGAPDH
VTIM
VLDH
VPGK
VPGM
VENO
VNADH
VATP
VPPC
VPCK
VMDH
VFMR
VFRD
VFRDII
4.0
3.2
2.4
1.6
0.8
0.0
0.8
1.6
2.4
3.2
4.0
Q Flux control coefficients
R1 R2 R3 R4 R5 R6 R7 R8 R9 R1
0
vP
FL
vF
HL
vA
CE
vE
TH
vP
GI
vP
FK
vA
LD vP
K
vG
AP
DH
vT
IM
vL
DH
vP
GK
vP
GM
vE
NO
vN
AD
H
vA
TP
vP
PC
vP
CK
vM
DH
vF
M
R
vF
RD
vF
RD
II
ACOA
BPG
COA
DHAP
F6P
FBP
FORM
FUM
G6P
GAP
HPR
HPRP
HPR_P_IIA
I
IIA
IIAP
IIA_P_IICB
IICB
IICBP
IICB_P_GLC
IP
I_P_HPR
MAL
MQO
MQOH
NAD
NADH
OAA
PEP
PG2
PG3
PYR
PYR_P_I
RA
4.0
3.2
2.4
1.6
0.8
0.0
0.8
1.6
2.4
3.2
4.0
Concentration control coefficients
Figure 5.2: Flux (left) and concentration (right) control coefficients for the reactions of models
O, P and Q including the succinate pathway. Controlling reactions are indicated on the x-axes,
dependent fluxes and metabolite concentrations are indicated on the y-axes. Colorbars are
normalised to represent identical scales, and for visual clarity are saturated over 4 and below
-4.
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grown cells [118] observed that upon the addition of uncouplers, respiratory inhibitors, or the
modulation of ATP synthase activity, invariably reduction of the [ATP ][ADP ] ratio in the cell resulted in
a reduction in α-MG uptake. Thus, a positive correlation between [ATP ][ADP ] ratio and PTS activity
was observed. Also a study using weak acid perturbation of the ATP demand block in aerobic
cells generally resulted in a reduced growth rate (i.e. ATP demand) and no change in glucose
uptake rate [215], suggesting that the supply block exercised the majority control over glycolytic
flux. Though EIICB is known to exert the majority of control over PTS activity [338], it has been
shown to exert almost no control over glycolytic flux (measured as glucose oxidation) under aerobic
conditions [268], though modulating the concentration of EIICB even slightly below the wild type
level shifts the control of flux towards EIICB. This demonstrates a possible flexibility in the role of
EIICB in regulation of glycolytic flux.
To characterise the regulatory response of the constructed models to variations in the supply
of and demand for ATP, the models were divided into two reaction blocks. As glycolysis produces
a net increase in the [ATP ][ADP ] ratio, for each model, the whole set of
[ATP ]
[ADP ] -dependent reactions of
glycolysis was treated as the supply block (i.e. vPFK, vPGK, vPK, vPCK and vACE, reactions
3, 7, 10, 19 and 14 in Fig. 5.1); vATP alone was designated as the demand block. In this division
the only means of communication between the supply and demand blocks is the [ATP ][ADP ] ratio.
SDA was performed by fixing and scanning the [ATP ][ADP ] ratio (RA) over a range around the
steady state from 10–1000 %, computing a new steady state flux at each point to generate a “rate
characteristic”. The rate characteristics for models O, P and Q are shown in Fig. 5.3. Using
the control properties of a model, a “block elasticity” [98]—conceptually similar to the response
coefficient of the flux of a block to changes in the intervening metabolite—can be calculated and
the distribution of flux control determined. The partitioned response property of control analysis
[11] (RJx = εixCJi , where x is a parameter or variable metabolite, i is an individual reaction, J
is the state flux, and R, ε and C are the response coefficient, elasticity and control coefficient
respectively), allows the block response coefficient (or elasticity) to be calculated from constituent
partial response coefficients [15, 339]. In this context the block elasticity for supply is:
εJsRA =
vPFK RJsRA +
vPGK RJsRA +
vPK RJsRA +
vPCK RJsRA +
vACE RJsRA (5.5)
= εvPFKRA CJsvPFK + ε
vPGK
RA C
Js
vPGK + ε
vPK
RA C
Js
vPK + ε
vPCK
RA C
Js
vPCK + ε
vACE
RA C
Js
vACE (5.6)
and the block elasticity for demand is:
εJdRA = ε
vATP
RA C
Jd
vATP (5.7)
where Js and Jd are the steady state fluxes of the supply block and demand block respectively.
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Each constituent partial response coefficient is the product of the elasticity of that particular
reaction to RA and the control coefficient of that reaction on the block flux. The partial response
coefficients quantify the contribution of each reaction to the total response and thus can be used
to identify the reactions responsible for mediating the dynamic behaviour of each block. Note that
the demand block only consists of one reaction, and thus one response coefficient. Block elasticities
and partial response coefficients for models O, P and Q, as well as calculated flux and concentration
control coefficients are shown in Table 5.3:
Table 5.3: Supply and demand analysis of models O, P and Q. Block elasticities
(bold), partial response coefficients and control coefficients are represented.
model εJsRA
vPFKRJsRA
vPGKRJsRA
vPKRJsRA
vPCKRJsRA
vACERJsRA ε
Jd
RA
O 0.0059 4.7× 10−5 0 0.0007 0.006 -0.001 0.407
P 0.013 2.6× 10−5 3.2× 10−7 0.0047 0.0089 -0.0005 0.407
Q -0.0003 4.7× 10−6 0 0.0030 -0.0007 -0.003 0.407
CJsupply C
J
demand C
RA
supply C
RA
demand
O 1.02 -0.02 2.49 -2.49
P 1.03 -0.03 2.54 -2.54
Q 1.0 0.0 2.45 -2.45
In contrast to the results in the aerobic glucose studies mentioned above [101, 268], but in
agreement with the study by Salmond et al. [215] ATP supply, and not demand, controlled flux in
all models; the demand block elasticity exceeding the absolute value of the supply block elasticity by
an order of magnitude. Indeed, the supply block elasticities were more similar to the demand block
elasticity (0.04) calculated by Koebmann et al. [101]. The demand block elasticity is indicative
of a simplified representation of ATP demand (vATP is a simple mass-action equation) and thus
changing the rate law to an equation with significant saturation effects would reduce the demand
block elasticity significantly. However, there is a significant degree of saturability inherent in the fact
that ATP is part of a moiety-conserved cycle subject to mass conservation (ATP = S RARA+1—where
S = ATP + ADP and RA = ATPADP —conforms to the same structure as the saturable Michaelis-
Menten rate equation). This naturally does not resolve the degree of saturation present in the
demand block which would be made explicit by a saturable rate equation. Assuming a demand
block elasticity of 0.04, as determined by Koebmann et al. [101], would imply that the supply and
demand blocks share control almost equally. The wildtype EIICB concentration is located nearby
a transition point between demand and supply control of flux [268]). It is thus also conceivable
that reduction of the EIICB concentration under aerobic conditions may shift flux control to the
demand block.
Additionally, the supply block elasticities for models O and P were slightly positive. This
disagrees with the results produced by Koebmann et al. [101] but agrees with the observations of
the succinate grown cells by Rohwer et al. [118]. It may be that the difference in control properties
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between model Q and the observations of Koebmann et al. [101], is due to the fermentative growth
conditions represented by the models (vs. the aerobic experimental data in [101]). If the PTS
can be up-regulated via the glycolytic network in a way that responds to increases in demand flux
and the concomitant decrease in the [ATP ][ADP ] ratio, it is not by a simple route. The only internal
metabolic regulatory routes that affect the PTS are via PEP and PYR. PEP is intrinsically linked
to the PTS as both substrate and eventual product of the linear glycolytic pathway, thus increasing
PTS activity is likely to increase PEP concentration and vice versa, potentially producing a feed-
forward loop, which explains the positive supply block elasticity. Altering the kinetics of lower
glycolysis, especially PK and the enzymes leading to PEP may increase PEP concentrations and
thus activate the PTS. Reducing PYR concentrations may be achieved by an increase in acetate
fermentation in response to increased ADP. Ultimately it may be that the observed membrane
effects on the PTS during respiration are modulating the pathway activity (Section 4.1). The
absence of a significant proton motive force across the cell membrane, which has been argued to
be a significant determinant of PTS activity may be playing a role.
An implication of equations 5.3 and 5.4 is that the degree of homeostatic control that a supply
and demand system exercises over the concentration of the intervening metabolite is inversely
proportional to the sum of the block elasticities; when one block elasticity tends towards 0, and thus
assumes control over flux, the other elasticity determines the concentration range over which the
metabolite is maintained. Thus, the steeper the block elasticities, the less control is exercised by the
blocks over metabolite concentration, and the more constrained the metabolite is. In the developed
models the sum of the block elasticities was lower than in [101], resulting in fourfold greater
concentration control coefficients for the two blocks, indicating a broader region over which the
[ATP ]
[ADP ] ratio is maintained. Assuming the demand block elasticity determined by [101] of 0.04 would
result in significantly higher concentration control coefficients, and thus an even broader range for
the [ATP ][ADP ] ratio. The constituent partial response coefficients of the supply block characterise the
points of flux control in response to [ATP ][ADP ] variation. Though relatively low due to the dominance
of the supply block control over flux, the greatest partial response coefficient in the supply blocks of
models O and P was that of PK (a significantly lower supply block partial response coefficient for
vPK was observed in model Q and the supply curve gradient is very shallow). The flux response
to changes in supply or demand flux and the [ATP ][ADP ] ratio is explored further.
SDA rate characteristics provide a useful means of visualising the response of a system to
changes in demand or supply rate. In the case of the current models (Fig. 5.3), an increase in the
rate of the demand block (easily visualised as a shifting of the demand curve upward) produces a
new steady state with a lower [ATP ][ADP ] ratio due to the unresponsiveness of the supply block, and
small changes in flux. What is clear from the outset is that at saturating (and fixed) external
glucose concentrations, the only means of altering PTS flux (a necessary precondition to achieving
a different glycolytic flux) is by altering the concentration of either PEP or PYR (the Keq towards
G6P formation is 5.9×105). Thus, an explanation of the supply block response to increased demand
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under saturating glucose concentrations has to involve a chain of causality that includes a decrease
in steady state PEP or PYR concentrations. The only significant partial response coefficients in
the supply blocks of models O and P were those of PCK and PK, contributing almost the total
block response, and thus identifying these two enzymes as the regulatory entry point for the demand
block to exert an effect on the supply flux (albeit a minor effect in a system where supply exerts the
majority of flux control). The positive PCK and PK partial response coefficients are the product
of negative elasticities towards [ATP ][ADP ]—an increase in the
[ATP ]
[ADP ] ratio is a decrease in the substrate
(ADP) and an increase in product (ATP) of these reactions which will inhibit them—and a negative
supply block flux control coefficient, inevitably due to the competition between PCK and PK, and
the PTS for PEP. The implication of this is that the increase in demand for ATP immediately
lowers the [ATP ][ADP ] ratio, a change which is transmitted to the supply block via activation of PCK
and PK, and competition for PEP slightly inhibits the PTS and thus glycolytic flux, producing
less ATP per mole of glucose resulting in a lower steady state [ATP ][ADP ] ratio. PCK and PK would be
expected to play a more significant role if indeed the demand block elasticity were lower and flux
control shared between the two blocks.
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Figure 5.3: Supply and demand rate characteristics around the [ATP ][ADP ] ratio (RA) in models (a)
O, (b) P and (c) Q. The supply blocks consist of vPFK, vPGK, vPK, vPCK and vACE; the
demand block is a single reaction vATP , representing the ATP demand. The [ATP ][ADP ] ratio was
varied over a range of 10–1000 % around the steady state value of 1.46. The [ATP ][ADP ] ratios and the
resultant steady state fluxes are plotted on the x and y axes respectively (axes are logarithmic).
The steady state point is marked with a dotted line. ε values (representing the gradient of
each curve) are “block elasticities” [98] that are conceptually similar to response coefficients,
quantifying the response in block flux to changes in the concentration of the intermediate
metabolite, in this instance [ATP ][ADP ] .
Fig. 5.4 explores this relationship, showing a the relative changes in steady state flux of models
O, P and Q over a ±20 % change in ATP demand (by modulating kATP ). It is immediately clear
that the glucose uptake flux (JR9) and consequently the ethanol and acetate fluxes exhibited a
similar but minor relative change in the three models in response to changing the ATP demand,
while the largest relative response was seen in the LDH flux. This flexibility may be mediated
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by the high substrate binding cooperativity of LDH and bears implications for redox balancing,
which are discussed below. The increase in LDH activity with supply flux also suggests that upon
a sudden increase in glycolytic flux, the relative proportion of lactate produced should increase.
5.6 FBP as flux sensor
The increase in FBP concentration with glycolytic flux (Fig. 5.4) has been suggested as a mechanism
of internal flux-sensing by E. coli [153, 340], enabling a flux-dependent transcriptional response via
its inhibition of the Cra transcription factor, a global regulator of glycolytic and gluconeogenic genes
[341]. Cra generally promotes gluconeogenesis and inhibits key glycolytic genes [341]. This concept
describes a generic flux sensor that acts at the metabolic level, thus enabling the cell to respond
transcriptionally to a wide range of extracellular signals (e.g. changes in external metabolites) in a
fashion that does not require extracellular sensory machinery. The mechanism agrees in principle
with the control properties of the models developed in this study. Hypothetically, an increase in
glucose uptake and thus the flux-controlling PTS activity, results in an increased FBP concentration
and glycolytic flux. FBP exercises its inhibitory effect on Cra, resulting in an upregulation of the
expression of glycolytic genes to reconfigure cellular metabolism towards higher flux. Indeed the
most significant positive control coefficients promoting FBP concentration are to be found within
the PTS (Fig. 5.2), thus describing the degree to which FBP and glycolytic flux are linked. In a core
modelling approach it was shown that, by virtue of the feed-forward allosteric effect of FBP on PK,
it is possible for FBP concentrations to increase linearly over a range far exceeding the Km of the
FBP consuming ALD reaction [153]. A linear increase in FBP concentration with flux, and linear
decrease in Cra activity with flux were both observed experimentally [153]. The linear relationship
between FBP and flux was sustained up to four times the ALD Km in aerobic chemostat cultures,
and was suggested as possibly being causal.
Fig. 5.5 shows the steady state response of the FBP concentration toward alteration of the
supply flux in models O, P and Q. As EIICB concentration exhibits the highest flux response
coefficient of the PTS components [68], this component was modulated to simulate an altered PTS
activity. FBP concentration increased non-linearly in response to flux in all three models, increasing
significantly more in model Q. The lowest increase in FBP was exhibited by model P. Though none
of the FBP curves were linear near the steady state flux of 22 mM.min−1, the curve that displayed
the smallest change in gradient was that of model P. This was not an unexpected result in the
context of the study by Kochanowski et al. [153], as the steady state FBP concentration was far
beyond saturating in models O and Q, but not in P. Thus only model P exhibited the ability
to significantly modify PK activity in response to FBP fluctuations. Though FBP promisingly
increases with flux in these models, whether the models in fact support the idea of FBP acting as
a flux sensor in E. coli in the manner suggested by Kochanowski et al. [153], is dependent upon
the degree of linearity required between glycolytic flux and FBP concentration.
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Figure 5.4: Steady state response to perturbations in ATP demand. Steady state variables were
evaluated over an ATP demand range of ±20 % in models O, P and Q. The steady state flux
(J) is plotted in the left hand block, and is normalised to indicate the relative change flux
with respect to the steady state value, i.e. JJ0 , where J0 is the respective reference steady state
flux for each reaction (JR9 , JvLDH , JvACE , JvETH ). Concentrations are
plotted on the right ( [NADH][NAD+] ,
[ATP ]
[ADP ] , FBP , PEP ). The right y-axis is
log-scaled.
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Figure 5.5: Steady state response in FBP concentration to perturbation of the supply flux.
The EIICB moiety concentration was perturbed in models O ( ), P ( ) and Q ( )
to produce an altered PTS activity. Left blocks — steady state FBP concentration is plotted
against glycolytic supply flux (Jsupply, in mM.min−1, as represented by R8), right blocks —
the relative change in FBP for a change in flux (i.e. the gradient) is plotted on a logarithmic
scale.
5.7 Dealing with variations in O2 availability
A number of salient facts have emerged from analysis of the flux responses of E. coli mutants to
variations in O2. A competition exists in vivo at the pyruvate branch point between the PFL
and LDH reactions, where PFL dominates under low O2 conditions producing acetate, ethanol
and formate, in greater abundance than lactate [129, 132, 260–263] (see Fig. 4.11). Under typical
microaerobic conditions the acetate flux will dominate ethanol flux due to the lower activity of
ADH [150] and the activity of cytbd [132] which shares redox balancing responsibilities with ADH.
This evolutionary behaviour, which is likewise displayed by the models produced in this study,
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generates extra ATP for the cell by coupling ADP phosphorylation to acetate fermentation and
provides greater flexibility when stoichiometrically balancing redox requirements. As the cells move
to purely anaerobic conditions, acetate and ethanol flux equalise and LDH flux is marginalised, rep-
resenting a stoichiometric reoxidation of the NADH produced by glycolysis in the absence of cytbd
activity [132]. Glycolysis during growth on glucose produces two reducing equivalents which are
stoichiometrically reoxidised by either homolactic fermentation, or an equal flux through acetate
and ethanol [129, 132], or a combination of these two pathways [261–263]. There is built-in redun-
dancy in the microaerobic fermentation routes of E. coli as pflA mutants have been shown to grow
on glucose by homolactic fermentation [279]. It is also worth bearing in mind that the high-affinity
cytbd is expressed under microaerobic conditions and has been argued to protect the O2-sensitive
PFL by “mopping up” excess O2 [132].
To simulate changing O2 availability, the maximal rate of the cytbd reaction (VfNADH) was
varied in model P at steady state by ±20 %, assuming that the cytbd reaction is not saturated. The
behaviour or all models was similar and model P alone is illustrated in Fig. 5.6a. The ubiquitous
response is that changes in O2 availability are compensated for by balancing acetate and ethanol
flux. In response to decreasing O2, the [NADH][NAD+] ratio increases as cytbd is unable to oxidise NADH,
and acetate flux decreases while the oxidising ethanol flux increases in response to the increased
redox burden. This behaviour occurs even though ADH has a much lower maximal activity than
the acetate enzymes [150, 260], and it has been observed in cells that are grown under decreasing
O2 availabilities [132]; as growing cells adapt to increasing anaerobiosis the [NADH][NAD+] ratio increases
from about 0.1-0.4 under microaerobic conditions, and up to 0.8 and higher under fully anaerobic
conditions [132, 279]. Though these observations were made in growing cultures able to respond
transcriptionally, this trend can be seen in the model simulation of a non-growing culture as the
[NADH]
[NAD+] ratio increases from 0.30 to 0.40 in response to a 20% reduction in cytbd activity (Fig. 5.6a).
Alternatively, Fig. 5.6a shows that as O2 levels increase, less oxidative power is required and the
cell is able to produce more acetate, capitalising on the extra ATP generated by ACK resulting in
a slight increase in the [ATP ][ADP ] ratio.
It was observed in Chapter 4 (Section 4.3.4), that the PFL rate determined under fully anaer-
obic conditions may in fact be too high to accurately represent the microaerobic state in which
PFL is not fully expressed, and can be both denatured by residual O2, and/or deactivated by its
ancillary enzyme [132, 270]. To assess the effect of a reduced PFL rate, model P was reconfigured
with a ten-fold reduction in PFL rate capacity (VfPFL = 0.41), and the EIICB concentration was
increased to produce the same steady state flux as in the original model. With the low-PFL model,
the same simulation was performed as above in which vNADH rate was varied by ±20 % Fig. 5.6b).
Interestingly, in the low-PFL model, LDH assumes responsibility from ADH for balancing redox.
As acetate flux decreases LDH flux increases proportionately and the [NADH][NAD+] ratio increases from
0.17 to 0.21 over a 20% reduction in vNADH activity (compared to an increase of 0.25 to 0.33
in the high PFL model). This shifting of the redox burden to LDH has been observed under
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microaerobic conditions in pflA mutants [260, 279]. Ack and pta mutants are unable to grow fer-
mentatively on glucose, as are adh mutants [342, 343]; double mutants of both acetate and ethanol
genes however, are able to ferment glucose in a homolactic fashion [342]. This observation suggests
that flux through PFL is favoured over LDH under fermentative conditions as the current models
demonstrate, but that LDH is able to compensate for lower PFL activity and/or an increased redox
burden.
Thus, the apparent stoichiometric redundancy between lactate and acetate/ethanol fermen-
tation affords the cell a degree of metabolic flexibility when facing varying O2 levels and thus
respiration levels, under microaerobic conditions. This relationship is also indicated by the nega-
tive flux control coefficient of vLDH with respect to vNADH in both the high and low PFL models:
CJvLDHvNADH = −1.56 and CJvLDHvNADH = −1.25 respectively. The cytbd reaction affects LDH flux (but not
PFL flux), presumably through the [NADH][NAD+] ratio which drives the redirection of flux from PFL
and the ATP-generating acetate pathway to the oxidising lactate reaction. Though not included
in the models constructed for this study, an allosteric response to high pyruvate concentrations
increase the affinity of LDH for NADH [237], suggesting that at higher fluxes, pyruvate accumu-
lation results in greater sensitivity of LDH to variations in [NADH][NAD+] and O2. Additionally, lactate
export has been shown to generate a proton motive force [136, 137] which may be an additional
means of offsetting the loss of ATP production by the acetate pathway. Another effect produced
by an increased [NADH][NAD+] ratio is an increase in FBP accumulation which may be a product of the
inhibition of vGAPDH by the change in [NADH][NAD+] . The disequilibrium ratio of GAPDH is increased
by the change in the [NADH][NAD+] ratio and thus the forward reaction of GAPDH requires more GAP to
achieve a similar flux, resulting in more FBP and DHAP accumulated by the near-equilibrium ALD
and TPI reactions. The effect of varying the [NADH][NAD+] ratio on GAPDH is a possible explanation for
the accumulation of FBP in microaerobically grown E. coli and pfl mutants in general [279].
The ability of E. coli to respond to varying redox requirements by modulating the ratio of
fermentation products allows the bacterium to metabolise substrates with different oxidation states
[217]. Common alternative glycolytic substrates to glucose encountered by E. coli include sorbitol
(glucitol) and mannitol which have a lower oxidation state than glucose (and thus produce more
redox equivalents), and gluconate and glucuronate which have higher oxidation states that glucose
[217]1. Thus, a molecule of sorbitol or mannitol produces three reducing equivalents while glucose
only produces two. As the only difference in cellular machinery in response to growth on mannitol,
is an alternative mannitol-specific EIICBA component and the replacement of PGI with mannitol 1-
phosphate 5-dehydrogenase, it is conceivable that the mechanisms presented above for maintaining
redox balance apply in this situation too: under low O2 tensions when PFL is fully active, balancing
ethanol and acetate fermentation would compensate for the extra redox requirement; in the case
of higher O2 tensions in which PFL is either partially denatured or inactivated, LDH is capable of
1Bo¨ck and Sawers [217] calculate the oxidation state by assigning hydrogens a value of -0.5 and oxygens a value
of +1.0.
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Figure 5.6: Steady state response to changes in O2 availability. Steady state variables were
evaluated for model P (a), and (b) model P with a ten-fold reduction in PFL activity over a
cytbd activity range of ± 20 % representing a response to decreased and increased O2 availability
respectively. The change in steady state flux (δJ) is plotted in the left hand block (JR9 ,
JvLDH , JvACE , JvETH ). Concentrations are plotted on the right ( [NADH][NAD+] ,
[ATP ]
[ADP ] , FBP , PEP ). The right y-axis is log-scaled.
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oxidising the extra reducing equivalents.
5.8 Conclusion
The control features of E. coli glycolysis under microaerobic conditions and the ability of the
central carbon metabolic pathway in to respond to variations in O2 and energy requirements has
been explored by means of a number of in silico experiments. Elementary mode analysis, which uses
only structural information, has elucidated the fundamental structural features of the fermentative
glycolytic pathway. The two core fermentative routes to lactate and acetate/ethanol are identified as
well as the aerobic acetogenic overflow fermentation route. In addition to these routes, a low ATP-
generating flux route was identified which bypasses PK, suggesting a method whereby pykAmutants
could maintain viability, as indeed they do [247]. Upon inclusion of the PCK reaction, a futile cycle
is introduced which extends the flexibility of the fermentative pathways producing two new unique
flux modes: one which is the futile cycle itself, with no net increase or decrease in metabolites
as ATP-demand stoichiometrically compensates for the joint ATP-producing interaction of PPC
and PCK—the simultaneous activity of PPC and PCK is known to be responsible for up to an
8 % loss of ATP in the WT (possibly to mobilise PO3−4 ) [122], however this involves cycling in the
opposite direction to the current reported mode—and a high-energy yielding pathway which has
been employed successfully as a target for metabolic engineering of a succinate producing strain
of E. coli [335], displaying the utility of elementary mode analysis for informing synthetic biology
projects.
A number of questions were posed in the beginning of this chapter and are responded to here:
1. Is the “textbook” concept of a rate-limiting step in glycolysis valid for this model organism
(usually PFK)?
In all models supply reactions controlled the flux, and the distribution of flux control is dom-
inated by the glucose importing PTS pathway, and specifically by R8, the IICB · P · EIIA
association/dissociation reaction and less so by R10, the glucose transport step. The ATP
demand makes almost no contribution to the control of flux. A consideration of the flux re-
sponse coefficients for the concentrations of the various components of the PTS indicate that
EIICB concentration exhibits the highest effect on flux. To this degree, the PTS represents
a rate-limiting reaction pathway, and EIICB a flux controlling component with R8 and R10
(and less so R7 and R3) comprising the rate-limiting step/steps.
2. Do ATP-demanding reactions external to glycolysis control flux through glycolysis in the
microaerobic state (as shown for aerobic E. coli [101])?
The results of the in silico experiments with all models suggest unambiguously that under the
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current experimental conditions the flux through glycolysis to ATP is controlled primarily by
supply, which is contrary to the observations of Koebmann et al. [101] under aerobic condi-
tions. If indeed the demand block exhibited a significantly lower elasticity (as in Koebmann
et al. [101]), then the control would be shared between the blocks. However artificially in-
creasing demand in aerobic cells using weak acids has also shown little or no effect on glucose
uptake, and thus ATP supply [215], suggesting that it is quite possible for supply to control
glycolytic flux in E. coli. It may be the case that EIICB concentrations, which are known
to vary significantly in vivo [76, 77], may be poised at a branch point between supply and
demand control of flux. EIICB concentrations are indeed close to this point in wild type cells
[268]. An additional consequence of a lower demand elasticity is that the [ATP ][ADP ] ratio would
be free to vary over a broader range in vivo.
3. Is the correlation between cellular free energy and PTS activity positive [118] or negative
[101]?
The models suggest that there is indeed a positive correlation between the [ATP ][ADP ] ratio and
the rate of glucose uptake by the PTS as reported by Rohwer et al. [118]. This is possible by
virtue of the competition of late glycolytic reactions for PEP, the phosphoryl donor used to
import glucose into the cell.
4. Do any particular enzymes represent key regulatory points in glycolysis, especially with
regard to the cellular free energy level and redox balance?
Separating the supply block elasticity into partial response coefficients identifies PCK and
PK as the key enzymes through which changes in the demand for ATP exert control over the
flux of the supply block reactions, albeit a minor effect. The regulatory mechanism of the
kinases appears to work by competing with the PTS for the common substrate PEP. If the
demand block elasticity were as low as that reported by Koebmann et al. [101] then the effect
of PCK and PK on the supply flux would be expected to be far more significant. As the
demand block simply consists of a single mass-action equation, the supply block of the model
simply exerts its control of demand flux in a linear mass action fashion by supplying more
ATP. Primarily it is EIICB which controls the free energy state. PFL plays an important
role in redox balancing and alterations in the activity of PFL result in a reconfiguration of
ancillary reactions in response to changing redox demands.
5. Are there structural features of glycolysis in E. coli which provide a unique degree of flexibility
in response to redox demands?
It was shown that the ability of E. coli to maintain redox balance in response to changes
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in O2 availability under microaerobic conditions is mediated by a similar rearrangement of
fermentation products as under anaerobiosis, as flux through the oxidative ethanol pathway
and the non-oxidative acetate pathway are held in tension, and the flux ratio between these
pathways is altered to generate a specific oxidative capacity. However, in the case of reduced
PFL activity under microaerobiosis [132], LDH is able to perform the same redox balancing
as ADH and remains in balance with acetate fermentation. This is primarily due to the
saturation of the low activity ethanol pathway. The reason for the presence of LDH has long
been discussed as it is stoichiometrically redundant in terms of redox balancing. This result
suggests a role for the presence of lactate fermentation under varying O2 availabilities.
6. To what degree is E. coli able to respond metabolically to slight variations in levels of O2,
and how much of the O2 adaptation requires a transcriptional response?
It is difficult to draw any rigorous conclusions in the absence of a thorough quantification of
O2 availability and respiratory activity similar to the study by Alexeeva et al. [132]. However,
it does appear that the O2-buffering design of the PEP-PYR node is capable of maintaining
flux, the [ATP ][ADP ] ratio, and the redox balance of the cell in at similar values in the absence
of a transcriptional response, down to a cytbd activity of below 50 % in Model P (data not
shown), which suggests a significant degree of flexibility mediated by the enzyme network
alone.
7. Is it possible for FBP to act as an internal glycolytic flux-sensor (as suggested by Kochanowski
et al. [153])?
It has been shown that FBP does increase with glycolytic flux and is thus certainly capa-
ble of signalling flux changes. However, a key element of the flux-sensing theory posited by
Kochanowski et al. [153] is that FBP increases linearly with glycolytic flux (this is made
possible by the feed-forward stimulation of PK by FBP). Thus, whether FBP can in fact
act as a flux sensor is, according to the current models, dependent on the degree of linearity
required. However, model P does display a very slight degree of non-linearity, suggesting that
this mechanism may indeed be plausible.
The results of this chapter show the power of the modelling approach for understanding the
regulation of biological systems and suggest that the ability of E. coli to alter the ratio of mixed-
acid fermentation products under microaerobic conditions provides a metabolic flexibility to the cell
allowing it to respond to varying energy and redox demands, and giving it the ability to metabolise
a host of possible substrates.
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6 General discussion
Summary
A general discussion is presented in which the findings of the research presented in this disser-
tation are reviewed and their significance is discussed. A critique of the methodologies and results
is offered. Finally, after suggestions are made for future research directions, the research context
of this study is explored as this dissertation is grounded in a particular tradition offering a specific
kind of solution to the problems faced by modern biology.
Stellenbosch University  http://scholar.sun.ac.za
6.1. Synopsis and discussion 153
6.1 Synopsis and discussion
This dissertation has explored glycolysis and the fermentative pathways in E. coli under microaer-
obic conditions using a combination of in vitro, in situ, and in vivo experiments, resulting in a
number of ODE models, suitable for probing in silico. The primary motivations of this study were
manifold. A key motivation identifying E. coli as a desirable target for a modelling study was the
relative scarcity of published kinetic models of central carbon metabolism in such an important
model organism, especially when contrasted with the high number of constraint-based modelling
studies [113] and the associated limitations of such techniques. Indeed, the necessity of a kinetic
model of glycolysis in E. coli was confirmed by the fact that during the course of this project
another kinetic model of central carbon metabolism in E. coli was produced by Peskov et al. [115],
based on literature kinetic parameters and metabolomics data. A key difference between this study
and the one by Peskov et al. [115] is that we sought to model E. coli glycolysis under conditions
in which O2 was not available in excess, and thereby to understand the nuances of the metabolic
effects of O2-limitation on the glycolytic and fermentative pathways and which (if any) unique
metabolic strategies have been adopted by E. coli.
Additionally, the experimental richness of NMR technology, and its applicability to the field
of systems biology was clearly perceived, though systems studies using NMR were sparse in the
literature (a salient example of such a study is that by Mulquiney et al. [28, 344, 345] which explores
2,3-bisphosphoglycerate metabolism in erythrocytes using a modelling approach based on in vivo
13C and 31P NMR data) and often used unnaturally simplified mathematical representations (e.g.
Exnowitz et al. [17]). Recent advances in the resolution attainable by NMR [17–19] are presenting
NMR technology as an attractive tool for systems biology, precisely because NMR can be both non-
invasive, yielding in vitro data, and because NMR technology is ideal for unravelling complexity
by virtue of the number of metabolites that are simultaneously visible to the NMR spectrometer,
and the broad scope of experimental designs available in the field of NMR. A brief synopsis of the
ground covered by this project follows.
Chapter 2 presented NMRPy, a suite of open-source tools for NMR processing developed in
the Python programming language. The goal in developing NMRPy was to provide biological and
chemical scientists with a tool to easily and rapidly process NMR spectra and present refined data
in an accessible visual format. Amongst the tools built into the NMRPy module are those necessary
for the deconvolution of complex spectra, and array-processing capabilities, making NMRPy ideal
for quantifying reaction time series, as performed in this study. Additionally, the built-in multi-
threading capabilities and extensibility of the Python programming language make NMRPy ideal
for fast batch-processing of large collections of data. NMRPy provided the data processing tools
necessary for the current study and was used throughout.
Chapter 3 presented a new methodology for approximating enzyme kinetic parameters using
NMR. It was shown that NMR is a superior technology for experimental observation of the be-
haviour of complex enzyme reaction networks, as many metabolites are quantified simultaneously,
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including substrates, products, and allosteric effectors of the enzymes being studied. The efficacy
of NMR reveals the limitations of traditional techniques such as coupled reaction studies using light
spectrometry, in which changes in the concentration of an often significantly distant product (e.g.
NAD[P]H) are observed, and accumulation of products or effectors, as well as unexpected compet-
ing reactions are not identifiable. Additionally, traditional techniques acquire only the initial data
points of a reaction time series and approximate the initial rate of the reaction by linear fitting
before significant product accumulation has taken place. In contrast time series methods of kinetic
parameter approximation do not discard all the data after the first few linear points, but extract
information from the whole time series. The result of these benefits is that far richer datasets are
acquired per experiment and thus fewer experiments need to be performed in the characterisation
of an enzymatic system.
The presented methodology was used to approximate kinetic parameters for the first two
enzymes of glycolysis in E. coli: PGI and PFK. These two enzymes present an appropriate target
of study for this methodology as they exhibit behaviours which are either invisible to traditional
enzyme assay techniques or elucidated only by very cumbersome piecewise approaches: the PGI
reaction is reversible and inhibited by its product, and PFK both binds F6P cooperatively and
exhibits particularly complex allosteric regulatory behaviour toward several metabolites [186–189],
being however most significantly inhibited by the late glycolytic intermediate PEP. It was shown
that accumulating only five reaction time series for PGI, and 6 reaction time series for PFK was
sufficient to fit PGI with a reversible Michaelis-Menten equation, and PFK with an irreversible
Hill equation including substrate-binding cooperativity and inhibition by PEP. The fitted kinetic
parameters were comparable with published values.
In Chapter 4 several models of glycolysis and the fermentation pathways under microaerobic
conditions were developed using NMR data and published kinetic parameters. Due to the com-
plexity of the lower half of glycolysis, and in particular the problem of not being able to quantify
the degree to which each of several reactions consume shared moieties such as ATP/ADP, and
NADH/NAD+, the parameters of the lower reactions leading from DHAP/GAP to pyruvate were
approximated by fitting thirteen aggregated NMR reaction time series with several glycolytic mod-
els. In addition to the core glycolytic pathway, the putative models included various combinations
of ancillary reactions or pathways such as succinate fermentation, PEP-synthetase, adenylate ki-
nase, and cytbd-mediated NADH consumption. An information-theory approach was adopted to
identify the best model structure, and selected models were expanded to cover mixed-acid fermen-
tation pathways with the goal of emulating glucose uptake flux as determined by an NMR uptake
assay. These models, designated O, P, Q and R, were evaluated by comparing their steady state
properties to in situ experimental data with permeabilised cells, and on this basis model R was
discarded. Models P and O outperformed the others.
Models were expanded to include the published PTS pathway by Rohwer et al. [68] and
fermentation pathways, populated with literature parameters. Without fitting any of the PTS or
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fermentation parameters the models achieved steady states at the published flux for the PTS model
in isolation. To accurately emulate the in vitro environment, the feed-forward allosteric effect
of FBP on PK was attenuated which permitted a slight accumulation of PEP, and the models
subsequently attained the experimentally determined glucose uptake flux. Model steady state
fluxes and metabolite concentrations were compared to NMR data detailing in vivo microaerobic
fermentative flux distribution and internal metabolite accumulation, as well as published internal
metabolite concentrations and fermentative fluxes. It was observed that all three models reproduced
expected fermentative fluxes, and that model P—the simplest model produced, initially generated
by fitting time series with only cytbd activity in addition to the core glycolytic pathway—was best
able to emulate published internal microaerobic metabolite concentrations. The models generally
predicted the accumulation of FBP, DHAP and 3PG, as reported in literature and shown to a
degree by in vivo experimentation, however in this context Q and to a lesser degree O behaved
more similarly to pfl mutants with a tendency to accumulate significantly higher concentrations
of these metabolites.
Chapter 5 presented the results of a series of in silico analyses of these models, with the
goal of elucidating structural and regulatory properties of the pathways under study which allow
E. coli to respond to varying energy, and redox demands, including O2 availability, and alternate
substrates with redox states different to glucose. The first in silico experiment performed was an
elementary mode analysis, identifying the sustainable fundamental fluxes attainable by the models.
In addition to the basic modes covering recognised fermentative activity, an additional mode was
identified which suggests how E. coli is able to bypass PK, and indeed does do so by rerouting flux
in the case of pykA mutants [247]. Interestingly, upon the inclusion of PCK (as reported [122]),
a futile cycle is formed which provides the cell with an extra degree of flexibility with regard to
the [ATP ][ADP ] ratio and PO
3−
4 . This cycle results in the identification of a new flux mode in which
significantly more succinate is produced and a higher energy output is achieved. This mode has
been previously employed in metabolic engineering attempts towards a high-succinate producing
strain of E. coli [335].
Metabolic control analysis was performed, and the control patterns of the models were com-
pared. The models exhibited the same dominating element of the control distribution, that is, the
PTS exhibited the highest control over glycolytic flux, and this control was centred on reaction
R8, and to a lesser degree on R10. The high flux control coefficients, R8 and R10, identify EIICB,
the glucose transporter, as a centre of flux control and a rate-limiting component. The reaction
that was most responsive to alterations in the rate of other reactions—i.e. producing the highest
flux control coefficients in general—was LDH. This control feature appears to implicate LDH as
playing a key role in terms of the ability of E. coli to alter its flux distribution profile in response
to energy and redox demands; a role which seems to be validated by altering these demands in the
experiments described below.
To further understand the distribution of control in the model, a supply and demand analysis
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was performed around the [ATP ][ADP ] ratio, treating all of the glycolytic and fermentative reactions
as a large ATP supply block, and a single reaction representing ATP demand. Unequivocally,
control over glycolytic flux was dominated by the supply block, contrary to Koebmann et al. [101]
and to a degree in agreement with Salmond et al. [215]. This result is partially dependent on
the choice of rate law for the demand block, which in the current study was a simple mass-action
equation. Assuming the demand block elasticity determined by Koebmann et al. [101] would
mean that the supply and demand blocks shared control over glycolytic flux. A saturable rate
law for the ATP demand reaction may indeed have produced a lower elasticity at sufficiently high
ATP concentrations, however, the fact that ATP is part of a moiety conserved cycle implies that
the demand reaction is inherently saturable. It has also been observed that the highly variable
EIICB concentration may enable this flexibility by virtue of its closeness to an important point in
aerobically grown wild type cells, beyond which control of glycolytic flux shifts to the supply block
from the demand block [268].
By separating the supply block elasticity into partial response coefficients, it was shown that
PCK and PK were the enzymes through which the demand block (via the [ATP ][ADP ] ratio) exercised its
minor control on the supply block flux. Ostensibly this was primarily mediated by the activation
of these enzymes due to a lowering of the [ATP ][ADP ] ratio, causing a competition between the kinases
and the PTS for the common substrate PEP, and thus a reduction in glycolytic flux. A similar
phenomenon has been observed in modelling glycolysis in Saccharomyces cerevisae, as increasing
the ATP demand, lowered the [ATP ][ADP ] ratio which reduced the positive effect of ATP on the early
hexokinase step, thus reducing glycolytic flux [24]. This phenomenon would be expected to be
significantly more important if the demand elasticity were lower.
A key ability of E. coli to regulate its redox response to changing O2 levels under microaer-
obic conditions was elucidated in Chapter 5. At high PFL activities, resembling conditions that
border on anaerobiosis, E. coli responds to changing redox requirements by a simple shift in the
flux balance between acetate and ethanol fermentation [132]. The models emulated this behaviour.
As PFL activity can be significantly reduced under microaerobic conditions [132, 270] due to tran-
scriptional repression, O2 denaturation, and the PFL inactivating enzyme, a version of model P
was constructed with reduced PFL activity. It was shown that in the low-PFL model, lactate
fermentation provided greater redox flexibility in response to changing O2 levels. By holding the
non-oxidative acetate flux and oxidative lactate flux in tension, E. coli is able to vary its oxidative
capacity while maintaining stable [NADH][NAD+] and
[ATP ]
[ADP ] ratios and glycolytic flux under microaerobic
conditions. This degree of flexibility is not observed when redox balancing is mediated solely by
ACE and ADH, as ADH always remains close to saturation and expresses a low activity under mi-
croaerobic conditions [150]. It is assumed that this relationship applies to growth on more reduced
substrates as well.
EIICB has been identified as a focal point of kinetic regulation in the central carbon metabolism
of E. coli, and the presence at of LDH—which upon a cursory examination of the redox stoichiom-
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etry of glycolysis and the fermentation pathways in E. coli, appears redundant—is thus presented
as playing an important role in E. coli metabolism under microaerobic conditions, enabling the cell
to respond rapidly and with greater flexibility to changing energy and redox demands.
6.2 Critique
A number of pertinent questions remain with regard to the methodologies and outcomes of this
study and are explored in this section. As Chapter 3 was published before the final compilation of
this dissertation and the paper has been reproduced verbatim, questions regarding the methodology
and results presented therein are dealt within that chapter.
As an initial methodological consideration, it must be stated that one of the key limitations
of NMR spectroscopy for studying complex reaction mixtures is the invisibility of metabolites not
containing the observed nucleus. This can be overcome to a degree by monitoring two nucleotides
instead of one [28]. However, 13C NMR has the drawback of a low natural abundance of the NMR
active nucleus, and 2H can often be crowded or distorted by a large H2O peak.
It may be asked whether a single model might not be able to replicate all of the scenarios
presented in Chapters 4 and 5, especially if the topology is similar, simply by altering the Vmax
values. A model composed of a set of kinetic parameters not too dissimilar from reality may
indeed be able to reproduce many desired steady states, however, the particular dynamic behaviour
of a given system and its regulatory nuances—as exemplified by the control coefficient matrices
presented in Fig. 5.2—can be expected to reside with the particular kinetic parameters chosen. This
is certainly the case with regard to such complexities as binding cooperativity, product inhibition
and allosteric effects. There is however a degree of redundancy in fitting both a binding constant
and a Vmax, in that in a typical saturable enzyme rate equation, increasing both the Vmax and the
binding constant together will produce a very similar linear region of the function around the half-
saturation point. The implication of this phenomenon for parameter approximation is that there
may be a tendency for these two parameters to be correlated during an iterative fitting procedure,
and often a maximum parameter value has to be enforced to prevent the chosen fitting algorithm
from allowing parameters to explode numerically. During the fitting procedures performed in this
study, Vmax values were constrained and not allowed to significantly exceed published values.
A reasonable consideration to bear in mind in any study employing experimental conditions
different to the conditions about which inferences are to be made, is to what degree these environ-
ments are congruent. In this study the experimental in vitro, in situ and in silico environments
were used to make inductions about the condition of the living cell in vivo. Indeed it has been
shown that the differences between these environments in terms of ionic strength (especially with
regard to the concentrations of potassium, PO3−4 and sodium [257, 259, 346], and to a lesser degree
calcium and sulphur [346]), and macromolecular crowding [75], can produce significantly different
results in vitro than in vivo. A salient example is the reconditioning of the yeast glycolytic model
Stellenbosch University  http://scholar.sun.ac.za
6.2. Critique 158
produced by Teusink et al. [24] with parameters determined under in vivo-like conditions [258].
The critique of in vitro assay buffers is generally that the ion or macromolecular concentrations
are too low, and that they are often optimised for maximal activity not physiological levels of ac-
tivity [346]. Sodium and potassium concentrations in the experiments presented in this study were
closer to in vivo values by virtue of the fact that these are common counter ions for the buffer and
metabolites included in the assay buffer (and typically NaOH or KOH was used to alter pH values
of mixtures or buffers); phosphate was maintained at the reported physiological concentration and
the allosteric effect of FBP on PK was attenuated accordingly [257]. Additionally, according to
Garc´ıa-Contreras et al. [257], the core glycolytic activities in E. coli that are most affected by the
difference between in vitro and in vivo assay buffers are the three adjacent TPI, GAPDH and PGK
reactions. The GAPDH and PGK equilibrium constants do indeed exhibit a high degree of respon-
siveness to changes in ionic concentration, and some degree of accommodation has been made in
this study for intracellular increases in ionic strength by altering the GAPDH equilibrium constant
in all models according to the study by Cornell et al. [259]. During experimentation TPI would
sporadically be inactivated in the course of collecting reaction time series. This could indicate the
presence of an unknown ionic effect.
Regardless of these concerns, kinetic parameters are still ubiquitously determined under in vitro
conditions in practice, imaginably due to the extra expense in terms of labour, time and money to
compose an appropriate in vivo-like assay buffer. The in situ environment of the permeabilised cell
has been treated conceptually in this study as representing essentially a compromise between the in
vitro and in vivo environments. In the permeabilised cell, ionic concentrations are equalised with
the assay buffer, as the buffer and substrates wash through the cell, but protein concentrations
are essentially maintained at in vivo levels as large molecules are retained within the cell [253].
The ability of the models to reproduce the in situ data in Chapter 4, at the least suggests that
macromolecular crowding, and possibly the differences in total intracellular concentration do not
contribute too significantly to the difference between the in vitro and in vivo environments. The
ability of the models to reproduce the observed in vitro fluxes and accumulation of metabolites,
and published in vivo concentrations and fermentation distributions (even though the uptake flux
and PFL rate were fitted) also suggests similarity between the in vitro models and the in vivo
environment.
A final question demands attention: which model is correct? A simple response to this question
is that no models are ever sensu stricto correct or true; all are “works of fiction” [347] grounded in
a particular thought tradition offering an approximate and “fabled” [347] understanding of reality.
Thus “the validation of a model is not that it is ‘true’ but that it generates good testable hypotheses
relevant to important problems” [348], as with the structural, and free energy/redox experiments of
Chapter 5. From this practical point of view and in the absence of further experimentation, model
P appears to be superior to the other models developed, by virtue of its ability to reproduce the
dynamic behaviour of in situ time courses, the observed in vivo fermentation fluxes, and published
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steady state fluxes and internal metabolite concentrations. Additionally, model P was the simplest
of the three models selected. It may be that a measure of over-fitting of model O to in vitro data
allowed it to achieve the lowest Akaike score but at the cost of generalisability, producing a model
that was less able to reproduce in vivo and in situ data when compared to model P. During the
fitting of model Q, which had a high number of literature parameters and thus exhibited a lower
flexibility toward the fitting algorithm, it may be that individual fitted parameters were pushed
beyond reasonable values to achieve a fit.
6.3 Context and further research
The newly popular systems approach to biology grew out of cybernetics, the study of control mech-
anisms, a field which flourished in the middle of the twentieth century (e.g. Wiener [349]) before
experiencing a period of relative quiet [350]. A motivating realisation which has fuelled the recent
interest in systems biology is that reductive science has successfully identified the fundamental
elements of biology, but it is unable to account for the emergent properties of complex systems
[9], that is, properties exhibited solely by whole systems and not by any of the parts in isolation
(e.g. regulatory feed-back loops) [351], and even more so as systems supervene upon and alter
their components [352]. Reducing systems into elementary parts is able to account for the building
blocks, but not by implication the complexity of their interrelationships. The modern paradigm
of biological science which was inherited from Enlightenment thinkers is recognised as a necessary
and highly productive transition period in history on the path to a systems view of nature [8]. A
ground-breaking example of development beyond reductionist biology, is Robert Rosen’s Relational
Biology [353] and his emphasis on seeking principles which organise phenomena, rather than (or
in addition to) the phenomena themselves [350]. This shifting of the focus of biological sciences
and the fact that pure reductionism has run its course, demands a new degree of mathematical
expertise on the part of the biologist [350]. This necessity demands reform of university biology
courses in which exposure to key systems biology tools, such as mathematics and programming, is
often kept to a minimum [354], or those in which the interdisciplinary nature of systems biology
is not embraced [355]. Modelling provides a means of exploring the complex interrelationships of
the fundamental elements of biology by encoding these components into mathematical structures.
The holistic methodology adopted in this dissertation combines the riches of reductionist science
with a systems perspective, providing room to anticipate the emergence of unpredictably com-
plex properties of the system. Additionally the computational systems approach is fundamentally
modular—models are often shared and can be recombined or used for new research—and thus lends
itself to community development. It was encouraging to witness the ease with which the PTS model
developed by Rohwer et al. [68] could be attached to the models developed thirteen years later in
this study.
A number of system properties of glycolysis were discovered, including, the elementary flux
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modes available to the system, the dominant control capacity of ATP demand on supply, the
minor regulatory supply block access points that phosphoenolpyruvate carboxykinase and pyruvate
kinase provide to the demand block, an affirmation of the possibility of FBP acting as an internal
flux-sensor of glycolysis, and the various reorganisations of fermentation products (especially the
balance between acetate and lactate fermentation) that provide the cell with an important degree of
metabolic flexibility in response to fluctuating energy and redox requirements. In contrast, neither
a purely reductionist (dividing glycolysis into component parts) nor a “top-down” (constraining a
model to fit a particular phenotype) approach to modelling would necessarily have identified these
key properties; the former sacrifices the general and emergent for the specific, the latter sacrifices
the specific for the general, and in so doing is in danger of losing the particular nuances of the
system under study, especially with regards to the dynamic responses of the system to external
perturbations.
One of the key goals of this project was to produce scientific platforms for further research.
Three such tools have been presented: NMRPy an NMR data processing tool kit with many ap-
plications in scientific research, the development of a spline-based methodology for approximating
enzyme kinetic parameters from NMR reaction time series, and a model of glycolysis in E. coli un-
der microaerobic conditions. A number of options exist to further validate the model building effort
in this study and to explore the metabolism of E. coli. The primary distinction between the models
produced, and some of the published observations under aerobic conditions, is a diametrically op-
posed pattern of flux control around the [ATP ][ADP ] ratio. This difference can be verified experimentally
under the microaerobic conditions employed in this study, by several means; the simplest possibly
being a glucose uptake assay with weak acid perturbation of ATP demand (similar to the study
by Salmond et al. [215]), and inhibition of glucose uptake to perturb ATP supply (e.g. with the
non-metabolisable glucose analogue α-methylglucoside). Importantly, the experimental methodol-
ogy presented is significantly less laborious when compared to traditional methods, and as such
the process could informatively be repeated under aerobic and anaerobic conditions. Ultimately,
in vitro time courses could be regenerated using an in vivo-like assay buffer, and the same models
used in this study, fitted to these data. The comparison of the models generated under in vivo-like
conditions and the results of the current study should prove informative.
It was argued in the beginning of this dissertation that the reason for certain microbes favouring
low-yielding fermentative pathways even when abundant substrate is available was due to the faster
rate of substrate-level phosphorylation compared to that of oxidative phosphorylation, and the lower
investment in the protein machinery required. The kinetic model produced provides the platform to
explore this behaviour quantitatively in comparison to aerobiosis. In terms of metabolic control, the
complexities of the PTS and specifically the regulation of EIICB deserve further investigation, due
to the high degree flux control exhibited by this component. Additionally, the relationship between
pyruvate kinase and FBP—which possibly provides flux-sensing capabilities to the cell [153]—
requires further elucidation. And finally, the precise relationship between O2 availability, cytbd
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activity, and fermentation outputs should be quantified in a controlled chemostat environment, and
compared to model predictions (e.g. short term reductions in O2 under microaerobic conditions
should decrease acetate production and increase lactate production).
Of general interest to identifying a “best practices” approach to systems biology model building
is the question of to what degree literature parameter values are adequate for modelling purposes. In
the current study, the best model (P) outperformed the model highly parameterised with literature
values (Q). Exploring this difference will inevitably broach the topics of parameter identifiability
in the context of time-course reaction data, and the transferability of experimentally determined
parameters into alternate experimental contexts.
A kinetic model of glycolysis in E. coli can be a powerful tool, both in terms of its scientific
explanatory power and as a platform for concept realisation, providing the ability to identify key
regulatory points and to suggest focus areas for metabolic redesign in the context of synthetic
biology applications, in fields as diverse and relevant as medicine, engineering and ecology. Indeed
as the conclusions of this dissertation are derived from the study of a model organism, the regulatory
principles presented may apply in general to the Enterobacteriaceae. The research presented in this
dissertation is a positive confirmation of the value of the integrated experimental-computational
systems approach to unravelling complex biological networks by reconstructing, rather than merely
deconstructing them.
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