Abstract-Compact characterization of soil moisture at a given scale using self-organizing feature maps is presented. We find that as few as 49 neurons capture the spatial structure of remotely sensed soil moisture images from the southern Great Plains. Average latent heat flux computed from the original image of 21 204 pixels and from 49 neurons are comparable.
I. INTRODUCTION
Soil moisture is a key component in land-atmosphere coupling and of great importance to biosphere-atmosphere transfer, biogeochemistry, ecosystem process, and rainfall-runoff models. Currently, the most feasible procedure to obtain soil moisture over large areas is through remote sensing. Large-scale models that use remotely sensed land surface parameters (e.g., soil moisture) do not require them at the same spatial resolution at which the remote-sensing algorithms are required to operate. One outstanding research question critical to the integration of satellite-derived data into global models is how adequately the inherent spatial heterogeneity is represented at scales commensurate with current generation global models [1] . To address this question, a methodology is needed that can bridge the scale gap between the scale of satellite measurements and large-scale model resolution by taking into account the role of spatial heterogeneity in land surface parameters and responses.
The first step toward obtaining a soil moisture distribution at multiple scales is to be accurately able to reflect the distribution at a given scale. Ideally, such a representation must preserve the spatial structure inherent in the soil moisture distribution, not make a priori assumptions regarding the distribution, while at the same time be efficient in terms of storage and computation. In addition, any inference made from the distribution directly or indirectly must agree with the conclusions drawn from the new representation. Toward that end, we present a computational paradigm based on self-organizing feature maps (SOFM's) for accurately obtaining a nonparametric representation of the soil moisture distribution. Current approaches that assume parametric forms of the soil moisture distribution (e.g., gamma distribution [2] , normal distribution [3] , among others) do not take into account this topological structure of the soil moisture distribution. When compared to these current approaches, SOFM-based representation of the soil moisture distribution allows for two distinct advantages: 1) nonparametric estimation of the underlying distribution and 2) a representation that fully preserves the topological structure in the underlying distribution. SOFM, originally proposed by Kohonen [4] , [5] , is an artificial neural network paradigm that has found widespread use as a method of mapping high-dimensional data into the responses of neurons arranged in a two-dimensional (2-D) or three-dimensional (3-D) grid. We first present 2-D SOFM in general terms and then show the particular usage in the estimation of the soil moisture distribution.
Let there be a total of N (n-dimensional) inputs given by 
Though SOFM can be used to produce a lower dimensional representation of the input ( k 's), here we would also like to come up with a more compact representation, i.e., the original N inputs be represented by a total of M neurons (M N). This compact representation has to satisfy the constraints of fidelity to the original data and reflecting the topological relationships in the parameters of the SOFM (i.e., the weights). The complete SOFM algorithm consists of initializing the weights of the network and then repeatedly following a sequence of presenting an input and changing the weights of the network until convergence.
To describe the algorithm more descriptively, let an input (say, k ) be presented to the network. The first step in SOFM is to locate the closest (best matching) neuron that is one that satisfies k 0 w c = min j k 0 w j (2) where c is the index of the best matching neuron and k 1 k denotes a distance, such as the Euclidean distance. 1 Once the best matching neuron to input k is identified, the weights of this neuron as well as those of its neighbors (remember that the neurons are arranged in a grid) are adjusted using w j (t + 1) = w j (t) (t; d) k 0 w j (t) ; j 2 N c (4) w j (t + 1) = w j (t); otherwise (5) 1 If the weights are normalized, i.e., w j T w j = 1, this is equivalent to finding the neuron with the maximal response, i.e., with maximum w j T k as the estimated spatial structure using 100 neurons. Here, W1 and W2 refer to the weights of neurons to input 1 (on which the x coordinate is fed) and input 2 (on which the y coordinate is fed), respectively.
where Nc denotes those neurons that are less than some spatial distance (on the grid, not in terms of the weights) of the best matching neuron c and t is used to denote the weights at a given discrete time index.
The term (t; d) is a real-valued scalar, much as the step size in stochastic approximation, which is a decreasing function of both time (t) and distance (d = kj 0 ck) from the best matching neuron,
i.e., weights of neurons nearer the best matching neuron in the grid are allowed to adapt to the input more so than neurons further away in the grid. The term Nc also decreases in time leading to a relaxation of the topological constraint in a vector quantization algorithm. Once the weights are updated, the next input is presented and the process continued until convergence. The net effect of successively presenting different inputs results in the parameters fw j g reflecting the topological relationship that exists in the data f k g. The result of this training is a topological map in which the asymptotic local density of the weights approaches that of the training data (soil moisture). Similarities among different inputs are mapped into similar weights of neighboring neurons. It has been shown that the asymptotic local density of the weights is of the form f[p()], where f is a continuous monotonic function,
i.e., the underlying density function of the input is now reflected in the weights of the processing elements [6] . Clearly, if a multidimensional input is formed for each pixel of a remotely sensed soil moisture image (i.e. k = [x; y; (x; y)] T , where (x; y) is the soil moisture at pixel location (x; y) and different inputs are formed for each such pixel location), the weights at convergence of a SOFM trained on such a set of inputs would reflect the underlying probability density of the data it was trained with (in this case, soil moisture).
III. RESULTS
We now present results related to using SOFM to characterize spatial structure of remotely sensed soil moisture data from the Little Washita Watershed located in southwest Oklahoma. This data set is described in detail in [7] and [8] and references therein. The soil moisture images were retrieved from ESTAR-sensed microwave brightness temperature images and are stored in 228 2 93 pixels covering an area of 46.5 2 18.6 km with a pixel resolution of the estimated spatial structure using 100 neurons. Here, W1 and W2 refer to the weights of neurons to input 1 (on which the x coordinate is fed) and input 2 (on which the y coordinate is fed), respectively. 200 2 200 m. The soil moisture content retrieved from the brightness temperature is in the form of volumetric soil moisture that is estimated mainly from the top 5 cm of soil. Fig. 1(a) shows the spatial distribution of thresholded (>25%) soil moisture for June 10, 1992. The reason for using a threshold is so the inputs can be made 2-D, allowing for easy visualization. Thus, rather than using a 3-D SOFM, we use a 2-D SOFM, the input to which are pixel location (x, and y), where the soil moisture exceeds the threshold. 2 The location attribute (x; y) corresponding to where (x; y) is greater than the threshold are repeatedly fed into a 10 2 10 SOFM arranged in a 2-D grid. The network in this and all cases reported below was trained for 250 epochs (a complete cycle of presentation the complete set of inputs is an epoch), with an initial learning rate of = 1, and an initial neighborhood of five.
The learning rate was linearly decreased in time so as to be zero after 250 epochs, and the neighborhood was decreased by one after 50 epochs. 3 The weights of the neurons, at convergence, are shown in Fig. 1(b) . Notice that denser (sparser) distribution of neurons is closely related to the corresponding denser (sparser) distribution of soil moisture measurements even when the number of neurons used are only about 0.50% of the original sample size (21 204). A particularly powerful feature of these 100 neurons is that they preserve the spatial information content of the original soil moisture map. This preservation property would allow us to reconstruct soil moisture maps at different aggregation (coarser resolution) and disaggregation (finer resolution) level. the estimated spatial structure using 49 neurons. Here, W 1 and W 2 refer to the weights of neurons to input 1 (on which the x coordinate is fed) and input 2 (on which the y coordinate is fed).
demonstrate that the soil moisture variability is neither spatially homogeneous nor stationary in time. Commonly used parametric probabilistic representations would have to use a pdf (e.g., normal or gamma distribution) with two sets of parameters to characterize soil moisture structure for these two days [9] . In such a characterization, spatial information is lost and artificial discontinuity is introduced between successive maps. Use of such characterization as an input to a coupled land-atmosphere model is likely to produce spurious results and numerical instability. SOFM, on the other hand, assigns spatial locations and weights to the neurons that capture subtle changes in the underlying soil moisture distribution [ Fig. 2(b) ]. It is interesting to notice that, despite using only 100 neurons to characterize 21 204 pixels, SOFM detects changes in the spatial structure between Figs. 1(a) and 2(a). The soil moisture data from the Washita'92 experiment exhibited significant spatial and temporal patterns. Finally, we demonstrate that, to an extent, the results obtained are not sensitive to the number of neurons chosen. We repeat the simulation with soil moisture data from June 10, 1992, but this time using only 49 neurons (arranged in a 7 2 7 grid) in the competitive layer. The soil moisture data and associated coarser scale SOFM (with 49 neurons) are shown in Fig. 3(a) and (b) .
Though pictorially Figs. 1-3 show the accurate representation of remotely sensed soil moisture, the fidelity of the representation can be established based on a comparison of the results obtained from the original soil moisture distribution and the SOFM-based representation. Here we use area average latent heat flux to show this fidelity. For illustrative purposes, let us parameterize evapotranspiration following Rodriguez-Iturbe et al. [10] as
where E and E p are the evapotranspiration and potential evapotranspiration rate, respectively, and s are volumetric soil moisture and saturated volumetric soil moisture, respectively, and is a nonnegative constant. The parameter gamma relates the evapotranspiration to potential evapotranspiration as a function of soil Table I shows the values of (= s ) for two different values of and three different days with SOFM's with 100 and 49 neurons. An estimate of area average evapotranspiration based on SOFM characterization is remarkably close to the distributed estimate. Realizing the measurement accuracy of evapotranspiration, we may argue that these two estimates of evapotranspiration are the same. The important point, however, is that the distributed estimate retains the spatial structure of 21 204 pixels. In contrast, SOFM with only 100 neurons captures the spatial structure and preserves the outcome of algorithms that may use soil moisture data, as illustrated through evapotranspiration in this case. Note that, at this coarser scale, spatial structure of soil moisture is very well preserved. An estimate of area average evapotranspiration based on SOFM characterization (with 49 neurons) is also very close to the distributed estimate E distributed . Table II provides the mean and standard deviation of the soil moisture distribution for the observed and SOFM-constructed distributions. SOFM, with 100 and 49 neurons, preserves the mean well (with an average error of approximately 5%). Compared to the observed distribution, SOFM estimated distributions appear smoother, as indicated by the smaller standard deviation. Also, there appears to be little degradation between Figs. 1(b) and 3(b) . However, there has to be a limit (much like an intrinsic constant) below which the spatial information will not be gracefully degraded with further decrease in the number of neurons. We intend to investigate the sensitivity of the number of neurons to the faithful preservation of the spatial structure of soil moisture. By faithful preservation, we imply that, for example, area average flux estimated using a map with a certain number of neurons should be in agreement with the corresponding flux estimate from original soil moisture map.
IV. CONCLUDING REMARKS
We proposed a method to characterize spatial structure of remotely sensed soil moisture distributions. The method is based on the property of self-organizing feature maps to produce asymptotic estimates of the probability density of the training data while preserving the underlying topological structure inherent in the training data. The proposed method was used to model the spatial structure of remotely sensed soil moisture distributions obtained from the southern Great Plains near Oklahoma. It was shown that the SOFM is capable of preserving the second-order statistical properties of 21 204 pixels with as little as 49 neurons.
In the form used here, one may think of the SOFM as representing a data manifold using a finite number of reference vectors as done by general vector quantization algorithms. Planned extensions of the methodology presented here are based on using as input the soil moisture at a given location and at neighboring locations as input to an SOFM. Similar soil moisture distribution would thus be mapped to a single neuron (or neurons spatially adjacent on the grid), and a different local distribution of soil moisture would be mapped to a more distant neuron (on the grid). Potentially, this would allow for differentiation of vegetation and soil characteristics over small distances.
