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ative Diversity Schemes
MAJOR FIELD: Telecommunication Engineering
DATE OF DEGREE: December 2012
Diversity techniques are used to mitigate fading and channel impairments
of wireless communication channels. Cooperative diversity or user cooperation
achieves the diversity gain without adding physical antennas to the users or mo-
bile stations. In this work, cooperative diversity is used as the main framework.
The cooperative diversity has been extended to coded cooperative diversity with
the addition of rate-compatible punctured convolutional (RCPC) codes. Low-
density parity-check (LDPC) codes are capacity-achieving codes and they have
better error correction capabilities than RCPC codes. Therefore, LDPC codes can
be integrated in cooperative diversity scheme to increase the diversity gain. Punc-
tured and extended LDPC codes have also been investigated recently. We will
xiv
modify the design of extended LDPC codes by a novel approach for cooperative
diversity scheme. Furthermore, in this work, we will compare the coded coopera-
tive diversity using punctured LDPC codes with the new design of extended LDPC
codes.
The throughput efficiency for the cooperative diversity scheme without
any feedback remains constant. The throughput efficiency can be increased
with limited feedback from the destination to the users. In this work, new
acknowledgment/negative-acknowledgement (ACK/NACK) based protocols will
also be proposed for the extended LDPC coded cooperative diversity scheme with
improved throughput efficiency as compared to non-acknowledgement based coded
cooperative diversity scheme.
Keywords: LDPC codes, punctured LDPC codes, extended LDPC codes, cooper-
ative diversity.
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 ﺺ اﻟﺮﺳﺎﻟﺔﻠﺨ ّﻣ ُ
 ﺣﺴﲔ ﻋﻠﻲ   :اﻻﺳﻢ اﻟﻜﺎﻣﻞ
اﳌﻌﺘﻤﺪة ﻋﻠﻰ ﻃﻠﺐ  اﻟﺘﻨﻮﻳﻊ اﻟﺘﻌﺎوﱐ ﺎتﺷﻔﺮة ﻓﺤﺺ اﻟﻜﻔﺎءة ﻣﻨﺨﻔﻀﺔ اﻟﻜﺜﺎﻓﺔ ﳌﺨﻄﻄ  :ﻋﻨﻮان اﻟﺪراﺳﺔ
  إﻋﺎدة اﻹرﺳﺎل اﻷﺗﻮﻣﺎﺗﻴﻜﻲ 
 ﻫﻨﺪﺳﺔ اﺗﺼﺎﻻت   :اﻟﺘﺨﺼﺺ
  2102دﻳﺴﻤﱪ   :ﺗﺎرﻳﺦ اﻟﺪرﺟﺔ اﻟﻌﻠﻤﻴﺔ
 
ﻳﺴﺎﻋﺪ  اﻟﺘﻌﺎوﱐ ﻊﻳاﻟﺘﻨﻮ . اﻟﻼﺳﻠﻜﻴﺔ تاﻻﺗﺼﺎﻻ ﻗﻨﻮاتﺗﺸﻮﻳﻪ وﺗﺄﺛﲑات  ﻣﻦ ﻟﻠﺘﺨﻔﻴﻒ ﻊﻳاﻟﺘﻨﻮ  ﺗﻘﻨﻴﺎت ﺗﺴﺘﺨﺪم
 ﻳـــﺘﻢ اﻟﻌﻤـــﻞ، ﻫـــﺬا ﰲ. ﻟﻸﺟﻬـــﺰة اﳉﻮاﻟــﺔ ﳏﻄـــﺎت أو ﻟﻠﻤﺴــﺘﺨﺪﻣﲔ ﻣﺎدﻳـــﺔ ﻫﻮاﺋﻴـــﺎت إﺿــﺎﻓﺔ دونﰲ زﻳــﺎدة ﻛﺴـــﺐ اﻟﺘﻨﻮﻳـــﻊ 
 .ﺋﻴﺴﻲر  ﻛﺈﻃﺎر اﻟﺘﻌﺎوﱐ ﻊﻳاﻟﺘﻨﻮ  اﺳﺘﺨﺪام
 ﻛﺜﺎﻓﺔ ﺔﻣﻨﺨﻔﻀإن اﻟﺮﻣﻮز (. CPCR)ﺷﻔﺮة  إﺿﺎﻓﺔ ﻣﻊ اﳌﺸﻔﺮ اﻟﺘﻌﺎوﱐ ﻊﻳﻟﺘﻨﻮ إﱃ ا اﻟﺘﻌﺎوﱐ ﻊﻳﺘﻨﻮ اﻟ ﺗﻮﺳﻴﻊ ﰎ ﻘﺪﻟ
 ﻣﺘﻜﺎﻣﻠـﺔ ﺗﻜـﻮن أن ﳝﻜـﻦ وﻟـﺬﻟﻚ،. (CPCR)ﻣـﻦ ﺷـﻔﺮة  اﻷﺧﻄﺎء ﺘﺼﺤﻴﺢﻟﺪﻳﻬﺎ ﻗﺪرة أﻓﻀﻞ ﻟ( CDPL)ﺎﻓﻮء ﻜﻓﺤﺺ اﻟﺘ
ﰲ ﺷـﻔﺮة واﻟﺒﺤﺚ ﰲ اﻵوﻧﺔ اﻷﺧﲑة ﰎ اﻟﺘﺤﻘﻴﻖ . ﻊﻳاﻟﺘﻨﻮ  ﻣﻜﺎﺳﺐ ﻟﺰﻳﺎدة اﻟﺘﻌﺎوﱐ ﻊﻳاﻟﺘﻨﻮ ذات  (CDPL)ﺷﻔﺮة  ﳐﻄﻂ ﻣﻊ
 �ـﺞ ﺑﻮاﺳـﻄﺔ اﳌﻮﺳـﻌﺔ (CDPL)ﺷـﻔﺮة  ﺗﺼـﻤﻴﻢ ﺘﻌـﺪﻳﻞﺑ ﻧﻘـﻮم ﺳـﻮف .ﻋﻠـﻰ ﺣـﺪ ﺳـﻮاء (CDPL)ﺷـﻔﺮة و اﳌﻮﺳـﻌﺔ  (CPCR)
ﺷــﻔﺮة  ﻣــﻦ ﺪﻳــﺪاﳉ ﺘﺼــﻤﻴﻢاﻟ ﺑــﲔ ﻧﻘــﺎرن ﺳــﻮف اﻟﻌﻤــﻞ، ﻫــﺬا ﰲ ذﻟــﻚ، ﻋﻠــﻰ ﻋــﻼوةﺑــﻞ و . اﻟﺘﻌــﺎوﱐ ﻊﺳــاﻟﺘﻨﻮ  ﻟﻨﻈــﺎم ﺟﺪﻳــﺪ
 .اﳌﺜﻘﻮﺑﺔ (CDPL)ﺷﻔﺮة  ﺑﺎﺳﺘﺨﺪام اﳌﻮﺳﻊﻣﻊ ﺷﻔﺮة اﻟﺘﻨﻮﻳﻊ اﻟﺘﻌﺎوﱐ  (CDPL)
 ﻣـﻊ اﻹﻧﺘﺎﺟﻴـﺔ ﻛﻔﺎءة زﻳﺎدة ﳝﻜﻦ. ﻛﻤﺎ ﻫﻲ  ﺗﺰال ﻻإﺟﺎﺑﺎت  أي دون اﻟﺘﻌﺎوﱐ ﻊﻳاﻟﺘﻨﻮ  ﺨﻄﻂﳌ اﻹﻧﺘﺎﺟﻴﺔ ﻛﻔﺎءة
اﻹﳚـﺎﰊ و واﻻﻋـﱰاف  ﻋـﱰافﰎ اﻗﱰاح ﺑﺮوﺗﻮﻛﻮل ﺟﺪﻳﺪ ﻟﻼ اﻟﻌﻤﻞ، ﻫﺬا ﰲ. ﳌﺴﺘﺨﺪﻣﲔاﻟﻮﺟﻬﺔ إﱃ  ﻣﻦ ﳏﺪودةإﺟﺎﺑﺎت 
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CHAPTER 1
INTRODUCTION
1.1 Background
1.1.1 Wireless Communications
It has been more than a century since the first use of wireless telegraphy. During
this period, wireless communication have taken many forms in which some has
survived but others have faded away with time. The last decade have seen a rapid
evolution and development of the mobile wireless communication. The challenge
that still hold is to achieve the capacity of the wireless channels that are still
poorly defined. Wireless channels suffer from severe degradation due to fading
and other forms of channel impairments. The current research in this area is
entirely focused on achieving the channel capacity with the best utilization of the
channel bandwidth and available resources.
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1.1.2 Error Correcting Coding
The channel impairments cause errors in the information transmitted over wireless
channels. Error correction coding is applied to detect and correct the errors oc-
curring during transmission and reception by adding some redundant information.
The redundant information is called parity check which validates the integrity of
the data received. The decoding algorithms use this redundant information to
correct the errors to some extent. Every error correcting code has some limita-
tion on its error detection and correction capability. The capability of the code
generally increases with more redundant information. The channel efficiency re-
duces with every single extra parity bit added to the original information. Hence,
the researchers have always been in search for the best codes with optimum error
correction capability within available resources [1]–[3].
The two main types of error correcting codes are block codes and convolutional
codes. Block codes are further divided into two categories, linear and non-linear
block codes. Convolutional codes [4] are different in structure as compared to
block codes. The Viterbi algorithm [5] is used for the decoding of convolutional
codes.
Low-Density Parity-Check Codes
Low-density parity-check (LDPC) codes were invented by Gallager in his Ph.D.
work [6] in 1960. LDPC codes belong to the class of linear block codes. These
codes were ignored due to lack of appropriate hardware in 1960s. A graphical
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representation of LDPC codes was proposed by Tanner [7] in 1981 based on bi-
partite graphs. These codes were rediscovered by MacKay [8], [9] and others [10],
[11] in 1990s. These codes have become more practical due to the advancements
in transistor technology leading to high computational power of the hardware.
These codes have gained attention due to their near-capacity performance.
1.1.3 Diversity
Diversity is one of the techniques to combat channel fading. Diversity has been
under study in different types. Time diversity, frequency diversity and spatial
diversity have gained popularity in wireless communication.
Time Diversity
In time diversity, it is desirable to spread the error in time so that error correction
techniques can be applied on uncorrelated data. The simplest time diversity
scheme is repetition coding in which the data or codeword is retransmitted after
some specific time interval. Interleaving is usually used to spread the error in time
and reduce the correlation of the channel fade [12], [13].
Frequency Diversity
If the data is transmitted over several channels separated in frequency, we call
this form of diversity frequency diversity. More specifically for mobile wireless
channels, the signals received from multipaths are resolved at the receiver to
achieve frequency diversity or multipath diversity [12], [13].
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Spatial Diversity
Spatial diversity, also known as antenna diversity or space diversity, is achieved by
placing multiple antennas at the transmitter (transmit diversity) [14], [15] or at
the receiver (receive diversity) [16] or at both locations (multiple-input multiple-
output systems) [17] separated in space.
Cooperative Diversity Cooperative diversity is a special case of spatial diver-
sity. The mobile terminals are mostly equipped with single transmitting antenna.
However, the antennas of mobile terminals can be shared to create a virtual trans-
mit diversity, called relay diversity or cooperative diversity. The capacity of the
three terminal relay channel was investigated in [18].
Cooperative diversity or user cooperation diversity has been used to achieve
diversity gain using the partners transmitting antennas [19], [20]. If the channel
with one user to the destination is bad, then the channels from other users, called
partners, can be used to send the packet to the destination. The destination
receives multiple packets of the same data from independent channels that may
not be noisy or in deep fade at the same time. The destination provides decoding
by maximal ratio combining on the packets received and thus achieving spatial
diversity gain in simple repetition schemes. In a relay channel, each user acts only
as relay, i.e. it only forwards the data which it receives by employing either detect-
and-forward or amplify-and-forward or estimate-and-forward techniques [21]. In
cooperative communication, each user sends its own data as well as relays the
data of the partner in different time slots. All the users have single transmitting
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antenna but they cooperatively create virtual transmit diversity.
1.2 Literature Survey
Wireless communications face the challenges of channel impairments and fading
that severely degrade the capacity of wireless channels. Numerous spatial diver-
sity techniques have been in use to combat channel impairments and fading. One
such technique is cooperative diversity in which the users or mobile stations co-
operate in a particular scenario to exploit the availability of good channels from
users to base station or destination. In cooperative diversity, generally, the des-
tination receives multiple packets for the same data from independent channels
creating a virtual transmit diversity. Cooperative diversity cannot guarantee er-
ror free transmission, therefore, error control coding techniques are applied in
cooperative scenario. Low-density parity-check (LDPC) codes have been popular
for their capacity-achieving performance. In this work, we will carry out further
investigation on the performance of LDPC codes in cooperative diversity.
1.2.1 LDPC Codes
LDPC codes are classified into two broad categories, regular LDPC codes and
irregular LDPC codes. In regular LDPC codes, both the column weight and the
row weight of the parity-check matrix H are constant. In irregular LDPC codes,
either the column weight or the row weight or both are not constant in H matrix.
Gallager’s work was based on regular LDPC codes design [6], [22]. MacKay pro-
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posed a semi-random construction algorithm for the H matrix of irregular LDPC
codes [8], [9]. Later on, Richardson et. al. [23] proposed an optimized design for
irregular LDPC codes and proved that these codes can approach the Shannon
limit within 0.0045 dB. They introduced the density evolution algorithm for the
optimization of these codes. A survey on the design of LDPC codes was presented
in [24]. A comprehensive literature on the research work done until 2009 on the
various designs of LDPC codes has been published in [3].
The encoding of LDPC codes requires Gauss-Jordan elimination to put the H
matrix in its systematic form. An efficient encoding algorithm was proposed in [25]
by putting the H matrix in lower triangular form and making the conversion to
systematic form with less computations. Other encoding algorithms have been
presented in [26], [27].
LDPC codes are decoded iteratively. Gallager, in his work, proposed a de-
coding algorithm, also known as sum-product algorithm (SPA) in literature. The
log-domain version of SPA, known as log-SPA, replaces multiplications with ad-
ditions, hence making the log-SPA less complex and more numerically stable in
computations than the probability-domain SPA decoder without any performance
degradation. Another variation of the SPA is the reduced complexity min-sum
algorithm [28]. The reduced complexity min-sum decoder has less computational
complexity but suffers from performance degradation [29].
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Rate-Compatible LDPC Codes
Rate-compatible punctured codes were introduced in [30]–[32]. The idea of achiev-
ing higher code rates by puncturing the lower rate mother code for the convolu-
tional codes was investigated in [32]. The effect of puncturing on turbo codes was
investigated in [33]–[35]. Punctured and extended LDPC codes have been investi-
gated in literature to achieve rate compatibility [36]–[41]. Effect of puncturing on
LDPC codes was studied in [38]–[40]. Good puncturing patterns were searched
in [38] for very large block sizes. Random puncturing and intentional puncturing
were compared in [40] for short length block sizes. They showed in their work that
intentional puncturing outperforms random puncturing and there exist punctur-
ing distributions that have near optimum performance for a particular code rate.
However, at higher rates puncturing causes performance loss due to large amount
of erasures inserted at punctured location for soft iterative decoding. Extended
codes were studied in [37], [41].The joint design of rate-compatible LDPC codes
with both extending and puncturing is investigated in [36], [37]. The design of J.
Li et.al. [36] was based on regular LDPC codes whereas M. R. Yazdani et.al. [37]
designed the extended LDPC codes based on irregular design by progressive edge
growth algorithm. The performance of the extended code designed by M. R.
Yazdani et.al. was better than the design of J. Li. et.al.
The joint design of puncturing and extending of regular LDPC codes discussed
in [36] is preferred in ARQ protocols for its rate adaptability and can be used
in cooperative diversity scheme. In this design, the H matrix was extended by
7
padding additional rows and columns leading to lower code rates. The extended
H matrix was designed in such a way that the parity bits for the higher rate code-
word are embedded in the lower rate codeword. The extended H matrix design
presented in [36] suffers performance loss because the padded rows and columns
are very sparse. Due to lesser number of ones in the extended part of H matrix,
the error corrections of codewords is not improved to a greater extent. However,
the complexity in extended codes is marginally decreased because to decode the
higher rate codeword, the decoder only needs the non-extended parity-check ma-
trix. Puncturing is done to achieve higher code rates in their work. Punctured
LDPC codes are decoded with the insertion of erasures at the punctured locations.
1.2.2 Coded Cooperative Diversity
In coded cooperative diversity or cooperation diversity through coding [42], chan-
nel coding is applied jointly with cooperation. The three relay protocols; decode-
and-forward (DF), estimate-and-forward and amplify-and-forward have been dis-
cussed with channel coding in [43]. Coded cooperative diversity with rate-
compatible punctured convolutional (RCPC) codes was introduced in [42], [44].
Turbo codes along with space-time transmission as an extension to coded coop-
erative diversity scheme were studied in [45].
A high diversity gain has been observed using rate-compatible punctured con-
volutional (RCPC) codes in cooperative diversity. In the work of T. E. Hunter
et.al. [42], [44], the data block is converted to a codeword using convolutional
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codes. In the cooperative transmission protocol with two users, the codeword at
each user is broken into two codewords by periodic puncturing patterns introduced
in [32]. Both punctured codewords have the capability of complete information
recovery. The first codeword is broadcasted by the user to its partner and to
the destination. Under good channel condition between the user and the partner,
the first codeword of the user is successfully received by the partner. The second
codeword is then relayed by the partner to the destination. At the destination,
the receiver decodes the first codeword with erasures inserted at punctured loca-
tions. If the codeword is error free, then the second codeword is discarded. If the
codeword is not error free, then the second codeword which is received from an
independent channel, is decoded with erasures inserted at punctured locations.
If the codeword is still not error free, then the two codewords are concatenated
together and jointly decoded. So, the decoding at the receiver is done in three
steps. The channel model used in their work is block fading (very slow fading)
channel.
LDPC-coded Cooperative Diversity
LDPC codes [22] are capacity approaching block codes [9], [23]. The complexity
of LDPC codes lies in iterative decoding of blocks of large size. Due to their good
error correction capabilities, LDPC codes can be used in relay channels [46]–[48]
and cooperative relays [49].
The idea of puncturing the codewords to be used in cooperative diversity
scheme was floated in [44], [42]. The system model discussed in [44], [42] was used
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with punctured LDPC codes by Faisal Zaheer in [50], [51].
Chuxiang Li et. al. used the rate-compatible design of LDPC codes of [37]
to extend the original codeword. They introduced the half-duplex relay protocol
in [49] for a single relay. In half-duplex relay protocol, the transmission is divided
in two time slots. In the first time slot, the destination and the relay received
the packets from the source. This mode of operation is called broadcast mode.
In the second time slot, the destination receives signals from both source and the
relay. This mode of operation is called multiple access (MAC) mode. The code
design for these operations becomes different from the non-cooperative models.
In the broadcast mode, the source transmits an LDPC codeword to both the
relay and the destination. In MAC mode, the relay and the source sends extra
parity bits for the codeword to the destination. In MAC mode, the destination
receives two copies of the extra bits that can be combined optimally by maximal-
ratio-combining (MRC). The codeword is decoded by successive decoding at the
destination. The codeword received in the broadcast mode is decoded first. If
the codeword is not error free, then it is decoded jointly with extra parity bits
received in the MAC mode. However, in this protocol the extra parity bits of
the extended codeword does not constitute the complete codeword and cannot be
decoded alone to recover the information.
Factor graph decoding approach of [46] was applied on two different relay pro-
tocols for cooperative relay systems in [52] where joint decoding at the receiver
was applied after receiving both packets in two consecutive time slots. The punc-
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turing of LDPC codes for relay channels was also studied in [53] in which they
further investigated full-duplex and half-duplex relays. Moreover, the relay proto-
cols discussed in the work of [46], [49], [53] are dependent on direct link between
source to destination because the information bits within the codeword are sent
on this link.
1.2.3 ARQ-based Cooperative Diversity
Relaying protocols are essential for the spectral efficiency and the throughput of
the cooperative diversity. In [54], relaying protocols were examined in cooperative
network.
Fixed relaying protocol is classified into two categories based on the processing
of the data received at the relay. The first one is the amplify-and-forward protocol
in which the relay amplifies the power of the signal received and forwards it to
the destination. The second fixed relaying protocol is the decode-and-forward
protocol in which the data received at the relay is decoded, re-encoded and then
sent to the destination.
The protocols that adapt to the channel conditions are called selection relaying
protocols. In these protocols, the decision of the relaying is based on the channel
condition between the cooperating users.
Incremental relaying is based on the feedback from the destination. Incremen-
tal relaying is more efficient in the utilization of the channel as compared to fixed
relaying and selection relaying.
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If a packet is not error free at the destination after error correction, then a re-
transmission is requested to the source by a negative acknowledgment via feedback
channel. This retransmission strategy based on the feedback from the destination
is called automatic-repeat-request (ARQ). ARQ is related to the retransmissions
of the source to the destination whereas relaying protocols are related to the co-
operating partner for the exploitation of spatial diversity.
G. Yu et. al. [55] extended the work of [54] to three new protocols for co-
operative ARQ based on transmissions in different time slots. The incremental
relaying protocol in coded cooperative diversity with RCPC codes was analyzed
in [56]. Study on the throughput of cooperative communication with RCPC codes
and punctured LDPC codes based on incremental relaying protocol was further
carried out in [57], [58].
1.3 Thesis Contributions
In this thesis, the following objectives are achieved:
• The design of the extended LDPC codes is modified for cooperative diversity
schemes with a three-step decoding approach. The BER performance of the
proposed design of extended LDPC codes is compared with punctured LDPC
codes over AWGN channel.
• The proposed extended LDPC codes design is compared with punctured
LDPC codes in cooperative diversity scheme. The benchmarks for com-
parison is BER/FER. We have further analyzed and compared encod-
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ing/decoding complexity for the punctured and extended LDPC-coded co-
operative diversity scheme.
• The non-feedback-based extended LDPC-coded cooperative diversity
scheme is extended to two new feedback-based cooperative diversity pro-
tocols. We compare the enhancement in the average throughput of the
feedback-based cooperative diversity with non-feedback-based cooperative
diversity scheme. We also compare the performance of both proposed pro-
tocols on the basis of throughput and FER.
1.4 Thesis Layout
The thesis is organized as follows: In Chapter 2, we revisit the construction of
low-density parity-check matrix for LDPC codes and encoding/decoding of LDPC
codes. We also propose the new modification to extended LDPC codes. Punctured
LDPC codes are also discussed and they are used for comparison with extended
LDPC codes. The BER performance of these codes is investigated in AWGN and
uncorrelated Rayleigh flat fading channels.
In Chapter 3, the modification to the design of extended LDPC codes is inte-
grated with cooperative diversity. We have analyzed the BER and FER perfor-
mance of extended and punctured LDPC codes with different inter-user channel
SNR. We also discuss the encoding/decoding complexity of extended LDPC-coded
cooperative diversity.
In Chapter 4, we propose two new feedback-based coded cooperative diversity
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protocols with extended LDPC codes and analyze the throughout efficiency of
these protocols.
The thesis is concluded with future work in this area in Chapter 5.
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CHAPTER 2
LOW-DENSITY
PARITY-CHECK CODES
2.1 Introduction
In this chapter, we will revisit the LDPC codes in accordance with Tanner graphs
[7] in section 2.2. We will discuss the semi-random construction [8], [9] in section
2.2.2 and encoding of these codes in section 2.3. The probability-domain and
log-domain decoding algorithms for these codes will also be discussed in section
2.4.
Rate-compatible LDPC codes will be constructed by puncturing and extension
in sections 2.5.1 and 2.5.2 respectively. We will propose a modification to extended
LDPC codes in section 2.5.3 which will be useful in cooperative diversity schemes
(to be discussed in Chapter 3). The bit error rate performance of these codes will
be analyzed in AWGN and uncorrelated Rayleigh fading channels in section 2.6.
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2.2 Construction of LDPC Codes
An LDPC code is defined by the parity-check matrix H of size m × n with low
density of ones. A regular LDPC code has a parity-check matrix H with constant
column weight wc and constant row weight wr which are related by wr = wc ×
(n/m) and wc  m for the H matrix to be sparse. The LDPC code design
presented in Gallager work belongs to the class of regular LDPC codes. For
good error correction capability, wc ≥ 3 [22]. An irregular LDPC code has a
parity-check matrix in which both wc and wr are not constant. The irregular
LDPC codes have better error correction capabilities and perform better than the
regular LDPC codes. The optimum design for irregular LDPC codes has been
shown to achieve near-capacity performance [23].
2.2.1 Tanner Graph
A geometrical figure which consists of nodes and edges (lines connecting the nodes)
is called a graph. In a bipartite graph, the set of nodes is divided into two subsets
such that all the edges connect nodes of one subset to the nodes of second subset
and there is no edge connecting the nodes within one subset. The graphical
representation of LDPC codes proposed by Tanner [7] is a bipartite graph which
is useful for the description of decoding algorithms. The two types of nodes in a
Tanner graph are the variable nodes (VNs) and the check nodes (CNs). The code
ensemble is represented by Tanner graph using its H matrix. The edge is drawn
between CN i and VN j whenever hij is 1. For an H matrix of size m× n, there
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are m CNs and n VNs in a Tanner graph. The Tanner graph for the following H
matrix:
H =

1 1 1 1 0 0 0 0 0 0
1 0 0 0 1 1 1 0 0 0
0 1 0 0 1 0 0 1 1 0
0 0 1 0 0 1 0 1 0 1
0 0 0 1 0 0 1 0 1 1

(2.1)
is shown in Fig. 2.1.
0
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VNs
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Figure 2.1: Tanner graph.
A cycle is a closed path in a Tanner graph that begins and ends at the same
node. The length of shortest cycle in a Tanner graph is called girth. A girth
6 cycle is highlighted in Fig. 2.1. The girth 4 cycle, called short cycle, has a
negative impact on the decoding because it reduces the minimum distance dmin
of the code and therefore they are avoided in the construction of H matrix. The
minimum distance dmin of a code is defined as the minimum number of columns
in H matrix that adds to zero in F2. The elimination of short cycle implies that
two 1s in a column do not occur at the same position in any other column. This
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condition is called row-column (RC) constraint.
2.2.2 Semi-Random Construction
Random construction of H matrix is computationally inefficient. Random con-
struction is done by constructing the H matrix of size m×n initially with all zero
entries and then randomly flipping the ‘0’ bits to ‘1’. The random construction
algorithm is unable to construct an exact regular H matrix with all row weights
and column weights constant. The algorithm also cannot guarantee the absence
of short cycles. An algorithm with some constraints is preferred to construct H
matrix with good error correction properties.
A semi-random construction algorithm was proposed by MacKay [8], [9] in
which the H matrix is constructed under some constraints. An efficient algo-
rithm has been presented in [59] known as bit-filling algorithm for semi-random
construction of LDPC codes. The algorithm places the ones in the H matrix
one-by-one and keep on checking the applied conditions. The bit-filling algorithm
has been extended and improved in [60]. This algorithm is computationally fast
but destroys the random property of H matrix to some extent. In MacKay’s al-
gorithm, the RC constraint and constant column weight constraint is applied but
the row weight is kept nearly constant. Additionally, the last n − k columns are
constrained to be invertible. We also attempt to construct the regular H matrix
with an additional constraint of constant row weight in this algorithm. The al-
gorithm for the semi-random construction of regular H matrix of size m × n is
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summarized in Table 2.1.
2.3 Encoding
LDPC codes are defined by their parity-check matrix H with G.HT = O where
G is called the generator matrix and O is an all zero matrix. The H matrix is
put into the systematic form by Gauss-Jordan elimination over F2. The H matrix
is a full rank matrix if the rank of H is equal to the number of rows of H. For a
full rank H matrix, the code rate for the LDPC code constructed is given by:
R = 1− m
n
(2.2)
However, in most of the cases the H matrix constructed is not full rank. The
Gauss-Jordan elimination of the H matrix will result in the following form of H:
H =
P˜T I
O O

m×n
(2.3)
where P˜T is the parity part of size m´× (n− m´) and m´ < m. In this case, we use
the matrix:
H = [ P˜T I ] (2.4)
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Semi-random construction for regular LDPC
1. Create an all zero H matrix of size m× n.
2. Initialize the column number c = 1 where 1 ≤ c ≤ n.
3. Generate a column vector of weight wc with 1’s placed
randomly and insert into column c of H matrix.
4. If row weight of H > wr, then go to step 3.
5. If there is a short cycle, then go to step 3.
6. If conditions 4 & 5 are satisfied, then increment c and
go to step 3.
7. Stop if c = n.
8. H matrix is further constrained so that last m columns
must be invertible in F2.
Table 2.1: Summary of semi-random construction algorithm for regular LDPC
codes [9].
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which is of size m´ × n resulting in a higher code rate. The code rate R for the
LDPC code is then bounded by:
R ≥ 1− m
n
(2.5)
2.4 Decoding
Gallager, in his work [22], [6], proposed an iterative decoding algorithm which has
near optimum performance. This decoding algorithm for LDPC codes is called
sum-product algorithm (SPA). The log-domain version of SPA (log-SPA) is more
numerically stable as compared to probability-domain SPA. The performance of
both decoders is the same. Both algorithms are based on message-passing generic
algorithm. We will discuss both algorithms briefly here.
2.4.1 Probability-domain Sum-Product Algorithm
We need to compute the a posteriori probability (APP) that a given bit in
the transmitted codeword v equals 1 given the received codeword y where
v = [v0 v1 . . . vn−1] and y = [y0 y1 . . . yn−1]. To decode bit vj, we have to compute
APP given by,
Pr(vj = 1|y)
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so that the APP ratio or the likelihood ratio is
l(vj|y) = Pr(vj = 0|y)
Pr(vj = 1|y) . (2.6)
For the additive white Gaussian noise (AWGN) channel and binary phase-shift
keying (BPSK) or antipodal scheme,
yj = xj + nj (2.7)
where xj = −2vj + 1 ∈ {−1,+1} and nj are samples from independent and
identically distributed (i.i.d.) Gaussian noise with zero mean and variance σ2.
The APP of xj = 1 given y is received is
Pr(xj = +1|y) = Pr(y|xj = +1)Pr(xj = +1)
Pr(y)
=
1
1 + exp(−2y/σ2) (2.8)
where we have assumed xj is uniformly distributed with Pr(xj = +1) = Pr(xj =
−1) = 1/2, nj ∼ N (0, σ2) and
Pr(y) =
1
2
Pr(y|xj = +1) + 1
2
Pr(y|xj = −1). (2.9)
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Figure 2.2: CN update for the probability domain decoding.
Similarly,
Pr(xj = −1|y) = Pr(y|xj = −1)Pr(xj = −1)
Pr(y)
=
1
1 + exp(2y/σ2)
. (2.10)
In general,
Pr(xj = x|yj) = 1
1 + exp(−2yjx/σ2) (2.11)
where x ∈ {+1,−1} and yj is the jth received value from the channel.
The sum-product algorithm is based on generic message-passing algorithm. In
the probability-domain decoding, the message passed among the nodes are the
probabilities initialized by Eq. 2.11. The check node i receives the probabilities
from all of its connected neighbors N(i) excluding the message pj→i. Figure 2.2
is an illustration of the message passing for CN update.
For CN update pi→j is given by [22], [3]
pi→j(b) =
1
2
+
(−1)b
2
∏
j′∈N(i)−{j}
(1− 2pj′→i(1)) (2.12)
where N(i) is the set of neighbors of i.
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Figure 2.3: VN update for the probability domain decoding.
Figure 2.3 illustrates the message passing for VN update for VN j. VN j
receives the information from the neighbors of j excluding pi→j and sends it as
pj→i to CN i. The equation for pj→i is given by [22], [3]
pj→i(b) = KjiPr(vj = b|yj)
∏
i′∈N(j)−{i}
(pi′→j(b)) (2.13)
where N(j) is the set of neighbors of VN j and
Pr(vj = b|yj) = Pr(xj = x|yj) (2.14)
with vj ∈ {0, 1} and x ∈ {+1,−1}.
The algorithm is summarized [3] in Table 2.2. The discussion also holds for
Rayleigh fading channels. The Rayleigh fading channel can be modeled as
yj = αjxj + nj (2.15)
where αj are the Rayleigh distributed channel coefficients with unit variance. In
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Probability-domain sum-product algorithm
1. Initialization: For all i, j for which hij = 1, initialize
pj→i(0) = Pr(xj = +1|yj) and pj→i(1) = Pr(xj = −1|yj)
using Eq. 2.11 or 2.16, where yj is the jth received channel
value.
2. CN update: For each b ∈ {0, 1}, update {pi→j(b)} at each
CN using
pi→j(b) =
1
2
+
(−1)b
2
∏
j′∈N(i)−{j}
(1− 2pj′→i(1)).
3. VN update: For each b ∈ {0, 1}, update {pj→i(b)} for each
VN using
pj→i(b) = KjiPr(vj = b|yj)
∏
i′∈N(j)−{i}
(pi′→j(b)),
where the constants Kji are selected to ensure that pj→i(0) +
pj→i(1) = 1.
4. Total probability: For each b ∈ {0, 1}, and for each j =
0, 1, . . . , n− 1, compute
pj(b) = KjPr(cj = b|yj)
∏
i∈N(j)
(pi→j(b)),
where the constants Kj are chosen to ensure that pj(0) +
pj(1) = 1
5. Stopping criteria: For j = 0, 1, . . . , n− 1, set
vˆj =
{
1 if Pj(1) > Pj(0),
0 otherwise
to obtain vˆ. If vˆ HT = 0 or the number of iterations equals
the maximum limit stop; else go to Step 2.
Table 2.2: Summary of the probability-domain sum-product algorithm for the
decoding of LDPC codes [3].
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Figure 2.4: CN update for log-domain decoding.
Figure 2.5: VN update for log-domain decoding.
case of Rayleigh fading channel, the decoder is initialized by
Pr(xj = x|yj) = 1
1 + exp(−2αjyjx/σ2) (2.16)
with the assumption that the perfect channel estimates for αj are known at the
receiver.
2.4.2 Log-domain Sum-Product Algorithm
The log-domain version of SPA is more numerically stable. The message passing
principle for log-domain decoder is the same as probability-domain decoder except
the information passed among the nodes is the log likelihood ratio (LLR). Figure
2.4 and 2.5 illustrates the LLR information passing among the nodes. The LLR
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is the log of the likelihood ratio and is given by
Lj = L(vj|yj) = log
(
Pr(vj = 0|yj)
Pr(vj = 1|yj)
)
(2.17)
For additive white Gaussian (AWGN) channels, let xj = (−1)vj be the jth trans-
mitted binary value. The jth received sample is yj = xj + nj, where the nj are
independent and normally distributed as N (0, σ2). The decoder is initialized by
the following equation
Lj = 2yj/σ
2 (2.18)
The log-domain SPA is summarized [3] in Table 2.3. For the Rayleigh channel,
the decoder is initialized by the following
Lj = 2αjyj/σ
2 (2.19)
2.5 Rate-Compatible LDPC Codes
Rate-compatible codes generate codewords in which the codewords from the high
rate codes are embedded in the low rate codes. They require a single encoder at the
transmitter and a single decoder at the receiver. Rate-compatibility is desired in
many applications such as adaptive coding systems and automatic repeat request
with forward error correction protocols. These codes help to vary the degree
of protection for a particular data block, for example, header of a frame can
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The log-domain sum-product algorithm
1. Initialization: For all j, initialize by Eq. 2.18 or 2.19. For
all i.j for which hij = 1, set Lj→i = Lj.
2. CN update: Compute outgoing CN messages Li→j for each
CN using
Li→j = 2 tanh
−1
 ∏
j′∈N(i)−{j}
tanh
(
1
2
Lj′→i
)
and then transmit to the VNs.
3. VN update: Compute outgoing VN messages Lj→i for each
VN using
Lj→i = Lj +
∑
i′∈N(j)−{i}
Li′→j
and then transmit to the CNs.
4. LLR total: For j = 0, 1, . . . , n− 1 compute
Ltotalj = Lj +
∑
i∈N(j)
Li→j
5. Stopping criteria: For j = 0, 1, . . . , n− 1, set
vˆj =
{
1 if Ltotalj < 0
0 otherwise
to obtain vˆ. If vˆ HT = 0 or the number of iterations equals
the maximum limit stop; else go to Step 2.
Table 2.3: Summary of the log-domain sum-product algorithm for the decoding
of LDPC codes [3].
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be protected with a low rate code while the rest of the frame can be encoded
with a high rate code. The rate-compatibility for convolutional codes, turbo
codes and BCH codes was achieved successfully. LDPC codes have near capacity
performance and can be used with rate-compatibility in practical systems. The
rate-compatible LDPC codes are constructed by puncturing or extension methods.
We will discuss both methods as follows.
2.5.1 Punctured LDPC Codes
Punctured LDPC codes were studied in [38]–[40] to convert the codes from low
rate to high rates. In punctured codes, the bits are punctured according to a
predefined pattern. The puncturing pattern can be random or periodic. The
effect of puncturing pattern on BER performance for infinite block length was
investigated in [38] whereas the puncturing patterns for short block lengths were
studied in [39], [40]. In this work, puncturing is done periodically to achieve
higher rate codes. The code rate for a punctured code is R′ = k/n′ which is
obtained by puncturing the mother code of rate R = k/n. The number of bits
punctured is pbits = n − n′ where n′ is the length of the punctured codeword.
The puncturing period to puncture the mother code is n/pbits. At the decoder,
erasures are inserted at the punctured positions. An erasure is an unbiased value
which is zero in soft decoding.
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2.5.2 Extended LDPC Codes
Extended LDPC codes were introduced in [36], [37], [41] to achieve lower rate codes
from high rate codes. The design of extended codes proposed in [36], [37], [41] is
also capable of embedding higher rate codewords in lower rate codewords. The
study conducted in [36] was limited to regular LDPC codes but it was extended
to irregular codes in [37], [41].
We will briefly discuss the design of [36]. The extended H matrix is designed
according to the following definitions of matrices
H2 =
H1 O
A B

m′×n′
(2.20)
where H1 is the matrix of dimensions m×n for the mother code of rate R = k/n.
To extend the code rate to R′ = k/n′, the extra parity bits in the extended
codewords will be ebits = n
′−n where n′ is the size of extended codeword for rate
R′. The O matrix is an all zero matrix of size k × ebits or k × (n′ − n). The A
matrix is a very sparse matrix of size (n′−n)×n with at least one 1 in each row.
The B matrix has dimensions (n′ − n)× (n′ − n) with column weight 3.
The systematic form of H1 matrix is
H1 =
[
PT1 In−k
]
m×n
(2.21)
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and for H2 matrix
H2 =
 PT1
PT2
In′−k

m′×n′
(2.22)
The O matrix ensures that the higher rate codewords are embedded in extended
lower rate codewords by keeping the integrity of PT1 . The generator matrix for
H1 and H2 becomes
G1 =
[
Ik P1
]
k×n
(2.23)
and
G2 =
[
Ik P1 P2
]
k×n′
(2.24)
respectively, where P1 has dimensions k×(n−k) and P2 has dimensions k×(n′−n).
The codewords are generated using G1 and G2 with identical n bits.
2.5.3 Modification to Extended LDPC Codes
We propose a novel modification to the extended LDPC codes. The main objec-
tive of this modification is to create codewords of equal lengths from H matrices
of different dimensions while keeping the integrity of information bits in the code-
words. The usefulness of this modification will become more evident in Chapter
3 where we will apply this modification to cooperative diversity scheme.
As discussed in section 2.5.2, the codewords generated from G1 and G2 have
unequal lengths, that is, n and n′ (n′ 6= n) respectively. We modify the codeword
generated by G2 to length n and investigate the effect of this modification on
BER performance. The codeword v1 is generated by using the generator matrix
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obtained from H1. Using Equation (2.23), v1 takes the following form
v1 = [i p1]1×n (2.25)
where i is the information part and p is the parity part in the codeword v1. The
second codeword is generated by the generator matrix G2 mentioned in Equation
(2.24), in the following form. We call this codeword v3.
v3 = [i p1 p2]1×n′ (2.26)
where p1 is the same parity part as in v1 and p2 is the extended parity part. The
codeword v3 has length n
′ where n′ > n. The codeword v3 is modified to generate
a codeword of length n. We call this codeword v2.
v2 = [i p2]1×n. (2.27)
The modification to extended LDPC codes is summarized below.
We will analyze the BER performance of the three codewords v1, v2 and
v3. At the receiver, the codeword v1 is decoded using H1. The codeword v2 is
decoded using H2 matrix with erasures inserted equal to the length of p1 to make
the codeword of length n′. The same information i can be recovered from the
codeword v3 that is formed by the concatenation of v1 and v2 and decoding it
jointly using H2. The decoding is summarized below.
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Encoding
Codeword v1 generated by H1i
p1︸ ︷︷ ︸
n
Codeword v3 generated by H2i
p1 p2︸ ︷︷ ︸
n′
Eliminate p1 from v1i
p1 p2︸ ︷︷ ︸
Eliminate p1
Codeword v2 generated from v3i
p2︸ ︷︷ ︸
n
Decoding
Codeword v1 decoded by [H1]m×ni
p1︸ ︷︷ ︸
n
Codeword v2 decoded by [H2]m′×n′i erasures
p2︸ ︷︷ ︸
n′
Codeword v3 decoded by [H2]m′×n′i
p1 p2︸ ︷︷ ︸
n′
2.6 Simulation Results and Discussion
We assume antipodal schemes for all simulations. Figure 2.6 shows the BER
performance of a (3,6) regular code over AWGN channel. The noise variance is
given by σ2 = 1/(2R × (Eb/N0)) [61] for AWGN channels. The coding gain for
the (3,6) regular code with block length n = 504 is approximately 4.4 dB at a
bit-error probability of 10−3 for the AWGN channel.
Figure 2.7 shows the BER performance of the (3,6) regular code over uncorre-
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lated Rayleigh fading channel. A coding gain of approximately 18 dB can be seen
at a bit-error probability of 10−3 for a (3,6) regular code of block length n = 512
over uncorrelated Rayleigh fading channel. The average received SNR per bit for
the Rayleigh fading channel is ρb = Eb/N0×E(α2) where α is Rayleigh distributed
channel coefficient [61].
Figure 2.8 shows the effect of SPA decoder iterations. The codewords converge
at nearly 100 iterations. Figure 2.9 and 2.10 show the effect of block length on
BER with three different block sizes of n = 512, 1024, 2048 over AWGN chan-
nel and uncorrelated Rayleigh fading channel respectively. The performance of
LDPC codes improves with the increase in the size of the block length because
the minimum distance of and LDPC code is a function of block length.
For puncturing of LDPC codes, we choose the (3,6) regular mother code of
R = 1/2 and block length n = 2048. The number of bits punctured from the
mother code are 128, 256, 512 to obtain the codes with higher rates 8/15, 8/14,
8/12 respectively. The BER performance of these codes over AWGN channel is
shown in Figure 2.11. Since the comparison is made between LDPC codes only,
therefore, we assume σ2 = 1/(2× (Es/N0)) for Figure 2.11 and onwards.
For extended codes, we choose a mother code of rate 1/2 of block length
n = 1024. This code is extended to rates 8/18, 8/20, 8/22, 8/24 with ebits =
64, 128, 384, 512 respectively. Figure 2.12 shows the BER performance for these
extended LDPC codes over AWGN channel with σ2 = 1/(2× (Es/N0)). The BER
improves with the addition of extra parity bits. With the addition of extra bits,
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the H matrix size is also increased resulting in better BER performance.
Figure 2.13 shows a useful comparison between punctured and extended LDPC
codes. An attempt has been made to construct code rate 8/24 both by puncturing
and extension while keeping the number of information bits, k = 512, constant
for all code rates. A regular (3,6) code of rate 8/16 has been extended to 8/24
whereas a regular code of rate 8/32 has been punctured to get a code rate of
8/24. An unaltered regular code of rate 8/24 has also been simulated and plotted
for comparison. The BER performance of these codes show that the 8/24 code
obtained by extension performs better than the 8/24 code obtained by puncturing.
The unaltered 8/24 code performs better than both the codes, either obtained by
puncturing or extension. The low rate extended codes obtained by extension of
a mother code performs better than the codes obtained by puncturing. In this
work, we have presented only one mother code for this comparison, however, this
is true for any mother code. For more detailed discussion, the reader is referred
to [36], [62].
We compare the modification to extended LDPC codes discussed in section
2.5.3 with punctured LDPC codes. For this comparison, we keep the information
bits and codeword lengths transmitted over the channel to be constant. A regular
code P-3 with k = 512 and n = 2048 is constructed. This code is punctured
periodically to obtain two codewords of length 1024. We call these two codes as
P-1 and P-2. For the modified extended LDPC codes, we define three codes E-1,
E-2 and E-3 for the codewords v1, v2 and v3 (section 2.5.3) respectively. The code
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Information bits Codeword length Size of H matrix
Code P-1 512 1024 1536× 2048
Code P-2 512 1024 1536× 2048
Code P-3 512 2048 1536× 2048
Code E-1 512 1024 512× 1024
Code E-2 512 1024 1024× 1536
Code E-3 512 1536 1024× 1536
Table 2.4: Description for codes P-1, P-2, P-3, E-1, E-2 and E-3.
E-1 and E-2 has k = 512 and n = 1024 and are obtained according to Equations
(2.25) and (2.27). The code E-3 is obtained according to Equation (2.26) with
codeword length 1536. Further details related to codeword lengths and size of H
matrices used for encoding and decoding of these codes have been tabulated in
Table 2.4. The simulation results for these codes are shown in Figure 2.14. The
codes P-1 and P-2 are rate 1/2 codes obtained by puncturing the mother code
of rate 1/4, therefore, they have almost the same BER performance. Code P-3
is obtained by the concatenation of codewords of P-1 and P-2, resulting in an
overall code rate of 1/4 and have much better performance than both P-1 and
P-2. The code E-1 performs approximately 1.5 dB better than code E-2 at a
BER of 10−3 over AWGN channel. The code E-2 is decoded by H2 (Equation
2.20) with erasure insertion which causes the performance loss. The code E-3 is
constructed by the concatenation of the codewords of E-1 and E-2. The code E-3
performs approximately 0.4 dB worse than code P-3. This performance loss is
the result of forcing the zero in the upper right part of H2 (Equation 2.20) which
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alters the random properties of H matrix. The code P-3 has the best performance
among all these codes because it is decoded on random matrix of size 1536×2048.
The usefulness of this modification to extended codes will become more evident
in Chapter 3.
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Figure 2.6: BER performance of (3,6) regular code of block length 504 over AWGN
channel.
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Figure 2.7: BER performance of (3,6) regular code of block length 512 over un-
correlated Rayleigh channel.
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Figure 2.8: Effect of decoder iterations on BER performance of (3,6) regular code
of block length n = 2048 over AWGN channel.
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Figure 2.9: Effect of block length on BER performance of (3,6) regular code over
AWGN channel.
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Figure 2.10: Effect of block length on BER performance of (3,6) regular code over
uncorrelated Rayleigh fading channel.
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Figure 2.11: Effect of puncturing on regular (3,6) mother code of rate 8/16 and
information block length k = 1024 over AWGN channel. Code rates obtained
after puncturing are 8/15, 8/14 and 8/12.
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Figure 2.12: BER performance of extended codes. Regular (3,6) mother code of
rate of R = 8/16 with extension to 8/18, 8/20, 8/22 and 8/24 over AWGN channel.
Information length k = 512.
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Mother Code R = 8/32
Mother Code R = 8/16
Extended R = 8/18
Extended R = 8/20
Extended R = 8/22
Extended R = 8/24
Original R = 8/24
Figure 2.13: BER performance of extended and punctured codes over AWGN
channel. Information length k = 512 for all code rates. Regular (3,6) mother
code of rate of R = 8/16 with extension to 8/18, 8/20, 8/22 and 8/24. Regular
mother code of rate of R = 8/32 punctured to get code rates 8/30, 8/28 and 8/24.
Unaltered (original) regular code of rate 8/24 for comparison.
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Figure 2.14: BER performance of punctured codes P-1, P-2, P-3 and extended
codes E-1, E-2, E-3 over AWGN channel. Information length k = 512 for all
codes. Codeword length is 1024 for codes P-1, P-2, E-1, E-2. Codeword length
for P-3 is 2048. Codeword length for E-3 is 1536.
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2.7 Conclusion
LDPC codes are capacity-achieving block codes. LDPC codes with good error
correction capability are obtained by semi-random construction of H matrix. The
BER performance of LDPC codes improves with larger block sizes. The decoding
of LDPC codes almost converges with 100 decoder iterations of SPA.
Rate-compatible LDPC codes are constructed by puncturing and extension.
Puncturing was done to construct high rate codes from a low rate mother code
whereas extension method was used to construct low rate codes from a high rate
mother code. The codes constructed by extension have better performance than
punctured codes over AWGN channels.
We proposed a modification to the extended LDPC codes and compared it with
punctured LDPC codes. The BER comparison of this modification to extended
LDPC codes with punctured LDPC codes shows that the extended LDPC codes
outperforms the punctured LDPC codes while keeping the codeword length same
for both codes.
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CHAPTER 3
COOPERATIVE DIVERSITY
WITH LDPC CODES
3.1 Introduction
Cooperative diversity is a form of space diversity which exploits the space diversity
by using a collection of distributed antennas belonging to different terminals.
Earlier work on cooperative diversity was proposed in [19], [20]. Later on, efficient
protocols and outage behavior was analyzed in [54], [63], [64]. An overview on
cooperative diversity has been published in [21]. Figure 3.1 shows an illustration
for cooperative diversity with three terminals. T1 and T2 can be two users or mobile
stations whereas T3 can be the destination or base station. For time-division
systems, we assume half duplex operation for all terminals, i.e. no terminal can
transmit or receive at the same time.
This chapter is organized as follows: In section 3.2, the system model for
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T1
T2
T3
 T1
 T2
Figure 3.1: Cooperative diversity with three terminals.
the coded cooperative diversity will be discussed. Coded cooperative diversity
with punctured LDPC codes is discussed in section 3.3.1. The modified extended
codes proposed in section 2.5.3 are integrated in cooperative diversity scheme in
3.3.2. We compare the complexity for punctured and extended LDPC codes in
cooperative diversity in section 3.3.3. The chapter is concluded with simulation
results and discussion of LDPC coded cooperative diversity in slow fading (block
fading) channels.
3.2 System Model for Coded Cooperative Di-
versity
We assume a time-division based (TDMA) system in which time slots are reserved
for each transmitting terminal or user Tu where u ∈ {1, 2}. The same system
model can be extended to any system with orthogonal channels. Each user encodes
its data into a codeword N . The codeword N is divided into weaker codewords
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denoted by Nr where r ∈ {1, 2}. Each user requires two time slots to transmit the
codeword N . The first time slot for each user is reserved for its own first codeword
NTu1 . T1 transmits in its first time slot acting as a source S. This codeword N
T1
1
is received by the destination and the second user T2. Similarly, user T2 sends
its own codeword NT21 in its first time slot. Each user and destination attempt
to decode the transmission received and check its integrity by cyclic redundancy
check (CRC). Users do not have the knowledge whether their transmission is
received correctly or not. Therefore, they act independently in their second time
slots. As a result, the transmission in the second time slot by each user can be
divided into four cases. These cases are shown pictorially in Figure 3.2 and the
time frame structure is shown in Table 3.1. In Case 1, both users successfully
Table 3.1: Transmission frame structure.
Case 1
T1 N
T1
1 N
T2
2
T2 N
T2
1 N
T1
2
Case 2
T1 N
T1
1 N
T1
2
T2 N
T2
1 N
T2
2
Case 3
T1 N
T1
1 N
T1
2
T2 N
T2
1 N
T1
2
Case 4
T1 N
T1
1 N
T2
2
T2 N
T2
1 N
T2
2
decode the codewords received from their partners. Each user will re-encode the
data into the second codeword and send it to the destination. In this case both
users are cooperating. In Case 2, both users fail to decode the transmission by
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Case 1 Case 2
Case 3 Case 4
 T1 Information
 T2 Information
Figure 3.2: Four cooperative diversity cases based on transmission in second time
slot of each user.
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their partners. Therefore, they will continue to send there own second codewords
leading to the no cooperation mode. In Case 3, T1 fails to decode the transmission
from T2 while T2 successfully decodes the transmission of T1. In this case, both
users will transmit the second codeword for T1, i.e., N
T1
2 . In Case 4, T2 fails to
decode the transmission from T1 while T1 successfully decodes the transmission
from T2. In this case, both users will transmit the codeword N
T2
2 for T2.
The baseband-equivalent discrete-time system model for the source to the relay
channel can be modeled as
yR[n] = αS,R xS[n] + ηR[n] (3.1)
whereas, the channel model from source to destination is given by
yD[n] = αS,D xS[n] + ηD[n] (3.2)
Assuming the total time equal to N for the two users to transmit two codewords
(N1 and N2), the four time slots can be differentiated as follow:
• First odd time slot: S = T1, R = T2, xs = NT11 , n = 1, . . . ,N/4
• Second odd time slot: S = T1, R = T2, xs ∈ {NT12 , NT22 }, n = N/2 +
1, . . . , 3N/4
• First even time slot: S = T2, R = T1, xs = NT21 , n = N/4 + 1, . . . ,N/2
• Second even time slot: S = T2, R = T1, xs ∈ {NT12 , NT22 }, n = 3N/4 +
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1, . . . ,N
with the destination D = T3, N is the total duration of one frame for the trans-
mission of two codewords by both users, the channel coefficients α are Rayleigh
distributed and η ∼ N (0, σ2). The odd time slots are reserved for T1 whereas the
even time slots are reserved for T2.
At the destination T3, each user’s first codeword is decoded, if CRC fails, then
the second codeword is decoded. If both fails, then the two packets are combined
and decoded jointly. We call this decoding process three-step decoding. In Case
3 and Case 4, the same codewords received are combined optimally by maximal
ratio combiner (MRC). The level of cooperation is defined as the ratio of the
codeword bits sent by the partner to the total number of bits in the codeword
N2/N .
We will assume the channel to be the block fading channel [65], [66] which is
modeled as follows
yij = αixij + ηij (3.3)
where i = 1, 2, . . . ,M and j = 1, 2, . . . , h and each codeword is divided into M
blocks and each block is h bits long. This is also a discrete-time channel model
in which we have dropped the index n for simplicity. Therefore, the total length
of the codeword is M × h. The channel coefficients αi are i.i.d with Rayleigh
distribution for every block and nij ∼ N (0, σ2). For the special case of M = 1,
the channel coefficient α remains constant for complete codeword.
We also assume that all terminals are perfectly synchronized with each other.
53
Moreover, all the channel estimates are perfectly known at the receiving terminals.
3.3 Cooperative Diversity with LDPC codes
In this section, the design of LDPC codes in cooperative diversity will be dis-
cussed. The punctured LDPC codes in cooperative diversity will be used for
comparison with extended LDPC codes. We will integrate the extended LDPC
codes in cooperative diversity with three-step decoding.
3.3.1 Cooperative Diversity with Punctured LDPC Codes
The LDPC codes are punctured to generate two weaker codewords. In the co-
operative diversity framework, the codeword N is generated by an overall code
rate k/n parity-check matrix and punctured periodically to generate two weaker
codewords N1 and N2. Each of N1 and N2 can be decoded alone as a complete
codeword. At the decoder, erasures are inserted at the punctured locations. At
the destination, three-step decoding is applied. The codeword N1 is decoded in
the first step of decoding with erasures at the punctured locations. If CRC for the
codeword fails, then N2 is decoded with erasures at the punctured locations. If
both N1 and N2 are irrecoverable, then N1 and N2 are concatenated and decoded
jointly. The concatenation is similar to interleaving the two codewords together.
This interleaving effect increases the diversity gain.
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3.3.2 Cooperative Diversity with Extended LDPC Codes
We use the design of extended LDPC codes discussed in section 2.5.3 in the
cooperative diversity framework to achieve three-step decoding at the receiver.
(A part of this work has been published in [67].) The codeword N1 is generated
by using the generator matrix obtained from H1 of dimensions m× n leading to
a high code rate R = k/n. Using Eq. 2.23, N1 takes the following form
N1 = [i p1]1×n (3.4)
where i is the information part and p is the parity part in the codeword N1. The
second codeword N is generated by the generator matrix G2 mentioned in Eq.
2.24, in the following form
N = [i p1 p2]1×n′ (3.5)
where p1 is the same parity part as in N1 and p2 is the extended parity part.
This second codeword has a low code rate of R′ = k/n′ where n′ is the size of
this extended codeword N . The codeword N1 is embedded in codeword N . The
codeword N is further modified to generate a codeword N2 of length n. The
second codeword is transmitted in the following format
N2 = [i p2]1×n (3.6)
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which makes the length of the codeword N2 equal to n. The generation of code-
words N1 and N2 is summarized below.
Encoding
Codeword N1 generated by H1i
p1︸ ︷︷ ︸
n
Codeword N ′2 generated by H2i
p1 p2︸ ︷︷ ︸
n′
Eliminate p1 from N
′
2
i p1 p2︸ ︷︷ ︸
Eliminate p1
Codeword N2 generated from N
′
2
i p2︸ ︷︷ ︸
n
At the receiver, in the first step N1 is decoded using H1 of dimension m× n.
If the codeword is not successfully recovered in the first step, then the codeword
is decoded using H2 matrix of size m
′ × n′ with erasures inserted at p1 of N2.
If the decoding fails in first two steps, then the codeword is concatenated and
decoded on matrix H2 to recover the codeword N . The three-step decoding at
the destination is summarized below.
The first step of decoding is done to decode the direct transmission from a user
to destination. The second step of decoding is required to decode transmission
from the relay to destination in cooperative behavior. Suppose, we have a large
number of bits in error after the first step of decoding and there are no errors
after the second step of decoding. If we skip step two and go directly to step
three which is the joint decoding of both codewords, then we cannot guarantee
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Decoding
Codeword N1 decoded by [H1]m×ni
p1︸ ︷︷ ︸
n
Codeword N2 decoded by [H2]m′×n′i erasures
p2︸ ︷︷ ︸
n′
Codeword N decoded by [H2]m′×n′i
p1 p2︸ ︷︷ ︸
n′
zero errors after decoding. The reason is that we cannot recover the information
without errors because of the biased behavior of first codeword. That is why,
we decode the second codeword with erasures which are unbiased values. Also,
the decoding is done successively which means that if the destination receives the
packet without errors at any step of decoding, then it skips the next steps. This
is depicted in Figure 3.10.
3.3.3 Complexity Comparison
We assume an overall code rate of k/n for punctured codes as reference for com-
plexity analysis. The punctured codes are decoded on H matrix of size (n−k)×n.
The approximate complexity in encoding for punctured and extended LDPC codes
in cooperative diversity is presented in Table 3.2. The encoding complexity for
extended codes is reduced by half for codeword N1 as compared to punctured
LDPC codes case. The decoding complexity using SPA for both the punctured
and extended LDPC codes cases is mentioned in Table 3.3. The products and
additions are found approximately for one iteration. The decoding is done in
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Table 3.2: Comparison of encoding complexity between punctured and extended
LDPC coded cooperative diversity.
AND XOR
Punctured LDPC
N1 nk n(k − 1)
N2 nk n(k − 1)
Extended LDPC
N1
n
2
k n
2
(k − 1)
N2
3n
4
k 3n
4
(k − 1)
Table 3.3: Comparison of decoding complexity between punctured and extended
LDPC coded cooperative diversity (approximated for one decoder iteration.)
Products Additions
Punctured LDPC
N1 (n− k)(wr − 2) nwc
N2 (n− k)(wr − 2) nwc
N (n− k)(wr − 2) nwc
Extended LDPC
N1 (
n
2
− k)(wr − 2) n2wc
N2 (
3n
4
− k)(wr − 2) 3n4 wc
N (3n
4
− k)(wr − 2) 3n4 wc
3 steps, therefore, all three cases for N1, N2 and N are shown. The decoding
complexity remains the same for the punctured codes because the codewords are
decoded on the same H matrix. For the extended codes, the decoding complexity
for N1 is reduced by almost half as compared to punctured codes because it is de-
coded on H1 whereas the decoding complexity for N2 and combined codeword N
is the same because N2 is decoded with erasure insertion and both are decoded on
H2 matrix of same size but still they have less complexity than punctured codes.
Therefore, extended LDPC codes has less complexity as compared to punctured
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LDPC codes. (A part of this work has been published in [68].)
3.4 Simulation Results and Discussion
All of these simulation results have been plotted as BER versus the channel SNR.
The plots with BER versus information bit SNR will be identical with a shift
of 10logR dB. We assume very slow fading (block fading) channel in which the
channel coefficient remains constant for the transmission of two time slots for each
user. The BER for various values of inter-user channel SNR have been plotted.
The level of cooperation is 50% in all simulation results.
Figures 3.3 and 3.4 show the BER and FER of punctured LDPC codes with
cooperative diversity, respectively. The information bits were 512 and the length
of the codewords N1 and N2 was 1024. The codewords were decoded on H matrix
of size 1536×2048. The inter-user channel is the same in both directions, i.e., the
channel coefficient from user 1 to user 2 αT1,T2 is equal to the channel coefficient
from user 2 to user 1 αT2,T1 . The perfect inter-user channel shows the diversity
gain achieved through coded cooperation. At a BER of 10−3, a gain of 10 dB has
been achieved with punctured LDPC codes with perfect inter-user channel versus
poor inter-user channel. The performance curves for BER for 0 dB, 10 dB and 20
dB have also been plotted in the same figures. There is a significant improvement
in BER with an increase in inter-user channel SNR.
The BER and FER performance curves for the extended LDPC coded cooper-
ative diversity is shown in Figures 3.5 and 3.6, respectively. The information block
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size k = 512 is the same for both punctured and LDPC codes and the codewords
N1 and N2 transmitted are also of same length equal to 1024 for fair comparison.
The extended codes are decoded on H1 of size 512×1024 for the first step and H2
of size 1024× 1536 for the next two steps of decoding. The gain is also 10 dB for
the perfect inter-user channel as compared to the worse inter-user channel. The
performance curves for BER for 0 dB, 10 dB and 20 dB have also been plotted in
the same figures.
Figure 3.7 shows a comparison of punctured and extended LDPC codes for the
10 dB inter-user channel. The extended LDPC codes perform better at very low
SNR as compared to punctured LDPC codes in cooperative diversity. However,
the error rate for punctured LDPC codes reduces as compared to extended LDPC
codes at higher SNR at the destination. The punctured LDPC codes performs
better than extended LDPC codes in cooperative diversity by 1.7 dB at a BER of
10−3. This result requires some explanation. The combined codeword is decoded
on H2 of size 1024 × 1536 in extended codes whereas the combined codeword
is decoded on H matrix of size 1536 × 2048. There is always a better chance
of codeword recovery by using H matrix of larger size for decoding. Therefore,
punctured LDPC codes performs better as compared to extended LDPC codes in
cooperative diversity. However, (based on the discussion in section 3.3.3) punc-
tured LDPC codes have higher encoding and decoding complexity as compared to
extended LDPC codes. Therefore, there is a trade-off between error performance
and encoding/decoding complexity between punctured and extended LDPC codes
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in cooperative diversity.
The results discussed so far has same inter-user channel. In Figure 3.8, BER
performance has been shown for the extended LDPC codes for same inter-user
channel as well as mutually independent channel. The channel coefficient for user
1 to user 2 is independent from the channel coefficient for user 2 to user 1, i.e.,
αT1,T2 6= αT2,T1 . The BER performance curves show that the error rate is less
for mutually independent inter-user channel. For the no cooperation scenario, the
BER performance will be the same because only Case 2 (Table 3.1) is dominating.
Similarly, for the perfect inter-user channel, the BER performance will also be the
same because Case 1 (Table 3.1) is dominating. However, at a BER of 10−3 with
10 dB inter-user channel SNR, the BER performance with mutually independent
inter-user channel is better than same or reciprocal inter-user channel by almost
1 dB. With the same inter-user channel, Case 1 and Case 2 are dominant (Table
3.1). However, with mutually independent inter-user channel, Case 3 and Case 4
are dominant (Table 3.1). In Case 3 and Case 4, there are three codewords for
one user’s data and these three codewords have unaltered information bits. By
combining these three codes, a diversity gain is achieved which results in better
performance with low error rate.
In Figure 3.9, BER versus user 2 SNR at base station has been plotted. The
inter-user channel is mutually independent. The user 1 channel SNR at base
station is constant at 5 dB, i.e., the channel between user 1 and destination is a
static channel. The user 2 SNR at the base station is varying from 0 dB to 20
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dB. This figure shows the BER for user 2. The error rate for user 2 reduces as
the inter-user channel SNR improves. This result shows that there is significant
reduction in error-rate for a particular user when its partner is in static condition
which is the result of the gain achieved by cooperative diversity.
62
0 2 4 6 8 10 12 14 16 18 20
10−6
10−5
10−4
10−3
10−2
10−1
Average Received SNR at Base Station (both users equal) (dB)
B
ER
 
 
No cooperation
Perfect inter user channel
20dB inter user channel
10dB inter user channel
0dB inter user channel
Figure 3.3: Cooperative diversity with punctured LDPC codes (BER). Informa-
tion bits = 512, 50% cooperation, both users equal SNR, very slow fading (block
fading) channel, same inter-user channel.
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Figure 3.4: Cooperative diversity with punctured LDPC codes (FER). Informa-
tion bits = 512, 50% cooperation, both users equal SNR, very slow fading (block
fading) channel, same inter-user channel.
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Figure 3.5: Cooperative diversity with extended LDPC codes (BER). Information
bits = 512, 50% cooperation, both users equal SNR, very slow fading (block
fading) channel, same inter-user channel.
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Figure 3.6: Cooperative diversity with extended LDPC codes (FER). Information
bits = 512, 50% cooperation, both users equal SNR, very slow fading (block
fading) channel, same inter-user channel.
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Figure 3.7: Cooperative diversity with punctured and extended LDPC codes
(BER). Information bits = 512, 50% cooperation, both users equal SNR, very slow
fading (block fading) channel, inter-user channel 10 dB, same inter-user channel.
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Figure 3.8: A bit error rate comparison with mutually independent channel and
same inter-user channel in cooperative diversity with extended LDPC codes. In-
formation bits = 512, 50% cooperation, both users equal SNR, very slow fading
(block fading) channel.
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Figure 3.9: Bit error rate for user 2 in cooperative diversity with extended LDPC
codes keeping the user 1 channel to destination static at 5 dB. Information bits
= 512, 50% cooperation, user 2 SNR varying from 0 to 20 dB, very slow fading
(block fading) channel.
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Figure 3.10: Effect of skipping the second step of decoding on BER. Cooperative
diversity with extended LDPC codes (BER). Information bits = 512, 50% coop-
eration, both users equal SNR, very slow fading (block fading) channel, same and
perfect inter-user channel.
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3.5 Conclusion
We successfully integrated the proposed modification to the extended LDPC coded
into cooperative diversity scheme. The decoding at the base station was success-
fully done in three steps. The overall performance of extended LDPC codes is
close to punctured LDPC codes in cooperative diversity in terms of BER and
FER over block fading channel. The punctured LDPC codes are slightly better in
BER and FER performance than extended LDPC codes at higher average SNR
at the base station. However, extended LDPC codes have much lower encod-
ing/decoding complexity as compared to punctured LDPC codes in cooperative
diversity scheme.
The extended LDPC codes performance is better with mutually independent
inter-user channel as compared to same or reciprocal inter-user channel. More-
over, with one user to destination channel in static condition, the other user still
performs significantly well over varying channel condition at the destination.
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CHAPTER 4
FEEDBACK-BASED
LDPC-CODED COOPERATIVE
DIVERSITY
4.1 Introduction
The coded cooperative diversity schemes discussed in Chapter 3 have a constant
throughput equal to the overall code rate. The throughput efficiency can be
improved by exploiting the limited feedback from the destination. In this chapter,
we will look into the throughput efficiency of extended LDPC codes. We propose
two new ACK/NACK-based incremental relaying protocol for extended LDPC-
coded cooperative diversity [69], [70].
This chapter is organized as follows: The first new incremental relaying proto-
col (Protocol I) will be introduced in section 4.2. The second protocol (Protocol
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II) is discussed in section 4.3. The simulation results for both proposed protocols
are discussed in section 4.5. Section 4.6 concludes the chapter.
4.2 Proposed Incremental Relaying Protocol I
We propose a novel incremental relaying protocol for LDPC-coded cooperative
diversity. This protocol is a direct extension of the non-feedback-based protocol
to the feedback-based protocol. This incremental relaying protocol is based on
limited feedback from the destination. The feedback from the destination is an
acknowledgement (ACK) if the codeword is received correctly at the destination
or a negative-acknowledgement (NACK) if the codeword contains errors. The
data integrity at the destination is verified by cyclic redundancy check (CRC).
The protocol is designed according to time division based transmission without
loss of generality. It can be extended into frequency division, code division or any
other communication systems with orthogonal channels.
Automatic-repeat-request (ARQ) strategies are related to the source–
destination retransmissions to ensure that the information is delivered to the
destination correctly. The classical ARQ strategies can be extended to coop-
erative ARQ. In this work we will limit the discussion to the feedback provided
for one frame transmission without loss of generality.
The coded cooperative diversity system model discussed in section 3.2 is a
non-feedback-based system and will be used here for comparison purpose. The
second codeword transmission by each user in the non-feedback-based system is
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based on the codewords received by each user in the previous time slot. As a
result, there are four cases for the transmission in the second time slot by each
user. If the transmission in the first time slot for a user is received correctly by
the destination, then there is no need to send the second codeword in the second
time slot for that user.
However, based on limited feedback from the destination, the transmission of
extra codewords can be avoided which will enhance the overall throughput of the
system. We will extend the same non-feedback-based system model (discussed in
section 3.2) to feedback-based LDPC-coded cooperative diversity protocol. We as-
sume 50% cooperation and extended LDPC-coded cooperative diversity discussed
in section 3.3.2. We also assume that the feedback channel is protected with low
rate channel coding and it is error free.
Consider the Case 1 of the non-feedback-based system in which user 1 suc-
cessfully decodes transmission from user 2 and user 2 also successfully decodes
transmission from user 1. The destination also attempts to decode the transmis-
sion in the first time slot from user 1 and user 2. There are further four cases
based on the decoding at the destination. In the first case (we will call it Case
1.1), the codewords sent by both users are correctly decoded at the destination.
The destination broadcasts the positive acknowledgement (ACK) to both users.
Therefore, the second time slot for each user is available for new transmission and
the throughput will be 50% rather 25% as it was in case of non-feedback-based
system. In the second case (Case 1.2), the destination is unable to decode both
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users’ first codewords. In this case, the destination broadcasts a negative acknowl-
edgement (NACK) to both users. Each user sends the second codeword for its
partner. In this case, the throughput is 25%. In the third case (Case 1.3), the
codeword sent by user 1 is negatively acknowledged while the codeword sent by
user 2 is positively acknowledged. The destination broadcasts the NACK of user 1
and ACK of user 2 respectively. There is no need to send the second codeword of
user 2 and therefore leaving the time slot available for a new codeword. However,
the second codeword for user 1 will be sent. Therefore, the throughput in this
case is 33.3%. The fourth case (Case 1.4) is similar to the third one with the role
of user 1 and user 2 interchanged. In this case, the throughput is also 33.3%. The
complete time division based frame structure for Case 1 along with subcases is
illustrated in Table 4.1.
The notation used to explain the feedback-based protocol is as follows:
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T1 : User 1
T2 : User 2
T3 : Destination
NT11 : First codeword sent by T1
NT12 : Second codeword sent by T1
NT21 : First codeword sent by T2
NT22 : Second codeword sent by T2
ACK : Positive acknowledgement broadcasted by T3
NACK : Negative acknowledgement broadcasted by T3⊕
: New codeword or new transmission⊙
: ACK/NACK
— : Transmission not allowed
Similar extension to feedback-based protocol have been made for the remaining
three cases. The remaining cases are self explanatory and are illustrated in Table
4.2, 4.3 and 4.4.
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Table 4.1: Feedback-based transmission frame structure (subcases for Case 1)
with feedback from the destination.
Case 1.1
T1 N
T1
1 — — —
⊕
— — —
T2 — — N
T2
1 — — —
⊕
— 50%
T3 — ACK — ACK —
⊕
—
⊕
Case 1.2
T1 N
T1
1 — — — N
T2
2 — — —
T2 — — N
T2
1 — — — N
T1
2 — 25%
T3 — NACK — NACK —
⊙
—
⊙
Case 1.3
T1 N
T1
1 — — —
⊕
— — —
T2 — — N
T2
1 — — — N
T1
2 — 33.3%
T3 — NACK — ACK —
⊕
—
⊙
Case 1.4
T1 N
T1
1 — — — N
T2
2 — — —
T2 — — N
T2
1 — — —
⊕
— 33.3%
T3 — ACK — NACK —
⊙
—
⊕
Table 4.2: Feedback-based transmission frame structure (subcases for Case 2)
with feedback from the destination.
Case 2.1
T1 N
T1
1 — — —
⊕
— — —
T2 — — N
T2
1 — — —
⊕
— 50%
T3 — ACK — ACK —
⊕
—
⊕
Case 2.2
T1 N
T1
1 — — — N
T1
2 — — —
T2 — — N
T2
1 — — — N
T2
2 — 25%
T3 — NACK — NACK —
⊙
—
⊙
Case 2.3
T1 N
T1
1 — — —
⊕
— — —
T2 — — N
T2
1 — — — N
T2
2 — 33.3%
T3 — ACK — NACK —
⊕
—
⊙
Case 2.4
T1 N
T1
1 — — — N
T1
2 — — —
T2 — — N
T2
1 — — —
⊕
— 33.3%
T3 — NACK — ACK —
⊙
—
⊕
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Table 4.3: Feedback-based transmission frame structure (subcases for Case 3)
with feedback from the destination.
Case 3.1
T1 N
T1
1 — — —
⊕
— — —
T2 — — N
T2
1 — — —
⊕
— 50%
T3 — ACK — ACK —
⊕
—
⊕
Case 3.2
T1 N
T1
1 — — — N
T1
2 — — —
T2 — — N
T2
1 — — — N
T1
2 — 25%
T3 — NACK — NACK —
⊙
—
⊙
Case 3.3
T1 N
T1
1 — — — N
T1
2 — — —
T2 — — N
T2
1 — — — N
T1
2 — 25%
T3 — NACK — ACK —
⊙
—
⊙
Case 3.4
T1 N
T1
1 — — —
⊕
— — —
T2 — — N
T2
1 — — —
⊕
— 50%
T3 — ACK — NACK —
⊕
—
⊕
Table 4.4: Feedback-based transmission frame structure (subcases for Case 4)
with feedback from the destination.
Case 4.1
T1 N
T1
1 — — —
⊕
— — —
T2 — — N
T2
1 — — —
⊕
— 50%
T3 — ACK — ACK —
⊕
—
⊕
Case 4.2
T1 N
T1
1 — — — N
T2
2 — — —
T2 — — N
T2
1 — — — N
T2
2 — 25%
T3 — NACK — NACK —
⊙
—
⊙
Case 4.3
T1 N
T1
1 — — —
⊕
— — —
T2 — — N
T2
1 — — —
⊕
— 50%
T3 — NACK — ACK —
⊕
—
⊕
Case 4.4
T1 N
T1
1 — — — N
T2
2 — — —
T2 — — N
T2
1 — — — N
T2
2 — 25%
T3 — ACK — NACK —
⊙
—
⊙
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4.3 Proposed Incremental Relaying Protocol II
We propose a second incremental protocol [71]. This protocol is also based on
limited feedback from the destination. In Protocol I, the decision of transmission
in the second time slot was taken in two steps. In the first step, the proto-
col decides the Case based on the inter-user transmission. In the second step,
the ACK/NACK received from the destination is analyzed and decision is made
whether the decided packet is required at the destination or not. In Protocol
II, the decision for the second time slot transmission is made by jointly analyzing
the inter-user transmission and ACK/NACK received from the destination for the
first time slot.
We will use the following notation to explain the Protocol II.
u
(1)
1,D : Transmission from user 1 to destination D in time slot 1
u
(1)
2,D : Transmission from user 2 to destination D in time slot 1
u
(1)
1,2 : Transmission from user 1 to user 2 in time slot 1
u
(1)
2,1 : Transmission from user 2 to user 1 in time slot 1
u
(2)
1,D : Transmission from user 1 to user 2 in time slot 2
u
(2)
2,D : Transmission from user 2 to user 1 in time slot 2
d : Don’t care
c : CRC verified or the transmission received correctly
e : CRC failed or the transmission received with errors
new : New transmission
The system model used is the same as discussed in section 3.2. In the first
time slot, each user broadcasts the first codeword N1 which is received by the
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respective partner and destination. The destination decodes NT11 and N
T2
1 and
sends ACK/NACK to the users in the feedback channel. Each user analyzes the
partner transmission and ACK/NACK received by the destination and will make a
decision for transmission in second time slot. In this protocol, we will have 6 Cases
which are illustrated in Table 4.5. The detailed time-domain frame structure with
feedback from destination is shown in Table 4.6.
Table 4.5: Cases for incremental relaying Protocol II
Case u
(1)
1,D u
(1)
2,D u
(1)
1,2 u
(1)
2,1 u
(2)
1,D u
(2)
2,D Throughput
1 ACK ACK d d new new 50%
2 NACK ACK c d NT12 N
T1
2 25%
3 NACK ACK e d NT12 new 33.3%
4 ACK NACK d c NT22 N
T2
2 25%
5 ACK NACK d e new NT22 33.3%
6 NACK NACK d d NT12 N
T2
2 25%
The description of each Case is as follows:
• Case 1: Both users transmission in the first time slot is successfully decoded
at the destination. Therefore, the second time slot is available for a new
transmission for both users.
• Case 2: Destination fails to decode NT11 but successfully decodes NT21 . User
2 successfully decodes NT11 . Therefore, in the second time slot, user 1 will
transmit the second codeword NT12 for his own data whereas user 2 will also
transmit NT12 for his partner (user 1).
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• Case 3: Destination fails to decode NT11 but successfully decodes NT21 . User
2 fails to decode NT11 . Therefore, in the second time time slot, user 1 will
transmit NT12 for his own data whereas user 2 will be sending new data.
• Case 4: Destination successfully decodes NT11 but fails to decode NT22 . This
is similar to Case 2 with the role of both users reversed.
• Case 5: Destination successfully decodes NT11 but fails to decode NT22 . This
is similar to Case 3 with the role of both users reversed.
• Case 6: Destination fails to decode both NT11 and NT21 . Therefore, user 1
will send NT12 and user 2 will send N
T2
2 for their own data.
4.4 Comments on Protocol I and Protocol II
In both protocols, the destination must know which Case has occurred to apply
the decoding correctly. This can be achieved by a small overhead of flag bits.
Protocol I has 16 cases which means it requires a 4-bit flag. Protocol II has 6
cases, therefore, a 3-bit flag is enough to indicate which Case has occurred.
The key difference between both protocols is the transmission in the second
time slot. In Protocol I, the codeword to be transmitted in the second time slot
is chosen based on inter-user reception in the first time slot. Once this decision
has been taken, the feedback from the destination is analyzed whether the second
codeword transmission is required or not. Consider Case 3.2 (Table 4.3) of Pro-
tocol I as an example. Both users are negatively acknowledged by the destination
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Table 4.6: Feedback-based transmission frame structure for Protocol II with feed-
back from the destination.
Case 1
T1 N
T1
1 — — —
⊕
— — —
T2 — — N
T2
1 — — —
⊕
— 50%
T3 — ACK — ACK —
⊙
—
⊙
Case 2
T1 N
T1
1 — — — N
T1
2 — — —
T2 — — N
T2
1 — — — N
T1
2 — 25%
T3 — NACK — ACK —
⊙
—
⊙
Case 3
T1 N
T1
1 — — — N
T1
2 — — —
T2 — — N
T2
1 — — —
⊕
— 33.3%
T3 — NACK — ACK —
⊙
—
⊙
Case 4
T1 N
T1
1 — — — N
T2
2 — — —
T2 — — N
T2
1 — — — N
T2
2 — 25%
T3 — ACK — NACK —
⊙
—
⊙
Case 5
T1 N
T1
1 — — —
⊕
— — —
T2 — — N
T2
1 — — — N
T2
2 — 33.3%
T3 — ACK — NACK —
⊙
—
⊙
Case 6
T1 N
T1
1 — — — N
T1
2 — — —
T2 — — N
T2
1 — — — N
T2
2 — 25%
T3 — NACK — NACK —
⊙
—
⊙
in the first time slot and NT11 was received correctly by T2. The decision is made
that the next codeword that will be transmitted is NT12 which means priority is
given to T1 even if T2 was negatively acknowledged.
Behavior of Protocol II differs from Protocol I in the second time slot trans-
mission. In the second time slot transmission, the priority will be given to each
user’s own data. If a user is negatively acknowledged by the destination then
irrespective of whatever it has received from his partner, it will be transmitting
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its own second codeword. These differences will become more evident and are
discussed further in section 4.5.
4.5 Simulation Results and Discussion
We assume 50% cooperation and extended LDPC-coded cooperative diversity for
both protocols. The inter-user channel is assumed to be mutually independent.
Next, we discuss the simulations results of Protocol I and II respectively.
4.5.1 Protocol I
We will discuss the simulation results for Protocol I. Figure 4.1 shows the average
throughput of the feedback-based protocol. The average throughput for non-
feedback-based protocol is also shown for comparison. The throughput for the
non-feedback system remains constant at 25%. At 20 dB SNR at the base station,
the throughput for feedback-based protocol is 25% higher than the non-feedback-
based protocol.
Figure 4.2 shows the average throughput with different inter-user channel
SNRs. It is clear that there is no effect of inter-user channel SNR on the av-
erage throughput of the feedback-based protocol. Since, we are only exploiting
the limited feedback from the destination, therefore, the average throughput is
only effected by each user to the destination channel. As an example, consider
Case 1.3 (perfect inter-user channel) and Case 2.3 (no cooperation). Both of these
Cases have an overall throughput of 33.3%.
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We try to find out the percentage occurrence of each type of transmission.
The transmission from each user is categorized into three categories: own parity,
partner parity and new transmission. In Figure 4.3, percentage occurrence of
transmission from user 1 versus average received SNR at the base station has been
plotted. Since, both users have equal average SNR at the base station, therefore,
these graphs will be the same for user 2 as well. Figure 4.3 is the case in which
inter-user channel is bad (no cooperation) and both users are not cooperating.
As a result, user 1 will not be transmitting any codeword for its partner (user
2) and the partner parity is zero. At very low average SNR at the base station,
user 1 will be sending its own second codeword (own parity) in its second time
slot based on the feedback from the destination. As the average SNR at he base
station improves, there is no need for second codeword for user 1. As a result,
new transmission increases because of the feedback from the destination.
Figure 4.4 shows the percentage occurrence of each type of transmission for
user 1 with 0 dB inter-user channel. As the inter-user channel SNR improves,
both users start to cooperate and therefore increasing the transmission of partner
parity. Similarly, the partner parity further improves with increase in inter-user
channel SNR as shown in Figure 4.5 in which the inter-user channel SNR is 10 dB.
With perfect inter-user channel (Figure 4.6), each user is sending for its partner
most of the time and its own parity is almost zero, i.e., both users are fully
cooperating. The new transmission by each user is dependent on the channel
condition between user to the destination and the feedback from the destination.
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Therefore, inter-user channel SNR do not effect the new transmission by each
user.
Since, this protocol is a direct extension of non-feedback based system model
in Chapter 3, therefore, the FER performance of Protocol I will be the same as
presented in Figure 3.6 in Chapter 3.
4.5.2 Protocol II
Next we will discuss the simulation results of Protocol II. Figure 4.7 shows the
average throughput of Protocol II. The best throughput of the protocol is achieved
when there is no cooperation (worse inter-user channel) between the two users. As
the inter-user channel improves, there will be more codewords for the respective
partners to send (better cooperation) which will effectively reduce the overall
throughput of the protocol.
Figure 4.8 shows the percentage occurrence of each type of transmission by
user 1. Simulation results for user 2 will be the same as for user 1. This result is
plotted for the worse inter-user channel with no cooperation between the users.
Since, both users are not cooperating, therefore, they will be either sending their
own parity or new codewords of their own.
Figure 4.9 is plotted with 10 dB inter-user channel SNR. As the inter-user
channel improves, we can see that user 1 starts sending the parity (second code-
word) for the partner (user 2) when the user 2 to destination channel is poor.
Figure 4.10 is plotted for perfect inter-user channel (both users fully cooper-
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ating). As the user 2 to destination channel improves, the need for the second
codeword for user 2 reduces (based on feedback from destination). As a result,
there is no need to send second codeword from user 1. That is why the partner
parity plot decays as the destination SNR improves. The new transmission will
be at maximum with good user to destination channel.
In Protocol II, the second time slot transmission has been changed as compared
to Protocol I. Therefore, there will be a difference in the FER of protocol II. Figure
4.11 shows the FER of Protocol II in comparison with non-feedback-based system.
Performance of Protocol II is slightly better than protocol I and non-feedback-
based system. This slight improvement is the result of more cooperation between
the two users at lower destination SNR. At higher SNR at destination, however,
both protocols will perform almost the same.
Lastly, we compare the throughput of Protocol I and Protocol II in Figure
4.12. We mentioned in previous section that Protocol I will not have any effect
on the throughput due to inter-user channel condition. Protocol II has effect of
inter-user channel on the throughput because the decision of second time slot
transmission is taken jointly on inter-user channel reception and feedback from
the destination. However, Protocol II performs the same as Protocol I when there
is no cooperation between the users which is the result as expected.
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Figure 4.1: Protocol I – Average throughput for the ACK/NACK-based extended
LDPC-coded cooperative diversity protocol. Information bits = 512, 50% cooper-
ation, both users equal SNR, very slow fading (block fading) channel and mutually
independent inter-user channel with average SNR equal to 10 dB.
87
−15 −10 −5 0 5 10 15 20 25 30
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0.55
Average Received SNR at Base Station (both users equal) (dB)
A
ve
ra
ge
 T
hr
ou
gh
pu
t
 
 
No cooperation
Perfect interuser channel
10 dB interuser channel
Figure 4.2: Protocol I – Average throughput for the ACK/NACK-based extended
LDPC-coded cooperative diversity protocol. Information bits = 512, 50% cooper-
ation, both users equal SNR, very slow fading (block fading) channel and mutually
independent inter-user channel.
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Figure 4.3: Protocol I – Percentage occurrence of each type of transmission (own
parity, partner parity and new transmission) by user 1 for ACK/NACK based
coded cooperative diversity with extended LDPC codes. Information bits = 512,
50% cooperation, both users equal SNR, very slow fading (block fading) channel,
mutually independent inter-user channel and worse inter-user channel condition
(no cooperation).
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Figure 4.4: Protocol I – Percentage occurrence of each type of transmission (own
parity, partner parity and new transmission) by user 1 for ACK/NACK based
coded cooperative diversity with extended LDPC codes. Information bits = 512,
50% cooperation, both users equal SNR, very slow fading (block fading) channel
and mutually independent inter-user channel with average SNR of 0 dB.
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Figure 4.5: Protocol I – Percentage occurrence of each type of transmission (own
parity, partner parity and new transmission) by user 1 for ACK/NACK based
coded cooperative diversity with extended LDPC codes. Information bits = 512,
50% cooperation, both users equal SNR, very slow fading (block fading) channel
and mutually independent inter-user channel with average SNR of 10 dB.
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Figure 4.6: Protocol I – Percentage occurrence of each type of transmission (own
parity, partner parity and new transmission) by user 1 for ACK/NACK based
coded cooperative diversity with extended LDPC codes. Information bits = 512,
50% cooperation, both users equal SNR, very slow fading (block fading) channel,
mutually independent inter-user channel and perfect inter-user channel condition.
92
−15 −10 −5 0 5 10 15 20 25 30
0.15
0.2
0.25
0.3
0.35
0.4
0.45
0.5
0.55
Average Received SNR at Base Station (both users equal) (dB)
A
ve
ra
ge
 T
hr
ou
gh
pu
t
 
 
10 dB interuser channel
Perfect interuser channel
No cooperation
Figure 4.7: Protocol II – Average throughput for the ACK/NACK-based extended
LDPC-coded cooperative diversity protocol. Information bits = 512, 50% cooper-
ation, both users equal SNR, very slow fading (block fading) channel and mutually
independent inter-user channel.
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Figure 4.8: Protocol II – Percentage occurrence of each type of transmission (own
parity, partner parity and new transmission) by user 1 for ACK/NACK based
coded cooperative diversity with extended LDPC codes. Information bits = 512,
50% cooperation, both users equal SNR, very slow fading (block fading) channel,
mutually independent inter-user channel and worse inter-user channel condition
(no cooperation).
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Figure 4.9: Protocol II – Percentage occurrence of each type of transmission (own
parity, partner parity and new transmission) by user 1 for ACK/NACK based
coded cooperative diversity with extended LDPC codes. Information bits = 512,
50% cooperation, both users equal SNR, very slow fading (block fading) channel
and mutually independent inter-user channel with average SNR of 10 dB.
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Figure 4.10: Protocol II – Percentage occurrence of each type of transmission
(own parity, partner parity and new transmission) by user 1 for ACK/NACK
based coded cooperative diversity with extended LDPC codes. Information bits
= 512, 50% cooperation, both users equal SNR, very slow fading (block fading)
channel, mutually independent inter-user channel and perfect inter-user channel
condition.
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Figure 4.11: Protocol II – Effect on FER of Protocol II. A comparison of coop-
erative diversity with extended LDPC codes (FER) with and without feedback.
Information bits = 512, 50% cooperation, both users equal SNR, very slow fading
(block fading) channel.
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Figure 4.12: Protocol I & II – Average throughput for the ACK/NACK-based
extended LDPC-coded cooperative diversity protocols. Information bits = 512,
50% cooperation, both users equal SNR, very slow fading (block fading) channel
and mutually independent inter-user channel.
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4.6 Conclusion
Two new ACK/NACK-based incremental relaying protocols for LDPC coded
cooperative diversity has been proposed. The protocols outperforms the non-
feedback based LDPC coded cooperative diversity schemes. The throughput of
feedback-based protocols is almost double at higher SNR at the destination as
compared to non-feedback-based protocol. The cooperation in terms of partner
parity or partner codeword increases between users as the inter-user channel con-
dition improves. Protocol I shows better performance in terms of throughput as
compared to Protocol II. However, Protocol II shows slightly improved FER as
compared to Protocol I.
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CHAPTER 5
CONCLUSIONS AND FUTURE
RECOMMENDATIONS
5.1 Conclusions
In this work, we successfully integrated LDPC codes in cooperative diversity.
We proposed a modification to extended LDPC codes. The modified extended
codes have been successfully integrated into cooperative diversity framework. The
performance of punctured LDPC codes is better than modified extended codes
in terms of error-rate at higher channel SNR at the destination. However, the
decoding complexity of punctured LDPC codes is much higher than modified
extended LDPC codes in cooperative diversity. Therefore, there is a trade-off
between error-rate and encoding/decoding complexity for the punctured LDPC
codes and modified extended LDPC codes in cooperative diversity.
We proposed two new ACK/NACK based cooperative diversity protocols. The
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proposed protocols have very high throughput efficiency as compared to non-
acknowledgement based cooperative diversity protocol. The throughout efficiency
for the feedback-based extended LDPC coded cooperative diversity protocols is
almost double at higher SNR at the destination as compared to non-feedback-
based coded cooperative diversity protocol.
5.2 Future Recommendations
This research work can be further extended with the following modifications to
the existing work:
• In this work, regular LDPC codes are used. The same framework can be
extended using extended LDPC codes design with irregular H matrix.
• There exist LDPC codes that are specifically designed for block fading chan-
nels. These codes can enhance the performance of coded cooperative diver-
sity over block fading channels.
• The discussed coded cooperative diversity framework can be further investi-
gated with space-time block codes which can lead into further improvement
in achieving the capacity of the relay channels.
• This work was restricted to two users. However, the same framework can
be generalized to any number of users.
101
REFERENCES
[1] R. H. Morelos-Zaragoza, The Art of Error Correcting Coding, John Wiley &
Sons, 2006.
[2] S. Lin and D. J. Costello, Error Control Coding, Prentice-Hall, Inc., Upper
Saddle River, NJ, USA, 2nd edition, 2004.
[3] W. Ryan and S. Lin, Channel Codes, Classical and Modern, Cambridge
University Press, Cambridge, UK, 2009.
[4] P. Elias, “Coding for Noisy Channels,” IRE Convention Record, vol. 3, no.
4, pp. 37–46.
[5] A. Viterbi, “Error bounds for convolutional codes and an asymptotically
optimum decoding algorithm,” IEEE Transactions on Information Theory,
vol. 13, no. 2, pp. 260–269, Apr. 1967.
[6] R. Gallager, Low-density parity-check codes, vol. 8, MIT Press, Cambridge,
1963.
[7] R. Tanner, “A recursive approach to low complexity codes,” IEEE Transac-
tions on Information Theory, vol. 27, no. 5, pp. 533–547, Sept. 1981.
102
[8] D. J. C. MacKay and R. M. Neal, “Near Shannon limit performance of low
density parity check codes,” Electronics Letters, vol. 33, no. 6, pp. 457, 1997.
[9] D. J. C. MacKay, “Good error-correcting codes based on very sparse matri-
ces,” IEEE Transactions on Information Theory, vol. 45, no. 2, pp. 399–431,
Mar. 1999.
[10] N. Alon and M. Luby, “A linear time erasure-resilient code with nearly
optimal recovery,” IEEE Transactions on Information Theory, vol. 42, no.
6, pp. 1732–1736, 1996.
[11] J. W Byers, M. Luby, M. Mitzenmacher, and A. Rege, “A digital fountain
approach to reliable distribution of bulk data,” ACM SIGCOMM Computer
Communication Review, vol. 28, no. 4, pp. 56–67, Oct. 1998.
[12] D. Tse and P. Viswanath, Fundamentals of wireless communication, Cam-
bridge University Press, New York, NY, USA, 2005.
[13] Theodore Rappaport, Wireless Communications: Principles and Practice,
Prentice Hall PTR, Upper Saddle River, NJ, USA, 2nd edition, 2001.
[14] V. Tarokh, H. Jafarkhani, and A. R. Calderbank, “Space-time block codes
from orthogonal designs,” IEEE Transactions on Information Theory, vol.
45, no. 5, pp. 1456–1467, July 1999.
[15] S. M. Alamouti, “A simple transmit diversity technique for wireless commu-
nications,” IEEE Journal on Selected Areas in Communications, vol. 16, no.
8, pp. 1451–1458, 1998.
103
[16] J. G. Proakis and M. Salehi, Digital Communications, McGraw-Hill,, New
York, NY, USA, 5th edition, 2008.
[17] A. Goldsmith, S. A. Jafar, N. Jindal, and S. Vishwanath, “Capacity limits of
MIMO channels,” IEEE Journal on Selected Areas in Communications, vol.
21, no. 5, pp. 684–702, June 2003.
[18] T. Cover and A. E. Gamal, “Capacity theorems for the relay channel,” IEEE
Transactions on Information Theory, vol. 25, no. 5, pp. 572–584, Sept. 1979.
[19] A. Sendonaris, E. Erkip, and B. Aazhang, “User cooperation diversity-part
II: implementation aspects and performance analysis,” IEEE Transactions
on Communications, vol. 51, no. 11, pp. 1939–1948, Nov. 2003.
[20] A. Sendonaris, E. Erkip, and B. Aazhang, “User cooperation diversity-part
I: system description,” IEEE Transactions on Communications, vol. 51, no.
11, pp. 1927–1938, Nov. 2003.
[21] A. Nosratinia, T. E. Hunter, and A. Hedayat, “Cooperative communication
in wireless networks,” IEEE Communications Magazine, vol. 42, no. 10, pp.
74–80, Oct. 2004.
[22] R. Gallager, “Low-density parity-check codes,” IEEE Transactions on In-
formation Theory, vol. 8, no. 1, pp. 21–28, Jan. 1962.
[23] T. J. Richardson, M. A. Shokrollahi, and R. L. Urbanke, “Design of capacity-
approaching irregular low-density parity-check codes,” IEEE Transactions on
Information Theory, vol. 47, no. 2, pp. 619–637, 2001.
104
[24] G. Liva, S. Song, L. Lan, Y. Zhang, and S. Lin, “Design of LDPC codes: A
survey and new results,” J. Comm. Softw. Syst, vol. 2, no. 2006, 2006.
[25] T. J. Richardson and R. L. Urbanke, “Efficient encoding of low-density
parity-check codes,” IEEE Transactions on Information Theory, vol. 47, no.
2, pp. 638–656, 2001.
[26] S. Lin and W. H. Fong, “Efficient encoding of quasi-cyclic low-density parity-
check codes,” IEEE Transactions on Communications, vol. 54, no. 1, pp.
71–81, Jan. 2006.
[27] L. H. Miles, J. W. Gambles, G. K. Maki, W. E. Ryan, and S. R. Whitaker,
“An 860-Mb/s (8158,7136) Low-Density Parity-Check Encoder,” IEEE Jour-
nal of Solid-State Circuits, vol. 41, no. 8, pp. 1686–1691, Aug. 2006.
[28] M. P. C. Fossorier, M. Mihaljevic, and H. Imai, “Reduced complexity itera-
tive decoding of low-density parity check codes based on belief propagation,”
IEEE Transactions on Communications, vol. 47, no. 5, pp. 673–680, May
1999.
[29] Y. Zhang, Design of low-floor quasi-cyclic IRA codes and their FPGA de-
coders, Ph.D. thesis, The University of Arizona, Tucson, Arizona, 2007.
[30] D. Mandelbaum, “An adaptive-feedback coding scheme using incremental
redundancy,” IEEE Transactions on Information Theory, vol. 20, no. 3, pp.
388–389, May 1974.
105
[31] J. Cain, G. Clark, and J. Geist, “Punctured convolutional codes of rate
(n− 1)/n and simplified maximum likelihood decoding,” IEEE Transactions
on Information Theory, vol. 25, no. 1, pp. 97–100, Jan. 1979.
[32] J. Hagenauer, “Rate-compatible punctured convolutional codes (RCPC
codes) and their applications,” IEEE Transactions on Communications, vol.
36, no. 4, pp. 389–400, Apr. 1988.
[33] A. H. Mugaibel, “Performance of Turbo Codes under Designed Interleaving
and Puncturing Conditions,” M.S. thesis, King Fahd University of Petroleum
and Minerals, Dhahran, 1999.
[34] M. A. Kousa and A. H. Mugaibel, “Puncturing effects on turbo codes,” IEE
Proceedings - Communications, vol. 149, no. 3, pp. 132, 2002.
[35] M. A. Kousa and S. A. Al-Semari, “Throughput Performance of ARQ
Schemes Based on Punctured Turbo Codes in Rayleigh Fading Channels,”
Arabian Journal for Science and Engineering, vol. 28, no. 2, pp. 59–70, 2003.
[36] J. Li and K. Narayanan, “Rate-compatible low density parity check codes
for capacity-approaching ARQ scheme in packet data communications,” in
Int. Conf. on Comm., Internet, and Info. Tech.(CIIT), 2002, pp. 201–206.
[37] M. R. Yazdani and A. H. Banihashemi, “On construction of rate-compatible
low-density parity-check codes,” Communications Letters, IEEE, vol. 8, no.
3, pp. 159–161, Mar. 2004.
106
[38] J. Ha, J. Kim, and S. W. McLaughlin, “Rate-Compatible Puncturing of Low-
Density Parity-Check Codes,” IEEE Transactions on Information Theory,
vol. 50, no. 11, pp. 2824–2836, Nov. 2004.
[39] S. W. McLaughlin, “Puncturing for finite length low-density parity-check
codes,” in International Symposium onInformation Theory, 2004. ISIT 2004.
Proceedings., 2004, pp. 152–152.
[40] D. Klinc and S. W. McLaughlin, “Rate-compatible punctured low-density
parity-check codes with short block lengths,” IEEE Transactions on Infor-
mation Theory, vol. 52, no. 2, pp. 728–738, Feb. 2006.
[41] D. Bi and L. C. Perez, “Rate-compatible low-density parity-check codes with
rate-compatible degree profiles,” Electronics Letters, vol. 42, no. 1, pp. 41,
2006.
[42] T. E. Hunter and A. Nosratinia, “Diversity through coded cooperation,”
IEEE Transactions on Wireless Communications, vol. 5, no. 2, pp. 283–289,
Feb. 2006.
[43] A. Chakrabarti, E. Erkip, and A. Sabharwal, “Code designs for cooperative
communication,” IEEE Signal Processing Magazine, vol. 24, no. 5, pp. 16–26,
Sept. 2007.
[44] T. E. Hunter and A. Nosratinia, “Coded cooperation under slow fading,
fast fading, and power control,” in Conference Record of the Thirty-Sixth
107
Asilomar Conference on Signals, Systems and Computers, 2002., 2002, vol. 1,
pp. 118–122.
[45] M. Janani, A. Hedayat, T. E. Hunter, and A. Nosratinia, “Coded Cooper-
ation in Wireless Communications: Space-Time Transmission and Iterative
Decoding,” IEEE Transactions on Signal Processing, vol. 52, no. 2, pp. 362–
371, Feb. 2004.
[46] M. A. Khojastepour, N. Ahmed, and B. Aazhang, “Code design for the relay
channel and factor graph decoding,” in Conference Record of the Thirty-
Eighth Asilomar Conference on Signals, Systems and Computers, 2004.,
2004, vol. 2, pp. 2000–2004.
[47] A. Chakrabarti, A. de Baynast, A. Sabharwal, and B. Aazhang, “Low density
parity check codes for the relay channel,” IEEE Journal on Selected Areas
in Communications, vol. 25, no. 2, pp. 280–291, Feb. 2007.
[48] D. Duyck, J. J. Boutros, and M. Moeneclaey, “Low-density parity-check
coding for block fading relay channels,” in 2009 IEEE Information Theory
Workshop, 2009, pp. 248–252.
[49] C. Li, G. Yue, X. Wang, and M. Khojastepour, “LDPC Code Design for
Half-Duplex Cooperative Relay,” IEEE Transactions on Wireless Commu-
nications, vol. 7, no. 11, pp. 4558–4567, Nov. 2008.
108
[50] S. F. Zaheer, “Improved Rate-Compatible Low-Density Parity-Check Codes
with Applications to Wireless Channels,” M.S. thesis, King Fahd University
of Petroleum and Minerals, Dhahran, 2006.
[51] S. F. Zaheer, S. A. Zummo, M. A. Landolsi, and M. A. Kousa, “Improved
regular and semi-random rate-compatible low-density parity-check codes with
short block lengths,” IET Communications, vol. 2, no. 7, pp. 960–971, 2008.
[52] M. A. Khojastepour and M. Madihian, “LDPC-coded cooperative relay sys-
tems: performance analysis and code design,” IEEE Transactions on Com-
munications, vol. 56, no. 3, pp. 485–496, Mar. 2008.
[53] J. Hu and T. Duman, “Low Density Parity Check Codes over Wireless Relay
Channels,” IEEE Transactions on Wireless Communications, vol. 6, no. 9,
pp. 3384–3394, Sept. 2007.
[54] J. N. Laneman, D. N. C. Tse, and G. W. Wornell, “Cooperative Diversity in
Wireless Networks: Efficient Protocols and Outage Behavior,” IEEE Trans-
actions on Information Theory, vol. 50, no. 12, pp. 3062–3080, Dec. 2004.
[55] G. Yu, Z. Zhang, and P. Qiu, “Cooperative ARQ in Wireless Networks: Pro-
tocols Description and Performance Analysis,” in 2006 IEEE International
Conference on Communications, 2006, vol. 00, pp. 3608–3614.
[56] P. Tarasak and H. Minn, “Analysis of incremental relaying protocol with
RCPC in cooperative diversity systems,” in VTC-2005-Fall. 2005 IEEE 62nd
Vehicular Technology Conference, 2005., 2005, vol. 4, pp. 2537–2541.
109
[57] A. James, E. Kurniawan, and A. S. Madhukumar, “Incremental Code Relay-
ing Protocol for Cooperative Communications,” in 2009 IEEE 70th Vehicular
Technology Conference Fall, Sept. 2009, pp. 1–5.
[58] A. James, A. S. Madhukumar, S. D. Tio, and E. Kurniawan, “Throughput
Optimization in Cooperative Communications Based on Incremental Relay-
ing,” IEEE Transactions on Vehicular Technology, vol. 60, no. 1, pp. 317–323,
Jan. 2011.
[59] J. Campello, D. S. Modha, and S. Rajagopalan, “Designing LDPC codes
using bit-filling,” in Proceedings IEEE International Conference on Commu-
nications, number i 1, pp. 55–59.
[60] J. Campello and D. S. Modha, “Extended bit-filling and ldpc code design,”
in Proceedings IEEE Global Telecommunications Conference, Nov. 2001.
[61] J. G. Proakis, M. Salehi, and G. Bauch, Contemporary Communication Sys-
tems using MATLAB, Cengage Learning, Stamford, USA, 3rd edition, 2013.
[62] J. Li, Low-complexity, capacity-approaching coding schemes: design, analysis
and applications, Ph.D. thesis, Texas A&M University, 2007.
[63] J. N. Laneman and G. W. Wornell, “Energy-efficient antenna sharing and re-
laying for wireless networks,” in Proceedings IEEE Wireless Communications
and Networking Conference (WCNC), Sept. 2000.
110
[64] J. N. Laneman, G. W. Wornell, and D. N. C. Tse, “An efficient protocol
for realizing cooperative diversity in wireless networks,” in Proceedings IEEE
International Symposium on Information Theory, 2001, p. 294.
[65] L. H. Ozarow, S. Shamai, and A. D. Wyner, “Information theoretic considera-
tions for cellular mobile radio,” IEEE Transactions on Vehicular Technology,
vol. 43, no. 2, pp. 359–378, May 1994.
[66] R. McEliece and W. Stark, “Channels with block interference,” IEEE Trans-
actions on Information Theory, vol. 30, no. 1, pp. 44–53, Jan. 1984.
[67] H. Ali and M. Kousa, “Extended Low-density Parity-check Codes for Coop-
erative Diversity,” in Proceedings of the International Conference on Signal
Processing and Multimedia Applications and Wireless Information Networks
and Systems (WINSYS 2012), Rome, Italy, 24-27 July 2012, pp. 357–360.
[68] H. Ali and M. Kousa, “A Novel Approach for using Extended LDPC codes
in Cooperative Diversity,” in IEEE International Conference on Communi-
cation Systems (ICCS 2012), Singapore, 2012.
[69] H. Ali and M. Kousa, “Extended Low-Density Parity-Check Codes for
Feedback-based Cooperative Diversity Schemes,” (submitted to) IET Com-
munications.
[70] H. Ali and M. Kousa, “Incremental Relaying Protocols for Extended LDPC
coded cooperative diversity,” in (submitted) The 9th International Wireless
111
Communications & Mobile Computing Conference (IWCMC 2013), Sardinia,
Italy, 1-5 July 2013.
[71] A. S. Salim, H. Ali, and M. Kousa, “ARQ-based Scheme for coded wireless
cooperative communications,” in (submitted) The 9th International Wireless
Communications & Mobile Computing Conference (IWCMC 2013), Sardinia,
Italy, 1-5 July 2013.
[72] F. H. Al-Zawahemah, “LDPC-coded Cooperative Communications Based on
Joint Signal Superposition and Iterative Decoding,” M.S. thesis, King Fahd
University of Petroleum and Minerals, Dhahran, 2008.
112
Vitae
• Hussain Ali
• Nationality: Pakistani
• Current Address: P.O. Box 8635, King Fahd University of Petroleum and
Minerals, Dhahran 31261, Saudi Arabia.
• Permanent Address: House 5, Block 8, Shah Faisal Colony, Chaklala,
Rawalpindi, Pakistan.
• Telephone: (+966) 501 694 872, (+92) 333 546 8019
• Email: hussainali85@gmail.com
• Received Bachelor of Engineering (B.E.) in Electrical (Telecommunications)
Engineering from Military College of Signals, National University of Sciences
& Technology, Rawalpindi, Pakistan in 2007.
• Joined King Fahd University of Petroleum and Minerals, Dhahran, Saudi
Arabia as a Research Assistant in February 2010.
• Completed M.S. in Telecommunication Engineering from King Fahd Univer-
sity of Petroleum and Minerals, Dhahran, Saudi Arabia in December 2012.
113
