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1. INTRODUCTION
Pour les statisticiens, le mot enqueˆte de´signe le plus souvent une enqueˆte par sonda-
ge (enqueˆtes de´mographiques, socio-e´conomiques, socio-politiques, e´pide´miologiques,
enqueˆtes audime´triques ou de marketing). L’enqueˆte est un recueil d’une certaine am-
pleur, destine´ a` mesurer et/ou explorer un phe´nome`ne. Il est conside´re´ aujourd’hui com-
me indispensable d’e´tudier la cohe´rence et la validite´ de l’information produite par cet
instrument d’observation complexe et de´licat a` mettre en oeuvre. Cette e´tude s’appuie
notamment sur les techniques actuelle de traitement des donne´es d’enqueˆtes. Ces tech-
niques ont e´te´ profonde´ment modifie´es par l’analyse des donne´es qui intervient, dans
une phase pre´liminaire, pour appre´cier la qualite´ de l’information, synthe´tiser cette in-
formation, et orienter la suite des traitements.
La de´marche Data Mining reprend cette approche globale des grands fichiers, dans
le contexte de la diffusion et de la banalisation de la puissance de calcul (cf. Hand,
1998). Apre`s Fayyad et al (1996) on peut de´finir le Data Mining comme la recherche
de patterns (de traits structuraux) dans de vastes ensembles de donne´es, ces patterns
devant eˆtre «valides, nouveaux, potentiellement utiles, et, si possible, compre´hensibles
ou explicables». Les fichiers peuvent eˆtre tre`s grands (des millions d’enregistrements),
non structure´s et non repre´sentatifs. L’objectif ultime est alors d’extraire des donne´es
des informations nouvelles de la fac¸on la plus automatique possible.
L’analyse des donne´es textuelles permet d’e´tendre ce programme aux informations non
nume´riques (re´ponses libres, textes). Sous le nom de Text Mining elle permet de traiter
dans la meˆme optique que le Data Mining des corpus de lettres de re´clamations, de
questions ouvertes dans les enqueˆtes de satisfaction ou de marketing, des documents
Web et internet.
2. LES CONTR ˆOLES DE BASE DE L’ENQU ˆETE
Chaque phase de la re´alisation de l’enqueˆte donne lieu au releve´ de variables de con-
troˆles, qui vont participer activement au traitement de l’information et a` l’e´valuation de
la qualite´ de l’information.
2.1. La conception du questionnaire
Le questionnaire est indissociable du contenu de l’enqueˆte et des disciplines concerne´es.
Il serait vain de chercher des re`gles communes a` des questionnaires concernant une en-
queˆte nutritionnelle dans un pays en de´veloppement, une enqueˆte de satisfaction vis-a`-
vis de produits financiers, une enqueˆte d’audience de Te´le´vision. Au plus peut-on faire
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des recommandations ge´ne´rales concernant: la clarte´ d’expression et de pre´sentation, la
lisibilite´, la facilite´ de manipulation et d’encodage. Pour les enqueˆtes d’opinions, une
se´rie de travaux a porte´ sur les influences des libelle´s de questions, de l’ordre des ques-
tions, de la nature des questions (ferme´es ou ouvertes) de la longueur des questionnaires
sur les re´sultats (cf. Schuman et Presser, 1981).
Les premiers controˆles font l’objet d’une e´tude qualitative sur l’accueil et la compre´-
hension du questionnnaire par les personnes interroge´es. D’autre controˆles portent sur
la formation des enqueˆteurs.
Les variables de controˆles attache´es a` chaque entrevue peuvent concerner l’ordre des
questions (cas de permutations ale´atoires de titres dans les enqueˆtes d’audience), les
questions ouvertes pourquoi, a` la suite des questions ferme´es dont l’interpretation est
susceptible d’eˆtre variable (cf. section 5).
2.2. Les modes de questionnement
Actuellement, il existe cinq modes principaux de «passation» d’un questionnaire ou de
releve´ d’informations de base:
• Le mode externe ou observateur.
• Le mode face a` face (direct, ou syste`mes dits «CAPI» −computer assisted personal
interview−).
• Le mode te´le´phonique (syste`mes dits «CATI» −computer assisted telephone inter-
view−).
• Le mode postal (auto-administre´).
• Le mode te´le´matique (panel audime´triques, par exemple).
Les modes informatise´s (CATI et CAPI) permettent de relever automatiquement un
grand nombre de variables de controˆles, comme, par exemple, le chronome´trage de´tai-
lle´ de l’entrevue, la dure´e totale de l’entrevue, l’heure de l’entrevue).
2.3. Le plan de sondage et son exe´cution
Cette phase donne lieu a` des controˆles par inspecteurs, par contre-visites ou contre-
appels. Puis, s’il y a lieu, par une analyse de la distribution des poids de redres-
sement.
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2.4. Terrain et recueil
La phase 2.4 donne lieu a` des controˆles par inspecteurs, par contre-visites ou contre-
appels, et par des questions de controˆles portant sur les caracte´ristiques et appre´cia-
tions des enqueˆteurs (niveau de coope´ration, atmosphe`re de l’entrevue). Ces questions
peuvent comporter les caracte´ristiques de l’enqueˆteur (pour tester le niveau e´ventuel
d’interaction sociale), le lieu de l’interview, la pre´sence d’autres personnes. Des ques-
tions ouvertes sur l’appre´ciation de l’interveiw peuvent eˆtre pose´es a` l’enqueˆte´ et a`
l’enqueˆteur.
3. LA VISUALISATION DE DONN ´EES D’ENQU ˆETES
Il est toujours possible de calculer des distances entre les lignes (individus) et entre les
colonnes (variables) d’un tableau rectangulaire de valeurs nume´riques, mais il n’est pas
possible de visualiser ces distances de fac¸on imme´diate: il est ne´cessaire de proce´der a`
des transformations et des approximations pour en obtenir une ou plusieurs repre´senta-
tions planes.
3.1. Me´thodes factorielles
C’est une des taˆches de´volues a` l’analyse factorielle au sens large d’ope´rer une re´duc-
tion de certaines repre´sentations «multidimensionnelles». On recherche donc des sous-
espaces de faibles dimensions (une, deux ou trois par exemple) qui ajustent au mieux le
nuage de points-individus et celui des points-variables, de fac¸on a` ce que les proximite´s
mesure´es dans ces sous-espaces refle`tent autant que possible les proximite´s re´elles. On
obtient ainsi un espace de repre´sentation, l’espace factoriel.
Mais la ge´ome´trie des nuages de points et les calculs de proximite´s ou de distances qui
en de´coulent diffe`rent selon la nature des lignes et des colonnes du tableau analyse´.
Les colonnes peuvent eˆtre des variables continues ou des variables nominales ou des
cate´gories dans le cas des tables de contingences. Les lignes peuvent eˆtre des individus
ou des cate´gories.
La nature des informations, leur codage, les spe´cificite´s du domaine d’application vont
introduire des variantes au sein des me´thodes factorielles.
On rappelle brie`vement ici trois techniques fondamentales:
• L’analyse en composantes principales (ACP) (Hotelling, 1933) s’applique aux ta-
bleaux de type «variables-individus», dont les colonnes sont des variables a` valeurs
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nume´riques continues (exemples: enqueˆtes de consommation, enqueˆtes de budget-
temps) et dont les lignes sont des individus, des observations, des objets, etc. Les
proximite´s entre variables s’interpre`tent en termes de corre´lation; les proximite´s en-
tre individus s’interpre`tent en termes de similitudes des valeurs observe´es. Elle peut
donner lieu a` de nombreuses variantes en s’appliquant par exemple a` un tableau de
rangs (diagonalisation de la matrice de corre´lation des rangs de Spearman), ou encore
apre`s l’e´limination de l’effet de certaines variables (analyses locales ou partielles).
• L’analyse des correspondances (AC) (Benze´cri, 1973) s’applique aux tableaux de
contingences (croisement de deux variables nominales). L’analyse fournit des repre´-
sentations des associations entre lignes et colonnes de ces tableaux, fonde´es sur une
distance entre profils (qui sont des vecteurs de fre´quences conditionnelles) de´signe´e
sous le nom de distance du Chi-deux.
• L’analyse des correspondances multiples (ACM) est une extension du domaine d’ap-
plication de l’analyse des correspondances, avec cependant des proce´dures de calcul
et des re`gles d’interpre´tation spe´cifiques. Son champ d’application est conside´rable.
Elle est particulie`rement adapte´e a` la description de grands tableaux de variables
nominales dont les fichiers d’enqueˆtes socio-e´conomiques ou me´dicales constituent
des exemples privile´gie´s. Les lignes de ces tableaux sont en ge´ne´ral des individus ou
observations (il peut en exister plusieurs milliers); les colonnes sont des modalite´s de
variables nominales, le plus souvent des modalite´s de re´ponses a` des questions (cf.
Lebart, 1975; Lebart et al., 1995; Saporta, 1990).
3.2. Me´thodes de classification
Il existe plusieurs familles d’algorithmes de classification: les algorithmes conduisant
directement a` des partitions comme les me´thodes d’agre´gation autour de centres mobi-
les; les algorithmes ascendants (ou encore agglome´ratifs) qui proce`dent a` la construc-
tion des classes par agglome´rations successives des objets deux a` deux, et qui fournis-
sent une hie´rarchie de partitions des objets. On se limitera ici a` ces deux techniques de
classification:
• Les groupements peuvent se faire par recherche directe d’une partition, en affectant
les e´le´ments a` des centres provisoires de classes, puis en recentrant ces classes, et en
affectant de fac¸on ite´rative ces e´le´ments. Il s’agit des techniques d’agre´gation autour
de centres mobiles, apparente´es a` la me´thode des «nue´es dynamiques», ou me´thode
«k-means», qui sont particulie`rement inte´ressantes dans le cas des grands tableaux
(Ball et Hall, 1967; Diday, 1971).
• Les groupements peuvent se faire par agglome´ration progressive des e´le´ments deux
a` deux. C’est le cas de la classification ascendante hie´rarchique qui peut fonctionner
avec plusieurs crite`res d’agre´gation. La technique d’agre´gation «selon la variance»
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ou de Ward est inte´ressante par la compatibilite´ de ses re´sultats avec certaines analy-
ses factorielles.
Il est aussi possible d’envisager une strate´gie de classification base´e sur un algorithme
mixte, particulie`rement adapte´ au partitionnement d’ensembles de donne´es comprenant
des milliers d’individus a` classer. Un des avantages des me´thodes de classification est de
donner lieu a` des e´le´ments (les classes) souvent plus faciles a` de´crire automatiquement
que les axes factoriels.
Enfin, la pratique montre que l’utilisateur a inte´reˆt a` utiliser de fac¸on conjointe les
me´thodes factorielles et les me´thodes de classification (cf. section 4.3 ci-dessous).
4. LE TRAITEMENT GLOBAL DES DONN ´EES D’ENQU ˆETES
Rappelons la de´marche du statisticien lors du de´pouillement traditionnel d’une enqueˆte
sur ordinateur avec les outils logiciels disponibles (cf. Grange´ et Lebart, 1993). Ce
de´pouillement met en ouvre des techniques simples, e´prouve´es, faciles a` interpre´ter:
les tris, les tableaux croise´s, c’est-a`-dire des calculs de pourcentages d’individus pour
chaque modalite´ d’une variable nominale (avec ou sans filtre pre´alable) et des calculs
de moyennes de variables nume´riques ou quantitatives (qui peuvent eˆtre ventile´es selon
les cate´gories d’une ou de plusieurs variables nominales).
Des me´thodes statistiques plus e´labore´es viennent parfois comple´ter ces premiers re´sul-
tats: re´gressions, analyses de la variance ou de la covariance, mode`les log-line´aires.
Les techniques d’analyse des donne´es (analyses descriptives multidimensionnelles) pre´-
sente´es en section 2 modifient profonde´ment les premie`res phases du traitement des
donne´es d’enqueˆte. Elles vont en fait bouleverser l’enchaıˆnement des taˆches, et de´finir
une me´thodologie nouvelle.
4.1. Les e´tapes du traitement
Dans le cadre de cette me´thodologie, les e´tapes du traitement des donne´es d’enqueˆtes
sont, brie`vement, les suivantes:
1) Descriptions e´le´mentaires (tri-a`-plat, histogrammes, calculs de statistiques e´le´men-
taires, moyennes, e´carts-types, valeurs extreˆmes, quantiles). Retour e´ventuel aux
donne´es de base pour une nouvelle saisie partielle ou pour des corrections.
2) ´Epreuves de cohe´rence globale; ´Epreuves d’hypothe`ses larges (par hypothe`ses lar-
ges, on entend: hypothe`ses ge´ne´rales permises par les nouveaux outils de descrip-
tion). Structuration des donne´es, typologies, se´lection de tableaux croise´s.
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3) ´Epreuves d’hypothe`ses classiques (tests statistiques usuels, re´gression, discrimina-
tion, analyses de la variance, mode`les log-line´aires...).
4) Conclusions: Critique de l’information de base: lacunes dans le choix des variables,
de´se´quilibre de l’e´chantillon ou du champ d’observation, biais ou erreurs. Choix de
mode`les, e´nonce´s des re´sultats, rejets d’hypothe`ses, suggestions de nouvelles hy-
pothe`ses.
La phase 2 est encore souvent absente des logiciels classiques. Lors de cette phase, la
cohe´rence globale du recueil de donne´es peut en effet eˆtre e´prouve´e de fac¸on syste´mati-
que, des panoramas globaux peuvent eˆtre dresse´s, permettant de critiquer l’information,
mais aussi d’orienter la suite des traitements, de choisir les tableaux croise´s les plus
pertinents. Les typologies (classification des individus en prenant en compte simul-
tane´ment plusieurs re´ponses ou plusieurs caracte´ristiques de base), les outils de visua-
lisation (plans factoriels) fournissent de nouveaux mate´riaux d’analyse.
Ces ope´rations, intervenant au de´but de la chaıˆne de traitement, permettent de piloter la
suite du de´pouillement de l’enqueˆte. Le choix des mode`les n’est plus fait de fac¸on aveu-
gle en fonction des hypothe`ses de base: ces hypothe`ses pourront souvent eˆtre critique´es,
d’autres hypothe`ses pourront eˆtre sugge´re´es.
Notons que les re`gles d’interpre´tation des repre´sentations obtenues a` l’issue des tech-
niques de re´duction pre´sente´es en section 1 n’ont pas la simplicite´ de celles de la sta-
tistique descriptive e´le´mentaire. Une formation et une expe´rience pratique s’ave´reront
ne´cessaires.
4.2. Le mode`le de base: e´le´ments actifs et illustratifs (ou supple´mentaires)
Il est tre`s inte´ressant de positionner dans les sous-espaces de repre´sentation des lignes
ou des colonnes supple´mentaires du tableau de donne´es (Cazes, 1981). On peut ainsi
illustrer les plans factoriels par des informations n’ayant pas participe´ a` la construction
de ces plans, ce qui va avoir des conse´quences importantes au niveau de l’interpre´tation
des re´sultats.
Les e´le´ments ou variables servant a` calculer les plans factoriels sont appele´s e´le´ments
actifs ou variables actives: ils doivent former un ensemble homoge`ne pour que les dis-
tances entre individus ou observations s’interpre`tent facilement. Ils sont en ge´ne´ral rela-
tifs a` un meˆme the`me de l’enqueˆte. Les e´le´ments illustratifs peuvent eˆtre tre`s
he´te´roge`nes.
Cette dichotomie entre variables actives et variables illustratives est du meˆme ordre
que la distinction que l’on e´tablit entre variables exoge`nes (explicatives) et endoge`nes
(a` expliquer) dans les mode`les de re´gression multiple. D’un point de vue ge´ome´trique,
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les deux situations sont d’ailleurs tre`s similaires. Les variables exoge`nes engendrent un
sous-espace sur lequel seront projete´es les variables endoge`nes. Les variables actives
engendrent aussi un sous-espace, que l’on va re´duire pour le visualiser, et c’est sur cet
espace re´duit que l’on projette les variables illustratives.
4.3. Comple´mentarite´ de la classification
Dans le cas du traitement statistique des fichiers d’enqueˆtes en vraie grandeur, la de´mar-
che pre´ce´dente fonde´e sur des repre´sentations graphiques a deux graves inconve´nients:
1) Les visualisations sont limite´es a` deux ou en ge´ne´ral a` tre`s peu de dimensions, alors
que le nombre d’axes significatifs peut eˆtre plus e´leve´.
2) Ces visualisations peuvent inclure des centaines de points, et donner lieu a` des grap-
hiques charge´s ou illisibles. Il faut donc a` ce stade faire appel de nouveau aux ca-
pacite´s de gestion et de calcul de l’ordinateur pour comple´ter, alle´ger et clarifier la
pre´sentation des re´sultats.
L’utilisation conjointe de la classification automatique et des analyses factorielles per-
met de reme´dier a` ces lacunes. Lorsqu’il y a trop de points sur un graphique, il paraıˆt
utile de proce´der a` des regroupements en familles homoge`nes. Mais les algorithmes
utilise´s pour ces regroupements fonctionnent de la meˆme fac¸on, que les points soient
situe´s dans un espace a` deux ou a` 30 dimensions. Autrement dit, l’ope´ration de regrou-
pement va pre´senter un double inte´reˆt: alle´gement des sorties graphiques d’une part,
prise en compte de la dimension re´elle du nuage de points d’autre part.
Une fois les individus regroupe´s en classes, il est facile d’obtenir une description auto-
matique de ces classes: on peut en effet, pour les variables nume´riques comme pour
les variables nominales, calculer des statistiques d’e´carts entre les valeurs internes a` la
classe et les valeurs globales; on peut e´galement convertir ces statistiques en valeurs-
test et ope´rer un tri sur ces valeurs-test. On obtient finalement, pour chaque classe, les
modalite´s et les variables les plus caracte´ristiques.
4.4. Se´lection raisonne´e des tableaux croise´s et noyaux factuels
Prenons l’exemple d’une enqueˆte nationale repre´sentative. ´Etant donne´e la structure
de la population, les caracte´ristiques de base (sexe, niveau de vie, statut matrimonial,
niveau d’instruction, profession...) ne sont pas inde´pendantes. Il est utile de de´crire le
re´seau d’interrelations entre toutes ces caracte´ristiques de base, puis de positionner les
autres the`mes de l’enqueˆte en tant qu’e´le´ments illustratifs.
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Les caracte´ristiques des personnes qui re´pondent sont alors visibles imme´diatement
dans un cadre qui tient compte des interrelations existant entre ces caracte´ristiques. Les
consultations classiques (sans visualisation factorielle pre´alable) de tableaux croise´s
sont en effet redondantes lorsque les caracte´ristiques qui servent a` e´tablir ces tableaux
sont lie´es entre elles.
Le syste`me de projection de variables supple´mentaires permet donc d’e´conomiser du
temps et d’e´viter des erreurs d’interpre´tation. Chaque variable illustrative fournit une
information qui ne pourrait eˆtre acquise que par la lecture de nombreux tableaux croise´s.
Les noyaux factuels
On de´signe par noyaux factuels des groupes d’individus les plus homoge`nes possibles
vis-a`-vis de leurs caracte´ristiques de base.
On aimerait en effet croiser des caracte´ristiques telles que l’aˆge, le sexe, la profession,
le niveau d’instruction, de fac¸on a` e´tudier des groupes d’individus tout a` fait compara-
bles entre eux du point de vue de leur situation objective (re´aliser, dans la mesure du
possible, le toutes choses e´gales par ailleurs). Mais de tels croisements conduisent vite
a` des milliers de modalite´s, dont on ne sait que faire lorsqu’on e´tudie un e´chantillon lui-
meˆme de l’ordre de quelques milliers d’individus. De plus, les croisements ne tiennent
pas compte du re´seau d’interrelations existant entre ces caracte´ristiques: certaines sont
e´videntes (il n’y a pas de «moins de 30 ans» retraite´s), d’autres ont un caracte`re plus
statistique (il y a plus de femmes dans la cate´gorie «plus de 60 ans»).
Une classification des individus de´crits par la batterie active des caracte´ristiques de
base va permettre de regrouper les individus ayant, dans l’e´chantillon, le maximum de
caracte´ristiques en commun. En pratique, elle fournira des regroupements ope´ratoires
en une vingtaine de classes pour un e´chantillon de l’ordre de 2 000 individus.
Le tableau croisant une des variables nominales de l’enqueˆte avec la partition en noyaux
factuels re´sume pratiquement tous les tableaux obtenus en croisant cette meˆme variable
avec chacune des caracte´ristiques de base. De plus, certaines interactions inde´celables
a` partir de ces tableaux binaires peuvent eˆtre de´tecte´es.
4.5. Ite´ration de traitements. Articulation description-infe´rence
La plupart des techniques e´voque´es plus haut, dans le cadre d’une premie`re appro-
che, peuvent eˆtre mises en oeuvre directement a` partir de logiciels standards. Mais
l’exigence de l’utilisateur croıˆt avec la connaissance progressive qu’il acquiert de son
sujet. Il lui faut croiser des variables de base, regrouper des modalite´s d’autres
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variables, diviser en classes certaines variables continues... en somme pre´parer les donne´es
en vue d’analyses plus fines.
Les ope´rations de recodage font partie d’un processus ite´ratif qui converge vers une
connaissance et une assimilation optimale de l’information de base.
4.6. Estimations de donne´es manquantes
La panoplie du statisticien contient des mode`les, permettant, a` partir de variables quel-
conques, de pre´voir une variable nume´rique (re´gression, analyse de la variance et de
la covariance), une variable nominale (analyse discriminante, re´gression logistique: cf.:
Bardos, 1989; Celeux et Nakache, 1994; Hand, 1997), d’e´tudier les associations dans
les tables de contingence (mode`les d’association, mode`les log-line´aires).
La re´gression et l’analyse discriminante par arbre (Breiman et al., 1984), qui ame´liore
les me´thodes classiques de segmentation utilise´es en marketing.
Enfin les re´seaux de neurones (He´rault et Jutten, 1994; Thiria et al., 1997) consti-
tuent des mode`les souples et non-line´aires qui ge´ne´ralisent la plupart des me´thodes
pre´cite´es. Leur fonctionnement en tant que boite noire, la difficulte´ d’interpre´tation des
parame`tres, les proble`mes de convergence nume´rique font que ces me´thodes ne se subs-
tituent pas totalement aux me´thodes statistiques plus classiques.
Une des difficulte´s majeures de l’ articulation description-mode`les tient au fait qu’on
ne peut de fac¸on valide tester sur des donne´es un mode`le statistique de´couvert sur ces
meˆmes donne´es (Cox, 1977). Il va de soi que le traitement des donne´es d’enqueˆtes
n’est pas le seul domaine ou` ces proble`mes se rencontrent. Des techniques du type
«e´chantillon test» ou «validation croise´e» pourront aider a` contourner ces obstacles (cf.
McLachlan, 1992).
Tous ces mode`les permettent dans de nombreux cas d’estimer des donne´es manquantes.
Les me´thodes de fusions de fichiers (cf. par exemple Aluja et al. 1997), permettent
e´galement de proce´der a` des imputations de blocs de variables.
5. VISUALISATION DE DONN ´EES TEXTUELLES
Les analyses statistiques de textes peuvent intervenir a` deux niveaux dans un contex-
te industriel et commercial: au niveau du traitement des lettres de re´clamations, des
cahiers de dole´ances ou de suggestion, au niveau de questions ouvertes dans des en-
queˆtes postales ou te´le´phoniques. Les questions ouvertes les plus simples et les plus
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fre´quentes sont d’une part la question «pourquoi» pose´e apre`s une question ferme´e, et
d’autre part les questions du type «autre, pre´ciser», comme item de re´ponse comple´-
mentaire a` une question ferme´e. Le traitement propose´ va produire de fac¸on automati-
que des mots caracte´ristiques et des re´ponses caracte´ristiques pour diverses cate´gories
de re´pondants.
5.1. Questions ouvertes dans les enqueˆtes
Il peut donc eˆtre inte´ressant, dans un certain nombre de situations d’enqueˆte, de lais-
ser ouvertes des questions, dont les re´ponses se pre´senteront sous forme de textes de
longueurs variables. Les outils de calcul et les me´thodes statistiques descriptives mul-
tidimensionnelles apportent une aide au traitement de ce type d’information, e´videm-
ment complexe. Plus ge´ne´ralement, le Text Mining de´signe l’analyse exploratoire de
tre`s grands recueils de textes. Le cas des questions ouvertes est un cas favorables de text
mining, puisque les textes ont une homoge´ne´ite´ exceptionnelle (re´ponses a` une meˆme
question) et sont accompagne´s d’informations comple´mentaires tre`s riches (questions
ferme´es).
Bien que les re´ponses libres et les re´ponses aux questions ferme´es fournissent des infor-
mations de natures diffe´rentes, les premie`res sont plus e´conomiques que les secondes
en temps d’interview et ge´ne`rent moins de fatigue. Une simple question ouverte (par
exemple: «Avez-vous des re´clamations a` formuler concernant ce produit?») peut rem-
placer de tre`s longues listes d’items. Notons que les questions ouvertes sont conside´re´es
comme peu adapte´es aux proble`mes de me´morisation de comportement. «Quels sont
les noms des magazines que vous avez lus la semaine dernie`re?». Pour ces questions
qui font l’objet d’enqueˆtes pe´riodiques, il a e´te´ prouve´ maintes fois que les questions
ferme´es donnent des taux d’oubli plus faibles (Belson et Duncan, 1962).
5.2. Les traitements statistiques de textes
Il existe deux grandes se´ries d’applications des analyses statistiques de textes, selon que
l’on s’inte´resse a` la forme ou au contenu:
• Les applications a` des textes litte´raires (attributions d’auteurs, datation, par exemple)
qui cherchent a` saisir des caracte´ristiques de forme et de style a` partir des distribu-
tions statistiques de vocabulaire, d’indices ou de ratios, ou encore a` partir de corpus
partiels de mots-outil (articles, conjonction, etc.). (cf. par exemple Holmes, 1985,
pour une revue de ces travaux).
• D’autre part les applications re´alise´es en recherche documentaire (Salton, 1988), en
codification automatique, dans le traitement des re´ponses a` des questions ouvertes,
qui s’inte´ressent principalement au contenu, au sens des textes.
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Cependant, lors du traitement statistique de re´ponses a` des questions ouvertes, ou lors
des analyses d’entretiens, le socio-linguiste peut eˆtre aussi inte´resse´ par la forme, par
les connotations ve´hicule´es par exemple par certains synonymes, certaines tournures
(cf. par exemple: Achard, 1993). Les me´thodes d’analyses de re´ponses libres dans les
enqueˆtes rele`vent de cette seconde famille d’application (Lebart et al, 1999).
5.3. Les unite´s statistiques de´coupe´es dans les textes
Les formes graphiques
L’unite´ statistique de base est la forme graphique, suite de caracte`res non-de´limiteurs
(en ge´ne´ral des lettres) entoure´e par des caracte`res de´limiteurs (blanc, points, virgu-
les...). Un meˆme mot pourra souvent donner lieu a` plusieurs formes graphiques, selon
son cas ou son genre dans le texte. Une meˆme forme graphique peut renvoyer a` plu-
sieurs mots (en franc¸ais, avions renvoie a` un nom, mais aussi au verbe avoir). Cela n’est
pas toujours un inconve´nient grave, car les formes graphiques ne seront pas traite´es
isole´ment. Les traitements statistiques concerneront en effet les profils de fre´quences
de formes graphiques, c’est-a`-dire les vecteurs dont les composantes sont les fre´quen-
ces de chacune des formes utilise´es par un individu ou un groupe d’individus. Ces pro-
fils contiennent une information extreˆmement riche. Plus pre´cise´ment, les techniques
mettront en e´vidence les diffe´rences entre profils de formes graphiques.
«Mots-outil», parties du discours
Des progre`s importants ont e´te´ re´alise´s dans le domaine de l’analyse syntaxique auto-
matise´e des textes, comme en te´moigne, par exemple l’ame´lioration constante des correc-
teurs orthographiques. Des analyseurs syntaxiques permettent de calculer la proportion
de noms, de verbes, d’adjectifs, etc.
Notons que si l’isolement de mots-outil (encore appelle´s mots vides ou mots gramma-
ticaux) demande une de´sambiguı¨sation du texte −cas de la forme pas en franc¸ais, par
exemple− il existe aussi des locutions contenant des mots pleins qui sont des substituts
de mots-outil (de fac¸on que, en meˆme temps que, sans oublier, etc.).
Les unite´s lemmatise´es
Un autre type de traitement pre´liminaire du texte consiste a` proce´der a` une lemmatisa-
tion. Cette ope´ration, difficile a` re´aliser de fac¸on entie`rement automatique, consiste a`
remplacer les formes par l’entre´e du dictionnaire correspondant (infinitif pour les ver-
bes, masculin singulier pour les adjectifs, formes non e´lide´es a` la place des formes
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e´lide´es, etc.). Elle est parfois comple´te´e par la suppression de certains mots-outils (arti-
cles, conjonctions, etc., cf. par exemple Reinert, 1986). En documentation automatique,
cela permet de travailler avec un nombre restreint de mots-cle´ dont les occurrences sont
fre´quentes. Une lemmatisation comple`te demande une analyse morpho-syntaxique ap-
profondie, et ne peut eˆtre entie`rement automatique (cf. Charniak, 1993). En traitement
de questions ouvertes, cette ope´ration n’est pas toujours souhaitable a priori car elle
de´truit certaines locutions. En revanche, elle peut intervenir comme comple´ment, car
elle fournit un point de vue diffe´rent de celui fourni par une analyse entie`rement auto-
matique sur les formes graphiques du texte. Dans le cas d’entretiens non directifs peu
nombreux, la lemmatisation permet de travailler avec des seuils de fre´quences de mots
plus e´leve´s que ceux ne´cessite´s par l’analyse des formes graphiques.
5.4. Les analyses statistiques; les trois outils de base
Une nume´risation pre´liminaire (qui est aussi une compression) consiste a` affecter a` cha-
que nouvelle forme graphique un nume´ro d’ordre qui sera associe´ a` toutes les occurren-
ces de cette meˆme forme. Ces nume´ros seront stocke´s dans un dictionnaire de formes,
ou vocabulaire, propre a` chaque exploitation. Les trois outils de base sont l’analyse des
correspondances des tableaux lexicaux, les se´lections de formes caracte´ristiques, les
se´lection de re´ponses modales.
a) Analyse des correspondances des tableaux lexicaux
Les analyses des correspondances (cf. section 3) peuvent de´crire les tables de con-
tingence croisant les re´ponses et les formes graphiques, ou des groupes de re´pon-
ses (par exemple regroupement selon le niveau d’instruction des re´pondants) et les
formes graphiques. Elles permettent de visualiser les associations entre mots (for-
mes) et groupes ou modalite´s. Ainsi, une visualisation des proximite´s entre mots et
cate´gories socioprofessionnelles pourra aider la lecture des re´ponses de chacune de
ces cate´gories.
Avec ce type de repre´sentation, la pre´sence de mots-outils est parfaitement justi-
fie´e: si ces mots caracte´risent e´lectivement certaines cate´gories, ils se positionnent
dans leur voisinage, et peuvent eˆtre inte´ressants a` interpre´ter; si au contraire leur
re´partition est ale´atoire, ils s’abıˆmeront dans la partie centrale du graphique, sans
en encombrer la lecture.
b) Formes ou segments caracte´ristiques (ou spe´cificite´s)
Il est tentant de comple´ter les repre´sentations spatiales fournies par l’analyse des
correspondances par quelques parame`tres d’inspiration plus probabiliste: les spe´ci-
ficite´s ou formes caracte´ristiques. Ce seront les formes «anormalement» fre´quen-
tes dans les re´ponses d’un groupe d’individus (cf. Lafon, 1980). Un test simple
fonde´ sur la loi hyperge´ome´trique permet de se´lectionner les mots dont la fre´quence
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dans un groupe est notablement supe´rieure (ou infe´rieure pour les mots anti-carac-
te´ristiques) a` la fre´quence moyenne dans le corpus.
c) Les se´lections des re´ponses modales
Pour un groupe d’individus donne´, et donc pour le regroupement de re´ponses corres-
pondant, les re´ponses modales (ou encore phrases caracte´ristiques, ou documents-
type, selon les domaines d’application) sont des re´ponses originales du corpus de
base, ayant la proprie´te´ de caracte´riser au mieux la classe. On peut, pour chaque
regroupement, calculer la distances du profil lexical d’un individu au profil lexical
moyen du groupement. On peut ensuite classer les distances par ordre croissant, et
donc se´lectionner les re´ponses les plus repre´sentatives au sens du profil lexical, qui
correspondront aux plus petites distances. On obtient ainsi une sorte de re´sume´ des
re´ponses de chaque regroupement, forme´ de re´ponses originales.
5.5. Strate´gie de traitement
On a vu qu’il e´tait souvent ne´cessaire de regrouper les re´ponses pour pouvoir proce´der
a` des analyses de type statistique. Les profils lexicaux d’agre´gats de re´ponses ont plus
de re´gularite´ et de signification que ceux des re´ponses isole´es. Ce regroupement a priori
peut eˆtre re´alise´ a` partir des variables disponibles, retenues en fonction de certaines
hypothe`ses. Mais ceci suppose une bonne connaissance pre´alable du phe´nome`ne e´tudie´,
situation qui n’est en ge´ne´ral pas re´alise´e dans les e´tudes dites exploratoires.
Regroupement par noyaux factuels
La technique dite des «noyaux factuels» de´ja` e´voque´e en section 4 va permettre de
donner des e´le´ments de re´ponse a` ce proble`me. ´Etant donne´e une liste de descripteurs
ou de variables caracte´risant les individus, le proble`me est de regrouper les individus
en groupes les plus homoge`nes possibles vis-a`-vis de ces caracte´ristiques, sans en pri-
vile´gier certaines a priori. La partition obtenue est une sorte de «partition moyenne»
qui re´sume les principales combinaisons de situations observables dans l’e´chantillon,
et qui permet donc de proce´der a` des regroupements de re´ponses textuelles les moins
arbitraires possibles.
Analyses directes sans regroupement
Une telle analyse produit une typologie des re´ponses, en ge´ne´ral assez grossie`re, et
produit de fac¸on duale une typologie de mots ou de formes graphiques.
Il est donc possible d’illustrer ces typologies par les caracte´ristiques des individus in-
terroge´s qui auront le statut de variables supple´mentaires ou illustratives. Ce traitement
334
direct des re´ponses pourra conduire a` la re´alisation d’un post-codage partiellement auto-
matise´.
5.6. Conclusions sur les analyses de textes
Il s’agit avant tout d’une confrontation de questions ouvertes et de questions ferme´es.
L’analyse est essentiellement diffe´rentielle, comparative, et en cela se distingue de
l’analyse de contenu classique. Elle ne vise en effet qu’a` de´crire les contrastes entre plu-
sieurs textes, ces textes e´tant les re´ponses originales, ou des regroupements de re´ponses
re´alise´s a` partir des questions ferme´es de l’enqueˆte.
Pour une question ouverte et pour une partition de la population, on obtient donc, de
fac¸on inte´gralement automatisable:
• Une visualisation des proximite´s entre formes et cate´gories, par analyse des corres-
pondances du tableau lexical agre´ge´, e´ventuellement comple´te´e par une visualisation
similaire des proximite´s entre segments et cate´gories.
• Les formes (et/ou segments) caracte´ristiques de chaque cate´gorie.
• Les re´ponses modales de chaque cate´gorie.
Ces re´sultats, obtenus sans codification ni intervention manuelle, fournissent des com-
ple´ments et donnent des e´le´ments critiques nouveaux pour juger a` la fois la cohe´rence
et la pertinence du questionnement, la compre´hension des re´ponses, ainsi que le niveau
d’implication ou de participation des re´pondants. Ils participent donc a` l’ame´lioration
de la qualite´ de l’information, et fournissent des e´le´ments originaux au dossier des
analyses de satisfaction.
6. PROBL `EMES DE QUALIT ´E D’INFORMATION
Les visualisations de variables nume´riques ou textuelles qui viennent d’eˆtre e´voque´es
permettent de prendre en compte certaines de´ficiences de l’information de base (non-
re´ponses par exemple), ainsi que des variables de controˆles lie´es a` la qualite´ du recueil
de l’information de base (cf. ASU, 1992).
Conjectures sur les non-re´ponses
Les non-re´ponses sont des modalite´s comme les autres, qui peuvent eˆtre positionne´es
dans les espaces factoriels des the`mes, comme dans les espaces de la structure de base.
Le traitement des non-re´ponses qui se preˆte mal aux tests statistiques usuels rec¸oit ici
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une importante contribution, dans la mesure ou` l’on peut e´tudier le contexte de ces refus
ou lacunes, soit en termes de caracte´ristiques des re´pondants, soit a` partir des re´ponses
effectives a` d’autres the`mes.
Le positionnement des variables techniques
Dans l’espace des caracte´ristiques de base ou dans celui des principaux the`mes, que
ceux-ci soient re´sume´s par un plan factoriel ou par une partition, il est possible de
placer les modalite´s de variables nominales dites «techniques» telles que: nume´ro ou
nom de l’enqueˆteur, caracte´ristiques diverses de l’enqueˆteur, heure de l’interview, lieu
et dure´e de l’interview, appre´ciation de l’enqueˆteur ou de l’enqueˆte´ sur l’interview, etc.
On obtient ainsi un panorama de la fabrication de l’information, permettant de rappro-
cher globalement les circonstances des interviews et les caracte´ristiques des personnes
interroge´es. Cette confrontation permet souvent d’appre´cier la validite´ des donne´es de
base et de nuancer l’interpre´tation des re´sultats.
Les questions ouvertes
Alors que la question ouverte pourquoi? apre`s une question ferme´e permet de ve´ri-
fier la compre´hension de la question, des questions de commentaires libres a` l’issue
de l’interview (questions qui peuvent eˆtre pose´s a` l’enqueˆte´, mais aussi a` l’enqueˆteur)
permettent de critiquer aussi bien le questionnaire que les conditions de sa passation.
Finalement, dans le traitement des donne´es d’enqueˆtes l’approche globale et explora-
toire est un e´le´ment important d’une de´marche qualite´. En effet, de´tecter des patterns,
c’est e´videmment dans une premie`re phase de´tecter des anomalies, des incohe´rences,
des points aberrants (outliers), des he´te´roge´ne´ite´s inattendues. Dans le cas des donne´es
d’enqueˆtes, particulie`rement en pre´sence de questions ouvertes, cela peut amener non
seulement une critique de la re´alisation pratique de l’enqueˆte et du recueil de l’infor-
mation sur le terrain, mais cela peut dans certains cas aller jusqu’a` une remise en cause
de la conception de l’enqueˆte et de son questionnaire.
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1. INTRODUCTION
Survey data processing will involve exploratory multivariate data analysis and textual
data analysis, that are closely related to Data Mining and Text Mining.
2. BASIC CONTROLS OF A SURVEY
When carrying out a sample surveys, each step leads to specific controls. Besides, it
provides the researcher with a set of control variables that can be added to the variables
relating to the content of the survey.
3. VISUALIZATION OF SURVEY DATA
The techniques of visualization dealt with in this section are those adapted to the proces-
sing of large data tables. Principal axes methods (Principal component analysis, simple
and multiple correspondence analysis) are the most common methods.
Among clustering techniques, the k-means method is certainly the most largely used,
thanks to its ability to tackle huge data sets.
4. THE GLOBAL PROCESSING OF SURVEY DATA
The most common phase of the processing requires using the demographic variables
to design the frequency distributions and the cross-tabulations. These same demograp-
hic variables can also be used to build a typology of the respondents. In fact, several
typologies of the respondents can be derived from several sets of the so-called active
variables (homogeneous set of variables relating to a particular theme of the question-
naire).. Each of these step defines a specific point of view. The basic procedure consists
in positionning supplementary variables in the maps corresponding to each typology.
The complementarity of clustering is stressed, due to the limitation of the visualization
to a small number of dimensions. Moreover, these visualizations can include several
hundred points, and give rise to crowded or illegible graphs, and to lengthy lists of
coordinates.
Thus it is important to make use of the data management and computational capabilities
of the computer to complete and clarify the presentation of the results. The combined
use of clustering methods and correspondence analysis can fill in the gaps. When there
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are too many points on a graph it may be useful to group the data into homogeneous
families. The algorithms used for developing these groups work the same way whether
the points are located in a two-dimensional or a ten-dimensional space.
In other words, the process has two objectives: to minimize graphical printouts, on the
one hand, and to work with the real dimensionality of the configuration of points, on the
other hand. Once the individuals have been grouped into clusters, it is straightforward
to obtain a description of these clusters: indeed, statistics related to differences between
internal values for each cluster and overall values for the sample can be calculated for
numerical variables and categorical variables. These statistics can also be converted into
test-values and sorted on these test-values.
Finally, the most characteristic response categories and variables can be displayed for
each cluster.
All the technical variables collected can be projected as illustrative (or: supplementary)
variables. This helps us to detect possible interactions between some aspects of the
content of the surveys and some apparently lateral features such as the gender of the
surveyor, the day or the time of the interview, the presence of other persons during the
interview, the duration of the interview, the opinion of the surveyor about the interview,
etc.
5. VISUALIZING TEXTUAL DATA
Open ended questions in surveys can contribute to the assessment of data quality. Open-
ended questions can be found in the questionnaires of many surveys performed in so-
cioeconomy, epidemiology, advertising, business or political marketing. They become
an essential part of these questionnaires when the scope of research goes beyond a sim-
ple tally, and when a complex and unknown topic is being explored.
Open ended questions are less costly in terms of interview time, and generate less fati-
gue and tension. But a fundamental advantage lies in their use to probe the response to
a closed-end question.: This is the follow up additional question «Why?». Explanations
concerning a response already given have to be provided in a spontaneous fashion. A
battery of items might suggest new ideas that would only mar the authenticity of the
explanation given.
The main tools are the correspondence analysis of lexical tables, showing on a series of
mappings the associations between the words used and the characteristics of the respon-
dents, the characteristic words, (list of words or phrases most associated with a specific
category of respondent) and the characteristic responses, pinpointing the responses most
characteristic of a category.
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6. DATA QUALITY ASSESSMENT
The powerful tools briefly described above allow for a new level of assessment of con-
sistency in survey data processing. All sorts of control variables, no-response items,
open responses (through characteristics words or responses) can now be positionned at
a low cost among the variables relating to the content of the survey.
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