The estimation of ARMA model parameters really belongs to the least-square problem,in ARMA model because the residual are calculated by given time series,the time series and parameter are nonlinear.However it is difficult to calculate the derivative of objective function.This paper substitutes derivative with difference,then calculate the first derivative and the second derivative of objective function.Finally we prove that, under suitable hypotheses, the proposed algorithm converges globally.
Introduction
For nonlinear least-squares problem,we minimize t ε in the sense of the sum of squares.We can take full advantage of their special structure to design a more effective method.For example,Gauss-Newton method,damping Gauss-Newton method & LM method and so on. However Gauss-Newton method just use the information of the first derivative ( k V ) of the function to get the approximation of the Hesse matrix,however neglect the nonlinear items of the 2 ( ) S β ∇ ,therefore the performance and convergence of the Gauss-Newton method will certainly be affected.because of these problems,we present a new method.
In ARMA model,consider Trust region methods are a class of optimization methods to guarantee the overall convergence of technologies.Although the trust region method can be traced back to Levenberg(1944 ),Marquardt(1963 ),Goldfeld,Quandt & Trotter(1966 ,the modern trust region method is raised by Powell (1970) .He clearly posed the trust region subproblem and the convergence theorem.These measures show the trust region has the greater advantages than the linear search method.We make a small improvement of the traditional trust region method,consider the non-linear degree of the nonlinear least-squares problem,and correct the Hesse matrix of the objective function from two respects to make the algorithm has a better nature.
The basic theory

Objective function
For ARMA(n,m) model 
Substitute (1) 
The so-called parameters estimation is to select the appropriate model parameters β ,so that the residual sum of squares of the model is minimal
For ARMA(n,m) model,because ( , ) t f X β is nonlinear function,this problem is called non-linear least-squares problem,we can adopt a variety of iterative methods of optimization theory to calculate it,finally obtain model parameters β which make the objective function ( ) S β minimal.
Determination of initial value
At the iterative calculations of nonlinear least-squares,we should give the initial value of iterative calculation. 
Determination of parameters initial value
Because of the transfer function described in the system are equivalent, (4) and (5) should be equal,namely 
Compare the same power coefficient of B on both sides of (6), we have 
For the first n equations of the formula,when 
this is the linear equations about 
Determination of residuals initial value t ε
Residual value can be determined by the follow formula 0  0  0  1  1  2  2  1  2 , , , 
The calculation of the vector
Where, i (12) with (14),we have
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If the non-linear degree of the this problem is relatively high,we approximate Hesse matrix by BFGS formula;If the non-linear degree of the this problem is relatively low,we approximate Hesse matrix by first derivative.
Trust region method
Trust region method is iterative method,at each iteration,we solve trust region subproblem
Δ is trust region radius.
At this iterative point k β ,we solve the trust region subproblem to obtain the trial step k d ,we consider the actual reduction given by
and the predictable reduction will be given by
Define their ratio
Trust region method adjust the radius of trust region by the information of their ratio .
Algorithm
Step 1 given time series { t x }(t=1,2, L N),model order n,m and the initial value of the model parameters 0
Step 2 calculate {
Step 3 solve the subproblem (18) and obtain k d
Step 4 else go to step 5.
Step 5 Step 6 calculate 1 k V + by (16) Step 7 update trust region radius 
