Abstract. We show that local deformations of solutions to open partial differential relations near suitable subsets can be extended to global solutions, provided all but the highest derivatives stay constant along the subset. The applicability of this general result is illustrated by a number of examples, dealing with ordinary differential inequalities, convex embeddings of hypersurfaces, differential forms, and lapse functions in Lorentzian geometry.
Introduction
In his landmark monograph [14] Gromov develops a wide-ranging perspective on flexibility phenomena in geometry and topology. Besides a comprehensive theoretical background and numerous results, including the well-known h-principle for open Diff-invariant relations and the convex integration technique, Gromov's text provides many exercises which seemingly play a minor role for the architecture of the theory, but some of which bear a great value of their own, both in terms of theoretical insight and applications. This article is devoted to one such topic, the Local Flexibility Lemma, see the exercise "Weak Flexibility Lemma" in [14, Section 2.2.7 (H')]. It concerns extensions of local deformations of solutions to open partial differential relations.
We will formulate and prove this flexibility lemma in Theorem 1. It has important applications in many fields of mathematics, which will be illustrated by examples from ordinary differential inequalities, hypersurface theory, geometric structures induced by differential forms, and Lorentzian geometry.
Our main application however concerns Riemannian metrics on manifolds. We will derive a counterintuitive approximation result which is reminiscent of the Nash-Kuiper embedding theorem ( [18, 19] ) which states that each short smooth embedding of a compact Riemannian n-manifold V into R k with k ≥ n + 1 can be C 0 -approximated by isometric C 1 -embeddings. In particular, an oriented compact surface can be C 1 -embedded isometrically into an arbitrarily small ball in R 3 . This is impossible for isometric C 2 -embeddings as Gauss curvature would have to be large somewhere.
We show in Theorem 2 that any C 2 -Riemannian metric on a manifold can be approximated in the strong C 1 -topology by C 1,1 loc -metrics which have sectional curvature ≥ 1 almost everywhere on an open dense subset. Note that by Rademacher's theorem curvature is defined almost everywhere. Clearly, this approximation cannot be done by C 2 -metrics because then curvature would be continuous and hence ≥ 1 everywhere which is possible on only few manifolds. The same can be done with curvature ≤ −1, c.f. Remark 24.
This means, for example, that a compact surface of higher genus carries a C 1,1 -metric with Gauss curvature ≥ 1 a.e. on an open dense subset despite that fact that the Gauss-Bonnet theorem holds for these metrics. This is not a contradiction however, because open dense subsets need not have full measure.
The proof of Theorem 2 uses a repeated application of local flexibility and a passage to a limit metric. This method can be used to derive counterintuitive low-regularity approximation results in other fields of mathematics. For example, one can C 0 -approximate any C 1 -function f 0 : [0, 1] → R by Lipschitz functions f : [0, 1] → R with f > 1 a.e. on an open dense subset even if f 0 is strictly decreasing.
To formulate local flexibility precisely we will always work in the following Setting S. We denote by V a smooth manifold; V 0 ⊂ V a closed subset; U an open neighborhood of V 0 in V ; X → V a smooth fiber bundle; k ∈ N 0 a nonnegative integer; R ⊂ J k X an open subset; f 0 a C k -section on V solving R; F : [0, 1] → C k (U, X) a continuous path such that each F (t) solves R over U .
Furthermore, we assume f 0 | U = F (0) and j k−1 F (t)| V0 = j k−1 f 0 | V0 for all t ∈ [0, 1].
Here J k X → V denotes the k th jet bundle of X and j k f is the k-jet of a section f . We say that a C k -section f of X → V solves R if j k f (v) ∈ R for all v ∈ V . By C k (U, X) we denote the space of k-times continuously differentiable sections of the bundle X| U → U equipped with the weak C k -topology. We will prove local flexibility under a regularity assumption on V 0 for k ≥ 2 (cf. Definition 2) and in full generality for k ≤ 1. This regularity assumption is satisfied by smooth submanifolds, for instance.
The paper is structured as follows: The next section is devoted to the proof of local flexibility. We discuss the necessity of various assumptions. We also treat a family version and provide a homotopy theoretic interpretation.
In the subsequent section we illustrate the usefulness of local flexibility by examples from different mathematical contexts. We start with ordinary differential inequalities. As a concrete fun example we show how to increase the jerk of a roller coaster without violating bounds on velocity and acceleration.
We then consider the standard sphere S n ⊂ R n+1 . It is 1-convex and rigid in the sense that one cannot deform it in such a way that it becomes µ-convex near the north pole for some µ > 1 while keeping it unchanged on the southern hemisphere and 1-convex everywhere. However, local flexibility shows that a deformation is possible if we only demand that it stays (1 − ε)-convex everywhere.
In the third example we deform closed differential forms satisfying an open relation along a submanifold through such forms. This applies in particular to symplectic forms where we recover a statement usually derived using the so-called Moser trick. The method also applies to closed G 2 -structures on 7-manifolds and to codimension-1-foliations in any dimension.
Then we deal with Lorentzian manifolds. We show that given a spacelike Cauchy hypersurface Σ we can find a Cauchy time function in such a way that we can prescribe the lapse function along Σ.
The fourth section is devoted to Riemannian manifolds. We prove Theorem 2 and discuss various aspects of it. The family version of local flexibility is used to show that, on a fixed manifold V and point p ∈ V , the inclusion of metrics with positive sectional curvature which is ≡ 1 near p into the space of all positively curved metrics is a weak homotopy equivalence.
The appendix contains the proof of an auxiliary lemma needed for the proof of local flexibility.
Acknowledgments: B. H. is grateful to M. Gromov for pointing out the relevance of the local flexibility lemma, and to L. Florit for a number of useful conversations concerning the topic of this paper.
Proof of local flexibility
Before we can state the main theorem we have to formulate a regularity condition on V 0 . Definition 2. Let V be a manifold, V 0 ⊂ V a closed subset, and k ∈ N 0 .
We call V 0 k-distance regular if for some (and hence every) Riemannian metric on V the following holds: There exists a neighborhood U of V 0 in V and, for every compact subset K ⊂ U , a constant C K > 0 such that for every positive continuous function η : V → R we find r η ∈ C k (U \ V 0 ) with
Here r(v) = dist(v, V 0 ) with the distance function dist induced by the Riemannian metric, and ∇ ( ) denotes the th covariant derivative.
then the normal bundle of V 0 is a C k -vector bundle and the distance function r itself is C k on U \ V 0 where U is an open neighborhood of V 0 . Moreover, the function r 2 is C k on U including V 0 . Differentiating r 2 we get the inequalities in Definition 2 inductively. Namely, since r is Lipschitz with Lipschitz constant 1 we have |∇r| ≤ 1, which settles the case = 1. Moreover,
) which settles = 2 etc. Thus we can choose r η = r and V 0 is k-distance regular.
In the case of a compact hypersurface we only need to assume that V 0 is C k rather than C k+1 , again k ≥ 2. In this case the signed distance function is known to be C k on U and hence so is r 2 , see [9, Lemma 14.16] or [17, Thm. 3] .
has all required properties of f except that it is only nonnegative rather than positive. Now f = ∞ ν=1 2 −ν δ ν Φ ν does the job. Since r is Lipschitz with Lipschitz constant 1 we can, by [11, Prop. 2.1] , find a smooth function ρ : V → R such that r − f < ρ < r + f and |∇ρ| ≤ 3 2 . Put r η := ρ + f : U := V → R. Theorem 1. Suppose we are in Setting S and that V 0 is k-distance regular. Then local flexibiliy holds.
Moreover, let κ ∈ {k, k + 1, . . . , ∞}, ∈ {0, 1, . . . , ∞}, and assume in addition that
, and that V 0 is κ-distance regular. Then we can also assume that f ∈ C ([0, 1], C κ (V, X)).
The proof requires two additional lemmas, the proof of the first of which can be found in the appendix.
Lemma 5. For each ε ∈ (0, 1 4 ] there exists a C ∞ -function τ ε : R → R with the following properties:
| ln ε|r k for all r > 0 and all k ≥ 1. Here C k is a constant only depending on k, but not on ε.
Lemma 6. Let V be a complete Riemannian manifold and V 0 ⊂ V be a closed subset. Let r : V → R be the distance function from V 0 and let h : V → R N be a C k -function which vanishes together with its derivatives up to order
is the closed ball of radius 1 about v.
Then for all v with r(v) ≤ 1 we have
Proof. Let v ∈ V and choose a nearest point v 0 on V 0 . Let γ : [0, r(v)] → V be a shortest geodesic joining v 0 = γ(0) and v = γ(r(v)). Since γ has length r(v) we have |γ| ≡ 1. Since all derivatives of h up to order k − 1 vanish at v 0 , Taylor's theorem yields
We use the "tilde notation" to denote byF the map
) is equivalent to the requirement that, in local coordinates u 1 , . . . , u n of U , the partial derivatives ( Proof of Theorem 1.
Step 1: We start by considering the case k = 0.
We choose a complete Riemannian metric on V in such a way that {v ∈ V | r(v) ≤ 2} ⊂ U where r is the distance function from V 0 . Let τ 1/4 be the function from Lemma 5. Assume
, and that V 0 is κ-distance regular, where , κ ∈ {0, 1, . . . , ∞}. Let η ≡ 1/33 and r η ∈ C κ (U \ V 0 ) be chosen as in Definition 2, using the κ-distance regularity of V 0 .
Since R ⊂ X is open we can replace F by a map F * ∈ C ([0, 1], C κ (U, X)) with the following properties:
This is possible since r(v) ≥ 1 implies r η (v) ≥ r(v) ≥ 1 and hence τ 1/4 (r η (v)) = 0. Moreover, since 2/33 < (1/4) 2 and 1/4 < 1/2 we have f ∈ C ([0, 1], C κ (V, X)) by the choice of F * . Finally, for r(v) < 1/33 we have r η (v) < 2/33 < (1/4) 2 , which implies τ 1/4 (r η (v)) = 1 and hence
This means that f has all the required properties with U 0 = {r < 1/33}.
Step 2: In this and the following steps we assume k ≥ 1.
At first we show that we can assume without loss of generality that X → V is a C ∞ -vector bundle and f 0 is the zero section. For this aim equip X with an auxiliary complete Riemannian metric. Let T vert X → X be the vertical tangent bundle whose fibers are the tangent spaces of the fibers of X. For each choice of f 0 ∈ C ∞ (V, X) we obtain a C ∞ -vector bundle (f 0 ) * T vert X → V and the fiberwise exponential map yields a
Choosing f 0 close enough to f 0 in the strong topology on C 0 (V, X) we can assume that the image of f 0 is contained in W , and hence defines a C κ -section of the C ∞ -vector bundle (f 0 ) * T vert X → X. Since k ≥ 1 the function F (t)| V0 is independent of t by assumption. After passing to a smaller U if necessary we can assume F (t)(U ) ⊂ W ≈ C for all t. The constructions in Step 2 will never leave the image ofF and hence W ≈ C, and the mollifying procedure (7) in Step 3 happens within the fibrewiese convex neighborhood C of 0. Hence we can indeed assume without loss of generality that X → V is a C ∞ -vector bundle, and that f 0 is the zero section, the latter by working with
After these preliminaries we pick a complete Riemannian metric on V such that {v ∈ V | r(v) ≤ 2} ⊂ U . We also pick a vector bundle metric and a C ∞ -connection∇ on the vector bundle X. We choose a countable open cover (O ν ) of V such that the closure O ν of each O ν is compact and contained in a coordinate neighborhood of V . We fix such a coordinate system for each O ν . Moreover, we assume that X is trivial over O ν and each O ν intersects only finitely many other O µ 's. In other words, the sets I (ν) :
Let (Φ ν ) be a partition of unity subordinate to this open cover. By r : V → R we denote the distance function from V 0 . For each ν we fix an ε ν ∈ (0, 1 4 ]. The precise values will be determined later. By local finiteness of the cover we can find a positive function η ∈ C 0 (V ) such that η < ε 2 ν /2 on O ν for all ν. Let r η be the function from Definition 2. We put
Each summand is a smooth function with compact support. Since the sum is locally finite, τ is a smooth function.
Thus the support of τ is contained in {r ≤ 1} and hence in U .
In the remaining part of Step 2 we assume = ∞ and
The other cases are postponed to Steps 3 and 4. We define
Since τ vanishes outside U the two branches in the definition fit together and yield a map
. By construction, each f (t) is a section of X. Assertion (b) in Definition 1 follows from the assumption f 0 | U = F (0). Since τ ≡ 1 on U 0 assertion (c) follows as well.
It remains to show that the sections f (t) solve R over {r ≤ 1}. For this, we will have to choose the ε ν sufficiently small.
We fix ν and let (x 1 , . . . , x n ) be the local coordinates on O ν ⊂ V . We use the multiindex notation
whenever |α| ≤ k − 1 and x ∈ V 0 . Since the right hand side is independent of t this implies
for r(x) ≤ 1. This uses the assumption that ∂ λ t F (t) exists and is k-times continuously differentiable. Note that (2) is trivially satisfied when |α| = k. Induction 2 on |α| shows
Here the inner sum is taken over all multiindicesα satisfyingα ≤ α, and λ + |α| ≤ |α|. Each P ααλ is a polynomial in derivatives of τ . It is weighted homogeneous of degree |α| − |α| if we assign to each a th x-derivative of τ the weight a. By Lemma 5 and
we have for all α with |α| ≥ 1:
We observe that τ ε (r) = 0 for r ≥ ε so that τ ε (r) ≤ ε · r −1 for all r > 0. We find on O ν for 0 < r ≤ 1 and 1 ≤ |α| ≤ k:
In (3) we have λ + |α| ≤ |α| and λ ≥ 1, thus |α −α| ≥ 1 and hence by (4)
Here we used ε µ < 1 4 so that | ln ε µ | > 1 and hence higher powers of | ln ε µ | −1 can be estimated by | ln ε µ | −1 . Using (2) and (5) we can estimate each term in the double sum for r ≤ 1:
Here and henceforth, the notation LHS RHS means LHS ≤ C · RHS where C is a constant independent of t,
x (hence r), and the εν . The constant may depend on ν, however.
2 For |α| = 0 equation (3) is nothing but the definitionf (t, x) =F (tτ, x). The induction step consists of
This proves for all α with |α| ≤ k that
Since | ln ε| → ∞ as ε → 0 we see that j k f (t) is arbitrarily close to (j k F )(tτ ) over O ν provided the ε µ are small for all µ ∈ I (ν). Since F (t) solves the relation and R is open, f (t) solves R as well, provided the ε µ > 0 are chosen small enough. This imposes finitely many conditions on each ε µ and can therefore be arranged. This concludes the proof for = ∞ and κ = k ≥ 1.
Step 3: Now we drop the differentiability assumption in the path variable and consider the case = 0 and κ = k ≥ 1. We introduce a second path variable and define
Let χ ∈ C ∞ (R) be a nonnegative function with supp(χ) ⊂ [−1, 1] and
χ(σ) dσ = 1. Now we mollify F in the t-variable by putting, for δ ∈ (0, 1],
dσ = 1 and the support property of χ it is straightforward to check
Moreover, since F is uniformly continuous, we can, given ε > 0 and a compact subset K ⊂ U , find an ε > 0 such that |F(s, t 1 )| K − F(s, t 2 )| K | < ε for all s and all t 1 , t 2 with
provided 2δ < ε . The same argument applies to the covariant derivatives. Thus
We choose a locally finite cover of U by relatively compact open sets O ν . Then we can find a positive smooth function δ : U → R such that δ(v) ≤ δ(O ν ) for all v ∈ O ν and all ν. Along V 0 we have F(s, t) = f 0 = 0 and similarly for the derivatives up to order k − 1. This is then also true for F (t)(v) for fixed s and t then the derivatives of δ do not contribute, i.e.
We can now apply the results obtained in Step 2 to each F
Note that the estimate in (6) can be done uniformly in s ∈ [0, 1], thus τ and U 0 can be chosen independently of s.
Step
). This concludes the proof.
Lemma 4 and Theorem 1 combine to give
Corollary 7. If we are in Setting S with k ∈ {0, 1} then local flexibility holds.
By Remark 3 and Theorem 1 we have
Corollary 8. If we are in Setting S and V 0 is a smooth submanifold then local flexibility holds.
Remark 9. One cannot drop the assumption that V 0 is a closed subset even if it is a smooth embedded submanifold. For example, we may choose V = R 2 and
The fiber bundle X is the trivial real line bundle; so our sections are just real-valued functions. We consider the case k = 1 and the relation R = J 1 X. In other words, the relation does not impose any restrictions on our functions.
Let f 0 ≡ 0 on V andF (t, x, y) = tx sin(1/y) on U . The assumptions of Theorem 1 are now satisfied (except for closedness of V 0 ) but for t > 0 the derivative ∂F ∂x does not have a limit as y → 0. Thus no restriction of
Remark 10. The assumption j k−1 F (t) = j k−1 f 0 along V 0 cannot be dropped either. For example, let V = R and V 0 = {−1, +1}. We still work with real-valued functions and k = 1. Let the relation R not impose any restrictions on 0-jets and force first derivatives to lie in the interval (−1, 1). Let f 0 ≡ 0, U = R \ {0} and setF (t, x) = 10 · t for x > 0 andF (t, x) = −10 · t for x < 0. With these choices a function f as in Definition 1 does not exist.
Remark 11. If F is sufficiently regular in the path variable, more precisely if F ∈ C ([0, 1], C k (U, X)) with ≥ k, then, as in the proof of Theorem 1, we can use the ansatz
With this definition the deformation f takes only values that are taken by f 0 and F . This means that for the values (but not their derivatives) we can also preserve non-open relations. For instance, if our sections are real-valued functions and f 0 ≥ 0 and F ≥ 0 holds then we have also f ≥ 0.
Remark 12.
There is an alternative approach to local flexibility, which is based on multiplying the given F with cut-off functions instead of introducing an interpolating time parameter tτ (v). Since differentiation with the respect to the t-parameter does no longer occur, this avoids the use of a mollifying procedure as in Step 3 of our proof.
One chooses a sufficiently fine subdivision 0 = t 0 < . . . < t N = 1 and defines inductively
for t ∈ [t n , t n+1 ] where ψ n are suitable cut-off functions. In this case differentiability of F in t is irrelevant but the subdivision of [0, 1] is constructed in local coordinates and if V 0 is not compact we may not be able to pass to a common subdivision. Thus this approach requires compactness of V 0 .
Theorem 1 generalizes to a family situation.
Addendum 13. Let K be a compact Hausdorff space and let let k ∈ N 0 . Let
enjoys the properties of Definition 1 for each ξ with U 0 independent of ξ.
Moreover, let ∈ {0, 1, . . . , ∞}, κ ∈ {k, k + 1, . . . ,
, and let V 0 be κ-distance regular. Then we can assume in addition that f ∈ C 0 (K, C ([0, 1], C κ (V, X))). Finally, if ξ ∈ K is such that the deformation F (ξ) is constant in the path variable, then in all the previous cases f (ξ) can be assumed to be constant in the path variable as well.
Proof. We concentrate on the case k ≥ 1 and leave the case k = 0 to the reader.
If
Step 2 of the proof of Theorem 1 then the bounds on the ε ν in (6) depend on bounds on derivatives of F and on geometric data independent of f 0 and F . Thus they can be chosen independently of ξ ∈ K, by compactness of K. Therefore the function τ in (1) can be chosen independently of ξ. Hence f depends continuously on ξ.
Step 3 of the proof can be chosen independently of ξ, again by compactness of K. The mollifying procedure in (7) yields a continuous
Step 2 applies. A similar argument applies to the case
In the remaining cases we observe that the mollified function F δ s (t) from Equation (7) is constant in s and t if the original function F (t) is constant in t.
This can be reformulated in homotopy theoretic language. Let φ be a fixed C k -germ of sections of X around V 0 solving R. We say that a C k -section of X over some open neighborhood of V 0 is φ-compatible if it has the same (k − 1)-jet along V 0 as φ. Now consider the space E of all φ-compatible C k -solutions of R over V , the space E 0 of all φ-compatible C k -germs of solutions of R around V 0 .
The space E 0 is equipped with the quasi-C k -topology induced by the directed system C k (U, X), V 0 ⊂ U ⊂ V open. This means that a continuous map K → E 0 for compact K is represented by a continuous map K → C k (U, X) for some open V 0 ⊂ U ⊂ V with image in the φ-compatible solutions of R over U .
Applying Addendum 13 we now have the following assertion appearing in part a) of Gromov's exercise: Corollary 14. The restriction map E → E 0 has the homotopy lifting property with respect to all compact Hausdorff spaces. In particular, it is a Serre fibration.
Applications
The following applications from different mathematical contexts illustrate situations in which local flexibility applies naturally.
3.1. Ordinary differential inequalities. In the simplest case V ⊂ R is an open interval and V 0 = {r 0 } is a point. Open partial differential relations for functions f : V → R N can be given by ordinary differential inequalities (ODIs). Let W 0 , . . . , W k ⊂ R N be open subsets and g j : V × W 0 × . . . × W k → R be continuous functions, j = 1, . . . , . We define the partial differential relation R by the condition j k f (r) ∈ R if and only if f (j) (r) ∈ W j and
for all r ∈ V . Now local flexibility tells us: Suppose we are given a C k -function f 0 : V → R N solving (8) and
0 (r 0 ) for j = 0, . . . , k − 1. Then we can find a continuous
Example 15. As a practical example consider a point particle of mass 1 moving without friction on the image S ⊂ R 3 of a smooth embedding φ : [0, ∞) → R 3 , r → (φ 1 (r), φ 2 (r), φ 3 (r)), with φ 3 (0) = 0, φ 3 (0) < 0, and φ 3 (r) < 0 for all r > 0 under the influence of a constant gravitational field (0, 0, −g), g > 0, such as a person on a roller coaster of shape S .
Let W 0 := {x = (x 1 , x 2 , x 3 ) ∈ R 3 | x 3 < 0}, W 1 := R 3 \ {(0, 0, 0)}, and W 2 = R 3 . We define continuous functions g 1 : W 0 → R and g 2 :
The moving particle is described by a smooth time dependent function c : [0, ∞) → R 3 with initial value c(0) = φ(0) andċ(0) = (0, 0, 0). For each τ ∈ (0, ∞) there is a unique r = r(τ ) ∈ (0, ∞) with c(τ ) = φ(r), and for the absolute values of velocity and acceleration of the particle at time τ we obtain
The first equation holds by the equality of potential and kinetic energy. For the second equation we decomposec(τ ) ∈ R 3 into components tangential and orthogonal to S ,
The quantity A T coincides with the tangential component of the gravitational force, hence
For the quantity A C we express the curvature of S at φ(r) = c(τ ) in terms of the two parametrizations φ and c and we find
and hence
The second equation in (9) follows. The previous calculations show that constraints on velocity and acceleration (dictated by physiological conditions, for example) can be expressed in terms of ODIs for φ. More precisely, consider continuous functions b 1 , B 1 , b 2 , B 2 : (0, ∞) → R and assume that the ODIs
are satisfied by f = φ on (0, ∞). Then for τ > 0 we have b 1 (r(τ )) < |ċ(τ )| < B 1 (r(τ )) and
Moreover, the set of embeddings is open in C 1 (V, R 3 ) w.r.t. the strong C 1 -topology, see e.g. [16, Thm. 1.4]. Hence we can find a continuous positive function ε : (0, ∞) → R such that all f ∈ C 1 (V, R 3 ) satisfying |f − φ| < ε , |f − φ | < ε , are embeddings. We add these inequalities to our set of ODIs and get the conditions
We now use local flexibility with k = 3 to add excitement to our roller coaster ride at some point of S without violating the safety constraints (13) . Set V := (0, ∞), r 0 ∈ V , and f 0 := φ| V . We assume that (15) (φ 1 (r 0 ), φ 2 (r 0 )) = (0, 0).
Let J > 0 and choose δ > 0 so small that U := (r 0 − δ, r 0 + δ) ⊂ V and F (t) :
0 (r 0 ) for j = 0, 1, 2. Hence F (t) solves (14) at r 0 and thus in a neighborhood of r 0 .
The modified roller coaster S 1 := f (1)([0, ∞)) ⊂ R 3 coincides with S at f 0 (r 0 ) and outside a small neighborhood of this point. The velocity and acceleration on S 1 still obey the inequalities (13) everywhere. The jerk (= norm of third derivative of the physical reparametrization) however can be made arbitrarily large at f (1)(r 0 ) = f 0 (r 0 ) be choosing J large.
This can be seen as follows: For c(τ ) = φ(r(τ )) equation (9) Inserting this into ... c (τ ) = φ (r) ·ṙ 3 + φ (r) · ... r + lower order terms in φ and r
shows that the third derivatives of the physical reparametrizations at r 0 of f (0) = φ| V and f (1) differ by
|φ (r 0 )| 3 because the derivatives of f (0) and f (1) up to order 2 coincide at r 0 . By (15) the vector in curly brackets does not vanish, hence the jerk can be made arbitrarily large by choosing J large. µ whose boundary touches f 0 (V ) tangentially at a point p and is curved in the same direction, i.e., the unit normals of f 0 (V ) and ∂B at p coincide when chosen such that both Weingarten maps are positive, see [7, Section 6.3] . Now let f 0 : S n → R n+1 be the standard embedding. Then f 0 is 1-convex and rigid in the following sense: Given a point p ∈ S n we cannot find an embedding f 1 such that f 1 = f 0 on the opposite hemisphere S n p,− := {v ∈ S n | v, p ≤ 0}, f 1 is 1-convex everywhere and µ-convex near p for some µ > 1.
Namely, assume such an f 1 exists. By 1-convexity and since S n p,− is contained in f 1 (S n ) we have f 1 (S n ) ⊂B 1 (0). By µ-convexity near p, f 1 (S n ) contains points in the interior ofB 1 (0). Let q ∈ f 1 (S n ) be such a point. Again by 1-convexity, applied at q, f 1 (S n ) ⊂B 1 (m) for some m = 0.
On the other hand, S
, which is possible only if m = 0. We have arrived at a contradiction. Now we relax the conditions. Let ε > 0. We look for an embedding f 1 :
-convex everywhere and µ-convex near p for any given µ > 1. Such an f 1 actually exists.
To see this we put V = S n , V 0 = {p} and U = S n \ S n p,− . Being an immersion with principal curvatures > 1 − ε imposes an open partial differential relation R of order 2 on C 2 (V, R n+1 ). Consider a smooth 1-parameter family of smooth diffeomorphisms Ψ(t) :
Then each F (t) is a µ µ−(µ−1)t -convex embedding U → R n+1 satisfying F (t)(p) = p and dF (t)| p = id TpU for all t. Hence the 1-jet of F (t) is constant at V 0 = {p}. We apply Theorem 1 and obtain 3.3. Deforming differential forms. Let V be a smooth manifold and let V 0 ⊂ V be a smooth submanifold, which is closed as a subset. For p ≥ 1 we consider the exterior product bundle
) be a path of closed forms solving Q with ω 0 | U = Ω(0). W.l.o.g. we can assume that U is a tubular neighborhood, shrinking it if necessary. Furthermore, we assume that i * 0 Ω(t) is constant in t where i 0 : V 0 → U is the embedding.
Now Ω(t) − Ω(0) is a family of closed forms satisfying i *
where ξ 1 , . . . , ξ p−1 ∈ T u U and u ∈ U . Then F has the following properties:
Only the third property requires a small computation, compare e.g. [22, Prop. 6.8] .
We set X := Λ p−1 (T * V ) → V and k := 1. The condition ω 0 + dη ∈ Q imposes an open relation on the 1-jet of the (p − 1)-form η. Denote this first-order relation on Λ p−1 (T * V ) by R. Now we apply Theorem 1 to f 0 = 0, F (t) and R and obtain f ∈ C 0 ([0, 1], C 1 (V, Λ p−1 (T * V ))) such that f (0) = f 0 = 0 and f (t) = F (t) on a smaller neighborhood U 0 of V 0 .
For simplicity, let us assume that ω 0 andΩ are smooth. ThenF is smooth and so isf . We obtain a smooth family of closed smooth p-forms ω(t) := ω 0 + df (t) solving Q, coinciding with Ω(t) on U 0 , and Ω(t) = ω 0 outside U . We summarize:
Then there exists a smaller neighborhood
) such that each ω(t) is closed and solves Q, ω(0) = ω 0 , ω(t) = Ω(t) on U 0 and ω(t) = ω 0 outside U . Moreover, the de Rham cohomology class of ω(t) is independent of t.
The following table lists some geometric examples in which Proposition 18 applies:
V form degree p condition Q resulting geometric structure n-manifold 1 non-vanishing codimension-1-foliation 2n-manifold 2 ω n = 0 symplectic structure 7-manifold 3 definite closed G 2 -structure Dropping the closedness conditions on the forms, Theorem 1 can be applied directly to Ω for k = 0, without passing to a family F (t) of primitives of Ω(t) − Ω(0). This can be used to extend local deformations of contact forms, for instance.
3.4.
Prescribing the lapse function. This application deals with Lorentzian geometry. For a general introduction to and standard notation in this field see e.g. [2] . Let V be a time-oriented globally hyperbolic Lorentzian manifold. Then V is isometric to R × Σ with metric
where N : V → R is smooth and positive, T : V → R is smooth with past-directed timelike gradient such that each level {T 0 } × Σ is a Cauchy hypersurface, see [3, Thm. 1.1]. The levels are then automatically closed, smooth, spacelike hypersurfaces. Here g T is a smooth 1-parameter family of Riemannian metrics on the levels. We will call N the lapse function and T the Cauchy time function. A simple computation shows g(grad T, grad T ) = −N −2 . In [4, Thm. 1.2] Bernal and Sánchez show that one can prescribe the Cauchy hypersurface. More precisely, let V 0 be a smooth spacelike Cauchy hypersurface. Then the Cauchy time function T can be chosen in such a way that V 0 is one of its levels.
Using Theorem 1 we will now show that one can also prescribe the lapse function along V 0 .
LetŇ : V 0 → R be smooth and positive. LetT be a smooth function defined on a neighborhood U of V 0 which coincides with T on V 0 and such that gradT =Ň −1 · ν where ν is the past-directed timelike unit normal field along V 0 . By shrinking U if necessary we can arrange that the gradient ofT is past-directed timelike on all of U and that there are smooth spacelike Cauchy hypersurfaces Σ − and Σ + in V which lie in the causal past and future of U , respectively. Now put f 0 = T andF (t, v) = tT (v) + (1 − t)T (v). Since the cone of past-directed timelike tangent vectors is convex, the function F (t, ·) has a past-directed timelike gradient field on U for each t ∈ [0, 1].
Having a past-directed timelike gradient field imposes an open first order differential relation on functions on V . We apply Theorem 1 with k = 1 and obtain a smooth functionf : [0, 1] × V → R such that f (0) = f 0 = T , each f (t) has past-directed timelike gradient field, coincides with f 0 outside U and coincides with F (t) on a smaller neighborhood of V 0 .
Claim: Each f (t) is a Cauchy time function, i.e., its non-empty level sets are Cauchy hypersurfaces.
Proof. Fix t and write h = f (t) for brevity. Let c : (0, 1) → V be an inextendible future-directed timelike curve. Since the gradient of h is timelike past-directed and the velocity vector of c is timelike future-directed the function h increases strictly along c. Thus each level of h is hit at most once by c.
Moreover, c intersects Σ − and Σ + at points c(s − ) and c(s + ), 0 < s − < s + < 1, as Σ ± are Cauchy hypersurfaces. Thus the level sets of h for values in [h(c(s − )), h(c(s + ))] intersect c as well. For the levels below h(c(s − )) and above h(c(s + )) this is also true because h coincides with the Cauchy time function T in the past of Σ − and in the future of Σ + .
Now consider the Cauchy time functionŤ = F (1). SinceŤ coincides withT near
Hence if we replace T byŤ in (16) then the lapse function will beŇ along V 0 . We have deformed a given Cauchy time function through Cauchy time functions into one which has prescribed lapse function along a given level set. This procedure can be repeated and yields prescribed lapse functions along finite or countable families of Cauchy hypersurfaces as long as they do not intersect nor accumulate.
Deforming Riemannian metrics
Now we turn to our main application of local flexibility, deformations of Riemannian metrics which preserve strong curvature conditions. Remark 19. Theorem 2 would be false if we demanded thatĝ has curvature ≥ 1 in the sense of Alexandrov spaces on all of V . Namely, this implies that the diameter of (V,ĝ) is bounded above by π, at least if V is compact, see e.g. [6, Thm. 10.4.1] . Now if diam(V, g) is much larger than π then this contradictsĝ being C 1 -close (and hence C 0 -close) to g. In fact, if a metric has curvature ≥ 1 in the Alexandrov sense on an open dense subset only, then there is no upper bound on the diameter. This is illustrated by the following picture: Remark 20. Theorem 2 would also be false if we demanded thatĝ has regularity C 2 . Then the sectional curvature of (V,ĝ) would be continuous and secĝ ≥ 1 on a dense subset implies this bound on all of V . Then we get the same contradiction as in the previous remark.
Remark 21 . By an obvious scaling argument the statement ofĝ having curvature ≥ 1 can be replaced by the statement of having curvature ≥ K for any (large) constant K.
Proof of Theorem 2. Without loss of generality we may assume that g is smooth because we can approximate g by a smooth metric in the strong C 1 -topology, if necessary. Let, for any C 2 -Riemannian metric h on V , the continuous functions S
We choose an open neighborhood N of g in the strong C 1 -topology whose closure is contained in N ,N ⊂ N . We can find an auxiliary metric on the 1-jet bundle of (2, 0)-tensors on V and a constant c > 0 such that |j 1 g| < c. By shrinking N if necessary we we may assume that
. .} be a countable dense subset of V . We now construct a sequence (g ν ) ν=0,1,... of smooth Riemannian metrics on V . We put g 0 := g. Assume that g ν−1 has been constructed. If S − gν−1 ≥ 2 on a neighborhood of p ν then we call this neighborhood U ν and put g ν := g ν−1 .
If not, we express the metric g ν−1 in normal coordinates about p ν and find
where the remainder term satisfies ρ(x) = O(|x| 3 ). A metric g [K] of constant sectional curvature K would have the expansion
We define a 1-parameter family of metrics F (t) on this coordinate neighborhood by
Thus F locally deforms the given metric g ν−1 into one with constant sectional curvature 2. At p ν the 1-jet of F (t) is constant in t while the curvature tensor is the convex combination of the ones of g ν−1 and of g [2] . Hence the sectional curvature for any plane E ⊂ T pν V is given by sec F (t) (E) = (1 − t) sec gν−1 (E) + t sec g [2] (E) = (1 − t) sec gν−1 (E) + 2t.
In particular, S
Now we apply local flexibility with f 0 = g ν−1 , the deformation F (t) in (18) and the second-order partial differential relation R ν given by j 2 h ∈ R ν if and only if
Then g ν−1 and the F (t) (restricted to a sufficiently small neighborhood of p ν ) solve R ν . We apply local flexibility and, for t = 1, obtain a smooth metric g ν solving R ν which coincides with g [2] in a neighborhood U ν of p ν . Now observe that on U ν we have for any metric g µ with µ > ν that
On all of V we have
and (20) sec gµ < max{S + g , 3} + 1. We exhaust V by compact subsets K k ⊂ V with smooth boundary. By (19) and (20) | sec gν | is bounded independently of ν, hence so is the curvature tensor of g ν . Together with (17) this shows that the sequence (g ν ) is C 2 -bounded over each K k . Thus it is bounded in the W 2,q -Sobolev norms for all q ∈ [1, ∞]. We fix k and q ∈ (n, ∞). Then W 2,q (K k ) is reflexive and we obtain a weakly W 2,q -convergent subsequence. By the diagonal argument we obtain a subsequence which converges weakly in W 2,q (K k ) for all k. Denote the limit metric byĝ. Since the sequence (g ν ) ν is bounded in C 2 and pointwise inequalities persist under weak L qconvergence, the limit metricĝ is actually in W 2,∞ loc = C 1,1 loc . By the Sobolev embedding theorem together with Arzela-Ascoli, weak convergence in the W 2,q -norm implies strong convergence in the C 1 -norm over K k . This is convergence in the weak C 1 -topology. Since each g ν ∈ N we find g ∈N ⊂ N .
Each (U ν , g µ ) with µ > ν has sectional curvature bounded below by 1 and hence is an Alexandrov space of curvature ≥ 1. Since C 1 -convergence of Riemannian metrics preserves curvature bounds in the Alexandrov sense, we conclude that (U ν ,ĝ) is an Alexandrov space of curvature ≥ 1. Thus (V,ĝ) satisfies this curvature bound on the set U = ∞ ν=1 U ν which is open and dense in V .
Finally, since the metric and its first derivatives are continuous and the second derivatives exist as L ∞ loc -functions, the curvature tensor exists as an L ∞ loc -tensor field. Since pointwise inequalities persist under weak L q -convergence we conclude secĝ ≥ 1 on U almost everwhere.
Remark 22. Let V be a compact surface of higher genus. The proof of Theorem 2 shows that the metricĝ is the limit of smooth metrics g ν such that the area densities dA ν of g ν converge uniformly to that ofĝ and the Gauss curvatures K ν converge weakly in L q toK for q ∈ (1, ∞). This implies Remark 24. By locally deforming the given metric to g [−2] rather than g [2] and interchanging the roles of S + h and S − h we can play the same game with negative curvature. Thus the condition on the curvature in Theorem 2 of being ≥ 1 can be replaced by ≤ −1, in both the Alexandrov and the L ∞ -sense. Again, this would be false if we demanded that the curvature bound holds on all of V or that g be C 2 . In this case we would violate Preissmann's theorem [6, Thm. 9.3.3] , for instance. Proof. Choose a complete smooth Riemannian metric g on V . We can choose a neighborhood N of g in the strong C 1 -topology such that each metric in N is complete. Now apply Theorem 2 or Remark 24, respectively.
Remark 26. As discussed above, this is false for C 2 -metrics. Since the C 1 -metric can be chosen C 1 -close to an arbitrary smooth metric on V , we can in Corollary 25 in addition prescribe geometric quantities like volume, diameter, injectivity radius up to arbitrarily small error.
Remark 27. Corollary 25 should be contrasted with the implications of Gromov's h-principle for diffeomorphism-invariant partial differential relations. The latter implies that every connected non-compact manifold has a smooth but incomplete Riemannian metric with positive sectional curvature and another one with negative sectional curvature, see [13, Thm. 4.5.1] .
Remark 28. In his famous precompactness theorem [15, Sec. 8.20 ] Gromov proves C 0,1 -regularity of the limit metric. This regularity result was improved to W 2,q for all q ∈ [1, ∞) and C 1,α for all α ∈ (0, 1), see [12, 20, 21] . The C 1,1 -regularity shown in Theorems 2 is the borderline case of this. Observe that f (1) may be much smaller than f (0) and that the fundamental theorem of calculus holds for Lipschitz functions. However, this is not a contradiction because, again, open dense subsets need not have full measure. Clearly, such an f cannot be C 1 . Given any C 2 -embedding f 0 : V → R 3 of a compact surface V and any neighborhood N of f 0 in the C 1 -topology there exists a C 1,1 -embedding f : V → R 3 in N such that the Gauss curvature of f is > 1 a.e. on an open dense subset of V . This is an extrinsic version of Theorem 2. We leave the details to the reader.
Next, let (V, g) be a Riemannian manifold with sectional curvature sec g > 0 and let V 0 = {p} consist of just one point. The deformation in (18) locally deforms the given metric through positive curvature metrics into one of constant positive curvature. Theorem 1 for k = 2 implies:
One can deform a Riemannian metric of positive sectional curvature on V through such metrics into one which has constant sectional curvature K near p.
Here K can be any prescribed positive constant. A similar argument applies if {p} is replaced by an embedded geodesic V 0 ⊂ V , working with local Fermi coordinates around V 0 . This is an application of Theorem 1 with noncompact V 0 . Moreover, we can treat other curvature quantities and curvature bounds, compare part b) of Gromov's exercise.
This discussion extends to families of metrics. Let Sec + (V ) be the space of Riemannian metrics of positive sectional curvature on V , equipped with the weak C ∞ -topology, and let Sec K (V, p) denote the subspace of metrics of constant sectional curvature K > 0 in some neighborhood of p.
be a continuous map satisfying f 0 (∂D k ) ⊂ Sec K (V, p). Using compactness of D k we find an open neighborhood of 0 ⊂ T p M such that exp p : T p M → M maps this neighborhood diffeomorphically onto an open neighborhood of p for all metrics f 0 (ξ), ξ ∈ D k . Let {p} ⊂ U ⊂ V be an open neighborhood of p which is contained in these neighborhoods for all ξ. We can choose U so small that working in the resulting ξ-dependent coordinates on U , Equation (18) defines a continuous map F : D k → C ∞ ([0, 1], Sec + (U )) with F (ξ)(0) = f 0 (ξ)| U , and such that the image of F (ξ)(1) is contained in Sec K (U, p) for all ξ. In addition, we can assume that F (ξ)(t) is constant in t for ξ ∈ ∂D k . By Addendum 13 we find an open neighborhood {p} ⊂ U 0 ⊂ U and a continuous map f : D k → C ∞ ([0, 1], Sec + (V )) such that for all ξ ∈ D k the deformations f (ξ) and F (ξ) coincide on U 0 and for all ξ ∈ ∂D k the deformation f (ξ) is constant. This shows that f 0 is homotopic to a map D k → Sec K (V, p) by a homotopy which is constant on ∂D k . We obtain the following result:
Proposition 30. The inclusion
is a weak homotopy equivalence.
Appendix: Proof of Lemma 5
It remains to show Lemma 5. The functionτ ε defined bŷ has all properties listed in Lemma 5 (with C k = 1) except that (iv) does not make sense at the points r = ε 2 and r = ε where the function is not differentiable. We need to see that we can smoothenτ ε near these two points without destroying properties (i)-(iv).
At r = ε this is easy: Choose a smooth function ln : (0, ∞) → R such that ln(r) = ln(r) for r ≤ 0.9, ln(r) = 0 for r ≥ 1 and ln ≤ 0 everywhere. For r ≥ 1.1 · ε 2 we then have τ ε (r) =τ ε (r) and for r ≤ ε 2 we have τ ε (r) = 1. It remains to check (iv) on [ε 2 , 1.1 · ε 2 ]. We compute 
This concludes the proof.
