Ahtract-A mean-field model is developed for amorphous ferromagnetic materials with potential applications in thermomagnetic recordinglmagneto-optical readout systems. The emphasis is on the reduction of the number of adjustable parameters, so that important variables and their effects on magnetic properties can be investigated. The available experimental data on GdCo-, GdFe-, and TbFe-based alloys is compared with the model predictions and good agreement is obtained in all cases. Expressions for the exchange stiffness coefficient and macroscopic anisotropy energy constant are derived and the latter is compared with available experimental data. The results have been used to study domain wall characteristics of the three material systems. A I. INTRODUCTION MORPHOUS rare earth-transition metal (RE-TM) alloys have proved extremely suitable for thermomagnetic recording and magneto-optical readout applications [ 11- [6] . In thin film form, these media exhibit strong perpendicular anisotropy, which makes them particularly useful for polar Kerr or Faraday effect readout. Being ferromagnetic, they possess a compensation point temperature that can be brought to the vicinity of room temperature by proper choice of composition. This feature preserves the uniform magnetic alignment of the media by preventing the magnetization from breaking into oppositely oriented domains. Moreover, the high coercivity around the compensation point protects the recorded data from stray magnetic fields. The amorphous nature of the films eliminates a significant source of noise previously encountered in polycrystalline media [7] . Surface roughness and grain boundary noise are no longer-limiting factors in the readout performance of the RE-TM alloys.
I. INTRODUCTION MORPHOUS rare earth-transition metal (RE-TM)
alloys have proved extremely suitable for thermomagnetic recording and magneto-optical readout applications [ 11- [6] . In thin film form, these media exhibit strong perpendicular anisotropy, which makes them particularly useful for polar Kerr or Faraday effect readout. Being ferromagnetic, they possess a compensation point temperature that can be brought to the vicinity of room temperature by proper choice of composition. This feature preserves the uniform magnetic alignment of the media by preventing the magnetization from breaking into oppositely oriented domains. Moreover, the high coercivity around the compensation point protects the recorded data from stray magnetic fields. The amorphous nature of the films eliminates a significant source of noise previously encountered in polycrystalline media [7] . Surface roughness and grain boundary noise are no longer-limiting factors in the readout performance of the RE-TM alloys.
The first step in the study of thermomagnetic recording and erasure processes in the RE-TM alloys is the development of a model that can explain the behavior of magnetization versus temperature [8], [9] . Mean-field theory provides a simple solution to this problem, although its usefulness has been marred in the past by the existence of too many adjustable parameters [lo]- [15] . .Our goal in this paper is to develop a mean-field model for amorphous RE-TM alloys that can explain the available data with as Manuscript received November 5, 1984; revised September 26, 1985. This work was supported by the National Science Foundation under Grant ECS-8307928 and in part by the IBM Corporation.
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few adjustable parameters as possible. There is a fundamental difference between our model and the previous models for iron-based alloys, however. We have allowed for an antiferromagnetic iron subnetwork to account for the large variation of the Fe-Fe exchange interaction with interatomic distance. The possibility of antiferromagnetic interaction among iron atoms has been discussed in the literature [ 141, but, to our knowledge, has not been introduced into the mean-field models. The presence of both ferro-and antiferromagnetic Fe-Fe exchange gives rise to different magnetic moments for the iron subnetworks at nonzero temperatures. Further experimental evidence is thus called for in order to justify this assumption.
The organization of the paper is as follows: in Section I1 we define the parameters and derive the major equations of the mean-field theory. Section I11 is concerned with the explanation of the observed behavior of GdCo-, GdFe-, and TbFe-based alloys. In Section IV, the effect of uniaxial single-ion anisotropy on the mean-field model is discussed. Sections V and VI are devoted to the exchange stiffness coefficient and the macroscopic anisotropy energy constant, respectively. Section VI1 contains a few final remarks and a comparison of the three material systems in terms of their domain-wall properties.
MEAN-FIELD THEORY
We describe a mean-field model for an amorphous system with three magnetic subnetworks. Nonmagnetic elements are also included in this model insofar as they affect the densities and the coordination numbers of magnetic elements. The following notation is used throughout the paper: total number of atoms (ions) in unit volume (cm3) atomic percentage of the nth species in the comatomic radius coordination number (average number of nearest neighbors) spin angular momentum quantum number orbital angular momentum quantum number total angular momentum quantum number gyromagnetic factor exchange integral between ions of species m and pound n 0018-9464/86/0~00-0033$1.00 O 1986 IEEE 
The angular momenta for the rare earths are for the free ion states.
M, saturation magnetization of the nth subnetwork
M, total saturation magnetization T absolute temperature (OK) T, Curie point temperature T,, compensation point temperature k
Boltzmann's constant (1.38 X ergs/"K) p B Bohr Magneton (9.27 X ergs/(;).
(emdcc)
The subscript n refers to the nth subnetwork, and we will generally assume that n = 1 for the rare earth, n = 2 for the transition metal, n = 3 for the third magnetic element, and n = 4, 5 for nonmagnetic elements.
The atoms (ions) are assumed to be hard spheres and the radii r, are calculated from a table of atomic concentrations [ 161 under the assumption that the atoms fill the entire space. The approximate values of r, for materials of interest in this work are shown in Table I . Since amorphous materials are usually less dense than their crystalline counterparts, we assume that only 95 percent of the space is filled in the amorphous state [ 151. The total number of atoms per unit volume N is thus given by 0.95 N = (1) c ( 4 3 4 3 )
The atomic density of the nth species is then equal to Nx,. The coordination numbers in amorphous materials are not constant and vary from site to site. For purposes of the mean-field theory, however, it suffices to have average values. Traditionally, researchers have assigned a fixed value, usually 12, to this parameter [ 101, [ 11 3. We consider this inappropriate, particularly when the radii of the constituting elements differ significantly. In order to account for the dependence of 2, on composition and atomic radii, the following approach is adopted here. Consider a sphere of radius r, in contact with another sphere of radius r,. Looking from the center of the first sphere, the spatial angle subtended by the second sphere is 471. sin2 (0,,/2) where B , , = arcsin [rm/(rm + r , ) ] . The average number of atoms of species m that surround a given atom of species n is equal to Znxm, and together they cover a fraction of space equal to Z,?X, sin2 (0,,/2) (assuming nonoverlapping cones). If we further assume that the entire space is filled by the nearest neighbor cones (an assumption which is only approximately valid in three dimensions), we obtain 5 C z n x m sin2 (0,,/2) = 1 (2) from which 2, is readily calculated. In the special case in which all atoms are identical, 2, turns out to be equal to 14.93, which is somewhat greater than the commonly used value of 12. However, since only relative values of 2, are important in the mean-field model, this approximation should be acceptable.
The spin, orbital, and total angular momentum quantum numbers for the materials of interest are shown in Table I . The angular momenta of the rare-earth elements are identical with their free-ion values. This is a reasonable approximation considering the fact that the 4f electrons responsible for magnetic properties are well shielded by the 5s and 5p shells and are therefore largely unaffected by the environment. The values of S , L , and J for Tb and Gd are obtained by the Hund rules and are consistent with measured values [ 161.
The situation with transition metal elements is quite different. Here the magnetic electrons are in the 3d shell, whose structure is affected significantly by the local environment. The magnetic properties therefore vary with the composition and atomic structure of the alloy [17] . The orbital momentum is usually quenched in these materials, and thus the assumption of L = 0 is reasonable for our purposes. The 3d electrons occupy a band of energies split between electrons with up and down spins (3dt and 3d.1 bands). The difference between the population of these bands determines the spin of the TM ion. The spin can thus assume noninteger values. Moreover, the band structure and the number of electrons available to each band vary with composition. The TM spin is thus a complicated function of the composition and structure of the alloy and, to simplify matters, we have used it as an adjustable parameter in our calculations.
The band structure of cobalt is believed to be of the form shown in Fig. l(a) with the Fermi level above the 3dt band [17] . Assuming that alloying does not modify the band structure, addition of electrons can only fill the 3d.1 band and thereby reduce the net spin of individual cobalt ions. For iron, the structure is believed to be of the form shown in Fig. l(b) ; here the Fermi level is within the 3dT band and, depending on the exact structure of the bands, addition of electrons could result in either an increase or a decrease of the net spin [17] . The band stmcture can be used as a guide in adjusting the numerical value of the spin, although, in the absence of more elaborate information, its usefulness is quite limited.
The gyromagnetic factor g is a proportionality constant that relates the magnetic moment and the total angular momentum. For pure orbital momenta g = 1, while for pure spin g = 2. In general, the value of g is obtained from the Lande equation [ 
161.
The three equations thus obtained with m = 1, 2 , and 3 must be solved simultaneously for the ( j , ) at any given temperature. A numerical method which starts with reasonable initial values and iterates until a consistent solution is obtained was found to converge quickly and yield reliable solutions. The subnetwork magnetizations are then obtained from the relation M, = N x f l , w f l ( j f l ) .
(4)
The Curie temperature T, can be found analytically if we realize that around T, the ( j , ) values are small and if we use the approximation which is valid for 1x1 << 1. Thus, in the vicinity of T,,
The exchange integral is a quantum mechanical entity which arises from the overlap of electronic charge distributions. While in dielectric media the exchange interaction between neighboring atoms (ions) is direct, the interaction in metals is primarily mediated by the conduction 111. COMPARISON OF MODEL CALCULATIONS WITH THE OBSERVED DATA The mean-field theory of the last section has been employed to explain the experimentally observed behavior of saturation magnetization versus temperature in several RE-TM-based alloys. Instead of trying to obtain a close match in every case by varying all the adjustable parameters, we have tried to obtain a reasonable match with as few adjustable parameters as possible. This, we hope, will bring out the dominant trends and exclude the less significant factors.
We have studied three classes of materials for which experimental data has been available in the published literature. These are the classes of GdCo-, GdFe-, and TbFe-based alloys. For each class we have used a fixed set of exchange integrals $ , , as shown in Table 11 . It is true that the local environment and the interatomic distances play a role in determining the values of the exchange integrals, and it is also true that by changing the composition in a given system of materials, these factors are more likely than not to change. We believe, however, that because of the nature of exchange in metallic alloys, the variation of exchange parameters is of secondary importance. An exception is made for &e-&, which is apparently very sensitive to the interatomic distance. In fact, 
*The minus sign applies to the antiferromagnetic subnetwork. contribution to a neighboring @ is negative. If the fraction of @ in the alloy is not too large,,then the net field on both 0 and 8 will be positive, while the net field on 0 will be negative. This is why both iron subnetworks have positive moments.
f '
in certain compounds, the Fe-Fe exchange is known to be ferromagnetic for some iron pairs and antiferromagnetic for others [ 131. Thus for the RE-Fe alloys, we have postulated the existence of two iron subnetworks: one with positive and another with negative Fe-Fe exchange ( +djFe-Fe). The coupling between the two subnetworks, however, remains ferromagnetic (+ and both subnetworks couple antiferromagnetically to the RE subnetwork with the same exchange parameter The only new parameter thus introduced is the fraction cy of iron in the antiferromagnetic subnetwork; 01 has been used as an adjustable parameter in our calculations. As long as 01 is not too large, the mean field on the antiferromagnetic subnetwork will remain parallel to, but smaller than, the field on the ferromagnetic subnetwork. The two kinds of iron will thus have parallel moments at all temperatures, but the moment of the antiferromagnetic kind will quickly decay with temperature. This means that at nonzero temperatures, the ferromagnetic iron atoms will have a larger moment than the antiferromagnetic ones. Fig. 2 shows a typical arrangement of moments at T # 0. At T = 0, the arrangement is the same but the two iron subnetworks have equal moments.
In Tables 111-V, we have compared the experimental data collected from the literature with our model calculations. Information regarding the source of data, sample composition, preparation conditions, and measurement methods is also given. In fitting the data we assumed that the nominal compositions are subject to a few percentage points of error, and thus searched the vicinity of the nominal composition for a good match. The best match usually was found within rt 1 % of the nominal. We also assumed the presence of a small amount of argon in the compounds to account for the impurities that are inevitably present in any sample. Since the measurement of magnetization requires a precise knowledge of the sample thickness, systematic errors are introduced if there is inaccuracy in the thickness measurement. Lack of instrument calibration is another source of systematic errors. In a few cases we had to allow for the possibility of such systematic errors in the data. Figs. 3-8 show some typical fits of the theoretical curves to the data. Table I11 corresponds to GdCo-based alloys. A doublemagnetic-subnetwork model has been sufficient for explaining the data. The cobalt moment Jco is seen in all cases to be below the value of 0.86 for pure cobalt. This is consistent with the band model in which the 3dl band is successively filled with additional electrons. If we assume that Gd, B, and Mo atoms contribute 1.5, 2.5, and 3 electrons, respectively, to the d band, the values of Jco obtained in these calculations can be explained. We emphasize, however, that charge transfer arguments are not completely reliable, and although we use them as guidelines in estimating the TM moment, we shall not rely heavily on the quantitative results.
Table IV corresponds to the GdFe-based alloys. A triple-magnetic-subnetwork model has been used to account for the antiferromagnetic coupling among a certain fraction of iron moments. The adjustable parameters are JFe and the fraction cy of iron in the antiferromagnetic subnetwork. It can be seen that, with addition of Gd, the iron moment decreases from 1.11 for pure iron to a minimum of 0.95 at around 25 percent Gd. Adding more gadolinium seems to increase the moment again. The fraction of antiferromagnetic iron, cy, varies between 0.3 and 0.5 for pure GdFe alloys. This may represent the effect of the deposition environment on the structural characteristics of the alloy. In the three compounds containing Sn or B, the antiferromagnetic subnetwork is absent and the iron moment remains around 0.95. The absence of antiferromagnetic iron here may be a result of the reduced iron concentration in the alloy, but it is difficult to arrive at any conclusions at this point without further experimental evidence.
Table V corresponds to the TbFe-based alloys. Again, the adjustable parameters are JFe and cy. With the addition of Tb, the iron moment seems to decrease to a minimum of 0.96 around 19 percent Tb, and then rises again. The similarity of this behavior for GdFe and TbFe is encouraging, and may in fact suggest that a band structure such as shown in Fig. 9 is at work.
To appreciate the significance of the antiferromagnetic iron subnetwork in these calculations, we have plotted in Fig. 10 the Curie and compensation point temperatures versus cy for a typical alloy. It is observed that the Curie *Argon is used here to represent impurities in the sample. The effect of nonmagnetic impurities is only on the density and coordination numbers, and in that respect argon can be substituted for other contaminants. In reality, sputtered films contain a certain amount of argon while evaporated films are likely to be contaminated by other elements. temperature drops and the compensation point rises with increasing CY. The reason is that the net exchange field acting on the antiferromagnetic iron subnetwork is small, and consequently the magnetization of this subnetwork decays rather quickly with temperature. The 01 value is thus an important parameter of our model because it allows the data to be explained with a fixed set of exchange parameters.
IV. SINGLE-ION ANISOTROPY AND THE MEAN-FIELD
MODEL In order to study the effect of single-ion anisotropy on the mean-field model, we have assumed that the rare earth element is subject to uniaxial anisotropy of the simplest kind, and that its total energy is given by values of magnetization versus temperature for (Gd,oCo,3Mo,7)98Ar2 (reported composition). See row 7 in Table 111. while ( j2 ) and ( j-, ) are still given by (3). Although a closed form no longer exists for (7), the mean-field equations are still amenable to numerical solutions as before. In gadolinium-based alloys the single ion anisotropy is believed to be negligible. This is due to the fact that Gd is an S-state ion with little or no interaction with the "crystal" electric field. Terbium, on the other hand, is known to couple strongly to the electric field and create large amounts of single-ion anisotropy. It is thus expected that the best model for TbFe is one that includes both the single ion anisotropy of Tb and the antiferromagnetic coupling of Fe ions. However, as will be seen in Section VI, T (OK 1 Fig. 5 . Experimental (0) and theoretical (-) values of magnetization versus temperature for Gd26.3Fe73.7 (reported composition). See row 6 in Table IV . - Fig. 6 . Experimental (0) and theoretical (-) values of magnetization versus temperature for Gd,o,6Fe69,, (reported composition). See row 9 in Table IV. the measured values of the macroscopic anisotropy energy constant seem to indicate that D -lo-'' ergs, which is too small to affect our mean-field model calculations. It has been argued that the effective value of D is, in fact, much larger than the value suggested by the macroscopic measurements [ 181. We feel, however, that a meaningful discussion of this subject is not possible until more reliable data is available. Fig. 7 . Experimental (0) and theoretical (-) values of magnetization with m, n being nearest neighbors and dm, the distance between nearest neighbor atoms, which is equal to the sum of atomic radii rm and r,. The macroscopic exchange stiffness coefficient A, is then given by VI. MACROSCOPIC ANISOTROPY ENERGY CONSTANT There are two basically different sources of anisotropy in amorphous rare earth-transition metal alloys. The first is the pair ordering due to inhomogeneous atomic distribution, whereby the classical dipole-dipole interactions create a distinct axis of anisotropy [19] . The anisotropy energy density of pair ordering may be written as
V. EXCHANGE' STIFFNESS COEFFICIENT In the Heisenberg model the exchange energy density is given by [12]
where Dm, is the anisotropy coefficient for nearest neighbor pairs. This coefficient is positive for pairs with parallel moments and negative for pairs with antiparallel moments, assuming that the atoms are already arranged in pairs such that both parallel and antiparallel moments prefer their current positions. From symmetry it must be clear that Dm, = D,,,.
The second source of anisotropy is the interaction of atomic charge distribution with local electric fields [17] . If the charge distribution is nonspherical, the electric fields force the distribution, and consequently the orbital angular momentum, into a preferred orientation, and the spin orients itself accordingly through the spin-orbit coupling. In RE-TM alloys the orbital moment of TM is usually small, making its interaction with electric field insignificant. The non-S state RE ions, however, couple strongly to the field and create random axis anisotropy. To simplify the problem, we have assumed the following expression for the single-ion anisotropy energy density 
(13)
Dm, and D, have complicated relations with the structure of the media, but for our purposes it is sufficient to treat them as adjustable parameters. Fig. 13 shows K,, versus temperature for two GdCobased alloys. The experimental data, taken from the literature, is in good agreement with model calculations. In both cases, D, = 0 and Dm, = k 10-l9, with the plus sign applicable to Co-Co and Gd-Gd pairs, and the minus sign applicable to Gd-Co pairs. Fig. 14 shows K, versus atomic percent Gd in GdFe alloys at room temperature. There is a rather large scatter in reported data in this case, as is evident from the figure. We believe that part of this scatter is due to the fact that, near compensation point, the magnetization is small and measurements of K,, are subject to large errors. It is also a well-known fact that preparation conditions such as argon pressure and bias voltage during sputtering affect the anisotropy energy through structural variations. The solid curve is calculated from the available data in the meanfield approximation. The anisotropy parameters used are identical to those of GdCo alloys in Fig. 13 , namely D, = 0 and Dm, = The agreement in the order of magnitude between this curve and the experimental data suggests that the anisotropy in GdFe is controlled by pair ordering, and that single-ion anisotropy does not play a major role here. This is in agreement with the fact that Gd3+ is an S-state ion. 15 shows K, versus atomic percent Tb in TbFe alloys at room temperature. The scatter in the experimental data probably arises from the same sources as discussed in the previous case. The solid line is based on available mean-field data and corresponds to Dm, = Dl = 40 X and D2 = D3 = 0. The explanation is that Tb3+, being a non-S-state ion, is subject to strong axial anisotropy which dominates K, in TbFe alloys. Notice that Dl, although much larger than the pair ordering coefficients Dm,, is still too small to have significant effect on the mean-field model calculations (see Fig.   11 ). VII. CONCLUDING REMARKS The models developed in this paper can be applied in the analysis of thermomagnetic recording and erasure processes whereby a focused laser beam elevates the local temperature of the recording medium to allow a weak magnetic field to create/annihilate a small magnetic domain. We have reported a preliminary study of this kind in a separate publication [20] .
A significant characteristic of the media, connected with the formation and stability of domains in thermomagnetic recording, is the domain wall energy density a , . This parameter is related to the exchange stiffness coefficient and
