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“Todo hombre puede ser, si se lo propone, escultor de su propio cerebro.”
“Every man can, if he so desires, become the sculptor of his own brain.”
Santiago Ramón y Cajal
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Resumo
Working Memory refere-se a um sistema de memória de capacidade limitada em que a
informação é armazenada de forma rápida e é guardada durante o tempo necessário à sua
utilização por outros sistemas. Muitos modelos de Working Memory baseiam-se na exis-
tência de uma estrutura neuronal que depende de forma directa de aprendizagens prévias.
Existem ainda outros modelos em que a plasticidade sináptica de curto prazo é utilizada
no armazenamento de informação. Contudo, existem outros mecanismos celulares com
propriedades adequadas para o armazenamento de informação. Nesta tese, utilizamos
modelos matemáticos/computacionais para estudar um desses mecanismos, a modulação
da excitabilidade intrínseca do neurónio.
Começamos o nosso estudo pela avaliação sobre a forma como as correntes iónicas
presentes num neurónio podem ser utilizadas para modular a sua excitabilidade e assim
armazenar informação. Propomos um modelo neuronal simples, contendo um número
reduzido de correntes iónicas que interagem de forma a aumentar ou diminuir a excita-
bilidade do neurónio em função da sua actividade recente. O neurónio assim modelado
pode ser condicionado a responder de modo diferente a um mesmo estímulo e está na
base de dois modelos integrados no âmbito das memórias de trabalho (Working Memory).
As redes neuronais propostas são capazes de armazenar informação de forma rápida (em
poucas centenas de milissegundos) e de a suster de forma robusta durante vários segundos
(durante o chamado delay period).
Uma das redes propostas, mais simples, é formada por uma população de neurónios
excitatórios ligados de forma aleatória entre si e duas populações de neurónios inibitórios.
Esta rede é capaz de armazenar um padrão de actividade e consegue detectar a repetição
do mesmo padrão após o delay period. Além disso, consegue decidir se um novo padrão
deve apenas ser classificado como diferente do primeiro ou se deve substituí-lo.
Utilizando uma arquitectura de rede diferente, mostramos que é possível armazenar,
de forma rápida e duradoura, uma sequência de até 6 padrões de actividade, sem recorrer
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a plasticidade sináptica. Verificamos ainda que é possível apagar uma sequência previa-
mente armazenada e gravar uma nova, eventualmente não disjunta da primeira, em cerca
de um segundo.
Para além do trabalho anteriormente descrito, foi ainda estabelecida uma parceria
com um grupo que trabalha em electrofisiologia (Neural Networks, IBMC – Instituto de
Biologia Molecular e Celular, Porto). O objectivo desta colaboração foi o de combinar
resultados experimentais com modelos matemáticos de forma a estudar a integração e
processamento de sinais sinápticos. No contexto desta colaboração, foram desenvolvidas
ferramentas computacionais que permitiram: (i) corrigir computacionalmente anomalias
na árvore dendrítica resultantes de problemas na preparação histológica; (ii) inserir e
activar sinapses artificiais na árvore dendrítica nos locais especificados pelas espinhas; e
(iii) quantificar a distância electrotónica entre cada espinha/sinapse e o soma (região onde
o potencial de acção é iniciado), como forma de inferir eficácia sináptica.
Abstract
Working Memory refers to a memory system with limited capacity but where infor-
mation is quickly stored and sustained while it is used by other brain systems. Many
models in working memory are based on the existence of a neural structure directly de-
pendent on previously learned information. There are other models in which short-term
synaptic plasticity is used for the storage of information. However, other cellular mecha-
nisms have suitable properties for information storage. In this thesis, we use mathemati-
cal/computational models to study one of these mechanisms, the modulation of intrinsic
neuronal excitability.
We started our study by assessing how some of the ionic currents can be used to
modulate the neuronal excitability and thus to store information. We propose a simple
neuronal model with a limited number of ionic currents which interact to increase or
decrease the neuronal excitability according to its recent activity. The proposed neuron
can give different responses to the same stimulus depending on the level of excitability
induced by its ionic currents, and is the basis of two network models on working memo-
ry. The proposed neural networks are capable of quickly storing information (within a
few hundreds of milliseconds) and of robustly sustain it for several seconds (during the
so-called delay period).
One of the proposed networks is formed by a population of excitatory neurons ran-
domly connected to each other and two populations of inhibitory neurons. This network
is capable of storing a pattern of activity and can detect the repetition of the same pattern
after the delay period. Additionally, the network is able to decide whether a new pattern
should only be classified as different from the first, or should replace it.
Using a different network architecture, we show that it is possible to quickly store a
sequence of up to 6 patterns of activity without using synaptic plasticity. We also show
that it is possible to delete a previously stored sequence and store a new one, possibly not
disjoint from the first, in about one second.
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In addition to the work described above it was also established a collaboration with a
group that works in electrophysiology (Neural Networks, IBMC – Institute for Molecular
and Cell Biology, Porto). The goal of this collaboration was to combine experimental
results with mathematical models in order to study the integration and processing of
synaptic signals. As part of this collaboration, computational tools were developed that
allowed: (i) to computationally fix dendritic bumps resulting from the histological prepa-
ration of some neurons; (ii) to insert and activate artificial synapses in the dendritic tree
in the locations specified by the spines; and (iii) to quantify the electrotonic distance
between each spine/synapse and the soma (region where the action potential is initiated)
as a way of inferring synaptic efficacy.
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1 Introduction
How does the brain works? Such a wide problem can be addressed at different levels,
from the gene expression to ion channels, to neurons, to local networks or to the entire
human connectome. Depending on the specific problem each neuroscientist intents to
solve, there are countless questions to answer before we finally could understand how
does the brain processes the huge amount of information needed at every instant of our
lives or even how does the brain stores information and retrieve it when necessary or
discard it when no longer needed. Does the answer to the previous questions lies in
neural connectivity (network), in the neurons themselves or in a combination of both?
1.1. Thesis Goals
In this thesis we focus our attention in one particular mechanism – the modulation
of intrinsic neuronal excitability – to give insights into one specific topic inside the whole
problem of information storage and recall. How does the brain stores novel information
after brief exposures to stimuli? How does the brain holds this information enough time
to use it and how it is discarded after that? The problem we face here is a component of
the neuroscience field called working memory.
Working memory is a system where new information is temporarily stored (and even-
tually combined with previously known information) during the planning and execution
of forthcoming actions (Dudai, 2002). Among its main characteristics one is of major
importance, the working memory time scales. Information has to be stored in a few hun-
dreds of milliseconds to account for the presentation of transient stimuli, and kept in the
working memory system for at least a few seconds while the task is fulfilled.
Several studies focus on working memory systems (Durstewitz et al., 2000; Barak
and Tsodyks, 2014). The novelty presented on this thesis lies in the used methodolo-
gies to address the problem and in the mechanisms to store information. We propose
conductance-based models where the interplay between different ion currents give to each
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neuron the ability to “decide”, in function of its past activity, whether the network signals
are sufficient to elicit its own activity. This is a mechanism called modulation of intrinsic
neuronal excitability and is used in this thesis as a possible mechanism to store novel
information without synaptic plasticity.
To fulfill the proposed goals, we split the problem into two different subtopics:
(i) How can we store one novel item in a working memory system?
(ii) How can we extend the previous answer to account for the storage of a sequence of
items?
Mathematical and computational models were used in order to enlighten the key points
of our work. The process of modeling requires the identification of the key features of the
system. Deciding which biophysical constraints are essential and which could be relaxed
in order to obtain a biologically realistic model that fits the study’s goals is a challenge.
In top of this, it is necessary to decide the simulation software that suits the mathematical
model and the chosen network size required to answer the proposed questions.
In addition to the theoretical study on working memory there was also the goal of
applying mathematical/computational methods to ongoing experimental work addressing
current problems in neuroscience. With this in mind a collaboration was established with
an experimental group working in electrophysiology (Neural Networks, IBMC – Institute
for Molecular and Cell Biology, Porto). The collaboration was focused in the functional
characterization of neurons from the superficial dorsal horn of the spinal cord. Com-
bining experimental and mathematical/computational methods, the goal was to better
understand how a particular class of neurons, ‘tonic neurons’, integrates and processes
information from other neurons. In the scope of this collaboration the following novel
contributions were given:
(i) A procedure that places each spine in the appropriate dendrite portion in the fully
reconstructed neuronal structure was created;
(ii) A tool was developed to determine the electrotonic distance from each spine to the
soma; and
(iii) An algorithm was written to remove tissue shrinkage artifacts.
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The above mentioned computational tools: (i) enabled the interconnection between
different software packages used in collecting the data and in the simulation of the com-
putational models; and also enabled the establishment of real locations for the synaptic
terminals that will be attached to each neuron; (ii) were used to better understand the
signal propagation along the neuronal fiber, and to obtain a good predictor of synaptic
efficacy; and (iii) allowed the removal of reconstruction artifacts that potentially changes
the morphological shape and size of the neuron or the signal propagation along the neurite.
1.2. Overview of the Thesis
The present thesis is divided into nine chapters. After the Introduction (Chapter 1),
an overview on mathematical models for neurons (Chapter 2) and synapses (Chapter 3)
will be presented, with a special focus on the Hodgkin-Huxley model. Then, a review over
learning mechanisms on neurons and/or neuronal populations will be presented Chapter 4
and in Chapter 5 an overview on working memory and on some strategies that have been
used in working memory models will be presented.
In Chapter 6, the construction of the single cell model proposed in Articles I and II
(presented in Sections 7.1 and 7.2) as well as the choice of the software package used in
the model simulations are discussed.
The main results of the thesis are then presented in Chapter 7.
We will conclude with a discussion (in Chapter 8) and with ideas for future work (in
Chapter 9).

2 Mathematical Models for Neurons
Mathematical models are an essential tool for the study of several aspects in Biology,
Physics, Chemistry among other fields of science. In Neuroscience, computational models
are widespread and have been used to study mechanisms ranging from the molecular level,
to the network level. In this chapter we focus on mathematical models for single neurons.
Before building a model for some study, a neuroscientist must start by addressing
the following question: where is the information encoded? Depending on the study to
perform, on the neurons or neuronal network which are the focus of that study, or on the
level of detail and accuracy required, two different answers to the previous question are
possible. The first possibility is to assume that “the information is encoded in the average
firing activity of neurons”. In this scenario, a Firing Rate Model should be selected. If on
the contrary the information at hand suggests that “every spike counts”, then a Spiking
Model is required.
Firing rate models are based on the assumption that the most important properties
of a neural network could be described by the average firing frequency (number of spikes
over a time window). So, it is possible, according to the firing rate paradigm, to discard
the precise time of spikes.
On the other hand, spiking models can account for the precise timing of action po-
tentials. All the variables of a spiking model represent instantaneous quantities, and so,
these models can explain time scales ranging from milliseconds (the time scale of a channel
opening or of the duration of an action potential) to seconds or more (time scales resulting
from the network collective behavior) while only the larger time scales are considered in
firing rate models.
The basic assumptions on firing rate models make them simpler than spiking models
enabling the modeler who chooses a firing rate model to perform analytical calculations
and to quickly simulate large networks. Furthermore, a spiking model usually have more
free parameters, and so, a spiking model is usually harder to fit to experimental data.
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Nevertheless, unlike firing rate models, a spiking model can account for some network
collective properties such as synchronism or the correlations between spike times of several
neurons.
Another argument in favor of spiking models is that in several known neuronal systems,
each individual spike encodes information about stimuli (see, for example, studies on the
fly visual system (Rieke et al., 1999), the auditory nerve (Anderson et al., 1971) or the
locust antennal lobe (Laurent, 1996)).
In addition to the assumptions regarding information encoding, other questions need
to be addressed in the process of building an appropriate mathematical model for neuronal
dynamics.
(i) Which is the required degree of biophysical realism?
(ii) Is it intended to model action potentials which are close to those of real neurons or
is it enough to model the sub-threshold dynamics?
(iii) Is it important to have model parameters with biological correspondence or just to
fit the model’s membrane potential trace to real data?
(iv) What is the size of the neuronal network required to answer the proposed questions
and which are the available resources (both hardware, and software)?
Depending on the answer to these questions a neuroscientist can choose from a plethora
of models. In the following sections the most relevant/influential will be highlighted.
2.1. Integrate and Fire
Integrate and fire models constitute a family of neural models which was first intro-
duced in 1907 by Lapicque (Lapicque, 1907; Brunel and van Rossum, 2007).
According to the original integrate and fire model a neuron temporal dynamic can be
described by a capacitive current with a threshold parameter (Vth) and reset mechanism.
The time evolution of the membrane potential follows the equation:
Cm
dV
dt
= I (t) , if V ≥ Vth : V ← Vres (2.1)
where I (t) is the total membrane current density, V is the membrane potential, Cm is the
membrane capacitance per unit of area, and t is time. Whenever the membrane potential
reaches the threshold Vth a spike is fired (it is assumed but not explicitly modeled) and
V is reset to Vres.
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The original integrate and fire model has evolved to one of the most used neuronal
models, the leaky integrate and fire.
In the original integrate and fire model, whenever a current increases the membrane
potential to a sub-threshold level, the neuron retains that information forever until it fires
again. In the leaky integrate and fire model another term is added to the main equation
to solve this problem:
Cm
dV
dt
= I (t)− V (t)− Vrest
Rm
, if V ≥ Vth : V ← Vres (2.2)
where Im = (V (t)− Vrest)/Rm is a resistive current following the Ohm’s law, and Vrest is
the resting potential.
Multiplying all the terms in equation (2.2) by Rm and denoting by τm = Cm × Rm,
equation (2.2) can be rewritten as:
τm
dV
dt
= RmI (t)− V (t) + Vrest, if V ≥ Vth : V ← Vres (2.3)
Given its simplicity – it has only one state variable – the leaky integrate and fire model
is widely used. With this model it is possible to perform analytical calculations and run
fast simulations although it is not a good choice if some biophysical detail is required
(Izhikevich, 2004). Unlike real neurons in the cortex, the leaky integrate and fire model
cannot account for features like bursting, resonance, or spike time adaptation.
Over the years, other variants of the integrate and fire model have been developed
to address some of these neuronal features. Among others, it is possible to highlight the
Integrate and Fire or Burst model (Smith et al., 2000), the Adaptive Exponential Integrate
and Fire model (Brette and Gerstner, 2005), the Resonate and Fire model (Izhikevich,
2001), or the Quadratic Integrate and Fire model (Latham et al., 2000).
Integrate and Fire neurons are suited for models where the use of large networks
is necessary. If performing analytical calculations is more important than biophysical
realism the choice should be the leaky integrate and fire model. On the other hand, if
some features of the real neurons are a requirement, one of other integrate and fire models
can be used since these models are still computationally efficient and can be tuned with
parameters with biophysical meaning.
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2.2. Hodgkin-Huxley
Much of the work in the last decades on Computational Neuroscience arises from
the extraordinary contribution of Alan Lloyd Hodgkin and Andrew Huxley in a series
of articles (Hodgkin and Huxley, 1952b,c,d; Hodgkin et al., 1952) culminating in the
publication of one of the most important articles in the Neuroscience field (Hodgkin and
Huxley, 1952a).
2.2.1. Back to 1952
Hodgkin and Huxley knew that electrical current flowing through a patch of the neu-
ron’s membrane is driven by ions. The authors studied the squid giant axon and hy-
pothesize that this current is the result of the combined interaction of two specific ionic
currents, sodium (Na+), and potassium (K+); and a generic current named leak current
which serves as an approximation of the combined effect of other existing currents, mostly
chloride (Cl−).
Changes in the membrane potential arises from the flow of some of these ions through
the neuron’s membrane. Ions can cross the neuron’s membrane through large transmem-
brane protein molecules called ion channels. According to the Hodgkin-Huxley model,
there are channels selective to sodium ions and channels selective to potassium ions. For
an ion being able to cross the corresponding ion channel, it is necessary that the channel
is opened. The open and the closed states of each selective ion channel are determined
by voltage dependent gating particles (gates). For the Na+ channels there are two types
of gates, those that activate the channel and those that inactivate the channel, while for
K+ channels there are only activation particles (see Figure 2.1).
Denoting by m the probability of an activation gate being open and by h the probabil-
ity of an inactivation gate being open, and assuming that every two gates are independent,
the probability an ion channel being open is:
p = ma × hb (2.4)
where a and b are, respectively, the number of activation and inactivation gates.
Given a gating variable, it is possible to describe through a kinetic scheme the transi-
tion between the open and the closed states. Denoting by α the transition rate constant
from the closed state to the open state and β the reverse transition rate constant (in the
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Figure 2.1. Hypothetic scheme of a channel with three gates, two acti-
vation gates and one inactivation gate. (A) to (C) Ions cannot cross the
channel because in (A) the channel is deactivated and inactivated, in (B)
the channel is inactivated, and in (C) the channel is deactivated. (D) Ions
can cross the channel – the channel is open.
Hodgkin-Huxley model both transition rates are voltage dependent), the probability of
finding a transition from the closed state to the open state, over a short period of time,
is the product of the opening rate constant by the probability of finding a closed gate.
On the other hand, the probability of finding a transition from the open state to the
closed state, over a short period of time, is the product of the closing rate constant by
the probability of finding an opened gate. Thus, denoting by m the probability of a gate
being open and by α (V ) and β (V ) the opening and closing transition rates:
dm
dt
= αm(V )(1−m)− βm(V )m (2.5)
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Hodgkin and Huxley proposed that the total membrane current can be divided into
capacitive current and ionic current:
I = Cm
dV
dt
+ Iion (2.6)
where I is the total membrane current density, and Iion is the total ionic current density,
all in µA/cm2, V is the displacement of the membrane potential from its resting value, in
mV , Cm is the membrane capacitance per unit of area, in µF/cm2, and t is time, in ms.
Considering that, in their model, Iion = INa+IK+IL, and denoting by Iapp the applied
current, the time evolution of the membrane potential is described by the equation:
Cm
dV
dt
= Iapp − INa − IK − IL (2.7)
To fit experimental data, Hodgkin and Huxley concluded that the sodium channels
have three activation gates and one inactivation gate while the potassium channels have
four activation gates. As so, the full set of Hodgkin and Huxley (HH) equations is:
Cm
dV
dt
= Iapp −
INa︷ ︸︸ ︷
g¯Nam
3h(V − VNa)−
IK︷ ︸︸ ︷
g¯Kn
4(V − VK)−
IL︷ ︸︸ ︷
gL(V − VL) (2.8a)
dn
dt
= αn(V )(1− n)− βn(V )n (2.8b)
dm
dt
= αm(V )(1−m)− βm(V )m (2.8c)
dh
dt
= αh(V )(1− h)− βh(V )h (2.8d)
where the opening and closing transition rates, in units of 1/ms, are defined as function
of V by:
αn (V ) = 0.01
10− V
exp
(
10−V
10
)− 1 (2.9a) βn (V ) = 1.125 exp
(−V
80
)
(2.9b)
αm (V ) = 0.1
25− V
exp
(
25−V
10
)− 1 (2.9c) βm (V ) = 4 exp
(−V
18
)
(2.9d)
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αh (V ) = 0.07 exp
(−V
20
)
(2.9e) βh (V ) =
1
exp
(
30−V
10
)
+ 1
(2.9f)
The values of the constants are:
Cm = 1 µF/cm
2;
g¯Na = 120 mS/cm
2; VNa = 120 mV ;
g¯K = 36 mS/cm
2; VK = −12 mV ;
gL = 0.3 mS/cm
2; VL = 10.6 mV.
For a sake of convenience, Hodgkin and Huxley shifted the membrane potential by
65 mV to achieve a resting potential of 0 mV . Although nowadays, most of the compu-
tational models following the Hodgkin-Huxley formalism does not incorporate this shift,
for historical reasons we followed the original equations during this section.
2.2.2. The Action Potential in the Hodgkin-Huxley Model
Considering, for x ∈ {n,m, h}:
x∞ (V ) =
αx (V )
αx (V ) + βx (V )
(2.10)
and
τx (V ) =
1
αx (V ) + βx (V )
, (2.11)
equations (2.8b) to (2.8d) can then be rewritten as:
dx
dt
=
x∞ (V )− x
τx (V )
(2.12)
where x∞ represents voltage-sensitive steady-state activation (or inactivation) levels which
gives the asymptotic value of x when the potential is fixed, and τx is the time constant
with which x converges to x∞ (a smaller time constant corresponds to a faster convergence
of x to x∞). As can be seen in Figure 2.2, both m∞ and n∞ increase with voltage since
they correspond to activation variables, while h∞, which correspond to Na+ inactivation
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variable, decrease with voltage. When looking at the voltage-dependent time constants,
it is possible to notice that τm is smaller than τh or τn.
Figure 2.2. Voltage-dependent functions of the Hodgkin-Huxley model.
On the left panel the steady-state of activation and inactivation levels and
on the right panel the time constants at which the gating variables ap-
proaches the steady-state levels.
When at rest, with V ≈ 0 mV , the activation variable of Na+ is close to zero,
meaning that there is a small amount of Na+ ions crossing the membrane. If some
event produces a small depolarization of the membrane, a small amount of ions flow
through ion channels and so, the membrane recovers to its equilibrium. Although, if some
event (sufficiently) depolarizes the membrane, m∞ rises, and, since τm is small, so do m,
causing the Na+ channels to be the first to open which leads to an influx of Na+ and
depolarizing the membrane even more. This positive feedback loop triggers an action
potential (AP) or spike (see Figure 2.3). During the rising of V , the activation variable
of K+ and the inactivation variable of Na+ (which are slower) starts approaching to
the corresponding steady-states and then two phenomena occurs, h approaches 0 which
inactivates the sodium current and roughly at the same time n rises which activates the
outward potassium current.
The interplay of the activation and inactivation variables results in three different
stages of the action potential. The first, when the sodium channels are opened, results
in the rise of the membrane potential. The second occurs when the sodium channels
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Figure 2.3. The Action Potential in the Hodgkin-Huxley Model. Two
currents of 1 ms were applied to an HH neuron. The first with amplitude
5µS/cm2 and the second with amplitude 15µS/cm2. With the first cur-
rent, only a small depolarization was induced. After a few milliseconds the
neuron recovered its equilibrium. With the second current, a large depo-
larization was induced and the sodium channels were opened leading to a
positive feedback loop which increased even more the membrane potential
giving rise to an action potential. (Top) Temporal evolution of the mem-
brane potential. (Middle) Temporal evolution of gating variables. (Bottom)
Current applied to the neuron.
close due to the drop in the value of the inactivation variable h. This period is known
as the absolute refractory period, and during this interval, a second action potential is
impossible to be initiated. The third stage is known as the relative refractory period.
Since the potassium activation variable is slower, at the moment when the membrane
potential reaches the equilibrium potential, the potassium channels are still opened and
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so, the membrane potential continues to drop towards the potassium reversal potential
giving rise to a hyperpolarization which hinders a future spike.
2.2.3. Conductance-based models
The Hodgkin-Huxley model was built for modeling the squid giant axon. It is there-
fore not intended for modeling the mammalian cortex neurons or other neurons studied
in numerous species. Nevertheless, changes in the parameters of the original model has
allowed, over the past decades, to successfully model a wide variety of neurons of count-
less neuronal systems. With the evolution of the available technology it was possible
to study and model other ionic currents and the Hodgkin-Huxley equations were often
used as a starting point for new models, being the basis for what are now known as the
conductance-based models.
Conductance-based models (based on the Hodgkin-Huxley formalism) are suited to
model single neurons or small networks because they require a large computational effort
per single neuron. On the other hand, all the parameters have biophysical meaning and are
measurable. In conductance-based models there is a strong link between the laboratory
results and the model parameters and therefore they are often used in studies aiming to
answer questions at the cellular level, such as how the interplay between different ionic
currents or even variations in channels density can support the existence of features such
as bursting, resonance, spike time adaptation, bistability, among others.
2.3. FitzHugh-Nagumo
Nearly a decade after the work of Hodgkin and Huxley (1952a), Richard FitzHugh
(FitzHugh, 1961) suggests a simplification of the Hodgkin-Huxley model through the
Bonhoeffer-van der Pol model. At about the same time, an electric circuit analog for a
similar model was constructed by Jin-Ichi Nagumo and collegues (Nagumo et al., 1962).
The model, known since then by FitzHugh-Nagumo Model is a two-dimensional reduction
of the Hodgkin-Huxley model wich results from the mixing of the Hodgkin-Huxley fast
variables V and m into the variable v resembling the membrane potential, and the mixing
of the slow gating variables n and h into the recovery variable w. The time evolution of
the system is described by the equations:
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dv
dt
= v − v
3
3
− w + I (2.13a)
dw
dt
= 0.08 (v + 0.7− 0.8w) (2.13b)
where I is the magnitude of stimulus current.
Figure 2.4. FitzHugh-Nagumo dynamics after injection of a constant cur-
rent I = 0.4. (Left) Time evolution of the state variables v (on top) and w
(on bottom); (Right) Phase portrait.
The behavior of this simpler model is qualitatively similar to the four-dimension model
proposed by Hodgkin and Huxley (1952a). In Figure 2.4 the temporal dynamics of the
model’s variables are depicted for the case where I = 0.4. The reduction in dimensionality
permits the visualization of the entire solution at once while in the Hodgkin-Huxley model
only projections of the four-dimensional space can be observed.
Despite being simpler, the FitzHugh-Nagumo model preserves some features of the
Hodgkin-Huxley model such as the absence of threshold or the rebound spikes (action
potentials triggered by hyperpolarization currents) among others (for more information
see Izhikevich and FitzHugh, 2006). The dimension of the model, when compared with
conductance-based models, allows simulation of large networks in feasible time. Neverthe-
less, the parameters of the FitzHugh-Nagumo model have no direct biophysical meaning,
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and a neuron modeled with these equations cannot reproduce some features of real neurons
such as bursting (Izhikevich, 2004).
2.4. Morris-Lecar
Another two-dimensional reduction of the Hodgkin-Huxley model was proposed in
1981 by Cathy Morris and Harold Lecar. The Morris-Lecar model (Morris and Lecar,
1981) considers two ionic currents: an instantaneously responding calcium (Ca2+) current
responsible for the excitation, and a potassium current responsible for the recovery. The
time evolution of the membrane potential is described by:
Cm
dV
dt
= −g¯Cam∞ (V ) (V − VCa)
− g¯KW (V − VK)− gL (V − VL) + Iapp (2.14a)
dW
dt
=
W∞ (V )−W
τW (V )
(2.14b)
m∞ = 0.5
(
1 + tanh
(
V − V1
V2
))
(2.14c)
W∞ = 0.5
(
1 + tanh
(
V − V3
V4
))
(2.14d)
τW =
φ
cosh
(
V−V3
2V4
) (2.14e)
where V is the membrane potential, in mV , W is the recovery variable (mimicking
the Hodgkin-Huxley K+ current gating variable), Iapp is the applied current density, in
µA/cm2, Cm = 20 µF/cm2 is the membrane capacitance per unit of area, VCa = 120 mV ,
VK = −84 mV , and VL = −60 mV are, respectively, the calcium, the potassium and
the leakage reversal potentials, g¯Ca, g¯K , and gL are, respectively, the calcium, the potas-
sium and the leakage maximal conductances, in mS/cm2, φ is a temperature/time scaling
parameter, and t is time, in ms.
Parameters φ, g¯Ca, g¯K , gL, V1, V2, V3, and V4 can be chosen to fit data. Different sets
of parameters originate different qualitative responses to applied currents. For example,
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Sterratt et al. (2011, Chapter 8) shows that depending on the choice of the parameters,
a Morris-Lecar neuron can be classified as Type I1 or as Type II2.
The Morris-Lecar model, as well as some other models resulting from adaptations of
the original equations, have become widely used in computational neuroscience. While be-
ing as simple as the FitzHugh-Nagumo model, it has parameters with biological meaning.
However it is only able to reproduce tonic bursting through the addition of at least one
more equation, which leaves it with a degree of complexity similar to the Hodgkin-Huxley
model (Izhikevich, 2004).
2.5. Izhikevich
Using bifurcation methods, Izhikevich (2003) built a model that was capable of pro-
ducing a wide variety of firing patterns resembling those of real neurons but at the same
time that was computationally efficient. Izhikevich proposed a two-dimensional model
with four free parameters:
dv
dt
= 0.04v2 + 5v + 140− u+ I (2.15a)
du
dt
= a (bv − u) (2.15b)
with a reset mechanism:
if v > 30 mV , then
v ← cu← u+ d (2.16)
where a, b, c, and d are dimensionless parameters. The variable v represents the membrane
potential and u is a recovery variable mimicking the activation of K+ and inactivation of
Na+ currents.
As can be seen in Figure 2.5, depending on the choice of the parameters, an Izhikevich
neuron can exhibit completely different firing patterns. This two-dimensional model is
simple and therefore computationally efficient, allowing faster simulations of large neural
networks. As the FitzHugh-Nagumo model, the Izhikevich model includes parameters
that cannot be measured experimentally. In addition, such as in the Integrate and Fire
1 Type I neurons: neurons that can fire at arbitrary low firing frequencies
2 Type II neurons: neurons that cannot fire at arbitrary low firing frequencies
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Figure 2.5. Different firing patterns as a result of the choice of the model’s
four parameters. (Electronic version of the figure and reproduction permis-
sions are freely available at www.izhikevich.com.)
models, the action potentials are not explicitly modeled, but rather replaced by a reset
mechanism.
2.6. Modeling the Neuronal Morphology
So far, we focused only on how to model a small portion of membrane which is assumed
to be isopotential; in other words, we focused on modeling point-wise neurons. However,
in real neurons, the current longitudinally flows through the intracellular medium and
shapes the response to a given input signal. Depending on the questions that the model
is intended to address, it may be necessary to take into account some spatial characte-
ristics of neurons such as morphological dimensions, spatial distribution of the dendritic
branches, distribution of ion channels throughout the dendritic tree, or the spatial distri-
bution of synapses.
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2.6.1. The Cable Equation
Membrane potential can vary considerably along the neuron. Even in a small patch of
dendrite, these differences can be observed. In response to these differences ions tend to
flow longitudinally along the neurite. Long and narrow stretches of neurite provide higher
resistance to the ion flow, while in short and thick stretches the resistance is lower. The
longitudinal resistance, RL, of a segment of neurite (modeled as a cylindrical compartment
of length l and radius a) is proportional to l and inversely proportional to the cylinder’s
cross-sectional area (pia2), and so, longitudinal resistance is given by RL = rL lpi a2 , where
rL represents the intracellular resistivity (in units of Ohm×length).
Consider, as in Figure 2.6, a cylindrical portion of membrane with radius a and infi-
nitesimal length ∆x.
Figure 2.6. Cylindrical segment of length ∆x and radius a used to rep-
resent a small patch of neurite. Ie, Im, Ic, ILong|left, and ILong|right are the
currents that can change the membrane potential. Figure adapted from
Dayan and Abbott (2005).
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To determine the membrane potential as a function of time and space it is necessary
to take into account all of the currents that can change the membrane potential: the
electrode current, Ie = 2pi a∆x ie, the resistive current, Im = 2pi a∆x im, the capacitive
current, Ic = 2pi a∆x cm∂V∂t , and the longitudinal current.
Defining as positive, resistive currents when they are outward, electrode currents when
they are inward, and longitudinal currents when they flow in the direction of increasing
distance to the soma (increasing x), and using the Ohm’s law, it results that:
∆V = −rL∆x
pi a2
ILong (2.17)
where ∆V = V (x+ ∆x)− V (x) and ILong is the longitudinal current.
Considering ∆x→ 0, then:
ILong = −pi a
2
rL
∂V
∂x
(2.18)
Using the charge conservation principle, and taking the longitudinal current as the
the difference between the current entering on the left side and the current leaving on the
right side, it is possible to derive the Cable Equation:
2pi a∆x cm
∂V
∂t
=
(
−pi a
2
rL
∂V
∂x
)
|left −
(
−pi a
2
rL
∂V
∂x
)
|right − 2pi a∆x (im − ie) (2.19)
Dividing both sides by 2pi a∆x, equation (2.19) can be rewritten as:
cm
∂V
∂t
=
1
2pi a∆x
[(
pi a2
rL
∂V
∂x
)
|right −
(
pi a2
rL
∂V
∂x
)
|left
]
− im + ie (2.20)
Noting that, when ∆x→ 0:
1
∆x
[(
pi a2
rL
∂V
∂x
)
|right −
(
pi a2
rL
∂V
∂x
)
|left
]
→ ∂
∂x
(
pi a2
rL
∂V
∂x
)
(2.21)
the cable equation for a cylindrical compartment is:
cm
∂V
∂t
=
1
2 a rL
∂
∂x
(
a2
∂V
∂x
)
− im + ie (2.22)
To derive equation (2.22), rL was moved outside the derivative under the assumption
that the intracellular resistivity is independent of position.
If the radius a is assumed to be constant, then equation (2.22) can be rewritten as:
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cm
∂V
∂t
=
a
2rL
∂2V
∂x2
− im + ie (2.23)
Other simplifications are often made on the cable equation. If the membrane potential
stays close to the resting potential, a linear approximation can be considered. If no
network currents flows across the membrane, the resistive current per unit of area, im,
can be approximated by:
im =
V − Vrest
rm
(2.24)
where Vrest is the resting potential, and rm is the membrane resistance per unit of area.
Considering a variable changing defined by v = V − Vrest, and multiplying all terms
in the cable equation by rm, we obtain:
rmcm
∂v
∂t
=
a rm
2rL
∂2v
∂x2
− v
rm
rm + ie rm (2.25)
or:
τm
∂v
∂t
= λ2
∂2v
∂x2
− v + ie rm (2.26)
where
τm = rmcm (2.27)
is the time constant which defines the time scale with which the membrane responds to
perturbations in the injected current, and
λ =
√
a rm
2rL
(2.28)
is the length constant which defines the spatial range of influence of a local perturbation
in membrane potential.
Finally, it is necessary to take into account what happens to the membrane potential
at the end of each segment, that is, it is necessary to specify the boundary conditions. At
the end of each segment, the neurite can branch or terminate.
If multiple segments joint at one point (called “node”), V (x, t) must be continuous,
that is, the membrane potential must be equal either if it is computed at the end of one
segment either if it is computed at the beginning of the adjacent one. In addition, the
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charge conservation principle requires that the sum of all longitudinal currents at one
node must be zero (that is, the current which leaves one segment has to split to all other
segments joining that node).
For terminating segments several boundary conditions can be considered. One pos-
sibility is the killed end condition in which it is assumed that the neurite has been cut.
Thus, the membrane potential at the end of the neurite equates the extracellular poten-
tial. Another possibility is the leaky end condition in which the longitudinal current is
equal to the current flowing through the end of the cable. Another reasonable condition
which can be considered is the sealed end boundary condition in which it is assumed that
no current flows out through the end of the cable.
Although an analytical solution of the cable equation is useful to study simple cases,
due to the wide range of questions that can depend on complex neuronal morphologies
the cable equation is often solved numerically.
2.6.2. Multi-compartment Models
The Cable Equation allows the modeling of the neuronal morphology, nevertheless,
the analytical solution of the cable equation is only possible for simple cases. If a complex
neuronal structure has to be conserved by the model only spatial discretizations are feasi-
ble. To model a neuron’s three-dimensional (3D) structure, the dendritic (and/or axonal)
tree should be divided into small segments (compartments) where variations in membrane
potential across them are negligible. Furthermore, for sufficiently small compartments,
it is reasonable to assume spatial uniformity in all its properties. Thus, differences in
voltage, dendritic diameters or ion channel densities, among others, are assumed to occur
only between compartments.
Each compartment is represented by a single geometric object (the most common
examples are cylinders or spheres), which facilitates the computation of surface area or
cross-sectional areas. Then, each compartment j will have its own membrane potential,
Vj, which will represent the membrane potential of all points in the compartment, and
its own ion channels. The time evolution of the compartment membrane potential will
follow the equation:
cm
dVj
dt
= −ijm +
Ije
Aj
+ gj,j+1 (Vj+1 − Vj) + gj,j−1 (Vj−1 − Vj) (2.29)
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where Ije is the total electrode current impinging on compartment j, Aj is its surface area,
ijm is the membrane current per unit of area of compartment j, and Vj+1 and Vj−1 are the
membrane potentials of the neighbor compartments. Equation (2.29) should be updated
if compartment j is a terminal segment (in which case only one neighbor exists and so
the last two terms in the right side of the equation must be replaced by just one) or if
compartment j branches in two (in such case three terms must replace the last two).
The factor gj,i represents the coupling conductance from compartment i to compart-
ment j. To compute the value of gj,i, the Ohm’s law should be used. Suppose that
compartment j is modeled as a cylinder of length Lj and radius aj and compartment i
is modeled as a cylinder of length Li and radius ai. Then the resistance between com-
partments i and j is the sum of the resistance from the middle of the cylinder i to the
junction point and the resistance from the junction point to the middle of compartment
j, that is, rL Li2pi a2i + rL
Lj
2pi a2j
. By inverting this expression and dividing the result by the
total surface area of compartment j, 2piajLj we obtain
gj,i =
a2i a
2
j
rL Lj
(
Lj a2j + Li a
2
i
) (2.30)
A crucial problem the modeler faces when start building a multi-compartment model
is to decide how closely the neuronal structure must be captured. If on one hand a larger
number of compartments increases the precision of the model, on the other hand it also
increases its complexity and thus the simulation time. The number of compartments used
to describe a neuron can vary from thousands, in very spatially accurate models, to a few,
in some models, to just one, in models where the spatial structure can be neglected (see
Figure 2.7).
2.6.3. Electrical Flow Through Complex Morphologies
Solutions of equation (2.26) depends on both time and position, however, if a constant
current is injected into the neuron, equation (2.26) will became time-independent and so,
can be rewritten as:
λ2
∂2v
∂x2
= v − ie rm (2.31)
For a small region around the current injection site (for simplicity, we can assume
x = 0), with length ∆x, the injected current per unit of area is ie = Ie2pi a∆x , where Ie is
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Figure 2.7. Modeling the neuronal morphology. The same neuron can
be represented by a variable number of compartments. A balance between
spatial accuracy and complexity of the model must be carefully taken into
consideration. Figure adapted from Dayan and Abbott (2005).
the total current injected. Everywhere else ie = 0. Solving equation (2.31) for an infinite
cable an considering a small enough ∆x, the membrane potential along the (infinite) cable
is given by:
v (x) =
IeRλ
2
exp
(
−|x|
λ
)
(2.32)
where Rλ = rL λpi a2 (for more details see, for example, Dayan and Abbott 2005, Chapter 6).
From equation (2.32), it is possible to define the voltage attenuation between two
points x1 and x2 as:
A (x1, x2) =
v(x2)
v(x1)
(2.33)
It is, however, important to notice that the voltage attenuation is not a suitable
quantity to geometrically describe a neuron since it is not additive, that is, considering
three points along a cable such that x1 < x2 < x3, A (x1, x3) 6= A (x1, x2) + A (x2, x3).
Nevertheless, A (x1, x3) = A (x1, x2)×A (x2, x3), and so, the logarithm of the attenuation is
additive. Therefore, for an infinite cylindrical cable, it is possible to define the electrotonic
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distance as X = log (A), which is directly proportional to physical distance x: X = x
λ
(Zador et al., 1991; Brown et al., 1992).
However, real neuron dendrites and/or axons are neither infinite nor cylindrical, pre-
venting the utilization of this measure to describe some important properties of neurons.
In real neurons, the attenuation is strongly affected by irregular variations of diameters
and lengths in dendritic branches.
In order to overcome these difficulties, Carnevale and Johnston (1982) studied the
two-port theory. Between their results, three are of major importance:
(i) Signal attenuation depends on the direction of the propagation. Consider two points
x1 and x2 of the same neuron and assume that voltage is spreading from x1 to x2.
Denote by AVx1,x2 =
v(x2)
v(x1)
the voltage attenuation between x1 and x2. Lets now
consider the reverse situation, that is, voltage is spreading from x2 to x1, and consider
AVx2,x1 =
v(x1)
v(x2)
. Generally, AVx1,x2 6= AVx2,x1 .
(ii) Current attenuation in one direction is identical to voltage attenuation in the oppo-
site direction. Define Ix1 as the current injected at x1 and Ix2 as the current recorded
at x2 under voltage clamp conditions. Denoting the current attenuation between x1
and x2 by AIx1,x2 =
Ix2
Ix1
, the authors show that AIx1,x2 = A
V
x2,x1
, and similarly that
AIx2,x1 = A
V
x1,x2
(iii) Charge and DC current attenuation in the same direction are identical.
Combining (i), (ii) and (iii), it results that, knowing the voltage attenuation between
two points in both directions is enough to fully describe the spread of the electrical signals
between them.

3 Mathematical Models for Synapses
Neurons are cells whose activity is strongly linked to the activity of other cells of the
neural network. Neural signals are transmitted from a neuron to the next via synapses,
specialized regions where the axon of a neuron grows close to the dendrite (or the soma)
of another neuron.
3.1. The Biology of Synapses
The most studied synapses in the cortex are the chemical synapses (see Figure 3.1A). In
a chemical synapse, when a action potential reaches the axon terminal of the presynaptic
neuron, the electrical activity is converted into the release of neurotransmitter molecules
(like glutamate or γ-aminobutyric acid) into a small space called the synaptic cleft. The
neurotransmitters in the synaptic cleft then bind with receptors on the postsynaptic cell
and cause the activation of the receptor molecules.
If the activated receptors are ionotropic, some ion channels will open allowing the flow
of ions and causing a postsynaptic potential, a local variation in the membrane potential
of the postsynaptic neuron which then spreads to the rest of the neuron (see Section 2.6).
If the activated receptors are metabotropic, an intracellular chemical cascade is ini-
tiated at the postsynaptic cell, starting in the activation of a small chemical called
“G-protein” which then activates a secondary messenger. Then, the secondary messengers
may act in two different forms:
• in some cases, the secondary messenger travel along the cell until bind and open
ion channels;
• in other cases, the secondary messenger travel along the cell and activate other
molecules somewhere else.
Due to these differences, ionotropic receptors acts faster than metabotropic receptors.
Secondary messengers act slower than the opening of ion channels but typically leads to
long-lasting changes in neuron behavior.
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(A) Chemical synapse. (B) Electrical synapse.
Figure 3.1. Schematic of two types of synapses. Images from the pub-
lic domain, downloaded from (A) http://upload.wikimedia.org/wikipedia/
commons/3/37/1225_Chemical_Synapse.jpg; and (B) http://upload.
wikimedia.org/wikipedia/commons/b/b7/Gap_cell_junction-en.svg.
Another kind of synapses are the electrical synapses also known as gap junctions (Fig-
ure 3.1B). These synapses are electrical connections between two neurons which developed
so close that they share some protein channels, called connexons, which enable the trans-
fer of ions and other small molecules between both neurons and consequently allow the
exchange of membrane voltage between them.
3.2. Modeling Synapses
Before modeling a synapse it is necessary to identify the scientific question that the
model is intended to address and establish a desirable degree of biological accuracy. In
order to study networks of neurons it is usual to use simple synaptic models such as
those that model only the synaptic conductance waveform or those which consider simple
kinetic schemes, while to explore intrinsic mechanisms of the synapse, complex stochastic
models including vesicle recycling and release are often used.
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3.2.1. Modeling the Conductance Waveform
When the synapse is placed just as a tool to study the behavior of a neuronal network,
the most common approach is to model solely the postsynaptic response. If the postsy-
naptic response is electrical, the focus is often placed in capture the synaptic conductance
waveform.
If, at time tspike a signal is sent from a presynaptic neuron to a postsynaptic neuron,
the electrical current that influences the membrane potential of the postsynaptic neuron
is described, for t > tspike, by:
Isyn (t) = gsyn (t) (V (t)− Esyn) (3.1)
where gsyn is the synaptic conductance, V (t) is the postsynaptic membrane potential and
Esyn is the synaptic reversal potential. Depending on the neurotransmitter molecule and,
consequently, on the ion channel that the receptors open, the synapse may be excitatory
or inhibitory. Glutamate is a neurotransmitter which activates two different kinds of
receptors, AMPA/kainate, which are very fast, and NMDA, which are slower. In both
cases, the membrane will be excited after the binding. For these excitatory synapses,
typical values of Esyn are close to 0 mV . Inhibitory synapses are mainly activated by
γ-aminobutyric acid (GABA), which is the principal inhibithory neurotransmitter in the
cortex. There are two receptors for GABA, GABAA and GABAB and typical values of
Esyn for inhibitory synapses are lower than −65 mV .
Depicted in Figure 3.2 are the most used waveforms to model the time evolution of
gsyn. The conductance waveform can be modeled, for example, by a single exponential
function (equation (3.2a)), by an alpha function (equation (3.2b)), or by a dual exponential
function (equation (3.2c)):
gsyn (t) = g¯syn exp
(
−t− tspike
τ
)
(3.2a)
gsyn (t) = g¯syn
t− tspike
τ
exp
(
−t− tspike
τ
)
(3.2b)
gsyn (t) = g¯syn
τrise τdecay
τdecay − τrise
(
exp
(
−t− tspike
τdecay
)
− exp
(
−t− tspike
τrise
))
(3.2c)
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Figure 3.2. Synaptic conductance waveforms in response to a single presy-
naptic action potential arriving at time tspike = 1ms. (A) single exponen-
tial function with decay τ = 3 ms; (B) alpha function with time con-
stant τ = 1 ms; and (C) dual exponential function with trise = 1 ms and
tdecay = 5 ms. Conductances scaled to a maximum of 1. Figure adapted
from Sterratt et al. (2011).
When instead of the response to an action potential is necessary to model the response
to a series of presynaptic action potentials, equation (3.1) is still used and gsyn is obtained
by adding the corresponding waveforms. For example, if a dual exponential function is
used to model the synaptic conductance waveform, then the time evolution of gsyn after
the arrival of the nth action potential, follows the equation:
gsyn (t) =
n∑
i=1
g¯syn
τrise τdecay
τdecay − τrise
(
exp
(
−t− ti
τdecay
)
− exp
(
−t− ti
τrise
))
(3.3)
where ti is the time of the arrival of the ith action potential.
Equations (3.2a) to (3.2c) are good approximations of conductance waveforms that
are independent of the postsynaptic neuron. Nevertheless, there are synapses which are
dependent of the membrane potential of the postsynaptic neuron and/or of the concen-
tration of certain ions. For example, NMDA receptors are voltage-sensitive and are also
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influenced by the extracellular concentration of magnesium (Jahr and Stevens, 1990). To
take into account these dependencies, a factor representing the magnesium block should
be considered (Zador et al., 1990):
gsyn (t) = g¯syn
exp
(
− t−tspike
τdecay
)
− exp
(
− t−tspike
τrise
)
1 + µ [Mg2+] exp (−γV ) (3.4)
where [Mg2+] represents the extracellular concentration of magnesium, V is the post-
synaptic voltage and the µ and γ are factors to set the magnesium and the voltage
dependencies, respectively. With typical values for the parameters, the peak of gsyn will
be higher if the postsynaptic neuron’s membrane is depolarized than if it is at rest.
3.2.2. Kinetic Schemes
Modeling only the conductance waveform, despite being efficient, does not include
some features of synaptic transmission. Whenever an action potential reaches the axon
terminal, neurotransmitters are released and bind with receptors causing a postsynaptic
potential. If multiple action potentials occur in a small time window, it is expected
that some receptors become saturated and that some are still open. Some receptors
could also exhibit desensitisation, which is a period, after transmitter-binding, where the
receptor cannot be reopened. As such, it is unlikely that the subsequent action potentials
contribute to the postsynaptic potential as much as the first. Kinetic schemes has been
successfully used to address this problem (Destexhe et al., 1994b, 1998).
The simplest kinetic model is the two-state scheme. According to this scheme, recep-
tors can be closed or open. Variables C and O represents the closed and the open sates,
respectively, of the receptors:
C
α [T ]
β
O
where α [T ] is the forward rate constant, which is dependent of the transmitter concen-
tration in the synaptic cleft, [T ], and β is the backward rate constant. The dynamics of
the states are described by:
dO
dt
= α [T ]C − βO (3.5)
C = 1−O
32 3. MATHEMATICAL MODELS FOR SYNAPSES
The synaptic conductance is defined as:
gsyn (t) = g¯synO (t) (3.6)
More detailed kinetic schemes can be considered to model synapses, for example, the
six-gate kinetic scheme:
C0
RbT
Ru1
C1
R
r
R
d
D1
RbT
Ru2
C2
R
r
R
d
D2
Ro
Rc
O
was proposed by Patneau and Mayer (1991) to model the AMPA/kainate receptors. Ac-
cording to this model, C0 is the unbound state, which can bind to one molecule of trans-
mitter, originating the singly bound form C1, which can bind with another molecule of
transmitter to form C2, which can then open. Both C1 and C2 can desensitize to forms
D1 and D2 before opening.
The dynamics of the states are described by:
dC0
dt
= Ru1C1−RbT C0
dC1
dt
= RbT C0 +Ru2C2 +RrD1 − (Ru1 +RbT +Rd) C1
dC2
dt
= RbT C1 +RcO +RrD2 − (Ru2 +Ro +Rd) C2 (3.7)
dD1
dt
= RdC1 −RrD1
dD2
dt
= RdC2 −RrD2
O = 1− (C0 + C1 + C2 +D1 +D2)
Other kinetic schemes were proposed to model NMDA, GABAA, or GABAB synapses.
3.2.3. Gap Junctions
Many neurons communicate with each other through protein channels that are shared
by the membranes of both. These channels allow the flow of ions and other small molecules
resulting in an exchange of voltage between both neurons. Unlike chemical synapses,
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which become activated only when an action potential arrives at the axon terminal, gap
junctions allow a continuous communication between both neurons because they act as
resistors between two compartments.
The simpler gap junction model assumes a symmetric permeability between neurons.
Thus, the current flowing throug a gap junction is modeled as:
Igap (t) = ggap (Vpost (t)− Vpre (t))
where ggap is the conductance and Vpost and Vpre are the membrane potential of the post-
and presynaptic neurons, respectively.

4 Neural Plasticity and Learning
Memory is the process of storing past experiences in the brain. Different brain systems
are involved in memory storage, some specialized in long-term storage, and others suited
for short-term memories. Several models have been proposed to support the memory
storage, distinguishing themselves either by the time scales under study either by the
mechanisms involved.
4.1. Long-Term Synaptic Plasticity
Over the past decades, numerous studies have proposed that long-term memory stor-
age is done through changes in the connectivity of neural systems (Bliss and Lomo, 1973;
Abbott and Nelson, 2000; Kandel, 2001). The strengthening or weakening of the effective-
ness with which a presynaptic action potential modifies the membrane potential of the
postsynaptic neuron was successfully used to explain the appearance of cell assemblies
whose activity is correlated. At the origin of these studies is the Hebbian learning rule.
Donald Olding Hebb (Hebb, 1949) postulated that “when an axon of cell A is near enough
to excite a cell B and repeatedly and persistently takes part in firing it, some growth pro-
cess or metabolic change takes place in one or both cells such that A’s efficiency, as one
of the cells firing B, is increased”. In other words, Hebb postulated that if the activity
of neuron A repeatedly or persistently contributes to the activity of neuron B then the
synapse between A and B should be strengthened. Over the years, the original postulate
of Donald Hebb has been modified to account for weakening of the synaptic efficacy when
the activation of A repeatably fails the activation of B.
Spike Timing Dependent Plasticity (STDP) is a form of Hebbian learning rule that
depends on the correlations between the pre- and the postsynaptic action potentials (see
Figure 4.1). If the presynaptic neuron repeatedly fires a few milliseconds before the
postsynaptic neuron then there is a process known as Long-Term Potentiation (LTP)
resulting in the strengthening of the synapse. If, on the contrary, the postsynaptic neuron
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repeatedly fires before the presynaptic neuron Long-Term Depression (LTD) weakens the
synapse (Sjöström and Gerstner, 2010).
Figure 4.1. Spike Timing Dependent Plasticity. Depending on the pre-
cise time difference between a pre- and a postsynaptic spike
(
tpresp − tpostsp
)
,
the synaptic weight (w) can be either strengthened or weakened. Figure
adapted from Bi and Poo (2001) representing two exponential curves fitting
the total amount of change in synaptic weight after 60 pairs of correlated
spiking between hippocampal glutamatergic neurons in culture.
Other theories in synaptic plasticity suggests that the postsynaptic action potential is
not necessary to induce LTP or LTD of a synapse, only a certain level of depolarization
in the postsynaptic membrane is needed (Artola et al., 1990; Sjöström et al., 2004).
4.2. Short-Term Synaptic Plasticity
In addition to the long-term synaptic plasticity (LTP and LTD) involved in the for-
mation of long-lasting memories, there are short-term synaptic mechanisms which affect
the transmission of signals between neurons and have been used to support the storage
of short-term memories (Mongillo et al., 2008; Rolls et al., 2013). Short-Term Plastic-
ity (STP) (Stevens and Wang, 1995; Fuhrmann et al., 2002; Zucker and Regehr, 2002)
accounts for temporary synaptic efficacy changes resulting from its recent history of ac-
tivity. Two processes are at the origin of the STP. By one hand, the limited amount of
neurotransmitters in the axon terminal along with its depletion during synaptic signaling
causes, in a high-frequency train of action potentials, a decrease in the number neuro-
transmitters available for releasing leading to Short-Term Depression (STD). On the other
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hand, after each action potential, there is a calcium influx into the axon terminal which
increases the fraction of neurotransmitters released, leading to Short-Term Facilitation
(STF) (Tsodyks and Wu, 2013).
4.3. Non-Synaptic Plasticity
Although widespread on neuroscience literature, synaptic plasticity is not the only
mechanism available in the nervous system to store information. Some patterns of neu-
ronal activity may lead to changes in excitability, input resistance, spike threshold or
afterhyperpolarization (Sahley et al., 1994; Marder et al., 1996; Schreurs et al., 1998; Bur-
rell et al., 2001; Mozzachiodi and Byrne, 2010). These changes can be used as non-synaptic
mechanisms to store information, or, in some cases, can be used as addition to synaptic
mechanisms to facilitate the memory storage (Mozzachiodi and Byrne, 2010).
Changes in excitability can be achieved by the modulation of some voltage- and/or
calcium-dependent conductances (Ganguly et al., 2000; Egorov et al., 2002; Xu et al.,
2005; Campanac et al., 2008). Some of these changes were reported along with LTP
or LTD and so, can be viewed as additional mechanisms involved in learning. For ex-
ample, Fan et al. (2005) reported that subthreshold synaptic stimulation paired with
back-propagating APs at theta frequency results on both LTP and decrease in somatic
excitability in CA1 pyramidal neurons. According to the authors, the decrease in somatic
excitability is a consequence of an enhancement of the hyperpolarization-activated current
Ih which decreases the membrane input resistance and reduces the ability to elicit APs.
Similarly, Xu et al. (2005) reported that a LTP-induced shift in the activation curve of
the Na+ current can increase the neuronal excitability and decrease the firing threshold.
Studies such as those mentioned above indicate that changes in synaptic efficacy (LTP
and/or LTD) can coexist with changes at the cellular level and may serve, in some cases,
to facilitate learning (Mozzachiodi and Byrne, 2010), or in other cases, as homeostatic
mechanisms for activity regulation (Campanac et al., 2008).
Other changes in neuronal intrinsic excitability can account for memory formation
by itself. Neurons can have a large variety of ion channels that allow them to display
a wide range of patterns of activity. Some neurons, exhibit plateau properties and have
the ability to store information about their past inputs by switching from one pattern
of activity to another as a consequence of a transient stimulus (Marder et al., 1996).
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For example, Egorov and colleagues (Egorov et al., 2002) argue that persistent activity
at single cellular level can be achieved by activity-dependent interplay between Ca2+
and Ca2+-dependent cationic currents, and thus, they proposed that the modulation of
these currents may be a suitable mechanism for the storage of short-term memories (see
Chapter 5).
Other ion currents can also be used to store information. Some ion currents have
slow kinetics that can progressively modulate the neuronal excitability and thus can un-
derlie short-term memory formation. For example, the Kv1.3 potassium channels slowly
inactivate and slowly de-inactivate (Marom and Abbott, 1994) enhancing the neuron’s
response to a depolarizing current pulse subsequent to a long depolarization. Turrigiano
et al. (1996) show that a neuron with Kv1.3 potassium channels can respond differently
to the same input current depending on its previous activity history, and therefore, this
current can give the neuron the ability to store information about events occurred up to
several seconds before.
5 Working Memory
Working memory (WM) refers to a memory system of lower capacity but with fast
storage and manipulation, involved in complex cognitive process such as learning, language
comprehension, planning or decision-making (Miller et al., 1960; Baddeley and Hitch,
2010; Dudai, 2002). In a working memory system, the information is stored only as long as
necessary and then is discarded enabling the system to store new information. Prefrontal
cortex (PFC) and entorhinal cortex (EC) are two regions known to be involved in the
processing of working memory tasks (Durstewitz et al., 2000; Durstewitz, 2003; Baddeley,
2003; Hahn et al., 2012; Suh et al., 2011). Studies show that when a cue stimulus initiate
a working memory task, the activity of some neurons – those coding the stimulus – rises
from low to high firing rates and remains at high levels even after the removal of the
stimulus (Durstewitz et al., 2000). If the same stimulus is presented a second time the
firing rate of the same group of neurons rises again, while the presentation of a different
stimulus activates a different constellation of neurons (Funahashi et al., 1989; Funahashi
and Kubota, 1994).
The working memory performance has been tested using delay tasks. A delay task
consists in the presentation to a subject (animal or human) of a transient stimulus that
has to be stored for a few seconds during the delay period. After this period the subject
must recall the information and perform some task dependent on the information encoded.
Different experimental protocols can be used in delay tasks. One of the oldest protocols
consists in the presentation of a stimulus A, followed by the presentation of one or several
distractor stimuli (none of them repeated) before the presentation of the match stimulus
A. The subject is rewarded if it signals the match stimulus A (Miller et al., 1991). A
different protocol was proposed by Miller and Desimone (1994), the so-called ABBA
protocol, in which the presentation of a cue stimulus A, is followed by a set of distractors
among which at least one, B, is presented twice before the match stimulus A is presented
again. The subject must retain the first stimulus (A) and should signal its repetition
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without signaling the repetition of the distractor stimulus B. These and other protocols
indicates that the information can be stored quickly and in a flexible fashion. In addition,
certain studies demonstrate the possibility of storing several items simultaneously (see for
example Miller, 1956).
5.1. Working Memory Models
Mathematical models have been used to explain the mechanisms underlying a working
memory system. Some models focus on the storage of one item while others focus on the
storage of multiple items or even sequences of items. There are models focusing on the
storage of new information while others propose mechanisms that support the activity at
high rates in constellations of neurons coding previously known information. In addition
to the differences in the objectives, there are important differences in the mechanisms
considered. Some models rely on single cell mechanisms while others argue that the
neuronal network plays the key role.
5.1.1. Recurrent Attractor Networks
MostWMmodels based on network mechanisms involve memories that were previously
engraved in the brain through long-term learning mechanisms (Durstewitz et al., 2000;
Barak and Tsodyks, 2014). Neuronal assemblies with correlated patterns of activity tend
to emerge from progressive but slow changes in synaptic efficacies (Hebb, 1949; Hopfield,
1982; Amit and Brunel, 1997). Such modifications occur through long-term potentiation
(LTP) and long-term depression (LTD) which requires several seconds to be effective (Lee
et al., 1980; Klintsova and Greenough, 1999). Given the time scales in which a WM system
should perform, models based on LTP or LTD are only capable of eliciting previously
stored memories and sustaining those memories during the delay period (Durstewitz et al.,
2000).
5.1.1.1. Single-item Models
Under the attractor networks paradigm, after the learning period, the network be-
comes divided into subpopulations of neurons. The activity at high firing rates during
the delay period in one of the subpopulations of neurons while other neurons fire sponta-
neously at low firing rates is possible due to a balance between strong excitations inside
each cell assembly and week excitations between neurons in different assemblies (Wang,
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2001). If the ratio between the excitation strengths inside each subpopulation of neurons
and the excitation strengths between neurons in different subpopulations is too small, the
recurrent excitation is not strong enough to support the persistent activity during the
delay period. Above a critical threshold for that ratio, if a stimulus generate a transient
activity peak in one subpopulation, the rising firing frequencies will generate enough re-
current excitation which in turn will rise even more the firing rates constituting a positive
feedback that supports the persistent activity during the delay period. The firing rates
can then be stabilized by a negative feedback from inhibitory interneurons (Brunel and
Wang, 2001). The balance between recurrent excitation and inhibition in addition to
supporting the persistent activity in a subpopulation of neurons while other neurons re-
main in spontaneous activity, also increases the robustness against distractors (Brunel and
Wang, 2001) and the interspike variability (Tsodyks and Sejnowski, 1995; van Vreeswijk
and Sompolinsky, 1996; Vogels and Abbott, 2009). Finally, it is noteworthy that if the
ratio between the excitation strengths inside each subpopulation of neurons and the ex-
citation strengths between neurons in different subpopulations is too large, the system is
unable of supporting spontaneous activity in other neurons during the delay period and
therefore that ratio must range within an appropriate interval to allow the sustaining
of the persistent activity in the active subpopulation at the same time that allows the
spontaneous activity in the remaining neurons (Brunel and Wang, 2001; Wang, 2001).
5.1.1.2. Multi-item Models
Attractor network models can also address the problem of sustaining the activity in
more than one constellation of neurons selective to previously learned memories. Amit
and colleagues (Amit et al., 2003), using a network similar to the one proposed by Brunel
and Wang (2001), showed that more than one item can be hold in a WM system during the
delay period. Rolls and co-workers (Rolls et al., 2013), by incorporating more biological
detail through short-term facilitation, showed that it is possible to increase the number
of items that can be simultaneously active during the delay period.
A conceptually different way of sustaining more than one item in a working memory
system is to separate items over time. Instead of having more than one constellation of
active neurons at the same time, the active constellations can fire in different phases.
For example, Mongillo and colleagues (Mongillo et al., 2008) use the short-term synaptic
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plasticity to sustain the activity in more than one item. When a second item is presented,
the activity of the first is temporarily suppressed, and after the storage of the second item
both constellations start firing out of phase.
Separation of items over time can also constitute a mechanism underlying WM systems
for sequences of items. Under a recurrent attractor network paradigm, the storage of the
order of a sequence of items can be the result of the strengthening of the associations
between successive items (Henson, 1998; Botvinick and Plaut, 2006) where the activity
of one is elicited by the activity in the preceding item or items of the sequence (Elman,
1990; Murdock, 1995).
5.1.2. Networks with Continuous Attractors
Some information is, presumably, discrete by nature, while other should be coded un-
der a continuum space. For example, there is a discrete set of letters, words, or numerical
digits so a WM system which is meant to hold this kind of information can be modeled
as a recurrent discrete attractor network. On the other hand, information like spatial
position or head direction is better represented by a continuous variable and so a WM
system which is intended to store this information must be able to account for it.
Experiments suggests that some neurons are selective to the location of visual cues,
and the activity of the neuronal population can be described as a function of stimulus
position (Funahashi et al., 1989). To support this behavior, specific networks combining
local recurrent excitation with broader feedback inhibition were introduced (Amari, 1977;
Camperi and Wang, 1998; Wang, 1999) enabling the system to respond to a given stimulus
by displaying a bell-shaped pattern of activity, or “bump attractor”, where the peak of the
bump encodes information about the angle of the stimulus (Wang, 2001). Bump attractor
models have been successfully used for storing continuous variables such as angles, however
some features of cortical neurons that can be detrimental to the maintenance of the
information have been neglected. For example, spike-frequency adaptation is ubiquitous
in cortical neurons but most of the spatial working memory models cannot accommodate
the degree of cellular adaptation imposed by these currents (Compte et al., 2000; Wang
et al., 2004). The spike-frequency adaptation originates a continuous movement (traveling
wave) in the region of activity along the network causing information loss (Hansel and
Sompolinsky, 1998; Laing and Longtin, 2001). Laing and Longtin (2001) proposed that
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an increase in the noisy input from external sources can stop the continuous movement
of the bump but at the same time enhances its random drift.
5.1.3. Single Cell Based Mechanisms
To account for novel information storage, single cell mechanisms may be considered.
Mechanisms activated by Acetylcholine (ACh) support the persistent activity without
recurrent excitation (Hasselmo and Stern, 2006). The interplay between ion currents at
single cellular level was introduced to account for the storage of one item. Egorov and
colleagues (Egorov et al., 2002) showed that single neurons respond to stimuli with graded
changes in their firing frequencies. Furthermore, the firing frequency is stable during the
delay period and can be modulated in a stimuli-dependent manner.
Fransén and co-workers (Fransén et al., 2002) proposed a multi-compartment model
where a calcium and a calcium-sensitive nonspecific cation currents synergistically in-
teract to support the selective maintenance of spiking activity in some neurons in the
entorhinal cortex. Network models were then used to study the behavior of these neurons
when performing delay tasks. The authors showed that considering a specific connectiv-
ity, along with tuned maximal synaptic conductances can reproduce experimental results
such as match enhancement, match suppression, non-match enhancement and non-match
suppression.
To account for the storage of more than one novel item, namely for a sequences of novel
items, single cellular mechanisms were combined with the theta and gamma rhythms of
the brain (Koene and Hasselmo, 2007, 2008; Lisman and Idiart, 1995). These studies are
based in the fact that, in the presence of some neuromodulators like ACh or serotonin
(5-HT), some neuron exhibit an afterdepolarization (ADP) that results in a transient
increase in excitability. Altought too brief to account for the duration of a short-term
memory, this ADP is long enough to interact with the theta and gamma rhythms of the
brain to support the single-cell persistent activity.

6 Building the Model
“Things should be made as simple as possible, but not any simpler.”
Albert Einstein
Any mathematical model has a limited capability of mimicking the biophysical world.
A balance between the available scientific knowledge and the simplicity of the model
compared to the questions to be asked should be carefully taken into account.
Given the questions to address in this thesis, a mathematically simpler but more
abstract model should be discarded in favor of biological plausibility. At the same time,
there was a high necessity to keep the model simple enough to be possible to perform the
required network simulations in small periods of time.
As so, the Hodgkin-Huxley formalism was used to describe neuronal dynamics pro-
ducing biophysically accurate neuronal conductances.
Since in the questions at hand there was no a priori indication for a contribution of
neuronal topology, the complex neuronal tree was collapsed into a point-wise neuron.
Several ion currents are known to be present in PFC pyramidal cells. Each new
current added to the model will increment the biophysical accuracy but at the same time
will increase the computational effort required to simulate large networks. Therefore,
building a model with a reduced number of ion currents was a requirement. The transient
sodium, the delay rectifier potassium and the leak currents, similar to those proposed by
Hodgkin and Huxley (1952a), were the first currents selected to the model, because in the
PFC neurons they are the basis for the action potential generation. Afterwards, the aim
was to find the minimum set of ion currents that produces the intended model dynamics.
Two currents were then chosen to complete the model, the high threshold calcium current,
and the calcium activated nonspecific cation current. With these two currents the neuron
is able to preserve part of its firing history, enabling the modulation of its excitability
without any form of synaptic plasticity.
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In order to use accurate models which were previously validated by the scientific
community, all the ion currents used in this thesis were taken from the ModelDB database
(Hines et al., 2004).
To perform the numerical simulations, several simulation languages were available,
from MATLAB to Python, BRIAN, GENESIS, NEST, NEURON, or even C++. Given
the foreseen complexities of simulations, a language with a big community of users in
the neuroscience field and which a priori would guarantee numerical stability, accuracy
and efficiency was a requirement. Among the available options, the NEURON Simulation
Environment (Hines and Carnevale, 1997) was selected to perform all neuronal simula-
tions. NEURON is an efficient environment for simulating conductance-based models of
individual neurons or networks. It is one of the most used languages in the computational
neuroscience field and specific communities are available to support users. Appropri-
ate numerical methods are implemented and lastly, but certainly not least, NEURON’s
capability to run in parallel hardware such as multiprocessor personal computers, worksta-
tion clusters, or massively parallel supercomputers, enables significant gains in simulation
times with almost linear speedup of simulation speed as the number of processors increases
(Migliore et al., 2006).
7 Results
This chapter will be divided into 3 topics:
(i) Working memory models for completely new information coded in one pattern of
activity,
(ii) Working memory models for sequence learning,
(iii) Computational tools for assessing synaptic integration.
The work developed under the scope of (i) was presented to the scientific community
in:
(1) Poster presentation
Conde-Sousa E., Aguiar P., Storing information in membrane conductances
dynamics – working memory without synaptic plasticity, 1st Champalimaud Neu-
roscience Symposium, Lisbon, Portugal, September 18th – September 21st, 2011.
(2) Papers in national scientific periodicals
Conde-Sousa E., Aguiar P., Detailed mathematical models in neurobiology:
Storing information in membrane conductances dynamics, CIM Bulletin, 2012,
31, 19 - 26.
http://www.cim.pt/files/publications/b31.pdf
(3) Papers in international scientific periodicals
Conde-Sousa E., Aguiar P., Synergy between different membrane currents as
a mechanism for one-shot short-term memory, submitted.
The work developed under the scope of (ii) was presented to the scientific community
in:
(1) Poster presentation
Conde-Sousa E., Aguiar P., A working memory model capable of storing se-
quences of patterns without using synaptic plasticity, 2nd Champalimaud Neuro-
science Symposium, Lisbon, Portugal, September 30th – October 3rd, 2012.
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(2) Papers in international scientific periodicals
Conde-Sousa E., Aguiar P., A working memory model for serial order that
stores information in the intrinsic excitability properties of neurons, Journal of
Computational Neuroscience, Volume 35, Issue 2, October 2013, pp 187-199
http://link.springer.com/article/10.1007/s10827-013-0447-7
(3) Poster presentation
Conde-Sousa E., Aguiar P., Conversion from spatial patterns of activity to
sequences of neuronal activations using gate interneurons, 22nd Annual Compu-
tational Neuroscience Meeting: CNS*2013, Paris, France, July 13th – July 18th,
2013.
Published in:
BMC Neuroscience 2013, 14(Suppl 1):P3
http://www.biomedcentral.com/1471-2202/14/S1/P3
The work developed under the scope of (iii) is part of a larger project and, at the time
of the submission of this thesis, the manuscript is still in preparation for submission in
peer-reviewed international journal.
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7.1. Synergy Between Different Membrane Currents as a Mechanism for One-Shot
Short-Term Memory
Conde-Sousa E., Aguiar P., submitted.
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Synergy between different membrane currents as a mechanism for
one-shot short-term memory
Eduardo Conde-Sousa1,2 • Paulo Aguiar1,3
Abstract
Recordings in behaving animals show that during working memory tasks some neurons
keep their firing activity at high levels without any external cue. Working memory has two
important characteristics: it provides a short-term memory buffer which keeps relevant
information while it is being used, and information can be encoded and preserved after
very short exposures to the stimuli. Here we present a model which avoids the canonical
approach of relying on synaptic plasticity to store information. Instead, we use a spiking
network model with high biophysical detail to show that a one-shot short-term memory
system can be achieved in neurons through the synergy between different membrane
currents. Our model exhibits properties which are in close agreement with experimental
results in working memory, namely: (i) it works in time windows compatible with the
notion of “one-shot learning” (hundreds of milliseconds), (ii) it is robust to noise, (iii) it
is resistant to distractors, (iv) it can be reset with mild inhibition, (v) it exhibits the
match-enhancement effect, and (vi) the memory is self-sustained while its information is
being used.
Keywords
Working memory • Intrinsic excitability • Membrane current properties • Short-term
memory • One-shot learning
7.1.1. Introduction
Memory storage and recall is one of the most studied fields in neuroscience. Models
addressing these questions vary considerably in neuronal complexity, network complexity
1 FCUP – Faculdade de Ciências da Universidade do Porto
2 CMUP – Centro de Matemática da Universidade do Porto
3 IBMC – Instituto de Biologia Molecular e Celular
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and biophysical plausibility in the mechanisms considered. The vast majority of models
regarding memory formation use the same main idea: memories are stored in the brain as
a consequence of modification in synaptic efficacies (Bliss and Lomo, 1973; Kandel, 2001).
However this plasticity paradigm is not sufficient to explain adequately all processes of
information storage. Experiments show that some memory systems, such as working
memory (WM), are capable of correctly storing information after very short exposures
to the stimuli (on the time scale of a few hundreds of milliseconds). From the cognitive
level, the working memory system provides the ability to temporarily store information
on a time scale of several seconds and after a single exposure to the stimulus (Baddeley,
2003). This is incompatible with the mechanisms associated with synaptic long-term
potentiation (LTP) or long-term depression (LTD), which require time scales of many
seconds. While there are synaptic mechanisms working on shorter time scales (short-
term synaptic plasticity), they are unreliable for robust one-shot storage as they typically
involve the modulation of the probability of synaptic activation/release. Most WMmodels
do rely however on LTP and LTD (Brunel and Wang, 2001; Rolls et al., 2013), or short-
term synaptic plasticity (STP) (Mongillo et al., 2008) to explain the dynamics of the
system (but see Versace and Zorzi 2010).
Here we take a different approach and present a biophysically detailed spiking model
for WM which uses the dynamics of intrinsic membrane currents to store information
(Marder et al., 1996; Durstewitz et al., 2000; Mozzachiodi and Byrne, 2010). Excitability
of neurons can be modified according to the recent activity history as a consequence of the
synergistic action of ionic currents. It has already been shown that these modifications can
give rise to changes that can be used to temporarily store patterns of activity (Durstewitz
et al., 2000; Fransén et al., 2002, 2006). Some models use this mechanism as a source for
producing cellular bistability which is then used to store information (Lisman and Idiart,
1995; Fall and Rinzel, 2006; Koene and Hasselmo, 2007). However, in some bistable
models, resetting the memory system requires abnormal levels of inhibition for prolonged
times (Fransén et al., 2002).
Another class of models use modulation of intrinsic neuronal excitability (MINE) to
store temporal information – that is, store information about time, instead of storing
spatial activity patterns in the neuronal population. The MINE mechanism has been
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shown to be able to support learning and storing time delays (Durstewitz, 2003) or the
serial order between patterns of activity (Conde-Sousa and Aguiar, 2013).
In this work, the goal is to establish a working memory model which is:
(i) capable of storing information in exposure time windows of few hundreds of millisec-
onds being compatible with the one-shot learning paradigm;
(ii) robust to noise – neurons not belonging to the ensemble coding the information fire
stochastically at low firing frequencies;
(iii) resistant to distractors – during the delay period the active constellation is robust
to an attempt to store another constellation;
(iv) capable of showing match enhancement – when the sample stimulus is again pre-
sented the firing rate of the associated neurons rises;
(v) capable of self-sustaining the stored information while it is being used/replayed;
The novelty in the approach taken here is centered in combining in a single model
the following properties: uses MINE to store new information; does not require synap-
tic plasticity nor bistability at the cellular level; does not impose strong constraints in
the network architecture; uses membrane conductances to describe neuronal dynamics;
establishes a one-shot short-term memory system. The ability to store new information
is important as some WM models focus on the mechanisms for selecting, and sustaining,
the activity of cell assemblies coding previously stored information (Brunel and Wang,
2001; Rolls et al., 2013).
7.1.2. Materials and methods
Neuronal dynamics were modeled using the Hodgkin-Huxley formalism (Hodgkin and
Huxley, 1952a). This type of spiking models provides a high level of biophysical detail
on the description of the membrane dynamics including the spike generating mechanism.
While the computational power of networks using spiking models is extremely high they
are also costly to simulate. To balance the biophysical plausibility with the simulation
cost, single compartment neurons were considered. Simulations were carried out in the
NEURON simulation environment (Hines and Carnevale, 1997) taking advantage of NEU-
RON’s capability to run in parallel hardware.
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7.1.2.1. Single cell dynamics
All neurons are modeled as single cylindrical compartment with length L = 18 µm
and diameter d = 1000
L×pi µm to obtain a total surface area of the compartment of 1000 µm
2.
The main class of neurons is the principal neurons (P), responsible for receiving and
transmitting information from/to other brain areas. Two other neuronal classes are con-
sidered to provide inhibition to the principal class: (i) activity control inhibitory interneu-
rons (Ic), responsible for controlling the network activity level; and (ii) activity resetting
inhibitory interneurons (Ir), responsible for resetting the activity of the system.
Together with leakage current (IL) and synaptic currents (Isyn), all neurons have two
standard ion currents: the transient sodium (INa) and the delayed rectifier potassium
(IKdr) currents. The principal neurons have however two additional ion currents: a high
threshold calcium current (ICaL) which is activated by membrane depolarization, and
a nonspecific cationic current (ICAN) whose activation increases when the intracellular
calcium concentration rises. These two currents act synergistically to prolong membrane
excitability states. While in this work we focus on this pair of membrane currents (which
are widely present in many neuronal classes), other currents with the ability to prolong
neuronal excitability could be used (e.g. persistent sodium current), while maintaining
the same qualitative results of this model.
The time evolution of the membrane potential is described by the equation:
CmV˙ = −IL − Iion − Isyn
where Cm = 1 µF/cm2 is the membrane capacitance; V represents the membrane po-
tential; IL = gL (V − EL) is the leakage current, gL is the leakage conductance and EL is
the reversal potential for the leakage current; Iion is the sum of all the ionic currents on
each neuron; and Isyn is the sum of all synaptic currents impinging on the neuron. For
principal neurons Iion = INa + IKdr + ICaL + ICAN , and for interneurons Iion = INa + IKdr.
The equations describing the dynamics for each of the individual currents (INa, IKdr,
ICaL and ICAN), as well as the intracellular calcium dynamics that interacts with ICaL
and ICAN , were taken from Conde-Sousa and Aguiar (2013) which in turn were taken
from SenseLab(Crasto et al., 2007). A temperature of 22◦ Celsius was assumed in all
simulations.
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Table 7.1. Synaptic reversal potential and conductance profile parameters.
Synapse EX [mV ] τrise [ms] τdecay [ms]
AMPA 0 1 10
GABAA -75 1 15
GABAB -85 10 200
Synaptic currents
Three different types of synapses are considered (AMPA, GABAA and GABAB). A
dual exponential function with parameters τrise and τdecay (Table 7.1) is used to model
each synaptic conductance profile. The total synaptic current is then modeled as the sum
all input synaptic currents to each neuron.
Membrane currents
Membrane ionic currents and correspondent gating variables are described elsewhere
(see Conde-Sousa and Aguiar, 2013, and references therein) with one difference: the time
constant of the activation variable of the calcium activated nonspecific cation (CAN)
current is increased by twofold. This change allows the model to be more robust to noise
while it preserves the ability to store information in small time windows. Used parameters
are shown in Table 7.2.
7.1.2.2. Network architecture
One of the main objectives of this work is to provide evidence that MINE properties are
sufficient to store completely new information in time windows according to the one-shot
learning paradigm. As such, any combination of neurons may be co-activated, forming
a pattern of activity, for a period of time compatible with the working memory system.
This constellation of co-active neurons must remain stable without recruiting new neurons
to the pattern (which would contribute to disrupt the information stored). To ensure that
no combination is more probable to occur than others, given an ordered pair of principal
neurons A and B, the probability of existing one synapse linking A to B is fixed. When
this number, which represents the connectivity rate of the model, is 1.0, all principal
neurons establish connections with all principal neurons (full connectivity).
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Table 7.2. Parameters for membrane currents. The notation gX refers to
the maximal conductance of current X, whereas EX refers to the reversal
potential, and pCaL is the Ca2+ membrane permeability. The reversal po-
tential for calcium is calculated according to the Goldman-Hodgkin-Katz
(GHK) equation, since the intracellular calcium concentration (cai) is not
constant.
Ion
Current
Parameters P Ic Ir
IL
EL [mV ]
gL [mS/cm
2]
−65
4× 10−5
−65
10× 10−5
−65
2× 10−5
INa
ENa [mV ]
gNa [mS/cm
2]
Vtraub [mV ]
50
80
−60
50
80
−60
50
80
−60
IKdr
EKdr [mV ]
gKdr [mS/cm
2]
Vtraub [mV ]
−70
20
−60
−70
20
−60
−70
20
−60
ICaL
ECa [mV ]
pCa [cm/s]
GHK
3× 10−5
–
–
–
–
ICAN
ECAN [mV ]
gCAN [mS/cm
2]
0
1× 10−2
–
–
–
–
A model composed only by excitatory neurons following the described dynamics is
already capable of producing key features of a WM system based on MIME properties.
However inhibition can play a central role in activity level control adding to the model
a noise filtering and ensuring that the system can reset and be ready to store new infor-
mation when the previous is no longer needed. In order to reduce computational cost,
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Table 7.3. Synaptic mean peak conductances, in µS, between the three
population classes in the network. k1 and k2 are normalization factors given
by: k1 = (PS − 1) × CR and k2 = PS, where PS represents the number
of principal neurons engaged in the codification of one pattern of activity,
and CR is the connectivity rate.
postsynaptic
neuron
P Ic Ir
presynaptic P 3.5×10
−5
k1
1.0×10−4
k2
2.7×10−5
k2
neuron Ic 13× 10−3 - -
Ir 5× 10−4 - -
the model is composed only by two global inhibitory interneurons, one of each functional
class, establishing bidirectional connections with all the principal neurons.
The average synaptic peak conductances (efficacies) for connections between neurons
in each classes are summarized in Table 7.3. To introduce variability in the synapses,
each individual synaptic peak conductance is drawn from a uniform distribution with
mean value taken from Table 7.3 and with a variability of ±2.5%.
The synaptic conduction delays for all synapses are fixed at 1 ms.
Noise is provided to all principal neurons in the network and is introduced in the form
of stochastic activations following a Poisson process. The average interspike interval is set
to 2000 ms (0.5 Hz), in agreement with experimental data regarding cortical neurons.
7.1.3. Results
With this model, we intend to show that MINE properties are sufficient to produce
several features of working memory, namely, the fast storage, the activity during the delay
period, the resistance to noise and distractors, and the emergence of match enhancement.
In order to fully exhibit the model features more clearly, the results are separated into
topics. First, the intrinsic characteristics of principal neurons are presented. Secondly,
the emergence of the working memory system is analyzed using two different tests: the
network collective behavior during a delayed match-to-sample task, and subsequently
the response of the model to the presentation of a distractor stimulus. We conclude
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this section with the study of constraints regarding the information resetting and/or
replacement, model scaling and robustness in parameter space.
7.1.3.1. Principal neurons firing properties
It is known that CAN current acts together with calcium current shaping the dy-
namics in neurons in prefrontal cortex (PFC) and in the entorhinal cortex (EC) (Bal and
McCormick, 1993; Haj-Dahmane and Andrade, 1999; Klink and Alonso, 1997) two regions
with identified roles in working memory tasks (Durstewitz et al., 2000; Baddeley, 2003;
Hahn et al., 2012; Suh et al., 2011).
The activation of the CAN current is mediated by the intracellular calcium concentra-
tion (cai) and its reversal potential is close to 0 mV . These two characteristics combined
result in the emergence of an after depolarization (ADP). Whenever an action potential
(AP) is triggered, there is a rise in cai driven by the calcium current, which in turn
contributes to the activation of the CAN current. Since this current has slow dynamics,
its activation takes place after the inactivation of the Na2+ and the deactivation of K+
channels, and leads to a depolarization of the membrane. Depending on the density of
the calcium and the nonspecific cationic channels, one neuron with these currents may
present different features. If these two currents are sufficiently strong, then the ADP is
high enough to promote a new AP. If not, the membrane depolarizes only at subthresh-
old levels. Neurons with larger densities of the CAN current tend to be bistable even
when isolated from the network. An important element to acknowledge is that, with the
parameterization used in our model, each neuron is not bistable.
Although not bistable, the principal neurons presented here have the capability to
distinguish between spurious and consistent excitations, having qualitative different re-
sponses to stimuli of different durations.
After a long period close to resting potential the CAN current is deactivated and
produces a negligible effect in the neuron behavior. When some external source excite the
neuron above the threshold, an AP is produced and with each AP there is an entrance
of calcium into the cell leading to a rise in cai. This increase in cai leads to a partial
activation of the CAN current which in turn results in a subthreshold ADP. If the external
stimulus is short enough, the membrane will return to the resting potential after a few
hundreds of milliseconds. If, on the other hand, the stimulus is consistent and sufficiently
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Figure 7.1. Short duration current injection analysis. A current of 5 pA
was injected during 300 ms. (A) Phase plane with membrane potential (in
mV ), andmICaL , calcium current activation variable. (B-D) Time evolution
of (B) membrane potential, (C) CAN current activation variable (mICAN ),
and (D) injected current. (E) Phase space with membrane potential, cal-
cium current activation variable (mICaL), and CAN current activation vari-
able (mICAN ). Action potentials are truncated at −50 mV . Two important
stages are color-coded: the first, in black, corresponds to the early stage
where the current injection takes place; the second, in gray, corresponds to
the period where the neuron (self-)sustains the activity for a while returning
afterwards to the equilibrium point due to stability loss.
long to trigger a series of APs at firing rates above 8 Hz, the interspike interval (ISI) is
shorter than the recovery time of the CAN current activation variable (mICAN ), and so,
after each AP mICAN will be higher than it was after the previous one. This difference
between ISI and mICAN recovery time leads to a more pronounced ADP after each new
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Figure 7.2. Sustaining neuronal activity. Three current steps where pre-
sented to an isolated principal neuron. (A) A current of 1 pA with a duration
of 5.5 seconds depolarizes the membrane but at a subthreshold level; (B)
A current of 3 pA with a duration of 0.5 seconds elicits 8 APs. After the
stimulation period the neuron holds the activity for roughly 4 seconds; (C)
Applying sequentially currents such as those of (B) and (A), the activity
is maintained while the small amplitude current is present. Upon termina-
tion of the small (residual) current, the neuronal spiking activity vanishes
after approximately 5 seconds. Each panel is composed by two traces: up-
per traces are membrane potentials (APs are truncated at −50 mV ); lower
traces are the input step currents.
AP. If the number and frequency of APs are high enough, the ADP will, eventually, be
above threshold. The depolarization induced by the CAN current will then be capable of
reactivating the sodium current leading to a new AP, and starting the cycle again. This
mechanism is transiently maintained without the need for an external current.
In Figure 7.1, it is possible to visualize the dynamics of the described behavior. With
the generation of each AP there is a cycle in which the membrane potential rises, followed
by the activation of the calcium current (mICaL rises), which results in an increment of
cai and the consequent augmentation of mICAN . After each AP, mICaL and the membrane
potential return to near the equilibrium values (panel (A) of Figure 7.1) but mICAN stays
higher than before due to the slower dynamics of the CAN current (panel (E) of Fig-
ure 7.1). If mICAN goes beyond a threshold value the ADP induced by the CAN current
is sufficient to reactivate the sodium current leading to a new AP. After the external
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excitation vanishes (gray traces in Figure 7.1) the activity is self-sustained for a period of
several seconds but inevitably, and spontaneously, converges to the resting state.
As a result of the presence of CAN current in the neuron, a residual current which is not
sufficient to excite by itself a neuron at rest is able to hold the activity in a neuron which
was previously excited. In other words, the amplitude of an external current required to
sustain the activity is much smaller than the one that is required to activate a neuron in
the first place (see Figure 7.2).
7.1.3.2. Encoding information
We assume that when sensory/perceptual information is presented, specific groups
of neurons in other brain regions are excited (Figure 7.3). The information requiring
temporary storage is then provided to the spiking neuronal population engaged in the
WM system. Each principal neuron in the WM network receives 100 AMPA connections
from outside neurons (parameters in Table 7.1). Each of the presynaptic neurons fired for
about 300 ms at a firing rate of roughly 20 Hz. The information is then stored as a pattern
of activity where encoding neurons sustain the high spiking activity through recurrent
excitation while all other principal neurons in the network remain at residual low activity.
In order to simulate the arrival of the external information, each neuron receives stochastic
synaptic activations following a Poisson process with a firing rate of 100× 20 = 2000 Hz
during 300 ms. Whenever it is mentioned that a neuron was consistently excited, it is
being assumed an excitatory stimulation as described (100 neurons firing at 20 Hz for
300 ms). Notice that 300 ms is well within the temporal constraints associated with the
notion of “one-shot learning”.
7.1.3.3. Network behavior in delayed match-to-sample tasks
The first goal of the model is to show that it is possible to store information in exposure
time windows of few hundreds of milliseconds (“one-shot” learning paradigm) in a noise
robust manner (neurons outside the activity pattern fire stochastically at low firing rates)
using only MINE properties (without synaptic modifications). Another goal is to provide
evidence that these mechanisms could be used to identify if there is a match between the
test cue and the sample stimulus.
In order to test if the model is able to accomplish these purposes, the following simu-
lation protocol was implemented:
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Figure 7.3. Enconding information. The information arrives to the WM
spiking network model via other brain areas. All excitatory connections
are AMPA synapses while inhibitory connections can be either GABAA or
GABAB synapses.
(i) A pre-cue time interval of 1.5 seconds is considered.
(ii) After this period, occurs the stimulus presentation. Each of the first 200 principal
neurons (those coding the information) is excited for 300 ms at roughly 20 Hz from
100 neurons from other brain region (see Section 7.1.3.2).
(iii) After the external stimulus is removed the neurons in the activity pattern must retain
the activity without external stimulation, during the delay period (approximately
5.2 seconds).
(iv) After the delay period a match stimulus is presented. The first group is again excited.
The excitation follows the same protocol as the sample stimulus.
As a consequence of the behavior described in Figure 7.2, it is possible to excite and
sustain the excitation in any subgroup of principal neurons, of a fixed size, without a
previous learning period. Consider a randomly connected network where all principal
neurons receive equivalent recurrent excitation from the network (more details in Sec-
tion 7.1.3.6). If an external current excite a group of them consistently, these neurons, as
a group, will change their intrinsic excitability, sustaining the activity for a period of a few
seconds. If the synaptic efficacies are balanced in accordance with the number of neurons
and connectivity rate (Table 7.3) these neurons will receive enough synaptic current to
prolong indefinitely their activity. On the other hand, all other neurons in the network,
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which receives roughly the same synaptic current with the same parameters, will only par-
tially depolarize, since these neurons don’t have enough activation of the CAN current.
In Figure 7.4 (left panels) it is possible to observe the collective behavior of a network of
2000 principal neurons with a connectivity rate of 0.2. These numbers means that each
principal neuron receives, on average, 0.2 × (2000− 1) ≈ 400 excitatory synapses from
other principal neurons. After being excited by 100 neurons from other areas (at 20 Hz
during 300 ms), each of the first 200 principal neurons (10% of the population) sustains
the activity with firing rates close to 17 Hz while other neurons in the network keeps its
firing rates at lower levels (0.5 Hz).
Notice that when a cue stimulus matches the sample stimulus, the firing activity of
the active group rises and a match enhancement is revealed.
7.1.3.4. Resistance to distractors
The model behavior regarding the presence of distractor stimuli, is assessed using tests
where, after a delay period, a confounding pattern of activity is added to the sustained
pattern. As distractor it is considered a stimulus that, if applied to a set of neurons when
the network is in a spontaneous activity mode, would be considered a sample stimulus.
The excitation of the distractor follows the same protocol described in Section 7.1.3.2.
The WM model can be considered robust to distractors if the activation of a new
constellation while the spiking network is already holding some information, does not
disrupt the currently held information.
In the presence of a distractor, the activity control interneuron (Ic) fires, preventing
the storage of the new pattern, without resetting the activity in the previous constellation
(first 10 seconds of simulation in right panels of Figure 7.4). Observing the average firing
rate of neurons in the first constellation, it is possible to notice a non-match suppression
during this period.
7.1.3.5. Resetting the network
According to the chosen network architecture, the model resets in one of three situa-
tions: (i) when, for some reason, the network is over-excited, leading to the activation of
the activity resetting inhibitory interneuron (Ir); (ii) when the working memory’s objec-
tive is achieved and an external afferent signal activate the resetting mechanism (see the
last five seconds of simulation in panel A1 of Figure 7.4); or (iii) if the network needs to
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Figure 7.4. Working memory dynamics. The network comprises 2000
principal neurons with a connectivity rate of 0.2. (A1 to A5) Delayed match
to sample. (B1 to B5) Resistance to distractors. (A1 and B1) raster plot
of the principal neuron population. (A2 and B2) Interneurons membrane
potential. (A3 and B3) Mean firing rates in active constellations (neurons
subjected to external stimulation). (A4 and B4) Mean firing rates in other
neurons. (A5 and B5) Mean firing rate in all neurons in the network. Firing
rates were calculated using a non causal Gaussian kernel with a time scale
of σ = 50 ms.
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replace the stored information by other (see the last five seconds of simulation in panel
B1 of Figure 7.4).
In the first two scenarios the activity is reset by Ir which hyperpolarizes the membrane
of all principal neurons for a period of a few hundreds of milliseconds. The nonexistence
of APs during this period leads to the deactivation of the CAN current bringing the
active neurons to a resting state (there are, nevertheless, stochastic activations during
this period).
In the third case, the reset is due to the hyper-excitation of the activity control in-
hibitory interneuron Ic. In order to replace information, the activity induced to a new
constellation must be amplified. Instead of being excited during 300 ms for 100 neurons
at firing rates of 20 Hz, these neurons are excited at 120 Hz for a period of 1 second.
Notice that the presynaptic neurons responsible for this excitation are the same and thus
the synaptic efficacies are the same. The change in the external excitation occurs only at
the firing rates and duration levels, but remains at biologically plausible values.
The increase in the network activity is insufficient to activate Ir, but originates continu-
ous spikes of Ic which instead of vanishing all the activity in the network only prevents the
activity which is not induced by the outside perceptual/sensory configuration, allowing
the new pattern to be stored while interrupting the previous activity pattern.
7.1.3.6. Model scaling and robustness in parameter space
As described, to ensure that all principal neurons can equally participate in coding
external information, principal neurons need to receive similar synaptic currents form the
network. One way to ensure that all principal neurons receive similar synaptic currents
is to connect all principal neurons to each other, and considering synapses with the same
parameters - a full recurrent connectivity scenario, with identical synapses. However this
is biologically implausible. But if the neuronal network population size is sufficiently large,
even if the connectivity rate is smaller than one (with all neurons receiving synapses from
only fraction of its neighbors), the synaptic input variability can still be controlled and
kept within low values. In order to achieve the proper functional behavior of the model
(given the presented parameterization) it is required that the sum of all synaptic inputs
each principal neuron receives, from neurons in the active constellation, varies between
2.4× 10−5 and 4.6× 10−5 µS.
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With a total synaptic current below 2.4 × 10−5 µS the model would reset when a
distractor arrives. On the other hand, with a total synaptic current above 4.6× 10−5 µS
the activity control interneuron would not be strong enough to prevent the co-activation
of both groups of neurons. Both patterns of activity would merge, leading to an over-
excitation which finally would result in the activation of the resetting interneuron elimi-
nating all activity in the spiking network. This is a core constraint setting of the memory
system performance.
Consider a model with NP principal neurons, with pattern size M and connectivity
rate γ. For simplicity we will assume that M = 10%NP . It is expected that each
principal neuron receives γ ×M synapses from neurons in the active constellation and
γ × (NP −M) synapses from neurons firing at low rates. For neurons belonging to the
active constellation the correct value is γ × (M − 1), but as M grows this difference
becomes irrelevant. Although for small values of NP the variability introduced with the
randomly chosen connections could disrupt the proper behavior of the model, as this
number increases, the variability will become less relevant (see Figure 7.5).
Consider w = 2.4+4.6
2
×10−5 µS, the mean point of the interval [2.4× 10−5, 4.6× 10−5].
Since w−2.4×10−5
w
= 4.6×10
−5−w
w
≈ 0.31, if the synaptic peak conductance for connections
between principal neurons is w
γ×(M−1) , to ensure that all neurons in the network will receive
a total synaptic current within the acceptable boundaries, we just need choose NP large
enough according to γ (see Fig 7.5).
Therefore, a functional and robust working memory system is possible considering a
biophysical realistic number of neurons and connectivity rates.
Besides the synaptic efficacy for connections between principal neurons there is a wide
range of parameters that could be considered with different values and yet preserve the
model’s biological realism. Changes in parameters such as the membrane time constant
or the CAN current activation variable time constant would alter significantly the time
integration of new signals and resistance of the model to distractors. For example, if there
was a reduction by one half of the CAN current activation variable time constant, the stor-
age of new information would be much faster, but on the other hand the amount of time
the model could hold the information, when subjected to inhibition, would also decrease.
Other changes at the level of ion channels densities could have strong effects in the model
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Figure 7.5. Larger population sizes produce more robust working memory
systems. Each of the box-and-whisker diagrams represents the percentage
of variation between the number of active presynaptic principal neurons
that each principal neuron receives and its expected value. The four panels
correspond to connectivity rates of 0.1, 0.2, 0.3, and 0.4. Each box-and-
whisker results from 100 samples in a network where the number of principal
neurons varied from 500 to 25000. The dashed line marks the upper limit
of variation which allows the model to maintain its proper behavior.
behavior if made in isolation. For example, a significant reduction in CAN current’s max-
imum conductance would eliminate the principal neuron capability of sustaining, alone,
its activity for a short period of time. However, if this change is compensated by a proper
increase in maximum permeability of calcium current, the single neuron behavior would
remain qualitatively equal. We therefore argue, for these cases, that the model is glob-
ally stable if one considers that all parameters are regulated by homeostatic mechanisms
(Grashow et al., 2010; Prinz et al., 2004).
Another parameter that is critical in some models of short-term or working memory is
the type of excitatory synapse considered (AMPA vs NMDA) (Durstewitz et al., 2000). In
this work, we have considered AMPA synapses, characterized by its fast dynamics (short
time constants), but similar results could be achieved if NMDA synapses would have been
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used, despite their larger time constants (10 to 20 fold higher) and the magnesium block
mechanism which limits the synaptic current in hyperpolarized neurons.
7.1.4. Concluding remarks
In this work the synergy between different membrane currents is used to effectively
support the temporary storage of new information after stimuli exposures of a few hun-
dreds of milliseconds. This is accomplished without enforcing bistability at the level of
the neuronal dynamics and without synaptic plasticity.
Considering only four ionic currents, we introduced a spiking model that, despite its
simplicity, is biologically plausible, matches experimental data and shows that one-shot
short-term memories can be achieved in network models without prior learning (strongly
connected cell assemblies) or short-term synaptic plasticity. The working memory model
presented here is in accordance with well established experimental results. Namely it (i)
is capable of storing information in a few hundreds of milliseconds; (ii) is robust to noise;
(iii) is resistant to distractor stimuli; (iv) shows match enhancement; and (v) preserves
memory content while the information is being used (replayed).
In order to capture the essential biophysical realism and at the same time to be able to
perform simulations with a large network in feasible time, in the present work we consider
some simplifications: (i) a reduced number (four) of ion currents were considered; (ii)
the neuronal morphology was collapsed into single compartment neurons; and (iii) all
the inhibition of the model was carried out by two global inhibitory interneurons. These
simplifications allowed us to reduce the computational complexity without affecting the
general principles of the model.
The calcium and calcium activated currents used in the presented model, and ubiq-
uitous in the nervous system, can be found in other models (Bal and McCormick, 1993;
Haj-Dahmane and Andrade, 1999; Klink and Alonso, 1997). In some models they are the
basis for the generation of plateau potentials or sustained activity (Fransén et al., 2002;
Aguiar et al., 2010; Conde-Sousa and Aguiar, 2013). These currents, in combination with
others, are also used to support the existence of bursts or rhythmic behaviors (Traub et al.,
1991; McCormick and Huguenard, 1992; Destexhe et al., 1994a; Amini et al., 1999).
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Some models explore the use of the combination of calcium and depolarizing calcium
activated currents to store information. Koene and colleagues (2007) presented a sim-
plified integrate and fire (I&F) model with two additional currents, one responsible for
an after hyperpolarization (mimicking the refractory period) and other responsible for an
after depolarization (resembling the effect of an calcium activated depolarizing current).
The authors take advantages of the neuronal features to temporarily store a sequence
of patterns of activity, but the sustaining activity requires the precise interplay between
the neuron properties and the currents resulting from the theta and the gamma rhythms,
without which the activity could not be self-sustained.
Durstewitz (2003) also explores a similar combination of currents in an I&F model.
Unlike Koene and colleagues’ model, Durstewitz explicitly modeled the intracellular cal-
cium concentration providing the model specific features that allow it to distinguish be-
tween short (spurious) excitations and prolonged (consistent) excitations. Despite some
similarities with our proposed model, these two models are different in both objectives
and underlying mechanisms. The model presented by Durstewitz aims to explain the in-
crease in firing frequency (climbing activity) that some prefrontal cortex neurons exhibit
in working memory tasks where it is possible to anticipate the occurrence of a certain
event after a delay period. Therefore, this model requires learning that enables neurons
to adapt the climbing slope so that the activity peak matches the expected time for the
event. In our model we show that the interplay between different ion currents could sup-
ports the modulation of the intrinsic excitability of neurons which allows the network to
store completely new information in time windows of a few hundreds of milliseconds.
The neuronal model presented here shares the neuronal dynamics with gate interneu-
rons from the model of Conde-Sousa and Aguiar (2013), however both models are dif-
ferent in their goals and network architectures. The model proposed in Conde-Sousa
and Aguiar (2013) is focused on storing the order between patterns of neuronal activity
within a sequence. To achieve this, the model requires an architecture with rigid con-
straints providing control of the flow of activations in the network. These constraints are
not necessary for the model proposed here, which is focused on storing a single activity
pattern instead of order between patterns. However, it is relevant to notice that both
models can complement each other in the sense that the present model can provide the
memory buffer supporting the mechanism of sequence reactivation.
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A working memory model for serial order that stores information
in the intrinsic excitability properties of neurons
Eduardo Conde-Sousa1,2 • Paulo Aguiar1,2
Abstract
Models for temporary information storage in neuronal populations are dominated by
mechanisms directly dependent on synaptic plasticity. There are nevertheless other mech-
anisms available that are well suited for creating short-term memories. Here we present
a model for working memory which relies on the modulation of the intrinsic excitability
properties of neurons, instead of synaptic plasticity, to retain novel information for peri-
ods of seconds to minutes. We show that it is possible to effectively use this mechanism
to store the serial order in a sequence of patterns of activity. For this we introduce a
functional class of neurons, named gate interneurons, which can store information in their
membrane dynamics and can literally act as gates routing the flow of activations in the
principal neurons population. The presented model exhibits properties which are in close
agreement with experimental results in working memory. Namely, the recall process plays
an important role in stabilizing and prolonging the memory trace. This means that the
stored information is correctly maintained as long as it is being used. Moreover, the work-
ing memory model is adequate for storing completely new information, in time windows
compatible with the notion of “one-shot” learning (hundreds of milliseconds).
Keywords
Working memory • Serial order • Intrinsic excitability modulation • Delay period •
Match enhancement • Short-term memory
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7.2.1. Introduction
Findings by Eric Kandel, Tim Bliss and Terje Lomo (Bliss and Lomo, 1973; Kandel,
2001), have led to the widely held view that memories are stored as modifications of synap-
tic strength. Since this outstanding work, many mathematical models have successfully
used synaptic plasticity, in various forms, as the basis for mechanisms related to learning,
memory and development in neural circuits (Abbott and Nelson, 2000). But synaptic
plasticity is not, by far, the only adaptive processes available on the nervous system with
the suitable properties for memory formation. Parallel studies have demonstrated in-
formation storage based on non-synaptic processes, with the modulation of membrane
conductances being one of the most important among them (Mozzachiodi and Byrne,
2010). A combination of experimental and theoretical studies has shown that neurons
with complex temporal dynamics can provide short-term memory properties supported
only by their intrinsic neuronal mechanisms (Marder et al., 1996). In other words, the
modulation of membrane conductances, giving rise to changes in neuronal excitability,
can be used to temporarily store information.
The ideas of membrane conductances modulation as a mechanism for information stor-
age have naturally perfused to the mathematical models of working memory (Durstewitz
et al., 2000; Fall and Rinzel, 2006; Fransén et al., 2002, 2006). Working memory (WM) is
a well-established type of distributed short-term memory (Baddeley, 2003) which, among
other things, has the capability of being activated with a single exposure to the infor-
mation pattern. Specific features associated with the short-term modulation of intrinsic
excitability, most notably the time-scales, are in accordance with the requirements of a
working memory system. The few theoretical studies addressing this connection analyze
a specific set of biologically plausible membrane currents that can act synergistically to
prolong excitability states, and focus on the behavior of single neurons or small networks
of neurons (Fall and Rinzel, 2006; Fransén et al., 2002, 2006).
Here we present a working memory model which uses modulation of intrinsic neuronal
excitability (MINE) for temporarily storing multiple novel activity patterns and the serial
order between them. Previous models for sequence learning/recall relied mostly on recur-
rent networks and required specific synaptic plasticity rules (Botvinick and Plaut, 2006;
White et al., 2004). The network architectures have taken advantage of auto-associative
recurrent networks (Gibson and Robinson, 1992), networks with transmission delays (Herz
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et al., 1991) or modular functional units (Dehaene et al., 1987). Nevertheless, ubiquitous
to these networks for sequence learning is the use of synapses to store the information.
Our model shows that MINE properties can effectively support the temporary storage of
completely new information, on time scales which are compatible with WM. Furthermore,
MINE can produce memory formation mechanisms which are simultaneously robust to
noise and capable of storing information in exposure time windows of less than 100 mil-
liseconds (compatible with “one-shot” learning). All synapses in our model are static, in
the sense that they do not exhibit any form of plasticity.
A key element in the model we propose is the existence of a specific class of excitatory
interneurons which we call “gate” interneurons. These gate interneurons are able to store
information regarding the patterns of activity, and their order, in their membranes intrin-
sic excitability. While sharing the use of a calcium activated nonspecific cation current
(ICAN) and the absence of synaptic plasticity, the dynamics of the proposed model and
the existence of the gate interneurons distinguishes it from previous models capable of
one-shot short-term buffering (Lisman and Idiart, 1995; Jensen et al., 1996; Koene and
Hasselmo, 2007, 2008).
7.2.2. Material and methods
The dynamics of the neurons were mathematically described using conductance based
models following the Hodgkin-Huxley formalism (Hodgkin and Huxley, 1952a), in order to
achieve a significant biophysical detail. All simulations were carried out in the NEURON
simulation environment (Hines and Carnevale, 1997). The model implementation was
written to take advantage of NEURON’s capability to run in parallel hardware. A dual
quad-core Xeon 5355 (2.66 GHz) workstation with 32 GB RAM was used for the numer-
ical simulations. The model implementation in NEURON is available through ModelDB
(Crasto et al., 2007) under accession number 147461.
7.2.2.1. Single cell models
Neuronal morphology is not relevant for the WM model we propose here and, as such,
point-wise neurons are considered. In terms of NEURON implementation, each neuron
is however modeled by a single cylindrical compartment (single segment) with length
L = 20 µm and diameter diam = 20 µm. The total surface area of the compartment is
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1.257 µm2. This value can be taken into account to convert area dependent quantities to
absolute values and vice-versa.
Three classes of neurons are considered: i) principal neurons (P) responsible for re-
ceiving and transmitting information to other brain areas; ii) inhibitory interneurons (I)
responsible for controlling the network activity level; and iii) excitatory gate interneurons
(G) responsible for storing pattern information and pattern order through MINE mecha-
nisms. Together with leakage current and synaptic currents, all neuron classes have two
standard ion currents: the transient sodium and the delayed rectifier potassium currents.
The gate interneurons have however two additional ion currents: a high threshold cal-
cium current ICaL which is activated by strong membrane potential depolarization, and a
nonspecific cation current ICAN which activation increases when the intracellular calcium
concentration rises.
The time evolution of the membrane potential is described by the equation:
CmV˙ = −IL − Iion − Isyn
where Cm = 1 µF/cm2 is the membrane capacitance; V represents the membrane poten-
tial; IL = gL × (V − EL) is the leakage current, gL is the maximal leak conductance and
EL is the reversal potential for the leakage current; Iion is the sum of all the ionic currents
on each neuron; and Isyn is the sum of all synaptic currents impinging on the neuron.
For inhibitory interneurons and principal neurons Iion = INa + IKdr, and for gate
interneurons Iion = INa + IKdr + ICaL + ICAN .
A temperature of 22o C was assumed in all simulations and all the ionic current
dynamics were taken from SenseLab (Crasto et al., 2007).
Synaptic current
The synaptic current is modeled as the sum of all input synaptic currents to each
neuron. The model uses three different types of synapses: NMDA, AMPA and GABAB.
In all types, the synaptic conductance profile is modeled by a dual exponential function
with parameters τrise and τdecay (Table 7.4). In NMDA synapses the conductance is further
multiplied by a factor representing the magnesium block (Jahr and Stevens, 1990). From
the total NMDA synaptic current impinging on the gate interneurons, a fraction of 10% is
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Table 7.4. Synaptic reversal potential and conductance profile parameters.
Synapse EX [mV ] τrise [ms] τdecay [ms]
AMPA 0 0.1 5
NMDA 0 5 70
GABAB -85 10 200
in the form of calcium current (Burnashev et al., 1995) which contributes to modifications
in the intracellular calcium concentration.
Inhibition relies on GABAB synapses with a slow time course in the order of 200 ms, a
value in accordance with experimental data (Otis et al., 1993). This slow time course, as
soon will become clear, is important to promote competition between individual patterns
in the stored sequence: the slow time course ensures that each pattern in the sequence
is not erroneously reactivated. The time scale of the of the GABAB inhibition sets an
upper bound for the duration of the entire sequence recall and has a direct impact on the
maximum number of patterns which can be stored in a sequence. A value of 200 ms is
chosen to enable the storage of sequences with 5 – 6 patterns.
Sodium and potassium currents
The transient sodium INa and the delayed rectifier potassium Ikdr currents are modeled
according to the canonical Hodgkin-Huxley kinetics with modifications proposed by Traub
and Miles (1991) to model hippocampal pyramidal cells (parameters in Table 7.5).
INa = gNa ×m3 × h× (V − ENa)
IKdr = gKdr × n4 × (V − EKdr)
The kinetic equations for gating variables are given by
x˙ = −x− x∞ (V )
τx (V )
where
x∞ =
αx
αx + βx
and
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τx =
1
αx + βx
for x ∈ {m,n, h}. The activation and inactivation gate functions are:
αm =
0.32× (13− (V − Vtraub))
exp
(
13−(V−Vtraub)
4
)
− 1
βm =
0.28× ((V − Vtraub)− 40)
exp
(
(V−Vtraub)−40
5
)
− 1
αh = 0.128× exp
(
12− (V − Vtraub)
18
)
βh =
4
1 + exp
(
35−(V−Vtraub)
5
)
αn =
0.032× (15− (V − Vtraub))
exp
(
15−(V−Vtraub)
5
)
− 1
βn = 0.5× exp
(
10− (V − Vtraub)
40
)
High-threshold calcium current
The high-threshold calcium current ICaL is modeled according to the equation (Mc-
Cormick and Huguenard, 1992):
ICaL = pCaL ×m2 ×GHK (V, cai, cao)
where pCaL is the Ca2+ membrane permeability, cai and cao are, respectively, the intra-
cellular and extracellular calcium concentration, and GHK is the Goldman-Hodgkin-Katz
equation. The kinetic equation for activation variable is:
m˙ = −m−m∞ (V )
τm (V )
where
m∞ =
1
1 + exp
(
V+10
−10
)
and
7.2. ARTICLE II 79
τm =
1
αm + βm
αm =
1.6
1 + exp (−0.072× (V − 5))
βm = 0.02× 1.31− V
1− exp (V−1.31
5.36
)
Calcium dependent nonspecific cation current
The calcium dependent nonspecific cation current ICAN is taken from (Bal and Mc-
Cormick, 1993) with modifications introduced in (Destexhe et al., 1994a) and is described
by the equation:
ICAN = gCAN ×m2 × (V − ECAN)
For our version of the model we modified the middle point of activation function to
0.5× 10−3 mM (parameters in Table 7.5). The introduction of these specific calcium and
calcium-dependent currents follows the results from modeling studies that have demon-
strated the effectiveness of these currents in producing temporary modulations in neuronal
activity (Aguiar et al., 2010; Fall and Rinzel, 2006).
Intracellular calcium dynamics
The intracellular calcium concentration (cai) is modeled taking into account the cal-
cium entry due to current ICaL and NMDA synapses, and a fast removal process which
is due to buffering and active pumps (Destexhe et al., 1993). We use depth = 0.1 µm,
caiτ = 1 ms, cai∞ = 5× 10−5 mM .
7.2.2.2. Network architecture
The network connectivity plays an important role in the WM model for serial order.
The three neuronal populations are connected according to the following architecture:
i) inhibitory interneurons establish bidirectional connections with the nearest principal
neuron; ii) gate interneurons are arranged in clusters also establishing bidirectional con-
nections with a principal neuron; iii) principal neurons also send long-range connections
to gate interneurons outside the local cluster. This architecture configuration places the
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Table 7.5. Parameters for ion currents. The notation g¯X refers to the
maximal conductance of current X, whereas EX refers to the reversal po-
tential and pCaL is the calcium membrane permeability. The reversal po-
tential for calcium is calculated according to the Goldman-Hodgkin-Katz
(GHK) equation, since the intracellular calcium concentration (cai) is not
constant.
Ion
Current
Parameters
Principal
Neurons
Inhibitory
Interneurons
Gate
Interneurons
IL
EL [mV ]
gL [mS/cm
2]
−65
4.5× 10−2
−65
4.5× 10−2
−65
3.9× 10−2
INa
ENa [mV ]
gNa [mS/cm
2]
Vtraub [mV ]
50
100
−50
50
80
−50
50
80
−60
IKdr
EKdr [mV ]
gKdr [mS/cm
2]
Vtraub [mV ]
−70
20
−50
−70
20
−50
−70
20
−60
ICaL
ECa [mV ]
pCa [cm/s]
—
—
—
—
GHK
3× 10−5
ICAN
ECAN [mV ]
gCAN [mS/cm
2]
—
—
—
—
0
0.01
gate interneurons in a pivotal position regarding the flow of information in the princi-
pal population. An example of a small network with 3 principal neurons is shown in
Figure 7.6A, and a schematic representation of the network architecture is presented in
Figure 7.6B.
The synaptic peak conductances (efficacies) for each type of connection in the network
are summarized in Table 7.6. Some synaptic efficacies have to be scaled according to the
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Figure 7.6. Network architecture. (A) Model consisting of 3 principal
neurons (center), defining 3 clusters with one inhibitory interneuron (top)
attached to each principal neuron, and 6 gate interneurons divided in groups
of two (bottom). (B) Schematic feed-forward representation of the topo-
graphic connections between each population: each interneuron connects to
a principal neuron which in turn establish a large number of local connec-
tions with the gates local cluster and, in addition, sends isolated long-range
connections to gates outside the local cluster; each gates cluster sends con-
vergent connections back to the principal neuron which closes the circuit
with the local interneuron. Notice that in the schematic representation,
the two P layers correspond to the same population P (the same for the I
layers).
pattern size, more precisely to the expected number of active gates associated with each
principal neuron. In excitatory synapses with both NMDA and AMPA receptors, the
relative contribution of both synaptic currents is subject to the following constraint: at
−72 mV the postsynaptic response amplitude of both AMPA and NMDA currents is
the same (Alonso et al., 1990). To introduce variability in the synapses, each individual
synaptic peak conductance is drawn from a uniform distribution with mean value taken
from Table 7.6 and with a variability of ±2.5%. The synaptic peak conductances of the
connections from gate interneurons to principal neurons are normalized according to the
network size. The normalization factor K reflects the expected number of active gate
interneurons connected to each principal neuron. The synaptic conduction delays for all
synapses are fixed at 1 ms.
7.2.3. Results
For clarity purposes, the results are separated into topics. First the intrinsic properties
of the gate interneurons are presented together with their role in the working memory
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Table 7.6. Synaptic mean peak conductances, in µS, between the three
population classes in the network. Gin represents the gate interneurons in-
side the principal neuron cluster, while Gout represents the gate interneurons
outside the cluster. The presented excitatory synaptic peak conductances
results from the combined sum of NMDA and AMPA conductances. The
AMPA peak conductance corresponds to a fraction of 0.16 of the total con-
ductances and the NMDA peak conductance to the remaining fraction of
0.84, in accordance to Alonso et al. (1990) (see text).
postsynaptic neuron
I P Gin Gout
I — 1.2× 10−3 — —
presynaptic neuron P 1.5× 10−3 — 1.3× 10−4 5.0× 10−4
G — 1.1× 10−3 ×K — —
model. Secondly the network behavior is addressed, where the emergence of the working
memory system is analyzed. Constraints regarding the required properties for efficient
storage and recall are also discussed, followed by information on the robustness of the
qualitative behavior of the model to changes in parameter space. Finally, issues regarding
scaling are addressed and a modified version of the short-term memory model for serial
order, with less storage capacity but better scaling properties, is presented.
7.2.3.1. Gate interneuron firing properties
Calcium activated nonspecific cation (CAN) currents play an important role in the
dynamics of neurons in the prefrontal cortex and in the entorhinal cortex (Bal and Mc-
Cormick, 1993; Haj-Dahmane and Andrade, 1999; Klink and Alonso, 1997), two regions
involved in working memory and sequence learning mechanisms (Baddeley, 2003; Hahn
et al., 2012; Suh et al., 2011). In our model, the presence of calcium dependent cation
current with slow dynamics allows gate interneurons to have quantitatively different re-
sponses to currents of different duration. When the neuron is at its resting potential for a
long period, the CAN current is negligible. With the first action potential (AP), elicited
by an external current, there is an inward current of calcium due to ICaL, increasing the
intracellular calcium concentration (cai). This leads to a partial activation of the CAN
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current which in turn originates a subthreshold afterdepolarization (ADP). If the external
current leads to more than one spike at a firing rate above 11 Hz, the interspike interval
is smaller than the recovery time of the ICAN activation variable (mICAN ). This implies
that at the end of each spike, the variable mICAN is higher than it was at the end of the
previous spike. If the number of spikes caused by the external current is small, the CAN
current will be only partially activated leading to a small membrane depolarization (see
Figure 7.7A1, B1 and Figure 7.8A2). However, if there is a sufficient number of spikes
in a short period of time (if mICAN goes beyond 0.71), the activation of the CAN current
will generate a depolarization capable of reactivating the sodium current leading to a new
AP, and starting the cycle again. This mechanism is transiently maintained without the
need for an external current (Figure 7.7A2, B2). This dynamics can be further assessed
in phase space. The generation of an action potential is associated with a cycle in the
membrane potential (sodium activation followed by sodium inactivation and potassium
activation) and a rise in intracellular calcium concentration (cai). As a result of the com-
bined effect of these factors there is an increase in ICAN activation. The trajectories in
phase space have three main regions (Figure 7.7B1, B2): i) an initial stage with current
injection where each spike produces a cycle in membrane potential and in cai, followed
by a progressive increase in the ICAN activation variable; ii) if the stimulation is suffi-
cient (Figure 7.7A2, B2) the synergistic action of the membrane currents is able to sustain
membrane activity in the absence of external stimulation for a period of a few seconds; iii)
the last region reflects the loss of stability which results from the progressive deactivation
of ICAN .
It is important to notice that this is not cellular bistability: the period of self-sustained
spiking is finite and the neuron inevitably, and spontaneously, converges to the resting
state in the absence of additional stimulation. This behavior is instead associated with
the generation of plateau potentials and may be seen as a transiently stable depolarized
state.
The partial activation of the CAN current produced by short stimulations produces
an additional behavior: the amplitude of the external current needed to prolong the
generation of a sequence of APs is smaller than the amplitude needed to generate the
initial APs. This happens because after each new AP, the accumulating CAN current
depolarizes the membrane and less external current is required for reaching threshold. So if
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Figure 7.7. Phase space analysis. A current of 4 pA is injected into a
gate interneuron for two different durations: (A1 and B1) 130 ms and
(A2 and B2) 250 ms. On panels A1 and A2 the three traces are (from
top to bottom): membrane potential, CAN current and injected current.
Action potentials are truncated at −45 mV . Panels B1 and B2 show 3D
phase plots corresponding to the two different current injections. The 3D
phase plots show the evolution of the variables for membrane potential,
CAN current activation variable and intracellular calcium concentration. If
enough stimulation is provided (A2 and B2) the synergistic action of the
membrane currents is able to sustain membrane activity in the absence of
external stimulation, for a period of roughly 4 s.
two currents are introduced sequentially into the neuron, it is possible for the second to be
weaker than the first in order to give rise to prolonged activity of elicited APs (Figure 7.8).
On the other hand, if the same two currents are injected on the reverse order, the first
(smaller) current only weakly depolarizes the membrane, leading to negligible activation
of the CAN current, providing almost no contribution to the membrane responses upon
the arrival of the second current. This asymmetry plays an important role in our model for
serial order since a neuron with this property can respond differently to whether the weak
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stimulation arrives first or not. Consider two currents of 250 ms duration and amplitudes
of 1 pA (representing weak synaptic connections) and 3 pA (representing strong synaptic
connections). In panels A2 and B2 of Figure 7.7 it can be seen that if these two currents
impinge on neuron at the same time (4 pA current injection for 250 ms) the neuron
undergoes a state transition that allows it to sustain the activity for roughly 4 seconds
without the aid of any external current. On the other hand, if these two signals impinge on
the neuron sequentially, two qualitatively different responses are produced. If the weaker
current arrives first (Figure 7.8, top panels), during the corresponding excitation period
the membrane only depolarizes slightly which leads to negligible entrance of calcium which
in turn leads to negligible activation of the CAN current. Therefore, when the stronger
current arrives, a reduced number of APs are elicited and the neuron is unable to sustain
the activity after the end of the excitation. However, if the signals arrive in the reverse
order (Figure 7.8, bottom panels), a different response takes place. With the strongest
current first, the neuron fires 3 APs which is not enough to sustain the activity by itself.
However, the CAN current is partially activated and causes a depolarization close to the
threshold level. When the second (weaker) current arrive, with the help of depolarization
induced by the CAN current, a few more APs are elicited allowing the neuron to sustain
the activity for some seconds after the end of the external excitation.
7.2.3.2. Network model
With the asymmetry property previously described it is possible for the gate interneu-
rons to encode a sequence without requiring any synaptic efficacy change over time and
trials. Consider a small circuit with direct connections between two principal neurons
A and B. A key element in this model is to replace these direct connections with gate
interneurons, with their ability to self-sustain activity, as mediators in the connections
between principal neurons (Figure 7.9). With the appropriate network architecture, it is
possible to differentiate between AB serial activation and BA serial activation. If during
a learning phase neuron A is activated followed by neuron B, only gate interneuron AB
will be excited to the level of self-sustaining its activity for some seconds. It is important
to notice that this framework can be extended to the case where A and B represent not
independent isolated neurons but rather synchronous ensembles of neurons.
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Figure 7.8. Relevance of the input stimuli order for the temporary storage
mechanism. Two currents with 250 ms duration are injected sequentially
into the neuron, one of 1 pA and another of 3 pA. Depending on the order
of the injected currents (A1, B1), the neuron responds very differently (A2,
B2 respectively). Action potentials are truncated at −40 mV .
These properties of the model are first explored for a small scale network consisting
of 3 independent principal neurons, 3 inhibitory interneurons and 6 gate interneurons, as
illustrated in Figure 7.6A. Synapses are static and described by the parameters presented
in Tables 7.4 and 7.6. The simulation protocol mimics an external stimulation where two
of the principal neurons are activated sequentially (P1 and P2), leaving the remaining
principal neuron without external stimulation. The behavior of the network model is
shown in Figure 7.10.
An external stimulus, originated from another brain region, generates four APs at a
firing rate of 17 Hz in neuron P1. After the end of the excitation period of P1, and with
a delay close to 60 ms, P2 is subject to a similar external stimulation. The sequence of
firing P1 → P2 changes the activity state of specific gate interneurons. The interneuron
responsible for coding the sequence P1 → P2 (G12) receives a strong synaptic current
from P1 and after the end of this current a weaker current from P2 arrives, leading to a
consistent excitation and consequently to a self-sustained activity for a period of a few
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Figure 7.9. By allowing gate interneurons (AB and BA) to mediate the
connections between principal neurons (A and B) it becomes possible, with-
out any temporal modification in the synaptic efficacies, to store the serial
order in the activation of the principal neurons. All synapses are static:
strong synapses are represented by w+ and weak synapses by w−.
seconds. On the other hand, the gate interneuron responsible for coding the sequence
P2 → P1 (G21) receives the same two currents but in reverse order, so it only fires a small
amount of times which is not sufficient to sustain the activity after the excitation period.
Both gate interneurons coding P1 → P3 (G13) and P2 → P3 (G23) receive only the strong
current, generate only two APs and are not able to retain the activity.
After the storage period, which in the above mentioned example lasted approximately
400 ms in total, the gate interneurons retain the information with a firing rate close
to 12 Hz for a delay period which can be in the order of seconds. The recall process is
initiated after reactivation of P1. When P1 is reactivated, G12 shows a match enhancement
and its firing rate rises to more than 20 Hz producing a selective excitation to P2 which
leads to its depolarization and consequently to the generation of a small number of APs
(the number depends on the activation of the inhibitory interneuron I2 which inhibits P2).
When larger networks are considered, each element in the memory sequence is no
longer represented by a single neuron but instead by a group of neurons firing at the
same time (not necessarily synchronized – a jitter on the order of tens of milliseconds is
allowed). Every pattern in the sequence is composed by the same number of principal
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Figure 7.10. Working memory in a small network. In this example, the
sequence P1 → P2 is stored. The sequential activation of the principal
neurons P1 and P2 excite consistently the gate interneuron responsible for
coding the sequence P1 → P2 (G12), while exciting less the gate interneurons
coding sequences P2 → P1, P2 → P3 and P1 → P3. The storage interval
is marked with a shaded bar. Only gate interneuron G12 self-sustains the
activity during a delay period. After the storage period, every time P1 fires
there is a match enhancement in G12 leading to the activation of P2.
neurons and the synaptic efficacies do not depend on the number of patterns, but rather
on each pattern size. The model can consequently store sequences with different number
of patterns, from one trial to the next, without any parameter change. Recall that this
model does not have synapses linking principal neurons to each other: principal neuron Pi
projects to principal neuron Pj if there is a gate interneuron encoding the sequence i→ j.
It is worth mentioning that a recurrent network in the principal neurons population would
further facilitate intra-pattern associations, but it is not required for the proper functional
behavior of the model.
In larger networks it is not necessary to have an individual gate interneuron for each
ordered pair of principal neurons. In this situation, principal neurons randomly establish
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long-range connections with gate interneurons outside the local cluster according to a
predefined fraction – named gate sampling fraction (γ). This fraction can be below 1.0
and represents the probability that, given an ordered pair of principal neurons, there is a
gate interneuron establishing the connection between them. It is important to acknowl-
edge that gate interneurons literally act as activity dependent gates routing the flow of
activations in the principal neurons population.
Consider now a network with 100 principal neurons, with a high connectivity level
at the gate interneurons (reflected in the gate sampling fraction γ = 0.95), leading to a
total number of neurons close to 10, 000. These values are chosen to be well-matched with
the properties of cortical columns. The number of neurons in a cortical minicolumn is in
the order of 100 with an extremely high connectivity level (Buxhoeveden and Casanova,
2002); hypercolumns aggregate several minicolumns (again in the order of 100) to form
another modular structure. Collectively, the highly connected hypercolumns combine on
the order of 10, 000 neurons. We hypothesize that our working memory model for serial
order is appropriate at this scale, where each principal neurons can be connected with a
group of neighbor excitatory interneurons (in the order of 100) –– the gate interneurons
cluster –– establishing the proposed network structure supporting one-shot short-term
information storage. It is important to recall, that in our model, each principal neuron
can represent a small ensemble of synchronized principal neurons. In terms of cortical
columns this means that a principal neuron in the model may represent a small group of
synchronized pyramidal cells.
To assess the performance of the model, a sequence of 5 activity patterns is stored in
this network with 100 principal units, each pattern being represented by 17 P neurons.
Evoked activity is induced in the neuronal sub-populations engaged in encoding the serial
memory through generation of 4 spikes at a frequency of 17 Hz. Each sub-population is
sequentially activated with a delay of 60 ms (measured between the end of one pattern
and the beginning of the next). A jitter taken from a uniform distribution with 20 ms
range is further added to the onset of the evoked activity in each neuron. Neurons that
did not participate in the memory storage were subject to spontaneous stochastic activity
with an average firing rate of 0.3 Hz. The results are shown in Figure 7.11.
A very interesting property that emerges at the network level is that the stored infor-
mation is stable while it is being used: every reactivation of the sequence helps stabilizing
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Figure 7.11. Working memory for serial order. In the storage phase the
network stores the sequence of activity patterns in the gate interneurons,
after a single exposure to the stimuli. In the recall phase, after activation of
the first activity pattern, the network is capable of activating the remain-
ing patterns in the appropriate order. Storage is accomplished exclusively
through the modulation of intrinsic membrane excitability properties.
the gate interneurons activity; but if the stored information is not used (recalled) for a
period of more than a few seconds the gate interneurons become silent and reset.
Simulations show that the model can store and recall successfully sequences with up
to 6 patterns. If a seventh pattern is inserted, the recall process is corrupted: each pattern
retains its individuality but the information of order is partially lost.
7.2.3.3. Model’s time constraints
Temporal features are crucial elements on this model and it is important to quantify
the robustness of the dynamics to the properties of the time windows associated with
storage and recall. Important aspects include the amount of time needed to store a
sequence of patterns, the time interval between the storage of one pattern and the next
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one, the total amount of time during which the model can hold the information (if it is not
being actively used), and mainly, the time required for the model to reset the information
when it is not needed anymore. These points are now addressed.
Given the parameterization of the model, to activate the gate interneurons responsible
for the inter-pattern codification is necessary that the principal neurons fire four spikes
at firing rates between 16 and 20 Hz and the neurons in the next pattern fire another
four spikes in the same frequency range. If the interval between the last spike in one
constellation and the first spike in the next is too short, gate interneurons assume that
all the neurons belong to one unique pattern and the sequence will be lost. On the other
hand, if the interval between the last spike in one constellation and the first spike in
the next is too long, when the weaker current arrives to the gate interneurons it is no
longer able to elicit the remaining APs required for the activation to be considered as
consistent. Depending on the firing rate of the activation, the storage of each pattern
in the sequence takes roughly between 150 and 190 ms, while the interval between two
consecutive patterns is within 40 and 100 ms.
In order to determine the holding time and resetting time, some tests were performed.
The first test involves the storage of a sequence of three constellations, constellation
1 consisting of neurons P0 to P4, constellation 2 consisting of neurons P5 to P9, and
constellation 3 consisting of neurons P10 to P14. After the storage period, the reactivations
of the first pattern were delayed from one trial to the next in 0.5 seconds. The first
reactivation occurs after 2 seconds of the storage, the second reactivation after 2.5 seconds
of the first and so on. It is possible to notice that the system can sustain the activity by
itself for a period above 4.5 seconds (Figure 7.12A). In terms of resetting time, the system
must remain unstimulated for a period close to six seconds before it completely forgets
the previous information and be ready to store a new sequence (Figure 7.12B).
The six seconds interval reflects the time needed to naturally destabilize the gates
self-sustained activity and deactivate the currents involved in the intrinsic excitabil-
ity modulation. This interval can nevertheless be shortened if the action of inhibitory
synapses is considered. The self-sustained activity can be interrupted with strong in-
hibitory synapses (or with the combined action of synapses with smaller conductances).
These synapses have been modeled by alpha functions with 10 ms time constant, 2 ×
10−2 µS peak conductance, and reversal potential of −75 mV (Figure 7.12C, D). So,
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Figure 7.12. Storage and recall temporal constraints. (A) The system
is able to retain the information up to the point where the reactivation
interval becomes larger than 4.5 s. (B) Roughly 6 s are required to reset
the system and allow it to store a different sequence. (C) If inhibitory
synapses block the activity in all gate interneurons, the system can reset
in less time. (D) The activity on the gate interneurons encodes the serial
order information. Here is shown the membrane potential of three gate
interneurons belonging to the cluster of principal neuron #6 (part of the
2nd pattern): the sequential activation of neurons in pattern 1 and in pattern
2 (1 → 2); the co-activation of two neurons in pattern 2 (2 → 2); and the
sequential activation of neurons in pattern 3 and in pattern 2 (3→ 2).
in the presence of inhibitory control, after roughly one second, the system can be reset
and allowed to store completely new sequences. In the example shown in Figure 7.12,
a new sequence was constructed by reactivating the same patterns by the reverse order.
However, any other sequence of patterns would be possible, even sequences comprising a
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different number of patterns, or sequences where each individual pattern was formed by
neurons that in the previous sequence belonged to different patterns.
Notice that the magnitude of the inhibition required for the model’s reset is not too
small (which would render the storage unreliable) nor too big (requiring very strong inhi-
bition, for very long time to reset the system). This balance in the inhibition magnitude is
not always present in other models where, in some cases, strong and long-lasting inhibition
is necessary to reset the system (see for example Fransén et al. 2002).
7.2.3.4. Robustness in parameter space
Globally the dynamics of the full model are stable to small changes in the parameters.
As expected, the parameters capturing the highest variability in the main features of
the model are the ones associated with the CAN current. Changing the time constant
and/or the kinetics of the CAN current produces modifications in the total time that
gate interneurons are able to self-sustain activity. However it should be pointed that
the gate interneurons electrophysiological model, despite its simplicity in the number of
currents, is rich in compensatory mechanisms. Larger changes in the CAN current can
be compensated, for example, with changes in the CaL current. We therefore argue that,
while larger changes in isolated parameters can severely affect the performance of the
model, if these changes are counteracted by other modifications under the assumption of
regulatory homeostatic mechanisms (Grashow et al., 2010; Prinz et al., 2004), the model
is robust at maintaining the same qualitative results. In other words, the parameter space
of this model contains large regions capable of producing the same qualitative results. For
example, the same qualitative results are obtained after an increase of 100% in gCAN if
this change is compensated with a combined decrease of 38% in pCaL and 4.5% in gL.
7.2.3.5. Model scaling
The size of this model (total number of neurons) grows quadratically with the size of
the principal neurons population. Let NP be the size of the population P and NG the
number of gate interneurons in each local cluster. If γ is the gate sampling fraction, each
cluster contains γ (NP − 1) = NG gate interneurons, and the total size of the model is
NP × (2 +NG) = γN2P + (2− γ)NP . For large P populations and high gate sampling
fractions there is therefore a large discrepancy between the sizes of P population and G
population. To ensure a small difference between the orders of magnitude of P and G
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population sizes, while preserving high gate sampling fractions, the size of the principal
population should fall within the scale of a couple hundred independent units. This is the
scale compatible with cortical columns.
When the P population size is large, it is possible to reduce the gate sampling fraction.
This reduction, while retaining a stable memory system behavior, can be attained as long
as the following bounds are held: the input current to each principal neuron provided
by the available gate interneurons must be i) strong enough to make sure the expected
evoked responses are produced and ii) weak enough to avoid spurious activations. Given
these bounds it is possible to assess, for a specific principal population size, the minimal
number of gate interneurons per local cluster to ensure the proper functional behavior
of the memory system. In other words, what is the minimal gate sampling fraction that
guarantees correct storage/recall. Gate sampling connections are assumed to be purely
random (i.e. no topographic connections).
Consider the principal neuron Pi, which is engaged in one of the sequence patterns
(other than the first). If there are NG gate interneurons projecting to Pi, after the
storage period, only some will be active: the ones encoding the activity pattern where
Pi is engaged and the ones encoding the activity of the previous pattern in the sequence.
In total, if each pattern is composed of M neurons, there are 2 × M − 1 active gate
interneurons projecting synapses to Pi, if the gates sampling fraction is 1. Each of these
gate interneurons are firing continuously at a rate of about 12 Hz, except during the
period in which the pattern is reactivated, where the rates exceed 20 Hz. So, in order to
avoid that Pi reactivates due to its gate interneurons inputs (as they fire at 12 Hz), but
force Pi to reactivate when its gate interneurons increase their firing rates (slightly above
20 Hz), the sum of all synaptic inputs arriving on a short time window (membrane’s time
constant) must be within a controlled interval. For our model parameters, this interval
is between to 1.02 × 10−3 and 1.22 × 10−3µS. This is the core constrain setting the
memory system performance and capacity. Fixing the pattern size M in the beginning,
the number of gate interneurons engaged in encoding the patterns sequence follows the
hypergeometric distribution
X ≡ HyperGeometric(NP − 1; 2×M − 1;NG)
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with mean value
E [X] =
(2×M − 1)×NG
NP − 1 .
Therefore, to obtain a functional and robust working memory system, the synaptic
strengths between gate interneurons and principal neurons must be weighted by E [X]
in order to obtain a total synaptic input that falls within the pre-established interval.
For γ < 1, and as a result of the random connectivity, there is some variability in the
number of input each principal neuron receives from active gate interneurons. While in
larger P populations these fluctuations are less relevant, for the scale at which this model
is intended, cortical columns, where the number of independent principal units is on the
order of 100 – the gate sampling fraction should be above 0.9. This is accordance with
cortical columns size and connectivity (Buxhoeveden and Casanova, 2002). This working
memory model for serial order does not scale well for larger numbers of independent
principal units because the network architecture is prepared to store every possible pattern
(with a fixed number of active units). This provides high flexibility in encoding novel
information, but leads to a high discrepancy between the sizes of P and G populations
when the size of the former grows beyond a couple hundred independent units. There is
consequently a balance between the flexibility to store more information (encoded in the
complexity of the individual patterns of activity) and the discrepancy between the sizes
of P and G populations.
The gate interneurons framework can nevertheless be extended to large networks, with
better scaling properties, if the ability to encode novel information is reduced.
7.2.3.6. Modified model with linear scaling properties
A linear relation between total principal neurons and gate interneurons can be attained
in a slightly modified architecture, but also relying on our gate interneurons hypothesis to
create a short-term memory system capable of storing order. This modified architecture
is less powerful in encoding information, but is adequate to larger principal populations
where each independent principal unit is associated with a small number of excitatory
interneurons (the gate interneurons cluster).
Consider, as before, a population of principal neurons P connected with a population
of gate interneurons G, but where each gate interneuron cluster is composed by a small
number n of gates, independent of the size of population P. On the limit, n can be
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1. Each gate interneuron receives Cc long-range random connections from the principal
population (Cc  1), and establishes a connection with the local principal neuron. An
external population controls directly the activity on the gate interneurons. As before,
synaptic efficacies are parameterized so that activity can only be transferred between two
principal neurons through a gate interneuron if that gate interneuron is activated.
Depending on the specific pattern of activity temporarily stored in the gate interneu-
rons population, completely different sequences of activations will be formed in the prin-
cipal population. The gate interneurons population is therefore used to temporarily store
routing information, and drive different sequences of activations on the principal popu-
lation. Different constellations of active gates mean different sequences. In Figure 7.13
we present the results of a simulation with 20 P neurons and 20 G neurons. This routing
model only differs from the previous WM model for serial order in the above mentioned
modifications in the connections with the gate interneuron cluster, and in the fact that
the information is stored directly on the G population (as opposed as in the P population
in the WM model). In this modified architecture, the positive feed-back which may lead
to increasing levels of activity is solved with an inhibitory activity level control mech-
anism. While not part of this modified model, complementary plastic mechanisms can
be used to modify the connections of the network, selecting and shaping the activation
sequences in the P population which are associated with specific active constellations in
the G population.
7.2.4. Final remarks
We have shown that the modulation of the intrinsic excitability properties of neurons
can be effectively used for producing short-term memory systems capable of storing se-
quences of patterns. The membrane dynamics in our neuronal models are biologically
plausible and use a reduced number of currents (two in the principal and inhibitory in-
terneurons, four in the gate interneurons population).
Importantly, cells fitting the properties required by our gate interneurons hypothesis
can be found in areas related with working memory. This is the case of spiny stellate cells
which are excitatory interneurons involved in recurrent excitation in neocortical circuits
(Feldmeyer et al., 1999; Thomson et al., 2002). The features of the network architecture
assumed in this model are thus attuned with what can be found in cortical networks.
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Figure 7.13. Gate interneurons can temporarily store different sequences
of activations in the principal population. (A) Activation of the same prin-
cipal neuron (#12, middle line second column) leads to different activation
sequences (black or gray) depending on the constellation of gate interneu-
rons that are presently active (black or gray, respectively). (B, C) Mem-
brane potential of the P population neurons driven by the two different
patterns of activity temporarily stored in the G population (black, gray).
The first neuron in both sequences (neuron #12) is externally activated.
Moreover it is worth mentioning that gate-like excitatory interneurons can also be found
in the hippocampal formation, a structure which is similarly involved in sequence learn-
ing and short-term memory mechanisms (Suh et al., 2011): bi-directional connectivity
between principal neurons and excitatory interneurons are reported between granule cells
and mossy cells in the dentate gyrus (Jackson and Scharfman, 1996). The existence of
synergistic currents capable of prolonging self-sustained activity in these excitatory in-
terneurons (e.g. CAN and CaL currents) remains however a hypothesis of our model (but
see Nagy et al. 2013).
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Our working memory model capable of storing sequences has important properties
that are in agreement with known features of short-term memory for serial order. First,
information can be stored upon a single exposure to the stimuli (stimulation period of
hundreds of milliseconds), compatible with the notion of one-shot memory. Second, infor-
mation can be retained for periods of many seconds and finally, memory reactivation/usage
extends memory retention. The fact that gate interneurons are not bistable has important
consequences, namely gate activity can be reset with short-duration inhibitory currents
with biophysically reasonable amplitudes. The capability of our model to encode tem-
poral sequences in the background activity of gate interneurons after a short (transient)
exposure to the stimuli, is in agreement with recent results regarding memory retention
in brain tissue in vitro (Hyde and Strowbridge, 2012).
A key element in our model is to establish a pathway between principal neurons which
is mediated not by synapses but by a specific class of neurons – the gate interneurons – with
the ability to control the flow of activations (routing) in the principal neurons population.
The information temporarily stored in the gates specifies which sub-populations will be
activated and in which order. The combination of gate interneuron and the assumed
architecture allows a versatile serial order storage-recall mechanism. Considering two
units A and B, the model shows that any configuration involving these two units is equally
feasible: i) A followed by B; ii) B followed by A; iii) A and B co-activated; and iv) all
other configurations where A and B are independent or do not activate sequentially.
With the gate interneurons we are, in some sense, replacing synaptic storage for neu-
ronal storage. It should be noted that storing information in neuronal intrinsic membrane
dynamics:
• provides a robust storage mechanism (synapses in the central nervous system are
often highly probabilistic);
• makes information available in a non-local manner - changing a synapse only
modulates a target neuron while a single gate interneuron can be used to modulate
several neurons (gate interneurons can “broadcast” the stored information to more
targets)
• works reliably, and is less affected by noise, on time scales of a few hundred
milliseconds, compatible with fast storage mechanisms (one-shot learning)
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• provides continuous access to the stored information (in the form of firing activ-
ity), while a synapse needs to be activated to readout the stored information
We therefore argue that, while penalizing scalability, there are many contexts and
scales where storing information in interneuron’s intrinsic membrane dynamics, instead
of in synapses, can lead to important functional advantages.
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7.3. Computational Tools for Assessing Synaptic Integration
This component of the work is part of larger collaborative project. At the time of the
submission of this thesis, the complete manuscript is still in preparation for submission
in peer-reviewed international journal.
In Section 7.3.1 the problem is contextualized, and in the following sections the ma-
thematical/computational components that were developed under the scope of this thesis
are addressed.
7.3.1. Introduction
Electrophysiological studies of the superficial dorsal horn of the spinal cord show a
high prevalence of the so-called tonic neurons. This functional classification is the result of
experiments where a constant current is injected into the soma leading to the generation
of a periodic (tonic) train of action potentials. The frequency of this train is dependent
on the injected current amplitude. Although generalized in the literature, this functional
classification is quite limiting and artificial as neurons in real networks are unlikely to be
stimulated by constant currents.
With the goal of better understanding the functional role of these neurons a multidis-
ciplinary team involving researchers from the Neural Networks Group @ IBMC produced
multi-compartment models from detailed reconstructions of the morphology (including
spine locations) of 25 neurons. In order to obtain neuronal models which recreate the
tonic properties of the recorded neurons, each model was then tuned to fit the electro-
physiological traces obtained experimentally.
The collaboration with this team/project was focused of the construction of mathemat-
ical and computational tools to support an artifact free neuronal topology reconstruction,
inclusion of synaptic locations in the dendritic tree using spines locations, and estimation
of synaptic efficacies.
7.3.2. Materials and methods
An interdisciplinary team was involved in this work. First, several electrophysiologists
have collected the data. The cells were intracellularly recorded and morphologically recon-
structed in all the extension of the lamina I dorsal horn of the spinal cord plus the lateral
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spinal nucleus of Wistar Rats. Electrophysiological analysis and morphometric charac-
terization is already published by Luz et al. (2010, 2014) and Szucs et al. (2010, 2013).
Then, the Neurolucida files (http://www.mbfbioscience.com/neurolucida), with neuronal
reconstructions, were imported into the NEURON Simulation Environment (Hines and
Carnevale, 1997).
7.3.2.1. Spines location
NEURON has not yet implemented any function capable of reading all the data that
Neurolucida exports. Spines specified in Neurolucida files are automatically removed by
NEURON. Therefore, the solution found to overcome this problem was to import the
spines location into NEURON in a later step as .dat files.
To identify the segment of the dendritic tree to where each spine belongs to, a searching
algorithm was created. For each neuron, the spatial position of each of the N spines are
imported into a N × 3 matrix and an exhaustive search is then made, by computing, for
each spine, the euclidean distances between the 3D coordinates of all points of the neuron
and the 3D coordinates of the spine. Then, the section and the segment where the closest
point is located are stored.
Although this is an exhaustive search algorithm, it was not necessary to heavily op-
timize it since the amount of spines and 3D points of each neuron allows the process to
run in a few seconds.
After the spines location, in each of the corresponding segments an artificial synapse
is attached. Each synapse is modeled as a single exponential function with decay time
constant of 5 ms. The activation time of each individual synapse or cluster of synapses
as well as the synaptic efficacy can be easily adjusted.
7.3.2.2. Artifacts handling
As a consequence of slicing damage or shrinkage during histological preparation, neu-
ronal reconstructions are often subject to the introduction of artifacts that modify mor-
phological shape and size. 3D reconstructions are frequently impaired by the introduction
of several bumps (see left panel of Figure 7.16) that may modify the synaptic propagation
through the dendrites. An algorithm, which runs over all compartments, was developed
in NEURON to remove these bumps without loss of the neuron main morphology (a
schematic representation of the algorithm could be found in Figure 7.14).
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Figure 7.14. A schematic representation of the algorithm. (1) Arc(i) is
the distance, through the fiber, between the ith point and the first point
of its compartment; Diam(i) is the diameter associated with the ith point;
and Slope(i) = (Diam(i+ 1)−Diam(i))/(Arc(i+ 1)− Arc(i)). For each
compartment, Slope(j) = 0 if j is the last point. (2) thslope is a given
threshold value. (3) thsize is a given threshold value.
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7.3.2.3. Electrotonic distance
The logarithm of voltage attenuation was proposed as a measure of electrotonic dis-
tance (Zador et al., 1991; Brown et al., 1992). In an infinite cylindrical cable, the elec-
trotonic distance X is proportional to the physical distance x: X = x
λ
. Nevertheless, real
neurons have complex and irregular anatomies. Thus, in most of the real neurons the
voltage attenuation can not be approximated by an exponential function of distance (see
Section 2.6.3).
The Electrotonic Workbench of the NEURON simulation environment (Carnevale
et al., 1995) was used to built a procedure that computes the logarithm of attenua-
tion for voltage spreading toward (Vin) or away (Vout) from a reference point. Due to
the membrane capacitance, attenuation (and so, the electrotonic distance) is function of
frequency. As so, the built procedure takes as arguments:
(i) the direction of the voltage spreading (Vin or Vout);
(ii) the reference point;
(iii) the frequency; and
(iv) the list of points of interest;
and computes the electrotonic distances between all points of interest (usually the loca-
tions of presynaptic terminals) and the reference point (usually the center of the soma
compartment).
7.3.3. Results
The computational tools described in Sections 7.3.2.1 to 7.3.2.3 were tested in all the
25 neurons of the sample.
7.3.3.1. Spines location
As a result of the procedure described in Section 7.3.2.1 all spines identified at the
morphological reconstructions were located and an artificial synapse was attached at the
center of each of the corresponding compartments in the neuronal model (see Figure 7.15).
7.3.3.2. Artifacts handling
Some of the neuronal models had bumps resulting from shrinkage during histological
preparation. Before proceeding to any simulation, it was necessary to fix them in order
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Figure 7.15. Spines location. On the left, part of the reconstruction of
neuron L387_E2. On the right, the same neuron with synapses (represented
by dots) attached to the compartments where the spines were located.
to prevent modifications in the signal propagation resulting from the existence of these
bumps. In Figure 7.16 it is possible to visualize part of the reconstruction of one of the
neurons (L395). On the left panel it is shown the neuron with several bumps and in the
right panel the same neuron is shown after the smoothing process.
7.3.3.3. Electrotonic distance
In the work where these tools are being used, it is intended to assess how synaptic
signals attached to different locations in the dendritic tree are integrated and processed
by one neuron. A key point in the development of that work is to find a good synaptic
efficacy predictor. Since synaptic inputs tend to act like a current source, the impact
on membrane potential at the spike trigger zone is best described by normalized transfer
impedance which is identical to attenuation for voltage spreading away form the spiking
trigger zone (for more information see Jaffe and Carnevale, 1999).
Different configurations of synaptic efficacies can be observed in the neurons. Some
neurons have highly effective synaptic clusters at distal regions of the dendrites, while
other neurons show relatively “democratic” distributions. In Figure 7.17 the physical
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Figure 7.16. Shrinkage removal. Part of the same neuron (L395) is rep-
resented before (left panel) and after (right panel) the shrinkage removal
with parameters thslope = 0.1 and thsize = 20 µm.
distance through the fiber is plotted versus the electrotonic distance, measured at 10 Hz,
for two neurons of our sample (Zs158 on top and Zs074 on bottom). One of the neurons
(Zs158), displays synapses at similar physical distances form the soma with very different
electrotonic distances. Nevertheless, it is possible to observe an overall growth tendency
of the electrotonic distance with the physical distance. In the second neuron (Zs074), it is
possible to observe clusters of distal synapses (between 500 and 700 µm from the soma)
with similar electrotonic distance as others at less than 150 µm.
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Figure 7.17. Physical distance through the fiber (in µm) versus the elec-
trotonic distance, measured at 10 Hz. In neuron Zs158 (top panel) the
electrotonic distance tends to grow with physical distance from the soma,
while neuron Zs074 (bottom panel) shows highly effective synaptic clusters
at distal regions.

8 Discussion
The work developed during this thesis focus on the application of mathematical/com-
putational methodologies to better understand specific features of the brain.
Two self-contained articles are presented in Sections 7.1 and 7.2 focusing in the Work-
ing Memory field. In Section 7.3, the computational tools developed under the scope of
a collaborative project with an experimental group working in electrophysiology (Neural
Networks, IBMC) are presented.
In Articles I and II (Sections 7.1 and 7.2) we investigate non-synaptic mechanisms
underlying a working memory system capable of storing novel information. A working
memory system has to be able to store information in time windows of a few hundreds
of milliseconds and sustain it for at least a few seconds. The interplay between different
ion currents is proposed in these works as a possible mechanism underlying a working
memory system which exhibits properties in close agreement with experimental results.
This is an important and relevant alternative, supported by experimental data, to the
dogma of synaptic plasticity (Mozzachiodi and Byrne, 2010).
The starting point in both these works is a single compartment conductance-based
model with a reduced set of ion currents providing biological realism but also allowing
the simulation of relatively large neural networks. A “minimal model” approach allows
the identification of the core mechanisms giving rise to dynamics under study.
The coexistence between the high threshold calcium current and the non-specific cation
current enables the modulation of the intrinsic neuronal excitability as a function of the
neuron’s recent activity. In other words, it is possible for a neuron with these two ion cur-
rents to give different responses to the same stimulus depending on the level of excitability
induced by its past activity.
Considering this single cell model, which despite being conceptually simple shows a
rich dynamic behavior, we show that the modulation of the intrinsic neuronal excitability
is sufficient to support the fast storage of novel information and the activity during the
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delay period. That is, in this work we provide evidence that a working memory system
does not require synaptic plasticity. Also, the memory system described here is capable
of encoding and storing new information in the form of patterns of activity, as opposed
to other models which assume the preexistence of clusters of neurons strongly connected
as a consequence of long-term learning mechanisms.
This model supports the possibility of learning new information not on the basis of
cellular bistability, but by taking advantages of cellular mechanisms to build a network
capable of storing any pattern of activity in a noise robust manner.
The network presented in Article I is also able of detecting the repetition of the
previously stored pattern after the delay period and can “decide” whether a new pattern
should only be classified as different from the first or should replace it.
In Article II we extend the model presented in Article I. Considering a similar neuronal
model (using the same ion currents but with different parameters) and specifying the
network architecture, we enlarge the model capabilities. The network model presented in
Article II is capable of storing the serial order of a sequence of patterns of activity. In
Article II we also present a powerful novel concept: gate interneurons. Given the state
of its intrinsic excitability, such neurons are capable of routing the activity in a neuronal
network in a synaptic independent manner.
Despite the results presented in this thesis succeed in justify several experimental re-
sults, some caution in the conclusions that can be drawn from any computational model
in Biology is needed. Firstly, it is necessary to assess the appropriateness of the as-
sumptions made. As mentioned in Articles I and II, there are sufficient evidence of the
presence in several cortical neurons of the used ionic currents (Bal and McCormick, 1993;
Haj-Dahmane and Andrade, 1999; Klink and Alonso, 1997) as well as the existence of
excitatory interneurons in regions related to working memory (Feldmeyer et al., 1999;
Thomson et al., 2002). One of the key points to take into account concerns to the chosen
network topologies. If, by one hand, the topology chosen in Article I (random connec-
tions without any spatial constraints) is commonly used and accepted by the scientific
community, the topology implemented in the model proposed in Article II requires some
additional considerations. Neuronal populations in the proposed network are arranged in
clusters. Each cluster is composed by a principal neuron (which may serve as a model
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for a group of synchronized pyramidal cells), an inhibitory interneuron, and a large num-
ber of excitatory interneurons, the gate interneurons. Despite the precise architecture in
cortical columns has not yet being known (to the best of our knowledge), the network
implemented in this model suits the known dimensions of these cortical structures. Thus,
the suitability of the proposed connectivity to the cortical columns is an assumption of
our model that future experimental works must study. Although it should be noted that
some of the results presented in Article II are dependent on the chosen connectivity, and
therefore must be experimentally tested, gate interneurons are a powerful concept which
is independent of that choice and can be applied to working memory systems with less
storage capacity where gate interneurons are responsible for defining the order of activa-
tions in the principal neuron population allowing long-term storage and recall of multiple
sequences with overlapping patterns.
It is also important to notice that the proposed single cell model use a reduced number
of ion currents, and so, it is unlikely to find a real neuron in the cortex that can be fully
described by this model. Nevertheless, it is our belief that adding different ion currents
and/or other cellular or network mechanisms to the model will not disrupt most of the
presented results.
A relevant mechanism that is ubiquitous in the cortex and that nevertheless was not
implemented in neither of the proposed models is the synaptic plasticity. Although wide-
spread in Neuroscience literature synaptic plasticity is not necessary to store information.
In this work we chose not to include it in order to show that the storage of information
in a working memory system is possible and some experimental results in the working
memory field can be explained in the absence of synaptic plasticity.
Naturally, these models could be improved by adding other mechanisms with the goal
of capturing more experimental data. One important limitation of the presented models
is the small spike variability, as compared with experimental traces (Compte et al., 2003;
Shafi et al., 2007). This can be explained, in part, as a consequence of the reduced
amount of inhibition in both models, when compared to other models (Brunel and Wang,
2001; Rolls et al., 2013). Given the computational constraints, in both models, inhibition
to each excitatory neuron is carried by a smaller number of connections: zero (for gate
interneurons in Article II), one (for principal neurons in Article II) or two (for principal
neurons in Article I). This reduction in the number of inhibitory connections allowed the
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increase of the network size but at the same time increases the firing regularity in the
excitatory population (Tsodyks and Sejnowski, 1995; van Vreeswijk and Sompolinsky,
1996; Vogels and Abbott, 2009).
In Section 7.3, we discuss the mathematical/computational tools developed in the
framework of collaborative work with a team of electrophysiologists. The goal of this
multidisciplinary team was to study and classify in terms of function neurons from the
spinal cord. The participation in the work reveals the increasing relevance of quantitative
approaches in neuroscience. More and more, the experimental work requires support from
advanced mathematical and computational techniques, not only to analyze complex data
but also to build and simulate models which can test hypothesis and cast new ideas.
The tools developed in the context of this collaboration allowed the 3D reconstruction
of neuronal topologies with a high level of detail, including the locations of spines (as
markers of the potential location of synaptic terminals). Such ability to import this
data and generate the appropriate synaptic locations was not available in the NEURON
simulation environment.
9 Future Work
The models proposed in Articles I and II, if combined, could give rise to a more versatile
memory system. If the encoding information requires just one pattern of activity, it is only
necessary to activate neurons in the network proposed in Article I. However, if a sequence
of patterns of activity is required the network proposed in Article II should be considered.
Nevertheless it is worthwhile noting that the network proposed in Article II depends on
the reactivation of the first pattern of activity to elicit the sequential activation of the
remaining patterns. Therefore, the interconnection between both models can constitute
a useful and more complete model for working memory.
The model proposed in Article I can explain some experimental results. Over the past
decades, different protocols were performed in delayed match to sample (DMS) experi-
ments (Fuster and Alexander, 1971; Miyashita, 1988). For example, Miller and Desimone
(1994) proposed the so-called ABBA protocol (see Chapter 5). The model presented in
Article I when subject to this protocol, produces results which are in agreement with ex-
perimental data. Nevertheless, other protocols were implemented whose results cannot be
explained by our model. Yakovlev et al. (2005) proposed the ABCDEC protocol, where a
sequence of stimuli (A–B–C–D–E) is presented and any of it could be the sample stimulus.
In the presented sequence C is the sample (third stimulus) and the match (sixth stimulus)
and A, B, D and E are distractors. The model presented in Article I alone cannot account
for this protocol and so should be improved. The interconnection between both models
can be a way to account for a sequence of stimuli from which is necessary to identify the
first repetition.
Moreover, it should be noted that the model proposed in Article II can not store
sequences with a repeated pattern (eg it can not store the sequence A B C A D E). An
additional mechanism that allows the storage of sequences with repeated elements must
be considered. Also, although the model proposed in Article II stores order, it does not
113
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store the time intervals between sequence elements. How to properly store timings, in
addition to order, is still an open question in computational neuroscience.
Relatively to the collaborative work presented in Section 7.3, it is our believe that the
algorithm created to detect and fix artifacts resulting from shrinkage during histological
preparation (Section 7.3.2.2) could became useful to neuroscientists working on detailed
neuronal reconstructions. Nevertheless, it should became more user-friendly before mak-
ing it available for the use by the scientific community.
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