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Abstract
In this paper, we study global positive C4 solutions of the geometrically interesting equation: 2u +
u−q = 0 with q > 0 in R3. We will establish several existence and non-existence theorems, including the
classification result for q = 7 with exactly linear growth condition.
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1. Introduction
The main objective of current article is to study positive solutions of the geometrically inter-
esting equation
2u+ u−q = 0 in R3 (1.1)
with q > 0. Let us briefly describe the background of this equation. Let u be a positive function
and g0 be the standard flat metric on Rn. Consider a new metric g = u4/(n−2)g0 on Rn. The scalar
curvature of g can be calculated by the formula
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n− 2 (−u)u
−(n+2)/(n−2) (1.2)
for n  3. In order to find all conformal metrics on Rn such that their scalar curvatures are
constant multiples of up−(n+2)/(n−2) with u > 0 being the conformal factor, we need to study the
second-order semilinear equation
u+ up = 0 in Rn. (1.3)
When 0 < p  (n + 2)/(n − 2), solutions to this equation are well understood, see for exam-
ple [4,9,11,12,17]. The situation of a negative exponent p is less straightforward. We note that
Eq. (1.3) with a negative exponent will have the conformally covariant property only when n = 1.
In such a scenario the equation will be reduced to a second-order ordinary differential equation,
which has been studied by J. Ai, K. Chou and J. Wei [1]. Other recent works on negative ex-
ponent include [14]. Furthermore, Eq. (1.3) is the conformal covariant form of the conformal
Laplace operator
L = −+ n− 2
4(n− 1)Rg (1.4)
for n 3, which is a generalization of Laplace operator on a Riemann surface (when n = 2).
An analogous extension for a different geometric consideration to other dimensions will lead
to our fourth-order differential operator. Lately there are great interest on quadratic curvature
invariants such as Q-curvature and σk-curvature and their associated operators, see [3,6,7,10,15]
and some recent survey papers [5] and [8]. In essence, given a smooth 4-dimensional Riemannian
manifold (M,g), let Rg and Ricg be the scalar curvature and the Ricci curvature of g, respec-
tively, and δ be the divergent operator. Then the fourth-order operator, discovered by Paneitz
in [20], defined by
Pgu = 2gu− δ
[(
2
3
Rgg − 2 Ricg
)
du
]
(1.5)
has the so-called conformally covariant property: if g¯ = e2ug, then
Pg¯ = e−4uPg. (1.6)
Branson [2] noticed that Paneitz operator can be generalized to other dimension. Given a smooth
compact Riemannian n-manifold (M,g) with n 3, let (the new) Pg be the operator defined by
Pg = 2g − δ
[
(anRgg + bn Ricg)d
]+ n− 4
2
Qg, (1.7)
where
Qg = − 1 Rg + n
3 − 4n2 + 16n− 16
2 2 R
2
g −
2
2 |Ric|2 (1.8)2(n− 1) 8(n− 1) (n− 2) (n− 2)
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⎪⎪⎩
an = (n− 2)
2 + 4
2(n− 1)(n− 2) ,
bn = − 4
n− 2 .
(1.9)
The operator Pg has the following property: if g¯ = u4/(n−4)g is a conformal metric of g, then for
all ϕ ∈ C∞(M),
Pg(ϕu) = un+4n−4 Pg¯(ϕ).
In particular, if ϕ = 1,
Pgu = n− 42 Qg¯u
n+4
n−4 . (1.10)
In order to understand this operator and its associated equation, we have to understand the
Euclidean case first. In this particular case, it is well known that Rg = Ric = 0 for the standard
metric and thus Eq. (1.10) simplifies to
2u = n− 4
2
Qg¯u
n+4
n−4 in Rn. (1.11)
For n 5 and Qg¯ being a positive constant, the smooth positive solutions have been classified
in [19,24,25]. Similar higher-order equations have been treated in [21,23]. So the remaining
case will be n = 3. Unlike the situation for n 5, the negative exponents induce new technical
difficulty.
Such a classification of solutions to Eq. (1.1) is important for a blow-up argument employed in
the study of Eq. (1.11) on manifolds of dimension three. This is our motivation to study Eq. (1.1).
The first observation for Eq. (1.1) is the following:
Theorem 1.1. If Eq. (1.1) admits a smooth positive solution on entire R3, then q > 1.
This result shows that the assumption q > 1 in [16] is necessary. The next main result is the
following:
Theorem 1.2. If 1 < q  7 and u(x) is a positive C4 solution of Eq. (1.1) with exactly linear
growth uniformly at infinity, in other words,
lim|x|→∞
u(x)
|x| = α1 uniformly (1.12)
for some non-negative finite constant α1, then q = 7 and u is given by
u(x) = (1 + |x|2)1/2, (1.13)
up to constant multiple, translation and dilation.
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1. Theorem 1.2 implies that when n = 3, the conformal metric g¯ on the standard 3-sphere with
Qg¯ = −15/8 is the pullback of the standard one under the conformal transformation of S3
into itself. This is because under the stereographic projection, given any positive function u
on S3, w(x) = (1+|x|2)1/2u(π−1x) will satisfy the assumption in Theorem 1.2 with α1 = 1.
2. As observed by P.J. McKenna and W. Reichel [16], if q > 7, the equation has exactly linear
growth positive radial smooth solution. Theorem 1.2 answers several raised questions at the
end of their paper on positive entire solutions when 1 < q  7.
A major reason for imposing assumption (1.12) in studying (1.1) is the existence of exactly
quadratic growth solutions, which corresponds to incomplete conformal metric on S3 with
Q = 1. Such an existence is given in
Theorem 1.3. Let q > 3. Eq. (1.1) admits radially symmetric, smooth positive solutions with
exactly quadratic growth at infinity. Moreover, all radially symmetric, smooth positive solutions
are of either exactly quadratic growth or exactly linear growth at infinity.
We would like to remark that there are many singular solutions to Eq. (1.1) with growth rate
between linear and quadratic. In fact, one can easily check that u(r) = brβ with 1 < β < 2 and
β(β2 − 1)(2 − β)b4/β = 1 satisfies Eq. (1.1). However, such a solution belongs to C1,α only for
α = β − 1. Note that in this case, q = (4 − β)/β , hence 1 < q < 3.
Our strategy is to reduce the differential equation to the corresponding integral equation which
has been studied by the second author in [26]. This requires several estimates, specially the point-
wise control of the solution near infinity. The main difficulty is due to the fact that the solution
grows rather than decays as in other cases. We should point out that, in the course of the proof,
we have implicitly used the materials from either [13] or [22].
The organization of the paper will go as follows. The next section is devoted to the elemen-
tary estimates for solution to Eq. (1.1). The proof for Theorems 1.1, 1.2 and 1.3 are given in
Sections 3, 4 and 5, respectively.
2. Elementary estimates
Let us consider the equation
2u+ u−q = 0 in R3 (2.1)
with q > 0. We will let w = u in this paper for notation simplicity. As a very first step, we start
with
Lemma 2.1. For any point x0 ∈ R3 and all r > 0,
[
−
∫
∂Br (x0)
u dσ
]−q
 −
∫
∂Br (x0)
u−q dσ, (2.2)
where −
∫
denotes the spherical average.
220 Y.S. Choi, X. Xu / J. Differential Equations 246 (2009) 216–234Proof. This is an immediate consequence of the Jensen’s inequality, as the function f (u) = u−q
is convex on the interval (0,∞). 
To proceed, recall that for a radially symmetric function f (r), we have f = 1
r2
(r2f ′)′. Such
a formula will be needed throughout this paper and in particular, in the following
Lemma 2.2. If u > 0 is a C4 positive solution in R3, then u> 0.
Proof. The proof of this lemma is quite elementary. First we show that u 0. Assume there
were a point x0 in R3 such that u(x0) < 0. Define
u¯(r) = −
∫
∂Br (x0)
u dσ (2.3)
and
w¯(r) = −
∫
∂Br (x0)
udσ. (2.4)
Then it follows from Lemma 2.1 that u¯ and w¯ satisfy
{
u¯ = w¯,
w¯ + u¯−q  0. (2.5)
Since w¯(0) = w(x0) < 0, the inequality in (2.5) dictates that w¯(r)  w¯(0) < 0 for all r > 0.
Replace the first equation in (2.5) by the differential inequality
u¯ w¯(0)
and integrate it to get
u¯(r) u¯(0)+ w¯(0)
6
r2. (2.6)
If r is large enough, we see that u¯(r) < 0. This is clearly impossible since we have assumed that
u is positive everywhere.
Next assume w = 0 at some x1. Then w(x1)  0 since w attains its minimum there. This
contradicts Eq. (2.1). Thus we complete the proof of Lemma 2.2. 
Lemma 2.3. With u¯(r) and w¯(r) as in (2.3) and (2.4), we have
u¯′(r) > 0, u¯′′(r) > 0, u¯′′′(r) < 0, (2.7)
w¯′(r) < 0 (2.8)
for all r > 0.
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r2w¯′(r)+
r∫
0
t2u¯−q(t) dt  0,
where we have used the condition that w¯′(0) = 0. Eq. (2.8) follows immediately. Similarly, from
the facts that w > 0 and (r2u¯′)′ = r2w¯(r), we integrate this last equation to conclude the first
inequality in (2.7). Notice that here we have used u¯′(0) = 0.
Next we recall
2u¯(r) = u¯(4)(r)+ 4
r
u¯(3)(r) = 1
r4
(
r4u¯(3)(r)
)′
.
Hence (r4u¯(3)(r))′ < 0 for r > 0. An integration gives the third inequality in (2.7). This, in turn,
implies that u¯(2)(r) is a strictly decreasing function. Assume u¯(2)  0 at r = r1. Then there exists
a δ > 0 such that for r  r2 > r1, u¯(2)(r)−δ. An integration gives
u¯′(r) − u¯′(r2)−δ(r − r2)
for r  r2. But this implies u¯′(r) < 0 for large r , which contradicts the first inequality in (2.7).
Hence the second inequality in (2.7) holds. The proof of Lemma 2.3 is complete. 
3. Proof of Theorem 1.1
Suppose u > 0 is a smooth solution with 0 < q  1. Using the first equation in (2.5) and (2.8),
we obtain
r2u¯′(r) =
r∫
0
t2w¯(t) dt  1
3
r3w¯(r).
Divide this equation by r2 and integrate once again to get
u¯(r) u(0)+ 1
6
r2w¯(r). (3.1)
On the other hand, we also have
rw¯(r) = rw¯(2r)− r
2r∫
r
w¯′(t) dt
= rw¯(2r)− r
4π
2r∫
r
t−2
∫
(w)dxBt (0)
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4π
2r∫
r
t−2
∫
Bt (0)
u−q(x) dx
 1
8π
∫
Br(0)
u−q(x) dx
= 1
2
r∫
0
t2 −
∫
∂Bt (0)
u−q(x) dσx dt
 1
2
r∫
0
t2u¯−q(t) dt
 1
6
r3u¯−q(r). (3.2)
Here the second to last inequality comes from Lemma 2.1. Now combine this with Eq. (3.1) to
conclude that
u¯(r) u(0)+ 1
36
r4u¯−q(r).
It is now clear that
u¯(r)
(
1
36
)1/(q+1)
r4/(q+1). (3.3)
This and estimate (2.6) imply that 4 2(1 + q). Thus q  1.
Now if q = 1 and u is a positive solution, then u¯ is a sub-solution in the sense that it satisfies
2u¯+ u¯−q  0, u¯′(0) = 0 and u¯′′′(0) = 0. Next, define the radially symmetric quadratic function
z = u(0) + u¯′′(0)2 r2. It is a super-solution as it satisfies 2z + z−q  0, z′(0) = 0 and z′′′(0) = 0.
A comparison principle (Lemma 3.2 in [16]) ensures that z > u¯. The radially symmetric solution
U of the initial value problem 2U + U−q = 0 with U(0) = u(0), U ′(0) = 0, U ′′(0) = u¯′′(0)
and U ′′′(0) = 0 exists on [0,∞) and satisfies u¯U  z by the same comparison principle.
Let W = U . With q = 1, it is immediate that
U(r)
(
r2W ′(r)
)′ + r2 = 0.
Integrate it over the interval (0, r) and perform integration by parts on the first term twice to
obtain
U(r)r2W ′(r)−U ′(r)r2W(r)+
r∫
t2W 2(t) dt + 1
3
r3 = 0.0
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U
r2
(
rW ′(r)
)− U ′
r
W(r)+ 1
r3
r∫
0
t2W 2(t) dt + 1
3
= 0. (3.4)
With the help of Lemma 2.2 and (2.8), we can assume that limr→∞ W(r) = α for α  0.
Using estimates (2.6) and (3.2) with q = 1, we conclude that α > 0. Hence we have (r2U ′)′ =
αr2 + o(r2) for large r . An integration together with the L’Hopital’s rule allows us to conclude
limr→∞ Ur2 = α6 and limr→∞ U
′(r)
r
= α3 . In addition,
lim
r→∞
(
rW ′(r)
)= − lim
r→∞
1
r
r∫
0
t2
U(t)
dt = − 6
α
.
With W(r) being bounded from below, the integral
∫ r
0 t
2W 2(t) dt → ∞ as r → ∞. Thus by the
L’Hopital rule, we have
lim
r→∞
1
r3
r∫
0
t2W 2(t) dt = 1
3
α2.
Putting all these estimates into Eq. (3.4), we reach the contradiction that − 23 = 0. The proof of
Theorem 1.1 is complete.
4. Proof of Theorem 1.2
The main purpose in this section is to provide the proof of Theorem 1.2. The proof consists
of several lemmas. Since u > 0 will be assumed to have exactly linear growth, it will achieve its
minimum value at some finite point. Without loss of generality, we can and will assume u always
has its minimum value at x = 0. First of all, we rule out the lower possible index for q .
Lemma 4.1. Suppose Eq. (1.1) has a positive smooth solution with exactly linear growth as
stated in Theorem 1.2. Then q > 3.
Proof. Suppose u > 0 is a solution with the indicated properties in the lemma, estimate (3.3)
implies that q + 1 4, which is equivalent to q  3.
Next let q = 3. Using estimate (3.1) and u having exactly linear growth at infinity, we de-
duce that the left-hand side of (3.2) is bounded for all r > 0. On the other hand when q = 3,∫ r
0 t
2 −
∫
∂Bt (0) u
−q(x) dσx dt tends to infinity as r → ∞. Thus we have reached a contradiction.
Therefore q > 3. 
Lemma 4.2. If u > 0 is a positive solution of Eq. (1.1) with q > 3 and lim|x|→∞ u(x)|x| = α1 exists
and is finite, then α1 > 0.
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minimum principle to the function u(x) − β|x|−1 on the region 1  |x| < ∞ to see that
|x|u(x) β for all |x| 1.
From the first equation in (2.5),
r2u¯′ =
r∫
0
t2w¯(t) dt  1
3
r3w¯(r). (4.1)
Multiply both sides of (4.1) by r−2 and integrate the resulting equation to get
u¯(r) u¯(0)+ 1
6
w¯(r)r2
 1
6
w¯(r)r2
 1
6
rβ if r > 1. (4.2)
Hence we have α1  β6 > 0. 
Lemma 4.3. Let u satisfy the same assumptions as in Lemma 4.2. Then
u = 1
4π
∫
R3
u−q(y)
|x − y| dy. (4.3)
In particular, u is a bounded positive function.
Proof. It follows from Lemma 4.2 that there exists a sufficiently large R0 > 0 such that if
|x| >R0, then u(x) > α12 |x|. This, together with the assumption that q > 3, implies that
∫
R3
u−q(x) dx < ∞. (4.4)
In particular, we have
∫
R3 u
−q(x) dx is finite and u−q(x) is a bounded function. This fact allows
us to consider the function
v(x) = 1
4π
∫
R3
u−q(y)
|x − y| dy. (4.5)
Easy calculation shows that v + u−q = 0.
We claim that v(x) is a bounded function. To see this, let M be an upper bound of u−q . Then
we have
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4π
∫
R3
u−q
|x − y| dy
= 1
4π
∫
|x−y|1
u−q
|x − y| dy +
1
4π
∫
|x−y|1
u−q
|x − y| dy
 1
4π
M4π
1∫
0
r dr + 1
4π
∫
|x−y|1
u−q dy
 M
2
+ 1
4π
∫
R3
u−q dy
≡ C0. (4.6)
Now it follows from the equation for v and u that
(u − v) = 0 in R3. (4.7)
Since v is bounded and u is non-negative by Lemma 2.2, u − v is a harmonic function
which is bounded from below. Thus Liouville theorem can be applied to conclude that
u = v + c0 (4.8)
for some constant c0.
Now observe that
−
∫
∂Br (0)
1
|x − y| dσx = min
{
r−1, |y|−1}. (4.9)
Therefore by taking the spherical average of v, we have
0 −
∫
∂Br (0)
v(x) dσx = 14π
∫
R3
−
∫
∂Br (0)
1
|x − y| dσxu
−q dy
= 1
4π
∫
|y|r
1
r
u−q dy + 1
4π
∫
|y|r
1
|y|u
−q dy
 1
r
[
1
4π
∫
R3
u−q(y) dy
]
. (4.10)
Furthermore the calculations for (4.2) implies that
lim u¯(r) = 0. (4.11)
r→∞
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mates (4.10) and (4.11). The proof of Lemma 4.3 is complete. 
Lemma 4.4. Let u satisfy the same assumptions as in Lemma 4.2. If q > 4, u has the following
integral representation:
u(x) = 1
8π
∫
R3
|x − y|u−q dy + γ, (4.12)
where γ is a constant. Moreover α1 = α, where α is defined below in (4.13).
Proof. Let h(x) be the first term of right-hand side of Eq. (4.12) and
α = 1
8π
∫
R3
u−q dv (4.13)
for short. First of all, we have
|∇h|(x) =
∣∣∣∣ 18π
∫
R3
x − y
|x − y|u
−q(y) dy
∣∣∣∣ α. (4.14)
By using Lemma 4.3 and observing x |x − y| = 2/|x − y|, it is easy to see that (u − h) = 0.
Since both u and h are at most of linear growth at infinity, we obtain by generalized Liouville’s
theorem that
u = h(x) +
3∑
i=1
bixi + γ (4.15)
for some constants bi and γ .
Denote x|x| and (b1, b2, b3) by Θ and 	b, respectively. We can rewrite Eq. (4.15) as
u(x)
|x| =
h(x)
|x| + 	b ·Θ +
γ
|x| . (4.16)
By the dominant convergence theorem, we easily see that lim|x|→∞ h(x)|x| = α. Thus by taking
the limit in (4.16) as |x| → ∞, we conclude that 	b = 0 and α = α1. This finishes the proof of
Lemma 4.4. 
Lemma 4.5. If 3 < q and u > 0 is a positive solution with exactly linear growth, denote the
spherical average u−q over the sphere ∂Bt (0) by uq(t), then we have the following quasi-integral
representation:
u¯(r) = r
2
r∫
0
t2uq(t) dt − 12
r∫
0
t3uq(t) dt + 16r
r∫
0
t4uq(t) dt + r
2
6
∞∫
r
tuq(t) dt + d, (4.17)
where d = u(0).
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(
r4u¯′′′
)′ + r4uq(r) = 0, (4.18)
the conditions u¯(0) = u(0), u¯′(0) = 0, u¯′′′(0) = 0, and has linear growth at infinity. 
Lemma 4.6. Let u satisfy the same assumptions as in Lemma 4.2. Then
∇u(x) = 1
8π
∫
R3
[
x − y
|x − y|
]
u−q(y) dy. (4.19)
Proof. If q > 4, this follows from Lemma 4.4. And if 3 < q  4, Eq. (4.4) still holds. Let h be
defined as in the proof of Lemma 4.4. Here the trick is to consider the function
h(x) = 1
8π
∫
R3
[|x − y| − |y|]u−q(y) dy.
It is clear that |h(x)| α|x| and
∣∣∇h(x)∣∣ α.
Similar to the proof of Lemma 4.4, we consider the function
f (x) = u(x) − h(x).
Lemma 4.3 and simple calculation show that f = 0. Thus f has at most linear growth at
infinity, which again leads to (4.15) with 	b = 0. Thus the lemma follows immediately. 
Lemma 4.7. Let u satisfy the same assumptions as in Lemma 4.2 and define v(x) = |x|u( x|x|2 ).
Then v > 0 for all x ∈ R3 \ {0}.
Proof. Using Lemma 4.3 and the Fatou’s Lemma [18], we clearly have the following estimate:
lim inf|x|→∞
[|x|(u)(x)]= lim inf|x|→∞ 14π
∫
R3
|x|u−q(y)
|x − y| dy
 1
4π
∫
R3
[
lim inf|x|→∞
|x|
|x − y|
]
u−q(y) dy
= 1
4π
∫
R3
u−q(y) dy
= 2α. (4.20)
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|∇u|(x) = 1
8π
∣∣∣∣
∫
R3
x − y
|x − y|u
−q(y) dy
∣∣∣∣
 1
8π
∫
R3
u−q(y) dy
= α (4.21)
for all x ∈ R3. Therefore we have
lim sup
|x|→∞
|∇u|2  α2. (4.22)
Together with α = α1 from Lemma 4.4, all the above estimates allow us to conclude that
lim inf|x|→∞
[
uu− 2|∇u|2] 0. (4.23)
Hence it follows from simple calculation that
lim inf|x|→∞
{[
−
(
1
u
)]
(x)
}
= lim inf|x|→∞
{
u−3
[
uu− 2|∇u|2]} 0. (4.24)
Now observe that [

(
1
v
)]
(x) = |x|−5
[

(
1
u
)](
x
|x|2
)
, (4.25)
which implies that
lim inf|x|→0
{
−
[

(
1
v
)]
(x)
}
 0. (4.26)
Thus with −[( 1
v
)](x) = v−3[vv − 2|∇v|2], v  0 and |∇v|2  0, we arrive at
lim inf|x|→0[(v)(x)] 0.
It can be checked that v behaves like 2u(0)/|x|, hence v(x) 0 for x near infinity. Fur-
thermore an involved calculation gives [v] = −|x|q−7v−q  0. Consequently the minimum
principle implies that v > 0 in R3 \ {0}. This finishes the proof of Lemma 4.7. 
Lemma 4.8. There is no positive smooth solution with exactly linear growth at infinity if 3 <
q  4.
Proof. Assume there were such a solution. Let v as in Lemma 4.7. Hence v¯(r) = ru¯(1/r) where
r = |x|. By Eq. (4.17), we have
v¯(r) = 1
2
1/r∫
t2uq(t) dt − r2
1/r∫
t3uq(t) dt + r
2
6
1/r∫
t4uq(t) dt + 16r
∞∫
tuq(t) dt + dr, (4.27)0 0 0 1/r
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v¯(r) = 2d −
∫ 1/r
0 t
3uq(t) dt
r
+
1/r∫
0
t4uq(t) dt. (4.28)
Rewrite it in the form
rv¯(r) = −
[
r
1/r∫
0
t4uq(t) dt
]
·
[∫ 1/r
0 t
3uq(t) dt − 2d
r
∫ 1/r
0 t
4uq(t) dt
− 1
]
. (4.29)
With 3 < q  4 and the exactly linear growth rate of u at infinity, it is immediate that both∫∞
0 t
3uq(t) dt and
∫∞
0 t
4uq(t) dt are ∞. Hence by the L’Hopital rule, we have
lim
r→0 r
5−q
1/r∫
0
t4uq(t) dt = lim
r→0
∫ 1/r
0 t
4uq(t) dt
rq−5
= 1
5 − q limr→0
uq(
1
r
)
rq
= 1
α
q
1 (5 − q)
. (4.30)
Again by the same rule for 3 < q < 4,
lim
r→0
∫ 1/r
0 t
3uq(t) dt − 2d
r
∫ 1/r
0 t
4uq(t) dt
= lim
r→0
[
1 − r
5−q ∫ 1/r
0 t
4uq(t) dt
r−quq( 1r )
]−1
=
[
1 − 1
5 − q
]−1
> 1. (4.31)
Hence the right side of Eq. (4.29) is negative and bounded away from zero for sufficiently small r .
This contradicts to Lemma 4.7 which says that v > 0 for all r > 0. The proof for q = 4 is
similar. Thus the proof of Lemma 4.8 is complete. 
Lemma 4.9. The constant γ in the representation formula (4.12) is zero if 4 < q  7.
Proof. First we will use Lemma 4.7 to show that γ  0. To see this, by the definition of Kelvin’s
transform of u and the representation formula (4.12), we have
v(x) = 1
8π
∫
3
|x|
∣∣∣∣ x|x|2 − y
∣∣∣∣u−q(y) dy + γ |x|. (4.32)
R
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has
(v)(x) = 1
4π
∫
R3
|y|u−q(y)
|x − y/|y|2| dy +
2γ
|x| . (4.33)
Therefore multiply Eq. (4.33) throughout by |x| and take the spherical average over a small radius
sphere to get
−
∫
∂Br (0)
|x|(v)(x) dσx = 14π
∫
R3
{
−
∫
∂Br (0)
|x|
|x − y|y|2 |
dσx
}
|y|u−q(y) dy + 2γ . (4.34)
By the same trick in getting Eq. (4.9), we have
1
4π
∫
R3
{
−
∫
∂Br (0)
|x|
|x − y|y|2 |
dσx
}
|y|u−q(y) dy =
1/r∫
0
rt4uq(t) dt +
∞∫
1/r
t3uq(t) dt
= I (r)+ II(r). (4.35)
With uq(t) ∼ 1αq tq for t  1, it is easy to see that for small r ,
1/r∫
0
tβuq(t) dt ∼
⎧⎨
⎩
(β + 1 − q)−1α−qrq−1−β, if β > q − 1,
−α−q log r, if β = q − 1,
bounded, if β < q − 1.
Hence for q > 4, it is immediate that limr→0 I (r) = 0. That the second term II(r) → 0 as r → 0
can be easily seen from the fact that the function |y|u−q(y) is integrable over R3.
Therefore the right-hand side of Eq. (4.34) tends to 2γ as r → 0. On the other hand, the left-
hand side of Eq. (4.34) is non-negative for all r by Lemma 4.7. Thus we conclude that γ  0.
By using formula (4.19), one obtains
x · [∇u](x) = 1
8π
∫
R3
|x|2 − x · y
|x − y| u
−q(y) dy. (4.36)
Now multiply Eq. (4.36) throughout by u−q and integrate the resulting equation over the ball
centered at the origin with radius R to obtain
∫
BR(0)
1
1 − q x ·
[∇u1−q](x) = 1
8π
∫
R3
{ ∫
BR(0)
u−q(x) |x|
2 − x · y
|x − y| dx
}
u−q(y) dy. (4.37)
Now for left-hand side, we integrate by parts to get
∫ 1
1 − q x ·
[∇u1−q](x) = 3
q − 1
∫
u1−q(x) dx + R
1 − q
∫
u1−q(x) dσx. (4.38)BR(0) BR(0) ∂BR(0)
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|x|2 − x · y = 1
2
{|x − y|2 + (x − y) · (x + y)}, (4.39)
which leads to
1
8π
∫
R3
{ ∫
BR(0)
u−q(x) |x|
2 − x · y
|x − y| dx
}
u−q(y) dy
= 1
16π
∫
R3
{ ∫
BR(0)
u−q(x) |x − y|
2 + |x|2 − |y|2
|x − y| dx
}
u−q(y) dy
= 1
2
∫
BR(0)
u−q(x)
(
u(x) − γ )dx
+ 1
16π
∫
R3
{ ∫
BR(0)
u−q(x) |x|
2 − |y|2
|x − y| dx
}
u−q(y) dy. (4.40)
Here in the last step, we have used the representation formula (4.12) for u.
Letting R → ∞, since the integrand in the last term is absolutely integrable, this term becomes∫
R3
∫
R3 with the same integrand. Hence in the limit, this last term vanishes and so is the boundary
term in Eq. (4.38). By combining (4.37), (4.38) and (4.40) and taking the limit as R → ∞, one
gets
3
q − 1
∫
R3
u1−q(x) dx = 1
2
∫
R3
u1−q(x) dx − γ
2
∫
R3
u−q(x) dx. (4.41)
That is,
7 − q
2(q − 1)
∫
R3
u1−q(x) dx = −γ
2
∫
R3
u−q(x) dx. (4.42)
With 1 < q  7 and γ  0, it is immediate that γ = 0 and q = 7. This finishes the proof of
Lemma 4.9. 
Finally, the main result in [26] implies Theorem 1.2 that we have stated in the Introduction.
5. Proof of Theorem 1.3
In this section we discard the assumption that the solution u to (1.1) is of exactly linear
growth at infinity. First, it follows from Lemma 2.3 that 0 < u′′(0), and hence u′(r) > u′(1) > 0
for r > 1. Integrate it to conclude that u(r) u′(1)(r − 1)+ u(1). This estimate leads to tu−q ∈
L1(0,∞) if q > 2, and t2u−q ∈ L1(0,∞) if q > 3.
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representation formula:
u(r) = r
2
r∫
0
t2u−q(t) dt − 1
2
r∫
0
t3u−q(t) dt + 1
6r
r∫
0
t4u−q(t) dt
+ r
2
6
∞∫
r
tu−q(t) dt + βr2 + d, (5.1)
where 2β = limr→∞ u′′(r) and d = u(0).
Proof. With q > 2,
∫∞
r
tu−q(t) dt is well defined. Compared to Lemma 4.5, we have an extra
term βr2 on the right-hand side of (5.1). This is because we have discarded the condition that
u has exactly linear growth condition at infinity. That 2β = limr→∞ u′′(r) and d = u(0) can be
easily checked. 
Lemma 5.2. Let 3 < q . Then any radially symmetric and smooth solution is either exactly linear
growth or exactly quadratic growth.
Proof. Define
w(r) = r
2
r∫
0
t2u−q(t) dt − 1
2
r∫
0
t3u−q(t) dt + 1
6r
r∫
0
t4u−q(t) dt + r
2
6
∞∫
r
tu−q(t) dt, (5.2)
which represents all the integral terms in Eq. (5.1). A simple calculation shows that
lim
r→∞w
′(r) = 1
2
∞∫
0
t2u−q(t) dt,
which is a finite number. From Eq. (5.1), it can be readily concluded that u has exactly quadratic
growth at infinity if β = 0, while it has exactly linear growth if β = 0. 
Lemma 5.3. Let q > 1. Then there are radially symmetric and smooth entire solutions which
grow super-linearly at infinity. If q > 3, such solutions have exactly quadratic growth at infinity.
Proof. Let q > 1. It is routine calculation that if h(r) = (1 + r2)p , then
(
r4h′′′
)′ = 4p(p − 1)[15 + 10(2p − 1)r2 + (4p2 − 1)r4](1 + r2)p−4. (5.3)
Define w(r) = b(1 + r2)p . With some suitable constant b  1 and 12 <p < 1, we have
2w = 1
r4
(
r4w′′′
)′ +w−q(r) 0. (5.4)
Together with w′(0) = 0 and w′′′(0) = 0, then w is a sub-solution of (1.1).
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because 2f0 + f−q0 (r) 0, f ′0(0) = 0 and f ′′′0 (0) = 0.
With f0 being defined above, for i = 0,1, . . . , we then successively define the radially sym-
metric function fi+1 by{
2fi+1 + f−qi = 0,
fi+1(0) = f0(0), f ′i+1(0) = 0, f ′′i+1(0) = f ′′0 (0), f ′′′i+1(0) = 0.
(5.5)
Standard comparison theorem (Lemma 3.2 in [16]) then gives f0  f1  · · ·w. With fn being
bounded from below by w(r), it has a limit as n → ∞. With the help of elliptic regularity, it is
easy to show convergence in any high norm. Hence the limit radially symmetric function f∞(r)
satisfies 2f∞ + f−q∞ = 0 with f ′∞(0) = 0 and f ′′′∞(0) = 0. Clearly this solution f∞ grows
super-linearly at infinity. If we restrict our attention to q > 3, then we can employ Lemma 5.2 to
conclude that f∞ has exactly quadratic growth at infinity. 
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