Abstract. Let (A i ) 0≤i≤k be generic matrices over Q, the field of rational numbers. Let K = Q(E), where E denotes the entries of the (A i ) i , and let K be the algebraic closure of K. We show that the generic unilateral equation
1. Introduction S. Gelfand wrote in 2004 (cf. [10] ) : "The problem of solving quadratic equations for matrices seems to be absolutely classical. It would be natural that such a problem should have been at least formulated, or even solved, in the 19th century at the latest. Still, I asked many people about this problem, and they directed me to various sources, but nowhere could I find even a mention of this problem".
Let n ∈ N ≥2 . In the present paper, we deal with polynomial equations where the coefficients are generic n × n matrices and the unknown is a n × n matrix; the underlying field is assumed to have characteristic 0. Questions about generic matrices are solved in [1] and [2] or about formal matrices in [16] . More generally, C. Procesi described, in [20] , properties of the algebra of generic matrices. Let Q be the field of rational numbers. If M is a n × n matrix, then χ M denotes its characteristic polynomial, σ(M ) its spectrum and tr(M ) its trace. Definition 1. (cf. [6] ) Let {a r;i,j | 1 ≤ i, j ≤ n, 1 ≤ r ≤ k} be independent commuting indeterminates over Q ; in other words, the (a r;i,j ) rij are elements of a transcendental extension of Q and they are mutually transcendental over Q. Then, when r ∈ 1, k , the n × n matrices A r = [a r;i,j ] are called generic matrices (over Q) ; in the sequel, such matrices are assumed to be fixed. We consider the quotient field K = Q((a 1;i,j ) i,j , · · · , (a k;i,j ) i,j ) and its algebraic closure K. Let f be a nonzero polynomial over K in k + 1 non-commuting indeterminates. We consider the so-called generic matrix equation:
f (A 1 , · · · , A k , X) = 0 n in the unknown X = [x i,j ] ∈ M n (K).
i) Assume that the previous equation has a finite positive number of solutions. If the entries of each solution can be calculated by radicals over K, then we say that Eq (1) is solvable, else we say that Eq (1) is non-solvable.
ii) (cf. [15] ) A solution X 0 of Eq (1) is called (geometrically) isolated if there is a neighborhood of X 0 that contains no other solution of the equation.
Let k, n ≥ 2 and (A i ) 0≤i≤n be n × n genric matrices ; put K = Q((A i ) i ). In Section 2, we consider the unilateral equation of degree k in the unknown X ∈ M n (K) (2) A k X k + · · · + A 1 X + A 0 = 0 n .
Moreover, we study the nonsymmetric algebraic Riccati equation in X ∈ M n (K) (3) XAX + B 1 X + XB 2 + C = 0 n , where A, B 1 , B 2 , C are n × n generic matrices. We reduce the study of Eq (3) to the following one (4)
where B, C are n × n generic matrices, that is to the generic Eq(2) of degree 2. We show Theorem 1. i) Eq (2), in the unknown X, has exactly kn n simple solutions that are in M n (K((λ i ) i )), where the (λ i ) i≤kn are the roots of a polynomial of degree kn that has S kn as Galois group over K. Moreover K((λ i ) i ) is the minimal extension L of K such that M n (L) contains all solutions of Eq (2) . ii) Eq (2) is solvable if and only if n = k = 2.
The previous result is part of the mathematical folklore, but, to the best of our knowledge, it has not been published and even proved. As an example, J.J. Sylvester (1885, cf. [25, p. 234,235 and 196,197] ), studied Eq (2) ; using the eigenvalue problem, he wrote, without any proof, that, exceptions apart, Eq (2) admits kn n solutions. Moreover we show the following new result: solving Eq (2) is equivalent to find the roots of a polynomial of degree kn that has S kn as Galois group over K; in particular, the generic Riccati equation has 2n n solutions and its resolution has the same complexity that solving a polynomial of degree 2n that has S 2n as Galois group.
In Section 3, we give two instances of specializations in Q of Eq (3) such that they are solvable until n = 4. In particular, we study in details the generic equation X 2 + BX = 0 n . Let L be an algebraically closed field with characteristic 0. In Section 4, we prove Theorem 2. Let A 1 , · · · , A k ∈ M n (L) be any known matrices and B ∈ M n (L) be a known generic matrix. Let g be a non-zero polynomial over L in k + 1 noncommuting indeterminates such that each monomial of g contains explicitly the variable X. We consider the equation (5) φ(X) = g(A 1 , · · · , A k , X) = B in the unknown X ∈ M n (L).
Let δ be the degree of φ (see [24, ). Then Eq (5) has generically (with respect to B) exactly δ solutions and all are simple.
To obtain explicit solutions, we use in Section 5 and 7, for low dimensions, Maple and Magma softwares ; this method permits to calculate the minimal polynomials of the entries of the solutions of Eq (3) and also to study non-unilateral quadratic equations. We consider the system of algebraic equations, in the unknowns (x i,j ) i,j and the indeterminates (b i,j ) i,j , (c i,j ) i,j , associated to Eq (4). If n = 2, then we completely solve this system. Yet, when n = 3, 4, we must use specializations in Q of B, C. Definition 2. We consider an Eq (1) that has a finite number ν of solutions. Assume that finding the entries of each solution of Eq (1) is equivalent to find the roots of a polynomial whose Galois group over K is G. Then we denote by the solvability complexity (SC) of Eq (1), the couple (ν, G).
When n ≤ 3, we study the non-unilateral generic equation
Note that we cannot connect Eq (6) to the eigenvalue problem. Then we know so little about the resolution of this type of equation. We show that, if n = 2, then its SC is (8, S 8 ). Note that we prove that there are 8 simple solutions, without using software, but using only algebraic geometry considerations. Moreover, when n > 2, this equation admits a finite number of solutions and is non-solvable. When n = 2, we consider the following specialization of Eq (6)
where B, C are 2 × 2 generic matrices. With the Gröbner basis theory, we obtain an explicit solution of Eq (7) and we show that its SC is (6, S 6 ).
In Section 6, we study the commuting unilateral matrix equations in the unknown
When the commuting coefficients are generic (the precise definition is given in Section 6), we obtain the following:
Theorem 3. We consider Eq (8) or Eq (9) where the (B i ) i are known n×n generic commuting matrices. Then there are k n solutions and any solution X ∈ M n (K) commutes with the (B i ) i .
This result works for commuting Riccati Eq (3) or commuting Eq (6) and does not work for the commuting Eq (7): X 2 + BXB + C = 0 2 , where B, C are 2 × 2 generic commuting matrices.
The following theorem, proved in Section 7, gives, for n = 2, an instance of a generic quadratic matrix equation that admits 16 
i) Then the SC of Eq (10) is (16, S 16 ) . ii) Moreover, the equation
admits the sole solution X = 0 2 with multiplicity 16.
In Section 8, again when n = 2, we present the different forms of the set of solutions of a non-generic Riccati equation.
The nonsymmetric unilateral algebraic equation
We begin with the Riccati equation. In particular,we will see that the complete Eq (3) is not solvable for n ≥ 3. Note that the form of Eq (3) is invariant by translation of the unknown. Let X = Y + U where U is a constant matrix to be chosen. We obtain Y AY +(U A+B 1 )Y +Y (AU +B 2 )+U AU +B 1 U +U B 2 +C = 0 2 . Since A is generic, it is invertible and we put U = −A −1 B 2 . Thus the study of Eq (3) is reduced to the study of the following : let A, B, C be n × n generic matrices. We consider the equation in the unknown X ∈ M n (K) (12) XAX + BX + C = 0 n .
Since A is invertible, Eq (12) is equivalent to
Finally the study of Eq (3) is reduced to the study of the unilateral Eq (4) in the unknown X = [x i,j ] ∈ M n (K), where B, C are n × n generic matrices.
The unilateral equation.
More generally, we go to study the general unilateral equation ; we need the following result
k is not a pole of one of the (a i ), then we can associate the specialization P t ∈ Q[X]. Then the galois group of P t over Q is a subgroup of the Galois group of P over Q(T ).
] be a p × p matrix where the (π i,j ) i,j are commuting indeterminates and K = Q((π i,j ) i,j ). Then χ Π is irreducible over K and its Galois group over K is S p .
Proof. Let P be a polynomial of degree p with coefficients in Q that has S p as Galois group. We specialize Π into Π 0 so that Π 0 is the companion matrix of P . According to the previous theorem, S p is a subgroup of the Galois group of χ Π over K and we are done. Now we consider Eq (2) :
Note that, since A k is invertible, we may assume A k = I n . In conjunction with the eigenvalue problem of degree k, we need the following Theorem. [13, Section VIII-5] Let L be an algebraically closed field with characteristic 0 and (A i ) 0≤i≤k ∈ M n (L) be known matrices. Let X ∈ M n (L) be a solution of Eq (2) and
Then φ(X) = 0 n .
We prove Theorem 1.
Proof. Part 1. Let u be an eigenvector of X associated to the eigenvalue λ. Then (λ k A k + · · · + λA 1 + A 0 )u = 0 and, consequently, φ(λ) = 0. Note that, since
, φ is a polynomial of degree nk in λ. We consider the following specialization φ 0 of φ in Q A k = I n ; for every 2 ≤ i ≤ k − 1, A i = 0 n ; A 1 = [a 1i,j ], where a 1i,j = 0 except
, where a 0i,j = 0 except a 0i+1,i = 1, a 01,n = (−1) n .
We obtain φ 0 (λ) = det(λ
According to [17] , the Galois group of φ 0 over Q is S nk ; according to the specialization theorem, φ is irreducible over K and its Galois group over K is S kn . Let (λ i ) i≤nk denote the (simple) roots of φ ; the n eigenvalues of X are to be chosen amongst the (λ i ) i . Part 2. We show that, if φ(
where τ (U ) denotes the (n − 1) × (n − 1) submatrix of a n × n matrix U created from the rows 2, · · · , n and the columns 1, · · · , n − 1. Consequently, the resultant result(φ(x), ψ(x)) is zero, that is a polynomial relation, with coefficients in K, linking independant indeterminates. We obtain a contradiction if there is a specialization φ 0 of φ in Q such that result(φ 0 (x), ψ 0 (x)) = 0. Again, we consider the specialization above ; then φ 0 (x) = x nk − x − 1 and ψ 0 (x) = 1 and, clearly, their resultant is not 0. Thus, to each eventual eigenvalue λ i is associated a unique eigenvector u i . Part 3. We exhibit kn n solutions of Eq (2) and we show that there are no other solutions. We choose
Note that X J does not depend on the order chosen for the elements of J. One has (A k X k + · · · + A 0 )P = 0, that implies that X J is a solution. It remains to prove that the eigenvalues of X are simple. According to the previous theorem, if X is a solution of Eq (2), then φ(X) = 0. Therefore, the eigenvalues of X are simple and X is diagonalizable.
Part 4. Assume that the solutions (X J ) J of Eq (2) are in M n (L) where L ⊃ K ; we show, for instance, that λ 1 ∈ L. Let X 1 , X 2 be the solutions associated to {1 < · · · < n} and {2 < · · · < n + 1}. One has det(xI
Finally ii) is an easy consequence of the previous four parts.
Proof. It is a consequence of Theorem 1 i).
2.2.
The particular case of the Riccati equation. Another consequence is that the generic algebraic Riccati equation, in dimension n, admits 2n n solutions and its resolution is equivalent to solve a polynomial of degree 2n and of Galois group S 2n . In fact, there is a theoretical solution of the non-generic Riccati equation. We give an outline of it, because we will use it in Section 3. Following the idea of W. Roth, J. Bell, J. Potter and B. Anderson (cf. [22, 19] ), we associate to the non-generic Eq (3) the 2n × 2n pseudo-hamiltonian matrix
If X is a solution of Eq (3), then the graph of X is M -invariant (cf. [14] ). This essential property works because the LHS of Eq (3) is a linear function of the coefficients. According to [7] , there is a one-to-one correspondence between the set of solutions of Eq (3) and the set of n-dimensional M -invariant subspaces E that satisfy the condition
Such a subspace E is spanned by n vectors (13) if and only if U is invertible. Finally, the solution associated to E is V U −1 , that does not depend on the choice of the basis f 1 , · · · , f n . Note that if we know the eigenvalues of M , then we can calculate its Jordan form and consequently, we can solve Eq (3). We deduce that, when the non-generic Eq (3) has a finite number ν of solutions, then ν ≤ 2n n . Remark 1. i) If M is non-derogatory, then M admits a finite number of invariant subspaces and the associated Eq (3) has a finite number (eventually 0) of solutions (cf. [11, ch. 17.8]) . ii) In [12] , the authors study the non-generic equation
(where A is not necessarily ivertible) and, using a method adapted from the analysis of the Riccati equation, they construct solvents of Eq (14) . In the generic case, Eq (14) is equivalent to X 2 + B ′ X + C ′ = 0, that is Eq (4). The conclusion is very different if we consider the following non-unilateral equation:
Its LHS linearly depends on the coefficients ; yet, in the generic case, the previous equation is equivalent to
, that is Eq (6), equation whose LHS is not a linear function of the coefficients (cf. Section 4).
Two specializations
• Putting A = I n , B 1 = B 2 = B, we specialize Eq (3) into
where B, C are n × n generic matrices. Proposition 1. Eq (15) admits 2 n distinct solutions in the unknown X ∈ M n (K). If n ≤ 4, then Eq (15) is solvable.
Proof. Eq (15) is equivalent to (X + B) 2 = B 2 − C. Since C is generic, B 2 − C is generic and diagonalizable with non-zero distinct eigenvalues (λ i ) i . There is an invertible matrix P such that
,then we can explicitly calculate the (λ i ) i and Eq (15) is solvable.
• The equation (16) (XU + V )(RX + S) = 0 n , where U, V, R, S are n × n generic matrices, is a specialization of Eq (3) with the condition CB 2 −1 A = B 1 . This equation is studied in [21] . Put Y = RX + S. Since R, U are generic matrices, they are invertible and
where T is a generic matrix. Note that Eq (17) plays an important role when solving Eq (3) (cf. [18] ). Clearly there are exactly 2 n solutions that commute with T . Yet, we go to see that there are many other solutions. Notation i) Let d be the Hilbert dimension of the polynomial ideal generated by Eq (16) or by the associated Eq (17) ; let S be the union of irreducible components of dimension d of the set of solutions of Eq (16) (17) . ii) Let G(r, n) be the set of r-dimensional subspaces of K n (Grassmannian) ; it is a homogeneous space of dimension δ r = r(n − r).
and S consists of Proof. i) It is sufficient to consider Eq (17). Since T is generic, we may assume
Let (e i ) i≤2n be the canonical basis. Since T is generic, M is diagonalizable and ker(M ) = [e 1 , · · · , e n ] is the eigenspace associated to the zero eigenvalue. An eigenvector associated to the eigenvalue λ i is
To construct a M -invariant n-vector space, we choose r ≤ n and n − r vectors v i1 , · · · , v in−r that generate a subspace F n−r . Any subspace G r of [e 1 , · · · , e n ] of dimension r does not intersect F n−r and F n−r ⊕ G r is convenient. For the sake of simplicity, we take the vectors v 1 , · · · , v n−r . According to Section 2, the associated solutions are
where D = diag(−λ 1 , · · · , −λ n−r ) and Y is an arbitrary (n − r) × r matrix. Each choice of G r gives birth to a solution and, when F n−r is fixed, the set of solutions consists of an affine variety of dimension δ r . Now sup r (δ r ) is δ p if n is even and is δ p = δ p+1 if n is odd. Since there are n r choices for F n−r , we deduce the required results. ii) If n ≤ 4, then we can explicitly calculate the (λ i ) i .
Remark 2. The previous equation is in the form Z
2 + BZ + C = 0 n where BC = CB and B 2 − 4C admits exactly 4 square roots. According to [12, p. 499] , the solutions would be given by the usual formula for the roots of a scalar quadratic, that is, there would be exactly 4 solutions. In fact, there is an infinity of solutions and many of them do not commute with B, C.
A more general equation
In this section, we show a general result that we shall need in the sequel. We consider Eq (1); it is equivalent to a system of n 2 algebraic equations in the n
i) The matrix equation f (X) = −1 1 0 2 admits the isolated solution
and X 0 is a singular isolated solution.
ii) The equation f (X) = 0 2 admits the non-isolated solutions (1). Let O X0 be the local ring in X 0 and ((f i,j ) i,j ) X0 be the ideal generated by the
3 ) (0,0) admits the basis {1, x, y, y 2 , xy, xy 2 } and has dimension 6. For the system {y 2 − x 5 = 0, x 2 − y 5 = 0}, the multiplicity of the solution (0, 0) is 4 because it is locally equivalent to {x 2 = 0, y 2 = 0}. If we know a Gröbner basis of the ideal generated by the (f i,j ) i,j , then fortunately, we can calculate (Maple does it) the total number of solutions of Eq (1) with multiplicity. For our second system, this number is 25, that is 4 solutions in (0, 0) and the 21 solutions of the subsystem {y 21 = 1, x = y 13 }. ii) The isolated solution in Example 1, i), has multiplicity 3.
Of course, there is a link between singular solution and multiplicity of solution.
Proposition. (cf. [15, Section 3.2]) Let X 0 be a solution of Eq (1). Then X 0 is singular if and only if X 0 is an isolated multiple solution or X 0 is in an algebraic subset of solutions of positive dimension.
Let L be an algebraically closed field with characteristic 0. Let R n denote the function field of L n with coefficients in L. We will need the next result; i) corresponds to Sard's Theorem when L = C and i), ii) constitute the second Bertini's Theorem (cf. [24, Section II-6.2]).
n \ V such that, for every y ∈ U , the fiber f −1 (y) is exactly δ points (From L n \ V , one removes the ramification points of f , cf. [24, Section II-6.3]).
Definition 5. Let S be a polynomial system of n equations in n unknowns over a field K such that its coefficients are polynomial functions of τ parameters (u i ) i≤τ ∈ K τ . S is said to have generically the property P if there is a Zariski open set U ⊂ K τ such that if (u i ) i≤τ is chosen in U , then the property P is fulfilled.
We use the rule, according to which, if a polynomial function L n → L n has a non-dense image, then its degree is 0. Now we prove Theorem 2.
Proof. Let Z = im(φ)
T . The generic equation g(X) = XAX T = B is not interesting since the image of g is not Zariski-dense ; indeed, there is a solution if and only if A and B are congruent if and only if there are invertible matrices P, Q such that P AQ = B, P A T Q = B
T . Yet, random experiments seem to show that the generic so-called Riccati-like equation g(X) = XAX T + BX = C has 6 solutions when n = 2 and 36 solutions when n = 3. In the same way, the generic equation XAX T + X T BX = C seems to have 4 solutions when n = 2 and 48 solutions when n = 3.
5. Random specializations in Q and formal calculus 5.1. Gröbner and Hilbert. In this section and also in Section 7, we show the interest of the formal calculus in the study of the generic matrix equations. Moreover, the Hilbert's irreducibility theorem is usefull to construct, in a probabilistic way, a generic matrix equation. More precisely, we can consider Eq (1) as a system of n 2 algebraic equations in the unknowns (x i,j ) i,j and we seek, using the package "Groebner" of Maple, a Gröbner basis of the ideal generated by our n 2 equations (cf. [4] ) ; indeed, if one does not declare as variable the entries of the matrices (A i ) i , then they are seen by Maple as indeterminates. Assume that we obtain such a Gröbner basis -that can be done only if n is small, because the associated algorithms have a great complexity-. Then there are two cases Case 1. The Gröbner basis is in the form There is (i, j) such that p(x i,j ) = 0 where p ∈ K[x] has degree δ and for every
has degree < δ. Thus, there are δ solutions.
Definition 6. We say that a solution of Eq (1) is effective when we are in the case 1, that is, we obtain an univariate polynomial p such that the complexity of solving Eq (1) is the same than the complexity of solving the equation p = 0.
Case 2. The calculation of the solutions is not effective. Yet we know that there is a finite number ν of solutions. The knowledge of a Gröbner basis allows to calculate ν (cf. [5] ) ; curiously, Maple does not do that when the polynomial equations contain some indeterminates, but it is not difficult to write a procedure that does the job. Note that the calculation is much longer in the first case. Assume that we are in Case 1 and let G be the Galois group of p over K. Recall that the specialization in Q of the indeterminates results in a Galois group over Q which is a subgroup of the original Galois group over K. Yet, if the choice is random, then (except if we are unlucky) we obtain the total group G. To study this fact, we need the Hilbert's irreducibility theorem Theorem. [3, Section 5.9], [23, Section 3.4] . Let P ∈ Q(T )[X] = i a i (T )X i be an irreducible monic polynomial over Q(T ) and G be its Galois group over Q(t). For δ > 0, let
k ∩ Z k | t pole of some a i or the Galois group of P t is not G}.
Then the cardinality of
The previous result shows that a random specialization in Q k of the indeterminate T allows to retrieve the total Galois group of the polynomial P . If δ is not a large number, then the probability of falling on a t that is not convenient, is not negligible, as we see about the following test where the entries are randomly chosen in −2, 2 .
Remark 4. When n = 3, there exist solvable instances (B, C) of the non-generic Eq (4), such that BC − CB is not nilpotent (cf. Theorem 3 when B, C commute), as this one
Here, R = R 4 R 6 , where R 4 , R 6 are irreducible polynomials of degrees 4, 6 and R 6 is solvable.
Unfortunately, there is no result that gives explicitly an integer k(P ) such that if k random specializations P 0 in Q of P all have G as Galois group over Q, then the probability that the Galois group of P over K is G, is (for instance) approximately 0.99.
5.2.
Tests on the generic Riccati equation. Let n ∈ 2, 4 . According to Section 2, it is sufficient to consider Eq (4) ; we know its SC and, consequently, using the Gröbner basis theory, we seek an effective solution. Since B is generic, we may assume that B = diag((λ i ) i ), where the (λ i ) i are distinct ( the (λ i ) i can be calculated by radicals from the entries of B). Let C = [c i,j ]. Thus we must solve a system of n 2 algebraic equations in the n 2 unknowns (x i,j ) i,j and in the n 2 + n indeterminates (λ i ) i , (c i,j ) i,j . Let L be the field Q((λ i ) i , (c i,j ) i,j ) and t be the trace of X. Since there are a finite number of solutions in X, then the Hilbert dimension of the ideal generated by these polynomials is equal to n 2 + n, the number of indeterminates. The reason that we choose the unknown t is the following : the minimal polynomial over L of t is in the form
where R is a polynomial of degree τ /2 ; since to each value of t is associated a solution of Eq (4), the problem is reduced to solving a polynomial of degree n . The results are as follows • The calculation is effective only when n = 2. Here R has degree 3 and we deduce explicitly the values of t.
• When n = 3, too much memory is required, even with a cluster. Thus, when n = 3, 4 we must specialize the matrices B, C. Then we obtain effective solutions. As expected, for almost all tests, the Galois group of the minimal polynomial of t is S 2n .
In the sequel of the Section, we consider non-unilateral quadratic equations. There are few results concerning these equations. In particular the authors of [9] , giving a general version of noncommutative Vieta theorem, consider only the unilateral matrix equations.
5.3.
Tests on Eq (6). Now we consider Eq (6) : X 2 + BXC − D = 0 n , in the unknown X ∈ M n (K), where B, C, D are n × n generic matrices. Unlike to Eq (3), its LHS does not linearly depend on the coefficients and, consequently, we do not know any explicit form of the solutions of Eq (6) ; thus we study this equation using a specific method when n = 2 and formal calculus when n = 3. We obtain that Eq (6) has a larger SC than that of Eq (3).
Proposition 3. When n = 2, the SC of Eq (6) is (8, S 8 ). For any n > 2, Eq (6) has a finite number of solutions and is non-solvable.
Proof. According to Theorem 2, Eq (6) has a finite number of solutions. Part 1. n = 2. There are 8 solutions. The proof, due to D. Barlet, uses algebraic geometry arguments. i) The matrices B, C admit n distinct eigenvalues (λ i ) i , (µ i ) i . The tensor products
commute, are diagonalizable and admit the eigenvalues (λ i ) i , n times each, and (µ i ) i , n times each. If p ≤ n, then the endomorphism
let w p = (w p i ) i be a non-zero vector of ker(ψ p ). We need the following Lemma 2. Let B, C be generic matrices with spectra (λ i ) i , (µ i ) i and (w p ) p be the vectors previously associated to C. Then there is a basis (E i,j ) i,j of M n (K) such that for every i, j , BE i,j = λ i E i,j , E i,j C = µ j E i,j and E i,j E h,k = w j h E i,k . Proof. We may assume B = diag((λ i ) i ). For every i, j, let E i,j be the matrix such that each row is 0, except the i th row, which is w j . Clearly, these (E i,j ) i,j constitute a basis and we are done. Now n = 2, B = diag(λ 1 , λ 2 ) and, choosing the eigenvectors of B, we may
Using the previous lemma, we obtain
where (6) is equivalent to the system of 6 equations (Σ i ) i≤6 in the unknowns (z i,j ) i,j , α, β
and S be the surface im(φ).
ii) The Zariski closure of S in the projective space P 4 has degree 4. Indeed, from the equations Σ 1 , Σ 2 , Σ 5 , Σ 6 , we calculate α, β as functions of z 1,1 , z 1,2 ; then Σ 3 , Σ 4 can be rewritten as equations of two generic quadrics Q 1 , Q 2 in the coordinates (z i,j ) i,j . Since S = Q 1 ∩ Q 2 , the degree of the Zariski closure of S is the product of the degrees of Q 1 , Q 2 , that is 4.
iii) The Zariski closure of the graph Γ of φ has degree 4 in P 6 . Indeed, the generic affine 2-plane of K 4 is the trace of the generic affine 4-plane of K 6 , and the degree of Γ is the cardinality of the intersection of Γ with a generic 4-plane ; clearly Γ has dimension 2.
We consider the intersection, in K 6 , of the hyperplane H and the quadric Q defined as follows
Clearly H ∩ Q has degree 2 and dimension 4. The set of solutions of our system is Γ ∩ (H ∩ Q). The sum of dimensions of H and H ∩ Q is 6 ; according to Bézout's theorem, the number of solutions, in the generic case, is the product of the degrees, that is 8, and these solutions are simple ; this is also the number of solutions of Eq (6). Part 2. n = 2. The SC is (8, S 8 ).
We may assume that B is diagonal. With Maple, we obtain a Gröbner basis ; unfortunately it is non-effective, but one can deduce (cf. Section 5.1) that the number of solutions is 8 and, thus, we find again the result of Part 1. Let p ∈ K[x] be the monic polynomial, the roots of which, are the solutions in x 1,1 with multiplicity ; clearly degree(p) ≤ 8. A specialization of B, C, D in Q gives an effective Gröbner basis directed by p 0 (x 1,1 ) = 0, where p 0 has degree 8 and S 8 as Galois group over Q. Since p 0 is irreducible, degree(p) = 8, p 0 is a specialization of p in Q and p is irreducible over K. If G is the Galois group of p over K, then S 8 is a subgroup of G and G = S 8 . Finally, p has exactly 8 simple roots and, to each root x 1,1 , is associated exactly one solution (x i,j ) i,j of Eq (6) . That implies that the (x i,j ) (i,j) =(1,1) are in K[x 1,1 ] and solving Eq (6) is equivalent to solve p = 0. Part 3. n > 2. Eq (4) is a specialization of Eq (6). According to Theorem 1, Eq (4) has a finite number of solutions and is non-solvable ; thus Eq (6) is non-solvable.
When n = 3, almost all the specializations of B, C, D in Q give an effective Gröbner basis directed by p 0 (x 1,1 ) = 0, where the polynomial p 0 has degree 56 and, according to the software Magma, S 56 as Galois group over Q. Thus, considering the Hilbert's theorem, we conjecture the following Conjecture 1. When n = 3, the SC of Eq (6) is (56, S 56 ). Now we consider Eq (7): X 2 + BXB + C = 0 n , a specialization of Eq (6), where B, C are generic matrices.
Tests on Eq (7).
• n = 2. We may assume that B = diag(b 1 , b 2 ) and we put
We consider an algebraic system of 4 quadratic equations in 4 unknowns and 6 indeterminates. With Maple, we obtain a Gröbner basis in the form p(x 1,1 ) = 0, where degree(p) = 6 and for every (i, j) = (1, 1) , x i,j = p i,j (x 1,1 ) where degree(p i,j ) ≤ 5, that is, an effective solution of Eq (7). A specialization of B, C in Q, gives a polynomial p 0 that has S 6 as Galois group over Q. Then the Galois group of p over K is also S 6 .
• n > 2. Assume that there is n > 2 such that Eq (7) is solvable. We choose
where B ′ , C ′ are 2 × 2 generic matrices. There are 6 particular solutions of Eq (7) in the form X = diag(X ′ , 0 n−2 ) satisfying
These solutions cannot be written with radicals, that is contradictory. Thus we can conclude with the proposition Proposition 4. When n = 2, we obtain an effective solution of Eq (7) and its SC is (6, S 6 ). When n > 2, Eq (7) admits a finite number of solutions and is non-solvable.
When the coefficients commute
Now we assume that the coefficients in our equation commute.
where L is a transcendental extension of Q ; let I be the ideal over Q generated by the relations of commutativity between the n × n matrices U 0 , · · · , U k−1 :
We assume that the (B r ) r are commuting matrices and that, for every polynomial P / ∈ I over Q, P ({b r;i,j } rij ) = 0. Then the (B r ) r are said generic commuting matrices over Q.
Let B 0 , · · · , B k−1 be n × n generic commuting matrices and let K = Q({b 0;i,j }, · · · , {b k−1;i,j }). We consider the unilateral Eq (8) and Eq (9) in the unknown X ∈ M n (K). Note that, in the previous equations, the LHS is a linear function of the generic coefficients and the monomials of type BX k and X l C are not mixed. We show Theorem 3.
Proof. By transposition, solving Eq (9) is reduced to solving Eq (8). Thus we study only Eq (8) . Remark that the discriminant of χ B0 is not in I; to see that, it suffices to consider a specialization of the (B r ) r in the form B 0 = diag(u 1 , · · · , u n ) where the (u i ) are distinct and for every r ≥ 1, B r = I n . Thus B 0 is similar to a diagonal matrix diag(λ 1 , · · · , λ n ) whose distinct eigenvalues are conjugate over K and the commutant of B 0 is K[B 0 ]. Thus, for every 1 ≤ j ≤ k − 1, there exists a unique polynomial P j of degree n − 1 and with coefficients in K such that B j = P j (B 0 ). Note that the entries of B 0 and the coefficients of the {P j } 1≤j≤k−1 constitute independent (over Q) indeterminates in K. Let (e i ) i≤n be a basis consisting of eigenvectors of B 0 . Thus for every i ≤ n
and for every i, let µ i,1 , · · · , µ i,k be the roots in the unknown x of θ(x, λ i ). If the (µ i,j ) i≤n,j≤k are not distinct, then there is i ≤ n such that the discriminant
or there are p < q ≤ n such that the resultant
Note that φ, ψ are polynomials with coefficients in Q. We consider the symmetrizations of φ(P (λ i )) and ψ(P (λ p ), P (λ q )):
Π σ∈Sn φ(P (λ σ(i) )) = 0 and Π σ∈Sn ψ(P (λ σ(p) ), P (λ σ(q) )) = 0, that are polynomial relations, with coefficients in Q, linking the entries of B 0 and the coefficients of the (P j ) 1≤j≤k−1 . We obtain a contradiction if we show that φ(λ i ) and ψ(λ p , λ q ) are not identically zero. We specialize the (B i ) i into the (B ′ i ) i ∈ M n (Q) k , putting, for every r ≤ n, λ r = r and, for every 0 ≤ s ≤ k − 1, P s (x) = x s+1 mod χ B0 (x). Then a calculation shows that the associated (µ ′ i,j ) i≤n,j≤k are distinct. Note that every k-tuple of commuting matrices in a neighborhood of (B
k satisfies the previous property.
We return to the case where the (B i ) i are generic commuting matrices. There are distinct µ i,1 , · · · , µ i,k such that (X − µ i,1 I n ) · · · (X − µ i,k I n )e i = 0. Thus there is j i ≤ k such that µ i,ji ∈ σ(X). Since the (µ i,j ) i≤n,j≤k are distinct, X has the following simple eigenvalues : (µ i,ji ) i≤n . We deduce that, for every i, Xe i = µ i,ji e i and X commute with the (B i ). It remains to solve n univariate polynomials of degree k.
Remark 5. An essential argument in the previous proof is that the (µ i,j ) i≤n,j≤k are distinct. Thus we may replace, in Eq (8), the polynomial X k + X k−1 B k−1 + · · · + XB 1 + B 0 with a sparse polynomial. Yet, necessarily, B 0 must appear (cf. Eq (17) in Section 2) ; else x = 0 is a common root of the polynomials (θ(x, λ i )) i .
Corollary 2.
Consider the Riccati Eq (3) where the coefficients A, B 1 , B 2 , C are generic commuting n × n matrices. Then there are 2 n solutions, in X ∈ M n (K), and any solution commutes with the coefficients.
Proof. As in the proof of Theorem 3, we show that A is invertible. Using Section 3, a solution X of Eq (3) can be write
where Z is a solution of the equation
Note that D, E are generic commuting matrices. According to Theorem 3, Z is a polynomial in E. Moreover A, A −1 , B 1 , B 2 are polynomials in C. Then Z is a polynomial in C and X too.
Using Maple, we can prove, when n ≤ 3, that any solution of the commuting Eq (6) commute with B 1 , B 2 , C. Moreover, consider, for n = 3, the equation of degree 4
where the 3 × 3 matrices (A i ) i , B are generic commuting matrices. Using Maple, we specialize Eq (18) and we obtain almost always that the solutions in X ∈ M 3 (K) commute with (A i ) i , B. Other numerical experiments do seem to indicate that the following surprising result is true Conjecture 2. Let g be a non-zero polynomial over
and for every i ≤ k ii) u i appears exactly one time in the expression g(u 1 , · · · , u k+1 ).
iii) The degree of g with respect to u i is 1.
We consider the equation
where A 1 , · · · , A k , B are n × n generic commuting matrices. Then any solution of Eq (19) commutes with the (A i ) i and B.
The following shows that Conjecture 2 does not work if condition ii) or iii) is not fulfilled.
Proposition 5. We consider the commuting Eq (7): X 2 + BXB + C = 0 2 , where B, C are 2 × 2 generic commuting matrices. Let L = K(σ(B), σ(C)). There are four trivial isolated solutions that commute with B, C. Moreover there are infinity many solutions X ∈ M 2 (L(u)) that depend on a parameter u ; these solutions do not commute with B, C.
Proof. We may assume that B, C are diagonal matrices. Using Maple, we construct a Gröbner basis of the ideal generated by the associated 4 algebraic equations in 4 unknowns and 4 indeterminates. Since the Hilbert dimension of the ideal is 5, the non-trivial solutions depend on 5 − 4 = 1 parameter.
Remark 6. More generally, the previous equation admits, in M n (K), non-trivial solutions that depend on n − 1 parameters.
Quadratic equation in matrices
The general quadratic matrix equation, in the unknown X = [x i,j ] ∈ M n (K), has the form (cf. [26] )
Assume n = 2. Eq (20) is equivalent to 4 algebraic equations of degree 2 in the 4 unknowns (x i,j ) i,j . Using a supplementary unknown T , we homogenize the previous equations and we seek the intersections of 4 quadric hypersurfaces (H i ) i in the projective space P 4 (K). Let ν be the number of solutions of Eq (20) in P 4 (K), counted with multiplicity, and by considering points at infinity. According to Bézout's Theorem, i) either ν is finite and ν = 2 4 = 16. Moreover, if we know 16 isolated solutions, then, necessarily ν is finite and there are no other solutions. ii) or ν is infinite and there is an algebraic subset of solutions of positive dimension.
Note that the solutions such that T = 0 satisfy the homogeneous equation
Thus Eq (20) admits no solutions at infinity when Eq (21) admits the unique solution X = 0 2 .
Example 3. i) The set of solutions of the Riccati Eq (3) consists of 6 isolated solutions in K 4 and, at infinity, the set {X = 0 | XAX = 0 2 } = {X = 0 | (XA) 2 = 0 2 } ; the previous set is a blunted cone of dimension 2, that is a curve in the hyperplane T = 0 of P 4 (K). ii) Consider the quadratic equation AXB 1 X + XB 2 X + DX + F = 0 2 where A, B 1 , B 2 , D, F are 2 × 2 generic matrices. Numerical experiments seem to indicate that this equation admits 8 distinct solutions in K 4 . At infinity, we study the equation ψ(X) = AXB 1 X + XB 2 X = 0 2 . We obtain almost always 4 distinct
Thus rank( ∂ψ ∂X (X 0 )) < 4 and X 0 is a multiple solution ; in order to obtain 16 solutions in P 4 (K), its multiplicity would be 2.
We prove Theorem 4 in which we give an instance of a generic quadratic matrix equation that admits 16 isolated solutions in K 4 .
Proof. i) Let φ : X → AXB 1 X + XB 2 X + X 2 C + DX. According to Theorem 2, Eq (10) has δ = degree(φ) solutions in M 2 (K). According to Bézout's theorem, δ ≤ 16 and moreover, for every specialization of F , if the number ν of solutions of Eq (10) is finite, then ν ≤ δ (cf. [24, Section 6.3 
]).
We randomly choose a specialization of Eq (10) over Q and we study it with Maple. In general such an equation (just get one) admits a Gröbner basis in the form p 0 (x 1,1 ) = 0 where p 0 ∈ Q[x] has degree 16 and S 16 as Galois group over Q and for every (r, s) = (1, 1), x r,s = p r,s (x 1,1 ) where p r,s ∈ Q[x] has degree 15.
Thus ν = 16 and we deduce that δ = 16. Let p ∈ K[x] be the monic polynomial, the roots of which, are the solutions in x 1,1 with multiplicity. Since p 0 is irreducible, p 0 is a specialization of p in Q, degree(p) = 16 and p is irreducible over K. If G is the Galois group of p over K, then S 16 is a subgroup of G and G = S 16 . Finally, p has exactly 16 simple roots and, to each rootx 1,1 , is associated exactly one solution (x i,j ) i,j of Eq (10) . That implies that the (x i,j ) (i,j) =(1,1) are in K[x 1,1 ] and solving Eq (10) is equivalent to solve p = 0. ii) Finally Eq (10) has no solutions at infinity, that is, the homogeneous equation Eq (11): AXB 1 X + XB 2 X + X 2 C = 0 2 has the unique solution X = 0 2 and consequently, this solution has multiplicity 16.
Assume n = 3. We look for a generic quadratic equation that is maximal in the sense that it has 2 9 = 512 isolated solutions in M 3 (K). Unfortunately Eq (10) is not convenient. The set of non-zero solutions of Eq (11) is a cone in K 9 \ {0}.
Therefore we consider solutions in P 8 (K). When we specialize Eq (11), the Hilbert dimension of the associated ideal is almost always 1, that is, there is at least one curve of solutions in P 8 (K). To obtain a maximal equation, we proceed as follows : first, we seek a homogeneous equation ψ(X) = 0 3 that has no non-zero solutions ; then, we consider the equation ψ(X) + DX + F = 0 3 where D, F are 3 × 3 generic matrices. According to Theorem 2, the previous equation has only isolated simple solutions ; thus it has 512 distinct solutions in M 3 (K). According to numerical experiments, we conjecture the following
has no non-zero solutions, or equivalently, the solution X = 0 3 has multiplicity 512. Moreover the SC of the equation ψ(X) + DX + F = 0 3 is (512, S 512 ).
Instances of Riccati equations
In this section, we adopt another point of view. Let n = 2 and ν denote the number of solutions, with multiplicity and not at infinity, of Eq (3). Here the matrices A, B 1 , B 2 , C are numeric and fixed in M 2 (C) ; the only condition that is required on these matrices is A = 0 2 . We look at the different forms of the set of solutions of a non-generic Riccati equation. The results that follow are known by V.V. Palin but, in the literature, they are partially treated, as in [27] ; as a supplementary result, we show that, when there is an infinity of solutions, the algebraic sets of solutions have dimension 1 or 2.
• We know that if ν is finite, then ν ≤ 6. For every r ≤ 6, we give an instance of Eq (3) such that ν = r. Another supplementary result is that, often, these instances, in the form φ(X) = Y , are such that Y is a ramification point of φ. Recall that, if M is non-derogatory, then ν is finite. • Assume that ν is infinite. As we shall see, the Hilbert dimension d of the ideal generated by the solutions is 1 or 2.
Remark 8. In Section 3, we saw that, if A is invertible, then Eq (3) can be rewritten in the form of Eq (4) : X 2 + BX + C = 0 2 . One has det(M − λI 2 ) = det(λ 2 I 2 − λB + C). Assume that B, C commute ; then we may assume that B, C are upper-triangular and there are orderings (µ 1 , µ 2 ) and (ν 1 , ν 2 ) of σ(B) and σ(C) such that the eigenvalues of M are the roots of the polynomial (λ 2 − µ 1 λ + ν 1 )(λ 2 − µ 2 λ + ν 2 ). Since ν is infinite, the previous polynomial has a double root. planes. The previous instance shows that the set of solutions at infinity is always a curve in P 4 , that implies that the maximal Hilbert dimension of the ideal generated by the solutions, not at infinity, is 2. We deduce the following Proposition 6. We consider Riccati Eq (3) where n = 2 and A ∈ M 2 (C) \ {0 2 }, B 1 , B 2 , C ∈ M 2 (C) are given fixed numeric matrices. There exist instances of the previous matrices such that the set of solutions, not at infinity, of the associated Eq (3) is one of the following i) 0, 1, · · · or 6 elements.
ii) An algebraic set of dimension 1.
iii) An algebraic set of dimension 2.
Conversely, each instance of Eq (3) has a set of solutions that has one of the previous three forms.
