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Transcription is a key information process in the cell and transcriptional regula-
tion is largely controlled by DNA binding proteins called transcription factors.
Understanding transcription factor binding is integral to understanding the most
important biological events, such as gene expression and the function of gene
regulatory networks.
Currently transcription factor binding sites are determined by chromatin immuno-
precipitation followed by sequencing, but this method has several limitations. To
overcome these caveats, DNase I hypersensitive sites sequencing is increasingly
being used for mapping gene regulatory sites. Computational tools are needed
to accurately determine transcription factor binding sites from this new type of
data.
In this work a novel method, BinDNase, is developed for detecting transcription
factor binding sites using DNase I hypersensitivity data. The method is applied
to 57 different transcription factors in cell type K562. We demonstrate that the
prediction performance of BinDNase exceeds the performance of other existing
methods.
Our results indicate that DNase I hypersensitivity data should be used in multiple
resolutions instead of the highest possible resolution. We also show that the
binding predictions should be made separately for each transcription factor and
that the sequencing depth of currently available data sets is sufficient for binding
predictions for most transcription factors. Finally, we show that models built with
BinDNase generalize between different cell types making the method a powerful
tool in transcription factor binding predictions using DNase I hypersensitivity
data.
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Transkriptio on solujen välttämätön informaatioprosessi ja transkriptiota säädel-
lään pääasiassa DNA:han sitoutuvilla proteiineilla, joita kutsutaan transkriptiote-
kijöiksi. Transkription ymmärtäminen on elintärkeää ymmärtääksemme tärkeim-
piä biologisia toimintoja, kuten geeniekspressiota ja geenien säätelyverkostojen
toimintaa.
Nykyään transkriptiotekijöiden sitoutumiskohdat määritetään sekvensoimalla ge-
neettinen materiaali kromatiinin vasta-ainesaostuskokeesta, mutta tällä menetel-
mällä on useita heikkouksia. Näiden ongelmien vuoksi DNaasi I hypersensitiivis-
ten alueiden sekvensointia käytetään enenemässä määrin geenien säätelyalueita
etsittäessä. Laskennallisia menetelmiä tarvitaan määrittäämään transkriptioteki-
jöiden sitoutumiskohdat tarkasti käyttäen tätä uudenlaista dataa.
Tässä työssä kehitettiin uusi menetelmä, BinDNase, transkriptiotekijöiden sitou-
tumisennusteiden tekoon käyttäen DNase I hypersensitiivisyysdataa. Menetelmää
käytettiin ennustusten laatimiseen 57 eri transkriptiotekijälle solutyypissä K562
ja BinDNase:n ennusteet ovat tarkempia kuin muiden olemassa olevien menetel-
mien.
BinDNase:lla saadut tulokset viittaavat siihen, että DNase I dataa pitäisi käyttää
usealla eri resoluutiolla tarkimman mahdollisen resoluution sijaan. Tässä työs-
sä osoitetaan, että ennusteet pitäisi tehdä erikseen kaikille transkriptiotekijöille
ja että sekvensointisyvyys jo olemassa olevissa aineistoissa on riittävä ennustus-
ten tekoon useimmilla transkriptiotekijöillä. Näytämme vielä, että BinDNase:lla
rakennetut mallit yleistyvät toisille solutyypeille. Tämä tekee menetelmästä te-
hokkaan työkalun transkriptiotekijöiden sitoutumisennusteiden tekoon käyttäen
DNase I hypersensitiivisyysdataa.
Asiasanat: transkriptiotekijä, sitoutuminen, sitoutumisennusteet,
DNase-seq, DNase I hypersensitiivisyys
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Chapter 1
Introduction
Life consists of self-replicating machines made out of chemical substances.
A typical living machine is the cell, the basic building block of all animals,
plants and fungi. All living creatures require an information processing sys-
tem for replicating. The information processing system is often incorporated
to facilitate the replicating process with functions such as metabolism, move-
ment and adaptation to different environmental conditions.
The central information processing system in modern life is presented in
Figure 1.1. The figure describes the information flow from DNA to protein
through RNA intermediate. The key steps in this central dogma of biology
are transcription from DNA to RNA and translation from RNA to proteins.
These steps are highly sophisticated and numerous modification and regula-
tion measures can be used to alter these processes. This work studies one of
the main mechanisms affecting transcription.
Transcriptional regulation is largely controlled by transcription factors
(TFs) that bind short (10-20 bp) DNA sequence motifs in gene promoters,
enhancers and other regulatory sites. Many TFs bind DNA in a sequence
specific manner and understanding TF binding is integral to understanding
gene regulatory networks. Moreover, changes in the genomic DNA at TF-
DNA interaction sites can affect TF binding and can contribute to phenotypic
differences, including gene expression [13], but can also contribute to various
diseases [21, 34]. Determining the locations of TF-binding sites is therefore
of high importance.
The current state-of-the-art method for genome-wide profiling of TF-
binding is chromatin immunoprecipitation followed by sequencing (ChIP-
seq). However, ChIP-seq has some short falls, such as it is possible to map
the positions of only one TF per experiment. The ChIP-seq protocol is dis-
cussed in more detail in Section 2.3.
Another protocol called DNase I hypersensitivity experiment followed by
1
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Figure 1.1: The central dogma of modern biology describes the information flow
from DNA to RNA and from RNA to proteins. This process can be regulated in
all stages. (The figure is taken from website in [1])
sequencing (DNase-seq) detects a signal at open chromatin sites genome-
wide. Consequently, DNase-seq is increasingly used to complement ChIP-seq
experiments because a single DNase-seq experiment can provide valuable
information about putative TF-DNA interaction sites for all TFs. Genome-
wide maps of putative regulatory sites in selected cell types/lines detected
using DNase-seq data have already been created e.g. in the ENCODE project
[22]. DNase-seq has the potential to replace ChIP-seq in genome wide TF-
binding site profiling. DNase I hypersensitivity is discussed in Chapter 3.
Currently, the exact locations of TF-binding events are pinpointed by
finding stereotypic DNase I footprints. These footprints are short genomic
locations of low DNase I cleavage activity immediately flanked by high DNase
activity. An illustration of such regulatory site is shown in Figure 1.2 a) where
the ATF1 motif locations within ChIP-seq peaks are characterised with low
DNase activity and the flanking regions exhibit high DNase activity. It has
however been reported that for some proteins nucleotides in the middle of
TF-DNA interface are exposed to DNase I cleavage [22]. Therefore, treating
CHAPTER 1. INTRODUCTION 3
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Figure 1.2: a) The average DNase I cleavage around ATF1 binding sites resembles
the canonical definition of DNase I footprint. The average DNase-seq signal at
nucleotide resolution centered at ATF1 motif overlapping ATF1 ChIP-seq peaks is
shown. b) DNase-seq signal at nucleotide resolution around a single AFT1 binding
site located between nucleotides 96,929,096–96,929,148 in chromosome 9 in celltype
K562. Although individual footprints are noisy, the canonical shape of the footprint
is still visible in the data.
all the nucleotides as protected in the TF-DNA interface might not be an
adequate way to model the binding.
The DNase I footprints have been shown to differ between TFs and they
are speculated to contain nucleotide resolution information. However, most of
the methods developed for identifying footprints use the canonical definition
of DNase footprints of low DNase activity flanked by high activity [18, 22, 24],
although some methods include nucleotide resolution information [25].
On the other hand, a recent paper shows that the nucleotide resolution
DNase I cleavage pattern is partly caused by the intrinsic sequence bias of
the DNase molecule [7] suggesting that the nucleotide resolution DNase-seq
signal at the TF-DNA interaction site do not necessarily provide predictive
power to distinguish real binding sites. The sequence bias of the DNase I
experiment is discussed in Section 3.2. Moreover, the DNase I footprint signal
at individual genomic locations is noisy as illustrated in Figure 1.2 b) which
shows the DNase signal in one genomic location. Consequently, carefully
designed computational methods are needed for DNase-seq data processing.
Having the aforementioned advantages and disadvantages of DNase-seq
data in mind, here we study the use of high resolution DNase I hypersen-
sitivity data for predicting TF binding sites. We develop a method which,
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for each TF, automatically extracts features from the DNase-seq data which
maximally discriminates bound and unound genomic locations. The method
will be compared with previously published methods designed for this task
and many characteristic features of the DNase I hypersensitivity data, such
as the required sequencing depth and the best resolution to be used in the
modeling, are investigated. The results obtained with the developed method,
BinDNase, shed light on many questions considering the use of DNase I hy-
persensitivity data in TF-binding modeling. The results are discussed in
detail in Chapter 6.
A full length article describing the method and key findings presented in
this work was submitted to the ECCB 2014 conference.
Chapter 2
Sequence specific transcription fac-
tors
2.1 The role of transcription factors in the cell
Transcription factors (TFs) are DNA binding proteins that control transcrip-
tion. Sometimes they are called sequence specific transcription factors for the
fact that they bind DNA in a sequence specific way. There is a great variety
of TF function and structure as 2600 human proteins contain DNA binding
domains [4]. All of these DNA binding domain containing proteins are not
necessarily transcription factors and an article from 2009 reports 1391 high
confidence TFs [29]. The true number of TFs is most likely between these
two numbers.
Transcription factors have a significant role in key biological functions
such as development, cellular processes and stimulatory response [29]. The
wide range of cell type specific transcription factors are essential for cell
differentiation and proliferation. TFs act by binding a regulatory region in
the genome which leads to either promoting or repressing the transcriptional
activity of their target gene(s). This is illustrated in Figure 2.1. Some of the
main mechanisms which TFs use for transcriptional regulation include:
• Attract or repel the transcriptional machinery
• Regulation of chromatin state
• Prevent other TFs from binding
• Attract other TFs to bind
5
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Figure 2.1: Transcription factors regulate gene expression by binding to regulatory
sites. The picture is adopted from the website in [2].
The sequence specificity of each TF is determined by its 3D-structure
and the DNA-binding domain of the TF. The DNA-binding domain is used
to distinguish a specific sequence in the DNA. Typically these bound signal
sequences are found in the major groove of the DNA, where the nucleotides
are exposed for TF recognition [23]. Because TF binding is a form of struc-
tural recognition, the TFs are most commonly classified according to their
structure. One such classification of TFs identifies nine different structural
super classes [33]. The names of these classes and the proportional sizes of
each class can be seen in Figure 2.2. All the superclasses exhibit distinguish-
able structural similarity in the way they bind to the DNA. Each class can
further be divided into smaller groups. In many cases structural similarity
in TFs indicates similar DNA sequence specificity. The TF structure might
also be a factor in choosing the best way to model the TF-DNA interaction.
Variation in transcription factor binding can lead to phenotypic differ-
ences [13]. The variation is caused by mutations that directly disrupt the
sequence that the TF would bind [13, 16]. Other mechanisms for differen-
tial TF binding, such as the variation in chromatin state modulation, are
likely to exist as well, but this question is not yet researched in detail. The
phenotypical changes are highly expected as transcription is one of the key
biological processes. Some mutations affecting TF binding has also been
linked to various diseases [16, 21, 34]. Due to the important role of TFs in
the cell, it is highly important to be able to predict the binding sites for
each TF. Mapping TF binding sites accurately leads to better understanding
of basic biology and has the potential to benefit human health by revealing
disease related differences in TF binding.
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Figure 2.2: The TF super classes and their proportional sizes [29].
2.2 Transcription factor binding modelling
The sequence specifity of transcription factors can be modelled in numerous
ways. A publication from 2013 evaluates 26 different methods for making
TF binding predictions [31]. The models can be divided in different groups
based on their main characteristics. Three of such model groups are position
specific matrix models, k-mer models (for example [3, 11]) and dinucleotide
models.
All the different models require experimental information of the binding
specificity of the protein of interest. This information can be learned using
different experimental protocols such as protein binding microarrays (PBM)
[5], chromatin immunoprecipitation followed by sequencing (ChIP-seq) [20] or
systematic evolution of ligands by exponential enrichment (SELEX) [9, 10].
It is under speculation which model works the best for each application and
what kind of experiments are required to build the models [11, 31]
The most common way to model the sequence specificity is the posi-
tion specific frequency matrix (PSFM). The frequency matrix lists the prob-
ability of each nucleotide in each position in the binding site. Each po-
sition is considered independent from other positions. This independency
assumption is known to be false because there are reported dependencies be-
tween nucleotides at least for some TFs [10]. Dinucleotide models and k-mer
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models try to take these dependencies into account but nevertheless these
model classes do not show better prediction performance in all cases. This
leaves PSFM modeling the state-of-the-art method for basic computational
TF binding prediction model.
The binding modeling that utilizes PSFMs is called scanning (also motif
scanning, PSFM scanning etc.). The matrix model of lenght l is laid on top
a sequence of interest and the matrix is used to calculate the binding score.
The binding score reflects the presumed affinity of a TF to a sequence. The
mathematical details for the calculating binding scores will be explained in
Section 5.1. If the sequence of interest is longer than l, the matrix model is
slid to the next position and the binding strength is evaluated again. Typi-
cally, motif scanning for larger genomic regions yields extensive numbers of
false positive binding sites because any sequence can be found in larger re-
gions purely by chance. Additionally, only certain binding sites are accessible
for TFs due to chromatin constraints. For these reasons the binding model-
ing has to use additional data to narrow down the possible binding sites to
produce meaningful knowledge about TF binding. Chapter 3 will shed light
on how DNase I hypersensitivity is used as additional information in binding
modeling.
2.3 ChIP-seq
The current state-of-the-art method for mapping transcription factor binding
sites in a whole genome scale is chromatin immunoprecipitation followed
by sequencing (ChIP-seq). The method can map TF binding sites genome
wide in a single experiment. It has been used in hundreds/thousands of
publications and it is the main TF binding mapping method in the ENCODE
consortium [28].
The workflow of ChIP-seq is presented in Figure 2.3. The experiment
begins by crosslinking all DNA-bound proteins to the DNA with formalde-
hyde. In the next step, the DNA is isolated from the samples and the DNA
is sonicated to produce DNA fragments. Some of these fragments are bound
by DNA binding proteins. DNA-protein complexes of interest are immuno-
precipitated using a specific antibody. The precipitated complexes are then
purified, the DNA-protein crosslinks are reversed and the remaining DNA
sequences are sequenced using a high-throughput sequencer.
The standard in high-throughput ChIP-seq experiments is to produce at
least 10 million uniquely mapping sequencing reads [14]. The reads have to be
processed in a computational workflow to obtain the TF binding sites. Typ-
ically the resulting binding regions from ChIP-seq experiments span several
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Figure 2.3: ChIP-seq workflow [20]
hundred nucleotides and therefore cannot pinpoint the exact location of the
TF-DNA interaction. Computational approaches such as PSFM-modeling
can be used to scan the ChIP-seq regions to accurately determine the bind-
ing site, although this method does not always yield useful results.
The ChIP-seq experiments would be time consuming and expensive if
we wanted to know the binding locations of many or all transcription fac-
tors binding to the human genome. Furthermore, the experiment requires
expensive antibodies and some TFs could lack such ChIP-grade antibody
completely. Additionally, several antibodies may exist for a single TF and
the quality of the antibodies vary heavily. The low resolution of ChIP-seq is
also a serious issue if we would like to build an accurate map of TF binding
events.
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The main shortfalls of ChIP-seq are:
• Mapping only one factor per experiment
• Low resolution
• Requirement of a ChIP-grade antibody
To overcome these caveats, other methods are being developed to either
complement or replace ChIP-seq in mapping TF binding locations. One
of such contemporary protocols is DNase-seq, which addresses all of these
shortfalls and for this reason the method is studied in this work. DNase-seq
is a method for detecting DNase I hypersensitivity on a whole genome scale.
The protocol and some of its characteristics are discussed in the following
Chapter 3.
Chapter 3
DNase I hypersensitivity
3.1 DNase I activity indicates open chromatin
Deoxyribonuclease I (DNase I) is a protein that has the ability to cut DNA.
Its main role in the cell is speculated to be waste management and DNA dis-
posal during apoptosis [26], but the molecule is increasingly used in biotech-
nical and research applications. A widely used application is detecting DNase
I hypersensitive sites which are often considered as regulatory regions.
DNase I hypersensitive sites sequencing (DNase-Seq) is an experimental
protocol for determining which genomic regions are available for DNase I
digestion. In the experiment a suitable concentration of the DNase I molecule
is added to the samples which leads to releasing DNA fragments of different
lengths. The DNA fragments are size-selected by taking the short sequences
(<500 bp long in [22]) or by practising more rigorous size selection by dividing
the short sequences further in different categories (50-100 bp, 100-200 bp and
200-300 bp long in [7]). The size-selected fragments are then subjected to
high-throughput sequencing and the sequenced reads can be analyzed with
computational methods.
The rationale for the experiment is that the active regulatory sites are
located in open chromatin regions. On the other hand the inactive form
of DNA, heterochromatin, is tightly wrapped around histones and is there-
fore protected from DNase I cleavage. The DNase molecule cannot reach a
suitable position for cutting the DNA if the site is occupied by histones or
other DNA-binding molecules. For this reason the DNase I experiment gives
information about openness of the chromatin.
It is also observed that the exact locations where transcription factors
bind are protected from DNase I. This has lead to the identification of DNase
I footprints as the pinpointed transcription factor binding sites. The foot-
11
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Figure 3.1: In this simplified view of TF-DNA interaction the protein is tightly
bound to the DNA and protects the underlying sequence from DNase I digestion.
The binding event would produce a traditional TF footprint in the DNase I cleavage
signal.
print is a relatively short genomic site (8-30 bp) which is characterized with
low DNase activity but which is immediately flanked by high DNase activity.
In this work, this basic definition of DNase I footprint is referred to as the
canonical or traditional definition of a footprint. Most of the existing meth-
ods identifying TF binding sites using DNase-seq data rely on this definition
[7, 18, 19, 22, 24]. A simplified model of TF-DNA interaction that results in
the canonical TF footprint is shown in Figure 3.1.
In a more realistic view, the underlying DNA is not completely protected
from the DNase cleavage and finer details of TF-DNA interactions can readily
be seen in deeply sequenced DNase I libraries. An article from 2012 [22]
reports one nucleotide resolution patterns at regulatory sites that could be
resulting from the binding of specific TFs to these sites. This is illustrated
in Figure 3.2. The binding of protein USF1 to DNA results in a traditional
footprint pattern in which there are two distinct DNase cleavage peaks right
in the middle of the binding event. According to the authors, these two
peaks are caused by nucleotides in the TF-DNA interface that are exposed
to DNase digestion. Many similar patterns can be seen in the data ([22],
Section 4.3, Appendix B).
DNase-seq can be applied to finding regulatory sites and even specific TF
binding sites by using computational methods. One way to assign a specific
TF to a regulatory site found by DNase-seq experiment is to scan the regions
with known binding motifs. There are also methods that predict TF binding
by looking directly at the DNase I activity within the potential binding sites
[18, 24, 25]. By further developing the biological protocol and computational
tools DNase-seq has the potential to replace ChIP-seq as the state of the art
method for mapping TF-DNA interactions. The main advantages of DNase-
seq over ChIP-seq are:
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Figure 3.2: The average DNase I cleavage at the binding sites of USF1. The average
DNase I cleavage at USF1 binding sites resemble the canonical definition of the TF
footprint, but there are two high peaks in the middle of the footprint. These peaks
do not fit to the traditional footprint definition. The USF1-DNA X-ray structure
is also shown in the figure. The two peaks right in the middle of TF-DNA interface
might be result of exposed nucleotides as seen in the structural figure. [22]
• Potential to map the binding sites of all TFs
• Single nucleotide resolution
• No need for high quality antibodies
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3.2 DNase I sequence bias
A study from 2014 reports that the highly stereotypic cleavage patterns might
be resulting from the intrinsic sequence bias of the DNase I molecule instead
of DNA-protein interactions [7]. DNase I prefers to cut the DNA within some
specific sequence context and avoids cutting within others. The study was
conducted by evaluating the average DNase I cleavage in cellular samples and
naked DNA around different TF binding motifs. In several cases, the cleavage
patterns were highly similar despite the fact that there were no proteins
present in the naked DNA sample. This clearly indicates that the intricate
high resolution patterns are not informative about TF-DNA interactions in
all cases and high attention should be paid when the high resolution signal
can be used to discriminate real TF binding.
Figure 3.3 shows the average DNase I patterns at P53 and CTCF binding
sites. For P53 the clearly distinct one nucleotide resolution pattern with two
peaks at specified locations is actually produced by the sequence bias as the
patterns in the naked DNA sample and the cellular sample are highly similar.
However, in some cases the high resolution pattern seems to be highly
informative as it differs from the pattern in the naked DNA samples. This is
the case for protein CTCF which has a highly distinct one nucleotide peak
just outside the actual binding site in the cellular sample but the peak is
absent in the naked DNA sample. In such case the high resolution DNase
I data should provide valuable information about the TF binding and this
information should be utilized in binding predictions.
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Figure 3.3: The average DNase I cleavage is shown for P53 and CTCF in cellular
and naked DNA samples. Different colours indicate the DNase signal on each DNA
strand (red=plus strand, blue=minus strand). The DNase I cleavage pattern at
P53 binding sites in celltype K562 resembles closely to the pattern observed in
naked DNA samples. The DNase signal for CTCF is clearly different from the
observed sequence bias. Data for this plot is taken from [7].
Chapter 4
Materials
4.1 ChIP-seq data: ENCODE
ChIP-seq data is used in this work to determine which sites are actually
bound by transcription factors. We chose to use cell type K562 data from
the ENCODE project because the cell type has the highest number of TFs
mapped and deeply sequenced DNase I data is also available. In this work
data for 57 sequence specific transcription factors are used for celltype K562.
Additionally data for 31 TFs in cell type HepG2 is used for evaluating how
well the methods developed in this work generalize to new cell types (Sec-
tion 6.8). The data sets used in this work are freely available through the
ENCODE project page and the filenames are listed in Appendix A.
4.2 DNase I data: ENCODE
The deeply sequenced DNase I data mentioned in Section 3.1 was published
for 41 cell types in 2012 [22]. The datasets from [22] (ENCODE track name
UwDgf) were downloaded from the ENCODE web page for cell types K562,
HepG2, SKMC and NHDF-Ad. The datasets include the raw reads, DNase
I hotspots and the DNase I signal. The DNase I hotspots are regions of high
DNase I activity found by the hotspot algorithm [8].
The protocol has developed afterwards [7] and the experiment has been
conducted to additional cell types. In the original publication, the average
sequencing depth was 273 million reads per cell type. The quality and se-
quencing depth of these datasets had quite large variation but the very high
sequencing depth was speculated to make these differences unimportant.
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4.2.1 Data preprocessing
The reads obtained from the DNase I experiment (Section 3.1) have to be
subjected to computational processing steps in order to gain information
about the DNase I activity. The end product of the computational steps is
a genome-wide DNase I signal which reports the number of DNase I induced
cuts for each nucleotide position. The processed DNase I signal is available
through the ENCODE web page but this processing pipeline had to be im-
plemented in this work because there were discrepancies in the ENCODE
data sets (Section 6.1).
The standard processing pipeline as implemented in this work is presented
in Figure 4.1. This pipeline is analogous to the ENCODE processing steps.
First the raw reads are aligned to the reference genome (hg19) using Bowtie
(0.12.8) [15] using parameter set (–phred64-quals -n 3 -v 3 -k 2). The aligned
reads aligning to different strands are separated using SAMtools [17]. After
separating the reads aligning to each strand we count the number of reads
starting from each nucleotide position with ENCODE binary align2rawsignal.
The result of these steps is two files containing the DNase I signal for both
DNA strands.
Align the 
reads
Bowtie
Count the number of reads 
starting from each position
align2rawsignal
Separate the reads aligning 
to dierent strands  
Samtools
Figure 4.1: The standard DNase I data processing pipeline as implemented in this
work.
The reason for separating the reads aligning to different strands is to ac-
count for the 5’ nature of the DNase I experiment. If we calculate the number
of reads starting from each position without taking the strandedness into ac-
count, the DNase cuts would not be correctly assigned to each nucleotide.
This is shown in Figure 4.2. The DNase molecule cuts between the 3rd and
4th nucleotide in both strands resulting in reads AGC and TGG, but the
DNase signal gets attributed to different nucleotides. This is corrected by
shifting the reverse strand reads one nucleotide to 5’ direction.
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Reads: 
AGC 
TGG
Genome:
CCAAGCGTC
GGTTCGCAG
Figure 4.2: The reads AGC and TGG are the result of DNase I cleavage between
the 3rd and 4th nucleotide, but the cut is attributed to different nucleotides if we
do not shift one of the reads 1 bp to 5’ direction
4.3 Candidate binding sites
Candidate binding sites are defined as genomic sites that contain a binding
motif for a transcription factor. The candidate binding sites are found by
scanning different genomic locations using a set of predefined PSFM models.
The PSFMs used in this work for each TF are the primary (canonical) binding
motifs reported in [30]. For the TFs that were not included in the article the
models were searched from the TRANSFAC database [32]. This set of PWMs
were used to scan different genomic regions using the motif scanning software
FIMO [6] using p-value threshold p = 10−5.
The motif scanning was conducted to three different sets of genomic lo-
cations: ChIP-seq regions, hotspots and random locations. The candidate
binding sites were then divided into truly bound (positive) sites and unbound
(negative) sites according to the list below.
• Motif within a ChIP-seq peak = Truly bound sequence (positive set)
• Motif not within a ChIP-seq peak = Unbound sequence (negative set
1)
• Motif not within a ChIP-seq peak but within a hotspot region = Un-
bound sequence (negative set 2)
The ultimate goal of this work is to find a way to discriminate between
the positive set and the two negative sets. All of the candidate binding site
data sets are further divided to training and testing sets: the training set is
used for training the models and the testing set is used for evaluating the
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discriminatory performance of the models. The positive testing sets contain
200 and negative testing sets 1000 candidate binding sites. The rest of the
sites are used in the model training.
The DNase signal from the candidate binding sites is extracted using
ENCODE binary bigWigToWig. The extracted signal covers the candidate
binding site and 100bp up- and downstream. Each instance in the modeling
spans therefore 200 + l basepairs, where l is the width of the binding motif.
The strand from which the motif can be found has to be taken into
account. The coordinates from the reverse strand motif instances have to be
shifted one bp downstream for the same reason reverse stranded reads have
to be shifted. The signal has to be also reversed to correctly account for the
strandedness and motif orientation.
4.4 Illustrative examples from the data.
The data from candidate binding sites is shown in Figure 4.3 for nine dif-
ferent TFs. The rows of these heatmaps are the 50bp windows centered at
candidate binding sites withing ChIP-seq peaks and the colour indicates the
DNase I activity within each position (white=the highest activity, black=no
activity). Numerous observations can be made from these figures. Similar
observations can be made for other TFs included in this study. The heatmaps
for remaining 48 factors is presented in Appendix B.
For many TFs, the data follows the canonical form of the TF footprint:
the DNase activity right in the middle is low and the flanking regions exhibit
higher activity. This is particularly clear for the upper row transcription fac-
tors NRF1, SP1 and CTCF. This form of TF footprint reflects the idea that
TF binding to the DNA protects the underlying DNA from DNase I cleavage
as explained in Section 3.1. In addition to the canonical footprint pattern
NRF1 has single nucleotide wide peaks flanking the candidate binding site
and CTCF has a single nucleotide peak downstream from the binding site.
For some TFs such as NFYA, GATA1 and FOS the canonical form of the
TF footprint is mixed with strong one nucleotide peaks within the candidate
binding sites. This might be the result of exposure to DNase I cleavage or
the intrinsing sequence bias of the DNase I molecule. For SRF and ETS1
only nucleotide resolution peaks can be found. There is no clear decrease in
DNase activity directly within the candidate binding site. For CEBPB, the
DNase I pattern seems to tell nothing. From the data we can nevertheless
see that the DNase I activity is low throughout the binding sites. Similar
low DNase I activity candidate binding sites within ChIP-seq peaks can be
found for proteins MAFF, MAFK and ZNF274 (Appendix B).
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(a) NRF1 (b) SP1 (c) CTCF
(d) SRF (e) NFYA (f) GATA1
(g) ETS1 (h) FOS (i) CEBPB
Figure 4.3: Heatmaps displaying the DNase I activity within the candidate binding
sites for nine TFs.
Chapter 5
Methods
5.1 PSFM modeling
Section 2.2 explained that PSFM binding modeling is the state-of-the-art
method for computationally determining TF binding sites. This section ex-
plains the mathematical details for calculating a binding score for a nucleotide
sequence. The binding score reflects the affinity of the TF to a specific se-
quence.
When the PSFM models are constructed a set of known bound sequences
is used to determine the probability of each nucleotide in each position. The
sequences are laid on top of each other (aligned) and the number of occur-
rences of each base is calculated in each position. Typically, a pseudocount
is added to the counts in this procedure to avoid zeros. Pseudocounts can be
assigned in many ways: the simplest way is to add one to each of the counts.
The counts are then turned into probabilities. Figure 5.1 shows the PSFM
model and the sequence logo visualization for protein GATA1. This PSFM
does not include pseudocounts as can be seen from the zero entries in the
matrix.
The likelihood of a sequence produced from the PSFM model can be seen
in Equation 5.1:
LPSFM =
l∏
i=1
pi(Bi) (5.1)
where i is the position in the nucleotide sequence, l is the length of the matrix
model, Bi is the observed base and pi(Bi) is the probability of the observed
base in position i given by the PSFM.
In order to tell if the sequence appears only by chance, we have to com-
pare this likelihood with the probability of the sequence produced by the
21
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
1 2 3 4 5 6 7 8 9 10
A 0.08 0.07 0.02 0.05 1 0 0 0.30 0.05 0.19
C 0.33 0.60 0.09 0 0 0 1 0 0.30 0.29
G 0.22 0.15 0 0 0 0 0 0 0.44 0.18
T 0.37 0.18 0.89 0.95 0 1 0 0.70 0.21 0.34

Figure 5.1: The PSFM for GATA1 and the corresponding sequence logo visualiza-
tion
background distribution. The most widely used background distribution is a
zero order distribution in which the probabilities of the nucleotides are the
same in each position. The likelihood can be calculated with Equation 5.2.
LBackground =
∏
B∈(A,T,G,C)
p(B)n(B) (5.2)
where p(B) is the probability of base B in the background distribution and
n(B) is the number of bases B in the sequence.
The likelihoods are used to calculate the negative log-likelihood ratio
using Equation 5.3:
SPSFM = −ln
(LBackground
LPSFM
)
(5.3)
where ln is the natural logarithm. This ratio can be interpreted as a binding
score (SPSFM) which tells the affinity of the TF to the given sequence. The
higher this value is, the more likely the TF will bind the sequence. These
scores can be turned to p-values using dynamic programming [27]. The p-
values are often used in motif scanning software such as FIMO (Section 4.3).
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5.2 Multinomial distribution
Multinomial distribution can be used to model the probabilities of combi-
nations of discrete counts. The counts (summing to n) are the results of n
independent tests each of which will lead to the success of one categorical
variable with a fixed probability. The probabilities for all the categories sum
to one. The probability for each count combination can be calculated with
the probability mass function (Equation 5.4) where the xs are the counts in
each class and the ps are the corresponding probabilities.
n!
x1! . . . xk!
px11 . . . p
xk
k (5.4)
The multinomial distribution can be applied to DNase I hypersensitivity
data by treating the nucleotides within the candidate binding region as cat-
egorical classes. The DNase counts in these coordinates are the variables. In
this work, a window of 50bp around the candidate binding site is used. This
way the actual binding site is covered and the flanking nucleotides are also
included in the modeling.
The multinomial distribution is used to calculate the likelihood of the
candidate binding site and the likelihood is considered as the binding score.
Because the number of counts in each window is not equal, the binding scores
are not immediately comparable. For this reason a simple sampling scheme
was devised in which the counts in each window sum up to the same fixed
number:
• Estimate the underlying multinomial distribution by normalizing the
counts in the window to sum up to one.
• Make a sample of 100 trials out of the estimated distribution.
The likelihoods of these samples are comparable because the likelihood dif-
ferences are no longer caused by the difference in the total number of counts.
5.3 Logistic regression
Logistic regression can be used to map real values to probabilities using the
logistic function (Equation 5.5).
f(x) =
1
1 + e−x
(5.5)
CHAPTER 5. METHODS 24
−2 −1 0 1 2
0
0.2
0.4
0.6
0.8
1
x
Pr
ob
ab
ilit
y
1+2x
−5
0
5 0
50
0.5
1
x2
−3−2x1+2x2
x1
Pr
ob
ab
ilit
y
Figure 5.2: The logistic function using one or two variables.
The logistic function produces always values between one and zero, so it
can be easily interpreted as a way to represent probabilities. This is illus-
trated in Figure 5.2, which shows one and two-dimensional logistic functions.
If the input variable is a linear function, logistic regression is a form of
a generalized linear model. In this case the function values or probabilities
can be represented as in Equation 5.6:
f(x) =
1
1 + e−axT
(5.6)
where a is the coefficient vector and x is the vector corresponding to the
variables. This is illustrated in Figure 5.2. In the left figure the coefficient
matrix is [1 2] and in the right figure it is [-3 -2 2] as can be seen from
the corresponding titles. With slight modification to Equation 5.6 we get
Equation 5.7 :
log
(
f(x)
1− f(x)
)
= axT = β0 + β1x1 + β1x2 . . . (5.7)
where a is the coefficient vector [β0, β1, β2 . . .] and x is the vector corre-
sponding to the variables [1, x1, x2 . . .]. Note that the first element of x
contains a 1 which is the multiplier for the constant term β0.
Logistic regression can be applied to DNase I hypersensitivity data by
treating the DNase I induced counts as variables, as explained in Section 5.2.
Logistic regression has a clear advantage over the multinomial modeling as
any real number variables can be straightforwardly added to the modeling. In
this work, the scores from PSFMmodeling are used as additional information.
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5.4 Area under the ROC curve
The receiver operating characteristic (ROC) curve is a way to describe the
performance of a classifier in a binary classification task. In the classification
task, each data point is given a score and the data is classified into two
classes using a threshold value. The true classes of the data points have to
be known in order to calculate the ROC curve. The threshold of the classifier
is varied and using the true classes and the estimated classes we can calculate
true positive rate (TPR) and false positive rates (FPR) which are given in
Equation 5.8, where TP=True Positives, P=Positives, FP=False Positives,
N=Negatives.
TPR =
TP
P
FPR =
FP
N
(5.8)
The curve can be plotted as a two-dimensional plot where the true posi-
tive rate is on the y-axis and the false positive rate is on the x-axis. The area
under this curve (AUC) gives the probability of a positive instance scoring
higher than a negative one, and can therefore be considered as a performance
measure in the classification task. Higher AUC-value indicates a better clas-
sifier.
In this work, AUC is used as a model performance statistic. AUC metric
gives the probability for a truely bound site to score higher in the modeling
than an unbound site.
5.5 Feature selection using cross validation
Feature selection is a form of dimensionality reduction in which a subset of
variables is chosen for modeling purposes. In this work this means choosing
the relevant nucleotide positions. Typically the number of feature subsets
is too large for performing an exhaustive search for the best subset. For
this reason heuristic methods have to be used. In this work a greedy back-
ward selection method using cross validation is implemented for selecting the
features for single nucleotide resolution multinomial and logistic regression
models.
The backward search utilizes cross validation to evaluate the performance
change caused by each potential feature selection operation. In cross valida-
tion the model training data is further divided in partitions for model train-
ing and evaluation. In cross validation, the data division can be conducted
many ways. In this work a fixed number of instances is always sampled for
model evaluation and the rest are used as training data. The data is divided
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Algorithm 1 Backward selection
1: Start with N features
2: for each remaining feature do
3: Remove the feature temporarily.
4: for 30 times do
5: Divide the data in two partitions.
6: Train the model using the first partition.
7: Evaluate the model using the second partition.
8: Remove the worst feature
9: goto line 2
and the effect of removing each feature is evaluated 30 times and the aver-
age of the performance is taken for reducing the randomness in this search
caused by the division of the data in training and evaluating partitions. In
each iteration the feature whose removal results to the highest increase or
smallest decrease in the performance evaluation is removed. In the following
pseudocode presentation this feature is dubbed the worst feature.
5.6 Binning as feature extraction
In the context of this work data binning means combining the data into wider
windows instead of using the highest possible resolution. Instead of looking at
the DNase counts for each nucleotide, the sum of counts in adjacent positions
is treated as a variable. Binning can be beneficial if the data is noisy or if
there is lack of coverage.
Data binning is a feature extraction operation in which the input data
from multiple different positions is transformed into a integer count. The
binning can be assigned in combinatorially many ways. The bins can be
of different sizes and they can cover different regions with respect to the
candidate binding site.
5.6.1 MILLIPEDE
MILLIPEDE is a method for predicting DNA-TF interactions using DNase
hypersensitivity data [18]. The method is used for classifying candidate bind-
ing sites to either bound or unbound using a logistic regression model. The
variables in the logistic regression are the log-transformed counts of DNase
induced cuts in each bin around and within the candidate binding site.
The method uses six different ways for assigning the data into the bins.
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Figure 5.3: MILLIPEDE assigns the data in bins in six different ways as seen in
the figure.
Figure 5.3 shows how the reads are aggregated in the different MILLIPEDE
models. The data directly within the candidate binding site is modelled as a
separate or two separate bins, and the flanking data is modeled using wider
bins of different sizes.
The probability for binding for each candidate binding site can be solved
from Equation 5.9:
log
(
p
1− p
)
= β0 +
∑
i
βiDi + βPSFMSPSFM (5.9)
where p is the probability of binding, Di is the log-transformed number of
reads in the bin i, Spwm is the score in the PWM-modeling and β are the
coefficients in the model. This formula is identical to Equation 5.7.
MILLIPEDE is used as a comparison to the models developed in this
work. The method has been shown to outperform the CENTIPEDE method
which is widely used for predicting TF-DNA interactions using DNase I data
[18, 25].
5.6.2 BinDNase
In this work, a greedy backward search type machine learning method is
implemented to find (and extract) optimal features from the DNase I data
for each TF. The greedy backward search is identical to the feature selection
process described in Section 5.5 but in this case the operation conducted after
each iteration is different. At the beginning of the search the nucleotides in
the candidate binding site and the flanking 10bp regions are treated in one
nucleotide resolution, and the more distal nucleotides are initially in ten
nucleotide wide bins. These initial bins are then merged in the search to
achieve more predictive power. In each iteration step two bins are merged.
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Algorithm 2 BinDNase bin selection
1: Initialize the bins.
2: for each remaining pair of adjacent bins do
3: Merge the bins temporarily.
4: for 30 times do
5: Divide the data in two partitions.
6: Train the model using the first partition.
7: Evaluate the model using the second partition.
8: Merge the two bins resulting in best performance.
9: goto line 2
This is presented as a pseudocode below and a schematic presentation with
two iterations is presented in Figure 5.4.
In each iteration the algorithm performs the particular feature extraction
operation that leads to the best prediction performance. The prediction
performance is evaluated using cross validation by dividing the training data
into two sets (both positive and negative sets). The model is trained using
one of the sets and the model performance is evaluated using the other set by
making predictions and calculating the area under the curve (AUC) metric.
This cross validation step is conducted 30 times for each feature extraction
operation to reduce the variation caused by random division of the data into
training and test sets in the model training.
Candidate
binding site
Initial binning
-100bp +100bp
Step 1
Step 2
Final binning
Figure 5.4: A schematic presentation of how the optimal binning is found. In
the initial stage the candidate binding site and 10bp flanking regions are modeled
using 1bp resolution. The flanking regions 11-100bp up and downstream from the
candidate binding motif are modeled using 10bp bins. In each step two bins are
merged. In this figure the first step of the algorithm merges two bins upstream of
the binding site. In the second step one 1bp wide window is merged to the right
flanking bin. The final binning in this illustration includes wide bins at the flanking
regions and narrower bins at the binding site.
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6.1 Standardized DNase-seq data preprocess-
ing is prerequisite for single nucleotide level
analysis
In all modelling the data should be preprocessed in a standardized way.
Previous articles have proposed slightly different processing steps for DNase-
seq data (see e.g. [22, 24]). In the DNase I data special attention should be
paid on the following processing steps, as explained in Sections 4.2.1 and 4.3.
• Reverse strand reads should be shifted 1 bp to 5’ direction (or alterna-
tively forward strand reads should be shifted 1 bp to 5’ direction). This
shifting acknowledges the fact that DNase I cleaves the DNA between
two consecutive nucleotides. With a single base pair shift on either of
the strands, the DNA cut sites are contributed consistently to a single
nucleotide.
• Orientation of TF binding motifs should be taken into account.
Discrepancies in these steps lead to differences in the data and therefore
affect any downstream analysis. For example, some of the digital DNase I
data sets which are available on the ENCODE project page have prepro-
cessing differences between cell types. Figure 6.1 shows the average DNase
I cleavage profiles for protein JUN in four ENCODE cell types: NHDF-Ad,
SKMC, K562, and HepG2. We noticed that reverse strand reads are not
consistently shifted between these four cell types (compare Figures 6.1 a)-b)
with c)-d)). While the overall pattern of wider DNase hotspot remains prac-
tically unaffected in cell types K562 and HepG2, the nucleotide resolution
cleavage patterns in the JUN interaction site is significantly distorted due
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to non-standardized data preprocessing. Consequently, if these discrepancies
are not properly corrected, TF binding prediction methods which use high
resolution DNase-seq data, such as BinDNase, fail to generalize between cell
types. Starting from the raw reads and reprocessing the data carefully us-
ing a unified preprocessing pipeline (Section 4.2.1) makes differences between
cell types disappear (Figure 6.1 e)-f)). We observe a similar effect for the
majority of TFs. For TFs for which no distinct single-nucleotide resolution
signal can be observed, the distortion caused by differences in preprocessing
steps is not obvious. We conclude that careful and highly standardized data
preprocessing is essential for detailed analysis of DNase-seq data.
6.2 Transcription factors can be clustered us-
ing DNase I data
The binding sites of TFs belonging to similar structural groups exhibit similar
DNase I profiles. This can be seen from the clustering presented in Figure
6.2, where many proteins belonging to the same structural groups cluster
together in a clustering using the average DNase I signal within candidate
binding sites. Additionally, DNase profiles for six TFs belonging to the same
structural group (HLH) is presented in Figure 6.3. The figure illustrates the
degree of similarity observed in the DNase signal for these TFs.
The clustering is done by comparing the average DNase signal around
and within the candidate binding sites of each TF. A distance is calculated
between each pair of transcription factors by evaluating the correlation of the
DNase signal in a 30 bp sliding window centered at the candidate binding
site. First the average signal is calculated using the data from candidate
binding sites and a 50 bp window is taken around the site. When comparing
two TFs, a 30 bp window from the middle of the average profile of one of the
TFs is compared with every possible 30 bp window in the 50 bp window of
the other TF. For each possible position, the correlation is calculated. Only
the maximum correlation is taken into account, because we consider that
the TF can bind only to one location within each candidate binding site.
As correlation represents similarity between the two signals, 1−Cor can be
interpreted as a distance measure. This distance measure is used to make
the clustering using standard hierarchical clustering which uses the shortest
distance between the clusters as the distance (linkage-function with default
settings in MATLAB).
The clearest cluster in Figure 6.2 is the cluster formed by JUNB, JUN,
JUND, FOS and FOSL1. These proteins form the dimeric activation pro-
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Figure 6.1: Average DNase I cleavage profiles for protein JUN in four ENCODE
cell types: a) NHDF-Ad, b) SKMC, c) K562, d) HepG2, e) K562 reprocessed, and
f) HepG2 reprocessed. For each cell type, the average DNase-seq signal at nu-
cleotide resolution centered at JUN motif overlapping DNase-seq hotspot is shown.
The celltypes K562 and HepG2 exhibit clearly distinct average pattern in c) and
d). Careful preprocessing of the data makes these unexpected cell type specific
differences disappear as shown in e) and f) and is essential for nucleotide resolution
analysis of the DNase I data.
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SMC3
RAD21
CTCFL
CTCF
BACH1
MAFK
MAFF
NFE2
EGR1
SP2
SP1
ZBTB7A
ZBTB33
ATF1
CEBPB
ATF3
MXI1
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FOSL1
FOS
JUND
JUN
JUNB
GATA1
GATA2
YY1
THAP1
TBP
ELF1
GABPA
SPI1
ELK1
RFX5
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TF clustering according to the average DNase I signal
Figure 6.2: The clustering of transcription factors using the average DNase I signal
in the motif instances within ChIP-seq peaks.
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Figure 6.3: The average DNase I signal for six transcription factors belonging to
the basic HLH structural classes. The canonical footprint shape can be seen the
best for TFs USF1, USF2 and BHLHE40. The depletion of DNase I cleavage is
not so clear in the middle of TF-DNA interaction for TFs MYC and MXI1. The
average signals for all these TFs are highly correlated.
tein 1 (AP-1). AP-1 is constructed using proteins from JUN, FOS and ATF
protein families [12]. Although the different AP-1 transcription factors dif-
fer slightly, they recognize similar sequences.. Therefore the binding motif
used for JUN and FOS proteins used in this work is the same (AP-1 motif)
which might contribute to the TFs clustering together, because the sequence
contributes to the shape of the DNase signal via the intrinsic sequence bias.
Other notable TFs grouping together include CTCF, CTCFL, RAD21
and SMC3 which are all somehow involved in chromatin modulation. The
canonical binding motif for these TFs is the same (CTCF-motif), which might
contribute to the fact that these TFs cluster together, similarly as in the AP-1
case.
Another interesting group is formed by BHLHE40, USF1, USF2, MYC,
CHAPTER 6. RESULTS 34
MAX and MXI1 which are all members of basic helix-loop-helix leucine zip-
per and related helix-loop-helix structural families. These both structural
families are members of the biggest transcription factor superclass which in-
cludes basic structural binding domains (Section 2.1). The binding motifs
for these TFs are similar but not identical. The average cleavage pattern for
these TFs can be seen in Figure 6.3. Note that the single-nucleotide pat-
terns are in slightly different positions. The position with almost complete
depletion from cleavage right in the middle of the motif (0 or -1 bp from
the center) differs between the factors, but this is taken into account in the
distance measure by using a sliding window and the TFs will cluster together.
These results show that there are clear similarities in the DNase signal of
related TFs. This might prove to be problematic in future studies, because if
similar TFs bind the same DNA sequence and DNase profiles for the binding
sites of these TFs resemble each other, the TFs cannot be distinguished by
using only DNase I hypersensitivity data.
6.3 Logistic regression outperforms the multi-
nomial method
The use of high-resolution DNase I data using single nucleotide resolution
modeling was studied using the multinomial method and logistic regression
as described in Sections 5.2 and 5.3. Feature selection was used for finding the
optimal nucleotide positions for the modeling. The prediction performance
comparison for these two approaches can be seen in Figure 6.4 a). It can be
seen that logistic regression works better than the multinomial method as
most of the triangles representing the TFs are below the diagonal.
The difference in the prediction performance can be explained by the fact
that PSFM-modeling scores can readily be used as additional information
in the logistic regression model. This is also demonstrated in Figure 6.4 b),
which compares the prediction performance of the logistic regression method
with and without using the PSFM information. For most TFs the prediction
performance is almost identical which means that for those TFs the PSFM-
scores do not help in discriminating the truely bound sites. However there are
many cases in which the PSFM-score is informative and can help improving
the prediction accuracy.
The multinomial method also poses some difficulties as the likelihoods are
not immediately comparable and the sampling scheme described in Section
5.2 has to be used. This sampling scheme is not necessarily optimal way to
utilize the properties of the multinomial distribution as it definitely increases
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Figure 6.4: The multinomial model is compared against the logistic regression
model in a). Figure b) shows the prediction performance of the logistic model with
and without using the PSFM-scores as additional information.
noise due to the randomness in the sampling process. For these reasons, the
logistic regression seems to be more suitable modeling framework for TF-
DNA predictions using DNase-seq data than the simple multinomial method.
6.4 DNA binding should be modelled separately
for each TF
After training the different models as described in Chapter 5 using the data
as explained in Section 4.3, we observed that the selected features as well
as the actual prediction models differ greatly between TFs. Some of the
BinDNase models are visualised in Figures 6.5 and 6.6. In the figures the
upper panels show the average DNase I cleavage at the candidate binding
sites and the coloured bars indicate the optimised feature selection (the bins
found by BinDNase) and their coefficients in the logistic regression model.
Red (resp. blue) colour indicates positive (resp. negative) coefficient.
As can be seen in Figure 6.5, for some TFs, such as ATF1 and SP1, the
canonical definition of DNase I footprint is adequate as the feature selection
algorithm finds a model in which the reads falling in the central bins decrease
the binding score and the reads falling in the flanking nucleotides increase
the binding score (Figures 6.5 a) and b)). This could be also speculated even
before the model building, because the average cleavage profile does not show
any clear high resolution patterns.
We also observed that not all strong single nucleotide cleavage patterns
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Figure 6.5: The upper panels show the average DNase I cleavage centered at the
TF binding motifs. The coloured bars indicate the optimised feature selection and
their coefficients in the logistic regression model. Red (resp. blue) colour indicates
positive (resp. negative) coefficient. a) ATF1, b) SP1, c) NRF1, and d) CTCF.
present in data are important for discriminating true TF binding sites from
random unbound motif locations. For example, NRF1 protein has three
evident single nucleotide resolution cleavage sites but only the one to the left
from the motif is associated with a high positive regression weight by the
feature selection algorithm (see Figure 6.5 c)). Note that reads falling to
the flanking region on the right are weighted more than the single-nucleotide
resolution pattern. Thus, some of the intricate patterns in DNase-seq data
seem unimportant for discriminating between real TF binding and noise and
efficient feature selection is needed to identify the relevant DNase I cleavage
patterns. On the other hand, some of the single nucleotide resolution patterns
are highly informative. For example, the DNase I signal for protein CTCF
(Figure 6.5 d)) contains a highly stereotypical peak on the right hand side of
the binding site. In the optimised feature selection this nucleotide is treated
as a single nucleotide and the coefficient in the logistic regression model is
high. Moreover, the cleavage pattern in this exact position relative to CTCF
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Figure 6.6: The upper panels show the average DNase I cleavage centered at the
TF binding motifs. The coloured bars indicate the optimised feature selection and
their coefficients in the logistic regression model. Red (resp. blue) colour indicates
positive (resp. negative) coefficient. a) MAFK, b) ZNF274, c) REST, and d) NFYB.
motif has previously been reported to differ from the intrinsic sequence bias
of the DNase I molecule [7] as discussed in Section 3.2.
The models for TFs in Figure 6.6 also show interesting phenomena. For
TFs MAFK and ZNF274 the binding models seem to suggest that low DNase
activity within the hotspots is associated to the binding of these factors as
the coefficients in the model are mostly negative (blue in the bars). The
MAFK binding model seems to exhibit a traditional footprint shape as the
reads falling to the narrow regions flanking the binding motif increase the
binding score (red coefficient). Reads falling to farther from the binding
site lower the binding prediction score systematically. For ZNF274, there is
no clear pattern in the binding model. The model however includes almost
exclusively negative coefficients, so it can be said that ZNF274 binding is
more likely to be bound in candidate binding sites with low DNase activity.
Instead of the canonical footprint that favours a high signal in the flank-
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ing regions, the models for NFYB and REST seem to emphasize the reads
directly in the TF-DNA interaction site (Figure 6.6 c) and d)). This might
indicate that these nucleotides are not protected from DNase I cleavage and
this should be taken into account in the modeling. The pattern in the coef-
ficients for REST is close to a reversed footprint as reads falling to flanking
regions decrease the binding score.
Similar findings to those presented in this section can be found for many of
the 57 TFs investigated in this study. Taken together, these results emphasize
that instead of using a single TF footprint definition, the prediction models
for each TF should be constructed separately.
6.5 High resolution DNase-seq analysis improves
TF binding predictions
DNase I hypersensitivity at a lower resolution (i.e., for larger genomic regions)
has previously been used to detect TF binding sites (see e.g. [7]). The binding
score of each candidate site is then simply the aggregate counts of DNase I
cuts in that larger window. We evaluated the predictive power of such a
lower resolution DNase I activity method using a 50 bp window around the
candidate binding site and compared that with BinDNase.
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Figure 6.7: High resolution DNase-seq analysis improves TF binding predictions
when compared to traditional methods. The DNase I activity predictor using a 50
bp window is compared with BinDNase using a) negative set 1 and b) negative set
2. The AUC score is computed for all 57 TFs using both methods. Selected TFs
are highlighted in the figure.
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In Figure 6.7 a), the TF binding prediction performance is evaluated
using candidate sites from random genomic locations (negative set 1) and in
Figure 6.7 b) using only candidate sites from the hotspot regions (negative
set 2). For the less challenging task of discriminating real binding sites from
non-binding sites which are not in hotspot regions, we observe that for many
TFs it is sufficient to just quantify general DNase I activity near the binding
site without using any sophisticated modeling (Figure 6.7 a)).
Although making predictions by only measuring DNase I activity is ade-
quate, the predictions made with BinDNase are in all cases more accurate as
can be seen in Figure 6.7 a). Additionally, there are TFs for which BinDNase
improves the binding prediction accuracy greatly already in this scenario, in-
cluding e.g. MAFK and ZNF274. The prediction models for MAFK and
ZNF274 are shown in Figures 6.6 a) and b), which suggest that the relatively
poor performance of the simple DNase I activity predictor can be explained
by low average DNase I signal at these motif sites. BinDNase, in turn, can
identify discriminatory features from DNase-seq data and increase the AUC
score for MAFK and ZNF274.
Typically TF binding sites are primarily searched for in DNase I hotspot
regions and, thus, performance evaluation using the negative set 2 is in prac-
tice more relevant. Results in Figure 6.7 b) show that while the DNase I
activity predictor still works for some TFs surprisingly well it also fails com-
pletely for some TFs. The most notable examples include again MAFK and
ZNF274 proteins for which the prediction accuracy is well below the ran-
dom coin flipping. The worse than random performance can be explained
by below-average DNase I activity in the MAFK and ZNF274 binding sites
(Figures 6.6 a) and b)). As with negative set 1, BinDNase can identify dis-
criminatory features from DNase-seq data and improves AUC scores for all
of the 57 TFs, including MAFK and ZNF274. Interestingly, the prediction
models for both MAFK and ZNF274 include high resolution features, such
as a strongly positively weighted single nucleotide feature in the middle of
the ZNF274 binding site (Figure 6.6 b)).
These results emphasize that DNase I hypersensitivity data is a powerful
tool for identifying transcription factor binding sites genome wide. DNase I
activity over a wider (50bp) region already predicts DNA binding efficiently
as the DNase activity within random genomic locations is very low or non-
existent. When zooming into the DNase I hotspots, the DNase I activity itself
is no longer as informative as the background DNase I activity is much higher.
For this reason more sophisticated modeling approaches, such as BinDNase,
should be used when making predictions within the hotspot regions.
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6.6 Data binning as feature extraction method
improves TF binding predictions
To test if feature selection implemented in BinDNase improves TF binding
predictions we also implemented methods which use DNase-seq data only
at single nucleotide resolution as described in Chapter 5. We devised the
methods to start with 50 nucleotides around the motif center and allow the
feature selection to select the most informative features by ignoring least
informative feature during each step of the feature selection process (but do
not allow to combine neighbouring nucleotides into larger bins). Results in
Figure 6.8 a) show that BinDNase’s feature selection improves prediction
accuracy results for the majority of TFs. The most notable improvement of
AUC score is achieved for REST protein. In the optimal BinDNase model for
REST the nucleotides in the middle are modeled at (or close to) nucleotide
resolution whereas the bins at flanking sequences are much wider. Without
feature selection, some of the nucleotides at the flanking sequences obtain an
unnecessarily large weight and hence decrease the prediction accuracy of the
nucleotide resolution model. These results suggest that for some nucleotide
locations the DNase I signal does not provide single nucleotide resolution
information about TF-DNA interaction and those regions should be modelled
using larger bins chosen based on a feature selection method. This is expected
because the DNase-seq signal at individual candidate binding sites is often
noisy and part of the signal originates from the inherent DNase I sequence
bias [7]. Nevertheless, we demonstrate that feature selection can identify
discriminatory information from DNase-seq data.
We next compared BinDNase with the state-of-the-art discriminative
method Millipede [18] (Figure 6.8 b)). Millipede has been shown to outper-
form the widely used CENTIPEDE algorithm [25] for predicting TF binding
[18]. BinDNase performs nearly identically with Millipede for those proteins
which are already predicted well by Millipede. One such protein is SP1 for
which BinDNase finds a prediction model which is close to the canonical
footprint model also used in Millipede (Figure 6.5 b)). However, BinDNase
achieves a notable improvement for many of those proteins which Millipede
does not predict well, including e.g. NFYB. Although BinDNase models the
flanking regions around the NFYB motif using large size bins similarly with
MILLIPEDE, the region close to the NFYB motif center is modeled using
very high resolution features with high logistic regression coefficients (Figure
6.6 d)). BinDNase improves also e.g. CTCF insulator protein whose predic-
tion model is shown in Figure 6.5 d). Previous studies have already indicated
a high resolution DNase I cleavage signal on 3’ end of the CTCF motif (Sec-
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Figure 6.8: Feature selection improves TF binding predictions. a) The AUC scores
for BinDNase and a modified version of BinDNase without feature selection and
each bin at single nucleotide resolution. b) The AUC scores for BinDNase and
MILLIPEDE. Negative sets 2 (the hotspots) were used in these comparisons.
tion 3.2, [7]). Here we demonstrate that these high resolution features can
be used to improve binding predictions.
Comparison between MILLIPEDE and BinDNase for the 57 proteins gives
expected results as the prediction performance is equal or better for all TFs
in this study. BinDNase can be viewed as a more general version of the MIL-
LIPEDE algorithm: instead of assigning bins similarly for each transcription
factor our method finds optimal features (data binning) for each TF. In the
worst case, BinDNase should find similar features and, thereby, similar pre-
diction performance as MILLIPEDE, if those indeed happens to be optimal.
For many proteins, BinDNase can improve the prediction accuracy as shown
in Figure 6.8 b). The increase in performance is acquired by using higher
resolution features and by assigning the bins differently for each transcription
factor. BinDNase increases the prediction performance the most for TFs for
which the average DNase I cleavage does not follow the canonical footprint
pattern assumed in MILLIPEDE, such as NFYB (see Figure 6.6 d) for the
average DNase signal and the trained model).
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6.7 Prediction accuracy saturates at a modest
sequencing depth
The effect of sequencing depth on prediction accuracy was investigated by
making predictions on the candidate binding sites using only subsamples of
all reads (Figure 6.9). For many TFs for which the predictions are easy to
make (i.e., high AUC) the required sequencing depth is much lower than the
depth in the ENCODE DNase-seq data sets. Prediction accuracy saturates
already using 30M-60M of the 270M original DNase-seq reads. For TFs
which are more difficult to predict (AUC 0.8 or below) sufficient saturation
is achieved at between 150M-200M reads per sample. For a few TFs, such
as EGR1 and RFX5, it seems that deeper sequencing could further improve
the prediction results.
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Figure 6.9: Effect of sequencing depth on TF binding prediction accuracy. The
AUC scores are computed for a representative collection of TFs using subsampled
versions of the original DNase-seq data. The original sequencing depth is 270M
reads.
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6.8 BinDNase generalizes between different cell-
types
As the goal is to build universal transcription factor binding models, it is
highly important that the models can produce useful predictions in different
conditions and cell types. To test whether the models generalize for differ-
ent cell types we used K562 and HepG2 for training the models and made
the predictions for cell type K562, and vice versa. The models’ prediction
performances are very similar between cell types for all except a handful of
TFs as shown in Figure 6.10. Notable differences between prediction accura-
cies between cell types are observed only for proteins with a low AUC score
in both cell types. Naturally, whenever there is a difference in the model
performance, the predictions made to the same cell type that the model was
built with are more accurate.
Some of the proteins that behave similarly or differently between cell
types are highlighted in Figure 6.10. Proteins that do not generalise well
belong to e.g. helix-loop-helix (HLH) (BHLHE40) and leucine zipper families
(JUND). USF2 contains both HLH and leucine zipper domains. Structural
classes may be the reason for worse generalization capabilities. Models for
proteins CTCF and TAF1 are highly similar no matter which cell type they
are trained with and therefore the models produce highly similar prediction
results.
Figure 6.11 emphasizes how the BinDNase models can be highly similar
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Figure 6.10: The models generalize well to different cell types. The model trained
on another celltype works almost equally as well as the one trained with the same
celltype that the predictions are made to. Negative sets 2 (the hotspots) were used
in the modeling.
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Figure 6.11: The upper panels show the average DNase I cleavage centered at the
TF binding motifs. The coloured bars indicate the optimised feature selection and
their coefficients in the logistic regression model. Red (resp. blue) colour indicates
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for some TFs (TAF1), but slightly problematic for some TFs (USF2). The
models trained with different cell types for TAF1 (Figures 6.11 b) and c))
are very similar as the models use reads falling to two wide bins flanking
the binding site to increase the binding score (red bins) and reads falling
to narrower bins in the candidate binding site to decrease the binding score
(blue bins) for both cell types. There are no clear similarities in the models
trained for USF2 which explains the differential binding prediction capabil-
ities between the cell types. There are also clear differences in the average
profiles between cell types as the DNase activity right in the middle of the
candidate binding sites exceeds clearly the activity in the flanking regions for
cell type HepG2 (Figure 6.11 c)).
Chapter 7
Discussion
Although transcription factor binding prediction using various high-throughput
sequencing data has made significant progress recently, there is still an urgent
demand to develop novel computational methods for analysing heterogeneous
sequencing data sets. This work sheds light on many questions consider-
ing the computational analysis of deeply sequenced DNase I hypersensitivity
data. Foremost, despite the fact that most previous methods have used tra-
ditional, lower resolution canonical DNase I hotspot or footprint models, we
demonstrate that DNase-seq data contain high resolution information about
TF-DNA interactions which can be used to improve discrimination between
bound and unbound motif locations. The use of single nucleotide resolu-
tion DNase-seq data is hindered by the fact that not all signals in the data
discriminate bound and unbound sites. Thus, efficient feature selection meth-
ods, such as the one used in this work, are needed to construct accurate TF
binding prediction models. High resolution footprints are also TF-specific
and hence the prediction models need to be constructed separately for each
TF.
We developed a novel method, BinDNase, for TF binding prediction using
DNase-seq data. Via comprehensive simulations we show that BinDNase
performs better than existing methods. We show that BinDNase’s prediction
accuracy is generally well-saturated at the sequencing depths of the currently
available DNase-seq data sets and that the method also generalises between
cell types.
We also show in this work that even small discrepancies in DNase-seq
data preprocessing will distort the nucleotide level footprint signal and con-
sequently make the data considerable less informative about TF-specific bind-
ing sites. Our results demonstrate that the discriminatory model needs to
be constructed separately for each TF, which reflects the fact that each TF
has a specific TF-DNA interface and hence pose different DNase I cleavage
45
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profiles at and around the exact motif location. We also show that extract-
ing features from DNase-seq at multiple resolution, i.e. both nucleotide and
lower resolution features, improves TF binding prediction accuracy and that
sequencing coverage will have only a modest effect of the TF binding predic-
tion accuracy. Taking BinDNase’s high prediction performance and gener-
alization capabilities into account, BinDNase is a versatile tool for accurate
TF binding prediction. We believe that BinDNase will be a useful tool in
practise and help revealing the mechanisms of transcriptional regulation in
numerous applications.
7.1 Future research directions
In the future BinDNase will be used for studying variation in transcription
factor binding among humans using DNase I hypersensitivity data. The
main application will be detecting differences in transcription factor binding
that lead to phenotypical effects. These detected phenotypical changes of-
ten contribute to human health and therefore detecting mutations affecting
individual’s phenotype via differential transcription factor binding is of high
importance.
The most relevant part of the research to the real world applications
is the identification of biologically relevant genomic sites that are differen-
tially bound by TFs between individuals. These differences will be linked
to phenotypical differences such as gene expression and disease. A method
for distinguishing differential binding utilizing BinDNase predictions has to
be developed in order to research this question. The ultimate goal is to
find causal mechanisms behind different traits and to explain phenotypical
phenomena caused by transcription factor binding.
Another prospective research line is to combine the BinDNase binding
models of each TF into a multi-class classifier which predicts the binding
of all TFs genome wide. This classifier could also take into account the
competitive binding between TFs. It is also known that instead of acting
always separately TFs often bind together. The combinatorial effects of TFs
have been studied but the phenomenon is still poorly understood for the
majority of TFs. In addition to modeling competitive binding, multi-class
BinDNase classifier could take the combinatorial binding effects into account
as well.
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Appendix A
ChIP-seq datasets
TF Celltype Filename
BACH1 K562 wgEncodeAwgTfbsSydhK562Bach1sc14700IggrabUniPk.narrowPeak
GATA1 K562 wgEncodeAwgTfbsSydhK562Gata1UcdUniPk.narrowPeak
MAFK K562 wgEncodeAwgTfbsSydhK562Mafkab50322IggrabUniPk.narrowPeak
CEBPB K562 wgEncodeAwgTfbsSydhK562CebpbIggrabUniPk.narrowPeak
E2F4 K562 wgEncodeAwgTfbsSydhK562E2f4UcdUniPk.narrowPeak
EGR1 K562 wgEncodeAwgTfbsHaibK562Egr1V0416101UniPk.narrowPeak
ELF1 K562 wgEncodeAwgTfbsHaibK562Elf1sc631V0416102UniPk.narrowPeak
ELK1 K562 wgEncodeAwgTfbsSydhK562Elk112771IggrabUniPk.narrowPeak
CTCFL K562 wgEncodeAwgTfbsHaibK562Ctcflsc98982V0416101UniPk.narrowPeak
FOSL1 K562 wgEncodeAwgTfbsHaibK562Fosl1sc183V0416101UniPk.narrowPeak
FOS K562 wgEncodeAwgTfbsSydhK562CfosUniPk.narrowPeak
MAFF K562 wgEncodeAwgTfbsSydhK562MaffIggrabUniPk.narrowPeak
MXI1 K562 wgEncodeAwgTfbsSydhK562Mxi1af4185IggrabUniPk.narrowPeak
RFX5 K562 wgEncodeAwgTfbsSydhK562Rfx5IggrabUniPk.narrowPeak
SMC3 K562 wgEncodeAwgTfbsSydhK562Smc3ab9263IggrabUniPk.narrowPeak
RAD21 K562 wgEncodeAwgTfbsHaibK562Rad21V0416102UniPk.narrowPeak
STAT5 K562 wgEncodeAwgTfbsHaibK562Stat5asc74442V0422111UniPk.narrowPeak
SP2 K562 wgEncodeAwgTfbsHaibK562Sp2sc643V0416102UniPk.narrowPeak
TAF1 K562 wgEncodeAwgTfbsHaibK562Taf1V0416101UniPk.narrowPeak
USF2 K562 wgEncodeAwgTfbsSydhK562Usf2IggrabUniPk.narrowPeak
ZBTB33 K562 wgEncodeAwgTfbsHaibK562Zbtb33Pcr1xUniPk.narrowPeak
ZBTB7A K562 wgEncodeAwgTfbsHaibK562Zbtb7asc34508V0416101UniPk.narrowPeak
ZNF143 K562 wgEncodeAwgTfbsSydhK562Znf143IggrabUniPk.narrowPeak
ATF3 K562 wgEncodeAwgTfbsHaibK562Atf3V0416101UniPk.narrowPeak
BDP1 K562 wgEncodeAwgTfbsSydhK562Bdp1UniPk.narrowPeak
BHLHE40 K562 wgEncodeAwgTfbsSydhK562Bhlhe40nb100IggrabUniPk.narrowPeak
GABPA K562 wgEncodeAwgTfbsHaibK562GabpV0416101UniPk.narrowPeak
CTCF K562 wgEncodeAwgTfbsBroadK562CtcfUniPk.narrowPeak
JUND K562 wgEncodeAwgTfbsSydhK562JundIggrabUniPk.narrowPeak
NR2C2 K562 wgEncodeAwgTfbsSydhK562Tr4UcdUniPk.narrowPeak
NR2F2 K562 wgEncodeAwgTfbsHaibK562Nr2f2sc271940V0422111UniPk.narrowPeak
E2F6 K562 wgEncodeAwgTfbsHaibK562E2f6V0416102UniPk.narrowPeak
ETS1 K562 wgEncodeAwgTfbsHaibK562Ets1V0416101UniPk.narrowPeak
SP1 K562 wgEncodeAwgTfbsHaibK562Sp1Pcr1xUniPk.narrowPeak
USF1 K562 wgEncodeAwgTfbsHaibK562Usf1V0416101UniPk.narrowPeak
JUN K562 wgEncodeAwgTfbsSydhK562CjunUniPk.narrowPeak
THAP1 K562 wgEncodeAwgTfbsHaibK562Thap1sc98174V0416101UniPk.narrowPeak
JUNB K562 wgEncodeAwgTfbsUchicagoK562EjunbUniPk.narrowPeak
MAX K562 wgEncodeAwgTfbsHaibK562MaxV0416102UniPk.narrowPeak
MEF2A K562 wgEncodeAwgTfbsHaibK562Mef2aV0416101UniPk.narrowPeak
MYC K562 wgEncodeAwgTfbsSydhK562CmycIggrabUniPk.narrowPeak
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NFE2 K562 wgEncodeAwgTfbsSydhK562Nfe2UniPk.narrowPeak
REST K562 wgEncodeAwgTfbsHaibK562NrsfV0416102UniPk.narrowPeak
NFYA K562 wgEncodeAwgTfbsSydhK562NfyaUniPk.narrowPeak
NFYB K562 wgEncodeAwgTfbsSydhK562NfybUniPk.narrowPeak
EP300 K562 wgEncodeAwgTfbsSydhK562P300IggrabUniPk.narrowPeak
SPI1 K562 wgEncodeAwgTfbsHaibK562Pu1Pcr1xUniPk.narrowPeak
SRF K562 wgEncodeAwgTfbsHaibK562SrfV0416101UniPk.narrowPeak
TBP K562 wgEncodeAwgTfbsSydhK562TbpIggmusUniPk.narrowPeak
TEAD4 K562 wgEncodeAwgTfbsHaibK562Tead4sc101184V0422111UniPk.narrowPeak
NRF1 K562 wgEncodeAwgTfbsSydhK562Nrf1IggrabUniPk.narrowPeak
YY1 K562 wgEncodeAwgTfbsHaibK562Yy1V0416102UniPk.narrowPeak
BRF1 K562 wgEncodeAwgTfbsSydhK562Brf1UniPk.narrowPeak
ZNF263 K562 wgEncodeAwgTfbsSydhK562Znf263UcdUniPk.narrowPeak
ATF1 K562 wgEncodeAwgTfbsSydhK562Atf106325UniPk.narrowPeak
ZNF274 K562 wgEncodeAwgTfbsSydhK562Znf274m01UcdUniPk.narrowPeak
GATA2 K562 wgEncodeAwgTfbsSydhK562Gata2UcdUniPk.narrowPeak
TF Celltype Filename
JUN HepG2 wgEncodeAwgTfbsSydhHepg2CjunIggrabUniPk.narrowPeak
BHLHE40 HepG2 wgEncodeAwgTfbsSydhHepg2Bhlhe40cIggrabUniPk.narrowPeak
CEBPB HepG2 wgEncodeAwgTfbsSydhHepg2CebpbIggrabUniPk.narrowPeak
ELF1 HepG2 wgEncodeAwgTfbsHaibHepg2Elf1sc631V0416101UniPk.narrowPeak
GABPA HepG2 wgEncodeAwgTfbsHaibHepg2GabpPcr2xUniPk.narrowPeak
JUND HepG2 wgEncodeAwgTfbsSydhHepg2JundIggrabUniPk.narrowPeak
MAFF HepG2 wgEncodeAwgTfbsSydhHepg2Maffm8194IggrabUniPk.narrowPeak
SP2 HepG2 wgEncodeAwgTfbsHaibHepg2Sp2V0422111UniPk.narrowPeak
TAF1 HepG2 wgEncodeAwgTfbsHaibHepg2Taf1Pcr2xUniPk.narrowPeak
USF1 HepG2 wgEncodeAwgTfbsHaibHepg2Usf1Pcr1xUniPk.narrowPeak
YY1 HepG2 wgEncodeAwgTfbsHaibHepg2Yy1sc281V0416101UniPk.narrowPeak
SRF HepG2 wgEncodeAwgTfbsHaibHepg2SrfV0416101UniPk.narrowPeak
EP300 HepG2 wgEncodeAwgTfbsHaibHepg2P300V0416101UniPk.narrowPeak
CTCF HepG2 wgEncodeAwgTfbsHaibHepg2Ctcfsc5916V0416101UniPk.narrowPeak
ZNF274 HepG2 wgEncodeAwgTfbsSydhHepg2Znf274UcdUniPk.narrowPeak
ATF3 HepG2 wgEncodeAwgTfbsHaibHepg2Atf3V0416101UniPk.narrowPeak
MAFK HepG2 wgEncodeAwgTfbsSydhHepg2Mafkab50322IggrabUniPk.narrowPeak
RFX5 HepG2 wgEncodeAwgTfbsSydhHepg2Rfx5200401194IggrabUniPk.narrowPeak
SP1 HepG2 wgEncodeAwgTfbsHaibHepg2Sp1Pcr1xUniPk.narrowPeak
USF2 HepG2 wgEncodeAwgTfbsSydhHepg2Usf2IggrabUniPk.narrowPeak
MXI1 HepG2 wgEncodeAwgTfbsSydhHepg2Mxi1UniPk.narrowPeak
MYC HepG2 wgEncodeAwgTfbsUtaHepg2CmycUniPk.narrowPeak
RAD21 HepG2 wgEncodeAwgTfbsHaibHepg2Rad21V0416101UniPk.narrowPeak
REST HepG2 wgEncodeAwgTfbsHaibHepg2NrsfV0416101UniPk.narrowPeak
MAX HepG2 wgEncodeAwgTfbsSydhHepg2MaxIggrabUniPk.narrowPeak
SMC3 HepG2 wgEncodeAwgTfbsSydhHepg2Smc3ab9263IggrabUniPk.narrowPeak
NRF1 HepG2 wgEncodeAwgTfbsSydhHepg2Nrf1IggrabUniPk.narrowPeak
ZBTB7A HepG2 wgEncodeAwgTfbsHaibHepg2Zbtb7aV0416101UniPk.narrowPeak
TBP HepG2 wgEncodeAwgTfbsSydhHepg2TbpIggrabUniPk.narrowPeak
TEAD4 HepG2 wgEncodeAwgTfbsHaibHepg2Tead4sc101184V0422111UniPk.narrowPeak
NR2C2 HepG2 wgEncodeAwgTfbsSydhHepg2Tr4UcdUniPk.narrowPeak
Appendix B
Heatmaps
(a) ZBTB7A (b) ZNF143 (c) ATF3
(d) ELK1 (e) CTCFL (f) FOSL1
Figure B.1: Heatmaps showing the data at the candidate binding sites for different
proteins.
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(a) BRF1 (b) ZNF263 (c) ATF1
(d) ZNF274 (e) GATA2 (f) MEF2A
(g) MYC (h) NFE2 (i) REST
Figure B.2: Heatmaps showing the data at the candidate binding sites for different
proteins.
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(a) NFYB (b) EP300 (c) SPI1
(d) TBP (e) TEAD4 (f) YY1
(g) NR2C2 (h) NR2F2 (i) E2F6
Figure B.3: Heatmaps showing the data at the candidate binding sites for different
proteins.
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(a) GABPA (b) USF1 (c) JUN
(d) THAP1 (e) JUNB (f) JUND
(g) MAFF (h) MXI1 (i) MAFK
Figure B.4: Heatmaps showing the data at the candidate binding sites for different
proteins.
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(a) MAX (b) RFX5 (c) SMC3
(d) RAD21 (e) STAT5 (f) SP2
(g) TAF1 (h) USF2 (i) ZBTB33
Figure B.5: Heatmaps showing the data at the candidate binding sites for different
proteins.
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(a) BDP1 (b) BHLHE40 (c) BACH1
(d) E2F4 (e) EGR1 (f) ELF1
Figure B.6: Heatmaps showing the data at the candidate binding sites for different
proteins.
