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SCATTERING ON STRATIFIED MEDIA: THE MICRO-LOCAL PROPERTIES OF
THE SCATTERING MATRIX AND RECOVERING ASYMPTOTICS OF
PERTURBATIONS
T. CHRISTIANSEN AND M. S. JOSHI
Abstract. The fixed energy scattering matrix is defined on a perturbed stratified medium, and for a class
of perturbations, its main part is shown to be a Fourier integral operator on the sphere at infinity. This
is facilitated by developing a refined limiting absorption principle. The symbol of the scattering matrix is
shown to determine the asymptotics of a large class of perturbations.
1. Introduction
In this paper, we study the structure of the scattering matrix on a perturbed stratified medium. In
particular, we show that its main part is a Fourier integral operator. En route to proving this theorem,
we develop an improved limiting absorption principle for a large class of perturbations, using techniques
of Fourier and microlocal analysis. As an application of our results, we prove that the asymptotics of a
perturbation can be recovered from the scattering matrix at one energy.
We recall that a stratified medium is a model space in which sounds waves propagate with a variable
sound speed which depends on only one coordinate. Thus, if we write the coordinates on Rn as z = (x, y)
with x ∈ Rn−1 and y ∈ R, we take the wave speed to be of the form c0(y) and study the wave equation
(− ∂
2
∂t2
− c20∆)w = 0, (1)
where ∆ = −∑nj=1 ∂2∂z2
j
.
We assume that c0 is constant for |y| large and that it is piecewise smooth. We let
c+ = lim
y→∞
c0(y), (2)
c− = lim
y→−∞
c0(y). (3)
In general, we do not require that c+ be equal to c−, but some of our results are stronger when they are
equal.
A perturbed stratified medium is a medium on which the variable sound speed, c, has the property that
c−c0 is well-behaved at infinity. Many previous papers have studied the case where the perturbation c−c0 is
rapidly decaying. In particular, precise asymptotics for (c2∆−(λ−i0)2)−1f , when f ∈ S(Rn), were proved in
[5]. The inverse scattering problem for exponentially decaying perturbations was studied in [1, 2, 14, 16, 29],
where it was shown that under certain conditions, the perturbation can be recovered.
Here we study the case where the perturbation c − c0 has an asymptotic expansion in homogeneous
terms at infinity. Under certain conditions on c and c0 made more precise in Section 2, we show that the
scattering matrix for c2∆ is a Fourier integral operator and describe its singular set. Moreover, we show
that the asymptotics of the perturbation can be recovered from the scattering matrix at fixed energy. We
also establish the lead term of the asymptotics for the limiting absorption principle.
Our results use techniques developed by Joshi and Sa´ Barreto, [17, 18, 19, 20, 21], to study inverse
problems in other settings, which build on work by Melrose, [22], and Melrose-Zworski, [23], on the structure
of the scattering matrix on asymptotically Euclidean spaces. As in those inverse results, the fundamental
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idea here is to compute the symbol of the scattering matrix by solving transport equations along geodesics
on the sphere at infinity. These equations express the propagation of growth at infinity.
The analysis here is, however, considerably more involved as the unperturbed wave speed c0 is not smooth
on the compactified space achieved by adding the sphere at infinity, even when c0(y) is a smooth function of
y. This is because c0 does not have nice asymptotics in |z|. The upshot of this is that c0 is well-behaved on the
compactified space only after the space has been blown-up on the equator at infinity. This manifests itself in
our analysis by requiring the geodesic flow at infinity to be refracted and reflected by the equator. It was also
seen in [5] that it makes the asymptotics in the limiting absorption principle much more complicated. There
is a certain similarity here with many-body scattering, compare, e.g. [25]. There the scattering problem is
complicated by the presence of a potential that does not decay in certain directions and thus appears as a
spike on the sphere at infinity which causes refractions and reflections of the geodesic flows, [25]. Indeed, the
case where c+ = c− bears much resemblance to the many-body case. However, when c+ and c− are different,
there are effectively different energy levels in the two hemi-spheres, which introduces new complications not
present in the many-body setting, and much of this paper is dedicated to coping with those complications.
In Section 4.2 we define the scattering matrix, and its “main part.” In case the operator c20(D
2
y + ρ
2) has
no eigenvalues as an operator on L2(R, c−20 dy), then the main part of the scattering matrix is the same as
the scattering matrix.
Our first main result is
Theorem 1.1. Suppose c, c0 satisfy the general assumptions of Section 2, and either hypothesis (H1) or
(H2). Then, if c+ = c−, the main part of the scattering matrix is a zeroth order Fourier integral operator
associated with broken geodesic flow at time π. If c− > c+, then the main part of the scattering matrix is a
sum of Fourier integral operators associated with the mapping
(ω, ωn) 7→ (−ω, ωn)
and the mapping
(ω, ωn) 7→ (−c−ω/c+,−
√
1− c2−|ω|2/c2+)
if
√
1− c2+/c2− < ωn and
(ω, ωn) 7→ (−c+ω/c−,
√
1− c2+|ω|2/c2−)
if ωn < 0.
Here, when c+ = c−, the geodesic flow is broken at the equator (ω, 0) ⊂ Sn−1. This can be compared
to the situation for the Laplacian ([23]), or a perturbation of the Laplacian to an integral power ([6]), on a
manifold with asymptotically Euclidean ends, where the scattering matrix is a zeroth order Fourier integral
operator associated to geodesic flow at time π on the the boundary “at infinity.” An additional analogy is to
3-body scattering, where the three-cluster to three-cluster part of the scattering matrix is a sum of Fourier
integral operators associated to broken geodesic flow at time π ([25]). Other results on the structure of the
scattering matrix in n-body scattering may be found in [26]
Further results on the structure of the scattering matrix are given in Proposition 6.4.
Our central inverse result is
Theorem 1.2. Suppose c and c0 satisfy the general assumptions of Section 2, as well as either hypothesis
(H1) or (H2), and n ≥ 3. Then, if c+ = c−, the asymptotic expansion at infinity of c − c0 is uniquely
determined by c0 and the transmitted singularities of the main part of the scattering matrix at fixed nonzero
energy. If c+ < c−, then the asymptotic expansion is uniquely determined by c0 and the reflected singularities
of the main part of the scattering matrix at fixed nonzero energy.
The reflected singularities are those associated to the mapping (ω, ωn) 7→ (−ω, ωn) and, for c+ = c−, the
transmitted singularities are those associated to the mapping ω 7→ −ω. Corollary 7.1 shows that knowledge
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of c+, c−, and the singularities of the scattering matrix at fixed nonzero energy determine c, within the class
we consider, modulo a function vanishing faster than the reciprocal of any polynomial at infinity.
Following the approach to studying the scattering matrix introduced in [23], in Section 5 we construct
a parametrix for the Poisson operator. This is a key part of our proofs, as it facilitates an understanding
of the singularities of the scattering matrix. We work particularly by adapting the techniques of [18] which
are essentially a concretization of the approach introduced in [23]. However, the different behaviour of
the unperturbed operator c20∆ in different regions at infinity means that the analysis is considerably more
involved.
To pass from a parametrix to the actual Poisson operator, we need a good understanding of the behaviour
of (∆− (λ− i0)2c−2)−1f at infinity, when f ∈ 〈z〉−∞L2(Rn) and (1− φ(y))f ∈ S(Rn) for some φ ∈ C∞c (R).
In practice, the f for which we apply this will be the error from the parametrix of the Poisson operator.
When c+ = c−, we can do this by modifying some n-body results of [13] and [24]. However, when c+ < c−
these results no longer apply, and we develop new techniques. The essential idea of these techniques is to
repeatedly develop better approximations with improving smoothness properties. Thus Section 6 is devoted
to understanding (∆ − (λ − i0)2c−2)−1, allowing us to finish the proof of Theorem 1.1. In particular, we
prove the following limiting absorption principle
Theorem 1.3. Let c and c0 satisfy the hypotheses of Section 2 and hypothesis (H1) or (H2). For any
χ ∈ C∞c (Sn−1c ), f ∈ 〈z〉−∞L2(Rn), (1− φ(y))f ∈ S(Rn) for some φ ∈ C∞c (R), we have
χ(z/|z|)(∆− c−2(λ − i0)2)−1f = e−iλ|z|/c|z|−(n−1)/2a0(z/|z|) + u1
where a0 ∈ C∞(Sn−1c ) and u1 ∈ 〈z〉ǫL2(Rn) for all ǫ > 0.
Here C∞c (S
n−1
c ) is the space of smooth functions vanishing in a neighbourhood of the equator and in a
neighbourhood of {(ω, ωn) ∈ Sn−1 : ωn =
√
1− c2+/c2−)}.
In Section 7, we use a modification of some techniques of [19] to prove Theorem 1.2 and apply some
one-dimensional scattering theory to give further inverse results.
An announcement of some of these results and an outline of part of the proof can be found in the lecture
notes [7].
We are grateful to Fritz Gesztesy for helpful conversations and providing useful references and to Jim
Ralston for helpful discussions. We thank the London Mathematical Society for supporting this collaborative
research through its small grants scheme. The first author is grateful to the N.S.F. for partial support.
2. Assumptions and Notation
Throughout, z = (x, y) ∈ Rn−1 × R.
Both sound speeds c and c0 satisfy 0 ≤ cm < c, c0 < cM < ∞. Moreover, c0(y) is piecewise smooth and
there exists a finite yM so that c0(y) = c± when ±y > yM , with c− ≥ c+. Moreover, all derivatives of c0 are
bounded except at finitely many values of y. This allows c0 to be piecewise constant, for example.
We require that, away from the hypersurface {y = 0}, c − c0 be smooth outside of a compact set K,
and for simplicity we choose yM so that K ⊂ Rn−1 × [−yM , yM ]. Moreover, we make requirements on the
behaviour of c− c0 at infinity. We have, for y 6= 0,
Dαz (c(z)− c0(y)) = Dαz
N∑
j≥J
γj(
z
|z| )|z|
−j +O(|z|−N−1−|α|) (4)
for any N and any multiindex α, where γj ∈ C∞b (Sn−1 \ {(ω, 0)}). Here we use the notation that C∞b (X) is
the space of smooth functions on X that have all derivatives bounded. We shall take J at least 2 everywhere,
although sometimes we shall require it to be larger. Some of our results hold under less restrictive hypotheses.
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Additionally, we shall often use one of the following hypotheses:
(H1) J = 2, c+ = c−, c and c0 are smooth.
(H2) J ≥ 4.
We warn the reader that the choice of the total space dimension to be n rather than n+1 is in disagreement
with [5] and many other papers on the subject.
We use the notation 〈w〉 = (1 + |w|2)1/2. Throughout, ǫ shall stand for a small positive quantity and C
for a positive constant, either of which may change from line to line.
3. Spectral theory of c20∆
In order to define the (absolute) scattering matrix for c2∆, we will need some understanding of the
generalized eigenfunctions of c20∆ and c
2∆, particularly of the space that parameterizes them. Further
details can be found in, for example, [3, 12, 28, 30].
The operators c20∆ and c
2∆ are formally self-adjoint on L2(Rn, c−20 dz) and L
2(Rn, c−2dz), respectively
and have a unique self-adjoint extension.
Roughly speaking, the spectral measure of c20∆ can be given in terms of two kinds of families of functions.
At fixed energy λ, the first is parameterized by Sn−1c , almost as for the Laplacian, though the generalized
eigenfunctions are more complicated. Here Sn−1c = {ω = (ω, ωn) ∈ Sn−1 : ωn 6= 0, ωn 6=
√
1− c2+/c2−}.
(Compare [28, Section 2.1].)
A second type of generalized eigenfunction comes from eigenvalues of c20(κ
2 + D2y) on L
2(R, c−20 dy), if
there are any. If there are any eigenvalues, let λ21(κ) < λ
2
2(κ) < · · · < λ2k(κ)(κ) < c2+κ2 denote the eigenvalues
of c20(κ
2 +D2y). There may not be any eigenvalues, but if there are, there are only finitely many for fixed
κ and the number grows with κ2. Additionally, if κ > 0 and λj > 0, then
dλj
dκ > 0, as can be seen by an
integration by parts argument (see, e.g., [5, Sect. 2.2]).
Let κ0j be the smallest positive number such that c
2
0(κ
2 +D2y) has j eigenvalues for all κ > κ
0
j . Let κj be
the inverse of λj (with the same sign), and let tj = limκ↓κ0
j
λ2j (κ) = c
2
+(κ
0
j)
2. The {tj} are called thresholds
of c20∆. Let T (λ) be the number of thresholds tj less than λ
2. For 0 < j ≤ T (λ), ω ∈ Sn−1, let
Φj(z, λ, ω) = e
iκj(λ)x·ωfj(y),
where fj(y) ∈ L2(R, c−20 dy) satisfies
c20(κ
2
j +D
2
y)fj = λ
2fj
and note that (c20∆− λ2)Φj = 0.
At energy level λ2, we can parameterize the generalized eigenfunctions of c20∆ by S
n−1
c and T (λ) copies
of Sn−2. The continuous spectrum of c2∆ is parameterized by the same space as that of c20∆.
Because of the described parametrization of the continuous spectrum at fixed energy, the (absolute)
scattering matrices of c20∆ and c
2∆ are operators from L2(Sc) ⊕1≤j≤T (λ) L2(Sn−2) into itself. In [5] a
definition of the scattering matrix is given in terms of the generalized eigenfunctions. Here, however, it will
be more useful to define the (absolute) scattering matrix using the Poisson operator, which we shall do in
Section 4.2.
4. The Poisson operator and the scattering matrix
The Poisson operator is defined as an operator
P (λ) : C∞c (S
n−1
c )⊕T (λ)i=1 C∞(Sn−2)→ 〈z〉−1/2−ǫL2(Rn).
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Definition 4.1. If g = (g0, g1, ..., gT (λ)) ∈ C∞c (Sc)⊕T (λ)i=1 C∞(Sn−2), then P (λ)g = u, (c2∆− λ2)u = 0, and
u is determined by its asymptotics at infinity:
u ∼ |z|−(n−1)/2eiλ|z|/cg0
(
z
|z|
)
+ |x|−(n−2)/2
T (λ)∑
j=1
eiκj(λ)|x|fj(y)gj
(
x
|x|
)
+ u0 +
T (λ)∑
j=1
uj + u˜.
The functions u0, uj, u˜ satisfy
( ∂∂|z| + iλ/c)u0 ∈ 〈z〉ǫL2(Rn); u0 ∈ 〈y〉1/2+ǫ〈z〉ǫL2(Rn);
uj = |x|−(n−2)/2e−iκj(λ)|x|bj(x/|x|)fj(y), 1 ≤ j ≤ T (λ);
u˜, ∂∂|z| u˜ ∈ 〈z〉ǫL2(Rn),
for any ǫ > 0. Here κj, fj are as in Section 3.
Proposition 4.2 shows that this expansion uniquely determines the Poisson operator. Definition 4.3, using
Proposition 4.3, defines the (absolute) scattering matrix via the Poisson operator. The existence of the
Poisson operator is proved in Section 6.
4.1. The Poisson operator is uniquely determined. In order to show that the Poisson operator above
is indeed well-defined, we shall need a uniqueness result, for whose proof we shall use Proposition 4.1.
In proving the following proposition, we shall use some results of Weder, [27, 28] (See also [10].). We
recall some of his results below.
Let A = (−i/4)(z · ∇z +∇z · z). We define the commutator [∆ − λ2/c2, A] as a quadratic form (See the
proof of Theorem 5.4, [28].). By [27, Lemma 3.1] for all λ > 0, µ > −λ2/c2−, there is a compact operator K,
a compact interval Λ containing µ, and β > 0 such that
iEΛ[∆− λ2c−2, A]EΛ ≥ βEΛ +K (5)
where EΛ = EΛ(∆− λ2c−2) is the spectral projector for ∆− λ2c−2.
The following proposition and its proof, included for the convenience of the reader, are essentially adapted
from [2, Lemma 4.17].
Proposition 4.1. If u ∈ 〈z〉ǫL2(Rn) for every ǫ > 0 and (∆− λ2/c−2)u = 0, then u ≡ 0.
Proof. By the results of [27, 28], there is no nontrivial L2 null space of ∆−λ2/c2, so it suffices to show that
u ∈ L2(Rn).
For ǫ, δ > 0, let uδ = (1 + δ〈z〉)−ǫu ∈ L2(Rn). Let L = ∆ − λ2/c2, and let Φ ∈ C∞c (R) be 1 in a
neighbourhood of 0.
Note that
LΦ(L)uδ = Φ(L)
∑
j
2ǫδzj
〈z〉 (1 + δ〈z〉)
−1 ∂
∂zj
uδ + fǫδ(z)u

where
|fǫδ(z)| ≤ C ǫ〈z〉2 (1 + δ〈z〉)
−ǫ (6)
and the constant C is independent of ǫ and δ.
Then
([L,A]Φ(L)uδ,Φ(L)uδ) = −2i Im(ALΦ(L)uδ,Φ(L)uδ)
= −2i Im(AΦ(L)(
∑
j
2ǫδzj
〈z〉 (1 + δ〈z〉)
−1 ∂
∂zj
uδ + fǫδ(z)u),Φ(L)uδ). (7)
Using this equality, (6), and the fact that
Φ(L) : 〈z〉−γL2(Rn)→ 〈z〉−γL2(Rn),
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we obtain
|([L,A]Φ(L)uδ,Φ(L)uδ)| ≤ ǫCΦ‖uδ‖‖Φ(L)uδ‖+ C2. (8)
Here and below CΦ, C2 are constants which may change, independent of ǫ and δ, but depending on Φ, and
C2 depends on ‖〈z〉−ǫ0u‖ as well. Since (1− Φ(L))u = 0, we have
‖uδ‖ = ‖Φ(L)uδ + [Φ(L), (1 + δ〈z〉)−ǫ]u‖ ≤ ‖Φ(L)uδ‖+ C2. (9)
However, using (5) and the fact that 0 is not an eigenvalue of L, we obtain
([L,A]Φ(L)uδ,Φ(L)uδ) ≥ β1(Φ(L)uδ,Φ(L)uδ)
for some β1 > 0, if the support of Φ is chosen sufficiently small.
By choosing ǫ sufficiently small, then, and using (8) and (9), we get that
β1‖Φ(L)uδ‖2 ≤ β1
2
‖uδ‖2 + C2.
Then
‖Φ(L)uδ‖ ≤ C2,
and using (9), this shows that for sufficiently small ǫ, ‖uδ‖ is bounded by a constant independent of δ, and
thus u ∈ L2(Rn), and u ≡ 0.
We shall use the following notion of an “outgoing” function.
Definition 4.2. A function u ∈ 〈z〉1/2+ǫL2(Rn) will be called outgoing if it has a decomposition u = u0 +∑T (λ)
1 uj + u˜ with the following properties
( ∂∂|z| + iλ/c)u0 ∈ 〈z〉ǫL2(Rn); u0 ∈ 〈y〉1/2+ǫ〈z〉ǫL2(Rn);
uj = |x|−(n−2)/2e−iκj(λ)|x|bj(x/|x|)fj(y), 1 ≤ j ≤ T (λ);
u˜, ∂∂|z| u˜ ∈ 〈z〉ǫL2(Rn),
for any ǫ > 0.
Proposition 4.2. Given f ∈ L2(Rn), there is at most one outgoing u ∈ 〈z〉1/2+ǫL2(Rn) with (∆−λ2/c20)u =
f.
Proof. Suppose there are two such u. Then by considering the difference we can reduce this to the case
f ≡ 0. Then
0 =
∫
|z|<R
(∆− λ2/c2)uu = −
∫
|z|=R
(
∂
∂|z|uu− u
∂
∂|z|u)
= 2
∫
|z|=R
iλ
c
|u0|2 +
∑
j,k
iκj(λ)ujuk + iRe
∑
j
(λ/c+ κj)u0uj + i Im(u0e0 +
∑
j
ujej) + i Im e˜f˜ (10)
where e0, ej, e˜, f˜ ∈ 〈z〉ǫL2(Rn) for all ǫ > 0. Using the facts that
∫
fj(y)fk(y)dy = 0 if j 6= k and fj is
exponentially decreasing, this implies that as R→∞∫
|z|=R
2iλ
c
|u0|2 +
∑
j
2iκj(λ)|uj |2 ≤ C
∫
|z|=R
(
∑
j
|u0uj |+ |u0||e0|+
∑
j
|ujej|+ |e˜||f˜ |) +O(R−2−ǫ).
(11)
Since uj ∈ 〈y〉−∞〈x〉1/2+ǫL2(Rn) and u0 ∈ 〈y〉1/2+ǫ〈z〉ǫL2(Rn), we have u0uj ∈ 〈y〉−∞〈z〉1/2+2ǫL1(Rn).
Therefore, the right hand side of (11), considered as a function of R for large R, is in R1/2+2ǫL1(R+), so
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that u0, uj ∈ 〈z〉1/4+ǫL2(Rn). This in turn means that bj = 0 = uj for 1 ≤ j ≤ T (λ). Now we have
∂
∂|z|u = (−iλ/c)u+ u˜, u˜ ∈ 〈z〉ǫL2(Rn), any ǫ > 0. Repeating the argument almost as above, we obtain∫
|z|=R
|u|2 ≤ C
∫
|z|=R
|uu˜| ≤ C(
∫
|z|=R
|u|2)1/2(
∫
|z|=R
|u˜|2)1/2
and thus
(
∫
|z|=R
|u|2)1/2 ≤ C(
∫
|z|=R
|u˜|2)1/2
so that u ∈ 〈z〉ǫL2(Rn), any ǫ > 0. By the previous Proposition, u ≡ 0.
4.2. The Absolute Scattering Matrix. In order to use the Poisson operator to define the scattering
matrix, we shall need the following proposition, whose proof is a corollary of our construction of Section 5
and Theorem 1.3 (see Section 6.2).
Proposition 4.3. Let g = (g0, g1, ..., gT (λ)) ∈ C∞c (Sn−1c )⊕T (λ)1 C∞(Sn−2). Let θ = z|z| ∈ K, for K a compact
set in Sn−1c . Then, for θ ∈ K, as |z| → ∞,
P (λ)g = |z|−(n−1)/2[eiλ|z|/cg0(θ)|K + e−iλ|z|/c(g′0(θ))|K ] + u˜K
where u˜K ∈ 〈z〉ǫL2(Rn ∩ (K × [1,∞))) for any ǫ > 0.
Let y ∈ Ky, Ky ⊂ R compact, and let θ = x|x| . Then, as |x| → ∞,
P (λ)g = |x|−(n−2)/2[
T (λ)∑
1
eiκj(λ)|x|gj(θ)fj(y)|Ky +
T (λ)∑
1
e−iκj(λ)|x|g′j(θ)fj(y)|Ky ] + u˜c
where u˜c ∈ 〈x〉ǫL2((Rn ∩ ({|x| > 1})×Ky)) for any ǫ > 0.
This information about the Poisson operator allows us to define the (absolute) scattering matrix A(λ).
Definition 4.3. The (absolute) scattering matrix A(λ) is given, for g ∈ C∞c (Sn−1c ) ⊕T (λ)1 C∞(Sn−2), by
A(λ)g = g′ ∈ L2(Sn−1c ) ⊕ L2(Sn−2), where for any compact set K ⊂ Sn−1c , (g′0)|K is as in Proposition 4.3,
and, for 1 ≤ j ≤ T (λ), g′j is as in Proposition 4.3.
We remark that this definition differs slightly from the absolute scattering matrix discussed in [5]. How-
ever, as the two differ by a straight-forward normalization, we shall use this definition here both to emphasize
the similarities with the absolute scattering matrix as defined in [22] and because it is most convenient for
the inverse results.
For fixed λ, A(λ) = (Aij(λ)), 0 ≤ i, j ≤ T (λ), with the Aij operators. We call A00(λ) the “main part” of
the scattering matrix. If the operator c20(Dy + ρ
2) has no eigenvalues on L2(R, c−20 dy), the “main part” of
the scattering matrix is just the scattering matrix.
5. The approximate Poisson operator
For g = (g0, g1, ..., gT (λ)) ∈ L2(Sn−1c ) ⊕T (λ)1 L2(Sn−2), let Πjg = gj. Since our inverse results involve the
main part of the scattering matrix, A00(λ), we are most interested in P0(λ) = P (λ)Π0, where P (λ) is the
Poisson operator. Here we construct an approximation P˜0 of P0.
Let z ∈ Rn, λ ∈ R, λ 6= 0, and let ω ∈ Sn−1, ω = (ω, ωn), ωn 6= 0. We will construct a (partial)
approximate Poisson operator P˜0(z, λ, ω) such that
(c2∆− λ2)P˜ ∈ 〈z〉−∞L2(Rn), (1 − χ(y))(c2∆− λ2)P˜0 ∈ S(Rn)
where χ(y) ∈ C∞c (R) is 1 for |y| ≤ yM + 1, and, so that distributionally as |z| → ∞,
P˜0(z, λ, ω) = |z|−(n−1)/2
(
eiλ|z|/c0(y)δω(
z
|z| ) + e
−iλ|z|/c0(y)g(ω,
z
|z|)
)
+O(|z|−(n+1)/2).
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We will show how to construct such an approximation when ωn > 0; the case of ωn < 0 is quite similar. The
construction involves solving away errors at infinity. Since the model operator c20∆ has different behaviour
depending on the region “at infinity” (y > yM , |y| < yM , or y < −yM ) the techniques involved necessarily
depend on the region in which z lies.
We shall need the following
Lemma 5.1. For f ∈ L2([−yM , yM ]), the boundary value problem
c20(λ
2|ω|2/c2+ +D2y)b − λ2b = f
with boundary conditions
−iλωn/c+b(yM )− b′(yM ) = α1
iλ(1/c2− − |ω|21/c2+)1/2b(−yM )− b′(−yM ) = α2
has a unique solution in L2([0, y0], c
−2
0 dy) if 1/c
2
− ≥ |ω|2/c2+.
Proof. This boundary problem can be reduced to the form
−iλωn/c+b(yM )− b′(yM ) = 0
iλ(1/c2− − |ω|2/c2+)1/2b(−yM )− b′(−yM ) = 0
c20(λ
2|ω|2/c2+ +D2j )b − λ2b = g.
This has a solution if the adjoint operator has no nontrivial null space; and the solution is unique if the
homogeneous equation has no nontrivial solutions.
The adjoint operator is the operator
c20(λ
2|ω|2/c2+ +D2j )− λ2
with domain
{h ∈ L2([0, y0], c−20 dy) : −iλωn/c+h(yM ) + h′(yM ) = 0
and iλ(1/c2− − |ω|2/c2+)1/2h(−yM ) + h′(−yM ) = 0}. (12)
Suppose g is a nontrivial element of the null space of the adjoint operator. Then
0 =
∫ yM
−yM
(c20(λ
2|ω|2/c2+ +D2y)− λ2)ggc−20 dy
= −g′(yM )g(yM ) + g′(−yM )g(−yM ) + g(yM )g′(yM )− g(−yM )g′(−yM )
+
∫ yM
−yM
[
(λ2|ω|2/c2+ − λ2c−20 )|g|2 + |Dyg|2
]
dy (13)
Using the boundary conditions, we find that the second line is equal to
−2iλωn/c+|g(yM )|2 − 2iλ(1/c2− − |ω|2/c2+)1/2|g(−yM )|2.
Since the third line of (13) is real, this means that 0 = g(yM ) = g
′(yM ), or g(y) ≡ 0.
A similar calculation shows that the original operator has no nontrivial null space.
Let ω = (ω, ωn) with ωn > 0. In our construction of the approximation to the Poisson operator P0, we
begin with the function Φ(z, λ, ω) which is defined by
eiλx·ω/c+φ+(y)
where φ+ satisfies
c20(D
2
y + λ
2(1− ω2n)c−2+ )φ+ = λ2φ+ (14)
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and, as y →∞,
φ+(y) ∼ eiλyωn/c+ +R+(λ, ωn)e−iλωny/c+ (15)
and as y → −∞,
φ+(y) ∼ T+(λ, ωn)eiλy
√
1/c2
−
−1/c2
+
+ω2n/c
2
+ (16)
where when 1/c2− − 1/c2+ + ω2n/c2+ < 0 we take the square root so that the right hand side of (16) is
exponentially decreasing. We have (c20∆ − λ2)Φ = 0. Note that, up to a constant multiple which depends
only on n, λ, and c±, Φ is the Schwartz kernel of the (partial) Poisson operator P0,0 for c20∆ when ω is in
the upper hemisphere of Sn−1. We use this as our starting point.
When y > yM , we use the techniques of [18] to construct P˜ . Note that when we apply c
2∆− λ2 to Φ we
obtain an error which, for y > yM , is of the form
a1e
iλz·ω/c+ + a2eiλ(x·ω−yωn)/c+ (17)
where a1, a2 are classical polyhomogeneous symbols (in |z|) of order −2. We use the techniques of [18] to find
a term of the form aeiλz·ω/c+ with a ∈ S−1phg which will solve away the first term in the error (17) here. Just
as in [18], this is done iteratively, solving away an error d ∈ eiλz·ω/c+(S−jphgmodS−j−1phg ) by using beiλz·ω/c+
with b ∈ S−j+1phg , and b solving the transport equation
− 2ic+λω · ∂b
∂z
= d (18)
along the geodesics on the unit sphere at infinity. We choose b so that b is smooth at z/|z| = ω in order to
keep the right coefficient of eiλ|z|/c+ in the distributional asymptotic expansion.
Let s be the geodesic distance on the sphere from ω and let θ˜ be angular coordinates about ω. The
equation (18) can be solved, modulo an error of lower order, by bI,−j+1|z|−j+1 just as in [18, Section 2],
giving
bI,−j+1(s, θ˜, ω) =
i
2λc+(sin s)j−1
∫ s
0
(sin s′)j−2d−j,I(s′, θ˜;ω)ds′ (19)
where d−j,I |z|−j is the term of homogeneity −j in the error. Note that as long as z/|z| is in the upper
hemisphere we are away from −ω so the transport equations have a smooth solution.
We find bI,−j iteratively and then use Borel’s lemma to asymptotically sum them, obtaining a bI such
that
(c2∆− λ2)(Φ + bIeiλz·ω/c+) = eiλx·ω/c+e−iλyωn/c+a2 +O(|z|−∞)
when y > yM . Note that the construction of bI has not changed a2.
We will apply almost the same technique to solve away the error eiλx·ω/c+e−iλyωn/c+a2, y > yM , away
from z/|z| = (−ω, ωn). Here we will use solutions to the transport equation where we choose the initial
condition at y/|z| = 0, and the solutions, in analogy to (19), are of the form
bR,−j+1(s, θ˜, ω) =
i
2λc+(sin s)j−1
[∫ s
sR0
(sin s′)j−2d−j,R(s′, θ˜;ω)ds′ + CR,j−1
]
. (20)
Here s is the distance on Sn−1 from θ = z/|z| to the point (ω,−ωn) and θ˜ is the angular coordinate about
(ω,−ωn). The value s = sR0 corresponds to θn = 0, and CR,j depends only on ω and θ˜. We postpone to
Section 5.1 discussion of the form of the parametrix near z/|z| = (−ω, ωn).
In the lower hemisphere, we use a similar technique if 1/c2− − |ω|2/c2+ > 0. Here the error term is of the
form
eiλx·ω/c+eiλ
√
1/c2
−
−|ω|2/c2
+
yaT ,
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where aT ∈ S−2phg. Again we have solutions like (19) to the transport equation, although this time s measures
the distance on the sphere from the point (c−ω/c+,
√
1− c2−|ω|2/c2+).We will have a solution to the transport
equation away from (−c−ω/c+,−
√
1− c2−|ω|2/c2+) of the form
eiλx·ω/c+eiλ
√
1/c2
−
−|ω|2/c2
+
y
∑
bT,−j |z|−j,
where
bT,−j+1(s, θ˜, ω) =
i
2λc−(sin s)j−1
[∫ s
sT0
(sin s′)j−2d−j,T (s′, θ˜;ω)ds′ + CT,j−1
]
.
The constants (in s) CR,j and CT,j are to be determined. Of course their values affect subsequent errors
and thus subsequent bR,−j , bT,−j.
We will use a different technique to construct the solutions when |y| < yM . We choose the solutions so
that P˜0 is C
1 on Rn. We point out that if c0 is not smooth, for example, if it is piecewise constant, we should
expect it to be impossible to find a smooth Poisson operator on Rn.
The values of CR,j , CT,j are determined by solutions to boundary value problems that arise in constructing
the parametrix when |y| < yM , as described below.
When |y| < yM , we look for an approximate solution of the form
eiλx·ω/c+
∑
j≥0
|z|−j
(
bM,−j(
x
|x| , y) + |z|
−1b˜M,−j(
x
|x| , y)
)
. (21)
The term |z|−1b˜M,−j is of lower order and is included to improve the regularity at y = ±yM . Note that
(c2∆− λ2)(|z|−jb( x|x| , y)e
iλx·ω/c+) =
(
c20(D
2
y + λ
2|ω|2/c2+)b− λ2b
)
eiλx·ω/c+ |z|−j +O(|z|−j−1).
Therefore, for |y| < yM , to solve away an error of the form |z|−jdM,−j( x|x| , y) we look for bM,−j such that
c20(D
2
y + λ
2|ω|2/c2+)bM,−j − λ2bM,−j = dM,j(
x
|x| , y).
The boundary conditions which bM,j must satisfy come from matching with the solutions in the top and
bottom hemispheres in order to get a C1 function. They are
bI,−j(x/|x|, 0)eiλωnyM/c+ + e−iλωnyM/c+CRj(x/|x|)(sin sR0)−j/2iλc+ = bM,−j(x/|x|, yM )
iλωn/c+[bI,−j(x/|x|, 0)eiλωnyM/c+ − e−iλωnyM/c+CRj(x/|x|)(sin sR0)−j/2iλc+] = b′M,−j(x/|x|, yM )
e−iλ
√
1/c2
−
−|ω|2/c2
+
yMCTj(x/|x|)(sin sT0)−j/2iλc− = bM,−j(x/|x|,−yM )
iλ(1/c2− − 1/c2+|ω|2)1/2e−iλ
√
1/c2
−
−|ω|2/c2
+
yMCTj(x/|x|)(sin sT0)−j/2iλc− = b′M,−j(x/|x|,−yM )
(22)
where bI,−j+1 is known (it is determined by integrals over portions of geodesics of (sin s)j−1dj) and CTj ,
CRj are to be determined and are independent of y, and so can be treated as constants in solving the
boundary value problem. They can be eliminated from this set of equations, resulting in a boundary value
problem of the type considered in Lemma 5.1, which guarantees us a unique solution to the problem when
1/c2− > |ω|/c2+. This then determines bR,−j and bT,−j , since CT,j and CR,j are determined by bM,−j.
In order to ensure that our function will be C1 at y = yM and at y = −yM we will add an additional term
b˜M,j whose total contribution will be of order |z|−j−1. Let χ ∈ C∞c (R), χ(t) = 1 for |t| < 1 and χ(t) = 0 for
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|t| > 2. Let
βUj = lim
y↓yM
(
eiλyωn/c+(bI,−j(z/|z|) + e−iλyωn/c+bR,−j(z/|z|)
)
− bM,−j(x/|x|, yM )
γUj = lim
y↓yM
(
∂
∂y
(eiλyωn/c+(bI,−j(z/|z|)) + ∂
∂y
(e−iλyωn/c+bR,−j(z/|z|))
)
− b′M,−j(x/|x|, yM )
βLj = lim
y↑−yM
(
eiλy(1/c
2
−−|ω|2/c2+)1/2bT,−j(z/|z|)
)
− bM,−j(x/|x|,−yM )
γLj = lim
y↑−yM
∂
∂y
(
eiλy(1/c
2
−−|ω|2/c2+)1/2bT,−j(z/|z|)
)
− b′M,−j(x/|x|,−yM )
Note that by our choice of bj , βUj , γUj , βLj and γLj all have leading order |z|−1. Now, let
b˜M,−j =
(
χ
(
3(y − yM )
yM
)
[βUj + (y − yM )γUj ] + χ
(
3(y − yM )
yM
)
[βLj + yγLj]
)
|z|. (23)
For |y| < yM , this determines the approximate solution of the form (21).
If 1/c2− − |ω|2/c2+ < 0, then we use a slightly different method for finding the approximate solution when
y ≤ yM . Here, in a manner similar to that used for |y| < yM above, we solve away the error term by using
an approximation of the form∑
eiλx·ω/c+(bL,−j(
x
|x| , y) + b˜L,−j(
x
|x| , y)|z|
−1)|z|−j
where
c20(λ
2|ω|2/c2+ +D2y)bL,−j − λ2bL,−j = d−j ,
d−j is the coefficient of |z|−jeiλx·ω/c+ in the error term and is exponentially decreasing in y when y < 0,
and bL,−j is square integrable on (−∞, yM ]. We need in addition a boundary term at y = yM , and this is
provided by the first two equations of (22). An argument like that of Lemma 5.1 shows that there is a unique
solution to this problem. As in the previous case, b˜L,−j is chosen to improve the regularity at y = yM .
Remark . We remark that this construction can be carried out, with some minor modifications, for sound
speeds c1 = c+ d, where c− c0 has an asymptotic expansion of the type (4), and d is supported in |y| < yM ,
with d ∼∑j≥0 |z|−jdj(x/|x|, y).
5.1. Approximate Poisson Operator Near its Singularities. For ωn > 0, it remains to describe the
approximation of the (partial) Poisson operator near z/|z| = θ = (−ω, ωn) and, if 1 − c2−|ω|2/c2+ > 0, near
z/|z| = θ = (−c−ω/c+,−
√
1− c2−|ω|2/c2+). The approximation in these regions contributes to the scattering
matrix. As these two are quite similar, we will concentrate on the first, using the techniques of [18, Section
3].
Let w = (w1, ..., wn) = (w
′, wn) ∈ Rn, and rotate the coordinate system so that ω is the north pole.
Denote by Iγ,ατ the class of operators whose Schwartz kernel can, near the south pole, be written as a
Schwartz function plus a term of the form∫ ∞
0
∫ (
1
S|w|
)γ
Sαeiτ(Sw
′·µ−√1+S2|w|)a
(
1
S|w| , S, µ
)
dSdµ (24)
with a ∈ C∞c ([0, ǫ) × [0, ǫ) × Sn−2). From the results of [18], this class is asymptotically complete in γ.
Moreover, a stationary phase computation which can be found in [18] shows that away from the south pole
this is equivalent to the class of operators whose kernel is of the form eiτwnb, with b a polyhomogeneous
symbol in |w| (and smooth in w/|w|) of order −γ + (n− 1)/2. We recall below some additional facts about
the operators Iγ,ατ from [18].
We recall from [18]
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Proposition 5.1. If u(w, ω) ∈ Iγ,ατ and f ∈ C∞(Sn−1 × Sn−1), then
eiτ |w|
∫
u(|w|θ, ω)f(θ, ω)dθdω
is a smooth symbolic function in |w| of order −1 − α and its lead coefficient is |w|−1−α〈K, f〉, where K is
the pull-back of the Schwartz kernel of a pseudo-differential operator of order α − γ − (n − 2) by the map
θ 7→ −θ. The principal symbol of K determines and is determined by the lead term of the symbol, a(t, S, µ)
of u as S → 0 + .
¿From [18, Propositions 3.1 and 3.2], we have
Proposition 5.2. If u ∈ Iγ,ατ and V ∼
∑
j≥2 |w|−jvj(w/|w|), then
(∆− τ2)u ∈ Iγ+1,α+1
and
V u ∈ Iγ+2,α+2.
¿From Lemma 3.2 of [18],
Lemma 5.2. If u ∈ Iγ,(n−3)/2τ , V ∼
∑
j≥2 |w|−jvj(w/|w|), and (∆ + V − τ2)u ∈ I
γ+1,n−1
2
τ , then (∆ + V −
τ2)u ∈ Iγ+1,
n+1
2
τ .
Again from [18]
Proposition 5.3. If u ∈ I∞,ατ = ∩γIγ,ατ , then u = e−iτ |w|f(w), with f a classical symbol of order −α− 1.
We proceed as described in [18, Section 3]. Using the first part of the construction, we have an approxima-
tion of the Poisson operator that blows up as θ = z/|z| approaches (−ω, ωn) or (−c−ω/c+,−
√
1− c2−|ω|2/c2+).
Recalling that ωn > 0, near θ = (−ω, ωn), we find an approximation of the Poisson operator of the form
uR+, where u ∈ I−(n−1)/2,(n−3)/2λ/c+ , and R+ : (ω, ω\) 7→ (ω,−ω\). For θ near (−c−ω/c+,−
√
1− c2−|ω|2/c2+),
the approximation of the Poisson operator is of the form uR−, where u ∈ I−(n−1)/2,(n−3)/2λ/c− and R− :
(ω, ω\) 7→ (⌋−ω/⌋+,
√
∞− ⌋∈−|ω|∈/⌋∈+). Putting all of this together, we get an approximation P˜0 to the
(partial) Poisson operator with a remainder term (c2∆ − λ2)P˜0 that is in 〈z〉−∞L2, and is Schwartz after
multiplication by a function φ ∈ C∞b (R) which vanishes for |y| < yM + 1. This error is then solved away by
applying (∆ − (λ − i0)2c−2)−1c−2, and it is for this that we need the results of Section 6. Taken together,
the approximation of the (partial) Poisson operator described in this section, together with the results of
Proposition 5.1 and Theorem 1.3, show Theorem 1.1.
5.2. Approximation of P (λ)Πj , 1 ≤ j ≤ T (λ). For completeness, we briefly outline how to construct an
approximation P˜j(λ) to P (λ)Πj , 1 ≤ j ≤ T (λ). The approximation will have the properties
(c2∆− λ2)P˜j ∈ 〈z〉−∞L2(Rn), (1 − φ(y))(c2∆− λ2)P˜j ∈ S(Rn)
if φ ∈ C∞c (R), φ(y) = 1 when |y| < yM + 1, and, distributionally as |z| → ∞,
P˜j(z, λ, ω) = |x|−(n−2)/2
(
eiκj(λ)|x|δω(
x
|x| )fj(y) + e
−iκj(λ)|x|h(ω,
x
|x| )fj(y)
)
+O(|x|−n/2〈y〉−∞).
Here ω ∈ Sn−2.
For the construction of P˜j , we begin with Φj = e
iκj(λ)x·ωfj(y), which is, up to a constant multiple
depending on n and κj , the (jth partial) Poisson operator for c
2
0∆. We have
(c2∆− λ2)Φj ∼
∑
k≥2
|x|−keiκj(λ)x·ωd−k(x/|x|, y),
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where d−k is smooth in x/|x|, exponentially decreasing in y, and smooth in y when |y| > yM .
To solve away the error with k = 2, we write
d−2(x/|x|, y) = d−2,1(x/|x|, y) + d−2,2(x/|x|)fj(y)
where
∫
d−2,1(x/|x|, y)fj(y)c−20 (y)dy = 0. Since d−2,1 is orthogonal to fj , we can find g−2 such that
(c20(D
2
y + κ
2
j)− λ2)g−2(x/|x|, y) = d−2,1(x/|x|, y)
and use eiκj(λ)x·ω|x|−2g−2(x/|x|, y) to solve away the eiκj(λ)x·ω|x|−2d−2,1(x/|x|, y) error, up to a term van-
ishing one order faster at infinity. We note that g−2 is exponentially decreasing in y, since d−2,1 is, and that
this term does not contribute anything to the scattering matrix, since distributionally it is O(|x|−(n+2)/2).
To solve away the error |x|−2eiκj(λ)x·ωd−2,2(x/|x|)fj(y), we use the techniques of [18] in the x variables
only. That is, essentially as in our construction of P˜0, we solve transport equations along geodesics on S
n−2
beginning at x/|x| = ω. Near x/|x| = −ω, we must use the second ansatz, as in Section 5.1 or [18].
The subsequent errors are solved away in exactly the same manner, resulting in an approximation as
claimed.
6. End of proof of structure results
In order to finish the proof of Theorem 1.1, we must tie up a number of loose ends. These include showing
the existence of a function u as in the definition of the Poisson operator (Definition 4.1), proving Proposition
4.3, and showing that the construction of the (partial) Poisson operators in the previous sections captures all
the singularities of the scattering matrix. As these use similar techniques, we give the proofs in this section.
For λ ∈ R \ {0}, ǫ > 0, the limit
lim
δ↓0
〈z〉−1/2−ǫ(c2∆− (λ− iδ)2)−1c2〈z〉−1/2−ǫ = lim
δ↓0
〈z〉−1/2−ǫ(∆− c−2(λ− iδ)2)−1〈z〉−1/2−ǫ
= 〈z〉−1/2−ǫ(∆− c−2(λ− i0)2)−1〈z〉−1/2−ǫ
as an operator on L2(Rn) exists in the norm topology ([4, 9]). In this section, we study further properties
of (∆ − (λ − i0)2c−2)−1 when it is applied to a function f ∈ 〈z〉−∞L2(Rn), (1 − φ(y))f ∈ S(Rn) for some
φ ∈ C∞c (R). In particular, we are interested in the asymptotics at infinity of the resulting function.
For simplicity of exposition, we shall assume λ > 0 throughout this section. The results for λ < 0 can be
proved in a similar way.
6.1. “Outgoing” solutions. The main result of this section is Proposition 6.1. This proposition, combined
with the approximation of the Poisson operator in the previous section, shows the existence of a function u
with the properties given in Definition 4.1. Taken together with Proposition 4.2, this shows the existence
and uniqueness of the Poisson operator.
In proving this proposition, as well as in many others, we shall use the fact that if
u = lim
ǫ↓0
(∆− c−2(λ− iǫ)2)−1f = (∆− c−2(λ− i0)2)−1f,
then
u = (∆− (λ − i0)2c−20 )−1(V u+ f) (25)
where
V = λ2(c−2 − c−20 ). (26)
Additionally,
(∆− (λ− i0)2c−20 )−1g(z) = (2π)1−n
∫
eix·ξ((D2y + |ξ|2 − (λ − i0)2c−20 )−1gˆ(ξ, ·))(y)dξ (27)
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where gˆ(ξ, y) =
∫
e−ix·ξg(x, y)dx is the Fourier transform in the x variables only. We shall repeatedly use
this notation for the Fourier transform in the x variables only, and V is given by (26).
We make several remarks about the operator (D2y + t
2− (λ− i0)2c−20 )−1. As an operator from (D2y + t2−
(λ − i0)2c−20 )−1 : 〈y〉−1/2−ǫL2(R) → 〈y〉1/2+ǫL2(R) for any ǫ > 0 it is smooth for |t| < λ/c+, t away from
λ/c±. Near t = λ/c+, (λ2/c2+ − t2)1/2(D2y + t2 − (λ − i0)2c−20 )−1 is a smooth function of (λ2/c2+ − t2)1/2,
and, if c− > c+, near t = λ/c− it is a smooth function of (λ2/c2− − t2)1/2.
We shall use the following lemma in the proof of Proposition 6.1.
Lemma 6.1. If u = limǫ↓0(∆ − (λ − iǫ)2c−2)−1f and f ∈ 〈z〉−∞L2, then V̂ u(ξ, y) and all its derivatives
with respect to ξ/|ξ| are, for ǫ > 0, in HJ−1/2−ǫ−β(Rn−1ξ ; 〈y〉−βL2(Ry)) for 0 ≤ β ≤ J − 1/2− ǫ.
Proof. Throughout the proof ǫ > 0 is small, and may change from line to line.
We have (∆− λ2/c20)u = V u+ f . Then
V̂ u(ξ, y) = C
∫
e−ix·ξV (x, y)
∫
eix·η((D2y + |η|2 − c20(λ− i0)2)−1[fˆ(η, ·) + V̂ u(η, ·)])(y)dηdx.
(28)
Let D(ξ/|ξ|)l stand for a derivative tangent to |ξ| =constant. Then(
D(ξ/|ξ|)l
)j ∫
e−ix·ξV (x, y)
∫
eix·η((D2y + |η|2 − c−20 (λ− i0)2)−1V̂ u(η, ·))(y)dηdx
=
∫
e−ix·ξV (x, y)
∫
eix·η((D2y + |η|2 − c−20 (λ− i0)2)−1
(
D(η/|η|)l
)j
V̂ u(η, ·))(y)dηdx
+
∑
|α|<j
∫
e−ix·ξVα(x, y, ξ)
∫
eix·η((D2y + |η|2 − c−20 (λ − i0)2)−1
(
D(η/|η|)
)α
V̂ u(η, ·))(y)dηdx. (29)
Here Dα(η/|η|) is a derivative of order |α| in the ξ/|ξ| variables and
|DβxDkyDγξ Vα(x, y, ξ)| ≤ C(1 + |z|)−J−|β|−k (30)
for large |z|, where if k > 0, we need also require |y| > yM . That is, Vα is a symbol in x, a property we shall
use. Let ∆ξ/|ξ| be the Laplacian in the ξ/|ξ| variables. If 0 < t < 1/2, then(
∆ξ/|ξ|
)t ∫
e−ix·ξV (x, y)
∫
eix·η((D2y + |η|2 − c−20 λ2)−1V̂ u(η, ·))(y)dηdx
=
∫
e−ix·ξV (x, y)
∫
eix·η((D2y + |η|2 − c−20 λ2)−1
(
∆η/|η|
)t
V̂ u(η, ·))(y)dηdx
+
∫
e−ix·ξVt(x, y, ξ)
∫
eix·η((D2y + |η|2 − c−20 λ2)−1V̂ u(η, ·))(y)dηdx (31)
where Vt(x, y, ξ) satisfies, for large |z|,
|DαxDmy Dγξ Vt(x, y, ξ)| ≤ Cα,t,γ,m(1 + |z|)−J−1+2t−|α|−m
where we require m = 0 if |y| ≤ yM .
Because of the decay properties of V , V̂ u(η, y) ∈ HJ−1/2−ǫ−β(Rn−1η ; 〈y〉−βL2(Ry)) for J−ǫ−1/2 ≥ β ≥ 0.
Of course, fˆ(η, y) ∈ H∞(Rn−1η ; 〈y〉−∞L2y).
Suppose for some t > 0, (∆ξ/|ξ|)t/2V̂ u ∈ HJ−1/2−ǫ−β(Rn−1ξ ; 〈y〉−βL2(Ry)) for J − ǫ− 1/2 ≥ β ≥ 0. Then
using equations (28), (29) and (31) we obtain (∆ξ/|ξ|)(t+2J−2−2ǫ)/2V̂ u ∈ HJ−1/2−ǫ−β(Rn−1ξ ; 〈y〉−βL2(Ry)).
Since J > 1, the proof follows by induction.
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Lemma 6.2. If w, η ∈ Rm, and
|DαzDβηa(w, η)| ≤ Cαβ(1 + |w|)−|β|
for all multiindices α, β, then the operator A defined by
(Ag)(η) =
∫
eiw·ηa(w, η)g(w)dw
is a continuous map
A : 〈w〉γL2(Rm)→ H−γ(Rm).
Proof. We can write
(Ag)(η) =
∫
eiw·(η−η
′)a(w, η)gˇ(η′)dη′dw
with gˇ ∈ H−γ(Rm) the inverse Fourier transform on Rm. Since a is a symbol of order 0 in w, this is
a pseudodifferential operator acting on gˇ and the result follows from standard pseudodifferential operator
theory.
Lemma 6.3. Let a(w, η) be a symbol of order 0 in w = (w,wm+1) ∈ Rm+1, and let h(η) ∈ H−γ(Rm) be
supported away from t2 = |η|2, where t is a nonzero constant. Then
(Ah)(w) =
∫
eiw·η+iwm+1
√
t2−|η|2a(w, η)h(η)dη ∈ 〈w〉γ+1/2L2(Rm+1)
provided γ > 0.
Proof. Let g ∈ 〈w〉−γ−1/2L2(Rm+1). Then
(g,Ah) = (
∫
a(w, η)e−iw·η−iwm+1τg(w)dw|τ=
√
t2−|η|2 , h(η)). (32)
By the previous lemma and the restriction properties of elements of Sobolev spaces,∫
a(w, η)e−iw·η−iwm+1τg(w)dw|τ=
√
t2−|η|2 ∈ Hγ
if γ > 0. The pairing (32) is then well-defined for all such g, and Ah ∈ 〈w〉γ+1/2L2(Rm+1).
Proposition 6.1. If f ∈ 〈z〉−∞L2(Rn) and J ≥ 2, then u = (∆− (λ− i0)2c−2)−1f is outgoing in the sense
of Definition 4.2.
Proof. We use (25) and (27). Choose Ψ ∈ C∞c (R) to be 1 for |ξ| ≤ λ2/c2+ and supported in a slightly larger
neighborhood. We use the fact that we can write, for δ > 0, (1 − Ψ(ξ))((D2y + |ξ|2 − (λ − iδ)2c−20 )−1 as a
sum of an operator bounded on L2(R) and an operator involving projection onto the discrete spectrum. The
part corresponding to an operator bounded on L2 gives an element of L2. For the part corresponding to the
discrete spectrum, near the poles we move the contour of integration in |ξ| slightly into the upper half-plane
when x · ξ ≥ 0 and into the lower half-plane for x · ξ ≤ 0, obtaining∫
eix·ξ(1−Ψ(|ξ|))((D2y + |ξ|2 − (λ− i0)2c−20 )−1(V̂ u+ f̂)(ξ, ·))(y)dξ =
T (λ)∑
1
e−iκj(λ)|x|bj(
x
|x| )fj(y) + u˜1
where u˜1,
∂
∂|z| u˜1 ∈ L2(Rn). We remark here that bj ∈ C∞(Sn−1), thanks to the fact that it originates from
a stationary phase applied to functions smooth in ξ/|ξ| (Lemma 6.1) at |ξ| = κj(λ). We refer the reader to
the proof of Theorem 4.1 of [5] for greater detail in a very similar computation.
When |y| < C for some constant C, we have that away from |ξ| = λ/c+,
w(ξ, y) = Ψ(|ξ|)((D2y + |ξ|2 − (λ− i0)2)−1(V̂ u+ f̂)(ξ, ·))(y) ∈ L2(Rn−1ξ )
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with a norm independent of y, |y| < C. Near |ξ| = λ/c+, w(ξ, y) ∈ Lp(Rn−1) for any p < 2, again with norm
independent of y, |y| < C, so using the mapping properties of the Fourier transform we have∫
eix·ξw(ξ, y)dξ|{|y|<C} ∈ 〈x〉ǫL2(Rn−1x × [−C,C]y).
When y > yM , for |ξ| ≤ λ/c+ we have
((D2y + |ξ|2 − (λ − i0)2c−20 )−1V̂ u+ ĉ2f(ξ, ·))(y) = h1(y)e−i
√
λ2/c2
+
−|ξ|2 + h2(y, ξ).
Since h2(y, ξ) ∈ L2(Rn−1ξ ; 〈y〉−J+3/2−ǫL2(Ry)), taking its inverse Fourier transform in x gives an element of
〈y〉−J+3/2−ǫL2(Rn ∩ {y > yM}), and similarly if we take a radial derivative.
For the term h1(y)e
−i
√
λ2/c2
+
−|ξ|2 , note that away from |ξ| = λ/c±, h1 ∈ HJ−1−ǫ(Rn−1). Notice that
(
∂
∂|z| + iλ/c+)e
ix·ξ−iy
√
λ2/c2
+
−|ξ|2 = (
x
|z| · ξ − i
y
|z|
√
λ2/c2+ − |ξ|2 + iλ/c+)eix·ξ−iy
√
λ2/c2
+
−|ξ|2 ,
(33)
that is, it vanishes to first order on the critical points of the phase. Therefore, smoothly restricting our
region of integration to |ξ| < λ/c+ − δ and away from |ξ| = λ/c−, an integration by parts argument shows
us that we get an element of 〈z〉ǫL2(Rn ∩ {y > yM}) for any ǫ > 0.
Near |ξ| = λ/c+, |ξ| ≤ λ/c+, h1 = (λ2/c2+ − |ξ|2)−1/2b(
√
λ2/c2+ − |ξ|2)h+(ξ), where b ∈ C∞ and h+(ξ) =
h++(ξ,
√
λ2/c2+ − |ξ|2), h++ ∈ HJ−1/2−ǫ(Rn). Using a partition of unity, we can work on coordinate patches
on which ξi 6= 0 for some i. For example, let ξ = (ξ2, ξ2, ...ξn−1) and for ξ1 > δ > 0, we use (ξ, t =√
λ2/c2+ − |ξ|2) as our variables of integration. Then we need to compute
(
∂
∂|z| + iλ/c+)
∫
t≥0
ei(x1
√
λ2/c2
+
−t2−|ξ|2+x·ξ−yt)χ1(ξ, t)b(t)h++(
√
λ2/c2+ − t2 − |ξ|2, ξ, t)dt.
Here χ1 is a smooth cut-off function and x = (x2, x3, ..., xn−1). The resulting integrand vanishes at the
stationary points of the phase, so that we may integrate by parts. Applying Lemma 6.3 and a related
result for the boundary term, we obtain an element of 〈z〉ǫL2(Rn). We can repeat this procedure, using the
partition of unity, to cover the integration over the region with |ξ| ≤ λ/c+, |ξ| near λ/c+.
For |ξ| ≥ λ/c+, we have∫
|ξ|≥λ/c+
Ψ(|ξ|)eix·ξ(|ξ|2 − λ2/c2+)−1/2
(
e−y
√
|ξ|2−λ2/c2
+∫ y
−∞
a(
√
|ξ|2 − λ2/c2+)(V̂ u+ fˆ)(ξ, y′)φ(y′,
√
|ξ|2 − λ2/c2+)dy′ + h2b(ξ, y)
)
dξ (34)
with a(t), φ(y′, t) smooth in t and |φ(y′, t)| ≤ Cey′t. The function φ(y,
√
|ξ|2 − λ2/c2+) is in the null space of
D2y + |ξ|2 − λ2/c20. Since h2b, Dyh2b ∈ HJ−1−ǫ−γ(Rn−1; 〈y〉−γL2(R)) for J − 1− ǫ − γ ≥ 0, its contribution
is in 〈z〉ǫL2(Rn) and can be neglected. As in the previous integral, for the rest we use a partition of unity
to work in sets with ξi 6= 0, some i. Near ξ1 6= 0, we use coordinates ξ, t =
√
|ξ|2 − λ2/c2+ almost as before.
Using the technique of the proof of Lemma 6.3, applying ( ∂∂|z| + iλ/c+) when y > yM , integrating by parts,
and using Lemma 6.2, we need to check only that∫ ∫
t≥0
∫ ∞
yM
w1(ξ, t, y)
∫ y
yM
e−ytφ(y′, t)w2(ξ, t, y′)dy′dtdξ (35)
16
is finite when w1 ∈ Hǫ/2(Rn−1; 〈y〉−1−ǫ/2L2(R)) and w2 ∈ HJ−1−2δ(Rn−1; 〈y〉−δL2(R)) for any δ > 0, where
w2 is supported near t = 0 and away from |ξ| = λ/c+. Since by Ho¨lder’s inequality
|
∫ y
yM
e−(y−y
′)tw2(ξ, t, y
′)dy′| ≤ C〈y〉−δ+1/2(
∫
|w2(ξ, t, y′)|2〈y′〉2δdy′)1/2
for any δ > 0, using Ho¨lder’s inequality again we see that (35) is finite.
Near |ξ| = λ/c−, h1 = h−1 + h−2, where h−2 ∈ HJ−1−ǫ and can be treated by an integration by parts as
before. However, h−1 is the restriction of an element of HJ−1/2−ǫ to the hypersurface (ξ,
√
λ2/c2− − |ξ|2).
Here we introduce the variable of integration t =
√
λ2/c2− − |ξ|2; this results in an extra factor of t in the
integrand and makes t = 0 a stationary point in of the phase. However, the extra factor of t in the integrand
is enough to allow us to integrate by parts after applying ∂∂|z| + iλ/c+, and arguing as in Lemma 6.3, we
obtain an element of 〈z〉ǫL2(Rn ∩ {y > yM}).
A similar technique shows that ( ∂∂|z| + iλ/c−)(∆ − (λ − i0)2c−2)−1f|y<−yM ∈ 〈z〉ǫL2(Rn ∩ {y < −yM})
for any ǫ > 0.
For future reference, we remark that the proof above has shown
Corollary 6.1. If f ∈ 〈z〉−∞(Rn), then for y ∈ K, K ⊂ R compact, |x| > 1,
(∆− c−2(λ− i0)2)−1f(z)||x|>1,y∈K = |x|−(n−2)/2
T (λ)∑
1
e−iκj(λ)|x|bj(x/|x|)fj(y) + u1
where bj ∈ C∞(Sn−2) and u1 ∈ 〈x〉ǫL2(Rn−1 ×K).
6.2. Smoothness of leading order coefficient. To finish the proof of Theorem 1.1, we need to prove
Theorem 1.3, which we recall:
Theorem . Let c and c0 satisfy the hypotheses of Section 2 and hypothesis (H1) or (H2). For any χ ∈
C∞c (S
n−1
c ), f ∈ 〈z〉−∞L2(Rn), (1 − φ(y))f ∈ S(Rn) for some φ ∈ C∞c (R), we have
χ(z/|z|)(∆− c−2(λ − i0)2)−1f = e−iλ|z|/c|z|−(n−1)/2a0(z/|z|) + u1
where a0 ∈ C∞(Sn−1c ) and u1 ∈ 〈z〉ǫL2(Rn) for all ǫ > 0.
The proof of this theorem will occupy the next two subsections. Before we prove it, however, we give
some applications.
Proof of Proposition 4.3. We have P (λ)Πj = P˜j(λ)− (∆− c−2(λ − i0)2)−1(∆− λ2c−2)P˜j(λ), where P˜j are
the approximate (partial) Poisson operators constructed in Section 5. Proposition 4.3 now follows from our
construction of P˜j , Proposition 6.1, Corollary 6.1 and Theorem 1.3.
Moreover, if we take f = (∆− λ2c−2)P˜0(λ, z, ω), where P˜0 is the approximation of the (partial) Poisson
operator we have constructed, then this theorem shows that the the only singularities of the main part of the
scattering matrix come from the structure of the approximation of the Poisson operator we have constructed.
This then proves Theorem 1.1.
The following proposition implies Theorem 1.3 in one case.
Proposition 6.2. Suppose c and c0 satisfy the hypothesis (H1). Let χ ∈ C∞c (Sn−1c ) and let f ∈ 〈z〉−∞L2,
(1− φ(y))f ∈ S(Rn) for some φ ∈ C∞c (R). Then
χ(z/|z|)(∆− c−2(λ − i0)2)−1f = |z|−(n−1)/2e−iλ|z|/c0(y)
N∑
0
|z|−jaj(z/|z|) +O(|z|−(n−1)/2−N−1)
where aj ∈ C∞(Sn−1c ).
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Proof. Because c+ = c−, we can recast this in the form of a perturbation of a simple n-body problem and
use the fact that much is known about asymptotic expansions of the resolvent applied to Schwartz function.
First, we note that
(∆− c−2(λ− i0)2)−1 = (∆− λ2(c−2 − c−2+ )− c−2+ (λ − i0)2)−1.
The operator ∆ − λ2(c−20 − c−2+ ) is a particularly simple example of a class of n-body operators widely
studied. The operator ∆ − λ2(c−2 − c−2+ ), while not quite an n-body operator since the potential depends
on all variables, is a perturbation that has many of the same properties we desire.
The paper [24], which builds on results of [13, 22], shows that
χ(z/|z|)(∆− λ2(c−20 − c−2+ )− c−2+ (λ− i0)2)−1f
= |z|−(n−1)/2e−iλ|z|/c0(y)
N∑
0
|z|−jbj(z/|z|) +O(|z|−(n−1)/2−N−1)
with bj smooth. The proof is such that the results of [24] hold with c0 replaced by a sound speed c of the
type considered here. Roughly speaking, this is because [13] requires that the operator ∆ + V1 (where for
us V1 = −λ2(c−20 − c−2+ ) or V1 = −λ2(c−2 − c−2+ ) ) satisfy a Mourre estimate and some regularity and decay
properties, both of which are satisfied for either V1. Vasy remarks already that the results of [24, Section 2],
which are local versions of results of [22], will hold in our case. Then the results of [24, Section 3] hold for
our case, since just as in that paper we can argue that from the results of [13] and [22] that
WF∗sc
(
χ(z/|z|)(∆− c−2(λ− i0)2)−1f) ⊂ R+λ/c+ ,
and the asymptotic expansion follows from [24, Proposition 2.8] and the remarks made there. (Roughly
speaking, WFsc(u) provides a microlocal description of the lack of decay of u– see [22] for a definition of the
scattering wave front set, WFsc, and R
+
τ .)
Before giving the proof in the case c+ 6= c−, we give some explanation as to why the proof of [24] does
not apply in this case. The argument of [24] uses very strongly the fact that, for f ∈ S,
WF∗sc
(
χ(z/|z|)(∆− λ2(c−20 − c−2+ )− c−2+ (λ − i0)2)−1f
) ⊂ R+λ/c+
where χ ∈ C∞c (Sn−1c ).
This is not, however, true in general when c+ 6= c−. The results of [5, Theorem 4.1] show that in general
for f ∈ S(Rn),(
(∆− (λ− i0)2c−20 )−1f
)
(z) = e−iλ|z|/c+ |z|−(n−1)/2a0(z/|z|)
+ |z|−(n+1)/2
(
e−iλ|z|/c+a1(z/|z|) + e−iλ|x|/c−−iyλ
√
1/c2
+
−1/c2
−b1(z/|z|)
)
+O(|z|−(n+3)/2) (36)
when 0 < ǫ < y/|z| < (1 − c2+/c2−)1/2 − ǫ and |z| → ∞. If b1 6= 0, then the scattering wave front set is not
contained in R+λ/c+ . This means that the scattering wave front set of χ(∆ − (λ − i0)2/c2)−1f is in general
more complicated than the c+ = c− case (and unknown, to the best of our knowledge), and the techniques
of [22, 24] cannot be immediately applied. Similar differences can be seen in the resolvent estimates of [13,
Theorem 1.1] for the n-body problem, and [16, Theorem 3.1], for a particular stratified medium.
Instead, we take a different approach.
6.3. Proof of Theorem 1.3 in case hypothesis (H2) holds. In order to prove Theorem 1.3 when
hypothesis (H2) holds, we will make heavy use of equations (25) and (27). We use the fact that the more
rapidly g decays at infinity, the more we can say about (∆ − (λ − i0)2c−20 )−1g, using equation (27). To
take advantage of this, roughly speaking, we find approximations w of u = (∆ − (λ − i0)2c−2)−1f so that
(∆−λ2/c20)w = V u+ e, with the error e decaying faster than V u does, and w decaying faster than u. Then
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u = w − (∆− (λ− i0)2c−20 )−2(f + e) (compare (25)). The better rate of decay of e improves our knowledge
of u.
In practice, the proof is somewhat more complicated. We study the behaviour at infinity of χ(z/|z|)u,
χ ∈ C∞c (Sn−1c ), and we introduce a “microlocal” cut-off Ψ(Dx) so that χΨ(Dx)u has the same leading
behaviour as χu at infinity (Lemma 6.4), but is easier to understand.
Lemma 6.4 shows that, for suitable Ψ, χ(1 − Ψ(Dx))u ∈ 〈z〉ǫ−1/2L2(Rn), so that χΨ(Dx)u captures
the leading behaviour of χu. Lemmas 6.5-6.9 are preliminaries, and Lemmas 6.10-6.11 are used to make
successive approximations of χu in the proof of Proposition 6.3, which shows that χΨ(Dx)u has an asymptotic
expansion with smooth coefficient in the leading order term.
The next lemma shows us that, for suitable Ψ and χ, χΨ(Dx)u is the leading order term of χu.
Lemma 6.4. Let χ ∈ C∞c (Sn−1c ), Ψ ∈ C∞b (Rn−1), and suppose that if (x/|z|, y/|z|) ∈ suppχ and y > 0,
then ±λx/(c+|z|) 6∈ supp(1−Ψ), and if (x/|z|, y/|z|) ∈ suppχ and y < 0, then ±λx/(c−|z|) 6∈ supp(1−Ψ).
If J ≥ 4, u = (∆− (λ− i0)2c−2)−1f , and f ∈ 〈z〉−∞L2(Rn), then
χ(z/|z|)(1−Ψ(Dx))u, ∂
∂|z|χ(z/|z|)(1−Ψ(Dx))u ∈ 〈z〉
−1/2+ǫL2(Rn)
for any ǫ > 0.
Proof. We give the proof for χ supported in y > 0, as the proof for χ with support in y < 0 is quite similar.
The proof closely resembles that of Proposition 6.1. Let Ψ1 ∈ C∞b (R) be such that suppΨ1(t) ⊂ {|t| >
λ/c+}, supp(1−Ψ1) ⊂ {|t| ≤ λ/c+ + δ}, some small δ > 0. Then, by the same type of arguments as in the
proof of Proposition 6.1, since the eigenfunctions of D2y + c
−2
0 λ
2 are exponentially decreasing in y, we have
χ(z/|z|)
∫
eix·ξ(1 −Ψ(ξ))Ψ1(|ξ|)(D2y + |ξ| − c−20 (λ− i0)2)−1(V̂ u(ξ, ·) + fˆ(ξ, ·))(y)dξ ∈ 〈z〉−1/2+ǫL2(Rn).
Moreover, for y > yM , using (33), we see that when z is restricted to the support of χ(z/|z|) there are no
stationary points of the associated phase x · ξ− y
√
λ2/c2+ − |ξ|2 on the support of 1−Ψ(ξ). Therefore, when
the integrand is supported in |ξ| < λ/c+ and away from |ξ| = λ/c±, we can integrate by parts as in the
proof of Proposition 6.1 and get an element of 〈z〉−1/2+ǫL2(Rn). We need only examine the integration near
|ξ| = λ/c± more closely.
If c+ < c−, near |ξ| = λ/c−, y > yM , we have
(Dy + |ξ|2 − (λ− i0)2)−1(V̂ u(ξ, ·) + fˆ(ξ, ·))(y) = e−iy
√
λ2/c2
+
−|ξ|2(a1(ξ) + (λ2/c2− − |ξ|2)1/2a2(ξ)) + b(y, ξ)
(37)
where a1, a2 ∈ H l(Rn−1), l an integer with l < J − 1, and b ∈ L2(Rn−1; 〈y〉−J+1+ǫL2(R)). Since again
there are no stationary points of the phase x · ξ − y
√
λ2/c2+ − |ξ|2 with z/|z| in the support of χ and ξ in
the support of 1 − Ψ, we integrate by parts. Since, for any Ψ3 ∈ C∞c (R), the Fourier transform in x of
Ψ3(|ξ| − λ/c+)(λ2/c2−− |ξ|2)−1/2 is in Lp(Rn−1)∩C∞(Rn−1) for any p > 2, we have the contribution of the
integration of ai terms over this region is in 〈z〉−1/2+ǫL2(Rn) for any ǫ > 0. Clearly, the contribution of the
integration of the b from (37) is in 〈z〉−J+1+ǫL2(Rn).
Near |ξ| = λ/c+, as in the proof of Proposition 6.1, we divide the integration into two pieces. When
|ξ| < λ/c+, we introduce the coordinate t =
√
λ2/c2+ − |ξ|2 as in the proof of Proposition 6.1 and can
integrate by parts to get an element of 〈z〉−1/2+ǫL2(Rn).
For the part with |ξ| ≥ λ/c+, we use (34). Changing coordinates as in the proof of Proposition 6.1,
we can, in the region with ξ1 > δ > 0, consider the phase to be x1
√
t2 + |ξ|2 − λ2/c2+ + x · ξ + iyt, using
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t =
√
|ξ|2 − λ2/c2+ and the notation of the proof of Proposition 6.1. Again we have no stationary points and
integrating by parts gives an element of 〈z〉−1/2+ǫL2(Rn).
A similar argument gives the same result for ∂∂|z|χ(1−Ψ(Dx))u.
We use the notation Sn−1± = {ω = (ω, ωn) ∈ Sn−1 : ±ωn > 0} and will use differential operators of the
following type.
Definition 6.1. We say that a differential operator P ∈ Diff lr(Rn) if P is a differential operator of the form∑
±
∑
|α|+j≤l
bj(
1
|z| )aj,α,±(
z
|z|)|z|
j(
∂
∂|z| + iλ/c±)
jDαz/|z|
where bj ∈ C∞([0,∞)), aj,α,± ∈ C∞c (Sn−1± ) and Dαz/|z| is a differential operator of order |α| in the z/|z|
variables.
We shall make use of the following lemma, whose proof follows by a straightforward computation.
Lemma 6.5. If P ∈ Diff lr(Rn) and b ∈ C∞(Sn−1), then [ ∂∂|z| , P ] ∈ |z|−1Diff lr(Rn), [ ∂∂z/|z| , P ] ∈ Diff lr(Rn),
[|z|−mb(z/|z|), P ] ∈ |z|−mDiff l−1r (Rn), and [∆, P ] ∈ |z|−2Diff l+1r (Rn).
In order to construct the desired approximation, we shall use the following lemma. In practice, when we
apply this lemma, the first term will be used in solving away the error, and the subsequent terms will be of
lower order. In particular, in applications h will vanish faster than g at infinity and so will χ±( ∂∂|z| +
iλ
c±
)g.
Lemma 6.6. Suppose (∆ − λ2/c20)g = h, P ∈ Diff lr(Rn), and χ±, v ∈ C∞(Sn−1) with the support of χ±
contained in Sn−1± . Then
(∆− λ2/c20)
(|z|−j+1vχ±(z/|z|)Pg) = (2j − 2)|z|−jvχ±−iλ
c±
Pg +
(2j − 2)|z|−jvχ±P ( ∂
∂|z| +
iλ
c±
)g + |z|−j−1vχ±(Pl+1g) + |z|−j−1∇0(vχ±) · ∇0Pg
+ |z|−j+1vχ±Ph+∆(|z|−j+1vχ±)Pg
= (2j − 2)|z|−jvχ±−iλ
c±
Pg + |z|−j−1P ′l+1g + |z|−j+1vχ±Ph (38)
with Pl+1, P
′
l+1 ∈ Diff l+1r (Rn). Here ∇0 stands for the gradient on Sn−1.
Proof. The proof follows from a straight-forward computation, using Lemma 6.5.
If Ψ(ξ) ∈ C∞(Rn−1), we use the notation
(Ψ(Dx)f)(z) = (2π)
1−n
∫
ei(x−x
′)·ξΨ(ξ)f(x′, y)dx′dξ.
Note that [Ψ(Dx),∆] = 0 and [Ψ(Dx), c0(y)] = 0.
Lemma 6.7. If χ1, χ2 ∈ C∞c (Sn−1) with suppχ1 ∩ suppχ2 = ∅, Ψ ∈ S(Rn−1), and
Au = χ1(z/|z|)Ψ(Dx)χ2(z/|z|)u,
then A : 〈z〉αL2(Rn)→ 〈z〉−∞L2(Rn) for any α ∈ R.
Proof. The crucial observation is that if (x, y)/|(x, y)| ∈ suppχ1 and (x′, y)/|(x′, y)| ∈ suppχ2, then |x−x′| ≥
β|(x, y)|, |x− x′| ≥ β|(x′, y)| for some β > 0.
20
The Schwartz kernel of Ψ(Dx) is given by (2π)
1−nΨˆ(x′ − x), where Ψˆ ∈ S(Rn−1). Thus, for f ∈ L2(Rn),
|Af |(z) = (2π)1−n|χ1(z/|z|)
∫
Ψˆ(x′ − x)χ2((x′, y)/|(x′, y)|)f(x′, y)dx′|
≤ C|χ1(z/|z|)
∫
(1 + |x− x′|)−m−α(1 + |x− x′|)m+αΨˆ(x′ − x)χ2((x′, y)/|(x′, y)|)f(x′, y)dx′|
≤ C〈z〉−m(
∫
(1 + |x− x′|)2m+2α|Ψˆ(x′ − x)|2dx′)1/2(
∫
〈(x′, y)〉−2α|f(x′, y)|2dx′)1/2
≤ C〈z〉−m(
∫
〈(x′, y)〉−2α|f(x′, y)|2dx′)1/2
for any m (where the constant depends on m and α) and thus it follows that Af ∈ 〈z〉−∞L2(Rn).
Lemma 6.8. If Ψ ∈ C∞c (Rn−1) and g ∈ 〈z〉−βL2(Rn), then Ψ(Dx)g ∈ 〈z〉−βL2(Rn). Suppose Dαz g, Dαz Pg ∈
〈z〉−βL2(Rn) for all P ∈ Diffkr (Rn) and for all multiindices α. Then Dαz PΨ(Dx)g ∈ 〈z〉−βL2(Rn) for all
P ∈ Diffkr (Rn) and all multiindices α.
Proof. To show that if g ∈ 〈z〉−βL2(Rn), so is Ψ(Dx)g, we take the Fourier transform of Ψ(Dx)g:
F(Ψ(Dx)g)(η, τ) = Ψ(η)F(g)(η, τ)
where here we are using F(h)(η, τ) to denote the Fourier transform of h in all variables. Then, since
F(g) ∈ Hβ(Rn), F(Ψ(Dx)g) ∈ Hβ(Rn), and Ψ(Dx)g ∈ 〈z〉−βL2(Rn).
We give an indication of the proof of the remainder of the lemma. Suppose Dαz g, D
α
z Pg ∈ 〈z〉−βL2(Rn)
for all P ∈ Diffkr (Rn) and for all multiindices α, and k ≥ 1. For χ+ ∈ C∞c (Sn−1+ ), consider
(2π)n−1χ+(z/|z|)
(
|z| ∂
∂|z| +
iλ|z|
c+
)
Ψ(Dx)g = χ+(z/|z|)
∫
Ψˆ(x′−x)(x′·∇x′+y ∂
∂y
+iλ|(x′, y)|/c+)f(x′, y)dx′
+ iλ/c+χ+(z/|z|)
∫
Ψˆ(x′ − x)(|(x, y)| − |(x′, y)|)f(x′.y)dx′
− χ+(z/|z|)
∫ ∑
D̂ξjΨ(x
′ − x) ∂
∂x′j
f(x′, y)dx′
Let χ˜ ∈ C∞c (Sn−1+ ) be 1 on the support of χ. Then, using the first part of the lemma,
χ+(z/|z|)
∫
Ψˆ(x′ − x)χ˜((x′, y)/|(x′, y)|)(x′ · ∇x′ + y ∂
∂y
+ iλ|(x′, y)|/c+)f(x′, y)dx ∈ 〈z〉−βL2(Rn)
since (x′ · ∇x′ + y ∂∂y + iλ|(x′, y)|/c+)f(x′, y) ∈ 〈z〉−βL2(Rn). By the same reasoning,
χ+(z/|z|)
∫ ∑
D̂ξjΨ(x
′ − x) ∂
∂x′j
f(x′, y)dx′ ∈ 〈z〉−βL2(Rn).
Moreover, by Lemma 6.7,
χ+(z/|z|)
∫
Ψˆ(x′ − x)(1 − χ˜((x′, y)/|(x′, y)|))(x′ · ∇x′ + y ∂
∂y
+ iλ|(x′, y)|/c+)f(x′, y)dx
∈ 〈z〉−∞L2(Rn).
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To finish, note that 〈x− x′〉mΨˆ(x′ − x)(|(x, y)| − |(x′, y)|) is a smooth, bounded, function of x, y, and x′
for any m. Then, if β ≥ 0,
〈z〉2β |
∫
Ψˆ(x′ − x)(|(x, y)| − |(x′, y)|)f(x′, y)dx′|2
≤ C
∣∣∣∣∫ 〈(x′, y)〉β〈x− x′〉βΨˆ(x′ − x)(|(x, y)| − |(x′, y)|)f(x′, y)dx′∣∣∣∣2
≤ C
(∫
〈(x′, y)〉2β |Ψˆ(x− x′)(|(x, y)| − |(x′, y)|)||f(x′, y)|2dx′
)(∫
〈x− x′〉2β |Ψˆ(x′ − x)(|(x, y)| − |(x′, y)|)|dx′
)
.
Since
∫ 〈x − x′〉2β |Ψˆ(x′ − x)(|(x, y)| − |(x′, y)|)|dx′ < C, where we allow the constant C to change from line
to line, we have ∫
〈z〉2β |
∫
Ψˆ(x′ − x)(|(x, y)| − |(x′, y)|)f(x′, y)dx′|2dz
≤ C
∫ ∫
〈(x′, y)〉2β |Ψˆ(x′ − x)(|(x, y)| − |(x′, y)|)||f(x′, y)|2dx′dz
≤ C
∫ ∫
〈(x′, y)〉2β
(∫
(|Ψˆ(x′ − x)(|(x, y)| − |(x′, y)|)|)dx
)
|f(x′, y)|2dx′dy
≤ C
∫ ∫
〈(x′, y)〉2β |f(x′, y)|2dx′dy
where for the last inequality we used that | ∫ (|Ψˆ(x′ − x)(|(x, y)| − |(x′, y)|)|)dx| < C. A similar argument
can be used when β < 0, using instead in the first step that for β < 0, 〈z〉β ≤ C〈x− x′〉−β〈(x′, y)〉β .
A similar argument works for a derivative in the z/|z| direction, and the argument can be iterated to get
the lemma.
Lemma 6.9. Let φ, φ1 ∈ C∞c (R), with (1 − φ)(1 − φ1) = 1 − φ1 and φ1(y) = 1 if |y| ≤ yM + 1. If
Dαz (1 − φ(y))g ∈ 〈z〉−βL2(Rn) for |α| ≤ l < β − 1/2, φ(y)g ∈ 〈z〉−βL2(Rn), χ ∈ C∞c (Sn−1c ), and Ψ ∈
C∞b (R
n−1) with suppΨ ∩ {ξ : |ξ| = |λ|/c±} = ∅, then
Pχ(z/|z|)(1− φ1(y))Ψ(Dx)(∆− (λ − i0)2c−20 )−1g ∈ 〈z〉1/2+ǫL2(Rn)
for every ǫ > 0 and P ∈ Diff lr, with l < β − 1/2.
Proof. We give the proof for χ supported in y/|z| > 0; the proof for χ with support in y/|z| < 0 is similar.
We use a cut off-function, Ψ1 ∈ C∞c (R) with Ψ1(|ξ|) ≡ 1 when |ξ| ≤ λ/c+ and supported in a small
neighborhood of that region, so that supp(Ψ1(|ξ|)Ψ(ξ)) ⊂ {|ξ| < λ/c+}. We write
(1− φ1(y))χ(z/|z|)Ψ(Dx)(∆− (λ− i0)2c−20 )−1g
= (2π)1−n(1− φ1(y))χ(z/|z|)
∫
eix·ξΨ(ξ)(Ψ1(|ξ|) + 1−Ψ1(|ξ|))
(D2y + |ξ|2 − (λ− i0)2c−20 )−1gˆ(ξ, ·)(y)dξ. (39)
The main contribution is
(2π)1−n(1− φ1(y))χ(z/|z|)
∫
eix·ξΨ(ξ)Ψ1(|ξ|)eix·ξ(D2y + |ξ|2 − (λ− i0)2c−20 )−1gˆ(ξ, ·)(y)dξ. (40)
Here we may write, for y > yM and |ξ| < λ/c+,
(D2y + |ξ|2 − c−20 (λ − i0)2)−1gˆ(ξ, ·)(y) = e−iy
√
λ2/c2
+
−|ξ|2 g˜(ξ) + g1(ξ, y) (41)
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where Dkyg1 ∈ L2(Rn−1ξ ; 〈y〉−β+1L2(Ry)) for all k. Putting the first term of (41) into (40), we obtain
(2π)1−n(1− φ1(y))χ(z/|z|)
∫
Ψ(ξ)Ψ1(|ξ|)eix·ξe−iy
√
λ2/c2
+
−|ξ|2 g˜(ξ)dξ.
Note that if we apply ∂∂|z| + iλ/c+, then the integrand vanishes on the critical set of the phase function.
Since on the support of ΨΨ1, g˜ ∈ H l, l an integer with l < β− 1/2, we can integrate by parts to see that we
have an element of 〈z〉−1/2+ǫL2.
For the tangential derivatives (in the z/|z| directions), notice that if we have a derivative in a direction
orthogonal to y, it commutes with ((D2y + |ξ|2)− c−20 (λ− i0)2)−1. That is, for example,
(−x2 ∂
∂x1
+ x1
∂
∂x2
)
∫
eix·ξ
(
D2y + |ξ|2 − (λ− i0)2c−20 )−1gˆ(ξ, ·)
)
(y)dξ
=
∫
eix·ξ
(
D2y + |ξ|2 − (λ− i0)2c−20 )−1(ξ1
∂
∂ξ2
− ξ2 ∂
∂ξ1
)gˆ(ξ, ·)
)
(y)dξ.
By the decay properties of g and the regularity and decay properties of (1 − φ)g, this gives an element of
〈z〉1/2+ǫL2(Rn) after multiplication by χ(1− φ1), if β > 3/2.
After applying a derivative of the form y ∂∂xj − xj ∂∂y , as in the radial case the integrand vanishes on the
critical set of the phase function, and so we can integrate by parts.
This argument can be iterated up to l < β − 1/2.
The second term of (41) gives an element of 〈z〉−β+l+1L2(Rn), where l is the order of the derivative P .
On the support of (1−Ψ1(|ξ|)), ((D2y + |ξ|2)− (λ− i0)2c−20 )−1 is a smooth function of |ξ|, except near a
finite number of points for which λ2 is an eigenvalue of c20(D
2
y+|ξ|2). Since the eigenfunctions of this operator
are exponentially decreasing in y and χ is supported in y/|z| > δ > 0 for some δ > 0, these eigenfunctions
do not contribute to the asymptotics here. Projecting off the eigenfunctions, we have
(1−Ψ1)(D2y + |ξ|2 − (λ− i0)2c−20 )−1Πe : 〈y〉−βL2(Ry)→ 〈y〉−βL2(Ry)
with bound C(|ξ|2 − C)−2. Therefore,
P (1− φ1(y))χ(z/|z|)
∫
Ψ(ξ)(1− Ψ1(|ξ|))(D2y + |ξ|2 − (λ− i0)2c−20 )−1gˆ(ξ, ·)(y)dξ ∈ 〈z〉−β+lL2(Rn)
where we used the fact that the inverse Fourier transform is an isomorphism on L2, and the regularity
properties of Dαz (1− φ(y))g.
Lemma 6.10. Let f ∈ 〈z〉−∞L2(Rn), (1 − φ(y))f ∈ S(Rn) for some φ ∈ C∞c (R), and let u = (∆ −
(λ − i0)2)c−2)f . If Ψ0 ∈ C∞b (R) is 0 in a neighborhood of |ξ| = λ/c± and χ0 ∈ C∞c (Sc), then there is a
w0 =
∑
± χ˜±
∑J−3
j=0 |z|−j−J+1PjΨ0(Dx)u, with Pj ∈ Diffjr(Rn), such that
(∆− λ2/c20)w0 = χ0(z/|z|)VΨ0(Dx)u+ e0
where e0 ∈ 〈z〉−2J+5/2+ǫL2(Rn).
Proof. Let χ0 = χ++χ−, with χ± supported in ±y > 0. We will outline the proof for χ0 = χ+, as the proof
for χ0 = χ− is similar, and the functions can be added to get the general case.
Recall that on the support of χ+, V ∼
∑
j≥J |z|−jvj( z|z|). We find w =
∑J−3
j=0 w0j .
Let
w00 = (1− φ1(y))|z|−J+1vJ ic+
λ(2J − 2)χ+Ψ0(Dx)u
with φ1 ∈ C∞c (R), φ1φ = φ, and φ1(y) = 1 for |y| ≤ yM . Then, by Lemma 6.6
(∆− λ2/c20)w00 = |z|−JvJ(
z
|z| )χ+Ψ0(Dx)u+ |z|
−J−1P ′1Ψ0(Dx)u+ |z|−J+1Ψ0(Dx)(V u+ f) + et
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where P ′1 ∈ Diff1r(Rn) and et ∈ 〈z〉−∞L2(Rn), so that (∆ − λ2/c20)w00 = χ+VΨ(Dx)u + e00, e00 ∈
〈z〉−J−1/2+ǫL2(Rn).
In the same manner, we choose w01 so that
(∆− λ2/c20)w01 = |z|−J−1vJ+1(
z
|z| )χ+Ψ0(Dx)u− |z|
−J−1P ′1Ψ0(Dx)u+ |z|−J−2P ′2Ψ0(Dx)u+ e01r
with P ′2 ∈ Diff2r(Rn) and e01r ∈ 〈z〉−2J+1/2+ǫL2(Rn). Then (∆ − λ2/c20)(w00 + w01) = V χ+Ψ(Dx) + e01,
e01 ∈ 〈z〉−J−3/2+ǫL2(Rn). This can be continued, with w0j removing the terms in 〈z〉−J+1/2+ǫ−jL2(Rn),
modulo terms in 〈z〉−J−1/2+ǫ−jL2(Rn), up to j = J − 3.
We shall also need the following lemma.
Lemma 6.11. If w(x, y) ∈ 〈z〉1/2+ǫL2(Rn), Ψ ∈ C∞b (Rn−1), and supp wˆ(ξ, y)∩suppΨ = ∅, then ΨV̂ w(ξ, y) ∈
H∞(Rn−1ξ , 〈y〉−∞L2(Ry)).
Proof. Observe that
Ψ(ξ)V̂ w(ξ, y) = Ψ(ξ)
∫ ∫
e−ix·ξV (x, y)eix·ηwˆ(η, y)dηdx (42)
=
∑
j
Ψ(ξ)
∫ ∫
Ψj(ξ, η)(ξj − ηj)−1e−ix·(ξ−η)DxjV (x, y)wˆ(η, y)dηdx (43)
where Ψj is a partition of unity with ξj 6= ηj on suppΨj. We may repeat this integration by parts as many
times as desired. Since |DαxV (x, y)| ≤ Cα〈z〉−J−|α|, the lemma follows.
Proposition 6.3. Suppose χ ∈ C∞c (Sn−1c ), Ψ ∈ C∞c (Rn−1) has suppΨ∩{ξ : |ξ| = |λ|/c±} = ∅, suppΨ∩{ξ :
|ξ| = κj(λ)} = ∅, j = 1, 2, ..., T (λ) , and if (x, y)/|(x, y)| ∈ supp(1 − χ), y > 0, then ±λx/(c+|z|) 6∈
suppΨ. Moreover, suppose if (x, y)/|(x, y)| ∈ supp(1 − χ), y < 0, then ±λx/(c−|z|) 6∈ suppΨ, and f ∈
〈z〉−∞L2(Rn−1), (1− φ(y))f ∈ S(Rn) for some φ ∈ C∞c (R). Then
χ(
z
|z| )Ψ(Dx)(∆ − (λ− i0)
2/c20)
−1f = e−iλ|z|/c0χ(
z
|z| )|z|
−(n−1)/2(a0(
z
|z|) +O(|z|
−1))
with χa0 ∈ C∞c (Sn−1c ).
Proof. Recall that if u = (∆− (λ− i0)2/c2)−1f , then u = (∆− (λ− i0)2/c20)−1(V u+ f). If Ψ(ξ)V̂ u+ f(ξ, y)
were in C∞(Rn−1; 〈y〉−∞L2(R)), then using
(∆− (λ− i0)2c−20 )−1g = (2π)1−n
∫
eix·ξ
(
(|ξ|2 +D2y − (λ− i0)2c−20 )−1gˆ(ξ, ·)
)
(y)dξ (44)
and stationary phase, we would be done. However, it is not clear that V̂ u should be in C∞(Rn−1; 〈y〉−∞L2(R)).
We shall show that χΨ(Dx)u can be written as a sum of two terms: one vanishing faster than u at infinity,
and another of the form (∆− (λ− i0)2/c20)−1gk, where Ψ(ξ)gˆk(ξ, y) ∈ Ck(Rn−1; 〈y〉−kL2(R)), where we can
make k as large as desired. Then (44) and stationary phase will finish the proof.
To do this, we follow an iterative procedure. The first step has been done in Lemma 6.10. We will
iteratively construct functions wl which have the property that (∆−λ2/c20)(u−wl) improves with increasing
l in an appropriate sense.
Let Ψ0,Ψ1,Ψ2, ... ∈ C∞c (Rn−1) be such that, for all i, Ψi ≡ 1 on the support of Ψ, Ψi+1Ψi = Ψi+1, and
Ψi satisfies the support requirements placed on Ψ in the statement of the Proposition. Let χ0, χ1, χ2, ... ∈
C∞c (S
n−1
c ) be such that χ0χ = χ and χi+1χi = χi, i = 0, 1, 2.... Let w0 be the function constructed in
Lemma 6.10 for this Ψ0 and χ0. Using the notation of that lemma, let
t0 = (1− χ0)V Ψ0(Dx)u + f − e0 + V (1−Ψ0(Dx))u.
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Note that the first three terms are in 〈z〉−2J+5/2+ǫL2(Rn), where we use the support properties of χ0 and
Ψ0 along with an integration by parts argument as in the proof of Lemma 6.4 to obtain the result for the
first term. Additionally, the support of the Fourier transform in the x variables of (1−Ψ0(Dx))u is disjoint
from the support of Ψ1. Then, using Lemmas 6.9 and 6.11, we have Pχ1Ψ1(Dx)(∆ − (λ − i0)2/c20)−1t0 ∈
〈z〉1/2+ǫL2(Rn), for all P ∈ Diff lr(Rn), l ≤ 2J − 4. Since u = w0+(∆− (λ− i0)2/c20)−1t0, which can be seen
by a modification of the proof of Proposition 6.1 and the uniqueness result (Proposition 4.2), this in turn
means that PΨ1(Dx)w0 ∈ 〈z〉−J+3/2+ǫL2(Rn) for all P ∈ Diff lr, l ≤ 2J − 4, using Lemma 6.8.
Given w0, t0 as above, we now iteratively construct wl for l ≥ 1 such that
(∆− λ2/c20)wl = V χlΨl(Dx)u+ el = V χlΨl(Dx)wl−1 + V χlΨl(Dx)(∆− (λ − i0)2/c20)−1tl−1 + el,
where el ∈ 〈z〉−J+1/2+ǫ−l(J−2)L2(Rn) and tl is defined by
tl = V ((1− χl)Ψl(Dx) + (1−Ψl(Dx)))wl−1
+ V ((1−Ψl(Dx)) + (1 − χl)Ψl(Dx)) (∆− (λ − i0)2/c20)−1tl−1 − el + f.
Then
u = wl + (∆− (λ− i0)2/c20)−1tl.
Moreover, tl = t
′
l + t
′′
l , where Ψl+1(ξ)tˆ
′
l(ξ, y) ∈ C∞(Rn−1ξ , 〈y〉−∞L2(R)), t′′l ∈ 〈z〉−(l+1)(J−2)−J+1/2+ǫL2(Rn),
and PΨl+1(Dx)wl ∈ 〈z〉−J+3/2+ǫL2(Rn) for all P ∈ Diffmr (Rn),m ≤ (l+2)(J−2). Additionally, suppwl(z) ⊂
suppχl(z/|z|).
Supposing that wl−1, tl−1 are as above, we show how to construct wl. Since
PχlΨl(Dx)wl−1 ∈ 〈z〉−J+3/2+ǫL2(Rn) and PχlΨl(Dx)(∆− (λ− i0)2/c0)−1tl−1 ∈ 〈z〉1/2+ǫL2(Rn)
for all P ∈ Diff(l+1)(J−2)r , we can, just as in Lemma 6.10, find wl =
∑(l+1)(J−2)−1
j=0 wlj so that
(∆− λ2/c20)wl = V χlΨl(Dx)wl−1 + V χlΨl(Dx)(∆− (λ− i0)2/c20)−1tl−1 + el
with el ∈ 〈z〉−J+1/2+ǫ−(l+1)(J−2)L2(Rn). Let t′l = V (1 − Ψl(Dx))(wl + (∆ − (λ − i0)2)−1tl−1)); then
Ψl+1(ξ)tˆ′l(ξ, y) ∈ C∞(Rn−1ξ , 〈y〉−∞L2(R)) by Lemma 6.11. Since suppwl−1(z) ⊂ suppχl−1(z/|z|), by Lemma
6.7, V (1− χl)Ψl(Dx)wl−1 ∈ 〈z〉−∞L2(Rn), and
V (1− χl)Ψl(Dx)(∆− (λ− i0)2c−20 )−1tl−1 ∈ 〈z〉−(l+1)(J−2)−1/2−J+ǫL2(Rn)
using the support properties of Ψl and χl and an integration by parts argument as in Lemma 6.9. Thus
t′′l = tl − t′l ∈ 〈z〉−(l+1)(J−2)−J+1/2+ǫL2(Rn).
Note that
wlj = |z|−j−J+1Plj(1− φ(y))Ψl(Dx)[wl−1 + (∆− (λ− i0)2/c20)−1tl−1] = |z|−j−J+1Plj(1− φ(y))Ψl(Dx)u,
(45)
with Plj ∈ Diffjr(Rn), φ ∈ C∞c (R). Since (∆− λ2/c20)(u− wl) = tl, we have
u = wl + (∆− (λ− i0)2/c20)−1tl. (46)
Note that PΨl+1(Dx)(∆−(λ−i0)2/c20)−1tl ∈ 〈z〉1/2+ǫL2(Rn) for P ∈ Diff(l+2)(J−2)r (Rn). Using (45), (46),
and Lemma 6.8, this in turn means that PΨl+1(Dx)wl ∈ 〈z〉3/2+ǫ−JL2(Rn) for all P ∈ Diff(l+2)(J−2)r (Rn).
Thus, for any l ≥ 1, wl and tl can be constructed to have the desired properties.
To prove the proposition, we use (46). Since tl = t
′
l + t
′′
l with Ψl+1(ξ)tˆ
′
l(ξ, y) ∈ C∞(Rn−1ξ , 〈y〉−∞L2(R)),
t′′l ∈ 〈z〉−(l+1)(J−2)−J+1/2+ǫL2(Rn), we have Ψ(ξ)tˆl(ξ, y) ∈ Hs(Rn−1; 〈y〉−(l+1)(J−2)+1/2+ǫ−J+sL2(R)) for
s < (l + 1)(J − 2) + J − 1/2− ǫ. Then, using equation (44) and stationary phase, we see that
χΨ(Dx)(∆− (λ− i0)2/c20)−1tl = χe−iλ|z|/c|z|−(n−1)/2(a0(
z
|z|) +O(|z|
−1))
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with a0 ∈ C(l+1)(J−2)+J−n−4(Sc) when l is sufficiently large.
To finish, then, we only need show that Ψ(Dx)wl is of order |z|−(n+1)/2. But we recall that
Dαz/|z|wl, |z|(
∂
∂|z| + iλ/c)D
α
z/|z|wl ∈ 〈z〉−J+3/2+ǫL2(Rn).
This in turn means that Ψ(Dx)wl has the same properties, and that Ψ(Dx)wl = O(|z|−(n−1)/2−J+1+ǫ).
6.4. The structure of the scattering matrix. Combining the construction of the approximate Poisson
operator of Section 5 and Theorem 1.3, we have now proved Theorem 1.1. For completeness, we remark that
the construction of the approximation of P (λ)Πj , 1 ≤ j ≤ T (λ) in Section 5.2, Corollary 6.1, and Theorem
1.3 prove
Proposition 6.4. Let c, c0 satisfy the general conditions of Section 2 and either hypothesis (H1) or (H2).
Let A(λ) = (Aij(λ)), 0 ≤ i, j ≤ T (λ). Then, for j > 0, Ajj(λ) is a Fourier integral operator associated with
the antipodal mapping on Sn−2, and Aij(λ) is a smoothing operator when i 6= j.
7. The Inverse Problem
We recall our central inverse result, Theorem 1.2:
Theorem . Suppose c and c0 satisfy the general assumptions of Section 2, as well as either hypothesis (H1)
or (H2), and n ≥ 3. Then, if c+ = c−, the asymptotic expansion at infinity of c− c0 is uniquely determined
by c0 and the transmitted singularities of the main part of the scattering matrix at fixed nonzero energy. If
c+ < c−, then the asymptotic expansion is uniquely determined by c0 and the reflected singularities of the
main part of the scattering matrix at fixed nonzero energy.
In proving the results for the inverse problem, we use the techniques of [18, 19] and much of their language.
We recall the arguments from these papers, noting the adjustments that must be made for the stratified
case.
Theorem 1.2 follows from the following theorem, which is somewhat stronger.
Theorem 7.1. Suppose n ≥ 3, c1 and c2 satisfy the general requirements of Section 2, and either (H1) or
(H2), for the same c0. Let S1(λ), S2(λ) be the corresponding scattering matrices for some λ ∈ R\{0}. If, for
c+ = c−, the transmitted part of the main part of S1(λ)−S2(λ) is of order −l, then c1(z)−c2(z) = O(|z|−l−1).
If for c+ < c− the reflected part of S1(λ) − S2(λ) is of order −l, then c1(z)− c2(z) = O(|z|−l−1).
Proof. Let Skcl,s(R
n) be the set of functions which, for |z| > 1, are of the form ∑j≥0 |z|k−jaj(z/|z|), where
aj(z/|z|) ∈ C∞b (Sn−1 \ {(ω, 0)}).
Suppose that c1 − c2 = W ∈ S−kcl,s(Rn) and that the scattering matrices associated to c21∆ and c22∆ have
the same transmitted (if c+ = c−) or reflected (if c+ 6= c−) singular parts, to order l ≥ k. Then we shall
show that actually c1 − c2 ∈ S−k−1cl,s (Rn), and thus by induction c1 − c2 ∈ S−l−1cl,s (Rn).
If c1 − c2 ∈ S−kcl,s(Rn), then λ2(c−21 − c−22 ) = λ2c−21 c−22 (c1 + c2)(c2 − c1) = U , with
U|y>yM ∼
∑
j≥k
|z|−jU−j,+(z/|z|), U|y<−yM ∼
∑
j≥k
|z|−jU−j,−(z/|z|),
and U = O(|z|−k), where U−j,± ∈ C∞b (Sn−1± ). Let
W−j(ω, ωn) =
{
U−j,+(ω, ωn) if ωn > 0
U−j,−(ω, ωn) if ωn < 0
Note then that the first k − 2 terms in the construction of the Poisson operator carried out in Section 5 are
the same, and the difference comes in the k − 1st term.
Although many of the underlying techniques are the same, we shall treat the cases c+ = c− and c+ 6= c−
serially.
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We begin with the case c+ = c−. In the construction of the Poisson operator, the transmitted parts (that
is, in the lower hemisphere) of the k − 1st terms differ by
i|z|1−k
2λc+(sin s)k−1
T+(ωn, λ)
∫ s
0
W−k(s′, θ;ω)(sin s′)k−2ds′, (47)
almost as in (2.3) of [18]. Here T+(λ, ωn) is the transmission coefficient determined by equations (14)-(16).
We remark that in case c+ = c−, T+=T−. The transmission coefficient must be nonzero for λ ∈ R, λ 6= 0,
ωn 6= 0, 0 < ωn < 1. Therefore, as described in [18, Section 4], we can recover from the difference of the
transmitted parts of the scattering matrices∫ π
0
W−k(s, θ;ω)(sin s)k−2ds
as long as ω = (ω, ωn) with ωn 6= 0.
If the transmitted parts of the two scattering matrices are the same to order k − 1, then
Ik =
∫ π
0
W−k(s, θ;ω)(sin s)k−2ds = 0. (48)
Since this is true for all ω with ωn 6= 0, we can differentiate with respect to the starting point twice, use
sin2 s + cos2 s = 1, and find that Ik−2 =
∫ π
0
W−k(s, θ;ω)(sin s)k−4ds = 0 as well (see [19, Section 5]).
Therefore, if k is even, we reduce eventually to the case with k − 2 = 0 and if k is odd, to k − 2 = 1. When
k is even, differentiating one more time with respect to the starting point shows that W−k is even; for odd
k two more differentiations show that W−k is odd.
When k is even, we obtain ∫
γ
W−k = 0
for each closed geodesic γ by joining together two half-geodesics. However, by [15, Theorem 4.7], for n ≥ 3
the x-ray transform on Sn−1 with domain restricted to smooth even functions is 1-1. Although W−k may
have a jump discontinuity at ωn = 0, it is smooth elsewhere. As in the proof of [15, Corollary 4.19], by first
taking a convolution with W−k we may assume that W−k is smooth and, applying the theorem, it is thus 0.
If k is odd, we consider zn|z|W−k, which is even. Since for each geodesic beginning at zn = 0, sin s is a
constant multiple of zn/|z|, we obtain
∫
γ
zn
|z|W−k = 0 for each geodesic γ, and again W−k = 0.
When c+ 6= c−, we use the reflected singularities in the inverse problem. Recalling that W ∈ S−kcl,s, we can
recover from the reflected singularities, when ωn > 0,
R+(ωn, λ)
(∫ s0
0
W−k(s, θ;ω)(sin s)k−2ds+
∫ π
s0
W−k(s′, θ;ω)(sin s′)k−2ds′.
)
(49)
The first integral is along a geodesic originating at ω and continuing to {(φ, 0)} ⊂ Sn−1; the second integral
is along the reflection of the first geodesic when it meets φn = 0 and the path of integration ends at the
point (−ω, ωn). The variable s′ is the distance from the point (ω,−ωn).
It is, however, more convenient to think of the sum (49) as the single integral
R+(ωn, λ)
∫ π
0
W˜−k+(s, θ;ω)(sin s)k−2ds (50)
where
W˜−k+(φ) =
{
W−k(φ) if φn ≥ 0
W−k(φ,−φn) if φn < 0 (51)
and s is the distance from ω. It is fairly straightforward to see by symmetry that (49) and (50) are the same.
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If we can show that (50) is sufficient for recovering
∫ π
0
W˜−k,+(s, θ;ω)(sin s)k−2ds for all ω with ωn > 0,
then the analysis used in the case c+ = c− will show that W˜−k,+ is 0 if the reflection coefficients agree to
order −k.
It suffices that R+(ωn, λ) is 0 for at most an isolated set of ωn with 0 < ωn ≤ 1, for we can obtain
the integrals for these isolated values of ωn by continuity. We recall that for 0 < ωn <
√
1− c2+/c2−,
|R+(ωn, λ)| = 1 ([30, Chapter 3]). Moreover, because c0(y) − c± is compactly supported for ±y > 0, for
fixed λ ∈ R, R+(ωn, λ) can be extended to a meromorphic function of ωn in a neighborhood of 0 < ωn < 1,
except near ωn =
√
1− c2+/c2−, where it is a meromorphic function of (1− c2−/c2++ c2−ω2n/c2+)1/2. Therefore,
its zeros are isolated, and we have shown that it is possible to recover W−k(ω) for ωn > 0.
A very similar analysis works for the lower hemisphere, proving the theorem.
We remark that this proof shows that if c1 − c2 ∈ Scl(Sn−1), then the main part of S1(λ) − S2(λ) is of
order −k + 1.
Corollary 7.1. Let c, c0 satisfy the general conditions of Section 2, and either (H1) or (H2), and let n ≥ 3.
Then c+, c−, and the main part of the scattering matrix at nonzero fixed energy determine c modulo terms
vanishing faster than the reciprocal of any polynomial at infinity.
Proof. We need only show that c0 can be recovered from c+, c−, and knowledge of the scattering matrix at
fixed energy. The leading order singularity of the scattering matrix A(λ) determines and is determined by
R±(λ, ωn), T±(λ, ωn), λ and c±, where R+, T+ are defined by equations (14-16), and a similar definition
gives R−, T−, just as in one-dimensional scattering theory (see e.g. [8]).
Fix λ ∈ R \ {0}. We can think of equation (14) in the slightly more general form
(D2y − λ2(1/c20 − 1/c2+)− k2)φ = 0, (52)
a Schro¨dinger operator with potential −λ2(1/c20 − 1/c2+) which is either compactly supported (if c+ = c−)
or “steplike” (if c+ < c−). We can define the reflection and transmission coefficients R˜±(k), T˜±(k), for (52)
as usual, as in (14-16), and R˜±(k) = R±(λ, ωn), T˜±(k) = T±(λ, ωn), when k = λωn/c+. Moreover, R˜±, T˜±
are meromorphic functions of k ∈ C if c+ = c−, and if c+ < c−, they are meromorphic functions on Zˆ, the
Riemann surface on which k and (k2−λ2/c2++λ2/c2−)1/2 are single-valued holomorphic functions. Therefore,
knowing R+(λ, ωn), T+(λ, ωn) for 0 < ωn <
√
1/c2+ − 1/c2− determines R˜+(k), T˜+(k) on the whole plane (if
c+ = c−) or Zˆ (if c+ < c−). This in turn determines the eigenvalues of D2y−λ2(1/c20−1/c2+) and the norming
constants. These, together with c± and R˜+, determine the potential −λ2(1/c20 − 1/c2+) (e.g. [11, 8]).
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