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Disen˜o de controladores fraccionales basados en la
teorı´a robusta de realimentacio´n cuantitativa
Justo Herna´ndez Romera
Resumen—Este trabajo fin de ma´ster consiste en el
disen˜o de controladores fraccionales basados en la teorı´a
robusta de realimentacio´n cuantitativa, ma´s comu´nmente
nombrado en la bibliografı´a como QFT (Quantitative Feed-
back Theory). Este tipo de controladores tienen un compor-
tamiento distinto a los controladores convencionales debido
a su contexto matema´tico, por lo que pueden presentar
ciertas ventajas tanto en el dominio de la frecuencia como
en el del tiempo a la hora de cumplir con una serie de
especificaciones.
Palabras clave—Controladores Fraccionales, Quantitati-
ve Feedback Theory.
Abstract—This final project consists in the design of
fractional controllers based on the Quantitative Feedback
Theory, also called QFT. This type of controllers has a
different behavior than the conventional ones because of
their mathematical context. Therefore they can present
some advantages either in the frequency domain than
in the time domain while in order to satisfy a series of
specifications.
Keywords—Fractional Controllers, Quantitative Feed-
back Theory.
I. INTRODUCCIO´N
El ca´lculo fraccional ha sido objeto de estudio y
discusio´n durante siglos [2]. Presenta ventajas y herra-
mientas para la identificacio´n y modelado de sistemas,
ası´ como para el disen˜o y ca´lculo de controladores.
La complejidad de los sistemas fraccionales hacen que
el uso de de herramientas software sea pra´cticamente
necesario. Debido a su contexto matema´tico (que se
explicara´ consecuentemente en el capı´tulo referido a la
revisio´n bibliogra´fica) sera´ una de las aplicaciones que
puedan utilizarse en conjunto con QFT, ofreciendo un
mayor rango de disen˜o y por tanto de optimizacio´n de
todo el conjunto del sistema.
El disen˜o de controladores es de igual forma objeto
de estudio permanente dentro del campo de la inge-
nierı´a de control y la automatizacio´n. La mayorı´a de
los algoritmos de disen˜o de controladores hacen uso de
un modelo de planta que define el comportamiento del
sistema a controlar, y de una serie de especificaciones de
necesario cumplimiento una vez el sistema se encuentra
en bucle cerrado. Dicha planta, que pretende modelar el
comportamiento de un sistema real, normalmente no se
ajusta de forma exacta y precisa, es decir, tiene errores
de modelado. Los algoritmos de disen˜o de controladores
que usan una planta, por tanto, suponen que dicha planta
corresponde al comportamiento real y total del sistema.
E´sto conduce a que el controlador que ha sido disen˜ado
en base al modelo imperfecto de la planta tenga que
enfrentarse a un sistema diferente para el que habı´a
sido disen˜ado debido a las fluctuaciones que pueden
aparecer en la dina´mica del sistema real. A la diferencia
de comportamiento entre la planta, en cualquiera de sus
posibles situaciones, y el modelo se puede referir como
el error de modelado, y el margen que incluye todas estas
variaciones como la incertidumbre.
Las incertidumbres del modelo respecto a la planta
real pueden clasificarse en dos conjuntos; el primero in-
cluirı´a la posible variacio´n en los para´metros del modelo
actual que define la planta (por ejemplo la ganancia y
la constante de tiempo en un sistema de primer orden),
y un segundo conjunto que incluye las dina´micas no
modeladas (por ejemplo, diferencias en el orden de
coeficientes entre el modelo y el sistema real). Para
anular este tipo de errores surgidos de las incertidumbres
a la hora de controlar un sistema se hace uso de la
realimentacio´n (feedback). Aunque en un sistema cla´sico
de control, donde el actuador es gobernado por unos
para´metros calculados en base al modelo de la planta,
no es capaz de anular los efectos de la imperfeccio´n
del modelo sobre el control dina´mico cuando e´sta es
demasiado grande.
Sin embargo, existen otros me´todos de disen˜o de
controladores que sı´ tienen en cuenta la incertidumbre
del modelo de la planta dentro del algoritmo de disen˜o.
Esta rama en el disen˜o de controladores se conoce
normalmente en la bibliografı´a como te´cnicas de control
robustas. Por ejemplo, segu´n unas especificaciones, la
modulacio´n de los para´metros de un controlador im-
plementado en un sistema realimentado implica una
variacio´n en la ganancia. Un incremento del valor de
10 MA´STER EN INFORMA´TICA AVANZADA E INDUSTRIAL, UNIVERSIDAD DE ALMERI´A, SEPTIEMBRE 2016
la ganancia llevarı´a a una atenuacio´n en la respuesta a
la salida del bloque de la planta. Este mismo incremento
tendrı´a efectos sobre la frecuencia de corte y el ancho
de banda, aumenta´ndolos. Debido estas posibilidades y
sus opuestas matema´ticas interesa encontrar un punto
adecuado al compromiso que se quiera adoptar frente
a cada uno de los efectos. Este compromiso, en la teorı´a
de control robusta, pretende tener en cuenta toda la
incertidumbre en el disen˜o y la sı´ntesis del controlador.
I-A. Antecedentes y motivacio´n
En 1832 y pese a que Leibniz ya acun˜ase el concepto
de derivada fraccional en 1695 [3] [4], Joseph Liouville
establecio´ las bases para el ca´lculo fraccional [5] que
permite su definicio´n mediante transformadas integrales
de Fourier y Mellin. Sus ideas sera´n aplicadas en este
trabajo en pos del disen˜o de un controlador robusto.
Respecto a los controladores, uno de los desarrollos ma´s
importantes en lo que a la teorı´a del control respecta,
es la idea del controlador proporcional, integral y de-
rivativo. Basado en un bucle realimentado [6] a partir
del cual con el error entre la referencia del sistema y su
salida actual, es capaz de calcular cierta sen˜al de control
que lleve, si el controlador esta´ propiamente disen˜ado,
al sistema a un valor dentro del margen que otorgan las
especificaciones. Esta idea, que a la hora de implementar
resulta de relativa simplicidad estructural, ha sido y sigue
siendo objeto de trabajos e investigaciones. Dando como
fruto una cantidad inmensa de algoritmos y me´todos de
disen˜o de controladores [7]. Tal y como se ha tratado
en el inicio del texto, los algoritmos convencionales
de disen˜o de controladores hacen uso u´nicamente de
un modelo que viene a representar el comportamiento
real de la planta. Teniendo el consecuente error de
modelado implı´cito en su esperada respuesta teo´rica tras
una implementacio´n debido a la inexactitud del modelo.
Esta forma de disen˜o fue tratada por Isaac M. Horowitz
[8] (pocos an˜os despue´s de que Bode publicase su libro
acerca de los fundamentos de la realimentacio´n [6] y el
disen˜o en el dominio frecuencial), que obtuvo la com-
probacio´n de que la funcio´n de sensibilidad (1), donde
L representa la funcio´n de transferencia en lazo abierto
y S la sensibilidad, es insensible, valga la paradoja
grama´tica, al ruido y el ancho de banda.
S = (1 + L)−1 (1)
A partir de entonces sera´ la funcio´n de bucle cerrado
(2), donde P representa la planta y G el controlador, la
que sea utilizada en el disen˜o de controladores.
L = PG (2)
Posteriormente, en el an˜o 1972, se desarrollan las
ideas propias de la teorı´a robusta de realimentacio´n
cuantitativa [9]. Esta teorı´a permite la inclusio´n de toda
la incertidumbre conocida de la planta en el algoritmo
de disen˜o del controlador. De forma que pasa de ser un
disen˜o cualitativo a uno cuantitativo.
I-B. Objetivos
El objetivo esencial de este trabajo sera´ elaborar un
algoritmo de disen˜o de controladores fraccionales basa-
dos en la teorı´a robusta de realimentacio´n cuantitativa.
De forma que pueda tenerse en cuenta en la etapa de
disen˜o toda la incertidumbre que puede llegar a abarcar
el modelo de una planta real. E´sto permitira´ prever el
comportamiento del sistema en cierto modo y poder
alcanzar una solucio´n de compromiso entre la respuesta
del sistema y sus especificaciones, y en u´ltima instancia
perpetuar el control del sistema independientemente del
comportamiento del mismo.
Se elabora el siguiente listado de apartados de desa-
rrollo para este trabajo:
Designacio´n de la incertidumbre de una planta
simple y elaboracio´n de un algoritmo que permita
el disen˜o de un controlador fraccional para la planta
implementada en el software de MATLAB1.
Aplicar lo elaborado sobre el modelo diferencial de
un sistema real. Concretamente un fotobiorreactor
industrial (Estacio´n Experimental de Cajamar: Las
Palmerillas).
El cumplimiento de estos objetivos permitira´ por tanto,
a partir la identificacio´n de la incertidumbre de una
planta de cualquier tipo, cuantificar dicha incertidumbre
sobre una serie de especificaciones, analizar sobre su
posible cumplimiento y finalmente disen˜ar su correspon-
diente controlador calculado en base a las mismas.
I-C. Estructura del documento
Este trabajo esta´ dividido en 4 apartados. El primero
abarca la introduccio´n junto con los antecedentes refe-
ridos a la tema´tica del trabajo. En el mismo apartado
1Software utilizado para la simulacio´n y co´mputo durante la
elaboracio´n de este texto, se especificara´ ma´s sobre las necesida-
des de material en su correspondiente apartado. Ma´s informacio´n
en la direccio´n web de la compan˜ı´a desarrolladora MathWorks;
www.mathworks.com.
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se especificara´ tambie´n la estructura del documento ası´
como la planificacio´n temporal llevada a cabo para su
conclusio´n. El segundo capı´tulo incluira´ los materiales
utilizados y los me´todos de los que se ha hecho uso
durante la elaboracio´n del mismo. A continuacio´n, en el
tercer apartado se expondra´ todo lo realizado en base al
apartado anterior en forma de disen˜o e implementacio´n
del propio sistema. El u´ltimo apartado explicara´ las
conclusiones obtenidas a partir de los resultados del
apartado anterior y de las lı´neas de trabajo futuras que
se abren a la finalizacio´n de este mismo trabajo.
I-D. Planificacio´n temporal
La planificacio´n de este trabajo fin de ma´ster ha sido
realizada de forma uniforme ya que las necesidades
de material fı´sico han sido reducidas. La mayor parte
del trabajo ha consistido en tareas de simulacio´n por
computador y optimizacio´n. Se inicio la recopilacio´n
de material bibliogra´fico el dı´a 26 de Enero de 2016,
prosiguiendo con un estudio y ana´lisis de los me´todos
utilizados para el desarrollo del trabajo, ocupando este
proceso alrededor de las 100 horas. Esta u´ltima etapa
ocuparı´a la mayor parte del tiempo, siendo finalizada
en el mes de Junio de 2016. A partir de entonces
se empezo´ el disen˜o y la implementacio´n del sistema
hasta la obtencio´n final de resultados, que ocurrirı´a en
el mes de Agosto del mismo an˜o ocupando entorno a
las 70 horas. La redaccio´n del texto llevarı´a desde la
u´ltima semana de Agosto hasta la segunda de Septiembre
tomando unas 16 horas. Sumando un total de 186 horas.
II. MATERIALES Y ME´TODOS
El desarrollo de este trabajo ha sido realizado ı´nte-
gramente con la herramienta de co´mputo MATLAB. El
programa ha sido complementado con el siguiente listado
de software relacionados con MATLAB a excepcio´n de
la herramienta SISO-QFTIT [10]:
Simulink, un entorno gra´fico de disen˜o, modelado
y ana´lisis de sistemas dina´micos.
FOMCON [11] (“Fractional-order Modeling and
Control”), toolbox desarrollado por la Tallinn Uni-
versity of Technology de Estonia, que permite el
co´mputo de ordenes no enteros en el dominio de
Laplace.
The QFT Control Toolbox (QFTCT) [12], toolbox
desarrollado por la Case Western Reserve Univer-
sity de E.E.U.U., que permite mediante un entorno
gra´fico el desarrollo de un compensador segu´n los
principios del QFT.
SISO-QFTIT, Una herramienta software interacti-
va para el disen˜o de controladores robustos usando
la metodologı´a QFT, desarrollado por el departa-
mento de Informa´tica y Automa´tica de la UNED.
Una aplicacio´n que permite aplicar los fundamentos
del QFT de forma que facilite su comprensio´n.
Tras la disposicio´n del software utilizados conviene
realizar una revisio´n bibliogra´fica de la teorı´a referente
a este trabajo.
II-A. Ca´lculo fraccional
El contexto matema´tico del ca´lculo fraccional es una
generalizacio´n de las operaciones derivativas e integrado-
ras al operador aDαt de orden no entero. Donde se toma
la posibilidad de utilizar exponentes reales o complejos
en lugar de los comu´nmente utilizados para la variable
compleja s. La derivada fraccional , identificada por la
ecuacio´n (3), en un punto es una propiedad local so´lo
cuando a es un valor entero.
Da (3)
En el caso de un valor real o complejo no se puede
determinar con exactitud que el valor de la derivada en
un punto dependa u´nicamente de valores cercanos de la
funcio´n alrededor del mismo punto [13]. Por lo que es
necesaria una definicio´n. Como ejemplo, una definicio´n
de la diferintegral (el orden puede tomar cualquier valor













Desde m − 1 < α < m,m ∈ N, donde Γ(·) es
la funcio´n gamma de Euler [15]. Tambie´n se puede
contar con la definicio´n de Gru¨nwald-Letnikov segu´n la
ecuacio´n (5), que resulta de utilidad en la evaluacio´n
nume´rica de derivadas fraccionales.
aD
α








(−1)j (αj) f(t− jh) (5)
Y para integrar este contexto en el ca´lculo y disen˜o de
controladores es necesaria la transformacio´n de Laplace,
ecuacio´n (6), para una derivada de orden α, siendo α ∈
R+ de una sen˜al f(t), y asumiendo una condicio´n inicial
nula.
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L {Dαf(t)} = sαF (s) (6)
De esta forma, una ecuacio´n diferencial de orden
integral como la ecuacio´n (7), donde ak, bk ∈ R, se
puede expresar como una funcio´n de transferencia de
orden fraccional segu´n la forma de la ecuacio´n (8).
anD
αny(t) + an−1Dαn−1y(t) + . . .+ a0Dα0y(t) =
bmD




βm + bm−1sβm−1 + . . .+ b0sβ0
ansαm + an−1sαn−1 + . . .+ a0sα0
(8)
A partir de aquı´, para poder realizar la computacio´n
adecuada con el material disponible, es necesario obtener
approximaciones de o´rdenes enteros [16], ya que con
o´rdenes fraccionales en el dominio de Laplace resulta
tortuoso cuando no imposible sin las herramientas ade-
cuadas. El ca´lculo real de sistemas fraccionales se realiza
con aproximaciones que, en funcio´n de la herramienta,
pueden resultar en aproximaciones u´tiles en un caso
particular o no debido al error significativo que presentan
sobre el elemento inicial y exacto. Estas operaciones
esta´n en continua dependencia del poder de computacio´n
y los o´rdenes de aproximacio´n.
II-B. Me´todos de aproximacio´n
Existen varios me´todos de aproximacio´n de modelos
continuos [16]:
II-B1. Me´todo general CFE: Para aproximar opera-
dores integro-diferenciales fraccionales se puede hacer
uso de te´cnicas de interpolacio´n y expansio´n continua
de fracciones. Una aproximacio´n racional de la funcio´n
G(s) = s−α, 0 < α < 1 en el dominio de Laplace se
puede obtener como la ecuacio´n (9) para aproximaciones
en altas frecuencias (ωT >> 1), y la ecuacio´n (10) para
aproximaciones en baja frecuencia (ω << 1).
Gh(s) =
1









II-B2. Me´todo de Oustaloup: Corresponde al grupo
de aproximaciones por identificacio´n y ajuste de curvas.
Se basa en la aproximacio´n de una funcio´n de la for-
ma de la ecuacio´n (11) por una funcio´n racional (12)
utilizando un conjunto de fo´rmulas [16].







Para la realizacio´n de los objetivos de este traba-
jo se hara´ uso de forma interna en MATLAB de la
aproximacio´n por el me´todo de Oustaloup, ya que la
forma del controlador disen˜ado con QFT hara´ uso de
coeficientes fraccionales tanto positivos como negativos
para el elemento s.
Sin embargo, la aproximacio´n de sistemas de orden
fraccional no puede realizarse en todas las situaciones
con total garantı´a. Un sistema no lineal de orden frac-
cional puede llegar a ser modelado de forma que el
propio modelo presente comportamientos cao´ticos. Es
decir, un mismo modelo que se prueba con condiciones
iniciales cercanas en cada repeticio´n puede llegar a tener
salidas completamente distintas y sin relacio´n alguna.
Esto se debe a la extrema sensibilidad de ciertos sistemas
a las condiciones iniciales [17] [18]. En este texto se
trabajara´ con modelos lo ma´s simplificados posibles,
para evitar cualquier tipo de comportamiento inesperado
o dependiente de las condiciones iniciales.
II-C. Controladores fraccionales
Una vez se conoce el comportamiento de los coefi-
cientes fraccionales, es posible aplicar esta caracterı´stica
matema´tica a las diferentes estructuras de controlado-
res que existen. A continuacio´n se mencionara´n las
estructuras de controladores fraccionales ma´s conocidas
para la posterior eleccio´n de aquellas que se vayan a
implementar en este trabajo.
II-C1. Controlador PIλDµ: Es la estructura de con-
trolador fraccional ma´s extendida. Este hecho es una
justificacio´n adicional para la eleccio´n de este tipo de
estructuras. El controlador PID puede encontrarse en la
bibliografı´a [19] con la expresio´n de la ecuacio´n (13).
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Cuya estructura de controlador fraccional [20] pasa a
tener la forma de la ecuacio´n (14).





El orden de los elementos integrador y derivador pasa
a tener valores fraccionales, no necesariamente enteros
como ocurre en la ecuacio´n (13). De esta forma se
deduce la necesidad de aplicar el me´todo de Oustaloup
para realizar la aproximacio´n. Los coeficientes fracciona-
les que aparecen esta´n ligados u´nicamente al elemento
s de la ecuacio´n. El controlador convencional PID, es
de hecho, un caso particular de controlador fraccional.
Da´ndose cuando tanto µ como λ tengan valores de
unidad.
Figura 1. Relacio´n fraccional para un PID.
Esta misma estructura de controlador PID tambie´n
puede delimitarse por bandas de frecuencia, teniendo su
disen˜o en este propio dominio. Puede encontrarse con la











Donde el u´ltimo elemento corresponde a la etapa
de filtrado (necesario para un sistema propio de estas
caracterı´sticas) y ND permite la reduccio´n de ganancia
a altas frecuencias.
II-C2. Controlador de estructura CRONE: Otro tipo
de estructuras de control fraccional son las llamadas
Commande Robuste d’Ordre Non Entier, ma´s conocidas
como CRONE [22]. Esta idea se ha venido desarrollando
desde la de´cada de los 80 por el grupo de investigacio´n
de CRONE, en la Universidad de Burdeos. A diferencia
de las estructuras antes mencionadas, una estructura
CRONE (generacio´n 2a y 3a) corresponde al conjunto
de operadores que identifican tanto a la planta como
al controlador en sı´, de forma que en la etapa de
disen˜o se este´ pretendiendo el comportamiento del lazo
abierto, es decir, configurar su comportamiento segu´n las
necesidades en lugar de disen˜ar el controlador de forma
directa. Es una metodologı´a de disen˜o en el dominio
de la frecuencia de la que han surgido tres generaciones
conforme a los procesos de investigacio´n llevados a cabo.
La primera generacio´n de estructura CRONE se
basa en un controlador de fase constante alrededor
de la frecuencia de corte de ganancia propia de las
especificaciones del problema. Tiene la forma de la






)nI ( 1 + s/ωl
1 + s/ωh
)n 1
(1 + s/ωF )nF
(16)
Posteriormente, una segunda generacio´n surge a
partir de los problemas de esfuerzo de control,
da´ndose la imposibilidad en ciertas situaciones de
que la especificacio´n situ´e la frecuencia de corte de
ganancia en un rango de frecuencia donde la fase de
la planta sea constante. A partir de esta generacio´n
el disen˜o se lleva a cabo en el conjunto del bucle
abierto, teniendo la forma de la ecuacio´n (17).
Para el ca´lculo del controlador habra´ que dividir
dicho bucle entre la planta nominal, tal y como se
indica en la ecuacio´n (18). Donde el elemento K



















La tercera generacio´n de estructura CRONE se
constituye con la posibilidad de usar no so´lo o´rde-
nes fraccionales sino tambie´n complejos. Teniendo
la forma simplificada de la ecuacio´n (19), con n =
a+jb ∈ Cj y s = γ+jω ∈ Cj′ . Que posteriormente
se deriva en el controlador realizando la misma
operacio´n que para la segunda generacio´n, dividir






Para poder comprender y posteriormente desarrollar
un controlador de forma robusta es necesario el estudio
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y ana´lisis tanto de las bases de QFT, como de los
diferentes me´todos, algoritmos y estructuras existentes
para su disen˜o. Las bases mencionadas en el capı´tulo
anterior [8] tendra´n su posterior desarrollo [9] [23] [24].
Es de relevancia la mencio´n de la aportacio´n de Horowitz
al esquema de control cla´sico, quedando un sistema de
dos grados de libertad [25].
Todos los controladores listados en este apartado se
tendra´n en cuenta a la hora de escoger el ma´s apropiado
para un problema determinado. Una vez conocidas las
opciones de controladores fraccionales con los que se
contara´ se explica a continuacio´n la metodologı´a QFT.
Figura 2. Esquema de control con 2 grados de libertad.
II-D. QFT - Quantitative Feedback Theory
La aplicacio´n QFT para el disen˜o de controladores,
tambie´n fraccionales [26], puede establecerse mediante
6 etapas [9] que se listan a continuacio´n:
1. Modelado de la planta incluyendo su incertidum-
bre.
2. Definicio´n de especificaciones.
3. Ca´lculo de fronteras.
4. Disen˜o del controlador.
5. Disen˜o del prefiltro.
6. Validacio´n del disen˜o.
Para presentar la metodologı´a de QFT se aplicara´
cada uno de los elementos sobre una planta determinada
que servira´ a su vez de ejemplo y ensayo frente a la
aplicacio´n final sobre una planta real (ve´ase el capı´tulo
Metodologı´a). Esta planta sera´ una de primer orden con
retardo, con incertidumbre tanto en la ganancia como en
la constante de tiempo del sistema.
La primera etapa en el desarrollo del controlador por
QFT correspondera´ al ca´lculo de las plantillas de la
planta, P . El modelo que se utilice para representarla, en
este caso la ecuacio´n (20), tendra´ una serie de para´metros
susceptibles de variacio´n dina´mica (ecuacio´n (21)) segu´n





k = kmin → kmax, τ = τmin → τmax, tr = tr0 (21)
Figura 3. Variacio´n conjunta de τ y k.
El ana´lisis de cada combinacio´n de estas variaciones
sera´ el propo´sito del ca´lculo de las plantillas. Cada con-
junto de variaciones obtiene distinta respuesta segu´n la
frecuencia, por lo que cada plantilla sera´ u´nica para cierta
frecuencia teniendo luego un conjunto de plantillas para
casos particulares de frecuencias de intere´s. De modo
que para el ca´lculo de plantillas se precise un conjunto
de estas frecuencias de intere´s, Ω, y de una ventana
de variacio´n en los distintos para´metros. Las plantillas
se pueden visualizar de forma gra´fica en un diagrama
de Nichols que enfrente la fase con la ganancia del
sistema. Posteriormente, para un conjunto de para´metros
fijo independiente de la frecuencia de intere´s se obtendra´
la planta nominal P0(jω) para todo el grupo Ω.
Los lı´mites superior e inferior de los valores de las
frecuencias en el conjunto Ω se pueden determinar ob-
servando gra´ficamente si la variacio´n entre una plantilla
y la inmediatamente posterior es muy marcada, o por el
contrario, tiende a valores de variacio´n pequen˜os.
Una vez se dispone de las plantillas se procede con
el ca´lculo de las fronteras. Igualmente expresadas sobre
un diagrama de Nichols, las fronteras corresponden a
los valores mı´nimos que puede tomar el controlador en
magnitud (toma´ndose la forma polar, G = g φ ) a lo
largo de un ciclo completo en la fase para que se cumplan
una serie de especificaciones a una determinada frecuen-
cia (dentro de la familia de frecuencias de intere´s). Las
especificaciones con las que se podra´ trabajar son las
siguientes [1]:
Especificacio´n de seguimiento, segu´n la forma de
la ecuacio´n (22). Siendo L(jω) = P (jω)G(jω) la
funcio´n del lazo abierto y F (jω) la del prefiltro.
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α(ω) 5
∣∣∣∣∣ L(jω)1 + L(jω)F (jω)
∣∣∣∣∣
dB
5 β(ω)→ ∀ω > 0
(22)
Especificacio´n de estabilidad, segu´n la ecuacio´n
(23). ∣∣∣∣∣ L(jω)1 + L(jω)
∣∣∣∣∣
dB
5 λ→ ∀ω > 0 (23)
Rechazo al ruido del sensor, segu´n la ecuacio´n (24).∣∣∣∣∣ L(jω)1 + L(jω)
∣∣∣∣∣
dB
5 δn(ω)→ ∀ω > 0 (24)
Rechazo a perturbaciones a la salida de la planta,
segu´n la ecuacio´n (25).∣∣∣∣∣ 11 + L(jω)
∣∣∣∣∣
dB
5 δpo(ω)→ ∀ω > 0 (25)
Rechazo a perturbaciones a la entrada de la planta,
segu´n la ecuacio´n (43).∣∣∣∣∣ P (jω)1 + L(jω)
∣∣∣∣∣
dB
5 δpi(ω)→ ∀ω > 0 (26)
Esfuerzo de control, segu´n la ecuacio´n (27).∣∣∣∣∣ G(jω)1 + L(jω)
∣∣∣∣∣
dB
5 δce(ω)→ ∀ω > 0 (27)
Donde L0(jω) sera´ la funcio´n del lazo abierto que
use la planta nominal perteneciente a la familia de
la incertidumbre. A partir de estas especificaciones se
pueden elaborar una serie de inecuaciones cuadra´ticas
donde se podra´ calcular el valor del controlador de
acuerdo con la especificaciones para cada valor de la fase
[27] [1]. La forma gene´rica que tomara´n las inecuaciones
sera´ la de la ecuacio´n (28). Para cada caso particular se
puede consultar la tabla I.
A(Pi, Pk, δ)g
2 +B(Pi, Pk, G, δ)g + C(Pi, Pk, δ) ≥ 0
(28)
Sobre el diagrama de Nichols representativo de las
fronteras se procede a continuacio´n con el loopshaping.
Que consiste en la an˜adidura de polos y ceros a un
controlador, de valor inicial 1 [9], de tal forma que la
funcio´n nominal de lazo abierto (L0 = P0G) quede lo
ma´s ajustada posible a las fronteras garantizando ası´ el
cumplimiento de las especificaciones en lazo cerrado.
Esta etapa suele realizarse de forma gra´fica y manual,
por lo que la intuicio´n del ingeniero tiene un gran peso
en el disen˜o.
Figura 4. Entorno de disen˜o del controlador mediante el toolbox
QFTCT.
El siguiente paso en el disen˜o del esquema de control
por QFT es la sı´ntesis del pre-filtro. Este elemento
es necesario en aquellos problemas donde existe una
especificacio´n de seguimiento, es decir, la referencia del
sistema varı´a con el paso del tiempo. En esta etapa,
da´ndose una especificacio´n como en la ecuacio´n (22),
el controlador, G(jω), hara´ posible la reduccio´n en
te´rminos de incertidumbre del a´rea comprendida entre
su lı´mite superior y el lı´mite inferior de un diagrama de
Bode.
De forma que el pre-filtro tendra´ posteriormente la
funcio´n de llevar esta franja dentro de los lı´mites impues-
tos por el conjunto de ecuaciones de la especificacio´n de
seguimiento (ecuacio´n (22)).
Figura 5. Entorno de disen˜o del prefiltro mediante el toolbox QFTCT.
Finalmente, en la etapa de validacio´n de disen˜o se
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Especificacio´n A(P, δ) B(P,G) C(P, δ)
Seguimiento p2i p
2
k(1− 1/δ2t (ω)) 2pipk(pkcos(θi + φ)− (pi/δ2i (ω))cos(φ+ θk)) p2k − p2i /δ2t (ω)
Estabilidad p2i (1− 1/λ2) 2picos(θi + φ) 1
Ruido del sensor p2i (1− 1/δ2n(ω)) 2picos(θi + φ) 1
Perturbaciones en la salida p2i 2picos(θi + φ) 1− 1/δ2po(ω)
Perturbaciones en la entrada p2i 2picos(θi + φ) 1− 1/δ2pi(ω)
Esfuerzo de control p2i − 1/δ2ce(ω) 2picos(θi + φ) 1
Tabla I
INECUACIONES CUADRA´TICAS PARA CADA ESPECIFICACIO´N [1].
realizan las comparativas apropiadas entre el conjunto
de especificaciones y la respuesta (usualmente simulada)
del sistema. En el caso de que se cumplan todas ellas
dentro de los ma´rgenes especificados se podra´ decir que
el disen˜o del sistema de control esta´ validado.
III. DISEN˜O E IMPLEMENTACIO´N
En este apartado se llevara´ a cabo el disen˜o y la
implementacio´n de un sistema de control fraccional
basado en QFT a partir de las metodologı´as y teorı´as
analizadas previamente. Inicialmente se aplicara´ sobre
un sistema de primer orden con retardo y posteriormente
con un modelo basado en un sistema real.
III-A. Sistema de primer orden con retardo
El sistema de primer orden con retardo utilizado en
primer lugar para comprobar la metodologı´a sera´ el que





Se asumen un tiempo de retardo con un valor de 1
segundo y una ganancia con incertidumbre, al igual que





INCERTIDUMBRE DE PARA´METROS PARA P1 .
Gra´ficamente, en la figura 6 se representa este margen
para la ganancia y para la constante de tiempo.
A partir de este margen de incertidumbre, el primer
paso para el ca´lculo del controlador fraccional por QFT
es el co´mputo de las plantillas para la planta P1. Para ello
es necesaria la determinacio´n del conjunto de frecuencias
de intere´s. Esto puede hacerse mediante ingenio humano
a trave´s de la observacio´n de un diagrama de Bode
Figura 6. Respuesta a escalo´n con los 4 ve´rtices del conjunto de
incertidumbre.
del sistema o bien mediante la compresio´n y ana´lisis
de las especificaciones. En este caso se realizara´ la
determinacio´n del conjunto de frecuencias de intere´s en
base al diagrama de Bode representado en la figura (7).
Figura 7. Diagrama de Bode para la planta nominal P1,0.
A partir del diagrama de Bode se puede de-
cidir el conjunto de frecuencias de intere´s, que
en este caso se establece como el vector Ω =
[0,01 0,05 0,1 0,5 1 2 5 10]rad/s. Utilizando este
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conjunto de frecuencias de intere´s se ha elaborado el
algoritmo 1 para el co´mputo en MATLAB de las plantillas
o templates.
Algorithm 1 Archivo A templates.m
1: k, τ y Ω← definicio´n del sist. y frec. de intere´s
2: H0 ← definicio´n de planta nominal
3: for wi → Ω do
4: for ki → [kmin, kmax] do
5: for τi → [τmin, τmax] do
6: magnitud y fase ← Bode
7: for ωi → Ω do
8: representacio´n de contornos para ki y τi
El algoritmo ejecutado da una salida para este caso
particular como la de la figura 8.
Figura 8. Diagrama de Nichols para la planta nominal P1,0 en el
conjunto de frecuencias Ω.
Cada una de las gra´ficas de la figura 8 representa
los valores en magnitud y fase de los contornos de
la plantilla a una frecuencia ωi para todo el rango de
incertidumbre. Ası´ mismo, en la figura 8 se observa que
a partir de la tercera frecuencia ya es poco visible. Esto
podrı´a hacer que el conjunto de frecuencias de intere´s
se limitase hasta esta misma frecuencia. Una captura au-
mentada se expone en la figura 9 para comprobacio´n de
que todas las gra´ficas se comportan del mismo modo, es
decir, representan u´nicamente el contorno de la plantilla.
Posteriormente, se definen las especificaciones para
este sistema, 79,2o de margen de fase, una frecuencia
de corte de ganancia de 0,1 rad/s y especificaciones de
rechazo a perturbaciones a la salida y ruido del sensor
dadas por las ecuaciones (30) y (31) [28].
|T (jω)| ≤ −20dB, ∀ ω ≥ ωt = 10rad/s (30)
Figura 9. Diagrama de Nichols para la planta nominal P1,0 en la
frecuencia ω4 con incertidumbre en sus para´metros.
|S(jω)| ≤ −20dB, ∀ ω ≤ ωs = 0,01rad/s (31)
Para el ca´lculo de las fronteras se hara´ uso del toolbox
de QFT de la Case Western Reserve University. De
forma que las especificaciones queden introducidas en
su apartado correspondiente segu´n la figura 10 para
la especificacio´n de estabilidad, la figura 11 para la
especificacio´n de ruido del sensor y la figura 12 para
la especificacio´n de rechazo a perturbaciones a la salida
de la planta.
Figura 10. Definicio´n de la especificacio´n de estabilidad en el toolbox
QFTCT.
Una vez introducidas las especificaciones, en el si-
guiente apartado de la herramienta se muestran las fron-
teras o contornos para cada una de las especificaciones.
En la figura 13 se muestran las fronteras para la especi-
ficacio´n de estabilidad, las de rechazo a perturbaciones
en la salida de la planta en la figura 14 y las fronteras de
la especificacio´n de rechazo a perturbaciones del ruido
del sensor en la figura 15.
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Figura 11. Definicio´n de la especificacio´n de ruido del sensor en el
toolbox QFTCT.
Figura 12. Definicio´n de la especificacio´n de rechazo de perturba-
ciones a la salida de la planta en el toolbox QFTCT.
Figura 13. Definicio´n de las fronteras para la especificacio´n de
estabilidad en el toolbox QFTCT.
Las lı´neas continuas representan los lı´mites inferiores
Figura 14. Definicio´n de las fronteras para la especificacio´n de
rechazo de perturbaciones a la salida de la planta en el toolbox
QFTCT.
Figura 15. Definicio´n de las fronteras para la especificacio´n de ruido
del sensor en el toolbox QFTCT.
a esas frecuencias para la respuesta en lazo abierto
del sistema junto con el controlador. Mientras que las
lı´neas discontinuas representan los lı´mites superiores en
ganancia a cada una de las frecuencias que el lazo abierto
no debe superar.
Como puede darse el caso de que unas especifica-
ciones se solapen entre ellas, el conjunto de fronteras
sera´ aquel resultado de la interseccio´n de las fronteras
obtenidas para las distintas especificaciones. En este caso
se muestra dicho conjunto interseccio´n en la figura 16.
El siguiente paso es el ca´lculo del controlador. En
la metodologı´a QFT original, este ca´lculo se hace de
forma intuitiva y gra´fica sobre el diagrama de Nichols,
an˜adiendo polos, ceros y otros elementos al controlador
(de valor inicial unitario) hasta que se acopla adecua-
damente a las especificaciones. Como se puede deducir,
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Figura 16. Definicio´n de la interseccio´n del conjunto de fronteras en
el toolbox QFTCT.
este me´todo dependı´a en gran parte de la genialidad del
ingeniero, por lo que se propone ahora un me´todo de
disen˜o y optimizacio´n ajeno a las ideas creativas de un
humano. Este me´todo tendra´ inclusiones matema´ticas en
forma de ca´lculo fraccional, como se ha explicado en
apartados anteriores, para poder an˜adir grados de libertad
en la optimizacio´n y disen˜o del controlador.
La estructura escogida es la de un controlador PID en
forma paralela con operadores s fraccionales, (ecuacio´n
(14)). En esta estructura se tendra´n 5 grados de libertad;
las tres ganancias de cada una de las etapas del contro-
lador y las dos potencias fraccionales de los operadores
integrador y derivativo. El me´todo antes mencionado
para evitar la dependencia intelectual del disen˜o del con-
trolador por parte de un ente vivo constara´ de un script
que permita la introduccio´n de las especificaciones, del
tipo de controlador PID fraccional deseado y del disen˜o
y me´todo de optimizacio´n automa´tico del mismo.
Dentro del propio software de MATLAB se cuenta con
herramientas de optimizacio´n que permiten hacer uso
de cierta cantidad de algoritmos de optimizacio´n. Dadas
las caracterı´sticas de las especificaciones es necesario
un algoritmo que permita establecer restricciones no
lineales y lı´mites en la solucio´n. Por ello, el algoritmo
escogido sera´ el fmincon. Este algoritmo computa el
mı´nimo restringido de una funcio´n, F (X), de varias
variables. Puede estar sujeto a restricciones como las de
la ecuacio´n (32).

AX ≤ B, AeqX = Beq Restr. lineales
C(X) ≤ 0, Ceq(X) = 0 Restr. no lineales
LB ≤ X ≤ UB Fronteras
(32)
Dadas las estructuras con las que el algoritmo puede
trabajar es necesario adaptar las especificaciones actuales
a las mismas. Contamos con las especificaciones de
estabilidad, rechazo al ruido del sensor y rechazo a per-
turbaciones en la salida del sistema, segu´n las ecuaciones
(33), (34) y (35) respectivamente.
{
|Gc(jωcg)P (jωcg)| = 0dB
−pi + ϕm = arg(Gc(jωcg)P (jωcg))
(33)
∣∣∣∣∣ L(jω)1 + L(jω)
∣∣∣∣∣
dB
5 −20dB → ∀ω ≥ 10rad/s (34)
∣∣∣∣∣ 11 + L(jω)
∣∣∣∣∣
dB
5 −20dB → ∀ω ≤ 0,01rad/s (35)
La especificacio´n de estabilidad se debe expresar
como una restriccio´n de igualdad que pasarı´a a tener la
forma de la ecuacio´n (36). Se distingue entre especifica-
ciones igualdad y desigualdad para aquellas referentes
a la planta nominal y el resto de la incertidumbre
respectivamente.
{
Ceq1 = |Gc(jωcg)P (jωcg)|
Ceq2 = −pi + ϕm − arg(Gc(jωcg)P (jωcg))
(36)
Y las especificaciones de rechazo a perturbaciones la
forma de las ecuaciones (37) y (38).
C1 =
∣∣∣∣∣ L(jω)1 + L(jω)
∣∣∣∣∣
dB
+ 20dB → ω = 10rad/s (37)
C2 =
∣∣∣∣∣ 11 + L(jω)
∣∣∣∣∣
dB
+ 20dB → ω = 0,01rad/s (38)
Tras las restricciones, se ha escogido que la funcio´n de
optimizacio´n objetivo sea el esfuerzo de control, para ob-
tener ası´ controladores que requieran el mı´nimo esfuerzo.
Esta especificacio´n tendra´ la forma de la ecuacio´n (39)
para utilizar con el comando fmincon.
f(x) =




Una vez definida la funcio´n a minimizar y sus restric-
ciones, hay que conocer tanto las limitaciones que habra´
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que imponerle a la solucio´n como el punto de partida
para el algoritmo. Las limitaciones para las ganancias
proporcional, integral y derivativa tendra´n unos ma´rgenes
lo suficientemente amplios como para no interferir en
la bu´squeda del mı´nimo de la funcio´n. Mientras que
los valores fraccionales de las potencias del operador
integral y derivativo sı´ tendra´n que tener unos lı´mites
definidos por la ecuacio´n (40).
0 < λ, µ ≤ 1 (40)
No se permite que las potencias tengan valores nulos
ya que en el caso de que el controlador o´ptimo necesite
de una estructura sin parte integral o derivativa sera´
capaz de obtenerla simplemente mediante la anulacio´n
del valor de la ganancia correspondiente.
El punto de partida que utilizara´ el algoritmo fmincon
sera´ aquel de un PID de o´rdenes enteros precalcu-
lado gra´ficamente con una herramienta interactiva en
MATLAB. Para la planta nominal, en el toolbox de
FOMCON se puede encontrar un apartado para el di-
sen˜o de PID de o´rdenes enteros dentro de la ventana
abierta mediante el comando fomcon en el entorno de
MATLAB. El entorno para el disen˜o de controladores
de orden entero, figura 17, permite seleccionar entre
5 tipos distintos de me´todos de ajuste de controlador;
Ziegler-Nichols, AMIGO, Chien-Hrones-Reswick para
seguimiento, Chien-Hrones-Reswick para regulacio´n y
Cohen-Coon [29]. El me´todo seleccionado para esta
implementacio´n ha sido el me´todo AMIGO [30].
El punto de partida sirve u´nicamente para iniciar
el algoritmo arbitrariamente en un punto factible del
conjunto de posibles soluciones. Para este caso particular
dicho punto de partida sera´ el de la ecuacio´n (41).




Donde x0 = [51,0909, 7,35709, 1, 25,4224, 1]
sera´ un para´metro de entrada a la hora de llamar al
algoritmo fmincon. Los valores unitarios corresponden al
valor entero de la potencia para los operadores integral
y derivativo.
El proceso de optimizacio´n y obtencio´n final del con-
trolador para las especificaciones dadas se hara´ respecto
al algoritmo 2. Este mismo algoritmo se utilizara´, una
vez obtenido el controlador fraccional, para optimizar
un controlador con una restriccio´n de o´rdenes enteros
en las potencias de los operadores integral y derivativo
con fines comparativos para el apartado de resultados.
Figura 17. Entorno de disen˜o de controladores de orden entero a
trave´s del toolbox FOMCON.
Algorithm 2 Archivo C controllers.m
1: PID (AMIGO)← definicio´n del controlador inicial
2: H0 ← definicio´n de planta nominal
3: PM, ωcg, A, B, ωs, ωt ← definicio´n de espec.
4: x0, lb, ub ← definicio´n de p. inicial y fronteras
5: x ← ejecucio´n del algoritmo fmincon
Donde A, B, ωs y ωt corresponden a los valores
de ganancia y frecuencia para las especificaciones de
rechazo a perturbaciones por ruido del sensor y a la









VALORES DE ESPECIFICACIONES PARA P1 .
Tras la obtencio´n de los para´metros del controlador
fraccional o´ptimo, el mismo archivo que lo computa
ejecuta la representacio´n gra´fica de los resultados y
comparativas obtenidos. Se analizara´n en el pertinente
apartado.
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III-B. Sistema basado en una planta real
Para este apartado se hara´ uso de un bloque diferencial
en MATLAB que modela de forma bastante precisa el
comportamiento de una planta de cultivo de biomasa [31]
[32] [33]. Aplicar la metodologı´a desarrollada y com-
probada en el apartado del sistema de primer orden con
retardo precisa de un modelo lineal con el que trabajar,
que represente el comportamiento de la planta de forma
sencilla, y contar con todo el rango de incertidumbre.
El sistema de cultivo de biomasa es un sistema MIMO
(Multiple Inputs - Multiple Outputs), pero en este caso
se hara´ u´nicamente el esquema de control aplicado sobre
una etapa de la planta. La etapa objeto es aquella cuya
sen˜al es la inyeccio´n de CO2 en la planta, este sera´ el
actuador, frente a una salida en pH del cultivo, la salida.
Aparte, tambie´n se contara´ con una perturbacio´n durante
todo el proceso, la radiacio´n incidente, que tendra´ ciclos
diarios.
Se han realizado distintos ensayos, sobre todos los
puntos de operacio´n conocidos (tabla IV para los
para´metros de entrada del bloque de simulacio´n) y
el rango posible del actuador, obteniendo el rango de
incertidumbre de la tabla V. El sistema se representara´
en forma de funcio´n de transferencia de primer orden sin
retardo de la ecuacio´n (42)(con sus respectivos valores
nominales).
Para´metro Mı´nimo Ma´ximo
Caudal de aire (L/min) 140 200
Velocidad del agua (m/s) 0.9 1
Caudal de agua (L/min) 29.15 -
Caudal de medio (L/dı´a) 0.34 -
Temperatura(s) (oC) 35 -
Tabla IV




→ P20(s) = −2,01
175s+ 1
(42)
Se ha decidido esta forma en base a estudios previos
sobre el comportamiento del sistema ( [31], [32] y [33])
que establecen un comportamiento de dicha dina´mica





VALORES DE INCERTIDUMBRE PARA P2 .
Conocida la forma lineal del sistema y su incertidum-
bre se puede computar utilizando el mismo algoritmo que
en el apartado anterior las plantillas para todo el conjunto
de frecuencias de intere´s. Este conjunto tambie´n sera´
el mismo que para el modelo anterior. En la figura 18
se puede comprobar que dicho conjunto sigue siendo
oportuno para proseguir con la metodologı´a.
Figura 18. Plantillas de incertidumbre sobre el diagrama de Nichols
para la planta P2.
A continuacio´n, se define el conjunto de especifi-
caciones para este problema. Que sera´ igual que para
el problema anterior, 79, 2o de margen de fase, una
frecuencia de corte de ganancia de 0,1rad/s y rechazo a
perturbaciones a la salida de la planta y ruido del sensor
(ecuaciones (30) y (31)). De este modo las comparativas
al final del texto podra´n ser amplidas en ambos casos.
Las fronteras, pese a ser las mismas especificaciones
que en el apartado anterior, no sera´n las mismas, ya que
las plantillas han cambiado. La interseccio´n resultante en
este caso queda representada en la figura 19.
Figura 19. Fronteras para las especificaciones de la planta P2.
El co´mputo de los para´metros o´ptimos del controlador
se hara´ en funcio´n de la estructura deseada (lo permite
el algoritmo, igual que para el apartado anterior). Se
escogera´ un controlador en forma paralela, aunque para
este problema no se exigira´ el co´mputo de un controlador
que contenga las tres etapas, pudie´ndose obtener; P, PI,
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PID o PD. Las entradas del algoritmo son las mismas
que para el caso anterior , aparte de la variacio´n en la
definicio´n de la planta nominal, por lo que es de recibo
remitirse a las ecuaciones (36), (37) y (38). La funcio´n
a minimizar tambie´n sera´ la definicio´n del esfuerzo de
control, ecuacio´n (39). Los lı´mites de la solucio´n por el
contrario sı´ habra´n de ser modificados, ya que se trata
de un sistema de primer orden con ganancia negativa.
Se incluyen valores positivos y negativos en el conjunto
de posibles soluciones para evitar que esto suponga una
condicio´n de parada del algoritmo.
El punto de partida, al no tener tiempo de retardo la
planta nominal, se ha obtenido mediante la aplicacio´n
interna de MATLAB para el ajuste de controladores PID
en el dominio de la frecuencia. Aquı´ sı´ fue posible incluir
al menos dos especificaciones, frecuencia de corte de
ganancia y ancho de banda, aunque no tengan relacio´n
directa con los para´metros finales, ya que el ancho de
banda es un valor que no se tiene en cuenta en el proceso
de optimizacio´n.
Dadas todas las entradas, se ejecuta el algoritmo me-
diante el script pertinente obtenie´ndose los para´metros
finales para los controladores; fraccional (controlador
de orden fraccional) y restringido a o´rdenes enteros
(controlador de la forma PID tradicional). Da´ndose por
finalizada la etapa de disen˜o y optimizacio´n, en el
apartado de resultados se validara´ el disen˜o y se realizara´
un ana´lisis sobre su comportamiento en bucle cerrado
con el sistema.
III-C. Resultados
En este apartado se analizara´n los resultados obtenidos
a partir de los para´metros o´ptimos computados por los
scripts en MATLAB.
III-C1. Controlador para el sistema de primer orden
con retardo: Para poder validar los resultados es nece-
sario compararlos con las especificaciones iniciales. La
primera de ellas, el margen de fase, se puede comprobar
mediante un diagrama de Bode como el de la figura
20, donde se representa la gra´fica de Bode conjunta
tanto del controlador fraccional obtenido en bucle abierto
con la planta, como de un controlador restringido a
o´rdenes enteros para poder realizar la comparacio´n. Los
para´metros finales para este problema han resultado los
de las ecuaciones (43) y (44).








Figura 20. Diagrama de Bode para comprobacio´n del margen de fase
en L01.
Tanto para el controlador fraccional como para el
de o´rdenes enteros se obtiene un margen de fase de
64,1367o. Esto no quiere decir que la especificacio´n
no se este´ cumpliendo realmente. Si uno se remite a
los resultados del proceso de optimizacio´n, se puede
comprobar que tanto en el controlador entero como en
el fraccional dicha especificacio´n se cumple (ambas con
el mismo resultado), ecuaciones (45) y (36).
Ceq2 = −6,4171 · 10−14 (45)
Esto quiere decir, que en la etapa de simulacio´n ocurre
algo. Esto tiene que ver directamente con los me´todos de
aproximacio´n de los que se ha hablado en el apartado
de Materiales y me´todos. El me´todo de aproximacio´n
que usa MATLAB es el de Oustaloup, y su precisio´n
depende del orden de aproximacio´n, que normalmente se
situ´a entre 5 y 10 (el controlador restringido a o´rdenes
enteros esta´ expresado dentro del entorno del programa
como una variable de tipo fraccional, de ahı´ que tambie´n
presente un error de simulacio´n, ve´ase correccio´n en
las figuras 21 y 22). Este desfase en simulacio´n entre
los 79, 2o de margen requeridos y los 64,13o obtenidos
presenta por tanto una justificacio´n. Para sortear este
obsta´culo a la hora de simular el comportamiento de
los sistemas es posible especificar un margen de fase
ma´s agresivo, de forma que incluya el margen de error
que presenta el programa en la simulacio´n. Por ejemplo,
un ensayo realizado con una especificacio´n de margen
de fase de 100o obtiene en simulacio´n un margen de
fase de 91,74o. Otra solucio´n es realizar el ca´lculo del
diagrama de Bode en el entorno de trabajo del toolbox
FOMCON. Donde se puede comprobar que sı´ se cumple
la especificacio´n adecuadamente, ve´ase figura 21 con
una frecuencia de corte de ganancia de aproximadamente
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0,1rad/s y un margen de fase de 92o para el lazo abierto
con el controlador de orden fraccional y un margen de
fase de 79o para el lazo abierto con el controlador de
o´rdenes enteros (figura 22).
Figura 21. Diagrama de Bode para comprobacio´n del margen de fase
en L01 mediante FOMCON para el controlador fraccional.
Figura 22. Diagrama de Bode para comprobacio´n del margen de fase
en L01 mediante FOMCON para el controlador de o´rdenes enteros.
El margen de fase se comprueba por tanto que se
cumple adecuadamente, y adema´s para el controlador
fraccional se obtiene un mayor margen que para el lazo
abierto computado con el controlador de orden entero
(con este u´ltimo se pierden incluso 0,2o de la especifi-
cacio´n de 79,2o). Con la especificacio´n de la frecuencia
de corte de ganancia ocurre exactamente lo mismo, se
cumple la especificacio´n en el proceso de optimizacio´n
pero sin embargo en la simulacio´n se obtienen valores no
adecuadamente aproximados. Para realizar la validacio´n
hay que remitirse a las mismas figuras 21 y 22 realizadas
en el entorno de FOMCON.
Para las especificaciones de rechazo a perturbaciones
a la salida de la planta y por ruido del sensor se
puede comprobar su cumplimiento tras la finalizacio´n del
proceso de optimizacio´n, observando los resultados para
cada una de ellas con la aplicacio´n del controlador sobre
la planta nominal. Ecuaciones (46) y (47). Un ejercicio
de comprobacio´n adicional necesario serı´a la aplicacio´n
del controlador en bucle abierto sobre todos los valores
de incertidumbre, comprobando de manera definitiva que
las especificaciones se cumplen de forma robusta.
|T (jωt)| = −36,2476dB ≤ −20dB, ωt = 10rad/s
(46)
|S(jωs)| = −28,3698dB ≤ −20dB, ωs = 0,01rad/s
(47)
Ambos resultados equivalen tanto para el proceso de
optimizacio´n del controlador fraccional como para el de
o´rdenes restringidos a enteros, se obtienen resultados
ide´nticos en magnitud para estas dos especificaciones.
Aparte, todo el conjunto de especificaciones se puede
comprobar tambie´n en el diagrama de Nichols super-
puesto sobre las fronteras para cada una de las fre-
cuencias de intere´s que se obtuvieron en el apartado
segundo en la aplicacio´n de la metodologı´a QFT, figura
23. Se obtuvo la lı´nea roja, que es la gra´fica para el
bucle abierto con el controlador fraccional de para´metros
optimizados para las especificaciones. Y posteriormente,
la lı´nea negra representando el bucle abierto del sistema
con el controlador restringido a o´rdenes enteros. Se
comprueba mediante este diagrama (figura 23) que un
controlador fraccional permite el ajuste del sistema en
bucle abierto ma´s estrechamente respecto a las fronteras
y al origen del diagrama de Nichols que un controlador
de o´rdenes enteros. A cada frecuencia de intere´s se
marca la gra´fica del bucle abierto de ambos controladores
con un marcador del mismo color que la frontera, de
este modo se puede comprobar que se cumplen las
especificaciones. Para las fronteras de lı´neas continuas se
tienen lı´mites inferiores, pudiendo encontrar las marcas
en los bucles abiertos siempre por encima de dichas
lı´neas. Por otro lado, las fronteras de lı´neas discontinuas
se presentan como lı´mites superiores, de modo que las
marcas pertinentes en cada uno de los bucles abiertos se
encuentran siempre en a´reas inferiores a dichas lı´neas.
Se cumplen las especificaciones, por lo que el disen˜o
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Figura 23. Diagrama de Nichols para la comparacio´n en bucle abierto con el controlador fraccional (rojo) y entero restringido a partir del
fraccional (negro), para la planta P1.
del controlador esta´ validado. Ahora se puede comprobar
el esfuerzo de control obtenido para sus para´metros
finales (ecuacio´n (48)) y compararlo con el resultado del
controlador limitado a o´rdenes enteros.




Los resultados obtenidos en te´rminos de esfuerzo de
control e ı´ndice ISE son los de la tabla VI. Que pueden
entenderse en conjunto con la gra´fica de la figura 24.





RESULTADOS EN SIMULACIO´N PARA P1 .
El controlador de partida, el PID, cuenta con el menor
ı´ndice ISE, pero esto no puede ser objeto de compara-
cio´n directa ya que no fue disen˜ado para las mismas
especificaciones. Una vez optimizado ese PID permi-
tiendo o´rdenes fraccionales se obtuvo un controlador de
ı´ndice ISE ligeramente mayor pero, al ser minimizado
en funcio´n del esfuerzo de control, menos exigente para
la sen˜al de control. Para observar de forma directa las
bondades del control fraccional se puede ahora utilizar
un mismo controlador optimizado segu´n las mismas
especificaciones y me´todos pero con restricciones de
Figura 24. Respuesta escalo´n para el sistema en lazo abierto sin
controlador, en lazo cerrado con controlador fraccional y controlador
fraccional restringido a o´rdenes enteros.
enteros en las potencias de los operadores integral y
derivativo. El mismo esfuerzo de control consigue por
parte del controlador fraccional un ı´ndice ISE para una
entrada en escalo´n unitaria de menos de la mitad del
ı´ndice obtenido para el controlador limitado a o´rdenes
enteros. Esto lleva a deducir de forma concisa, que
al permitir o´rdenes fraccionales, obviamente se eleva
el nu´mero de grados de libertad a la hora de poder
disen˜ar el controlador, y por tanto una mayor flexibilidad
para conseguir un, en definitiva, mejor control sobre el
sistema de acuerdo a las especificaciones y valores de
esfuerzo que al fin y al cabo suelen repercutir en el
mundo real en te´rminos econo´micos.
III-C2. Controlador para el sistema basado en una
planta real: De igual modo que para los resultados del
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controlador para el sistema de primer orden con retardo,
es necesaria una validacio´n de los resultados obtenidos
de acuerdo a las especificaciones con las que se partı´a
en la etapa de disen˜o. Los controladores obtenidos son
los de las ecuaciones (49) y (50).
G2(s) = −8,1536− 19,7043
s0,2545
(49)
G2′(s) = −7,5149 + 5,0000
s
+ 14,4707s (50)
El cumplimiento de la especificacio´n de la frecuencia
de corte de ganancia se realiza mediante el ana´lisis de un
diagrama de Bode para los bucles abiertos. Ambos bucles
sera´n los del controlador fraccional y su controlador
restringido a potencias enteras. La figura 25 muestra
que en este caso sı´ se cumple con ma´s precisio´n que
en el apartado anterior esta especificacio´n, aunque no de
forma exacta. El margen de fase para el sistema con el
controlador fraccional resulta de 73,49o, muy pro´ximo
al especificado, sin embargo, cuando se restringen los
valores de las potencias de las etapas integral y derivativa
a enteros el controlador pasa a tener un margen de fase
de 23,54o. Esto puede deberse a que las especificaciones
fuesen muy exigentes, y que au´n permitiendo o´rdenes
fraccionales al sistema y el algoritmo les costase llegar
a la solucio´n ma´s que para el apartado del sistema
de primer orden con retardo (e´ste tenı´a una constante
de tiempo menor). Luego, para las especificaciones de
rechazo a perturbaciones y ruido hay que remitirse a los
resultados de la optimizacio´n, ecuaciones (51) y (52).
Figura 25. Diagrama de Bode para el bucle abierto con ambos
controladores; fraccional y fraccional restringido a potencias enteras
en sus operadores.
|T (jωt)| = −35,9753dB ≤ −20dB, ωt = 10rad/s
(51)
|S(jωs)| = −10,1533dB  −20dB, ωs = 0,01rad/s
(52)
Para la especificacio´n de rechazo al ruido del sensor se
cumple holgadamente igual que pasaba en el problema
con tiempos de retardo. Para la especificacio´n de rechazo
a perturbaciones a la salida de la planta, sin embargo,
se obtiene casi la mitad del valor especificado. Dado
que las especificaciones para este problema han sido
aplicadas de forma arbitraria es posible que resultasen
ser muy exigentes para la dina´mica del sistema. Hay
que tener en cuenta que se esta´ exigiendo lo mismo a un
sistema de ganancia negativa y con cerca del triple del
valor de la constante de tiempo que para el sistema del
primer apartado. Remitie´ndose a la figura 26 se puede
corroborar esta situacio´n.
La lı´nea discontinua roja de las fronteras no esta´ por
encima de las marcas de su mismo color en la gra´fica
de Nichols de los bucles cerrados, y de hecho, para
el sistema con el controlador restringido ni siquiera se
observa dentro de la gra´fica.
Tras este ana´lisis se puede concluir que el disen˜o
no esta´ validado. Por tanto, para poder controlar este
sistema quedan dos soluciones; relajar el conjunto de
especificaciones a uno factible para este algoritmo, o bien
elaborar otro mediante me´todologı´as de disen˜o diferentes
a las aplicadas en este texto.
Au´n ası´, se han hecho simulaciones con el modelo
lineal de la planta y su modelo diferencial. Para el
primero se han obtenido, pese a todo, unos resultados
satisfactorios. En la figura 27 se observa un control
por parte del elemento fraccional bastante ra´pido y
sin sobresaltos extremadamente pronunciados frente al
cambio de consigna.
Para esta simulacio´n se obtenieron los resultados de
esfuerzo de control e ı´ndice de rendimiento ISE de la
tabla VII.





RESULTADOS DE SIMULACIO´N PARA LA PLANTA P2 CON LOS
DISTINTOS CONTROLADORES.
El esfuerzo de control obtenido para los sistemas
optimizados es similar y apenas se distancian entre sı´
por menos de una unidad. Sin embargo para el con-
trolador fraccional se obtiene un ı´ndice de rendimiento
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Figura 26. Diagrama de Nichols para la comparacio´n en bucle abierto con el controlador fraccional (rojo) y entero restringido a partir del
fraccional (negro) para la planta P2.
Figura 27. Respuesta a escalo´n del sistema con el controlador de
partida, el fraccional y su versio´n restringida a o´rdenes enteros para
la planta P2.
considerablemente mejor que para su versio´n de o´rdenes
enteros. E´sto puede servir de ejemplo para representar
las bondades del control fraccional pese a que en este
caso particular no haya sido posible cumplir con las
especificaciones debido a su gran exigencia.
De igual forma se han realizado simulaciones con
el modelo diferencial de la planta para observar los
resultados. En la figura 28 se presentan los resultados
de 17 minutos en simulacio´n. La sen˜al de control resulta
ser abrupta y con comportamientos que pueden inducir
a pensar que el efecto integral es demasiado grande.
Sin embargo, si se observa el tiempo en el que las
pendientes cambian a valores negativos en la salida
coincide con el valor nulo del actuador, por lo que
no existen efectos de wind-up. Un posible motivo de
estos resultados es la metodologı´a o protocolos internos
que utilice MATLAB para simular el comportamiento de
elementos fraccionales, pese a que estos tengan valores
enteros en sus o´rdenes. Para comparativa se presenta en
la figura 29 la misma simulacio´n llevada a cabo con el
controlador completamente fraccional.
Figura 28. Control del pH en un valor de 8 con perturbaciones de
radiacio´n (controlador fraccional restringido a o´rdenes enteros).
En la figura 29 se observa un comportamiento que
no es lo´gico a simple vista. A partir del instante de
tiempo 300 aproximadamente se observa como la sen˜al
del actuador es ma´xima, resultando a una incomprendida
inmutacio´n de la sen˜al de salida. A este comportamiento
se le podrı´a achacar tambie´n el me´todo de trabajo de
MATLAB con los elementos fraccionales puros. Aunque
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Figura 29. Control del pH en un valor de 8 con perturbaciones de
radiacio´n (controlador fraccional).
tambie´n pueda ser un error de caracter humano a la hora
de elaborar los archivos correspondientes de simulacio´n.
IV. CONCLUSIONES
Los resultados obtenidos, tanto en el modelo de primer
orden con retardo como en el modelo basado en la
planta real de los fotobioreactores, presentan una com-
parativa directa y clarificadora entre las bondades del
control fraccional frente a los me´todos ma´s extendidos
de disen˜o de controladores PID de o´rdenes enteros.
Se comprueba en este trabajo que el hecho de incluir
operadores integrales y derivativos de orden fraccional
permite, aparte de an˜adir dos grados de libertad a la
etapa de disen˜o, obtener unos resultados ma´s ajustados
a las necesidades impuestas por las especificaciones.
Traducido a una posible implementacio´n real, un sistema
controlado con para´metros fraccionales en los elementos
integral y derivativo permitirı´a un ahorro econo´mico
(derivado de una mejor solucio´n respecto al esfuerzo de
control analizada en el apartado de resultados).
Por contrapartida, hoy en dı´a au´n no es posible
implementar controladores fraccionales en todas las in-
dustrias, debido sobretodo a las limitaciones fı´sicas de
co´mputo de los aparatos. Generalmente se pueden en-
contrar controladores PID que acepten la configuracio´n
de cualquiera de sus para´metros de ganancia en forma
paralela o de ganancia y tiempos integral y derivativo, sin
embargo, la potencia u orden de los operadores integral
y derivativo no es de tan directa resolucio´n informa´ti-
ca. Principalmente, debido a que matema´ticamente una
potencia fraccional no se comporta de ide´ntica forma a
una potencia entera. Por ejemplo, la derivada de un valor
constante es nula, sin embargo la derivada fraccional de
un valor constante no lo es. Esto lleva a la necesidad
de que, poco a poco, sea necesaria la modernizacio´n de
los aparatos para permitir la implementacio´n de estas
mejoras en te´rminos de control, que matema´ticamente
ya vienen existiendo desde hace de´cadas.
Como conclusio´n final, el objetivo principal de es-
te trabajo queda cubierto con creces, ya que se han
estudiado de forma bastante profunda los comporta-
mientos matema´ticos y teo´ricos de sistemas fraccionales
en tiempo continuo, y ello supone un gran aporte a
los conocimientos de un estudiante de ingenierı´a de
control. Pese a no haber obtenido buenos resultados en
todos los ensayos, el controlador fraccional ha quedado
como una clara alternativa a los me´todos y estructuras
convencionales que se suelen aplicar en la industria.
IV-A. Lı´neas futuras de trabajo
A partir de este texto han surgido diversas lı´neas de
factible investigacio´n y desarrollo futuro. La primera
de ellas, que ya viene resuelta en otros trabajos, la
optimizacio´n en el tiempo de co´mputo de las plantillas
serı´a una de ellas. El me´todo implementado en este texto
para el ca´lculo de las plantillas requiere de un tiempo de
co´mputo considerable y es con diferencia el script que
ma´s tiempo emplea en su ejecucio´n. Incluso comparado
con los archivos de simulacio´n de modelos fraccionales
y enteros.
Otra lı´nea de trabajo que surge derivada de este texto
es la optimizacio´n del algoritmo de minimizacio´n. Ya
que fmincon no es el u´nico algoritmo que permite la
minimizacio´n de funciones con restricciones no lineales
es posible que exista una combinacio´n para casos par-
ticulares que requiera de menos tiempo de co´mputo y
adema´s encuentre mejores soluciones. Un ejemplo es el
algoritmo gene´tico, tambie´n integrado en MATLAB, que
en este caso empleaba ma´s tiempo de co´mputo a cambio
de muy poca variacio´n o casi nula en la solucio´n final
(de ahı´ a que no se utilizase por encima del algoritmo
fmincon).
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Resumen/Abstract
MÁSTER EN INFORMÁTICA AVANZADA E INDUSTRIAL, 2012/2013
Este trabajo fin de máster consiste en el diseño de controladores 
fraccionales basados en la teoría robusta de realimentación cuantitativa, 
más comúnmente nombrado en la bibliografía como QFT (Quantitative 
Feedback Theory).  Este tipo de controladores tienen un comportamiento  
distinto a los controladores convencionales debido a su contexto 
matemático, por lo que pueden presentar ciertas ventajas tanto en el 
dominio de la frecuencia como en el del tiempo a la hora de cumplir con 
una serie de especificaciones.
Palabras clave: Controladores Fraccionales, Teoría Robusta de 
Realimentación cuantitativa.
This final project consists in the design of fractional controllers based on 
the Quantitative Feedback Theory, also called QFT. This type of controllers 
has a different behavior than the conventional ones because of their 
mathematical context. Therefore they can present some advantages either 
in the frequency domain than in the time domain while in order to satisfy a 
series of specifications.
Keywords: Fractional Controllers, Quantitative Feedback Theory. 
