Abstract. We study the dynamics induced by an m-linear operator. We answer a question of Bès and Conejero showing an example of an m-linear hypercyclic operator acting on a Banach space. Moreover we prove the existence of m-linear hypercyclic operators on arbitrary infinite dimensional separable Fréchet spaces. We also prove an existence result about symmetric bihypercyclic bilinear operators, answering a question by Grosse-Erdman and Kim.
Introduction
Given a Fréchet space X, a linear operator T is called hypercyclic provided that there is a vector x such that its induced orbit Orb T (x) := {T n (x) : n ∈ N} is dense in X. The first example of a hypercyclic operator is the translation operator τ 1 (f ) = f (1 + ·) on H(C), the space of complex analytic functions, and was found by Bikhoff [5] in 1929. Later, some other natural examples appeared, like the MacLane operator, D(f ) = f ′ also on H(C) [12] , the Rolekwicz operator 2B on ℓ p [17] (B denotes the backward shift operator), among others. However it was not until the 80's that a systematic treatment on the subject began. Evidences on the maturity reached in the area are the survey [9] and the books [2, 11] . In the last decades linear dynamics has experienced a lively development and it seems natural to extend the notion to the iteration of non-linear mappings.
The first to study dynamics of homogeneous polynomials on Banach spaces was Bernardes [3] . Maybe surprisingly he showed that no (non linear) homogeneous polynomial is hypercyclic if the space is Banach. The reason is that every homogeneous polynomial supports an invariant ball (afterwards the limit ball ) at the origin.
On the other hand, if the space is not normable then it can support hypercyclic homogeneous polynomials. The first who realized this fact was Peris, who exhibited an example of a hypercyclic homogeneous polynomial on C N , see [15, 16] . Later on, some other examples appeared, in some spaces of differentiable functions over the real line [1] , some Köthe Echelon spaces (including H(D)) [13] and recently in H(C) [8] .
Grosse-Erdmann and Kim [10] generalized the notion of hypercyclicity to bilinear operators, and showed that, in some sense, the limit ball problem (which is an obstruction for homogeneous polynomials to be hypercyclic) may be avoided. Let us recall their definition. Given a Banach space X and x, y ∈ X the orbit of a bilinear mapping M ∈ L( 2 X; X) with initial conditions (x, y) is ∪ n≥0 M n where the n-states M n (x, y) are inductively defined as M 0 (x, y) = {x, y} and M n (x, y) = M n−1 (x, y) ∪ {M (z, w) : z, w ∈ M n−1 }. A bilinear operator is said to be bihypercyclic provided that some orbit is dense in X. In [10] , some nice results concerning bihypercyclic operators were obtained. For example, the set of bihypercyclic vectors is always G δ but never residual. They also succeeded to construct bihypercyclic bilinear operators (not necessarily symmetric) in arbitrary separable Banach spaces (including the finite dimensional case). However it is unknown whether the operator can be taken to be symmetric and the following question was posed (see [10, p. 708] ).
Question 1.1. Let X be a separable Banach space. Does there exist a symmetric bihypercyclic operator in L( 2 X)?
Nevertheless the definition of the orbit induced by a multilinear operator is not canonic and other interpretations are available. Whereas the n-state of the iterate of a linear operator depends only on the immediately preceding step (x n = T (x n−1 )), it would be desirable that the n-state of the iterate of an m-linear operator depends only on the mprevious steps. Bès and Conejero [4] defined the orbit induced by a multilinear operator M with initial conditions x 1−m , . . . x 0 as Orb M (x m−1 , . . . x 0 ) = ∪ n {x n }, where each x n is inductively defined as x n = M (x n−m , . . . , x n−1 ).
A multilinear operator is said to be hypercyclic if there are x 1−m , . . . , x 0 ∈ X such that Orb M (x 1−m , . . . x 0 ) is dense in X. Since the orbit in the sense of Bès and Conejero is contained in the orbit in the sense of GrosseErdmann and Kim it follows that a hypercyclic bilinear operator is automatically bihypercyclic. This contention implies also that there is again a sense of limit ball for Banach spaces. Every orbit inside ( Moreover we construct bilinear hypercyclic operators in arbitrary separable and infinite dimensional Fréchet spaces.
In Section 4 we answer Question 1.1 posed by Grosse-Erdmann and Kim [10] , proving that there are symmetric bihypercyclic operators in arbitrary separable and infinite dimensional Fréchet spaces.
Bilinear hypercyclic operators on non normable Fréchet spaces
The orbit of an m-linear operator M with initial condition (x 1−m , . . . , x 0 ) was defined in [4] as the set
where each x n is inductively defined as x n := M (x n+1−m , . . . x n ). The m-linear operator M is said to be hypercyclic A family of functions {f n : n ∈ N}, f n : X → Y , is said to be universal provided that there exists x ∈ X such that its orbit {f n (x) : n ∈ N} is dense in Y . Also, the family is said to be transitive if for all nonempty open sets U ⊆ X and V ⊆ Y , there exists n such that f n (U ) ∩ V = ∅. Thus, if we define inductively
we have by definition that an m-linear operator M is hypercyclic if and only if the family {M n : n ∈ N}, M n :
Since the universal vectors of an universal family are always G δ it follows that the set of hypercyclic vectors of a hypercyclic multilinear operator is a G δ set.
It is well known (see [9] ) that if X is a complete metric space and Y is separable, a family is transitive if and only if it is universal and the universal vectors are residual. Therefore, if the family {M n } is transitive then M results hypercyclic with a residual set of hypercyclic vectors. This allows us to give a notion of transitivity for a hypercyclic m-linear operator M .
Definition 2.1. An m-linear operator M is said to be strongly transitive provided that the family {M n } is transitive. Equivalently, M is hypercyclic with a residual set of hypercyclic vectors.
Thus, Question 1.2 can be reformulate in the following way:
Let X be a Fréchet space and M an m-linear hypercyclic operator. Is necessarily M strongly transitive?
Notice that if X is a Banach space, then no m-linear operator M can be strongly transitive. Indeed, in the same way as in the case of homogeneous polynomials [3, 7] and of bihypercyclic operators [10] , it is possible to define a notion of limit ball: if
, moreover the orbit is a sequence that converges to zero. Therefore the hypercyclic vectors can not be dense in X m and consequently the operator is not strongly transitive.
In [4] it was proven that the multilinear operator M = e
space of complex sequences with fundamental system of seminorms a k = max j≤k |a j | and B is the backward shift. At the same time it was proved that the set of hypercyclic vectors is residual. Therefore it follows that M is strongly transitive. Here we follow a different approach that we believe is simpler. We prove directly that M is strongly transitive.
Proof. The iterations of a vector (x 1−m , . . . , x 0 ) are 
Let U 1−m , . . . U 0 be nonempty sets. Since the family of sets B ǫ,k,x = {y : x − y k < ǫ} is a basis of open neighborhoods for the topology of C N , we may suppose that B ǫ,k,w ⊆ U 0 for some k > m, w ∈ C N . We will
c k (x1−m,...,x0) ∈ U 0 and since c n reads only the first coordinates of x 1−m , . . . x −1 and the first n − 1 coordinates of x 0 ,
The space H(C) of entire functions on the complex plane is, endowed with the compact open topology, a non normable Fréchet space. The continuous seminorms are f K = sup z∈K |f (z)|, where K ⊆ C is a compact set.
Thus, the sets U ǫ,f,R = {h ∈ H(C) : f − h B(0,R) < ǫ} form a basis for the compact open topology.
Adapting the techniques used in [8] to prove that the polynomial
we will prove that the bilinear operator M (f, g) = f (0)g(· + 1) is strongly transitive in H(C).
Proof. Let U 1 , U 2 , V be nonempty open sets. We may suppose that
where R > 2, R is not a natural number and g, f 1 , f 2 do not have zeros on the integer numbers. We will show that B 2n0 (f 1 , h) ∈ V , for some h ∈ U 2 , where n 0 = ⌊R⌋ + 1. Note that R < n 0 < 2n 0 − R < n 0 + 1. Thus n 0 is the only natural number in {k ∈ N : R < k < 2n 0 − R}, and [0,
and F n is the classical Fibonacci sequence
Now consider for each l ∈ N,
where δ is small enough such that B(0, R), B(2n 0 , R), B(n 0 , δ) are pairwise disjoint and 1 α is any F n0−1 -th root of the number
By Runge's Theorem there exists, for each l, a function
Therefore we have,
So, for large enough l, we have that
Since f 1 ∈ U 1 and h l ∈ U 2 , we conclude that B is multilinear hypercyclic.
In [4] it was shown that the bilinear operator
f is not hypercyclic, see [8] ). Here we present a different proof of this fact that we believe is simpler. We also show that the operator is not strongly transitive and thus the set of hypercyclic vectors is not residual. This gives an answer for Question 1.2.
Then M is hypercyclic and not strongly transitive.
Proof. We start by computing the orbit of (f, g). We have that
, where
and (F n ) n is the classical Fibonacci sequence. The weights c n satisfy also the recursive relations
We will exhibit an universal vector of the type (1, f ). So, we will write c n (f ) instead of c n (1, f ). The idea is to construct a function Q such that for some sequence (
e. c nj (Q) = 1) and such that
For λ ∈ C , let λ 1 n be the n-root of λ whose argument is
Given a polynomial p(z) = n l=0 z l l! we will consider its usual primitive
Let {p n } n be a dense sequence of polynomials such that p n (z) = n i=0 a i,n z i and for 0 ≤ i ≤ n we have that 1 n ≤ |a i,n | ≤ n and that a i,n = 0 if i > n.
We will construct our universal function inductively. The first step is simple. Set n 1 = 3. We define Q 1 as
3! , where α 1 and β 1 are complex numbers such that the weights c 4 (Q 1 ) and c 5 (Q 1 ) are both one. Since |a 0,1 | = |a 1,1 | = 1 it follows that |α 1 | = |β 1 | = 1.
Step two: for a large number n 2 to be specified later we consider the unique complex numbers α 2 and β 2 such
n2! satisfy that both c n2+1 (Q 2 ) and c n2+2 (Q 2 ) are both one. We claim that if C > 0 is such that
n1+1 and, for sufficiently large n 2 , β 2 < C2 n2 . To show this we notice that, since c 5 (Q 2 ) and c 4 (Q 2 ) are equal to one, then
2 ) and
2 ), and thus
If we define Γ 2,k as the number |a 0,2
Now we look at the condition c k+2 (Q
2 ) = 1 to obtain
Hence
.
Now we compute this number using the Vajda's identity, [18, Appendix (20a) ]
Applying the above formula for each N = k − l − 1, i = 1 and j = l + 1 we get
Therefore if n 2 is sufficiently large, |β 2 | ≤ C2 n2 .
Step three (inductive step): suppose that we have defined
. . , β k , and numbers n 1 , . . . , n k such that for each 1 ≤ j < k,
(3) If C is as in (1) the same constant as in the previous step, |α j+1 | ≤ C2 nj +1 and |β j+1 | ≤ C2 nj+1 .
The construction of Q k+1 satisfying conditions 1, 2 and 3 is achieved following exactly as in the second step, so we omit the details.
To show that Q is universal we will show that c n k +2 (Q)Q (n k +2) − p k → 0. We consider the fundamental system of continuous seminorms given by
where, k ∈ N and f (z) = ∞ n=0 a n z n . This seminorms generate the usual topology on H(C) (see for example [14, Example 27.27] or [15] ).
By Condition 2, c n k +2 (Q) = 1. Since the first k derivatives evaluated at zero of Q (n k )+2 and p k are equal, and the derivatives of Q (n k )+2 at zero between k + 1 and n k+1 − 1 are equal to one, we have that for each n,
To show that the bilinear operator is not strongly hypercyclic it suffices to prove that the set of hypercyclic vectors is not dense. We claim that that there is some δ > 0 such that if |f (0)| < δ and if g 1 < 1, then
for every n and let δ = 1 k2 2 . Since g 1 < 1 we have that
for every n. Indeed, for n = 1 we have that
and for n = 2 we have that
Suppose that our claim is true for n ≥ 2. Then
Applying the Cauchy inequalities we obtain that
We finalize the section with a last example in H(C). We will show that the bilinear operator
The dynamics induced by this operator and its transpose
Indeed, while in M only g and the number f (0) determine the orbit of (f, g), in N both f and g are relevant.
where D is the derivation operator. Then N is hypercyclic and not strongly transitive.
Proof. The orbit with initial conditions (f, g) is
Where c n (f, g) is defined as
if n is odd;
if n is even, and the F n are the usual Fibonacci numbers. The weights c n (f, g) may be seen in the following way. Consider
We focus our attention only in the even iterations and forget the odd ones. If we construct (f, g) such that the even iterations are dense, then the whole orbit will be dense. We rewrite the even iterations as
Notice that this is a universal operator multiplied by certain weights depending on both f and g. Therefore, if we find a D-hypercyclic vector g and a function f ∈ H(C) so that c 2n (f, g) = 1, then the orbit will be dense.
Indeed, we use the well known identity
Hence,
The proof finalize by constructing a D-hypercyclic function g such that its associated function f is well defined.
The D-hypercyclic function g can be constructed as follows. Let {P n } n be a dense sequence of polynomials that satisfy that deg(P n ) = n, P n = n j=1 α n,j z j j! , with α n,j = 0 and n > α n,j > 1 n for j ≤ n. Let k 1 = 0 and k n = j<n j for n > 1. For a polynomial P (z) = n j=0 aj j! z n we consider its usual primitive
We claim that g = n I kn (P n ) is hypercyclic. It is easy to see that g is a well defined entire function. To prove that it is hypercyclic, we will use the seminorms defined in (2). Then
Finally we prove that f is well defined. Observe that if g(z) = n a n z n , then a n = α l,j for n = k l + j. Therefore,
. This implies that for each k ∈ N,
To show that N is not strongly hypercyclic it suffices to show that the set of hypercyclic vectors is not dense in H(C) × H(C). In the proof of Theorem 2.4 we showed that there is some δ > 0 and k > 1 such that for every f, g such that |f (0)| < δ and
. In this case we obtain, by the Cauchy inequalities and by (3) , that
Since the set of pairs (f, g) ∈ H(C) × H(C) such that the function h (defined as above) satisfies |h(0)| < δ and
, it follows that the set of hypercyclic vectors is not residual.
Multilinear hypercyclic operators on arbitrary Banach spaces
In this section we prove our main result, Theorem 3.3. It establishes that hypercyclic multilinear operators may be found in arbitrary separable and infinite dimensional Fréchet spaces. In particular the phenomenon may be found in Banach spaces, giving a positive answer to Question 1.3. This implies that there are hypercyclic multilinear operators that are not strongly transitive and whose hypercyclic vectors are not residual.
3.1.
A first example in ℓ p . Since the backward shift on ℓ p operates like the differentiation operator on H(C), from the results on the previous section the bilinear mapping M (x, y) = e ′ 1 (y)B(x) is a good candidate to be hypercyclic on ℓ p , 1 ≤ p < ∞. This is indeed the case. Given vectors x, y ∈ X, the iterations M n (x, y) are
Where c n (x, y) is defined as
. . . y . . . y
if n is even and the F n are the usual Fibonacci numbers.
If we prove that the even iterations are dense, then the whole orbit will be dense. Note that if we are able to construct a hypercyclic vector y for 2B and a well-defined vector x such that c 2n (x, y) = 2 n then the even iterations c 2n (x, y)B n (y) form a dense sequence.
To construct this vectors we will need the following lemma.
Lemma 3.2. Let X = ℓ p or c 0 , p < ∞. Let (a n ) n ⊂ C be the sequence such that c 2n ((2 a k ) k , 1) = 2 n . Then there exists a hypercyclic vector y for 2B such that the vector
The construction of the universal vector is actually a simplified version of what is done in the next subsection, so we omit its proof here and refer the reader to Theorem 3.5 (see also Lemma 3.6).
Proof of Example 3.1. If we define, like in Example 2.5,
. Therefore it suffices to find a vector y and a sequence (a k ) k such that c 2n ((2 a k ) k , 1) = 2 n , such that y is a hypercyclic vector for 2B and such that
defines a vector in X. The existence of the vector y as needed is guaranteed by the previous lemma.
3.2.
Hypercyclic bilinear operators on arbitrary Fréchet spaces. We prove in this section our main result. The proof of Theorem 3.3 will be divided in three different steps. First we will prove that certain weighted multilinear operator M defined over ℓ 1 is hypercyclic. Afterwards we will give a notion of quasiconjugation for multilinear operators, and prove that hypercyclity is preserved under quasiconjugation. This definition coincides with the one given by Grosse-Erdmann and Kim for bihypercyclity [10] . Finally we will show that each separable infinite dimensional Fréchet space supports a multilinear operator quasiconjugated to M .
The multilinear operator we are looking for is a generalization of Example 2.5 to the Banach space ℓ 1 . Effectively this bilinear operator is hypercyclic. However, since we are looking for quasiconjugation in arbitrary Fréchet spaces, we need to weight the backwardshift. At the same time, the weights can not tend to zero too fast since we would loose hypercyclicity.
3.2.1. First step. 
We first show the existence of a universal vector for a family of weighted shifts. Proof. For an element y ∈ ℓ 1 we consider the associated vector
We need to construct an universal vector y so that Φ(y) ∈ ℓ 1 . Let (z n ) n be a dense sequence in c 00 , such that for all n, n = max{i : [z n ] i = 0}, and for all i ≤ n,
Consider S ω the formal right inverse of B ω . The idea to construct the vector will be the following. An usual universal vector for the family {2 n n! 4 B n ω } is of the form
Note however that this vector has gaps of zeros of length n k − k, thus it is impossible that Φ(z) ∈ ℓ 1 . Therefore we will add a control vector in each gap, and enlarge the length of the gaps (n k − k) to force [φ(z)] i ≤ 1 i 2 for all i ≤ k. Let n 1 = 0. Our universal vector will be of the type
Notice that z can be written as a limit of the vectors
Note that since each u j extends u j−1 and [Φ(u j )] i reads only the first coordinates we may construct the vectors u j inductively so that they satisfy [Φ(u j )] i ≤ 1 i 2 for all n 2 < i < n j + j + 1. This condition will pass automatically to z.
We now construct the numbers n k (i.e. the gaps), and hence z, by induction. Take n 1 = 0 and u 1 = z 1 . Let n 2 be such that, for n ≥ n 2 ,
This may be done, because a n ∼ − n 2 2 . We define u 2 as
Having a bound for [Φ(ũ 2 )] i will help us to estimate [φ(u 3 )] i in the next step. We need first to bound ≤ 2 n2 · 2 for l = n 2 + 1 and l = n 2 + 2. By a direct estimation we get,
Therefore, by (5) we get for n 2 + 1 ≤ l ≤ n 2 + 2 that
With this choice of n 2 we also get that [Φ(ũ 2 )] i ≤ 1 i 2 for all i ≥ n 2 + 1. To see this we need first get a bound for
Using inequality (6) we obtain,
for all i ≥ n 2 . Consequently, by the choice of n 2 and because i ≥ n 2 ,
We will define inductively numbers (n j ) j (or the gaps [n j−1 + j − 1 + 1, n j ]) and vectors (u j ) j and (ũ j ) j as we did in the first step. That is, u j extends u j−1 andũ j extends u j . We want alsoũ j to satisfy [Φ(
Thus we define for all j ≥ 2, (i)
where
The sequences (n j ) j , (u j ) j and (ũ j ) j are well defined because conditions (i), (ii) and (iii) are automatically fulfilled taking n j large enough.
We claim that each u j satisfies that for n 2 < i ≤ n j + j,
Since each u j extends u j−1 and for any v, [φ(v)] i depends only on the first i-coordinates of v, it is enough to prove
For the proof of Theorem 3.3 we will also need the following property of Fibonacci numbers.
Lemma 3.6. Let a n be recurrently defined as a n :=    a 1 = 1 a n = n − n−1 j=1 a n−j F 2j+1 , where (F j ) j is the usual Fibonacci sequence. Then
Proof. We work with the auxiliary sequence b n = n−1 j=1 a n−j F 2j . We claim that for n ≥ 3, 1 − b n = − n−1 j=2 j. When n = 3, we have
Consequently, proceeding inductively, we get,
Finally we obtain,
Proof of Theorem 3.4. We compute the orbit generated by a pair of vectors x, y,
if n is even. and
if n is even.
The sequence c n (x, y) may be seen as c n (z), where z is the merge between x and y, z = (y 1 , x 2 , y 2 , x 3 , . . .) and
n . As we saw in Section 2, we have that c n (z) = c n−1 (z)c n−2 (z)z n . Similarly the sequence d n (ω) satisfies the following recursive relation, for n ≥ 3,
Indeed, suppose now n ≥ 3 is even, then n − 1 and n + 1 are odd. By using the above formulas we get
If n is odd, it is analogous. Now we prove equality (9) again by induction. If n = 1 we have that c 1 (x, y) = y
Again, the case when n is odd is analogous.
Next, we will construct a pair of vectors (x, y) such that the even iterations (M 2n (x, y)) n are dense. The sequence (c 2n (x, y)d 2n (ω)B n ω (y)) n can be seen as the product of a universal family with certain weights. So if we manage to control the weights so that y is an universal vector for this family, the orbit will be dense.
Let y ∈ ℓ 1 be fixed, we want to find x (depending on y) such that c 2n (x, y)d 2n (ω)B n ω (·) results universal. Observe that B n ω has norm 1 n! 4 , this implies that, in order to get an universal family, the searched weights must be of order higher than n! 4 . Also c n is multiplicative, where the multiplication in C N is coordinate-wise, that is
If we want to choose x to cancel the weights induced by ω and y, one suitable vectorx is
In this particular case we get c 2n (x, y)d 2n (ω) = n! 4 . However, the family {n! 4 B n ω } fails to be universal and there is no hope thatx is well defined. Therefore, we multiply pointwisex by another sequence, 2 an , to get c 2n (x · 2 an , y) = 2 n n! 4 . It turns out that a n is a polynomial of degree two with principal coefficient negative. This will allow us to construct y such that y is universal for 2 n n! 4 B n ω and that x is well defined.
Since c n is multiplicative, a n must satisfy c n (2 an , 1) = 2 n . The sequence (a n ) n we need is the one defined in Lemma 3.6, a n :=    a 1 = 1 a n = n − n−1 j=1 a n−j F 2j+1 .
. We claim that, for a fixed vector y the vector x defined as
To show this equality we will use the following well known identity.
Next we prove our claim,
Therefore it suffices to find an universal vector y for 2 n n! 4 B n ω so that its induced vector x defined as in (10) is well defined. By Lemma 3.6,
and by Theorem 3.5 there exist vectors x, y with the required properties. It suffices to show that for each j, L j (φ(x 1 ), . . . , φ(x m )) = φ N j (x 1 , . . . , x m ) . We see this equality by induction.
, because L is quasiconjugated to N . Suppose that our claim is true for each i < j, and suppose first that j > m, then was needed to show the existence of homogeneous polynomials with special dynamics. The main difference with the original version is that we provide a control of the asymptotic behavior of the sequence α(n) = x * n (x n ).
Lemma 3.8. Let X be an infinite dimensional separable Fréchet space not isomorphic to C N and let α(n) be a sequence such that nα(n) → 0. Then, there are sequences (x n ) n in X and (x * n ) n in X * such that (1) x n → 0 and span{x n } is dense in X, (2) {x * n } is equicontinuous and (3) x * n (x k ) = α(n)δ n,k . Theorem 3.9. Let X be an infinite dimensional separable Fréchet space not isomorphic to C N . Let ω be (1, 
Then there exists a bilinear form N ∈ L( 2 X; X) such that N is quasiconjugated to M .
Proof. Let (x n ) n and (x * n ) n be the sequences given by the above lemma applied to α(n) = 1 (n−1) 2 , and α(1) = 1. Let N be the bilinear operator
Since the x * n are equicontinuous and x n tends to zero, it follows that N is a well defined continuous bilinear operator on X. We consider now the factor φ : ℓ 1 → X, φ((a n ) n ) = l a l x l . Again, φ is a well defined continuous linear operator because x n → 0 and (a n ) n ∈ ℓ 1 . Observe that φ has dense range, because x n = φ(e n ) and thus X = span({x n }) ⊆ R(φ). It remains to see that N is quasiconjugated to M via φ. Since φ is linear, it suffices to check the commutative relation for elements in the canonical basis of ℓ 1 . If e k and e j are elements of the basis we have that
On the other hand we have that, 
Existence of symmetric bihipercyclic operators on arbitrary Fréchet spaces
Recall that the orbit induced by a bilinear operator in the sense of Grosse-Erdmann and Kim [10] with initial conditions x, y is ∪ n≥0 M n (x, y) where M 0 (x, y) = {x, y} and the n-states are inductively defined as M n (x, y) = M n−1 (x, y) ∪ {M (z, w) : z, w ∈ M n−1 (x, y)}. A bilinear operator is said to be bihypercyclic if the orbit with initial conditions x, y, ∪ n∈N0 M n (x, y) is dense in X.
As in the cases of homogeneous polynomials and multilinear operators in the sense of Bès and Conejero there is a notion of limit ball: if x, y ∈
Moreover, in this case, the orbit tends to zero, i.e. for every open set U there is some n 0 such that M n (x, y) ⊆ U for every n ≥ n 0 . Thus, the set of bihypercyclic vectors in a Banach space is never residual. Despite this restrictive fact, in [10] , it was observed that if T is a hypercyclic operator and x * is a nonzero linear funtional the the bilinear mapping x * ⊗ T is bihypercyclic, and thus there are bihypercyclic bilinear operators in arbitrary infinite dimensional separable Banach spaces. They also proved that there are bihypercyclic bilinear mappings in the finite dimensional case. However it is unknown whether the operator can be taken to be symmetric.
We will prove that there are bihypercyclic symmetric operators on arbitrary infinite dimensional separable Fréchet spaces. The main tool to produce bihypercyclic bilinear operators in [10] is to construct a bilinear operator M such that T (·) = M (·, y) is a hypercyclic linear operator for some y ∈ X, because in this case the orbit of x by T is contained in the orbit of (x, y) by M , and thus it follows that M is bihypercyclic. We will follow here a different approach and study the orbit of the homogeneous polynomial induced by M . It is known that homogeneous polynomials on Banach can not be hypercyclic [3] , so that the subset of the orbit of M with initial conditions (x, x) given by {P n (x) : n ∈ N} is never dense. However, we can still achieve {M (P n (x), P m (x)) : n, m ∈ N} = X. The structure of the proof will be the same as the one used to prove Theorem 3.3. We will look for a symmetric bihypercyclic bilinear operator M such that it quasiconjugates to arbitrary separable and infinite dimensional Fréchet spaces. Our candidate will be the symmetrization of the bilinear operator considered in Theorem 3.4, M (x, y) = . We will show that if P is the homogeneous polynomial induced by M , P (x) = M (x, x) = e ′ 1 (x)B ω (x), then there is some vector x for which {M (P n (x), P m (x)) : n, m ∈ N} = ℓ 1 . This polynomial P was studied in [7] . We will need the following definitions and results, which were posed in [7] . Given a homogeneous polynomial Q acting on a Banach space it is worth considering its Julia set J Q = ∂{x : lim Q n (x) = 0}. This sets are always closed, perfect and invariant. Moreover, if the set {x : lim Q n (x) = 0} is dense in the space then J Q is completely invariant. In the particular case of our polynomial P = e ′ Transitivity Theorem there is a vector x such that {P n (x) : n ∈ N} = J P . This Julia set satisfies also the following properties:
Lemma 4.1. For every j ∈ N, there is n 0 (j) such that for every n ≥ n 0 (j), the sequence n, Applying this results it follows easily that M is bihypercyclic. 
