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Data assimilation has been used in meteorology and oceanography to combine dynamical models and obser-
vations to predict changes in state variables. Along similar lines of development, we have created a geomagnetic
data assimilation system, MoSST−DAS, which includes a numerical geodynamo model, a suite of geomagnetic
and paleomagnetic ﬁeld models dating back to 5000 BCE, and a data assimilation component using a sequential
assimilation algorithm. To reduce systematic errors arising from the geodynamo model, a prediction-correction
iterative algorithm is applied for more accurate forecasts. This system and the new algorithm are tested with
7-year geomagnetic forecasts. The results are compared independently with CHAOS and IGRF ﬁeld models,
and they agree very well. Utilizing the geomagnetic ﬁeld models up to 2009, we provide our prediction of 5-
year mean secular variation (SV) for the period 2010–2015 up to degree L = 8. Our prediction is submitted to
IGRF-11 as a candidate SV model.
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1. Introduction
There is a long history of geomagnetic measurements
on and near the Earth’s surface. Accurate measurements
of the geomagnetic ﬁeld for navigational use have been
made for many hundreds of years with reliable records dat-
ing back the late 16th century (e.g. Jackson et al., 2000).
Measurements at dedicated ground observatories began to
be recorded in 1832. Since the early 1960s, satellite mea-
surements have enabled the Earth’s magnetic environment
to be monitored from space.
Of the near-Earth measured geomagnetic signals, 97%
(in terms of the magnetic energy) are of the internal origin
(e.g. Langel and Hinze, 1998). This part of the ﬁeld, called
the core ﬁeld, is generated and maintained by the geody-
namo in the Earth’s ﬂuid outer core. In particular, slow
time variations of the core ﬁeld (the secular variation) are
the manifestations of the dynamical processes in the outer
core. The remainder arises from various sources, including
crustal and oceanic inductions, and electromagnetic pro-
cesses in the ionosphere and magnetosphere.
These geomagnetic measurements have been used by
many research groups around the world to construct global
ﬁeld maps (geomagnetic ﬁeld modeling). A recent parallel
effort is to utilize indirect magnetic measurements, e.g. pa-
leomagnetic and archeomagnetic data for global ﬁeld mod-
eling. For more details on the global ﬁeld models, we re-
fer the reader to, e.g. Barraclough (1974), Jackson et al.
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(2000), Jonkers et al. (2003), Sabaka et al. (2004), Korte
and Constable (2005), Korte et al. (2009), Olsen et al.
(2009).
The global geomagnetic ﬁeld can be modeled mathemati-
cally by a spherical harmonic expansion. The expansion co-
efﬁcients, called the Gauss coefﬁcients, can be determined
using a least-square inversion from surface and near-surface
geomagnetic measurements. The core ﬁeld can be de-
scribed by the coefﬁcients up to degree Lobs ≤ 13 (Langel
and Estes, 1982; Cain et al., 1989). At higher degrees, it is
masked by the crustal magnetic ﬁeld. Recent studies sug-
gest that it may be possible using current and future satellite
measurements (e.g. SWARM mission), to deduce the core
ﬁeld secular variation beyond degree Lobs = 13 (Sabaka
and Olsen, 2006; Olsen et al., 2009).
The geodynamo theory can be traced back to Larmor’s
(1919) seminal work on the origin of solar magnetism,
and is now widely accepted to generate and maintain the
core ﬁeld that varies spatially and temporally. Because of
the extremely complex dynamics of rapidly rotating mag-
netohydrodynamic ﬂuids, analytical dynamo solutions are
nearly impossible (except perhaps for unrealistic simple
systems). Since the ﬁrst successful numerical simulation by
Glatzmaier and Roberts (1995), we have made substantial
progress in modeling the geodynamo. In particular, mag-
netic ﬁelds obtained from various numerical dynamo mod-
els with various boundary conditions have displayed prop-
erties qualitatively similar to those from surface geomag-
netic observations (e.g. Kuang and Bloxham, 1997; Gub-
bins et al., 2007; Aubert et al., 2008; Sakuraba and Roberts,
2009). For a (not too) recent review on geomagnetism and
the geodynamo, we refer the reader to Kono and Roberts
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(2002).
But these models cannot be directly used to predict geo-
magnetic secular variations. The numerical magnetic ﬁelds
have substantial differences with the observations, in partic-
ular the non-dipolar components (Kuang et al., 2008, 2009).
These differences are due to many factors, including ap-
proximations and assumptions used in the models, and nu-
merical parameter mismatches. For example. the numeri-
cal Ekman number E (measuring the ﬂuid viscous effect) is
many orders of magnitude larger than that appropriate for
the Earth’s outer core. This vast parameter gap will be nar-
rowed in time, but unlikely to disappear completely in the
next 50 years (estimated based on the past development):
over the 12-year period from 1997 to 2009, numerical E is
reduced approximately by 1.5 orders of magnitude, from
2 × 10−5 to 5 × 10−7 (e.g. Kuang and Bloxham, 1997;
Sakuraba and Roberts, 2009). At the current hardware up-
grade rate (doubling computing power every 1.5 years), we
would need more than 50 years to reach the Earth-like value
E ≈ 5 × 10−14.
Even if the numerical parameter values were appropriate,
and the approximations and assumptions were validated,
pure numerical simulation will still produce magnetic ﬁelds
different from those observed, simply because convection in
the Earth’s core is very turbulent, and thus the time variation
of the core state is very chaotic. This implies that small ini-
tial differences in numerical solutions will grow rapidly in
time. This situation is reminiscent of modeling atmospheric
and oceanic circulations.
However, as we have learned from atmospheric and
oceanic studies, assimilation of data and dynamical mod-
els can bring numerical solutions closer to the real geo-
physical state. Results of observing system simulation ex-
periments (OSSEs) on simple magnetohydrodynamic sys-
tem (Sun et al., 2007) and on full dynamo models (Liu et
al., 2007) have shown that by assimilating magnetic data
into the model output, the predicted solution can be drawn
closer to the true state in a dynamically consistent manner.
Using the geomagnetic ﬁeld model output and the geomag-
netic data assimilation system MoSST−DAS, Kuang et al.
(2008, 2009) also found that the predicted ﬁeld is similar to
the observations. Similar results are obtained with assimila-
tion based on simpler systems with, e.g., a two-dimensional,
quasi-geostrophic ﬂow (Canet et al., 2009), or a steady ﬂow
(Beggan and Whaler, 2009).
Among others, these results suggest two signiﬁcant geo-
physical applications: using observations to constrain nu-
merical geodynamo models, and using the improved model
output to predict geomagnetic secular variation (SV).
This paper focuses on the second application, SV pre-
diction, with an explicit goal to provide an SV candidate
model to the IGRF system. This application demands not
only a theoretical understanding of the numerical dynamo
model and geomagnetic data, but also practical techniques
to improve the prediction accuracy. Both require proper as-
sessment of model and observational errors.
In our past work, we have assumed that errors from
observations (actually the errors from geomagnetic ﬁeld
models) are negligible compared to dynamo model errors
(Kuang et al., 2008, 2009). This is reasonable for assessing
the impact of observations on dynamo model solutions, but
is expected to be insufﬁcient for providing SV forecast to
IGRF.
For this purpose, we introduce in our geomagnetic data
assimilation system, MoSST−DAS, a “boot-strap” type of
prediction-correction analysis algorithm to reduce forecast
errors, and we also use time series of geomagnetic ﬁeld
models to estimate observational errors. This approach is
benchmarked with independent ﬁeld models. And it is the
basis for our SV candidate model to IGRF for the period
from 2010–2015.
This paper is organized as follows: mathematical formu-
lation of our geomagnetic data assimilation system is sum-
marized in Section 2. Testing of the forecast with observa-
tions is described in Section 3. The details of the SV fore-
cast for the period 2010–2015 are provided in Section 4.
Discussion is given in Section 5.
2. Geomagnetic Data Assimilation System
The geodynamo is described by a set of nonlinear, mag-
netohydrodynamic equations. In the reference frame co-
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)
ρ = −v · ∇ρ + κ∇2ρ, (3)
where v is the velocity ﬁeld, B is the magnetic ﬁeld, J ≡
∇ × B/μ (μ is the magnetic permeability) is the current
density, ρ is the relative density anomaly (from temper-
ature variation, compositional variation, or both), ρ is the
background conductive state (scaled by the mean density
ρ0), ν is the kinematic viscosity, η is the magnetic diffu-
sivity, and κ is the dissipation for density anomaly. In the
numerical dynamo model used here (Kuang and Bloxham,
1999; Kuang and Chao, 2003; Jiang and Kuang, 2008), this
set of equations are nondimensionalized, and are solved via
a hybrid ﬁnite difference/pseudo-spectral algorithm. After
discretization, they can be described by a simple form
∂x
∂t
= M · x, (4)
where x is the dynamo state vector; M is the model operator,
a nonlinear function of x.
There are a number of different assimilation algorithms
developed in the past, most of them have been associated
with weather forecasting (Talagrand, 1997). We have em-
ployed a sequential assimilation algorithm in our geomag-
netic data assimilation system, MoSST−DAS (Kuang et al.,
2008). This approach can be summarized as follows. De-
note by y the observation:
y = H · x + zo, (5)
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where H is the projection operator, and zo is the observation
error. For geomagnetic observations, y includes only the
Gauss coefﬁcients of the poloidal ﬁeld at the Earth’s surface
for up to degree L ≤ 13. This is only a small fraction of
the generated magnetic ﬁeld in the core: the magnetic ﬁeld
B in the outer core can be decomposed into the toroidal BT
and the poloidal BP ﬁelds:
B = BT + BP
≡ ∇ × (TB rˆ)+ ∇ × ∇ × (PB rˆ) , (6)
where TB and PB are the toroidal and poloidal scalers, re-
spectively. These scalars can be described by spherical har-















Yml + C.C., (7)
where Yml are the fully normalized spherical harmonic func-
tions of degree l and order m, and C.C. stands for the com-
plex conjugate. The spectral coefﬁcients bml of degree l and
order m at the top of the D′′-layer rd have unique one-to-one












where rs is the mean radius of the Earth’s surface, and i is
the imaginary unit number (additional factor will be added
to the formulation if different normalization rules are used
in ﬁeld modeling and geodynamo modeling). Therefore
we use {bm(f)l } for the model forecasts, and {bm(o)l } for the
observations (ﬁeld model coefﬁcients). The latter can be
derived via (8) from the Gauss coefﬁcients provided by the
geomagnetic ﬁeld models.
In numerical dynamo simulation, the truncation orders
Lm  Lobs. It should be pointed out that the spectral
coefﬁcients { jml } in (7) are for the toroidal magnetic ﬁeld,
and are therefore not observable at the surface. In addition
to these, the velocity ﬁeld and the density are also among
the unobservable state variables.
In the dynamo model, the velocity ﬁeld v is described
similarly as (6) and (7), and the density anomaly ρ is also
approximated with a truncated spherical harmonic expan-
sion. All spherical harmonic coefﬁcients are deﬁned at dis-
crete radial grid points (e.g. Kuang and Bloxham, 1999).
Therefore, the dynamo state, i.e. the numerical model out-
put, at any time can be described by an array x of all spectral
coefﬁcients on all radial grid points.
At a sequence of times ta (which are often called the anal-
ysis times), the model output x f , (the forecast), is modiﬁed
through the analysis equation,
xa(ta) = x f (ta) + K ·
[
y − H · x f (ta)
]
, (9)
where K is the gain matrix, and can be determine via, e.g.,
minimizing the error between the analysis xa and the true
state xt . The analysis xa will be used as the initial condition
for model simulation starting from ta . This process repeats
at each analysis time. The difference between the two adja-
cent analysis time
ta ≡ ta+1 − ta (10)
is called the analysis period in this paper. We refer the
reader to Kuang et al. (2008, 2009) for the details of the
algorithm.
In MoSST−DAS, the scaled coefﬁcients are used in ob-





(the ratio of the multiple components to the axial dipole
ﬁeld). Mathematically, this is equivalent to using only ﬁeld
declination and inclination in assimilation. The ﬁeld inten-
sity is not considered. Because of this, we also call {bˆml } the
directional coefﬁcients in this paper.
Accordingly, we also use the (non-dimensional) scaled
forecast ﬁeld (with bˆm(f)l ) and the scaled observation (with
bˆm(o)l ) in our analysis. In addition, the mean square ﬁeld and




∣∣∣bˆml ∣∣∣2 and εˆ2 ≡ ∑
0≤m≤l
∣∣∣bˆm(f)l − bˆm(o)l ∣∣∣2
(12)
The full forecast ﬁeld and observations will then require
utilization of the axial dipole component. We will discuss
this further in the following Sections 4 and 5.
3. Prediction-Correction Iterative Algorithm
The model output x f (t) at any time t in an analysis period
ta < t < ta+1 is the forecast based on the observations made
up to time ta . The difference between the forecast x f and
the state x from a pure dynamo simulation (4) describes the
correction due to the assimilation of the observations on the
dynamo model solutions.
The forecast error (or the forecast accuracy) can be mea-
sured by the difference between x f and the true state xt . In
our study, xt is the true core state and is unknown (true in
nearly all data assimilation applications). Therefore, fore-
cast accuracies are often examined by comparing the ob-
servable component
y f ≡ H · x f (13)
with data. To simplify the discussion, we assume that ob-
servations are perfect, i.e. the errors in data are negligible.
If we could make perfect forecasts, then y f (t) = y(t).
However, as shown in Fig. 1, they are different
y f (t) = y(t) + 
(t). (14)
This difference, the forecast error, arises from the model
errors (in the perfect observation approximation). By (9),
it vanishes at the analysis time 
(ta) = 0. As shown in
the ﬁgure, the forecasts gradually depart further away from
the observations over longer forecast length, i.e. 
 increases
with t .
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Fig. 1. The mean square Bˆ2 deﬁned in (12) at the top of D′′-layer of the forecasts y f (the dashed line) and of the observations y (the solid line) from
1994 to 2002. The forecasts from the analysis time 1994 are made by MoSST−DAS (with a 20 km D′′-layer thickness); while the observations y are
from the CM4.
Could this error be reduced for improved predictions? To
ﬁnd an answer, we need to understand ﬁrst the properties of
the errors.
The departure of the forecasts is the result of both model
errors and imperfect initial conditions. Therefore, in addi-
tion to the true changes in the observations, the increment
at a later time ta + δt after the analysis
y f (ta + δt) − y f (ta) = y(ta + δt) − y(ta) + 
(ta + δt)
≈ [y˙ + 
˙] δt (15)
includes also the error growth.
The error 
 will be reduced if there are sufﬁcient data to
bring the dynamo model solutions closer to the true state in
the outer core. But it can not vanish completely since the
model is not perfect. However, for the purpose of forecast-
ing, it could be reduced via a “bootstrap” approach, pro-
vided that the time scales of the error growth is different
from the forecast length.
Mathematically, this could be done by comparing multi-
ple time-varying sequences. To explain the methodology,
we consider here two sequences of assimilation starting
from two different, but very close analysis times ta and t˜a
(< ta). By (14), the forecasts of the two sequences at a time
increment δt from the analysis time are
y f (ta + δt) = y(ta + δt) + 
(ta + δt),
y f (˜ta + δt) = y(˜ta + δt) + 
 (˜ta + δt).
The difference of the two sequences of forecasts is therefore
y f (ta + δt) − y f (˜ta + δt) =
[
y(ta + δt) − y(˜ta + δt)
]
+ [
(ta + δt) − 
 (˜ta + δt)] (16)
The ﬁrst term on the right hand side is the true variation of
the observations. The second term, the model error, can be
approximated via Taylor series expansion:

(ta + δt) − 
 (˜ta + δt) ≈
[






¨ (ta)(ta − t˜a)δt +O(δt2)
≈ 





 is the typical time scale of the error 
 . Comparing
with (15), we observe that the model error in the estimation
(16) is much smaller if (ta − t˜a)  τ
 .
The model error time scale τ
 depends on both the model
and on the duration of the sequential assimilation. There-
fore it can only be assessed via actual experiments. We also
call
τa ≡ (ta − t˜a) (18)
the reanalysis time interval. In general, it should be much
smaller than the analysis period ta in (10).
Based on the above discussion, we therefore introduce
a prediction-correction algorithm to improve geomagnetic
forecast: ﬁrst, x f are made at the analysis time ta and t˜a ≡
ta − τa (with τa < ta). The two sets of the assimilation
solutions are the “predictors” of our forecast (often called
the “uncorrected forecasts”). Then the SV forecasts are
corrected via
˙˜y f (ta + δt − τa) = 1
τa
[




And the corrected geomagnetic forecast y f will then be
calculated via
y˜ f (t) = y(ta) +
∫ t
ta
˙˜y f (τ )dτ. (20)
With this procedure, we expect that y˜ f will be more accu-
rate than the original uncorrected forecasts (H ·x f ), and are
therefore often called the “corrected forecasts”.
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4. SV Prediction: Experiment and Assessment
To test the applicability of the prediction-correction ap-
proach (19) and (20), we use the following procedure:
ﬁrst, prior to the application of (19), an assimilation run
is made with the longest available observational record, i.e.
the Gauss coefﬁcients from paleomagnetic and archeomag-
netic data (Korte and Constable, 2005), historical magnetic
data (Jackson et al., 2000), ground observatory and satellite
data (Sabaka et al., 2004). Combined, they provide up to
7000 years of observations.
In our experiments, the maximum degree Lobs of the
Gauss coefﬁcients used in the analysis (9) changes from
Lobs = 6 before 1620 (the paleomagnetic ﬁeld model out-
put), and Lobs = 8 from 1620 to the present day (historical,
observatory and satellite records). Thus we have used the
maximum number of observations in order to achieve our
best estimates of the core state.
Next, we carry out the prediction-correction approach
(19) and (20) for the past decade, because continuous satel-
lite measurement during this period provides by far the best
global description of the core ﬁeld, in particular its SV. In
addition, two sets of ﬁeld models are used for the valida-
tion analysis: one is CM4 (Sabaka et al., 2004) used to
produce sequences of assimilation results; and the other is
CHAOS-2s model (Olsen et al., 2009) used for comparing
the forecast with observations.
The CM4 is a ﬁeld model of the quiet-time, near-Earth
magnetic ﬁeld from 1960 to 2002.5. It is derived with
a comprehensive approach, using POGO, Magsat, Ørsted
and CHAMP satellite data. In this approach, all magnetic
sources are co-estimated, resulting in optimal separation of
the ﬁelds (Sabaka and Olsen, 2006). CM4 uses the mini-
mum mean square estimator with the assumptions that the
estimator is a linear function of the data, and that the er-
rors are isotropically and independently distributed. This
approach is the so-called best, linear, unbiased estimator
(BLUE) (Sorenson, 1980). In this model, the core and litho-
spheric ﬁelds are described by a spherical harmonic expan-
sion up to degree and order 65. The SV part is represented
by cubic B-splines (with a 2.5-year knot spacing) through
degree and order 13.
The CHAOS-2s model is a state-of-the-art model of the
geomagnetic ﬁeld for the last decade, constructed with
data from the three satellite missions CHAMP, Ørsted and
SAC-C, with the internal ﬁeld secular variation parameter-
ized with order 5 B-splines, lithospheric ﬁeld to degree 60
and a model of the large-scale magnetospheric ﬁeld (plus
Earth-induced counterpart) allowing for components mod-
eled both in a ﬁxed-Earth and a ﬁxed-Sun reference frame.
In our assimilation, the Gauss coefﬁcients from the both
ﬁeld models are treated as indistinguishable from the “true
ﬁeld” at any particular epoch away from the edges of the
models (i.e. the errors in the ﬁeld models are negligibly
small), consistent with the assumption made in the analy-
sis (9) that the errors from current numerical geodynamo
models are assumed substantially larger than those from the
ﬁeld models (Kuang et al., 2008, 2009).
We have carried out two forecast experiments: the ﬁrst
covers the period from 1994 to 2001, and the second from
2000 to 2007. The ﬁrst is to demonstrate the improve-
ment of the forecasts, while the second is used to compare
the accuracies of the forecasts with previous IGRF effort
(e.g. Mandea and Macmillan, 2000; Macmillan and Maus,
2005).
In both experiments, a 7-year forecast from
MoSST−DAS is compared with the observations of
the same period to assess the improvement of the
prediction-correction approach (19) and (20). The 7-year
forecast period chosen in the experiments directly aims at
producing IGRF SV candidate models. The IGRF provides
forecast only for the 5-year period after the given epoch
(e.g. for the period from 2010 to 2015 for IGRF-11 deﬁned
in the year 2010). But in practice, the actual analysis could
only utilize observations at most up to 0.5 year prior to the
epoch. In addition, the B-splines used in geomagnetic ﬁeld
modeling generate end-point effects, which are expected to
affect the coefﬁcients at least in the last knot interval of the
splines (private communication with Sabaka and Olsen).
From these considerations, a 7-year forecast experiment
would sufﬁce for the IGRF candidate model objective.
But, in terms of general geomagnetic data assimilation,
we can provide forecasts for much longer periods (Kuang
et al., 2008, 2009). Of course the forecast errors increase
with time (eventually reaching the values deﬁned by the
differences between the unconstrained dynamo simulation
results and the observations).
Before the experiments, we need to determine the time
scale τ
 of the model error 
 variation in the assimilation,
which will then be used to select the reanalysis time interval
τa . For this purpose, 4 sequences of 5-year forecasts are
carried out: the ﬁrst starting from 1993; and each following
sequence starting one year later than the previous sequence.
This implies that the reanalysis time interval is one year if
they are used for the prediction-correction process.
In Fig. 2 are the mean square Bˆ of the 4 sequences and
of the observations. From the ﬁgure we can not ﬁnd any
visible difference among the trends of these sequences, in-
dicating that the forecast error growths at different analysis
time are very similar.
To quantify the error growth, we list in Table 1 the scaled
error 
ˆ deﬁned in (11) at the top of the D′′-layer for the
4 sequences. The errors of each forecast sequence are in
one row, and the values are provided from the ﬁrst year
to the last (ﬁfth) year of the forecast period. As shown in
the table, the errors of the same forecast length (e.g. third-
year forecast) are nearly the same: the relative differences
among the 5-year forecast errors (in the last column) are less
than 1%. These results show that, from 1993 to 1996, the
model system error remains approximately unchanged, i.e.
its time scale τ
 (which is not precisely determined) is much
longer than 1 year. Therefore, we choose the reanalysis time
interval τa = 1 year in our two experiments.
The ﬁrst 7-year forecast experiment is from 1994 to 2001.
In this experiment, we ﬁrst make two sequences of fore-




ta = 1994, t˜a = 1993, τa = 1.
By (19), the corrected annual averaged SV forecast ˙˜y f in
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Fig. 2. Similar to Fig. 1, but for 4 different sequences of forecasts (dashed lines with different marks) from the analysis time ta = 1993 (diamond),
1994 (triangle), 1995 (circle) and 1996 (star), respectively.
Table 1. The scaled forecast errors 
ˆ at the top of the D′′-layer of the 5-year forecasts from the analysis time ta = 1993, 1994, 1995 and 1996,
respectively. The errors from a given analysis time are in the same row, and are listed from the year 1 to year 5 of the forecast period.
Analysis time Year-1 Year-2 Year-3 Year-4 Year-5
1993 0.0012669 0.0024343 0.0035950 0.0047763 0.0059601
1994 0.0012198 0.0024068 0.0036105 0.0048152 0.0059684
1995 0.0012376 0.0024680 0.0036957 0.0048684 0.0059650
1996 0.0012824 0.0025370 0.0037306 0.0048449 0.0059168
each year t starting from 1994 is then
˙˜y f (t) = y f2 (t + 1) − y f1 (t) for t ≥ 1994. (21)
The corrected ﬁeld forecast y˜ f from 1994 will be
y˜ f (t) = y(1994) +
∫ t
1994
˙˜y f (τ )dτ . (22)
The results are shown in Fig. 3. From the ﬁgure we can
observe clearly that the corrected forecasts y˜ f are more ac-
curate than the original uncorrected forecast y f : the max-
imum difference in Bˆ2 is reduced from 0.0015 for y f to
0.00025 for y˜ f . This is equivalent to approximately 40 nT
misﬁt in the actual ﬁeld at the top of D′′-layer, provided that
the dipole coefﬁcient b01 is accurately predicted. But, as we
shall ﬁnd in the next section, the actual misﬁt will be larger,
since b01 cannot be accurately predicted.
The above experiment is not complete: the assessment is
not made independently since all utilized observational in-
formation is provided by a single source (CM4). Therefore,
we carry out the second experiment: we produce a 7-year
forecast for the period from 2000 to 2007 based on CM4
ﬁeld coefﬁcients up to year 2000 (CM4 provides the coefﬁ-
cients up to 2002.5). The process here is similar to that in
the ﬁrst experiment, but with t˜a = 1999 and ta = 2000. The
corrected ﬁeld and SV forecasts are then compared with
those from CHAOS-2s, IGRF-8 and IGRF-9.
Selection of both IGRF-8 and IGRF-9 in this second
experiment is intended for examining the lower and upper
bounds of the MoSST−DAS forecast accuracies. IGRF-8
was determined by a Task Force at the end of 1999 so that as
many Ørsted data could be incorporated as possible (Lowes,
2000; Olsen et al., 2000). In terms of data utilization,
IGRF-8 SV model for 2000–2005 is the true 5-year forecast,
thus the closest to our forecast experiment setting. On the
other hand, IGRF-9 was the revision of IGRF-8 in 2003,
and was produced by the participating members of IAGA
working group V-8 (IAGA Working Group report, 2003).
In this revision, observations up to later 2002 were utilized
to produce SV from 2000 to 2005. From this point of
view, IGRF-9 produced actually a 2.5-year forecast. We
expect therefore that its SV forecast is more accurate than
that of IGRF-8, and perhaps more accurate than our 7-year
SV forecast. The latter implies that IGRF-9 can be a good
test case for the upper bound of MoSST−DAS SV forecast
accuracy.
Before making the comparison, we need to convert our
results to IGRF format. As we stated earlier, MoSST−DAS
provides the forecast on the ﬁeld directional distribution
(11). Therefore, the variation of the coefﬁcients from ta
to ta + δt is
bml (ta + δt) − bml (ta)
= b01(ta + δt )˜bml (ta + δt) − b01(ta )˜bml (ta) (23)
= b˙01(ta )˜bml (ta + δt)δt
+b01(ta)
[˜
bml (ta + δt) − b˜ml (ta)
]
, (24)
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Fig. 3. Similar to Fig. 1, but including the corrected forecast y˜ f (the dash-dotted line).


































Fig. 4. Rms spectra of 2005 ﬁeld and the prediction differences. The solid line is the CHAOS-2s 2005 ﬁeld (observation). The rest are the forecast errors
of IGRF-8 (dotted line with upward triangles), IGRF-9 (dotted line with stars), MoSST−DAS UAF (dashed line with diamonds), and MoSST−DAS
CAF (dashed line with circles).
where b˙01(ta) is the SV of the axial dipole at the analysis
time ta . Both b01(ta) and b˙
0
1(ta) are known when we make
ﬁeld predictions. In the following discussions, we call (23)
the “updated assimilation forecast” (UAF) in which the ax-
ial dipole ﬁeld at the later time ta + δt is updated via linear
extrapolation of the time series up to ta . We also name (24)
the “constant assimilation forecast” (CAF).
Field forecast comparisons are made at the epoch 2005
(i.e. δt = 5 years). In this case, the 2005 ﬁeld and SV co-
efﬁcients from CHAOS-2s are treated as the “observation”,
and are used to estimate the accuracies of the four differ-
ent predictions: IGRF-8, IGRF-9, MoSST−DAS UAF and
MoSST−DAS CAF. The results are shown in Fig. 4.
In the ﬁgure, the solid line is the CHAOS-2s (observa-
tion) ﬁeld model spectrum. The remaining curves are the
rms differences between the observation and the forecasts of
IGRF-8 (dotted line with upward triangles), IGRF-9 (dotted
line with stars), MoSST−DAS CAF (dashed line with cir-
cles), and MoSST−DAS UAF (dashed line with diamonds).
As shown in the ﬁgure, CAF and UAF are nearly identical.
This is not surprising, since the forecasted ﬁeld is derived
from the SV forecast via (20). We can also observe from
the ﬁgure that, as expected, the MoSST−DAS ﬁeld fore-
casts are more accurate than IGRF-8, but less accurate than
IGRF-9. This simply reﬂects the fact that IGRF-9 actually
provides a shorter period forecast with more data.
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Fig. 5. Rms spectra of SV and the prediction differences. The observed 5-year mean SV from 2000 to 2005 (solid line with squares), and the 7-year
mean SV from 2000 to 2007 (solid line with asteroids) are calculated from CHAOS-2s model. The rest are the forecast errors of IGRF-8 (dotted line
with upward triangles), IGRF-9 (dotted line with stars), IGRF-10 (dotted line with downward triangles), MoSST−DAS CAF 5-year forecast (dashed
line with diamonds) and MoSST−DAS CAF 7-year forecasts (dashed line with circles).
The SV forecast results are shown in Fig. 5. The ob-
served SV from 2000 to 2009 are calculated from CHAOS-
2s ﬁeld model. But plotted in the ﬁgure are only the spectra
of the observed 5-year mean SV from 2000 to 2005 (solid
line with squares) and 7-year mean SV from 2000 to 2007
(solid line with asteroids). Since IGRF-9 includes data up to
early 2003, we simply assume its 5-year SV forecast could
be extended to the 2004–2009 period for accuracy compar-
ison. In addition, IGRF-10 5-year SV forecast is used for
the period from 2005 to 2009. In Fig. 5, the rms differences
between the CHAOS-2s SV and the MoSST−DAS CAF SV
forecasts are smaller than all IGRF SV forecasts. In particu-
lar, the difference for the MoSST−DAS 7-year SV forecast
is smaller than those of IGRF-9 and IGRF-10. Again, as ex-
pected, IGRF-8 SV forecast is the worst among all. Though
the improvement is small, but it shows that MoSST−DAS
forecasts are at least comparable to the IGRF models.
These independent assessments, in particular with re-
spect to previous IGRF models, provide us conﬁdence in
our ability to accurately predict geomagnetic ﬁeld, in par-
ticular SV, with our geomagnetic data assimilation system
MoSST−DAS.
5. Predicted SV Model for IGRF
IGRF provides predictive averaged SV over a 5-year pe-
riod starting from a given epoch. Speciﬁcally, IGRF-11
will provide the averaged SV for the period from 2010 to
2015. Therefore (19) will be used for our candidate model
to IGRF.
In this part of the forecast, CHAOS-2s is used to provide
observations from 2002 to 2010. A mathematical smooth
transition is used to migrate the Gauss coefﬁcients of CM4
to those of CHAOS-2s in the time period from 2000 to
2002. Since both models agree very well in this overlapping
period, the transition is introduced only as a precaution.
The complex spherical harmonic coefﬁcients bml , deﬁned
in (7), are used in the numerical dynamo simulation. They
can be converted to the real Gauss coefﬁcients (gml , h
m
l )
used in traditional geomagnetic ﬁeld representation via (8):








Therefore the forecasts (23) and (24) can be modiﬁed ac-
cordingly for φml . For example, the CAF (24) can be re-
written as
φml (ta + δt) − φml (ta) = g˙01(ta)φ˜ml (ta + δt)δt
+ g01(ta)
[
φ˜ml (ta + δt) − φ˜ml (ta)
]
, (26)
where φ˜ml = φml /g01 are the scaled coefﬁcients of degree l





φml (ta + δt) − φml (ta)
]
, (27)
then (26) can be simpliﬁed as
sml (ta) = g˙01(ta)φ˜ml (ta + δt) + g01(ta )˜sml (ta) . (28)
The axial dipole ﬁeld g01 and its SV g˙
0
1 in 2010 are de-
termined from CHAOS-2s ﬁeld coefﬁcients, while φ˜(t ≥
2010) and s˜ml (2010) are given by MoSST−DAS. The ap-
proach is identical to that used in our benchmarking exam-
ple (discussed in the previous section): g01(2010) is extrap-
olated via a standard polynomial ﬁt (the difference between
the extrapolated results from the second order and the fourth
order polynomials is negligible). The SV g˙01 of the axial
dipole ﬁeld in 2010 is set to be the mean of the 5-year aver-
age SV of CHAOS-2s from 2001 to 2009.
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Fig. 6. The time averaged error |δφ˜ml | of each degree l and order m from 2004 to 2009. The ﬁlled and unﬁlled bars are for the real and the imaginary
parts of δφ˜ml , respectively. The harmonic mode index (x axis) is deﬁned such that it increases from the value 1 for the mode (l = 1, m = 0), with the
order that l increases from 1 to 8 and, for given l, m increases from 0 to l.
























Fig. 7. The power spectrum of the predicted 5-year averaged SV at the surface for the period from 2010 to 2015.
To estimate the forecast misﬁt, we need to know the








)+ (δg01) s˜ml + g01 (δ˜sml ) .
(29)
The uncertainties δg01 and δg˙
0
1 of the axial dipole ﬁeld are
given by the standard deviations of the extrapolation and the
averages. Thus, the ﬁnal axial ﬁeld and the uncertainties are
g01(2010) = −29495.29 ± 0.20 (nT), (30)
g˙01(2010) = 11.94 ± 0.08 (nT/year) (31)
To estimate the uncertainties of δφ˜ml (and thus δ˜s
m
l ), we use
the averaged errors of our forecast φ˜ml for the period from
2004 to 2009 (again compared to CHAOS-2s ﬁeld in the
same period), and the results are shown in Fig. 6.
Our ﬁnal 5-year forecast for the 2010–2015 period is
listed in Table 2. Its spectrum is shown in Fig. 9.
6. Discussion
Advances in numerical geodynamo modeling over the
past 15 years, and the long history of global geomagnetic
ﬁeld observations have made geomagnetic data assimila-
tion possible. Assimilation of the geomagnetic observations
with numerical geodynamo models will help validate and
improve the approximations and assumptions made in the
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Table 2. The Gauss coefﬁcients of the MoSST−DAS 5-year SV forecast
model for the period 2010–2015.







1 0 11.94 0.00 0.08 0.00
1 1 16.17 −27.14 2.15 1.86
2 0 −11.58 0.00 0.74 0.00
2 1 −4.13 −21.69 0.38 0.20
2 2 2.13 −12.87 1.84 0.56
3 0 0.63 0.00 0.15 0.00
3 1 −3.88 7.83 0.42 0.67
3 2 −3.14 −2.91 0.83 0.50
3 3 −7.03 −1.68 0.49 1.22
4 0 −1.51 0.00 0.20 0.00
4 1 2.14 0.60 0.08 0.38
4 2 −8.39 2.94 0.56 0.39
4 3 4.28 3.44 0.12 0.41
4 4 −1.81 −0.44 0.29 0.22
5 0 −0.74 0.00 0.30 0.00
5 1 0.58 0.44 0.01 0.18
5 2 −1.45 1.67 0.34 0.09
5 3 −0.97 0.94 0.05 0.26
5 4 1.16 3.65 0.24 0.09
5 5 1.32 −0.61 0.51 0.04
6 0 −0.08 0.00 0.09 0.00
6 1 −0.13 −0.14 0.13 0.12
6 2 −0.10 −2.00 0.15 0.13
6 3 1.82 −0.45 0.06 0.03
6 4 −1.59 −0.48 0.02 0.06
6 5 −0.28 0.60 0.03 0.18
6 6 1.73 0.59 0.25 0.14
7 0 0.12 0.00 0.01 0.00
7 1 −0.10 0.62 0.00 0.02
7 2 −0.50 0.29 0.07 0.01
7 3 1.12 −0.04 0.09 0.01
7 4 0.42 −0.03 0.05 0.06
7 5 0.21 −0.75 0.03 0.02
7 6 −0.67 −0.17 0.08 0.04
7 7 0.60 0.14 0.01 0.03
8 0 −0.01 0.00 0.02 0.00
8 1 0.14 −0.08 0.00 0.00
8 2 −0.47 0.13 0.02 0.01
8 3 0.20 0.29 0.00 0.03
8 4 −0.22 0.39 0.00 0.02
8 5 0.25 0.11 0.01 0.00
8 6 0.32 −0.19 0.01 0.02
8 7 −0.53 0.45 0.02 0.00
8 8 0.33 0.29 0.01 0.01
models, thus help to better understand the dynamo solutions
and the dynamical states in the Earth’s outer core. The im-
proved numerical geodynamo models, on the other hand,
will help us better interpret geomagnetic observations, and
predict geomagnetic secular variations. This paper provides
the ﬁrst attempt at predicting SV using our geomagnetic
data assimilation system MoSST−DAS.
In MoSST−DAS, over 7000 years of the geomag-
netic/historical/paleomagnetic records are assimilated into
the core dynamics model (MoSST) via a sequential assim-
ilation algorithm (9): at each analysis time ta , the model
forecasts are modiﬁed with the data and are then used as
the initial states for future forecasts.
To improve the forecast accuracy, we introduce a “boot-
strap” type prediction-correction technique (19)–(20) to re-
duce the model error. The idea behind this technique is
very simple: we utilize two sequences of the forecast with
slightly different analysis time ta and t˜a . The difference
between the two sequences will then remove much of the
model errors, i.e. 
 in (14), varying on time scales much
longer than ta − t˜a . This difference will then be used to im-
prove the secular variation (19), and then the ﬁeld forecasts
(20).
This technique has been tested in two cases. In the ﬁrst
case, observations prior to year 1994 are used for the fore-
cast for the period from 1994 to 2002. As shown in Fig. 3,
the technique reduces the forecast error 
 by nearly an order
of magnitude. In the second case, the last analysis time is
set at ta = 2000. And the forecast is made for the following
7 years. The forecast is then compared with CHAOS-2s,
IGRF-8 and IGRF-9. As shown in Figs. 4 and 5, the fore-
casted ﬁeld and SV from MoSST−DAS agree very well
with the observations (CHAOS-2s ﬁeld model). In addition,
the MoSST−DAS ﬁeld forecast accuracies are at least com-
parable to IGRF forecast (better than IGRF-8 but slightly
worse than IGRF-9 which utilizes more observations for
shorter period forecast). However, among all SV forecasts,
those from MoSST−DAS are the closest to the observations
(Fig. 5).
Using this technique, we produce a MoSST−DAS can-
didate model for IGRF-11: a 5-year geomagnetic secular
variation model for the period from 2010 to 2015, as shown
in Fig. 9 and Table 2.
This is the ﬁrst ever attempt of using geomagnetic data
assimilation to forecast SV. In this approach, the dynamics
of the Earth’s core that we know so far are utilized to make
predictions of future changes in the core ﬁeld. This is
very different from techniques used in the past IGRF SV
forecasts. Obviously there are many improvements that can
be made to this approach.
In addition to improvements to numerical dynamo mod-
els and assimilation algorithms (which depend on fur-
ther understanding of the assimilation solutions, model re-
sponses to observational constraints, dynamo properties,
etc), we should also consider more direct integration of ge-
omagnetic data into MoSST−DAS. Currently, we use the
Gauss coefﬁcients from various ﬁeld models as the “real
observations”. But these coefﬁcients are derived products.
Therefore, in the MoSST−DAS, we also inherit all improve-
ments as well as limitations of these ﬁeld models. One con-
cern is the assessment of the observational errors. They
are neglected under the assumption (still largely true) that
the model errors are far greater. However, a better forecast
needs inclusion of the data errors as well. But it is difﬁcult
to assess these errors in the ﬁeld model Gauss coefﬁcients.
For example, any discrepancy between two ﬁeld models
(e.g. CM4 and CHAOS-2s) in an overlapping observation
period, different types of data used in the ﬁeld models, end-
point effects (private communication with Jackson, Finlay,
Olsen and Sabaka) will bring further complications on this
issue. Direct assimilation of the data might help avoid some
of these complications. But, any effort will be evaluated by
the forecast accuracies.
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