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ON LIMITING TRACE INEQUALITIES FOR
VECTORIAL DIFFERENTIAL OPERATORS
FRANZ GMEINEDER, BOGDAN RAIT¸A˘, AND JEAN VAN SCHAFTINGEN
Abstract. We establish that trace inequalities for vector fields u ∈ C∞c (R
n,RN )
‖Dk−1u‖
L
n−s
n−1 (dµ)
6 c‖µ‖
n−1
n−s
L1,n−s
‖A[D]u‖L1(dLn)(∗)
hold if and only if the k-th order homogeneous linear differential operator A[D]
on Rn is elliptic and cancelling, provided that s < 1, and give partial results for
s = 1, where stronger conditions on A[D] are necessary. Here, ‖µ‖L1,λ denotes
the Morrey norm of µ so that such traces can be taken, for example, with respect
to H n−s-measure restricted to fractals of codimension s < 1. The class of
inequalities (∗) give a systematic generalisation of Adams’ trace inequalities to
the limit case p = 1 and can be used to prove trace embeddings for functions
of bounded A-variation, thereby comprising Sobolev functions and functions of
bounded variation or deformation. We also prove a multiplicative version of (∗),
which implies strict continuity of the associated trace operators on BVA.
1. Introduction
Traces in function space theory are a weak notion of restriction, which is well-
defined and stable under convergence, and which can be defined on Lebesgue-negligible
sets by some weak differentiability or other regularity properties of the functions con-
sidered. In partial differential equations and the calculus of variations, trace theory
gives foundation to the prescription of boundary conditions.
The trace problem can be approached through measure theory and harmonic anal-
ysis via the cornerstone trace inequality of Adams for Riesz potentials of Lp-functions
[1, 2]. To set up the theme, we recall that for 0 < α < n the α-th order Riesz potential
Iα of a sufficiently integrable measurable map f : Rn → R is defined by
Iαf(x) := cn,α
ˆ
Rn
f(y)
|x− y|n−α
dy, x ∈ Rn,(1.1)
cn,α =
Γ((n−α)/2)
pin/22αΓ(α/2)
> 0. As proved by Adams [1, 2], for 1 < p < ∞ and 0 6 s < n
with 0 6 s < αp < n and q = (n−s)pn−αp , there exists c = c(n, p, α, s) > 0 such that
‖Iαf‖Lq(Rn;dµ) 6 c‖µ‖
1/q
L1,n−s(Rn)
‖f‖Lp(Rn)(1.2)
holds for all f ∈ Lp(Rn) and positive Borel measures µ on Rn. For 0 6 λ 6 n,
‖µ‖L1,λ(Rn) here denotes the Morrey norm of µ, which we recall to be defined as
‖µ‖L1,λ(Rn) = sup
B
|µ|(B)
r(B)λ
,
the supremum ranging over all open balls B ⊂ Rn; r(B) denotes the radius of the ball
B. Measures µ satisfying ‖µ‖L1,λ(Rn) < ∞ are sometimes called λ-Ahlfors regular.
Note that, even for s = 0, the inequality (1.2) does not extend to p = 1. This can
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be seen by taking p = 1, µ = L n and observing that if f ∈ L1(Rn) and f > 0, then
lim sup|x|→∞ |x|
n−α(Iαf)(x) > 0 and thus ‖Iαf‖Lq(Rn;dµ) = +∞ since q =
n
n−α .
The inequality (1.2) has deep applications in potential theory, cf. [3], and moreover
allows to define traces of Sobolev functions u ∈W1,p(Rn) on suitably regular lower di-
mensional subsets of Rn provided 1 < p < n. Indeed, given u ∈ C∞c (R
n), in the above
setting we may choose µ = H n−s Σ, where Σ ⊂ Rn is a self-similar fractal set of codi-
mension s, as discussed in [26]. Such sets are quite well-behaved, in the sense that they
are reasonably close to being “fractional hyperplanes” by Marstrand’s Theorem [32].
Setting f := Du in (1.2) and employing the pointwise inequality |u| 6 c(n)I1(|Du|)
which follows from the Sobolev integral representations [33, Sec. 1.1.10, Thm. 2], the
existence of a norm continuous trace operator TrΣ : W
1,p(Rn)→ Lq(Σ; dµ) follows by
a routine approximation argument. With the convention that ‖·‖Lp = ‖·‖Lp(Rn;dLn),
we consequently obtain for 1 < p < n, 0 6 s < p, and q = (n−s)pn−p
‖TrΣ(u)‖Lq(dµ) 6 c‖µ‖
1/q
L1,n−s(Rn)
‖Du‖Lp(Rn,Rn) for u ∈W
1,p(Rn).(1.3)
Evidently, (1.3) generalises the Sobolev embedding W1,p(Rn) →֒ L
np
n−p (Rn), the latter
being retrieved by setting s = 0, Σ = Rn and µ = L n in (1.3).
1.1. Limiting L1-estimates. The present work will be concerned with generalisa-
tions and aspects of the inequalities (1.2) and (1.3) to the limiting case p = 1. First,
due to the lack of strong-type estimates of Riesz potentials on L1, the inequality (1.2)
cannot hold for p = 1, unless the Riesz potential operator is defined on some special
strict subspaces of L1. On the other hand, the existence of a trace operator and
inequality (1.3) can also be proved to hold for p = 1 as is shown, e.g., in Ziemer [49,
Thm. 5.13.1] following the foundational work of Gagliardo [21]. As we shall elabo-
rate on in more detail below, the validity of (1.3) despite the failure of (1.2) is due to
the specific structure of the operator Du 7→ u, in turn being a Fourier multiplication
operator with symbol homogeneous of degree (−1).
To systematically approach this theme, let A[D] be a homogeneous, constant-
coefficient differential operators A[D] of order k on Rn from V to W ; i.e., A[D] and
its Fourier symbol (characteristic polynomial) have a representation
A[D] =
∑
|α|=k
Aα∂
α, A[ξ] =
∑
|α|=k
ξαAα, ξ ∈ R
n(1.4)
with linear maps Aα ∈ Lin(V,W ) for all multi-indices α ∈ Nn0 with |α| = k, where
V, W are finite dimensional normed real vector spaces. Connecting with (1.3), the
first main objective of this work is to study inequalities of the form
‖Dk−1u‖Lq(dµ) 6 c‖µ‖
1/q
L1,n−s
‖A[D]u‖L1(dLn) for u ∈ C
∞
c (R
n, V ),(1.5)
where 0 6 s < 1 and q = n−sn−1 . Note that, by the celebrated Ornstein Non-inequality
[35, 29, 27, 28, 15], there is no constant c > 0 such that ‖Dku‖L1 6 c‖A[D]u‖L1 ,
except in trivial cases. Hence even for k = 1, (1.5) is not a consequence of (1.3).
The framework of (1.4) is particularly motivated by earlier examples of Sobolev-
type inequalities for Hodge systems [9, 31, 47] characterised in [48], the study of lower
semi-continuity for variational problems of linear growth [12], and applications in plas-
ticity, fracture mechanics and image reconstruction [6, 45, 14, 18]. To contexualise our
objective, we first recall from [24, Thm. 1], [43, Def. 1.7.1], [17, Def. 26], [48, Def. 1.1]
that A[D] is called (overdetermined) elliptic provided the symbol map A[ξ] : V →W
is injective for all ξ ∈ Rn \ {0}. The ellipticity assumption is a standard condition
in the context of linear coerciveness estimates. As shown by the third author in [48,
Thm. 1.3], the following generalisation of the Sobolev-Gagliardo-Nirenberg inequality
‖Dk−1u‖
L
n
n−1
6 c‖A[D]u‖L1 for u ∈ C
∞
c (R
n, V )(1.6)
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holds if and only if A[D] is elliptic and cancelling. Here, we say that the operator
A[D] given by (1.4) is cancelling if and only if⋂
ξ∈Rn\{0}
imA[ξ] = {0}.(C)
The class of elliptic and cancelling operators is a strict subclass of the elliptic opera-
tors, as can be seen by the derivative on R, at the Wirtinger derivatives 12 (∂1 + i∂2)
on R2 ≃ C or the Laplacian −∆ on Rn. As the first main result of this work, we
establish that ellipticity and cancellation are necessary and sufficient for (1.5) to hold:
Theorem 1.1. Let n ≥ 2, k ≥ 1 and A[D] be as in (1.4). Moreover, let 0 6 s < 1
and q := n−sn−1 . Then the following are equivalent:
(a) A[D] is elliptic and cancelling.
(b) There exists a constant c > 0 such that for all u ∈ C∞c (R
n, V ) and all positive
Borel measures µ on Rn there holds
‖Dk−1u‖Lq(dµ) 6 c‖µ‖
1/q
L1,n−s
‖A[D]u‖L1(dLn).
As for comparison with (1.2), it is not difficult to adapt our method to obtain that,
if 0 6 s < α < n, q = n−sn−α , and A[D] is elliptic, we have that A[D] is cancelling if
and only if
‖IαA[D]u‖Lq(dµ) 6 c‖µ‖
1/q
L1,n−s
‖A[D]u‖L1 , for u ∈ C
∞
c (R
n, V ).(1.7)
The inequality (1.7) seems to be the first systematic generalisation of Adams’ trace
inequality (1.2) to the case p = 1. Let us note that subject to ellipticity and can-
cellation, suitable estimates on lower order derivatives can equally be obtained, see
Proposition 4.2.
It is important to mention that by Ornstein’s Non-inequality, the inequality of
Theorem 1.1 is a strict improvement of (1.3). For comparison, in the case where
1 < p < n, the corresponding claim of Theorem 1.1 is rather straightforward as
ellipticity of A[D] suffices to reduce the analogue of (1.5) to (1.3) by the Ho¨rmander-
Mihlin multiplier theorem; see Lemma 6.1 for the quick argument. Also note that
in view of Theorem 1.4 below, Theorem 1.1 is optimal in the sense that it does not
extend to s = 1, as we will discuss later. Despite having singled out Theorem 1.1 for
future reference, it can be sharpened and is implied by the following multiplicative
trace inequality, which is in the spirit of [33, Sec. 1.4.7]:
Theorem 1.2. In the situation of Theorem 1.1, the following are equivalent:
(a) A[D] is elliptic and cancelling.
(b) Let sn−1n−s < θ 6 1. Then there exists a constant c > 0 such that for all
u ∈ C∞c (R
n, V ) and all positive Borel measures µ on Rn there holds
‖Dk−1u‖Lq(dµ) 6 c‖µ‖
1/q
L1,n−s
‖Dk−1u‖1−θ
L
n
n−1 (dLn)
‖A[D]u‖θL1(dLn).(1.8)
The theorem is equally optimal in the sense that no such multiplicative inequality
can hold for s = 1. Indeed, as one of the main points of the paper, we shall establish
that the specific multiplicative form of (1.8) directly translates to the so-called A-
strict continuity of the trace operator associated with µ. On the other hand, for s = 1
the trace operator is never A-strictly continuous, cf. Remark 6.10 and Section 6.1 for
the requisite terminology. In particular, we see that the fact that the range of θ in
(b) is empty for s = 1 is phenomenological.
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At the endpoint s = 1, Theorem 1.1 cannot be generalised by easy means1. Below
we show that the class of operators admitting the suitable endpoint estimate is, in
general, strictly smaller than the class of elliptic and cancelling operators. As a
metaprinciple, lower codimensions 0 < s < 1 require weaker conditions on A[D] for
the respective trace inequalities to hold whereas the borderline case s = 1 necessarily
requires stronger conditions on A[D].
Proposition 1.3. Let A[D] be as in (1.4). Suppose that for every (n−1)-dimensional
hyperplane Σ ⊂ Rn there exists a constant c > 0 such that for all u ∈ C∞c (R
n, V )
there holds
‖Dk−1u‖L1(Σ;dH n−1) 6 c‖A[D]u‖L1(Rn;dLn).(1.9)
Then A[D] is elliptic and satisfies the strong cancellation condition⋂
ξ∈H\{0}
imA[ξ] = {0} for any subspace H 6 Rn with dimH = 2.(SC)
Obviously, condition (SC) reduces to cancellation if n = 2. For n > 2, to see that
condition (SC) is strictly stronger than cancellation in the class of elliptic operators,
one considers an elliptic operator B1[D] on R2 from R2 to R2 (e.g., B1[D] = ∆k/2 if
k is even and B1[D] = ∆(k−1)/2 ◦ (div, curl) if k is odd) and sets
A[D] =
(
B1[D] 0
0 B2[D]
)
,
where B2[D] is a k-th order elliptic and cancelling operator on Rn−2 (e.g., the k-
th gradient). We shall give an explicit example in Example 3.4. Condition (SC)
first appeared in the context of differential operators in the second author’s technical
report [37, Sec. 5.2, Prop. 2.6]. Similar ideas appeared much earlier in [42, Thm. 3]
in connection with dimensional estimates for measures satisfying certain restrictions
in Fourier space (see also the recent [8, Def. 1.4], which is related to our context via
the substitution φ(ξ) = imA[ξ]). As for a possible converse of Proposition 1.3, we
demonstrate that this is true indeed provided that the operator A[D] is of first order :
Theorem 1.4. Let A[D] be a first order operator as in (1.4). Then the following are
equivalent:
(a) For every (n−1)-dimensional hyperplane Σ ⊂ Rn there exists a constant c > 0
such that for all u ∈ C∞c (R
n, V ) there holds
‖u‖L1(Σ;dH n−1) 6 c‖A[D]u‖L1(Rn;dLn).
(b) A[D] is elliptic and (SC) holds.
(c) For every (n−1)-dimensional hyperplane Σ ⊂ Rn there exists a constant c > 0
such that for all u ∈ C∞c (R
n, V ) there holds
‖u‖L1(Σ;dH n−1) 6 c‖A[D]u‖L1(Σ+;dLn).
Here Σ+ is a half-space with boundary Σ.
(d) A[D] is C-elliptic, i.e., kerC A[ξ] = {0} for all ξ ∈ Cn \ {0}.
In proving the previous theorem, we extend and augment ideas given by Breit,
Diening and the first author in [12]. Modifying the approach given in [12], it is
further possible to establish for k-th order C-elliptic operators that the interior trace
inequality (1.9) remains valid. This is a consequence of an exterior trace inequality,
cf. Theorem 5.2 below. Hinging on the linearity of ξ 7→ A[ξ], the previous theorem
does not immediately generalise to k-th order operators, see Open Problem 5.3 below.
1In fact, to the best of our knowledge, Theorem 1.1 is only known in the limiting case s = 1 for
A[D] = Dk, which follows from the work of Meyers and Ziemer [34]. There, the coarea formula is
crucially used and there seems to be no simple replacement of this tool for other operators A[D].
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1.2. Trace embeddings for function spaces. As already alluded to above, Theo-
rems 1.1-1.4 have counterparts in the trace theory for function spaces. Let A[D] be
of the form (1.4). Introduced in [12] and studied in [14, 18, 22, 23, 37, 36], we recall
that the space of functions of bounded A-variation is given by
BVA(Rn) := {u ∈Wk−1,1(Rn, V ) : A[D]u ∈ M (Rn,W )}.
These spaces provide a unifying treatment of well-known spaces such as BV(Rn) or
BD(Rn). To connect with the theme from above, obtaining a definition of trace
operator from Theorem 1.1 in itself is not obvious and cannot be accessed by the
coarea-formula approach of Ziemer [49, Thm. 5.2.13]. Similar to the BV-case,
the norm topology on BVA is not well-suited for most applications; in particular,
note that elements of BVA(Rn) cannot be smoothly approximated in this topology.
The correct substitute topology is that induced by the A-strict metric dA(u, v) :=
‖u − v‖Wk−1,1(Rn,V ) + ||A[D]u|(R
n) − |A[D]v|(Rn)|. This topology not only ensures
continuity of suitably convex functionals on BVA(Rn) (cf. [39, 12]), but also admits
smooth approximation of BVA-maps. In this respect, the concluding main result of
the present paper is the following theorem, for ease of exposition stated for first order
operators.
Theorem 1.5 (Traces and A-strict continuity). In the setting of Theorem 1.1, let
A[D] be a first order elliptic and cancelling operator and µ ∈ L1,n−s(Rn). Then the
following hold:
(a) There exists a norm continuous linear trace embedding operator
Trµ : BV
A(Rn) →֒ Lq(Rn; dµ).
(b) Moreover, the operator Trµ from (a) is A-strictly continuous.
Suitable higher order variants can be easily formulated. Whereas (a) is known
for BV(Rn), it seems to be new even for BD(Rn). To the best of our knowledge,
(b) seems to be a novel result even for BV(Rn). The strengthening of continuity
properties from (a) to (b) can be seen in parallel with the strengthening of Theorem 1.1
by Theorem 1.2. Note that the foremost issue in proving (b) is that the A-strict
convergence is nonlinear2. If s = 1, then it is possible to give a variant of (a) for
C-elliptic operators A[D], but even here A-strict continuity is never achievable.
1.3. Structure of the paper. This paper is organised as follows: In Section 2 we
fix notation and gather preliminary results on function spaces and potential theory.
Section 3 gathers and connects algebraically the notions for differential operators to
be used throughout. In Section 4, we prove Theorems 1.1 and 1.2, while Section 5
is devoted to Theorem 1.4. The aforementioned trace theory for BVA-spaces then is
given in Section 6, and the appendix gathers background results on vectorial measures.
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2In the sense that uj → u and vj → v A-strictly do not imply that uj + vj → u+ v A-strictly.
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2. Preliminaries
2.1. General notation. Given x0 ∈ Rn and r > 0, we denote B(x0, r) := {x ∈
Rn : |x− x0| < r} the open ball with radius r > 0 centered at x0. We will work with
double cones, by which we mean sets C = {x0 + tx : x ∈ S, t ∈ R}, where x0 ∈ R
n is
the apex of C and S ⊂ Sn−1 denotes a non-empty, relatively open spherical cap, i.e.,
the non-empty intersection of Sn−1 with an open ball in Rn. For an open set Ω ⊂ Rn
and a finite dimensional real vector space E, we denote M (Ω, E) the finite E-valued
Radon measures on Ω; for more background information on vectorial measures, see,
e.g., [4, Chpt. 1]. For µ ∈ M (Ω, E) and A ∈ B(Ω) (with the Borel σ-Algebra B(Ω)
on Ω), we denote µ A := µ(A ∩ −) the restriction of µ to A. The n-dimensional
Lebesgue and α-dimensional Hausdorff measures, 0 6 α 6 n, are denoted L n and
H α, respectively. Given a L n-measurable map u : Rn → V , we recall that its precise
representative is defined by
u∗(x) :=
 limRց0
 
B(x,R)
u dy provided this limit exists and is finite,
0 otherwise.
Denoting as usual Su the Lebesgue discontinuity points of u, the right-hand side of
the previous definition exists for all x ∈ Scu. For a given map u ∈ L
1(Rn, E), we shall
work with the Fourier transform Fu defined by
Fu(ξ) :=
1
(2π)
n
2
ˆ
Rn
u(x)e− ix·ξ dx, ξ ∈ Rn.
In this connection, we will write S (Rn, E) for the Schwarz class of rapidly decreas-
ing functions and S ′(Rn, E) for its linear topological dual, the space of tempered
distributions. Further, we denote the set of E-valued polynomials on Rn of degree
at most d by Pd(Rn, E), and set P(Rn, E) :=
⋃
d Pd(R
n, E). We use the notation
“6” for the linear subspace inclusion relation, whenever it does not denote inequality
between numbers. Throughout, c > 0 denotes a constant that does not depend on
any quantity that may change from line to line. Also, cn denotes a constant that
depends on the space dimension n only. Finally, we clarify that x · ξ = x · ℜξ+ ix · ℑξ
whenever x ∈ Rn and ξ ∈ Cn, where the dot product of real vectors is defined in a
standard way.
2.2. Function spaces and potential theory. In this section we record various
background results on Lp, Riesz potential, and Triebel-Lizorkin spaces that shall be
required in the sequel; for more detail, the reader is referred to Triebel [46] and
Adams & Hedberg [3]. We begin with the following lemma due to Brezis & Lieb:
Lemma 2.1 ([13]). Let Ω ⊂ Rn be open and suppose that 1 6 p <∞. If u, u1, u2, ... ∈
Lp(Ω, V ) satisfy (i) uj ⇀ u in L
p(Ω, V ) and (ii) uj → u pointwisely L n-a.e., then
there holds
lim
j→∞
(
‖uj‖
p
Lp(Ω,V ) − ‖uj − u‖
p
Lp(Ω,V )
)
= ‖u‖pLp(Ω,V ).(2.1)
We now briefly recall the definition of homogeneous Triebel-Lizorkin spaces as they
will play an important auxiliary role later on. To this end, let Φ ∈ S (Rn) be such
that spt(Φ̂) ⊂ B(0, 1) =: B0 such that Φ̂ = 1 on B(0,
1
2 ) =: B1. A dyadic resolution
of unity then is obtained by virtue of ϕj := 2
jnΦ(2jx) − 2(j−1)nΦ(2j−1x) for j ∈ Z.
Given s ∈ R and 1 < p, q < ∞, the homogeneous Triebel-Lizorkin space F˙sp,q(R
n, V )
is defined as the linear space of all u ∈ (S ′/P)(Rn, V ) such that
‖f‖F˙sp,q(Rn,V ) :=
∥∥∥(∑
j∈Z
2sjq |(F−1(ϕjFf))(·)|
q
) 1
q
∥∥∥
Lp(Rn)
<∞.(2.2)
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The inhomogeneous variant Fsp,q(R
n, V ) is obtained by replacing S ′/P by S ′ and,
in (2.2), j ∈ Z by j ∈ N0. Following [46, Ch. 5.2.3], we define the Riesz potential
operators Iα for α ∈ R by
Îαf(ξ) := |ξ|
−αf̂(ξ), ξ ∈ Rn
for Schwartz maps f ∈ S (Rn, V ). In particular, if 0 < α < n, we retrieve the
standard representation of the Riesz potential operators given by (1.1). With this
definition, the Riesz potential operators satisfy the semigroup property IαIβ = Iα+β
for α, β > 0 with α+β < n. The instrumental continuity property of Riesz potentials
then is given in:
Lemma 2.2 ([46, Thm. 5.2.3]). Let −∞ < s < ∞, 1 < p < ∞. Then we have the
equivalence of norms
‖f‖F˙sp,2(Rn)
∼ ‖I−sf‖Lp(Rn).
Moreover, if s = m is a natural number, we have that the quantity above is equivalent
to the W˙m,p (semi-)norm, with the convention that W˙0,p = Lp.
We will also use an interpolation result for homogeneous Triebel-Lizorkin spaces:
Lemma 2.3 ([46, Ch. 5.2.5, Thm. 2.4.7]). Let −∞ < s1, s2 < ∞, 1 < p1, p2 < ∞,
and 0 6 θ 6 1. Then
‖f‖F˙sp,2(Rn)
6 c‖f‖1−θ
F˙
s1
p1,2
(Rn)
‖f‖θ
F˙
s2
p2,2
(Rn)
for f ∈ C∞c (R
n),
where
s = (1 − θ)s1 + θs2,
1
p
=
1− θ
p1
+
θ
p2
.
We conclude this subsection with a result on Lebesgue points in a form following
directly from [3, Thm. 6.2.1]:
Lemma 2.4. Let 0 < s < 1, 0 < t < 1 and 1 < p < ∞ be such that t < sp. If
µ ∈ L1,n−t(Rn), then there holds µ(Su) = 0 for all u ∈ Fsp,p(R
n, V ).
3. Notions for Differential Operators
In this section, we compactly gather and introduce the necessary notions for k-th
order differential operators A[D] of the form (1.4). These are stated in terms of the
symbol map Rn ∋ ξ 7→ A[ξ], where n ≥ 2 throughout, and we say that A[D] is
(a) elliptic whenever kerRA[ξ] = {0} for any ξ ∈ R
n \ {0}.
(b) C-elliptic whenever kerC A[ξ] = {0} for any ξ ∈ Cn \ {0}.
(c) cancelling whenever
⋂
ξ∈Rn\{0} imA[ξ] = {0}.
(d) strongly cancelling whenever
⋂
ξ∈H\{0} imA[ξ] = {0} for any subspace H 6
Rn with dimH = 2.
The difference between the conditions in (c) and (d) can be conveniently represented
as
(cancellation) ⇔
⋃
H=Rn
⋂
ξ∈H\{0}
imA[ξ] = {0},
(strong cancellation)⇔
⋃
H6Rn
dim(H)=2
⋂
ξ∈H\{0}
imA[ξ] = {0}.
It is clear that C-ellipticity implies ellipticity, and that if A[D] is elliptic and strongly
cancelling, then it is elliptic and cancelling. The fact that C-ellipticity implies cancel-
lation was first observed in [22, Lem. 3.2], where it was established by use of an ana-
lytic characterisation of cancellation [48, Prop. 6.1]. The fact that C-ellipticity implies
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C-ellipticity
Ellipticity and Cancellation
Ellipticity and Strong Cancellation
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n = 2
Ellipticity
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Figure 1. Connection of the single notions for differential operators
of the form (1.4), contextualising Proposition 3.1, Lemma 3.3 and
Example 3.4 with previous results, cf. [22]; black arrows hold uncon-
ditionally for k ≥ 1 and n ≥ 2, whereas red arrows only hold under
the conditions as specified beneath.
strong cancellation was first noticed by the second author in [37, Prop. 2.6], where a
slightly different characterisation of the cancellation is employed [36, Lem. 2.5]. Here
we give the first purely algebraic proof of this fact:
Proposition 3.1. Let k ≥ 1 and suppose that A[D] is a k-th order, C-elliptic differ-
ential operator of the form (1.4). Then A[D] is strongly cancelling.
For the proof of Proposition 3.1 and as a result on its own right, we require the
following characterisation of C-elliptic operators. This appears as an extension of the
arguments given by Smith [44]:
Proposition 3.2. Let A[D] be as in (1.4). The following are equivalent:
(a) A[D] is C-elliptic.
(b) There exists an integer d and a homogeneous linear differential operator B[D]
on Rn from W to V ⊙d−k Rn such that Dd = B[D] ◦ A[D].
(c) A[D] has finite dimensional nullspace, i.e., dim{u ∈ D ′(Rn, V ) : A[D]u =
0} <∞.
Here V ⊙l Rn denotes the space of V -valued, symmetric, l-linear maps on Rn.
Proof. Suppose that A[D] is C-elliptic. To prove that (b) holds, we follow the
ideas in [44, Thm. 4.1], where the argument is formulated for convolution kernels
instead of polynomials. We write N = dim V and dimW = m and represent
A[ξ] = (aji(ξ))j=1,...m,i=1,...N , which we view as matrix valued complex polynomial.
We write I = (j1, . . . , jN ) for a typical multi-index of lengthN and entries 1 6 jl 6 m,
l = 1, . . .N . These multi-indices correspond to all N × N sub-matrices of A[ξ], i.e.,
DI(ξ) = (ajl,i(ξ))l,i=1,...,N . We write dI(ξ) = detDI(ξ) and d
li
I (ξ) for the (l, i)-minor
of the matrix DI(ξ).
With this setup, the C-ellipticity assumption translates into the fact that the ho-
mogeneous scalar polynomials dI have no non-trivial common complex zeroes. Since
the polynomials ξg, g = 1 . . . n, vanish on the set of common zeroes of {dI}I , we have
by Hilbert’s Nullstellensatz [16, Thm. 4.1.2] that there exists a power pg such that
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ξ
pg
g is in the ideal generated by dI . By taking d = maxg=1,...,n pg, we can write
ξαvi =
∑
I
BαI (ξ)dI(ξ)vi =
∑
I,h
BαI (ξ)dI(ξ)δihvh,(3.1)
where v ∈ V , i = 1 . . .N , |α| = d, BαI (ξ) are complex polynomials as given by the
Nullstellensatz, and δ (only here) denotes the Kronecker delta. By the adjugate (or
cofactor) formula applied to the matrix DI(ξ), we have that
dI(ξ)δih =
∑
l
ajlh(ξ)d
li
I (ξ),(3.2)
where I = (jl)
N
i=1. Substituting (3.2) in (3.1), we get that
ξαvi =
∑
I,h
BαI (ξ)
∑
l
ajlh(ξ)d
li
I (ξ)vh =
∑
I,l
BαI (ξ)d
li
I (ξ)
∑
h
ajlh(ξ)vh
=
(∑
I
BαI (ξ)P
i
I(ξ)
)
A[ξ]v,
where P iI(ξ) ∈ Lin(W,R) is the linear map that deletes the m−N entries indexed by
Ic of a vector w ∈ W and multiplies the entries jl ∈ I, l = 1, . . . , N by dliI (ξ). The
proof of (b) is complete.
Next, if (b) holds, it is clear that A[D]u = 0 implies Ddu = 0, so u is a polynomial
of degree at most d − 1, hence (c) easily follows. Finally, if (c) holds, we assume for
contradiction that (a) fails, so that there exist non-zero x ∈ Cn and v ∈ V + iV such
that A[ξ]v. Then one shows that the complex plane waves u(x) = f(x · ξ)v for x ∈ Rn
and holomorphic f : C → C are distributional solutions of A[D]u = 0, which implies
failure of (c). A precise proof of this fact is given in [22, Prop. 3.1]. The proof of the
equivalence is complete. 
We now come to the:
Proof of Proposition 3.1. Assume for contradiction that there exist w ∈W \ {0} and
a subspace H 6 Rn with dimH = 2 such that w ∈ imA[ξ] for all ξ ∈ H \ {0}.
We abbreviate A†[ξ] = (A∗[ξ]A[ξ])−1A∗[ξ], which is such that A†[ξ]A[ξ] = IdV for
ξ ∈ Rn \ {0}. We record that A[ξ]A†[ξ] is the orthogonal projection on imA[ξ]. Let
ei ∈ H , i = 1, 2, be linearly independent. We choose v ∈ V such that A0[·] 6≡ 0, where
we define
A0[ξ] = v · A
†[ξ]w for ξ ∈ H.
This is possible since A†[ξ]w is never 0 by ellipticity. Since H is a plane through 0
and A†[·] is a (−k)-homogeneous rational function, it follows that A0[·] is a (−k)-
homogeneous, rational function. Thus, we can write A0[ξ] = P (ξ)/Q(ξ) for coprime,
homogeneous polynomials P and Q on H .
We recall from Proposition 3.2 that there exists an integer d ≥ k and a homoge-
neous linear differential operator B[D] such that
Dd = B[D] ◦ A[D].
In other words, all homogeneous polynomials of degree d can be written as multipliers
of the symbol map A[·]. It follows that we can find scalar operators Bi[D] such that
(ξ · ei)
dv∗ = Bi[ξ]A[ξ], i = 1, 2,
which then implies
Bi[ξ]w = Bi[ξ]A[ξ]A
†[ξ]w = (ξ · ei)
d(v · A†[ξ]w) = (ξ · ei)
dP (ξ)/Q(ξ).
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Therefore, Q(ξ)Bi[ξ]w = (ξ · ei)dP (ξ) for all ξ ∈ H from which it follows that Q
divides both (ξ · ei)
d, i = 1, 2. Therefore Q is constant, which contradicts the (−k)-
homogeneity of A0[·] 6≡ 0. 
The converse of Proposition 3.1 only holds for first order operators, where the key
fact we use is the linearity of the map ξ 7→ A[ξ]. A similar computation appeared in
[22, Lem. 3.5].
Lemma 3.3. Let A[D] be a first order elliptic operator that satisfies (SC). Then
A[D] is C-elliptic.
Proof. Assume for contradiction that A[D] is elliptic, but not C-elliptic, so that there
exist ξ1, ξ2 ∈ Rn \ {0} and v1, v2 ∈ V \ {0} such that
A[ξ1]v1 = A[ξ2]v2
A[ξ1]v2 = −A[ξ2]v1.
By ellipticity of A[D], we have that ξ1, ξ2 and v1, v2 are linearly independent. We
then write
A[aξ1 + bξ2](av1 + bv2) = a
2A[ξ1]v1 + abA[ξ1]v2 + abA[ξ2]v1 + b
2A[ξ2]v2
= (a2 + b2)A[ξ1]v1,
so that, by ellipticity of A[D],⋂
06=ζ∈span{ξ1,ξ2}
imA[ζ] ∋ A[ξ1]v1 6= 0,
so that A[D] fails (SC), which concludes the proof since dim span{ξ1, ξ2} = 2. 
We now turn to some examples, the first of which demonstrates that for operators
of order k ≥ 2, the implication of ellipticity and strong cancellation by C-ellipticity is
strict in general:
Example 3.4. Let k, n, N ≥ 2. The operator
A[D]u = Dk−1(∂1u1 + ∂2u2, ∂2u1 − ∂2u2, ∂iuj)i,j /∈{1,2}
defined for u : Rn → RN is elliptic, strongly cancelling, but not C-elliptic.
Proof. The fact that A[D] is elliptic, but not C-elliptic follows from [22, Coun-
terex. 3.4] and Proposition 3.2. To see that A[D] satisfies (SC), we write B = Dk−1.
It is obvious that B[D] has finite dimensional nullspace, so B[D] is C-elliptic by Propo-
sition 3.2. Furthermore, B[D] is strongly cancelling by Lemma 3.1. To conclude, let
H 6 Rn have dimH = 2. Then⋂
ξ∈H\{0}
imA[ξ] ⊂
⋂
ξ∈H\{0}
imB[ξ] = {0}.
The proof is complete. 
Finally, we directly demonstrate the condition of strong cancellation (and its fail-
ure) for by now well-understood differential operators, cf. [12, 48, 37].
Example 3.5 (The symmetric gradient). We here consider for n ≥ 2 the first order
differential operator
Eu := 12 (Du+Du
⊤), u : Rn → Rn,
where, in the situation of (1.4), V = Rn and W = Rn×nsym . The nullspace of E is given
by the rigid deformations R(Rn) := {x 7→ Ax + b : A ∈ Rn×nskew, b ∈ R
n}, and so
E is C-elliptic (see also [12, Ex. 2.2]). Hence, by Proposition 3.1, E is also strongly
cancelling.
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Example 3.6 (The trace-free symmetric gradient). We augment Example 3.5 by the
trace-free symmetric gradient operator, i.e.,
EDu := Eu− 1n div(u)En×n, u : R
n → Rn,
where En×n ∈ Rn×n denotes the (n× n)-unit matrix. In the framework of (1.4), we
have k = 1, V = Rn and W = Rn×nsym . If n ≥ 3, then the elements of its nullspace are
given by the conformal Killing vectors, cf. [40], which are a subspace of P2(Rn,Rn).
Hence ED has finite dimensional nullspace, thus is C-elliptic by Proposition 3.2 and
strongly cancelling by Proposition 3.1. If n = 2, cancellation and strong cancellation
coincide. On the other hand, by [22, Sec. 2.4, Ex. (a)], ED is not cancelling for n = 2,
and thus not strongly cancelling two dimensions.
4. Codimension s < 1: Proofs of Theorems 1.1 and 1.2
In this section, we give the proof of Theorems 1.1 and 1.2. For ease of exposition,
the sufficiency and necessity parts are separated and dealt with in Sections 4.1 and
4.2, respectively.
4.1. Sufficiency of ellipticity and cancellation. We now prove that elliptic and
cancelling operators satisfy multiplicative trace inequalities. Toward the proof of
Theorem 1.2, we require:
Proposition 4.1 ([48, Thm. 8.3]). Let n ≥ 1, k ≥ 1 and A[D] be an elliptic and
cancelling differential operator of the form (1.4). Then if s ∈ (k − n, k), 1 < p < ∞
and 1 6 q 6∞ are such that 1p −
s
n = 1−
k
n , then there exists a constant c > 0 such
that
‖u‖F˙sp,q(Rn,V ) 6 c‖A[D]u‖L
1(Rn,W ) for all u ∈ C
∞
c (R
n, V ).
The proof of (a) =⇒ (b) in Theorem 1.2 follows as a particular case of the following:
Proposition 4.2. Let A[D] as in (1.4) be elliptic and canceling, 1 6 l 6 min{n−1, k}
be an integer, 0 6 s < l, q = n−sn−l , and
s
l
n−l
n−s < θ 6 1. Then there exists a constant
c > 0 such that
‖Dk−lu‖Lq(dµ) 6 c‖µ‖
1/q
L1,n−s
‖Dk−lu‖1−θ
L
n
n−l (dLn)
‖Au‖θL1(dLn)
for all u ∈ C∞c (R
n, V ) and positive Radon measures µ.
Proof. Let s n−ln−s < α < θl. Using the semigroup property of Riesz potentials and
Adams’ trace theorem - cf. (1.2) or [3, Thm. 7.2.1] - we obtain
‖Dk−lu‖Lq(dµ) = ‖IαI−αD
k−lu‖Lq(dµ)
6 c‖µ‖
1/q
L1,n−s
‖I−αD
k−lu‖Lp(dL n),
(4.1)
where p = nn−l+α . This step requires the restriction s
n−l
n−s < α, since we must have
p < q. By the definition of the Riesz potentials and basic properties of the Fourier
transforms of derivatives we obtain the pointwise equality
‖I−αD
k−lu‖Lp(dLn) = c
∥∥F−1(|ξ|αuˆ(ξ)⊗ ξ⊗(k−l))∥∥
Lp(dLn)
6 c
∥∥F−1 (|ξ|k−l+αuˆ(ξ))∥∥
Lp(dLn)
= c‖I−(k−l+α)u‖Lp(dLn),
(4.2)
where the second line follows from the Ho¨rmander-Mihlin multiplier theorem, since
1 < p <∞ from the restrictions on α and the fact that
|ξ|αuˆ(ξ)⊗ ξ⊗(k−l) =
[
|ξ|k−l+αuˆ(ξ)
]
⊗
(
ξ
|ξ|
)⊗(k−l)
.
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The third line in (4.2) follows, again, by the definition of the Riesz potentials. By
the isomorphism between Riesz potential spaces and certain homogeneous Triebel-
Lizorkin spaces (see Lemma 2.2), we can further estimate
‖I−(k−l+α)u‖Lp(dLn) 6 c‖u‖F˙k−l+αp,2 (Rn)
6 c‖u‖1−θ
F˙k−ln
n−l
,2
(Rn)
‖u‖θ
F˙k−l+γn
n−l+γ
,2
(Rn)
,
(4.3)
where the second inequality follows with γ = αθ ∈ (0, l) by interpolation of homoge-
neous Triebel-Lizorkin spaces (see Lemma 2.3). We proceed to estimate each term
arising from (4.3). Firstly, using Lemma 2.2, we have that
‖u‖F˙k−ln
n−l
,2
6 c‖Dk−lu‖
L
n
n−l (dLn)
.(4.4)
Finally, by Proposition 4.1, we have that
‖u‖F˙k−l+γn
n−l+γ
,2
(Rn) 6 c‖A[D]u‖L1(dLn),(4.5)
which is compatible with the restriction 0 < γ < l.
The proof is then concluded by concatenating the estimates (4.1), (4.2), (4.3),
(4.4), and (4.5) in their order of appearance. 
Note that, if the codimension equals s = l when q = 1, then the method breaks
down, e.g., since we require 1 = sl
n−l
n−s < θ 6 1. This is no coincidence, as can be seen
from Section 5. Somewhat surprisingly, the only instance in which we can deal with
the critical codimension case s = l of Proposition 4.2 is the limiting case l = n:
Remark 4.3. Let A[D] be a k-th order elliptic and canceling operator on Rn, with
k ≥ n. By the main results of the second author’s recent work with Skorobogatova
[38], we have that for any u ∈ BVA(Rn), we have that Dk−nu is continuous, vanishing
at infinity. Here we recall that BVA(Rn) is the space of functions u ∈Wk−1,1(Rn, V )
such that A[D]u ∈ M (Rn,W ). Moreover, for any finite measure µ ∈ M (Rn) and any
u ∈ BVA(Rn), we have that the pairing 〈µ, |Dk−nu|〉 is well-defined and the estimate
‖Dk−nu‖L1(dµ) 6 |µ|(R
n)‖Dk−nu‖L∞(Rn) 6 c‖µ‖L1,0 |A[D]u|(R
n),
which seems to be a suitable, more general version of the estimate of Proposition 4.2
in the limiting case s = l = n. The convention we make is q = 00 = 1, which
is consistent with the correct parameters for the case s = l < n. Also, it is not
reasonable to expect a multiplicative inequality arising from interpolation in this case
since Ws,n/s(Rn) →֒ C0(Rn) only if s = n.
4.2. Necessity of ellipticity and cancellation. We first construct special regular
sets of fractional dimension, which we will use as special choices of Σ in the proof of
necessity.
Lemma 4.4. Let d ≥ 1 and α ∈ (0, d]. Moreover, let C ⊂ Rd be a double cone in the
sense of Section 2.1, having apex at 0. Then there exists a subset Σ ⊂ C∩B(0, 1) and
constants 0 < m 6M <∞ such that for all 0 6 r 6 1 there holds
mrα 6 H α(B(0, r) ∩ Σ) 6Mrα.
Proof. We recall from [26] that there exists a set S ⊂ Rd and constants 0 < λ 6 Λ <
∞ such that
λ 6 lim inf
rց0
H α(B(x, r) ∩ S)
rα
6 lim sup
rց0
H α(B(x, r) ∩ S)
rα
6 Λ
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Figure 2. The geometrical situation in the proof of Lemma 4.4.
holds for all x ∈ S. Since the Hausdorff measure is translation invariant, we can
assume that 0 ∈ S, so that there exists ε > 0 such that
λ
2
rα 6 H α(B(0, r) ∩ S) 6 2Λrα for all 0 6 r 6 ε.(4.6)
Applying a dilation by ε−1 if necessary, we can assume that ε = 1 (the fact that
uniformly dilating by ε−1 changes H α-measure by a factor of ε−α follows from the
definition).
In particular, the problem is solved if d = 1, since in that case C∩B(0, 1) = (−1, 1).
If d ≥ 2, note that it suffices to solve the problem for d− 1 < α 6 d, otherwise we
apply the following construction in a hyperplane of dimension ⌈α⌉.
Write now explicitly C = RS, where S is a spherical cap in Sn−1. Say that the
unit vector e ∈ Rn is the centre of the sperical cap S. Let θ ∈ (0, π/2) be the angle e
makes with ∂C. Since we chose α > d−1, (4.6) holds with S replaced by S \e⊥. Write
now H+ for the open half-space bounded by e⊥ that contains S and let C+ = H+∩C.
This geometrical situation is displayed in Figure 2.
We will now define a bi-Lipschitz map L+ between H+ and C+ as follows: Let
x ∈ H+, so that x ∈ |x|Sn−1. Consider the arc of angle θx in |x|Sn−1 defined by
0, x, |x|e. In this arc, there is a unique point y (in |x|S) such that the angle defined
by 0, y, |x|e equals θy = 2θxθ/π. Define L+(x) = y, so that the inverse of L+ is given
by θx = πθy/(2θ).
It is then clear by definition of H α-measure that
H
α
(
L+(S ∩H+) ∩B(0, r)
)
∼ H α
(
(S ∩H+) ∩B(0, r)
)
,(4.7)
for 0 6 r 6 1, with constants given by the Lipschitz constants of L+ and its inverse.
One then defines L−(x) = QL(Qx) for x ∈ H− = −H+, where Q is the reflection
in e⊥. Finally, we have that Σ = L+(S ∩H+)∪L−(S∩H−) satisfies the assumptions
of the Lemma: By (4.6) and (4.7) we have that
H
α (Σ ∩B(0, r)) ∼ H α
(
S \ e⊥ ∩B(0, r)
)
∼ rα,
with implicit constants m, M depending on λ, Λ, the Lipschitz constants of L+ and
its inverse, and ε. The proof is complete. 
We next show that on the set Σ thus constructed, non-zero continuous (−α)-
homogeneous functions are not H α-integrable.
Lemma 4.5. Let Σ be as given by Lemma 4.4. Thenˆ
Σ
|x|−α dH α(x) =∞.
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Proof. Suppose that | · |α Σ is H α-integrable. Then
ˆ
Σ∩B(0,r)
|x|α dH α(x)→ 0(4.8)
by the dominated convergence theorem. However, by Lemma 4.4, we have that the
left hand side of (4.8) is bounded from below by m > 0. 
Proof of (b) =⇒ (a) in Theorem 1.2. We set θ = 1 in (b).
Necessity of ellipticity. We initially cover the first order case k = 1. Assume that
the estimate holds and A[D] is not elliptic. Without loss of generality, we can write
that there exists 0 6= v ∈ V such that A[en]v = 0, where (ej) is an orthonormal basis
of Rn. We let f(t) = |t|−β for t ∈ R and β = (1−s)(n−1)n−s , so that f ∈ L
1
loc(R). We
then define uf (x) = f(x · en)v for x ∈ Rn, such that A[D]uf = 0 in D ′(Rn, V ). To
see that uf ∈ L
1
loc, we write x = (x
′, xn) with respect to the basis (ej)
n
j=1 and obtain
ˆ
(−R,R)n
|uf | dL
n =
ˆ
(−R,R)n−1
ˆ R
−R
f(xn)|v| dxn dx
′
= |v|(2R)n−1
ˆ R
−R
f(t) dt <∞.
It thus follows by the Leibniz rule that u˜f = ρuf for ρ ∈ C
∞
c (R
n) satisfies A[D]u˜f ∈
L1(Rn,W ), so the right hand side of the assumed estimate is finite.
To proceed, we let S ⊂ R be as in Lemma 4.4 with d = 1 and α = 1−s and suppose
that ρ as above satisfies ρ = 1 in [0, 1]n. Then, with q = n−sn−1 and Σ = [0, 1]
n−1 × S,
ˆ
Σ
|u˜f |
q dH n−s ≥
ˆ
(0,1)n−1
ˆ
S
f(xn)
q|v|q dH α(xn) dx
′ = |v|q
ˆ
S
|t|−α dH α(t).
To see that the last integral is infinite, one employs Lemma 4.5. To obtain a contra-
diction from the precise form of (b), we note that the mollifications ρε ∗ u˜f converge
to u˜f at all Lebesgue points of u˜f . Hence, should (b) hold, we obtain by Fatou’s
lemma the contradictoryˆ
Σ
|u˜f |
q dH n−s 6 lim inf
εց0
ˆ
Σ
|ρε ∗ u˜f |
q dH n−s
6 c‖µ‖
n−1
n−s
L1,n−s(Rn)
lim inf
εց0
‖A[D](ρε ∗ u˜f)‖L1(Rn,W )
= c‖µ‖
n−1
n−s
L1,n−s(Rn)
‖A[D](u˜f)‖L1(Rn,W ),
(4.9)
so that (b) cannot hold indeed.
We next assume that the order k of A[D] is arbitrary and keep all relevant no-
tation from the k = 1 step. We now let g(t) = |t|k−1−β for t ∈ R, which is clearly
locally integrable, and let ug(x) = g(xn)v for x ∈ Rn, so that ug ∈ L
1
loc(R
n, V ), and,
moreover, A[D]ug = 0 in the sense of distributions. We also define
u˜g = ρug,(4.10)
so that u˜g = ug in (0, 1)
n. We next claim that A[D]u˜g ∈ L
1(Rn,W ), which is
slightly more involved than in the first order case. We first note that Dk−1ug ∈
L1loc(R
n, V ⊙k−1 Rn) by computing
Dk−1ug(x) =
dk−1g
dtk−1
(xn)v ⊗
k−1 en =
(sgn(xn))
k−1
(k − 1)!
f(xn)v ⊗
k−1 en
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and arguing as for the local integrability of uf . By the Deny-Lyons Lemma [19], we
have that Djug is locally integrable for 0 6 j 6 k − 1. We then write
A[D]u˜g =
k−1∑
j=0
Bj [D
ju,Dk−jρ],
where Bj are bilinear pairings depending on A[D] only. Since ρ is smooth with
compact support, it immediately follows that A[D]u˜g ∈ M (Rn,W ). With α = 1− s,ˆ
Σ
|Dk−1u˜g|
q dH n−s =
(
|v ⊗k−1 en|
(k − 1)!
)q ˆ
S
f(t) dH α(t) =∞,
which concludes the proof of necessity of ellipticity upon performing a mollification
argument analogous to (4.9).
Necessity of cancellation. Suppose that A[D] is elliptic and non-cancelling. By [36,
Lem. 2.5], there exists a map u ∈ C∞(Rn\{0}, V )∩L1loc(R
n, V ) such that A[D]u = δ0w
for some 0 6= w ∈W and Dk−1u is homogeneous of degree 1−n. Since w 6= 0, Dk−1u
must be non-zero at a point x0 ∈ Sn−1. By continuity, Dk−1u must be bounded away
from 0 in a relatively open spherical neighbourhoodN of x0 in Sn−1. By homogeneity,
this implies, for some c > 0, the bound
|Dk−1u(x)|
n−s
n−1 ≥ c|x|s−n for all x ∈ C,
where C is the open double cone R∗N .
Let Σ ⊂ C be as in Lemma 4.4. Lemma 4.5 implies that Dk−1u is not L
n−s
n−1 -
integrable with respect to µ = H n−s Σ ∈ L1,n−s. This contradicts the assumed
inequality and concludes the proof of this case, as the measure A[D]u is clearly
bounded. 
This completes the proof of necessity of ellipticity and cancellation for the trace
inequality in Theorem 1.2. Together with the sufficiency proof in Section 4.1, we have
completed the proof of Theorem 1.2.
5. Codimension s = 1: Proof of Theorem 1.4
In the case of critical codimension s = 1, there is little hope so far to identify the
k-th order operators A[D] for which inequalities
‖Dk−1u‖L1(dµ) 6 c‖µ‖L1,n−1‖A[D]u‖L1(dL n) for u ∈ C
∞
c (R
n, V )
hold. We thus restrict our attention to the purely (n− 1)-dimensional case, by which
we mean µ = H n−1 Σ for Σ 6 Rn with dimΣ = n− 1 (of course, if this is achieved,
one likely can use the ideas to tackle the case µ = (fH n−1 S) for countably (n−1)-
rectifiable S ⊂ Rn and f ∈ L∞(S; dH n−1)). Even with this restriction, the problem
seems extremely challenging: In Section 5.1 we give a necessary condition (strong
cancellation); in Section 5.2 we give a sufficient condition (C-ellipticity); finally, in
Section 5.3, we conclude the solution of the purely (n− 1)-dimensional case for first
order operators, k = 1 (see Theorem 1.4).
5.1. Proof of Proposition 1.3. In view of Proposition 1.3, we first record the next
Lemma 5.1. Let A[D] as in (1.4) be elliptic, 2 6 d 6 n be an integer, and H 6 Rn
be a d-dimensional subspace of Rn. Suppose that w ∈ imA[ξ] for all ξ ∈ H \ {0}.
Then there exists a map u ∈ C∞(Rn \ H⊥, V ) and a (1 − d)-homogeneous map
F ∈ C∞(H \ {0}, V ⊙k−1 Rn) such that
A[D]u =
(
H
n−d H⊥
)
w and Dk−1u(g + h) = F (h)
for all h ∈ H, g ∈ H⊥.
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Proof. We define, for h ∈ H , g ∈ H⊥
u(h+ g) = F−1
[(
H
d H
)
A†[·]w
]
(g + h)
= cn
ˆ
Rn
ei(g+h)·ξA†[ξ]w d(H d H)(ξ)
= cn
ˆ
H
eih·ξA†[ξ]w dH d(ξ)
= F−1H (A
†[·]w)(h),
where A†[ξ] = (A∗[ξ]A[ξ])−1A∗[ξ] for ξ 6= 0 and the right-hand side is a tempered
distribution in C∞(H⊥ \ {0}, V ) by the proof of [11, Lem. 2.1]. More precisely, A[·]w
is a homogeneous distribution in Rn \ {0}, which can be extended to a tempered
distribution (see, e.g., [25, Ch. 3, Ch. 7] for the general theory revolving around these
facts). Using similar ideas, we can extrapolate that
Dk−1u(h+ g) = F−1H (ξ 7→ A
†[ξ]w ⊗ ξ⊗(k−1))(h) =: F (h),
where F has the required regularity and we can further use [11, Lem. 2.1] to see that
F is (1− d)-homogeneous.
To complete the proof, note that
û(ξ) = (H d H)A†[ξ]w
Â[D]u(ξ) = (H d H)A[ξ]A†[ξ]w.
By recalling that A[ξ]A†[ξ] is the orthogonal projection onto imA[ξ], the conclusion
follows. 
We can now conclude the:
Proof of Proposition 1.3. To prove ellipticity of A[D], one can choose g(t) = |t|k−
3
2
in the proof of Theorem 1.2 and define u˜g in the same manner, cf. (4.10). It is then
clear that Dk−1u˜g admits no trace on Σ = e
⊥
n .
If A[D] is elliptic, we assume that the embedding holds and that (SC) fails for some
2-dimensional subspace H 6 Rn and 0 6= w ∈ imA[ξ] for all ξ ∈ H \ {0}. We let u be
as in Lemma 5.1 with d = 2. Then
Dk−1u(h+ g) = F (h) = Dk−1F−1H (A
†[·]w)(h) for h ∈ H, g ∈ H⊥
is (−1)-homogenous and smooth in H \ {0}. Note that if F ≡ 0, then wδ0 = A[D]u =
0, so that there exists η ∈ Sn−1 ∩H such that F (η) 6= 0. By continuity of F on Sn−1
and homogeneity, we can assume that η 6= ±ν.
Up to a change of coordinate, we can assume that ν = e1 and η = e2. Let Q be
the unit cube in these coordinates. For a function ρ ∈ C∞c (R
n) so that ρ = 1 in Q,
we have by the argument in the proof of Theorem 1.2 that ρu is admissible for the
estimate with |A[D](ρu)|(Rn) <∞. We then have
ˆ
Q∩Σ
|Dk−1u| dH n−1 =
ˆ 1
0
ˆ
Q∩H⊥
|F (te2)| dH
n−2 dt = |F (e2)|
ˆ 1
0
dt
t
=∞,
which concludes the proof. 
5.2. Exterior traces. We next turn to the equivalence between (c) and (d) in The-
orem 1.4, which we prove for operators of arbitrary order:
Theorem 5.2. Let A[D] be an operator as in (1.4). Then the following are equivalent:
(a) A[D] is C-elliptic.
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(b) For every (n−1)-dimensional hyperplane Σ ⊂ Rn there exists a constant c > 0
such that for all u ∈ C∞c (R
n, V ) there holds
‖Dk−1u‖L1(Σ;dH n−1) 6 c‖A[D]u‖L1(Σ+;dLn).
Here Σ+ is a half-space with boundary Σ.
Theorem 5.2 generalises the first order case as obtained by Breit, Diening and
the first author [12, Thm. 1.1] in a natural way. The method of proof then is cen-
tered around extending a given function u from Σ+ to the entire Rn and carefully
employing L1(Σ)-Cauchy estimates for a suitable replacement of u close to Σ. This
replacement in turn is obtained by locally projecting u onto ker(A[D]) on cubes close
to Σ. At this stage, it is crucial to remark that C-ellipticity is equivalent to A[D]
having finite dimensional nullspace (in D ′(Rn, V )) and consisting of polynomials of a
bounded degree (see Proposition 3.2). Roughly speaking, since such polynomials form
a finite dimensional vector space, we are thus in position to utilise inverse estimates.
These finally lead to the desired L1(Σ)-Cauchy property of the replacement sequence
and hereafter the summability of the traces of Dk−1u along Σ. Because the second
part of Theorem 5.2 follows almost trivially from the first part, we can assert that C-
ellipticity is equivalent to boundary estimates, and moreover is sufficient for interior
estimates.
In general, it is to be expected that boundary estimates are harder to obtain than
interior estimates. In fact, in the former case A[D] only provides control on u from
the interior of Σ+, and so sequences of admissible maps might develop singularities
along Σ. However, in the latter, interior trace case, A[D] provides control on u on
both sides of Σ. Hence, we expect that interior trace should be obtained under weaker
conditions than boundary traces (see Proposition 1.3).
Proof of Theorem 5.2. Assume that A[D] is C-elliptic. The trace inequality follows
by an extension of the ideas in [12], coupled with the Poincare´-type inequality [22,
Prop. 4.2]. The presentation here is very streamlined and we refer the reader to [12,
Sec. 3-4] and [22, Sec. 4] for more detail, particularly, the introduction of basic tools
used in the following arguments.
As shall be clear from the proof below, there is no loss of generality in assuming
that Σ = Rn−1×{0}. We will use a coordinate notation x = (x′, xn), with x′ ∈ Rn−1,
xn ∈ R. By a standard scaling argument, it suffices to prove thatˆ
Rn−1
|Dk−1u| dx′ 6 c
ˆ
Rn+
|A[D]u| dx for all u ∈ C∞c (Q, V ),
where Q = (−1, 1)n denotes the unit cube and Rn+ = {xn > 0}. We will write
en = (0, 1) for the unit normal to Σ.
We now set the geometric scene: For j = 1, 2, . . ., we write Sj for the strip {2−j 6
xn 6 2
−(j−1)}. We cover Sj ∩Q with a collection of dyadic closed cubes {Sji }
2j(n−1)
i=1
of sidelength 2−j which have faces parallel to Q and only intersect at faces. We write
Qji for the open cubes that are obtained as follows: Translate S
j
i by −
3
2 · 2
−jen - so
that its center lies on the hyperplane Σ - and dilate the interior of the resulting cube
by a factor of 87 . In particular, the union Q
j =
⋃
iQ
j
i covers Σ∩Q and the rectangle
Rj = {x ∈ Q : − 2−(j+1) 6 xn 6 2−(j+1)}.
For each j ≥ 1 we define partitions of unity {ϕji}i associated with {Q
j
i}i which
satisfy
∑
i ϕ
j
i = 1 in R
j and |Dlϕji | 6 c2
jl for l = 0, 1, . . . k. To localise near Σ, we
will use functions ρj ∈ C
∞(Rn) such that ρj = 1 in Qj, ρj(x) = 0 if xn ≥ 2−j, and
|Dlρj | 6 c2jl for l ∈ {0, 1, . . . , k}, c > 0 being a universal constant.
Let πC : L
2(C) → ker(A[D]) denote the L2-orthogonal projection onto ker(A[D]),
where C ⊂ Rn is a non-degenerate cube. Then we record in advance from [22,
18 F. GMEINEDER, B. RAIT¸A˘, AND J. VAN SCHAFTINGEN
Prop. 4.2] that there exists a constant c > 0 independent of u such that
k∑
l=1
‖Dl(u − πcu)‖L1(C,V⊙lRn)
ℓ(C)k−l
6 c‖A[D]u‖L1(Rn,W ),(5.1)
where ℓ(C) is the sidelength of C. For the following, we abbreviate πji = πSji
. Before
we proceed, let us note that building on (5.1) and the finite dimensional nullspace of
A[D], it was established in [22, Lem. 4.4] that there exists a constant c = c(A) > 0
such that if Qji and Q
j+1
m have non-empty intersection, then there holds
‖Dl(πji u− π
j+1
m u)‖L1(Sji )
6 cℓ(Qji )
k−l‖A[D]u‖L1(N (Qji ))
.(5.2)
Here, N (Qji ) denotes the collection of all neighbouring cubes of Q
j
i , i.e., all cubes
Qji′ which have non-empty intersection with Q
j
i . By construction, for each Q
j
i the
number of cubes contained in N (Qji ) is bounded by n only.
We then consider the trace approximation operator
Tju = ρj
∑
i
ϕjiπ
j
i u+ (1− ρj)u.
As in [12, Sec. 4], we expect that Tju → u is in several topologies, for which it is
easier to first show that (Tju)j is Cauchy in L
1(Σ). To this end, we record that
Tj+1u− Tju = (ρj − ρj+1)
(
u−
∑
i
ϕjiπ
j
i u
)
+ ρj+1
(∑
m
ϕj+1m π
j+1
m u−
∑
i
ϕjiπ
j
i u
)
= (ρj − ρj+1)
∑
i
ϕji (u− π
j
i u) + ρj+1
∑
i,m
ϕj+1m ϕ
j
i (π
j+1
m u− π
j
i u)
 ,
where in the second equality we used the summability to 1 on Rj+1 ⊂ Rj of both
partitions of unity. We will use this identity near Σ, where ρj = 1 = ρj+1, so the first
term vanishes.
The proof of the trace inequality is divided in a few steps:
Step 1. We show that (Dk−1Tju)j is Cauchy in L
1(Σ). We note that in Qj+1 we
have that
T = Dk−1(Tj+1u− Tju) =
∑
i,m
Dk−1[ϕj+1m ϕ
j
i (π
j+1
m u− π
j
i u)]
=
∑
i,m
k−1∑
l=0
Bl[D
k−l(ϕj+1m ϕ
j
i );D
l(πj+1m u− π
j
i u)],
where Bl[ · ; · ] are bilinear pairings given by the Leibniz rule that depend only on
A[D]. We record that ‖Dk−l(ϕj+1m ϕ
j
i )‖L∞ 6 c2
j(k−l), a fact which also follows from
the Leibniz rule. We then estimate
‖T‖L1(Σ) 6 c
∑
i,m : Qji∩Q
j+1
m 6=∅
k−1∑
l=0
2j(k−l−1)‖Dl(πj+1m u− π
j
i u)‖L1(Σ∩Qji )
6 c
∑
i,m : Qji∩Q
j+1
m 6=∅
k−1∑
l=0
2j(k−l−n)‖Dl(πj+1m u− π
j
i u)‖L∞(Σ∩Qji )
6 c
∑
i,m : Qji∩Q
j+1
m 6=∅
k−1∑
l=0
2j(k−l−n)‖Dl(πj+1m u− π
j
i u)‖L∞(Σ¯+∩Qji )
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6 c
∑
i,m : Qji∩Q
j+1
m 6=∅
k−1∑
l=0
2j(k−l)‖Dl(πj+1m u− π
j
i u)‖L1(Σ+∩Qji )
6 c
∑
i,m : Qji∩Q
j+1
m 6=∅
k−1∑
l=0
2j(k−l)‖Dl(πj+1m u− π
j
i u)‖L1(Sji )
6 c‖A[D]u‖L1(Sj).
For the fourth inequality, we used equivalence of all norms on finite dimensional spaces
of fixed dimension together with the suitable scaling, whereas in the last inequality
we utilised the chain control lemma from [22, Lem. 4.4]. We then have that
‖Dk−1(Tj+su− Tju)‖L1(Σ) 6 ‖A[D]u‖L1({2−j−s6xn62−j}).
Since A[D]u ∈ C∞c (Q,W ), the claim of Step 1 follows.
Step 2. We show that Dk−1Tju → Dk−1u in L
1(Σ). We have that (Dk−1Tju)j
converges in L1(Σ), but it is not yet clear that the limit is Dk−1u ↾Σ. To prove that
this is the case, we will show that Dk−1Tju→ u uniformly in Σ¯+. We write
Dk−1(u− Tju) =
∑
i
Dk−1
[
(ρjϕ
j
i )(u− π
j
i u)
]
.
By local finiteness of the cover {Qji}i and |D
l(ρjϕ
i
j)| 6 c2
jl, we have that
‖Dk−1(u − Tju)‖L∞(Σ+) 6 cmax
i
∥∥∥Dk−1 [(ρjϕji )(u− πji u)]∥∥∥
L∞(Qji )
6 cmax
i
k−1∑
l=0
2j(k−l−1)‖Dl(u− πji u)‖L∞(Qji )
6 cmax
i
k−1∑
l=0
2j(k−l−1)
(
‖Dl(u − πQji
u)‖L∞(Qji )
+‖Dl(πQji
u− πSji
)‖L∞(Qji )
)
6 c2−jmax
i
‖A[D]u‖L∞(Qji )
6 c2−j‖A[D]u‖L∞(Σ+) → 0,
which completes the proof of Step 2. In the fourth inequality we used [22, Prop. 4.2]
and [22, Lem. 4.4].
Step 3. It remains to prove the trace inequality. In view of Step 2, we have that
Dk−1u|Σ = L
1(Σ)- lim
s→∞
s∑
j=2
Dk−1(Tj+1u− Tju),
so that, by the inequality of Step 1, we have
‖Dk−1u‖L1(Σ) 6
∑
j≥2
‖Dk−1(Tj+1u− Tju)‖L1(Σ)
6
∑
j≥2
‖A[D]u‖L1(Sj) = c‖A[D]u‖L1(Σ+),
which completes the proof of sufficiency of C-ellipticity for the trace inequality.
To complete the proof of the theorem, it remains to prove necessity of C-ellipticity.
Necessity of ellipticity follows by a repetition of the arguments in the proof of necessity
of ellipticity for Proposition 1.3. Assume now that A[D] is not C-elliptic, so that there
exist non-zero η, ν ∈ Rn and v ∈ V + iV such that A[η + i ν]v = 0. There is no loss
of generality in choosing Σ+ = {x ∈ Rn : x · ν > 0}. We choose a holomorphic branch
of log : C \ i(−∞, 0] → C and let fε to be such that f
(k−1)
ε (z) = (z + ε i)−1, so f
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is holomorphic in C \ i(−∞,−ε]. Such a map exists by standard results of complex
analysis. Define
uε(x) = fε(x · η + ix · ν)v,
so that uε is smooth in the region where f is defined. Though uε is complex-valued,
which we do not per se allow for, the following argument also holds for whichever of
ℜuε and ℑuε satisfies the final estimate (one of them must).
We note that A[D]u(x) = 0 for x · ν > −ε by the proof of [22, Prop. 3.1]. Let
ρε ∈ C
∞
c ({x ·ν > −ε}) be such that ρε = 1 in B1(0)∩Σ
+, ρε = 0 outside B2(0)∩Σ+,
and |Dlρ| 6 c for l = 0, . . . k. One the easily checks that ρεuε ∈ C
∞
c (R
n, V ) and
‖A[D](ρεuε)‖L1(Σ+) 6 c. Again by the proof of [22, Prop. 3.1], we have that
Dk−1uε(x) = f
(k−1)
ε (x · ξ)v ⊗ ξ
⊗(k−1) for x ∈ Σ+,
where ξ = η + i ν. To check the failure of the estimate, one explicitly computes the
limit limε↓0 ‖Dk−1(ρεuε)‖L1(Σ∩B1(0)) =∞. 
5.3. Proof of Theorem 1.4. We can now collect the results proved so far in this
Section to obtain our main result in the case of critical codimension s = 1:
Proof of Theorem 1.4. We have that (a) implies (b) from Proposition 1.3. The fact
that (b) implies (d) follows from Lemma 3.3. By Theorem 5.2, we have that (d)
is equivalent to (c). Finally, it is trivial to see that (c) implies (a). The proof is
complete. 
To sum up what we covered in this section, we proved that for a trace inequal-
ity on hyperplanes the strong cancellation condition is necessary and C-ellipticity is
sufficient. In particular, for first order operators, the two notions are equivalent due
to the linearity of the symbol map A[·], hence the problem is solved. However, in
general, C-ellipticity is strictly stronger than ellipticity and strong cancellation, cf.
Example 3.4. This motivates the following:
Open Problem 5.3. Let A[D] be elliptic and strongly cancelling, of order k. Is it the
case that for (n− 1)-dimensional hyperplanes Σ 6 Rn and u ∈ C∞c (R
n, V ) we have
‖Dk−1u‖L1(Σ;dH n−1) 6 c‖A[D]u‖L1(Rn;dLn)?
6. Function Space Implications
In this final section we aim at translating the foregoing results into the language
of trace operators on function spaces, and particularly establish Theorem 1.5. As
specific novelties, implications for well-established function spaces such as BV and
BD shall be given in Section 6.4.
6.1. Function spaces. To set up the required framework, let A[D] be of the form
(1.4) with k = 1. Following [12, 22], we introduce for open sets Ω ⊂ Rn the function
spaces
WA,p(Ω) :=
{
u ∈ Lp(Ω, V ) : A[D]u ∈ Lp(Ω,W )
}
,
BVA(Ω) :=
{
u ∈ L1(Ω, V ) : A[D]u ∈ M (Ω,W )
}
where 1 6 p < ∞. The norm on WA,p(Ω) is canonically given by ‖u‖WA,p(Ω) :=
(‖u‖pLp(Ω,V ) + ‖A[D]u‖
p
Lp(Ω,W ))
1/p, whereas ‖u‖BVA(Ω) := ‖u‖L1(Ω,V ) + |A[D]u|(Ω) is
the norm on BVA(Ω) with |A[D]u|(Ω) denoting the total variation of the W -valued
measure A[D]u.
As in the BV-case, the norm topology on BVA is much too strong for many ap-
plications; so, for instance, elements in BVA(Ω) cannot be approximated by maps
in C∞(Ω, V ) ∩ BVA(Ω) in the norm topology. Following [4] in the BV-case, we
LIMITING TRACE INEQUALITIES FOR DIFFERENTIAL OPERATORS 21
say that a sequence (uj) ⊂ BV
A(Ω) converges to u ∈ BVA(Ω) in the weak*-sense
provided uj → u in L
1(Ω, V ) and A[D]uj
∗
⇀ A[D]u in M (Ω,W ). We moreover
say that uj → u strictly (or A-strictly) in BV
A(Ω) provided that, in addition,
|A[D]uj |(Ω) → |A[D]u|(Ω) as j → ∞. Let us note that if uj → u A-strictly, then
Auj → Au strictly in the sense of finite, W -valued Radon measures on Ω. By routine
means (also see [12, Thm. 2.8]), we obtain that for all u ∈ BVA(Rn) there holds
ρε ∗ u→ u A-strictly in BV
A(Rn) as εց 0,(6.1)
where ρ ∈ C∞c (B(0, 1), [0, 1]) is a radially symmetric mollifier with ‖ρ‖L1(Rn) = 1 and
ρε(x) := ε
−nρ(xε ) its ε-rescaled variant.
6.2. Trace embeddings for maps of bounded A-variation. Let n ≥ 2. Our first
concern in this section is to establish that, for elliptic and cancelling operators A[D] of
the form (1.4) and measures µ ∈ L1,n−s(Rn) with 0 6 s < 1, µ-traces can be assigned
to Dk−1u for all u ∈ BVA(Rn). For this purpose, it suffices to suppose that A[D] is a
first order operator and to consequently establish the relevant assertions on µ-traces
for u, and we shall do so in the sequel. The situation for WA,p(Rn) is considerably
easier, and we record it here for completeness:
Lemma 6.1. Let A[D] be a first order elliptic operator of the form (1.4), and let
1 < p < n, 0 6 s < p. Then there exists a norm-continuous linear trace operator
Trµ : W
A,p(Rn) → Lq(Rn, V ; dµ), where q = pn−sn−p . In particular, Trµ(ϕ) = ϕ|spt(µ)
for all ϕ ∈WA,p(Rn) ∩ C(Rn, V ).
Proof. Let A[D] be elliptic. From the proof of Lemma 5.1, we recall the nota-
tion A†[ξ] := (A∗[ξ]A[ξ])−1A∗[ξ] ∈ Lin(W,V ) for ξ ∈ Rn \ {0}. We note that
for each α ∈ Nn0 with |α| = 1, the map mA,α : ξ 7→ ξ
αA†[ξ] is homogeneous of
degree zero and belongs to C∞(Rn \ {0},Lin(W,V )). Hence, by the Ho¨rmander-
Mihlin multiplier theorem, the corresponding Fourier multiplication operator ϕ 7→
F−1(mA(ξ)(Fϕ)(ξ)), originally defined for ϕ ∈ C
∞
c (R
n,W ), extends to a bounded
linear operator MA,α : L
p(Rn,W )→ Lp(Rn, V ). Since MA,α(A[D]u) = c∂αu for some
c ∈ C and all u ∈ C∞c (R
n, V ), we conclude by a routine approximation argument
that WA,p(Rn) ≃ W1,p(Rn, V ). From here, the conclusion of the theorem, which is
well-known for Sobolev spaces W1,p(Rn), is complete. 
As for the critical codimension case s = p ∈ (1, n), we may utilise the recent result
of Korobkov andKristensen [30], which states that W1,(p,1)(Rn, V ) →֒ Lp(dµ) for
µ ∈ L1,n−p(Rn). The norm continuity of the embedding WA,(p,1)(Rn) →֒ Lp(dµ) with
the corresponding A-Sobolev-Lorentz space WA,(p,1) then follows by boundedness of
singular integrals on Lorentz spaces (see, e.g., [20, Thm. 3.14]). However, in our study
of the limit case s = p = 1 of (1.5), the Lorentz refinement is implicit as L(1,1) ≃ L1.
In the BV-case, cf. Ziemer [49, Thm. 5.13.1], the matter of assigning traces to
u on lower dimensional subsets is essentially reduced to the coarea formula for BV-
functions. The lack of a suitable version of the coarea formula in the A[D]-framework
forces us to argue differently:
Proposition 6.2. Let A[D] be a first order, elliptic and cancelling operator of the
form (1.4) and let 0 6 s < 1. Then, for any µ ∈ L1,n−s(Rn), there exists a bounded
linear trace operator
Trµ : BV
A(Rn)→ L
n−s
n−1 (Rn; dµ).(6.2)
In particular, Trµ(ϕ) = ϕ|spt(µ) for all u ∈ BV
A(Rn) ∩ C(Rn, V ).
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Proof. Let n ≥ 2 be fixed and suppose that 0 < s < 1; for s = 0 the claim is trivial.
Given 0 < θ < 1, we have BVA →֒ Wθ,p(θ)(Rn, V ) for p(θ) = nn−1+θ . In fact, given
u ∈ BVA(Rn), pick (uj) ⊂ C
∞
c (R
n, V ) such that uj → u A-strictly in BV
A(Rn). For
a non-relabeled subsequence, we then obtain uj → u L n-a.e., and thus by Fatou’s
lemma ,
[u]Wθ,p(θ)(Rn,V ) 6 lim inf
j→∞
[uj]Wθ,p(θ)(Rn,V ) 6 lim inf
j→∞
‖A[D]uj‖L1(Rn,W ) = |A[D]u|(R
n).
At this stage, we choose s < θ < 1. Then by Lemma 2.4, for every ϕ ∈Wθ,p(θ)(Rn, V )
µ-a.e. x ∈ Rn is a Lebesgue point for u. We then define
Trµ(u)(x) := u
∗(x) for µ-a.e. x ∈ Rn,
where u∗ denotes the precise representative of u as usual. Now let uε := ρε ∗ u. Then
uε(x)→ u∗(x) as εց 0 for all Lebesgue points x of u. In consequence, we obtain by
Fatou’s lemma
‖Trµ u‖
L
n−s
n−1 (Rn;dµ)
= ‖u∗‖
L
n−s
n−1 (Rn;dµ)
6 lim inf
εց0
‖uε‖
L
n−s
n−1 (Rn;dµ)
6 c lim inf
εց0
‖µ‖
n−1
n−s
L1,n−s(Rn)
‖A[D]uε‖L1(Rn,W ) 6 c‖µ‖
n−1
n−s
L1,n−s(Rn)
|A[D]u|(Rn).
The proof is complete. 
Remark 6.3 (Homogeneous spaces). By an inexpensive modification of Lemma 6.1 or
Proposition 6.2, it is possible to set up an analogous trace theory for the correspond-
ing homogeneous spaces ; here we confine to p = 1. Namely, letting ‖v‖W˙A,1(Rn) :=
‖A[D]v‖L1(Rn,W ) for v ∈ C
∞
c (R
n, V ), we define W˙A,1(Rn) to be the closure of the space
C∞c (R
n, V ) for this norm. In consequence, letting µ be as in Proposition 6.2, we obtain
the existence of a norm continuous trace operator Trµ : W˙
A,1(Rn)→ L
n−s
n−1 (Rn, V ; dµ)
provided A[D] is elliptic and cancelling. A similar result holds for B˙VA(Rn), which we
define here as those u ∈ L
n
n−1 (Rn, V ) for which A[D]u ∈ M (Rn,W ), being normed
by ‖u‖B˙VA(Rn) := |A[D]u|(R
n).
The preceding Proposition 6.2 does not remain valid for codimensions s = 1, the
reason essentially being the failure of Theorem 1.2 for this choice of s. Even though
we could treat the situation for more general measures3, we stick to the particular
case of halfspaces as the underlying difficulties are already visible here.
Proposition 6.4. Let Σ ⊂ Rn be an affine hyperplane and let µ ∈ L1,n−1(Rn). Then
there exists a norm continuous linear trace operator
Trµ Σ : BV
A(Rn)→ L1(Rn, V ; d(µ Σ)).(6.3)
In particular, Trµ Σ(ϕ) = ϕ|Σ for all u ∈ BV
A(Rn) ∩ C(Rn, V ).
Proof. Since µ ∈ L1,n−1(Rn), µ Σ ≪ H n−1 Σ, and so it suffices to prove the
proposition for µ = H n−1 Σ. We aim to construct the interior trace by exterior
traces, and for this we firstly consider the spaces WA,1(Rn). For Σ as in the proposi-
tion, denote Σ+ and Σ− the open halfspaces determined (uniquely up to a change of
±) by Σ.
Given v ∈ WA,1(Σ+), we employ [22, Thm. 4.1] to boundedly extend v to v ∈
WA,1(Rn), and then choose (vj) ⊂ C(Rn, V ) ∩W
A,1(Rn) such that vj → v in the
norm topology of WA,1(Rn). By Theorem 5.2, we have that ‖vj − vl‖L1(Σ,V ;dH n−1) 6
cΣ+‖A[D](vj − vl)‖L1(Σ+,W ;dLn), and analogous for Σ
−. Hence (vj |Σ) is Cauchy in
L1(Σ, V ; dH n−1), and thus converges to some Tr+Σ(v) ∈ L
1(Σ, V ; dH n−1). A routine
3Namely, by an adaptation of Theorem 5.2 in the spirit of [12], for measures µ absolutely contin-
uous for restrictions of H n−1 to the boundaries of a wide class of NTA domains.
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argument yields that Tr+Σ(v) is independent of the particular approximation sequence
(vj), and so the mapping W
A,1(Σ+) ∋ v 7→ Tr+Σ(v) ∈ L
1(Σ, V ; dH n−1) is well-defined.
For BVA-maps, the situation is a bit more delicate as the topology of A-strict
convergence does not admit the same approximation argument. We first establish
that there exists a norm continuous, linear exterior trace operator for BVA(Σ±) each.
Thus let v ∈ BVA(Σ+), and choose a sequence (vj) ⊂ C(Σ+, V ) ∩ BV
A(Σ+) such
that vj → v A-strictly in BV
A(Σ+). Given ε > 0, let ϕε ∈ C(Rn, [0, 1]) be a cut-off
function with ϕε = 1 in U
+
ε , where U+ε := {x ∈ Σ
+ : 0 < dist(x,Σ) 6 ε}, ϕε ≡ 0
outside {x ∈ Σ: dist(x,Σ) > 2ε} and |∇ϕε| 6
2
ε . Then there holds for all j, l ∈ N
‖Tr+Σ(vj − vl)‖L1(Σ,V ;dH n−1) = ‖Tr
+
Σ(ϕε(vj − vl))‖L1(Σ+,V ;dH n−1)
6 c‖A[D](ϕε(vj − vl))‖L1(Σ+,W )
6 c‖ϕεA[D](vj − vl)‖L1(Σ±,W ) +
c
ε
‖vj − vl‖L1(Σ±,V )
)
6 c
(
|A[D]vj |(U
+
2ε) + |A[D]vl|(U
+
2ε) +
1
ε
‖vj − vl‖L1(Σ+,V )
)
,
(6.4)
where TrΣ+ is the exterior trace operator on W
A,1(Σ+), in turn being well-defined by
the first part of the proof. We now send j, l→∞ to obtain
lim
j,l→∞
‖TrΣ+(vj − vl)‖L1(Σ,V ;dH n−1) 6 c
ˆ
Rn−1×(0,2ε)
d|A[D]u|,
and then send ε ց 0 to obtain that (TrΣ+(vj)) is Cauchy in L
1(Σ, V ; dH n−1). As
above, this easily implies the existence of a norm-continuous, linear exterior trace
operator Tr+Σ : BV
A(Σ+) → L1(Σ, V ; dH n−1), and analogously Tr−Σ : BV
A(Σ−) →
L1(Σ, V ; dH n−1). We now define for u ∈ BVA(Rn)
TrΣ(u) :=
1
2
(Tr+Σ(u|Σ+) + Tr
−
Σ(u|Σ−)),
and it is easily seen that this trace operator matches the properties as asserted. The
proof is complete. 
Two remarks are in order.
Remark 6.5. In the preceding proof, we have argued by different smooth approxima-
tions in BVA(Σ+) and BVA(Σ−), respectively. Note that we cannot argue by global
smooth approximations in the sense that we may not take (vj) ⊂ C(Rn, V )∩BV
A(Rn)
such that vj → v A-strictly in BV
A(Rn) in (6.4). In this situation, terms of the form
|A[D]vj |(U2ε) appear on the very right hand side of (6.4), and these terms do not
vanish as ε ց 0. Essentially, this is a consequence of the fact that if vj → v A-
strictly in BVA(Rn), then in general it does not follows that the restrictions vj |Σ+
converge A-strictly to v|Σ+ in BV
A(Σ+). A scenario when the A-strict convergence of
the restrictions can be obtained is discussed in step 2 of the proof of Proposition 6.8
below.
Remark 6.6 (Exterior versus interior traces). As directly extractable from the above
proof, there exists a norm continuous, linear exterior trace operator Tr : BVA(Σ+)→
L1(Σ, V ; dH n−1). This operator is constructed as the A-strictly continuous extension
of the trace operator on WA,1(Σ+) to BVA(Σ+). Note that this does not imply strict
continuity of the interior trace operator from Proposition 6.2. This is due to the fact
that if uj → u A-strictly in BV
A(Rn), then we do not have uj |Σ± → u|Σ± A-strictly
in BVA(Σ±) each; see Theorem 6.9 and the discussion afterwards for the failure of
codimension one interior trace operators on BVA(Rn).
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6.3. Continuity of trace operators. Proposition 6.2 and 6.4 allow to define trace
operators in two different settings which are continuous for the norm topology on BVA
each. As argued above, the norm topology is too weak for various applications, and
so we now study the continuity of the trace operators with respect to A-strict con-
vergence. We begin with the following Proposition 6.8 in the spirit of [41, Prop. 3.7],
where the situation for the BV-case was considered. Then we boost it for codimen-
sion 0 6 s < 1-measures by use of the multiplicative trace inequality of Theorem 1.2,
thereby completing the proof of Theorem 1.5. For its proof, we require the following
fact which follows, e.g., from [42, Thm. 3] or from the recent paper [7].
Lemma 6.7. Let A[D] be an elliptic and cancelling operator of the form (1.4). Let
u ∈ L1loc(R
n, V ). If A[D]u is a measure, then it is non-atomic.
Proposition 6.8. Let A[D] be a first order, elliptic and cancelling differential oper-
ator of the form (1.4). Then the embedding
BVA(Rn) →֒ L
n
n−1 (Rn, V )(6.5)
is continuous for the A-strict topology: If u, u1, u2, ... ∈ BV
A(Rn) are such that uj → u
A-strictly in BVA(Rn), then uj → u strongly in L
n
n−1 (Rn, V ) as j →∞.
Proof. The proof evolves in two steps. First, we establish that BVA(B(0, R)) →֒
L
n
n−1 (B(0, R), V ) on open and bounded Lipschitz domains, and secondly pass to the
entire space Rn by an approximation argument. For the following, let u, u1, u2, ... ∈
BVA(Rn) such that uj → u A-strictly in BV
A(Rn) as j →∞.
Step 1. An intermediate claim for bounded domains. Our first aim is to show that
vRj := 1B(0,R)(uj − u)→ 0 strongly in L
n
n−1 (Rn, V ) for all R > 0.(6.6)
Fix R > 0. In view the claim, we must establish that (i) vRj → 0 in measure (with
respect to L n) and (ii) (vRj ) is
n
n−1 -uniformly integrable. By A-strict convergence,
we are in position to use uj → u in measure (with respect to L n) as a consequence
of uj → u in L
1(Rn, V ). Thus assume toward a contradiction that (1B(0,R)uj) is not
n
n−1 -uniformly integrable. Since A[D] is elliptic and cancelling, we have
sup
j∈N
‖vRj ‖L
n
n−1 (B(0,R),V )
6 sup
j∈N
‖uj − u‖L1(Rn,V ) + |A[D]u|(R
n) <∞
and similarly supj∈N |Av
R
j |(B(0, R)) < ∞. Since (1B(0,R)uj) is assumed to be not
n
n−1 -uniformly integrable, (v
R
j ) is not
n
n−1 -uniformly integrable either. By the Banach-
Alaoglu-Bourbaki theorem, we thus deduce that there exist two non-negative finite
Radon measures µ1, µ2 ∈ M (B(0, R)) such that, for a non-relabeled subsequence
|vRj |
n
n−1 L
n B(0, R)
∗
⇀ µ1 and |A[D]v
R
j |
∗
⇀ µ2(6.7)
as j → ∞; again, we can assume that γ is a strictly positive measure as we suppose
that vRj 6→ 1B(0,R)u in L
n
n−1 (B(0, R), V ) for the time being. Now let ϕ ∈ C1(B(0, R)).
Then, employing the Sobolev inequality ‖ψ‖
L
n
n−1 (Rn,V )
6 C|A[D]ψ|(Rn), we find
ˆ
Rn
|ϕuRj |
n
n−1 dx 6 c
(ˆ
Rn
|ϕA[D]uRj |+ |∇ϕ⊗A u
R
j |(L
n B(0, R))
) n
n−1
,
ˆ
Rn
|ϕvRj |
n
n−1 dx 6 c
( ˆ
Rn
|ϕA[D]vRj |+ |∇ϕ⊗A v
R
j |(L
n B(0, R))
) n
n−1
.
(6.8)
We again pass to a suitable non-relabeled subsequence, thereby achieving
(i) ϕuRj ⇀ ϕu
R in L
n
n−1 (B(0, R), V ).
(ii) ϕuRj → ϕu
R L n-a.e. in B(0, R).
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By the Riesz-Fischer theorem, (ii) is easily achievable by exploiting ϕuRj → ϕu
R in
L1(B(0, R), V ). Since (ϕuRj ) is equibounded in L
n
n−1 (B(0, R), V ), we thus deduce by
ϕuRj → ϕu
R in L1(B(0, R), V ) that ϕuRj → ϕu
R in D ′(B(0, R), V ) and thus in total4
arrive at (i). We are now in position to use the Brezis-Lieb Lemma 2.1 on the left
hand side of (6.8). This yieldsˆ
Rn
|ϕuR|
n
n−1 dx+
ˆ
Rn
|ϕ|
n
n−1 dµ1 =
ˆ
Rn
|ϕuR|
n
n−1 dx+ lim
j→∞
ˆ
Rn
|ϕ|
n
n−1 |vRj |
n
n−1 dL n
= lim
j→∞
ˆ
Rn
|ϕuRj |
n
n−1 dx
6 c lim
j→∞
( ˆ
Rn
|ϕA[D]uRj |+ |∇ϕ⊗A u
R
j |(L
n B(0, R))
) n
n−1
6 c
( ˆ
Rn
|ϕ| d|A[D]uR|+
ˆ
Rn
|∇ϕ⊗A u
R|(L n B(0, R))
) n
n−1
,
whereas (6.8)2 yields ˆ
Rn
|ϕ|
n
n−1 dµ1 6 c
(ˆ
Rn
|ϕ| dµ2
) n
n−1
.
By routine approximation, this entails that µ1(A) 6 cµ2(A)
n
n−1 for all A ∈ B(B(0, R))
and thus µ1 ≪ µ2. Hence the density
dµ1
dµ2
is well-defined µ2-a.e., and by µ1(A) 6
cµ2(A)
n
n−1 for all A ∈ B(B(0, R)), we moreover deduce that dµ1dµ2 (x) = 0 for all
x ∈ B(0, R) which are no atoms for µ2. On the other hand, µ1 is finite and ab-
solutely continuous with respect to µ2; thus we find (al) ∈ ℓ1(N,R≥0) and distinct
points xl ∈ B(0, R) with µ1 =
∑∞
l=1 alδxl . By assumption, µ1 is strictly positive
and hence we find l∗ ∈ N with al∗ > 0. We now localise around the point xl∗
and choose ϕ ∈ C1c(B(0, 1), [0, 1]) with 1B(0, 12 ) 6 ϕ 6 1B(0, 34 ) and put, for ε > 0,
ϕε(x) := ϕ(
x−xl∗
ε ). By the above, we then deduce
µ1({xl∗}) 6 lim
εց0
ˆ
Rn
|ϕεu
R|
n
n−1 dx+
ˆ
Rn
|ϕ|
n
n−1 dµ1
6 c lim
εց0
( ˆ
Rn
|ϕε| d|A[D]u
R|+
ˆ
B(xl∗ ,ε)
|∇ϕε ⊗A u
R|(L n B(0, R))
) n
n−1
6 c
(
|A[D]uR|({xl∗}))
n
n−1 + c lim
εց0
(
‖∇ϕε‖Ln(B(xl∗ ,ε)‖u
R‖
L
n
n−1 (B(xl∗ ,ε)
) n
n−1
= c
(
|A[D]uR|({xl∗}))
n
n−1 .
Here, the ultimate inequality is a consequence of the change of variablesˆ
B(xl∗ ,ε)
|∇ϕε|
n dx 6
ˆ
B(0,1)
|∇ϕ|n dx 6 C
and the fact that uR belongs to L
n
n−1 (B(0, R), V ). Since A[D] is elliptic and cancelling,
Lemma 6.7 implies that A[D]u is necessarily non-atomic. Thus |A[D]uR|({xl∗}) = 0,
and by the second step, 0 < al∗ < µ1({xl∗}) 6 0. This is the desired contradiction,
and the proof of (6.6) is complete.
Step 2. Conclusion of the full claim. We start by noting that if Ω ⊂ Rn is an open
set with |A[D]u|(∂Ω) = 0, then there holds
uj → u A-strictly in BV
A(Ω),(6.9)
4Here we use that equiboundedness in Lp(Ω, V ), 1 < p <∞ and convergence in D ′(Ω, V ) imply
weak convergence in Lp(Ω) provided the underlying set Ω is bounded.
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which may be regarded as locality of A-strict convergence. To see (6.9), we remark
that if µ, µ1, µ2... ∈ M (R
n,W ) satisfy µj → µ strictly as j → ∞, then their total
variation measures satisfy |µj |
∗
⇀ |µ|. By classical results on weak*-convergence of
Radon measures, this implies
|A[D]u|(Ω) 6 lim inf
j→∞
|A[D]uj |(Ω) 6 lim sup
j→∞
|A[D]uj |(Ω) 6 |A[D]u|(Ω).
But since |A[D]u|(Ω) = |A[D]u|(Ω), the preceding inequality gives |A[D]uj|(Ω) →
|A[D]u|(Ω) as j → ∞, and together with uj → u in L
n
n−1 (B(0, R), V ), we arrive at
(6.9). We proceed by claiming that
lim
R→∞
sup
j∈N
|A[D]uj|(R
n \BR) = 0,(6.10)
where BR := B(0, R). Indeed, if (6.10) were false, then we would find θ > 0 such that
for each l ∈ N there exists jl ∈ N with |A[D]ujl |(R
n \ Bl) ≥ θ. As |A[D]u| is a finite
Radon measure, we find R > 0 such that |A[D]u|(BcR) <
θ
2 and |A[D]u|(∂BR) = 0; the
latter is possible by the fact that |A[D]u| charges at most countably many spheres
∂Br, r > 0. Since ujl → u A-strictly in BV
A(Rn), we find by (6.9) that uj → u
A-strictly in BVA(BR
c
). Then, for l ≥ R,
θ 6 |A[D]ujl |(B
c
l ) 6 |A[D]ujl |(B
c
R)
l→∞
−→ |A[D]u|(BcR) <
θ
2
,
an obvious contradiction. To conclude the proof, let ε > 0 be given and pick
j0 ∈ N such that ‖u − uj‖L1(Rn,V ) < ε and ||A[D]u|(R
n) − |A[D]uj |(Rn)| < ε for
all j ≥ j0. Based on (6.10), we find Rε > 0 such that supj∈N |A[D]uj |(B
c
Rε
) <
ε and |A[D]u|(BcRε) < ε. We pick a smooth cut-off ρRε ∈ C
∞(Rn, [0, 1]) with
1BcRε+1
6 ρRε 6 1BcRε and |∇ρRε | 6 1. By step 1, we find j1 ∈ N such that
‖u− uj‖L
n
n−1 (BRε+1,V )
< ε for all j ≥ j1. In consequence, we find for j ≥ max{j0, j1}
‖u− uj‖L
n
n−1 (Rn,V )
6 ‖(1− ρRε)(u− uj)‖L
n
n−1 (Rn,V )
+ ‖ρRε(u− uj)‖L
n
n−1 (Rn,V )
6 ‖u− uj‖L
n
n−1 (BRε+1,V )
+ c‖A[D](ρRε(uj − u))‖L1(Rn,W )
6 ε+ c‖uj − u‖L1(Rn,V ) + c|A[D]u|(B
c
Rε) + c|A[D]uj |(B
c
Rε)
6 cε.
Here, the second inequality follows from A[D] being elliptic and cancelling, cf. Theo-
rem 1.2 with µ = L n and s = 0. It is clear that c > 0 merely depends on A[D], and
this completes the proof. 
We note carefully that the above proof does not imply that for elliptic and can-
celling operators the embedding BVA(Ω) →֒ L
n
n−1 (Ω, V ) is A-strictly continuous. In
fact, for mere elliptic and cancelling operators there does not even hold BVA(Ω) ⊂
L
n
n−1 (Ω, V ), cf. [22]. Now we come to the:
Proof of Theorem 1.5. Let u, u1, u2, ... ∈ BV
A(Rn) such that uj → u A-strictly in
BVA(Rn). By Proposition 6.8, we have that uj → u strongly in L
n/(n−1)(Rn, V ; dL n).
By construction of the trace operator Trµ of Proposition 6.2, we immediately obtain
by Theorem 1.2 that, as A[D] is elliptic and cancelling,
‖Trµ(v)‖Lq(dµ) 6 c‖µ‖
1/q
L1,n−s(Rn)
‖v‖1−θ
L
n
n−1 (Rn,V )
|A[D]v|(Rn)θ
for some fixed sn−1n−s < θ < 1 and all v ∈ BV
A(Rn). In conclusion, applying the
preceding inequality to v = uj − u, we arrive at
‖Trµ(uj − u)‖Lq(dµ) 6 c‖µ‖
1/q
L1,n−s
‖uj − u‖
1−θ
L
n
n−1 (dLn)
|A[D]uj − A[D]u|(R
n)θ
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A[D] is
s elliptic elliptic and cancelling C-elliptic
0 6 s < 1 – A-strictly conti- A-strictly conti-
nuous into L
n−s
n−1 (dµ) nuous into L
n−s
n−1 (dµ)
s = 1 – – norm continuous, not A-strictly
continuous into L1(dµ)
1 < s 6 n – – –
Figure 3. Context of Propositions 6.2, 6.4 and Theorem 1.5; exis-
tence and continuity of codimension s interior trace operators, i.e., for
µ ∈ L1,n−s(Rn), and for first order operators A[D]. For such measures µ,
the table lists the continuity properties of the trace embedding operators
TrΣ into the corresponding Lebesgue spaces, whereas (–) indicates non-
existence of a trace operator. If s = 1, we suppose that µ = H n−1 Σ for
some affine hyperplane or a Lipschitz surface Σ.
6 c‖µ‖
1/q
L1,n−s
‖uj − u‖
1−θ
L
n
n−1 (dLn)
(|A[D]uj |(R
n) + A[D]u|(Rn))θ
→ c‖µ‖
1/q
L1,n−s
× 0× |A[D]u|(Rn)θ = 0,
which concludes the proof. 
The proof moreover demonstrates how the multiplicative trace inequality of The-
orem 1.2 crucially boosts norm-continuity of the corresponding trace operators to
A-strict continuity.
6.4. Examples: BV,BD and BL. We conclude the paper by singling out the impli-
cations of the results gathered so far for widely used function spaces. Doing so, we
begin with the most classical space, the functions of bounded variation.
Theorem 6.9 (Interior traces and strict continuity for BV). Let n ≥ 2 and 0 6 s 6 1.
Then, for each µ ∈ L1,n−s(Rn), there exists a linear trace operator Trµ : BV(Rn) →
L
n−s
n−1 (Rn; dµ) such that Trµ(ϕ) = ϕ|spt(µ) for all ϕ ∈ (C∩BV)(R
n). Moreover,
(a) if 0 6 s < 1, Trµ is continuous for the strict topology, and
(b) if s = 1, Trµ is in general not continuous for the strict topology.
Here, the strict topology is the A-strict topology for the particular choice A[D] = D.
Proof. The existence of the claimed linear trace operators is a consequence of [49,
Thm. 5.13.1] for 0 6 s < 1 and [49, Thm. 5.12.4] for s = 1; note that for 0 6 s < 1
this also follows from Proposition 6.2 as A[D] is elliptic and cancelling. For 0 6 s < 1,
the strict continuity assertion of (a) is obtained by Theorem 1.5 and so it remains to
argue for (b). To this end, let Σ := ∂B(0, 1) and ρj(x) := ϕj(|x|), x ∈ Rn, where
ϕj : R→ R is given by
ϕj(t) = 1[−1−1/j,−1](t)(jt+ (j + 1)) + 1(−1,1)(t) + 1[1,1+1/j](t)(−jt+ j + 1),
see Figure 6.4. Then ρj → 1B(0,1) strictly in BV(R
n), Tr(ρj) = 1 H
n−1-a.e. on
Σ for all j ∈ N, but we have for the interior trace TrΣ(1Σ) =
1
2 H
n−1-a.e., cf. [4,
Thm. 3.77, Cor. 3.80]. The proof is complete. 
To the best of our knowledge, (a) and (b) of the previous theorem seem to be new.
As a consequence of (b), we explicitly make the following:
Remark 6.10. Let A[D] be a first order, C-elliptic operator of the form (1.4). Let-
ting s = 1 and µ = H n−1 Σ for some hyperplane or sufficiently smooth (n − 1)-
dimensional submanifold of Rn, the trace operator Trµ : BV
A(Rn) → Lq(dµ) from
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BV-trace of 1B(0,1)
1
1
1
j
Figure 4. The situation in the proof of Theorem 6.9, depicting the
graph of ρj . Then (ρj) converges to 1B(0,1) strictly and each ρj has
trace 1 along ∂B(0, 1), but the strict limit has trace 12 H
n−1-a.e. on
∂B(0, 1).
Proposition 6.4 is not A-strictly continuous in general. On the contrary, if 0 6 s < 1,
then it is A-strictly continuous for if A[D] is elliptic and cancelling by Theorem 1.5.
In this sense, the lower codimension s < 1 in Theorem 1.5 compensates the lack of
A-strict continuity of the interior trace operators.
If n ≥ 2, the spaces BD(Rn) and BL(Rn) are obtained from BVA(Rn) by the
particular choice of A[D] being the symmetric gradient operator (cf. Example 3.5) or
the trace-free symmetric gradient operator (cf. Example 3.6). The symmetric strict
and trace-free symmetric strict topologies are defined accordingly for the respective
choices of A[D]. Also note that BV(Rn,Rn) ( BD(Rn) ( BL(Rn).
Theorem 6.11. Let 0 6 s < 1. Then the following holds:
(a) If n ≥ 2, then for each µ ∈ L1,n−s(Rn) there exists a linear, symmetric
strictly continuous trace operator Trµ : BD(Rn) → L
n−s
n−1 (Rn; dµ) such that
Trµ(ϕ) = ϕ|spt(µ) for all ϕ ∈ (C∩BD)(R
n).
(b) If n ≥ 3 and µ ∈ L1,n−s(Rn), then there exists a linear, symmetric strictly
continuous trace operator Trµ : BL(Rn)→ L
n−s
n−1 (Rn; dµ) such that Trµ(ϕ) =
ϕ|spt(µ) for all ϕ ∈ (C∩BL)(R
n).
Proof. The statement follows from Proposition Theorem 1.5 since, for the respective
choice of underlying dimensions n, the operators E and ED are elliptic and cancelling;
note that ED is not elliptic and cancelling for if n = 2, cf. Example 3.6. 
Appendix
Here we collect some background facts on the strict convergence of measures and
discuss its connection to the A-strict convergence of functions of bounded A-variation.
Let (X, d) be a metric space andW a finite dimensional real vector space. Namely, we
recall from [4] that a sequence of finite, W -valued Radon measures (µj) ⊂ M (X,W )
is said to converge strictly to µ ∈ M (X,W ) if and only if
(i) µj
∗
⇀ µ and
(ii) |µj |(X)→ |µ|(X)
as j →∞. If Ω ⊂ Rn is an open set, the notion of A-strict convergence of a sequence
(uj) ⊂ BV
A(Ω) to some u ∈ BVA(Ω) then indeed implies A[D]uj → A[D]u strictly as
j →∞.
In fact, in this situation the Banach-Alaoglu-Bourbaki theorem that every subse-
quence (A[D]uj(l)) of (A[D]uj) contains a subsequence (A[D]uj(l(i))) such that, for
some µj,l ∈ M (Ω,W ) there holds A[D]uj(l(i))
∗
⇀ µj,l as i → ∞. We claim that this
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weak*-limit is A[D]u throughout. Namely, let ϕ ∈ C∞c (Ω,W ) be arbitrary. Then we
haveˆ
Ω
ϕdA[D]uj(l(i)) = −
ˆ
Ω
uj(l(i))A
∗[D]ϕdx
i→∞
−→ −
ˆ
Ω
uA∗[D]ϕdx =
ˆ
Ω
ϕdA[D]u.
Therefore, necessarily µj,l = A[D]u, and so we deduce that we also have A[D]uj
∗
⇀
A[D]u in M (Ω,W ).
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