Abstract. We describe the universal central extension of the three point current algebra sl(2, R) where R = C[t, t −1 , u | u 2 = t 2 + 4t] and construct realizations of it in terms of sums of partial differential operators.
Introduction
It is well known from the work of C. Kassel and J.L. Loday (see [20] , and [21] ) that if R is a commutative algebra and g is a simple Lie algebra, both defined over the complex numbers, then the universal central extensionĝ of g ⊗ R is the vector space (g ⊗ R) ⊕ Ω 1 R /dR where Ω 1 R /dR is the space of Kähler differentials modulo exact forms (see [21] ). The vector spaceĝ is made into a Lie algebra by defining Frenkel what the answer is when R is the ring of Laurent polynomials in one variable (see [36] and [11] ). We find such a realization in the setting where g = sl(2, C) and R = C[t, t −1 , u|u 2 = t 2 + 4t] is the three point algebra. In Kazhdan and Luszig's explicit study of the tensor structure of modules for affine Lie algebras (see [22] and [23] ) the ring of functions regular everywhere except at a finite number of points appears naturally. This algebra M. Bremner gave the name n-point algebra. In particular in the monograph [16, Ch. 12] algebras of the form ⊕ n i=1 g((t − x i )) ⊕ Cc appear in the description of the conformal blocks. These contain the n-point algebras g ⊗ C[(t − x 1 ) −1 , . . . , (t − x N ) −1 ] ⊕ Cc modulo part of the center Ω R /dR. M. Bremner explicitly described the universal central extension of such an algebra in [3] .
Consider now the Riemann sphere C ∪ {∞} with coordinate function s and fix three distinct points a 1 , a 2 , a 3 on this Riemann sphere. Let R denote the ring of rational functions with poles only in the set {a 1 , a 2 , a 3 }. It is known that the automorphism group P GL 2 (C) of C(s) is simply 3-transitive and R is a subring of C(s), so that R is isomorphic to the ring of rational functions with poles at {∞, 0, 1, a}. Motivated by this isomorphism one sets a = a 4 and here the 4-point ring is R = R a = C[s, s −1 , (s − 1) −1 , (s − a) −1 ] where a ∈ C\{0, 1}. Let S := S b = C[t, t −1 , u] where u 2 = t 2 − 2bt + 1 with b a complex number not equal to ±1. Then M. Bremner has shown us that R a ∼ = S b . As the later, being Z 2 -graded, is a cousin to super Lie algebras, and is thus more immediately amendable to the theatrics of conformal field theory. Moreover Bremner has given an explicit description of the universal central extension of g ⊗ R, in terms of ultraspherical (Gegenbauer) polynomials where R is the four point algebra (see [5] ). In [7] the first author gave a realization for the four point algebra where the center acts nontrivially.
In his study of the elliptic affine Lie algebras, sl(2, R) ⊕ (Ω R /dR) where R = C[x, x −1 , y | y 2 = 4x 3 −g 2 x−g 3 ], M. Bremner has also explicitly described the universal central extension of this algebra in terms of Pollaczek polynomials (see [4] ). Essentially the same algebras appear in recent work of A. Fialowski and M. Schlichenmaier [13] and [12] . Together with André Bueno and Vyacheslav Futorny, the first author described free field type realizations of the elliptic Lie algebra where [6] ). Below we look at the three point algebra case where R denotes the ring of rational functions with poles only in the set {a 1 , a 2 , a 3 }. This algebra is isomorphic to C[s,
Schlichenmaier has a slightly different description of the three point algebra as
where a = 0 (see [30] ). We show that R ∼ = C[t, t −1 , u | u 2 = t 2 + 4t] and thus looks more like S b above. Our main result Theorem 5.1 provides a natural free field realization in terms of a β-γ-system and the oscillator algebra of the three point affine Lie algebra when g = sl(2, C). Just as in the case of intermediate Wakimoto modules defined in [8] , there are two different realizations depending on two different normal orderings. Besides M. Bermner's article mentioned above, other work on the universal central extension of 3-point algebras can be found in [1] . Previous related work on highest weight modules of sl(2, R) can be found in H. P. Jakobsen and V. Kac [18] .
The three point algebra is perhaps the simplest non-trivial example of a Krichever-Novikov algebra beyond an affine Kac-Moody algebra (see [25] , [24] , [26] ). A fair amount of interesting and fundamental work has be done by Krichever, Novikov, Schlichenmaier, and Sheinman on the representation theory of the Krichever-Novikov algebras. In particular Wess-Zumino-Witten-Novikov theory and analogues of the Knizhnik-Zamolodchikov equations are developed for these algebras (see the survey article [34] , and for example [35] , [35] , [33] , [30] , [31] , and [29] ).
The initial motivation for the use of Wakimoto's realization was to prove a conjecture of V. Kac and D. Kazhdan on the character of certain irreducible representations of affine Kac-Moody algebras at the critical level (see [36] and [14] ). Another motivation for constructing free field realizations is that they are used to provide integral solutions to the KZ-equations (see for example [28] and [9] and their references). A third is that they are used to help in determining the center of a certain completion of the enveloping algebra of an affine Lie algebra at the critical level which is an important ingredient in the geometric Langland's correspondence [15] . Yet a fourth is that free field realizations of an affine Lie algebra appear naturally in the context of the generalized AKNS hierarchies [10] .
The authors would like to thank Murray Bremner for bringing this problem to their attention and they would also like to thank the College of Charleston for their summer Research and Development Grant which supported this work. We would also like to thank Renato Martins for helpful commentary.
This paper is dedicated to Robert Wilson.
2. The 3-point ring.
The three point algebra has at least four incarnations.
2.1. Three point algebras. Fix 0 = a ∈ C. Let
Note that Bremner introduced the ring S and Schichenmaier introduced A (see [30] ). Variants of R were introduced by Bremner for elliptic and 3-point algebras.
Proposition 2.1.
(1) The rings R and S are isomorphic whereby t → s −1 (s − 1) 2 , and u → s − s −1 . (2) The rings R and A are isomorphic.
Proof. (1) . Letf : C[t, u] → S be the ring homomorphism definedf (t) = s −1 (s − 1)
2 is invertible in S. Hence the mapf descends to a well defined ring homomorphism f : R → S. To show that it is onto we essentially solve for s and s −1 in terms of t and u. The inverse ring homomorphism of f is φ : S → R given by
In particular φ((s − 1)
Thus an isomorphism between A and R is implemented by the assignment
2.2.
The Universal Central Extension of the Current Algebra g⊗A. Let R be a commutative algebra defined over C. Consider the left R-module F = R ⊗ R with left action given by f (g ⊗ h) = f g ⊗ h for f, g, h ∈ R and let K be the submodule generated by the elements 1
Then Ω 1 R = F/K is the module of Kähler differentials. The element f ⊗g+K is traditionally denoted by f dg. The canonical map d : R → Ω 1 R is given by df = 1 ⊗ f + K. The exact differentials are the elements of the subspace dR. The coset of f dg modulo dR is denoted by f dg. As C. Kassel showed the universal central extension of the current algebra g ⊗ R where g is a simple finite dimensional Lie algebra defined over C, is the vector spaceĝ = (g ⊗ R) ⊕ Ω 1 R /dR with Lie bracket given by
where x, y ∈ g, and ω, ω ′ ∈ Ω 1 R /dR and (x, y) denotes the Killing form on g. There are at least four incarnations of the three point algebras, three of which are defined as g ⊗ R ⊕ Ω R /dR where R = S, R, A given above. The forth incarnation appears in the work of G. Benkart and P. Terwilliger given in terms of the tetrahedron algebra (see [1] ) . We will only work with R = R. [3] and would be omitted if not for the fact that we need some of the formulae that appear in the proof. As R has basis {t k , t l u | k, l ∈ Z}, Ω R has a spanning set given by the image in the quotient F/K of the tensor product of these basis elements. We know
Next we observe that since u 2 = t 2 + 4t one has in Ω R ,
and after multiplying this on the left by t k we get
so that in the quotient Ω R /dR we have by (2.1) followed by (2.2)
and
Thus Ω R is spanned as a left R-module by dt and du, furthermore
By equations (2.2), (2.3), and (2.4) we have Ω R /dR is spanned by {t −1 dt, t −1 u dt}. We know by the Riemann-Roch Theorem that the dimension of this space of Kähler differentials modulo exact forms on the sphere with three punctures has dimension 2 (see [3] ). This completes the proof of the proposition.
Proof. Using (2.2) above we obtain
By (2.8) and (2.4)
This completes the proof of the corollary.
Theorem 2.4. The universal central extension of the algebra sl(2, C) ⊗ R is isomorphic to the Lie algebra with generators e n , e
for all m, n ∈ Z.
Proof. Let f denote the free Lie algebra with the generators e n , e
for n ∈ Z is a surjective Lie algebra homomorphism. Consider the subalgebras S + = e n , e
n | n ∈ Z and set S = S − + S 0 + S + . By (2.9) -(2.13) we have
the generators of f and is a subalgebra. Hence S = f. Now it is clear that φ is a Lie algebra isomorphism.
3.
A triangular decomposition of the 3-point loop algebras g ⊗ R From now on we identify R a with S and set R = S which has a basis t i , t i u, i ∈ Z. Let p : R → R be the automorphism given by p(t) = t and p(u) = −u. Then one can decompose R = R 0 ⊕R 1 where
]u = {r ∈ R | p(r) = −r} are the eigenspaces of p. From now on g will denote a simple Lie algebra over C with triangular decomposition g = n − ⊕h⊕n + and then the 3-point loop algebra L(g) := g ⊗ R has a corresponding Z/2Z-grading:
for i = 0, 1. However the degree of t does not render L(g) a Z-graded Lie algebra. This leads us to the following notion. Suppose I is an additive subgroup of the rational numbers P and A is a C-algebra such that A = ⊕ i∈I A i and there exists a fixed l ∈ N, with
Then A is said to be an l-quasi-graded algebra. For 0 = x ∈ A i one says that x is homogeneous of degree i and one writes deg x = i.
For example R has the structure of a 1-quasi-graded algebra where I = 1 2 Z and deg
. A weak triangular decomposition of a Lie algebra l is a triple (H, l + , σ) satisfying (1) H and l + are subalgebras of l, (2) H is abelian and [H, l + ] ⊂ l + , (3) σ is an anti-automorphism of l of order 2 which is the identity on h and (4) l = l + ⊕ H ⊕ σ(l + ).
We will let σ(l + ) be denoted by l − .
3.1. Formal Distributions. We need some more notation that will simplify some of the arguments later. This notation follows roughly [19] and [27] : The formal delta function δ(z/w) is the formal distribution δ(z/w) = z The normal ordered product of two distributions a(z) and b(w) (and their coefficients) is defined by
Now we should point out that while :
is always defined as a formal series, we will only define : a(z)b(z) ::= lim w→z : a(z)b(w) : for certain pairs (a(z), b(w)).
Then one defines recursively
:
while normal ordered product :
will only be defined for certain k-tuples (a 1 , . . . , a k ). Let
(half of [a(z), b(w)]) denote the contraction of any two formal distributions a(z) and b(w).
Theorem 3.2 (Wick's Theorem, [2] , [17] or [19] ). Let a i (z) and b j (z) be formal distributions with coefficients in the associative algebra End(
Here the subscript (i 1 , . . . , i s ; j 1 , . . . , j s ) means that those factors a i (z), b j (w) with indices i ∈ {i 1 , . . . , i s }, j ∈ {j 1 , . . . , j s } are to be omitted from the product :
and when s = 0 we do not omit any factors.
..,is;j1,...,js) .
For
Then the relations in Theorem 2.4 can be rewritten as
where x, y ∈ {e, f, h}.
Oscillator algebras
4.1. The β − γ system. The following construction in the physics literature is often called the β − γ system which corresponds to our a and a * below. Letâ be the infinite dimensional oscillator algebra with generators a n , a * n , a 
Observe that ρ 1 (α(z)) and ρ 1 (α 1 (z)) are not fields whereas ρ r (α * (z)) ρ r (α 1 * (z)) are always a field. Corresponding to these two representations there are two possible normal orderings: For r = 0 we use the usual normal ordering given by (3.1) and for r = 1 we define the natural normal ordering to be
This means in particular that for r = 0 we get
(where ι z,w Taylor series expansion in the " region" |z| > |w|), and for r = 1
where similar results hold for α 1 . Notice that in both cases we have
We will also need the following two results.
Theorem 4.1 (Taylor's Theorem, [19] , 2.4.3). Let a(z) be a formal distribution. Then in the region |z − w| < |w|,
. Let a(z) and b(z) be formal distributions with coefficients in the associative algebra End() where we are using the usual normal ordering. The following are equivalent
(ii) ⌊ab⌋ =
In other words the singular part of the operator product expansion
completely determines the bracket of mutually local formal distributions a(z) and b(w). One writes .11) we will give the appellation the 3-point (affine) Heisenberg algebra and denote it byĥ 3 .
If we introduce the formal distributions
(where b n+
n ) then using calculations done earlier for the 3-point Lie algebra we can see that the relations above can be rewritten in the form
We introduce a Borel type subalgebrab
Due to the defining relations above one can see thatb 3 is a subalgebra. 
Then the above defines a representation ofb 3 . Lemma 4.4. The linear map ρ :
For m > 0 and n ≤ 0 we have
Two realizations of the affine 3-point algebraĝ
Our main result is the following Theorem 5.1. Fix r ∈ {0, 1}, which then fixes the corresponding normal ordering convention defined in the previous section. Setĝ = (sl(2, C) ⊗ R) ⊕ Cω 0 ⊕ Cω 1 and assume that χ 0 ∈ C and V as in Lemma 4.3. Then using (4.1), (4.2) and Lemma 4.4, the following defines a representation of the three point algebra g on
Before we go through the proof it will be fruitful to review V. Kac's λ-notation (see [19] into the sum
So for example we have the following Lemma 5.2. Given the definitions in the previous section, we have
Note that similar expressions hold for α 1 and α 1 * .
Proof. We'll prove (2) and (3). By Wick's Theorem
Proof. (Theorem 5.1) We have need to check the following table is preserved under τ . Here * indicates nonzero formal distributions that are obtained from the the defining relations (3.4), (3.5), and (3.6). The proof is carried out using Wick's Theorem, Taylor's Theorem, and Lemma 5.2 as one can see below: Table 1 . = −2(4δ r,0 + κ 0 )λ Which can be put into the form of (3.4):
Next we calculate
Since [a n , a
As τ (ω 1 ) = 0, relation (3.6) is satisfied. We continue with 
Yielding the relation
Next we calculate the h's paired with the e's: 
Further Comments
We plan to use the above construction to help elucidate the structure of these representations of a three point algebra, describe the space of their intertwining operators and eventually describe the center of a certain completion of the universal enveloping algebra for the three point algebra.
