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ABSTRACT
Spatial clustering detection methods are widely used in many fields of research
including sociology, epidemiology, ecology, and criminology. The objective of this study
is to assess the performance of four spatial clustering detection methods: the average
nearest neighbor ratio, Ripley’s K function, local Moran’s I and Getis-Ord Gi* statistics.
We conduct a simulation study to evaluate the performance of each method for areal data
under different types of spatial dependence and three different areal structures; a 20x20
regular grid, United States counties in six states and Canadian forward sortation areas
(FSAs) in three provinces. The results shows that the empirical type I error rates are inflated
for ANN and Ripley’s K. For local Moran’s I and Getis- Ord Gi* statistics empirical type
I error rates are less than or equal to 0.05 for most of the units in all three areal structures
and classification accuracy is closer to 1. We find that the performance of ANN and
Ripley’s K are not reliable when applied to areal data unlike local Moran’s I and Getis-Ord
Gi*.
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INTRODUCTION
Researchers have been using spatial clustering analysis for many years to analyze
data for spatial patterns. One of the earliest examples of spatial clustering analysis in public
health occurred in 1894 when Dr. John Snow mapped the location of cholera cases to
identify the source of an outbreak in London and was able to identify a particular water
pipe as the source (Moore & Carpenter, 1999). Over the past few decades, the
popularization of geographical information systems (GIS) software has fueled the
development of many new methods of spatial analysis.
Spatial clustering analysis techniques are used in various disciplines including
sociology, epidemiology, meteorology, and ecology. Often when we apply spatial
clustering analysis, we seek to answer questions such as, ‘are the locations of observed data
spatially clustered, or are they random?’ or ‘do similar observations tend to be closer
together?’.
Spatial clusters can be identified from point process data or areal data and several
statistical methods have been developed to analyze spatial patterns in these data. Here, we
are going to consider four such methods; the average nearest neighbor (ANN) ratio,
Ripley’s K function, local Moran’s I statistic, and Getis-Ord Gi* statistic. In 1954, Clark
and Evans (Clark & Evans, 1954) used the distance from an individual to its nearest
neighbor to measure the spatial randomness in point process data and calculated the ANN
ratio as the observed mean distance to the nearest neighbor divided by the expected mean
distance under the assumption of complete spatial randomness (CSR). In their paper, the
1

ANN ratio was tested by applying it to a synthetic random distribution and to the
distributions of three species of grassland plants. The average nearest neighbor has been
used to detect spatial clustering in many applications including analysis of the spatial and
spatio-temporal distribution of a vector-borne disease, analysis of public health facilities
and the analysis of patterns of spatial distribution of artifacts (Mansour, 2016; Mollalo,
Alimohammadi, Shirzadi, & Malek, 2015; Whallon, 1974).
Ripley’s K function examines spatial patterns at different scales simultaneously.
Given a study area, a researcher can use Ripley’s K function to determine if point patterns
(e.g. trees) are clustered, dispersed, or randomly distributed throughout the study area.
Applications of Ripley’s K function can be found in many papers, including the analysis
of spatial groupings amongst graves, the analysis of the spatial distribution of diseases and
the analysis of spatial distribution patterns of plant communities (Haase, 1995; Mollalo et
al., 2015; Sayer & Wienhold, 2013). Unlike ANN and Ripley’s K functions, local Moran’s
I and Getis-Ord Gi* statistics deal with both the locations and the observed values of spatial
data. Both statistics are calculated for each feature (point or polygon). Getis-Ord Gi*
identifies statistically significant spatial clusters of high values and low values. Local
Moran’s I identify statistically significant spatial clusters of features with high or low
values and spatial outliers. Applications of local Moran’s I and Getis-Ord Gi* can be found
in many papers including the detection of spatial clusters of upper primary education level
in India, identification of pollution hotspots of lead in urban soils of Galway, Ireland, the
assessment of the short-term risk of mountain pine beetle and the identification of hot spots
on freeways from an incident management database (Bone, Wulder, White, Robertson, &
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Nelson, 2013; Jana & Sar, 2016; Songchitruksa & Zeng, 2010; Zhang, Luo, Xu, & Ledwith,
2008).
The ANN ratio and Ripley’s K function methods are developed specifically for
point process data. However, in practice, these methods are often used on areal data. To
our knowledge, the performance of the ANN ratio and Ripley’s K function for areal data
has never been evaluated. Such an evaluation is desirable, as the null hypothesis of the
statistical tests associated with both of these methods is that the locations of the observed
data arise from a homogeneous Poisson process, an assumption that is clearly violated for
areal data. Local Moran’s I and Getis Gi* statistics can be used for both point process and
areal data, though slightly different assumptions are needed for each case. In this thesis,
we conduct a simulation study to evaluate the performance of each method for areal data
under different types of spatial dependence and three different areal structures. Chapter 2
presents the detailed description of four spatial clustering methods. Chapter 3 presents
simulation studies. Chapter 4 and 5 are designated for results and discussion.

3

METHODS
In this section, we review the four spatial clustering detection methods we plan to
compare in our simulation study. The first two methods, the average nearest neighbor
(ANN) ratio, and Ripley’s K function are used to assess spatial patterns in the locations of
observed data. The null hypothesis for each of these methods is that the observed locations
exhibit complete spatial randomness (CSR), that is, the observation locations arise from a
two-dimensional homogeneous Poisson process. Formally, a stochastic process is said to
be a homogeneous Poisson process with rate
region

, denoted

Pr( ( ) = ) =

if the number of events in any bounded

( ), is Poisson distributed with mean intensity
| |

| |, that is,

( | |) / !, where | | denotes the area of . Given that there are

events in , those events form an independent random sample from a uniform distribution
on

(Cressie, 1994).
The second two methods, local Moran’s I statistic and Getis-Ord Gi* statistic are

used to assess spatial patterns in the observed data values (rather than patterns in the
locations alone). The null hypothesis for these methods is that there is no spatial association
in the observed values. An example serves to illuminate the difference between the type of
spatial patterns evaluated by the ANN ratio and Ripley’s K function versus the type of
spatial patterns evaluated by local Moran’s I and Getis-Ord Gi* statistics. Suppose we wish
to study the spatial patterns of trees in a field. We can assess whether trees are clustered
by location using the ANN ratio and/or Ripley’s K function. These methods answer the
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question ‘do trees tend to be located close to other trees?’. We can assess whether trees are
clustered by height using local Moran’s I and/or Getis-Ord Gi* statistics. These methods
answer the question ‘do tall (short) trees tend to be located close to other tall (short) trees?’.
While ANN and Ripley’s K function are developed specifically for point process data, the
development of local Moran’s I and Getis Gi* is more general and accommodates both
point process and areal data. When applying local Moran’s I statistic or Getis Gi* statistic,
the observation locations are treated as fixed, while the associated values are considered
random variables. This framework is different from that used for ANN and Ripley’s K
function, in which the observation locations themselves are random.
2.1 AVERAGE NEAREST NEIGHBORS
The average nearest neighbor (ANN) method was developed by Clark and Evans
in 1954 (Clark & Evans, 1954) in the context of pattern classification within plant
populations. In this context, the observed data consists of locations of observed plants,
measured as coordinates in two-dimensional space. This method quantifies the randomness
(or lack thereof) among the observed point locations by measuring the distance from each
point to its nearest neighbor and using these distances to compute the average nearest
neighbor (ANN) ratio given by
=
where ̅ =
=

∑

,

̅

denotes the distance from the

is the expected value of

(1)
̅

individual to its nearest neighbor,

under CSR for an infinite study area,

=|

|

is the

density of the observed distribution, and | | is the size of the study area. Under CSR,
( ) = 1, and for a perfectly clustered distribution (i.e., all points fall at the same
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location), ( ) = 0. Values of

greater than one indicate that the points are distributed

more uniformly than expected under CSR and under the maximum possible spacing (a
hexagonal grid)

is 2.1491.

Clark and Evans use the average nearest neighbor framework to develop a
hypothesis test to determine if an observed set of point locations exhibits CSR. This test
assumes that the distribution of

under the null hypothesis of CSR is approximately

normal. The z-score for the statistic is calculated by
=

̅ − ̅
̅

and
̅

(2)

is the standard error of the mean distance to the nearest neighbor under CSR. It

can be shown that
̅

=

.

. A negative z-score indicates clustering, and a positive

score indicates dispersion.
Clark and Evans note some limitations of their procedure. Ideally, the true density of the
underlying population should be known, and this might be difficult to measure when

is

large. In such situations, the estimated value of mean distance to its nearest neighbor can
be calculated from quadrants selected from a random sample (Clark & Evans, 1954). The
calculation of

assumes an infinite study area, which is never the case in practice. The

ANN ratio is also sensitive to the chosen study area, as expanding or contracting the study
area may alter the distance to the nearest neighbor for some observations. Since the
measure is based only on the distance to its nearest neighbor, it fails to distinguish between
certain types of spatial dependence (e.g., tightly clustered points in one place vs pairs of
points scattered in population). In this situation, Clark and Evans suggest an extension to
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this measure by constructing a circle for each observation with an infinite radius, dividing
the circle into equal sectors, and measuring the distance from the individual to its nearest
neighbor for each of the sectors.
When ANN is applied to large areal units rather than points, only the centroid of
each unit is used to calculate the ANN, but it is possible that the individual spatial units are
closer to each other and at the same time centroids are distributed uniformly (Clark &
Evans, 1954).
2.2 RIPLEY’S K FUNCTION
The ANN ratio discussed in section 1.1 is based on first-order statistics, i.e., the
mean of the distances between observation locations. One of the limitations of the method
is the inability to test point patterns at different scales simultaneously (Ripley, 1977). For
example, it is possible for data to be clustered at a small scale and clustered at a larger scale
(i.e., the clusters are clustered) or clustered at a small scale but dispersed at a large scale
(i.e., the clusters occur at somewhat regular intervals). Ripley’s

function is a second-

order spatial analysis tool (i.e., uses variances of the distances between observations) that
can address the issue of scale-dependent spatial patterns. Here we only define Ripley’s
function for univariate spatial patterns in two dimensions, but it can also be extended for
multivariate spatial patterns (ex: comparing spatial patterns of two species). The function
is given by
( )=

,
= | |,

where

is the density (number of points per unit area) and can be estimated as

where

is the observed number of points and | |is the size of the study area. If points

follow a homogenous Poisson process (i.e., exhibit CSR), then
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( )=

which is the

area of a circle of radius . An approximately unbiased estimator for

( ) was proposed

by Ripley (Dixon, 2014; Ripley, 1976):

where

is the distance between the

with the value of 1 if

<

(

∑ ∑

( )=

)

,

points, (

and

and 0 otherwise, and

(3)

< ) is the indicator function
is a weighting factor associated

with locations and that corrects for edge effects. Correction for edge effects is required
if any distance

is greater than the distance between point and the boundary. Because

the points outside the boundary are not included in the calculation of
can lead to a biased estimator of

( ), edge effects

( ). Various authors have proposed different edge

corrections. One of the most commonly used edge corrections assigns

a value of 1 if

the circle centered at point which passes through point is entirely inside the study area
and assigns

equal to the proportion of the circumference of the circle that falls in the

study area otherwise. Getis and Franklin discussed several edge correction techniques in
1987. For example, if the distance

is greater than the distance between point and the

nearest boundary (denoted , see Figure 2.1), the weighting function is given by (Getis &
Franklin, 1987),
= 1−

( /

)/

To test for CSR, the estimator ( ) = [ ( )/ ]

(4)
/

is sometimes used in practice

and ( ( )) = under CSR (Ripley, 1979). If the observed value of
expected value of

is larger than the

for a given distance, the distribution is more clustered than CSR at

that distance. If the observed value of

is smaller than the expected value of

, the

distribution is more dispersed than the random distribution at that distance. See Figure 2.2
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for examples of data exhibiting clustering, dispersion, and CSR. A plot of ( ) versus
may reveal the deviations from the expected value under CSR. Statistical significance of
the deviation can be tested as ( ) −
of

= 0 at each distance . Usually, the distribution

( ) is simulated under the null hypothesis of CSR, and critical values from the

simulated distribution are used to define the rejection region.

Figure 2.1 Example of weighted
edge correction,
is the distance
between the
and
points, is
the distance between point and the
nearest boundary, the value of
gives the inverse cosine function in
Eq. 4 (Haase, 1995).

Figure 2.2 Examples of spatial patterns of clustering (left), CSR (middle), and dispersion
(right).
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2.3 LOCAL MORAN’S I
In this section and the next, we consider two local spatial statistics: Local Moran’s
I and Getis-Ord Gi* which assess spatial dependence in the values of the observed data,
rather than assessing patterns in the observation’s locations. The null hypothesis for these
methods is that there is no spatial association in the observed values. Local Moran’s I
statistic is a decomposition of global Moran’s I statistic which measures local spatial
autocorrelation. Global statistics might not sufficiently capture the spatial patterns in large
data sets if the spatial association is not constant over the entire study area. As discussed
by Anselin (Anselin, 1995), local indicators of spatial associations (LISA) quantify two
distinct forms of spatial dependence by identifying local spatial clusters (hot spots) and
outliers. The local Moran’s I statistic associated with the th observed data point is given
by
=

where

̅

∑

,

[

− ̅ ],

(5)

is the observed value at location , ̅ is the corresponding sample mean,

number of observations,

is the variance of the variable

replaced by the sample variance) and

(in practice,

, is the

is usually

is a spatial weight associated with observations

and . The spatial weights may be chosen in several ways. For example, we may take
1 if observations

and

are within a pre-specified distance of each other and

otherwise. Alternately, the

=
=0

can also be defined using the adjacency of units or as the

inverse of the distance between observations I and or the inverse of the distance squared.
Under the null hypothesis of no spatial association, the expected value of I is given
by
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[ ]=−

∑

,

.

A high positive value of local Moran’s I indicates that the location under study has
neighbors with similarly high or low values and the location is a part of a cluster. A high
negative value of local Moran’s I indicates that the location has neighbors with dissimilar
values and the location is an outlier. Figure 2.3 illustrates the type of spatial clusters and
outliers; high-high (high values surrounded by high values), low-low (low values
surrounded by low values), high-low (high values surrounded by low values), and lowhigh (low values surrounded by high values) (Zhang et al., 2008).

Figure 2.3 Cluster/outlier types. Red
indicates high values and blue indicates
low values.
Since the exact probability distribution of local Moran’s I is hard to obtain, an
alternative method called “conditional permutation” is often used to determine how likely
the observed spatial distribution of the values is under the null hypothesis of no spatial
association (Anselin, 1995). The conditional permutation method proceeds by fixing a
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location and randomly permuting the remaining values on all other locations. This process
is repeated many times, and local Moran’s I value is calculated each time. The significance
level is calculated by comparing the actual values with the simulated. A pseudo p-value is
calculated by determining the proportion of local Moran’s I values obtained from
permutations that have higher (for positive local Moran’s I) or lower values (for negative
local Moran’s I) than the observed value. A pseudo value less than 0.05 shows a significant
spatial pattern in the data.
2.4 GETIS-ORD GI*
Local Moran’s I statistic described cannot discriminate between hot spots (i.e.,
high-high clustering) and cold spots (low-low clustering). The Getis-Ord Gi* statistic,
developed by Getis and Ord (Getis & Ord, 2010), is a local statistic that can distinguish
between hot and cold spots. However, the Getis-Ord Gi* statistic cannot identify outliers,
so Getis and Ord suggest that their statistic should be used in conjunction with the local
Moran’s I statistic to understand spatial patterns more fully.
Consider an area subdivided into
centroid with
where

and

= 1,2, …

regions,

where each region has a

coordinates in a Cartesian plane. We observe data

is associated with the

,

,…,

,

region. The Getis-Ord local statistic is given by (Getis

& Ord, 2010)

∗

where

( )=

∑
∑

(6)

,

is the spatial weight between observations and . Usually,

= 1 if observations is within a threshold distance

is a binary with

of observation and 0 otherwise.

Since the denominator is constant in Eq. 6, a higher value of the set of observations
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for

which

∗

> 0 correspond to higher values of

. The expectation of the

∗

is given by

(Songchitruksa & Zeng, 2010)
(

∗

)=

,

and the variance is given by
(

where

=

∑

∗

(

)=

(

is the sum of the weights, ̅ =

∑

)
)

,
=

and

∑

− ̅ are the

sample mean and sample variance of the random variable . Under exact or asymptotical
normal conditions, a z-score can be computed via
(

∗

)=

∑

− ̅∑
∑

− (∑
−1

.
)

Positive values with higher -score values indicate clustering of high values (hot
spots) and negative values with lower -score values indicate clustering of low values (cold
spots). Getis and Ord explore a Bonferroni correction to correct for multiple testing when
computing the Gi* statistic for all
conservative when

observations. However, this can be unduly

is large (Getis & Ord, 2010). While the Getis-Ord Gi* statistic was

originally developed for areal data, it can also be applied to point process data (Baruch‐
Mordo, Breck, Wilson, & Theobald, 2008; Siebeneck, Medina, Yamada, & Hepner, 2009;
Sokal & Thomson, 2006).
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SIMULATIONS
A simulation study is carried out to assess the performance of the four spatial
pattern detection methods described in the previous section under different scenarios. In
this study, we consider three areal unit structures: structure
where the units are of the same size, structure

is a 20 × 20 regular grid

is the United States (US) counties in the

states of North Carolina, Tennessee, South Carolina, Georgia, Alabama, and Mississippi
where the units (counties) are roughly the same size but irregularly shaped, and structure
is the Canadian forward sortation areas (FSAs) in the provinces of Alberta,
Saskatchewan, and Manitoba where the units have vastly different sizes. Areal structures
,

, and

contain

= 400,

= 549, and

= 267 areal units, respectively. We

generate data under null and alternative hypotheses and the specific data generation
mechanisms (DGMs) depend on the method under consideration. For each areal structure
and each DGM, 500 datasets are simulated.
Recall that the ANN and Ripley’s K methods test for spatial patterns based on the
locations of the observations only. These methods are often applied to areal data to
determine if areal units having some characteristic of interest exhibit a spatial pattern. For
example, researchers might be interested in which counties have experienced a case of a
rare disease. We refer to the units of interest as the ‘observed’ units. Generating observed
units on areal structure
units present in

consists of selecting the observed units from among the

. We consider two sample sizes for each areal structure:
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total

= ⌊ ⌋ and

= ⌊ ⌋, and generate data under the null hypothesis of no spatial pattern and under two
alternative hypotheses: a single large cluster and multiple smaller clusters. We now
describe the data generation mechanism for each of these hypotheses in detail. Under DGM
, which corresponds to the null hypothesis, the observed units are selected via uniform
sampling without replacement from among the

total units. Under DGM

, which

corresponds to the single cluster, units are sampled without replacement and the units in a
pre-selected region of the study area are sampled with 10 times higher probability than the
units in the rest of the study area. DGM

, which corresponds to multiple clusters, is an

iterative process. First, an areal unit is selected via uniform random sampling, and this unit
is observed, along with units which are directly adjacent to it. Another areal unit is then be
sampled without replacement from the remaining unobserved units and is observed along
with all adjacent units. This process is continued until

units have been observed.

Examples of data generated on each areal structure under DGMs

,

and

are shown

in Figure 3.1, Figure 3.2, and Figure 3.3.
Recall that local Moran’s I and Getis-Ord Gi* test for spatial patterns based on
observed data values (rather than based on observed data locations). Typically, these
methods are applied to areal data only when each areal unit is associated with some numeric
value and researchers wish to determine if these observed values exhibit spatial patterns
(such as large values clustering near other values). For each areal structure

, we generate

observed values, one value for each unit, under the null hypothesis of no spatial pattern
and under three alternative hypotheses: high-high clustering, a mixture of high-high and
low-low clustering, and a mixture of high-high clustering and high-low outliers. To
generate data under the null hypothesis, (DGM
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), observed values are independently

generated from a
(DGM

(0,1) distribution. To generate data exhibiting high-high clustering

), 4 units are selected via uniform sampling without replacement. Observed

values for these units and all units adjacent to them are independently generated from a
5,

distribution. Observed values for the remaining units are independently generated

Figure 3.1 Observed units for 20x20 regular grid (blue) for a one
simulation under three DGMs (D1: CSR, D2: Single cluster, D3:
Multiple cluster) for two sample sizes.

16

from a

(0,1) distribution. To generate data exhibiting a mixture of high-high and low-

low clustering (DGM

), 2 units are selected via uniform sampling without replacement.

Figure 3.2 Observed units for USA counties (blue) for a one simulation under three
DGMs (D1: CSR, D2: Single cluster, D3: Multiple cluster) for two sample sizes.
Observed values for these units and all units adjacent to them are independently generated
from a

5,

distribution. An additional 2 units are selected via uniform sampling from

the units which have not yet been assigned values and are not adjacent to any unit which
has already been assigned a value. Observed values for these units and all units adjacent to
17

Figure 3.3 Observed units for CA FSAs (blue) for a one simulation under three
DGMs (D1: CSR, D2: Single cluster, D3: Multiple cluster) for two sample sizes.

them are independently generated from a

−5,

remaining units are independently generated from a

distribution. Observed values for the
(0,1) distribution. To generate data

exhibiting a mixture of high-high clustering and high-low outliers (DGM

), 2 units are

selected via uniform sampling without replacement. Observed values for these units and
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all units adjacent to them are independently generated from a

5,

distribution. An

additional 2 units are selected via uniform sampling without replacement from among the

Figure 3.4 Observed values generated for 20x20 regular grid under 4 DGMs for a
one simulation; D4: No spatial pattern, D5: high-high clustering, D6: high-high
and low-low clusters, D7: high-high clusters and high-low outliers.
units which have not already been assigned a value and are not adjacent to units which
have already been assigned a value. Observed values for these units are independently
generated from a

5,

distribution, and values for all units adjacent to them are

independently generated from a

−5,

units are independently generated from a

distribution. Observed values for the remaining
(0,1) distribution. Figure 3.4, Figure 3.5, and

Figure 3.6 show examples of data generated on each areal structure under each mechanism.
−

For each data set generated under DGM

ANN, and Ripley’s K function are

calculated by using the centroids of the observed units as the observation locations. ANN
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and z-score is calculated manually using Eq.1 and Eq.2 and for this we use one observation
window which is the whole study area for all the simulations. ANN is also calculated for
each simulated dataset using the R function nni which also computes a z-score and for this
we use a different observation window, a rectangle that encloses only the centroids selected
for each simulation. For DGM

we perform an

= 0.05 level two-tailed test by rejecting

the null hypothesis if the absolute value of the z-score exceeds the 0.975 quantile of a
standard normal distribution. For DGMs

and

, we perform a left-tailed test (indicative

of clustering) by rejecting the null hypothesis if the z-score falls below the 0.05 quantile of
a standard normal distribution.

Figure 3.5 Observed values generated for USA counties under 4 DGMs for a one
simulation; D4: No spatial pattern, D5: high-high clustering, D6: high-high and low-low
clusters, D7: high-high clusters and high-low outliers.
Recall that computing Ripley’s K function (Eq. 3) requires specifying a radius at
which clustering is evaluated. For each areal structure, a sequence of 5 radii are evaluated,
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with the smallest radius being equal to the twice the smallest distance between any twounit centroids and the largest radius being equal to one-quarter of the width of the study
area. For each dataset, Ripley’s K function is evaluated at each radius using the Kest
function in R with the correction input as “Ripley”, which implements the edge correction
for rectangular and polygonal windows. To reduce the computational time, we
approximated the distribution of Ripley’s K function at each radius is approximated via the
Monte Carlo method with 1000 replications, and critical values are approximated with
quantiles of the Monte Carlo samples at each radius once for all the simulations.

Figure 3.6 Observed values generated for CA FSAs under 4 DGMs for a one simulation;
D4: No spatial pattern, D5: high-high clustering, D6: high-high and low-low clusters, D7:
high-high clusters and high-low outliers.
For DGM

we perform an

= 0.05 level two-tailed test by rejecting the null hypothesis
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if the absolute value of the K estimate exceeds the 0.975 quantile of the Monte Carlo
samples. For DGMs

and

, we perform a right-tailed test (indicative of clustering) by

rejecting the null hypothesis if the K estimate exceeds the 0.95 quantile of the Monte Carlo
samples.
We compute local Moran’s I and Getis-Ord Gi* statistics for each unit in each data
set simulated under DGM

−

. For both methods, weights are assigned based on the

adjacency of the units; neighboring units are given weight 1 while others are given weight
0. The distribution of local Moran’s I at each unit is approximated using the conditional
permutation approach explained in Chapter 2. Local Moran’s I is calculated using
localmoran_perm function in R with input p.adjust.method equals to “holm”. This
approach applies the Holm-Bonferroni correction for multiple comparisons, which is
uniformly more powerful than the Bonferonni correction and remains valid even in the
presence of dependence among the test statistics (Holm, 1979). For each DGM, we apply
a two-tailed test and any unit with a significant p-value (<0.05) is classified as a part of a
cluster (positive local Moran’s I value) or an outlier (negative local Moran’s I value) based
on the sign of the associated test statistic.
Getis-Ord Gi* is calculated as a z-score using the localG function in R. The HolmBonferroni correction is used to correct for the multiple testing. For each DGM

−

,

we apply a two-tailed test and any unit with a significant p-value (<0.05) is classified as a
part of a high-high cluster or low-low cluster based on the sign of the associated test
statistic.
We assess the performance of ANN and Ripley’s K via empirical type I error rate
and empirical power. For simulations under the null hypothesis (
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), we report the global

type I error rate for ANN and the type I error rate at each radius for Ripley’s K function.
For simulations under alternative hypotheses (

and

), we report the global power for

ANN and the power at each radius for Ripley’s K function.
We evaluate the performance of local Moran’s I and Getis-Ord Gi* by calculating
the classification accuracy under each DGM and summarizing the results using maps for
each of these methods. Local Moran’s I and Getis-Ord Gi* classify units into 3 categories
(local Moran’s I classifies units as part of a cluster, an outlier, or neither, Getis- Ord Gi*
classifies units as part of a high-high cluster, part of a low-low cluster, or neither). Finally,
we report average classification accuracies over all units.
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RESULTS
4.1 ANN AND RIPLEY’S K
Table 4.1 summarizes the empirical type I error rate (i.e., empirical probability of
rejecting the null hypothesis of CSR when units are generated under CSR) and empirical
power (i.e., the empirical probability of rejecting the null hypothesis of CSR when units
are clustered) of ANN for the three areal structures and two sample sizes. According to
Table 4.1, the type I error of all three areal structures is greater than 0.05 and its highest
(0.99) for Canadian (CA) FSAs where the units are vastly different sizes. When the sample
size increases, the type I error of each areal structure also increases. Under the alternative
hypothesis, the power of detecting a single cluster is 1.00 for CA FSAs which is greater
than both the regular grid and USA counties. When the sample size increases, the power
of detecting a single cluster decreases to 0 for regular grid and USA counties.
= 267 for Canadian FSAs,

Table 4.1 Type I error and power of ANN.
regular grid,
= 549 for USA counties.
DGM (Data
generation
mechanism)
: CSR: D1
: Single
Cluster: D2
: Multiple
Clusters: D2

Quantity
Type I error
Power
Power

= 400 for

N

Canadian
FSAs

Regular 20 x
20 grid

USA
counties

⌊ /4⌋
⌊ /10⌋
⌊ /4⌋
⌊ /10⌋
⌊ /4⌋
⌊ /10⌋

0.99
1.00
1.00
1.00
1.00
1.00

0.39
1.00
0.04
0.00
1.00
0.00

0.35
0.99
0.27
0.00
1.00
0.95

The results in Table 4.1 are calculated using the centroids of areal units and the
observation window is specified using the whole study area. When we calculate the results
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in Table 4.2, we use a different observation window, a rectangle that encloses only the
centroids selected for each simulation. If we compare the two tables, we see that in Table
4.1, the type I error is noticeably different, but that there is no clear pattern of increase or
decrease. The power in table 4.2 is lower for all scenarios except the USA counties under
the larger sample size.
Table 4.2 Type I error and power of ANN with different windows for each simulation of
data. n = 267 for Canadian FSAs, n = 400 for regular grid, n = 549 for USA
counties.
DGM (Data
generation
mechanism)
: CSR: D1

Quantity
Type I error

: Single
Cluster: D2
: Multiple
Clusters: D2

Power
Power

N

Canadian
FSAs

Regular 20 x
20 grid

USA
counties

⌊ /4⌋
⌊ /10⌋
⌊ /4⌋
⌊ /10⌋
⌊ /4⌋
⌊ /10⌋

0.83
1.00
0.76
1.00
0.93
1.00

0.75
1.00
0.00
0.00
0.53
0.00

0.06
0.01
0.24
0.36
0.99
0.96

Table 4.3 Type I error and power of Ripley’s K for 5 different radii (20x20 regular grid).

N=40

N=100

N=40

N=100

N=40

N=100

N=40

N=100

R5=5115

N=100

: CSR: D1
: Single
cluster: D2
: Multiple
clusters: D3

R1=2040

N=40

DGM
(Data generation
mechanism)

Type I error/ Power
R2=2809
R3=3578
R4=4346

0.98
0.88

1.00
0.96

0.92
0.99

1.00
1.00

0.84
1.00

0.78
1.00

0.75
1.00

0.49
1.00

0.90
1.00

1.00
1.00

1.00

1.00

1.00

1.00

1.00

1.00

1.00

0.99

1.00

0.79

Table 4.3, Table 4.4, and Table 4.5 summarize the type I error and the power of
Ripley’s K function under the same three data generation mechanisms for the regular grid,
USA counties, and CA FSAs, respectively, for different sample sizes and 5 different radii.
The type I error rate is far above its nominal level in almost all cases. For USA counties
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(Table 4.4), the power is high (closer to 1) for all radii except the smallest radius R1. For
CA FSAs (Table 4.5), the power is 1.0 for all radii except for R1. In general, the power for
detecting clusters is high in all three areal structures under all radii except for the minimum
radius R1 under USA counties and CA FSAs.
Table 4.4 Type I error and power of Ripley’s K for 5 different radii (USA counties).

N= 55

N=137

0.73 0.79
1.00 1.00

0.71
1.00

0.35 0.00 1.00 1.00

1.00 1.00

1.00

0.98 0.94

0.91

N=137

N= 55
0.77
1.00

N= 55

0.85 0.64
1.00 1.00

N=137

0.98 1.00 0.85 0.62
0.19 0.00 1.00 1.00

N= 55

: CSR: D1
: Single
cluster: D2
: Multiple
clusters: D3

N=137

R1=22935

N=55

DGM
(Data
generation
mechanism)

N=137

Type I error/ Power
R2=72327 R3=121720 R4=171112

R5=220505

Table 4.5 Type I error and power of Ripley’s K for 5 different radii (CA FSAs).

N=27

N=67

1.00 1.00
1.00 1.00

1.00
1.00

0.25 0.49 1.00 1.00

1.00 1.00

1.00

1.00 1.00

1.00

N=67

N=27
1.00
1.00

N=27

1.00 1.00
1.00 1.00

N=67

0.06 0.30 1.00 1.00
0.08 0.38 1.00 1.00

N=27

: CSR: D1
: Single
cluster: D2
: Multiple
clusters: D3

N=67

R1=1344

N=27

DGM
(Data
generation
mechanism)

N=67

Type I error/ Power
R2=90671
R3=179999 R4=269326

R5=358653

4.2 LOCAL MORAN’S I AND GETIS-ORD GI*
We calculate the type I error (number of times units are incorrectly classified as a part of
cluster or outlier when they are not) for both local Moran’s I (Figure 4.1, Figure 4.3, Figure
4.5) and Getis-Ord Gi* (Figure 4.2, Figure 4.4, Figure 4.6) under the four DGMs for all
three areal structures. For local Moran’s I, the type I error under the null hypothesis (Figure
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4.1a, Figure 4.3a, Figure 4.5a) is below 0.05 for all the areal structures. and the type I error
is below 0.05 for all the DGMs for USA counties. There are few units where the type I
errors are between 0.05 and 0.2 under the two scenarios of the mixture of high-high and
low-low clusters (Figure 4.1c, Figure 4.5c) and high-high clusters and high-low outliers
(Figure 4.1d, Figure 4.5d). For Getis-Ord Gi*, the type I error rate under DGM 1 is less
than 0.05 for each areal structure (Figure 4.2a, Figure 4.4a, Figure 4.6a). The type I error
rate for Getis-Ord Gi* under the scenario of high-high clustering is below 0.05 for most
units, but between 0.05 and 0.2 for a small number of units, most noticeably in the FSAs
(Figure 4.6b). Under the two scenarios of the mixture of high-high and low-low clusters
(Figure 4.2c, Figure 4.4c) and high-high clusters and high-low outliers (Figure 4.2d, Figure
4.4d), the type I error rate of Getis-Ord Gi* is slightly inflated (between 0.05 and 0.2) for
the regular grid and USA counties and the numbers are more inflated (between 0.4 and 0.6)
for the CA FSAs (Figure 4.6c and Figure 4.6d).
Figure 4.7, Figure 4.8, and Figure 4.9 present the classification accuracy (number
of times units are correctly classified as a part of a cluster or outlier) of local Moran’s I
under the DGM 5, 6, and 7 for each areal structure. Accuracy of detecting clusters under
the scenarios of high-high clusters (Figure 4.7a, Figure 4.8a), the mixture of high-high and
low-low clusters (Figure 4.7b, Figure 4.8b), and the mixture of high-high clusters and highlow outliers (Figure 4.7c, Figure 4.8c) is above 0.6 for most of the units in regular grid and
USA counties. For the CA FSAs, the accuracy of cluster detection ranges from 0.05 to 1
(Figure 4.9a, Figure 4.9b, Figure 4.9c) and most of the units which are smaller compared
to other units have accuracy above 0.8 while few units have an accuracy between 0.05 and
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0.2. The power of detecting outliers is above 0.8 for all three areal structures (Figure 4.7d,
Figure 4.8d, Figure 4.9d).

Figure 4.1 Type I error of Local Moran’s I (a) Under the null
hypothesis of no spatial pattern; (b) Under the scenario of high-high
clusters; (c) Under the scenario of the mixture of high-high and lowlow clusters; (d) Under the scenario of the mixture of high-high
clusters and high-low outliers.
Figure 4.10, Figure 4.11, and Figure 4.12 present the classification accuracy
(number of times units are correctly classified as a part of a high-high cluster or low-low
cluster) of Getis-Ord Gi* under DGMs 5, 6 and 7 for each areal structure. All the units in
the regular grid and USA counties have a classification accuracy greater than 0.8. The
majority of the units in CA FSAs which are smaller compared to other units have accuracy
above 0.8 and the rest of the units have an accuracy between 0.05 and 0.08.
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Figure 4.2 Type I error of Getis-Ord Gi* (20x20 regular grid) (a)
Under the null hypothesis of no spatial pattern; (b) Under the scenario
of high-high clusters; (c) Under the scenario of the mixture of highhigh and low-low clusters; (d) Under the scenario of the mixture of
high-high clusters and high-low outliers.

Figure 4.3 Type I error of Local Moran’s I (USA counties) (a) Under
the null hypothesis of no spatial pattern; (b) Under the scenario of
high-high clusters; (c) Under the scenario of the mixture of high-high
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and low-low clusters; (d) Under the scenario of the mixture of highhigh clusters and high-low outliers.

Figure 4.4 Type I error of Getis-Ord Gi* (USA counites) (a) Under the
null hypothesis of no spatial pattern; (b) Under the scenario of high-high
clusters; (c) Under the scenario of the mixture of high-high and low-low
clusters; (d) Under the scenario of the mixture of high-high clusters and
high-low outliers.
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Figure 4.5 Type I error of Local Moran’s I (CA FSAs) (a) Under the
null hypothesis of no spatial pattern; (b) Under the scenario of high-high
clusters; (c) Under the scenario of the mixture of high-high and low-low
clusters; (d) Under the scenario of the mixture of high-high clusters and
high-low outliers.

Figure 4.6 Type I error of Getis-Ord Gi* (CA FSAs) (a) Under the null
hypothesis of no spatial pattern; (b) Under the scenario of high-high
clusters; (c) Under the scenario of the mixture of high-high and lowlow clusters; (d) Under the scenario of the mixture of high-high clusters
and high-low outliers.
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Figure 4.7 Classification accuracy of local Moran’s I (20x20 regular
grid) (a) Detecting clusters under the scenario of high-high clusters;
(b) Detecting clusters under the scenario of the mixture of high-high
and low-low clusters; (c) Detecting clusters under the scenario of
the mixture of high-high clusters and high-low outliers; (d)
Detecting outliers under the scenario of the mixture of high-high
clusters and high-low outliers.

Figure 4.8 Classification accuracy of local Moran’s I (USA counties)
(a) Detecting clusters under the scenario of high-high clusters; (b)
Detecting clusters under the scenario of the mixture of high-high and
low-low clusters; (c) Detecting clusters under the scenario of the
mixture of high-high clusters and high-low outliers; (d) Detecting
outliers under the scenario of the mixture of high-high clusters and
high-low outliers.
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Figure 4.9 Classification accuracy of local Moran’s I (CA FSAs)
(a) Detecting clusters under the scenario of high-high clusters; (b)
Detecting clusters under the scenario of the mixture of high-high
and low-low clusters; (c) Detecting clusters under the scenario of
the mixture of high-high clusters and high-low outliers; (d)
Detecting outliers under the scenario of the mixture of high-high
clusters and high-low outliers.
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Figure 4.10 Classification accuracy of Getis-Ord Gi* (20x20
regular grid) (a) Detecting high-high clusters under the
scenario of high-high clusters ; (b) Detecting high-high
clusters under the scenario of the mixture of high-high and
low-low clusters; (c) Detecting low-low clusters under the
scenario of the mixture of high-high and low-low clusters; (d)
Detecting high-high clusters under the scenario of the mixture
of high-high clusters and high-low outliers.

Figure 4.11 Classification accuracy of Getis-Ord Gi* (USA counites)
(a) Detecting high-high clusters under the scenario of high-high
clusters ; (b) Detecting high-high clusters under the scenario of the
mixture of high-high and low-low clusters; (c) Detecting low-low
clusters under the scenario of the mixture of high-high and low-low
clusters; (d) Detecting high-high clusters under the scenario of the
mixture of high-high clusters and high-low outliers.
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Figure 4.12 Classification accuracy of Getis-Ord Gi* (CA FSAs) (a)
Detecting high-high clusters under the scenario of high-high clusters ;
(b) Detecting high-high clusters under the scenario of the mixture of
high-high and low-low clusters; (c) Detecting low-low clusters under
the scenario of the mixture of high-high and low-low clusters; (d)
Detecting high-high clusters under the scenario of the mixture of highhigh clusters and high-low outliers.
Table 4.6 Mean Type I error for local Moran’s I (LM) and Getis-Ord Gi* (GG*).

Data generation mechanism (DGM)
D4: Null hypothesis (no spatial pattern)
D5: High-High clusters
D6: Mixture of high-high and low-low
clusters
D7: Mixture of high-high clusters and
high-low outliers
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Regular
USA
grid
counties
LM GG* LM GG*
0.00 0.01 0.00 0.01
0.01 0.03 0.01 0.02
0.03 0.05 0.02 0.03

LM
0.01
0.02
0.03

GG*
0.01
0.04
0.05

0.04

0.03

0.06

0.06

0.02

0.03

CA FSAs

Table 4.7 Mean classification accuracy for local Moran’s I.
Data generation

Regular grid

USA counties

CA FSAs

mechanism

Cluster

Cluster

Cluster

(DGM)

accuracy accuracy accuracy

Outlier

Outlier

Outlier

accuracy accuracy accuracy

D5: High-High
0.73

-

0.92

0.83

-

0.95

0.82

1.00

0.94

-

0.71

-

0.80

-

0.78

0.89

clusters
D6: Mixture of
high-high and lowlow clusters
D7: Mixture of
high-high clusters
1.00

and high-low
outliers

We calculate mean type I error (Table 4.6) and mean classification accuracy
over all the units for local Moran’s I (Table 4.7) and Getis-Ord Gi* (Table 4.8). The mean
type I error is less than or equal to 0.05 under all DGMs except for the mean type I error
(0.06) for Getis-Ord Gi* under the scenario of the mixture of high-high clusters and highlow outliers. Mean type I error for Getis-Ord Gi* is greater than or equal to the mean type
I error of local Moran’s I under each DGMs for all three areal structures. According to
Table 4.7, the mean classification accuracy of detecting a cluster for local Moran’s I is
highest for USA counties and lowest for CA FSAs under all DGMs. The power of
detecting clusters is higher under D6 and D7 compared to D5. The power of outlier
detection for local Moran’s I is 1 for both regular grid and USA counties. According to
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Table 4.8, the power of detecting high-high and low-low clusters is higher for USA
counties than for the grid or the CA FSAs. The power of detecting high-high clusters is
higher under D6 and D7 compared to D5 which is similar to what we saw in local Moran’s
I. Classification accuracy in detecting clusters is higher for Getis-Ord Gi* than the local
Moran’s I for all the areal structures.
Table 4.8 Mean classification accuracy for Getis-Ord Gi*.
Regular grid

USA counties

CA FSAs

HH

LL

HH

LL

HH

LL

cluster

cluster

cluster

cluster

cluster

cluster

accuracy

accuracy

accuracy

accuracy accuracy accuracy

0.84

-

0.97

-

0.84

-

0.94

0.94

0.99

0.99

0.91

0.90

0.93

-

0.98

-

0.89

-

Data generation
mechanism
(DGM)

D5: High-High
clusters
D6: Mixture of
high-high and lowlow clusters
D7: Mixture of
high-high clusters
and high-low
outliers
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DISCUSSION
In this study, we simulate data under different data generation mechanisms to assess
the performance of four spatial clustering methods: ANN, Ripley’s K function, local
Moran’s I, and Getis-Ord Gi* statistics. All these methods are applied on three areal
structures, a 20x20 regular grid, USA counties in 6 states, and CA FSAs in three provinces.
As we know, ANN and Ripley’s K functions are intended for point pattern data but in
practice these functions are often used for areal data, violating a basic assumption about
the distribution of the data under the null hypothesis. Our results show that the empirical
type I error rates of ANN and Ripley’s K are inflated for the simulated data regardless of
the sample size. From the results, we see that the power of ANN to detect clusters for CA
FSAs is higher than for regular grid and USA counties. One explanation of this is that many
of the areal units in CA FSAs are very small and close together while some of the units are
very large. As a result, the centroids of the smaller units are more likely to appear clustered
relative to the centroids of the larger units. For the regular grid and the USA counties, the
power of detecting clustering under DGM 2 (the single large cluster) is relatively low.
Under this DGM, most of the observed units are clustered together, but the remaining units
are further away from each other than would be expected under complete spatial
randomness. It is possible that the contribution of the dispersed units to the ANN test
statistic ‘dilutes’ the contribution from the clustered units and causes the loss of power. For
the regular grid, we see that when sample size increases the power of detecting multiple
clusters decreases rapidly. For the regular grid and the larger sample size, the expected
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distance to the nearest neighbor is very close to the distance between centroids of adjacent
points. Note that most of the units in regular grid has eight adjacent units and under multiple
clustering, most points have an adjacent unit as their nearest neighbor. So, the ANN ratio
is closer to 1. When the sample size is small, the expected distance to the nearest
neighbor is noticeably larger than the distance between centroids of adjacent points and
ANN ratio is less than 1. In this case, probability of rejecting the null hypothesis of CSR
under multiple clusters is high, hence the power is high. We also see that the ANN gives
different results depending on which window you use for the ANN calculation. The highly
inflated type I error rate makes ANN an unreliable method for detecting spatial clustering
in areal data.
Ripley’s K function performs better in detecting clusters compared to ANN but at
the same time, we see that the type I error is inflated. For the CA FSAs and USA counties,
Ripley’s K function rejects the null hypothesis of CSR in favor of clustering except for the
smallest radius. For the regular grid, Ripley’s K function rejects the null hypothesis in favor
of dispersion. As the centroids of all the grid units are inherently dispersed, the observed
units exhibit dispersion as well. We also see that the power of detecting clusters is
unreliable for the USA counties and CA FSAs for the smallest radius. Even though we see
that the power of Ripley’s K is high for most of the scenarios, the type I error rates are also
high. Due to the inflated type I error rate, the results from Ripley’s K are not reliable when
applied to areal data.
Unlike the ANN and Ripley’s K, local Moran’s I and Getis-Ord Gi* statistics can
be applied to both point and areal data. Local Moran’s I classifies observed units as part of
a cluster or an outlier while Getis-Ord Gi* classifies units as part of either high or low
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clusters. Both of these statistics are inherently linked to each other, and we typically expect
similar results with both techniques in terms of which spatial units are significant. We see
that the type I error rates are smaller for both statistics for all three areal structures. The
type I error rate of local Moran’s I is lower than that of Getis-Ord Gi*, though the type I
error rate of both methods is near or below its nominal level. Overall, the power of detecting
clusters is high for both of these statistics. However, Getis-Ord Gi* has a higher
classification accuracy compared to local Moran’s I. Overall, local Moran’s I and GetisOrd Gi* appear to be reliable for detecting spatial patterns in areal data when binary
adjacency-based weights are used.
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CONCLUSION
In this study, we carried out a simulation study to assess the performance of four
spatial clustering detection methods, the average nearest neighbor ratio, Ripley’s K
function, local Moran’s I and Getis-Ord Gi* statistics. We applied these statistics to three
different areal structures under different data generation mechanisms and calculated
empirical type I error rate and power. Our findings suggest that the ANN and Ripley’s K
do not deliver reliable results when applied to areal data. In contrast, local Moran’s I and
Getis-Ord Gi* statistics appear to be reliable for detecting spatial patterns in areal data.
There are several areas for potential future work. We use binary adjacency-based
weights to calculate local Moran’s I and Getis-Ord Gi*. Future work could explore
different weights (e.g. distance based) for these statistics and compare their performances.
We could also simulate data from non-normal distributions, such as count or rate data.
Different mechanisms for generating clustering and outliers could also be explored.
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