If G is a looped graph, then its adjacency matrix represents a binary matroid MA(G)
Introduction
A distinctive feature of matroid theory is that there are so many equivalent ways to define matroids, each providing its own special insight into the nature of the structure being defined. We refer to the books of Oxley [22] , Welsh [28] and White [29, 30, 31] for thorough discussions. Here is one way to define a particular kind of matroid: Definition 1 A binary matroid M is an ordered pair (V, C(M )), which satisfies the following circuit axioms:
1. V is a finite set and C(M ) ⊆ 2 V . 2. ∅ / ∈ C(M ). 3. If C 1 , C 2 ∈ C(M ) then C 1 ⊆ C 2 . 4. If C 1 = C 2 ∈ C(M ) then the symmetric difference (C 1 \C 2 ) ∪ (C 2 \C 1 ) = C 1 ∆C 2 contains at least one C ∈ C(M ).
If M and M ′ are matroids on V and V ′ then M ∼ = M ′ if there is a bijection between V and V ′ under which C(M ) and C(M ′ ) correspond. We consider 2 V as a vector space over GF (2) in the usual way: if S, S 1 , S 2 ⊆ V then 0 · S = ∅, 1 · S = S and S 1 + S 2 = S 1 ∆S 2 .
Definition 2 If M is a binary matroid on V then the cycle space Z(M ) is the subspace of 2 V spanned by C(M ).
The importance of the cycle space of a binary matroid is reflected in the well known fact that two fundamental ideas of matroid theory, nullity and duality, correspond under Z to two fundamental ideas of linear algebra, dimension and orthogonality: dim Z(M ) is the nullity of M , and if M * is the dual of M then Z(M * ) is the orthogonal complement of Z(M ). (See [22, 28, 30] for details.) Ghouila-Houri [17] showed that the importance of the cycle space is reflected in another special property, mentioned by some authors [7, 19, 30] but not stated explicitly in most accounts of the theory.
Theorem 3 [17] Let V be a finite set. Then the function Z : {binary matroids on V } → {GF (2)-subspaces of 2 V } is bijective.
Theorem 3 tells us that any construction or function which assigns a subspace of 2 V to some object may be unambiguously reinterpreted as assigning a binary matroid to that object. There are of course many notions of linear algebra that involve assigning subspaces to objects. For instance, an m × n matrix A with entries in GF (2) has four associated subspaces: the row space and right nullspace are orthogonal complements in GF (2) n , and the column space and left nullspace are orthogonal complements in GF (2) m . According to Theorem 3, we could just as easily say that an m × n matrix with entries in GF (2) has four associated binary matroids, a pair of duals on an m-element set, and a pair of duals on an n-element set. For a symmetric matrix the row space and the column space are the same, and the left and right nullspace are the same.
Let G be a graph. A familiar construction associates to G its polygon matroid M (G), the binary matroid on E(G) whose circuits are the minimal edge-sets of circuits of G. In this paper we discuss a different way to associate a binary matroid to G, which was mentioned by Jaeger in 1983 [19, 20] ; the notion seems to have received little attention in the intervening decades.
Definition 4 Let G be a graph, and let A(G) be the Boolean adjacency matrix of G, i.e., the V (G) × V (G) matrix with entries in GF (2), in which a diagonal entry a vv is 1 if and only if v is looped and an off-diagonal entry a vw is 1 if and only if v = w are adjacent. Then the adjacency matroid M A (G) is the binary matroid on V = V (G) represented by A(G), i.e., its circuits are the minimal nonempty subsets S ⊆ V such that the columns of A(G) corresponding to elements of S are linearly dependent.
Here are four comments on Definition 4: 1. We understand the term graph to include multigraphs; that is, we allow graphs to have loops and parallel edges. Although Definition 4 applies to an arbitrary graph G, A(G) does not reflect the number of edges connecting two adjacent vertices, or the number of loops on a looped vertex. Consequently, the reader may prefer to think of A(G) and M A (G) as defined only when G is a looped simple graph.
2. In light of Theorem 3, M A (G) may be described more simply as the binary matroid whose cycle space Z(M A (G)) is the nullspace of A(G).
3. The circuits of M A (G) may also be described as the minimal nonempty subsets S ⊆ V (G) that satisfy a rather complicated neighbourhood parity condition: for every v / ∈ S, |S ∩ N (v)| is even; for every unlooped v ∈ S, |S ∩ N (v)| is even; and for every looped v ∈ S, |S ∩ N (v)| is odd. (N (v) denotes the set of vertices w = v that are adjacent to v.)
4. Many graph-theoretic properties of a graph G do not match conveniently with matroid-theoretic properties of M A (G). For example, recall that a loop in a matroid M is an element λ such that {λ} ∈ C(M ), and a coloop is an element κ such that κ / ∈ γ for all γ ∈ C(M ). In the polygon matroid of G, a loop is an edge incident on only one vertex, and a coloop is a cut edge. In the adjacency matroid of G we have the following very different results; (i) tells us that looped vertices of G cannot be loops of M A (G), and (ii) tells us that coloops of M A (G) cannot in general have anything to do with connectedness of G. (Result (i) follows immediately from Definition 4, but proving (ii) requires a little more work; it follows readily from Lemma 27 below.) (i) A vertex v ∈ V (G) is a loop of M A (G) if and only if v is isolated and not looped in G.
(ii) Suppose v ∈ V (G), and let G ′ be the graph obtained from G by toggling the loop status of v. Then v is a coloop of at least one of the adjacency matroids
. Theorem 3 and the equality Z(M * ) = Z(M ) ⊥ directly imply the following.
Theorem 5 Let G and G ′ be two n-vertex graphs, let f :
f maps the column space of A(G) onto the nullspace of A(G ′ ).
2
f maps the nullspace of A(G) onto the column space of A(G ′ ).
Every graph with at least one edge has the same adjacency matroid as infinitely many other graphs, obtained by adjoining parallels. Even among looped simple graphs, there are many examples of nonisomorphic graphs with isomorphic adjacency matroids. For instance, the simple path of length two has the same adjacency matroid as the graph that consists of two isolated, looped vertices. However, a looped simple graph is determined up to isomorphism by the adjacency matroids of its full subgraphs.
Definition 6 Let G be a graph, and suppose S ⊆ V (G). Then G[S] denotes the full subgraph of G induced by S, i.e., the subgraph with V (G[S]) = S that includes the same incident edges as G.
Theorem 7 Let G and G ′ be looped simple graphs, and let f : V (G) → V (G ′ ) be a bijection. Then the following are equivalent.
1. f is an isomorphism of graphs.
For every
) have the same nullity.
Proof. The implications 1 ⇒ 2 ⇒ 3 are obvious. The implication 3 ⇒ 1 follows from these facts: A vertex v ∈ V (G) is looped (resp. unlooped) if and only if the nullity of M A (G[{v}]) is 0 (resp. 1). If v = w ∈ V (G) are both unlooped, then they are adjacent (resp. nonadjacent) in G if and only if the nullity of M A (G[{v, w}]) is 0 (resp. 2). If v ∈ V (G) is looped and w ∈ V (G) is unlooped, then they are adjacent (resp. nonadjacent) in G if and only if the nullity of M A (G[{v, w}]) is 0 (resp. 1). If v = w ∈ V (G) are both looped, then they are adjacent (resp. nonadjacent) in G if and only if the nullity of M A (G[{v, w}]) is 1 (resp. 0).
The polygon matroids of graphs constitute a special subclass of the binary matroids. Jaeger [20] proved that the adjacency matroids of graphs, instead, include all the binary matroids:
Theorem 8 [20] Let M be an arbitrary binary matroid. Then there is a graph
Our purpose in writing this paper is to present the basic theory of the adjacency matroids of graphs. It turns out that this theory is closely connected to two important notions that have been studied by many researchers: the ∆-matroids introduced by Bouchet [8, 9, 10] and the interlace polynomials introduced by Arratia, Bollobás and Sorkin [2, 3, 4] . These close connections are indicated by the fact that local complementation plays a significant role in all three theories. Definition 9 Let G be a graph with a vertex v. Then the local complement G v is the looped simple graph obtained from G by toggling the loop status of every neighbour of v, and toggling the adjacency status of every pair of neighbours of v.
To be explicit: G v is the looped simple graph related to G as follows: if v = w = x = v and both w and x are neighbours of v in G, then G v has an edge wx if and only if w and x are not adjacent in G; if w = x ∈ V (G) and at least one of w, x is not a neighbour of v in G, then G v has an edge wx if and only if w and x are adjacent in G; if w = v is a neighbour of v in G then there is a loop on w in G v if and only if w is not looped in G; and if w is not a neighbour of v in G then there is a loop on w in G v if and only if w is looped in G. Note that for every graph G, (G v ) v is the looped simple graph obtained from G by replacing each set of parallels with a single edge.
There are two matroid minor operations, deletion and contraction.
Definition 10
If M is a matroid on V and v ∈ V then the deletion M − v is the matroid on V \{v} with
If M is a binary matroid, then M − v is the binary matroid on V \{v} with
If M is a binary matroid, let [v] denote the subspace of 2 V spanned by {v}; we identify 2 V \{v} with 2 V /[v] in the natural way. Then M/v is the binary matroid on V \{v} with
Our first indication of the importance of local complementation for adjacency matroids is the fact that the matroid minors M A (G)/v and M A (G) − v can always be obtained by deleting v from graphs related to G through local complementation.
Theorem 13 Suppose v is an unlooped vertex of G.
If v is isolated then
In general, Theorem 14 fails for coloops. For example, let v and w be the vertices of the simple path P 2 of length two. Then w is isolated and unlooped
Observe 
Another instance of the importance of local complementation is the fact that matroid deletions from M A (G) and M A (G v ) always coincide.
The connection between the entire matroids M A (G) and 
Unlike Theorem 5, Theorem 16 does not explain all isomorphisms of adjacency matroids. For instance, the simple path of length two has the same adjacency matroid as a disconnected graph consisting of two looped vertices; but local complementation cannot disconnect a connected graph.
Theorems 12 -16 are proven in Section 3, using elementary linear algebra. In Section 4 we discuss Theorem 18, which provides another illustration of the connections tying adjacency matroids to delta-matroids and the theory of the interlace polynomials. It is a matroid version of Lemma 2 of Balister, Bollobás, Cutler, and Pebody [5] . A preliminary definition will be useful. 
Theorem 18
Let v be a vertex of G. Then two of the three adjacency matroids , ℓi) ) are the same, and the other is different. The cycle space of the different matroid contains the cycle space shared by the two that are the same, and its dimension is greater by 1.
The adjacency matroid M A (G(v, ℓi)) may be described in two other ways. As v is an isolated, looped vertex of
Another description comes from Theorem 12, which tells us that ℓ) ) have the same nullity. For ease of reference we state these observations as a proposition.
) all have the same nullity.
Recall that according to property (ii) above, v must be a coloop of at least one of the matroids M A (G(v)), M A (G(v, ℓ)). Consequently v must fall under one (and only one) of these cases:
As each vertex of G must fall under precisely one of the cases 1 -3, we obtain a partition of V (G) into three subsets. We refer to this partition of V (G) as the principal vertex tripartition of G. In Section 5 we prove that the three subsets of the principal vertex tripartition correspond precisely to the three alternatives of , ℓi) ). Moreover, v falls under case 1 in G if and only if v falls under case 2 in G v , and vice versa. Theorem 20 below includes all of these results, and also gives a few more details; in particular, the final assertion of case 1 corrects an error in [24] .
) includes either two or three distinct matroids. Only one of these distinct matroids does not include v as a coloop, and this matroid determines the others as follows.
If v is a coloop of both
) have the same nullity, say ν + 1; the nullity of
This case requires that G v − v have at least one looped vertex. 2. If v is not a coloop of M A (G(v, ℓ)) then the assertions of case 1 hold, with the roles of G and
The nullity of M A (G(v)) is 1 more than the nullity of M A (G(v, ℓ)), and
The principal vertex tripartition is reminiscent of the principal edge tripartition of Rosenstiehl and Read [23] , but there is a fundamental difference between the two tripartitions. The principal edge tripartition of G is determined by the polygon matroid of G, but the principal vertex tripartition of G is not determined by the adjacency matroid of G:
Theorem 21
The adjacency matroid and the principal vertex tripartition are independent, in the sense that two graphs may have isomorphic adjacency matroids and distinct principal vertex tripartitions, or nonisomorphic adjacency matroids and equivalent principal vertex tripartitions.
After verifying Theorem 21 in Section 6, in Sections 7 -9 we turn our attention to the close connection between adjacency matroids and ∆-matroids.
Definition 22 [8]
A delta-matroid (∆-matroid for short) is an ordered pair D = (V, σ) consisting of a finite set V and a nonempty family σ ⊆ 2 V that satisfies the symmetric exchange axiom: For all X, Y ∈ σ and all u ∈ X∆Y , X∆{u} ∈ σ or there is a v = u ∈ X∆Y such that X∆{u, v} ∈ σ (or both).
We often write X ∈ D rather than X ∈ σ. The name ∆-matroid reflects the fact that if M is a matroid, the family of bases B(M ) satisfies the symmetric exchange property; indeed B(M ) satisfies the stronger basis exchange axiom: if X, Y ∈ B(M ) and u ∈ X\Y then there is some v ∈ Y \X with X∆{u, v} ∈ B(M ). Theorem 24 Let G be a graph, and suppose S ⊆ V (G).
is the matroid on S with
Although Theorem 24 applies to arbitrary subsets S ⊆ V (G), the heart of the theorem is the result that part 1 holds for S = V (G); as noted by Brijder and Hoogeboom [12] , this result is a special case of the strong principal minor theorem of Kodiyalam, Lam and Swan [21] .
In Sections 8 and 9 we reprove Theorems 12 -16 within the contexts of set systems and ∆-matroids. In particular, Theorem 12 and Theorem 14 are generalized to set systems and ∆-matroids, respectively. In a similar vein, Theorem 14 of [12] shows that some aspects of the principal vertex tripartition extend to matroids associated with arbitrary ∆-matroids.
In Section 10 we discuss the connection between the interlace polynomials introduced by Arratia, Bollobás and Sorkin [2, 3, 4] and the Tutte polynomials of the adjacency matroids of a graph and its full subgraphs. This connection seems to be fundamentally different from the connection between the one-variable interlace polynomial of a planar circle graph and the Tutte polynomial of an associated checkerboard graph, discussed by Arratia, Bollobás and Sorkin [3] and Ellis-Monaghan and Sarmiento [16] .
Theorems 3 and 8
For the convenience of the reader, in this section we provide proofs of theorems of Ghouila-Houri [17] and Jaeger [20] mentioned in the introduction.
It is well known that axiom 4 of Definition 1 may be replaced by the following seemingly stronger requirement [22, 28, 30] :
This axiom is useful in the proof of Theorem 3: Let M be a binary matroid on V . We can certainly construct Z(M ) from C(M ), using the addition of 2 V . It turns out that we can also construct C(M ) from Z(M ):
The proof is simple: axiom 4 ′ implies that every nonempty element of Z(M ) contains a circuit, so every minimal nonempty element of Z(M ) is an element of C(M ); conversely, axiom 3 tells us that no circuit contains another, so it is impossible for a circuit to contain a minimal nonempty element of Z(M ) other than itself.
This implies that the function Z is injective. Now, let W be any subspace of 2
where U is the free matroid on V (i.e., C(U ) = ∅). Suppose dim W ≥ 1, and let C(W ) be the set of minimal nonempty subsets of V that appear in W . It is a simple matter to verify that C(W ) satisfies Definition 1; hence C(W ) is the circuit-set of a binary matroid M (W ). As
Could Z(M (W )) be a proper subspace of W ? If so, then there is some w ∈ W that is not an element of Z(M (W )). By definition, C(W ) must include some element γ that is a subset of w. Then w + γ = w∆γ = w\γ is also an element of W − Z(M (W )), and its cardinality is strictly less than that of w. We deduce that W − Z(M (W )) does not have an element of smallest cardinality. This is ridiculous, so Z(M (W )) cannot be a proper subspace of W .
It follows that the function Z is surjective. In light of Theorems 3 and 5 of Section 1, proving Theorem 8 is the same as proving the following.
Proposition 25 Let A be a k × n matrix with entries in GF (2). Then there is a symmetric n × n matrix B whose nullspace is the same as the right nullspace of A.
Proof. If the right nullspace space of A is GF (2) n , the proposition is satisfied by the zero matrix; if the right nullspace of A is {0} then the proposition is satisfied by the identity matrix.
Otherwise, the right nullspace of A is a proper subspace of GF (2) n . Using elementary row operations, we obtain from A an r ×n matrix C in echelon form, which has the same right nullspace as A. (Here r is the rank of A.) There is a permutation π of {1, ..., n} such that the matrix obtained by permuting the columns of C according to π is of the form
where I r is an identity matrix. If (C ′′ ) tr denotes the transpose of C ′′ , then
is a symmetric matrix. B ′ has the same right nullspace as
Consequently, a matrix B satisfying the statement may be obtained by permuting the rows and columns of B ′ according to π −1 .
Local complementation and matroid minors
The reader familiar with the interlace polynomials of Arratia, Bollobás and Sorkin [2, 3, 4] will recognize some of the concepts and notation that appear in our discussion of adjacency matroids, but it is important to keep a significant difference in mind: The interlace polynomials of G are related to principal submatrices of A(G), i.e., square submatrices obtained from A(G) by removing some columns and the corresponding rows. The adjacency matroid of G, instead, is related to rectangular submatrices obtained by removing only columns from A(G).
Theorems 12 and 15
Suppose v ∈ V (G); let
Here bold numerals indicate rows and columns with all entries equal, the first row and column correspond to v, and A c is the matrix obtained by toggling all the entries of A. To prove Theorem 15, observe that elementary row operations transform 
It follows that if κ is a column vector then 
That is, these two matrices have the same right nullspace. It follows that
Theorem 12 follows from another calculation using elementary row operations. Matrices of the forms 
Theorem 14 and the strong principal minor theorem
We turn now to Theorem 14. Suppose v is not a coloop of are related through elementary row operations, so these two matrices have the same right nullspace:
, as asserted by Theorem 14. By the way, note that this argument still applies if v is a coloop, provided that v is not a coloop of the adjacency matroid of the graph obtained from G by toggling the loop status of v.
Theorem 14 is equivalent to the following special case of the strong principal minor theorem of Kodiyalam, Lam and Swan [21] .
Theorem 26 Let A be a symmetric n × n matrix with entries in GF (2) and let S be a subset of {1, ..., n}, of size r = rank(A). Then the columns of A corresponding to elements of S are linearly independent if and only if the principal submatrix of A corresponding to S is nonsingular.
Proof. If the principal submatrix of A corresponding to S is nonsingular then its columns must be linearly independent. Obviously then the corresponding columns of A, which are obtained from the columns of the principal submatrix by inserting rows corresponding to elements of {1, ..., n}\S, must also be linearly independent.
The interesting part of the theorem is the converse: if the columns of A corresponding to elements of S form an n×r matrix of rank r, then the r×r submatrix obtained by removing the rows corresponding to elements of {1, ..., n}\S is also of rank r. The proof is simple: Let A ′ be the n × r submatrix of A that includes only the columns with indices from S; by hypothesis, A and A ′ have the same column space. If i ∈ {1, ..., n}\S then the ith column of A must be the sum of some columns with indices from S, and by symmetry the ith row of A must be the sum of some rows with indices from S. Consequently the same is true of the ith row of A ′ . It follows that removing the ith row of A ′ for every i / ∈ S yields an r × r submatrix with the same row space as A ′ , and hence the same rank as A.
Theorems 13 and 16
To prove part 1 of Theorem 16, suppose v ∈ V (G) is unlooped. Let 
Elementary row operations transform A(G) into
. Turning to part 2 of Theorem 16, suppose a looped vertex v is a coloop of both M A (G) and 
, and this equality implies
Theorem 18 and triple coloops
Theorem 18 is essentially a result about the nullspaces of A (G(v)), A(G(v, ℓ) ) and A (G(v, ℓi) ). With a convenient order on the vertices of G, these three matrices are 
respectively. Theorem 18 asserts that two of the nullspaces are the same, say of dimension ν; the different nullspace contains them, and its dimension is ν + 1. A proof of this statement is given in [25] .
Observe that no element of the nullspace of the right-hand matrix could possibly have a nonzero first coordinate. Consequently v does not appear in any circuit of M A (G(v, ℓi) ); that is, v is a coloop of M A (G(v, ℓi) ), as noted in Proposition 19 of the introduction. In the special case that M A (G(v, ℓi) ) has a larger cycle space than M A (G(v)) = M A (G(v, ℓ) ), it follows that v must also be a coloop of M A (G(v)) and M A (G(v, ℓ) ). On the other hand, if M A (G(v)) or M A (G(v, ℓ) ) has a larger cycle space than M A (G(v, ℓi) ) then either the matrix displayed on the left or the matrix displayed in the center has a larger nullspace than the one on the right. Clearly any vector in either of these two nullspaces that is not in the nullspace of the right-hand matrix must have a nonzero first coordinate; consequently v is not a coloop of the corresponding matroid. We deduce the following sharpened form of the result (ii) mentioned in the introduction.
Corollary 28 If v ∈ V (G) then v is a coloop of M A (G(v, ℓi)) and at least one of the adjacency matroids M A (G(v)), M A (G(v, ℓ)). It is a coloop of all three if and only if
The special case in which v is a coloop of all three matroids is important enough to merit a special name. , ℓ) ), and M A (G(v, ℓi) ).
Note that the nomenclature is imprecise; although a triple coloop of M A (G) is certainly a coloop of M A (G), it is not the matroid structure of M A (G) that determines whether or not a vertex is a triple coloop. We prefer this imprecise nomenclature over the alternative "v is a triple coloop of G" because that would also be confusing; a coloop (isthmus) of G is an edge, not a vertex.
Using this notion, Theorems 14 and 16 may be sharpened as follows. 
If v ∈ V (G) is looped and not a coloop of one of
M A (G), M A (G v ), then v
is a triple coloop of the other and M
According to Theorem 18 and Corollary 28,
where ν denotes the GF (2)-nullity. Observe that elementary row and column operations transform
))); according to Theorem 18 and Corollary 28, this equality implies that v is not a coloop of
M A (G v (v, ℓ)) = M A (G v ).
The principal vertex tripartition
Combining various results above, we see that if v ∈ V (G) then the relationships among the six adjacency matroids ) ) must fall into one of three cases.
)). According to part 3 of Theorem 30, v is a triple coloop of M A (G(v, ℓ)). Theorem 18 tells us that
Z(M A (G v (v))) = Z(M A (G v (v, ℓi))) ⊂ Z(M A (G v (v, ℓ))) and Z(M A (G(v))) = Z(M A (G(v, ℓ))) ⊂ Z(M A (G(v, ℓi))).
Part 1 of Theorem 16 tells us that
. All in all, we have the following:
with the same dimension, say ν + 1; their intersection is of dimension ν, and 
Case 2. Suppose v is not a coloop of M A (G(v, ℓ) ). The discussion proceeds as in case 1, with G and G v interchanged. Case 3. Suppose v is a coloop of both M A (G(v, ℓ) ) and M A (G v (v, ℓ)); then parts 1 and 2 of Theorem 30 tell us that
Then Theorem 18 and Corollary 28 tell us that
with the dimension of the larger subspace 1 more than the dimension of the smaller. The equality 
with the first row and column corresponding to v. As v is not a coloop of ℓ) ) must equal the sum of the columns corresponding to elements of some subset T ⊆ V (G)\{v}. Consider the submatrix of A(G v (v, ℓ)) obtained by removing the rows and columns corresponding to vertices not in T ∪ {v},
The sum of the columns of this matrix is 0, so the sum of the entries of the matrix is 0; that is, the matrix has an even number of nonzero entries. As the matrix is symmetric, an even number of these nonzero entries occur off the diagonal; consequently an even number occur on the diagonal, so at least one element of T is looped in G v . Essentially the same argument proves that in case 2, at least one element of T is looped in G. We should point out that a garbled version of this simple argument appeared in [24] , where it was mistakenly understood to imply that there must be at least one looped vertex in T ∩ N (v). This need not be the case, as indicated by the third example in the next section. The statements of Lemma 4.4 and Corollary 4.6 of [24] should be corrected by replacing the hypothesis "if a has no looped neighbour" with "if H − a has no looped vertex."
Three examples
Recall that if k < n then U n,k denotes the n-element matroid whose circuits include all the (k + 1)-element subsets of the ground set. Also, U n,n denotes the free matroid on n elements, i.e., C(U n,n ) = ∅.
Let K 3 be the complete graph with three vertices. Then
Let K 3ℓ be the graph obtained from K 3 by attaching a loop to one vertex.
If v is one of the unlooped vertices then v is a coloop of M A (K 3ℓ ), and v is a triple coloop of M A (K v 3ℓ ); v falls under case 2 of the principal vertex tripartition.
If w is the looped vertex then w is a coloop of M A (K 3ℓ ) and a coloop of M A (K w 3ℓ ), but not a triple coloop of either; w falls under case 3 of the principal vertex tripartition.
Let P 3 be the path of length three, and P 3ℓℓ the graph obtained from P 3 by attaching loops at the vertices of degree 1. (Equivalently,
If v is one of the looped vertices then v is not a coloop of M A (P 3ℓℓ ), and v is a triple coloop of M A (P v 3ℓℓ ); v falls under case 2 of the principal vertex tripartition. If w is the unlooped vertex then w is not a coloop of M A (P 3ℓℓ ) or M A (P w 3ℓℓ ); w falls under case 3 of the principal vertex tripartition. M A (P 3ℓℓ (w, ℓ) 
Observe that K 3 and P 3ℓℓ have isomorphic adjacency matroids, and their principal vertex tripartitions are distinct. On the other hand, K 3ℓ and P 3ℓℓ have nonisomorphic adjacency matroids and equivalent principal vertex tripartitions.
Set systems and ∆-matroids
In this section we briefly summarize a number of definitions and results related to set systems and ∆-matroids. The reader is referred to [8] - [13] for detailed discussions. . Let min(σ) (max(σ), resp.) denote the family of minimal (maximal, resp.) sets in σ with respect to set inclusion, and let min(D) = (V, min(σ)) (max(D) = (V, max(σ)), resp.) be the corresponding set systems. A set system D is equicardinal if for all
Set systems
Let D again be a set system. For X ⊆ V we define the pivot (also called twist in the literature [8] Suppose D = (V, σ) is a set system, and v ∈ V . Then σ = σ ′ ∪ σ ′′ , where
and D /v = (V, σ ′′ ). That is, D −v is the set system on V that includes the same sets as D − v, and D /v is the set system on V that includes the sets Y ∪ {v} with Y ∈ D/v.
Theorem 32 Let D be a set system on V , and suppose v ∈ V has the property that D −v is a proper set system. We have
by removing the sets that do not contain v. Theorem 32 is the first of several results that extend properties of adjacency matroids to general set systems or ∆-matroids. As we discuss in Theorem 45 below, this theorem extends part of Proposition 19 of the introduction.
∆-matroids
A delta-matroid (∆-matroid for short) is a proper set system D that satisfies the symmetric exchange axiom: For all X, Y ∈ D and all u ∈ X∆Y , X∆{u} ∈ D or there is a v ∈ X∆Y with v = u such that X∆{u, v} ∈ D (or both) [8] . A proper set system D is a ∆-matroid if and only if for each X ⊆ V , min(D * X) is equicardinal (see [12] ). Equivalently, D is a ∆-matroid if and only if for each
However D * v may be a proper set system without being a ∆-matroid. As in [11, Example 10] , let V be a finite set with |V | ≥ 3, and consider the ∆-matroid D = (V, σ) with σ = 2 V \{∅}. Then it is easy to see that the symmetric exchange axiom does not hold for D * V = (V, {∅, V }).
If we assume a matroid M is described by its family of bases, i.e., M is the set system (V, B) where B is the set of bases of M , then it is shown in [9, Proposition 3] that a matroid M is precisely an equicardinal ∆-matroid. Moreover, a , where r and ν denote the rank and nullity of a matroid respectively. The deletion operation of ∆-matroids coincides with the deletion operation of matroids only for non-coloops. Also, the contraction operation of ∆-matroids coincides with the contraction operation of matroids only for non-loops. Fortunately, as deletion and contraction for matroids coincide for both loops and coloops, matroid-deletion of a coloop is equal to ∆-matroid-contraction of that element, and matroid-contraction of a loop is equal to ∆-matroid-deletion of that element.
We will need Theorem 14 from [12] (the original formulation is in terms of rank rather than nullity). 
Representing graphs by ∆-matroids
Let G = (V, E) be a graph. We define D G to be the set system (V, σ) where
is nonsingular over GF (2)}. It is shown in [8] that D G is a normal ∆-matroid (by convention, the empty matrix is nonsingular). Moreover, if G is a looped simple graph then given D G , one can (re)construct G: {u} is a loop in G if and only if {u} ∈ D G , and {u, v} is an edge in G if and [10, Property 3.1] . In this way, the family of looped simple graphs with vertex-set V can be considered as a subset of the family of ∆-matroids on the ground set V .
It is shown in [12, Theorem 16] that, for all
, where ν denotes GF (2)-nullity. If v is a looped vertex of G, then it is shown in [18] that D G * v represents the graph G v . Moreover, if v is a unlooped vertex of G, then D G * v represents the graph G v (see [11] ). In this way, G v may be defined using ∆-matroids. However, D G * v on an unlooped vertex v and D G * v on a looped vertex v do not represent graphs in general:
Proposition 34 (Remark below Theorem 22 in [12] ) Let G be a graph, and ϕ be any sequence of pivot, dual pivot and loop complement operations on
In contrast, max((D G )ϕ) does always have a graph representation.
Theorem 35 Let G be a graph, and let ϕ be any sequence of pivot, dual pivot and local complement operations on elements of V (G). Then max((D G )ϕ) is a binary matroid.
and we are done.
For convenience, we define the pivot of a vertex v on a graph G, denoted G * v, by G v if v is looped, and it is not defined otherwise. Similarly, we define the dual pivot of vertex v on G, denoted G * v, by G v if v is unlooped, and it is not defined otherwise. For a graph, loop complementation of a vertex v ∈ V (G), denoted by G+v, toggles the existence of a loop on v. I.e., v is a looped vertex of G iff v is not a looped vertex of G + v. It is shown in [11] that D G+v = D G + v (i.e., loop complementation for ∆-matroids generalizes loop complementation for graphs).
It is easy to verify that for each v ∈ V (G),
Theorem 24 of the introduction follows readily from this easy observation and the strong principal minor theorem [21] (see also Theorem 26 above). As we will see in the following sections, the equality
(where M A (G) is described by its family of bases) allows us to give various results stated in the introduction completely different proofs, using ∆-matroids rather than linear algebra over GF (2).
Deletion/contraction and min/max for ∆-matroids
In this section we show, under the assumption of some mild conditions, that both contraction and deletion commute with both the min and the max operation for ∆-matroids. In fact, some results hold for set systems in general. We will apply these results to graphs in the next section.
Let D be a set system. The notions of loop and coloop for matroids (described by their families of bases) may be directly generalized to set systems.
We first show that the min operation and the deletion operation on an element v commute for proper set systems D, provided that D − v is proper. Note The next example illustrates that Theorem 37 does not hold for set systems in general. This in contrast with Theorem 36, which does hold for set systems in general.
Example 38 Let D = (V, D) be a set system with V = {u, v, w} and D = {{u}, {v}, {v, w}}. Then w is not a coloop of max(D) = (V, {{u}, {v, w}}), and max(D) − w = ({u, v}, {{u}}) while max(D − w) = ({u, v}, {{u}, {v}}).
We formulate now the max (min, resp.) "counterparts" of Theorem 36 (Theorem 37, resp.). These results show that contraction commutes with the min and max operations.
Theorem 39 Let D be a proper set system and v ∈ V . 
From ∆-matroids to graphs
In this section we use results of Sections 7 and 8 to give new proofs of several theorems about adjacency matroids stated earlier in the paper. These proofs are fundamentally different from the earlier ones, as they are combinatorial and do not involve matrices. Recall that if G is a graph then D G is a ∆-matroid
The following three results are quite straightforward consequences of the fact that for D G , max commutes with both deletion (of non-coloops) and contraction (of non-loops), cf. Theorems 37 and 39.
Theorem 42 Suppose v is an unlooped vertex of G.
Proof. We first prove Result 1. If v is isolated and unlooped, then v is a loop of
The result follows now by Theorem 40.
We now prove Results 2 and 3. Let w be a neighbour of v.
. On the one hand, if w is unlooped, then it is easy to verify that G * w * v is defined. Hence
. This proves Result 2. On the other hand, if w is looped, then it is easy to verify that G * v * w * v is defined. Hence
The next result is obtained from Proposition 33.
Theorem 43 Proof. We first show Result 1. If v is unlooped, then Theorem 45 If G is a graph with a looped vertex v, then the following hold. (G(v, ℓi) )). (G(v, ℓi) )) = {B ∈ B(M A (G v )) | v ∈ B}, or equivalently M A (G(v, ℓi)) = (M A (G v )/v) ⊕ U 1,1 ({v}).
ν(M
A (G v )) = ν(M A
B(M A
3. M A (G(v, ℓi)) = M A (G v ) iff ν(M A (G)) ≤ ν(M A (G v )).
The interlace and Tutte polynomials
In this section we discuss the connection between the interlace polynomials of a graph G, introduced by Arratia, Bollobás and Sorkin [2, 3, 4] , and the Tutte polynomials of the adjacency matroids of G and its subgraphs. (The Tutte polynomial is described by many authors; see [6] and [27] for instance. Especially thorough accounts are given by Brylawski and Oxley [31] and Ellis-Monaghan and Merino [15] .) In particular, we show that the fundamental recursion of the two-variable interlace polynomial may be derived from properties of the Tutte polynomial.
Definition 46 Let G be a graph. Then the interlace polynomial of G is , where ν denotes GF (2)-nullity.
Arratia, Bollobás and Sorkin [4] showed that q(G) may also be defined recursively:
1. If v is a looped vertex of G then q(G) = q(G − v) + (x − 1)q(G v − v). Definition 47 Let M be a matroid on a set V . A subset I ⊆ V is independent if I contains no circuit of M . The rank of a subset S ⊆ V is the cardinality of the largest independent set(s) in S; it is denoted r(S). 
and hence for each v ∈ V (G),
Suppose v is a looped vertex and v ∈ S ⊆ V (G). Then Corollary 51 tells us that
, so it follows from equations (1) and (2) This yields the first formula of the recursive description of q. Suppose now that v is an unlooped vertex of G, and w is an unlooped neighbour of v in G. Let H = (G v ) w ; then v and w are looped neighbours in H. Equation (2) We conclude that
