We present and analyze some variants of Cauchy's methods free from second derivative for obtaining simple roots of nonlinear equations. The convergence analysis of the methods is discussed. It is established that the methods have convergence order three. Per iteration the new methods require two function and one first derivative evaluations. Numerical examples show that the new methods are comparable with the well-known existing methods and give better numerical results in many aspects.
Introduction
In this paper, we consider iterative methods to find a simple root α; that is, f α 0 and f α / 0, of a nonlinear equation Finding the simple roots of the nonlinear equation 1.1 is one of the most important problems in numerical analysis of science and engineering, and iterative methods are usually used to approximate a solution of these equations. We know that Newton's method is an important and basic approach for solving nonlinear equations 1, 2 , and its formulation is given by x n 1 x n − f x n f x n ; 1.2 this method converges quadratically. The classical Cauchy's methods 2 are expressed as
where L f x n f x n f x n f 2 x n .
1.4
This family of methods given by 1.3 is a well-known third-order method. However, the methods depend on the second derivatives in computing process, and therefore their practical applications are restricted rigorously. In the recent years, several methods with free second derivatives have been developed; see 3-9 and references therein.
In this paper, we will improve the family defined by 1.3 and obtain a three-parameter family of second-derivative-free variants of Cauchy's methods. The rest of the paper is organized as follows. In Section 2, we describe new variants of Cauchy's methods and analyze the order of convergence. In Section 3, we obtain some different iterative methods by taking several parameters. In Section 4, different numerical tests confirm the theoretical results, and the new methods are comparable with other known methods and give better results in many cases. Finally, we infer some conclusions.
Development of Methods and Convergence Analysis
Consider approximating the equation f x 0 around the point x n , f x n by the quadratic equation in x and y in the following form:
We impose the tangency conditions
where x n is nth iterate and
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2.4
From 2.1 , we have
Substituting 2.4 into 2.5 yields
Using 2.6 we can approximate
2.7
We define
Using K a,b,c x n , w n instead of L f x n , we obtain a new three-parameter family of methods free from second derivative
where a, b, c, ∈ R. Similar to the classical Cauchy's method, a square root is required in 2.9 . However, this may cost expensively, even fail in the case 1 − 2K a,b,c x n , w n < 0. In order to avoid the calculation of the square roots, we will derive some forms free from square roots by the Taylor approximation 10 .
Journal of Applied Mathematics
It is easy to know that the Taylor approximation of 1 − 2K a,b,c x n , w n is
Using 2.10 in 2.9 , we can obtain the following form:
where a, b, c, β ∈ R, m ≥ 0.
On the other hand, it is clear that
2.12
Then, Using 2.12 in 2.9 , we also can construct a new family of iterative methods as follows:
where a, b, c, ∈ R, m ≥ 0.
We have the convergence analysis of the methods by 2.13 . Expanding f w n , f w n in Taylor's series about α and using 2.17 , we get 
2.34
If we consider m 1, from 2.12 we obtain
2.35
Because of 2.13 , we have
2.36
From e n 1 x n 1 − α, we have From 2.13 , we can obtain 
2.40
From 2.40 and e n 1 x n 1 − α, we have
2.41
This means that the methods defined by 2.13 are at least of order three for any a, b, c ∈ R. Furthermore, we consider that if Similar to the proof of Theorem 2.1, we can prove that for m ≥ 1, the methods defined by 2.9 and 2.11 are at least cubically convergent; as particular cases, if m 1, a c 0, or m ≥ 2, b c 0, the methods have convergence order four. 
Some Special Cases
For m 1, we obtain from 2.13 a third-order method LM1
For m 2, we obtain from 2.13 a third-order method LM2 
3.4
For m 1, we obtain from 2.13 a fourth-order method 11
x n 1 x n − 1 1 2 K 0,b,0 x n , w n f x n f x n .
3.5
For m 2, we obtain from 2.13 a third-order method LM3 For m 1, we obtain from 2.13 a third-order method LM4
x n 1 x n − 1 1 2 K a,0,0 x n , w n f x n f x n .
3.8
For m 2, we also obtain the fourth-order method x n 1 x n − 1 1 2 K a,0,0 x n , w n 1 2 K a,0,0 x n , w n 2 f x n f x n , 3.9 which was obtained in 10 .
For m 3, we obtain a fourth-order method as follows 11 :
x n 1 x n − 
