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EXOTIC BLOWUP SOLUTIONS FOR THE u5 FOCUSING WAVE
EQUATION IN R3
ROLAND DONNINGER, MIN HUANG, JOACHIM KRIEGER, WILHELM SCHLAG
Abstract. For the critical focusing wave equation u = u5 on R3+1 in the
radial case, we construct a family of blowup solutions which are obtained
from the stationary solutions W(r) by means of a dynamical rescaling
λ(t)
1
2 W(λ(t)r) + correction with λ(t) → ∞ as t → 0. The novelty here
lies with the scaling law λ(t) which eternally oscillates between various
pure-power laws.
1. Introduction
The energy critical focusing wave equation in R3
u = u5,  = ∂2t − 4 (1.1)
has been the subject of intense investigations in recent years. This equation
is known to be locally well-posed in the space H := H˙1 × L2(R3), meaning
that if (u(0),ut(0)) ∈ H , then there exists a solution locally in time and
continuous in time taking values inH . Solutions need to be interpreted in
the Duhamel sense:
u(t) = cos(t|∇|) f + sin(t|∇|)|∇| g +
∫ t
0
sin((t − s)|∇|)
|∇| u
5(s) ds (1.2)
These solutions Lquintic(u) = 0 have finite energy:
E(u,ut) =
∫
R3
[1
2
(u2t + |∇u|2) −
u6
6
]
dx = const
The remarkable series of papers [3] – [6] establishes a complete classification
of all possible type-II blow up dynamics. It remains, however, to investigate
the existence of all allowed scenarios in this classification. Steps in this
direction were undertaken in [8], [11], [2], where a constructive approach to
actually exhibit and thereby prove the existence of such type-II dynamics
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was undertaken. Recall that a type-II blow up solution u(t, x) with blowup
time T∗ is one for which
lim sup
t→T∗
‖u(t, ·)‖H1 + ‖ut(t, ·)‖L2x < ∞
but of which no extension in the usual sense of well-posedness theory in
H˙1 × L2 exists beyond time T∗. In [6], it is demonstrated that such solutions
can be described as a sum of dynamically re-scaled ground states
±W(x) = ±
(
1 +
|x|2
3
)− 12
plus a radiation term. In particular, for solutions where only one such bulk
term is present, one can write the solution as
u(t, x) = Wλ(t)(x) + ε(t, x) + oH˙1(1), Wλ(x) = λ
1
2 W(λx), ε(t, ·) ∈ H˙1 (1.3)
where the error is in the sense as t → T∗. Moreover, we have the dynamic
condition
lim
t→T∗
(T∗ − t)λ(t) = ∞ (1.4)
In [11], it was shown that such solutions with λ(t) = t−1−ν do exist, where
ν > 12 is arbitrary. In [9] the latter condition was relaxed to ν > 0.
It is natural to ask which rescaling functions are admissible for (1.3) – both
in general, and in particular within the confines of the method developed
in [11], [9]. It seems very difficult (perhaps hopeless) to answer this question
in full generality. Nevertheless, important progress has been made in recent
years such as in the deep work of Raphae¨l, Rodnianski [12], and Hillairet,
Raphae¨l [7] who studied stable blowup laws (relative to a suitable topology)
for energy critical equations.
The purpose of this paper is to exhibit an uncountable family of rates
which are not of the pure-power type as above. Our main result, which is
in the spirit of [10], [11], is as follows.
Theorem 1.1. Let ν > 3 and |ε0|  1 be arbitrary and define
λ(t) := t−1−ν exp(−ε0 sin(log t)), 0 < t < 12 (1.5)
Then there exists a radial energy solution u of (1.1) which blows up precisely at
r = t = 0 and which has the following property: in the cone |x| = r ≤ t and for
small times t the solution has the form
u(t, r) = λ
1
2 (t)W(λ(t)r) + η(t, x) (1.6)
where ∫
[|x|<t]
[
|∇η(t, x)|2 + |ηt(t, x)|2 + |η(t, x)|6
]
dx→ 0 as t→ 0
and outside the cone u(t, r) satisfies∫
[|x|≥t]
[
|∇u(t, x)|2 + |ut(t, x)|2 + |u(t, x)|6
]
dx < δ
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for all sufficiently small t > 0 where δ > 0 is arbitrary but fixed. In particular, the
energy of these blow-up solutions can be chosen arbitrarily close to E(W, 0), i.e., the
energy of the stationary solution.
We remark that
λ(t) = t−1−ν(t), ν(t) = ν + ε0
sin(log t)
log t
→ ν as t→ 0+
This shows that ν(t) eternally oscillates around the constant ν, but does
approach that constant. Currently we do not know if it is possible to have
such solutions for which ν(t) is not asymptotically constant.
The starting point of our investigation was to adapt the method from [11]
to the setting where λ(t) is not restricted to the class of pure-power laws.
This turns out to run into serious difficulties essentially from the beginning,
with the “renormalization construction” of the approximate solution being
the first serious obstacle. Recall from [11] that this construction relies on an
iterative procedure and involves delicate book-keeping of various asymp-
totic expansions of the approximate solutions, the corrections, as well as
the errors. For the more general rates λ(t) this cannot be done in the same
fashion, and we succeeded in a much modified fashion for the laws (1.5);
however, only two steps of the iteration seem feasible. This then forces one
to confront a very major difficulty which was not present in [11]; namely
the lack of a suitable smallness parameter which allowed for the ultimate
contraction argument yielding an exact solution rather than an approximate
one to go through. In absence of this small parameter we are forced to fol-
low a different route. The idea is very simple but its actual implementation
turns out to be quite subtle. Schematically, we have to deal with a fixed
point problem on a Banach space of the form
x = F(x) + Ax + x0
where the norm of the linear operator A is not small. However, it turns
out that An has small operator norm provided n is sufficiently large. This
implies the existence of (1 − A)−1 (via the Neumann series) and thus, we
may re-write the problem at hand as
x = (1 − A)−1F(x) + (1 − A)−1x0
which we then solve by the Banach fixed point theorem. Thus, a large part of
the present paper is devoted to the development of a technique that allows
one to show smallness of ‖An‖. In order to succeed, we have to exploit
the fine-structure of the operator A, in particular smoothing properties and
oscillations.
2. The approximate solution for a modified power-law rescaling
2.1. Generalities. The radial quintic wave equation in R3 is
Lquinticu := utt − urr − 2r ur − u
5 = 0 (2.1)
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A special stationary solution is W(r) = (1 + r2/3)− 12 . By scaling, λ 12 W(λr) is
also a solution for any λ > 0. We are interested in letting λ depend on time.
More precisely, we would like to find solutions Lquinticu = 0 of the form
u(t, r) = λ(t)
1
2 W(λ(t)r) + ε(t, r), λ(t)→∞ as t→ 0+ (2.2)
and ε small in a suitable sense. It suffices to show that ε remains small in
energy, since this ensures that the solution blows up at time t = 0 by the
mechanism of “energy concentration” at the tip of the light-cone (t, r) = (0, 0)
(think of solving backwards in time). In the paper [11] such solutions were
found with λ(t) = t−1−ν, and ν > 12 constant. The goal here is to allow for
more general functions; more specifically, we will set
λ(t) = t−1−ν exp(−ε0 sin(log t)), ν > 3, |ε0|  1 (2.3)
This is of the form λ(t) = t−1−ν(t) with
ν(t) = ν + ε0
sin(log t)
log t
→ ν as t→ 0+
For future reference, we introduce µ(t) := tλ(t), and
κ(t) := − tµ˙(t)
µ(t)
so that for (2.3) we obtain
κ(t) = ν + ε0 cos(log t)
Our goal is to prove the following result. In what follows, R = rλ(t).
Proposition 2.1. Let λ(t) be as in (2.3) and t0  1.
(i) There exists some u2(t, r) ∈ C2({0 < t < t0, 0 6 r 6 t}) such that
u2(t, r) =
√
λ(t)(W(R) + µ−2(t)O(R)), 0 < t < t0, 0 < r < t (2.4)
and e2 := Lquinticu2 satisfies
t2λ−
1
2 (t)e2(t, r) = µ−2(t)O
(
log(R + 2)
R + 1
)
, 0 < t < t0, 0 < r < t (2.5)
(ii) For 0 < t < t0, 0 < r < t/2 and all k, j > 0 we have
∂kt∂
j
ru2(t, r) = ∂
k
t∂
j
r
√
λ(t)W(R) + t−kr− j
√
λ(t)µ−2(t)O(R) (2.6)
and
∂kt∂
j
r
(
t2λ−
1
2 (t)e2(t, r)
)
= t−kr− jµ−2(t)O
(
log(R + 2)
R + 1
)
(2.7)
The same bound applies without the restriction r < t2 , provided k + j 6 2.
(iii) The function u2(t, r) admits a C2- extension (on fixed time slices) beyond
the light cone r ≤ t with the property that given δ > 0,∫
r≥t
[|∂ru2|2 + ∂tu22 + u62](t, r) r2 dr < δ
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provided t < t0 is sufficiently small.
The proof will be given in Section 2.7.
2.2. The bulk term. Define
u0(t, r) = λ(t)
1
2 W(rλ(t)) = λ(t)
1
2 W(R) (2.8)
While u0 is very far from being an approximate solution, the construction in
[11] forλ(t) = t−α where α > 1 is constant shows that one can add successive
corrections via an iterative procedure
u = u0 + v1 + v2 + v3 + . . . + vk
so that this function approximately solves (2.1) in the light cone {r ≤ t 1}.
To be specific, we achieved thatLquinticu(t) goes to zero like tN in the energy
norm as t→ 0 where N can be made arbitrarily large by taking k large.
For (2.3) we will content ourselves with two steps of the construction
only, i.e., u = u0 + v1 + v2. Let us first compute the error resulting from u0.
DefineD := 12 + r∂r = 12 + R∂R. Then
e0 := Lquinticu0 = λ 12 (t)
[(λ′
λ
)2
(t)(D2W)(R) +
(λ′
λ
)′
(t)(DW)(R)
]
t2e0 =: λ
1
2 (t)
[
ω1(t)
1 − R2/3
(1 + R2/3)
3
2
+ ω2(t)
9 − 30R2 + R4
(1 + R2/3)
5
2
] (2.9)
We note that (2.3) satisfies
tλ′(t)
λ(t)
,
t2λ′′(t)
λ(t)
= O(1), t→ 0+ (2.10)
and analogously for higher derivatives. Moreover, the functions on the
left remain bounded under (t∂t)` for any `; the same properties hold for
ω1(t), ω2(t).
Then t2e0 = λ(t)
1
2 O(R2〈R〉−3) uniformly in 0 < t  1 (with derivatives).
Clearly, this error blows up as t→ 0 like t−2.
2.3. The first correction. Then t2e0 = λ(t)
1
2 O(R2〈R〉−3) as R→∞. This error
blows up as t→ 0 like t−2. The goal is now to reduce it — in fact turn it into
an error that vanishes as t→ 0 — by adding corrections to u0, the first one
being v1. We will do this by setting λ2(t)L0v1 = e0 where
L0 := ∂2R +
2
R
∂R + 5W4(R) (2.11)
Note that this is the linearized operator obtained by plugging u0 + v1
into (2.1) and discarding ∂t altogether. While this may seem strange, the
idea is to look first at the regime 0 < r  t where ∂t should matter less
than ∂r. We shall see shortly that v1 has the good property that it decays
like (tλ(t))−2, but it produces errors for the nonlinear PDE that grow in r too
strongly. To remove this growth, we carry out a correction at the second
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stage by solving a suitable differential operator. At this stage the self-similar
variable a = rt becomes important.
Now we discuss v1 in more detail. A fundamental system of L0 is
ϕ1(R) :=
1 − R2/3
(1 + R2/3)
3
2
, ϕ2(R) :=
1 − 2R2 + R4/9
R(1 + R2/3)
3
2
(2.12)
The operator
L˜0 = RL0 R−1 = ∂2R + 5W
4(R) (2.13)
has a fundamental system
ϕ˜1(R) :=
R(1 − R2/3)
(1 + R2/3)
3
2
= ψ˜1(R−2)
ϕ˜2(R) :=
1 − 2R2 + R4/9
(1 + R2/3)
3
2
= Rψ˜2(R−2)
(2.14)
The right-hand sides here are for large R, and the ψ˜ j are analytic around 0.
The Wronskian is
ϕ˜′1(R)ϕ˜2(R) − ϕ˜1(R)ϕ˜′2(R) = 1
We let µ(t) = tλ(t) as above, and
µ2(t)L0v1 = t2e0, v1(0) = v′1(0) = 0 (2.15)
We claim that
v1(t, r) = µ−2(t)L−10 t
2e0 = λ
1
2 (t)µ−2(t)O(R) as R→∞
To be more specific, write
t2 e0 = λ
1
2 (t)
(
ω1(t) g1(R) + ω2(t) g2(R)
)
(2.16)
see (2.9). Note that the g j are of the form
g j(R) = R−1φ j(R−2) R 1 (2.17)
where φ j is analytic around 0. Then L0 f j = g j with f j(0) = f ′j (0) = 0 satisfies
f j(R) = R−1
(
ϕ˜1(R)
∫ R
0
ϕ˜2(R′)R′g j(R′) dR′ − ϕ˜2(R)
∫ R
0
ϕ˜1(R′)R′g j(R′) dR′
)
(2.18)
for j = 1, 2. Then one checks that
f j(R) = b1 jR + b2 j + b3 j
log R
R
+ O(1/R) as R→∞
f j(R) = c1 jR2 + O(R4) as R→ 0
(2.19)
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In fact, around R = 0 the f j(R) are even analytic functions, whereas around
R = ∞ one has the representation
f j(R) = R(b1 j + b2 jR−1 + R−2 log R ϕ1 j(R−2) + R−2ϕ2 j(R−1))
=: R(F j(ρ) + ρ2G j(ρ2) logρ)
(2.20)
where ϕ1 j, ϕ2 j and F j,G j are analytic around zero, with ρ := R−1. This
follows from (2.14), (2.17), and (2.18). For future reference, we remark that
the structure in (2.20) is preserved under application of D. In particular,
and abusing notation somewhat, we have
v1(t, r) = λ
1
2 (t)µ−2(t)(ω1(t) f1(R) + ω2(t) f2(R)) =: λ
1
2 (t)µ−2(t)ω(t) f (R) (2.21)
Define
u1 := u0 + v1 = λ
1
2 (t)
(
W(R) + µ−2(t)ω(t) f (R))
In view of (2.19), and R ≤ µ (recall that we are inside of the light cone r ≤ t)
u1(t, r) = λ
1
2 (t)O(R−1) R > 1
u1(t, r) = λ
1
2 (t)O(1) 0 6 R < 1
(2.22)
uniformly in 0 < t < 1; moreover, we may apply t∂t or r∂r = R∂R any number
of times without affecting this asymptotic property. Finally, λ(t)− 12 u1(t, r) is
an even analytic function around R = 0.
2.4. The error from u1. Set e1 := Lquintic(u1). Then
e1 = ∂2t v1 − 10u30v21 − 10u20v31 − 5u0v41 − v51 (2.23)
One has
t2λ−
1
2 (t)e1 = λ−
1
2 (t)((t∂t)2 − t∂t)
(
λ
1
2 (t)w1(t, rλ(t))
)
− µ2(t)(10W3(R)w21(t,R)
+ 10W2(R)w31(t,R) + 5W(R)w
4
1(t,R) + w
5
1(t,R))
(2.24)
We write symbolically w1(t,R) = µ−2(t)ω(t) f (R). Then the nonlinearity
in (2.24) is
µ2(t)(10W3(R)w21(t,R) + 10W
2(R)w31(t,R) + 5W(R)w
4
1(t,R) + w
5
1(t,R))
= µ−2(t)
(
10W3(R)ω2(t) f 2(R) + 10W2(R)µ−2(t)ω3(t) f 3(R)
+ 5W(R)µ−4(t)ω4(t) f 4(R) + µ−6(t)ω5(t) f 5(R)
) (2.25)
whereas
λ−
1
2 (t)((t∂t)2 − t∂t)
(
λ
1
2 (t)w1(t, rλ(t))
)
=
(t∂t + tλ′(t)λ(t) D
)2
−
(
t∂t +
tλ′(t)
λ(t)
D
) w1(t,R) (2.26)
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Now
µ2(t)
(
t∂t +
tλ′(t)
λ(t)
D
)
µ−2(t)ω(t) f (R)
=
(
− 2tµ˙(t)
µ(t)
ω(t) + tω˙(t) +
tλ′(t)
λ(t)
ω(t)D
)
f (R)
(2.27)
Note that this is schematically of the form ω(t) f (R) with f as in (2.19), and
ω(t) bounded together with all powers of t∂t as t → 0+. Henceforth, we
refer to such functions ω(t) as admissible. Thus we can write
t2λ−
1
2 (t)e1(t, r)
= µ−2(t)
(
ω(t) f (R) −
(
10W3(R)ω2(t) f 2(R) + 10W2(R)µ−2(t)ω3(t) f 3(R)
+ 5W(R)µ−4(t)ω4(t) f 4(R) + µ−6(t)ω5(t) f 5(R)
)) (2.28)
We let a = rt =
R
µ = Rb, b := µ
−1 and isolate those terms in (2.28) which do
not decay for large R. Since we are working inside of the light-cone, we
have 0 ≤ a ≤ 1. Now, abusing notation somewhat,
µ−2(t) f (R) = b2R(F(ρ) + ρ2G(ρ2) logρ) = ba(F(ρ) + ρ2G(ρ2) logρ)
µ−2(t)W3(R) f 2(R) = b2R−3Ω(ρ2)R2(F(ρ) + ρ2G(ρ2) logρ)2
= b2R−1(F(ρ) + ρ2F(ρ) logρ + ρ4G(ρ2) log2 ρ) (2.29)
µ−4(t)W2(R) f 3(R) = b4R−2Ω(ρ2)R3(F(ρ) + ρ2G(ρ2) logρ)3
= b3a(F(ρ) + ρ2F(ρ) logρ + ρ4F(ρ) log2 ρ + ρ6G(ρ2) log3 ρ)
where F,G can change from line to line. Similarly,
µ−6(t)W(R) f 4(R) = b6R−1Ω(ρ2)R4(F(ρ) + ρ2G(ρ2) logρ)4
= b3a3(F(ρ) + ρ2F(ρ) logρ + ρ4F(ρ) log2 ρ
+ ρ6F(ρ) log3 ρ + ρ8G(ρ2) log4 ρ)
µ−8(t) f 5(R) = b8R5(F(ρ) + ρ2G(ρ2) logρ)5
= b3a5(F(ρ) + ρ2F(ρ) logρ + ρ4F(ρ) log2 ρ
+ ρ6F(ρ) log3 ρ + ρ8F(ρ) log4 ρ + ρ10G(ρ2) log5 ρ)
(2.30)
From (2.29), (2.30) we extract the leading order
t2λ−
1
2 (t)e01(t, r) := µ
−1(t)(c1a + c2b + (c3a + c4a3 + c5a5)b2) (2.31)
with c j = c j(t) admissible functions. Indeed, from the first line in (2.29)
we extract ba(F(0) + ρF′(0)) = bac1 + b2c2, whereas from the fifth we extract
b3aF(0). From the second line in (2.30) we retain b3a3F(0), and from the fifth
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one b3a5F(0). The point here is that with this choice of e01 one obtains a
decaying error as R→∞
t2λ−
1
2 (t)(e1 − e01)(t, r)
= µ−2(t)
[ log R
R
Φ1(t, a, b, ρ logρ, ρ) +
1
R
Φ2(t, a, b, ρ logρ, ρ)
] (2.32)
where Φ j(t, a, b,u, v) are polynomials in a, b and analytic in u, v near (0, 0);
moreover, their time dependence is polynomial in admissible functions.
Writing b = aR we may delete the terms involving b
2 = ba/R on the right-
hand side of (2.31), since they are of the form (2.32). Thus, it suffices to
consider the simpler leading error
t2λ−
1
2 (t)e01(t, r) := c1aµ
−1(t) + c2µ−2(t) = c1(t)ab + c2(t)b2 (2.33)
with c1(t), c2(t) admissible.
2.5. The second correction. Now we would like to solve the corrector prob-
lem “near r = t”, i.e.,
t2
(
vtt − vrr − 2r vr
)
= −t2e01 (2.34)
Note that we have discarded the nonlinearity on the left-hand side since it
decays near r = t. This is designed exactly so as to remove the growth in R.
We seek a solution in the form
v(t, r) = λ(t)
1
2
(
µ−1(t)q1(a, t) + µ−2(t)q2(a, t)
)
(2.35)
with boundary conditions q1(0, t) = 0, q′1(0, t) = 0 and q2(0, t) = 0, q
′
2(0, t) = 0.
These translate into the boundary conditions v(t, 0) = 0, ∂rv(t, 0) = 0 at r = 0.
This v will essentially be the function v2. In view of
λ(t)−
1
2µα∂t λ(t)
1
2µ−α = ∂t + t−1
(1
2
tλ˙
λ
− α tµ˙
µ
)
we are reduced to the system
t2
(
−
(
∂t +
β1(t)
t
)2
+ ∂rr +
2
r
∂r
)
q1(a, t) = c1(t)a (2.36)
and
t2
(
−
(
∂t +
β2(t)
t
)2
+ ∂rr +
2
r
∂r
)
q2(a, t) = c2(t) (2.37)
where
β j(t) =
1
2
tλ˙
λ
− j tµ˙
µ
= ( j − 1/2)κ(t) − 1
2
, j = 1, 2.
We impose the boundary conditions q j(0, t) = ∂aq j(0, t) = 0.
10 ROLAND DONNINGER, MIN HUANG, JOACHIM KRIEGER, WILHELM SCHLAG
Lemma 2.2. Let λ(t) be as in (2.3) with |ε0| sufficiently small. Equations (2.36),
(2.37) have solutions q j(a, t) satisfying q j(0, t) = ∂aq j(0, t) = 0, q j(a, t) ∈ C2({0 <
t < t0, 0 6 a 6 1}). Furthermore, for k > 0 and 0 6 ` 6 2 we have
∂kt∂
`
aq2(a, t) = O(t
−ka2−`); ∂kt∂
`
aq1(a, t) = O(t
−ka3−`) (2.38)
Proof. Now, with q˙ j = ∂tq j, (2.36) and (2.37) can be written as
t2
(
−
(
∂t +
β j(t)
t
)2
+ ∂rr +
2
r
∂r
)
q j(a, t)
=
(
(1 − a2)∂2a + (2(β j(t) − 1)a + 2a−1)∂a − β2j (t) + β j(t) − tβ˙ j(t)
)
q j(a, t)
− (t2q¨ j(a, t) + 2β j(t)tq˙ j(a, t)) + 2at∂aq˙ j(a, t) = c j(t)a2− j
(2.39)
By (2.3) we have β j(t) = ν˜ j + 2ε˜ j cos(log t) with ν˜ j = ( j − 1/2)ν − 12 > 1 and
ε˜ j = ( j/2 − 1/4)ε0. We note that the admissible functions c j are as in (2.31),
which are of the form ωk(t) in (2.28). These are parts of t2λ− 12 (t)e1(t, r) with
e1 defined in (2.23), and they come from (2.27) applied no more than twice
to v1 instead of f , where v1 is as defined in (2.21) with ω j coming from t2e0
in (2.9). Thus we see that c j(t) are polynomials of κ(t) with the operator t∂t
applied finitely many times, which means we can write
c j(t) =
N j∑
n=0
n∑
m=0
˜nj c˜
( j)
n,m t
(n−2m)i (2.40)
since polynomials of κ(t) have this type of expansions and they are pre-
served by the operator t∂t.
For convenience we drop the subscript j and write (2.39) as(
(1 − a2)∂2a + (2(β(t) − 1)a + 2a−1)∂a − β2(t) + β(t) − tβ˙(t)
)
q(a, t)
−(t2q¨(a, t) + 2β(t)tq˙(a, t)) + 2at∂aq˙(a, t) = c(a, t)
(2.41)
where
β(t) = ν˜ + 2ε˜ cos(log t) = ν˜ + ε˜ ti + ε˜ t−i
and
c(a, t) =
N∑
n=0
n∑
m=0
ε˜nc˜n,m(a) t(n−2m)i
where c˜n,m(a) is linear in a. We seek a solution to (2.41) of the form
q(a, t) =
∞∑
n=0
n∑
m=0
ε˜ngn,m(a) t(n−2m)i (2.42)
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where gn,m(a) = g¯n,n−m(a). Plugging (2.42) and (2.40) into (2.41) we see that
∞∑
n=0
n∑
m=0
ε˜n t(n−2m)i
(
(1 − a2)g′′n,m(a) + (2(ν˜ − 1)a + 2a−1)g′n,m(a)
+ 2a(g′n−1,m(a) + g
′
n−1,m−1(a)) + (ν˜ − ν˜2)gn,m(a) − 2gn−2,m−1(a)
+ (1 − i − 2ν˜)gn−1,m(a) + (1 + i − 2ν˜)gn−1,m−1(a) − gn−2,m(a) − gn−2,m−2(a)
+ (n − 2m)(n − 2m + i − 2ν˜i)gn,m(a) − 2i(n − 2m − 1)gn−1,m(a)
− 2i(n − 2m + 1)gn−1,m−1(a) + 2ai(n − 2m)g′n,m(a)
)
=
∞∑
n=0
n∑
m=0
ε˜nc˜n,m(a) t(n−2m)i
where gn,m(a) = 0 if n < 0 or |n − 2m| > n. Collecting powers of ε˜ and ti we
obtain the equation
(1 − a2)g′′n,m(a) + (2(ν˜ − 1)a + 2a−1 + 2ai(n − 2m))g′n,m(a)
+ (ν˜ − ν˜2 + (n − 2m)(n − 2m + i − 2ν˜i))gn,m(a)
= −2a(g′n−1,m(a) + g′n−1,m−1(a)) − (1 + i − 2ν˜ − 2i(n − 2m))gn−1,m(a)
− (1 − i − 2ν˜ − 2i(n − 2m))gn−1,m−1(a) + 2gn−2,m−1(a)
+ gn−2,m(a) + gn−2,m−2(a) + c˜n,m(a) =: Rn,m(a) (2.43)
Note that R0,0(a) = c˜0,0(a).
The associated homogeneous equation
(1 − a2)g′′n,m(a) + (2(ν˜ − 1)a + 2a−1 + 2ai(n − 2m))g′n,m(a)
+ (ν˜ − ν˜2 + (n − 2m)(n − 2m + i − 2ν˜i))gn,m(a) = 0 (2.44)
has two solutions
(1 − a)ν˜+1+(n−2m)i
a
,
(1 + a)ν˜+1+(n−2m)i
a
and their Wronskian is 2a−2(ν˜ + 1 + (n − 2m)i)(1 − a2)ν˜+(n−2m)i. Therefore by
(2.43), gn,m can be defined recursively as
gn,m(a) =
(1 + a)ν˜+1+(n−2m)i
2a(ν˜ + 1 + (n − 2m)i)
∫ a
0
x(1 + x)−ν˜−1−(n−2m)iRn,m(x) dx
− (1 − a)
ν˜+1+(n−2m)i
2a(ν˜ + 1 + (n − 2m)i)
∫ a
0
x(1 − x)−ν˜−1−(n−2m)iRn,m(x) dx (2.45)
which implies
(agn,m(a))′ =
(1 + a)ν˜+(n−2m)i
2
∫ a
0
x(1 + x)−ν˜−1−(n−2m)iRn,m(x) dx
+
(1 − a)ν˜+(n−2m)i
2
∫ a
0
x(1 − x)−ν˜−1−(n−2m)iRn,m(x) dx (2.46)
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With gn,m thus defined, (2.42) gives a formal solution to (2.41). In order to
show that (2.42) gives a true solution, it is sufficient to show that g′′n,m(a) is
continuous and for some C0 > 0 we have
‖g(k)n,m‖∞ := sup
a∈[0,1]
|g(k)n,m(a)| 6 Cn0
for 0 6 k 6 2, since this would imply (2.42) is convergent and twice dif-
ferentiable in both a and t with continuous second derivatives for 0 <
t < t0, 0 6 a 6 1, as long as ε˜ < C−10 . To show that the initial conditions
q(0, t) = ∂aq(0, t) = 0 are satisfied, we only need to show gn,m(0) = g′n,m(0) = 0.
By differentiating (2.42) we see that ∂kt∂
`
aq(a, t) = O(t−ka2−`) for k > 0 and
0 6 ` 6 2. In addition, to show the second estimate of (2.38) we will prove
the inequality
|g′′n,m(a)| . aC˜n+13 (2.47)
for some C˜3 and 0 6 a 6 1/2. Note that we do not need to show gn,m(a) =
g¯n,n−m(a) since we can simply take the real part of q(a, t) in (2.42) to get a real
solution.
Since ∣∣∣∣∣(1 + a)ν˜+(n−2m)i ∫ a
0
x(1 + x)−ν˜−1−(n−2m)iRn,m(x)dx
∣∣∣∣∣
6 a‖Rn,m‖∞(1 + a)ν˜
∫ a
0
(1 + x)−ν˜−1dx
= aν˜−1((1 + a)ν˜ − 1)||Rn,m||∞
6 a2(1 + a)ν˜−1||Rn,m||∞∣∣∣∣∣(1 − a)ν˜+(n−2m)i ∫ a
0
x(1 − x)−ν˜−1−(n−2m)iRn,m(x)dx
∣∣∣∣∣
6 a‖Rn,m‖∞(1 − a)ν˜
∫ a
0
(1 − x)−ν˜−1dx
= aν˜−1(1 − (1 − a)ν˜)||Rn,m||∞
6 a2||Rn,m||∞
and
√
2|z| > |<z| + |=z| for any z, we have by (2.46)
|gn,m(a)| 6
√
2(2ν˜−1 + 2−1)a‖Rn,m‖∞
(|n − 2m| + ν˜ + 1)
|(agn,m(a))′| 6
√
2(2ν˜−2 + 2−1)a2‖Rn,m‖∞ (2.48)
|g′n,m(a)| 6 a−1(|(agn,m(a))′| + |gn,m(a)|)
6
√
2(2ν˜−1 + 2−1)(1 + (ν˜ + 1)−1)‖Rn,m‖∞
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for all a ∈ [0, 1]. We let
cˆ1 = sup
06a61,06m6n6N
(|c˜n,m(a)|, |c˜′n,m(a)|)
By (2.43) and (2.48) we have
|Rn,m(a)| = | − 2((agn−1,m(a))′ + (agn−1,m−1(a))′)
− (−1 + i − 2ν˜ − 2i(n − 2m))gn−1,m(a))
− (−1 − i − 2ν˜ − 2i(n − 2m))gn−1,m−1(a)
+ 2gn−2,m−1(a) + gn−2,m(a) + gn−2,m−2(a) + c˜n,m(a)|
6 2(|(agn−1,m(a))′| + |(agn−1,m−1(a))′|)
+ 2(ν˜ + 1 + |n − 2m|)(|gn−1,m(a)| + |gn−1,m−1(a)|)
+ 4 max
06 j62
|gn−2,m− j(a)| + cˆ1 (2.49)
6 C1 max
16 j62,06k6 j
‖Rn− j,m−k‖∞ + cˆ1 (2.50)
for some C1 > 1. Since |R0,0(a)| = |c˜0,0(a)| 6 cˆ1, we have by induction
|Rn,m(x)| 6 (C1 + cˆ1)n+1 (2.51)
which implies by (2.48)
‖gn,m‖∞ 6
C˜n+11
|n − 2m| + ν˜ + 1 , ‖g
′
n,m‖∞ 6 C˜n+11 (2.52)
for some C˜1 > 1. Note that by (2.46) g′n,m is differentiable, implying Rn,m is
continuous by (2.43), and thus we know g′′n,m is continuous by differentiating
(2.46). To estimate g′′n,m, we rewrite (2.46) using integration by parts as
(agn,m(a))′ =
(1 + a)ν˜+(n−2m)i
2
∫ a
0
x(1 + x)−ν˜−1−(n−2m)iRn,m(x) dx
+
aRn,m(a)
2(ν˜ + (n − 2m)i) −
(1 − a)ν˜+(n−2m)i
2(ν˜ + (n − 2m)i)
∫ a
0
(1 − x)−ν˜−(n−2m)i(xRn,m(x))′ dx
which implies
|2(agn,m(a))′′| 6
∣∣∣∣∣(ν˜ + (n − 2m)i)(1 + a)ν˜−1+(n−2m)i ∫ a
0
x(1 + x)−ν˜−1−(n−2m)iRn,m(x)dx
∣∣∣∣∣
+ (1 + a)−1a|Rn,m(a)| +
∣∣∣∣∣(1 − a)ν˜−1+(n−2m)i ∫ a
0
(1 − x)−ν˜−(n−2m)i(xRn,m(x))′dx
∣∣∣∣∣
6 a(1 + a)−1(ν˜−12ν˜(ν˜ + |n − 2m|) + 1)‖Rn,m‖∞
+ (ν˜ − 1)−1(1 − (1 − a)ν˜−1)‖(xRn,m(x))′‖∞ (2.53)
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This together with (2.48) and (2.51) implies
|(aRn,m(a))′| 6 2(|(agn−1,m(a))′′| + |(agn−1,m−1(a))′′|)
+ 2(ν˜ + 1 + |n − 2m|)(|(agn−1,m(a))′| + |(agn−1,m−1(a))′|)
+ 4 max
06 j62
|(agn−2,m− j(a))′| + 2cˆ1
6 C2
(
(ν˜ + 1 + |n − 2m|)(C1 + cˆ1)n
+ max
06k61
‖(xRn−1,m−k(x))′‖∞
)
+ 2cˆ1 (2.54)
for some C2 > 1. In particular |(aR0,0(a))′| 6 2cˆ1. Thus we have by induction
‖(xRn,m(x))′‖∞ 6 (ν˜ + 2 + n)C˜n+12 (2.55)
where C˜2 = 2(C2 + cˆ1)(C1 + cˆ1). Therefore, by (2.51), (2.53), and (2.55)
|(agn,m(a))′′| 6 aCˆn+12 (2.56)
for some Cˆ2 > 1, where we used the fact that in (2.53) we have 0 6 1 − (1 −
a)ν˜−1 . a. Now, integrating the estimate for (agn,m(a))′ in (2.48) we get
|gn,m(a)| 6 3−1
√
2(2ν˜−2 + 2−1)a2‖Rn,m‖∞ (2.57)
which together with (2.48) and (2.51) implies
|g′n,m(a)| 6 a−1(|(agn,m(a))′| + |gn,m(a)|)
6
√
2(2ν˜−1 + 2−1)(1 + 3−1)a(C1 + cˆ1)n+1 (2.58)
By (2.56) and (2.58) we have for some C0 > C˜1
|g′′n,m(a)| 6 a−1(|(agn,m(a))′′| + 2|g′n,m(a)|) 6 Cn+10 (2.59)
By (2.52) and (2.59) we have ‖g(k)n,m(a)‖∞ 6 Cn0 for 0 6 k 6 2. Since Rn,m is
continuous (cf. the discussion below (2.52)), writing Rn,m(x) = Rn,m(0) + o(1)
and expanding (2.45) at a = 0 we get gn,m(a) = o(a), implying gn,m(0) =
g′n,m(0) = 0.
In addition, for q1 we have c˜n,m(a) = c˜n,ma. By (2.52) we have |g′n,m(a)| 6 C˜n+11
and |gn,m(a)| 6 aC˜n+11 and thus by definition (cf. (2.43))
|Rn,m(a)| 6 aCn+13
for some C3 > 0. By (2.43) we have
|(agn,m(a))′′| = (1 − a2)−1|2a(ν + (n − 2m)i)(agn,m(a))′
+ (−ν˜ − ν˜2 + (n − 2m)(n − 2m − i − 2ν˜i))agn,m(a) − aRn,m(a)| 6 a2C˜n+13
for some C˜3 > 0 as long as 0 6 a 6 1/2, which implies (2.47) by direct
calculation. Therefore, q(a, t) given by (2.42) is a solution to (2.41) satisfying
the stated conditions (see the discussion below (2.46)). 
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Remark 2.1. One can modify the proof of Lemma 2.2 so that the results hold
for λ(t) = t−1−νFa(sin(log t), cos(log t)) where Fa(u, v) is analytic in u and v at
the origin with sufficiently small derivatives. In this case, estimates of the
type (2.50) remain valid.
Similarly, the results of Lemma 2.2 hold for λ(t) = t−1−νFb(tγ) where Fb is
analytic at the origin with sufficiently small derivatives, and γ ∈ R+. In this
case, instead of (2.42) one considers
q(a, t) =
∞∑
n=0
gn(a)tnγ (2.60)
and the rest of the proof is similar to that of Lemma 2.2.
Using a = Rµ−1 we may rewrite (2.35) in the form
v2(t, r) :=
λ(t)
1
2
µ2(t)
(
Rq˜1(a, t) + q2(a, t)) (2.61)
where we have set q˜1(a, t) := a−1q1(a, t). Note that both q˜1 and q2 are O(a2)
as a→ 0. Thus by Lemma 2.2 we have the estimate
∂kt∂
j
av2(t, at) = O
t−ka− jλ(t) 12 a2(1 + R)µ2(t)
 (2.62)
for k > 0 and 0 6 j 6 2. Furthermore we have
Lemma 2.3. For 0 6 r 6 t/2 the estimate (2.62) holds for k, j > 0, or equivalently,
|∂kt∂`rv2(t, r)| 6 Ck,`t−kr−`
λ(t)
1
2 a2(1 + R)
µ2(t)
for all k, ` > 0.
Proof. Note that for any differentiable function f we have r∂r f (t, r) = a∂a f (t, at)
and t∂t f (t, r) = (t∂t − a∂a) f (t, at). This implies
|tkr`∂kt∂`rv2(t, r)| 6 C˜k,` max06m6k t
k−ma`+m|∂k−mt ∂`+ma v2(t, at)| (2.63)
Thus it is sufficient to show that
tka`∂kt∂
`
av2(t, at) = O
λ(t) 12 a2(1 + R)µ2(t)
 (2.64)
for all k, ` > 0.
For ` 6 2 this follows from (2.62). For ` > 2, we only need to show
∂kt∂
`
av2(t, at) = O
a−1t−kλ(t) 12 (1 + R)µ2(t)

By (2.61) it is sufficient to show that
∂kt∂
`
aq˜1(a, t) = O(t
−k); ∂kt∂
`
aq2(a, t) = O(t
−k) (2.65)
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since ∂aR = a−1R and ∂
j
aR = 0 for j > 2. By (2.39) we have for j = 1, 2
(1 − a2)∂2a(aq j(a, t)) = −(2β j(t)a∂a − β2j (t) − β j(t) − tβ˙ j(t)
)
aq j(a, t)
+t2aq¨ j(a, t) + 2(β j(t) + 1)taq˙ j(a, t) − 2at∂a(aq˙ j(a, t)) + a3− jc j(t)
(2.66)
Note that ∂ktβ j(t) = O(t
−k), ∂kt c j(t) = O(t
−k) (cf. (2.40)), and by Lemma 2.2 we
have
∂kt∂
`′
a (aq j(a, t)) = O(t
−k); 0 6 `′ 6 2 (2.67)
Thus by differentiating (2.66) and using induction on `′ we obtain
∂kt∂
`′
a (aq j(a, t)) = O(t
−k); `′ > 2 (2.68)
Recall that ∂kt q j(a, t) = O(a
4− jt−k) by Lemma 2.2. Thus by integrating (2.68)
with `′ = ` + 2 we have
a∂kt q j(a, t) =
`+1∑
n=5− j
c(k)j,n(t)a
n + qˆ(k)j (a, t) (2.69)
where c(k)j,n = O(t
−k) and ∂ma qˆ
(k)
j (a, t) = O(t
−ka`+2−m) for 0 6 m 6 ` + 2. Thus by
differentiating (2.69) we conclude that
|∂kt∂`aq˜1(a, t)| 6 |∂`a(a−2qˆ(k)1 (a, t))| . t−k
|∂kt∂`aq2(a, t)| 6 `!|c(k)2,`+1(t)| + |∂`a(a−1qˆ(k)2 (a, t))| . t−k
i.e., (2.65) holds. 
We set u2 := u1 + v2 = u0 + v1 + v2. Finally, (2.22) remains valid for u2 as
well since R 6 µ(t). In other words, u0 gives the main shape of the profile
as a function of R.
2.6. The error from u2. We define
e2 := Lquintic(u2) = Lquintic(u1 + v2)
= Lquintic(u1) + u51 − (u1 + v2)5 + (∂tt − ∂rr −
2
r
∂r)v2
= e1 − e01 − 5u41v2 − 10u31v22 − 10u21v32 − 5u1v42 − v52
(2.70)
We determine t2λ(t)− 12 e2. First, from (2.32)
t2λ−
1
2 (t)(e1 − e01)(t, r)
= µ−2(t)
[ log R
R
Φ1(a, b, ρ logρ, ρ) +
1
R
Φ2(a, b, ρ logρ, ρ)
] (2.71)
for R ≥ 1. For |R| < 1 we read off from (2.28) and (2.33) that
t2λ−
1
2 (t)(e1 − e01)(t, r) = O(µ−2(t)) (2.72)
This holds uniformly for small times, and t∂t and r∂r can be applied any
number of times without changing this asymptotic behavior as R→ 0.
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Next, for large R, by (2.22) and (2.62) we have
t2λ−
1
2 (t)u41v2 = O(a
2R−3) = O(R−1µ−2(t))
The final nonlinear term contributes
t2λ−
1
2 (t)v52 = µ
−8(t)O(R5) = µ−2(t)R−1O(µ−6(t)R6) = O(R−1µ−2(t))
Thus
t2λ−
1
2 (t)uk1v
5−k
2 = O(R
−1µ−2(t)) (R > 1, 0 6 k 6 4) (2.73)
For small R we have u1 = λ
1
2 (t)O(1) by (2.22) and v2 = λ
1
2 (t)µ−2(t)O(a2)
by (2.62). Thus (recall that a = Rµ−1(t))
t2λ−
1
2 (t)u41v2 = O(a
2) = O(µ−2(t))
t2λ−
1
2 (t)u1v42 = O(a
8µ−6(t)) = O(µ−2(t))
and we have
t2λ−
1
2 (t)uk1v
5−k
2 = O(µ(t)
−2) (R 6 1, 0 6 k 6 4) (2.74)
By the preceding we gain a factor µ−2 for all R, and the decay is at least log RR
as R→∞.
Finally by (2.22) and Lemma 2.3 we see that the estimates (2.73) and (2.74)
remain valid after one applies t∂t or r∂r any number of times if 0 6 r 6 t/2.
Similarly by (2.22) and (2.62) we see that (2.73) and (2.74) remain valid after
one applies t∂t and r∂r no more than twice, if 0 6 r 6 t.
2.7. Proof of Proposition 2.1. (i) (ii) Smoothness of u2 follows from (2.8),
(2.21) (where f j satisfies (2.19), which can be differentiated), and Lemma
2.2, which imply u0, v1, v2 are all in C2({0 < t < t0, 0 6 r 6 t}).
To show (2.4), it is sufficient to show that v1,2 =
√
λ(t)µ−2(t)O(R) for both
small and large R. This follows from (2.19) and (2.21) for v1, and (2.62) for v2.
Similarly (2.6) follows from the fact that ∂kt∂
j
rv1,2 = t−kr− j
√
λ(t)µ−2(t)O(R)
by (2.19) (which is clearly differentiable in R), (2.21) and Lemma 2.3. For
k + j 6 2 and 0 6 r 6 t we use (2.62) instead of Lemma 2.3.
Finally (2.5) and (2.7) follow from (2.70), where the different parts are
estimated in (2.71), (2.72), (2.73), and (2.74), which remain valid after one
applies t∂t or r∂r any number of times if 0 6 r 6 t/2, or if they are applied
no more than twice and 0 6 r 6 t.
(iii) We let
uˆ2(t, r) =

u2(t, r), if 0 < t < t0, 0 6 r 6 t
u2(t, t) + (r − t)u(0,1)2 (t, t)
+ 12 (r − t)2u(0,2)2 (t, t), if 0 < t < t0, t < r 6 (1 + 2b1)t
where b1 > 0 and u
(n,m)
2 (t, r) := ∂
m
r ∂
n
t u2(t, r). Clearly uˆ2 is C
2 in r for fixed t.
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By direct calculation using (2.6) we have for 0 6 k + j 6 2
u(k, j)2 (t, r) = O(r
− j−1t−kλ−1/2(t))
Thus for t < r 6 (1 + 2b1)t we have
uˆ2(t, r) = O(t−1λ−1/2(t)); ∂ruˆ2(t, r) = O(t−2λ−1/2(t)) (2.75)
∂tuˆ2(t, r) = O
(
max
06m61,06n61
∣∣∣∣(r − t)nu(1−m,n+m)2 (t, t)∣∣∣∣ + ∣∣∣∣(r − t)2∂tu(0,2)2 (t, t)∣∣∣∣)
where the first term is clearly of order O(t−2λ−1/2(t)). To estimate the sec-
ond term, recall that u2 = u1 + v2 where by direct calculation u
(k, j)
1 (t, r) =
O(r− j−1t−kλ−1/2(t)) for all k, j > 0. Thus
(r − t)2∂tu(0,2)1 (t, t) = O(t−2λ−1/2(t))
Since a = r/t, we have
v(0,2)2 (t, t) = t
−2∂2av2(t, t)
This and (2.62) imply
∂tv
(0,2)
2 (t, t) = O(t
−4λ−1/2(t))
Therefore
∂tuˆ2(t, r) = O(t−2λ−1/2(t)) (2.76)
Now we let B1 be a smooth bump function satisfying
B1(x) =
1, if x < 10, if x > 1 + b1
and we let u2(t, r) = uˆ2(t, r)B1(r/t) for r > t. Clearly u2 is C2 in r for fixed t.
By direct calculation using (2.75) and (2.76) we have
u2(t, r) = O(t−1λ−1/2(t)); ∂ru2(t, r) = O(t−2λ−1/2(t)); ∂tu2(t, r) = O(t−2λ−1/2(t))
Therefore b1 can be chosen small enough to ensure∫
t6r
u62 dx . b1t
−3λ−3(t) < δ/3
∫
t6r
(∂ru2)2 dx . b1t−1λ−1(t) < δ/3∫
t6r
(∂tu2)2 dx . b1t−1λ−1(t) < δ/3
Thus their sum is less than δ.
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3. Construction of an exact solution
Our aim next is to construct an energy class solution of (2.1) of the form
u = u2 + ε
in the backward light cone r ≤ t, 0 < t < t0. One immediately infers the
equation
ε + 5u40ε = 5(u
4
0 − u42)ε −N(u2, ε) − e2, (3.1)
where we have
N(u2, ε) = 10u32ε
2 + 10u22ε
3 + 5u2ε4 + ε5;
also, we shall denote by e2 an extension of e2 in the preceding section
beyond the light cone satisfying the same asymptotics as in Proposition 2.1.
Proceeding exactly as in [2], we pass to the variables
τ =
∫ t
t0
λ(s) ds, R = λ(t)r, v(τ,R) = Rε(t(τ), r(τ,R))
Writing 1 κ(τ) := λ(t(τ)), as well as β(τ) := κ
′(τ)
κ(τ) , and
D := ∂τ + β(τ)(R∂R − 1),
we get
[D2 + β(τ)D +L]v = κ−2(τ)
[
5(u40 − u42)v + RN(u2,
v
R
) + Re2
]
(3.2)
where L := −∂2R − 5W4(R), and we interpret u2,u0, e2 as functions of τ,R. In
fact, since it suffices to solve this problem in a dilate of the light cone, we
replace it by
[D2 + β(τ)D +L]v = κ−2(τ)χ˜( R
ντ
)
[
5(u40 − u42)v + RN(u2,
v
R
) + Re2
]
(3.3)
for some smooth cutoff χ˜ ∈ C∞0 (R+) with χ˜|r≤1 = 1. In fact, the main work
consists in solving the linear in-homogeneous problem
[D2 + β(τ)D +L]v = f ,
where f satisfies bounds like κ−2(τ)χ˜( Rντ )Re2. Our approach below is a gen-
eral framework to solve such problems, applicable to much wider classes
of scaling factors λ(t).
1We warn the reader that the symbols β and κ have a different meaning here than in
Section 2.
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3.1. The distorted Fourier transformation. Here we freely borrow facts
from [11] as well as [2], [9]. We state
Theorem 3.1 (Spectral theory for L).
• The Schro¨dinger operator L is self-adjoint on L2(0,∞) with domain
dom(L) = { f ∈ L2(0,∞) : f , f ′ ∈ AC[0,R] ∀R > 0,
f (0) = 0,L f ∈ L2(0,∞)}
and its spectrum is given by σ(L) = {ξd} ∪ [0,∞) where ξd < 0. The
continuous part of the spectrum is absolutely continuous and the eigen-
function φ(R, ξd) associated to the eigenvalue ξd is smooth and decays
exponentially as R→∞.
• The spectral measure µ is of the form
dµ(ξ) =
δξd(ξ)
‖φ(·, ξd)‖2L2(0,∞)
+ ρ(ξ)dξ
where δξd denotes the Dirac measure centered at ξd and the function ρ
satisfies ρ(ξ) = 0 for ξ < 0 as well as 2
ρ(ξ) = 13piξ
− 12 [1 + O(ξ
1
5 )] 0 < ξ ≤ 1
ρ(ξ) = 1piξ
1
2 [1 + O(ξ−
1
2 )] ξ ≥ 1
where the O-terms behave like symbols under differentiation.
• There exists a unitary operatorU : L2(0,∞)→ L2(σ(L), dµ) which diag-
onalizes L, i.e.,UL f (ξ) = ξU f (ξ) for all f ∈ dom(L). The operatorU
is given explicitly by
U f (ξ) = lim
b→∞
∫ b
0
φ(R, ξ) f (R)dR
where the limit is understood in L2(σ(L), dµ). The function φ(·, ξ) is
smooth and (formally) satisfies Lφ(·, ξ) = ξφ(·, ξ) as well as φ(0, ξ) = 0,
φ′(0, ξ) = 1.
• For 0 < ξ . 1 we have the asymptotics
φ(R, ξ) = φ0(R)[1 + O(〈R〉2ξ)] 0 ≤ R ≤ ξ− 12
φ(R, ξ) =
√
3
2 e
i
√
ξR[1 + O(ξ
1
5 ) + O(〈R〉−3ξ− 12 )]
+
√
3
2 e
−i√ξR[1 + O(ξ
1
5 ) + O(〈R〉−3ξ− 12 )] R ≥ ξ− 16
where all O-terms behave like symbols under differentiation and
φ0(R) :=
R(1 − 13 R2)
(1 + 13 R
2)3/2
.
2The conclusion for the asymptotics near ξ = 0 is not optimal and one can replace O(ξ
1
5 )
by O(ξ
1
2 ), but we will not need this.
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In the case ξ & 1 we have
φ(R, ξ) = 12iξ
− 12 ei
√
ξR[1 + O(ξ−
1
2 ) + O(〈R〉−3ξ− 12 )]
− 12iξ−
1
2 e−i
√
ξR[1 + O(ξ−
1
2 ) + O(〈R〉−3ξ− 12 )]
for all R ≥ 0 with symbol behavior of all O-terms.
• The inverse mapU−1 : L2(σ(L), dµ)→ L2(0,∞) is given by
U−1 f (R) = φ(R, ξd)‖φ(·, ξd)‖2L2(0,∞)
f (ξd) + lim
b→∞
∫ b
0
φ(R, ξ) f (ξ)ρ(ξ)dξ
where the limit is understood in L2(0,∞).
For the following it turns out to be more convenient to use a vector-
valued version ofU which we denote by F and call the “distorted Fourier
transform”. Thus, we identify L2(σ(L), dµ) with C× L2ρ(0,∞) and define the
mapping F : L2(0,∞)→ C × L2ρ(0,∞) by
F f =
( U f (ξd)
U f |[0,∞)
)
.
According to Theorem 3.1, the inverse map F −1 : C × L2ρ(0,∞) → L2(0,∞)
is then given by
F −1
(
a
f
)
=
φ(R, ξd)
‖φ(·, ξd)‖2L2(0,∞)
a + lim
b→∞
∫ b
0
φ(R, ξ) f (ξ)ρ(ξ)dξ.
From now on we shall write
v(τ,R) = xd(τ)φd(R) +
∫ ∞
0
x(τ, ξ)φ(R, ξ)ρ(ξ) dξ
where the functions x(τ, ξ) are the (distorted) Fourier coefficients associated
with v(τ, ·). We write
x(τ, ξ) :=
(
xd(τ)
x(τ, ξ)
)
= F (v)(τ, ξ), ξ :=
(
ξd
ξ
)
Then precisely as in [9], we obtain the relation(
Dˆ2 + β(τ)Dˆ + ξ
)
x(τ, ξ) = R(τ, x) + f (τ, ξ), (3.4)
where we have
R(τ, x)(ξ) =
(
− 4β(τ)KDˆx − β2(τ)(K2 + [A,K ] +K + β′β−2K )x
)
(ξ) (3.5)
with β(τ) = κ˙(τ)κ(τ) , and
f (τ, ξ) = F
(
κ−2(τ)
[
5(u42k−1 − u40)v + RN(u2k−1, v) + Re2
])(
ξ
)
(3.6)
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as well as the operator
Dˆ = ∂τ + β(τ)A, A =
(
0 0
0 Ac
)
with
Ac = −2ξ∂ξ −
(5
2
+
ρ′(ξ)ξ
ρ(ξ)
)
Finally, we observe that the “transference operator” K is given by the
following type of expression
K =
( Kdd Kdc
Kcd Kcc
)
(3.7)
where the matrix elements are certain non-local Hilbert type operators.
Then we use the key observation, already made in [9], that the abstract
problem (3.4) with R(τ, x) = 0 can be solved explicitly for the continuous
part x(τ, ξ). In fact, we have the relation
x(τ, ξ) =
∫ ∞
τ
Hc(τ, σ, ξ) f
(
σ,
κ2(τ)
κ2(σ)
ξ
)
dσ (3.8)
with
Hc(τ, σ, ξ) = ξ−
1
2
κ
3
2 (τ)
κ
3
2 (σ)
ρ
1
2 (κ
2(τ)
κ2(σ)ξ)
ρ
1
2 (ξ)
sin
[
κ(τ)ξ
1
2
∫ σ
τ
κ−1(u) du
]
(3.9)
Furthermore, letting (as in [2])
Dˆc := ∂τ + β(τ)Ac,
one computes from the above parametrix representation that
Dˆcx(τ, ξ) =
∫ ∞
τ
Hˆc(τ, σ, ξ) f
(
σ,
κ2(τ)
κ2(σ)
ξ
)
dσ (3.10)
with
Hˆc(τ, σ, ξ) =
κ
3
2 (τ)
κ
3
2 (σ)
ρ
1
2 (κ
2(τ)
κ2(σ)ξ)
ρ
1
2 (ξ)
cos
[
κ(τ)ξ
1
2
∫ σ
τ
κ−1(u) du
]
(3.11)
We can immediately formulate the following
Lemma 3.2. Denoting ων(τ) := τ1+
1
ν , and letting κ(τ) = λ(t(τ)) as in the preced-
ing, we have the kernel bounds
|Hc(τ, σ, ξ)| . min{ων(τσ )ξ
− 12 , νων(
τ
σ
)σ}
|Hˆc(τ, σ, ξ)| . ων(τσ )
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Indeed, this is a simple consequence of the fact that
κ(τ) ∼ τ1+ 1ν
For the discrete part xd(τ) of the solution of (3.4) with R(τ, x) = 0, we obtain
the implicit equation
xd(τ) =
∫ ∞
τ
Hd(τ, σ) f˜d(σ) dσ, Hd(τ, σ) = −12 |ξd|
− 12 e−|ξd|
1
2 |τ−σ|
f˜d(σ) = fd(σ) − βν(σ)∂σxd(σ),
(3.12)
In order to solve the problem (3.4) via a fixed point argument, we shall
utilize the functional framework developed in [2]:
Definition 3.1. For the continuous spectral part x(τ, ξ), we shall use the
following norms:
‖ f ‖X :=
∥∥∥(| · |〈·〉−1) 12−δ f∥∥∥Lp(0,∞) + ∥∥∥ | · | 12 〈·〉 18 f∥∥∥L2ρ(0,∞)
‖ f ‖Y :=
∥∥∥ f∥∥∥Lp(0,∞) + ∥∥∥〈·〉 18 f∥∥∥L2ρ(0,∞)
as well as
‖u‖Xβ := sup
τ>τ0
τβ‖u(τ, ·)‖X, ‖u‖Yβ := sup
τ>τ0
τβ‖u(τ, ·)‖Y
Then for the vector valued function x(τ, ξ), we put∥∥∥x∥∥∥Xα,β := sup
τ>τ0
τα|xd(τ)| + ‖x(τ, ·)‖Xβ∥∥∥x∥∥∥Yα,β := sup
τ>τ0
τα|xd(τ)| + ‖x(τ, ·)‖Yβ
We remark that in the following δ > 0 is assumed to be small and p > 1 is
assumed to be large, depending on δ.
To proceed, we first need to study the linear inhomogeneous problem(
Dˆ2 + β(τ)Dˆ + ξ
)
x(τ, ξ) = f (τ, ξ) (3.13)
To prepare for this task, we have
Lemma 3.3. Let κ(τ) = λ(t(τ)) as in the preceding. Let a, b, γ ∈ R, q ∈ (1,∞),
and
α > 1 + 2
(
1
q + max(|a|, |a + b|)
)
(1 + 1ν ) − γ.
Suppose further that the operator B is given by
Bx(τ, ξ) =
∫ ∞
τ
B(τ, σ, ξ)x(σ,ω(τ, σ)2ξ)dσ,
where ω(τ, σ) := κ(τ)κ−1(σ), and the kernel B satisfies
|B(τ, σ, ξ)| . σ−γ
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for all 0 < τ0 ≤ τ ≤ σ, ξ ≥ 0. Then we have the bound
‖Bx(τ, ·)| · |a〈·〉b‖Lq(0,∞) . τ−α−γ+1 sup
σ>τ
σα‖x(σ, ·)| · |a〈·〉b‖Lq(0,∞).
Proof. First, we consider the case a = b = 0. By Ho¨lder’s inequality we
obtain
|Bx(τ, ξ)| .
(∫ ∞
τ
σ−1−dσ
)1/q′ (∫ ∞
τ
|σ 1q′ (1+)−γx(σ,ω(τ, σ)2ξ)|qdσ
)1/q
(3.14)
for any  > 0. This implies
‖Bx(τ, ·)‖Lq . τ−

q′
(∫ ∞
τ
σ
q( 1q′ (1+)−γ−α)‖σαx(σ,ω(τ, σ)2·)‖qLq
)1/q
. τ−

q′
[
sup
σ>τ
σα‖x(σ, ·)‖Lq
] (∫ ∞
τ
σ
q( 1q′ (1+)−γ−α)ων( τσ )
−2dσ
)1/q
. τ−α−γ+1 sup
σ>τ
σα‖x(σ, ·)‖Lq
provided q( 1q′ − γ− α) + 2(1 + 1ν ) < −1 and  > 0 is chosen sufficiently small.
The case for general a, b follows immediately by noting that
‖x(σ,ω(τ, σ)2·)| · |a〈·〉b‖qLq . ων( τσ )−2−2q max(|a|,|a+b|)‖x(σ, ·)| · |a〈·〉b‖qLq
which entails the integrability condition
q( 1q′ − γ − α) +
(
2 + 2q max(|a|, |a + b|)) (1 + 1ν ) < −1.

We can now solve (3.13) by the following
Lemma 3.4. Let αd ∈ R and αc > 1 + 34 (1 + 1ν ). Then given f ∈ Yαd,αc , there
exists a solution x ∈ Xαd,αc−1−2δ for (3.13). Denoting this solution by
x =:
( Hd fd
Hc f
)
=: H f ,
we have the estimates
‖Hx‖Xαd ,αc−1−2δ . ν2δ‖x‖Yαd ,αc
‖DˆHx‖Yαd ,αc−1 . ‖x‖Yαd ,αc
where δ > 0 is the parameter in Definition 3.1.
Proof. We can explicitly define the continuous spectral part x(τ, ξ) via (3.8),
(3.9), and the discrete part xd(τ) implicitly via (3.12). Combining (3.10),
(3.11), Lemma 3.2 as well as Lemma 3.3 we get ‖DˆcHcx‖Yαc−1 . ‖x‖Yαc . On
the other hand, using
|Hc(τ, σ, ξ)| . ν2δων( τσ )σ2δξ−
1
2 +δ
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which follows from Lemma 3.2 by interpolation, as well as Lemma 3.3, we
have
‖ | · | 12−δHcx(τ, ·)‖Lp . ν2δτ−αc+1+2δ‖x‖Yαc .
Further, Lemma 3.3 gives
‖ | · | 12 〈·〉 18Hcx(τ, ·)‖L2ρ . ‖ | · |
1
2Hcx(τ, ·)‖Y . τ−αc+1‖x‖Yαc .
This completes the desired bounds for the continuous part x(τ, ·). To control
the discrete part, we observe that, see (3.12)
sup
τ>τ0
ταd
∣∣∣ ∫ ∞
τ
Hd(τ, σ) f (σ) dσ
∣∣∣ . sup
τ>τ0
ταd | f (τ)|,
sup
τ>τ0
ταd
∣∣∣∂τ ∫ ∞
τ
Hd(τ, σ) f (σ) dσ
∣∣∣ . sup
τ>τ0
ταd | f (τ)|,
In light of the fact that
βν(τ) ∼ 1τ,
the implicit equation
xd(τ) =
∫ ∞
τ
Hd(τ, σ)
(
fd(σ) − βν(σ)∂σxd(σ)
)
dσ
is then solved via straightforward iteration provided τ > τ0 with τ0 suffi-
ciently large, and the limit satisfies
sup
τ>τ0
ταd |xd(τ)| . sup
τ>τ0
ταd | fd(τ)|
This completes the proof of the lemma. 
3.2. Solving the main equation. Abstractly speaking, Eq. (3.4) is of the
form
Lx = x0 + Ax + F(x) (3.15)
where x0 is a given element in a Banach space X, A is a bounded linear
operator on X, and F is a nonlinear mapping from X to X. Furthermore,
the operator L is linear and invertible with bounded inverse H, in light of
Lemma 3.4. The goal is to find a solution x ∈ X. Compared to Eq. (3.4),
this is a slightly simplified model case but it captures the essentials. By
applying H, one rewrites Eq. (3.15) as
x = Hx0 + HAx + HF(x). (3.16)
The point is to find a method to solve Eq. (3.16), even if the operator norm
of HA is not small, i.e., if one cannot apply the Banach fixed point theorem
directly. The idea is to perform an iteration procedure. This means that
one first proves the existence of (1 −HA)−1 which amounts to showing the
norm-convergence of the Neumann series
∞∑
n=0
(HA)n.
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Thus, one has to consider ‖(HA)n‖ and prove an appropriate bound that
makes the Neumann series convergent. The point is, of course, that only
very large n are relevant here and hence, one may exploit a smallness
property which only shows up after sufficiently many iterations. This is
exactly the idea which is used to solve Volterra equations. Once one has
obtained the existence of (1 −HA)−1, one rewrites Eq. (3.16) as
x = (1 −HA)−1Hx0 + (1 −HA)−1HF(x) (3.17)
and if the nonlinearity F is suitable, it is possible to solve Eq. (3.17) by a
fixed point argument. This is roughly speaking the program we are going
to follow in order to solve Eq. (3.4).
3.3. Time decay of the inhomogeneous term. According to the program
outlined at the beginning of subsection 3.2, we first focus on the difficult
linear terms on the right-hand side of Eq. (3.4). In fact, the linear term with
the least decay is the one containing the derivative Dˆx since the other one
comes with a prefactor of τ−2 which is enough to treat it directly with the
Banach fixed point theorem. Thus, for the moment we focus on the equation
[Dˆ2 + βDˆ + ξ]x = e − 2βKDˆx (3.18)
where
e(τ, ξ) := κ(τ)−2F [| · |χ˜(τ, ·)e2(τ, ·)](ξ)
is the inhomogeneous term on the right-hand side of Eq. (3.4). The first
step, however, is to identify suitable spaces in which we intend to solve
Eq. (3.18). It is clear that we have to solve for the pair (x, Dˆx) since both
terms x and Dˆx appear on the right-hand side of Eq. (3.4). The estimates in
Lemma 3.4 suggest to place (x, Dˆx) in Xα1,β1 × Yα2,β2 where the decay rates
α j and β j, j = 1, 2, are dictated by the inhomogeneous term e. For the latter
we have
Lemma 3.5. We have the estimates
|κ(τ)−2U
(
| · |χ˜(τ, ·)e2(τ, ·)
)
(ξd)| ≤ Cντ−3+ 12 (1+ 1ν )+
|κ(τ)−2U
(
| · |χ˜(τ, ·)e2(τ, ·)
)
(ξ)| ≤ Cντ−3+ 12 (1+ 1ν )+〈ξ〉−1
for all τ & 1, ξ ≥ 0 and any fixed  > 0.
Proof. According to Proposition 2.1 we have the bound
|κ(τ)−2χ˜(τ,R)Re2(τ,R)| = |κ(τ)−2χ( Rντ )Re2( ντκ(τ) , Rκ(τ) )|
≤ Cνκ(τ) 12τ−4〈R〉
for some fixed (but arbitrary)  > 0 and with symbol behavior of the deriva-
tives of degree at most two. If 0 < ξ . 1 or ξ = ξd we have from Theorem
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3.1 the bound |φ(R, ξ)| . 1 for all R ≥ 0 and thus,
|κ(τ)−2U
(
| · |χ˜(τ, ·)e2(τ, ·)
)
(ξ)| ≤ Cνκ(τ) 12τ−4
∫ 3ντ
0
|φ(R, ξ)|〈R〉dR
≤ Cντ−3+ 12 (1+ 1ν )+.
If ξ & 1 we exploit the oscillatory behavior of φ(R, ξ) given in Theorem 3.1
and perform one integration by parts to gain an additional factor ξ− 12 . This
yields the bound
|κ(τ)−2U
(
| · |χ˜(τ, ·)e2(τ, ·)
)
(ξ)| ≤ Cντ−4+ 12 (1+ 1ν )+ξ−1
which implies the claim. 
Lemma 3.6. Let α, β < 3 − 12 (1 + 1ν ). Then the function e belongs to the space
Yα,β.
Proof. The stated time decay (which implies the conditions on α and β) is
an immediate consequence of Lemma 3.5. Based on the estimate in Lemma
3.5 it therefore suffices to prove that 〈·〉−1 ∈ Y. It is clear that 〈·〉−1 ∈ Lp(0,∞)
for p large and for the L2-based component we distinguish between small
and large ξ. For small ξ we recall that ρ(ξ) ' ξ− 12 (Theorem 3.1) which is
integrable near 0 and for large ξ we have
|〈ξ〉−2〈ξ〉 14ρ(ξ)| . 〈ξ〉− 54
since ρ(ξ) ' ξ 12 for ξ & 1 again by Theorem 3.1. 
Lemma 3.6 shows that e ∈ Y 73 +, 73 + for a sufficiently small  > 0 provided
ν is sufficiently large which we assume from now on. Consequently, Lemma
3.4 yields
He ∈ X 73 +, 43 +−2δ, DˆHe ∈ Y 73 +, 43 +
and thus, if we choose X 43−2δ, 43−2δ × Y 43 , 43 as our solution space, we even
obtain smallness for the inhomogeneous term, i.e.,
‖He‖X 43−2δ, 43−2δ . ν
2δτ−0 , ‖DˆHe‖Y 43 , 43 . τ
−
0 . (3.19)
By applying the operatorH followed by Dˆ to Eq. (3.18), we obtain
Dˆx = DˆHe − 2DˆHβKDˆx. (3.20)
Solving this equation for Dˆx ∈ Y 43 , 43 amounts to proving existence (and
boundedness) of the operator (1 + 2DˆHβK )−1 on Y 43 , 43 . As in [11] and [2]
we write
K =
( Kdd Kdc
Kcd Kcc
)
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for the matrix components ofK . With this notation we have
DˆHβK =
( DˆdHd 0
0 DˆcHc
) (
βKdd βKdc
βKcd βKcc
)
(3.21)
where Dˆd is just ∂τ. We start by inverting the diagonal elements of 1 +
2DˆHβK . SinceKdd is a linear map from C to C, it is just given by a number
(to be precise, we have Kdda = − 32 a for all a ∈ C, see [2]). Furthermore, by
Lemma 3.4 we have
|DˆdHdβKddxd(τ)| . τ−1|xd(τ)| ≤ τ−10 |xd(τ)|
since β(τ) ' τ−1. This shows that (1 + 2DˆdHdβKdd)−1 exists.
3.4. Structure and properties of K . In order to proceed, we need more
detailed information on the operatorK . The operatorK has been analysed
in detail in [11] and [2]. It is easy to see thatKcd : C→ L2ρ(0,∞) is given by
Kcda(ξ) = a‖φ(·, ξd)‖2L2(0,∞)
∫ ∞
0
φ(R, ξ)[R∂R − 1]φ(R, ξd)dR
with φ from Theorem 3.1. ForKdc andKcc we recall the following result.
Theorem 3.7. The operatorKcc : L2ρ(0,∞)→ L2ρ(0,∞) is given by
Kcc f (ξ) =
∫ ∞
0
Kcc(ξ, η) f (η)dη
where the kernel Kcc is of the form
Kcc(ξ, η) =
ρ(η)
ξ − ηF(ξ, η)
with a symmetric function F ∈ C2((0,∞) × (0,∞)). Furthermore, for any N ∈N,
F satisfies the bounds
|F(ξ, η)| ≤ CN
{
ξ + η ξ + η ≤ 1
(ξ + η)−1(1 + |ξ 12 − η 12 |)−N ξ + η ≥ 1
|∂ξF(ξ, η)| + |∂ηF(ξ, η)| ≤ CN
{
1 ξ + η ≤ 1
(ξ + η)− 32 (1 + |ξ 12 − η 12 |)−N ξ + η ≥ 1
max
j+k=2
|∂ j
ξ
∂kηF(ξ, η)| ≤ CN
{
(ξ + η)− 12 ξ + η ≤ 1
(ξ + η)−2(1 + |ξ 12 − η 12 |)−N ξ + η ≥ 1 .
Finally, the operatorKdc : L2ρ(0,∞)→ C is of the form
Kdc f =
∫ ∞
0
Kdc(ξ) f (ξ)ρ(ξ)dξ
with a smooth and rapidly decreasing function Kdc.
Proof. See [11], Theorem 5.1. 
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As a consequence of Theorem 3.7 we have the following mapping prop-
erties ofKcc and the commutator [Ac,Kcc] where we recall that
Ac f (ξ) = −2ξ f ′(ξ) − ( 52 + ξρ
′(ξ)
ρ(ξ) ) f (ξ).
Proposition 3.8. We have the bounds
‖Kcc f ‖X . ‖ f ‖X ‖[Ac,Kcc] f ‖X . ‖ f ‖X
‖Kcc f ‖Y . ‖ f ‖X ‖[Ac,Kcc] f ‖Y . ‖ f ‖X
‖Kccg‖Y . ‖g‖Y ‖[Ac,Kcc]g‖Y . ‖g‖Y
for all f ∈ X and g ∈ Y.
Proof. This follows from the representation in Theorem 3.7 but requires
some harmonic analysis. We refer the reader to [2], Propositions 5.5 and 5.8
for the proof. We remark that the bounds for [Ac,Kcc] can be obtained in
the same fashion as the ones forKcc by noting that the kernel of [Ac,Kcc] is
of the form
ρ(η)
ξ − η F˜(ξ, η)
with
F˜(ξ, η) =
ηρ′(η)
ρ(η)
F(ξ, η) + [ξ∂ξ + η∂η]F(ξ, η),
see [11], p. 52. 
In what follows it is necessary to split the operator Kcc into a diagonal
and an off-diagonal part. Thus, for n0 ∈Nwe set
Kdn0(ξ, η) = χ
(
n0(ξη − 1)
)
Kcc(ξ, η)
where χ is a standard smooth cut-off with χ(x) = 1 for |x| ≤ 1 and χ(x) = 0
for |x| ≥ 2. Furthermore, we denote byKdn0 the corresponding operator and
write
Kndn0 := Kcc −Kdn0
for the off-diagonal part. First, we establish a smoothing estimate for the
off-diagonal part at small frequencies.
Lemma 3.9. With p from Definition 3.1, we have the bounds
‖ | · |− 12p 〈·〉 12pKndn0 f ‖Y . n20‖ f ‖Y
‖ | · |− 12p 〈·〉 12pKndn0 f ‖X . n40‖ f ‖X
for all n0 ∈N, n0 ≥ 100.
Proof. Explicitly, the operatorKndn0 is given by
Kndn0 f (ξ) =
∫ ∞
0
Kndn0 (ξ, η) f (η)dη
with
Kndn0 (ξ, η) =
[
1 − χ
(
n0(ξη − 1)
)]
Kcc(ξ, η).
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Note that on the support of Kndn0 we have |ξη − 1| ≥ 1n0 and thus, either
η ≤ 1
1+ 1n0
ξ or η ≥ 1
1− 1n0
ξ. In the former case we obtain
ξ − η ≥
(
1 − 1
1+ 1n0
)
ξ ' 1n0ξ & 1n0 (ξ + η)
and in the latter, η−ξ & 1n0 (ξ+η). Thus, we have |ξ−η| & 1n0 |ξ+η| and from
Theorem 3.7 we obtain the bound |Kndn0 (ξ, η)| . n0η−
1
2 provided ξ + η ≤ 1. If
ξ+η ≥ 1 we note that, as before, |ξ 12 −η 12 | & n− 120 ξ
1
2 and also |ξ 12 −η 12 | & n− 120 η
1
2 .
Thus, from Theorem 3.7 we obtain the bound |Kndn0 (ξ, η)| . n20〈ξ〉−1〈η〉−2. We
conclude that
|K˜(ξ, η)| := |ξ− 12p 〈ξ〉 12p Kndn0 (ξ, η)| . n20ξ−
1
2p 〈ξ〉 12p 〈ξ〉−1η− 12 〈η〉 12 〈η〉− 32
for all ξ, η ≥ 0 and thus,
‖K˜‖Lp(0,∞)Lp′ (0,∞) . n20
which implies
‖ | · |− 12p 〈·〉 12pKndn0 f ‖Lp(0,∞) . n20‖ f ‖Lp(0,∞).
For the weighted L2-component we estimate
|K˜(ξ, η)| : = |ξ− 12p 〈ξ〉 12p 〈ξ〉 18ρ(ξ) 12 Kndn0 (ξ, η)〈η〉−
1
8ρ(η)−
1
2 |
. n20ξ
− 12p− 14 〈ξ〉 12p + 14 〈ξ〉− 58η− 14 〈η〉 14 〈η〉− 158
which implies ‖K˜‖L2(0,∞)L2(0,∞) . n20 and the claim follows.
For the second bound we proceed completely analogous with the excep-
tion that the L2-component gets estimated in a slightly different way and
we use the stronger bound |K(ξ, η)| . n40〈ξ〉−2〈η〉−2 from Theorem 3.7. With
K˜(ξ, η) := ξ−
1
2p 〈ξ〉 12pξ 12−δ〈ξ〉− 12 +δKndn0 (ξ, η)η−
1
2 +δ〈η〉 12−δ
we obtain ‖K˜‖Lp(0,∞)Lp′ (0,∞) . n40 provided (−1 + δ)p′ > −1 which we may
safely assume since p is supposed to be large. For the L2-component in the
second bound we consider the kernel
K˜(ξ, η) := ξ−
1
2p 〈ξ〉 12pξ 12 〈ξ〉 18ρ(ξ) 12 Kndn0 (ξ, η)η−
1
2 +δ〈η〉 12−δ
which satisfies the bound
|K˜(ξ, η)| . n40ξ−
1
2p− 14 〈ξ〉 12p + 14 〈ξ〉− 98η−1+δ〈η〉1−δ〈η〉−2.
This implies the bound ‖K˜‖L2(0,∞)Lp′ (0,∞) . n40 which concludes the proof. 
We also need a corresponding smoothing property for the diagonal part.
Here it is crucial for the following that the obtained bound does not depend
on n0. We start with an estimate for a truncated version of the Hilbert
transform.
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Lemma 3.10. Let Hn, n ∈N, be given by
Hn f (ξ) :=
∫ ∞
0
χ(n(ξη − 1))
ξ − η f (η)dη, ξ ≥ 0
where χ is a smooth cut-off function satisfying χ(x) = 1 for |x| ≤ 1 and χ(x) = 0
for |x| ≥ 2. Then Hn extends to a bounded operator on Lq(0,∞) for any q ∈ (1,∞)
and we have
‖Hn f ‖Lq(0,∞) . ‖ f ‖Lq(0,∞)
for all f ∈ Lq(0,∞) and all n ≥ 100.
Proof. We use
χ(n(ξη − 1)) = 1 +
n(ξ − η)
η
∫ 1
0
χ′(ns(ξη − 1))ds
to decompose the kernel according to
χ(n(ξη − 1))
ξ − η =
1
ξ − η +
n
η
O(1). (3.22)
Let Injk :=
[
2 j−1 + 3 k−1n 2
j−1, 2 j−1 + 3 kn 2
j−1] and observe that
[2 j−1, 2 j+1] =
n⋃
k=1
Injk.
Furthermore, set ∆n := {(ξ, η) ∈ [0,∞)2 : χ(n(ξη − 1)) , 0}. Since we have
|ξ−η| ≤ 2nη for all (ξ, η) ∈ ∆n, η ∈ Injk implies ξ ∈ I˜njk for all (ξ, η) ∈ ∆n where I˜njk
are suitable (overlapping) intervals with |I˜njk| ' 2
j
n and [2
j−2, 2 j+2] =
⋃n
k=1 I˜
n
jk.
As a consequence, we infer
∆n ⊂
⋃
j∈Z
n⋃
k=1
I˜njk × Injk
for any n ≥ 100. Thus, we obtain
Hn f (ξ) = 12
∑
j∈Z
n∑
k=1
∫ ∞
0
χ(n(ξη − 1))
ξ − η 1Injk(η) f (η)dη
= 12
∑
j∈Z
n∑
k=1
1I˜njk(ξ)
∫ ∞
0
χ(n(ξη − 1))
ξ − η 1Injk(η) f (η)dη
= 12
∑
j∈Z
n∑
k=1
1Injk(ξ)Hn(1Injk f )(ξ).
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Consequently, it suffices to bound the operator f 7→ 1I˜njkHn(1Injk f ) on L
q :=
Lq(0,∞), uniformly in n ≥ 100 and j ∈ Z, because then we can conclude that
‖Hn f ‖qLq .
∑
j∈Z
n∑
k=1
‖1I˜njkHn(1Injk f )‖
q
Lq =
∑
j∈Z
n∑
k=1
‖1I˜njkHn(1Injk1Injk f )‖
q
Lq
.
∑
j∈Z
n∑
k=1
‖1Injk f ‖
q
Lq . ‖ f ‖qLq .
According to Eq. (3.22), the kernel of the operator f 7→ 1I˜njkHn(1Injk f ) is of the
form
1I˜njk(ξ)1I
n
jk
(η)
χ(n(ξη − 1))
ξ − η =
1I˜njk(ξ)1I
n
jk
(η)
ξ − η + n2
− j1I˜njk(ξ)1Injk(η)O(1).
Thus, we obtain the decomposition
1I˜njkHn(1I
n
jk
f ) = pi1I˜njkH(1I
n
jk
f ) + Bnjk f
with the standard Hilbert transform H and the kernel of Bnjk is pointwise
bounded by Cn2− j1I˜njk(ξ)1Injk(η) for some absolute constant C > 0. We imme-
diately obtain ‖1I˜njkH(1Injk f )‖Lq . ‖ f ‖Lq by the Lq-boundedness of the Hilbert
transform for q ∈ (1,∞) and the operator norm of Bnjk is bounded by
‖Bnjk‖Lq . n2− j
(∫ ∞
0
1I˜njk(ξ)dξ
)1/q (∫ ∞
0
1Injk(η)dη
)1/q′
. 1
for all n ≥ 100, j ∈ Z and k ∈ {1, 2, . . . ,n} since |I˜njk| ' |Injk| ' 2
j
n . 
With this result at our disposal, we can now prove the desired smoothing
property ofKdn0 .
Lemma 3.11. For any  > 0, a, b ∈ R, and q ∈ (1,∞) we have the bound
‖ | · |− 12 +〈·〉1−2Kdn0 f | · |a〈·〉b‖Lq(0,∞) . ‖ f | · |a〈·〉b‖Lq(0,∞)
for all n0 ≥ 100.
Proof. Consider the operator J with kernel
ξ−
1
2 +〈ξ〉1−2ξa〈ξ〉bKdn0(ξ, η)η−a〈η〉−b.
In order to prove the assertion it suffices to show that J extends to an
operator on Lq := Lq(0,∞) for q ∈ (1,∞) which is uniformly bounded in
n0 ≥ 100. According to Theorem 3.7, the kernel of J can be written in the
form
ξ−
1
2 +〈ξ〉1−2ξa〈ξ〉bKdn0(ξ, η)η−a〈η〉−b = χ(n0(ξη − 1))
G(ξ, η)
ξ − η
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where
G(ξ, η) = ξ−
1
2 +〈ξ〉1−2ξa〈ξ〉bρ(η)F(ξ, η)η−a〈η〉−b.
We decompose J = J1 +J2 where
J1 f (ξ) =
∫ ∞
0
χ(n0(ξη − 1))
G(η, η)
ξ − η f (η)dη
J2 f (ξ) =
∫ ∞
0
χ(n0(ξη − 1))
G(ξ, η) − G(η, η)
ξ − η f (η)dη.
By setting g(η) := G(η, η) we see that J1 f = Hn0(g f ) where Hn0 is the
truncated Hilbert transform from Lemma 3.10. Note that Theorem 3.7
implies ‖g‖L∞(0,∞) . 1 and thus,
‖J1 f ‖Lq = ‖Hn0(g f )‖Lq . ‖g f ‖Lq . ‖ f ‖Lq
for all n0 ≥ 100 by Lemma 3.10. Consequently, it suffices to consider the
operator J2.
First, we study the case ξ, η ≤ 4. Since
|G(ξ, η) − G(η, η)| ≤ |ξ − η|
∫ 1
0
|∂1G(η + s(ξ − η), η)|ds
we obtain from Theorem 3.7 the estimate
A1(ξ, η) := 1[0,4](ξ)1[0,4](η)χ(n0(
ξ
η − 1))
∣∣∣∣∣G(ξ, η) − G(η, η)ξ − η
∣∣∣∣∣
. 1[0,4](ξ)1[0,4](η)χ(n0(
ξ
η − 1))η−1+
. 1[0,4](ξ)1[0,4](η)ξ
1
q (−1+)η
1
q′ (−1+)
which yields ‖A1‖LqLq′ . 1 for all n0 ≥ 100 and any q ∈ (1,∞).
It remains to study the case ξ, η ∈ Ω := [0,∞)2\[0, 4]2. Here we further
distinguish between |ξ− η| ≤ 1 and |ξ− η| ≥ 1. In the former case we obtain
from Theorem 3.7 the bound
A2(ξ, η) := 1[−1,1](ξ − η)1Ω(ξ, η)χ(n0(ξη − 1))
∣∣∣∣∣G(ξ, η) − G(η, η)ξ − η
∣∣∣∣∣
. 1[−1,1](ξ − η)1Ω(ξ, η)η−.
We define Jk := [k + 1, k + 3], J˜k := [k, k + 4] and note that
∆ ⊂
∞⋃
k=1
J˜k × Jk
where ∆ := {(ξ, η) ∈ Ω : |ξ − η| ≤ 1}. Since
1Jk(η)1[−1,1](ξ − η) = 1 J˜k(ξ)1Jk(η)1[−1,1](ξ − η)
it suffices to consider the kernel A2 on J˜k × Jk (cf. the proof of Lemma 3.10).
We obtain ‖A2‖Lq( J˜k)Lq′ (Jk) . 1 for all k ∈ N and all n0 ≥ 100 which settles
the case |ξ − η| ≤ 1. Finally, if |ξ − η| ≥ 1, we define dyadic intervals
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IN := [2N−1, 2N+1], I˜N := [2N−2, 2N+2] and consider the kernel on I˜N × IN,
N ∈N. Thanks to the cut-off χ(n0(ξη − 1)) it suffices to bound
A3(ξ, η) := 1[1,∞)(|ξ − η|)1I˜N (ξ)1IN (η)χ(n0(ξη − 1))
G(ξ, η) − G(η, η)
ξ − η ,
uniformly in N ∈N. Note that 1 ≤ |ξ− η| ≤ 2η ≤ 2N+2 on the support of A3.
We further subdivide this interval by [1, 2N+2] =
⋃N+1
j=1 I j and from Theorem
3.7 we obtain the bound
|A3(ξ, η)| . 2−N
N+1∑
j=1
A3 j(ξ, η) (3.23)
where
A3 j(ξ, η) = 1I j(|ξ − η|)1I˜N (ξ)1IN (η)χ(n0(ξη − 1))2− j.
Thanks to the cut-off 1I j(|ξ − η|) it suffices to bound A3 j on squares Q j of
area ' 22 j which yields ‖A3 j‖LqLq′ (Q j) . 1 for all j ∈ {1, 2, . . . ,N + 1} and any
q ∈ (1,∞). Consequently, by Eq. (3.23) we obtain
‖A3‖Lq(I˜N)Lq′ (IN) . N2−N . 1
for all N ∈Nwhich finishes the proof. 
3.5. Estimates for the off-diagonal part. Recall that our aim is to prove
smallness of (DˆcHcβKcc)n for sufficiently large n. As suggested by the
decompositionKcc = Kdn0 +Kndn0 we consider the diagonal and off-diagonal
parts separately. In fact, it turns out that for the off-diagonal part it suffices
to consider the operator DˆcHcβKndn0 DˆcHcβ, i.e., Kndn0 gets “sandwiched”
between two copies of DˆcHcβ. Our goal is to show that the norm (on Yα)
of this operator can be made small by choosing τ0 in Definition 3.1 large.
More precisely, we have the following result.
Lemma 3.12. Let α > 34 (1 +
1
ν ). Then there exists an  > 0 such that
‖DˆcHcβKndn0 DˆcHcβ‖Yα . n40τ−0
for all n0 ∈N where τ0 is from Definition 3.1.
Proof. We have
DˆcHcβKndn0 DˆcHcβx(τ, ξ)
=
∫ ∞
τ
Hˆc(τ, σ1, ξ)β(σ1)
∫ ∞
0
Kndn0 (ω(τ, σ1)
2ξ, η)
×
∫ ∞
σ1
Hˆc(σ1, σ2, η)β(σ2)x(σ2, ω(σ1, σ2)2η)dσ2dηdσ1 (3.24)
where ω(s1, s2) = κ(s1)κ−1(s2) and Kndn0 is the kernel of the operator Kndn0 .
We split the integral over σ1 in two parts by distinguishing between the
cases σ1ξ . 1 and σ1ξ & 1. In the former case we exploit the smoothing
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property from Lemma 3.9 in order to gain a small factor. Thus, we write
y(σ, ξ) := DˆcHcβx(σ, ξ) and note that y ∈ Yα by Lemma 3.4. We have to
estimate
J1y(τ, ξ) :=
∫ ∞
τ
χ(σξ)Hˆc(τ, σ, ξ)β(σ)Kndn0 y(σ,ω(τ, σ)2ξ)dσ.
Recall that
Hˆc(τ, σ, ξ) = −ω(τ, σ) 32ρ(ξ)− 12ρ
(
ω(τ, σ)2ξ
) 1
2 cos
(
κ(τ)ξ
1
2
∫ σ
τ
κ−1(u) du
)
and, since ω(τ, σ) ≤ 1, we obtain from the asymptotics of ρ in Theorem 3.1
the bound |Hˆc(τ, σ, ξ)| . ω(τ, σ). Consequently, with p from Definition 3.1
we have
|J1y(τ, ξ)| .
∫ ∞
τ
χ(σξ)σ−1ω(τ, σ)[ω(τ, σ)2ξ]
1
2p [ω(τ, σ)2ξ]−
1
2p |Kndn0 y(σ,ω(τ, σ)2ξ)|dσ
.
∫ ∞
τ
σ−1−
1
2pω(τ, σ)1+
1
p [ω(τ, σ)2ξ]−
1
2p |Kndn0 y(σ,ω(τ, σ)2ξ)|dσ
and Lemmas 3.3, 3.9 yield
‖J1y‖Yα . τ
− 12p
0 sup
τ>τ0
τα‖ | · |− 12pKndn0 y(τ, ·)‖Y . n20τ
− 12p
0 ‖y‖Yα .
Thus, by Lemma 3.4 we obtain ‖J1y‖Yα . n40τ
− 12p
0 ‖x‖Yα .
It remains to consider the case σ1ξ & 1. Unfortunately, this is more
complicated and we have to exploit the oscillation of the kernel. After the
change of variable η 7→ ω(σ1, σ2)−2η and an application of Fubini it remains
to study the operator
J2x(τ, ξ) :=
∫ ∞
0
∫ ∞
τ
∫ ∞
σ1
[1 − χ(σ1ξ)]Hˆc(τ, σ1, ξ)Hˆc
(
σ1, σ2, ω(σ1, σ2)−2η
)
× β(σ1)β(σ2)ω(σ1, σ2)−2Kndn0
(
ω(τ, σ1)2ξ,ω(σ1, σ2)−2η
)
× x(σ2, η)dσ2dσ1dη,
cf. Eq. (3.24). We have
Hˆc(τ, σ1, ξ)Hˆc
(
σ1, σ2, ω(σ1, σ2)−2η
)
= A(τ, σ1, σ2, ξ, η)
× cos
(
κ(τ)ξ
1
2
∫ σ1
τ
κ−1(u) du
)
cos
(
κ(σ2)η
1
2
∫ σ2
σ1
κ−1(u) du
)
where
A(τ, σ1, σ2, ξ, η) =ω(τ, σ2)
3
2ρ(ξ)−
1
2ρ
(
ω(τ, σ1)2ξ
) 1
2 ρ
(
ω(σ1, σ2)−2η
)− 12 ρ(η) 12 .
By the asymptotics of ρ given in Theorem 3.1 and the fact that τ ≤ σ1 ≤ σ2,
we obtain the estimate |A(τ, σ1, σ2, ξ, η)| . ω(τ, σ2) with symbol behavior
under differentiation with respect to each variable. Furthermore, by using
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the trigonometric identity 2 cos a cos b = cos(a + b) + cos(a − b) we observe
that the operator in question decomposes as J2 = A+ +A− where
A±x(τ, ξ) = 12
∫ ∞
0
∫ ∞
τ
∫ ∞
σ1
[1 − χ(σ1ξ)]β(σ1)β(σ2)ω(σ1, σ2)−2A(τ, σ1, σ2, ξ, η)
× cos
(
ξ
1
2κ(τ)
∫ σ1
τ
κ−1(u) du ± η 12κ(σ2)
∫ σ2
σ1
κ−1(u) du
)
× Kndn0
(
ω(τ, σ1)2ξ,ω(σ1, σ2)−2η
)
x(σ2, η)dσ2dσ1dη.
It suffices to considerA+. We abbreviate
µ := ξ
1
2κ(τ)κ−1(σ1) − η 12κ(σ2)κ−1(σ1)
and since ∂σ1µ = −c(σ1)(1 + 1ν )σ−11 µ, c(σ1) ∈ [2−1, 2], we obtain the identity
cos (Ω) = ∂σ1
[
µ−1 sin(Ω)
]
− c(σ1)(1 + 1ν )σ−11 µ−1 sin(Ω),
Ω = ξ
1
2κ(τ)
∫ σ1
τ
κ−1(u) du + η
1
2κ(σ2)
∫ σ2
σ1
κ−1(u) du
Then we use the integration by parts formula∫ ∞
τ
∫ ∞
σ1
∂σ1 f (σ1, σ2)g(σ1, σ2)dσ2dσ1 =
∫ ∞
τ
f (σ1, σ1)g(σ1, σ1)dσ1
−
∫ ∞
τ
f (τ, σ1)g(τ, σ1)dσ1 −
∫ ∞
τ
∫ ∞
σ1
f (σ1, σ2)∂σ1 g(σ1, σ2)dσ2dσ1
to conclude that the operator A+ decomposes into four types of terms,
A+ = ∑4j=1A j, of the form
A1x(τ, ξ) =
∫ ∞
τ
∫ ∞
0
K˜ndn0
(
ω(τ, σ1)2ξ, η
)
×
∫ ∞
σ1
O(σ−
3
2
1 )σ
−1
2 ω(τ, σ2)x(σ2, ω(σ1, σ2)
2η)dσ2dηdσ1,
A2x(τ, ξ) =
∫ ∞
τ
∫ ∞
0
O(σ−
3
2
1 )ω(τ, σ1)K˜
nd
n0
(
ω(τ, σ1)2ξ, η
)
x(σ1, η)dηdσ1
as well as
A3x(τ, ξ) =
∫ ∞
0
K˜ndn0 (ξ, η)
∫ ∞
τ
O(τ−1)σ−
1
2
1 ω(τ, σ1)x(σ1, ω(τ, σ1)
2η)dσ1dη,
A4x(τ, ξ) =
∫ ∞
τ
∫ ∞
0
∂σ1K˜
nd
n0
(
ω(τ, σ1)2ξ,ω(σ1, σ2)−2η
)
×
∫ ∞
σ1
O(σ−
1
2
1 )σ
−1
2 ω(τ, σ2)ω(σ1, σ2)
−2x(σ2, η)dσ2dηdσ1
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with
K˜ndn0 (ξ, η) := ξ
1
2
Kndn0 (ξ, η)
ξ
1
2 − η 12
where we have used the fact that σ−
1
2
1 . ξ
1
2 on the support of the cut-off
1− χ(σ1ξ) and performed the change of variable η 7→ ω(σ1, σ2)2η in the first
three terms. Since ∣∣∣∣∣∣∣η
1
2
ξ
1
2
− 1
∣∣∣∣∣∣∣ & 1n0
on the support of Kndn0 (cf. the proof of Lemma 3.9), we observe that
|K˜ndn0 (ξ, η)| . n0|Kndn0 (ξ, η)|
and thus, Lemmas 3.3 and 3.9 yield ‖A jx‖Yα . n30τ
− 12
0 ‖x‖Yα for j = 1, 2, 3.
Finally, after the change of variables η 7→ ω(σ1, σ2)2η, the operator A4 can
be written as
A4x(τ, ξ) =
∫ ∞
τ
∫ ∞
0
[ξ∂ξ + η∂η]K˜ndn0
(
ω(τ, σ1)2ξ, η
)
×
∫ ∞
σ1
O(σ−
3
2
1 )σ
−1
2 ω(τ, σ2)x(σ2, ω(σ1, σ2)
2η)dσ2dηdσ1
and since |[ξ∂ξ + η∂η]K˜ndn0 (ξ, η)| . n20|Kndn0 (ξ, η)| by Theorem 3.1, we obtain
‖A4x‖Yα . n40τ−
1
2
0 ‖x‖Yα
as before by Lemmas 3.3 and 3.9. 
3.6. Estimates for the diagonal term. Next, we consider the diagonal op-
eratorKdn0 . We further decomposeKdn0 in the following way. We set
K1(ξ, η) := 1[0,)(ξ)K
d
n0(ξ, η)
K3(ξ, η) := 1(−1,∞)(ξ)K
d
n0(ξ, η)
where Kdn0 is the kernel ofKdn0 . Following our usual scheme, we denote the
operator with kernel Kj byKj , j = 1, 3. Furthermore, we defineK2 by
Kdn0 =
3∑
j=1
Kj
which yields the desired decomposition. We bear in mind that the operators
Kj depend on n0 but suppress this dependence in the notation. Finally, we
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set
A := 2DˆcHcβK1
B := 2DˆcHcβK2
C := 2DˆcHcβK3 .
First, we establish some smallness properties. Here and in the following,
the product of noncommutative operators A j is defined as
n∏
j=1
A j := A1A2 . . .An.
Lemma 3.13. Let α > 34 (1 +
1
ν ) and  > 0 be sufficiently small. Then we have the
bounds
‖A‖Yα .  14 , ‖C‖Yα .  14
as well as ∥∥∥∥∥∥∥∥
n0−1∏
j=0
Bµ− j
∥∥∥∥∥∥∥∥Yα ≤
[
Cn0−1−(n0−1)
(n0 − 1)!
] 1
p
for all sufficiently large n0 ∈Nwhere µ := 1 + 4n0 , C > 0 is some absolute constant
and p is from Definition 3.1.
Proof. From Lemma 3.11 we immediately obtain the estimate
‖K1 f ‖Y = ‖1[0,)| · |
1
4 | · |− 14Kdn0 f ‖Y . ‖1[0,)| · |
1
4 ‖L∞(0,∞)‖ f ‖Y
= 
1
4 ‖ f ‖Y
and analogously, ‖K3‖Y . 
1
4 , uniformly in n0 ≥ 100. With ω(s) := s1+ 1ν we
have
Ax(τ, σ) = 2
∫ ∞
τ
Hˆc(τ, σ, ξ)β(σ)K1 x(σ,ω(τ, σ)2ξ)dσ
and |Hˆc(τ, σ, ξ)β(σ)| . ω(τ, σ)σ−1 (cf. the proof of Lemma 3.12). Consequently,
Lemma 3.3 yields the stated estimate forA and the proof forC is identical.
In order to prove the remaining estimate note first that( n0−1∏
j=0
Bµ− j
)
x(σ0, η0)
=
∫ ∞
σ0
∫ ∞
0
· · ·
∫ ∞
σn0−1
∫ ∞
0
x(σn0 , ηn0)
n0−1∏
j=0
[
2Hˆc(σ j, σ j+1, η j)β(σ j+1)
× Kµ− j2
(
ω(σ j, σ j+1)2η j, η j+1
) ]
dηn0dσn0 · · · dη1dσ1. (3.25)
Now we are going to exploit the following observation. Consider the
expression
K2(ω(σ0, σ1)
2η0, η1)K
µ−1
2 (ω(σ1, σ2)
2η1, η2) (3.26)
EXOTIC BLOWUP SOLUTIONS 39
which appears in the integrand of (3.25). Assume σ0, σ1 to be fixed and
suppose we want to perform the integration with respect to σ2. As σ2 →∞
we must have η1 → ∞ in order to stay in the support of (3.26). However,
since K2 is supported near the diagonal, this also entails ω(σ0, σ1)
2η0 →
∞ and we therefore necessarily leave the support of (3.26). Hence, it is
not necessary to integrate all the way up to infinity. In order to quantify
this argument we return to Eq. (3.25) and note that on the support of the
integrand we have ω(σ j, σ j+1)2
η j
η j+1
≥ 1 − 2n0 for all j ∈ {0, 1, . . . ,n0 − 1}. This
implies
(1 − 2n0 )n0−1 ≤
n0−2∏
j=0
ω(σ j, σ j+1)2
η j
η j+1
= ω(σ0, σn0−1)2
η0
ηn0−1
. (3.27)
On the other hand, we haveω(σn0−1, σn0)2ηn0−1 ≥ µ−(n0−1) andω(σ0, σ1)2η0 ≤
−1 on the support of the integrand in Eq. (3.25). By inserting these two
estimates into (3.27) we find
(1 − 2n0 )n0−1 ≤ ω( σ1σn0 )
2µn0−1−2
which yields σ2(1+
1
ν )
n0 . σ
2(1+ 1ν )
1 
−2 for all n0 ≥ 100. Hence, we obtain the crude
bound σn0 ≤ σ1−1 for all n0 ≥ 100 (provided  > 0 is sufficiently small) and,
since σ0 ≤ σ1 ≤ · · · ≤ σn0 , we have in fact σ j ≤ σ1−1 for all j ∈ {2, 3, . . . ,n0}.
Consequently, upon writing
Jax(τ, ξ) := 2
∫ a
τ
Hˆc(τ, σ, ξ)β(σ)x(σ,ω(τ, σ)2ξ)dσ
and by defining
y(τ, ξ) :=
n0−1∏
j=1
(
J−1τKµ
− j
2
)
x(τ, ξ),
we obtain ( n0−1∏
j=0
Bµ− j
)
x(τ, ξ) = By(τ, ξ).
Therefore, it suffices to prove an appropriate bound for y(τ, ξ). By Ho¨lder’s
inequality, Fubini, and the fact that |Hˆc(τ, σ, ξ)| . ων( τσ ), we infer
‖J−1τx(τ, ·)‖pLp . τ−1
∫ −1τ
τ
ων( τσ )
p−2‖x(σ, ·)‖pLpdσ (3.28)
and similarly,
‖J−1τx(τ, ·)〈·〉 18 ‖2L2ρ . τ
−δ0
∫ −1τ
τ
ων( τσ )
2− 72σ−1+δ0‖x(σ, ·)〈·〉 18 ‖2
L2ρ
dσ (3.29)
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where δ0 > 0 is chosen such that α ≥ 34 (1 + 1ν ) + δ0, i.e., such that the integral
converges (cf. the proof of Lemma 3.3). By Lemma 3.11 we have the same
bounds for J−1τKµ
− j
2 , j ∈ {0, . . . ,n0 − 1}. Consequently, (3.28) implies
‖y(σ1, ·)‖pLp ≤ Cn0−1
∫ −1σ1
σ1
∫ −1σ1
σ2
· · ·
∫ −1σ1
σn0−1
n0−1∏
j=1
(
ων(
σ j
σ j+1
)p−2σ−1j
)
× ‖x(σn0 , ·)‖pLpdσn0dσn0−1 . . . dσ2
≤ C
n0−1−(n0−1)
(n0 − 1)! σ
−pα
1 ‖x‖pYα
where C > 0 is some absolute constant. By the same argument one obtains
an analogous estimate for ‖y(σ1, ·)‖L2ρ and the proof is finished. 
Next, we prove the following crucial orthogonality relations.
Lemma 3.14. For any sufficiently small  > 0 and n0 ≥ 4 we have
ABµ = 0, BµC = 0
as well as
AC = AµC = ACµ = 0
where µ := 1 + 4n0 .
Proof. Explicitly, we have
Bx(τ, ξ) = 2
∫ ∞
τ
Hˆc(τ, σ, ξ)β(σ)
∫ ∞
0
K2(ω(τ, σ)
2ξ, η2)x(σ, η2)dη2dσ
where, as before, ω(s1, s2) = κ(s1)κ−1(s2). Furthermore,
K1Bµx(τ, ξ) =
∫ ∞
0
K1(ξ, η1)Bµx(τ, η1)dη1
and thus, in order to proveABµ = 0 it suffices to show that
K1(ξ, η1)K
µ
2 (ω(τ, σ)
2η1, η2) = 0 (3.30)
for all ξ, η1, η2 ≥ 0 and τ ≤ σ. Recall that
K1(ξ, η1) = 1[0,)(ξ)χ(n0(
ξ
η1
− 1))Kcc(ξ, η1)
where χ(x) , 0 only if |x| ≤ 2 and thus, K1(ξ, η1) , 0 only if
η1 ≤ (1 − 2n0 )−1ξ < (1 − 2n0 )−1. (3.31)
On the other hand, we have Kµ2 (ω(τ, σ)
2η1, η2) , 0 only if (1 + 4n0 ) ≤
ω(τ, σ)2η1 ≤ η1 and since 1 + 4n0 ≥ (1 − 2n0 )−1 for all n0 ≥ 4, this condition is
incompatible with (3.31) which proves (3.30).
Similarly, to see that BµC = 0, we consider the product kernel
Kµ2 (ξ, η1)K

3(ω(τ, σ)
2η1, η2).
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The second factor is non-vanishing only if η1 > −1 whereas on the support
of the first factor we have
η1 ≤ (1 − 2n0 )−1ξ ≤ (1 − 2n0 )−1(1 + 4n0 )−1−1
and (1 − 2n0 )−1(1 + 4n0 )−1 ≤ 1 for all n0 ≥ 4. This implies the desired BµC =
0. The remaining assertions are immediate provided  > 0 is sufficiently
small. 
Now we can show that (2DˆcHcβKdn0)2n0 has small operator norm on Yα
provided n0 is sufficiently large.
Lemma 3.15. Let α > 34 (1 +
1
ν ) and δ0 > 0. Then
‖(2DˆcHcβKdn0)2n0‖Yα < δ0
provided n0 ∈N is sufficiently large.
Proof. For brevity we write J := 2DˆcHcβKdn0 . We have
J2n0 = (A +B + C)J2n0−1
= AJ2n0−1 +BJ2n0−1 + CJ2n0−1
and consider each term separately. Furthermore, we set µ := 1 + 4n0 . For the
first term we note that
AJ2n0−1 = A(Aµ +Bµ + Cµ)Jn0−2 = AAµJ2n0−2
by Lemma 3.14. Thus, inductively we find
AJ2n0−1 =
2n0−1∏
j=0
Aµ j (3.32)
and Lemma 3.13 yields
‖AJ2n0−1‖Yα ≤
(
Cµ
2n0
4 
1
4
)2n0
.
For the second term we obtain
BJ2n0−1 = B(Aµ−1 +Bµ−1 + Cµ−1)Jn0−2
= BAµ−1J2n0−2 +BBµ−1J2n0−2
= B
2n0−2∏
j=0
Aµ−1+ j +BBµ−1J2n0−2
by Lemma 3.14 and Eq. (3.32). Inductively we see that this is a sum of 2n0
terms which consist of products of consecutive B’s and consecutive A’s.
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We thus may writeBJ2n0−1 = S1 +S2 whereS1 contains all the terms with
at most n0 B’s. From Lemma 3.13 we obtain the bounds
‖S1‖Yα ≤
(
Cµ
n0
4 
1
4
)n0
, ‖S2‖Yα ≤
[
Cn0−n0
n0!
] 1
p
provided n0 is sufficiently large. Finally, we have
CJ2n0−1 = CAJ2n0−2 + CBJ2n0−2 + C2J2n0−2
and thus, by the exact same token as before we obtain a decomposition
CJ2n0−1 = S3 + S4 with the bounds
‖S3‖Yα ≤
(
Cµ
n0
4 
1
4
)n0
, ‖S4‖Yα ≤
[
Cn0−n0
n0!
] 1
p
for sufficiently large n0. Hence, by first choosing  > 0 sufficiently small
and then n0 sufficiently large, the claim follows. 
Now we can conclude the existence of (1 + 2DˆcHcβKcc)−1.
Corollary 3.16. If α > 34 (1 +
1
ν ) then the operator 1 + 2DˆcHcβKcc has a bounded
inverse onYα.
Proof. For brevity we write J := 2DˆcHcβKcc and decompose
J2n0 = (2DˆcHcβKndn0 + 2DˆcHcβKdn0)2n0
= S + (2DˆcHcβKdn0)2n0
where S consists of 22n0 − 1 terms, each of which containing the operator
DˆcHcβKndn0 DˆcHcβ. Hence, by first choosing n0 sufficiently large and then τ0
sufficiently large (depending on n0), we obtain from Lemmas 3.12 and 3.15
the bound
‖J2n0‖Yα < 1.
This implies
∞∑
n=0
‖Jn‖Yα =
∞∑
k=0
2n0−1∑
`=0
‖J2n0k+`‖Yα .
∞∑
k=0
‖J2n0‖kYα . 1
and the claim follows. 
3.7. The inverse of 1 + 2DˆHβK . Finally, we consider the matrix operator
1 + 2DˆHβK which explicitly reads
1 + 2DˆHβK =
(
1 + 2DˆdHdβKdd 2DˆdHdβKdc
2DˆcHcβKcd 1 + 2DˆcHcβKcc
)
,
cf. Eq. (3.21).
Lemma 3.17. Let αc > 34 (1 +
1
ν ) and αc ≤ αd < αc + 1. Then the operator
1 + 2DˆHβK has a bounded inverse onYαd,αc .
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Proof. For brevity we write
Jdd := 1 + 2DˆdHdβKdd Jdc := 2DˆdHdβKdc
Jcd := 2DˆcHcβKcd Jcc := 1 + 2DˆcHcβKcc.
From Corollary 3.16 and the comment following Eq. (3.21) we know that
diag(Jdd,Jcc)−1 = diag(J−1dd ,J−1cc ) exists as a bounded operator on Yαd,αc .
Consequently, the equation( Jdd Jdc
Jcd Jcc
) (
xd
x
)
=
(
yd
y
)
implies
(1 −J−1dd JdcJ−1cc Jcd)xd = J−1dd (yd −JdcJ−1cc y)
(1 −J−1cc JcdJ−1dd Jdc)x = J−1cc (y −JcdJ−1dd yd)
and it suffices to prove smallness ofJdc. From Theorem 3.7 and Lemma 3.4
we obtain
|Jdcx(τ)| = 2|DˆdHdβKdcx(τ)| . τ−αc−1 sup
τ>τ0
ταc‖x(τ, ·)‖Y
which yields
sup
τ>τ0
ταd |Jdcx(τ)| . ταd−αc−10 ‖x‖Yαc
and we obtain smallness by choosing τ0 sufficiently large sinceαd−αc−1 < 0
by assumption. 
3.8. The inverse of 1 + 2HβKDˆ. For the following it is also necessary to
invert the operator 1 + 2HβKDˆ. As before, we first consider the difficult
continuous componentHcβKccDˆc which is explicitly given by
HcβKccDˆcx(τ, ξ) =
∫ ∞
τ
Hc(τ, σ, ξ)β(σ)KccDˆcx(σ,ω(τ, σ)ξ)dσ
=
∫ ∞
τ
Hc(τ, σ, ξ)β(σ)
∫ ∞
0
Kcc(ω(τ, σ)2ξ, η)Dˆcx(σ, η)dηdσ
(3.33)
with ω(s1, s2) = κ(s1)κ−1(s2). Now recall that
Dˆcx(τ, ξ) = ∂1x(τ, ξ) + β(τ)
[
−2ξ∂2x(τ, ξ) − ( 52 + ξρ
′(ξ)
ρ(ξ) )x(τ, ξ)
]
and
Dˆcx(τ, ξ) = κ(τ) 52ρ(ξ)− 12 [∂τ − 2β(τ)ξ∂ξ]
[
κ(τ)−
5
2ρ(ξ)
1
2 x(τ, ξ)
]
where
β(τ) = κ
′(τ)
κ(τ) ∼ τ−1.
Hence, if we set y(τ, ξ) := κ(τ)− 52ρ(ξ)x(τ, ξ) we may write
Dˆcx(τ, ξ) = κ(τ) 52ρ(ξ)− 12 D˜cy(τ, ξ) (3.34)
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where D˜cy(τ, ξ) := ∂1y(τ, ξ) − 2β(τ)∂2y(τ, ξ). Now observe that
D˜cy(σ,ω(τ, σ)2η) = ∂σy(σ,ω(τ, σ)2η)
since∂σω(τ, σ)2 = −2β(σ)ω(τ, σ)2. Thus, from the definition of y and Eq. (3.34)
we infer the identity
Dˆcx(σ,ω(τ, σ)2η) = κ(σ) 52ρ
(
ω(τ, σ)2η
)− 12
× ∂σ
[
κ(σ)−
5
2ρ
(
ω(τ, σ)2η
) 1
2 x(σ,ω(τ, σ)2η)
]
. (3.35)
Consequently, after the change of variable η 7→ ω(τ, σ)2η, Eq. (3.33) can be
rewritten as
HcβKccDˆcx(τ, ξ) =
∫ ∞
τ
∫ ∞
0
Hc(τ, σ, ξ)β(σ)ω(τ, σ)2Kcc(ω(τ, σ)2ξ,ω(τ, σ)2η)
× κ(σ) 52ρ
(
ω(τ, σ)2η
)− 12 ∂σ [κ(σ)− 52ρ (ω(τ, σ)2η) 12 x(σ,ω(τ, σ)2η)] dηdσ.
(3.36)
Lemma 3.18. Let α > 1 + 34 (1 +
1
ν ). Then the operator 1 + 2HcβKccDˆc has a
bounded inverse on Xα.
Proof. Performing an integration by parts with respect to σ in Eq. (3.36) and
noting that
∂σ
[
ξ−
1
2 sin
(
ξ
1
2κ(τ)
∫ σ
τ
κ−1(u) du
)]
= ω(τ, σ) cos
(
ξ
1
2κ(τ)
∫ σ
τ
κ−1(u) du
)
we obtain the decompositionHcβKccDˆc = A1 +A2 where
A1x(τ, ξ) = −
∫ ∞
τ
ω(τ, σ)Hˆc(τ, σ, ξ)β(σ)Kccx(σ,ω(τ, σ)2ξ)dσ
and
A2x(τ, ξ) =
∫ ∞
τ
Hc(τ, σ, ξ)O(σ−2)K˜ccx(σ,ω(τ, σ)2ξ)dσ.
The kernel of the operator K˜cc consists of a linear combination ofσ-derivatives
of Kcc(ω(τ, σ)2ξ,ω(τ, σ)2η) and is therefore of the same type as the kernel of
the commutator [Ac,Kcc] (cf. the proof of Proposition 3.8). In particular, K˜cc
maps the space X to Y (Proposition 3.8) and Lemma 3.4 immediately yields
‖A2x‖Xα . ν2δτ−1+2δ0 ‖x‖Xα .
Consequently, smallness can be achieved by choosing τ0 sufficiently large
(depending on ν). The operatorA1, on the other hand, is of the same type as
DˆcHcβKcc but this time viewed as a map fromXα toXα. However, this does
not make any difference since the crucial Lemmas 3.3, 3.9 and 3.11 are valid
for the space Xα (respectively X) as well. Note carefully that the stronger
requirement α > 1 + 114 (1 +
1
ν ) − γ in Lemma 3.3 is exactly compensated by
EXOTIC BLOWUP SOLUTIONS 45
the additional factor ω(τ, σ) in A1. Hence, the operator A1 can be treated
in the exact same fashion as DˆcHcβKcc and in particular, Lemmas 3.12 and
3.15 hold accordingly forA1 on Xα. 
As in the case of Lemma 3.17, Lemma 3.18 implies the invertibility of the
matrix operator 1 + 2HβKDˆ.
Lemma 3.19. Let αc > 34 (1 +
1
ν ) and αc ≤ αd < αc + 1. Then the operator
1 + 2HβKDˆ has a bounded inverse on Xαd,αc .
Proof. The proof is completely analogous to the proof of Lemma 3.17 and
therefore omitted. 
3.9. Solution of the main equation. Now we are ready to solve the main
equation (3.4). By setting N := ∑5j=1N j and Kˆ := K2 + [A,K ] +K + β′β2K
we rewrite Eq. (3.4) as
[Dˆ2 + βDˆ + ξ]x = e +N(x) − 2βKDˆx − β2Kˆx (3.37)
where e(τ, ξ) = κ(τ)−2F [| · |χ˜(τ, ·)e2(τ, ·)](ξ). By applying H we find that
Eq. (3.4) is equivalent to
x = Φ(x) := (1 + 2HβKDˆ)−1H
[
e +N(x) − β2Kˆx
]
(3.38)
We claim that Eq. (3.38) has a solution (x, Dˆx) ∈ X 43−2δ, 43−2δ × Y 43 , 43 with δ
from Definition 3.1. In order to prove this we have to recall some mapping
properties from [2].
Proposition 3.20. We have the estimate
‖N(x) −N(y)‖Y 43 + 54 , 43 + 54 . ‖x − y‖X 43−2δ, 43−2δ
for all x, y in the unit ball in X 43−2δ, 43−2δ.
Proof. This follows by inspection of the proofs of the corresponding results
in [2], in particular Lemmas 4.4 – 4.10. Note also that the loss of τ
1
4 discussed
in Remark 4.8 in [2] does not occur in our case since κ(τ)−2 is bounded for all
τ ≥ τ0 (unlike the corresponding λ˜(τ)−2 in [2]). In fact, as in [2] one proves
that the nonlinearity maps the space X to Y and for the time decay one gains
at least τ−( 43−2δ) (from the quadratic partN2, all other contributions are even
better; the linear part N1 yields a gain of τ−2, cf. Lemma 4.5 in [2]). Since
δ > 0 is assumed to be small, the stated bound follows. 
Another result from [2] which we require concerns the mapping proper-
ties ofK and Kˆ .
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Proposition 3.21. The operatorsK and Kˆ satisfy the bounds
‖K (a, f )‖C×Y . ‖(a, f )‖C×Y
‖K (a, f )‖C×X . ‖(a, f )‖C×X
‖Kˆ (a, f )‖C×Y . ‖(a, f )‖C×X.
Proof. This follows from Corollaries 5.7 and 5.10 in [2]. 
Now we can prove the existence of a solution to Eq. (3.38).
Theorem 3.22. The function Φ as defined in Eq. (3.38) maps the closed unit ball
of X 43−2δ, 43−2δ to itself and is contractive. As a consequence, there exists a unique
solution x of Eq. (3.38) in the closed unit ball of X 43−2δ, 43−2δ.
Proof. From Lemma 3.4 and Proposition 3.20 we infer
‖HN(x) −HN(y)‖X 43−2δ, 43−2δ . τ
−
0 ‖x − y‖X 43−2δ, 43−2δ
for all x, y in the unit ball in X 43−2δ, 43−2δ and some  > 0. Thus, in view
of Lemma 3.19 and the contraction mapping principle it suffices to prove
smallness of the remaining terms in the appropriate spaces. In the discus-
sion following Lemma 3.6 we have already noted that
‖He‖X 43−2δ, 43−2δ . ν
2δτ−0
for some  > 0. Furthermore, we have
‖Hβ2Kˆx‖X 43−2δ, 43−2δ . ν
2δτ−1+2δ0 ‖x‖X 43−2δ, 43−2δ
by Lemma 3.4 and Proposition 3.21. 
Finally, we consider the derivative Dˆx.
Corollary 3.23. Let x be the solution from Theorem 3.22. Then Dˆx belongs to the
closed unit ball ofY 43 , 43 .
Proof. The claim follows by noting that Eq. (3.37) implies
Dˆx = (1 + 2DˆHβK )−1DˆH
[
e +N(x) − β2Kˆx
]
and by Propositions 3.20, 3.21 as well as Lemmas 3.6, 3.4, 3.17 we see that
Dˆx belongs to the unit ball ofY 43 , 43 . 
In light of Lemma 4.3 in [2], we infer that
ε(τ,R) := R−1
[
xd(τ)φd(R) +
∫ ∞
0
x(τ, ξ)φ(R, ξ)ρ(ξ) dξ
]
satisfies (ε(τ, ·), ετ(τ, ·)) ∈ H 54 × H 14 , with norm vanishing as τ → +∞. We
have thus proved
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Theorem 3.24. Let λ(t) be as in (1.5). Then the equation (2.1) admits a solution
u(t, r) of the form
u(t, r) = λ
1
2 (t)W(λ(t)r) + ε(t, r), t ∈ (0, t0),
with (ε(t, ·), εt(t, ·)) ∈ H 54 ×H 14 . Given δ > 0, one may arrange
‖(ε, εt)‖(H˙1×L2)(r≥t) < δ
Proof. This follows from Theorem 3.22 as in [11] by exploiting energy con-
servation and smallness of energy outside the light cone. 
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