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Вступ 
Балансування навантаження в розподілених 
системах – це процес розподілу робочого нава-
нтаження системи між обчислювальними ресу-
рсами, що розділяються. З появою високошви-
дкісних каналів зв’язку все частіше в якості ву-
злів розподілених систем використовуються 
автономні комп’ютерів, об’єднаних високош-
видкісними лініями зв’язку. Основною перева-
гою таких систем є висока продуктивність та  
доступність при низьких витратах. Внаслідок 
цього розподілені обчислення набувають все 
більшого значення як переважний метод обчис-
лень порівняно з централізованою обробкою 
даних. . 
Оскільки означена система є сукупністю 
автономних комп’ютерів, об’єднаних в мережу, 
між якими розподілені програми, що викону-
ються, користувачі не в змозі однаково викори-
стовувати комп’ютери протягом всього часу 
роботи. Однак в будь-який момент часу корис-
тувачу може знадобитися більше ресурсів, ніж 
у змозі забезпечити його робоча станція. Тому 
окремі вузли в процесі роботи можуть бути пе-
ревантаженими, а інші навпаки – знаходитись в 
режимі очікування, внаслідок чого продуктив-
ність системи в  цілому на деяких інтервалах 
може суттєво знижуватись. Підвищення проду-
ктивності обчислень до прийнятного рівня час-
то можливо досягнути шляхом перерозподілу 
обчислювальних ресурсів між задачами. 
В багатьох дослідженнях пропонуються рі-
зні підходи до проблеми балансування наван-
таження. [1, 2, 3, 4, 5, 6, 7]. Концептуально схе-
ми балансування навантаження можна розділи-
ти на два типи – статичні та динамічні. В ста-
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тичних схемах розподіл навантаження здійсню-
ється на етапі проектування розподіленої про-
грами. Однак дуже часто статичне балансуван-
ня навантаження не є достатнім для досягнення 
продуктивності системи, оскільки: 
- може змінитися обчислювальне середовище, в 
якому відбувається виконання програми, або 
обчислювальний вузол може вийти з ладу;  
- обчислювальний вузол, на якому виконується 
розподілена програма, зайнятий додатково ін-
шими обчисленнями, доля яких з часом може 
змінюватись. 
Перша з перерахованих причин є характер-
ною для паралельних алгоритмів, які реалізу-
ють чисельні методи, зокрема, методу скінче-
них елементів розв’язку систем диференційних 
рівнянь в часткових похідних, другий – коли 
мережа використовується як паралельний сер-
вер 
Внаслідок цього схеми динамічного пере-
розподілу навантаження, які перерозподіляють 
задачі відповідно до поточного завантаження 
вузла, забезпечують більш високу продуктив-
ність системи. 
Аналіз досліджень і публікацій 
При розробці схеми динамічного балансу-
вання навантаження вирішуються три зв’язані 
між собою питання: 1) збирання інформації, 2) 
вибору вузлів-кандидатів на передачу наванта-
ження, 3) власне передавання інформації з пе-
ревантаженого вузла [1]. 
На сьогодні існує багато різноманітних 
підходів до проектування балансувальиків, які 
розрізняються за методами вибіру комп’ютерів, 
між якими повинне бути передане навантажен-
ня. Найчастіше використовуються наступні чо-
тири підходи. 
Централізована політика передбачає вико-
ристання одного агента, відповідального за 
прийняття рішень про комп’ютери джерела та 
адресату, якому повідомляються системні зна-
чення  завантаження для визначення найбільш 
та найменш завантажених комп’ютерів та іні-
ціювання передачі навантаження між ними [8]. 
Основним недоліком централізованого підходу 
є суттєве збільшення трафіку і можливі колізії в 
мережі за рахунок широкомовних запитів, які 
використовуються для збирання інформації про 
поточний стан та завантаження обчислюваль-
ного середовища, що може бути причиною 
зменшення продуктивності системи в цілому. 
При децентралізованому підході до балан-
сування навантаження найчастіше використо-
вуються наступні децентралізовані політики 
розподілу навантаження. 
Перерозподіл за ініціативи відправника [9, 
10, 11], коли відправник навантаження відомий, 
а завданням є визначення комп’ютера- адреса-
та, який буде приймати участь у перерозподілі 
навантаження. 
Перерозподіл за ініціативи отримувача 
[11], коли комп’ютер вирішує приймати участь 
у розподілі навантаження, якщо його наванта-
ження менше за граничний поріг, а політика 
місце знаходження використовується для того, 
щоб знайти комп’ютер, від якого може бути 
передане навантаження. В цих випадках вибір 
місця розташування повністю залежить від ме-
ханізму комунікацій, а політика повинна вибра-
ти найбільш завантажений або випадковий 
комп’ютер. 
Симетрична ініціалізація. В роботі [12] на-
водяться результати досліджень, які показали, 
що політика ініціалізованого відправника більш 
ефективна, в той час, коли сиситемне наванта-
ження середнє, а політика ініціалізованого 
отримувача - коли навантаження  високе. Ці дві 
політики можуть бути поєднані наступним чи-
ном [13]. 
Якщо завантаження головного комп’ютера 
вище за деякий поріг  T, ініціюється режим від-
правника, і запити надсилаються на випадкові 
комп’ютери. Якщо отримане повідомлення, 
відправник передає завдання відповідному 
комп’ютеру. Якщо навантаження нижче порогу 
T, ініціюється режим отримувача, і запит над-
силаєтся на випадковий комп’ютер. Якщо 
комп’ютер, з яким входять в контакт, переван-
тажений, то він повертає завдання отримувачу. 
Якщо не було ніякої відповіді на запит, алго-
ритм переходить у режим очікування. Подібний 
пороговий підхід запропонований також в ро-
боті [14], за виключенням того, що виконується 
не випадкове опитування, а відправники та от-
римувачі використовують списки комп’ютерів, 
які ідентифікували себе як зайняті або такі, що 
простоюють. 
Аналіз рішень, які використовуються при 
проектуванні програм-балансувальників наван-
таження, дозволяє визначити їх наступні недо-
ліки. 
1. Однопорогові алгоритми, які використо-
вуються для визначення ступеню завантажено-
сті вузла, у більшості випадків не забезпечують 
достатню стійкість процедури балансування. 
Наприклад, у випадках, коли завантаження па-
ри вузлів, які приймають участь у балансуван-
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ні, близьке до порогового, за час від моменту 
прийняття рішення про передачу навантаження 
до початку його передачі, воно може змінитися 
(наприклад, завантаження вузла-приймача мо-
же зрости до значення, що перевищує порого-
ве), внаслідок чого мета балансування не дося-
гається. Для зменшення нестабільності в роботі 
[15]  авторами запропоновний двопороговий 
алгоритм, який ділить шкалу завантаження на 
три частини – мале, середнє та високе. Однак 
означений алгоритм використовує фіксовані 
наперед визначені значення порогових рівнів, в 
той час як бажаною рисою сучасних розподіле-
них систем повинна бути можливість динаміч-
ної зміни стану вузлів і трафіку. 
2. Будь-яка політика вибору місця розташу-
вання передбачає попереднє опитування стану 
вузлів, які розглядаються балансувальником як 
вузли-кандидати на прийом чи передавання на-
вантаження. В мережах, які мають велике чис-
ло вузлів, наслідком може бути суттєве збіль-
шення мережного трафіку, що зменшує проду-
ктивність обчислень. Окрім цього, якщо вико-
ристовуються алгоритми, які передбачають ви-
значений час очкування відповідей від вузлів 
(наприклад, як в алгоритмах BID  та РID [16]), 
то в умовах високого трафіку балансування на-
вантаження може виявитись взагалі неможли-
вим, оскільки відповіді від потенційних вузлів-
кандидатів прийдуть запізно. Деякі алгоритми 
передбачають управління перевантаженням, 
але при цьому вони також використовують на-
перед визначені порогові рівні [17, 18]. 
3. Для прийняття рішення про необхідність 
розпочати процедуру балансування використо-
вують локальну інформацію про рівень заван-
таження лише «найближчих» вузлів. Це штучно 
обмежує множину вузлів-кандидатів на переда-
вання навантаження з вузла.  
В запропонованому нами адаптивному ал-
горитмі вирішуються наступні проблеми кла-
сичних систем динамічного балансування: 
- розширений пошук можливих вузлів-
кандидатів на передачу навантаження без сут-
тєвого збільшення трафіку в мережі за рахунок 
використання при пощуку вузлів-кандидатів на 
передавання навантаження ієрархічної домен-
ної моделі мережі; 
- підвищення стійкісті рішень щодо розподілу 
навантаження за рахунок  використання фаззі-
алгоритму вибору кандидатів; 
- керування мережним трафіком та запобігання 
колізіям за рахунок зміни параметрів функції 
належності нечітких змінних;  
Постановка завдання 
Мета балансування завантаження може бу-
ти сформульована наступним чином. Виходячи 
з набору завдань, що включають обчислення і 
передачу даних в мережі комп'ютерів певної 
топології, знайти такий розподіл завдань між 
комп'ютерами, який забезпечує приблизно рів-
не обчислювальне завантаження комп'ютерів і 
мінімальні витрати на передачу даних між ни-
ми. 
Звичайне практичне і повне рішення задачі 
балансування завантаження складається з чоти-
рьох кроків:  
- оцінка завантаження обчислювальних вузлів, 
результати якої використовуються для визна-
чення виникнення дисбалансу та для обчислен-
ня об'єму робіт, необхідних для переміщення 
об'єктів; 
- ініціація балансування завантаження, яка 
включає визначення моменту виникнення дис-
балансу завантаження та міри необхідності ба-
лансування, тобто  порівняння можливої корис-
ті від його проведення і втрат на нього; 
- ухвалення рішень про балансування, яке ви-
значається архітектурою балансувальника 
(централізованою чи розподіленою) та характе-
ром інформації, що використовується балансу-
вальником (глобальною, яка враховує заванта-
ження всіх, чи тільки частини вузлів 
комп’ютерної системи; 
- переміщення програмних об'єктів між проце-
сорами для досягнення нового балансу заван-
таження. 
Модель мережі 
Модель обміну даними, необхідними для 
балансування навантаження, використовує 
концепцію активних мереж, запропонованих в 
роботах  [19, 20, 21]. Основна ідея активних 
мереж полягає в тому, що деякі елементи ме-
режної інфраструктури обробляють дані в про-
цесі передавання їх між кінцевими елементами 
системи. Ефективність такої архітектури поля-
гає в тому, що порівняно з традиційною кінцеві  
елементи при обміні даних породжують інфор-
маційні потоки меншої інтенсивності, що до-
зволяє запобігати колізіям..  
Модель, яку ми використовуємо при пошу-
ку вузлів-кандидатів на передачу навантажен-
ня, має наступні особливості. 
1. Групи вузлів у мережі утворюють доме-
ни,  в кожному з яких існує виділений вузол 
(контролер домену (КД), який взаємодіє з  КД 
інших доменів.  
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2. Домени можуть бути як фізичними, так і 
логічними. Кожен вузол в логічному домені 
також є логічним вузлом і виступає як предста-
вник домену, що знаходиться на попередньому  
рівні ієрархії. Самі ж логічні вузли представле-
ні фізичними вузлами. що знаходяться  на ниж-
ніх рівнях ієрархії. Це проілюстровано на рис. 
1. 
Тут на першому рівні ієрархії визначені три 
фізичні домени (1, 2, 3), до яких входять фізич-
ні вузли. Другий рівень –логічний домен 4, що 
складається з двох логічних вузлів, які предста-
вляють на поточному рівні домени 1 та 2. В до-
мен 5 входять 2 логічні вузли, що представля-
ють домени 3 та 4. З метою зниження наклад-
них витрат на міжвузлові інформаційні обміни 
До одного домену включаються вузли, які зна-
ходяться на близькій відстані., що потенційно 
дозволяє знизити накладні витрати на міжвуз-
лові інформаційні обміни при балансуванні на-
вантаження.  
Фаззі-алгоритм вибору кандидатів 
Балансування навантаження в системі здій-
снюється фаззі-контролером (рис.2) і передба-
чає виконання наступних кроків. 
Фаззіфікація. Виходячи з обсягу використання 
ресурсів кожного вузла, розраховується зна-
чення індексу завантаження вузла, які фаззіфі-
куються з використанням функції належності 
(рис.3).
 
.  
 
Рис.1   Ієрархічна модель мережі 
 
 
 
Рис. 2 – Архітектура фаззі-контролера 
 
 
Рис. 3  Функції належності для вхідних змінних 
 
В функції належності для індексу заванта-
ження вузла визначені п’ять термів - дуже сла-
бке (VL), слабке (L), помірне (M), сильне (H) та 
дуже сильне завантаження (VH) . 
Застосування правил нечіткого виведення. 
Вихідною змінною фаззі-контролера в розроб-
леному алгоритмі є ймовірність балансування 
навантаження між двома вузлами мережі, яка 
визначається за відомими значеннями їх індек-
сів завантаження відповідно з правилами виве-
дення В функції належності вихідної змінної 
визначені п’ять термів  - дуже мала, мала, сере-
дня, висока та дуже висока ймовірність балан-
сування навантаження між двома вузлами. Ви-
гляд функції належності для виходу - аналогіч-
ний наведеному на рис.3. База правил виведен-
ня, яка використовується для балансування за-
вантаження показана в табл.1.  
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Табл.1  
База правил виведення 
                               Завантаження передавача 
Завантаження 
приймача 
VL L M H VH 
VL VL L M H VH 
L VL VL L M H 
M VL VL VL L M 
H VL VL VL VL L 
VH VL VL VL VL VL 
 
Розглянемо приклад застосування запропо-
нованого алгоритму. Нехай  навантаження вуз-
ла-передавача знаходиться в точці А, а вузла-
приймача – в точці В, як це показано на рис.3. 
та 4. 
Тоді можна сформувати нечітку множину 
для індексу навантаження за наступними пра-
вилами. 
Правило 1. Якщо вузол-передавач важко 
завантажений (Н), а вузол-приймач легко зава-
нтажений (L), то вихід – середня ймовірність 
передачі навантаження приймачу  помірна (М). 
Правило 2. Якщо вузол-передавач помірно 
завантажений (М), і вузол-приймач помірно 
завантажений (M), то вихід – дуже низька ймо-
вірність передачі навантаження приймачу  по-
мірна (VL).У результаті застосування означе-
них правил отримуємо нечіткі множини індексу 
завантаження, показані на рис.4а . та 4б  відпо-
відно.  
Комбінування. На рис.5 проілюстровано отри-
мання композиції термів вихідної змінної у ре-
зультаті застосування правил 1 та 2.
а) 
 
б) 
 
 
Рис.4 Приклад застосування фаззі-контролера 
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Рис.5 Вихід після композиції Правил 1 та 2 
 
Дефазифікація  –  визначення точного зна-
чення виходу, тобто ймовірності передавання 
навантаження між вузлами А та В. Для цього 
застосовується метод повної інтерпретації, згі-
дно до якого відшукується центр ваги відповід-
ної функції належності, отриманої після компо-
зиції. 
Очевидно, що запропонований алгоритм 
може використовуватись як для схем з ініційо-
ваним відправником, так і схем з ініційованим 
отримувачем.  
Загальна схема балансування навантаження 
у випадку ініційованого відправника наступна. 
Фізичний вузол, приймаючи навантаження, пе-
ревіряє свій індекс завантаження, використо-
вуючи фаззі-контролер і приймає рішення про 
необхідність передавання навантаження. В го-
могенних мережах всі вузли можуть мати одна-
кові функції належності, а в гетерогенних - різ-
нитись між собою. В останньому випадку для 
визначення ймовірності передавання наванта-
ження приймач повинен додатково відправити 
передавачеві параметри своєї функції належно-
сті. 
Послідовність пошуку вузлів-кандидатів визна-
чається ієрархічною доменною моделлю мере-
жі. Спочатку для пошуку вузлів-кандидатів в 
своєму домені вузом-відправником використо-
вується груповий запит доступним йому вуз-
лам. Якщо серед них легко завантажені вузли 
відсутні, відсилається запит контролеру домену 
для здійснення повного пошуку легко заванта-
жених вузлів в домені. Якщо і в цьому  такі ву-
зли не знайдені, контролер домену передає гру-
повий запит на пошук іншим вузлам (контро-
лерам домену) свого рівня ієрархії і очікує від-
повідь. Якщо і в цьому випадку легко заванта-
жені вузли не знайдені, надсилається запит ко-
нтролеру домену для пошуку на вищому рівні і 
т.д. Пошук продовжується доки не будуть 
знайдені вузли-кандидати для передавання на-
вантаження, або пошук по всій ієрархічній 
структурі не буде виконаний повністю. На рис. 
6 наведені формальні алгоритми пошуку вузлів 
кандидатів для передавача , приймача та конт-
ролеру домену.
 
Рис.6 Формальний алгоритм пошуку адресата для ініційованого передавача 
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Рис.7   Формальний алгоритм пошуку адресата для приймача 
 
 
Рис.8  Формальний алгоритм пошуку адресата для контролера домена 
 
Як адресат для надлишкового навантаження 
з відправника  з поточного відправника викори-
стовується вузол, для якого ймовірність пере-
давання навантаження максимальна. 
Адаптивне керування трафіком 
Затори в мережі можуть призводити до збі-
льшення навантаження вузлів. Наприклад, у 
випадках, коли затор має місце на шляху до 
вищого рівня ієрархії, він звужує поле пошуку 
кандидатів на передавання навантаження і час-
тина легко завантажених вузлів, що не можуть 
передати інформацію про параметри свого за-
вантаження, не мають змоги прийняти його. В 
нашому алгоритмі з метою зменшення заторів 
застосований фаззі-алгоритм керування, в яко-
му функції належності можуть змінюватись. 
Роутер може змінити функції належності 
залежно від індексу завантаженості мережі. 
Нами застосовується функція належності, для 
якої визначені три нечіткі терми – низький, се-
редній та високий трафік. ( рис.9). 
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Рис.9 Функція належності для мережевого трафіку 
 
У випадку легкого завантаження мережі 
вузол може підвищити активність виконання 
балансування навантаження, наприклад, прий-
маючи більше запитів на балансування, а якщо 
навантаження мережі високе - зменшити її, 
прийнявши менше пакетів від інших вузлів, і 
таким чином впливати на рівень трафіку в ін-
ших доменах. На рис.10 наведений приклад та-
кої зміни функції належності у випадку високо-
го трафіку. 
 
 
Рис.10 Приклад зміни функції належності для важ-
ного мережного трафіку   
(a2<a1, b2<b1, c2<c1, d2<d1) 
 
Методи визначення поточного стану мережі 
Іншою проблемою алгоритмів динамічного 
балансування навантаження є обґрунтований 
вибір моделі для обчислення індексу заванта-
ження. Роботи, присвячені цьому питанню, зо-
крема [3, 4], вказують на те, що використання 
індексу завантаження, який обчислюється як 
зважена сума деякого набору визначених пара-
метрів, не завжди достатньо об’єктивно відо-
бражає рівень завантаження внаслідок обме-
женням на число параметрів, які використову-
ються в моделі та фіксованим значень вагових 
коефіцієнтів. В той же час найбільше вплива-
ють на продуктивність комп’ютерної системи 
завантаження процесора та рівень використан-
ня оперативної пам’яті. Виходячи з цього, зава-
нтаження вузла розраховується за формулою: 
LoadMemK
LoadCPUKLoadNode
_
__
2
1


 ,       (1) 
де  LoadMemLoadCPU _,_ - відповідно 
поточне завантаження процесору (%) та рівень 
використання оперативної пам’яті (%) ; 21 , KK
- вагові коефіцієнти.  
В якості метрики трафіку в мережі викори-
стовується величина часу між відправкою запи-
ту на вузол  та отриманням відповіді від нього 
(RTT - Round Trip Time).  
Виміряні значення метрик у подальшом  пі-
длягають статистичній обробці з наступною 
агрегацією, що обумовлено наступними причи-
нами:  
- неможливістю здійснення у великих мережах 
моніторингу стану всіх з’єднань та вузлів ме-
режі; 
- використання усереднених зважених значень 
метрик окремих з’єднань для   визначення 
відповідних оцінок метрик для мережі в ціло-
му; 
- доцільністю використання для оцінки заван-
таження мережі, трендів метрик мережі у часі. 
З викладених вище міркувань доцільним є 
агрегація отриманих у результаті вимірювань 
даних за часом.  
Отримані в результаті вимірювань на інте-
рвалі T значення метрики розглядаються як 
вибірка, елементи якої мають два параметри 
<час, метрика> з відповідними значеннями <
iT ,
iM >, що належать інтервалу часу ( 0T , fT ). 
Будемо розглядати інтервал (
0T , fT ) як N 
послідовних підінтервалів (
1ka,T , ka,T ). Тоді 
підмножини значень < iT , iM >, згруповані на 
підінтервалах, формують вибірки kS , які є 
підмножинами вибірки S. 
Для кожного < iT , iM > визначимо значення 
агрегації на інтервалі (
1ka,T , ka,T ) як 
  ka,ika,ik T<TT,MF=V 1 , де F – деяка стати-
стична функція. В результаті для кожного 
підінтервалу отримуємо T метрику <
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 ka,ka, T,T 1 , kV >. Розмір T може бути фіксо-
ваним, або плаваючим й різнитись за довжиною 
залежно від метрики та мети агрегування. Ста-
тистичними функціями, що найчастіше засто-
совуються, є середнє значення, медіана та n-
відсотковий інтервал вибірки з
iT   
У табл.2 наведені основні параметри систе-
ми визначення поточного стану мережі.
Табл. 2  
Параметри системи визначення поточного стану мережі 
Метрика Шлях отримання Протокол Період Статистична функція 
RTT Періодичні ping-запити ICMP < 1мс 
- медіана 
- середнє 
- 2.5% інтервал 
- 97.5 % інтервал 
Поточний стан 
елементів ме-
режі та з'єдна-
ння 
Періодичні запити до MIB. 
Обробка внутрішніх пере-
ривань (SNMP traps) 
Періодичні ping-запити 
SNMP 
 
 
ICMP 
Визначається 
необхідним рів-
нем точності 
 
- 
Використання 
процесору 
вузла 
SNMP-запити до робочих 
станцій вузла 
CLI- утиліти 
SNMP 
Визначається 
необхідним рів-
нем точності 
- медіана 
- середнє 
- 2.5% інтервал 
- 97.5 % інтервал 
Об’єм доступ-
ної оператив-
ної пам’яті на 
вузлі 
SNMP-запити до робочих 
станцій вузла 
CLI- утиліти 
 
SNMP 
Визначається 
необхідним рів-
нем точності 
- медіана 
- середнє 
- 2.5% інтервал 
- 97.5 % інтервал 
 
Нами було виконане порівняння запропо-
нованого алгоритму з двома відомими алгорит-
мами – кільцевим та випадковим шляхом іміта-
ційного моделювання завантаження мережі, 
топологія якої наведена на рис.1. Основні па-
раметри моделі та методи їх отримання наведе-
ні в табл. 3. 
Табл.3 
Основні параметри імітаційної моделі 
Параметр Значення 
Максимальне заванта-
ження вузла , задач 
10 
Час виконання задачі, 
кроків моделювання 
Рівномірний розподіл  
на інтервалі [1..4] 
Потік запитів на вико-
нання задач 
Розподіл Пуассона 
3
~
  
 
Показники якості, отримані в результаті 
1000 прогонів моделі, наведені в табл. 4.  
 
 
 
 
 
 
 
 
Табл.4  
Порівняні показники якості алгоритмів ди-
намічного балансування навантаження  за 
результатами моделювання 
Критерій  
якості 
Характер задач, що виконуються в  
мережі 
Розподілені  
обчислення 
Розподілений 
сервер 
RR 
Ran-
dom 
Fuz-
zy 
RR 
Ran-
dom 
Fuz-
zy 
Середня  
кількість  
балан-
сувань 
156,4 287,8 98,1 1000 1000 1000 
Максима-
льне серед-
нє абсолют-
не відхи-
лення зава-
нта-ження 
0,911 1,02 1,2 2,17 3,45 1,13 
 
Висновки 
Дослідження показали, що використання 
фаззі-логіки дозволяє підвищити показників 
якості балансування навантаження і запобігти 
недоліків традиційних алгоритмів динамічного 
балансування. 
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