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Abstract
Active control constitutes the state of the art in vibration management in rotat-
ing machines. However, existing designs are impractical and costly, and hence
not yet widely applied. The goal of the research reported here was to develop a
design which would allow the implementation of active technology in a wider
range of rotating machine applications. Thus, this study focuses on a novel
active rotor topology, consisting of a hollow rotor with internally mounted sen-
sors and actuators. This layout provides greater freedom to select the sensor
and actuator positions along the rotor, and naturally protects the devices from
harsh working environments.
The research was structured according to four themes. Firstly, the concept
feasibility was explored by constructing a fully functioning prototype. MEMS
accelerometers and mass balancer actuators were mounted in an assembled
rotor, together with a microcontroller and radio unit to enable wireless trans-
mission of data. Secondly, the behaviour of MEMS accelerometers in a rotating
frame of reference was studied. An output model was derived and applied to
the study of whirl orbits and transient vibration. Further, techniques were de-
veloped to extract mean displacement and angular velocity information from
the sensor signals. An analysis of potential sources of measurement error was
conducted, and methods for their mitigation devised. The third theme focused
on developing active vibration control techniques suitable for use with active
rotors. The core of this work is the development and successful implementa-
tion of a non a priori method, Algorithmic Direct Search Control. This technique
enables vibration to be minimised without knowledge of the system characteris-
tics, by applying a direct search optimisation technique as a control law. Finally,
the combination of active rotors and Active Magnetic Bearings was considered
to tackle the problem of sensor/actuator non-collocation. The challenge of lev-
itating a rotor on AMBs using only internal accelerometers was approached via
integration-based displacement information extraction, to exploit existing PID
controllers. This method proved unfeasible in practice, but valuable lessons
were derived from the study.
The key finding of this work is that active rotor technology is versatile, cost-
effective, powerful and feasible. As such, it offers great potential as a route
to achieving a more practical and generalised implementation of active control




1.1 Motivation and goals
Rotating machines form an integral part of the history of human ingenuity,
making possible some of the greatest technological advancements of mankind.
Inventions such as the watermill, the spinning jenny or the jet engine, to name
but a few, have all had a profound impact on our shared history, shaping the
modern world one revolution at a time. Humanity’s natural inquisitiveness has
underpinned this continued technological evolution, leading us to constantly
tinker, modify and improve. In the context of rotating machines, this desire to
push the boundaries of technology has driven engineers to strive for higher op-
erating speeds, increased power density, longer lifetime and reduced vibration.
Various authors have predicted the future of rotating machinery to lie in
smart rotor technology. Maslen and Schweitzer [1] define a machine as smart
if “it uses its internally measured signals to optimise its state”. According to Lees
[2], the concept involves machines which can sense their condition, diagnose
faults if they arise and, critically, make corrections to address them. A truly
smart machine, in essence, should operate with minimum human interaction.
Although some basic capabilities of smart rotors are achievable with existing
state of the art technology, the required functionality extends much beyond
current capabilities, as discussed by Burrows and his colleagues [3]. Further
development is therefore required.
The platform from which to develop smart rotor technology further is active
vibration control. Although still in its infancy in terms of its widespread im-
plementation, it constitutes the most significant advancement of rotating ma-
chine technology in the last century. Active vibration control equips a rotating
machine with basic sensing, diagnosis and control capabilities. It allows oper-
ators to monitor the health of a rotating machine and then, crucially, modify
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its dynamic behaviour to enable improved performance. This improvement can
materialise in a number of ways. For example, reducing vibration at steady op-
erating conditions can reduce bearing wear or permit smaller gap clearances be-
tween rotor and stator. The greatest advantage of active systems is their ability
to make adjustments during operation and adapt to uncertainty and changing
conditions. This provides rotating machines with a degree of robustness which
cannot be achieved through other means. In some cases, active control can
even enable altogether new types of rotating machines, such as rotors levitated
by Active Magnetic Bearings (AMBs).
In order for active control capability to evolve into smart rotor technology,
various limitations need to be addressed. One aspect which demands particular
attention is the difficulty of implementation. Currently, active control systems
are designed for specific applications, and often require rotating machines to be
designed around them. The associated complexity, cost and required expertise
preclude a generalised implementation of active control in rotating machines.
Further, the number and location of sensors and actuators is often restricted
by working components such as seals, bearings or turbine blades, which limits
the performance of the technology. For instance, Friswell and He [4] indicate
that the most significant barrier to condition monitoring of cracked rotors is
the poor quantity and quality of vibration measurement information available
during operation.
It would therefore be desirable to provide any and all rotating machines
with active control capability. In a recent publication, Hahn [5] also states that
“There remains a need in industry, for a health monitoring system that covers the
complete rotating unit in its entirety, covering bores, shafts, discs and blades”.
Given the prevalence of rotating machines in almost all aspects of industry
and engineering, providing even small performance boosts to simple machines
could have an immense impact on a global scale. For instance, if active con-
trol could be generally implemented in power generation turbines to achieve a
small improvement in efficiency, vast energy savings could be attained globally.
Improved machining tolerances might be derived if manufacturing equipment
such as lathes or mills could be easily fitted with active control. Another ex-
ample would be improving the evacuation time of rotary vacuum pumps by
reducing the clearances between rotor and stator. This could have a significant
impact on industries which rely on vacuum processes.
The goal of this research, therefore, was to study active control system de-
signs which could be more easily implementable in any general rotating ma-
chine. By necessity, this implies considering solutions which can provide ver-
8
satile, robust and cost-effective systems, requiring minimum adaptation for dif-
ferent applications. The result was the introduction of a new rotor topology,
referred to as an “active rotor” design.
1.2 Active rotor concept
An active rotor topology is one in which the complete active system, including
sensing, control and actuation, is entirely located within a hollow rotor. Its nam-
ing distinguishes it from more conventional “passive rotor” systems, in which
the components of the active control system are usually distributed throughout
the stator and the rotor shaft is a passive element.
Figure 1.1 shows an example of a rotating machine with an active control
system which uses a passive rotor design. The machine is an aeration blower for
use in a wastewater treatment facility. The rotor is suspended on AMBs, with
its position being measured by displacement sensors. As the sensors, actuators
and electric motor all require space in the stator, the active control and mechan-
ical functionality of the machine are inextricably linked, leading to a complex
design. Further, no sensors can be located in the central section because of the
presence of the motor windings, so that any observation of vibration behaviour
is limited to the two external sensor positions. For a flexible rotor, it would be
desirable, for example, to monitor the clearance between the motor magnets
and windings, but this would not be possible with the passive rotor design.
An active rotor design is depicted in Fig. 1.2. In this case, the rotor is hollow
and the sensors and actuators are housed within it. In this way, the mechanical
functionality of the rotor becomes independent of the active system aspect,
greatly simplifying the design considerations. As the sensors and actuators no
longer require space in the stator, large numbers of them can be used, and their
location can be chosen freely to improve observability and controllability. This
topology also introduces the compelling notion of being able to retrofit existing
machines with active control systems by replacing only the passive rotor with
an active one. As the outer surface of such a rotor would remain unchanged,
the mechanical operation of the machine would not be affected, but capabilities
such as condition monitoring or vibration reduction could be provided.
The physical realisation of active rotors is not without challenges. Con-
taining a complete active control system inside a shaft evidently produces a
compact arrangement, but also greatly increases the design and manufacturing
complexity of the rotor. The type of sensor and actuator used must be such
that the active system can function independently of the stator, which limits
9
Figure 1.1: Rotating machine with active control system of the passive rotor
type. Adapted from original image courtesy of SKF.
Figure 1.2: Rotating machine with active control system of the active rotor type.
Adapted from original image courtesy of SKF.
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the choice of suitable devices. Further, all internal components must be small,
permit practical installation within a shaft and be strong enough to withstand
potentially large centrifugal forces. Another aspect which requires considera-
tion is how to transmit data and power to and from the active rotor.
The research work presented in this thesis considers, therefore, the possibil-
ities and challenges afforded by active rotor topologies. Such a technology may
open a route towards a generalised implementation of active vibration control
in rotating machines, and consequently lead to performance improvements in
a vast range of applications and industries.
1.3 Scope of the research
This thesis describes the design, development and study of the active rotor
topology. The scope of the research can be broadly classified into four themes:
feasibility of internal topologies, vibration sensing with internal accelerometers,
control methods for active rotors and application of active rotors to specific ro-
tordynamic challenges.
The first theme explores the difficulties and benefits of installing sensing
and actuation within a rotor. The product of this work was the design and
construction of a fully functional active rotor prototype, which also served as
an experimental test bed for further studies.
The prototype uses internally-mounted MEMS accelerometers to measure
rotor vibration, and so the second theme involves understanding how these de-
vices operate when located within a rotating frame of reference. The research
studied the output of these sensors, the limitations associated with various mea-
surement error sources and also methods of extracting useful information from
the devices. Particular attention was given to methods for inferring rotor dis-
placement and angular velocity from the accelerometer signals.
The third theme focused on the control and actuation aspect of active ro-
tors. Most advanced control techniques applied to rotating machines involve
model-based methods. However, a weakness of these is that their performance
is conditioned by the accuracy of the model used. Given the general uncertainty
present in many rotordynamic applications, this was identified as a potentially
limiting characteristic when considering the widespread implementation of ac-
tive control systems. Thus, the core of the control-related research consists of
the development of a model-free, non a priori control technique, referred to as
Algorithmic Direct Search Control (ADSC), suitable for use in active rotors.
Finally, the fourth theme centred on studying specific rotordynamic chal-
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lenges which active rotor technology might be well suited to tackle. In par-
ticular, the problem of sensor and actuator non-collocation in Active Magnetic
Bearing (AMB) systems was identified as one which might be addressed by
active rotors. An inherent characteristic of active rotors is that of allowing sen-
sors and actuators to be freely positioned along the rotor shaft. Thus, by using
internally-mounted sensing systems, users would be able to locate the sensors
at the same axial position as the AMBs, preventing non-collocation.
1.4 Structure of the thesis
The thesis is broadly structured around the research themes. Chapter 1 explains
the motivation behind the research and scope of the work. The background of
active rotors, as well as the aims and objectives derived from identified re-
search gaps are discussed in Chapter 2. Chapter 3 describes the techniques
used to model and simulate the active rotor. Chapter 4 details the design and
construction process of the active rotor prototype. Considerations related to the
mechanical, electrical and software design are highlighted. Chapter 5 discusses
the use of MEMS accelerometers as sensors and Chapter 6 is focused on control
methods for active rotors. Chapter 7 discusses the uses of active rotors as a
means to prevent non-collocation issues in AMB systems. Chapter 8 provides
closing remarks and outlines suggestions for further work.
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Background, aims and objectives
2.1 Introduction
The fundamental goal of the research was to develop new active vibration con-
trol systems which could lends themselves to a generalised implementation in
rotating machines. In order to achieve this, it was important to understand the
limitations of current systems, and identify ways in which these could be over-
come. A review of the state of the art in rotordynamic vibration management
was therefore conducted, and is discussed in this Chapter. The conclusions de-
rived from this exercise allowed the identification of research gaps which should
be addressed. The chosen route to achieve this was to explore the possibility
of mounting active systems solely within hollow rotors to enable “active rotor”
topologies. A set of aims and objectives for the necessary research were then
determined, and are also outlined here.
2.2 State of the art
Active vibration control constitutes the most advanced vibration management
technology currently available to rotating machines. As such, it serves as the
basic frame around which smart rotor technology can be developed. In order
to better understand its potential and limitations, a review of current literature
was conducted, and is presented in this section. Zhou and Shi’s [1] survey
provided an excellent starting point.
Firstly, precursor technologies are discussed, consisting of off-line balancing
and passive balancing devices. This is followed by a full analysis of the various
types of active control systems, which is subdivided into their three principal
constituent elements: sensing, actuation and control.
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Figure 2.1: Off-line balancing of a helical gear set by material removal. The
rotor is mounted on a special support rather than its stator. Photograph courtesy
of Schenck RoTec GmbH.
2.2.1 Precursor technologies
Off-line balancing The earliest forms of vibration control targeted unbalance-
induced vibration, which is typically the most prevalent and significant. Off-line
balancing was the first technique developed and consists of reducing rotor un-
balance by adding or removing mass at specific rotor locations, before opera-
tion. Figure 2.1 shows, for instance, an operator balancing a helical gear set by
removing material with a hand-held drill.
For a rigid rotor, only two balance planes are needed to correct any un-
balance distribution, as demonstrated by Wowk [2]. However, the rigid rotor
assumption does not hold for rotors operating at high speed and so two dif-
ferent methods were developed to balance flexible rotors. The first, called the
Modal Balancing (MB) technique, was introduced in 1953 [3] and aims to bal-
ance each mode of vibration of the rotor. Masses are placed in such a way as to
correct the unbalance at a given mode without affecting any of the previously
balanced modes. Typically, the method requires an accurate dynamic model of
the rotor, something which is not always readily available. The second method
is known as the Influence Coefficient (IC) technique, and was devised by Good-
man [4]. This is an experimental procedure where the vibration of the rotor
in response to known, discreet unbalances is measured at various points along
the shaft. The measured data can be collected in an influence coefficient ma-
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trix, which matches the vibration measured at each sensor station to a certain
amount of unbalance at each balancing plane. The superposition of these un-
balances gives an indication of the overall rotor unbalance distribution. As
the influence coefficients change with operating speed, the procedure must be
repeated for each speed of interest, a process which can be time-consuming.
The Unified Balancing Approach was developed by Darlow [5] in an attempt
to combine the advantages of MB and IC and avoid their drawbacks. The
resulting method calculates modal balancing mass sets taking as a reference
measurements obtained through an influence coefficients process. In general
the method can achieve balancing in fewer runs than IC but without the prior
knowledge required for MB. The principal disadvantage of Unified Balancing is
its complexity, as operators require a good understanding of both MB and IC.
Off-line balancing is still widely used in industrial applications. For mass
produced components, such as automotive crankshafts, it can provide a suit-
able, low-cost solution. However, off-line balancing methods struggle to achieve
desired results when very low levels of unbalance are required, such as with
high speed operation. In addition, the balancing process is usually performed
with the rotor housed in a specialised machine and not in the stator where it
will operate. In Fig. 2.1, for example, the rotor is supported on a specialised
rig. When balancing in this way, any vibration which is caused by imperfections
in rotor-stator interaction (for example, bearing wear or misalignment) cannot
usually be accounted for.
On-line passive balancing On-line techniques are defined as those which en-
able vibration control during operation. This allows them to overcome some
of the limitations of off-line methods. The principal disadvantage of on-line
systems is their added complexity.
On-line passive balancing, sometimes referred to as automatic balancing,
relies on devices which are attached to the rotor and typically consist of an en-
closed race containing a fluid and free-moving ball bearings. During operation,
the ball bearings naturally change their position to reach a state of minimal
unbalance, reducing vibration. Since their first embodiment in a patent by
Leblanc [6] and early research by Thearle [7], they have been used success-
fully in a range of configurations, including using pendulums instead of ball-
bearings [8]. Typical applications are balancing hand-held machine tools [9]
and optical disc drives [10,11]. An example of the latter is given in Fig. 2.2.
In general, passive balancing methods are regarded to be less effective than
active ones [12]. This is often attributed to tribological effects caused at high
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Figure 2.2: Automatic ball balancer (ABB) on a DVD drive, showing the ball
bearings contained in the race [11].
speeds as well as the sensitivity to imperfections in the manufacture of the
devices themselves. In fact, various authors [13, 14] have concluded through
different methodologies that it is not possible to obtain perfect balancing of the
rotor if an imperfect passive balancing device is used. Further, passive systems
are often designed to tackle a specific mode of vibration under normal operating
conditions. Thus, in cases where operating conditions may vary (for instance,
if thermal warping occurs), passive systems may prove unsuitable.
2.2.2 Active vibration control
Active vibration control methods are forms of on-line techniques, and as such
are operational while the rotating machine is functioning. Their active nature
enables them to react to changing operating conditions, which provides them
with the capability to tackle sources of vibration other than unbalance. This
improved functionality comes at the cost of added design complexity. These
techniques find themselves at the forefront of vibration control technology and
have garnered considerable research interest. The first examples of active con-
trol systems applied to rotating machines began appearing in the second half
of the 20th century, although they have not yet been widely used in industrial
applications.
In order to manage vibration, active control systems must be able to sense a
rotor’s vibration state, determine an adjustment which can modify it to achieve
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a target state and then execute said adjustment. Thus, the main constituent
elements are sensors, actuators and controllers. A separate review of these
aspects is provided in this section.
Sensing methods for active vibration control
Sensing technology was first applied to rotating machinery to provide a degree
of condition monitoring capability. This is the process of measuring parameters
which can determine the health of a system, and hence give early warning of
faults. In rotating machines the most common parameter measured is vibration,
although others such as, stator temperature, lubrication degradation or acoustic
emissions may also be monitored [15].
Although condition monitoring is fundamentally a passive technique, which
cannot directly reduce rotor vibration, its implementation serves to prevent
some of the more damaging consequences of undesirable vibration. As a vast,
active field of research, a detailed analysis of condition monitoring falls beyond
the scope of this research (see [16] or [17] for further references). However,
its relevance to active vibration control lies in the fact that, as a simpler, less in-
trusive addition to rotating machines, it has seen much wider implementation.
Hence, many of the developments in sensing technology driven by condition
monitoring have been used in active control systems. A review of sensing tech-
nologies applicable to active vibration control is provided in this section.
Accelerometers Some of the most widely used vibration sensing transduc-
ers are accelerometers. The most common type uses the piezoelectric effect,
whereby certain materials produce an electric charge when subjected to strain.
A portion of piezoelectric material is fitted with a seismic mass and packaged
in a housing, which is attached to the surface whose vibration is to be mea-
sured. As the machine vibrates, the motion of the seismic mass relative to the
housing causes the piezoelectric material to produce a charge, which can be
translated into a measurable voltage. Figure 2.3 shows two common examples
of piezoelectric accelerometer.
In recent times, MEMS (microelectromechanical system) accelerometers have
emerged as a compact, low-cost alternative to traditional piezoelectric designs.
These consist of a seismic mass suspended on a sprung structure and sur-
rounded by capacitor plates, as shown in Fig. 2.4. The complete system is
micromachined from polysilicon, producing a very compact system with thick-
nesses in the 10−20 µm range [18]. Under acceleration, the motion of the proof
mass can be inferred by measuring the capacitance change across the plates.
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Figure 2.3: Cutaways of two common types of piezoelectric accelerometer [22].
Figure 2.4: Schematic of a MEMS accelerometer [18].
For condition monitoring of machinery, accelerometers are typically attached
to the stator casing, usually at the bearing locations (see for instance [19,20]).
This is a simple and inexpensive technique, which, with appropriate processing
of the resulting signals, can detect machine faults. However, Muszynska [21]
explains that, in practice, accelerometers mounted on the stator casing can only
give an idea of whether the vibration of a rotor is over or below an acceptable
threshold, but cannot provide detailed insight into the exact nature of the vibra-
tion. In essence, the source of the vibration is the rotor itself and so any mea-
surements taken elsewhere on the machine will only give an indirect vibration
signal, useful only as a basic or cost-effective means of vibration monitoring.
With the appearance of MEMS accelerometers, it became possible to design
much more compact sensing systems, thanks to their small size and direct inte-
gration into electronic circuits. Thus, the possibility of mounting accelerometers
on the rotor emerged, which could provide much more detailed results than the
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more conventional stator-mounting. MEMS accelerometer systems have been
used by Arebi et al. [23] to detect misalignment of rotating coupled shafts.
They located a wireless accelerometer on the rotor shaft, with the measure-
ment axis aligned tangentially. Their results showed that the rotor-mounted ac-
celerometer performed better than both bearing-mounted accelerometers and
the encoder-measured Instantaneous Angular Speed [24]. Baghli et al. [25]
used two MEMS accelerometers, located at a certain distance from the rotor
centre and with 180◦ phase difference so as to average out the gravitational
component. The system was powered using rotor-mounted batteries and tri-
alled both Bluetooth and Nordic radio protocols for wireless transmission. The
sensing device was successfully applied to measure the instantaneous torque
produced by an induction motor coupled to a shaft. Elnady et al. [26] focused
on using MEMS accelerometers for condition monitoring. They identified the
split of the resonance peak in the response spectrum into two peaks, shifted
by the addition and subtraction, respectively, of the operating speed frequency.
In [27], Elnady and his colleagues also attempted to produce a simple model to
predict their output, although errors were made in the derivation.
The literature therefore shows that MEMS accelerometers can be rotor-
mounted to provide detailed vibration measurement of rotors. Their small size
and low-cost are desirable characteristics for any rotating machine. In addi-
tion, and the evolution of electronics in recent years and the fact that MEMS
accelerometers can output digital information means that providing the ac-
celerometers with fast and reliable wireless data transmission is simple and
cost-effective. However, sensors installed on the rotor would require power to
be transmitted to the rotating shaft, either by sliprings or contactless transmis-
sion, which leads to a more complex design. Further, all of the uses reported
in the literature have simply attached the MEMS accelerometers and wireless
transmission systems to the outer surface of the rotor. If these sensors are to
be used within widely implementable active control systems, their placement
must not interfere with the machine’s working components, and so further de-
velopment would be required to find a topology which provides a less intrusive
installation.
Eddy current displacement sensors Displacement transducers gained popu-
larity over casing-mounted accelerometers as demand for ever more accurate
vibration sensing increased. Contactless displacement sensors must be installed
within the stator itself, which can be a complex procedure when dealing with
fully enclosed rotating machines. However, they provide a direct measurement
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Figure 2.5: Principle of operation of eddy current displacement sensors. Image
courtesy of the NDT Education Resource Centre of the Iowa State University.
of the rotor vibration, and hence the data obtained through them is much less
dependent on the signal extraction method used. They have been applied to
a wide range of rotating machines, typically as part of a condition monitor-
ing systems [16, 28], and have become ubiquitous in Active Magnetic Bearing
systems [29].
The most common form of displacement transducers are eddy current sen-
sors. These use a probe which produces a changing magnetic field through
a coil, and is placed close to the conductor whose displacement is to be mea-
sured. The changing magnetic field generates eddy currents in the target, which
in turn change the impedance of the probe coil. This principle is illustrated in
Fig. 2.5. The variation in impedance can be measured with a bridge circuit and
will be proportional to the separation between the probe and the conductor.
In this way, the distance of a conducting target can be measured. The voltage
output of the bridge circuit will typically be small, and so will often require
amplification. Thus, an eddy current sensor measurement system will usually
consist of a probe, a power supply and an amplifier.
Eddy current sensors are contactless, display high bandwidth and resolu-
tion, and can be relatively cost-effective. Another benefit is that of being able
to measure displacement directly, which can be very valuable when monitoring
gap clearances. On the other hand, Pfister et al. [30] discussed some of their
drawbacks. For instance, the fact that the sensors require a conductive target
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means they are unsuitable for use with non-metallic rotors, which have been
considered as a potential future development in rotating machinery [31, 32].
Eddy current sensor measurements will also be influenced by the outer shape of
the rotor, which can cause out-of-roundness to be misinterpreted as vibrational
motion. This error source is known as mechanical runout, and its mitigation
typically requires the use of an auxiliary sensor such as an encoder. In addition,
local variations in material properties of the rotor produce changes in conduc-
tivity which lead to a similar type of error: electrical runout. This phenomenon
is much more significant in materials with high permeability, such as steel.
When considered specifically as part of a generally implementable active
control system, eddy current sensors have the principal drawback of interfering
with the location of working components. The probes require clear access to a
reference surface, which must be metallic and sufficiently smooth. Hence, even
if the probes and amplifiers could be miniaturised and mounted on the spinning
shaft, they could not be placed at the same locations as magnets, turbine blades
or seals.
Strain gauges The measurement of strain is a commonly used vibration sens-
ing technique. Strain gauges consist of a metallic foil which is bonded onto the
measurement surface. As the surface deforms under vibration-induced cycli-
cal straining, the area of the foil changes, and, consequently, so does electrical
resistance. This is illustrated in Fig. 2.6. A Wheatstone bridge is used to mea-
sure this change, and thus infer the straining of the surface. As the change in
electrical resistance is small, strain measurement requires signal amplification.
In rotating machines, strain gauges have been used to monitor stresses in
turbine blades during development and qualification testing, particularly in the
aerospace industry. The strain gauges are placed on the tips of the turbine
blades, as shown in Fig. 2.7. This enables the measurement of the strain in the
blade during operation, from which the stress can be inferred. Although this
technique has been widely used, Knappet and Garcia [33] examined some of its
drawbacks, chief amongst which is the fact that the mounting of the gauges is a
costly and time consuming process. They also suggest that measurement error
is introduced when the gauge is fixed onto the blade, as perfect positioning is
not achievable. Additionally, strain gauges are sensitive to thermal expansion
caused in the blades by changes in temperature.
Strain gauges were also explored as a sensing technique for an active vibra-
tion control system by Sloetjes and de Boer [35]. They bonded strain gauges
on the surface of a rotor shaft with a square cross-section, in order to detect the
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Figure 2.6: Principle of operation of a strain gauge.
Figure 2.7: Strain gauge instrumented turbine blade. Image courtesy of Poly-
tech [34].
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bending of the shaft at critical speeds. Although their research studied the pos-
sibility of using harvested energy to enable a self-powered system, the testing
rig used a slipring assembly for power and data transmission. They identified
a difficulty which may apply to other types of rotor-mounted sensors: that of
establishing the zero-output reference accurately. Sensors typically require cal-
ibration so that their zero-output state matches the system equilibrium point.
In the case of stator-mounted sensor, measurements are given with respect to
the stator, which serves as a known, static reference frame. However, the ref-
erence point for a rotor-mounted sensor is the idealised zero-vibration equilib-
rium point, a dynamic state which a rotor in operation may never reach. Thus,
establishing an accurate offset can prove challenging. To address this problem,
Sloetjes and his colleagues estimated the offset by assuming a zero strain state
at low operating speeds.
Strain gauges can provide information on rotor vibration with a considerable
degree of accuracy. They are cost effective and widely used in a range of indus-
trial settings. Like other rotor-mounted sensors, strain gauges would require
power and data transmission to and from the rotor shaft, but the small voltages
and currents involved would make wireless communication a feasible option.
However, the use of strain gauges as sensors for generally implementable ac-
tive control systems has certain drawbacks. Firstly, strain gauges would not be
able to detect rigid body modes because the associated mode shapes do not
cause the rotor to strain. Secondly, affixing strain gauges on the outer surface
of the rotor would interfere with the placement of working components. The
gauges could instead be mounted on the inner surface of a hollow rotor, but this
presents certain practical challenges due to the difficulty of accessing the space
and ensuring the devices are correctly bonded. An alternative option could be
to design an inner frame which could be instrumented with strain gauges. If the
frame is rigidly connected to the inside of the rotor shaft, a relation between
the straining of the shaft and the inner frame can be developed. However, this
does not allow a direct measurement of shaft strain, and the dynamics of the
frame would have to be considered.
Optical position sensors A recent development in vibration sensing is the
use of optical technology. One of the most relevant driving forces behind
their development has been the interest in producing non-contact position mea-
surement techniques for gas turbine blades. Two key capabilities have been
sought [36]: measurement of blade clearance [37, 38] and Blade Tip Timing
(BTT) [39, 40]. The latter, in particular, was developed as an improved blade
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stress measurement technique, which could replace the aforementioned strain
gauge method. BTT involves measuring the position of the blade tips as they
pass an optical sensor fixed to the stator. By comparing the real arrival time of
the blade with the static case the deformation of the blade can be inferred and
the stresses calculated.
A number of techniques have been developed in order to achieve position
measurement with optical sensors. Pfister, Buttner and Czarske [41] provide
an overview of some of these, including triangulation [42], focus sensing [43],
time-of-flight [44], dual-wavelength interferometry [45] and optical coherence
tomography [46]. However, the authors state that most of these techniques
are unsuitable for accurate position measurement of fast moving objects. Thus,
Pfister and his colleagues [47] introduced the Laser Doppler Distance Sensor
(LDDS). The LDDS is an extension of Laser Doppler Velocimetry (LDV), which
is a well-established technique used to measure particle velocity in fluid flows
and vibration of surfaces [48] and relies on using two intersecting laser beams
to produce an interference fringe pattern. Figure 2.8 presents a schematic of a
typical application of LDV to measure particle velocity, showing that the fringes
are parallel and evenly spaced [49]. When a particle passes through the beam
pattern, the frequency of the reflected light will be different from that of the
incident light, due to the Doppler effect. By measuring this frequency shift, the
velocity of the particle can be inferred. In the LDDS, the laser beams are defo-
cused to produce a fan-shaped interference pattern, making the fringe spacing
position dependent. This can be observed in Fig 2.9. Two interference pat-
terns with opposite spacing gradients and produced with beams of different
frequency (four beams in total) are superposed. This generates a fringe pat-
tern in which both the velocity and position of a particle can be measured. The
complete measurement system is illustrated in Fig. 2.10.
The research team used the LDDS to measure the tip clearance and vibra-
tion of a compressor [47]. Further, Gunther et al. [50] measured not only the
whirling orbit of a rotor, but also its radial expansion, a phenomenon which
could be critical for the correct estimation of unbalance of rotors operating at
very high speeds.
This new position measurement technique is contactless, boasting very high
bandwidths and resolution in the single-digit micron range [50]. Unlike eddy
current sensors, they are not dependent on the material of the rotor shaft and,
unlike most optical sensors, they are insensitive to surface roughness and the
consequent introduction of speckle noise in the measurement signal [41]. As
the target of the measurement beams does not need to be smooth, LDDSs can
24
Figure 2.8: Interference patter in Laser Doppler Velocimetry, in which the
fringes are parallel and evenly spaced [49].
Figure 2.9: Interference patter in Laser Doppler Distance Sensors. Divergent
(top) and convergent (bottom) fringe spacing gradients, each having a different
light frequency, are superposed to achieve a position-dependent interference
pattern [41].
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Figure 2.10: Schematic of the Laser Doppler Distance Sensor system [41].
be installed along the length of the stator, even at positions where working
components such as turbine blades are located.
Despite these advantageous features, the LDDS is still an experimental tech-
nology and hence is costly and highly complex. In an effort to alleviate this,
Pfister et al. [41] introduced a simpler variant of the LDDS named the Diver-
gent Fringe Sensor (DFS). This uses a single interference fringe pattern and
relies on having a priori knowledge of the particle velocity to produce a posi-
tion measurement. In rotating systems, the tangential velocity of the rotor can
usually be known with a considerable degree of accuracy, given that the rota-
tional speed and diameter of the shaft are known. Thus, the DFS could prove to
be a suitable sensing device for rotating machinery applications. Overall, how-
ever, LDDS technology is not currently a feasible option for widely implemented
active control systems.
Actuation methods for active vibration control
The development of active control systems has been closely linked to the de-
velopment of the actuation technology. The reason for this is that actuators
can only be used as part of active control systems, whereas sensors have seen
a more generalised use in condition monitoring. Thus, actuation serves as an
exclusive, enabling technology in active control.
Different techniques for producing control forces have been developed, each
with its own strengths and weaknesses. These are discussed in what follows.
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Figure 2.11: Van de Vegte’s second mass-balancer design, which used rotating
masses to produce a counter-unbalance [52].
Mass balancing The earliest instances of active vibration control methods
were developed to tackle unbalance-induced vibration, and so they operated
by producing a controllable counter-unbalance. The actuators used were partly
conceived as an evolution of passive balancing devices, but in which the balance
masses were driven instead of being free-moving. This allowed overcoming
some of the limitations of passive balancing devices.
The first such system was proposed by Van de Vegte [51]. He used a single
rotor-mounted balancing device, consisting of two motors which could move
masses along perpendicular axes on the rotor. This type of device is often re-
ferred to as a “mass-balancer”. The position of the masses allowed the creation
of a counter unbalance. By measuring the vibration at the bearings, a mass
position could be determined which would cancel or minimise the overall ro-
tor unbalance. His system was only successful when operating far from critical
speeds, but showed that active balancing was feasible. He later introduced a
new type of actuator in which two masses could rotate around the rotor cen-
treline [52], shown in Fig. 2.11. The relative position of the masses gives an
equivalent heavy spot which can generate any unbalance from 0 g.mm to twice
that of a single mass. Lee and Kim [53] provided an evolution of Van de Vegte’s
system by using wireless transmission of control signals and a rotor-mounted
Ni-Cd battery, doing away with the need for sliprings.
Van de Vegte’s design had served as the basis for active control technology in
the second half of the 20th century, but in 1998 Dyer et al. [54] patented a new
form of actuator. It consisted of two weighted rings containing permanent mag-
nets which were placed around the spindle. An electromagnet located in the
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Figure 2.12: Dyer’s electromagnetic actuator design, which uses stator-
mounted coil windings to control the position of balance discs which contain
permanent magnets [56].
Figure 2.13: Hredzak’s ball bearing balancer [57].
stator could be used to change the angular position of the balance rings. The
main advantage of this design was that the power and control signals did not
have to be transmitted to the rotor, thus avoiding sliprings or wireless transmis-
sion systems and reducing the complexity of the rotor. The device has since been
made commercially available. Dyer and Ni [55] used it to research technology
aimed at reducing vibration of a rotating spindle in high-speed machining, in
order to gain higher machining precision.
A more recent innovation in mass-balancer design was proposed by Hredzak
and Guo [57]. They developed a balancer based on multiple ball bearings lo-
cated in radial grooves on a disc, shown in Figure 2.13. Permanent magnets
and an electromagnetic actuator enable the balls to be located in one of two
radial positions, an inner radius and an outer radius. The distribution of the
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balls generates an overall unbalance which can be modified in operation to suit
requirements. It was designed for use in balancing hard disk drives, as an al-
ternative to passive balancers. Although innovative, it may prove unsuitable in
high speed applications due to the large magnetic forces that would be needed
to maintain the balls at the inner location.
The use of piezoelectric ultrasonic motors (PUM) to drive balance masses
was proposed by Sloetjes et al. [58]. These devices are compact, self-locking
and can achieve high speeds, allowing a simple actuator design with many de-
sirable features. Giraud and his colleagues [59] report a positioning resolution
of around 0.57◦ at 50 rpm for the same motor used by Sloetjes. These values
are comparable to 200-step stepper motors, which suggests that PUMs may be
a promising drive technology for compact active balancing systems. Their cost,
however, remains high.
In general, mass-balancer actuators prove to be relatively simple, compact
and cost-effective solutions. A further positive feature, which has not yet been
explored in literature, is the possibility of continuously moving the masses dur-
ing operation, which could allow these actuators to produce sub- or super-
synchronous forces, suitable for tackling vibration sources other than unbal-
ance. However, two distinct drawbacks would require further development.
Firstly, having to mount the actuators on the rotating shaft could yield com-
plex rotor designs, and may limit the performance capabilities of the devices.
Secondly, the actuators require both power and data, which impose the use of
sliprings or contactless transmission. The former is usually undesirable due to
the associated maintenance requirements. The latter, however, could prove to
be a viable alternative, thanks to the evolution of compact and cost-effective
wireless transmission technology used in the consumer electronics industry.
Active Magnetic Bearings The most widely used form of active actuation is
Active Magnetic Bearing (AMB) technology. These devices use electromagnetic
fields to generate a force with which a rotor can be levitated, enabling con-
tactless support. Despite the complexities associated with implementing AMB
systems, they have gained acceptance in a number of industries thanks to their
unique characteristics. Their ability to operate with no mechanical wear is a
highly desirable trait in applications such as flywheels and blowers. They have
also seen use in turbomolecular vacuum pumps due to their lubrication-free
design. Because of their principle of operation, AMBs can also provide active
vibration control capability, a feature which is gaining importance in industrial
settings [29].
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Figure 2.14: Schematic of a magnetic bearing system, with main constituent
elements labelled [29].
Figure 2.14 presents a schematic diagram of a magnetic bearing system. It
consist of a stator-based electromagnet, which is controlled by a microproces-
sor and a power amplifier. The rotor, which is either ferromagnetic or may be
fitted with a ferromagnetic collar, is suspended on the magnetic field. The mag-
netic levitation is inherently unstable, and so the rotor’s position is continuously
measured by a gap sensor so that a stabilising controller may be applied.
The force produced by an AMB is determined by controlling the current in
the electromagnet coil windings. Apart from levitating the rotor, this allows the
application of a synchronous force which can be used to counteract the effect of
unbalance. The ability to vary their stiffness and damping characteristics also
permits multi-objective control methodologies, for instance minimising rotor
displacement or transmitted bearing force, depending on which objective is
most important at a particular speed [60].
The first known application of magnetically supported rotors was in cen-
trifuges used for molecular sedimentation, in the late 1930s [61]. The systems
were highly complex, relying on vacuum tubes for electronic control, and so
were not used outside of academic environments. The invention of the transis-
tor in the late 1940s would pave the way for more practical designs, which were
successfully applied to attitude control systems in spacecraft in the 1980s [62].
The main driver behind their development was the desire for a lubrication-
and wear-free bearing design. However, with the evolution of digital control
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Figure 2.15: Mode shapes of a flexible rotor for a non-collocated AMB setup
[29]. Issues can arise if the mode shape node lies between the sensor and
actuator positions.
and the possibilities offered by improving computing capability, much of the
research focus in the later parts of the 20th century turned to developing new
methods that enabled not only levitation of the rotor but also active control of
its vibration, for example [63–65]. AMB systems have since remained an active
field of study, and a comprehensive analysis of notable opportunities for further
development is provided by Schweitzer [66].
Although AMBs are currently the most developed solution to provide active
control capability, they display certain drawbacks which can limit their gener-
alised implementation. Firstly, existing AMB systems are bulky and complex,
requiring substantial space in the stator for their installation. This limits the
practical number of AMB actuators that could be used in compact rotating ma-
chines. Due to the physical layout of the AMB system, non-collocation of sen-
sors and actuators is unavoidable at present. When a node of a mode shape of
a flexible rotor lies between the sensor and actuator, as depicted in Fig. 2.15,
a 180◦ phase error is introduced, which can make control much more diffi-
cult [29]. Further, AMBs require a substantial and continuous power supply,
which may be impractical in many applications. Finally, AMB systems can be
costly to produce, particularly the power amplifiers. Although reduced main-
tenance requirements could partly offset this, their installation would substan-
tially increase the production costs of most rotating machines.
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Figure 2.16: Schematic of a typical piezoelectric patch actuation system [67].
Piezoelectric patches In more recent times, researchers have explored the
possibilities offered by piezoelectric patches as a form of actuation in active
control systems. These are bonded onto the surface of the rotor in pairs placed
at 180◦ from each other, as shown in Fig. 2.16. They work by applying strains
(tensile on one side, compressive on the other) along the rotor axis, thus gen-
erating a bending moment.
Kunze et al. [68] applied the patches to an automotive drive shaft, with the
aim of reducing the rotor vibration at the first critical speed. Horst and Wolfel
[67] were the first to undertake detailed study into the use of piezoelectric
patches for active vibration control in rotating machines. They successfully
reduced vibration of the first and second critical speeds in their experimental
rig. Sloetjes and De Boer [35] explored using the patches as an active damping
device, where the vibration energy was dissipated by harvesting the electric
current generated. This electrical charge could be stored in capacitors and then
used to power the patches to actively reduce rotor vibration further. Due to
the fact that internal damping has a destabilising effect beyond the first critical
speed, they developed a low frequency feedback control methodology which
allows the patches to, in essence, act as stator damping and is thus strictly
stabilising.
In general, piezoelectric patches have been shown to be effective at correct-
ing the modal bending of the rotor when passing critical speeds. In addition,
their strain-based operation could prove ideal if applied to tackling thermal
warping. However, they display certain drawbacks which limit their generalised
implementation. Firstly, the patches require surface bonding, which impedes
placing any other working component or sensor at the same position as the
patch. In addition, piezoelectric materials display low strains (typically 0.1% to
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0.3% [69]), which means that patches of practical length posses only limited
force capacity. These two characteristics combined imply that a fully active ro-
tor system based on piezoelectric patches would demand long rotors with poor
power density. Another drawback is that piezoelectric actuation requires high
voltages, which would impose the use of sliprings as the only practical method
to supply power. Sliprings can be bulky and require considerable maintenance,
making them undesirable in many applications.
Others Other forms of actuation for active or semi-active vibration control sys-
tems have been suggested in the past, although none have developed beyond
academic research. For instance, Smalley et al. [70] proposed the use of metal
or ceramic material deposition on a rotor as an on-line balancing technique,
and even demonstrated the principle in an experimental rig. Furman [71] in-
troduced a balancing technique in which masses attached to the rotor could be
plastically deformed by using pulsed radiant heating, thus enabling the rotor
to be rebalanced. Zumbach et al. [72] attached heating elements to a spinning
rotor, which allowed controlled bending of the rotor to counteract the effects
of unbalance. Blanco-Ortega and his colleagues [73] proposed a rotor system
with axially translating bearings, which enabled changing the effective length
of the rotor and, thus, modify its dynamic behaviour.
Control methods for active vibration control
The performance of an active control system depends strongly on the controller
used. Even systems with only a few poorly located sensors and actuators can
achieve good vibration control with the appropriate technique.
In general, the basis of all controllers is to establish a relation (transfer
function or state space) between a measured phenomenon and controllable ac-
tuation parameters, which can enable a desired system state. In the context
of rotating machines, the controller typically relates the unbalance-induced vi-
bration measured by the sensors to the source of vibration, so that the rotor
may then be re-balanced or control forces applied. Most rotor control meth-
ods described in literature require a certain degree of a priori knowledge of the
transfer function of the system, and can be broadly classified as “estimated” or
“modelled”.
Estimation-based a priori control In estimation-based methods the transfer
function is approximated through discrete measurements of the rotor response
obtained from trial runs under known input conditions. The most prominent
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example of this is the Influence Coefficient (IC) method, which was used in
all early work involving active mass balancing. For instance, in [74] Van de
Vegte used two balancing planes to study linear and quadratic IC-based control
schemes. Gosiewski [75, 76], suggested using Van de Vegte’s actuator design
together with a computer loaded with previously measured influence coeffi-
cients, providing improved control compared to the original system. Although
Gosiewski’s work was purely theoretical, he suggested valuable ideas such as
the possibility of using the actuators to generate the influence coefficient table
on-line, reducing the number of required trial runs before operation. Lee and
Kim’s original actuation device was manually controlled, but they presented fur-
ther work [77] in which a fully automatic control algorithm was developed and
tested. An adaptive influence coefficient method was used, with a single initial
low speed measurement and subsequent updates being performed on-line. The
system was designed to activate when a certain vibration threshold was reached
and then the influence coefficients would be updated and the required counter
unbalance calculated. This method allowed the first and second critical speeds
to be passed without a significant increase in rotor vibration, each needing 4
updates of the balancer position.
On-line coefficient estimation was also used by Dyer and Ni [55] to improve
controller performance under changing operating conditions. They explored
multi-plane balancing using their electromagnetic actuator and focused on ro-
bustness and minimisation of error when estimating influence coefficients. They
studied the case where plant dynamics vary due to tool changes in mills, and
even considered non-linear stiffening of the spindle due to large vibration am-
plitudes. The stability of the methods developed by Dyer and Ni was studied by
Kim and Lee [78]. Chen et al. [79] studied the motion of the balance masses
during operation and developed a control algorithm to reduce the rotor vibra-
tion during the balancing process. Influence coefficient methods have also been
applied to active control with AMBs, for instance in the work of Sahinkaya et
al. [80].
Controllers that estimate the system transfer function rely on the accuracy
of the measurements and on performing sufficient trials to cover the full spec-
trum of operating conditions. Thus, they are most suitable for machines which
typically operate under stable, known conditions. Their great advantages are
that they are relatively simple to implement, and, with modern automation
methods, can require a minimum of human intervention once the initial trials
have been performed. On the other hand, these methods make assumptions
about the transfer function between vibration state and the actuation param-
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eters. This means that they are typically ill-suited to deal with unexpected
vibration, so may be less robust in the face of uncertainty.
Model-based a priori control The transfer function in a control problem may
also be modelled based on known system parameters. The most common
method of rotor modelling involves the finite element technique, which was
analysed thoroughly by Nelson and McVaugh [81,82]. In model-based control,
an accurate model of the system must be first derived and validated. During op-
eration, the controller can compare the currently measured system state to that
predicted by the model under the assumed operating conditions. If the model
is able to closely simulate the real case, then any discrepancies can be assumed
to be caused by disturbances, and hence a control signal can be produced to
reduce them. A wide range of model-based techniques have been developed,
driven partly by the evolution of computing in recent times, which has enabled
ever more detailed models to be constructed at ever lower cost. A detailed
review of the various types exceeds the scope of this dissertation, but some
examples of model based controllers applied to rotors include adaptive con-
trollers [83], fuzzy logic controllers [84,85], µ-synthesis techniques [86–88] or
sliding mode control [89]. Model-based techniques are prevalent in AMBs, most
notably robust H∞ controllers, which were studied prominently by Japanese re-
searchers around the turn of the 20th century [90–93].
Model-based controllers enable forms of complex control which are usually
not possible with estimation-based techniques. For instance, H∞ control enables
disturbance rejection by modifying the sensitivity of a system over its frequency
response, while sliding mode control is able to tackle non-linear problems. A
strength of model-based techniques is that they can provide information regard-
ing systems states that would not normally be accessible. When used in this
form, models are referred to as “state observers” [94]. The principal drawbacks
of controllers that utilize simulated system characteristics is their dependence
on the degree of detail adopted in the model and the accuracy of the parame-
ters used. In many instances, obtaining a sufficiently detailed model can be a
difficult and time-consuming task, requiring considerable expertise and knowl-
edge of the underlying physical processes. Some physical phenomena, such
as mechanical wear, can rarely be measured and accounted for in a practical
manner. Consequently, model-based methods may not be a sufficiently flexible
tool to allow generalised implementation of active control in rotating machines,
despite the powerful control capabilities they offer.
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2.3 Discussion and research gaps
The review of current literature on active vibration control of rotating machines
leads to a number of observations. Firstly, it becomes apparent that active con-
trol systems are not yet widely implemented in rotating machines. Active Mag-
netic Bearing systems are the most developed and common embodiment of
them. Nonetheless, their implementation is mostly limited to a few specific ap-
plications. In addition, the main drivers behind their uptake are usually their
passive characteristics, such as lubrication- and wear-free operation, rather than
their active control capability. Most of the other active control technologies re-
viewed have been largely confined to academic research. A reason for this is
that the additional cost and complexity of these systems may be difficult to
justify in many rotating machine applications, unless high degrees of vibration
control are essential. However, the literature review also reveals the poten-
tial benefits of active control technology. In particular, its capacity to increase
machine lifetime through vibration reduction and to improve fault prevention
through better condition monitoring would be beneficial in a vast range of ap-
plications. It would seem, therefore, that further research into active vibration
control system designs which can be more generally implemented would be
highly constructive.
A further limitation observed in currently considered active control systems
is the reduced number of sensors and actuators that can be installed on con-
ventional machines. The active components are usually stator-mounted and
require access to clear portions of the rotor. This precludes their positioning at
the same location as working components and thus constrains their numbers.
In addition, the layout of the various parts of a rotor are largely determined by
the mechanical needs of the system, and so sensors and actuators are placed
wherever space is available. These positions may be far from optimal, located
far from seals, turbine blades or permanent magnets, for instance. Ultimately,
small numbers of sub-optimally located sensors and actuators will provide poor
observability and controllability of rotor vibration, curtailing the performance
of the active control system. Consequently, further benefits could be derived
from exploring topologies which would not only enable the use of an increased
number of sensors and actuators, but also grant designers greater freedom to
select optimum locations for these devices.
In order to address these gaps in research, the study of a new active con-
trol topology is proposed. A design which could provide benefits in terms of
implementability and also observability/controllability is found in internally-
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mounted active control systems. This “active rotor” topology would exploit the
inner volume available in hollow rotors, which could contain large numbers of
compact sensors and actuators. By being contained within the rotor, the ac-
tive control system would become independent of the stator, which simplifies
the overall design of the rotating machine. In addition, the density of work-
ing components along the rotor could be maximised without sacrificing active
control capability, as no space would be required for sensors and actuators in
the working volume. With this design, the active devices could also be freely
positioned along the length of the rotor, without interfering with working com-
ponents and enabling placement at critical locations such as seals and turbine
blades. Another desirable feature is that the sensors and actuators would be
naturally protected from the working environment, improving their robustness
to changing operating conditions and increasing their lifetime.
Out of the sensing technologies reviewed, only strain gauges and MEMS ac-
celerometers would have the capacity to provide sensing while being mounted
within a hollow rotor. However, as mentioned earlier, strain gauges would need
to be affixed to an internal frame, which would only be able to provide an in-
direct measurement of strain. Thus, MEMS accelerometers emerge as the most
promising technology. The evolution of these sensors in recent times, driven by
the needs of the consumer electronics industry, has provided compact and easily
integratable accelerometers to be available at very low cost. Using large num-
bers of these within a rotor is therefore feasible from the perspectives of both
costing and physical installation. The devices can be mounted within a shaft in
a practical manner and also provide a direct measurement of rotor vibration.
In terms of system actuation, the literature review reveals that only two
technologies are capable of producing stator-independent control forces, which
would make them suitable for active rotors. These are piezoelectric patches
and mass-balancers. Internal installation of piezoelectric patches would be a
complex task, and the system would have to be provided with a high voltage
power supply for their operation. Thus, mass balancing emerges as the best
option for active rotors. The actuators can be made small and at low cost, using
off-the-shelf components such as stepper motors.
From the perspective of the control method, both estimation- and model-
based techniques appear balanced in terms of strengths and weaknesses. The
former are typically simple to implement but may struggle to deal with unex-
pected vibration and uncertainty. The latter, on the other hand, can provide
more powerful and robust control solutions, but the construction of accurate
models requires a degree of expertise and system knowledge which may not be
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generally available. It would seem, therefore, that alternative solutions which
are better suited to active control of rotating machines should be developed. As
the limitations of existing techniques stem, fundamentally, from constructing
the transfer function, it would be beneficial to explore options which do not
rely on such a process, that is, non a priori control techniques.
Thus, after a review of the state of the art in active vibration control in
rotating machines, it is concluded that the study of active rotors should be
undertaken to address the scant implementability and layout-related limitations
of existing systems. The topology to be investigated consists of a hollow rotor
in which MEMS accelerometers and mass-balancer actuators are mounted. If
feasible, such a design could provide a cost-effective and flexible solution which
would enable a more general implementation of active control technology in
rotating machines. In addition, the development of a non a priori controller
should be undertaken in order to provide a technique which is both simple to
implement and robust in the face of uncertainty.
2.4 Aims and objectives
To undertake the proposed research, a series of aims and objectives were iden-
tified. These aims are presented in the following, with the objectives set to
achieve each of them listed below.
A1 To demonstrate the feasibility of internally mounted active control systems
O1 Construct a computational model of the system
O2 Build a fully functional prototype
A2 To understand the behaviour of internally mounted accelerometers
O3 Derive an analytical model of sensor output
O4 Develop techniques to maximise vibration information extraction
O5 Identify and address sources of measurement error
A3 To establish control techniques suitable for use with internal topologies
O6 Develop a non a priori controller for internal topologies
A4 To assess the application of active rotors to existing challenges
O7 Apply active rotor designs to tackle non-collocation issues in AMBs
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2.5 Summary
• The goal of this dissertation is to develop active control systems which can
be more generally implemented in rotating machines.
• A review of literature related to vibration management in rotating ma-
chine was conducted.
• The identified research gaps may be addressed by exploring a novel “ac-
tive rotor” topology.
• The proposed concept should consist of a hollow rotor with internally
mounted MEMS accelerometers, mass-balancer actuator and a non a pri-
ori controller.
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In the first phase of the research, a computational model of an active rotor sys-
tem was constructed, satisfying objective O1. This served several purposes.
Firstly, the model served as an exercise in design visualisation, providing a
better understanding of the required characteristics and likely challenges as-
sociated with an active rotor system. Secondly, the model results were used
to determine the size and characteristics of the rotor prototype components.
Thirdly, the model allowed control strategies to be safely tested in a simulated
environment before being fully implemented in the rotor. Finally, the model
served as a virtual test bed on which to trial designs and configurations which
could not be implemented on the final prototype due to physical or logistical
constraints.
This chapter describes the techniques used to simulate the active rotor de-
sign. The finite element method was used together with a state space formu-
lation as the basis of the model. The rotor behaviour was simulated with a
dynamic Simulink model. The model was validated by comparing its predic-
tions against analytical results and against results predicted by an alternative,
proven model.
3.2 Finite element model
The finite element method was used to model the elastic characteristics of the
assembled rotor shaft. This technique has been demonstrated to be effective
and is hence widely used in rotordynamic analysis [1].
A custom implementation was used, coded using Matlab. The model was
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Figure 3.1: Finite element coordinate system.
built with a fundamental requirement of flexibility in mind, so that its capa-
bilities could adapt to the evolving needs of the research. Thus, the code was
written in such a way as to allow modification of all model parameters, en-
abling any configuration of the rotor system to be simulated. These parameters
include properties of the finite elements (length, geometry, material, etc.), the
bearings (stiffness, damping, location, etc.) and the sensors and actuators (lo-
cation, mass, sensitivity, etc.).
The rotor was modelled using beam elements with four degrees of freedom
per node. These are displacement along (x, y), and rotation around (ϕx, ϕy),
the inertial reference frame X and Y axes, as illustrated in Fig. 3.1. The el-
ement length is denoted by l. A rotating frame of reference UV is defined as
being fixed to the rotor, and rotated with respect to the inertial XY reference
frame by an angle θ.
The elastic behaviour of the elements is described with the matrix method of
Nelson and McVaugh [2], which includes terms for gyroscopic effects, rotational
inertia and shear deformation. To account for the latter, Timoshenko beam
elements are used, which expand Euler-Bernoulli beam theory by considering
the shear of the material. The difference in deformation between the two beams
is illustrated in Fig. 3.2, in which w denotes the displacement of the beam
centreline in the vertical Z direction, 2h is the beam thickness, Q is the shear
force and M is the bending moment.
Each element in the rotor is described by a mass, stiffness and gyroscopic
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Figure 3.2: Comparison of the deformation of Timoshenko and Euler-Bernoulli
beams. Image by Bbanerje and licensed under CC BY-SA 3.0.
element matrix. These are assembled together into system-level matrices which
describe the overall behaviour of the rotor. The stiffness and damping afforded
by the bearings are then included into these matrices at the node position cor-
responding to their location. The cross-section of each individual element could
be varied, enabling the simulation of rotors with sections of different diameter.
The element matrices used can be found in Appendix A.
3.3 Equations of motion
In order to allow prediction of the rotor’s vibration response during operation,
its dynamic behaviour was described by an equation of motion and then encap-
sulated in a state space mathematical structure. The matrix-vector equation of
motion for a finite element model with n nodes and coordinates defined in the





q˙ + Kq = f (3.1)
where
• q = {x1, y1, ϕx1, ϕy1, . . . , xn, yn, ϕxn, ϕyn}T is a vector containing the
displacement and rotations states of the n nodes of the finite element
model
• M is the mass matrix containing terms for translational and rotational
inertia
• DB is the damping matrix representing the damping afforded by the bear-
ings
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• G is the skew-symmetric gyroscopic matrix
• K is the stiffness matrix
• θ˙ is the rotating speed of the rotor
• f is a vector containing the external forces and moments applied to the
rotor
The forces and moments in f relate to the displacement and rotation of the
nodes, respectively. The principal force component considered is unbalance,
which is often the most significant source of vibration in rotating machines.
The unbalance forces are represented by 2n × 1 vector fu, which contains the
unbalance force acting at each node of the finite element model. As no moments
are considered to be acting on the rotor, the general forcing term f becomes:
f = fu = TNΘσ (3.2)
where 2n × 1 vector σ is a unbalance distribution along the rotor of the form
σ = {σu1, σv1, . . . , σun, σvn}T, which contains a constant unbalance value in
the perpendicular U and V rotating reference frame axes for each node of the
finite element model. The matrix Θ is a 2n × 2n matrix containing the values
of rotor speed and acceleration
Θ =

θ˙2 θ¨ 0 0 · · ·
−θ¨ θ˙2 0 0 · · ·
0 0 θ˙2 θ¨ · · ·




... . . .

, (3.3)
while matrix N is the 4n× 2n linear coefficients matrix
N =

1 0 0 0 0 0 · · ·
0 1 0 0 0 0 · · ·
0 0 0 0 0 0 · · ·
0 0 0 0 0 0 · · ·
0 0 1 0 0 0 · · ·










and matrix T is a 4n× 4n block diagonal matrix with n basis blocks of the form
Tnn =
[
cos θ − sin θ






T11 0 0 · · ·
0 T22 0 · · ·
0 0 T33 · · ·
...
...
... . . .
 (3.6)
The equation of motion can be expressed in the state space form through




z˙ = Az + Bu
y = Cz + Du
(3.7)







]] , B = [ 0
M−1
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Both the nodal displacements and accelerations are of interest as outputs, so










]] , D = [ 0
M−1
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3.3.1 Output in rotating coordinates
As the model can be used to simulate the output of both stator- and rotor-
mounted sensors (for instance, representing eddy current sensors and internal
accelerometers, respectively), it is desirable to produce the system states in the
rotating frame of reference. This can be achieved by transforming the model
output between the frames, so that
yr = Ey (3.8)
where yr contains the model output in the rotating frame of reference and E is











E11 0 0 · · ·
0 E22 0 · · ·
0 0 E33 · · ·
...
...
... . . .
 (3.10)
If only rotating frame outputs are required, an alternative approach is to
cast the equation of motion (3.1) in rotating coordinates to produce a rotating
frame model. This is achieved by performing the coordinate transformation
q = Tp (3.11)




− sin θ − cos θ
cos θ − sin θ
]
= θ˙TnnRnn (3.12)







with which a 4n× 4n block diagonal matrix R is constructed:
R =

R11 0 0 · · ·
0 R22 0 · · ·
0 0 R33 · · ·
...
...
... . . .
 (3.14)
Consequently, T˙ = θ˙TR and T¨ = θ¨TR− θ˙2T. Thus, the following expressions
can be derived for q˙ and q¨





q¨ = Tp¨ + 2T˙p˙ + T¨p = T
(
p¨ + 2θ˙Rp˙ + (θ¨R− θ˙2)p
)
(3.16)
Substituting Eqs. (3.11),(3.15) and (3.16) into (3.1) yields
MT
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With the transformed equation, the state space formulation can be rewritten
in terms of rotating coordinates state vector zr = [zTr1, z
T
r2]
T, with zr1 = p and
zr2 = z˙r1. Hence,
z˙r = Arzr + Brur
yr = Crzr + Drur
(3.19)

































In terms of simulating the rotor dynamics, formulations (3.7) and (3.19)
are identical. Under non-constant rotational speed conditions both systems
become Linear Time Varying and so the computation of the outputs requires
updating the state space matrices at each time step with the correct speed, ac-
celeration and transformation terms, θ˙, θ¨ and T−1, respectively. For the model





. In the case of the rotating frame model, however, more sub-
matrices must be reconstructed. Because of this, performance tests undertaken
indicate that the inertial model operates marginally faster (around 3%), and
hence was adopted as the preferred method.
3.4 Dynamic model
A dynamic model was constructed in Simulink, with which the operation of the
full rotor system could be simulated and its behaviour predicted. The basic ar-
rangement consists of the inertial state space model, an unbalance force input,
two plotting options, and the frame transformation blocks, as illustrated in Fig.
3.3. Blocks shaded in blue indicate operations performed in the rotating frame
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Figure 3.3: Basic Simulink dynamic model.
Figure 3.4: Inertial state space block used in the Simulink model.
Figure 3.5: Construction of the speed-dependent A matrix in Simulink.
of reference, while blocks in red are associated with the inertial frame. Green
is used to indicate blocks that transform between the frames.
The state space block was custom built to enable updating of the rotating
speed parameter in the system A matrix at each time step. Although compu-
tationally more intense, this arrangement allows the same model to be used
for speed-varying scenarios, enabling more realistic simulation of the rotor be-
haviour. Figure 3.4 shows the custom state space block, and Fig. 3.5 shows
how the system A matrix is constructed from parameters defined as:
A1 = −M−1K A2 = −M−1DB A3 = −M−1G
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Figure 3.6: Unbalance force block in the Simulink model.
The unbalance force generation is performed by the block depicted in Fig.
3.6. The unbalance distribution is described by parameters sigma u and sigma v,
which are produced by a Matlab generator. The code randomly selects masses
and eccentricities for each node from a range of values, with the allowable max-
imum chosen such that the unbalance at each node has a user-defined upper
bound. The code then calculates the overall unbalance of the existing distribu-
tion and modifies a randomly selected node so that the total rotor unbalance
satisfies the requirements of a user-defined ISO unbalance grade [4].
The frame transformation blocks allow conversion of data between the ro-
tating and inertial reference frames, and vice versa. The blocks depicted in Figs.
3.7 and 3.8 represent the rotating to inertial (matrix T) and inertial to rotating
(matrix T−1) transformations, respectively.
Throughout the research, numerous variations of the base model were de-
veloped to simulate a range of operating conditions and rotor configurations.
Further details regarding some of these implementations are given in later
Chapters where relevant, but examples of the research tasks which were un-
dertaken with the help of models include:
• Validating the assumption of quasi-static accelerometer proof mass be-
haviour in the prototype operating speed range
• Simulating impacts to understand transient vibration behaviour
• Implementing a model-based controller
• Simulating the behaviour of different controllers with multi-sensor/actuator
configurations
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Figure 3.7: Rotating to inertial frame transformation block in the Simulink
model.
Figure 3.8: Inertial to rotating frame transformation block in the Simulink
model.
3.5 Model validation
Validation of the model was undertaken to guarantee the accuracy of the pre-
dictions. Firstly, the model was used to predict the critical speeds of a simple
uniform steel rotor. These results were compared against those derived analyt-
ically by Thomson [5] for a free-free and pinned-pinned uniform beam. The
results are given in Table 3.1.
Table 3.1: Critical speed prediction for a uniform steel rotor: analytical vs.
constructed model.
Free-free Pinned-pinned
Mode Analytical (Hz) Model (Hz) Error Analytical (Hz) Model (Hz) Error
1st 45.57 45.53 -0.08% 103.42 102.90 -0.50%
2nd 182.35 181.67 -0.37% 284.83 282.22 -0.92%
3rd 410.40 407.22 -0.78% 558.58 549.60 -1.61%
4th 728.93 720.32 -1.18% 922.83 901.15 -2.35%
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Figure 3.9: Rotor model used for model validation.
Table 3.2: Critical speed prediction for comparison of critical speeds predicted
analytically and with the constructed model.
Mode Sahinkaya model (Hz) Jime´nez model (Hz) Error
1st 29.83 29.83 0.00%
2nd 124.03 124.05 -0.02%
3rd 392.12 388.18 -1.00%
4th 684.07 675.17 -1.30%
The model was further validated by comparing the results predicted for a
more detailed rotor configuration against those obtained using a proven model
constructed by Sahinkaya [6–8]. The validation topology consists of a steel
rotor with a varying cross-section, as illustrated in Fig. 3.9. The smaller shafts
have an outer and inner diameter of 20 mm and 10 mm, respectively. The
larger sections are also hollow, with a 60 mm outer diameter and 50 mm inner
diameter. The critical speeds predicted with the developed model correlate
strongly with those obtained via the Sahinkaya model, as shown in the results
presented in Table 3.2.
3.6 Model prototype predictions
The finalised model was used for a number of tasks, including sizing the ac-
tive rotor prototype. After an iterative design process, final dimensions were
established, and the model was used to predict the behaviour of the prototype.
The final finite element model is shown in Fig. 3.10, with the assumed bearing
model parameters shown in Table 3.3. The first two predicted critical speeds
and mode shapes are presented in Fig. 3.11.
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Figure 3.10: Rotor model of active rotor prototype.
Table 3.3: Finite element model parameters for bearing assembly.
Parameter Value Unit
Net linear stiffness - X,Y 1× 107 N/m
Net torsional stiffness - ΦY ,ΦX 2× 103 Nm/rad
Net damping - X,Y 1× 102 Ns/m




















1st flexural mode − 39.1 Hz (2346 rpm)
2nd flexural mode − 154.7 Hz (9279 rpm)
Figure 3.11: First two critical speeds and corresponding mode shapes of the






























Figure 3.12: Random unbalance distribution for dynamic simulation.
As an example, the rotor was simulated under the effect of a random un-
balance distribution which provides an overall unbalance of 180 g.mm. Each
node has a unique unbalance, formed by a random mass and eccentricity, as
represented schematically in Fig. 3.12. The simulated speed range is 0 to 3, 000
rpm. Figure 3.13 shows the inertial Y plane displacement response of the ro-
tor, while Fig. 3.14 shows the rotating U plane displacement. The first flexural
mode shape can be clearly observed between 2, 000 and 2, 500 rpm.
3.7 Conclusions
A computational model suitable for researching active rotor topologies was con-
structed in the first phase of the research. This was used to size the prototype
and to simulate control strategies and rotor configurations.
The rotor was modelled using the finite element technique, implemented
through a custom Matlab code. The equations of motion of the rotor were
then encapsulated in a state space formulation, which could be used to predict
the rotor response in inertial and rotating coordinates. Simulink was used to
implement the state space formulation as a dynamic model.
The model was first validated by comparing its critical speed predictions
of a simplified rotor against analytical calculations. A further validation was
undertaken in which a more complex rotor configuration was simulated using
an alternative, proven model used at the University of Bath. In both validation































































Figure 3.14: Rotating U plane simulated response between 0 and 3, 000 rpm.
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3.8 Summary
• The rotor behaviour was modelled with the finite element technique.
• The equations of motion were expressed through a state space formula-
tion.
• Simulink was used to implement a dynamic model of the system.
• The model was validated by comparing its predictions against analytical
and simulated results.
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The potential benefits of internally mounted active vibration control systems
can only be derived if these can be realistically designed, manufactured and
assembled. Therefore, objective O2 of the research was to demonstrate that
the proposed topology was feasible in practice. Consequently, a prototype ac-
tive shaft rotor was constructed as a design exercise to better understand the
challenges and potential benefits of the technology. The prototype also served a
second key purpose as a test bed to undertake experiments in internal sensing
and control strategies.
This Chapter describes the design and manufacture of the prototype active
shaft rotor. It firstly gives an overview of the design philosophy and objectives.
It then details the mechanical design aspect of both the rotor and the stator.
This is followed by a description of the electronic component design. Finally,
explanation is given regarding the software programmed to control the test rig
and its various components.
4.2 Design overview
The rotor is only one of the many components that make up a complete rotating
machine. As such, it is reasonable to assume that any hypothetical uptake of
active rotor technology in an industrial setting would be conditioned by the
degree to which existing rotating machines would have to be redesigned to
accommodate an active shaft. Ultimately, the vision for active rotor technology
is for it to be fully embeddable within the rotor, in such a manner that any
conventional passive rotor could be replaced by an active counterpart on any
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Figure 4.1: Rotor-centred design boundary, delineated on a steam turbine. The
available design space is shaded in red. Original image courtesy of Alborz Tur-
bine.
rotating machine. The new active rotor would have an identical outer surface
design, but contain a fully functioning active system. This type of technology
could provide passive rotor systems with condition monitoring and vibration
control capabilities, allowing considerable performance improvements in a vast
range of applications.
Thus, the principal objective was to produce a rotor-centred design, one
which was as independent as possible from the stator and any external com-
ponents. The design should also be as non-invasive as possible to the gen-
eral rotating machine, such that the active system would not interfere with
other system-level design considerations such as location of working compo-
nents (turbine blades, seals, etc.). To satisfy this design philosophy, the device
should use internally-mounted sensing and actuation, require a minimum of
externally-obtained information to achieve its vibration control goals and, to
the degree that it was possible, not depend on an external power supply. Con-
sequently, a design boundary as depicted in Fig. 4.1 was established. The
doctrine of rotor-centred design would later be extended beyond the physical
design into the fields of sensing and control, for instance leading to the appli-
cation of rotor-mounted accelerometers as virtual encoders (Chapter 5) or the
development of a non a priori Algorithmic Direct Search Controller (Chapter 6).
As discussed in Chapter 2, the review of active vibration control literature
determined that the most appropriate sensing technology for a generally imple-
61
mentable active rotor was MEMS accelerometers. In a similar manner, mass-
balancers emerged as the ideal actuation method. Thus, the prototype design
adopted both technologies from the offset.
4.3 Mechanical design
This section gives details regarding the design of the various mechanical com-
ponents of the prototype, subdivided into rotor- and stator-related components.
Figure 4.2 shows the final prototype iteration.
The rotor is an assembled shaft, and contains the housings for the sensors,
microcontroller and radio, as well as the mass-balancer actuators. The slipring
and motor-end coupling assemblies are described. The stator is composed of a
base, housed bearings and a motor with an encoder. The auxiliary eddy current
displacement sensors used are also described here, as are the various safety
features included in the design.
4.3.1 Rotor design
Shaft
The rotor was required to display significant vibration within the available
speed range of the motor (up to 3, 000 rpm), to provide easily observable and
controllable dynamic behaviour. It thus needed to be flexible, demanding a
long rotor with small outer diameter. On the other hand, the section of rotor in
which the active components would be held was required to be relatively large
to ease design and assembly. An assembled rotor design was decided upon,
which could satisfy both of these seemingly contradictory requirements.
Aside from providing increased flexibility, the assembled design allows the
central section to be detached, which greatly eases assembly of the internal
components in the prototype. Not only do these have to be mechanically fas-
tened into place, but electrical connections have to be made between them,
which would have proven extremely difficult in a single shaft rotor. For more
general rotors, however, an assembled shaft design may not be practical. Thus,
alternative arrangements for internally mounting the active components are
discussed further in Chapter 8.
The rotor is composed of three hollow shaft sections, as shown colour-coded
in Fig. 4.3. The central, shorter section, measures 110 mm in length and
has outer and inner diameters of 60 and 54 mm, respectively. This section
houses the active components. The remaining shaft sections have an outer
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Figure 4.2: Active rotor prototype.
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Figure 4.3: Cross-section of central assembly, indicating its constituent parts.
Figure 4.4: Cross section of central assembly, showing the internal components.
diameter of 20 mm, an inner diameter of 14 mm and a length of 500 mm. The
overall dimensions of the rotor where determined with the aid of the model
described in Chapter 3, aiming to obtain specific rotordynamic characteristics.
The shafts are attached together through two flanged adapter collars, which fit
the dimensions of two lockhubs. The flanges are bolted together.
The active components were mounted in housings with a circular outer di-
ameter which matched the inner diameter of the central shaft. This ensured
they could be securely slid inside the shaft during assembly, remaining perpen-
dicular to the main rotor axis. Their axial position was then fixed by tightening
grub screws located at predefined positions. Figure 4.4 shows the central shaft
section with the active components inside.
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When fully assembled, the rotor’s zero speed natural frequency is 38.5 Hz
(2, 310 rpm), established by performing impact tests and using the internal ac-
celerometers to determine the resonance frequency.
Accelerometer support frame
The accelerometers were mounted on a support frame held within the central
shaft. If the sensors were not located at the geometric centre of the rotor, they
would be subjected to increased centripetal acceleration caused by the eccen-
tricity, aside from the acceleration associated with the dynamic behaviour of the
rotor. Although this additional acceleration could be removed from the data by
simple signal processing, its presence could also cause the accelerometers to
saturate prematurely, limiting the effectiveness of the vibration measurements.
Thus, the support was designed to allow varying the accelerometer position
within the rotor. This is shown in Fig. 4.5.
The accelerometers were obtained ready-soldered on breakout boards, mea-
suring 12 × 10 mm. These were then mounted on a piece of solder board, one
on top of the other with their “Z” axes aligned. The board was screwed onto
a central steel frame. Once fully assembled, the actuator Z axes lie along the
main axis of rotation, with their “U” and “V” axes perpendicular to it. The frame
is supported on four brass rails, and these in turn are held in position by a dog
point screw and a pair of springs. The screws are threaded through the support-
ing outer frame. By adjusting the screws the position of the whole central frame
can be moved in the U and V axes, by up to ±2 mm. The screws are accessible
from the outside of the rotor, through holes drilled in the central shaft section.
The springs rest on the outer frame and ensure that the rails remain parallel to
the sides of the frame during movement. Adjusting the U axis position by, for
example, 1 mm, requires loosening the V axis screws slightly, retracting the +U
screw by 1 mm and then pushing the frame with the -U axis screw, after which
the V axis screws can be retightened. The screws have a 0.5 mm pitch, allowing
the frame to be accurately positioned. The frame and screws are made out of
steel to ensure that they do not deform noticeably under the potentially high
centrifugal loads experienced during rotation.
Microcontroller and radio module housing
The accelerometer support frame was attached to a control and data transmis-
sion module which contained a microcontroller and radio transmitter/receiver.
The reduced size of these components (33× 18 mm for the microcontroller and
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(a) Default position
(b) (−2,+2) mm adjustment
Figure 4.5: Photographs of the accelerometer support frame, shown in the de-
fault position and also translated by (−2,+2) mm.
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Figure 4.6: Microcontroller and radio module assembly.
28 × 24 mm for the radio module) allowed them to be fitted on a single modi-
fied solder board, stacking one on top of each other. This design considerably
reduced the volume taken up by the components, as shown in Fig. 4.6. As the
Xbee radio uses 2 mm pin pitch instead of the more conventional 0.1 in of the
Arduino, modified adapter header pins were used to connect the devices. The
solder board was mechanically attached to a steel housing using nylon screws,
with a port drilled to allow the antenna to protrude.
The housing was attached to the accelerometer support frame, creating an
integrated sensing unit containing all necessary electronic components to create
a wireless accelerometer module. Figure 4.7 shows the module, including the
auxiliary battery pack used only during the calibration process described in
Chapter 5. The calibration power pack (Fig. 4.8) consists of an aluminium
housing which contains a lithium polymer battery, with a nominal voltage of
3.7 V and a capacity of 165 mAh. With the battery pack, the accelerometers,
microcontroller and radio can operate as a portable, standalone wireless sensor.
Actuators
The control forces in the active control system are provided by a mass-balancer
type actuator. Two eccentric masses, located close together, provide a counter-
unbalance which, under rotation, generates a force. If the masses are fixed
in position, the force will be synchronous, but if the masses rotate, sub- or
super-synchronous control forces can be generated. Controlling the position
of the mass allows the magnitude and phase of the counter-unbalance to be
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Figure 4.7: Photograph of sensing module with the calibration battery pack
mounted.
Figure 4.8: Photograph of calibration battery pack showing the lithium polymer
battery within.
Figure 4.9: Exploded view of the mechanical components in one of the actua-
tion modules. Two modules together form a single actuator.
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Figure 4.10: Detail of the electronics board mounted on the actuator housing,
which contains the motor driver and electrical connectors.
controlled. The actuator is formed by two actuation modules, each of which
contains an eccentric mass. The masses are driven by a stepper motor through
a planetary gear transmission. Figure 4.9 shows an exploded view of the me-
chanical components of an actuator module.
The motors are Nanotec SP1018M0204-A stepper motors. They operate at
3.3 V, drawing a current of 440 mA. They were selected due to their very com-
pact size (17.8 mm x 10.5 mm x 11 mm) and their low voltage requirements,
which allow them to be powered by lithium ion batteries. This enabled the
prototype to consider different power sources, improving its versatility as a test
bed. The actuator electronics are all soldered on a single board, cut in the shape
of the actuator housing and attached to it using nylon screws. The electronics
board mounted on the actuator housing is shown in Fig. 4.10.
The motors provide 20 steps per revolution and a holding torque of 1.6
Nmm. The planetary gear assembly, with a reduction ratio of 5.2:1, converts
this to 104 steps per revolution and a holding torque of 8.32 Nmm. The gearing
system consists of a sun gear attached to the stepper motor shaft. An annular
gear is supported by the housing to which the motor is attached, and which
locates the actuation unit within the central shaft. Three planet gears are used,
and the carrier which supports them is asymmetric, so that it has an eccentric
centre of mass and hence also satisfies the role of balance mass. This provides
the actuator with a very compact design, suitable for use in an internal topology.
Figure 4.11 shows the gear housing and planet carrier/balance mass.
The sizing of the balance masses was performed by taking into account the
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Figure 4.11: Planetary gears and housing, with asymmetric balance mass.
Figure 4.12: Schematic depiction of the balance mass.
maximum holding torque of the motor and transmission as well as the expected
limiting operating conditions of the rotor. Figure 4.12 presents a diagram of
an active shaft rotor in rotating frame of reference UV , operating at speed ω.
Represented also is the inertial reference frame XY , rotated with respect to the
rotating frame by an angle −ωt. The rotor geometric centre C is assumed to
describe a circular whirl orbit around O with orbit radius r. A single balance
mass is located at M . The centrifugal force Fc acts on the centre of the balance
mass, creating torque T at the centre of the rotor, where the actuator motor is
assumed to be located. The torque is given by
T = eFc sinα− emg cos (α− ωt) (4.1)
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where m is the mass of the balancer and g the gravitational acceleration. The
centrifugal force acting on M is given by Fc = mdω2, so Eq. (4.1) becomes
T = me(dω2 sinα− g cos (α− ωt)) (4.2)










sin (pi + ϕ− σ) = r
d
sin (σ − ϕ) (4.4)
and thus the torque at the motor can be expressed as
T = em(rω2 sin (σ − ϕ)− g cos (α− ωt)) (4.5)
The torque will be maximum when sin (σ − ϕ) = 1 and cos(α−ωt) = −1, hence
Tˆ = me(rω2 + g) (4.6)
Thus, the maximum counter unbalance that the stepper motors can hold in the





where s is a factor of safety. Assuming a maximum whirl orbit of 0.75 mm, a
maximum speed of 2, 100 rpm and a safety factor of 2, the limiting unbalance
for a holding torque of 8.32 N.mm is 90.3 g.mm.
In order to increase the unbalance provided by the actuator while maintain-
ing a practically sized carrier, one of the planet gears used would be steel and
the others would be plastic. This produces an unbalance of 6.3 g.mm. The fi-
nal carrier design has a mass of 14 g and an eccentricity of 6 mm, producing
84 g.mm unbalance. Thus, the two masses in the actuator can provide a total
counter-unbalance which ranges between 0 and 180.6 g.mm. This would be suf-
ficient to correct the unbalance of a rotor with the same mass as the prototype
(3.52 kg) and a Balance Quality Grade G6.3 or below, as specified by ISO stan-
dard 1940-1:2003/Cor.1:2005 [1]. This grade is suitable for electric motors,
flywheels or aircraft gas turbines, for example.
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Figure 4.13: Photograph of the battery module used to power the active rotor
components in an early design iteration.
Power supply
For a truly stator-independent rotor design, the energy used by the internal
components would have to be extracted from the rotational energy of the shaft
by energy harvesting. However, the design and implementation of a suitable
device was found to be beyond the scope this research project. Therefore, an
early iteration of the prototype used on-board batteries to supply power to the
internal components. These were mounted inside a secondary shaft, flexibly at-
tached to the main rotor via a barrel gear coupling to ensure that the unbalance
vibration associated with the rotating batteries would not affect the dynamic
behaviour of the active rotor. The secondary shaft was aluminium, 170 mm
in length, with an outer diameter of 30 mm, an inner diameter of 26 mm and
mounted on two rolling element bearings, as shown in Fig. 4.13.
The active system requires approximately 1 A current at 3.3 V, and so recharge-
able lithium ion batteries were used, which provide a nominal voltage of 3.7
V. Two 18650-size batteries (18.6 mm diameter and 65 mm in length) were
used, giving a total capacity of around 4, 000 mAh and up to 4 hours of testing
time. This finite duration demanded careful planning of the test schedule to
guarantee that fully charged replacement batteries were always available when
required, and hence the battery system was eventually replaced by a slipring
assembly. Although a compromise on the rotor-centred design philosophy, this
enabled the prototype to more easily fulfill its role as a test bed, while keeping
the research project within scope. Further considerations regarding the power
supply are discussed in Chapter 8.
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Figure 4.14: Photograph of the slipring components (top) and its appearance
once mounted in the polyurethane plug (bottom).
Figure 4.15: Photograph of the slipring assembly mounted on the prototype.
Only mercury-based sliprings were found to be able to withstand the neces-
sary rotating speeds while remaining within a prototyping budget. The Asiantools
A2S model was finally selected, as it has two conductor poles: one for + V and
one for 0 V. It is a coaxial design and withstands a maximum operating speed of
2, 000 rpm, withstanding voltages of up to 250 V and currents up to 4 A. It has
an outer diameter of 14.3 mm and an assembled length of 46 mm. The upper
half of Fig. 4.14 shows the slipring with its corresponding end cap and recep-
tacle. Beneath this is shown the assembled slipring located within a protective
plug machined out of polyurethane. This plug was inserted within a machined
aluminium tube, which was attached to the rotor shaft, as shown in Fig. 4.15.
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Figure 4.16: Photograph of the motor-side coupling, showing various compo-
nents.
Motor-side coupling
The motor and shaft are attached via a flexible coupling. Early iterations of the
design used a nylon barrel gear coupling. However, it was found that certain
dynamic behaviour was excited by the rubbing between the coupling gears and
nylon barrel. Due to the very flexible nature of the prototype, this excitation
interfered with some of the tests. Thus, the barrel coupling was replaced with
a rubber coupling which prevented such behaviour, as shown in Fig. 4.16. It
was constructed with a section of rubber tubing, press fitted onto machined
aluminium couplings. These could be secured on the rotor and motor shaft via
grub screws, which allowed for a simple assembly and disassembly procedure.
4.3.2 Stator design
Stator base
The stator base consists of a tooled aluminium plate measuring 200×50×2 cm.
It was provided with threaded M10 holes along its length, which allowed the
stator components to be located at different positions, so that the stator design
could adapt to the evolving testing requirements. The base plate was attached
to a rigid steel frame via 10 isolating rubber mounts. Figure 4.17 shows the
components of the stator base.
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Figure 4.17: Photograph of the stator base, with relevant components labeled.
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Bearings
Two rolling element bearings with an inner diameter of 20 mm are used to sup-
port the rotor at each end. The bearing housings were manufactured out of 15
mm thick aluminium plate. The design of the base plate allowed the separation
between the bearings to be changed, in order to vary the rotor length. In the
final design, the bearings were separated by 90 cm.
Motor
The rotor shaft is driven by a DC motor able to operate at 3, 000 rpm. It requires
a 11.5 V supply and is rated for a maximum current of 14 A. A steel flywheel
is attached to the rotor shaft to provide an inertial load which can smooth the
motor output. The motor is supported by an aluminium housing, fabricated
from 15 mm thick plate. The motor and housing are indicated in Fig. 4.16. A
motor speed controller with a potentiometer, located in the laboratory control
room, enables manual control of the motor speed.
Encoder
The rotor speed is measured using a custom-built encoder. It consists of a disc
with 72 slots and an optical switch. The switch is connected to an Arduino UNO
microcontroller board, which measures the time in between each passing of a
slot and calculates the rotational speed. This information is then transmitted
via a serial-USB cable to the external PC, where the speed is displayed and
recorded. The encoder’s components are labeled in Fig. 4.16.
Eddy current sensors
A pair of stator-mounted eddy current displacement sensors was installed on
the prototype. This provided a reference vibration measurement obtained with
conventional sensing technology, which could be used to validate the results
from the rotor-mounted accelerometers. The sensors have a range of 0 to 2.5
mm, and a sensitivity of 8 µV/µm. The output from their 24 V drivers is pro-
cessed by a dSPACE controller, which uses a Simulink model to configure the
measurement settings. The sampling rate is 1 kHz. The probes are mounted
on an adjustable aluminium frame, at an angle of +45◦ and −45◦ with respect
to the inertial X axis, as illustrated in Fig. 4.18. They form a secondary refer-
ence frame P1P2, and so their output is transformed to the XY frame using the
following transformation matrix:
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Figure 4.18: Eddy current sensor arrangement.





















As the prototype rotor is an assembly of parts, it was deemed necessary to in-
stall safety guards in the stator to minimise damage in the case of failure. Steel
safety brackets, shown in Fig. 4.17, were placed over the rotor shaft. They
are lined with machined nylon pads and are designed to contain the smaller
diameter shafts in case of a lockhub failure. In addition, an aluminium frame
with transparent polycarbonate panels was installed to protect the working en-
vironment from possible debris which could be ejected from the rotor in case of
failure. This safety guard is shown in Fig. 4.19.
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4.4 Electronic design
With regards to electronic components, the prototype contains a microcon-
troller, a radio, two accelerometers and two actuators, each with a stepper
motor and associated driver. The design considerations related to these devices
are detailed in this section. A circuit diagram of the various internal electronic
devices is provided in Fig. 4.20.
Microcontroller
The microcontroller board used in the prototype is an Arduino Pro Mini (3.3 V
model, shown in Fig. 4.21). Arduinos are open-source microcontroller boards,
designed to allow non-experts to design and operate electronic circuits. Their
low-cost, ease of use and strong user community support make them ideal for
use in prototyping and research. The use of open-source technology such as
this is firmly established and gaining popularity in research environments, as
commented by Pearce [2].
The board contains an Atmel ATmega328 microcontroller, with a clock speed
of 8 MHz. There are 14 digital input/output, some with specialised functions
such as Serial data transmission, SPI communication or external interrupts. All
of these would be utilised to maximise the functionality of the Arduino, thus
enabling a single unit to control all the electronic components in the active
system. The Arduino operates at 3.3 V, which is produced from an in-built volt-
age regulator which can take up to 12 V as input. This enables the microcon-
troller to operate using lithium ion batteries, which usually produce a voltage
of around 4.2 V at maximum charge, progressively decreasing to around 3.2 V
as the charge is depleted. This regulated supply was used to provide power to
the accelerometers and the Xbee radio module.
Radio module
The two radio units are Xbee 802.15.4 modules. These use the Zigbee commu-
nication protocol, designed for small personal area networks. A key character-
istic is their ease of use, enabling their implementation by non-experts. Their
low power consumption makes them ideal for mounting within a rotating shaft.
One radio acts as network coordinator, establishing the network and storing re-
lated information such as security keys. The other module is mounted on the
rotor and acts as an end device. If more than one sensor/actuator pair were
used, several end devices could be used with a single coordinator.
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Figure 4.20: Circuit diagram of the prototype active rotor.
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Figure 4.21: Photograph of an Arduino Pro Mini board. Original image from
Sparkfun, reproduced under CC BY-NC-SA 3.0 license.
Figure 4.22: Photograph of the coordinator Xbee radio mounted on the XBBO
adapter board.
The coordinator is located within the stator safety cage, mounted on a
CISECO XBBO adapter board and connected to a PC via a FTDI-USB cable.
The XBee model mounted on the rotor uses a whip-type antenna, enabling it
to protrude from the central shaft section body to avoid the steel housing from
blocking the transmission. Figure 4.22 shows the Xbee mounted on the adapter
board, while Fig. 4.23 shows its location within the stator. The short distance
between the coordinator and end-device means that the relatively low trans-
mission distance associated with the Zigbee protocol (10 to 100 m) does not
affect the operation of the system.
As the transmitted data consists of relatively small packages of sensor and
actuator information, the 250 kbit/s data transfer rate is sufficient for a pro-
totype application. Other protocols such as Bluetooth, WiFi or Wireless USB
would be suitable alternatives if larger data transfer rates were required.
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Figure 4.23: Photograph detailing the location of the coordinator Xbee within
the rig stator, as well as the rotor antenna.
The Xbees are used in “Transparent” mode (referred to as AT mode), which
enables a simpler setup when only two radios are communicating. In this oper-
ating mode, the radios act as a virtual serial connection between devices, simply
relaying any information that arrives at the Xbee’s serial port.
The Xbees were configured to allow programming of the Arduino and ob-
serving the serial monitor over the wireless network, which greatly simplified
the task of upgrading the Arduino code as the prototype evolved. Programming
an Arduino can only be done after a reset, which is typically triggered automat-
ically by the RTS (Request To Send, used for flow-control) signal, produced by
a PC when communicating with the Arduino. However, serial communication
between an Xbee and Arduino does not carry the RTS information. To enable
wireless programming, a bridge was formed between the RTS status on the PC
and the Arduino’s reset pin, using one of the functionalities of Xbee radios: dig-
ital line passing. This allows the status of a digital pin on the coordinator to be
replicated on the end device without interrupting regular transmission. One of
the digital pins on the coordinator Xbee was connected to the RTS pin and a
jumper was also soldered between the end device Xbee’s replicated digital pin
(DP3) and the reset pin on the Arduino. In this way, the Arduino could be wire-
lessly reset (and consequently, programmed) following the same process used
with conventional wired connection.
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Accelerometers
MEMS accelerometers are used in the prototype. Recent developments in the
portable electronics industry have lead to the mass-production of MEMS ac-
celerometers, meaning these devices are readily available, and at very low cost.
Modern designs strive for miniaturisation and minimal power consumption.
Thus, MEMS accelerometers are ideally suited to be used as internally mounted
sensors, because large numbers of them can be fitted while maintaining an af-
fordable design with practical power requirements.
Two accelerometers are used, for redundancy. These are Analog Devices
ADXL362 digital MEMS accelerometers, which are shown ready-mounted on
breakout boards in Fig. 4.24. They measure acceleration in three axes, referred
to as “U”, “V” and “Z”. In addition, they can measure temperature between
−40◦C and +85◦C. They have 12-bit resolution, which allows selectable mea-
surement ranges of ±2, 4 or 8 g with a corresponding resolution of ±1, 2 or
4 mg. The sampling rate can be set to default values of 12.5, 25, 50, 100,
200 or 400 Hz. These rates can be scaled by using an external clock instead of
the built-in 51.2 kHz one or, as is done in the prototype, data can be sampled
in response to an external trigger. If using the latter approach, the maximum
achievable sampling rate is 625 Hz. However, the accelerometers have an in-
built anti-aliasing filter, which is set as a fraction (1/2 or 1/4) of the sampling
rate setting. Because of this, the anti-aliasing filter has a maximum cut-off fre-
quency of 200 Hz, so that any vibration components with a higher frequency
are attenuated. Given that the maximum operating speed of the rotor was ap-
proximately 33.3 Hz (2,000 rpm), the 200 Hz cut-off is sufficient to capture
any meaningful rotor vibration behaviour of the prototype. For many indus-
trial applications, sampling rates in the kHz range would be required. MEMS
accelerometer technology continues to evolve, and high performance devices
with bandwidths up to 14.25 kHz are commercially available [3].
The accelerometers are designed with low power applications in mind. Con-
sequently, they operate on a voltage ranging from 1.6 V to 3.5 V, with current
consumption in the µA range. As the power supply has a significant effect
on the accelerometer output, it is necessary to use a regulated supply to en-
sure constant operating conditions are maintained. In this instance, the voltage
regulator on the Arduino was used to provide the supply to both the accelerom-
eters.
The devices communicate using a Serial Peripheral Interface (SPI) bus, which
involves a master-slave design. In this instance, the microcontroller acts as a
master, and the accelerometers are slaves. The bus requires three connections
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Figure 4.24: Photograph of the MEMS accelerometers used in the prototype,
mounted on breakout boards.
which are shared by the microcontroller and the two slaves. These are SCLK
(Serial Clock), MOSI (Master Output, Slave Input) and MISO (Master Input,
Slave Output). Two further connections called SS (Slave Select) link the micro-
controller to each of the slaves individually. The master outputs information to
the slave on the MOSI line, while the slave simultaneously outputs information
to the master on the MISO line, a technique known as full duplex transmission.
The SS lines determine which of the slave devices is communicating with the
master at any given time, and are connected to different digital pins on the
Arduino.
Two interrupt pins are available on the accelerometers, which can be used
as either input or output pins to enable various functions, such as indicating
whether or not the accelerometers are in sleep mode (used to reduce power
consumption) or saving samples in response to a trigger event. The latter func-
tionality is used in the prototype, together with the Arduino interrupt functions,
to produce a more controllable sampling rate. To this end, the INT2 pins of the
accelerometers are connected together, and set to input mode for synchronised
data sampling. Thus, when the common pin is driven to a logical high, both
accelerometers are triggered at the same time and save an acceleration sample
in their internal First In First Out (FIFO) buffers. The Arduino drives the INT2
line high after a predefined period of time, maintains it for 36 µs to ensure
detection by the accelerometers, and then drives the line low again. This task
is performed on the Arduino as an interrupt, meaning that it takes place in the
background while the regular program is run. Although this sampling tech-
nique requires a more complex setup, it provides a number of key advantages.
Firstly, by setting the period between each of these pulses a user can specify a
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sampling rate with greater flexibility than if the predefined sampling rates were
used. Secondly, by guaranteeing simultaneous sampling of both accelerometers,
this architecture prevents the acceleration measurements obtained by each de-
vice from desynchronising due to small variations in sampling rate. In addition,
having the microcontroller determine the sampling rate helps to ensure that
the reading of the accelerometer data happens at the correct time within the
Arduino program, so that the accelerometer buffers do not overflow, nor are
they read before being sufficiently filled.
Actuators
The stepper motors used were chosen due to their low voltage requirement. In
accordance with this consideration, each actuation unit is fitted with a low volt-
age stepper motor driver, Texas Instruments’ DRV8834. These allow controlling
the motors by providing only a step and direction demand from the microcon-
troller. The drivers were obtained ready-mounted on breakout boards, which
simplified their installation.
The drivers can use supply voltages in the 2.5V to 10.8 V range, meaning
they do not require a regulated voltage supply and can interface directly with
the slipring assembly. This is an important consideration, as the current draw
of the stepper motors (440 mA each) is considerably higher than the maxi-
mum current output of the Arduino regulator (150 mA). A 100 µF capacitor is
provided across the motor supply and ground lines to protect the drivers from
supply spikes. As the stepper motors are of two-phase bipolar design, they have
a single coil per phase. Thus, each phase requires two connections to the driver,
four in total. The drivers feature a sleep function which enables them to power
off when not in use to minimise power consumption. The driver sleep pin must
be kept high for operation. As the balance masses must be held in position
at all times for controlled operation, the sleep pin was connected directly to
the Arduino regulated supply, ensuring the motors would remained powered
throughout.
To control the stepper motors, the drivers require a step number and direc-
tion instruction, which was supplied by the Arduino from its digital pins. The
drivers feature microstepping modes, whereby the motors can be moved only a
fraction of a step, down to 1/32 step resolution. However, microstepping also
reduces the effective holding torque and can lead to reduced stepping accuracy.
Thus it was decided to use full-step resolution for maximum torque, relying on
the gearing to produce a reasonable step resolution (104 steps/revolution). The
driver resolution is controlled by the status of two digital pins, M0 and M1, both
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of which must be driven low for full-step mode. As the M1 pin has an internal
200 kΩ pull-down resistor, only the M0 pin required a connection directly to
the Arduino’s ground.
Wiring and connectors
Due to the many components in the design and the reduced space available,
consideration had to be given to the assembly process. This had to allow locat-
ing each component inside the rotor securely, while also enabling the user to
connect all electronic components. Thus, all wiring was fitted with connectors,
and space was provided for them. Figure 4.25 shows the wiring diagram of the
prototype.
A single cable runs the length of one of the smaller diameter hollow shafts,
from the slipring assembly to the central section. To reduce its unbalance
contribution and prevent it from exciting dynamic behaviour in the rotor due
to its movement within the shaft, the cable was secured. Four polyurethane
plugs with holes drilled through the centre were used, with the cable threaded
through them. These plugs were then slid inside the shaft section and secured
in place with grub screws. The cable was fitted with connectors at each end, so
that electrical connections to the slipring assembly and the components within
the active section could be easily made, thus simplifying the assembly process.
4.5 Software design
The control of the different electronic components, as well as the interaction
between them, required the development of a significant amount of software.
This section describes the functionality of the programs written, which provides
an explanation of the general operation of the test rig as a whole. The software
written for the microcontroller configures and controls the accelerometers, the
data transmission, and the actuators. A general description of its operation is
first given, followed by details pertaining to each of its aspects. Software was
also written to process, store and display information on the external rig PC,
and is also described.
4.5.1 Microcontroller software
The Arduino microcontroller can be programmed using the C++ language. The
code written follows the prescribed Arduino structure. When booted, the code
85
Figure 4.25: Wiring and connector diagram for the active rotor prototype.
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first loads any libraries that are to be used and creates the user-defined con-
trol variables. A setup loop then runs once, executing all configuration func-
tions required, setting up parameters such as serial communication baud rate
or accelerometer measurement mode. The main loop then executes, repeat-
ing indefinitely and performing three main tasks: reading the accelerometers,
transmitting the data and executing the actuator demands. Throughout, an
interrupt function runs in the background, measuring time using an internal
clock. After a used-defined time interval, the function sets the interrupt pin
high, which causes accelerometers to record a sample.
The main loop, shown as a flow chart in Fig. 4.26(a), first queries the num-
ber of samples, ns, which have been recorded. When the counter shows 12
samples, the accelerometer data is read from the FIFO buffer. The information
is then packaged into a specific message structure, and transmitted on the serial
connection to the Xbee radio module. Once there, the radio module will trans-
mit the message wirelessly, after having confirmed that the channel is clear.
In the meantime, the loop continues by reading the Arduinos’ incoming serial
buffer, to check if any actuator demand instructions have been received from
the PC, via the radio module. If so, a demand processing function is executed,
which interprets the number of steps and the direction of motion (clockwise
or anti-clockwise) demanded for each actuator. The loop then finalises by ex-
ecuting the actuator steps. To do this, it first checks how many accelerometer
12-sample data packages have been sent. If this number is equal to the user-
defined limit, nˆm, it checks how many actuator steps, na, have been performed,
and whether this satisfies the existing step demand, nd. If it does not, the ac-
tuators are moved a single step in the correct direction, as required. Thus, an
actuator step can only take place every nˆm messages, or 12 × nˆm samples. The
stepping speed is therefore controlled by setting the nˆm parameter, which is 10
by default. As the sampling rate is high relative to the desired stepping rate, fast
actuator speeds can be achieved. The reason for using this configuration is to
allow the code to prioritise the Arduino’s computing power for sampling data,
rather than executing actuator demands. In effect, the stepping takes place in
the background, but the user can immediately interrupt the stepping instruction
by sending a new demand from the PC, which will reset the number of steps
performed.
Accelerometer configuration and data reading
The accelerometers are operated by reading from and writing to 64 hardware
registers. This task can be achieved via the microcontroller, taking advantage of
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(a) Microcontroller software (b) Rig control PC software
Figure 4.26: Flow charts for the microcontroller and rig control PC used in the
prototype.
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Table 4.1: Default accelerometer configuration
Configurable parameter Default setting
Sampling mode External trigger on interrupt pin
FIFO storage On, 72 byte buffer size
Anti-aliasing filter frequency 200 Hz
Data reading From FIFO buffer, UV axis multibyte
Data range User-defined for each test
Sampling User-defined for each test
the SPI communication. Thus, an Arduino function library was written which
enabled configuring and operating the accelerometers. The library is based on
the work by Mahey [4]. The functions can be broadly classified into “sampling
modes”, “sampling settings” and “data reading” categories.
The first are a group of initialising functions which determine the sam-
pling mode in which the accelerometer is booted. The modes include sampling
at fixed frequencies, sampling in response to external triggers, sampling with
buffer storage enabled, and combinations thereof.
The “sampling settings” group of functions enable the accelerometer range,
sampling rate and anti-aliasing filter frequency to be modified. These can be
changed during operation with a soft reset, which reboots the accelerometer,
enabling the user to dynamically change the acceleration measurement param-
eters. This functionality can also enable the microcontroller to automatically
adapt to changing operating conditions, for instance increasing the accelera-
tion measurement range setting if sensor saturation is detected.
The final group of functions allow data to be read from the accelerometer.
The different functions enable reading the separate U, V and Z axis acceleration
data, as well as the temperature data. Data can be read as it becomes available
or whenever required by the microcontroller code, reading the samples stored
in the accelerometer’s FIFO buffer. When reading from the buffers, the code is
written to perform multibyte reading, which maximises data throughput. When
doing so, the sampling interrupt is disabled so as to prevent the accelerometer
from attempting to both read and write to the buffer at the same time, which
can compromise the data. The default operating mode and accelerometer set-
tings used when operating the rotor prototype are given in Table 4.1.
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Wireless data transmission control
After the accelerometer data is read in the main loop, the information is pack-
aged into a suitable message structure and sent to the Xbee radio module over
serial connection. The maximum serial baud rate supported by the Arduino Pro
Mini is 57, 600 Bd. The transmission is performed by writing each individual
byte in the message to the serial port, which minimises the amount of commu-
nication overhead. The radio module stores the packaged data in its incoming
serial buffer until it is wirelessly transmitted to the PC.
The Xbee radio module uses the Zigbee standard, which can transmit at
up to 250 kbits/s. It does so by sending packets with a 27 byte header and
up to 100 bytes of data. Before sending a packet, the Xbee checks whether
or not the carrier channel is free. As this requires a finite amount of time
per packet, data throughput is maximised if full packets are sent. Thus, it is
desirable to contain a set of accelerometer samples within a single Xbee packet.
When measuring data from the U and V axes only, each sample will require 4
bytes of information (2 axes and 2 bytes per sample to capture the full 12-bit
resolution). As two accelerometers are used for redundancy, a maximum of 12
samples can be transmitted in a single packet (96 bytes of information).
The data structure of the message is @@A1A2. The arrays A1 and A2 each
contain the 48 data bytes corresponding to 12 samples of the U and V axes of
the accelerometers, in the form {Ul1, Uh1, Vl1, Vh1, . . . , Ul48, Uh48, Vl48, Vh48}. The l
subscript indicates a byte holding the 8 least significant bits (LSBs) of data and
the h subscript denotes a byte with the sign-extended 4 most significant bits
(MSBs). The @@ header is used to identify a new packet, and adds two bytes for
a total message length of 98 bytes.
The @ character is used as a header because it is represented by the binary
string 0100 0000. The first four bits of the high byte (Uh1, for instance) are a sign
extension of the MSB, and will hence all be either 0’s (for a positive number)
or 1’s (for a negative number), following two’s complement arithmetic. Thus,
the MSB byte can never take the form of the @ binary string, as the first four
bits would not all be the same. Consequently, two consecutive bytes containing
accelerometer data may never both be 0100 0000, and this fact can be used to
clearly identify a message header.
When actuator demands are sent from the PC, the coordinator Xbee (in the
stator) will wait until no incoming data packets are sensed before transmitting
to the end-device Xbee (inside the rotor). The receiving Xbee will then send the
actuator demand over the serial port to the Arduino. The demand is stored in
the microcontroller’s receiving serial buffer until it is read by the main loop.
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Actuator demand processing
The actuator step demand is produced by the PC and sent as a string of char-
acters to the Arduino’s receiving serial buffer via the radio modules. When the
main loop detects data in the buffer, it reads and processes it. The message
received will usually be of the form #N1*N2. The # and * characters are used to
indicate whether the step demand corresponds to the first or second actuator,
respectively. The parameters N1 and N2 indicate the number of steps. By con-
vention, a positive number indicates a clockwise step, while a negative number
will lead to anti-clockwise motion. As the actuators are positioned with rota-
tional symmetry around the V axis, the code internally changes the sign of the
step demands for actuator 2, so that the actuator masses move in the same
direction if N1 and N2 have the same sign. A demand of zero steps will stop
the actuator from moving any further. The command sn^m allows changing the
stepping rate by setting a new value of nˆm. Command z sets the current actu-
ator position to be the zero reference, and r resets the actuator position to this
point. This enables returning to a previous known position, a useful feature
when troubleshooting.
The step execution is performed with a single function, which firstly drives
the direction pin high if the step demand is positive (clockwise) or low if it is
negative (anti-clockwise). The Arduino then drives the step pin high for 4 µs.
When the stepper motor driver detects the rising edge, it instructs the stepper
motor to move one step in the desired direction.
The stepping speed of the actuators, S, depends on the sampling and trans-





where nspm is the number of samples contained in a single transmitted package
and fs is the accelerometer sampling rate. For example, with a sampling rate
of 240 Hz, 12 samples per message and 10 messages per step, the actuator
stepping rate would be 2 steps/s.
4.5.2 Rig control PC software
The overall rig control is performed from an external PC. On it, a LabVIEW pro-
gram allows the user to read, display and store incoming accelerometer data,
apply filters or averaging to the data, set zero-g offsets and send actuator de-
mands. The code is written in LabVIEW’s proprietary G graphical programming
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language. The program uses two serial connections, one to the Arduino UNO
which forms part of the rig speed encoder, and another to the coordinator Xbee
located in the stator.
When speed data from the Arduino UNO is received, the program reads
it and stores it for use within the main code loop, which is presented in Fig.
4.26(b). The main loop begins when a full 12-sample message is received at
the Xbee-connected serial port. The code first reads bytes in the buffer until the
characteristic @@ header is found, indicating a new data set. Immediately after,
the actuator demands, if any have been given by the user, are interpreted, pack-
aged and sent to the coordinator Xbee’s serial buffer for transmission to the ro-
tor. Sending the actuator demand immediately after a new incoming message is
received ensures that the carrier channel is clear, speeding up the transmission
process. The accelerometer data is then unpackaged, reconstructed from dou-
ble 8-bit form to single 16-bit numbers, and converted into mg. This processed
information is then passed through optional filtering and averaging functions.
The user can select from a range of filter types (lowpass, highpass, bandpass
and bandstop), change the relevant cutoff frequencies, or adjust the averaging
time, all of which can aid in interpreting the sensor output. When applying a
low-pass filter, the data is also converted into a displacement signal, via a proce-
dure described further in Chapter 5. The acceleration, displacement and rotor
speed information is then displayed in real time and stored for post-processing.
Figure 4.27 shows the user interface during a rig test.
4.6 Conclusions
The design and construction of a functional active rotor prototype was under-
taken to demonstrate the feasibility of internally-mounted active control sys-
tems. The prototype satisfied a dual purpose: its design and manufacture
provided a better understanding of the strengths and weaknesses of internal
topologies, while its functionality enabled its use as an experimental testing rig
for internal sensing and actuation technologies.
An assembled shaft design was adopted to produce a flexible rotor with sig-
nificant rotor vibration, and also to grant access to the central shaft section
where the active components were housed. The rotor shaft measures 90 cm
in length and has a mass of 3.5 kg. MEMS accelerometers are used in the
design due to their small dimensions, low power requirements and low cost.
They are mounted on an adjustable frame which helps prevent premature sen-
sor saturation. They are controlled via an on-board Arduino microcontroller.
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Figure 4.27: Graphical user interface of the rig control PC software.
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The accelerometer data is transmitted to an external PC wirelessly thanks to a
rotor-mounted Zigbee radio module. Mass-balancers provide internal actuation
which is practical to mount and requires a smaller power supply than alterna-
tive methods such as piezoelectric patches. The devices used in the prototype
consist of an eccentric mass driven by a stepper motor through a planetary
gear transmission. The actuator demand is produced by an external PC and
transmitted to the rotor wirelessly. The internal components require a stable
power supply for operation, and the construction of the prototype highlighted
the associated challenges. Due to the additional complexity involved in truly
stator-independent designs, a slipring assembly was used. This compromise en-
abled the prototype to be used as a test bed without exceeding the scope of the
research.
The final design closely adheres to a rotor-centred design philosophy, in
which the active shaft is mostly independent of the stator. It is a fully-functional
embodiment of an active rotor system, and as such demonstrates the feasibility
of the concept. In addition, the design provides a robust and versatile testing
platform, able to adapt to changing experimental requirements.
4.7 Summary
• A prototype was constructed to demonstrate the feasibility of internally-
mounted active rotor systems. A rotor-centred design philosophy was
adopted.
• The design and manufacturing process served to better understand the
proposed technology. The resulting prototype also serves as a functional
test rig for internal sensing and actuation.
• The prototype consists of an assembled shaft, containing MEMS accelerom-
eters and mass-balancer actuators. A slip ring provides power to the in-
ternal components.
• The internal components are controlled through an open-source micro-
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Chapter 5
Sensing of rotordynamics with
internal MEMS accelerometers
5.1 Introduction
The review of active vibration control literature revealed that MEMS accelerom-
eters are the most suitable form of sensing for active rotor topologies. Their
strengths include low cost, compact size, low power consumption and ease of
integration in electronic circuits.
As discussed in Chapter 2, MEMS accelerometers have recently been ap-
plied as rotor-mounted sensors for misalignment detection [1], measurement
of instantaneous torque [2] and condition monitoring [3]. Although previous
research has demonstrated the feasibility of mounting MEMS accelerometers
on rotors, little attention has been given to understanding the full implications,
limits and potential of these devices. Only Elnady [4] has tackled this issue,
having produced a simple model to predict the output of accelerometers in a ro-
tating frame of reference. However, in his derivation he wrongly assumed that
the centripetal acceleration component could be considered negligible, when,
under common operating conditions, it in fact dominates the signal. Therefore,
a better understanding of how MEMS accelerometers behave in a rotating ref-
erence frame must be developed in order to take full advantage of this sensing
technology. This is one of the primary aims of the research (A2) and so this
Chapter describes the work conducted to satisfy objectives O3, O4 and O5.
Firstly, an overview of the principle of operation of MEMS accelerometers is
provided. The output of internally-mounted accelerometers is then investigated
and a model derived. This is applied to the study of rotor whirl orbits, the analy-
sis of impact-related transient vibration and the practical problem of extracting
displacement information from the accelerometer signals. Consideration is then
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Figure 5.1: Scanning electron microscope image of a MEMS accelerometer
proof mass [6].
Figure 5.2: Schematic representation of an accelerometer proof mass and sur-
rounding capacitor plates.
given to the principal sources of measurement error in MEMS accelerometers,
and techniques developed to mitigate them are discussed. Experimental results
of the prototype rotor operating under different unbalance conditions are pre-
sented, comparing the results obtained via internal accelerometers and conven-
tional eddy current displacement sensors. Finally, a method is presented with
which the operating speed of the rotor can be inferred from the accelerometer
signals.
5.2 Operating principles of MEMS accelerometers
MEMS accelerometers consist of a proof mass suspended on spring mounts, and
surrounded by capacitor plates, as shown in Fig. 5.1. A schematic diagram of
the arrangement for a single axis device is presented in Fig. 5.2, where ka is
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the stiffness of the polysilicon structure, mp is its mass, and ca is the fluid film
damping produced by the surrounding air [5]. The capacitances of the air gaps







where  is the permitivity of air and A is the area of the plates. The distances
x1 and x2 can be expressed in terms of the undeflected distance d and the proof







As the capacitances are related to the position of the proof mass, they will
change as the mass moves under acceleration. The measurement of these
changes can be achieved with a C/V converter circuit, which will produce a
voltage output proportional to the capacitance change. A wide variety of suit-
able circuits are available [7]. A common method involves driving the fixed
capacitor plates with a square wave voltage of amplitude Vi, with 180◦ phase
difference between the plates. As the overall proof mass charge remains at zero,
the following holds










and hence the displacement of the proof mass can be determined by measuring





Under quasi-static conditions, that is, whenever the undamped resonance
frequency of the support structure (ω0) is much larger than the excitation fre-
quency of the measured acceleration (Ω), the motion of the proof mass will
be dominated by the stiffness of the spring mounts [7]. This can be shown by
considering the response of the proof mass in Fig. 5.2 to a single frequency
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harmonic input f = F sin Ωt:
x¨+ 2ζω0x˙+ ω
2
0x = A sin Ωt (5.6)
where ζ is the damping ratio and A = F/mp. From classical damped harmonic
oscillator theory, the steady state displacement of the proof mass can be ex-
pressed in terms of an amplitude X and a phase φ such that








and where η denotes the critical frequency ratio Ω/ω0. It follows that
x˙ = XΩ cos (Ωt+ φ) (5.9)
x¨ = −XΩ2 sin (Ωt+ φ) (5.10)
and hence Eq. (5.6) can be written as
X
[−Ω2 sin (Ωt+ φ) + 2ζω0Ω cos (Ωt+ φ) + ω20 sin (Ωt+ φ)] = A sin Ωt (5.11)
ω20X
[−η2 sin (Ωt+ φ) + 2ζη cos (Ωt+ φ) + sin (Ωt+ φ)] = A sin Ωt (5.12)
ω20X [B1 sin (Ωt+ φ) +B2 cos (Ωt+ φ)] = A sin Ωt (5.13)
where B1 = 1 − η2 and B2 = 2ζη. The expression for the sum of a sine and a
cosine with equal phase angle is given by



























































































= A sin Ωt (5.22)
−ω20X
√
η4 + η2(4ζ2 − 2) + 1 sin Ωt = A sin Ωt (5.23)
−ω20X
√
η4 + η2(4ζ2 − 2) + 1 = A (5.24)
The resulting expression describes the amplitude of the proof mass motion in
response to an acceleration of amplitude A. Under quasi-static conditions, η →
0 and so the square root in Eq. (5.24) tends to 1. This implies that the proof
mass motion will be dominated by the term associated with the stiffness of the
sprung structure and that the acceleration amplitude can be approximated as
A ≈ −ω20X (5.25)
Hence, by measuring the displacement of the proof mass, an approximation
of the acceleration of the device can be inferred. The error introduced in this
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Figure 5.3: Approximation error ρ introduced to the accelerometer measure-
ment as a consequence of assuming quasi-static conditions.
Figure 5.3 plots the values of ρ for a range of damping ratios and critical fre-
quency ratios up to 0.1. The results show that for an underdamped structure
(ζ < 1) and a low critical frequency ratio, the error introduced by assuming
quasi-static conditions will be less than ±1%. For reference, the resonance fre-
quency for the accelerometers used in the prototype described in Chapter 4 is
3, 500 Hz. As the maximum achievable test speed was 3, 000 rpm (50 Hz) the
maximum critical frequency ratio for synchronous excitation sources is 0.014,
which implies that the assumption of quasi-static conditions will hold for the
prototype. However, it is worth noting that, if using internal MEMS accelerome-
ters in high speed applications such as automotive turbochargers (up to 280, 000
rpm [8]), sensors with a high resonance frequency must be used to minimise
errors.
5.3 Output of MEMS accelerometers located in a
rotating frame
A key objective of the research (O3 in Chapter 2) was to produce a predictive
model of the output of internally mounted accelerometers. Not only does this
benefit the design process of active rotors, but also allows new signal processing
techniques to be developed through which additional useful information may
be extracted from the accelerometers. In what follows, the analytical expression
of the accelerometer signals in terms of the motion of the rotor is derived.
Figure 5.4 shows the cross-section of a rotor with geometric centre C and an
internal accelerometer located at B. The position of the proof mass is denoted
101
Figure 5.4: Schematic of the rotor cross-section at the measurement plane
where the accelerometer is located.
by P . Three distinct reference frames are defined:
(i) XY is the inertial reference frame corresponding to the stator. OI is the
equilibrium point for the rotor geometric centre at zero speed.
(ii) U ′V ′ is a rotating reference frame with origin at C that is rotated together
with the rotor by an angle θ.
(iii) UV is a rotating reference frame centered on the accelerometer, which is
translated relative to U ′V ′ by an offset displacement εu′v′.
In the notation adopted in this derivation, if a parameter has components
(αu,αv) on the U and V planes, its complex form is designated by αuv = αu+jαv.
Hence, zuv = (pu − du) + j(pv − dv) is the complex representation of the proof
mass displacement relative to the accelerometer housing, represented in Fig.
5.5(a). Resolving the total force components into the inertial frame XY (Fig.
5.5(b)), the equation of motion of the proof mass is derived from Newton’s
Second Law:
mpp¨xy = Fx + jFy = (Du + jDv) e
jθ − jmpg (5.27)
The forces associated with the motion of the proof mass are given in the ac-
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(a) Detail of proof mass (b) Free-body diagram
Figure 5.5: Schematic of the accelerometer proof mass and housing coordi-
nates.
celerometer’s UV frame as
Du + jDv = − (kazuv + caz˙uv) (5.28)
and hence
mpp¨xy = − (kazuv + caz˙uv) ejθ − jmpg (5.29)
Subtracting mpd¨xy from each side of the equation yields
mp(p¨xy − d¨xy) = −(kazuv + caz˙uv)ejθ − jmpg −mpd¨xy (5.30)
mpz¨xy = −(kazuv + caz˙uv)ejθ −mp(d¨xy + jg) (5.31)















z¨uv + 2(jθ˙ + ζω0)z˙uv + (jθ¨ − θ˙2 + ω20)zuv
]
ejθ = −(d¨xy + jg) (5.32)
with ω0 =
√






. For steady speed θ¨ is zero. Under
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the quasi-static conditions assumption, the first two terms in Eq. (5.32) are
negligible and ω20  θ˙2, and hence
ω2rzuve
jθ ≈ −(d¨xy + jg) (5.33)
From Eq. (5.25), the accelerometer output is defined as a = −ω2rzuv and so
the relationship between the motion of the rotor-mounted accelerometer and
its output signal becomes
a ≈ (d¨xy + jg)e−jθ (5.34)
In general, the accelerometer may be offset from C, so that




and εu′v′ is a constant. However, if εu′v′ is adjusted to be small (as detailed in
Section 5.8.2), U ′V ′ coincides with UV and the displacement of the accelerom-
eter is approximately that of the centre of the rotor, dxy ≈ rxy. Thus, a can be
used to infer r¨xy.
The accelerometer output model expressed in Eq. (5.34) can be validated
by studying the prototype data captured at 400, 800 and 2, 000 rpm by both the
eddy current sensors (Fig. 5.6) and the internal accelerometers (Fig. 5.7). The
displacement data at 400 and 800 rpm (Figs. 5.6(a) and 5.6(b)) shows a similar
vibration pattern, with the maximum displacement oscillating between approx-
imately −100 and +150 µm. This indicates that the unbalance present in the
prototype has little effect at these speeds. The residual vibration is attributable
to the shape of the rotor, which is not perfectly straight because it is an assem-
bly of three shafts. If d¨xy is small, Eq. (5.34) would predict the accelerometer
output to be dominated by the gravitational component, oscillating between
approximately −1000 and +1000 mg and with little variation between the 400
rpm and 800 rpm cases. This behaviour is indeed observed in Figs. 5.7(a) and
5.7(b).
At 2, 000 rpm, however, the unbalance-induced vibration of the rotor is more
clearly appreciable. In Fig. 5.6(c), the maximum displacement now varies be-
tween -600 and +600 µm, indicating that the vibration has increased substan-
tially. The derived model would predict a constant offset in the accelerometer
signal produced by the increased centripetal acceleration, and the counterpart
data recorded by the accelerometers shows the acceleration varying between 0
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X axis Y axis
(a) 400 rpm



















X axis Y axis
(b) 800 rpm



















X axis Y axis
(c) 2, 000 rpm
Figure 5.6: Steady state prototype eddy current transducer data measured at
different operating speeds.
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U axis V axis
(a) 400 rpm


















U axis V axis
(b) 800 rpm



















U axis V axis
(c) 2, 000 rpm
Figure 5.7: Steady state prototype accelerometer data measured at different
operating speeds.
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and 2, 500 mg. The more pronounced difference between theX and Y axes is in-
dicative of an elliptical whirl orbit, which produces the more complex sinewave
pattern in the accelerometer output.
5.4 Orbit characteristics as measured by internal
accelerometers
In order to better understand the output of a MEMS accelerometer located in-
side a rotating shaft, the rotor’s whirl orbits can be studied. When rotating at
constant speed (θ = ωt), a rotor will describe an orbit around its equilibrium
point (OI in Fig. 5.4), the size and shape of which will depend on the force
inputs to the system. Thus, studying the whirl orbits can often provide insight
into the operating state of the rotor, highlighting faults and vibration behaviour.
Because of this, it is of interest to understand how the orbiting motion is mea-
sured by the accelerometers, particularly because these “acceleration orbits”
may not be as intuitive to interpret as the conventional “displacement orbits”
obtained via displacement sensors.
Whirl orbits are studied here through the use of a finite element model of
the rotor, expressed in state space form as described in Chapter 3. The matrix-
vector equation of motion for the finite element model is
Mq¨ + [DB − ωG] q˙ + Kq = f (5.37)
where q = {x1, y1, ϕx1, ϕy1, . . . , xn, yn, ϕxn, ϕyn}T is a vector containing the
displacement and rotations states of the n nodes of the finite element model, M
is the mass matrix containing terms for translational and rotational inertia, DB
is the damping matrix representing the bearings, ω is the angular speed of the
rotor, G is the skew-symmetric gyroscopic matrix, K is the stiffness matrix, and
f is a vector containing the external forces and moments applied to the rotor.
The equation of motion is expressed in state space form through z1 = q and




z˙ = Az + Bu
y = Cz + Du
(5.38)
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Considering the nodal accelerations as outputs, y = z˙2, hence
C =
[
−M−1K −M−1 [DB − ωG]
]
, D = M−1
The rotor response can be derived from the state space model, which has a
general solution




If the eigenvalue/vector problem is solved to yield AV = VΛ with
V = [v1 v−1 . . . v4n v−4n](8n×8n)
Λ = diag (λ1, λ−1, . . . , λ4n, λ−4n)
λ−m = λ∗m
and the state vector is transformed according to z = Vp, then the state space
equation is written in modal coordinates to become
p˙ = Λp + Bˆu (5.40)
where Bˆ = V−1B. Then





eΛt = diag(eλ1t, eλ−1t, . . . , eλ4nt, eλ−4nt) (5.42)
























If every eigenvalue has a negative real part (stable rotor system), the first sum-
mation of modal terms arising from initial conditions will decay to zero. The
second summation involves a convolution integral of modal terms with each
input component. The position of the rotor centre at the point of interest for
the accelerometer plane is given in terms of Eq. (5.44) as dxy(t) = zr(t) + jzs(t)
for an appropriate choice of r and s = r+1. Hence, the displacement and accel-






























eλm(t−τ)u(τ) dτ + λmu(t) + u˙(t)
)
(5.46)
Combining Eqs. (5.34) and (5.46) gives the corresponding accelerometer sig-




















A single frequency harmonic input has the form
u(t) = µejγt + µ∗e−jγt, (5.48)











Thus, the rotor “displacement orbit” in response to periodic force inputs, once
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This expression can be written in the compact form
dxy(t) = RF e
j(γt+φF ) +RBe
j(−γt+φB) (5.51)
where the rotor orbit is described in terms of forward and backward whirls of











































The same orbit, measured by the internal accelerometers is described by
a = −γ2RF ej((γ−ω)t+φF ) − γ2RBej(−(γ+ω)t+φB) + jge−jωt (5.56)
This result can be applied to a more a general input consisting of unbalance
and other sources of vibration,
u(t) = ω2σejωt + ω2σ∗e−jωt + ures(t) (5.57)
where σ is a complex mass-eccentricity unbalance vector and ures indicates
the residual forcing produced by the remaining input sources. Thus, the dis-
placement in the inertial reference frame and the corresponding accelerometer































2RF (ω,σ) RBσ = ω
2RB(ω,σ
∗)
φFσ = φF (ω, ω
2σ) φBσ = φB(ω, ω
2σ∗)
In the inertial frame “displacement orbit”, dxy in Eq. (5.58), the first term can
be understood to form a base circular orbit of radius RFσ, with all other signal
components being deviations therefrom. Thus, the presence of the second term
produces an elliptical orbit and any remaining periodic terms are related to
non-synchronous vibration sources, such as bearing race faults or rotor-stator
contact. In the “acceleration orbit” measured by the accelerometers, Eq. (5.59),
the first term expresses the zero frequency centripetal acceleration. The second
term and the gravitational acceleration both produce counter-rotating vectors,
with frequencies −2ω and −ω, respectively.
For a rotordynamic system excited only by unbalance, the displacement of




a = −ω2RFσejφFσ − ω2RBσej(−2ωt+φBσ) + jge−jωt (5.61)
Equation (5.60) describes an elliptical orbit, in which the semi-major and semi-
minor axes are RFσ+RBσ and RFσ−RBσ, respectively. In the special case where
RFσ  RBσ, the rotor approximates the idealised circular orbit.
Example plots for two different orbits are presented below. The orbits are
shown as a “displacement orbit” viewed from the inertial reference frame (as
typically obtained from eddy current displacement sensors) and as an “accel-
eration orbit”, observed by internally mounted accelerometers (i.e. Im(a) vs.
Re(a)). Figures 5.8 and 5.9 show an unbalance-induced elliptical orbit whereas
Figs. 5.10 and 5.11 show a multi-frequency case, which includes two additional
super-synchronous periodic forcing inputs. In both cases the “acceleration or-
bits” are not centered at the origin due to the presence of the synchronous
component −ω2RFσejφFσ . This component is highlighted in the accelerometer
orbit figures, appearing as a single point. The parameters which define each
orbit can be found in Table 5.1.
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Figure 5.8: Theoretical single-frequency elliptical rotor orbit, as would be mea-
sured with stator-mounted displacement sensors.
Figure 5.9: Theoretical single-frequency elliptical rotor orbit, as would be mea-
sured with rotor-mounted accelerometers.
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Figure 5.10: Theoretical multi-frequency arbitrary rotor orbit, as would be mea-
sured with stator-mounted displacement sensors.
Figure 5.11: Theoretical multi-frequency arbitrary rotor orbit, as would be mea-
sured with rotor-mounted accelerometers.
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Figure 5.12: Rotor orbit at 2, 000 rpm measured with stator-mounted displace-
ment sensors.
Figure 5.13: Rotor orbit at 2, 000 rpm measured with measured with rotor-
mounted accelerometers.
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Table 5.1: Parameters of orbits shown in Figs. 5.8 to 5.11.
Orbit parameters
ω (rad/s) γσ (rad/s) RFσ (mm) RBσ (mm) φFσ (◦) φBσ (◦)
Elliptical 209.4 ω 0.48 0.1 234 -261
Multi-frequency 52.4
ω, 2ω, 0.48, 0.12, 0.1, 0.05, 234, 20, -261, 15,
7ω 0.03 0.02 -47 -136
The analytical results can be validated with experimental data obtained from
the prototype test rig. Figure 5.12 presents the X and Y axis eddy current
displacement sensor data for steady rotation at 2, 000 rpm, which shows a near
elliptical orbit. The counterpart data provided by the accelerometers (Fig. 5.13)
shows a limac¸on, not centred at the axis origin. The characteristics of these
measured rotor orbits correlate with the theoretical orbits shown in Figs. 5.8
and 5.9.
5.5 Transient vibration as measured by internal ac-
celerometers
The study of whirl orbits provides information about the steady state vibration
condition of the rotor. However, transient vibration can often also provide a
wealth of knowledge, particularly in relation to short duration, high energy
events such rotor/stator contact. Thus, the measurement of impact-related
transient vibration with internal accelerometers was studied, using the theo-
retical framework developed for the study of whirl orbits.
The considered case is that of an impulsive force acting on the rotor during
operation, which will give rise to non-synchronous transient components in the
rotor orbit. It can be modelled as a time-delayed half sine function, such that
FI(t) =

0 if t < T
F0 sinωp(t− T ) if T ≤ t ≤ piωp + T






is the duration of the pulse and F0 is its amplitude. The force input
will be of the form u = FI(t)β, where β is a (2n × 1) vector indicating the
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coordinate and angle of incidence βi of the force:
β = [0, 0, . . . , cos βi, sin βi, . . . , 0, 0]
T
In this case, the integration in the second term of Eq. (5.44), identified by Ψ




eλm(t−τ)u(τ) dτ = F0βeλmt
∫ q
p
e−λmτ sinωp(τ − T ) dτ (5.63)
The integral I =
∫ q
p
e−λmτ sinωp(τ − T ) dτ can be solved by parts defining
u1 = sinωp(τ − T ) du1 = ωp cosωp(τ − T )
dv1 = e















The integral containing the cosine can also be solved by parts, this time with
u2 = cosωp(τ − T ) du2 = −ωp sinωp(τ − T ) (5.65)
dv2 = e






















































The impulsive force FI (Eq. (5.62)) will, by definition, be 0 over the intervals
[0, T ) and ( pi
ωp
+ T,∞). Thus, the integral is evaluated over the intervals [T, t]
and [t, pi
ωp
























λm(t− piωp−T ), (5.74)
it follows that






























λm sinωp(t− T ) + ωp cosωp(t− T )− ωpeλm(t−T )
)














If the pulse duration is assumed to be small, only the response beyond t = pi
ωp
+T
will be of practical interest. Hence, the rotor displacement in response to an

















Consequently, the corresponding accelerometer output will be
















The conjugate pair of system eigenvalues associated with a particular vibration
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mode will take the form λm = −αm + jωm and λ−m = −αm − jωm, where αm
is the modal decay term and ωm is the damped natural frequency. Hence, the
displacement for an unbalanced rotor after a single impulse applied to the rotor
mid-plane, considering only the dominant first modal response, will be
dxy = RFσe
j(ωt+φFσ) +RBσe
j(−ωt+φBσ) + A1e(−α1+jω1)t + A−1e(−α1−jω1)t (5.80)
where, for clarity, the constant amplitude terms are grouped as




















It follows that the accelerometer output will be




The exponentials of the last two terms in Eq. (5.81) indicate components with
frequencies ωm − ω and −(ωm + ω). This suggests that the transient vibration
components measured by the internal accelerometers will exhibit a frequency
split, as the modal excitation frequency is modulated by the rotational speed,
±ω.
This phenomenon was confirmed experimentally with the prototype test rig
by carrying out a series of impact tests at steady rotor speeds of 0, 400, 800,
1, 200 and 1, 600 rpm. At each speed, an impulse was applied to the rotor us-
ing an impact hammer while measurements were recorded with both the ac-
celerometers and the eddy current displacement sensors. Figure 5.14 shows ro-
tor acceleration in the U and V axes of the rotating frame of reference, captured
by the internal accelerometers, following an impact at 400 rpm. The impact oc-
curs at approximately 14.75 seconds, and the transient vibrations decay within
approximately half a second. The accelerometer signals are compared against
reference data obtained with the eddy current displacement sensor. To enable
this comparison, the displacement data, rxy, is transformed into an acceleration
by applying Eq. (5.34). Thus, the displacement is differentiated twice, the grav-



























Reconstructed Eddy Current sensor
(a) U axis

















Reconstructed Eddy Current sensor
(b) V axis
Figure 5.14: Transient vibration at 400 rpm as measured by accelerometers and




Figure 5.15: FFT of sensor data collected with eddy current sensors during




Figure 5.16: FFT of sensor data collected with the internal accelerometers dur-
ing impulsive impact tests with rotor operating at 1,600 rpm.
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Both data show similar response behaviour, demonstrating that the internal
accelerometers can capture transient vibration behaviour in the same way as
conventional eddy current displacement sensors. In order to observe the pre-
dicted frequency split, Fast Fourier Transforms of the data obtained with each
type of sensor at 1,600 rpm were compared, shown in Figs. 5.15 and 5.16.
For the stator-mounted displacement sensors the main amplitude peaks corre-
spond to the operating speed ω (26.7 Hz), its higher harmonic 2ω (53.3 Hz)
and the resonant frequency ωr (38.5 Hz). In the case of the internally mounted
accelerometers those peaks are found at ω due to the gravitational acceleration
term, 2ω due to the non-circular orbit described by the rotor and also at ωr − ω
(11.8 Hz) and ωr + ω (65.2 Hz), which are produced by the hammer strike.
Thus, the frequency split predicted by the analytical description of Eq. (5.81) is
confirmed. These findings further verify the capability of the derived analytical
framework to predict the output of accelerometers mounted within a rotating
shaft.
5.6 Extracting displacement information from in-
ternal accelerometers
Although the internal MEMS accelerometers capture the motion of the rotor
during operation, it can often be useful to have knowledge of its displacement.
For example, when monitoring clearances between the rotor and stator com-
ponents or when using PID control schemes for levitation in Active Magnetic
Bearings. Because of this, the problem of extracting displacement-related in-
formation from the accelerometer signals was studied, satisfying objective O4.
Two methods were considered: double integration of acceleration and isolation
of the synchronous centripetal acceleration component via low-pass filtering.
Double integration
When dealing with an acceleration signal, an obvious first approach to obtain
displacement would be to perform double integration. However, this method is
generally regarded to be sensitive to initial conditions and DC offset errors [9],
and can therefore be impractical. Nonetheless, it was explored to understand
whether its application to rotating accelerometers was at least viable.
The displacement information desired to be extracted by double integration
from the accelerometer output (Eq. 5.34) is the accelerometer position dxy. The
accelerometer signal must be converted to the inertial XY reference frame and
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the gravitational acceleration subtracted before integration can be performed.
This requires knowledge of both the gravitational component g and the angular
position θ, which may not be known exactly. Thus, the estimated values ge and
θe are used, which introduces error terms gε and θε:
gε = g − ge θε = θ − θe
The accelerometer-derived inertial frame acceleration, d¨a, is therefore give by
d¨a = ae







Under constant rotational speed, θ = ωt + θ(0). Assuming a small error in its














−jθε dt dt− j g
ω2ε
e−jθε − jge t
2
2
+ k1t+ k2 (5.86)
where k1 and k2 denote the integration constants, that is, the initial conditions.
As neither the displacement or velocity of the rotor are measured by the ac-
celerometer, the initial conditions will not usually be known. Equation (5.86)
illustrates the difficulties associated with extracting rotor displacement infor-
mation from the internal accelerometer signals. Even small uncertainties in the
gravitational component, the initial angular position or the initial conditions
may lead to exponentially growing errors in the displacement estimation.
The situation is exacerbated when a non-ideal accelerometer is considered.
If the accelerometer is not located at the geometric centre of the rotor, such that
εxy in Fig. 5.4 is non-zero, it follows from Eq. (5.36) that
d¨xy = r¨xy − εu′v′ω2ejθ (5.87)
In addition to this, the accelerometer output will be subject to measurement
error sources such as resolution limits and noise (see Section 5.8). The former
will introduce errors associated with rounding the accelerometer signals to its
resolution limit, represented by an acceleration-dependent discontinuous func-
tion fr(a). The latter introduces a random, time-dependent error term, fn(t).
Even for sensors with good resolution and noise characteristics, the double in-
tegration of these error sources can lead to exponential errors in the position
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)− εu′v′ω2ejθe + fr(a) + fn(t) (5.88)




−jθε dt dt− j g
ω2ε











fn dt dt (5.89)
Thus, it is apparent that extracting displacement information from internally-
mounted accelerometers presents practical challenges in its implementation,
as any small deviation from ideal conditions will lead to the accumulation of
integration errors.
Centripetal acceleration
Given the sensitivity of the double integration technique to uncertainty, an al-
ternative method was sought to extract displacement information from the ac-
celerometer signals. In many applications, knowing the instantaneous rotor
position is not necessary, as the magnitude of the average displacement gives
sufficient indication of the general vibration state. Thus, an integration-free
method for obtaining the mean whirl orbit radius was developed.
A low-pass filter may be applied to the accelerometer signal to reduce the
gravitational acceleration and high-frequency terms appearing in Eq. (5.59).
This filtered acceleration signal will approximate the mean value,
a¯ = −ω2RFσejφFσ (5.90)
This term constitutes the centripetal acceleration measured by the accelerome-
ters, which is proportional to the rotor’s displacement. Hence, a corresponding
mean complex radius parameter may be calculated from a¯ and ω as




The magnitude of this parameter, |dm|, yields the displacement amplitude of the
idealised base circular orbit, RFσ. For the simple case of a circular orbit |dxy| =
RFσ, and therefore the radius of orbit of the rotor can be directly inferred from
the accelerometer measurements with the use of a simple low-pass filter. For
non-circular orbits, the instantaneous orbit radius |dxy| is not constant, but the
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parameter |dm| provides a good estimate of its mean value for rotors whose
behaviour is dominated by unbalance. The mean value of the instantaneous



























Bσ + 2RFσRBσ cos(2ωt+ φFσ − φBσ) dt (5.95)
A term χ can be defined as the deviation ratio between the backward and for-
ward whirl orbit radii as χ = RBσ
RFσ
. The cosine term can be rewritten as cos 2ξ,




. Knowing that the double-angle formula is
cos 2ξ = 1− 2 sin2 ξ, (5.96)







1 + χ2 + 2χ(1− 2 sin2 ξ) dt (5.97)








sin2 ξ dt (5.98)
A change of integration variable from t to ξ can be performed knowing that
dξ = ω dt, and so












β = 2pi +
φFσ − φBσ
2
In this way, the integral term can be rewritten as the difference between two
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Figure 5.17: Variation of |dm|/|dxy| as a function of the deviation ratio χ =
RBσ/RFσ for an elliptical orbit.











|dxy| = RFσ(1 + χ)
2pi
[E(β|m)− E(α|m)] (5.100)
Figure 5.17 presents the ratio |dm|/|dxy| as a function of deviation ratio χ for
an elliptical orbit. For small χ, that is, small deviation from the ideal circular
orbit, |dxy| ≈ |dm|. Hence, the parameter |dm|, obtained by applying a simple
low-pass filter to an accelerometer signal and dividing by −ω2, will provide
a good estimate of the average radius of orbit of rotors whose behaviour is
dominated by unbalance, without the need for complex and time-consuming
transformations. As an example, the |dm|/|dxy| ratio for the orbits presented in
Figs. 5.9 and 5.11 are 0.989 and 0.974, respectively.
5.7 Estimation of rotational speed with internal
accelerometers
Rotational speed measurement is a fundamental sensing capability in any rotat-
ing machine. Encoders are used for this purpose, and a wide variety of designs
are available. The two principal technologies are electromagnetic and optical,
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both of which require a reference to the stator to measure the relative speed
of the rotor. Thus, encoders occupy space along the outer surface of the rotor
shaft. In accordance with the active rotor design principles, it would be benefi-
cial to develop internally housed encoders which do not require interaction with
the stator. The potential of MEMS accelerometers to achieve this was studied,
and a method for rotational speed estimation in flexible rotors was developed.
Previously, Cheng et al. [10] used a pair of wireless MEMS accelerometers to
measure rotational speed. The accelerometers were housed in a plastic case at
either side of the centre of rotation, in such a way as to achieve cancellation of
the gravitational component when adding their outputs. The device was rotated
on a lathe, and acceleration a assumed to be purely centripetal, so that a =
−rω2. If the accelerometer position r is known, then the rotational speed can
be inferred. This method can provide rotational speed measurements for rigid
rotors or those dominated by synchronous vibration. However, it is unsuitable
under multi-frequency vibration experienced by flexible or more realistic rotor
systems. Thus, a new technique for extracting angular speed information from
the accelerometer output was required.
The gravity component exhibited in the accelerometer signals acts as a vir-
tual reference to the inertial frame, and, consequently, allows tracking of rota-
tional speed. Crucially, the gravity component is independent of vibration and
depends only on the angle of rotation (Eq. (5.34)), and thus can be used in all
types of horizontal rotor system. The method developed, therefore, tracks the
gravitational component in the accelerometer signal and estimates its frequency
to measure the rotational speed of the rotor.
In theory, the spectral analysis of the accelerometer signals should produce
a gravity component with a magnitude of 1 g at the synchronous frequency.
However, sampled data may suffer from spectral leakage, whereby the energy
of a particular spectral component is spread between adjacent frequency bins
[11]. A FFT-based algorithm was developed to track the 1 g amplitude peak
such that an accurate value for average rotational speed could be obtained:
1. Perform a FFT over a short time interval of the accelerometer data using
a flat top window function.
2. Find local maxima and mark those with a magnitude greater than 900 mg
as feasible synchronous frequencies.
3. Identify which of the feasible frequencies corresponds to the rotating speed.
4. Refine the speed estimation by using a frequency domain interpolation
method.
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Table 5.2: Flat top window coefficients.
Coefficient q0 q1 q2 q3 q4
Value 1 -1.932 1.286 -0.388 0.032
To ensure identification of the 1 g amplitude component, a window function
is initially used to modify the FFT spectrum of the accelerometer signal. A
rectangular window function occurs naturally when sampling and produces the
best frequency resolution, but has large amplitude errors [12]. Because of this,
a flat top window is used, which is designed to have the lowest amplitude
measurement error:
w(n) = q0 + q1 cos (2ψ) + q2 cos (4ψ) + q3 cos (6ψ) + q4 cos (8ψ) (5.101)
where ψ = pin/(N − 1), for which N is the number of samples of a used in the
FFT and 0 ≤ n ≤ N − 1. The qi coefficients are given in Table 5.2 [11].
The identification of the synchronous frequency in step 3 can be achieved
by selecting the frequency which is closest to the previous estimated speed or
establishing a maximum deviation criteria which eliminates any candidate fre-
quencies falling outside of a feasible speed variation range. For more complex
vibration cases the historical FFT data can be used to discard candidate fre-
quencies which appear in prior speed estimations, under the assumption that
they must correspond to other types of vibration phenomena.
The frequency resolution of the FFT is directly related to the window size
through Rf = fs/W , where Rf is the frequency resolution, fs is the sampling
frequency and W is the window size in number of samples. Larger window
sizes will give improved frequency resolution at the expense of increased de-
lay in speed estimation and are more suitable for rotors operating under quasi
steady state conditions. In cases where the rotor speed may change rapidly,
window sizes must be kept short. However, the resolution of the estimated ro-
tational speed can be improved further through the use of a frequency domain
interpolation technique. Andria et al. [13] provided an expression for the fre-
quency shift ∆ω between the frequency associated with a given peak ωk (which
is a multiple k of the frequency resolution) and the true frequency of the as-
sociated spectral component, ω. Thus, the interpolated frequency is given by
ω = ωk + ∆ω, where
∆ω = 2pi(L+ 0.5)
Zk(Zk+1 − Zk−1)
(Zk + Zk+1)(Zk + Zk−1)
(5.102)
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Figure 5.18: Estimated rotor speed using accelerometer-based virtual encoder
compared against encoder-measured data.
Parameter L is the order of the employed window function and Zk denotes the
amplitude of the FFT at multiple k of the frequency resolution. Although the
work of Andria and his colleagues focused on Rife-Vincent window functions,
their method can be applied to flat top windows due to the similarities between
the two functions. Rife-Vincent windows comprise three classes of functions
formulated as a summation of cosines, taking the general form
wRV (n) = 1 +
L∑
l=1
ql cos (2lψ) (5.103)
where L is the order of the window, and ql are coefficients. The three classes
are obtained by optimising the window coefficients to satisfy different desirable
properties. The fourth order class I Rife-Vincent window, which is most similar
to the flat top, takes coefficients q1 = −1.6, q2 = 0.8, q3 = −0.229, and q1 =
0.029.
The speed estimation algorithm was tested on a rotor operating at a range of
speeds between 200 and 2, 000 rpm. The test included constant speed intervals
of approximately 30 seconds as well as acceleration and deceleration. A com-
parison between the speed estimated using the accelerometers and the speed
measured by the encoder is presented in Fig. 5.18. The data are shown for a
sampling rate of 300 Hz and a window size of 1, 200 samples (4 second window
size). The detailed view of the results shows how the estimation is delayed due
to the fact that data is recorded over the time interval before processing. The
use of the accelerometer signals as a virtual encoder provides good real-time
estimation of the true rotor speed even during acceleration and deceleration.
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5.8 Sources of measurement error and mitigation
techniques
Like any sensing technology, accelerometer measurements are subject to a vari-
ety of error sources. The most significant of these were studied in order to bet-
ter understand the limitations of the sensing capability of internally-mounted
MEMS accelerometers, addressing objective O5. Where necessary, techniques
were developed to mitigate the errors, and they are also discussed here. The
types of error studied are, in order of significance: zero-g offsets, accelerometer
positioning, limits of range, limits of resolution, and temperature fluctuations.
5.8.1 Zero-g offsets
Accelerometers measure proper acceleration, that is, the acceleration relative to
an observer in a free-fall state. Therefore, an accelerometer in free-fall should
produce a 0 g signal. However, due to manufacturing limitations, the signal is
typically offset by a value, which differs for each accelerometer and for each
measurement axis, and also depends strongly on the power supply. For a rotat-
ing accelerometer the zero-g offset can be significant, particularly at low speeds
for which centripetal acceleration is usually small. It can be most detrimen-
tal when estimating the steady state orbit radius, as described in Section 5.6.
This is illustrated in Fig. 5.19, which shows the radius of orbit of the rotor
over the operating speed range, as measured with the eddy current displace-
ment sensors and estimated with the internal accelerometers. The uncorrected
accelerometer-based estimation correlates closely with the reference eddy cur-
rent measurements at high speed, but produces an obviously incorrect trend at
low speeds.
Thus, to reduce the zero-g offset error, a complex correction term kuv =
ku + jkv is introduced:
dc = dm − kuv
ω2
(5.104)
The value of kuv is calculated based on the principle that, at low speeds, the
effect of unbalance on the rotor response is negligible, and so there should be
little variation in the U and V plane components of the rotor orbit over a set
of different speeds. Thus, the real and imaginary parts of dm can be evaluated
at different and suitably low speeds, and a least squares formulation used to
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Figure 5.19: Orbit radius estimations derived from internal accelerometer mea-
surements subject to zero-g offsets. Comparison between corrected and uncor-
rected data, and eddy current sensor measurements.












[Im(dci − dcj)]2 (5.105)
where the values corresponding to each of the l speeds are denoted by sub-























































































































To assess the procedure, experimental results were taken from the prototype
rotor, with l = 3 and dm measurements taken at 200, 300 and 400 rpm. The cor-
rected orbit radius estimation (|dc| in Fig. 5.19) displays a clear improvement,
since the results align with the eddy current measurements over the complete
speed range. As the zero-g offsets of each accelerometer are an intrinsic prop-
erty, this correction procedure can be performed once and the offset values
recorded for future use, provided that no significant changes in power supply
or ambient temperature occur.
5.8.2 Accelerometer positioning
The offset εxy describes the position of the accelerometer relative to the centre
of the rotor C (Fig. 5.4). If it is known, it can be compensated numerically
when analysing the accelerometer data and hence does not constitute a signifi-
cant source of measurement error of its own accord. However, the non-centred
position of the accelerometer can lead to premature sensor saturation caused
by excessive centripetal acceleration. It is therefore desirable to minimise the
magnitude of εxy, and so a procedure to achieve this was developed.
For constant speed ω, it follows from Eqs. (5.35) and (5.36) that
d¨xy = r¨xy − ω2εu′v′ejωt (5.113)
with εu′v′ being a constant, complex parameter describing the positional offset
in the rotor-fixed frame. If the rotor were free of vibration, rxy = 0. Hence, the
accelerometer output would be
a =
(−ω2εu′v′ejωt + jg) e−jωt (5.114)
a = −ω2εu′v′ + jge−jωt (5.115)
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The mean radius of orbit parameter dc can be calculated as described in Sec-
tion 5.6 by applying a lowpass filter to the accelerometer signal and dividing by
−ω2, which yields dc = εu′v′. Thus, the mean radius of orbit would indicate the
positional offset. However, as the prototype is a flexible rotor, it will not be free
of vibration. To allow measurement of the positional offset, therefore, the cen-
tral shaft section containing the sensing module was placed on a lathe, which
is assumed to be infinitely stiff and thus rxy = 0. The lathe was then operated
over a range of speeds and the acceleration measured. The parameter dc was
calculated from the measured data and used to adjust the support frame in Fig.
4.5 by −dc to minimise |εxy|, using the accessible screw ports. This calibration
process was repeated until the positional offset magnitude was suitably small
(< 10 µm).
5.8.3 Analogue to Digital conversion
As all sensors, accelerometers have limited measurement range and resolution.
In digital MEMS accelerometers, the source of limitation is the Analogue to
Digital Converter (ADC), which has a finite number of bits for converting the
analog voltage from the capacitance measurements into a digital signal. This
translates into a trade-off between range (avoiding saturation) and resolution
(maintaining sufficient accuracy).
Saturation
Accelerometers typically display a relatively small measurement range, and this
is exacerbated when placed in a rotating frame of reference. The accelerometer
output for a rotor subject to unbalance is derived in Eq. (5.59). The magnitudes
of the corresponding forward and backward rotor whirl orbits are defined as
RFσ = ω
2RF (ω,σ) and RBσ = ω2RB(ω,σ∗), respectively. Considering only the
effect of unbalance then, the accelerometer output can be written as
a = −ω4RF (ω,σ)ejφFσ − ω4RB(ω,σ∗)ej(−2ωt+φBσ) + jge−jωt (5.116)
which shows that the components of the acceleration signal related to the rotor
orbits are proportional to the fourth power of the operating speed. Conse-
quently, in order to operate over a large speed range without saturation, a very
large range must be available on the accelerometers. The error related to satu-
ration can be considered to be 0 as long as the acceleration remains within the
sensor’s range, but will become dominant if the range is exceeded.
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Resolution
The ADC of the accelerometers used in the prototype has 12-bit resolution.
Thus, it divides the total measurement range (4, 8 or 16 g) into 4096 parts, and





The error associated with resolution limits will be at most aˇ/2. It follows from
equation (5.91) that the resolution of the dm displacement measurement is
therefore
dˇm = − arange
4096ω2
(5.118)
Whereas the resolution of the acceleration measurements is fixed for a given
measurement range, the interpretation of the measurement as a mean displace-
ment is inversely proportional to the square of the operating speed. Thus, the
resolution of the device, when used as a displacement sensor, increases with
speed. This phenomenon enables internal accelerometers to be used as high ac-
curacy mean position sensors in high speed applications. In addition, it partially
mitigates the trade-off between measurement range and resolution, as a thresh-
old speed will exist beyond which sufficient accuracy can be obtained, even if
suitable resolution is not available over the complete speed range. Hence, mean
displacement measurement systems can be designed so as to ensure minimum
impact from limited resolution, which suggests that accelerometers should be
selected prioritising measurement range over resolution.
5.8.4 Temperature
MEMS accelerometers can typically operate over wide temperature ranges (-40
to 85 ◦C for the prototype, for example). However, the measurement sensitivity
and 0 g offsets are temperature dependent. Because of this, the accelerometers
feature an embedded temperature sensor which allows the temperature to be
monitored and the sensitivity to be adjusted to ensure linear behaviour even
under varying temperature conditions.
The two stepper motors and drivers housed within the rotor can become
hot during operation. A test was performed to monitor the temperature rise
experienced by the accelerometers and determine the effect on measurement
accuracy. The test was performed with a static rotor, representing the worst case
scenario in which heat dissipation is minimum due to reduced air flow around
the central section. The temperature and acceleration were recorded with the
134




























Figure 5.20: Temperature rise inside the rotor over the course of 2 hours,
caused by electronic components.























Accelerometer 1 − U axis
Accelerometer 1 − V axis
Accelerometer 2 − U axis
Accelerometer 2 − V axis
Figure 5.21: Changes in acceleration readings due to the rising temperature
inside the rotor.
accelerometers over the course of approximately 2 hours. Figure 5.20 shows a
temperature increase of almost 14 ◦C, which causes a variation in acceleration
readings of between −1.5 and −3.5 mg (Figure 5.21). The results indicate that,
for the prototype, the measurement error associated with temperature changes
between the cold and hot states could be at most ±4 mg. Nonetheless, this
error will be negligible so long as test are conducted under similar temperature
conditions.
5.8.5 Other error sources
There exist other sources of error which, however, do not have a significant
impact on measurement accuracy under normal operating conditions.
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(a) Unbalance condition 1 (b) Unbalance condition 2 (c) Unbalance condition 3
Figure 5.22: Tested unbalance conditions with added masses 1 and 2.
Signal noise is present due to both electrical and thermo-mechanical noise
[14]. The latter is a consequence of Brownian motion of the proof-mass, which
is displaced by the impacting of air molecules. The circuitry embedded in the
accelerometer provides a noise suppression feature, which, combined with an
in-built anti-aliasing filter, ensures that noise is kept within manageable bounds.
The power supply to the accelerometers has a substantial effect on zero g
offsets, measurement sensitivity and noise. Therefore, a regulated power supply
is used to ensure accuracy and measurement repeatability.
The principal damping mechanism in MEMS accelerometers is the squeeze
film damping associated with the air surrounding the proof mass, which is pro-
portional to the ambient pressure [15, 16]. Consequently, the motion charac-
teristics of the proof mass will be affected if significant pressure changes are
encountered, which may lead to errors in the accelerometer’s output. If mea-
suring acceleration in a vacuum, alternative resonant-type MEMS accelerome-
ter designs are available which can overcome these limitations [17].
5.9 Experimental results: effect of rotor unbalance
In order to prove their suitability, the measurement, processing and calibration
techniques described in the foregoing sections were applied to a typical rotor-
dynamic problem: the study of the vibration behaviour of the prototype rotor
under different unbalance distributions.
Accelerometer and eddy current displacement sensor data were collected
under steady state operation at speeds between 200 and 2, 000 rpm (recorded
in steps of 50 rpm). The test was repeated for three different unbalance condi-
tions, illustrated in Fig. 5.22.
Figure 5.23 presents the average acceleration for each unbalance case over
the tested speed range. The required zero-g offset corrections were calculated
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Table 5.3: Zero-g offset corrections for each axis of each accelerometer.
Axis U1 U2 V1 V2
Value (mg) -174.4 -167.6 -70.0 -102.3
following the procedure described in Section 5.8.1 and are given in Table 5.3,
for each axis (U ,V ) of each of the two accelerometers (1,2). A low-pass filter
was applied to the corrected accelerometer output to eliminate the synchronous
gravitational acceleration as well as other non-synchronous vibration. The data
was then averaged at each speed.
For all unbalance conditions, a clear exponential growth in measured ac-
celeration is evident with increasing speed, corresponding with the increase of
unbalance-induced vibration. The addition of mass 1 increases the vibration
with respect to the first unbalance condition, indicating that the magnitude of
the rotor unbalance has increased. When the second mass is added, the overall
acceleration amplitude remains the same, suggesting that unbalance magni-
tude has not changed. However, the reduction in U axis acceleration and the
increase in V demonstrates that the phase of the unbalance has changed. These
results illustrate the effects that the variation in unbalance distribution has on
the rotor vibration and, most importantly, demonstrate that these are captured
by the internal accelerometers.
The results can be validated by comparing the magnitude of the average
displacement parameter |dc| against the mean orbit radius measured by eddy
current probes, presented in Fig. 5.24. The accelerometer and eddy current
sensor data correlate well, showing an increase in rotor orbit size as the speed
approaches the resonant frequency (2, 310 rpm). The low speed radius of orbit
is around 125 µm, as the rotor assembly is not perfectly straight. These results
confirm that, for a small positional offset εxy, the displacement signal dc gives
the mean steady state position of the geometric centre of the rotor in the ro-
tating frame of reference. Thus, the use of internal accelerometers as mean
displacement sensors is demonstrated.
The displacement parameter, dc, indicates how the position of the rotor cen-
tre evolves with changes in operating condition. Given that it contains U and V
axis information, it can describe both the magnitude and phase of this displace-
ment in the rotating frame of reference, giving further insight into the vibration
state of the rotor. As an example, unbalance conditions 2 and 3 produce sim-
ilar orbit magnitudes, as shown in Fig. 5.24. However, the associated rotor
responses have different phases. This is clearly observable in Fig. 5.25, which
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(a) Unbalance condition 1





















(b) Unbalance condition 2





















(c) Unbalance condition 3
Figure 5.23: Averaged acceleration measured under different unbalance condi-
tions.
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(a) Unbalance condition 1
























(b) Unbalance condition 2
























(c) Unbalance condition 3
Figure 5.24: Comparison of accelerometer and eddy current sensor displace-
ment data for the different unbalance conditions.
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Figure 5.25: Rotor dc measurements for the three unbalance conditions.
compares the U and V components of dc for the three unbalance cases, show-
ing data from 1, 000 to 2, 000 rpm. The advantage highlighted here is that phase
information has been derived directly, without the need for key phasor sensing.
5.10 Conclusions
One of the principal aims of the research undertaken was to assess the feasi-
bility of using internally-mounted MEMS accelerometers as sensors for active
rotor topologies. Various aspects of their implementation, functionality and us-
age were studied to determine their capabilities and limitations. In general,
internally-mounted MEMS accelerometers were found to be reliable, accurate,
versatile and cost-effective. Thus, they constitute a promising sensing technol-
ogy for active rotors.
In accordance with the research objectives established in Chapter 2, a pre-
dictive model for the output of MEMS accelerometers located within a rotating
shaft was first developed. The derivation was performed beginning with the
study of the principles of operation of MEMS accelerometers. The underlying
assumption of quasi-static measurement conditions was found to be suitable for
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accelerometers operating in a rotating frame of reference.
The derived model was used to investigate how accelerometers measure
steady state whirl orbits, and what information can be derived from them. A
theoretical framework was developed by which the whirl orbits are expressed
as a summation of terms described by a radius, a phase and a whirl frequency.
Thus, the orbits of unbalanced rotors are characterised as a base circular or-
bit, with any deviations from the ideal circle corresponding to non-synchronous
components. This work was further applied to the study of impact-induced
transient vibration. The analytical prediction of frequency modulation was con-
firmed via impact tests performed on the active rotor prototype.
The extraction of displacement information from the accelerometer signals
via double integration was shown to present practical challenges. Hence, an
integration-free method based on isolating the displacement-dependent cen-
tripetal acceleration component of the accelerometer signals was developed
and validated experimentally. The extraction of angular velocity information
was achieved by tracking the gravitational acceleration component in the sen-
sor signals. The experimental results demonstrate the functionality of internal
accelerometers as virtual encoders.
An analysis of measurement error sources showed that calibration was re-
quired to minimise zero-g offset errors and sensor positioning errors. Other
error sources can be considered negligible under stable operating conditions in
most cases.
The accelerometers were applied to the measurement of the response of
the prototype under different unbalance conditions, in order to apply the tech-
niques derived through this research. The internal sensors were successfully
used to measure the acceleration and mean displacement of the rotor. A salient
result is that both the magnitude and phase of the displacement were measured
directly, without the need for key phasor sensing.
5.11 Summary
• Internally-mounted MEMS accelerometers were shown to be a feasible
and highly promising sensing technology for active rotor designs.
• The output of internal accelerometers is given in terms of rotor motion by
a ≈ (d¨xy + jg)e−jθ.
• The response measured by sensors mounted in the rotating frame of ref-
erence will be modulated by the operating speed ω.
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• The mean radius of the whirl orbit of unbalanced rotors can be measured
with internal accelerometers.
• The rotational speed of a rotor can be measured with internal accelerom-
eters.
• Both zero-g offset and sensor positioning errors will typically require min-
imisation to ensure correct measurement of rotordynamics.
• The phase of the rotor response can be measured directly when utilising
a bi-axial internal accelerometer.
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Chapter 6
Vibration control with active rotors
6.1 Introduction
The primary goal of the development of active rotor technology was to en-
able a generally implementable active vibration control system, which could be
applied to a wide range of rotating machines. From the perspective of the con-
troller, this imposes restrictions on the degree to which human operators inter-
vene to achieve the desired control performance. In an ideal scenario, the active
rotor would be able to minimise its own vibration without requiring any prior
information on the design or condition of the stator or the rotating machine as
a whole. This would allow the active rotor to be designed independently and
to operate autonomously, facilitating its implementation.
As discussed in Chapter 2, a review of available techniques allowed classifi-
cation into two broad categories of a priori controller: “estimated” and “mod-
elled”. The distinction between them corresponds to whether the system trans-
fer function is determined by measuring the response under known input con-
ditions or by constructing a computer model, respectively. On review, neither
class of a priori controller was deemed suitable to meet the required degree of
autonomy. Estimation-based methods require trial runs being performed under
known input conditions, requiring a considerable amount of human interven-
tion. In addition, their performance is limited by the spectrum of conditions
under which trial runs can be performed, thus reducing their capability in the
face of uncertainty. On the other hand, model-based controllers can be designed
in such a way as to be robust to unknown disturbances. However, they rely on
accurate computer models of the rotor system, which can be time-consuming
to develop and require considerable expertise. In some instances, where large
uncertainty is present or the physical phenomena being modelled are highly
complex, the problem of producing a sufficiently accurate model under timing
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and budget constraints may simply be intractable.
The limitations of a priori controllers are fundamentally associated with the
methods of establishing the transfer function between the measured system
state and the actuator inputs. The alternative approach considered was to de-
velop a non a priori controller, one in which the transfer function was not con-
structed.
This chapter therefore reports on the research undertaken to design and
implement a non a priori control method, referred to as Algorithmic Direct
Search Control (ADSC). Firstly, the control problem of reducing vibration in
an unbalanced active rotor is posed. As a first step, a conventional model-
based controller was applied in simulation, in order to better understand the
practicalities of using a rotor-mounted active control system. The development
of the ADSC is then reported. The method is based on applying a derivative-
free optimisation technique, known as the Nelder-Mead algorithm, directly as
a control law. Hence, the original algorithm is introduced and then a detailed
description is given of the modifications performed to adapt it for use as a
controller. The method was validated both in simulation and experimentally,
and results are presented.
6.2 Control problem formulation
The control problem to be addressed is that of reducing unbalance-induced
vibration in an active rotor. In general, unbalance is the most prevalent source
of unwanted vibration in rotating machinery, and so its reduction is a common
rotordynamic problem. In the case of active rotors in particular, the mounting
of components in the rotor will inevitably lead to a redistribution of unbalance,
which could be significant. Thus, it is essential that an active rotor is capable of
managing its own unbalance-related vibration.
The control system is depicted schematically in Fig. 6.1, which shows a
cross-section of an active rotor whirling around the zero-speed equilibrium
point O. An internal accelerometer is located at the geometric centre of the
rotor, and the control force is provided by a mass-balancer type actuator with
two masses. A typical rotor will have unbalance distributed along its length.
This can be represented as a series of discrete eccentric mass unbalances, con-
tained in complex vector σr. The rotor may have s accelerometers and m mass-
balancer pair actuators, with parameter Υ indicating the unbalance magnitude
of each mass. These have controllable angular positions αl and βl, respectively,
with l = 1, 2, . . . ,m.
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Figure 6.1: Schematic of the rotor cross-section, showing the position of the
accelerometer and actuator balance masses.
The output of a single accelerometer located at a given coordinate along the
unbalanced rotor is derived from Eq. (5.59) as
a = −ω2RF ejφF − ω2RBej(−2ωt+φB) + jge−jωt (6.1)
where RF and RB indicate the forward and backward whirl orbits, respectively.
The phases of the orbits are given by terms φF and φB. The forward whirl
component, which is synchronous in the inertial frame, appears modulated
to the zero frequency. It follows from the definition of the forward whirl or-
bit radius parameter RF (ω, ω2σr) in Eq. (5.52) that the minimisation of this
zero-frequency component implies a minimisation of term bˆTmσr, which can be
understood as the equivalent unbalance at the accelerometer position. Hence,
only the first term in Eq. (6.1) needs to be observed to achieve minimisation of
the unbalance, and this component can be extracted with the use of a low-pass
filter (LP ):
a˜ = LP (a) = −ω2RF ejφF + (ω) (6.2)
where (ω) indicates the residual error associated with filtering and will be
negligible below a breakpoint frequency. The matrix-vector equation of motion
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for the considered rotor is
Md¨xy + (C− jωG)d˙xy + Kdxy = ω2 (σr + Ψσ) ejωt (6.3)
where dxy is a (n × 1) complex displacement vector in the XY inertial frame
of reference, M is the rotor mass matrix, C is the system damping matrix, G is
the gyroscopic matrix and K is the stiffness matrix [1]. The (m × 1) vector σ








while Ψ is a (n ×m) matrix indicating the position of the actuators along the
rotor. Equation (6.3) can be converted to the UV rotating frame displacement
duv knowing that dxy = duvejωt. Hence, (6.3) becomes
Md¨uv+ [C + jω(2M−G)] d˙uv+[
ω2(G−M) + jωC + K]duv = ω2 (σr + Ψσ) (6.5)
In the simple case of the rotor being dominated by the forward whirl compo-
nent, the orbit will be quasi-circular. Hence d¨uv ≈ d˙uv ≈ 0 and vector duv will
take the form [RF1ejφF1 , RF2ejφF2 , . . . , RFnejφFn ]T. It follows then that
a˜ = −ω2Γduv (6.6)
where (s× 1) vector a˜ contains the filtered acceleration signals, and the (s× n)
matrix Γ specifies the position of the sensors along the rotor. Hence,
[
ω2(G−M) + jωC + K]Γ−1 a˜−ω2 = ω2 (σr + Ψσ) (6.7)
a˜ = ΓH (σr + Ψσ) (6.8)
where the receptance matrix H is given by
H = −ω4 [ω2(G−M) + jωC + K]−1 (6.9)
Equation (6.8) gives the filtered accelerometer output in response to a given
unbalance state. The objective of the control is to minimise the overall rotor
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vibration by adjusting the angular positions of the mass-balancers. Thus, the




where a˜H indicates the conjugate transpose of a˜.
In order to understand the implications of using rotor-mounted sensors and
actuators from a control perspective, the control problem was first addressed
using a conventional model-based technique, described in the following section.
6.3 Model-based control
The model-based approach relies on approximating the receptance matrix H
in Eq. (6.9) using a finite element model of the active rotor. Thus, H was
constructed from the assumed mass, stiffness, damping and gyroscopic matrices
presented in Chapter 3.
Following the approach in [2], if the steady state actuator output is given by
a˜ then a step change in the counter-unbalance provided by the actuators will
produce a new accelerometer output a˜N such that
a˜N = a˜− Z∆σ (6.11)
where Z = ΓHΨ and ∆σ =
[
ej∆α1 + ej∆β1 , . . . , ej∆αm + ej∆βm
]
. A least squares
formulation can be used to minimise the l2 norm of a˜N . For simplicity, parame-
ter F 2 can be used so that the objective function S to be minimised will be
S(∆σ) = F 2 = a˜HN a˜N (6.12)
S(∆σ) = [a˜− Z∆σ]H [a˜− Z∆σ] (6.13)
S(∆σ) = a˜Ha˜− a˜HZ∆σ −∆σHZHa˜ + ∆σHZHZ∆σ (6.14)





































This function is differentiated with respect to each component ∆σl to find its
minimum. To this end, the real and imaginary parts are separated to account
for the conjugate terms, so that



























































































































which can be rewritten in terms of the total contribution from all actuators with






















which returned to the matrix form is
ZHZ∆σ = ZHa˜ (6.25)
Hence, the change in actuator counter-unbalance which minimises the rotor
response is





ZH is the Moore-Penrose pseudoinverse of Z. Integrat-






where the integrator gain ki allows regulating the speed of the system response.
The unbalance demand must be converted into an angular position demand for
each of the balance masses in each actuator. Being a complex vector, it will






As the balance masses are assumed to be identical for all actuators, their desired
angular positions will be symmetrical around the minimising counter-unbalance
phase, and so can be redefined as
αl = ∠σl + δl (6.29)
βl = ∠σl − δl (6.30)


















Figure 6.2: Block diagram of the model-based controller.
Thus, the angle demands produced by the controller for the actuators will be










The resulting control scheme is shown in Fig. 6.2. The controller was tested
in simulation on the finite element model depicted in Fig. 3.10, which repre-
sents the prototype. A single sensor and actuator were assumed to be located
at the rotor midspan. Figure 6.3 shows the filtered U and V axis accelerometer
signals when operating at 1, 500 rpm, assuming an arbitrary unbalance distri-
bution along the rotor. The controller is activated after 2 s, and successfully
reduces the rotor vibration. Figure 6.4 presents the displacement at the sensing
plane in the inertial frame, as would be measured by the eddy current dis-
placement sensors on the test rig. Figure 6.5 shows the angular position of the
balance masses throughout the control process.
The actuator dynamics are modelled as a first order lag, which is an ap-
propriate simplification because the stepper motors, by their nature, will not
overshoot their demanded angular position. As the mass will move continu-
ously until that position is reached, a time constant τ = 0.1 s is selected. With
this value, the simulated actuator will move one full step in approximately 5τ
s. As the stepping period is 0.5 s (for the default stepping rate of 2 steps/s), the
desired continuous motion is achieved.
In addition, the motor resolution is taken into account. The stepper motor
and planetary gears are assumed to produce 100 steps per full revolution. This
limits the angular position resolution of the masses to 3.6◦, which leads to the
small changes in mass position at around 7 and 9 seconds, labelled in Fig.
6.5. The effect of these small steps can be observed in the acceleration and
displacement experienced by the rotor. Prior to activating the vibration control,
the masses are assumed to be in a neutral position with α = 90◦ and β = 270◦ ,
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Figure 6.3: Simulated filtered accelerometer output during control.
Figure 6.4: Simulated inertial frame displacement during control
Figure 6.5: Simulated mass-balancer angular position during control.
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which ensures the actuator has no effect on the rotor vibration.
The simulation results illustrate some important characteristics of active ro-
tor control, related to the fact that both sensors and actuators are located in the
rotating frame of reference. The filtered accelerometer output shown in Fig.
6.3 is non-oscillatory under steady state operation, unlike with stator-mounted
sensors. This reduces the computational burden associated with processing the
signal. Equally, the control force produced by the actuators is constant in the
rotor reference frame. In consequence, the actuator demand (Fig. 6.5) is not
required to oscillate synchronously, as is the case for stator-mounted actuators.
This reduces the computational complexity and performance characteristics re-
quired of the control system, which can be a limiting factor of stator-mounted
arrangements. In the case of AMBs, for instance, producing high-frequency con-
trol forces requires large, powerful and costly amplifiers, which can often limit
the overall system performance. The rotor-mounted nature of the actuators
also prevents discrepancies between the controller demand frequency and the
angular speed of the rotor, which typically cause issues by introducing phase
lag/lead errors.
Hence, the application of the model-based controller shows that active ro-
tors can achieve vibration control with reduced capability requirements being
imposed on the control system. This enables smaller, simpler and more cost-
effective sensor and actuators to be used, assisting in their implementation
within hollow shaft rotors.
6.4 Non a priori control
The principal drawbacks of a priori controllers stem from the approximation of
the receptance matrix H. Thus, in order to avoid the associated errors, a non
a priori control method was sought which did not require H in its computa-
tions. The Algorithmic Direct Search Control method developed is based on the
Nelder-Mead optimization method.
The Nelder-Mead algorithm (NMA) [3], also referred to as the “Amoeba”
or “Simplex” method, provides a means to minimise an objective function by
comparing heuristically its values at various test points. It has seen widespread
use in a number of fields thanks to its simplicity of implementation and its abil-
ity to tackle nonlinear optimization problems. The NMA allows optimization
to be carried out without knowledge of the objective function derivatives, and
this characteristic is exploited in the ADSC to obtain a heuristic control law for
vibration reduction without a priori knowledge of the rotor characteristics. A
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further desirable property when considering the application of the NMA to ro-
tor control is its relatively low number of function evaluations [4,5], which en-
sures that vibration can be minimised within a reasonable time scale. Also, the
simplicity of the method allows its implementation on compact, rotor-mounted
microcontrollers.
The ADSC, therefore, aims to find the optimum balance mass positions
which minimise the objective function F by comparing heuristically its values
for different counter-unbalance vectors σ. This process does not require the
rotor characteristics to be estimated or modelled.
The objective function can be analysed for the active rotor prototype case
of a single sensor and actuator, assumed to be collocated at the rth rotor node,
located at the midspan. Thus, the product ΓHΨ extracts the rth row and col-
umn of H. If the rotor unbalance σ is assumed to also be concentrated at the









where Υr is the magnitude of the rotor unbalance and φ its phase. The objective
function P can therefore be considered as the magnitude of the acceleration |a˜|
and so
P = Q
∣∣(Υrejφ + Υ (ejα + ejβ))∣∣ (6.38)
with Q = |Hrr|. The stationary points of the objective function will coincide
with those of P 2/Q2, which are presented in Table 6.1. Their derivation can be
found in Appendix B. Figure 6.6 shows a contour plot of the objective function
for the arbitrary case Υr = 1.2Υ and φ = 93.46◦, with the stationary points
highlighted.
The ADSC will therefore seek the α and β positions associated with the
function minima. In the case where 2Υ < Υr the actuators cannot provide
sufficient counter-unbalance to cancel the effect of rotor unbalance. Hence,
the minimum function value is obtained at test point (φ + pi, φ + pi), where
the actuator masses are directly opposite the unbalance, but the function value
will be non-zero. The working principle of the Nelder-Mead algorithm which
enables these minima to be found is detailed in the following section.
6.4.1 Nelder-Mead algorithm
For an n-dimensional problem, the method requires n + 1 initial test points,
which form the vertices of a simplex, which is the set S = {V1, V2, . . . , Vn+1}. A
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Figure 6.6: Contour plot of P/Q under steady speed conditions.
Table 6.1: Stationary points of the objective function for the single sensor, single
actuator case.
α β Stationary point
φ φ Maximum
φ+ pi φ+ pi Saddle point
φ φ+ pi Saddle point












φ− arccos ( Υr−2Υ) α− arccos( Υ2r2Υ2 − 1) Minimum
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(a) Initial simplex (b) Reflection (c) Expansion
(d) Outer Contraction (e) Inner Contraction (f) Shrink
Figure 6.7: Simplex transformations for a two-dimensional initial simplex with
vertices V1 to Vn+1.
simplex is a type of geometric object with flat sides, which can be understood
as being a generalization of a triangle extended to n-dimensions, illustrated in
Fig. 6.7(a). Formally, it is the convex hull of its n + 1 points, which forms an
n-dimensional polytope. An objective function value f(V ) is associated with
each test point. As the aim is to find the smallest value of f(V ), the symbol V1
identifies the “best” vertex, Vn+1 the “worst” and Vn the “second worst”, so that
f(V1) < · · · < f(Vn) < f(Vn+1).
The algorithm consists of a series of geometric transformations which are
applied to the initial simplex to produce new test points. A transformation is
accepted or rejected based on whether or not the new test vertex is better than
at least one of the existing vertices. If a transformation is rejected, a different
one is tested, following the rules described by Nelder and Mead. In general,
the transformations aim to move the simplex away from the vertex that pro-
duces the largest function value, assuming that the desired minimum lies in
this general direction. Thus, the simplex follows a “downhill” path along the
objective function, taking steps towards the minimum value. The possible trans-
formations are Reflection, Expansion, Outer Contraction, Inner Contraction and
Shrink [6]. The first four are computed as
Vk = Z + γk(Z − T ) (6.39)
where k is a letter subscript representing each transformation: Vr denotes Re-
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flection, Ve Expansion, Vo Outer Contraction, Vi Inner Contraction. The trans-
formed point is denoted by T , and Z is the point which determines the direction
of transformation. For these transformations, Z is the centroid M , calculated







When performing a Shrink, (6.39) is applied to every vertex except the best, V1.
Thus, T will in turn take values V2, V3, . . . , Vn+1 and Z = V1. The transformed
points are denoted in this instance as Vs2, Vs3, etc. The transformations are con-
trolled by the γk parameter, which typically takes the following values: γr = 1,
γe = 2, γo = 0.5, γi = −0.5, and γs = −0.5. The corresponding transformations
for the two-dimensional case are shown in Fig. 6.7.
Each iteration of the algorithm consists of three principal steps: ordering
the vertices according to their function values; calculating the centroid; and
transforming the simplex. The latter is in turn divided into the various transfor-
mations, as presented in Algorithm 1. In the case of equal function values when
ordering the vertices, the tie-braking rules developed by Lagarias et al. [6] are
used, which assign higher order numbers to newer vertices.
The NMA algorithm includes termination tests which will stop the algorithm
once satisfied. Typically, these are:
• Domain convergence (the simplex is sufficiently small)
• Function value (the function values are sufficiently similar or an accept-
able threshold value is reached)
• Number of iterations (the number of iterations exceeds a certain value)
One of the limitations of the NMA is the difficulty of theoretically proving
convergence, due to the non-constant shape of the simplex and the simple de-
scent criteria. Few results have been published on the matter [6], prompting
some authors to develop modified versions of the NMA, which are provably
convergent [7–9]. The NMA has been shown to be susceptible to premature
convergence on locally optimum stationary points, such as saddle points, and
even on non-stationary points for certain function families [10].
The ADSC incorporates the NMA into a control law. For m actuators, the jth
2m-dimensional test point Vj consists of the α and β angular positions of the two
balance masses in each actuator, so that Vj = (αj1, βj1, αj2, βj2, . . . , αjm, βjm).
The parameter P in Eq. (6.10), computed from the filtered sensor output, is
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Algorithm 1 NMA iteration
1: function NMA ITERATION(f ,S)
2: Order Order vertices according to f(Vj)
3: Centroid Calculate centroid M
4: Reflection Calculate Vr and evaluate f(Vr)
5: if f(Vr) < f(V1) then
6: Go to Expansion . Vr is best so far.
7: else if f(V1) ≤ f(Vr) < f(Vn) then
8: Replace Vn+1 with Vr. Terminate . Vr is better than second worst.
9: else if f(Vn) ≤ f(Vr) < f(Vn+1) then
10: Go to Outer Contraction . Vr is better than worst.
11: else if f(Vn+1) ≤ f(Vr) then
12: Go to Inner Contraction . Vr is worst so far.
13: Expansion Calculate Ve and evaluate f(Ve)
14: if f(Ve) < f(Vr) then
15: Replace Vn+1 with Ve. Terminate . Ve is best so far.
16: else if f(Vr) ≤ f(Ve) then
17: Replace Vn+1 with Vr. Terminate . Ve is not better than Vr.
18: Outer Contraction Calculate Vo and evaluate f(Vo)
19: if f(Vo) ≤ f(Vr) then
20: Replace Vn+1 with Vo. Terminate . Vo is better than Vr.
21: else if f(Vr) < f(Vo) then
22: Go to Shrink . Vo is worse than Vr.
23: Inner Contraction Calculate Vi and evaluate f(Vi)
24: if f(Vi) < f(Vn+1) then
25: Replace Vn+1 with Vi. Terminate . Vi is better than worst.
26: else if f(Vn+1) ≤ f(Vi) then
27: Go to Shrink . Vi is worst so far.
28: Shrink. Calculate Vsj. Terminate
29: return Transformed simplex S
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treated as the function evaluation f(V ) at each test point. In the following
section, the modifications introduced to the original NMA to adapt it for use in
an ADSC are discussed.
6.4.2 Algorithmic Direct Search Controller
Adaptation to discrete problems
The original NMA was intended to be applied to continuous, unbounded prob-
lems, where test points can take any rational value between −∞ and∞. How-
ever, the ADSC (Algorithm 2) considers the limitations imposed by stepper mo-
tor resolution, which have a discrete number of steps per revolution.
For instance, in the actuators used in the prototype the balance masses may
move in (360/104)◦ steps, producing angular positions 0◦ to 356.54◦, which
are labeled as step positions 0 to 103. The ADSC is therefore adapted to
solve an integer optimization problem, in which the test points Vj are rounded
so that they consist of integer step position coordinates. Thus, the vertices
of the simplex in the ADSC are defined in terms of step positions as VJ =
(aJ1, bJ1, aJ2, bJ2, . . . , aJm, bJm), where
aJm = αJm104/360 bJm = βJm104/360,
and the uppercase subscript J denotes a vertex with integer coordinates.
A consequence of this discretization is that certain simplex collapse and
transformation failure mechanisms may be introduced, which are not present
in continuous NMA embodiments. Simplex collapse occurs when the simplex
becomes degenerate. For example, when vertices are collinear in the two-
dimensional case. If this happens, the simplex can only expand or contract
in n − 1 (or fewer) dimensions. In the continuous NMA, collapse cannot oc-
cur unless the initial simplex is itself degenerate [6], although McKinnon [10]
identified a case in which repeated contractions can lead to an arbitrarily nar-
row triangle, which approximates the degenerate case. The introduction of a
rounding function in the ADSC means that McKinnon’s behavior does not oc-
cur, but simplexes can instead collapse prematurely if simple rounding rules
are used. This is illustrated for a two-dimensional simplex in Figs. 6.8(a) and
6.8(b), which show how the rounding to integer coordinates of Vo in an Outer
Contraction and of Vs2,Vs3 in a Shrink, respectively, cause the resulting simplex
to collapse.
The collapse of a simplex can be detected by calculating its volume, as this
159
Algorithm 2 Algorithmic Direct Search Controller iteration - Part 1
1: function ADSC ITERATION(f ,S)
2: Order Order vertices according to f(Vj)
3: Centroid Calculate centroid M
4: size Calculate D2
5: Reflection Calculate VR and evaluate f(VR)
6: if f(VR) < f(V1) then
7: Go to Expansion . VR is best so far.
8: else if f(V1) ≤ f(VR) < f(Vn) then
9: Replace Vn+1 with VR. Terminate . VR is better than second worst.
10: else if f(Vn) ≤ f(VR) < f(Vn+1) and D2 ≥ 4n then
11: Go to Outer Contraction . VR better than worst. Reduction allowed.
12: else if f(Vn) ≤ f(VR) < f(Vn+1) and D2 < 4n then
13: Replace Vn+1 with VR. Go to Neighbourhood . Reduction not allowed.
14: else if f(Vn+1) ≤ f(VR) and D2 ≥ 4n then
15: Go to Inner Contraction . VR is worst so far. Reduction allowed.
16: else if f(Vn+1) ≤ f(VR)and D2 < 4n then
17: Go to Neighbourhood . VR is worst so far. Reduction not allowed.
18: Expansion Calculate VE and evaluate f(VE)
19: if f(VE) < f(VR) then
20: Replace Vn+1 with VE. Terminate . VE is best so far.
21: else if f(VR) ≤ f(VE) then
22: Replace Vn+1 with VR. Terminate . VE is not better than VR.
23: Outer Contraction Calculate VO
24: if VO =(NaN,NaN) then
25: Go to Shrink . Outer Contraction would collapse simplex.
26: else
27: Evaluate f(VO)
28: if f(VO) ≤ f(VR) then
29: Replace Vn+1 with VO. Terminate . VO is better than VR.
30: else if f(VR) < f(VO) then
31: Go to Shrink . VO is not better than VR.
32: Inner Contraction Calculate VI
33: if VI =(NaN,NaN) then
34: Go to Shrink . Inner Contraction would collapse simplex.
35: else
36: Evaluate f(VI)
37: if f(VI) < f(Vn+1) then
38: Replace Vn+1 with VI . Terminate . VI is better than worst.
39: else if f(Vn+1) ≤ f(VI) then
40: Go to Shrink . VI is worst so far.
41: Shrink Calculate Vsp∗. Terminate
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Algorithm 3 Algorithmic Direct Search Controller iteration - Part 2
42: Neighbourhood
43: for J = n, n− 1, . . . , 2, 1 do
44: Calculate VNJ and evaluate f(VNJ) . For all vertices except worst.
45: if f(VNJ) < f(V1) then
46: Go to Find . VNJ is best so far.
47: else if f(V1) ≤ f(VNJ) < f(Vn+1) then
48: Replace Vn+1 with VNJ . Terminate . VNJ is better than worst.
49: else if f(Vn+1) ≤ f(VNJ) and J = 1 then
50: Terminate . Neighbourhood transformations do not improve S.
51: Find Calculate VFJ and evaluate f(VFJ)
52: if f(VFJ) < f(VNJ) then
53: Replace Vn+1 with VFJ . . VFJ is best so far.
54: else if f(VNJ) ≤ f(VFJ) then
55: Replace Vn+1 with VNJ . Terminate . VFJ is not better than VNJ .
56: return Transformed simplex S
Algorithm 4 Simplex collapse test
1: function SCT(S)
2: Calculate X = [(V2 − V1), (V3 − V1), . . . , (Vn+1 − V1)]
3: if 1
n!





(a) Due to Outer Contraction (b) Due to Shrink
Figure 6.8: Examples of simplex collapse caused by rounding transformation
points to integer values during an Outer Contraction and a Shrink. The arrows
represent the rounding action while the integer vertex values are represented
by the grid lines.
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(a) Due to Inner Contraction (b) Due to Expansion
Figure 6.9: Examples of transformation failure caused by rounding transfor-
mation points to integer values during an Inner Contraction and an Expansion.
The arrows represent the rounding action while the integer vertex values are
represented by the grid lines.
will be zero for a degenerate simplex. Thus, collapse occurs if
1
n!
|det[x2, x3, . . . , xn+1]| < C (6.41)
where xn = (Vn − V1) denotes the side vector of a simplex and C is a limiting
constant associated with floating point arithmetic precision. This test is carried
out by Algorithm 4, which is executed after each transformation is calculated,
identifying any resulting collapse.
Transformation failure occurs when a new test point is coincident with an
existing vertex or another test point previously evaluated in the same iteration.
The transformation fails because its execution cannot yield new information.
Figs. 6.9(a) and 6.9(b) illustrate transformation failure occurring for Inner
Contraction and Expansion of two-dimensional simplexes. The test points re-
sulting from rounding the non-integer vertices, Vi and Ve respectively, coincide
with existing points V3 and V1.
In order to adapt the ADSC to a discrete problem, Nelder and Mead’s orig-
inal transformation computations from Eq. (6.39) are modified by using a
Transformation Point Selection (TPS) algorithm, shown in Algorithm 5. This
finds a transformation point with integer coordinates which is as close to the
theoretical non-integer point as possible, while avoiding simplex collapse and
transformation failure.
The computation of the integer point begins with the corresponding theoret-
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Algorithm 5 Transformation point selection
1: function TPS(Z, T, γ, {S, VR})
2: Compute theoretical point Vk
3: Construct O with P1, P2, . . . , P2n . Closest points to Vk.
4: Construct U with Pj /∈ {S, VR} . Non-failing Pj .
5: for j = 1, 2, . . . , |U | do . Repeat for each member Pj in U .
6: if SCT ({V1, V2, . . . , Vn, Pj}) = false then
7: Pj ∪NC . Pj included in NC if it does not collapse the simplex.
8: if NC = ∅ then
9: Compute VK ← (NaN,NaN) . All Pj collapse the simplex.
10: else
11: for l = 1, 2, . . . , |NC| do . Repeat for each member Pl in NC.
12: Calculate drl = ||Vk − Pl||
13: Construct MD with Pp = arg min
Pl
(drl) . Select points with smallest drl.
14: if |MD| > 1 then . Multiple Pp have smallest drl.
15: for p = 1, 2, . . . , |MD| do
16: Calculate dZP = ||Z − Pp||
17: Compute VK = arg min
Pp
(dZP ) . Select point with smallest dZP .
18: else . Single Pp has smallest drl.
19: Compute VK as the only member Pp ∈MD
20: return VK
ical point, Vk = (a, b), which may have non-integer coordinates. The closest in-
teger points to Vk, at most 2n, form a set of potential points, O = {P1, P2, . . . , P2n}
and are obtained by applying either a floor or ceiling function (denoted by sym-
bols b c and d e, respectively) to each of the coordinates in Vk. For example, in
the two-dimensional case the potential points are
P1 = (bac, bbc) , P2 = (bac, dbe) ,
P3 = (dae, dbe) , P4 = (dae, bbc)
The algorithm then discards any potential point which is coincident with VR
or existing vertices in S, preventing transformation failure. Subset U = O \
{S, VR} is defined accordingly. The remaining potential points are tested for
collapse by applying Algorithm 4 to each hypothetical simplex resulting from
the transformation. A subset, NC, is formed by those potential points, Pj ∈ U ,
which do not lead to collapse. A final subset, MD, is formed with the potential
points, Pl ∈ NC, that minimise the rounding distance, drl = ||Vk − Pl||. These
points are closest to the theoretical point, Vk, and hence keep the size of the
rounded and theoretical simplexes as similar as possible. The set MD may have
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(a) Potential points
(b) Points with smallest rounding dis-
tance
(c) Final tie-break
Figure 6.10: Graphical illustration of TPS algorithm for a simplex undergoing
an Outer Contraction.
more than one member, in which case a tie-breaking rule is applied. Here, the
distances dZP = ||Z − Pp|| between the p remaining potential points and the
direction point Z are calculated. The point which minimises |dZP − dZT |, with
dZT = ||γk(Z −T )||, is chosen as the transformation point, as it ensures that the
change in size between the current and new simplexes is also kept as similar as
possible to the non-integer case. Figure 6.10 illustrates the application of the
TPS algorithm to a two-dimensional simplex undergoing an Outer Contraction.
The potential points calculated from Vk are shown in Fig. 6.10(a). As none of
these lead to simplex collapse or transformation failure, U = O. The rounding
distances, drl, are then calculated, and subset NC is formed with points P3 and
P4, which share the smallest drl (Fig. 6.10(b)). The final tie-break, shown in
Fig. 6.10(c) selects P3, as this is the point which minimises |dZP − dZT |.
The Reflection, Expansion, Outer Contraction and Inner Contraction trans-
formations for the ADSC are therefore defined as
VR = TPS(M,V3, γr, {S}) (6.42)
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VE = TPS(M,V3, γe, {S, VR}) (6.43)
VO = TPS(M,V3, γo, {S, VR}) (6.44)
VI = TPS(M,V3, γi, {S, VR}) (6.45)
with γr = 1, γe = 2, γo = 0.5, and γi = −0.5. When performing certain Con-
traction transformations it is possible for all the potential points to produce a
degenerate simplex. In this case, the test point is computed as VK =(NaN,NaN),
where the data type NaN (Not a Number) is used to represent an empty value.
Lines 24 and 33 are included in Algorithm 2 so that this scenario is identified
and a Shrink is performed instead.
In Shrink transformations, when there is unit separation between a given
vertex, say Vn, and the best vertex V1, it is possible for no acceptable transfor-
mation points to be available. To remedy this, a partial shrink transformation
is allowed in the ADSC, such that Vsn = Vn. This option, considered by Zhao
et al. [11], will yield an acceptable transformation if at least one of the shrunk
vertices is transformed to a new test point. It is therefore convenient, when
performing a Shrink, to re-order the vertices in terms of their distances from
the best vertex (V1), so that 0 < ||V2∗ − V1|| < · · · < ||V(n+1)∗ − V1||. The asterisk
subscript (n∗) indicates a vertex ordered using this rule. Thus, the shrinking
simplex will be S = {V1, V2∗, . . . , V(n+1)∗}. With this notation, performing the
shrink operation will yield transformed simplex Ss = {V1, Vs2∗, . . . , Vs(n+1)∗}.
The Shrink operation is redefined as
Vsp∗ = TPS(V1, Vp∗, γs, {Wp,Ωp}), p = 2, . . . , n, n+ 1 (6.46)
with γs = −0.5. Each shrunk vertex uses a different set of existing vertices
{Wp,Ωp} to test transformation failure and simplex collapse, where
Wp = {V1, Vs2∗, . . . , Vs(p−1)∗} (6.47)
Ωp = {V(p+1)∗, V(p+2)∗, . . . , Vsn∗} ∪ V(n+1)∗ (6.48)
These sets describe the simplex when shrinking each vertex. The union ∪V(n+1)∗
in Ωp ensures that the furthest point V(n+1)∗ must be transformed to a new point
which satisfies Vs(n+1)∗ 6= V(n+1)∗, guaranteeing at least a partial shrink. An
example for the four-dimensional case is provided in Table 6.2.
The discrete nature of the optimization problem means that there exists a
minimum simplex size. For small simplexes, the rounding error associated with
the TPS algorithm may be significant in comparison with the transformation dis-
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Table 6.2: Sets of existing vertices for TPS when performing a Shrink on a
four-dimensional simplex
p Wp Ωp
2 V1 {V3∗, V4∗, V5∗}
3 {V1, Vs2∗} {V4∗, V5∗}
4 {V1, Vs2∗, Vs3∗} V5∗
5 {V1, Vs2∗, Vs3∗, Vs4∗} V5∗
tance γk(Z − T ) in Eq. (6.39), which limits the similarity between the rounded
and theoretical simplexes. In addition, the resolution of sensors and actuators
may not be sufficient to clearly distinguish the objective function value of ad-
jacent points, leading to a series of transformations which provide little real
reduction of rotor vibration. Thus, a user-defined minimum size restriction is
added to the ADSC.
To establish the size of a given simplex, the concept of an axis-aligned min-
imum bounding box (AAMBB) is used. This is the smallest n-dimensional box
which contains all the points in a set and has its edges aligned with the coordi-
nate axes. Multiple different simplexes can be formed on the same AAMBB, but
will all enclose a similarly sized region of the search space. Thus, the AAMBB
can be used to compare different simplexes based on how disperse their ver-
tices are. A large AAMBB indicates widely dispersed vertices and hence a large
search space in which test points are substantially different from each other. A
small AAMBB, on the other hand, signifies that the vertices are close together,
usually implying that the simplex is close to convergence on a stationary point.












 , J =1, . . . , n, n+ 1i =1, . . . ,m (6.49)
The square of the axial diagonal of an AAMBB, D2, can be used as a single-










For example, a simplex with coordinates (6, 2), (3, 7), and (4, 3) is contained
within a 3 × 5 AAMBB with D2 = 34. In the prototype, size-reducing trans-
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formations (Outer Contraction, Inner Contraction and Shrink) are banned on
simplexes with D2 < 4n. This defines a limiting box with side length of 2,
which is adequate to prevent inefficient function evaluations being carried out
on small simplexes.
Premature convergence may occur at saddle points. This is because the
NMA’s underlying assumption that the function minimum lies away from the
worst point, along the line formed by Vn+1 and the centroid M , does not nec-
essarily hold at saddle points. In the two-dimensional case, if V1 and V2 are
approximately aligned with the concave region of the saddle point, then V3 will
be reflected from one side of the convex “valley” to the other with no improve-
ment of the function value. Consequently, the simplex enters a repeating pat-
tern of contractions, eventually leading to collapse or premature convergence.
This is illustrated in Fig. 6.11(a), which shows a detailed view of the objective
function of Fig. 6.6, with a starting simplex S = {V1, V2, V3} which is close to
saddle point (φ, φ + pi). The diameter of the vertex markers indicates qualita-
tively the function value at each test point. The starting simplex undergoes two
Inner Contraction transformations (VI(1) and VI(2)) and reaches the minimum
simplex size. If the algorithm were to terminate here, it would have converged
to a saddle point.
Prevention of premature convergence at saddle points
To prevent this, two new transformations are introduced, namely Neighbour-
hood and Find. These are used to explore the Neighbourhood of a stationary
point once the minimum size limit is reached. The Neighbourhood transfor-
mation consists of the sequential application of the ADSC Reflection on vertices
which are not the worst. The transformation iterates following a descending or-
der from second-worst to best vertices, until a better test point is found or until
it has been applied to every vertex. If a better test point is found, the Find trans-
formation is applied, which is simply the Expansion transformation applied to
the relevant vertex. Thus, the Neighbourhood and Find transformations are
defined as
VNJ = TPS(MJ , VJ , γr, {S}), J = n, n− 1, . . . , 1 (6.51)


























V1 →  ← V2
V3 →  
 ← VI (1)VI (2)  
↓
Saddle point
(a) Premature convergence mechanism

























(b) Preventing premature convergence
Figure 6.11: Typical saddle point premature convergence mechanism, and its
prevention using Neighbourhood and Find transformations.
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Figure 6.11(b) illustrates how these transformations prevent premature conver-
gence at a saddle point. As f(VR) ≥ f(V3), the Reflection would be rejected,
with no further transformations permitted. However, the Neighbourhood trans-
formation allows VN2 and VN1 to be tested. As the latter yields a better test
point, the Find transformation is applied to explore VF1, continuing the search
towards the global minimum.
The Neighbourhood and Find transformations are only applied if the sim-
plex has reached the minimum allowable size, and hence act as a domain con-
vergence termination test. They will necessarily be applied last if a stationary
point is reached. If it is a saddle point, premature convergence will be avoided,
and, if it is a minimum, the Neighbourhood transformation will not yield an
improving test point and the algorithm will terminate.
Actuator control
The original NMA is intended to be applied on unbounded problems, where
test points can take values between −∞ and ∞. Although the mass-balancers
can rotate indefinitely, step demands in excess of a full revolution (104 steps)
may lead to undesirable vibration during the position change. One option to
prevent this is to consider the objective function as bounded. However, this can
introduce undesirable simplex behavior, particularly if optima are located at the
boundary [4]. A better solution is to treat the objective function as unbounded,
but bound the allowable motion of the actuator masses to a single revolution.
This can be achieved by interpreting the new actuator position demand Vw from
the ADSC output, VADSC:
Vw = sgn(VADSC)(|VADSC | mod 103) (6.53)
To further minimise rotor vibration during the movement of the mass bal-
ancers, the step demand s given to the actuators is calculated from Vw and the
current position Vα to ensure minimum motion, hence
s =
Vw − Vα if |(Vw − Vα)| ≤ 52Vw − Vα − sgn(Vwa − Vα)103 if |(Vw − Vα)| > 52 (6.54)
With this technique, the spirit of the original, unbounded transformations
proposed by Nelder and Mead can be maintained when calculating a new sim-
plex, without detriment to the performance of the controller. The resulting
block diagram for the ADSC controller is given in Fig. 6.12.
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Figure 6.12: Block diagram of ADSC-based active vibration control system.
6.4.3 Simulated application of ADSC
The application of the ADSC to rotor vibration control was firstly simulated for
the two-dimensional, single accelerometer, single mass-balancer case. The ac-
celerometer output was modelled as in Eq. (6.38), with arbitrary values of Υr
and φ and assuming Q = 1 for simplicity. The ADSC algorithm was then applied
to an arbitrary starting simplex to find the position of the actuator masses which
minimises F . Figure 6.13 shows the evolution of the simplexes, starting from
step positions S = {(94, 42), (89, 42), (89, 47)}, which correspond to angular po-
sitions (325.4◦, 145.4◦), (308.1◦, 145.4◦), and (308.1◦, 162.7◦), respectively. The
controller finds the function minimum at (94, 64), that is, (325.4◦, 221.5◦). Fig-
ure 6.14 shows the acceleration of the rotor center throughout the iterations.
It is normalised with respect to the neutral position acceleration, for which
the actuator has coordinates (α, α + 180◦), with arbitrary α. As the counter-
unbalance contribution is 0 in this case, the uncontrolled reference acceleration
is obtained. The first three acceleration values correspond to the initial simplex
vertices. A substantial reduction in acceleration is achieved within the first few
iterations of the ADSC algorithm. Beyond that point, a relatively large num-
ber of steps are taken which only provide small improvements in the vibration
state. The nature of the heuristic method requires the actuator to test positions
which may produce increased vibration with respect to the best known case,
as observed at test points 14, 17 or 19. Despite none of these points being
accepted, the rotor will nonetheless not reach a steady, minimised vibration
state until the algorithm terminates. The last three tested points correspond
to Neighbourhood transformations being performed, and as no new points are
accepted, the algorithm terminates.
170











Figure 6.13: Simulation of ADSC control showing the transformations from
starting simplex (325.4◦, 145.4◦), (308.1◦, 145.4◦), (308.1◦, 162.7◦)

































Figure 6.14: Simulated acceleration measurements during ADSC control, nor-
malised with respect to the neutral position acceleration.
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Figure 6.15: Arrangement of sensors and actuators in the multi-component
simulation.



































Figure 6.16: Simulated application of ADSC to a rotor with five non-collocated
sensors and actuators.
The ADSC algorithm was also applied in simulation to the multi-actuator,
multi-sensor case. In this instance, five actuators and sensors were assumed, ar-
ranged as in Fig. 6.15. Not all sensors and actuators are collocated. Figure 6.16
presents the corresponding simulated rotor acceleration. As before, the first
n + 1 points define the starting simplex and a considerable vibration reduction
is achieved within the first few iterations. However, the multi-sensor/actuator
case requires a larger number of test points to terminate the algorithm. This
is characteristic of the NMA, which becomes less efficient at higher dimen-
sions [12]. As the evaluation of a test point requires a finite amount of time, a
large number of ADSC iterations may translate into an undesirably large con-
vergence time. To alleviate this, Gao and Han [13] have suggested the use of
adaptive transformation coefficients, which are conditioned by the dimension
of the problem. The extension of this concept to the discrete problem addressed
by the ADSC is left for future research.
6.4.4 Experimental implementation of the ADSC
The ADSC was applied to the control of the prototype system, constituting a
two-dimensional problem, while operating at a steady speed of 1, 700 rpm. The
initial simplex was formed starting from an arbitrary actuator position and eval-
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Application 1 − Tested points
Application 1 − Accepted points
Application 2 − Tested points
Application 2 − Accepted points
Minimum    
(application 1)
Minimum    
(application 2)
Figure 6.17: Measured rotor acceleration during two applications of ADSC con-
trol.
uating vertices (a0, b0), (a0 + 10, b0− 10) and (a0 + 10, b0− 20). Two applications
of the ADSC were performed sequentially to test the repeatability of the control
under constant operating conditions. The starting simplex for the second appli-
cation was formed from the final actuator position obtained from the first, with
vertices (af1 +10, bf1−20), (af1 +10, bf1−10) and (af1, bf1). The measured rotor
acceleration is presented in Fig. 6.17. The improvement in the rotor vibration
state achieved through the first ADSC application is confirmed by the frequency
response data recorded by the stator-mounted eddy current displacement sen-
sors, Fig. 6.18. Further detail can be inferred from the diminishing whirl orbits
observed when X and Y plane data are plotted together. Fig. 6.19 shows the
orbits for the first seven test points, measured over 2 seconds.
In both applications the ADSC reaches similarly reduced acceleration, demon-
strating that each cycle of the controller can find a minimising actuator position
irrespective of the starting point. The implication is that repeated applications
of ADSC can be used to maintain a minimised vibration state, even in systems
with changing operating conditions, as each new application of ADSC is treated
as an independent optimization problem.
Once the rotor acceleration signals are reduced beyond approximately 100
mg, measurement uncertainty begins to limit the performance of the controller.
Small fluctuations in the operating speed (approximately ±1%) affect the mea-
sured acceleration, and the resulting uncertainty may be larger than the accel-
eration change produced by an actuator step. In addition, the finite resolution
of the accelerometers limits the smallest acceleration difference that can be
measured between two test points. These combined effects mean that a test
point worse than the existing simplex vertices may be evaluated as being bet-


























































Figure 6.18: Frequency response of the rotor in the inertial reference frame as
measured by eddy current displacement sensors during the first ADSC applica-
tion.

































Figure 6.19: Rotor whirl orbits measured by eddy current displacement sensors
for the first seven test points evaluated by the ADSC.
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this behavior is significant only when close to stationary points, it does not af-
fect the overall capability of the ADSC to improve the rotor’s vibration state,
but does impose a lower bound on the minimum achievable acceleration [14].
Although some techniques to alleviate the effect of noise and uncertainty have
been suggested [4, 15], the nature of the control problem does not require a
highly accurate solution, and hence the additional computational effort asso-
ciated with the techniques is not justified here. However, an analysis of the
sensitivity of a to fluctuations in ω can be conducted to determine under what
conditions the effect may be most detrimental. The accelerometer signal given



















ω2(Grr −Mrr) + jωCrr +Krr (6.56)
A qualitative understanding of the phenomenon can be derived by considering
the simplified case of a lightly damped rotor with negligible gyroscopic mo-






















































Using the notation ao to indicate the acceleration at the operating point speed







































Figure 6.20: Estimated variation in rotor acceleration as a result of operating
speed fluctuations in a simplified rotor model.




























Application 1 − Tested points
Application 1 − Accepted points
Figure 6.21: Detailed view of measured rotor acceleration from test points 24
to 34, including error bars associated with a ±1% rotational speed fluctuation.
The function a/ao is presented in Fig. 6.20, and shows the increase in mea-
sured acceleration when the true rotational speed is 0.5%, 1% and 2% greater
than the intended operating point. It becomes evident that the acceleration
measurement can be especially sensitive to operating speed fluctuations when
operating close to the critical frequency.
For the prototype operating at 1, 700 rpm, χo ≈ 0.74. If the speed fluctu-
ations are ±1%, then a/ao = 1 ± 0.0636 and so the acceleration error will be
±6.36%. This uncertainty is represented as error bars in Fig. 6.21, which shows
a detailed view of the experimental results for test points 24 to 34. The dif-
ference in acceleration between test points 24 and 25 is larger than the error,
and so the algorithm can establish that the latter produces a worse vibration
state. However, the differences between points 26 and 28 are smaller than the
uncertainty, and hence the algorithm may perform incorrect transformations,
which ultimately limits the attainable vibration reduction.
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6.5 Conclusions
A review of existing control methods suitable for use in active rotors was un-
dertaken. It was concluded that the approximation of the system transfer func-
tion, via either estimation or modelling, necessarily requires a priori knowledge
of the controlled system. This implies a degree of human interaction which
would be impractical in many rotating machine applications. Thus, the use of
these control techniques would limit the general implementability of the active
control system. Therefore, a non a priori controller was developed in order to
maximise the versatility of active rotor topologies.
The chosen control objective was the minimisation of unbalance-induced
vibration. A model-based controller was first applied in order to obtain a better
understanding of the effect of using rotor-mounted sensors and actuators in a
control system. The method relies on a finite element model of the rotor, and
was validated in simulation. A key finding is that the rotor-mounted nature
of the control system enables vibration reduction to be achieved without high-
frequency control signals, reducing the computational complexity of the system
and the design requirements imposed on its constituent devices.
The non a priori controller designed, referred to as Algorithmic Direct Search
Controller, is based on the derivative-free Nelder-Mead optimisation technique.
This enables it to perform a structured and heuristic search of the function
space, seeking an optimum actuator position which minimises the rotor vi-
bration. In order to adapt the original algorithm for use as a control law, it
was extensively modified to solve an integer optimisation technique. Further,
functionality was added to prevent premature convergence at non-minimising
stationary points and to minimise the actuator motion for enhanced vibration
during demand execution. The method was tested in simulation for the single
and multiple sensor/actuator cases. The ADSC was also successfully applied to
the active rotor prototype, achieving substantial vibration reduction.
All in all, the use of the ADSC enables control to take place without a pri-
ori knowledge of the rotor system. This provides active rotors with improved
robustness in the face of uncertainty. Further, it allows the control to be fully
stator-independent, which introduces the enticing possibility of retrofitting ac-
tive shaft rotors into a wide array of existing rotating machines. In this manner,
performance improvements could be gained without having to adapt and val-
idate computer models for each machine, and without extensive modification
of the stator design. Thus, the non a priori controller developed contributes
towards making active rotors a more generally implementable technology.
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6.6 Summary
• Existing a priori control methods may limit the general implementability
of active vibration control technology.
• Model-based control was applied in simulation to study the implications
of using rotor-mounted control systems.
• The Algorithmic Direct Search Controller (ADSC), a non a priori method,
was developed to improve the autonomy of active rotors.
• The ADSC is based on the Nelder-Mead derivative-free optimisation algo-
rithm, which was extensively modified for use as a control law.
• The ADSC was successfully applied in simulation and experimentally, achiev-
ing significant vibration reduction without a priori system knowledge.
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Chapter 7
Active rotors combined with AMBs
7.1 Introduction
In accordance with objective O7, consideration was given to the usage of active
rotor designs in applications where they could provide advantages over existing
technology. In particular, active rotors were studied as a means to prevent
sensor/actuator non-collocation in Active Magnetic Bearings (AMBs).
This was chosen as an example application for three distinct reasons. Firstly,
the inherent freedom of selecting sensor/actuator locations afforded by active
rotor designs allows sensors to be collocated with the AMBs in a practical man-
ner, eliminating the root cause of the problem. Secondly, active rotors could be
implemented in conjunction with AMBs without interference between the sys-
tems, making the design feasible. As both display certain strengths and weak-
ness with regards to active vibration control, such a design would also enable
the control systems to complement each other, providing improved overall per-
formance. Thirdly, AMB systems are used in high-performance applications
where their high cost is an accepted consequence of the advantages they of-
fer, such as flywheel energy storage [4] or reaction wheels in satellites [5].
These types of applications may be the most amenable to accommodating the
increased cost associated with using an active, rather than passive, rotor. Hence,
they may constitute a logical family of applications in which active rotor tech-
nology could first be introduced.
This chapter explores the implications of combining active rotors and AMBs
to tackle issues arising from non-collocation. An overview of the non-collocation
problem is first given, and the design proposed to overcome it is introduced.
Then, the control problem associated with levitating a rotor on AMBs using only
internal accelerometers is posed. Finally, the research undertaken to achieve a
viable solution is reported, focusing in particular on the techniques used to mit-
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igate reference frame transformation errors during the double integration of
the accelerometer signals.
7.2 Tackling non-collocation with active rotors
As introduced in Chapter 2, non-collocation occurs when sensors and actuators
are not located at the same plane. This generally leads to problems when high-
frequency excitation of the rotor is present. In this scenario, a mode shape node
may be located between the sensor and actuator, introducing a 180◦ phase shift
between the measured and actuated plane, which negatively affects the control.
Due to the bulk of conventional sensors (usually eddy current transducers) and
actuators (the AMBs), and also their electromagnetic interference, it is not pos-
sible to collocate the devices. The issues associated with non-collocation are
well documented, although few definitive solutions have been proposed. Genta
and Carabelli [1] presented a control strategy suitable only for rigid rotors.
Maslen [2] suggested the use of H∞ and µ-synthesis control to ensure stabil-
ity of the system, at the cost of performance. Kulesza [3] discussed the use of
virtual collocation via a state observer, which relies on producing a sufficiently
accurate computer model of the rotor. Hence, it would be beneficial to develop
a system which could provide a more robust solution, suitable for a variety of
rotating machines.
The proposed design is presented in Fig. 7.1, which shows a section of hol-
low rotor with an accelerometer mounted within and suspended on an AMB.
Crucially, the sensor is collocated with the bearing. The control force produced
by AMBs depends on both the electrical current in the coils and the distance
between the bearing and the rotor. Hence, conventional controllers achieve
system stabilisation by measuring the rotor/stator gap and controlling the elec-
trical current. As direct displacement measurements are not available with the
accelerometers, alternative approaches must be developed.
Three potential solutions are envisioned. Firstly, the existing PID control
methods, widely used in AMB applications, could be exploited if displacement
information could be extracted from the accelerometer signals. Secondly, new
controllers could be developed which use the acceleration signal, rather than
displacement, to achieve stable levitation. Finally, designs in which several sen-
sors were combined in a single fusion scheme could also provide robust solu-
tions. The research undertaken considered the first of these potential solutions.
The others are proposed as further work in Chapter 8.
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Figure 7.1: Schematic of a sensor supported on AMBs, with collocated internal
sensor.
7.3 AMB control by accelerometer-derived position
In first instance, the use of internal accelerometers as the standalone sensor
in the AMB system was considered. In order to take advantage of the well-
defined PID control structures, it was proposed to attempt to extract the nec-
essary displacement information from the accelerometer signals. The research
therefore focused on the feasibility of obtaining displacement information suf-
ficiently quickly and accurately to ensure system stability.
The system under study was simplified by considering a two-dimensional
disc mass suspended on a single eight-pole AMB, depicted in Fig. 7.2. The disc
has massM , eccentricity e, unbalance phase ϕ and has a wireless bi-axial MEMS
accelerometer located at its geometric centre O. The magnetic gap is h, and the
clearance between the disc and touchdown bearing is c. The displacement of
the disc is given by complex parameter dxy. It is assumed that the bearing forces
in the X and Y inertial axes are decoupled, so that Fxy = Fx + jFy. The forces
depend on the bias and control currents, ibxy = ibx + jiby and icxy = icx + jicy,

























where µ0 is the permeability of free space, N is the number of coils in the
magnetic winding, and Ah is the area of the magnetic gap. The control currents
satisfy icx < ibx and icy < ib.
For the system to remain stable, the force applied by the magnetic bearings
must be of the correct amplitude and phase. Figure 7.3 shows an arbitrary
trajectory of the disc centre as it whirls around the equilibrium position. The
first accelerometer sample is assumed to be taken at a time t0, at which point an
ideal sensing system would instantaneously produce the correct disc position.
The magnetic bearing is assumed to be ideal, so that the stabilising force F0 is
also applied instantaneously, once the disc position is known. In a realistic case,
the processing of the accelerometer information will require a finite amount of
time, so that the force F1 will be applied at a time t1 > t0. This necessarily
implies a phase lag, which, if kept within the phase margin of the system, may
still produce a stable result. If the processing of the sensor information requires
excessive time, however, the force F2 will be applied at t2 > t1, which may prove
to be destabilising. The maximum allowable time for processing the sensor






In practice, the presence of additional, unavoidable phase and gain errors
introduced in both sensors and actuators will further reduce tˆs. This simple
example illustrates the timing limitations imposed on the signal processing ap-
plied to extract the displacement information from the acceleration data. Given
the unstable nature of AMB levitation, it is evident that this conversion must
be very fast in order to maintain stability. This precludes the use of frequency
domain conversion techniques, such as that discussed by Han [6]. It relies on
taking the Fourier transform of the signal, extracting the significant frequency
components with a curve-fitting method, scaling by −ω2 and then taking the
inverse Fourier transform. These procedures require a relatively large number
of samples to obtain accurate results, and so the technique is best suited for
post-processing recorded data, rather than real-time displacement information
extraction.
An alternative technique to obtain displacement data is the double integra-
tion of the acceleration, as discussed in Chapter 5. Although the method is
sensitive to error accumulation, which can rapidly lead to instability, it is also
much faster and requires fewer sampling points, making it viable to perform
the necessary signal processing within tˆs. Hence, its application to the con-
trol problem was considered, which required understanding how the various
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Figure 7.2: Diagram of the measurement plane, indicating the position of the
disc within the AMB. The accelerometer is assumed to be located at the exact
geometric centre of the disc
Figure 7.3: Diagram of the measurement plane, indicating the position of the
disc within the AMB. The accelerometer is assumed to be located at the geo-
metric centre of the disc
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error sources can be minimised. In the following, only the errors of particu-
lar relevance to active rotors, that is, those associated with the transformation
between the accelerometer’s rotating frame and the AMB’s inertial frame, are
considered. Thus, the accelerometer is assumed to be ideal, with no limits of
resolution or signal noise, and located at the exact geometric centre of the disc.
7.4 Mitigation of frame conversion errors
Recalling Eqs. (5.34) and (5.83), the accelerometer-derived inertial frame ac-






ejθe − jge (7.4)
where θ = ωt + θ(0). It can be assumed that the rotational speed is constant







The second term in Eq. (7.5) is related to the errors in the estimation of the ini-
tial angle θ(0) and the gravity component g. If integrated, it will grow rapidly,
leading to an erroneous position measurement and, consequently, destabilisa-





can be obtained from converting the accelerometer sig-
nals of a stationary disc, for which d¨xy = 0. The signal can then be integrated






dt dt = dxye
−jθε(0) (7.6)
The true position of the disc within the bearings, pxy, will take into account
the initial velocity and position conditions, so that pxy = dxy + d˙xy(0)t + dxy(0).
Although these parameters cannot be measured with the accelerometer alone,
they can be known under certain conditions. Thus, the integration is assumed
to begin with the disc resting on the touchdown bearing with zero rotational
speed, and hence d˙xy(0) = 0 and dxy(0) = −jc, where c is the radial clearance.
The practical implication of this assumption is that the position estimation pro-
cess must begin prior to levitation. Thus, the accelerometer-derived disc posi-
tion pa is given by:
pa = dxye
−jθε(0) − jc (7.7)
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ejθε(0) − 1) (7.8)
Hence, the true disc position will be given by pa, but subject to a phase error
and a steady state error. Conventional PID control can be applied to the derived
position to produce the stabilising control currents which enable levitation, so
that the system can be represented by the block diagram in Fig. 7.4, in which
Fd denotes the system forces that the AMB opposes, such as the disc weight and
the unbalance forces.
As the control will aim to minimise pa, the effect of the phase error for small
θε(0) does not have a significant effect on the disc position. The second term in
Eq. (7.8), on the other hand, can be significant, as it constitutes a steady-state
position error which depends on the size of the radial clearance c. This position
error cannot be measured by the accelerometer directly and so a high-frequency
current injection method was developed to minimise it.
The technique relies on the position dependence of the AMB force output.
If a harmonic force is applied with the AMB, the amplitude of the disc response
will be proportional to its position within the bearings. The phase of the re-
sponse will indicate whether the position is positive or negative. Hence, a low-
amplitude, high-frequency harmonic current is injected once pa is minimised
with the control. The resulting force output produces a disc response with
small displacement but, crucially, large acceleration, which is easily detected
by the accelerometer but has negligible effect on the disc dynamics. The force
output when current iq = iqx + jiqy is injected is given by
Fxy = kb
[(
(ibx + icx + iqx)
2
(h− x)2 −





(iby + icy + iqy)
2
(h− y)2 −




Separating the terms relating to the injection current iq yields Fxy = Fl + Fq,
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where Fl = Flx + jFly and Fq = Fqx + jFqy. The term Fl represents the AMB
forces which produce stable levitation, and will coincide with the expression in
Eq. (7.1). The forces associated with the current injection, Fq, will be
Fq = kb
[(
i2qx + 2iqx(ibx + icx)
(h− x)2 −





i2qy + 2iqy(iby + icy)
(h− y)2 −

















The injected current will be of the form iqx = iqy = Q sinωqt, with Q  ic < ib













The terms in Eq. (7.12) associated with cos 2ωqt are of particular relevance
because they are proportional to the disc positions in each axis, x and y, and
independent of the control and bias currents. In addition, the distinct frequency
component at 2ωq enables the associated disc response to be isolated using a
bandpass filter. In general, the equation of motion for the disc will be Mp¨xy =
Fd + Fl + Fq. Considering only the components of the forces related to the 2ωq
frequency, the general response of the disc can be expressed as
Mp¨q = B cos 2ωqt (7.13)









and can be linearised around the desired operating point, x0 = y0 = 0, so
















































pxy cos 2ωqt (7.20)
For simplicity, it can be assumed that the overall disc motion with and without
the injected current is approximately the same and so the contribution of pq in
pxy is negligible, making these variables independent. If the disc is not rotating
during the levitation process then pxy will be constant, so the injection-induced






pxy cos 2ωqt (7.21)
Equation (7.21) shows that, for a high-frequency injected current, the associ-
ated displacement will be inversely proportional to ω2q , implying that the disc
will be subjected to negligible displacement. However, the related acceleration
response (Eq. (7.20)) will remain measurable, with an amplitude controlled by
Q2, and, crucially, proportional to the disc position pxy. The disc response p¨q
can be derived from the accelerometer-inferred disc acceleration signal d¨a (Eq.








A Fast Fourier Transform (FFT) can then be used to obtain the response ampli-
tude and phase of the filtered signal, defined as
Df =









= arg pxy − θε(0) + pi (7.24)
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Figure 7.5: Block diagram of AMB control system using accelerometer-derived
rotor position information together with high-frequency current injection for











= pa + jc
(
1− e−jθε(0)) (7.26)




→ jc (1− e−jθε(0)) (7.27)
This is the change in pa required to minimise pxye−jθε(0), and so the disturbance






j(φf ) dt (7.28)
and parameter Kq dictates the response time of the integral action. The new
system block diagram is given in Fig. 7.5.
The control will now act on both the estimated disc position and distur-
bance term together, pa + pδ, to minimise pxye−jθε(0). Thus the steady state error
appearing in Eq. (7.7) can be reduced and the true disc position will be con-
trolled, despite no direct measurement of it being available. Once pa + pδ has
been minimised, pa = jc
(
e−jθε(0) − 1), from which the initial angle error can be
obtained as







Table 7.1: Simulation parameters
Parameter Symbol Value Units
Disc mass M 2 kg
Disc eccentricity e 1 mm
Unbalance phase ϕ 80 deg
Air gap h 1 mm
Touchdown bearing clearance c 0.5 mm
Bearing constant kb 6.28× 10−7 Nm2/A2
Bias currents ibx,iby 3 A
PID gain - Proportional KP 3.6× 104 -
PID gain - Derivative KD 5.4× 102 -
PID gain - Integral KI 2.2× 105 -
Initial angular position θ(0) 150 deg
Initial angular position error θε(0) 10 deg
Measured gravity component ga 9.5 m/s2
Estimated gravity component ge 9.81 m/s2
Injected current amplitude Q 0.1 A
Injected current frequency ωq 500 Hz
7.5 Simulated levitation
The levitation of the disc using the control scheme in Fig. 7.5 was tested in
simulation. The model parameters are given in Table 7.1. The simulation as-
sumes the disc begins resting on the touchdown bearing with zero rotational
speed, and so the initial conditions are known. The gravity-related errors are
minimised by offsetting the data with d¨a before integrating, as per Eq. (7.6).
A controlled levitation from −jc to the centre of the bearings over 5 s is then
performed. PID control is applied throughout, using the accelerometer-derived
position pa for feedback. The discrepancy between pa and the true disc position
pxy is clearly observed in Figs. 7.6 and 7.7, which show the position of the disc
in the Y and X axes, respectively. Despite the fact that the motion of the rotor
should take place only in the vertical Y direction, the error manifests itself most
prominently in the X axis position, with an error equivalent to approximately
17% of the clearance. In order to minimise this steady state error, a high fre-
quency current is injected into the bearings at 7.5 s. This has a negligible effect
on the rotor position, but can be clearly identified in the accelerometer signal,
presented in Fig. 7.8. The correction signal pδ is added to the accelerometer-
derived position after 10 s, and so the position error is eliminated. At 20 s the
injected current is removed and between 25 and 35 s the rotor speed is ramped
up from 0 to 1, 000 rpm.
The simulation demonstrates how the position estimation errors associated
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Figure 7.6: Y axis rotor position during simulation of stable levitation of a disc
with an ideal accelerometer.
Figure 7.7: X axis rotor position during simulation of stable levitation of a disc
with an ideal accelerometer.
Figure 7.8: Accelerometer output during simulation of stable levitation of a disc
with an ideal accelerometer.
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with the conversion between the rotating and inertial frames can be addressed.
However, other sources of measurement error such as resolution limits and
noise would be present in a non-ideal accelerometer, and would lead to expo-
nentially growing position estimation errors, as detailed in Eq. (5.89). This
suggests that control of AMB-levitated rotors using displacement information
extracted from standalone internally-mounted accelerometers may not be fea-
sible in practice. However, the combination of the accelerometers with ancillary
sensors could enable the integration to be reset to avoid accumulation of errors.
This idea is discussed in Further Work (Chapter 8).
7.6 Conclusions
Active rotors were considered as a means to prevent the control limitations
associated with sensor/actuator non-collocation in AMB systems. The freedom
of locating sensors afforded by active rotor designs could enable the root cause
of the problem to be eliminated. The combination of active rotors with AMBs is
considered a promising development, as both systems can be integrated without
interference. Further, the typically high-performance, high-cost applications in
which AMBs are used may be suitable for introducing active rotor technology,
as increased costs may not pose a significant barrier to implementation.
As a first approach, internal accelerometers were considered as standalone
sensors in AMB systems. In order to utilise conventional AMB PID control tech-
niques, the extraction of displacement information from the accelerometers via
double integration was studied. Various methods were explored to mitigate
the integration errors associated with reference frame conversion. In particular,
a high-frequency current injection technique was developed to reduce steady-
state position errors, exploiting the position-dependent nature of AMB force
outputs. The methods were successfully applied in simulation.
However, when considering non-ideal sensors, the presence of error sources
such as limits of resolution or noise must be accounted for. In practice, the ef-
fect of these during the integration process would lead to accumulation of posi-
tion estimation errors, which would destabilise the rotor levitation. Ultimately,
therefore, the techniques explored to achieve stable rotor levitation on AMBs
using only accelerometer-derived position feedback did not yield a fully feasi-
ble solution. Nonetheless, the inherent characteristics of active rotors should




• The combination of active rotors and AMBs was considered as a means to
overcome the difficulties associated sensor/actuator non-collocation.
• The studied method used accelerometer-derived position feedback together
with conventional PID control.
• Techniques to mitigate integration errors stemming from the conversion
of the accelerometer signals between the rotating and inertial frames were
explored.
• A high-frequency current injection technique was developed to minimise
steady-state position error, and validated in simulation.
• The presence of error sources such as noise and resolution limits make
the considered method of achieving stable rotor levitation with internal
accelerometers unfeasible in practice.
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Chapter 8
Conclusions and further work
8.1 Conclusions
Active vibration control constitutes the state of the art in rotating machinery,
and holds the key to future developments towards smart rotor technology. How-
ever, its implementation is limited to only a few high-cost applications, typically
through the use of Active Magnetic Bearing (AMB) systems. Thus, the principal
goal of the research discussed here was to study a new rotor topology which
could ease the implementability of active control technology in rotating ma-
chines, by providing a versatile and cost-effective design which would be easily
transferable to a wide range of applications. The “active rotor” design intro-
duced achieves this goal by exploiting the inner volume of hollow rotors to
mount larger numbers of sensors and actuators at optimum locations.
From the design perspective, the construction of a fully operational proto-
type demonstrates the feasibility of mounting an active control system within
a hollow rotor. The evolution of electronics and computing technology of re-
cent years enables the use of powerful, robust, and highly integratable sensors,
microcontrollers and wireless transmission at very low cost. The analysis of
available sensing technology suggests that internal accelerometers can provide
a practical and fully stator-independent sensing system. MEMS accelerometers
in particular have proven to be accurate, versatile and highly cost-effective. In
terms of actuation, mass balancer designs display the required scope for minia-
turisation, as demonstrated via the active rotor prototype. Active rotors can
house a large number of actuators, and this characteristic can be exploited to
utilise a distributed network of mass-balancer. In this case, each actuator needs
to only produce a small control force, reducing the physical demands imposed
on the individual devices.
Internal accelerometers can be used to monitor rotor vibration by measuring
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steady state and transient acceleration at any point along the rotor. An impor-
tant finding, and major strength, is their diverse functionality, which allows
them to be used in a number of different ways. The research has demonstrated
their use as mean displacement sensors, which can be achieved by isolating the
synchronous centripetal acceleration component of the signal. They have also
been applied to directly measure both the magnitude and the phase of the re-
sponse of an unbalanced rotor. The accelerometers have been used as virtual
encoders, using an algorithm which tracks the gravitational acceleration com-
ponent in the frequency domain to serve as a reference to the inertial frame.
During an analysis of sources of measurement error, the accelerometers were
even shown to serve as temperature sensors.
From the point of view of control capability, the research has shown that the
location of sensors and actuators within the rotating frame of reference enables
active rotors to control unbalance-induced vibration without high-frequency
sensing and control signals. This reduces both the computational burden and
the performance requirements associated with control, enabling smaller, sim-
pler and more cost effective components to be used. Existing a priori control
methods can be implemented in active rotors, but may limit their widespread
implementability, as these techniques require good knowledge of the controlled
system, which in turn demands substantial human interaction and supervi-
sion. To overcome this barrier, a non a priori method, the Algorithmic Direct
Search Controller (ADSC), has been developed. This technique is based on the
Nelder-Mead optimisation algorithm, which enables the controller to heuristi-
cally search for an actuator setting which minimises the rotor vibration, without
requiring any knowledge of the system characteristics. The validity of the ADSC
has been demonstrated both in simulation and experimentally.
As an example of usage, the active rotor concept was applied to solve the
issues associated with non-collocation of sensors and actuators in AMB systems.
The problem of levitating a rotor on AMBs using only the internal accelerome-
ters was approached via integration-based displacement information extraction,
and applying the PID control typically used with AMBs. Although the proposed
method did not yield a fully feasible solution, the techniques developed during
the research, such as the high-frequency injection used to reduce steady state
position error, demonstrate how active rotors and AMBs can complement each
other and illustrate some of the potential capabilities of the combined design.
The research reported here has made substantial headway into the problem
of the scant implementability of active control system in rotating machines. This
has been achieved by developing an active rotor design and considering its fea-
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sibility, the effectiveness of its sensing, its control capabilities and its application
within AMBs. A substantial body of work still remains before this technology is
ready for industrial deployment. The following section discusses some of these




The active rotor design used in the prototype uses an assembled shaft. How-
ever, in many industrial applications such a design may not be practical. Thus,
further research should be conducted into alternative ways of mounting the
active control system within a rotor which could be easier to adopt in an in-
dustrial setting. An example of this could be using an internal frame which
houses all necessary components and can be assembled outside the rotor. The
frame could then be slid inside the hollow shaft and secured, perhaps using
a tapered design, such as is commonly used to assemble concentric shafts in
milling machines.
An aspect of this research could also be to explore how to produce active
rotors with non-hollow shafts. A primary consideration would be the use of
composite rotors, which could be built up around a central supporting structure
containing the sensors and actuators. In very large rotors, such as those used
in the power generation industry, it may be feasible to drill spaces into the
rotor body, in which sensors and actuators could be placed. Alternatively, the
active devices may be housed within large working components, such as turbine
blades, lockhubs, flywheels, etc.
Internal power supply
In the prototype, a slipring was finally used to provide power to the active com-
ponents. However, this is not an optimal solution for active rotors, as sliprings
introduce maintenance requirements and speed limitations. Also, sliprings nec-
essarily interact with the stator, thus compromising the rotor-centred design
philosophy. Thus, further work is necessary to design supply systems which can
provide the required electrical power within the rotor while having minimal im-
pact on the stator design. Possible solutions can be classified in terms of where
the electrical power is generated:
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External Here, the power is generated in the stator (electrical generator de-
sign) or outside of the rotating machine (power supply installed in the build-
ing). This type of power source can easily provide very large voltages, which
could be necessary if using piezoelectric materials for actuation. The main
drawback is that the power must be wirelessly transmitted to the rotor. Contact-
less power transmission is an ongoing field of research, with various different
technologies being investigated, such as electromagnetic induction, microwave
transmission or even light waves [1].
Internal This would constitute an ideal, completely stator-independent sys-
tem in which the electrical power is generated in the rotor. The energy would
be harvested from the rotational or vibrational energy. Again, energy harvesting
is an active field of research, but some potential devices have been presented
in literature, for instance those by Toh et al. [2] or Manla et al. [3]. A possible
drawback would be the need for the rotor to be operational before energy was
supplied to the active system.
Mixed In this case, the power could be generated in the rotor, but would
require some interaction with the stator. For example, an inverted electrical
generator could be used, in which the electrical power was produced in coils
located in the rotor. The main advantages of this technology are that it is read-
ily available and could provide substantial amounts of power. On the other
hand, at least a portion of the stator design would be dependent on the rotor.
However, even in this case the active rotor design would provide advantages
over conventional stator-mounted systems, as the power generator unit could
be located at any convenient location along the rotor length.
Sampling rates
The wireless transmission protocol selected for use in the prototype, ZigBee, is
ideal for low-power applications but has a limited data throughput rate. The use
of active rotors in an industrial setting could require higher sampling rates than
those achievable in the prototype. In general, existing wireless transmission
protocols are designed to transmit relatively small numbers of large packets of
information to many users, which is a typical usage scenario for WiFi networks,
for instance. However, achieving large sampling rates with wireless sensors
requires transmitting many small packets of information, typically to only a few
network users. Thus, new wireless communication protocols may be required
in order to achieve high sampling rates with active rotors. A possible solution
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Figure 8.1: Schematic of the use of additional angular information to distin-
guish between the first rigid vibration mode and the first flexural mode.
to be considered could be RT-WiFi, recently developed by Wei et al. [4], which
can enable sampling rates of up to 6 kHz.
8.2.2 Sensing
Z axis information
The accelerometers used in the prototype are tri-axial, being able to measure
acceleration along the shaft axis in the Z plane as well as the two perpendicular
planes U and V . Further research could be undertaken in studying how best
to utilise this additional information. One possibility is to use the gravitational
component measured in the Z axis to estimate angular position at the mea-
surement location. This additional information could be used, for instance, to
distinguish between two vibration modes which display the same displacement
at the sensor positions, as illustrated in Fig. 8.1.
Torsional vibration
Torsional vibration is a common fault in multi-stage rotating machines, and is
typically difficult to monitor. Internal accelerometers could provide a solution
to this, as tangential acceleration could be easily measured by locating a sen-
sor away from the geometric centre of the rotor. Further work would need to
be conducted in order to demonstrate the validity of this concept, to develop
methods of managing the gravitational component which would appear in the
signals, and to understand whether saturation in the radial direction due to
large centripetal acceleration may affect the measurements of tangential ac-
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Figure 8.2: Schematic showing how the ADSC starting simplex can be selected
to ensure lower vibration and faster convergence.
celeration. Some research into measurement of tangential acceleration with
MEMS accelerometers has been undertaken by Baghli et al. [5] and Feng et
al. [6], which could serve as a starting point for this work.
8.2.3 Control
Starting simplex
The Algorithmic Direct Search Control requires an initial simplex with n + 1
vertices, where n is the dimension of the problem. In the research undertaken,
this simplex was chosen arbitrarily, to represent a worst case vibration scenario.
However, it could be possible to inform the selection of the starting test points
to ensure that less vibration is encountered in the initial stages of the algorithm
execution and also to minimise the number of test points that are evaluated.
An example can be given by considering the simple case of a rotor with its
unbalance concentrated at the midspan, where a single sensor and actuator are
also located. This is illustrated in Fig. 8.2, which shows the rotor in the rotating
frame of reference. If the rotor is operating below its first critical speed, the
high point of the rotor will display a phase ρ which will lag the rotor unbalance
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phase φ by an angle δ < pi
2
. Thus, it can be deduced that the optimum counter-
unbalance position will lie at a phase ρ − pi + δ. Although the phase lag will
generally be unknown, the phase of the high point can be measured by the
accelerometers, as demonstrated in Chapter 5. Thus, a first test point which
locates the resultant actuator counter-unbalance phase at ρ − pi will have a
phase error of at most δ. Subsequent test points can be placed at increasing
phases in the direction of rotation, guaranteeing an approximation towards the
optimum actuator setting.
These observations may not be applicable in more complex vibration scenar-
ios involving multiple sensors and actuators and a distributed rotor unbalance,
and hence further research is required to develop a more robust methodology
to determine suitable starting simplexes for the ADSC.
Theoretical proof of saddle point identification
The Neighbourhood and Find transformations were included in the ADSC to
prevent premature convergence at saddle points. Although the technique proved
successful under the particular test conditions, it would be of interest to expand
it for general embodiments of the Nelder-Mead Algorithm.
This could be achieved in part by demonstrating theoretically whether or not
the evaluation of the n + 1 possible Reflections of an arbitrary, non-degenerate
simplex enclosing a given stationary point can provide sufficient information
to be able to distinguish between a function minimum and a saddle point. An
assumption which may have to be considered is that the resolution of the func-
tion evaluation is sufficient to be able to distinguish adjoining test points. This
would imply that the test of whether or not a stationary point is a saddle point
would have to be performed with a simplex of minimum size.
Adaptive ADSC
The results obtained with the ADSC show that, although the method is suc-
cessful, the lack of a prior knowledge of the objective function may lead to a
large number of evaluations which do not produce substantial reduction in vi-
bration. As shown in Chapter 6, this issue is exacerbated for high-dimensional
problems, and so it would be of interest to develop methods which can allow
the algorithm to converge faster.
Gao and Han [7] have suggested using transformation coefficients which
adapt to the size of the simplex, and further work would be required to adapt
this idea to the ADSC. Alternative methods could also be developed following
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an in-depth analysis of transformation sequences for arbitrary problems. For in-
stance, this approach may identify patterns of repeating transformations which
give indication that the simplex is sufficiently close to the minimum to be ac-
ceptable, thus enabling early termination.
Hybrid knowledge controllers
The strength of the ADSC lies in its ability to achieve vibration reduction with-
out knowledge of the system. However, the information which it obtains via
function evaluations is used only once before being discarded. A powerful ap-
proach would be to use the ADSC in conjunction with other techniques which
could exploit this information in order to develop a certain amount of predic-
tive power. For instance, machine learning techniques might be used to suggest
if a particular simplex transformation may or may not yield an improved result
based on previous algorithm iterations, which could ultimately reduce the total
number of evaluated test points. In this manner the algorithm could transition
between “fully non a priori” and “semi non a priori” modes. Further research
would have to be conducted to determine viable techniques to accomplish this.
8.2.4 Applications
AMBs - Acceleration based control
Three approaches were identified as potential solutions to the problem of lev-
itating a rotor on Active Magnetic Bearings using only internally mounted ac-
celerometers as sensors. The approach discussed in Chapter 7, extracting dis-
placement information via double integration and using existing PID control
structures, did not provide a fully feasible solution.
An alternative method would be to develop new control schemes for AMBs
which did not rely on the magnetic gap information to achieve stabilisation,
instead using the accelerometer signals. The challenge of finding a stabilising
control matrix could be posed as an optimisation problem involving linear ma-
trix inequalities (LMI). Ultimately, the motion of the rotor is described by the
measured acceleration, so it could be possible to identify patterns in the sensor
signals which indicated unstable behaviour, and this information could be used
to developed appropriate constraints for the LMI problem. Once stable levi-
tation was achieved, the high-frequency current injection technique developed
for steady state position error minimisation could be applied to ensure the rotor
was located at the magnetic centre of the bearings. Further work would need
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to be conducted to determine if this approach would be able to yield suitable
solutions.
AMBs - Sensor fusion schemes
The combination of various types of sensors in a single system was also identi-
fied as a route to tackle stable levitation of active rotors in AMBs. A distinction
is made based on whether or not the internal accelerometers act as primary
sensors (responsible for maintaining stability) or secondary sensors (improve
performance).
Accelerometers as primary sensors In a system in which the internal ac-
celerometers act as the primary sensor, the integration-based displacement ap-
proach considered in Chapter 7 could be applied, using the information ob-
tained from a secondary sensor to reset the integral, and thus avoiding an accu-
mulation of errors. The secondary sensor need not display high performance,
and could be placed at a practical location. Thus, low cost inductive transduc-
ers or Hall effect sensors could be utilised. The practical embodiment of this
concept would require further research.
Accelerometers as secondary sensors In this scenario, the task of stabilising
the levitation of the rotor would be accomplished using an alternative type of
sensor, perhaps conventional eddy current transducers. The internal accelerom-
eter could be used to improve performance under specific operation conditions.
For instance, the accelerometers could contribute to the control system when
high-frequency excitation was present, which is when issues related to the non-
collocation of the AMBs and the eddy current sensors would be most significant.
Cole, Jime´nez and Keogh [8] have presented work in which a complimentary
filtering scheme was designed for this purpose, but further work would be re-
quired to validate the technique experimentally.
Thermal warping
Thermal warping can constitute a serious source of vibration in rotating ma-
chines. In general, rotors affected by this will display slowly increasing syn-
chronous vibration, which is associated with growing unbalance caused by ther-
mal bending of the rotor shaft. This phenomenon is typically referred to as the
Morton or Newkirk effect, the latter in the specific case where the heating of
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the shaft is caused by light rubbing between the rotor and the stator. In indus-
trial settings, once identified, the unstable growth of vibration can only usually
be addressed by shutting down the machine. Given the very specific operating
conditions required for the effect to develop and the associated uncertainty, it
is often difficult to introduce corrective measures without extensive machine
redesign or using active control systems.
The ADSC algorithm has been developed to reduce synchronous vibration,
even if stemming from an unknown source. It is therefore well equipped to
tackle changing unbalance conditions, such as those introduced by the Morton
and Newkirk effects. Hence, further research has been planned in which the
ADSC will be applied to identify, manage and reduce the synchronous excitation
produced by thermal warping of the active rotor shaft.
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The element matrices used in the finite element model are presented below, to
which end the following parameters are defined:
• ro is the outer diameter of the element
• ri is the inner diameter of the element
• I is the second moment of area I = pi
4
(r4o − r4i )
• ρ is the density of the beam material
• ml is mass per unit length ml = pi(r2o − r2i )ρ
• E is the elastic modulus
• G is the shear modulus
• ν is Poisson’s ratio
• κ is the transverse shear form factor. For a thick walled tube, Cowper [1]
defines
κ =
6(1 + ν)(1 + (ri/ro)
2)2
(7 + 6ν)(1 + (ri/ro)2)2 + (20 + 12ν)(ri/ro)2
• Φ is the transverse shear effect
Φ =
12EI
κGl2pi(r2o − r2i )
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A.1 Element stiffness matrix







0 −6l (4 + Φ)l2
6l 0 0 (4 + Φ)l2
−12 0 0 −6l 12
0 −12 6l 0 0 12
0 −6l (2− Φ)l2 0 0 6l (4 + Φ)l2
6l 0 0 (2− Φ)l2 −6l 0 0 (4 + Φ)l2

A.2 Element mass matrix
The elemental mass matrix is given by
M = M1 + ΦM2 + Φ
2M3 + N1 + ΦN2 + Φ
2N3 (A.1)
where M1, M2, M3 are associated with the translational mass, and N1, N2, N3
with the rotational inertia. Nelson and McVaugh’s model included large discs
on the rotor, and they assumed that these would be the principal contributors
to the rotational inertia of the system. As this assumption does not hold for
the considered active rotor geometries, the inertia of a thick walled cylinder
(m(3(r2o + r
2
i ) + l
2)/12) was used instead of that of a solid disc (mr2/4). The








22l 0 0 4l2
54 0 0 13l 156
0 54 −13l 0 0 156
0 13l −3l2 0 0 22l 4l2










38.5l 0 0 7l2
126 0 0 31.5l 294
0 126 −31.5l 0 0 294
0 31.5l −7l2 0 0 38.5l 7l2









17.5l 0 0 3.5l2
70 0 0 17.5l 140
0 70 −17.5l 0 0 140
0 17.5l −3.5l2 0 0 17.5l 3.5l2














3l 0 0 4l2
−36 0 0 −3l 36
0 −36 3l 0 0 36
0 −3l −l2 0 0 3l 4l2














−15l 0 0 5l2
0 0 0 15l 0
0 0 −15l 0 0 0
0 15l −5l2 0 0 −15l 5l2














0 0 0 10l2
0 0 0 0 0
0 0 0 0 0 0
0 0 5l2 0 0 0 10l2
0 0 0 5l2 0 0 0 10l2

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A.3 Element gyroscopic matrix
The elemental gyroscopic matrix is given by
G = G1 + ΦG2 + Φ
2G3 (A.2)












0 −3l 4l2 0
0 36 −3l 0 0
−36 0 0 −3l 36 0
−3l 0 0 l2 3l 0 0













0 15l 5l2 0
0 0 15l 0 0
0 0 0 15l 0 0
15l 0 0 5l2 −15l 0 0













0 0 10l2 0
0 0 0 0 0
0 0 0 0 0 0
0 0 0 −5l2 0 0 0
0 0 5l2 0 0 0 10l2 0

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Appendix B
Stationary points of the objective
function
The stationary points of the objective function will coincide with those of P 2/Q2:
P 2
Q2
= (Υr cosφ+ Υ(cosα + cos β))





2 φ+ Υ2(cosα + cos β)2 + 2ΥrΥ cosφ(cosα + cos β)+
Υ2r sin
2 φ+ Υ2(sinα + sin β)2 + 2ΥrΥ sinφ(sinα + sin β) (B.2)
P 2
Q2
= Υ2r + 2Υ
2(1 + cos (α− β)) + 2ΥrΥ (cos (φ− α) + cos (φ− β)) (B.3)







Taking the derivatives of Eq. (B.3) with respect to α and β yields
∂P 2/Q2
∂α
= −2Υ2 sin (α− β) + 2ΥrΥ sin (φ− α) (B.5)
∂P 2/Q2
∂β
= 2Υ2 sin (α− β) + 2ΥrΥ sin (φ− β) (B.6)
Equating these expressions to zero and rearranging produces
sin (α− β) = Υr
Υ
sin (φ− α) (B.7)
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sin (α− β) = −Υr
Υ
sin (φ− β) (B.8)
and so
sin (φ− α) + sin (φ− β) = 0 (B.9)
Four solutions can be found for the cases where the sine terms are both 0, with
angles 0 or pi. These correspond to the maximum function value and three
saddle points, as detailed in Table 6.1. The function minima will be given in
the case where neither sine term is 0. Letting φ− β = (φ− α) + (α− β)
sin (φ− α) + sin ((φ− α) + (α− β)) = 0 (B.10)
sin (φ− α) + sin (φ− α) cos (α− β) + cos (φ− α) sin (α− β) = 0 (B.11)
Substituting the last term with Eq. (B.7) gives
sin (φ− α) + sin (φ− α) cos (α− β) + cos (φ− α)Υr
Υ
sin (φ− α) = 0, (B.12)
and eliminating the sin (φ− α) terms
1 + cos (α− β) + Υr
Υ
cos (φ− α) = 0 (B.13)
Knowing, from Eq. (B.7), that


















































cos (φ− α) (B.17)
−Υr
Υ
sin2 (φ− α) = Υr
Υ
cos2 (φ− α) + 2 cos (φ− α) (B.18)
2 cos (φ− α) = −Υr
Υ
(B.19)







Substituting Eq. (B.20) into (B.13) gives













Combining Eqs. (B.20) and (B.22) yields the minimising values of α and β:






β = φ± arccos
(
Υr
−2Υ
)
± arccos
(
Υ2r
2Υ2
− 1
)
(B.24)
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