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ABSTRACT 
This thesis is primarily concerned with developing new parameter based blind decon-
volution algorithms and studying their applications. The blind deconvolution problem for 
minimum phase (MP) systems is well understood, and in this case the well known predic-
tive schemes can be employed. When systems are nonminimum phase (NMP), however, 
the predictive deconvolution methods can only generate the spectrally equivalent MP solu-
tion. This is because the predictive schemes are based only on autocorrelations, which are 
completely blind to the phase properties of systems. In order to solve the blind deconvolu-
tion problem of NMP systems, higher order cumulant (HOC) analysis is adopted in this 
thesis. The reason for this is that HOC carry the phase information of systems only to a 
linear phase shift. the parametric approach is adopted due to its advantages in terms of 
variance and resolution over nonparametric methods. Both MA and AR based models are 
studied in this work. 
A new robust blind deconvolution algorithm for MP systems: variance approximation 
and series decoupling (VASD), is presented first. It is shown that this algorithm possesses 
some advantages over the existing ones with the same purpose. 
Then, based on a MA system model, we proposed a HOC-based two-step relay algo-
rithm, in which the close-form formula for MA parameters are combined with an optimal 
fitting scheme, and the thorny problem of multimodality is overcome to a very great 
degree. Thus, the optimal identification of the MA parameters of NMP systems can be 
obtained. 
In the study of the AR based model, six new families of HOC based linear equations 
with respect to the AR parameters are derived. Since the inverse filter coefficients are sim-
ply the solution of a set of linear equations, their uniqueness can normally be guaranteed. 
In comparison with the existing AR based methods, only diagonal slices of cumulants are 
used in our algorithms, in which simplicity and elegance are fully embodied. It has been 
shown that our algorithm can offer more accurate results than the existing ones. 
Finally, the algorithms obtained above are made adaptive through the novel use of the 
successive over-relaxation (SOR) scheme, and a fast convergence rate is realised. As a 
result, the derived adaptive algorithms are capable of dealing with both linear time invari-
ant (Lii) and linear time variant (LTV) systems. Equalisation of multilevel pulse ampli-
tude modulation (PAM) series, which have been transmitted through NMP channels, is 
simulated, and the results are presented. 
The research recorded in this thesis is of interest to both the data communications 
(NMP channel equalisation) and seismic data processing (NMP wavelet removal) commun-
ity. 
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Chapter 1: 
INTRODUCTION 
The key to our understanding of natural phenomena is data acquisition (measure-
ment) and analysis by some combination of appropriate techniques. However, it is not 
always possible to obtain data of the necessary accuracy directly by measurement in the 
majority of cases. What is acquired are only images of the true process. Moreover, the data 
is always blurred by measurement noise of some form, a typical example of this being 
seismic exploration. In this situation what is obtained is not the true reflectivity series of the 
earth but the convolution series, corrupted by noise, of the true reflectivity and wavelet. 
Similarly, received data in communication systems is often contaminated because of the 
presence of noise and the effect of non-ideal channel characteristics. Thus, restoring the 
original data from measurement data plays an extremely important role in many applica-
tions. This is the role of blind deconvolution, which will be described in this thesis. 
1.1 Blind Deconvolution 
The term, blind deconvolution, first appeared in T. G. Stockham et al's paper: 
Blind Deconvolution through Digital Signal Processing" in 1975 [1]. In this paper, results 
were presented of improving the voice quality of recordings produced before the mid-1920's 
by the homomorphic method first described by A. V. Oppenheim in [2]. However, the 
practice of the technique proceeded the adoption of the term 'blind deconvolution". From 
1950's onwards, geologists started using blind deconvolution methods in seismic explora-
tion. Over the next two decades, several deconvolution algorithms were routinely used in 
commercial geological data processing packages [3]-[10]. These algorithms manifested their 
great power and efficacy in the discoveries in the North Sea, Alaska, Africa, the Far East, 
the Persian Gulf, and many continental shelf regions of the world [11]. 
Mathematically, the formulation of blind deconvolution can be generally described as 
follows. With reference to Fig(1 .1), let the input signal of a system be x (k), and the out-
put signal y (k). If we assume that, 
y(k)S[x(k)]+n(k)  
is satisfied, where S[] is the system operator, and n (k) the measurement noise associated 
with the observation y(k), then the problem of determining both S[] and x(k) from only 
y (k) and some assumed information regarding S[] and x (k) is referred to as blind decon-
volution. As to S[] (or the system), it may be linear or nonlinear, and time-invariant or 
time-variant. But in this thesis, it will always be assumed to be linear time-invariant (LTI), 
unless explicitly indicated otherwise. Consequently, according to linear system theory, 
Eq(1.1.1) can be reduced to 
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y(k)x(k)*h(k)+n(k) , 	 (1.1.2) 
where the symbol * denotes the convolution operation, and {h (k)I k =0, 1, ...} represents 
the (unit) impulse response of the system, as in Fig(1.2). 
In fact, deconvolution involves two steps: system identification and signal restoration. 
System identification, which involves the estimation of the system model parameters, is the 
first step, and generally the more difficult one, since the identification is required to be 
correct both in amplitude and in phase. Restoration is the process by which the inverse 
filter is formed from the corresponding system model parameters obtained in the identifica-
tion process and then the estimated input signal determined. However, the interface 
between these two steps may not be very explicit, since it depends on the adopted system 
model. Therefore, we can say that, deconvolution is the identification of system impulse 
response and the restoration of the input signal both in amplitude and in phase. 
From Eq(1.1.2), it is clear that to determine h(k) and x(k) only from y(k) is 
mathematically intractable. Consequently, blind deconvolution cannot be realised under the 
absolute condition that only y (k) is known. Thus some assumptions regarding h (k) and 
x (k) are required to solve the problem of blind deconvolution. The most conventional 
assumption for x (k) is that it is an independently and identically distributed (lID) stochas-
tic signal (or series). This implies that x (k) is stationary and ergodic. In this thesis, unless 
being pointed out specifically, the following conditions will be assumed to hold: (a) the sys-
tem input x (k) is zero-mean and lID; and (b) the diagonal slices of the i th order cumulants 
of x(k) are limitedly large, where i=2, 3, 4, and 6 [15]. 
As to h (k) (i. e., the system), it has often been assumed to be minimum phase (MP). 
This assumption comprises the prime basis of prediction based deconvolution algorithms, 
which form an important class of deconvolution techniques [3]-[9]. In fact, predictive 
deconvolution has been a routine scheme in some fields such as seismic geoexploration [4]-
[7][10]. When the considered system is non-minimum phase (NMP), however, predictive 
deconvolution must fail, since predictive schemes are based only on the autocorrelation 
functions of system output. The autocorrelation functions of a signal are totally insensitive 
(or blind) to the phase properties of the signal itself. Unfortunately, many (artificial or 
natural) systems are exactly NMP. The practical examples for NMP case include Vibroseis 
wavelets in geoexploration [9][10] and telephone and fading radio channels in telecommuni-
cations [19][20][36]. Thus, the MP assumption becomes a major obstacle, and must be 
relaxed or removed (for definitions of MP and NMP systems, see Section 2.2 of this thesis). 
Over the past decade, higher order cumulants, (HOC, or equivalently, higher order 
spectra (HOS), which are Fourier transform of HOC), based techniques have been found 
to be a powerful tool when applied to the problem of blind deconvolution of NMP systems 
[12]-[15]. The HOC of a signal carry the phase information of the signal up to a linear 
phase shift, consequently, HOC based techniques can be applied to NMP systems. 
In fact, HOC (or HOS) analysis technology is emerging as a very important technique 
in the field of signal processing. The potential of HOC analysis has been found to be use-
ful in many other domains in addition to system identification and deconvolution [28][33]. 
However, this thesis in the main concentrates on the application of HOC analysis to blind 
'identification and deconvolution of NMP systems. 






Fig(l.l) A general system model. 
y (k) 
{h (k) Jk=O,l, . . . } I 	4+ 
y (k) 1  y (k) 
Fig(1.2) A linear system model. 
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1.2 Applications of Blind Deconvolution 
If Eq(1.1.2) is studied, it is clear that this model representation is applicable in many 
fields. In fact, blind deconvolution has in recent decades found an extremely wide range of 
applications. These include: speech processing [1][16][17], seismic signal processing [3]-
[11], adaptive equalisation of communication channels [181-[211, echo cancellation 
(dereverberation), image restoration [22][23], and time domain automatic measurement 
[24]. Due to space limitations, only four specific examples will be briefly discussed as fol-
lows. 
1.2.1 Geoexploration 
Fig(1.3) illustrates a typical geoexploration data acquisition configuration, consisting 
of a seismic source and a waveform receiver [5]. The most efficient and simplest seismic 
sources include dynamite and other high explosives. The waveform receiver normally 
comprises a geophone array. By using this set of equipment, the reflection data from the 
earth, termed a seismogram, can be acquired and recorded on magnetic tape for further 
processing. 
In Fig(1 .3), let y (k) be the seismogram, V (k) the wavelet and p.(k) the true reflec-
tivity of the earth, then following equation holds: 
y(k) = V(k)*p(k) + n(k) , 	 (1.2.1) 
i. e., the received signal y (k) is always the convolution of wavelet V (k) with reflectivity 
p(k) (plus noise). Consequently, it is necessary to deconvolve y (k) in order to obtain the 
true reflectivity ji.(k). Obviously, this is a typical blind deconvolution problem. 
Comparing Eq(1.2.1) and Eq(1.1.2), we are led to the following important system 
interpretation for the seismic reflection model [11]: y (k) can be thought of as the output of 
a system whose unit impulse response h(k)=V(k)  and whose input signal x (k )= p.(k). 
Although this interpretation is counterintuitive from a physical point of view, it is more 
useful and convenient for general description from a mathematical point of view [111. As a 
result, in this thesis, we will directly use Eq(1.1.2), and indiscriminately employ terms "sys-
tem" and 'wavelet". 
The deconvolution of a seismogram can greatly improve the resolution of the seismic 
traces, and greatly aid interpretation of the stratum structure of the earth. 
1.2.2 Equalisation of channels 
Fig(1 .4) illustrates a typical communication process, where y (k) represents the 
received signal, and x (k) the transmitted signal. There are many types of interference dur-
ing the transmission of the data which can seriously distort the received signal y (k), in 
comparison with the true signal x (k). These interferences result in inter-symbol interfer-
ence (ISI) [25][26], and consequently, it is necessary to remove the distortion from y (k). 
Theoretically, the above scenario can be described by a linear channel model, and 
then, Eq(1.1.2) holds. Thus, blind deconvolution, which is termed blind equalisation in 
communications, can greatly reduce the distortion caused by the channel and the additive 
noise. 
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Fig(1.3) A geoexploration data acquisition 
configuration [5). 
Fig(1.4) A practical channel. 
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The main advantage of blind equalisation over other equalisation techniques is that it 
is possible to realise blind starting and remove the training stage which is essential in other 
approaches [21]. 
1.2.3 Biomedical signal processing 
Many cases in this field may also be modelled as a blind deconvolution problem. 
Here, only the analysis of surface electromyogram (sEMG) is taken as an example [27]. 
A set of a moto-neuron and muscles governed by the neuron is referred to the neuro-
muscular unit (NMU). Action potentials propagating along muscle fibers cause changes in 
potential at the skin surface. The temporal superposition of such potential changes is 
termed s-EMG in biomedical engineering. In fact, what is of most interest is the NMU 
activity signal rather than s-EMG. But it is only possible to measure the s-EMG in prac-
tice. Fortunately, sEMG is the superposition of a series of NMU signals, and the following 
expression holds: 
s(t) = u*e(t—i)+n(t)  
where, s(t) is the sEMG, e(t) is the Elementary Waveform (EW): the NMU signal, and 
u1  is the coefficient of each EW. It can be seen that Eq(1.2.2) is identical in form to 
Eq(1.1.2). By means of blind deconvolution, the NMU signal can be extracted, and more 
information regarding possible muscular disorder obtained. This area is another promising 
application area for blind deconvolution. 
1.2.4 The improvement of acoustic quality 
This example involves the processing of voice signals [1]. Before the mid-1920's, the 
music records were made using the acoustic method As a result of limitations in the 
recording setup, there is always distortion from the disks recorded in that era. The advan-
tage of the techniques used then was an ability to avoid what is presently termed nonlinear 
distortion, and the major effect of the recording system reduces to be the same as that of a 
linear filter. In other words, only linear distortion remains. Therefore, the waveform v (t) 
which is available to us today by playing an old recording can be modeled as 
v(t) = s(t)*h(t)+n(t) , 	 (1.2.3) 
where, s (t) denotes the sound being recorded, h (t) the impulse response of the recording 
mechanism, and n (t) the effects of surface noise. Clearly, Eq(1 .2.3) is of the same form as 
Eq(1.1.2), and represents another typical blind deconvolution problem. 
Today, by means of homomorphic deconvolution, one of the early blind deconvolu-
tion techniques, the effect of h (t) has been successfully reduced or removed, and the voice 
quality is greatly improved. 
1.3 Project Motivation 
As discussed in the last section, blind deconvolution is being used in an increasingly 
wide range of fields. This fact itself forms the practical drive for the study of blind decon-
volution. In the present section, we will show the theoretical motivation of this project. 
Although the blind deconvolution problem, for the case of MP systems, has been well 
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understood, and the well known predictive deconvolution technique can fulfill the task, 
further research on the minimum phase assumption based techniques is still required. This 
is reflected in'the work recorded in Chapter 3 of this thesis. 
On the other hand, when systems are NMP (or mixed phase), in order to obtain the 
correct solution via blind deconvolution, both in amplitude and in phase, the higher order 
cumulants (HOC) (or HOS) of the system output must be investigated and analysed. This 
results from the fact that only the HOC can reflect the phase properties of signals (or sys-
tems). However, HOC analysis technology is still in its infancy in comparison with auto-
correlation domain. Therefore, there are still many problems to be solved both theoretically 
and practically. A glimpse of this point can be obtained by taking parameter based NMP 
system deconvolution for example. 
<1> MA model based techniques: Although several simple close-form formulae have 
been proposed [15][28]-[30], their practical results are often inaccurate, because it is much 
more difficult to estimate the higher order (>2) cumulants accurately than autocorrelation 
functions. Secondly, as a result of the nonlinearity associated with HOC, the problem of 
multimodality arises when the fitting scheme is used to determine the optimal solution [31]. 
<2> AR model based techniques: This type of methods are preferred when restora-
tion is the only objective. But the current algorithms employ both diagonal and non-
diagonal slices of the cumulants [32][14]. This results in two problems: 
The forms of the algorithms become over-complicated; and 
the algorithm accuracy may be degraded. 
As in the autocorrelation domain, parametric approaches offer the possible advantages 
of lower variance and higher resolution over nonparametric techniques. Therefore, it 
becomes vitally necessary to overcome the above problems associated with the parametric 
methods so that the advantages can be brought into full play. Undoubtedly, the improve-
ments in the theoretic algorithms will greatly benefit the practical applications of blind 
deconvolution. Based on the above points, HOC based parametric blind deconvolution was 
chosen as the focal point of this project. 
1.4 Layout and Organisation of Thesis 
This thesis deals primarily with parametric blind deconvolution algorithms and their 
applications. The basic concepts, application areas, and the motivation of this project have 
been concisely illuminated in the foregoing three sections. The following chapters mainly 
present the design of new parametric blind deconvolution algorithms and improvement of 
existing ones; and the application of these algorithms to data communications (channel 
equalisation). 
Chapter 2 presents a review of the current blind deconvolution techniques: both off-
line and on-line algorithms. The advantages and disadvantages of these algorithms are dis-
cussed. Following on from this, HOC (or HOS) analysis is introduced, a special emphasis 
being placed on the phase sensitivity of HOC. 
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Chapter 3 presents a new robust blind deconvolution algorithm for MP systems: vari-
ance approximation and series decoupling (VASD). It is shown that this algorithm 
possesses some advantages over existing predictive techniques. 
Chapter 4 begins the study of HOC based blind deconvolution. In this chapter, a 
two-step relay approach, based on a MA system model, is proposed in which the closed-
form formula for MA parameters are combined with the HOC fitting schemes, and the 
problem of multimodality is partially overcome. In the meantime, the optimal identifica-
tion of the MA model parameters of systems is realised as a result of optimal HOC fitting. 
Chapter 5 continues with HOC based algorithm development. In this chapter, how-
ever, a noncausal AR system model is adopted for the convenience of signal restoration. 
Six new families of linear equations with respect to the AR parameters are derived. In 
comparison with the existing algorithms, only the diagonal slices of cumulants are 
employed. Simplicity and elegance are fully embodied in the obtained sets of linear equa-
tions. 
Chapter 6 is devoted to the application of the algorithms obtained in above chapters 
to the equalisation of multilevel pulse amplitude modulation (PAM) signals, which have 
been transmitted through NMP channels. In order to meet the requirements of communi-
cations, an adaptive version of the algorithms is developed by the novel use of the succes-
sive over-relaxation (SOR) iteration scheme. A fast convergence rate is realised. As a 
result, these adaptive algorithms are capable of dealing with not only linear time invariant 
(Lii) but also linear time variant (LTV) channels. 
Chapter 7 summarises the research work recorded in this thesis, followed by an indi-





As pointed out in the previous chapter, blind deconvolution (or equalisation) cannot 
be realised under the absolutely blind condition that only noisy, system output y (k) is 
known. Thus, some assumptions for x (k) and It (k) (or even ii (k)) are necessary. Over 
last three decades, a great number of blind deconvolution algorithms have been proposed in 
different fields. This proliferation of algorithms is a result of two key points. Firstly, the 
assumptions which can be accepted vary from application to application. Secondly, from 
the point of view of applicability, the more relaxing the assumptions to which an algorithm 
is subject, the wider the range of applications to which the algorithm applies. In order to 
illuminate the current situation and existing problems of blind deconvolution technology, 
we will in this chapter survey various existing blind deconvolution (equalisation) algo-
rithms. 
Since the phase property of a system plays a fundamental role in derivation of most 
algorithms, the concepts of minimum phase (MP), maximum phase, and mixed phase are 
clarified in section 2.2. Predictive deconvolution used to be the dominant scheme, and is 
still an important part of many commercial seismic data processing packages. Consequently, 
all of section 2.3 is devoted to this pioneering technique. To overcome the main constraint 
with predictive deconvolution--minimum phase (MP), many other methods have been sug-
gested by the researchers in two main fields: geoexploration (seismic data processing) and 
telecommunications (channel equalisation). Seismic data oriented (off-line or block) 
methods are scanned and compared in section 2.4, and channel equalisation (on-line or 
adaptive) algorithms in section 2.5. 
Although the foregoing techniques are indeed effective for some specific cases, the 
blind deconvolution problem of NMP systems still remained far from being completely 
solved. In the 1980's, however, a powerful tool appeared: higher-order cumulant (HOC) 
analysis. The reason for this is that HOC contain system (signal) phase information. In 
section 2.6, basic theory of higher-order cumulant analysis is introduced, and in section 
2.7, the phase sensitivity of HOC is studied in detail. 
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2.2 Phase Properties of Systems 
In terms of phase properties, all linear systems fall into three categories: minimum 
phase (MP), maximum phase, and mixed phase systems. The phase properties of systems 
comprise one of the bases of the derivation and discussion in this thesis, consequently the 
definitions of the above three categories of systems are briefly demonstrated in this section 
according to various criteria: zero distribution, phase-frequency response, and energy evolu-
tion [6][34][35]. 
<1> Zero distribution: 
This is the most commonly used criterion for system phase properties, especially in 
parameter based system theory. Let us assume the transfer function (in z-domain) of a 




H(z)= '=° 	= 




where ui and v denote the zeros and poles of the system, respectively. Then we have the 
following definitions: 
If and only if all of the zeros, u., are located inside the unit circle in the z-plane, the 
system is termed a minimum phase (MP) system. 
If and only if all of the zeros, u,, are located outside the unit circle in the z-plane, the 
system is termed a maximum phase system. 
If and only if only some of the zeros, u., are located inside the unit circle, but the rest 
of them are not, the system is termed a mixed phase system. 
In addition, maximum phase and mixed phase are jointly referred to as non-minimum phase 
(NMP). 
As will be shown in the later sections, the zero distribution, i. e., the phase property, 
of a system determines the causality of its inverse system (or the invertibility of the system 
itself). This fact becomes vitally important in system identification and deconvolution. - 
<2> Phase-frequency response: 
From Eq(2.2.1), the frequency response of the system can be expressed as 
H(e'') = H(z) 	= A (o)ei () 
	
(2.2.2) 
where A (w) and —(w) represent the amplitude and phase frequency response of system 
H(z), and w is the normalised angular frequency. Then, a system which satisfies the fol-
lowing condition is called MP system: Jr has the least phase lag (w) among all causal sys-
tems with the same amplitude frequency response A (w). Otherwise, the system is NMP. 
Obviously, this description indicates the origin of such terms as minimum phase, maximum 
phase, and mixed phase. 
<3> Energy evolution: 
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Let the unit impulse response of system H (z) be {h (k )I k = 0, 1, ...). The system 
energy evolution [34] is defined as 
E(N) = 0(k) 
	
(2.2.3) 
and the system energy delay [6] as 
D (N) = total system energy—E (N) . 	 (2.2.4) 
Considering Eq(2.2.3) and 
total system energy = I h 2(k) , 	 (2.2.5) 





Then, among the systems {h (k )I j El, k = 0, 1, . . .} with the same total energy, the system 
{h (k )I k = 0, 1, . . .} which satisfies the condition below is MP: 
Dm (N) = min{D1(N)} . 	 (2.2.7) 
1(1 
Otherwise, the system is NMP. This definition bestows upon MP (or NMP) system another 
name: minimum (or nonminimum) delay system, which is mainly used in geoexploration. 
It should be noted that, the energy evolution Em (N) of system h_ (k) must be max-
imum among (hm (k)I j El) if h,,, (k) is MP. This fact indicates that the energy of a MP sys-
tem is more concentrated at the "front end" than any other systems in the whole family of 
systems with the same total energy (or autocorrelation). 
Above, we have described three criteria for system phase properties. In fact, any of 
the above three criteria can equally serve as the definition of MP (or NMP), and each of 
the remaining ones is then a necessary and sufficient condition for MP (or NMP) [6]. As a 
result, we will directly use them without explanation according to the need of discussion 
proceeding from next section. 
2.3 Predictive Deconvolution 
Predictive deconvolution, probably the earliest blind deconvolution approach, was 
invented and developed by some geophysicists in 1950's. It is based mainly on Wiener 
optimal filtering theory and Robinson "statistical" seismic model [3]-[7][37]. As mentioned 
at the beginning of this chapter, predictive deconvolution has played a particularly signifi-
cant role in seismic geoexploration. In this section, we will present the main points of this 
pioneering technique. 
First, let us study the design of a linear predictor, which has a straightforward relation 
with the design of the inverse filter (deconvolver) used in predictive deconvolution. Con-
sider signal y(k), k =0, 1, ..., which is the output of a linear system H. Let 9(k +m 1k) be 
the predictive estimate of y(k+m) obtained by using data segment {y(k), y(k —1), 
y (k —L )} and a linear predictor, i. e., 
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L 
9(k+mlk) = ply(k-1) , 	 (2.3.1) 
1=0 
where L is the length of the predictor {,,I 1=0, 1, ..., L }, and m is prediction distance. 
According to Wiener optimal filtering theory, the tap coefficients in Eq(2.3.1) can be 
determined by minimising the following cost function: 
= —[9(k+mIk)—y(k+m)]2 , 	 (2.3.2) N k0  
where N is the data record length. Application of optimisation theory to Eq(2.3.2), using 
Eq(2.3.1), immediately leads to the following equation: 
p,.,,(1—j)=L,,(j+m), j0,1,...,L, 	 (2.3.3) 
where, , is the autocorrelation function (ACF) of y (k), and can be calculated by 
(1,,(n)= -y(k)y(k—n) . 	 (2.3.4) 
It is easy to find that filter (p, I 1=0, 1, ..., L } depends only on the autocorrelation, not on 
the phase property, of y(k). Considering (t(—n)=(n), Eq(2.3.4) can be rewritten as the 
more compact matrix form: 
(2.3.5) A(L+1)x (L+1)PL+1 = BL+1  
where 
[,,(o) c1,,(1) ... (DYY  1 
(DYY 	cI,(0) ... I(L-1)I A(L+1)x(L+1) = I 	... ... 	... 	... 	I ' 
(L) 	F,, (L —1) ... 4 (0) 
] 
= [Po, Pi, •.., Pd 
and 




Let us notice that A(L+1)x(L+1)  in Eq(2.3.6a) is a symmetric Toeplitz matrix, consequently 
Eq(2.3.5) can be efficiently solved by using the well known Levinson-Durbin recursive 
algorithm [5][37]-[40]. 
Now, let the prediction distance m = 1, then Eq(2.3.3) becomes 
L 
p,,,(1—j)=(j+1), j=0,1,...,L. 	 (2.3.7) 
1=0 
Shifting the left hand side terms to the right hand side, we can also rewrite the above equa-
tion as 
L 
(j+1)—p,cI,,,(1—j)0, j0,1, 	L. 	 (2.3.8) 
1=0 
Let 
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L+1 
cZ,,(0)— p14.0) =0, 	 (2.3.9) 
by combining Eq(2.3.8) with E4(2.3.9), we can obtain the augmented form of Eq(2.3.5): 
where 
and 
= BL+2 , 	 (2.3.10) 
tt(0) 	,,(1) ... 
= F 	
c1
... 	... 	... 	... 	I 
	
'Z,,(1) 4,(0) ... c1,,,(L) I 	(2.3.11a) 
(L + 1) t,, (L) ... c1 (0) 
] 
L+2 = [1, Po, Pi •••' _PL ]T , 	 (2.3.11b) 
BL+2 = [, 0, ..., 01T . 	 (2.3.11c) 
After completing the above predictor design, let us reconsider the deconvolution prob-
lem: Assume the input signal of the system, H, is x(k), which is a zero-mean white noise 
series with variance a2, and the output signal of system is y (k). Here, H\ is. assumed to bç 
minimum phase (MP) system with impulse response h (k). Our objective is to design an 
inverse filter (Oi I j = 0, 1, ..., L +1) whose output c (k) approximates x (k) in the Wiener 
(or least square) sense, i. e., 
L+1 
c(k) = 	01 y(k—i) 	x(k) , 	 (2.3.12) 
1=0 
where the 0,'s are determined by minimising the cost function 
E2 =[c(k)_x(k)J2 . 	 (2.3.13) 
Similarly, by applying optimisation theory to the above expression , the following equation 
can be derived: 
= F , 	 (2.3.14) 
where 
0 = [ 00, 01, ..., OL+l] 	, (2.3.15a) 
and 
F = [h(0)o2, 0, ..., O]T . 	 (2..15b) 
Note that Eq(2.3.14) is identical to Eq(2.3.10) in form apart from the constant h (0)or 2,  but 
the latter is not essential since it only affects the amplitude of output signal of the inverse 
filter {0 i  =0, ,1, ..., L +1}. Thus, we can conclude that, for a zero-mean white input sig-
nal, the inverse filter of a system is completely determined by the one-step-forward predic-
tor of the output signal. In other words, as long as we obtain the prediction filter 
{p1 I i = 0, 1, ..., L }, 	we 	can 	immediately 	determine 	the 	inverse 	filter: 
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{1) 	Po' 	i, ... PL }. In fact, it is not strictly necessary to let y (k) pass through 
{1, Po l'i' .•. -PL} after {Po, Pi. ..... P}  is determined, since we can obtain the decon- 
volution result directly from the predictive filter as shown below. 
Notice that the deconvolution result 
L 
c(k) = y(k)—p, y(k-1--1) = y(k)-9(kk-1) . 	(2.3.16) 
I=0 
From this equation, it can be easily seen that the one-step ahead prediction error is exactly 
the deconvolution result! Therefore, we can construct the inverse filter as shown in 
Fig(2. 1). 
A physical explanation of predictive deconvolution is as follows: Since x (k) is white 
noise, it is completely unpredictable. But after passing through the linear system, it contains 
the predictable information of the system operator. Since we can only predict the predict-
able part of the output y (k), the error must be the unpredictable part of x (n), which is the 
system input signal (or the innovation series). 
In order to confirm the predictive deconvolution technique, the following simple 
example is presented. Assume the transfer function of a system is 
H(z) 	(1-0.5z)(1-0.1z) 	 (2.3.17) 
1+0.2z 
and the input signal x (k) is a uniformly distributed pseudo-white-noise series, as shown in 
Fig(2.2), and the noisy output signal y' (k) is synthesised from 
y(k) = —0.2y(k--1)+x(k)-0.6x(k-1)+0.05x(k-2) , 	(2.3.18a) 
and 
y'(k) = y(k)+n(k) , 	 (2.3.18b) 
where n (k) is Gaussian white noise. The deconvolved signal c (k) is then deteriiined 
according to the predictive deconvolution method described above. Fig(2.3a) illustrates the 
deconvolution result in the presence of 30 dB additive noise, and Fig(2.3b) is the - 
corresponding error waveform e (k ) = c (k ) —x (k). In the simulation, the predictor length 
L =10 and the data record length N = 1500, but only the first 150 samples are plotted in the 
figures and similarly thereafter. 	 (7  
Obviously, the above results 	 satisfactcry, and in fact, predictive 
deconvolution was the main work horse of statistical wavelet deconvolution, and is still 
currently an important routine in geoexploration data processing [41][6][53]. This tech-
nique has the advantages of high stability and ease of implementation as long as the prere-
quisite assumptions are satisfied. 
The main assumptions of predictive deconvolution are: 
The input signal is zero-mean and white, and 
the system transfer function (or wavelet) is minimum phase. 
The former has proved to be normally reasonable. The latter, unfortunately, is not reason-
able in many cases. This fact results in the failure of predictive deconvolution for NMP 
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Fig(2.2) A segment of the input signal x(k). 
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Fig(2.3b) Deconvolution error e(k). 
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systems. To obtain a clearer view about the effect of this assumption, we present another 
example below. 
The input signal is the same as in previous example. But this time the transfer func-
tion of system is 
H(z) = (1-2z)(1--0.1z) 	 (2.3.19) 
1+0.2z 
Fig(2.4a) is the deconvolution result (noise-free case). Clearly, j it is completely different 
from the input signal in Fig(2 2) The error waveform is shown in Fi9(2 4b) Thus, the 
predictive deconvolution fails in this case. 
Why can the predictive deconvolution method give correct results only in the MP 
case? Simply speaking, the reasons are: 1) Wiener's theory is based only on the second 
order cumulants (autocorrelations) of the time series, and the latter is not able to reflect, 
the phase characteristic of the series, and 2) when system is NMP, its causal inverse filter is 
unstable, but the predictive method always gives a stable MP solution which has the same 
second-order cumulants as the true input series. From the point of view of frequency 
domain, predictive deconvolution always generates the spectrally equivalent MP solution. 
The more detailed analysis about phase sensitivity will be presented in the last section of• 
this chapter. 
In order to relax the assumption of MP, i.e., to obtain the correct deconvolution solu-
tion even in NMP case, many approaches have been proposed, which will now be reviewed. 
2.4 Blind Deconvolution of Seismic Data with 
Nomninimum Phase Wavelets 
As discussed in the previous section, the predictive deconvolution model assumed MP 
systems (or wavelets) for which the corresponding causal inverses exist and consequently 
can be used to recover the system input series. Since the MP assumption may not always be 
valid, it is important to find alternative blind deconvolution (equalisation) techniques which 
will remove (or relax) the assumption. In fact, many such techniques have been published 
in the literature. In this section, some of the important seismic reflection data oriented (i.e., 
off-line or block-type) approaches are reviewed, including homomorphic deconvolution, 
maximum likelihood deconvolution, and minimum entropy deconvolution. The next section 
will be devoted to the equalisation (i.e., on-line or adaptive) methods. 
2.4.1 Homomorphic deconvolution 
Homomorphic deconvolution, a nonlinear technique, was originally proposed in 1965 
by Oppenheim as an application of generalised superposition theory [2][42][43]. Later at 
the end of 1960's, Oppenheim and Schafer applied this nonlinear approach to the design of 
an echo canceller [2][441. Also, as described in Section 1.1 of this thesis, T. G. Stockham 
successfully applied this method to the improvement of voice quality [1]. Riad and Nahman 
realised the separation of TDR signals occurring in overlapping time windows by using 
homomorphic technique [24]. In early 1970's, Ulrych and Stoffa et al introduced 
homomorphic technique into the area of seismology [45]-[47], and found this approach 
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Fig(2.4a) Deconvolved signal c(k). 
0 	20 	40 	60 	80 k  100 	120 	140 
Fig(2.4b) Deconvolution error e(k). 
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offers the considerable advantage that no prior assumption about the phase nature of 
seismic wavelet (system) need to be made, and it also does not require the random distribu-
tion assumption about the earth reflectivity series (system input). The main points of 
homomorphic deconvolution are now briefly introduced. In addition, since our current 
context is deconvolution, only the signals combined by means of convolution are considered 
here. 
The key step in homomorphic deconvolution is to find such a system D, termed the 
characteristic system here, that D and its inverse D' can form the canonical representation 
shown in Fig(2.5). In our deconvolution case, it has been shown [42] that D should be 
some transformation from a convolutional space to an additive space. Mathematically, sys-
tem D is defined by the relation [2][42][45]: 
D[ (a)xi(k)* (b)x(k)] = aD[x i(k)] + bD[x2(k)] , 	 (2.4.1) 
where (a) and (b) denote scalar multiplication, x1(k) and x2(k) are the two convolution 
signals. The system L is a linear system, and the system D —1,  the inverse of D, is also a 
homomorphic system, and performs the inverse transformation (from an additive space 
back to the output convolutional space). Let us notice that the configuration in Fig(2.5) 
has great flexibility: once D has been determined, it remains fixed for all deconvolution 
problems. 
Considering that the Fourier transform of two convolved signals is equal to the pro-
duct of their Fourier transforms and a logarithmic operation can transform multiplication to 
addition, system D may be accomplished as illustrated in Fig(2.6a), i.e., 
1(k) = JDFT[log(DFT[x(k)])] , 	 (2.4.2) 
where DFT [] represents the discrete Fourier transform, and IDFT [] the inverse. In 
Eq(2.4.2) k has time unit, and has been termed quefrency, and 1(k) has been termed the 
complex cepstrum [48][2]. Correspondingly, the inverse system D 1 in Fig(2.5) can be real-
ised by 
y(k) = JDFT[exp(DFT[j(k)])] , 	 (2.4.3) 
which can also be canonically represented as shown in Fig(2.6b). Fig(2.5) and Fig(2.6a,b) 
comprise the basis of homomorphic deconvolution. 
Consequently, if we have 
	
X3(k) = x1(k)*x 2(k) 	 (2.4.4) 
in the time domain, we will have 
= i(k)+12(k) 	 (2.4.5) 
in the quefrency domain. Under ideal conditions, 11(k) and i(k) can be separated by 
using a low-pass and a high-pass filter. The inherent assumption here is that wavelet--either 
s1(k) or x2(k )--has such a smooth spectrum that its cepstrum can be forced into small 
values of quefrency (or a narrow quefrency band) [49]. 
It is clear that, in principle, the above scheme does not depend upon any assumption 
about the system phase properties (MP or NMP) or the randomness of the input signals. It 
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System D 1. 
Fig(2.6) Canonic representation for system D and D1. 
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only requires that the complex cepstra of two signals convolving together with each other 
occupy different quefrency bands. That is, the cepstra of the two signals should be well-
separated enough so that a comb filter can be employed. In practice, the seismic data from 
certain areas do indeed satisfy the above condition. For example, Ulrych et al obtained 
very encouraging results in the application of homomorphic deconvolution to a series of 
teleseismic events recorded at Leduc, Alberta [45]. Also, Buhl and Stoffa et al successfully 
applied homomorphic deconvolution to the data which were recorded on the Argentine 
continental shelf near Bahia Blanca [47]. 
However, homomorphic deconvolution also has several limitations. In the first place, 
the logarithmic operation to complex numbers (spectrum of x (k)) involves the calculation 
of the arctangent. Due to the multivalued nature of the arctangent, a process normally 
referred to as phase unwrapping (or phase unfolding) has to be introduced. Unfortunately, 
the unique unwrapping of the phase curve has not been completely solved since all existing 
methods are complicated by a sensitivity to measurement noise in the system output (e.g., 
seismogram) [49]. But we did not consider this point in Eq(2.4.4) to aid the simplicity of 
the discussion. Secondly, in the case of badly separated cepstrum, although the employ-
ment of exponential weighting procedure may improve the condition, the choice of the 
exponential factor is based only on experience (or trial and error), and must be carefully 
handled. Third, homomorphic deconvolution is usually not robust to measurement noise, 
and again some trial-and-error based methods have to be used to reduce the effect of noise 
as much as possible. In fact, there has rarely been any report on the application of 
homomorphic deconvolution to land data in seismology [49][54]. 
As a result, while the homomorphic deconvolution still has promise, it has not solved 
the problem of identifying the system (wavelet) quantitatively and re1iab1y, on real data 
(especially the real seismic data). Many questions remain to be explored. 
In summary, although homomorphic deconvolution does not require the MP assump-
tion about the system, it does require an assumption that the system input signal separates 
well from the impulse response of the system in the quefrency domain. 
2.4.2 MaximUm likelihood deconvolution 
The principal inventors of the maximum likelihood deconvolution (MLD) are Mendel 
and his numerous students [11]. The basic concept in MLD is a time-domain state-variable 
model of the seismogram (or system output). Mathematically, this model can be described 
as follows [11][491. 
Assume the seismogram is modelled as 
k-i 
y(k) = 	x(i)h(k—i)+n(k) , 	 (2.4.6) 
i=1 
which is equivalent to Eq(1.1.2) except that h (0) =O and i = 1,2, ..., N here. For the 
wavelet h (k), an ARMA model 
H(z) = 
b 1z+b2z 2+ . . +b,,z 
1+a 1z+ . . +a,,z 
(2.4.7) 
is assumed, where a=[a 1 , a2, ..., a. ]1  and b=[b 1 , b2, ..., bjT are the parameters of the 
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wavelet. Then the state-variable expression for y(k) can be derived: 
	
u(k+1) = Au(k)+gx(k) , 	 (2.4.8a) 
y(k) = fTU(k)+fl(k) , 	 (2.4.8b) 




A = 	 Il_I 	, 	 (2.4.9a) 
0 
—a aR _1 —a1  
g = [0, 0, ..., lIT , 	 (2.4.9b) 
and 
f= 	...,b1]T . 	 (2.4.9c) 
In Eq(2.4.9a), I_ represents the (n —1)x(n —1) unit matrix. 
In the actual procedure, the MLD requires the following assumptions. 
Measurement noise n (k) is Gaussian and white, and 
E[n 2(k)] = cr . 	 (2.4.10) 
The system input sequence x (k) (reflectivity) satisfies a Bernoulli-Gaussian (BG) distri-
bution, and can be expressed in the product form: 
x(k) = r(k)q(k) . 	 (2.4.11) 
In this model, q (k) is a Bernoulli sequence with parameter X [50]: 
(x 	q(k)1 
Pr[q(k)] 
= ti—x q(k)=0 , 
	 (2.4.12) 
and r (k) is a zero mean Gaussian white noise sequence with variance cry. q (k) and r (k) 
are statistically independent. Under this assumption, it can be easily proved that x (k) is 
also a white sequence, and 
E[x2(k)] = )tu r2 • 	 (2.4.13) 
According to Mendel [11], the physical interpretation of the product model in 
Eq(2.4.11) is that all of the reflection amplitude information is contained in the 'ampli-
tude" sequence r (k) and all of the reflection location information is contained in the 
"event" sequence q (k). As a result, we can estimate the reflection amplitudes and locations 
separately. 
Let us assume P (k) and 4(k) denote the maximum likelihood estimates for r (k) and 
q (k), respectively, then the invariance property of maximum likelihood estimation allows us 
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to compute the maximum likelihood estimates of x (k), i.e. 1(k), as 
1(k) = P(k)*4(k) . 	 (2.4.14) 
Now, in order to determine 1(k) in the above equation, we must find the maximum likeli-
hood estimates of the following unknowns: 
The wavelet ARMA parameters b. 's and a, 's, and the statistical parameters a, cr,, and 
X. These deterministic quantities can be expressed as a parameter vector 0: 
0 = [a 1, 	, a, b1, 	. , b,,, 	2' (72, X]T . 	 (2.4.15) 
The sequence r (k) and q (k). They can also be written as the corresponding vector 
forms: 
r = [r(1), r(2), ..., r(N)]T 	 (2.4.16) 
and 
q = [q(1), q(2), ..., q(N)]T , 	 (2.4.17) 
respectively. In addition, we denote 
y = [y(1), y(2), ..., y(N)]T . 	 (2.4.18) 
To obtain the maximum likelihood estimates of q and 0, namely 4 and ê, Kormylo and 
Mendel [51][11] proposed the following likelihood function: 
L{, q, 0y} p(, ylq, 0)Pr(qJO) = 
(2r)' (cr 2.) '2exp( —yT  fSq ly/2)Pr (q 10) (2.4.19) 
By maximising Eq(2.4.19), 4 and Ô can be determined. As to , it can be computed from 
= â,Q4Vfly , 	 (2.4.20) 
where Qq, V0 and fl,q  are matrices related to q(k), h(k), a,, and o [11]. 
When the MLD is applied to real data, the reflectivity is further assumed to consist of 
a small number of large spikes superimposed on a background of smaller spikes (termed as 
backscatter noise) [11][52][49]. The large spikes sequence has been modelled as the product 
form as described above. For the more detailed discussion about MLD, see [11] or [52]. 
It can be concluded that MLD in essence possesses the following advantages: (i) it is 
based on a nonGaussian reflectivity model (BG model); (ii) it uses a parsimonious wavelet 
model, but does not require the MP assumption; (iii) it is a high-resolution technique not 
only for the broad band data but also for narrow band data; (iv) it employs nonlinear sig-
nal processing procedure which is necessary because of (i). 
The main disadvantage of MLD is in the level of computational complexity. 
Finally, it should be pointed out that, since MLD requires a very strict assumption, 
namely BG distribution, for reflectivity, and requires considerable computation, it has not 
developed as rapidly as originally expected over the last ten years. Another factor which 
results in the current situation of MLD is probably the appearance of higher order cumu-
lant (HOC) based deconvolution techniques which offer far more advantages than MLD. 
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HOC based deconvolution is the primary topic of this thesis. 
2.4.3 Minimum entropy deconvolution 
As discussed above, predictive deconvolution requires the assumptions of a MP 
wavelet and 11D series. The success of homomorphic deconvolution depends upon whether 
the wavelet cepstrum is separable from that of the reflectivity series. In addition, 
homomorphic deconvolution is rather sensitive to the presence of additive noise. The max-
imum likelihood deconvolution requires a Bernoulli-Gaussian distribution for the reflec-
tivity series. Since all these requirements can be far too restrictive in many instances, a 
radically different alternative called minimum entroy deconvolution (MED) was presented 
by Wiggins in 1977 [55][56]. The reason why this scheme is so named is that it seeks to 
minimise the entropy or randomness of the data. In practical terms, minimising of entropy 
of the data is equivalent to characterising the reflectivity by only a relatively few large 
spikes, i.e., equivalent to simplifying the data structure, since minimum entropy is an 
expression of simplicity or certainty [57][491. As a result, Wiggins adopted a mathematical 
measure of simplicity (or parsimony) as the norm (cost function) instead of directly using 
the entropy itself. Wiggins' MED technique can be briefly described as follows [55]-
[57][49]. The case of multitrace is considered here. 
Let us denote the seismogram asy(i, j), i=1, 2, 	. , M, j=O, 1, . , N, where 
M is the number of traces and N the number of data samples per trace. If the correspond- 






is the output of the inverse filter. Considering the simple structure that c (i, j) is desired to 
have, the following Vanmax norm (cost function) can be employed: 
U 




V1 =j=0 	 . 	 (2.4.23) 
[c2(i,j)]2  
j=0 
Notice that, if c (i, J) were a single unit spike (impulse) for every i, V, 's would be unity. 
As the number of spikes increases, the V 's decrease. So does V. Naturally, to exploit the 
simplicity of c (i, j), it is only necessary to maximise V with respect to O,'s. According to 
the least-square optimisation principle, we must have 
aOk 
	 k=—L, 	 (2.4.24) 
which leads to 
L U N 	 U N 
	
O,V1u(1 y(i, j—l)y(i,j--k) = 	ui2 c3(i, j)y(i, f—k) , (2.4.25) 
1=-I. 1=1 	j=0 	 1=1 1=0 
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N 
where u, = 0(i, j). Eq(2.4.25) can also be written in matrix form: 
j=O 
RO = g , 	 (2.4.26) 
where the meanings of R, 0, and g are obvious. It can be seen that Eq(2.4.25) or 
Eq(2.4.26) is highly nonlinear with respect to 0,'s. Fortunately, R is a Toeplitz matrix. This 
fact suggests that an iterative solution of Eq(2.4.26) is very convenient. Consequently, the 
following algorithmic steps can be employed: i) assume an initial estimate for 0, and com-
pute R and g; ii) solve Eq(2.4.26) for 0 using the well known Levinson recursive scheme; 
iii) recompute R and g, return to step ii), and proceeding in this manner until convergence 
has been achieved. 
Clearly, the strength of MED is that it does not require the assumption that the 
wavelet be MP, nor the lID feature for the reflectivity series, and it only assumes that the 
reflectivity consists of a relatively few large spikes (events). In practice, there are some geo-
physical environments which fit the above assumptions [49]. 
Like other techniques discussed so far, however, MED also has drawbacks 
[49][57][58]: 1) ambiguity of output signal polarity; 2) non-uniqueness of the solutions; 3) 
sensitivity to burst noise; 4) insensitivity to smaller spikes; and 5) heavy computational bur-
den. In order to overcome or reduce the effects of these problems, various approaches have 
been adopted by researchers. 
To improve MED's sensitivity to smaller spikes (events) and make it more generally 
applicable, Claerbout in 1977 proposed a modified version of Wiggins' MED: parsimonious 
deconvolution [59][58]. In his work, Claerbout developed an analytical relation between the 
adopted norm (simplicity criterion) and Shannon's entropy. Two years later, Ooe and 
Ulrych incorporated an exponential transformation into Wiggins' MED [57], and consider-
ably enhanced the noise suppression characteristics of MED and improved the identification 
of smaller events (spikes) in the reflectivity series. In 1984, Cabrelli [60] geometrically 
analysed the Varimax norm adopted by Wiggins, and suggested a new simplicity criterion 
termed D norm. Based on this new norm, a noniterative algorithm was derived. It was 
shown that the algorithm produced output of greater simplicity than those generated by the 
"traditional" Wiggins' MED. Recently, Wang et al improved the efficiency of the D norm 
based scheme by introducing a fast algorithm [61]. Another big step forward in understand-
ing MED-type techniques was achieved by Gray in 1979 [58]. In his approach called vari-
able norm deconvolution, Gray linked the norm that he employed with the probability dis-
tribution of reflectivity series. 
In addition, White opened another important avenue of study of the MED technique: 
use MED only as a phase shifter (corrector) after conventional deconvolution instead of a 
complete deconvolution operator [62]. That is, MED is intended as a sequel to standard 
deconvolution, not an alternative to it. White's work made MED more practically applica-
ble. 
Other contributors to MED-type techniques include Donoho, Godfrey, Deeming, and 
Walden [58]. Due to the limited space, we will not discuss further their work in this thesis. 
It should be pointed out that, despite all the above efforts, MED-type methods still have a 
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relatively long way to go in terms of the practical applicability. 
Finally, let us notice an important fact: V1 in Eq(2.4.23) is an non-standard estimate 
of the higher-order statistical measure termed kurtosis. This is why MED is also named 
maximum kurtosis deconvolution in literature [62]. However, more important is that this 
fact suggested the adoption of higher-order statistical measures, termed higher-order cumu-
lants (HOC) in statistics. These measures offered the possibility of deconvolution of non-
minimum phase (NMP) series. This point has been reinforced by the development of 
higher-order cumulant (HOC) based deconvolution techniques, as will be discussed later in 
this thesis. 
Above, three main block-type (off-line) deconvolution techniques, which can deal 
with nonmimmum phase (NMP) wavelet, have been discussed: homomorphic deconvolu-
tion, maximum likelihood deconvolution, and minimum entropy deconvolution. A com-
mon feature among them that needs to be paid attention is that nonlinearity and higher-
order statistics are employed. 
2.5 Blind Equalisation of Nonininimum Phase Channels 
As mentioned in Section 1.2, communications is another important application area of 
deconvolution, but a different nomenclature is used for deconvolution in communications: 
equalisation. In communications systems, there are two main factors which can cause dis-
tortion of the transmitted signals (or data), i.e., intersymbol interference (ISI) and additive 
noise [25]. The former, which results from the channel departing (possibly in a time variant 
manner) from ideal characteristics, can be removed by means of adaptive equalisation. The 
latter, when very serious, can be suppressed by using matched filtering technology. In this 
thesis, however, we will only address the problem of adaptive equalisation, or more specifi-
cally, that of blind equalisation. 
Typically, an adaptive equaliser is a hybrid system, i.e., a combination of a preset 
mode and a decision-directed (DD) adaptive mode [25][63]. In the preset mode, equalisers 
need an initial training period in which a particular training data sequence (typically a 
pseudo-noise (PN) sequence) known and available in proper synchronism at the receiver, is 
transmitted. The purpose for this is to enable the system to acquire a correct initial set of 
equaliser parameters [21][25]. After the preset mode, the actual transmission can begin 
with unknown data (real information), and the equaliser enters the DD mode. The main 
procedure in DD mode can be briefly described as follows [63][64]. 
Let x (k) be the transmitted (scalar) data at time k, h (k) the impulse response of 
transmission channel, and y (k) the received data at the channel output. The objective of 
equalisation is to determine an inverse filter {O,} such that 
L 
O,y(k—l) = c(k) 	x(k) , 	 (2.5.1) 
S=-L 
NA 
01h(k-1) = 8(k) 	 (2.5.2) 
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holds, where 8(k) represents the Dirac delta function, and L -( —L ) +1 = 2L +1 is the 
inverse filter length. In addition, we will always denote the inverse filter output as c (k) in 
this section, as in Eq(2.5.1). Since we consider the NMP systems here, the inverse filter is 
noncausal. On the other hand, considering the specific feature of digital communications, 
it can be reasonablely assumed that x (k) is LID, and equally distributed over a finite set D, 
e.g., D ={±1, ±3, 	, ±(2M-1)}. In fact, this assumption corresponds exactly to the 
pulse amplitude modulation (PAM) scheme in digital communications. Then, according to 
adaptive filtering theory, in order to reconstruct x (k) only from y (k), the inverse filter {O } 
can be adaptively formed in the following manner: 
01k+1) = O ) —rec (k)y(k—l) , l= —L, 	, L, 	(2.5.3a) 
and 
ec(k) = c(k)-2(k) , 	 (2.5.3b) 
where 
2(k) = dec[c(k)] 	 (2.5.3c) 
is the decision concerning c (k), that is made by "slicing" c (k) (called multilevel decision). 
As to the slicer, it can be, for example, an ordinary nonlinear memoryless threshold device. 
In our problem, 2(k) is the nearest value to c(k) in the finite set D. The equaliser adapted 
through Eq(2.5.3a-c) is termed a decision directed (DD) equaliser. 
The above hybrid equaliser is normally able to offer satisfactory performance in prac-
tice, and can also be justified in theory [63][64]. Unfortunately, it is not practical in certain 
modem data communication systems. For example, in multipoint communication networks 
where a control station communicates with many tributary stations, it is inconceivable to 
interrupt the whole transmission (because lines are shared) so that the control modem can 
initiate a new preset mode causing all tributaries to retrain for the sake of a single particu-
lar tributary that would enter the network in the interim or that need reinitialisation sim-
plely because of drastic changes in channel characteristics [21]. In addition, in transmission 
of time-division multiplexing (TDM) signals over existing microwave or radio coaxial facili-
ties which employ a frequency-division multiplexing (FDM) system, the hybrid mode based 
equaliser is also not suitable due to the route reconnections during transmission [18]. As a 
result, blind equalisation, viz., equalisation without training startup period, is necessary to 
such systems. 
In the following part of this section, several important blind equalisation techniques 
will be reviewed. All these approaches, compared to those described in last section, are 
adaptive (on-line), due to the natural requirement of communications. 
2.5.1 Sato algorithm 
This algorithm is the first blind equalisation algorithm, and is of pioneering signifi-
cance. In the case where the known training sequence is unavailable, a natural suggestion is 
to replace the known sequence with a sequence of data symbols estimated (e.g., by mul-
tilevel decision) from the inverse filter output [641. This is equivalent to using the DD 
mode at the very beginning of transmission. Unfortunately, this scheme fails to work, as 
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Sato found [181. The theoretical analysis for the reasons of failure was later carried out by 
Macchi and Mazo et al [63][64]. In the Sato algorithm, a simple binary decision mechan-
ism (slicer) is adopted, no matter whether the transmitted data are binary or not. 
Mathematically, this can be expressed as 
= dec[x(k)] = -jsign[c(k)] , 	 (2.5.4) 
where sign[] is the sign function, and -y the scaling factor given by 
ly 
= 
E[x2(k)] 	 (2.5.5) 
E[x(k)fl 
Substitution of Eq(2.5.4) into Eq(2.5.3) leads to the following algorithm: 
010+1) = 0)—'re5 (k)y(k-1) , l= —L, 	. . ,L, 	(2.5.6a) 
where 
es(k) = c(k)—ysign[c(k)] . 	 (2.5.6b) 
Eq(2.5.6) is the so called Saw algorithm. Fig(2.7) illustrates the basic structure of the Sato 
equaliser. 
The idea behind Sato's algorithm is to presume that the multilevel signal is decom-
posed into its polarity signal and the remaining signal, and then treat the remaining signal 
as random source noise. Consequently, the correct parameter adjustment will be performed 
after eliminating the remaining signal according to the average effect in the parameter 
adjusting mechanism [18]. 
The advantages of Sato algorithm include: 1) it is very easy to implement; 2) it is very 
robust (polarity signal directed); 3) it is independent of the probability density, except for 
the scaling factor y [65]; and 4) it does, not require any assumption for the channel phase 
properties. 
On the other hand, however, Sato could not prove whether his algorithm could con-
verge in any case, and if not, under what conditions it could converge. Additionally, since 
es (k ) * 0 even after the algorithm converges, the parameter adjustment is very noisy in Sato 
algorithm, except that the transmitted data are binary (2-level PAM). The next algorithm 
will improve these aspects. 
2.5.2 Benveniste-Goursat algorithm 
Although Sato's algorithm works well practically, the related theoretical analysis 
remained to be established. In 1980, A. Benveniste, M. Goursat, and G. Ruget (BGR) 
theoretically justified and extended Sato's result. In [19], BGR studied the general blind 
deconvolution problem, and pointed out the following two points which comprise the 
theoretical basis of blind deconvolution: 
the blind deconvolution problem cannot be solved with the second-order statistics in the 
case of nonminimum phase (NMP) systems. 
the blind deconvolution problem has no solution when the system is NMP but the input sig-












Fig(2.7) Sato equaliser. 
n (k) 
Fig (2.8) Benveniste-Goursat equaliser. 
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In other words, in the case of NMP systems, only when the input is non-Gaussian, can 
blind deconvolution problem possib1y be solved, and the only alternative for the analysis 
tool is the non-second (higher or lower) order statistics. 
BGR suggested the following algorithm for blind deconvolution: 
01(1).= 
0k)_r4[c(k)].y(k_l) , I=—L, 	,L, 	(2.5.7) 
where s[j is a function whose form should be chosen according to the distribution of sys-
tem input signals in order to enable the algorithm to converge to the global solution. BGR 
investigated two classes of distributions: super-Gaussian and sub-Gaussian, and proposed 
the corresponding choice for i[j. 
The uniform distribution of PAM signals in communications can be considered to be 
close to the sub-Gaussian distribution. In this case, the simplest choice for j,[j is 
= v—ysign(v) . 	 (2.5.8) 
Substitution of Eq(2.5.8) into Eq(2.5.7) immediately gives Eq(2.5.6), i.e., the Sato algo-
rithm, thus the theoretical basis for Sato algorithm was found. 
As discussed earlier, one of Sato algorithm's foibles is that its convergence is very 
noisy. On the other hand, the conventional procedure in Eq(2.5.3) obviously enjoys the 
desirable property of ec (k) = 0 after convergence. Benveniste and Goursat thus took advan-
tage of the combination of these two schemes and suggested the following algorithm [20]: 
	
0$k+1)= Oik)_reG (k).y(k_l) , l= —L, . . ,L, 	(2.5.9a) 
where 
eG = K 1ec (k)+K 2 Iec (k)Ies (k) , 	 (2.5.9b) 
and, K 1 and K 2 are constants. The above algorithm, called the Benveniste-Goursat algo-
rithm in some literature, has the advantage that it is both robust and "quietly" convergent, 
thus it provides us an automatic switch between the blind startup period and the conven-
tional DD mode. It also possesses the advantages of the Sato algorithm. The basic struc-
ture of Benveniste-Goursat scheme is illustrated in Fig(2 .8). 
Benveniste et al's results revealed that, the non..second order statistics play a vital role 
in blind deconvolution of NMP system output signals. A similar fact was also found by 
Scargle [66]. Although Benveniste at al's techniques only employed the first-order statis-
tics, and there are still some limitations (in terms of the probability distribution of signals) 
with them, they opened the prelude for development of higher-order cumulant (statistics) 
based algorithms, which finally removed all the requirements for data distribution (except 
that the distribution be non-Gaussian) and the system phase properties. 
2.5.3 Other schemes 
In addition to the aforementioned Sato algorithm and Benveniste-Goursat algorithm, 
there are several other reported blind deconvolution techniques. But we will only briefly 
describe two of them here, due to the limited space. 
<1> Godard's algorithms: In [211, Godard introduced a different class of cost func-
tions and algorithms for blind equalisation in data receivers employing two-dimensional 
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modulation. As in the Sato and Benveniste-Goursat approaches, the cost function adopted 
by Godard is also nonconvex, but the multimodal problem is solved by using a strategy of 
"small step-size parameters", and the corresponding algorithms are extremely robust with 
respect to channel distortions. Additionally, Godard's algorithms have a similar computa-
tional complexity in comparison with the conventional gradient algorithm for minimisation 
of the mean square error, thus can be easily implemented even in the microprocessor-based 
data receivers. 
There are two drawbacks with Godard's algorithms: i) speed of convergence is nor-
mally very slow; and ii) a severe degradation with respect to the classical systems arises 
owing to decoupling the phase estimation and the removal of the ISI [20]. 
<2> Stop-and-go algorithm: In 1987, G. Picchi and G. Prati [671 re-explored the 
possibility of application of the DD scheme to blind startup since the DD scheme possesses 
the attractive advantages of simplicity and smoothness. As a consequence, they suggested a 
"stop-and-go" algorithm based on the following idea: the adaptation is stopped when the 
reliability (in a probabilistic sense) of the self-decided output error is not sufficiently high. 
In the algorithm, an easy-to-generate binary-valued flag is employed to tell the equaliser 
whether the output error on the current decision may reliablely be used in the DD algo-
rithm. Unlike Godard's algorithm, the "stop-and-go" algorithm can realise the blind joint 
equalisation and carrier recovery. In essence, however, "stop-and-go" approach still 
adopted the Sato-type error in the operation of its flags. 
The four main blind equalisation techniques have been reviewed above. As can be 
seen, all of them are feasible and even efficient in many cases, but generally they suffer 
from different limitations. An emerging solution to this situation is higher-order cumulant 
(HOC) based blind deconvolution (equalisation) technology. 
2.6 Higher-Order Cumulant Analysis 
It has been seen that, predictive deconvolution is limited by a strict assumption, i.e., 
the system (or wavelet) be minimum phase (MP), and the other techniques suffer from 
other different limitations with respect to system and signal characteristics. Fortunately, 
higher-order cumulant (HOC) analysis technology provides a powerful tool for the solution 
of the blind deconvolution problem. Since HOC based blind deconvolution (equalisation) 
techniques comprise the main part of this thesis, some theoretical preliminaries are concen-
trated and presented in this and next section. 
By. "higher order", we normally mean the integer order higher than two, viz., the 3rd 
order, the 4th order, and the like. The higher-order statistics, which we have mentioned in 
the earlier sections, actually include two classes: higher-order cumulants and higher-order 
moments, which can be mathematically defined as follows [13][68]-[70]. 
Assume a set of random variables is {x1, x2, 	, x.) with the joint characteristic 
function 
4(w1, 0)2, 	. , w) = E{exp[j(w1x1+w2x2+ . . . +w,x,,)]} 1 	 (2.6.1) 
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then their joint cumulants of order r=k1+k2+ 	+ki, are defined as 
C 	- 	r 
ô'lnct)(w1, 	, W i,) 
hi, ( J) 	k1 k2 h, 	(2.6.2) 
aWl ow2 	Owi, 
and their joint moments of the same order r can be defined as 
Mk1 	,ki, = (_j)r 	
*)i, W2, 	• , 
	(2.6.3) 
awl  O(02 
Obviously, the joint cumulants can be expressed by the corresponding joint moments. 
Let us consider a real stationary stochastic process {x (k )} (we will not distinguish in 
denotation between stochastic process and its realisations in this thesis). Then the following 
relations between cumulants and moments of x (k) can be derived 
E[x(k)x(k+71)] = M2(71) = C2(71) , 	 (2.6.4) 
E[x(k)x(k+71)x(k+12)] = M 3(T j, T2) = C3(T1, T2) 	 (2.6.5) 
E[x(k)x(k +'r1)x (k +T2)X (k +73)] = M 4(Tj, T2, TO 
= C4(71, T2, T 3 )+C 2(T1)C 2(T3 —T2)+C 2(T2)C 2(T3 --71)+C2(T3)C 2(T 2 --T i) , (2.6.6) 
etc., which are respectively corresponding to the 2nd-, 3rd-, and 4th-order statistics. 
Clearly, the 2nd-order statistics here is exactly the autocorrelations in conventional spectral 
analysis. In particular, when Ti = 0, the following important statistical measures can be 
obtained: 
Y2 = C 2(0) = E[x2(k)] 	 (2.6.7a) 
which is termed variance, 
= C3(0, 0) = E[x3(k)] 	 (2.6.7b) 
skewness, and 
= C(0, 0, 0) = E[x4(k)]-3y 	 (2.6.7c) 
kurtosis. Notice that, although the two classes of statistics, cumulants and moments, are 
identical in value in the case of the 3rd (or 2nd) order, they are no longer equal to each 
other in the case of the 4th (or still higher) order. 
Corresponding to the above two classes of statistics are two classes of spectra: cumulant 
spectra and moment spectra. These are generally termed higher-order spectra (HOS). Cumu-
lant spectra are defined as the (multi-dimensional) Fourier transform of the cumulants, and 
moment spectra as the (multi-dimensional) Fourier transform of the moments [681-[71][131. 
The former are suitable for the analysis of stochastic signals (stationary random processes), 
and the latter more suitable for the analysis of deterministic signals (transient or periodic 
processes) [71]. But in this thesis, we will deal only with the parameter based approaches 
to stochastic signal analysis, thus we will not consider further the frequency domain and 
moments, i.e. , we will only study cumulant based blind deconvolution approaches. 
The reasons why cumulants, as opposed to moments, are employed to analyse the sto-
chastic signals, can be explained as follows [13][71]. 
* x(k) is assumed to be zero mean here. 
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(1) Consider a random process 
z(k)x(k)+y(k) , 	 (2.6.8) 
where x (k) and y (k) are two independent random processes, then 
C(T) = C:(T)+C:(T) , 	 (2.6.9) 
but 
M(T) * M:(T)+M:(T) , 	 (2.6.10) 
where r= {T1, 	, 'r _}. The above two equations indicate that cumulants satisfy the 
superposition principle, but moments do not. This property of cumulants is very important 
in signal processing, as will be discussed next. 
Higher-order cumulants of Gaussian processes are theoretically identical to zero, but 
higher-order moments do not have this property. As a result, Cumulants provide a more 
explicit measure of how non-Gaussian signals are (compared with moments). 
Higher-order ergodicity requirements are met more easily with cumulants than with 
moments. - 	- 
Although higher-order cumulants (HOC) analysis (or HOS analysis) has found a wide 
range of applications, the motivation behind these applications can be simply summarised 
by the following three aspects [13][71]. 
<1> Suppress coloured additive noise: Recall Eq(2.6.8). If z(k) is the noisy version of 
x (k) as a result of the coloured noise y (k)= n (k), then the influence of n (k) may be com-
pletely suppressed in cumulant based algorithms no matter whether n (k) is coloured or not. 
For example, if 
x (k) is non-Gaussian, and n (k) is Gaussian; or 
x(k) is non-Gaussian and skewed (y*O), and n(k) is non-Gaussian but unskewed 
(y3=0), 
then n (k) theoretically has no interference to the calculation of C(T) since in these two 
cases, 
= C:(T)+C:(T) = C:(-r) . 	 (2.6.11) 
Notice that, in case 2, Eq(2.6.11) holds only if n is an odd number (viz., odd order). 
<2> Extract the phase information of nonminimum phase (NMP) signals: Unlike auto-
correlation functions, HOC retain the phase information of signals. This comprises the 
theoretical basis of cumulant based blind deconvolution techniques, and will be demon-
strated in detail in the next section. 
<3> Detect and characterise the nonlinearities of systems: This is based on the following 
fact: the 3rd-order cumulants are sensitive to quadratic phase coupling, and the 4th-order 
cumulants to cubic phase coupling. As a consequence, for harmonic signals, the existence 
of higher-order cumulants (or moments) implies the "presence" of nonlinearities. The 
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detailed discussion of this aspect is beyond the scope of this thesis. For details, see [13] and 
[71]. 
Finally, it should be pointed out that the support domain for n -th order cumulants 
(moments) does not need to be the whole (n —1) dimensional space. This is due to the sym-
metry properties that exist with cumulants. For instance, in the case of 3rd-order cumulants 
C3('r1, 'r2), the infinite wedge shaped sector (i.e., sector 1 in Fig(2.9)) bounded by lines 
r2=0 and T1=T2, where\71, 2R:01is  sufficient as the support domain. In Fig(2.9), the 3rd-
order cumulant values in any other sector (sector 2 to 6) can be determined by the ones in 
sector 1, and vice versa. Research about the number of support domains for the 4th (or 
even higher) order cumulants is still under way. 
2.7 Higher-Order Cumulants and System Phase Properties 
It has been noted that the higher-order cumulants of Gaussian processes theoretically 
vanish, i.e., the Gaussian processes are completely determined by their autocorrelation 
functions. Consequently, in the main we will consider non-Gaussian processes in this thesis. 
In fact, the requirement for non-Gaussian characteristics is realistic in many practical cases. 
For example, PAM data in communications and the earth reflectivity series in geoexplora-
tion [72][58] are non-Gaussian. 
As is well known, the autocorrelation function of a series is completely blind to its 
phase properties, i.e., autocorrelation functions do not carry any phase information. How-
ever, higher-order cumulants (HOC) of a series retain the phase information, and are very 
sensitive to the signal phase properties. As a result, HOC can be employed to extract the 
phase characteristics of a signal (or system). This comprises the main theoretical basis of 
HOC based blind deconvolution and equalisation techniques, as mentioned earlier. To 
further demonstrate the insensitivity of autocorrelations and the sensitivity of HOC to signal 
(system) phase properties, let us investigate the concrete example below. 
Consider the following three systems [13]: 
Hi(z) = (1—az 1)(1—bz 1) , 	 (2.7.1) 
H 2(z) = (z'—a)(z—b) , 	 (2.7.2) 
and 
H 3(z) = (z—a)(1—bz') , 	 (2.7.3) 
where ja l, lb 1<1. Clearly, HI(z) is minimum phase, H 2(z) is maximum phase, and H 3(z) 
is mixed phase (refer to Section 2.2). It can be shown that the above three systems possess 
the same amplitude frequency characteristics: 
A(w) = lHi(eil = lH2(eil = 1H3(e'il 
1 
= [(1-2acosw+a2)(1-2b cosw+b 2)] 2 , 	 (2.7.4) 
but different phase frequency characteristics: 
= arg[H 1(ei)] = arctg asinc  +arctg  bsinw  
1—a cosw 	1—b cosw 	
(2.7.5) 
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S"')
sinw 




= arg[H 3(ei')J = arctg 	+arctg 
bsinw 	 (2.7.7) 
a —cosw 	1—b cosw 
Assume these three systems are driven by the same non-Gaussian series w (k) with 
E[w (k )]=0, E[x (k )x (k + T1)]=y28(Ti), and E[w (k)w (k + T1)w (k + r2)]=y3&(T1, T2), as 
shown in Fig(2.10). Then the corresponding output signals can be obtained: 
y1(k) = w (k )-(a + b )w (k -1)+ abw (k -2) , 	 (2.7.8) 
Y2(k) = abw(k)-(a +b)w(k -1)+w(k -2) , 	 (2.7.9) 
and 
Y3(k) = -aw(k)+(ab+1)w(k-1)-bw(k-2) . 	 (2.7.10) 
According to Eq(2.6.5) and Eq(2.6.4) in last section, the 3rd-order cumulants and the 
autocorrelation functions of the above three signals can be determined, and the results are 
listed in Table (2.1). 
Table (2.1) Cumulants and Autocorrelations: a Comparison. 
Minimwn Phase Maximum Phase Mixed Phase 




C3(O, 0) 1-(a +b)3+a3b3  1-(a +b)3+a3b3  (1+ab)3-a3--b 
C3(l, 1) (a+b)2-(a+b)a2b2  -(a+b)+ab(a+b)2  -a(1+ab)2+(1+ab)b2  
C3(2, 2) a2b2  ab 
C3(1, 0) -(a +b)+ab(a +b)2  (a +b)2-(a +b)a2b2  a2(1+ab)-(1+ab)2b 
C3(2, 0) ab a2b2  -42b 




C2(0) 1+a2b2+(a+b)2  1+a2b2+(a+b)2  1+a2b2+(a+b)2  
C2(1) -(a+b)(1+ab) -(a+b)(1+ab) -(a+b)(1+ab) 
C2(2) ab ab ab 
Consequently, it has been confirmed that the HOC are really sensitive to signal (sys-
tem) properties but autocorrelations totally lose the phase information of signals (systems). 
In fact, the latter has been implied earlier by Eq(2.7.4) through the well known Wiener-
Kinchine theorem. 
On the other hand, it should be noticed that HOC are blind to the linear phase shift 
of signals [15][13]. Given two systems: S ={h (k )) and S '= {h '(k ) = h (k -m )), where m is 
an integer delay, it can be easily proved that the cumulant values of S output and those of 
S' output are identical. Thus, there exists a linear ambiguity with HOC. However, since 
this ambiguity only causes discrepancy in group delay of signals, it does not form any 
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Fig(2.9) Support domains for 3rd-order cumulants. 





Maximum Phase .Y2(k) 
I I A() 
Mixed Phase 	3(k) 
A(w) 	753((0) 
Fig(2.10) Three signals with different phase properties. 
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essential problem to blind deconvolution and identification. 
2.8 Summary 
The major blind deconvolution and equalisation techniques have been reviewed in this 
chapter. The advantages and drawbacks of every approach have been pointed out. Our dis-
cussions have mainly followed the line of introduction of nonlinearities or non-second order 
statistics. In addition, the general historical development of blind deconvolution (equalisa-
tion) technology has been discussed. It has also been indicated that HOC analysis has the 
potential to solve the blind deconvolution problem of NMP systems. 
The study of blind deconvolution or equalisation problem can also be considered in 
another way Bussgang techniques [65][67][73][361 But this author believcs1 that the key 
reason\why the MP phase assumption has been relaxed in the techniques presented in Section 
2.4 and 2.5 is the adoption of nonlinear mechanisms or non-second order statistics, instead 
of the employment of Bussgang type iteration. The essence of an algorithm is obviously far 
more important than its form. As a consequence, our discussions in this chapter have been 
made without reference to the Bussgang frame. 
The theoretical preliminaries of HOC based blind deconvolution techniques, i.e., the 
main principles and results of HOC analysis, have been introduced in Section 2.6 and 2.7. 
In the later chapters, we will cite the results from these two sections. But before looking 
further at HOC techniques, a novel autocorrelation based blind deconvolution algorithm is 
introduced in the next chapter. 
Chapter 3: 
A ROBUST BLIND 
DECONVOLUTION ALGORITHM: 
VARIANCE APPROXIMATION 
AND SERIES DECOUPLING 
3.1 Introduction 
In Section 2.3, the method of predictive deconvolution was introduced enabling us to 
efficiently obtain the estimates of both deterministic system impulse responses (or wavelet) 
as well as the random input series (or innovation) in the case of minimum phase (MP). 
Since the assumption of MP can be satisfied in practical models such as seismic ghost gen-
eration and water reverberation generation [51, it is necessary that MP assumption based 
techniques be further pursued. 
Notice that, in predictive deconvolution, all of the autocorrelation function values: 
iF(T), T=O, 1, ..., p, are used, p being the order of the corresponding inverse filter. Aim-
ing at this feature, this chapter proposes a novel robust blind deconvolution algorithm 
which employs cost function based on a different idea: variance approximation and series 
decoupling (VASD). It has been found that not all autocorrelation function values 
are necessary to implement this algorithm. 
Section 3.2 derives the algorithm, which is then analysed in Section 3.3. In Section 
3.4, several computer simulation examples are presented, and the performance comparison 
with the predictive approach is also illustrated. The concerned concluding remarks are 
drawn in Section 3.5. 
3.2 Algorithm Description 
It is assumed in the following derivation that the system is minimum phase (MP), and 
the system input is an independent and identically distributed (ED) random series with zero 
mean and a known variance. The additive noise is Gaussian and white. Next, we adopt a 
rather different approach than those used in the existing techniques (e. g., the predictive 
technique) to derive our algorithm. 
Fig(3.1) illustrates the configuration of the proposed system. When the switch is at 
position 1, the deconvolver operates in the on-line state, and when at position 2 and 3, it is 
in the off-line state. As is shown in Fig(3.1), the input series is denoted as x(k), the true 
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output series as y(k), the measured series y(k), the measurement noise as n(k), and the 
restored series as c(k). Let the system model be assumed to be ARMA (m, n) with transfer 
function 
1+ 	b, z 
H(z) 	 (3.2.1) 
a1 z 
1=0 
Consequently, the parameter equations 
a jyq (k —i) = x(k)+x(k—i) , 	 (3.2.2a) 
1=0 	 1=1 
and 
	
y(k)y(k)+n(k) , k0,1, 	. . , N-1, 	 (3.2.2b) 
holds, where N is the number of samples. Since it is assumed that the system is minimum-
phase, i. e., all zeros of H(z) are within the unit circle on the Z-plane (see Section 2.2), 
the corresponding inverse filter 111(z)= H) can be expanded as 
H(z) = 	01z' . 	 (3.2.3) 
Furthermore, considering that 01 tends to zero with I increasing under the MP assumption, 
Eq(3.2.3) can be truncated as 
L 
H 1(z) = 	 , 	 (3.2.4) 
1=0 
where L is a sufficiently large integer, and {01 I 1=O, 1, 	. , L) can be taken as the coef- 
ficients (or taps) of the inverse filter (MA model). Thus, c (k), the restored signal, can be 
written as 
L C(k) 
= 	01y(k-1) , k0, 1, 	,N-1 . 	 (3.2.5) 
1=0 
As a result, restoration of x (k) now reduces to determination of coefficients 01 'S. 
Since x (k) is an 11D series, its autoçorrelation function must satisfy 
4(T) = 0 , i=1,2, ...,q, 	 (3.2.6) 
where q is a positive integer. With respect to the variance the following cost function is 
chosen: 
= (s—r)2 + 	(jr) , 	 (3.2.7) 
1=1 
where, 




c(k)c(k+T) , 	 (3.2.9) 
—1• 
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and a 2  is the known variance of input series x(k). Note that, when 
€2 _O , 	 (3.2.10) 
it is necessary to have 
S2a , 	 (3.2.11) 
and 
-ø 0 , T=l, 2, ..., q , 	 (3.2.12) 
thereby c (k) becomes a white series, which is an approximated version of the input series. 
Thus, as long as the coefficients 01 's are adjusted to make €2 tend to the global minimum, 
the output series c (k) of the filter {01  I I = 0, 1, 	, L } will approximate the deconvolved 
series. Thus, deconvolution here is actually equivalent to such a process: the standard vari-
ance s of c (k) approximates the variance or of the true input series and y (k) is gradually 
decoupled. This is the reason why the algorithm is termed variance approximation and 
series decoupling (VASD). 
Under the assumption of a minimum phase system, E2  is a paraboloid with respect to 
the 01 's (1 1) when Oo is definite. But when 00 is a variable, the performance surface 
e2 
takes the shape of symmetric double peaks, because both {0, 11=0, 1, ..., L} and 
{-0 1=0, 1, ..., L} can produce the series c(k) that allow e2  to reach the minimum. In 
this chapter, to obtain the unique solution of {91}, 0>0 (or 0<0) is assumed. The only 
ambiguity that can arise from this is that the deconvolution result is possibly the negative of 
the true one. This is not important, because the aim of deconvolution is to obtain the shape 
of c (k). Thus, the deconvolution problem now reduces further to the global minimisation 
of E 2  under the constraint of 00>0 (or 0<0). The steepest descent minimisation algorithm 
can be adopted to achieve this. 
According to the steepest descent algorithm, the following recursion can be obtained: 
oj') = 	- 6•V, , 	 (3.2.13a) 
1=0,1, . . 
V1 = 	, 	 (3.2.13b) 




- 2(s 	- + 	 (3.2.13d) ao, ao, ao 
as 	21 j 1c(k)y(k1) 	 (3.2.13e) 
___- 1 N-i-i 
	
- N 	
[c (k )y (k —1 + 'r) + c (k + T)y (k —1)] , 	(3.2.130 
aO,  
1-1 	 L 
c (k) = 0J1)  y (k -j) + 	OJ' ) y (k -j) 	 (3.2.13g) 
1=0 	 1=1 
where 6 is the step-size which controls the rate-of-convergence. The initial estimate of {01  } 
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can be taken as 10(>0), 0, 	, 0). In the iteration process, 8 can be adjusted to make 
00>0. 
One of the important features of VASD relates to the selection of q. It has been 
found that, unlike predictive deconvolution, it is not necessary to make q =L. In fact, 
when q is taken as 1 or 2, the results are quite acceptable. The general principle is that, the 
larger q is, the more accurate the result, and when q =L, the same number of autocorrela-
tion function values as the predictive algorithm would be used. However, the larger q value 
will result in an increased computation cost, and this can be considered as the penalty for a 
more accurate result. 
In order to enlarge the possible range of T and to improve convergence of the algo-
rithm, the gradient term is taken to be of the following form: 
sign( 	).ln(1+j—) 	for I—I>.1 
a.V1 = 2 	 at 2 	 2 	
(3.2.14) 
2sign(—)ln(1+--I) forI—V1 80, 
where sign() is the sign function. Eq(3.2.14) is actually based on the following two ine-
qualities: 
ln(1+A)<A for A>0 , 	 (3.2.15a) 
and 
21n(1+A)~A for 0-5A<1 , 	 (3.2.15b) 
where A is a real number. Introduction of Eq(3.2.14) greatly reduces the risk of diver-
gence of the algorithm when I - a 1, and increases the rate-of-convergence, when 
Il<1. 








81(A) <0 , for A>0 
8A 
i.e., when A >0, f (A) is strictly decreasing. Since 
f(A)I A0 =0 
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f(A) <O , forA>0 , 	 (3.2.20) 
which directly leads to Eq(3.2.15a). 
By following a similar approach, Eq(3.2.15b) can be proved. 
Finally, let us notice that it is not necessary to take E2 in Eq(3.2.7) as the criterion of 
stopping iteration in practical process, and the following standard can be employed: 
L 
Iv, I < 	, (3.2.21) 
I=0 
where is a very small preset positive number. The reason for this is that Eq(3.2.21) and 
Eq(3.2.7) are consistent, and using the former can save some computation. 
3.3 Algorithm Analysis 
Following on from the above description of VASD algorithm, several comments are in 
order. 
Firstly, since for q =1 or 2 an acceptable deconvolution result is achievable, it is not 
necessary to estimate the autocorrelation function 0,,(T) at all lag points, thus both the 
effect of estimation accuracy of 0,,(T) (i> q) on the inverse filter coefficients and the com-
putational burden are significantly reduced. 
Secondly, although the measurement noise contaminates the output signal y (k) in 
terms of standard variance: 
= S1 +O , 	 (3.3.1) 
VASD enforces s 2  to tend gradually to a, which is equivalent to suppressing the noise. 
Thus, the VASD technique is robust to additive noise. 
Thirdly, modification of the steepest descent minimisation algorithm ensures VASD 
possesses a fast and safe convergence. 
Fourthly, VASD is effective for both Gaussian and non-Gaussian process, and conse-
quently it is not necessary to know (or assume) the distribution of input series as in the 
MLM [11]. 
Finally, VASD can easily be implemented in real time. We have only derived the 
block version of VASD in last section, but the adaptive version can also be obtained 
through modification of Eq(3.2.13e) and Eq(3.2.13f). In this chapter, however, we will not 
further discuss this problem. 
3.4 Simulation Results 
In order to confirm the feasibility of VASD, the following computer simulations were 
implemented. The system transfer function is assumed to be 
11(z) = 1 
+ 0.467z -1  —0.133z2 
1 —0.55z -1  —0.325z -2+  0. 1z - 
The input x (k) is a 500 point series generated by an uniformly-distributed pseudo-white- 
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noise generator, and Fig(3.2) shows its waveform (but only the first 150 points are drawn, 
similarly hereinafter). The noise-contaminated output series y (k) is synthesised by using 
the following equations: 
y(k) = x(k)+0.467x(k —1)--O.133x(k —2) 
+0.55y,,(k —1)+0.325y(k —2)-0.1y(k —3) , 	 (3.4.1a) 
and 
y(k)=y,,,,(k)+n(k) , 	 (3.4.1b) 
where n (k) is Gaussian white noise with the signal-to-noise ratio SNR= 30dB. Other 
parameters include: 8 =0.1, L =7, C =0.3X 10, and {O 0)}={3, 0, 	. , 01. The following 
results are obtained using VASD: 
The case of q =1 The deconvolved series c (k) is shown in Fig(3 .3a), and 
Fig(3 .3b) illustrates the error waveform between x (k) and c (k): e (k ) = c (k ) —x (k). This 
simulation takes only 10 iterations. 
The case of q =2  The deconvolved series c (k) is plotted in Fig(3 .4a), and the 
error waveform e (k) in Fig(3 .4b). This implementation takes 16 iterations. 
It is clear that the results and convergence rates in both above cases are satisfactory, 
and the case of q = 2 is relatively better. 
To compare VASD with the predictive deconvolution, we have applied the latter to 
the above synthesised series y(k), and the result is shown in Fig(3.5a). The corresponding 
error waveform e(k) is drawn in Fig(3.5b). 
It can be seen that the results of VASD have a similar accuracy in comparison with 
those of the predictive deconvolution, but VASD is much simpler since only (D (q L =0,1,2 
are employed. 
3.5 Conclusions 
A new blind deconvolution method, VASD, has been presented in this chapter. Com-
puter simulations indicate that this technique is effective and successful, and it has the fol-
lowing advantages over some existing approaches: 
No need to estimate the autocorrelation function of output series at all lag points; 
Fast convergence rate; 
Strong robustness to additive noise; and 
Being suitable to both Gaussian and non-Gaussian processes. 
On the other hand, like the predictive deconvolution technique, VASD depends upon 
the assumption of minimum phase (MP). From next chapter, however, we will start the 
main theme of this thesis , higher-order cumulant based blind deconvolution techniques, 
which do not require the MP assumption. 
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Fig(3.2) A segment of the input signal x(k). 
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Fig(3.3a) Deconvolved signal c(k) q1. 
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Fig(3.3b) Deconvolution error e(k): q1. 
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Fig(3.4a) Deconvolved signal c(k): q2. 
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Fig(3.4b) Deconvolution error e(k): q2. 
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Fig(3.5a) Deconvolved signal c(k) Predictive method. 
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Fig(3.5b) Deconvolution error e(k): Predictive method. 
Chapter 4: 
HIGHER-ORDER CUMULANT 
BASED BLIND DECONVOLUTION: 
MA MODEL 
4.1 Introduction 
The previous three chapters have shown that blind deconvolution is a problem of great 
significance in many practical fields including data transmission and seismic data process-
ing, but its solution varies with different assumptions for input series and system models. 
In this chapter, the MA based blind deconvolution techniques will be studied. As is well 
known, for any stable system, its transfer function can be approximated by a MA model 
with finite number of coefficients (or parameters). From the general formulation of blind 
deconvolution problem, which has been presented in Chapter 1, we can redefine blind 
deconvolution problem in the context of MA model as follows. 
Assuming that x (k) is the observed output process of a linear time-invariant system 
driven by process w (k), then the following equation holds: 
x(k) = x,.1(k)+n(k) = ±b; w(k—i)+n(k) , k=O, 1, 	,N-1, 	(4.1.1) 
where b. 's are the MA model parameters (or the truncated unit impulse response) of the 
system (e.g., the wavelet in seismic exploration), q is the order of MA model, n (k) the 
additive noise, and N the number of samples. The basic objective of deconvolution involves 
two steps: 1) determine the coefficients b., i.e., system identification (this step is termed 
channel identification in data communications, and wavelet extraction in seismic data pro-
cessing); and 2) form an inverse filter to regenerate (or recover) the driving process w (k), 
i.e., restoration. 
As noted in Section 1.1, it is impossible to determine the coefficients, b., and recover 
w (k) in Eq(4.1.1) when only x(k) can be observed. Fortunately, w (k) can be reasonably 
assumed as a zero-mean, independent, and identically distributed (1113) process in many 
practical fields. With this assumption, when the system (or wavelet) is minimum phase 
(MP), w (k) can be easily recovered by using the predictive deconvolution technique or the 
VASD method described in last chapter. When the system is nonminimum phase (NMP), 
however, the above two approaches cannot generate the correct results at all. The reason 
for this is that both predictive and VASD methods are based only on the second-order 
cumulants, i.e., autocorrelation functions, which, as shown in Section 2.7, are completely 
blind to the phase property of the system. As a matter of fact, the results of predictive or 
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VASD technique are only the spectrally equivalent counterparts of the true solutions. Since 
the phase characteristics of a process is of vital importance in such fields as data communi-
cations and seismic exploration, it is necessary to employ the phase-sensitive higher-order 
cumulants (HOC) or their Fourier transform, i.e., higher-order spectra (HOS). 
In 1960's, a group of statisticians began further research on higher-order cumulants 
[68][69][82][13]. Over the following decade, however, the development of this field was not 
as fast as expected because of the lack of a sufficiently general theory and and the difficul-
ties in computation. Not until the mid-1970's, when the rapid development of VLSI tech-
nology provided people with high speed and low price computers, was the potential of 
HOC analysis fully recognised. Since then, HOC (or HOS) analysis has been introduced 
into a wide range of fields: oceanography [74], geophysics [75], biomedicine [76], telecom-
munications [77], speech processing [78], and the diagnosis of mechanical systems [79]. - 
The definition and properties of higher-order cumulants (HOC) have been demon-
strated in Section 2.6 and 2.7. As pointed out earlier, this thesis will in the main be dedi-
cated to the application of HOC to blind deconvolution of NMP signals. 
In 1982, K. S. Lii and M. Rosenblatt successfully applied for the first time the higher 
order spectrum method to the identification and deconvolution of NMP nonGaussian 
processes (MA model) for the noise free case [12]. Lii and Rosenblatt's work has pioneer-
ing significance in the development of the HOC based blind deconvolution technology. 
Later in 1984, T. Matsuoka and T. J. Uhych obtained satisfactory results in the case of 
noisy seismic data by using HOS based algorithms [80]. These successes greatly stimulated 
the interest of signal processing community in the application of HOC (or HOS) analysis to 
blind deconvolution of NMP signals. So far, considerable progress has been achieved. 
In the beginning, conventional (Fourier type) techniques were adopted to estimate 
higher order spectra from which the phase characteristics of a signal (or system) can be 
determined. Like conventional spectral analysis techniques, however, conventional HOS 
estimation methods also suffer from similar limitations: lower resolution and higher vari-
ance. This can cause severe errors in phase extraction, thus, the corresponding deconvolu-
tion results normally become very rough. To overcome this problem, M. R. Raghuveer 
and C. L. Nikias first suggested a parametric approach of HOS estimation (AR model 
based) in 1985 [81]. Then in 1986, C. L. Nikias proposed a parametric modeling identifica-
tion method of NMP ARMA channels [77]. Compared with conventional methods, 
parametric approaches offer the possibility of lower variance and higher resolution (at the 
cost of system order selection), and remove the step of phase extraction. Consequently, 
parametric approaches have now become increasingly preferable. In this thesis, we will only 
investigate parametric techniques. 
In system identification by means of higher order-cumulants, G. B. Giannakis in 1987 
published a simple and elegant closed-form formula [28]. In 1989, G. B. Giannakis and J. 
M. Mendel derived another class of closed-form identification formula, which, however, 
used both HOC and second-order cumulants (autocorrelation functions) and thus has a 
more complicated form [15]. In the same year, Swami and Mendel [30] also proposed a 
closed-form recursive estimation method, which has a similar complexity to the above 
method of Giannakis and Mendel's. 
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Although the formula given by Giannakis [28] is very simple, its results are often not 
satisfactory because of the errors in estimation of higher-order cumulants. In this chapter, a 
two-step correction algorithm for Giannakis' formula is suggested in Section 4.2. By using 
the approximate results of Giannakis' formula as the initial estimates of the corresponding 
parameters in an iterative optimization process, both the inaccuracy of Giannakis' formula 
and the multimodality of the nonlinear optimization problem are overcome. Additionally, 
a system order determination approach is introduced. Then in Section 4.3, an inverse filter 
is formed from the obtained model parameters by using a least squares (LS) approach. The 
order of the inverse filter can also be automatically selected. A similarity criterion based 
identification scheme is demonstrated in Section 4.4. This scheme results in one less 
parameter to be identified. Simulation results are presented in each section in order to con-
firm the feasibility of the corresponding algorithms. Related discussions are presented in 
Section 4.5. Finally, some conclusions are drawn in Section 4.6. 
4.2 Parametrically Optimal Blind Identification: A Two-Step Approach 
This section first derives a two-step parametrically optimal blind identification 
approach, then presents a new system order selection algorithm. Some analysis and simula-
tions are presented in the last two sub-sections. 
4.2.1 Algorithm derivation 
As stated in Section 2.7 and 4. 1, we assume that w (k) is a zero-mean nonGaussian 
lID process. In this chapter, we will also assume w (k) is an asymmetrically distributed pro-
cess  so that its 3rd-order cumulants are non-zero. For the case of a symmetric distribution, 
a symmetric-to-asymmetric transformation (SAT) can be introduced in order to make the 
techniques in this chaptei applicable. The detailed discussion of this aspect will be demon-
strated in Chapter 6 (Section 6.1). In addition, the AR model based methods, which will 
be studied in Chapter 5 (and Chapter 6), can also be employed to deal with the symmetri-
cally distributed series. Although we will only investigate the third-order cumulants in this 
chapter, the relevant formulae can, in principle, be extended to the case of the fourth-order 
cumulants. 
According to the definition of cumulants (see Section 2.6), the expression for the n -th 
order cumulant C(mi, m2, 	, m,, _) of the system output x(k) in Eq(4.1.1) can be 
derived as follows [15][82]: 
U n-I 
C(mi, m2, 	, 	= y,, 	flb1+1 + C. (MI. m 2, • , mn _i) , (4.2.1) 
i-L ji 
where the rn 's represent the time lags (from this chapter, we will use this notation to 
denote time lag), 
L = max(O, —m 1, 	. , —mn_i) , 	 (4.2.2) 
U = min(q, q —m 1, 	, q —m. -1) , 	 (4.2.3) 
and 
= C. (MI,m2, ..., mn _i) Imj m 2  ... m_j=D . 	 (4.2.4) 
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In the above derivation, independence between n (k) and x, (k) has been assumed. In the 
3rd-order case, Eq(4.2.1) reduces to 
C(m1, m2 )=E[X(k)X(k+mi)X(k+m2)1 
man (q,q—m1,q- 2) 
=•13• 
	
	 b jbi+Mjbi+m2 , m1, m2 —q, • 	, 0, • • • ,q , 	(4.2.5) 
i,ax(O, m i, "' z) 
where the subscript for C() has been dropped, i.e., C ()= C1 () and similarly 
hereinafter. In addition, 
= E[w 3(k)] 	 (4.2.6) 
is referred as skewness. A series is skewed if yO and unskewed if yO. Normally, an 
asymmetrically distributed series is skewed and a symmetrically distributed series is 
unskewed. 
Notice that, Eq(4.2.5) comprises the basis of all MA model based deconvolution tech-
niques. As the key step of deconvolution process, system identification now reduces to the 
estimation of the coefficient vector 1={b0, .. . , b,} from Eq(4.2.5). Although several 
closed-form methods have emerged [28][15][30], as mentioned in last section, optimisation 
algorithms appear to be more attractive. The reasoning for this is as follows:, the estimation 
of cumulants from a finite-length data sequence (especially from a "short" sequence) is usu-
ally of a relatively high error; and closed-form formula are sensitive to errors in cumulant 
estimation [15]. The combination of these two points may make the closed-form methods 
produce unacceptably poor results. Additionally, the autocorrelation function is also used 
in some-closed-form methods, which can further weaken the robustness of these methods to 
the presence of additive noise. 
To obtain the optimal estimate of 9 , the nonlinear least squares cumulant fitting 






(M,,  m 2)—'y3 	 b j b j+mjb j+_2 ]2 , 	(4.2.7) 
m 1=  —q m2 - 	 a =iax (0. 
where, 1(m1 , m2) denotes the estimate of C(m1, m2 ), which, in principle, can be calcu-
lated as follows: 
1 	*11 
k —k, k=k 
x(k)x(k+m1)x(k+m2) , 	 (4.2.8) 
where k, =max(0, —m1, —m2) and k,, =min(N —1, N —m1-1, N —m2 -1). In a practical 
procedure, however, some other operations such as segmentation and averaging are usually 
needed to reduce the estimation error in J (m1, m2). For convenience, we briefly describe 
a well known segment-average scheme as follows. 
First, segment N measured samples into P records of Q samples each, i.e., 
N = P x Q. Then estimate the cumulant R (' )(m1, M2)  for the i -th record by 
ko  
R(' )(m1, m2) = !- x()(k)x(')(k+m1)x(k+m2) , 	 (4.2.9) 
Qk=k 
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where x(')(k) denotes the samples in the i -th record. In addition, i = 1, 2, ..., 
k,=max(0, —MI,  —m 2) and kmin(Q-1, Q—m 1-1, Q—m 2-1). Finally, average 
R()(m 1, m2) over all records: 
I(m1, m 2) = - 00(mi, m2) . 	 (4.2.10) 
The main purpose of the above averaging process is to reduce the estimation variance of 
l(m1, m 2). 
In practice, only the diagonal slice (where m 1=m2=m) of R,(mi, m2) is used as this 
results in much reduced computational complexity. Then, Eq(4.2.7) can be simplified as 
q 	 -an (q,q—iu) 
[R(m,m)-3 	I b.b2i 12 + J 	 (4.2.11) 
i=i,uaz(O, -iii) 
In fact, Eq(4.2.11) was also suggested in [12] and [13]. Theoretically no justification 
exists for the above simplification, but in the simulation results, it was observed that no 
obvious detrimental effect on the estimation accuracy of 5 resulted, 1. e., the empirical 
results indicate no problem. Obviously, the optimal estimate of 5 should be the global 
minimum point of Eq(4.2.11) or Eq(4.2.7). In addition, since only the output series is 
known, there is always a scale ambiguity for the waveform amplitude. For convenience of 
comparison, y3 is assumed to be known in this chapter. 
Notice that, the minimisation of e2 with respect to 5 in Eq(4.2.11) or Eq(4.2.7) is a 
multimodal optimisation problem. For this, a gradient or Newton-Raphson type of tech-
nique is easy to implement, but it may converge to one of many local minima instead of the 
global minimum since no a priori knowledge about S is available. A similar problem arises 
in [83]. An alternative approach is the searching linear programming (SLP) method 
described in [121 and [83]. In the SLP method, autocorrelation functions and spectral fac-
torisation are first used to estimate the q zeros of the spectrally equivalent minimum phase 
system, then linear programming is employed over 2q sets of zeros to search the set of zeros 
with which Eq(4.2.11) reaches the global minimum. Clearly, SLP requires the estimation 
of autocorrelation functions and can involve great amount of computation (especially when 
q is relatively large) during the spectral factorisation and searching procedure. Hence, in 
order to obtain the optimal estimate of S from only the 3rd-order cumulants, the multimo-
dal nature of the problem must be overcome. The following "two step relay algorithm" is 
proposed. 
STEP 1: Use some method to obtain a relatively rough estimate of 6, which is sufficiently 
close to the global minimum point of e2; 
STEP 2: Implement a gradient (or Newton-Raphson) optimisation algorithm, in which the 
initial estimate of S is taken to be the result of step 1. 
In fact, for step 1, it is possible to use any one of the existing closed-form formulae 
proposed in [28][15][301. As explained earlier, the results generated by these formulae may 
be very poor. But if they are used only as the initial estimates of the optimization 
processes, they are, intuitively, still much more advisable than arbitrarily chosen initial esti-
mates. Since both the Giannakis-Mendel formula suggested in [15] and the Swami-Mendel 
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formula in [30] are relatively more complicated in comparison to Giannakis formula pro-
posed in [28], the latter is naturally more preferable. Consequently, the following modified 
version of Giannakis' formula [28] is adopted here. The later simulation will justify this 
choice. 
From Eq(4.2.5), it is necessary to have 
C(q,I)'y3bobq b, , 	 (4.2.12) 
and 
	
C(q,0)y3bobq , 	 (4.2.13) 
and then, it is easy to have 
b,=b0.C't) , 	...,q, 	 (4.2.14) 
C (q, 0) 





. 	 (4.2.15) 
To derive Eq(4.2.15), we only need to consider Eq(4.2.13) and 
C(q, q)'y3bt.,b. 	 (4.2.16) 
Certainly, C () should be replaced with k () in practice. 
In step 2, the well known steepest descent method can be employed. From 




=2 [y b. b12+_ — i(m , m )1(bj+m  +2b1 b,__) , 	(4.2.17) 
m—q i=max(O,—m) 
l=0,...,q, 
where the summations include all non-zero terms. Although Eq(4.2.17) is a system of 5th-
order simultaneous equations and has many sets of solutions, local minima, including a 
trivial one: {0, 0, . . . , 0}, the global minimum of e2 can normally still be reached since 
the initial estimate is generally close enough to it. 
In summary, the above two-step relay technique can be written as the following algo-
rithmic form: 
Initialize S by using Eq(4.2.15) and Eq(4.2.14); 
Calculate V, by using Eq(4.2.17), 10, . 	, 
max( 1V 1  I)< (t is a very small preset positive real number)? 
If yes, stop. 
If no, b, —V I T -. b,, 1=0, . 	, q, and go to 2). 
Here, T is the step-size factor which controls the convergence rate. 
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4.2.2 System order selection 
In the above discussion, it was assumed that the MA model order q was known. if q 
is not known, some HOC based methods [15][85][861 must be developed to determine it, 
since the previous autocorrelation function and Gaussian distribution based criteria such as 
the Akaike Information Criterion (AIC) do not apply here. A simple MA based method is 
proposed here, and it is as follows. 
Assuming that the MA model order is I, from Eq(4.2.5), a new criterion function 
can be formed: 
J 	 J 
5(1) = >C2(J, 1) = b1('y3b0)2b,2 . 	 (4.2.18) 
1=0 	 1=0 
Considering that the cumulants are blind to the linear phase shift, we can always assume 
b0 0. Then, 
J 
('y3b0)2 b,2*0 	 (4.2.19) 
1=0 
must hold. Hence, we obtain the following theorem. 
[THEOREM] if there exists a 10'  which makes 
5(1) = 0 
	
(4.2.20) 
for any J aJ0, then the order of the MA model is 
q = J0 - 1 	• 	 (4.2.21) 
In fact, however, this theorem is only Of theoretical value. The reason for this is that 
there always exists an error in the estimation of C (m 1, m 2)  which ensures S (1) never van-
ishes even when J >q. Fortunately, we have observed an interesting phenomenon in our 
study: with variation of J (J = 1, 2, 	. 
(J) = 	2(J, 1) 	 (4.2.22) 
reaches the minimum when J = q +1. Hence, the following empirical method can be 
employed to determine q. 
STEP 1: According to experience and computing limitation, preset 1 as a positive integer 
J5 , which should be "higher" than the anticipated order q; 
STEP 2: Calculate 9(J),J=1, ...,J; 
STEP 3: Search the minimum: &(J_)=min(S(1), ..., .S(J), ..., 
STEP 4: q m —1. 
Our work shows the above method is normally reliable in the case of true MAian-
nels as long as the estimation error of cumulants is not too'. high. In fact, it is this case that 
requires the accurate order estimation, because the incorrect q value can cause such a seri-
ous error to the initial estimate in Eq(4.2.15) and Eq(4.2.14) that the identification algo-
rithm fails to converge to the global minimum point. In the case of ARMA channels, the 
- order of the equivalent MA modelproduced by the above method sometimes is not 
Our work indicated that the average relative error of cumulant estimations should approximately be less than 25%. 
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appropriate. But in this case, fortunately, the identification algorithm is not so sensitive to 
different MA order estimates, and a trial-and-error based scheme can be used. It has 
recently been brought to our attention that a similar formula was developed independently 
by Giannakis is his thesis [87]. 
4.2.3 Algorithm analysis 
For the two-step relay identification algorithm suggested above, we have the following 
comments. 
System phase: The algorithm can deal with both MP and NMP systems. 
Input signals: The input signals must be non-Gaussian. It is well known that a NMP 
system is not identifiable if it is driven by a Gaussian random signal. 
Assumptions for the additive noise n (k): As pointed out in Section 2.6, the higher 
(~!:3) order cumulants of a Gaussian process vanish. As a result, purely HOC based algo-
rithms possess a very strong robustness to the interference of n (k) if it is Gaussian. Further-
more, in our algorithm where only the 3rd-order cumulants are involved, the requirement 
for n (k) can be relaxed to be "symmetrically distributed". The reason for this is that the 
3rd-order (or any odd number order) cumulants of symmetrically distributed processes are 
zero. 
Ambiguity of linear phase shift: Since higher-order cumulants are completely blind 
to the linear phase shift of system impulse responses, the algorithm actually assumes b0 0, 
and the only effect with this is making the identification result present a linear phase left-
shift in comparison to the true system impulse response. 
Further study: The further detailed simulations will be implemented in the scenario 
of channel equalisation in Section 6.2. 
4.2.4 Simulation results 
To verify the above algorithm, three computer simulation examples are demonstrated 
in this subsection. In these simulations, w (k) is taken to be an exponentially distributed 1ff) 
series with zero mean, a2= 1, and -y3=2. n(k) is Gaussian white noise. The total number of 
samples is 9000. In order to improve the accuracy of I(m1, m2) estimation, we segment the 
system output into 30 subrecords, and then estimate I (M 1, m 2) according to the segment-
average scheme (Eq(4.2.9) and Eq(4.2.10)). Here, NP X  =30X 300. 
In addition, the signal-to-noise ratio (SNR) in this thesis is defined as 
SNR (dB) = 101og10( E[x2(k)]) . 	 (4.2.23) 
E[n 2(k)] 
In parameter updating, the Gauss-Seidel iteration technique is employed. 
EXAMPLE (4.2.a): 2nd-order MA model: 
x(k) = 1-2.3w (k —1)+0.6w (k —2)+n (k) , 	 (4.2.24) 
which is a NMP process with two zeros: z 1 2 and z2=0.3. 
In the case of 60 dB noise, the result of Giannakis' method (GM) is obtained and 
shown in Table (4.1). Then we take this result as the initial estimate of the iteration 
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optimization, and obtain the optimal (OFT) result, which is also listed in Table (4.1). 
In the case of 10 dB and 5 dB noise, the above steps are repeated, and the 
corresponding results are illustrated in Table (4.1) as well. For completeness, the result for 
5dB noise is also plotted in Fig(4.1). 
Table (4.1) Results of Example (4.2.a). 
SNR algorithm bo b1  b2  
true 6 1.00000 -2.30000 0.60000 0.00000 
60dB GM 0.94509 -2.37819 0.59213 1.31109x 101  
60dB ovr 0.95480 -2.27218 0.59973 2.99523x 10 
10dB GM 0.90601 -2.48740 0.58722 3.03432x10' 
10dB OPT 0.94877 -2.27376 0.589e7 158776x 10-2 
5dB GM 0.87310 -2.48369 0.58029 5.78282x 101  
5d13 OPT 0.94394 -2.27589 0.57932 3.53607x 10 2 
EXAMPLE (4.2.b): 4th-order MA model: 
x(k) = w(k)+2w(k -1)+3w(k-2)+5w(k-3)+w(k-4)+n(k) , (4.2.25) 
which is also a NMP process with 4 zeros: z 1,2= -0.01743± 1.59282, z 3= -1.73843, and 
Z4= -0.22670. The same simulation as in Example (4.2.a) 'is implemented in the cases of 
60 dB, 10 dB, and 5 dB noise, respectively, and the corresponding results are given in 
Table (4.2). The result for 5 dB noise is also drawn in Fig(4.2). 
Table (4.2) Results of Example (4.2.b). 
SNR algorithm b0 b1  b2  b3  b4  
true 5 1.00000 2.00000 3.00000 5.00000 1.00000 0.00000 
60dB GM 1.18893 1.98561 2.74182 3.83477 1.14676 4.17401 x 101 
60dB OPT 0.93859 2.01711 3.15318 5.04987 1.05421 422229x101 
10dB GM 1.13634 2.06415 2.80303 3.93140 1.16967 3.40373x101 
10dB OFF 0.94408 2.01659 3.16018 5.04327 1.04564 2.85831x10° 
5dB GM 1.08203 2.13654 2.85664 4.01431 1.20086 2.77191x101 
5dB OPT 0.94898 2.01485 3.16502 5.03899 1.03932 2.34056x10° 
From the above two examples, It can easily be seen that the S determined by GM is 
located far from the bottom of €2  surface (because the correspondent €2  value is very large), 
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and is of a relatively larger error. In comparison, the result of OPT is much more accurate 
and nearly at the bottom point of the e2  surface ( the corresponding e2  value is also much 
smaller than in GM). In addition, these two examples also fully demonstrate the robustness 
of our algorithm to the presence of additive noise. 
EXAMPLE (4.2.c): ARMA model: 
x.,(k)-O.5x4(k-1) = w(k)+2w(k-1) , 	 (4.2.26a) 
and 
x(k) = x,,(k)+n(k) , 	 (4.2.26b) 
which, obviously, is also a NMP process. In simulation, we set the order of the equivalent 
MA model to be 8. For simplicity, here we only give the result in the case of 5 dB noise, 
which is shown in Table (4.3) and also in Fig(4.3). 
Table (4.3) Result of Example (4.2.c). 
SNR algorithm ho h1 h2 h3  h4  
true li 1.00000 2.50000 1.25000 0.62500 0.31250 
5dB GM 0.17342 -0.26878 -0.31595 0.36988 0.82022 
5dB OPT 1.08360 2.54306 1.26516 0.62854 0.29067 
Table (4.3) (continued) Result of Example (4.2.c). 
4R algorithm h5 h6 h7  he 
true 11 0.15625 0.07812 0.03906 0.01953 0.00000 
5dB GM 1.11476 0.30661 -0.67120 -1.29485 3.06785 x103  
F5dB OPT 0.11997 0.13774 0.09978 0.04259 2.42479 xlO° 
(1 denotes system impulse response) 
This example again shows the strong robustness of our algorithm to the presence of 
additive noise. Although the result of Giannakis' method (GM) is very far from the true 
optimal solution, a very satisfactory result is still obtained by using our two-step relay 
approach. 
From the above description, it can be concluded that, the proposed algorithm, a com-
bination of nonlinear least squares fitting and a simple closed-form formulae, is very effec-
tive and accurate to the problem of blind identification of NMP systems, and it is not only 
optimal but also very robust to the additive noise. 
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Fig(4.3) Results of Example (4.2.0): 5 dB noise. 
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4.3 Signal Restoration 
The final objective of deconvolution is to restore the system input signals. After sys-
tem identification, the kernel of signal restoration is to construct an appropriate inverse 
filter. This section first exhibits an inverse filter design algorithm, then presents several 
simulations. 
4.3.1 Algorithm 
Since it is assumed that the channel can be nonminimum phase, the general form of 
the inverse filter is noncausal, i.e., the transfer function of the inverse filter should be 
_ 1 - 1 ii 	





= 0z , 	 (4.3.1) 
1 =1 1 
where r1 is the order of the noncausal part of the inverse filter, and r2 is the order of the 
causal part. The determination of 0,'s can be accomplished by the following procedures. 
(a) Selection of r 1 and r 2  
Let 
H (z ) = b0 f[(1 —z, z _i) 	, (4.3.2) 
where the meaning of z• is obvious, then 
A. _ 
1—z1 z 1=1 
(4.3.3) 
Let 
Izm i I, 	IZmiI, ..., 	z.j<1 	, (4.3.4a) 
and 
IzR l I, 	1z' ..., 	lzj>1 	, 21' (4.3.4b) 
where s + t = q. Then, for any z_., i =1, ..., s, clearly, 
A. 
= Am(ZMZ 	• (4.3.5) 
To determine r 2 , an accuracy control factor 	can be preset, which is a small positive 
number (certainly, 	<1), then ignoring the terms which satisfy 
i=11 ...,s, (4.3.6) 
and assuming that 
Izi = .max {lz_,} 	, (4.3.7) 
it is only necessary to choose 
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r2=[ln(t)/ln(Iz_1)J+1 , 	 (4.3.8) 
where [] denotes taking the integer part of a number. If there is no z.,with lZm 1<1, 
i. e., in the case of maximum phase, then r 2 can be selected as 
r2 = —1 . 	 (4.3.9) 
Similarly, considering 	i =1, ..., t, leads to 
= [ln()/ln( I 	1)1-1 , 	 (4.3.10) 
where 
1Z., = max {Iz,I} . 	 (4.3.11) 
,=1..... 
If there is no z.,with Iz, >1, i.e., in the case of minimum phase, then r1 is selected to be: 
r 1 = 0 . 	 (4.3.12) 
Therefore, the automatic selection of the inverse filter orders can be realized as long 
as the accuracy control factor C is input. 
(b) Determination of 0, 1s 
In order to determine the 0's, we can first arbitrarily take L (::-r 2 —r1+1) different 
points on the unit circle: 
= eJaj , 1=0, ...,L, 	 (4.3.13) 
where a1 is a uniformly random number over the interval [0, 2'rr]. Then, 0. 's can be 
obtained by minimising 
L '2 
= 	0,g,' - H(g1 ) 12 , 	 (4.3.14) 
1=0 
considering Eq(4.3.13), Eq(4.3.14) can be written as, 
L '2 	 '2 
= 	{[ 0.cos(ia,) - Hj(a1 )]2 + [ 	0.sin(ia1 ) + H,((X,)]2 } , (4.3.15) 
10 ir 	 i=ri 
where, 
Hj'(a,) = Real(H 1(g1 )) , 	 (4.3.16a) 
and 
H,(a,) = Imag(11'(g,)) . 	 (4.3.16b) 
Obviously, Eq(4.3.14) or Eq(4.3.15) is a unimodal Least Squares (LS) problem. Consider-
ing that 0 's are real numbers, the normal equation of the above LS problem can be written 
as 
'2 	L 	 L 
Oi Y, cos((i —n )a,) = 	[Hj4(a, )cos(n a,) - H,(a, )sin(n a 1 )] , (4.3.17) 
i=r i  1=0 	 1=0 
n=ri, .... r2. 
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The parameters 0, 's can be easily obtained by solving this set of simultaneous equations. 
Clearly, the determined 0,'s are optimal in the least square sense. The system output sig-




(k) 	>6,x(k—i) . 	 (4.3.18) 
I =i' 
4.3.2 Simulation results 
This subsection will present three simulations of the two-step identification algorithm 
combined with the above restoration procedure. The same data series as in Section 4.2 is 
used, i.e., w(k) is an exponentially distributed process with =0, o2=1,  and skewness 
= 2. The same segmentation-averaging procedure is also adopted: N = P x Q = 300 x 30. 
For convenience of comparison later, the first 150 points of w(k) is plotted in Fig(4.4). 
EXAMPLE (4.3.a): NMP MA model: 
x(k) = 1-2.3w(k-1)+0.6w(k--2)+n(k) . 	 (4.3.19) 
The identification of this model for different additive noise levels has been investigated in 
Example (4.2.a). In this example, however, SNR is assumed to be 25 dB. First, the result 
of the Giannakis method is directly input into the restoration procedure described above in 
this section, and the reconstructed series GM  (k) is displayed in Fig(4.5a) and the error 
eGM (k ) = GM (k ) —w (k) in Fig(4 .5b). The obtained inverse filter is illustrated in Fig(4 .5c). 
Then, the result of our two-step algorithm is used to form the inverse filter in the restora- 
tion procedure, and the restored series 	(k) and the error e0p1. ( k ) = o,r (k ) —w (k) are 
drawn in Fig(4 . 6a) and Fig(4 . 6b), respectively. The corresponding inverse filter is illus-
trated in Fig(4 . 6c). 
Clearly, the inverse filter resulting from our two-step algorithm is much more accu-
rate than that directly from Giannakis' formula. Consequently, as has been seen, the 
deconvolution error of our algorithm is much smaller than that of Giannakis' method. 
EXAMPLE (4.3.b): NMP ARMA model: 
x,.1(k)+0.2x,.(k-1) = 1+2w(k-1) , 	 (4.3.20a) 
and 
x(k) = x4(k)+n(k) . 	 (4.3.20b) 
The SNR is 30 dB in this simulation. Similarly, by employing only Giannakis' formula, the 
following equivalent MA model is acquired: 
x (k) = 0.54172w (k ) —0.17177w (k —1) —0.21535w (k —2) 
—0.02929w (k —3)+ 0.34758w (k —4) + 0.43210w (k —5)+ 0.04367w (k —6) 
—0.00570w (k —7) —0.43109w (k —8) . 	 (4.3.21) 
The impulse response of the above MA model is shown in Fig(4.7a). Obviously, it is very 
different from the true impulse response of the ARMA model in Eq(4.3.20a). Also, the 
zeros of the above MA model can be determined and listed as follows: 
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Z1,2 Z3,4 Z5.6 Z7 
Real 0.95902 -0.64306 -0.07951 0.83013 -0.98593 
Imag. ±0.67159 ±0.71241 ±0.87395 0.0000) 0.00000 
It can be seen that trouble arises here because the zero z8 is nearly on the unit circle! As a 
result, the inverse filter for this MA model does not exist (or, more exactly speaking, the 
inverse filter will become unacceptably long), and the restoration procedure cannot be 
implemented at all. 
Next, as in last example, our two-step algorithm is adopted, and the following 
equivalent MA model is achieved: 
x(k) = 1.06076w (k)+ 1.78021w (k -1)-0.36216w (k -2) 
+ 0.09590w (k -3)-'-0.05943w(k -4) -0.02936w (k -5)+0.09420w (k -6) 
-0.00428w (k -7)+0.01555w (k -8) . 	 (4.3.22) 
For comparison, we also demonstrate the impulse response of this model in Fig(4.7a), 
which is obviously extremely approximate to the true. On the other hand, the zeros of the 
above model are as follows: 
Z 1 2 Z3,4 Z 5,6 Z7 
Real 0.49862 -0.13015 0.02943 -1.88678 -0.58726 
Imag. ±0.25845 ±0.48975 ±0.40312 0.00000 0.00000 
The inverse filter designed from this new model (i.e., Eq(4.3.22)) is shown in Fig(4.7b). 
	
The corresponding deconvolved series 	(k) and error e0 . (k ) = 	or (k ) -w (k) are 
plotted in Fig(4.7c) and Fig(4.7d), respectively. Clearly, the result of our algorithm is very 
accurate. 
EXAMPLE (4.3.c): NMP ARMA model: 
x4(k)-0.6x 1(k -1) = w(k)-3.3w(k -1)+0.9w(k -2) 	(4.3.23a) 
x(k) = x4(k)+n(k) . 	 (4.3.23b) 
The SNR is taken to be 15 dB in this example. Following the similar steps to above, 
we can first obtain the model from only Giannakis' method: 
x(k) = 0.26246w (k)-0.63380w(k -1)+0.22920w(k -2) 
-0.23163w (k -3) -0.24697w (k -4) -0.41744w (k -5)+0.33244w (k -6) 
0.12921w (k -7) + 0.37675w (k -8)-i .53789w (k -9) . 	(4.3.24) 
Again, it can be easily found that the inverse filter for the above model does not exist. On 
the other hand, our algorithm generates the model: 
x(k) = 0.94710w(k)-2.69776w(k -i)-0.73327w(k -2) 
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—0.46767w (k —3) —0.24215w (k —4) —0.07760w (k —5) —0.10044w (k —6) 
—0.08557w(k —7)-0.06210w(k —8) —0.02026w (k —9) . 	(4.3.25) 
The impulse responses of both model Eq(4.3.24) and Eq(4.3.25) are shown in Fig(4.8a). 
The inverse filter obtained from model Eq(4.3.25) is illustrated in Fig(4.8b). Fig(4.8c) and 
Fig(4.8d) respectively show the corresponding deconvolution result )0,1.(k) and error 
e0 (k)=)0 . —w(k). The relatively large error amplitude in Fig(4.8c) is due to the high 
additive noise level adopted in the simulation. 
The last two examples indicate that Giannakis' method may cause not only the serious 
errors but also the non-existence of inverse filters. In fact, this phenomenon has been 
observed many times inôurwork. For example, it can also be seen with system model 
x,.1(k)-0.5x 1(k-1) = w(k)+3w(k-1) , 	 (4.3.26) 
and so forth. It is our two-step algorithm that gets rid of this serious difficulty by optimising 
the results of Giannakis' method. 
The results of the examples exhibited above have confirmed the feasibility and effi-
ciency of our technique. The application of this technique to NMP channel equalisation 
will be studied in Chapter 6. But before ending the current chapter, let us next derive a 
variant of our two-step algorithm. 
4.4 Blind Deconvolution via Similarity Criterion 
Recall Eq(4.2.11) in Section 4.2. To minimise e 2  in Eq(4.2.11), we actually have the 
following two alternatives. 1) Let _Y3 be a constant and then minimise e2 with respect to 
b., i =0, 1, ...q .  This is exactly as before. 2) Minimise 2  with respect to I3=b 	and 
b '=b1 /b0 , i = 1, ..., q. (apparently, b0'= 1). It is easy to find that there are q + 1 parame-
ters needing to be estimated in both of these two schemes. For the convenience, we will 
denote b.' as b, hereinafter wherever there is no ambiguity. Now, the question is, are all 
these b. 's necessary to our identification or deconvolution process? This section will demon-
strate that the answer is: No. In fact, only q parameters are essential. For example, b0 in 
the first scheme and 13  in the second scheme are redundant. Taking this point into con-
sideration, a new cost function is suggested in this section, which is based on the concept of 
similarity, instead of the identity actually used in Eq(4.2.11). 
After the derivation of the new similarity based cost function for blind identification, 
a simulation example is also presented in this section to prove the feasibility of the proposed 
approach. 
4.4.1 Preliminary discussion on similarity 
The parameter identification problem can be more generally formulated as follows. 
Let 4,={4,, Ii =0, ..., q} be the parameter set needing to be identified, g= {g, Ii =0, ..., N} 
the measured data set, and f (4,, i) the assumed model. To estimate 4,, the cost function is 
constructed as 
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€2—H1g1—f(4s,i)fl , 	 (4.4.1) 




i)]2 	 (4.4.2b) 
and 
€2= max g1 —f(4i,i)I . 	 ( 4.4.2c) 
0I:5N 
4,  can then be determined by minimising 2  . Notice that, no matter which type of norm is 
adopted, the cost function in Eq(4.4.1) actually always adopts a concept of identity: the 
identity between the curve represented by {g,) (g —curve) and the curve represented by 
{f (4,, i)} (f —curve). However, what is essentially necessary in blind identification is not 
the identity but the similarity: the similarity between the g —curve and the I —curve. This is 
because the difference of a constant amplitude factor does not affect the system characteris-
tics. Fig(4.9) depicts the basic concept of similarity between g —curve and f —curve. The 
sufficient and necessary condition for this similarity can be expressed as 
g,=Qf(4i,i), i0,1,...,N, 	 (4.4.3) 
where Q is a constant. Since Eq(4.4.3) can be rewritten as 
f(4,,i+1)=-g11  ' i=O, 1, ...,N-1, 	 (4.4.4) 
the following expression holds: 
g1f(4,, i+1)=g11f(4i, i) 	i0, ...,N-1. 	 (4.4.5) 
Obviously, Eq(4.4.5) is completely equivalent to Eq(4.4.3). In fact, Eq(4.4.5) can also be 
obtained directly from geometry. As can be seen from Fig(4.10), Eq(4.4.5) is exactly the 
condition under which the two polygons, which respectively take (g,} and {f (4,, 1 )} as the 
sides, are geometrically similar to each other. Now, corresponding to Eq(4.4.1), the fol-
lowing cost function can then be naturally constructed: 
e2=11gjf(4,, i+1)—g1+1f(4,, i) II. 	 (4.4.6) 
Specifically, in the case of L 2-norm, Eq(4.4.6) becomes 
N-i 
2= 	[g.f(4i i+1)—g,+1f(4i, i)] 2 . 	 (4.4.7) 
1=0 
4.4.2 Application of similarity criterion to blind identification 
As discussed at the beginning of this section, =y3b 0 in the second scheme (or b 0 in 
the first scheme) is a parameter which has to be estimated along with b., 1 0 O, if the 
Eq(4.2.11) based algorithm is employed. On the other hand, however, 3 (or b 0), is only an 
amplitude factor, and has no essential effect to the blind identification result, i.e., the 
"shape" of the system impulse response. In this situation, the concept of similarity intro-
duced earlier becomes a useful tool. 
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1 
Fig(4.9) Similarity between two curves. 
Fig(4.10) Similarity between two ploygons. 
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Let 
.",
(q, q -ii') 
f(4,,m) 	b, b1 , , 	 (4.4.8) 
imax(O, -ui) 
where 4, = {ba I i =1, ..., q), and 
g,,=1(m,m) , 	 (4.4.9) 
a new similarity based cost function can thus be constructed from Eq(4.4.7) as 
q-1 	 min(q,q-ui-1) 	 min(q.q-ui) 
[R (m, m) 	I b1b,. +1 —R (m + 1, m + 1) 	Y, 	b1 b +_ 12 . 	(4.4.10) 
M = —q 	I= max  (0, —m —1) 	 1 =x (0, -us) 
By minimising e2  in this equation, b,, i 0, can be estimated. Regarding the optimisation 
methods, both steepest descent method and Newton-Raphson method can be adopted. The 
gradient of 2  can be derived directly from Eq(4.4.10): 
q —1 • 	hun (q, q -us-1) 	 uszn (q. q -us) 
= 	[R(m,m) 	b1 b1+i —R(m+1,m+1) 
iuuax(O. -W -1) 	 1'uuax(0, -us) 
[J(m, m)(b,2+1.+i +2b,b,,_1)-1(m +1, m +1)(b1 +2b,b,)] 	(4.4.11) 
where the calculations include all non-zero terms. 
In order to achieve the global optimal solution, the idea of our two-step 're1a 
approach can be borrowed here. From Eq(4.2.14), the initial estimate for the iteration pro-
cess can be chosen as: 
I(g, 1) b, = - 	, 1=1, 	• ,q . 	 (4.4.12) 
R (q, 0) 
4.4.3 Simulation results 
In this subsection, the same system model as before is used to indicate the feasibility 
of the above similarity based approach. Namely, the model is 
x(k)=w(k)-2.3w(k--1)+0.6w(k-2)+n(k) . 	 (4.4.13) 
All other simulation conditions are also the same as in last section except the SNR= 40 dB 
here. The identification result from the similarity based algorithm is listed in Table (4.4). 
For comparison, the results from the identity based algorithm and Giannakis' method are 
also given respectively in Table (4.4) (normalisation has been done here with respect to b0). 
Clearly, the result of the similarity based identification algorithm proposed in this section is 
very encouraging. The signal restoration was also similarly realised , and the corresponding 
results are very satisfactory, but not shown here. 
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Table (4.4) Identification Results In Section 4.4. 
b0 b1  
true 1.00000 —2.30000 0.60000 
similarity 1.00000 —2.36966 0.63083 
identity 1.00000 —2.39198 0.63096 
Giannakis 1.00000 —2.52928 0.62887 
A similarity based identification approach, a variety of our basic two-step relay algo-
rithm, was suggested in this section. This technique causes one less parameter which needs 
to be identified. The simulation confirmed the feasibility of this new approach. 
4.5 Conclusions 
A higher-order cumulant based two-step relay technique has been presented in this 
chapter. The technique has the following features. Firstly, the algorithm employs the result 
of Giannakis' method as the initial estimate of an optimisation procedure. As a result, the 
multimodality of the optimisation procedure are, to a great extent, overcome. 
Secondly, the algorithm itself is not only parametric but also parametrically optimal, 
and it greatly improves the results of Giannakis' method in terms of accuracy. In fact, in 
some cases, the restoration process is unimplementable with only Giannakis' results (as has 
been seen in Section 4.3). In these cases, the application of our algorithm not only enables 
the restoration to become implementable but also generate very precise results. This, in 
some sense, is equivalent to the relaxation of the requirement for cumulant estimation. 
Finally, the algorithm possesses a strong robustness to the additive noise. This is 
directly attributable to the exploitation of higher-order cumulants. 
It has recently been brought to our attention that a very similar identification algo-
rithm has been studied by Mehlan and Nandi [115] with similar results. 
In addition, a similarity based variety of the algorithm has been introduced in the last 
section and it reduces by one parameter needing to be estimated. 
It should also be pointed out that the main problem that remains is that the global 
solution of optimization can not be achieved when the result of Giannakis' method is poor 
or when the selected model order mismatches especially in the case of true MA systems. To 
solve this problem, the following three directions for the future work can be tried: 1) 
improve the cumulant estimation accuracy as much as possible; 2) develop more reliable 
order selection algorithm; and 3) search for a globally convergent optimisation procedure. 
However, this problem cannot declare the failure of our algorithm. On the contrary, it is 
our algorithm that significantly overcome the multimodal difficulty in the optimisation pro-
cess. This point will be further recognised in Chapter 6. 
Chapter 5: 
HIGHER-ORDER CUMULANT 
BASED BLIND DECONVOLUTION: 
AR MODEL 
5.1 Introduction 
To date, two types of parametric identification techniques for nonminimum phase sys-
tems have been suggested: MA model based methods and noncausal AR model based 
methods. As has been discussed in last chapter, one of the advantages of MA based 
approaches is that the MA coefficients can be determined directly from closed-form for-
mula in most cases [15][28][30]. Unfortunately, the practical results of such closed-form for-
mula are normally too inaccurate for the following two reasons: Firstly, these formula are 
over-sensitive to the estimation error of the cumulants, and secondly, estimates of higher-
order cumulants generally suffer from higher variance than that of autocorrelation functions 
[65]. An alternative to this is to reduce the estimation of MA parameters to a nonlinear 
minimisation problem as in [15][12][88][92], however, this is a non-trivial problem. There 
are several existing schemes, such as good initial estimate finding methods [12][88] and 
overparametrisation methods [15][92], but they do not always work well. Simulated anneal-
ing algorithms [93][94] can achieve the global minimum, and have recently interested many 
researchers in the optimisation community. However, they do not show much potential in 
the deconvolution and identification domain, as a result of their slow rate of convergence. 
In this chapter, an alternative set of parametric deconvolution and identification algo-
rithms, based on non-causal AR system model, is presented. All these algorithms are 
derived directly from three theorems relating the inverse coefficients to the diagonal slices 
of cumulants of different orders. The algorithms requirements for the input are only that it 
be an independent and identically distributed (11D) non-Gaussian random series. The sys-
tem can be nonminimum or minimum phase, but must have no zeros on the unit circle; 
3rd- and 4th-order cumulants are employed respectively in our algorithms. Additionally, 
although our algorithms are in the main oriented to FIR (MA) systems, HR (ARMA) sys-
tems can also be considered. 
A major advantage for the noncausal AR model based algorithms (the type con-
sidered here) [13][32][14], is that the problem is no longer multimodal since a set of over-
determined linear equations results. In addition, since the identification results of this type 
of algorithms are simply the coefficients of the corresponding inverse filters, it is very con-
venient to implement deconvolution. In [32] and [14), both diagonal and nondiagonal 
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cumulant slices are used. The latter however has two main drawbacks: firstly, the estima-
tion of nondiagonal cumulant slices is generally more noisy than that of diagonal slices [65], 
thus using nondiagonal slices may cause degradation to the performance of the algorithms, 
and secondly, the forms of the resulting matrices are very complicated, especially when 
4th-order cumulants are used. In order to overcome these two points, in our algorithms, 
only diagonal cumulant slices and autocorrelation functions (2nd-order cumulants) are 
employed. As a result, both the algorithms involved with the 4th-order cumulants and 
their counterparts using the 3rd-order cumulants take an identical simple form. Thus, 
deconvolution of an unskewed series for the case of NMP systems, which has not received 
as much attention as the case of skewed series, is realised in this chapter as easily as that of 
a skewed series. 
The general structure of this chapter is as follows. In Section 5.2, we first present 
three theorems regarding the inverse filter coefficients, and then develop the new deconvo-
lution algorithms, each of them comprising a set of linear equations with respect to the 
inverse filter coefficients. The cases of 2nd-, 3rd- and 4th-order cumulants are studied 
respectively. Some remarks on the proposed technique are shown in Section 5.3. Then in 
Section 5.4, some computer simulation examples are presented. Finally, some conclusions 
are drawn in Section 5. In addition, the mathematical details of derivation are contained 
within Appendix 5.1. 
5.2 Algorithm Kernel: Several Families of Linear Equations 
The formation of blind deconvolution problem has been addressed in the preceding 
chapters. But for the convenience of description and reference in this chapter, we redefine 
it as follows. Let x (k) be an ergodic series, which is the output of a stable linear time-
invariant (LTI) mixed phase MA system S ={b1 I i =0, 1, ...q}. Consequently, we must have 
x(k) = jb1 w(k—i) , 	 (5.2.1) 
where q denotes the order of system S, and w (k) is the independent and identically distri-
buted (11D) driving series. Then, the following procedure is termed blind deconvolution: 
Find an inverse filter 5_1={Ø Ii =r 1, ..., r} which makes 
'2 
w(k) IO1x(k—i) , 	 (5.2.2) 
given the output series x (k) only, where r1 and r2 is the properly selected order of the non-
causal part and causal part, respectively. But we will write "" as "" in the following 
derivation since the distinction is clear. 
Let us notice in Eq(5.2.2) that r1=0 when S is minimum phase and r2= —1 when S 
maximum phase. Thus minimum phase and maximum phase are two special cases of the 
above model. It is also assumed that system S has no zeros on the unit circle. In addition, 
it is well known that x (k) is not deconvolvable if S is nonminimum phase and w (k) is a 
Gaussian ED series [19][13]. Hence, we always assume in this chapter that w(k) is a non-
Gaussian lID series with 
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E[w(k)] = 	 (5.2.3a) 
E[w2(k)] = Y2 ' 	 (5.2.3b) 
E[w3(k)] = 73 , 	 (5.23c) 
and 
E[w 4(k)]-3E2[w 2(k)] = •Y4 ' 	 (5.2.3d) 
where 4#O as a result of the assumption that w(k) is non-Gaussian. In Eq(5.2.3c), y 
can be zero for non-skewed input signal, and in this case we may use the fourth-order 
cumulants. 
It should be noted that the above assumption that the time series is non-Gaussian is 
often realistic in practical situations, as indicated in [72] and [961. 
For the output series x (k) assumed above, its n tb-order cumulants can be denoted as 
C(m1, m2, ..., m_1). From the definition of cumulants (see [13] or Chapter 2), we have 
C2(m1) = E[x(k)x(k+mi)] , 	 (5.2.4a) 
2 
C 3(mi, m2) = E[x(k)flx(k +m1 )] , 	 (5.2.4b) 
1=1 
3 
C 4(m 1 , m 2 , m 3) = E[x(k)JJx(k+m1 )] 
1=1 
--C 2(m 1)C 2(m 3 — M2) —C 2(m 2)C 2(m 3 —m ) —C2(m 3)C 2(m 2 —m ) . 	(5.2.4c) 
Specially, we denote the diagonal slice of C (m 1, m2, ..., m, ) as 
c(m) = C(mj, m2, ..., Mn -1) 1 m  I=M2=-••=1= 	 (5.2.5) 
The algorithms proposed are based in the main on the following theorems. 
Theorem 1: If system S is Lii, causal, and stable, and has no zeros on the unit circle, 
and its input w (k) is zero-mean and HD, then the relation between S and its inverse filter 
S 	can, in terms of 2nd-order cumulants, be expressed as 
1 '2 	
f 
ba ifiE[fJ,q] 	 (5.2.6) -. 61c2(i+j) = 0 other 
72 J=,1 
Proof: See Appendix 5.1. 
Theorem 2: 11 system S is Lii, causal, and stable, and has no zeros on the unit circle, 
and its input w (k) is zero-mean, skewed and HD, then the relation between S and its 
inverse filter S can, in terms of 3rd-order cumulants, be expressed as 
'2 	
ro 
12  if iE[0 q]. 01c3(z +j) 	other 	
• 	 (5.2.7) 
'3 j=r 
Proof: See Appendix 5.1. 
Notice that, only a limited number of equations are nontrivial in Eq(5.2.6) and 
Eq(5.2.7). Specifically, for a MA(q) system, 
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c(m) = 0 form E(--w, —q-1)[q+l, +oo) , 	 (5.2.8) 
where n =2, 3, 4, thus it can be seen that the equations in Eq(5.2.6) and Eq(5.2.7) are 
nontrivial only when i +r1:ff=q and i +r2~ —q, viz., —q —r 2--i q —r 1 [82][12][131. Thus, 
there are r2 —r1+2q + 1 nontrivial equations in Eq(5.2.6) and Eq(5.2.7), respectively. 
Since there are only r 2 —r1+ 1 coefficients 0, 's to be determined, many sets of equations can 
be constructed with respect to the 0,'s. As a result of the b1 's being unknown now, we can 
adopt either of the following two schemes to eliminate them. 
<1> Only adopting the zero equations--i.e, the ones with right hand sides (r.h.s.) equal 
to zero in Eq(5.2.6) and Eq(5.2.7). 
The number of such equations 2(r2 —r1+q) is still much greater than the number of 
unknowns r 2 —r 1+ 1. Hence, we need only take the following 2(r2 —r1 —q) equations in 
order to reduce unnecessary computation: 
'2 
0c(i+j) = 0 
J='i 
'2 	
i=—r2, ..., —1, q+1, ..., —r 1 . 	 (5.2.9) 
0c30+j) = 0 
Jr1 
Without loss of generality, we can always let 00=1, viz., the inverse filter coefficients have 





c2(—r2+r1) c2(—r 2-1) C2( —r2+ 1) c2(0) 	1 
c 3(—r2+r1) c3(—r2-1) C3( —r2+ 1) 	::: c3(0) I 
c2(-1+r1) c2(-2) c2(0) 	. C2( —l+ r2) 
c 3(-1+r 1) . 	 c3(-2) c3(0) . C3( —l+ r2) I 	(5.2.11a) c2(q+1+r1) . 	 c(q) c2(q+2) c2(q+1+r2) 
c3(q+1+r j) c3(q) c3(q+2) c3(q+1+r2)1 
C2(0) ::: 	c2(—ri-1) c2(—rl+1) 	::: c2(r2 —rl) I 
c3(0) c3(—r1-1) c3(—r 1+1) c3(r2—r1) 	j 
0 = [O,, 0,+i, ..., .-, 0, ..., 0 IT 
	 (5.2.11b 
and 
B = —[c2(—r2), c3(—r 2), ..., c(-1), c3(-1), 
c2(q+1), c3(q+1), ..., c2(—r), c 3(—r 1)IT . 	 (5.2.11c) 
Notice that, Eq(5.2.10) is still overdetermined since r 1 and r2 can always be taken to be 
sufficiently large to make 2(r2 —r1 —q )~r 2 —r1, viz, r2 —r12t2q. Thus, taking the least-
squares solution of Eq(5.2.10), the inverse filter coefficients can be expressed as 
0 = (ATA)(ATB) . 	 (5.2.12) 
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Since A T  A is positive definite, we must have det(ATA)>O 1991. Hence, 0 can be uniquely 
determined from Eq(5.2.12). 
<2> Eliminating b1 's in Eq(5.2.6) and Eq(5.2.7). 
In this scheme, both zero and non-zero equations in Eq(5.2.6) and Eq(5.2.7) are 
adopted, but b1 's are eliminated by using the formula proposed by Giannakis and Mendel 
in [15]. 
In [15], Giannakis and Mendel derived the following equations (i.e., Eq(24) in [15], 
but it is slightly modified here): 
q 	 q 
-i3c2(n —i)b12 = 'y 2 c3(n —i)b1  ; n = —q,..., 2q. 	(5.2.13) 
1=0 	 1=0 
Applying the results of Theorem 1 and Theorem 2 to Eq(5.2.13), we can obtain 
'2 	q 	 '2 	q 
0 c2(n —i)c3(i +j) = I O >c3(n  —i)c20 +j) n E[—q, 2q] . (5.2.14) 
J=r1 10 	 Jr 1=0 
As before, 00 can still be assumed to be 1. Then, Eq(5.2.14) can be rewritten as 
'2 




f = 	[c(n —i)c 3(i +j)—c3(n —i)c2(i +j)] 
and 
9. = q [c 3(n —i)c2(i)—c2(n —i)c3(i)] 
1=0 
Clearly, many sets of equations with respect to 0's can be formed from Eq(5.2.15) and the 
zero equations in Eq(5.2.6) and Eq(5.2.7), but following two are the simplest. 
Firstly, combining Eq(5.2.6) with Eq(5 .2.15), we have 
'2 
0c(n +j) = —c2(n) ; for n E[—r2, -1][q +1, —r1] 




g ; for n ([0, q] 
j =T1 
j*0 
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C2(T2±T1) c(—r—l) c2(—r2+1) C(0) 
C2(1+rl) .. 	c(-2) 	C2(0) C2(1+T2) 
Io,1  fe,-i fo,i 	•.. 10,2  
P= 
fq,r1  fq,-1 	fq,i 
+ c2(q) c2) 2(q 
fq,,2 
c2(q+1+r1) c2(q+1+r2) 
C2(0) ••• 	C2(r11) c2(-rl+1) c2(2-r1) 
and 
(5.2.18a) 
Q = [—c2(—r 2), ..., -c2(-1), g0. . . , gq, —c2(q + 1), ..., _c2(_r1)1T .(5.2.18b) 
Then we can obtain 
0 = (PTP)(PTQ) 
	
(5.2.19) 
Secondly, combining Eq(5.2.7) and Eq(5.2.15), we can obtain following equation in 





c 3(—r 2+r1) c(—r2-1) C3( —r2+ 1) c3(0) 
c3(-1+rl) .. 	3(2) 	C3(0) c3(1+r2) 





••• 	c3(q) c3(q+2) 	••• 
fq,r2 
c3(q+1+r2) 
C3(0) ••• 	C3(-r-1) c3(-rl+1) ••• C3(T2T1) 
and 
(5 .2 .21a) 
V = [—c3(—r 2), ..., —c3(-1), 90, . . • , g, —c3(q +1), ..., _c3(_ri)IT.(5.2.21b) 




If the input series w(k) is unskewed, viz., -y=O, the 4th-order cumulants must be 
used in order to deconvolve and identify the nonminimum phase systems. In this case, we 
employ the following theorem: 
Theorem 3: If system S is Lii, causal, and stable, and has no zeros on the unit circle, 
and its input w (k) is zero-mean, non-Gaussian and 11D, then the relation between S and 
its inverse filter 5_I  can, in terms of 4th-order cumulants, be expressed as 
1 '2 f.3
) 	
if iE[0, q] 	 (5.2.23)  Oc4(i+j 	other 	
•  
IN J=i 
Proof: See Appendix 5.1. 
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From this theorem and foregoing discussion, the following descriptions are straightfor- 
ward. 
Firstly, combining Theorem 3 with Theorem 1, and along the line of scheme 1 






c2( —r 2+ r1) c2(—r2--1) c2( —r 2+ 1) c2(0) 
c4(—r2+ r1) c4(—r-1) c4(—r2+1) c4(0) 
c2(-1+rl) 	. c(-2) C2(0) 	. c2(-1+r2) 
c4(-1+r1) . - c(-2) c4(0) . c4(-1+r2) 
A— 	c2(q+1+r1) c2(q) c2(q+2) 	. c2(q+1+r2) 
c40+1+r j) c4(q) c4(q+2) c4(q+1+r2) 
C2(0) 	::: c2( —;1 —i) C2( —rl+1) 	::: c2(r2—rl) 
c4(0) c4(—r 1-1) c4(—r 1+ 1) c4(r2 —r1) 
and 
B = —[c2(—r2), c4(—r2), ..., c2(-1), c4(-1), 
c2(q+1), c4(q+1), ..., c2(—r1), c4(_ri)]T 
(5.2.25a) 
(5.2.25b) 
Secondly, considering Theorem 3 and the Giannakis-Mendel formula (Ecj(29a) in 
[15]) for the case of 4th-order cumulants (with a slight modification here): 
y4 c2(n —i)b,3  = y2±c4(n —i)b1 ; n = —q, ..., 2q, 	(5.2.26) 
the following two equations, with the same form as Eq(5.2.17) and Eq(5.2.20), respec-





c2(—r 2±r1) c2(—r-1) c2(—r2+1) c(0) 
C2(1+rl) .. 	c(-2) 	c2(0) C2(-1+ r2) 








C2(0) c2( —rl-1) c2( —rl+1) c2(r 2 —r I) 
and 
(5.2.28a) 
Q = [—c2(—r2), ..., —c2(-1), 90, . . 	8q' —c2(q+1), ..., _c2(_ri)]T.(5.2.28b) 
Let us notice that, f and  g  in Eq(5.2.28a) and Eq(5.2.28b) are given by 
f,,, = ±[c2(n —i)c4(i +J)—c4(n —i)c2(i +j)] 




9. = j[c4(n —i)c2(i)—c2(n —i)c4(i)] 





c4(—r2+r1) •• 	c4(—r-1) c4(—r2+1) 
c4(-1+rl) .. C(_2) 	C4(0) 
I O,r ••• 	fo,-i fo,i 
c4(q +1+rj) 
fq.-1 	fq,1 
c4(q) c4(q +2) 









V = [—c( —r), ..., —c(--1), g, . . . , g,,, —c4(q+1), ..., _c4(_ri)]T.(5.2.30b) 
Here, f and g take the same values as in Eq(5.2.28a) and Eq(5.2.28b). 
An interesting point to note is that the results of Theorem 1, 2, and 3 can actually be 
expressed as the following general form: 
'2 	
f 
b/_l  if iE[O, q] 
-. Oc1(i+j) = 0 	other 	 (5.2.31) Yi j=r 
Here we have assumed y1*O; 1=2, 3, 4. Notice that, the equations involved with the 4th-
order cumulants are of exactly the same form with their counterparts using the 3rd-order 
cumulants. As a result, the 4th-order cumulant based algorithms can be implemented 
almost as easily as the 3rd-order cumulant based ones. Furthermore, it can be found that 
all of the families of linear equations we have obtained above are of a similar elegant form, 
which makes the programming of the algorithms very regular. In addition, it should be 
noticed that the MA identification can also be realised directly from Theorem 3. This 
becomes even better when the SNR is low. 
5.3 Remarks on Technique 
On the technique proposed above, the following remarks are in order. 
Since all the above three families of equations (Eq(5.2.10), Eq(5.2.17), & 
Eq(5.2.10)) are linear, the inverse filter coefficients {O Ij=ri, ..., 0, ..., r2} can normally 
be determined uniquely. Notice that, ATA,  PI P, and UTU  are positive definite, and there-
fore nonsingular. 
All the above algorithms are derived from the MA (or FIR) systems. In the case of 
ARMA (including AR, similarly hereinafter), there are in principle two schemes to apply 
above formulae: 
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Since any stable Lii system can be approximated by a truncated MA model, we 
can use the truncated impulse response h. 's of ARMA systems as the parameters of the 
approximating MA models, an idea used in [28]. The advantage of this method is that the 
order of the AR part of ARMA model is not needed. But on the other hand, this method 
requires more accurate cumulant estimates. 
As is well known, for an ARMA(p, q) process 
P 	 q 
x(k)+a1 x(k—i) = 	b,w(k—i) ; p~Lq , 	 (5.3.1) 
1=1 	 1=0 
the AR coefficients a's can be determined from the equations below: 
P 
c3(—n)+a1 c3(—n+i) = 0; n>q , 	 (5.3.2) 
i=1 
where, the AR order p can be selected by using other algorithms (for example, Hankel 
matrix based methods), see [15], [95] or [81] for detail. Then, the residual process 
P y(k) = x(k)+d1 x(k—i) , 	 (5.3.3) 
l=1 
where a1 denotes the estimate of a., reduces to an MA process: 
y(k) = jb1 w(k—i) , 	 (5.3.4) 
to which, the MA based algorithms can be applied. 
Although the algorithms proposed above are derived from the viewpoint of decon-
volution, they may conveniently be employed for system identification. As soon as the Os 's 
are determined, the MA parameters b's (for MA systems), or the truncated impulse 
response h's (for ARMA systems), can be directly calculated up to a gain constant accord-
ing to Theorem 1 (Eq(5.2.6)). But when the level of additive noise is very high, the 
obtained b. 's or h. 's may be rather poor estimates since the estimation of the autocorrela-
tion function can be degraded. In this case, we have to directly invert S={O,} to obtain 
the relatively accurate results. 
Obviously, when our algorithms are used to identify the MA parameters of systems, 
the problem of multimodality no longer exists, and the uniqueness of identification is 
guaranteed. To this extent, this chapter provides a feasible solution to the nonlinearity 
problem which exists with the Giannakis-Mendel formula [15]. 
Since both the 3rd-order cumulants and autocorrelation functions are used, the 
above algorithms can deal with both non-minimum and minimum phase systems for decon-
volution and system identification. The only constraint is that the system to be deconvolved 
may not have any zeros on the unit circle. This can be considered as the penalty paid for 
the linearity of the equations. 
Selection of the inverse filter order r 1 and r 2: The algorithms proposed above are 
insensitive to the choice of r 1 and r 2 , as long as they are taken to be large enough. How-
ever the above algorithms only involve the general case of mixed phase systems. For the 
special cases of minimum and maximum phase systems, several minor changes must be 
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made to ensure the above algorithms are numerically more reliable. 
For minimum phase systems r1 should be set to be zero. Although this is not necessary 
theoretically, in practice, r1 (0 does sometimes cause large errors, especially in the presence 
of a high level of additive noise. 
Similarly, for maximum phase systems, r 2 should be set to be —1. Then, 0_1, instead of 
O, should be assumed to be 1. The corresponding changes should also be implemented for 
Eq(5.2.10), Eq(5.2.17) and Eq(5.2.20). 
Determination of MA order q: This problem depends on the phase property of the 
considered system. 
1) For minimum phase systems, the above algorithms are robust to the choice of q value. 
The reason for this is that the matrix structures in Eq(5.2.10), Eq(5.2.17) and Eq(5.2.20) 
become irrelevant with q value when systems are minimum phase. 
ii) For nonminimum phase systems, the above algorithms are generally sensitive to the 
selection of MA order q, since q value directly affects the contents of the matrices in 
Eq(5.2.10), Eq(5.2.17), and Eq(5.2.20). Thus, reliable order determination is required. In 
fact, several higher-order cumulant based methods for order selection have emerged in 
recent years [90][14][15][95][97][98]. But in this chapter, we do not discuss this problem, 
but assume that the system order q is known. We will also demonstrate these two points by 
using simulation results in Section 5.4. 
A theoretical analysis of the performances of above three families of linear equa-
tions (Eq(5.2.10), Eq(5.2.17), and Eq(5.2.20)) is not available at this time. Heuristically, 
Eq(5.2.17) and Eq(5.2.20) are more stable than Eq(5.2.10), especially when method (i) 
mentioned previously in REMARK 2 is used for ARMA systems. However, since Eq(5.2.20) 
involves more 3rd-order cumulant estimation, which is robust in the presence of additive 
Gaussian noise, it is recommended that Eq(5.2.20) be used as long as a sufficiently long 
output series can be obtained to give an acceptable estimate of the 3rd-order cumulants; 
similarly, Eq(5.2.17) can also be tried if the SNR is not too low. In next section where we 
consider simulations, we will confirm these points empirically. 
All the above algorithms can be easily made recursive. A recursive version of the 
technique will be derived and examined in Chapter 6. 
5.4 Simulation Results 
In this section, we apply the algorithms described above to MA (FIR) system decon-
volution. Both nonminimum and minimum phase systems are considered. To study the case 
of 3rd-order cumulants, an exponentially distributed series is used as the skewed input 
series w (k). For the case of 4th-order cumulants, a uniformly distributed continuous series 
and an equally distributed discrete series are used as the unskewed input series w (k). Also, 
the output series x (k) is generated by convolving w (k) with the system impulse response. 
The additive noise n (k) to x (k) is assumed to be white Gaussian, and the signal-to-noise 
ratio (SNR) in this chapter is defined the same way as in Section 4.2 (i.e., Eq(4.2.24)): 
SNR 	= 10-log 10( EFx2k)1) . 	 (5.4.1) 
E[n 2(k )] 
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In the simulations below, the I -th order cumulants C1 (m) in the foregoing equations is 
substituted with their corresponding estimates ê, (m). In order to obtain a more accurate 
cumulant estimation, the well known segment-average scheme [13][151 was adopted again. 
Corresponding to the problem in the current chapter, this scheme can be briefly described 
as follows. 
First, segment N output samples into P records of Q samples each, viz., N =P X Q. 
Then, estimate the cumulants 610 (m) for the i -th record by 
La 
(5.4.2) 
where x(')(k) denotes the samples in the i-th record. In addition, here, i =1, 2, , . . . , F, 
k, = max (0, —m), and k =min (Q —1, Q —m —1). Finally, average 6,()(m) over all records: 
a? 
= -ê,('(m) . 	 (5.4.3) 
In this section, we always take N=P X Q =30X300.  It should be noted that the above 
segmentation procedure is not essential for the ergodic series. A more detailed analysis 
regarding these points will be exhibited in next chapter (Section 6.3), where the recursive 
version of the algorithms is derived. 
Also, in the following simulations, only MA systems with known order are con-
sidered. In the case of ARMA systems, we can first use the methods mentioned in 
REMARK 2 to transform ARMA problems to MA problems. Then, the application of the 
MA identification and deconvolution algorithms to the obtained MA models becomes 
straightforward. 
5.4.1 Skewed w (k): the case of the 3rd-order cumulants 
Here, w (k) is taken to be exponentially distributed (1=1  ,73=2). 
<Example 5.4.1> Mixed phase MA system: The model is 
x'(k) = w(k)-2.4w(k--1)+0.8w(k-2)+n(k) , 	 (5.4.4) 
with two zeros: z1=2 and z 2=0.4. 
Set r 1= —15 and r2=15. For the noise levels which produce SNR =50 dB and 
SNR = 10 dB, Eq(5.2.10), Eq(5.2.17) and Eq(5.2.20) are solved, respectively. The 
obtained inverse filter coefficients Os 's are shown in Fig(5 . la), Fig(5 . ib) and Fig(5 . ic), 
respectively. It can be seen that, for this MA system, 
the results of three equations are of approximately identical accuracy at the lower noise 
level (SNR =50 dB), and 
the result of Eq(5.2.17) is of a relatively higher error in comparison with Eq(5.2.10) 
and Eq(5.2.20) for the higher noise level (SNR = 10 dB). The second point is because 
Eq(5.2.17) depends upon the 2nd-order cumulants, which cannot completely remove the 
effect of the additive Gaussian noise, to a greater extent than Eq(5.2.10) and Eq(5.2.20), 
as mentioned in REMARK 7. 
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Also, the identification results (SNR= 50 dB) from Theorem 1 are listed in the follow-
ing Table (5.1), where, for the convenience of comparison, the gain adjustment has been 
done by dividing l 's by 1 0 (similarly hereinafter). Clearly, these identification results are 
satisfactory for the case of higher SNR. 
Table (5.1) Identification Results in Example 5.4.1. 
Eq(5.2.10) Eq(5.2.17) Eq(5.2.20) True 
1.0000 - 1.00000 100000 1.00000 
b1  —2.43943 —2.44185 —2.44120 —2.40000 
E2 0.84840 0.84959 0.84905 0.80000 
In addition, the sensitivity of the algorithms to the order mismatch is tested. Fig(5.1d) 
illustrates the results of Eq(5.2.10), Eq(5.2.17) and Eq(5.2.20) when the system order is 
set to be 3 and SNR = 50 dB. It can be seen that the algorithms are sensitive to the selected 
system order in the case of NMP systems, as explained in REMARK 6. 
<Example 5.4.2> Minimum phase MA system: The model is 
x'(k) = w(k)+0.3w(k-1)-0.4w(k-2)+n(k) , 	 (5.4.5) 
with two zeros: z1= —0.8 and z2=0.5. 
First, set r1=0 and r2 =15. Adding the noise which makes SNR =10dB and 
SNR =1 dB this time, From Eq(5.2.10), Eq(5.2.17) and Eq(5.2.20), the corresponding 
inverse filters are determined, which are drawn in Fig(5.2a), Fig(5.2b), and Fig(5.2c), 
respectively. Again, it is clear that the result of Eq(5.2.20) is better than that of 
Eq(5.2.17) and Eq(5.2.10) when the additive noise is very strong. Similarly, the 
corresponding identification results from Theorem 1 are listed in the following Table (5.2) 
(SNR = 10 dB). They are comparable with the results listed in Table 1, where, however, the 
SNR is 50 dB.. To this extent, the algorithms possess a stronger robustness to the additive 
noise for the MP systems than for the NMP ones. 
Table (5.2) Identification Results in Example 5.4.2. 
Eq(5.2.10) Eq(5.2.17) Eq(5.2.20) True 
1.00000 1.00000 1.00000 1.00000 
"1 0.27481 0.25478 0.28055 0.30000 
M -b 35173 —0.34551 —0.35406 —040000 
Then, set r1 = — 15 and r2=15. Fig(5.2d) demonstrates the obtained inverse filters 
(SNR = 1 dB). As pointed out in REMARK 5, serious errors appear in the anti-causal parts 
of the inverse filters. But the result of Eq(5.2.20) is still more satisfactory than that of 
Eq(5.2.10) and Eq(5.2.17). In fact, during the simulation of other examples, not demon-
strated here, we observed much more serious errors. These errors result from the 
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Fig(5.1a) Results of Eq(5.2.10) in Example 5.4.1: 
mixed phase MA(2) system. 
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Fig(5.1b) Results of Eq(5.2.17) in Example 5.4.1: 
mixed phase MA(2) system. 
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Fig(5.1c) Results of Eq(5.2.20) in Example 5.4.1: 
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Fig(5.1d) Sensitivity of the algorithms to order mismatch: 
mixed phase MA(2) system, algorithm order3. 







0 	2 	4 	6 	8 j 10 	12 	14 
Fig(5.2a) Results of Eq(5.2.10) in Example 5.4.2: 
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Fig(5.2b) Results of Eq(5.2.17) in Example 5.4.2: 
minimum phase MA(2) system. 
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Fig(5.2c) Results of Eq(5.2.20) in Example 5.4.2: 
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Fig(5.2d) Algorithm comparison: r1 is set to be —15, 
minimum phase MA(2) system, SNR1dB. 
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estimation errors of the higher order cumulants in practical algorithm implementations. 
Thus, for minimum systems, it would be better to take r1=0. 
Finally, the system order is taken to be 3, and the obtained inverse filters from the 
three algorithms are illustrated in Fig(5.2e), where, r1=0, r2=15, and SNR = 10 dB. 
Clearly, the algorithms are robust to the order mismatch in the case of MP systems, as pre-
viously mentioned in REMARK 6. 
From above two examples, it can be seen that all three equations, Eq(5.2.10), 
Eq(5.2.17), & Eq(5.2.20), are robust to the presence of additive noise, all producing satis-
factory performances, though there are slight differences in accuracy. 
5.4.2 Unskewed & continuous w (k): the case of the 4th-order cumulants 
The 	distribution of w (k) is taken to be uniform over the interval 
[-2, 2]02=4I3  ,y3=0,andy4 —32/15). 
<Example 5.4.3> Mixed phased MA system: The model is 
x'(k) = w(k)+3w(k —1)+2w(k —2)+w(k —3)+n(k) 	(5.4.6) 
with three zeros: z 1= —2.32472 and 23=  —0.33764±jO.56228. 
Set r 1= —15 and r2=15. Noise which results in a SNR =50 dB is added to the output 
series. First, solving Eq(5.2.24), we obtain the inverse filter shown in Fig(5.3a). Next, by 
solving Eq(5.2.27), the inverse filter shown in Fig(5.3b) is obtained. Finally, Eq(5.2.29) is 
solved, and the determined inverse filter is demonstrated in Fig(5.3c). The corresponding 
identification results are given in Table (5.3). 
Table (5.3) Identification Results In Example 5.4.3. 
Eq(5.2.24) Eq(5.2.27) Eq(5.2.29) True 
1.00000 l i00000 1.00000 1.00000 
b1  2.97592 2.59161 2.73541 3.00000 
b2  2.15296 1.82632 1.91538 2.00000 
b 3  1.01440 0.86431 0.91109 1.00000 
In addition, the case for SNR =15 dB was also simulated. The inverse filters obtained 
from Eq(5.2.24), Eq(5.2.27), and Eq(5.2.29) are also demonstrated in Fig(5.3a), 
Fig(5.3b), and Fig(5.3c), respectively. 
<Example 5.4.4> Minimum phase MA system: The model is 
x' (k) = w(k)-0.5w(k —1)-0.14w (k —2)+n (k) 	 (5.4.7) 
with two zeros: z1=0.7 and z 2 —0.2. 
Set r1=0 and r2=15. Noise which results in SNR =50 dB and SNR =15 dB is added, 
respectively. The determined inverse filters by Eq(5.2.24), Eq(5.2.27), and Eq(5.2.29) are 
shown in Fig(5.4a), Fig(5.4b), and Fig(5.4c), respectively. The corresponding identifica-
tion results (SNR = 15 dB) are listed in Table (5.4). Clearly, this table verifies our 
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observation about the identification function of the algorithms in Example 5.4.2, i.e., the 
algorithms are are more robustness to the presence of additive noise for the MP systems 
than for the NMP ones. 
Table (5.4) Identification Results In Example 5.4.4. 
Eq(5.2.24) Eq(5.2.27) Eq(5.2.29) True 
1.00000 1.00000 1.00000 1.00000 
b1  -0.47834 -0.47729 -0.47987 -030000 
-0.12946 -0.12929 j 	-0.12973 1 	-0.14000 
It can be seen that all the results obtained by the algorithms in above two examples 
are satisfactory, but the results from Eq(5.2.29) are always better than the ones from the 
other two equations. As to the corresponding errors, their major sources include: additive 
noise, cumulant estimation errors, and numerical errors. 
5.4.3 Unskewed & discrete w (k): the case of the 4th-order cumulants 
w (k) is taken to be an equally distributed discrete series over set {±1, -h3) 
02 = 5, y, = 26). Additive noise level is set to be 30 dB. 
<Example 5.4.5> Mixed phased MA system: The model is 
x' (k) = w(k)+5w(k -1)+4w (k -2)+2w (k -3)+n(k) 	(5.4.8) 
with three zeros: z1= -4.15276 and 2,3=  -0.42362±J0.54968. 
Obviously, this is a typical channel equalisation problem. Set r1= -15 and r2- 15. In 
the presence of 30 dB additive noise, Eq(5.2.24), Eq(5.2.27), and Eq(5.2.29) are solved 
respectively. The results-inverse filters are as follows. Using Eq(5.2.24): results shown in 
Fig(5.5a). Using Eq(5.2.27): results shown in Fig(5.5b). Using Eq(5.2.29): results 
shown in Fig(5.5c). The corresponding identification results are listed in Table (5.5). 
Table (5.5) Identification Results in Example 5.4.4. 
Eq(5.2.24) Eq(5.2.27) Eq(5.2.29) True 
!o 1.00000 1.00000 1.00000 1.00000 
b1 4.72570 5.23728 4.82235 5.00000 
b2  3.53325 3.91082 3.594(7 4.00000 
93  1.64270 1.84864 1.68567 2.00000 
5.5 Conclusions 
Through the above discussion, six families of linear equations have been derived 
according to three theorems, and they are all of a similar simple form. As a result of the 
linearity of these equations, the uniqueness of solutions can normally be guaranteed. Thus, 
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Fig(5.2e) Insensitivity of the algorithms to order mismatch: 
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Fig(5.3a) Results of Eq(5.2.24) in Example 5.4.3: 
mixed phase MA(3) system. 
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Fig(5.3b) Results of Eq(5.2.27) in Example 5.4.3: 
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Fig(5.3c) Results of Eq(5.2.29) in Example 5.4.3: 
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Fig(5.4a) Results of Eq(5.2.24) in Example 5.4.4: 
minimum phase MA(2) system. 
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Fig(5.4b) Results of Eq(5.2.27) in Example 5.4.4: 
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Fig(5.4c) Results of Eq(5.2.29) in Example 5.4.4: 
minimum phase MA(2) system. 
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Fig(5.5a) Results of Eq(5.2.24) in Example 5.4.5: 
mixed phase MA(3) system. 
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Fig(5.5b) Results of Eq(5.2.27) in Example 5.4.5: 
mixed phase MA(3) system. 
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Fig(5.5c) Results of Eq(5.2.29) in Example 5.4.5: 
mixed phase MA(3) system. 
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the risk of local minima or contradictory solutions, which exists with some other methods 
such as Giannakis-Mendel, is removed. To this extent, the results reported in this chapter 
can be seen as another important progress following Giannakis-Mendel method in blind sys-
tem identification. 
In comparison with existing linear (i.e, noncausal AR based) approaches, the algo-
rithms proposed in this chapter possess the following two features: 
Only the diagonal curnulant slices are used, which in general makes the algorithms more 
accurate, and also, makes the forms of the concerned matrices simple and elegant; 
4th-order cumulants are employed in the last three algorithms exactly as the substitute of 
3rd-order cumulants in the first three algorithms, which enables the 4th-order cumulant 
based algorithms (for deconvolution of a unskewed series) to be implemented as easily as 
their 3rd-order cumulants based counterparts (for deconvolution of a skewed series). 
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Appendix 5.1 
This appendix provides the mathematical proof for the three theorems involved in this 
chapter. The symbol system used in the text is followed. 
Proof of Theorem 1. 
From the conditions in Theorem 1 and Eq(5.2.1), we have 
cF(i) = E[w(k)x(k+i)J 	 (A5.1.1) 
= E[w(k)bw(k+i—n)] 	 (A5.1.2) 
= ±b,1E[w(k)w(k+i—n)] (A5.1.3) 
q 





other 	. (A5.1.5) 
On the other hand, from Eq(5.2.2), we have 
= E[w(k)x(k+i)] (A5.1.1) 
'2 
E[Ox(k—j)x(k+i)J (A5.1.6) 
jr 1  
'2 
= 	OE[x(k—j)x(k+i)] (A5.1.7) 
j =rl 
'2 
= 	Oc(i+j) 	. (A5.1.8) 
j='1 
Equating Eq(A5.1.5) and Eq(A5.1.8), Theorem 1 holds a 
Proof of Theorem 2. 
From the conditions in Theorem 2 and Eq(5.2.1), we have 
(i) = E[w (k )X2  (k +i)] (A5.2.1) 
= E[w (IC ){±". W (k + i —n )}2] (A5.2.2) 
= E[w(k) 	±b.b.w(k+i—n)w(k+i—m)] (A5.2.3) 
m0 nO 
= ± ±bm bn E[w(k)w(k+m)w(k+i)] (A5.2.4) 
=O n0 
iq 	q = >bb.y3&(m —1, n—i) (A5.2.5) 
J.=o 11=0 
ifiE[O,q] f3bj2  
= 	other 
. (A5.2.6) 
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On the other hand, from Eq(52.2), we have 
	
= E[w (k)x2(k + i)] 	 (AS.2.1) 
'2 
= E[ T, 9x (k —j)x2(k +i)] 	 (A5.2.7) 
i='j 
'2 
= 	OE[x(k—j)x2(k+i)] 	 (A5.2.8) 
j=r1 
'2 
= 	Oc3(i+j) . 	 (A5.2.9) 
i='i 
Equating Eq(A5.2.6) and Eq(A5.2.9), Theorem 2 holds S 
3. 	Proof of Theorem 3. 
From the conditions in Theorem 3 and Eq(5.2.1), we have 
(t'wm (j) = E[w(k)x3(k+i)] 	 (A5.3.1) 
= E[w (k ){±b1,  w (k + i —n )}3] 
	 (A5.3.2) 
q q 4 
= E[w(k)- 	>b_bb,w(k+i—m)w(k+i—n)w(k+i—l)] 	(A5.3.3) 
1,1=0 a=0 1=0 
q g q 
= 	b_bb,E[w(k)w(k+i—m)w(k+i—n)w(k+i—l)] . 	(A5.3.4) 
R10 n=0 1=0 
For the input series w(k), from Eq(5.2.4c), we have 
3 
E[w(k)flw(k+m1 )] = C4-(Ml, m 2, m 3) 
1=1 
+ 	[b(m 1)(m3 —m 2)+ 6(m 2)8(m 3 —m 1)+ 8(m3)8(m2—m 1)] , 	(A5.3.5) 
where C7 (m 1, m 2, m 3) is the 4th-order cumulants of w(k). According to [82] and [15], 
C7(m1, m 2, m 3) = -y4 (m1, m 2, m 3) . 	 (A5.3.6) 
Then, from Eq(A5.3.4), we derive 
q q q 
= 	b1,b1,b,[y48(i —m, i—n, i—I) 
ai0 ,0 10 
+{6(i —m )(n —l)+ 6(i —n )8(m —1 )+ b(i —1)8(m —n )}] 	(A5.3.7) 




IYA+ 3yb1 ±b  if iE[O q] 
i=0 
= 10 	
other . 3.9) 
On the other hand, from Eq(5.2) and Eq(524c), we have 
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(i) = E[w (k )x 3(k + i)] 	 (A5.3.1) 
'2 
= E[ I Ox (k —j)x 3(k +i)] 	 (A5.3. 10) 
1=' 
'2 
= 	OE[x(k—j)x 3(k+i)] 	 (A5.3.11) 
J ='j 
'2 
= 	O[c.(i +j)+3c2(i +i )C2(0)1 	 (A5.3.12) 
j=rl 
'2 	 '2 
= Oc4(i+j) + 3c2(0) I Oc2(i+j) 	 (A5.3.13) 
J'i 	 jrl 
Notice Theorem 1 (Eq(5.2.6)) and the equation 
c2(0) = 'Y2±b , 	 (A5.3.14) 
we can obtain 
'2 	 q 
Oc(i+j) + 3yb1 I b.2 if i E[O, q] 
n0 
= 	 (A5.3.15) '2  
O jc,(i +j) 	other 
j=', 
Equating Eq(A5.3.9) and Eq(A5.3.15), we must have 
'2 	 (y 4b13  if i E[O, q] 
,Oc4(i+j) = 	other 	, 	 (A5.3.16) 
J =', 
which is just Theorem 3. 
Chapter 6: 
BLIND EQUALISATION OF 
COMMUNICATION CHANNELS 
6.1 Introduction 
As indicated in Chapter 2, the development in modem telecommunications of time-
division multiplexing (1'DM) systems, multipoint networks, teletext broadcast systems, and 
so forth [18][21][100]-[102], have necessitated the need for blind equalisation techniques. 
The objective of blind equalization is to recover the transmitted message from the received 
one without any a priori knowledge of the unknown channel characters. The major advan-
tage of blind equalization over conventional equalization is that it can realize automatic 
startup and remove the training stage, which is indispensable to conventional equalization. 
The problem of blind equalization has been well understood for the case of minimum phase 
(MP) channels, where it reduces to an innovation restoration problem and the well known 
predictive scheme [20] can be employed. Since not all channels satisfy the condition of MP 
in practice, the blind equalization of nonminimum phase (NMP) is of considerable signifi-
cance and has already stimulated many research workers' interest over the past two 
decades. 
In the pioneering work of [18], both the first and second order statistics were adopted 
although the concept of order" was not explicitly mentioned. In [19] and [20], the general 
NMP channel equalization problem is mathematically addressed by assuming an exactly 
known non-Gaussian distribution: sub-Gaussian or sup-Gaussian distribution. On the other 
hand, it is well known that NMP channels cannot be equalized for the case of a Gaussian 
distribution [19]. Hence, the problem which remains to be solved is the equalization of 
NMP channels for the case of an unknown non-Gaussian distribution. Techniques based 
solely on autocorrelation functions have proved to be useless in solving this problem. 
In the end, higher-order (>2) cumulant (HOC, Fourier transformation of which is 
termed higher-order spectra (HOS) or polyspectra) analysis technology provides a tool for 
solving the problem of blind equalisation of NMP channels. This is because communica-
tion channels are only a specific class of NMP systems, and many general results of NMP 
system identification can then be exploited to accomplish the estimation of NMP channels. 
Although HOC based blind equalisation techniques have only started to be studied by the 
signal processing and communications community in the past ten years, considerable pro-
gress has been achieved. As in blind identification or deconvolution, parametric methods 
are increasingly preferred to conventional approaches in blind equalisation as a conse-
quence of their high resolution and low estimation variance. For example, among the sug-
gested techniques are those of Chiang-Nikias' [32][14] and Hatzinakos-Nikias' [103]-[105]. 
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However, it is because HOC based blind equalisation technology is still very young that 
there are some drawbacks with the existing approaches. As a result, the investigation in this 
field is still rapidly developing both in depth and in width. In this chapter, the two blind 
deconvolution techniques proposed respectively in Chapter 4 and S are modified and 
applied to the problem of blind equalisation of NMP channels. It turns out that the 
obtained equalisation schemes possess several advantages over the existing ones. 
In this chapter, the transmitted data is assumed to be independently and uniformly 
distributed over some discrete finite set: 
S = {s1 = i I i = —(2M —1), —(2M —3), ..., 2M-. 41) 
= (±1, ±3, ..., ±(2M-1)} , 	 (6.1.1) 
which corresponds to a 2M -level pulse amplitude modulation (PAM) scheme. Here, M ~t2. 
If and only if M is sufficiently large, the above data is close to being sub-Gaussian [19][20]. 
In practice, however, M is usually not taken to be too large. This is a limitation of the 
algorithms in [19] and [20]. Fortunately, HOC based methods do not require any assump-
tions about the distribution except that it be non-Gaussian. 
The general structure of this chapter is as follows. First in Section 6.2, the two-step 
algorithm suggested in Chapter 4 is applied to the discrete data: PAM series. An SAT-AST 
transformation pair is introduced in order that the 3rd-order cumulant based algorithm can 
be used. Meanwhile, the performance of our two-step algorithm is further tested in the 
context of blind equalisation. Then an adaptive version of the AR algorithm (described in 
Chapter 5) is systematically derived in Section 6.3, and a novel successive over-relaxation 
(SOR) is employed to accelerate the convergence rate. This SOR based algorithm can even 
track the change of linear time-variant (LTV) channels. In both of these two sections, 
several simulations are exhibited. Finally, some conclusions are summarised in Section 6.4. 
6.2 MA Model Based Technique 
The system studied in this section is shown in Fig(6.1). It is assumed that the channel 
is stable, linear, and time-invariant. Then, it can always be expressed as the following MA 
model with finite order q: 
q 
y,(k)=y(k)+n(k) 	b1 x,(k—i)+n(k) , 	 (6.2.1) 
i o 
where, n (k) is symmetrically-distributed additive noise, and x (k) is the transmitted 
sequence in which the random data are independently and uniformly distributed over the 
set S in Eq(6.1.1). 
The general expression for the n th-order cumulants Cy ,(Ml, m 2, 	, m _i) of y (k) 
can then be obtained from Eq(4.2.1). But in this section, we will only use the 3rd-order 
cumulants (n =3). The reason for this is twofold: 
1) The 3rd-order cumulants are relatively easier to estimate accurately than the cumulants 
of 4th or higher order. 
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2) The 3rd order cumulant of symmetrically-distributed noise n (k) theoretically vanishes, 
which allows the developed channel identification algorithm to be robust in presence of 
additive noise with a symmetric distribution (e.g., Gaussian noise). 
In the following discussion of this section, will directly cite the related results derived 
in Section 4.2. 
6.2.1 Symmetry-to-asymmetry transformation of data distribution 
For the above data model, unfortunately, the skewness y, and consequently the 3rd-
order cuniulants C,(m1, m2), theoretically vanishes, because x,(k) itself has a symmetric 
distribution! In order to overcome this point, we suggest the following scheme of transfor-
mation from a symmetric distribution to an asymmetric one 
The proposed system is illustrated in Fig(6.2). At the transmitter end, the following 
symmetric-to-asymmetric transformation (SAT) is implemented before transmitting: 
	
{s} -. {a =ln[K (2M +sg)1—i.} , 	 (6.2.2) 
i.e., 
x,(k) -.x(k) n[K(2M+x,(k)I—p. , 	 (6.2.3) 
where 
Ii = E[ln(K (2M+x,(k)))] 
- 	2M-1 
ln(K.(2M+s)) 	 (6.2.4) 
i=—(2M-1) 
-- I E{odd numbers} 
and K is a compression factor. The skewness of x (k) can then be written as 
2M-1 
= E[x3(k)] = 	
a.3P(a1 ) , I 	 (6.2.5) 
I ({odd numbers} 
where P (a1 ) denotes the probability at which the value a1 happens.. Notice 
P(a1 ) = P(s1) = 	j- 	 (6.2.6) 
Eq(6.2.5) can be rewritten as 
= 	
- 2M-1 	
[ln(K .(2M + i) - 	. 111 	 (6.2.7) 
2M i=—(2M-1) 
i E{odd'numbers) 
In this way, x (k) and y(k) become zero-mean skewed discrete sequences, which permit the 
i.
application of the 3rd-c!der cumulant. 
In order to restore the original sequence at the receiver end, it is necessary to perform 
the corresponding inverse transformation: asymmetric-to-symmetric (AST) one: 
1 i+a, —2M} , 	 (6.2.8) 
-. .,(k)= . 	 (6.2.9) Te 
As to the value of factor K, considering transmission of the restoration error in Eq(6.2.9), 
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it can be shown that jjK 
~ 	
is appropriate. Additionally, from Eq(6.2.4)and 
Eq(6.2.7), it can be proven that _Y3 does not change with variation of K. 
Next the equalization of the received sequence y(k) is considered. From Eq(6.2.1), 
the process model can be rewritten as 
y(k) = y(k) + n(k) = jb1x(k—i) + n(k) , 	 (6.2.10) 
and from Eq(4.2.1), the corresponding 3rd-order cumulant expression here reduces to 
U 
C,(m1, m2) = 'y3bjbj+,41bj+m2 + C,(m j, m2) , 	 (6.2.11) 
i-L 
where L = max(0, —m 1, —m 2 ), and U = min(q, q —m 1, q —m 2). 
6.2.2 Application of two-step approach to channel equalisation 
Channel identification is the key step in the equalization technique suggested here. 
From the foregoing model assumption, the problem of channel identification reduces to the 
estimation of the parameter vector &={b0, b1, ..., bq } in Eq(6.2.11) by means of the 3rd-
order cumulants. Clearly, this problem is nearly the same as the one with which we dealt 
in Chapter 4. The only difference is that here the data consist of only discrete values: {± 1, 
± 3, ... }. As a consequence, the application of the two-step approach derived in Chapter 4 
becomes very straightforward. The main points of the obtained equalisation algorithm are 
listed as follows. 
<1> Calculating R,(mi, m2)= estimate of C7 (m1, m 2) by using the segment-average scheme: 
First, segment N received data samples into P records of Q samples each, viz., 
N = P X Q. Then estimate the cumulants R,(i )(m 1, M2) for the i -th record by 
R,()(m 1, m2) = --y()(k)y)(k+m1)y(')(k+m 2) , 	 (6.2.12) 
k=kI 
where y(1)(k) denotes the samples in the i -th record. In addition, i = 1, 2, ..., P, 
Ic1 =max(0, —m 1, —m 2) and k. =min(Q —1, Q —m1-1, Q —m2-1). Finally, average 
R,, 1 )(m j, M 2) over all records: 
R5 (m 1, m 2) = _R,(0(m1, m2) . 	 (6.2.13) 
<2> Order selection: 
If the channel order q is known, go to <3>; Otherwise, it needs to be determined. 
The empirical order selection method below has been employed in our work (for denota-
tions, see subsection 4.2.2): 
STEP 1: According to experience and computing limitation, preset I as a positive 
integer J, which should be "higher" than the anticipated order q; 
STEP 2: Calculate & J), J =1, ..., 
STEP 3: Search the minimum: &(J)=min{&(1), ..., &(J), ..., 
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STEP 4:q=J-1. 
<3> Initial estimate selection: 




C, (q, q) 
and 
1=1, ...,q. 	 (6.2.14b) 
<4> Parameter optimisation: 
2 
q 	-in (q.q—iuu) 
=2 [-yr 	 m)](b,2+_+2b,b,..,) , 	(6.2.15a) 
m—q  
b, .- b, —T -VI , 	 (6.2.15b) 
1=0, ..., q 
<5> Signal restoration: 
In order to determine the coefficients 0, 's of the equaliser, Eq(4.3.17) and the related 
equations in Section 4.3 can be directly employed here with no modification. The received 
sequence y (k) then forms the input to the equaliser designed above, and the restored 
sequence can be obtained thus: 
r 2  




and after implementing AST of Eq(6.2.9), the final equalization result can obtained. 
6.2.3 Algorithm discussions 
In order to apply the 3rd-order cumulant analysis to the equalization of channels 
driven by an unskewed discretely-distributed sequence, a transformation scheme (SAT) was 
proposed above. As to the form of the transformation function, it should be pointed out 
that, in addition to the logarithmic form, other forms such as reciprocal or square-root are 
also possible. However, it was observed that the cumulants of the received sequences can 
become more difficult to estimate when some forms of transformation functions are 
adopted. The study of this problem is under way. 
On the other hand, if a "non-uniform modulation" at the transmitter was adopted 
according to the data distribution after the above SAT, and the corresponding change 
implemented for demodulation at the receiver , the "SAT and "AST" stage in Fig(6.2) 
could be removed. In addition, for the transmitted sequence, the algorithm presented here 
requires M a2, whereas Sato's scheme can be employed for the case of M = 1. 
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In the case of an unskewed driving sequence, 4th-order cumulant analysis can also be 
used, and in principle, the proposed algorithm can be extended to the 4th-order case. This, 
however, suffers from several limitations, as mentioned earlier. In addition, the danger of 
the algorithm failing to converge to the global minimum greatly increases. It is also worth 
noting that the assumption of "symmetrically-distributed noise" is often more reasonable 
than that of "Gaussian noise". 
As to computational complexity, the burden of this algorithm is obviously higher than 
that of the simple Sato scheme. In the later simulation section, however, it can be seen that 
the proposed algorithm outperforms the corresponding Sato scheme in terms of convergence 
rate and steady state MSE. To this extent, the computational burden with our approach 
can be considered as the penalty incurred for the improved performance. 
To summarise, the main features of the proposed algorithm are as follows. Firstly, it 
can correctly equalize received sequences for both MP channels and NMP channels, 
because HOC reflect the phase property of the channel. Secondly, the channel identifica-
tion scheme is robust in the presence of additive symmetrically-distributed noise which cor-
rupts the received data, since the 3rd-order cumulant of this type of noise theoretically van-
ishes. Thirdly, it can automatically determine the orders of inverse filters as long as an 
accuracy control factor is preset. Fourthly, since optimization schemes are adopted both in 
MA parameter estimation and in inverse filter design, the obtained equalization results are 
usually acceptable. 
6.2.4 Computer simulations 
In this section, the proposed algorithm is applied to the equalization of NMP chan-
nels. The transmitted data sequence x, (k) consists of random variables which are equally 
distributed over the 4-level set S ={± 1, ±3} (i.e., the case of M =2 in Eq(6.1.1). For each 
example, we perform twenty Monte-Carlo (MC) runs with N = P X Q = 25X256 data each. 
The ; (k) waveform for the first run is shown in Fig(6.3) (only the first 150 points are 
drawn, similarly hereinafter). Taking the compression factor K=1/2M=0.25,  from 
Eq(6.2.4) and Eq(6.2.7), we can obtain: p=-0.22280 and -Y3= -0.25191, respectively. 
After the SAT of Eq(6.2.3), the obtained sequence x(k) for the first run is given in 
Fig(6.4). The true received sequence y,.(k) for each run is generated, as indicated in 
Eq(6.2.10), by convolving x(k) with the true channel model, and Gaussian noise n (k) is 
2  k 
then added to y1  (k) to produce y (k) with the SNR being obtained from 10log10 
E L
ly2 E[n (k)] 
For comparison purposes, the corresponding Sato scheme is also implemented. A 
brief description of Sato scheme is given in Appendix 6.1. 
[EXAMPLE 6.2.1] The case of MA channel. 
The true channel transfer function is assumed to be 
H(z) = 1+4.5z+2z 2 , 	 (6.2.17) 
which is obviously mixed-phase. The first MC run is then carried out as follows. First, in 
the presence of 50 dB noise, the model order selection is implemented, and the curve of 
9 (J) is illustrated in Fig(6.5), in which 9 (I) reaches the minimum at I = 3, thus the order 
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q =3-1=2. The channel identification is then realized. The result is listed in Table (6. 1), 
and the corresponding learning curve is drawn in Fig(6.6). In addition, channel identifica-
tion is also implemented in the case of 20 dB noise. The corresponding (J) curve and 
identification results are also illustrated in Fig(6.5) and Table (6.1), respectively. But the 
learning curve is given in Fig(6.7). To compare the identified channel with the true one 
more clearly, we plot the true and estimated channel frequency responses in Fig(6.8). All 
foregoing learning curves and frequency responses have been normalised, hereinafter. It 
can be seen that our algorithm is very robust to the additive noise in terms of the identifica-
tion results. 
Table (6.1) Channel identification results: 1st MC run. 
SNR=50d8 SNR=2OdB 
5 true initial estimated initial estimated 
b0  1.00000 0.14826 1.05982 0.46192 1.07033 
b1 4.50000 8.85113 4.53011 4.85908 4.53612 
b2  2.00000 5.65169 1.82962 3.48967 1.82223 
The corresponding Sato scheme is also simulated in the presence of 50 dB and 20 dB 
noise. The order of noncausal part r 1= —10, the order of causal part r 2= 10, and the step 
size T=5.OX 10. The learning curves are also illustrated in Fig(6.6) and Fig(6.7), respec-
tively. Clearly, the proposed approach has a much faster convergence rate than Sato 
scheme. 
Nineteen other MC runs of our algorithm are similarly implemented, and the general 
identification results are listed in Table (6.2) (mean±variance). 
Table (6.2) Channel identification results: 20 MC runs. 
SNR=5OdB SNR=2OdB 
5 true estimated estimated 
b0  1.00000 0.93964±0.10736 0.95218±0.11144 
b1  4.50000 4.47019±0.06723 4.48838±0.06440 
b 2  2.00000 1.95622±0.14801 1.97420±0.14654 
[EXAMPLE 6.2.2] The case of ARMA channel. 
The true channel transfer function is taken to be 
H(z) = 1 + 5.6z ̀ + 3z 
-2 
1+0.3z -1  
(6.2.18) 
which is also mixed phase. The first run is then implemented. Let SNR = 50 dB. The curve 
of (J) is plotted in Fig(6.9), from which the equivalent MA model order should be 
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selected as q =4-1= 3. Similarly, the equivalent MA model parameters are estimated, and 
listed in Table (6.3). For comparison, the true impulse response (IR) I of the channel is 
also given in Table (6.3). The corresponding learning curve is shown in Fig(6.10). In 
order to study the robustness of our algorithm to order mismatching, we set q = 4 and q =5, 
respectively, and make the same simulation as in the case of q=3.  The corresponding 
results are also given in Table (6.3) and Fig(6.10). Fig(6.11) illustrates the corresponding 
channel frequency responses. 
Table (63) Channel identification results under different q values: 1st MC run. 
q.3 q=4 q5 JR 
6 initial estimated initial estimated initial estimated 6 
b0 1.86251 1.07464 4.81420 1.09246 2.29508 1.09297 1.00000 
b 1  -1.16580 5.33401 13.49702 5.33343 1.00317 5.33343 5.30000 
b2  0.78238 1.21479 11.09953 1.20137 0.45498 1.20091 1.41000 
b3  1.54231 -0.48243 7.67586 -0.50251 0.50401 -0.50267 -042300 
b4 - - 0.05581 0.22382 0.96133 0.21896 0.12690 
b5 - - - - 1.68784 0.05016 -0.03807 
Notice that, when q-=4.,. the learning curve is smoothest, the minimum normalised 
MSE is lowest, and the frequency response is nearly equally close to the true one. Although 
the selection of q = 3 does not seem to be as good as that of q = 4 in this example, the final 
equalization results with . 9 = 3 and q = 5 are still satisfactory, as can be seen. 
Occasionally, the steepest descent process (SDP) may converge to a local minimum 
because the initial estimate from Eq(6.2.14) and Eq(6.2.15) is not accurate enough. To 
try and overcome this problem, the following scheme was adopted: when the SDP reaches a 
minimum point m,  reset the initial estimate of 1 as 	and restart the SDP, etc. Finally, 
take the S. which makes 2  smallest as the global solution. This is why there exists a peak 
respectively when q =3 and q =5 in Fig(6.10): they are both restart points. However, the 
trouble encountered here by no means illustrates the total failure of the approach. On the 
contrary, as can be seen from the following simulations, it is the two-step scheme that, to a 
great extent, overcome the above problem. 
Now, still let q = 4 and SNR =50 dB. We use the conventional (or randomly chosen!) 
initial estimate (CIE) in the SDP, i. e., 511, 0, 0, 0, 01, instead of using the initial 
estimate generated by Giannakis formula (OlE) as before. It is observed that the SDP 
immediately converges to a local minimum: S.={5.20882, 2.14187, -0.63981, 0.21779, 
0.04560). After resetting, the global minimum S. ={1.09246, 5.33343, 1.20137, -0.50251, 
0.22382) is reached. The learning curve is demonstrated in Fig(6.12). But under the same 
conditions, as we have seen earlier in this example, our algorithm directly converges to the 
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global minimum (listed in Table (6.3)). To compare even more clearly, we redraw the 
learning curve (see Fig(6.10)) of our algorithm in Fig(6.12). 
Similar simulations are also implemented in the case of 35 dB noise. Again, when the 
CIE is used, the SDP goes to the same local minimum: 9. 15.21076, 2.13764, -0.63702, 
0.22706, 0.03933}, and arrives at the global minimum S,, = (1.09047, 5.33450, 1.20106, 
-0.50013, 0.23114) after resetting. But our algorithm directly catches the global: 
6,,, ={1.09043, 5.33450, 1.20105, -0.50013, 0.23114} after resetting. The corresponding 
learning curves are also illustrated in Fig(6.12). Also, the identification results in this 
example show the robustness of our algorithm to the additive noise. 
The corresponding learning curve of Sato scheme in the case of 50 dB noise is also 
shown in Fig(6.10). Similarly, r1=-10, r2=10, and T=5.0X10. Again, our algorithm 
outperforms the Sato scheme in convergence rate. 
Similarly, nineteen MC runs of our algorithm are realised (SNR =50 dB), and the 
general identification results (mean± variance) are given in Table (6.4). 
Table (6.4) Channel identification results under different q values: 20 MC runs. 
q3 q4 q5 1R 
estimated estimated estimated 
b0  0.96917±0.09525 0.97381±0.09796 0.97457±0.10052 1.00000 
b1  5.27949±0.06382 5.28413±0.06919 5.27666±0.06457 5.30000 
b 2  1.333050±0.13345 1.34793±0.15143 1.30858±0.13666 1.41000 
b3  -0.46967±0.09941 -0.48374±0.10846 -0.48984±0.10259 -0.42300 
b4  - 0.05305±0.13299 0.08223±0.13252 0.12690 
b5  - - -0.03703±0.12579 -0.03807 
6.2.5 Conclusions 
A novel third-order cumulant based equalization algorithm has been presented, in 
which a two-step relay channel identification method and a transformation scheme are 
proposed. For this algorithm, the channel can be nonminimum phase, and the transmitted 
data can be of any level number greater than 2. The multimodal problem is partially 
overcome. The algorithm has a faster convergence rate in comparison with such non-HOC 
based methods as Sato scheme. The computer simulations presented for 4-level PAM data 
verified these points. Also, in our work, we have successfully simulated, but not presented 
here, equalization of 8-level PAM data sequence using the above algorithm. 
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Fig(6.3) The transmitted sequence (before SAT). 
0 	20 	40 	60 	80 	100 	120 	140 
k 
Fig(6.4) The transmitted sequence (after SAT). 
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6.3 AR Model Based Technique 
In addition to MA model based methods, another basic class of parametric techniques 
are AR model based ones, which are often more preferable in the equalisation scenario. 
We derived in Chapter 5 six different families of linear equations with respect to the 
coefficients of inverse filters (or, equivalently, the AR parameters of channels), each family 
of linear equations comprising a single deconvolution algorithm. As addressed there, the 
proposed algorithms have two important advantages over the existing approaches: i) only 
the diagonal slice of cumulants is used; and ii) the algorithm form is much simpler. In this 
section, the adaptive performance of the algorithms will be examined in the context of 
blind equalisation of NMP channels. 
The general structure of this section is as follows: In Subsection 6.3.1, the blind 
equalisation problem is re-formulated for convenience of the following description. 
Subsection 6.3.2 derives the new AR model based equalisation algorithm, where an 
iteration scheme termed successive over-relaxation (SOR) is introduced to accelerate the 
algorithm convergence rate. Some analysis and discussions on the algorithm are given in 
Subsection 6.3.3. Then, the comparison of SOR with the conventional LMS scheme is 
made in Subsection 6.3.4. Subsection 6.3.5 mathematically analyses the convergence 
behaviour of our algorithm. Several computer simulations are shown in Subsection 6.3.6. 
Finally, some conclusions are drawn in Subsection 6.3.7. 
6.3.1 Preliminaries 
The channel studied in this paper is the same as before, i.e., it is assumed to be stable 
and linear, and can be expressed as the following MA model with finite order q: 
q 
y(k) =y ,(k) + n(k) = 	b1 x(k—i) + n(k) , 	 (6.3.1) 
i=O 
where, n (k) is white Gaussian noise, and x (k) is the transmitted sequence in which the 
random data are independently and uniformly distributed over some discrete finite set: 
S = {± 1, ± 3, ..., ± (2M —1)), which corresponds to a 2M -level PAM scheme. Also, we 
assume that the transfer function of the above channel has no zeros on the unit circle. As 
defined before, the object of blind equalisation is to restore x (k), given only y (k), by 
determining an inverse filter {O,} which permits Eq(6.3.2) shown below hold. 
r2  
1(k) = 	01y(k-1) 	x(k) . 	 (6.3.2) 
1r1  
Here, r 1 is the order of the noncausal part of the inverse filter, and r2 that of the causal 
part. In fact, when r1=0, Eq(6.3.2) represents the case of MP channels, where the well 
known prediction technique can be used to realise the blind equalisation [19][106]. On the 
other hand, when r 2= —1, Eq(6.3.2) models the maximum phase channels, for which the 
prediction method can also be employed [19]. However, for mixed phased channels (i. e., 
r 1<0 and r2"), no correct blind equalisation can be achieved by using the prediction 
scheme. In this case, as explained earlier, only higher-order cumulant (HOC) based 
techniques can offer a satisfactory solution without any other requirements for the data 
distribution except that it be non-Gaussian. 
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Similarly (to last section), as a result of symmetric distribution (or unskewedness) of 
the above PAM data, the 3rd-order cumulants of x (k), hence that of y (k), theoretically 
vanish. Thus, it is necessary (assume that no SAT is introduced here) to use the 4th-order 
cumulants of y (k), which, mathematically, may be expressed as (see Section 2.6) 
3 
C 4(m 1 , m2, m 3) = E[y(k)fly(k+m)] 
i=1 
—C 2(m 1)C 2(m 3 —m 2)—C 2(m 2)C 2(m 3 —mi)—C 2(m 3)C 2(m2 —m ) , 	(6.3.3) 
where, C 2() denotes the autocorrelation function of y (k), viz., 
C 2(m) = E[y(k)y(k+m)] . 	 (6.3.4) 
In this section, we only use the diagonal slice of C4(m 1, m2, m 3), where, m 1=m 2=m 3, and 
we denote it as 
C4(M) = C(m1, m2, m3)I,,,i=m2=m3, 	 (6.3.5) 
For the autocorrelation function, the diagonal slice c2() of C 2() reduces to C 2() itself, 
i. e., 
c2(m)=C 2(m) . 	 (6.3.6) 
Thus, we have 
C4(M) = E[y (k )y3(k + m )]-3E[y2(k )]E[y (k )y (k + m)] . 	(6.3.7) 
On the other hand, it should be noticed that, determination of inverse filter {O,} is 
equivalent to modelling of channels by a noncausal AR structure, viz., 
11(z) = jbz''2 1 	• 	 (6.3.8) 
,r1 
Consequently, the determination of the inverse filter (01 } can also be considered as a 
process of channel identification (AR model parameter identification). 
In this section, a new 2nd- and 4th-order cumulant based SOR algorithm is used to 
adapt 01 's and realise the corresponding blind equalisation procedure. SOR is a particular 
variety of the conventional least-mean-square (LMS) adaptive scheme, but possesses a faster 
convergence rate and a greater insensitivity to the different values of "step-size", termed 
"relaxation factor" here. 
6.3.2 Algorithm derivation 
In order to determine the inverse filter parameters 01 's in Eq(6.3.2) or Eq(6.3.8), the 
following set of 2nd- and 4th-order cumulant based equations was obtained in Chapter 5 
under the conditions defined above (regarding the other two related sets of equations in 
Chapter 5, they can be similarly processed): 
'2 
0 jc4(n+j) = —c4(n) ; for nE[—r2, —l][q+l, —r1] 
j=,1 
1*0 
(6.3.9) '2  
OfM =g ; for n ([0, q] 
j=,1 
1*0 
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where, 
Li = j[c 2(n —i)c40 +j)—c4(n —0c2(i +1)1 	 (6.3. 10a) 
and 
q 
9. = 	[c4(n —1 )c2(i)—c2(n —i)c4(i)] . 	 (6.3. 10b) 
1=0 
The difference between 01's in Eq(6.3.9) and 01 's in Eq(6.3.2) is that normalisation has 
been done in Eq(6.3.9) so that 01  J j =O= 1 Eq(6.3.9) can be rewritten as following more 
compact form: 
U'!' = V , 	 (3.11) 
where, 
qr = (*1)(r2-rl ) 
= 	[0,2 	 ...' 0_i, 0, ..., 	0'2 
IT 	(6.3.12a) 
U = (uIJ )(,2_,1+l) x (,2_,1) 
c4(—r2+r1) c4(—r-1) c4(—r2+1) c(0) 
C4(1+r1) ... 	c(-2) 	C4(0) 	... c4(-1+r2) 
Io,-i fo,i •.. fO,r2 
fq,r j  fq,-i 	fqj 
c4(q+1+r1) •• 	c(q) c4(q+2) 	•• c4(q+1+r2) 




= [—c4(—r 2), ..., —c(-1), 90.....gq,  —c4(q +1), ..., _c4(—r1)IT .(6.3.12c) 
In practice, c2() and c4() will have to be replaced with their estimates ô2() and 
respectively. But we will not explicitly indicate the 'hats" in the following parts of this 
section to aid the conciseness of description because it is easy to distinguish. From 
Eq(6.3.11), the following normal equation can be obtained: 
UT U'!' = UTV . 	 (6.3.13) 
Since UTU  is positive definite, we must have 
det (UT  U) * 0 . 	 (6.3.14) 
From Eq(6.3.14) and the relevant linear equation theory, the solution of Eq(6.3.13), then 
the least squares solution of Eq(6.3.11), exists uniquely, viz., 
lt = (UTU)(UTV) . 	 (6.3.15) 
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Eq(6.3.15) is the block form of our algorithm. The elements of U and V can be 





= k+2 [(k+1)(m)+km+1)x(k+1)] 
k2)+ x (k —m + 1)x (k + 1) 	for Osm~q; 	(6.3.16a) 
k+2 
c ) (m)=cf') (—m) , for —qm<0; 	 (6.3.16b) 
c' 1) (m) = 0 , other, 	 (6.3.16c) 
and 
	
c?' (m) = M4'') (m )-3c. 1) (0)c') (m) , 	 (6.3.17) 
where, Mr')(m) is the diagonal slice of the 4th-order moments at the (k + 1)th time step, 
and it can be estimated as follows: 




= k+2[(k+1)M (m) + x(k—m+1)x3(k+1)] 
=M)(m)(1_k2) + x(k—m+1)x3(k+1) 
, for 0smq; (6.3.18a) 
k+2 




	for —qm<0; (6.3.18b) 
k+2 
M4 ) (m) = 0 , other. 	 (6.3.18c) 
Thus, Eq(6.3.15) also provides, in principle, a solution to the adaptive inverse filter 
parameters with the above recursive estimation of cumulants. The direct calculation of the 
r.h.s. of Eq(6.3.15) at each sample, however, as in autocorrelation function based 
adaptive filtering methods, involves a considerable amount of computation. In order to 
make full use of the information contained in the current set of parameters, the two most 
widely used schemes which have been proposed to solve such kind of problems in 
autocorrelation function domain are the recursive least-squares (RLS) and least-mean-
squares (LMS) algorithms [109]. In our problem, however, the RLS type of scheme is not 
applicable. This is because the size and structure of both U and V are "time-invariant" 
here, i. e., they do not change with the increase of time k. On the other hand, the 
ordinary LMS type of scheme can be borrowed and used in our problem. From Eq(6.3.11), 
we can define 
e2(k) = [U(k )'I'(k ) —V(k )]T [U(k )'I'(k ) —V(k)] 	 (6.3.19) 
as the cost function at k th iteration, where U(k), V(k), and T(k) respectively denote the 
estimates of U, V and 'I' at the k th iteration. Consequently, we can obtain the following 
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update to 'I'(k): 
l'(k+l) = (k)+2T(k)V(k) , 	 (6.3.20a) 
and 
V(k) = UT(k)[V(k)—U(k)'I'(k)] , 	 (6.3.20b) 
where, 7(k) is generally taken from the range: 




However, the convergence rate of the above scheme is generally slow, as in the 
autocorrelation function domain [14][109]. In addition, the convergence rate is greatly 
dependent on choosing of 7(k). In order to make best use of the information contained in 
the current set of parameters and obtain a faster convergence rate (without increasing the 
computation penalty too much), the successive overrelaxation (SOR) iterative scheme was 
adopted. The block digram of our equalisation procedure is illustrated in Fig(6.13). 
The SOR scheme was introduced simultaneously by D. M. Young and S. P. Frankel 
in 1950 [110][111]. In fact, it is an accelerated scheme of Gauss-Seidel iterative method for 
solving the large scale sets of linear equations. Like the Gauss-Seidel method, 
determination of the inverse of matrix is not required in the SOR method. But the SOR 
method can achieve a faster convergence rate. Now, we apply SOR scheme to Eq(6.3.13), 
and the following iterative algorithm can be obtained. 
Let 
UT(k)U(k) = A(k) = (ajk))(,2 ., j)x(r2 _,.1) , 	 (6.3.21a) 
and 
UT(k)V(k) = D(k) = (dI(*))(,2_,1) . 	 (6.3.21b) 
Then, 4'(k) can be updated by equation 
(k+1) = 	+ 811(k) , 	 (6.3.22a) 
where, 
i-i 
= 	 aJs(k)) , 	 (6.3.22b) 
~(k 
J=1 	 j=i 
i=1, 2, ..., r 2 —r1, 
and ji is termed relaxation factor, which, to guarantee the convergence of the above 
iterative process, must be chosen from the following range (a concise proof for this is given 
in Appendix 6.2. For more details, see [110] and [1111): 
0 < p. < 2 . 	 (6.3.22c) 
When p.= 1, SOR reduces to Gauss-Seidel method. Furthermore, Eq (6.3.22b) can be 
rewritten as 
i-I 
= 	p. 	 u,).(v,(k)_ u4*J" 
'2 1+1 
u$)Jk) ) , (6.3.22d) 
(ujk))2 '1 	 j=1 	
j=i 
I=1 
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Fig(6.13) The blind equaliser structure in Section 6.3. 
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where 41) and 	denote the values of u 1 and v1 after the k th iteration, respectively. 
In practical programming, further arrangements can be made to reduce the 
computational load. For example, we can adopt the following algorithmic form: 
For the (k + 1)th iteration (or sample), 
Filling U(k) and V(k) by using Eq(6.3.16a-c) and Eq(6.3.17-18c); 
Calculate 
r2r1+1 
(ujk)) , i1, 2, ..., r 2-r 1 ; 	 (6.3.23a) 
I=1 
For i=1, 2, ..., 
if i =1, then calculate 
= vfl') 	uj5,Jk) , 	 (6.3.23b) 
j=1 
I = 1, 2, ..., r2 —r 1+1 
= -1j- 	u, ) ,(V 	 (6.3.23c) a pp  
	
= 	k) + 8k) , 	 (6.2.23d) 
otherwise, calculate 
k) = 	 , 	 (6.2.23e) 
I = 1, 2, ..., r2 —r 1+1 
'2' 1+1  
= 	'c' u,t(k) 
a (k) 	
, 	 (6.2.230 
=i 
= 	k) + 84) . 	 (6.2.23g) 
Notice that, in above step 3, the information of 	is fully utilised to calculate 
As a result, the computation amount is greatly reduced than otherwise. 
6.3.3 Algorithm discussions 
Several discussions for the above algorithm are then in order: 
<1> Initial estimate of 'I'(k): In principle, T(0) can be chosen arbitrarily. But 
habitually, it is set to be 0. 
<2> Since the obtained inverse filter is noncausal, the restored data series has a 
delay of —r 1 samples (or time steps), as shown in Fig(6.13), viz., 
'2 
I'(k+r1) = 	01y(k+r 1-j) . 	 (6.3.24) 
j='i 
<3> As a result of normalisation of 01's (or 4,.'s), the output data of the inverse 
filter {O } has an amplitude gain in comparison with the true transmitted data at each time 
step; thus, an automatic gain control (AGC) mechanism [103][104][106] is needed, as in 
Fig(6.13). From Eq(6.3.24), the power of .V(k) at the kth time step can be expressed as 
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o.(k) = E[(I'(k))9 
'2 '2 
= 	0 j 0 E[y (k —i )y (k -j)] 




 : 0.0c0 -j) 	 (6.3.25) 
I 	r 1f 
Notice that 0= 1 in Eq(6.3.24-25). Let the power of the transmitted data be or,, then the 
AGC factor can be chosen as 
IAGC = ± IrAIa. i 	. 	 (6.3.26) 
Since the earlier estimates of c2() in adaptive procedure may cause a,<O, the operation of 
taking the absolute values is added in Eq(6.3.26) to force the blind equalisation to 
continue. The sign (+ or -) here is not identifiable as in many existing methods 
[103][104]. 
<4> The above algorithm is based on the linear time-invariant (LTI) channels. If 
the considered channel is linear time-variant (LTV), Eq(6.3.16a-c) and Eq(6.3.18a-c) must 
be modified so that 	() and cJ () can track the change of channels as quickly as 
possible. 
For slowly time-variant channels, the following "exponentially weighted" estimations of 
C20 and c 4() should be adopted: 
- 1 	fk+l1.x(i)x(i+m) c*l)(m) 
- k+2 
, forOsmq; (6.3.27a) 
k+2 
c')(m)=c')(—m) , for —qm<O; 	 (6.3.27b) 
c 1 (m) = 0 , other, 	 (6.3.27c) 
where, f is termed "forgetting factor", which controls the tracking performance of the 
algorithm. Similarly, 
1 k-m+1 M1)(m) k+2 fkt+l_i.x(i)x3(i+m) 
i=0 
= f.M k) (m)(1_ k2
) + x(k—m+1)x3(k+1) 








= f.M4k)(m )(1.... 1 2 ) + 
x3(k+m+1)x(k+1) ,for —q~m<0; (6.3.28b) 
k+2 
(m) = 0 , other, 	 (6.3.28c) 
and then, 
c)(m) = M4 )(m)-3c ) (0)c"(m) , 	 (6.3.17) 
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On the other hand, if there are sudden changes in channels, the following "sliding 
window" based estimations of c2() and c4() are recommended. 
Let the length of the sliding window be W. When k <W, Eq(6.3.16a-c) and 
Eq(6.3.18a-c) should still be used; but when k >W, the equations below should be adopted: 
c ) (m) = -[c ) (m)W —x(k+1—W)x(k—m+1—W) 
+x(k+1)x(k+1—m)] , forOsm:sq; 	 (6.3.29a) 
for —qm<O; 	 (6.3.29b) 
c') (m) = 0 , other. 	 (6.3.29c) 
Similarly, 
M4 ) (m) ={M ) (m)W - x(k —m + 1—W )x3(k + 1 —W) 
+ x(k—m+1)x3(k+1)] , for0:5m5q; 	 (6.3.30a) 
Mr1)(m) = [M)(m)W - x 3(k+m +1—W)x(k+1—W) 
+ x3(k+m+1)x(k+1)] , for —q:5m<0; 	 (6.3.30b) 
M ) (m) = 0 , other, 	 (6.3.30c) 
then again, 
c4 ) (m) = M4')(m)-3c 1)(0)c(m) . 	 (6.3.17) 
Note that, the last W + q data points must be stored to update the estimation of cumulants 
in the above sliding window based scheme. As a result, Os 's will be automatically updated 
to the corresponding new AR model parameters. This will be demonstrated in the 
simulation section. 
<5> Choosing of relaxation factor p.: D. M. Young obtained an expression for the 
optimum relaxation factor [110][111]: 
2 
ROPI = 1+V1_p2(J) , 
	 (6.3.31) 
where p(J) is the spectral radius of the Jacobi iterative matrix J associated with Eq(6.3.13). 
Since determination of p(J) is generally very complicated, Eq(6.3.31) cannot be used in 
practical environments. Empirical values can usually be found by trial-and-error. 
Fortunately, the disparity in the convergence rates caused by different relaxation factor 
values in our SOR algorithm is considerablely less than resulted from different step-size 
values in the LMS scheme. 
In addition, it is well known that Eq(6.3.20c) only represents an ad-hoc basis for 
selection of step-size T, and this criterion does not always work well. In fact, other criteria 
have been suggested recently [112][113]. However, this is not such a major problem for the 
above SOR algorithm since the selection range for relaxation factor p. is clear: 0<p.<2. 
The mathematical justification for this selection range is shown in Appendix 6.2. More 
details can be found in [110] or [111]. 
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<6> Computational complexity: This is another important index for adaptive 
algorithms. In comparison with the corresponding LMS scheme, there is only a small 
increase in the computational amount as the penalty of Ihe faster converging speed. This 
will be further analysed in later Subsection 6.3.4. 
<7> In our derivation above, the channel order q is assumed to be known. If q is 
unknown, several HOC based methods are available to select it [97][98][141. But a 
systematic and full comparison about the performances of these order selection methods has 
still to be reported in the literature. However, this problem is beyond the scope of this 
paper. 
6.3.4 Comparison of SOR with LMS 
In Subsection 6.3.2, the adaptive SOR algorithm was derived. In this section, the 
relation between SOR and LMS is illustrated, and the comparison between them is also 
made in terms of computational complexity. 
Now, we can rewrite Eq(6.3.20a-c) in their component forms: 
(k+1) = 	+ 2T(k)Vi(k), 	 (6.3.32a) 
= 	u,)•(v1(k) 	u,),(k)) , 	 (6.3.32b) 
1=1 	 j=1 
and 
0 < i(k) < 	1 	 (6.3.32c) '2'1 r2-r1+1 
(u,)) 
i=1 	1=1 
Notice that, when we calculate 	the values for 4,1), 	•.., 4,(k'), and 	1) 
are already available, and the latter are the most recently obtained values and generally 
better (in terms of their closeness to the true solution) than the values for 	4k), 
and 	Thus, from the viewpoint of taking advantage of the most current 
information, we can change the ordinary form of LMS in Eq(6.3.32a-b) into the following 
accelerated form (alternatively termed Gauss-Seidel form): 
	
(k+1) = (k) + 2T1(k)V ) , 	 (6.3.33a) 
r 2-r1+1 	 r 2-r1  
= 	 u,),Jk)) . 	(6.3.33b) 
1=1 	 j=1  
Comparison of Eq(6.3.33a-b) with Eq(6.3.22a) and Eq(6.3.22d) immediately leads to the 
conclusion that they are equivalent! Thus, the SOR scheme is actually an accelerated form 
of the ordinary LMS scheme. Considering the range (0, 2) of R, the above comparison 
also gives the new range for T(k) in Eq(6.3.33a): 
0 < TI (k) < 	




Notice that the range of Ti (k )'s in the new form of LMS scheme is greatly augmented. 
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On the other hand, it can be seen from the following discussion that the amount of 
computation for SOR becomes slightly larger than that for LMS. Since the computational 
amounts involved in cumulant estimation are the same for both SOR and LMS, we only 
need to compare the computational complexities of Eq(6.3.23a-g) and Eq(63.32a-c). In 
Eq(6.3.32a-c), the number of multiplications and divisions (MD) for one iteration is 
approximately 	3(r 2 —r1)(r2 —r 1 +1) + (r2 —r1); 	In 	E4(6.3.23a-g) 	(programming 
implementation of Eq(6.3.22a-b)), the corresponding number of MD becomes 
2(r2 —r j+ 1)(r2 —r1)+2(r2 —r1+ 1)(r2 —r1-1)+ (r2 —r j+ 1)+ (r2 —r1)=4(r2 —r 1+ 1)(r2 —r 1)-1. 
The numbers of additions and subtractions (AS) are very similar to MD. Hence, the SOR 
scheme approximately requires (r 2 —r1+ 1)(r2 —r1-1)=(r2 —r1)2-1 more MD and the 
similar number more of AS. Table (6.5) shows this point further by several concrete 
examples. Apparently, the increase of computation load is normally not very large. In 
addition, This can be considered as the penalty to be paid for the faster convergence rate. 
Table (6.5) Computational Complexity Comparison 
between SOR and LMS (MD & AS number). 
r1  r 2  SOR: Eq(6.3.23a-g) LMS: Eq(6.3.32a-c) Increase 
-5 5 439 340 99 
-10 10 1679 1280 399 
-15 10 2599 1975 624 
-15 15 3719 2820 899 
-20 j 	20 j 	6559 4960 1599 
6.3.5 Consistency and convergence 
In this section, the consistency and convergence behaviour of our algorithm are 
analysed. It is shown that the algorithm is normally consistently convergent. 
First, let us notice that the assumptions in Subsection 6.3.1 imply that: 
For the transmitted data series x(k), E[x(k)]=O, and the diagonal slices of the ith order 
cumulants of x (k) are limitedly large, where i = 2, 3, 4, 5, 6; and 
For the channels: They are absolutely summable, viz., ± lb1  I <'. Then, according to 
the relevant theorem in [15], we can conclude that the estimators both in Eq(6.3.16) and in 
Eq(6.3.17) are unbiased and consistent. Also, it is assumed that the affect of additive noise 
is removed. Considering the nonsingularity of UT(k)U(k)  and the results in [14] and [114], 
we have 
lim'I'(k) = lim(UT(k)U(k)) 1(UT (k)V(k)) = 'P 	 (6.3.34) 
Thus, the estimator in Eq(6.3.15), then that in Eq(6.3.13), is unbiased and consistent. 
Now, the remaining problem is: whether the SOR scheme converges? and if yes, 
under what conditions? To answer these two questions, we only need to cite the following 
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theorem: 




if A is symmetric and positive definite, and the relaxation factor is in the range: 
0<p.<2, then SOR scheme converges S 
The rigorous proof for the above theorem can be found in [111]. A concise and self-
contained proof is also given in Appendix 6.2. 
Obviously, our algorithm completely satisfies the conditions of the above theorem. 
Therefore, the convergence of our algorithm is guaranteed. 
6.3.6 Simulation examples 
In this subsection, several simulation examples are presented to demonstrate the 
performance of the algorithm proposed above. In the description below, the signal-to-noise 
ratio (SNR) is defined the same as before. 
6.3.6.1 LTI channels 
[Example 6.3.1] The mixed phase channel transfer function is assumed to be 
	
H(z) = 1-2.3z 1+0.6z 2 . 	 (6.3.36) 
The transmitted data is a 4-level PAM series: equally distributed over {± 1, ±31, and the 
SNR is taken to be 40dB. The above SOR-based algorithm is applied to the received data 
series y(k), where we set r 1= —10, r2=10, and p.=1.3. The mean-square-error (MSE) 
curve is drawn in Fig(6.14a), and the error rate (ER) curve in Fig(6.14b). For the 
convenience of comparison, the simulation of the LMS-based version of our algorithm 
(i.e., Eq(6.3.20a-c)) is also presented, and the corresponding results are also illustrated in 
Fig(6.14a) and Fig(6.14b), where we similarly set r1= —10 and r 2=10, but 
T(k)=0.5/tr[UT (k)U(k)]. Notice that p.(k) has been chosen to make the LMS algorithm 
achieve the approximately fastest converging speed. Clearly, SOR-based algorithm is of a 
far faster convergence rate than the LMS-based one. But the MSE curve of the SOR 
algorithm is not as smooth as that of the LMS algorithm. 
[Example 6.3.21 Let the channel transfer function be 
H(z) = 1+4.5z 1+2z 2 . 	 (6.3.37) 
Here, we set p.= 1.5 and T(k ) = 0.9/tr [UT  (k )U(k)]. The other assumptions are the same as 
Example 6.3.1. In the similar way to Example 6.3.1, the obtained results are illustrated in 
Fig(15a) and Fig(15b), respectively. This example demonstrates further the performance of 
the SOR algorithm much more. 
[Example 6.3.3] The channel is of the transfer function (from [141) 
11(z) = —0.7+1.63z1-0.9z2 	. (6.3.38) 
As in [14], we set the following conditions: r 1= —10, r2=30, SNR =20dB, and the 
transmitted data is a 2-level PAM series. 	Then, SOR algorithm is used exactly as in 
Example 6.3.1 and 6.3.2. When p. 	is let to 	be 1.2, the convergence traces of 01, 
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j = ± 1, ±2, ±3, are drawn in Fig(6.16a), and the corresponding MSE curve in 
Fig(6. 16b). In comparison, the results here are at least as good as that in [14], although 
the form of the algorithm here is very simple and regular. Another advantage of the 
algorithm here is that its convergence rate is much less sensitive to p. than the LMS scheme 
to T. To see this point, we draw the MSE curves of p.=0.8 and R=1.8 in Fig(6.16c). 
Clearly, there is no vital difference between them. 
[Example 6.3.4] The channel transfer function is 
11(z) = 1+3z 1+2z 2+z 3 
	
(6.3.39) 
Let r1= —10, r2=10 and SNR =30dB. The transmitted data is the same as in Example 
6.3.3: 2-level PAM series. The SOR algorithm is implemented using different relaxation 
factor values: p..=0.5, 1.0, 1.5, and 1.9. The corresponding MSE and ER curves are 
shown in Fig(17a) and Fig(17b), respectively. The robustness of our algorithm to p can be 
seen again. 
6.3.6.2 LTV Channels 
[Example 6.3.51 The slowly variant channel with the transfer function [14] 
where, 
and 
H(z) = b0+b1z'+b2z 2 , 	 (6.3.40) 
b 0 = —0.7+0.000025(k-1) ; 	 (6.3.41a) 
b2 = —0.3-0.000025(k-1) ; 	 (6.3.41b) 
b 1 = 1+b,b2 . 	 (6.3.41c) 
The transmitted data is a 2-level PAM series as in Example 6.3.3 and 6.3.4. First, set 
SNR = 30dB, r1= —10, r 2= 15, and p.= 1.4. Then we apply the algorithm to the received 
data, where, Eq(6.3.27a-c) and Eq(6.3.28a-c) are used, and the forgetting factor I is 
taken to be 0.9999. The obtained converging traces of O, j = ± 1, ±2, ±3, are drawn in 
Fig(6.18a), and the MSE curve in Fig(6.18b). It is clear that the algorithm tracks the 
change of the channel very satisfactorily. 
[Example 6.3.6] The sudden changed channel: The transfer function [14] is 
f-0 .7+1.21z-'-0.3z-2 , 0~k<4000; 
H(z)
= _0.5+1.25 1-0.5z 2 , k>-4000. 	
(6.3.42) 
The transmitted data is also a 2-level PAM series. Again, set SNR = 30dB, r1 —10, r2= 15, 
and p.= 1.1. Eq(6.3.29a-c) and Eq(6.3.30a-c) are used to update the cumulants, where the 
window length is set to be 2000. The MSE curve is illustrated in Fig(6.3.19a), and the 
converging traces of O, j = ± 1, ±2, ±3, are plotted in Fig(6.3.19b). It can be seen that 
the change of the channel is closely tracked, and the deterioration caused by the sudden 
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6.3.7 Conclusions 
In this section, a new higher-order cumulant based equalisation algorithm has been 
described. In the algorithm, only the diagonal slices of cumulants are used. Several 
conclusions can be drawn: 
(a). The algorithm is simple in form, and can be easily programmed and implemented. 
The introduction of the SOR scheme greatly accelerates the convergence rate and 
improves the adaptive performance of the algorithm. The algorithm also becomes 
insensitive to the selection of the step-size, viz., the relaxation factor. 
The algorithm can deal with both Lii and LTV NMP channels. 
The simulation results confirmed the feasibility and efficiency of the algorithm. 
6.4 Summary 
Two parametric HOC based blind equalisation techniques have been presented in this 
chapter: MA model based technique and AR model based technique. In both of these 
techniques, the channel can be not only MP but also NMP, and the data are multi-level 
PAM sequences, which are commonly used in modern communications. 
In MA technique, a novel pair of data distribution transformations was introduced in 
order to enable the 3rd-order cumulant based two-step approach to become applicable to 
the (symmetrically distributed) PAM data. The thorny problem of multimodality is partially 
overcome. Also, the obtained algorithm has a much faster convergence 'rate than such 
non-HOC based methods as Sato approach. 
In AR technique, we for the first time applied the SOR iteration scheme to an 
adaptive algorithm. As a result, the convergence rate of the algorithm is significantly 
accelerated. In the meantime, the algorithm becomes much less sensitive to the selection of 
the iteration step-size (relaxation factor). The algorithm is very simple in form and can be 
easily programmed and implemented. In addition, the algorithm can process not only Lii 
but also LTV channels. 
All techniques are also justified by many computer simulations. 
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Appendix 6.1 
In this appendix, the block version of Sato scheme is described as a reference of Sec-
tion 6.2. 
Here, we still use the denotations in Section 6.2, i. e., y(k) is the received signal, 
, (k) the restored signal, 0 's the inverse filter coefficients, and W the number of received 
samples. In addition, the scaling factor is denoted as y, and the step size as r. According 
to [21, the corresponding cost function can be written as 
1 W-1 	1W-1 
= —€ = —[,(k)—sign(I(k))]2 . 	 (A6.1.1) 
Wk=O 	Wo 
From the above equation, we must have the following iterative algorithm (which we 
employed in the text): 
1 4,., (i —I) =- y (k —i )y (k—I) , 	 (A6.1.2) 
" k=O 
Iteration: j1, 2..... 
'2 
= 0fi)y(k—i) . 	 (A6.1.3) 
irt 
I = r 1, ..., r2  
a€2 	W7 I 
- 
	
- [Ia (k)__f.sign( a (k))]Y(k_l) 
'2 
= 2 	0I),,,(i—l) - 21[sign(21(k)).y(k—l)J , 	 (A6.1.4) 
W k=O 
oji') = 0)—v f-. . 
	 (A6.1.5) 
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Appendix 6.2 
In this appendix, we show a concise and self-contained proof for the theorem in Sub-
section 6.3.5. 
Let A=(a1j),,, 'I'=(4i,),., and D—(d,). As in Eq(6.3.22a-b), the SOR iterative for-
mula for Eq(6.3.35) can be expressed as 




= --(d, —ajj4J')—a1jik7)) . 	 (A6.2.1b) 
au 	j1 	 J=i 
Now, let A = AD + AL  + A0 , where AD  = diag j, ..., a,,), AL  and A0 are respectively the 
lower and upper triangular matrices corresponding to A. Then Eq(A6.2.la-b) can be com-
pactly written as one expression: 
AD  'T!(k + 1)= p(D—AL'I'(K + 1)—A0 'I'(k))+(l — p..)AD 'l'(k) , 	(A6.2.2) 
where 1r(k)=(I,(k)).. Since AD + PAL is nonsingular for any p (from the fact a O in our 
situation), we can obtain the following matrix-form iterative formula of the SOR method: 
'P(k+1) = L1 'I'(k)+f , 	 (A6.2.3) 
where, 
Li,, = (AD + pA )- ((1 —p.)A —PA0) , 	 (A6.2.4a) 
and 
1= P(AD+,LAL)'D . 	 (A6.2.4b) 
Here, L is termed the iterative matrix of the SOR method. 
According to the general iteration theory for linear equation systems [111], in order to 
prove the convergence of Eq(A6.2.3), we only need to show that the spectral radius of L1 
is less than 1, or equivalently, any eigenvalue A of L1 satisfies IX 1<1. 
Let Z=(z) O be the eigenvector of L  for A, i. e., 
LZ = AZ . 	 (A6.2.5) 
Substituting Eq(A6.2.4a) into Eq(A6.2.5), we can obtain 
= A(AD +PAL )Z . 	 (A6.2.6) 
Thus, the following inner product expression holds: 
(((1—P)Ao —PAu )Z, Z) = (X(AD +PAL )Z, Z) , 	(A6.2.7) 
from which, the expression for A can be derived: 
= (AD Z, Z) — Ia(AD Z, Z)—p.(A0 Z, Z) 	 (A6.2.8) 
(ADZ, Z) + P(AL Z, Z) 
Notice that 
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(AD Z, Z) = >au I; 12 a > 0 . 	 (A6.2.9) 
Let 
(AL Z, Z) = a + i 0 (here i =V:i) . 	 (A6.2.10) 
Since A= A' (A is symmetric), Au =Af must hold. Thus we have 
(Au Z, Z) = (Z, AL Z)= (AL Z, Z) = a—ia . 	(A6.2.11) 
From Eq(A6.2.8), A can be determined: 
= (a—p..a—ap..)+ip 	 (A6 2 12) 
Then, 
IX 12 = ((F—p.a—p0L)2+(ii)2 	 (A6 2 13) 
(a+(Xp.)2+()2  
On the other hand, since A is positive definite, we must have 
0< (AZ, Z) = ((AD  + AL  + Au )Z, bZ) = a+2a . 	(A6.2.14) 
Then, the inequality 0<p<2 can guarantee 
(ff——cqi)2—(ff+pa)2 = p.a(a+2o)(p-2) <0 	(A6.2.15) 
Also, since a>0 and 0<p<2, we must have 
(0,+0tt)2+()2 * 0 	 (A6.2.16) 
Eq(A6.2.15) and Eq(A6.2.16) immediately lead to 
lxi < 1 . 	 (A6.2.17) 
Therefore, the SOR method converges• 
Chapter 7: 
CONCLUSIONS 
AND FUTURE TRENDS 
7.1 General Conclusions 
Blind deconvolution and its applications have been studied in this thesis. The 
emphasis of our investigation has been primarily on the higher-order cumulant (HOC) 
based deconvolution techniques. Based on different parametric models, we have proposed 
several new blind deconvolution algorithms, which can be used to deal with not only 
minimum phase systems but also nonminimum phase (NMP) systems. The vital reason for 
this, as remarked in the preceding chapters, is that HOC carry the phase information of 
systems (up to a linear phase shift). In terms of the features of our algorithms (i.e., the 
contributions of this thesis), the following conclusions are in order. 
Firstly, based on a MA system model, a two-step relay identification approach was 
suggested (Chapter 4). By combining the existing simple close-form formulae with an 
optimal fitting scheme, we, to a great extent, overcame the problem of multimodality which 
is notorious in nonlinear optimisation. As a result, our algorithm greatly improves the 
results of the existing close-form methods. 
Secondly, based on an AR system model, six families of linear equations with respect 
to the inverse filter coefficients were derived according to three new theorems (Chapter 5). 
Generally, they are all of a similar simple form. As a result of the linearity of these equa-
tions, the uniqueness of solutions can normally be guaranteed. Thus, the risk of local 
minima or contradictory solutions, which exists with some other methods such as 
Giannakis-Mendel's, is removed. It has been recognised that our result here represents 
another important progress following Giannakis-Mendel method in blind system identifica-
tion. Particularly, compared with the existing linear (i.e, noncausal AR based) approaches, 
our algorithms here possess the following two important advantages: 
Only the diagonal cumulant slices are used, which in general makes the algorithms more 
accurate, and also, makes the forms of the concerned matrices simple and elegant; 
The 4th-order cumulants are employed exactly the same way as the 3rd-order cumulants, 
which enables the 4th-order cumulant based algorithms (for deconvolution of a unskewed 
series) to be implemented as easily as their 3rd-order cumulants based counterparts (for 
deconvolution of a skewed series). 
Thirdly, the preceding two-step MA approach was successfully applied to the blind 
equalisation of multilevel pulse amplitude modulation (PAM) series received from NMP 
channels (Chapter 6). A novel data distribution transformation pair (SAT and AST) was 
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adopted to enable the 3rd-order cumulant based algorithms to become applicable to the 
symmetrically distributed data. The obtained equalisation scheme has been found to pos-
sess a faster convergence rate than the non-cumulant based methods such as the well known 
Sato method. 
Fourthly, the adaptive version of the AR algorithm was achieved in the context of 
blind equalisation of NMP channels (Chapter 6). In this study, we for the first time intro-
duced the successive over-relaxation (SOR) iteration scheme into an adaptive algorithm. 
As a consequence, the convergence rate of our algorithm is significantly accelerated, which 
enable our equaliser to deal with not only linear time-invariant (Lii) but also linear time-
variant (LTV) NMP channels. In the meantime, the requirement for the selection of itera-
tion step size is relaxed as well. 
In addition, as an alternative Lto/the predictive method, a new robust deconvolution 
algorithm (MP system oriented), named variance approximation and series decoupling 
(VASD), was obtained in Chapter 3. Unlike the predictive method, this algorithm does 
not need all the autocorrelation values of output series. No other approach with the similar 
feature has ever been reported do far. 
The multifarious computer simulations given in every chapter provide the firm support 
for the above conclusions. 
7.2 Future Trends 
Originally, the solution of the blind deconvolution problem depended upon two 
assumptions: 1) minimum phase (MP) system transfer function, and 2) independent and 
identically distributed input series. As a result, the general trend of blind deconvolution 
research has been following, and will follow, the line of removal or relaxation of the above 
assumptions. 
Regarding the first assumption, namely minimum phase, as demonstrated in this 
thesis, it has in theory been removed by the adoption of higher-order cumulant (HOC) 
analysis. Although HOC based techniques started to be investigated only about ten years 
ago, many encouraging results have been obtained. This is in no doubt a significant break-
through in the development history of deconvolution technology. In the meantime, it has 
also been indicated that the future work in blind deconvolution should be based on HOC. 
As an old saying goes, however, there is no pure gold in this world. Much work 
remains to be done in the domain of HOC based blind deconvolution. Below are several 
possible directions for the further research. 
1) Developing more accurate methods to estimate the 3rd- and 4th-order cumulants from 
data records with finite length. This work is very important for further broadening the 
application range of HOC based techniques. As has been observed in this thesis and other 
relevant literatures, to reach the same accuracy, HOC estimation require much longer data 
record than autocorrelation estimation. The general law here is: the higher order one uses, 
the longer data record one needs. 
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Exploiting parallelism in HOC based approaches to develop fast algorithms. HOC 
based methods usually involve relatively larger computational amount. Parallelism appears 
to be one of the keys to deal with the problem. 
Implementing HOC based algorithms in VLSI. In many application fields such as com-
munications and real time control, most algorithms should finally be implemented in VLSI, 
so should HOC based deconvolution algorithms. 
Comprehensively testing and comparing the many existing algorithms. Although this 
work is indispensable for the final maturisation of HOC based techniques, not much has 
been reported so far. The aspects of testing and comparison can include, for example, 
numerical stability, computational burden, convergence performance, and so forth. 
Application of the existing algorithms to practical environments. This is obviously a 
more advanced, and the final, destination for HOC based deconvolution techniques. 
On the other hand, in the second assumption --- independence and identical distribu-
tion, the distribution problem has been well understood through the introduction of HOC: 
the only necessary constraint is non-Gaussianity. In fact, non-Gaussianity can be satisfied in 
the majority of cases. For the assumption of independence, however, the research is still in 
a very early stage. This work will sooner or later be carried out because independence is 
not aiway the case in practice. 
In summary, blind deconvolution is a wonderful domain which is full of potentials 
and challenges. Through people's consistent effort of several decades, many significant 
progresses, some of which are revolutionary, have been achieved. HOC based techniques 
is such an example. 
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