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RESONANCE PROJECTORS AND ASYMPTOTICS
FOR r-NORMALLY HYPERBOLIC TRAPPED SETS
SEMYON DYATLOV
Abstract. We prove a Weyl law for scattering resonances in a strip near the real axis
when the trapped set is r-normally hyperbolic with r large and a pinching condition
on the normal expansion rates holds. Our dynamical assumptions are stable under
smooth perturbations and are motivated by wave dynamics for black holes. The
key step is a construction of a Fourier integral operator which microlocally projects
onto the resonant states. In addition to the Weyl law, this operator provides new
information about microlocal properties of resonant states.
For a Schro¨dinger operator h2∆g +V (x), V ∈ C∞(X;R), on a compact Riemannian
manifold (X, g) the Weyl law (see for example [DiSj, Theorem 10.1]) provides an
asymptotic for the number of eigenvalues (bound states) λj(h) as h→ 0:
#(λj(h) ∈ [α0, α1]) = (2pih)−n
(
Volσ(p
−1
V ([α0, α1])) +O(h)
)
. (1.1)
Here n is the dimension of X, pV (x, ξ) = |ξ|2g + V (x) is the (semiclassical) principal
symbol of the Schro¨dinger operator, defined on the cotangent bundle T ∗X, and Volσ
is the symplectic volume on T ∗X.
Scattering resonances are a natural generalization of bound states to noncompact
manifolds; they are the poles of the meromorphic continuation of the resolvent to the
lower half-plane {Imω ≤ 0} ⊂ C, see (1.3) and §§4.3, 4.4. However, there are very
few results giving Weyl asymptotics of resonances in the style of (1.1). The first one is
probably due to Regge [Re], with some of the following results including [Zw87, SjVo,
SjZw99, Sj11, FaTs12] – see the discussion of related work below.
This paper provides a new Weyl asymptotic formula for resonances, under the as-
sumption that the trapped set is r-normally hyperbolic and expansion rates satisfy a
pinching condition – see Theorems 1 and 2. These dynamical assumptions are moti-
vated by the study of black holes, see [KoSc]; this continues the previous work of the
author [Dy11a, Dy11b, Dy12], and the application to stationary perturbations of Kerr–
de Sitter black holes is given in [Dy13]. See also [GSWW] and [NoZw13, Remark 1.1]
for applications of normally hyperbolic trapping to molecular dynamics. Since the
imaginary part of a resonance can be interpreted as the exponential decay rate of the
corresponding linear wave, we study long-living resonances, that is those in strips of
size Ch around the real axis. More precisely, we establish an asymptotic formula for
the number of resonances in a band located between two resonance free strips.
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2 SEMYON DYATLOV
Setup. To illustrate the results, we consider semiclassical Schro¨dinger operators on
X = Rn, studied in detail in §4.3:
PV := h
2∆ + V (x), V ∈ C∞0 (Rn;R). (1.2)
Here ∆ = −∑j ∂2xj is the Euclidean Laplacian. The results apply under the more
general assumptions of §§4.1 and 5.1, in particular in the setting of even asymptotically
hyperbolic manifolds – see §4.4 and Appendix A. Resonances are the poles of the
meromorphic continuation of the resolvent
RV (ω) = (PV − ω2)−1 : L2(Rn)→ H2(Rn), Imω > 0, (1.3)
across the ray (0,∞) ⊂ C, as a family of operators L2comp(Rn) → H2loc(Rn). For the
proofs, it is convenient to consider a different operator with the same set of poles
R(ω) = P(ω)−1 : H2 → H1, (1.4)
where H1 = H2h(Rn) is a semiclassical Sobolev space, H2 = L2(Rn), and P(ω) : H1 →
H2 is constructed from PV using the method of complex scaling (see §4.3).
To formulate dynamical assumptions, let pV (x, ξ) = |ξ|2 + V (x), fix energy intervals
[α0, α1] b [β0, β1] ⊂ (0,∞), put p = √pV on p−1V ([β20 , β21 ]) (see (4.4) for the general
case) and define the incoming/outgoing tails Γ± and the trapped set K as
Γ± := {ρ ∈ p−1V ([β20 , β21 ]) | exp(tHp)(ρ) 6→ ∞ as t→ ∓∞}, K := Γ+ ∩ Γ−.
Here exp(tHp) denotes the Hamiltonian flow of p. We assume that (see §5.1 for details)
Γ± are sufficiently smooth codimension one submanifolds intersecting transversely at
K, which is symplectic, and the flow is r-normally hyperbolic for large r in the sense
that the minimal expansion rate νmin of the flow exp(tHp) in the directions transverse
to K is much greater than the maximal expansion rate µmax along K – see (5.1), (5.3),
(5.4). These assumptions are stable under small smooth perturbations of the symbol
p, using the results of [HPS] – see §5.2.
Distribution of resonances. Let νmax be the maximal expansion rate of the flow
exp(tHp) in the directions transverse to the trapped set, see (5.2). The following
theorem provides a resonance free region with a polynomial resolvent bound:
Theorem 1. Let the assumptions of §§4.1 and 5.1 hold and fix ε > 0. Then for
Reω ∈ [α0, α1], Imω ∈ [−(νmin − ε)h, 0] \ 12(−(νmax + ε)h,−(νmin − ε)h), (1.5)
ω is not a resonance and we have the bound1
‖R(ω)‖H2→H1 ≤ Ch−2. (1.6)
1The estimate (1.6) implies, in the case (1.2), cutoff resolvent bounds ‖χRV (ω)χ‖L2→H2h = O(h−2)
for any fixed χ ∈ C∞0 (Rn). This explicit bound improves slightly the bounds on the decay of correla-
tions in [NoZw13, Theorem 1].
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Figure 1. (a) An illustration of Theorem 2, with (1.8) counting res-
onances in the outlined box. The unshaded regions above and below
the box are the resonance-free regions of Theorem 1. (b) The canonical
relation Λ◦, with the flow lines of V± dashed.
In particular, we get a resonance free strip {Imω > −νmin−ε
2
h}, recovering in our
situation the results of [Ge´Sj87, WuZw11, NoZw13].
Under the pinching condition
νmax < 2νmin, (1.7)
we get a second resonance free strip {Imω ∈ [−(νmin − ε)h,−(νmax + ε)h/2]}. We can
then count the resonances in the band between the two strips, see Figure 1(a):
Theorem 2. Let the assumptions of §§4.1 and 5.1 and the condition (1.7) hold. Fix
ε > 0 such that νmax + ε < 2(νmin − ε). Then, with Res denoting the set of resonances
counted with multiplicities (see (4.3)),
#
(
Res∩{Reω ∈ [α′0, α′1], Imω ∈ 12 [−(νmax + ε)h,−(νmin − ε)h]}
)
= (2pih)1−n(Volσ(K ∩ p−1([α′0, α′1])) + o(1)),
(1.8)
as h→ 0, for every [α′0, α′1] ⊂ (α0, α1) such that p−1(α′j) ∩K has zero measure in K.
Here Volσ denotes the symplectic volume on K, defined by dVolσ = σ
n−1
S /(n− 1)!.
A band structure similar to the one exhibited in Theorems 1 and 2, with Weyl
laws in each band, has been obtained in [FaTs12] for a related setting of Anosov
diffeomorphisms, see the discussion below.
The resonance projector. The key tool in proving Theorems 1 and 2 is a microlocal
projector Π corresponding to resonances in the band (1.8). We construct it as a Fourier
integral operator (see §3.2), associated to the canonical relation Λ◦ ⊂ T ∗X × T ∗X
defined as follows. Let V± ⊂ TΓ± be the symplectic complements of TΓ± in TΓ±(T ∗X).
4 SEMYON DYATLOV
For some neighborhoods Γ◦±, K
◦ of K ∩ p−1([α0, α1]) in Γ±, K, respectively, we can
define the projections pi± : Γ◦± → K◦ along the flow lines of V± – see §5.4. We define
(see also [BFRZ])
Λ◦ := {(ρ−, ρ+) ∈ Γ◦− × Γ◦+ | pi−(ρ−) = pi+(ρ+)}. (1.9)
Then Λ◦ is a canonical relation, see §5.4; it is pictured on Figure 1(b).
We now construct an operator Π with the following properties (see Theorem 3 in §7.1
for details, including a uniqueness statement):
(1) Π is a compactly supported Fourier integral operator associated to Λ◦;
(2) Π2 = Π +O(h∞) microlocally near K ∩ p−1([α0, α1]);
(3) [P,Π] = O(h∞) microlocally near K ∩ p−1([α0, α1]).
Here P is a pseudodifferential operator equal to
√
PV microlocally in p
−1
V ([β
2
0 , β
2
1 ])
(see Lemma 4.3 for the general case). Conditions (2) and (3) mimic idempotency and
commutation properties of spectral projectors of self-adjoint operators.
The operator Π is constructed iteratively, solving a degenerate transport equation on
each step, with regularity of resulting functions guaranteed by r-normal hyperbolicity.
The obtained operator provides a rich microlocal structure, which makes it possible
to locally relate our situation to the Taylor expansion, ultimately proving Theorems 1
and 2. See §2.1 for a more detailed explanation of the ideas behind the proofs.
Related work. A particular consequence of Theorem 1 is a resonance free strip
{Imω > −νmin−ε
2
h}. For normally hyperbolic trapped sets, such strips (also called spec-
tral gaps) have been obtained by Ge´rard–Sjo¨strand [Ge´Sj88] for operators with analytic
coefficients and possibly non-smooth Γ±; Wunsch–Zworski [WuZw11] for sufficiently
smooth Γ±, without specifying the size of the gap; and Dolgopyat [Do], Liverani [Li],
and Tsujii [Ts] for contact Anosov flows. The recent preprint of Nonnenmacher and
Zworski [NoZw13] gives a gap of optimal size for a variety of normally hyperbolic
trapped sets with very weak assumptions on the regularity of Γ±; in our special case,
the gap of [NoZw13] coincides with the one given by Theorem 1. For a related, yet
quite different, case of hyperbolic trapped sets (where the flow is hyperbolic in all di-
rections, but no assumptions are made on the regularity of Γ± and K), such gaps are
known under a pressure condition, see [NoZw09] and the references given there.
Upper bounds for the number of resonances in strips near the real axis have been
proved in different situations, both for normally hyperbolic and for hyperbolic trap-
ping, by Sjo¨strand [Sj90], Guillope´–Lin–Zworski [GLZ], Sjo¨strand–Zworski [SjZw07],
Nonnenmacher–Sjo¨strand–Zworski [NSZ11, NSZ14], Faure–Sjo¨strand [FaSj], Datchev–
Dyatlov [DaDy], and Datchev–Dyatlov–Zworski [DDZ]; see [NSZ14] or [DaDy] for a
more detailed overview. The optimal known bounds follow the fractal Weyl law,
#(Res∩{Reω ∈ [α0, α1], | Imω| ≤ C0h}) ≤ Ch−1−δ. (1.10)
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Here C0 is any fixed number and 2δ+ 2 is bigger than the upper Minkowski dimension
of the trapped set K (inside T ∗X), or equal to it if K is of pure dimension. In our
case, dimK = 2n− 2, therefore the Weyl law (1.8) saturates the bound (1.10).
Much less is known about lower bounds for hyperbolic or normally hyperbolic
trapped sets – some special completely integrable cases were studied in particular
by Ge´rard–Sjo¨strand [Ge´Sj87], Sa´ Barreto–Zworski [Sa´Zw], and the author [Dy12], a
lower bound with a smaller power of h−1 than (1.10) for certain hyperbolic surfaces
was proved by Jakobson–Naud [JaNa], and Weyl laws have been established in some
situations in [SjZw99, SjVo, FaTs12, FaTs13a, FaTs13b] – see below. It has been con-
jectured [No, Definition 6.1] that for C0 large enough, a lower bound matching (1.10)
holds, but no such bound for non-integer δ has been proved so far.
There also exists a Weyl asymptotic for surfaces with cusps, see Mu¨ller [Mu¨]; in this
case, the infinite ends of the manifold are so narrow that almost all trajectories are
trapped, and the Weyl law in strips coincides with the Weyl law in disks, with a power
h−n. Other Weyl asymptotics in large regions in the complex plane have been obtained
by Zworski [Zw87] for one-dimensional potential scattering and by Sjo¨strand [Sj11] for
Schro¨dinger operators with randomly perturbed potentials.
Finally, some situations where resonances form several bands of different depth were
studied in [SjZw99, StVo, SjVo, FaTs12, FaTs13a, FaTs13b]. Sjo¨strand–Zworski [SjZw99]
showed existence of cubic bands of resonances for strictly convex obstacles, under
a pinching condition on the curvature, with a Weyl law in each band. Stefanov–
Vodev [StVo] studied the elasticity problem outside of a convex obstacle with Neumann
boundary condition and showed existence of resonances O((Reω)−∞) close to the real
line and a gap below this set of resonances; a Weyl law for resonances close to the
real line was proved by Sjo¨strand–Vodev [SjVo]. A case bearing some similarities to
the one considered here, namely contact Anosov diffeomorphisms, has been studied by
Faure–Tsujii [FaTs12]; their work [FaTs13a, FaTs13b] handles contact Anosov flows –
the latter can be put in the framework of §4.1 using the work of Faure–Sjo¨strand [FaSj].
The results of [FaTs12, FaTs13a, FaTs13b] for the dynamical setting include, under
a pinching condition, the band structure of resonances (with the first band analogous
to the one in Theorem 2) and Weyl asymptotics in each band; the trapped set has to
be normally hyperbolic, symplectic, and smooth, however the manifolds Γ± need only
have Ho¨lder regularity, and no assumption of r-normal hyperbolicity is made. These
considerably weaker assumptions on regularity are crucial for Anosov flows and maps,
as one cannot even expect Γ± to be C2 in most cases. The lower regularity is in part
handled by conjugating P(ω) by the exponential of an escape function, similar to the
one in [DDZ, Lemma 4.2] – this reduces the analysis to an O(h1/2) sized neighborhood
of the trapped set. It then suffices to construct only the principal part of the projector
Π to first order on the trapped set; such projector is uniquely defined locally on K (by
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putting the principal symbol to be equal to 1 on K), without the need for the global
construction of §7.1 or the transport equation (2.2). The present paper however was
motivated by resonance expansions on perturbations of slowly rotating black holes,
where the more restrictive r-normal hyperbolicity assumption is satisfied and it is
important to have an operator Π defined to all orders in h and away, as well as on,
the trapped set. Another advantage of such a global operator is the study of resonant
states, see §8.5.
2. Outline of the paper
In this section, we explain informally the ideas behind the construction of the pro-
jector Π and the proofs of Theorems 1 and 2, list some directions in which the results
could possibly be improved, and describe the structure of the paper.
2.1. Ideas of the proofs and concentration of resonant states.
Construction of Π. An important tool is the model case (see §6.1)
X = Rn, Γ0− = {xn = 0}, Γ0+ = {ξn = 0}, Π0f(x′, xn) = f(x′, 0). (2.1)
Any operator satisfying properties (1) and (2) of Π listed in the introduction can be
microlocally conjugated to Π0 (see Proposition 6.3 and part 2 of Proposition 6.9).
However, there is no canonical way of doing this, and to construct Π globally, we need
to use property (3), which eventually reduces to solving the transport equation on Γ±
Hpa = f, a|K = 0, (2.2)
where f is a given smooth function on Γ± with f |K = 0. The solution to (2.2)
exists and is unique for any normally hyperbolic trapped set, by representing a(ρ)
as an exponentially converging integral of f over the forward (Γ−) or backward (Γ+)
flow line of Hp starting at ρ. However, to know that a lies in C
r we need r-normal
hyperbolicity (see Lemma 5.2). This explains why r-normal hyperbolicity, and not just
normal hyperbolicity, is needed to construct the operator Π.
Proof of Theorem 1. The proof in §8 is based on positive commutator arguments,
with additional microlocal structure coming from the projector Π and the annihilating
operators Θ± discussed below. However, here we present a more intuitive (but harder
to make rigorous) argument based on propagation by
U(t) = e−itP/h,
which is a Fourier integral operator quantizing the Hamiltonian flow etHp (see Propo-
sition 3.1). Note that we use not the original operator P(ω), but the operator P
constructed in Lemma 4.3, equal to
√
PV for the case (1.2); this means that U(t) is the
wave, rather than the Schro¨dinger, propagator. We will only care about the behavior
of U(t) near the trapped set; for this purpose, we introduce a pseudodifferential cutoff
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X microlocalized in a neighborhood of K. For a family of functions f = f(h) whose
semiclassical wavefront set (as discussed in §3.1) is contained in a small neighborhood
of K ∩ p−1([α0, α1]), Theorem 1 follows from the following two estimates (a rigorous
analog of (2.3) is Proposition 8.1, and of (2.4), Proposition 8.2): for t > 0,
‖XU(t)(1− Π)f‖L2 ≤ (Ch−1e−(νmin−ε/2)t +O(h∞))‖f‖L2 , (2.3)
C−1e−
(νmax+ε/2)t
2 ‖XΠf‖L2 −O(h∞)‖f‖L2 ≤ ‖XU(t)Πf‖L2
≤ Ce− (νmin−ε/2)t2 ‖XΠf‖L2 +O(h∞)‖f‖L2 .
(2.4)
The estimates (2.3) and (2.4) are of independent value, as they give information about
the long time behavior of solutions to the wave equation, resembling resonance expan-
sions of linear waves; an application to black holes is given in [Dy13]. Note however
that these estimates are nontrivial only when t = O(log(1/h)), because of the O(h∞)
error term.
The resonance free region (1.5) of Theorem 1 is derived from here as follows. Assume
that ω is a resonance in (1.5). Then there exists a resonant state, namely a function
u ∈ H1 such that P(ω)u = 0 and ‖u‖H1 ∼ 1. We formally have U(t)u = e−itω/hu.
Also, u is microlocalized on the outgoing tail Γ+, which is propagated by the flow e
tHp
towards infinity; this means that if f := X1u for a suitably chosen pseudodifferential
cutoff X1, then Πu = Πf +O(h∞) and for t > 0,
U(t)f = e−itω/hf +O(h∞) microlocally near WFh(X ).
Since Π commutes with P modulo O(h∞), it also commutes with U(t), which gives
XU(t)(1− Π)f = e−itω/hX (1− Π)f +O(h∞),
XU(t)Πf = e−itω/hXΠf +O(h∞).
Since Imω ≥ −(νmin − ε)h, we take t = N log(1/h) for arbitrarily large constant N
in (2.3) to get ‖X (1−Π)f‖L2 = O(h∞). Since Imω 6∈ (−(νmax+ε)h/2,−(νmin−ε)h/2),
by (2.4) we get ‖XΠf‖L2 = O(h∞). Together, they give ‖X f‖L2 = O(h∞), implying
by standard outgoing estimates (see Lemma 4.6) that ‖u‖H1 = O(h∞), a contradiction.
We now give an intuitive explanation for (2.3) and (2.4). We start by considering the
model case (2.1), with the pseudodifferential cutoff X replaced by the multiplication
operator by some χ ∈ C∞0 (Rn). For the operator P , we consider the model (somewhat
inappropriate since the actual Hamiltonian vector field Hp is typically nonvanishing on
K, contrary to the model case, but reflecting the nature of the flow in the transverse
directions) P = xn · hDxn − ih/2; here the term −ih/2 makes P symmetric. We then
have in the model case, p = xnξn, e
tHp(x, ξ) = (x′, etxn, ξ′, e−tξn), νmin = νmax = 1, and
U(t)f(x′, xn) = e−t/2f(x′, e−txn).
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Then (2.3) (in fact, a better estimate with e−3t/2 in place of e−t – see the possible
improvements subsection below) follows by Taylor expansion at xn = 0. More precisely,
we use the following form of this expansion: for f ∈ C∞0 (Rn),
(1− Π0)f = xn · g, g(x′, xn) := f(x
′, xn)− f(x′, 0)
xn
, (2.5)
and one can show that ‖g‖L2 ≤ Ch−1‖f‖H1h , the factor h−1 coming from taking one
nonsemiclassical derivative to obtain g from f (see Lemma 6.12). Then χU(t)(1 −
Π0)f = χU(t)xnU(−t)U(t)g, where (by a special case of Egorov’s theorem following
by direct computation) χU(t)xnU(−t) is a multiplication operator by
χU(t)xnU(−t) = χ(x)e−txn = O(e−t); (2.6)
this shows that ‖χU(t)(1− Π0)f‖L2 ≤ Ce−t‖g‖L2 ≤ Ch−1e−t‖f‖H1h and (2.3) follows.
To show (2.4) in the model case, we start with the identity
‖χU(t)Π0f‖L2 = ‖χtΠ0f‖L2 , χt := U(−t)χU(t).
If χ ∈ C∞0 (Rn), then χt(x) = χ(x′, etxn) has shrinking support as t→∞. To compare
‖χtΠ0f‖L2 to ‖χΠ0f‖L2 , we use the following fact:
hDxnΠ
0f = 0. (2.7)
This implies that for each a(x) ∈ C∞0 (Rn), the inner product 〈aΠ0f,Π0f〉 depends
only on the function b(x′) =
∫
R a(x
′, xn) dxn; writing ‖χΠ0f‖2L2 and ‖χtΠ0f‖2L2 as
inner products, we get ‖χtΠ0f‖2L2 = e−t‖χΠ0f‖2L2 and (2.4) follows.
The proofs of (2.3) and (2.4) in the general case work as in the model case, once we
find appropriate replacements for differential operators xn and hDxn in (2.5) and (2.7).
It turns out that one needs to take pseudodifferential operators Θ± solving, microlocally
near K ∩ p−1([α0, α1]),
ΠΘ− = O(h∞), Θ+Π = O(h∞), (2.8)
then Θ− is a replacement for xn and Θ+, for hDxn . Note that Θ± are not unique, in fact
solutions to (2.8) form one-sided ideals in the algebra of pseudodifferential operators –
see §§6.4 and 7.2. The principal symbols of Θ± are defining functions of Γ±.
Concentration of resonant states. As a byproduct of the discussion above, we
obtain new information about microlocal concentration of resonant states, that is,
functions u ∈ H1 such that P(ω)u = 0 and ‖u‖H1 ∼ 1. It is well-known (see for exam-
ple [NoZw09, Theorem 4]) that the wavefront set of u is contained in Γ+ ∩ p−1(Reω).
The new information we obtain is that if ω is a resonance in the band given by Theo-
rem 2 (that is, Imω > −(νmin−ε)h), then by (2.3), u = Πu+O(h∞) microlocally near
K. Then by (2.8), Θ+u = O(h∞) near K, that is, u solves a pseudodifferential equa-
tion; note that the Hamiltonian flow lines of the principal symbol of Θ+ are transverse
to the trapped set. This implies in particular that any corresponding semiclassical
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defect measure is determined uniquely by a measure on the trapped set which is con-
ditionally invariant under Hp, similarly to the damped wave equation. See Theorem 4
in §8.5 for details.
Proof of Theorem 2. We start with constructing a well-posed Grushin problem,
representing resonances as zeroes of a certain Fredholm determinant F (ω). Using
complex analysis (essentially the argument principle), we reduce counting resonances to
computing a contour integral of the logarithmic derivative F ′(ω)/F (ω), which, taking
ν− = −(νmax+ε)/2, ν+ = −(νmin−ε)/2, is similar to (see §10 for the actual expression)
1
2pii
(I− − I+), I± :=
∫
Imω=hν±
χ˜(ω) Tr(ΠR(ω)) dω
for some cutoff function χ˜(ω). The integration is over the region where Theorem 1
gives polynomial bounds on the resolventR(ω), and we can use the methods developed
for the proof of this theorem to evaluate both integrals, yielding Theorem 2. An
important additional tool, explaining in particular why the two integrals do not cancel
each other, is microlocal analysis in the spectral parameter ω, or equivalently a study
of the essential support of the Fourier transform of ΠR(ω) in ω – see §§8.4 and 10.
2.2. Possible improvements. First of all, it would be interesting to see if one could
construct further bands of resonances, lying below the one in Theorem 2. One expects
these bands to have the form
{Imω ∈ [−(k + 1/2)(νmax + ε)h,−(k + 1/2)(νmin − ε)h]}, k ∈ Z, k ≥ 0,
and to have a Weyl law in the k-th band under the pinching condition (k+1/2)νmax <
(k + 3/2)νmin. Note that the presence of the second band of resonances improves
the size of the second resonance free strip in Theorem 1 and gives a weaker pinching
condition νmax < 3νmin for the Weyl law in the first band. The proofs are expected
to work similarly to the present paper, if one constructs a family of operators Π0 =
Π,Π1, . . . ,Πk such that Πj is h
−j times a Fourier integral operator associated to Λ◦,
ΠjΠk = O(h∞), and [P,Πj] = O(h∞) (microlocally near K ∩ p−1([α0, α1])). However,
the method of §7.1 does not apply directly to construct Πk for k > 0, since one cannot
conjugate all Πj to the model case, which is the base of the crucial Proposition 6.9.
Another direction would be to consider the case when the operator P is quantum
completely integrable on the trapped set (a notion that needs to be made precise),
and derive a quantization condition for resonances like the one for the special case
of black holes [Sa´Zw, Dy12]. The author also believes that the results of the present
paper should be adaptable to the situation when Γ± have codimension higher than 1,
which makes it possible to revisit the distribution of resonances generated by one closed
hyperbolic trajectory, studied in [Ge´Sj87].
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An interesting special case lying on the intersection of the current work and [FaTs12,
FaTs13a, FaTs13b] is given by geodesic flows on compact manifolds of constant neg-
ative curvature; the corresponding manifolds Γ± and K are smooth in this situation.
While r-normal hyperbolicity does not hold (in fact, µmax = νmin = νmax), the rigid
algebraic structure of hyperbolic quotients suggests that one could still look for the
projector Π as a (smooth) Fourier integral operator – in terms of the construction
of §7.1, the transport equation (2.2), while not yielding a smooth solution for an ar-
bitrary choice of the right-hand side f , will have a smooth solution for the specific
functions f arising in the construction.
Finally, a natural question is improving the o(1) remainder in the Weyl law (1.8).
Obtaining an O(hδ) remainder for δ < 1 does not seem to require conceptual changes
to the microlocal structure of the argument; however, for the O(h) remainder of
Ho¨rmander [Ho¨] or the o(h) remainder of Duistermaat–Guillemin [DuGu], one would
need a finer analysis of the interaction of the operator Π with the Schro¨dinger propaga-
tor, and more assumptions on the flow on the trapped set might be needed. Moreover,
the complex analysis argument of §11 does not work in the case of an O(h) remain-
der; a reasonable replacement would be to adapt to the considered case the work of
Sjo¨strand [Sj00] on the damped wave equation.
2.3. Structure of the paper.
• In §3, we review the tools we need from semiclassical analysis.
• In §4, we present a framework which makes it possible to handle resonances and
the spatial infinity in an abstract fashion. The assumptions we make are listed
in §4.1, followed by some useful lemmas (§4.2) and applications to Schro¨dinger
operators (§4.3) and even asymptotically hyperbolic manifolds (§4.4).
• In §5, we study r-normally hyperbolic trapped sets, stating the dynamical
assumptions (§5.1), discussing their stability under perturbations (§5.2), and
deriving some corollaries (§§5.3–5.5).
• In §6, we study in detail Fourier integral operators associated to Λ◦, and in
particular properties of operators solving Π2 = Π +O(h∞).
• In §7, we construct the projector Π and the annihilating operators Θ±.
• In §8, we prove Theorem 1, establish microlocal estimates on the resolvent, and
study the microlocal concentration of resonant states (§8.5).
• In §9, we formulate a well-posed Grushin problem for P(ω), representing reso-
nances as zeroes of a certain Fredholm determinant.
• In §10, we prove a trace formula for R(ω) microlocally on the image of Π.
• In §11, we prove the Weyl asymptotic for resonances (Theorem 2).
• In Appendix A, we provide an example of an asymptotically hyperbolic mani-
fold satisfying the dynamical assumptions of §5.1.
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3. Semiclassical preliminaries
In this section, we review semiclassical pseudodifferential operators, wavefront sets,
and Fourier integral operators; the reader is directed to [Zw, DiSj] for a detailed treat-
ment and [Ho¨III, Ho¨IV, GrSj] for the closely related microlocal case.
3.1. Pseudodifferential operators and microlocalization. Let X be a manifold
without boundary. Following [Zw, §9.3 and 14.2], we consider the symbol classes
Sk(T ∗X), k ∈ R, consisting of smooth functions a on the cotangent bundle T ∗X
satisfying in local coordinates
sup
h
sup
x∈K
|∂αx∂βξ a(x, ξ;h)| ≤ CαβK〈ξ〉k−|β|,
for each multiindices α, β and each compact set K ⊂ X. The corresponding class of
semiclassical pseudodifferential operators is denoted Ψk(X). The residual symbol class
h∞S−∞ consists of symbols decaying rapidly in h and ξ over compact subsets of X; the
operators in the corresponding class h∞Ψ−∞ have Schwartz kernels in h∞C∞(X×X).
Operators in Ψk are bounded, uniformly in h, between the semiclassical Sobolev spaces
Hsh,comp(X)→ Hs−kh,loc(X), see [Zw, (14.2.3)] for the definition of the latter.
Note that for noncompact X, we impose no restrictions on the behavior of symbols
as x → ∞. Accordingly, we cannot control the behavior of operators in Ψk(X) near
spatial infinity; in fact, a priori we only require them to act C∞0 (X)→ C∞(X) and on
the spaces of distributions E ′(X)→ D′(X). However, each A ∈ Ψk(X) can be written
as the sum of an h∞Ψ−∞ remainder and an operator properly supported uniformly in
h – see for example [Ho¨III, Proposition 18.1.22]. Properly supported pseudodifferential
operators act C∞0 → C∞0 and C∞ → C∞ and therefore can be multiplied with each
other, giving an algebra structure on the whole Ψk, modulo h∞Ψ−∞.
To study the behavior of symbols near fiber infinity, we use the fiber-radial compact-
ified cotangent bundle T
∗
X, a manifold with boundary whose interior is diffeomorphic
to T ∗X and whose boundary ∂T
∗
X is diffeomorphic to the cosphere bundle over X –
see for example [Va13, §2.1]. We will restrict ourselves to the space of classical symbols,
i.e. those having an asymptotic expansion
a(x, ξ;h) ∼
∑
j≥0
hjaj(x, ξ),
with aj ∈ Sk−j classical in the sense that 〈ξ〉j−kaj extends to a smooth function on
T
∗
X. The principal symbol σ(A) := a0 ∈ Sk of an operator is defined independently
of quantization. We say that A ∈ Ψk is elliptic at some (x, ξ) ∈ T ∗X if 〈ξ〉−kσ(A) does
not vanish at (x, ξ).
Another invariant object associated to A ∈ Ψk(X) is its wavefront set WFh(A),
which is a closed subset of T
∗
X; a point (x, ξ) ∈ T ∗X does not lie in WFh(A) if and
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only if there exists a neighborhood U of (x, ξ) in T
∗
X such that the full symbol of
A (in any quantization) is in h∞S−∞ in this neighborhood. Note that WFh(A) = ∅
if and only if A = O(h∞)Ψ−∞ . We say that A1 = A2 + O(h∞) microlocally in some
U ⊂ T ∗X, if WFh(A−B) ∩ U = ∅.
We denote by Ψcomp(X) the space of all operators A ∈ Ψ0(X) such that WFh(A) is
a compact subset of T ∗X, in particular not intersecting the fiber infinity ∂T
∗
X. Note
that Ψcomp(X) ⊂ Ψk(X) for all k ∈ R.
Tempered distributions and operators. Let u = u(h) be an h-dependent family
of distributions in D′(X). We say that u is h-tempered (or polynomially bounded), if
for each χ ∈ C∞0 (X), there exists N such that ‖χu‖H−Nh = O(h
−N). The class of h-
tempered distributions is closed under properly supported pseudodifferential operators.
For an h-tempered u, define the wavefront set WFh(u), a closed subset of T
∗
X, as
follows: (x, ξ) ∈ T ∗X does not lie in WFh(u) if and only if there exists a neighborhood
U of (x, ξ) in T
∗
X such that for each properly supported A ∈ Ψ0(X) with WFh(A) ⊂
U , we have Au = O(h∞)C∞ . We have WFh(u) = ∅ if and only if u = O(h∞)C∞ . We
say that u = v +O(h∞) microlocally on some U ⊂ T ∗X if WFh(u− v) ∩ U = ∅.
Let X1 and X2 be two manifolds. An operator B : C
∞
0 (X1) → D′(X2) is identified
with its Schwartz kernel KB(y, x) ∈ D′(X2 ×X1):
Bf(y) =
∫
X1
KB(y, x)u(x) dx, u ∈ C∞0 (X1). (3.1)
Here we assume that X1 is equipped with some smooth density dx; later, we will also
assume that densities on our manifolds are specified when talking about adjoints.
We say that B is h-tempered if KB is, and define the wavefront set of B as
WFh(B) := {(x, ξ, y, η) ∈ T ∗(X1 ×X2) | (y, η, x,−ξ) ∈WFh(KB)}. (3.2)
If B ∈ Ψk(X), then the wavefront set of B as an h-tempered operator is equal to its
wavefront set as a pseudodifferential operator, under the diagonal embedding T
∗
X →
T
∗
(X ×X).
3.2. Lagrangian distributions and Fourier integral operators. We now review
the theory of Lagrangian distributions; for details, the reader is directed to [Zw, Chap-
ters 10–11], [GuSt90, Chapter 6], or [Vu˜Ng, §2.3], and to [Ho¨IV, Chapter 25] or [GrSj,
Chapters 10–11] for the closely related microlocal setting. Here, we only present the
relatively simple local part of the theory; geometric constructions of invariant symbols
will be done by hand when needed, without studying the structure of the bundles
obtained (see §6.2). For a more complete discussion, see for example [DyGu, §3].
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A semiclassical Lagrangian distribution locally takes the form
u(x;h) = (2pih)−m/2
∫
Rm
e
i
h
Φ(x,θ)a(x, θ;h) dθ. (3.3)
Here Φ is a nondegenerate phase function, i.e. a real-valued function defined on an
open subset of X × Rm, for some m, such that the differentials d(∂θ1Φ), . . . , d(∂θmΦ)
are linearly independent on the critical set
CΦ := {(x, θ) | ∂θΦ(x, θ) = 0}.
The amplitude a(x, θ;h) is a classical symbol (that is, having an asymptotic expansion
in nonnegative integer powers of h as h→ 0) compactly supported inside the domain
of Φ. The resulting function u(x;h) is smooth, compactly supported, h-tempered, and
WFh(u) ⊂ {(x, ∂xΦ(x, θ)) | (x, θ) ∈ CΦ ∩ supp a}. (3.4)
We say that Φ generates the (immersed, and we shrink the domain of Φ to make it
embedded) Lagrangian submanifold
ΛΦ := {(x, ∂xΦ(x, θ)) | (x, θ) ∈ CΦ};
note that WFh(u) ⊂ ΛΦ. Moreover, if we restrict Φ to CΦ and pull it back to ΛΦ, then
dΦ equals the canonical 1-form ξ dx on ΛΦ.
In general, assume that Λ is an embedded Lagrangian submanifold of T ∗X which
is moreover exact in the sense that the canonical form ξ dx is exact on Λ; we fix
an antiderivative on Λ, namely a function F such that ξ dx = dF on Λ. (This is
somewhat similar to the notion of Legendre distributions, see [MeZw, §11].) Then we
say that a compactly supported h-tempered family of distributions u is a (compactly
microlocalized) Lagrangian distribution associated to Λ, if u can be written as a finite
sum of expressions (3.3), with phase functions Φj generating open subsets of Λ, plus an
O(h∞)C∞0 remainder, where Φj are normalized (by adding a constant) so that the pull-
back to Λ of the restriction of Φj to CΦj equals F . (Without such normalization, passing
from one phase function to the other produces a factor e
is
h for some constant s, which
does not preserve the class of classical symbols – this is an additional complication of
the theory compared to the nonsemiclassical case.) Denote by Icomp(Λ) the class of all
Lagrangian distributions associated to Λ. For u ∈ Icomp(Λ), we have WFh(u) ⊂ Λ; in
particular, WFh(u) does not intersect the fiber infinity ∂T
∗
X.
If now X1, X2 are two manifolds of dimensions n1, n2 respectively, and Λ ⊂ T ∗X1 ×
T ∗X2 is an exact canonical relation (with some fixed antiderivative), then an operator
B : C∞(X1) → C∞0 (X2) is called a (compactly microlocalized) Fourier integral oper-
ator associated to Λ, if its Schwartz kernel KB(y, x) is h−(n1+n2)/4 times a Lagrangian
distribution associated to
{(y, η, x,−ξ) ∈ T ∗(X1 ×X2) | (x, ξ, y, η) ∈ Λ}.
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We write B ∈ Icomp(Λ); note that WFh(B) ⊂ Λ. A particular case is when Λ is the
graph of a canonical transformation κ : U1 → U2, with Uj open subsets in T ∗Xj.
Operators associated to canonical transformations (but not general relations!) are
bounded Hsh → Hs′h uniformly in h, for each s, s′.
Compactly microlocalized Fourier integral operators associated to the identity trans-
formation are exactly compactly supported pseudodifferential operators in Ψcomp(X).
Another example of Fourier integral operators is given by Schro¨dinger propagators, see
for instance [Zw, Theorem 10.4]2 or [DyGu, Proposition 3.8]:
Proposition 3.1. Assume that P ∈ Ψcomp(X) is compactly supported, WFh(P ) is
contained in some compact subset V ⊂ T ∗X, and p = σ(P ) is real-valued. Then for
t ∈ R bounded by any fixed constant, the operator e−itP/h : L2(X)→ L2(X) is the sum
of the identity and a compactly supported operator microlocalized in V ×V . Moreover,
for each compactly supported A ∈ Ψcomp(X), Ae−itP/h and e−itP/hA are smooth families
of Fourier integral operators associated to the Hamiltonian flow etHp : T ∗X → T ∗X.
Here we put the antiderivative F for the identity transformation to equal zero, and
extend it to the antiderivative Ft on the graph of e
tHp by putting
Ft(γ(0), γ(t)) := tp(γ(0))−
∫
γ([0,t])
ξ dx
for each flow line γ of Hp. The corresponding phase function is produced by a solution
to the Hamilton–Jacobi equation [Zw, Lemma 10.5].
We finally discuss products of Fourier integral operators. Assume thatBj ∈ Icomp(Λj),
j = 1, 2, where Λ1 ⊂ T ∗X1 × T ∗X2 and Λ2 ⊂ T ∗X2 × T ∗X3 are exact canonical re-
lations. Assume moreover that Λ1,Λ2 satisfy the following transversality assumption:
the manifolds Λ1×Λ2 and T ∗X1×∆(T ∗X2)×T ∗X3, where ∆(T ∗X2) ⊂ T ∗X2×T ∗X2
is the diagonal, intersect transversely inside T ∗X1 × T ∗X2 × T ∗X2 × T ∗X3, and their
intersection projects diffeomorphically onto T ∗X1×T ∗X3. Then B2B1 ∈ Icomp(Λ2◦Λ1),
where
Λ2 ◦ Λ1 := {(ρ1, ρ3) | ∃ρ2 ∈ T ∗X2 : (ρ1, ρ2) ∈ Λ1, (ρ2, ρ3) ∈ Λ2}, (3.5)
and, if Fj is the antiderivative on Λj, then F1(ρ1, ρ2) + F2(ρ2, ρ3) is the antiderivative
on Λ2 ◦ Λ1. See for example [Ho¨IV, Theorem 25.2.3] or [GrSj, Theorem 11.12] for the
closely related microlocal case, which is adapted directly to the semiclassical situation.
The transversality condition is always satisfied when at least one of the Λj is the
graph of a canonical transformation. In particular, one can always multiply a pseu-
dodifferential operator by a Fourier integral operator, and obtain a Fourier integral
operator associated to the same canonical relation.
2[Zw, Theorem 10.4] is stated for self-adjoint P , rather than operators with real-valued principal
symbols; however, the proof works similarly in the latter case, with the transport equation acquiring
an additional zeroth order term due to the subprincipal part of P .
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3.3. Basic estimates. In this section, we review some standard semiclassical esti-
mates, parametrices, and microlocalization statements.
Throughout the section, we assume that k, s ∈ R, P,Q ∈ Ψk(X) are properly
supported and u, f are h-tempered distributions on X, in the sense of §3.1.
We start with the elliptic estimate, see for instance [Dy12, Proposition 2.2]:
Proposition 3.2. (Elliptic estimate) Assume that Pu = f . Then:
1. If A,B ∈ Ψ0(X) are compactly supported and P,B are elliptic on WFh(A), then
‖Au‖Hsh ≤ C‖Bf‖Hs−kh +O(h
∞). (3.6)
2. We have
WFh(u) ⊂WFh(f) ∪ {〈ξ〉−kσ(P ) = 0}. (3.7)
Proposition 3.2 is typically proved using the following fact, which is of independent
interest:
Proposition 3.3. (Elliptic parametrix) If V ⊂ T ∗X is compact and P is elliptic on
V , then there exists a compactly supported operator P ′ ∈ Ψ−k(X) such that PP ′ =
1 +O(h∞), P ′P = 1+O(h∞) microlocally near V . Moreover, σ(P ′) = σ(P )−1 near V .
We next give a version of propagation of singularities which allows for a complex
absorbing operator Q, see for instance [Va13, §2.3]:
Proposition 3.4. (Propagation of singularities) Assume that σ(P ) is real-valued,
σ(Q) ≥ 0, and (P ± iQ)u = f . Then:
1. If A1, A2, B ∈ Ψ0(X) are compactly supported and for each flow line γ(t) of the
Hamiltonian field ±〈ξ〉1−kHσ(P ) such that γ(0) ∈ WFh(A1), there exists t ≥ 0 such
that A2 is elliptic at γ(t) and B is elliptic on the segment γ([0, t]), then
‖A1u‖Hsh ≤ C‖A2u‖Hsh + Ch−1‖Bf‖Hs−k+1h +O(h
∞). (3.8)
2. If γ(t), 0 ≤ t ≤ T , is a flow line of ±〈ξ〉1−kHσ(P ), then
γ([0, T ]) ∩WFh(f) = ∅, γ(T ) 6∈WFh(u) =⇒ γ(0) 6∈WFh(u).
For Q = 0, Proposition 3.4 can be viewed as a microlocal version of uniqueness of
solutions to the Cauchy problem for hyperbolic equations; a corresponding microlocal
existence fact is given by
Proposition 3.5. (Hyperbolic parametrix) Assume that σ(P ) is real-valued, WFh(f) ⊂
T ∗X is compact, U, V ⊂ T ∗X are compactly contained open sets, and for each flow
line γ(t) of the Hamiltonian field Hσ(P ) such that γ(0) ∈ WFh(f), there exists t ∈ R
such that γ(t) ∈ U and γ(s) ∈ V for all s between 0 and t.
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Then there exists an h-tempered family v(h) ∈ C∞0 (X) such that WFh(v) ⊂ V and
‖v‖L2 ≤ Ch−1‖f‖L2 , ‖Pv‖L2 ≤ C‖f‖L2 , WFh(Pv − f) ⊂ U.
Proof. By applying a microlocal partition of unity to f , we may assume that there
exists T > 0 (the case T < 0 is considered similarly and the case T = 0 is trivial by
putting v = 0) such that for each flow line γ(t) of Hσ(P ) such that γ(0) ∈WFh(f), we
have γ(T ) ∈ U and γ([0, T ]) ∈ V . Take ε ∈ (0, T ) such that γ([T − ε, T ]) ⊂ U for each
such γ. Since V is compactly contained in T ∗X, we may assume that P is compactly
supported and P ∈ Ψcomp(X). We then take χ ∈ C∞0 (−∞, T ) such that χ = 1 near
[0, T − ε] and put
v :=
i
h
∫ T
0
χ(t)e−itP/hf dt.
Then ‖v‖L2 ≤ Ch−1‖f‖L2 and WFh(v) ⊂ V by Proposition 3.1. Integrating by parts,
we compute
Pv = −
∫ T
0
χ(t)∂te
−itP/hf dt = f +
∫ T
0
(∂tχ(t))e
−itP/hf dt;
therefore, ‖Pv‖L2 ≤ C‖f‖L2 and by Proposition 3.1, WFh(Pv − f) ⊂ U . 
We also need the following version of the sharp G˚arding inequality, see [Zw, Theo-
rem 4.32] or [Dy11a, Proposition 5.2]:
Proposition 3.6. (Sharp G˚arding inequality) Assume that A ∈ Ψcomp(X) is compactly
supported and Reσ(A) ≥ 0 near WFh(u). Assume also that B ∈ Ψcomp(X) is compactly
supported and elliptic on WFh(A) ∩WFh(u). Then
Re〈Au, u〉 ≥ −Ch‖Bu‖2L2 −O(h∞).
4. Abstract framework near infinity
In this section, we provide an abstract microlocal framework for studying resonances;
the general assumptions are listed in §4.1. Rather than considering resonances as poles
of the meromoprhic continuation of the cutoff resolvent, we define them as solutions
of a nonselfadjoint eigenvalue problem featuring a holomorphic family of Fredholm
operators, P(ω). We assume that the dependence of the principal symbol of P(ω)
on ω can be resolved in a convex neighborhood U of the trapped set, yielding the
ω-independent symbol p (and the operator P later in Lemma 4.3). Finally, we require
the existence of a semiclassically outgoing parametrix for P(ω), resolving it modulo
an operator microlocalized near the trapped set.
In §4.2, we derive several useful corollaries of our assumptions, making it possible
to treat spatial infinity as a black box in the following sections. Finally, in §§4.3 and
4.4, we provide two examples of situations when the assumptions of §4.1 (but not
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necessarily the dynamical assumptions of §5.1) are satisfied: Schro¨dinger operators on
Rn, studied using complex scaling, and Laplacians on even asymptotically hyperbolic
manifolds, handled using [Va13, Va12].
4.1. General assumptions. Assume that:
(1) X is a smooth n-dimensional manifold without boundary, possibly noncompact,
with a prescribed volume form;
(2) P(ω) ∈ Ψk(X) is a family of properly supported semiclassical pseudodifferential
operators depending holomorphically on ω lying in an open simply connected
set Ω ⊂ C such that R ∩ Ω is connected, with principal symbol p(x, ξ, ω);
(3) H1,H2 are h-dependent Hilbert spaces such that HNh,comp(X) ⊂ Hj ⊂ H−Nh,loc(X)
for some N , with norms of embeddings O(h−N), and P(ω) is boundedH1 → H2
with norm O(1);
(4) for some fixed [α0, α1] ⊂ R ∩ Ω and C0 > 0, the operator P(ω) : H1 → H2 is a
Fredholm operator of index zero in the region
Reω ∈ [α0, α1], | Imω| ≤ C0h. (4.1)
Together with invertibility of P(ω) in a subregion of (4.1) proved in Theorem 1, by
Analytic Fredholm Theory [Zw, Theorem D.4] our assumptions imply that
R(ω) := P(ω)−1 : H2 → H1 (4.2)
is a meromorphic family of operators with poles of finite rank for ω satisfying (4.1).
Resonances are defined as poles of R(ω). Following [GoSi, Theorem 2.1], we define
the multiplicity of a resonance ω0 as
1
2pii
Tr
∮
ω0
P(ω)−1∂ωP(ω) dω. (4.3)
Here
∮
ω0
stands for the integral over a contour enclosing ω0, but no other poles of
R(ω). SinceR(ω) has poles of finite rank, we see that the integral in (4.3) yields a finite
dimensional operator onH1 and thus one can take the trace. The fact that the resulting
multiplicity is a positive integer will follow for example from the representation of
resonances as zeroes of a Fredholm determinant, in part 1 of Proposition 9.5. See
also [Sj00, Appendix A].
We next fix a ‘physical region’ U in phase space, where most of our analysis will take
place, in particular the intersection of the trapped set with the relevant energy shell
will be contained in U . The region U will be contained in a larger region U ′, which is
used to determine when trajectories have escaped from U . (See (4.16) and (4.21) for
the definitions of U ,U ′ for the examples we consider.) We assume that:
(5) U ′ ⊂ T ∗X is open and bounded, and each compactly supported A ∈ Ψcomp(X)
with WFh(A) ⊂ U ′ is bounded L2 → Hj,Hj → L2, j = 1, 2, with norm O(1);
18 SEMYON DYATLOV
(6) P(ω)∗ = P(ω) +O(h∞) microlocally in U ′ when ω ∈ R ∩ Ω;
(7) for each (x, ξ) ∈ U ′, the equation p(x, ξ, ω) = 0, ω ∈ Ω has unique solution
ω = p(x, ξ). (4.4)
Moreover, p(x, ξ) ∈ R and ∂ωp(x, ξ, p(x, ξ)) < 0 for (x, ξ) ∈ U ′;
(8) U ⊂ U ′ is a compactly contained open subset, whose closure U is relatively
convex with respect to the Hamiltonian flow of p, i.e. if γ(t), 0 ≤ t ≤ T , is a
flow line of Hp in U ′ and γ(0), γ(T ) ∈ U , then γ([0, T ]) ⊂ U ;
Note that for ω ∈ R∩Ω, Hamiltonian flow lines of p in U ′∩p−1(ω) are rescaled Hamil-
tonian flow lines of p( · , ω) in {ρ ∈ U ′ | p(ρ, ω) = 0}. The symbol p is typically the
square root of the principal symbol of the original Laplacian or Schro¨dinger operator,
see (4.17) and (4.22).
We can now define the incoming/outgoing tails Γ± ⊂ U as follows: ρ ∈ U lies in Γ±
if and only if e∓tHp(ρ) stays in U for all t ≥ 0. Define the trapped set as
K := Γ+ ∩ Γ−. (4.5)
Note that Γ± and K are closed subsets of U (and thus the sets Γ± defined here are
smaller than the original Γ± defined in the introduction), and etHp(Γ±) ⊂ Γ± for
∓t ≥ 0, thus etHp(K) = K for all t. We assume that, with α0, α1 defined in (4.1),
(9) K ∩ p−1([α0, α1]) is a nonempty compact subset of U .
Finally, we assume the existence of a semiclassically outgoing parametrix, which will
make it possible to reduce our analysis to a neighborhood of the trapped set in §4.2:
(10) Q ∈ Ψcomp(X) is compactly supported, WFh(Q) ⊂ U , and the operator
R′(ω) := (P(ω)− iQ)−1 : H2 → H1 (4.6)
satisfies, for ω in (4.1),
‖R′(ω)‖H2→H1 ≤ Ch−1; (4.7)
(11) for ω in (4.1),R′(ω) is semiclassically outgoing in the following sense: if (ρ, ρ′) ∈
WFh(R′(ω)) and ρ, ρ′ ∈ U ′, there exists t ≥ 0 such that etHp(ρ) = ρ′ and
esHp(ρ) ∈ U ′ for 0 ≤ s ≤ t. (See Figure 2(a) below.)
4.2. Some consequences of general assumptions. In this section, we derive sev-
eral corollaries of the assumptions of §4.1, used throughout the rest of the paper.
Global properties of the flow. We start with two technical lemmas:
Lemma 4.1. Assume that ρ ∈ Γ±. Then as t → ∓∞, the distance d(etHp(ρ), K)
converges to zero.
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Proof. We consider the case ρ ∈ Γ−. Put γ(t) := etHp(ρ), then γ(t) ∈ Γ− for all t ≥ 0.
Assume that d(γ(t), K) does not converge to zero as t → +∞, then there exists a
sequence of times tj → +∞ such that γ(tj) does not lie in a fixed neighborhood of K.
By passing to a subsequence, we may assume that γ(tj) converge to some ρ∞ ∈ Γ−\K.
Then ρ∞ 6∈ Γ+; therefore, there exists T ≥ 0 such that e−THp(ρ∞) 6∈ U . For j large
enough, we have γ(tj − T ) = e−THp(γ(tj)) 6∈ U and tj ≥ T ; this contradicts convexity
of U (assumption (8)). 
Lemma 4.2. Assume that U1 is a neighborhood of K in U . Then there exists a
neighborhood U2 of K in U such that for each flow line γ(t), 0 ≤ t ≤ T of Hp in U , if
γ(0), γ(T ) ∈ U2, then γ([0, t]) ⊂ U1.
Proof. Assume the contrary, then there exist flow lines γj(t), 0 ≤ t ≤ Tj, in U , such
that d(γj(0), K) → 0, d(γj(Tj), K) → 0, yet γj(tj) 6∈ U1 for some tj ∈ [0, Tj]. Passing
to a subsequence, we may assume that γj(tj)→ ρ∞ ∈ U\K. Without loss of generality,
we assume that ρ∞ 6∈ Γ+. Then there exists T > 0 such that e−THp(ρ∞) ∈ U ′ \ U ,
and thus e−THp(γj(tj)) 6∈ U for j large enough. Since γj([0, Tj]) ⊂ U , we have tj ≤ T .
By passing to a subsequence, we may assume that tj → t∞ ∈ [0, T ]. However, then
γj(0)→ e−t∞Hp(ρ∞), which implies that e−t∞Hp(ρ∞) ∈ Γ+, contradicting the fact that
ρ∞ 6∈ Γ+. 
Resolution of dependence on ω. We reduce the operator P(ω) microlocally near
U to an operator of the form P − ω, see also [ISZ, §4]:
Lemma 4.3. There exist:
• a compactly supported P ∈ Ψcomp(X) such that P ∗ = P and σ(P ) = p near U ,
where p is defined in (4.4), and
• a family of compactly supported operators S(ω) ∈ Ψcomp(X), holomorphic in
ω ∈ Ω, with S(ω)∗ = S(ω) for ω ∈ R ∩ Ω and S(ω) elliptic near U , such that
P(ω) = S(ω)(P − ω)S(ω) +O(h∞) microlocally near U . (4.8)
Proof. We argue by induction, constructing compactly supported operators Pj,Sj(ω) ∈
Ψcomp(X), such that P ∗j = Pj, S∗j (ω) = Sj(ω) for ω ∈ R ∩ Ω, and P(ω) = Sj(ω)(Pj −
ω)Sj(ω) +O(hj+1) microlocally near U . It will remain to take the asymptotic limit.
For j = 0, it suffices to take any P0,S0(ω) such that σ(P0) = p and σ(S0(ω))(ρ) =
s0(ρ, ω) near U , where (with p(·, ω) denoting the principal symbol of P(ω))
p(ρ, ω) = s0(ρ, ω)
2(p(ρ)− ω), ρ ∈ U ′;
the existence of such s0 and the fact that it is real-valued for real ω follows from
assumption (7).
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Figure 2. (a) Assumption (11), with the undashed part of the flow
line of ρ corresponding to ρ′ ∈ U ′ such that (ρ, ρ′) ∈ WFh(R′(ω)).
(b) An illustration of Lemma 4.4, with WFh(f) the shaded set and
WFh(u) containing undashed parts of the flow lines.
Now, given Pj,Sj(ω) for some j ≥ 0, we construct Pj+1,Sj+1(ω). We have P(ω) =
Sj(ω)(Pj−ω)Sj(ω)+hj+1Rj(ω) microlocally near U , where Rj(ω) ∈ Ψcomp is a holomor-
phic family of operators and, by assumption (6), Rj(ω)
∗ = Rj(ω)+O(h∞) microlocally
near U when ω ∈ R∩Ω. We then put Pj+1 = Pj+hj+1Aj, Sj+1(ω) = Sj(ω)+hj+1Bj(ω),
where σ(Aj) = pj, σ(Bj(ω))(ρ) = sj(ρ, ω) near U and
σ(Rj)(ρ, ω) = 2s0(ρ, ω)sj(ρ, ω)(p(ρ)− ω) + s0(ρ, ω)2pj(ρ), ρ ∈ U ′.
The existence of sj(ρ, ω), pj(ρ) and the fact that pj(ρ) ∈ R and sj(ρ, ω) ∈ R for ρ
near U and ω ∈ R ∩ Ω follow from assumption (7). In particular, we put pj(ρ) =
σ(Rj)(ρ, p(ρ))/s0(ρ, p(ρ))
2. 
Note that, if u(h) ∈ H1, f(h) ∈ H2 have norms polynomially bounded in h (and in
light of assumption (3) are h-tempered in the sense of §3.1), and P(ω)u = f , then
(P − ω)S(ω)u = S ′(ω)f +O(h∞) microlocally near U , (4.9)
where S ′(ω) ∈ Ψcomp(X) is an elliptic parametrix of S(ω) microlocally near U , con-
structed in Proposition 3.3.
Microlocalization of R(ω). Next, we use the semiclassically outgoing parametrix
R′(ω) from (4.6) to derive a key restriction on the wavefront set of functions in the
image of R(ω), see Figure 2(b):
Lemma 4.4. Assume that u(h) ∈ H1, f(h) ∈ H2 have norms polynomially bounded in
h, P(ω)u = f for some ω = ω(h) satisfying (4.1), and WFh(f) ⊂ U . Then for each
ρ ∈ WFh(u) ∩ U , if γ(t) = etHp(ρ) is the corresponding maximally extended flow line
in U ′, then either γ(t) ∈ U for all t ≤ 0 or γ(t) ∈WFh(f) for some t ≤ 0.
Proof. By propagation of singularities (Proposition 3.4) applied to (4.9), we see that
either γ(t) ∈ U for all t ≤ 0, or γ(t) ∈ WFh(f) for some t ≤ 0, or there exists t ≤ 0
such that γ(t) ∈WFh(u)∩(U ′\U); we need to exclude the third case. However, in this
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case by convexity of U (assumption (8)), γ(t−s) 6∈ U for all s ≥ 0; by assumption (11),
and since u = R′(ω)(f − iQu) with WFh(f − iQu) ⊂ U , we see that γ(t) 6∈ WFh(u),
a contradiction. 
It follows from Lemma 4.4 that any resonant state, i.e. a function u such that
‖u‖H1 ∼ 1 and P(ω)u = 0, has to satisfy WFh(u) ∩ U ⊂ Γ+.
The next statement improves on the parametrix R′(ω), inverting the operator P(ω)
outside of any given neighborhood of the trapped set. One can see this as a geometric
control statement (see for instance [BuZw, Theorem 3]).
Lemma 4.5. Let W ⊂ U be a neighborhood of K ∩ p−1([α0, α1]) (which is a com-
pact subset of U by assumption (9)), and assume that f(h) ∈ H2 has norm bounded
polynomially in h and each ω = ω(h) is in (4.1). Then there exists v(h) ∈ H1, with
f − P(ω)v compactly supported in X and
‖v‖H1 ≤ Ch−1‖f‖H2 , ‖P(ω)v‖H2 ≤ C‖f‖H2 , WFh(f − P(ω)v) ⊂ W.
Proof. First of all, take compactly supported Q′ ∈ Ψcomp(X) such that WFh(Q′) ⊂ U
and Q′ = 1 microlocally near WFh(Q) (with Q defined in assumption (10)), and put
v1 := (1−Q′)R′(ω)f.
Then by (4.7), ‖v1‖H1 ≤ Ch−1‖f‖H2 and P(ω)v1 = f1, where
f1 = (1−Q′ − [P(ω),Q′]R′(ω) + (1−Q′)iQR′(ω))f.
Since (1−Q′)iQ = O(h∞)Ψ−∞ , by (4.7) we find ‖f1‖H2 ≤ C‖f‖H2 , f−f1 is compactly
supported, and WFh(f − f1) ⊂WFh(Q′). It is now enough to prove our statement for
f − f1 in place of f ; therefore, we may assume that f is compactly supported and
WFh(f) ⊂WFh(Q′).
Since WFh(Q′) is compact, by a microlocal partition of unity we may assume that
WFh(f) is contained in a small neighborhood of some fixed ρ ∈ WFh(Q′) ⊂ U . We
now consider three cases:
Case 1: ρ 6∈ p−1([α0, α1]). Then the operator P(ω) is elliptic at ρ, therefore we may
assume it is elliptic on WFh(f). The function v is then obtained by applying to f an
elliptic parametrix of P(ω) given in Proposition 3.3; we have f −P(ω)v = O(h∞)C∞0 .
Case 2: ρ ∈ Γ− ∩ p−1([α0, α1]). By Lemma 4.1, there exists t ≥ 0 such that etHp(ρ) ∈
W . We may then assume that etHp(WFh(f)) ⊂ W , and v is then constructed by
Proposition 3.5, using (4.8); we have WFh(v) ⊂ U and WFh(f − P(ω)v) ⊂ W .
Case 3: ρ 6∈ Γ−. Then there exists t ≥ 0 such that etHp(ρ) ∈ U ′ \ U . As in case 2,
subtracting from v the parametrix of Proposition 3.5, we may assume that f is instead
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microlocalized in a neighborhood of etHp(ρ). Now, put v = R′(ω)f , with R′(ω) defined
in (4.6); then ‖v‖H1 ≤ Ch−1‖f‖H2 by (4.7) and
f − P(ω)v = −iQv.
However, by assumption (11), and by convexity of U (assumption (8)), we have
WFh(Q) ∩WFh(v) = ∅ and thus f − P(ω)v = O(h∞)C∞0 . 
Finally, we can estimate the norm of u ∈ H1 by the norm of P(ω)u and the norm of
u microlocally near the trapped set. This can be viewed as an observability statement
(see for instance [BuZw, Theorem 2]).
Lemma 4.6. Let A ∈ Ψcomp(X) be compactly supported and elliptic on K∩p−1([α0, α1]).
Then we have for any u ∈ H1 and any ω in (4.1),
‖u‖H1 ≤ C‖Au‖L2 + Ch−1‖P(ω)u‖H2 . (4.10)
Proof. By rescaling, we may assume that u = u(h) has ‖u‖H1 = 1 and put f = P(ω)u.
Take a neighborhoodW ofK∩p−1([α0, α1]) such that A is elliptic onW . Replacing u by
u−v, where v is constructed from f in Lemma 4.5, we may assume that WFh(f) ⊂ W .
TakeQ′,Q′′ ∈ Ψcomp(X) compactly supported, with WFh(Q′′) ⊂ U , Q′′ = 1+O(h∞)
microlocally near WFh(Q′), and Q′ = 1 +O(h∞) microlocally near WFh(Q) (with Q
defined in assumption (10)). Then by the elliptic estimate (Proposition 3.2),
‖Q′u‖H1 ≤ C‖Q′′u‖L2 +O(h∞), (4.11)
‖[P(ω),Q′]u‖H2 ≤ Ch‖Q′′u‖L2 +O(h∞). (4.12)
Now,
(1−Q′)u = R′(ω)((1−Q′)f − [P(ω),Q′]u− iQ(1−Q′)u);
since iQ(1−Q′) = O(h∞)Ψ−∞ , we get by (4.7) and (4.12),
‖(1−Q′)u‖H1 ≤ C‖Q′′u‖L2 + Ch−1‖f‖H2 +O(h∞);
by (4.11), it then remains to prove that
‖Q′′u‖L2 ≤ C‖Au‖L2 + Ch−1‖f‖H2 +O(h∞).
By a microlocal partition of unity, it suffices to estimate ‖Bu‖L2 for B ∈ Ψcomp(X)
compactly supported with WFh(B) in a small neighborhood of some ρ ∈WFh(Q′′) ⊂
U . We now consider three cases:
Case 1: ρ 6∈ p−1([α0, α1]). Then P(ω) is elliptic at ρ, therefore we may assume it is
elliptic on WFh(B). By Proposition 3.2, we get ‖Bu‖L2 ≤ C‖f‖H2 +O(h∞).
Case 2: there exists t ≤ 0 such that etHp(ρ) ∈ W , therefore we may assume that
etHp(WFh(B)) ⊂ W . Since A is elliptic on W , by Proposition 3.4 together with (4.8),
we get ‖Bu‖L2 ≤ C‖Au‖L2 + Ch−1‖f‖H2 +O(h∞).
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Case 3: if γ(t) = etHp(ρ) is the maximally extended trajectory of Hp in U ′, then
ρ ∈ p−1([α0, α1]) and γ(t) 6∈ W for all t ≤ 0. By Lemma 4.1, we have ρ 6∈ Γ+.
Since WFh(f) ⊂ W , Lemma 4.4 implies that ρ 6∈WFh(u). We may then assume that
WFh(B) ∩WFh(u) = ∅ and thus ‖Bu‖L2 = O(h∞). 
4.3. Example: Schro¨dinger operators on Rn. In this section, we consider the case
described the introduction, namely a Schro¨dinger operator on X = Rn with
PV = h
2∆ + V (x),
where ∆ is the Euclidean Laplacian and V ∈ C∞0 (Rn;R). We will explain how this
case fits into the framework of §4.1.
To define resonances for P0, we use the method of complex scaling of Aguilar–
Combes [AgCo], which also applies to more general operators and potentials – see
[SjZw91], [Sj97], and the references given there. Take R > 0 large enough so that
suppV ⊂ {|x| < R/2}.
Fix the deformation angle θ ∈ (0, pi/2) and consider a deformation Γθ,R ⊂ Cn of Rn
defined by
Γθ,R := {x+ iFθ,R(x) | x ∈ Rn},
where Fθ,R : Rn → Rn is defined in polar coordinates (r, ϕ) ∈ [0,∞)× Sn−1 by
Fθ,R(r, ϕ) = (fθ,R(r), ϕ),
and the function fθ,R ∈ C∞([0,∞)) is chosen so that (see Figure 3(a))
fθ,R(r) = 0, r ≤ R; fθ,R(r) = r tan θ, r ≥ 2R;
f ′θ,R(r) ≥ 0, r ≥ 0; {f ′θ,R = 0} = {fθ,R = 0}.
Note that
Γθ,R ∩ {|Re z| ≤ R} = Rn ∩ {|Re z| ≤ R};
Γθ,R ∩ {|Re z| ≥ 2R} = eiθRn ∩ {|Re z| ≥ 2R}.
Define the deformed differential operator P˜V on Γθ,R it as follows: P˜V = PV on Rn∩Γθ,R,
and on the complementing region {|Re z| > R}, it is defined by the formula
P˜V (v) =
n∑
j=1
(hDzj)
2v˜|Γθ,R ,
for each v ∈ C∞0 (Γθ,R ∩ {|Re z| > R}) and each almost analytic continuation v˜ of v
(that is, v˜|Γθ,R = v and ∂z¯v˜ vanishes to infinite order on Γθ,R – the existence of such
continuation follows from the fact that Γθ,R is totally real, that is for each z ∈ Γθ,R,
TzΓθ,R ∩ iTzΓΘ,R = 0). We identify Γθ,R with Rn by the map
ι : Rn → Γθ,R ⊂ Cn, ι(x) = x+ iFθ,R(x),
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Figure 3. (a) The graph of fθ,r. (b) The region where complex scaling
provides meromorphic continuation of the resolvent.
so that P˜V can be viewed as a second order differential operator on Rn. Then in polar
coordinates (r, ϕ), we can write for r > R,
P˜V =
(
1
1 + if ′θ,R(r)
hDr
)2
− (n− 1)i
(r + ifθ,R(r))(1 + if ′θ,R(r))
h2Dr +
∆ϕ
(r + ifθ,R(r))2
,
with ∆ϕ denoting the Laplacian on the round sphere Sn−1. We have
σ(P˜V ) =
|ξr|2
(1 + if ′θ,R(r))2
+
|ξϕ|2
(r + ifθ,R(r))2
+ V (r, ϕ). (4.13)
Fix a range of energies [α0, α1] ⊂ (0,∞) and a bounded open set Ω ⊂ C such that (see
Figure 3(b))
[α0, α1] ⊂ Ω, Ω ⊂ {−θ < argω < pi − θ}.
For ω ∈ Ω, define the operator
P(ω) = P˜V − ω2 : H1 → H2, H1 := H2h(Rn), H2 := L2(Rn).
Then P(ω) is a Fredholm operator H1 → H2 for ω ∈ Ω. Indeed,
P(ω) = cos2 θe−2iθh2∆− ω2 on {|x| ≥ 2R},
thus P(ω) is elliptic on {|x| ≥ 2R}, as well as for |ξ| large enough, in the class S(〈ξ〉2)
of [Zw, §4.4.1] (this class incorporates the behavior of symbols as x→∞, in contrast
with those used in §3.1). Using a construction similar to Lemma 3.3, but with symbols
in the class S(〈ξ〉−2), we can define a parametrix near (both spatial and fiber) infinity,
R∞(ω), with ‖R∞‖L2(Rn)→H2h(Rn) = O(1) and
R∞(ω)P(ω) = 1 + Z(ω) +O(h∞)H2h(Rn)→H2h(Rn),
P(ω)R∞(ω) = 1 + Z ′(ω) +O(h∞)L2(Rn)→L2(Rn),
(4.14)
where Z(ω), Z ′(ω) ∈ Ψcomp(Rn) are compactly supported inside {|x| < 2R+ 1}. Since
1 + O(h∞) is invertible and Z(ω), Z ′(ω) are compact, we see that P(ω) is indeed a
Fredholm operator H1 → H2. We have thus verified assumptions (1)–(4) of §4.1.
RESONANCE PROJECTORS AND ASYMPTOTICS 25
The identification of the poles of R(ω) with the poles of the meromorphic contin-
uation of the resolvent RV (ω) = (PV − ω2)−1 defined in (1.3) from {Imω > 0} to Ω,
and in fact, the existence of such a continuation, follows from the following formula
(implicit in [Sj97], and discussed in [TaZw]): if χ ∈ C∞0 (Rn), suppχ b B(0, R), then
χR(ω)χ = χRV (ω)χ. (4.15)
This is initially valid in Ω∩{Imω > 0} so that the right-hand side is well-defined, and
then by analytic continuation in the region where the left hand side is meromorphic.
Now, we take intervals
[α0, α1] b [β0, β1] b [β′0, β′1] ⊂ Ω ∩ (0,∞)
and put
U ′ := {|x| < R, |ξ|2 + V (x) ∈ ((β′0)2, (β′1)2)},
U := {|x| < 3R/4, |ξ|2 + V (x) ∈ (β20 , β21)}.
(4.16)
Note that P(ω) = PV −ω2 in U ′; this verifies assumptions (5) and (6). Assumption (7)
is also satisfied, with
p(x, ξ) =
√
|ξ|2 + V (x), (x, ξ) ∈ U ′. (4.17)
The operators P and S(ω) from Lemma 4.3 take the form, microlocally near U ,
P =
√
PV , S(ω) =
√√
PV + ω. (4.18)
Here the square root is understood in the microlocal sense: for an operator A ∈ Ψk(X)
with σ(A) > 0 on U ′, we define the microlocal square root√A ∈ Ψcomp(X) of A in U ′ as
the (unique modulo O(h∞) microlocally in U ′) operator such that (√A)2 = A+O(h∞)
microlocally in U ′ and σ(√A) = √σ(A). See for example [GrSj, Lemma 4.6] for details
of the construction of the symbol.
Assumption (8), namely convexity of U , is satisfied since for each (x, ξ) ∈ U ′, if
|x| ≥ R/2 and Hp|x|2 = 0 at (x, ξ), then H2p |x|2 > 0 at (x, ξ); therefore, the function
|x|2 cannot attain a local maximum on a trajectory of etHp in U ′ \U . Same observation
shows assumption (9); in fact, K ⊂ {|x| ≤ R/2}.
Finally, for assumptions (10) and (11), we take any compactly supported Q ∈
Ψcomp(X) such that WFh(Q) ⊂ U and
σ(Q) ≥ 0 everywhere; σ(Q) > 0 on p−1([α0, α1]) ∩ {|x| ≤ R/2}.
To verify assumption (10), consider an arbitrary family u = u(h) ∈ H2h(Rn), with norm
bounded polynomially in h, and put
f = (P(ω)− iQ)u,
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where ω satisfies (4.1). By (4.13), and since Imω = O(h), we find
Imσ(P(ω)) ≤ 0 everywhere;
{〈ξ〉−2σ(P(ω)) = 0} ⊂ {Fθ,R(x) = 0}.
Note also that σ(P(ω)) = |ξ|2 + V (x) − ω2 on {Fθ,R(x) = 0}. Together with the
convexity property of |x|2 mentioned above, we see that for each ρ ∈ T ∗X, there
exists t ≤ 0 such that P(ω)− iQ is elliptic at exp(tHReσ(P(ω)))(ρ). Since Imσ(P(ω)−
iQ) ≤ 0 everywhere, by propagation of singularities with a complex absorbing term
(Proposition 3.4) and the elliptic estimate (Proposition 3.2) we get
‖Z(ω)u‖H2h ≤ Ch−1‖f‖L2 +O(h∞),
where Z(ω) is defined in (4.14). Then by (4.14),
‖u‖H2h(Rn) ≤ C‖f‖L2(Rn) + ‖Z(ω)u‖H2h +O(h∞) ≤ Ch−1‖f‖L2(Rn) +O(h∞),
proving the estimate (4.7) of assumption (10).
Assumption (11) is proved in a similar fashion: assume that WFh(f) ⊂ U ′ and
ρ′ ∈ WFh(u) ∩ U ′. Denote γ(t) = exp(tHReσ(P(ω)))(ρ′). Then there exists t0 ≥ 0
such that P(ω) − iQ is elliptic at γ(−t0). By Proposition 3.4, we see that either
exp(−tHReσ(P(ω)))(ρ′) ∈ WFh(f) for some t ∈ [0, t0] or exp(−t0HReσ(P(ω)))(ρ′) ∈
WFh(u), in which case this point also lies in WFh(f) by Proposition 3.2; there-
fore, γ(−t) ∈ WFh(f) for some t ≥ 0. Let t1 be the minimal nonnegative number
such that γ(−t1) ∈ WFh(f); we may assume that t1 > 0. Since γ((−t1, 0]) does
not intersect WFh(f), it also does not intersect the elliptic set of P(ω); therefore,
γ([−t1, 0]) ⊂ {Fθ,R(x) = 0} and thus σ(P(ω)) = p2 − ω2 on γ([−t1, 0]). It follows that
e−tHp(ρ′) ∈WFh(f) for some t ≥ 0, as required.
4.4. Example: even asymptotically hyperbolic manifolds. In this section, we
define resonances, in the framework of §4.1, for an n-dimensional complete noncompact
Riemannian manifold (M, g) which is asymptotically hyperbolic in the following sense:
M is diffeomorphic to the interior of a smooth manifold with boundary M , and for some
choice of the boundary defining function x˜ ∈ C∞(M) and the product decomposition
{x˜ < ε} ∼ [0, ε)× ∂M , the metric g takes the following form in {0 < x˜ < ε}:
g =
dx˜2 + g1(x˜, y˜, dy˜)
x˜2
. (4.19)
Here g1 is a family of Riemannian metrics on ∂M depending smoothly on x˜ ∈ [0, ε).
We moreover require that the metric is even in the sense that g1 is a smooth function
of x˜2.
To put the Laplacian ∆g on M into the framework of §4.1, we use the recent con-
struction of Vasy [Va12]. We follow in part [DaDy, §4.1], see also [DaDy, Appendix B]
for a detailed description of the phase space properties of the resulting operator in
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a model case. Take the space M even obtained from M by taking the new boundary
defining function µ = x˜2 and put (see [Va12, §3.1])
P1(ω) = µ
− 1
2
−n+1
4 e
iωφ
h (h2(∆g − (n− 1)2/4)− ω2)e−
iωφ
h µ−
1
2
+n+1
4 .
Here φ is a smooth real-valued function on M such that
eφ = µ1/2(1 + µ)−1/4 on {0 < µ < δ0},
where δ0 > 0 is a small constant; the values of φ on {µ ≥ δ0} are chosen as in the
paragraph preceding [Va12, (3.14)]. We can furthermore choose eφ and µ to be equal
to 1 near the set {x˜ > ε0/2}, for any fixed ε0 > 0 (and δ0 chosen small depending
on ε0) so that
P1(ω) = h
2(∆g − (n− 1)2/4)− ω2 on {x˜ > ε0/2}. (4.20)
The differential operator P1(ω) has coefficients smooth up to the boundary of M even;
then it is possible to find a compact n-dimensional manifold X without boundary such
that M even embeds into X as {µ ≥ 0} and extend P1(ω) to an operator P2(ω) ∈ Ψ2(X),
see [Va12, §3.5] or [DaDy, Lemma 4.1]. Finally, we fix a complex absorbing operator
Q ∈ Ψ2(X), with Schwartz kernel supported in the nonphysical region {µ < 0},
satisfying the assumptions of [Va12, §3.5]. We now fix an interval [α0, α1] ⊂ (0,∞),
take Ω ⊂ C a small neighborhood of [α0, α1], and put
P(ω) := P2(ω)− iQ, ω ∈ Ω.
Fix C0 > 0, take s > C0 + 1/2, and put H2 = Hs−1h (X) and
H1 = {u ∈ Hsh(X) | P2(1)u ∈ Hs−1h (X)}, ‖u‖2H1 = ‖u‖2Hsh(X) + ‖P2(1)u‖
2
Hs−1h (X)
.
It is proved in [Va12, Theorem 4.3] that for ω satisfying (4.1), the operator P(ω) : H1 →
H2 is a Fredholm operator of index zero; therefore, we have verified assumptions (1)–
(4) of §4.1. The poles of R(ω) = P(ω)−1 coincide with the poles of the meromorphic
continuation of the Schwartz kernel of the resolvent
Rg(ω) := (h
2(∆g − (n− 1)2/4)− ω2)−1 : L2(M)→ L2(M), Imω > 0,
to the entire C, first constructed in [MaMe] with improvements by [Gu] – see [Va12,
Theorem 5.1].
We can now proceed similarly to §4.3, using that the regions {x˜ > ε0} are geodesi-
cally convex for ε0 > 0 small enough (see for instance [DyGu, Lemma 7.1]). Fix small
ε0 > 0, take any intervals
[α0, α1] b [β0, β1] b [β′0, β′1] ⊂ Ω ∩ (0,∞),
and define
U ′ := {x˜ > ε0/2, |ξ|g ∈ (β′0, β′1)}, U := {x˜ > ε0, |ξ|g ∈ (β0, β1)}. (4.21)
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As in §4.3, assumptions (5)–(9) hold, with
p(x, ξ) = |ξ|g. (4.22)
The operators P and S(ω) constructed in Lemma 4.3 are given microlocally near U by
P =
√
h2∆g − (n− 1)2/4, S(ω) =
√√
h2∆g − (n− 1)2/4 + ω,
with the square roots defined as in (4.18).
Finally, for assumptions (10) and (11), take Q ∈ Ψcomp(X) with WFh(Q) ⊂ U and
σ(Q) ≥ 0 everywhere; σ(Q) > 0 on p−1([α0, α1]) ∩ {x˜ ≥ 2ε0}.
Then assumption (10) follows from [Va12, Theorem 4.8]. To verify assumption (11),
we modify the proof of [Va12, Theorem 4.9] as follows: assume that f = f(h) ∈ H2 has
norm bounded polynomially in h and put u = R′(ω)f , for ω = ω(h) satisfying (4.1).
Assume also that WFh(f) ⊂ U ′ and take ρ′ ∈ WFh(u) ∩ U ′. We may assume that
P2(ω) is not elliptic at ρ
′, since otherwise ρ′ ∈ WFh(f). If γ(t) is the bicharacteristic
of σ(P2(ω)) starting at ρ
′, then (see [Va12, (3.32) and the end of §3.5]) either γ(t)
converges to the set L+ ⊂ ∂T ∗X ∩ {µ = 0} of radial points as t → −∞, or Q is
elliptic at γ(−t0) for some t0 > 0. In the first case, γ(−t0) 6∈WFh(u) for t0 > 0 large
enough by the radial points argument [Va12, Proposition 4.5]; in the second case, by
Proposition 3.2 we see that if γ(−t0) ∈ WFh(u), then γ(−t0) ∈ WFh(f). Combining
this with Proposition 3.4, we see that there exists t1 ≥ 0 such that γ(−t1) ∈WFh(f).
Since γ(0), γ(−t1) ∈ U ′, and U ′ is convex with respect to the bicharacteristic flow of
σ(P2(ω)) (the latter being just a rescaling of the geodesic flow pulled back by a certain
diffeomorphism), we see that γ([−t1, 0]) ⊂ U ′. Now, by (4.20), γ([−t1, 0]) is a flow line
of Hp2 ; therefore, for some t ≥ 0, e−tHp(ρ′) ∈WFh(f), as required.
5. r-normally hyperbolic trapped sets
In this section, we state the dynamical assumptions on the flow near the trapped
set K, namely r-normal hyperbolicity, and define the expansion rates νmin, νmax (§5.1).
We next establish some properties of r-normally hyperbolic trapped sets: existence of
special defining functions ϕ± of the incoming/outgoing tails Γ± nearK (§5.3), existence
of the canonical projections pi± from open subsets Γ◦± ⊂ Γ± to K and the canonical
relation Λ◦ (§5.4), and regularity of solutions to the transport equations (§5.5).
5.1. Dynamical assumptions. Let U ⊂ U ′ be the open sets from §4.1, and p ∈
C∞(U ′;R) be the function defined in (4.4). Consider also the incoming/outgoing tails
Γ± ⊂ U and the trapped set K = Γ+ ∩ Γ− defined in (4.5). We assume that, for a
large fixed integer r depending only on the dimension n (see Figure 4(a)),
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K Γ+Γ+
Γ−
Γ−
Γ+
Γ−
K
K
(a) (b)
Figure 4. (a) Dynamics of etHp in the directions transverse to the
trapped set. (b) Dynamics on Γ±; the flow lines of V± are dashed.
(1) Γ± are equal to the intersections of U with codimension 1 orientable Cr sub-
manifolds of T ∗X;
(2) Γ+ and Γ− intersect transversely, and the symplectic form σS is nondegenerate
on TK; that is, K extends to a symplectic submanifold of T ∗X of codimension
two.
Consider one-dimensional subbundles V± ⊂ TΓ± defined as the symplectic comple-
ments of TΓ± in TΓ±(T
∗X) (see Figure 4(b)); they are invariant under the flow etHp .
By assumption (2), we have TKΓ± = V±|K ⊕ TK. Define the minimal expansion rate
in the normal direction, νmin, as the supremum of all ν for which there exists a constant
C such that
sup
ρ∈K
‖de∓tHp(ρ)|V±‖ ≤ Ce−νt, t > 0. (5.1)
Here ‖ · ‖ denotes the operator norm with respect to any smooth inner product on
the fibers of T (T ∗X). Similarly we define the maximal expansion rate in the normal
direction, νmax, as the infimum of all ν for which there exists a constant c > 0 such
that
inf
ρ∈K
‖de∓tHp(ρ)|V±‖ ≥ ce−νt, t > 0. (5.2)
Since etHp preserves the symplectic form σS, which is nondegenerate on V+|K ⊕ V−|K ,
it is enough to require (5.1) and (5.2) for a specific choice of sign.
We assume r-normal hyperbolicity :
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(3) Let µmax be the maximal expansion rate of the flow along K, defined as the
infimum of all µ for which there exists a constant C such that
sup
ρ∈K
‖detHp(ρ)|TK‖ ≤ Ceµ|t|, t ∈ R. (5.3)
Then
νmin > rµmax. (5.4)
Assumption (3), rather than a weaker assumption of normal hyperbolicity νmin > 0,
is needed for regularity of solutions to the transport equations, see Lemma 5.2 below.
The number r depends on how many derivatives of the symbols constructed below
are needed for the semiclassical arguments to work. In the proofs, we will often take
r =∞, keeping in mind that a large fixed r is always enough.
5.2. Stability. We now briefly discuss stability of our dynamical assumptions under
perturbations; a more detailed presentation, with applications to general relativity,
is given in [Dy13]. Assume that ps, where s ∈ R varies in a neighborhood of zero,
is a family of real-valued functions on U ′ such that p0 = p and ps is continuous at
s = 0 with values in C∞(U ′). Assume moreover that conditions (8) and (9) of §4.1
are satisfied with p replaced by any ps. Here Γ± and K are replaced by the sets Γ±(s)
and K(s) defined using ps instead of p. We claim that assumptions (1)–(3) of §5.1 are
satisfied for ps,Γ±(s), K(s) when s is small enough.
We use the work of Hirsch–Pugh–Shub [HPS] on stability of r-normally hyperbolic
invariant manifolds. Assumptions (1)–(3) imply that the flow etHp is eventually abso-
lutely r-normally hyperbolic on K in the sense of [HPS, Definition 4]. Then by [HPS,
Theorem 4.1], for s small enough, Γ±(s) and K(s) are Cr submanifolds of T ∗X, which
converge to Γ± and K in Cr as s → 0. It follows immediately that conditions (1)
and (2) are satisfied for small s.
To see that condition (3) is satisfied for small s, as well as stability of the pinching
condition (1.7) under perturbations, it suffices to show that, with νmin(s), νmax(s), µmax(s)
defined using etHps ,Γ±(s), K(s),
lim inf
s→0
νmin(s) ≥ νmin, (5.5)
lim sup
s→0
νmax(s) ≤ νmax, (5.6)
lim sup
s→0
µmax(s) ≤ µmax. (5.7)
We show (5.5); the other two inequalities are proved similarly. Fix a smooth metric
on the fibers of T (T ∗X). Take arbitrary ε > 0, then for T > 0 large enough, we have
sup
ρ∈K
‖de∓THp(ρ)|V±‖ ≤ e−(νmin−ε)T .
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Fix T ; since ps, Γ±(s), K(s), and the corresponding subbundles V±(s) depend contin-
uously on s at s = 0, we have for s small enough,
sup
ρ∈K(s)
‖de∓THps (ρ)|V±(s)‖ ≤ e−(νmin−ε/2)T .
Since etHps is a one-parameter group of diffeomorphisms, we get
sup
ρ∈K(s)
‖de∓tHps (ρ)|V±(s)‖ ≤ Ce−(νmin−ε/2)t, t ≥ 0;
therefore, νmin(s) ≥ νmin − ε/2 for s small enough and (5.5) follows.
5.3. Adapted defining functions. In this section, we construct special defining func-
tions ϕ± of Γ± near K. We will assume below that Γ± are smooth; however, if Γ±
are Cr with r ≥ 1, we can still obtain ϕ± ∈ Cr. A similar construction can be found
in [WuZw11, Lemma 4.1].
Lemma 5.1. Fix ε > 0.3 Then there exist smooth functions ϕ±, defined in a neigh-
borhood of K in U ′, such that for δ > 0 small enough, the set
Uδ := U ∩ {|ϕ+| ≤ δ, |ϕ−| ≤ δ}, (5.8)
is a compact subset of U when intersected with p−1([α0, α1]), and:
(1) Γ± ∩ Uδ = {ϕ± = 0} ∩ Uδ, and dϕ± 6= 0 on Uδ;
(2) Hpϕ± = ∓c±ϕ± on Uδ, where c± are smooth functions on Uδ and, with νmin, νmax
defined in (5.1), (5.2),
νmin − ε < c± < νmax + ε on Uδ; (5.9)
(3) the Hamiltonian field Hϕ± spans the subbundle V± on Γ± ∩ Uδ defined be-
fore (5.1);
(4) {ϕ+, ϕ−} > 0 on Uδ;
(5) Uδ is convex, namely if γ(t), 0 ≤ t ≤ T , is a Hamiltonian flow line of p in U
and γ(0), γ(T ) ∈ Uδ, then γ([0, T ]) ⊂ Uδ.
Proof. Since Γ± are orientable, there exist defining functions ϕ˜± of Γ± near K; that
is, ϕ˜± are smooth, defined in some neighborhood U of K, and dϕ˜± 6= 0 on U and
Γ± ∩ U = U ∩ {ϕ˜± = 0}. Since K is symplectic, by changing the sign of ϕ˜− if
necessary, we can moreover assume that {ϕ˜+, ϕ˜−} > 0 on K.
Since etHp(Γ±) ⊂ Γ± for ∓t ≥ 0, we have Hpϕ˜± = 0 on Γ±; therefore,
Hpϕ˜± = ∓c˜±ϕ˜±,
where c˜± are smooth functions on U . The functions c˜± control how fast ϕ˜± decays
along the flow as t → ±∞. The constants νmin and νmax control the average decay
rate; to construct ϕ±, we will modify ϕ˜± by averaging along the flow for a large time.
3The parameter ε is fixed in Theorem 1; it is also taken small enough for the results of §5.5 to hold.
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For any ρ ∈ Γ±∩U , the kernel of dϕ˜±(ρ) is equal to TρΓ±; therefore, the Hamiltonian
fields Hϕ˜± span V± on Γ±∩U . We then see from the definitions (5.1), (5.2) of νmin, νmax
that there exists a constant C such that, with (e∓tHp)∗Hϕ˜± ∈ V± denoting the push-
forward of the vector field Hϕ˜± by the diffeomorphism e
∓tHp ,
C−1e−(νmax+ε/2)t ≤ (e
∓tHp)∗Hϕ˜±
Hϕ˜±
≤ Ce−(νmin−ε/2)t on K, t ≥ 0.
Now, we calculate on K,
∂t((e
∓tHp)∗Hϕ˜±) = ±(e∓tHp)∗[Hp, Hϕ˜± ]
= −(e∓tHp)∗Hc˜±ϕ˜± = −(c˜± ◦ e±tHp)(e∓tHp)∗Hϕ˜± .
Combining these two facts, we get for T > 0 large enough,
νmin − ε < 〈c˜±〉T < νmax + ε on K,
where 〈·〉T stands for the ergodic average on K:
〈f〉T := 1
T
∫ T
0
f ◦ etHp dt.
Fix T . We now put ϕ± := e∓f± · ϕ˜±, where f± are smooth functions on U with
f± =
1
T
∫ T
0
(T − t)c˜± ◦ etHp dt on K,
so that Hpf± = 〈c˜±〉T − c˜± on K. Then ϕ± satisfy conditions (1)–(4), with
c± = ∓Hpϕ±
ϕ±
= 〈c˜±〉T ∈ (νmin − ε, νmax + ε)
on K, and thus on Uδ for δ small enough.
To verify condition (5), fix δ0 > 0 small enough so that ±Hpϕ2± ≤ 0 on Uδ0 . By
Lemma 4.2, for δ small enough depending on δ0, for each Hamiltonian flow line γ(t),
0 ≤ t ≤ T , of p in U , if γ(0), γ(T ) ∈ Uδ, then γ([0, T ]) ⊂ Uδ0 . Since ±∂tϕ±(γ(t))2 ≤ 0
for 0 ≤ t ≤ T and |ϕ±(γ(t))| ≤ δ for t = 0, T , we see that γ([0, T ]) ⊂ Uδ. 
5.4. The canonical relation Λ◦. We next construct the projections pi± from subsets
Γ◦± ⊂ Γ± to K. Fix δ0, δ1 > 0 small enough so that Lemma 5.1 holds with δ0 in place
of δ and K ∩ p−1([α0 − δ1, α1 + δ1]) is a compact subset of U (the latter is possible by
assumption (9) in §4.1), consider the functions ϕ± from Lemma 5.1 and put
Γ◦± := Γ±∩p−1(α0−δ1, α1+δ1)∩{|ϕ∓| < δ0}, K◦ := K∩p−1(α0−δ1, α1+δ1), (5.10)
so that K◦ = Γ◦+ ∩ Γ◦− and, for δ0 small enough, Γ◦± ⊂ U . Note that, by part (2) of
Lemma 5.1, the level sets of p on Γ± are invariant under Hϕ± and e
tHp(Γ◦±) ⊂ Γ◦± for
∓t ≥ 0.
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By part (4) of Lemma 5.1, Γ◦± is foliated by trajectories of Hϕ± (or equivalently,
by trajectories of V±), moreover each trajectory intersects K at a single point. This
defines projection maps
pi± : Γ◦± → K◦,
mapping each trajectory to its intersection with K. The flow etHp preserves the sub-
bundle V± generated by Hϕ± , therefore
pi± ◦ e∓tHp = e∓tHp ◦ pi±, t ≥ 0. (5.11)
Now, define the 2n-dimensional submanifold Λ◦ ⊂ T ∗X × T ∗X by
Λ◦ := {(ρ−, ρ+) ∈ Γ◦− × Γ◦+ | pi−(ρ−) = pi+(ρ+)}. (5.12)
We claim that Λ◦ is a canonical relation. Indeed, it is enough to prove that σS|TΓ◦± =
pi∗±(σS|TK◦), where σS is the symplectic form on T ∗M . This is true since the Hamil-
tonian flow etHϕ± preserves σS and V±|K is symplectically orthogonal to TK.
5.5. The transport equations. Finally, we use r-normal hyperbolicity to establish
existence of solutions to the transport equations, needed in the construction of the
projector Π in §7.1. We start by estimating higher derivatives of the flow. Take
δ0,Γ
◦
±, K
◦ from §5.4 and identify Γ◦± ∼ K◦ × (−δ0, δ0) by the map
ρ± ∈ Γ◦± 7→ (pi±(ρ±), ϕ∓(ρ±)). (5.13)
Denote elements of K◦ × (−δ0, δ0) by (θ, s) and the flow etHp on Γ◦±, ∓t ≥ 0, by
(recall (5.11))
etHp : (θ, s) 7→ (etHp(θ), ψt±(θ, s)).
Note that ψt±(θ, 0) = 0. We have the following estimate on higher derivatives of the
flow on K◦ (in any fixed coordinate system), see for example [DyGu, Lemma C.1]
(which is stated for geodesic flows, but the proof applies to any smooth flow):
sup
θ∈K◦
|∂αθ etHp(θ)| ≤ Cαe(|α|µmax+ε˜)|t|, t ∈ R. (5.14)
Here µmax is defined by (5.3), ε˜ > 0 is any fixed constant, and Cα depends on ε˜. We
choose ε˜ small enough in (5.17) below and the constant ε > 0 in Lemma 5.1 is small
depending on ε˜.
Next, we estimate the derivatives of ψt±. We have, with c± defined in part (2) of
Lemma 5.1,
∂tψ
t
±(θ, s) = ±c∓(etHp(θ), ψt±(θ, s))ψt±(θ, s).
Then
∂t(∂
k
s ∂
α
θ ψ
t
±(θ, s)) = ±c∓(etHp(θ), 0)∂ks ∂αθ ψt±(θ, s) + . . . ,
where . . . is a linear combination, with uniformly bounded variable coefficients de-
pending on the derivatives of c∓, of expressions of the form
∂β1θ e
tHp(θ) · · · ∂βmθ etHp(θ) ∂γ1θ ∂k1s ψt±(θ, s) · · · ∂γlθ ∂kls ψt±(θ, s),
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where β1 + · · · + βm + γ1 + · · · + γl = α, k1 + · · · + kl = k, and |βj|, |γj| + kj > 0.
Moreover, if l = 0 or l + m = 1, then the corresponding coefficient is a bounded
multiple of ψt±(θ, s). It now follows by induction from (5.9) that
sup
θ∈K◦, |s|<δ0
|∂ks ∂αθ ψ∓t± (θ, s)| ≤ Cαke(|α|µmax−νmin+ε˜)t, t ≥ 0. (5.15)
We can now prove the following
Lemma 5.2. Assume that (5.4) is satisfied, with some integer r > 0. Let f ∈
Cr+1(Γ◦±) be such that f |K = 0. Then there exists unique solution a ∈ Cr(Γ◦±) to
the equation
Hpa = f, a|K◦ = 0. (5.16)
Proof. Using (5.4), choose ε˜ > 0 so that
rµmax − νmin + ε˜ < 0. (5.17)
Any solution to (5.16) satisfies for each T > 0,
a = a ◦ e∓THp ±
∫ T
0
f ◦ e∓tHp dt.
Since a|K◦ = 0, by letting T → +∞ we see that the unique solution to (5.16) is
a = ±
∫ ∞
0
f ◦ e∓tHp dt. (5.18)
The integral (5.18) converges exponentially, as
|f ◦ e∓tHp(θ, s)| ≤ C|ψ∓t± (θ, s)| ≤ Ce−(νmin−ε)t.
To show that a ∈ Cr, it suffices to prove that when |α|+ k ≤ r, the integral∫ ∞
0
∂ks ∂
α
θ (f ◦ e∓tHp) dt
converges uniformly in s, θ. Given (5.17), it is enough to show that
sup
θ,s
|∂ks ∂αθ (f ◦ e∓tHp)(θ, s)| ≤ Cαke(|α|µmax−νmin+ε˜)t, t > 0. (5.19)
To see (5.19), we use the chain rule to estimate the left-hand side by a sum of terms
of the form
∂mθ ∂
l
sf(e
∓tHp(θ, s))∂β1θ e
∓tHp(θ) · · · ∂βmθ e∓tHp(θ)∂γ1θ ∂k1s ψ∓t± (θ, s) · · · ∂γlθ ∂kls ψ∓t± (θ, s)
where β1 + · · ·+ βm + γ1 + · · ·+ γl = α, k1 + · · ·+ kl = k, and |βj|, |γj|+ kj > 0. For
l = 0, we have |∂mθ f ◦ e∓tHp| = O(e−(νmin−ε)t) and (5.19) follows from (5.14). For l > 0,
(5.19) follows from (5.14) and (5.15). 
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6. Calculus of microlocal projectors
In this section, we develop tools for handling Fourier integral operators associated
to the canonical relation Λ◦ introduced in §5.4. We will not use theoperator P or
the global dynamics of the flow etHp ; we will only assume that X is an n-dimensional
manifold and
• Γ◦± ⊂ T ∗X are smooth orientable hypersurfaces;
• Γ◦± intersect transversely and K◦ := Γ◦+ ∩ Γ◦− is symplectic;
• if V± ⊂ TΓ◦± is the symplectic complement of TΓ◦± in T (T ∗X), then each
maximally extended flow line of V± on Γ◦± intersects K◦ at precisely one point,
giving rise to the projection maps pi± : Γ◦± → K◦;
• the canonical relation Λ◦ ⊂ T ∗(X ×X) is defined by
Λ◦ = {(ρ−, ρ+) ∈ Γ◦− × Γ◦+ | pi−(ρ−) = pi+(ρ+)};
• the projections p˜i± : Λ◦ → Γ◦± are defined by
p˜i±(ρ−, ρ+) = ρ±. (6.1)
If we only consider a bounded number of terms in the asymptotic expansions of the
studied symbols, and require existence of a fixed number of derivatives of these symbols,
then the smoothness requirement above can be replaced by Cr for r large enough
depending only on n.
We will study the operators in the class Icomp(Λ
◦) considered in §3.2. The antideriv-
ative on Λ◦ (see §3.2) is fixed so that it vanishes on the image of the embedding
jK : K
◦ → Λ◦, jK(ρ) = (ρ, ρ); (6.2)
this is possible since j∗K(η dy − ξ dx) = 0 and the image of jK is a deformation retract
of Λ◦.
We are particularly interested in defining invariantly the principal symbol σΛ(A) of
an operator A ∈ Icomp(Λ◦). This could be done using the global theory of Fourier
integral operators; we take instead a more direct approach based on the model case
studied in §6.1. The principal symbols on a neighborhood Λ˜ of a compact subset
K̂ ⊂ K◦ are defined as sections of certain vector bundles in §6.2.
We are also interested in the symbol of a product of two operators in Icomp(Λ
◦).
Note that such a product lies again in Icomp(Λ
◦), since Λ◦ satisfies the transversality
condition with itself and, with the composition defined as in (3.5), Λ◦ ◦ Λ◦ = Λ◦.
To study the principal symbol of the product, we again use the model case – see
Proposition 6.5.
Next, in §6.3, we study idempotents in Icomp(Λ◦), microlocally near K̂, proving
technical lemmas need in the construction of the microlocal projector Π in §7. Finally,
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in §6.4, we consider left and right ideals of pseudodifferential operators annihilating a
microlocal idempotent, which are key for proving resolvent estimates in §8.
6.1. Model case. We start with the model case
X := Rn, Γ0+ := {ξn = 0}, Γ0− := {xn = 0}. (6.3)
Then K0 = {xn = ξn = 0} is canonically diffeomorphic to T ∗Rn−1. If we denote
elements of R2n ' T ∗Rn by (x′, xn, ξ′, ξn), with x′, ξ′ ∈ Rn−1, then the projection maps
pi± : Γ0± → K0 take the form
pi+(x, ξ
′, 0) = (x′, 0, ξ′, 0), pi−(x′, 0, ξ) = (x′, 0, ξ′, 0),
and the map
φ : (x, ξ) 7→ (x′, 0, ξ;x, ξ′, 0) ∈ T ∗(Rn × Rn) (6.4)
gives a diffeomorphism of R2n onto the corresponding canonical relation Λ0.
Basic calculus. For a Schwartz function a(x, ξ) ∈ S (R2n), define its Λ0-quantization
OpΛh (a) : S
′(Rn)→ S (Rn) by the formula
OpΛh (a)u(x) = (2pih)
−n
∫
R2n
e
i
h
(x′·ξ′−y·ξ)a(x, ξ)u(y) dydξ. (6.5)
The operator OpΛh (a) will be a Fourier integral operator associated to Λ
0, see below for
details. We also use the standard quantization for pseudodifferential operators [Zw,
§4.1.1], where a(x, ξ;h) ∈ C∞(R2n) and all derivatives of a are bounded uniformly in
h by a fixed power of 1 + |x|2 + |ξ|2:
Oph(a)u(x) = (2pih)
−n
∫
R2n
e
i
h
(x−y)·ξa(x, ξ)u(y) dydξ. (6.6)
The symbol a can be extracted from OpΛh (a) or Oph(a) by the following oscillatory
testing formulas, see [Zw, Theorem 4.19]:
OpΛh (a)(e
i
h
x·ξ) = e
i
h
x′·ξ′a(x, ξ), ξ ∈ Rn, (6.7)
Oph(a)(e
i
h
x·ξ) = e
i
h
x·ξa(x, ξ), ξ ∈ Rn. (6.8)
From here, using stationary phase expansions similarly to [Zw, Theorems 4.11 and 4.12],
we get (where the symbols quantized by OpΛh are Schwartz)
OpΛh (a) Op
Λ
h (b) = Op
Λ
h (a#
Λb), (6.9)
OpΛh (a) Oph(b) = Op
Λ
h (a#b), (6.10)
Oph(b) Op
Λ
h (a) = Op
Λ
h (ab#), (6.11)
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where the symbols a#Λb, a#b, ab# ∈ S (R2n) have asymptotic expansions
a#Λb(x, ξ) ∼
∑
α
(−ih)|α|
α!
∂αξ a(x, ξ
′, 0)∂αx b(x
′, 0, ξ), (6.12)
a#b(x, ξ) ∼
∑
α
(−ih)|α|
α!
∂αξ a(x, ξ)∂
α
x b(x
′, 0, ξ), (6.13)
ab#(x, ξ) ∼
∑
α
(−ih)|α|
α!
∂αξ b(x, ξ
′, 0)∂αxa(x, ξ). (6.14)
Finally, the operators OpΛh (a) are bounded L
2 → L2 with norm O(h−1/2):
Proposition 6.1. If a ∈ S (R2n), then there exists a constant C such that
‖OpΛh (a)‖L2(Rn)→L2(Rn) ≤ Ch−1/2.
Proof. Define the semiclassical Fourier transform
uˆ(ξ) := (2pih)−n/2
∫
Rn
e−
i
h
y·ξu(y) dy,
then ‖uˆ‖L2 = ‖u‖L2 and
OpΛh (a)u(x) = (2pih)
−1/2
∫
R
v(x, ξn) dξn,
where
v(x, ξn) := (2pih)
−(n−1)/2
∫
Rn−1
e
i
h
x′·ξ′a(x, ξ′, ξn)uˆ(ξ′, ξn) dξ′.
Using the L2-boundedness of pseudodifferential operators on Rn−1, we see that for each
(xn, ξn) ∈ R2,
‖v(·, xn, ξn)‖L2
x′
≤ F (xn, ξn)‖uˆ(·, ξn)‖L2
ξ′
,
where F (xn, ξn) is bounded by a certain S (R2n−2) seminorm of a(·, xn, ·, ξn). Then F
is rapidly decaying on R2 and for any N ,
‖v(·, ξn)‖L2x ≤ C〈ξn〉−N‖uˆ(·, ξn)‖L2ξ′ .
Therefore,
‖OpΛh (a)u(x)‖L2 ≤ Ch−1/2
∫
R
‖v(·, ξn)‖L2x dξn ≤ Ch−1/2‖u‖L2
as required. 
Microlocal properties. For a ∈ S (R2n), the operator OpΛh (a) is h-tempered as
defined in Section 3.1. Moreover, the following analog of (3.4) follows from (6.10)
and (6.11):
WFh(Op
Λ
h (a)) ⊂ φ(supp a) ⊂ Λ0, (6.15)
with φ defined by (6.4).
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For a ∈ C∞0 (R2n), we use (3.3) to check that OpΛh (a) is, modulo an O(h∞)S ′→S
remainder, a Fourier integral operator in the class Icomp(Λ
0) defined in §3.1.
We will also use the operator OpΛh (1) : C
∞(Rn)→ C∞(Rn) defined by
OpΛh (1)f(x) = f(x
′, 0), f ∈ C∞(Rn). (6.16)
Since (6.5) was defined only for Schwartz symbols, we understand (6.16) as follows: if
a ∈ C∞0 (R2n) is equal to 1 near some open set U ⊂ R2n, then the operator OpΛh (1)
defined in (6.16) is equal to the operator OpΛh (a) defined in (6.5), microlocally near
φ(U) ⊂ T ∗(Rn ×Rn). Moreover, WFh(OpΛh (1)) ∩ T ∗(Rn ×Rn) ⊂ Λ0. To see this, it is
enough to note that for a ∈ C∞0 (R2n) and χ ∈ C∞0 (Rn), we have χOpΛh (1) Oph(a) =
OpΛh (a˜), where a˜(x, ξ) = χ(x)a(x
′, 0, ξ) ∈ C∞0 (R2n) and OpΛh (a˜) is defined using (6.5).
Canonical transformations. We now study how OpΛh (a) changes under quantized
canonical transformations preserving its canonical relation (see §3.2). Let U, V ⊂ R2n
be two bounded open sets and κ : U → V a symplectomorphism such that
κ(Γ0± ∩ U) = Γ0± ∩ V,
with Γ0± given by (6.3). We further assume that for each (x
′, ξ′) ∈ T ∗Rn−1, the sets
{xn | (x′, xn, ξ′, 0) ∈ U} and {ξn | (x′, 0, ξ′, ξn) ∈ U}, and the corresponding sets for V ,
are either empty or intervals containing zero, so that the maps pi± : U ∩Γ0± → U ∩K0
are well-defined. Since κ preserves the subbundles V±, it commutes with the maps pi±
and thus preserves Λ0; using the map φ from (6.4), we define the open sets Û , V̂ ⊂ R2n
and the diffeomorphism κ̂ : Û → V̂ by
Û := φ−1(U × U), V̂ := φ−1(V × V ), φ ◦ κ̂ = κ ◦ φ.
Proposition 6.2. Let B,B′ : C∞(Rn) → C∞0 (Rn) be two compactly microlocalized
Fourier integral operators associated to κ and κ−1, respectively,4 such that
BB′ = 1 +O(h∞) microlocally near V ′,
B′B = 1 +O(h∞) microlocally near U ′, (6.17)
for some open U ′ b U , V ′ b V such that κ(U ′) = V ′. Then for each a ∈ C∞0 (V̂ ),
B′OpΛh (a)B = Op
Λ
h (aκ) +O(h∞)S ′→S ,
for some classical symbol aκ compactly supported in Û , and
aκ(x, ξ) = γ
+
κ (x, ξ
′)γ−κ (x
′, ξ)a(κ̂(x, ξ)) +O(h) on φ−1(U ′ × U ′), (6.18)
where γ±κ are smooth functions on U ∩ Γ± depending on κ, B,B′ with γ±κ |K0∩U ′ = 1.
4The choice of antiderivative (see §3.2) is irrelevant here, since the phase factor in B resulting from
choosing another antiderivative will be cancelled by the phase factor in B′.
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Proof. Assume first that κ has a generating function S(x, η):
κ(x, ξ) = (y, η)⇐⇒ ξ = ∂xS(x, η), y = ∂ηS(x, η).
If DS ⊂ R2n is the domain of S, then for each (x′, η′) ∈ T ∗Rn−1, the sets {xn |
(x′, xn, η′, 0) ∈ DS} and {ηn | (x′, 0, η′, ηn) ∈ DS} are either empty or intervals con-
taining zero. Since κ preserves Γ±, we find ∂ηnS(x′, 0, η) = ∂xnS(x, η′, 0) = 0 and
thus
S(x, η′, 0) = S(x′, 0, η) = S(x′, 0, η′, 0). (6.19)
We can write, modulo O(h∞)S ′→S errors,
Bu(y) = (2pih)−n
∫
e
i
h
(y·η−S(x,η))b(x, η;h)u(x) dxdη,
B′u(x) = (2pih)−n
∫
e
i
h
(S(x,η)−y·η)b′(x, η;h)u(y) dydη,
where b, b′ are compactly supported classical symbols and by (6.17) the principal sym-
bols b0 and b
′
0 have to satisfy for (x, ξ) ∈ U ′,
b0(x, η)b
′
0(x, η) = | det ∂2xηS(x, η)|. (6.20)
We can now use oscillatory testing (6.7) to get
aκ(x, ξ) := e
− i
h
x′·ξ′B′OpΛh (a)B(e
i
h
x·ξ)
= (2pih)−2n
∫
R4n
e
i
h
(−x′·ξ′+S(x,η˜)−y·η˜+y′·η′−S(x˜,η)+x˜·ξ)b′(x, η˜;h)a(y, η)b(x˜, η;h) dydη˜dηdx˜.
We analyse this integral by the method of stationary phase; this will yield that aκ is
a classical symbol in h, compactly supported in Û modulo an O(h∞)S (R2n) error, and
thus B′OpΛh (a)B = Op
Λ
h (aκ).
The stationary points are given by
η˜ = (η′, 0), x˜ = (x′, 0), (y, η) = κ̂(x, ξ).
The value of the phase at stationary points is zero due to (6.19). To compute the
Hessian, we make the change of variables η˜ = ηˇ + (η′, 0). We can then remove the
variables y, ηˇ and pass from the original Hessian to ∂2η′η′S(x, η
′, 0)−∂2S(x′, 0, η), where
the first matrix is padded with zeros. Since ∂ηnS(x
′, 0, η) = 0, we have ∂2ηnηnS =
∂2ηnx′S = ∂
2
ηnη′S = 0 at (x
′, 0, η), therefore we can remove the xn, ηn variables, with a
multiplicand of (∂2xnηnS(x
′, 0, η))2 in the determinant. Next, by (6.19) ∂2η′η′S(x
′, 0, η) =
∂2η′η′S(x, η
′, 0); therefore, the Hessian has signature zero and determinant
(∂2xnηnS(x
′, 0, η) det ∂2x′η′S(x
′, 0, η))2.
Since ∂2x′ηnS(x
′, 0, η) = 0, this is equal to (det ∂2xηS(x
′, 0, η))2. Therefore, we get (6.18)
with
γ+κ (x, ξ
′)γ−κ (x
′, ξ) =
b′0(x, η
′, 0)b0(x′, 0, η)
| det ∂2xηS(x′, 0, η)|
=
b′0(x, η
′, 0)
b′0(x′, 0, η)
;
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here (y, η) = κ̂(x, ξ) and the last equality follows from (6.20). We then find
γ+κ (x, ξ
′) = b′0(x, η
′, 0)/b′0(x
′, 0, η′, 0), γ−κ (x
′, ξ) = b′0(x
′, 0, η′, 0)/b′0(x
′, 0, η). (6.21)
We now consider the case of general κ. Using a partition of unity for a, we may
assume that the intersection U ∩ K0 is arbitrary small. We now represent κ as a
product of several canonical relations, each of which satisfies the conditions of this
Proposition and has a generating function; this will finish the proof.
First of all, consider a canonical transformation of the form
(x, ξ) 7→ (y, η), (y′, η′) = κ˜(x′, ξ′), (yn, ηn) = (xn, ξn), (6.22)
with κ˜ a canonical transformation on T ∗Rn−1 ' K0. We can write κ˜ locally as a prod-
uct of canonical transformations close to the identity, each of which has a generating
function – see [Zw, Theorems 10.4 and 11.4]. If S˜(x′, η′) is a generating function for
κ˜, then S˜(x′, η′) + xnηn is a generating function for (6.22).
Multiplying our κ by a transformation of the form (6.22) with κ˜ = (κ|K0)−1, we
reduce to the case
κ(x′, 0, ξ′, 0) = (x′, 0, ξ′, 0) for (x′, 0, ξ′, 0) ∈ U ∩K0.
If κ(x, ξ) = (y(x, ξ), η(x, ξ)), since κ commutes with pi± we have
y′(x, ξ′, 0) = y′(x′, 0, ξ) = x′,
η′(x, ξ′, 0) = η′(x′, 0, ξ) = ξ′.
(6.23)
We now claim that κ has a generating function, if we shrink U to be a small neighbor-
hood of U ∩ (Γ0+∪Γ0−) (which does not change anything since OpΛh (a) is microlocalized
in Γ0− × Γ0+). For that, it is enough to show that the map
ψ : (x, ξ) 7→ (x, η(x, ξ))
is a diffeomorphism from U onto some open subset DS ⊂ R2n.
We first show that ψ is a local diffeomorphism near Γ0±; that is, the differential
∂ξη is nondegenerate on Γ
0
±. By (6.23), ∂x′,ξ′(y
′, η′) equals the identity on Γ0+ ∪ Γ0−;
moreover, on Γ0+ we have ∂x,ξ′ηn = 0 and ∂xn(y
′, η′) = 0 and on Γ0−, we have ∂x′,ξyn = 0
and ∂ξn(y
′, η′) = 0. It follows that on Γ0+ ∪ Γ0−, det ∂ξη = ∂ξnηn and since κ is a
diffeomorphism, 0 6= det ∂(x,ξ)(y, η) = ∂xnyn · ∂ξnηn, yielding det ∂ξη 6= 0.
It remains to note that ψ is one-to-one on Γ0+ ∪Γ0−, which follows immediately from
the identities ψ(x, ξ′, 0) = (x, ξ′, 0) and ψ(x′, 0, ξ) = κ(x′, 0, ξ). 
6.2. General case. We now consider the case of general Γ◦±, K
◦,Λ◦, satisfying the
assumptions from the beginning of §6. We start by shrinking Γ◦± so that our setup can
locally be conjugated to the model case of §6.1. (The set K̂ will be chosen in §7.1.)
Proposition 6.3. Let K̂ ⊂ K◦ be compact. Then there exist δ˜ > 0 and
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• a finite collection of open sets Ui ⊂ T ∗X, such that
K̂ ⊂ K˜ :=
⋃
i
Ki, Ki := K
◦ ∩ Ui.
• symplectomorphisms κi defined in a neighborhood of Ui and mapping Ui onto
Vδ˜ := {|(x′, ξ′)| < δ˜, |xn| < δ˜, |ξn| < δ˜} ⊂ T ∗Rn, (6.24)
such that, with Γ0± defined in (6.3),
κi(Ui ∩ Γ◦±) = Vδ˜ ∩ Γ0±;
• compactly microlocalized Fourier integral operators
Bi : C
∞(X)→ C∞0 (Rn), B′i : C∞(Rn)→ C∞0 (X),
associated to κi and κ−1i , respectively, such that
BiB
′
i = 1 near Vδ˜, B
′
iBi = 1 near Ui. (6.25)
Proof. It is enough to show that each point ρ ∈ K◦ has a neighborhood Uρ and a
symplectomorphism κρ : Uρ → Vρ ⊂ T ∗Rn such that κρ(Uρ ∩ Γ◦±) = Vρ ∩ Γ0±; see
for example [Zw, Theorem 11.5] for how to construct the operators Bi, B
′
i locally
quantizing the canonical transformations κρ,κ−1ρ .
By the Darboux theorem [Zw, Theorem 12.1] (giving a symplectomorphism mapping
an arbitrarily chosen defining function of Γ◦− to xn), we can reduce to the case ρ =
0 ∈ T ∗Rn and Γ◦− = {xn = 0} near 0. Since Γ◦+ ∩ Γ◦− = K◦ is symplectic, the Poisson
bracket of the defining function xn of Γ
◦
− and any defining function ϕ+ of Γ
◦
+ is nonzero
at 0; thus, ∂ξnϕ+(0) 6= 0 and we can write Γ◦+ locally as the graph of some function:
Γ◦+ = {ξn = F (x, ξ′)}.
Put ϕ′+(x, ξ) = ξn − F (x, ξ′), then {ϕ′+, xn} = 1. It remains to apply the Darboux
theorem once again, obtaining a symplectomorphism preserving xn and mapping ϕ
′
+
to ξn. 
We now consider the sets
Γ˜± :=
⋃
i
Γi±, Γ
i
± := Γ
◦
± ∩ Ui,
Λ˜ :=
⋃
i
Λi, Λi := {(ρ−, ρ+) ∈ Λ◦ | ρ± ∈ Γi±}.
(6.26)
Let Γ̂± ⊂ Γ˜± be compact, with pi±(Γ̂±) = K̂ and for each ρ ∈ K̂, the set pi−1± (ρ) ∩ Γ̂±
is a flow line of V± containing ρ. Define the compact set
Λ̂ := {(ρ−, ρ+) ∈ Λ◦ | ρ± ∈ Γ̂±} (6.27)
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and assume that Γ̂± are chosen so that Λ̂ ⊂ Λ˜. The goal of this subsection is to obtain
an invariant notion of the principal symbol of Fourier integral operators in Icomp(Λ
◦),
microlocally near Λ̂.
Define the diffeomorphisms κ̂i : Λi → Vδ˜ by the formula
(κi(ρ−),κi(ρ+)) = φ(κ̂i(ρ−, ρ+)), (ρ−, ρ+) ∈ Λi;
here φ is defined in (6.4).
Consider some A ∈ Icomp(Λ◦), then BiAB′i is a Fourier integral operator associated
to the model canonical relation Λ0 from §6.1 (with the antiderivatives on Λ◦ and Λ0
chosen in the beginning of §6). Therefore, there exists a compactly supported classical
symbol a˜i(x, ξ;h) on R2n such that, with OpΛh defined in (6.5),
BiAB
′
i = Op
Λ
h (a˜
i) +O(h∞)S ′→S . (6.28)
By (6.25), we find
A = B′i Op
Λ
h (a˜
i)Bi +O(h∞) microlocally near Λi.
Define the function ai ∈ C∞(Λi) using the principal symbol a˜i0 by
ai = a˜i0 ◦ κ̂i.
By Proposition 6.2, applied to the Fourier integral operators BjB
′
i and BiB
′
j quantizing
κ = κj ◦ κ−1i and κ−1, respectively, with U ′ = κi(Ui ∩ Uj), V ′ = κj(Ui ∩ Uj) we see
that whenever Λi ∩ Λj 6= ∅, we have
ai|Λi∩Λj = (γ−ij ⊗ γ+ij )aj|Λi∩Λj , (6.29)
where γ±ij are smooth functions on Γ
i
± ∩ Γj± and γ±ij |K = 1. Moreover, γ±ji = (γ±ij )−1
and γ±ijγ
±
jk = γ
±
ik on Γ
i
± ∩ Γj± ∩ Γk± (this can be seen either from the fact that the
formulas (6.29) for different i, j have to be compatible with each other, or directly
from (6.21)). Therefore, we can consider smooth line bundles E± over Γ˜± with smooth
sections ei± of E±|Γi± such that e
j
± = γ
±
ije
i
± on Γ
i
± ∩ Γj± – see for example [Ho¨I, §6.4].
Define the line bundle E over Λ˜ using the projection maps from (6.1):
E = (p˜i∗−E−)⊗ (p˜i∗+E+)
and for A ∈ Icomp(Λ◦), the symbol σΛ(A) ∈ C∞(Λ˜; E) by the formula
σΛ(A)|Λi = ai(p˜i∗−ei− ⊗ p˜i∗+ei+). (6.30)
Note that the bundle E can be studied in detail using the global theory of Fourier
integral operators (see for instance [Ho¨IV, §25.1]). However, the situation in our
special case is considerably simplified, since the Maslov bundle does not appear.
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We have σΛ(A) = 0 near Λ̂ if and only if A ∈ hIcomp(Λ◦) microlocally near Λ̂.
Moreover, for all a ∈ C∞(Λ˜; E), there exists A ∈ Icomp(Λ◦) such that σΛ(A) = a near
Λ̂.
The restrictions E±|K˜ are canonically trivial; that is, for a± ∈ C∞(Γ˜±; E±), we can
view a±|K˜ as a function on K˜, by taking ei±|Ki = 1. The bundles E± are trivial:
Proposition 6.4. There exist sections a± ∈ C∞(Γ˜±; E±), nonvanishing near Γ̂± and
such that a±|K˜ = 1 near K̂.
Proof. Since γ±ij is a nonvanishing smooth function on Γ
i
±∩Γj± such that γ±ij |Ki∩Kj = 1,
we can write
γ±ij = exp(f
±
ij ),
where f±ij is a uniquely defined function on Γ
i
± ∩ Γj±, such that f±ij |Ki∩Kj = 0. We now
put near Γ̂±,
a±|Γi± = exp(bi±)ei±,
where bi± ∈ C∞(Γi±) are such that near Γ̂± and K̂ respectively,
(bi± − bj±)|Γi±∩Γj± = f
±
ij , b
i
±|Ki = 0.
Such functions exist since f±ij is a cocycle:
f±ii = f
±
ij + f
±
ji = 0; f
±
ij + f
±
jk = f
±
ik on Γ
i
± ∩ Γj± ∩ Γk±
and since the sheaf of smooth functions is fine; more precisely, if 1 =
∑
i χi is a partition
of unity on Γ̂±, with suppχi ⊂ Γi±, we put
bi± =
∑
k
χkf
±
ik . 
We now state the properties of the calculus, following directly from (6.9)–(6.11), the
general theory of Fourier integral operators, and Egorov’s Theorem [Zw, Theorem 11.1]
(see the beginning of §6 for multiplying two elements of Icomp(Λ◦)):
Proposition 6.5. Assume that A1, A2 ∈ Icomp(Λ◦), P ∈ Ψk(X). Then A1A2, A1P, PA1
lie in Icomp(Λ
◦), and
σΛ(A1A2)(ρ−, ρ+) = σΛ(A2)(ρ−, pi−(ρ−))⊗ σΛ(A1)(pi+(ρ+), ρ+), (6.31)
σΛ(A1P )(ρ−, ρ+) = σ(P )(ρ−) · σΛ(A1)(ρ−, ρ+), (6.32)
σΛ(PA1)(ρ−, ρ+) = σ(P )(ρ+) · σΛ(A1)(ρ−, ρ+). (6.33)
Here in (6.31), σΛ(A2)(ρ−, pi−(ρ−)) and σΛ(A1)(pi+(ρ+), ρ+) are considered as sections
of E− and E+, respectively.
We next give a parametrix construction for operators of the form 1 − A, with A ∈
Icomp(Λ
◦), needed in §9:
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Proposition 6.6. Let A ∈ Icomp(Λ◦) and assume that
WFh(A) ⊂ Λ̂; σΛ(A)|K˜ 6= 1 everywhere.
Then there exists B ∈ Icomp(Λ◦) with WFh(B) ⊂ Λ̂, and such that
(1− A)(1−B) = 1 +O(h∞), (1−B)(1− A) = 1 +O(h∞).
Moreover, B is uniquely defined modulo O(h∞) and
σΛ(B)(ρ−, ρ+) =
σΛ(A)(ρ−, pi−(ρ−))⊗ σΛ(A)(pi+(ρ+), ρ+)
σΛ(A)(pi−(ρ−), pi+(ρ+))− 1 − σΛ(A)(ρ−, ρ+). (6.34)
Proof. Take any B1 ∈ Icomp(Λ◦) with WFh(B1) ⊂ Λ̂ and symbol given by (6.34).
By (6.31), (1 − A)(1 − B1) = 1 − hR, for some R ∈ Icomp(Λ◦) with WFh(R) ⊂ Λ̂.
Define B2 ∈ Icomp(Λ◦) by the asymptotic Neumann series
−B2 ∼
∑
j≥1
hjRj.
Define B ∈ Icomp(Λ◦) by the identity 1−B = (1−B1)(1−B2), then (1−A)(1−B) = 1+
O(h∞). Similarly, we construct B′ ∈ Icomp(Λ◦) such that (1−B′)(1−A) = 1+O(h∞).
A standard algebraic argument, see for example the proof of [Ho¨III, Theorem 18.1.9],
shows that B′ = B +O(h∞) and both are determined uniquely modulo O(h∞). 
We finish this subsection with a trace formula for operators in Icomp(Λ
◦), used in §10:
Proposition 6.7. Assume that A ∈ Icomp(Λ◦) and WFh(A) ⊂ Λ̂. Then, with dVolσ =
σn−1S /(n−1)! denoting the symplectic volume form and jK : K◦ → Λ◦ defined in (6.2),
(2pih)n−1 TrA =
∫
K̂
σΛ(A) ◦ jK dVolσ +O(h).
Proof. By a microlocal partition of unity, we reduce to the case when WFh(A) lies
entirely in one of the sets Λi defined in (6.26). If a˜i is defined by (6.28), then by the
cyclicity of the trace, TrA = Tr OpΛh (a˜i) + O(h∞). It remains to note that for any
a(x, ξ) ∈ C∞0 (R2n),
(2pih)n−1 Tr OpΛh (a) =
∫
R2n−2
a(x′, 0, ξ′, 0) dx′dξ′ +O(h),
seen directly from (6.5) by the method of stationary phase in the xn, ξn variables. 
6.3. Microlocal idempotents. In this subsection, we establish properties of microlo-
cal idempotents associated to the Lagrangian Λ◦ considered in §6.2, microlocally on the
compact set Λ̂ defined in (6.27). We use the principal symbol σΛ constructed in (6.30).
Definition 6.8. We call A ∈ Icomp(Λ◦) a microlocal idempotent of order k > 0 near
Λ̂, if A2 = A+O(hk)Icomp(Λ◦) microlocally near Λ̂ and σΛ(A) does not vanish on Λ̂.
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In the following Proposition, part 1 is concerned with the principal part of the
idempotent equation; part 2 establishes a normal form for microlocal idempotents,
making it possible to conjugate them microlocally to the operator OpΛh (1) from (6.16).
Part 3 is used to construct a global idempotent of all orders in Proposition 6.10 below,
while part 4 establishes properties of commutators used in the construction of §7.
Proposition 6.9. 1. A ∈ Icomp(Λ◦) is a microlocal idempotent of order 1 near Λ̂ if
and only if near Λ̂,
σΛ(A)(ρ−, ρ+) = a−0 (ρ−)⊗ a+0 (ρ+) (6.35)
for some sections a±0 ∈ C∞(Γ˜±; E±) nonvanishing near Γ̂± and such that a±0 |K˜ = 1
near K̂. Moreover, a±0 are uniquely determined by A on Γ̂±.
2. If A,B ∈ Icomp(Λ◦) are two microlocal idemptotents of order k > 0 near Λ̂,
then there exists an operator Q ∈ Ψcomp(X), elliptic on Γ̂+ ∪ Γ̂− and such that B =
QAQ−1 +O(hk)Icomp(Λ◦) microlocally near Λ̂. Here Q−1 denotes an elliptic parametrix
of Q constructed in Proposition 3.3.
3. If A ∈ Icomp(Λ◦) is a microlocal idempotent of order k > 0 near Λ̂, and A2−A =
hkRk + O(h∞) microlocally near Λ̂ for some Rk ∈ Icomp(Λ◦), then for ρ± ∈ Γ˜± near
Γ̂±,
σΛ(Rk)(pi+(ρ+), ρ+) = σΛ(Rk)(pi+(ρ+), pi+(ρ+)) · a+0 (ρ+),
σΛ(Rk)(ρ−, pi−(ρ−)) = σΛ(Rk)(pi−(ρ−), pi−(ρ−)) · a−0 (ρ−),
(6.36)
with a±0 defined in (6.35).
4. If A ∈ Icomp(Λ◦) is a microlocal idempotent of all orders near Λ̂, P ∈ Ψcomp(X)
is compactly supported, and [P,A] = hkSk + O(h∞) microlocally near Λ̂ for some
Sk ∈ Icomp(Λ◦), then near Λ̂,
σΛ(Sk)(ρ−, ρ+) = a−0 (ρ−)⊗ σΛ(Sk)(pi+(ρ+), ρ+) + σΛ(Sk)(ρ−, pi−(ρ−))⊗ a+0 (ρ+).
In particular, σΛ(Sk) ◦ jK = 0 near K̂, with jK : K◦ → Λ◦ defined in (6.2).
Proof. In this proof, all the equalities of operators in Icomp(Λ
◦) and the corresponding
symbols are presumed to hold microlocally near Λ̂.
1. By (6.31), we have A2 = A+O(h) if and only if
σΛ(A)(ρ−, ρ+) = σΛ(A)(ρ−, pi−(ρ−))⊗ σΛ(A)(pi+(ρ+), ρ+).
In particular, restricting to K˜, we obtain σΛ(A) = σΛ(A)
2 near K̂. Since σΛ(A)
is nonvanishing, we get σΛ(A)|K˜ = 1 near K̂. It then remains to put a−0 (ρ−) =
σΛ(A)(ρ−, pi−(ρ−)) and a+0 (ρ+) = σΛ(A)(pi+(ρ+), ρ+).
2. We use induction on k. For k = 1, we have by (6.32) and (6.33),
σΛ(QAQ
−1)(ρ−, ρ+) =
σ(Q)(ρ+)
σ(Q)(ρ−)
σΛ(A)(ρ−, ρ+).
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If a±0 and b
±
0 are given by (6.35), then it is enough to take any Q with
σ(Q)|Γ˜− = a−0 /b−0 , σ(Q)|Γ˜+ = b+0 /a+0 , (6.37)
this is possible since the restrictions of a±0 and b
±
0 to K˜ are equal to 1.
Now, assuming the statement is true for k ≥ 1, we prove it for k + 1. We have
B = Q˜AQ˜−1+O(hk) for some Q˜ ∈ Ψcomp elliptic on Γ̂+∪Γ̂−; replacing A by Q˜AQ˜−1, we
may assume that B = A+O(hk). Then B−A = hkRk for some Rk ∈ Icomp(Λ◦); since
both A and B are microlocal idempotents of order k+1, we find Rk = ARk+RkA+O(h)
and thus by (6.31),
σΛ(Rk)(ρ−, ρ+) = a−0 (ρ−)⊗σΛ(Rk)(pi+(ρ+), ρ+)+σΛ(Rk)(ρ−, pi−(ρ−))⊗a+0 (ρ+). (6.38)
Take Q = 1 + hkQk for some Qk ∈ Ψcomp, then Q−1 = 1− hkQk +O(hk+1) and
QAQ−1 = A+ hk[Qk, A] +O(hk+1).
Now, B = QAQ−1 +O(hk+1) if and only if
(σ(Qk)(ρ+)− σ(Qk)(ρ−))a−0 (ρ−)⊗ a+0 (ρ+) = σΛ(Rk)(ρ−, ρ+).
By (6.38), it is enough to choose Qk such that for ρ± ∈ Γ˜±,
σ(Qk)(ρ−) = −σΛ(Rk)(ρ−, pi−(ρ−))
a−0 (ρ−)
, σ(Qk)(ρ+) =
σΛ(Rk)(pi+(ρ+), ρ+)
a+0 (ρ+)
,
this is possible since σΛ(Rk) ◦ jK = 0 (with jK defined in (6.2)) as follows from (6.38).
3. Since this is a local statement, we can use (6.28) to reduce to the model case
of §6.1. Using part 2 and the fact that the operator OpΛh (1) considered in (6.16) is a
microlocal idemptotent of all orders, we can write
A = QOpΛh (1)Q
−1 + hkAk,
for some elliptic Q ∈ Ψcomp and Ak ∈ Icomp(Λ0). Then
Rk = QOp
Λ
h (1)Q
−1Ak + AkQOpΛh (1)Q
−1 − Ak +O(h);
(6.36) follows by (6.31) since σΛ(QOp
Λ
h (1)Q
−1) = σΛ(A) is given by (6.35).
4. As in part 3, we reduce to the model case of §6.1 and use part 2 to write
A = QOpΛh (1)Q
−1 +O(h∞); then
[P,A] = Q[Q−1PQ,OpΛh (1)]Q
−1 +O(h∞).
Put P˜ = Q−1PQ; by (6.13) and (6.14) we have [P˜ ,OpΛh (1)] = Op
Λ
h (s ◦ φ), where φ is
given by (6.4) and
s(ρ−, ρ+;h) = p˜(ρ+;h)− p˜(ρ−;h),
where P˜ = Oph(p˜); thus
s(ρ−, ρ+;h) = s(pi+(ρ+), ρ+;h) + s(ρ−, pi−(ρ−);h).
It remains to conjugate by Q, keeping in mind (6.37). 
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We can use part 3 of Proposition 6.9, together with the triviality of the bundles E±,
to show existence of a global idempotent, which is the starting point of the construction
in §7.
Proposition 6.10. There exists a microlocal idempotent Π˜ ∈ Icomp(Λ◦) of all orders
near Λ̂.
Proof. We argue inductively, constructing microlocal idempotents Π˜k of order k for
each k and taking the asymptotic limit. To construct Π˜1, we use part 1 of Proposi-
tion 6.9; the existence of symbols a±0 was shown in Proposition 6.4.
Now, assume that Π˜k is a microlocal idempotent of order k > 0. By part 3 of
Proposition 6.9, we have Π˜2k − Π˜k = hkRk + O(h∞) microlocally near Λ̂, where Rk ∈
Icomp(Λ
◦) and rk = σΛ(Rk) satisfies (6.36). Put Π˜k+1 = Π˜k + hkBk, for some Bk ∈
Icomp(Λ
◦). We need to choose Bk so that microlocally near Λ̂,
Rk + Π˜kBk +BkΠ˜k −Bk = O(h).
Taking bk = σΛ(Bk), by (6.31) this translates to
bk(ρ−, ρ+) = a−0 (ρ−)⊗ bk(pi+(ρ+), ρ+) + bk(ρ−, pi−(ρ−))⊗ a+0 (ρ+) + rk(ρ−, ρ+).
By (6.36), it is enough to take any b±k ∈ C∞(Γ˜±; E±) such that near K̂, b±k |K˜ = −rk◦jK ,
with jK defined in (6.2) (for example, b
±
k = −(rk ◦ jK ◦ pi±)a±0 ) and put
bk(ρ−, ρ+) := a−0 (ρ−)⊗ b+k (ρ+) + b−k (ρ−)⊗ a+0 (ρ+) + rk(ρ−, ρ+). 
6.4. Annihilating ideals. Assume that Π ∈ Icomp(Λ◦) is a microlocal idempotent of
all orders near the set Λ̂ introduced in (6.27), see Definition 6.8. We are interested in
the following equations:
ΠΘ− = O(h∞) microlocally near Λ̂, (6.39)
Θ+Π = O(h∞) microlocally near Λ̂, (6.40)
where Θ± are pseudodifferential operators. The solutions to (6.39) form a right ideal
and the solutions to (6.40) form a left ideal in the algebra of pseudodifferential oper-
ators. Moreover, by (6.32), (6.33), each solution Θ± to the equations (6.39), (6.40)
satisfies σ(Θ±)|Γ± = 0 near Γ̂± and each Θ± such that WFh(Θ±)∩ Γ̂± = ∅ solves these
equations.
Note that in the model case of §6.1, with Π equaling the operator OpΛh (1) from (6.16),
and with the quantization procedure Oph defined in (6.6), the set of solutions to (6.39)
is the set of operators Oph(θ−) with θ−|xn=0 = 0; that is, the right ideal generated
by the operator xn. The set of solutions to (6.40) is the set of operators Oph(θ+)
with θ+|ξn=0 = 0; that is, the left ideal generated by the operator hDxn . This follows
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from the multiplication formulas (6.13) and (6.14), together with the multiplication
formulas for the standard quantization [Zw, (4.3.16)].
We start by showing that our ideals are principal in the general setting:
Proposition 6.11. 1. For each defining functions ϕ± of Γ◦± near Γ̂±, there exist
operators Θ± solving (6.39), (6.40), such that σ(Θ±) = ϕ± near Γ̂±. Such operators
are called basic solutions of the corresponding equations.
2. If Θ±,Θ′± are solutions to (6.39), (6.40), and moreover Θ± are basic solutions,
then there exist Z± ∈ Ψcomp such that Θ′− = Θ−Z−+O(h∞) microlocally near Γ̂− and
Θ′+ = Z+Θ+ +O(h∞) microlocally near Γ̂+.
Proof. We concentrate on the equation (6.39); (6.40) is handled similarly. Since the
equations (6.39) and Θ′ = Θ−Z− are linear in Θ− and Θ′, Z−, respectively, we can
use (6.28) and a pseudodifferential partition of unity to reduce to the model case
of §6.1. Using part 2 of Proposition 6.9, we can furthermore assume that Π = OpΛh (1).
To show part 1, in the model case, we can take Θ− = Oph(ϕ−), where ϕ−(x, ξ) is the
given defining function of {xn = 0}. For part 2, if Θ− = Oph(ϕ−) and Θ′− = Oph(θ′−),
then we can write microlocally near Γ̂−, Θ− = xnY− + O(h∞), where Y− ∈ Ψcomp is
elliptic on Γ̂−; in fact, Y− = Oph(ϕ−/xn). Similarly we can write Θ
′
− = xnY
′
−+O(h∞)
microlocally near Γ̂−, for some Y ′− ∈ Ψcomp; it remains to put Z− = Y −1− Y ′− microlocally
near Γ̂−. 
For the microlocal estimate on the kernel of Π in §8.2, we need an analog of the
following fact:
f ∈ C∞(Rn) =⇒ f(x)− f(x′, 0) = xng(x), g ∈ C∞(Rn), (6.41)
where f(x′, 0) is replaced by Πf and multiplication by xn is replaced by a basic solution
to (6.39). We start with a technical lemma for the model case:
Lemma 6.12. Consider the operator Ξ0 : C
∞(Rn)→ C∞(Rn) defined by
Ξ0f(x
′, xn) =
f(x′, xn)− f(x′, 0)
xn
=
∫ 1
0
(∂xnf)(x
′, txn) dt.
Then:
1. Ξ0 is bounded H
1(Rn)→ L2(Rn) and thus ‖Ξ0‖H1h→L2 = O(h−1).
2. The wavefront set WFh(Ξ0) defined in §3.1 satisfies5
WFh(Ξ0) ∩ T ∗(Rn × Rn) ⊂ ∆(T ∗Rn) ∪ Λ0
∪{(x′, 0, ξ, x′, 0, ξ′, tξn) | (x′, ξ) ∈ R2n−1, t ∈ [0, 1]},
5It would be interesting to understand the microlocal structure of Ξ0, starting from the fact that
its wavefront set lies in the union of three Lagrangian submanifolds.
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where ∆(T ∗Rn) ⊂ T ∗Rn × T ∗Rn is the diagonal and Λ0 is defined using (6.3).
Proof. 1. Put λtf(x
′, xn) = (∂xnf)(x
′, txn); then
‖Ξ0f‖L2 ≤
∫ 1
0
‖λtf‖L2 dt ≤
∫ 1
0
t−1/2‖f‖H1 dt ≤ 2‖f‖H1 .
2. Denote elements of T ∗(Rn × Rn) by (x, ξ, y, η). If χ ∈ C∞0 (R) is supported away
from zero, then, with OpΛh (1) defined in (6.16),
χ(xn)Ξ0 =
χ(xn)
xn
(1−OpΛh (1)).
Since χ(xn)/xn is a smooth function, the identity operator has wavefront set on the
diagonal, and WFh(Op
Λ
h (1)) ∩ T ∗(Rn × Rn) ⊂ Λ0, we find
WFh(Ξ0) ∩ T ∗(Rn × Rn) ∩ {yn 6= 0} ⊂ ∆(T ∗Rn) ∪ Λ0.
Similarly, one has Ξ0χ(xn) = χ(xn)/xn; therefore,
WFh(Ξ0) ∩ {xn 6= 0} ⊂ ∆(T ∗Rn).
To handle the remaining part of the wavefront set, take a, b ∈ C∞0 (T ∗Rn) such that
(x′, txn, ξ) ∈ supp a, t ∈ [0, 1] =⇒ (x, ξ′, tξn) 6∈ supp b.
We claim that for any ψ ∈ C∞0 (Rn),
Oph(b)ψ Ξ0 Oph(a)ψ = O(h∞); (6.42)
indeed, the Schwartz kernel of this operator is
K(y, x) = (2pih)−2n
∫
R3n×[0,1]
e
i
h
((y−z)·η+(z′−x′)·ξ′+(tzn−xn)ξn)
b(y, η)ψ(z)(ih−1ξna(z′, tzn, ξ) + (∂zna)(z
′, tzn, ξ))ψ(x) dξdηdzdt.
The stationary points of the phase in the (ξ, η, z) variables are given by
z = y, x′ = y′, xn = tyn, η′ = ξ′, ηn = tξn
and lie outside of the support of the amplitude; by the method of nonstationary phase
in the (ξ, η, z) variables, the integral is O(h∞)C∞ . Now, (6.42) implies that
WFh(Ξ0) ∩ T ∗(Rn × Rn) ∩ {xn = yn = 0}
⊂ {(x′, 0, ξ, x′, 0, ξ′, tξn) | (x′, ξ) ∈ R2n−1, t ∈ [0, 1]},
which finishes the proof. 
The microlocal analog of (6.41) in the general case is now given by
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Proposition 6.13. Let Π ∈ Icomp(Λ◦) be a microlocal idempotent of all orders near
Λ̂ and Θ− be a basic solution to (6.39), see Proposition 6.11. Then there exists an
operator Ξ : C∞(X)→ C∞0 (X) such that:
1. WFh(Ξ) is a compact subset of T
∗(X ×X) and ‖Ξ‖L2→L2 = O(h−1);
2. WFh(Ξ) ⊂ ∆(T ∗X) ∪ Λ◦ ∪Υ, where ∆(T ∗X) ⊂ T ∗X × T ∗X is the diagonal and
Υ consists of all (ρ−, ρ′−) such that ρ−, ρ
′
− ∈ Γ◦− and ρ′− lies on the segment of the flow
line of V− between ρ− and pi−(ρ−);
3. 1− Π = Θ−Ξ +O(h∞) microlocally near K̂ × K̂.
Proof. By (6.28) and a microlocal partition of unity, we can reduce to the model
case of §6.1. Moreover, by part 2 of Proposition 6.9, we may conjugate by a pseu-
dodifferential operator to make Π = OpΛh (1). Finally, by part 2 of Proposition 6.11
we can multiply Θ− on the right by an elliptic pseudodifferential operator to make
Θ− = Oph(xn). Then we can take Ξ = AΞ0A, with Ξ0 defined in Lemma 6.12 and
A ∈ Ψcomp(Rn) compactly supported, with A = 1 +O(h∞) microlocally near K̂. 
7. The projector Π
In this section, we construct the microlocal projector Π near a neighborhood Ŵ of
K ∩ p−1([α0, α1]) discussed in the introduction (Theorem 3 in §7.1). In §7.2, we study
the annihilating ideals for Π in Ŵ using §6.4.
7.1. Construction of Π. Assume that the conditions of §§4.1 and 5.1 hold. Consider
the sets Γ◦± and K
◦ = Γ◦+ ∩ Γ◦− defined in (5.10) and let Λ◦ be given by (5.12). Put
K̂ := K ∩ p−1([α0 − δ1/2, α1 + δ1/2]) ⊂ K◦,
here δ1 is defined in §5.4. The sets Γ◦± satisfy the assumptions listed in the beginning
of §6, as follows from §§5.1 and 5.4.
We choose δ > 0 small enough so that Lemma 5.1 holds (we will impose more
conditions on δ in §7.2) and consider the sets
Ŵ := Uδ ∩ p−1([α0 − δ1/2, α1 + δ1/2]),
Γ̂± := Γ◦± ∩ Ŵ , Λ̂ := Λ◦ ∩ (Ŵ × Ŵ ).
(7.1)
Here Uδ is defined in (5.8). We now apply Proposition 6.3; for δ small enough, Ŵ , Γ̂±
are compact and Γ̂±, Λ̂ satisfy the conditions listed after (6.26). Then (6.30) defines
the principal symbol σΛ(A) on a neighborhood of Λ̂ in Λ
◦ for each A ∈ Icomp(Λ◦).
Theorem 3. Let the assumptions of §§4.1 and 5.1 hold for all r, let Λ◦ be defined
in (5.12) and Λ̂ ⊂ Λ◦ be given by (7.1). Then there exists Π ∈ Icomp(Λ◦), uniquely
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defined modulo O(h∞) microlocally near Λ̂, such that the principal symbol of Π is
nonvanishing on Λ̂ and, with P ∈ Ψcomp(X) defined in Lemma 4.3,
Π2 − Π = O(h∞) microlocally near Λ̂, (7.2)
[P,Π] = O(h∞) microlocally near Λ̂. (7.3)
Same can be said if we replace O(h∞) above by O(hN), require that the full symbol
of Π lies in C3N for some large N (rather than being smooth), and the assumptions
of §5.1 hold for r large enough depending on N .
Proof. We argue by induction, finding a family Πk, k ≥ 1, of microlocal idempotents
of all orders near Λ̂ (see Definition 6.8) such that [P,Πk] = O(hk+1) microlocally near
Λ̂, and taking their asymptotic limit to obtain Π.
We first construct Π1. Take the microlocal idempotent of all orders Π˜ ∈ Icomp(Λ◦)
near Λ̂ constructed in Proposition 6.10. Since the Hamilton field of p = σ(P ) is tangent
to Γ±, dp is annihilated by the subbundles V± from §5.4; therefore,
p(ρ±) = p(pi±(ρ±)), ρ± ∈ Γ◦±;
by (6.32) and (6.33), [P, Π˜] = O(h) microlocally near Λ̂. We write [P, Π˜] = hS0
microlocally near Λ̂, where S0 ∈ Icomp(Λ◦) and by part 4 of Proposition 6.9,
σΛ(S0)(ρ−, ρ+) = a˜−0 (ρ−)⊗ s+0 (ρ+) + s−0 (ρ−)⊗ a˜+0 (ρ+), (7.4)
with s±0 ∈ C∞(Γ˜±; E±) vanishing on K near K̂ and a˜±0 ∈ C∞(Γ˜±; E±) giving the
principal symbol of Π˜ by (6.35). Here Γ˜± are the neighborhoods of Γ̂± in Γ◦± defined
in (6.26).
We look for Π1 in the form
Π1 = e
Q0Π˜e−Q0 , (7.5)
where Q0 ∈ Ψcomp(X) is compactly supported and thus e±Q0 are pseudodifferential
(see for example [Dy12, Proposition 2.7]). We calculate microlocally near Λ̂,
e−Q0 [P,Π1]eQ0 = [e−Q0PeQ0 , Π˜] = hS0 + [[P,Q0], Π˜] +O(h2).
Here we use that e−Q0PeQ0 = P + [P,Q0] +O(h2). By (7.4), (6.32), (6.33),
σΛ(S0 + h
−1[[P,Q0], Π˜])(ρ−, ρ+)
= a˜−0 (ρ−)⊗ (s+0 (ρ+)− iHpσ(Q0)(ρ+)a˜+0 (ρ+))
+(s−0 (ρ−) + iHpσ(Q0)(ρ−)a˜
−
0 (ρ−))⊗ a˜+0 (ρ+).
It is thus enough to take any Q0 such that for the restrictions q
±
0 = σ(Q0)|Γ˜± , the
following transport equations hold near Γ̂±:
Hpq
±
0 = ∓is±0 /a˜±0 , q±0 |K˜ = 0. (7.6)
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Such q±0 exist and are unique and smooth enough by Lemma 5.2, giving Π1. Note that
Lemma 5.2 can be applied near Γ̂±, instead of the whole Γ◦±, since e
tHp(Γ̂±) ⊂ Γ̂± for
∓t ≥ 0 by part (2) of Lemma 5.1.
Now, assume that we have constructed Πk for some k > 0. Let a
±
0 be the components
of the principal symbol of Πk given by (6.35). Then microlocally near Λ̂, [P,Πk] =
hk+1Sk, where Sk ∈ Icomp(Λ◦) and by part 4 of Proposition 6.9,
σΛ(Sk)(ρ−, ρ+) = a−0 (ρ−)⊗ s+k (ρ+) + s−k (ρ−)⊗ a+0 (ρ+),
where s±k ∈ C∞(Γ˜±; E±) vanish on K near K̂. We then take
Πk+1 = (1 + h
kQk)Πk(1 + h
kQk)
−1 (7.7)
where Qk is a compactly supported pseudodifferential operator. Microlocally near Λ̂,
[P,Πk+1] = h
k+1Sk + h
k[[P,Qk],Πk] +O(hk+2).
Therefore, q±k = σ(Qk)|Γ˜± need to satisfy the transport equations near Γ̂±
Hpq
±
k = ∓is±k /a±0 , q±k |K˜ = 0. (7.8)
Such q±k exist and are unique and smooth enough again by Lemma 5.2, giving Πk+1.
To show that the operator Π satisfying (7.2) and (7.3) is unique microlocally near
Λ̂, we show by induction that each such Π satisfies Π = Πk +O(hk) microlocally near
Λ̂. First of all, Π has the form (7.5) for some operator Q0 microlocally near Λ̂, by
part 2 of Proposition 6.9; moreover, by the proof of this fact, we can take σ(Q0)|K = 0
near K̂. Now, σ(Q0)|Γ̂± are determined uniquely by the transport equations (7.6),
and this gives Π = Π1 + O(h) microlocally near Λ̂. Next, if Π = Πk + O(hk) for
some k > 0, then, as follows from the proof of Part 2 of Proposition 6.9, Π has the
form (7.7) for some operator Qk microlocally near Λ̂, such that σ(Qk)|K = 0 near
K̂. Then σ(Qk)|Γ̂± are determined uniquely by the transport equations (7.8), and this
gives Π = Πk+1 +O(hk+1) microlocally near Λ̂. 
7.2. Annihilating ideals. Let Π ∈ Icomp(Λ◦) be the operator constructed in Theo-
rem 3. In this section, we construct pseudodifferential operators Θ± annihilating Π
microlocally near Λ̂; they are key for the microlocal estimates in §8. More precisely,
we obtain
Proposition 7.1. If δ > 0 in the definition (7.1) of Ŵ is small enough, then there
exist compactly supported Θ± ∈ Ψcomp(X) such that:
(1) ΠΘ− = O(h∞) and Θ+Π = O(h∞) microlocally near Λ̂;
(2) σ(Θ±) = ϕ± near Ŵ , with ϕ± defined in Lemma 5.1;
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(3) if P is the operator constructed in Lemma 4.3, then
[P,Θ−] = −ihΘ−Z− +O(h∞), [P,Θ+] = ihZ+Θ+ +O(h∞) (7.9)
microlocally near Ŵ , where Z± ∈ Ψcomp(X) are compactly supported and σ(Z±) =
c± near Ŵ , with c± defined in Lemma 5.1;
(4) if Im Θ+ =
1
2i
(Θ+ −Θ∗+) and ζ = σ(h−1 Im Θ+), then
Hpζ = −c+ζ − 1
2
{ϕ+, c+} on Γ+ near Ŵ ; (7.10)
(5) there exists an operator Ξ : C∞(X) → C∞0 (X), satisfying parts 1 and 2 of
Proposition 6.13 and such that
1− Π = Θ−Ξ +O(h∞) microlocally near Ŵ × Ŵ . (7.11)
Proof. The operators Θ± satisfying conditions (1) and (2) exist by part 1 of Proposi-
tion 6.11. Next, since [P,Π] = O(h∞) microlocally near Λ̂, we find
Π[P,Θ−] = O(h∞), [P,Θ+]Π = O(h∞)
microlocally near Λ̂; condition (3) now follows from part 2 of Proposition 6.11. The
symbols σ(Z±) can be computed using the identity Hpϕ± = ∓c±ϕ± from part (2) of
Lemma 5.1. Condition (5) follows immediately from Proposition 6.13, keeping in mind
that by making δ small we can make Ŵ contained in an arbitrary neighborhood of K̂.
Finally, we verify condition (4). Taking the adjoint of the identity [P,Θ+] =
ihZ+Θ+ +O(h∞) and using that P is self-adjoint, we get microlocally near Ŵ ,
[P,Θ∗+] = ihΘ
∗
+Z
∗
+.
Therefore, microlocally near Ŵ
2[P, h−1 Im Θ+] = Z+Θ+ −Θ∗+Z∗+ = [Z+,Θ+] + 2i((Im Θ+)Z∗+ + Θ+ ImZ+).
By comparing the principal symbols, we get (7.10). 
8. Resolvent estimates
In this section we give various estimates on the resolvent R(ω), in particular proving
Theorem 1. In §8.1, we reduce Theorem 1 to a microlocal estimate in a neighborhood of
the trapped set, which is further split into two estimates: on the kernel of the projector
Π given by Theorem 3, proved in §8.2, and on the image of Π, proved in §8.3. In §8.4
we obtain a restriction on the wavefront set R(ω) in ω on the image of Π, needed
in §10. Finally, in §8.5, we discuss the consequences of our methods for microlocal
concentration of resonant states and the corresponding semiclassical measures.
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8.1. Reduction to the trapped set. We take δ > 0 small enough so that the results
of §7.1,7.2 hold, and define following (7.1) (with δ1 chosen in §5.4),
Ŵ := Uδ∩p−1([α0−δ1/2, α1 +δ1/2]), W ′ := Uδ/2∩p−1([α0−δ1/4, α1 +δ1/4]), (8.1)
so that W ′ is a neighborhood of K ∩ p−1([α0, α1]) compactly contained in Ŵ . Here Uδ
is defined in (5.8).
For the reductions of this subsection, it is enough to assume that ω satisfies (4.1).
The region (1.5) will arise as the intersection of the regions (8.9) and (8.11) where the
two components of the estimate will hold.
To prove Theorem 1, it is enough to show the estimate
‖u˜‖H1 ≤ Ch−2‖f˜‖H2 +O(h∞) (8.2)
for each u˜ = u˜(h) ∈ H1 with ‖u˜‖H1 bounded polynomially in h and for f˜ = P(ω)u˜,
where ω = ω(h) satisfies (1.5).
Subtracting from u˜ the function v constructed in Lemma 4.5, we may assume that
WFh(f˜) ⊂ W ′.
Let S(ω) be the operator constructed in Lemma 4.3, S ′(ω) be its elliptic parametrix
near U ⊃ Ŵ constructed in Lemma 3.3, and put
u := S(ω)u˜, f := S ′(ω)f˜ ,
so by (4.9), for the operator P constructed in Lemma 4.3,
(P − ω)u = f microlocally near Ŵ , WFh(f) ⊂ Ŵ . (8.3)
By ellipticity (Proposition 3.2) and since WFh(f) ⊂ W ′,
WFh(u) ∩ Ŵ ⊂ p−1([α0 − δ1/4, α1 + δ1/4]). (8.4)
Let ϕ± be the functions constructed in Lemma 5.1. By Lemma 4.4, u satisfies the
conditions (see Figure 5)
WFh(u) ∩ Ŵ ⊂ {|ϕ+| ≤ δ/2}, (8.5)
WFh(u) ∩ Γ◦− ⊂ W ′. (8.6)
Indeed, if ρ ∈ WFh(u) ∩ U , then either ρ ∈ Γ+ (in which case (8.5) and (8.6) follow
immediately) or there exists T ≥ 0 such that for γ(t) = etHp(ρ), γ([−T, 0]) ⊂ U and
γ(−T ) ∈ WFh(f˜) ⊂ W ′. In the second case, if ρ ∈ Ŵ , then by convexity of Uδ
(part (5) of Lemma 5.1) we have γ([−T, 0]) ⊂ Ŵ . To show (8.5), it remains to use
that Hpϕ
2
+ ≤ 0 on Ŵ , following from part (2) of Lemma 5.1. For (8.6), note that if
ρ ∈ Γ−, then γ(−T ) ∈ Γ− ∩W ′; however, etHp(Γ− ∩W ′) ⊂ Γ− ∩W ′ for all t ≥ 0 and
thus ρ ∈ W ′.
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Ŵ
W ′
K
Γ+Γ+
Γ−
Γ−
Figure 5. A phase space picture of the geodesic flow near Ŵ . The
shaded region corresponds to (8.5) and (8.6).
By Lemma 4.6, we reduce (8.2) to
‖A1u‖L2 ≤ Ch−2‖f‖L2 +O(h∞), (8.7)
where A1 ∈ Ψcomp(X) is any compactly supported operator elliptic on W ′.
Now, let Π ∈ Icomp(Λ◦) be the operator constructed in Theorem 3 in §7.1. Note that
(P − ω)Πu = Πf +O(h∞) microlocally near Ŵ , (8.8)
since [P,Π] = O(h∞) microlocally near Ŵ × Ŵ , WFh(Π) ⊂ Λ◦ ⊂ Γ◦− × Γ◦+, and
by (8.6).
We finally reduce (8.7) to the following two estimates, which are proved in the
following subsections:
Proposition 8.1. Assume that u, f are h-tempered families satisfying (8.3)–(8.6) and
Reω ∈ [α0, α1], Imω ∈ [−(νmin − ε)h,C0h]. (8.9)
Then there exists compactly supported A1 ∈ Ψcomp(X) elliptic on W ′ such that
‖A1(1− Π)u‖L2 ≤ Ch−1‖Ξf‖L2 +O(h∞), (8.10)
where Ξ is the operator from part (5) of Proposition 7.1; note that by part 1 of Propo-
sition 6.13, ‖Ξ‖L2→L2 = O(h−1).
Proposition 8.2. Assume that u, f are h-tempered families satisfying (8.3)–(8.6) and
Reω ∈ [α0, α1], Imω ∈ [−C0h,C0h] \
(
− νmax + ε
2
h,−νmin − ε
2
h
)
, (8.11)
56 SEMYON DYATLOV
Then there exists compactly supported A1 ∈ Ψcomp(X) elliptic on W ′ such that
‖A1Πu‖L2 ≤ Ch−1‖Πf‖L2 +O(h∞). (8.12)
Note that by Proposition 6.1 and the reduction to the model case of §6.2, we have
‖Π‖L2→L2 = O(h−1/2).
8.2. Estimate on the kernel of Π. In this section, we prove Proposition 8.1, which is
a microlocal estimate on the kernel of Π (or equivalently, on the image of 1−Π). We will
use the identity (7.11) together with the commutator formula (7.9) to effectively shift
the spectral parameter to the upper half-plane, where a standard positive commutator
argument gives us the estimate.
By (8.8), we have microlocally near Ŵ ,
(P − ω)(1− Π)u = (1− Π)f +O(h∞) (8.13)
Let Θ− ∈ Ψcomp(X) and Ξ be the operators constructed in Proposition 7.1, and denote
v := Ξu, g := Ξf.
Then microlocally near Ŵ ,
(1− Π)u = Θ−v, (1− Π)f = Θ−g. (8.14)
Indeed, by part 2 of Proposition 6.13, (8.6), and the fact that WFh(Π) ⊂ Λ◦ ⊂ Γ◦−×Γ◦+,
we see that 1− Π = Θ−Ξ +O(h∞) microlocally near (WFh(u) \ Ŵ )× Ŵ , since each
of the featured operators is microlocalized away from this region. Combining this
with (7.11), we see that 1 − Π = Θ−Ξ +O(h∞) microlocally near WFh(u) × Ŵ , and
thus also near WFh(f)× Ŵ , yielding (8.14).
By part 2 of Proposition 6.13 together with (8.4)–(8.6) and part (4) of Lemma 5.1,
WFh(v) ∪WFh(g) ⊂ p−1([α0 − δ1/4, α1 + δ1/4]), (8.15)
(WFh(v) ∪WFh(g)) ∩ Ŵ ⊂ {|ϕ+| ≤ δ/2}. (8.16)
We now obtain a differential equation on v; the favorable imaginary part of the
operator in this equation, coming from commuting Θ− with P , is the key component
of the proof.
Proposition 8.3. Let Z− be the operator from (7.9). Then microlocally near Ŵ ,
(P − ihZ− − ω)v = g +O(h∞). (8.17)
Proof. Given (8.14), the equation (8.13) becomes (P − ω)Θ−v = Θ−g + O(h∞) mi-
crolocally near Ŵ . Using (7.9), we get microlocally near Ŵ ,
Θ−(P − ihZ− − ω)v = Θ−g +O(h∞).
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To show (8.17), it remains to apply propagation of singularities (part 2 of Proposi-
tion 3.4), for the operator Θ−. Indeed, by part (4) of Lemma 5.1, for each ρ ∈ Ŵ ,
there exists t ≥ 0 such that the Hamiltonian trajectory {esHϕ− (ρ) | 0 ≤ s ≤ t}
lies entirely inside Ŵ and etHϕ− (ρ) lies in {ϕ+ = −δ} and by (8.16) does not lie in
WFh((P − ihZ− − ω)v −Θ−g). 
We now use a positive commutator argument. Take a self-adjoint compactly sup-
ported X− ∈ Ψcomp(X) such that WFh(X−) is compactly contained in Ŵ and σ(X−) =
χ(ϕ−) near Ŵ ∩WFh(v), where ϕ− is defined in Lemma 5.1, χ ∈ C∞0 (−δ, δ), sχ′(s) ≤ 0
everywhere, and χ = 1 near [−δ/2, δ/2]. This is possible by (8.15) and (8.16). Put
Imω = hν; by (8.17) and since P is self-adjoint,
Im〈X−v, g〉 = h
2
〈(Z∗−X− + X−Z− + 2νX−)v, v〉
+
1
2i
〈[P,X−]v, v〉+O(h∞) = h〈Y−v, v〉+O(h∞),
(8.18)
where Y− ∈ Ψcomp(X) is compactly supported, WFh(Y−) ⊂WFh(X−) ⊂ Ŵ and, using
the function c− from part (2) of Lemma 5.1 together with part (3) of Proposition 7.1,
we write near Ŵ ∩WFh(v),
σ(Y−) = (c− + ν)χ(ϕ−)− 1
2
Hpχ(ϕ−) = (c− + ν)χ(ϕ−)− 1
2
c−ϕ−χ′(ϕ−).
However, ν ≥ −(νmin − ε) by (8.9) and by (5.9), c− > (νmin − ε) on Ŵ ; therefore
σ(Y−) ≥ 0 near WFh(v), σ(Y−) > 0 near WFh(v) ∩W ′. (8.19)
To take advantage of (8.19), we use the following combination of sharp G˚arding in-
equality with propagation of singularities:
Lemma 8.4. Assume that Z,Q ∈ Ψcomp(X) are compactly supported, WFh(Z),WFh(Q)
are compactly contained in Ŵ , Z∗ = Z, and
σ(Z) ≥ 0 near WFh(v), σ(Z) > 0 near WFh(v) ∩W ′.
Then
‖Qv‖2L2 ≤ C〈Zv, v〉+ Ch−2‖g‖2L2 +O(h∞). (8.20)
Proof. Without loss of generality, we may assume that Q is elliptic on WFh(Z) ∪W ′.
There exists compactly supported Q1 ∈ Ψcomp(X), elliptic on W ′, such that σ(Z −
Q∗1Q1) ≥ 0 near WFh(v) and Q is elliptic on WFh(Q1). Applying sharp G˚arding
inequality (Proposition 3.6) to Z −Q∗1Q1, we get
‖Q1v‖2L2 ≤ C〈Zv, v〉+ Ch‖Qv‖2L2 +O(h∞). (8.21)
58 SEMYON DYATLOV
Now, by (8.15), (8.16), and since Hpϕ
2
− > 0 on Ŵ \Γ− by part (2) of Lemma 5.1, each
backwards flow line of Hp starting on WFh(Q) reaches either WFh(Q1) or the comple-
ment of WFh(v), while staying in Ŵ ; by propagation of singularities (Proposition 3.4)
applied to (8.17),
‖Qv‖L2 ≤ C‖Q1v‖L2 + Ch−1‖g‖L2 +O(h∞). (8.22)
Combining (8.21) and (8.22), we get (8.20). 
Now, there exists A1 ∈ Ψcomp(X) compactly supported, elliptic on W ′ and with
WFh(A1) compactly contained in Ŵ , such that the estimate
|〈X−v, g〉| ≤ ε˜h‖A1v‖2L2 + Cε˜h−1‖g‖2L2 +O(h∞) (8.23)
holds for each ε˜ > 0 and constant Cε˜ dependent on ε˜. Taking ε˜ small enough and
combining (8.18), (8.20) (for Z = Y− and Q = A1), and (8.23), we arrive to
‖A1v‖L2 ≤ Ch−1‖g‖L2 +O(h∞).
Since (1− Π)u = Θ−v microlocally near Ŵ , we get (8.10).
8.3. Estimate on the image of Π. In this section, we prove Proposition 8.2, which is
a microlocal estimate on the image of Π. We will use the pseudodifferential operator Θ+
microlocally solving Θ+Π = O(h∞) to obtain an additional pseudodifferential equation
satisfied by elements of the image of Π. This will imply that for a pseudodifferential
operator A microlocalized near K, the principal part of the expression 〈AΠu(h),Πu(h)〉
depends only on the integral of σ(A) over the flow lines of V+, with respect to an
appropriately chosen measure. A positive commutator estimate finishes the proof.
By (8.8), we have microlocally near Ŵ ,
(P − ω)Πu = Πf +O(h∞). (8.24)
Let Θ+ ∈ Ψcomp(X) be the operator constructed in Proposition 7.1, then by (8.6),
Θ+Πu = O(h∞) microlocally near Ŵ . (8.25)
We start with
Lemma 8.5. Let ζ := σ(h−1 Im Θ+). Take the function ψ on Γ+ ∩ Ŵ such that
{ϕ+, ψ} = 2ζ, ψ|K = 0. (8.26)
Assume that A ∈ Ψcomp(X) satisfies WFh(A) b Ŵ and∫
(eψσ(A)) ◦ esHϕ+ ds = 0 on K. (8.27)
The integral in (8.27), and all similar integrals in this subsection, is taken over the
interval corresponding to a maximally extended flow line of Hϕ+ in Γ+ ∩ Ŵ .
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Then there exists compactly supported A0 ∈ Ψcomp(X) with WFh(A0) b Ŵ such that
|〈AΠu,Πu〉| ≤ Ch‖A0Πu‖2L2 +O(h∞).
Proof. By (8.27), there exists q ∈ C∞0 (Ŵ ) such that {ϕ+, eψq} = eψσ(A) on Γ+. We
can rewrite this as
{ϕ+, q}+ 2ζq = σ(A) on Γ+. (8.28)
Take Q, Y ∈ Ψcomp(X) microlocalized inside Ŵ and such that σ(Q) = q and
σ(A) = {ϕ+, q}+ 2ζq + σ(Y )ϕ+.
Then A = (ih)−1(QΘ+ −Θ∗+Q) + YΘ+ +O(h)Ψcomp and thus for some A0,
〈AΠu,Πu〉 = 〈QΘ+Πu,Πu〉 − 〈QΠu,Θ+Πu〉
ih
+ 〈YΘ+Πu,Πu〉
+O(h)‖A0Πu‖2L2 +O(h∞).
The first three terms on the right-hand side are O(h∞) by (8.25). 
Now, take compactly supported self-adjoint X+ ∈ Ψcomp(X) such that WFh(X+) is
compactly contained in Ŵ and the symbol χ+ := σ(X+) satisfies χ+ ≥ 0 everywhere,
χ+ > 0 on W
′, and∫
(eψχ+) ◦ esHϕ+ ds = 1 on K ∩ p−1([α0 − δ1/4, α1 + δ1/4]). (8.29)
Putting Imω = hν, we have by (8.24)
Im〈X+Πu,Πf〉 = hν〈X+Πu,Πu〉+ 1
2i
〈[P,X+]Πu,Πu〉+O(h∞)
= h〈Y+Πu,Πu〉+O(h∞),
(8.30)
where Y+ ∈ Ψcomp(X) is compactly supported, WFh(Y+) ⊂WFh(X+) ⊂ Ŵ , and
σ(Y+) = νχ+ −Hpχ+/2.
We now want to use Lemma 8.5 together with G˚arding inequality to show that
〈Y+Πu,Πu〉 has fixed sign, positive for ν ≥ −(νmin − ε)/2 and negative for ν ≤
−(νmax + ε)/2. For that, we need to integrate σ(Y+) over the Hamiltonian flow lines
of ϕ+ on Γ+, with respect to the measure from (8.27). This relies on
Lemma 8.6. If c+ is defined in Lemma 5.1, then∫
(eψHpχ+) ◦ esHϕ+ ds = −c+ on K ∩ p−1([α0 − δ1/4, α1 + δ1/4]). (8.31)
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Proof. By part (2) of Lemma 5.1, we have on Γ+ ∩ Ŵ
(esHϕ+ )∗∂s(e−sHϕ+ )∗Hp = −[Hp, Hϕ+ ] = c+Hϕ+ .
Therefore, we can write (at ρ ∈ K and s such that esHϕ+ (ρ) ∈ Ŵ )
(e−sHϕ+ )∗Hp = Hp + w(s)Hϕ+ on K
where w(s) is the smooth function on K × R given by
∂sw(s) = c+ ◦ esHϕ+ , w(0) = 0.
Now, differentiating (8.29) along Hp and integrating by parts, we have on K∩p−1([α0−
δ1/4, α1 + δ1/4])∫ (
Hp(e
ψχ+)
) ◦ esHϕ+ ds = ∫ (Hp + w(s)∂s)((eψχ+) ◦ esHϕ+) ds
= −
∫
(eψc+χ+) ◦ esHϕ+ ds;
therefore, ∫
(eψHpχ+) ◦ esHϕ+ ds = −
∫
(eψ(c+ +Hpψ)χ+) ◦ esHϕ+ ds. (8.32)
Now, we find on Γ+ ∩ Ŵ by (8.26) and (7.10),
Hϕ+Hpψ = (Hp + c+)Hϕ+ψ = 2(Hp + c+)ζ = −Hϕ+c+.
We have on K ∩ Ŵ , Hpψ = 0; thus
c+ +Hpψ = c+ ◦ pi+ on Γ+ ∩ Ŵ
and by (8.32) and (8.29), on K ∩ p−1([α0 − δ1/4, α1 + δ1/4]),∫
(eψHpχ+) ◦ esHϕ+ ds = −c+
∫
(eψχ+) ◦ esHϕ+ ds = −c+.
This finishes the proof of (8.31). 
Using (8.29), (8.31), and Lemma 8.5 (taking into account (8.4)), we find for some
compactly supported A1 ∈ Ψcomp with WFh(A1) ⊂ Ŵ and A1 elliptic on W ′ ∪
WFh(X+),
〈Y+Πu,Πu〉 = 〈Z+Πu,Πu〉+O(h)‖A1Πu‖2L2 +O(h∞)
where Z+ ∈ Ψcomp(X) is any self-adjoint compactly supported operator with WFh(Z+) ⊂
Ŵ and
σ(Z+) = (ν + (c+ ◦ pi+)/2)χ+ on Γ+.
Then by (8.30),
Im〈X+Πu,Πf〉 = h〈Z+Πu,Πu〉+O(h2)‖A1Πu‖2L2 +O(h∞). (8.33)
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Now, by (5.9), νmin − ε < c+ < νmax + ε on K, therefore, keeping in mind that
WFh(Πu) ⊂ Γ◦+, we find
σ(Z+) ≥ 0 near WFh(Πu) for ν ≥ −(νmin − ε)/2, (8.34)
σ(Z+) ≤ 0 near WFh(Πu) for ν ≤ −(νmax + ε)/2. (8.35)
Moreover, in both cases σ(Z+) 6= 0 on WFh(Πu)∩W ′. We now combine sharp G˚arding
inequality and propagation of singularities for the operator Θ+:
Lemma 8.7. Assume that Z,Q ∈ Ψcomp(X) are compactly supported, WFh(Z),WFh(Q)
are compactly contained in Ŵ , Z∗ = Z, and
σ(Z) ≥ 0 near WFh(Πu), σ(Z) > 0 near WFh(Πu) ∩W ′.
Then
‖QΠu‖2L2 ≤ C〈ZΠu,Πu〉+O(h∞). (8.36)
Proof. We argue similarly to the proof of Lemma 8.4, with (8.22) replaced by
‖QΠu‖L2 ≤ C‖Q1Πu‖L2 +O(h∞). (8.37)
The estimate (8.37) follows from propagation of singularities (Proposition 3.4) applied
to (8.25). Indeed, by part (4) of Lemma 5.1 together with (8.4), for each ρ ∈ Ŵ ∩
WFh(Πu) ⊂ Γ+, there exists t ∈ R such that etHϕ+ (ρ) ∈ W ′ and esHϕ+ (ρ) ∈ Ŵ for
each s between 0 and t. 
Using (8.36) (for Z = ±Z+, Q = A1), (8.33), and an analog of (8.23), we complete
the proof of (8.12).
8.4. Microlocalization in the spectral parameter. In this section, we provide a
restriction on the wavefront set of solutions to the equation (P − ω)u = f in the
spectral parameter ω, needed in §10. We use the method of §8.3, however since Reω
is now a variable, we will get an extra term coming from commutation with the mul-
tiplication operator by ω. Because of the technical difficulties of studying operators
on product spaces (namely, a pseudodifferential operator on X does not give rise to a
pseudodifferential operator on X × (α0, α1) since the corresponding symbol does not
decay under differentiation in ξ and thus does not lie in the class Sk of §3.1), we use
the Fourier transform in the ω variable.
Proposition 8.8. Fix ν ∈ [−C0, C0] and put ω = α + ihν, where α ∈ (α0, α1)
is regarded as a variable. Assume that u(x, α;h) ∈ C([α0, α1];H1), f(x, α;h) ∈
C([α0, α1];H2) have norms bounded polynomially in h, satisfying (8.3)–(8.6) uniformly
in α. Define the semiclassical Fourier transform
uˆ(x, s;h) =
∫ α1
α0
e−
isα
h u(x, α;h) dα, (8.38)
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and fˆ(x, s;h) accordingly. Then there exists A1 ∈ Ψcomp(X) elliptic on W ′ such that:
1. If ν ≥ −(νmin − ε)/2, then for any fixed s0 ∈ R,
‖Πfˆ‖L2s((−∞,s0])L2x(X) = O(h∞) =⇒ ‖A1Πuˆ(s0)‖L2x(X) = O(h∞). (8.39)
2. If ν ≤ −(νmax + ε)/2, then for any fixed s0 ∈ R,
‖Πfˆ‖L2s([s0,∞))L2x(X) = O(h∞) =⇒ ‖A1Πuˆ(s0)‖L2x(X) = O(h∞). (8.40)
Proof. We consider case 1; case 2 is handled similarly using (8.35) instead of (8.34).
Since u(α), f(α) are h-tempered uniformly in α, their Fourier transforms uˆ(s), fˆ(s) are
h-tempered and satisfy (8.3)–(8.6) in the L2 sense in s; therefore, the corresponding
O(h∞) errors will be bounded in L2s for expressions linear in uˆ, fˆ and in L1s for expres-
sions quadratic in uˆ, fˆ . We also note that for each j, the derivatives ∂js uˆ(s), ∂
j
s fˆ(s) are
h-tempered uniformly in s ∈ R and also in the L2 sense in s.
Taking the Fourier transform of (8.8), we get
(hDs + P − ihν)Πuˆ(s) = Πfˆ(s) +O(h∞)L2s(R) microlocally near Ŵ . (8.41)
We use the operators X+,Z+, A1 from §8.3. Similarly to (8.33), we find
Im〈X+Πuˆ(s),Πfˆ(s)〉 = h
2
∂s〈X+Πuˆ(s),Πuˆ(s)〉
+h〈Z+Πuˆ(s),Πuˆ(s)〉+O(h2)‖A1Πuˆ(s)‖2L2x +O(h∞)L1s(R).
Integrating this over s ∈ (−∞, s0], by the assumption of (8.39), we find
〈X+Πuˆ(s0),Πuˆ(s0)〉+ 2
∫ s0
−∞
〈Z+Πuˆ(s),Πuˆ(s)〉 ds
≤ Ch‖A1Πuˆ(s)‖2L2s((−∞,s0])L2x +O(h∞).
(8.42)
Applying Lemma 8.7 to Q = A1 and Z = Z+,X+, and using (8.34), we get
‖A1Πuˆ(s)‖2L2x ≤ C〈Z+Πuˆ(s),Πuˆ(s)〉+O(h∞)L1s(R), (8.43)
‖A1Πuˆ(s0)‖2L2x ≤ C〈X+Πuˆ(s0),Πuˆ(s0)〉+O(h∞). (8.44)
Combining (8.42) with (8.43), integrated over s ∈ (−∞, s0], and (8.44), we get the
conclusion of (8.39). 
8.5. Localization of resonant states. In this section, we study an application of
the estimates of the preceding subsections to microlocal behavior of resonant states,
namely elements of the kernel of P(ω) for a resonance ω. Assume that we are given a
sequence hj → 0, and ω(h) ∈ C, u˜(h) ∈ H1, defined for h in this sequence, such that
P(ω)u˜ = 0, ‖u˜‖H1 = 1;
Reω ∈ [α0, α1], Imω ∈ [−(νmin − ε)h,C0h];
(8.45)
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the condition on ω is just (8.9). We also use the operators S(ω) and P from Lemma 4.3
and put
u := S(ω)u˜, (8.46)
so that
(P − ω)u = O(h∞) microlocally near U . (8.47)
We say that the sequence u(hj) converges to some Radon measure µ on T
∗X, and we
call µ the semiclassical defect measure of u (see [Zw, Chapter 5]) if for each compactly
supported A ∈ Ψ0(M), we have
〈Au, u〉 →
∫
T ∗M
σ(A) dµ as hj → 0. (8.48)
Such µ is necessarily a nonnegative measure, see [Zw, Theorem 5.2].
Theorem 4. Let u˜(h) be a sequence of resonant states corresponding to some res-
onances ω(h), as in (8.45), and u defined in (8.46). Take the neighborhood Ŵ of
K ∩ p−1([α0, α1]) defined in (7.1). Then:
(1) WFh(u˜) ∩ U ⊂ Γ+ ∩ p−1([α0, α1]);
(2) for each A1 ∈ Ψcomp(X) elliptic on K ∩ p−1([α0, α1]), there exists a constant
c > 0 independent of h such that ‖A1u‖L2 ≥ c;
(3) u = Πu + O(h∞) and Θ+u = O(h∞) microlocally near Ŵ , where Π is con-
structed in Theorem 3 in §7.1 and Θ+ is the pseudodifferential operator from
Proposition 7.1;
(4) there exists a smooth family of smooth measures µρ, ρ ∈ K ∩ p−1([α0, α1]), on
the flow line segments pi−1+ (ρ) ∩ Ŵ ⊂ Γ+ of V+, independent of the choice of
u, such that if u converges to some measure µ on T ∗M in the sense of (8.48),
and Reω(hj)→ ω∞, h−1 Imω(hj)→ ν as hj → 0, then µ|Ŵ has the form
µ|Ŵ =
∫
K∩p−1(ω∞)
µρ dµˆ(ρ), (8.49)
for some nontrivial measure µˆ on K ∩p−1(ω∞), such that for each b ∈ C∞(K),∫
K∩p−1(ω∞)
Hpb− (2ν + c+)b dµˆ = 0, (8.50)
with the function c+ defined in Lemma 5.1.
Remark. The equation (8.50) is similar to the equation satisfied by semiclassical
defect measures for eigenstates for the damped wave equation, see [Zw, (5.3.21)].
Proof. Part (1) follows immediately from Lemma 4.4, part (2) follows from Lemma 4.6
and implies that µ|Ŵ is a nontrivial measure in part (4). By the discussion in §8.1,
u satisfies (8.3)–(8.6), with f = 0. The first statement of part (3) then follows from
Proposition 8.1. Indeed, we have (1 − Π)u = O(h∞) microlocally near the set W ′
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introduced in (8.1); it remains to apply propagation of singularities (Proposition 3.4)
to (8.13), using Lemma 4.1. The second statement of part (3) now follows from (8.25).
Finally, we prove part (4). First of all, µ|U is supported on Γ+ by part (1), and
on p−1(ω∞) by (8.47) and the elliptic estimate (Proposition 3.2; see also [Zw, Theo-
rem 5.3]). Next, note that by Lemma 8.5 and since u = Πu+O(h∞) microlocally near
Ŵ , we have for each a ∈ C∞0 (Ŵ ) and the function ψ given by (8.26),∫
(eψa)(esHϕ+ (ρ)) ds = 0 for all ρ ∈ K ∩ p−1(ω∞) =⇒
∫
a dµ = 0.
This implies (8.49), with∫
a dµρ :=
∫
(eψa)(esHϕ+ (ρ)) ds, a ∈ C∞0 (Ŵ ), ρ ∈ K ∩ p−1(ω∞).
To see (8.50), we note that by (8.47), for each a ∈ C∞0 (Ŵ ) we have (see the derivation
of [Zw, (5.3.21)]) ∫
Hpa− 2νa dµ = 0. (8.51)
Put b(ρ) =
∫
a dµρ for ρ ∈ K ∩ p−1(ω∞). Similarly to Lemma 8.6 (replacing 1 by b(ρ)
on the right-hand side of (8.29)), we compute∫
Hpa dµρ = Hpb(ρ)− c+(ρ)b(ρ), ρ ∈ K ∩ p−1(ω∞)
and (8.50) follows by (8.51). 
9. Grushin problem
In this section, we construct a well-posed Grushin problem for the scattering resol-
vent, representing resonances in the region (8.9) as zeroes of a certain determinant
F (ω) defined in (9.25) below. Together with the trace formulas of §10, this makes
possible the proof of the Weyl law in §11.
We assume that the conditions of §§4.1 and 5.1 hold, fix ε > 0 (to be chosen in
Theorem 2), and use the neighborhoods W ′ ⊂ Ŵ of K ∩ p−1([α0, α1]) defined in (8.1);
let δ, δ1 > 0 be the constants used to define these neighborhoods. Take compactly
supported Q1, Q2 ∈ Ψcomp(X) such that (with Uδ defined in Lemma 5.1)
Q1 = 1 +O(h∞) microlocally near Uδ/4 ∩ p−1([α0 − δ1/6, α1 + δ1/6]),
Q2 = 1 +O(h∞) microlocally near Uδ/3 ∩ p−1([α0 − δ1/5, α1 + δ1/5]),
WFh(Q1) b Uδ/3 ∩ p−1([α0 − δ1/5, α1 + δ1/5]), WFh(Q2) b W ′.
(9.1)
We will impose more restrictions on Q1 later in Lemma 9.2.
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Using the operator P(ω) : H1 → H2 from §4.1 and the operator S(ω) constructed
in Lemma 4.3, define the holomorphic family of operators
G(ω) :=
( P(ω) S(ω)Q1ΠQ2
Q1ΠQ2S(ω) 1−Q1ΠQ2
)
: H1 ⊕ L2(X)→ H2 ⊕ L2(X).
Here Π ∈ Icomp(Λ◦) is the operator constructed in Theorem 3 in §7.1; it is a microlocal
idempotent commuting with the operator P from Lemma 4.3 microlocally near the set
Λ̂ = Λ◦∩ (Ŵ ∩Ŵ ). Note that, since Q1, Q2 are microlocalized away from fiber infinity,
G(ω) is a compact perturbation of P(ω) ⊕ 1, and therefore a Fredholm operator of
index zero.
In this section, we will prove
Proposition 9.1. There exists a global constant6 N such that for ω satisfying (8.9),
‖G(ω)−1‖H2⊕L2→H1⊕L2 = O(h−N). (9.2)
Moreover, if
G(ω)−1 =
(R11(ω) R12(ω)
R21(ω) R22(ω)
)
, (9.3)
then R22(ω) = 1− L22(ω) +O(h∞)D′→C∞0 , where L22(ω) ∈ Icomp(Λ◦) is microlocalized
inside Λ̂ and the symbol σΛ(L22) defined in (6.30) satisfies
σΛ(L22(ω))(ρ, ρ) =
σ(Q1)(ρ)
2 + (p(ρ)− ω)σ(Q1)(ρ)
σ(Q1)(ρ)2 + (p(ρ)− ω)(σ(Q1)(ρ)− 1) , ρ ∈ K̂. (9.4)
To prove (9.2), we consider families of distributions u(h) ∈ H1, f(h) ∈ H2, v(h), g(h) ∈
L2(X), bounded polynomially in h in the indicated spaces and satisfying G(u, v) =
(f, g), namely
P(ω)u+ S(ω)Q1ΠQ2v = f, (9.5)
Q1ΠQ2S(ω)u+ (1−Q1ΠQ2)v = g. (9.6)
Note that by (4.9), (9.5) implies
(P − ω)S(ω)u+Q1ΠQ2v = S ′(ω)f +O(h∞) microlocally near U . (9.7)
Here S ′(ω) is an elliptic parametrix of S(ω) near U constructed in Proposition 3.3.
To show (9.2), it is enough to establish the bound
‖u‖H1 + ‖v‖L2 ≤ Ch−N(‖f‖H2 + ‖g‖L2) +O(h∞). (9.8)
We start with a technical lemma:
6A more careful analysis, as in §8, could give the optimal value of N ; we do not pursue this here
since the value of N is irrelevant for our application in §11.
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Lemma 9.2. There exists Q1 ∈ Ψcomp(X) satisfying (9.1) and such that
σ(Q1)
2 + (p− ω)(σ(Q1)− 1) 6= 0 on K for all ω ∈ [α0, α1]. (9.9)
Proof. It suffices to take Q1 such that σ(Q1)|K = ψ(p), where ψ ∈ C∞0 (α0− δ1/5, α1 +
δ1/5) is equal to 1 near [α0 − δ1/6, α1 + δ1/6] and
ψ(λ)2 + (λ− ω)(ψ(λ)− 1) 6= 0, λ ∈ R, ω ∈ [α0, α1]. (9.10)
We now show that such ψ exists. The equation (9.10) holds automatically for λ 6∈
(α0− δ1/5, α1 + δ1/5), as ψ = 0 there and the left-hand side of (9.10) equals ω−λ 6= 0.
This however also shows that a real-valued ψ with the desired properties does not exist.
We take Reψ ∈ C∞0 (α0 − δ1/5, α1 + δ1/5) equal to 1 near [α0 − δ1/6, α1 + δ1/6] and
take values in [0, 1] and Imψ ∈ C∞0 (α1 + δ1/6, α1 + δ1/5) a nonnegative function to be
chosen later. Then the left-hand side of (9.10) is equal to 1 for λ ∈ [α0−δ1/6, α1+δ1/6]
and is positive for λ ∈ [α0 − δ1/5, α0 − δ1/6]. Next, the imaginary part of (9.10) is
Imψ(λ)(2 Reψ(λ) + λ− ω).
Since 2 Reψ(λ)+λ−ω > 0 for λ ∈ [α1+δ1/6, α1+δ1/5], it remains to take Imψ(λ) > 0
on a large compact subinterval of (α1 + δ1/6, α1 + δ1/5); then ψ satisfies (9.10). 
Using Lemma 9.2, we determine v microlocally outside of the elliptic region:
Proposition 9.3. Let Q1 be chosen in Lemma 9.2. Then there exist L
e
21(ω), L
e
22(ω) ∈
Icomp(Λ
◦) holomorphic in ω, microlocalized inside Λ̂, and such that for all u, v, f, g
satisfying (9.5), (9.6),
v = Le21f + (1− Le22)g (9.11)
microlocally outside of Γ+ ∩ Ŵ ∩ p−1([α0 − δ1/8, α1 + δ1/8]). Moreover, σΛ(Le22) satis-
fies (9.4) for ρ 6∈ p−1([α0 − δ1/8, α1 + δ1/8]).
Proof. Using Proposition 3.3, construct compactly supported Re(ω) ∈ Ψcomp(X) such
that Re(ω)(P − ω) = 1 + O(h∞) microlocally near Ŵ \ p−1(α0 − δ1/8, α1 + δ1/8).
By (9.7), we get
S(ω)u = Re(ω)(S ′(ω)f −Q1ΠQ2v) +O(h∞)
microlocally near Ŵ \ p−1(α0 − δ1/8, α1 + δ1/8). Substituting this into (9.6), we get
(1− L′)v = g −Q1ΠQ2Re(ω)S ′(ω)f +O(h∞) (9.12)
microlocally outside of Γ+ ∩ Ŵ ∩ p−1([α0 − δ1/8, α1 + δ1/8]), where L′ = Q1ΠQ2(1 +
Re(ω)Q1ΠQ2) ∈ Icomp(Λ◦) and WFh(L′) ⊂ Λ̂.
Let σΛ(L
′) be the symbol of L′, defined in (6.30). By (6.31)–(6.33), and since
σΛ(Π)|K = 1 near Ŵ (see part 1 of Proposition 6.9 or §7.1), we find for ρ ∈ K \
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p−1(α0 − δ1/8, α1 + δ1/8),
σΛ(L
′)(ρ, ρ) = σ(Q1)(ρ)(1 + σ(Q1)(ρ)/(p(ρ)− ω));
it follows from (9.9) that
σΛ(L
′)|K 6= 1 outside of p−1(α0 − δ1/8, α1 + δ1/8). (9.13)
By Proposition 6.6, there exists Le22(ω) ∈ Icomp(Λ◦), with WFh(Le22) ⊂ Λ̂, such that
(1−Le22)(1−L′) = 1 +O(h∞) microlocally outside of p−1([α0 − δ1/8, α1 + δ1/8]), and
note that the symbol σΛ(L
e
22) satisfies (9.4) for ρ 6∈ p−1([α0−δ1/8, α1 +δ1/8]) by (6.34).
By (9.12), we get (9.11) with Le12(ω) = −(1− Le22(ω))Q1ΠQ2Re(ω)S ′(ω). 
By Proposition 9.3, replacing v by Aev, where Ae ∈ Ψcomp(X) is compactly sup-
ported, WFh(Ae) ⊂ U ∩ p−1(α0 − δ1/7, α1 + δ1/7), and Ae = 1 + O(h∞) near Ŵ ∩
p−1([α0 − δ1/8, α1 + δ1/8]), we see that it is enough to prove (9.8) in the case
WFh(v) ⊂ U ∩ p−1([α0 − δ1/7, α1 + δ1/7]). (9.14)
Using Lemma 4.5, consider u′ ∈ H1 such that ‖u′‖H1 ≤ Ch−1‖f‖H2 and WFh(P(ω)u′−
f) ⊂WFh(Q1)∩p−1([α0−δ1/7, α1+δ1/7]). Subtracting u′ from u, we see that is suffices
to prove (9.8) for the case
WFh(f) ⊂WFh(Q1) ∩ p−1([α0 − δ1/7, α1 + δ1/7]). (9.15)
By (9.14), the wavefront set of P(ω)u = f −S(ω)Q1ΠQ2v satisfies (9.15). Arguing as
in §8.1, and keeping in mind (9.7), we see that u satisfies (8.4)–(8.6); in fact, (8.4) can
be strengthened to
WFh(u) ∩ Ŵ ⊂ p−1([α0 − δ1/7, α1 + δ1/7]). (9.16)
and (8.6) can be strengthened to
WFh(u) ∩ Γ◦− ⊂ Uδ/3 ∩ p−1([α0 − δ1/7, α1 + δ1/7]). (9.17)
We can now solve for v:
Proposition 9.4. Assume that u, v, f, g satisfy (9.5), (9.6), (9.14), (9.15). Then
v = Q1ΠS ′(ω)f + (1−Q1(P − ω + 1)ΠQ2)g +O(h∞)C∞0 . (9.18)
Proof. Since Π2 = Π +O(h∞) microlocally near Ŵ × Ŵ and Q1 = 1 +O(h∞) microlo-
cally near K ∩ p−1([α0 − δ1/6, α1 + δ1/6], we have
ΠQ1Π = Π+O(h∞) microlocally near (Ŵ ∩p−1([α0−δ1/6, α1 +δ1/6]))×Ŵ . (9.19)
We rewrite (9.6) as
Q1ΠQ2(S(ω)u− g) + (1−Q1ΠQ2)(v − g) = 0. (9.20)
It follows immediately that WFh(v − g) ⊂ WFh(Q1) and thus Q2(v − g) = v − g +
O(h∞)C∞0 . Also, by (9.6), (9.14), and (9.16), WFh(g) ⊂ U ∩p−1([α0−δ1/7, α1 +δ1/7]).
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Applying Π to (9.20) and using (9.14), (9.16), and (9.19), we get ΠQ2S(ω)u−ΠQ2g =
O(h∞) microlocally near Ŵ . By (9.17), we have ΠQ2S(ω)u = ΠS(ω)u + O(h∞)C∞0 ;
therefore,
ΠS(ω)u = ΠQ2g +O(h∞) microlocally near Ŵ . (9.21)
Then (9.20) becomes
v = Q1ΠQ2v + (1−Q1ΠQ2)g +O(h∞)C∞0 . (9.22)
Applying Π to (9.7), using that [P,Π] = O(h∞) microlocally near Ŵ ×Ŵ , and keeping
in mind (9.17), we get
(P − ω)ΠS(ω)u+ ΠQ2v = ΠS ′(ω)f +O(h∞) microlocally near Ŵ . (9.23)
Together, (9.21) and (9.23) give
ΠQ2v = ΠS ′(ω)f − (P − ω)ΠQ2g +O(h∞) microlocally near Ŵ .
By (9.22), we now get (9.18). 
By Proposition 9.4, we see that
‖v‖L2 ≤ Ch−N(‖f‖H2 + ‖g‖L2) +O(h∞). (9.24)
By Proposition 8.1 (using (9.7) instead of (8.3)), we get for some A1 ∈ Ψcomp(X)
elliptic near W ′,
‖A1(1− Π)S(ω)u‖L2 ≤ Ch−N(‖f‖H2 + ‖g‖L2) +O(h∞).
Combining this with (9.21), we estimate ‖A1u‖L2 by the right-hand side of (9.24).
Applying Lemma 4.6 to (9.5), we can estimate ‖u‖H1 by the same quantity, completing
the proof of (9.8).
It remains to describe the operator R22 from (9.3). We assume that u, v, f, g sat-
isfy (9.5), (9.6) and f = 0; then R22g = v. By Proposition 9.3, v = (1−Le22)g+O(h∞)
microlocally outside of Ŵ ∩ p−1([α0 − δ1/8, α1 + δ1/8]); it then suffices to describe v
microlocally near Ŵ ∩ p−1([α0 − δ1/8, α1 + δ1/8]). Let Ae be the operator introduced
before (9.14) and Re(ω) be an elliptic parametrix for P − ω constructed in the proof
of Proposition 9.3. Replacing (u, v) by (u+S ′(ω)Re(ω)Q1ΠQ2(1−Ae)v, Aev), we may
assume that (9.14) and (9.15) hold, and in fact the resulting f is O(h∞)C∞0 and the re-
sulting g coincides with the original g microlocally near Ŵ ∩p−1([α0−δ1/8, α1 +δ1/8]).
By Proposition 9.4, we now get for the original v and g,
v = (1−Q1(P−ω+1)ΠQ2)g+O(h∞) microlocally near Ŵ∩p−1([α0−δ1/8, α1+δ1/8]).
Note that Q1(P − ω + 1)ΠQ2 ∈ Icomp(Λ◦) and its principal symbol satisfies (9.4) in
p−1([α0 − δ1/8, α1 + δ1/8]), since σ(Q1)|K = 1 in that region. This finishes the proof
of Proposition 9.1.
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By Proposition 9.1, R22(ω)−1 is a compactly supported operator mapping H−Nh →
HNh for all N , therefore it is trace class. We can then define the determinant (see for
instance [Ta, (A.6.38)])
F (ω) := detR22(ω), (9.25)
which is holomorphic in the region (8.9) and F (ω) = 0 if and only if R22(ω) is not
invertible (see [Ta, Proposition A.6.16]). The key properties of F needed in §11 are
established in
Proposition 9.5. 1. Resonances in the region (8.9) coincide (with the multiplicities
defined in (4.3)) with zeroes of F (ω).
2. For some constants C and N , we have |F (ω)| ≤ eCh−N for ω in (8.9), and
|F (ω)| ≥ e−Ch−N for ω in the resonance free region (1.5).
3. For ω in the resonance free region (1.5), we have
∂ωF (ω)
F (ω)
= −Tr((1−Q1ΠQ2 −Q1ΠS(ω)R(ω)S(ω)Q1ΠQ2)∂ωL22(ω)) +O(h∞).
Here L22(ω) is defined in Proposition 9.1.
Proof. 1. By Schur’s complement formula [Zw, (D.1.1)], and since G(ω) is invertible
by Proposition 9.1, we know that P(ω) is invertible if and only if R22(ω) is, and in
fact
P(ω)−1 = R11(ω)−R12(ω)R22(ω)−1R21(ω). (9.26)
To see that the multiplicity of a resonance ω0 defined by (4.3) coincides with the
multiplicity of ω0 as a zero of the function F (ω) (and in particular, to demonstrate
that the multiplicity defined by (4.3) is a positive integer), it is enough to show that
1
2pii
Tr
∮
ω0
P(ω)−1∂ωP(ω) dω = 1
2pii
Tr
∮
ω0
R22(ω)−1∂ωR22(ω) dω; (9.27)
indeed, since ∂ωR22(ω) is trace class, we can put the trace inside the integral on the
right-hand side of (9.27), yielding ∂ωF (ω)/F (ω); therefore, the right-hand side gives
the mutliplicity of ω0 as a zero of F (ω) by the argument principle.
Since ∂ω(G(ω)−1) = −G(ω)−1(∂ωG(ω))G(ω)−1, we have
∂ωR22(ω) = −R21(ω)(∂ωP(ω))R12(ω) +A(ω)R22(ω) +R22(ω)B(ω),
whereA(ω),B(ω) : L2(X)→ L2(X) are bounded operators holomorphic at ω0. By (9.26),
(9.27) follows from the two identities
Tr
∮
ω0
R12(ω)R22(ω)−1R21(ω)∂ωP(ω) dω = Tr
∮
ω0
R22(ω)−1R21(ω)(∂ωP(ω))R12(ω) dω,
Tr
∮
ω0
R22(ω)−1(A(ω)R22(ω) +R22(ω)B(ω)) dω = 0.
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Both of them follow from the cyclicity of the trace, replacing R22(ω)−1 by its finite-
dimensional principal part at ω0 and putting the trace inside the integral.
2. By Proposition 9.1, the trace class norm ‖R22(ω)−1‖Tr is bounded polynomially
in h. Using the bound | det(1 + T )| ≤ e‖T‖Tr (see for example [Ta, (A.6.44)]), we get
|F (ω)| ≤ eCh−N . By Theorem 1, we have ‖R(ω)‖H2→H1 ≤ Ch−2 when ω satisfies (1.5).
Using Schur’s complement formula again, we get
R22(ω)−1 = 1−Q1ΠQ2 −Q1ΠQ2S(ω)R(ω)S(ω)Q1ΠQ2. (9.28)
Then ‖R22(ω)−1 − 1‖Tr ≤ Ch−N and thus |F (ω)|−1 = | det(R22(ω)−1)| ≤ eCh−N .
3. By Proposition 9.1, we have ∂ωR22(ω) = −∂ωL22(ω) +O(h∞)D′→C∞0 , thus
∂ωF (ω)
F (ω)
= −Tr(R22(ω)−1∂ωL22(ω)) +O(h∞).
By (9.28), it then suffices to prove that
Tr(Q1Π(1−Q2)S(ω)R(ω)S(ω)Q1ΠQ2∂ωL22(ω)) = O(h∞).
For that, it suffices to show that the intersection of the wavefront set of the operator
on the left-hand side with the diagonal in T ∗X is empty. We assume the contrary,
then there exists ρ ∈ T ∗X such that
(ρ, ρ) ∈WFh(Q1Π(1−Q2)S(ω)R(ω)S(ω)Q1ΠQ2∂ωL22(ω)).
Since both Π and ∂ωL22 are microlocalized inside Λ
◦ ⊂ Γ◦−∩Γ◦+, we see that ρ ∈ K◦ =
Γ◦+ ∩ Γ◦−. There exists ρ′ ∈ T ∗X such that
(ρ, ρ′) ∈WFh(S(ω)R(ω)S(ω)Q1ΠQ2∂ωL22(ω)), (ρ′, ρ) ∈WFh(Q1Π(1−Q2)).
For any h-tempered f ∈ L2(X), we have WFh(S(ω)Q1ΠQ2∂ωL22(ω)f) ⊂ Γ◦+ ∩ Ŵ ,
therefore by Lemma 4.4 we have WFh(R(ω)S(ω)Q1ΠQ2∂ωL22(ω)f) ∩ U ⊂ Γ+. It
follows that ρ′ ∈ Γ+. Since (ρ′, ρ) ∈ WFh(Q1Π(1 − Q2)), we see that ρ′ = ρ ∈ K◦.
However, then ρ ∈WFh(Q1)∩WFh(1−Q2), which is impossible since Q2 = 1+O(h∞)
microlocally near WFh(Q1). 
10. Trace formula
In this section, we establish an asymptotic expansion for contour integrals of the
logarithmic derivative of the determinant F (ω) of the effective Hamiltonian of the
Grushin problem of §9, defined in (9.25). By Proposition 9.5, this reduces to computing
contour integrals of operators of the form ΠR(ω), where Π is the projector constructed
in Theorem 3 in §7.1. This in turn is done by approximating R(ω) microlocally on
the image of Π by pseudodifferential operators, using Schro¨dinger propagators and
microlocalization in the spectral parameter established in §8.4.
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We operate under the pinching condition (1.7) of Theorem 2, namely νmax < 2νmin,
and choose ε > 0 such that νmax + ε < 2(νmin − ε). Take χ ∈ C∞0 (α0, α1) with α0, α1
from (4.1). Consider an almost analytic extension χ˜(ω) of χ, that is χ˜ ∈ C∞(C) such
that χ˜|R = χ and ∂ω¯χ˜(ω) = O(| Imω|∞). We may take χ˜ such that supp(χ˜) ⊂ {Reω ∈
(α0, α1)}.
The main result of this section is
Proposition 10.1. Take
ν− ∈
[
− (νmin − ε),−νmax + ε
2
]
, ν+ ∈
[
− νmin − ε
2
, C0
]
. (10.1)
Let F (ω) be defined in (9.25) and put
I±χ := (2pih)n−1
∫
Imω=hν±
χ˜(ω)
∂ωF (ω)
F (ω)
dω. (10.2)
Then, with dVolσ = σ
n−1
S /(n− 1)! the symplectic volume form,
I−χ − I+χ = 2pii
∫
K
χ(p) dVolσ +O(h). (10.3)
Remark. More precise trace formulas are possible; in particular, one can get a full
asymptotic expansion in h of each of I±χ . For simplicity, we prove here a less general
version which suffices for the analysis of §11.
The key feature of the expansions for the integrals (10.2), which produces a nontrivial
asymptotics for resonances in Theorem 2, is that the principal part of I±χ depends
on the sign of ±. The reason for this dependence is the difference of directions for
propagation in the resolvent approximation R±ψ of Proposition 10.2 for the two cases;
this in turn is explained by the difference between (8.39) and (8.40), which is due to
the difference of the signs of the ‘commutator’ Z+ between (8.34) and (8.35).
We start the proof by using Proposition 8.8 to replace R(ω) in the formula for
∂ωF (ω)/F (ω) from Proposition 9.5 by an operator R±ψ (ω) obtained by integrating the
Schro¨dinger propagator e−it(P−ω)/h over a bounded range of times t.
Proposition 10.2. Fix ψ ∈ C∞0 (R) such that ψ = 1 near zero. For ω ∈ C, define the
operators R±ψ (ω) : L2(X)→ L2(X) by
R+ψ (ω) :=
i
h
∫ 0
−∞
eis(P−ω)/hψ(s) ds; (10.4)
R−ψ (ω) := −
i
h
∫ ∞
0
eis(P−ω)/hψ(s) ds; (10.5)
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Then, if suppψ is contained in a small enough neighborhood of zero,
I±χ = −(2pih)n−1 Tr
∫
Imω=hν±
χ˜(ω)(1−Q1ΠQ2
−Q1R±ψ (ω)ΠQ1ΠQ2)∂ωL22(ω) dω +O(h∞).
(10.6)
Proof. We concentrate on the case of I+χ , the case of I−χ is handled similarly, us-
ing (8.40) in place of (8.39). We denote ω = α + ihν+, where α ∈ (α0, α1). By part 3
of Proposition 9.5, it suffices to prove the trace norm bound ‖W‖Tr = O(h∞), where
W :=
∫
Imω=hν+
χ˜(ω)Q1(ΠS(ω)R(ω)S(ω)−R+ψ (ω)Π)Q1ΠQ2∂ωL22(ω) dω.
SinceW is compactly supported and microlocalized away from the fiber infinity, we can
write W = ZW +O(h∞)Ψ−∞(X) for some compactly supported Z ∈ Ψcomp(X). Since
‖Z‖Tr is bounded polynomially in h (see for instance [DiSj, Chapter 9]), and trace
class operators form an ideal in the algebra of bounded operators on L2, it suffices to
prove the bound
‖W‖L2→L2 = O(h∞).
Take arbitrary h-independent family f˜ = f˜(h) ∈ L2(X) with ‖f˜‖L2 ≤ 1 and put
f(α) := χ˜(ω)Q1ΠQ2∂ωL22(ω)f˜ , u(α) := S(ω)R(ω)S(ω)f(α).
Then f(x, α) is compactly supported in both x ∈ X and α ∈ (α0, α1), ‖f‖L∞α L2x is
polynomially bounded in h, and WFh(f(α)) ⊂ Γ+ ∩W ′. Since R(ω)H2→H1 = O(h−2)
by Theorem 1, we see that u(α) ∈ H2 is compactly supported in α ∈ (α0, α1) and the
norm ‖u‖L∞α L2x is bounded polynomially in h. Using Lemma 4.4 similarly to §8.1, we
see that u, f satisfy (8.3)–(8.6), uniformly in α.
It now suffices to prove that for each choice of f˜ , independent of α, we have∫ α1
α0
Q1(Πu(α)−R+ψ (ω)Πf(α)) dα = O(h∞)L2 . (10.7)
Define the semiclassical Fourier transforms uˆ(s), fˆ(s) by (8.38). Then (10.7) becomes
Q1
(
Πuˆ(0)− i
h
∫ 0
−∞
eis(P−ihν+)/hψ(s)Πfˆ(s) ds
)
= O(h∞)L2 . (10.8)
By (8.41) and Proposition 3.1, we find microlocally near W ′,
Πuˆ(0) =
i
h
∫ 0
−∞
eis(P−ihν+)/h(ψ(s)Πfˆ(s)− ihψ′(s)Πuˆ(s)) ds+O(h∞). (10.9)
Take ε˜ > 0 such that ψ = 1 near [−ε˜, ε˜], so that ψ′(s) is compactly supported in {|s| >
ε˜}. Since χ(ω) and ∂ωL22(ω) depend smoothly on α, we see that ‖∂jαf(α)‖L∞α L2x =
O(h−1/2) for all j. By repeated integration by parts, we get
‖fˆ(s)‖L2s((−∞,−ε˜])L2x = O(h∞).
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Then by (8.39), Πuˆ(s) = O(h∞) microlocally near W ′ locally uniformly in s ∈
(−∞,−ε˜], and thus Q1eis(P−ihν+)/hΠuˆ(s) = O(h∞)L2 uniformly in s ∈ (−∞, 0] ∩
suppψ′. By (10.9), we now get (10.8). 
Now, note that, since the expression under the integral in (10.6) is almost analytic
in ω, we can replace the integral over Imω = hν± by the integral over the real line,
with an O(h∞) error. Then
I−χ − I+χ = (2pih)n−1 TrAχ +O(h∞),
Aχ :=
∫
R
χ(α)∂αL22(α)Q1(R−ψ (α)−R+ψ (α))ΠQ1ΠQ2 dα.
Proposition 10.1 now follows from Proposition 6.7, the fact that WFh(Aχ) ⊂ Ŵ × Ŵ ,
and the following
Proposition 10.3. The operator Aχ lies in Icomp(Λ◦) and its principal symbol, as
defined by (6.30), satisfies σΛ(Aχ)◦ jK = 2piiχ(p), with jK : K◦ → Λ◦ defined in (6.2).
Proof. Given the multiplication formula (6.31), the fact that σ(Q1) = σ(Q2) = 1 and
σΛ(Π) ◦ jK = 1 on K ∩ p−1([α0, α1]) and suppχ ⊂ (α0, α1), it is enough to prove the
proposition with Aχ replaced by
A′χ := −
i
h
∫
R2
e−isα/hχ(α)∂αL22(α)Q1eisP/hψ(s) dsdα.
Denote L(α) = χ(α)∂αL22(α)Q1; it is an operator in Icomp(Λ◦). By applying a mi-
crolocal partition of unity to L(α), we may reduce to the case when both L(α) and
eisP/h have local parametrizations (see (3.3) for the first one and for example [Zw,
Theorem 10.4] for the second one)
L(α)u(x) = (2pih)−(N+n)/2
∫
RN+n
e
i
h
Φ(x,y,θ)a(x, y, θ, α;h)u(y) dydθ,
eisP/hu(y) = (2pih)−n
∫
R2n
e
i
h
(S(y,ζ,s)−z·ζ)b(y, ζ, s;h)u(z) dzdζ.
Here S(y, ζ, s) = y · ζ + sp(y, ζ) +O(s2) and b(y, ζ, 0; 0) = 1. Then A′χ takes the form
A′χu(x) = −ih−1(2pih)−(N+3n)/2
∫
RN+3n
e
i
h
(Φ(x,y,θ)+S(y,ζ,s)−z·ζ−sα)
a(x, y, θ, α;h)b(y, ζ, s;h)ψ(s)u(z) dydθdzdζdsdα.
We now apply the method of stationary phase in the y, ζ, s, α variables. The stationary
points are given by s = 0, α = p(z, ζ), y = z, ζ = −∂zΦ(x, z, θ). We get
A′χu(x) = −2pii(2pih)−(N+n)/2
∫
RN+n
e
i
h
Φ(x,z,θ)c(x, z, θ;h)u(z) dθdz,
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Re ω
Imω
ν+h
ν−h
α0 α1α
′′
0 α
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1
Figure 6. The contour ∂Ω(h) (in blue). The horizontal shaded region
is {Imω ∈ (−(νmax + ε)h/2,−(νmin − ε)h/2)}, where Theorem 1 does
not provide polynomial resolvent bounds; the vertical shaded region is
the support of χ˜.
where c is a classical symbol and c(x, z, θ; 0) = a(x, z, θ, p(z,−∂zΦ(x, z, ζ)); 0). It fol-
lows that A′χ ∈ Icomp(Λ◦) and σΛ(A′χ)(ρ−, ρ+) = −2piiσΛ(L(p(ρ−)))(ρ−, ρ+). By (9.4),
σΛ(L22(α))(ρ, ρ) = p(ρ)−α+1 when ρ ∈ K∩p−1([α0, α1]), and thus σΛ(∂αL22(α))(ρ, ρ) =
−1. Therefore, we find σΛ(A′χ)(ρ, ρ) = 2piiχ(p(ρ)) for ρ ∈ K. 
11. Weyl law for resonances
In this section, we prove Theorem 2, using the Grushin problem from §9, the trace
formula of §10, and several tools from complex analysis. The argument below is quite
standard, see for instance [Ma, Sj97, Sj01], and is simplified by the fact that we do not
aim for the optimal O(h) remainder in the Weyl law, instead carrying out the argument
in a rectangle of width ∼ 1 and height ∼ h. For more sophisticated techniques needed
to obtain the optimal remainder, see [Sj00].
First of all, by Proposition 9.5, resonances in the region of interest are (with mul-
tiplicities) the zeroes of the holomorphic function F (ω) defined in (9.25). Take α′′0 ∈
(α0, α
′
0), α
′′
1 ∈ (α′1, α1). Fix ν± satisfying (10.1) and let {ωj}M(h)j=1 denote the set of
zeroes (counted with multiplicities) of F (ω) in the region (see Figure 6)
Ω(h) := {Reω ∈ [α′′0, α′′1], Imω ∈ [ν−h, ν+h]}
By part 2 of Proposition 9.5 and Jensen’s inequality, see for example [DaDy, §2], we
have the polynomial bound, for some N,C,
M(h) ≤ Ch−N . (11.1)
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By a standard argument approximating the indicator function of [α′0, α
′
1] by smooth
functions from above and below, it is enough to prove that for each χ ∈ C∞0 (α0, α1),
(2pih)n−1
M(h)∑
j=1
χ(Reωj) =
∫
K
χ(p) dVolσ +O(h). (11.2)
Let χ˜(ω) be an almost analytic continuation of χ, as discussed in the beginning of §10.
We may assume that supp χ˜ ⊂ {Reω ∈ (α′′0, α′′1)}.
By Proposition 10.1, we have (with the integral over the vertical parts of ∂Ω(h)
vanishing since χ˜ = 0 there)
(2pih)n−1
2pii
∮
∂Ω(h)
χ˜(ω)
∂ωF (ω)
F (ω)
dω =
∫
K
χ(p) dVolσ +O(h). (11.3)
By Lemma α in [Ti, §3.9] and the exponential estimates of part 2 of Proposition 9.5
(splitting the region Ω(h) into boxes of size h and applying Lemma α to each of these
boxes, transformed into the unit disk by the Riemann mapping theorem), we have for
some fixed N ,
∂ωF (ω)
F (ω)
=
M(h)∑
j=1
1
ω − ωj +G(ω); G(ω) = O(h
−N), ω ∈ Ω(h) ∩ supp χ˜.
Applying Stokes theorem to (11.3) (over the contour comprised of ∂Ω(h) minus the
sum of circles of small radius r centered at each ωj, and letting r → 0) we get
(2pih)n−1
M(h)∑
j=1
χ˜(ωj) =
∫
K
χ(p) dVolσ−(2pih)
n−1
2pii
∫
Ω(h)
∂ωF (ω)
F (ω)
∂ω¯χ˜(ω) dω¯ ∧ dω +O(h).
Since χ˜ is almost analytic and Ω(h) lies O(h) close to the real line, we have ∂ω¯χ˜(ω) =
O(h∞) for ω ∈ Ω(h). Therefore, the second integral on the right-hand side is O(h∞)
and we get
(2pih)n−1
M(h)∑
j=1
χ˜(ωj) =
∫
K
χ(p) dVolσ +O(h).
Since χ˜(ω) = χ(Reω) +O(h) for ω ∈ Ω(h), we get
(2pih)n−1
M(h)∑
j=1
χ(Reωj) =
∫
K
χ(p) dVolσ +O(h(1 + hn−1M(h))). (11.4)
Since one can take χ to be any compactly supported function on (α0, α1), and M(h) =
O(h−N) for some fixed N and any choice of (α′′0, α′′1), by induction we see from (11.4)
that M(h) = O(h1−n). Given this bound, (11.4) implies (11.2), which finishes the
proof.
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Appendix A. Example of a manifold with
r-normally hyperbolic trapping
In this Appendix, we provide a simple example of an even asymptotically hyperbolic
manifold (as defined in §4.4) whose geodesic flow satisfies the dynamical assumptions
of §5.1 and the pinching condition (1.7), therefore our Theorems 1–4 apply. This
example is a higher dimensional generalization of the hyperbolic cylinder, considered
for instance in [DaDy, Appendix B].
The resonances for the provided example can be described explicitly via the eigen-
values of the Laplacian on the underlying compact manifold N , using separation of
variables. However, our results apply to small perturbations of the metric (see §5.2),
as well as to subprincipal perturbations in the considered operator, when separation
of variables no longer takes place.
Let (N, g˜) be a compact n − 1 dimensional Riemannian manifold (at the end of
this appendix, we will impose further conditions on g˜). We consider the manifold
M = Rr ×Nθ with the metric
g = dr2 + cosh2 r g˜(θ, dθ).
Then M has two infinite ends {r = ±∞}; near each of these ends, one can represent
it as an even asymptotically hyperbolic manifold by taking the boundary defining
function x˜ = e∓r:
g =
dx˜2
x˜2
+
(1 + x˜2)2
4x˜2
g˜(θ, dθ).
The resonances for the Laplace–Beltrami operator on M therefore fit into the frame-
work of §4.1, as demonstrated in §4.4. The associated flow etHp is the geodesic flow
on the unit cotangent S∗M , extended to a homogeneous flow of degree zero on the
complement of the zero section in T ∗M .
We now verify the assumptions of §5.1. If ξr, ξθ are the momenta dual to r, θ, then
p2 = ξ2r + cosh
−2 r g˜−1(θ, ξθ),
where g˜−1 is the dual metric to g, defined on the fibers of T ∗N . We then have
Hpr =
ξr
p
, Hpξr =
p2 − ξ2r
p
tanh r.
The trapped set K and the incoming/outgoing tails Γ± are given by
Γ± = {ξr = ±p tanh r}, K = {r = 0, ξr = 0},
or strictly speaking, by the intersections of the sets above with the set U from (4.21).
Consider the following defining functions of Γ±:
ϕ± = ξr ∓ p tanh r,
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then {ϕ+, ϕ−}|K = 2p and thus assumptions (1) and (2) of §5.1 are satisfied. Next,
Hpϕ± = ∓c±ϕ±, c± = 1± ξr
p
tanh r.
In particular, c±|K = 1 and, arguing as in the proof of Lemma 5.1, we get
νmin = νmax = 1.
In particular, the pinching condition (1.7) is satisfied.
Finally, in order for the r-normal hyperbolicity assumption (3) of §5.1 to be satisfied,
we need to make µmax  1, with µmax defined in (5.3). This is a condition on the
underlying compact Riemannian manifold (N, g˜), since µmax is the maximal expansion
rate of the geodesic flow of g˜ on the unit cotangent bundle S∗N . To satisfy this
condition, we can start with an arbitrary compact Riemannian manifold and multiply
its metric by a large constant C2; indeed, if ϕt is the geodesic flow on the original
manifold, then ϕC−1t is the geodesic flow on the rescaled manifold and the resulting
µmax is divided by C.
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