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Abstract – In one-dimensional disordered wires electronic states are localized at any energy.
Correlations of the states at close positive energies and the AC conductivity σ(ω) in the limit of
small frequency are described by the Mott-Berezinskii theory. We revisit the instanton approach
to the statistics of wave functions and AC transport valid in the tails of the spectrum (large
negative energies). Applying our recent results on functional determinants, we calculate exactly
the integral over gaussian fluctuations around the exact two-instanton saddle point. We derive
correlators of wave functions at different energies beyond the leading order in the energy difference.
This allows us to calculate corrections to the Mott-Berezinskii law (the leading small frequency
asymptotic behavior of σ(ω)) which approximate the exact result in a broad range of ω. We
compare our results with the ones obtained for positive energies.
Introduction. – One-dimensional (1D) systems have
played an important role in developing the theory of co-
herent quantum transport in disordered solids. Examples
include Anderson localization of non-interacting particles
in the presence of disorder [1], the Mott insulating phase in
interacting systems [2] and the recently discovered many-
body localization which takes place in the middle of the
spectrum of disordered interacting systems [3].
In the absence of interactions and decoherence, electrons
in a 1D wire are localized at any energy even by a weak
random potential.1 Thus, 1D wires lack some features of
the higher dimensional systems, such as mobility edges.
On the other hand, 1D systems are amenable to powerful
non-perturbative methods, such as the phase formalism,
which provide access to spectral and localization proper-
ties which are much more difficult to obtain in higher di-
mensions [4]. For example, in 1D it is possible to calculate
exactly the average density of states (DOS), the localiza-
tion length and the Lyapunov exponent, quantities that
describe statistics of a single localized wave function.
Less is known about the wave function correlations at
different energies and dynamical response functions, such
as the finite-frequency (AC) conductivity σ(ω). The math-
1In this paper we only consider systems in the unitary class.
ematical description of such correlations is quite involved
and only provided asymptotic analytical expressions exact
in the limit of small energy differences [5–7]. An impor-
tant result of this kind is the behavior of the dissipative
AC conductivity Reσ(ω) at low frequencies expressed by
the Mott-Berezinskii (MB) formula [5, 8].
According to the intuitive arguments by Mott, correla-
tions of wave functions at close energies may be described
in terms of hybridization of localized states. The leading
mechanism for the AC conductivity is the resonant tunnel-
ing between pairs of localized states with energies E−ω/2
and E + ω/2 near the Fermi energy E. Mott argued that
the conductivity is dominated by the tunneling events be-
tween states that are separated by the optimal distance
(Mott scale) LM ∼ | lnω|. This leads to the low-frequency
behavior Reσ(ω) ∝ ω2 ln2 ω in 1D.
Ivanov and co-authors [9] augmented Mott’s arguments
by combining them with assumptions about statistics of
the localized wave functions and hybridization matrix ele-
ments. As a result, the authors quantitatively reproduced
the asymptotic features of correlators found in [6, 7].
Mott’s arguments can be put on a rigorous basis when
the resonant states are deep in the Lifshits tails of the
spectrum. Then one can apply the instanton approach,
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where the dominant contribution to observables is given
by a saddle point of the action, and subleading contribu-
tions come from Gaussain fluctuations about the saddle
point. This method has been used to calculate the aver-
age single-particle Green functions (GFs) and the DOS in
systems with Gaussian white noise [10–14] and correlated
disorder [15], systems in magnetic field [16], the Lorentz
model with repulsive scatterers [17], systems with bounded
non-Gaussian disorder [18], and speckle potentials [19].
The instanton approach was applied in refs. [20, 21]
to the average two-particle dynamic correlation func-
tion S(ω, x) and the AC conductivity σ(ω) for small ω.
These observables can be written as path integrals which
are dominated by non-trivial two-instanton saddle points.
The latter correspond to hybridized states in the Mott’s
qualitative picture. Both the saddle points and the fluc-
tuations around them were found only approximately in
ref. [20], which led to some inconsistent results. The
authors of ref. [21] found exact two-instanton solutions,
but their treatment of fluctuations was still approximate
and restricted only to small frequency ω, reproducing the
asymptotic MB formula. Kirsch et al. [22] tried to put
Mott’s argument on a rigorous basis using an expansion
in small density of the localizing potential wells, and were
able to derive the MB formula as well as asymptotic for-
mulas for wave function correlators in the limit of small
energy differences.
Recently we have achieved a significant progress in ex-
act calculations of functional determinants [23]. Our re-
sults are particularly well suited for applications in in-
stanton calculations. As we have shown, in this case some
complicated factors exactly cancel. Using these results,
in this paper we calculate exactly the Gaussian fluctua-
tions around the non-trivial two-instanton saddle points
and derive the AC conductivity and local DOS correla-
tions applicable in a broad range of frequency ω, and thus
going beyond the seminal MB law.
Model. – We consider the model of non-interacting
electrons in the presence of disorder in 1D
H = − ~
2
2m
∇2 + V (x), ∇ ≡ d
dx
, (1)
where V (x) is a random white noise Gaussian potential:
〈V (x)〉 = 0, 〈V (x)V (x′)〉 = γδ(x− x′). (2)
We will work in the tails of the spectrum at E < 0 and
introduce the large dimensionless parameter
AE = ~√
2m
|E|3/2
2γ
≫ 1. (3)
It is convenient to switch to dimensionless quantities by
introducing units of length and time:
λE = ~/
√
2m|E|, τE = ~/|E|. (4)
These units play a role analogous to the mean free path
and time, but unlike the case of E > 0, they do not depend
on the disorder strength, only on |E|.
Density of states. – The average DOS at the energy
E is obtained from the average GF:
ρ(E) = −α
pi
ImGα(0;E), Gα(x− x′;E) = 〈Gα(x, x′;E)〉,
Gα(x, x′;E) = 〈x|(E + iα0+ −H)−1|x′〉, (5)
where α = ±1 distinguishes retarded and advanced GFs.
We perform the disorder average using the supersym-
metry method [24]. We introduce a supervector Φ(x) =
(φ(x), χ(x))T and its conjugate Φ†(x) = (φ∗(x), χ¯(x)),
where φ = φx + iφy is a complex bosonic field, and χ,
χ¯ are two fermionic fields. Upon rotation of the fields
Φ → √−iαΦ in the complex plane [21], the average GF
and the action in terms of dimensionless variables become
Gα(x − x′;E) = −|E|
2γ
∫
DΦχ(x)χ¯(x′)e−S , (6)
S = AE
∫
dx
[
Φ†
(
1−∇2)Φ− 1
4
(Φ†Φ)2
]
. (7)
The corresponding classical equations of motion are
(
1−∇2 − 1
2
|φ|2
)
φ = 0, χ = 0. (8)
The trivial solution φ = 0 does not contribute to the imag-
inary part of the GF and thus to the DOS. A nontrivial,
one-instanton solution that we need is
φcl(x− x0, θ) = eiθϕ(x− x0), ϕ(x) = 2/ coshx. (9)
The parameters x0, θ describe translations in real space
and rotations in the plane (φx, φy). The action of the
one-instanton solution φcl does not depend on x0 and θ:
S1(E) = 16
3
AE = 8
3
~√
2m
|E|3/2
γ
. (10)
We now substitute φ = φcl + ρ into the action and ex-
pand to second order in fluctuations ρ:
S = S1 +AE
∫
dx
(
ρxOdρx + ρyOsρy + χ¯Osχ
)
, (11)
where the fluctuation operators are
Oν = −∇2 + 1− 2Cν/ cosh2(x− x0), (12)
where ν = s, d (shallow and deep), Cs = 1, and Cd = 3.
Gaussian integrals over ρ and χ give determinants of the
operators Oν . However, these operators have zero modes
due to the fact that any particular choice of x0 and θ
breaks symmetries of the action. Whenever a broken
symmetry is described by a parameter ζi, the function
ψi(x) = ∂ζiφcl is a zero mode of one of the fluctua-
tion operators. For instance, the lowest eigenvalue of Os,
λs1 = 0, is related to breaking the rotation invariance in
the (φx, φy) plane. The spectrum of Od starts with a neg-
ative eigenvalue λd1 < 0, followed by the zero eigenvalue
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λd2 = 0 related to breaking the translation invariance. The
zero modes of Os and Od are
ψs(x − x0, θ) = ∂θφcl = ieiθϕ(x − x0), (13)
ψd(x − x0, θ) = ∂x0φcl = −eiθϕ′(x− x0). (14)
We now separate the negative and zero modes and per-
form the Gaussian integration of eq. (6) with the ac-
tion (11). This yields, formally,
Gα(x− x′;E) = −|E|
2γ
e−S1Λs1Λ
d
1Λ
d
2
( Det′AEOs
Det′′AEOd
)1/2
× ϕ(x− x0)ϕ(x′ − x0)/〈ϕ|ϕ〉, (15)
where 〈f1|f2〉 =
∫
dxf∗1 (x)f2(x), and Det
′ (Det′′) stands
for a functional determinant with excluded zero (negative
and zero) eigenvalues. The contributions of the excluded
modes are denoted by Λs1, Λ
d
1 and Λ
d
2. The last factor in
eq. (15) comes from the fermionic integral in eq. (6) with
the action (11).
The contributions Λs1 and Λ
d
2 from the zero modes are
computed by introducing the so-called collective coordi-
nates [25–27]. When there are n zero modes ψi, the col-
lective coordinates are the parameters ζi describing broken
symmetries, and the relevant contribution
Λ1...n =
1
pin/2
∫ n∏
i=1
dζi
√
det〈ψi|ψj〉 (16)
involves the determinant of the n × n matrix whose ele-
ments are overlaps of the zero modes 〈ψi|ψj〉. In our case
this formula gives
Λs1 = 2
√
pi〈ϕ|ϕ〉, Λd2 =
1√
pi
√
〈ϕ′|ϕ′〉
∫
dx0. (17)
The contribution Λd0 from the negative mode can be
computed by an analytic continuation [21, 25]. We need
to rotate the integration contour toward the saddle point
in the direction ∝ √−iα. At the saddle point the contour
turns by −αpi/2 and goes down the valley from the saddle
point. One ends up integrating only one half of a Gaussian
peak, giving a factor 1/2 and a phase that depends on α:
Λd1 =
∫ ∞
−∞
dζ√
pi
e−λ
d
0
ζ2 → iα
∫ ∞
0
dζ√
pi
eλ
d
0
ζ2 =
iα
2
√
−λd0
. (18)
Combining this contribution (18) with the ratio of deter-
minants in eq. (15) we obtain
Λd1
( Det′AEOs
Det′′AEOd
)1/2
=
1
2
(Det′Os
Det′Od
)1/2
. (19)
Here Det′Od < 0, and we need to choose the phase ac-
cording to eq. (18).
Calculation of the functional determinants can be done
explicitly (see e.g. [19]) but in the subsequent study of
correlations of wave functions similar explicit calculations
will be impossible. Thus, we use results of ref. [23] (gener-
alizing those of [28, 29]), where we have shown that when
an n × n matrix Schro¨dinger operator O defined on the
interval x ∈ (a, b) with homogeneous boundary conditions
has n zero modes ψi(x) (vectors with components ψij(x),
i, j = 1, .., n), its functional determinant with excluded
zero eigenvalues is equal to
Det′O = (−1)n det〈ψi|ψj〉
detψ′ij(a)[detψ
′
ij(b)]
∗
. (20)
This equation is formal and needs to be used in a ratio of
two determinants. For the ratio in eq. (19) we obtain
Det′Os
Det′Od
=
〈ϕ|ϕ〉
〈ϕ′|ϕ′〉 limR→∞
ϕ′′(−R)ϕ′′(R)
ϕ′(−R)ϕ′(R) = −
〈ϕ|ϕ〉
〈ϕ′|ϕ′〉 ,
(21)
where in the limit it is sufficient to use the asymptotic
form of the solution ϕ(x).
When all the factors are combined, the overlaps of the
zero modes cancel, as they should [23], and we get
Gα(x− x′;E) = −iα4|E|
γ
e−S1
x− x′
sinh(x− x′) . (22)
For the DOS we get a well-known expression
ρ(E) =
4|E|
piγ
exp
(
− 8
3
~√
2m
|E|3/2
γ
)
. (23)
Correlation functions. – Statistics of localized
states at two energies E1,2 = E ∓ ~ω/2, are character-
ized by the two-point local DOS correlation function [6]
R(ω, x) = ρ−2m
〈∑
kl
δ(Ek − E1)δ(El − E2)
× |ψk(0)|2|ψl(x)|2
〉
, (24)
and (the real part of) the dynamic correlation function [7]
S(ω, x) = ρ−2m Re
〈∑
kl
δ(Ek − E1)δ(El − E2)
× ψk(0)ψ∗k(x)ψl(x)ψ∗l (0)
〉
. (25)
Here ρ2m = ρ(E1)ρ(E2). Functions (24) and (25) can be
calculated from disorder averages of products of GFs:
Gα1α2(x1, x′1;x2, x′2) =
〈 2∏
a=1
Gαa(xa, x
′
a;Ea)
〉
(26)
by means of
R(ω, x) = − 1
4pi2ρ2m
∑
α1,α2
α1α2Gα1α2(0, 0, x, x), (27)
S(ω, x) = − 1
4pi2ρ2m
Re
∑
α1,α2
α1α2Gα1α2(0, x, x, 0). (28)
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Assuming that both energies are in the tail of the spec-
trum, Ea < 0, let us introduce the following notation:
Ea = −|E|k2a, k1,2 =
√
1± ω¯, ω¯ = ~ω/2|E|. (29)
The supersymmetry representation for Gα1α2 requires two
superfields Φa = (φa, χa), a = 1, 2. After rotations of the
fields in the complex plane we have
Gα1α2(x1, x′1;x2, x′2) =
|E|2
4γ2
∫ ∏
a
DΦaχa(xa)χ¯a(x′a)e−S ,
S = AE
∫
dx
[∑
a
Φ†a
(
k2a −∇2
)
Φa − 1
4
(∑
a
Φ†aΦa
)2]
.
The bosonic saddle point equation is a two-component
non-linear Schro¨dinger equation
[
k2a −∇2 −
1
2
(|φ1|2 + |φ2|2)
]
φa = 0, a = 1, 2. (30)
Equation (30) has the trivial solution (φ1,2 = 0), two one-
instanton solutions (φ1 6= 0, φ2 = 0), and (φ1 = 0, φ2 6=
0), and a two-instanton solution with (φ1,2 6= 0). The
trivial and the one-instanton solutions do not contribute
to the functions R and S, which are determined by the
two-instanton solutions.
The exact two-instanton solutions found in ref. [21] can
be written as φa,cl(x− x0) = eiθaϕa(x− x0), where
(
ϕ1(x)
ϕ2(x)
)
=
(
cos θ(x) sin θ(x)
sin θ(x) − cos θ(x)
)(
ϕL(x)
ϕR(x)
)
, (31)
ϕL(x) =
4k1e
−x1
1 + e−2x1 + e2x2
, ϕR(x) =
4k2e
x2
1 + e−2x1 + e2x2
,
2x1,2(x) = (k1 + k2)x± [D0 − ln sin 2θ(x)],
D0 = ln
2(k1 + k2)
k1 − k2 , cot θ(x) = e
(k1−k2)x+f0 . (32)
These solutions contain four free parameters θ1, θ2, x0, f0,
so we expect to have four zero modes in the fluctuation
spectrum. The parameter f0 determines the distance
D = D0 + ln cosh f0 (33)
between the left and right “instantons” ϕL and ϕR, whose
minimal value D0 (∼ ln(4/ω¯) for ω¯ ≪ 1) plays the role of
the Mott scale LM . The action of a two-instanton solution
does not depend on the free parameters:
S2 = S1(E1) + S1(E2) = 16
3
(AE1 +AE2). (34)
We now introduce the fluctuation fields ρx = (ρ1x, ρ2x),
ρy = (ρ1y, ρ2y), χ
† = (χ¯1, χ¯2), and expand the action
around the saddle point:
S = S2 +AE
∫
dx [ρxOxρx + ρyOyρy + χ
†Oyχ], (35)
where the fluctuation 2× 2 matrix operators are
Oy = −∇2 − 1
2
(ϕ21 + ϕ
2
2) +
(
k21 0
0 k22
)
,
Ox = Oy −
(
ϕ21 ϕ1ϕ2
ϕ1ϕ2 ϕ
2
2
)
. (36)
The operator Ox has two negative modes ψ
x
1 and ψ
x
2
(whose explicit form we do not need) and two zero modes
ψx3 (x) =
(
ϕ′1(x)
ϕ′2(x)
)
, ψx4 (x) =
(
∂f0ϕ1(x)
∂f0ϕ2(x)
)
, (37)
related to the translation invariance and to changing the
distance D. The operator Oy has two zero modes
ψy1 (x) =
(
ϕ1(x)
0
)
, ψy2 (x) =
(
0
ϕ2(x)
)
, (38)
related to the rotation invariance with respect to θa.
A formal Gaussian integration gives
Gα1α2 = |E|
2
4γ2
e−S2Λx12Λ
x
34Λ
y
12
( Det′AEOy
Det′′AEOx
)1/2
×
∏
a
ϕa(xa − x0)ϕa(x′a − x0)
〈ϕa|ϕa〉 . (39)
Equation (16) gives the contributions of zero modes:
Λx34 =
1
pi
∫
df0
∫
dx0
√
〈ψx3 |ψx3 〉〈ψx4 |ψx4 〉 − |〈ψx3 |ψx4 〉|2,
Λy12 = 4pi
√
〈ϕ1|ϕ1〉 〈ϕ2|ϕ2〉. (40)
Similarly to eq. (19) we now have
Λx12
( Det′AEOy
Det′′AEOx
)1/2
= −α1α2
4
(Det′Oy
Det′Ox
)1/2
. (41)
To compute this determinant ratio we use eq. (20):
Det′Oy
Det′Ox
=
〈ϕ1|ϕ1〉〈ϕ2|ϕ2〉
〈ψx3 |ψx3 〉〈ψx4 |ψx4 〉 − |〈ψx3 |ψx4 〉|2
F 2(ω¯), (42)
where F (ω¯) is easily computed from the asymptotic be-
havior of the solutions (31) at infinity:
F (ω¯) = lim
R→∞
ϕ2
′′(R)∂f0ϕ1
′(R)− ϕ1′′(R)∂f0ϕ2′(R)
ϕ′1(R)ϕ
′
2(R)
=
k1 + k2
2
=
√
1 + ω¯ +
√
1− ω¯
2
. (43)
Using eqs. (23), (29), and (34), we have
|E|2
4γ2
e−S2 =
pi2ρ2m
26k21k
2
2
=
pi2ρ2m
26(1 − ω¯2) . (44)
Collecting all factors we arrive at
Gα1α2 = −α1α2pi2ρ2mY (ω¯)Q, Y (ω¯) =
√
1 + ω¯ +
√
1− ω¯
2(1− ω¯2) ,
Q(x1, x
′
1;x2, x
′
2) =
1
26
∫∫
df0dx0 ϕ1(x1 − x0)ϕ1(x′1 − x0)
×ϕ2(x2 − x0)ϕ2(x′2 − x0). (45)
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Fig. 1: The dynamic S and the local DOS R correlation func-
tions. Solid curves show the numerically exact correlators eval-
uated for three values of ω¯. The dashed curves near the origin
are plots of the exact equation (48), and the ones near the Mott
scale LM are plots of the approximations (59) and (61).
Substituting this into eqs. (27) and (28), we finally obtain
R(ω, x) = Y (ω¯)QR(x), S(ω, x) = Y (ω¯)QS(x), (46)
QR(x) = Q(0, 0, x, x), QS(x) = Q(0, x, x, 0). (47)
Equations (45)-(47) allow us to establish some exact
properties of the functions R and S such as R(ω, x = 0) =
S(ω, x = 0) = 1/3, independently of ω. This property
can be established only if the functional determinants are
calculated exactly for all ω¯. We also find R(ω, x→∞) = 1
as expected from the clustering property of the correlator
at large distances. Finally, in the limit ω¯ → 0 we find
R(0, x) = S(0, x) = Q0(x) ≡ x cothx− 1
sinh2 x
. (48)
This function describes the peak near x = 0 shown in fig. 1
by a black dashed curve.
Numerical evaluation of eq. (45) gives the plots of the
functions R and S shown in fig. 1 for three values of ω¯.
The features at the Mott scale (a step in R and a negative
bump in S) have widths that are independent of ω¯ for
ω¯ ≪ 1, see fig. 2 which shows the position LM of the
negative peak of S(ω, x) and its width at half maximum
∆LM as functions of ω¯.
Analytical expressions for QC (C = R,S) can be ob-
tained for ω¯ ≪ 1. In this case one can neglect the pref-
actor Y (ω¯), and represent the corrections to the central
peak and the features at the Mott scale similar to ref. [9]:
QC(x) = Q0(x) + δQC(x) +QCM (x). (49)
When ω¯ ≪ 1, in the leading order the mixing angle θ(x)
in eq. (31) becomes constant (cot θ0 = e
f0), and ϕL,R(x)
become instantons (9) separated by D ≫ 1 [21]:
ϕ˜L(x) = ϕ(x+D/2), ϕ˜R(x) = ϕ(x−D/2). (50)
We substitute these approximate solutions to eq. (45), and
denote the result by Q˜. Then the integral over x0 becomes
Fig. 2: The Mott scale LM as a function of ω¯. The red dots
are numerically exctracted minima of S(ω¯, x). The solid line is
ln(4/ω¯), and the dashed line is D0− ln 2+1 ≈ ln(2e/ω¯). Inset:
the width of the negative peak of S(ω¯, x) as a function of ω¯.
elementary, and after changing the integration variable f0
to D we obtain for x > 0
δQ˜R(x) = −4
∫ ∞
D0
dDw1(D −D0)I(x,D), (51)
Q˜RM (x) =
∫ ∞
D0
dDw2(D −D0)Q0(x−D), (52)
δQ˜S(x) =
∫ ∞
D0
dDw3(D −D0)I(x,D), (53)
Q˜SM (x) = −
∫ ∞
D0
dDw1(D −D0)Q0(x −D), (54)
where the tilde indicates that the approximation (50) has
been used, and we have defined the functions
I(x,D) = 2
D cothD − x cothx
cosh 2D − cosh 2x , w1(D) =
e−D√
e2D − 1 ,
w2(D) =
2− e−2D
2
√
1− e−2D , w3(D) = 2
√
1− e−2D. (55)
For D ≫ 1 and x ≪ D the function I(x,D) can be well
approximated by
I(x,D) ≈ 4e−2D(D − x cothx), (56)
and with this approximation we have
δQ˜R(x) ≈ −16
3
e−2D0(D0 − x cothx+ 5/6− ln 2), (57)
δQ˜S(x) ≈ 8
3
e−2D0(D0 − x cothx+ 4/3− ln 2). (58)
The function w2(D) approaches its asymptotic value of
1 very rapidly. Replacing w2 by 1 gives the approximation
Q˜RM (x) ≈ I1(D0 + x) + I1(D0 − x), (59)
I1(x) =
1− cothx
2
+
x
2 sinh2 x
. (60)
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Fig. 3: The ratio Σ(ω¯)/ΣMB(ω¯) as a function of ln ω¯ (main
panel) and ω¯ (inset). The exact formula (63) is used for the
blue solid curve, the approximation (65) for the green dashed
curve, and the sum of (65) and (67) for the red dashed curve.
The function w1(D) is peaked at D = 0. A reasonable
approximation is to replace it by a delta function δ(D)/2:
Q˜SM (x) ≈ −1
2
[
Q0(x−D0) +Q0(x+D0)
]
. (61)
The approximations (59) and (61) are shown in fig. 1 by
dashed lines for ω¯ = 10−4.
AC conductivity. – The real part of the AC conduc-
tivity σ(ω) is obtained from S(ω, x) as
Reσ(ω) =
pi~4e2ρ2m
2(2m|E|)3/2ω
2Σ(ω¯), (62)
Σ(ω¯) = −Y (ω¯)
∫
dxx2QS(x). (63)
This expression is valid for any E in the tail, but arbitrary
0 6 ω¯ < 1. It can be evaluated with a various degree of
accuracy. For ω¯ ≪ 1 we can replace QS by Q˜S . If we ne-
glect Y (ω¯) in front of the integral in eq. (63), then neglect
δQ˜S, and use eq. (61) for Q˜SM , we get an approximation
for Σ(ω¯):
Σ(ω¯) ≈ D20 ≈ ln2
4
ω¯
≡ ΣMB(ω¯). (64)
The last expression is what is called the Mott formula in
ref. [21]. Deviations of the numerically exact Σ(ω¯) from
ΣMB(ω¯) are demonstrated in fig. 3, where the solid curve
is the plot of the ratio Σ/ΣMB.
A much better approximation is obtained if we keep
Y (ω¯), substitute eqs. (53) and (54) into (63), and perform
the x integration. This gives Σ(ω¯) ≈ Σ1(ω¯)+Σ2(ω¯), where
Σ1(ω¯) = 2Y (ω¯)
∫ ∞
D0
dDw1(D −D0)D2
= Y (ω¯)
[
(D0 − ln 2 + 1)2 + 1− pi2/12
]
, (65)
Σ2(ω¯) = −Y (ω¯)
6
∫ ∞
D0
dDw3(D −D0)D
2(D2 + pi2)
sinh2D
. (66)
The last integral can be evaluated after we approximate
sinhD ≈ eD/2, and gives a long expression whose leading
terms are
Σ2(ω¯) ≈ −4
9
Y (ω¯)e−2D0D20
[
D20 + (16/3− 4 ln 2)D0
+ 52/3 + pi2/2− 16 ln 2 + 6 ln2 2]. (67)
The ratios Σ1/ΣMB and (Σ1+Σ2)/ΣMB are shown in fig. 3
as the green and red dashed curves. We see that Σ1 +Σ2
well approximates the exact result in a wide range of ω¯.
Discussion and conclusions. – All qualitative fea-
tures of the functions R and S that we found, including
the shape of the central peak and the features at the Mott
scale, are in agreement with ref. [22], see their eq. (4.20)
and the list that follows. This is expected, since this paper
deals with states deep in the tails of the spectrum, and so
do we. However, when we compare our results with those
obtained in the regime of large positive E in refs. [6, 7]
(conveniently summarized in tables I and II in [9]) we see
many differences.
The values of the correlators R and S and their deriva-
tives at x = 0 differ between the two cases, but are not
expected to be universal. The decay of the central peak
Q0(x) has a different rate in the exponential, as well as
a different power-law prefactor. The difference of the fea-
tures at the Mott scale is more drastic: while in our case
the behavior around LM is exponential (see eqs. (59) and
(61)), it is an error function and a Gaussian for positive
E. We attribute these differences to a different nature of
the localized wave functions. The localized states in the
optimal fluctuations of the disorder potential are simpler
than the Anderson-localized states at E ≫ 0. In particu-
lar, they do not have log-normally distributed tails, which,
according to ref. [9], affect the hybridization of wave func-
tions at E ≫ 0. In spite of this “non-universality” of the
structure of the correlators R and S at the Mott scale, the
behavior of the AC conductivity σ(ω) at low frequencies
is still universal, and is given by the MB formula.
In conclusion, we have calculated exactly the Gaussian
fluctuations around two-instanton saddle points of the
functional integral for the disorder average of two-point
Green functions in a one-dimensional wire in the tail of the
spectrum. This allowed us to derive the local DOS and dy-
namic correlation functions and the AC conductivity be-
yond the Mott-Berezinskii law, that is, for a broad range
of frequencies. Unlike other approaches, our method can
be applied to quasi-one dimensional systems [30]. We also
hope that it can be useful for systems with non-Gaussian
disorder-like random speckle potential [19,31], and for sys-
tems with weak interactions [32, 33].
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