Target localization is a fundamental task of multiple-input multiple-output (MIMO) radar systems with numerous applications. In this paper, we investigate into the localization problem in a bistatic MIMO radar with electromagnetic vector sensors (EMVS). Unlike the traditional scaler sensors, an EMVS is able to offer two dimensional (2D) direction finding, and it can provide additional polarization characteristics of the source. Therefore, target localization in bistatic EMVS-MIMO radar system involves 2D directionof-departure (2D-DOD) and 2D direction-of-arrival (2D-DOA) estimation. Besides, we can obtain transmit polarization characteristics as well as polarization characteristics of the targets. To exploit the tensor nature of the array measurement after matched filters, a tensor subspace algorithm is developed, which estimates the target parameters via cross-product technique from tensor subspace. The proposed algorithm, which obtains closed-form solutions for parameters estimation, shows more accurate performance than the existing algorithm. Numerical simulations verify the effectiveness and improvement of the proposed algorithm.
I. INTRODUCTION
Multiple-input multiple-output (MIMO) systems refer to the systems adopt multiple antennas at the transmit end and utilize multiple antennas at the receive end. Owing to the spatial-time process gain, MIMO systems can achieve better performance than the single-input multiple-output (SIMO) systems and the multiple-input single-output (MISO) systems. MIMO technique is the core of the current mobile communications, and it will play an very important role in the next generation mobile communication [1] - [3] . Also, it is a promising technique for radar detection and has aroused extensive attentions in the past decades [4] - [7] . MIMO radars mean radar systems emit mutual orthogonal waveforms with multiple transmitting antennas and receive the echoes using multiple antennas. By exploiting matched filters at each receive antenna, MIMO radar can extract the information from each transmit-to-receive path. The spatial diversity and waveform diversity enable MIMO radar to obtain much better performance than the traditional phase-array radar.
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Bistatic MIMO radar is an branch of various MIMO systems. Target localization is an interesting topic in it that draws many concerns. Generally, target localization in a bistatic MIMO radar involves the estimation of directionof-departure (DOD) and direction-of-arrival (DOA). So far, a lot of excellent estimation algorithms have emerged, such as multiple signal classification (MUSIC) [8] , estimation of signal parameters via rotational invariance techniques (ESPRIT) [9] - [11] , propagator method (PM) [12] , [13] , maximum likelihood (ML) [14] - [17] , higher order singular value decomposition (HOSVD) [18] - [20] and parallel factor (PARAFAC) [21] - [25] . Generally, most of the existing algorithms are transferred from the traditional spectrum estimation algorithms. Thus those estimators in bistatic MIMO radar inherit the characteristics of the traditional ones. For example, MUSIC requires enormous peak searching, ESPRIT can obtain closed-form solution, PM is computationally efficient since it is free from eigendecomposition of high dimensional data, ML always attain the Cramér-Rao bound (CRB) [26] , while tensor approaches such as PARAFAC and HOSVD offer much better performance than the matrix-based methods. VOLUME 7, 2019 This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see http://creativecommons.org/licenses/by/4.0/ However, the above mentioned methods are only effect to obtain one-dimensional (1D) DOD (1D-DOD) and 1D-DOA, as the geometries of the transmit antenna array and the receive antenna array are linear. Since targets are usually distributed in two-dimensional (2D) space, hence 2D-DOD and 2D-DOA estimation is more practical to radar systems. Up to now, only a few works have focus on this area. In [27] , the authors proposed a new architecture for MIMO radar, in which both the transmit antennas and the receive antennas are placed in nonlinear geometries (e.g., circular, L-shape, rectangle). Furthermore, an improved PM algorithm is derived. In [28] , a joint diagonalization based method was developed for 2D-DOD and 2D-DOA estimation, which makes use of the L-shaped array structure. A common feature of [27] and [28] is the usage of non-linear scaler sensors. Actually, 2D direction finding can be accomplished via using an electromagnetic vector sensor (EMVS). Unlike the scalar sensor, an EMVS can measure the electronic field strength and the magnetic field strength at the same time. As the electromagnetic response contain 2D direction information as well as polarization characteristics of the incoming signal, an EMVS array outperforms a scalar array in terms of detection, anti-interference and angle resolution. In [29] , the author presented a bistatic MIMO radar configuration that is composed of multiple transmitting EMVS and a single receiving EMVS, each EMVS is consists of three orthogonal electric dipoles three orthogonal magnetic loops. Combine with the ESPRIT algorithm, the presented MIMO array system can provide closed-form azimuth-elevation angle estimation. In addition, and exploit the polarization diversity in addition to improve target localization performance. In [30] , the author extended the EVMS-MIMO radar configuration in [29] to a more general setup, in which both the transmit antennas and receive antennas are EMVS, and a modified ESPRIT algorithm was developed to measure the 2D-DOD, 2D-DOA,2D transmit polarization angle (2D-TPA) and 2D receive polarization angle (2D-RPA). To reduce the computational burden, a PM-Like estimator was derived in [31] . Unfortunately, the tensor structure of the array measurement was neglected in [30] and [31] .
In this paper, we investigate into the problem of target localization in bistatic EMVS-MIMO radar, and a tensor subspace-based algorithm is proposed. Firstly, the array data from the matched filters is stacked into a third-order tensor. Then a fourth-order covariance tensor is constructed. Thereafter, the HOSVD is performed on the covariance tensor. Using the truncated eigenvalue decomposition (EVD) idea, a new signal subspace can be obtained, which is more accurate than the traditional one that obtained from EVD on covariance matrix. Then the 2D-DOD and 2D-DOA are estimated using the combination of ESPRIT technique and cross-product method. Moreover, 2D-TPA and 2D-RPA are obtained via least squares method. Finally, all the estimated parameters are paired by exploiting the orthogonality between the signal subspace and the noise subspace. To show the superiority of the proposed method, computer experiments are designed and carried out.
Notations, throughout the paper, lowercase italic letters, boldface lowercase letters, boldface capital letters and boldface calligraphic letters, e.g., a, a, A and A, are reserved for scalars, vectors, matrices and tensors, respectively. A T , A H , A * , A −1 stand for transpose, Hermitian transpose, conjugate and inverse of A, respectively. A ⊗ B, A B and A ⊕ B account for Kronecker product, KhatriRao product and Hadamard product of A and B, respectively. I N denotes the N × N identity matrix, 0 N denotes the N × 1 vector with all the elements are zeros. a b represents vector-crossproduct between a = [a 1 , a 2 , a 3 ]
identity tensor, whose (k, k, · · · , k)-th (k = 1, 2, · · · , K ) entities are ones, and zeros elsewhere. a F denotes the Frobenius norm of a. diag {a 1 , a 2 , · · · , a N } stands for a diagonal matrix with the n-th diagonal entity is a n .
II. TENSORS AND DATA MODEL A. TENSOR AND HOSVD
A tensor is a multidimensional array [32] . Let X ∈ C I 1 ×I 2 ×···I N denotes an N -th order tensor. The fibers are the higher-order analogue of matrix rows and columns. A moden fiber of X is an I n -dimensional column vector obtained from X by varying the index i n and keeping the other indices fixed. Some useful definitions concerning tensor operation are listed as follows:
Definition 1 (Unfolding or Matrixcization): The moden unfolding of an N -th order tensor
The moden product of an N -order tensorX ∈ C I 1 ×I 2 ×···×I N and a matrix A ∈ C J n ×I n , denoted by X ×n A, is a tensor of size I 1 × · · · × I n−1 ×J n ×I n+1 ×· · ·×I N , obtained by taking the inner product between each mode-n fiber and the rows of the matrix A, i.e.,
The mode-n product admits the following properties
Definition 3 (HOSVD):
The HOSVD of an 4-order tensor R ∈ C I 1 ×I 2 ×I 3 ×I 4 with rank K is given by
which can be regarded as a multilinear transformation of a core tensor G ∈ C M ×N ×M ×N represents the core tensor,the unitary matrix
represent the left singular matrices unfolded by the mode-n(n ∈ {1, 2, 3, 4}) of R, respectively.
B. THE SIX-COMPONENT EMVS
In this paper, we consider the six-component EMVS that is composed of three orthogonally oriented dipoles and three orthogonally oriented loops, which sense the electric field and magnetic field, respectively. For the scenario that a far-field completely polarized electromagnetic wave impinging on an EMVS, the spatial response vector can be expressed as [33] 
where e = e x , e y , e z T denotes the electric-field vector, h = h x , h y , h z T is the magnetic-field vector, they sense electric field and magnetic field intensity respectively. F(θ, φ) denotes 6 × 2 spatial response matrix that θ ∈ [0, π] is the azimuth angle, and φ ∈ [0, 2π ) is the azimuth-angle, (γ , η) is known as the polarization-parameter pair with γ ∈ [0, 2π ] is the auxiliary polarization angle and η ∈ [−π, π) stands for the polarization phase difference.The matrix F (θ, φ) and g (γ , η) are given by
and g (γ , η) = sin γ e jη cos γ .
Moreover, for any (θ, φ, γ , η), there exists
Thus, the magnitude and direction of the flow of energy in electromagnetic wave is described by the Poynting vector [u, v, w] , which is defined by the vector-cross-product between e and h [33] 
Obviously, 2D direction-parameter pair is uniquely determined by the Poynting vector.
C. BISTATIC EMVS-MIMO RADAR
Now we consider a bistatic EMVS-MIMO radar system, as illustrated in Fig. 1 . We assume that the MIMO radar equipped with an M -element EMVS transmit array and an N -element receive EMVS receive array. Both of which are uniform linear arrays (ULA), and the spatial distance between the adjacent EMVS is λ/2, where λ is the carrier wavelength of the transmit waveforms. The transmit EMVS antennas emit 6M polarized electromagnetic waveforms {s m (t)} 6M m=1 , which are mutual orthogonal with normalized power, where t is the fast time index (time index during a radar pulse). The transmitted signals are reflected by K slowly moving targets,and the echoes are collected by the receive EMVS antennas snapshot by snapshot. Thereafter, the output of the matched filters takes the form
is the associate transmit polarization response vector, θ t,k , φ t,k and γ t,k , η t,k are the 2D-DOD pair and the transmit 2D-TPA pair for the k-th target, respectively. r k (τ ) accounts for the reflected coefficient of the k-th target. n (τ ) ∈ C 36MN ×1 stands for white Gaussian noise vector. Further more, y (τ ) can be expressed as
In order to utilize the tensor-based method, we rewrite y (τ ) as
Taking L snapshots X [y (1) , y (2) , · · · , y (L)] ∈ C 36MN ×L into account, we can re-write Eq.(10) as
where S = [r (1) , r (2) , · · · , r (L)] T ∈ C L×K is the radar cross section (RCS) coefficients matrix; N ∈ C 36MN ×L stands VOLUME 7, 2019 for white Gaussian noise matrix. The covariance matrix of y (τ ) is
where R ss is the signal covariance matrix, R w is the noise covariance matrix. Obviously, R is a Hermitian matrix. Suppose that L snapshots τ = 1, 2, · · · , L, R can be approximated byR
It has been point out that the array data of Eq.(11) can be picked up into a third-order tensor X ∈ C N ×M ×L [18] , [21] , the (n, m, l)-th element of X is given by
where C t (m, k) represents the (m, k)-th element of C r and similar to others; N is the corresponding noise tensor.
III. THE PROPOSED ALGORITHM A. TENSOR-BASED SUBSPACE ESTIMATION
Generally speaking, R can be approximated by K principal components,i.e.,
where U s is the signal subspace, s is a diagonal matrice which consist of the K dominate eigenvalues. Actually, R can be rearranged into a fourth-order covariance tensor R ∈ C M ×N ×M ×N . The (m, n, p, q)-th element of R is given by
Notably, R is an Hermitian tensor. According to Definition 3, the HOSVD of the measurement R can be expressed as
where G ∈ C N ×M ×N ×M denotes the core tensor, 
where 
Insertion of G s into above equation in combination with Definition 2 yields
By the Hermitian unfolding of R s , we can form a new cross-correlation matrix R s from R s , which is given by [34] 
Insertion of Eq.(15) into Eq. (20) yields
As R is an Hermitian tensor, we have U 1s = U * 3s , U 2s = U * 4s . Therefore, we get U 12s = U H 34s . Using the truncated EVD of R s , a new signal subspace E s can be obtained, which can be expressed as
From Eq. (22) one can observe that E s and U s span the same subspace. It has been proven that U s and the visual steering matrix A span the same signal subspace. As a result, there exists a full-rank matrix T that
B. 2D-DOA ESTIMATION
Utilizing the selection matrices J 1 , J 2 and J 3 , from the matrix A, two subsets A r1 and A r2 can be obtained as
where A r1 and A r2 denotes the first and the last 6 (N − 1) rows of A r , respectively. r = diag (β 1 , · · · , β K ) is the receiving array phase shift phase matrix of all targets.
, p = 0, · · · , 6M − 1, J 2 = I 6(N −1) |0 6(N −1),6 and J 3 = 0 6(N −1),6 |I 6(N −1) .
Observed from the Eq.(24), there is a relation between the matrix A r1 and A r2 , e.g., A r2 = A r1 r . Thus, considering the rotation invariance of uniform linear arrays, the special structure of arrays can be used for angle estimation. Combination with Eq.(23), the partitions of E s correspond to A r1 and A r2 can be expressed as
where T ct = ct (i, m) T. As E r1 and E r2 are full-rank matrices, according to Eq.(25), a unique non-singular K × K matrix r exists such that E r2 = E r1 r (26) Furthermore,we get
Combined Eq.(25) with Eq. (27), we get
Thus
Therefore, form eq. (27), A r1 can be obtained either from
r . The estimation performance can be improved by taking the average of A r1 obtained using both E r1 and E r2 . The EMVS components can be estimated as
whereẼ r n denote (6n − 5)th row to (6n)th row of E r = J 1 E s , according to eq.(7), we get
Therefore,the elevation and azimuth angles of DOA can be estimated aŝ
After obtaining the estimation of c r , θ r , φ r , according to eq.(5), the polarization vector g (γ r , η r ) can be estimated
Then divide the above two formulaŝ g r1 g r2 = tan γ e jη (34) Thus, the receive polarization angle estimated aŝ
Similarly, utilizing the selection matrices J 4 , J 5 and J 6 , from the matrix A, two subsets A t1 and A t2 can be obtained as
where A t1 and A t2 denotes the first and the last 6 (M − 1) rows of A t , respectively. t = diag (α 1 , · · · , α K ) is the transmitting array phase shift phase matrix of all targets.
cr (i, m) = diag β m 1 c r 1 (i) , · · · , β m K c r K (i) , i = 1, · · · , 6, n = 0, · · · , N − 1, c r K (i) denote the ith row of c r K , J 4 = I 6M ⊗ e T q in which e q is 6N × 1 vector with qth entry is one and remaining all entries are zero, and q = 1, · · · , 6N ,J 5 = I 6(M −1) |0 6(M −1),6 and J 6 = 0 6(M −1),6 |I 6(M −1) . Observed from the Eq.(36), there is a relation between the matrix A t1 and A t2 , e.g., A t2 = A t1 t . Combination with Eq.(23), the partitions of E s correspond to A t1 and A t2 can be expressed as
where T cr = cr (i, n) T. As E t1 and E t2 are full-rank matrices, according to Eq. (37), a unique non-singular K × K matrix t exists such that
Furthermore, we get
Combined Eq.(37) with Eq.(39), we get
Therefore, form eq.(37), A t1 can be obtained either from E r1 or from E r2 . The transmit EMVS components can be estimated as
whereẼ t m denote (6m − 5)th row to (6m)th row of E t = J 4 E s , according to eq.(7), we get
Therefore, the elevation and azimuth angles of DOD can be estimated aŝ Similar to the estimation of the 2D-RPA, after obtaining the estimation of c t , θ t , φ t , according to eq.(5), the polarization vector g (γ t , η t ) can be estimated byĝ (γ t , η t )
Thus, the transmit polarization angle estimated aŝ
2D-DOD AND 2D-DOA PAIR MATCHING
Letˆ andˆ denote the vector of parameters θ ,ˆ ,γ ,η of the transmit and the receive array, respectively. Then, the MIMO steering vector can be expressed as a ˆ ,ˆ = a t ˆ ⊗ a r ˆ . The columns of E s are spanned by the columns of A and orthogonal to the columns of E n . Thus, the columns of A are also orthogonal to the columns of E n . Based on this fact, the pairing between DODs and DOAs can be obtained as
Then, selecting the minimum value related toˆ i for eachˆ j
IV. SIMULATION RESULTS
In this section, 200 Monte-Carlo experiments are used to evaluate the performance of the proposed estimation algorithm. In our simulation,the bistatic EMVS-MIMO radar system was equipped with M transmit elements and N receive elements. Each element is consist of six-component EMVS. Assume that there exist K uncorrelated far-field targets and the RCS coefficients are supposed to fulfill the Swerling-II model. The signal-to-noise ratio (SNR) in the simulation is defined as SNR = 10log (σ s /σ n ) where σ s and σ n are the signal power and noise power, respectively. Two measures were applied for performance assessment. The first one is the root mean square error (RMSE), which is defined as
where t represents the number of simulations,θ i,k denotes the mean on four polarization angles (2D-RPA and 2D-TPA). For comparison, the performances of [30] (marked with ESPRIT) is added. The following two scenarios are considered: the RMSE on direction angle estimation. This is because the estimation accuracy of polarization angle depends on the estimation of direction angle. Fig3 illustrates the PSD versus SNR. It shows that all the targets can be identified when SNR ≥ 25dB by the proposed method or ESPRIT method. In addition, the PSD of the proposed method and the ESPRIT-based method reach the threshold when SNR = 12dB and SNR = 25dB, respectively. Similarly to the RMSE, the PSD on polarization angle is higher than the PSD on direction angle until reaching their threshold. It is clearly to see that RMSE of all the algorithms gradually increase with the growing K. Fig5 illustrates the PSD versus K. We can see that the PSD decline rapidly with the growing K. And that should be noted that the proposed algorithm can offer 100% PSD of the direction angle at various K . Nevertheless, similar to the previous results, the proposed algorithm offer lower RMSE, higher PSD than the ESPRIT algorithm. The proposed estimator exhibits an decreasing trend with N increasing, while ESPRIT is insensitivity to N . Moreover, RMSE of the proposed algorithm are an order of magnitude lower than that of the ESPRIT algorithm. Fig7 illustrates the PSD versus K, from which we observe that PSDs associate with the proposed algorithm would be improved with N increasing. However, PSDs corresponding to the ESPRIT algorithm are much lower than the proposed algorithm, and they barely change with N . Otherwise, the PSD of the proposed method on direction angle estimation reach the threshold when N = 6.
Experiment 4: In this experiment, M = 6, N = 8, K = 3, SNR = 20dB, scenario 1. Fig8 illustrates the RMSE versus L. The result in Fig.8 indicate that the RMSE is decreasing with an increase in the snapshot number. As compared with the ESPIRT method, RMSE performance of the proposed method is 10 times higher for direction angles and polarization angles estimates. Fig9 illustrates the PSD versus L, from which we observe that PSDs associate with the proposed algorithm would be improved with L increasing, and reach 90% when L ≥ 400. However, PSDs corresponding to the ESPRIT algorithm are much lower than the proposed algorithm, and less than 60% even if L is at a high value.
V. CONCLUSION
In this paper,we investigate into the problem of joint 2D-DOD, 2D-DOA, 2D-TPA and 2D-RPA in bistatic EMVS-MIMO radar system, and we have proposed a HOSVD estimator for it. Unlike the matrix-based method, the proposed method can make full use of the tensor structure, so it has better performance on parameter estimation. Simulation results indicate the proposed method provides more accurate angle estimation than the existing method, which will lead to a brighter prospect in applications. However, it should also noticed that there are many rooms to be improved, for instance, how to lower the computational load of HOSVD, how to avoid the pairing calculation. We will continue focus on these problems and devote more efforts to these issues.
