Abstract. We consider online and space-bounded computations in the data stream processing model where a stream is a sequence of records of the form (i, 1) signifying insertion of item i, or, (i, −1), signifying deletion of item i, where, i ∈ {1, 2, . . . , n}. This model finds applications in network monitoring, approximate query answering in databases, computational geometry, where, items signify points in d-dimensional space, graph streams, where, items signify edges of a streaming graph and compressed sensing. We abstract computations over data streams using the stream automata model of computation. Our main result is that a certain natural generalization of the transition function of any stream automaton is essentially a linear mapping. This is used to derive space lower bounds for deterministic data stream computations.
Introduction
Recently, there has been substantial interest in space-bounded online computations, called data stream processing, from networking and database researchers, algorithm designers and computational complexity theorists. In this paper, we consider data stream processing, where, the input stream of records can correspond to both insertion and deletion of basic entities. A data stream [2] is modelled as a sequence of records (i, δ), where, i ∈ [n] = {1, 2, . . . , n} and δ ∈ {+1, −1}, where, δ = 1 signifies an insertion and δ = −1 signifies deletion. The frequency f i of an item i is defined as f i = (i,δ) appears in stream δ. Among the well-studied problems in this model include, finding approximate frequent items [29, 10, 28, 6, 8] , approximate φ-quantiles [20, 19, 8, 21] , approximately optimal histograms using b-buckets and approximately optimal b-coefficient wavelet representation [18, 25] , and many others [1, 27] . Other examples include, the streaming graph model [12, 13, 11] , where, the stream is a sequence of records of the form (e, δ), where, e is an edge and δ ∈ {1, −1} and, computational geometry applications [14, 26] , where, the stream is a sequence of records of the form (P, δ), where, P ∈ [n] d is a d-dimensional point and δ ∈ {+1, −1}.
Summary
In this work, we present a generic model of data stream computations, called stream automata. A deterministic stream automaton that is space-bounded to use s bits is a Turing machine with a finite state control that uses two tapes, namely, an s-bit work-tape, and a one-way input tape that is potentially unbounded. The first two records on the input tape signify m and n, where, [n] = {1, 2, . . . , n} is the domain of the inputs and m represents an upper bound on the frequencies, that is, |f i | ≤ m, for 1 ≤ i ≤ m. The remainder of the input tape consists of the stream records of the form (i, δ). A randomized stream automaton uses an additional s-bit tape consisting of the random coin tosses that is initialized at the beginning of the computation and is read (but not written) any number of times during the computation. The configuration of a stream automaton is identified with the triple (q, h, w), where, q is the current state of the finite control, h is the current position on the work-tape and w is the current contents of the work-tape. The configuration transition function is the mapping that takes one configuration of the stream automaton to the next configuration, after processing a stream record of the form (i, δ). We show that for every deterministic stream automaton A using s bit bounded work-tape, there exists another s-bit bounded deterministic stream automaton B whose generalized transition function is isomorphic to a linear mapping. More precisely, the configuration of B is isomorphic to Af , where, A is a w × n matrix, f is the n-dimensional frequency vector and w ≤ s. Further, Af can be expressed using s + log s + O(1) bits.
Deterministic computations over update streams. We now discuss the implications of this result for update data streams. Firstly, it effectively shows that computations over update streams are essentially path-independent, that is, the configuration of the stream automaton is dependent only on the value of the current frequency vector f and not on the precise sequence of updates. This is true since, effectively, any stream automaton can be equivalently simulated by another automaton whose configuration transition function is a linear map of the form Af . Thus, if f = g, then, Af = Ag. This conclusion is to be contrasted with computations for insert-only (and sliding window) models of streams that are not path-independent, and hence, are not expressible as linear mappings. Examples include the Misra-Gries algorithm for finding frequent items [29] and the Greenwald-Khanna algorithm for finding approximate quantiles [21] . A second consequence of linear mapping is that all deterministic computation over data streams is naturally composable. Composability refers to the property that the summary structure for the union of two (or more) independent streams can be easily composed from the summary structures of the independent streams themselves. This property is highly desirable in distributed systems. Clearly, any linear mapping is composable, since, A(f + g) = Af + Ag, where, Af and Ag represent the summary structures of the computations over independent streams whose frequency vectors are f and g respectively. This simple consequence of linear mapping is once again in contrast with computations for insert-only streams, where, computations are not easily composable (e.g., the Misra-Gries algorithm, Greenwald-Khanna algorithm, etc.).
The linear mapping property is used to derive space lower bounds for approximate and deterministic computation of functions over data streams.
Randomized computations over update streams. Randomized computations over update streams are modelled using stream automata that uses three tapes, namely, a one-way input tape containing the data stream, a work tape limited to s-bits and an s-bit tape containing the random bits that are to be used during the computation. The random bits are written after the values of the input parameters, m and n are read from the input tape; thereafter, the random tape is used as a read-only tape. The main result for deterministic computation extends to this scenario, namely, the generalized transition function-which is now a function of the random bit string ρ, is essentially a linear mapping.
Organization The remainder of the paper is organized as follows. In Section 2, we present the stream automaton computational model and compare it with related work. Section 3 presents the basic properties of computations using stream automata. Finally, we conclude in Section 5.
Stream Automaton
In this section, we present a machine model for space bounded, online computations involving involving both insertion and deletion operations in the input sequence.
A stream automaton A is modelled as a Turing machine (TM) with two tapes, namely, a one-way read-only input tape and a work tape. The input tape is divided into two parts as follows. The first part contains the input size parameters m and n. The second part of the input tape contains the sequence of updates of the form (i, 1) or (i, −1), where, i ∈ [n] and such that |f i | ≤ m for all items i at each stage of processing. 1 The language accepted by A is defined as the set of input sequences (streams) for which A terminates in an accepting state (we assume that A always terminates on all inputs). The frequency vector of the stream defines the current input, after processing the insertions and deletions. We therefore place an important restriction regarding the language accepted by a stream automaton, namely, that it is based on the frequency vector of the input stream only. This property is a common characteristic of all known summary structures for update streams [1, 6, 8, 9, 15, 16] . It is also true in many online computational applications that handle both insertions and deletions, including, online computational geometry applications, graph streaming applications, linear algebra-based applications, etc.. An implication of this property is that if σ and τ are input sequences with the same frequency vector f , then, either both σ and τ are accepted by A, or, both are rejected by A.
Related Work. The main difference between our model and the existing models is in the notion of the input size. In general, the input size is modelled as a function of the size of the input string. In our case, the input size parameters are given to be m and n, but otherwise, the size of the update sequence (i.e., the stream) can be unbounded. A well-studied class is 1L, or the class of languages that can be accepted by a TM that reads its input tape unidirectionally and uses O(log I) space, where, I is the length of the input. Recently [22, 23, 24] have proposed a model for proving lower bounds for external memory and streaming computations. Their model allows TMs that have two kinds of tapes, namely, length unbounded tapes that are bounded in total number of head reversals r(I), and, bounded length tapes that use a total of s(I) cells, where, I is the input size. They define the complexity class ST (r(I), s(I)) as the set of languages that can be accepted by a Turing machine that is subject to the above constraints. Streaming computations are intended to be modelled by letting r(I) = 0 (i.e., no reversals). The problem with the classes such as 1L or ST (·, ·) is that the workspace is determined by the size of the input, whereas, for update streams, it is possible for very long update sequences to have I = 0 (or, very small values of I), making this notion unsuitable.
Computing using stream automata
In this section, we prove properties about computations using stream automata. We assume that the alphabet of the work tape of a stream automaton A is binary and is bounded to use at most s bits. Fix a value of m, n ≥ 2, and consider the execution of A on the class of inputs with these input values for m and n.
Transition function. We consider the configuration of the TM A just before it processes a new input record, and after it has read the input parameters m and n. The configuration can be modelled as the triple (q, x, w), where, q ∈ Q is the current state of the finite control, x is the index of the current cell of the work tape, and w is the current contents of the work-tape. The processing of each record can be viewed as as a function ⊕(a, v), where, a is the current configuration of A, and v is the current record (of the form (i, ±1)) on the input tape. The transition function ⊕ = ⊕ m,n is in general a function of m and n. Let ∆ n = {e 1 , e 2 , . . . , e n , −e 1 , −e 2 , . . . , −e n } denote a set of vectors, called transition vectors. A stream update of the form (i, 1) is equivalently viewed as e i and (i, −1) as −e i , where, e i is the i th standard basis vector of R n . The transition function is written in infix form as a ⊕ x with the assumption that the ⊕ operator is left-associative. If transition vectors u 1 , u 2 , . . . , u r belonging to ∆ appear consecutively on the input tape, the notation u 1 • u 2 • . . . • u r is used to denote the sequence. Similarly, the concatenation of two sequences of vectors σ and τ is denoted by σ • τ . The trace of a vector sequence σ = u 1 • u 2 • . . . • u r , where, u 1 , u 2 , . . . , u r ∈ ∆, is defined as tr σ = u 1 +u 2 +. . .+u r . Let O denote the initial configuration of A. During the processing of update sequence, the stream automata can be modelled as a deterministic finite automaton (C, ⊕, O, C F ), where, C = C m,n denotes the set of all configurations reachable from O on input streams with parameters m and n and ⊕ is the transition function. C F denotes the subset of configurations from C that are accepted by A.
2
We classify stream automata into one of three types, depending on the nature of the transition functions, namely, path independent, path reversible and nonreversible. An automaton A is said to be path independent, provided, for any input stream σ, the configuration of A, after starting from O and after processing σ, is dependent only on tr σ. The automata is said to be path reversible provided, for any configuration a and feasible input sequence σ, a ⊕ σ • σ r = a, where, σ r is the reverse of σ, that is, if
. .+u n must be all feasible vectors. Finally, non-reversible automata are those that are not path reversible.
All known summary structures for update streams (i.e., practical stream automata) have path independent transition functions, including, Sketches [1] , Count-Min sketch [8] , random subset sums [19] , Countsketch [6] , Coppersmith and Kumar's sketches [7] , Indyk and Woodruff's structure for estimating frequency moments [27] , the Hss structure [3, 4] , the k-set structure [17] and CRprecis [16] etc.. We also note that there exist well-known and efficient algorithms for insert-only streams whose transition functions are not path reversible, for example, the Frequent algorithm of [29, 10, 28, 5] , finding approximate φ-quantiles [21] , etc..
Path independent automata
Consider the execution of a path independent automaton A for a fixed value of m and n. The space of feasible vectors is denoted by F = F m,n = {f ∈ Z n | |f i | ≤ m}. By path independence, the following function Ψ that maps feasible frequency vectors to configurations, is well-defined.
Further, it follows that, if Ψ (f ) = Ψ (g), then, for all update vectors e ∈ ∆, Ψ (f + e) = Ψ (g + e). It follows by induction that for all vectors h such that f + h and g + h are feasible,
By induction, we obtain that for any integer c such that ch is feasible and h ∈ K, ch ∈ K. Suppose that g, h ∈ K. Then, −g ∈ K and therefore,
We therefore conclude that K is a linear subspace of a vector space V of dimension n over a field F = F m,n that is, either, (a) Q or an extension of Q, or, (b) a finite field of characteristic at least 2m, in order to distinguish between the elements −m, . . . , m. Equivalently, K can be expressed as follows.
Given a feasible vector g, define the coset K + g = {h | h is feasible and g − h ∈ K}. Consider the quotient space F/K defined as the set of cosets {K + g | g is feasible} and define the addition of cosets as follows:
The coset-addition is well-defined, since, K is a linear space. The set of reachable configurations is isomorphic to the quotient space, which is isomorphic to the range of L. Further, if b = a ⊕ e, and Ψ (f ) = a, then, a and b can be identified with K + f and with K + f + e, respectively. Therefore, (K + f + e) − (K + f ) = K + e and can be represented as Le. Suppose that the rank of L is r. Let L i1 , . . . , L ir denote the linearly independent columns of L. Thus,
The space of reachable configurations of A is isomorphic to the set F/K. Further, a ⊕ e = a ′ + Le, where, a ′ is the element of F/K that is isomorphic to a. This implies that O ⊕ σ = O ′ + L(tr σ); in other words, the ⊕ function is an affine function. It is a linear function provided O ′ = 0, which is what all existing summary structures assume [6, 8, 9, 15, 16] . We summarize the above discussion in the following lemma. Lemma 1. Let A be a path independent automaton that uses s bits on the work tape and has starting configuration O. For every m, n ≥ 2, there exists a linear function L m,n : F n m,n → F r(m,n) m,n of rank r(m, n) with kernel K m,n satisfying the following properties.
1. F m,n is either (a) a finite field of characteristic at least 2m and of size at least n, or, (b) is a field of characteristic 0. 2. C m,n is isomorphic to F m,n /K m,n ; let λ m,n denote the isomorphism.
Path Reversible Computations
In this section, we study stream automata whose transition function is path reversible, that is, for any feasible stream σ = u 1 • u 2 • . . .
• u r and configuration a, a ⊕ σ • σ r = a, where,
We say that a configuration a can be attained by a frequency vector f if there exists a stream of update vectors σ such that O ⊕ σ = a and tr σ = f . Let Φ(f ) denote the set of attainable configurations by f , that is,
and tr (σ•σ) = tr σ+tr σ = 2f . Therefore, O ∈ Φ(f +f ), or that 2f ∈ K, assuming 2f is a feasible frequency vector. More importantly, by path reversibility, O = O⊕σ r and tr σ r = −f . Therefore, O ∈ Φ(−f ). Generalizing, for f ∈ K and for all c ∈ Z such that cf is feasible, cf ∈ K. Now suppose that f, g ∈ K and f + g is feasible.
Therefore O ∈ Φ(g) ∩ Φ(f ) and therefore, there exist update vector sequences σ and τ such that tr σ = g, tr σ = f and
It follows that K is a linear subspace and can be written as the kernel of a linear transformation L : F n → F w , that is, K = {f | Lf = 0}. As before, we are led to the quotient space (F/K, +), where, F/K = {K + g | g feasible} and the sum of two cosets K + f and K + g is defined as
It follows that Φ(f ) ⊂ Φ(g) and vice-versa, that is, Φ(f ) = Φ(g).
Recall that we have made a basic assumption that queries are based on the frequency vector only. For deterministic computations, this means that if any configuration in Φ(f ) is accepted by A, then, all configurations in Φ(f ) must be accepted by A. Therefore, if Φ(f ) = Φ(g), it means that the automaton A cannot distinguish between f and g, that is, A either rejects all input streams σ with tr σ = f or tr σ = g, or, accepts all σ with tr σ = f or tr σ = g. Thus, the notion that the coset K +g is either accepted or rejected is well-defined, that is, A either accepts every stream σ such that tr σ ∈ K + g, or rejects every such stream. This analysis shows that the set of reachable configurations of the work tape of A is isomorphic to F/K. Essentially, this shows that path reversible automata are path independent. We summarize the above discussion in the following lemma.
Lemma 2. For each value of m, n, if the transition function of A is path reversible, then, it is path independent. ⊓ ⊔
Non-reversible automata
In this section, we study non-reversible automata. Keep the parameters m and n fixed. An edge-reversible automaton is an automaton whose transition function satisfies the property that a ⊕ v j • −v j = a, for a ∈ C and v j ∈ ∆. We first note that path non-reversible automata are also edge non-reversible (as expected).
Fact 3 An automaton is path reversible iff it is edge-reversible.
Proof. Clearly, path reversibility implies edge-reversibility. To show the converse, suppose that the given automaton is not path reversible, that is, there exists a configuration a ∈ C and a feasible stream σ such that a ⊕ σ • σ r = b and 
• σ repeated j times. For every configuration a and vector v ∈ ∆ such that a ⊕ (v • −v) = a, define the sequence of configurations
Since the configuration space C is finite, the configurations in the sequence
Here the operator min returns the minimum in terms of some fixed lexicographic ordering of the configurations. We impose an arbitrary but fixed ordering on the transition vectors in ∆ = v 1 , v 2 , . . . , v |∆| . For a given configuration a, define the following sequence of configurations.
In the sequence of configurations, {a (j) } j≥0 , let t = t(a) and o = o(a) be the smallest indices such that a (t) = a (t+o) and o ≡ 0 mod |∆|. By finiteness of the configuration space C, integers t ≥ 0 and o ≥ 1 exist. Let [a] denote the following set of configurations.
[a] = {a
The set [a] behaves as an equivalence class (and is dependent on the choice of the ordering of the vectors in ∆). Let C F denote the set of configurations of A corresponding to acceptance. Note that, once again, we use a more general notion of accepting configurations, to model the fact that after the input stream is processed, a query is either accepted or rejected by processing the configuration of A immediately after the stream has been processed. With this view, we can model the processing of A on stream records as a DFA (C, ⊕, ∆, C F ). We construct a deterministic finite automaton (DFA) B = (C ′ , ⊙, ∆, F ′ ) with set of states C ′ , input alphabet ∆, set of final states F ′ and transition function ⊙. Let C ′ = {[a] | a ∈ C}, the set of final states as F ′ = {[a] | a ∈ C F } and transition function ⊙ defined as follows.
Lemma 4. (1) B is well-defined, and (2) L(B) = L(A).
Proof. To prove (1), we have to show that the set of accepting configurations
and a is accepting. Further, there exists streams σ, τ such that a ⊕ σ = b ⊕ τ = a (t(a)) , and tr σ = tr τ = 0. If a is accepting, then, so is a (t(a) ) . Since, b is in C and therefore, reachable, there exists f ∈ Φ −1 (b). Hence, f ∈ Φ −1 (a (t(a)) ) and so, all streams with trace f are accepted by A. Thus, b is an accepting configuration. Thus, the set F ′ of accepting configurations well-defined.
We now prove statement (2) of the lemma. Suppose
′ is an accepting configuration iff b is an accepting configuration. Therefore, letting a to be the initial configuration O, we have
Denote the operation of constructing a new DFA B from a given automaton A viewed as a DFA as B = T (A). We can repeat the above process to obtain a series of automata
Let
where, the notation [a] s distinguishes the configuration aggregation at level s − 1, given by (2). Inductively, it follows that each configuration of C s can be associated with a set of configurations of C, and each configuration of C is associated with a unique configuration of C s . Define the relation a ∼ s b, if, a and b are both mapped to the same configuration in C s is an equivalence relation, with equivalence classes (a) s . The mapping [a] s → (a) s is a set isomorphism. Further, by construction, if a ∼ s b then a ∼ s+1 b.
Lemma 5. In the sequence of automata given by (3), there exists an index j such that
Proof. Since, a ∼ s b implies that a ∼ s+1 b, it follows that ∼ s is a refinement of the relation ∼ s+1 . If ∼ s is not the same as ∼ s+1 , |C s+1 | < |C s |. Thus, the sequence |C j | j≥0 cannot be infinite. Let s be the first index such that |C s | = |C s+1 |. This implies that C s = C s+1 . Suppose that there exists q ∈ C s and v j ∈ ∆ such that q ⊕ s v j = q. In the fixed ordering that we have assumed of the members of ∆, let k be the smallest index such that q ⊕ s v k = q ′ = q. Then, by construction, it follows that (q) contains q and q ′ , and therefore, |C s+1 | < |C s |. Since, C s = C s+1 , therefore, (q) s+1 = (q) s , and therefore, for every q ∈ C s and every v j ∈ ∆, q⊕ s v j = q. Thus, A s is edge-reversible. We have already shown that the language accepted by A is the same as that of A 1 , which is the same as the language accepted by A 2 , etc..
⊓ ⊔
Relation to DFA state minimization. We note the following relation with the classical state minimization procedure (the Myhill-Nerode theorem) for deterministic finite automata (DFA). In the procedure we have followed, we treat the configuration graph as a deterministic finite automaton, whose states are the configurations and there is an edge from C 1 to C 2 labelled with v j provided, after processing v j in configuration C 1 , the automaton A is in configuration C 2 . It follows that there exists an equivalent automaton B with the minimum number of states, where, each state of B is a set of configurations of A. If the DFA B is not reversible, then, the procedure described earlier can be used to obtain a DFA with fewer states that accepts the same language as B. However, B has the fewest number of states. We conclude that the DFA state minimization procedure applied to the space of configurations of A is the desired path-reversible automaton. Combining the discussion in this section with the earlier discussion, we obtain the following theorem.
Theorem 1. Let A be a stream automaton that uses s bits on the work-tape.
For each value of m ≥ 1 and n ≥ 2, let C = C m,n denote the set of reachable configurations of A and O = O m,n denote the initial configuration just prior to processing the stream. Let F = {f ∈ Z n | |f i | ≤ m}. Then, there exists a field F = F m,n and a linear function L = L m,n : F n → F r(m,n) with kernel K = K m,n and a many-to-one mapping λ = λ m,n : C m,n → F/K with the following properties.
1. F is either (a) a finite field of characteristic at least 2m and of size at least n, or, (b) is a field of characteristic 0 that is either Q or extends it. 2. C is isomorphic to F/K via the function λ (say).
for any legal update stream σ. 4. λ preserves acceptance, that is, for configurations C 1 and C 2 such that λ(C 1 ) = λ(C 2 ), C 1 is an accepting configuration if and only if C 2 is too. 5. r(m, n) ≤ 1 log(2m+1) (s + log s + log|Q A |).
⊓ ⊔
Generalization
In practical scenarios, data stream processing is done in two functional parts, namely, the processing of input stream records, done by A and the query processing, done by a TM B. These two parts may interleave over time. The processing of stream records is done using a limited work-space of s bits. The query processing sub-routine B takes a query string as an input, that is appended to the input tape, and uses the current contents of the work-space to answer the query. We say that the stream automaton accepts its input stream and query string, provided, after the complete round of processing, B terminates in an accepting state. Although this model appears to be more general than that discussed earlier, the salient properties remain the same. For each query string qstr, Theorem 1 holds subject to the assumption that if configurations a and b are reachable from O using input streams σ and τ such that tr σ = tr τ , then, a is an accepting configuration if and only if b is too. Theorem 1 shows that the transition function is essentially a linear function L. Hence, for a fixed query string, Theorem 1 continues to hold.
Randomized Stream Automata
A randomized stream automaton is a stream automaton that uses an additional tape for the random bits that is space-bounded to use at most s bits. The contents of the random bits tape are written at the beginning of the computation, immediately after the input parameters m and n are read. Thereafter, the random bits tape functions as a read-only tape. Suppose that ρ denotes the contents of the s-bit random tape written just prior to the processing of the input stream records. The subsequent computation can be viewed as a deterministic stream automaton that is a function of ρ. Theorem 1 continues to hold for each choice of ρ, that is, the linear mapping L = L m,n,ρ and the analogous parameters are now additionally a function of the random bit string ρ. We restate the statement for randomized automata.
Corollary 1. Let A be a randomized stream automaton that uses s bits on the work-tape and s bits on the random tape. For each value of m ≥ 1 and n ≥ 2, let C = C m,n denote the set of reachable configurations of A and O = O m,n denote the initial configuration just prior to processing the stream. Let F = {f ∈ Z n | |f i | ≤ m} and ρ be the s-bit string that occupies the random tape. Then, there exists a field F = F m,n and for every s-bit choice of the random string ρ, there exists a linear function L = L m,n,ρ : F n → F r(m,n) with kernel K = K m,n,ρ and a many-to-one mapping λ = λ m,n,ρ : C m,n → F/K with the following properties.
1. F is either (a) a finite field of characteristic at least 2m and of size at least n, or, (b) is a field of characteristic 0 that is either Q or extends it. 2. C is isomorphic to F/K via the function λ . 
Lower bounds
We present lower bounds that follow from Theorem 1. Let µ = µ m,n be any function over a data stream with input parameters m and n, for example, the L p norm, φ-quantile, entropy and higher order entropy, etc.. The kernel of µ is defined as the set of frequency vectors Z m,n (µ) = {f | µ(f ) = 0}.
Lemma 6. Suppose a function µ m,n over a data stream having a non-empty kernel is approximated to within some multiplicative factor by a deterministic stream automaton that uses s = s(m, n) bits. Then, 
Conclusions
We present stream automata, that is a computational model for online, spacebounded computation over update data streams. We show that in this model, a natural generalization of the transition function of the automaton is essentially a linear mapping. This property is used to derive space lower bounds for deterministic stream computations.
