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This research resolves some conrrollability questions of general nonlinear delay 
systems in function space in which earlier solutions of the optimal problem have 
been shown to exist. By using a powerful open mapping theorem and Gateaux 
differentiability, we avoid the diflkult requirement of FrCchet differentiability of an 
operator 
which is associated with the nonlinear system. Properties of the linearized system 
help ensure the nonlinear system’s controllability. SE 1991 Academic press. hc. 
1. INTRODUCTION 
In this paper we resolve the problem of controllability of general non- 
linear retarded systems in function space in which the solution of the 
optimal problem has been shown to exist. In [6], for example, the problem 
of minimizing a cost functional in nonlinear delay systems with I%‘~’ 
boundary conditions was explored under the condition of controllability. 
The time optimal control theory of nonlinear systems requires con- 
trollability. As has been argued, if the controls are L, functions the natural 
state space is W, . (‘I For general nonlinear retarded systems a natural way 
of investigating this problem requires the Frkchet differentiability of an 
operator F: W, ‘I) x L + W(I) which is impossible to realize for nonlinear 
systems. To overcoLe .thisPdifflculty we use weaker concepts of differen- 
tiability in WY’ and more powerful open mapping theorems. The results 
obtained are analogous to those of ordinary differential systems. We shall 
first treat the problem in C, the space of continuous functions. 
In what follows E’ denotes the r-dimensional Euclidean space with norm 
1.1. The symbol C represents the space of continuous functions mapping 
the interval [ -h, O], h > 0, into E”, with the sup norm I(. (1, defined by 
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11411 =suP-h<,CO [4(s)l, +4 EC. The controls are square integrable (L, ) 
functions as defined on finite intervals [a, t,], t, >G with 
u(~)E Lz( [o, t,], PI). If r~ [g, t,] we let .Y,E C be defined by X,(S) = 
x(t + s), -h <s < 0. IV:*’ denotes the Sobolev space of absolutely 
continuous functions X: [ -h, 0] + E” with .t E L,( [ -12, 01, E”). 
DEFINITION 1.1. The system 
i(t)=J‘(t, XI, u(t)) (1.1) 
is controllable (respectively Euclidean controllable) on the interval [a, t,]. 
if for each 4, ij E I%‘\“( [ -h, 01, E”) (resp. 4~ IV\“, .Y, EE”) there is a 
controller UE L,( [a, r,], E”) such that the solution s of (1.1) satisfies 
s,(.,G,@,u)=~ and s,,(a,&u)=$ (resp. .~(t,,rr,d,~)=.~,). The system 
( I. 1) is null-controllable (respectively, Euclidean null controllable) on 
[o, t,] if Ic/ = 0 (or X, = 0) in the above definition. 
If the above kinds of controllability are valid on every interval [a, f,] 
with t, > (r + h, we drop the qualifying phrase “on the interval [D, t ,I.” In 
Euclidean controllability we drop “on the interval [o, r,]” if it is Euclidean 
controllable on every interval [a, r,], t, > 0. We shall deduce 
controllability properties of (1.1) from those of its linear approximation 
-+(r) = o&r, 0, 0)x,+ DJ(t, 0. 0) r(r), (1.2) 
where D,f’(t, 0,O) is the Frtchet derivative of .f’ with respect to its ith 
argument. 
2. MAIN RESULTS 
Consider the general nonlinear retarded system 
(2.1) 
where f: E x C x E” -+ E” is continuous and continuously Frtchet differen- 
tiable in the second and third argument. We assume also that there exist 
integrable functions Ni: E + [0, ‘x8), i= 1. 2, 3, such that the partial 
derivatives Dif( t, 4, MV) satisfy 
ll~,.f(~y 43 ~~7)11 d Ni(r) + N,(t)l~~~I, IID,f(f, 4, ,l-)ll <N,(r) 
for all t E E, ~1 EE”, 4 E C. Under these assumptions we are guaranteed 
existence and uniqueness of a solution of Eq. (2.1) through each 
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(a, 4) E E x C for each u E L,( [o, co), E”), see Underwood and Young 
[ 111 and Chukwu [l]. Thus for each (a, 4) E E x C and for each 
u E L,( [a, oo), E”) there exists a unique response x(0, 4, u): 
E+ = [a, co) + C with initial data x,,(a) 4, u) = 4 corresponding to u. The 
mapping ~(a, 4,~): E+ + C defined by t + x,(c, 4, u) represents a point of 
C. We now study the mapping u -+ XI(U, 4, u): -x,(0, $4 ’ ): 
L,([a, CG), E”) + C. 
LEMMA 2.1. For each v E L, ( [a, T], E”), T > a, the partial FrCchet 
derivative of xl(aO, I+$,, uO) with respect to u, is given by 
Duxt(ao, do, uo) = zdoo, do, ~0, u) hw the mapping t + Z(C ao, do, uo, v) 
is the unique absolutely continuous olution of the linear differential equation 
i(t)=bf(t, X,(~o, 409 UOL uo(t)b,+4f(f, -~,(~o, 40, uo), uo(t)) u(t), 
Z,,(~o, 4 0, uo, VI = 0. 
Proof: The solution x of (2.1) is a solution of the integral equation 
x, = fp in C-h, 01, 
x(t, or 4, u) = 40) + j’ fk x,(0, #, u), 4s)) 4 t 2 CT. 0 
Let D, denote the partial derivative of x,(t, 0, $, u) with respect o u. Then 
D,x(t,a,d,u)=Oin [-h,O] 
D,x(t, a,4, u)= j’&f( s, -~,(a, 4, u), u(s)) D,x,(G 4, u) ds 
LT 
+ J ‘bfk +~,(cJ, 4, u), u(s))4 taa 0 
(Dif denotes the Frechet derivative with respect to the ith argument.) 
These differentiation formulas follow from results in Dieudonne [4, 
pp. 107, 1631. Differentiating with respect o t we have 
=bf(f, xt(g, 4, ~1, u(t)) ~D,xA~, 4, ub + &f(f, x,(0,4, u), u(t)b. 
This proves the lemma. 
LEMMA 2.2. For ~EC, u~L~([a, t,], Em), t,>a+h, let ,~(a,& u) be a 
solution of (2.1) with x0(0, 4, u) = 4. Consider the mapping u + ~,,(a, 4, u), 
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F: L,([o,t,],E”‘)~C([-h,O],E”)=C, F(u)=.u,,(a,~,u). Then the 
FrPchet derivative 
has a continuous local right inverse (is a surjective linear mapping) 13 and 
only zy, the variational control system (2.2) along the response t + x!(a, 4, u). 
namely 
I(f) = &f(4 -yr, u(t))=, + &f(f, -yl, u(t))4t), zg( 0, 4, 14, v ) = 0, 
is controllable on [a, t , ] t L > o + h. 
Proqf: The system (2.2) is controllable on [a, t , ] if and only if the 
mappmg v + z~(G, 0, 4, ~4, tj), t E [a, t,] is surjective. The lemma follows 
from the observation in Lemma 1 that 
zr,(c, cj, u, v) = D,x,,((T, 4, u)(v) = DF(u)v. 
In what follows we assume in (2.1) that 
f(t, O,O)=O. (2.3) 
As a consequence if 4 E 0 in (2.1) we have a unique trivial solution when 
u = 0. 
DEFINITION 2.1. The attainable set of (2.1) in C is a subset of 
C([-h,O],E”) given by 
.d(l,~,a)=~x,(a,~,u):u~L,([o,t],E”~),x,=~,.~isasolutionof(2.1)~~. 
If 4 = 0 we write &( t, 0, a) = &‘( t, (T). Let C”’ denote the unit cube 
c’“= {uEE”‘: (~4~1 d l,j= 1, . . . . 171). (2.4 ) 
The constrained attainable set is the subset of C defined by 
a(4 4, a) 
Whenever 4 E 0, we simply write a( t, 0, a) = a( t, a). 
DEFINITION 2.2. The system (2.1) is proper on [a, t], t > u + h. if 
OEInt a(t, G). (2.5) 
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PROPOSITION 2.1. The system (2.1) is proper on [o, t,], t,>o+h 
whenever 
i(r)=D,f(t,O,O)~,+D,f(t,O,O)v(t) (2.6) 
is controllable on [a, t,], t, >a~h. 
Proof: Consider the response x(a, 4, uj to UE L,([a, tl], E”) for 
Eq. (2.1), and the associated map u + ,~[,(a, 0, U) given by Fu = x,,(a. 0, u) 
where F: L,( [a, t,], E”‘) -+ C. Evidently F(L,( [a, t,], Cm)) = a(t, a). It 
follows from Lemma 2.1 and Lemma 2.2 that 
DFO=$ (F(lc))l,,=,=D,.u,,(a, 0, u)I,=~ 
is a surjective mapping of L,([a, r,], E”) + C. Therefore, [lo, p. 1931, F 
is locally open: there is an open ball B, c L,( [a, tl 1, Em) containing zero, 
with radius p and an open ball B,c C, containing 0, with radius r such 
that B, c F( BP). Because L,( [a, tl], Cm) contains an open ball containing 
zero, the constants r > 0 and p > 0 can easily be chosen such that 
Thus 
B,cF(B,nW,(Ca, t,l, Cm))). 
B, c F(L,( Co, t,l, Cn)) = a(t, a) 
so that 0 E Int a(t, a). This completes the proof 
Denote by @ the set of admissible controls 
Ja= L,(Ca, f,l, Cm’), (2.7) 
where C” is as defined in (2.4). 
DEFINITION 2.3. The domain 9 of null controllability of the system (2.1) 
is the set of initial functions 4~ C such that the solution x(a, 4, U) of (2.1) 
for some. ri < co and some UE L,([a, t,], Cm) satisfies x,(a, 4, u)=& 
x,,(a. 4, U) = 0. If 5S contains an open neighborhood of x,, = 0 then (2.1) is 
said to be locally null controllable with constraints. 
hOPOSITION 2.2. h (2.1) assume that 
(i) f: E x C x En’ --* E” is continuous and continuously differentiable 
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in the second and third argument; and there e.uist integrable functions Ni: 
E + [IO, ,x ), i = 1, 2, 3, such that 
II&.f(t, 4, w7)ll <N,(t) + Nz(t)lM. Imfk 4. ,~)I1 6 N,(t) 
for all t E E, 11’ E E”, q4 E C; 
(ii) f(t,O,O)=O,for all tao; 
(iii) The linearized system (2.6) is controllable in [a, t,], t, >c~+h. 
Then the domain of null controllability LZ of the system (2.1) contains zero 
in its interior, that is, 0 E Int 9, so that (2.1) is locally null controllable M.ith 
constraints. 
Proof: Assume that 0 is not contained in the interior of 9, and aim at 
a contradiction. By this assumption there is a sequence {bn ). %, d,, E C -+ 0 
as n 4 ‘LG. and so 4,i is in $3. Because the trivial solution is a solution of 
(2.1 ) on account of (ii), 0 E 9, and therefore d,! # 0 for any II. Also 
.Y,(G, d,, U) #O for any t > CT + h and any u ~4’. Thus on setting 
<,l=.~I(cr,d,,z~), and noting that for u=O, as n+~rc, <,,=.~~(cr,~,,,O)-+ 
.Y,(G, 0,O) (from continuity and uniqueness of solutions) and because 
xr(g, 0,O) = 0 is the trivial solution of (2.1) which is contained in a(t, a), 
5,Z $ a( t, a) for any t b CJ + h. We have constructed a sequence ‘, <,, t7 E C 
which has the following properties: t,, + 0 as n -+ ,x1 5, # 0 for any n. and 
<,, $ a(t, (r) for any t >, 0 + h. This proves that 0 $ Int a( t, a) for any 
t > CJ + h. This contradicts the implication of Proposition (2.1) that the 
system (2.1) is proper since the linearized system (2.6), by (iii ), is control- 
lable. The proof is complete: 0 E Int .9. 
Recall that tests for the controllability of the linear system 
.~(t)=L(t,.u,)+B(t)u(t) (2.8 I
in the space C are available in Theorem 6.2.2 of [2]. 
Thus, for the system (2.8) the domain of null controllability is open if B 
is continuous and rank B(t)=n on [t,-h, t,], t,>cr+h. 
Proposition 2.2 is a local result. To obtain a global result in which 
9 = C, we need a global stability result for the system 
i(t)= f(t, x,, 0). (2.9) 
It is contained in the next theorem. 
THEOREM 2.1. For the system (2.1) assume that: 
(i ) Conditions (i t( iii) qf Proposition 2.2 are valid. 
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(ii) The system (2.9) is uniformly exponentially stable; that is, each 
solution of (2.9) satisfies 
IIxA~~ 4)II 6 WA expC -4t- a)l, tga (2.10) 
for some k > 1, 01 > 0. Then (2.1) has its domain of null controllability GS = C. 
Proof By Proposition 2.2, 0 E Int 9, so that whenever (2.10) is valid 
every solution of (2.1) with 0 = u E %! that is every solution of (2.9) satisfies 
x,(0, fj, 0) -+O as t + io. Thus there exists a finite t,,< co, such that 
X,&Q, 4, 0) -@E 0 c 9, where (I is an open ball contained in 9 with zero 
as center. With this t, as initial time now and II/ as initial function in &, 
there exists some control LIE* such that the solution x(t,. tj, ~1) of (2.1) 
satisfies xro(t,, II/, 21) = $, x,,( to, *. a) = 0. Using 
w(s) = 1 
0, SE Cc t,l 
u(s), SE C&l, t,l 
we have )V E L,( [a, tl], Cm) and the solution x = x(a, 4. w) satisfies X, = 4, 
x,, =O. The proof is complete. Conditions that will ensure (2.10) are 
contained in [3]. 
We now restrict our attention to the state space Wi” and use the control 
space L2( [a, t,], E”) for some I, > 0 + h. We have: 
THEOREM 2.2. For the system (2.1) assume that 
(i) f: E x C x Em -+ E” is continuous and continuously differentiable 
in the second and third arguments; and there exist integrable Ni: 
E + [0, a3 ), i = 1, 2, 3, such that 
Il&f(t, 4, ~~,)I1 < N,(t) + Nz(t)l4, 
Il&f(h 4, ~t’)ll d NAt) VtEE,wEE”‘,qSEC; 
(ii) f(t,O,O)=Ofor all t>o; 
(iii) the system 
i(t) = &f(t, Rob,+ bf(t, 0, 0)0(t) (2.6) 
with u E LI( [a, tl], E”), is controllable in the state space W$“( [ -h, 01, E”). 
Then the system 
i(t) =f(t. -x,9 u(t)) (2.1) 
is locally null controllable wvith constraints; that is, there exists an open ball 
0 center zero in W$” such that all initial functions in 0 can be driven to zero 
with controls in 
?‘= {u~L,([o, tll, E”): llull~d l}. 
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Proof. The proof parallels that of the state space C except that here 
the map F may not be Frechet differentiable. More precisely. if 
urzLz([O, t,], E”), then the corresponding solution of (2.1), x(u) is an 
absolutely continuous function with derivative in L,( [0, t,], I?) so that 
s(u) E W(z”( [IO. r,], E”). Consider the mapping 
F: L>( [a, t,], E”) -+ W’,L’( [ -A, 01, E”) defined by FM = s,(u). 
To proceed as in the previous case, we need FM Frtchet differentiable. 
Because of the norms of L, and IV\‘), this requirement will place very 
stringent conditions on jI Unless u appears in an affme linear fashion in .f. 
Frechet differentiability is not possible because of a result of Krasnoselskii 
[ 13, Theorem 20.1, p. 4191. This contradicts the basic assertion of [6]. 
Indeed in [6] Jacobs and Kao assume Frtchet differentiability of .f in 
treating L,-controllability in the space IV\‘). This assumption is never 
satisfied unlessfis aflinely linear in u. But the controllability requirement 
was fundamental in the treatment of Jacobs and Kao. We use the Gateaux 
derivative which does not require such stringent conditions and we shall 
see that this weaker form of differentiability will suffice. For this, let F’(u) 
denote (formally) the Gateaux derivative of I,(U)E IV:“, with respect o u. 
Then we have that the map F’(u): Lz + IV’,‘) exists and is given by 
F’(u)r=D,x(t, u)(o)=:(t, u, I’), 
where the mapping t -+ z( t, u, II) of E into E” is the unique solution of the 
initial value problem (2.2). We can prove this assertion by using the 
following argument. The solution X(U) = .~(cr, 4. u) of the problem (2.1) is 
given as the integral 
.K(l) = cp(fL tE[-/z,O] 
.\.(f) = do) + j’.f(& .u,(u), 4s)) & t 3 0. 
0 
(2.11) 
Now consider K + F(u) = x( t, u) given as 
(FuNt) = {‘.!I 3, -u,(u), u(s)) ds 
n 
which is the map F:L2 + WY’. Let II,,, h E L,( [o, r,], E”). Then 
F(u,+rh)-F(u,) 
=i'rc s, Y, u. + A), u(s) + d(s)) -.f(s, -K,(u,,), uo(s)) ds = z(t). . ( 
572 E. N. CHUKWU 
We note that 
f(s, -~,(Uo + Th), 2(0(S) + W)) -f(s, -a,, Uo(S))lT 
--+ ~f(uo(s), 4 ) as 5 -0, 
where ~5f denotes the Gateaux differential off: Now 
IIF(~,+T~)-F(~o)/T~~:,~~ 
= s T (i(r), f(t))/T dt 0 
= s : (f(h X,(uo + Th), uo(r) + Th(r)) -f(f, X,(Uo), %(r))/T)* 
+ s as T + 0, 0 
where Sf denotes the Gateaux differential of J: Since f: E x C x E” is 
continuously Frechet differentiable 
where D,f denotes the Frechet derivative with respect to u(t) [9, 
Lemma 6.31. Thus we obtain 
since condition (i) of Theorem 2.2 holds and the Lebesgue dominated 
convergence theorem is available. 
We now prove that c5T( ., .) is continuous at (u,, O)EL,([O, T]) x 
L,([O, T]), so that by [14, Theorem 2, p. 3361, 6T(u,, h)= T’(u,)h, 
T’(u,) E B(L2, WY’): T’(u,): L, + W$” is a bounded linear map, from L, 
into u/k”. Suppose (u,, hk) + (u,, 0). Then 
lim 6T(u,, hk) 
k-r 
= lim s * CDufh .Y,(Q), ~~(~))h(~)-D,f(~, x,(~o))l~~=O k-x 0 
since D,f(s, x,(u,), uJs)) hk(s) + 0 as k -+ co and assumption (i) of 
Theorem 2.2 and Lebesgue dominated theorem is valid. 
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We note that 
II T’(u) - T’(uo)ll 6 1’ IlD,.f(s, .u,(u), u(s)) - D,,f(.Y, .Y,(Uo). U”b))ll d.7 
0 
so that from the continuity of D,,f in u we have that for every I’ > 0 and 
II E B,(u,) = {u : IIu - aoIIP < r ), there exists some finite constant L < I 
such that 
II r’(lc) - T’(u,)ll 6 L. (2.12) 
We now observe that the solution X(U) of (2.11) is Frtchet differentiable 
with respect to u(t) E E”‘. Indeed, if D,, denotes this partial derivative, then 
by Dieudonne [4] 
DAu) = 1' DA, .~,(u), u(s)) D,,x,(u)ds+ 1;: D&s, s,(zc), u(s)) ds. 
‘0 
We now differentiate with respect to t to obtain 
f CD,,.~(~~)~l= D,f(t, s,(u), u(t))Dux,(zz)z~+ D3f(t,x,(zz), u(t))zl. 
Using the assertions previously proved. 
bT(u,, v)= T’(u,)o = D,,.v(zc)z: 
and 
If u E L,( [O, r], E”), T>h, and u + x,(u) are the mapping 
F: L,([O, T],Em)-+ Wy'([ -h,O]E”) given by Fu=s,(u) where x(u) is 
the solution of (2.1) then by what we have proved 
F'(u)c = D,x,(u)c = yr(zz, I‘), 
where J is a solution of the variational equation (2.2) and 
F'(u): L,([O, T], E',)-+ I+';"[- h. 01. 
Evidently F'(0) is a bounded linear surjection if and only if the control 
system (2.2) is controllable on [G, t,]. To sum up, consider the mapping 
F: &([a, t,], E"')+ IV',". 
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Then F(0): L2( [a, tl], Em) + IV\‘) is a surjection by condition (iii), 
so that F satisfies all the requirements of Corollary 15.2 of [S, p. 1551, 
an open mapping theorem. Thus for u,=OE &([a, t,], Em), F(u,)= 
F(0) =OE WY), to every r > 0 and open ball B(0, r) c L,( [a, t,], En’) 
center 0 E L, and radius r there is an open ball B(0, p) c W$‘) center zero 
of radius p such that 
W, P) = WF(u,), P) = F(Wu,, r)) = f’(W4 ~1). 
Thus 
It follows from this that 
OEInt d(t, 0)c Wi’), 
where 
d(t,,o)= {x,,kJ,W : UE L2( [~,t,],E”)IIuIIz<r, x(u) a solution of (2.1)). 
(2.13) 
We have proved that for any r > 0, 0 E Int a( t,, 0) where the attainable set 
is as defined in (2.13) above with controls in 
Liad= {UE L2( [0, T], E”) : IJuIIz < r, r arbitrary}. 
Since r is arbitrary, we can select it to be 1. What we have proved implies 
that 0 E Int 9, where 9 is the domain of null controllability, i.e., the set of 
all initial functions $ such that the solution X(G, 4, U) of (2.1) with UE Uod 
satisfies 
Indeed, suppose not. Then there is a sequence 
as n + cc and no $, is in 9,. Since x( (T, 0,O) = 0 is a solution of (2.1), 0 E 9. 
We can therefore assume that $, # 0 Vn. Thus, x,,(r~, d,,, U) # 0 for any 
u E Uad, and any f1 > A. If 5, = x,,(~, A, u), 5, = -r,,(o, A,, 0) + x,,(o, 0, 0) 
(from continuity and uniqueness of solution). Because x,,(G, 0,O) = 
0 E &(t,, a), 5, # &(t,, a) for any t, > 0. We now have a sequence 
(5,) E w:l’ which has the property 
5,-O as n-+03; {,#O for any n, 5,$d(t,,a) for any t, >A. 
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We conclude that 0 $ Int &( t,, U) for any I, > k, a contradiction. This 
concludes the proof that (2.1) is locally null controllable with constraints. 
Remark. If D3f(t, 0,O) = B(t) is continuous, a necessary and sufficient 
condition for I%‘$” controllability on [o, t,], t, > r~ + h is rank B(t) = tr on 
[It, -h, t,]. See Theorem 6.2.1 of [2]. This condition is strong. It is 
interesting to know whether the controllability condition (iii) of 
Theorem 2.2 can be weakened. Indeed it can be replaced by the closure of 
the attainable of (2.6). One such sharp result is obtained for the simple 
variant of (2.6), namely 
where 
.f(t)=A,(t)x(t)+A,(t)x(t-h)+B(t)u(t), (2.14) 
Dz.f(t,O,O).u,=A,(t)x(t)+A,(t)S(t-~h) 
&f(t, 0, O)o= B(f)D. 
THEOREM 2.3. In (2.1) 
(i) Assume conditions (i) and (ii) of Theorem 2.2. 
(ii) Also assume that its linearized system is (2.14) where t + A,( t ). 
A,(t), B(t) are analytic on [0, t,]. 
(iii) The rank ofB(t) is constant on [It, -h, t,]. 
(iv) ImA,(t)T’(t)B(t)cImB(t), i=O,...,n-l.for all hut isolated 
points in [a, t,] ,t*here the operator I- is defined 15) 
r(t)= -a,,(t)+;, 
and Im H denotes the image of H. 
Then (2.1) is locally null controllable with constraints when the initial data 
is taken .from a subspace Y of W$“. 
Proof. The proof is as before, but because the conditions (iii) and (iv) 
replace the controllability condition, the mapping F: ([g, t,], E”‘) -+ W\” 
does not have its Gateaux derivative F’ a surjection. Instead 
F’(L,([a, tL], Em))= Y is closed as guaranteed by (iii) and (iv) and 
Theorem 2 of [8]. As a consequence Y is a subspace of W\“( [ - h, 01, E”). 
Consider the mapping F: L2( [a, t,], E”‘) -+ Y of one Banach space into 
another. We have F’: L,( [o, t,, E”) + Y is a surjection and satisfies all the 
requirements of Corollary 15.2 of [S, p. 1551. The proof is now concluded 
as in the previous proof of Theorem2.2. 
Remarks. It has been pointed out to me that the main results of this 
paper are generalizations of a noteworthy thesis of T. Angel1 written under 
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Cesari. The author is very grateful to Angel1 and to a referee who pointed 
out other related works and made available to me Chapter 4 of the thesis. 
The results here generalize some of the results in [12] which use [7]. 
REFERENCES 
1. E. N. CHUKWU. “The Time Optimal Control of Nonlinear Delay Equations in Operator 
Methods for Optimal Control Problems” (Sung J. Lee, Ed.), Dekker, New York, 1988. 
2. E. N. CHUKWU, Stability and time optimal control of hereditary systems, preprint. 
3. E. N. CHUKWU, “Global Behavior of Retarded Functional Differential Equations in 
Differential Equations and Applications” (A. R. Affabizadeh, Ed.), Vol. I, Ohio Univ. 
Press, Athens, 1989. 
4. J. DIEUDONNE, “Foundations of Modern Analysis,” Vol. I, Academic Press, New York, 
1969. 
5. K. DEIMLING, “Nonlinear Functional Analysis,” Springer-Verlag, New York, 1985. 
6. M. Q. JACOBS AND T.-J. KAO, An optimum settling problem for time lag systems. J. Math. 
Anal. Appl. 40 (1972). 687-707. 
7. L. V. KANTOROVICH AND G. P. AKILOV. “Functional Analysis in Normed Spaces,” 
Pergamon Press Book, Macmillan Co., New York, 1964. 
8. S. KURCYUSZ AND A. W. OLBROT, On the closure in WY of attainable subspaces of linear 
time lag systems, J. D$firential Equations 24 (1977), 29-50. 
9. G. E. LADAS AND V. LAKSHMIKANTHAM, “Differential Equations in Abstract Spaces,” 
Academic Press, New York, 1972. 
10. S. LANG, “Analysis, II,” Addison-Wesley, Reading, MA, 1969. 
11. R. UNDERWOOD AND D. YOUNG, Null controllability of nonlinear functional differential 
equations, SIAM J. Control Optim. 17 (1979). 
12. J. P. DAUER, Nonlinear perturbations of quasilinear control systems, J. Math. Anal. .4ppl. 
54 (1976), 717-725. 
13. KRASNOSELSKII, “Integral Operator in Spaces of Summable Functions,” Noordho& 
Leyden, The Netherlands, 1976. 
14. L. A. LUSTERN~K AND V. J. SOBOLEV, “Elements of Functional Analysis,” Gordon & 
Breach Science Publishers, New York, 1968. 
15. T. S. ANGELL. “Existence Theorems for a Class of Optimal Control Problems with 
Delay,” Doctoral Dissertation, University of Michigan, Ann Arbor, MI, 1969. 
