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a b s t r a c t
Local information on the shape of a regular surface is provided
by the well-known notions in Differential Geometry of elliptic,
parabolic and hyperbolic points. Here, we provide algorithms to
check that, for a given distance, the offsetting process does not
introduce relevant local changes in the shape of a surface, under
the hypothesis that the surface is described by means of a rational,
regular, real parametrization. Also, we provide algorithms for
computing intervals of distances with this nice property.
© 2008 Elsevier Ltd. All rights reserved.
1. Introduction
Offset varieties (see Arrondo et al. (1997), Lü (1995), Pottmann (1995), Pottmann and Peternell
(1998), San Segundo and Sendra (2005), Sendra and Sendra (2000) for further information on this
notion, and its properties; see Hoschek and Lasser (1993) for applications of offsets in C.A.G.D.)
might be intuitively described as “parallel" varieties, at a fixed distance, to a given variety. In most
applications, this variety is a plane curve or a surface. Due to this intuitive description, one may tend
to think that, from a topological point of view, the offset variety and the original variety must be equal.
Moreover, this is the desirable situation in many applications. However, this fact, as has been observed,
first in Farouki and Neff (1990a,b), and recently in Alcazar and Sendra (2006), does not necessarily
happen. For example, one may check (see for example Alcazar et al., 2007) that for d > 1/2, the offset
to the parabola y − x2 has two cusps and a self-intersection; so, its topology is quite different from
that of the parabola (see Fig. 1). Here one may observe that this phenomenon is in fact due to a local
change in the offset shape, namely the transformation of two regular places of y− x2 into cusps of the
offset.
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Fig. 1. Offset to the parabola.
Fig. 2. Offsets to the elliptic paraboloid x = t, y = s, z = t2 + s2 at two different distances.
Local changes caused by the offsetting process, like for example the one referred above, have
been studied in Alcazar and Sendra (2006), Alcazar and Sendra (2007) for the case of curves. For this
purpose, the behavior of a real place of an algebraic curve around its center (see Walker (1950) for
more information on places) is described by means of the notion of local shape of a real place. Then
one can provide conditions (see Alcazar and Sendra (2006), Alcazar and Sendra (2007)) so that the
local shape of a real place remains unchanged in the offset (i.e. so that the local shapes of the place
and of the places it gives rise to in the offset, are the same). If this holds for all the real places of
the curve, one says that the offset has good local behavior, which means that each arc of the curve is
transformed into an offset arc with the same shape. Moreover, in Alcazar and Sendra (2006), Alcazar
and Sendra (2007) the notion of safe (offsetting) interval is also introduced to denote a real interval I
satisfying that for all d ∈ I, the offset to distance d has good local behavior; algorithms for computing
these kinds of intervals are provided in Alcazar and Sendra (2006), Alcazar (submitted for publication)
for the rational and non-rational cases, respectively. The relationship between a good local behavior
and a good global behavior of the offset, is addressed in Alcazar (2008) for the curve case.
In the surface case, one encounters analogous phenomena. For example, in Fig. 2 one can see the
offset to the elliptic paraboloid x(t, s) = t, y(t, s) = s, z(t, s) = t2 + s2 at two different distances (see
Example 2, in Section 5, for further details). Clearly, at the left one finds a surface whose topology is
equal to that of the original surface. However, the topology of the surface at the right is different; in
fact, here a curve of cuspidal points arises, in a somehow analogous situation to that of the parabola
for distances d > 1/2.
In this paper, we develop an analogous study to that of Alcazar and Sendra (2006), Alcazar and
Sendra (2007) for the surface case, under the hypothesis that the surface to be dealt with is described
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by means of a real, regular, rational parametrization. Thus, in order to generalize the notion of local
shape for the surface case, we recall the classification of points in a regular surface into the well-known
three classes of elliptic, parabolic and hyperbolic points. These categories have to do with the behavior
of the surface in the vicinity of a point, and therefore they can be associated with the notion of “local
shape". Thus, in this paper we refer to the “local shape" of a (regular) surface at a particular point, to
mean the class (elliptic, parabolic, hyperbolic) of the point. Hence, our aim here is, first, to provide
algorithms for checking whether the local shape of a regular, parametrized surface is preserved by
the offsetting process corresponding to a given distance, in which case we will say that the offset
corresponding to that distance has a “good local behavior"; then, to give algorithms for computing
“safe (offsetting) intervals" for a given surface, i.e. intervals with the property that no distance within
introduces local changes in the offset shape.
The structure of the paper is similar to that of Alcazar and Sendra (2006). Section 2 contains some
preliminary notions and related results on Differential Geometry and offsets. Section 3 is devoted
to comparing the local shapes of the surface and of the offset at corresponding points, in order to
determine the situations when both of them coincide. In Section 4 we define the notion of good
local behavior for the surface case, and we give algorithms to check it under the hypothesis that the
parametrization is real, regular and rational. This hypothesis is also required in Section 5, where we
introduce the notion of safe interval for the surface case, and we present algorithms to compute safe
intervals. Finally, in Section 6 some conclusions and lines of further research are briefly outlined.
2. Preliminaries
2.1. Preliminaries on differential geometry
In the following we consider a mapping
R2 Ex7−→ R3
(t, s) 7−→ Ex(t, s) = (x(t, s), y(t, s), z(t, s))
where x(t, s), y(t, s), z(t, s) are differentiable functions of the variables t, s (which are called
parameters). If a point P = Ex(t, s) verifies that
rank(DEx) = rank
xt xsyt ys
zt zs
 = 2,
one says that P is regular; otherwise, that it is singular. Moreover, if this condition holds for every
(t, s) ∈ R2, Ex is called a regular parametrization, and the image S = Ex(R2) is called a regular surface.
In what follows, we assume to be working with such a surface. The partial derivatives of Ex(t, s) w.r.t.
the variables t, s are denoted as Ext , Exs, respectively. Also, the vector
EN = Ext × Exs‖Ext × Exs‖ ,
particularized at a point P ∈ S, is called the normal vector to S at P. Note that since by hypothesis
rank(DEx) = 2 ∀(t, s) ∈ R2, then Ext × Exs 6= E0 for every point P ∈ S, and therefore EN(P) always exists.
This condition also implies that the tangent plane TP(S) is well defined at every point P ∈ S. The first
fundamental form of S is a symmetric bilinear form on each tangent space TP0(S), defined by the matrix:
I =
(
E F
F G
)
=
(Ext · Ext Ext · Exs
Exs · Ext Exs · Exs
)
.
It holds that det(I) 6= 0, so I is always invertible. The second fundamental form of S is another bilinear
form on the tangent space, also symmetric, in this case defined by the matrix:
II =
(
a b
b c
)
=
(
−Ext · ENt −Ext · ENs
−Exs · ENt −Exs · ENs
)
=
(
Extt · EN Exts · EN
Exst · EN Exss · EN
)
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where ENt, ENs denote the derivatives of the vector EN w.r.t. the parameters t, s, respectively. Also, in this
paper we will make use of the matrix R = II · I−1. The determinant of this matrix is the Gauss Curvature
of the surface.
A given point P ∈ S is classified as an elliptic, parabolic or hyperbolic point according to the sign
of the determinant of the second fundamental form at P, det(II(P)) (see Do Carmo (1976) for further
information). The nature of the point provides information on the behavior of the surface around the
tangent plane, and therefore on the shape of the surface around the point. Thus, we introduce the
following definition:
Definition 1. The local shape of S at a point P is the class (elliptic, parabolic, hyperbolic) of the point.
2.2. Preliminaries on offset surfaces
The notion of offset to a given variety is well known in the context of C.A.G.D. (see Arrondo et al.
(1997), Hoschek and Lasser (1993), Lü (1995), Pottmann (1995), Pottmann and Peternell (1998),
Sendra and Sendra (2000)). Different definitions may be used to deal with this concept (see for
example Sendra (1999)). However, in this paper we will consider the following definition:
Definition 2. Let Ex be a regular parametrization, and let S = Ex(R2). Then, the offset to S at distance
d ∈ R, which we denote asOd(S), is the set of all the points of the type Pd = P+ d · EN, where P ∈ S, andEN is the normal vector to S at P.
Clearly Ex 0 = Ex + d · EN is a parametrization of Od(S), not necessarily regular, as we will see in the
next section. Moreover, in the following we will assume that the distance d is a real number; so, it can
be either positive or negative. However, when necessary we will assume that d 6= 0.
3. Local shape of the offset surface
In this section, we recall several analytic properties of the offset to a surface S = Ex(R2), where Ex
is a regular parametrization (see Section 2). Essentially these results are known and can be found,
for example, in Patrikalakis and Maekawa (2002). From these properties, results for comparing the
local shapes of the surface and its offset at corresponding points are provided. Now we start giving
conditions for a point P ∈ S to be transformed into a regular point Pd of the offset Od(S). For this
purpose, in Patrikalakis and Maekawa (2002) (see p. 316) one may see that:
Ex 0t × Ex 0s = [det(R) · d2 − tr(R) · d+ 1] · (Ext × Exs) = det(Id− dR) · (Ext × Exs)
where det(R), tr(R) denote the determinant and the trace, respectively, of the matrix R = II · I−1, and
Id denotes the 2× 2 identity matrix. In the following, we will write
α = α(P, d) = α(t, s, d) = det(Id− dR)
(note here that P = Ex(t, s)). Then we consider the following definition:
Definition 3. Let P ∈ S, and let d ∈ R. We say that d is a critical distance for P, or simply that d is critical
for P, if α(P, d) = 0.
Now using the relationship between Ex 0t × Ex 0s and Ext × Exs, the following result can be easily proven
(see also pp. 316, 317 in Patrikalakis and Maekawa (2002)). Here, we denote (P, d) = sign(α(P, d)),
i.e. (P, d) = + (resp.−) iff α(P, d) > 0 (resp. α(P, d) < 0) and (P, d) = 0 iff α(P, d) = 0.
Theorem 4. Let P ∈ S, and let EN be the normal vector to S at P. Also, let Pd be the point in Od(S) generated
by P, and let EN 0 be the normal vector to Od(S) at Pd. Then, the following statements are true:
(i) EN 0 = (P, d) · EN,
(ii) Pd is a singular point of Od(S) if and only if d is critical for P.
We will say that the offsetting process corresponding to a distance d ∈ R preserves the local shape
of S at P, if d is not critical for P and the local shape of S at P and the local shape of Od(S) at the point
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Pd generated by P in Od(S), are equal. In order to analyze this question, we must relate the second
fundamental forms of the progenitor surface and its offset, respectively. For this purpose, the following
result holds (see p. 317 of Patrikalakis and Maekawa (2002)).
Theorem 5. Let P ∈ S, and let d ∈ R, not critical for P. Let Pd ∈ Od(S) be the point generated by P inOd(S),
and let us represent by II(P), II 0(Pd) the matrices defining the second fundamental forms of S and Od(S),
respectively, at the points P, Pd, respectively. Then, II 0(Pd) =  · (Id− dR) · II(P).
Theorem 5 provides the following corollary on the preservation of the local shape.
Corollary 6. The local shapes of Od(S) at Pd, coincide if and only if α(P, d) > 0.
4. Good local behavior
In the previous section we have seen (see Corollary 6) that given a particular point P of S, the local
shape of S at P is preserved by the offsetting process corresponding to a distance d whenever α(P, d) is
positive. In this section we address the question of checking whether the local shape of all the points
of S is preserved by the offsetting process corresponding to a given distance d0 ∈ R. This situation
leads to the following notion of Good Local Behavior.
Definition 7. Let d0 ∈ R. We say thatOd0(S) has good local behavior, if for all P ∈ S, the local shape of S
at P is preserved by the offsetting process corresponding to the distance d0.
Now if α(t, s, d0) is identically 0, this means that d0 is critical for all the real points of S; so, Od0(S)
cannot have good local behavior; in fact, one may check that in this case the offset degenerates in the
sense of Sendra and Sendra (2000), i.e.Od0(S) is not a surface because its dimension is less than 2. If d0
has this property we will say that d0 is a collapsing distance. Thus, in the rest of the section we assume
that we are working with a non-collapsing distance. On the other hand, if α(t, s, d0) is not identically
0, then it defines a plane curve. Hence, denoting the plane curve defined by α(t, s, d0) as Cd0 , one has
the following necessary condition for good local behavior.
Lemma 8. Assume that α(t, s, d0) is not identically 0. IfOd0(S) has good local behavior, then Cd0 is empty
over R.
In the following, we address the problem of checking good local behavior for the case when the
parametrization Ex is rational, i.e.
x(s, t) = φ1(t, s)
ψ1(t, s)
, y(t, s) = φ2(t, s)
ψ2(t, s)
, z(t, s) = φ3(t, s)
ψ3(t, s)
where φi,ψi ∈ R[t, s] for i ∈ {1, 2, 3}, and (t, s) ∈ R2. Moreover, in the following we also assume that
d0 6= 0.
For this purpose, some auxiliary lemmas are needed. The first one is concerned with the form of
the function α(t, s, d0). Here, we denote H := ‖Ext × Exs‖.
Lemma 9. There exist two rational functions µ1(t, s), µ2(t, s), such that α(t, s, d0) can be written as
α(t, s, d0) = d20 ·
µ1
H6
− d0 · µ2
H3
+ 1.
Proof. Recall that
α(t, s, d0) = d20 · (AD− BC)− d0 · (A+ D)+ 1,
where A, B, C,D are the elements of the matrix R = II · I−1. Now it is well known (see Do Carmo (1976))
that det(I) = H2. Moreover, since the parametrization Ex is rational, I−1 can be written as I−1 = 1
H2
· P,
where P is a matrix whose elements are rational functions in the variables t, s. Furthermore, since
II =
(
Extt · EN Exts · EN
Exst · EN Exss · EN
)
,
where EN = 1
H
· (Ext×Exs), and since Ex is rational, then it holds that II can be written as II = 1H ·Q , where Q
is a matrix whose elements are also rational functions in the variables t, s. Therefore, it follows that
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R = II · I−1 = 1
H3
· (P · Q)
and hence µ1 = det(P · Q), µ2 = tr(P · Q). 
This result provides the following corollary.
Corollary 10. If Cd0 is empty over R, then the sign of α(t, s, d0) over R2 is constant.
Proof. Since Ex is a regular parametrization, ∀(t, s) ∈ R2 it holds that H 6= 0. So, α(t, s, d0) is defined
∀(t, s) ∈ R2, and is continuous. Hence, the result follows. 
Thus, in order to check good local behavior the idea is, first, to determine whetherCd0 is empty over
the reals or not, and then, in the affirmative case, to evaluate the sign of α(t, s, d0); from Corollary 10
a single evaluation at, say, P = (0, 0), suffices. Hence, the crucial step is the first one. Now if Cd0 is
algebraic, there exist algorithms to decide whether it is empty over R (see for example Sendra and
Winkler, 1999). However, from Lemma 9 one may see that in general Cd0 contains square roots and
therefore is not algebraic. Thus, let us see how to proceed in this case. For this purpose, from Lemma 9
the equation α(t, s, d0) = 0 is equivalent to d20 · µ1 + H6 = d0 · µ2 · H3, which, whenever µ2(t, s) 6= 0,
can be written as
d0 · µ1 + H6
d0 · µ2 = H
3.
We will refer to the above equation as (?). Moreover, in the following we denote
β(t, s) = d
2
0 · µ1(t, s)+ H6(t, s)
d0 · µ2(t, s)
where µ2(t, s) 6= 0. Then, the following lemma holds.
Lemma 11. A point P = (t, s) ∈ Cd0 if and only if one of the two following situations happen:
(i) µ2(t, s) = 0, and d20 · µ1(t, s)+ H6(t, s) = 0.
(ii) µ2(t, s) 6= 0, and β(t, s) = H3(t, s).
Computing squares in both sides of the equation (?) (note that since H := ‖Ext × Exs‖, then H6 is
a rational function in the variables t, s) and clearing denominators, one obtains a polynomial G(t, s)
defining an algebraic curve Gd0 which verifies that Cd0 ⊂ Gd0 . Clearly, if Gd0 is empty over R, then so
is Cd0 . However, the converse is not necessarily true. For this reason, the following lemma provides a
method for checking whether Cd0 is empty or not over the reals, in case that Gd0 has some real point.
Lemma 12. Let Q = (t, s) be a real point of Gd0 . Then, Q ∈ Cd0 iff one of the two following possibilities
holds:
(i) µ2(t, s) = 0, and d20 · µ1(t, s)+ H6(t, s) = 0.
(ii) µ2(t, s) 6= 0, and β(t, s) > 0.
Proof. The points introduced when computing squares are those fulfilling that β(t, s) = −H3(t, s).
Then, the lemma follows from the fact that H is strictly positive, together with Lemma 11. 
Checking conditions (i) and (ii) in Lemma 12 implies performing computations with algebraic
curves (condition (i)) and analyzing the sign of a rational function over the plane (condition (ii)), which
can be done by using a C.A.D. algorithm. So, both conditions can be algorithmically tested. Hence, the
following algorithm to decide whether good local behavior holds for a given d0 ∈ R, follows.
Algorithm: (Good-Local-Behavior) Given a regular, rational parametrization Ex of a surface
S = Ex(R2), and a distance d0 ∈ R, d0 6= 0, the algorithm checks if Od0(S) has good local behavior.
(1) Compute α(t, s, d0). If it is identically 0, then return Good Local Behavior does not hold;
moreover, d0 is a collapsing distance.
(2) Compute H(t, s), µ1(t, s), µ2(t, s), β(t, s), G(t, s).
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Fig. 3. Offsets to the hyperbolic paraboloid x = t, y = s, z = t2 − s2 at distances d1 = 0.4 (left) and d2 = 1.5 (right).
(3) Check whether the curves d20 ·µ1(t, s)+H6(t, s) = 0,µ2(t, s) = 0 (i.e. the algebraic curves defined
by the numerators of these expressions) have some real point in common. In the affirmative case,
returnGood Local Behavior does not hold.
(4) Check whether the algebraic plane curve Gd0 defined by G is empty over R. In the affirmative case,
if α(0, 0, d0) > 0 then return Good Local Behavior holds, otherwise return Good Local
Behavior does not hold.
(5) Study the sign of the rational function β(t, s) in the plane. If Gd0 has some real point in a region
where β(t, s) > 0, then returnGood Local Behavior does not hold.
(6) Evaluate α(0, 0, d0) at t = 0, s = 0; if the result is positive, then returnGood Local Behavior
holds, otherwise returnGood Local Behavior does not hold.
The algorithm Good Local Behavior is illustrated by the following example, where the good
local behavior of the offset to a hyperbolic paraboloid is analyzed for two different distances.
Example 1. Let
x(t, s) = t, y(t, s) = s, z(t, s) = t2 − s2
define a hyperbolic paraboloid S. Let us analyze whether the offset to this surface has good local
behavior for the distances d1 = 1/4 and d2 = 1.5, respectively.
• We check that neither α(t, s, 1/4) nor α(t, s, 1.5) is identically 0; so, none of them are collapsing
distances.
• We check whether the curves defined by the numerators of d2 · µ1(t, s) + H6(t, s) and µ2(t, s),
respectively, have some real point in common. The first of these polynomials has 45 terms and
total degree 16; the second one is−8t2+8s2. For d1 = 1/4 these curves do not intersect at any real
point. However, for d2 = 1.5 they have eight real points in common; so, by Lemma 11 we get that
C1.5 is not empty over the reals, and therefore Od2(S) does not have good local behavior. Od2(S) is
shown in Fig. 3(right).
• (Only for d1 = 1/4): We have to check whether C1/4 has some real point, or not. For this purpose,
we compute the polynomial G corresponding to d1 = 1/4; this polynomial factors as (1+4t2+4s2)6
multiplied by a polynomial of total degree 32 and 153 terms. One checks that it defines an empty
curve over R; so, α(t, s, 1/4) has constant sign, and by evaluating α at t = 0, s = 0, d = 1/4 we get
that this sign is positive. Hence, Od1(S) has good local behavior. Od1(S) is shown in Fig. 3(left).
5. Safe intervals
In the preceding section we have given algorithms to check, for a given distance d0 ∈ R, d0 6= 0,
whether Od0(S) has good local behavior. In this section we address the problem of determining real
intervals I ⊂ R, such that for every d ∈ I, Od(S) has good local behavior. These intervals are called
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safe (offsetting) intervals. Observe that if I is safe, then ∀d ∈ I the offsetting process can be carried out
in a locally “safe" way, in the sense that the offsetting process respects local shape. Moreover, in this
section we assume that d 6= 0.
For this purpose, we consider the following notation, which is analogous to the notation of
Section 4. We denote the surface defined by α(t, s, d) in the Euclidean space with coordinates {t, s, d},
by Sα. Furthermore, reasoning like in the preceding section, one has that the surface Sα is also defined
by the equation
d2 · µ1(t, s)+ H6(t, s) = d · µ2(t, s) · H3(t, s).
We will refer to this equation as (?˜). Moreover, we denote
β(t, s, d) = d
2 · µ1(t, s)+ H6(t, s)
d · µ2(t, s)
which is defined whenever µ2(t, s) 6= 0 (recall that d 6= 0 by hypothesis). As in the section before
(see Lemma 11), observe that a point P = (t0, s0, d0) belongs to Sα iff one of the following two cases
happen:
(i) µ2(t0, s0) = d20 · µ1(t0, s0)+ H6(t0, s0, d0) = 0.
(ii) µ2(t0, s0) 6= 0, and β(t0, s0, d0) = H3(t0, s0).
Also, as in the section before, by computing squares in both sides of (?˜) and clearing denominators,
one gets an algebraic surface SG, defined by a polynomial G(t, s, d), which satisfies Sα ⊂ SG. Here one
may check whether there exist collapsing distances (i.e. distances d˜i such that α(t, s, d˜i) is identically
0), and compute them in the affirmative case, by studying the existence of factors of G just depending
on the variable d. The real roots of these factors, if they exist, provide the collapsing distances. Observe
that a safe interval cannot contain any collapsing distance.
Now in order to solve our problem we recall the notion of level curve. A level curve of a given
surface is the plane curve obtained by sectioning the real part of the surface with a real plane normal
to the third Euclidean axis, the d-axis in our case. If the surface is algebraic, the problem of computing
the topology types of the level curves is addressed in Alcazar et al. (2007) and Mourrain and Tecourt
(2005); however, here we will follow the ideas in Alcazar et al. (2007). In this paper it is proven that
one can always algorithmically determine a finite set
A = {d1, . . . , dr}
such that for d ∈ (di−1, di), with i = 1, . . . , r, the topology type of the level curves stays invariant. The
setA is called a critical set.
Now, from Lemma 8 it follows that if I is a safe interval, then for d ∈ I the level curves of Sα are
empty overR; in particular, this means that along I the topology type of the corresponding level curves
of Sα stays invariant (all of them are empty). This condition is necessary but not sufficient, since from
Corollary 6 one needs that α(t, s, d) > 0 for all (t, s, d) ∈ R3. However, if for d ∈ I the level curves of Sα
are empty over R, by reasoning as in Corollary 10 we have that along I the sign of α(t, s, d) is constant,
and therefore it can be determined by evaluating α at, say, (0, 0, di), where di ∈ I. So, in this case the
main question is the analysis of the level curves of Sα.
If a critical set of Sα is known, intervals with the property that the corresponding level curves are
empty over R can be computed by analyzing the topology of these level curves (for example by using
the algorithm in Gonzalez-Vega and Necula (2002)). However, since Sα is not necessarily algebraic, in
general we cannot directly apply the results in Alcazar et al. (2007); instead, we apply these results to
SG, which is algebraic. In this sense, because of the relationship between SG and Sα, not only Sα ⊂ SG,
but it also holds that the section of Sα with every plane d = d0 is included in the corresponding section
of SG. Thus, the values of d corresponding to level curves of SG which are empty over R correspond to
empty level curves of Sα overR, too. Nevertheless the converse is not necessarily true, i.e. even though
the level curves of SG for d ∈ I are non-empty overR, there might be an (possibly smaller) interval J ⊂ I,
such that for all d ∈ J, the level curves of Sα are empty over R. In order to check this situation, one uses,
as in Section 4, Lemma 12, together with some considerations on level curves.
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To make this more precise, we need to introduce some additional notation. Thus, we write
µ2(t, s) = U(t, s)
V(t, s)
, d2 · µ1(t, s)+ H6(t, s) = M(t, s, d)
N(t, s)
.
Moreover, also let h˜ = h˜(t, s) = gcd(U,M), and U˜ = U/h˜, M˜ = M/h˜. Note that h˜ divides H6, and
therefore it does not vanish at any real point. Therefore, the real points where U,M, on the one hand,
and U˜, M˜, on the other hand, simultaneously vanish, are the same. In addition, since gcd(U˜, M˜) 6= 1,
then the variety defined by U˜, M˜ is a space algebraic curve, which we denote by E . As in Lemma 12,
we have that P ∈ Sα iff one of the two following possibilities takes place: (i) P ∈ E ; (ii) P /∈ E , and
β(P) > 0. Then, the following lemma holds:
Lemma 13. Let J ⊂ R. If J is a safe interval, then the following two conditions hold:
(1) There is no real point P ∈ E whose d-coordinate belongs to J.
(2) There is no real point Q ∈ SG, with β(Q) > 0.
This lemma provides an strategy for computing safe intervals. For this purpose, on the one hand
we need to compute the d-values which are d-coordinates of real points of E . On the other hand, we
need to study the existence of points of SG in the space regions where β(t, s, d) is positive. Finally, for
the intervals of distances fulfilling these conditions the sign of α(t, s, d) is constant, and therefore it
can be examined by evaluating α(0, 0, di) with di in the interval. Let us analyze how to carry out the
first two tasks.
For the first one, one may apply some results in Alcazar and Sendra (2005). In this paper it is proven
(see Theorem 4.1 in Alcazar and Sendra (2005)) that, given a space algebraic curve defined by two
polynomials f , g ∈ R[t, s, d], and verifying the following two conditions:
(a) lcoeffs(f ) or lcoeffs(g) is constant and different from 0.
(b) The projection onto the td-plane of the space curve is injective up to finitely many points,
then there are only finitely many complex space points projecting onto real points of the td-plane.
Furthermore, in Alcazar and Sendra (2005) algorithms to check these conditions are provided. In our
case, f = U, and g = M. Now, the above conditions can always be achieved for the components of E
which are non-normal to the d-axis by applying a linear transformation not involving the d-coordinate.
The components which are normal to the d-axis can be analyzed separately. Furthermore, whenever
the above condition (a) is fulfilled, the projection of E onto the td-plane is defined by Ress(U,M) (see
Theorem 4.3.3 in pg. 98 of Winkler (1996)), and the components of E which are normal to the d-
axis correspond to the factors of Ress(U,M) just depending on the variable d. Thus, if C(t, d) is the
primitive part of Ress(U,M) w.r.t. the variable d, by the above condition (b) the range of the real d-
values corresponding to the real points of E can be determined by computing the range of real d-values
corresponding to the real points of C(t, d) = 0. Since the (finitely many) d-values corresponding to
the real components of E normal to the d-axis can also be computed, a set B ⊂ R containing the
d-coordinates of the real points of E can be determined.
Thus, let us consider the second problem, i.e. how to algorithmically check whether SG has some
real point where β is positive. For this purpose, we write
β(t, s, d) = m(t, s, d)
n(t, s, d)
where m, n ∈ R[t, s, d], and we observe that the signs of β(t, s, d) and of the polynomial P(t, s, d) =
m(t, s, d) · n(t, s, d), are the same. Now the algebraic surface P defined by P divides the space into
finitely many open regions, and by the continuity of P, the sign of P is constant over each region.
Thus, we have to analyze whether the surface SG crosses some space region where P is positive. In
order to do this, we use level curves, and the notion of critical set. Thus, first we compute a critical
set A2 = {d1, . . . , dp} of SG ∪ P . Along each interval (di−1, di) we have not only that the topological
behavior of the level curves remains unchanged, but also that the relative position of SG and P stays
invariant (see Alcazar et al., 2007). So, if, given a distance d˜i in (di−1, di) the corresponding level curve
of SG crosses some region where P is positive, the same happens for any other distance in the interval
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(di−1, di); similarly if the level curve of SG corresponding to d˜i does not cross any region where P is
positive. In order to check whether the level curve of SG corresponding to d˜i has some real point at a
plane region where P(t, s, d˜i) is positive, one proceeds as explained in Section 4. This process must be
carried out for each interval delimited by two consecutive elements ofA2.
The ideas of the section are summarized in the following algorithm:
Algorithm: (Safe-Intervals) Given a regular, rational parametrization Ex of a surface S = Ex(R2),
the algorithm computes the safe (offsetting) intervals of S.
(1) Compute H(t, s), µ1(t, s), µ2(t, s), β(t, s, d), G(t, s, d).
(2) Compute the collapsing distances, if they exist, by seeking factors of SG only depending on the
variable d. LetD be the (finite) set containing the collapsing distances.
(3) Compute a critical setA1 of SG.
(4) Consider the partition of R−D into (finitely many) intervals induced by the elements ofA1. Let
I1, . . . , Ir be the elements of this partition.
(5) For i from 1 to r, check if the level curves corresponding to Ii are empty over R. If so, compute
α(0, 0, di), where di ∈ Ii: if α(0, 0, di) > 0, return Ii is a safe interval. Let Iλ1 , . . . , Iλu be the
safe intervals computed this way.
(6) Compute the setB of the real values of d corresponding to the real points of the space curve E , by
projecting E onto the td-plane.
(7) Compute a critical setA2 of SG ∪P .
(8) Consider the partition of R −D −B −⋃λuj=λ1 Ij into intervals induced by the elements of A2. Let
J1, . . . , Jp be the elements of this partition.
(9) For l from 1 to p, take dl ∈ Jl, and check if there is some real point of the level curve of SG
corresponding to d = dl (i.e. of G(t, s, dl) = 0) lying in a region where P is positive, as explained
before. If this does not happen, then compute α(0, 0, dl): if α(0, 0, dl) > 0, return Jl is a safe
interval.
The algorithmSafe Intervals is illustrated by the following examples. In the first one, the safe
intervals of the offset to an elliptic paraboloid are computed. In the second one, we determine the safe
intervals of the offset to a hyperbolic paraboloid.
Example 2. Consider the parametrization
x(t, s) = t, y(t, s) = s, z(t, s) = t2 + s2
defining an elliptic paraboloid. One may check that in this case, the polynomial G(t, s, d) defining the
surface SG is:
G(t, s, d) = (1− 4 d2 + 28 t2 + 28 s2 + 672 t2 s2 + 6720 s4 t2 + 6720 t4 s2 + 35 840 s6 t2
+ 53 760 s4 t4 + 35 840 t6 s2 + 107 520 s8 t2 + 215 040 s6 t4 + 215 040 s4 t6
+ 107 520 t8 s2 + 172 032 s10 t2 + 430 080 s8 t4 + 573 440 s6 t6 + 430 080 s4 t8
+ 172 032 t10 s2 + 336 s4 + 336 t4 + 2240 s6 + 2240 t6 + 8960 s8 + 8960 t8
+ 21 504 s10 + 21 504 t10 + 28 672 s12 + 28 672 t12 + 16 384 s14 + 16 384 t14
+ 114 688 s12 t2 + 344 064 s10 t4 + 573 440 s8 t6 + 573 440 s6 t8 + 344 064 s4 t10
+ 114 688 t12 s2)(1− 4 d2 + 36 t2 + 36 s2 + 1152 t2 s2 + 262 144 t18 + 262 144 s18
+ 9 437 184 s14 t4 + 22 020 096 s12 t6 + 33 030 144 s10 t8 + 33 030 144 s8 t10
+ 22 020 096 s6 t12 + 9 437 184 t14 s4 + 16 128 s4 t2 + 16 128 t4 s2 + 129 024 s6 t2
+ 193 536 s4 t4 + 129 024 t6 s2 + 645 120 s8 t2 + 1 290 240 s6 t4 + 1 290 240 s4 t6
+ 645 120 t8 s2 + 2 064 384 s10 t2 + 5 160 960 s8 t4 + 6 881 280 s6 t6
+ 5 160 960 s4 t8 + 2 064 384 t10 s2 + 576 s4 + 576 t4 + 5376 s6 + 5376 t6
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+ 32 256 s8 + 32 256 t8 + 129 024 s10 + 129 024 t10 + 344 064 s12 + 344 064 t12
+ 589 824 s14 + 589 824 t14 + 589 824 s16 + 589 824 t16
+ 4 128 768 s12 t2 + 12 386 304 s10 t4 + 20 643 840 s8 t6 + 20 643 840 s6 t8
+ 12 386 304 s4 t10 + 4 128 768 t12 s2 + 4 718 592 s14 t2 + 16 515 072 s12 t4
+ 33 030 144 s10 t6 + 41 287 680 s8 t8 + 33 030 144 s6 t10 + 16 515 072 s4 t12
+ 4 718 592 t14 s2 + 2 359 296 s16 t2 + 2 359 296 t16 s2).
• We check that G has no factor only depending on the variable d; so, there exist no collapsing
distances.
• A critical setA1 of SG is computed. We get
A1 = {−1/2, 0, 1/2}.
• We analyze the topology type of the level curves corresponding to the following intervals:
I1 = (−∞,−1/2), I2 = (−1/2, 0), I3 = (0, 1/2), I4 = (1/2,∞).
We get that the level curves corresponding to I2 and I3 are empty overR. The evaluations α(0, 0, di)
for i = 2, 3, where d2 = −1/4 ∈ I2 and d3 = 1/4 ∈ I3 are positive. So, I2 and I3 are safe intervals.
However, the level curves of SG corresponding to I1 and I4 contain real points. So, the algorithm
goes on for these two intervals.
• We analyze the space curve E defined by the numerators of µ2(t, s) and d2 · µ1(t, s) + H6(t, s),
respectively. Since
µ2(t, s) = −4− 8s
2 − 8t2
(1+ 4s2 + 4t2)3
it is clear that the numerator of µ2(t, s) defines an empty curve over the reals; so, E contains no
real points, either.
• We proceed to compute a critical set of the surface defined by G(t, s, d) · P(t, s), i.e. of SG ∪ P . The
critical set that we get does not include any value not belonging toA1, so neither I1 nor I4 needs to
be decomposed into subintervals.
• Since µ1(t, s) = 4
(1+ 4s2 + 4t2)5 , and taking into account the above expression for µ2(t, s), one
may deduce that β(t, s, d) > 0 when d < 0, and β(t, s, d) < 0 when d < 0. Therefore, it follows
that I4 = (1/2,∞) is also safe, but I1 = (−∞,−1/2) is not. Moreover, by using the algorithm
Good-Local-Behavior one may check that for d = 1/2 good local behavior also holds; so, we
conclude that the safe intervals, in this case, are (−1/2, 0) and (0,∞). In Fig. 2, the reader may
observe the offsets to the elliptic paraboloid corresponding to d = 0.4 (left) and d = −2 (right),
respectively.
Example 3. Consider the hyperbolic paraboloid S defined by the parametrization
x(t, s) = t, y(t, s) = s, z(t, s) = ts.
• Here, the surface SG is defined by a polynomial of degree 32 and having 207 terms. It has no factor
only depending on d, so there are no collapsing distances.
• A critical set of SG is, in this case,A1 = {−1, 0, 1}.
• For d ∈ (−1, 0) and d ∈ (0, 1), the level curves of SG are empty over the reals; furthermore,
α(0, 0,−1/2) and α(0, 0, 1/2) are positive, and therefore (−1, 0) and (0, 1) are safe intervals.
However, for d ∈ (−∞,−1) and d ∈ (1,∞) the level curves of SG contain real points; hence,
for these intervals the algorithm goes on.
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• The polynomials defining the space curve E are U = −2ts and
M = 1+560s6t6+420s4t8+8s2+8t2+56t2s2+168s4t2+168t4s2+280s6t2+420s4t4+280t6s2+
280s8t2 + 560s6t4 + 560s4t6 + 280t8s2 − d2 + 168s10t2 + 420s8t4 + 168t10s2 + 56s12t2 + 168s10t4 +
280s8t6 + 280s6t8 + 168s4t10 + 56t12s2 + 8s14t2 + 28s12t4 + 56s10t6 + 70s8t8 + 56s6t10 + 28s4t12 +
8t14s2+70s8+28s4+28t4+56s6+56t6+70t8+56s10+56t10+28s12+28t12+8s14+8t14+s16+t16.
In this case we apply the transformation {t˜ = 3t + 2s, s˜ = 2t − s} in order to properly set the
curve E on space. Then, we check that the projection of the curve onto the t˜d-plane, has real points
for every d ∈ (−∞,−1)∪ (1,∞); since E is properly placed on space, the same holds for E . Hence,
by Lemma 13, there are no more safe intervals.
6. Conclusions
Algorithms for checking good local behavior of a regular, rational surface for a particular distance,
and for computing safe offsetting intervals, have been presented. Essentially, these algorithms
involve computations with algebraic objects, namely auxiliary curves and surfaces computed from
the parametrization. From the examples provided one may see that these objects tend to be large,
even with quite simple parametrizations. So, the algorithms given in the paper may be useful
whenever the degree of the parametrization is low, and specially when the parametrization is
polynomial. Essentially, these algorithms involve resultants, real-root determination, and evaluations
of polynomials. Hence, they might be implemented in a platform like, for example, Maple; this could
be done in a future work. Also, the natural continuation of this research would be, on the one hand,
the analysis of regular implicit algebraic surfaces, non-necessarily rational, and on the other hand,
singular surfaces. For the first case, a local parametrization can always be obtained by using the
Implicit Function Theorem. However, for the second case the definition of “local shape" at singularities
is not obvious. These two problems might be also addressed in future works. Then, global aspects
might be explored.
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