Abstract-As the demand for wireless broadband data services grows, it becomes increasingly important to address the issue of optimal resource allocation. Specifically, such allocation should address not only Quality of Service (QOS) requirements, but continually changing resource demands. This paper examines such optimal resource allocation through non-uniform rate assignment in a CDMA system, using a proportional fair scheme. We also examine distributed algorithms for such a rate assignment, and their performance in dynamic systems.
I. INTRODUCTION
The proliferation of wireless networks and their applications has led to an increased demand for broadband data services. Due to the inherent differences in requirements (such as Quality of Service(QOS)) between voice and data transfer over a wireless medium, the design of future broadband systems must be examined in a new context. In particular, the issue of optimal resource allocation becomes a key factor in the design of such systems. This resource allocation must account not only for QOS requirements, but for the continually changing demands of data transfers as well.
In a single hop wireless system with a fixed access point, all terminals share a common medium by communicating over a specified spectrum. The mechanism which regulates each terminal's access to the channel is called the multi-access control (MAC) mechanism. Conceptually, any multi-access scheme provides a basis for multiplexing each user's use of the common channel (optimal bandwidth allocation). The issue of optimal utilization of the wireless channel determines the capacity of a particular system and technology; while the amount and structure of the necessary information (collection + centralization) determine the scalability and feasibility. When dealing with large coverage area systems, the random access schemes used for local-area networks are no longer sufficient. In recent years, more sophisticated and efficient MAC algorithms such as CDMA and OFDM have been designed to mitigate this problem. But there exists an inherent trade off between complexity of scheduling/information structure (as a result of service dedication) and a dynamic optimal utilization remains. The issue of efficient utilization of the wireless channel determines the capacity of a particular system and technology; while the amount and structure of the necessary information (collection + centralization) determine the scalability and feasibility. As a result, more or less, we can classify all existing MAC algorithms based on how each addresses the above trade-off. For instance, while a orthogonal frequency division multiple access (OFDMA) scheme allows for a more efficient (dedicated) multiplexing in the frequency domain, a code division multiple access (CDMA) scheme provides a somewhat regulated (power controlled) sharing of the overall available bandwidth by autonomous terminals.
In this paper, we choose to focus on a wide-band CDMA network with arbitrary but known layout and variable mobile transmission rates, similar to the CDMA2000 1xEVDO systems. We propose a decentralized rate assignment algorithm. This would allow the studied wireless data network to have similar characteristics of those of the modern IP network. In particular, the proposed algorithm responds to randomly fluctuating demands and failures by adapting to rates in a scalable manner, especially similar to that of the flow and congestion control mechanisms in TCP. Although recent work has been done on the rate-assignment problem in WCDMA and CDMA2000 (see [3] , [4] ), no such work has proposed a decentralized, non-uniform rate assignment. This paper focuses on the development and performance of an optimal rate assignment distributed algorithm. Section II presents a common interference model. Section III formulates the optimal rate assignment problem using this interference model, and compares the centralized solution to this problem to an equal-rate assignment. Section IV presents a distributed algorithm for finding the optimal rate assignment, and discusses the practical implementation issues and simulations associated with such an algorithm. Finally, Section V contains our conclusions and areas of future work.
II. CDMA INTERFERENCE MODEL
We use the following notation. There are a total of N mobiles and L sectors. The tracking sector for mobile i is the sector to which the mobile is connected, and which transmits power control signals to the mobile. The tracking sector for mobile i is denoted by b(i). M l , l = 1, . . . , L is the set of mobiles which are being tracked by sector l (i.e. i ∈ M l iff l = b(i)). For simplicity, we assume that M l , l = 1, . . . , L are mutually disjoint.
The channel power gain from mobile i to sector l is denoted by g i,l . This quantity incorporates both path gain and antenna gain. We further assume that if i ∈ M l then g i,l > .
W is the chip bandwidth (in Hz). P i is the transmitted power for user i, and α i is the transmission rate for mobile i.
corresponds to no spreading. Now, define the spreading gain as s i = Consider mobile i which is tracked by sector l = b(i). The signal to noise ratio of mobile i at the base station l can be written as (1) where N 0 is the thermal noise density. The ratio between the total power received from all the mobiles at the base station l and the thermal noise is called rise over thermal (ROT) C1.
where γ is a prespecified value C2. Z l ≤ K Note: Limiting the allowable ROT is sufficient to ensure that the variation in instantaneous transmitted power for each user is small [1] , [6] .
We seek to optimize the mobiles' transmission rates with respect to an appropriate performance criterion. Here we are interested in a proportional fair assignment [8] , [7] . It has been shown that the rate vector which maximizes the product of the rates results in a proportional fair solution [5] , [8] , [7] . This leads to the following optimization problem:
P1.
Find the set of rates (α i , . . . , α N ) that maximizes the utility function N i=1 log(α i ) subject to Conditions C1 and C2 -i.e., solve:
Note that in order to establish the feasibility of a vector of rates (α 1 , . . . , α N ), we need to first solve equation (1), i.e. check condition C1, then establish the validity of condition C2. It is generally more desirable to have a feasibility region which can be constructed independent of power vectors. In other words, we seek to reduce the dependency of conditions C1 and C2 on the power vectors. In order to establish a set of conditions that are independent of power vectors, we need the following definitions:
Definition 1: For each user i, we define the quantity effective rate to be r i = 1 γ+si . Definition 2: We define the normalized rate of user i tracked by sector k to be given as
, where
The matrix of normalized rates is defined as the matrix We now construct a gain matrix,
Now, using the above definitions, problem P1 can be rewritten as (see [5] :
Find the optimal rate assignment, α, corresponding to effective rates r = (r 1 , . . . , r N ), that is the solution to the following optimization problem:
such that
The solution to the above problem requires computationally expensive matrix operations, and coordination among base stations. Another alternative is to propose sufficient conditions (perhaps resulting in sub-optimal solutions) with linear structure. Hence, we introduce Problem 2.
P2. Find the rate vector α = (α 1 , . . . , α N ), such that the corresponding vector of effective rates, r = (r 1 , . . . , r N ), is the solution to:
As demonstrated in Section IV, the advantage of this linear constraint is that it allows for a decentralized solution.
A. Examples, Special Cases, and Discussion
Since we intend to develop a distributed optimal rate assignment algorithm using the linearized problem P2, it is important to understand the relationship between problems P1 and P2. In other words, we must determine how sub-optimal the rate assignment produced by P2 is. If the loss in throughput is great enough, it may outweigh the benefits of allowing unequal rate assignments. In order to examine this loss in throughput, we consider a simple case of two mobiles and two bases (each mobile is tracked by a different sector). We assume the positions of the mobiles and the bases to be arbitrary but known, and fixed. Figure 1 shows the feasibility regions for such a system, as well as the total throughput values at the optimal rate assignments. As expected, the solution to problem P1 produces a larger feasibility region and higher optimal throughput. It remains to be seen if this loss offsets the benefits of using unequal rate assignments.
It is important to note that the solutions to problems P1 and P2 do, in fact, result in unequal rate assignments. Consider a network consisting of 4 base stations (each 2500 m apart), and 20 randomly positioned mobiles. Lognormal shadowing is ignored in order to emphasize the relation between the gain ratios for neighboring cells and rate allocation. Problem P2 is then solved in order to generate optimal rate assignments. Figure 2 is the contour plot of these rate assignments. This figure clearly demonstrates that the optimal solution results in unequal rate assignments. It also shows that as the number of mobiles tracked by a given base increases, the individual rates of each mobile tracked by that base decrease.
Also of note, however, is that the rates tend to decrease as the mobiles get further from the base stations. This is where the real benefit of unequal rate assignments comes into play. As a mobile moves closer to the cell boundary, the gain to its own base station decreases as the interference from other cells increases. This means that transmissions made by mobiles at the cell boundaries are far more costly than transmissions made by mobiles close the base stations. Using equal-rate assignments penalizes all mobiles for even a single mobile near the cell boundary. By allowing unequal rate assignments, the mobiles close to the base station can continue to transmit at higher rates, while only those mobiles further out are penalized.
Based on the previous observation, one would expect that equal and unequal rate assignments would produce comparable results if all mobiles are close to their base stations. As the mobiles tend to move further from the bases and closer to the cell boundaries, the equal-rate assignment should start to produce lower throughputs than the unequal rate assignment. answers the question of whether the sub-optimal solution to problem P2 is acceptable. Since the unequal rate assignment always produces throughputs equal to or higher than that of equal rate assignment, the gain of unequal rates outweighs the loss due to linearization.
IV. OPTIMAL RATE ASSIGNMENT: DISTRIBUTED ALGORITHMS
Having established the optimal rate assignment problem, P2, we wish to construct a distributed algorithm for finding its solution. In order to achieve this goal, we introduce the dual problem.
First, consider the Lagrangian:
Now, the dual problem can be formulated as follows: DP. Find the Lagrangian multipliers (µ 1 , . . . , µ L ) such that they solve
Note that the economic interpretation of φ i (p i ) implies that, for any fixed vector (µ 1 , . . . , µ L ) and the corresponding price p i , each mobile maximizes its profit (utility minus cost). On the other hand, the selection of (µ 1 , . . . , µ L ) as the Lagrangian multipliers guarantees that the mobile's profit maximization results is a proportional fair solution (i.e. regulated noncooperative game). One simple way to guarantee the alignment with Lagrangian multipliers is a simple gradient method.
It is this interpretation of the dual problem that allows for the construction of a distributed optimal rate assignment algorithm [5] . Such an algorithm is based on a simple auctioning mechanism [2] , and consists of two parts:
1.
Each base station produces a regulating/coordinating signal that indicates the level of interference at each sector (price announcement) 2.
Each mobile reacts to the levels of interference (indicated by the base station coordination signals) by adjusting its rate to maximize the profit In summary, the equilibrium points of mobile flow control protocols can be interpreted in terms of mobiles maximizing individual profit based on their own utility functions, while base algorithms generate indicators to align these "selfish" strategies with the social "welfare."
In [5] , the authors show that the proposed distributed algorithm assumes that each base has an estimate of the load of other sectors, hence it requires base-to-base communication. In order to avoid this, the authors proposed the following heuristic algorithm, consisting of two components.
Mobile Algorithm
Each mobile has to compute the above (selfishly) optimal rate at any computation epoch. In order to do so, each mobile needs to compute its weighted price (proportional to the sum of its contribution to the ROT at each sector). Thus, for a given vector µ = (µ 1 , . . . , µ L ) of prices declared by the base stations, each mobile calculates its own rate at time t, α t i , such that:
where p t i is the price at time t, as described earlier in the dual problem, DP.
Base Algorithm
Mobiles are responsible for determining their own rates. Each base station, on the other hand, is responsible for varying its announced price. Since we seek to find a discrete-time distributed algorithm, we approximate the derivative of the Lagrangian multipliers at time t by the following function:
This allows the bases to announce their prices according to µ
Practical Implementation While the base stations are able to measure the gain information necessary to perform the base algorithm, the mobiles also require information about the gain in order to implement their algorithm. In CDMA, each base station transmits a pilot signal, P S, with fixed transmission power P P t over the forward link channel. If the forward and reverse links can be assumed to be symmetric (a reasonably common assumption), this pilot signal can then be used by the mobiles to perform channel estimation and power control.
Similarly, we propose that a Pricing Pilot Signal (P P S) be implemented as follows. Each P P S is transmitted on the forward link channel. The transmitted power of P P S for base l is µ l times the transmission power of the primary pilot signal, P P t . Assuming synchronized transmissions from all bases, negligible thermal noise, and also symmetry between forward and reverse links, at each mobile i we have
where
the PS energy received by mobile i from its tracking sector b(i).
Note: The addition of this Pricing Pilot Signal allows the bases to announce their prices, and also allows the mobiles to calculate their optimal rates without requiring any additional information from the base stations. Figure 4 shows the operation and interaction of the mobile and base algorithms for the following parameters. The base stations measure updated channel information every 5 msi.e., the loop shown in the flowchart is run every 5 ms. We ignore the base station's error in channel estimation. The bases calculate new prices every 20 ms, and immediately broadcast them through the use of the Pricing Pilot Signal. The mobiles respond to the receipt of new prices by calculating new rates. The mobiles then adjust their powers to compensate for these new rates, using perfect power control. Hence, we assume that the mobiles vary their power to sustain their rate variation perfectly according to Condition C1 -a common assumption. When there is no change in the rates, the power is adjusted according to a simple power control mechanism, given by
. The squares represent components of the base algorithm, while the circles represent components of the mobile algorithm.
A. Simulation Study
Simulations were run using a layout of four base stations, each 2500 m apart. Mobile positions were randomly generated. As discussed in the previous section, bases obtain updated channel information every 5 ms. They run the Base Algorithm every 20 ms, and broadcast their new prices using Pricing Pilot Symbols. The mobiles respond to these new prices by running the Mobile Algorithm to generate new rates. The simulations use a cost-231 propagation model at 1.9GHz between the mobiles and bases. The values for γ and K are 4dB and 6dB, respectively. The chip bandwidth, W , is 1.2 MHz, while the pilot rate, R b , is 4.8 Kbps. Figure 5 shows the rise over thermal at the affected base station using three different values of β. A new user is added to the network at time t = 100ms. Notice that a small β causes the algorithm to converge very slowly, while a large β results in oscillations. Figure 6 shows the transmission rates of the user added to the network, as well as two other mobiles in the same sector for a mid-rante value of β. This shows As previously discussed, the previous simulations were run assuming that mobiles run "perfect" power control. In real scenarios, this is accomplished by running a power control loop at a time scale much faster than that of the algorithm (similar to that of a voice system [9] ). When varying their rates, the mobiles also attempt to control their own transmit power so as to account for discontinuities and satisfy condition C1 from Section II. Figure 7 shows the effect of implementing such a power control loop on the transient behavior of the algorithm for three different values of β. This shows that the power control loop not only introduces small oscillations into the system, but it also increases the height of the spike in ROT caused by the introduction of a new user. In addition, the power control loop increases the height of oscillations caused by using a high value for β. Combatting these problems are important goals of our future research.
V. CONCLUSIONS
In this paper, we have focused on reverse link rate assignment at the MAC layer. We showed that a pricing structure can be used to decentrally regulate each mobile's bandwidth consumption (transmission rate) based on the airlink's interference. It is known that TCP uses a similar structure to regulate flow rates at the transport layer. Understanding the interaction of these flow and rate control mechanisms across transport and MAC layers is essential for an overall optimal design. For example, the existence of a joint regulation regime addressing the overall flow control across layers should be investigated.
Using an optimization formulation, we have shown that unequal rate assignments perform better than equal-rate assignments, particularly as the density of mobiles at the boundary of two cells increases. Using this optimization problem, a distributed algorithm for rate assignments was developed based on gradient methods and auctioning. The performance of such a method was simulated for a time-varying, dynamic network, and examined with respect to various system parameters.
While the methods presented here do provide a distributed solution to the problem of optimal rate allocation, there is room for further investigation. We have shown that the performance of the algorithm depends on certain parameters, such as β and physical topology. This certainly implies that an adaptive algorithm which accounts for changing conditions would provide improved performance.
Another possibility is fundamentally changing how the prices are calculated, rather than simply tuning β. It is interesting to see how incorporating estimates of the loading of neighboring cells could improve performance, although this would introduce a degree of computational complexity and assumed knowledge on the part of the base station. Additionally, various non-gradient methods such as slow start, conservative back off, or averaging could be useful depending upon the channel conditions, and the time correlation of said condition.
We have shown how imperfect power control introduces undesirable behavior into the system. It is likely that introducing more sophisticated fading models and mobility will also introduce undesirable behavior. In order to more precisely understand such behavior, it is necessary to investigate the relationship between the dynamics and convergence rate of the algorithm, and the time scales of variation (for power control, fading, etc.) Also of interest is the concept of stability, and its relationship to these time scales. An important area of future work is to modify the existing algorithm, based on these results, in order to compensate for undesirable behavior.
Also left for future considerations is the adaptation of this algorithm to a soft-cell handoff situation, in which mobiles may be tracked by more than one sector simultaneously. In such a case, it might be necessary to develop different mobile algorithms for mobiles that are in the hand-off region. In such scenarios, a more in-depth examination of the behavior of this distributed algorithm will be necessary.
Any future research would certainly combine a number of these issues to identify practical rate control protocols at the MAC layer. The key to achieving the best possible results will be to understand the dynamic behavior of these protocols under realistic assumptions.
