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Abstract
The discovery of nongravitational interactions between dark matter and the Standard
Model would be an important step in unraveling the nature of dark matter. If such
an interaction exists, it would have profound implications on how dark matter is
produced in both the early universe and in collider experiments. In addition, it
would also allow dark matter to deposit energy into Standard Model particles in
unexpected ways. This thesis details some recent progress made in understanding
these implications, including (i) a new freezeout mechanism for thermal dark matter
dominated by a 3-to-2 process within a vector portal dark sector model; (ii) a study
of how the existence of dark sector bound states can influence collider, direct and
indirect searches for dark matter; (iii) a new axion dark matter interferometric search
using a cavity that is sensitive to the axion-induced rotation of linearly polarized light;
(iv) a definitive assessment of the potential contribution of dark matter annihilation
and decay to cosmic reionization; (v) new constraints on dark matter annihilation
rates and decay lifetimes from 21-cm cosmology, and (vi) a new numerical code,
DarkHistory, which significantly improves the computation of the ionization and
thermal histories of the universe in the presence of exotic sources of energy injection.
These novel ideas span length scales ranging from table-top experiments to the entire
cosmos, and represent just a few of the myriad of ways in which dark matter may yet
surprise us.
Thesis Supervisor: Tracy R. Slatyer
Title: Associate Professor of Physics
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Chapter 1
Introduction
1.1 The Dark Matter Mystery
The vast majority of all matter in our universe is unknown. Discovering this known
unknown took several decades of work, work that has transformed cosmology from a
once speculative discipline into the highly precise science that we are familiar with
today. The existence of what we call “dark matter” forms a cornerstone of our modern
understanding of the universe, and is one of the great triumphs of physics.
The question, however, still remains: what is dark matter? To arrive at an answer,
we must begin with what we do know. Thus far, we know that dark matter is:
1. Abundant — The cosmic microwave background (CMB) anisotropy power spec-
trum gives a snapshot of the acoustic oscillations of the photon-baryon fluid at
the point of recombination. Different modes, each with their characteristic
length scales, oscillate at frequencies that depend on the gravitational potential
set by the dark matter abundance, Ω𝑐; the amplitude of each mode at recom-
bination can therefore be turned into a measurement of Ω𝑐. Fig. 1-1 illustrates
how the power spectrum changes as a function of Ω𝑐. The latest results [1]
shows that Ω𝑐 is given by
Ω𝑐ℎ
2 = 0.1200± 0.0012 , (1.1)
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Figure 1-1: The CMB TT anisotropy power spectrum for dark matter densities 0.11 ≤
Ω𝑐 ≤ 0.43, with all other cosmological parameters held constant. The best fit to the
2018 Planck data [1] is shown (black, dashed). This image was originally published
in Ref. [2].
where ℎ is the Hubble parameter expressed in units of 100 km s−1Mpc−1. This
represents approximately 85% of all matter in the universe, measured at an
astounding relative uncertainty of about 2%;
2. Important for structure formation — the formation of large-scale structure is
driven in large part by dark matter. If dark matter is a new, fundamental par-
ticle, then power at length scales smaller than the free-streaming length of dark
matter becomes more suppressed as the temperature of dark matter increases.
All of our observations of large-scale structure so far have been consistent with
a cold dark matter (CDM) [3], and observations of the Lyman-𝛼 forest have
set increasingly strong limits on how warm dark matter can be [4]. There are,
however, some features of structure formation that may pose a challenge to the
CDM paradigm. These potential hints are collectively known as the “small-scale
structure problems” [5] and may be alleviated by warm dark matter, although
16
it is still far from clear if these are really problems for CDM;
3. Weakly interacting – There is thus far no evidence for any nongravitational in-
teraction between dark matter and the Standard Model (SM). However, the fact
that the abundance of dark matter is within an order of magnitude of the abun-
dance of baryonic matter, together with other theoretical (e.g. the expectation
of new physics at the weak scale, such as supersymmetry) and experimental
hints of new physics, makes it reasonable to expect such interactions. This
has motivated a broad range of experimental searches, including the following
classes of searches:
(a) Direct detection experiments, aimed at detecting momentum transfer be-
tween dark matter and the SM through the process 𝜒 + SM → 𝜒 + SM
(see e.g. Refs. [6–12], and Ref. [2] for a recent review);
(b) Dark sector particle production at the Large Hadron Collider (LHC), aimed
at detecting collider signatures associated with such processes, including
final states with missing energy (e.g. from 𝑝 + 𝑝 → 𝜒 + 𝜒) and the pro-
duction of dark sector-SM mediators (see Ref. [13] for a review of relevant
ATLAS results, Ref. [14–17] for some examples of relevant CMS results,
and Ref. [18] for an LHCb search for dark photons);
(c) Indirect detection of dark matter annihilation (𝜒 + 𝜒 → SM + SM) or
decay (𝜒→ SM+ SM) with gamma-ray telescopes (see e.g. Refs. [19–29]),
neutrino telescopes (see e.g. Refs. [30–32]) and other cosmic ray experi-
ments (e.g. Refs. [33–37]), or with cosmological probes such as the CMB
anisotropy power spectrum [1].
What we know about dark matter lays the foundation for how to uncover the
nature of dark matter itself. In this thesis, we will focus on two aspects of the dark
matter mystery:
1. Dark matter production — We will examine a new way of producing the correct
dark matter relic abundance in the early universe, and explore the possibility
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of producing dark sector bound states at colliders, and
2. Dark matter energy deposition — We will look at a new experimental method
to detect axion effects on photon polarization, and study the effects of dark
matter annihilation or decay on the cosmic ionization and thermal history.
On both fronts, we will discuss novel ideas over length scales ranging from the
table-top to the cosmos, and touching on all of the main search strategies discussed
above.
1.2 Dark Matter Production in the Early Universe
Since the abundance of dark matter is so well-established, understanding how it could
have achieved this particular abundance is important.
1.2.1 Lee-Weinberg Scenario
Consider a dark matter particle 𝜒 with mass 𝑚𝜒 that is in thermal equilibrium with
the Standard Model particle SM at some early time through the 2 → 2 process
𝜒𝜒 
 SM + SM, assuming that the SM particle has a much lighter mass than 𝑚𝜒.
This scenario is commonly known as the Lee-Weinberg scenario [38]; the evolution of
the abundance of dark matter is governed by the following Boltzmann equation,
?˙?𝜒 + 3𝐻𝑛𝜒 = ⟨𝜎𝜒𝜒𝑣⟩
(︀
𝑛2𝜒,0 − 𝑛2𝜒
)︀
, (1.2)
where ⟨𝜎𝜒𝜒𝑣⟩ denotes the thermally-averaged annihilation cross section, 𝑛𝜒 is the
number density of 𝜒 and ?˙?𝜒 its derivative with respect to time, with 𝑛𝜒,0 denoting
the equilibrium number density. In principle, we should solve Eq. (1.2) numerically,
but some analytic estimates will prove useful here.
There are three energy scales that are relevant to this freezeout process. The dark
matter mass 𝑚𝜒 sets the rate of interaction between SM and dark matter, and also
determines the temperature at which dark matter first becomes nonrelativistic. The
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other two parameters are known or measured quantities that determine how the dark
matter must dilute:
1. Reduced Planck mass, 𝑀pl — the reduced Planck mass, 𝑀pl = (8𝜋𝐺)−1/2, sets
the Hubble expansion rate, which is given by 𝐻 ∼ 𝑇 2/𝑀pl in the early universe,
with 𝑇 being the temperature of the radiation bath, and
2. Temperature at matter-radiation equality, 𝑇MRE — this is the temperature at
which matter and radiation had equal energy density, and is set by the abun-
dance of dark matter that we observe today.
If such a 2 → 2 process governs thermal freezeout, we can derive a relationship
between the unknown 𝑚𝜒 and the known values of 𝑀pl and 𝑇MRE. The dark matter
freezes out when the rate of annihilation falls below the Hubble rate 𝐻, i.e. when
𝑛𝜒,𝑓⟨𝜎𝜒𝜒𝑣⟩ ∼ 𝐻 ∼
𝑚2𝜒
𝑀pl
, (1.3)
where 𝑛𝜒,𝑓 is the number density of dark matter at freezeout. Here, we have used the
fact that freezeout must occur when 𝑇 ∼ 𝑚𝜒, since the equilibrium number density of
dark matter falls exponentially at lower temperatures once it becomes nonrelativistic.
We have assumed that freezeout occurs deep in the radiation dominated era, and
neglect all dependence on the number of relativistic degrees of freedom throughout.
After freezeout, the dark matter number density dilutes as 𝑛𝜒 ∝ 𝑎−3 ∝ 𝑇 3, where
𝑎 is the scale factor. By definition, the mass density of dark matter is equal to
the radiation energy density at matter-radiation equality. Since the radiation energy
density is proportional to 𝑇 4, we see that 𝑇MRE sets the following relation at the point
of matter-radiation equality:
𝑚𝜒𝑛𝜒 ∼ 𝑚𝜒𝑛𝜒,𝑓 𝑇
3
MRE
𝑚3𝜒
∼ 𝑇 4MRE . (1.4)
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Putting this together with Eq. (1.3), we obtain
⟨𝜎𝜒𝜒𝑣⟩ ∼ 1
𝑀pl𝑇MRE
∼ 10−26 cm3 s−1 . (1.5)
This relation shows that if a 2→ 2 process governs freezeout, then the required value
of ⟨𝜎𝑣⟩ is to first order independent of the dark matter model, and is set entirely by the
expansion history and the dark matter abundance today. A careful calculation shows
that ⟨𝜎𝑣⟩ ≈ 3× 10−26 cm3 s−1 if 𝜒 is a Majorana fermion, with a weak dependence
on 𝑚𝜒 [39].
Suppose 𝜒 annihilates into the SM through an electroweak process, such that
⟨𝜎𝑣⟩ ∼ 𝛼2𝑊/𝑚2𝜒. Plugging this into Eq. (1.5), we obtain
𝑚𝜒 ∼ 𝛼𝑊
√︀
𝑀pl𝑇MRE ∼ TeV . (1.6)
This coincidence between the geometric mean of 𝑀pl and 𝑇MRE and the electroweak
scale, where new physics has long been expected, is known as the “WIMP miracle”.
1.2.2 Two Exceptions to the Lee-Weinberg Scenario
The standard 2-to-2 freezeout with a thermal dark matter annihilating into two par-
ticles is merely the simplest of many possible thermal production mechanism of dark
matter; many important exceptions have been proposed and studied extensively in
the literature (see e.g. Refs. [40, 41]). In this thesis, we will restrict ourselves to
two exceptions that have implications for the preferred mass of the dark matter: the
freezeout of dark matter through an annihilation channel that is kinematically forbid-
den at zero temperature, and an annihilation channel involving 3→ 2 interactions.
Forbidden Dark Matter
Consider once again a thermal freezeout through a 2→ 2 process, 𝜒𝜒
 𝜓𝜓, but this
time with a particle 𝜓 that has a mass 𝑚𝜓 > 𝑚𝜒 and remains in equilibrium with the
Standard Model throughout freezeout [40, 42]. The Boltzmann equation governing
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this process is still similarly given by Eq. (1.2), and so Eq. (1.5) still holds. However,
the process 𝜒𝜒 → 𝜓𝜓 is now kinematically forbidden at zero temperature, and can
only occur for particles at the high-velocity tail of the Boltzmann distribution of 𝜒.
To work out what this means for the preferred value of 𝑚𝜒, we first note that
detailed balance enforces the following relationship between the two cross sections:
⟨𝜎𝜓𝜓𝑣⟩ = ⟨𝜎𝜒𝜒𝑣⟩
𝑛2𝜒,0
𝑛2𝜓,0
∼ ⟨𝜎𝜒𝜒𝑣⟩𝑒2Δ/𝑇 , (1.7)
where Δ = 𝑚𝜓−𝑚𝜒, and we take Δ . 𝑚𝜒. We have also used the fact that freezeout
occurs in the nonrelativistic limit, and so the equilibrium number density of 𝜒 follows
a Maxwell-Boltzmann distribution, and is given by
𝑛𝜒,0 = 𝑔𝜒
(︂
𝑚𝜒𝑇
2𝜋
)︂3/2
𝑒−𝑚𝜒/𝑇 , (1.8)
where 𝑔𝜒 is the degeneracy of states for 𝜒 (and similarly for 𝜓). If ⟨𝜎𝜓𝜓𝑣⟩ has the
same parametric dependence as for the WIMP miracle, i.e. ⟨𝜎𝜓𝜓𝑣⟩ ∼ 𝛼2/𝑚2𝜓 for some
coupling 𝛼, then Eq. (1.6) gives
𝑚𝜒 ∼ 𝛼𝑒−Δ/𝑇𝑓
√︀
𝑀pl𝑇MRE , (1.9)
where 𝑇𝑓 is the temperature at freezeout. Comparing this with Eq. (1.6), the expo-
nential factor means that we now prefer lighter dark matter masses: for 𝛼 = 𝛼𝑊 ,
Δ = 0.5𝑚𝜒 and 𝑇𝑓 = 0.05𝑚𝜒, for example, we obtain 𝑚𝜒 ∼ 100MeV, significantly
lighter than the standard expectation from the WIMP miracle.
3-to-2 Freezeouts
Freezeout may also be determined by a 3→ 2 process, instead of a 2→ 2 process [43].
Conventionally, we expect the rate of 3 → 2 processes to be significantly suppressed
compared to any available 2→ 2 process; however, dark matter models can be easily
constructed where such 2 → 2 processes are suppressed by small couplings [43] or
kinematics, or where freezeout occurs entirely within the dark sector, and the 3→ 2
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process is the only number changing process available [43–45].
Consider a 3→ 2 process 𝜒𝜒𝜒
 𝜒𝜒 that determines the freezeout of 𝜒. The rate
of the forward process would be proportional to 𝑛2𝜒, multiplied by a velocity-averaged
annihilation cross section denoted ⟨𝜎𝑣2⟩. At freezeout, we must therefore have
𝑛2𝜒,𝑓⟨𝜎𝑣2⟩ ∼ 𝐻 ∼
𝑚2𝜒
𝑀pl
. (1.10)
A similar exercise as the one we did to obtain Eq. (1.5) now gives
⟨𝜎𝑣2⟩ ∼ 𝑚
−2
𝜒
𝑀pl𝑇 2MRE
. (1.11)
Unlike the Lee-Weinberg scenario, ⟨𝜎𝑣2⟩ now depends strongly on the dark matter
mass. On dimensional grounds, we expect ⟨𝜎𝑣2⟩ ∼ 𝛼eff/𝑚5𝜒 parametrically, where 𝛼eff
is some dimensionless effective coupling constant. Putting these results together with
Eq. (1.11), we obtain
𝑚𝜒 ∼ 𝛼eff
(︀
𝑀pl𝑇
2
MRE
)︀1/3 ∼ (︁𝛼eff
1.0
)︁
GeV . (1.12)
Yet again, we find that the preferred range of 𝑚𝜒 lies below a GeV.
1.2.3 Not-Forbidden Dark Matter
Dark sector models have been constructed that exhibit the freezeout mechanisms
described above. The preferred mass range of 𝑚𝜒 . GeV is particularly appealing
for two reasons. First, it avoids powerful constraints coming from the xenon-based
direct detection experiments [9, 10, 46] while motivating a range of new experiments
targeting the MeV–GeV mass range. Second, the smaller dark matter masses tend
to also come with increased self-interaction rates, offering a potential solution to the
so-called small-scale structure problems [47–49]. The annihilation rate of these sub-
GeV dark matter particles into Standard Model particles in these models can be small
enough to evade the stringent CMB limits for dark matter in this mass range [1].
In the forbidden dark matter scenario, a simple 𝑈(1) vector portal dark sector
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with a dark photon 𝐴′ that is slightly more massive than the Dirac fermion dark
matter candidate 𝜒, with 𝑚𝐴′/𝑚𝜒 . 1.5, is sufficient to realize the forbidden dark
matter scenario, allowing for 𝑚𝜒 . 10GeV [42].
In the case of 3 → 2 freezeouts, the picture is significantly more complicated. In
many dark matter models, the stability of dark matter is guaranteed by a Z2 symme-
try: if the 3 → 2 freezeout involves only one particle species, this symmetry simply
cannot be part of the theory. On the other hand, some interaction between the dark
and Standard Model sectors is desirable in order to maintain kinetic equilibrium with
the Standard model and ensure that 3→ 2 annihilations do not heat the dark sector.
Some care must therefore be taken to ensure the stability of the dark matter candi-
date, while also ensuring that the 3 → 2 interaction is dominant during freezeout.
Much of the focus prior to the work discussed in this thesis had been on five-point
interactions in the dark sector from a Wess-Zumino-Witten term arising from chiral
symmetry breaking of a flavor symmetry with nontrivial topological structure [50], or
on dark sectors with a Z3 or Z5 symmetry that stabilizes the dark matter and leads
to 3→ 2 annihilation processes [43, 51, 52].
In Chapter 2 (based on Ref. [53]), I will discuss a novel way to achieve a thermal
freezeout dominated by 3 → 2 processes, which can be realized even within the
simple 𝑈(1) vector portal dark sector. Such a scenario can be realized in the deeply
forbidden region of parameter space in the forbidden dark matter model, i.e. with
1.5 . 𝑚𝐴′/𝑚𝜒 . 2, where the annihilation cross section for 𝜒?¯? → 𝐴′𝐴′ becomes
extremely suppressed. In this regime, the 3→ 2 process 𝜒𝜒?¯?→ 𝐴′𝜒 has a rate that
becomes comparable to 𝜒?¯?→ 𝐴′𝐴′ in the early universe, and can dominate freezeout
if the kinetic mixing of the dark photon to the Standard Model is sufficiently small.
3→ 2 freezeouts are therefore possible even within simple models like the 𝑈(1) vector
portal model, simply due to kinematics; these models inherit all of the interesting
properties of both exceptions to the Lee-Weinberg scenario, including a sub-GeV dark
matter candidate and the possibility of alleviating the small-scale structure problems.
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1.3 Dark Bound States Production at Colliders
1.3.1 Bound States
Bound states are ubiquitous in the Standard Model. The lightest state with nonzero
baryon number, the proton, is itself a bound state of three quarks, and for close to a
billion years during the cosmic dark ages, almost all electrons were locked in a bound
state with protons in the form of hydrogen and helium atoms. It is therefore natural
to consider the possibility that dark matter itself can form bound states, and that this
could lead to interesting phenomenological signatures in searches for dark matter.
We begin our discussion by observing some simple parametric estimates for prop-
erties of hydrogenic, nonrelativistic bound states comprising two identical particles
𝜒 of mass 𝑚𝜒 with reduced mass 𝜇𝜒 = 𝑚𝜒/2 in a potential given by the Coulomb
potential, 𝑉 (𝑟) = −𝛼ℬ/𝑟, where 𝛼ℬ is a coupling constant for the force between the
constituents of ℬ.1 First, let us determine the characteristic length scale 𝑎0 defining
the ground state known as the Bohr radius in the case of the hydrogen atom. Classi-
cally, there is no lower bound to the characteristic size of bound states, but we know
that quantum effects act as a length scale cut-off for the ground state. In particular,
the uncertainty principle applied to the ground state must enforce
⟨𝑝2⟩𝑎20 ∼ 1 , (1.13)
where ⟨·⟩ denotes the expectation value of an observable, with 𝑝 being the momentum
of one of the particles relative to the other. The virial theorem, on the other hand,
tells us that the ground state must have
2
⟨
𝑝2
2𝜇𝜒
⟩
=
⟨𝛼ℬ
𝑟
⟩
, (1.14)
1Exact results can of course be obtained by solving the Schrödinger equation.
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or in other words, that
1
𝑎0
∼ 𝛼ℬ𝜇𝜒 . (1.15)
The quantity 1/𝑎0, known as the Bohr momentum in the hydrogen atom, sets a
momentum scale, above which individual particles within the bound state can be
resolved. The ground state binding energy is then 𝐸𝐵 ∼ 𝛼2ℬ𝜇𝜒.
For a massive mediator 𝑌 with mass 𝑚𝑌 , the potential between particles is given
by the Yukawa potential, 𝑉 (𝑟) = −𝛼ℬ𝑒−𝑚𝑌 𝑟/𝑟. We can once again ask what kind of
bound states such a potential would lead to, or even if bound states are allowed. The
mass of the mediator introduces another length scale into the problem: for length
scales well below 1/𝑚𝑌 , the mediator can effectively be treated as massless, and
the Yukawa potential reduces to the 1/𝑟 Coulomb potential. For scales 𝑟 & 1/𝑚𝑌 ,
however, the potential is suppressed by the exponential term.
For bound states to exist in such a potential, we expect the ground state to have
a size smaller than 1/𝑚𝑌 , where the force between the two particles is not subject
to the exponential cut-off. In this regime, the particle experiences a potential that
is close to 1/𝑟, and so the preceding estimate of the characteristic size of the ground
state holds. In other words, for a bound state to exist in a Yukawa potential, we
expect2
𝛼ℬ𝜇𝜒
𝑚𝑌
& 1 . (1.16)
From this result, we learn that any dark sector model where bound states play an
important role in its phenomenology must have both a dark matter candidate and a
light mediator between dark sector states.
2Solving the Schrödinger equation numerically with the Yukawa potential gives 𝛼ℬ𝜇𝜒/𝑚𝑌 > 0.84
instead [54].
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1.3.2 Bound State Production
Having understood the conditions under which bound states may exist, we now want
to understand if the production of dark sector bound states can be phenomenologically
interesting, particularly in the context of collider searches.
To tackle this question, we first begin with a rudimentary example of how to
calculate the cross section for the production of a bound state of two fermions 𝜒 with
mass 𝑚𝜒. The nonrelativistic spin-1 bound state |ℬ⟩ with mass 𝑚ℬ with its spin
oriented up is given by [55]
|ℬ⟩ = √2𝑚ℬ
∫︁
𝑑3?⃗?
(2𝜋)3
𝜓(?⃗?)
1√︀
2𝑚𝜒
1√︀
2𝑚𝜒
|⃗𝑘 ↑,−?⃗? ↑⟩ , (1.17)
where 𝜓(?⃗?) is the momentum space wavefunction of the bound state, and the factors
of
√
2𝑚 are needed to obtain the correct normalization. Eq. (1.17) simply states that
|ℬ⟩ is a linear combination of free particle states with the appropriate momentum,
weighted by ⟨ℬ|⃗𝑘 ↑,−?⃗? ↑⟩, which we can work out with nonrelativistic quantum me-
chanics. The spin state of the free fermions must have the appropriate combination
of spins to produce the spin-1 state under consideration.
It follows immediately that the matrix element for the production of ℬ from some
initial state 𝑖 is simply
ℳ(𝑖→ ℬ) =
√
2𝑚ℬ
2𝑚𝜒
∫︁
𝑑3?⃗?
(2𝜋)3
𝜓(?⃗?)ℳ(𝑖→ ?⃗? ↑,−?⃗? ↑) (1.18)
More generally, we want to consider the production of bound states with some overall
spin 𝑆, and project out the relevant final state spins for the fermions. For simplicity,
we will now consider only the case of a spin-1 bound state ℬ, produced via 𝑖→ 𝑉 →
𝜒𝜒, where 𝑉 is a vector mediator. The matrix element can then be written
ℳ(𝑖→ ℬ) =
√
2𝑚ℬ
2𝑚𝜒
∫︁
𝑑3?⃗?
(2𝜋)3
𝜓(?⃗?)𝒜𝜇𝑖
∑︁
𝑠,𝑠′
𝑣(𝑘′; 𝑠′)𝛾𝜇𝑢(𝑘; 𝑠) ⟨𝑠, 𝑠′|𝐽, 𝐽𝑧⟩ , (1.19)
where 𝒜𝜇𝑖 is the part of the matrix element that excludes the fermion-antifermion
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vertex 𝑣𝛾𝜇𝑢, 𝑘 = (𝑚𝜒, ?⃗?) and 𝑘′ = (𝑚𝜒,−?⃗?). We can now rewrite 𝑣𝛾𝜇𝑢 as Tr[𝑢𝑣𝛾𝜇],
and expand the entire expression in the nonrelativistic limit [56–58]. Making the
further approximation that 𝜓(?⃗?) is suppressed away from the origin, and that 𝑚ℬ ≈
2𝑚𝜒, we finally arrive at the following compact expression for the matrix element [58,
59]:
ℳ(𝑖→ ℬ) = Tr
[︃
𝜓*(0)√︀
8𝑚3𝜒
(/𝑘 −𝑚𝜒)/𝜖*(/𝑘′ +𝑚𝜒)𝛾𝜇𝒜𝜇𝑖
]︃
, (1.20)
where 𝜖 is the polarization vector for the massive spin-1 bound state ℬ.3 The wave-
function at the origin for the ground state, which can be obtained by solving the
Schrödinger equation, is given by
|𝜓(0)|2 = 𝛼
3
ℬ𝑚
3
𝜒
8𝜋
. (1.21)
1.3.3 Experimental Signatures of Dark Sector Bound States
The production of dark sector bound states, if they exist, can be of potential interest
at colliders. First, the resonant production of bound states has historically been a
powerful mode of finding new physics: it was deployed to find the charm quark [60, 61]
and the bottom quark [62], to name two examples. Compared to missing energy
searches for dark matter [63, 64], resonance signatures are striking and usually make
for a cleaner analysis. Since the production cross section scales as |𝜓(0)|2, it is possible
that for tightly-bound bound states, the search for a bound state resonance may be
the best way to discover certain dark matter models at colliders.
In Chapter 3 (based on Ref. [65]), I will explore precisely this possibility, and also
examine the generic implications of such scenarios for indirect and direct detection.
We show that resonance searches are complementary to monojet searches and can
probe dark matter masses above 1 TeV with current LHC data. We argue that this
parameter regime, where the bound-state resonance channel is the most sensitive
3Some helpful references for the algebra required are Ref. [57] for spinor identities, and the
identification 𝜉𝑠𝜉
†
𝑠′ → ?⃗? * · ?⃗? where 𝜉 is the two-component spinor that forms the Dirac spinors 𝑢 and
𝑣, as explained in Ref. [55].
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probe of the dark sector, arises most naturally in the context of non-trivial dark
sectors with large couplings, nearly-degenerate dark-matter-like states, and multiple
force carriers. The presence of bound states detectable by the LHC implies a minimal
Sommerfeld enhancement that is appreciable, and potentially also radiative bound
state formation in the Galactic halo, leading to large signals in indirect searches.
We calculate these complementary constraints, which favor either models where the
bound-state-forming dark matter constitutes a small fraction of the total density, or
models where the late-time annihilation is suppressed at low velocities or late times.
We also discuss two concrete examples of models that satisfy all these constraints and
where the LHC resonance search is the most sensitive probe of the dark sector.
1.4 Axions and Light Polarization
The QCD axion is a well-motivated solution to the strong CP problem which also
provides a natural dark matter candidate [66–72], particularly in the µeV to 10meV
range [73]. More generally, however, dark matter could be made up of light, pseu-
doscalar axion-like particles (ALPs). These are generically predicted in string theory,
and can have masses much less than a µeV [74–78]. For brevity, we will often use the
word “axion” to refer to any such ALP dark matter candidate.
ALP dark matter would behave as a coherent, classical field 𝑎, and may couple
weakly to photons through the following interaction term:
ℒ ⊃ −1
4
𝑔𝑎𝛾𝛾𝑎𝐹𝜇𝜈𝐹
𝜇𝜈 . (1.22)
Such an interaction has motivated a large range of experimental searches for ALPs
converting into photons (and vice versa) in the presence of a static magnetic field [79,
80]. This includes proposed and ongoing searches for unexpected modifications to the
amplitude, phase, or polarization of propagating light [81–83], light-shining-through-
walls experiments [84–89], the conversion of axion oscillations into electromagnetic
waves [90–99], and axion helioscopes [100, 101]. Among these, past and ongoing
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experiments [81, 83–90, 96, 98, 100] have steadily improved constraints on 𝑔𝑎𝛾𝛾, and
have even begun probing couplings that are relevant to the QCD axion [96].
One important effect that the interaction in Eq. (1.22) produces is the rotation
of linear polarization as light propagates through an axion classical field. Eq. (1.22)
modifies the inhomogeneous Maxwell’s equations in vacuum, giving in Lorenz gauge
𝐴𝜈 = −𝑔𝑎𝛾𝛾𝜕𝜇𝑎 · 𝜀𝜇𝜈𝜌𝜎𝜕𝜌𝐴𝜎 . (1.23)
For a plane electromagnetic wave propagating along the 𝑧-direction, each polarization
is given by
A± = 𝐴0𝜖±𝑒𝑖(𝑘0𝑧−𝜔0𝑡) , (1.24)
where 𝜖± are the usual left- and right-polarization vectors, 𝜖± = (1,±𝑖, 0)/
√
2. For
this plane wave, the equations of motion become
(𝑘20 − 𝜔20)
𝐴0√
2
𝑒𝑖(𝑘0𝑧−𝜔0𝑡) = ∓𝑔𝑎𝛾𝛾𝑘0𝜕𝑎
𝜕𝑡
𝐴0√
2
𝑒𝑖(𝑘0𝑧−𝜔0𝑡) (1.25)
which leads immediately to the dispersion relation obeyed by electromagnetic waves
in the presence of the axion field:
𝑘20 − 𝜔20 ± 𝑔𝑎𝛾𝛾𝑘0
𝜕𝑎
𝜕𝑡
= 0 . (1.26)
In the limit of small coupling, we see that the phase velocity for circularly-polarized
light varies as
𝜔0
𝑘0
= 1± 𝑔𝑎𝛾𝛾
2𝑘0
𝜕𝑎
𝜕𝑡
. (1.27)
For a classical axion field that oscillates sinusoidally, this results in the oscillation in
phase velocity of the two circular polarizations. In terms of linear polarization, this
leads to an oscillating rotation in linear polarizations; ALP dark matter in essence
transfers energy from one linear polarization to another.
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In Chapter 4 (based on Ref. [102]), I will discuss the use of interferometric tech-
niques to detect these small oscillations in polarization. Inspired by earlier work in
detecting axions through laser interferometry [103–105], we propose the Axion De-
tection with Birefringent Cavities (ADBC) experiment, a new axion interferometry
concept using a cavity that exhibits birefringence between its two, linearly-polarized
laser eigenmodes. This experimental concept overcomes several limitations of the
designs currently in the literature, and can be practically realized in the form of a
simple bowtie cavity with tunable mirror angles. Our design thereby increases the
sensitivity of the axion-photon coupling over a wide range of axion masses.
1.5 Energy Deposition in the Early Universe
The production of high-energy, electromagnetically interacting particles in the early
universe is a generic outcome of many new physics processes, including the annihila-
tion or decay of dark sector particles. These high-energy particles cool by interacting
with baryons in the intergalactic medium, transferring their energy to the gas in the
form of extra ionization and heating, affecting any cosmological observable that is
sensitive to the ionization and temperature histories of the universe. Understanding
the cooling process and its effects, in conjunction with cosmological probes of ioniza-
tion and temperature, allows us to set powerful constraints on potential sources of
new physics.
1.5.1 Three-Level Atom
In the absence of any source of energy injection, the three-level atom (TLA) model,
first derived in [106, 107], provides a pair of coupled differential equations for the
matter temperature in the IGM and the hydrogen ionization fraction:
?˙? (0)𝑚 = −2𝐻𝑇𝑚 + Γ𝐶(𝑇CMB − 𝑇𝑚) ,
?˙?
(0)
HII = −𝒞
[︀
𝑛H𝑥𝑒𝑥HII𝛼H − 4(1− 𝑥HII)𝛽H𝑒−𝐸21/𝑇CMB
]︀
, (1.28)
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where 𝐻 is the Hubble parameter, 𝑛H is the total number density of hydrogen (both
neutral and ionized), 𝑥HII ≡ 𝑛HII/𝑛H where 𝑛HII is the number density of free protons,
𝑥𝑒 ≡ 𝑛𝑒/𝑛H is the free electron fraction with 𝑛𝑒 being the free electron density, and
𝐸21 = 10.2 eV is the Lyman-𝛼 transition energy. 𝑇𝑚 and 𝑇CMB are the temperatures
of the IGM and the CMB respectively.4 𝛼H and 𝛽H are case-B recombination and
photoionization coefficients for hydrogen respectively, and 𝒞 is the Peebles-C factor
that represents the probability of a hydrogen atom in the 𝑛 = 2 state decaying to the
ground state before photoionization can occur [108, 109]. The photoionization coeffi-
cient is evaluated at the radiation temperature, 𝑇CMB, in agreement with Ref. [110].
Γ𝐶 is the Compton scattering rate, given by
Γ𝐶 =
𝑥𝑒
1 + ℱHe + 𝑥𝑒
8𝜎𝑇𝑎𝑟𝑇
4
CMB
3𝑚𝑒
, (1.29)
where 𝜎𝑇 is the Thomson cross section, 𝑎𝑟 is the radiation constant, 𝑚𝑒 is the electron
mass, and ℱHe ≡ 𝑛He/𝑛H is the relative abundance of helium nuclei by number. In the
absence of helium, note that 𝑥𝑒 = 𝑥HII. The solutions to Eq. (1.28) — i.e. without any
sources of energy injection — define what we will call the baseline temperature and
ionization histories, 𝑇 (0)𝑚 (𝑧) and 𝑥(0)HII(𝑧). More accurate calculations of 𝑇𝑚 and 𝑥HII
such as cosmorec [111] and hyrec [109] are routinely used for CMB analyses, but
such a high degree of accuracy is not currently needed when also including potential
energy injection sources, since the uncertainties associated with these processes and
the cooling of the injected particles are relatively large.
Exotic sources may inject additional energy into the universe, altering the thermal
and ionization evolution shown in Eq. (1.28). For example, the rate of energy injection
from DM annihilating with some velocity averaged cross section ⟨𝜎𝑣⟩, or decaying with
4We follow the standard astrophysical convention in which H and H+ are denoted HI and HII,
while He, He+ and He2+ are denoted HeI, HeII and HeIII respectively.
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some lifetime 𝜏 much longer than the age of the universe, is given by
(︂
𝑑𝐸
𝑑𝑉 𝑑𝑡
)︂inj
=
⎧⎪⎨⎪⎩𝜌
2
𝜒,0(1 + 𝑧)
6⟨𝜎𝑣⟩/𝑚𝜒 , annihilation,
𝜌𝜒,0(1 + 𝑧)
3/𝜏 , decay,
(1.30)
where 𝜌𝜒,0 is the mass density of DM today, and 𝑚𝜒 is the DM mass. This injected
energy, however, does not in general manifest itself instantaneously as ionization,
excitation, or heating of the gas. Instead, the primary particles injected into the
universe may cool over timescales significantly larger than the Hubble time, producing
secondary photons that may redshift significantly before depositing their energy into
the gas.
Although the primary particles injected into the universe may be any type of
Standard Model particle, we will only need to consider the cooling of photons and
electron/positron pairs [112]. This simplification occurs because either the primaries
are stable particles like photons, electrons and positrons, neutrinos, protons and anti-
protons, and heavier nuclei, or are unstable particles that resolve into these particles
on time scales much shorter than the cosmological time scales under consideration.
For typical sources of energy injection we can neglect heavier nuclei because they
are produced in negligible amounts, and neutrinos because they are very ineffective
at depositing their energy. Protons and antiprotons generally form a subdominant
component of stable electromagnetic particles across all possible Standard Model
primaries [113], and deposit energy less effectively than electrons, positrons, and
photons (although their effects are not completely negligible [114]). We therefore
only decompose the injection of any primary into an effective injection of photons,
electrons, and positrons, in accordance with Ref. [112] and subsequent works. Adding
the contribution from protons and antiprotons may strengthen these constraints by
a small amount.
A significant amount of work has been done on computing the cooling of high
energy photons, electrons, and positrons [112, 115–123]. Once the cooling of injected
primary particles is determined, the energy deposited into channel 𝑐 (hydrogen ion-
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ization, excitation, or heating) can be simply parametrized as
(︂
𝑑𝐸
𝑑𝑉 𝑑𝑡
)︂dep
𝑐
= 𝑓𝑐(𝑧)
(︂
𝑑𝐸
𝑑𝑉 𝑑𝑡
)︂inj
, (1.31)
with all of the complicated physics condensed into a single numerical factor that
is dependent on the redshift. These 𝑓𝑐 functions also depend on the energies and
species of the injected particles, but for simplicity of notation we will not write these
arguments explicitly.
The effect of energy injection on the thermal and ionization history can now be
captured by additional source terms,
?˙? inj𝑚 =
2𝑓heat(𝑧)
3(1 + ℱHe + 𝑥𝑒)𝑛H
(︂
𝑑𝐸
𝑑𝑉 𝑑𝑡
)︂inj
,
?˙?injHII =
[︂
𝑓H ion(𝑧)
ℛ𝑛H +
(1− 𝒞)𝑓exc(𝑧)
0.75ℛ𝑛H
]︂(︂
𝑑𝐸
𝑑𝑉 𝑑𝑡
)︂inj
, (1.32)
where ℛ = 13.6 eV is the ionization potential of hydrogen. The temperature and
ionization evolution is then governed by
?˙?𝑚 = ?˙?
(0)
𝑚 + ?˙?
inj
𝑚 , ?˙?HII = ?˙?
(0)
HII + ?˙?
inj
HII . (1.33)
1.5.2 Simple Parametric Estimates
In subsequent chapters, we will solve Eq. (1.33) numerically, and make significant im-
provements to this model. For now, we will perform some simple parametric estimates
to understand the baseline ionization and temperature histories.
Recombination
In the early universe, the population of photons with energy above the ionization
potential of hydrogen ℛ is large, and any proton and electron that happened to
recombine to form hydrogen were quickly ionized by a sufficiently energetic CMB
photon. However, as the universe cooled and the photons gradually redshifted and
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cooled, neutral hydrogen eventually became viable, and universe transitioned rapidly
from mostly ionized to mostly neutral. One might expect that the temperature 𝑇re
at which this occurs would be given by ℛ; however, baryons are a factor of 𝜂 ≈
6× 10−10 less abundant than baryons [124], and so a slightly better estimate of when
recombination occurs is 𝑒−ℛ/𝑇re ∼ 𝜂, i.e.
𝑇re ∼ − ℛ
log 𝜂
∼ 0.6 eV . (1.34)
A more accurate estimate, assuming that all species are in Saha equilibrium, yields
an estimate of 𝑇re ∼ 0.34 eV when half of all protons have recombined into neutral
hydrogen.
The process of recombination also freezes out once the recombination rate drops
below the Hubble expansion rate, leaving a residual free electron and proton popula-
tion, each with density 𝑛𝑒 by neutrality of the universe. The recombination rate can
be experimentally measured for hydrogen, and turns out to be characterized by the
case-B recombination coefficient
𝛼B(𝑧re) ∼ 10−12 cm3 s−1 (1.35)
around recombination.5 The rate of change of the electron number density, ?˙?𝑒, is
then given by ?˙?𝑒 = 𝑛2𝑒𝛼𝐵. Freezeout occurs when 𝑛𝑒 drops to the point where
?˙?𝑒
𝑛𝑒
= 𝑛𝑒𝛼𝐵 ∼ 𝐻 , (1.36)
which happens soon after recombination. This translates to an electron number
density of
𝑥𝑒 ≡ 𝑛𝑒
𝑛H
∼ 10−4 , (1.37)
5The case-B coefficient describes the rate of recombination to the 𝑛 = 2 state of hydrogen. This
is the relevant process here, since direct recombination to 𝑛 = 1 produces a photon that quickly
photoionizes another hydrogen atom.
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where we have introduced the free electron fraction 𝑥𝑒, and 𝑛H is the number den-
sity of hydrogen in all ionization states. This estimate of 𝑥𝑒 agrees very well with
precision calculations of 𝑥𝑒 from codes like recfast [125, 126], hyrec [109] and
cosmorec [111].
Temperature Evolution
The temperature history of baryons in the universe as shown in Eq. (1.28) is domi-
nated by two processes: Compton scattering of free electrons off CMB photons, and
adiabatic expansion. At early times, when the CMB energy density is large, Comp-
ton scattering keeps baryons in thermal contact with the CMB. This process keeps
𝑇𝑚 ∝ (1+𝑧) as the universe expands. Adiabatic expansion, on the other hand, causes
the de Broglie wavelength of particles to scale as (1 + 𝑧)−1, and so the matter tem-
perature scales as 𝑇𝑚 ∝ 𝑝2 ∝ (1 + 𝑧)2. The two processes become equally important
at
4𝜋2𝑥𝑒𝜎𝑇𝑇
5
CMB
15𝑚𝑒
∼ 2𝐻𝑇CMB . (1.38)
At this point, the temperature dependence transitions from (1 + 𝑧) to (1 + 𝑧)2, with
the baryons decoupling from the CMB. This redshift of thermal decoupling 𝑧td is
given by
1 + 𝑧td ∼
(︃
15𝑚𝑒𝐻0
2𝜋2𝜎𝑇𝑥𝑒𝑇 4CMB,0
)︃2/5
∼ 155 . (1.39)
Sensitivity to New Physics: Dark Matter Annihilation
Now suppose that the dark matter is made up of a particle that can undergo 𝑠-
wave, velocity-independent annihilation to produce high-energy electrons and photons
that can ultimately deposit their energy into the IGM. Let us make a parametric
estimate of the impact of dark matter 𝑠-wave annihilation on the ionization history
of the universe. The universe is fully ionized before recombination, which occurs at
a redshift of 𝑧re ≈ 1100. Once recombination occurs, the universe transitions quickly
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into neutrality, and energy injected from annihilating dark matter has a possibility
of eventually ionizing atoms in the gas. The rate at which annihilation occurs is
given by 𝑛𝜒⟨𝜎𝑣⟩. Between recombination (𝑧re ≈ 1100) and today, the probability of
annihilation per dark matter particle is given by
∫︁ 𝑡0
𝑡re
𝑑𝑡 𝑛𝜒⟨𝜎𝑣⟩ = 𝜌𝜒,0
𝑚𝜒
⟨𝜎𝑣⟩
∫︁ 0
𝑧re
𝑑𝑧 (1 + 𝑧)3
𝑑𝑡
𝑑𝑧
∼ 2𝜌𝜒,0⟨𝜎𝑣⟩
3𝑚𝜒𝐻0
(1 + 𝑧re)
3/2 , (1.40)
where 𝑡re and 𝑡0 are the time at recombination and today respectively, and 𝜌𝜒,0 is the
dark matter density today. For simplicity, we have made the approximation that the
universe has been matter-dominated since recombination.
From this, we immediately see that the expected energy released per baryon ⟨𝐸⟩
due to annihilations from recombination until today is
⟨𝐸⟩ ∼ 2𝑚𝜒𝑛𝜒
𝑛𝑏
· 2𝜌𝜒,0⟨𝜎𝑣⟩
3𝑚𝜒𝐻0
(1 + 𝑧re)
3/2 ∼ 10 eV
(︂
1GeV
𝑚𝜒
)︂(︂ ⟨𝜎𝑣⟩
3× 10−26 cm3 s−1
)︂
.
(1.41)
Keeping in mind that the ionization potential of hydrogen ℛ is only 13.6 eV, we
have shown that the total expected number of annihilations since recombination of
1GeV dark matter with a thermal cross section required to achieve relic abundance is
sufficient to ionize an 𝒪(1) fraction of all hydrogen in the universe. This is driven by
the fact that the release of the entire mass-energy of dark matter during annihilation
typically dwarfs the atomic energy scales, allowing one annihilation event to provide
sufficient energy to ionize roughly 𝑚𝜒/ℛ hydrogen atoms.
A similar estimate holds for the thermal history as well. Baryons are held in
thermal contact with the CMB until 𝑧td ∼ 150, after which Compton scattering
between free electrons and CMB photons becomes too inefficient to maintain both
the baryons and the CMB at the same temperature. Therefore, energy from dark
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matter annihilation after 𝑧 . 𝑧td can potentially go toward heating the gas.
⟨𝐸⟩ ∼ 2𝑚𝜒𝑛𝜒
𝑛𝑏
· 2𝜌𝜒,0⟨𝜎𝑣⟩
3𝑚𝜒𝐻0
(1 + 𝑧td)
3/2 ∼ 0.5 eV
(︂
1GeV
𝑚𝜒
)︂(︂ ⟨𝜎𝑣⟩
3× 10−26 cm3 s−1
)︂
.
(1.42)
The temperature of baryons just before the end of the dark ages is estimated to be
10−3 eV, which is much smaller than the energy that is potentially available to heat
the gas from annihilations.
For dark matter annihilation or decay, these constraints are typically most useful
for sub-GeV dark matter. For annihilation, the constraints are set mainly by ⟨𝜎𝑣⟩/𝑚𝜒,
which is proportional to the energy injection rate from these annihilations; thermal
dark matter candidates with ⟨𝜎𝑣⟩ satisfying Eq. (1.5) therefore inject more energy as
they get lighter. Moreover, above the GeV scale, gamma-ray telescopes generally set
more stringent constraints on these processes.
Similar estimates also show that energy deposition from decaying or 𝑝-wave an-
nihilating dark matter can have a significant impact on ionization and temperature
levels in the early universe. For the case of 𝑝-wave annihilation, the annihilation
cross section of dark matter scales as ⟨𝜎𝑣⟩ ∝ 𝑣2; this velocity dependence can arise
from particle physics considerations, e.g. in the annihilation of millicharged scalar
dark matter, and leads to a strong suppression of the annihilation rate during the
cosmic dark ages. However, the formation of structures leads to an increase the the
dark matter dispersion, which can result in a significant amount of energy deposition
despite the velocity suppression. In general, 𝑝-wave annihilation and decay tend to
result in large deviations in the cosmic ionization and temperature history at 𝑧 . 100,
and can be constrained effectively by probes of this epoch.
1.5.3 New Directions in Cosmic Energy Deposition
Eq. (1.33) serves as the basis for understanding how dark matter processes affect the
early universe, and also gives us a powerful way of constraining dark matter energy
injection processes, setting the stage for Chapters 5, 6 and 7.
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The fact that dark matter processes can contribute to increased levels of ionization
in the IGM naturally leads to the question of whether dark matter can contribute
significantly to reionization [127–134]. Conversely, the fact that reionization is known
to be complete by 𝑧 ∼ 6 combined with constraints on the total optical depth to re-
combination can be used to constrain dark matter processes [135, 136]. In Chapter 5
(based on Ref. [137]), I explain how to use the 𝑓𝑐(𝑧) results computed in Ref. [121]
together with a new calculation of boosts to the annihilation rate of dark matter due
to structure formation to definitively study the potential contribution of dark matter
annihilation (𝑠-wave- or 𝑝-wave-dominated) or decay to cosmic reionization, via the
production of electrons, positrons and photons. We map out the possible pertur-
bations to the ionization and thermal histories of the universe due to dark matter
processes, over a broad range of velocity-averaged annihilation cross-sections/decay
lifetimes and dark matter masses. We extend the previous 𝑓𝑐(𝑧) calculations down
to a redshift of 1 + 𝑧 = 4 for two different reionization scenarios. We find that for
dark matter models that are consistent with experimental constraints, a contribu-
tion of more than 10% to the ionization fraction at reionization is disallowed for all
annihilation scenarios. Such a contribution is possible only for decays into electron/-
positron pairs, for light dark matter with mass 𝑚𝜒 . 100MeV, and a decay lifetime
𝜏𝜒 ∼ 1024 − 1025s.
In Chapter 6 (based on Ref. [138]), I will discuss the constraints on dark matter
annihilation and decay that can potentially be set by the 21-cm global signal, a
powerful new probe of the IGM temperature at the cosmic dawn. Motivated in
part by recent claims of a detection of 21-cm absorption from 𝑧 ∼ 17 by the EDGES
experiment [139], we derive the constraints on dark matter annihilation and decay that
can be placed in the presence of extra radiation backgrounds or effects that modify
the gas temperature, such as dark matter-baryon scattering and early baryon-photon
decoupling. We find that if the EDGES observation is confirmed, then constraints
on light dark matter decaying or annihilating to electrons will in most scenarios be
stronger than existing state-of-the-art limits from the cosmic microwave background,
potentially by several orders of magnitude. More generally, our results allow mapping
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any future measurement of the global 21-cm signal into constraints on dark matter
annihilation and decay, within the broad range of scenarios we consider.
Finally, in Chapter 7 (based on Ref. [140]), I will present a new public Python pack-
age, DarkHistory, for computing the effects of dark matter annihilation and decay
on the temperature and ionization history of the early universe. Prior to this work,
𝑓𝑐(𝑧) has largely been computed assuming the baseline ionization history, and are
therefore applicable only so long as perturbations to the assumed ionization history
from exotic sources of energy injection are sufficiently small. For 𝑧 . 100, however,
ionization levels that exceed the baseline value of 𝑥𝑒 ∼ 2× 10−4 by several orders of
magnitude are experimentally allowed [137]. DarkHistory simultaneously solves for
the evolution of the free electron fraction and gas temperature, and for the cooling
of annihilation/decay products and the secondary particles produced in the process.
Consequently, we can self-consistently include the effects of both astrophysical and
exotic sources of heating and ionization, and automatically take into account backre-
action, where modifications to the ionization/temperature history in turn modify the
energy-loss processes for injected particles. This represents a significant improvement
over all previous calculations of this sort, which have used values of 𝑓𝑐(𝑧) calculated
assuming the baseline recombination history with no exotic energy injection. We
present a number of worked examples, demonstrating how to use the code in a range
of different configurations, in particular for arbitrary dark matter masses and anni-
hilation/decay final states. Possible applications of DarkHistory include mapping
out the effects of dark matter annihilation/decay on the global 21cm signal and the
epoch of reionization, as well as the effects of exotic energy injections other than dark
matter annihilation/decay.
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Chapter 2
Enabling Forbidden Dark Matter
2.1 Introduction
As we discussed in Chapter 1, the observed relic abundance of dark matter (DM) may
provide a clue to its non-gravitational interactions. In the conventional Lee-Weinberg
scenario, Many variations on the standard thermal freezeout scenario have recently
been considered (e.g. [43, 44, 50, 141–162]); in this article, we point out that even
for simple and weakly-coupled dark sectors, 3 → 2 annihilations – as illustrated in
Fig. 2-1 – can play a critical role.
For weakly-coupled DM, 3 → 2 processes are usually considered to be subdom-
inant to their 2 → 2 counterparts at the time of freezeout, but if the latter are
kinematically suppressed while 3→ 2 is unsuppressed, the situation is more complex.
This can occur when the DM couples to a “mediator” particle with a mass somewhat
larger than that of the DM itself, as might arise in a hidden sector characterized by
a single scale.
Kinematic suppression of 2 → 2 annihilation, leading to a novel cosmological
history during freezeout, was previously invoked in the “Forbidden DM” [147] and
“Impeded DM” [162] scenarios; the new feature in our study is the presence of a kine-
matically allowed dark-sector 3 → 2 annihilation channel. We refer to this scenario
as Not-Forbidden Dark Matter (NFDM). The 3→ 2 channel is also important in the
Strongly Interacting Massive Particle (SIMP) scenario [43], but work on SIMPs has
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I) effective operators
DM
𝐴′
II) dark photon model
Figure 2-1: Schematic description of Not-Forbidden Dark Matter (NFDM) paradigm.
I) effective operators for the 3→ 2 scattering processes; II) explicit model described
in the text: vector-portal dark matter model.
focused on strongly coupled theories with scalar DM [50, 163], whereas NFDM is a
more generic mechanism: it is potentially important in any situation where 2 → 2
annihilations within the dark sector are kinematically suppressed, and has no obvious
dependence on whether the DM is fermionic or bosonic or whether the dark sector
coupling is strong or weak. Hidden sector or multicomponent DM models may have
regions of parameter space where NFDM is an important mechanism to consider.
We illustrate our paradigm with a Dirac fermion DM charged under a hidden
𝑈(1) symmetry, with dark gauge boson 𝐴′. This mediator can provide a portal to the
SM by having a small coupling to the electromagnetic current 𝐽𝜇EM through a kinetic
mixing term (𝜖/2)𝐹 ′𝜇𝜈𝐹 𝜇𝜈 . In the mass basis, the Lagrangian becomes
ℒ ⊃ −1
4
𝐹𝜇𝜈𝐹
𝜇𝜈 − 1
4
𝐹 ′𝜇𝜈𝐹
′𝜇𝜈 +
1
2
𝑚2𝐴′ 𝐴
′
𝜇𝐴
′𝜇 + ?¯?(𝑖 /𝐷 −𝑚𝜒)𝜒+ 𝑒𝐽𝜇EM(𝐴𝜇 + 𝜖𝐴′𝜇) .
(2.1)
The gauge coupling is 𝛼′ = 𝑔′2/4𝜋, and /𝐷 ≡ /𝜕 − 𝑖𝑔′ /𝐴′. It is clear in this basis
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that there is no tree-level coupling between 𝜒 and the SM photon. We can also
consistently assume that the dark Higgs boson giving mass to 𝐴′ is very heavy and
can be neglected in the effective description [164]. Depending upon the size of the
kinetic mixing parameter 𝜖, there are two possible regimes of interest:
(1) 𝜖 is relatively large, such that the hidden sector and the SM sector have the
same temperature before DM freezeout, while 𝜖 is still small enough so that 3 → 2
and 2→ 2 reactions involving only hidden sector particles dominate over annihilation
of 𝜒 to SM particles;
(2) For sufficiently small 𝜖 . 10−8, the hidden sector will have its own temperature
and in the limit 𝜖→ 0, it becomes secluded: both 𝜒 and 𝐴′ contribute to the ultimate
DM density.
In Sec. 2.2, we discuss the freezeout history of the NFDMmodel, and by solving the
Boltzmann equations, we determine the dark sector parameter values {𝑚𝜒, 𝑚𝐴′ , 𝜖}
that are consistent with the observed relic density. In Sec. 2.3 we incorporate con-
straints from a variety of astrophysical and laboratory searches, showing that a signif-
icant parameter region is allowed while realizing the NFDM mechanism. Conclusions
are given in Sec. 2.4. In the appendix, we present a more detailed account of how
the order of freezeout of the various reactions determines the relic abundance; the
dependence of our results on the temperature of the dark sector; how the constraints
change with 𝑚𝐴′/𝑚𝜒, and cross sections for the relevant scattering processes.
2.2 Cosmology
Previous studies of the vector-portal DM model, shown in Eq. (2.1), have divided
the parameter space into two broad regions: 𝑚𝜒 < 𝑚𝐴′ or 𝑚𝜒 > 𝑚𝐴′ . In the latter
case, the dominant process at the epoch of thermal freezeout is 𝜒?¯? → 𝐴′𝐴′ followed
by 𝐴′ decays to SM particles, whereas when 𝑚𝜒 < 𝑚𝐴′ , the 𝑠-channel annihilation
𝜒?¯?→ 𝑓𝑓 to SM particles 𝑓 via off-shell 𝐴′ is dominant. This regime is ruled out for
𝑚𝜒 ∼ MeV-GeV by CMB constraints [165–169].
In the present work, however, we are interested in the intermediate region 𝑚𝜒 .
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𝑚𝐴′ , where it is possible for the 3→ 2 scatterings 𝜒𝜒?¯?→ 𝜒𝐴′ or 𝜒?¯?𝐴′ → 𝜒?¯? to have
an important effect on the dark matter abundance. The system is governed by the
coupled Boltzmann equations for the 𝜒 and 𝐴′ densities. For 𝑚𝜒 . 𝑚𝐴′ , the relevant
terms in these equations are
𝑑𝑛𝜒
𝑑𝑡
+ 3𝐻𝑛𝜒 =− 1
4
⟨𝜎𝑣2⟩𝜒𝜒?¯?→𝜒𝐴′
(︂
𝑛3𝜒 − 𝑛2𝜒,0𝑛𝜒
𝑛𝐴′
𝑛𝐴′,0
)︂
+ ⟨𝜎𝑣⟩𝐴′𝐴′→?¯?𝜒
(︂
𝑛2𝐴′ − 𝑛2𝐴′,0
𝑛2𝜒
𝑛2𝜒,0
)︂
, (2.2)
𝑑𝑛𝐴′
𝑑𝑡
+ 3𝐻𝑛𝐴′ =
1
8
⟨𝜎𝑣2⟩𝜒𝜒?¯?→𝜒𝐴′
(︂
𝑛3𝜒 − 𝑛2𝜒,0𝑛𝜒
𝑛𝐴′
𝑛𝐴′,0
)︂
− ⟨𝜎𝑣⟩𝐴′𝐴′→?¯?𝜒
(︂
𝑛2𝐴′ − 𝑛2𝐴′,0
𝑛2𝜒
𝑛2𝜒,0
)︂
− Γ𝐴′→𝑓𝑓 (𝑛𝐴′ − 𝑛𝐴′,0) , (2.3)
where 𝑛𝜒 (𝑛𝜒,0) denotes the (equilibrium) density of 𝜒+?¯?, and similarly 𝑛𝐴′ (𝑛𝐴′,0) for
the dark photon. Throughout this paper, we have assumed zero chemical potential
for 𝜒 and 𝜒, and take the densities of 𝜒 and 𝜒 to be equal. The 1/4 in the first term of
Eq. (2.2) is the symmetry factor for Dirac DM, taking into account the two identical
particles in the initial state and the fact that each annihilation process removes a
𝜒𝜒 pair. The conjugate process 𝜒𝜒𝜒→ 𝜒𝐴′ is also accounted for in this factor. The
relative numerical factors between the two equations are consistent with the way each
process changes the number density of 𝜒 and 𝐴′; for example, the factor of 1/4 and
1/8 in the first terms of Eq. (2.2) and (2.3) respectively are consistent with the fact
that the 3→ 2 process has a net effect of removing a 𝜒𝜒 pair and producing a single
𝐴′. A detailed discussion of the derivation of the Boltzmann equation for 3 → 2
processes can be found in [170].
Other 3→ 2 processes such as 𝜒𝜒𝐴′ → 𝜒𝜒, 3𝐴′ → 𝜒𝜒 etc. are important only in
the case of 𝑚𝐴′/𝑚𝜒 < 1 and 𝜖 = 0 in Sec. 2.2.2. The complete Boltzmann equations
containing all of these processes are shown in Eq. (A.3) and (A.4) in Appendix A.4.
All numerical results in this paper across the full range of 𝑚𝐴′/𝑚𝜒 considered were
obtained using the complete equations. Expressions for the cross sections are given
in Appendix A.5.
44
mχ = 0.2 GeV, α' = 1
mA'/mχ = 1.9, ϵ = 10-6
Yχ, NFDM
Yχ, 2→2 only
YA', NFDM
Yχ,0
YA',0
Relic Density
10 100
10-20
10-15
10-10
10-5
x ≡ mχ/T
Y
≡n/s
Figure 2-2: Relic density in the NFDM scenario, assuming kinetic equilibrium of the
dark sector with the SM. The evolution of the energy density of 𝜒 (red) and 𝐴′ (blue)
for all processes (bold) and the corresponding energy density of 𝜒excluding the 3→ 2
process (red, dotted). The equilibrium distribution of 𝜒 (green) and 𝐴′ (orange) are
also shown for reference.
We will focus on the two regimes where (1) the hidden sector and the SM remain
in thermal equilibrium, requiring values of the kinetic mixing 𝜖 & 10−7 (but still
small enough to avoid dominance of the 𝜒?¯? → 𝑒+𝑒− process); (2) the hidden sector
is secluded from the SM, 𝜖→ 0.
2.2.1 Kinetic Equilibrium with the Standard Model
For sufficiently large 𝜖, the scattering process 𝜒𝑒± → 𝜒𝑒± is fast enough to keep the
dark and visible sectors in kinetic equilibrium, 𝑇𝑑 = 𝑇SM. By comparing the rate
inferred from the 𝜒𝑒± → 𝜒𝑒± cross section to the Hubble rate 𝐻 at DM freezeout,
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Figure 2-3: Relic density in the NFDM scenario, assuming kinetic equilibrium of the
dark sector with the SM. Contours of the observed present-day relic density in the
𝑚𝜒-𝑟 plane for different values of the coupling constant 𝛼′.
we estimate the condition to be
𝜖 & 10−8
(︂
0.1
𝛼′
)︂1/2 (︁ 𝑚𝜒
1GeV
)︁1/2
, (2.4)
taking 𝑥𝑓 ∼ 20, the 𝑒± to be relativistic, and 𝑚𝐴′ ≃ 𝑚𝜒. This leaves a significant
range of 𝜖 . 10−8 − 10−4, depending upon 𝑚𝜒, such that 𝐴′-mediated annihilations
𝜒?¯? → 𝑒+𝑒− are out of equilibrium (a requirement of our scenario), as will be shown
below.
We take the dark sector masses to be in the ranges𝑚𝜒 ∼< 10 GeV and𝑚𝜒 ∼< 𝑚𝐴′ <
2𝑚𝜒. The lower bound on 𝑚𝐴′ makes 𝜒?¯? → 𝐴′𝐴′ kinematically inaccessible, while
the upper bound forbids the 𝐴′ → 𝜒?¯? decay channel. If 𝑚𝐴′ > 2𝑚𝜒, the number-
changing process 𝜒𝜒?¯? → 𝐴′𝜒 effectively becomes number-conserving, 𝜒𝜒?¯? → 𝜒𝜒?¯?.
In terms of the parameter 𝑟 ≡ 𝑚𝐴′/𝑚𝜒, the relevant range is thus 1 . 𝑟 . 2.
It is enlightening to compare the equilibrium rates (per 𝜒 particle) of the 3→ 2 and
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2→ 2 reactions in Eqs. (2.2) and (2.3), Γ𝜒𝜒?¯?→𝜒𝐴′ ∼ ⟨𝜎𝑣2⟩𝜒𝜒?¯?→𝜒𝐴′𝑛2𝜒,0 and Γ𝐴′𝐴′→?¯?𝜒 ∼
⟨𝜎𝑣⟩𝐴′𝐴′→?¯?𝜒𝑛2𝐴′,0/𝑛𝜒,0. From the exponential dependences in the equilibrium number
densities, 𝑛𝑖,0 ∼ exp(−𝑚𝑖/𝑇 ), we find that if 𝑚𝐴′ & 32𝑚𝜒, the 3→ 2 reaction will be
exponentially enhanced with respect to the 2→ 2 reaction at low temperatures.
The Boltzmann equations are solved numerically, and the results shown in Fig 2-2.
As an example, Fig. 2-1 illustrates the evolution of the 𝜒 and 𝐴′ abundances as a
function of 𝑥 ≡ 𝑚𝜒/𝑇 with 𝑚𝜒 = 0.2 GeV, gauge coupling 𝛼′ = 1, kinetic mixing
𝜖 = 10−6 and the ratio 𝑟 = 1.9. This example has been chosen to emphasize the
importance of 3→ 2 scatterings, but similar results are obtained for 𝑟 & 1.5. Here, in
the case with only 2→ 2 annihilation, the DM abundance would reach its relic value
at 𝑥𝑓 ∼ 20; in our NFDM case, in contrast, the 3→ 2 processes and decay of the 𝐴′
control the freezeout, and their interplay leads to an extended freezeout continuing to
𝑥𝑓 ∼ 60. If we neglect the 3→ 2 process the resulting abundance is overestimated by
several orders of magnitude. It is noteworthy that 𝑌𝐴′ departs from the equilibrium
abundance at late times, even though the rate for 𝐴′ → 𝑒+𝑒− exceeds the Hubble
rate, because the 3 → 2 or 2 → 2 processes can also strongly affect the evolution of
𝑛𝐴′ .
In Fig. 2-3 we plot the contours in the 𝑚𝜒-𝑟 plane matching the observed relic
density [168], for several values of 𝛼′ and 𝜖. We consider values of 𝛼′ ≤ 4𝜋, since every
loop integral introduced in a Feynman diagram typically introduces an additional
factor of 𝛼/4𝜋, and so perturbativity is naively maintained for this range of 𝛼′. 𝑛𝐴′ =
𝑛𝐴′,0 correponds to large 𝜖, where the rate for 𝐴′ → 𝑒+𝑒− dominates the rates for either
of the two annihilation processes that generate 𝐴′s. The region 𝑟 . 1.5 corresponds
to the Forbidden DM regime, and Ref. [147] studied this regime with the assumption
of 𝑛𝐴′ = 𝑛𝐴′,0: smaller values of 𝜖 show increasing deviation from the relic density
contours obtained from this assumption, even for 𝑟 < 1.5. For the rest of the paper,
we will focus on the NFDM region 1.5 . 𝑟 < 2, where the 3 → 2 process leads to a
strong transition in the behavior of the relic density contour, with the exact value of
𝑟 for the transition depending on the coupling constant 𝛼′.
Normally the DM relic density is set by the strongest annihilation channel, which is
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also the last to freeze out, since only a single Boltzmann equation for DM is considered.
This applies when 𝜖 is large, forcing 𝑛𝐴′ ≃ 𝑛𝐴′,0 (dashed contours). These contours
turn to the right as 𝑟 → 2 because the 3→ 2 cross section diverges, ⟨𝜎𝑣2⟩𝜒𝜒?¯?→𝜒𝐴′ ∝
𝛼′3𝑚−5𝜒 (𝑟 − 2)−7/2, and 𝑌𝜒 ∼ 𝑥2𝑓/[𝑚𝑝𝑙𝑚2𝜒⟨𝜎𝑣2⟩𝜒𝜒?¯?→𝜒𝐴′ ]1/2. Thus obtaining the correct
relic density as 𝑟 → 2 requires a larger value of 𝑚𝜒.
In contrast, for moderate values of 𝜖, the NFDM mechanism applies, where the
two coupled Boltzmann equations must be solved together. In general, we find that
typically the two strongest processes (either annihilations or decays) keep the cou-
pled system in equilibrium until the rate for one process (per 𝜒 particle) becomes
comparable to the Hubble rate, and thus any weaker processes are not relevant for
determining the relic abundance. In this regime, typically the decay of 𝐴′ → 𝑒+𝑒−
and either the 3→ 2 or 2→ 2 annihilation are the relevant processes. In particular,
for 𝑟 & 1.5− 1.8, the 3→ 2 scatterings are faster than 2→ 2, and so they dominate
the freezeout, as shown in Fig. 2-2. The combination of 3 → 2 scatterings and 𝐴′
decays can lead to a non-equilibrium density for the 𝐴′ particles during the freezeout
of the 3 → 2 process if 𝜖 is sufficiently small (e.g. 𝜖 ∼ 10−6 − 10−7), resulting in a
lengthy freezeout and an 𝜖-dependent relic density. This behavior corresponds to the
divergence of the dashed and solid contours in Fig. 2-3 at large 𝑟.
2.2.2 Secluded Hidden Sector
Next we consider the limit of 𝜖→ 0, so that the dark photon is effectively stable, and
the hidden sector is secluded. This analysis can be easily applied to multi-component
DM models. Even though secluded hidden sectors are in general difficult to probe due
to the lack of any interaction with the SM, they are not entirely impossible to study.
Secluded hidden sectors can, for example, be constrained by the number of relativistic
degrees of freedom during Big Bang Nucleosynthesis (BBN). Furthermore, in the U(1)
theory considered here, the relic abundance is set by the coupling strength 𝛼′, which
in turn determines the self-interaction cross section in the dark sector. This cross
section is a prediction of the model, and has observable consequences for structure
formation, which can in principle be highly constraining.
48
mχ = 35 MeV, α' = 1, mA'/mχ = 1.95
Relic Density
Yχ
YA'
Yχ,0
YA',0
Secluded NFDM
only 3 → 2
only 2 → 2
1 10 100
10-15
10-10
10-5
1
x ≡ mχ/T
Y
≡n/s
Figure 2-4: NFDM, secluded hidden sector. The evolution of energy density of 𝜒 (red)
and 𝐴′ (blue) with (solid) all relevant processes; (dot-dashed) only 3 → 2 processes;
(dashed) only 2 → 2 processes. The equilibrium distribution of 𝜒 (green) and 𝐴′
(orange) are also shown for reference.
Moreover, the secluded case is a useful limit that gives insight into the region of
parameter space where 𝜖 is small but non-zero, so that kinetic equilibrium cannot be
maintained with the SM. Despite the small couplings to the SM, this regime can still
be effectively probed by observations of the cooling of SN1987a [171]. The secluded
limit is also highly instructive as an illustration of the rich behavior that can occur
in the 𝑈(1) vector portal DM model when the 2→ 2 and 3→ 2 annihilations are the
dominant processes at freezeout.
To avoid warm or hot dark matter [150], we assume that 𝜒 couples additionally
to some relativistic degree of freedom 𝜑 until freezeout, strongly enough to maintain
thermal equilibrium in the dark sector so that the DM temperature redshifts with the
Hubble expansion in the conventional manner, 𝑇 ∼ 1/𝑎. However, the coupling of
𝜑 to 𝜒 should be sufficiently weak that annihilation of 𝜒?¯? → 𝜑𝜑 is negligible during
freezeout, to make the NFDM freezeout mechanism dominate over conventional 2→ 2
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Figure 2-5: NFDM, secluded hidden sector. Contours of the observed present-day
relic density in the 𝑚𝜒-𝑟 parameter space for different coupling constants 𝛼′.
annihilation.
For a concrete model of how this can be achieved, we take 𝜑 to be a light scalar
charged under some additional 𝑈(1) symmetry, interacting with the dark sector
through the dimension-5 operator (1/Λ)𝜒𝜒𝜑*𝜑. The 𝑇 ∼ 1/𝑎 dependence is main-
tained by 𝜒𝜑→ 𝜒𝜑 scatterings, which has a rate that scales as 𝑛𝜑⟨𝜎𝑣⟩𝜒𝜑→𝜒𝜑, while the
𝜒𝜒→ 𝜑*𝜑 rate scales as 𝑛𝜒⟨𝜎𝑣⟩𝜒𝜒→𝜑*𝜑. To obtain a parametric estimate for a value of
Λ that would maintain both 𝑇 ∼ 1/𝑎 and subdominance to the 2→ 2 and 3→ 2 pro-
cesses considered in Eq. (2.2) and (2.3), we take ⟨𝜎𝑣⟩𝜒𝜑→𝜒𝜑 ∼ ⟨𝜎𝑣⟩𝜒𝜒→𝜑*𝜑 ∼ 1/Λ2, and
look for values of Λ which ensure that the 𝜒𝜒→ 𝜑*𝜑 annihilation rate is subdominant
up to the point of freeze-out of the two main processes. This condition is most difficult
to satisfy in the case where 𝑟 = 2, and the 2→ 2 rate becomes highly suppressed. Nev-
ertheless, we find that in this limit, a suitable range of Λ is 𝑚4/3𝜒 𝑚2/3pl . Λ2 . 𝑚𝜒𝑚pl,
which for GeV dark matter corresponds to 106 . Λ/GeV . 109.
More generally, the dark sector has its own temperature 𝑇𝑑 which need not be
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the same as that of the visible sector, 𝑇SM; it is determined by details of the thermal
cosmological history such as the efficiency of reheating into the dark sector after
inflation. The relic abundance in this case depends upon the unknown parameter
𝛾 ≡ 𝑇𝑑/𝑇SM, but in a simple way: 𝑌𝜒 ∝ 𝛾𝑝(𝑟) where 𝑝(𝑟) ∼ 1.6 − 1.8 depends upon
the mass ratio 𝑟 = 𝑚𝐴′/𝑚𝜒. Here we illustrate the case of 𝛾 = 1.
The evolution of 𝑛𝜒 and 𝑛𝐴′ for the secluded dark sector is shown in Fig. 2-
4, taking 𝑚𝜒 = 35MeV, 𝛼′ = 1, 𝑟 = 1.95 as an example to illustrate the important
interplay between the 2→ 2 and 3→ 2 interactions. Keeping only the 3→ 2 reaction
would predict that 𝐴′ becomes the dominant DM component, whereas in reality it
remains highly subdominant. Again the freezeout process is prolonged, starting with
the decoupling of 2→ 2 scatterings at 𝑥 ∼ 20, while the 3→ 2 reactions decouple at
𝑥 ∼ 150. Interestingly, 𝑛𝐴′ temporarily grows between these two times, allowing the
2→ 2 rate to come back above 𝐻 just before freezeout completes.
In Fig. 2-5, we plot contours corresponding to the observed thermal relic density in
the 𝑚𝜒-𝑟 plane for different values of 𝛼′. In the following we give a brief explanation
of the contour shapes in the regions 𝑟 . 1, 1 . 𝑟 . 1.5 and 1.5 . 𝑟 . 2, which each
show a distinct qualitative behavior:
(1) 𝑟 . 1. Being lighter than 𝜒, 𝐴′ is the dominant DM constituent. The fastest
process in this mass range is the 2→ 2 process 𝜒𝜒→ 𝐴′𝐴′. Significantly below 𝑟 = 1,
the second fastest process is 3𝐴′ → 𝜒𝜒, since 𝑛𝐴′,0 > 𝑛𝜒,0. Near the threshold, with
𝑛𝐴′,0 ∼ 𝑛𝜒,0, all of the other possible 3 → 2 processes (𝜒𝜒𝐴′ → 𝜒𝜒, 𝜒𝜒𝐴′ → 𝜒𝜒,
𝜒𝜒𝐴′ → 𝐴′𝐴′, 𝜒𝐴′𝐴′ → 𝜒𝐴′, as well as 𝜒𝜒𝜒 → 𝜒𝐴′ plus any conjugate processes)
become important. The relic abundance curves in Fig. 2-5 are computed with all of
these processes taken into account in the complete Boltzmann equations shown in
Eqs. (A.3) and (A.4).
(2) 1 ∼< 𝑟 ∼< 1.5. 𝜒 is the dominant DM component. The fastest reaction is
𝐴′𝐴′ ↔ 𝜒?¯?, and it enforces 𝑛𝐴′ = 𝑛𝐴′,0𝑛𝜒/𝑛𝜒,0 during the freezeout, and the second
fastest reaction is now 𝜒𝜒?¯?→ 𝜒𝐴′, which determines the DM abundance. The 3→ 2
rate goes as 𝑛2𝜒⟨𝜎𝑣2⟩, which depends only weakly on 𝑟 through the phase space.
Therefore there is no strong correlation between the abundance and 𝑟 in this region.
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(3) 1.5 ∼< 𝑟 ∼< 2. 𝜒 is the dominant DM component, but now its abundance is
determined by the two freezeout events 𝐴′𝐴′ → 𝜒?¯? (whose rate becomes comparable
to Hubble at later times) followed by 𝜒𝜒?¯? → 𝜒𝐴′. At large 𝑟 . 2, just before
freezeout completes, both reactions are faster than 𝐻, allowing one to estimate the
freezeout times. Taking the 2 → 2 and 3 → 2 rates ∼ 𝐻, and 𝑛𝐴′ ≃ 𝑛𝐴′,0 𝑛𝜒/𝑛𝜒,0
enforced by fast 3 → 2 scatterings, we can analytically derive contours consistent
with the numerical results.
2.3 Constraints
The parameter space of NFDM is constrained by a variety of experimental obser-
vations: i) dark photon limits coming from the cooling of SN1987a [171]; ii) similar
bounds from beam dump experiments [172, 173]; iii) limits on the thermally-averaged
cross section of 𝜒?¯? → 𝑒+𝑒− deduced from the CMB power spectrum measured by
Planck [112, 137, 168, 169, 179], and iv) direct detection constraints on the dark
matter-nucleon scattering cross section from PandaX-II [174], LUX [175] and CDM-
SLite [12]. Although we have only assumed a coupling to electrons in much of this
analysis for simplicity, these direct detection limits are relevant to the vector-portal
DM model considered here.
Future direct detection experiments including SuperCDMS SNOLAB [176], as well
as electron scattering off germanium [178, 180–182] and graphene [177] are also shown
in the same plot. Other current limits from XENON10 [183], indirect detection [184]
and lower bounds on 𝑚𝜒 from 𝑁eff [185] are sub-dominant to the current constraints
presented here and are not shown.
Fig. 2-6 summarizes these constraints in the 𝑚𝜒-𝜖 plane for the illustrative value
of 𝑟 = 1.8, with 𝛼′ fixed to give the correct present-day relic density, subject to the
perturbativity constraint 𝛼′ ≤ 4𝜋. At a large 𝜖 and small 𝑚𝜒, conventional freezeout
from 𝜒?¯? → 𝑒+𝑒− annihilations dominates over the NFDM mechanism, but this is
ruled out by the CMB constraint. The approximately horizontal red dashed contour
shows the minimum value of 𝜖 for which the visible and dark sectors are in kinetic
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Figure 2-6: Constraints in the 𝑚𝜒-𝜖 plane for the case of 𝑚𝐴′/𝑚𝜒 = 1.8, with 𝛼′
chosen to produce the observed relic density. The allowed region is shown in white.
The upper-left shaded region (red) indicates where freezeout is dominated by the
conventional 𝜒?¯? → 𝑒+𝑒− annihilations. Limits are derived from the CMB power
spectrum [168] (green), beam dump experiments [172, 173] (pale orange), SN1987a
cooling [171] (blue), direct detection [12, 174, 175] (yellow) and perturbativity, 𝛼′ ≥
4𝜋 (gray). The projected reach of SuperCDMS [176] (orange dot-dashed line), electron
ionization of graphene [177] (magenta dot-dashed line) and germanium in a low-
threshold experiment [178] (blue dot-dashed line) are also shown. The curve near
𝜖 ∼ 10−7 indicates where kinetic equilibrium with SM is established (red dashed
line). The region of parameter space where the self-interaction cross section exceeds
current limits (𝜎/𝑚𝜒 > 1 cm2/g) (purple), and the region where the self-interaction
cross section can potentially solve the small-scale structure problems (0.1 cm2/g <
𝜎/𝑚𝜒 < 1 cm
2/g) (purple dashed lines) are displayed. The purple arrow points into
the region allowed by self-interaction bounds, above and to the right of the line. The
𝐴′ decay rate is faster than 𝐻 at freezeout above the lowest (blue) curve.
equilibrium, estimated in Eq. (2.4).
Self-interactions between dark matter particles with a cross section 𝜎SI ∼ 0.1 .
𝜎SI/𝑚𝜒 . 1 cm2 g−1 can potentially resolve the core-cusp and the too-big-to-fail prob-
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lems of small-structure formation with cold DM [47–49] while remaining consistent
with experimental constraints, which set an upper bound of between 1–2 cm2 g−1 [186–
188]. A DM mass of 𝑚𝜒 ∼ (0.1−1)GeV with 𝜖 ∼ 10−7−10−6 in our model leads to a
velocity-independent self-interaction cross section that lies within this range, and can
provide a possible solution to both puzzles (though recent analysis of clusters indicates
some preference for a velocity-dependent cross section [189]). The preferred region
is between the purple dashed lines in Fig. 2-6, while the cosmologically constrained
region is shown in purple.
2.4 Summary and Outlook
We have demonstrated a novel scenario called Not-Forbidden Dark Matter, where an
allowed 3 → 2 annihilation process compensates for its conventional 2 → 2 counter-
part being kinematically forbidden during thermal freezeout. This mechanism can be
potentially important in a variety of hidden sector models, including vector-portal,
scalar-portal and composite DM. The DM mass and the mediator (or second DM)
mass are of the same order, which would naturally arise in a hidden sector character-
ized by a single scale.
Taking the vector-portal DM model as an example, we found that in some parts
of the NFDM parameter space, the combined effect of 3 → 2, 2 → 2 and 𝐴′ decay
channels is to significantly prolong the period of freezeout. The commonly-neglected
3→ 2 annihilation channel can change the predicted relic density by orders of magni-
tude. Although this model is restricted by an abundance of experimental constraints,
viable examples remain in the mass range ∼ (0.1 − 1)GeV, with a self-interaction
cross section that is coincidentally of the right order for solving the small scale struc-
ture problems of ΛCDM cosmological simulations. This is a well-motivated target for
future direct detection [176, 180, 181] and dark photon searches [190–194].
While we were completing this work, Ref. [195] appeared, presenting a related idea.
Their work focuses on keV-MeV scalar DM and requires additional scalar “assister”
particles.
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Chapter 3
Complementarity for Dark Sector
Bound States
3.1 Introduction
The existence of dark matter (DM) is well-established by observations of its gravita-
tional effects. However, the particle nature of DM is still very much a mystery, despite
the ongoing efforts of many complementary experimental searches. Constraints set
by XENON [46], LUX [10] and PandaX [9] have strongly ruled out generic DM can-
didates that interact in a spin-independent manner through a 𝑍-exchange, and are
now starting to probe Higgs-mediated interactions (e.g. [196]). These direct detection
experiments are complemented by dark sector searches at colliders. The main DM
search strategy at the Large Hadron Collider (LHC) is based on missing transverse
momentum (MET) balanced by a jet, electroweak (EW) gauge boson or Higgs, known
generically as mono-𝑋 searches. Searches for dijet or dilepton resonances, while not
directly probing the existence of DM, can also effectively constrain models where a
mediator particle is responsible for interactions between the Standard Model (SM)
and a “dark sector” containing the DM, limiting the parameter space for the mediator.
Finally, indirect searches for DM annihilation or decay to SM particles, as well as the
well-measured relic abundance of the DM, set powerful limits on the strength and
nature of the interaction of DM with the SM. Any model of DM must successfully
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contend with all of these constraints.
With no hint yet of what the dark sector may look like, we might look to the SM
for clues as to its possible composition and structure. In this light, we should not be
surprised to find bound states in the dark sector; after all, bound states are ubiquitous
in the SM, and even the simplest dark sector models with a DM candidate and a force
carrier can potentially support the existence of bound states. Asymmetric dark matter
may even form atomic bound states, mediated by a hidden U(1) gauge symmetry,
in complete analogy with the SM [197–199]. Dark sector bound states, much like
QCD bound states, may be produced when a pair of heavy dark sector particles are
produced close to their kinematic threshold and have a sufficiently strong attractive
interaction between them. The subsequent decay of these bound states into lighter
SM particles can lead to distinctive signatures at the LHC. This strategy has been
studied in the context of bound states formed by supersymmetric (SUSY) particles,
and has been shown to be a potential search channel at the LHC [200–203], capable
of probing regions of parameter space where traditional searches are challenging.
Dark sector bound states and their potential collider signatures have been studied
extensively in the literature. Bound states formed from weakly-interacting massive
particles (WIMPs) that are charged under the SM SU(2)𝐿 × U(1)𝑌 gauge group or
non-SM forces, known as WIMPonium [204], can be detected at the LHC through
resonant decays into a pair of leptons, provided the coupling to the mediator which
supports the bound state is large enough. Other model-specific dark sector bound
state collider searches that have been proposed include searches for higgsino bound
states in 𝜆-SUSY and bound states within the self-interacting DM framework [205];
DM bound states in a U(1) vector portal model decaying into multilepton final states,
which can be searched for at 𝐵-factories [206]; dark sector baryons of a new confining
gauge interaction [207], and asymmetric DM bound states in a Higgs portal model
with decays to electrons [208]. Mono-photon searches at lepton colliders can also
potentially be used to probe the full resonance structure of the dark sector [209].
However, the large couplings typically required for detectable bound states often
predict large signals in direct detection experiments, especially if the light force carrier
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responsible for the bound state formation also couples to the SM; likewise, in this light-
mediator regime, searches for the mediator are often a more promising dark-sector
discovery channel than searches for the bound states [210].
In this chapter, we broadly explore the challenges of building a dark sector model
which can be discovered through the production of a bound state at the LHC, in
light of the current stringent and complementary experimental constraints. Direct
detection limits can be evaded in models with TeV-mass DM if the DM candidate
only has an off-diagonal coupling to the SM that couples the DM, the mediator and a
heavier dark sector state, so that at tree-level, the DM only scatters into this heavier
state when interacting with the SM [211, 212]. At the LHC, dark sector particles
can be produced on their kinematic threshold and form a bound state ℬ, which can
subsequently undergo annihilation decay into a pair of SM leptons, showing up as a
dilepton resonance at the LHC.1
We will show that in models where the mediator between the SM and the dark
sector couples to two different states in the dark sector, it is possible to arrange for
such a resonance to occur and have a substantial branching ratio into SM leptons.
In these scenarios, searches for a dilepton resonance from ℬ are complementary to
the existing mono-𝑋 and vector resonance searches that are already deployed for
dark sector searches at the LHC, with the ability to probe higher mass scales for the
mediator and DM. Since ℬ can have the same quantum numbers as the SM mediator,
we explore the importance of mixing between bound states and mediator particles
with equal quantum numbers and similar masses.
Models with bound states that are detectable at the LHC can also possess large
indirect signals, as the long-range potential implied by the existence of bound states
generically enhances the annihilation cross section for slow-moving DM particles, and
the bound state formation and decay can also serve as an annihilation channel. We
will study the constraints from indirect detection and cosmology that result from
considering these effects.
1Di-jets are also a plausible search strategy, but the backgrounds and triggers make this much
more challenging to explore.
57
The rest of the chapter is structured as follows. In Sec. 3.2, we will make some
remarks on the general features of dark sector models where the bound-state resonance
search is the most sensitive channel. We will discuss why the bound-state resonance
search is complementary to the current dark sector search strategies used by the
LHC experiments for such models, and discuss their general phenomenology in direct,
indirect and collider DM searches. In Sec. 3.3 we will lay out some specific models
containing bound states in the dark sector and study their phenomenology. We will
first discuss the MSSM in the pure wino/higgsino limit, which already meets some of
the criteria needed for a successful model with bound states, although the production
rate at the 13TeV LHC is too small for detection. We will then discuss two vector
portal models which realize the requirements needed for a viable dark sector with
bound states to be probed by the LHC. In Sec. 3.4 we compute and discuss the
potential experimental signatures of these models. Our conclusion will then follow in
Sec. 3.5.
3.2 Phenomenology of Bound States
The existence of DM bound states has implications for the phenomenology of the
dark sector, and for its signatures in direct, indirect and collider searches. In this
section, we consider the circumstances under which collider searches for bound states
can probe otherwise unexplored regions of DM parameter space. Aside from these
searches, DM bound states with long lifetimes have also recently been shown to have
potentially interesting implications for neutrino experiments [213].
As we will show, models where bound-state resonance searches at the LHC probe
new regions of parameter space are most easily realized in the presence of several
common features:
1. DM couples to at least two distinct force carriers; one of these, 𝑌 , is light and
mediates the bound state formation, while the other, 𝑉 , is heavier and couples
appreciably to the SM. The constraints from LHC resonance searches of the
bound state are most competitive when the SM mediator 𝑉 is heavier than
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twice the DM mass;
2. the coupling of the DM to the light mediator, which we denote 𝛼ℬ ≡ 𝑔2ℬ/4𝜋,
should be fairly large, as the bound state production rate is proportional to the
third power of this parameter;
3. decay of 𝑠-wave bound states with the same spin as the heavy mediator into
a pair of light mediators is suppressed, so that decays through the heavier
mediator into two SM fermions dominate; and
4. the relevant spin-independent direct detection cross section is suppressed, e.g. by
loops, by momentum-dependent factors, or by small couplings. This is particu-
larly easy to achieve in models where the DM is part of a multiplet with small
mass splittings, and the heavy mediator has an off-diagonal coupling to the mass
eigenstates, so that elastic scattering off nuclei occurs only at one-loop level. An
alternate approach to this criterion would be to consider flavor-dependent cou-
plings between 𝑉 and the quarks.
The mono-𝑋 process, resonant production of the mediator 𝑉 and the resonant pro-
duction of the bound state ℬ are the main collider signatures of this general setup,
and are depicted in Fig. 3-1. When discussing generic models, we will denote the
heavy mediator as 𝑉 and its mass by 𝑚𝑉 , and the light mediator by 𝑌 and its mass
as 𝑚𝑌 (for “Yukawa”). In the example models we present, 𝑉 will be a vector in all
cases, but 𝑌 can be either a scalar or vector. In principle, 𝑉 could also be a scalar
(or a scalar bound state can mix directly with the Higgs sector [208]), but we will
leave the analysis of such scenarios to future work; as we will see, a vector mediator
facilitates a sizable production cross section and a large branching ratio to leptons,
while evading direct detection bounds.
Many of the earlier works in the literature on bound states exhibit some of these
features. Both [204] and [205] introduce an additional mediator to support the bound
state formed from DM charged under the EW gauge group, so that the couplings
between the DM to the light mediator can be made large. An additional mediator
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Figure 3-1: Feynman diagrams for relevant dark sector processes at colliders. These
processes are (top) the mono-𝑋 process, (middle) the resonant production of 𝑉 de-
caying into a pair of jets or leptons, and (bottom) the resonant production of ℬ,
subsequently undergoing a similar decay. The coupling of the mediator between the
dark sector and the SM to quarks (𝑔𝑞) and to the DM (𝑔𝜒), as well as the coupling
responsible for the Yukawa potential that forms the bound state ℬ (𝛼ℬ ≡ 𝑔2ℬ/4𝜋) are
shown. In our models, 𝑉 is always a vector, while 𝑌 can be either a scalar or a vector.
was also introduced in [213] to alleviate the tension between a suitably light mediator
that can support a bound state and the need for a massive enough SM mediator that
can decay into electron pairs. In [206], direct detection limits are avoided by having
sub-GeV DM. Furthermore, there is only one vector boson to mediate both the bound
state formation and the interaction with the SM, at the cost of allowing the bound
state to decay into 4- or 6-lepton final states. This is an important signature in 𝐵-
factories for DM with a mass on the order of a GeV [206]. In principle, this scenario
can be probed at the LHC by multi-lepton searches, or by di-photon searches where
two 𝑒+𝑒− pairs are detected as fake photons [208]. However, multi-lepton signatures
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turn out to be relatively unimportant for the kinetic mixing models that we will study
later.
We will demonstrate that the characteristics listed above can be achieved in Hig-
gsed dark-sector models, with a vector portal between the dark sector and the SM.
But before we give examples of such models, we will first discuss each of these criteria
in more detail.
3.2.1 General Model Building Considerations
The existence of DM bound states in a Yukawa potential with range 1/𝑚𝑌 is only
possible if [54, 206]:
𝛼ℬ𝑚𝜒
𝑚𝑌
> 1.68, (3.1)
where 𝑚𝜒 is the DM mass. Thus, the presence of a bound state supported by scalar
or vector exchange requires a relatively light force carrier – certainly lighter than the
dark matter itself, for weak couplings. For more complex dark sectors with potentials
that couple multiple two-particle states (e.g. the neutralino sector of supersymmetric
models), the details of this criterion may be modified, but it is still generically true
that there must be a force with range longer than the Bohr radius of the bound state,
i.e. there should be at least one mediator with 𝑚𝑌 . 𝛼ℬ𝑚𝜒.
If this force carrier is also the mediator between the DM and the SM, then searches
for the force carrier will generally offer a more accessible probe of dark-sector physics
than searches for the heavier DM, both because the force carrier is lighter and because
it couples directly to SM particles (see e.g. [210]). This leads us to consider models
where there are at least two distinct particles that couple to the DM, one which has
appreciable interactions with the SM (and can be heavier than the DM itself), and
the other of which mediates the bound state formation and so must be light.
One alternative to this structure is the case where the DM is charged under
the SM SU(2)𝐿 EW gauge group, and the photon, 𝑊 and/or 𝑍 support the bound
state; this is possible, for example, for bound states consisting of neutralinos and/or
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charginos [214]. However, as we will show later in this work, at present-day colliders
the production rate for such EW bound states is undetectably low.
Returning to dark-sector models with at least two mediators, the presence of
the light mediator has some immediate implications. First, the DM will generically
annihilate into the light mediators. If these mediators are absolutely stable, they will
constitute some fraction of the DM relic density, which must be sufficiently small; if
they are below the ∼ MeV scale in mass, they may be constrained by limits on the
number of effective relativistic degrees of freedom in the early universe (e.g. [215, 216]).
We will generally assume that these mediators decay through some small mixing with
the SM, on timescales less than one second, so that they do not affect Big Bang
nucleosynthesis; in this case, while the coupling can be made small enough that these
mediators do not contribute substantially to collider signals and direct detection,
indirect detection constraints from this annihilation channel must be considered. For
a weak enough mixing, a displaced vertex search can be a good search strategy if the
bound state decays primarily into these light mediators [205, 217].
Resonance searches for bound states will typically become difficult when there is a
significant branching ratio of the bound state into dark sector states (while the dark
sector states could decay promptly to SM particles as in Ref. [206], for the heavy
DM models considered in this chapter, which are most relevant for LHC searches, we
expect this signature to be relatively unimportant, as we will explain later). Thus, a
model where collider searches for bound state resonances are effective must ensure that
the branching ratio of the bound state (formed at a collider) into two light mediators
is small relative to the decay of the bound state via the off-shell heavy mediator into
a pair of SM particles. One way that this can be achieved is if both the heavy and
light mediators are vectors, then suppression of the spin-1 bound state decay to two
light mediators is automatic: charge parity symmetry forbids the decay of a spin-1
𝑠-wave bound state into two vectors, so any decays into dark sector vectors must
be a 3-body process. In fact, decays into any number of the light mediators can be
completely forbidden if the bound state is formed not from a particle-antiparticle pair,
but from two different fermions in the bound state with nontrivial quantum numbers,
62
which cannot be conserved if the bound state could decay into states containing only
light mediators. This behavior is natural in cases where the mediator 𝑉 couples off-
diagonally to the multiplet containing the DM. Models of this type have additional
advantages in evading constraints from direct detection.
Note that if the mediator to the SM is a vector, then the bound states formed
at the LHC by resonant production will dominantly be spin-1 𝑠-wave states; if the
mediator is a scalar, they will instead dominantly be spin-0 𝑠-wave states. The spin
and angular momentum of the bound states determine their possible decays.
3.2.2 Vector-Bound State Mixing
When 𝑉 and ℬ have similar masses or the coupling between 𝑉 and the constituents
of ℬ is large, significant mixing can occur between the two states if they have the
same quantum numbers. Both the 𝑉 -resonance and ℬ-resonance diagrams in Fig. 3-
1, together with higher order diagrams with more inter-conversions between 𝑉 and
ℬ, need to be re-summed. The new mass eigenstates that result from the mixing
have masses and widths that are shifted with respect to their unmixed values by an
amount determined by the strength of the mixing.
The formalism that accounts for the mixing was used to study 𝑍-toponium mixing
[218–222], and more recently to study Higgs-stoponium mixing [56]. The mixing shifts
the masses and widths of the unmixed states, denoted 𝑉0 and ℬ0, to new values given
by the eigenvalues of the following mass matrix:
ℳ =
⎛⎝𝑚2𝑉,0 − 𝑖𝑚𝑉,0Γ𝑉,0(𝑠) −𝑓
−𝑓 𝑚2ℬ,0 − 𝑖𝑚ℬ,0Γℬ,0(𝑠)
⎞⎠ , (3.2)
where all masses and widths are for the unmixed states, and 𝑓 is a model-dependent
parameter determined by the coupling between 𝑉0 and ℬ0.
If 𝑓 is small compared to the difference in the diagonal entries (see Eq. (3.4)
below), the final mixed states 𝑉 and ℬ are approximately their respective initial
unmixed states, up to higher order corrections. The width of 𝑉0 should be evaluated
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at the appropriate energy scale
√
𝑠 at which the final mixed resonances 𝑉 or ℬ are
produced; this scale dependence is important especially when 𝑚ℬ lies below the 𝜒𝜒
open production threshold while𝑚𝑉,0 lies above it. The width of ℬ0 should not include
decays through mixing with the 𝑉 : such effects are exactly what the mixing accounts
for. For the kinetic mixing models that we will consider later, we take Γℬ,0 = 0,
since the dark sector particles do not have any tree-level coupling to the SM, and
the unmixed width of the bound state excluding mixing into the SM is always much
smaller than Γ𝑉,0.
After mixing, the mixed mass eigenstates are rotated by a complex mixing angle
𝜃 with respect to the unmixed states, and the masses and widths are shifted by
[219, 221]
𝑄𝑉 = 𝑄𝑉,0 cos
2 𝜃 +𝑄ℬ,0 sin2 𝜃 + 𝑓 sin 2𝜃,
𝑄ℬ = 𝑄𝑉,0 sin2 𝜃 +𝑄ℬ,0 cos2 𝜃 − 𝑓 sin 2𝜃, (3.3)
where 𝑄𝑗 ≡ 𝑚2𝑗 − 𝑖𝑚𝑗Γ𝑗, with
tan 2𝜃 =
2𝑓
𝑄𝑉,0 −𝑄ℬ,0 . (3.4)
The rotated mass eigenstate ℬ therefore develops a coupling to the SM through its
𝑉0 component.
When the mixed masses 𝑚𝑉 and 𝑚ℬ are nearly equal, a resonance search for each
individual mass eigenstate becomes impossible, since the 𝑠-channel diagrams with
intermediate 𝑉 - and ℬ-states interfere with each other, and the end result is a cross
section that may not have a Breit-Wigner form. However, if 𝜃 is small, Eq. (3.3) shows
that the mixed mass eigenstates are separated by Δ𝑚2 ∼ 4𝑓Re(𝜃), where Re(𝜃) is
the real part of 𝜃. Furthermore, the shift in the masses defined by Eq. (3.3) and (3.4)
always results in a mass eigenstate that is lighter than both 𝑚𝑉,0 and 𝑚ℬ,0, and is
therefore always strictly below the threshold for open production of 𝜒𝜒. These two
facts can ensure that the lighter resonance is always narrow, as it cannot decay into
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𝜒𝜒, and is always well-separated from the heavier resonance. We have checked that
this is always the case for the models that we consider later.
Finally, in the limit of small 𝜃, this mixing procedure gives a final decay width Γℬ
that agrees with the perturbative calculation to 𝒪(𝜃2), i.e. with the result obtained
by summing the partial widths of ℬ0 decaying through mixing with 𝑉0 (with Γ𝑉,0
evaluated at 𝑠 = 𝑚2ℬ,0), which then decays into SM final states [218, 219]. Throughout
this chapter, we will therefore qualitatively discuss the nature of the ℬ resonance using
the perturbative picture, while taking the mixing fully into account quantitatively.
We will also not make a distinction between ℬ0 and ℬ or 𝑉0 and 𝑉 , unless we are
explicitly discussing the mixing.
3.2.3 Collider Signatures
There are three important classes of collider signatures for models of the type we
have discussed: (i) mono-𝑋, where the DM state 𝜒 is produced and observed as MET
recoiling against a SM final state such as 𝑋 = 𝑗, ℎ,𝑊,𝑍 ; (ii) 𝑉 resonant production
with decaying channels such as dilepton, dijet or any other SM final states, and (iii) ℬ
resonant production with 𝑚ℬ ≈ 2𝑚𝜒, decaying into a pair of leptons or jets.
The three channels probe different physics, as well as different regions of the dark
sector parameter space. The mono-𝑋 channel is an unavoidable signature of DM. The
properties of the ℬ resonance are completely determined by the DM mass and its self-
interaction through the light mediator 𝑌 ; therefore, by analyzing its properties, we
study the DM directly. The 𝑉 resonance on the other hand probes the structure of
the dark sector, but is not directly related to the puzzle of DM.
The mono-𝑋 signature has been discussed previously [63, 64, 223–225], and there
are on-going searches at the LHC. We will demonstrate that for the models we con-
sider, mono-jet searches probe a different region of parameter space than bound state
resonance searches.
The production rate for the bound state ℬ at a 𝑝𝑝 collider is given by (as discussed
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in Chapter 1 and Refs. [59, 202, 205])
𝜎ℬ ≈
∑︁
𝑞
𝜁(3)
8𝜋2(2𝐽 + 1)
9𝑚3ℬ
Γℬ→𝑞𝑞ℒ𝑞𝑞 (𝜏ℬ) , (3.5)
where 𝐽 is the spin of the bound state; for a bound state produced from a vector
mediator, 𝐽 = 1. 𝜁(𝑠) is the Riemann 𝜁-function, which takes into account the
cross section for the production of all of the excited states of the bound state. Here
𝜏ℬ ≡ 𝑚2ℬ/𝑠, 𝑚ℬ is the mass of the bound state, and
√
𝑠 is the collider center-of-mass
energy. ℒ𝑞𝑞 is the parton luminosity function defined as
ℒ𝑞𝑞(𝜏) = 𝜏
∫︁ 1
𝜏
𝑑𝑥
𝑥
𝑓𝑞(𝑥)𝑓𝑞(𝜏/𝑥) , (3.6)
with 𝑓𝑞(𝑥) being the parton distribution functions (PDF), taken from [226] for calcu-
lations in this chapter.
In the perturbative limit, we can write
𝜎ℬ ≈
∑︁
𝑞
8𝜋𝜁(3)
3𝑚ℬ
𝑔2𝑞𝑔
2
𝜒|𝜓(0)|2ℒ𝑞𝑞 (𝜏ℬ)
(𝑚2ℬ −𝑚2𝑉 )2 + Γ2𝑉 (𝑠 = 𝑚2ℬ)𝑚2𝑉
, (3.7)
where 𝑔𝑞 (𝑔𝜒) sets the coupling of the mediator 𝑉 to quarks (DM) and 𝜓(0) is the
wave function of the bound state at the origin. For a Coulomb-like potential with
coupling 𝛼ℬ (i.e. where the mass of the bound state mediator 𝑚𝑌 can be neglected),
|𝜓(0)|2 = 𝛼3ℬ𝑚3𝜒/8𝜋. Throughout this chapter, 𝛼ℬ is always evaluated at the dark
matter mass scale, and we will only consider 𝛼ℬ < 1. Although the relevant energy
scale for bound state formation should strictly be the Bohr momentum 𝛼ℬ𝑚𝜒, we will
only consider models where the hierarchy of energy scales is 𝑚𝑌 < 𝛼ℬ𝑚𝜒 < 𝑚𝜒, with
all other scales lying above 𝑚𝜒. As noted in Ref. [205], since there are no relevant
energy scales between 𝑚𝑌 and 𝑚𝜒, the running of the coupling is expected to be
insignificant between 𝛼ℬ𝑚𝜒 and 𝑚𝜒, the primary scales of interest throughout.
This perturbative ℬ production cross section can be understood in three limits:
(i) the heavy mediator limit, 𝑚𝑉 ≫ 𝑚ℬ; (ii) the light mediator limit, 𝑚𝑉 ≪ 𝑚ℬ, and
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(iii) 𝑚𝑉 ≈ 𝑚ℬ. The cross section in each limit is
𝜎ℬ =
4𝜋𝜁(3)
3𝑚𝜒
𝑔2𝜒|𝜓(0)|2
∑︁
𝑞
𝑔2𝑞ℒ𝑞𝑞 (𝜏ℬ)
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1
𝑚4𝑉
, 𝑚𝑉 ≫ 𝑚ℬ,
1
𝑚4ℬ
, 𝑚𝑉 ≪ 𝑚ℬ,
1
Γ2𝑉𝑚
2
ℬ
, 𝑚𝑉 ≈ 𝑚ℬ.
(3.8)
These equations show that the ℬ production cross section is enhanced when its mass
is close to the mediator mass, and suppressed in the other two limits. Thus, we expect
stronger sensitivity in this channel when 𝑚𝑉 ≈ 𝑚ℬ . Moreover, if 𝑚ℬ ≫ 𝑚𝑉 , which
is in the limit where 𝑉 can also support dark matter bound states, the ℬ production
cross section is suppressed by Γ2𝑉 /𝑚2ℬ relative to the 𝑚𝑉 ≈ 𝑚ℬ region. We also can
see that for models where ℬ is heavy enough to decay primarily into two or three 𝑉 ’s
which then decay into 4 or 6 leptons at the LHC, the production rate of the bound
state is suppressed relative to the regime where 𝑚𝑉 ≈ 𝑚ℬ.
The mediator production cross section, 𝑉 , is
𝜎𝑉 ≈
∑︁
𝑞
8𝜋2
3
Γ𝑉→𝑞𝑞
𝑚3𝑉
ℒ𝑞𝑞 (𝜏𝑉 ) , (3.9)
where 𝜏𝑉 ≡ 𝑚2𝑉 /𝑠. As we pointed out above, the 𝑉 resonance search does not
directly probe the dark matter content. Further searches must be used to uncover
the dark sector after discovering the mediator between the SM and the dark sector.
Most importantly, when 𝑚𝑉 > 2𝑚𝜒 and 𝑔𝜒 ≫ 𝑔𝑞, 𝑔ℓ (the coupling to leptons), the
branching ratio of 𝑉 to SM particles becomes small, and resonance searches for 𝑉
grow ineffective. The full mixing calculation also bears out this conclusion: once
𝑚𝑉,0 > 2𝑚𝜒, the 𝑉 resonance is heavier and lies above the 𝜒𝜒 threshold and is a wide
resonance, while the lighter ℬ resonance remains narrow and below the threshold.
The comparison between mono-𝑋 and bound state production is more complicated
as the backgrounds for the two searches are different, and a more detailed comparison
is required; we will show results for some specific models below. On generic grounds,
the mono-𝑋 cross section is reduced because of the PDF price of the additional
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jet. However, the two production cross sections scale as 𝛼𝑠𝑔2𝑞𝑔2𝜒 and 𝛼3ℬ𝑔2𝑞𝑔2𝜒, for the
mono-𝑋 and bound state cases respectively. Thus for 𝛼3ℬ ≪ 𝛼𝑠 we expect a reduced
sensitivity in the bound-state searches; this suggests 𝛼ℬ rather close to 1 will be
required to make bound-state searches competitive. Moreover, the mono-jet search
becomes ineffective once 𝑚𝑉 < 2𝑚𝜒, since the mono-jet process must then proceed
through an off-shell 𝑉 .
In summary, the mono-jet search probes the region of parameter space where
𝑚𝑉 > 2𝑚𝜒, while the 𝑉 resonance search is more sensitive to the region where
𝑚𝑉 < 2𝑚𝜒. The bound-state production cross section, on the other hand, is enhanced
precisely in the intermediate region, and outperforms the other two searches when
𝑚𝑉 & 2𝑚𝜒. These three searches are thus complementary, and probe different parts
of parameter space, as we will show explicitly in our models below.
3.2.4 Direct Detection Limits
Direct detection searches are very sensitive probes of DM, especially for DM with
substantial couplings to hadrons, and mass at the EW scale or higher. Thus, viable
models of dark resonance signals at the LHC must evade direct detection bounds.
A naive estimate of the DM-nucleon scattering cross section at tree level, in terms
of the parameters discussed in the previous subsection, gives 𝜎 ∼ 𝑔2𝑞𝑔2𝜒𝑚2𝑁/𝑚4𝑉 ∼
10−40cm2𝑔2𝑞𝑔2𝜒 (TeV/𝑚𝑉 )
4, assuming 𝑚𝑉 is much larger than the typical momentum
transfer in the scattering, and 𝑚𝜒 is much larger than the nucleon mass 𝑚𝑁 . For
comparison, under standard assumptions, the limit from XENON1T on this scatter-
ing cross section is of order 10−45cm2(𝑚𝜒/TeV) [46]. Thus, if the elastic scattering
spin-independent cross section is unsuppressed, we infer that the product of couplings
𝑔2𝑞𝑔
2
𝜒 . 10−5𝑚4𝑉𝑚𝜒/TeV5. This simple estimate is broadly consistent with more care-
fully obtained limits on a dark sector interacting with nucleons through a vector
mediator for current and future direct detection experiments [227, 228]. Reasonably
large couplings and sufficiently low dark sector masses are necessary for the signifi-
cant production of the bound state resonance, but this parameter region of interest
(𝑔𝑞𝑔𝜒 ∼ 1 and 𝑚𝑉 ∼ 2𝑚𝜒 ∼ 1− 4 TeV) is generically in tension with direct detection
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Figure 3-2: Direct detection Feynman diagrams for inelastic DM models, with (left)
tree-level inelastic scattering, and (right) one-loop, elastic scattering off nuclei in these
experiments.
bounds.
However, any suppression to the naive tree-level cross section can alleviate this
tension. As mentioned above, a simple scenario (“inelastic dark matter”) that leads
to suppressed direct detection signals posits that the coupling between the DM 𝜒1
and the mediator 𝑉 involves an unstable partner particle 𝜒2, and the mass splitting
between the DM and its partner is greater than the maximum kinetic energy of DM
particles in the halo [211, 212]. Fig. 3-2 shows the relevant Feynman diagrams for
direct detection of the DM particles. Such models also have interesting consequences
for bound state formation at the LHC: if the bound state is produced in the 𝑠-channel
from the mediator 𝑉 , it will automatically be composed of the DM and its partner
particle, or may only involve dark sector particles in the same multiplet as the DM,
and not the DM at all.
In such models, elastic scattering can still occur, but only at loop level. The direct-
detection spin-independent cross section for scattering off a nucleon with target mass
𝑚𝑇 is given by [229]
𝜎SI =
4
𝜋
(︂
𝑚𝜒𝑚𝑇
𝑚𝜒 +𝑚𝑇
)︂2
(𝑛𝑝𝑓𝑝 + 𝑛𝑛𝑓𝑛)
2 , (3.10)
where 𝑛𝑝,𝑛 are the number of protons and neutrons respectively, and 𝑓𝑝,𝑛 are the
corresponding matrix elements. We can generalize the effective operator analysis
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of [230], to the dark sector models that will be of interest to us. Then
𝑓𝑁
𝑚𝑁
=
∑︁
𝑞
(︂
𝑓𝑞𝑓𝑇𝑞 +
3
4
(𝑞(2) + 𝑞(2))(𝑔(1)𝑞 + 𝑔
(2)
𝑞 )
)︂
, (3.11)
where 𝑁 = 𝑛, 𝑝, and we sum over 𝑢, 𝑑, 𝑠 quarks. Here the first term comes from a 1-
loop diagram involving the Higgs, while the second term is a box diagram with two 𝑉
propagators. 𝑞(2) and 𝑞(2) are the second moments of the quark and anti-quarks PDFs
and 𝑓𝑇𝑞 = ⟨𝑁 |𝑚𝑞𝑞𝑞|𝑁⟩/𝑚𝑁 is the nuclear form factor. For these we use the numeric
values from [230]. In the wino scenario discussed in [230] these two contributions 𝑓𝑞
and 𝑔1,2𝑞 are non-negligible but of opposite sign, thus leading to a cancellation. In the
case of the dark sector models that we will consider later, the second contribution is
suppressed by the small coupling between the SM mediator and the SM, while the first
contribution will be negligible as the dark sector coupling to the SM Higgs will always
be very small. Explicitly, we can write 𝑔(1,2)𝑞 = (𝑔2𝜒𝑒𝜖𝑐𝑊𝑄/4𝜋𝑚3𝑉 )𝑔𝑇 (1,2)(𝑚2𝑉 /𝑚2𝜒),
where 𝑔𝑇 (1,2) are functions computed in [230], 𝜖 is the small mixing parameter, and
𝑄 is the charge of the quark. We find that in regions of parameter space of interest
to the present work the contribution from loops to direct detection is thus no larger
than 𝜎SI ∼ 10−48 cm2 and is thus unconstrained.
3.2.5 Overclosure and Indirect Searches
In general, if annihilation to the light mediators that support the bound state is al-
lowed, this process will tend to dominate freezeout. The same attractive potential
that permits bound state formation will also generically enhance annihilation through
the Sommerfeld enhancement [231, 232], potentially giving rise to large indirect sig-
nals in the present day. Formation of bound states followed by their decay can also
significantly enhance indirect signals (e.g. [233]), if the mediator supporting the bound
state is light enough that radiative capture of two DM particles into the bound state
is kinematically allowed.
Let us first note that there are several possible annihilation channels which are
𝑝-wave suppressed at late times [234]; if these processes dominate freezeout, the late-
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time indirect detection signals will generally be very suppressed. We will see an
example of this when we consider a model where the dominant annihilation is of
Majorana fermions to light scalars. Furthermore, if DM-DM scatterings experience
a repulsive potential rather than an attractive one, the DM-DM annihilation will be
exponentially suppressed at low velocities [235]. Note that in order for bound-state
searches to be interesting in such a scenario, there must be at least one other particle
with which the DM can form a bound state, and the DM must have an attractive
interaction with that particle. In this initial discussion, therefore, we assume the dom-
inant annihilation is 𝑠-wave and experiences an attractive Sommerfeld enhancement,
to explore when indirect searches can set interesting constraints.
Let us consider the simple case where the effective potential experienced by the DM
is a Yukawa potential, as discussed above. The 𝑠-wave Sommerfeld enhancement for a
Yukawa potential with coupling 𝛼ℬ and mediator mass 𝑚𝑌 can be well approximated
by [236, 237]:
𝑆 =
2𝜋𝛼ℬ
𝑣rel
sinh
(︁
6
𝜋
𝑚𝜒𝑣rel
𝑚𝑌
)︁
cosh
(︁
6
𝜋
𝑚𝜒𝑣rel
𝑚𝑌
)︁
− cos 𝜃
≥ 2𝜋𝛼𝐵
𝑣rel
sinh
(︁
6
𝜋
𝑚𝜒𝑣rel
𝑚𝑌
)︁
cosh
(︁
6
𝜋
𝑚𝜒𝑣rel
𝑚𝑌
)︁
+ 1
, (3.12)
where 𝑣rel is the relative velocity between the DM particles, and in the second line we
use cos 𝜃 > −1 with
𝜃 = 2𝜋
√︃
6
𝜋2
𝑚𝑌
𝛼ℬ𝑚𝜒
−
(︂
3𝑚𝜒𝑣rel
𝜋2𝑚𝑌
)︂2
(3.13)
being an angle controlling the resonance positions. The inequality is saturated for
real values of 𝜃, at the minima between resonances where cos 𝜃 = −1. (It is also
approximately saturated where 𝑚𝑌 → 0 and 𝑣rel ≪ 𝛼ℬ, where 𝑆 ≈ 2𝜋𝛼ℬ/𝑣rel.)
Note that for fixed 𝑚𝜒, requiring the correct relic density fixes 𝛼ℬ, if the assump-
tions are made that (a) this channel dominates during freezeout, and (b) the mass of
the mediator is irrelevant during freezeout. The latter assumption is approximately
true away from resonances and if 𝑚𝑉 /𝑚𝜒 is smaller than the typical velocity of par-
ticles around freezeout (𝑣 ∼ 1/3). For large values of 𝑚𝑌 (requiring large 𝛼ℬ, since
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𝑚𝑌 /𝑚𝜒 < 𝛼ℬ/1.68), or values of 𝑚𝑌 corresponding to resonant Sommerfeld enhance-
ment (cos 𝜃 → 1 as 𝑣rel → 0), freezeout may be more complicated and needs to be
studied more carefully; we will include the full 𝑚𝑌 dependence when we examine
specific models.
However, if we consider 𝛼ℬ to be fixed given 𝑚𝜒, and hold 𝑣rel fixed, then our
expression for the lower bound on the Sommerfeld enhancement is a monotonically
decreasing function of 𝑚𝑌 ; thus indirect detection will set a lower bound on 𝑚𝑌 (all
values of 𝑚𝑌 below this threshold will be ruled out). Since the requirement for bound
state formation sets an upper bound on 𝑚𝑌 , one can ask whether these two criteria
are in conflict. Equivalently, requiring 𝑚𝑌 < 𝛼ℬ𝑚𝜒/1.68 implies that
𝑆 >
2𝜋𝛼ℬ
𝑣rel
sinh
(︂
3.21𝑣rel
𝛼ℬ
)︂⧸︁(︂
cosh
(︂
3.21𝑣rel
𝛼ℬ
)︂
+ 1
)︂
. (3.14)
In order for the model to avoid exclusion by indirect detection (except possibly where
𝑚𝑌 is important to freezeout), this minimal Sommerfeld enhancement must be per-
mitted by the data. Note that for 𝛼ℬ ≫ 𝑣rel ( 𝑣rel ∼ 10−3 in the present-day Milky
Way halo), this minimal enhancement will reduce to an 𝛼ℬ- and 𝑣rel-independent
prefactor of:
𝑆min = 2𝜋 × 3.21/2 ≈ 10. (3.15)
This minimal Sommerfeld-enhanced cross section is rather close to indirect detection
bounds for a DM species that comprises 100% of the DM and whose abundance is
set by thermal freezeout, for DM masses below ∼ 1 TeV (e.g. [26, 238]); permitting
𝑚𝑌 . 𝑚𝜒𝑣rel would generally significantly overproduce limits from indirect detection,
unless 𝑌 decays primarily into invisible channels. If we assume 𝑚𝑌 ≫ 𝑚𝜒𝑣rel in the
present day, then we can approximate 𝑆 & 6𝛼ℬ𝑚𝜒/𝑚𝑌 , and thus if the maximum
allowed Sommerfeld factor is 𝑆max, then𝑚𝑌 & 6𝛼ℬ𝑚𝜒/𝑆max. Of course, smaller values
for 𝑚𝑌 are permissible if the species that forms bound states comprises only a small
fraction of the overall dark matter density.
If the dominant annihilation channel consists of 𝑠-wave annihilation to mediators
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coupled to the DM with strength 𝛼ℬ, then the annihilation cross section at low veloc-
ities is of order ⟨𝜎𝑣rel⟩ ≈ 𝜋𝛼2ℬ/𝑚2𝜒 (this expression is exact for Dirac or pseudo-Dirac
DM annihilating to U(1) dark gauge bosons). Requiring that this cross section fall
below the thermal value of ⟨𝜎𝑣rel⟩ ≈ 2× 10−26 cm3/s ≈ 1.7× 10−9 GeV−2 suggests an
overclosure bound of𝑚𝜒 . 𝛼ℬ×43TeV. As we will see, we will generally be interested
in masses around a few TeV and 𝛼ℬ & 0.1, so the overclosure bound will not typ-
ically be particularly constraining. This estimate ignores Sommerfeld enhancement
and bound state formation during freezeout, which can be important [239, 240]. For
𝛼𝐵 & 0.1, the Sommerfeld enhancement is non-negligible during the freezeout epoch;
however, for attractive Sommerfeld enhancement, including this effect only reduces
the late-time relic abundance. This further relaxes the overclosure bound, and since
it reduces the abundance of the species in question, also weakens constraints from
indirect detection. (However, it makes it more challenging to generate 100% of the
DM abundance by the same species that forms bound states.)
Likewise, radiative formation of bound states can also contribute to the depletion
of DM at early times and indirect signals at late times [233, 240–242]. These radia-
tive processes are only kinematically unsuppressed if enough energy is available to
produce an on-shell light mediator, i.e. the binding energy + kinetic energy of the
particles is greater than 𝑚𝑌 . Bound state formation can also occur through radiation
of an off-shell heavy mediator that decays to SM particles, but such processes will
be suppressed by a small mixing with the SM and also by the mass of the heavy
mediator. Thus, there are two distinct regimes for 𝑚𝑌 from an indirect-detection
perspective: 𝛼ℬ𝑚𝜒/1.68 & 𝑚𝑌 & 𝛼2ℬ𝑚𝜒/4, where bound states exist but radiative
capture into them is suppressed, and 𝑚𝑌 . 𝛼2ℬ𝑚𝜒/4, where radiative capture pro-
cesses are unsuppressed. We will ignore bound-state effects in the former case, but
account for their impact on indirect-detection signatures in the latter case.
However, we will ignore the effects of bound-state formation during freezeout.
A careful treatment of bound-state effects during freezeout requires accounting for
dissociation of the bound states through interactions with the light-mediator bath.
If 𝑚𝑌 . 𝛼2ℬ𝑚𝜒/4, then for 𝛼ℬ . 0.5 we expect the temperature at freezeout to
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be comparable to or larger than the binding energy (taking the standard estimate
𝑇freezeout ∼ 𝑚𝜒/20), and so dissociation effects could be substantial. Thus while the
presence of radiative capture into bound states during freezeout may further deplete
the DM abundance, relaxing both the overclosure and indirect limits further, a full
calculation would require a careful analysis (as performed in e.g. Ref. [240]).
We will show that the indirect detection constraints and overclosure limit can-
not fully exclude the regions of parameter space relevant to collider searches for the
bound states, even without taking the impact of bound-state effects on freezeout into
account, for both models we consider. Since including the bound-state effects during
freezeout would only relax these constraints further, we are justified in neglecting
them for purposes of this work.
3.2.6 Dark Matter Self-Interactions
Constraints on DM self-interactions require 𝜎/𝑚𝜒 . 1 cm2 g−1 ≈ 1/(60MeV)3 [186–
188]. As we are interested in the regime where a long-range potential exists and can
support bound states, we cannot use the Born approximation to estimate scattering
rates. However, if 𝑚𝑌 /𝑚𝜒 & 𝑣rel while still satisfying Eq. (3.1), the typical relative
velocity of DM particles in galaxies and galaxy clusters, then we can make the ap-
proximation that 𝑠-wave scattering dominates and use the analytic estimate for the
scattering cross section derived in Refs. [243, 244].
The scattering cross section is approximated in the low-velocity limit by [243, 244]
𝜎𝑇 =
4𝜋
(𝑚𝜒𝑣rel)2
⃒⃒
1− 𝑒2𝑖𝛿 ⃒⃒2 , (3.16)
where 𝛿 = − [2𝛾 + ln(𝑐) + 𝜋 cot(𝜋√𝑐)] 𝑎𝑐, 𝑎 = 𝑣rel/2𝛼ℬ, 𝑐 = 𝛼ℬ𝑚𝜒/1.6𝑚𝑌 and
𝛾 ≈ 0.577 is the Euler-Mascheroni constant. We see that away from resonances,
which occur when cot(𝜋
√
𝑐) diverges, the size of the phase shift is controlled by
𝑎𝑐 = 𝑚𝜒(𝑣rel/2)/(1.6𝑚𝑌 ). The regime where the 𝑠-wave contribution dominates is
thus a regime where (away from resonances) this phase shift is small, and we can
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write:
𝜎𝑇 ∼ 4𝜋
(𝑚𝜒𝑣rel/2)2
𝑎2𝑐2 ∼ 4𝜋
𝑚2𝑌
, (3.17)
which is just the geometric cross section.
Assuming this geometric cross section, we see that the self-interaction bound will
be satisfied provided (𝑚𝜒𝑚2𝑌 )1/3 & 100 MeV, which for 1TeV DM requires only that
𝑚𝑌 & 1 MeV. Thus, away from points in the parameter space where there is a
near-zero-energy bound state, we expect the self-interaction rate to be undetectable,
despite the rather large couplings we invoke.
3.3 Dark Sector Models With Detectable Bound States
We now consider two examples of phenomenologically viable DM models containing
bound states, which can lead to interesting signatures at the LHC. These models serve
as examples of how to build non-supersymmetric models that realize the requirements
laid out in Sec. 3.2. We will show that in these models, the search for bound-state
resonances can probe parameter space which is not accessible to mono-jet searches
and resonance searches for the mediator.
In the first model, which we label as the “pseudo-Dirac” model, the dark sector
consists of a pair of almost-degenerate Weyl fermions that are charged under a dark-
sector U(1)𝐷 gauge group, which is broken by a dark Higgs-like scalar. These fermions
can form bound states with the dark Higgs as the mediator. The second model, which
we refer to as the “triple Higgs” model, is based on a completely broken SU(3)𝐷 gauge
theory, with the dark matter candidate being a Dirac fermion in the fundamental of
the gauge group. Much of the phenomenology of this model, including bound state
formation and couplings to the SM, is derived from the symmetry breaking pattern of
the theory, with both the mediator that supports the bound state and the mediator
to the SM being massive gauge bosons of the broken SU(3)𝐷 group. In both cases,
the dark sector interacts with the SM via a vector portal with kinetic mixing, and
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the DM direct detection cross section is suppressed by the fact that at tree-level the
DM scatters into a heavier state.
Before introducing these models, however, we will consider a simpler scenario that
is familiar from SUSY, that of pure wino/higgsino DM (Sec. 3.3.1). We will show
that the production rate of wino/higgsino-onium bound states at the LHC is too
small to be constraining, but this scenario shares many of the properties of our more
complicated dark-sector models and thus has pedagogical value. We will then review
the details of kinetic mixing between new dark gauge bosons and the SM neutral gauge
bosons (Sec. 3.3.2), since this mechanism describes the leading interaction of the SM
with the dark sector in both dark-sector scenarios we consider, before describing in
detail the two models (Sec. 3.3.3 and 3.3.4).
3.3.1 A Weakly Interacting Example: SU(2)𝐿 Minimal Dark
Matter
Sub-TeV superpartners of the EW bosons and of the two Higgs doublets in SUSY
theories can potentially be produced and detected at the LHC, with the lightest neu-
tralino being a particularly well-motivated, weakly-interacting DM candidate. Out-
side of SUSY theories, models of “minimal dark matter” where the DM transforms
under a low-dimensional representation of SU(2)𝐿 have similar phenomenology to
neutralino DM [235, 245, 246]. Pure wino or higgsino DM corresponds to the lowest-
lying mass eigenstates from, respectively, an SU(2)𝐿 triplet of Majorana fermions
or an SU(2)𝐿 Dirac fermion doublet with hypercharge 1/2. The hypercharge-zero
SU(2)𝐿 quintuplet is also a viable “minimal dark matter” candidate.
If the DM transforms as part of a SU(2)𝐿 multiplet, then it will be accompanied
by heavier charged partner particles in the same multiplet. After EW symmetry
breaking, the wino triplet separates into a lighter neutral Majorana fermion 𝜒0 and
a heavier charged Dirac fermion 𝜒±; the higgsino multiplet gives rise to two neutral
Majorana states 𝜒1, 𝜒2 and a charged Dirac fermion 𝜒±. These charged partners
can always form Coulombic bound states; when the DM is sufficiently heavy, 𝑊
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and 𝑍 exchange may also support bound states including the DM itself (e.g. [214]).
Numerical calculations indicate that for wino DM there is a crossover point at a
DM mass of around 5TeV, where the ground state transitions from being primarily
composed of 𝜒+𝜒− bound by photon exchange, to being composed of an admixture
of 𝜒0𝜒0 and 𝜒+𝜒− bound by the gauge bosons of an approximately unbroken SU(2)𝐿
symmetry.
SU(2)𝐿-DM models have many attractive features of the type discussed in Sec. 3.2,
and behave as prototypes for the models of interest to us. They naturally possess
multiple mediators, one of which is massless and supports bound states, while the
other massive mediators are all known particles in the SM. The SU(2)𝐿 multiplets
contain several states nearly-degenerate with the DM; the couplings of the gauge
bosons with the DM and its partners are naturally off-diagonal, and so the elastic
scattering relevant to direct detection proceeds only at one-loop level (and also suf-
fers from additional cancellations which suppress the rate further [247]). Direct and
indirect constraints on wino and higgsino DM have been studied extensively; thermal
wino DM constituting 100% of the DM is in tension with H.E.S.S. observations of the
Galactic Center (e.g. [248–254]), but a subdominant wino DM contribution at lower
wino masses is difficult to exclude. Pure higgsino DM is not currently experimentally
testable by either direct or indirect detection [255, 256]. Finite temperature effects
on the freezeout of weakly-interacting DM have also been studied [257, 258].
A complicating factor in SU(2)𝐿 DM models is the presence of multiple mediators
that can potentially support a bound state, which become most important if the DM
is heavy enough that 𝛼𝑊𝑚𝜒 & 𝑚𝑊 ,𝑚𝑍 with 𝛼𝑊 = 𝑔2𝑊/4𝜋 ≈ 1/30. In this case,
there is a long-range potential that mixes the two-body DM–DM state with other
particle anti-particle states, i.e. 𝜒0𝜒0 mixes with 𝜒+𝜒− in the wino case, and 𝜒1𝜒1
can mix with 𝜒2𝜒2 and 𝜒+𝜒− in the higgsino case. This can lead to 𝜒+𝜒− states
that are only pseudo-bound, despite the presence of the photon-mediated Coulomb
potential: if the combined 𝑊/𝑍/𝛾-exchange potential is not deep enough to also bind
the 𝜒0𝜒0 component, then the 𝜒+𝜒− state (or e.g. 𝜒++𝜒−− in representations, such
as the quintuplet, where higher-charge states exist) may decay rapidly to unbound
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𝜒0𝜒0 through 𝑡-channel exchange of 𝑊 bosons. Parametrically, the cross section
for 𝜒+𝜒− → 𝜒0𝜒0 through this channel, for heavy DM with 𝑚𝜒 ≫ 𝑚𝑊 , is 𝜎𝑣rel ∼√︀
Δ/𝑚𝜒𝛼
2
𝑊𝑚
2
𝜒/𝑚
4
𝑊 , where Δ is the available energy (i.e. the splitting between the
mass of the 𝜒+𝜒− two-body state, including any binding energy, and the mass of the
final 𝜒0𝜒0 state). By comparison, the cross section for annihilation to SM quarks,
leptons and gauge bosons is of order 𝜎𝑣rel ∼ 𝛼2𝑊/𝑚2𝜒. Thus we expect the former to
dominate over the latter when
√︀
Δ/𝑚𝜒 & (𝑚𝑊/𝑚𝜒)4.
However, there is an important caveat to this argument: in fermionic models of
this type, this mixing between 𝜒0𝜒0 and 𝜒+𝜒− occurs only in the states with even
𝐿+ 𝑆 (where 𝐿 and 𝑆 are the quantum numbers describing the total orbital angular
momentum and total spin of the bound state); states with odd 𝐿+𝑆 have symmetric
wavefunctions and cannot support two identical fermions. Since the mediator to the
DM is an EW gauge boson, the bound state dominantly produced at colliders has
𝐿 = 0 and 𝑆 = 1; these are true bound states, not pseudo-bound, and cannot decay
rapidly to pairs of identical DM particles. In particular, in the pure wino case the
𝜒+𝜒− bound state with 𝐿 = 0, 𝑆 = 1, denoted ℬ𝑤, decays dominantly via an 𝑠-
channel 𝛾/𝑍 to SM fermion pairs or through a 𝑡-channel exchange of a 𝜒0 into a
𝑊+𝑊− final state [214]; final states involving the DM are suppressed. We will see
this behavior arise again in our example dark-sector models.
The pure higgsino limit serves as an example of a model where there are two
neutral mass eigenstates that can be close in mass, denoted as 𝜒01 and 𝜒02, the lighter
of which (𝜒01) is the DM. In this case, the decay of 𝜒+𝜒− to 𝜒01𝜒02 may be allowed.
If Δ+0 ≡ 2𝑚𝜒± −𝑚𝜒01 −𝑚𝜒02 < 0, the 𝜒+𝜒− bound state never mixes into the 𝜒01𝜒02
from kinematic considerations. When Δ+0 > 0 however, the 𝜒+𝜒− can simply decay
into free 𝜒01𝜒02, and if the width for this decay is significantly larger than the width
of the 𝜒+𝜒− bound state, the bound state is effectively never formed.2 Thus, for
the pure higgsino case the sign of the parameter Δ+0 is critical to the bound state
phenomenology, at least for DM masses below the TeV scale. This parameter is
2When the widths are comparable, bound state decays into 𝜒01𝜒02 becomes an additional decay
channel, together with decays to 𝑊+𝑊− or SM fermions.
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positive when the lightest neutralino is a pure higgsino and both the wino and the
bino are taken to be infinitely massive, but there exists a range of SUSY-breaking
parameters which can produce a lightest neutralino that is almost purely higgsino
with a significantly more massive bino and wino, while having Δ+0 < 0 [259]. With
this choice, a 𝜒+𝜒− higgsino bound state ℬℎ can be formed and can decay in the same
way as ℬ𝑤, albeit with different coupling constants to the EW bosons.
Unfortunately, if the DM is part of an SU(2)𝐿 doublet or triplet, the bound state
production rate at the LHC is too small to be observed. This is due to the smallness
of the EW couplings, which controls the production rate. Figure 3-3 shows the pro-
duction cross section times branching ratio into leptons of chargino-onium states for
fermions charged under the EW gauge group in different representations. Chargino-
onia from both pure winos and pure higgsinos have production cross sections that
are far too small for dilepton searches at the LHC to be effective. However, for DM
in a larger representation of SU(2)𝐿, fermions having large electromagnetic charges
𝑄 can be produced. The production cross section of these states scales rapidly with
𝑄, while the partial widths into SM particles remain unchanged. The enhancement
factor relative to the pure wino is 𝑄8, with 𝑄6 coming from the wavefunction of the
bound state at the origin |𝜓(0)|2, and an additional 𝑄2 from the coupling of these
fermions to the 𝛾 and 𝑍. For charginos with 𝑄 = 4 in an SU(2)𝐿 9-plet, the produc-
tion cross section for the 𝜒4+𝜒4− chargino-onium becomes large enough to be probed
by the current dilepton resonance search results. Such large representations are gen-
erally disfavored since they lead to non-perturbative values of 𝛼𝑊 below the Planck
scale [245]; however, these results more broadly demonstrate that models with large
coupling constants or large charges are particularly suited for bound state searches at
the LHC. Searches for multi-charged lepton bound states decaying into two photons,
for example, have been shown to be effective in searches for leptons with a sufficiently
large hypercharge [260].
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Chargino Bound State Limits
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Figure 3-3: The production cross section times branching ratio into leptons for
chargino-onium states made up of: (green) pure higgsino 𝜒+𝜒−; (blue) pure wino
𝜒+𝜒−; (orange) SU(2)𝐿 quintuplet, zero hypercharge 𝜒2+𝜒2−, and (purple) SU(2)𝐿 9-
plet, zero hypercharge 𝜒4+𝜒4−. The 95% confidence limits from a dilepton resonance
search for 𝑍 ′ with 36 fb−1 of data are also shown (red, dashed).
3.3.2 Kinetic Mixing
We now turn our attention the dark sector models that we briefly described above.
Both of the models we will consider interact with the SM through a vector portal,
with kinetic mixing with the SM U(1)𝑌 :
ℒkin-mix = −1
4
𝑉𝜇𝜈𝑉
𝜇𝜈 − 𝜖
2
𝐵𝜇𝜈𝑉
𝜇𝜈 − 1
4
𝐵𝜇𝜈𝐵
𝜇𝜈 +
1
2
𝑚2𝑉 𝑉𝜇𝑉
𝜇 +
1
2
𝑚2𝑍𝑍𝜇𝑍
𝜇 , (3.18)
where 𝑉𝜇𝜈 (𝐵𝜇𝜈) is the field strength of the dark gauge boson (SM hypercharge),
and we have included the mass term for both 𝑉 and the SM 𝑍. Here, 𝑉𝜇𝜈 can be
non-abelian: such a mixing term appears in the triple Higgs model in the form of a
dimension-5 operator 𝐻𝑎𝐷𝑉 𝑎𝜇𝜈𝐵𝜇𝜈 where 𝐻𝑎𝐷 is an adjoint scalar that acquires a VEV,
and 𝑎 = 1, · · · , 8 is an SU(3)𝐷 color index.
This interaction can be diagonalized in the mass basis; a detailed description of this
diagonalization procedure is discussed in [261, 262], and reviewed in Appendix B.1.
In the non-abelian case, only the abelian portion of the field strength is diagonalized,
with the non-abelian portion remaining as an interaction term in the model. The
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diagonalization introduces an 𝜖-suppressed coupling between the physical dark gauge
boson and the SM electromagnetic, 𝐽𝜇EM, and weak-neutral, 𝐽
𝜇
𝑍 , currents, as well as
an 𝜖-suppressed coupling between the SM 𝑍-boson and the dark sector current, 𝐽𝜇𝐷:
𝐽𝜇EM𝐴𝜇 → 𝐽𝜇EM (𝐴𝜇 − 𝜖𝑐𝑊𝑉𝜇) ,
𝐽𝜇𝑍𝑍𝜇 → 𝐽𝜇𝑍
(︂
𝑍𝜇 +
𝜖𝑠𝑊
1− 𝑟2𝑉𝜇
)︂
,
𝐽𝜇𝐷𝑉𝜇 → 𝐽𝜇𝐷
(︂
𝑉𝜇 − 𝑟2 𝜖𝑠𝑊
1− 𝑟2𝑍𝜇
)︂
, (3.19)
where 𝐴 is the SM photon, 𝑠𝑊 (𝑐𝑊 ) is the sine (cosine) of the weak mixing angle,
and 𝑟 ≡ 𝑚𝑍/𝑚𝑉 . All of the fields are given in the mass basis: note that the DM
fermionic current couples directly to the 𝑍, so both 𝑉 and 𝑍 mediate the production
of dark sector particles with 𝑞𝑞 interactions, and both must be included in amplitude
calculations.
The mixing between 𝑉 and 𝑍 also shifts their masses by a fraction of 𝒪(𝜖2): the
shift in the 𝑍-mass has important consequences for EW precision constraints on these
models which we will discuss below, but otherwise these shifts will be neglected for
the rest of the chapter. We will always assume that 𝑟 ≪ 1 throughout in both models.
3.3.3 U(1)𝐷 Pseudo-Dirac Dark Matter
We now consider a simple, viable dark matter model, where the bound state signature
gives complementary information about the dark sector and probes different region of
the parameter space than the mono-𝑋 searches. Our model is based on the “minimal
model” of [263] (loosely based on the “excited dark matter” scenario of [264]), but
we use an ordinary Yukawa interaction between the dark Higgs and the fermions in
the dark sector instead of a dimension-5 operator.
This model contains a gauged U(1)𝐷 field, 𝑉 , kinetically mixed with the SM
U(1)𝑌 , a Dirac fermion Ψ and a dark Higgs, which in unitary gauge can be written
as Φ𝐷 = (𝑣𝐷 + ℎ𝐷)/
√
2, with 𝑣𝐷 as its VEV. The U(1)𝐷 charges for the fermion Ψ
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and Φ𝐷 are 1 and 2 respectively. The Lagrangian is
ℒdark−Maj = 𝑖Ψ /𝐷Ψ+ (𝐷𝜇Φ𝐷)†(𝐷𝜇Φ𝐷)−𝑚𝐷ΨΨ− 𝑦𝐷
(︁
Ψ
𝐶
ΨΦ*𝐷 + h.c.
)︁
+ ℒkin-mix ,
(3.20)
where 𝐷𝜇 ≡ 𝜕𝜇− 𝑖𝑔𝐷𝑉𝜇 is the covariant derivative for Ψ and 𝐷𝜇 ≡ 𝜕𝜇− 2𝑖𝑔𝐷𝑉𝜇 is the
covariant derivative for Φ𝐷, with 𝐶 denoting charge conjugation. Following [265], we
write Ψ as a Weyl fermion pair (𝜒, 𝜂†). Thus, the Yukawa interaction becomes
ℒ𝑌𝐷 = −𝑦𝐷 (𝜒𝜒Φ*𝐷 + 𝜂𝜂Φ𝐷 + h.c.) . (3.21)
After the dark Higgs gets a VEV, the Yukawa interaction generates a fermion mass
splitting. The fermion mass matrix is
1
2
(𝜒 𝜂)
⎛⎝𝑚𝑀 𝑚𝐷
𝑚𝐷 𝑚𝑀
⎞⎠⎛⎝𝜒
𝜂
⎞⎠+ h.c. (3.22)
with 𝑚𝑀 =
√
2𝑦𝐷𝑣𝐷. The mass eigenstates are then given by 𝜒1 = (𝜂 + 𝜒)/
√
2 and
𝜒2 = 𝑖(𝜂−𝜒)/
√
2, with masses 𝑚1,2 = 𝑚𝑀±𝑚𝐷. In the mass basis, the dark Yukawa
interaction terms can be written as
ℒ𝑌𝐷 = −
𝑦𝐷√
2
(𝑣𝐷 + ℎ𝐷) (𝜒1𝜒1 − 𝜒2𝜒2 + h.c.) , (3.23)
and the interaction with the dark photon is then given by
−𝑖𝑔𝐷
(︂
𝑉𝜇 − 𝑟2 𝜖𝑠𝑊
1− 𝑟2𝑍𝜇
)︂(︁
𝜒†1𝜎
𝜇𝜒2 − 𝜒†2𝜎𝜇𝜒1
)︁
. (3.24)
The interaction with the SM is thus off-diagonal, and the direct detection constraint
is significantly relaxed because the 𝜒1 - 𝜒2 mass splitting means the elastic scattering
cross section is suppressed at one-loop (and the one-loop contribution is expected to
be small as previously discussed).
In this model, a DM bound state can be produced at the LHC through the process
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Figure 3-4: Spectrum of particles in the pseudo-Dirac model.
shown in Fig. 3-1, supported by the exchange of either a dark Higgs or a dark photon.
We will focus on the case where the dark Higgs is light and supports the bound state,
while the dark photon is heavier and is the principal mediator to the SM, in order to
ensure a one-loop suppression in the direct detection cross section while maintaining a
large coupling between the quarks and the mediator to the SM and a sizable branching
ratio of the bound state to leptons. The dark Higgs is assumed to have some small
mixing with the SM Higgs that allows it to decay.
Because of the symmetry breaking pattern, there are only three independent
parameters among {𝑚𝜒,𝑚𝑉 , 𝛼𝐷, 𝑦𝐷}. The mass hierarchy required above can be
achieved by choosing 𝑚𝐷 ≪ 𝑚𝑀 , so that 𝑚𝐷 is the small mass splitting, and
𝑚1,2 ≃ 𝑚𝑀 . The spectrum of particles in this model is shown in Fig. 3-4.
A large value of 𝛼𝐷 leads to a Landau pole in a broken U(1) theory at a scale
above 𝑚𝑉 [266]. However, since we are mainly interested in the phenomenology of
bound states below the scale 𝑚𝑉 , we assume that a UV completion of the model will
avoid the Landau pole. We will later discuss another model with a non-abelian gauge
group in the dark sector which will avoid the need for a UV completion.
If the dark bound state, ℬ, is produced from SM initial states, it must be produced
from a 𝑍 or 𝑉 exchange. Since the couplings of these gauge bosons to the dark
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Majorana fermions are off-diagonal, the resulting bound state must be composed of
a 𝜒1 and a 𝜒2 particle, and for an 𝑠-wave state, it must have spin-1. Moreover, since
ℎ𝐷 only couples 𝜒1 to 𝜒1 and 𝜒2 to 𝜒2, decays into final states containing only ℎ𝐷
are forbidden, and if 𝑚𝑉 > 𝑚ℬ, the only available decay modes for ℬ are through 𝑉
back into the SM particles.
3.3.4 SU(3)𝐷 Triple Higgs Model
We now consider a dark sector model based on a completely broken SU(3)𝐷 gauge the-
ory, where all of the phenomenologically desirable properties of the dark sector emerge
from the breaking pattern of the gauge symmetry. This model has some similarities
with the non-abelian DM models of [267], featuring small mass splittings among the
components of the DM multiplet that suppress the direct detection cross section. Be-
cause the mediator supporting the bound state is a vector in this model as opposed
to a scalar in the pseudo-Dirac model above, the indirect detection constraints of the
two models turn out to be quite different.
A completely broken SU(3) gauge group was chosen to allow for a sufficiently
large gauge coupling, which is favorable for the production of bound states that
are supported by gauge bosons.3 A broken U(1) theory, such as the one found in the
pseudo-Dirac model, with a coupling strength 𝛼𝐷 & 0.5 at momentum scales above the
gauge boson mass quickly runs into a Landau pole. Thus a broken U(1) theory with a
large coupling constant is likely to have emerged from a larger, nonabelian gauge group
in the first place [266]. We choose an SU(3) gauge group rather than SU(2), because
for a fermion in the fundamental of a completely broken SU(2) theory with an off-
diagonal coupling to the SM, the gauge boson corresponding to the diagonal generator
produces a repulsive potential between the two components of the fermion, making
it difficult for a phenomenologically viable bound state to exist without introducing
additional light mediators.
As in the previous model, the coupling between the dark sector and the SM is
3DM models with an unbroken gauge group are constrained by the fact that dark matter is
effectively collisionless in galactic dynamics [268].
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mediated by the mixing of the dark and SM gauge bosons; in this non-abelian case,
the mixing operator is non-renormalizable. Bound states in this model are supported
by the exchange of one of the SU(3)𝐷 gluons, which acquires a relatively small mass
during the symmetry breaking.
The dark sector contains a triplet of Dirac fermions 𝜒 = (𝜒1, 𝜒2, 𝜒3) charged under
SU(3)𝐷, with a Dirac mass, 𝑚𝜒. After symmetry breaking, the components acquire
a small mass splitting, so that 𝑚𝜒1 < 𝑚𝜒2 = 𝑚𝜒3 , with 𝜒1 and 𝜒2 ultimately forming
an 𝑠-wave, spin-1 bound state, ℬ, which can be produced at colliders. 𝜒1, being the
lightest fermion in this theory, serves as our DM candidate.
The SU(3)𝐷 breaking occurs via three Higgs-like fields: two scalars in the adjoint
representation of SU(3)𝐷, 𝐻1 and 𝐻2, and another scalar in the fundamental, 𝐻8.
The dark sector Lagrangian is given by
ℒdark =
∑︁
1,2
1
2
𝐷𝜇𝐻
𝑎
𝑖 𝐷
𝜇𝐻𝑎𝑖 +
1
2
|𝐷𝜇𝐻8|2 − 𝑉 (𝐻1, 𝐻2, 𝐻8)
+ 𝜒
(︀
𝑖 /𝐷 −𝑚𝜒
)︀
𝜒− 1
4
𝑉 𝜇𝜈𝑉𝜇𝜈 , (3.25)
where 𝑉𝜇𝜈 is the SU(3)𝐷 field strength of the dark gluons, 𝑎 = 1, · · · , 8 is an SU(3)𝐷
index and 𝜏𝑎 ≡ 𝜆𝑎/2 with 𝜆𝑎 being the Gell-Mann matrices. 𝐷𝜇 ≡ 𝜕𝜇 − 𝑖𝑔𝐷𝑉 𝑎𝜇 𝜏𝑎 for
fields in the fundamental and 𝐷𝜇𝐻𝑎𝑖 ≡ 𝜕𝜇𝐻𝑎𝑖 + 𝑔𝐷𝑓𝑎𝑏𝑐𝑉 𝑏𝜇𝐻𝑐𝑖 for the two adjoint Higgs
fields. The structure of the Gell-Mann matrices is such that 𝑉 1, 𝑉 2 couple 𝜒1 to 𝜒2,
𝑉 4, 𝑉 5 couple 𝜒1 to 𝜒3, and 𝑉 6, 𝑉 7 couple 𝜒2 to 𝜒3; 𝑉 3 couples diagonally to 𝜒1
and 𝜒2, while 𝑉 8 couples diagonally to all three fermions; the interaction vertices are
shown in Appendix B.2. The scalar potential 𝑉 (𝐻1, 𝐻2, 𝐻8) can be chosen to satisfy
the symmetry breaking pattern that we will describe below.
We impose a Z2 × Z2 symmetry at the renormalizable level; each adjoint Higgs
transforms under the corresponding Z2 as 𝐻𝑎𝑖 → −𝐻𝑎𝑖 for 𝑖 = 1, 2. This forbids any
marginal interaction terms between the Higgs sector and the fermion sector, including
a Yukawa interaction term. Therefore, we can treat both sectors as decoupled to first
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order. However, the following dimension-5 operator is allowed:
ℒmass = 1
Λ𝑚
(︁
𝐻†8𝜏
𝑎𝐻8
)︁
(𝜒𝜏𝑎𝜒) , (3.26)
so that after 𝐻8 acquires a suitable VEV, a mass splitting occurs among the compo-
nents of 𝜒. Finally, we introduce the following operators that encapsulate the mixing
of the dark sector with the SM:
ℒmix = − 1
Λ1
𝐻𝑎1𝑉
𝑎
𝜇𝜈𝐵
𝜇𝜈 − 1
Λ28
(︁
𝐻†8𝜏
𝑎𝐻8
)︁
𝑉 𝑎𝜇𝜈𝐵
𝜇𝜈 (3.27)
Notice that the first term introduces a small breaking of the Z2 symmetry. This term
can originate from a dimension-6 operator that respects this discrete symmetry, such
as 𝜑𝐻𝑎1𝑉 𝑎𝜇𝜈𝐵𝜇𝜈 , with 𝜑 being a scalar field that is odd under Z2, which acquires a
VEV as well. The details of the origin of this operator are unimportant, as we will
focus instead on the phenomenology resulting from the kinetic mixing.4
At the point of symmetry breaking, 𝐻1 and 𝐻2 acquire a VEV 𝑣1 and 𝑣2 in
the 1- and 2-component respectively, and 𝐻8 acquires a VEV given by ⟨𝐻8⟩ =
𝑣8(cos 𝜃, 0, sin 𝜃), with 𝑣8 . 𝑚𝜒 ≪ 𝑣1, 𝑣2 and some arbitrary angle 𝜃. This symmetry
breaking pattern can be accomplished by choosing an appropriate Higgs potential.
Note that similar phenomenology can be obtained even if the VEVs of 𝐻1 and 𝐻2
are not orthogonal and the second component of ⟨𝐻8⟩ of the order of 𝑣8. This choice
of the breaking pattern is therefore not fine-tuned, but is made to avoid unnecessary
complications. Further details on the Higgs potential and the symmetry breaking
pattern can be found in Appendix B.2. The VEV of 𝐻1 in the first term of ℒmix leads
to the conventional kinetic mixing term discussed above, with 𝜖 ≡ 2𝑣1/Λ1, and 𝑉 1 as
the mediator to the SM. The second term in ℒmix guarantees the prompt decay of the
other dark gluons through small mixings into the SM: details are discussed further in
Appendix B.2. The choice of ⟨𝐻8⟩ gives a small mass splitting to the Dirac fields in
4One can in principle include the interaction term 𝐻𝑎2𝑉 𝑎𝜇𝜈𝐵𝜇𝜈 , but this term does not affect the
main features of this model. With the symmetry breaking pattern discussed later, the gauge bosons
𝑉 1 and 𝑉 2 couple to the same dark fermions, 𝜒1 and 𝜒2. We will leave this term out from the
Lagrangian for simplicity.
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𝜒, leading to the following fermion masses:
𝑚𝜒1 = 𝑚𝜒 −
𝑣28
3Λ𝑚
, 𝑚𝜒2 = 𝑚𝜒3 = 𝑚𝜒 +
𝑣28
6Λ𝑚
. (3.28)
We will always neglect the mass splitting when not considering its role in suppressing
the direct detection of DM, so that 𝑚𝜒1 ≃ 𝑚𝜒2 = 𝑚𝜒3 ≃ 𝑚𝜒. The lightest fermion 𝜒1
is the DM candidate and it is stable; the other particles in the theory decay promptly.
More details are provided in Appendix B.2.
Finally, the dark gluons remain approximately diagonal after the symmetry break-
ing, with squared masses (up to order 𝑔2𝐷𝑣28 ≪ 𝑔2𝐷𝑣21,2) given by:
𝑚21 = 𝑔
2
𝐷𝑣
2
2 , 𝑚
2
2 = 𝑔
2
𝐷𝑣
2
1 , 𝑚
2
3 = 𝑔
2
𝐷(𝑣
2
1 + 𝑣
2
2) ,
𝑚24 = 𝑚
2
5 = 𝑚
2
6 = 𝑚
2
7 =
1
4
𝑔2𝐷(𝑣
2
1 + 𝑣
2
2) , 𝑚
2
8 =
1
24
𝑔2𝐷𝑣
2
8(5− 3 cos 2𝜃) . (3.29)
𝑚1 also receives 𝒪(𝜖2) corrections from the kinetic mixing with 𝑍, which we will
neglect as was explained above. Thus, the dark gluon masses satisfy the hierarchy
𝑚8 < 𝑚𝜒 < 𝑚1,··· ,7, (3.30)
and 𝑉 8 serves as a good candidate for a bound state mediator. Fig. 3-5 illustrates
the spectrum of particles in this model.
As in the Majorana case, if the dark bound state ℬ arises from SM processes, then
it must be produced from the mediator 𝑉 1; the resulting bound state must be 𝜒1𝜒2
or its antiparticle equivalent ℬ. Again, since the mediator is spin-1, 𝑠-wave bound
states must be in the spin-triplet configuration.
In the mass basis, the interaction term responsible for the production is (all fields
now denote their mass eigenstate)
ℒ ⊃ 𝑔𝐷
2
𝜒1𝛾
𝜇
[︂
𝑉 1𝜇 − 𝑟2
𝜖𝑠𝑊
1− 𝑟2𝑍𝜇
]︂
𝜒2 + h.c. (3.31)
with 𝑟 ≡ 𝑚𝑍/𝑚1. With 𝑚8 < 𝑚𝜒 and the other gluons being significantly more
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Figure 3-5: Spectrum of particles in the triple Higgs model.
massive than 𝑚𝜒, ℬ’s are mediated by 𝑉 8 through the interaction terms
ℒℬ = 𝑔𝐷
2
√
3
𝛾𝜇
(︀
𝜒1𝑉
8
𝜇 𝜒1 + 𝜒2𝑉
8
𝜇 𝜒2
)︀
, (3.32)
which leads to an attractive potential between the constituents of ℬ. The coupling
between 𝑉 8 and the fermions in ℬ is therefore 𝛼ℬ = 𝛼𝐷/12. The mass hierarchy of this
model forbids decays into any of the dark gluons 𝑉 𝑎 for 𝑎 = 1, · · · , 7. Furthermore,
the decay of ℬ into any number of 𝑉 8 is forbidden by the conservation of the SU(3)𝐷
color charge in the unbroken SU(3): 𝑉 8 only couples 𝜒1 to 𝜒1 and likewise 𝜒2 to 𝜒2,
and cannot carry away the net color charge of ℬ.
3.4 Experimental Constraints
In this section, we will first discuss in Sec. 3.4.1 the range of viable model parameters
in each of the dark sector models detailed above. We will then study the phenomenol-
ogy of each of these models at the LHC in Sec. 3.4.2, and their cosmology and indirect
detection signatures in Sec. 3.4.3.
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3.4.1 Viable Model Parameters
In both models, the bound state 𝜒1𝜒2 (or its antiparticle equivalent, if applicable) is
formed from a stable dark matter candidate 𝜒1 and an unstable fermion 𝜒2. In order
for the decay of 𝜒2 to not dilute the production of the bound state, we must ensure
that the decay width of 𝜒2 is much smaller than the decay width of ℬ. In both models,
𝜒2 decays through an off-shell SM mediator to 𝜒1 and two SM particles. In the pseudo-
Dirac model, this three-body decay width is parametrically Γ𝜒2 ∼ 𝜖2𝑔2𝐷𝑔2SM(Δ𝑚)5/𝑚4𝑉 ,
where 𝑔SM is a coupling constant to the SM which depends on the actual SM particle
considered, and Δ𝑚 = 𝑚𝜒2 −𝑚𝜒1 , which we always take to be small. On the other
hand, the bound state decay width is Γℬ ∼ 𝜖2𝑔2𝐷𝑔2SM𝑚2𝜒|𝜓(0)|2/𝑚4𝑉 . The relative ratio
of these widths is therefore
Γ𝜒2
Γℬ
∼ (Δ𝑚)
5
𝛼3ℬ𝑚5𝜒
≪ 1, (3.33)
where 𝛼ℬ = 𝑦2𝐷/4𝜋 ∼ 𝒪(0.1 − 1) for situations where LHC production of bound
states is important. An identical relationship holds for the triple Higgs model, with
𝛼ℬ = 𝛼𝐷/12.
In both of the models we have presented, the interaction between the dark sector
and the SM is controlled by a single vector boson: 𝑉 in the pseudo-Dirac model of
Sec. 3.3.3 and 𝑉 1 in the triple Higgs model of Sec. 3.3.4. The mixing of the SM and
dark sectors shifts the 𝑍 mass, and is thus constrained by EW precision tests (EWPT).
In particular, the 𝜌 parameter is shifted by an amount [261]
Δ𝜌 = −𝑚
2
𝑊
𝑚2𝑉
𝑡2𝑊 · 𝜖2 +𝒪
(︂
𝑚4𝑊
𝑚4𝑉
)︂
, (3.34)
where 𝑚𝑉 is the mass of the SM mediator in either model, and 𝑡𝑊 is the tangent of
the weak mixing angle. The global fit for the central value of 𝜌 to EWPT data is
𝜌0 = 1.00037 ± 0.00023 [269]. Constraints are set by requiring that any choice of 𝜖
leads to a minimum value of 𝑚𝑉 such that Δ𝜌 is consistent with the 2𝜎 limit for the
value of 𝜌0.
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Next, in order for a bound state to be possible, the constraint given in Eq. (3.1)
must be satisfied. This condition can be satisfied by ensuring that the mass of the
particle supporting the bound state is sufficiently small. For the pseudo-Dirac model,
this means choosing a sufficiently small dark Higgs mass such that 𝑦2𝐷𝑚𝜒 > 21.1𝑚ℎ𝐷 ,
and for the triple Higgs model, ensuring that 𝛼𝐷𝑚𝜒 > 20.16𝑚8.
Finally, to avoid direct detection constraints, the mass splitting must exceed the
typical kinetic energy of DM in the solar circle. Taking the velocity dispersion of
DM to be 𝑣 ∼ 10−3, this means that the mass splitting has to exceed approximately
10−6𝑚𝜒. A small mass splitting, albeit large enough to be consistent with this lower
bound, can be achieved by picking suitable values for the Dirac bare mass 𝑚𝐷 in the
pseudo-Dirac model and Λ𝑚 in the triple Higgs model.
In both theories, there are two parameters (𝑚𝐷 and 𝑚ℎ𝐷 for the pseudo-Dirac
model, 𝑚8 and Λ𝑚 for the triple Higgs model) that can be set to naturally satisfy
both the criterion for bound states and avoid direct detection constraints, while having
little impact on the LHC phenomenology. However, these parameters can have some
influence on the relic abundance of DM in these theories, as well as on indirect
detection bounds. This will be discussed after the next section.
3.4.2 LHC Phenomenology
We now turn our attention to the production and detection of bound states at the
LHC for both theories. In the perturbative picture, bound states ℬ are produced by
quark anti-quark parton interactions through an 𝑠-channel 𝑉 and 𝑍 (mass-eigenstate)
boson, with the only available decay mode of ℬ being an off-shell 𝑉 or 𝑍 back into
SM particles, leading to resonance signatures. The more accurate procedure of taking
into account the mixing of 𝑉 and ℬ yields a qualitatively similar result; we use the
full mixing calculation in all of the plots shown, but focus our qualitative discussion
primarily on the perturbative picture.5
The mono-𝑋 + MET search can be effective in setting constraints on these dark
5We neglect any mixing between 𝑉 , ℬ with 𝑍, since we will usually take 𝑉 and 𝐵 to be much
heavier than 𝑍, and the coupling between 𝑍 and the dark sector particles is suppressed by 𝜖.
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models, particularly in the range of parameter space where 2𝑚𝜒 < 𝑚𝑉 , the region
of interest for both dark sector models. To study the constraints that mono-jet +
MET searches can place on our models, we use FeynRules [270] and MadGraph [271]
to obtain the MET distribution for a wide range of 𝑚𝜒 and 𝑚𝑉 . The distribution is
then compared to the observed 95% confidence upper limit on the number of mono-
jet + MET events in 10 inclusive MET bins obtained by ATLAS with 36.1 fb−1 of
data [272]. Any value of 𝑚𝜒 and 𝑚𝑉 with a MET distribution that has more events
in any inclusive bin than the 95% upper limit is deemed to be ruled out by the
experiment.
Next, we recast bounds from a search for resonance in dilepton events in 36.1 fb−1
of 13TeV ATLAS data [273] to set constraints on the production of ℬ. In the models
considered here, ℬ decays entirely into SM particles with a significant branching ratio
to pairs of leptons, making the dilepton resonance search a particularly powerful
probe. This search constrains the production cross section times branching ratio of a
𝑍 ′ boson assuming some minimal vector couplings to the SM fermions, which allows
us to directly interpret these constraints as a limit on the production of cross section
times branching ratio of the bound state ℬ.
These searches are also sensitive to the resonant production of the vector mediator
𝑉 itself, which tends to be significantly more constraining than mono-jet + MET
searches when the coupling of the mediator to SM quarks are comparable to the
coupling to DM. However, in portal models like the ones we are considering, the
mixing into the SM 𝜖 is small while the coupling to DM 𝛼𝐷 can be large. In the
range of parameter space where the mediator mass 𝑚𝑉 & 2𝑚𝜒, 𝑉 overwhelmingly
decays into 𝜒1𝜒2 or 𝜒2𝜒1, which correspond to final states with MET and are vetoed
in dilepton resonance searches to suppress 𝑊 and 𝑍 backgrounds [273]. The search
for ℬ, however, faces no such limitation in this region of parameter space.
The production cross section of ℬ (and equivalently of 𝑉 ) can be computed from
Eq. (3.5), assuming the narrow width approximation. In the perturbative picture,
ℬ decays through an 𝜖-suppressed coupling to the 𝑍, or through 𝑉 , which has an
𝜖-suppressed coupling to both 𝐽𝜇EM and 𝐽
𝜇
𝑍 . The resulting expression for the bound
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state width to quarks is
Γℬ→𝑞𝑞 =
16𝜋𝑁𝑚𝑟
4𝑚2𝜒
𝑐2𝑊 (𝑚
2
𝑍 − 4𝑚2𝜒)2
𝛼𝛼𝐷𝜖
2|𝜓(0)|2
(𝑚2𝑍 − 4𝑟2𝑚2𝜒)2 + 𝑟2𝑚2𝑍Γ2𝑉 (𝑠 = 𝑚2ℬ)
×
[︂ (︀
𝑐2𝑊𝑄(𝑚
2
𝑍 − 4𝑚2𝜒) + 4𝑔𝑉𝑚2𝜒
)︀2
+ 16𝑔2𝐴𝑚
4
𝜒
+
𝑟2
(1− 𝑟2)2Γ
2
𝑉 (𝑠 = 𝑚
2
ℬ)(𝑔
2
𝑉 + 𝑔
2
𝐴)
]︂
, (3.35)
where 𝛼 is the EM fine structure constant, 𝑄 is the electric charge of the quark, 𝑔𝑉
and 𝑔𝐴 are the vector and axial couplings of 𝑞 to the 𝑍 respectively, given by 𝑔𝑉 =
{0.25,−0.0189, 0.0959,−0.1730} and 𝑔𝐴 = {0.25,−0.25, 0.25,−0.25} for {𝜈𝑒, 𝑒, 𝑢, 𝑑}
and for the other 2 generations respectively. 𝑁𝑚 = 4 for the pseudo-Dirac model and
𝑁𝑚 = 1 for the triple Higgs model, which accounts for the difference in coupling and
fermion types. As previously, |𝜓(0)|2 is the squared amplitude of the wave function
of the bound state at the origin, given explicitly by
|𝜓(0)|2 =
⎧⎪⎨⎪⎩
(︁
𝑦2𝐷
4𝜋
)︁3 𝑚3𝜒
8𝜋
, Pseudo-Dirac,(︀
𝛼𝐷
12
)︀3 𝑚3𝜒
8𝜋
, Triple Higgs.
(3.36)
Note that we have assumed throughout that the bound state is well-approximated by
non-relativistic quantum mechanical results, which is a valid assumption so long as
the binding energy of ℬ is far less than 𝑚𝜒. For this bound state, we thus require
1
4
𝛼2ℬ𝑚𝜒 ≪ 2𝑚𝜒, (3.37)
where 𝛼ℬ = 𝑦2𝐷/4𝜋 for the pseudo-Dirac case, and 𝛼ℬ = 𝛼𝐷/12 for the triple Higgs
model.
For sufficiently large values of 𝛼ℬ, next-to-leading order (NLO) corrections may be
significant. For our benchmark values 𝑦𝐷 = 2.5 and 𝛼𝐷 = 3.0, the NLO corrections
can be roughly estimated to be of order 𝛼ℬ/4𝜋 ∼ 5%. Even if the NLO corrections
turn out to be larger, we do not expect our results to change qualitatively, since
the parameter space that is both probed by the bound-state dilepton search and
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unconstrained by indirect detection for our benchmark couplings is significant. A
proper NLO calculation is thus beyond the scope of our work.
As we argued earlier, the production cross section of ℬ crucially depends on the
total width of 𝑉 ; this means that the total width of 𝑉 should be included in the
computation of the width shown in Eq. (3.35). Importantly, the width of 𝑉 should
be evaluated at 𝑠 = 𝑚2ℬ, since ℬ lies below the 𝜒𝜒 open production threshold [269].
The perturbative partial widths of ℬ as well as 𝑉 into all possible SM final states are
shown in Appendix B.3.
In the mixing picture, the partial widths of 𝑉 calculated here correspond to Γ𝑉,0.
We take Γℬ,0 = 0, since Γℬ,0 = Γ𝜒2 ≪ Γℬ, as shown in Eq. (3.33). In the pseudo-Dirac
model, there is only one bound state, and the mixing calculation proceeds in the same
fashion as described in Sec. 3.2.2. The sum of the perturbative partial widths of ℬ,
calculated in Appendix B.3, is numerically a good approximation to the width after
mixing, Γℬ. For the triple Higgs model, there are two bound states, ℬ and ℬ, and so
all three states need to be simultaneously diagonalized. However, ℬ and ℬ maximally
mix to form two CP eigenstates,
ℬ± = |ℬ⟩ ± |ℬ⟩√
2
. (3.38)
Since 𝑉 1 is a CP-even state, it does not mix with the CP-odd combination ℬ−, and
the diagonalization is performed over 𝑉 1 and the CP-even ℬ+; the CP-odd state ℬ−
does not interact with the SM. In both models, the unmixed mass matrix given in
Eq. (3.3), with the mixing parameter 𝑓 given by [218, 219, 222]
𝑓 = 4𝑁𝑓𝜓(0)
√
𝜋𝛼𝐷𝑚ℬ,0 , (3.39)
where 𝑁𝑓 = 1 for the pseudo-Dirac model, and 𝑁𝑓 = 1/
√
2 for the triple Higgs model,
which accounts for the differences in coupling and bound-state mixing.
In both models, ℬ cannot decay into final states that only contain the mediator
which supports the bound state: this is because both the dark Higgs in the pseudo-
Dirac model and 𝑉 8 in the triple Higgs model have couplings with the DM fermion
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number that conserves the number of each of 𝜒1 and 𝜒2.
Decays of ℬ into dark sector final states become possible once 𝑚ℬ & 𝑚𝑉 in the
pseudo-Dirac model, or 𝑚ℬ & 𝑚1 in the triple Higgs model: the final states are 𝑉 ℎ𝐷
and 𝑉 1𝑉 8𝑉 8 respectively. Because of the large coupling between the DM fermions
and the mediators, these dark sector decays are the main decay modes of ℬ, rendering
the dilepton resonance search for ℬ ineffective. These dark sector final states all mix
with the SM, and can in principle lead to multilepton signatures at the LHC. Earlier
studies have exploited this signature to look for bound states [206, 208], but we do
not explore this possibility here for two reasons. First, once 𝑚ℬ becomes significantly
greater than the SM mediator mass, the resonant enhancement derived in Eq. (3.8)
becomes ineffective, and the cross section for producing ℬ drops quickly away from
𝑚ℬ ∼ 𝑚𝑉 or 𝑚1. Furthermore, the branching ratio of these mediators to leptons is
small, since they kinetically mix through the U(1)𝑌 and decay predominantly into
quarks. Second, a direct search for the 𝑉 or 𝑉 1 resonance is significantly more
constraining, since the mediator is lighter than the bound state, and there is one
fewer factor of the branching ratio to leptons to contend with. In both models, the
mediator dilepton resonance search rules out all of the parameter space for 𝑚ℬ > 𝑚1
or 𝑚𝑉 once the coupling to the SM is sufficiently large.
At tree level, we are therefore only interested in the decay modes of ℬ and 𝑉 into
the SM: both particles can decay into a pair of SM fermions, as well as 𝑊+𝑊− and
𝑍ℎ where ℎ is the SM Higgs, through the mixing of 𝑉 with 𝑍/𝛾. Neither particle
can decay into 𝑍𝑍 or 𝛾𝛾 final states, since these processes are forbidden by charge
conjugation symmetry.
The sensitivity of the dilepton resonance search depends strongly on the width of
the resonance, and the 13TeV ATLAS limits with 36.1 fb−1 of data as a function of
the ratio of the width of the resonance to its mass Γ/𝑚 are presented in [273]. The
total widths of both states are fully taken into account when computing the limits of
the search, and the search is assumed to be completely ineffective once Γ/𝑚 > 0.32.
The resulting 95% confidence limits from mono-jet + MET, dilepton resonance
and EWPT are shown in Figs. 3-6 and 3-7 in the 𝑚𝜒 − 𝑚𝑉 plane and in Figs. 3-8
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and 3-9 in the 𝑚𝜒 - bound-state coupling plane for both models.
The dilepton resonance search results presented in both figures are searches for the
lighter resonance state in the mixing picture; the search switches from 𝑉 to ℬ along the
line 𝑚𝑉,0 = 𝑚ℬ,0, where the lighter resonance changes rapidly from being mostly 𝑉0
to mostly ℬ0 as one moves from below to above this line.6 As we argued earlier, since
the mass eigenstates are always well-separated and the lighter resonance is always
narrow, we can simply assume that the total cross section is given by a Breit-Wigner
profile with a width given by either the 𝑉 (𝑚𝑉,0 < 𝑚ℬ,0) or the ℬ (𝑚ℬ,0 > 𝑚𝑉,0)
and neglect interference effects. In both cases, the search for the ℬ resonance when
𝑚𝑉,0 > 𝑚ℬ,0 extends the reach of experimental constraints significantly into this
region of parameter space, as compared to what we might expect from just the vector
resonance search and the mono-jet + MET search combined.
For the values of 𝛼𝐷 and 𝑦𝐷 selected in these benchmark models, the separation
between the ground state and the first excited state of the bound state is about 2 -
10% of the DM mass. These states may be resolvable into different lepton resonances,
since the mass resolutions for the dielectron and dimuon channels are ∼ 1% and ∼ 5%
respectively. The cross section of production of the ground state in this case is still
given byEq. (3.5), but without the factor of 𝜁(3) ≈ 1.202. Resolvable resonances
would be a strong signature of bound states, but will come after an initial discovery
of a new resonance, which is the main focus of this chapter.
3.4.3 Freezeout and Indirect Detection
We now turn our attention to the freezeout process for the DM in each model, as
well as constraints derived from indirect detection experiments. Let us focus on the
annihilation channels that do not suffer a suppression by 𝜖, in order to be as model-
independent as possible. In the pseudo-Dirac model, the potential kinematically
available final states (at late times) are ℎ𝐷ℎ𝐷 and ℬ′ℎ𝐷, with the latter channel
6In spite of this, the partonic cross section including both 𝑉 and ℬ is continuous across this line;
it is only the particle that should be identified with the narrow Breit-Wigner signal at the low mass
eigenvalue that changes.
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Figure 3-6: 95% confidence limits in the 𝑚𝜒−𝑚𝑉,0 plane of the pseudo-Dirac model.
𝑚𝑉,0 and 𝑚1,0 are the unmixed masses of the mediator in each respective model.
All resonance calculations are made using the full mixing calculation. Experimental
constraints from mono-jet + MET (blue), dilepton ℬ resonance (orange), dilepton 𝑉
resonance (purple) and EWPT constraints (green) are shown for 𝑦𝐷 = 2.5, 𝜖 = 0.2 for
the pseudo-Dirac model, and 𝛼𝐷 = 3, 𝜖 = 0.3 for the triple Higgs model. All dilepton
resonance searches are for the lighter mass eigenstate after mixing. The dark sector
coupling 𝛼𝐷 is completely fixed by a choice of {𝑚𝜒,𝑚𝑉 , 𝑦𝐷}; contours (black, dashed)
indicate the value of 𝛼𝐷 on the 𝑚𝜒 −𝑚𝑉 plane when 𝑦𝐷 = 2.5.
corresponding to radiative formation of a bound state, ℬ′ (which may be spin-1 or
spin-0). The 𝑉 ℎ𝐷 final state is forbidden, since 𝑉 couples 𝜒1 to 𝜒2, and ℎ𝐷 couples
𝜒1 to 𝜒1. In the triple Higgs model, if all the gauge bosons and Higgses except
𝑉 8 are heavier than the DM, the only open final states are 𝑉 8𝑉 8 and the radiative
bound state formation. Note that in the limit where the DM is slow-moving, radiative
bound state formation requires not merely that the mediator be light compared to
𝛼ℬ𝑚𝜒, as required for a bound state, but that it satisfy the stronger condition that
the mediator mass is smaller than the binding energy, 𝑚𝑌 . 𝛼2ℬ𝑚𝜒/4. Thus, this
process can be forbidden by increasing the mediator mass, and indeed we will see
that indirect detection limits are much easier to satisfy in regions of parameter space
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Figure 3-7: 95% confidence limits in the 𝑚𝜒 −𝑚1,0 plane for the triple Higgs model.
𝑚𝑉,0 and 𝑚1,0 are the unmixed masses of the mediator in each respective model.
All resonance calculations are made using the full mixing calculation. Experimental
constraints from mono-jet + MET (blue), dilepton ℬ resonance (orange), dilepton 𝑉
resonance (purple) and EWPT constraints (green) are shown for 𝑦𝐷 = 2.5, 𝜖 = 0.2 for
the pseudo-Dirac model, and 𝛼𝐷 = 3, 𝜖 = 0.3 for the triple Higgs model. All dilepton
resonance searches are for the lighter mass eigenstate after mixing.
where 𝛼ℬ𝑚𝜒 & 𝑚𝑌 & 𝛼2ℬ𝑚𝜒/4. In this regime, the DM annihilation products will
thus be determined by the decays of the bound state mediator.
During freezeout, the partner particles 𝜒2 (in the pseudo-Dirac model) and 𝜒2, 𝜒3
(in the triple Higgs model) are also present, and their annihilation and co-annihilation
channels may also relevant.
Pseudo-Dirac Model
If 𝑚𝑉 > 2𝑚𝜒 and the bound-state mediator is too heavy for radiative bound state
formation, then the only annihilation channel not suppressed by 𝜖 or kinematically
forbidden is annihilation to ℎ𝐷ℎ𝐷 . Both 𝜒1𝜒1 and 𝜒2𝜒2 pairs can annihilate in this
fashion, but there is no tree-level coannihilation; 𝜒1𝜒2 → ℎ𝐷ℎ𝐷 does not occur for
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Figure 3-8: 95% confidence limits in the 𝑚𝑉,0 − 𝑦𝐷 plane of the pseudo-Dirac model,
similar to Fig. 3-6. Experimental constraints from dilepton ℬ resonance (orange),
dilepton 𝑉 resonance (purple) and EWPT constraints (green) are shown for𝑚𝜒 = 800
GeV, 𝜖 = 0.2 for the pseudo-Dirac model, and 𝑚𝜒 = 800 GeV, 𝜖 = 0.3 for the triple
Higgs model. Contours (black, dashed) of 𝛼𝐷, which is fixed for a given choice of
{𝑚𝜒,𝑚𝑉 , 𝑦𝐷} for the pseudo-Dirac model, are also shown.
the same reason that the 𝜒1𝜒2 bound state does not decay into the dark sector. The
cross section for 𝜒𝑖𝜒𝑖 → ℎ𝐷ℎ𝐷 in the limit of low DM velocity, before accounting for
the Sommerfeld enhancement, is given by:
𝜎𝑣rel =
𝜋
6
𝑣2rel
(︂
𝑦2𝐷
4𝜋
)︂2
(9− 8𝑥2ℎ + 2𝑥4ℎ)
√︀
1− 𝑥2ℎ
(2− 𝑥2ℎ)4𝑚2𝜒
, (3.40)
where 𝑥ℎ ≡ 𝑚ℎ𝐷/𝑚𝜒. We will assume that during freezeout the mass splitting
between 𝜒2 and 𝜒1, set by 𝑚𝐷, is small compared to the freezeout temperature; for
𝒪(TeV) DM this corresponds to requiring a mass splitting at the GeV scale or below,
which is not in tension with the requirement that the mass splitting be large enough
to prevent elastic scattering in the present-day halo (where typical kinetic energies
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Figure 3-9: 95% confidence limits in the 𝑚1,0 − 𝛼𝐷 plane of the triple Higgs model,
similar to Fig. 3-7. Experimental constraints from dilepton ℬ resonance (orange),
dilepton 𝑉 resonance (purple) and EWPT constraints (green) are shown for𝑚𝜒 = 800
GeV, 𝜖 = 0.2 for the pseudo-Dirac model, and 𝑚𝜒 = 800 GeV, 𝜖 = 0.3 for the triple
Higgs model.
for a TeV DM particle are of order 1MeV or less). In this case, the abundances of
𝜒1 and 𝜒2 remain equal during freezeout, as their equilibrium abundances are equal
and their annihilation channels are identical. Consequently, each of 𝜒1 and 𝜒2 must
constitute half the DM abundance, with the 𝜒2 subsequently decaying to 𝜒1 (this
occurs through emission of an off-shell 𝑉 ).
Since 𝑝-wave processes can dominate during freezeout, to compute the full rate
we will need the Sommerfeld enhancement factor for higher-𝑙 processes. The Som-
merfeld enhancement for multipole 𝑙 due to a Yukawa potential can be numerically
approximated by [236]:
𝑆𝑙 ≈ 𝜋
𝜖𝑣
sinh (2𝜋𝛿)
cosh (2𝜋𝛿)− cosh
(︁
2𝜋𝛿
√︁
1− 𝜖*𝜑/𝜖2𝑣
)︁ 𝑙∏︁
𝑘=1
𝑘4𝜖*2𝜑 + 2𝑘
2(2𝜖2𝑣 − 𝜖*𝜑) + 1
𝑘2𝜖*2𝜑 + 4𝜖2𝑣
, (3.41)
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Figure 3-10: Comparison of predicted DM annihilation rates (including Sommerfeld
enhancement and radiative bound state formation) to constraints on the ?¯?𝑏 chan-
nel from Fermi observations of dwarf galaxies [26] and H.E.S.S. observations of the
Galactic center region [238]. The red solid line indicates the predicted cross section,
rescaled by the fraction of DM squared, for thermally produced DM. For the total
DM abundance we take Ω𝜒ℎ2 = 0.1198 [168]. The red dashed line shows the predicted
cross section only, corresponding to the assumption that the annihilating species con-
stitutes 100% of the DM. The region to the right of the vertical purple line is ruled
out by overproducing the DM abundance. We show the result for the pseudo-Dirac
model with 𝑦𝐷 = 2.5.
where 𝛿 ≡ 𝜖𝑣/𝜖*𝜑, 𝜖𝑣 = 𝑣rel/(2𝛼ℬ) and 𝜖*𝜑 = (𝜋2/6)𝑚𝑌 /(𝛼B𝑚𝜒).
We determine the relic density by numerically solving the Boltzmann equation (fol-
lowing the method of [39]) for the 𝜒1 state and then doubling the result to account for
the contribution from 𝜒2. We integrate the Sommerfeld-enhanced velocity-dependent
cross section over the thermal velocity distribution (assuming a Maxwell-Boltzmann
distribution) for the DM at each timestep. As discussed earlier, we neglect radia-
tive bound state formation during freezeout. We define overclosure to occur when
Ω𝜒ℎ
2 > 0.1228, corresponding to the 2𝜎 upper limit (0.1198 + 2 × 0.0015) from
Ref. [168].
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Figure 3-11: Comparison of predicted DM annihilation rates (including Sommerfeld
enhancement and radiative bound state formation) to constraints on the ?¯?𝑏 chan-
nel from Fermi observations of dwarf galaxies [26] and H.E.S.S. observations of the
Galactic center region [238]. The red solid line indicates the predicted cross section,
rescaled by the fraction of DM squared, for thermally produced DM. For the total
DM abundance we take Ω𝜒ℎ2 = 0.1198 [168]. The red dashed line shows the predicted
cross section only, corresponding to the assumption that the annihilating species con-
stitutes 100% of the DM. The region to the right of the vertical purple line is ruled
out by overproducing the DM abundance. We show the result for the triple-Higgs
model with 𝛼𝐷 = 3.0.
To estimate the signal in indirect detection, we first compute the Sommerfeld-
enhanced cross section for 𝜒1𝜒1 → ℎ𝐷ℎ𝐷 in the Milky Way halo, assuming the local
DM velocity distribution in the Galactic frame follows a Maxwellian distribution,
𝑓(𝑣) =
√︀
2/𝜋𝑣2𝑒−𝑣
2/2𝜎2/𝜎3, with 𝜎 = 150 km/s. This choice corresponds to 𝑣𝑐 =√
2𝜎 ∼ 220 km/s, consistent with the standard halo model [274–277].
For 𝑚ℎ𝐷 smaller than the binding energy, we also account for radiative formation
of 𝜒1𝜒1 bound states (followed by decay into SM particles). To estimate the bound
state formation rate via light scalar emission at low velocities, we add to this rate
the analytic low-velocity estimate of [242] for the cross section for capture into the
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Figure 3-12: Indirect detection and overclosure limits on the 𝑚𝜒 − 𝑚ℎ𝐷 plane of
the pseudo-Dirac model. Shaded regions indicate excluded regions where no bound
states exist (green), the cosmological DM abundance is overproduced (purple), and
the estimated gamma-ray signal exceeds bounds from the Fermi and H.E.S.S. tele-
scopes (orange), for 𝑦𝐷 = 2.5. In the region below the dashed black line, bound state
formation can proceed in the Milky Way halo through emission of an on-shell ℎ𝐷 or
𝑉 8, and contributes to the indirect detection signal. Dashed, dot-dashed and dotted
purple lines indicate the more stringent overclosure limits for smaller values of the
coupling. The region below the solid red line is excluded by gamma-ray bounds if the
DM candidate of the model is assumed to be symmetric and to comprise 100% of the
DM (from a non-thermal origin).
ground state (which dominates the overall capture rate),
𝜎𝑣rel ≈ 1
2
𝜋𝛼2ℬ
𝑚2𝜒
26𝜋2𝛼2ℬ𝑒
−4
9𝜖*𝜑 sin
2(𝜋/
√︀
𝜖*𝜑)
. (3.42)
Note that Ref. [242] derives this expression from the Hulthén potential, so in Eq. (3.42)
we have replaced 𝑚𝜑/(𝛼𝐷𝑚𝐷) in their result with the parameter 𝜖*𝜑; the Hulthén po-
tential with this rescaled mass parameter gives a better approximation to the Yukawa
potential [236]. Furthermore, we have included an extra factor of 1/2 to account for
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Figure 3-13: Indirect detection and overclosure limits on the 𝑚𝜒 −𝑚ℎ𝐷 plane of the
𝑚𝜒 −𝑚8 plane of the triple Higgs model. Shaded regions indicate excluded regions
where no bound states exist (green), the cosmological DM abundance is overpro-
duced (purple), and the estimated gamma-ray signal exceeds bounds from the Fermi
and H.E.S.S. telescopes (orange), for 𝛼𝐷 = 3.0. In the region below the dashed black
line, bound state formation can proceed in the Milky Way halo through emission
of an on-shell ℎ𝐷 or 𝑉 8, and contributes to the indirect detection signal. Dashed,
dot-dashed and dotted purple lines indicate the more stringent overclosure limits for
smaller values of the coupling. For the case where we assume that the DM candidate
comprises 100% of the DM, the entire parameter space for 𝛼𝐷 = 3.0 is excluded.
the fact that our annihilating particles are identical fermions, and thus only spin-
singlet configurations contribute to this 𝑠-wave process (yielding a factor of 1/4), but
the overall cross section is increased by a factor of 2, as discussed in Ref. [214].
The experimental sensitivity to this cross section will depend on the final state to
which the ℎ𝐷 particles eventually decay, which in turn depends on 𝑚ℎ𝐷 and whether
ℎ𝐷 mixes with the SM-Higgs. However, in general hadronic decays will dominate the
signal (due to the larger number of hadronic degrees of freedom), and the photon
spectra from decays to different quark species are rather similar, as they arise largely
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from the decays of neutral pions produced in hadronic showers [113]. Thus, we can
estimate the sensitivity of indirect detection by examining the constraints set by
assuming a 𝑏?¯? final state.
Figs. 3-10 and 3-11 we show limits on the annihilation cross section to 𝑏?¯? for
Majorana DM from the Fermi [26] and H.E.S.S. [238] gamma-ray telescopes, and
sample results for the predicted annihilation rate from our two models. The H.E.S.S.
limit, which dominates for DM masses above 1TeV, is based on a study of the region
within 300 pc of the Galactic Center, and assumes an Einasto density profile for
the dark matter; if the Milky Way possesses a large core, these limits might be
substantially weakened. The Fermi limits are based on a study of Milky Way dwarf
spheroidal galaxies. The intermediate step of light mediator production will further
broaden the photon spectrum, but Ref. [278] demonstrated that the effect on the
constraints is modest for hadronic final states where the spectrum is already quite
broad. Thus to obtain an estimate of the constraints, we simply adopt the cross
section limits for annihilation to 𝑏?¯?. We compare the maximum allowed cross section
⟨𝜎𝑣rel⟩max to the predicted cross section scaled by the fraction of DM in the 𝜒1 state,
⟨𝜎𝑣rel⟩(Ω𝜒1ℎ2/0.1198)2; examples for the pseudo-Dirac model with 𝑦𝐷 = 2.5 and the
triple-Higgs model with 𝛼𝐷 = 3.0 are shown in Figs. 3-10 and 3-11, both for𝑚𝑉 (𝑚8) =
50GeV.
In Fig. 3-12, we plot the regions in 𝑚𝜒 − 𝑚ℎ𝐷 plane where bound states exist,
the universe is not overclosed, and indirect limits are not violated. We see that there
are almost no indirect constraints for DM masses below a few TeV and 𝑚ℎ𝐷 larger
than the binding energy (when 𝑚ℎ𝐷 is below the binding energy, there remain allowed
regions, but they must be chosen to avoid resonant Sommerfeld enhancement). We
also plot the regions allowed by indirect detection bounds if a non-thermal history
is assumed to ensure that 𝜒1 constitutes 100% of the DM, with Ω𝜒ℎ2 = 0.1198. In
this case, the indirect constraints are much more stringent, but the bulk of the region
where 𝑚ℎ𝐷 exceeds the binding energy is still unconstrained.
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Triple-Higgs Model
If the vector bosons other than 𝑉 8 are all at a heavy mass scale, then the dominant
DM annihilation process (not involving bound states) both during freezeout and in
the present day is tree-level annihilation to two 𝑉 8 bosons. This channel is available
for ?¯?𝑖𝜒𝑖, where 𝑖 = 1, 2, 3; if 𝜎𝑖 denotes the cross section for ?¯?𝑖𝜒𝑖 → 𝑉 8𝑉 8, then we
have:
𝜎1𝑣rel = 𝜎2𝑣rel =
𝜋(𝛼𝐷/12)
2
𝑚2𝜒
=
1
16
𝜎3𝑣rel. (3.43)
This channel furthermore experiences an attractive 𝑠-wave Sommerfeld enhancement,
which for purposes of this estimate we approximate using Eq. (3.12).
Potential exchanges of 𝑉 8 bosons, which have large rates compared to processes
involving the heavier gauge bosons, do not couple the ?¯?𝑖𝜒𝑖 and ?¯?𝑗𝜒𝑗 states for 𝑖 ̸= 𝑗.
Likewise, there is no (tree level) coannihilation to the 𝑉 8𝑉 8 final state. Thus, we
can treat the 𝜒𝑖 species as evolving independently from each other, annihilating only
with their own antiparticles, each experiencing its own long-range attractive Yukawa
potential due to 𝑉 8 exchange. The effective couplings are 𝛼𝐷/12 for 𝜒1 and 𝜒2 and
𝛼𝐷/3 for 𝜒3.
However, one important question is whether the different 𝜒𝑖 fields truly evolve
independently, and in particular, whether decays and scatterings that interconvert
between the 𝜒𝑖 states are rapid enough to keep the various state populations coupled
during freezeout. An example process is ?¯?1𝜒1 ↔ ?¯?3𝜒3 scattering via 𝑡-channel 𝑉 4or
𝑉 5 exchange (see Appendix B.2). As all such processes involve the heavier gauge
bosons, they are slow compared to annihilation into a 𝑉 8𝑉 8 final state near the time
of freezeout. For the 𝜒1𝜒1 → 𝜒3𝜒3 process, the cross section for this scattering
process is approximately 𝜎𝜒1𝜒1→𝜒3𝜒3 ∼ 𝛼2𝐷𝑚2𝜒/𝑀4 where 𝑀 ∼ 𝑚4,5. Compared with
𝜒𝑖𝜒𝑖 → 𝑉 8𝑉 8 ∼ 𝛼2𝐷/𝑚2𝜒, the rate of processes that scatter one type of fermion into
another is suppressed by a factor of ∼ 𝑚4𝜒/𝑀4. Thus, the process 𝜒1?¯?1 → 𝜒3?¯?3
freezes out before the 𝜒1?¯?1 → 𝑉 8𝑉 8 and is therefore not relevant to determining the
relic abundance. This estimate assumes that all of the gluons other than 𝑉 8 are more
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massive than the DM; if this assumption breaks down, the three dark-matter-like
populations will no longer evolve independently, and freezeout will be modified.
Under this assumption, we solve separate Boltzmann equations for each of the
𝜒𝑖 species (accompanied by their antiparticles), and require that the resulting mass
density 2(𝑚𝜒1𝑛𝜒1+𝑚𝜒2𝑛𝜒2+𝑚𝜒3𝑛𝜒3)matches the cosmological density of dark matter.
The masses of the three states are assumed to be equal, with mass splittings small
compared to the temperature at freezeout. The greater annihilation rate of ?¯?3𝜒3
causes its abundance to be depleted faster than ?¯?1𝜒1 and ?¯?2𝜒2.
To estimate the late-time indirect detection limits, we proceed as for the pseudo-
Dirac case above, and present our results in Figs. 3-11 and 3-13. The allowed cross
section for DM annihilation is doubled as the DM 𝜒1 is a Dirac fermion in this
case. Since there is an unsuppressed 𝑠-wave annihilation channel, there are use-
ful constraints from indirect detection even when radiative bound-state formation is
kinematically forbidden. To estimate the contribution from bound-state formation,
we numerically calculate the cross section for capture into the ground state by dipole
photon emission, and also add the contribution from an 𝑠-wave initial state transi-
tioning into the first excited state by emission of a dipole photon. The former process
dominates when the mediator mass can be neglected [214], but is suppressed in the
very-low-velocity regime as it corresponds to a 𝑝-wave initial state [279]; thus we add
the latter process to properly include the leading contribution at very small velocities.
We follow the numerical method described in Ref. [214].
Note that in this case, the scenario where 𝜒1 constitutes 100% of the DM at
late times is essentially completely excluded by indirect detection, for 𝛼𝐷 = 3.0 and
𝑚𝜒 below 10 TeV; such a scenario requires a non-thermal origin for the DM, as the
annihilation cross section is well above the thermal value and would deplete the DM
density efficiently during freezeout. If non-thermal processes produce more DM at late
times, then the large bare annihilation cross section and accompanying Sommerfeld
enhancement (and possibly radiative bound-state formation) gives rise to very strong
indirect detection signals, as shown in Fig. 3-11.
Both the overdepletion of the DM density and the large direct detection signals
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may be avoided if the Dirac-fermion DM possesses some tiny asymmetry, similar to
the baryon asymmetry of the SM. The large annihilation cross sections found in these
models can readily deplete the DM abundance to the point where the asymmetry sets
the residual relic density, and then the indirect-detection signals are suppressed by
the absence of the symmetric component. Note that if no such asymmetry is present,
indirect detection limits may also pose challenges for sub-GeV DM and mediators as
studied by Ref. [206]; thermal relic DM can be quite generically excluded for sub-GeV
mediators and sub-TeV DM [280].
This behavior does not occur for the pseudo-Dirac model because the principal
annihilation channel is 𝑝-wave suppressed; this both makes it possible for TeV-scale 𝜒1
particles to constitute 100% of the DM with a thermal history, and ensures that large
regions of parameter space remain that are not excluded by current indirect detection
bounds (although bound state formation can provide indirect detection signals, as in
Ref. [242]).
3.5 Discussion
The resonant production of dark sector bound states at the LHC can be an im-
portant complementary search channel to the missing energy and mediator resonance
searches. Unlike a mediator resonance search, a bound state resonance search directly
probes the properties of the DM, and can be more effective when the mediator decays
primarily to invisible DM particles. In addition, a bound state resonance search can
be more sensitive than a missing energy search strategy at high DM masses.
We have studied the general features of models that can be probed by bound state
resonance searches at the LHC while remaining consistent with other powerful exper-
imental constraints. These models generally require a sufficiently strong coupling to a
light mediator that can support the bound state, and a heavy mediator that couples
the dark sector to the SM. We also carefully take into account the mixing between
the heavy mediator and the dark matter bound state. Bound state decays into the
light mediator should also be suppressed to allow for a significant partial width into
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SM particles.
These requirements must be reconciled with constraints from both direct and in-
direct detection experiments. Spin-independent direct detection cross sections can
be suppressed by having only loop-level interactions between the dark sector and
nucleons, which can result from an off-diagonal coupling between the SM and two
DM states with a mass splitting between them. Constraints from gamma-ray experi-
ments and overclosure must be carefully considered, taking into account Sommerfeld
enhancement due to the presence of a light mediator and radiative bound state for-
mation both during freeze-out and in the present day.
The SU(2)𝐿 minimal DM models possess many of the properties that we have
discussed above, but pure wino or higgsino DM chargino bound states have a produc-
tion cross section that lies well below the sensitivity of dilepton resonance searches,
although DM particles in larger representations of SU(2)𝐿 with a large electric charge
forming a deeply-bound electromagnetic bound state can potentially be discovered.
We propose two dark sector models with kinetic mixing into the SM that contain
bound states that can be probed effectively through bound state resonance searches
at the LHC, while remaining consistent with direct and indirect detection constraints.
The pseudo-Dirac model contains two Weyl fermions with a small mass splitting be-
tween them, capable of forming bound states through a light Higgs mediator, while
the triple Higgs model is an SU(3) gauge theory with a single Dirac fermion in the
fundamental representation, with all of the properties required for a viable model
being generated by symmetry breaking of the gauge group. We study the LHC phe-
nomenology of these models and find that bound states searches are complementary
to both missing energy and vector mediator resonance searches, and are particularly
powerful at high DM masses. A simple rescaling of our constraints indicates that
future 27TeV or 100TeV 𝑝𝑝 colliders could potentially probe DM bound states with
masses in the 𝒪(10)TeV range.
We find that these models naturally avoid overclosure of the universe, and broad
swaths of parameter space exist where they also evade limits from indirect detection
searches under the assumption of a thermal history, despite the presence of the bound
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state implying model-independent large enhancements to the low-velocity annihilation
rate. The indirect limits are most easily satisfied when radiative capture to the bound
state in the local DM halo is kinematically forbidden, because the mass of the mediator
supporting the bound state exceeds the binding energy.
If the bound-state-forming species is required to constitute 100% of the DM,
through a non-thermal history, but is symmetric in the present day, then the indirect
searches are sufficient to rule out almost all of the parameter space of interest in
the LHC bound-state resonance search for the triple Higgs model; the pseudo-Dirac
model evades this fate through a late-time velocity suppression of its annihilation
rate. Where a DM species has a greater-than-thermal annihilation cross section but
still constitutes 100% of the observed DM density, a viable model that can be first
detected by resonance searches at the LHC should possess some suppression to the
annihilation cross section at late times, due e.g. to a dominant 𝑝-wave annihilation
channel or a small primordial asymmetry.
To summarize, dark sectors with bound states can be probed at the LHC through
resonance decays to SM particles. Models with multiple force carriers and DM-like
states, where the DM scatters inelastically off SM quarks at tree-level, can naturally
give rise to a sufficiently large production cross section while evading direct detection
constraints. The presence of a light mediator, needed to support the bound state,
modifies freezeout and leads to stringent indirect detection limits; however, these
constraints leave a wide region of parameter space open, while suggesting a preferred
mass spectrum where the mediator mass exceeds the binding energy. DM models
with bound states possess a rich phenomenology, allowing complementary probes
from many different experimental directions.
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Chapter 4
Searching for Axion Dark Matter
with Birefringent Cavities
4.1 Introduction
Laser interferometry without a strong, static magnetic field has been shown to be an
effective way of searching for axions [103–105]. The interaction term in Eq. (1.22)
causes a difference in phase velocity between left- and right-handed circularly po-
larized light, and an appropriately designed high-finesse Fabry-Perot cavity can be
used to accumulate the resulting phase difference. These studies have shown how to
exploit the exquisite sensitivity of interferometry to small phase differences to obtain
new limits on low mass axions.
Despite their ingenuity, these designs face two key limitations. First, they are
limited by the non-ideal behavior of optical elements. The introduction of a beam
splitter [103] or quarter-wave plates [104] inside a cavity leads to losses and imperfect
phase shifts between polarization modes that accumulate with each pass of laser
light in the cavity. Ref. [105] attempts to overcome this difficulty by using a bowtie
cavity; however, circularly polarized light is not in general a bowtie eigenmode, as
reflection off any surface at a nonzero angle of incidence does not preserve circular
polarization. These difficulties would have to be addressed for an actual realization
of these proposals.
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Second, and more importantly, these proposed experiments rely on the coherent
build-up of the phase difference over the entire light storage time in the cavity. The
sensitivity of these experiments starts to deteriorate once the axion oscillation period
becomes comparable to the storage time, i.e. when 𝑚𝑎ℓ ∼ 1/ℱ , where ℓ is the length
of the cavity, ℱ is the finesse, and 𝑚𝑎 is the mass of the axion. Increasing ℱ therefore
restricts the experimental sensitivity to lower axion masses, even though a large value
of ℱ is desirable to maximize a possible axion signal.
In this chapter, we propose a new axion interferometry experimental design that
simultaneously overcomes both of these limitations. The presence of ALP dark matter
results in a rotation of horizontally polarized laser light propagating with frequency
𝜔0 in a cavity, causing a small, vertical polarization to develop in the frequency side-
bands 𝜔0±𝑚𝑎. We exploit the fact that oblique reflection generally results in a phase
difference between different linear polarizations to design a cavity that is resonant at
𝜔0 in the horizontal (carrier) polarization, and 𝜔0±𝑚𝑎 in the vertical (signal) polar-
ization. The signal sidebands can then be detected using conventional interferometry
techniques. Our design is sensitive to axion masses 𝑚𝑎 . 1/ℓ independent of the
finesse of the cavity, significantly improving the reach in 𝑚𝑎 without compromising
on the strength of the axion signal. All of this can be achieved by a simple, practical
cavity design requiring only that light reflects off multiple mirrors at oblique angles.
4.2 Axions and Light Polarization
Consider two orthogonal, circular polarizations of a laser beam (denoted by  and 	)
propagating with frequency 𝜔0 and wavenumber 𝑘0 in the presence of an axion field
𝑎(𝑡) = 𝑎0 cos(𝑚𝑎𝑡−𝑘𝑎𝑧), starting at some time 𝑡0. The axion momentum is 𝑘𝑎 = 𝑚𝑎𝑣,
where 𝑣 ∼ 10−3 is the typical dark matter velocity at the Earth. We will only be
interested in 𝑚𝑎ℓ . 1, so that 𝑘𝑎ℓ≪ 1, allowing us to neglect spatial gradients in the
axion field.
The interaction term in Eq. (1.22) leads to the following dispersion relation for
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the two polarizations, which we showed in Eq. (1.25):
−𝜔20 + 𝑘20 = ±𝑘0𝑔𝑎𝛾𝛾
𝜕𝑎
𝜕𝑡
. (4.1)
After some time 𝑡,	, each polarization travels a distance ℓ, given by
ℓ =
∫︁ 𝑡0+𝑡,	
𝑡0
[︂
1∓ 𝐺
𝜔0
cos(𝑚𝑎𝑡)
]︂
𝑑𝑡 , (4.2)
where 𝐺 ≡ 𝑔𝑎𝛾𝛾
√
2𝜌DM/2, and 𝜌DM = 𝑚2𝑎𝑎20/2 is the local density of dark matter.
Equating the result from each polarization on the right-hand side of Eq. (4.2), and
working out the phase difference between the two polarizations Δ𝛼 ≡ 𝜔0(𝑡 − 𝑡	) to
first order in 𝐺/𝑚𝑎, we obtain
Δ𝛼 ≃ 𝑖𝐺
𝑚𝑎
[︀
𝑒𝑖𝑚𝑎𝑡0
(︀
𝑒𝑖𝑚𝑎ℓ − 1)︀+ 𝑒−𝑖𝑚𝑎𝑡0 (︀1− 𝑒−𝑖𝑚𝑎ℓ)︀]︀ . (4.3)
Eq. (4.3) makes it clear that the axion field takes a carrier wave with frequency 𝜔0
and generates signal sidebands with frequencies 𝜔0 ±𝑚𝑎.
This phase difference between circular polarizations is equivalent to a rotation of
linearly polarized light. Writing the complex electric field in each circular polarization
as a vector (𝐸, 𝐸	) and keeping track of the relative phase difference only, the
translation matrix over a distance ℓ can be expressed as diag(𝑒𝑖Δ𝛼/2, 𝑒−𝑖Δ𝛼/2). The
circular polarizations are related to the linear polarizations via 𝐸,	 = 𝐸→∓ 𝑖𝐸↑, so
that in the linear polarization basis (𝐸↑, 𝐸→), the matrix for translation is
𝑃 =
⎛⎝cos Δ𝛼2 − sin Δ𝛼2
sin Δ𝛼
2
cos Δ𝛼
2
⎞⎠ ≃
⎛⎝ 1 −Δ𝛼2
Δ𝛼
2
1
⎞⎠ . (4.4)
4.3 Axion Interferometry
The basic principle of axion interferometry is summarized in Fig. 4-1. A carrier wave
with electric field 𝐸→0 in the horizontal polarization is injected into a cavity that is
tuned to be resonant in the horizontal polarization at the laser carrier frequency 𝜔0.
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Figure 4-1: Summary of axion interferometry. A horizontally polarized laser fed
into a cavity with reflectivities 𝑟1,2 and a relative phase shift between horizontally
and vertically polarized light Δ𝜙1,2 at each end leads to the generation of frequency
sidebands in the vertical polarization.
As the field propagates in the presence of axions, signal sidebands in the vertical
polarization are generated, with frequencies 𝜔0±𝑚𝑎. The amplitude of the sidebands
can be enhanced using an appropriately tuned high-finesse Fabry-Perot cavity. At
each end of the cavity, a reflection occurs at a mirror with some real reflectivity
coefficient, and a phase difference Δ𝜙1,2 between horizontally and vertically polarized
light.
In order to distinguish between the two sidebands, we split the vertical signal po-
larization into its two frequency components by writing the electric field in the cavity
as the complex column vector Ecav = (𝐸↑−, 𝐸→0 , 𝐸
↑
+). The subscripts indicate that
the components have different frequencies (𝜔0 −𝑚𝑎, 𝜔0, 𝜔0 +𝑚𝑎), respectively. The
transfer matrix for translation in our 3-component notation follows from Eq. (4.4):
𝑇 ≃
⎛⎜⎜⎜⎝
𝑒−𝑖𝑚𝑎ℓ 𝑖𝐺
2𝑚𝑎
(𝑒−𝑖𝑚𝑎ℓ − 1) 0
0 1 0
0 𝑖𝐺
2𝑚𝑎
(1− 𝑒𝑖𝑚𝑎ℓ) 𝑒𝑖𝑚𝑎ℓ
⎞⎟⎟⎟⎠ . (4.5)
For reflection at each end, the transfer matrix is given by the expression 𝑅1,2 =
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𝑟1,2 diag
(︀
𝑒𝑖Δ𝜙1,2 , 1, 𝑒𝑖Δ𝜙1,2
)︀
. The signal field in the cavity is then given by the solution
to the following equation [281]:
Ecav = 𝑡1E0 +𝑅1𝑇𝑅2𝑇 Ecav , (4.6)
where E0 = (0, 𝐸→0,in, 0) is the electric field of the laser fed into the cavity, and 𝑡𝑋 =√︀
1− 𝑟2𝑋 is the field amplitude transmission coefficient.
Axion interferometry shares many parallels with conventional microwave cavity
experiments like ADMX [96]. In both, the axion converts a frequency mode pumped
to a large energy density (a DC magnetic field in microwave cavities, 𝜔0 in our set-up)
into another mode related to the original by 𝑚𝑎 (a standing electromagnetic mode of
frequency 𝑚𝑎 in microwave cavities, and the signal sidebands 𝜔0±𝑚𝑎 in our set-up).
This conversion between electromagnetic modes is a generic property of ALPs coupled
to photons through Eq. (1.22), as studied more generally in Ref. [282].
The parallel extends to the power stored in both cavities. In the laser cavity, the
power stored in the signal sidebands within the cavity is 𝑃± ∝ |𝐸↑±|2𝑤2, where 𝑤 is
the laser beam width. Solving Eq. (4.6) gives 𝑃± ∼ 𝑔2𝑎𝛾𝛾(𝜌DM/𝑚𝑎)𝐸→20 𝑉 𝑄±, where
𝑉 ∼ 𝑤2ℓ is the volume encompassed by the beam, and 𝑄± is a quantity dependent
on the geometry of the cavity, and is analogous to the quality factor for microwave
cavities. This reproduces the scaling of the signal power produced in ADMX, with
𝐸→0 = 𝐵
→
0 for the laser.
4.4 Birefringent Cavities
We now turn our attention to the importance of the phase difference between hori-
zontally and vertically polarized light in the cavity, Δ𝜙1,2. Birefringence in a cavity
has been used by the PVLAS experiment [83] to look for axion-induced changes in the
polarization of a propagating laser beam in the presence of a large, static magnetic
field due to the Primakoff effect. In contrast, our set-up relies on light transitioning
between polarizations due to the absorption or emission of axions.
115
In Ref. [103], a single beam passes through a polarizing beam splitter so that
each beam propagates over a different path length along two different, perpendicular
arms, effectively introducing birefringence between the two polarizations. However,
a cavity with two perpendicular arms and a beam splitter at its center is unlikely to
have a high finesse. More recent work has always ensured that Δ𝜙1 = Δ𝜙2 ≃ 0 either
by using quarter-wave plates in front of mirrors with near-zero transmission [104],
or by performing two reflections at each end of the cavity, separated by an optical
path length that is much shorter than the cavity length [105]. The signal generated
by the axion builds constructively as long as the axion field value does not change
significantly during the storage time, i.e. 𝑚𝑎ℱℓ ≪ 1. Once 𝑚𝑎 ∼ 1/(ℱℓ), the cavity
loses sensitivity to the axion signal.
An equivalent way of understanding this criterion is to observe that setting the
phase difference Δ𝜙1,2 = 0 means that light in both polarizations are resonant at the
laser frequency 𝜔0. The full-width half-maximum of the cavity transmission band
is 𝛿𝜆 ∼ 1/(ℱℓ), and so we must have 𝑚𝑎 ≪ 𝛿𝜆 ∼ 1/(ℱℓ) in order for the sig-
nal sidebands (produced by axion-driven polarization modulation) to lie within the
transmission band.
Now consider the case where Δ𝜙1,2 = Δ𝜙 ̸= 0 (we take 𝑟2 = 1 in the following
discussion for simplicity). When the resonance condition in the signal polarization
𝑚𝑎ℓ = |Δ𝜙| is met, the signal polarization builds constructively in the cavity. With a
phase shift of Δ𝜙 = ±𝜋/2, the cavity is resonant at 𝑚𝑎 = 𝜋/(2ℓ), the maximum mass
reach, for the sidebands 𝜔0 ± 𝑚𝑎. Axion masses up to this maximum value can be
scanned by increasing Δ𝜙 in steps from 0 to 𝜋/2. Since a larger finesse ℱ is desirable
for producing a large signal field, this represents a significant improvement in axion
mass reach without affecting the sensitivity in coupling. Although higher frequency
resonances exist for each choice ofΔ𝜙, the axion field value at these higher frequencies
oscillates more than once over the cavity length ℓ, suppressing the sensitivity by
sinc(𝑚𝑎ℓ) [281].
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ADBC Experiment
ℓ = 2 m
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Figure 4-2: Schematic of the ADBC experiment. The red optical path is that of the
input and cavity, while the blue optical path is read-out. The beam enters at 𝐴 and
is read out after 𝐶. Two sets of mirrors 𝐴, 𝐶 and 𝐵, 𝐷 can be rotated to change
the angle of incidence 𝜃 while roughly maintaining cavity alignment and length. To
produce an electrical signal, the leakage fields from mirror 𝐶 pass through a half-
waveplate (𝜆/2) before reflecting off a polarizing beam splitter (PBS) and arriving at
a photodetector (PD).
4.5 Experimental Set-Up
Fig. 4-2 gives a schematic of the proposed Axion Detection with Birefringent Cavities
(ADBC) experiment, featuring a practical cavity design with the necessary birefrin-
gence. The Fresnel equations [283] show that orthogonal, linear polarizations reflect-
ing off a dielectric surface at an oblique angle of incidence 𝜃 in general develop a
relative phase shift Δ𝜙. By rotating the mirrors to adjust the angles of incidence, we
can thus tune the cavity birefringence to make the axion-induced, vertically polarized
sidebands resonant in our cavity at 𝑚𝑎ℓ = |Δ𝜙|.
The proposed design consists of two sets of two mirrors spaced 2m apart, with
each set acting as a retroreflector that can pivot independently. The angle between the
mirrors in a set should be fixed at slightly less than 90∘ so that the angles of incidence
are roughly 𝜃 and 90∘− 𝜃. This allows us to vary the angle of incidence while roughly
maintaining optical path-length and cavity alignment. The short dimension of the
cavity (e.g. ℓ𝐷𝐵) is of order 10 cm. One set, 𝐴 and 𝐶, will be taken as our input and
output ports respectively, so that the optical path goes in the order 𝐴𝐷𝐵𝐶.
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The Fresnel equations show that the reflectivity of the horizontal polarization will
be lower than the vertical. Placing the carrier in the horizontal polarization (lower
finesse) therefore reduces the accumulation of experimental noise in the cavity, while
simultaneously placing the signal in the vertical polarization (higher finesse) leads to
a larger signal-to-noise ratio (SNR).
To prevent appreciable leakage of the carrier from the cavity, the cavity should
be optimally coupled, meaning the transmissivity of 𝐴 in the carrier polarization,
𝑡𝐴→, must be matched to the total losses in the cavity. This would almost entirely
eliminate any reflection off 𝐴. To allow a significant signal field to be read out, we
also need 𝑡𝐶↑ to be larger than the total losses from the other mirrors. However, the
Fresnel equations force 𝑡→ > 𝑡↑, and as a result, cavity loss for the carrier will be
dominated by 𝑡𝐶→, leaving us with 𝑡𝐴→ ≃ 𝑡𝐶→. To maintain high finesse in the signal
and carrier, all other transmissivities should be smaller than the cavity optical loss.
To maximize the axion mass reach, the mirrors should cover as much of the range
0 ≤ Δ𝜙 ≤ 𝜋/2 as possible. Δ𝜙 increases with more oblique angles of incidence, but
large optical surfaces are required near grazing incidence.
4.6 Experimental Sensitivity
The sensitivity of ADBC to 𝑔𝑎𝛾𝛾 is ultimately dependent on the finesse of the cavity
ℱ↑ and ℱ→ in each polarization, and on 𝑡𝐶→,↑, for which we will use benchmark values
of ℱ↑ = 2.25 × 105, ℱ→ = 2700, 𝑡𝐶↑ = 0.0037, and 𝑡𝐶→ = 0.030 (recall that 𝑡𝑋 is
the amplitude transmission coefficient). These finesse values are typical of mirrors
used in the LIGO cavity and other experimental studies. The reach in axion mass is
determined by Δ𝜙, which in turn depends on the mirror properties. We find that a
range of 0 < Δ𝜙 . 𝜋/5 can typically be probed over a 6∘ range in angle of incidence
𝜃, with 𝜃 . 65∘. Over this small range of angles, the finesse of the cavity does not
vary significantly in either polarization, and we have adopted the smallest values in
this range for simplicity.
The signal field inside the cavity can be found by solving this cavity’s equivalent
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Figure 4-3: Expected ADBC limits on the axion coupling 𝑔𝑎𝛾𝛾. The limit for a
phase shift of 0 (blue, dashed), 𝜋/90 (orange, dashed), 𝜋/15 (green, dashed) and
𝜋/5 (red, dashed) are shown. The integrated limits obtained by scanning through
a phase shift of 0 to 𝜋/5 are shown for a 2 m cavity with 10 kW laser power in
the cavity (purple) and for a 40 m cavity with 1 MW laser power in the cavity
(brown), with a total integration time of 30 days. The envelope of the reach can
be extended in both the 2 m (purple, dotted) and 40 m cavity (brown, dotted) to
higher axion masses if the optics were improved to scan up to Δ𝜙 = 𝜋/2. Limits
from CAST [100] (black) and ABRACADABRA-10cm [98] (black, dotted), together
with projected limits from ALPS-II [284] (gray, dot-dashed) and IAXO [285] (gray,
dashed) are shown for comparison.
of Eq. (4.6) for Ecav. For simplicity, we neglect the translation matrix for the short
legs (i.e. ℓ𝐷𝐵 and ℓ𝐶𝐴), and take the same matrix 𝑅 for both sets of mirrors. The
reflection matrix has the form 𝑅 = diag(𝑟↑𝑒𝑖Δ𝜙, 𝑟→, 𝑟↑𝑒𝑖Δ𝜙), with 𝑟2→ and 𝑟2↑ being
the product of the reflectivities of all 4 cavity mirrors. These quantities are related
to the finesse by ℱ↑,→ ≃ 𝜋/(1− 𝑟2↑,→).
The signal sidebands emerging from the cavity are read out using a heterodyne
detection scheme. The carrier and signal are passed through a half-wave plate with
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its fast axis rotated by a small angle 𝜀 away from vertical, after which a polariz-
ing beam splitter (PBS) is used to isolate the vertical polarization for readout by a
photodetector. This mixes a small amount of the DC (carrier) component into the
AC (sideband) component modulated at the frequency corresponding to the axion
mass. If the phase difference is tuned so that Δ𝜙 = 𝑚𝑎ℓ, the cavity is resonant in
the vertical (signal) polarization at a frequency sideband 𝜔0 −𝑚𝑎, giving an output
AC power at the heterodyne readout of
𝑃AC = 4
√
2𝐺𝜀𝑃cav
sin (𝑚𝑎ℓ/2)
𝑚𝑎
𝑡𝐶→𝑡
𝐶
↑
1− 𝑟2↑
, (4.7)
where we have assumed that all reflectivity coefficients are approximately 1. The
sensitivity is estimated by finding the value of 𝑔𝑎𝛾𝛾 that sets the SNR to 1, with [286]
SNR =
𝑃AC
𝑆
1/2
shot
(𝑇𝜏)1/4 , (4.8)
where 𝑆shot = 2𝑃DC𝜔0 is the laser shot noise power spectral density with the DC
power given by 𝑃DC = (2𝜀𝑡𝐶→)2𝑃cav, 𝑇 is the integration time for this step in Δ𝜙,
𝜏 ≡ 2𝜋/(𝑚𝑎𝑣2) is the coherence time of the axion field, and we assume 𝑇 ≫ 𝜏 .
The expression for the SNR in Eq. (4.8) is independent of 𝜀; this is consistent with
the fact that shot noise power always scales as the square root of the carrier power
regardless of the amount of filtering performed, and is contrary to the result obtained
in Ref. [103].
Another source of noise in our set-up is laser technical noise, which leads to finite
laser frequency width and decreases the sensitivity of ADBC as 𝑚𝑎 → 0. In order to
probe axion masses down to 𝑚𝑎 ∼ 10−13 eV, technical noise must be subdominant to
shot noise down to 𝜈𝑎 ∼ 10–100 Hz. ADBC will adopt many of the same techniques
used by the LIGO collaboration to achieve isolation at these frequencies [287]. A
LIGO-like suspension system mounted on a rotating platform will be used for both
pairs of mirrors. Since only a single beam is used in a cavity which is held on
resonance via feedback to 𝜔0, radiation pressure and other displacement noises are
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less relevant. Thermal noise in the mounted optics, for instance, will dominate over
other non-technical noises (e.g. quantum radiation pressure noise), with an estimated
magnitude of [288]
𝑆
1/2
Δ𝜙 ∼
𝑑Δ𝜙
𝑑𝜃
𝑆
1/2
𝑥
ℓ𝐷𝐵
∼ 10−14100Hz
𝜈𝑎
. (4.9)
This places requirements on the experimental design for small values of 𝑚𝑎 where
𝐺/𝑚𝑎 ∼ 𝑆1/2Δ𝜙 (𝑔𝑎𝛾𝛾 ∼ 10−14GeV−1 at 𝑚𝑎 ∼ 10−13 eV).
Several steps can be taken to ascertain that a signal is indeed due to the presence
of axion dark matter. First, the axion always produces a signal for both Δ𝜙 = ±𝑚𝑎ℓ,
even though the configuration of the mirrors may be very different in each case.
Second, we can tune the cavity so that Δ𝜙1 + Δ𝜙2 = 2𝑚𝑎ℓ, but with Δ𝜙1 ̸= Δ𝜙2,
whereΔ𝜙1,2 are the phase differences generated at mirrors 𝐴,𝐶 and 𝐵,𝐷 respectively.
With such a tuning, 𝑃AC ∝ 1 + cos(𝑚𝑎ℓ−Δ𝜙2). This dependence arises only due to
the off-diagonal entries in the translation matrix 𝑇 shown in Eq. (4.5), and serves as
an explicit check that the signal is produced from the conversion of laser power from
the carrier to the signal polarization.
The expected sensitivity for a 2m, 𝑃cav = 10 kW and a 40m, 𝑃cav = 1MW version
of ADBC is given in Fig. 4-3. The 2m benchmark can currently be achieved in the
laboratory, while the 40m version is similar in size to the 40m LIGO prototype at
Caltech [289] or the Fermilab Holometer [290], using an optical configuration similar
to advanced LIGO [291]. In order to cover the range 0 < 𝑚𝑎 . 𝜋/(5ℓ), the experiment
must be run a number of times given by ℱ↑/5 ∼ 5×104, each with a different value of
𝜃. ℱ↑/5 is chosen so that the peak of each resonance in 𝑚𝑎 falls on the half-maximum
for the previous resonance, starting from 𝑚𝑎 = 10−13 eV. Given a total integration
time of 𝑇tot = 30 days, we integrate each step for 𝑇 = max(𝑁ℓ 𝜏, 1 sec), where
𝑁2m = 35 and 𝑁40m = 4. This choice is equivalent to allocating the integration time
logarithmically among bins of 𝑚𝑎, as recommended by Ref. [95], and in agreement
with Refs. [91, 92]. The envelope of the sensitivity to 𝑔𝑎𝛾𝛾 can be obtained analytically
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from Eq. (4.8), giving
𝑔𝑎𝛾𝛾 > 6.13× 10−11GeV−1 𝑁
−1/4
ℓ
sinc(𝑚𝑎ℓ/2)
×
(︂
0.3GeV cm−3
𝜌DM
10 kW
𝑃cav
1.064 µm
𝜆0
)︂1/2(︃
2m
ℓ
10−3
𝑡𝐶↑
105
ℱ↑
)︃√︂
𝑚𝑎
10−13 eV
, (4.10)
with 𝜆0 being the laser wavelength. For a given 𝑚𝑎, adding up the SNR in quadrature
from every step may improve the reach by up to a factor of 2. A 40m cavity with a
circulating laser power of 1MW in the cavity improves upon CAST limits [100] by
almost four orders of magnitude for 𝑚𝑎 ∼ 10−13 eV. Ultimately, full-sized versions of
ABRACADABRA [92, 98, 99] and DM-Radio [91, 292] may eventually cover much
of the parameter space shown in Fig. 4-3. ADBC can, however, serve as a powerful
complementary search to these experiments, relying on a completely different strategy
in looking for axions. In particular, ADBC’s ability to obtain two separate resonances
at Δ𝜙 = ±𝑚𝑎ℓ is a striking experimental signature that would bolster any potential
evidence for axions in other experiments.
4.7 Conclusion
We proposed a new axion interferometry experimental design that exploits the bire-
fringence of a bowtie cavity in order to generate axion-modulated, vertically polarized
sidebands from a horizontally polarized laser beam carrier. This design is practical
to implement and can improve on the reach of previous interferometry designs from
𝑚𝑎 ∼ 1/(ℱℓ) up to 𝑚𝑎 ∼ 1/ℓ, with the sensitivity improving with finesse. The sen-
sitivity and mass range of our experiment can both be improved by a careful design
of the mirrors used in the cavity, so that the cavity is optimally coupled with min-
imal loss, and the phase shift at each end extends to Δ𝜙 = 𝜋/2. We look forward
to implementing this design and beginning the search for axions with the ADBC
experiment.
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Chapter 5
Contributions to Cosmic Reionization
from Dark Matter Annihilation and
Decay
5.1 Introduction
The epoch of reionization and the emergence of the universe from the cosmic dark ages
is a subject of intense study in modern cosmology. As baryonic matter began to col-
lapse around initial fluctuations in the dark matter (DM) density seeded by inflation,
the earliest galaxies in our universe began to form. These structures, perhaps accom-
panied by other sources, eventually began to emit ionizing radiation, creating local
patches of fully ionized hydrogen gas around them. These patches ultimately grew
to encompass the entire universe, leading to the fully ionized intergalactic medium
(IGM) that we observe today.
While the process of reionization is broadly understood, the exact details of how
and when reionization occurred are still somewhat unclear. Quasars and the earliest
stars certainly played a part in reionization, but their relative energy contributions to
the process are still a matter of ongoing research. Some studies have found [293] that
a significant population of dim and unobserved quasars must be present in order for
123
them to completely reionize the universe. Similar conclusions have been drawn for
star-forming galaxies [294]. This uncertainty has resulted in some interest in other
sources of energy that might contribute to reionization.
DM provides a particularly compelling candidate, and has been considered several
times in the literature. Many models allow DM to annihilate or decay into Standard
Model particles, which in turn can deposit energy into the IGM through ionization,
heating or other processes. The annihilation rate, which scales as the square of the
density, rises substantially with the onset of structure formation and the collapse of
DM into dense haloes, potentially yielding a large energy injection in the reionization
epoch.
Our current knowledge of reionization can already place interesting constraints
on DM properties. Constraints from optical depth and the temperature of the IGM
placed strong constraints on DM models [295] that could generate the cosmic ray
excesses observed by PAMELA [296] and Fermi+HESS [297–299]. IGM temperature
data as well as CMB power spectrum measurements can also be used to constrain
the properties of 𝑝-wave annihilating and decaying DM [300]. More recently, it has
been shown that with improved measurements of the optical depth to the surface of
last scattering and near-future probes of the cosmic ionization history, it should be
possible to set new and significant constraints on the properties of annihilating or
decaying DM [136].
Turning the question around, the potential role that DM may have played in
reionization has also been broadly explored. Earlier papers in the literature were able
to find possible scenarios in which annihilating DM could contribute significantly
to reionization, once structure formation was taken into account [127, 301]. Sub-
sequently, [129] included the important effect of inverse Compton scattering off the
cosmic microwave background (CMB) photons, and showed that weakly interacting
massive particle (WIMP) DM candidates could play a dominant role in reioniza-
tion. More recently, studies of 𝑠-wave annihilation of dark matter using an analytic
description for the boost to the DM density during structure formation found that
an unrealistic structure formation boost to the annihilation rates or an overly large
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cross section was required for a DM-dominated reionization scenario consistent with
existing experimental results from the CMB [130, 131]. Multiple authors [132–134]
have also shown that a significant contribution from decaying DM to reionization in
a manner consistent with WMAP results is possible using specific DM decay rates
and products.
In this chapter, we examine the potential contribution of dark matter toward
reionizing the universe, but improve on previous results in four crucial ways:
1. We consider an extremely wide range of DM masses, from 10 keV to TeV scales,
and rather than selecting specific annihilation/decay channels, we consider the
impact of electrons, positrons and photons injected at arbitrary energies. This
allows us to place general, model-independent constraints on DM annihilation
or decay, beyond the WIMP paradigm;
2. In addition to 𝑠-wave annihilation, we consider energy injection into the IGM
through 𝑝-wave annihilation and decay. Energy injections in these scenarios
have a different dependence on redshift and on the details of structure formation
compared to the case of 𝑠-wave annihilation: consequently, different constraints
dominate. We improve on these earlier results by performing a more accurate
calculation of the energy injection/deposition rates and by taking into account
the relevant constraints in each energy injection channel;
3. The details of structure formation and its uncertainties are critical in deter-
mining the 𝑠-wave and 𝑝-wave annihilation rates [302]. We use a detailed and
up-to-date prescription of structure formation for our calculations, including
the contribution of substructure in haloes (previous studies on substructure in-
clude [303, 304]). By calculating the boost factor to DM annihilation assuming
two different halo profiles (consistently applied to both haloes and subhaloes)
as well as the difference to the boost factor that results from including substruc-
ture effects, these results also allow us to estimate the uncertainties associated
with structure formation, including uncertainties related to the subhalo boost
factor;
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4. We use the latest results presented in [305] to determine how energy injection
from annihilations or decays is eventually deposited into the IGM via ionization
and heating. We have extended the code to be applicable even when the uni-
verse is completely ionized, allowing us to determine how energy is deposited
into the IGM at redshifts below 1 + 𝑧 = 10 (the previous lower limit for the
code) assuming different reionization scenarios. This improvement allows us to
use astrophysical constraints from 𝑧 . 6 with confidence, and to estimate the
sensitivity of our constraints to the details of the (re)ionization history.
This chapter is structured as follows: in Section 5.2, we will review the main
existing results that will be used to set constraints on the DM contribution to reion-
ization. Section 5.3 gives a brief overview of energy injection from 𝑠-wave annihilation,
𝑝-wave annihilation and decays, for an unclustered/homogeneous distribution of DM.
Our structure formation prescription is detailed in Section 5.4, while Section 5.5 ex-
plains how we determine the heating and ionization deposited to the IGM, given an
energy injection history and a structure formation model. Section 5.6 outlines the
three-level atom model for hydrogen used to determine the ionization and IGM tem-
perature history from the energy deposition history. Finally, Section 5.7 shows our
derived constraints for each of the DM processes considered here, with our conclusions
following in Section 5.8.
Throughout this chapter, we make use of the central values for the cosmolog-
ical parameters derived from the TT,TE,EE+lowP likelihood of the Planck 2015
results [168]. This is obtained from a combination of the measured TT, TE and
EE CMB spectra for 𝑙 ≥ 30 and a temperature and polarization pixel-based likeli-
hood for 𝑙 < 30. Specifically, our choice of parameters are 𝐻0 = 67.27 km s−1Mpc−1,
Ω𝑚 = 0.3156, Ω𝑏ℎ2 = 0.02225 and Ω𝑐ℎ2 = 0.1198. These values give a present day
atomic number density of 𝑛𝐴 = 0.82𝜌𝑐Ω𝑏/𝑚𝑝 = 2.05× 10−7 cm−3.
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5.2 Constraints from Experimental Results
To understand how significant a role DM can play in the process of reionization, we
must first examine the current experimental constraints on both reionization and DM.
Extensive astrophysical observations of early quasars and the IGM around them
have enhanced our understanding of the process of reionization. By studying quasars
at redshift 𝑧 ∼ 6 and hydrogen Ly𝛼 absorption in their spectra due to the Gunn-
Peterson effect, multiple groups have shown that reionization of hydrogen was mostly
complete by 𝑧 ∼ 6 [306–308]. Observations from even larger redshifts 𝑧 ∼ 7 −
8 indicate that hydrogen reionization occurred relatively quickly, with the neutral
hydrogen fraction rising to 0.34 at 𝑧 ∼ 7 and exceeding 0.65 at 𝑧 ∼ 8 [309]. Neutral
helium became reionized at a similar time compared to hydrogen due to their relatively
similar ionization energies, but a harder spectrum of ionizing radiation is required to
doubly-ionize neutral helium atoms [310, 311]. Work done on the helium Ly𝛼 spectra
for quasars at lower redshifts has shown that helium was completely reionized by
𝑧 ∼ 3 [312], when quasars could produce the required ultraviolet spectrum.
Another quantity important to understanding reionization is the IGM tempera-
ture, 𝑇𝑚. Energy deposited into the IGM can both ionize and heat the gas, and the
rate of ionization and heating are both highly dependent on 𝑇𝑚. Measurements of 𝑇𝑚
place interesting constraints on processes that inject energy into the IGM at redshifts
𝑧 . 6, since a large injection of energy at these redshifts would result in excessive
heating of the IGM. For example, in the case of potential DM contributions, [300]
made use of 𝑇𝑚 measurements to constrain the velocity-averaged cross section of
MeV-TeV DM undergoing 𝑝-wave annihilation into lepton pairs, as well as the decay
lifetimes for MeV-TeV DM decaying into lepton pairs. They found that bounds from
𝑇𝑚 considerably improved the constraints set by measurements from the CMB and
from baryon acoustic oscillations, strengthening the constraints set for the 𝑝-wave
annihilation cross section by more than an order of magnitude over the full range of
DM masses considered.
Several measurements of 𝑇𝑚 as a function of redshift have been performed in the
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last two decades. Earlier studies [313] measured the distribution of widths in Ly𝛼
absorption spectra from quasars in the redshift range 𝑧 = 2.0− 4.5 to determine the
history of 𝑇𝑚 in this range, and determined that 5100K ≤ 𝑇𝑚(𝑧 = 4.3) ≤ 20 000K.
More recent studies [314, 315] of the IGM temperature from the Lyman-𝛼 forest [314]
and from quasars [315, 316] have pushed these measurements back to 𝑧 ∼ 6, with
the two measurements of 𝑇𝑚 at the largest redshifts given by (errors reflect 95%
confidence):
log10
(︂
𝑇𝑚(𝑧 = 6.08)
K
)︂
= 4.21+0.06−0.07,
log10
(︂
𝑇𝑚(𝑧 = 4.8)
K
)︂
= 3.9± 0.1. (5.1)
The first measurement, discussed in [315], is almost certainly an overestimate of
the true IGM temperature at that redshift: this result does not account for photo-
heating of HeII around the quasar being measured, which would result in the measured
temperature being significantly higher than the temperature of the IGM away from
these quasars. Nonetheless, it serves as a conservative upper bound on 𝑇𝑚.
Aside from direct astrophysical measurements, the CMB can also reveal much
about reionization. One important aspect of this epoch that can be measured from
the CMB is the total optical depth 𝜏 since recombination, given by
𝜏 = −
∫︁ 𝑧CMB
0
𝑑𝑧 𝑛𝑒(𝑧)𝜎𝑇
𝑑𝑡
𝑑𝑧
, (5.2)
where 𝑛𝑒 is the number density of free electrons, 𝜎𝑇 is the Thomson scattering cross
section and 𝑧CMB is the redshift of recombination. Scattering of CMB photons off free
electrons present after reionization suppresses the small-scale acoustic peaks in the
power spectrum by a factor of 𝑒−2𝜏 . The Planck collaboration reports the measured
optical depth to be [317]
𝜏 = 0.058± 0.012. (5.3)
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Planck has also been able to determine a reionization redshift 𝑧reion, assuming a step-
like reionization transition modeled by a tanh function and characterized by some
width parameter 𝛿𝑧 = 0.5 (referred to as the “redshift-symmetric” parameterization
in [317]). 𝑧reion is the redshift at which the free electron fraction 𝑥𝑒 ≡ 𝑛𝑒/𝑛H = 0.54.
Here 𝑛H is the number density of hydrogen (both neutral and ionized) and 𝑛𝑒 is the
number density of free electrons. 𝑥𝑒 = 1.08 upon complete reionization after taking
into account the complete (single) ionization of helium as well. Based on the measured
optical depth, the derived 𝑧reion assuming a redshift-symmetric parameterization of
the reionization is
𝑧reion = 8.8± 0.9. (5.4)
We can factor out the uncertainty associated with reionization after 𝑧 = 6 and its
contribution to the optical depth by writing:
𝜏 =−
∫︁ 3
0
𝑑𝑧 [𝑛H(𝑧) + 2𝑛He(𝑧)]𝜎𝑇
𝑑𝑡
𝑑𝑧
−
∫︁ 6
3
𝑑𝑧 [𝑛H(𝑧) + 𝑛He(𝑧)]𝜎𝑇
𝑑𝑡
𝑑𝑧
−
∫︁ 𝑧CMB
6
𝑑𝑧 𝑛𝑒(𝑧)𝜎𝑇
𝑑𝑡
𝑑𝑧
, (5.5)
where 𝑛He is the redshift-dependent number density of helium (both neutral and
ionized). The first two terms are the contribution to the optical depth from reionized
hydrogen and helium, while the last term is the contribution from the unknown
ionization history of the universe above 𝑧 = 6. The first two terms can be directly
evaluated given the baryon number density today, and give a total contribution of
𝛿𝜏0 = 0.038. The remaining measured optical depth must therefore have come from
contributions prior to 𝑧 = 6, i.e.
𝛿𝜏 = −
∫︁ 𝑧CMB
6
𝑑𝑧 𝑛𝑒(𝑧)𝜎𝑇
𝑑𝑡
𝑑𝑧
≤ 0.044, (5.6)
in order for 𝜏 to be within the experimental uncertainty of Eq. (5.3) at the 95%
confidence level.
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For the case of 𝑠-wave annihilation, the CMB power spectrum also provides a
robust constraint on the velocity-averaged annihilation cross section ⟨𝜎𝑣⟩, since ad-
ditional ionization of the IGM at high redshifts induces a multipole-dependent mod-
ification to the temperature and polarization anisotropies [167]. The Planck collabo-
ration [168] has placed an upper bound on 𝑝ann, defined as
𝑝ann(𝑧) = 𝑓eff
⟨𝜎𝑣⟩
𝑚𝜒
, (5.7)
where 𝑓eff is a constant proxy for 𝑓(𝑧), the efficiency parameter that describes the
ratio of total energy deposited to total energy injected at a particular redshift 𝑧, and
𝑚𝜒 is the mass of the DM particle. The CMB power spectra are most sensitive to
redshifts 𝑧 ∼ 600 (for 𝑠-wave annihilation), and so the constraint on ⟨𝜎𝑣⟩ can be
estimated from that redshift [318]. Using the TT,TE,EE+lowP Planck likelihood,
the 95% upper limit on this parameter at 𝑧 = 600 was found to be:
𝑝ann(𝑧 = 600) < 4.1× 10−28 cm3 s−1GeV−1. (5.8)
Given 𝑓eff for 𝑠-wave annihilation, which in turn is obtained from 𝑓(𝑧), this leads
immediately to a constraint on ⟨𝜎𝑣⟩ as a function of 𝑚𝜒. 𝑓(𝑧) has been calculated
for arbitrary injections of electrons, positrons and photons in the 10 keV-TeV range;
in this chapter we will thus refer to injections of electron/positron pairs (𝑒+𝑒−) and
photon pairs (𝛾𝛾), while keeping in mind that more general DM annihilation/decay
channels can be represented as linear combinations of photons/electrons/positrons at
different energies.1 This approach neglects the contribution of protons and antipro-
tons, which is generally quite small [320].
In Section 5.5, we will give a brief summary of our calculation of 𝑓(𝑧), which is
based on the work detailed in [305, 319]. The full details of obtaining an actual value
for 𝑓eff from our calculation of 𝑓(𝑧) across a large range of DM masses can be found
in [321]. Figure 5-1 shows the constraints on 𝑠-wave annihilation into 𝑒+𝑒− (upper
1See [305, 319] and the publicly available results and examples found at
http://nebel.rc.fas.harvard.edu/epsilon for further information on how this is done.
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panel) and 𝛾𝛾 (lower panel), based on the CMB power spectrum data from Planck.
5.3 Unclustered Dark Matter Energy Injection
In this chapter, three scenarios by which DM can inject energy into the IGM are
considered: 𝑠-wave annihilation, 𝑝-wave annihilation and decay. The total energy
injected by both 𝑠- and 𝑝-wave annihilation of uniformly distributed DM is given by
(︂
𝑑𝐸
𝑑𝑉 𝑑𝑡
)︂
inj
= 𝜌2𝜒,0(1 + 𝑧)
6 ⟨𝜎𝑣⟩
𝑚𝜒
, (5.9)
where𝑚𝜒 is the DM particle mass and 𝜌𝜒,0 = 𝜌𝑐Ω𝑐 is the overall smooth density of DM
today, with 𝜌𝑐 being the critical density of the universe today. In 𝑠-wave annihilation,
⟨𝜎𝑣⟩ is constant, while in 𝑝-wave annihilation, 𝜎𝑣 ∝ 𝑣2. This velocity dependence
can be factored out by assuming a Maxwellian velocity distribution, which simplifies
the calculation since we can take the 1D velocity dispersion (𝜎1D) as a proxy for the
velocity enhancement/suppression in the thermal average:
⟨𝜎𝑣⟩𝑝 ∝
∫︁ 1
0
𝑣2𝑓MB(𝑣)𝑑𝑣 = 𝜎
2
1𝐷. (5.10)
We can then write, by picking a reference dispersion velocity 𝜎1D,ref:
⟨𝜎𝑣⟩𝑝,𝐵 =
(︂
𝜎1D,B
𝜎1D,ref
)︂2
(𝜎𝑣)ref, (5.11)
where 𝜎1D,B is the one-dimensional characteristic dispersion velocity of unclustered
DM. This quantity is redshift dependent, but assuming thermal equilibrium of the
DM distribution, 𝜎21D,B ∝ 𝑇 , which for non-relativistic DM scales as 𝑇 ∝ (1 + 𝑧)2.
Thus the energy injection rate for 𝑝-wave annihilation for uniformly distributed DM
can be written as
(︂
𝑑𝐸
𝑑𝑉 𝑑𝑡
)︂
𝑝 inj
= 𝜌2𝜒,0(1 + 𝑧)
8 (𝜎𝑣)ref
𝑚𝜒
(︂
𝜎1D,B(𝑧 = 0)
𝜎1D,ref
)︂2
, (5.12)
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Figure 5-1: The 95% excluded cross section based on Planck’s upper limit given by
Eq. (5.8) for (left) 𝜒𝜒→ 𝑒+𝑒− and (right) 𝜒𝜒→ 𝛾𝛾 𝑠-wave annihilation.
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where 𝜎1D,B(𝑧 = 0) is the present-day value of 𝜎1D,B. Throughout this chapter,
we choose 𝜎1D,ref = 100km/s (a value consistent with [300]), which is roughly the
present-day DM dispersion velocity in haloes with a mass comparable to the Milky
Way (. 1012M⊙) today.
Finally, the energy injected from the decay of DM is given by
(︂
𝑑𝐸
𝑑𝑉 𝑑𝑡
)︂
𝑑 inj
= 𝜌𝜒,0(1 + 𝑧)
3 1
𝜏𝜒
, (5.13)
where 𝜏𝜒 is the decay lifetime, which is taken to be much longer than the age of
the universe so that the change in DM density due to decay is negligible. This
assumption is valid given known limits on the decay lifetime deduced from Planck
and WMAP [300] as well as gamma-ray experiments [322, 323] for a large range of
decay channels.
We have thus far only considered unclustered DM distributions, where the co-
moving DM density is constant, but structure formation causes the local density and
velocity dispersion of DM to deviate strongly from the expected value for a homo-
geneous distribution. The onset of structure formation thus significantly changes
the energy injection history due to 𝑠- and 𝑝-wave annihilations. However, the previ-
ous notation is still useful: once we have obtained a structure formation history, we
can characterize the energy injection from a realistic DM distribution by replacing
Eqs. (5.9) and (5.12) with effective multipliers to the unclustered DM density. A
realistic structure formation history is thus crucial in calculating the energy injection
rate from DM.
5.4 Structure Formation
In the Cold Dark Matter (CDM) scenario, DM clusters into gravitationally self-bound
haloes across a very large range of scales, from the (model-dependent) minimum limit
set by DM kinetic decoupling (10−11 − 10−3M⊙ for WIMPs [e.g. 324]) to 1015M⊙
cluster-size haloes. 𝑁 -body simulations can accurately follow DM structure forma-
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tion but only in a limited mass range: it is not yet possible to cover the full dynamical
range corresponding to CDM particles. In order to explore the unresolved regime,
hybrid approaches which have a core analytical model calibrated against numerical
simulations must be used, e.g., the well-known halo model [e.g. 325], or the recently
introduced 𝑃 2𝑆𝐴𝐷 (clustering in phase space) [326]. We will follow these two ap-
proaches in this chapter, describing their most relevant elements.
We assume that after recombination, structure formation is described by linear
perturbation theory followed by the immediate formation (collapse) of haloes. In
this scenario, haloes collapse (form) at a redshift 𝑧col with an average overdensity
𝜌ℎ = Δ𝜌𝑐(𝑧col), where 𝜌𝑐 is the critical density of the universe. The choice of the
overdensity Δ varies in the literature, but for simplicity we will use the redshift
independent, widely used value of Δ = 200. The formation redshift is given by the
spherical collapse model, which connects the linear power spectrum with the epoch
of collapse, resulting in a hierarchical picture of structure formation. In particular,
the halo collapses when the rms linear overdensity 𝜎(𝑀, 𝑧) (mass variance) crosses
the linear overdensity threshold 𝛿𝑐 ∼ 1.686:
𝜎2(𝑀, 𝑧) =
∫︁
𝑑3k𝑃 (𝑘, 𝑧)𝑊 2(𝑘,𝑀), (5.14)
where 𝑊 (𝑘,𝑀) is a filter function in Fourier space, and 𝑃 (𝑘, 𝑧) is the linear CDM
power spectrum. For the spherical collapse model, the window function is a top-hat
filter in real space. We compute the primordial matter power spectrum with the code
CAMB [327] with a cosmology consistent with Planck data.
5.4.1 Halo Model
(i) Flux multiplier. For the purposes of this work, we are interested in computing
the excess DM annihilation over the contribution from the smooth background due to
the collapse of DM into haloes. Following the notation of [328],2 we write this excess
2To avoid conflicting with notation used in later sections, we use the letter ℬ to refer to the flux
multiplier instead of the letter 𝑓 as in [328].
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(flux multiplier) for a particular redshift as:
ℬ(𝑧) = 1
𝜌2𝐵𝑉𝐵
∫︁ ∞
𝑚min
(︂
𝑉𝐵
𝑑𝑛
𝑑𝑀
𝑑𝑀
)︂
𝜌2ℎ𝑉ℎ(𝑀)𝐵ℎ(𝑀)
=
Δ
Ω2𝑚𝜌crit
∫︁ ∞
𝑚min
𝑀𝐵ℎ(𝑀)
𝑑𝑛
𝑑𝑀
𝑑𝑀, (5.15)
where
(︀
𝑉𝐵
𝑑𝑛
𝑑𝑀
𝑑𝑀
)︀
is the number of haloes in the cosmic volume 𝑉𝐵, with a background
matter density 𝜌𝐵 = Ω𝑚𝜌𝑐. Each halo is assumed to be spherical with a radial density
profile 𝜌(𝑟) truncated at a virial radius 𝑟200. The annihilation rate in the halo is
enhanced over the rate based on the average DM density by an amount
𝐵ℎ(𝑀) =
4𝜋
𝜌2ℎ𝑉ℎ(𝑀)
∫︁ 𝑟200
0
𝜌2(𝑟)𝑟2 𝑑𝑟. (5.16)
(ii) Density profile. In most of the resolved mass regime of current simulations,
haloes are well-fitted by a universal two-parameter NFW density profile [329]. An
even better fit is that of a three-parameter Einasto profile [330]. The simplicity of
the NFW profile and, more importantly, its reduction to an almost one-parameter
profile makes it an appealing choice in analytic studies. We will consider these two
profiles for this study except at very low halo masses near the filtering mass scale,
where recent simulations of the formation of the first haloes (microhaloes) indicate
that their inner density profiles might be cuspier than the NFW profile [e.g. 331, 332].
Although these simulations can follow the evolution of microhaloes only until 𝑧 ∼ 30
(due to limited resolution, since long wavelength perturbations comparable to the
box size cannot be neglected at lower redshifts), we assume that the density profile
of these microhaloes can be described by these results all the way down to 𝑧 = 0.
NFW profile and microhaloes. We use the density profile given by
𝜌(𝑥) =
𝜌𝑠
𝑥𝛼(1 + 𝑥)3−𝛼
, (5.17)
where 𝑥 ≡ 𝑟/𝑟𝑠, and 𝑟𝑠 and 𝜌𝑠 are the scale radius and density, respectively. Setting
𝛼 = 1 gives the NFW profile, which adopt for haloes and subhaloes. For haloes near
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the filtering mass scale, we follow [332], which states that 𝛼 scales as a power law of
the halo mass:
𝛼 = −0.123 log
(︂
𝑀
10−6𝑀⊙
)︂
+ 1.461 (5.18)
for 𝑀 < 10−3𝑀⊙. Above this scale, we set 𝛼 = 1. Substituting Eq. (5.17) into
Eq. (5.16), we have:
𝐵ℎ(𝑀) =
𝑐3
3𝑚2(𝑐)
∫︁ 𝑐
0
𝑥2𝑑𝑥
𝑥2𝛼(1 + 𝑥)6−2𝛼
, (5.19)
where 𝑐 ≡ 𝑟200/𝑟𝑠 is the concentration parameter, which is a function of halo mass
(see below), and:
𝑚(𝑐) =
∫︁ 𝑐
0
𝑥2𝑑𝑥
𝑥𝛼(1 + 𝑥)3−𝛼
. (5.20)
Equations (5.19) and (5.20) both have analytic solutions.
Einasto profile. The density profile is given by:
𝜌(𝑟) = 𝜌−2 exp
(︂−2
𝛼𝑒
[︂(︂
𝑟
𝑟−2
)︂𝛼𝑒
− 1
]︂)︂
, (5.21)
where 𝜌−2 and 𝑟−2 are the density and radius at the point where the logarithmic
density slope is -2, and 𝛼𝑒 is the Einasto shape parameter. This three-parameter
profile is reduced to only two parameters once the total mass 𝑀 ≡ 𝑀200 of a halo is
fixed. In particular we can write:
𝑀200 =
4𝜋𝑟3−2𝜌−2
𝛼𝑒
exp
(︂
3ln𝛼e + 2− ln8
𝛼𝑒
)︂
𝛾
[︂
3
𝛼𝑒
,
2
𝛼𝑒
(︂
𝑟200
𝑟−2
)︂𝛼𝑒]︂
. (5.22)
The parameter 𝛼𝑒 and the “concentration” 𝑐𝑒 = 𝑟200/𝑟−2 are connected to 𝑀200
through 𝜎(𝑀, 𝑧) as we describe below. Once these parameters are known, we can
compute the boost to the annihilation rate over the average in a halo by solving
Eq. (5.16) numerically.
The cosmic annihilation flux multiplier given by Eq. (5.15) due to the population
of haloes above a minimum mass 𝑀min is fully determined once we specify the halo
mass function 𝑑𝑛/𝑑𝑀 and the properties of the density profiles. In the Extended
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Press-Schechter (EPS) formalism, both of these are fully determined for a given halo
mass. More specifically, they can be written as formulae that depend on 𝜎(𝑀, 𝑧).
(iii) Mass function. The mass function in the case of ellipsoidal collapse is given
by [333]:
𝑑𝑛
𝑑ln𝑀
=
1
2
𝑓(𝜈)
𝜌𝐵
𝑀
𝑑ln(𝜈)
𝑑ln𝑀
, (5.23)
𝑓(𝜈) = 𝐴
√︂
2𝑞𝜈
𝜋
[︀
1 + (𝑞𝜈)−𝑝
]︀
exp−𝑞𝜈
2
, (5.24)
with 𝐴 = 0.3222, 𝑝 = 0.3, and 𝑞 = 1, and:
𝜈 ≡ 𝛿𝑐(𝑧)
2
𝜎(𝑀, 𝑧)2
, (5.25)
where 𝛿𝑐(𝑧) = 1.686/𝐷(𝑧) is the linearly extrapolated threshold for spherical collapse,
with 𝐷(𝑧) being the growth factor normalized to unity at 𝑧 = 0.
Free-streaming of DM particles prevents the formation of haloes below a (filtering)
scale, which depends on the mass of the DM particle. This results in a cutoff to the
primordial power spectrum at the filtering scale. The difference between a CDM
power spectrum with a filtering scale and without (i.e. setting the mass of the DM
particles effectively to zero) is typically given in terms of the transfer function 𝑇 2𝜒 =
𝑃m𝜒/𝑃m𝜒→0, which for neutralino DM has the form [334]:
𝑇𝜒(𝑘) =
[︃
1− 2
3
(︂
𝑘
𝑘𝐴
)︂2]︃
exp
[︃
−
(︂
𝑘
𝑘𝐴
)︂2
−
(︂
𝑘
𝑘𝐵
)︂2]︃
, (5.26)
where
𝑘𝐴 = 2.4× 106
(︁ 𝑚𝜒
100 GeV
)︁1/2 (𝑇kd/30 MeV)1/2
1 + ln(𝑇kd/30 MeV)/19.2
Mpc/ℎ, (5.27)
𝑘𝐵 = 5.4× 107
(︁ 𝑚𝜒
100 GeV
)︁1/2(︂ 𝑇kd
30 MeV
)︂1/2
Mpc/ℎ, (5.28)
and 𝑇kd is the (model-dependent) kinetic decoupling temperature.
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To include the effect of free-streaming into the mass function, we use the code
provided by [335], which computes the mass function following Eq. (5.23) using a
sharp-k window function for the mass variance calibrated to match the results of
simulations that include a cutoff in the power spectrum as given by the transfer
function in Eq. (5.26). We note that 𝑇kd and 𝑚𝜒 together determine the minimum
self-bound halo mass𝑀min. Choosing a different𝑀min changes the global contribution
of (sub)haloes by some overall factor in a redshift-independent manner. We take
𝑚𝜒 = 100 GeV and 𝑇kd = 28 MeV to compute the cutoff to the primordial power
spectrum given by Eqs. (5.26-5.27).3 This results in a damping scale due to free
streaming with a characteristic mass of 𝑀min = 10−6M⊙ [see Eq. (13) and Fig. 3 in
Ref. 324], which is the canonical value for WIMPs. The impact of choosing different
values of 𝑀min will be studied later in this section.
(iv) Parameters of the density profiles. The median density profile of haloes
with a given mass is fully specified by one parameter, typically the halo mass. Since
CDM haloes form hierarchically, low mass haloes are more concentrated than more
massive ones. This specifies the second parameter (concentration) of the profile.
Ultimately, this parameter is connected to the density of the Universe at the (mass-
dependent) time of collapse for a given halo.
NFW profile and microhaloes. The concentration of an NFW halo is a strong
function of halo mass that has been explored in great detail in the literature us-
ing analytical and numerical methods. We use the model by [336] to compute the
concentration-mass relation. The model is calibrated to recent simulations down to
their resolution limit (𝑀 ∼ 1010 M⊙), but more importantly, it is physically motivated
since it uses 𝜎(𝑀, 𝑧) as the main quantity connected to the concentration. In this
way, it takes into account the flattening of the linear power spectrum towards smaller
halo masses. We refer the reader to Section 5 of [336] for the formulae that lead to
the computation of 𝑐(𝑀, 𝑧). We only consider haloes with a “peak-height” 𝜈 ≡ 𝛿𝑐/𝜎
up to 3𝜎. The larger 𝜈 is, the rarer and the more massive the halo is relative to the
3 For neutralino dark matter, the kinetic decoupling temperature generally increases with particle
mass, although a broad range of values for a fixed mass is allowed. Based on Fig. 2 of [324] we have
chosen a typical value within that range for 𝑚𝜒 = 100 GeV.
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characteristic clustering mass defined by 𝜈 = 1.
For microhaloes, we make a correction to the NFW concentrations given by the
Ref. [336] model to take into account the steeper profiles of microhaloes. To do so, we
follow the results from [332] (see their Figure 9). In particular, for 𝛼 = 1.5, 1.4, 1.3, 1.0
in Eq. (5.18), they find 𝑐NFW = 2.0𝑐micro, 1.67𝑐micro, 1.43𝑐micro, 1.0𝑐micro; we use these
values to interpolate for a given microhalo mass.
Einasto profile. In this case we follow the work by [337] to connect the parameters
𝛼𝑒 and 𝑐𝑒 (concentration) with 𝜎(𝑀). These authors use a similar analysis as that
of [336], and find the following empirical relations:
𝛼𝑒 = 0.015 + 0.0165𝜈
2,
𝑟200/𝑟−2 = 6.5𝜈−1.6(1 + 0.21𝜈2). (5.29)
Note that 𝛼𝑒 approaches a constant value asymptotically for low 𝜈 (i.e. low halo
masses), which implies that low mass haloes of a given mass only differ in one param-
eter, their concentration (as in the NFW case).
(v) Substructure. Each DM halo is composed of a smooth DM distribution and
a hierarchy of subclumps that merged into the main halo at some point in the past
and have been subjected to tidal disruption. The modeling of the abundance of main
haloes and their inner smooth structure have been described previously, and we now
consider the impact of substructure on the annihilation rate.
To account for the self-annihilation of DM in substructures, we define a subhalo
boost over the flux multiplier of a main halo (i.e. over 𝐵ℎ(𝑀) in Eq. (5.16)):
ℬ(𝑚sub) = 1
𝐵ℎ(𝑀)
∫︁ 𝑚max
𝑚min
𝜌sub(𝑚sub)
𝜌ℎ
𝐵sub(𝑚sub)𝑚sub
𝑑𝑁
𝑑𝑚sub
𝑑𝑚sub, (5.30)
where 𝑑𝑁/𝑑𝑚sub is the subhalo mass function and 𝜌sub and 𝐵sub are the average
density within a subhalo and its flux multiplier of mass 𝑚sub, respectively. Because of
tidal disruption, these quantities depend in principle on the distance of the subhalo
relative to the halo center, but since we are interested in the total subhalo boost to
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the annihilation rate, we can assume that most of the boost comes from subhaloes
near the virial radius of the host. This is a good approximation since tidal disruption
considerably reduces the abundance of subhaloes near the halo center. For instance,
looking at Figure 3 of Ref. [338], we see that only ∼ 30% of the annihilation rate in
subhaloes comes from within 100 kpc (∼ 0.4𝑟200) of a Milky Way-sized halo. On the
other hand, near the virial radius of a host with an assumed NFW profile, the tidal
radius for a subhalo of mass 𝑚sub is approximately given by [e.g. Eq. (12) of 338]
𝑟𝑡 =
(︃
𝑚sub[︀
2− 𝑑ln𝑀
𝑑ln𝑟
]︀
𝑀(< 𝑟)
)︃1/3
𝑟
∼
(︁𝑚sub
𝑀
)︁1/3
𝑟200
(︂
2− 𝑐
2
(1 + 𝑐)2
1
ln(1 + 𝑐)− 𝑐/(1 + 𝑐)
)︂−1/3
, (5.31)
where 𝑐 ≡ 𝑐(𝑀, 𝑧) is the concentration of the host. We can then substitute 𝜌sub
𝜌ℎ
for
the following in Eq. (5.30):
𝜌sub(< 𝑟𝑡)
𝜌ℎ
⃒⃒⃒⃒
𝑟200
= 2− 𝑐
2
(1 + 𝑐)2
1
ln(1 + 𝑐)− 𝑐/(1 + 𝑐) .
(5.32)
This density ratio has only small variations around 2 with low mass haloes being
more overdense on average than more massive subhaloes.
The subhalo mass function is in principle also a function of halocentric distance,
but it becomes the global subhalo mass function under the approximation that sub-
haloes near the virial radius dominate the annihilation rate. The subhalo mass func-
tion has a similar functional form as the halo mass function. In particular, it is
approximately a power law (except at very large masses) with a similar slope to the
halo mass function, 𝑑𝑁/𝑑𝑚sub ∝ 𝑚−1.9sub [338]; the normalization however is different.
This functional form is nearly universal if 𝑚sub is scaled to the host mass.4 We use
the fitting formulae for the subhalo mass function given by [340], which is based on
a suite of high resolution simulations covering a large dynamical range of masses and
4This universality is even clearer if the ratio of maximum circular velocities is used instead of the
masses to define the subhalo mass function [e.g. 339].
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is valid for 𝑧 ≤ 2; for higher redshift we assume that the formulae at 𝑧 = 2 holds (our
results are actually not very sensitive to this assumption). We assume also that these
formulae are preserved in the unresolved regime, down to the filtering mass scale, and
apply the same cutoff at low masses due to free streaming (or kinetic decoupling) as
that for the halo mass function.
To calculate the subhalo flux multiplier 𝐵sub, we assume the same density profiles
as in the case of main haloes, i.e. we use Eqs. (5.19) and (5.20) in the case of the
NFW profile and the microhaloes, and find the result numerically in the case of
the Einasto profile. This is a good approximation since, as we mentioned before,
the subhaloes that contribute most to the signal are those near the virial radius
of the host. Thus, tidal disruption would not have transformed their inner structure
significantly, particularly their inner regions, which strongly dominate the annihilation
rate. However, in the case of the NFW profile, we do account for a slight modification
to the concentration-mass relation in the form of an upscaling of a factor of 2.6 to the
characteristic density 𝜌𝑠 (which is roughly a 30% increase in concentration, see Figure
28 of Ref. [338]). This modification is because for a given mass, subhaloes (even near
the virial radius) are slightly more concentrated than isolated haloes. For the case of
the Einasto profile, we do not make this correction since there is no systematic study
about this. We note however that this correction to the overall flux multiplier ℬ(𝑧)
is relatively small.
5.4.2 The Particle Average Phase Space Density Approach
Instead of modeling the clustering of DM indirectly as a collection of haloes (and
subhaloes) with a certain internal DM distribution, one can model it directly by
looking at the DM two point correlation function 𝜉(Δ𝑥) (or its Fourier transform, the
power spectrum). It has been shown that the flux multiplier, defined in Eq. (5.15), is
equal to the limit of 𝜉 when the separation between particles Δ𝑥 goes to zero [341]:
ℬ = limΔ𝑥→0𝜉(Δ𝑥). (5.33)
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Thus, if one can directly obtain a prediction of the DM power spectrum in the deeply
non-linear regime, then it is possible to directly compute the flux multiplier without
the many steps and approximations involved in the halo model.
This approach has been developed recently by analyzing the coarse-grained phase
space distribution directly from DM simulations. In particular, by measuring the two
dimensional particle phase space average density (𝑃 2𝑆𝐴𝐷 ≡ Ξ(Δ𝑥,Δ𝑣), where Δ𝑥
and Δ𝑣 are the distance and relative speed between particles) in high resolution sim-
ulations, it has been possible to physically model this new statistic of DM clustering
and predict the right hand side of Eq. (5.33) [326, 342, 343]. In particular one can
write:
𝜉(Δ𝑥)𝒱6 =
⟨𝜌⟩𝒱6
𝜌2𝐵
∫︁
𝑑3Δv Ξ(Δ𝑥,Δ𝑣)𝒱6 − 1, (5.34)
where ⟨𝜌⟩𝒱6 is the average DM density within the phase space volume (𝒱6) over which
𝑃 2𝑆𝐴𝐷 is averaged. In a cosmic volume 𝑉𝐵 we can write:
⟨𝜌⟩𝒱6
𝜌2𝐵
=
1
𝜌𝐵
𝑀𝑉𝐵
𝜌𝐵𝑉𝐵
=
ℱsubs(𝑉𝐵)
𝜌𝐵
, (5.35)
where ℱsubs(𝑉𝐵) is the mass fraction contained in substructures within the cosmic
volume 𝑉𝐵 that is calculated using the subhalo and halo mass functions, described
above in the halo model section:
ℱsubs(𝑉𝐵) = 1
𝜌𝐵
∫︁ ∞
𝑀min
𝑀
𝑑𝑛
𝑑𝑀
ℱs,h(𝑀)𝑑𝑀, (5.36)
where ℱs,h(𝑀) is the mass fraction within subhaloes in a halo of mass 𝑀 (computed
from the subhalo mass function).
𝑃 2𝑆𝐴𝐷 can be described with a physically motivated model that combines the
stable clustering hypothesis in phase space, the spherical collapse model and tidal
disruption of subhaloes [326, 343]. This model has 7 free parameters, which have been
calibrated in [326] for DM particles inside subhaloes exclusively. Since the clustering
of DM at very small scales is dominated precisely by these particles, we can use this
model to predict the global flux multiplier in a cosmic volume. We note that although
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𝑃 2𝑆𝐴𝐷 has remarkably universal structural properties (this is the reason why it is a
powerful statistic to predict the nonlinear power spectrum at unresolved scales), the
parameters of its modeling have only been calibrated at relatively low redshifts. We
therefore warn that above 𝑧 = 1, its predictions remain uncertain at this point. Since
we are particularly interested in DM annihilation at higher redshift in this chapter,
we assume that the parameters of the physical model of 𝑃 2𝑆𝐴𝐷 calibrated at 𝑧 = 0
remain unchanged.
Overall, because of its direct connection with the annihilation signal, there is sig-
nificantly less uncertainty associated with 𝑃 2𝑆𝐴𝐷 compared to the more traditional
halo models used to calculate the boost factor described earlier. With proper cal-
ibration at higher redshifts, 𝑃 2𝑆𝐴𝐷 could have been used as the main method in
this chapter, but owing to the current limitations, we use it only as a sanity check
on the results obtained from the halo model approach, and as a brief introduction to
a powerful new method of obtaining boost factors that may become useful in future
work.
5.4.3 The Effective Density for Dark Matter Annihilation due
to Structure Formation
Having described our modeling of the flux multiplier, we can finally write the effective
DM density 𝜌eff as a boost over the background due to structure formation, which we
will then use to compute the DM annihilation rate as a function of redshift:
𝜌eff(𝑧) = 𝜌𝐵(𝑧) (1 + ℬ𝑠(𝑧))1/2 , (5.37)
where 𝜌𝐵(𝑧) = 𝜌𝜒,0(1 + 𝑧)3 and ℬ𝑠 = ℬ (defined in Eq. (5.15)).
The predictions for 𝜌eff for the two structure formation models are shown in Fig-
ure 5-2. The predictions of the halo model are in blue (“conservative”, or low-boost)
and red (“stringent”, or high-boost), corresponding to the cases where (sub)haloes
are modeled with an NFW profile with a concentration mass relation as given by the
model in [336] and with an Einasto profile with parameters given in [337] respectively.
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Figure 5-2: The effective DM density as a function of redshift (relevant for 𝑠-wave
annihilation). The blue and red lines show the predictions from the halo model of
structure formation with (solid) and without (dashed) substructures. The blue (red)
line uses an NFW (Einasto) profile for the haloes with parameters given by Ref. [336]
([337]). The green line shows the prediction by a new approach based on the clustering
of phase space (𝑃 2𝑆𝐴𝐷, Ref. [326]). This approach has only been calibrated at low
redshifts, and thus is uncertain for 𝑧 > 1 (green dotted line). The vertical dot-dashed
line marks the maximum redshift where the subhalo mass function we have used
has been calibrated. In the case of the halo model with the Einasto profile, we also
show with a hatched area the impact of varying 𝑀min by 6 orders of magnitude, from
10−3M⊙ (lower contour) to 10−9M⊙ (upper contour). For all the other cases, we have
used 𝑀min = 10−6M⊙. The solid black line shows the average smooth background
density.
In the plot we show these cases with (solid) and without (dashed) substructure. Be-
yond 𝑧 = 2 (vertical dot-dashed line), the parameters of the fitting formulae for the
subhalo mass function have not been calibrated and the predictions are thus more
uncertain, but at higher redshifts the impact of substructure on the global annihila-
tion rate is minimal. The large difference between the red and blue curves is actually
not caused directly by the use of different density profiles (Einasto vs NFW), but by
the relatively different concentrations of low mass haloes predicted by the formulae in
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Refs. [336] and [337]. We have also explored variations over the minimum self-bound
halo mass, varying𝑀min by 6 orders of magnitude. The impact of this on 𝜌eff is shown
by the hatched area for the Einasto halo model with substructures (the other cases
show a similar variation). Although 𝑀min plays a role in setting the value of 𝜌eff ,
varying𝑀min between 10−9 to 10−3𝑀⊙ changed 𝜌eff by only a factor of approximately
2.15, with the effect being larger at larger redshifts, since a larger value of 𝑀min leads
to a delay in the onset of structure formation. This effect is relatively minor compared
to the uncertainties in the halo model, at least at 𝑧 < 10. We have also found that
for both 𝑠-wave and 𝑝-wave annihilation, the level of variation in 𝑀min explored here
produced only percent-level variations in the ionization and thermal histories, and
consequently none of our subsequent results are sensitive to our choice of 𝑀min. We
therefore adopt the canonical value of 𝑀min = 10−6M⊙ for the rest of this chapter.
The approach based on the DM clustering in phase space, 𝑃 2𝑆𝐴𝐷, is shown
with a solid green line, and with a dotted green line beyond the reach where it has
been calibrated. It predicts a behavior for 𝜌eff that lies in between the halo model
predictions. It does seem to favor a larger annihilation rate (i.e. ultimately larger halo
concentrations) than the model with the smallest structure formation boost (blue),
given that it lies closer to the model with the largest structure formation boost (red).
This approach is however only certain close to 𝑧 = 0, where the green line is lower
than the red one by a significant amount. We will take the difference between the
red and the blue line as our degree of uncertainty in the predictions of the structure
formation prescriptions.
Equation (5.37) is the quantity of relevance for the case of 𝑠-wave annihilation,
where the astrophysical part of the signal scales as 𝜌2eff . In the case of 𝑝-wave annihi-
lation, given the velocity dependence of the astrophysical signal, we can write instead
(𝜌𝑣/𝑐)eff(𝑧) = 𝜌𝐵(𝑧)(𝜎1D,B(𝑧)/𝑐) (1 + ℬ𝑝(𝑧))1/2 , (5.38)
where we assume that the velocity distribution of the DM particles is Maxwellian, as in
Eq. (5.10). In particular, 𝜎1D,B(𝑧) = 𝜎1D,B(𝑧 = 0)(1+ 𝑧) = 10−11𝑐(GeV/𝑚𝜒)1/2(1+ 𝑧)
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is the velocity dispersion of unclustered DM, and ℬ𝑝 is given by multiplying the halo
and subhalo flux multipliers by (𝜎1𝐷,ℎ/𝑐)2. We have approximated the average 1D
velocity dispersion of the (sub)halo by 𝜎1𝐷,ℎ ∼ 𝑉max,h/
√
3, with 𝑉max,h being the
maximum circular velocity of the (sub)halo computed from its density profile.
Notice that while we have characterized the structure formation contribution as
a boost factor multiplying the smooth background contribution, in reality this is an
additive contribution: (𝜌𝑣/𝑐)eff within the haloes does not depend on 𝜎1D,B(𝑧), since
once structure formation sets in, the characteristic velocity of dark matter particles is
set by gravity and not by the primordial thermal motion of unclustered dark matter.
Thus the exact value of 𝜎1D,B(𝑧) is important only before the onset of structure
formation at 𝑧 & 50. Throughout this chapter, we have used the value of 𝜎1D,B(𝑧 = 0)
computed with 𝑚𝜒 = 100GeV and 𝑇kd = 28 MeV. This choice results in a highly
suppressed annihilation rate prior to structure formation, and results in ionization
histories that are indistinguishable from an ionization history with no dark matter
at redshifts 𝑧 & 50. We have also investigated the effects of adopting larger values
of 𝜎1D,B(𝑧 = 0) corresponding to smaller 𝑚𝜒 or 𝑇kd, but have found that our present
choice is optimistic for producing significant ionization just prior to reionization in a
manner that is consistent with the optical depth constraints. Further discussion of
this matter can be found in Section 5.7.
We show the effective DM density × velocity in Figure 5-3, defined in Eq. (5.38).
The uncertainties in the structure formation scenario in this case are minimal since
annihilation in massive, resolved haloes dominates the overall flux. The uncertain
contribution for haloes below the resolution limit of current simulations is minimal.
This is why the predictions from the halo model for the two cases we have consid-
ered nearly overlap each other, and is the reason why there is a negligible impact of
substructures (the lines showing the effect overlap completely with those without sub-
structures in Figure 5-3). A different value of 𝑀min is only important at the redshifts
closest to the onset of structure formation. Still, within the 6 orders of magnitude of
variation of 𝑀min, we have found no important changes in our main results.
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Figure 5-3: The effective DM density × velocity as a function of redshift (equivalent
to Fig. 5-2 but for the case of 𝑝-wave annihilation given by Eq. (5.38)). All the line
styles and colors are as in Fig. 5-2. In the case of the halo model with the Einasto
profile, we also show with a hatched area the impact of varying 𝑀min by 6 orders of
magnitude, from 10−3M⊙ (lower contour) to 10−9M⊙ (upper contour). For all the
other cases, we have used 𝑀min = 10−6M⊙. The background is normalized to the
thermal velocity dispersion of DM particles with 𝑚𝜒 = 100 GeV.
5.5 Effective Deposition Efficiency
5.5.1 𝑓𝑐(𝑧) for Smooth Dark Matter Distributions
As we discussed in Chapter 7.1, energy injected by DM annihilation or decay at
any given redshift is not immediately deposited into the IGM. At certain redshifts
and input energies, the characteristic time for a photon to completely deposit its
energy can be comparable to or greater than the Hubble time, making the ‘on-the-
spot’ approximation for the deposition of energy problematic [344]. Moreover, the
efficiency at which injected energy is deposited into various channels (e.g. ionization
of the IGM vs. heating of the IGM) is generically a complicated function of redshift,
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the energy of the injected particles, and the background level of ionization.
The details of the deposition process can be distilled into a single quantity 𝑓𝑐(𝑧),
the ratio between energy deposited in channel 𝑐 and the injected energy at a given
redshift 𝑧, i.e.
(︂
𝑑𝐸
𝑑𝑉 𝑑𝑡
)︂
𝑐,dep
= 𝑓𝑐(𝑧)
(︂
𝑑𝐸
𝑑𝑉 𝑑𝑡
)︂
inj
(5.39)
where the channels considered are ionization of H (H ion), ionization of He (He
ion), Lyman-𝛼 excitation of H atoms (Ly𝛼), heating of the IGM (heat), and energy
converted into continuum photons that we observe as distortions to the CMB energy
spectrum (cont).
To calculate 𝑓𝑐(𝑧), we first need to calculate 𝑇𝑐(𝑧inj, 𝑧dep, 𝐸) 𝑑 log(1 + 𝑧dep), the
fraction of energy injected at redshift 𝑧inj that is deposited at redshift 𝑧dep into channel
𝑐 due to an injection of particles with individual energy 𝐸, discretized into redshift
bins of size 𝑑 log(1+𝑧dep). This is done using the code developed in [305, 319], and only
a brief summary of the code is given here. Starting with some injection of an 𝑒+𝑒− or
𝛾𝛾 pair at 𝑧inj, the code tracks the cooling of particles and all of the secondary particles
produced in these cooling processes in steps of 𝑑 log(1+𝑧dep) = 10−3. Photons that can
efficiently photoionize HI, HeI and HeII in the IGM are removed from the main code
and are considered to be “deposited”, together with all electrons (including secondary
electrons from photoionization) below 3 keV. The proportion of energy deposited
into each channel 𝑐 from the deposited photons and electrons is then determined by a
separate low-energy code, which is described in full detail in [305]. The code assumes
only small modifications to the ionization history of the universe from DM, since large
modifications are ruled out by observational constraints. With this assumption, any
arbitrary injection history with an arbitrary energy spectrum of particles can then be
treated as a linear combination of individual injections of fixed energy at particular
redshifts.
In the original code, 𝑇𝑐(𝑧inj, 𝑧dep, 𝐸) 𝑑 log(1+𝑧dep) was computed from 1+𝑧 = 3000
to 1+ 𝑧 = 10 for both injection and deposition redshift, over a large range of particle
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kinetic energies (𝐸 ∼ 10 keV to TeV). Below 1 + 𝑧dep = 10, the ionization history
becomes much less certain due to the process of reionization. The exact details of the
ionization history can have a significant impact on our calculation of 𝑓𝑐(𝑧): 𝑓H ion, for
example, should decrease significantly when 𝑥𝑒 ≡ 𝑛𝑒/𝑛H is close to 1. However, in
order to make use of constraints on 𝑇𝑚 and 𝛿𝜏 , the code has to be extended down to
lower redshifts. Given this uncertainty, we defer a discussion of how these results are
extended down to 1 + 𝑧dep = 4 to the following sub-section.
At the end of the calculation, we would have determined the fraction of energy
injected at 𝑧inj that is deposited at some deposition redshift 𝑧dep, broken down by
deposition channel. Determining the total deposited energy at some redshift 𝑧dep
therefore requires knowledge of the full injection history. To relate the deposited
energy to the current injected energy and obtain 𝑓𝑐(𝑧) as defined in Eq. (5.39), we
have to integrate 𝑇𝑐(𝑧inj, 𝑧dep, 𝐸)𝑑 log(1+𝑧dep) over all injection redshifts prior to 𝑧dep.
For any arbitrary DM energy injection process, the spectrum of particles injected has
a typical redshift dependence 𝑑𝑁/(𝑑𝐸 𝑑𝑉 𝑑𝑡) ∝ (1 + 𝑧)𝛼, where 𝛼 = 6 for 𝑠-wave
annihilation, 𝛼 = 8 for 𝑝-wave annihilation and 𝛼 = 3 for decay. In each case, we can
factor the spectrum into a redshift-dependent factor multiplied by an energy spectrum
𝑑?¯?/𝑑𝐸 that is independent of redshift. Doing this, one can show [319] that
𝑓𝑐(𝑧) =
𝐻(𝑧)
(1 + 𝑧)𝛼−3
∑︀
species
∫︀
𝐸 𝑑?¯?
𝑑𝐸
𝑑𝐸
∑︁
species
∫︁
(1 + 𝑧′)𝛼−4
𝐻(𝑧′)
𝑑𝑧′
∫︁
𝑇𝑐(𝑧
′, 𝑧, 𝐸)𝐸
𝑑?¯?
𝑑𝐸
𝑑𝐸,
(5.40)
where the sum over species indicates that we are combining effects from all species
produced in the annihilation process. For this chapter, we only consider the case
where DM annihilates or decays into 𝑒+𝑒− or 𝛾𝛾, with each particle having fixed,
identical total energy 𝐸 = 𝑚𝜒 for annihilations or 𝐸 = 𝑚𝜒/2 for decays. In this case,
𝑓𝑐(𝑧) further simplifies to
𝑓𝑐(𝑧, 𝐸) =
𝐻(𝑧)
(1 + 𝑧)𝛼−3
∫︁
(1 + 𝑧′)𝛼−4
𝐻(𝑧′)
𝑇𝑐(𝑧
′, 𝑧, 𝐸) 𝑑𝑧′ (5.41)
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for each of the injection species being considered. The quantity 𝑓𝑐(𝑧, 𝐸) for the in-
jection species 𝑒+𝑒− and 𝛾𝛾 will be denoted by a subscript 𝑒 and 𝛾, respectively.
While the spectrum of particles associated with any DM injection process may be
significantly more complicated, ultimately any such process deposits energy into the
IGM via 𝑒+𝑒− pairs or photon pairs. Understanding the energy deposition efficiency
through 𝑒+𝑒− or 𝛾𝛾 is thus sufficient to understand the effect of DM annihilation/de-
cay on the IGM, since the energy deposition efficiency of any annihilation/decay
process is simply an appropriate sum over 𝑓𝑐,𝑒/𝛾(𝑧, 𝐸) over injection species and all
relevant energies.
5.5.2 𝑓𝑐(𝑧) at Low Redshifts
We defer a full treatment of calculating 𝑓𝑐(𝑧) to low redshifts to Chapter 7, and instead
give a brief summary of the method here. We have computed 𝑓(𝑧) down to a redshift
of 1 + 𝑧 = 4 in three different scenarios: (i) instantaneous and complete reionization
at 𝑧 = 6, which is close to the expected redshift of reionization from astrophysical
measurements of 𝑇𝑚; (ii) instantaneous and complete reionization at 𝑧 = 10, which is
close to the expected redshift of reionization from measurements of the CMB power
spectrum; and (iii) no reionization. These different reionization conditions were used
not just for the deposition of energy by low-energy photons and electrons, but also for
the high-energy code which tracks high-energy electrons and photons as they cool over
time, since the photoionization rate of high-energy photons depend strongly on the
ionization history. Previous studies typically assume that 𝑓𝑐(𝑧) can be written as a
redshift- and model-dependent efficiency function 𝑓(𝑧), which describes the efficiency
with which high-energy particles are degraded to low energies and is independent of
the deposition channel. This function multiplies a channel-dependent factor 𝜒𝑐(𝑥𝑒(𝑧))
that depends only on the free electron fraction and describes the absorption of low-
energy particles into each of the deposition channel.5 However, our calculation of
5One popular choice is the scheme called the “SSCK approximation” in [321], where a fraction
(1 − 𝑥𝑒)/3 is deposited into ionization and excitation each, with the remaining (1 + 2𝑥𝑒)/3 going
into heating.
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𝜒𝑐(𝑧) depends on the low-energy photon spectrum at each redshift, and so depends
on both 𝑥𝑒 and the injection history in a non-trivial way. The 𝑓𝑐(𝑧) results found
in [305] took these effects into account assuming the standard RECFAST ionization
history, and can be used for small perturbations about that scenario. However, when
considering reionization and markedly different reionization scenarios, 𝑓𝑐(𝑧) must be
re-computed in each case by re-calculating the cooling in both the high-energy and
low-energy regimes.
In order to perform these calculations, we also assume simultaneous reionization
of neutral helium (HeI) at the same redshift as HI reionization. After HI and HeI
reionization, low-energy photons can deposit their energy through (i) the ionization
of singly-ionized helium (HeII); (ii) excitations to HeII; or (iii) distortions of the CMB
energy spectrum.
After reionization, the high energy code tags photons as deposited only when
they can efficiently photoionize HeII. Thus any “deposited” photon with energy 𝐸 >
54.4 eV corresponds to a HeII ionization and consequently gives rise to a secondary
low-energy electron spectrum. Photons below this threshold cannot ionize anything
else, and are assigned to the excitation or distortion channels. Low-energy electrons,
including the secondary spectrum produced by photoionizing photons, deposit energy
according to the same model used in [305], which is in turn based on [116, 345, 346].
In accordance with these results, once full reionization occurs, the electrons deposit
their energy into the IGM solely through heating, since there are no longer any neutral
hydrogen atoms to ionize or excite.
We note here that prior to the instantaneous reionization, the code assumes a
standard ionization history computed by the recombination code RECFAST. Further-
more, we have assumed the instantaneous reionization of HeII at 1 + 𝑧 = 4, which
is not a fully realistic model. Once the contribution to 𝑥𝑒 from DM annihilations
become significant enough, our calculation for 𝑓𝑐(𝑧) based on the RECFAST result will
not reflect the true 𝑓𝑐(𝑧) for the new ionization history that includes the DM con-
tribution, and likewise for a HeII reionization scenario that differs significantly from
instantaneous reionization at 1 + 𝑧 = 4.
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In principle, this means that 𝑓𝑐(𝑧) should be calculated iteratively: after cal-
culating 𝑥𝑒(𝑧) for a certain DM model using the 𝑓𝑐(𝑧) obtained from the RECFAST
ionization history, 𝑓𝑐(𝑧) should be recalculated with the new 𝑥𝑒(𝑧), with this pro-
cess repeated until convergence of 𝑥𝑒(𝑧) is achieved. However, we stress that such a
computationally intensive process is unnecessary, since calculating 𝑓𝑐(𝑧) assuming a
RECFAST ionization history results in an 𝑥𝑒 (𝑇𝑚) prior to reionization that is always
larger (smaller) than what we would get with an iterative calculation. This ensures
that we have not unintentionally ruled out any DM model with a significant contri-
bution to reionization consistent with the 𝑇𝑚 constraints, even without performing
an iterative calculation of 𝑓𝑐(𝑧). This behavior can be seen in Figure 5-15, which
shows a comparison of the ionization and thermal history computed with 𝑓𝑐(𝑧) after
one iteration with the default 𝑓𝑐(𝑧) used in the rest of the chapter. This point will
be discussed further in Section 5.7.
5.5.3 𝑓𝑐(𝑧) Including Structure Formation
The formation of structures at late times gives rise to local densities that greatly
exceed the cosmological DM density 𝜌𝜒,0, accompanied by an increase in the velocity
dispersion of DM particles within haloes. This has no effect on the rate of energy
injection from DM decay, since the average rate of decays per unit volume across
the universe remains the same. In the case of DM 𝑠-wave annihilation, however,
the increased density increases the rate of interaction, while for 𝑝-wave annihilation
both the increased density and increased velocity dispersion dramatically enhance
the annihilation rate. These effects cause a significant deviation from the expected
energy injection due to a smooth/homogeneous DM distribution.
The increase in the density can be parameterized by an effective density 𝜌eff(𝑧)
for 𝑠-wave annihilation (Eq. (5.37) and Figure 5-2), and an effective density times
velocity dispersion (𝜌𝑣/𝑐)eff(𝑧) for 𝑝-wave annihilation (Eq. (5.38) and Figure 5-3).
With these effective quantities, the energy injection rate can be written as a boost
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factor multiplied by the unclustered distribution injection rate:
(︂
𝑑𝐸
𝑑𝑉 𝑑𝑡
)︂
inj
=
(︂
𝑑𝐸𝑠
𝑑𝑉 𝑑𝑡
)︂
inj
[1 + ℬ𝑠,𝑝(𝑧)], (5.42)
where the subscript 𝑠 in 𝐸𝑠 indicates the energy injection due to a smooth distribution
of DM given by Eqs. (5.9) and (5.12) for the 𝑠- and 𝑝-wave cases, respectively. The
effective deposition efficiency can now be re-defined as
𝑓𝑐(𝑧) =
𝐻(𝑧)
(1 + 𝑧)𝛼−3
∫︁
(1 + 𝑧′)𝛼−4
𝐻(𝑧′)
𝑇𝑐(𝑧
′, 𝑧, 𝐸)[1 + ℬ𝑠,𝑝(𝑧′)] 𝑑𝑧′, (5.43)
so that
(︂
𝑑𝐸
𝑑𝑉 𝑑𝑡
)︂
𝑐,dep
= 𝑓𝑐(𝑧)
(︂
𝑑𝐸𝑠
𝑑𝑉 𝑑𝑡
)︂
inj
. (5.44)
𝑓𝑐(𝑧) is now the ratio of the energy deposited in channel 𝑐 including structure for-
mation effects to the injected energy due only to the smooth DM distribution, which
has a simple analytic form. For 𝑠-wave annihilation, the boost factor is
1 + ℬ𝑠(𝑧) = 𝜌
2
eff(𝑧)
(1 + 𝑧)6𝜌2𝜒,0
, (5.45)
where 𝜌eff is shown in Figure 5-2. For 𝑝-wave annihilation, the effect of structure
formation is parametrized not only by an effective density 𝜌eff, but also by the char-
acteristic one-dimensional velocity of the DM particles. The boost factor is:
1 + ℬ𝑝(𝑧) = (𝜌𝑣/𝑐)
2
eff(𝑧)
(1 + 𝑧)8𝜌2𝜒,0(𝜎1𝐷,𝐵(𝑧 = 0)/𝑐)
2
. (5.46)
where (𝜌𝑣/𝑐)eff is shown in Figure 5-3.
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5.6 Free Electron Fraction and IGM Temperature
History
As we discussed in Chapter 1, we solve Eq. (1.33) numerically to obtain the free elec-
tron fraction and IGM temperature history with dark matter energy injection. Aside
from DM and the instantaneous reionization scenarios considered, no further sources
of heating or reionization (e.g. star-forming galaxies and other stellar phenomena) are
included in these equations.6 This simplification is consistent with our computation of
𝑓𝑐(𝑧) using the standard ionization history, which overestimates the true contribution
of 𝑥𝑒(𝑧) from DM, while underestimating the corresponding 𝑇𝑚(𝑧) contribution. A
full treatment including astrophysical sources of heating and ionization would require
a better understanding of 𝑓𝑐(𝑧) in situations where reionization is gradual, and we
defer such a study to Chapter 7.
The initial conditions used for the integration are 𝑥𝑒(𝑧 = 1700) = 1 and 𝑇𝑚 =
𝑇CMB(𝑧 = 1700), corresponding to the state of baryonic matter prior to recombination.
The contribution to the optical depth by DM annihilation/decay 𝛿𝜏 , at a given ⟨𝜎𝑣⟩
or 𝜏𝜒 and mass 𝑚𝜒 is then determined by integrating Eq. (5.2) up to 𝑧 = 1700 and
subtracting the residual integrated optical depth that is already present when there
is no DM. Note that when we consider reionization at 𝑧 = 10, we do not include the
contribution to 𝛿𝜏 from 𝑥𝑒 between 𝑧 = 6 and 10.7 We will discuss the calculation of
𝛿𝜏 and the use of the optical depth constraints given by Eq.( 5.6) further in Section 5.7.
5.7 Results
We now calculate the integrated free electron fraction 𝑥𝑒 and IGM temperature 𝑇𝑚
as a function of redshift in each of the three DM energy injection scenarios considered
(𝑠-wave annihilation, 𝑝-wave annihilation and decay), for a wide range of ⟨𝜎𝑣⟩ and
6See [130] and Chapter 7 for an example of how heating from astrophysical sources can be included
in a similar analysis.
7Note that the optical depth contribution from instantaneous reionization at 𝑧 = 10 exceeds the
Planck optical depth measurement, and thus would leave no room for any contribution from DM at
all. However, we do not use the optical depth constraint in this manner.
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decay lifetimes 𝜏𝜒, and 𝑚𝜒 between ∼ 10 keV and ∼ 1 TeV. As we discussed in
Section 5.5, we have neglected any additional 𝑥𝑒 contribution from DM processes in
our computation of 𝑓𝑐(𝑧), even though DM energy injection can produce significant
deviations from the standard ionization history prior to reionization. Moreover, even
after reionization occurs, the prescription for HeII reionization could affect the energy
deposition. Thus the 𝑓𝑐(𝑧) curves we compute may not be completely accurate for
an ionization history that is significantly different from the RECFAST result, or where
HeII reionization cannot be approximated as occurring instantaneously at 1 + 𝑧 = 4.
Fortunately, our 𝑓𝑐(𝑧) calculations underestimate the contribution of DM to reion-
ization, as more realistic ionization histories would generally have higher ionization
fractions, which in turn would suppress the additional ionization from DM. With a
higher ionization fraction for HI (HeII), the energy deposited into ionization of HI
(HeII) decreases, since there are fewer HI (HeII) atoms to ionize or excite prior to
reionization (after reionization), while energy going into heating increases in both
cases. This intuitive explanation of the behavior of 𝑓𝑐(𝑧) is consistent with the re-
sults used in our low-energy code to assign deposited energy from low-energy electrons
into the various channels, where the MC results show that all of the energy from low-
energy electrons go into collisional heating processes as 𝑥𝑒 tends to 1. Thus the 𝑓𝑐(𝑧)
curves calculated under our assumptions consistently overestimate the rate of energy
deposition into ionization, while underestimating the rate of energy deposited as heat.
This means that if the contribution to reionization is small with the 𝑓𝑐(𝑧) val-
ues used here for a given cross section/lifetime and mass, then a more accurately
computed 𝑓𝑐(𝑧) assuming an elevated 𝑥𝑒 will have an even smaller contribution to 𝑥𝑒
and a larger contribution to 𝑇𝑚, making the result more constrained by the 𝑇𝑚 lim-
its. Similarly, including other conventional sources of ionization would only decrease
the contribution that DM can make to reionization: the presence of other sources
would produce a larger 𝑥𝑒 than we have assumed, which again suppresses the energy
deposition fraction into ionization while enhancing the fraction into heating.
To check the robustness of our constraints, we have also repeated our calculations
considering:
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1. Different reionization conditions, namely (i) instantaneous and complete reion-
ization at 𝑧 = 6; (ii) instantaneous and complete reionization at 𝑧 = 10; and
(iii) no reionization, to see how sensitive our results are to the uncertainty in
the specifics of reionization and in particular in the redshift at which reioniza-
tion occurs. For each reionization condition, 𝛿𝜏 is integrated appropriately over
𝑥𝑒(𝑧), after which the optical depth from 𝑥𝑒(𝑧) without DM is subtracted. This
includes the optical depth contribution from redshifts after reionization, where
𝑥𝑒 = 1.08. Each reionization scenario results in a different 𝑇𝑚(𝑧) evolution af-
ter reionization occurs, and also has a different redshift at which we assess the
contribution of DM to reionization (more details below);
2. A range of structure formation scenarios that bracket the uncertainties on the
properties of low-mass (sub)haloes, below the resolution of current cosmological
simulations; and
3. Two different IGM temperature constraints as shown in Eq. (5.1), namely (i)
𝑇𝑚(𝑧 = 6.08) = 18 621K; (ii) 𝑇𝑚(𝑧 = 4.8) = 10 000K, where we have taken
the upper bound at 95% confidence. We do not make use of the lower bound,
since 𝑓Heat(𝑧) is likely to be an underestimate for reasons outlined above. The
second temperature measurement is more constraining and will be used as the
main temperature constraint, but constraints obtained from both temperature
limits will be shown for the main 𝑝-wave result.
The three main quantities of interest are: (i) 𝑥𝑒 at a redshift just prior to the
assumed instantaneous reionization at 𝑧 = 6 or 𝑧 = 10, or at 𝑧 = 6 for the case of no
reionization, since hydrogen reionization is known to be complete by then; (ii) 𝑇𝑚 at
𝑧 = 6.08 and 𝑧 = 4.8 for comparison with the results shown in Eq. (5.1); and (iii) the
total integrated optical depth 𝛿𝜏 . If DM with a given ⟨𝜎𝑣⟩ or 𝜏𝜒 and 𝑚𝜒 can produce
𝑥𝑒 > 0.1 just before reionization (or at 𝑧 = 6 for the case of no reionization) we con-
sider this a possible scenario in which DM can contribute significantly to reionization.
The 10% level used in this chapter is arbitrary, and we will also present results for
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contributions ranging from 0.025% to 90% in the form of color density plots for all
injection species and all DM processes.
A few remarks should be made about the calculation of optical depth and the
use of the optical depth constraints in this chapter. To compute 𝛿𝜏 , we integrate the
optical depth due to DM annihilation/decay from 𝑧reion to recombination.8 We then
compare 𝛿𝜏 to the bound on excess optical depth from redshifts 𝑧 > 6, assuming full
ionization for 𝑧 ≤ 6; that is, for the purposes of computing the maximum allowed
exotic contribution to optical depth, we essentially treat 𝑧reion = 6 for all scenarios,
even when 𝛿𝜏 includes only DM contributions from 𝑧 > 10. This allows us to under-
stand how our limits could weaken if the reionization history were different: including
gradual reionization from astrophysical sources between 𝑧 = 6 and 𝑧 = 10, for exam-
ple, would likely suppress the contribution to reionization and hence optical depth
from DM annihilation during this period, resulting in a smaller contribution from DM
to reionization than would have been determined with instantaneous reionization at
𝑧reion = 6. By taking 𝑧reion = 10 and not considering the contribution to optical depth
for 𝑧 < 10, we obtain the weakest constraints from the 𝛿𝜏 bound given in Eq. (5.6).
In this way, these two reionization scenarios bracket the possible contribution of DM
to reionization. Thus, although including the optical depth due to complete, instan-
taneous reionization at 𝑧 = 10 would exceed the Planck optical depth measurement,
we still consider this scenario in order to study the DM contribution to reionization
in a model-independent way. Assuming two different instantaneous reionization sce-
narios also allows us to probe the possible effects of earlier reionization on the DM
contribution to the temperature evolution.
We will choose as our benchmark the scenarios where the largest 𝑥𝑒 just prior to
reionization can be obtained from the smallest ⟨𝜎𝑣⟩ or longest decay lifetimes, since
various experimental constraints set upper bounds on the cross sections and lower
bounds on the decay lifetimes. In all cases, reionization at 𝑧 = 6 is more realistic
than no reionization and is also more easily achieved than at 𝑧 = 10, making it the
8When there is no reionization, we start integrating from 𝑧 = 6, making 𝛿𝜏 identical to the case
with 𝑧reion = 6.
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main reionization scenario to consider. The structure formation scenario with the
largest boost factor allows for reionization with a smaller cross section, and thus we
choose this as our benchmark (for 𝑠-wave annihilation this is the “stringent” case
shown with a solid red line in Figure 5-2, while for 𝑝-wave annihilation all scenarios
give the same boost).
5.7.1 𝑠-wave Annihilation
Figure 5-4 shows the integrated free-electron fraction 𝑥𝑒 for the particular case of DM
with 𝑚𝜒 = 100MeV undergoing 𝑠-wave annihilation into a pair of 100MeV photons
with a cross section ranging from 3× 10−27 to 3× 10−25 cm3 s−1, as well as the case
with no DM for comparison. These curves show the result with no reionization:
different reionization conditions are identical up to the redshift of reionization 𝑧reion,
whereupon 𝑥𝑒 instantaneously becomes 1 until the present day. These curves are
representative of the 𝑥𝑒 histories across all DM masses and cross sections for 𝑠-wave
annihilation. At 𝑧 ∼ 20, structure formation becomes important, which greatly
increases 𝑓𝑐(𝑧) in all channels, leading to an increase in 𝑥𝑒. 𝑠-wave annihilation of the
smooth distribution of DM results in a larger baseline 𝑥𝑒 after recombination, which
is higher for larger ⟨𝜎𝑣⟩ at the same 𝑚𝜒.
Along with 𝑥𝑒, the IGM temperature history 𝑇𝑚(𝑧) is also simultaneously inte-
grated. The IGM temperature curves for DM undergoing 𝑠-wave annihilation into
100MeV photons for cross sections ranging from 3× 10−27 to 3× 10−25 cm3 s−1 are
shown in the same figure and are also representative of IGM temperature histories
across a broad range of ⟨𝜎𝑣⟩ and 𝑚𝜒. The CMB temperature is included for ref-
erence. The IGM is initially coupled to the CMB, but once recombination occurs,
the temperature starts to fall more rapidly than the CMB temperature. DM 𝑠-wave
annihilations decrease the fall-off in temperature at relatively large redshifts. At
𝑧 ∼ 20, the impact of structure formation once again increases the IGM temperature
significantly relative to the case with no DM.
The contribution of DM to reionization through 𝑠-wave annihilation is significantly
constrained by the CMB power spectrum measurements derived by Planck 2015 [168],
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Figure 5-4: Integrated free electron fraction 𝑥𝑒 and IGM temperature 𝑇𝑚 for 𝜒𝜒→ 𝛾𝛾
𝑠-wave annihilation for 𝑚𝜒 = 100MeV with (from bottom to top): no DM; ⟨𝜎𝑣⟩ =
3× 10−27 cm3 s−1; 3× 10−26 cm3 s−1 and 3× 10−25 cm3s−1 respectively. The CMB
temperature is shown as a dashed line for reference. No reionization is assumed.
as well as by the measured total integrated optical depth. The cross section for
annihilation must be large enough for significant ionization to occur at redshifts near
reionization; however, increasing the cross section also increases the residual free
electron fraction during the cosmic dark ages. This residual 𝑥𝑒 is constrained severely
by the CMB anisotropy spectrum, which is sensitive to any additional ionization near
redshifts 𝑧 ∼ 600. A large 𝑥𝑒 during the cosmic dark ages also contributes significantly
to the optical depth. Since 𝑛𝑒(𝑧) ∝ 𝑥𝑒(𝑧)(1+𝑧)3 and 𝑑𝑡/𝑑𝑧 ∝ (1+𝑧)−5/2, the integrand
in Eq. (5.2) is proportional to 𝑥𝑒(𝑧)(1 + 𝑧)1/2. The significantly elevated 𝑥𝑒 baseline
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means that the dominant contribution to 𝛿𝜏 comes from early times when 𝑧 is large:
since structure formation is relevant at later times, it does not add significantly to
𝛿𝜏 .
We performed the integration of 𝑥𝑒(𝑧) and 𝑇𝑚(𝑧) over a broad range of masses and
cross sections, and computed the optical depth from 𝑥𝑒(𝑧) using Eq. (5.2). Figure 5-5
shows the free electron fraction just prior to reionization 𝑥𝑒(𝑧 = 6) for the benchmark
scenario of both 𝜒𝜒→ 𝑒+𝑒− and 𝜒𝜒→ 𝛾𝛾, as well as the excluded cross sections due
to constraints from the CMB power spectrum as measured by Planck and from the
integrated optical depth. Constraints from 𝑇𝑚 are presented in Appendix C.1. These
bounds are less constraining, but unlike the CMB and optical depth constraints, they
are sensitive to the low redshift behavior of 𝑠-wave annihilations: increasing the boost
from structure formation beyond the value used here may relax the CMB and optical
depth bounds, but this would strengthen the 𝑇𝑚 constraints.
Although we have shown the results for these two processes (𝜒𝜒 → 𝑒+𝑒− and
𝜒𝜒 → 𝛾𝛾) as a function of ⟨𝜎𝑣⟩ and 𝑚𝜒, we stress that these constraints go beyond
these two annihilation channels. We discuss this point and present bounds on ⟨𝜎𝑣⟩/𝑚𝜒
as a function of the injection energy of the final products (which may in general be
very different from 𝑚𝜒) in Appendix C.1.
In both annihilation channels, there is no parameter space where a significant
contribution to reionization occurs while being consistent with either the CMB power
spectrum or optical depth bounds, with the CMB power spectrum bounds being ap-
proximately one order of magnitude stronger than the optical depth bounds. We
stress that the optical depth constraints are similar regardless of reionization con-
ditions, since 𝛿𝜏 is the additional contribution from DM only, and is therefore not
affected by the period where 𝑥𝑒 = 1 after reionization. As a result, the true optical
depth limits for reionization at 𝑧 = 10 are likely stronger than what is shown here,
since we do not include the additional contribution to optical depth from the fully
ionized universe between 𝑧 = 6 and 𝑧 = 10. Furthermore, 𝛿𝜏 is dominated by con-
tributions from larger redshifts (𝑧 & 100) and is relatively insensitive to the exact
details of reionization and structure formation at 𝑧 . 20. At the maximum ⟨𝜎𝑣⟩
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Figure 5-5: DM contribution to reionization for 𝜒𝜒 → 𝑒+𝑒− (left) and 𝜒𝜒 → 𝛾𝛾
(right) 𝑠-wave annihilation, benchmark scenario. The hatched regions correspond to
parameter space ruled out by the CMB power spectrum constraints as measured by
Planck (red) and optical depth constraints (orange) respectively. The color density
plot shows the DM contribution to 𝑥𝑒 just prior to reionization at 𝑧 = 6, with contours
(black, dashed) shown for a contribution to 𝑥𝑒(𝑧 = 6) = 0.025%, 0.1%, 1%, 10% and
90% respectively.
allowed by the CMB power spectrum bound, the DM contribution to 𝑥𝑒 just prior to
reionization is below 2% for 𝜒𝜒 → 𝑒+𝑒− and below 0.1% for 𝜒𝜒 → 𝛾𝛾 across all 𝑚𝜒
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considered. These results are shown in Figure 5-16 in the conclusion.
Figure 5-6 shows the reionization constraints on 𝑠-wave annihilation for the struc-
ture formation prescriptions with the smallest and largest boost factor (used as the
benchmark). As expected, significant ionization prior to reionization can be achieved
at lower cross sections in the benchmark model, making it the most likely structure
formation prescription for evading the constraints. Differences in structure forma-
tion can increase the value of ⟨𝜎𝑣⟩ at which ionization becomes significant by less
than an order of magnitude, and all of the regions with a significant contribution to
reionization in either structure formation scenario are firmly ruled out by the Planck
constraints.
Similarly, differences in reionization redshifts do little to change the result. Since
𝑥𝑒(𝑧) is identical in all three reionization scenarios until the point of reionization, there
is no difference between 𝑥𝑒(𝑧 = 6) with reionization at 𝑧 = 6 and no reionization.
With reionization at 𝑧 = 10, 𝑥𝑒(𝑧 = 10) is always less than 𝑥𝑒(𝑧 = 6) as 𝑥𝑒 increases
rapidly between 𝑧 = 6 and 10, and so the region in parameter space where significant
contribution to reionization occurs decreases when choosing an earlier redshift of
reionization. Figure 5-7 summarizes these results.
To conclude, any significant contribution to reionization through 𝑠-wave DM an-
nihilation is severely constrained by the cross section bounds from the Planck CMB
power spectrum measurement as well as the expected integrated optical depth to the
surface of last scattering. For values of ⟨𝜎𝑣⟩ that are consistent with the Planck CMB
power spectrum constraints, we can only expect a contribution of no more than 2%
of the total ionization just prior to reionization (see Figure 5-16). Our results are
consistent with the conclusion reached in [130]. We have also shown that these re-
sults are robust to our assumptions on the structure formation scenario and on the
redshift of reionization.
5.7.2 𝑝-wave Annihilation
In 𝑝-wave annihilation, the 𝑣2 dependence of the cross section results in a 𝑣2/𝑣2ref
suppression of the energy injection rate, given in Eq. (5.46). Figure 5-8 shows the
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Figure 5-6: DM contribution to reionization for 𝜒𝜒 → 𝑒+𝑒− (left) and 𝜒𝜒 → 𝛾𝛾
(right) 𝑠-wave annihilation assuming a different structure formation prescription. The
color density plot shows the DM contribution to 𝑥𝑒 just prior to reionization at 𝑧 = 6
assuming an NFW profile without subhaloes, with contours (black, dashed) shown
for a contribution to 𝑥𝑒(𝑧 = 6) = 0.025%, 0.1%, 1%, 10% and 90% respectively. The
red, dot-dashed contour for 𝑥𝑒(𝑧 = 6) = 0.1 assuming the benchmark Einasto profile
with subhaloes, which has the largest boost factor at all redshifts, is also shown for
comparison. The CMB power spectrum constraints obtained by Planck are shown by
the hatched red region.
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Figure 5-7: DM contribution to reionization for 𝜒𝜒 → 𝑒+𝑒− (left) and 𝜒𝜒 → 𝛾𝛾
(right) 𝑠-wave annihilation, assuming a different reionization scenario.The color den-
sity plot shows the DM contribution to 𝑥𝑒 just prior to reionization at 𝑧 = 10, with
contours (black, dashed) shown for a contribution to 𝑥𝑒(𝑧 = 10) = 0.025%, 0.1%, 1%,
10% and 90% respectively. The red, dot-dashed contour shows 𝑥𝑒(𝑧 = 6) = 10% with
reionization at 𝑧 = 6 for comparison. The CMB power spectrum constraints obtained
by Planck are shown by the hatched red region.
integrated 𝑥𝑒 for the case of 𝜒𝜒 → 𝛾𝛾 𝑝-wave annihilation with (𝜎𝑣)ref between
3× 10−24 cm3 s−1 and 3× 10−22 cm3 s−1. Prior to the relevance of structure formation,
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Figure 5-8: Integrated free electron fraction 𝑥𝑒 and IGM temperature 𝑇𝑚 for
𝜒𝜒 → 𝛾𝛾 𝑝-wave annihilation for 𝑚𝜒 = 100MeV with (from bottom to top):
(blue) no DM; (𝜎𝑣)ref = 3× 10−24 cm3 s−1, (𝜎𝑣)ref = 3× 10−23 cm3 s−1 and (𝜎𝑣)ref =
3× 10−22 cm3 s−1 respectively. The CMB temperature is shown as a dashed line. No
reionization is assumed.
the velocity suppression is a large effect, resulting in no additional contribution to
𝑥𝑒 unless the cross section is exceptionally large. Once structure formation occurs,
however, the velocity dispersion of DM particles within haloes increases significantly,
increasing in turn the energy injection rate from 𝑝-wave annihilation. This results in
a sudden and large increase in both 𝑥𝑒 and 𝑇𝑚 at 𝑧 ∼ 20.
As we discussed earlier in section 5.4, the annihilation rate prior to structure
formation is dependent on our choice of 𝜎1D,B, which we have taken to be the velocity
dispersion for unclustered DM with 𝑚𝜒 = 100GeV and 𝑇kd = 28MeV. Choosing
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a significantly smaller value of 𝑚𝜒 or 𝑇kd increases 𝜎1D,B, which in turn increases
the annihilation rate prior to structure formation. With a sufficiently small value
of 𝑚𝜒 and/or 𝑇kd, 𝑥𝑒 will stay at a value significantly above the expected 𝑥𝑒 with
no dark matter, similar to the ionization histories typical of 𝑠-wave dark matter
shown in Figure 5-4. While this leads to an increase in 𝑥𝑒 just prior to reionization,
the optical depth bounds that we considered for 𝑠-wave annihilations become very
constraining, particularly with the sharp increase in 𝑥𝑒 after structure formation that
is not present in the 𝑠-wave case. Decreasing 𝑚𝜒 and/or 𝑇kd therefore makes it harder
for a significant contribution to be made to reionization in a way that is consistent
with the optical depth limits, making our unclustered velocity dispersion choice an
optimistic one.
Unlike 𝑠-wave annihilation, constraints from the CMB power spectrum on the con-
tribution of DM to reionization for 𝑝-wave annihilation are velocity-dependent, and
depend strongly on the “coldness” of DM particles, i.e. on their unclustered velocity
dispersion. Significant 𝑥𝑒 at low redshifts can be achieved without any significant
increase in the free electron fraction at redshift 𝑧 ∼ 600 by choosing a small enough
𝑚𝜒 so that the velocity dispersion prior to structure formation is small. Optical depth
constraints are also weaker since there is no increase in the baseline ionization during
the cosmic dark ages, unlike in 𝑠-wave annihilation. Instead, the IGM temperature
after reionization has been shown to be a significantly more important constraint
on the 𝑝-wave annihilation cross section than bounds obtained from the CMB power
spectrum [300]. Once the effect of structure formation becomes relevant, the late-time
energy injection results in significant heating of the IGM. Figure 5-8 shows this behav-
ior for the case of 𝜒𝜒→ 𝛾𝛾 𝑝-wave annihilation with 𝜎𝑣ref between 3× 10−24 cm3 s−1
and 3× 10−22 cm3 s−1. At large enough cross sections, 𝑇𝑚 after reionization exceeds
the limits set by Eq. (5.1).
Figure 5-9 shows 𝑥𝑒(𝑧 = 6) just prior to reionization for our benchmark scenario
in the (𝜎𝑣)ref - 𝑚𝜒 parameter space, as well as the excluded parameter space due to
constraints from 𝑇𝑚(𝑧 = 6.08) and 𝑇𝑚(𝑧 = 4.8). The same results on the parameter
space of (𝜎𝑣)ref/𝑚𝜒 and injection energy of the annihilation products are shown in
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Figure 5-9: DM contribution to reionization for 𝜒𝜒 → 𝑒+𝑒− (left) and 𝜒𝜒 → 𝛾𝛾
(right) 𝑝-wave annihilation, benchmark scenario. The hatched regions correspond to
parameter space ruled out by 𝑇𝑚(𝑧 = 4.80) < 10 000K (red) and 𝑇𝑚(𝑧 = 6.08) <
18 621K (orange) respectively. The color density plot shows the DM contribution
to 𝑥𝑒 just prior to reionization at 𝑧 = 6, with contours (black, dashed) shown for a
contribution to 𝑥𝑒(𝑧 = 6) = 0.025%, 0.1%, 1%, 10% and 90% respectively.
Appendix C.1. Masses above 100MeV for 𝜒𝜒→ 𝑒+𝑒− and almost all𝑚𝜒 for 𝜒𝜒→ 𝛾𝛾
are excluded by the benchmark IGM temperature constraint, log10 𝑇𝑚(𝑧 = 4.8) < 4.0.
The most likely region in parameter space that can still result in reionization is in the
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𝜒𝜒→ 𝑒+𝑒− channel with 𝑚𝜒 < 100MeV and (𝜎𝑣)ref between 10−25 and 10−23cm3 s−1,
and in the 𝜒𝜒→ 𝛾𝛾 channel with 𝑚𝜒 ∼ 100MeV and (𝜎𝑣)ref ∼ 10−21cm3 s−1. These
cross sections are much larger than a thermal relic cross section, but can be accom-
modated in a large variety of DM models, including any non-thermally produced DM
or forbidden DM [347].
The sudden relaxation of the 𝑇𝑚 constraints below 𝑚𝜒 ∼ 100MeV and the cor-
responding decrease in 𝑥𝑒(𝑧 = 6) for 𝜒𝜒 → 𝑒+𝑒− deserve a special mention here.
DM particles with 𝑚𝜒 < 100MeV annihilating into electrons lose their energy princi-
pally through inverse Compton scattering off CMB photons, which by 𝑧 ∼ 10 mainly
produces photons close to or below the ionizing threshold for hydrogen. After reion-
ization, photoionization by these secondary photons is suppressed further, as the only
remaining neutral species is HeII, which has a larger ionization energy. Thus, only a
small fraction of the energy goes into collisional heating (due to secondary electrons)
of the IGM, with most of the energy from the DM annihilation being deposited as
continuum photons. This results in a decrease in IGM temperature after the reioniza-
tion redshift. At higher DM masses, in contrast, the lower-redshift IGM temperature
bound is significantly more constraining, as the IGM temperature invariably continues
to increase even after reionization: the 𝑒+𝑒− pair produced by the annihilation can
now upscatter photons to energies above the ionization threshold of HeII. These pho-
toionization events produce low-energy secondary electrons even after reionization,
which in turn can collisionally heat the IGM.
Next, we present our results assuming different reionization redshifts in Figure 5-
10. These results show that the allowed region for 𝜒𝜒 → 𝑒+𝑒− is shifted upward in
cross section, since a larger cross section is required to reionize the universe at an
earlier redshift, while 𝑇𝑚 actually becomes less constraining as the IGM temperature
now has more time to decrease after reionization. This suggests that the region that
permits significant reionization is relatively independent of the reionization condition.
The same is not true for the case of 𝜒𝜒 → 𝛾𝛾: the IGM temperature constraints
remain fairly similar, but since we are now extracting 𝑥𝑒 at a higher redshift, the
overall contribution to 𝑥𝑒 by DM decreases. With reionization at 𝑧 = 10, for the 𝛾𝛾
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channel, there is no allowable 𝑚𝜒 where the contribution to 𝑥𝑒 prior to reionization
exceeds 10%.
So far, there is still a range of DM masses with appropriate cross sections that
can reionize the universe at at least the 10% level through 𝑝-wave annihilations into
𝑒+𝑒− (𝑚𝜒 . 100MeV, (𝜎𝑣)ref ∼ 10−24 - 10−23cm3 s−1), and into 𝛾𝛾 (𝑚𝜒 ∼ 100MeV,
(𝜎𝑣)ref ∼ 10−21 - 10−20cm3 s−1) with reionization at 𝑧 = 6. We turn our attention
now to two further bounds on (𝜎𝑣)ref that are relevant to these regions in parameter
space.
First, we consider the cross section constraints from the CMB power spectrum
measurements. Although the results shown in Figure 5-1 are bounds on ⟨𝜎𝑣⟩ for
𝑠-wave annihilation, they also serve as an estimate for the bound on the cross section
⟨𝜎𝑣⟩ = (𝜎𝑣)ref𝑣2/𝑣2ref in the case of 𝑝-wave annihilations, since the results are only
sensitive to the rate of energy deposition into ionization of the IGM during the cosmic
dark ages. The main difference with 𝑝-wave annihilations is that the bound now
depends on 𝑣2 after recombination and during the cosmic dark ages. 𝑣2 is strongly
dependent on the primordial “coldness” of DM, which in turn depends on the nature
of the DM particles, i.e. mass and kinetic decoupling temperature. While DM is
coupled to photons, 𝑣2 ∼ 3𝑇𝛾/𝑚𝜒, whereas after decoupling, 𝑣2 ∝ (1 + 𝑧)2. Taking
the limit 𝐿(𝑚𝜒) on ⟨𝜎𝑣⟩ set by the CMB spectrum at a particular DM mass 𝑚𝜒 as
shown in Figure 5-1,
(𝜎𝑣)ref . 3.7𝐿(𝑚𝜒)
(︁ 𝑚𝜒
1MeV
)︁2 (︁ 𝑥kd
10−4
)︁(︂1 eV
𝑇𝛾
)︂2
, (5.47)
where 𝑥kd ≡ 𝑇kd/𝑚𝜒. 𝑇𝛾 is some representative CMB temperature after recombina-
tion such that the CMB power spectrum is most sensitive to energy injections at the
redshift 𝑧 corresponding to 𝑇𝛾 (𝑧 ∼ 600 in the 𝑠-wave case).
In the case of 𝜒𝜒 → 𝑒+𝑒−, in the region of parameter space where a significant
contribution to reionization can be made, the CMB bounds can rule out these regions
if 𝑥kd . 10−2− 10−1 for 𝑚𝜒 ∼ 1MeV and 𝑥kd . 10−6 for 𝑚𝜒 ∼ 100MeV (we have set
𝑇𝛾 = 0.14 eV as a representative value), while for 100 MeV DM annihilating 𝜒𝜒→ 𝛾𝛾,
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we have 𝑥kd ∼ 10−3 − 10−2. Thus for the CMB bounds to exclude these regions, we
would need to have 𝑇kd . 100 keV, and in some cases it would need to be much lower
(at the sub-keV scale).
Values of 𝑇kd higher than these bounds are consistent (and expected) in a large
variety of DM models, e.g. 𝑇kd ∼ MeV(𝑚𝜒/GeV)2/3 for neutralino DM [348], and
𝑇kd ∼ 2.02MeV(𝑚𝜒/GeV)3/4 for DM-lepton interactions of the form (1/Λ2)(?¯?𝑋)(?¯?𝑙)
for some interaction mass scale Λ, giving rise to 𝑝-wave suppressed cross sections [300,
349]. In general, 𝑇kd below the scale of the electron mass is unusual, as the only rela-
tivistic species available to maintain kinetic equilibrium are photons and neutrinos.9
The CMB bounds therefore place few constraints on our parameter space for 𝑝-wave
annihilation, in stark contrast to the 𝑠-wave case.
Next, we look at 𝑝-wave constraints from gamma ray flux measurements of the
galactic diffuse background. The derived constraints from the galactic diffuse back-
ground are shown in Figure 5-11. For 𝜒𝜒 → 𝑒+𝑒−, final state radiation produced
as part of the annihilation process in the Milky Way halo produces gamma ray pho-
tons that can be measured by these experiments, placing an upper bound on the
rate of 𝑝-wave annihilation into 𝑒+𝑒− for DM masses of up to 10GeV in the Milky
Way. Constraints derived in [323] from a combination of data from INTEGRAL,
COMPTEL and Fermi set a limit of ⟨𝜎𝑣⟩ . 10−27cm3 s−1 for 𝑚𝜒 . 100MeV. This
was derived assuming an NFW profile, which is a relatively conservative choice for
these experiments: the constraints fluctuate by a factor of a few if different DM halo
profiles are chosen. All of the measured photon flux is conservatively attributed to
DM annihilation in the galaxy halo only, without accounting for extragalactic DM
annihilation or other more conventional sources like inverse Compton scattering off
starlight or synchrotron radiation.
The translation of these velocity-averaged cross section bounds to constraints on
(𝜎𝑣)ref depends on the velocity dispersion 𝑣DM around the solar circle. Given a mea-
sured photon flux, a larger 𝑣DM would place a stronger constraint on (𝜎𝑣)ref, since the
photon flux is proportional to the annihilation rate, which is in turn proportional to
9Models such as neutrinophilic DM [349, 350] can, however, exhibit such a behavior.
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(𝜎𝑣)ref𝑣
2
DM in a 𝑝-wave process. Because of this, the constrained (𝜎𝑣)ref is proportional
to 1/𝑣2DM. However, in order for some region of parameter space with more than a
10% contribution to reionization from DM to be allowed, the dispersion velocity in
the solar circle needs to satisfy 𝑣DM < 20 kms−1, which is significantly smaller than
the local velocity of the solar circle and is hence unrealistic [354].
Similar results hold for 𝜒𝜒→ 𝛾𝛾, where searches for sharp spectral features such
as lines or boxes in the galactic diffuse gamma ray background place strong bounds
on the annihilation cross section of this process. By requiring the number of counts
from 𝜒𝜒 → 𝛾𝛾 in each energy bin in the spectrum to not exceed the measured
number of counts by 2𝜎, the gamma ray spectrum from COMPTEL and EGRET
can be used to set an upper limit of ⟨𝜎𝑣⟩ . 10−27cm3 s−1 for 𝑚𝜒 ∼ 100MeV [352],
with a similar analysis using Fermi data [353] giving a limit of ⟨𝜎𝑣⟩ . 10−29cm3 s−1
for 𝑚𝜒 & 100MeV. This means that the dispersion velocity required for a 10%
contribution to reionization is 𝑣DM ∼ 0.1 kms−1, which is once again unrealistic.
Although we have freely used the constraints for ⟨𝜎𝑣⟩ to directly set constraints on
(𝜎𝑣)ref, some caution must be taken when doing so. The contribution of DM annihi-
lations to the observed photon flux measured by a detector is due to annihilations all
along the line-of-sight. In order to set constraints on DM annihilation from gamma
ray flux measurements, the appropriate function of the DM density and velocity must
therefore be averaged along the line-of-sight. ⟨𝜎𝑣⟩ bounds are frequently set by aver-
aging over the DM density, but without taking into account the velocity dispersion
of the Milky Way halo. Without performing this average, ⟨𝜎𝑣⟩ bounds are implicitly
assumed to be for 𝑠-wave processes only.
However, as we demonstrate in Appendix C.2, averaging over the velocity disper-
sion as well as the density appears to change the ⟨𝜎𝑣⟩ bounds for 𝑝-wave annihilation
by less than a factor of 2 under many different assumptions. These bounds would need
to relax by at least 2 orders of magnitude for 𝜒𝜒→ 𝑒+𝑒− and 4 orders of magnitude
for 𝜒𝜒→ 𝛾𝛾 to allow any significant contribution to reionization at all.
Overall, the possible contribution of 𝑝-wave DM annihilation to reionization ap-
pears to be constrained to the < 10% level across all of the masses and injection
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species considered here. At 𝑚𝜒 & 10GeV, this contribution is limited by 𝑇IGM mea-
surements, while for 𝑚𝜒 . 10GeV, any allowed parameter space with more than
10% contribution to reionization after accounting for 𝑇𝑚 appears to be ruled out by
observations of the galactic diffuse emission gamma ray spectrum.
5.7.3 Decay
Figure 5-12 shows 𝑥𝑒(𝑧) and 𝑇𝑚(𝑧) for 𝑚𝜒 = 100MeV DM undergoing 𝜒 → 𝛾𝛾
decays (each photon now has an energy of 50MeV) with various representative decay
lifetimes, which are typical for other masses and decay modes. Compared to 𝑠-
wave annihilation, the energy injection rate in decays is not dependent on structure
formation, and the (1 + 𝑧)3 redshift dependence for decays (compared to (1 + 𝑧)6 for
𝑠-wave annihilation) means that the energy injection is less weighted toward earlier
redshifts. This leads to a steady rise in 𝑥𝑒 from immediately before recombination to
the present day.
Optical depth constraints play an important role in placing bounds on the decay
lifetime: with no structure formation boost, the only way for significant ionization
at low redshifts to occur is for 𝑥𝑒 to be relatively high throughout the cosmic dark
ages, contributing significantly to the optical depth. Figure 5-13 shows the region of
the (𝜏𝜒,𝑚𝜒) parameter space where DM can contribute significantly to reionization,
as well as the constraints on the decay lifetime coming from IGM temperature and
the optical depth. Significant reionization occurs for relatively longer decay lifetimes
for masses where 𝑓H ion.(𝑧) is large at low redshifts. However, both optical depth and
IGM temperature constraints rule out large parts of the allowed parameter space for
𝜒→ 𝑒+𝑒− and all of the parameter space for 𝜒→ 𝛾𝛾 at the 10% level of contribution
to reionization, with the 𝑇𝑚 bounds being more effective than optical depth for the
𝑚𝜒 ∼ 100MeV − 10GeV range for 𝜒𝜒→ 𝑒+𝑒−.
Figure 5-13 also shows the same results after considering different reionization
conditions. Once again, the optical depth constraints change very little with respect
to reionization redshift, while the 𝑇𝑚 constraints are very similar in both reionization
scenarios in the region where they are stronger than the optical depth, and we can
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hence simply compare the 𝑥𝑒 contributions with the 𝛿𝜏 and 𝑇𝑚 constraints at 𝑧reion =
6. As before, earlier reionization makes it more difficult for DM to contribute to 𝑥𝑒
just prior to reionization. For 𝜒→ 𝑒+𝑒−, almost all decay lifetimes and masses which
previously resulted in a 10% contribution to reionization now result in a contribution
below 10% when the redshift of reionization is changed to 𝑧 = 10, while the results
for 𝑧 = 6 and 𝑧 = 10 for 𝜒→ 𝛾𝛾 are similar.
Nevertheless, a contribution to 𝑥𝑒 just prior to reionization at more than the
10% level still remains possible for 𝜒 → 𝑒+𝑒− at a DM mass of 𝑚𝜒 ∼ 100MeV −
10GeV, 𝜏𝜒 ∼ 1024 − 1025s, as well as 𝑚𝜒 ∼ 1MeV, 𝜏𝜒 ∼ 1024s in the benchmark
reionization scenario. As with 𝑝-wave annihilation, the galactic diffuse background
provides an additional constraint on the decay lifetime. These constraints are derived
in a similar way to the 𝑝-wave case, i.e. by conservatively assuming that all of the
diffuse gamma ray background comes from FSR from the DM decay. However, unlike
with 𝑝-wave annihilation, the diffuse background constraints are of the same order as
the optical depth bounds that we have set here. Figure 5-14 shows these constraints
superimposed on Figure 5-13, showing that none of the experimental constraints
are able to rule out the possibility of a more than 10% contribution to 𝑥𝑒 prior to
reionization in the 𝑚𝜒 ∼ 10 − 100MeV, 𝜏𝜒 ∼ 1025s and 𝑚𝜒 ∼ 1MeV, 𝜏𝜒 ∼ 1024s
regions of parameter space. This conclusion still holds true for a different redshift of
reionization for 𝑚𝜒 ∼ 100MeV.
The blue curve in Figure 5-15 shows 𝑥𝑒(𝑧) and 𝑇𝑚(𝑧) assuming reionization at
𝑧 = 6, with 𝑚𝜒 = 100MeV and 𝜏𝜒 = 1.5× 1025 s, parameters which lie in one of
the allowed regions found above. Reionization at 𝑧 = 6 causes the behavior of 𝑇𝑚
to change abruptly due to the instantaneous change of 𝑥𝑒. Just before reionization,
𝑥𝑒(𝑧 = 6) ∼ 0.2, with the integrated optical depth being 𝛿𝜏 = 0.040, which lies
within the allowed limit. 𝑇𝑚(𝑧 = 4.8) lies below the lower limit of the 𝑇𝑚 constraint,
but as we have previously explained, 𝑇𝑚 is always underestimated with the default
ionization history.
We have also performed the integration of 𝑥𝑒(𝑧) and 𝑇𝑚(𝑧) with 𝑓𝑐(𝑧) derived
from the ionization history that we obtained above. Since 𝑓𝑐(𝑧) as calculated from
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the default ionization history overestimates 𝑥𝑒(𝑧), using this new 𝑓𝑐(𝑧) ensures that
the allowed regions are not ruled out by a more accurate estimate of 𝑥𝑒(𝑧). The
result is also shown in orange in Figure 5-15. As we expect, this more accurate 𝑓𝑐(𝑧)
increases 𝑇𝑚(𝑧) and decreases 𝑥𝑒(𝑧) slightly. The contribution to reionization remains
the same, while still staying consistent with the 𝑇𝑚(𝑧 = 4.8) and the optical depth
bounds.
Figure 5-15 also shows two measurements of 𝑥𝑒 from just before reionization ob-
tained by [309], corresponding to
𝑥𝑒(𝑧 = 7) = 0.66
+0.12
−0.09,
𝑥𝑒(𝑧 = 8) < 0.35. (5.48)
The ionization history for 𝑚𝜒 = 100MeV and 𝜏𝜒 = 1.5× 1025 s is consistent with
the bound from 𝑧 = 8, and can be made consistent with the 𝑧 = 7 bound with the
addition of other sources of ionization between these two redshifts.
In summary, optical depth constraints as well as bounds from the galactic diffuse
background constraints rule out reionization from 𝜒 → 𝛾𝛾 and almost rules out
reionization from 𝜒 → 𝑒+𝑒− at the 10% level, except for 𝑚𝜒 ∼ 10 − 100MeV, 𝜏𝜒 ∼
1025s and 𝑚𝜒 ∼ 1MeV, 𝜏𝜒 ∼ 1024s. The former region remains viable even under the
different reionization scenarios considered here.
5.8 Conclusion
We have studied the potential impact of 𝑠-wave annihilation, 𝑝-wave annihilation
and decay of DM to 𝑒+𝑒− and 𝛾𝛾 on the process of reionization. Using the latest
calculations for the fraction of the energy deposition rate in channel 𝑐 to the energy
injection rate at redshift 𝑧, 𝑓𝑐(𝑧), we have determined the free electron fraction 𝑥𝑒 and
IGM temperature 𝑇𝑚 as a function of redshift. We have extended the 𝑓𝑐(𝑧) calculation
from 1 + 𝑧 = 10 down to 1 + 𝑧 = 4 by assuming three different reionization scenarios
and determining the total amount of energy deposited as ionization of HeII, IGM
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heating and continuum photons once reionization occurs.
We have also considered multiple detailed structure formation models in order
to accurately calculate the 𝑠-wave and 𝑝-wave annihilation rates. This modeling
accounts for the formation of DM haloes and their subhaloes, with abundance and
internal properties that are consistent with current cosmological simulations. It also
considers the uncertainties at the smallest scales (corresponding to low-mass haloes,
< 108 M⊙, devoid of gas and stars) that cannot be resolved in current simulations in a
full cosmological setting, but that are very relevant in predicting the annihilation rate
in the case of 𝑠-wave self-annihilation. This is particularly important at low redshifts:
at 𝑧 ∼ 10, the uncertainty in 𝜌2eff is ∼ 5 for the case of 𝑠-wave self-annihilation (see
Figure 5-2). On the other hand, for 𝑝-wave self-annihilation, the uncertainties in the
unresolved regime are irrelevant since the signal is dominated by massive haloes (see
Figure 5-3).
The integrated free electron fraction 𝑥𝑒(𝑧) and IGM mean temperature 𝑇𝑚(𝑧) were
both computed using a pair of coupled differential equations derived from a three-
level atom model, modified to include energy injection from DM. This simplified model
agrees well with RECFAST, and enables us to compute these two quantities and set
constraints across a large range of annihilation cross sections/decay lifetimes and DM
masses𝑚𝜒. For each process, we obtained constraints for different assumptions on the
redshift of reionization, structure formation prescriptions as well as 𝑇𝑚 constraints to
check the robustness of the constraints.
For 𝑠-wave annihilation, constraints from measurements on the CMB power spec-
trum and on the integrated optical depth 𝜏 rule out any possibility of DM contributing
significantly to reionization, with the CMB power spectrum constraints on ⟨𝜎𝑣⟩ being
approximately an order of magnitude stronger at a given 𝑚𝜒. The maximum allowed
value of ⟨𝜎𝑣⟩ can at most contribute to 2% of 𝑥𝑒 at reionization for 𝜒𝜒→ 𝑒+𝑒−, and
less than 0.1% for 𝜒𝜒 → 𝛾𝛾. These results are largely independent of reionization
redshift and structure formation prescription.
In the case of 𝑝-wave annihilation, the velocity suppression at early times greatly
relaxes the CMB constraints compared to 𝑠-wave annihilation, since the former are
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mainly dependent on the cross section immediately after recombination. However,
the sudden increase in energy deposition once structure formation becomes impor-
tant leads to a sharp rise in 𝑇IGM, making astrophysical measurements of 𝑇𝑚 at
redshifts 𝑧 ∼ 4 to 6 important. The most optimistic assumptions appear to allow for
significant contributions to reionization, but much of the allowed parameter space is
ruled out with the stricter 𝑇𝑚 constraint and earlier reionization. The sole exception
to this is in the channel 𝜒𝜒 → 𝑒+𝑒− with 𝑚𝜒 between 1MeV and 100MeV, but
this region is in turn ruled out by constraints from the photon flux from the galactic
diffuse background emission. Overall, we find that only a ∼ 0.1% contribution to
𝑥𝑒 at reionization is permitted for 𝑝-wave annihilation dominantly to 𝑒+𝑒− pairs; for
annihilation dominantly to photons, a ∼ 5% contribution is possible.
Finally, for DM decay, optical depth constraints rule out any large contribution
from decays into 𝛾𝛾, with the strongest bounds occurring for heavier DM (a contri-
bution to 𝑥𝑒 at the ∼ 10% level is viable for the lightest DM we consider, around
10 keV). Contributions at the 20-40% level from decays into 𝑒+𝑒− are possible for
𝑚𝜒 ∼ 10− 100MeV, 𝜏𝜒 ∼ 1025s and 𝑚𝜒 ∼ 1MeV, 𝜏𝜒 ∼ 1024s, with this result being
independent of our assumptions on the redshift of reionization.
Overall, we find that DM is mostly unable to contribute more than 10% of the free
electron fraction after reionization across most of the DM processes and annihilation
or decay products considered in this chapter, even after allowing for different structure
formation prescriptions, reionization scenarios and choice of constraint. The one
exception to this is found in 𝜒𝜒 → 𝑒+𝑒−, with a possible contribution of up to 40%
near 𝑚𝜒 = 100MeV. Figure 5-16 summarizes the maximum 𝑥𝑒 achievable prior to
reionization that is consistent with all of the constraints considered in this chapter.
With potential input from 21 cm tomography and improved measurements of the
IGM at large redshift and the CMB, we expect our understanding of the process of
reionization and the end of the cosmic dark ages to improve dramatically in the near
future. These future results may be sensitive to a contribution to reionization by
DM at well below the 10% level, and may serve as a good probe of the properties
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of DM.10 The continued relevance of DM to reionization and vice-versa serves as
strong motivation to improve on the results developed here. Future work may include
new ways to calculate 𝑓𝑐(𝑧) at 1 + 𝑧 ≤ 10 with greater accuracy by taking into
account the ionization and thermal history of the universe near reionization, as well
as understanding the potential impact of DM annihilation products on the haloes in
which they are generated, building on results from [356].
10See [355] for recent work in understanding the impact of DM annihilations on the 21 cm signal,
using methods that are similar to those used here.
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Figure 5-10: DM contribution to reionization for 𝜒𝜒 → 𝑒+𝑒− (left) and 𝜒𝜒 → 𝛾𝛾
(right) 𝑝-wave annihilation assuming a different reionization scenario. The color den-
sity plot shows the DM contribution to 𝑥𝑒 just prior to reionization at 𝑧 = 10,
with contours (black, dashed) shown for a contribution to 𝑥𝑒(𝑧 = 10) = 0.025%,
0.1%, 1%, 10% and 90% respectively. The regions ruled out by the benchmark 𝑇𝑚
constraint 𝑇𝑚(𝑧 = 4.80) < 10 000K assuming reionization at 𝑧 = 10. The red, dot-
dashed contour shows 𝑥𝑒(𝑧 = 6) = 10% and the dashed, bold orange contour shows
𝑇𝑚(𝑧 = 4.80) = 10 000K, both assuming reionization at 𝑧 = 6, for comparison: the
region above the IGM temperature contour is ruled out in this case. Note that the
10% line for reionization at 𝑧 = 6 lies close to the 1% line for reionization at 𝑧 = 10
in both cases.
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Figure 5-11: DM contribution to reionization for 𝜒𝜒 → 𝑒+𝑒− (left) and 𝜒𝜒 → 𝛾𝛾
(right) 𝑝-wave annihilation, together with limits from the galactic diffuse background.
The color density plot shows the DM contribution to 𝑥𝑒 just prior to reionization
at 𝑧 = 6, with contours (black, dashed) shown for a contribution to 𝑥𝑒(𝑧 = 6) =
0.025%, 0.1%, 1%, 10% and 90% respectively. These constraints are dependent on
the dispersion velocity 𝑣DM: we show the constraints obtained assuming that 𝑣DM =
100 kms−1 (red hatched region) and 20 kms−1 (orange hatched region). The 𝜒𝜒 →
𝑒+𝑒− constraints are obtained from [323, 351], while the 𝜒𝜒→ 𝛾𝛾 limits are from [352,
353].
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Figure 5-12: Integrated free electron fraction 𝑥𝑒 and IGM temperature 𝑇𝑚 for 𝜒→ 𝛾𝛾
decays (𝑚𝜒 = 100MeV) with (from bottom to top): no DM, 𝜏𝜒 = 1025 s, 1024 s and
1023s respectively. The CMB temperature is shown as a dashed line for reference. No
reionization is assumed.
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Figure 5-13: DM contribution to reionization for 𝜒 → 𝑒+𝑒− (left) and 𝜒 → 𝛾𝛾
(right) decays, benchmark scenario. The hatched regions correspond to parame-
ter space ruled out by the optical depth (red) and the IGM temperature constraint
𝑇𝑚(𝑧 = 4.80) < 10 000K (orange) respectively. The color density plot shows the DM
contribution to 𝑥𝑒 just prior to reionization at 𝑧 = 6, with contours (black, dashed)
shown for a contribution to 𝑥𝑒(𝑧 = 6) = 0.025%, 0.1%, 1%, 10% and 90% respec-
tively. We have also shown 𝑥𝑒(𝑧 = 10) = 10% when reionization occurs at 𝑧 = 10
(red, dot-dashed contour). The optical depth limits are similar in both reionization
scenarios, while the 𝑇𝑚 limits are similar between 100MeV and 10GeV, where they
are more constraining than the optical depth limits.
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Figure 5-14: DM contribution to reionization for 𝜒 → 𝑒+𝑒− decays, benchmark
scenario, including constraints from the galactic diffuse background (red contour,
hatched) derived from [323]. The color density plot shows the DM contribution to 𝑥𝑒
just prior to reionization at 𝑧 = 6, with contours (black, dashed) shown for a contri-
bution to 𝑥𝑒(𝑧 = 6) = 0.025%, 0.1%, 1%, 10% and 90% respectively. We have also
shown 𝑥𝑒(𝑧 = 10) = 10% when reionization occurs at 𝑧 = 10 (red, dot-dashed con-
tour) for comparison. The combined constraint from both optical depth 𝛿𝜏 < 0.044
and IGM temperature 𝑇𝑚(𝑧 = 4.8) < 10 000K (orange, dashed contour) is shown as
well, with regions below this contour ruled out. These limits are almost identical in
either reionization scenario.
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Figure 5-15: Integrated free electron fraction 𝑥𝑒 and IGM temperature 𝑇𝑚 for 𝜒 →
𝑒+𝑒− decays (𝑚𝜒 = 100MeV) with: (red) no DM; (blue) 𝜏𝜒 = 1.5× 1025 s with the
default 𝑓𝑐(𝑧); (orange) 1.5× 1025 s with 𝑓𝑐(𝑧) computed using 𝑥𝑒(𝑧) obtained from the
default 𝑓𝑐(𝑧) shown in blue. The green points and error bars show the observational
limits for 𝑥𝑒 near reionization [309]. The CMB temperature (bold, dashed line) and
𝑇𝑚(𝑧 = 4.8) = 10 000K (dashed line) are shown for reference. Reionization at 𝑧 = 6
is assumed.
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Figure 5-16: The maximum free electron fraction 𝑥𝑒 just prior to reionization consis-
tent with all constraints used in this chapter for 𝑠-wave annihilations (blue), 𝑝-wave
annihilations (yellow) and decays (green) into 𝑒+𝑒− (left) and 𝛾𝛾 (right).
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Chapter 6
Implications of a 21-cm Signal for
Dark Matter Annihilation and Decay
6.1 Introduction
Between thermal decoupling of baryons from the CMB and star formation at 𝑧 ∼ 20,
the universe can function as a sensitive calorimeter for exotic sources of energy injec-
tion. In the conventional ΛCDM model, the matter temperature 𝑇𝑚 and hydrogen
ionization fraction as a function of redshift are simple and well-understood [109, 111].
After recombination, Compton scattering between the residual free electrons and cos-
mic microwave background (CMB) photons keeps 𝑇𝑚 at the CMB temperature 𝑇CMB
down to 𝑧 ∼ 150. Subsequently, the energy transfer rate becomes too small to prevent
thermal decoupling, and soon after, 𝑇𝑚 is determined solely by adiabatic expansion,
evolving as 𝑇𝑚(𝑧) ∝ (1 + 𝑧)2. Deviations in temperature from this well-understood
standard history are thus a strong indication of new sources of heating or cooling in
the universe.
The recent measurement of an absorption profile at 78 MHz in the sky-averaged
spectrum by the Experiment to Detect the Global Epoch of reionization Signature
(EDGES) Collaboration [139] opens a new window into the cosmic dark ages, shedding
new light on the ionization and thermal history at precisely this period of interest.
Radiation with a frequency near the hyperfine transition of hydrogen illuminates
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neutral hydrogen clouds during this epoch, and gets absorbed as they redshift into the
transition frequency. The brightness temperature of the 21-cm hydrogen absorption
line relative to the background radiation is given by [357]
𝑇21(𝑧) ≈ 𝑥HI(𝑧)
(︂
0.15
Ω𝑚
)︂1/2(︂
Ω𝑏ℎ
0.02
)︂(︂
1 + 𝑧
10
)︂1/2 [︂
1− 𝑇𝑅(𝑧)
𝑇𝑆(𝑧)
]︂
23mK, (6.1)
where 𝑥HI is the neutral hydrogen fraction, Ω𝑚 and Ω𝑏 are the matter and baryon
energy density as a fraction of the critical density, ℎ is the Hubble parameter today in
units of 100 km s−1Mpc−1, and 𝑇𝑅(𝑧) is the effective temperature of the background
21-cm radiation at redshift 𝑧. 𝑇𝑆(𝑧), the spin temperature, determines the ratio
of neutral hydrogen in the higher-energy spin-triplet state to the lower-energy spin-
singlet state.
The expected value of 𝑇𝑆 as a function of redshift has been studied extensively
(see e.g. [358] for a review). At 𝑧 ∼ 30, we expect 𝑇𝑆 = 𝑇𝑅, with the radiation
temperature commonly assumed to be 𝑇CMB. Once the first stars start forming at
𝑧 ∼ 20 and begin to emit UV radiation, downward transitions from the spin-triplet to
the spin-singlet state through the Wouthuysen-Field effect [359–361] start to occur,
driving the spin temperature toward 𝑇𝑚. The combination of the background 21-cm
radiation, UV radiation from stars and collisional hyperfine excitation/de-excitation
ensures that well before reionization,
𝑇𝑚 . 𝑇𝑆 . 𝑇𝑅. (6.2)
A measurement of a negative 𝑇21(𝑧) at this time indicates that 𝑇𝑆 lies below 𝑇𝑅, and
also sets an upper bound on 𝑇𝑚 if 𝑇𝑅 is known.
The EDGES collaboration measured a strong 21-cm absorption trough in the
redshift range 14 < 𝑧 < 20, reporting a value of 𝑇21 at 𝑧 ∼ 17.2 of 𝑇21 = −500+200−500 mK
[362], with 99% confidence limits specified. This result, together with Eq. (6.2), sets
the following constraint on the matter and radiation temperature at 𝑧 = 17.2 at the
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99% confidence level:
𝑇𝑚
𝑇𝑅
(𝑧 = 17.2) . 0.105. (6.3)
Precise calculations of the temperature evolution after recombination assuming the
ΛCDM model [109, 111] give 𝑇𝑚(𝑧 = 17.2) ∼ 7K; however, assuming 𝑇𝑅 = 𝑇CMB in
Eq. (6.3), we obtain 𝑇𝑚 . 5.2K, which lies well below the expected value.
Since the publication of the EDGES result, this discrepancy has been explained
by either a colder-than-expected gas temperature or an additional source of 21-cm
photons at 𝑧 ∼ 20. In both cases, the effect is to reduce the expected value of the
ratio 𝑇𝑚/𝑇𝑅. Models with interactions between baryons and cold dark matter (DM)
with a Rutherford-like cross section have been explored [362] as a mechanism to
cool the gas, particularly in the context of millicharged DM models [363–366]. These
models have been shown to be highly constrained, with millicharged DM likely to only
make up a subdominant component of DM. Modifications to the redshift of thermal
decoupling of baryons from the CMB can also result in a cooler-than-expected gas
temperature. Such a scenario can occur due to an imbalance between the proton
and electron number densities [367] or early dark energy [368] (although the latter
scenario appears difficult to reconcile with other observations). The possibility that
interacting dark energy or other effects could modify the evolution of the Hubble
parameter and change the 21-cm brightness temperature was proposed in [369], but
the change to the Hubble parameter required at 𝑧 . 20 is large. Finally, models
which inject additional 21-cm radiation through light DM decays [365, 370] or radio
emission from black holes [371, 372] have been studied as a means of raising 𝑇𝑅.
In any model of DM, the annihilation and decay rates into Standard Model (SM)
particles are important quantities to understand. Models with DM-baryon scattering
are likely to imply the existence of DM annihilation to SM particles by crossing
symmetry, and these annihilation processes could potentially set the relic abundance
of DM via thermal freezeout at early times. Even if DM-baryon scattering does
not occur or is not strong enough to markedly affect the matter temperature, new
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constraints on annihilation and decay can be set using the information on the thermal
history provided by 21-cm measurements of this epoch.
Previous studies [120, 345, 373–375] have explored such constraints under the as-
sumption that there are no other modifications to the conventional thermal history.
However, any attempt to explain the EDGES result mandates the presence of addi-
tional effects, and such modifications could also be present even if the EDGES result
is not confirmed.
In this chapter, we will study the implications that a confirmed 21-cm absorption
measurement from 𝑧 ∼ 20 would have for DM annihilation and decay, in conjunction
with three general mechanisms that could deepen an absorption signal: (i) non-
standard recombination histories; (ii) baryon-DM scattering; and (iii) an additional
source of 21-cm photons at 𝑧 ∼ 20. We will use the EDGES result as a benchmark;
if it is confirmed, the forecast limits in this work can be applied as constraints on the
DM parameter space.
Throughout this chapter, all algebraic expressions will be written in natural units
with ~ = 𝑐 = 𝑘𝐵 = 1, and we adopt cosmological parameters that are equal to the
Planck 2015 TT,TE,EE+lowP central values [168].
6.2 Ionization and Thermal History
As we discussed in Chapter 1, we integrate Eq. (1.33) to obtain the thermal and
ionization histories in the presence of dark matter energy injection processes. The
injection rates are given by
(︂
𝑑𝐸
𝑑𝑉 𝑑𝑡
)︂inj
=
⎧⎪⎨⎪⎩𝑓
2
𝜒,ann𝜌
2
𝜒,0(1 + 𝑧)
6 ⟨𝜎𝑣⟩
𝑚𝜒
, annihilation,
𝑓𝜒,dec𝜌𝜒,0(1 + 𝑧)
3 1
𝜏
, decay,
(6.4)
where we have introduced 𝑓𝜒,ann and 𝑓𝜒,dec, the fraction of dark matter by mass density
that annihilates and decays respectively.
Fig. 6-1 shows the baseline history, as well as two examples with DM 𝑠-wave
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Figure 6-1: Example thermal (left) and ionization (right) histories, for𝑚𝜒 = 100 MeV.
The standard history (blue), with DM 𝑠-wave annihilation (⟨𝜎𝑣⟩ = 10−29cm3 s−1)
(orange), with DM decays (𝜏 = 1028 s) (green) and with DM-baryon Rutherford
scattering (red) are shown. The thermal history with an earlier redshift of thermal
decoupling at (1 + 𝑧)td = 500 (light purple) is also shown, with the CMB tempera-
ture (black, dashed) plotted for reference. The purple arrow indicates the EDGES
temperature limit.
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annihilation and decay. The EDGES upper limit on the matter temperature if we
take 𝑇𝑅 = 𝑇CMB in Eq. (6.3) is also indicated. We have also included two of the
new interactions that we will examine later: Rutherford-like interactions between the
dark sector and hydrogen, as well as a temperature history with early decoupling of
the photon and baryon temperatures. Throughout the chapter, no star-formation or
reionization models are included in this analysis: excluding these effects, which would
only raise the matter temperature near 𝑧 ∼ 20, leads to annihilation cross section or
decay lifetime limits that are less constraining and thus conservative. The impact
of 𝑠-wave annihilation becomes significantly enhanced beginning at 𝑧 ∼ 40 due to
structure formation, which greatly increases the local DM density. We discuss the
systematics associated with structure formation in Appendix D.1, and refer readers
to Chapter 7 for a proper treatment of reionization in such calculations.
The authors of [376] have recently pointed out that Lyman-𝛼 radiation at 𝑧 ∼ 20
is able to mediate a transfer of energy from the 21-cm CMB photons to the thermal
motion of the gas, providing an additional and significant source of heating during this
epoch. Although the inclusion of this effect would ultimately be important in setting
precise DM annihilation and decay constraints, we neglect this effect in this chapter,
and leave a proper treatment of this process to future work. This is consistent with our
omission of the process of reionization, and leads to limits that are less constraining
than they would be in a more complete treatment.
6.3 Additional 21-cm Sources
A large absorption trough can be explained by the existence of an additional 21-cm
source, which would raise 𝑇𝑅, the effective radiation temperature at a wavelength
of 21 cm at 𝑧 ∼ 17.2, above the CMB temperature. If 𝑇𝑅 is large enough so that
Eq. (6.3) is satisfied with 𝑇𝑚 & 7K, no additional sources of cooling are required to
explain the EDGES result. For 𝑇𝑚 = 7K, we require 𝑇𝑅 = 67K, compared to the
CMB temperature at this redshift, 𝑇CMB = 50K.
This required value of 𝑇𝑅 is large: since 𝑇𝑅 ≫ 𝜈21, where 𝜈21 = 1.42GHz is the
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Figure 6-2: Decay lifetime constraints with an additional 21-cm source with 𝜒→ 𝑒+𝑒−
(left) and 𝜒 → 𝛾𝛾 (right), as a function of 𝑚𝜒 and (𝑇𝑆/𝑇𝑅)obs/(𝑇𝑆/𝑇𝑅)EDGES × 𝑇𝑅.
Contour lines of constant minimum log10 𝜏 (in seconds) are shown.
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Figure 6-3: Annihilation cross section constraints with an additional 21-cm source
with 𝜒𝜒 → 𝑒+𝑒− (left) and 𝜒𝜒 → 𝛾𝛾 (right), as a function of 𝑚𝜒 and
(𝑇𝑆/𝑇𝑅)obs/(𝑇𝑆/𝑇𝑅)EDGES × 𝑇𝑅. Contour lines of constant maximum log10⟨𝜎𝑣⟩ (in
cm3 s−1) are shown. The green contour corresponds to the canonical relic abundance
cross section of 3× 10−26 cm3 s−1.
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hyperfine transition frequency, the effective temperature is directly proportional to
the intensity, and so the additional 21-cm source must have approximately 35% of
the intensity of the CMB at this frequency, at 𝑧 = 17.2. The additional source must
be confined to frequencies well below the peak of the CMB spectrum in order to be
consistent with FIRAS observations of the CMB blackbody spectrum in the present
day, which rule out distortions to the CMB spectrum greater than one part in 104–
105 for frequencies 60GHz and greater [377, 378]. It is interesting to note that the
ARCADE 2 experiment has reported a deviation from the CMB blackbody spectrum
in the (present day) 22MHz–10GHz range [379].
Models where such a strong photon emission comes directly from DM decay or
de-excitation run into stringent electroweak precision constraints [365], but models
where DM decays into dark photons which oscillate into 21-cm photons are viable,
and can provide an order one or larger contribution to the intensity compared to the
CMB [370]. This large temperature also cannot be explained by uncertainties in the
radio emission from astrophysical sources [362], but may be possible to explain with
optimistic black hole formation rates [372].
We shall therefore set constraints on DM annihilation and decay as a function of
𝑇𝑅, assuming that 1.3𝑇CMB . 𝑇𝑅 . 10𝑇CMB at 𝑧 = 17.2. If we take the EDGES 99%
confidence limit on 𝑇𝑚 shown in Eq. (6.3), this corresponds to gas temperatures in
the range 7K . 𝑇𝑚 . 50K at the same redshift. Lower values of 𝑇𝑅 lead to values
of 𝑇𝑚 that are below the standard matter temperature at this redshift, in which case
no additional heating would be allowed.
The evolution equations we solve are
?˙?𝑚 = ?˙?
(0)
𝑚 + ?˙?
𝜒
𝑚,
?˙?𝑒 = ?˙?
(0)
𝑒 + ?˙?
𝜒
𝑒 . (6.5)
Note that the CMB temperature used in these equations remains unchanged, as we do
not expect significant modifications to the overall energy density of the CMB. Since
the evolution equations are essentially the same as the TLA with DM annihilation or
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decay, these constraints are related to those derived in [380], but are broadly applica-
ble to measurements with 𝑇21 . −200mK, including the EDGES measurement. We
also use the structure formation prescription described in [117, 137], with the boost
factor included in 𝑓𝑐(𝑧), to account for any delayed deposition of energy.
Figs. 6-2 and 6-3 show the constraints on the minimum decay lifetime and max-
imum annihilation cross section with an additional source of 21-cm radiation. The
limits are presented as a function of 𝑚𝜒 and the ratio (𝑇𝑆/𝑇𝑅)obs/(𝑇𝑆/𝑇𝑅)EDGES×𝑇𝑅,
with (𝑇𝑆/𝑇𝑅)EDGES = 0.105 as given in Eq. (6.3); these limits can be rescaled if future
21-cm measurements alter or improve the measurement of (𝑇𝑆/𝑇𝑅)obs. The constraints
found in [380] for 𝑇21 = 100mK and 50mK are equivalent to the constraints obtained
with (𝑇𝑆/𝑇𝑅)obs = 0.26 and 0.41 respectively, and setting 𝑇𝑅 = 𝑇CMB at 𝑧 = 17.2.
Zoomed-in versions of these plots for lower temperatures are shown in Figs. D-1-D-2.
For a given measurement of 𝑇21, Eq. (6.3) permits a higher matter temperature
for larger values of 𝑇𝑅, which weakens the constraints that can be set. Taking the
observed EDGES measurement of 𝑇𝑆/𝑇𝑅, a radiation temperature of 𝑇𝑅 ∼ 100K
constrains the decay lifetime for 𝜒→ 𝑒+𝑒− to more than 1025 s across all DM masses,
which is significantly stronger than the existing Planck power spectrum limits [381].
Cross section constraints similarly strengthen considerably with respect to the Planck
limits for 𝑇𝑅 < 100K.
6.4 Non-Standard Recombination
As we saw in Chapter 1, thermal decoupling occurs when the Compton scattering rate
becomes comparable to the adiabatic cooling rate, marking the point where the matter
temperature transitions from 𝑇𝑚 ∝ (1 + 𝑧) to 𝑇𝑚 ∝ (1 + 𝑧)2. The standard redshift
of thermal decoupling without additional sources of heating or cooling (1 + 𝑧)td,0 is
therefore obtained by setting 2𝐻𝑇𝑚 = Γ𝐶𝑇𝑚, giving
(1 + 𝑧)td,0 ≈
[︂
45𝑚𝑒𝐻0
√
Ω𝑚
4𝜋2𝜎𝑇𝑥𝑒𝑇 4𝛾,0
]︂2/5
. (6.6)
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Substituting a value of 𝑥𝑒 = 3× 10−4, a typical value for 𝑥𝑒 during the dark ages, we
get (1 + 𝑧)td,0 ≈ 155.
In non-standard models of recombination, the ionization history can be altered in
such a way that the 𝑥𝑒 evolution equation Eq. (1.28) is modified while leaving the
temperature evolution unchanged; this can happen, for example, if the background
radiation at energies on the order of the ionization potential for hydrogen deviates
significantly from a blackbody distribution during recombination [382]. Another ex-
ample will be discussed in Sec. 6.5: if a small fraction of DM couples strongly to
baryons, it can act as an additional heat sink and likewise modify the ionization and
thermal history. Other mechanisms for early thermal decoupling, which have been
recently proposed to explain the EDGES measurement, include the influence of early
dark energy [368], or charge sequestration [367], where the number density of protons
and electrons are unequal owing to the presence of an additional dark charged species.
In this work, we remain agnostic as to the cause of early decoupling, parametrizing
it by the modified redshift of decoupling.
While the ionization history in such a situation would be model-dependent, once
thermal decoupling occurs, the evolution of the thermal history without DM energy
injection is completely specified by ?˙?𝑚 = −2𝐻𝑇𝑚. The full evolution equation that
we will thus solve is
?˙?𝑚 = −2𝐻𝑇𝑚 + ?˙? 𝜒𝑚 (6.7)
starting from the redshift of thermal decoupling. In reality, the non-zero value of 𝑥𝑒
would still provide some additional Compton heating, but limits set by ignoring this
effect are less constraining and thus conservative.
These modifications to the thermal history can therefore be parametrized by the
redshift of decoupling (1 + 𝑧)td. An earlier redshift of decoupling, occurring when
the condition specified in Eq. (6.6), results in a lower temperature at later times:
The EDGES result can be explained, for example, by a modified ionization and
thermal history of this sort [139]. Without considering specific models for increasing
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(1 + 𝑧)td, we can set constraints on DM energy injection processes as a function of
this quantity, as long as heating from these processes are unimportant relative to
adiabatic expansion prior to thermal decoupling.
Fig. 6-4 shows the constraints set on the decay lifetime of a DM particle 𝜒 decaying
to 𝑒+𝑒− and 𝛾𝛾 respectively as a function of (1 + 𝑧)td, for different possible values
of 𝑇𝑚 at 𝑧 = 17.2. For temperatures below 7 K, the temperature for standard
recombination, thermal decoupling must occur at a sufficiently high redshift before
adiabatic cooling can bring 𝑇𝑚 to that value. For the EDGES value of 5.2 K, this
corresponds to (1 + 𝑧)td ∼ 175; additional heating from DM energy injection is only
allowed when the thermal decoupling occurs above this value.
Once (1+𝑧)td exceeds the critical value for sufficient cooling, the constraints on the
minimum decay lifetime depends only weakly on (1 + 𝑧)td. To understand this, note
that if the baryon temperature in the absence of heating is well below the observed
temperature limit, then the temperature including heating is solely determined by the
energy injection rate, and is relatively independent of the baseline baryon temperature
without heating and hence (1 + 𝑧)td.
With 𝑇𝑚(𝑧 = 17.2) = 5.2 K, the constraints set by this temperature measurement
for𝑚𝜒 = 100 MeV is ∼ 5×1027 s for decays to 𝑒+𝑒− and ∼ 1025 s for 𝛾𝛾, which is both
at least an order of magnitude stronger than limits set by the Planck CMB power
spectrum measurement [381]. These limits are valid assuming only no additional
sources of cooling for the matter temperature after thermal decoupling.
Fig. 6-5 shows a similar plot for the constraints on the annihilation cross section,
with the main features of these constraints being similar to the result for decays. The
constraints set by 𝑇𝑚(𝑧 = 17.2) = 5.2 K are once again stronger than the current
Planck constraints [168, 169] by about an order of magnitude, with little dependence
on (1 + 𝑧)td.
Fig. 6-6 shows the constraints for several decay and annihilation channels into
SM particles for the case where (1 + 𝑧)td = 500, and 𝑇𝑚(𝑧 = 17.2) = 5.2 K. These
constraints apply across a large range of (1 + 𝑧)td & 250 due to the weak depen-
dence on (1 + 𝑧)td. To obtain these constraints, electron and photon spectra were
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Figure 6-4: Decay lifetime constraints for non-standard recombination as a function
of the redshift of thermal decoupling, with 𝜒 → 𝑒+𝑒− (left) and 𝜒 → 𝛾𝛾. In both
plots, we show the limits for 100 MeV (red), 10 GeV (orange) and 1 TeV (blue) DM,
assuming a measured upper limit on the matter temperature at 𝑧 = 17.2 of 3.0 K
(dashed), 5.2 K (solid) and 7.0 K (dot-dashed). The 5.2K value corresponds to the
EDGES limit.
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Figure 6-5: Annihilation cross section constraints for non-standard recombination as
a function of the redshift of thermal decoupling, with 𝜒𝜒→ 𝑒+𝑒− (left) and 𝜒𝜒→ 𝛾𝛾.
In both plots, we show the limits for 100 MeV (red), 10 GeV (orange) and 1 TeV (blue)
DM, assuming a measured upper limit on the matter temperature at 𝑧 = 17.2 of 3.0
K (dashed), 5.2 K (solid) and 7.0 K (dot-dashed). The 5.2K value corresponds to the
EDGES limit.
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Figure 6-6: Minimum decay lifetime (left) and maximum annihilation cross section
(right) constraints for non-standard recombination as a function of the redshift of
thermal decoupling for several SM channels. In both plots, (1 + 𝑧)td = 500, and
𝑇𝑚(𝑧 = 17.2) = 5.2 K.
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computed using the PPPC4DMID [113], and the corresponding 𝑓𝑐(𝑧) computed by tak-
ing an energy-weighted sum of the spectra [169]. The behavior of these limits are
set mainly by the ability of the secondary photons and electrons of these decays to
heat baryons at 𝑧 ∼ 20. The universe between 𝑧 ∼ 20 and recombination is mostly
transparent to high energy photons, which explains the relatively weak constraints
for 𝜒 → 𝛾𝛾. The limits of the other channels relative to 𝜒 → 𝑒+𝑒− weaken when
more neutrinos are produced during the cascade, and strengthen when soft electron-
s/positrons with energy ∼ 100MeV are produced: electrons and positrons in this
energy range are particularly effective at depositing their energy into baryons during
this epoch [137, 381].
6.5 Rutherford Cooling
6.5.1 Evolution Equations
To ensure that the matter temperature at 𝑧 ∼ 17 satisfies Eq. (6.3) while taking
𝑇𝑅 = 𝑇CMB, several groups [362–366] have examined the possibility of a new DM-
baryon or DM-electron scattering cross section that has a Rutherford-like behavior,
i.e. 𝜎 = 𝜎0𝑣−4. This interaction may occur between only a fraction of DM and the
SM. Both the difference in temperature between matter and DM as well as their bulk
relative velocity 𝑉𝜒𝑏 from earlier DM clustering can affect 𝑇𝑚, which evolves according
to [363, 383]
?˙? 𝑐𝑚 =
∑︁
𝑗
2
3(1 + 𝑓He + 𝑥𝑒)𝑛H
𝑓𝜒,int𝜌DM𝜌𝑗
(𝑚𝜒 +𝑚𝑗)2
𝜎0,𝑗
𝑢𝑗
[︃√︂
2
𝜋
𝑒−𝑟
2
𝑗 /2
𝑢2𝑗
(𝑇𝜒 − 𝑇𝑚) +𝑚𝜒𝐹 (𝑟𝑗)
𝑟𝑗
]︃
,
(6.8)
where the sum is over all species 𝑗 that can interact with the DM: this may be over
all baryons [362], or over free protons and electrons in millicharged DM models [363].
𝜌DM and 𝜌𝑗 are the mass densities of all DM and species 𝑗 respectively, with 𝑓𝜒,int
being the fraction of DM interacting with the SM by mass. 𝑚𝜒 and 𝑇𝜒 is the mass
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and temperature of the interacting DM respectively, 𝑢𝑗 ≡ (𝑇𝑚/𝑚𝑗 +𝑇𝜒/𝑚𝜒)1/2 is the
thermal sound speed of the DM-𝑗 fluid, and 𝑟𝑗 ≡ 𝑉𝜒𝑏/𝑢𝑗. The function 𝐹 (𝑟) is
𝐹 (𝑟) ≡ erf
(︂
𝑟√
2
)︂
−
√︂
2
𝜋
𝑒−𝑟
2/2𝑟. (6.9)
To solve for the full evolution, we must also evolve the temperature of the inter-
acting DM [383],
?˙?𝜒 = −2𝐻𝑇𝜒 +
∑︁
𝑗
2
3
𝑚𝜒𝜌𝑗
(𝑚𝜒 +𝑚𝑗)2
𝜎0,𝑗
𝑢𝑗
[︃√︂
2
𝜋
𝑒−𝑟
2
𝑗 /2
𝑢2𝑗
(𝑇𝑚 − 𝑇𝜒) +𝑚𝑗𝐹 (𝑟𝑗)
𝑟𝑗
]︃
, (6.10)
as well as the bulk relative velocity [363]
?˙?𝜒𝑏 = −𝐻𝑉𝜒𝑏 −
(︂
1 +
𝑓𝜒,int𝜌DM
𝜌𝑏
)︂∑︁
𝑗
𝑚𝑗𝑛𝑗𝜎0,𝑗
𝑚𝜒 +𝑚𝑗
𝐹 (𝑟𝑗)
𝑉 2𝜒𝑏
. (6.11)
When 𝑓𝜒,int < 1, Eq. (6.10) assumes that the interacting component of DM has a
temperature that is separate from the rest of the dark sector; relaxing this assumption
would mean that the energy flow into the dark sector is distributed among more
particles, with the exact effect on the thermal history determined by the masses of
both the interacting and non-interacting components.
To set constraints on DM energy injection in the presence of this scattering process,
the full set of rate equations which should be integrated are Eqs. (6.10), (6.11),
together with
?˙?𝑚 = ?˙?
(0)
𝑚 + ?˙?
𝜒
𝑚 + ?˙?
𝑐
𝑚,
?˙?𝑒 = ?˙?
(0)
𝑒 + ?˙?
𝜒
𝑒 . (6.12)
For simplicity, we will restrict our discussion to the case of DM-hydrogen scattering
(both neutral and ionized, with no scattering on helium or free electrons) until we
discuss the millicharged DM model, where scattering occurs between DM and free
charged particles. From a model building perspective, the existence of a DM-baryon
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interaction with a Rutherford-like scattering cross section is hard to accomplish with-
out invoking millicharged DM or introducing a new long-range force; the latter sce-
nario is extremely constrained by fifth force experiments [384, 385], and the former
leads to scattering on charged particles rather than neutral hydrogen. However, con-
straints on DM-hydrogen interactions from the CMB power spectrum [386–390] or
from forecasts of 21-cm measurements [383] have been derived for a range of velocity-
dependent cross sections, including Rutherford scattering, and it is informative to
compare our constraints with the existing literature.
6.5.2 Weak and Strong Coupling Regimes
The magnitude of 𝜎0 determines how tightly coupled the interacting DM and neutral
hydrogen are. In the weakly coupled regime, the DM temperature 𝑇𝜒 remains well
below the matter temperature 𝑇𝑚, and the interacting DM component is able to
collapse into structures well before recombination, leading to a non-zero bulk relative
velocity 𝑉𝜒𝑏. However, for a sufficiently large 𝜎0, the temperature of the interacting
DM becomes close to the matter temperature, and collapse into structures becomes
impossible. For 𝑓𝜒,int = 1, i.e. all of the DM interacts with the SM, this scenario
is highly constrained by the damping effect this would have on the CMB power
spectrum [388–391]. However, a subdominant component (𝑓𝜒,int . 0.01) of DM can
have significant interactions with the SM at recombination without contradicting
precision CMB measurements: the interacting DM component would essentially be
an additional, small contribution to the baryon fluid, while leaving structure formation
due to the bulk of DM unaffected [392].
In the weak-coupling regime, the interacting component of DM remains cold and
collapses efficiently, and 𝑉𝜒𝑏 is expected to have an rms velocity of 29 km s−1 at photon
decoupling, 𝑧 = 1010, the value expected for cold, non-interacting DM [393]. From
Eq. (6.8), while 𝑇𝑚 ≫ 𝑇𝜒, the effect of a non-zero value of 𝑉𝜒𝑏 is generally to increase
𝑇𝑚. This additional source of heating forces the energy injection from DM annihi-
lation or decay to be smaller than if we set 𝑉𝜒𝑏 = 0, leading to tighter cosmological
constraints. For the rest of the results in this section, we will show only results with
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𝑉𝜒𝑏 = 0, which leads to the most robust constraints: the effect of fully evolving 𝑉𝜒𝑏
starting at a non-zero value at recombination will be shown in Appendix D.1. We
integrate Eqs. (6.10) to (6.12), with 𝑇𝜒 = 0, 𝑇𝑚 = 𝑇CMB and 𝑥𝑒 = 1 starting from
before recombination.
In the strong-coupling regime, the interacting component of DM is in thermal
equilibrium with baryons and the CMB, and cannot collapse into structures. In this
case, 𝑉𝜒𝑏 = 0 at the point of recombination, and the strong coupling between the two
sectors ensures 𝑇𝑚 = 𝑇𝜒 throughout. We can therefore integrate Eq. (6.10) and (6.12),
with 𝑇𝜒 = 𝑇𝑚 = 𝑇CMB and 𝑥𝑒 = 1 starting from before recombination, with 𝑉𝜒𝑏 = 0.
We delineate the two regimes by requiring the rate of DM heating due to DM-
hydrogen scattering to be larger than 𝐻𝑇𝜒 at recombination in the strong-coupling
limit, so that DM and baryons remain at the same temperature at this point. This
leads to the criterion
𝜎strong0 &
𝐻
𝑛𝐻
(𝑚𝜒 +𝑚𝑝)
2
𝑚𝜒𝑚𝑝
(︂
𝑇CMB
𝑚𝑝
+
𝑇CMB
𝑚𝜒
)︂3/2
(6.13)
at recombination for strong coupling to be valid, and we take the weak-coupling
regime to be 𝜎0 < 0.1𝜎strong0 .
6.5.3 CMB Power Spectrum Limits
DM annihilation and decay during the cosmic dark ages increase the residual ioniza-
tion of the universe after recombination as compared to the standard history, and
this change to the ionization history can be constrained by considering its impact on
the CMB power spectrum. The presence of an additional source of cooling of the
matter temperature, however, also modifies the ionization history during this time.
If the rate of cooling is sufficiently large to decouple baryons from the CMB at a time
earlier than (1 + 𝑧)td,0 given in Eq. (6.6), then 𝑇𝑚 becomes smaller than expected,
which in turn increases the recombination rate, decreasing the residual ionization.
Fig. 6-7 shows an example of the change in ionization history with respect to
the standard ionization history. We have chosen an annihilation cross section for
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Figure 6-7: The change in ionization histories for 𝜒𝜒→ 𝛾𝛾 annihilation, with (yellow)
and without (blue) Rutherford cooling, with respect to the standard ionization history
(with no DM energy injection), 𝑥𝑒,std. Here, 𝑚𝜒 = 100 keV and 𝑓𝜒,int = 0.01. The
chosen value of ⟨𝜎𝑣⟩ = 6.6× 10−32 cm3 s−1 is the maximum allowed from the Planck
CMB limits in the absence of scattering; this scenario with scattering may evade these
limits.
𝜒𝜒→ 𝛾𝛾 that is naively ruled out by the Planck CMB limits. Due to the presence of
Rutherford cooling, however, the ionization at 𝑧 ∼ 600 (𝑧 ∼ 300) relative to the stan-
dard history is reduced by a factor of 2 (more than 10). Since the 𝑠-wave annihilation
and decay constraints from the CMB power spectrum are most sensitive to energy
injection at 𝑧 ∼ 600 and 𝑧 ∼ 300 respectively [381], we conclude that the CMB power
spectrum constraints on energy injection during this epoch can be significantly relaxed
if additional sources of cooling lead to thermal decoupling of baryons during or before
these redshifts.
To estimate when thermal decoupling of baryons occurs in the presence of Ruther-
ford cooling, we can compare the heat transfer rate due to cooling from DM to the
Compton scattering term. For DM-hydrogen scattering, this gives the following con-
dition for thermal decoupling to occur at (1 + 𝑧)td:
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Figure 6-8: Thermal (left) and ionization (right) histories with 𝜒𝜒→ 𝑒+𝑒− annihila-
tion and Rutherford cooling, 𝑚𝜒 = 30 MeV and 𝑓𝜒,int = 0.01. The standard history
(blue, dotted), DM annihilation only with ⟨𝜎𝑣⟩ = 10−30 cm3 s−1 (orange), and DM
annihilation and DM-baryon Rutherford scattering with 𝜎0 = 10−38 cm2 (green) are
shown. The DM temperature evolution (red), CMB temperature (black, dashed) and
the EDGES temperature limit (purple arrow) are also shown.
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𝜎0,td . 𝜎𝑇 (1 + 𝑧)5/2td
𝑥𝑒
𝑓𝜒,int
[︃
𝑇
11/2
CMB,0𝑚
2
𝜒
𝜇2𝜒𝑝𝑚
1/2
𝑝 𝑚𝑒𝜌DM,0
]︃
, (6.14)
where 𝜇𝜒𝑝 is the reduced mass of DM and protons, 𝑇CMB,0 is the CMB temperature
today, and 𝜌DM,0 is the DM density today. Numerically,
𝜎0,td .
(︂
𝑚𝜒
𝜇𝜒𝑝
)︂2(︂
(1 + 𝑧)td
600
)︂5/2
10−40 cm2
𝑓𝜒,int
, (6.15)
where we have taken 𝑥𝑒 ≈ 3 × 10−4. Thus, for (1 + 𝑧)td = 300 and (1 + 𝑧)td = 600,
the CMB power spectrum constraints for decays and 𝑠-wave annihilation may become
inapplicable for 𝜎0 > 𝜎0,td due to the enhanced recombination from cooling at these
redshifts. A sufficiently large 𝑇𝜒 can relax this condition, but we neglect this effect;
CMB constraints on all plots are therefore only shown in regions where their validity
is assured. A comprehensive study of how CMB constraints on DM annihilation relax
under these circumstances is left to future work.
6.5.4 Weak Coupling Results
Fig. 6-8 shows a typical ionization and temperature history in the weak-coupling
limit with both cooling and DM annihilation. Thermal decoupling of matter from
the CMB occurs slightly earlier than (1 + 𝑧)td ∼ 155 due to the additional cooling,
but not significantly earlier. Since the matter temperature is locked to the radiation
temperature until well after 𝑧 ∼ 600, the ionization history, even in the presence of
DM annihilation, differs very little from the expected history without cooling. As a
result, constraints on 𝑠-wave annihilation set by the CMB spectrum, which is most
sensitive to energy injection at 𝑧 ∼ 600, are still applicable.
Fig. 6-9 shows the constraints for DM decays to 𝑒+𝑒− and 𝛾𝛾 respectively as a
function of 𝜎0 for DM-hydrogen scattering in the weak coupling limit (set by the
dashed lines), for the case where 𝑓𝜒,int = 0.01 and 𝑓𝜒,dec = 1. We also assume that
the decaying DM component has the same mass as the interacting DM for simplicity.
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The CMB power spectrum constraints are shown up to 𝜎0 = 𝜎0,td, after which the
constraints may not be applicable. Even without any energy injection from decay, a
minimum scattering cross section of 𝜎0 ∼ 10−40 cm2 is required for sufficient cooling
to bring 𝑇𝑚 down to 5.2 K, absent any additional heat source. This minimum value
is marked by the vertical contours of constant 𝜎0 at large decay lifetimes. Over a
large range of 𝜎0, the temperature constraint set by the EDGES 21-cm measurement
is more constraining than the CMB limits for parts of parameter space. For 10 - 100
keV DM decaying to photons, thermal decoupling as given in Eq. (6.15) occurs earlier
than 𝑧 ∼ 300 even in the weak coupling regime, and at large scattering cross sections,
only the temperature measurement can effectively constrain the decay lifetime.
Fig. 6-10 shows similar constraints on the 𝑠-wave annihilation cross section. The
temperature limits in both cases are relatively insensitive to the actual value of 𝑇𝑚 at
𝑧 ∼ 20. The exact value of 𝑇𝑚 sets the minimum scattering cross section for cooling
with no energy injection, but at higher cross sections/shorter decay lifetimes, the
constraints are essentially set by having the large amount of heating almost entirely
cancelled by Rutherford cooling.
Analogous plots for the case where 𝑓𝜒,int = 1 are shown in Figs. D-5 and D-6 in
Appendix D.2.
6.5.5 Strong Coupling Results
The ionization history with both cooling and DM annihilation in the strong-coupling
limit, on the other hand, exhibits important differences from the history with no cool-
ing, especially when the interacting component of DM is light. Since the transfer of
energy between baryons and the interacting DM is efficient, Compton heating from
the CMB must also be able to efficiently heat all of the interacting DM particles in
order to keep the matter temperature at the CMB temperature. The additional heat-
ing needed means that thermal decoupling between the CMB and baryons can occur
at a much higher redshift, if the DM mass is sufficiently light. After decoupling, since
𝑇𝑚 = 𝑇𝜒, Eq. (6.8) shows that both of these temperatures simply evolve through
adiabatic cooling in the absence of DM energy injections. The strong-coupling limit
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Figure 6-9: Rutherford cooling constraints on the minimum decay lifetime for 𝜒 →
𝑒+𝑒− (left) and 𝜒 → 𝛾𝛾 (right) from the matter temperature 𝑇𝑚(𝑧 = 17.2) =5.2
K (solid), 𝑓𝜒,int = 0.01. Limits from the Planck measurement of the CMB power
spectrum are also shown up to 𝜎0 = 𝜎0,td(𝑧 = 300) (dotted), together with the
maximum scattering cross sections for the weak coupling limit to hold (dashed). The
vertical part of the contours marks the minimum value of 𝜎0 required to cool the gas
down to 5.2K in the absence of any source of energy injection.
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Figure 6-10: Rutherford cooling 𝑠-wave annihilation constraints for 𝜒𝜒→ 𝑒+𝑒− (left)
and 𝜒𝜒 → 𝛾𝛾 (right) from the matter temperature 𝑇𝑚(𝑧 = 17.2) = 5.2 K (solid),
𝑓𝜒,int = 0.01. Limits from the Planck measurement of the CMB power spectrum are
also shown up to 𝜎0 = 𝜎0,td(𝑧 = 600) (dotted), together with the maximum scattering
cross section for the weak coupling limit to hold (dashed). The vertical part of the
contours marks the minimum value of 𝜎0 required to cool the gas down to 5.2K in
the absence of any source of energy injection.
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therefore reduces to a non-standard recombination history with early thermal decou-
pling, discussed in Sec. 6.4.
We can obtain the redshift of thermal decoupling between photons and the coupled
baryon-DM fluid by replacing the Compton heating term in Eq. (1.28) and (1.29) by
Γ𝐶 → Γ𝐶 𝑛H
𝑛H + 𝑛𝜒
, (6.16)
since energy from Compton heating must be redistributed into the dark sector as
well. This gives
(1 + 𝑧)strongtd ≈
[︂
45𝑚𝑒𝐻0
√
Ω𝑚
4𝜋2𝜎𝑇𝑥𝑒𝑇 4𝛾,0
(︂
1 +
𝑓𝜒,int𝜌𝜒
𝑛H𝑚𝜒
)︂]︂2/5
≈ 155
(︂
1 + 5𝑓𝜒,int
𝑚𝑝
𝑚𝜒
)︂2/5
, (6.17)
with the redshift of thermal decoupling being independent of the scattering cross
section. Note that we limit (1 + 𝑧)strongtd to a maximum value of 1090, corresponding
to the redshift of recombination, since thermal decoupling cannot occur before that,
owing to the strong coupling between the fully ionized plasma and the CMB. In the
limit of strong coupling, the exact details of how this coupling comes about is not
important in determining the thermal and ionization history of the baryons.
For a given ⟨𝜎𝑣⟩, the heating rate of baryons in the presence of a strongly-coupled
DM is less than without DM, since some amount of the heating is transferred to the
dark sector. If 𝑥𝑒 is small, we can account for this difference by replacing
⟨𝜎𝑣⟩ → 𝑛H
𝑛H + 𝑛𝜒
⟨𝜎𝑣⟩, (6.18)
and similarly for 1/𝜏 with decays. The constraints for the strong coupling limit can be
easily determined from the non-standard recombination constraints: if ⟨𝜎𝑣⟩max,(1+𝑧)td
is the maximum annihilation cross section from early thermal decoupling at redshift
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(1 + 𝑧)td, then the corresponding constraint from the strong coupling limit is
⟨𝜎𝑣⟩max,strong =
(︂
1 +
𝑓𝜒,int𝜌𝜒
𝑛H𝑚𝜒
)︂
⟨𝜎𝑣⟩max,(1+𝑧)strongtd
≈
(︂
1 + 5𝑓𝜒,int
𝑚𝑝
𝑚𝜒
)︂
⟨𝜎𝑣⟩max,(1+𝑧)strongtd . (6.19)
This has been explicitly checked by directly solving Eqs. (6.10) and (6.12) with 𝑉𝜒𝑏 =
0.
6.5.6 Millicharged DM
We now turn our attention to the millicharged DM model discussed in [363, 364],
focusing on the case where 𝑓𝜒,int = 0.01, which evades the DM-baryon scattering
CMB limits. We emphasize that we only allow the millicharged DM to scatter off
free electrons and protons. The charge of the proton in neutral hydrogen is screened
throughout the cosmic dark ages from any millicharged DM, since the typical momen-
tum transfer between DM and neutral hydrogen lies well below the Bohr momentum
of the electron in a hydrogen atom.
For DM masses of interest (& 1 MeV), a symmetric, Dirac fermion1 millicharged
DM has an unavoidable 𝑠-wave annihilation channel into 𝑒+𝑒−, with a velocity-
averaged cross section given by
⟨𝜎𝑣⟩ = 𝜋𝛼
2
EM𝜖
2
𝑚2𝜒
√︃
1− 𝑚
2
𝑒
𝑚2𝜒
(︂
1 +
𝑚2𝑒
2𝑚2𝜒
)︂
, (6.20)
where 𝜖 is the charge of the millicharged DM, and 𝛼EM is the electromagnetic fine-
structure constant. The tree-level annihilation to 𝛾𝛾 also exists, but this is suppressed
by a factor of 𝜖2 relative to the annihilation to 𝑒+𝑒− and can be safely neglected.
Raising 𝜖 therefore both increases the rate of DM-baryon scattering and the rate of
DM annihilation to electrons, and the opposing effects on 𝑇𝑚 should be properly taken
1The cross section for annihilation of complex scalars to 𝑒+𝑒− pairs is 𝑝-wave suppressed, and
while 𝑝-wave annihilation also leads to significant heating at 𝑧 ∼ 20, we defer a proper treatment of
this process to future work.
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Figure 6-11: Constraints on the millicharged DM, with an additional source of DM
decay (upper panels) or annihilation (lower panels) to 𝑒+𝑒− (left panels) and 𝛾𝛾 (right
panels), with 𝑓𝜒,dec = 0.99 and 𝑓𝜒,ann = 0.01 respectively. The region of parameter
space ruled out by changes to 𝑁eff from the CMB power spectrum measurement (red)
is shown. Charges 𝜖 that are not large enough for efficient cooling of baryons (green,
below) or so large that excess heating occurs at 𝑧 ∼ 20 are excluded. Contours of
constant minimum log10 𝜏 in seconds for decay and maximum log10⟨𝜎𝑣⟩ in cm3 s−1 so
that 𝑇𝑚(𝑧 = 17.2) < 4 K are drawn.
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into account when considering the viability of this model. Since annihilation takes
place between Dirac millicharged particles, the annihilation rate given in Eq. (5.43)
must have the additional factor of 1/2.
Fig. 6-11 show a plot of the 𝑚𝜒 − 𝜖 parameter space of this model with several
relevant constraints. Sufficiently light millicharged DM remains in thermal equilib-
rium with electrons and photons until after neutrinos decouple from the SM, altering
the 𝑁eff measurement from the CMB power spectrum [185]. Since the irreducible
annihilation to 𝑒+𝑒− heats the baryons, by requiring 𝑇𝑚(𝑧 = 17.2) ≤ 4K,2 we can
set an upper limit of 𝜖 . 5 × 10−5, cutting the remaining parameter space down to
a narrow window between 𝑚𝜒 ∼ 10 − 100 MeV and 𝜖 ∼ 5 × 10−6 to 5 × 10−5. The
region of parameter space that is ruled out is labeled “Excess Heating” in Fig. 6-
11, and is a new constraint set for the first time on this model. These limits are
stronger than the conventional CMB power spectrum limits, since at large values of
𝜖, DM and baryons become strongly coupled early on, and the temperature evolution
is mostly dominated by adiabatic cooling until structure formation; once structure
formation starts, a small perturbation on the order of a few kelvins from millicharged
DM annihilation to 𝑒+𝑒− is all that is required to raise the temperature above the
EDGES measurement. Other experimental constraints set by the SLAC millicharge
experiment [394] and observations of the cooling of SN1987a [395] set limits that are
already ruled out by a combination of the two limits shown, and have been left out.
We now consider an additional source of DM-related energy injection through 𝑠-
wave annihilation or decay. This need not come from annihilation or decay of the
millicharged DM itself; in principle, other particles in the dark sector could contribute
such an energy injection. However, the existence of an additional annihilation channel
for the millicharged DM could potentially allow it to obtain its correct relic abundance
through thermal freezeout, since the cross section of the irreducible annihilation to
𝑒+𝑒− is too small in the allowed region for this to happen.
We set 𝑓𝜒,ann = 0.01 in Eq. (6.4) when including a new source of energy injection
from annihilation. If the millicharged DM has an additional annihilation channel, the
2We choose 4 K in this section for consistency with existing results in the literature.
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contours set an upper limit on the annihilation cross section of this channel. These
results can also be rescaled for other values of 𝑓𝜒,ann, which may be useful for models
where the dominant component of DM has an annihilation channel to the SM instead,
assuming the dominant component has the same mass as the millicharged component.
For decays, since the millicharged DM is expected to be stable, we choose 𝑓𝜒,dec = 0.99
corresponding to the remaining, dominant component of DM; the constraints would
apply to decays of this component into the SM.
For 𝑠-wave annihilation, we find that ⟨𝜎𝑣⟩ . 2×10−25 cm3 s−1 for 𝜒𝜒→ 𝑒+𝑒− and
⟨𝜎𝑣⟩ . 7×10−24 cm3 s−1 for 𝜒𝜒→ 𝛾𝛾. Since the cross section to produce the correct
relic abundance of the millicharged DM with 𝑓𝜒,int = 0.01 is ⟨𝜎𝑣⟩ ∼ 6×10−24 cm3 s−1,
it is unlikely that any additional source of 𝑠-wave annihilation to 𝑒+𝑒− (on top of the
irreducible 𝑠-channel annihilation through the SM photon) can produce the correct
relic abundance while remaining consistent with the EDGES 𝑇𝑚 measurement at
𝑧 ∼ 20. There is a small parameter space allowed for annihilation to photons to get
the correct relic abundance without late-time suppression, but this requires a small
branching ratio to electrons at the same time.
6.6 Conclusion
We have computed the constraints that can be set on annihilating/decaying DM by
a measurement of the 21-cm line of neutral hydrogen from the end of the cosmic dark
ages. The recent claimed observation of an absorption trough by EDGES motivates
the inclusion of some mechanism beyond the simplest scenario to explain the unex-
pectedly low inferred gas temperature; however, even if a future experiment found
a weaker absorption signal, such additional mechanisms could still potentially be
present and should be included to obtain conservative constraints.
We have considered three general scenarios that could weaken constraints from 21-
cm observations on exotic energy injection from heating in the cosmic dark ages: (1)
additional radiation backgrounds in the frequency range surrounding 21-cm, (2) non-
standard recombination allowing the gas to decouple thermally from the CMB earlier,
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and (3) cooling of the gas through DM-baryon scattering. We have demonstrated
that the strong-coupling limit of scenario (3) implements scenario (2) as a corollary,
and that scenario (3) can generically weaken previously studied constraints on exotic
energy injections from modifications to the ionization history during the cosmic dark
ages.
We have mapped out the constraints on DM annihilation/decay in these three
scenarios. We have found that in cases (2) and (3), there is an asymptotic behavior
where the constraints become nearly independent of the redshift of decoupling (in case
(2)) or the interaction cross section (in case (3)) for sufficiently early decoupling/large
cross sections (see Fig. 6-4 and 6-5). In these scenarios, we can thus present robust
constraints that do not depend on the exact redshift of decoupling in case (2) or the
size of the cross section in case (3).
In the case where a small fraction of light DM (below 100 MeV) is millicharged
and scatterings on this component are responsible for cooling of the gas, we have
demonstrated that if this component has additional annihilation channels sufficient
to obtain its relic density through thermal freezeout, then the energy injection from
those channels will generically overheat the gas. Thus such a component would likely
need to possess a non-thermal origin, or if a thermal relic, have annihilation channels
in the early universe that are suppressed at late times (or have a large branching ratio
for annihilation directly to neutrinos).
In Fig. 6-12 we summarize the constraints that can be obtained on keV-TeV DM
annihilation or decay into 𝑒+𝑒− pairs or photons, in these three scenarios, if the
EDGES result is confirmed, and compare these limits with the Planck CMB con-
straints; other limits from indirect detection also exist for both channels, and may be
more constraining at higher DM masses (e.g. [26, 396]). These particles are the main
stable, electromagnetically interacting byproducts of more general annihilation/decay
channels (other than annihilation/decay directly to neutrinos), and consequently the
constraints on more general channels can be estimated by combining these results.
To set a limit in the case of additional radiation backgrounds, we assume that the
effective radiation temperature 𝑇𝑅 at the 21-cm wavelength is not more than twice
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the temperature of the CMB at 𝑧 = 17.2.
In the case of DM-baryon scattering (scenario (3)), the cooling is only sufficient
to reduce the gas temperature below 5.2K if the DM mass is below a certain critical
scale (depending on the fraction of the DM that is interacting); consequently, the
constraints cut off above a certain mass scale because even for zero energy injection
from annihilation/decay, the proposed mechanism cannot explain the data. The other
two scenarios are in principle viable at all DM mass scales. We find that in these
scenarios, for decaying DM, these constraints would generically be stronger than pre-
viously derived early-universe bounds, and in the case of decay primarily to electrons
(as is expected for sub-100-MeV DM), these limits are stronger by up to two orders
of magnitude. For DM annihilating to electrons, the constraints in these scenarios
are generally stronger than CMB-based limits for sub-GeV DM (without taking into
account that the CMB constraints may weaken due to a modified ionization history).
Simultaneous with and slightly after the release of this work, several other authors
also studied the sensitivity of 21-cm measurements to DM annihilation or decays [397–
399]. In particular, the authors of [398, 399] set decay lifetime limits in a similar
manner as [380], assuming an absorption signal that is smaller than the EDGES signal,
with either 𝑇21 = 100mK or 50mK. We reiterate that these limits are equivalent to
our additional 21-cm source limits, with (𝑇𝑆/𝑇𝑅)obs = 0.26 and 0.41 respectively,
and setting 𝑇𝑅 = 𝑇CMB at 𝑧 = 17.2. Our work is more general than these other
studies as we consider new effects that must be present to account for the large
negative value of 𝑇21 for the EDGES measurement. Consequently, our results are not
merely a sensitivity study, and are immediately applicable to the various scenarios
that have been suggested to explain the claimed EDGES detection. Even if future
21-cm measurements report a less negative value of 𝑇21, the effects that we study here
could potentially be present and are important to consider in setting future limits on
DM annihilation and decay.
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Figure 6-12: Lower limits on the DM decay lifetime (upper panels) and upper limits
of annihilation cross section (lower panels) from requiring 𝑇𝑚/𝑇𝑅(𝑧 = 17.2) ≤ 0.105
[139], for decay to 𝑒+𝑒− pairs (left panels) and photons (right panels). In the presence
of an additional 21-cm radiation source with number density (at that frequency)
smaller than or equal to that of the CMB number density, constraints are shown
by the red solid line. In the limit of early baryon-photon decoupling, constraints
are shown by the orange solid line. The solid green and solid blue lines represent
the constraints in the presence of DM-baryon scattering, in the limit of large cross
section, for respectively 1% and 100% of the DM interacting with the baryons (these
mechanisms cannot sufficiently cool baryons to match the data above critical mass
scales, represented by the vertical cutoffs on the right-hand-side of the green/blue
regions). The black dashed line represents previously derived constraints on the
decay lifetime [381] (upper panels) or annihilation cross section (lower panels) [169]
from measurements of the CMB.
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Chapter 7
DarkHistory: A Code Package for
Calculating Modified Cosmic
Ionization and Thermal Histories
with Dark Matter and Other Exotic
Energy Injections
7.1 Introduction
Dark matter annihilation or decay and other exotic sources of energy injection can
significantly alter the ionization and temperature histories of the universe. In this
chapter we describe a new public code package, DarkHistory, that allows fast and ac-
curate computation of these possible effects of exotic energy injection on astrophysical
and cosmological observables.
In particular, we will focus on interactions that allow dark matter (DM) to decay
or annihilate into electromagnetically interacting Standard Model particles. This case
has been studied extensively in the literature: stringent constraints on the dark matter
annihilation cross section and decay lifetime have been derived from the way these
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Standard Model products would distort the anisotropies of the cosmic microwave
background (CMB) [112, 117, 381, 400], or increase the temperature of the Inter-
Galactic Medium (IGM), consequently affecting 21-cm and Lyman-𝛼 line emission
[137, 138, 375, 401].
DarkHistory facilitates the calculation of these observables and the resulting con-
straints. In particular, DarkHistory makes the temperature constraint calculations
significantly more streamlined, self-consistent, and accurate. It has a modular struc-
ture, allowing users to easily adjust individual inputs to the calculation – e.g. by
changing the reionization model, or the spectrum of particles produced by dark mat-
ter annihilation/decay. Compared to past codes developed for such analyses [402],
DarkHistory has a number of important new features:
∙ the first fully self-consistent treatment of exotic energy injection. Exotic en-
ergy injections can modify the evolution of the IGM temperature 𝑇IGM and free
electron fraction 𝑥𝑒, and previously this modification has been treated pertur-
batively, assuming the backreaction effect due to these modifications on the
cooling of injected particles is negligible. This assumption can break down to-
ward the end of the cosmic dark ages for models that are not yet excluded
[137]. DarkHistory solves simultaneously for the temperature and ionization
evolution and the cooling of the injected particles, avoiding this assumption;
∙ a self-contained treatment of astrophysical sources of heating and reionization,
allowing the study of the interplay between exotic and conventional sources of
energy injection;
∙ a large speed-up factor for computation of the full cooling cascade for high-
energy injected particles (compared to the code employed in e.g. [137]), via pre-
computation of the relevant transfer functions as a function of particle energy,
redshift and ionization level;
∙ support for treating helium ionization and recombination, including the effects
of exotic energy injections; and
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∙ a new and more correct treatment of inverse Compton scattering (ICS) for
mildly relativistic and non-relativistic electrons; previous work in the literature
has relied on approximate rates which are not always accurate.
Due to these improvements, DarkHistory allows for rapid scans over many different
prescriptions for reionization, either in the form of photoheating and photoioniza-
tion rates, or a hard-coded background evolution for 𝑥𝑒. The epoch of reionization
is currently rather poorly constrained, making it important to understand the ob-
servational signatures of different scenarios, and the degree to which exotic energy
injections might be separable from uncertainties in the reionization model. Previous
attempts to model the effects of DM annihilation and decay into the reionization
epoch have typically either assumed a fixed ionization history [402] – requiring a
slow re-computation of the cooling cascade if that history is changed [137] – or made
an approximation for the effect of a modified ionization fraction on the cooling of
high-energy particles [131, 373, 375, 401, 403].
Despite our emphasis on dark matter annihilation and decay, DarkHistory can
be used to explore the effect of other forms of exotic particle injection. Other such
possible sources include Hawking radiation from black holes [373, 398], radiation from
accretion onto black holes [404], and processes from new physics such as de-excitation
of dark matter or decay of meta-stable species [405].
In Section 7.2 we review the physics of the ionization and temperature evolution,
in the context of the three-level-atom (TLA) approximation, including the possibil-
ity of exotic energy injections. In Section 7.3 we discuss the overall structure of
DarkHistory, which self-consistently combines the TLA evolution of the ionization
and gas temperature with the cooling of particles injected by exotic processes. This
section also describes the implementation of various physical processes in the code,
in particular the treatment of cooling and production of secondaries by electrons
and photons. In Section 7.4 we relate these processes to the various modules of
DarkHistory, before providing a number of worked examples in Section 7.5. We
present our conclusions and discuss some future directions in Section 7.6. We discuss
our improved treatment of ICS in detail in Appendix E.1, provide the photon spec-
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tra from positronium annihilation in Appendix E.2, discuss a series of cross checks
in Appendix E.3, and provide a table of definitions used throughout this chapter in
Appendix E.4.
7.2 Ionization and Thermal Histories
DarkHistory computes the ionization and temperature evolution of the universe in
the presence of an exotic source of energy injection, such as dark matter annihilation
or decay, using a modified version of the three-level atom (TLA) model for both hy-
drogen and helium, based on RECFAST [125, 126]. The reader may refer to Ref. [109]
for a detailed derivation of the unmodified TLA equations with hydrogen only, and
Refs. [125, 126, 406] for the treatment of helium recombination in RECFAST. A sim-
plified treatment neglecting the evolution of helium has already been discussed in
Sec. 1.5; we defer a detailed discussion of our treatment of helium to Sec. 7.3.7.
In Eq. (5.43), we saw that once the cooling of injected primary particles is de-
termined, the energy deposited into channel 𝑐 (hydrogen ionization, excitation, or
heating) can be parametrized by 𝑓𝑐(𝑧). In fact, energy deposition is also dependent
on the ionization fractions of all of the relevant species in the gas, which we denote
x ≡ (𝑥HII, 𝑥HeII, 𝑥HeIII). When helium is neglected, the ionization dependence of these
𝑓𝑐(𝑧,x) functions simplifies to a dependence on 𝑥HII = 𝑥𝑒. These 𝑓𝑐 functions also
depend on the energies and species of the injected particles, but for simplicity of
notation we will not write these arguments explicitly.
Prior to this work, 𝑓𝑐(𝑧,x) has largely been computed assuming the standard ion-
ization history computed by recombination codes xstd(𝑧), essentially making 𝑧 the
only independent variable of 𝑓𝑐 as a function. These calculations are therefore ap-
plicable only so long as any perturbations to the assumed ionization history (e.g.
by additional sources of energy injection) are sufficiently small. This is generally a
good approximation near recombination: at these redshifts, the ionization history
is well-constrained by CMB power spectrum measurements, and therefore large per-
turbations to 𝑥𝑒 are highly disfavored. For 𝑧 . 100, however, ionization levels that
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exceed the standard value of 𝑥𝑒 ∼ 2× 10−4 by several orders of magnitude are exper-
imentally allowed [137]. Moreover, star formation during the process of reionization
rapidly ionizes and heats the universe at 𝑧 . 20, causing the ionization and thermal
history to diverge from the baseline histories.
The primary effect of an increase in ionization levels is to decrease the number
of neutral hydrogen and helium atoms available to ionize, decreasing the fraction of
injected power that goes into ionization of these species; on the other hand, increasing
𝑥𝑒 increases the number of charged particles available for low-energy electrons to
scatter off and heat the IGM, increasing the fraction of power going into heating. Since
energy injection processes generally increase 𝑥𝑒 with time, the power into heating
increases at an accelerated rate at late times, making a proper calculation of 𝑓𝑐(𝑧,x)
crucial for an accurate computation of the temperature history.
Computing the full x-dependence of 𝑓𝑐(𝑧,x) also allows us to perform, for the
first time, a consistent calculation of the temperature and ionization histories with
both exotic energy injection processes and reionization. At the onset of reionization,
stars begin to form, and the ionizing radiation emitted by these objects injects a
large amount of energy into the IGM. There remains a large degree of uncertainty
regarding how reionization proceeds, but given some model for the photoionization
and photoheating rates, and including other important energy transfer processes such
as collisional ionization and excitation, additional terms ?˙? re𝑚 and ?˙?reHII (as well as the
corresponding terms for helium) can be included in Eq. (1.28) to model reionization.
These terms are discussed in much greater detail in Sec. 7.3.7.
To summarize, DarkHistory computes the ionization and thermal history in the
presence of exotic sources of energy injection, with the evolution equations in the
absence of helium given by
?˙?𝑚 = ?˙?
(0)
𝑚 + ?˙?
inj
𝑚 + ?˙?
re
𝑚 ,
?˙?HII = ?˙?
(0)
HII + ?˙?
inj
HII + ?˙?
re
HII . (7.1)
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In the rest of the chapter, we will describe how we calculate the inputs required to
integrate these equations, i.e. 𝑓𝑐(𝑧,x), ?˙? re𝑚 , ?˙?reHII and the modifications necessary to
include helium.
7.3 Code Structure and Content
In this section we discuss the structure and physics content of the DarkHistory
package.
7.3.1 Overview
Fig. 7-1 shows a flowchart depicting the overall structure of DarkHistory. The overall
goal of the code is to take in some injected spectrum of photons and electron/positron
pairs at a given redshift, and partition the energy into several categories as they lose
their energy over a small redshift step:
1. High-energy deposition. This is the total amount of energy deposited into ioniza-
tion, excitation and heating by any high-energy (above 3 keV) electron generated
during any of the cooling processes;
2. Low-energy electrons. These are electrons that have kinetic energy below 3 keV
where atomic cooling processes typically dominate over ICS after recombination.
These electrons are separated out at each step in order to treat their energy
deposition (which occurs in a timescale much shorter than the time step) more
carefully;
3. Low-energy photons. These are photons with energies below 3 keV that either
photoionize within the redshift step, or lie below 13.6 eV. Such photons either
lose all their energy within the redshift step, or cool only through redshifting,
and thus can be treated in a simplified manner; and
4. Propagating photons. These are photons that are present at the end of the
redshift step and are not included in the low-energy photons category.
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Throughout the chapter, we use the word “electrons” to refer to both electrons and
positrons. Although the interactions of electrons and positrons with the gas differ, the
ICS cross-sections are identical, and ICS dominates the energy losses down to energy
scales where the positron is nonrelativistic [407]. For nonrelativistic positrons, their
mass energy is converted into photons through annihilation with electrons. Since
the positron mass is much larger than the kinetic energy in this regime, neglecting
differences in kinetic energy loss between electrons and positrons is unlikely to be
important. In a future version of DarkHistory we plan to include a more sophisticated
treatment of low energy electrons and positrons.
The outputs in the first three categories are used to compute the evolution of the
ionization and temperature history at this redshift step, before the code moves on to
the next step and performs the same calculation again. A brief description of a step
in this loop is as follows:
1. Input. Before the code begins, the user specifies a DM energy injection model or
some other redshift-dependent energy injection rate, as well as the photon and
𝑒+𝑒− spectra produced per energy injection event. By default, DarkHistory
starts from an initial redshift of 1 + 𝑧 = 3000, ensuring that the spectra of
particles present at and after recombination (at 𝑧 ∼ 1000) are accurate. Details
are provided in Sec. 7.3.3. Inputs to the code are provided to the function
evolve() found in the module main; some tools for obtaining spectra from
an arbitrary injection of Standard Model particles can be found in the pppc
module;
2. Injected electron cooling. Injected electrons (and positrons) cool through a com-
bination of atomic processes and ICS. Transfer functions that map these injected
electrons to high-energy deposition, secondary photons from ICS and positron
annihilation, and low-energy electrons are computed and applied to the injected
electrons. A discussion of these calculations can be found in Sec. 7.3.4 and in
the electrons module of the code.
The sum of the secondary photons produced by electron cooling, photons in-
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STEPS 
1. Input

2. Electron Cooling

3. Photon Propagation and Deposition

4. Calculating         

5. TLA Integration and Reionization

6. Next Step
Low-Energy Photons Low-Energy Electrons 
Ionization and 
Temperature
Nelow
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Figure 7-1: Flowchart showing schematically how the calculation of ionization and
thermal histories in DarkHistory proceeds. Solid boxes represent input spectra (light
pink), intermediate spectra used in calculations (black) and output spectra and quan-
tities (purple), while arrows indicate numerical calculations that take place within the
corresponding color-coded modules. The dashed grey box encloses all of the transfer
functions for electron cooling (blue) and photon propagation and deposition (red),
which are defined in Sec. 7.3.4 and 7.3.5 respectively. The calculation of 𝑓𝑐(𝑧) (or-
ange) and the integration of the TLA (green) are explained in Sec. 7.3.6 and 7.3.7
respectively. Propagating photons and ionization/temperature values, which are used
in calculating the transfer functions, are used as inputs for the next step (purple). All
notation used here are defined in the text, and a summary table with their definitions
can be found in Appendix E.4. Each step is outlined in Sec. 7.3.1, and then explained
in more detail in subsequent subsections within Sec. 7.3. The modules shown here
will also be outlined in Sec. 7.4.
jected on this timestep, and propagating photons from the previous timestep
are used as input to the photon cooling transfer functions, which we describe
next;
3. Photon propagation and energy deposition. At this stage, we have a spectrum of
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photons that can undergo a range of cooling processes to lose their energy over
this redshift step. The effect of these cooling processes on the photon spectrum
can be reduced to three transfer functions that we will describe in detail in
Sec. 7.3.5. These transfer functions have been pre-computed separately and
can be downloaded at https://doi.org/10.7910/DVN/DUOUWA, together with
all the other data required to run the code. These transfer functions determine
how photons in this redshift step turn into propagating photons that continue
on to the next redshift step, and low-energy photons and low-energy electrons
that undergo further processing. All of these computations occur in the main
module;
4. Calculating 𝑓𝑐(𝑧,x). The low-energy photons and low-energy electrons from
this redshift step deposit their energy into ionization, heating and excitation
of atoms, and the value of 𝑓𝑐(𝑧,x) at this step is computed by comparing the
energy deposited in each channel to the energy injection rate for this timestep.
Details of this computation are given in Sec. 7.3.6, and can be found in the
low_energy module;
5. TLA integration and reionization. With 𝑓𝑐(𝑧,x) at this step, we can now in-
tegrate the TLA across this redshift step. We can also include a reionization
model, or track helium ionization, both of which add more terms to the TLA,
as detailed in Sec. 7.3.7. We now know the x and 𝑇𝑚 that are reached at the
end of this step. These calculations are done in the history module; and
6. Next step. The x and 𝑇𝑚 values computed above are passed to the next redshift
step, so that all transfer functions at the next step can be computed at the
appropriate ionization level. The propagating photons found above are also
passed to the next step, and the loop repeats.
Because 𝑓𝑐(𝑧,x) is computed by integrating the TLA at each step, and all transfer
functions are evaluated at the value of x in the step, the backreaction of increased
ionization levels is now fully accounted for.
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In the next several sections, we will describe both the physics and numerical
methods that go into the loop.
7.3.2 Discretization
Before describing in detail each part of DarkHistory, we will first describe how dis-
cretization occurs in our code, and the notation we will use throughout this chapter.
Typically, we will deal with some smooth spectrum of particles 𝑑𝑁/𝑑𝐸(𝐸,𝐴,𝐵, · · · ),
which is a function of the energy abscissa 𝐸, and several other variables that we
denote here as 𝐴,𝐵, · · · . Smooth functions that are derivatives will always use ‘𝑑’
to denote differentiation, and parentheses to denote functional dependence. We shall
always discretize such spectra as
𝑑𝑁
𝑑𝐸
(𝐸𝑖, 𝐴𝑗, 𝐵𝑘, · · · ) ≈ S[𝐸𝑖, 𝐴𝑗, 𝐵𝑘, · · · ] . (7.2)
The discretized spectrum S is a matrix of dimension equal to the number of variables
it depends on, where 𝑖, 𝑗, 𝑘, ... index discrete values of these variables. Throughout
this chapter, we will denote vectors (quantities which depend on a single variable) by
a bold typeface and matrices (quantities that depend on multiple variables) by a sans-
serif typeface. Discrete steps or changes are denoted by ‘Δ’, and discrete functional
dependencies are written in square brackets.
S times the bin width should always be regarded as a matrix of number of particles
inside some bin, all with energy given by 𝐸𝑖. This matrix is mathematically defined
as
N[𝐸𝑖, 𝐴𝑗, 𝐵𝑘, · · · ] ≡ S[𝐸𝑖, 𝐴𝑗, 𝐵𝑘, · · · ]× 𝐸𝑖Δ log𝐸𝑖 , (7.3)
where Δ log𝐸𝑖 is the log-energy bin width. We will always take 𝐸𝑖Δ log𝐸𝑖 to be the
bin width by convention. In DarkHistory, spectra are binned into energy values that
are evenly log-spaced. 𝐸𝑖 should be regarded as the bin center, with the bin bound-
aries occurring at the geometric mean of adjacent energy values, and the boundaries
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of the first and last bin are taken to be symmetric (in log-space) about the bin centers.
7.3.3 Input
To initialize the loop described above, the user must specify the discretized photon
and electron spectra produced per injection event, which we denote N𝛾inj[𝐸 ′𝑗] and
N
𝑒
inj[𝐸
′
𝑗]. Bars denote spectra or transfer functions that have been normalized by
some process or quantity, while spectra without any markings denote a number of
particles per baryon from here on, unless otherwise specified.
Given the redshift-dependent rate of injection events per volume (𝑑𝑁/𝑑𝑉 𝑑𝑡)inj
we can determine the spectrum of particles N𝛼inj injected within a log-redshift step of
width Δ log(1 + 𝑧) per baryon by
N𝛼inj[𝐸
′
𝑖, 𝑧] = N
𝛼
inj[𝐸
′
𝑖]
(︂
𝑑𝑁
𝑑𝑉 𝑑𝑡
)︂inj
𝐺(𝑧) , (7.4)
where 𝛼 take on values 𝛾 or 𝑒, and
𝐺(𝑧) ≡ Δ log(1 + 𝑧)
𝑛𝐵(𝑧)𝐻(𝑧)
, (7.5)
where 𝑛𝐵 is the number density of baryons. 𝐺(𝑧) converts between the rate of injection
events per volume and the number of injection events per baryon in the log-redshift
step.
In the following sections, we will be mostly concerned with log-redshift steps, and
so it is convenient to define
𝑦 ≡ log(1 + 𝑧) , (7.6)
and likewise Δ𝑦 ≡ Δ log(1 + 𝑧).
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7.3.4 Injected Electron Cooling
After specifying the injected spectra, the next step of the code is to resolve the in-
jected electron/positron pairs,N𝑒inj. High-energy electrons and positrons cool through
atomic processes (collisional ionization, collisional excitation and Coulomb heating),
as well as ICS off CMB photons. After losing their kinetic energy to these pro-
cesses, positrons ultimately annihilate with free electrons in the IGM, producing
high-energy photons. All of these processes occur within a timescale much shorter
than the timesteps considered in DarkHistory. Because of this, the code converts all
input high-energy electrons into energy deposited into ionization, excitation, heating,
scattered photons from ICS, and low-energy electrons (below 3 keV), which we treat
separately. The photons produced from ICS are added to those that are injected
promptly from the DM energy injection process, as well as propagating photons from
the previous step.
We will first briefly discuss our calculation of the scattered photon and electron
spectra from ICS, and then move on to describe the numerical method used to com-
pute electron cooling.
Inverse Compton Scattering
ICS off CMB photons is an important energy loss mechanism for electrons/positrons
over a large range of energies and redshifts. The efficiency of ICS as a cooling mecha-
nism relative to atomic cooling processes has been the subject of some confusion in the
literature, with some earlier studies [116, 118] underestimating the cooling rate of the
electrons. ICS becomes more important relative to atomic processes as the electron
energy increases, but a correct treatment shows that even nonrelativistic electrons
can have ICS as the main cooling mechanism in the early universe; at 𝑧 ∼ 600, for
example, it is the primary energy loss mechanism for electrons with kinetic energy
& 10 keV [119, 121]. Existing work on electron cooling has focused on the highly non-
relativistic regime (electron kinetic energy below 3 keV) [358], where ICS is unimpor-
tant compared to atomic cooling processes, or on the relativistic regime [116, 118, 133].
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Earlier work by one of the authors [117, 121] already incorporates ICS cooling
for electrons across both the Thomson and the relativistic regimes. DarkHistory
improves the accuracy of the calculation in the Thomson regime by using the full
expression for the spectrum of scattered photons, with no further approximation.
As a result, the code is able to accurately calculate the scattered photon spectrum
and the energy loss spectrum of electrons. This means that we fully cover all relevant
regimes for ICS for electrons of arbitrary energy scattering off the CMB at all redshifts
𝑧 ∼ 109 and below.1 These calculations are fast and numerically stable even for
nonrelativistic electrons, where conventional numerical integration can be unreliable
due to the presence of catastrophic cancellations between large terms.
We leave a full discussion of how DarkHistory treats ICS to Appendix E.1. In
summary, the code is able to compute the scattered photon and electron spectra that
are produced per unit time due to ICS off the CMB across all relevant kinematic
regimes. These spectra are then taken as inputs for the numerical computation of
how an electron cools taking into account all processes, which is described below.
Numerical Method
Consider an injected electron (or positron) with kinetic energy 𝐸 ′ (all quantities
associated with injected particles throughout this chapter will be denoted with ′).
Let 𝑅𝑐(𝐸 ′) be the energy eventually deposited into some channel 𝑐 by this electron,
once it has lost all of its initial energy. Within a short time interval Δ𝑡 (taken to be
1 s in our calculation), the electron undergoes all possible cooling processes with some
probability, producing the (averaged) secondary electron spectrum 𝑑𝑁/𝑑𝐸. Within
this same interval Δ𝑡, some portion of the energy 𝑃𝑐(𝐸 ′) is also deposited promptly
into the channel under consideration. The secondary electron spectrum then deposits
its energy according to 𝑅𝑐 for energies lower than 𝐸 ′. We can thus write the following
1Above this redshift, photons have energies comparable to the electron mass 𝑚𝑒, and Klein-
Nishina scattering can occur between photons and non-relativistic electrons, which falls outside of
the two regimes considered here.
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recursive equation:
𝑅𝑐(𝐸
′) =
∫︁
𝑑𝐸 𝑅𝑐(𝐸)
𝑑𝑁
𝑑𝐸
+ 𝑃𝑐(𝐸
′) . (7.7)
Note that 𝑅𝑐(𝐸 ′) does not include deposition to the channel 𝑐 via secondary photons
from ICS or positron annihilation; because the cooling times of secondary photons can
be much longer than a timestep, they must be treated separately. 𝑅𝑐(𝐸 ′) as defined
here is the “high-energy deposition” from electrons within the timestep, as described
in Section 7.3.1. The relevant channels are 𝑐 = {‘ion’, ‘exc’, ‘heat’} for deposition into
collisional ionization, collisional excitation and heating respectively. The ‘ion’ and
‘exc’ channels include ionization and excitation off all species.
As long as the time step Δ𝑡 is much shorter than the characteristic interaction
timescale of all of the interactions, 𝑑𝑁/𝑑𝐸 is simply the sum of all of the scattered
electron spectra due to each process within Δ𝑡, normalized to a single injected elec-
tron. A detailed accounting of the relevant cross sections and secondary spectra is
provided in Ref. [112], and these results can be used to calculate 𝑑𝑁/𝑑𝐸 and 𝑃𝑐. We
will denote the discretized version of the normalized scattered electron spectra by N,
since it is normalized to one electron.
Numerically, we would like to compute R𝑐, a vector containing the energy de-
posited into channel 𝑐, with each entry corresponding to a single electron with initial
kinetic energy 𝐸 ′. The overline notation serves as a reminder that the quantity is
normalized to one injected electron. The discretized version of Eq. (7.7) reads
R𝑐[𝐸
′
𝑖] =
∑︁
𝑗
N[𝐸 ′𝑖, 𝐸𝑗]R𝑐[𝐸𝑗] +P𝑐[𝐸
′
𝑖] , (7.8)
where P𝑐 is the vector of the prompt energy deposition in channel 𝑐 per electron.
This is a linear system of equations, and we can solve for each R𝑐 given N and P𝑐.
A similar procedure also works for finding the ICS photon spectrum after an
electron completely cools. Let the discretized spectrum be TICS,0[𝐸 ′𝑒,𝑖, 𝐸𝛾,𝑗], where
𝐸 ′𝑒 is the initial electron kinetic energy, and 𝐸𝛾 is the photon energy. Then the ICS
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photon spectrum produced after complete cooling of a single electron satisfies
TICS,0[𝐸
′
𝑒,𝑖, 𝐸𝛾,𝑗] =
∑︁
𝑘
N[𝐸 ′𝑒,𝑖, 𝐸𝑒,𝑘]TICS,0[𝐸𝑒,𝑘, 𝐸𝛾,𝑗] + NICS[𝐸
′
𝑒,𝑖, 𝐸𝛾,𝑗] , (7.9)
with NICS being the discretized version of the scattered photon spectrum defined in
Eq. (E.1) within Δ𝑡, and indices 𝑒 and 𝛾 have been inserted to clarify the difference
between electron and photon energies. This spectrum consists of CMB photons that
are upscattered by the injected electron; in order to be able to track energy conser-
vation, we also need to keep track of the initial energy of the upscattered photons.
We therefore also need to solve
RCMB[𝐸
′
𝑖] =
∑︁
𝑗
N[𝐸 ′𝑖, 𝐸𝑗]RCMB[𝐸𝑗] +PCMB[𝐸
′
𝑖] , (7.10)
where PCMB is the total initial energy of photons upscattered inΔ𝑡.2 At this point, we
now define 𝑇 ICS to be the ICS photon spectrum with the upscattered CMB spectrum
subtracted out, so that 𝑇 ICS now represents a distortion to the CMB spectrum:
TICS[𝐸
′
𝑒,𝑖, 𝐸𝛾,𝑗] =TICS,0[𝐸
′
𝑒,𝑖, 𝐸𝛾,𝑗]−RCMB[𝐸 ′𝑒,𝑖]NCMB[𝐸𝛾,𝑗] , (7.11)
where NCMB is the CMB spectrum normalized to unit total energy. The total of
energy of 𝑇 ICS for each 𝐸 ′𝑒,𝑖 therefore gives the energy lost by the incoming electron
through ICS.
Finally, the low-energy electron spectrum produced is similarly given by
T𝑒[𝐸
′
𝑒,𝑖, 𝐸𝑒,𝑗] =
∑︁
𝑘
Nhigh[𝐸
′
𝑒,𝑖, 𝐸𝑒,𝑘]T𝑒[𝐸𝑒,𝑘, 𝐸𝑒,𝑗] + Nlow[𝐸
′
𝑒,𝑖, 𝐸𝑒,𝑗] , (7.12)
where Nhigh (Nlow) is N with only high-energy (low-energy) 𝐸𝑒,𝑘 included.
In DarkHistory, we choose a square matrix N with the same abscissa for both
2We do not have to track the photon spectrum, since the initial CMB photon energy is only
significant for nonrelativistic injected electrons, which are always in the Thomson regime and hence
scatter in a frequency-independent manner. For relativistic electrons, the initial CMB photon energy
is neglected, as the photon is overwhelmingly upscattered to a much higher final energy.
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injected and scattered electron energies. As a result, N has diagonal values that are
very close to 1, since most particles do not scatter within Δ𝑡. Because of this, we find
that it is numerically more stable to solve the equivalent equation
̃︀𝐸[𝐸 ′𝑖]
𝐸 ′𝑖
R𝑐[𝐸
′
𝑖] =
∑︁
𝑗
̃︀N[𝐸 ′𝑖, 𝐸𝑗]R𝑐[𝐸𝑗] +P𝑐[𝐸 ′𝑖] , (7.13)
where
̃︀N[𝐸 ′𝑖, 𝐸𝑗] ≡
⎧⎪⎨⎪⎩N[𝐸
′
𝑖, 𝐸𝑗] , 𝐸
′
𝑖 < 𝐸𝑗 ,
0 , otherwise,
(7.14)
̃︀𝐸[𝐸 ′𝑖] ≡∑︁
𝑗
̃︀N[𝐸 ′𝑖, 𝐸𝑗]𝐸𝑗 +∑︁
𝑐
R𝑐[𝐸
′
𝑖] +
∑︁
𝑗
TICS[𝐸
′
𝑖, 𝐸𝛾,𝑗]𝐸𝛾,𝑗 . (7.15)
The variables ̃︀N and ̃︀𝐸 are simply the number of electrons and total energy excluding
electrons that remained in the same energy bin after Δ𝑡. Eqs. (7.11) and (7.12)
can be similarly transformed in the same way as Eq. (7.13) and solved. Since ̃︀𝑁 is
a triangular matrix, the SciPy function solve_triangular() is used for maximum
speed.3
Having calculated R𝑐, TICS and T𝑒, all normalized to a single electron, the final
result when an arbitrary electron spectrum N𝑒inj[𝐸 ′𝑒,𝑖] completely cools is simply given
by contracting these quantities with N𝑒inj. Note that all of these quantities are also
dependent on redshift: we have simply suppressed this dependence for notational
simplicity in this section.
Finally, after positrons have lost all of their kinetic energy, they are assumed to
form positronium and annihilate promptly, producing a gamma ray spectrum that
also gets added to the propagating photon spectrum. The positronium spectrum is
3The upscattering of electrons during ICS is negligible: see Appendix E.1 for more details.
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given simply by
N𝛾pos[𝐸𝑖] =
1
2
N
𝛾
pos[𝐸𝑖]
∑︁
𝑗
N𝑒inj[𝐸
′
𝑗] , (7.16)
where N𝛾pos is the positronium annihilation spectrum normalized to a single positron,
shown in Appendix E.2. The factor of 1/2 accounts for the fact that N𝑒inj contains
both electrons and positrons in equal number.
Since all calculated quantities depend on 𝑧 and x, all quantities discussed in this
section have to be computed at each redshift step. This allows us to properly capture
the effect of changing ionization levels on the energy deposition process.
7.3.5 Photon Propagation and Energy Deposition
After resolving the injected electrons and obtaining the photons produced from their
cooling, the spectrum of photons that have been newly injected per baryon per log-
redshift can be discretized as
𝑑𝑁𝛾new
𝑑𝐸 ′𝑗 𝑑𝑦
(𝐸 ′𝑗)× 𝐸 ′𝑗 logΔ𝐸 ′𝑗 ×Δ𝑦 ≈ N𝛾new[𝐸 ′𝑗] , (7.17)
whereN𝛾new is the sum of photons injected directly by the injection event, and photons
produced by the cooling of injected electrons, i.e.
N𝛾new[𝐸
′
𝑗] = N
𝛾
inj[𝐸
′
𝑗] +N
𝛾
pos[𝐸
′
𝑗] +
∑︁
𝑖
TICS[𝐸
′
𝑒,𝑖, 𝐸
′
𝑗]N
𝑒
inj[𝐸
′
𝑒,𝑖] . (7.18)
These photons can cool through a number of processes, including redshifting, pair
production, Compton scattering and photoionization. Within a particular log-redshift
step, low-energy photons and low-energy electrons are produced, and some high-
energy deposition from high-energy electrons produced by N𝛾new occur. On the other
hand, some part of the photon spectrum lies above 13.6 eV and does not photoionize
within the log-redshift step; instead, these photons propagate forward to the next
step.
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The resulting deposition into low-energy photons and electrons was used to com-
pute 𝑓𝑐 in Ref. [121], assuming the fixed baseline ionization history. In order to
capture the dependence on ionization history, however, we need to be able to cal-
culate the propagation and deposition processes at any ionization level, redshift and
injected particle energy.
One of the main ideas of DarkHistory is to capture the photon cooling processes
as precomputed transfer functions with injection energy, redshift and ionization lev-
els as the dependent variables. These transfer functions then act on some incoming
spectrum and produce a spectrum of propagating particles, a spectrum of deposited
particles or some amount of deposited energy within a log-redshift step. These trans-
fer functions can be evaluated at various points in injection energy, redshift, and
ionization levels, and interpolated at other points. With a given injection model, we
can then string together these transfer functions to work out the propagation of pho-
tons and the deposition of energy, over an extended redshift range, given any exotic
source of energy injection.
Propagating Photons
Consider a spectrum of photons per baryon denoted 𝑑𝑁𝛾/𝑑𝐸 ′ that is present in the
universe at some log-redshift 𝑦. As these photons propagate, various cooling processes
result in these photons being scattered into energies below 13.6 eV, or they may
photoionize on an atom in the gas. Those particles that do not undergo either process
within a redshift step are called “propagating photons”, and continue to propagate
into the next redshift step.
We define the transfer function for propagating photons 𝑃 𝛾(𝐸 ′, 𝐸, 𝑦′, 𝑦) through
the following relation:
𝑑𝑁𝛾prop
𝑑𝐸
⃒⃒⃒⃒
𝑦
=
∫︁
𝑑𝐸 ′ 𝑃
𝛾
(𝐸 ′, 𝐸, 𝑦′, 𝑦)
𝑑𝑁𝛾
𝑑𝐸 ′
⃒⃒⃒⃒
𝑦′
. (7.19)
𝑃
𝛾 takes a spectrum of photons that are present at 𝑦′ and propagates them forward
to a spectrum of propagating photons at 𝑦. 𝑃 𝛾(𝐸 ′, 𝐸, 𝑦′, 𝑦) is exactly the number
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of propagating photons per unit energy that results from a single photon injected
at log-redshift 𝑦′ with energy 𝐸 ′ cooling until log-redshift 𝑦. The 𝑃 𝛾 functions are
calculated separately using the code described in Ref. [112, 121].
We distinguish between two different sources of photons between two redshifts 𝑦′
and 𝑦 (with 𝑦′ > 𝑦): propagating photons at 𝑦′, 𝑑𝑁𝛾prop/𝑑𝐸 ′, and the newly injected
photons between the redshifts 𝑦′ and 𝑦, defined in discretized form in Eq. (7.18).
With these sources, we can write the spectrum of propagating photons at 𝑦 as
𝑑𝑁𝛾prop
𝑑𝐸
⃒⃒⃒⃒
𝑦
=
∫︁
𝑑𝐸 ′ 𝑃
𝛾
(𝐸 ′, 𝐸, 𝑦′, 𝑦)
𝑑𝑁𝛾prop
𝑑𝐸 ′
⃒⃒⃒⃒
𝑦′
+
∫︁
𝑑𝐸 ′
∫︁ 𝑦′
𝑦
𝑑𝜂 𝑃
𝛾
(𝐸 ′, 𝐸, 𝜂, 𝑦)
𝑑𝑁𝛾new
𝑑𝐸 ′ 𝑑𝜂
⃒⃒⃒⃒
𝜂
. (7.20)
We discretize this expression by defining the following discrete quantities according
to the conventions set down in Eqs. (7.2) and (7.3):
P
𝛾
[𝐸 ′𝑖, 𝐸𝑗, 𝑦
′,Δ𝑦]𝐸 ′𝑖Δ log𝐸
′
𝑖 ≈ 𝑃 𝛾(𝐸 ′𝑖, 𝐸𝑗, 𝑦′, 𝑦′ −Δ𝑦) ,
N𝛾prop[𝐸
′
𝑖, 𝑦
′] ≈ 𝑑𝑁
𝛾
prop
𝑑𝐸 ′
⃒⃒⃒⃒
𝑦′
𝐸 ′𝑖Δ log𝐸
′
𝑖 , (7.21)
where we have chosen some fixed value of Δ𝑦, so that the final redshift is 𝑦 = 𝑦′−Δ𝑦.
In DarkHistory, the default value is Δ𝑦 = 10−3, although this can be adjusted by
the process of coarsening, described in Sec. 7.3.5. Dropping the dependence on Δ𝑦
for simplicity, the discretized version of Eq. (7.20) reads
N𝛾prop[𝐸𝑗, 𝑦] =
∑︁
𝑖
P
𝛾
[𝐸 ′𝑖, 𝐸𝑗, 𝑦
′]N𝛾[𝐸 ′𝑖, 𝑦
′] , (7.22)
where we have defined
N𝛾[𝐸 ′𝑖, 𝑦] ≡ N𝛾prop[𝐸 ′𝑖, 𝑦] +N𝛾new[𝐸 ′𝑖, 𝑦] . (7.23)
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Energy Deposition
Aside from P𝛾, we also have three deposition transfer functions describing the energy
losses ofN𝛾 into high-energy deposition, low-energy electrons and low-energy photons,
as defined in Sec. 7.3.1. These transfer functions are defined by their action on the
discretized photon spectrum, N𝛾, and are discretized in a similar manner.
The low-energy electron deposition transfer matrix, D𝑒, yields the low-energy elec-
trons produced via cooling of N𝛾. Adding the low-energy electrons produced directly
from the injected electrons N𝑒inj, we obtain the full low-energy electron spectrum
N𝑒low[𝐸𝑗, 𝑦] at a particular redshift step:
N𝑒low[𝐸𝑒,𝑗, 𝑦] =
∑︁
𝑖
D
𝑒
[𝐸 ′𝛾,𝑖, 𝐸𝑒,𝑗, 𝑦
′]N𝛾[𝐸 ′𝛾,𝑖, 𝑦
′] +N𝑒low,inj[𝐸𝑒,𝑗, 𝑦] , (7.24)
where
N𝑒low,inj[𝐸𝑒,𝑗, 𝑦] =
∑︁
𝑖
T
𝑒
[𝐸 ′𝑒,𝑖, 𝐸𝑒,𝑗, 𝑦]N
𝑒
inj[𝐸
′
𝑒,𝑖, 𝑦] , (7.25)
while the deposition transfer matrix D𝛾 yields the low-energy photons,
N𝛾low[𝐸𝑗, 𝑦] =
∑︁
𝑖
D
𝛾
[𝐸 ′𝑖, 𝐸𝑗, 𝑦
′]N𝛾[𝐸 ′𝑖, 𝑦
′] . (7.26)
N𝛾low is computed as a distortion to the CMB spectrum, with D
𝛾 computed with the
initial spectrum of upscattered CMB photons subtracted, in the same way as 𝑇 ICS,
as shown in Eq. (7.11).
As the propagating photons cool over a single log-redshift step, they generate
high-energy electrons along the way. These are handled in a similar manner to in-
jected high-energy electrons as described in Sec. 7.3.4, but instead of performing the
calculation at each step, we simply provide transfer functions Dhighc that act on prop-
agating photons and return the high-energy deposition into the channels 𝑐 ={‘ion’,
‘exc’, ‘heat’}.4 We can then combine this with the result from electron cooling to
4For legacy reasons, DarkHistory actually computes the transfer function that returns the high-
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obtain the high-energy deposition per baryon within a log-redshift step into each
channel 𝑐:
𝐸high𝑐 [𝑦] =
∑︁
𝑖
D
high
c [𝐸
′
𝛾,𝑖, 𝑦
′]N𝛾[𝐸 ′𝛾,𝑖, 𝑦
′] +
∑︁
𝑖
R𝑐[𝐸
′
𝑒,𝑖, 𝑦
′]N𝑒inj[𝐸
′
𝑒,𝑖, 𝑦
′] . (7.27)
To summarize, we have defined the following transfer functions: P𝛾 for propagating
photons, and D𝛾, D𝑒 and Dhigh𝑐 for deposition into low-energy photons, low-energy
electrons and high-energy deposition channels respectively. These transfer functions
act on the spectrum of photons N𝛾 (from both the injection source and the cooling
of injected electrons). Together with the transfer functions for the cooling of injected
electrons, we have all the information needed to propagate injected particles and
compute their energy deposition as a function of redshift.
Coarsening
The propagating photons transfer function P𝛾 can always be evaluated with the same
input and output energy abscissa, so that the 2D transfer matrix at each 𝑦 is square.
If the transfer function P𝛾 does not vary significantly over redshift, then in the interest
of computational speed, we can make the following approximation of Eq. (7.22) for
propagation transfer matrices:
N𝛾prop[𝐸𝑗, 𝑦 − 𝑛Δ𝑦] ≈
(︁
P
𝛾
1/2
)︁𝑛
𝑗𝑖
N𝛾𝑖 [𝑦] , (7.28)
where repeated indices are summed. 𝑖 and 𝑗 index input and output energies, and
P
𝛾
1/2 is P
𝛾 evaluated at log-redshift 𝑦−𝑛Δ𝑦/2 to minimize interpolation error. When
making this approximation, we also have to ensure that we redefine
N𝛼inj[𝐸
′
𝑖, 𝑦]→ 𝑛N𝛼inj[𝐸 ′𝑖, 𝑦] (7.29)
for both channels 𝛼 = 𝑒 and 𝛾, so that we (approximately) include all of the particles
injected between 𝑦 and 𝑦 − 𝑛Δ𝑦.
energy deposition per second; this is just a difference in convention.
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Likewise, if both the deposition and propagation matrices do not vary significantly
over redshift, we can approximate Eq. (7.26) as
N𝛾low[𝐸𝑗, 𝑦 − 𝑛Δ𝑦] ≈
(︁
D
𝛾
1/2
)︁
𝑗𝑘
∑︁
𝑚
(︁
P
𝛾
1/2
)︁𝑚
𝑘𝑖
N𝛾𝑖 [𝑦] , (7.30)
with repeated indices once again being summed over. D𝛾1/2 is defined in the same
manner as P𝛾1/2. This equation essentially applies the deposition transfer matrix at
𝑦−𝑛Δ𝑦/2 to all 𝑛 steps of the propagation of the spectrumN𝛾 from 𝑦 to 𝑦−Δ𝑦, which
itself is approximated by P𝛾1/2. In our code, we call these approximations “coarsening”,
and the number 𝑛 in both Eqs. (7.28) and (7.30) the “coarsening factor”.
Different Redshift Regimes
In DarkHistory we separate our transfer matrices into three redshift regimes: red-
shifts encompassing reionization (𝑧 < 50), redshifts encompassing the times between
recombination and reionization (50 ≤ 𝑧 ≤ 1600), and redshifts well before recom-
bination (𝑧 > 1600). During the redshifts encompassing reionization, we allow our
transfer functions to be functions of 𝑥HII and 𝑥HeII, enabling the use of reionization
models that evolve hydrogen and helium ionization levels separately. We only con-
sider singly-ionized helium in the current version of DarkHistory since we expect
𝑥HeIII not to play an important role until 𝑧 ∼ 6. We compute the transfer functions
on a grid of 𝑧𝑘, 𝑥𝑚HII, and 𝑥𝑛HeII, and linearly interpolate over the grid of pre-computed
transfer functions.
Between recombination and reionization, the helium ionization level lies at or
below the hydrogen ionization level, since helium has a larger ionization potential
at 24.6 eV. After recombination, current experimental constraints typically forbid a
large ionization fraction, i.e. we expect 𝑥HII . 0.1 [137]. As such, setting 𝑥HeII = 0
is a good approximation for the photon propagation and deposition functions: since
ℱHe ∼ 8%, neglecting helium ionization only results in . 8% error to 𝑥𝑒, and . 10%
error in the density of neutral helium. We therefore follow the same procedure as
before, except we now calculate and interpolate the transfer functions over a grid of
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𝑧𝑘 and 𝑥𝑚HII values while holding the helium ionization level fixed to zero.
Finally, well before recombination, we expect the universe to be close to 100%
ionized and tightly coupled thermally to the CMB. Any extra source of exotic energy
injection that is consistent with current experimental constraints will likely have a
negligible effect on the ionization and thermal histories. We thus calculate and inter-
polate our transfer functions over a grid of 𝑧𝑘 values while holding the hydrogen and
helium ionization levels to the baseline values provided by RECFAST [406].
The actual grid values 𝑧𝑘, 𝑥𝑚HII, and 𝑥𝑛HeII in each of these regimes can be found in
the code, and have been chosen so that interpolation errors are at the sub-10% level
when 𝑓𝑐(𝑧) is calculated using the same method detailed in Ref. [121]. Our results for
𝑓𝑐(𝑧) without taking into account backreaction, including some improvements over
Ref. [121], can be found in Appendix E.3.
7.3.6 Calculating 𝑓𝑐(𝑧)
The low-energy photons N𝛾low[𝐸𝑖, 𝑧] and low-energy electrons N
𝑒
low[𝐸𝑖, 𝑧], defined in
Sec 7.3.1, transfer their energy into ionization and excitation of atoms, heating of
the IGM, and free-streaming photons to be added to the CMB continuum. In
DarkHistory we keep track of how much energy low energy photons and electrons
deposit into channels c ∈ {‘Hion’, ‘Heion’, ‘exc’, ‘heat’, ‘cont’}, which represent hy-
drogen ionization, helium ionization, hydrogen excitation, heating of the IGM, and
sub-10.2 eV continuum photons respectively. The energy deposition fractions 𝑓𝑐(𝑧)
are then found by normalizing the total energy deposited into channel c within a
redshift step by the total energy injected within that step according to Eq (5.43). We
closely follow the method for computing 𝑓𝑐(𝑧) described in Ref. [121].
Before calculating 𝑓𝑐(𝑧) for each channel, it is instructive to see how to calcu-
late the total amount of energy deposited per unit time and volume, (𝑑𝐸/𝑑𝑉 𝑑𝑡)dep.
The low-energy photon and electron spectra N𝛾low[𝐸𝑖] and N
𝑒
low[𝐸𝑖] as defined above
contain a number of particles per baryon deposited within each log-redshift bin (the
𝑧-dependence has been suppressed since all calculations in this section occur at the
same redshift step). We can convert between these and spectra containing the number
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of particles produced per unit volume and unit time using the conversion factor 𝐺(𝑧)
introduced in Eq. (7.5). For example, to obtain the total amount of energy deposited
at a given redshift per unit time and volume, one simply sums over low-energy particle
type and applies the conversion factor,
(︂
𝑑𝐸
𝑑𝑉 𝑑𝑡
)︂dep
low
=
1
𝐺(𝑧)
∑︁
𝛼
∑︁
𝑖
𝐸 ′𝑖N
𝛼
low[𝐸
′
𝑖] . (7.31)
To calculate the total amount of energy deposited we must also add the amount
deposited by high energy electrons and photons, which we computed in Eq. (7.27):
(︂
𝑑𝐸
𝑑𝑉 𝑑𝑡
)︂dep
high
=
1
𝐺(𝑧)
∑︁
𝑐
𝐸high𝑐 . (7.32)
Then the total deposited energy summed over all channels is given by
(︂
𝑑𝐸
𝑑𝑉 𝑑𝑡
)︂dep
=
(︂
𝑑𝐸
𝑑𝑉 𝑑𝑡
)︂dep
low
+
(︂
𝑑𝐸
𝑑𝑉 𝑑𝑡
)︂dep
high
. (7.33)
With this example in mind, we are now ready to understand how to split the energy
deposition into the different channels.
Photons
We first compute 𝑓𝑐(𝑧) for low-energy photons, starting with energy deposition into
continuum photons. These are photons with energy below 3ℛ/4 = 10.2 eV that are
unable to effectively transfer their energy to free electrons or atoms, so they just
free stream. The energy of these photons constitutes deposition into the continuum
channel, i.e.
(︂
𝑑𝐸𝛾
𝑑𝑉 𝑑𝑡
)︂dep
cont
=
1
𝐺(𝑧)
3ℛ/4∑︁
𝐸𝑖=0
𝐸𝑖N
𝛾
low[𝐸𝑖] . (7.34)
To calculate the total amount of energy deposited into hydrogen excitation, we
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make the approximation that all photons with energies between 3ℛ/4 = 10.2 eV and
ℛ = 13.6 eV deposit their energy instantaneously into hydrogen Lyman-𝛼 excitation,
following [121]:
(︂
𝑑𝐸𝛾
𝑑𝑉 𝑑𝑡
)︂dep
exc
=
1
𝐺(𝑧)
ℛ∑︁
𝐸𝑖=3ℛ/4
𝐸𝑖N
𝛾
low[𝐸𝑖] . (7.35)
A more complete treatment of excitation would involve keeping track of sub-13.6 eV
energy photons as they redshift into the Lyman-𝛼 transition region at 10.2 eV, and
should also include two-photon excitation into the 2𝑠 state.5 Finally, helium excitation
has been neglected, since the de-excitation of helium atoms, which occurs quickly,
produces photons that can eventually photoionize hydrogen. We therefore expect
almost no net deposition of energy into helium excitation. Energy injection through
helium excitation would mainly affect the process of helium recombination, when the
probability of ionization after excitation to a higher state is significant due to the
photon bath. However, we do not track this small effect, since the change to 𝑥𝑒 would
be very small. We leave a more careful treatment of excitation that can correctly
take into account all of these effects to future work.
We now move on to ionization. All photons above ℛ = 13.6 eV that are included
in 𝑁𝛾low have photoionized one of the atomic species (HI, HeI and HeII). However,
after photoionizing a helium atom, the resulting ion may quickly recombine with an
ambient free electron, producing an ℛHe = 24.6 eV or 4ℛ = 54.4 eV photon, which
may then go on to photoionize hydrogen instead.6
We can handle low-energy photons with energy 𝐸𝛾 that photoionize neutral helium
in one of the following three ways:
1. if helium is completely ignored, the photon is assumed to photoionize hydrogen,
producing a low-energy electron with energy 𝐸𝛾 −ℛ from photoionization and
5Two-photon 1𝑠→ 2𝑠 transitions are in fact as important as Lyman-𝛼 transitions near recombi-
nation in determining the ionization history, due to the fact that the Lyman-𝛼 line is optically thick
at this time.
6The photoionization rate on neutral hydrogen is much faster than the Hubble rate for 𝑥HII .
0.9999 for 𝑧 > 3.
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depositing ℛ into hydrogen ionization. This is the approach used in previous
calculations of 𝑓𝑐(𝑧) [121], but leaves us unable to self-consistently track 𝑥HeII
if desired;
2. the photon produces a low-energy electron with energy 𝐸𝛾−ℛHe from photoion-
ization, depositing ℛ into hydrogen ionization from the recombination photon
(with energy ℛHe) and producing an electron with energy ℛHe − ℛ, which
ultimately deposits energy into hydrogen excitation, heating and sub-10.2 eV
photons. This approach was previously discussed in Ref. [119], and found to
result in very little difference when compared to method (1); or
3. the photon produces a low-energy electron with energy 𝐸𝛾 − ℛHe from pho-
toionization and deposits ℛHe into helium ionization.
The most accurate accounting of helium ionization lies somewhere between meth-
ods (2) and (3); however, either method will likely lead to very similar results in
terms of 𝑥𝑒 and 𝑇𝑚, since the bulk of the energy is deposited by the electron from
the initial photoionization for photon energies 𝐸𝛾 ≫ ℛHe, and the remaining energy
always leads to one ionization event overall. DarkHistory offers the choice of these
three options for implementing helium ionization.
We have checked that all three methods lead to similar ionization and temperature
histories for DM models over a large range of masses decaying to both 𝑒+𝑒− and 𝛾𝛾;
these checks are shown in Appendix E.3. We recommend simply using method (1)
with helium turned off if the user is interested in ionization and temperature histories
well before reionization, and using both method (2) and (3) with helium turned on
to bracket the uncertainties associated with energy deposition on helium if the user
is interested in the epoch of reionization.
To summarize, the amount of deposited energy into hydrogen per unit time and
volume is given by
(︂
𝑑𝐸𝛾
𝑑𝑉 𝑑𝑡
)︂dep
Hion
=
ℛ
𝐺(𝑧)
∑︁
𝐸𝑖>ℛ
𝑞𝛾H[𝐸𝑖]N
𝛾
low[𝐸𝑖] , (7.36)
244
Method 𝑞𝛾H 𝑞
𝑒
H 𝑞
𝛾
He 𝑞
𝑒
He,a 𝑞
𝑒
He,b
1 1 1 0 0 0
2 1 𝑞 0 1− 𝑞 1− 𝑞
3 𝑞 𝑞 1− 𝑞 1− 𝑞 0
Table 7.1: List of 𝑞-coefficients for use in Eqs. (7.36)–(7.38). The variable 𝑞 is defined
in Eq. (7.39).
and into helium ionization by:
(︂
𝑑𝐸𝛾
𝑑𝑉 𝑑𝑡
)︂dep
Heion
=
ℛHe
𝐺(𝑧)
∑︁
𝐸𝑖>ℛHe
𝑞𝛾He[𝐸𝑖]N
𝛾
low[𝐸𝑖] , (7.37)
producing a low-energy electron spectrum after photoionization of
N𝑒ion[𝐸𝑖] = 𝑞
𝑒
H(𝐸𝑖 +ℛ)N𝛾low[𝐸𝑖 +ℛ]
+ 𝑞𝑒He,a(𝐸𝑖 +ℛHe)N𝛾low[𝐸𝑖 +ℛHe]
+ 𝛿[𝐸𝑖 −ℛHe +ℛ]
∑︁
𝑗
𝑞𝑒He,b(𝐸𝑗)N
𝛾
low[𝐸𝑗] , (7.38)
where 𝛿[𝐸𝑖−ℛHe+ℛ] is one when the bin boundaries span the energy ℛHe−ℛ and
is zero otherwise, and
𝑞(𝐸𝑖) ≡
⎧⎪⎨⎪⎩
𝑛HI𝜎HI(𝐸𝑖)
𝑛HI𝜎HI(𝐸𝑖)+𝑛HeI𝜎HeI(𝐸𝑖)
, 𝐸𝑖 > ℛ,
0, otherwise,
(7.39)
with the 𝜎’s denoting the photoionization cross section of the appropriate species.
N𝑒ion is added to the low-energy electron spectrum, N𝑒low, which is then treated in the
next section. The values of the 𝑞-coefficients depend on the method, and are shown
in Table 7.1.
Electrons
To compute how low-energy electrons deposit their energy into the different channels,
we use the results obtained by the MEDEA code [116, 118], following a similar treat-
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ment to Ref. [119]. Although DarkHistory also includes a calculation of electron
energy deposition, which we discussed in Sec. 7.3.4, the MEDEA results are more
accurate in the sub-3 keV electron energy range, including a more detailed account-
ing of all possible atomic processes (such as 2𝑠 → 1𝑠 deexcitations) and with more
up-to-date cross sections. However, at mildly nonrelativistic to mildly relativistic
regimes, our calculation of ICS is more accurate, as argued in Sec. 7.3.4. Further-
more, the MEDEA results assume that hydrogen and helium are at similar ionization
levels, which is not always a good assumption. In future versions of DarkHistory,
an improved treatment of electrons may be a useful addition to the code.
The MEDEA code uses a Monte Carlo method to track high-energy electrons as
they are injected into the IGM, and determines the fraction of the initial electron
energy deposited into ionization, Lyman-𝛼 excitation, heating of the gas and sub-
10.2 eV photons. We use a table of these energy deposition fractions 𝑝𝑐(𝐸𝑖, 𝑥𝑒,𝑗) [119],
where 𝑐 ∈ {‘Hion’, ‘Heion’, ‘exc’, ‘heat’, ‘cont’} as before, 𝑥𝑒,𝑗 ranges between 0 and
1, and 𝐸𝑖 ranges between 14 eV and 3 keV, and perform an interpolation over these
values. The energy deposition from electrons is then simply given by
(︂
𝑑𝐸𝑒
𝑑𝑉 𝑑𝑡
)︂dep
c
=
1
𝐺(𝑧)
∑︁
𝑖
𝑝𝑐(𝐸𝑖, 𝑥𝑒)𝐸𝑖N
𝑒
low[𝐸𝑖] , (7.40)
keeping in mind thatN𝑒ion has already been added toN𝑒low. Between energies of 10.2 eV
and 13.6 eV, where collisional excitations of hydrogen are possible but not ionization,
we use the result at 14 eV, but setting the component into hydrogen ionization to
zero and normalizing to unit probability. Below 10.2 eV, electrons can only deposit
energy through Coulomb heating.
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High-Energy Deposition
Finally, the high-energy deposition component of the total energy deposited is given
by:
(︂
𝑑𝐸high
𝑑𝑉 𝑑𝑡
)︂dep
𝑐
=
1
𝐺(𝑧)
𝐸high𝑐 , (7.41)
where 𝑐 ∈ { ‘ion’, ‘exc’, ‘heat’ }. Here, we add the high-energy excitation and ioniza-
tion component to Lyman-𝛼 excitation and hydrogen ionization for simplicity, even
though the high-energy deposition is computed for all atomic species. A more accurate
computation of this together with a more consistent treatment of helium ionization
will be a potential improvement in a future version of DarkHistory.
With the rate of energy deposition through both low-energy photons and low-
energy electrons computed, the total energy deposition rate is then straightforwardly
given by
(︂
𝑑𝐸
𝑑𝑉 𝑑𝑡
)︂dep
𝑐
=
∑︁
𝛼
(︂
𝑑𝐸𝛼
𝑑𝑉 𝑑𝑡
)︂dep
𝑐
, (7.42)
where 𝛼 ∈ {𝛾, 𝑒, high}.
7.3.7 TLA Integration and Reionization
DarkHistory offers several options for which set of assumptions should be used when
integrating the ionization and thermal histories. In the simplest case, the user may
integrate Eq. (7.1) at each redshift step based on the 𝑓𝑐(𝑧,x) calculated above, with
the reionization terms switched off. As we have discussed, including this backreaction
is already a significantly better treatment compared to calculations which assume a
standard recombination history, i.e. using 𝑓𝑐(𝑧,xstd(𝑧)) (although backreaction can
also be switched off within DarkHistory).
The next significant improvement that is implemented within DarkHistory is the
tracking of the neutral helium ionization fraction. Well before reionization, neglecting
247
helium is a good approximation, since the number density of helium nuclei is only
ℱHe ≃ 0.08 of hydrogen, and we should expect only at most an 8% correction to 𝑥𝑒 if
we include helium.
However, tracking helium allows us to accomplish a self-consistent modeling of
exotic energy injection together with the reionization of hydrogen and neutral helium.
DarkHistory allows users to input a model of reionization, for the first time extending
the validity of these energy injection calculations into a regime where hydrogen is fully
ionized and helium is singly ionized.
Helium
The DarkHistory evolution equation governing helium without any energy injection
is identical to the RECFAST model, and is given by [406]
?˙?
(0)
HeII = 𝒞𝑠HeI
(︀
𝑥HeII𝑥𝑒𝑛H𝛼
𝑠
HeI − 𝛽𝑠HeI(ℱHe − 𝑥HeII)𝑒−𝐸
𝑠,He
21 /𝑇CMB
)︀
+ 𝒞𝑡HeI
(︀
𝑥HeII𝑥𝑒𝑛H𝛼
𝑡
HeI − 3𝛽𝑡HeI(ℱHe − 𝑥HeII)𝑒−𝐸
𝑡,He
21 /𝑇CMB
)︀
. (7.43)
The singlet and triplet ground states of helium must be treated separately, and terms
relevant to the singlet or triplet state are represented with a superscript 𝑠 or 𝑡 re-
spectively. Here, 𝛼HeI and 𝛽HeI are the recombination and photoionization for HeI,
𝐸He21 represents the energy difference between the corresponding 𝑛 = 1 and 𝑛 = 2
states, and finally 𝒞HeI is the analog to the Peebles-C coefficient found in Eq. (1.28),
representing the probability of a helium atom in the 𝑛 = 2 state decaying to either the
singlet or triplet ground state before photoionization can occur. The reader should
refer to Refs. [406, 408, 409] for details on the numerical values of the coefficients, as
well as how to compute 𝒞HeI.
We emphasize that although we have implemented all of the modifications to the
standard TLA in Eq. (1.28), our code should not be used for high-precision cosmology,
given that it has not been tested extensively, e.g. with different cosmological param-
eters from the central values used in DarkHistory. We find that our code agrees to
within 3% of the RECFAST 𝑥𝑒 values for the cosmological parameters used here, which
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is sufficient for computing the effects of exotic energy injection at this stage.
In the presence of exotic sources of energy injection, low-energy photons and
electrons can also change the helium ionization level. Once again, we express the
energy injection source term as
?˙?injHeII =
𝑓He ion(𝑧,x)
ℛHe𝑛H
(︂
𝑑𝐸
𝑑𝑉 𝑑𝑡
)︂inj
, (7.44)
where ℛHe = 24.6 eV is the ionization potential of neutral helium. As we discussed in
Sec. 7.3.6, there are three different methods available to evaluate 𝑓Heion which bracket
the uncertainties involved in helium ionization.
To summarize, the user may opt to track the change in helium ionization levels.
This means that in addition to Eq. (7.1), we also include
?˙?HeII = ?˙?
(0)
HeII + ?˙?
inj
HeII + ?˙?
re
HeII , (7.45)
where ?˙?reHeII is the contribution from processes that are active during reionization.
Reionization
The evolution equations shown in Eqs. (7.1) and (7.45) can be integrated with all
reionization terms switched off if the user is primarily interested in temperatures or
ionization levels well before reionization starts at 𝑧 ∼ 20. In this regime, turning off
helium is also a reasonable approximation.
With reionization however, the helium ionization level should be solved as well for
complete consistency. We solve the TLA differential equations shown in Eqs. (7.1)
and (7.45) in two separate redshift regimes. Prior to some user-defined reionization
redshift 1+𝑧re (𝑧re ≤ 50), we set ?˙? re𝑚 , ?˙?reHII and ?˙?reHeII to zero. Once reionization begins,
we set ?˙?(0)HII and ?˙?
(0)
HeII to zero for 𝑧 < 𝑧re instead, switching over to the specified
reionization model with its own photoionization and recombination rates.7 We also
begin tracking doubly-ionized helium 𝑥HeIII, which is always assumed to be zero before
7We do not set ?˙? (0)𝑚 = 0, since both adiabatic cooling and Compton scattering off the CMB
remain active during reionization.
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reionization.
The ?˙? re𝑚 , ?˙?reHII and ?˙?reHeII terms depend on the details of how reionization proceeds,
which is still relatively uncertain. However, choosing a model for the formation of
stars and active galactic nuclei (AGNs) and the associated photoionization and pho-
toheating rates, these terms can be evaluated. DarkHistory by default includes the
Puchwein+ model of Ref. [410]. We also demonstrate how to implement the older
Madau and Haardt model [411] in Example 8. Both models provide a photoionization
rate Γion𝛾𝑋(𝑧) and a photoheating rate ℋion𝛾𝑋(𝑧) as a function of redshift and species 𝑋.
Along with these energy injection rates, we must also include other relevant pro-
cesses that alter the ionization fraction of each species. Since these processes generally
convert kinetic energy to atomic binding energy, cooling or heating of the gas due to
these processes must also be included in ?˙? re𝑚 . The processes we include are:
1. collisional ionization, occuring at a rate Γion𝑒𝑋 for each species 𝑋, and an associ-
ated cooling rate −ℋion𝑒𝑋 ;
2. case-A recombination, described by a rate coefficient 𝛼𝐴,𝑋 for each species 𝑋,
and an associated cooling rate −ℋrec𝑋 ;
3. collisional excitation cooling, with a rate −ℋexc𝑒𝑋 ; and
4. bremsstrahlung cooling, with a rate −ℋbr.
The cooling rates here have been defined with a negative sign so that all quantities
denoted by ℋ contribute positively to any temperature change. Expressions for all
of these rates can be found in Ref. [412]. They are explicitly dependent on the
ionization fraction of all three of the relevant species, namely 𝑥HI, 𝑥HeI and 𝑥HeII. The
full expressions for the evolution of each of these fractions are as follows:
?˙?HII =𝑥HI
(︀
Γion𝛾HI + 𝑛𝑒Γ
ion
𝑒HI
)︀− 𝑥HII𝑛𝑒𝛼𝐴,HI ,
?˙?HeII =𝑥HeI
(︀
Γion𝛾HeI + 𝑛𝑒Γ
ion
𝑒HeI
)︀
+ 𝑥HeIII𝑛𝑒𝛼𝐴,HeIII
− 𝑥HeII
(︀
Γion𝛾HeII + 𝑛𝑒Γ
ion
𝑒HeII + 𝑛𝑒𝛼𝐴,HeII
)︀
,
?˙?HeIII =𝑥HeII
(︀
Γion𝛾HeII + 𝑛𝑒Γ
ion
𝑒HeII − 𝑥HeIII𝑛𝑒𝛼𝐴,HeIII
)︀
, (7.46)
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with the temperature evolution given by
?˙? re𝑚 =
2
3(1 + ℱHe + 𝑥𝑒)𝑛H
∑︁
𝑋
(︀ℋion𝑒𝑋 +ℋrec𝑋 +ℋexc𝑒𝑋 +ℋbr)︀ . (7.47)
Instead of specifying a full reionization model, the user may also choose the sim-
pler alternative of fixing the value of 𝑥HII and 𝑥HeII as a function of redshift once
reionization begins, and integrate the temperature evolution alone instead. We note
that this approach is not self-consistent, since fixing the ionization levels forces us to
neglect any additional contribution to ionization from exotic energy injection sources.
However, if the contribution to ionization is known to be small, this can serve as a
useful approximation.
Numerical Integration
To ensure that ionization fractions always remain appropriately bounded during in-
tegration, we introduce the variable
𝜁𝑖 ≡ arctanh
[︂
2
𝜒𝑖
(︂
𝑛𝑖
𝑛H
− 𝜒𝑖
2
)︂]︂
, (7.48)
where 𝜒𝑖 = 1 for HI and 𝜒𝑖 = ℱHe for HeI and HeII. This transformed equation is
then integrated using the standard odeint integrator provided by SciPy.
At early times, the equations we are integrating are very stiff, and solving them
directly with numerical integration can often run into difficulties. We therefore as-
sume that when 𝑥HII > 0.99 or 𝑥HeII > 0.99ℱHe, either variable follows their Saha
equilibrium values.
In Sec. 7.5.4, we will show several thermal and ionization histories that show-
case DarkHistory’s capabilities in tracking the helium ionization level, exotic energy
injection and reionization all at the same time.
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7.4 Modules
In this section we summarize the main modules in DarkHistory. We will pay par-
ticular attention to the modules shown in the flow chart in Fig. 7-1, and as far as
possible provide links between the code and the text. Keep in mind that this is not a
complete list and that it is subject to change in future versions of the code. There is
more thorough documentation in DarkHistory itself that will be periodically updated
at https://darkhistory.readthedocs.io, and will contain a more complete explanation
of the code. In the interest of space, we only provide the full path of each module in
the code when it is mentioned for the first time.
7.4.1 Data
First, the user must download the data files found at https://doi.org/10.7910/DVN/DUOUWA.
These files contain the photon propagation transfer function P𝛾 and deposition trans-
fer functions D𝛾, D𝑒 and D
high
𝑐 , which have all been precomputed as discussed above.
They also contain transfer functions for ICS calculations discussed in Appendix E.1,
structure formation annihilation boost factors computed in Ref. [137], the baseline
thermal and ionization histories, data from pppc4dmid [113] and 𝑓𝑐(𝑧) computed
without backreaction for DM annihilation and decay, where photons and 𝑒+𝑒− are
injected at a fixed set of energies.
7.4.2 config
The config module contains the code required to access the downloaded data, and
to store them in memory for use. Users should ensure that the variable data_path
points to the directory containing the data files.
7.4.3 main
The main module contains the function that implements the loop shown in Fig. 7-1,
evolve(). The usage of this function will be discussed in great detail in Sec. 7.5.
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7.4.4 darkhistory.physics
This module contains physical constants and useful functions found in cosmology, par-
ticle physics and atomic physics. We use units of cm for length, s for time and eV for
energy, mass and temperature. Some examples of functions that are included in this
module include the Hubble parameter as a function of redshift, physics.hubble(),
and the Peebles-C factor 𝒞 found in Eq. (1.28), physics.peebles_C(). Cosmolog-
ical constants provided in this module are taken from central values of the Planck
2018 TT,TE,EE+lowE results [1] and the Particle Data Group review of particle
physics [124].
7.4.5 darkhistory.electrons
The electrons module contains all of the functions necessary to perform the electron
cooling calculation. The positronium submodule contains functions that return the
spectrum of photons obtained during positronium annihilation, which we denoted
as Npos𝛾 in Eq. (7.16); Example 7 demonstrates how to use this module. The ics
submodule contains all of the machinery necessary to compute the ICS scattered
photon and electron spectra; for more details on how to use this submodule, refer to
Example 4 in the code.
elec_cooling contains the code necessary to compute the transfer functions R𝑐,
TICS and T𝑒, as defined in Eqs. (7.8), (7.11) and (7.12) respectively; Example 6 shows
how this module is used.
7.4.6 darkhistory.history
This module contains our implementation of the TLA and reionization. The sub-
module tla corresponds to Sec. 7.2 where the function get_history implements the
TLA, including all of the terms discussed in Eqs. (7.1) and Eqs. (7.45)–(7.47). The
submodule reionization contains the Puchwein+ reionization model, and contains
all of the coefficients found in Eqs. (7.46) and (7.47).
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7.4.7 darkhistory.low_energy
This module calculates 𝑓𝑐(𝑧). The lowE_photons and lowE_electrons submodules
correspond to Sec. 7.3.6 and Sec. 7.3.6, respectively, implementing Eqs. (7.34)–(7.38)
and Eq. (7.40) respectively. The lowE_deposition submodule then combines the
energy deposited by photons, electrons (including photoionized electrons) and high-
energy deposition to make 𝑓𝑐(𝑧,x).
7.4.8 darkhistory.spec
This module contains functions for handling and generating spectra and transfer
functions. All one dimensional spectra in the code can be handled using the class
Spectrum, which stores not just the data of the spectrum, but also the abscissa, and
other relevant information like redshift or the injection energy of the particle that
produced the spectrum. This class includes many convenience functions, such as the
ability to rebin the spectrum into a new binning while conserving total number and
energy, or the ability to quickly obtain the total number of particles within some
energy range. Example 1 in our code gives a quick introduction to this class.
The user may also want to store closely related spectra in one object. This may
be desirable for spectra of the same particle type over different redshifts, or if they
correspond to spectra from the same injected particle but at different injection ener-
gies. The class Spectra has been written to do exactly this. Example 2 provides a
good overview of what this class can do.
7.4.9 darkhistory.spec.pppc
Within the spec module, a dedicated submodule pppc has been written to calculate
the electron and photon spectra from the injection of any arbitrary Standard Model
particle, based on the pppc4dmid results. The function pppc.get_pppc_spec() is
the main function to use for this end. See Example 4 for more information on how
to use this function.
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7.5 Using the Code
We will now apply DarkHistory to perform a variety of calculations in order to
highlight the key functionalities of the code. Each of the subsections corresponds to
an example Jupyter notebook that has been provided as part of the code; the user
should refer to these examples for a deeper look at the full capability of the code,
as well as to the online documentation. In this chapter, we will simply highlight
capabilities and interesting physics results.
Within the code and in this section, the word “redshift” and variables that repre-
sent redshift (usually called rs in the code) refer to the quantity 1 + 𝑧, since this is
the physically relevant quantity in many cosmological calculations.
7.5.1 A Simple Model: 𝜒𝜒→ 𝑏?¯?
As a first example, we will demonstrate how to compute the ionization and thermal
history of a simple annihilation model. Consider a 50GeV Majorana fermion DM
particle that undergoes 𝑠-wave annihilation to a pair of 𝑏𝑏 quarks, with an annihilation
cross section ⟨𝜎𝑣⟩ = 2× 10−26 cm3 s−1, close to the required thermal freezeout cross
section for the correct relic abundance. Similar models have been considered as a
possible dark matter explanation for the galactic center excess [413] and the AMS-
02 antiproton excess [34, 35]. We perform the calculation in a relatively simplified
setting: with no reionization, no backreaction included, but with a boost to the
annihilation rate from structure formation. For more details, see Example 9 in the
code.
The function that we use to compute histories is main.evolve(). There are many
keyword parameters that can be used with this function, and the user should refer to
the example notebooks and the online documentation for more information. To find
the thermal history for this model, evolve() can be called in the following fashion:
import main
import darkhistory.physics as phys
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Figure 7-2: Photon (left) and 𝑒+𝑒− (right) spectra produced by a single annihilation
event, 𝜒𝜒→ 𝑏𝑏, with𝑚𝜒 = 50GeV. These spectra are based on the raw data provided
by pppc4dmid.
bbbar_noBR = main.evolve(
DM_process=’swave’, mDM=50e9, sigmav=2e-26, primary=’b’,
start_rs=3000., coarsen_factor=32, backreaction=False,
struct_boost=phys.struct_boost_func()
)
The keyword parameters are as follows:
1. DM_process=’swave’ – specifies the DM process of interest. DarkHistory can
handle 𝑠-wave annihilating and decaying DM models (DM_process=’decay’)
with this keyword;
2. mDM=50e9 – specifies the DM mass, in eV;
3. sigmav=2e-26 – specifies the velocity averaged annihilation cross section, in
cm3 s−1;
4. primary=’b’ – specifies the annihilation channel. The options include all of
those offered by pppc4dmid [113], and the spectra are extracted from the raw
data provided by the cookbook. The 𝑒+𝑒− and photon spectra from the show-
ering of a single 𝑏𝑏 pair are shown in Fig. 7-2. These are proportional to the
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injection spectra N𝛼inj defined in Sec. 7.3.3, and can be generated using the
function pppc.get_pppc_spec();
5. start_rs=3000 – the redshift at which to start the evaluation. 1 + 𝑧 = 3000
is the highest redshift at which we have produced the photon cooling transfer
functions, and represents the highest redshift that should be specified here. In
this example, start_rs fixes the initial conditions of the TLA in Eq. (1.28) at
the baseline ionization and temperature values at this redshift;
6. coarsen_factor=32 – the coarsening factor, defined in Sec. 7.3.5. For a com-
parison between solutions with different coarsening factors, see Appendix E.3;
7. backreaction=False – this turns backreaction on and off; and
8. struct_boost=phys.struct_boost_func() – specifies the structure formation
prescription to use. Once dark matter halos start to collapse, the annihilation
rate gets enhanced by the factor
1 + ℬ(𝑧) ≡ ⟨𝜌
2
𝜒⟩
⟨𝜌𝜒⟩2 (7.49)
compared to the smooth annihilation rate shown in Eq. (1.30). Here, the key-
word struct_boost specifies a function that takes redshift as the argument,
and returns 1+ℬ(𝑧). The user can make use of the structure formation boosts
that are saved by default in DarkHistory in the physics module, which include
the boost factors computed in Ref. [137], and is used as the default boost factor
by struct_boost_func().
By default, the solver integrates the equations down to 1 + 𝑧 = 4, and will not
evolve the helium ionization levels. These choices can of course be changed with
other keyword parameters. Note that the function is not limited to DM processes
or pppc4dmid spectra; other keyword parameters allow the user to specify their
own injection rates as a function of redshift (see the documentation for the keyword
parameters rate_func_N and rate_func_eng), along with the spectra of photons
257
and 𝑒+𝑒− injected (see the documentation for the keyword parameters in_spec_elec
and in_spec_phot).
The output of evolve(), stored in bbbar_noBR, is a dictionary containing the
redshift abscissa of the solutions, the ionization and temperature solutions, the propa-
gating photon, low-energy photon and low-energy electron spectra, and the computed
value of 𝑓𝑐(𝑧). To access the redshift, ionization and temperature, we can simply do:
# Redshift abscissa.
rs_vec = bbbar_noBR[’rs’]
# Matter temperature in eV.
Tm_vec = bbbar_noBR[’Tm’]
# Ionization fraction.
# Stored as 1+z by {xHII, xHeII, xHeIII}.
xHII_vec = bbbar_noBR[’x’][:,0]
In Fig. 7-3 we plot 𝑇𝑚 and 𝑥HII as a function of redshift for the 𝜒𝜒 → 𝑏?¯? model.
For DM masses above & 10GeV, values of ⟨𝜎𝑣⟩ required for thermal freezeout are un-
constrained by the CMB anisotropy power spectrum energy injection constraints: the
ionization fraction, which changes by approximately 25% only at high redshifts, does
not change enough to affect the power spectrum significantly. The sudden increase in
ionization and temperature at 𝑧 ∼ 30 corresponds to an increase in the boost factor
used (halos with an Einasto profile with halo substructure boost included [137], found
in physics.struct_boost_func()).
We also show in Fig. 7-3 for completeness the effect of turning on backreaction, i.e.
including the effect of the increased ionization level on the evolution of the ionization
and thermal histories. This is conveniently done by setting backreaction=True. In
this particular example, the effect of backreaction is small, but we will show more
scenarios where backreaction has large effect on 𝑇𝑚, and explain why this can be
significant in the next example.
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Figure 7-3: Matter temperature 𝑇𝑚 (left) and hydrogen ionization fraction 𝑥HII (right)
solved in the presence of dark matter annihilation into 𝑏?¯? pairs using DarkHistory.
Eq. (7.1) is solved without dark matter energy injection to produce the baseline
histories (black, dashed), with energy injection but without backreaction (blue), and
with dark matter annihilation and backreaction (orange). We assume a dark matter
mass of 50GeV and a velocity averaged annihilation cross section of 2× 10−26 cm3 s−1.
7.5.2 Backreaction
Let us explore the effects of backreaction a bit more using some of the code found
in Example 10 of DarkHistory. As was described in Sec 7.2, one of DarkHistory’s
main improvements to ionization and temperature history calculations is its ability
to include the effects of back-reaction. To see its importance, consider the example
of 100MeV dark matter decaying to a pair of 𝑒+𝑒−, with a lifetime of 𝜏 = 3× 1025 s,
a value that is close to the minimum lifetime allowed by constraints from the CMB
power spectrum [381]. The ionization and thermal histories can be evaluated in this
way:
decay_BR = main.evolve(
DM_process=’decay’, mDM=1e8, lifetime=3e25, primary=’elec_delta’,
start_rs=3000., coarsen_factor=16, backreaction=True
)
The new keywords here are:
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Figure 7-4: Temperature (left) and ionization (right) histories including the effects
of dark matter decay to electrons and positrons. We choose a lifetime of 3× 1025 s,
which is consistent with the CMB constraints from Ref. [381]. We plot the baseline
histories (black, dashed), the histories including dark matter energy injection but not
backreaction (blue), and the histories including energy injection and backreaction
(orange). These plots are a single vertical slice of the contour plots in Fig. 7-5.
Additionally, these plots constitute a cross-check on DarkHistory, as they agree well
with similar results obtained in Ref. [137].
1. DM_process=’decay’ – specifies the DM process of interest to be decays;
2. lifetime=3e25 – specifies the decay lifetime in seconds; and
3. primary=’elec_delta’ – the primary channel options ’elec_delta’ and ’
phot_delta’ can be used to inject an 𝑒+𝑒− and 𝛾𝛾 pair respectively, with no
electroweak corrections applied.
To do the calculation without backreaction, we can simply set backreaction=
False. However, with primary=’elec_delta’ or ’phot_delta’, DarkHistory can
instead rely on tabulated results of 𝑓𝑐(𝑧) for these two channels, using the same
method based on results from Ref. [121], to calculate the ionization and thermal
histories without evolving the input spectrum, leading to a significant speed-up. This
can be done using the function tla.get_history():
import numpy as np
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from darkhistory.tla import get_history
# get_history takes a redshift vector:
rs_vec = np.flipud(np.arange(5, 3000, 0.1))
result = get_history(
rs_vec, baseline_f=True, mDM=1e8, lifetime=3e25,
DM_process=’decay’, inj_particle=’elec_delta’
)
with the following parameters:
1. rs_vec – the redshift vector, ordered from high to low, over which the temper-
ature and ionization histories are to be evaluated;
2. baseline_f=True – this tells the code to use the baseline 𝑓𝑐(𝑧) computed by
DarkHistory without backreaction. As we discussed in Sec. 7.3.6, these 𝑓𝑐(𝑧)
agree with those computed in Ref. [121] to within 10%, and
3. inj_particle=’elec_delta’ – used to specify one of two options: one of either
’elec_delta’ or ’phot_delta’.
The output result is an array of shape (len(rs_vec), 4), with the second
dimension indexing {𝑇𝑚, 𝑥HII, 𝑥HeII, 𝑥HeIII}. The temperature (in eV) can be accessed
through T_m = results[-1,0].
Although only the 𝑓𝑐(𝑧) values for the injection for an 𝑒+𝑒− and 𝛾𝛾 pair have been
saved for use with DarkHistory, the 𝑓𝑐(𝑧) for any arbitrary channel can be computed
from a weighted average of the electron and photon results [121]. We stress once
again, however, that this can only be done assuming no backreaction.
The histories are shown in Fig 7-4, with and without backreaction turned on.
First, even though the ionization level at 𝑧 ∼ 10 is three orders of magnitude larger
than the baseline, such a scenario is actually still consistent with the CMB power
spectrum constraints, owing to the fact that the ionization build-up occurs relatively
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late: the CMB constraints are sensitive to changes in 𝑥𝑒 near recombination, and
become less sensitive at later times.
Comparing the temperature histories with and without backreaction, we see that
the main effect of this increase in 𝑥𝑒 on the energy deposition processes is to increase
energy deposition into heating. Ionization and excitation rates depend on the neutral
fraction, which is still close to 100% even with energy deposition from DM. However,
the energy rate into Coulomb heating is proportional to 𝑥𝑒, so taking into account the
significantly elevated 𝑥𝑒 values leads to higher temperature levels. By about 𝑧 ∼ 10,
𝑇𝑚 with backreaction is larger than without backreaction by a factor of ∼ 4, with
the difference continuing to grow. Neglecting backreaction therefore leads to a severe
underestimate of 𝑇𝑚, and including this effect consistently will certainly be important
in understanding what measurements of 𝑇𝑚 at 𝑧 ≃ 20 through the 21-cm signal or
the Lyman-𝛼 power spectrum can tell us about exotic sources of energy injection.
We can perform the calculation over a range of DM masses by looping over values
of mDM. For each value of 𝑚𝜒, we select the minimum lifetime 𝜏 which is consistent
with the CMB power spectrum constraints, and compare the difference between the
temperature history with backreaction (𝑇𝑚,BR) and without (𝑇𝑚,0) by computing the
fractional change in temperature,
𝛿𝑇𝑚
𝑇𝑚,0
(𝑚𝜒, 𝑧) =
𝑇𝑚,BR(𝑚𝜒, 𝑧)− 𝑇𝑚,0(𝑚𝜒, 𝑧)
𝑇𝑚,0(𝑚𝜒, 𝑧)
. (7.50)
In Fig 7-5 we plot this variable over a range of redshifts and dark matter masses for
this particular channel (𝜒→ 𝑒+𝑒−), but also for decay and annihilation into 𝑒+𝑒− and
𝛾𝛾, taking the maximum ⟨𝜎𝑣⟩ again allowed by the CMB power spectrum constraints.
At a redshift of 𝑧 ∼ 17 near the end of the cosmic dark ages, 𝛿𝑇𝑚/𝑇𝑚,0 ∼ 100% (i.e.
𝑇𝑚 with backreaction is a factor of 2 larger than without) or more can easily be
obtained. Even larger deviations are possible at lower redshifts, depending on the
channel under consideration.
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Figure 7-5: Contour plots of the fractional change in temperature 𝛿𝑇𝑚/𝑇𝑚,0 caused by
including the effects of backreaction, as a function of dark matter mass and redshift
(See Eq. (7.50)). For each dark matter mass, we choose the minimum 𝜏 or maximum
⟨𝜎𝑣⟩ allowed by current CMB power spectrum constraints [121, 381].
7.5.3 21-cm Sensitivity
The global 21-cm signal is a measurement of the sky-averaged differential brightness
temperature 𝑇21 with respect to the background radiation. Measurements of this sig-
nal would open a window into the ionization and temperature histories of the universe
at the cosmic dawn (see e.g. Ref. [414] for a review of 21-cm cosmology). A first claim
of such a measurement has already been made by the EDGES collaboration [139].
The brightness temperature of the 21-cm hydrogen absorption line relative to the
background radiation temperature is given by [414]:
𝑇21 ≈ 𝑥HI(𝑧)
(︂
0.15
Ω𝑚
)︂1/2(︂
Ω𝑏ℎ
0.02
)︂(︂
1 + 𝑧
10
)︂1/2 [︂
1− 𝑇𝑅(𝑧)
𝑇𝑆(𝑧)
]︂
23mK , (7.51)
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Figure 7-6: The minimum dark matter decay lifetime (top row) and maximum anni-
hilation cross section (bottom row) bounds, derived from the global 21-cm signal. We
assume a differential 21-cm brightness temperature of 𝑇21 = −50mK, corresponding
to a maximum 𝑇𝑚 of about 20.3K at 𝑧 ∼ 17. We consider decay and annihilation
into 𝛾𝛾 (left column) and 𝑒+𝑒− (right column) and compute the bounds with (orange,
solid) and without (purple, dashed) backreaction.
where Ω𝑏 is the baryon energy density today as a fraction of the critical density,
ℎ is the Hubble parameter today in km s−1Mpc−1, 𝑇𝑅 is the background radiation
temperature (typically assumed to be the CMB temperature) and 𝑇𝑆 is the spin tem-
perature of neutral hydrogen as a function of redshift, which determines the relative
population of neutral hydrogen in the two hyperfine states. Due to the presence of an
intense Lyman-𝛼 radiation field once stars begin to form, it is expected that 𝑇𝑆 ≈ 𝑇𝑚
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at the cosmic dawn. This fact allows us to turn the 21-cm global signal into a limit
on 𝑇𝑚 itself, assuming that 𝑇𝑅 = 𝑇CMB.
We will focus on 1 + 𝑧 ≈ 18, roughly the central value of the absorption trough
measured by EDGES [139]. At this redshift, almost all hydrogen is neutral, i.e.
𝑥HI ≈ 1, and we can invert Eq. (7.51) to find 𝑇𝑆 as a function of 𝑇21. Since 𝑇𝑚 < 𝑇𝑆,
this yields the bound
𝑇𝑚(𝑧 = 17) <
(︂
1− 𝑇21
35mK
)︂−1
49K . (7.52)
This temperature bound in turn puts a limit on the DM decay lifetime or cross-section
because too much dark matter decay/annihilation would heat up 𝑇𝑚 past this point.
In contrast to the CMB power spectrum energy injection bounds, which is most
sensitive to changes in 𝑥𝑒 around the time of recombination, the 21-cm global signal
constraints are more sensitive to energy injection processes that are more active at late
times, and are dependent primarily on 𝑇𝑚 instead. Since 𝑇𝑚 is significantly impacted
by including the effects of backreaction, the calculation performed by DarkHistory
becomes important for setting accurate constraints using the 21-cm global signal.
To illustrate this, we perform a simple sensitivity study by obtaining the con-
straints for a measured 𝑇21 of −50mK, and compare the constraints with and without
backreaction taken into account. Although this value of 𝑇21 is inconsistent with the
EDGES experiment, it is impossible to interpret the EDGES result without propos-
ing new physics that may be at play during the cosmic dark ages [138], which is a
more complicated task and less relevant to helping users understand the code. The
following analysis is worked out in more detail within the code in Example 11.
𝑇21 = −50mK means that we require 𝑇𝑚 < 20.3K according to Eq. (7.52). We
once again scan over a grid of dark matter masses and lifetimes/cross-sections de-
caying/annihilating into 𝑒+𝑒− and 𝛾𝛾, using get_history() for the case with no
backreaction and evolve() for the case with backreaction, as explained in the previ-
ous section, to find where in parameter space dark matter energy injection leads to a
violation of Eq. (7.52).
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Figure 7-7: Temperature (left) and free electron fraction 𝑥𝑒 (right) as a function
of redshift. 𝑥𝑒 is solved in DarkHistory with (blue) and without (orange) helium;
both options lead to a similar temperature history (blue). With helium, helium
recombination is correctly computed (inset). The CMB temperature is shown (black,
dashed) for reference.
The resulting exclusion plots are shown in Fig. 7-6. We see that in each case the
calculation with backreaction can be between 10%–50% stronger than without back-
reaction, which we would expect because backreaction leads to larger temperatures.
We emphasize that this is the result for just one chosen value of 𝑇21; for larger (less
negative) 𝑇21, we expect that the importance of backreaction will increase, since the
energy injection is less constrained, allowing for larger values of 𝑥𝑒.
7.5.4 Helium, Dark Matter and Reionization
Finally, we will take a closer look at the different options one can use within the code
to evaluate temperature and ionization histories. Throughout this section, we will
demonstrate these different options mostly using get_history(), but similar options
are also available in evolve(), which calls get_history() with all of the relevant
options provided. We refer the reader to the online documentation and to Example
8 in the code for more details.
Without any exotic energy injection or reionization, the function get_history()
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Figure 7-8: Temperature (left) and free electron fraction (right) as a function of
redshift, solved in DarkHistory with the default Puchwein+ reionization model [410].
The IGM temperature (blue) is shown on the left, while the ionization fractions
𝑛HII/𝑛H (blue), 𝑛HeII/𝑛He (orange) and 𝑛HeIII/𝑛He (green) are shown as well. These
results agree very well with the same plots shown in Ref. [410].
accepts a redshift vector, and simply returns the baseline ionization and temperature
histories, obtained by solving Eq. (7.1):
import numpy as np
from darkhistory.tla import get_history
# Redshift vector in decreasing order.
rs_vec = np.flipud(np.arange(1., 3000., 0.1))
soln_baseline = get_history(rs_vec)
Helium evolution within get_history() is controlled by the flag helium_TLA, i.e.
soln_He = get_history(rs_vec,helium_TLA=True)
Fig. 7-7 shows the solution to Eq. (1.28) with just the “(0)” terms, i.e. without any
energy injection or reionization, and compares that solution to one with Eq. (7.45)
added as well. This is simply the standard ionization history with helium recombi-
nation (𝑧 ∼ 1800) and hydrogen recombination (𝑧 ∼ 1100), eventually leading to the
residual ionization fraction at redshifts well below hydrogen recombination of about
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Figure 7-9: Temperature (left) and hydrogen ionization (right) history of the uni-
verse with DM decay and the default reionization model. The DM has a mass of
𝑚𝜒 = 100MeV and decays to 𝑒+𝑒− with a lifetime of 3× 1025 s. The temperature
and ionization with DM decay alone is shown without (blue, dotted) and with (orange,
dotted) backreaction included. The combined effect of DM decay and reionization
without (green) and with (red) backreaction can be compared to the reference reion-
ization model (black, dashed).
𝑥𝑒 ∼ 2 × 10−4. The inset of Fig. 7-7 shows that DarkHistory is able to correctly
reproduce helium recombination; the entire ionization history agrees with RECFAST
results at the central cosmological parameters used by DarkHistory to within ∼ 3%.
We recommend that helium ionization levels are tracked when used in combination
with reionization.
The next important option is whether to include the effects of reionization. This
option is controlled by the flag reion_switch:
soln_default_reion = get_history(
rs_vec, helium_TLA=True, reion_switch=True
)
With no other options set, setting reion_switch to True causes DarkHistory to use
the standard reionization model, which is based on the photoionization and photo-
heating rates provided in [410]. Fig. 7-8 shows the IGM temperature as well as the
ionization levels of the different atomic species as a function of redshift. Both of these
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results agree well with the same result shown in Ref. [410]. Reionization of hydrogen
and neutral helium is complete by about 𝑧 ∼ 6; soon after, HeII starts to become
doubly ionized, leading to a decrease in 𝑛HeII and a corresponding increase in 𝑛HeIII.
Dips in 𝑇𝑚 correspond to a decrease in photoheating rates once a species becomes
completely ionized and the production of high-energy electrons from photoionization
off these species ceases.
Aside from the default reionization model, the user may also supply their own
reionization models in two different ways: by either providing their own photoion-
ization and photoheating rates on each atomic species (e.g. based on a model that
is different from the default, e.g. [411]), or by fixing the ionization history below a
certain redshift, e.g. with a tanh model [317, 415]. We leave a discussion of how to
use these options to Example 8 in the code.
With the ability to include both helium and reionization, we can now add a new
source of energy injection and compute the effects on ionization and temperature
levels. We remind the reader that this means we are solving Eq. (7.1) together
with Eq. (7.45). This is accomplished in the code with both reion_switch and
helium_TLA set to True, and supplying the same keyword parameters used to inject
energy from DM shown in Sec. 7.5.2. We can add decaying DM with mass 100MeV
into an 𝑒+𝑒− pair with a lifetime of 3× 1025 s, like so (using evolve() in this example):
main.evolve(
DM_process=’decay’, mDM=1e8, lifetime=3e25, primary=’elec_delta’,
start_rs=3000., coarsen_factor=1, backreaction=True,
helium_TLA=True, reion_switch=True
)
By turning on and off the flags backreaction, helium_TLA and reion_switch, we
can produce histories including or excluding these various effects.
The results from different combinations of these switches are summarized in Fig. 7-
9. The dashed lines shows the histories with DM decay only, and illustrates the
significant difference that can arise after taking into account backreaction, which
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we have already seen in Fig. 7-4. Combining the DM energy injection with the
reionization model gives the solid lines in Fig. 7-9. These curves should be compared
to the default reionization model temperature and ionization histories, shown in the
black, dashed lines. When computing the DM energy deposition without taking into
account backreaction, we find that the amount of energy deposited into heating from
DM is much smaller than heating from reionization processes once they begin in
earnest, and so adding the DM decays on top of reionization produces only a small
perturbation in the temperature history relative to 𝑇𝑚 for just the reionization model
alone. In some cases, the addition of DM actually decreases 𝑇𝑚: this can happen due
to reionization proceeding at a faster rate, leaving fewer atoms to photoionize and
thus suppressing photoheating.
It is clear, however, that neglecting backreaction leads to a severe underestimation
of the energy deposition into heating. Performing the full calculation with DM, reion-
ization and backreaction correctly accounted for produces the line in red, which shows
that the addition of DM significantly increases 𝑇𝑚 compared to both the reioniza-
tion model and the case where DM energy deposition is added without backreaction.
Reionization greatly enhances the energy deposition rate into heating of the IGM by
increasing the number of free charged particles available for Coulomb heating, and
properly accounting for backreaction using DarkHistory is critical to predicting the
IGM temperature growth due to energy injection once reionization begins.
7.6 Conclusion
We have developed and made public a new code package for mapping out the effects of
arbitrary exotic energy injections — including dark matter annihilation and decay to
arbitrary Standard Model final states — on the temperature and ionization history of
the early universe. DarkHistory is capable of self-consistently including the effects of
conventional astrophysical sources of ionization and heating, and of including feedback
effects that can significantly enhance the degree of heating. Additionally, the ICS
module can be employed independently of the rest of the code, as an accurate and
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efficient numerical calculator of ICS across a very wide range of electron and photon
energies. We have outlined here a number of worked examples, and provide more
examples with the online code at https://github.com/hongwanliu/DarkHistory.
DarkHistory has a modular framework and can in the future be improved in
several different directions, while keeping the same underlying structure. In this
first version we have focused on the homogeneous signal, and neglected the possible
effect of new radiation backgrounds and/or gas inhomogeneities on the cascade of
secondaries produced by injected high-energy particles. Such effects may become im-
portant in the late cosmic dark ages and the epoch of reionization. The spectrum of
low-energy photons produced by energy injection, and the resulting distortion to the
spectrum of the CMB, is a possible observable in its own right; the current version
of DarkHistory provides only a partial calculation of this spectral distortion, due
to our approximate treatment of low-energy electrons, but we intend to improve this
aspect in future work. The effects of other new physics on the temperature/ionization
evolution – in particular, scattering between baryons and DM – can be incorporated
within the same framework. We also intend to explore the possibility of interfac-
ing DarkHistory with existing public codes for computing the recombination history,
perturbations to the CMB, and 21cm signals.
The tools we have developed in this work can be used to understand the visible
imprints of exotic energy injections that could appear in the CMB and the 21cm line of
neutral hydrogen, and hence to place precise constraints on dark matter annihilation
and decay. We hope they will help pave the way for a comprehensive description of
the ways in which dark matter interactions, and other physics beyond the Standard
Model, could reshape the early history of our cosmos.
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Chapter 8
Conclusion
In this thesis, I have discussed several contributions to our theoretical understanding
of dark matter production and energy deposition across a large range of length scales.
These ideas may give us some insight into the nature of dark matter itself, or at least
ensure that we leave no stone unturned in our search.
Much still remains to be done based on the work in this thesis. In particular,
our work on DarkHistory can form the basis for accurately computing the effects of
dark matter energy deposition on the 21-cm global signal and power spectrum with
the help of existing 21-cm codes. Future improvements to DarkHistory, including
a better treatment of electron cooling and integration with recombination codes like
hyrec, will allow us to obtain the spectral distortion to the CMB due to dark matter
processes, opening a new window into the dark sector.
We have only just begun to explore the myriad of ways in which dark matter may
yet surprise us phenomenologically. The ideas contained in this thesis are only the
beginning, and I hope there are many more exciting ideas about dark matter to come.
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Appendix A
Not-Forbidden Dark Matter
A.1 Coupled Boltzmann Equations and Prolonged
Freezeout
As mentioned above, an essential difference between NFDM and conventional DM
freezeout is the importance of tracking the evolution of both the DM 𝜒 and the
mediator particle (in our model, 𝐴′), by solving the coupled Boltzmann equations
(Eq. (2.2) and (2.3) for relevant terms when 𝑟 & 1, Eq. (A.3) and (A.4) for the com-
plete equations) for their respective densities. The presence of two equations implies
that more than one scattering (or decay) process can be important for determining
the final abundance; hence both the fastest and second fastest reactions are typically
relevant.
This is in contrast to conventional DM freezeout based upon a single Boltzmann
equation, where the abundance depends upon the strongest channel. In the large 𝜖
limit of our model, 𝐴′ decay is the fastest process, and enforces equilibrium of 𝐴′,
𝑛𝐴′ = 𝑛𝐴′,0. Hence smaller values of 𝜖 are necessary to realize the rich cosmology
that comes from the interplay of the coupled Boltzmann equations of 𝜒 and 𝐴′. To
simplify the subsequent discussion, we assume that these 𝜖-suppressed reactions are
negligibly slow, i.e. we work in the secluded dark sector regime of the NFDM model.
It is useful to define the net rate of 3 ↔ 2 or 2 ↔ 2 interactions per 𝜒 or 𝐴′
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particle by considering the collision terms in the Boltzmann equations, written in the
form 𝑅𝜒 ≡ 𝑑 log 𝑛𝜒/𝑑𝑡 = −3𝐻 − 𝑅𝜒(3 ↔ 2) + 𝑅𝜒(2 ↔ 2) and 𝑅𝐴′ ≡ 𝑑 log 𝑛𝐴′/𝑑𝑡 =
−3𝐻 +𝑅𝐴′(3↔ 2)−𝑅𝐴′(2↔ 2), where
𝑅𝜒(3↔ 2) ≡ 2𝑛𝐴′
𝑛𝜒
𝑅𝐴′(3↔ 2) (A.1)
=
1
4
⟨𝜎𝑣2⟩𝜒𝜒?¯?→𝜒𝐴′
(︂
𝑛2𝜒 − 𝑛2𝜒,0
𝑛𝐴′
𝑛𝐴′,0
)︂
≡ 𝑅𝜒(𝜒𝜒?¯?→ 𝜒𝐴′)−𝑅𝜒(𝜒𝐴′ → 𝜒𝜒?¯?),
𝑅𝜒(2↔ 2) ≡ 𝑛𝐴′
𝑛𝜒
𝑅𝐴′(2↔ 2) (A.2)
= ⟨𝜎𝑣⟩𝐴′𝐴′→?¯?𝜒
(︂
𝑛2𝐴′
𝑛𝜒
− 𝑛
2
𝐴′,0𝑛𝜒
𝑛2𝜒,0
)︂
≡ 𝑅𝜒(𝐴′𝐴′ → ?¯?𝜒)−𝑅𝜒(?¯?𝜒→ 𝐴′𝐴′).
Likewise, we define 2(𝑛𝐴′/𝑛𝜒)𝑅𝐴′(𝜒𝜒?¯? → 𝜒𝐴′) ≡ 𝑅𝜒(𝜒𝜒?¯? → 𝜒𝐴′) and so on for the
unidirectional rates. In this way, the signs for these definitions have been chosen so
that all of the rates of individual sub-processes are now positive, although the overall
rates 𝑅𝜒 and 𝑅𝐴′ can have any sign. When 𝑚𝐴′ > 𝑚𝜒 and 𝑇 < 𝑚𝜒,𝑚𝐴′ , the lower
density of 𝐴′ relative to 𝜒 implies that 𝑅𝜒(3 ↔ 2) (𝑅𝜒(2 ↔ 2)) is generally smaller
in magnitude than 𝑅𝐴′(3 ↔ 2) (𝑅𝐴′(2 ↔ 2)). Thus the rates 𝑅𝜒 tend to fall below
𝐻 earlier than the corresponding rates 𝑅𝐴′ . This separation between freezeout of 𝜒
and 𝐴′ is the origin of the prolonged duration of the overall freezeout process.
Suppose that only one channel, for example 2→ 2, occurs fast enough such that
𝑅𝜒(𝐴
′𝐴′ → ?¯?𝜒) ≫ 𝐻; then this rate tends to be nearly equal to that of the reverse
reaction, 𝑅𝜒(?¯?𝜒 → 𝐴′𝐴′), enforcing the condition 𝑛2𝐴′ ≃ 𝑛2𝐴′,0 𝑛2𝜒/𝑛2𝜒,0 (though the
cancellation is imperfect, so that the total rate 𝑅𝜒(2 ↔ 2) is also typically greater
than 𝐻). This by itself is not sufficient to force both the 𝜒 and 𝐴′ densities to track
their equilibrium values. For that, one generically needs both 𝑅𝜒(3 ↔ 2) > 𝐻 and
𝑅𝜒(2 ↔ 2) > 𝐻 so that both independent combinations 𝑛𝜒 − 𝑛𝜒,0 and 𝑛𝐴′ − 𝑛𝐴′,0
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are driven to zero.1 This is always true at sufficiently early times, allowing us to
use equilibrium initial conditions for the Boltzmann equations. The DM density 𝑛𝜒
starts to deviate from equilibrium when the rate of the weaker annihilation channel
becomes comparable to 𝐻; hence the second-strongest channel initiates the freezeout
process.
To illustrate this behavior, we show some examples of the evolution of the rates in
Figs. A-1(a), A-1(b) and A-2. Each example has the same DM mass 𝑚𝜒 = 70 MeV,
coupling 𝛼′ = 1, and kinetic mixing 𝜖 = 0, but different values of 𝑟 = 1.4, 1.7,
1.9. In these figures, the dot-dashed lines corresponding to the evolution of DM
number density are shown to highlight the time of DM freezeout. For 𝑟 = 1.4,
the freezeout period is relatively short; for 𝑟 = 1.7, freezeout is prolonged; and for
𝑟 = 1.9, the freezeout is prolonged further and may indeed be thought of as two
separated freezeouts.
In Fig. A-1(b), we show the two rates 𝑅𝐴′(3 ↔ 2) and 𝑅𝐴′(2 ↔ 2), which are
much larger than 𝐻; these cancel each other to order 𝐻. The behavior is similar for
other values of 𝑟. Since 𝑅𝐴′(3↔ 2) ≃ 𝑅𝐴(2↔ 2), Eqs. (A.1) and (A.2) implies that
𝑅𝜒(3↔ 2) ≃ 2𝑅𝜒(2↔ 2). This relation is demonstrated in Fig. A-1(a) and Fig. A-2.
Comparing these net rates however does not tell us which process controls freeze-
out. Instead, we should look at the dashed lines, which indicate the unidirectional
rates, 𝑅𝜒(𝐴′𝐴′ → ?¯?𝜒) and 𝑅𝜒(𝜒𝜒?¯? → 𝜒𝐴′). Processes are out of equilibrium when
these dashed lines overlap with the solid lines. From the unidirectional rates, we can
identify the weaker annihilation channel and thus which process initiates the freeze-
out. For 𝑟 = 1.4, the weaker process is 3 → 2, and Fig. A-1(a) confirms that the
freezeout is indeed triggered by 3 → 2. For 𝑟 = 1.7 and 𝑟 = 1.9, the dashed line for
𝑅𝜒(𝐴
′𝐴′ → ?¯?𝜒) in Fig. A-2 merges with the solid line, 𝑅𝜒(2 ↔ 2), when the rate is
about 3𝐻. It is the weaker channel 2→ 2 that initiates freezeout.
One difference between 𝑟 < 1.5 and 𝑟 > 1.5 in Fig. A-1(a) versus Fig. A-2 is that
𝑟 > 1.5 normally has a longer freezeout. The duration depends upon whether the
1The typical behavior is that the strongest process is such that both the forward and backward
rates exceed 𝐻, as well as their difference. For the second-strongest, only one of these need be
greater than 𝐻.
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Figure A-1: Rates of different processes during freezeout for 𝑚𝐴′/𝑚𝜒 = 1.4: (a) evo-
lution of 𝑅𝜒(3↔ 2) (light blue), 𝑅𝜒(2↔ 2) (green) and the 𝐴′ total rate 𝑅𝐴′ (orange)
as a function of 𝑥 ≡ 𝑚𝜒/𝑇 . Rates for processes in one direction, 𝑅𝜒(𝜒𝜒?¯? → 𝐴′𝜒)
(light blue, dashed) and 𝑅𝜒(𝐴′𝐴′ → 𝜒?¯?) (green, dashed) are also shown. The dark
matter abundance 𝑌𝜒 (red, dot-dashed) is plotted, with the appropriate (dimension-
less) units given on the right-hand axis; (b) evolution of 𝑅𝐴′(3 ↔ 2) (light blue),
𝑅𝐴′(2 ↔ 2) (green) and the 𝐴′ total rate 𝑅𝐴′ (orange) as a function of 𝑥. Rates for
processes in one direction, 𝑅𝐴′(𝜒𝜒?¯?→ 𝐴′𝜒) (light blue, dashed) and 𝑅𝐴′(𝐴′𝐴′ → 𝜒?¯?)
(green, dashed) are also shown. The evolution of the Hubble rate 𝐻 (black, dotted)
is shown in both plots for reference.
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rate of the weaker annihilation channel is sensitive to 𝑛𝐴′ . For 𝑟 > 1.5, the weaker
process 2 → 2 has the rate 𝑅𝜒(𝐴′𝐴′ → 𝜒𝜒) ∼ ⟨𝜎𝑣⟩𝐴′𝐴′→?¯?𝜒𝑛2𝐴′/𝑛𝜒. Prior to the final
freezeout, the larger 3 → 2 rate imposes the constraint that 𝑛𝐴′ ≃ 𝑛𝐴′,0𝑛2𝜒/𝑛2𝜒,0 ∼
𝑟3/2𝑥3/2𝑚−3 exp((2−𝑟)𝑥)𝑛2𝜒. Since 𝑛𝐴′ increases with time, this means that the 2→ 2
rate 𝑅𝜒(𝐴′𝐴′ → ?¯?𝜒) can be kept at the same order as 𝐻 for a long period. For this
reason, the freezeout is prolonged. For 𝑟 < 1.5, the duration is relatively short,
because the rate of the weaker 3 → 2 process goes as 𝑅𝜒(𝜒𝜒?¯? → 𝜒𝐴′) ∝ 𝑛2𝜒, where
𝑛𝜒 is decreasing with time.
Armed with our insight that the second-strongest channel matters critically for
freezeout, and having understood the reason that the freezeout process is longer for
𝑟 & 1.5, we can also explain the shape of the contours in Fig. 2-3 in Chapter 2. There
are several important regimes:
1. For 𝑛𝐴′ = 𝑛𝐴′,0, corresponding to large 𝜖, the two Boltzmann equations are
reduced to one, and the shape of the contours can be understood using the usual
parametrics of DM freezeout. This behavior occurs for the contours overlapping
the dashed contours in Fig. 2-3.
2. For 𝜖 = 0, we recover the secluded case discussed above, where the interplay of
the 3↔ 2 and 2↔ 2 processes controls the freezeout. This behavior also occurs
in the region where 𝑟 ∼ 1.5 and 𝛼′ = 10, because the 3 → 2 and 2 → 2 rates
for DM are significantly larger than 𝑅𝜒(𝐴′ → 𝑒+𝑒−) ≡ Γ(𝐴′ → 𝑒+𝑒−)𝑛𝐴′/𝑛𝜒, so
that Γ𝐴′→𝑒+𝑒− can be neglected.2
3. For moderate 𝜖, the rates of the three processes should be compared in order
to determine which is weakest, and hence irrelevant to the DM freezeout. The
relevant rates to compare are 𝑅𝜒(𝜒?¯?𝜒 → 𝐴′𝜒), 𝑅𝜒(𝐴′𝐴′ → 𝜒?¯?) and 𝑅𝜒(𝐴′ →
𝑒+𝑒−), evaluated at the Hubble crossing time of the annihilation processes.
Consider the case where 2 → 2 has a lower rate than 3 → 2, such that it
2We define the 𝐴′ decay rate 𝑅𝜒(𝐴′ → 𝑒+𝑒−) with respect to the DM density; even though this
quantity does not appear in Boltzmann equation of DM, the coupling to the 𝐴′ Boltzmann equation
will cause 𝐴′ → 𝑒+𝑒− to play an important role in determining the rate for DM processes in some
cases.
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Figure A-2: Same as Fig. A-1, but with (a) 𝑚𝐴′/𝑚𝜒 = 1.7, and (b) 𝑚𝐴′/𝑚𝜒 = 1.9.
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falls below 𝐻 first. Whether the DM density freezes out or not at this time
depends on the relative sizes of 𝑅𝜒(𝐴′ → 𝑒+𝑒−) and 𝑅𝜒(𝐴′𝐴′ → 𝜒?¯?). When
𝑅𝜒(𝐴
′𝐴′ → 𝜒?¯?) < 𝑅𝜒(𝐴′ → 𝑒+𝑒−), the larger 𝑅𝜒(𝐴′ → 𝑒+𝑒−) rate in the
coupled Boltzmann equations provides enough constraints to keep 𝑛𝜒 and 𝑛𝐴′
near their equilibrium values. An example of this more complex case is shown
in Fig. 2(a) of the main text, where the freezeout starts when 𝑅𝜒(3↔ 2) ∼ 𝐻.
Using the Boltzmann equation of 𝐴′, this rate is determined by the 𝐴′ decay,
𝑅𝜒(3 ↔ 2) ∼ 2𝑅𝜒(𝐴′ → 𝑒+𝑒−); freezeout then terminates when 𝑅𝜒(𝜒?¯?𝜒 →
𝐴′𝜒) ∼ 𝐻.
More broadly, this case is realized when 𝜖 = 10−6, and either 𝑟 is close to 2, or
𝛼′ is large and 𝑟 > 1.5. Fig. 2-3 shows that in this region the 𝜖 = 10−6 contours
(solid lines) do not overlap with the dashed contours, for which the constraint
𝑛𝐴′ = 𝑛𝐴′,0 is imposed. In this regime the 3 → 2 rate is the largest, and when
𝑅𝜒(𝐴
′𝐴′ → 𝜒?¯?) ∼ 𝐻, 𝑅𝜒(𝐴′ → 𝑒+𝑒−) > 𝑅𝜒(𝐴′𝐴′ → 𝜒?¯?). The freezeout is thus
controlled by 3→ 2 processes and the decay of 𝐴′. In this case the 𝐴′ decay rate
is not fast enough to keep the 𝐴′ abundance in equilibrium, and both 𝑛𝐴′ and
𝑛𝜒 are increased during freezeout relative to their values when the 𝐴′s remain
in equilibrium. The 𝜒 annihilation rate thus needs to be increased to maintain
the correct relic density, requiring lower 𝜒 masses; this is the reason that the
contours in Fig. 2-3 bend toward lower masses as 𝜖 is decreased, for large 𝑟.
A.2 Dependence on 𝑇𝑑
If the dark sector is secluded, its temperature 𝑇𝑑 may differ from that of the vis-
ible sector, 𝑇SM. This difference affects the evolution of the 𝜒 and 𝐴′ densities
and ultimately the DM relic abundance. In the Boltzmann equations (Eqs. (2.2)
and (2.3) in the main text), taking 𝑇𝑑 ̸= 𝑇SM changes the equilibrium densities, so
that 𝑛𝜒,0 ∼ exp(−𝑚𝜒/𝑇𝑑) = exp(−𝑥/𝛾), where we have defined 𝛾 ≡ 𝑇𝑑/𝑇SM, and 𝑥
is still given by 𝑥 ≡ 𝑚𝜒/𝑇SM. Likewise, 𝑛𝐴′,0 ∼ exp(−𝑟𝑥/𝛾). Keeping in mind that
𝐻 is determined by 𝑇SM, we can solve the Boltzmann equations for 𝑛𝜒(𝑥) and 𝑛𝐴′(𝑥)
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Figure A-3: Ratio of the relic abundance when 𝑇𝑑 < 𝑇SM to the relic abundance with
𝑇𝑑 = 𝑇SM as a function of 𝛾 ≡ 𝑇𝑑/𝑇SM for 𝑟 ≡ 𝑚𝐴′/𝑚𝜒 = 1.4 (red), 1.65 (orange), 1.8
(green) and 1.95 (light blue).
with the 𝛾-dependence coming from the equilibrium densities.
Fig. A-3 shows the behavior of the ratio of relic abundances Ω𝑐(𝑇𝑑)/Ω𝑐(𝑇𝑑 = 𝑇SM)
as a function of 𝑇𝑑 for 0.1 ≤ 𝛾 ≤ 1. Having 𝑇𝑑 < 𝑇SM leads to an earlier freezeout,
since the exponential decrease in the equilibrium densities occurs more rapidly. For
values of 𝑟 where the backward and forward 3 → 2 processes fall out of equilibrium
at freezeout, we expect that 𝑛2𝜒 ∼ 𝐻/⟨𝜎𝑣2⟩𝜒𝜒?¯?→𝜒𝐴′ ∼ 1/𝑥2𝑓 , and therefore that the
relic abundance scales as Ω𝑐 ∼ 𝑥2𝑓 . For 1 < 𝑟 . 1.5 where the 3 → 2 process
determines the DM abundance, the exponential dependence of 𝑛𝜒,0 with 𝑥/𝛾 results
in Ω𝑐 ∼ 𝛾2. On the other hand, in the case of 𝑟 . 2, the second freezeout occurs
at 𝑛𝜒 ∝ 𝑛4𝜒,0/𝑛2𝐴′,0, and a similar argument leads again to Ω𝑐 ∼ 𝛾2. At intermediate
values of 𝑟, both the 3 → 2 and 2 → 2 processes freeze out at similar times. For
a 2 → 2 freezeout, 𝑛𝜒 ∼ 𝐻/⟨𝜎𝑣⟩?¯?𝜒→𝐴′𝐴′ , and as a result Ω𝑐 ∼ 𝛾. Qualitatively, we
expect the 𝛾 dependence to lie between these two regimes for intermediate values of
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𝑟.
A.3 Constraints for Different 𝑟
Fig. A-4 shows the constraints in the 𝑚𝜒− 𝜖 plane for two representative values of 𝑟,
with 𝛼′ fixed to give the correct present-day relic density. These have the same general
features as in Fig. 4 in the main text, but also exhibit several distinct characteristics
that we explain here.
At 𝑟 = 1.4, the transition from the secluded limit (𝜖→ 0) to the kinetic equilibrium
limit occurs in the range 𝜖 ∼ 10−9−10−6, which leads to a rapid decrease in 𝛼′ between
these two phases at a fixed value of𝑚𝜒. This explains the rapid change in the behavior
of the region with suitable self-interaction for 𝑚𝜒 . 100 MeV.
At 𝑟 = 1.6, the most distinctive feature is the change in behavior of the region
where annihilations to 𝑒+𝑒− dominates at 𝑚𝜒 ∼ 100 MeV. At masses smaller than
this point, the 2→ 2 process is freezes out last, while at larger masses, it is the 3→ 2
process which does so. This difference accounts for the change in the slope of the
boundary. There is no such transition for the other two cases, since at 𝑟 = 1.8, the
3→ 2 process always freezes out last, while for 𝑟 = 1.4 it is the 2→ 2 process instead.
For all values of 𝑟, a significant part of the𝑚𝜒−𝜖 parameter space is still consistent
with the present-day relic density while evading experimental constraints, showing
that the NFDM scenario is robust against taking different values of 𝑟 & 1.5.
283
0.01 0.1 1
10-10
10-9
10-8
10-7
10-6
10-5
10-4
10-3
mχ (GeV)
ϵ Beam Dump
SN Cooling
Kin. Eq. with SM
Γ(A' → e+e- ) > H
Plan
ck
Self-Interactions
Super-CDMS
Perturbative
Lim
it
Direct
DetectionGraphene
Ge
mA'/mχ = 1.4, Ωch2 = 0.12
ϵ
(a)
0.01 0.1 1
10-10
10-9
10-8
10-7
10-6
10-5
10-4
10-3
mχ (GeV)
ϵ
χχ → e+e- Dominant
Beam Dump
SN Cooling
Kin. Eq. with SM
Γ(A' → e+e- ) > H
Plan
ck
Self-Interactions
Super-
CDMS
Perturbative
Lim
it
Graphene
Ge
mA'/mχ = 1.6, Ωch2 = 0.12
ϵ
(b)
Figure A-4: Same as Fig. 2-6 in Chapter 2, but with (above) 𝑚𝐴′/𝑚𝜒 = 1.4, and
(below) 𝑚𝐴′/𝑚𝜒 = 1.6.
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A.4 Complete Boltzmann Equations
The complete Boltzmann equations, including all relevant 2→ 2 and 3→ 2 processes
for the full range of 𝑟 considered is:
𝑑𝑛𝜒
𝑑𝑡
+ 3𝐻𝑛𝜒 =− 1
4
⟨𝜎𝑣2⟩ 𝜒𝜒𝜒
→𝜒𝐴′
(︂
𝑛3𝜒 − 𝑛2𝜒,0𝑛𝜒
𝑛𝐴′
𝑛𝐴′,0
)︂
+ ⟨𝜎𝑣⟩𝐴′𝐴′
→𝜒𝜒
(︂
𝑛2𝐴′ − 𝑛2𝐴′,0
𝑛2𝜒
𝑛2𝜒,0
)︂
− 1
2
⟨𝜎𝑣2⟩ 𝜒𝜒𝐴′
→𝐴′𝐴′
(︂
𝑛2𝑛𝐴′ − 𝑛2𝜒,0
𝑛2𝐴′
𝑛𝐴′,0
)︂
+
1
3
⟨𝜎𝑣2⟩𝐴′𝐴′𝐴′
→𝜒𝜒
(︂
𝑛3𝐴′ − 𝑛3𝐴′,0
𝑛2𝜒
𝑛2𝜒,0
)︂
− 1
2
⟨𝜎𝑣⟩𝜒𝜒→𝑒+𝑒−
(︀
𝑛2𝜒 − 𝑛2𝜒,0
)︀
,
(A.3)
and
𝑑𝑛𝐴′
𝑑𝑡
+ 3𝐻𝑛𝐴′ =
1
8
⟨𝜎𝑣2⟩ 𝜒𝜒𝜒
→𝜒𝐴′
(︂
𝑛3𝜒 − 𝑛2𝜒,0𝑛𝜒
𝑛𝐴′
𝑛𝐴′,0
)︂
− ⟨𝜎𝑣⟩𝐴′𝐴′
→𝜒𝜒
(︂
𝑛2𝐴′ − 𝑛2𝐴′,0
𝑛2𝜒
𝑛2𝜒,0
)︂
− 1
4
(︁
⟨𝜎𝑣2⟩𝜒𝜒𝐴′
→𝜒𝜒
+ ⟨𝜎𝑣2⟩𝜒𝜒𝐴′
→𝜒𝜒
)︁ (︀
𝑛2𝜒𝑛𝐴′ − 𝑛2𝜒𝑛𝐴′,0
)︀
+
1
4
⟨𝜎𝑣2⟩ 𝜒𝜒𝐴′
→𝐴′𝐴′
(︂
𝑛2𝜒𝑛𝐴′ − 𝑛2𝜒,0
𝑛2𝐴′
𝑛𝐴′,0
)︂
− 1
2
⟨𝜎𝑣2⟩𝜒𝐴′𝐴′
→𝜒𝐴′
(︀
𝑛𝜒𝑛
2
𝐴′ − 𝑛𝜒𝑛𝐴′𝑛𝐴′,0
)︀
− 1
2
⟨𝜎𝑣2⟩𝐴′𝐴′𝐴′
→𝜒𝜒
(︂
𝑛3𝐴′ − 𝑛3𝐴′,0
𝑛2𝜒
𝑛2𝜒,0
)︂
− Γ𝐴′→𝑓𝑓 (𝑛𝐴′ − 𝑛𝐴′,0) . (A.4)
The symmetry factors preceding each term properly account for the number of
identical particles in the initial state, the net number of particles created or destroyed
in each annihilation process, as well as conjugate processes. These equations are used
in all numerical calculations shown in the paper.
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A.5 Cross Sections and Decay Rates
The decay rate for 𝐴′ → 𝑒+𝑒− is
Γ(𝐴′ → 𝑒+𝑒−) = 𝜖
2𝛼𝑒𝑚
3
𝑚𝐴′
(︂
1 + 2
𝑚2𝑒
𝑚2𝐴′
)︂√︃
1− 4 𝑚
2
𝑒
𝑚2𝐴′
.
(A.5)
For scattering cross sections, the thermally-averaged 2 → 2 cross section for the
process 1 + 2→ 3 + 4 is given by
⟨𝜎𝑣⟩12→34 = 1
𝑆𝑓
1
𝑛1𝑛2
∫︁ 4∏︁
𝑖=1
𝑔𝑖𝑑
3𝑝𝑖
(2𝜋)32𝐸𝑖
(2𝜋)4𝛿4(𝑝1 + 𝑝2 − 𝑝3 − 𝑝4)𝑓1𝑓2|ℳ|2, (A.6)
where 𝑔𝑖 is the number of degrees of freedom and 𝑓𝑖 is the phase space distribution of
species 𝑖. The averaged squared matrix element |ℳ|2 is averaged over both the initial
and final state degrees of freedom. 𝑆𝑓 =
∏︀
𝑖 𝑛𝑖! is a symmetry factor, where 𝑛𝑖 is the
number of identical particles of species 𝑖 in the final state. Initial state symmetry
factors are included explicitly in the Boltzmann equation, Eqs. (2.2) and (2.3). This
convention may differ from other sources in the literature.
Similarly, the thermally-averaged 3→ 2 cross section for the process 1 + 2 + 3→
4 + 5 is
⟨𝜎𝑣2⟩123→45 = 1
𝑆𝑓
1
𝑛1𝑛2𝑛3
∫︁ 5∏︁
𝑖=1
𝑔𝑖𝑑
3𝑝𝑖
(2𝜋)32𝐸𝑖
(2𝜋)4𝛿4(𝑝1 + 𝑝2 + 𝑝3 − 𝑝4 − 𝑝5)𝑓1𝑓2𝑓3|ℳ|2.
(A.7)
For simplicity and unless otherwise stated, we give cross sections at the kinematic
threshold of the respective processes. In this limit, thermally averaged cross sections
are
⟨𝜎𝑣⟩12→34 = 𝑔3𝑔4
32𝜋𝑆𝑓𝑚1𝑚2
𝜆1/2(𝑚1 +𝑚2,𝑚3,𝑚4)|ℳ|2, (A.8)
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and
⟨𝜎𝑣2⟩123→45 = 𝑔4𝑔5
64𝜋𝑆𝑓𝑚1𝑚2𝑚3
𝜆1/2(𝑚1 +𝑚2 +𝑚3,𝑚4,𝑚5)|ℳ|2, (A.9)
where 𝜆(𝑥, 𝑦, 𝑧) ≡ (1− (𝑧+ 𝑦)2/𝑥2)(1− (𝑧− 𝑦)2/𝑥2). This expression agrees with the
result for the specific process of 3𝜒→ 2𝜒 computed in [45].3
3Note that different conventions are used between this paper and [45].
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Process |ℳ|2 Phase Space
𝐴′𝐴′𝐴′ → 𝜒𝜒 𝑔′6(153𝑟6−47𝑟4−60𝑟2+24)
9𝑚2𝜒𝑟
8
√
9𝑟2−4
48𝜋𝑚3𝜒𝑟
4
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9𝑚2𝜒(𝑟+1)
2(𝑟+2)4(2𝑟+1)(𝑟2−2𝑟−2)2
3
√
3
√
3𝑟2+8𝑟+4
32𝜋𝑚3𝜒𝑟(2𝑟+1)
2
𝜒𝜒𝐴′ → 𝜒𝜒 2𝑔′6𝑟(𝑟+4)
3𝑚2𝜒(𝑟+1)
2(𝑟+2)2
√
𝑟(𝑟+4)
32𝜋𝑚3𝜒𝑟(𝑟+2)
𝜒𝜒𝐴′ → 𝜒𝜒 𝑔′6(𝑟+4)(9𝑟6+24𝑟5+4𝑟4−40𝑟3+168𝑟2−224𝑟+128)
6𝑚2𝜒𝑟
3(𝑟−2)2(𝑟+1)2(𝑟+2)2
√
𝑟(𝑟+4)
16𝜋𝑚3𝜒𝑟(𝑟+2)
𝜒𝜒𝐴′ → 𝐴′𝐴′ 16𝑔′6(21𝑟6−4𝑟5−17𝑟4+24𝑟3+216𝑟2+288𝑟+112)
27𝑚2𝜒(𝑟−2)4(𝑟+1)4(𝑟+2)2
9
√−3𝑟2+4𝑟+4
128𝜋𝑚3𝜒𝑟(𝑟+2)
𝜒𝜒𝜒→ 𝐴′𝜒 𝑔′6(𝑟−4)(𝑟+4)(−32𝑟8+167𝑟6−534𝑟4+668𝑟2−512)
36𝑚2𝜒(𝑟
2−4)4(𝑟2+2)2
√
𝑟4−20𝑟2+64
96𝜋𝑚3𝜒
𝜒𝜒→ 𝐴′𝐴′ 16𝑔′4(1−𝑟2)
9(𝑟2−2)2
9
√
1−𝑟2
64𝜋𝑚2𝜒
𝐴′𝐴′ → 𝜒𝜒 32𝑔′4(𝑟4−1)
9𝑟4
√
𝑟2−1
8𝜋𝑚2𝜒𝑟
3
𝜒𝜒→ 𝑒+𝑒− 4𝑒
2𝜖2𝑔′2(2+𝑚2𝑒/𝑚2𝜒)
(𝑟2−4)2
√
1−𝑚2𝑒/𝑚2𝜒
8𝜋𝑚2𝜒
Table A.1: List of initial- and final-state averaged squared matrix element |ℳ|2 of each process, as well as the phase space
factor 𝑃 such that ⟨𝜎𝑣⟩ or ⟨𝜎𝑣2⟩ = 𝑃 |ℳ|2. All values are evaluated at the kinematic threshold. For the last two processes, we
use the expression for 𝜒𝜒→ 𝐴′𝐴′ for 𝑟 < 1 and 𝐴′𝐴′ → 𝜒𝜒 for 𝑟 > 1.
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In Table A.1, we list all of the number changing processes that are included in
the Boltzmann equations Eqs. (A.3) and (A.4), the initial- and final-state averaged
squared matrix element |ℳ|2 of each process as well as the phase space factor 𝑃 such
that ⟨𝜎𝑣⟩ or ⟨𝜎𝑣2⟩ = 𝑃 |ℳ|2. We define 𝑟 ≡ 𝑚𝐴′/𝑚𝜒 throughout.
Two other processes that are important to our analysis are 𝜒𝑒± → 𝜒𝑒± which
maintains kinetic equilibrium between the dark sector and the SM, and dark matter-
dark matter scattering.
∙ 𝜒𝑒± → 𝜒𝑒±: this cross section is important in determining if the DM is in
kinetic equilibrium with the SM. In the limit where 𝑇 < 𝜇𝑒𝜒, where 𝜇𝑒𝜒 is the
electron-DM reduced mass, we have
⟨𝜎𝑣⟩ = 2(𝑔
′𝜖𝑒)2𝜇2𝑒𝜒
𝜋𝑚4𝐴′
(︂
2𝑇
𝜋𝜇𝑒𝜒
)︂1/2
. (A.10)
At high temperatures, it approaches the limit
⟨𝜎𝑣⟩ → (𝑔
′𝜖𝑒)2
4𝜋𝑚2𝐴′
. (A.11)
To get accurate results, however, we must use the exact thermal average over
the cross section for 𝜒𝑒± → 𝜒𝑒±, which is given by:
𝜎 =
(𝑔′𝜖𝑒)2
8𝜋
[︂
1
𝑠
+
2
𝑟2𝑚2𝜒
+
8𝑚2𝑒 + 𝑟
4𝑚2𝜒
𝑟2[ℎ(𝑚𝜒, 𝑠) + 𝑟2𝑚2𝜒𝑠]
−2(𝑟
2𝑚2𝜒 + 𝑠)
ℎ(𝑚𝜒, 𝑠)
log
(︂
1 +
ℎ(𝑚𝜒, 𝑠)
𝑟2𝑚2𝜒𝑠
)︂]︂
, (A.12)
where ℎ(𝑚𝜒, 𝑠) = [𝑠 − (𝑚𝜒 + 𝑚𝑒)2][𝑠 − (𝑚𝜒 − 𝑚𝑒)2]. The thermal average is
then given by
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⟨𝜎𝑣⟩ =
∫︁ ∞
𝑀2
𝑑𝑠√
𝑠
ℎ(𝑚𝜒, 𝑠)𝐾1(
√
𝑠/𝑇 )𝜎
8𝑇𝑚2𝜒𝑚
2
𝑒𝐾2(𝑚𝜒/𝑇 )𝐾2(𝑚𝑒/𝑇 )
, (A.13)
where 𝑀 = 𝑚𝑒 +𝑚𝜒.
∙ 𝜒𝜒→ 𝜒𝜒: the self-interaction cross section, averaged over particle-particle and
particle-antiparticle scattering, is [147]
𝜎SI
𝑚𝜒
=
3𝑔′4
16𝜋𝑚3𝜒
16− 16𝑟2 + 5𝑟4
𝑟4(𝑟2 − 4)2 . (A.14)
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Appendix B
Dark Sector Bound States
B.1 Details of Kinetic Mixing
The kinetic mixing term in both the pseudo-Dirac U(1) model and the triple Higgs
SU(3)𝐷 model is of the form
ℒ ⊃ −1
4
𝑉𝜇𝜈𝑉
𝜇𝜈 − 𝜖
2
𝑉𝜇𝜈𝐵
𝜇𝜈 − 1
4
𝐵𝜇𝜈𝐵
𝜇𝜈 , (B.1)
where 𝑉𝜇𝜈 is the dark sector gauge field strength. To diagonalize this, we define the
new field 𝐵′𝜇 = 𝐵𝜇+𝜖𝑉𝜇, and thus 𝐵′𝜇𝜈 = 𝐵𝜇𝜈+𝜖𝑉 ab.𝜇𝜈 , where ab. indicates the abelian
part of the field strength tensor. All terms of 𝒪(𝜖2) are neglected here. Then
ℒ ⊃ −1
4
𝑉𝜇𝜈𝑉
𝜇𝜈 − 1
4
𝐵′𝜇𝜈𝐵
′𝜇𝜈 − 𝜖𝑔𝐷
2
𝑓𝑎𝑏𝑐𝑉 𝑏𝜇𝑉
𝑐
𝜈𝐵
′𝜇𝜈 , (B.2)
The last term is an additional interaction that is unimportant in the diagonalization.
In terms of the new field, we have the SM fields
𝑍𝜇 = 𝑐𝑊𝑊
3
𝜇 − 𝑠𝑊𝐵𝜇 = 𝑐𝑊𝑊 3𝜇 − 𝑠𝑊 (𝐵′𝜇 − 𝜖𝑉𝜇) = 𝑍 ′𝜇 + 𝜖𝑠𝑊𝑉𝜇,
𝐴𝜇 = 𝑠𝑊𝑊
3
𝜇 + 𝑐𝑊𝐵𝜇 = 𝑠𝑊𝑊
3
𝜇 + 𝑐𝑊 (𝐵
′
𝜇 − 𝜖𝑉𝜇) = 𝐴′𝜇 − 𝜖𝑐𝑊𝑉𝜇, (B.3)
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where we have defined 𝑍 ′𝜇 = 𝑐𝑊𝑊 3𝜇 − 𝑠𝑊𝐵′𝜇 and 𝐴′𝜇 = 𝑠𝑊𝑊 3𝜇 + 𝑐𝑊𝐵′𝜇. In terms of
these new fields, the mass terms for 𝑍 and 𝑉 are:
ℒ ⊃ 1
2
𝑚2𝑍𝑍𝜇𝑍
𝜇 +
1
2
𝑔2𝑣2𝑉𝜇𝑉
𝜇 =
1
2
𝑚2𝑍𝑍
′
𝜇𝑍
′𝜇 + 𝜖𝑠𝑊𝑚2𝑍𝑍
′
𝜇𝑉
𝜇 +
1
2
𝑔2𝑣2𝑉𝜇𝑉
𝜇. (B.4)
Diagonalizing this and defining 𝑟 ≡ 𝑚𝑍/𝑚𝑉 (we neglect the𝒪(𝜖2) shift in the masses),
we get the following mass eigenstates to first order in 𝜖 (marked by tildes):
𝑍𝜇 = 𝑍
′
𝜇 − 𝑟2
𝜖𝑠𝑊
1− 𝑟2𝑉𝜇 ,
𝑉𝜇 = 𝑉𝜇 + 𝑟
2 𝜖𝑠𝑊
1− 𝑟2𝑍
′
𝜇 , (B.5)
with 𝐴′ being the massless mode. With this, we see that the original SM fields become
𝑍𝜇 = 𝑍𝜇 +
𝜖𝑠𝑊
1− 𝑟2𝑉𝜇, (B.6)
𝐴𝜇 = 𝐴
′
𝜇 − 𝜖𝑐𝑊𝑉𝜇, (B.7)
and
𝑉𝜇 = 𝑉𝜇 − 𝑟2 𝜖𝑠𝑊
1− 𝑟2𝑍𝜇. (B.8)
This is the result shown in Eq. (3.19).
B.2 Details of the Triple Higgs Model
Figure B-1 shows all the gauge-fermion-fermion interaction vertices in the triple Higgs
model. These vertices are important in the discussion of the stability of the non-DM
fermions and thermal freeze-out.
In the triple Higgs model of Sec. 3.3.4, 𝐻1 and 𝐻2 acquire a VEV 𝑣1 and 𝑣2 in
the 1- and 2-directions respectively, at a scale above the bare Dirac mass 𝑚𝜒. This
breaks the gauge symmetry down to a residual U(1). Subsequently, this remaining
symmetry group is broken at a lower scale than 𝑚𝜒 by 𝐻8, which acquires a VEV
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𝜒2
𝑉 1,2
𝜒1
𝜒3
𝑉 4,5
𝜒1
𝜒3
𝑉 6,7
𝜒2
𝜒1,2
𝑉 3
𝜒1,2
𝜒1,2,3
𝑉 8
𝜒1,2,3
Figure B-1: Gauge-fermion-fermion vertices for the triple Higgs model.
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given by
⟨𝐻8⟩ =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
𝑣8 cos 𝜃
0
𝑣8 sin 𝜃
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (B.9)
with 𝑣8 ≪ 𝑚𝜒. This symmetry breaking pattern can be achieved with the following
Higgs potential, which obeys the Z2 symmetry mentioned above:
𝑉 (𝐻1, 𝐻2, 𝐻8) =
∑︁
𝑖=1,2
𝜆𝑖(𝐻
𝑎
𝑖 𝐻
𝑎
𝑖 − 𝑣2𝑖 )2 + 𝜆8(𝐻†8𝐻8 − 𝑣28)2
+ 𝜆12(𝐻
𝑎
1𝐻
𝑎
2 )
2 +
1
Λ2𝐻
∑︁
𝑖=1,2
(𝐻†8𝜏
𝑎𝐻8𝐻
𝑎
𝑖 )
2. (B.10)
Note that terms like 𝐻𝑎1𝐻𝑎2 and 𝐻𝑎1𝐻𝑎2𝐻
†
8𝐻8 are forbidden by the Z2 symmetry that
holds separately for 𝐻1 and 𝐻2. The last two terms forbid a VEV in the second
component of 𝐻8, which would make 𝐻†8𝜏𝑎𝐻8 non-zero for 𝑎 = 1. This symme-
try breaking pattern produces the mass hierarchy for the dark gluons and the mass
splitting between the Dirac fields in 𝜒, which were discussed in the main text.
Note that the symmetry breaking pattern has been chosen for simplicity, and not
because fine-tuning is required. If the VEVs of 𝐻1 and 𝐻2 are not orthogonal, but
now lie in some plane in color space that we can take to be the 1- and 2-components
without loss of generality, the mass hierarchy of the dark gluons remains unchanged
as long as the VEVs are not close to parallel. We must now consider both 𝑉 1𝜇𝜈𝐵𝜇𝜈
and 𝑉 2𝜇𝜈𝐵𝜇𝜈 in the mixing with the SM, but as we point out in the footnote after
Eq. (3.27), this does not affect the phenomenology significantly, since 𝑉 1 and 𝑉 2
couple in the same manner to the dark fermions.
Allowing a non-zero second component 𝜆 in ⟨𝐻8⟩ also does not alter the mass
hierarchy of the gluons as long as 𝜆 ∼ 𝑣8 ≪ 𝑣1, 𝑣2. 𝜆 introduces mixing between
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𝜒1 and 𝜒2, so that the mass splitting is altered and flavor eigenstates are no longer
mass eigenstates; however, 𝑉 1 and 𝑉 2 couple in a similar manner to both 𝜒1 and 𝜒2,
and so the phenomenology is once again not altered significantly, provided the mass
hierarchy has a lowest energy state that is made up of 𝜒1 and/or 𝜒2. For the rest of
the discussion, we will therefore only consider the special case introduced in the main
body.
After symmetry breaking, the kinetic mixing terms with the SM become
ℒmix =− 𝜖
2
𝑉 1𝜇𝜈𝐵
𝜇𝜈 − 𝜖8
2
[︀
cos2 𝜃 𝑉 3𝜇𝜈 + sin 2𝜃 𝑉
4
𝜇𝜈
]︀
𝐵𝜇𝜈
− 𝜖8
2
√
3
(︀
cos2 𝜃 − 2 sin2 𝜃)︀𝑉 8𝜇𝜈𝐵𝜇𝜈 , (B.11)
where we have defined 𝜖8/2 ≡ 𝑣28/Λ28, taking 𝜖8 ≪ 𝜖 ≪ 1. The first term represents
the kinetic mixing between dark sector and the SM discussed in the main text, while
the remaining mixing terms are highly suppressed but non-zero for generic values of
𝜃: their existence guarantees that the gluons 𝑉 3, 𝑉 4 and 𝑉 8 decay to SM particles
over cosmological timescales.
With the 𝑚8 < 2𝑚𝜒 < 𝑚1,··· ,7 mass hierarchy, the only stable dark sector particle
is 𝜒1, since we can assign a conserved dark baryon number to the fermions and 𝜒1 is
the lightest dark fermion. The heavy gluons 𝑉 𝑖 for 𝑖 = 1, · · · , 7 can decay into a pair
of dark fermions since their masses exceed 2𝑚𝜒. Decays into a pair of dark fermions
for 𝑉 𝑖 with 𝑖 = 2, 5, 6 and 7 occur promptly for an 𝒪(1) coupling 𝑔𝐷.
For 𝑉 8, which mixes directly into the SM and can decay into a pair of SM fermions,
its lifetime is approximately
𝜏8 ∼
(︂
10−11
𝜖8
)︂2(︂
100 MeV
𝑚8
)︂
× 10 s. (B.12)
Since 𝑉 8 couples the dark sector to the SM at tree level, 𝜖8 must be sufficiently small
to evade stringent direct detection constraints. Following the approximate limits on
the couplings derived in Sec. 3.2.4, we require 𝜖28𝑔2𝐷𝑒2 . 10−5𝑚48𝑚𝜒/TeV5, and for
𝑚8 & GeV, we require 𝜖8 . 10−8. Any choice of 10−11 . 𝜖8 . 10−8 therefore ensures
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that 𝑉 8 decays to SM particles well before Big Bang nucleosynthesis (BBN).
For the fermions, both the 𝜒2 and 𝜒3 fermion can decay to 𝜒1𝑓𝑓 where 𝑓 is an
SM fermion through an off-shell 𝑉 1 and 𝑉 4 respectively. The decay lifetime for the
heavier dark fermions are approximately
𝜏𝜒2 ∼
(︂
0.1
𝜖
)︂2 (︁ 𝑚1
TeV
)︁(︂TeV
𝑚𝜒
)︂5(︂
10−6
Δ𝑚𝜒/𝑚𝜒
)︂5
× 1 s,
𝜏𝜒3 ∼
(︂
0.1
𝜖8
)︂2 (︁ 𝑚4
TeV
)︁(︂TeV
𝑚𝜒
)︂5(︂
10−6
Δ𝑚𝜒/𝑚𝜒
)︂5
× 1 s. (B.13)
where Δ𝑚𝜒 ≡ 𝑣28/2Λ𝑚 is the mass splitting between 𝜒2, 𝜒3 and 𝜒1. In order for 𝜖8 to
be small enough to evade direct detection constraints, 𝜒3 can only decay significantly
after BBN, so some care must be taken to ensure that such a long lifetime is not in
contradiction with cosmic microwave background (CMB) [381] or BBN constraints
[117, 416, 417]. Given the suitable range of 𝜖8 found earlier, 10−11 . 𝜖8 . 10−8, it is
easy to find Δ𝑚𝜒 & 10−6 so that 𝜒3 decays before recombination (∼ 1013 s), avoiding
the CMB limits. On the other hand, the BBN limits are only applicable when the
fraction of the energy density released in the decay of 𝜒3 is greater than 10−6Ω𝜒ℎ2.
Keeping in mind that after freeze-out, Ω𝜒3/Ω𝜒1 ∼ 1/16 owing to the larger coupling
of 𝜒3 to 𝑉 8, we can avoid the BBN constraints with Δ𝑚𝜒/𝑚𝜒 . 16 × 10−6 ∼ 10−5.
This limit should relax further in some cases given a more careful calculation, since
a larger mass splitting rapidly decreases 𝜏𝜒3 , which significantly weakens the BBN
constraints.
For sufficiently small values of 𝜖8, the 𝑉 8 decay width into SM particles may be
smaller than the Hubble rate during the freezeout of 𝜒1, potentially taking it out of
thermal equilibrium with the SM particles. However, we have checked that 𝜒1 stays in
kinetic equilibrium with the SM through the 𝜒1𝑒± → 𝜒2𝑒± scattering process, while
𝑉 8 stays in kinetic equilibrium with 𝜒1 even long after the freezeout of 𝜒1 through
𝜒1𝑉
8 → 𝜒1𝑉 8. Number changing processes such as 𝜒1𝑉 8 → 𝜒1𝑉 8𝑉 8 also do not
freeze out until significantly later. These facts guarantee that the 𝑉 8 bath remains at
the same temperature as the SM with zero chemical potential, and thus follows the
standard equilibrium distribution with zero chemical potential through the freezeout
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of 𝜒1.
B.3 Decay Widths
Table B.1 shows the perturbative partial decay widths of the dark sector bound state
ℬ in both models into SM final states, through mixing with the SM mediator 𝑉 . The
bound state wavefunction is given in Eq. (3.36). In addition, Table B.2 shows the
perturbative partial decay widths of the SM mediator 𝑉 into all possible final states.
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Decay Process Γ(ℬ→𝑋)
𝛼𝐷|𝜓(0)|2
ℬ → 𝑓𝑓 16𝜋𝑁𝑚𝑁𝑐𝑟
4𝛼𝜖2𝑚2𝜒
[︁
(𝑐2𝑊𝑄(𝑚2𝑍−4𝑚2𝜒)+4𝑔𝑉𝑚2𝜒)
2
+16𝑔2𝐴𝑚
4
𝜒+𝑟
2Γ2𝑉𝑚
2
𝑍(𝑔
2
𝑉 +𝑔
2
𝐴)/(1−𝑟2)2
]︁
3𝑐2𝑊 (𝑚2𝑍−4𝑚2𝜒)
2
[(𝑚2𝑍−4𝑟2𝑚2𝜒)2+𝑟2Γ2𝑉𝑚2𝑍]
ℬ → 𝑊+𝑊− 4𝜋𝑁𝑚𝑟
4𝑐2𝑊𝛼𝜖
2(𝑚2𝜒−𝑚2𝑊 )
3/2
(4𝑚4𝜒+20𝑚2𝜒𝑚2𝑊+3𝑚4𝑊 )[𝑚4𝑍+𝑟2Γ2𝑉𝑚2𝑍/(1−𝑟2)2]
3𝑚𝜒𝑚4𝑊 (𝑚2𝑍−4𝑚2𝜒)
2
[(𝑚2𝑍−4𝑟2𝑚2𝜒)2+𝑟2Γ2𝑉𝑚2𝑍]
ℬ → 𝑍ℎ0 𝜋𝑁𝑚𝑟
4𝛼𝜖2
[︁
𝑚4𝑍+2𝑚
2
𝑍(20𝑚2𝜒−𝑚2𝐻)+(𝑚2𝐻−4𝑚2𝜒)
2
]︁√︁
𝑚4𝑍−2𝑚2𝑍(𝑚2𝐻+4𝑚2𝜒)+(𝑚2𝐻−4𝑚2𝜒)
2
[16𝑚4𝜒+𝑟2Γ2𝑉𝑚2𝑍/(1−𝑟2)2]
192𝑐2𝑊𝑚
4
𝜒(𝑚2𝑍−4𝑚2𝜒)
2
[(𝑚2𝑍−4𝑟2𝑚2𝜒)2+𝑟2Γ2𝑉𝑚2𝑍]
ℬpD → 𝑉 ℎ𝐷
𝜋𝛼𝐷
[︂
𝑚4𝑉 +2𝑚
2
𝑉
(︁
20𝑚2𝜒−𝑚2ℎ𝐷
)︁
+
(︁
𝑚2ℎ𝐷
−4𝑚2𝜒
)︁2]︂√︂
𝑚4𝑉 −2𝑚2𝑉
(︁
𝑚2ℎ𝐷
+4𝑚2𝜒
)︁
+
(︁
𝑚2ℎ𝐷
−4𝑚2𝜒
)︁2
3𝑚4𝜒(𝑚2𝑉 −4𝑚2𝜒)
2
Table B.1: Table of perturbative partial widths for the bound state ℬ in both the dark sector models. 𝑁𝑚 = 4 for the
pseudo-Dirac model, and 𝑁𝑚 = 1 for the triple Higgs model: this factor accounts for differences in the type of fermion in
each theory, as well as the value of the coupling between the DM and the SM mediator. 𝑁𝑐 = 3 for quarks and 1 otherwise,
𝑔𝑉 = 𝑔𝑉,𝑍 ≡ {0.25,−0.0189, 0.0959,−0.1730} and 𝑔𝐴 = 𝑔𝐴,𝑍 ≡ {0.25,−0.25, 0.25,−0.25} are the vector and axial couplings
to the 𝑍-boson for {𝜈𝑒, 𝑒, 𝑢, 𝑑} and for the other 2 generations respectively. 𝑄 is the electric charge of each species, and 𝛼
electromagnetic fine structure constant; Γ𝑉 is the width of the SM mediator in each model (𝑉 in the pseudo-Dirac model, 𝑉 1
in the triple Higgs), 𝑚𝐻 is the mass of the SM Higgs, and 𝑚ℎ𝐷 is the mass of the dark sector Higgs in the pseudo-Dirac model.
The last expression is only applicable to the pseudo-Dirac model.
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Decay Process Partial Width
𝑉 → 𝜒𝜒 𝑔2𝐷
12𝜋
√︁
𝑚2𝑉 − 4𝑚2𝜒
𝑉 → 𝑓𝑓 𝑁𝑐𝑒2𝜖2
12𝜋𝑐2𝑊 (1−𝑟2)2
√︁
𝑚2𝑉 − 4𝑚2𝑓
[︁
(𝑔2𝑉 + 𝑔
2
𝐴) +
2𝑚2𝑓
𝑚2𝑉
(𝑔2𝑉 − 2𝑔2𝐴)
]︁
𝑉 → 𝑊+𝑊− 𝜖2𝑒2𝑐2𝑊 𝑟4𝑚𝑉
192𝜋(1−𝑟2)2
(1−4𝑥2)3/2
𝑥4
(1 + 20𝑥2 + 12𝑥4)
𝑉 → 𝑍ℎ0 𝜖2𝑒2𝑚𝑉
192𝜋𝑐2𝑊 𝑟
2(𝑟2−1)2
√︀
(𝑦2 − 1)2𝑟4 − 2𝑟2(𝑦2 + 1) + 1 [𝑟4(𝑦2 − 1)2 − 2𝑟2(𝑦2 − 5) + 1]
Table B.2: Table of perturbative partial widths for the SM mediator 𝑉 for both the dark sector models. 𝑁𝑐 = 3 for
quarks and 1 otherwise. 𝑔𝑉 = 𝑔𝑉,𝑍 − 𝑐2𝑊 (1 − 𝑟2)𝑄 and 𝑔𝐴 = 𝑔𝐴,𝑍 , where 𝑔𝑉,𝑍 ≡ {0.25,−0.0189, 0.0959,−0.1730} and
𝑔𝐴,𝑍 ≡ {0.25,−0.25, 0.25,−0.25} are the vector and axial couplings to the 𝑍-boson for {𝜈𝑒, 𝑒, 𝑢, 𝑑} and for the other 2 generations
respectively, and 𝑄 is the electric charge of the fermion. 𝑟 ≡ 𝑚𝑍/𝑚𝑉 , 𝑥 ≡ 𝑚𝑊/𝑚𝑉 and 𝑦 ≡ 𝑚𝐻/𝑚𝑉 .
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B.4 Bound State Formation via Initial/Final State
Radiation
In addition to the resonant formation process that has been our main focus in the
body of this work, bound states can also form in conjunction with radiation of other
particles in the initial or final state. This process is very important in the context of
electron accelerators where the center-of-mass energy of the colliding particles is fixed
and does not overlap the bound state resonance (as discussed e.g. in Refs. [206, 418]),
and so the resonant signal is absent.
This process could also be critical if the decays of spin-0 bound states were much
more observable than those of spin-1 bound states, and the mediator with the SM
were a vector (or if the spin-1 states were more observable and the mediator were a
scalar); emission of additional particles would then allow the production of the rarer
but more observable bound state. However, in the examples we have studied, the
latter situation does not hold; indeed, the spin-0 𝑠-wave bound states can generally
decay into light mediators and are thus likely to be more difficult to detect than their
spin-1 counterparts.
Since initial and final state radiation inevitably involves extra powers of the cou-
pling relative to the resonant case, we expect processes of this type to be suppressed
relative to the resonant production. However, one might wonder whether threshold
enhancements to the production and interaction cross section for unbound but slow-
moving DM particles, in the presence of a light mediator, could modify this conclusion
and lead to a large contribution from the threshold region.
Note that this is a very different parameter regime to that considered for muonium
production in Ref. [418] and for light darkonium production in Ref. [206], where
the beam energy is presumed to be large relative to the resonance energy, and the
extra particle(s) emitted as initial/final state radiation carry away much of the beam
energy; it is more similar to the situation in indirect detection, where slow-moving
DM particles may emit a light particle and radiatively capture into a bound state
(see e.g. [233, 241]). The rate for such radiative bound-state formation scales as 1/𝑣
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close to threshold, for a massless mediator. However, we will show that in the case
where the particles are produced near threshold and then form a bound state, this
1/𝑣 scaling is canceled out by the small phase space for the particle production near
threshold.
Similar contributions to bound-state formation from soft gluon emission have been
studied in the context of quarkonium formation using non-relativistic effective field
theory techniques [419, 420]. In that case, 𝑝-wave color-singlet quarkonia can be
formed either directly or through an intermediate 𝑠-wave color-octet pair of heavy
quarks; relatedly, the 𝑠-wave quarkonium state |𝑄?¯?⟩ can be described as having a
small𝒪(𝑣2) admixture of a Fock state |𝑄?¯?𝑔⟩ containing an additional soft gluon. This
approach suggests that the admixture term can be neglected to leading order when
dealing with 𝑠-wave bound states, and should not experience large enhancements near
threshold.
To see explicitly how this works in our case, note that we can write the matrix
element for production of the bound state (plus a light mediator with momentum
?⃗?), via an intermediate state of two near-threshold (i.e. highly non-relativistic) but
unbound DM particles, as:
𝑖ℳ(𝑖→ 𝑓) =
√︃
2𝑀
(2𝑚𝜒)(2𝑚𝜒)
∫︁
𝑑3𝑝1
(2𝜋)3
2𝜋𝛿(𝐸in − 𝐸𝑝1 − 𝐸𝑝2)
(2𝐸𝑝1)(2𝐸𝑝2)
×
∫︁
𝑑3𝑎
(2𝜋)3
𝜓*𝑝1,𝑝2 (⃗𝑎)𝑖ℳ¯(𝑖→ ?⃗?1, ?⃗?2)
∫︁
𝑑3𝑏
(2𝜋)3
𝜓𝑝1,𝑝2 (⃗𝑏)
×
∫︁
𝑑3𝑞
(2𝜋)3
𝜓*𝐵(?⃗?) · 𝑖ℳ¯(⃗𝑏1, ?⃗?2 → ?⃗?1?⃗?2?⃗?) . (B.14)
Here ℳ¯(𝑖→ ?⃗?1, ?⃗?2) is the hard matrix element describing production of two free DM
particles with momenta ?⃗?1, ?⃗?2 from the initial state 𝑖, and likewise ℳ¯(⃗𝑏1, ?⃗?2 → ?⃗?1?⃗?2?⃗?) is
the hard matrix element describing the radiation of a light mediator with momentum
?⃗? from the DM-DM state with particle momenta ?⃗?1, ?⃗?2, to produce final-state DM
particles with momenta ?⃗?1, ?⃗?2. The wavefunctions convert the plane-wave states to
the full intermediate and final states accounting for potential effects. 𝑝1 and 𝑝2
act as labels on the intermediate state with momentum-space wavefunction 𝜓𝑝1,𝑝2 ,
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describing the momenta of the constituent particles at large separation. 𝜓𝐵 denotes
the momentum-space wavefunction of the bound state (which in principle is labeled
by the quantum numbers 𝑛, 𝑙,𝑚; we suppress these indices). 𝑚𝜒 is the DM mass and
𝑀 ≈ 2𝑚𝜒 is the bound-state mass.
In the non-relativistic limit where the potential is neglected, the leading-order
matrix element for light vector boson radiation from one of a pair of heavy fermions
(with gauge coupling 𝑔ℬ and fermion masses 𝑚1, 𝑚2) is given by:
𝑖ℳ(⃗𝑏1, ?⃗?2 → ?⃗?1?⃗?2?⃗?) =𝑖𝑔ℬ𝜖*(𝑙)
[︁
(⃗𝑏1 + ?⃗?1)2𝑚2(2𝜋)
3𝛿(3)(⃗𝑏2 − ?⃗?2)
−(⃗𝑏2 + ?⃗?2)2𝑚1(2𝜋)3𝛿(3)(⃗𝑏1 − ?⃗?1)
]︁
. (B.15)
Inserting this expression into Eq. (B.14), setting the masses of the two heavy
fermions equal, 𝑚1 = 𝑚2 = 𝑚𝜒, working in relative momentum coordinates, and
choosing the center-of-mass frame, we obtain:
𝑖ℳ(𝑖→ 𝑓) =2𝑖𝑔ℬ
√
2𝑀𝜖*(𝑙)
∫︁
𝑑3𝑝1
(2𝜋)3
2𝜋𝛿(𝐸in − 𝐸𝑝1 − 𝐸𝑝2)
(2𝐸𝑝1)(2𝐸𝑝2)
×
[︂∫︁
𝑑3𝑎
(2𝜋)3
𝑖ℳ¯(𝑖→ ?⃗?1, ?⃗?2)𝜓*𝑝1,𝑝2 (⃗𝑎)
]︂
×
∫︁
𝑑3𝑞
(2𝜋)3
𝜓*𝐵(?⃗?)?⃗?
[︁
𝜓𝑝1,𝑝2
(︁
?⃗? + ?⃗?/2
)︁
+ 𝜓𝑝1,𝑝2
(︁
?⃗? − ?⃗?/2
)︁]︁
. (B.16)
The integral over 𝑑3𝑞 on the last line also appears in the matrix element for radiative
bound state formation, and has been previously computed in the non-relativistic limit
for massless vector mediators [214, 421]. In the near-threshold regime, 𝑙 . 𝛼2𝑚𝜒 (as
the binding energy must provide the necessary energy to radiate the mediator), and
the 𝑙-dependence of the integral can be neglected; in this case, the integral simply
scales as 1/√𝑝, where 𝑝 = (𝑝1 − 𝑝2)/2. (This factor, when squared, is responsible for
the 1/𝑣 scaling of the radiative bound state formation cross section.)
If we further suppose that the hard matrix element for production of the interme-
diate state from the initial state is independent of the final-state relative momentum
?⃗?, i.e. we can write 𝑖ℳ¯(𝑖 → ?⃗?1, ?⃗?2) = 𝑖ℳ¯(𝑖 → DM,DM) then the integral over
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𝑑3𝑎 simplifies to give 𝑖ℳ¯(𝑖→ DM,DM)𝜓*𝑝1,𝑝2(0), where 𝜓 denotes the position-space
wavefunction. The wavefunction at the origin in a Coulomb-like potential scales as√︀
𝛼ℬ𝑚𝜒/𝑝 (e.g. [421]), which yields the usual Sommerfeld enhancement when squared.
Putting these pieces together and performing the phase-space integral over
∫︀
𝑑3𝑝1,
writing 𝐸𝑝1 = 𝐸𝑝2 =
√︁
𝑚2𝜒 + |𝑝|2 since we are working in the COM frame, we find
that (keeping only scaling relationships, dropping order-1 factors):
𝑖ℳ(𝑖→ 𝑓) ∼𝑔ℬ√𝑚𝜒𝑖ℳ¯(𝑖→ DM,DM)
× 1
𝐸2in
∫︁
𝑑3𝑝
(2𝜋)3
2𝜋𝛿
(︁
𝐸in − 2
√︁
𝑚2𝜒 + |𝑝|2
)︁√︂𝛼ℬ𝑚𝜒
𝑝
√︂
1
𝑝
∼ℳ¯(𝑖→ DM,DM)𝑔ℬ𝑚𝜒
√
𝛼ℬ
𝐸in
∼ℳ¯(𝑖→ DM,DM)𝛼ℬ . (B.17)
Note that as mentioned previously, the phase-space integral over the intermediate-
state momentum 𝑑3𝑝 has canceled out the 1/𝑝 scaling from the wavefunctions.
Thus we see that the bound-state production cross section through this channel
should scale as |ℳ¯(𝑖 → DM,DM)|2𝛼2ℬ, multiplied by a 2-body phase space factor.
Since the momenta in the final state are small, of order 𝑙 ∼ 𝛼2ℬ𝑚𝜒, the overall scaling
of the cross section with the couplings is 𝛼4ℬ × |ℳ¯(𝑖→ DM,DM)|2.
By comparison, we see that the resonant production cross section scales as |ℳ¯(𝑖→
DM,DM)|2𝛼3ℬ, where the 𝛼ℬ dependence arises from the ℬ wavefunction. Thus the
rate to produce an extra light mediator by emission from a near-threshold intermedi-
ate state, in conjunction with the bound state formation, is suppressed by one power
of 𝛼ℬ overall. This is the same suppression one would naively expect for emission
of a hard photon from the initial or final state, with no small phase-space factors or
threshold enhancements. We self-consistently neglect all such diagrams in the body
of this work.
Here we have neglected the mediator mass𝑚𝑌 in estimating the scalings; in partic-
ular, the intermediate-state position-space wavefunction may be steeply peaked near
the origin for special values of 𝑚𝑌 , corresponding to the presence of near-zero-energy
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bound states (e.g. [232]). However, it seems likely that any apparent enhancement
from this behavior can be reinterpreted as resonant capture into a near-zero-energy
bound state, which is already accounted for in our formalism. We leave a more
detailed study of the resonant regime to future work.
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Appendix C
Dark Matter and Reionization
C.1 Additional Constraints
Figure C-1 shows the free electron fraction just prior to reionization 𝑥𝑒(𝑧 = 6) for the
benchmark scenario of both 𝜒𝜒 → 𝑒+𝑒− and 𝜒𝜒 → 𝛾𝛾 𝑠-wave annihilations, as well
as the excluded cross-sections due to constraints from the CMB power spectrum as
measured by Planck and from the 𝑇IGM(𝑧 = 4.8) constraints. The 𝑇IGM bounds alone
can almost rule out a 10% contribution from 𝜒𝜒 → 𝑒+𝑒− above a mass of approxi-
mately 1GeV, but are weaker for 𝜒𝜒→ 𝛾𝛾, since less energy goes into heating for this
process. However, if the structure formation boost factor has been underestimated
in our paper, these bounds will become stronger. This effectively sets a limit on how
large the boost can be.
Throughout this paper, we have obtained the limits on the contribution to reion-
ization from DM in the case of 𝑠- and 𝑝-wave annihilation by considering the processes
𝜒𝜒→ 𝑒+𝑒− and 𝜒𝜒→ 𝛾𝛾 with each annihilation product having fixed, identical total
energy 𝐸 = 𝑚𝜒. This allowed us to set limits on ⟨𝜎𝑣⟩ or (𝜎𝑣)ref as a function of
𝑚𝜒. However, the constraints that we set here extend beyond these two annihilation
scenarios. The energy injection rate from annihilations is set only by the quantity
⟨𝜎𝑣⟩/𝑚𝜒, and is independent of the annihilation products produced; only the energy
deposition rate is dependent on the species and energies of the annihilation products.
Thus, if we were to recast the ⟨𝜎𝑣⟩ −𝑚𝜒 parameter space in Figures 5-5 and 5-9
305
Figure C-1: DM contribution to reionization for 𝜒𝜒 → 𝑒+𝑒− (left) and 𝜒𝜒 → 𝛾𝛾
(right) 𝑠-wave annihilation, benchmark scenario. The hatched regions correspond to
parameter space ruled out by the CMB power spectrum constraints as measured by
Planck (red) and 𝑇IGM(𝑧 = 4.8) < 10 000K (orange) respectively. The color density
plot shows the DM contribution to 𝑥𝑒 just prior to reionization at 𝑧 = 6, with contours
(black, dashed) shown for a contribution to 𝑥𝑒(𝑧 = 6) = 0.025%, 0.1%, 1%, 10% and
90% respectively.
as a ⟨𝜎𝑣⟩/𝑚𝜒−𝑚𝜒 parameter space, the latter parameter actually corresponds to the
injection energy of the annihilation products, which is not necessarily equal to the
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DM mass.
Figures C-2 and C-3 present the same set of constraints and results for 𝑥𝑒(𝑧 = 6) as
a function of ⟨𝜎𝑣⟩/𝑚𝜒 or (𝜎𝑣)ref/𝑚𝜒 and the injection energy of the 𝑠- or 𝑝-wave anni-
hilation products, which in general can be very different from 𝑚𝜒. Table C.1 gives the
𝑠-wave CMB power spectrum constraints and the 𝑝-wave 𝑇IGM(𝑧 = 4.80) > 10 000K
constraints in table form for the convenience of the reader. For any arbitrary anni-
hilation process, the total contribution to 𝑥𝑒 prior to reionization is strictly less than
the highest contribution to 𝑥𝑒 possible among the different particles with different
energies produced from the annihilation. This implies that for a given injection rate,
the only dependence on the spectrum of the annihilation products enters through
𝑓𝑐(𝑧), and as a result, the CMB power spectrum constraints are relatively insensitive
to the details of the injection spectrum from DM annihilations [422].
C.2 𝑝-wave 𝐽-Factor
The photon flux per unit energy due to DM annihilations from DM in the galaxy is
given by [323]
𝑑Φ
𝑑𝐸
=
1
2
𝑟⊙
4𝜋
𝜌2⊙
𝑚𝜒
⟨𝜎𝑣⟩⊙
𝑚𝜒
𝑑𝑁𝛾
𝑑𝐸
𝐽, (C.1)
where 𝑑𝑁𝛾/𝑑𝐸 is the annihilation photon yield, and 𝑟⊙ and 𝜌⊙ are the distance
from the Sun to the galactic center and the local DM density respectively. 𝐽 is a
dimensionless factor that encapsulates the averaging of the DM density along the
line-of-sight of the entire field of observation, and is given by
𝐽 =
∫︁
𝑑Ω
𝑑𝑠
𝑟⊙
(︂
𝜌(𝑠)
𝜌⊙
)︂2
. (C.2)
For 𝑠-wave annihilations, 𝐽 contains all of the dependence of the photon flux on
the DM distribution in the galaxy. In 𝑝-wave annihilations, however, the rate of
DM annihilations also depends on the velocity dispersion of DM, and thus both the
density and the velocity of DM along each line-of-sight must be averaged. We should
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log10[𝑚𝜒(GeV)]
𝑠-wave 𝑝-wave
log10 [⟨𝜎𝑣⟩/𝑚𝜒] log10 [(𝜎𝑣)ref/𝑚𝜒]
𝜒𝜒→
𝑒+𝑒−
𝜒𝜒→ 𝛾𝛾 𝜒𝜒→
𝑒+𝑒−
𝜒𝜒→ 𝛾𝛾
-5.00 -27.2502 -20.6327
-4.75 -27.2243 -20.1114
-4.50 -27.2311 -20.1027
-4.25 -27.2326 -20.2672
-4.00 -27.1866 -20.4146
-3.75 -27.0830 -20.5190
-3.50 -26.9280 -20.5746
-3.25 -26.7415 -20.5746
-3.00 -26.5871 -26.5424 -21.5524 -20.5075
-2.75 -26.7722 -26.6038 -21.3538 -20.3684
-2.50 -27.1549 -26.9224 -21.1154 -20.1486
-2.25 -27.3000 -27.1003 -20.8725 -19.8619
-2.00 -27.3572 -27.2023 -20.5468 -19.5262
-1.75 -27.3727 -27.2421 -21.0758 -19.1676
-1.50 -27.3787 -27.2574 -21.8876 -18.8817
-1.25 -27.3611 -27.2570 -22.5907 -18.9666
-1.00 -27.3186 -27.2409 -22.9054 -19.2229
-0.75 -27.2587 -27.2056 -23.0043 -19.4243
-0.50 -27.1635 -27.1489 -22.9120 -19.4912
-0.25 -27.0370 -27.0626 -22.7140 -19.4418
0.00 -26.9831 -26.9568 -22.4788 -19.3185
0.25 -27.0701 -26.9007 -22.2346 -19.1527
0.50 -27.1613 -26.9332 -21.9916 -18.9624
0.75 -27.2024 -27.0015 -21.7520 -18.7597
1.00 -27.1837 -27.0369 -21.5127 -18.5503
1.25 -27.1212 -27.0208 -21.2700 -18.3361
1.50 -27.0662 -26.9702 -21.0248 -18.1182
1.75 -27.0467 -26.9416 -20.7816 -17.8968
2.00 -27.0246 -27.0247 -20.5460 -17.6747
2.25 -27.0014 -27.0301 -20.3158 -17.4536
2.50 -27.0101 -27.0116 -20.0852 -17.2340
2.75 -27.0139 -27.0102 -19.8505 -17.0141
3.00 -27.0090 -27.0089 -19.6115 -16.7924
Table C.1: Tabulated 𝑠-wave CMB power spectrum constraints and 𝑝-wave 𝑇IGM(𝑧 =
4.80) > 10 000K constraints. Cross sections divided by mass are in units of
cm3 s−1GeV−1.
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Figure C-2: DM contribution to reionization for 𝜒𝜒 → 𝑒+𝑒− (left) and 𝜒𝜒 → 𝛾𝛾
(right) 𝑠-wave annihilation, plotted as a function of ⟨𝜎𝑣⟩/𝑚𝜒 and injection energy,
benchmark scenario. The hatched regions correspond to parameter space ruled out
by the CMB power spectrum constraints as measured by Planck (red) and optical
depth constraints (orange) respectively. The color plot indicates the DM contribution
to 𝑥𝑒, with contours drawn for a contribution of 0.025%, 0.1%, 1%, 10% and 90%
respectively.
therefore replace 𝐽 with
𝐽𝑝 =
∫︁
𝑑Ω
𝑑𝑠
𝑟⊙
(︂
𝜌(𝑠)
𝜌⊙
)︂2
𝑣2(𝑠)
𝑣2⊙
, (C.3)
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Figure C-3: DM contribution to reionization for 𝜒𝜒 → 𝑒+𝑒− (left) and 𝜒𝜒 → 𝛾𝛾
(right) 𝑝-wave annihilation, plotted as a function of ⟨𝜎𝑣⟩/𝑚𝜒 and injection energy,
benchmark scenario. The hatched regions correspond to parameter space ruled out
by the CMB power spectrum constraints as measured by Planck (red) and optical
depth constraints (orange) respectively. The color plot indicates the DM contribution
to 𝑥𝑒, with contours drawn for a contribution of 0.025%, 0.1%, 1%, 10% and 90%
respectively.
and now ⟨𝜎𝑣⟩⊙ is explicitly the local annihilation cross-section due to the velocity
dependence of ⟨𝜎𝑣⟩.
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Previous studies have implicitly assumed that 𝐽 and 𝐽𝑝 are equal. To assess
the significance of this assumption, we consider a pure NFW DM profile given by
equation (5.17) with 𝛼 = 1, with a corresponding velocity dispersion profile given by
the following relation [423]:
𝜌(𝑟)
𝜎31D(𝑟)
∝ 𝑟−1.9. (C.4)
where 𝜎1D is the 1D velocity dispersion that we use as a proxy for 𝑣. The constant
of proportionality of this equation is determined by setting 𝜌(𝑟⊙) = 0.3GeV cm−3
and assuming a Maxwellian distribution of the dark matter particles in the halo with
a peak value set equal to the rotation velocity of the Sun given by 𝑣 = 220 km s−1.
With these assumptions, we find a difference between 𝐽𝑝 and 𝐽 of about 5 - 10%,
after averaging over the solid angle within some typical galactic diffuse gamma-ray
background survey regions. This result has also been confirmed using DM particle
dispersion velocities as a function of radius [424] derived from the Illustris 𝑁 -body
simulation [425], which models both DM and baryons.
We have therefore assumed throughout our analysis that 𝐽𝑝 = 𝐽 , and anticipate
an error of about 10% in translating the ⟨𝜎𝑣⟩ constraints assuming and 𝑠-wave distri-
bution directly into constraints for (𝜎𝑣)ref in 𝑝-wave annihilations. Since the 𝑝-wave
constraints that we have used rule out regions of parameter space with a contribution
to reionization exceeding 10% by more than 2 orders of magnitude, we do not expect
this assumption to change our conclusions in any significant way.
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Appendix D
Implications of a 21-cm Signal for
Dark Matter Annihilation and Decay
D.1 Astrophysical Systematics
D.1.1 Uncertainties from Annihilation in Dark Matter Halos
Once structure formation begins, the DM annihilation rate is no longer set purely by
the well-measured cosmological average DM density, but instead becomes dominated
by annihilation in over-dense regions, which can enhance ⟨𝜌2⟩ greatly over ⟨𝜌⟩2. A
model for this “boost factor” ⟨𝜌2(𝑧)⟩/⟨𝜌(𝑧)⟩2 is included in the 𝑓𝑐(𝑧) factors that
determine the amount of heating and ionization from 𝑠-wave DM annihilation (as
defined in Eq. (5.44)), as discussed in [137].
On one hand, the size of this enhancement is quite uncertain, due mostly to large
uncertainties in the abundance and concentration of low-mass halos that cannot be
resolved by cosmological simulations. On the other hand, at 𝑧 ∼ 17 the enhancement
factor is expected to still be relatively modest; furthermore the heating and ionization
at that epoch are determined by the integral over DM annihilation at all previous
times, not only at 𝑧 ∼ 17, which also dilutes the effect of late-time overdensities (e.g.
[117]). This last effect is stronger for secondary particles that take longer to cool
and deposit their energy; in particular, for most energies of injection, photons take
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Figure D-1: Comparison of DM annihilation constraints when the gas is cooled by
Rutherford scattering, where the HIGH (upper left), BENCHMARK (upper right)
and LOW (lower left) and NO BOOST (lower right) models for the DM structure
formation history are employed (see text for details).
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Figure D-2: Comparison of DM annihilation constraints when the gas is cooled by
Rutherford scattering, where the bulk DM-baryon relative velocity at recombination
is taken to be 𝑉𝜒𝑏,0 = 0 (left) or 𝑉𝜒𝑏,0 = 𝑣rms (right).
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longer to deposit their energy than electrons, and thus the systematic uncertainty
in 𝑓𝑐(𝑧) due to structure formation is expected to be smaller (as the typical photon
contributing to late-time ionization/heating was injected at an earlier epoch where
structure formation was less important).
To quantitatively estimate the uncertainty in our quoted annihilation limits due
to uncertainties in the contribution from DM overdensities, we repeat the analysis
using three different models from the literature for the boost factor. The first two
are limiting cases from [137]: they correspond to (1) DM halos with Einasto density
profiles [330], and including an estimate of substructure within main halos, and (2)
DM halos with Navarro-Frenk-White profiles [426], without substructure included.
The second model, with the lowest boost factor of those considered in [137], is the
benchmark we use for the plots in the main text. Finally, the third model is (3) a
simple analytic form proposed as a conservative model for the boost factor by [380].
We label these models as HIGH, BENCHMARK and LOW respectively.
We show the limits on the annihilation cross section for DM annihilating to 𝑒+𝑒−
in the presence of Rutherford cooling, for these three models, in Fig. D-1. Since the
boost factor is approximately degenerate with the annihilation cross section (changing
it can also lead to a slight modification of the redshift dependence of the annihilation
rate), we expect the changes in the limits on the cross section to be similar for the
other scenarios (early decoupling and additional radiation).
We find that, as expected, the constraints are more stringent for the HIGH model,
by roughly a factor of 2. However, the BENCHMARK and LOWmodels agree closely,
with the constraints differing on the 15 − 20% level. We have performed the same
check for DM annihilating to photons, and the difference between the models is even
smaller. Thus we expect our benchmark constraints to be similar to others set using
a conservative structure formation model.
If we completely ignore structure formation and consider only annihilations in the
smooth DM density, then the constraints weaken considerably, by about a factor of
50, as shown in the fourth panel of Fig. D-1. This is the maximally conservative case,
and is probably unrealistic; we leave a detailed study of the minimum possible boost
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factor to further work.
We note these uncertainties do not apply to DM decay, which probes the average
DM density rather than the average DM density-squared.
D.1.2 Uncertainties in the Initial Value of 𝑉𝜒𝑏
In the scenario where Rutherford scattering cools the gas, the scattering rate depends
on the relative velocity between the DM and baryons, and hence on the initial value
of the bulk relative velocity 𝑉𝜒𝑏,0 at recombination. As argued in Sec. 6.5, we expect
the cooling effect to be strongest for 𝑉𝜒𝑏,0 = 0, thus leaving the maximum amount of
room for heating from annihilation/decay products.
We test this hypothesis in Fig. D-2, comparing constraints on DM annihilating
to 𝑒+𝑒− for 𝑉𝜒𝑏,0 = 0 and 𝑉𝜒𝑏,0 = 𝑣rms = 29 km s−1, in the case where a 1% fraction
of the DM participates in the scattering. We find that once the scattering cross
section 𝜎0 is well above the value required to cool the gas to 5.2 K, the constraints
on annihilation are unaffected by this change in the initial conditions, because the
large baryon-DM scattering cross section induces a drag force that drives 𝑉𝜒𝑏 to zero
(for the interacting DM component). However, the minimum 𝜎0 needed to cool the
baryons to that temperature does increase modestly (by a few tens of percent) when
𝑉𝜒𝑏,0 = 𝑣rms.
Accordingly we conclude that in the regime where the constraints are not very
rapidly varying as a function of 𝜎0, away from the minimum 𝜎0 needed to achieve
the required cooling, the systematic error due to neglecting the distribution of initial
relative velocities 𝑉𝜒𝑏 is small.
D.2 Supplemental Plots
In Figs. D-1 and D-2, we show zoomed-in versions of Figs. 6-2 and 6-3, to highlight
the region where the additional radiation source is comparable or smaller to the CMB,
in terms of number density at a wavelength of 21 cm.
In Figs. D-3 and D-4, we show constraint plots for DM masses below 100 MeV
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Figure D-1: Decay lifetime constraints with an additional 21-cm source with 𝜒 →
𝑒+𝑒− (left) and 𝜒→ 𝛾𝛾 (right), as a function of 𝑚𝜒 and (𝑇𝑆/𝑇𝑅)obs/(𝑇𝑆/𝑇𝑅)EDGES×
𝑇𝑅. This is a zoomed-in version of Fig. 6-2. Contour lines of constant minimum
log10 𝜏 (in seconds) are shown.
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Figure D-2: Annihilation cross section constraints with an additional 21-cm source
with 𝜒𝜒 → 𝑒+𝑒− (left) and 𝜒𝜒 → 𝛾𝛾 (right), as a function of 𝑚𝜒 and
(𝑇𝑆/𝑇𝑅)obs/(𝑇𝑆/𝑇𝑅)EDGES × 𝑇𝑅. Contour lines of constant maximum log10⟨𝜎𝑣⟩ (in
cm3 s−1) are shown. This is a zoomed-in version of Fig. 6-3 The green contour
corresponds to the canonical relic abundance cross section of 3× 10−26 cm3 s−1.
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Figure D-3: As Fig. 6-4, but extended to lower masses.
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in the presence of non-standard recombination, for 𝑠-wave annihilation and decay
respectively. These analyses are otherwise performed as discussed in the main text.
Finally, Figs. D-5 and D-6 show the limits on the minimum decay lifetime and
maximum annihilation cross section for Rutherford cooling with 𝑓𝜒,int = 1. Values of
𝜎0 exceeding ∼ 10−42 cm2 affect the CMB power spectrum significantly and are ruled
out by Planck [390]; for models that are consistent with this limit, the value of 𝑇𝑚 at
𝑧 ∼ 20 is a more powerful constraint on additional energy injection on models than
the high-redshift CMB limits on annihilation and decay.
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Figure D-4: As Fig. 6-5, but extended to lower masses.
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Figure D-5: Rutherford cooling constraints on the minimum decay lifetime for 𝜒 →
𝑒+𝑒− (left) and 𝜒 → 𝛾𝛾 (right) from the matter temperature 𝑇𝑚(𝑧 = 17.2) =5.2 K
(solid), 𝑓𝜒,int = 1. Limits from the Planck measurement of the CMB power spectrum
are also shown up to 𝜎0 = 𝜎0,td(𝑧 = 300) (dotted).
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Figure D-6: Rutherford cooling 𝑠-wave annihilation constraints for 𝜒𝜒→ 𝑒+𝑒− (left)
and 𝜒𝜒 → 𝛾𝛾 (right) from the matter temperature 𝑇𝑚(𝑧 = 17.2) = 5.2 K (solid),
𝑓𝜒,int = 1. Limits from the Planck measurement of the CMB power spectrum are also
shown up to 𝜎0 = 𝜎0,td(𝑧 = 600) (dotted).
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Appendix E
DarkHistory
E.1 Inverse Compton Scattering
In this appendix, we discuss in detail the methods used to compute the spectra of
photons that are produced by the cooling of electrons through ICS. We restore ~, 𝑐
and 𝑘𝐵 in this appendix, since the exact numerical value of these spectra is important.
E.1.1 Scattered Spectra
We begin with some preliminaries that will be important in understanding our sub-
sequent discussion of ICS. The goal is to determine the secondary photon spectrum
produced on average by multiple scatterings of a single electron.
Consider an electron with energy 𝐸𝑒 and corresponding Lorentz factor 𝛾 incident
on some distribution of photons 𝑛(𝜖) with initial energy 𝜖 in the comoving frame. Since
we are only interested in ICS off the CMB, we will only consider an isotropic photon
bath in the co-moving frame, distributed as a blackbody with some temperature 𝑇 .
The electron has some probability per unit time of scattering the photons into some
outgoing energy 𝜖1, with some probability distribution 𝑑𝑁𝛾/(𝑑𝜖 𝑑𝜖1 𝑑𝑡), which we call
the “differential scattered photon spectrum”. This quantity is proportional to the
number density per unit energy of the photon bath 𝑛(𝜖), so that integrating over
𝜖 also integrates over the distribution of these photons. This can be interpreted as
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a normalized scattered photon spectrum for ICS by many electrons with the same
energy. Integrating the differential scattered photon spectrum with respect to 𝜖 gives
us the “scattered photon spectrum”,
𝑑𝑁𝛾
𝑑𝜖1 𝑑𝑡
(𝐸𝑒, 𝑇, 𝜖1) =
∫︁ 𝜖max
𝜖min
𝑑𝜖
𝑑𝑁𝛾
𝑑𝜖 𝑑𝜖1 𝑑𝑡
(𝐸𝑒, 𝑇, 𝜖, 𝜖1) , (E.1)
with 𝜖min and 𝜖max determined by the kinematics of ICS.
We further define the “scattered photon energy loss spectrum”,
𝑑𝑁𝛾
𝑑Δ 𝑑𝑡
(𝐸𝑒, 𝑇,Δ) =
∫︁
𝑑𝜖
𝑑𝑁𝛾
𝑑𝜖 𝑑𝜖1 𝑑𝑡
(𝐸𝑒, 𝑇, 𝜖, 𝜖1 = 𝜖+Δ), (E.2)
where Δ is the change in energy of a photon scattering by a single electron. This is
simply the distribution of scattered photons as a function of the energy gained or lost
by the photon during the scattering.
Now, consider some arbitrary injection spectrum of electrons 𝑑?˜?𝑒/𝑑𝐸1. The tilde
serves to remind the reader that this is a distribution of electrons, and not a nor-
malized quantity. From the definition of Eq. (E.2), we define the “scattered electron
spectrum” as
𝑑?˜?𝑒
𝑑𝐸1 𝑑𝑡
=
∫︁ ∞
0
𝑑𝐸
𝑑?˜?𝑒
𝑑𝐸
𝑑𝑁𝛾
𝑑Δ 𝑑𝑡
(𝐸, 𝑇,Δ = 𝐸 − 𝐸1) , (E.3)
where 𝐸1 is the energy of the scattered electron. However, this result allows some
electrons to gain energy after scattering, significantly complicating our calculations.
Intuitively, we expect electrons that upscatter from 𝐸 → 𝐸1 to partially cancel with
downscatters from 𝐸1 − 𝐸, justifying an approximate treatment where we simply
cancel out photons that downscatter (and upscatters an electron) with photons that
upscatter (and downscatters an electron). We leave a full justification of this to the
end of this section, but for now, we will accordingly define the “scattered electron net
energy loss spectrum”,
𝑑𝑁𝑒
𝑑Δ 𝑑𝑡
(𝛽, 𝑇,Δ) =
𝑑𝑁𝛾
𝑑Δ 𝑑𝑡
(𝛽, 𝑇,Δ)− 𝑑𝑁𝛾
𝑑Δ 𝑑𝑡
(𝛽, 𝑇,−Δ), (E.4)
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with Δ ≥ 0 in the expression above. For relativistic electrons, the average energy lost
due to an upscattering a photon is much larger than the average energy gained due to
downscattering a photon, and it is therefore a good approximation to consider only
scattering events where electrons lose their energy [427]. The upscattered photons
also have outgoing energy 𝜖1 ≫ 𝜖, and so a reasonable approximation to make in the
relativistic limit is
𝑑𝑁𝑒
𝑑Δ 𝑑𝑡
⃒⃒⃒⃒
𝛽→1
≈ 𝑑𝑁𝛾
𝑑𝜖1 𝑑𝑡
⃒⃒⃒⃒
𝛽→1
. (E.5)
We now turn our attention to justifying the approximation laid out in Eq. (E.4).
First, we split the exact integral in Eq. (E.3) into an integral from 0 to 𝐸1, and from
𝐸1 to ∞. The first integral can be rewritten as (dropping the 𝑇 dependence for
clarity)
∫︁ 𝐸1
0
𝑑𝐸
𝑑?˜?𝑒
𝑑𝐸
𝑑𝑁𝛾
𝑑Δ 𝑑𝑡
(𝐸,Δ = 𝐸 − 𝐸1)
= −
∫︁ 2𝐸1
𝐸1
𝑑𝑥
𝑑?˜?
𝑑𝑥
𝑑𝑁𝛾
𝑑Δ 𝑑𝑡
(𝐸 = 2𝐸1 − 𝑥,Δ = 𝐸1 − 𝑥) , (E.6)
where we have simply made the substitution 𝑥 = 2𝐸1−𝐸. In this part of the integral,
we are dealing with upscattered electrons and downscattered photons, and so we know
that 𝑑𝑁𝛾/(𝑑Δ 𝑑𝑡) only has support when 𝐸 −𝐸1 ∼ 𝑇CMB ≪ 𝐸,𝐸1, since ICS is only
included for electrons with 𝐸 > 3 keV [121]. This implies that the integral only has
support near 𝑥 = 𝐸1, and we can therefore make the following approximation:
∫︁ 𝐸1
0
𝑑𝐸
𝑑?˜?𝑒
𝑑𝐸
𝑑𝑁𝛾
𝑑Δ 𝑑𝑡
(𝐸,Δ = 𝐸 − 𝐸1)
≈ −
∫︁ ∞
𝐸1
𝑑𝑥
𝑑?˜?𝑒
𝑑𝑥
𝑑𝑁𝛾
𝑑Δ 𝑑𝑡
(𝐸 = 𝑥,Δ = 𝐸1 − 𝑥)
= −
∫︁ ∞
𝐸1
𝑑𝐸
𝑑?˜?𝑒
𝑑𝐸
𝑑𝑁𝛾
𝑑Δ 𝑑𝑡
(𝐸,Δ = 𝐸1 − 𝐸) , (E.7)
where in the last step we have trivially relabeled 𝑥 → 𝐸. We have therefore shown
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that
𝑑?˜? ′𝑒
𝑑𝐸1 𝑑𝑡
≈−
∫︁ ∞
𝐸1
𝑑𝐸
𝑑?˜?𝑒
𝑑𝐸
𝑑𝑁𝛾
𝑑Δ 𝑑𝑡
(𝐸,Δ = 𝐸1 − 𝐸)
+
∫︁ ∞
𝐸1
𝑑𝐸
𝑑?˜?𝑒
𝑑𝐸
𝑑𝑁𝛾
𝑑Δ 𝑑𝑡
(𝐸,Δ = 𝐸 − 𝐸1) , (E.8)
and that is a good approximation due to the relatively low temperature of the CMB.
With these definitions in mind, we are now ready to understand how to compute
these scattered spectra when the electron is in two limits. For 𝛾 > 20, the spectra
are computed in the relativistic limit, while below that, scattering with the CMB at
all relevant redshifts lie well within the Thomson regime. Together, they cover all
relevant kinematic regimes that we consider in our code.
Relativistic Electrons
The differential upscattered photon spectrum produced by ICS between an electron
and the CMB blackbody spectrum in the relativistic regime (𝛾 ≫ 1) is given by [427]
𝑑𝑁𝛾
𝑑𝜖 𝑑𝜖1 𝑑𝑡
=
2𝜋𝑟20𝑐
𝛾2
𝑛(𝜖, 𝑇 )
𝜖
[︂
2𝑞 log 𝑞 + (1 + 2𝑞)(1− 𝑞) + 1
2
(Γ(𝜖)𝑞)2
1 + Γ(𝜖)𝑞
(1− 𝑞)
]︂
, (E.9)
where 𝑟0 is the classical electron radius, 𝑚𝑒 is the electron mass, 𝜖 is the incident
photon energy in the comoving frame, and 𝜖1 is the scattered photon energy in the
same frame, and we have defined
Γ(𝜖) =
4𝜖𝛾
𝑚𝑒𝑐2
, 𝑞 =
𝜖1
𝛾𝑚𝑒𝑐2 − 𝜖1
1
Γ(𝜖)
. (E.10)
We stress that Eq. (E.9) is strictly only correct when photons are upscattered by the
incoming electron, which corresponds to the kinematic regime 𝜖 ≤ 𝜖1 ≤ 4𝜖𝛾2/(1 +
4𝜖𝛾/𝑚). In the opposite regime where 𝜖/(4𝛾2) ≤ 𝜖1 < 𝜖 and photons get downscat-
tered, we have [428]
𝑑𝑁𝛾
𝑑𝜖 𝑑𝜖1 𝑑𝑡
=
𝜋𝑟20𝑐
2𝛾4𝜖
(︂
4𝛾2𝜖1
𝜖
− 1
)︂
𝑛(𝜖, 𝑇 ) . (E.11)
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For ICS off CMB photons, the 𝑛(𝜖) is the number density of photons per unit energy;
for a blackbody, this is
𝑛BB(𝜖, 𝑇 ) =
1
𝜋2~3𝑐3
𝜖2
exp(𝜖/𝑘𝐵𝑇 )− 1 , (E.12)
where 𝑇 is the temperature of the CMB.
The complete upscattered photon spectrum for ICS off the CMB is therefore
obtained by performing the integral in Eq. (E.9) over 𝜖, with the kinematic limits
given by 1/4𝛾2 ≤ 𝑞 ≤ 1 [427]. Since the CMB photons at 𝑧 . 3000 have energies
less than 1 eV, the amount of energy transferred by an electron is always completely
dominated by Eq. (E.9). Furthermore, one can check that at 𝑞 = 1/4𝛾2, 𝜖 ≫ 𝑇 .
We can therefore make the approximation that Eq. (E.9) gives the full ICS spectrum
while neglecting Eq. (E.11), and take the integral limits to be 0 ≤ 𝑞 ≤ 1 instead. This
assumption is made in the ICS transfer functions provided as part of the downloaded
data, but options are available in the ics module to turn these various assumptions
off.
The quantity Γ(𝜖) separates the two kinematic regimes of Compton scattering:
Γ ≫ 1 for the Klein-Nishina regime, where Compton scattering in the electron rest
frame is highly inelastic, and Γ ≪ 1 for the Thomson regime, where it is almost
elastic instead.1 Eq. (E.9) applies to both regimes, with the only assumption being
𝛾 ≫ 1.
To avoid computing the scattered photon spectrum repeatedly in the code, we use
the following relation between spectra at different temperatures:
𝑑𝑁𝛾
𝑑𝜖1 𝑑𝑡
(𝐸𝑒, 𝑦𝑇, 𝜖1) = 𝑦
4 𝑑𝑁𝛾
𝑑𝜖1 𝑑𝑡
(𝑦𝐸𝑒, 𝑇, 𝑦𝜖1) , (E.13)
for any real positive number 𝑦, even if 𝑦𝐸𝑒 is unphysical.2 In DarkHistory, we
1Although the scattering process is almost elastic in the initial electron rest frame, it is certainly
not elastic in the co-moving frame. In the co-moving frame, the electron loses a small fraction of its
energy per collision, but each collision can upscatter a CMB photon by a significant factor.
2This trick can only be performed by integrating over 0 ≤ 𝑞 ≤ 1, and is the key reason for making
such an approximation.
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evaluate the scattered photon spectrum at 1 + 𝑧 = 400, and use this relation to
compute the subsequent spectra at lower redshifts by a straightforward interpolation.
Thomson Regime
In the Thomson regime, the rate at which photons are scattered is given by [427]
𝑑𝑁𝛾
𝑑𝑡
= 𝜎𝑇 𝑐𝑁rad, (E.14)
where 𝑁rad is the total number density of incident photons, with 𝜎𝑇 = 8𝜋𝑟20/3 being
the Thomson cross section. Note that the scattering rate is independent on the
incident photon energy. The energy loss rate of the electron is [427]
𝑑𝐸𝑒
𝑑𝑡
=
4
3
𝜎𝑇 𝑐𝛾
2𝛽2𝑈rad, (E.15)
where 𝛽 is the velocity of the electron, with 𝑈rad being the total energy density of the
incident photons.
While Eqs. (E.14) and (E.15) are well-known, the actual spectrum of scattered
photons in the Thomson regime is much less so. The complete expression for the
differential scattered photon spectrum with no further assumptions is, as far as the
authors know, first given in Ref. [429], and we reproduce their final result here for
completeness. For (1− 𝛽)𝜖1/(1 + 𝛽) < 𝜖 < 𝜖1, we have
𝑑𝑁𝛾
𝑑𝜖 𝑑𝜖1 𝑑𝑡
(𝛽, 𝑇, 𝜖, 𝜖1)
⃒⃒⃒⃒
𝜖<𝜖1
=
𝜋𝑟20𝑐𝑛(𝜖, 𝑇 )
4𝛽6𝛾2𝜖
{︃
1
𝛾4
𝜖
𝜖1
− 1
𝛾4
𝜖21
𝜖2
+ (1 + 𝛽)
[︂
𝛽(𝛽2 + 3) +
1
𝛾2
(9− 4𝛽2)
]︂
+ (1− 𝛽)
[︂
𝛽(𝛽2 + 3)− 1
𝛾2
(9− 4𝛽2)
]︂
𝜖1
𝜖
− 2
𝛾2
(3− 𝛽2)
(︁
1 +
𝜖1
𝜖
)︁
log
(︂
1 + 𝛽
1− 𝛽
𝜖
𝜖1
)︂}︃
, (E.16)
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and for 𝜖1 < 𝜖 < (1 + 𝛽)𝜖1/(1− 𝛽),
𝑑𝑁𝛾
𝑑𝜖 𝑑𝜖1 𝑑𝑡
(𝛽, 𝑇, 𝜖, 𝜖1)
⃒⃒⃒⃒
𝜖≥𝜖1
= − 𝑑𝑁𝛾
𝑑𝜖 𝑑𝜖1 𝑑𝑡
(−𝛽, 𝑇, 𝜖, 𝜖1)
⃒⃒⃒⃒
𝜖<𝜖1
. (E.17)
All other values of 𝜖 outside of the ranges specified are kinematically forbidden, and
so to find the spectrum, we need to integrate over 𝜖 with 𝑛(𝜖) = 𝑛BB(𝜖) in the finite
range specified above, i.e.
𝑑𝑁𝛾
𝑑𝜖1 𝑑𝑡
(𝛽, 𝑇, 𝜖1) =
∫︁ 𝜖1
1−𝛽
1+𝛽
𝜖1
𝑑𝜖
𝑑𝑁𝛾
𝑑𝜖 𝑑𝜖1 𝑑𝑡
(𝛽, 𝑇, 𝜖, 𝜖1)
⃒⃒⃒⃒
𝜖<𝜖1
−
∫︁ 1+𝛽
1−𝛽 𝜖1
𝜖1
𝑑𝜖
𝑑𝑁𝛾
𝑑𝜖 𝑑𝜖1 𝑑𝑡
(−𝛽, 𝑇, 𝜖, 𝜖1)
⃒⃒⃒⃒
𝜖<𝜖1
. (E.18)
The relationship between spectra at different temperatures is given by
𝑑𝑁𝛾
𝑑𝜖1 𝑑𝑡
(𝛽, 𝑦𝑇, 𝜖1) = 𝑦
2 𝑑𝑁𝛾
𝑑𝜖1 𝑑𝑡
(𝛽, 𝑇, 𝜖1/𝑦) . (E.19)
The scattered photon energy loss spectrum 𝑑𝑁𝛾/(𝑑Δ 𝑑𝑡) is similarly given by
𝑑𝑁𝛾
𝑑Δ𝑑𝑡
(𝛽, 𝑇,Δ) =
⎧⎪⎪⎨⎪⎪⎩
∫︀∞
1−𝛽
2𝛽
Δ
𝑑𝜖 𝑑𝑁𝛾
𝑑𝜖 𝑑𝜖1 𝑑𝑡
(𝛽, 𝑇, 𝜖, 𝜖+Δ)
⃒⃒⃒
𝜖<𝜖1
, Δ > 0,∫︀∞
− 1+𝛽
2𝛽
Δ
𝑑𝜖 𝑑𝑁𝛾
𝑑𝜖 𝑑𝜖1 𝑑𝑡
(𝛽, 𝑇, 𝜖, 𝜖+Δ)
⃒⃒⃒
𝜖≥𝜖1
, Δ ≤ 0.
(E.20)
The relation shown in Eq. (E.19) between scattered photon spectra of different tem-
peratures also holds for the energy loss spectrum, with 𝜖1 → Δ.
E.1.2 Numerical Methods
Computationally, to evaluate all of the scattered spectra, we need to perform numer-
ical quadrature over a large range of electron and scattered photon energies; using a
standard grid of 5000× 5000 energy values, the grid would take the standard numpy
integrator over a day to populate. While a substantial speed-up may be obtained
by using packages like Cython [430], numerical quadrature for ICS in the Thomson
regime is also subject to significant numerical errors when the electron is nonrela-
331
tivistic due to the existence of catastrophic cancellations. A semi-analytic approach
provides both a faster method and a way to avoid such errors in a robust manner.
Thomson and Relativistic Regime: Large 𝛽
For 𝛽 & 0.1, we can obtain the scattered photon spectrum in Eq. (E.16) in the Thom-
son regime or Eq. (E.9) in the relativistic regime, as well as the scattered electron
energy loss spectrum in the Thomson regime in Eq. (E.4), by direct integration.
The problem of integrating these expressions reduces to obtaining an expression
for indefinite integrals over the Bose-Einstein distribution of the form
𝑃𝑓 (𝑦) ≡
∫︁
𝑓(𝑦) 𝑑𝑦
𝑒𝑦 − 1 . (E.21)
Throughout this appendix, we ignore the constant of integration for such indefinite
integrals, since we will ultimately be taking differences of such expressions to find
definite integrals. For 𝑓(𝑦) ≡ 𝑦𝑛 with integer 𝑛 ≥ 0, the indefinite integral is known
explicitly:
𝑃𝑦𝑛(𝑥) = −𝑛!
𝑛∑︁
𝑠=0
𝑥𝑠
𝑠!
Li𝑛−𝑠+1(𝑒−𝑥) (𝑛 = 0, 1, 2, · · · ), (E.22)
where Li𝑚(𝑧) is the polylogarithm function of order 𝑚 with argument 𝑧 (see Ap-
pendix E.1.4 for the definition). Note however that NumPy does not have a numerical
function for the polylogarithm of order 𝑚 > 2, and so the semi-analytic method that
we describe below is still necessary for 𝑃𝑦𝑛 , 𝑛 ≥ 2 due to this limitation.
For other functions 𝑓(𝑦), closed-form solutions do not exist. However, an expres-
sion for the indefinite integral as an infinite series can be obtained [431]. Importantly,
more than one series expression exists for all of the integrals 𝑃𝑓 (𝑥) of interest in both
the relativistic and nonrelativistic regimes, so that it is always possible to find a series
expression that converges quickly for any integration limit. We tabulate the series
expressions already found in Ref. [431] for completeness, together with the many
new series expressions derived in this paper required for the nonrelativistic limit in
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Appendix E.1.4.
Thomson Regime: Small 𝛽
In the Thomson regime for 𝛽 . 0.1, catastrophic cancellations between terms in
the integral make even the method described above insufficient. After integrating
Eq. (E.18) over 𝜖 to get the scattered photon spectrum, for example, the final result
must be 𝒪(𝛽0), even though the prefactor in Eq. (E.16) is 𝒪(𝛽−6). The integrals of all
of the terms in the curly braces of Eq. (E.16) and their analog from Eq. (E.17) must
therefore cancel among themselves to 1 part in 𝛽−6; such a computation is impossible
to perform for 𝛽 . 0.003 due to floating point inaccuracy, even with double precision.
We avoid this problem by expanding the scattered photon spectrum in Eq. (E.18)
and the mean electron energy loss spectrum in Eq. (E.4). Eq. (E.18) can be expanded
straightforwardly in 𝛽, but Eq. (E.4) must be expanded in both 𝛽 and 𝜉 ≡ Δ/𝑇 , since
catastrophic cancellations occur when either variable is small. In DarkHistory, we
expand these expressions up to 𝒪(𝛽6) and 𝒪(𝜉6), but the precision of this calculation
is systematically improvable by adding more terms to the code as desired. The exact
expressions for the expansions, details of their derivations and several consistency
checks for these expressions can be found in Appendix E.1.4.
E.1.3 Results
Figs. E-1 and E-2 show the scattered photon spectrum in the Thomson and relativistic
regimes respectively as a function of electron energy, at a CMB temperature of 0.25 eV,
corresponding to a redshift of 𝑧 ≈ 1065 that is near recombination. By default,
DarkHistory transitions between these two limits at 𝛾 = 20. Fig. E-3 shows the mean
electron energy loss spectrum in the Thomson regime. Above 𝛾 = 20, DarkHistory
uses the approximation shown in Eq. (E.5). Finally, the computed secondary photon
spectrum after completely cooling of all electrons and positrons through ICS is shown
in Fig. E-4.
All results shown here are computed using a 500× 500 grid of electron and pho-
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Figure E-1: The ICS scattered photon spectrum in the Thomson regime, with 𝑇CMB
= 0.25 eV.
ton energies/energy loss, and each can be completed under ten seconds on a typical
personal computer.
E.1.4 Integrals and Series Expansions
We are now ready to detail the integrals and series expansions used in the numerical
methods described above.
Bose Einstein Integrals
Each 𝑃𝑓 (𝑥) that is of interest has a series that converges quickly for small values of
𝑥, and another that converges quickly for large values of 𝑥. DarkHistory by default
chooses 𝑥 = 2 as the value to switch between the two expressions.
Suppose we approximate the indefinite integral in Eq. (E.21) 𝑃𝑓 (𝑥) by the first 𝑁
terms of its series expression, which we denote 𝑆𝑁(𝑥). Let 𝑆𝑠𝑁(𝑥) and 𝑆𝑙𝑁(𝑥) be the
series expressions we obtain for 𝑥 < 2 and 𝑥 ≥ 2 respectively. In all of the cases we
are interested in, 𝑆𝑙𝑁→∞(𝑥 → ∞) = 0 (with the constant of integration taken to be
zero) due to the exponential function in the denominator of the original integral, and
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Figure E-2: The ICS scattered photon spectrum in the relativistic regime, with 𝑇CMB
= 0.25 eV.
so
𝑆𝑙𝑁→∞(𝑏 > 2) = −
∫︁ ∞
𝑏
𝑓(𝑦) 𝑑𝑦
𝑒𝑦 − 1 . (E.23)
Then defining Δ𝑆𝑠,𝑙𝑁 (𝑎, 𝑏) = 𝑆
𝑠,𝑙
𝑁 (𝑏)− 𝑆𝑠,𝑙𝑁 (𝑎), the definite integral is evaluated as
∫︁ 𝑏
𝑎
𝑓(𝑦) 𝑑𝑦
𝑒𝑦 − 1 =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
Δ𝑆𝑠𝑁→∞(𝑎, 𝑏), 𝑎 < 2, 𝑏 < 2;
Δ𝑆𝑠𝑁→∞(𝑎, 2) + Δ𝑆
𝑙
𝑁→∞(2, 𝑏), 𝑎 < 2, 𝑏 ≥ 2;
Δ𝑆𝑙𝑁→∞(𝑎, 𝑏), 𝑎 ≥ 2, 𝑏 ≥ 2.
(E.24)
Terms are added sequentially until the next contribution to the full integral falls below
a given relative tolerance; the default value for this tolerance used by DarkHistory
is 10−10.
Before listing the series expressions, we must first introduce some notation that
will be relevant. The numbers and analytic functions defined below are all well-
known, but are often defined with different normalizations or given different names.
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Figure E-3: The ICS mean electron energy loss spectrum in the Thomson regime,
with 𝑇CMB = 0.25 eV.
We explicitly define all relevant functions used here for clarity.
𝐵𝑛 are the Bernoulli numbers, defined through the following exponential generat-
ing function:
𝑥
𝑒𝑥 − 1 ≡
∞∑︁
𝑛=0
𝐵𝑛𝑥
𝑛
𝑛!
, (E.25)
with 𝐵0,1,2,··· = 1,−1/2, 1/6, · · · . Note that 𝐵2𝑗+1 = 0 for all integers 𝑗 > 0.
Next, we define the generalized exponential integrals
𝐸𝑛(𝑥) ≡
∫︁ ∞
1
𝑒−𝑥𝑡
𝑡𝑛
𝑑𝑡 (E.26)
and the closely related incomplete gamma function
Γ(𝑛, 𝑥) ≡
∫︁ ∞
𝑥
𝑡𝑛−1𝑒−𝑡 𝑑𝑡. (E.27)
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Figure E-4: The ICS secondary photon spectrum after complete cooling of a single
electron, with 𝑇CMB = 0.25 eV.
The polylogarithm of order 𝑚, denoted Li𝑚(𝑧), is defined as
Li𝑚(𝑧) =
∞∑︁
𝑘=1
𝑧𝑘
𝑘𝑚
. (E.28)
Finally, we define 2𝐹1(𝑎, 𝑏; 𝑐; 𝑧), the Gaussian hypergeometric function, as
2𝐹1(𝑎, 𝑏; 𝑐; 𝑧) ≡ 1 + 𝑎𝑏
1!𝑐
𝑧 +
𝑎(𝑎+ 1)𝑏(𝑏+ 1)
2!𝑐(𝑐+ 1)
𝑧2 + · · · =
∞∑︁
𝑛=0
(𝑎)𝑛(𝑏)𝑛
(𝑐)𝑛
𝑧𝑛
𝑛!
, (E.29)
where (𝑥)𝑛 ≡ 𝑥(𝑥+ 1) · · · (𝑥+ 𝑛− 1) is the Pochhammer symbol. This function only
appears in the form 𝑅(𝑛, 𝑥) ≡ ℜ[2𝐹1(1, 𝑛 + 1;𝑛 + 2; 𝑥)], where ℜ denotes the real
part; to avoid the slow evaluation of the hyp2f1 function in NumPy, we use instead
the following relation:
𝑅(𝑛, 𝑥) ≡ ℜ[2𝐹1(1, 𝑛+ 1;𝑛+ 2;𝑥)]
= − (𝑛+ 1)𝑥−(𝑛+1) log (|1− 𝑥|)−
𝑛∑︁
𝑗=1
𝑛+ 1
𝑗
𝑥𝑗−𝑛−1 . (E.30)
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The list of all of the series expressions that we use, including those already derived
in [431], are shown in Tables E.1 and E.2 for 𝑥 < 2 and 𝑥 ≥ 2 respectively.
Nonrelativistic Thomson Limit: Small Parameter Expansion
The expression for the scattered photon spectrum in the Thomson limit, shown in
Eq. (E.18), can be expanded in the small 𝛽 limit, to obtain
𝑑𝑁𝛾
𝑑𝜖1𝑑𝑡1
=
3𝜎𝑇𝑘
2
𝐵𝑇
2
32𝜋2~3𝑐2
∞∑︁
𝑛=0
2𝑛∑︁
𝑗=1
𝐴𝑛𝛽
2𝑛𝑥31𝑃𝑛,𝑗(𝑥1)𝑒
−𝑗𝑥1
(1− 𝑒−𝑥1)2𝑛+1 , (E.31)
where 𝑥1 = 𝜖1/𝑇 , 𝐴𝑛 is a constant, and 𝑃𝑗,𝑛(𝑥1) is some rational or polynomial
function in 𝑥1. These quantities are as follows. For 𝑛 = 0 i.e. 𝒪(𝛽0),
𝐴0 =
32
3
, 𝑃0,1(𝑥) =
1
𝑥
. (E.32)
For 𝑛 = 1, i.e. 𝒪(𝛽2),
𝐴1 =
32
9
, 𝑃1,1(𝑥) = 𝑥− 4, 𝑃1,2(𝑥) = 𝑥+ 4 . (E.33)
For 𝑛 = 2, i.e. 𝒪(𝛽4),
𝐴2 =
16
225
,
𝑃2,1(𝑥) = 7𝑥
3 − 84𝑥2 + 260𝑥− 200,
𝑃2,2(𝑥) = 77𝑥
3 − 252𝑥2 − 260𝑥+ 600,
𝑃2,3(𝑥) = 77𝑥
3 + 252𝑥2 − 260𝑥− 600,
𝑃2,4(𝑥) = 7𝑥
3 + 84𝑥2 + 260𝑥+ 200, (E.34)
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𝑓(𝑦) 𝑃𝑓 , 𝑥 < 2
𝑦𝑛, 𝑛 ≥ 1
∞∑︁
𝑘=0
𝐵𝑘𝑥
𝑘+𝑛
𝑘!(𝑘 + 𝑛)
𝑦 log 𝑦 𝑥 log 𝑥− 𝑥+
∞∑︁
𝑘=1
𝐵𝑘𝑥
𝑘+1
𝑘!(𝑘 + 1)
[︂
log 𝑥− 1
𝑘 + 1
]︂
𝑦 log(𝑦 + 𝑎), 𝑎 > −𝑥
∞∑︁
𝑘=0
𝐵𝑘𝑥
𝑘+1
𝑘!(𝑘 + 1)
[︂
log(𝑥+ 𝑎) +
𝑅(𝑘,−𝑥/𝑎)
𝑘 + 1
− 1
𝑘 + 1
]︂
1 log(1− 𝑒−𝑥)
log 𝑦
1
2
log2 𝑥+
∞∑︁
𝑘=1
𝐵𝑘𝑥
𝑘
𝑘!𝑘
[︂
log 𝑥− 1
𝑘
]︂
log(𝑦 + 𝑎), 𝑎 > 0 log 𝑥 log 𝑎− Li2(−𝑥/𝑎) +
∞∑︁
𝑘=1
𝐵𝑘𝑥
𝑘
𝑘!𝑘
[︂
log(𝑥+ 𝑎)− 𝑥
𝑎(𝑘 + 1)
𝑅(𝑘,−𝑥/𝑎)
]︂
log(𝑦 + 𝑎), −𝑥 < 𝑎 < 0 log(−𝑥/𝑎) log(𝑥+ 𝑎)− Li2(1 + 𝑥/𝑎) +
∞∑︁
𝑘=1
𝐵𝑘𝑥
𝑘
𝑘!𝑘
[︂
log(𝑥+ 𝑎)− 𝑥
𝑎(𝑘 + 1)
𝑅(𝑘,−𝑥/𝑎)
]︂
1
𝑦 + 𝑎
, 𝑎 > −𝑥 1
𝑎
log
(︂
𝑥
𝑥+ 𝑎
)︂
+
∞∑︁
𝑘=1
𝐵𝑘𝑥
𝑘
𝑘!𝑘
[︂
1
𝑎
− 𝑘𝑥
(𝑛+ 1)𝑎2
𝑅(𝑘,−𝑥/𝑎)
]︂
𝑦−𝑛, 𝑛 ≥ 1
𝑛−1∑︁
𝑘=0
𝐵𝑘
𝑘!
𝑥𝑘−𝑛
𝑘 − 𝑛 +
𝐵𝑛
𝑛!
log 𝑥+
∞∑︁
𝑘=1
𝐵𝑘+𝑛
(𝑘 + 𝑛)!
𝑥𝑘
𝑘
Table E.1: Series expressions for the relevant indefinite integrals of the form shown in Eq. (E.21). Here, 𝑦 is the integration
variable, and 𝑥 denotes the integration limit of interest. These expressions are used for 𝑥 < 2.
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𝑓(𝑦) 𝑃𝑓 , 𝑥 ≥ 2
(𝑦 + 𝑎)𝑛, ∀𝑛 ∈ Z, 𝑎 > −𝑥
∞∑︁
𝑘=1
𝑒𝑘𝑎Γ
(︀
𝑛+ 1, 𝑘(𝑥+ 𝑎)
)︀
𝑘𝑛+1
=
∞∑︁
𝑘=1
𝑒𝑘𝑎𝐸−𝑛
(︀
𝑘(𝑥+ 𝑎)
)︀
(𝑥+ 𝑎)−𝑘−1
𝑦 log(𝑦 + 𝑎), 𝑎 > −𝑥
∞∑︁
𝑘=1
𝑒𝑘𝑎
𝑘2
[︀
(1 + 𝑘𝑥)𝑒−𝑘(𝑥+𝑎) log(𝑥+ 𝑎) + (1 + 𝑘𝑥)𝐸1
(︀
𝑘(𝑥+ 𝑎)
)︀
+ 𝐸2
(︀
𝑘(𝑥+ 𝑎)
)︀]︀
log(𝑦 + 𝑎), 𝑎 > −𝑥
∞∑︁
𝑘=1
𝑒𝑘𝑎
𝑘
[︀
𝑒−𝑘(𝑥+𝑎) log(𝑥+ 𝑎) + 𝐸1
(︀
𝑘(𝑥+ 𝑎)
)︀]︀
Table E.2: Series expressions for the relevant indefinite integrals of the form shown in Eq. (E.21). Here, 𝑦 is the integration
variable, and 𝑥 denotes the integration limit of interest. These expressions are used for 𝑥 ≥ 2.
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and finally for 𝑛 = 3, i.e. 𝒪(𝛽6),
𝐴3 =
16
4725
,
𝑃3,1(𝑥) = 11𝑥
5 − 264𝑥4 + 2142𝑥3 − 7224𝑥2 + 9870𝑥− 4200,
𝑃3,2(𝑥) = 3(209𝑥
5 − 2200𝑥4 + 6426𝑥3 − 2408𝑥2 − 9870𝑥+ 7000),
𝑃3,3(𝑥) = 2(1661𝑥
5 − 5280𝑥4 − 10710𝑥3 + 28896𝑥2 + 9870𝑥− 21000),
𝑃3,4(𝑥) = 2(1661𝑥
5 + 5280𝑥4 − 10710𝑥3 − 28896𝑥2 + 9870𝑥+ 21000),
𝑃3,5(𝑥) = 3(209𝑥
5 + 2200𝑥4 + 6426𝑥3 + 2408𝑥2 − 9870𝑥− 7000),
𝑃3,6(𝑥) = 11𝑥
5 + 264𝑥4 + 2142𝑥3 + 7224𝑥2 + 9870𝑥+ 4200. (E.35)
Furthermore, when 𝑥1 is small, it becomes numerically advantageous to expand
Eq. (E.31) in 𝑥1 as well, leaving a simple polynomial in 𝑥1 and 𝛽, i.e.
𝑑𝑁1
𝑑𝜖1𝑑𝑡1
=
3𝜎𝑇𝑘
2
𝐵𝑇
2
32𝜋2~3𝑐2
∞∑︁
𝑛=0
∞∑︁
𝑗=1
𝐶𝑛,𝑗𝛽
2𝑛𝑥𝑗1 . (E.36)
The values of 𝐶𝑛,𝑗 are shown in Table E.3.
Three checks can be performed to verify that this is indeed the correct expan-
sion in 𝛽. First, taking 𝛽 → 0, the scattered photon spectrum simply becomes
𝑑𝑁𝛾/(𝑑𝜖1 𝑑𝑡1) = 𝑛BB(𝜖1, 𝑇 )𝜎𝑇 𝑐, which is exactly the expected result for Thomson
scattering in the rest frame of the electron: all photons simply scatter elastically at
a rate governed by the Thomson scattering cross section, thus remaining in a black-
body distribution. Second, a more non-trivial check is to integrate Eq. (E.31) with
respect to 𝜖1, giving the total Thomson scattering rate given in Eq. (E.14). Since the
scattering rate is independent of 𝛽, the 𝒪(𝛽0) term in the series should integrate to
exactly 𝜎𝑇 𝑐𝑁rad where 𝑁rad is the number density of the blackbody photons, while
the other higher order terms should integrate to exactly zero. This is indeed the case
for the series expansion shown here. Lastly, one can check that Eq. (E.31) agrees
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𝐶𝑛,𝑗 𝑥1 𝑥
2
1 𝑥
3
1 𝑥
5
1 𝑥
7
1 𝑥
9
1 𝑥
11
1
𝛽0 32/3 -16/3 8/9 -2/135 1/2835 -1/113400 1/4490640
𝛽2 -64/9 0 32/27 -4/45 8/1701 -1/4860 1/124740
𝛽4 -256/225 0 32/27 -296/1125 1208/42525 -64/30375 389/3118500
𝛽6 -832/1575 0 32/27 -1828/3375 31352/297675 -10669/850500 10267/9355500
Table E.3: List of coefficients 𝐶𝑛,𝑗 for use in Eq. (E.36).
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with the energy loss expression Eq. (E.15), by noting that
∫︁
𝑑𝑁𝛾
𝑑𝜖1 𝑑𝑡1
𝜖1 𝑑𝜖1 = 𝜎𝑇 𝑐𝑢BB(𝑇 ) +
4
3
𝜎𝑇 𝑐𝛽
2𝛾2𝑢BB(𝑇 ) , (E.37)
where 𝑢BB(𝑇 ) is the blackbody energy density with temperature 𝑇 , i.e. the produced
secondary photon spectrum must have the same energy as the upscattered CMB
photons plus the energy lost from the scattering electron. This check has also been
performed for the series expansions shown here.
For the scattered electron energy loss spectrum shown in Eq. (E.4), the small 𝛽
and 𝜉 expansion can be written as
𝑑𝑁𝑒
𝑑Δ 𝑑𝑡
=
3𝜎𝑇𝑘
2
𝐵𝑇
2
32𝜋2~3𝑐2
∞∑︁
𝑛=0
[︃
2𝑛∑︁
𝑗=1
𝐴𝑗+1𝑄𝑛,𝑗(𝑒
−𝐴)
(1− 𝑒−𝐴)𝑗𝛽−2𝑛 +𝑅𝑛(𝐴)
]︃
, (E.38)
where 𝑄𝑛,𝑗(𝑥) is a polynomial, 𝐴 ≡ Δ/(2𝛽𝑇 ) = 𝜉/(2𝛽), and 𝑅𝑛(𝐴) is a sum of
integrals of the form
𝑃𝑘(𝐴) = 𝐴
𝑘+1
∫︁ ∞
𝐴
𝑥−𝑘 𝑑𝑥
𝑒𝑥 − 1 . (E.39)
These integrals can be evaluated using the same methods detailed in Appendix E.1.4.
The list of polynomials 𝑄𝑛,𝑗 and of 𝑅𝑛(𝐴) is given below. All expressions not listed
should be taken to be zero. For 𝑛 = 0,
𝑅0(𝐴) =
176
15
𝑃0 − 64
3
𝑃3 +
128
5
𝑃5 . (E.40)
For 𝑛 = 1,
𝑄1,1(𝑥) = −32
3
𝑥 , 𝑄1,2 =
8
3
𝑥 ,
𝑅1(𝐴) = −1168
105
𝑃0 +
128
3
𝑃3 − 2176
15
𝑃5 +
1280
7
𝑃7 . (E.41)
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For 𝑛 = 2,
𝑄2,1(𝑥) = −512
15
𝑥 , 𝑄2,2(𝑥) =
8
5
𝑥 ,
𝑄2,3(𝑥) = − 8
15
𝑥(1 + 𝑥) ,
𝑄2,4(𝑥) =
2
15
(𝑥+ 4𝑥2 + 𝑥3) ,
𝑅2(𝐴) = −64
3
𝑃3 +
640
3
𝑃5 − 768𝑃7 + 14336
15
𝑃9 . (E.42)
And finally for 𝑛 = 3,
𝑄3,1(𝑥) = −416
3
𝑥 , 𝑄3,2(𝑥) =
1184
105
𝑥 ,
𝑄3,3(𝑥) = −256
315
(𝑥+ 𝑥2) ,
𝑄3,4(𝑥) = − 2
63
(𝑥+ 4𝑥2 + 𝑥3) ,
𝑄3,5(𝑥) = − 4
315
(𝑥+ 11𝑥2 + 11𝑥3 + 𝑥4) ,
𝑄3,6(𝑥) =
1
315
(𝑥+ 26𝑥2 + 66𝑥3 + 26𝑥4 + 𝑥5) ,
𝑅3(𝐴) = − 512
3465
𝑃0 − 1408
15
𝑃5 +
6912
7
𝑃7 − 161792
45
𝑃9 +
49152
11
𝑃11 . (E.43)
These are all the terms necessary to work at order 𝒪(𝛽6) and 𝒪(𝜉6). As before, if 𝐴
becomes small, we should expand Eq. (E.38) as
𝑑𝑁𝑒
𝑑Δ 𝑑𝑡
=
3𝜎𝑇𝑘
2
𝐵𝑇
2
32𝜋2~3𝑐2
∞∑︁
𝑛=0
[︃ ∞∑︁
𝑗=0
𝐷𝑛,𝑗𝛽
2𝑛𝐴𝑗 +𝑅𝑛(𝐴)
]︃
, (E.44)
with the values of 𝐷𝑛,𝑗 shown in Table E.4. These expressions are complicated, but
can be checked in a similar fashion as the scattered photon spectrum by integrating
over Δ 𝑑Δ to obtain the mean energy loss rate of electrons scattering of a blackbody
spectrum, given exactly in Eq. (E.15). Using the fact that
∫︁ ∞
0
𝑑ΔΔ𝑃𝑘(𝐴) =
4𝜋4𝛽2𝑇 2
15(𝑛+ 2)
, (E.45)
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𝐷𝑛,𝑗 𝐴 𝐴
2 𝐴3 𝐴5 𝐴7 𝐴9 𝐴11
𝛽2 -8 16/3 -10/9 7/270 -1/1260 11/453600 -13/17962560
𝛽4 -164/5 256/15 -134/45 161/2700 -19/9450 359/4536000 -289/89812800
𝛽6 -40676/315 208/3 -1312/105 4651/18900 -416/59535 989/4536000 -173/22453200
Table E.4: List of coefficients 𝐷𝑛,𝑗 for use in Eq. (E.44).
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one can verify that integrating the 𝒪(𝛽6) expansion gives
𝑑𝐸𝑒
𝑑𝑡
=
4
3
𝜎𝑇 𝑐𝑈rad𝛽
2(1 + 𝛽2 + 𝛽4 + 𝛽6) , (E.46)
which is precisely the Taylor expansion of Eq. (E.15) in powers of 𝛽.
E.2 Positronium Annihilation Spectra
The spin-triplet 3𝑆1 state of positronium annihilates to three photons, producing a
photon spectrum per annihilation given by [432]
𝑑𝑁𝛾
𝑑𝐸𝛾
⃒⃒⃒⃒
3𝑆1
=
6
(𝜋2 − 9)𝑚𝑒
{︂
2− 𝑥
𝑥
+
𝑥(1− 𝑥)
(2− 𝑥)2 + 2 log(1− 𝑥)
[︂
1− 𝑥
𝑥2
− (1− 𝑥)
2
(2− 𝑥)3
]︂}︂
,
(E.47)
where 𝑥 ≡ 𝐸𝛾/𝑚𝑒. The kinematically allowed range is 0 ≤ 𝑥 ≤ 1. Assuming that
the formation of positronium by low energy positrons populates all of the degenerate
ground states equally, the averaged photon spectrum per annihilation is
𝑑𝑁𝛾
𝑑𝐸𝛾
⃒⃒⃒⃒
Ps
=
1
4
𝛿(𝐸𝛾 −𝑚𝑒) + 3
4
𝑑𝑁𝛾
𝑑𝐸𝛾
⃒⃒⃒⃒
3𝑆1
. (E.48)
E.3 Cross Checks
E.3.1 Helium Deposition
In this section, we compare the various helium energy deposition methods discussed
in Sec. 7.3.5. We pick a dark matter candidate which decays to two photons with a
lifetime of 3× 1024 s as an example, but the results are similar across different dark
matter masses and energy injection rates.
Switching between methods can be done with the parameter compute_fs_method
passed to evolve(), with the following strings for each method: (1) ’no_He’, (2)
’He_recomb’ and (3) ’He’, e.g.
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Figure E-5: Helium ionization fraction with different helium energy deposition meth-
ods: (1) no tracking of the helium evolution (i.e. 𝑥HeII takes its baseline value) (blue)
(2) all photoionized HeI atoms recombine, producing a photon that photoionizes hy-
drogen (orange), and (3) photoionized HeI atoms remain photoionized (green). The
energy injection corresponds to 100MeV DM decaying through 𝜒→ 𝛾𝛾 with a lifetime
of 3× 1024 s.
helium_method_alt = main.evolve(
DM_process=’decay’, mDM=1e8, lifetime=3e24,
primary=’phot_delta’, start_rs=3000., backreaction=True,
helium_TLA=True, compute_fs_method=’He_recomb’
)
Fig. E-5 shows the helium ionization fraction 𝑥HeII as a function of redshift for
each of the different methods. In method (1), 𝑥HeII is simply the baseline helium
ionization fraction, which is almost entirely neutral once helium recombination is
complete. No energy is assigned to helium iondization at all. Method (2) has no
contribution to helium ionization from photons, since every ionized helium atom is
assumed to recombine, producing a photon that photoionizes hydrogen instead (i.e.
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Figure E-6: Matter temperature (left) and free electron fraction (right) evolution with
different helium energy deposition methods: (1) no tracking of the helium evolution
(i.e. 𝑥HeII takes its baseline value) (blue) (2) all photoionized HeI atoms recombine,
producing a photon that photoionizes hydrogen (orange), and (3) photoionized HeI
atoms remain photoionized (green). The CMB temperature is shown for reference
(black, dashed). The energy injection corresponds to 100MeV DM decaying through
𝜒→ 𝛾𝛾 with a lifetime of 3× 1024 s.
setting 𝑞𝛾He = 0 in Eq. (7.37)). The helium ionization level therefore deviates from the
baseline only from energy injection in the Heion channel from low-energy electrons.
On the other hand, method (3) assumes that all helium atoms that get photoionized
stay ionized, maximizing the amount of energy into Heion from photons (i.e. setting
𝑞𝛾He = 1− 𝑞 in Eq. (7.37)). This explains the higher 𝑥HeII obtained.
Despite these differences in 𝑥HeII, the evolution of 𝑥𝑒 remains almost identical,
due to the fact that the total number of ionization events between both hydrogen and
helium remains the same regardless of method used. This in turn ensures only a small
difference in 𝑇𝑚 between the methods. The ionization and temperature histories for
all three methods for the particular channel we have chosen are shown in Fig. E-6.
Users may bracket the uncertainty in the treatment of helium with methods (2) and
(3).
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Figure E-7: Matter temperature evolution with the default reionization model with
no coarsening (blue), a coarsening factor of 8 (orange) and 32 (green).
E.3.2 Coarsening
In the absence of reionization, a coarsening factor of up to 32 has been found to yield
a small relative difference of between 5–10% in the values of 𝑓𝑐(𝑧) across the full
range of redshifts used in DarkHistory. With reionization, however, 𝑇𝑚 evolves more
rapidly and attains larger values, and too much coarsening can lead to large absolute
differences and somewhat larger relative differences in 𝑇𝑚, since we are averaging over
the 𝑇𝑚 evolution over many redshift points. Fig. E-7 shows the resultant temperature
evolution as a function of redshift for the same model used in the previous section but
with the default reionization model turned on, with coarsening factors of 1, 8 and 32.
Once reionization starts, the difference in 𝑇𝑚 is ∼ 15% for 𝑛 = 32 compared to the
uncoarsened result at 𝑧 ∼ 4, corresponding to an absolute error of ∼ 5000K. Prior
to reionization, the relative errors are slightly smaller at . 10%.
We therefore recommend using a coarsening factor of up to 32 if no reionization
models are used, depending on the level of precision desired, and to use coarsening
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with care once reionization is included. We also emphasize that when using coarsen-
ing, it is best to check for convergence by comparing the result with less coarsening.
E.3.3 𝑓𝑐(𝑧) Contours
Fig. E-8 show the computed 𝑓𝑐(𝑧) contours within DarkHistory for all channels of
interest without any backreaction. The new 𝑓𝑐(𝑧) calculation by DarkHistory makes
several small physics and numerical improvements over the previous calculation of
these results [121, 137], but still agree to within less than 10% when methodologies
(cosmological parameters, methods of interpolation etc.) are standardized between
the code used in Ref. [121] and DarkHistory. The new calculation also corrects a
bug in earlier work in the treatment of prompt energy deposition from nonrelativistic
and mildly relativistic injected electrons. This accounts for the bulk of the visible
differences in Fig. E-8 between the current contours and those of Refs. [121, 137],
which are most pronounced for DM annihilation/decay to electrons and low injected
particle energies.
E.4 Table of Definitions
Table E.5 shows a list of variables and their definitions for reference.
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Figure E-8: Computed 𝑓𝑐(𝑧) values without backreaction with DarkHistory for (from
left to right) 𝜒 → 𝛾𝛾 decays, 𝜒 → 𝑒+𝑒− decays, 𝜒𝜒 → 𝛾𝛾 annihilations and
𝜒𝜒→ 𝑒+𝑒− annihilations (with no boost factor). The results from Refs. [121, 137] are
shown for comparison (dashed lines). These contour plots agree with the previous re-
sults to within 10% if all calculation methods are standardized between DarkHistory
and Refs. [121, 137], and represent an improved calculation of 𝑓𝑐(𝑧) neglecting back-
reaction.
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Cate-
gory
Symbol Definition
General
𝑦 log-redshift, 𝑦 ≡ log(1 + 𝑧).
Δ𝑦, Δ𝑡
log-redshift step size and associated
time step size.
x
Ionization levels:
x ≡ (𝑥HII, 𝑥HeII, 𝑥HeIII) ≡
(𝑛HII/𝑛H, 𝑛HeII/𝑛H, 𝑛HeIII/𝑛H) i.e. the
fractional abundance of ionized
hydrogen atoms, singly-ionized
helium atoms and doubly-ionized
helium atoms with respect to the
number of hydrogen atoms (both
neutral and ionized).
𝜁𝑖
arctanh [(2/𝜒𝑖) (𝑛𝑖/𝑛H − 𝜒𝑖/2)] where
𝑖 ∈ {HII,HeII,HeIII}, convenient
reparametrization of x introduced for
numerical purposes.
𝑇𝑚 Temperature of the IGM.
𝑇
(0)
𝑚 , 𝑥(0)HII(𝑧)
Baseline temperature and ionization
histories, obtained from Eq. (1.28).
𝑚𝜒, 𝜏 , ⟨𝜎𝑣⟩
Dark matter mass, lifetime, and
velocity-averaged annihilation cross
section.
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(︀
𝑑𝐸
𝑑𝑉 𝑑𝑡
)︀
inj
Energy injection rate per volume for
exotic forms of energy injection, given
for dark matter annihilation/decay in
Eq. (1.30).
Spectra
𝐺(𝑧)
Conversion factor between the rate of
injected events per volume to the
number of injected events per baryon
within a log-redshift step, as defined
in Eq. (7.5).
N
𝛼
inj[𝐸
′
𝛼,𝑖]
Spectrum containing number of
particles of type 𝛼 ∈ {𝛾, 𝑒} injected
into energy bin 𝐸 ′𝛼,𝑖 per annihilation
event.
N𝛼inj[𝐸
′
𝛼,𝑖, 𝑦
′]
Spectrum containing the number of
particles per baryon in a log-redshift
step of type 𝛼 injected into energy
bin 𝐸 ′𝛼,𝑖 at log-redshift 𝑦′, as defined
in Eq. (7.4).
N
𝛾
pos[𝐸
′
𝛾,𝑖]
Spectrum of photons produced from a
single positronium annihilation event.
N𝛾new[𝐸
′
𝛾,𝑖, 𝑦
′]
Sum of the spectra of primary
injected photons, and secondary
photons produced by the cooling of
electrons, as defined in Eq. (7.18).
N𝛾prop[𝐸
′
𝛾,𝑖, 𝑦
′]
Spectrum of propagating photons
with energies greater than 13.6 eV
that do not photoionize or get
otherwise deposited into low-energy
photons.
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N𝛾[𝐸 ′𝛾,𝑖, 𝑦
′]
N𝛾prop[𝐸
′
𝛾,𝑖, 𝑦
′] +N𝛾new[𝐸
′
𝛾,𝑖, 𝑦
′], as
defined in Eq. (7.23).
N𝛼low[𝐸𝛼,𝑖, 𝑦]
Low-energy photons (𝛼 = 𝛾) or
electrons (𝛼 = 𝑒) at log-redshift 𝑦.
Photon
Cooling
P
𝛾
[𝐸 ′𝛾,𝑖, 𝐸𝛾,𝑗, 𝑦
′,Δ𝑦,x]
Transfer function for propagating
photons, which multiplies N𝛾[𝐸 ′𝛾,𝑖, 𝑦′]
and produces N𝛾prop[𝐸𝛾,𝑗, 𝑦′ −Δ𝑦], as
defined in Eq. (7.22).
D
𝑒
[𝐸 ′𝛾,𝑖, 𝐸𝑒,𝑗, 𝑦
′,Δ𝑦,x]
Low-energy electron deposition
transfer function, which multiplies
N𝛾[𝐸 ′𝛾,𝑖, 𝑦
′] and produces
N𝑒low[𝐸𝑒,𝑗, 𝑦
′ −Δ𝑦], as defined in
Eq. (7.24).
D
𝛾
[𝐸 ′𝛾,𝑖, 𝐸𝛾,𝑗, 𝑦
′,Δ𝑦,x]
Low-energy photon deposition
transfer function, which multiplies
N𝛾[𝐸 ′𝛾,𝑖, 𝑦
′] and produces
N𝛾low[𝐸𝛾,𝑗, 𝑦
′ −Δ𝑦], as defined in
Eq. (7.26).
D
high
𝑐 [𝐸
′
𝛾,𝑖, 𝑦
′,Δ𝑦,x]
High-energy deposition transfer
matrix, which multiplies N𝛾[𝐸 ′𝛾,𝑖, 𝑦′]
and returns the total energy that
greater than 3 keV electrons produce
during the cooling process deposit
into channel 𝑐 ∈ {‘ion’, ‘exc’, ‘heat’},
as defined in Eq. (7.27) in the next
log-redshift step at 𝑦′ −Δ𝑦.
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(︁
P
𝛾
1/2
)︁𝑛
Coarsened propagating photon
transfer function with a coarsening
factor of 𝑛, as defined in Eq. (7.28),
which multiplies N𝛾[𝐸 ′𝛾,𝑖, 𝑦′] and
produces N𝛾prop[𝐸𝛾,𝑗, 𝑦′ − 𝑛Δ𝑦].
Electron
Cooling N[𝐸 ′𝑒,𝑖, 𝐸𝑒,𝑗]
Spectrum of secondary electrons
produced due to the cooling of a
single injected electron with initial
energy 𝐸 ′𝑒,𝑖.
R𝑐[𝐸
′
𝑒,𝑖]
High-energy deposition vector
containing the total energy deposited
into channel 𝑐 ∈{‘ion’, ‘exc’, ‘heat’}
by a single injected electron with
kinetic energy 𝐸 ′𝑒,𝑖, as defined in
Eq. (7.8).
RCMB[𝐸
′
𝑒,𝑖]
Total initial energy of CMB photons
that are upscattered via ICS due to
the cooling of a single electron of
energy 𝐸 ′𝑒,𝑖.
TICS,0[𝐸
′
𝑒,𝑖, 𝐸𝛾,𝑗]
Spectrum of photons produced with
energy 𝐸𝛾,𝑗 due to the cooling of a
single electron of energy 𝐸 ′𝑒,𝑖, as
defined in Eq. (7.9).
TICS[𝐸
′
𝑒,𝑖, 𝐸𝛾,𝑗]
The same as 𝑇 ICS,0, but with the
pre-scattering spectrum of
upscattered CMB photons subtracted
out, as defined in Eq. (7.11).
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T𝑒[𝐸
′
𝑒,𝑖, 𝐸𝑒,𝑗]
Low-energy electron spectrum
produced due to the cooling of a
single electron of energy 𝐸 ′𝑒,𝑖, as
defined in Eq. (7.12).
Low-
Energy
Deposi-
tion
𝑓𝑐(𝑧,x)
Ratio of deposited to injected energy,
as a function of redshift 𝑧 and the
ionization level x, into channels
𝑐 ∈ {‘H ion’, ‘He ion’, ‘exc’, ‘heat’,
‘cont}, as defined in Eq. (5.43).
(︀
𝑑𝐸𝛼
𝑑𝑉 𝑑𝑡
)︀
𝑐
Energy deposited per volume and
time by low-energy photons (𝛼 = 𝛾)
or electrons (𝛼 = 𝑒) into channel 𝑐.
𝐸high𝑐 [𝑦]
Total amount of high-energy
deposition into channels 𝑐 ∈{‘ion’,
‘exc’, ‘heat’} at log-redshift 𝑦.
Table E.5: A list of the important definitions used in DarkHistory. In this table, all
spectra are discretized spectra as described in Sec. 7.3.2. Spectra without overlines
are normalized so that their entries contain number (per baryon) of particles produced
in a redshift step. A primed energy denotes the energy of an injected particle, and
by energy we mean kinetic energy. In this table, when we refer to electrons we will
always mean electrons plus positrons.
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