Exponential Stability and Supporting Spectral Analysis of a Linearized
  Compressible Flow-Structure PDE Model by Avalos, George & Geredeli, Pelin G.
ar
X
iv
:1
71
2.
02
85
2v
1 
 [m
ath
.A
P]
  7
 D
ec
 20
17
Exponential Stability and Supporting Spectral Analysis of a
Linearized Compressible Flow-Structure PDE Model
George Avalos∗
Department of Mathematics
University of Nebraska-Lincoln, 68588 USA
Pelin G. Geredeli†
Department of Mathematics
University of Nebraska-Lincoln, 68588 USA
and
Department of Mathematics
Hacettepe University, 06800 Beytepe, Ankara, Turkey
December 6, 2017
Abstract
In this work, a result of exponential stability is obtained for solutions of a compressible flow-structure
partial differential equation (PDE) model which has recently appeared in the literature. In particular, a
compressible flow PDE and its associated state equation for the associated pressure variable, each evolving
within a three dimensional domain O, are coupled to a fourth order plate equation which holds on a flat
portion Ω of the boundary ∂O. Moreover, since this coupled PDE model is the result of a linearization
of the compressible Navier-Stokes equations about an arbitrary state, the flow PDE component contains
a generally nonzero ambient flow profile U. By way of obtaining the aforesaid exponential stability, a
“frequency domain” approach is adopted here, an approach which is predicated on obtaining a uniform
estimate on the resolvent of the associated flow-structure semigroup generator.
1 Introduction
1.1 Description of the problem
1.2 The PDE Model
In this work, we will consider spectral and uniform decay properties of a coupled partial differential equation
(PDE) system, a system in which the distinct PDE dynamics each evolve on different domains and moreover
contact each other only through a boundary interface.
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and DMS-1616425.
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Throughout, the flow domain O will be a bounded subset of R3 , with boundary ∂O. Moreover, ∂O =
S ∪ Ω, with S ∩ Ω = ∅, and with (structure) domain Ω ⊂ R3 being a flat portion of ∂O. In particular, ∂O
has the following specific configuration:
Ω ⊂ {x = (x1,x2, 0)} and surface S ⊂ {x = (x1,x2, x3) : x3 ≤ 0} . (1)
So if ν(x) denotes the unit normal vector to ∂O, pointing outward, then
ν|Ω = [0, 0, 1] . (2)
In addition, [O,Ω] is assumed to fall within one of the following classes:
(G.1) O is a convex domain with wedge angles < 2π3 . Moreover, Ω
has Lipschitz boundary;
(G.2) O is a convex polyhedron having angles < 2π3 ,
and so then Ω is a convex polygon with angles < 2π3 .
In addition, if n(x) denotes the unit outward normal vector to ∂O, then necessarily n|Ω = (0, 0, 1)
The coupled PDE system which we will consider is the result of a linearization which is undertaken in
[12] and [7]: Within the three-dimensional geometry O, the compressible Navier-Stokes equations are present
(see e.g., [35]), assuming the flow which they describe to be barotropic.This system is linearized with respect
to some reference rest state of the form {p∗,U, ̺∗}: the pressure and density components p∗, ̺∗ are scalars,
and the arbitrary ambient field U : O → R3 is given here by:
U(x1, x2, x3) = [U1(x1, x2, x3), U2(x1, x2, x3), U3(x1, x2, x3)]. (3)
In [12] and [7] non-critical lower order terms are deleted, and the aforesaid pressure and density reference
constants are set equal to unity. Thus, we are presented with the following system of equations, in solution
variables u(x1, x2, x3, t) (flow velocity), p(x1, x2, x3, t) (pressure), wt(x1, x2, t) (elastic plate displacement)
and wt(x1, x2, t) (elastic plate velocity):
pt +U · ∇p+ div u = 0 in O × (0,∞)
ut +U · ∇u− div σ(u) + ηu+∇p = 0 in O × (0,∞)
(σ(u)n − pn) · τ = 0 on ∂O × (0,∞)
u · n = 0 on S × (0,∞)
u · n = wt on Ω× (0,∞)
(4)
{
wtt +∆
2w + [2ν∂x3(u)3 + λdiv(u)− p]Ω = 0 on Ω× (0,∞)
w = ∂w∂ν = 0 on ∂Ω× (0,∞)
(5)
[p(0),u(0), w(0), wt(0)] = [p0,u0, w0, w1] . (6)
This flow-structure system is a generalization of that considered by the late Igor Chueshov in [13]; however,
unlike the PDE system in [13], the PDE system (4)-(6) depends upon a generally non-zero, fixed, ambient
vector field U about which the linearization takes place. Here (pointwise in time), p(t) : R3 → R and
u(t) : R3 → R3 are given as the pressure and the flow velocity field, respectively. The quantity η > 0
represents a drag force of the domain on the viscous flow. In addition, the quantity τ in (4) is in the space
TH1/2(∂O) of tangential vector fields of Sobolev index 1/2; that is,
τ ∈ TH1/2(∂O) ={v ∈ H 12 (∂O) : v|∂O · n = 0 on ∂O}.1 (7)
1See e.g., p.846 of [10].
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In addition, we define the space
V0 = {v ∈ H1(O) : v|∂O · n = 0 on ∂O}. (8)
Moreover, the stress tensor σ in the flow PDE component of (4) is defined as,
σ(µ) = 2νǫ(µ) + λ[I3 · ǫ(µ)]I3,
where Lame´ Coefficients λ ≥ 0 and ν > 0; and the strain tensor ǫ is given by
ǫij(µ) =
1
2
(
∂µj
∂xi
+
∂µi
∂xj
)
, 1 ≤ i, j ≤ 3
(see p. 129 of [28, p.129]).
As we noted in [7], the flow PDE boundary conditions which are in (4) are the so-called impermeability-
slip conditions [9, 11]: namely, no flow passes through the boundary – in particular, the normal component
of the flow field u on the active boundary portion Ω matches the plate velocity wt – and on ∂O there is no
stress in the tangential direction τ .
1.3 Notation
Throughout, for a given domain D, the norm of corresponding space L2(D) will be denoted as || · ||D (or
simply || · || when the context is clear). Inner products in L2(O) or L2(O) will be denoted by (·, ·)O, whereas
inner products L2(∂O) will be written as 〈·, ·〉∂O. We will also denote pertinent duality pairings as 〈·, ·〉X×X′
for a given Hilbert space X . The space Hs(D) will denote the Sobolev space of order s, defined on a domain
D; Hs0(D) will denote the closure of C
∞
0 (D) in the H
s(D)-norm ‖ · ‖Hs(D). We make use of the standard
notation for the boundary trace of functions defined on O, which are sufficently smooth: i.e., for a scalar
function φ ∈ Hs(O), 12 < s < 32 , γ(φ) = φ
∣∣
∂O
, which is a well-defined and surjective mapping on this range
of s, owing to the Sobolev Trace Theorem on Lipschitz domains (see e.g., [31], or Theorem 3.38 of [30]).
2 Preliminaries
Our result of uniform decay for solutions of the compressible flow-structure PDE model – and the support-
ing spectral analysis on iR – will be stated below within the context of the associated semigroup formula-
tion which was given in [7] to solve the coupled PDE system (4)–(6) with given finite energy initial data
[p0,u0, w0, w1]. In particular, the associated space of well-posedness is
H ≡ L2(O) × L2(O) ×H20 (Ω)× L2(Ω). (9)
H is a Hilbert space, topologized by the following inner product:
(y1,y2)H = (p1, p2)L2(O) + (u1,u2)L2(O) + (∆w1,∆w2)L2(Ω) + (v1, v2)L2(Ω) (10)
for any yi = (pi,ui, wi, vi) ∈ H, i = 1, 2.
In [7], we established that solutions to the compressible flow-structure PDE system (4)–(6), with initial
data in said finite energy spaceH, can be associated with a strongly continuous semigroup {eAt} t≥0 ⊂ L(H),
where the generator A : D(A) ⊂ H → H will be described below. That is, if for given Cauchy data
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[p0,u0, w0, w1] ∈ H, vector [p,u, w, wt] ∈ C([0, T ];H) solves the problem (4)–(6), then it also solves the
following abstract ODE (and vice versa):
d
dt

p
u
w
wt
 = A

p
u
w
wt
 ;
[p(0),u(0), w(0), wt(0)] = [p0,u0, w0, w1]. (11)
In fact, in [7] it is shown that the abstract operator A : D(A) ⊂ H → H which mathematically models
the flow-structure dynamics (4)–(6) is given explicitly by
A =

−U·∇(·) −div(·) 0 0
−∇(·) divσ(·)− ηI −U·∇(·) 0 0
0 0 0 I
[·]|Ω − [2ν∂x3(·)3 + λdiv(·)]Ω −∆2 0
 . (12)
In addition, it is shown in [7] that semigroup generation ensues when the domain D(A) is specified as follows:
D(A) = {(p0,u0, w1, w2) ∈ L2(O)×H1(O) ×H20 (Ω)×H20 (Ω) : properties (A.i)–(A.v) hold},
where
(A.i) U · ∇p0 ∈ L2(O).
(A.ii) div σ(u0)−∇p0 ∈ L2(O). (Consequently, we infer the boundary trace regulatity
[σ(u0)n− p0n]∂O ∈ H−
1
2 (∂O).)
(A.iii) −∆2w0 − [2ν∂x3(u0)3 + λdiv(u0)]Ω + p0|Ω ∈ L2(Ω).
(A.iv) (σ(u0)n− p0n)⊥ TH1/2(∂O). That is,
〈σ(u0)n− p0n, τ 〉
H
−
1
2 (∂O)×H
1
2 (∂O)
= 0 for every τ ∈ TH1/2(∂O)
(and so (σ(u0)n− p0n) · τ = 0 in the sense of distributions; see Remark 3.1 of [7]).
(A.v) The flow velocity component u0 = f0 + f˜0, where f0 ∈ V0 and f˜0 ∈ H1(O) satisfies2
f˜0
∣∣∣
∂O
=
{
0 on S
w2n on Ω
(and so f0|∂O ∈ TH1/2(∂O)).
With respect to the flow-structure dynamics (4)–(6), we established the following result in [7] under a
standard assumption – see p.529 of [16] and pp.102–103 of [36]) – on ambient (real-valued) vector field U
of (4):
2The existence of an H1(O)-function f˜0 with such a boundary trace on Lipschitz domain O is assured; see e.g., Theorem
3.33 of [30].
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Theorem 1 (a) With given ambient vector field U ∈ V0 ∩H3(O), the flow-structure operator A : D(A) ⊂
H → H, generates a C0-semigroup on H. Accordingly, the solution of (4)–(6) – with initial data [p0,u0, w0, w1] ∈
H – may be given by 
p(t)
u(t)
w(t)
wt(t)
 = eAt

p0
u0
w0
w1
 ∈ C[(0,∞);H]. (13)
Moreover, the flow-structure semigroup obeys the following estimate:
∥∥eAt∥∥
L(H)
≤ exp
(
t
2
‖div(U)‖∞
)
, for every t > 0. (14)
3 Statement of Main Result and Literature
3.1 The Main Result
Concerning the ambient vector field U, we will assume throughout that
U ∈ V0 ∩H3(O), and further satisfies div(U) = 0 in O. (15)
It will be shown below that the Null Space of A : D(A) ⊂ H → H, denoted Null(A), is nonempty (but
only one dimensional, with explicitly identified eigenfunction; see Lemma 6(a)). Moreover, one can cleanly
characterize the orthogonal complement as follows:
[Null(A)]⊥ = {[p0,u0, w1, w2] ∈ H :
∫
O
p0dO +
∫
Ω
w1dΩ = 0} (16)
(See Lemma 6(b)). Accordingly, so as to avoid the possibility of “steady states”, our main result of uni-
form decay for the compressible flow-structure PDE model (4)–(6) is applicable for initial data drawn from
[Null(A)]⊥.
Theorem 2 Assume that geometries [O,Ω] are in either class (G.1) or (G.2). In addition, assume that
ambient vector field U satisfies (15). Then solutions of (4)–(6) decay uniformly in time for all initial data
in [Null(A)]⊥. That is, there exist constants M ≥ 1 and δ > 0 such that for all t ≥ 0,
‖p(t), u(t), w(t), wt(t)‖H ≤Me−δt ‖[p0,u0, w1, w2]‖H , for all [p0,u0, w1, w2] ∈ [Null(A)]⊥.
Remark 3 In [13], I. Chueshov stated that he was most interested in the situation when O is a tube domain
along the x3-axis and ambient vector U = [0, 0, U ], where constant (speed) U > 0,“...the case which is
important from the point of view of aeroelasticity.” (See [19], and also [14], where U in the latter reference
assumes this particular form.) With this physical situation in mind, one should then take ambient field U
in (4)–(6) to be
U = Uφǫ,
where divergence free test function φǫ ∈ C∞0 (O) satisfies φǫ(x) = [0, 0, 1] if dist(x, ∂O) > ǫ, and dies off as
dist(x, ∂O) goes to zero.
Remark 4 The imposition in Theorem 2 on the geometries [O,Ω] are in large part to eventually allow our
properly applying the higher regularity results in [17], results which pertain to solutions of inhomogeneous
Stokes equations on domains with corners (see (109) and (111) below).
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3.2 Literature
With respect to the main issue of uniform decay and associated spectral analysis for the coupled compressible
flow-structure PDE system (4)–(6), much of the relevant literature concerns stability properties of uncoupled
compressible flows on unbounded domains. Such works include [18],[27],[29],[3], [2] and references therein.
For example, in [3] and [2], the three dimensional geometry in which their (uncoupled) compressible flow
PDE model evolves is of the form D × (−∞,∞), where D is a bounded and connected domain: in these
papers, the authors are able to apply the Fourier transform in the third variable, by way of obtaining their
spectral and uniform decay results, provided the associated Reynolds and Mach numbers are small enough.
Since our flow geometry O is generally assumed to be bounded and convex, and no size requirements are
imposed on our ambient vector field U, such an approach cannot be availed of in the present case, at least
to resolve the flow component of the dynamics.
The one reference which pertains to exponential stability of the flow-structure system (4)–(6), in the
special case U ≡ 0, is the work [12] (This paper also resolves wellposedness of [structurally] nonlinear
versions of (4)–(6) in the case of zero ambient state.) However, the time dependent multiplier method which
is adopted in [12], by way of establishing exponential decay, is inapplicable in the present case of generally
nonzero vector field U which satisfies (15).
In particular, in [12] the following variable N0(p, w) is constructed, with respect to the flow-structure
system (4)–(6), and with initial data taken from [Null(A)]⊥, as characterized in (16):
N0(p(t), wt(t)) = ∇ψ ⇐⇒
{
∆ψ = −p in O
∂
∂nψ = 0 on S;
∂
∂nψ = w on Ω.
(We note that from the invariance result in Proposition 15(b) below, and the characterization (16), the data
{−p(t), w(t)} for this BVP satisfies the compatibility condition necessary for ψ to be well-defined.) This
variable is used in the context of a multiplier method on page 660 of [12], by way of obtaining the needed
L2(O) estimate for variable p(t), pointwise in time. However, this method uses very critically the fact that
ambient vector field U ≡ 0, so as to exploit the consequent relation pt = div(u), which comes from the
pressure state equation in (4)–(6) with U ≡ 0 therein. (See the middle of page 660 of [12].) For generally
nonzero U, this argument in (4)–(6) is unavailing, because of the presence of term U · ∇p in the pressure
equation of (4).)
Considering the aforesaid complication, we choose to operate in the “frequency domain”, instead of the
time domain: Namely, for all β ∈ R, we obtain a uniform estimate on the operator norm (iβ −A)−1 when
restricted to [Null(A)]⊥ as characterized in (16) (recall that Null(A) as described in Lemma 6(a) below is
one dimensional). Such a uniform bound on the resolvent, as it acts on the imaginary axis, ultimately allows
for the wellknown resolvent characterization for exponential stability of bounded semigroups; see Theorem
23 in the Appendix, as well as [23] and [33]. (Such a static methodology was previouslyused in [8], [5] and [6]
in the context of determining uniform decay rates for other compressible fluid-structure interactions.) The
work to estimate said resolvent is undertaken in Section 5 below.
One definite benefit of the the time independent methodology which we employ here, is that it ultimately
allows for an adequate treatment of the term U · ∇p, as it appears in the pressure equation of (4). This is
accomplished in Section 5, by means of an appropriate decomposition of the “zero mean average” component
of the pressure solution component, in combination with known higher regularity results for inhomogeneous
Stokes systems on nonsmooth domains; see [17].
4 Some Supporting Results
4.1 A Basic Energy Equality in the Frequency Domain
We begin by providing the following flow-structure (static) dissipation relation.
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Proposition 5 Let
Φ ≡

p0
u0
w1
w2
 ∈ D(A), (17)
with D(A) being as described in (A.i)-(A.v) above. Then if the ambient vector field U satisfies (15), we have
Re (AΦ,Φ)H = − (σ(u0), ǫ(u0))O − η ‖u0‖2O . (18)
Proof of Proposition 5: Using the definition of A : D(A) ⊂ H → H in (12) and its domain D(A), we
have
(AΦ,Φ)H =
(−U · ∇p0 − div u0, p0)O + (−∇p0 + div σ(u0)− ηu0 −U · ∇u0,u0)O
+ (∆w2,∆w1)Ω +
(−∆2w1 − [2ν∂x3(u0)3 + λdiv(u0)− p0]Ω , w2)Ω .
(19)
Upon an integration by parts – which uses the fact that ambient vector field U ∈ V0– we then have
(AΦ,Φ)H = 〈σ(u0) · n− p0n,u0〉∂O − ([2ν∂x3(u0)3 + λdiv(u0)− p0]Ω , w2)Ω
− (σ(u0), ǫ(u0))O − η ‖u0‖2O + 12 (div(U)p0, p0)O + 12 (div(U)u0,u0)O
−i Im (U · ∇p0, p0)O − i Im (U · ∇u0,u0)O − 2i Im (div(u0), p0)O − 2i Im(∆w1,∆w2)Ω .
(20)
Now since Φ = [p0,u0, w1, w2] ∈ D(A), then from (A.v), we have u0 = f0+ f˜0, where f0 ∈ V0 and f˜0 ∈ H1(O)
satisfies
f˜0
∣∣∣
∂O
=
{
0 on S
w2n on Ω.
(21)
Since component f0|∂O ∈ TH1/2(∂O), then using (A.iv), (21), and the fact that n|Ω = (0, 0, 1), we have
that for the first two terms on RHS of (20),
〈σ(u0) · n− p0n,u0〉∂O
=
〈
σ(u0) · n− p0n, f˜0
〉
∂O
− ([2ν∂x3(u0)3 + λdiv(u0)− p0]Ω , w2)Ω
= 0.
Applying this relation and using the assumption that U is solenoidal, (20) then becomes
(AΦ,Φ)H = − (σ(u0), ǫ(u0))O − η ‖u0‖2O
−i Im (U · ∇p0, p0)O − i Im (U · ∇u0,u0)O − 2i Im (div(u0), p0)O − 2i Im (∆w1,∆w2)Ω . (22)
This establishes (18). 
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4.2 A Spectral Analysis on iR
4.2.1 Concerning the point λ = 0
Lemma 6 Under the assumption that ambient vector field U satisfies (15), one has: (a) The subspace
Null(A) ⊂ H of the flow-structure generator A : D(A) ⊂ H → H is one dimensional. In particular,
Null(A) = Span


1
0
A˚−1(1)
0

 , (23)
where A˚ : L2(Ω)→ L2(Ω) is the following elliptic operator:
A˚̟ = ∆2̟, with D(A˚) = {w ∈ H20 (Ω) : ∆2w ∈ L2(Ω)}. (24)
(b) The orthogonal complement of Null(A) admits of the following characterization:
[Null(A)]⊥ = {[p0,u0, w1, w2] ∈ H :
∫
O
p0dO +
∫
Ω
w1dΩ = 0}. (25)
Proof: Let Φ = [p0,u0, w1, w2] ∈ Null(A), where D(A) is as given in (A.i)-(A.v) above; viz.,
AΦ = 0. (26)
This relation and (18) (and Korn’s Inequality) then give
u0 = 0. (27)
In turn, from (26) and the second row of the matrix A as given in (12), we have ∇p0 = 0; so
p0 = C0, where C0 ≡ constant. (28)
Moreover, from (A.v) and (27
w2 = 0. (29)
Lastly, from the fourth row of the matrix A and (28) we see that structural displacement variable w1 satisfies
the boundary value problem
∆2w1 = C0 in Ω, w1|∂Ω =
∂w1
∂ν
∣∣∣∣
∂Ω
= 0 on ∂Ω,
and so necessarily
w1 = A˚
−1(C0), (30)
where A˚−1 : L2(Ω) → L2(Ω) is the operator of the positive definite, self-adjoint operator defined in (24).
The collection of (27), (28), (29) and (30) establishes (a). Given the definition of the H-inner product in
(10), as well as the definition (24), the relation in (b) is immediate. 
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4.2.2 Concerning Discrete Spectra on iR{0}
Lemma 7 Under the assumption that ambient vector field U satisfies (15): For given β ∈ R{0},
Null(iβI −A) = {0}.
We consider the equation
A

p0
u0
w1
w2
 = iβ

p0
u0
w1
w2
 , where β 6= 0 and

p0
u0
w1
w2
 ∈ D(A). (31)
This abstract equation may equivalently be written as
−U · ∇p0 − div u0 = iβp0 in O
−∇p0 + div σ(u0)− ηu0 −U · ∇u0 = iβu0 in O
w2 = iβw1 on Ω
−∆2w1 − [2ν∂x3(u0)3 + λdiv(u0)− p0]Ω = iβw2 on Ω
(32)

(σ(u0)n− p0n) · τ = 0 on ∂O
u0 · n = 0 on S
u0 · n = w2 on Ω
w1 =
∂w1
∂ν = 0 on ∂Ω
(33)
Taking the H-inner product of both sides of (31) with respect to Φ ≡ [p0,u0, w1, w2], and subsequently
applying the energy relation in Proposition 5 (along with Korn’s Inequality), we then infer
u0 = 0. (34)
In turn, we get from the flow equation in (32) that
∇p0 = 0⇒ p0 = constant.
If we take this into account in the pressure equation in (32), then from (34) we have
p0 = 0, as β 6= 0. (35)
Also, using the normal component boundary conditions in (33), we see that
w2 = u0 · n = 0. (36)
Applying this equality in turn to the structural equation in (32), we have finally (as w1 satisfies the essential
B.C.’s in (33))
A˚w1 = 0 in Ω⇒ w1 = 0. (37)
Collecting (34)-(37) now gives the asserted statement. 
4.2.3 A Certain A Priori Estimate
We derive here the following result which will be invoked throughout.
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Lemma 8 Under the assumption that ambient vector field U satisfies (15): Suppose that for given parameter
β ∈ R and given Φ∗ = [p∗0,u∗0, w∗1 , w∗2 ] ∈ H, Φ = [p0,u0, w1, w2] ∈ D(A) is a solution of
(iβI −A)Φ = Φ∗. (38)
Therewith, denote L2-function q0 to be “the zero average” component of pressure variable q0; viz., q0 is from
the decomposition
p0 = q0 + c0, (39)
where
q0 satisfies
∫
O
q0dO = 0, and c0 = constant. (40)
Then one
Lemma 9 has the estimate
‖q0‖O + ‖σ(u0)n− q0n‖H− 12 (∂O) ≤ C
(√
‖Φ‖H ‖Φ∗‖H + ‖Φ∗‖H + |β| ‖u0‖O
)
. (41)
Proof: To start, we take the H-inner product of both sides of (38) with respect to Φ, and subsequently
appeal to Proposition 5 – with assumption (15) in play – so as to have
(σ(u0), ǫ(u0))O + η ‖u0‖2O ≤ |(Φ∗,Φ)H| . (42)
In turn, from (38) and (39), {u0, q0} satisfies the boundary problem
−div σ(u0) + ηu0 +∇q0 = u∗0 − iβu0 −U · ∇u0 in O
div(u0) = div(u0) in O
u0|∂O = u0|∂O on ∂O
(43)
(note that because of (42), we have control of the data of this BVP). Accordingly, we can appeal to
classic (incompressible) Stokes theory (see Theorem 21 of the Appendix), so as to have the estimate
‖q0‖O ≤ C
[
‖u0‖H1(O) + ‖u∗0‖O + |β| ‖u0‖O
+ ‖U · ∇u0‖O + ‖div(u0)‖O + ‖u0|∂O‖H 12 (∂O)
]
.
An estimation of right hand side, by means of (42), Korn’s Inequality, and the Sobolev Trace Theorem then
gives
‖q0‖O ≤ C
(√
‖Φ‖H ‖Φ∗‖H + ‖Φ∗‖H + |β| ‖u0‖O
)
. (44)
Moreover, a standard energy method with respect to the flow equation in (43) – which uses the surjectivity
and boundedness of the Sobolev Trace Map for H1-functions on Lipschitz domains – see e.g., Theorem 3.38
of [30] – eventually yields the following boundary trace estimate for solution components {u0, q0}:
‖σ(u0)n− q0n‖
H
−
1
2 (∂O)
≤ C
[
‖u0‖H1(O) + ‖q0‖O + ‖div σ(u0)−∇q0‖O
]
= C
[
‖u0‖H1(O) + ‖q0‖O + ‖u∗0 − iβu0 − ηu0 −U · ∇u0‖O
]
.
Estimating this right hand side with (42), (44), and Korn’s Inequality, we now have
‖σ(u0)n− q0n‖
H
−
1
2 (∂O)
≤ C
(√
‖Φ‖H ‖Φ∗‖H + ‖Φ∗‖H + |β| ‖u0‖O
)
. (45)
Adding estimates (44) and (45) now completes the proof. 
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4.2.4 Concerning Continuous Spectra on iR{0}
The driving result in this Section is the following:
Lemma 10 Under the assumption that ambient vector field U satisfies (15): There is no approximate
spectrum of A : D(A) ⊂ H → H on iR{0}.
Proof: Suppose that iβ is in the approximate spectrum of A. Then by definition – see. e.g., [20], p. 127
– there exists a sequence
{Φn} ≡


pn
un
w1,n
w2,n

 ⊂ D(A)
such that for every n ∈ N,
‖Φn‖H = 1 (46)
and
‖Φ∗n‖H <
1
n
,
where Φ∗n =
[
p∗n,u
∗
n, w
∗
1,n, w
∗
2,n
] ≡ (iβI −A)Φn ∈ H. (47)
With the above notation, we then have the following static flow-structure system:
(iβI −A)Φn = Φ∗n, (48)
or equivalently, from the form of the matrix A in (12)

iβpn +U · ∇pn + div un = p∗n in O
iβun +∇pn − div σ(un) + ηun +U · ∇un = u∗n in O
iβw1,n − w2,n = w∗1,n in Ω
iβw2,n +∆
2w1,n + [2ν∂x3(un)3 + λdiv(un)− pn]Ω = w∗2,n on Ω
(49)

(σ(un)n− pnn) · τ = 0 on ∂O
un · n = 0 on S
un · n = w2,n on Ω
w1,n =
∂w1,n
∂ν = 0 on ∂Ω.
(50)
Taking the H-inner product of both sides of (48) with respect to Φn, and subsequently appealing to
Proposition 5, we have then
(σ(un), ǫ(un))O + η ‖un‖2O = Re (Φ∗n,Φn)H ,
whence we obtain from (46) and (47),
(σ(un), ǫ(un)) + η ‖un‖2 = O
(
1
n
)
. (51)
Subsequently, for each n, we invoke again the wellknown L2−decomposition of each pn. That is, we set
pn = qn + cn, ∀n, (52)
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where
L2-function qn satisfies
∫
O
qndO = 0, and cn = constant. (53)
For each n, the estimate (41) in Lemma 8 directly applies; we combine it with (46), (47), and (51), so as to
have for fixed β 6= 0
‖qn‖O + ‖σ(un)n− qnn‖H− 12 (∂O) = O
(
1√
n
)
. (54)
In turn, we can apply the decomposition (52) to the pressure equation in (49), so as to have
iβcn = p
∗
n −U · ∇qn − divun − iβqn in O. (55)
Multiplying both sides of this equation by (constant) cn, and then integrating by parts, we have
iβ[meas(O)] |cn|2 = cn
∫
O
p∗ndO −
∫
O
div(un)dO
 (56)
(where we have implicitly used U · n = 0 on ∂O, div(U) = 0 in O, and ∫
O
qndO =0). To estimate right hand
side of (56), we note initially that from (52) that
meas(O) |cn|2 = ‖pn‖2O − ‖qn‖2O ,
whence we obtain from (46) and (54),
|cn|2 ≤ CO
(
1 +
1
n
)
.
Subsequently applying this estimate to the right hand side of (56), along with (47), and (51) (and Cauchy-
Schwartz), we then have, for fixed β 6= 0, that actually
|cn|2 = O
(
1
n
)
. (57)
Combining this estimate with (52) and (54), we get now
‖pn‖O = O
(
1√
n
)
. (58)
Moreover, using the normal component boundary condition in (50), the Sobolev Trace Theorem and (51),
we subsequently obtain
‖w2,n‖Ω = ‖un · n |Ω‖Ω = O
(
1√
n
)
. (59)
Lastly, we multiply both sides of the mechanical equation in (49) by w1,n and integrate by parts to have
‖∆w1,n‖2Ω = −
〈
σ(un)n− pnn, (w1,nn)ext
〉
∂O
− iβ (w2,n, w1,n)Ω +
(
w∗2,n , w1,n
)
Ω
. (60)
Here, H2(∂O)−function (w1,nn)ext is given by
(w1,nn)ext (x) =
{
0 x ∈ S
w1,nn x ∈ Ω
. (61)
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Now, estimating right hand side of (60) by (46), (47), (52), (54), (57) and (59), we arrive at
‖∆w1,n‖Ω = ϑ
(
1√
n
)
. (62)
To conclude the proof: combining the estimates (51), (58), (59) and (62), we obtain
‖Φn‖H =
∥∥∥∥∥∥∥∥

pn
un
w1,n
w2,n

∥∥∥∥∥∥∥∥
H
→ 0.
But this convergence contradicts (46). Hence, λ = iβ is not in the approximate spectrum of A for given
β 6= 0. 
From Lemma 10 we have immediately (see e.g., Theorem 2.27, p. 128 of [20]),
Corollary 11 Under the assumption that ambient vector field U satisfies (15), one has
σc(A) ∩ (iR{0}) = ∅.
4.2.5 Concerning σr(A) ∩ iR
The possibility of residual spectrum of the flow-structure generator on the imaginary axis is eliminated
quickly, after considering the representation of the adjoint operator A∗ : D(A∗) ⊂ H → H, and Lemma 7.
In fact, a standard computation yields,
Proposition 12 Under the assumption that ambient vector field U satisfies (15), then the Hilbert space
adjoint A∗ : D(A∗) ⊂ H → H of A in (12) is given by
A∗ =

U · ∇(·) div(·) 0 0
∇(·) div σ(·)− η(·) +U · ∇(·) 0 0
0 0 0 −I
− ·|Ω −[2ν∂x3(·)3 + λdiv(·)]Ω ∆2 0
 . (63)
Here, the domain D(A∗) is given as
D(A∗) = {(p0,u0, w1, w2) ∈ L2(O) ×H1(O)×H20 (Ω)×H20 (Ω) : (A∗.i)–(A∗.v) hold below},
where
(A∗.i) U · ∇p0 ∈ L2(O)
(A∗.ii) div σ(u0) +∇p0 ∈ L2(O)
(A∗.iii) ∆2w0 − [2ν∂x3(u0)3 + λdiv(u0)]Ω − p0|Ω ∈ L2(Ω)
(A∗.iv) (σ(u0)n− p0n)⊥ TH1/2(∂O). That is,
〈σ(u0)n− p0n, τ 〉
H
−
1
2 (∂O)×H
1
2 (∂O)
= 0 for all τ ∈ TH1/2(∂O).
(A∗.v) u0 = f0 + f˜0, where f0 ∈ V0 and f˜0 ∈ H1(O) satisfies
f˜0
∣∣∣
∂O
=
{
0 on S
w2n on Ω
(and so f0|∂O ∈ TH1/2(∂O)).
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Lemma 13 Under the assumption that ambient vector field U satisfies (15), then:
(a)
Null(A∗) = Null(A) = Span


1
0
A˚−1(1)
0

 , (64)
where A˚ : L2(Ω)→ L2(Ω) is as given in (24).
(b) σp(A∗) ∩ (iR{0}) = ∅.
Proof: Using the explicit form of the adjoint in Proposition 12, we can obtain – in the style of the proof
of Proposition 5 – the following relation for all Φ = [p0,u0, w1, w2] ∈ D(A∗):
Re (A∗Φ,Φ) = − (σ(u0), ǫ(u0))O − η ‖u0‖2O . (65)
Subsequently, we can duplicate the proofs of Lemmas 6 and 7 to deduce (a) and (b). 
In turn, Lemma 13(b) and the classical functional analysis – see e.g., p. 127 of [20] – yield
Corollary 14 Under the assumption that ambient vector field U satisfies (15), then σr(A) ∩ iR = ∅.
4.3 The Flow-Structure Semigroup on [Null(A)]⊥
We set
HN = Null(A); H⊥N = [Null(A)]⊥, (66)
where Null(A) and [Null(A)]⊥ are as characterized respectively in (23) and (25). Then the state space can
be decomposed as
H =HN ⊕H⊥N . (67)
Using either the compatibility condition which characterizes [Null(A)]⊥ in (25) – or alternatively, using the
fact that Null(A) =Null(A∗), as expressed in (64) – one infers the invariances
A |H⊥N : D(A |H⊥N )→ H
⊥
N , e
At
∣∣
H⊥N
: H⊥N → H⊥N for all t ≥ 0,
where D(A |H⊥N ) = D(A) ∩H⊥N . Accordingly, concerning the flow-structure PDE (4)–(6), with initial data
restricted to H⊥N , we have the following conclusions:
Proposition 15 (Theorem 3.1 of [7]) Under the assumption that ambient vector field U satisfies (15), then
A |H⊥N generates a C0−semigroup of contractions exp
(
A|H⊥N t
)
= eAt
∣∣
H⊥N
∈ L(H⊥N ). Consequently,
(a) If initial data [p0,u0, w1, w2] ∈ D(A |H⊥N ), then the solution [p,u, w, wt] of (4)–(6) is in
C([0,∞);D(A |H⊥N )) ∩ C1([0,∞);H⊥N ).
(b) If initial data [p0,u0, w1, w2] ∈ H⊥N , then the solution [p,u, w, wt] of (4)–(6) is in C([0,∞);H⊥N ). In
addition, there is the dissipative relation for all 0 < t <∞,∫ t
0
[
(σ(u(s), ǫ(u(s)))O + η ‖u(s)‖2O
]
ds = ‖[p0,u0, w1, w2]‖2H − ‖[p(t),u(t), w(t), wt(t)]‖2H ;
whence by Korn’s Inequality and the contraction of the semigroup
{
exp
(
A|H⊥N t
)}
t≥0
,
we have u ∈ L2((0,∞);H1(O)).
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By the definition of H⊥N , the point λ = 0 is not an eigenvalue of A |H⊥N . In point of fact, λ = 0 is in the
resolvent set of A |H⊥N :
Lemma 16 The point λ = 0 is in the resolvent set ρ (A |H⊥N ) of A |H⊥N : D(A |H⊥N ) → H⊥N . That is,(
A |H⊥N
)−1
∈ L(H⊥N ).
Proof: As before, we will use the denotations
Φ ≡

p0
u0
w1
w2
 and Φ∗ ≡

p∗0
u∗0
w∗1
w∗2
 .
The proof is based upon the use of Lemma 20 of the Appendix. Since A |H⊥N : D(A |H⊥N )→ H⊥N generates a
C0−semigroup on H⊥N , then by the Hille-Yosida Theorem, it is closed. Also, since λ = 0 is not an eigenvalue
of A∗ |H⊥N , by Lemma 13 (a), then Range(A |H⊥N ) is dense in H⊥N . Thus, to show that 0 ∈ ρ(A |H⊥N ), it will
suffice by Lemma 20 to establish the following inequality:
‖Φ‖H ≤ C ‖AΦ‖H , ∀ Φ ∈ D(A |H⊥N ). (68)
Keeping this estimate in mind, we consider the relation
AΦ = Φ∗, (69)
for given Φ ∈ D(A |H⊥N ). In PDE terms, (69) is the following static system:
−U · ∇p0 − div u0 = p∗0 in O
−∇p0 + div σ(u0)− ηu0 −U · ∇u0 = u∗0 in O
w2 = w
∗
1 in Ω
−∆2w1 − [2ν∂x3(u0)3 + λdiv(u0)− p0]Ω = w∗2 in Ω
(70)

(σ(u0)n− p0n) · τ = 0 on ∂O
u0 · n = 0 on S
u0 · n = w2 on Ω
w1 =
∂w1
∂ν = 0 on ∂Ω.
(71)
Applying Proposition 5 to (70)-(71), we have the dissipative relation,
(σ(u0), ǫ(u0)) + η ‖u0‖2 = |Re (Φ∗,Φ)H| . (72)
In addition, if
p0 = q0 + c0, (73)
where ∫
O
q0dO =0, c0 = constant, (74)
then from estimate (41) of Lemma 8, we have
‖q0‖O + ‖σ(u0)n− p0n‖H− 12 (∂O) ≤ Cβ
(√
‖Φ‖H ‖Φ∗‖H + ‖Φ∗‖H .
)
(75)
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Next, if we multiply the mechanical equation in (70) by w1, integrate, and then integrate by parts, we
get – using the decomposition (73),
− ‖∆w1‖2Ω − 〈σ(u0)n− q0n, (w1n)ext〉∂O + (c0, w1)Ω = (w∗2 , w1)Ω . (76)
Here, H2−function (w1n)ext is again given by
(w1n)ext (x) =
{
0 x ∈ S
w1n x ∈ Ω.
(77)
Now, using the characterization of H⊥N = [Null(A)]⊥, as given in Lemma 6(b), we have that
(c0, w1) = c0
∫
Ω
w1 = −[meas(Ω)] |c0|2 . (78)
Applying (78) to (76), we then have
‖∆w1‖2 + [meas(Ω)]c20 = −〈σ(u0)n− q0n, (w1n)ext〉 − (w∗2 , w1) ;
Whence we obtain
(1 − ǫ0) ‖∆w1‖2 + [meas(Ω)]c20 ≤ Cǫ
{
‖σ(u0)n− q0n‖2
H
−
1
2 (∂O)
+ ‖Φ∗‖2H
}
.
Applying the estimate (75) to right hand side, as well as Young’s Inequality, we have then
(1− ǫ0) ‖∆w1‖2 + [meas(Ω)]c20 ≤ δ ‖Φ‖2H + Cδ ‖Φ∗‖2H . (79)
To conclude the proof: Estimating the normal component boundary condition in (71) with the Sobolev
Trace Theorem, (72) and Korn’s Inequality, we have
‖w2‖2Ω ≤ δ ‖Φ‖2H + Cδ ‖Φ∗‖2H . (80)
Combining the relations (72), (73), (75), (79), and (80) (and rescaling δ > 0), we have finally
‖p0‖2O + ‖u0‖2H1(O) + ‖∆w1‖2Ω + ‖w2‖2Ω ≤ δ ‖Φ‖2H + Cδ ‖Φ∗‖2H .
Taking δ > 0 sufficiently small now gives the estimate (68), as required. This concludes the proof of Lemma
16. 
By combining Lemma 7, Corollary 11, Corollary 14, and Lemma 16, we have now,
Proposition 17 Concerning A |H⊥N : D(A |H⊥N ) → H⊥N : Under the assumption that ambient vector field U
satisfies (15), then iR ⊂ ρ(A |H⊥N ).
In turn, Propositions 15, 17 and Theorem 22 of the Appendix (and in [1]) give,
Proposition 18 Under the assumption that ambient vector field U satisfies (15), if initial data [p0,u0, w1, w2] ∈
H⊥N , then the solution [p,u, w, wt] of (4)–(6) decays asymptotically to the zero state; i.e.,
limt→∞ ‖[p(t),u(t), w(t), wt(t)]‖H = 0.
We are now in a position to establish the stronger and main result of uniform decay of solutions to the
compressible flow-structure PDE model (4)–(6).
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5 The Proof of Theorem 2
The proof of Theorem 2 hinges upon an appropriate use of the stability criterion given in Theorem 23 of
the Appendix; see [23] and [33]. To this end, and given the fact that the imaginary axis is contained in the
resolvent set of A |H⊥N : D(A |H⊥N )→ H⊥N , by Proposition 17, our main goal is to show the following estimate
for the resolvent operator on the imaginary axis:∥∥∥∥(iβI −A |H⊥N)−1
∥∥∥∥
L(H⊥N )
≤ C∗, for all β ∈ R, and some C∗ > 0, (81)
where the constant C∗ is independent of parameter β ∈ R. With a view of establishing the estimate (81),
we consider the equation
(iβI −A)Φ = Φ∗, (82)
where
data Φ∗ =

p∗0
u∗0
w∗1
w∗2
 ∈ H⊥N , and so corresponding solution Φ ≡

p0
u0
w1
w2
 ∈ D(A |H⊥N ). (83)
In PDE terms, the resolvent relation (82) becomes
iβp0 +U · ∇p0 + divu0 = p∗0 in O
iβu0 +∇p0 − div σ(u0) + ηu0 +U · ∇u0 = u∗0 in O
iβw1 − w2 = w∗1 in Ω
iβw2 +∆
2w1 + [2ν∂x3(u0)3 + λdiv(u0)− p0]Ω = w∗2 in Ω
(84)

(σ(u0)n− p0n) · τ = 0 on ∂O
u0 · n = 0 on S
u0 · n = w2 on Ω
w1 =
∂w1
∂ν = 0 on ∂Ω.
(85)
By way of proving the estimate (81), we start with the following lemma:
Lemma 19 With L2-pressure component p0 of solution Φ of (82) enjoying the decomposition
p0 = q0 + c0, (86)
where
L2-function q0 satisfies
∫
O
q0dO =0, and c0 = constant; (87)
then the following estimate holds for Φ:
‖u0‖2H1(O) + ‖w2‖2Ω ≤ C |(Φ∗,Φ)H| ;
meas(Ω) |c0|2 + 12 ‖∆w1‖2Ω ≤ C
(
|(Φ∗,Φ)H|+ ‖Φ∗‖2H
)
.
(88)
Proof of Lemma 19. Initially, we proceed as before: Taking the H-inner product of both sides of (82)
with respect to Φ, and subsequently appealing to Proposition 5, we have then
(σ(u), ǫ(u))O + η ‖u‖2O = Re (Φ∗,Φ)H ,
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whence by Korn’s Inequality we have
‖u0‖2H1(O) ≤ C |(Φ∗,Φ)H| . (89)
In turn, this estimate, the normal component boundary condition in (85), and the Sobolev Trace Theorem
give
‖w2‖2Ω ≤ C |(Φ∗,Φ)H| . (90)
Moreover, appealing to Lemma 8, with pressure component q0 as given in (87), we have the estimate
‖σ(u0)n− q0n‖
H
−
1
2 (∂O)
≤ C
(√
‖Φ‖H ‖Φ∗‖H + ‖Φ∗‖H + |β| ‖u0‖O
)
. (91)
Next, we multiply the structural equation in (84) by w1, integrate, and then integrate by parts – and use
the decomposition in (87) – to have
‖∆w1‖2Ω = −〈σ(u0)n− q0n, (w1n)ext〉∂O + c0
∫
Ω
w1dΩ− iβ (w2, w1)Ω + (w∗2 , w1)Ω ; (92)
where as before H2−function (w1n)ext is given by
(w1n)ext (x) =
{
0 x ∈ S
w1n x ∈ Ω.
Applying now the compatibility condition for H⊥N = [Null(A)]⊥ in Lemma 6(b), we thus obtain
meas(Ω) |c0|2 + ‖∆w1‖2Ω = −〈σ(u0)n− q0n, (w1n)ext〉∂O − iβ (w2, w1)Ω + (w∗2 , w1)Ω . (93)
We now consider the respective cases |β| > 1 and |β| ≤ 1.
Case I (|β| > 1:
Using the third resolvent relation in (84), we have that
w1 = − i
β
w2 − i
β
w∗1 .
Accordingly the first term on RHS of (93) becomes
− 〈σ(u0)n− q0n, (w1n)ext〉∂O = −
i
β
〈σ(u0)n− q0n, (w2n)ext〉∂O −
i
β
〈σ(u0)n− q0n, (w∗1n)ext〉∂O . (94)
(a) To handle the first term on RHS of (94): we use the tangential B.C. in (85), and the fact that
Φ ∈ D(A |H⊥N ) , which means that flow solution component u0 on the boundary has the decomposition
u0 |∂O= f0 |∂O +(w2n)ext , (95)
where f0 ∈ V0 (and so f0 |∂O∈ TH1/2(∂O)).
In addition, given that pressure component p0 of solution Φ ∈ D(A |H⊥N ) satisfies the relation
〈σ(u0)n− p0n,τ〉∂O = 0 for every τ ∈ TH1/2(∂O), (96)
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by domain requirement (A.iv), then so too does L2-component q0 of (86). Indeed, given τ ∈ TH1/2(∂O),
let µ˜ ∈ H1(O) satisfy the boundary value problem
div(µ˜) = 0 in O
µ˜|∂O = τ on ∂O. (97)
The existence of such a function µ˜(τ) is assured; see e.g., p. 127 of [22]. Therewith, we have by (86) and
Green’s formula
〈σ(u0)n− q0n,τ〉∂O = c0 〈n,τ〉∂O + 〈σ(u0)n− p0n,τ〉∂O
= (c0, div(µ˜(τ)))O + (∇c0, µ˜(τ))O + 0
= 0, for every τ ∈ TH1/2(∂O). (98)
Using this relation and (95) we now obtain
〈σ(u0)n− q0n, (w2n)ext〉∂O = 〈σ(u0)n− q0n, f0 + (w2n)ext〉∂O
= 〈σ(u0)n− q0n,u0 |∂O〉 ,
and so ∣∣〈σ(u0)n− q0n, (w2n)ext〉∂O∣∣ ≤ ‖σ(u)n− q0n‖H− 12 (∂O) ‖u0 |∂O‖H 12 (∂O)
≤ C
(
|β| ‖u0‖O +
√
|(Φ∗,Φ)H|+ ‖Φ∗‖H
)√
|(Φ∗,Φ)H|, (99)
after using (89) and (91). Applying once more (89) to this estimate, we then have for |β| > 1,∣∣∣∣ iβ 〈σ(u)n − q0n, (w2n)ext〉∂O
∣∣∣∣ ≤ C (|(Φ∗,Φ)H|+ ‖Φ∗‖2H) , (100)
where positive constant C is independent of β.
(b) Now, for the second term on the RHS of (94): using the estimate (91) and (89) in sequence, we have
for |β| > 1, ∣∣∣∣ iβ 〈σ(u)n − q0n, (w∗1n)ext〉∂O
∣∣∣∣ ≤ 1|β| ‖σ(u)n− q0n‖H− 12 (∂O) ‖∆w∗1‖Ω
≤ C
(
‖u0‖+
√
|(Φ∗,Φ)H|+ ‖Φ∗‖H
)
‖∆w∗1‖Ω
≤ C
(
|(Φ∗,Φ)H|+ ‖Φ∗‖2H
)
. (101)
Applying now estimates (100) and (101) to the RHS of (94), we get∣∣〈σ(u)n − q0n, (w1n)ext〉∂O∣∣ ≤ C[|(Φ∗,Φ)H|+ ‖Φ∗‖2H]. (102)
We proceed now to the second term on RHS of (93). For this, we again use the third resolvent relation
in (84) to have
|β (w2, w1)Ω| = |(w2, w2 + w∗1)Ω|
≤ ‖w2‖2Ω + |(w2, w∗1)Ω|
≤ C[|(Φ∗,Φ)H|+ ‖Φ∗‖2H], (103)
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after invoking (90).
For the third term on RHS of (93): in similar fashion, we use the third resolvent relation in (84), and
then (90), so as to obtain for |β| > 1
|(w∗2 , w1)| =
∣∣(w∗2 , iβ−1(w2 + w∗1))∣∣
≤ C[|(Φ∗,Φ)H|+ ‖Φ∗‖2H]. (104)
Applying finally the estimates (102), (103), and (104) to RHS of (93), we obtain the following estimate
for the case |β| > 1,
meas(Ω) |c0|2 + ‖∆w1‖2Ω ≤ C
(
|(Φ∗,Φ)H|+ ‖Φ∗‖2H
)
, (105)
Case II (|β| ≤ 1):
To estimate the RHS of (93) in this case, we use estimates (89)-(91) to have for |β| ≤ 1,
meas(Ω) |c0|2 + ‖∆w1‖2 = |〈σ(u)n − q0n, (w1n)ext〉|+ |β| |(w2, w1)|+ |(w∗2 , w1)|
≤ ‖σ(u)n − q0n‖
H
−
1
2 (∂O)
‖∆w1‖Ω + ‖w2‖Ω ‖w1‖Ω + ‖w∗2‖Ω ‖w1‖Ω
≤ C
(√
‖Φ‖H ‖Φ∗‖H + ‖Φ∗‖H + |β| ‖u0‖O
)
. ‖∆w1‖Ω + ‖w∗2‖Ω ‖w1‖Ω
≤ C
(√
‖Φ‖H ‖Φ∗‖H + ‖Φ∗‖H
)
. ‖∆w1‖Ω .
An application of Young’s inequality with δ < 12 now gives that in the case |β| ≤ 1
meas(Ω) |c0|2 + (1− δ) ‖∆w1‖2Ω ≤ Cδ
[
|(Φ∗,Φ)H|+ ‖Φ∗‖2H
]
. (106)
This finishes the proof of Lemma 19. 
To complete the proof of Theorem 2, we must obtain a beneficial estimate for the the “zero average
value” component q0 of pressure term p0, as given in (86). For as things stand now, we only have, by Lemma
8, the estimate
‖q0‖O ≤ C
(√
‖Φ‖H ‖Φ∗‖H + ‖Φ∗‖H + |β| ‖u0‖O
)
, (107)
which is unhelpful for |β| large.
By way of refining our estimation of p0, we consider the two cases, “β large” and “β small” in the
resolvent equation (82) (one would guess that the former is the problematic case).
Case I (|β| > 1): We consider the decomposition{
q0 = q1 + q2
u0 = u1 + u2
(108)
where (u1, q1) solves 
∇q1 − div σ(u1) + ηu1 = −iβu0 in O
div(u1) = 0 in Ω
u1 = 0 on ∂O,
(109)
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and (u2, q2) solves 
∇q2 − div σ(u2) + ηu2 = −U · ∇u0 + u∗0 in O
div(u2) = div(u0) in O
u2 = u0on ∂O.
(110)
We apply the results in [17] to the PDE component (109) – see in particular (1.4)-(1.5), (1.8), (1.9) of [17])
with s = 1. This gives
‖u1‖H2(O) + ‖q1‖H1(O) ≤ C |β| ‖u0‖O . (111)
Moreover, applying Theorem 21 of the Appendix to PDE (110), followed by Lemma 19 and the Sobolev
Trace Theorem, we obtain the estimate
‖u2‖H1(O) + ‖q2‖O ≤ C
[
‖U·∇u0 + u∗0‖O + ‖div(u0)‖O + ‖u0 |∂O‖H 12 (∂O)
]
≤ C
(√
|(Φ∗,Φ)H|+ ‖Φ∗‖H
)
. (112)
With these two estimates in hand, we now consider the following term:
(U · ∇p0, p0)O = (U · ∇p0, q0)O + (U · ∇p0, c0)O , (113)
where p0 = q0 + c0 is the decomposition (86). Since (U · ∇p0, c0)O = 0 by Green’s Theorem (as U is
divergence free), then from (108) we have
(U · ∇p0, p0)O = (U · ∇p0, q1)O + (U · ∇p0, q2)O . (114)
For the first term on RHS of (114), we have from Green’s Theorem and (111),
(U · ∇p0, q1)O = − (p0,U · ∇q1)O ≤ C |β| ‖u0‖O ‖p0‖O .
Refining this RHS by means of Lemma 19, we then have
|(U · ∇p0, q1)O| ≤ C |β| ‖p0‖O
√
|(Φ∗,Φ)H|. (115)
For the second term on RHS of (114): We write
(U · ∇p0, q2)O = (U · ∇p0 + div(u0), q2)O − (div(u0), q2)O . (116)
To estimate the first term on RHS of (116), we use the pressure equation in (84), so as to get
|(U · ∇p0 + div(u0), q2)O| ≤ ‖U · ∇p0 + div(u0)‖O ‖q2‖O
= ‖iβp0 − p∗0‖O ‖q2‖O .
We have then, after using (112) and Young’s Inequality,
|(U · ∇p0 + div(u0), q2)O| ≤ C |β| ‖p0‖O
(√
|(Φ∗,Φ)H|+ ‖Φ∗‖H
)
+C ‖p∗0‖O
(√
|(Φ∗,Φ)H|+ ‖Φ∗‖H
)
≤ C |β| ‖p0‖O
(√
|(Φ∗,Φ)H|+ ‖Φ∗‖H
)
+ ǫ ‖Φ‖2H + Cǫ ‖Φ∗‖2H . (117)
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For the second term on RHS of (116), we use Lemma 19 and (112) (and Young’s Inequality) to have
|(div(u0), q2)| ≤ C
√
|(Φ∗,Φ)H|
(√
|(Φ∗,Φ)H|+ ‖Φ∗‖H
)
≤ ǫ ‖Φ‖2H + Cǫ ‖Φ∗‖2H .
This estimate gives then, in combination with (116) and (117) (and a rescaling of ǫ > 0),
(U · ∇p0, q2) ≤ C |β| ‖p0‖O
(√
|(Φ∗,Φ)H|+ ‖Φ∗‖H
)
+ ǫ ‖Φ‖2H + Cǫ ‖Φ∗‖2H . (118)
Combining (114), (115) and (118), we now have
|(U · ∇p0, p0)| ≤ C |β| ‖p0‖O
(√
|(Φ∗,Φ)H|+ ‖Φ∗‖H
)
+ ǫ ‖Φ‖2H + Cǫ ‖Φ∗‖2H . (119)
In order to use this estimate, we multiply both sides of the pressure equation in (84) by p0, and integrate:
This gives
iβ ‖p0‖2O = − (U · ∇p0, p0)O − (div(u0), p0)O + (p∗0, p0)O . (120)
Estimating the RHS by (119) and Lemma 19, we have for |β| > 1
|β| ‖p0‖2O ≤ C |β| ‖p0‖O
(√
|(Φ∗,Φ)H|+ ‖Φ∗‖H
)
+ ǫ ‖Φ‖2H + Cǫ ‖Φ∗‖2H ;
and so for |β| > 1, we obtain upon division
‖p0‖2O ≤ C ‖p0‖O
(√
|(Φ∗,Φ)H|+ ‖Φ∗‖H
)
+ ǫ ‖Φ‖2H + Cǫ ‖Φ∗‖2H .
Applying Young’s Inequality with 1/2 > δ > 0, we now obtain in the case |β| > 1,
(1− δ) ‖p0‖2O ≤ ǫ ‖Φ‖2H + Cδ |(Φ∗,Φ)H|+ Cǫ,δ ‖Φ∗‖2H . (121)
Case II (|β| ≤ 1):
Combining the decomposition (86) with Lemmas 8 and 19, we have for the case |β| ≤ 1,
‖p0‖2O = ‖q0‖2O + ‖c0‖2O (122)
≤ C
(
‖Φ‖H ‖Φ∗‖H + ‖Φ∗‖2H + |β|2 ‖u0‖2O
)
≤ C
(
‖Φ‖H ‖Φ∗‖H + ‖Φ∗‖2H
)
.
With estimates (121) and (122) in hand, we have now upon invoking |ab| ≤ ǫa2+Cǫb2 and a rescaling of
ǫ > 0, that for all β ∈ R,
‖p0‖2O ≤ ǫ ‖Φ‖2H + Cǫ ‖Φ∗‖2H . (123)
The Conclusion of the Proof of Theorem 2: Combining the estimates in Lemma 19 and (123), which we
have obtained for the solution [p0,u0, w1, w2] = Φ of the resolvent equation (82) with given data
Φ∗ = [p∗0,u
∗
0, w
∗
1 , w
∗
2 ] ∈ H⊥N , we have
‖Φ‖2H ≤ ǫ ‖Φ‖2H + C
[
|(Φ∗,Φ)H|+ ‖Φ∗‖2H
]
.
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Applying |ab| ≤ ǫa2+Cǫb2 one last time, and rescaling ǫ > 0 sufficiently small, we have finally the estimate,
for given β ∈ R,
‖(iβ −A)Φ∗‖2H ≤ C ‖Φ∗‖2H . (124)
Since Φ∗ ∈ H⊥N is arbitrary, (124) establishes the desired resolvent estimate (81). The proof of Theorem 2 is
accomplished.
6 Appendix
Throughout this paper we have appealed to various results from applied functional analysis and PDE theory.
For the reader’s convenience we collect some of these below.
The following classic lemma provides a useful criterion for the existence of bounded inverse of a linear
operator, and is crucial in the investigation of the resolvent set of the compressible flow-structure generator:
Lemma 20 (See e.g., Lemma 3.8.18(b) of [24].) Let L be a linear, closed, operator from Hilbert space
H → H. Then L−1 ∈ L(H)⇔ Range(L) is dense in H and there is a constant m > 0 such that
‖Lf‖ ≥ m‖f‖, ∀f ∈ D(L).
In the course of analyzing the linearized compressible flow-structure PDE model under present consider-
ation, we utilize the following classical theorem given for nonhomogeneous Stokes problems :
Theorem 21 (See Theorem 2.4 and Remark 2.5 of [35]; see also [15] and [34].) With Ω being a Lipschitz
bounded domain in Rn, let data {f , g,φ} ∈ H−1(Ω)×L2(Ω)×H1/2(∂Ω) be given, with φ and g furthermore
satisfying the compatibility condition ∫
Ω
g(x)dx =
∫
∂Ω
φ · νdΓ.
Then there exists {u,p} ∈ H1(Ω)× L2(Ω) which are solutions of the nonhomogeneous Stokes problem,
−ν∆u+∇p = f in Ω
div u = g in Ω
u = φ on ∂Ω
u is unique and p is unique up to the addition of a constant. Moreover, one has the following estimate:
‖u‖
H1(Ω) + ‖p‖L2(Ω)
R
≤ C
(
‖[f , g,φ]‖
H−1(Ω)×L2(Ω)×H1/2(∂Ω)
)
.
We recall next the strong stability resolvent criterion for strongly continuous semigroups:
Theorem 22 (see [1].) Let {T (t)}t≥0 be a bounded C0-semigroup with generator A on a reflexive space X.
Assume that no eigenvalue of A lies on the imaginary axis. Then if σ(A) ∩ iR is countable, {T (t)}t≥0 is
stable.
The uniform stability criterion which is used in the proof of our main result Theorem 2 is as follows:
Theorem 23 (see [23], [33].) Let
{
eAt
}
t≥0
be a C0-semigroup generated by A in a Hilbert space which
satisfies ∥∥eAt∥∥ ≤ K0, for every t ≥ 0, for some constant K0 > 0.
Then eAt decays exponentially iff:
(i) {λ ∈ C : λ = iω, ω ∈ R} ⊂ ρ(A);
(ii)
sup
ω∈R
∥∥(iω −A)−1∥∥ <∞.
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