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a b s t r a c t
Present paper dealswith fractional version of a dynamical system introducedbyC. Liu, L. Liu
and T. Liu [C. Liu, L. Liu, T. Liu, A novel three-dimensional autonomous chaos system, Chaos
Solitons Fractals 39 (4) (2009) 1950–1958]. Numerical investigations on the dynamics of
this systemhave been carried out. Properties of the systemhave been analyzed bymeans of
Lyapunov exponents. Furthermore theminimumeffective dimensions have been identified
for chaos to exist in commensurate and incommensurate orders. It is noteworthy that the
results obtained are consistent with the analytical conditions given in the literature.
© 2009 Elsevier Ltd. All rights reserved.
1. Introduction
The study of chaotic systems is an important aspect of dynamical systems that finds applications in different areas ranging
from engineering to ecology. Although more than three decades have passed since the existence of ‘‘chaotic solutions’’
was demonstrated, still we do not have a theory of chaos from which the existence of chaotic solutions can be predicted.
Theorems such as Poincare–Bendixon have proven useful in some cases, albeit numerical simulations are basically the only
tool on which we have to rely on while studying chaos and related phenomena. Extensive numerical work has been carried
out in order to understand chaos in dynamical systems.
In the recent past there is increasing interest in Fractional Calculus which deals with integration/differentiation
of arbitrary orders. The list of applications of fractional calculus has been evergrowing and includes control theory,
viscoelasticity, diffusion, turbulence, electromagnetism and many other physical processes. An exhaustive treatment of
fractional calculus in this respect can be found in references [1,2]. In a seminal paper Grigorenko and Grigorenko [3]
demonstrated existence of chaotic solutions in fractional ordered Lorenz dynamical system. Several fractional ordered
dynamical systems have been investigated and are being investigated.
One of the important question being addressed herewith is: what is the minimum effective dimension in a fractional
order dynamical system for which the system remains chaotic? The effective dimension being defined as the sum of
orders of all involved derivatives. The minimum effective dimension has been numerically calculated for various systems
including fractional order Lorenz system [3], fractional order Chua system [4], fractional order Rossler system [5], fractional
order Newton–Leipnik system [6] and so on. It should be mentioned that some results have discripancies/errors due to
computational methods. As a pursuance to this, analytical conditions necessary for a system to exhibit chaotic behaviour
have been presented in the literature [7,8].
In the present paperwe study fractional version of Liu system [9] andobserve existence of chaos.We study commensurate
and incommensurate ordered systems and find lowest order at which chaos exist by numerical experiments. In case of
commensurate orders the lowest order turns out to be 2.76, whereas in incommensurate case the lowest order is 2.60. We
use the analytical conditions [7,8] to check stability and the Lyapunov exponents [10] for the existence of chaos.
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2. Preliminaries
We present in this section some basic definitions and properties [1,2].
2.1. Fractional calculus
Definition 2.1. A real function f (x), x > 0 is said to be in space Cα, α ∈ R if there exists a real number p (>α), such that
f (x) = xpf1(x)where f1(x) ∈ C[0,∞).
Definition 2.2. A real function f (x), x > 0 is said to be in space Cmα ,m ∈ N
⋃ {0} if f (m) ∈ Cα.
Definition 2.3. Let f ∈ Cα and α ≥ −1, then the (left-sided) Riemann–Liouville integral of order µ,µ > 0 is given by
Iµf (t) = 1
Γ (µ)
∫ t
0
(t − τ)µ−1f (τ )dτ , t > 0. (2.1)
Definition 2.4. The (left sided) Caputo fractional derivative of f , f ∈ Cm−1,m ∈ N
⋃ {0}, is defined as:
Dµf (t) = ∂
m
∂tm
f (t), µ = m
= Im−µ ∂
mf (t)
∂tm
, m− 1 < µ < m,m ∈ N. (2.2)
Note that form− 1 < µ ≤ m,m ∈ N,
IµDµf (t) = f (t)−
m−1∑
k=0
∂kf
∂tk
(0)
tk
k! , (2.3)
Iµtν = Γ (ν + 1)
Γ (µ+ ν + 1) t
µ+ν . (2.4)
2.2. Numerical method for solving fractional differential equations
Numerical methods used for solving ODEs have to be modified for solving fractional differential equations (FDE).
A modification of Adams–Bashforth–Moulton algorithm is proposed by Diethelm et al. in [11–13] to solve FDEs.
Consider for α ∈ (m− 1,m] the initial value problem (IVP)
Dαy(t) = f (t, y(t)) , 0 ≤ t ≤ T , (2.5)
y(k)(0) = y(k)0 , k = 0, 1, . . . ,m− 1. (2.6)
The IVP (2.5)–(2.6) is equivalent to the Volterra integral equation
y(t) =
m−1∑
k=0
y(k)0
tk
k! +
1
Γ (α)
∫ t
0
(t − τ)α−1 f (τ , y(τ )) dτ . (2.7)
Consider the uniform grid {tn = nh/n = 0, 1, . . . ,N} for some integer N and h := T/N . Let yh(tn) be approximation to y(tn).
Assume that we have already calculated approximations yh(tj), j = 1, 2, . . . , n and we want to obtain yh (tn+1) by means of
the equation
yh (tn+1) =
m−1∑
k=0
tkn+1
k! y
(k)
0 +
hα
Γ (α + 2) f
(
tn+1, yPh (tn+1)
)+ hα
Γ (α + 2)
n∑
j=0
aj,n+1f
(
tj, yn
(
tj
))
(2.8)
where
aj,n+1 =
n
α+1 − (n− α)(n+ 1)α, if j = 0,
(n− j+ 2)α+1 + (n− j)α+1 − 2(n− j+ 1)α+1, if 1 ≤ j ≤ n,
1, if j = n+ 1.
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The preliminary approximation yPh (tn+1) is called predictor and is given by
yPh (tn+1) =
m−1∑
k=0
tkn+1
k! y
(k)
0 +
1
Γ (α)
n∑
j=0
bj,n+1f
(
tj, yn
(
tj
))
, (2.9)
where
bj,n+1 = h
α
α
((n+ 1− j)α − (n− j)α) . (2.10)
The error in this method is
max
j=0,1,...,N
∣∣y(tj)− yh(tj)∣∣ = O(hp), (2.11)
where p = min (2, 1+ α).
2.3. Asymptotic stability of the commensurate fractional ordered system
Consider the following commensurate fractional ordered dynamical system
Dαxi = fi(x1, x2, x3), 1 ≤ i ≤ 3. (2.12)
Let p ≡ (x∗1, x∗2, x∗3) be an equilibrium point of the system (2.12) i.e. fi(p) = 0, 1 ≤ i ≤ 3 and ξi = xi− x∗i a small disturbance
from a fixed point. Then
Dαξi = Dαxi,
= fi (x1, x2, x3) = fi
(
ξ1 + x∗1, ξ2 + x∗2, ξ3 + x∗3
)
= fi
(
x∗1, x
∗
2, x
∗
3
)+ ξ1 ∂ fi(p)
∂x1
+ ξ2 ∂ fi(p)
∂x2
+ ξ3 ∂ fi(p)
∂x3
+ higher ordered terms
≈ ξ1 ∂ fi(p)
∂x1
+ ξ2 ∂ fi(p)
∂x2
+ ξ3 ∂ fi(p)
∂x3
. (2.13)
System (2.13) can be written as
Dαξ = Jξ, (2.14)
where ξ = (ξ1, ξ2, ξ3)t and
J =
(
∂1f1(p) ∂2f1(p) ∂3f1(p)
∂1f2(p) ∂2f2(p) ∂3f2(p)
∂1f3(p) ∂2f3(p) ∂3f3(p)
)
. (2.15)
The analytical procedure of linearization is based on the fact that if the matrix J has no purely imaginary eigenvalues, then
the trajectories of the nonlinear system in the neighbourhood of the equilibriumpoint have the same form as the trajectories
of the linear system [14].
The linear autonomous system
Dαξ = Jξ, ξ(0) = ξ0, (2.16)
where J is n × nmatrix and 0 < α < 1 is asymptotically stable if and only if |arg(λ)| > αpi/2 for all eigenvalues λ of J . In
this case, each component of solution ξ(t) decays towards 0 like t−α [7,8].
This shows that if |arg(λ)| > αpi/2 for all eigenvalues λ of J then the solution ξi(t) of the system (2.14) tends to 0 as
t → ∞. Thus the equilibrium point p of the system is asymptotically stable if |arg(λ)| > αpi/2, for all eigenvalues λ of J
i.e. if
min
i
|arg(λi)| > αpi/2. (2.17)
2.4. Asymptotic stability of the incommensurate fractional ordered system
Consider the incommensurate fractional ordered dynamical system [15]
Dαixi = fi(x1, x2, x3), 1 ≤ i ≤ 3, (2.18)
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where 0 < αi < 1, αi = vi/ui, (ui, vi) = 1, ui, vi are positive integers. DefineM to be the least commonmultiple of ui’s. Let
p ≡ (x∗1, x∗2, x∗3) be an equilibrium point of the system (2.18) and ξi = xi − x∗i , 1 ≤ i ≤ 3 a small perturbation from a fixed
point. Using similar analysis as in Section 2.3,
Dαiξi ≈ ξ1 ∂ fi(p)
∂x1
+ ξ2 ∂ fi(p)
∂x2
+ ξ3 ∂ fi(p)
∂x3
, 1 ≤ i ≤ 3. (2.19)
System (2.19) is equivalent to(Dα1ξ1
Dα2ξ2
Dα3ξ3
)
= J
(
ξ1
ξ2
ξ3
)
, (2.20)
where J is the Jacobian matrix as defined in (2.15) evaluated at point p. Define
∆(λ) = diag ([λMα1λMα2λMα3])− J. (2.21)
Then the solution of the linear system (2.20) is asymptotically stable if all the roots of the equation det (∆(λ)) = 0 satisfy
the condition |arg(λ)| > pi/(2M) [16]. This condition is equivalent to the following inequality
pi
2M
−min
i
{|arg(λi)|} < 0. (2.22)
Thus an equilibrium point p of the system. (2.18) is asymptotically stable if the condition (2.22) is satisfied. The term
pi
2M − mini {|arg(λi)|} is called the instability measure for equilibrium points in fractional order systems (IMFOS). Hence,
a necessary condition for fractional order system (2.18) to exhibit a chaotic attractor is [15]
IMFOS ≥ 0. (2.23)
In the subsequent section we demonstrate that the condition (2.23) is not sufficient for chaos to exist.
3. Liu system
In [9] Liu et al. studied dynamical behaviour of the system
x˙ = −ax− ey2
y˙ = by− kxz
z˙ = −cz +mxy (3.1)
where a = e = 1, b = 2.5, k = m = 4, c = 5 and initial conditions (0.2, 0, 0.5) yield chaotic trajectory. In this article we
study corresponding fractional order system
Dα1x = −ax− ey2
Dα2y = by− kxz
Dα3z = −cz +mxy (3.2)
where αi ∈ (0, 1). If α1 = α2 = α3 = α then the system (3.2) is called commensurate otherwise incommensurate.
The system (3.1) has five equilibrium points out of which two are complex viz. (0.8839,±0.9402ı,±0.6648ı). The real
equilibrium points and the eigenvalues of the corresponding Jacobian matrix
J(x, y, z) =
( −a −2ey 0
kz b kx
−my −mx −c
)
(3.3)
are given in Table 1. An equilibrium point p of the system (3.1) is called a saddle point if the Jacobian matrix at p has at
least one eigenvalue with a negative real part (stable) and one eigenvalue with a non-negative real part (unstable). A saddle
point is said to have an index one (/two) if there is exactly one (/two) unstable eigenvalue/s. It is established in the literature
[17–21] that, scrolls are generated only around the saddle points of an index two. Saddle points of index one are responsible
only for connecting scrolls.
It is clear from the Table 1 that the equilibrium points E1 and E2 are saddle points of index two, hence there exists a
two-scroll attractor [17], in the system (3.2).
3.1. Commensurate ordered system
Consider the system (3.2) with α1 = α2 = α3 = α (commensurate order). In this case a system shows regular behaviour
if it satisfies (2.17).
α <
2
pi
min
i
|arg(λi)| ≈ 0.91. (3.4)
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Table 1
Equilibrium points and corresponding eigenvalues.
Equilibrium point Eigenvalues Nature
O(0, 0, 0) −5, 2.5,−1 Saddle point
E1(−0.8839, 0.9402,−0.6648) −4.3878, 0.4439± 3.3464ı Saddle point
E2(−0.8839,−0.9402, 0.6648) −4.3878, 0.4439± 3.3464ı Saddle point
Fig. 1a. Lyapunov exponent.
Fig. 1b. Phase portrait α = 0.91.
Also, by observing Fig. 1a it is clear that the Lyapunov exponent for the commensurate order system (3.2) is positive only
if α > 0.91. Thus the system does not show chaotic behaviour for α < 0.91. This result is supported by numerical
experiments. Fig. 1b shows phase portrait in xy-plane for α = 0.91. It is observed using numerical experiments that the
system shows chaotic behaviour for α ≥ 0.92. For α = 0.92 phase portraits are shown in Fig. 1c for xy-plane and in Fig. 1d
for yz-plane. Figs. 1e–1g shows solutions x(t), y(t) and z(t) respectively for α = 0.92. We have used Adams–Bashforth
predictor–corrector method (Section 2.2) for numerical computations, where the step size is taken to be 0.01.
3.2. Incommensurate ordered system
In this subsection we show that the condition (2.23) is not sufficient for existence of chaos. Consider the fractional order
system (3.2). The Lyapunov exponent is positive for α1 ≥ 0.79, α2 = α3 = 1 (cf. Fig. 2), for α2 ≥ 0.66, α1 = α3 = 1
(cf. Fig. 3) and for α3 ≥ 0.56, α1 = α2 = 1 (cf. Fig. 4). Now consider the following cases.
• α1 = 39/50, α2 = α3 = 1. ThereforeM = LCM(50, 1, 1) = 50. Since∆(λ) = diag
(
λ39λ50λ50
)− J(E1),
det (∆(λ)) = λ129 + λ100 + 2.5λ89 + 7.5λ50 − 1.7764× 10−15λ39 + 50. (3.5)
The IMFOS of the system is
pi
100
− 0.0 = 0.03141 > 0. (3.6)
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Fig. 1c. Phase portrait α = 0.92.
Fig. 1d. Phase portrait α = 0.92.
Fig. 1e. Solution x(t) for α = 0.92.
In this case IMFOS > 0 but chaos is absent in this case (cf. Fig. 5). This shows that the condition (2.23) is not sufficient
for existence of chaos.
• α1 = 4/5, α2 = α3 = 1. ThereforeM = LCM(5, 1, 1) = 5. Since∆(λ) = diag
(
λ4λ5λ5
)− J(E1),
det (∆(λ)) = λ14 + λ10 + 2.5λ9 + 7.5λ5 − 1.7764× 10−15λ4 + 50. (3.7)
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Fig. 1f. Solution y(t) for α = 0.92.
Fig. 1g. Solution z(t) for α = 0.92.
Fig. 2. Lyapunov exponent.
Fig. 3. Lyapunov exponent.
Fig. 4. Lyapunov exponent.
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Fig. 5. α1 = 39/50, α2 = α3 = 1.
Fig. 6. α1 = 4/5, α2 = α3 = 1.
The IMFOS of the system is
pi
10
− 0.3131 = 0.0012 > 0. (3.8)
It is observed from numerical experiments that the system exhibits chaos in this case (cf. Fig. 6). Note that this is the
lowest dimension (2.60) for which the system shows chaos.
• Consider α1 = 1, α2 = 13/20, α3 = 1, soM = LCM(20, 1, 1) = 20.
det (∆(λ)) = λ53 − 2.5λ40 + 6λ33 + 2.5λ20 + 5λ13 + 50. (3.9)
The IMFOS of the system is
pi
40
− 0.0786 = −0.0001 < 0. (3.10)
Eq. (3.10) implies that the system does not exhibit chaos. This is confirmed numerically in Fig. 7.
• Consider α1 = 1, α2 = 7/10, α3 = 1, soM = LCM(10, 1, 1) = 10.
det (∆(λ)) = λ27 − 2.5λ20 + 6λ17 + 2.5λ10 + 5λ7 + 50. (3.11)
The IMFOS of the system is
pi
20
− 0.1559 = 0.0012 > 0. (3.12)
Numerical results in Fig. 8 demonstrate that the system is chaotic in this case.
• Consider α1 = α2 = 1, α3 = 11/20, soM = LCM(20, 1, 1) = 20.
det (∆(λ)) = λ51 + 5λ49 − 1.5λ31 + 5λ20 + 2.5λ11 + 50. (3.13)
V. Daftardar-Gejji, S. Bhalekar / Computers and Mathematics with Applications 59 (2010) 1117–1127 1125
Fig. 7. α1 = α3 = 1, α2 = 13/20.
Fig. 8. α1 = α3 = 1, α2 = 7/10.
The IMFOS of the system is
pi
40
− 0.0785 = 0.000077 > 0. (3.14)
Though IMFOS> 0 the system shows regular behaviour (cf. Fig. 9).
• Consider α1 = α2 = 1, α3 = 3/5, soM = LCM(5, 1, 1) = 5.
det (∆(λ)) = λ13 + 5λ10 − 1.5λ8 + 5λ5 + 2.5λ3 + 50. (3.15)
The IMFOS of the system is
pi
10
− 0.3116 = 0.0025 > 0. (3.16)
Fig. 10 shows that the system is chaotic.
Note that the step size used for the numerical experiments in this section is 0.01.
4. Conclusions
A fractional order Liu system is investigated. Numerical experiments are performed for different values of fractional order.
Lyapunov exponents and analytical conditions given in the literature are used to check the existence of chaos. A minimum
effective dimension is calculated for the commensurate order (2.76) and incommensurate order system (2.60).
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Fig. 9. α1 = α2 = 1, α3 = 11/20.
Fig. 10. α1 = α2 = 1, α3 = 3/5.
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