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1. Introduction
Lorsque Nishino commenςa en 1967 ses recherches sur les fonctions enti-
eres de plusieurs variables (Voir Nishino [2]~[6]), un des buts principaux
etait de chercher des propriέtes d'une fonction entiere qui sont invariantes par
tous les automorphismes analytiques de Γespace. II etudiait surtout sur la
famille des surfaces premieres de la fonction, totality des surfaces analytiques
irrόductibles dans Γespace sur lesquelles la fonction est constante. Concernant
la famille des surfaces premieres, il considέrait (sans publier) certains groupes
d'automorphismes analytiques de Γespace qui se dάduisent d'une fonction
entiere: le groupe de ceux qui laissent invariante la famille des surfaces pre-
mieres, le groupe de ceux qui laissent invariante la fonction et le groupe de
ceux qui laissent invariante toute surface premiere.
Dans la prέsente note, nous nous plaςons dans Γespace C2 de deux variables
complexes et nous nous proposons de dάterminer ces groupes dans certains cas
oύ la fonction peut etre ramenee a un polynόme et la topologie des surfaces
premieres est bien simple. (Voir la derniere moitie du §2).
En consequence de nos etudes, on verra que les automorphismes de Cn
introduits en 1950 par Hermes et Peschl [1]:
x / = xj e x p (rjA(xϊi-x
u
β
*)), (j=l, ••, n ) ,
oύ Sj sont des entiers ^ 0 , r ; sont des nombres complexes tels que 2 *Ά = 0 , et
A est une fonction entiere d'une variable, se caractάrisent, dans le cas oύ n=2,
par la propriete qu'ils laissent invariante toute surface premiere du monόme
Dans Γappendice, nous indiquerons toutes les possibilites du groupe des
automorphismes du plan C qui laissent invariante une fonction mάromorphe
dans C, bien que les rέsultats soient tout elementaires et probablement connus.
2. Generalites
Soit F une fonction entiere non constante de deux variables. Avec Nishino
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[2], nous appelons surface premiere de F toute composante irrέductible de la
surface entiέre definie par Γέquation F=c pour une valeur complexe c. Nous
disons que F appartίent a la classe (A) si la normalisee de toute surface premiere
de F est analytiquement homeomorphe (ou biholomorphe) a la surface obtenue
a partir d'une surface de Riemann compacte par exception d'un nombre fini de
points. S'il en est ainsi, on sait, d'apres Nishino [5] et [6], que presque toutes
surfaces premieres de F sauf un nombre fini au plus d'elles sont non singulieres
et ont meme type (g,n), oύg est leur genre et n est leur nombre de points frontieres.
Alors nous dirons que F est de type (g,n). F est dite primitive si, pour toute
factorisation F=φof avec une fonction entiere φ d'une variable et une fonction
entiere / de deux variables, φ se reduit forcement a une fonction lineaire.
Dans le cas oύ F appartient a la classe (A)> cela equivaut a dire que la surface
donnee par f=c est irreductible pour presque toute valeur c. Nous appelons
simplement automorphisme de C2 toute application holomorphe et bijective de
Γespace C2 sur lui-meme. On sait bien que, s'il en est ainsi, Γapplication
inverse est aussi holomorphe. Nous disons qu'un automorphisme T de C2
laisse invariante la fonction F si FoT—F.
Cela pose, soit encore F une fonction entiere non constante de deux varia-
bles et soit S la famille des surfaces premieres de F. Supposons pour la sim-
plicite que F appartient a la classe (A). D'apres Nishino [5] et [6], ceci
equivaut a dire qu'il existe une factorisation
F = φofoφ
avec une fonction entiere φ d'une variable, un polynόme primitif/ de deux
variables, et un automorphisme Φ de C2. Manifestement, la famille des surfaces
premieres de / o φ coincide aves S. Introduisons quatre groupes d'automor-
phismes de C2
G = le groupe des automorphismes T de C2 tels que S e S entraine
T(S)(ΞS;
H = le groupe de ceux qui laissent invariante F;
N — le groupe de ceux qui laissent invariante / o φ ;
Jζ = le groupe de ceux qui laissent invariante toute S^S: T(S)=S.
On aura immediatement les enoncέs suivants:
1) Us sont en realite des groupes.
2) GZ)H^NZ)K.
3) N et K sont des sous-groupes distingues de G.
4) G, N et K ne dependent que de la famille S.
5) L'application Th^φoTΌφ"1 donne les isomorphismes des quatre
groupes pour F sur les quatre groupes correspondants pour la fonction <p°f=
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Foφ'1. Ceci nous permet de supposer sans restreindre la generalitέ que F soit
la composee φof d'une fonction entiere φ d'une variable et d'un polynόme
primitif/de deux variables.
En particulier, si F est de type (0,1), on peut supposer d'apres Nishino [3]
que / est de la forme
(1) f(χ,y) = χ.
Au meme sens, si F est de type (0,2), on peut supposer d'apres Saitό [7] que
/ est de la forme
(2-i) /(*, y) = *«y
ou bien de la forme
oύ I, m et n sont des entiers positifs tels que m etn soient relativement premiers
et P(x) est un polynόme en x a coefficients complexes de degre infέrieur a /, tel
queP(0)=l.
Dans le §4, nous aurons tout immediatement les groupes pour (1), qui
admettent pour parametres deux fonctions entieres arbitraires d'une variable.
Nous etudierons les groupes pour (2-i) dans le § 5 et ceux pour (2-ii) dans les
§6 et §7. Les groupes pour tous deux admettent pour parametre une fonction
entiere arbitraire d'une variable.
Remarquons que Γon verra facilement que les groupes H, K et N sont tous
finis pour une fonction entiere de deux variables de la classe (^ 4) et de type
different de (0,1) et de (0,2). Si le groupe G pour une telle fonction est infini,
on pourrait dire que la fonction est d'un type exceptionnel, ce qui sera une
etude ulterieure.
3. Un lemme
Considerons maintenant un polynόme primitif / de deux variables et, pour
chaque z^C, designons par Sz la surface analytique definie ρ a r / = # . On sait
bien que pour presque toute valeur z, Sz est irreductible, non singuliere, de
meme type que / et Γordre de zero de la fonction/—-# en Sz est egal a Γunite.
Une valeur z pour laquelle Sz n'a pas toutes ces proprietes sera dite valeur
critique de f. Dέnotons E Γensemble des valeurs critiques de / et S Γensemble
des surfaces premieres de /. Etablissons un lemme utile a la determination du
groupe G/N:
Lemme 1. Soit Tun automorphisme de C2 tel que S^S entrάϊne
c'est-ά-dire un element de G pour /. Alors il existe un et un seul automorphisme
{analytique) T du plan C tel que T(SZ)=ST(Z) pour toute
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En effet, pour ^ φ £ , o n a Sz<=Sy d'oύ T(S2)^S par hypothese. r(z) est
deίini par la relation T(Sz)aST(z). Soit maintenant z^E. Prenons un point
p^Sz. Nous allons montrer que f(T(p)) ne depend pas du choix de p^Sz.
Soient q^Sz et (#v), v=ly 2, •••, une suite de valeurs non critiques tendant vers
z. Prenons deux suites de points {p
v
) et (#
v
), tendant respectivement vers p et q
et vtri&int f(p
v
)=f(qj=z
v
 (i/=l, 2, • -.). On a aussitόt f(T(p))=limf(T(p
v
))=
lim τ(z
v
)=f(T(q)), ce qui nous permet de poser τ(z)=f(T(p)). Alors, T est une
fonction dans C, telle que Γon ait T(S2)ciSτ(z) pour toute # e C D'ailleurs,
elle est continue en tout point de Γensemble fini E, d'apres ce qui precede.
Nous allons montrer que r est holomorphe en dehors de E. Soient z
o
&E
et p^SZQ. Prenons une courbe aualytique non singuliere L au voisinage de p,
qui passe par^> transversalement a SZQ. Comme Γordre de zάro de/—z0 en Szo
est egal a Γunite, Γapplication θ qui fait corresponds a toute z voisine de z0 le
seul point SZΓ\L est bien definie et holomorphe. Alors, T est egale a/oΓo^ au
voisinage de z0, ce qui montre que r est holomorphe en dehors de E. D'apres
un theoreme de Riemann, elle Test dans C tout entier. Done, elle est une fonc-
tion entiere.
Nous allons montrer que T est univalent. Supposons qu'il y ait deux
valeurs distinctes z
λ
 et z2 telles que
 T(^i)=:T(^2)- Soit z1 une valeur non critique
assez voisine de τ(^1). Alors il existerait deux valeurs z{ et z2' voisines de z1 et z2
respectivement, telles que Γon ait τ(zj)=τ(z2')=z'. D'oύ, T(SZi')=T(SZ2ή=S/
puisque S/ est irreductible. Or, on pourrait supposer z/Φz2 contrairement
a Γhypothese que T est bijectif.
Nous avons montre que T est une fonction lineaire non constante. T et T
etant bijectifs, on a T(SZ)=ST(Z) pour toute z. L'unicite de T est triviale.
c.q.f.d.
REMARQUES.
1) Pour toute z0, T donne une application biholomorphe du voisinage 2
de SZQ defini par \f—zo\ <p, p etant un nombre positif, sur le voisinage T(Σ)
de S
τ
(gQ). D'apres le lemme, cette application conserve la structure de famille
des surfaces premieres. Ceci montre que, si z0EΐE, la nature de singularity de
SZo et celle de ST(ZQ) se coincident exactement. Elles ont meme nombre de com-
posantes irreductibles, meme topologie, meme ordre, etc. En particulier, on a
r(E)=E.
2) L'application T\->τ est un homomorphisme du groupe G dans le groupe
des automorphismes de C qui laissent invariant Γensemble E. Le noyau de cet
homomorphisme est manifestement le groupe N.
3) Si E se reduit a un seul point z0, alors T s'ecrit
τ(*) = z
o
+c(z-z
o
),
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c etant une constante non nulle. L'application Tv-*c est un homomorphisme du
groupe G dans le groupe multiplicatif C*=C— {0} des nombres complexes non
nuls.
4) Si E admet au moins deux points, il n'y a qu'un nombre fini de possi-
bilites pour T, puisque T induit une substitution des elements de Γensemble fini
E et qu'une homographie laissant invariant le point & Γinfini est completement
determinee par les images de deux points distincts donnes. De 1&, le groupe
G/N est fini.
4. Cas de la forme (1)
Au sens que nous avons dit plus haut, on peut reduire le cas oύ la fonction
est de type (0,1) au cas oύ la fonction envisagee F est la composee F=φof
d'une fonction entiere non constante φ d'une variable et du monόme
( 1 ) f{χ,y) = χ.
Pour cette fonction, nous pouvons enoncer directement les resultats suivants:
Les groupes G, H et N sont formes des automorphismes de C2 de la forme
Γ 9ί = r(χ)
\ yf =
oύ A(x) et B{x) sont deux fonctions entίeres arbίtraίres d'une variable, et T est
respectivement
1) pour G, un automorphisme de C quelconque;
2) pour H, un automorphisme de C laissant invariante φ, mats d'ailleurs
quelconque;
3) pour N, Vapplication identique.
Le groupe K coincide avec N. Les automorphismes de C qui laissent invariante
une fonction entiere d'une variable seront indiquέs dans Γappendice.
5. Cas de la forme (2-i)
Soient
m et n etant deux entiers positifs relativement premiers, et φ une fonction
entiere non constante d'une variable. Ce paragraphe est consacre & la deter-
mination des quatre groupes pour la fonction entiere F=φof.
Pour toute valeur z> designons, comme dans le §3, par Sz la surface de-
finie par Γequation/=#. On voit aisement que, si #Φθ, Sz est irreductible, non
singuliere et de type (0,2) autrement dit, Sz est analytiquement homeomorphe
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a C*=C— {0}. S
o
 se decompose en deux composantes S
o
': x=0 et S": y=0.
L'ordre de / est respectivement 1 en S2 (#Φθ), m en So' et n en So". z—0 est
la seule valeur critique de/.
Soit T un automorphisme de C2, appartenant au groupe G pour F, c'est-
a-dire transformant toute surface premiere de F sur elle-meme ou sur υne
autre. D'apres la Remarque 3) du §3, il existe une et une seule valeur £4=0,
telle que Γon ait T(SZ)=SC2 pour toute z.
Considerons le domaine C * x C * = {(u, v)^C2\uv^0} et Γapplication holo-
morphe Φ de C*xC* sur C2—S0 definie par
Φ(u> v) = (un, vu~m).
On a d'abord f(Φ(u, v))=(un)m(vu~m)n=vn. Et, on voit immediatement que, pour
toute U G C * , la restriction Φp de Φ a la droite pointee S/=C*X {v} est une
application biholomorphe de SJ sur S
υ
n. Pour toute z, la restriction Tz de T a
S2 est aussi une application biholomorphe de S2 sur SC2. Prenons, une fois pour
toutes, une valeur b telle que bn—c. Posons
qui est une application biholomorphe de SJ sur Sbv'. On peut definir une appli-
cation Tf de C*xC* dans lui-meme, de nianiere que sa restriction a toute S/
soit egale a TJ. T' est uniquement dέterminee et elle est une bijection. Par
definition, on a la relation
Φ o f = Toφ .
Afin de vάrifier que Tf est biholomorphe, on prend successivement ^
o
e C * ; δ
tel que 0 < δ < | ^ 0 | n ; une composante connexe Δ, contenant vo> du domaine
donnέ par \vn—v%\<8; et finalement le voisinage 2 de S0Qn defini par
\f(x,y)—vQ*\<δ. Alors, Φ applique C*xΔ sur Σ ef C*X(AΔ) sur Γ(2]),
d'une faςon holomorphe et bijective. D'oύ, Γ7 est holomorphe, ce qui montre
que Tf est un automorphisme de C* X C* envoyant toute 5/ sur SbΌ'. II peut
alors s'exprimer par
(2-a) 7 > , «;) - (α(ι )ιι, fe)
ou bien par
(2-b) T'(u,v) = (a(υ)u-\bv);
ou a est une fonction holomorphe dans C* qui ne s'annule nulle part.
Supposons d'abord que Tf s'exprime sous la forme (2-a). Nous allons
montrer que a(v) est une fonction de vn. Soit p Γune quelconque des n-
iemes racines de Γunite et soit Ψ Γautomorphisme de C*xC* defini par
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Ψ(u, v) = (pu, pmv) .
Alors, Φoψ(w, v)=Φ(pu, pmv)=((pu)n, ρmv(pu)~m)=(un, vu~m)=Φ(uy v). DΌύ,
on a
oΐi Ψ
v
 est la restriction de Ψ a S/. En vertu de cette relation, T'pmvoψv=
φ-b
1
pmvoT(p>nv)noφpmvoψv=ψbvoφjv1oTvnoφυ=ψbvoTv\ cc quί entraine
Recrivons les deux membres de cette relation au moyen de a:
Γoψ(«, v) = T'(pu, pmv) = {a{pmv)pu, bpmv)
et
ψoT'(u, v) = Ψ(a(v)u, bv) = {pa{v)u, pmbv).
II en resυlte que Γegalite a(pmv)=a(v) a lieu, quelque n-ieme racine de Γunite
que soit p. Done, on peut ecrire
a
(v) = β{vn)
avec une fonction β holomorphe dans C* n'ayant aucun zero.
Soit (xy y) un point quelconque de C2—*SΌ. Prenons un point (w, v) dont
Γimage par Φ est (x, y). Posons (x\ y')=T(x> y) et z=xmyn. Alors, des rela-
tions (#', y')=Toφ(u, v)=ΦoT'(u, v)=Φ(a(v)u, bv), on deduit
x' = (a(v)u)n = β(vn)nun = xβ(z)n
et
y
f
 = bv(a(v)u)-m = byβ(z)~m .
Γ etant holomorphe, xf et j ; 7 le sont aussi dans C2 tout entier en tant que fonc-
tions des variables x et y. En tenant compte de ce que xf est holomorphe en un
point de S
o
" n'appartenant pas a S
o
\ on voit que β est holomorphe a Γorigine.
Du fait que yr est holomorphe en un point de S
o
' n'appartenant pas a 5 0 ", il
s'ensuit que Γon a /3(0)Φ0. Par consόquent, on peut mettre β sous la forme
β(z) = eA^ ,
ou A est une fonction entierc, qui est determinee par T d'unc faςon unique a
Γaddition d'un multiple dc 2πi pres. T s'exprime alors sous la forme
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oύ z=xmyn. Inversement, soient donnees une fonction entiere A cΓune vari-
able et une valeur b non nulle. On voit directement que Γapplication de C2
dans lui-meme defΐnie par cette expression est un automorphisme de C2 qui
envoie chaque Sz sur Sb«z et qui laisse invariantes So' et So".
Passons maintenant au cas oύ T' s'exprime sous la forme (2-b): T\uy v)=
(a(v)u~ιy bv). Nous allons montrer que, k etant un entier tel que km=2
(mod ή), il existe une fonction β holomorphe dans C*, ne s'annulant nulle part,
et telle qu'on ait
a(v) = vkβ(vn).
Soient p et ψ comme dans le cas precέdent. On aura tout de meme TΌψ=
ψoT'. Ilvient
TΌψ(u9 v) = T'(pu, pmv) - (a(ρmv)(pu)-\ bpmv)
et
ψoT'(u, v) = Ψ(a(v)u-\ bv) = {ρa{v)u~\ pmbv).
DΌύ, a(ρmv)=p2a(v) pour toute n-ieme racine p de Γunite. En posant
oo
a(v) =^jx
v
υ
v
,
on obtient
CO CO
a(ρmv) = 2 a^mvy = p2 2 a ^ >
ce qui montre que α
v
φ 0 entraine vm = 2 (mod /z). En vertu de (m, n)=ί, α
v
φ 0
entraίne done v = k (mod n), d'oύ Γenoncά. Comme dans le cas precedent, il
vient
x' = (α^M" 1)* = vknβ{vn)nu-" = zkβ(z)nx~1
et
oύ z=xmyn. x/ ety' sont des fonctions entieres de x et y. En envisageant xr
au voisinage de *SΌ, on voit que # = 0 n'est pas point singulier essentiel de β.
Reprenons k de maniere que β reste holomorphe en # = 0 et qu'on ait /3(0)Φ0.
x
f
 etant holomorphe en SQ\ on a i ^ l . y' etant holomorphe en SQ\ on a
km—2+1^0. De la, on deduit successivement km=lyk=m=l,km—2—
— 1=0 (mod n), n=\ et b=c. En ecrivant β(z)=eΛ(z) avec une fonction entiere
Ay nous avons ainsi obtenu la condition m=n=ί et Γexpression suivante de T:
I / = bxe-Λ(xy) .
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Inversement, pour toute fonction entiere A d'une variable et pour toute valeur
b non nulle, cette expression donne pour/(x, y)=xy un automorphisme de C2,
qui transforme toute S2 sur Sbz et qui permute So' et So".
En resume:
Soitf(xy y)=χmyn> oil m et n sont des entiers positifs relativement premiers et
soit φ une fonction entiere non constante d'une variable. Les groupes G, H et N
pour la fonction F=φof sont formes des automorphismes de C2 de la forme
j x =xe
et, seulement dans le cas oil nt=n=l, de ceux de la forme
yf = bxe A(xy),
oil A est une fonction entiere arbitraire d'une variable et b est respectίvement
1) pour G, une valeur non nulle quelconque;
2) pour H, une (kn)-ieme racine de Γunitέ quelconque quand Γorigine est
centre de φ d'ordre k
3) pour N, eg ale a V unite.
Si (m, ra)Φ (1, 1), le groupe K coincide avec N. Si nι=n—l, le groupe K
est forme des automorphismes de C2 de la premiere forme prέcέdente avec b=l.
Done, on a [N: K]=2.
REMARQUES.
1) Si Γorigine n'est pas centre de φ e'est-a-dire si k=ί, on peut supposer
que b—1 pour H. Car, on peut ajouter a A un multiple de 2πi\n sans changer
x'. Alors, H devient egal a N.
2) Comme nous Γavons dit dans ΓIntroduction, les automorphismes in-
troduits par Hermes et Peschl sont, dans le cas de deux variables, ceux qui
appartiennent au groupe K pour/(x, y)=xmyn.
6. Cas de la forme (2-ii)
Soit maintenant
(2-ii) f(x, y) = xm(xιy+P(x)Y ,
oύ /, m et n sont des entiers positifs, tels que (m, w)=l, et P(x) est un polynόme
en x de degre </, tel que P(0)— 1. Soit φ une fonction entiere non constante
d'une variable. Dans ce §, nous etudions les groupes pour F=φof. La
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methode etant parallele a celle dans le § precedent, nous exposerons les parties
importantes et les resultats differents.
Pour chaque valeur z, designons aussi par Sz la surface f=z. z=0 est la
seule valeur critique de /. S
o
 se decompose en deux composantes S
o
': x=0
et S
o
": x
ιy+P(x)=0. S
o
' et S
o
" n'ont pas de point commun. S
o
' est de type
(0, 1) mais S
o
" est de type (0, 2). Pour toute *Φ0, Sz est de type (0, 2).
Soit T un automorphisme de C2 appartenant au groupe G pour F. On a
alors une et une seule valeur cΦO telle que T(SZ)—SCZ pour toute z. L'applica-
tion Φ de C*xC* sur C2—S
o
 definie par
Φ(w, v) = (u\ u-nl(vu-m—P{un)))
jouera le meme role que cellc du § precedent. D'abord on a/(Φ(w, v))=vn. En
choisissant une des w-iemes racines de c, soit b> on iπtroduit un automorphisme
T" de C*XC* comme precedemment de maniere que Γon ait φoT'=T<>Φ. T'
sera exprime alors par (2-a) ou bien par (2-b) du §5. Dans le present cas, on
pourra montrer sans difficulte que la forme (2-b) n'a pas lieu. C'est parce que
S
o
' et S
o
" n
J
ont pas meme type. Tf έtant de la forme (2-a), il existera aussi
une fonction β holomorphe dans C*, n'ayant aucun zάro et telle que Γon ait
a(v)=β(vn) pour toute vΦO. En vertu de la relation ΦoT'=Toφ, (χ'yyr)=
T(x, y) s'ecrit dans C2—S
o
 sous la forme
x' = xβ(z)n
y - χ-ιβ(z)-»ι{b{xιy+P{x))β{z)-»>-P{xβ{zγ)) ,
oύ z=f(x, y). x' etant holomorphe en S
o
", β est holomorphe a Γorigine. Si
/3(0)=0, yf aurait poles sur SQ". Par suite /?(0)=t=0, ce qui nous permet d'ecrire
β(z) = β
o
e
A
"
avec une constante β0 non nulle et avec une fonction entiere A d'une variable
telle que ^ (0)=0. T est alors de la forme
x
f
 = β
n
o
xe nΛ(z)
o v0όbP(x)e^-P(βoXe^) R-
X1
II est evident que le numerateur de la fraction precedente s'annule sur SQ': x=0
avec Γordre ^/. En particulier, en tenant compte de J P ( 0 ) = 1 et ^ 4(0)=0, on a
b=βo. En posant a=β%, nous mettons T sous la forme
( 3 ) I
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oύ
( 4 ) g(x, y) = P(x)e-mA^x'y»-P(axenA(f(χ'y»).
Remarquons que am=βon=bn=c.
Inversement, soient donnees une constante a non nulle et une fonction
entiere A d'une variable de maniere que ^4(0)=0 et que la fonction g(x> y) definie
par (4) avec ces a et A s'annule sur SQ' avec Γordre^:/. L'application T definie
par (3) est alors holomorphe dans C2. On a aussitόt /(#', y')=cf(x, y)> oύ
c=a
m
, ce qui montre que T(Sz)dSC2 pour toutc z. En outre, on peut verifier
directement que Γapplication donnee par
j x = a~~ιx'e~nA'
{ y =
 a
ιy'e(nl+m)A'
+(P(x')emA''-P(a-ιxfe~nAf))x/-ιaιenlAf,
oύ A'=A(a~mf(x', y')), est, dans C2—SQ\ Γapplication inverse de T. T traήs-
forme C2—SJ sur lui-meme, de la faςon biholomorphe. fividemment, T(S0')ci
S
o
f
. Pour prouver que T appartient au groupe G pour F=φofy il reste done a
montrer que T applique S
o
' sur elle-meme bijectivement.
Nous annonςons ici un lemme qui sera demontre dans le § suivant, en
designant par P(V)(0) la valeur en 0 de la z^ -ieme derivee de P, etc., et par [r] le
plus grand entier qui nc depasse pas un nombre reel r:
Lemme 2. Soient a line constante et A une fonction entiere d'une variable
telle que ^4(0)—0. Soit g(x, y) la fonction definie par (4) avec ces a et A. Pour
v=\, 2, •••,/, on a
9 1 / 0 ) = ί P(V)(0) (1~*V) {
oύ <2v est un polynΰme en Aiι)(0), •••, ^ 4 ( [ V / ; M ] ) ( 0 ) , sans terme constanty dont les co-
efficients sont polynόmes en a, P ( 1 ) (0) , •••, P ( v ~ 1 } (0) a coefficients entiers.
Notamment, les valeurs {djdxf g(0, y) pour λ^v^l sont indέpendantes de la
variable y.
D'apres ce lemme, on voit que, si g(x, y) s'annule sur SJ avec Γordre ^l,
alors h(xy y)—x~ιg(x, y) est holomorphe en tout point clc So' et A(0, y) se
reduit a une constante h0. D'oύ, Ύ devient sur So'
x'^0, y'= a-ι(y+h0) ,
ce qui montre que T applique S
o
' sur elle-meme de la maniere bijective. T
etant bijective et holomorphe, T~ι est holomorphe dans tout C2. Nous avons
ainsi vu que T est un element de G pour F tel que T(SZ)=SCZ pour toute z.
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En resume:
Soίt f(x, y)=xm(x1y-\-P(x))n, oil l,m etn sont des entiers positifs, tels que m et
n soient relativement premiers, et P(x) est un polynόme en x de degrέ <Z, tel que
P ( 0 ) = l . Soient φ une fonctίon entiere non const ante d'une variable et F=φof.
Le groupe G pour lafonction F est forme des automorphίsmes de C2 de la forme (3),
on z=f(x, y)y a est une const ante non nulle et A est une fonction entiere d'une
variable, telles que Von ait ^ ( 0 ) = 0 et que la fonction g(x, y) donnέe par (4) s'annule
sur SQ ': x=0 avec Γordre *tl. Ceci έquivaut a dire que Von a
~g(O,y) = Q (*=1,2,.. ,/-1).
Supposons que z—0 est centre de φ(z) d'ordre k. (S'il n'en est pas ainsί, on
pose k=l). Pour qu'un automorphisme de cette forme (3) appartienne augroupe H,
il faut et ίl suffit que akm—\. Pour qu'il appartienne au groupe N, il faut et ίl
suffit que am—\. Pour la prέsente fonction f, le groupe Kcoincide avec N.
D'apres le Lemme 2, les valeurs a, ^ 4(1)(0), •••, A^l'1)/ml\0) subissent certaίnes
conditions algebriques. Si a=l et A^(0)= — =AW-v/ml\0)=0, alors ces condi-
tions sont toutes remplies et, par suite, aucun de ces groupes ne rέduit a Velement
unite. D'ailleurs, A^\0) έtant tout arbitrairespour v>[(l—l)lm], onpeut dire que
les groupes admettent pour parametre une fonction entiere arbitr air e d'une variable.
REMARQUES.
1) Si Itίm, les conditions deviennent tout simples:
-O = 0 (p=l,2,-,l-l),
done, la fonction entiere A ne subit que la condition ^4(0)=0.
2) Si Ifίm et P(x) n'est pas constant, alors a est une certaine racine de
Γunite. Le groupe GjN est done fini. II peut arriver que G se reduise a N.
3) Lorsque P(x) est constant, l^mou non, on pourra observer, suivant le
procede du § suivant, que les conditions se reduisent a
^CD(O) = ... = ^(U/-i)/-])(θ) = 0 .
a etant arbitraire, le groupe GjN est isomorphe au groupe multiplicatif C*.
4) Par rapport au groupe N=K, les conditions se rendent bien simples,
meme si l>m:
a~=l, P ^ ( 0 ) ( l - ^ ) = 0 ( i / = l , 2 , . . . , / - l ) ,
w^O) = 0.
Car, on pourra montrer que Qjm (jm<.l) est somme d'un multiple non nul de
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et d'un polynόme en ^4(1)(0), •••, ^'-^(O), sans terme constant, dont les
coefficients sont des polynόmes en a, P(1)(0), •• ,P°'w"1>(0) a coefficients entiers.
5) Dans le cas oύ l < m < / et P(1)(O)φO, on verra que les conditions se
reduisent a
a = 1 , AW(0) = ••• = A^ι-^m^(0) = 0 .
7. Demonstration du Lemme 2
Pour prouver le Lemme 2, nous pouvons considerer la variable y comme
parametre et nous convenons d'ecrire
ί{xy) m)ifi°y) etc
Introduisons par recurrence une suite d'operateurs differentiels L
v t
(v=l, 2, •••; i=0, 1, 2, •••, p+1) comme suit:
L-»,oφ = L
v
^+1φ = 0 ,
pour v^l et 1^/^z^+l, oύ 9? est une fonction entiere. Par exemple, il vient
L2Λφ=D
2
φy L2>2φ=(DφY; L3Λφ=D*φ, L3i2φ=3(Dφ)(D2φ)y L3t3φ=(Dφ)\ De-
finissons une autre suite L
v
 (^=0, 1, 2, •••) par
L
o
φ = 1 ,
en particulier, L
x
cp=Dcp. On aura tout de suite les relations
( 5 ) L ^ = S - i i , ^ (*=1,2, . . ) .
Pour z^=l,2, ••• et pour z= 1, 2, •••, v, designons par Λ
v
,, Γensemble des
suites de z> nombres entiers non negatifs λ=(λ!, •••, λ
v
) tels que Σ*=i k\k=v et
que Σ*-i ^ * = z Alors, Ly>t9? s'ecrit comme polynόme des dέrivees de φ d'ordre
<; v sous la forme
oύ λ=(λ! , •••, λ
v
) parcourt Γensemble Λ
v>f et les coefficients aλ sont les entiers
positifs qui sont determines completement par recurrence; par exemple, α α ) = l ;
Au moyen des operateurs introduits ci-dessus, on a pour z>=l,2, ••• les
formules suivantes:
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D\Q(φ(x))) = Σϊ-α (D<Q)(<p(X)).{L,Mx)).
( 7 )
oύ φ et Q sont des fonctions entieres d'une variable.
En effect, pour i/=l, la premiέre formule sera verifiέe immέdiatement.
D'apres Γhypothέse de rέcurrence, on a
D{D\Q{φ))) = ΊlUφ
ce qui prouve la premiere. En particulier, pour Q(φ)=eφ, la premiere et (5)
entrainent la deuxieme. La troisieme est une consequence de la deuxieme et de
la formule de Leibniz.
Cela pose, commenςons par remarquer que Γon a
(Df)0 = -. = (Zy-yjo = 0 , et (D*f)0 = ml
et, pour m<v<tn+l, (Z>v/)0 est un polynόme en (ZλP)0, •••, (D"J~mP)Q, sans terme
constant, a coefBcients entiers done il ne depend pas de la variable y. Pour la
simplicite de Γecriture, soit R
o
 Γanneau des entiers et soient, pour v=l, 2, •••,
/— 1, i?
v
 Γanneau des polynόmes en (DP)0, •••, (DVP)O a coefficients entiers.
Alors, Λ o C ^ C . . c / ϊ ^ et (DJ)0^R^m.
En vertu de la formule (6) et des remarques precedentes, on observe que
{ (Lv,,( v,, /)o = 0 , (si \^v<m ou si
M (si m ^
En effect, supposons que mSv<m-\-l, v\m<i^v et (X19 •••, λ v ) ε Λ V i f . Si
λ ^ •. = \
m
_ 1 = 0 , on aurait v=mXm-{ \-vX-»^:m(Xm-\-'"JrX^)=mi>v. D'oϋ,
tous les termes dans la sommation de (6) pour φ=f se reduisent a zero en x=0.
Le reste de (8) est trivial.
D'apres (6), (7) et (8), on a pour un entier p ( = — m ou n)
(si i;=0),(9) (^(M(/)))o=,
 0
Et, si m^v<m-\-l, elle est un polynόme en (DA)0, •••, (Z>[Vw3^4)0 sans terme con-
stant a coefficients dans R
v
-
m
.
En effect, d'apres (7) on a
(D\pA(f)))0 = p Σ?
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D'apres (8), elle est nulle pour ί^v<m et egale a
qui est une forme lineaire en (DA)Oy •••, (D^/mlA)0 a coefficients dans i?v-w> pour
l. En vertu de (5) et (6), on en deduit aussitόt Γenonce (9).
Nous allons montrer que I'on a
Γ a* (si \<v<m+ly i=v),
(10) (L^(axe^f%=\ , ~ ~ ' \
[ 0 (si
Et, si m<v^m-\-l et l ^ / O , elle est produit de α1 par un polynόme en
(DA)09 •••, (Z>C(V"1)/wi]^4)0 sans terme constant a coefficients dans JRV_MI_1.
En effect, en vertu de (7), on a pour x=0 et pour z>^l
a laquelle (9) est applicable. Le cas oύ i/=l est un cas exceptionnel, oύ cette
valeur de la derivee est egale a a. Dans la formule (6) pour la fonction φ(x)—
axe
nΛif\ le terme avec (λj, •••, λ
v
) = ( ^ , 0, •••, 0), qui ne figure que pour i=v, est
exceptionnel. En outre, on a α(V,o,...,o)=l pour v7>\. En tenant compte de ces
faits, on arrivera a Γenonce (10), a Γaide de (6) et (9).
Demonstration du Lemme 2.
II s'agit de calculer les valeurs en x—0 des derivees d'ordre ^/de la fonction
g(x, y) = P(χ)e-mAMχ>y»—P(axenAW'y») .
On a en vertu de (7)
En tenant compte de/(0, j )=0, P(0)=l et i4(0)=0, on en deduit
(11) {Wg\ = {WP\{\~c?)
D'apres (9) et (10), on a pour \<,v<m
oύ on remarque que (DvP)0=0 pour v^l. Si m^^^/(</+^/), le deuxieme
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terme du second membre de (11) est un polynόme en (DA)Oi •••, (Dίv/mlA)0 sans
terme constant a coefficients dans i?
v
-i Le troisieme terme est un polynδme en
(DA)Oy •••, (DL^~1)/mlA)0 sans terme constant a coefficients dans i?v-iM> anneau
des polynόmes en a a coefficients dans i?
v
-i> ce qui acheve la demonstration du
Lemme 2.
8. Appendice
Soit donnee une fonction φ, uniforme et meromorphe dans tout le plan
C, et supposee non constante. II s'agit du groupe G des automorphismes de
C qui laissent invariante la fonction φ.
Pour cela, designons par Ω le sous-groupe additif de C forme des periodes
de φ. Pour ωGϊC, Γautomorphisme T de C defini par τ(z)=z-\-ω s'appellera
translation correspondant a ω. Pour Θ^R et pour a^C, Γautomorphisme p de
C defini par p(#)=elθ(.2:—ά)-\-a sera dit rotation de centre a et d'angle θ. Les
translations correspondant & toutes les ωGΩ forment un sous-groupe A de G.
Cela revient & dire que 4^ est forme des elements de G n'ayant pas de point in-
variant. A est manifestement isomorphe k Ω. II est un groupe abelien libre
de rang fj2. Pour aGC, designons par G
a
 Γensemble des elements de G qui
laissent invariant le point a. G
a
 est un sous-groupe fini de G. Si Γordre
k= \G
a
\ est > 1, on dit que a est un centre de φ d'ordre k. Pour un entier k>l,
notons Ek Γensemble des centres de φ d'ordre k et posons E=E2\JE3\J
Cela pose, en discernant neuf cas, nous pouvons έnoncer les rάsultats
suivants:
1°. [rang Ω=0, E= 0] .
Dans ce cas, G se reduit a Γelement unite.
2°. [rangΩ=0, E±0].
E se reduit & un seul point, soit a> et on a G=G
a
. G est un groupe cyclique
d'ordre fini k= \G
a
\, engendre par la rotation de centre a et d'angle 2π/k. φ(z)
est une fonction de (z—df.
3°. [rangΩ-1, E= 0] .
On a G=A. φ(z) est une fonction de eaz, oύ 2πia~ι est un generateur de Ω.
4°. [rangΩ-1,
Soient a€ΞE, ω un generateur de Ω, T la translation correspondant a ω, et
p la rotation de centre a et d'angle π. G est alors engendre par p et T avec les
relations fondamentales ρ2=id et ρτ=τ~1ρ. On a [G: A]=2 et ί ^ E ^
<p(#) est une fonction de cos (az-\-β), ou α=2τrω"1 et β=—aa.
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5°. [rangΩ-2, E= 0] .
On a G=A. φ est une fonction elliptique dont le groupe des periodes est Ω.
6°.
Soient a^E2\ p la rotation de centre a et d'angle π\ ωly ω2 une base de
Ω; τ
x
 et τ2 les translations correspondant a ω1 et a ω2 resp. Alors, G est
engendre par τly τ2 et p avec les relations fondamentales p
2
=idy
 TiT2=T2Ti> Pτi—
τ
ϊ
ιp et p^2r=T2lp- On a [G: A\=2 et E=E2=a-\-\Ω. φ{z) est une fonction
rationnelle de la fonction de Weierstrass ^β(z—a; ωly ω2).
Dans les derniers trois cas suivants, soit k Γentier maximum tel que Ek+ 0.
Si rang Ω = 2 et E^E2i on voit aisement que k doit etre 3, 4 ou 6. Prenons un
point a de £ ^ cojGΩetωgEΩde maniere que | ωj | soit la plus petite non nulle;
qu'on ait Im(ω2/ω1)>0, — | < R e (ωg/ω^^i, | ω2/ω1\ > l et que ω: et ω2 forment
une base de Ω. Soient p la rotation de centre a et d'angle 2π/k; τ
λ
 et τ2 les
translations correspondant a ω
λ
 et ω2 resp.
7°. [rangΩ=2, Λ=3].
On a ω2lω1=e
gi/3
 et G est engendre par τ1? τ2 et p avec les relations fonda-
mentales ps=id, τ 1τ 2=τ 2τ 1, pτ1=τγ
1
τ2p et ρ^2=τγ
1p. On a [G: -4]=3 et E=E3=
(α+Ω) U (α+(ω!+ω2)/3+Ω) U (Λ—(ωj+ω^/β+Ω). 9?(^ ) est une fonction ration-
nelle de ^\z—a\ ωly ω2).
8°. [rang Ω=2, Λ=4] .
On a ω2lω1—i et G est engendre par Tj, T2 et p avec les relations fonda-
mentales p4=id, r1τ2=τ2τly pτ1^=τ2p et pτ2=τ^
ιp. On a [G: Λ]=4, E=EAl)E2y
EA=(a+n) U (α+(ωi+ω2)/2+Ω) et E2=(a+ωJ2+Ω) U (α+ω2/2+Ω). ^ ) est
une fonction rationnelle de ?β"(z—a; ωly ω2).
9°. [rang Ω=2, k=6] .
On a ω2jωι=eΛ/ιZ et G est engendre par τl9 τ2 et p avec les relations fonda-
mentales p6=id, r1τ2=τ2τly pτ1=τ2p et pτ2=τjιτ2p. On a [G: 4^] = 6, E=E6Ό
Ez\jE2y E6=a+Ωy £ 3=(α+(ω 1+ω 2)/3 + Ω)U(α-(ω1+ω2)/3 + Ω) et ^ 2 - ( α +
ωj/2+Ω) U (β+ω2/2+Ω) U (β+(ω1+ω2)/2+Ω). φ(z) est une fonction rationnelle
de ψ4)(z—a; ωly ω2).
Les resultats qu'on vient d'indiquer seront aisement etablis a Γaide des
enonces suivants, qu'on sait bien:
1) Tout element de G est une translation ou une rotation.
2) Si flEfi et τ(=Gy alors Gτ(a)=τGar~1 et τ(ά)(=E.
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3) Soient a^Έ\ b^E\ k un entier > 1 qui divise a la fois Γordre de G
a
 et
celui de Gb; et ζ£ΞC tel que ζ
k
=l. Alors, ( l - f ) ( β - i ) G Ω .
4) Soient p et q des entiers > 1 tels que Ep4= 0 et J£gΦ jzf. Alors, il existe
un point α€=C tel que le plus petit multiple commun aux p et q divise Γordre
de G
a
.
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