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Abstract
The purpose of this paper is to derive product representations for generalizations of theRogers–Ramanujan
series. Special cases of the results presented here were ﬁrst stated by Ramanujan in the “Lost Notebook”
and proved by George Andrews. The analysis used in this paper is based upon the work of Andrews and the
broad contributions made by Mourad Ismail and Walter Hayman. Each series considered is related to an ex-
tension of the Rogers–Ramanujan continued fraction and corresponds to an orthogonal polynomial sequence
generalizing classical orthogonal sequences. Using Ramanujan’s differential equations for Eisenstein series
and corresponding analogues derived by V. Ramamani, the coefﬁcients in the series representations of each
zero are expressed in terms of certain Eisenstein series.
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1. Introduction
Toward the end of his life, Ramanujan recorded many of his results in a set of papers [31]
that subsequently disappeared from view of the mathematical community for over ﬁve decades.
In 1976 George Andrews re-discovered these notes in a Cambridge library. Since then, these
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documents have been collectively referred to as the “Lost Notebook.” A full account of the
interesting history of Ramanujan’s Lost Notebook can be found in [3,7]. One enigmatic fragment
in the lost notebook can be found on page 57. Here Ramanujan makes the assertion that the
Hadamard product expansion for the entire function of z
R(z) :=
∞∑
n=0
qn
2
zn
(q; q)n (1.1)
is given by
∞∏
n=1
(
1 + zq
2n−1
1 − qny1 − q2ny2 − q3ny3 − · · ·
)
, (1.2)
where
y1 = 1
(1 − q)2(q) , y2 = 0, (1.3)
y3 = q + q
3
(q; q)32(q)
−
∑∞
n=1
(2n − 1)q2n−1
1 − q2n−1
(1 − q)36(q) (1.4)
and
y4 = y1y3. (1.5)
Here the standard notation for q-products is used, (a; q)0 = 1, and for n1,
(a; q)n =
n−1∏
k=0
(1 − aqk) and (a; q)∞ = lim
n→∞(a; q)n, |q| < 1. (1.6)
Ramanujan’s notation
(q) :=
∞∑
n=0
qn(n+1)/2 = (q
2; q2)∞
(q; q2)∞ (1.7)
is also used throughout this paper. The last equality of (1.7) follows from the Jacobi triple product
identity [7, p. 34, Entry 18]
(−qz; q2)∞(−q/z; q2)∞(q2; q2)∞ =
∞∑
n=−∞
qn
2
zn, |q| < 1. (1.8)
The appearance of R(z) in the above context is surprising since R(z) is a one-parameter
extension of the celebrated Rogers–Ramanujan functions
R(1) =
∞∑
n=0
qn
2
(q; q)n and R(q) =
∞∑
n=0
qn
2+n
(q; q)n (1.9)
which are known to satisfy the famous Rogers–Ramanujan identities [33]
R(1) = 1
(q; q5)∞(q4; q5)∞ , R(q) =
1
(q2; q5)∞(q3; q5)∞ . (1.10)
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The form of these product representations is entirely different from the Hadamard product for
R(z) given by (1.2)–(1.5). The functionsR(1) andR(q) are also related to the Rogers–Ramanujan
continued fraction via the relation [33,30]
R(q)
R(1)
= 1
1 +
q
1 +
q2
1 +
q3
1 + · · · , |q| < 1. (1.11)
Andrews [4] gave a proof of Ramanujan’s representation (1.2)–(1.5) for R(z). Andrews derived
a remarkable recursion formula for the parameters yj , j ∈ N, appearing in (1.2), which can be
used to compute these parameters for any index j ∈ N in terms of parameters of lower index and
the series
m,k := m,k(q) :=
∞∑
n=−∞
(−1)nn(n − 1) · · · (n − k + 1)qn2+nm. (1.12)
The key ingredient in the proof given by Andrews is that the series R(z) is the uniform limit of
a sequence of orthogonal polynomials whose zero-distribution is known. By estimating special
values of the approximating polynomials and the series R(z), Andrews derived estimates for the
zeros of R(z). The bounds on these zeros allow the identity R(zn) = 0, for each zero zn of R(z),
to be recast as a power series identity that implies the formulas given in (1.3)–(1.5).
In this paper, we consider the zeros of more general entire functions
f (z) := f (z, a; q) :=
∞∑
n=0
qn
2
zn
(q; q)n(aq; q)n (1.13)
and
G(z) := G(z, a, b; q) :=
∞∑
v=0
(−z/a; q)v
(q; q)v(bq; q)v a
vqv(v+1)/2 (1.14)
for small positive values of a, b, q. Each of these series is the uniform limit of a sequence of orthog-
onal polynomials. These series are also of interest because their quotients deﬁne generalizations of
the Rogers–Ramanujan continued fraction appearing in Ramanujan’s Lost Notebook [6, Chapter
6]. Functions subsumed by f and G appear in numerous places in Ramanujan’s Notebooks [30]
and arise in intriguing physical, combinatorial and analytic investigations [1,2,12,18,26,27,35].
Since the series f (z, a; q) and G(z, a, b; q) reduce to R(z) for a = b = 0, estimates on the zeros
of R(z) will be used to ﬁnd nontrivial intervals of the form 0 < a < a and 0 < b < b in which
the zeros of f (z, a; q) andG(z, a, b; q) satisfy estimates given by Andrews for the zeros ofR(z).
For these values of a and b, power series identities will be derived that imply expansions for the
zeros of f (z, a; q) and G(z, a, b; q) akin to those derived by Ramanujan for the zeros of R(z).
Hayman [14] expressed the series f (z) in terms of a q-Bessel function [17] and gave an
asymptotic description of the zeros of f (z) in the following theorem.
Theorem 1.1. Let
f (z) :=
∞∑
n=0
qn
2
zn
(q; q)n(aq; q)n (1.15)
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and let the zeros zn, n1, of f (z) be arranged according to nondecreasing moduli. Then, if k is
any positive integer, as n → ∞, we have the asymptotic expansion
zn = −q1−2n
{
1 +
k∑
v=1
bvq
nv + O(q(k+1)n)
}
, (1.16)
where the constants bv depend on a and q. In particular,
b1 = − 1 + a
(1 − q)2(q) . (1.17)
Hayman and Ismail conjectured that the zeros of f (z) can be represented by convergent series.
Using a different approach than Hayman, Ismail and Zhang [20] subsequently proved this conjec-
ture, provided the index of the zero, zn, is sufﬁciently large. In this paper, we derive convergent
series representations for the zeros, zn, appearing in (1.16). Our results are valid for any index
n, provided a and q are sufﬁciently small. We also generalize Hayman’s result by developing a
corresponding representation for the zeros of G(z, a, b; q). Our results imply Hadamard product
expansions analogous to (1.2) for the functions f (z, a; q) and G(z, a, b; q).
Ismail and Zhang [20] derive intriguing formulas relating the zeros of R(z) and f (z, a; q) to
the Jacobian elliptic functions [36]. These authors make several conjectures about the coefﬁcients
appearing in the series representations for the zeros of R(z). For additional work motivated by
these conjectures, see [16].
The bilateral series m,k in (1.12) appear prominently in the series expansions for each zero
of f and G. We show, for each pair of nonnegative integers m and k, that m,k can be represented
in terms of 1,1, 0,0, and the series obtained by taking iterated derivatives of these functions
with respect to q. These representations, in turn, connect the zeros of f and G with the classical
Eisenstein series studied by Ramanujan in his famous 1914 paper [32]. Here Ramanujan deﬁned,
for |q| < 1,
P(q) := 1 − 24
∞∑
n=1
nqn
1 − qn , (1.18)
Q(q) := 1 + 240
∞∑
n=1
n3qn
1 − qn , (1.19)
R(q) := 1 − 504
∞∑
n=1
n5qn
1 − qn , (1.20)
and proved that
q
dP
dq
= P
2 − Q
12
, (1.21)
q
dQ
dq
= PQ − R
3
, (1.22)
q
dR
dq
= PR − Q
2
2
. (1.23)
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Also appearing in the series expansions for the zeros of f and G are analogues to the classical
Eisenstein series, namely,
e(q) := 1 + 24
∞∑
n=1
nqn
1 + qn , (1.24)
P(q) := 1 + 8
∞∑
n=1
(−1)n−1nqn
1 − qn , (1.25)
Q(q) := 1 − 16
∞∑
n=1
(−1)n−1n3qn
1 − qn , (1.26)
considered by Ramamani in her Ph.D. dissertation [28,29]. The series e(q) andQ(q) are modular
forms on 0(2) of weight 2 and 4, respectively [8,9], where
0(2) :=
{(
a b
c d
) ∣∣∣∣ a, b, c, d ∈ Z; ad − bc = 1; c even
}
. (1.27)
The series P(q) is called a quasimodular form [13]. Ramamani showed that these series satisfy
differential equations similar to (1.18)–(1.20):
q
de
dq
= eP −Q
2
, (1.28)
q
dP
dq
= P
2 −Q
4
, (1.29)
q
dQ
dq
= PQ− eQ. (1.30)
Using the differential equations (1.18)–(1.20) and (1.28)–(1.30), we show that the parameters
(q; q)j yj , j1, appearing in the series expansion for each zeromay be regarded as polynomials in
q and the series−2, P ,Q,R,P,Q and e. For example, wemay continueRamanujan’s derivation
of the coefﬁcients in (1.2) to obtain
y5 = 729 + 24Q− e(810 − 74e + 24P − 8P) − Q
17 280(1 − q)510(q)
+ (q + q
3)(e − 9)
8(1 + q)(1 + q + q2)(1 − q)56(q)
+q
2(1 + q + q2 + q4)(1 + q2 + q3 + q4)
(q; q)52(q)
. (1.31)
2. A one-parameter generalization
Our ﬁrst goal is to prove the following Hadamard product expansion for f (z).
Theorem 2.1. There exists an r > 0 such that for 0 < q, a < r , with a = qk, k ∈ N,
∞∑
n=0
xnqn
2
(q; q)n(aq; q)n =
∞∏
n=1
(
1 + xq
2n−1
1 −∑∞i=1 yiqni
)
,
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where
y1 = 1 + a
(1 − q)2(q) , y2 = 0, (2.1)
y3 =
q(1 + a)(1 + q2)
(
1 + a + a2 + 2aq
1 + q2
)
(q; q)32(q)
− (1 + a)
3
(1 − q)36(q)
×
∞∑
n=1
(2n − 1)q2n−1
1 − q2n−1 , (2.2)
y4 = y1y3. (2.3)
The yi , i ∈ N, are analytic functions of q for |q| < 1 and any a such that aqk = 1, k ∈ N.
Moreover, for N0, the yj satisfy the recursion formulas
0 =
∑
j1+j2+j3=N
j1,j2,j3  0
(
N
j1, j2, j3
)
(−1)j2j2!qj2(j2+1)/2
(q; q)j2
(−1)j3j3!qj3(j3+1)/2aj3
(q; q)j3
×
∑
k1+2k2+···+j1kj1=j1
k:=k1+k2+···+kj1
ki  0
j1!n(n − 1) · · · (n − k + 1)yk11 · · · y
kj1
j1
j2+j3+1,k
k1!k2! · · · kj1 !
, (2.4)
and for each j1, (q; q)j yj is a polynomial in Q(a, q,−2(q), P,Q,R,P,Q, e).
To establish needed facts about the radius of convergence for the series expansion of the zeros
of f (z), we need a relevant version of the implicit function theorem [23, pp. 117–121]. We ﬁrst
introduce the following notation for multi-indices:
Notation 2.1. For  = (1, 2, . . . , m) ∈ (N ∪ {0})m and x = (x1, x2, . . . , xm) ∈ Rm, set
! = 1!2! . . . m!, (2.5)
|| = 1 + 2 + · · · + m, (2.6)
x = x11 x22 · · · xmm , (2.7)
|x| = |x1|1 |x2|2 · · · |xm|m. (2.8)
Theorem 2.2. Let x ∈ Rm and y ∈ R. Suppose the power series
F(x, y) =
∑
||,k>0
a,kx
yk (2.9)
is absolutely convergent for |x| < R1, |y| < R2. If a0,0 = 0 and a0,1 = 0, then there exists
r0 > 0 and a power series
f (x) =
∑
||>0
cx
 (2.10)
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such that (2.10) is absolutely convergent for |x| < r0 and
F(x, f (x)) = 0. (2.11)
The radius of convergence in Theorem 2.2 can be described more precisely [24, pp. 26–38].
Theorem 2.3. For each function F(x, y) satisfying the hypotheses of Theorem 2.2, there exist
positive real numbers C and R such that
∣∣∣ a,ka0,1
∣∣∣ CR||+k for all  ∈ (N∪{0})m and k ∈ N∪{0}
with (, k) /∈ {(0, 0), (0, 1)}. The radius of convergence for the series (2.10) is at least as large
as the radius of analyticity for the function y(x) which solves the quadratic equation
(1 − Ry)[C + (1 + CR)y] = C
m∏
j=1
(1 − Rxj )−1. (2.12)
Instead of applying the implicit function theorem directly to f (z), we ﬁrst consider the zeros
of a particular polynomial sequence whose coefﬁcients are polynomials in q.
Deﬁnition 1. For n,m ∈ Z, deﬁne the q-binomial coefﬁcients by
[
n
m
]
=
⎧⎨
⎩
(q; q)n
(q; q)m(q; q)n−m , 0mn,
0 otherwise.
(2.13)
Deﬁnition 2. Deﬁne the generalized Stieltjes–Wigert polynomial sequence by
Pn(z) =
n∑
v=0
[
n
v
]
qv
2+vzv
(aq; q)v , n ∈ N. (2.14)
These polynomials are equivalent to the q-Laguerre polynomials [22, §3.21] and have been
studied extensively by Chihara [10, pp. 174–175], Moak [25], Koekoek [21], Christiansen [11],
Ismail and Rahman [19]. The deﬁnition given by (2.14) follows Chihara’s notation, but most
authors now use the notation associated with the q-Laguerre polynomials, where a is replaced
by q. The polynomials (2.14) are known to be orthogonal for small values of a > 0. Their
zeros are all real, simple, and negative [10, pp. 26–30, 174–175]. To deduce further facts about
the distribution of the zeros of Pn(z, a; q), we will employ an elementary functional equation
relating these polynomials to the classical Stieltjes–Wigert polynomials Pn(z, 0; q) [34, p. 245,
Equation (8)35, p. 33] through a limiting case of the q-binomial theorem [5, p. 490],
∞∑
n=0
(a; q)n
(q; q)n z
n = (az; q)∞
(z; q)∞ for |z| < 1 and |q| < 1. (2.15)
In particular, setting a = qN in (2.15), we obtain
1
(z; q)N =
∞∑
k=0
[
N + k − 1
k
]
zk for N1 and |z| < 1. (2.16)
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Applying (2.16), for |aq| < 1, we ﬁnd that
Pn(z, a; q)=
n∑
k=0
[
n
k
]
qk
2+kzk
(aq; q)k
=
n∑
k=0
[
n
k
]
qk
2+kzk
∞∑
j=0
[
k + j − 1
j
]
(aq)j
= Pn(z, 0; q) +
∞∑
j=1
n∑
k=1
[
n
k
] [
k + j − 1
j
]
qk
2+k+j aj zk. (2.17)
Deﬁne, for each pair of positive integers n and i and for 0 < q < 14 ,
Fn,i(a, q) :=
∞∑
j=1
n∑
k=1
[
n
k
] [
k + j − 1
j
]
qk
2+k+j aj (−q−2i−1)k. (2.18)
Then
Fn,i(a, q) = q−i2
∞∑
j=1
n∑
k=1
[
n
k
] [
k + j − 1
j
]
q(k−i)2+j (−1)kaj , (2.19)
and Fn,i(a, q) is analytic in a at a = 0 with Fn,i(0, q) = 0. Moreover, using simple bounds for
the q-binomial coefﬁcients given in [7, p. 287], namely,
1
[
n
m
]
<
16
11
for 0 < q < 1/4, (2.20)
we see that
lim
a→0 q
i2Fn,i(a, q) = 0 (2.21)
uniformly for each pair of positive integers n, i and 0 < q < 14 . In particular, there exists a  > 0
such that for |a| < ,
qi
2 |Fn,i(a, q)| < 211 . (2.22)
In [7, p. 288], Andrews uses the estimate (2.20) to prove that for each pair of positive integers
i and n,
(−1)iPn(−q−2i−1, 0; q)q−i2 211 , 0 < q < 14 . (2.23)
Estimate (2.23) shows that the zeros of the Stieltjes–Wigert polynomials, Pn(z, 0; q), are well-
separated, a result proved by Christiansen in [11] for 0 < q < 1. We apply (2.23) to prove the
following theorem.
Theorem 2.4. Let 0 < q < 14 . For  > 0 satisfying (2.22) and |a| < , there is a unique zero of
Pn(z, a; q) in the interval (−q−2i−1,−q−2i+1) for each integer 1 in.
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Proof. By setting z = −q−2i−1 in (2.18), we observe that (2.22) and (2.23) together imply
(−1)iPn(−q−2i−1, a; q) = (−1)iPn(−q−2i−1, 0; q) + (−1)iFn,i(a, q)
 q−i2 2
11
+ (−1)iFn,i(a, q) > 0.
The theorem follows by noting that Pn(z, a; q) is a polynomial in z of degree n that alternates in
sign at the values {−q−2i−1}ni=0. 
We next consider the uniform limit
P∞(z, a; q) = lim
n→∞Pn(z, a; q). (2.24)
By Theorem 2.4, the polynomial Pn(z, a; q) has a unique zero lying on the interval (−q−2i−1,
−q−2i+1) for each integer i, 1 in. The interlacing theorem for orthogonal polynomials [10, pp.
27–28] implies that the same will be true for the zeros ofP∞(z, a; q). Let the zeros ofP∞(z, a; q)
be ordered according to increasing modulus, so that
0 > z1 > z2 > · · · . (2.25)
We therefore have
−q−1−2n < zn < −q1−2n, 0 < q < 1/4, 0 < a < .
Here  > 0 is given by (2.22). We next reﬁne this estimate.
Theorem 2.5. For each ﬁxed a with 0 < a < , where  > 0 is chosen to satisfy (2.22), there
exists 0 > 0 such that for 0 < q < min{0, 14 }, the nth zero, zn, of P∞(z, a; q), satisﬁes
− q−2n < zn < −q1−2n. (2.26)
Proof. We ﬁrst show that for each positive integer i, and sufﬁciently small positive values of a,
(−1)iP∞(−q−2i , a, q) > 0. (2.27)
Note that
(−1)iP∞(−q−2i , a, q) = (−1)i
∞∑
n=0
qn
2+n(−q−2i )n
(q; q)n(aq; q)n
= q−i2
{
i−1∑
n=0
q(n−i)2+n(−1)n−i
(q; q)n(aq; q)n +
∞∑
n=i
q(n−i)2+n(−1)n−i
(q; q)n(aq; q)n
}
:= q−i2{S1 + S2}.
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In S1, we reverse the order of summation through the change of indices
n = i − 1 − h, h = 0, 1, . . . , i − 1. (2.28)
In S2, we replace n with n + i to obtain, altogether,
(−1)iP∞(−q−2i , a, q)
= q−i2+i
{ ∞∑
n=0
qn
2+n(−1)n
(q; q)n+i (aq; q)n+i −
i−1∑
h=0
qh
2+h(−1)h
(q; q)i−1−h(aq; q)i−1−h
}
= q−i2+i
{
i−1∑
h=0
(−1)hqh2+h
(
1
(q; q)h+i (aq; q)h+i −
1
(q; q)i−1−h(aq; q)i−1−h
)
+
∞∑
n=i
qn
2+n(−1)n
(q; q)n+i (aq; q)n+i
}
(2.29)
:= qi−i2{T1 + T2}. (2.30)
For integers i1 and 0h i − 1, note that,
A(h, i) := qh2+h
(
1
(q; q)h+i (aq; q)h+i −
1
(q; q)i−1−h(q; aq)i−1−h
)
> 0 (2.31)
and
A(h + 1, i)= q(h+1)2+h+1
(
1
(q; q)h+i+1(aq; q)h+i+1 −
(1 − qi−1−h)(1 − aqi−1−h)
(q; q)i−1−h(aq; q)i−1−h
)
= q(h+1)2+h+1
(
1
(q; q)h+i (aq; q)h+i (1+O(q)) −
(1+O(q))
(q; q)i−1−h(aq; q)i−1−h
)
= q(h+1)2+h+1
(
(1 + O(q))
(q; q)h+i (aq; q)h+i −
(1 + O(q))
(q; q)i−1−h(aq; q)i−1−h
)
=O(q2h+2A(h, i)).
Thus,
A(h, i) − A(h + 1, i) = A(h, i)(1 + O(q)) as q → 0. (2.32)
Therefore, there exists an  > 0 depending only on  such that for 0 < q < , the terms of T1
are monotonically decreasing. In this region we may estimate T1 and T2 as alternating series. In
particular, truncating T1 at the second term, we obtain
T1 
(
1
(q; q)i(aq; q)i −
1
(q; q)i−1(aq; q)i−1
)
−q2
(
1
(q; q)i+1(aq; q)i+1 −
1
(q; q)i−2(aq; q)i−2
)
= 1
(q; q)i+1(aq; q)i+1
(
(qi+1; q)1(aqi+1; q)1
−(qi; q)2(aqi; q)2 − q2 + q2(qi−1; q)3(aqi−1; q)3
)
, (2.33)
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and similarly
T2 − q
i2+i
(q; q)2i (aq; q)2i = q
i2+i 1
(q; q)i+1(aq; q)i+1 ·
1
(qi+2; q)i−1(aqi+2; q)i−1 .
(2.34)
The inequality
n∏
k=1
(1 − xk)1 −
n∑
k=1
xk, 0xk1, (2.35)
can easily be proved by induction on n, so that for 0a1,
1(aqi+2; q)i−11−aqi+2
i−2∑
k=0
qk = 1−aqi+2 1 − q
i−1
1 − q =
1 − q − aqi+2 + aq2i+1
1 − q .
(2.36)
This implies that
1 1
(aqi+2; q)i−1 
1 − q
1 − q − aqi+2 + aq2i+1 . (2.37)
Therefore,
T1 + T2
 1
(q; q)i+1(aq; q)i+1
{
(qi+1; q)1(aqi+1; q)1 − (qi; q)2(aqi; q)2
−q2 + q2(qi−1; q)3(aqi−1; q)3 − qi2+i 1 − q1 − q − qi+2 + q2i+1
× 1 − q
1 − q − aqi+2 + aq2i+1
}
. (2.38)
By obtaining a common denominator on the right side of inequality (2.38) and factoring, it follows
that, for 0 < a < , where  > 0 is prescribed by (2.22),
T1 + T2  q
i
(q; q)i+1(aq; q)i+1(1 − q − q2+i + q1+2i )(1 − q − aq2+i + aq1+2i )
×{1 + a + O(q)}. (2.39)
From (2.39) we see that for 0 < a < , there exists 0() > 0 such that for 0 < q < 0,
T1 + T2 > 0. Therefore, by (2.29),
(−1)iP∞(−q−2i , a, q) > 0, 0 < a < , 0 < q < 0. (2.40)
By the interlacing theorem and Theorem 2.4, there is a unique zero of P∞(z, a; q) in the open
interval (−q−1−2n,−q1−2n) for each positive integer n. Consequently, for 0 < a <  and
0 < q < min{0, 14 }, inequality (2.40) implies that the values
P∞(−q1−2na, q) and P∞(−q−2n, a, q) (2.41)
are opposite in sign. It follows that P∞(z, a; q) must have a unique zero in (−q−2n,
−q1−2n). 
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3. A Hadamard product for Hayman’s function
Deﬁne f (z) as in (1.13). For each ﬁxed a and |q| < 1, f (z) is an entire function of z of ﬁnite
order with zeros z1, z2, . . . and f (0) = 0. Thus, we have the Hadamard product representation
f (z) = eH(z)
∞∏
n=1
(
1 − z
zn
)
, (3.1)
where H(z) is a polynomial of degree not exceeding the order of f (z), say . The order of an
entire function
∞∑
n=0
anz
n
is given by
 = lim sup
n→∞
n log n
log(1/|an|) ,
provided this limit exists. Thus, the order of P∞(z, a; q) := P∞(z) equals
0= lim inf
n→∞
n log n
log
(
(q; q)n(aq; q)n
qn
2+n
)
= lim inf
n→∞
n log n
log(q; q)n + log(aq; q)n − (n2 + n) log q = 0.
That is, H(z) is constant. Moreover, since P∞(0) = 1, we see that eH(z) = 1. Hence, we have
the product representation
P∞(z) =
∞∏
n=1
(
1 − z
zn
)
.
Replacing z with z/q, we then have
∞∑
n=0
znqn
2
(q; q)n(aq; q)n =
∞∏
n=1
(
1 − z
qzn
)
, (3.2)
where, by Theorem 2.5,
−q−2n < zn < −q1−2n, 0 < q < min{1/4, 0}, 0 < a < .
The goal of the next three sections is to derive series expansions for the zeros zn. We will combine
these representations with (3.2) at the conclusion of Section 6 to prove Theorem 2.1.
4. Derivatives of theta functions
In this section we examine the bilateral series deﬁned in (1.12). These series are closely related
to the derivatives of Jacobi’s theta functions [36, pp. 464–465]. We derive two important represen-
tation theorems that will be useful in simplifying the coefﬁcients arising in the series expansions
for the zeros of Ramanujan’s function f (z) and its extensions.
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Deﬁnition 3. Deﬁne the functions
(r) := n(n2 + n)r − (−n − 1)((−n − 1)2 + (−n − 1))r (4.1)
and
	(r) = (n − m − r + 1)r − (−n − m − r)r , (4.2)
where (j)0 = 1 and (j)r = ∏r−1k=0(j + k).
Deﬁnition 4. Let [zr ]{f (z)} denote the rth coefﬁcient in the Taylor expansion of f about z = 0.
By considering the functions (r) and 	(r) as polynomials in n, we obtain the following
representations for n,k , n odd.
Theorem 4.1. Denote the n-fold iteration of the operator q d
dq
to the function 1,1(q) by (n)1,1.
Deﬁne the sequence A1, . . . , A⌊ r−1
2
⌋
+1 as follows:
A1 = 12
[
n
2
⌊
r−1
2
⌋
+1
]
{	(r)}, (4.3)
Ak = 12
[
n
2
⌊
r−1
2
⌋
−2(k−1)+1
]⎧⎨
⎩	(r) −
k−2∑
j=0
Aj+1
(⌊ r
2
⌋
− j
)⎫⎬
⎭ (4.4)
for k = 2, . . . ,
⌊
r−1
2
⌋
+ 1. Then, for nonnegative integers m and r,
2m+1,r = q−m2−m(−1)m+r+1
(r−1)/2	+1∑
j=1
Aj
((r−1)/2	−j+1)
1,1 .
Proof. First note that, for each pair of nonnegative integers m and k,
2m+1,k =
∞∑
n=−∞
(−1)n(n − k + 1)kqn2+2mn+n
= (−1)mq−m2−m
∞∑
n=−∞
(−1)n+m(n − k + 1)kq(n+m)2+(n+m)
= (−1)mq−m2−m
∞∑
n=−∞
(−1)n(n − m − k + 1)kqn2+n, (4.5)
where the last equality in (4.5) was obtained by replacing n with n−m. In (4.5) we further replace
n by −n − 1 in the terms of negative index to obtain, by (4.2),
qm
2+m(−1)m+k+12m+1,k
= −
∞∑
n=0
(−1)n(−n − m − k)kqn2+n +
∞∑
n=0
(−1)n(n − m − k + 1)kqn2+n (4.6)
=
∞∑
n=0
	(k)(−1)nqn2+n. (4.7)
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Next observe that
(k)= n(n2 + n)k − (−n − 1)
(
(−n − 1)2 + (−n − 1)
)k
= (n + 1)knk(2n + 1). (4.8)
If we introduce the parameter u = n + 12 in (4.8), then
(k)= 2
(
n + 12
) (
n + 12 + 12
)k (
n + 12 − 12
)k
= 2u
(
u2 − 14
)k
.
Since (k) is an odd polynomial of u of degree 2k + 1, the set {(r)}∞r=0 is a basis for the vector
space of odd polynomials in u. By (4.2),
	(k)=
(
n − m − k + 12 + 12
)
k
−
(
−n − m − k − 12 + 12
)
k
=
(
u − m − k + 12
)
k
−
(
−u − m − k + 12
)
k
is an odd polynomial in u. As polynomials in u, (k) and 	(k) each have leading coefﬁcient equal
to 2. In addition, (k) is a polynomial of degree 2k + 1 in the indeterminate u and 	(k) is a
polynomial of degree 2
⌊
k−1
2
⌋
+ 1. We may therefore obtain a representation for 	(k) as a linear
combination of elements from {(r)}∞r=0, say
	(k) = A2(k−1)/2	+1(0) + A2(k−1)/2	(1) + · · · + A1
(⌊
k − 1
2
⌋)
(4.9)
by solving for the leading coefﬁcient
A1 = 12 [u
(k−1)/2	+1]
{
	
(⌊
k − 1
2
⌋)}
(4.10)
and by requiring
Aj = 12
[
u2(k−1)/2	−2(j−1)+1
]⎧⎨
⎩	(k) −
j−2∑
j=0
Aj+1
(⌊
k
2
⌋
− j
)⎫⎬
⎭ (4.11)
for j = 2, . . . ,
⌊
k−1
2
⌋
+ 1. Note that this is consistent with (4.3)–(4.4). By (4.7) and (4.9), we
have
2m+1,k = q−m2−m(−1)m+k+1
∞∑
n=0
	(k)(−1)nqn2+n
= q−m2−m(−1)m+k+1
∞∑
n=0
(k−1)/2	+1∑
j=1
Aj
(⌊
k − 1
2
⌋
− j + 1
)
(−1)nqn2+n
= q−m2−m(−1)m+k+1
(k−1)/2	+1∑
j=1
Aj
((k−1)/2	−j+1)
1,1 .
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To obtain the last equality, we used (4.1) and the fact that
∞∑
n=0
(r)(−1)nqn2+n =
∞∑
n=0
(−n − 1)
(
(−n − 1)2 + (−n − 1)
)r
(−1)−n−1q(−n−1)2−n−1
+
∞∑
n=0
n(n2 + n)r(−1)nqn2+n
=
−1∑
n=−∞
n(n2 + n)r(−1)nqn2+n +
∞∑
n=0
n(n2 + n)r(−1)nqn2+n
= (r)1,1. 
We list the ﬁrst seven examples of Theorem 4.1 along with the representation for 1,1 given by
Jacobi’s identity:
1,1 =
∞∑
−∞
(−1)nnqn2+n = (q2; q2)3∞, (4.12)
2m+1,0 = 0, (4.13)
2m+1,1 = (−1)mq−m2−m1,1, (4.14)
2m+1,2 = 2(−1)m+1(m + 1)q−m2−m1,1, (4.15)
2m+1,3 = (−1)mq−m−m2(1)1,1 + 3(−1)m(m + 1)(m + 2)q−m
2−m1,1, (4.16)
2m+1,4 = (−1)m+1q−m2−m
(
4(m + 2)(1)1,1 + 4(m + 1)(m + 2)(m + 3)1,1
)
, (4.17)
2m+1,5 = (−1)mq−m−m2
(
(2)1,1 + (58 + 50m + 10m2)(1)1,1 + 5(m + 1)41,1
)
, (4.18)
2m+1,6 = (−1)m+1q−m2−m
(
6(m + 3)(2)1,1 + 4(111 + 127m + 45m2 + 5m3)(1)1,1
+6(m + 1)51,1
)
, (4.19)
2m+1,7 = (−1)mq−m2−m
(
(3)1,1 + (244 + 147m + 21m2)(2)1,1
+(3708 + 5096m + 2443m2 + 490m3 + 35m4)(1)1,1
+7(m + 1)61,1
)
. (4.20)
Using Theorem 4.1, it is not difﬁcult to show that the ﬁrst and last coefﬁcients appearing in the
representation of 2m+1,r are
A1 =
{
1 r odd,
−r
(
m + r
2
)
r even
and
A(r−1)/2	+1 = (−1)r+1r
r−1∏
j=1
(m + j).
A similar identity exists for representing 2m,r in terms of (k)0,0.
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Deﬁnition 5. Deﬁne

(k) = (n − m − k + 1)k.
Theorem 4.2. Let 0,0 := 4. Denote the n-fold iteration of the operator q ddq to the function
4(q) by (n)4 . For nonnegative integers m and k,
2m,k = q−m2(−1)m
k/2	∑
j=0
[n2j ]{
(k)}(j)4 ,
Proof. We replace the index n with n − m in the series 2m,k to derive
2m,k =
∞∑
n=−∞
(−1)n(n − k + 1)kqn2+2mn
= (−1)mq−m2
∞∑
n=−∞
(−1)n+m(n − k + 1)kq(n+m)2
= (−1)mq−m2
∞∑
n=−∞
(−1)n(n − m − k + 1)kqn2 .
For each nonnegative integer j,
∞∑
n=−∞
(−1)nn2j+1qn2 = 0.
Therefore,
2m,k = (−1)mq−m2
∞∑
n=−∞
(−1)n
k∑
j=0
[nj ]{
(k)}qn2
= (−1)mq−m2
k/2	∑
j=0
∞∑
n=−∞
(−1)n[n2j ]{
(k)}qn2
= q−m2(−1)m
k/2	∑
j=0
[n2j ]{
(k)}(j)4 . 
The Jacobi triple product representation of 0,0 and the ﬁrst seven examples of Theorem 4.2
are as follows:
0,0 =
∞∑
n=−∞
(−1)nqn2 = (q; q)∞
(−q; q)∞ := 4, (4.21)
2m,0 = (−1)mq−m24, (4.22)
2m,1 = (−1)m−1q−m2m4, (4.23)
2m,2 = (−1)mq−m2(1)4 + (−1)mm(m + 1)q−m
2
4, (4.24)
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2m,3 = 3(−1)m−1(m + 1)q−m2(1)4 + (−1)m−1m(m + 1)(m + 2)q−m
2
4, (4.25)
2m,4 = (−1)mq−m2(2)4 + (11 + 18m + 6m2)(−1)mq−m
2
(1)4
+(m)4(−1)mq−m24, (4.26)
2m,5 = (−1)m−1q−m2(5(m + 2)(2)4 + (50 + 105m + 60m2 + 10m3)(1)4
+(m)54), (4.27)
2m,6 = (−1)mq−m2
(
(3)4 + (85 + 75m + 15m2)(2)4
+(274 + 675m + 510m2 + 150m3 + 15m4)(1)4 + (m)64
)
, (4.28)
2m,7 = (−1)m−1q−m2
(
7(m + 3)(3)4 + (735 + 875m + 315m2 + 35m3)(2)4
+(1764 + 4872m + 4410m2 + 1750m3 + 315m4 + 21m5)(1)4
+(m)74) . (4.29)
5. Connection with Eisenstein series
Using the differential equations (1.18)–(1.20) and (1.28)–(1.30), we may express the series n,k
in terms of
4 = (q; q)∞
(−q; q)∞ and 1,1 = (q
2; q2)3 (5.1)
and the Eisenstein seriesP,Q,R,P,Q and e. To accomplish this, we need the recursion formulas
given in the following theorem.
Theorem 5.1. Denote the n-fold iteration of the operator q d
dq
to a function f (q) by f (q)(n).
Then for each N1,
(N)4 =
1
24
N−1∑
n=0
(
N − 1
n
)
[P(q) − e(q)](n) (N−n−1)4 (5.2)
and
(N)1,1 =
1
8
N−1∑
n=0
(
N − 1
n
)
[P(q) + e(q) − 2](n) (N−n−1)1,1 . (5.3)
Proof. First note that
q d
dq
4
4
= q d
dq
log(q; q)∞ − q d
dq
log(−q; q)∞
= P(q) − e(q)
24
. (5.4)
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Likewise,
q
d
dq
1,1
1,1
= q d
dq
log
(q; q)3∞
(q; q2)3∞
= −3
∞∑
n=1
nqn
1 − qn + 3
∞∑
n=1
(2n − 1)q2n−1
1 − q2n−1
= P(q) + e(q) − 2
8
. (5.5)
The last equality follows by logarithmic differentiation of both sides of Euler’s identity [7, p. 37],
(−q; q)∞ = 1
(q; q2)∞ . (5.6)
Theorem 5.1 then follows directly from (5.4), (5.5), and the Leibniz rule for the iterated derivative
of a product of functions. 
Iterating formulas (5.2) and (5.3), we obtain
(1)4 = 4
P − e
24
, (5.7)
(2)1,1 =
4
576
(e2 − 2eP + 3P 2 − 2Q − 12eP + 12Q), (5.8)
(3)4 =
4
13 824
(−e3 + 3e2P − 9eP 2 + 15P 3 + 6eQ − 30PQ + 16R + 36e2P − 36ePP
−216eP2 − 252eQ+ 36PQ+ 432PQ) (5.9)
and
(1)1,1 = 1,1
P + e − 2
8
, (5.10)
(2)1,1 =
1,1
192
(12 − 12e + 3e2 − 12P + 6eP + 5P 2 − 2Q + 12eQ− 12Q), (5.11)
(3)1,1 =
1,1
4608
(−72 + 108e − 54e2 + 9e3 + 108P − 108eP + 27e2P − 90P 2 + 45eP 2
+35P 3 + 36Q − 18eQ − 42PQ + 16R − 216eP + 108e2P + 108ePP
+216eP2 + 216Q+ 108eQ− 108PQ− 432PQ). (5.12)
In general, by induction, we may express (n)4 /4 and 
(n)
1,1/1,1 as polynomials in the Eisenstein
series P,Q,R, e,P,Q.
6. The series expansions
We now return to a consideration of the zeros of f (z) as presented in Theorem 2.1. In the
following lemma, we observe that each zero zn is an analytic function of a and q for 0 < a, q <
r , where r > 0 is sufﬁciently small, determined by Theorems 2.4 and 2.5.
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Lemma 6.1. Let r = min{, 0, 14 }, where  and 0 are given by Theorems 2.4 and 2.5. For eachﬁxed n1 and 0 < a, q,< r , there exists a sequence {an,j }j1 with
zn = −q2n
⎛
⎝1 + ∞∑
j=1
an,j q
j
⎞
⎠ . (6.1)
Proof. Fix N1 and 1jN . First note that, by (2.16),
qj
2−jPN(−q−2j (1 + y), a, q)=
N∑
v=0
[
N
v
]
(−1)vqv2+v−2jv+j2−j (1 + y)v
(aq; q)v
=
N∑
v=0
[
N
v
]
(−1)vq(j−v)(j−1−v)(1 + y)v
(aq; q)v (6.2)
=
N∑
v=0
[
N
v
]
(−1)vq(j−v)(j−1−v)(1 + y)v
×
∞∑
k=0
[
N + k − 1
k
]
akqk. (6.3)
In the above power series expansion of qj2−jPN(−q−2j (1 + y), a, q), the only contributions to
the coefﬁcients of ym, m ∈ {0, 1}, arise from the indices v = j, j − 1 and k = 0. Therefore, the
constant coefﬁcient equals
(−1)j−1 + (−1)j = 0, (6.4)
and the coefﬁcient of y equals
(−1)j−1(j − 1) + (−1)j j = (−1)j . (6.5)
Hence, the series qj2−jPn(−q−2j (1 + y), a; q) satisﬁes the hypotheses of the implicit function
theorem. Moreover, by (2.20) and Theorem 2.3, the radius of convergence is independent of n. If
we denote the jth zero of Pn(z, a; q) by zn,j , then {zn,j }n j is an increasing sequence in n by
the interlacing theorem. By Dini’s theorem [15, p. 205], z∞,j is analytic in q for each positive
integer j. 
Before we proceed, we need the following elementary result.
Lemma 6.2. Suppose f (z) is an analytic function and that q < f (z) < 1 in some domain U.
Then
∞∑
n=−∞
(−1)nf (z)n(azqn+1; q)∞(zqn+1; q)∞qn2+n (6.6)
converges uniformly for z ∈ U .
Proof. This follows from the Weierstrass M-test, and the series expansions for (azqn+1; q)∞ and
(zqn+1; q)∞ given by (2.15). These expansions imply the expression in (6.6) equals
∞∑
n=−∞
(−1)nf (z)n
∞∑
m=0
(−1)mqm(m−1)/2amzmq(n+1)m
(q; q)m
∞∑
m=0
(−1)kqk(k−1)/2zkq(n+1)k
(q; q)k q
n2+n.
(6.7)
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Observe that the exponent of q in the numerator of (6.7) is
m(m + 1)/2 + k(k + 1)/2 + nm + nk + n2 + nn2 − n, n ∈ Z, m, k,∈ N.
Thus, the series (6.6) converges uniformly for z ∈ U . 
Wewill need the following theoremtoprove the requisite expansions for thezerosofP∞(z, a; q).
Theorem 6.3. For |q| < 1, suppose we have the power series identity in z,
∞∑
n=−∞
(−1)n(1 − zy1 − z2y2 − z3y3 − · · ·)n(zqn+1; q)∞(azqn+1; q)∞qn2+n = 0, (6.8)
valid as an analytic assertion. Then yi = yi(q), i = 1, 2, 3, . . . , satisfy, for each N0,∑
j1+j2+j3=N
(
N
j1, j2, j3
)
× (−1)
j2j2!qj2(j2+1)/2
(q; q)j2
· (−1)
j3j3!qj3(j3+1)/2aj3
(q; q)j3
×
∑
k1+2k2+···+j1kj1=j1
k:=k1+k2+···+kj1 , ki  0
j1!n(n − 1) · · · (n − k + 1)yk11 · · · y
kj1
j1
j2+j3+1,k
k1!k2! · · · kj1 !
= 0. (6.9)
In addition, for each positive integer i and a ∈ C, yi is a uniquely deﬁned function of q analytic
in |q| < 1 and satisfying (2.1)–(2.3). Moreover, (q; q)iyi is a polynomial in a, q, −2(q), P, Q,
R, e, P,Q.
Proof. Suppose
∞∑
n=−∞
(−1)n(1 − zy1 − z2y2 − z3y3 − · · ·)n(zqn+1; q)∞(azqn+1; q)∞qn2+n = 0,
where the left side is known to converge uniformly for z ∈ (0, b) ⊆ (0, 1). Equivalently, using
the notation of Deﬁnition 4,
0 = [z0] 1
N !
dN
dzN
×
∞∑
n=−∞
(−1)n(1−zy1−z2y2−z3y3−· · ·)n(zqn+1; q)∞(azqn+1; q)∞qn2+n (6.10)
for eachN0.To rewrite the right side,we applyFaàdiBruno’s formula for the iteratedderivatives
of a composite function and the general form of Leibniz’s rule for the Nth derivative of a product
of functions:
Theorem 6.4 (Faà di Bruno’s Formula). If f and g are functions with a sufﬁcient number of
derivatives, then
dm
dtm
g(f (t))
=
∑
b1+2b2+···+mbm=m
k:=b1+b2+···+bm, bi  0
m!
b1!b2! · · · bm!g
(k)(f (t))
(
f ′(t)
1!
)b1 (f ′′(t)
2!
)b2
· · ·
(
f (m)(t)
m!
)bm
.
(6.11)
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Theorem 6.5 (Leibniz’s Rule).
dN
dzN
k∏
i=1
gi(z) =
∑
j1+j2+···+jk=N
(
N
j1, j2, . . . , jk
) k∏
i=1
dji
dzji
(gi(z)).
We use Faà di Bruno’s formula to observe that
[z0] d
M
dzM
(1 − y1z − y2z2 − · · ·)n
=
∑
k1+2k2+···+MkM=M
k:=k1+k2+···+kM , ki  0
M!n(n − 1) · · · (n − k + 1)(−1)kyk11 yk22 · · · ykMM
k1!k2! · · · kM ! . (6.12)
We apply (2.15) to expand (zqn+1; q)∞, take the Hth derivative, and extract the constant term
to see that
[z0] d
H
dzH
(zqn+1; q)∞ = [z0] d
H
dzH
∞∑
i=0
(−1)iziqi(i+1)/2+ni
(q; q)i
= [z0]
∞∑
i=H
(−1)i i(i − 1) · · · (i − H + 1)zi−Hqi(i+1)/2+ni
(q; q)i
= (−1)
HH !qH(H+1)/2+Hn
(q; q)H . (6.13)
The same calculation with z replaced by az yields
[z0] d
H
dzH
(azqn+1; q)∞ = (−1)
HH !aHqH(H+1)/2+Hn
(q; q)H . (6.14)
We now apply Theorem 6.5 to (6.10) with k = 3 and
g1(z) = (1 − zy1 − z2y2 − z3y3 − · · ·)n,
g2(z) = (zqn+1; q)∞,
g3(z) = (azqn+1; q)∞.
Using (6.12)–(6.14), we ﬁnd that
0 = [z0] 1
N !
dN
dzN
×
∞∑
n=−∞
(−1)n(1 − zy1 − z2y2 − z3y3 − · · ·)n(zqn+1; q)∞(azqn+1; q)∞qn2+n
= 1
N !
∞∑
n=−∞
(−1)nqn2+n
∑
j1+j2+j3=N
(
N
j1, j2, j3
)
×
∑
k1+2k2+···+jkj1=j1
k:=k1+k2+···+kj1 , ki  0
j1!n(n − 1) · · · (n − k + 1)(−1)kyk11 · · · y
kj1
j1
k1!k2! · · · kj1 !
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×(−1)
j2j2!qj2(j2+1)/2+j2n
(q; q)j2
· (−1)
j3j3!qj3(j3+1)/2+j3naj3
(q; q)j3
=
∑
j1+j2+j3=N
(−1)j2qj2(j2+1)/2
(q; q)j2
· (−1)
j3qj3(j3+1)/2aj3
(q; q)j3
×
∑
k1+2k2+···+j1kj1=j1
k:=k1+k2+···+kj1 , ki  0
(−1)kyk11 · · · y
kj1
j1
j2+j3+1,k
k1!k2! · · · kj1 !
. (6.15)
We will use (6.15) to obtain the representations for yj , j = 1, 2, 3, 4, given in Theorem 2.1. A
more detailed account of the derivation of these coefﬁcients is given in [16]. We begin with the
simplest case N = 1. Under this assumption, the outermost sum in (6.15) is indexed by
(j1, j2, j3) ∈ {(0, 0, 1), (0, 1, 0), (1, 0, 0)}.
Therefore, (6.15) reduces to
0 = −q2,0 − qa2,0
1 − q − y11,1.
Identities (4.21), (4.12), and (4.22) then imply that
y1 = (1 + a)4
(1 − q)1,1 =
(1 + a)4
(1 − q)(q2; q2)3∞
= 1 + a
(1 − q)−2(q) , (6.16)
where in the last equality we utilized Euler’s identity [7, p. 37], the product representation for 4
in (4.21), and (1.7). For N = 2, (6.15) reduces to
0 = aq
2
(1 − q)2 3,0 + (1 + a
2)
q33,0
(q; q)2 + (1 + a)
q
1 − q y12,1 +
y211,2
2
− y21,1.
By (4.13), 3,0 = 0, and
y2 = y1
1,1
(
y11,2
2
+ (1 + a) q2,1
(1 − q)
)
.
Applying (4.23) and (4.15), respectively, we ﬁnd that
2,1 = 4
q
and 1,2 = −21,1.
Therefore, by (2.1), we obtain
y2 = (1 + a)y1
1,1
(
− 1,14
(1 − q)1,1 +
4
(1 − q)
)
= 0. (6.17)
For N = 3, we apply (4.22) to the terms of index
{(0, 0, 3), (0, 1, 2), (0, 2, 1), (0, 3, 0)},
and (4.14) to the terms of index
{(1, 0, 2), (1, 1, 1), (1, 2, 0)}.
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By applying (4.24) and (2.1) to simplify terms with indices (2, 0, 1), (2, 1, 0), and employing
(4.16) and (2.1) to simplify the summand of index (3, 0, 0), we ﬁnd
y3 = q(1 + a)
(
1 + q2 + a(1 + q)2 + a2(1 + q2))
(q; q)32(q)
+ (1 + a)
3
(1 − q)36(q)
(
1
2
(1)4
4
− 1
6
(1)1,1
1,1
)
=
q(1 + a)(1 + q2)
(
1 + a + a2 + 2aq1+q2
)
(q; q)32(q)
− (1 + a)
3
(1 − q)36(q)
×
∞∑
n=1
(2n − 1)q2n−1
1 − q2n−1 . (6.18)
In the last step we applied (5.7) and (5.10) to obtain
1
2
(1)4
4
− 1
6
(1)1,1
1,1
= e(q) − 1
24
=
∞∑
n=1
(2n − 1)q2n−1
1 − q2n−1 . (6.19)
We next calculate y4. Identity (4.13) implies that 5,0 = 0, so that terms of index
{(0, 0, 4), (0, 1, 3), (0, 2, 2), (0, 3, 1), (0, 4, 0)}
vanish. We use (4.23) and (6.17) to simplify terms of index
{(1, 0, 3), (1, 1, 2), (1, 2, 1), (1, 3, 0)}.
Identities (4.15) and (6.17) are used to simplify summands with indices
{(2, 0, 2), (2, 1, 1), (2, 2, 0)},
and (6.17) is applied to terms with indices
{(3, 0, 1), (3, 1, 0), (4, 0, 0)}.
After extensive simpliﬁcation, we derive
y4 = −2q
2(a2 − a + 1)y21
(1 − q2)(1 − q3) −
2ay21
(q; q)2 +
2a2qy21
(q; q)2 +
2ay21
(1 − q)2 +
2qy21
(q; q)2
+qy41
(
′4
4
− 1
3
′1,1
1,1
)
− y1y3 (6.20)
= 2y1y3 − y1y3 = y1y3. (6.21)
In particular, to obtain (6.20), we applied (4.15) and (4.17) to the theta series arising in the term
of index (4, 0, 0). We also used (4.23), (4.25), and the elementary identity
1 + a3 = (1 + a)(1 − a + a2). (6.22)
Our simpliﬁcation to the penultimate equality in (6.21) follows directly from the evaluations for
y1 and y3 given in (2.2) and (2.1).
It is interesting to note that the formulas
y2 = 0, y4 = y1y3 (6.23)
are the same in this generalization as the formulas that hold in Ramanujan’s special case (1.2)–
(1.5). For general N, the condition (6.15) implies that each yN is a uniquely deﬁned analytic
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function of q for |q| < 1. To see this, note that for each N > 1, yN appears uniquely in (6.9). In
fact, the only term containing yN arises from
k1 = k2 = · · · = kN−1 = 0 and kN = 1.
This term is therefore
−yN1,1.
Thus,
yN = 1
1,1
∑
j1+j2+j3=N
(
N
j1, j2, j3
)
× (−1)
j2j2!qj2(j2+1)/2
(q; q)j2
· (−1)
j3j3!qj3(j3+1)/2aj3
(q; q)j3
×
∑
k1+2k2+···+jkj1=j1
k:=k1+k2+···+kj1 , ki  0
excluding k1=···=kN−1=0, kN=1
j1!n(n − 1) · · · (n − k + 1)yk11 · · · y
kj1
j1
j2+j3+1,k
k1!k2! · · · kj1 !
(6.24)
To prove that each yi , i1 is an analytic function of |q| < 1 and a ∈ C, we need the following
two lemmas, the ﬁrst of which Andrews proved in [6].
Lemma 6.6. Both qm22m,k and qm
2+m2m+1,k are analytic functions inside |q| < 1.
Lemma 6.7. For r, s, 0,
qr(r+1)/2+s(s+1)/2r+s+1,k (6.25)
is an analytic function of q inside |q| < 1.
Proof of Lemma 6.7. We consider three cases corresponding to the possible values of r, s
(mod 2). Note that
qr(2r+1)+s(2s+1)2(r+s)+1,k = q(r−s)2(q(r+s)2+(r+s)2(r+s)+1,k), (6.26)
qr(2r+1)+(2s+1)(2s+2)/22r+2s+2 = q(r−s)2−(r−s)(q(r+s+1)22(r+s+1),k), (6.27)
q(2r+1)(r+1)+(2s+1)(s+1)2r+2s+3,k = q(r−s)2(q(r+s+1)2+(r+s+1)2(r+s+1)+1,k). (6.28)
Each expression in parentheses on the right side of (6.26) and (6.28) is of the form qm2+m2m+1,k .
The corresponding expression in (6.27) is of the form qm22m,k . Thus the expression on the left
sides of these identities are analytic for |q| < 1 by Lemma 6.6. 
To complete the proof of the theorem, we combine Lemma 6.25 with (6.24) and use induction
on N to prove that yi , i1, is an analytic function of a and q for |q| < 1 and a = q−k , k ∈ N. To
show that yj (q; q)j , j1, is expressible as a polynomial in Q(a, q,2(q), P,Q,R, e,P,Q),
we apply the differential equations (1.18)–(1.20) and (1.28)–(1.30), Theorems 4.1, 4.2, 5.1, and
an induction argument using (6.24). 
We are ﬁnally ready to prove the main result.
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Proof of Theorem 2.1. We apply the series expansion given by (6.1) for each zero, zn, of
P∞(z, a; q) together with the estimate from Theorem 2.5
q < −q−2nzn < 1. (6.29)
We conclude that
0 = P∞(zn, a, q)
=
∞∑
h=0
qh
2+h
(
−q−2n∑∞j=0 an,j qj)h
(q; q)h(aq; q)h
=
∞∑
h=0
qh
2+h−2nh(−1)h
(q; q)h(aq; q)h
⎛
⎝ ∞∑
j=0
an,j q
j
⎞
⎠
h
= (−1)
nq−n2+n
(q; q)∞(aq; q)∞
∞∑
h=−∞
(qh+1; q)∞(aqh+1; q)∞q(h−n)2(−q)h−n
⎛
⎝ ∞∑
j=0
an,j q
j
⎞
⎠
h
=
(−1)hq−n2+n
(
∞∑
j=0
an,j q
j
)n
(q; q)∞(aq; q)∞
∞∑
h=−∞
(−1)h(qh+n+1; q)∞(aqh+n+1; q)∞qh2+h
×
⎛
⎝ ∞∑
j=0
an,j q
j
⎞
⎠
h
. (6.30)
Therefore
0 =
∞∑
h=0
(−1)h(qh+n+1; q)∞(aqh+n+1; q)∞qh2+h
⎛
⎝ ∞∑
j=0
an,j q
j
⎞
⎠
h
. (6.31)
Note that (6.31) is precisely identity (6.8) with z replaced by qn. By the uniqueness of power
series expansions for analytic functions, we have
1 +
∞∑
j=1
an,j q
j = 1 −
∞∑
i=1
yiq
ni . (6.32)
In other words, the zeros, zn, have a series expansion with coefﬁcients determined by Theorem
6.3. Combining this result with the formulas from Theorems 4.1, 4.2 and 5.1, we arrive at a proof
of Theorem 2.1. 
7. A two-parameter generalization
We next consider a further generalization of the Stieltjes–Wigert polynomials.
Deﬁnition 6. Deﬁne
Gn(z, a, b; q) =
n∑
v=0
[
n
v
]
(−z/a; q)v
(bq; q)v a
vqv(v+1)/2. (7.1)
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The polynomials Gn(z, a, b; q) are equivalent to the q-Meixner polynomials [22, §3.13], known
to be orthogonal for small positive values of a and b. Although the notation of (7.1) differs from
the usual presentation of the q-Meixner polynomials, the form given here is more conducive to our
study. For instance, the q-Laguerre polynomials, Pn(z, a; q), deﬁned by (2.14), may be obtained
from the q-Meixner polynomials via
lim
a→0Gn(z, a, b; q) = Pn(z/q, b; q). (7.2)
The polynomial sequence Gn(z, a, b; q) converges uniformly to the function
G∞(z, a, b; q) =
∞∑
n=0
(−z/a; q)nanqn(n+1)/2
(q; q)n(bq; q)n . (7.3)
We expand the product (−z/a; q)n in the numerator of (7.3) using the q-binomial theorem in the
form of (2.16) to derive
G∞(z, a, b, q)=
∞∑
n=0
qn(n+1)/2
(q; q)n(bq; q)n
n∑
k=0
[
n
k
]
qk(k−1)/2zkan−k
=
∞∑
n=0
qn(n+1)/2
(q; q)n(bq; q)n
n∑
h=0
[
n
n − h
]
q(n−h)(n−h−1)/2zn−hah. (7.4)
The second equality of (7.4) follows by reversing the order of summation in the inner sum.
Switching the sums in (7.4) yields
G∞(z, a, b, q) =
∞∑
h=0
qh(h+1)/2(a/z)h
(q; q)h
∞∑
n=h
qn
2−nhzn
(q; q)n−h(bq; q)n . (7.5)
Replacing n by n + h in the inner sum of (7.5) and using the fact that (qn; q)∞ = 0 for each
integer n0, we see that
G∞(z, a, b, q)=
∞∑
h=0
qh(h+1)/2ah
(q; q)h
∞∑
n=0
qn
2+nhzn
(q; q)n(bq; q)n+h
= 1
(q)∞(bq)∞
∞∑
h=0
qh(h+1)/2ah
(q; q)h
×
∞∑
n=−∞
qn
2+nhzn(qn+1; q)∞(bqn+h+1; q)∞. (7.6)
Now suppose 0 = G∞(zv, a, b, q), where
zv = −q−2v+1
∞∑
r=0
ev,rq
r and where q < q2v−1zv < 1. (7.7)
By the implicit function theorem, each function q2v−1zv is analytic in some neighborhood
of (a, b, q) = (0, 0, 0). In particular, for each ﬁxed q such that 0 < q < 14 , the function
q2v−1zv(a, b, q) is an analytic function of (a, b) in some neighborhood of the origin. For 0 <
q < 14 , Andrews showed in [7, p. 296] that the functions zn(0, 0, q) satisfy the inequality
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in (7.7). Since zn(a, b, q) is continuous for each ﬁxed q at the point (0, 0, q), there is a neighbor-
hood about (a, b) = (0, 0) where the inequality in (7.7) is satisﬁed and the corresponding series
representation for zv in (7.7) holds. In this range, it follows from (7.6) and (7.7) that
0=
∞∑
h=0
qh(h+1)/2ah
(q; q)h
∞∑
n=−∞
( ∞∑
r=0
ev,rq
r
)n
(−1)nqn2+n+nh−2nv(qn+1; q)∞(bqn+h+1; q)∞.
We next replace the index n by n + v and multiply both sides of the identity by
qv
2−v
( ∞∑
r=0
ev,rq
r
)−v
.
In the resulting identity, we make the substitution z = qv to get
0 =
∞∑
n=−∞
∞∑
h=0
(−1)nqh(h+1)/2+hn+n2+nzhah
(q; q)h
( ∞∑
r=0
ev,rq
r
)n
×(zqn+1; q)∞(zbqn+h+1; q)∞. (7.8)
Identity (7.8) allows us to determine the coefﬁcients ev,j , j0. The series representation for the
zeros of G∞(z, a, b; q) are determined by (7.8) in the same way that the zeros of P∞(z, a; q) are
determined by (6.30). In particular, we have the following theorem.
Theorem 7.1. For |q| < 1, suppose we have the power series identity in z,
0 =
∞∑
n=−∞
∞∑
h=0
(−1)nqh(h+1)/2+hn+n2+nzhah
(q; q)h
⎛
⎝1 − ∞∑
j=1
zj yj
⎞
⎠
n
×(zqn+1; q)∞(zbqn+h+1; q)∞ (7.9)
valid as an analytic assertion. Then yi = yi(q), i = 1, 2, 3, . . . , satisfy, for each N0,
0 =
∑
j1+j2+j3+j4=N
(−1)j2qj2(j2+1)/2
(q; q)j2
· (−1)
j3qj3(j3+1)/2+j3j4bj3
(q; q)j3
· q
j4(j4+1)/2+j4naj4
(q; q)j4
×
∑
k1+2k2+···+j1kj1=j1
k:=k1+k2+···+kj1 , ki  0
(−1)kyk11 · · · y
kj1
j1
j2+j3+j4+1,k
k1!k2! · · · kj1 !
. (7.10)
In addition, each yi is a uniquely deﬁned function of q, analytic in |q| < 1, and yj (q; q)j is
expressible as a polynomial in Q(a, b, q,−2(q), P,Q,R,P,Q, e).
Proof. For each N1, we take the Nth derivative of both sides of (7.9). Applying Theorem 6.5
and using the calculations (6.13) and (6.14), we ﬁnd
0 = [z0] 1
N !
dN
dzN
∞∑
n=−∞
∞∑
h=0
(−1)nqh(h+1)/2+hn+n2+nzhah
(q; q)h
×
⎛
⎝1 − ∞∑
j=1
zj yj
⎞
⎠
n
(zqn+1; q)∞(zbqn+h+1; q)∞
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= 1
N !
∑
n∈Z
(−1)nqn2+n
∑
j1+j2+j3+j4=N
(
N
j1, j2, j3, j4
)
×
∑
k1+2k2+···+jkj1=j1
k:=k1+k2+···+kj1 , ki  0
j1!n(n − 1) · · · (n − k + 1)(−1)kyk11 · · · y
kj1
j1
k1!k2! · · · kj1 !
×(−1)
j2j2!qj2(j2+1)/2+j2n
(q; q)j2
· (−1)
j3j3!qj3(j3+1)/2+j3(n+j4)bj3
(q; q)j3
×q
j4(j4+1)/2+j4nj4!zj4aj4
(q; q)j4
=
∑
j1+j2+j3+j4=N
(−1)j2qj2(j2+1)/2
(q; q)j2
· (−1)
j3qj3(j3+1)/2+j3j4bj3
(q; q)j3
· q
j4(j4+1)/2+j4naj4
(q; q)j4
×
∑
k1+2k2+···+j1kj1=j1
k:=k1+k2+···+kj1 , ki  0
(−1)kyk11 · · · y
kj1
j1
j2+j3+j4+1,k
k1!k2! · · · kj1 !
.  (7.11)
Proceeding as in the derivation of (6.16)–(6.21), we ﬁnd that (7.10) implies
y1 = 1 − a + b
(1 − q)2(q) , y2 = 0, (7.12)
y3 = (1 − a + b)
3(e(q) − 1)
24(1 − q)36(q) +
ab + 2aq − 2a2q + 2abq − 2a2bq + 2ab2q + abq2
(1 − q)3(1 + q)2(q)
−q(1 + b)(1 + b + b
2 + 2bq + q2 + bq2 + b2q2) + a3(q + q3)
(q; q)32(q)
, (7.13)
y4 = y1y3. (7.14)
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