We study the asymptotic behavior of blow-up solutions of the heat equation with nonlinear boundary conditions. In particular, we classify the asymptotic behavior of blow-up solutions and investigate the spacial singularity of their blow-up profiles.
Introduction
We study positive solutions of the heat equation with nonlinear boundary conditions:
where R n + = {x = (x ′ , x n ) ∈ R n−1 × R; x n > 0}, ∂ ν = −∂/∂x n , 1 < q < n/(n − 2) if n ≥ 3 and
A solution u(x, t) is said to blow up in a finite time, if there exists T > 0 such that
It is known that a solution blows up in a finite time for any q > 1, if the initial data is positive and large enough. In particular, every positive solution blows up in a finite time even if the initial data is small for the case 1 < q ≤ (n + 1)/n ( [4] ). In this paper, we study the asymptotic behavior of blow-up solutions of (P) near the blow-up time and their blow-up profiles. If a limit
exists for any x ∈ R n + , we call U (x) a blow-up profile of u(x, t). For a one dimensional case, FilaQuittner [5] (see also [4] ) constructed a backward self-similar blow-up solution: 
This special blow-up solution u B (x, t) has the following blow-up profile:
U B (x) = c B x −1/(q−1) .
As for general blow-up solutions for a multidimensional case with 1 < q < n/(n − 2) if n ≥ 3, the author in [11] proved that if a positive x n -axial symmetric solution blows up at the origin in a finite time, then its blow-up profile U (x) satisfies U (x) = c B (1 + o(1))(cos θ) −1/(q−1) |x|
along x n = |x| cos θ for any fixed θ ∈ [0, π/2). Unfortunately the expression (2) does not hold on ∂R n + , since cos θ = 0 if x ∈ ∂R n + . The purpose of this paper is to derive a formula on ∂R n + corresponding to (2) .
We recall known results concerning the asymptotic behavior of blow-up solutions of the following semilinear heat equation with 1 < p < (n + 2)/(n − 2) if n ≥ 3:
Let u(x, t) be a solution of (F) which blows up at the origin in a finite time T > 0. 9, 10] ) derived the following asymptotic formula for blow-up solutions: 
This description gives the first approximation for blow-up solutions. In their paper, they introduced self-similar variables: x = (T − t) 1/2 y, s = − log(T − t) and a rescaled function defined by ϕ(y, s) = (T − t) 1/(p−1) u(x, t). in C loc (R n ).
Filippas-Kohn [6] and Herrero-Velázquez [15] independently studied the second approximation for blow-up solutions for a one dimensional case (see also [1, 7, 21] ). Let H k (y) and λ k (k = 0, 1, · · · ) be the k-th eigenfunction and eigenvalue of
∞ −∞ H(y) 2 e −y 2 /4 dy < ∞}. It is well known that H k (y) is a k-th polynomial and λ k = (k − 2)/2. Then one of the following cases occurs ( [6, 12, 15] ρ (R). In particular, the case (i) actually occurs if the initial data is even and monotone decreasing on (0, ∞). As a further step of this second approximation formula, the blow-up profile for solutions of (F) was derived by 13, 14, 15, 24, 25, 26] ). For a one dimensional case, HerreroVelázquez [13] proved that if (i) occurs, then there exists κ ′ p > 0 such that the blow-up profile U (x) satisfies In this paper, we investigate the blow-up profile for solutions of (P). Following their arguments, we introduce a rescaled solution of (P):
ϕ(y, s) = (T − t) 1/2(q−1) u((T − t) 1/2 y, t), s = − log(T − t).
This rescaled solution ϕ(y, s) solves (s T = − log T )
in R n + × (s T , ∞),
Then it is shown in [3] that lim s→∞ ϕ(y, s) = ϕ 0 (y n ) in C loc (R n + ), where ϕ 0 (y n ) is a unique bounded positive solution of (1) (see also [2, 17] ). This formula is equivalent to u(x, t) = (T − t) 1/2(q−1) ϕ 0 ((T − t) −1/2 x n ) + o(1) , |x| < ν(T − t) This formal argument was justified in [11] . As is stated above, this formula has no meaning on ∂R n + , since the right-hand side diverges on ∂R n + . To obtain the blow-up profile on ∂R n + , we need to derive more precise large time behavior of a rescaled solution ϕ(y, s), that is the second approximation formula. To do that we introduce a new function v(y, s) = ϕ(y, s) − ϕ 0 (y n ) and study the large time behavior of v(y, s). Then v(y, s) solves
in R n + × (0, ∞),
A corresponding eigenvalue problem is given by
= λE in R n + ,
Let E i (y) ∈ L 2 ρ (R n + ) be the i-th eigenfunction of (5), where L 2 ρ (R n + ) is a weighted L 2 -space defined by The first result in this paper is a classification of the large time behavior of v(y, s). Theorem 1.1. Let u(x, t) be a positive x n -axial symmetric solution of (P) which blows up at the origin and v(y, s) be given above. Then one of two cases occurs.
(I) there exists ν q > 0 such that
(II) there exist c > 0 and γ > 0 such that v(s) L 2 ρ (R n + ) ≤ ce −γs , where E(y) is the eigenfunction of (5) with zero eigenvalue, which is defined in (42).
The second result gives a partial answer to our motivation. Theorem 1.2. Let u(x, t) and v(y, s) be as in Theorem 1.1. Additionally we assume that
If the case (I) in Theorem 1.1 occurs, then the blow-up profile U (x) ∈ C(R n + \ {0}) exists and there exist positive constants c 1 < c 2 such that for |x ′ | < 1.
Remark 1.1. The author in [11] proved that if the initial data u 0 is x n -axial symmetric and satisfies
then v(y, s) actually behaves as the case (I) in Theorem 1.1. As for the case (F), if the initial data is radially symmetric and monotone decreasing, then those properties are preserved for t > 0. Therefore the solutions has a unique local maximum point at the origin for t > 0 and no local minimum points for t > 0. From the view point of this geometry of the solution, it is easily proved that the rescaled solution ϕ(y, s) satisfies the asymptotic formula (i). However this kind of observation can not be applicable to solutions of (P), since solutions treated here are not radially symmetric.
We explain our strategy of the proof for Theorem 1.1 and Theorem 1.2. Our argument mainly consists of three steps. In the first part, we regard (4) as a dynamical system on the Hilbert space L 2 ρ (R n + ) and study the large time behavior of v(y, s) in L 2 ρ (R n + ). To do that we expand v(y, s) by using eigenfunctions of (5) as follows:
Here we determine the large time behavior of the coefficients a i (s). Each coefficient a i (s) satisfies some ordinary differential equations. We will see that these ordinary differential equations are finally reduced to well understood ordinary differential inequalities discussed in [6] , and this proves Theorem 1.1.
In the second step, we assume that v(y, s) behaves as the case (I) in Theorem 1.1 and investigate the large time behavior of v(y, s) along |y| ∼ s 1/2 on ∂R n + . This step is crucial and much harder than the first step. The first step provides the precise decay rate of v(y, s) on L 2 ρ (R n + ), however the convergence is taken in a local sense. Hence in the original valuable (x, t), the following asymptotic formula:
holds only for a small region |x| ≤ ν(T − t) 1/2 for any ν > 0. Arguments given in [13] , [15] revealed that the convergence in this small region is not sufficient to extract information of the blow-up profile of solutions of (F). In particular for a one dimensional case, they proved that if an initial data is nonnegative, symmetric and nonincreasing, then the solution u(x, t) satisfies
in C loc (R). Unlike this case, we do not know whether this limit exists for solutions of (P). However we will see that there exist θ > 0 and 0 < A − < A + such that
Finally in the third step, we determine the singularity of the blow-up profile. To do that we introduce another rescaled function:
where s ≫ 1 is a parameter and e = (1, 0. · · · , 0). We establish a uniform pointwise estimate of v s (x, t) with respect to s ≫ 1 and t ∈ (0, 1). As a consequence of this uniform pointwise estimate, we can derive Theorem 1.2. The rest of this paper is organized as follows. In Section 2, we provide eigenfunctions and eigenvalues of (5) and establish the global heat kernel estimates of the linearized equation. Moreover we give a representation formula of solutions of the linearized equation. Section 3 is devoted to study the large time behavior of v(y, s) in L 2 ρ (R n + ). In particular, an exact decay rate of v(y, s) in L 2 ρ (R n + ) is derived. In Section 4, we obtain a refined asymptotic formula of v(y, s). Then the large time behavior of v(y, s) along |y| ∼ s 1/2 on ∂R n + is discussed, which is a crucial part in this paper. Finally in Section 5, we study the blow-up profile by applying the arguments given in [13, 22] . In Appendix, some inequalities and some properties of the linearized operator are discussed.
Preliminary
Throughout this paper, for simplicity of notations, we put N 0 = N ∪ {0} and m = 1/2(q − 1).
Let u(x, t) be a solution of (P) which blows up at the origin in a finite time T > 0. To study the blow-up behavior of u(x, t), we put s T = − log T and ϕ(y, s) = e −ms u(e −s/2 y, T − e −s ).
It is known that if 1 < q < n/(n − 2), (6) admits the unique bounded positive stationary solution ϕ 0 (y n ) depending only on y n -variable, that is a positive solution of
The existence and the uniqueness of this equation are shown in Lemma 3.1 of [5] and in Theorem 3.1 of [3] , respectively. For the rest of this paper, we put
Here we recall the fact concerning the asymptotic behavior of ϕ(y, s).
). Let ϕ(y, s) be defined above. Then ϕ(y, s) is uniformly bounded on R n + × (s T , ∞) and ϕ(y, s) converges to ϕ 0 (y n ) as s → ∞ uniformly on any compact set in R n + .
A boundedness of ϕ(y, s) is the first step to study the large time behavior of ϕ(y, s). Once the boundedness is assured, from the energy identity, we immediately obtain ϕ s (y, s) → 0 as s → ∞. Furthermore as a consequence of a boundedness of ϕ(y, s), a boundedness of spacial and time derivatives of ϕ(y, s) are also derived.
Lemma 2.1. Let ϕ(y, s) be as in Theorem 2.1. Then for any δ > 0 there exists c δ > 0 such that
where D represents the spacial derivatives.
Proof. The proof follows from the argument in Proposition 1 ′ of [8] . Since their proof relies only on the scaling argument, the argument can be applicable to (P).
To derive the second approximation for ϕ(y, s) as s → ∞, we set
Then v(y, s) satisfies
where f (v) is given by
Then since ϕ(y, s) is positive and uniformly bounded on R n + × (s T , ∞), we easily see that
for (y, s) ∈ R n + × (s T , ∞). We define the linear operator A associated with (7) and its domain by
where H 2 ρ (R n + ) is a weighted Sobolev space defined in Section 2.1.
Linear operator A
Here we consider the following eigenvalue problems:
We define a wight function:
Then it is clear that ρ(y ′ ) = −e −|y ′ | 2 /4 on ∂R n + . Moreover we define functional spaces:
The norms are given by
For simplicity, the norm of
is spanned by the eigenfunctions of (9) . LetH k (ξ) be the k-th Hermite polynomial defined bỹ
and set H k (ξ) = c kHk (ξ/2), where c k is a normalization constant such that
Moreover let I k (ξ) and κ k (k ∈ N) be the k-th eigenfunction with
and α be a multi-index:
Then the eigenfunction E α (y) of (9) and its eigenvalue λ α are given by
Here we recall a classical result about some special functions (see Lemma 3.1 in [5] ).
where Γ is the Gamma function. Then there exists c 1 > 0 such that b(ξ) is expressed by
By using this formula, we compute the first and the second eigenvalue of (10).
Lemma 2.3. Let κ i be the i-th eigenvalue of (10). Then it holds that
Proof. Since κ 1 is the first eigenvalue of (10), it is characterized by
.
This implies κ 1 < 0. Therefore by Lemma 2.2, there exists c 1 > 0 such that the first eigenfunction I 1 (ξ) is given by
From (3.8) in [5] , we note that for a > 0
Therefore we obtain
On the other hand, we recall from the proof of Lemma 3.1 in [5] that ϕ 0 (ξ) is written by
Then by using (11), we get
Therefore since ∂ ν I 1 (0) = qB q−1 I 1 (0), κ 1 is determined by
First we claim that (12) admits at most one root. We set
Hence from the property of the Gamma function (see p. 4 in [16] ), g(λ) is strictly increasing function for λ > 0, which shows the claim. To assure κ 1 = −(m + 1), we substitute λ = m + 1 in (13):
Therefore we conclude that κ 1 = −(m + 1). Next we show that κ 2 > 0. We suppose κ 2 ≤ 0. For the case κ 2 < 0, by the same way as above, the second eigenfunction I 2 (ξ) is given by
for some c ′ 1 = 0. Hence it holds that I 2 (ξ) > 0 on R + or I 2 (ξ) < 0 on R + . However this contradicts
For the case κ 2 = 0, we easily see that
Integrating over (0, ξ), we obtain I ′ 2 (ξ) = −qB q−1 I 2 (0)e ξ 2 /4 and
Hence it follows that I 2 ∈ L 2 ρ (R), which is a contradiction. Thus the proof is completed.
From the above facts, the operator (−A) has two negative eigenvalues −1 and −1/2 and zero eigenvalue.
Linear backward heat equation with Robin type boundary conditions
Here we study the following linear parabolic equation:
where K is a positive constant. When K = qB q−1 , this equation coincides with the linearized equation of (6) around ϕ 0 . Let b K (ξ) and µ K < 0 be the first positive eigenfunction with b K (0) = 1 and the first eigenvalue of
Then by Lemma 2.2 with (11), we find that b K (ξ) is written by
To estimate the above integral we change variables s = ξ 2 t and integrate by parts, then we get
Here we fix K 0 > 1. Then there exist two positive constants
As a consequence, we obtain for K
Combining the above estimates, we obtain the following lemma.
. By using integration by parts, we get
Hence it holds that
Here we again fix
Repeating the above argument, we see that
Furthermore by the same way as (14) , we obtain
Therefore we conclude the following lemma.
We introduce another function:
where the coefficient B K (y n ) is given by
First we construct a heat kernel Γ K (y, ξ, s) of (15) and provide time local heat kernel estimates. Let γ ′ (y ′ , ξ ′ , s) be the heat kernel of
which is explicitly given by (c.f. p. 141 in [15] )
Now we construct a heat kernel γ K (z, ζ, s) of
Let ϑ K (z, s) be a solution of (16) and put
where
. Let G 0 (x, ξ, t) be the standard heat kernel with the Neumann boundary condition on R + given by
It is known that by the Levi parametrix method (see pp. 356-363 in [19] ), (17) admits the heat kernel G K (x, ζ, t, τ ) which has the following form:
where (18) and Q K (η, ζ, σ, τ ) is a unique solution of the integral equation of
Here we put
and fix three constants
Then by Lemma 2.5, for any a ∈ (0, 1) there exists c = c(a) > 0 such that for K ∈ (0, K 0 ) and ǫ ≥ ǫ 0
for η, ζ ∈ R + and 0 < τ < σ < σ * , where
Hence by the same calculations as in pp. 360-363 in [19] , for any a
for η, ζ ∈ R + and 0 < τ < σ < σ * , where a ′ 1 = (1 + a ′ )/2. Therefore by the same way as in pp. 376-378 in [19] , we find that for any t * ∈ (0, 1) there exists c = c(t * ) > 0 such that for any K ∈ (0, K 0 ) and
for x, ζ ∈ R + and 0 < τ < t < t * . Moreover from (18) and (19), a direct computation shows that
Therefore we fined that G K (x, ζ, t, τ ) satisfies (17) for 0 < τ < t < 1. Moreover from (20) , it holds that for f ∈ BC(R + )
As a consequence, G K (x, ζ, t, τ ) turns out to be the heat kernel of (17) . Going back to the variable (z, s), we obtain the heat kernel of (16):
Then from (20), for any s * > 0 there exists c = c(s
for z, ζ ∈ R + and s ∈ (0, s * ). Since the heat kernel Γ K (y, ξ, s) of (15) is given by
summarizing the above estimates, we obtain the following lemma.
As a consequence of this heat kernel estimate, we obtain L r -L p type estimates. Here we define another weighted L p -space:
Proof. Let y ′ ∈ ∂R n + and p ′ > 1 be a dual exponent of p. From the Hölder inequality, we easily see that
Here we note that
and
Therefore we apply Lemma 2.6 with ǫ = (p − 1)/2 to get
, Lemma 2.4) . From these estimates, we obtain
Moreover we note that
Then it holds that for δ ∈ (0, p − 1)
Hence it follows that
for s ≥ log{(r − 1)/(p − 1 − δ)}, which completes the proof.
Next we provide time global estimates of γ K (z, ζ, s) to establish time global estimates of Γ K (y, ξ, s). We fix θ ∈ (0, 1) such that (1 − θ) 2 /θ 2 = 2 and set
for z, ζ, ∈ R + , s ≥ 0.
Moreover for any
for z ∈ (0, (θζ − 2)e s/2 ), ζ ∈ (2/θ, ∞) and s ≥ 1.
Proof. We fix ǫ 0 = s * = 1 in (22) . Then there exists c 0 > 0 such that for K ∈ (0, K 0 )
for s ∈ (0, 1).
Since a constant functionθ(z, s) := c 0 (1 − e −1 ) −1/2 is a solution of (16), from a comparison argument,
, which show the first statement. Next we show the second statement. Since (1 − θ)/θ = √ 2, we note that
We fix ǫ 0 = s * = 1 in (22) again. Then by (22) and (26), we see that
By definition of Λ, there exists a 1 > 0 such that
From the first statement, we can define
Hence we obtain
Now we claim that
for z ∈ (0, (θζ − 2)e s/2 ) and ζ ∈ (2/θ, ∞). By definition of Λ, we see that
Let
) . Then we observe that
for z ∈ (0, (θζ − 2)e s/2 ) and ζ ∈ (2/θ, ∞), which shows the claim. Therefore since b ′ K (z) < 0, it holds from (29) that
for z ∈ (0, (θζ − 2)e s/2 ) and ζ ∈ (2/θ, ∞). Therefore since Λ(z, ζ, s) satisfies (25) for ζ ∈ R + , we obtain
for z ∈ (0, (θζ − 2)e s/2 ) and ζ ∈ (2/θ, ∞). Here we apply a comparison argument in an expanding (27) and (28), we conclude that
hence the proof is completed.
Finally we provide time global L ∞ -L 2 K,ρ estimates of solutions of (15). Lemma 2.9.
for y = (y ′ , y n ) ∈ R n−1 × (0, R) and s ≥ 1.
Proof. We note from (23) that
Then by using (24), we get
Fix K 0 > 1 and let θ ∈ (0, 1) be as in Lemma 2.8, which is defined by ( 
Therefore from the first statement of Lemma 2.8, we obtain
Next we estimate the rest of integral over (3/θ, ∞). Here we note that
for y n ∈ (0, e s/2 ) and ζ ∈ (3/θ, ∞). Then we apply the second statement of Lemma 2.8 to obtain
for y n ∈ (0, e s/2 ) and s ≥ 1. Here applying Lemma 2.10 with w 0 (ζ) = e −(θζ) 2 /9 e ζ 2 /4 /b K (ζ) 2 and combining the above estimates, we obtain the desired estimate.
Proof. We set
Then ϑ K (z, s) is a solution of (16) with the initial data |w 0 (z)|. Multiplying (16) by b K (z) 2 e −z 2 /4 and integrating over (0, ∞), we obtain
Hence by assumption and ϑ K ≥ 0, it follows that
As a consequence, for any R > 1 there exists c = c(R) > 0 such that
Hence by a local L ∞ -estimate for parabolic equations, we obtain sup
for s ≥ 1, which completes the proof.
Representation formula
Here we provide a representation formula of solutions of
where K is a positive constant. Let b K (y n ) and µ K be introduced in Section 2.2 and set
Define
Then it is known that (cf. p. 173 in [4] )
On the other hand, from (20) and (21), we see that
Hence by definition of Γ K (y, ξ, s, µ), we find that
Due to this fact, we obtain a representation formula of a solution of (32).
For simplicity of notations, we define
Since w K (y, s) = v(y, s)/b K (y n ), a representation formula of a solution of (31) is given by
Comparison argument
Here we provide a pointwise estimate of solutions of (34) by using a representation formula (33).
For the case K(y ′ , s) ≡ K 0 with some positive constant K 0 , by using a solution of (31) as a comparison function, we obtain from (33)
For the case K(y ′ , s) ∈ L ∞ (∂R n + × (0, ∞)), we use the following solution as a comparison function.
. By a comparison argument, it is easily shown thatv ≥ 0. Hence it follows that
Then by using a comparison argument again, we get v(y, s) ≤v(y, s).
Therefore we apply (33) to obtain
3 Dynamical system approach
In this section, we study the asymptotic behavior of solutions of (7). Our argument is based on the argument in [6] . By using Lemma A.1, we slightly simplify their arguments. Let v(y, s) be a bounded solution of (7) converging to zero in L 2 ρ (R n + ) as s → ∞. We expand v(y, s) by eigenfunctions of (9):
where a α (s) = (v(s), E α ) ρ . We denote by π s , π n and π u projection operators onto the subspace spanned by eigenfunctions of (−A) with the positive eigenvalue, the zero eigenvalue and the negative eigenvalue and set
are finite dimension. First we prepare the following elementary lemma, which is useful in this section. We put
Lemma 3.1. There exists c > 0 such that
Proof. Let η 1 (y n ) be a cut off function such that η 1 (y n ) = 1 if y n ∈ (0, 1/2) and η 1 (y n ) = 0 if y n ≥ 1. Then it is verified that
, it is clear that ρ(y) = e −y 2 n /4 ρ(y ′ ) for y ∈ R n + . This implies that ρ(y ′ ) ≤ e 1/4 ρ(y) for y n ≤ 1. Therefore we complete the proof. Now we state a main result in this section. Proposition 3.1. One of the following two cases holds.
Proof. Multiplying (7) by v u , v n and v s respectively, then we verify that
Hence we obtain an ODE system.
By the Schwarz inequality, we see that for a ∈ {s, n, u}
From Lemma 3.1 and Lemma A.1, it holds that
Here we recall from (8) that |f (v)| ≤ cv 2 . Then from Lemma 3.1 and Lemma 2.1, we get
where M (s) is given by M (s) = sup
As a consequence, there exists ǫ 0 > 0 such that for ǫ ∈ (0, ǫ 0 )
Let λ * > 0 be the smallest positive eigenvalue of (−A), which is given by
Hence there exists ǫ 1 ∈ (0, ǫ 0 ) such that for ǫ ∈ (0, ǫ 1 )
Since lim s→∞ M (s) = 0, applying Lemma 3.1 in [6] to (39) and (40), we obtain the conclusion.
Next we study the asymptotic behavior of ∇ ′ v(y, s). We set
Proposition 3.2. One of the following two cases holds.
(II) |v(s) | ρ decays to zero exponentially, Proof. We repeat the proof of Proposition 3.1. We set V (y, s)
Letπ s ,π n andπ u be projection operators onto the subspace spanned by eigenfunctions of (−Ã) with the positive eigenvalue, the zero eigenvalue and the negative eigenvalue and set
Then we obtain
Here we recall from (8) that |f ′ (v)| ≤ c|v|. Therefore by the same calculation as (38), we verify that
Hence there exists ǫ 0 > 0 such that for ǫ ∈ (0, ǫ 0 )
Therefore sinceπ a (∂ i v) = ∂ i (π a v) (i = 1, · · · , n − 1) for a ∈ {s, n, u}, by (39), (40) and (41), we obtain
Since lim s→∞ M V (s) = 0, applying Lemma 3.1 in [6] , we complete the proof.
Case (I)
In this subsection, we study a precise asymptotic behavior for the case (I).
Definition 3.1. We call a function v(y) y n -axial symmetric, if the function v(y) can be expressed by v(y) = v(|y ′ |, y n ).
For the rest of this paper, solutions are always assumed to be y n -axial symmetric. Then the kernel of A (= π n L 2 ρ (R n + )) turns out to be one dimension under a symmetric assumption. In fact, let
where c > 0 is a normalization constant such that E ρ = 1. Then it holds that kerA =span{E}.
Proposition 3.3. Let v(y, s) be y n -axial symmetric and behave as the case (I) in Proposition 3.1.
Then it follows that
where ν q is given by
Proof of Theorem 1.1. Theorem 1.1 follows from Proposition 3.1 and Proposition 3.3.
First we prepare two lemmas. 
Proof. Since |f (v)| ≤ cv 2 (see (8)), by Lemma 3.1, the second equation in (37) is estimated by
Therefore since v(y, s) and |∇v(y, s)| are uniformly bounded (see Theorem 2.1), from Proposition 3.1, we obtain
Then this implies
−c ≤ ∂ s log v n 2 ρ ≤ c. Integrating both sides, we obtain the conclusion. 
where X(s) is given by
Since |f (v)| ≤ cv 2 (see (8)), we easily see that
Then we apply (36) in (43) with K 0 := qB q−1 to obtain
To apply Lemma 2.7, we fix p > max{2, n − 1} and δ ∈ (0, 1) and set
Then from Lemma 2.7 with p = 2, we see that
Next we estimate J 2 . From the Schwarz inequality, we get
Then by the same calculation as (38), we see that
where M (s) is the same as in (38). Furthermore since AE = 0, we find that
Finally we compute J 3 . Since p > 2, by definition of s 1 , we easily see that
Hence we can apply Lemma 2.7 and obtain
Then by the Schwarz inequality and |b K 0 (ξ n )| ≤ K 0 for ξ n ∈ R + , we compute
is uniformly bounded and v(y, µ) → 0 uniformly on any compact set in R n + as µ → ∞, we easily see that M 1 (µ) → 0 as µ → ∞. Therefore since p > n − 1, we obtain
Put ν 1 (s) = M (s) 1/2 + M 1 (s). Then combining the above estimates and applying Proposition 3.1 and Lemma 3.2, we conclude that
Since ν 1 (µ) → 0 as µ → 0, the proof is completed.
Proof of Proposition 3.3. Set a 0 (s) = (v(s), E) ρ . Then it is verified thaṫ
Since v(y, s) is uniformly bounded on R n + × (s T , ∞), the second integral on the right-hand side is estimates as follows.
Hence we get
164 in [15] ). Then Proposition 3.2 and Lemma 3.3 implies
From the above differential inequality, we get
Hence it holds that 1 a 0 (s)s
Therefore combining (44), we obtain lim s→∞ sa 0 (s) = −ν q .
As a consequence, since v n = a 0 (s)E, it follows that
Thus by Proposition 3.2, we conclude
which completes the proof.
Estimate for a large range
Throughout this section, we assume that v(y, s) is y n -axial symmetric and behaves as the case (I) in Proposition 3.1. Additionally, we assume that v(y, s) satisfies a monotonicity condition:
In this section, following the arguments in [15] and [24] , we derive pointwise estimate of v(y ′ , s) along |y ′ | ∼ s 1/2 on ∂R n + from the asymptotic behavior v(y, s) ∼ −ν q s −1 E(y) (Proposition 3.3) with global heat kernel estimates given in Section 2.2. For simplicity of notations, we set
First we show that condition (45) is assured if the original initial data u 0 (x) satisfies (45).
Lemma 4.1. Let u 0 (x) be x n -axial symmetric and satisfy x ′ · ∇ ′ u 0 (x) ≤ 0 for x ∈ R n + . Then v(y, s) satisfies (45) for s ∈ (s T , ∞).
Hence the proof is completed.
As a consequence of assumption (45), we obtain the following lemma immediately. 
Hence it follows that E(y ′ ) < 0 for y ′ ∈ R n + with |y ′ | > 2(n − 1). By assumption, we recall that v(y, s) behaves v(y, s) ∼ −ν q s −1 E as s → ∞. Therefore we find that v(y ′ , s)| ∂R n + < 0 for |y ′ | = √ 2n and large s > s T . As a consequence, by using (45), we see that v(y ′ , s)| ∂R n + < 0 for |y ′ | > √ 2n and large s > s T . Thus we complete the proof.
A goal of this section is to show the following pointwise estimate along |y ′ | ∼ s 1/2 on ∂R n + .
Proposition 4.1. There exist θ ∈ (0, 1) and 0 < k 1 < k 2 < 1 such that
Lemma 4.3. There exists a positive continuous function ν(s) satisfying lim s→∞ ν(s) = 0 such that
Proof. We set K = qB q−1 and D(y) = E(y)/b K (y n ). Then since f (v) ≥ 0 in (7), by using (35), we get
Here since
we note that
Therefore since D(y ′ ) = E(y ′ ) on ∂R n + , it follows that
Furthermore from Lemma 2.9, we observe that Here we recall from Lemma 2.3 that
Thus the proof is completed. 
Since v(, s) behaves v(y, s) ∼ −ν q s −1 E as s → ∞, we note from Proposition 3.3 that |V (y ′ , s)| ≤ cs −1 for y ′ ∈ B ∂R n + ( √ 2n). Hence by Lemma 4.2, we observe that
We set
Then we see that
+ . We note from Lemma 4.2 with (45) that
Therefore we apply the estimate (36) to ±V (y, s) and obtain
Here we used µ K 0 = −(m + 1) (Lemma 2.3). By Lemma 2.9, for any R > 0 there exists c = c(R) > 0 such that
for y ′ ∈ R n−1 , y n ≤ R. As in the proof of Lemma 4.3, we choose s > s 0 such that s = e s−s 0 . Then from Proposition 3.3, we obtain
Lemma 4.5. There exists c > 0 such that
We expand Y (y, s) by using eigenfunctions {E α } α∈A of (9):
Let λ α be the eigenvalue corresponding to E α . Then it holds that
The proof of Lemma 4.5 follows immediately from the following two lemmas.
Lemma 4.6. For any α ∈ A there exists c α > 0 such that
Proof. Since Y (y, s) = ∂ s v(y, s), a direct computation shows that
For simplicity, we set
Then (46) is written by
We fix s 1 > 1. Then we integrate both sides over (s, s 1 ) to obtain
Here we recall from (8) that |f (v)| ≤ cv 2 . Then by the Hölder inequality, we see that
, it follows from Lemma 3.3 and Proposition 3.3 that
Then the right-hand side on (47) is estimated by
Therefore applying this estimate in (47), we obtain the conclusion.
Lemma 4.7. There exists λ * > 0 such that
where Q α is given by
Multiplying by P λ ρ and integrating over R n + , we get 1 2
Since ϕ(y, s) is positive and uniformly bounded, the third term and the last term on the right-hand side are estimated by
Here we apply Lemma 3.3 and Proposition 3.3 to obtain
Therefore there exists c λ > 0 such that
where we used Lemma 4.6 in the last inequality. Substituting this estimate into (48) and noting that
Let Π λ be a subspace of H 1 ρ (R n + ) defined by
Then it holds that
By continuity, there exists ǫ 0 > 0 such that for ǫ ∈ (0, ǫ 0 )
Hence there exist λ * > 0 and
for s > s 1 , which implies
Therefore the proof is completed.
Proof of Lemma 4.5. From Lemma 4.6 and Lemma 4.7, we obtain
Repeating the argument in the proof of Lemma 4.4, we obtain the conclusion.
Lemma 4.8. For any θ > 0 there exist l 1 ∈ (0, 1) and s * > 0 such that
Proof. We fix θ = 1. The proof for the other case θ = 1 follows from the quite same argument as θ = 1. Since v(y, s) behaves as the case (I), we note from Lemma 4.2 that
To derive a contradiction, we suppose that there exist sequences {τ j } j∈N and {y
Then it follows from (45) and (49) that
Now we define s j < τ j by e τ j −s j = τ j .
From this definition, we find that
for y ′ ∈ B ∂R n + ( √ s) and s ∈ (s j , τ j ). Now we set
Then (50) and (51) imply lim
Furthermore by definition of ǫ j and (49), we get
Here we note from (49) that v + (y, s) ≤ cs −1 . Therefore we obtain
We set K j = qB q−1 (1 − cǫ j ) and
Then we apply (35) to obtain
Since
, it follows from Lemma 2.9 and Proposition 3.3 that
We set D j = E/b j . Then by the same way as in the proof of Lemma 4.3, we see that
Since K j = qB q−1 (1 − cǫ j ) < qB q−1 , we note from Lemma 2.3 that
Hence by using e τ j −s j = τ j and D j = E on ∂R n + , we obtain
Furthermore by Lemma 2.8, we compute
Here since τ j ≤ 9s j /4 for large j ∈ N, we observe that
This implies
Therefore we get
As a consequence, it follows that
Thus finally we obtain
Noting that E(y ′ ) = c(|y
However since τ j /s j → 1 as j → ∞, this contradicts (50), which completes the proof.
Proof of Proposition 4.1. We recall from Lemma 4.3 that
On the other hand, from Lemma 4.8, there exists l 1 ∈ (0, 1) such that
Thus the proof is completed.
Spacial singularities for a blow-up profile
Here we apply methods given in [13, 22] to investigate spacial singularities of blow-up profiles. As in Section 4, v(y, s) is assumed to be y n -axial symmetric, behave as the case (I) in Proposition 3.1 and satisfy (45). Let θ ∈ (0, 1) be given in Proposition 4.1 and set e = (1, 0, · · · , 0). We introduce
where s > s T is a parameter. Then v s (x, t) satisfies
The following proposition gives a key estimate, whose proof is given in the next subsection.
Proposition 5.1. There exist 0 < c − < c + , s * ≫ 1 and t 1 ∈ (0, 1) such that
The proof of Theorem 1.2 follows directly from Proposition 5.1.
Proof of Theorem 1.2. Now we define an inverse function s(r) by √ se −s/2 = r/θ (s > 1). Then from Proposition 5.1, there exist r * ∈ (0, 1) and t 1 ∈ (0, 1) such that for r ∈ (0, r * ), t ∈ (t 1 , 1).
Here we take t = 1 to obtain c − e ms(r) ≤ u(r e, T ) ≤ c + e ms(r)
for r ∈ (0, r * ).
From definition of s(r), we compute s = log s + 2| log r| + 2 log θ, e −s s = e −s (log s + 2| log r| + 2 log θ) = (r/θ) 2 .
Hence it follows that e −s = r 2 2θ 2 | log r| 2| log r| log s + 2| log r| + 2 log θ .
Since s(r) ≤ c| log r| for small r > 0, it is clear that 2| log r| log s + 2| log r| + 2 log θ = 1 + o(1).
Therefore there exists 0 < c ′ − < c ′ + such that
Since u(x, t) is x n -axial symmetric, we obtain the conclusion.
Proof of Proposition (upper bound)
We consider a rescaled solution w s (y, τ ) defined by (y ∈ R n + , τ ∈ R + )
= e −m(τ +s) u(e −(τ +s)/2 y + θ √ se −s/2 e, T − e −(τ +s) )
= ϕ(y + θ √ se τ /2 e, τ + s).
Then w s (y, τ ) satisfies
and w s (y, 0) = ϕ(y + θ √ s e, s).
Moreover since ϕ(y, s) is uniformly bounded on R n + × (s T , ∞), it follows that
From Proposition 4.1, we note that k 1 B ≤ w s (0, 0) ≤ k 2 B for some k 1 , k 2 ∈ (0, 1). Hence since |∇ϕ(y, s)| is uniformly bounded (Lemma 2.1) and B = ϕ 0 (0), there exists δ 0 > 0 such that
On the other hand, since ϕ(y, s) → ϕ 0 (y n ) in C loc (R n + ) as s → ∞, from (45), we obtain lim sup
uniformly on y n ∈ [0, R] for any R > 0. We fix a function w * (ξ) ∈ C 2 (R + ) such that
Letw(ξ, τ ) be a solution of
Lemma 5.1. Letw(ξ, τ ) be given above. Thenw(ξ, τ ) is uniformly bounded on R + × (0, ∞) and converges to zero uniformly on R + as τ → ∞.
Proof. Let ǫ ∈ [0, 1) and h ǫ (ξ) be the unique solution of
First we claim that h ǫ=0 (ξ) = h 0 (ξ) has at least one zero on R + . To derive a contradiction, we suppose
By a boundary condition of h 0 (ξ) and h * (ξ), we find that h 0 (ξ) < h * (ξ) for small ξ > 0. Then there are two possibilities: (i) there exists ξ 1 ∈ R + such that h 0 (ξ 1 ) = h * (ξ 1 ) and h 0 (ξ) < h * (ξ) for ξ ∈ (0, ξ 1 ), (ii) 0 < h 0 (ξ) < h * (ξ) for ξ ∈ R + . We introduce
Then we easily see that
For the case (i), by definition of ξ 1 , it holds that
However this contradicts the definition of ξ 1 . For the case (ii), since ϕ 0 (ξ) is uniformly bounded on R + , it is verified that h(ξ), h 0 (ξ) and their derivatives are uniformly bounded on R + . Hence it follows that lim ξ→∞ g(ξ) = 0. However since g(ξ) ≡ g(0) < 0, this is a contradiction. Therefore the claim is proved. We denote by ξ 0 the first zero of h 0 (ξ). Since h ′ 0 (ξ 0 ) < 0, by continuity, h ǫ (ξ) has a unique zero near ξ = ξ 0 for small ǫ ∈ (0, 1), which is denoted by ξ ǫ . We fix ǫ = ǫ 0 small enough. Now we construct a super-solution by using h ǫ 0 (ξ). We set
where a ∈ (0, 1) is a parameter. Then since (B − a) q = B q − qB q−1 a + O(a 2 ), we get
Since w * (ξ) ≤ ϕ 0 (ξ), a comparison argument impliesw(ξ, s) ≤ ϕ 0 (ξ). Hence, by a strong maximum principle, there exists a 1 ∈ (0, 1) such that for a ∈ (0, a 1 )
Let W a (ξ, s) be a solution of (57) with the initial data ψ a (ξ). Then a comparison argument implies thatw (ξ, s + 1) ≤ W a (ξ, s).
Now we claim that W a (ξ, s) converges to zero uniformly on R + as s → ∞. Since ψ a (ξ) is a supersolution, it holds that W a (ξ, s) ≤ ψ b (ξ) for s > 0. By the unique solvability of solutions of (57) and a comparison argument, we see that
Hence it follows that ∂ s W a (ξ, s) ≤ 0 for s > 0. As a consequence, W a (ξ, s) converges to some function W ∞ (ξ) satisfying 0 ≤ W ∞ (ξ) < ϕ 0 (ξ) uniformly on R + as s → ∞. By a standard argument, we find that W ∞ (ξ) is one of stationary solutions of (57). Since ϕ 0 (ξ) is the unique bounded positive solution of (57) (see Lemma 3.1 [5] ), W ∞ (ξ) must be zero, which shows the claim. Therefore from w(ξ, s + 1) ≤ W a (ξ, s),w(ξ, s) also converges to zero uniformly on R + as s → ∞, which completes the proof.
The functionw(ξ, τ ) is naturally extended to a functionŵ(y, τ ) defined on R n + × (0, ∞) bŷ w(y, s) =w(y n , s). 
Proof. Suppose that there exist ǫ 0 > 0 and a sequence {s k } k∈N (s k → ∞) such that
Since w s (y, τ ) is defined by w s (y, τ ) = ϕ(y + θe τ /2 s 1/2 e, τ + s), we apply Lemma 2.1 to obtain
Furthermore since w s (y, τ ) satisfies
it follows from (59) that
Hence there exist a limiting function
) and a subsequence {w s k (y, τ )} k∈N which is denoted by the same symbol such that (54), (55) and (56), we see that
Moreover from Lemma 4.4, it follows that ∇ ′ w ∞ (y, 0) = 0. Hence we obtain 0 ≤ w ∞ (y, 0) ≤ w * (y n ).
As a consequence, since w ∞ (y, τ ) satisfies (52), a comparison argument shows that for τ ≥ 0
Hence by definition of τ ǫ 0 > 0, it follows that
However this contradicts (58), which completes the proof.
We prepare a local L ∞ -estimate which is directly derived from a standard linear parabolic theory. 
Proof. From (53), applying a local L ∞ -estimate for a linear parabolic equation to (52) (see Theorem 6.17 in [20] ), we obtain
which completes the proof. Proof. Multiplying (52) by w s ρ and integrating over R n + , we get
From Lemma 3.1 and Lemma A.1, we verify that
where K s (τ ) is given by
We note from (53) that K s (τ ) is uniformly bounded on s ∈ (s T , ∞) and τ ∈ (0, ∞). Therefore there exists α 0 > 0 independent of s > s T such that
Let δ 0 > 0 be a constant given in this lemma and ǫ 0 > 0 be a small constant. Then we can fix 0 < δ 1 < δ 2 < δ 0 and R 1 > 0 such that
where c R 1 > 0 is given in Lemma 5.3 and M 0 > 0 is given in (53). Here we assume that w s (τ 0 ) ρ ≤ δ 1 for some τ 0 > 0 and s > s T . Then we will see that w s (τ ) ρ < δ 2 for τ > τ 0 . In fact, we first definē
To derive a contradiction, we supposeτ < ∞. Then it follows from (61) and (62) that
Furthermore we apply Lemma 5.3 with (62) to obtain
Hence by using this estimate and (62), we get
Therefore substituting this estimate into (60) and taking ǫ 0 > 0 small enough, we obtain
Therefore we obtain w s (τ ) ρ < δ 2 . However this contradicts definition ofτ , which assuresτ = ∞. Thus the proof is completed.
Next we provide uniform decay estimates.
Lemma 5.5. For any ν > 0 there exist c, s * 1 , τ 1 > 0 depending only on ν > 0 such that for s ≥ s * Proof. Since (w s− , w s0 ) ρ = 0, we easily see that
Now we estimate the last term on the right-hand side.
Then by Lemma 3.1, it holds that
Furthermore the mean value theorem implies
where M s (τ ) is given by
Hence from Lemma 3.1 and Lemma A.1, we get
Therefore since w s0 ρ ≤ w s ρ , we obtain
Since q > 1, from Lemma 5.5, there exists s
Moreover by the same estimate as K s (τ ) in the proof of Lemma 5.4, we find that
Here we note that E 0 is the first eigenfunction with zero eigenvalue of
Since the second eigenvalue of (63) is one, it holds that ∇w s− ρ ≥ w s− ρ Hence we take ǫ > 0 small enough, then there exists ν 0 ∈ (0, ν 1 ), s * 2 > s * 1 and τ 2 > τ 1 such that for s > s *
Multiplying by e 2(1+ν 0 )mτ and integrating both sides over (τ 2 , τ ), we obtain the conclusion.
Lemma 5.7. There exists c, s
Proof. From definition of w s0 , we easily see that
Since q > 1, we fix r > 2 such that r ′ q > 2, where r ′ is defined by 1 = 1/r + 1/r ′ . Then by the Hölder inequality and a boundedness of w s− (y, τ ), we obtain
. From Lemma 5.5, there exists s 1 , τ 1 , ν 0 > 0 such that for s > s 1 and τ > τ 1
Thus multiplying by e 2mτ and integrating over (τ 1 , τ ), from Lemma 5.6, we obtain the conclusion.
Proof of Proposition 5.1 (upper bound). We apply Lemma 5.3 with R = 1 to obtain
Therefore from Lemma 5.6 and Lemma 5. By definition of w s (y, τ ), we note that v s (0, 1 − e −τ ) = e mτ w s (0, τ ). Thus we conclude that for
Proof of Proposition 5.1 (lower bound)
Proof of Proposition 5.1 (lower bound). The proof of lower bound is much easier than that of upper bound. From (54) and |∇w s (y, τ )| ≤ c, there exist a nonnegative smooth function w * (y) ≡ 0 and s * 1 ≫ 1 such that for s > s * 1 w s (y, 0) ≥ w * (y) for y ∈ R n + .
Letw(y, τ ) be a solution of
Then a comparison argument shows that for s > s * 1 w s (y, τ ) ≥w(y, τ ).
As in Section 5.1, we expandw(y, s) by using eigenfunctions of (63). Let E 0 be a positive constant with E 0 ρ = 1. Then E 0 turns out to be the first eigenfunction of (63). We decomposew(y, τ ) as follows.w (τ ) =w 0 (τ ) +w − (τ ), wherew 0 = (w, E 0 ) ρ E 0 . Since the second eigenvalue of (63) is one, we get As a consequence, since a 0 := (w * , E 0 ) ρ > 0, we obtaiñ w(y, τ ) = a 0 1 + O(e −τ ) e −mτ E 0 for y ∈ B 1 .
Thus we conclude that for s > s * 1 w s (0, τ ) ≥w(0, τ ) = a * 1 + O(e −τ ) e −mτ E 0 , which completes the proof.
A Appendix

A.1 Compact embedding inequality
Here we provide the embedding inequality on a weighted Sobolev space. In particular, it holds that for u ∈ H 1 ρ (R n + ) From this inequality, we obtain a compact embedding from H 1 ρ (R n + ) to L 2 ρ (R + ).
Lemma A.2. The embedding from H 1 ρ (R n + ) to L 2 ρ (R n + ) is compact.
Proof. Let {u k } k∈N be a bounded sequence in H 1 ρ (R n + ). Then there exists u ∈ H 1 ρ (R n + ) and a subsequence {u k } k∈N which is denoted by the same symbol such that u k ⇀ u weakly in H 1 ρ (R n + ). Then from Lemma A.1, we verify that Combining these estimates, we obtain for k ≥ k 0
A.2 Linear operator A
In this subsection, we show the operator
with D(A 0 ) = {v ∈ H 2 ρ (R n + ); ∂ ν v = Kv on ∂R n + } (K ∈ R is a constant) is self-adjoint. From Lemma 3.1 with g(y ′ ) ≡ 1, there exists c > 0 such that for v ∈ H 1 ρ (R n + )
Hence there exists λ 0 > 0 such that for v ∈ H 1 ρ (R n + )
Here we show that the operator A λ 0 = A 0 − λ 0 with D(A λ 0 ) = D(A 0 ) is self-adjoint on L 2 ρ (R n + ). Once this is proved, it is clear that the operator A 0 with D(A 0 ) is also self-adjoint on L 2 ρ (R n + ). By definition of λ 0 , it is verified that A λ 0 is a symmetric operator and satisfies
Hence it is sufficient to show that for any f ∈ L 2 ρ (R n + ) there exist v ∈ D(A 0 ) such that −A λ 0 v = f . First we assume that f ∈ C ∞ c (R n + ). From (64), there exists a weak solution v ∈ H 1 ρ (R n + ) such that for ψ ∈ H 1 ρ (R n + ) By using ψ = v as a test function, we obtain
In particular, since f ∈ C ∞ c (R n + ) is a smooth function, a standard elliptic regularity theory shows that v ∈ C ∞ (R n + ). Let η k (r) ∈ C ∞ c (R + ) be a cut off function such that η k (r) = 1 if r ∈ (0, k), η k (r) = 0 if r ∈ (2k, ∞). By using ψ 1 = |y ′ | 2 vη k (|y|) 2 and ψ 2 = y 2 n vη k (|y|) 2 as test functions respectively and from Lemma 3.1 and Lemma A.1, we obtain 
Next we use ψ = ∇ ′ (η k (|y|) 2 ∇ ′ v) as a test function. Here we note that
Hence integrating by parts, we get 
The boundary integral is calculated as follows:
We set V 1 = |∇ ′ v|η k and V 2 = vη k . Then from Lemma 3.1, it is verified that 
From (66), (67) and (68), we get
Then applying Lemma A.1 two times, we compute the first term on the right-hand side.
Thus finally we obtain n−1
Since v is a solution of −A λ 0 v = f , it follows that
where F is given by
Multiplying by (∂ 2 n v)ρη 2 k and integrating over R n + , we obtain (∂ 
Thus combining (65), (70) and (71) and taking k → ∞, we conclude that
Since C ∞ c (R n + ) is dense in L 2 ρ (R n + ), by a density argument, we complete the proof.
