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RESUMO
Sema´foros sa˜o utilizados desde o se´culo 20 em diversas partes do mundo para controlar
o tra´fego de ruas, mas em consequeˆncia do nu´mero de ve´ıculos aumentando vertiginosa-
mente, ha´ o aumento do fluxo de carro nas ruas e avenidas, podendo gerar congestiona-
mentos em hora´rios de pico, que em algumas situac¸o˜es, como por exemplo, ao acontecer
um acidente, pode alcanc¸ar quiloˆmetros. Uma soluc¸a˜o inteligente e eficiente deve ser
desenvolvida para resolver estes problemas, e ale´m disso, otimizar o tempo de viagem
e de espera em cruzamentos. Este trabalho propo˜e a implementac¸a˜o de um sistema de
contagem de ve´ıculos para ser utilizado em sema´foros inteligentes que recebe um fluxo de
v´ıdeo e o processa utilizando visa˜o computacional, para detectar e contar os ve´ıculos, com
o objetivo de testar a praticabilidade de implementar um sistema de controle do fluxo
em tempo real. Com este sistema foram realizados testes com imagens feitas a partir
da perspectiva de um sema´foro, simulando um cena´rio real, para analisar a viabilidade
da utilizac¸a˜o desse sistema tomando como base a quantidade de acertos na detecc¸a˜o dos
ve´ıculos. Os resultados mostraram que de quatro cena´rios testados, o sistema teve eˆxito
em acertar treˆs deles, sendo que o u´nico erro foi porque um carro parou atra´s de um oˆnibus,
dificultando sua detecc¸a˜o. Portanto, este sistema pode ser utilizado por sema´foros para
detectar e contar ve´ıculos, abrindo espac¸o para trabalhos relacionados que permitam um
melhor controle do fluxo de automo´veis.
Palavras-chave: <Sema´foros Inteligentes>, <Processamento digital de imagens>,
<Deep Learning> <TensorFlow> <Cidades Inteligentes>.
ABSTRACT
Traffic lights have been used since the 20th century in many countrys of the world to
control street traffic, but with the number of vehicles increasing dramatically, there are
many issues with the massive increase of car flow in the streets and avenues, which can
cause kilometric congestions. An intelligent and efficient solution should be developed to
solve these problems, and in addition, optimize travel and waiting times at street crossings.
This work presents a simple implementation of an intelligent traffic light system which
receives a video stream and processes it using digital imaging processing to detect and
count vehicles, in order to control the flow at real time. With this system, tests were made
using images from a traffic light perspective, simulating a real traffic camera scenario, to
analyze the feasibility of using this system, based on the number of correct detection
results of vehicles. The results aqurided here, showned that, from four scenarios tested,
the system obtained success in three of them, and the any main error was because of a
car stopped behind a bus, making it very difficult to detect. Furthermore, this system
can be used in traffic lights to detect and count vehicles, serving as idea for related works
which permits a better control of the traffic flow.
Key-words: <Smart Traffic Lights>, <Digital Imaging Processing>, <Deep
Learning> <TensorFlow> <Smart Cities>.
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1.1 Definic¸a˜o do Problema
Datado de aproximadamente 1869 [19], o sema´foro, vindo diretamente da sina-
lizac¸a˜o de trens como um mecanismo a ga´s para organizar as locomotivas que circulavam
pelas ferrovias, foi introduzido primeiramente na cidade de Londres pelo engenheiro fer-
rovia´rio John Peake Knight como uma forma de controlar a passagem de trens entre duas
intersecc¸o˜es de ruas. O primeiro sema´foro de traˆnsito apareceu a primeira vez no comec¸o
do se´culo 20 na cidade de New York para organizar o fluxo do crescente nu´mero de carros,
pessoas e carroc¸as que dividiam as ruas da cidade [20].
Atualmente, devido a sua praticidade e comodidade, ha´ um aumento natural do
nu´mero de ve´ıculos. Esse aumento, juntamente com o fato de que, na maioria dos casos,
as ruas na˜o foram projetadas para tal quantidade de automo´veis, ocasiona aglomerados de
ve´ıculos parados em longos congestionamentos, principalmente em hora´rios considerados
de pico, ficando evidente a importaˆncia da busca para resolver este problema que atinge
o mundo todo. Uma dessas soluc¸o˜es e´ o controle eficiente do fluxo de automo´veis que
passam pelos cruzamentos sinalizados, na tentativa de otimizar o tempo de paradas e
melhorar o tempo de viagem de maneira inteligente.
Para essa soluc¸a˜o, pode-se utilizar sensores, ou ate´ mesmo sistemas inteligentes,
como o descrito neste trabalho, que utiliza Deep Learning juntamente com processamento
digital de imagem para detectar e contar a quantidade de ve´ıculos na rua e controlar o
fluxo. Os benef´ıcios deste sistema va˜o muito ale´m do simples controle do tra´fego, ja´ que
ao otimizar o tempo de parada, faz com que o traˆnsito flua adequadamente, contribuindo
para a melhora da seguranc¸a, principalmente em lugares perigosos, onde o ı´ndice de
criminalidade e´ alto.
1.2 Objetivo geral
O principal objetivo deste trabalho e´ construir um sistema capaz de receber um
fluxo de v´ıdeo via internet, ou ate´ mesmo diretamente de alguma caˆmera, processar esta
imagem para detectar e contar os ve´ıculos que esta˜o em uma determinada a´rea de interesse,
que neste caso e´ na rua a qual o sema´foro controla, a fim de futuramente usar estas
informac¸o˜es para desenvolver um produto que consiga controlar a abertura e o fechamento
do sema´foro de maneira eficiente.
1.3 Objetivos espec´ıficos
• Fazer uma investigac¸a˜o sobre os atuais modelos de sema´foros inteligentes.
16
• Implementar um sistema para ser utilizado por sema´foros para contagem de ve´ıculos.
• Desenvolver um sistema de co´digo fonte aberto para que possa ser modificado, uti-
lizado ou estudado por qualquer pessoa interessada no assunto.
1.4 Estrutura da monografia
A estrutura deste trabalho esta´ organizada da seguinte maneira:
O primeiro cap´ıtulo apresenta a definic¸a˜o do problema, mostrando um pouco da
histo´ria dos sema´foros, assim como os objetivos gerais e espec´ıficos da soluc¸a˜o apresentada.
No segundo cap´ıtulo esta´ toda a fundamentac¸a˜o teo´rica, contendo a descric¸a˜o e
conceituac¸a˜o dos assuntos necessa´rios para o entendimento de todos os elementos propos-
tos na soluc¸a˜o do problema que este sistema propo˜e resolver.
Na terceira sec¸a˜o esta˜o as implementac¸o˜es de sistemas semelhantes, que tentam
resolver o mesmo problema proposto por este trabalho, reforc¸ando que apenas imple-
mentac¸o˜es de empresas privadas que vendem seus sistema como um produto foram en-
contrados.
No quarto cap´ıtulo esta´ toda a metodologia empregada na soluc¸a˜o, incluindo o
me´todo utilizado para conseguir capturar os v´ıdeos que foram utilizadas para teste, assim
como os atributos destas imagens. Neste cap´ıtulo tambe´m sa˜o apresentados detalhes
sobre a implementac¸a˜o, como os me´todos para conseguir, a partir de uma imagem inteira,
processar apenas uma a´rea de interesse.
Na sec¸a˜o de nu´mero cinco esta˜o contidos os resultados dos testes feitos utilizando
o sistema junto com os v´ıdeos descritos na sec¸a˜o anterior, focando tanto nos resultados
pra´ticos do sistema com a contagem de ve´ıculos e os erros, como nos resultados dos
testes de desempenho, que mostram a quantidade de quadros por segundo conseguida
pelo hardware utilizado para teste.
No sexto e u´ltimo cap´ıtulo deste trabalho, esta´ a conclusa˜o da viabilidade de uti-
lizac¸a˜o do sistema em um cena´rio real e algumas ideias para trabalhos futuros, que podem
ser constru´ıdos utilizando toda a implementac¸a˜o utilizada neste trabalho.
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2 CONCEITOS GERAIS E REVISA˜O DA LITERATURA
2.1 Processamento digital de imagens
Antes de falarmos sobre Processamento Digital de Imagens (PDI), devemos pri-
meiramente pontuar que uma imagem digital e´ um conjunto de pontos (pixels) f(x,y),
onde x e y sa˜o coordenadas espaciais, e a func¸a˜o f e´ chamada de “intensidade dos n´ıveis
de cinza em um dado ponto”[1], ou seja, dado um conjunto de pixels de tamanho n por
m, temos que a func¸a˜o f retorna um valor finito que caracteriza a intensidade do n´ıvel de
cinza de um determinado ponto x e y dentro do intervalo de pixels n por m.
Portanto, PDI e´ a utilizac¸a˜o de algoritmos computacionais para analisar e extrair
dados u´teis de uma imagem digital. Os primeiros artigos sobre este tema datam do
in´ıcio dos anos 1960 e inicialmente tinham como tema principal objetivo o processamento
de imagens para sate´lites. Com a constante evoluc¸a˜o da tecnologia e do hardware dos
computadores, e´ muito comum vermos o uso de PDI no nosso dia-a-dia, como por exemplo,
ao tirarmos uma foto, os celulares mais modernos possuem processadores espec´ıficos para
tratar do processamento dessa imagem. Alguns destes processadores tem como objetivo
segmentar a imagem em diferentes n´ıveis de profundidade entre o assunto (objeto em
primeiro plano) e o plano de fundo da imagem, aplicando n´ıveis de filtro de desfoque
em cada um destes segmentos. A Figura 1 mostra a segmentac¸a˜o de uma imagem em
diferentes n´ıveis de profundidade, recurso presente nos novos processadores A12 Bionic
dos novos iPhone de de´cima segunda gerac¸a˜o.
Figura 1: Exemplo de mapa de profundidade criado via software. Cada n´ıvel
de cinza e´ uma segmentac¸a˜o da imagem baseada na distaˆncia entre o fundo e
o assunto (cinza mais claro)
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Como descrito em [2], PDI pode ser dividido em 3 n´ıveis principais: processamento
de n´ıvel baixo, que consiste no processamento de imagens digitais onde a entrada sera´
uma imagem, e a sa´ıda sera´ uma outra imagem modificada com a aplicac¸a˜o de filtros.
Este n´ıvel e´ muito utilizado para processamento de fotografias digitais, como no uso de
filtros de reduc¸a˜o de ru´ıdo ou filtros de aumento de nitidez para imagens profissionais.
O segundo n´ıvel e´ o n´ıvel me´dio e e´ o processamento onde a entrada e´ uma imagem, e
a sa´ıda sa˜o os seus atributos. Um exemplo pra´tico da utilizac¸a˜o deste n´ıvel e´ quando
utilizamos software para detecc¸a˜o de objetos ou segmentac¸a˜o de uma imagem. O u´ltimo
e´ o n´ıvel alto, que consiste no processamento em que a entrada sa˜o as caracter´ısticas da
imagem, geralmente adquiridas pelo processamento de n´ıvel me´dio, e a sa´ıda e´ a descric¸a˜o
ou entendimento dessas caracter´ısticas, que resultam em alguma ac¸a˜o autoˆnoma, como
nos sistemas de decisa˜o de um automo´vel autoˆnomo, onde a partir das caracter´ısticas de
um processamento de imagem, uma inteligeˆncia artificial deve decidir qual ac¸a˜o o carro
deve tomar.
Como abordado anteriormente, o processamento digital e´ dividido em treˆs n´ıveis,
onde o n´ıvel me´dio e´ o n´ıvel intermedia´rio entre o n´ıvel baixo e o n´ıvel alto e consiste
no processamento da imagem, que na maioria das vezes e´ proveniente do processamento
de baixo n´ıvel, onde a sa´ıda sera´ os seus atributos, como por exemplo, a posic¸a˜o de um
certo objeto na imagem, ou a sua forma [6]. Esse e´ o n´ıvel de processamento dedicado
especificamente para anotac¸o˜es, reconhecimento, detecc¸a˜o de objetos e correspondeˆncia
de similaridade.
O autor de [7] compara o processamento de imagens ao processamento de texto,
onde ele descreve que um texto e´ dividido em palavras e que o processamento destas
palavras passa por diversos n´ıveis, que va˜o desde o processamento das derivac¸o˜es de um
verbo, ate´ a remoc¸a˜o de palavras comumente utilizadas atrave´s de um filtro. Ele indica
que a imagem e´ similar a um documento, e assim como cada letra e´ a menor unidade de
uma palavra, os pixels sa˜o as menores unidades de uma imagem, enquanto as palavras
de um texto sa˜o ana´logas a cada segmento local desta imagem, permitindo atrave´s da
ana´lise e processamento de cada um desses segmentos, extrair informac¸o˜es importantes
ou ate´ interpretac¸o˜es sobre a cena descrita na imagem a ser processada.
2.2 Visa˜o computacional
Temos que a visa˜o e´ um dos sentidos mais importantes dos seres humanos, ja´ que
com ela temos a percepc¸a˜o dos objetos e do mundo que nos cerca. Utilizando os conceitos
pre´vios sobre o processamento de imagem de n´ıvel me´dio, podemos conceitua´-la como
a atribuic¸a˜o ao computador atrave´s do aprendizado de ma´quina, na˜o apenas as carac-
ter´ısticas, mas as funcionalidades ana´logas ao olho humano, incluindo as caracter´ısticas
ana´logas ao processamento cerebral, entretanto, diferente do ce´rebro humano, a capa-
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cidade de processamento no caso computacional, depende do hardware utilizado para
processar essas imagens.
Atualmente, a visa˜o computacional esta´ presente em diversas a´reas da cieˆncia da
computac¸a˜o, passando pelo reconhecimento de objetos e padro˜es, com a utilizac¸a˜o de
algoritmos de classificac¸a˜o e detecc¸a˜o de objetos, ate´ a operac¸a˜o autoˆnoma de roboˆs em
uma fa´brica. Ale´m disso, tal assunto apresenta uma forte presenc¸a de interdisciplinari-
dade, como na a´rea de medicina, onde se utiliza a visa˜o computacional para, por exemplo,
predizer e diagnosticar doenc¸as. O autor [8] apresenta alguns exemplos do uso da visa˜o
computacional em conjunto com a medicina para o combate ao caˆncer atrave´s de algo-
ritmos de processamento de imagens, assim como o uso para diagnosticar outras doenc¸as
com a ajuda de aparelhos ja´ conhecidos da medicina como os de ressonaˆncia magne´tica
por imagem (MRI), onde com estes dados junto de algoritmos de segmentac¸a˜o de imagens,
e´ poss´ıvel criar um modelo 3D do o´rga˜o do paciente e detectar anomalias muito antes de
qualquer intervenc¸a˜o ciru´rgica.
2.3 Aprendizado de Ma´quina
Aprendizagem e´ um conceito muito complexo, pois e´ o conjunto de mudanc¸as de
comportamento que obtemos atrave´s das experieˆncias correlacionadas com fatores emo-
cionais, neurolo´gicos, relacionais e ambientais. Desde a descoberta e com a constante
evoluc¸a˜o da capacidade dos computadores, fala-se sobre ma´quinas autoˆnomas capazes
de reproduzir ac¸o˜es ininterruptas e repetidas que seriam atribu´ıdas como entrada por
humanos. Como uma a´rea do campo de estudo de Inteligeˆncia Artificial (IA), o apren-
dizado de ma´quina (Machine Learning) esta´ presente em quase todos os dispositivos que
mais utilizamos, como por exemplo, quando os celulares identificam e aprendem os lo-
cais de prefereˆncia do usua´rio, sugerindo outros lugares semelhantes, assim como, quando
governos utilizam sistemas para pontuar e ranquear os cidada˜os baseando-se nos seus
comportamentos e ac¸o˜es nas ruas, como acontece atualmente na China [9].
A abordagem de aprendizado de ma´quina que sera´ utilizada neste trabalho e´ o
aprendizado baseado em Redes Neurais (RN), que tem como inspirac¸a˜o a maneira como o
sistema nervoso biolo´gico funciona. Portanto, similarmente a` biologia, na computac¸a˜o as
RNs funcionam como um conjunto gigante de elementos de processamento interconectados
(neuroˆnios) que tem como finalidade resolver problemas espec´ıficos, como problemas de
reconhecimento de padra˜o e problemas de classificac¸a˜o de dados. Assim como o sistema
nervoso humano, as Redes Neurais funcionam por aprendizado atrave´s de exemplos, e va˜o
ajustando as ligac¸o˜es (pesos e vie´s) entre os neuroˆnios na tentativa de diminuir o erro do
aprendizado [10]. A Figura 2 mostra um exemplo simples de uma rede neural.
Utilizando os conceitos de RN, temos a definic¸a˜o de Deep Learning, que e´ uma
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Figura 2: Exemplo de rede neural. Primeiro temos as entradas, que recebem
os pesos e fluem ate´ o os neuroˆnios intermedia´rios para serem calculados. Apo´s
o ca´lculo, eles seguem para os neuroˆnios de sa´ıda.
maneira de classificar uma RN com va´rias camadas intermedia´rias, usualmente com mais
de 5 camadas, formando uma rede conectada de neuroˆnios, em que cada camada conecta
com a posterior, formando uma RN profunda. Cada camada de uma RN profunda tem
seus pro´prios vie´s e pesos diferentes para cada neuroˆnio, o que permite que va´rios ca´lculos
sejam feitos para chegar em um resultado o´timo nos neuroˆnios de sa´ıda.
2.3.1 TensorFlow
Com os conceitos de Deep Learning e Redes neurais apresentados anteriormente,
podemos conceituar o framework TensorFlow [3], que e´ uma interface implementada pelo
Google, criada em 2010, com o objetivo de facilitar a criac¸a˜o de modelos de teste e a
utilizac¸a˜o de algoritmos de aprendizado de ma´quina utilizando redes neurais. Por ser uma
interface, ela pode ser facilmente portada para dispositivos diferentes sem que haja grandes
diferenc¸as de implementac¸a˜o pra cada dispositivo, ou seja, uma mesma implementac¸a˜o
pode ser executada tanto em dispositivos mo´veis (iOS e Android), quanto em ma´quinas
dedicadas contendo uma ou va´rias unidades de processamento gra´ficas (do ingleˆs, Graphic
Processor Unity - GPU).
Como toda rede neural, as entradas fluem pelas operac¸o˜es e func¸o˜es em uma es-
trutura semelhante a um grafo, a diferenc¸a e´ que no TensorFlow os desenvolvedores ima-
ginaram um grafo onde os no´s conteriam as operac¸o˜es, que podem receber zero ou mais
entradas e retornar zero ou mais sa´ıdas, que podem ser, por exemplo, as multiplicac¸o˜es
dos pesos e adic¸o˜es do vie´s, que no caso do TensorFlow sa˜o representados por matrizes n
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x m. Ja´ as arestas do grafo seriam as ligac¸o˜es contendo as matrizes de entrada e sa´ıda
que percorreriam de um no´ (ou operac¸a˜o) a outro. Para essas ligac¸o˜es eles deram o nome
de tensores. Ale´m disso, foi implementado o conceito de sessa˜o, que cuida da interac¸a˜o
entre as operac¸o˜es e os tensores, onde para iniciar os ca´lculos da rede neural, o cliente
deve iniciar uma sessa˜o e passar como entrada o grafo constru´ıdo com os no´s e os tensores
a` serem calculados. A Figura 3 mostra como funciona a estrutura ba´sica de grafo do
TensorFlow.
Figura 3: Estrutura do grafo utilizado pela implementac¸a˜o do TensorFlow. Os
c´ırculos com as letras B, W e X sa˜o as matrizes de entrada e sa´ıda para os no´s
de operac¸o˜es. De baixo para cima temos as operac¸o˜es: MatMul (multiplicac¸a˜o
de matrizes), Add (adic¸a˜o do vie´s e pesos), ReLu (func¸a˜o de ativac¸a˜o para uma
RN cont´ınua) e finalmente a matriz de sa´ıda C.
2.3.2 Yolov2 e Darkflow
O TensorFlow ainda e´ uma ferramenta muito complicada de ser utilizada, visto
que, para conseguir implementar uma rede neural para, por exemplo, detectar e classificar
objetos em uma imagem utilizando Deep Learning, e´ necessa´rio muito tempo e domı´nio do
assunto. Por causa disso, no objetivo de facilitar esse processo, ferramentas e algoritmos
22
que utilizam todas as funcionalidades do TensorFlow foram criados, um exemplo e´ o
YOLO.
O YOLO e´ um dos me´todos mais inovadores de detecc¸a˜o de imagens, uma vez
que, diferente de outras implementac¸o˜es onde sa˜o utilizados classificadores para cada
classe conhecida, avalia-se diferentes escalas e locais nas imagens recebidas como entrada,
fazendo com que mu´ltiplos processos repetitivos sejam feitos diversas vezes numa mesma
imagem. O YOLO utiliza redes neurais para separar as imagens em diferentes setores
e associar a cada um desses setores uma probabilidade para todas as classes de objeto
a serem detectadas [4]. Como a imagem e´ dividida em blocos, a rede neural do YOLO
recebe como entrada cada um desses blocos para prever todas as classes simultaneamente.
A Figura 4 mostra como o YOLO divide as imagens e cria um mapa de probabilidade de
classes para detectar e classificar os objetos na imagem.
Figura 4: Exemplo do funcionamento ba´sico do YOLO. Primeiro e´ feita a
divisa˜o da imagem em S x S blocos, enta˜o a partir do processamento, e´ criado
um mapa de probabilidades onde cada bloco recebe uma cor que representa
um prova´vel objeto detectado.
O YOLOv2 e´ uma atualizac¸a˜o do YOLO em que os desenvolvedores criaram um
algoritmo capaz de ser treinado usando dois conjuntos de dados diferentes, um para
detecc¸a˜o e outro para classificac¸a˜o, criando uma a´rvore de palavras juntando todas as
classes de classificac¸a˜o e detecc¸a˜o, permitindo que os objetos sejam detectados de uma
maneira mais espec´ıfica. Por isso, o YOLOv2 pode detectar uma infinidade de classes
diferentes em tempo real, sem perda de performance [5]. A Figura 5 mostra como e´
essa junc¸a˜o de dois conjuntos de dados diferentes para criar uma a´rvore hiera´rquica de
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classificac¸a˜o de objetos. Utilizando as etiquetas de detecc¸a˜o da COCO [17], que e´ um
conjunto de dados de detecc¸a˜o, segmentac¸a˜o e legenda de objetos em grande escala, e
as de classificac¸a˜o da ImageNet [21], que corresponde a um banco de dados de mais
de 100 mil classes com 1000 imagens cada uma, sendo catalogadas por humanos para
ser utilizada em sistemas de classificac¸a˜o, pode-se construir uma a´rvore hiera´rquica que
conte´m um nu´mero muito maior de classificadores, para aprimorar a rotulac¸a˜o dos objetos
da imagem.
O YOLO juntamente com a Darknet, que e´ a rede neural utilizada pela YOLO
para fazer todo o processamento, foram implementados na linguagem C, que e´ conhecida
por ser uma linguagem mais complexa, de dif´ıcil implementac¸a˜o e dif´ıcil entendimento
do co´digo escrito. Por esse motivo, Python e´ uma das linguagens mais utilizadas para
processamento de imagem por causa da sua facilidade de implementac¸a˜o, uma vez que
por ser mais parecida com uma linguagem natural, os co´digos em Python sa˜o mais fa´ceis
de serem lidos e entendidos, principalmente por pessoas que na˜o tem muita familiaridade
com programac¸a˜o. Logo, o Darkflow foi criado para ser uma traduc¸a˜o da implementac¸a˜o
do framework YOLO para ser utilizado com o TensorFlow em Python.
.
Figura 5: A´rvore Hiera´rquica do YOLOV2 [5]. Os c´ırculos marcados em azul
representam as etiquetas dispon´ıveis no treinamento da COCO, enquanto as de
cor vermelha sa˜o os ro´tulos do ImageNet. Os c´ırculos pontilhados representam
os no´s na˜o finais da a´rvore.
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3 TRABALHOS RELACIONADOS
Para este trabalho, foram feitas pesquisas em portais de artigos acadeˆmicos e em
sites de buscas, na intenc¸a˜o de procurar trabalhos relacionados. Na maioria dos casos,
foram encontradas implementac¸o˜es privadas de modelos similares com o sistema desen-
volvido neste trabalho. A reportagem do autor [11] apresenta um modelo de sema´foro
inteligente que esta´ sendo utilizado em St. Petersburg - Flo´rida. Este modelo utiliza
sensores no asfalto para detectar a presenc¸a de carros para fazer o controle de abertura
e fechamento do sema´foro. O processamento e´ feito atrave´s de um controlador presente
em cada um dos sema´foros, que recebe as entradas dos sensores de presenc¸a. Quando um
carro e´ detectado, o controlador e´ avisado para comec¸ar a contagem e abrir o sema´foro,
controlando assim o fluxo de carros. Um sistema semelhante e´ utilizado no Brasil na
cidade de Rios Claros [13], onde uma faixa azul no cha˜o possui sensores indutivos que
ao detectar um carro na intersecc¸a˜o, aciona o sema´foro fazendo ele ficar verde por 20
segundos. Este me´todo e´ muito limitado pois na˜o consegue fazer um controle preciso em
situac¸o˜es de engarrafamento, ja´ que os sensores sa˜o apenas de presenc¸a de automo´veis, e
na˜o de contagem para um melhor monitoramento do fluxo.
Ale´m deste sistema, a reportagem [12] mostra detalhes sobre o sistema de Controle
Escala´vel de Tra´fego Urbano (do ingleˆs, Scalable Urban Traffic Control - SURTRAC) de-
senvolvido na Universidade de Carnegie Mellon situada em Pittsburgh - Pennsylvania, que
utiliza caˆmeras e sensores de presenc¸a para criar uma rede interconectada de sema´foros,
que controlam em tempo real, o tempo em que os sinais dos grandes centros ficara˜o com a
luz verde ou vermelha, de acordo com o fluxo de carros em cada rua. Neste sistema, cada
sema´foro pode fazer seu pro´prio plano de controle e todos os dados sa˜o compartilhados
entre os sinais adjacentes, para que eles se programem e se antecipem para o fluxo de car-
ros que ira˜o receber. Estudos feitos por [13] mostram que o tempo de viagem em ruas que
possuem os sema´foros inteligentes desenvolvidos pela SURTRAC diminu´ıram em ate´ 26%,
ale´m de diminu´ırem o tempo de paradas em ate´ 31% e o tempo de espera em intersecc¸o˜es
em ate´ 41%. A Figura 6 mostra o mapeamento dos 50 sema´foros inteligentes da cidade
de Pittsburgh, onde cada ponto e´ um sema´foro e as ligac¸o˜es entre eles sa˜o marcadas por
cores que determinam o estado do fluxo de automo´veis.
No Brasil, uma empresa brasileira chamada Seebot criou um sistema muito pare-
cido com o sistema do SURTRAC [15], onde o sema´foro possui com dispositivo com uma
caˆmera, que em tempo real visualiza o fluxo de carros observando a quantidade e a velo-
cidade dos ve´ıculos para fazer o controle de quanto tempo o sema´foro deve ficar aberto
ou fechado. Um teste feito por 20 dias comprovou que a melhora no fluxo do traˆnsito foi
de ate´ 49%, melhorando a sua fluidez e ate´ mesmo a seguranc¸a dos condutores, ja´ que o
tempo de espera, principalmente em momentos de pouco fluxo de carros, foi muito menor.
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.Figura 6: Mapeamento dos sema´foros inteligentes da cidade de Pittsburgh.[13]
Cada ponto preto marcado na imagem representa um sema´foro inteligente, e
entre eles um destaque colorido informa o estado do traˆnsito, variando entre
verde para pouco fluxo e vermelho para fluxo intenso.
A Audi tambe´m resolveu entrar neste ramo, desenvolvendo um sistema parecido
para tentar resolver os problemas de espera excessiva em sema´foros. Eles lanc¸aram o
sistema de ve´ıculo para infraestrutura (do ingleˆs, Vehicle to Infrastructure - V2I ou V-to-
I), que diferente de todos os me´todos apresentados nesta Sec¸a˜o, o carro e´ quem manda
informac¸o˜es em tempo real para uma central de tra´fego que informa ao ve´ıculo se o
pro´ximo sema´foro ira´ fechar ou abrir. Atualmente o sistema funciona de forma muito
simples, mas ja´ existem planos de melhora´-lo usando essas informac¸o˜es fornecidas pelos
carros para fazer um controle mais preciso do fluxo dos sema´foros [14].
Um modelo semelhante ao descrito neste trabalho e´ descrito pelo autor [22], em que
ele descreve um sistema que utiliza processamento de imagem, para definir a densidade
de ve´ıculos em uma determinada a´rea do video, sendo filmado da perspectiva de um
sema´foro. O problema, neste caso, decorre do fato que nesse trabalho na˜o foi utilizado
visa˜o computacional, por causa disso, na˜o conta a quantidade de ve´ıculos na imagem,
uma vez que, ele calcula apenas a densidade de ve´ıculos em uma determinada parte da
imagem.
O sistema proposto por esse trabalho, se assemelha ao do SURTRAC, por ser um
sistema que utiliza caˆmeras para contar a quantidade de ve´ıculos, para que permita uma
ana´lise dessa contagem para definir uma heur´ıstica de controle do tra´fego, diferente dos
sistemas que utilizam sensores para detectar a presenc¸a do carro no sema´foro. Ana´logo a`
esses sistemas, o sistema proposto neste trabalho tem como objetivo ser de co´digo fonte
aberto e ser dispon´ıvel para qualquer pessoa interessada em utiliza´-lo ou estuda´-lo.
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4 METODOLOGIA
A metodologia deste trabalho comec¸a com a obtenc¸a˜o de poss´ıveis soluc¸o˜es para
o problema de otimizac¸a˜o do tempo em sema´foros e a busca por trabalhos bibliogra´ficos
para servir de inspirac¸a˜o para uma boa soluc¸a˜o. A partir da pesquisa, apesar de existi-
rem me´todos que utilizam sensores para detectar a presenc¸a de ve´ıculos, a utilizac¸a˜o de
caˆmeras e sistemas de detecc¸a˜o de objetos em imagens, solucionam o problema de maneira
mais precisa, ja´ que consegue contar exatamente a quantidade de automo´veis parados no
sema´foro, com a utilizac¸a˜o de caˆmeras de boa qualidade, juntamente como um computa-
dor integrado para fazer o processamento das imagens e definir uma heur´ıstica de controle
de fluxo.
Portanto, este trabalho tem como objetivo a implementac¸a˜o de um software que
recebera´ as imagens das caˆmeras dos sema´foros inteligentes e fara´ o processamento a
fim de detectar, classificar e contar os ve´ıculos na imagem para, em trabalhos futuros,
definir quais sinais de traˆnsito ficara˜o abertos ou fechados atrave´s de uma heur´ıstica de
controle de tra´fego. Toda programac¸a˜o deste trabalho foi feita utilizando a linguagem
de programac¸a˜o Python, com a ajuda dos frameworks de RN Tensorflow e o framework
de detecc¸a˜o de imagens DarkFlow e Yolov2, utilizando modelos pre´-treinados da COCO
Trainval e VOC 2007+2012 [16].
4.1 Testes
Para obtenc¸a˜o dos v´ıdeos de testes, foi utilizado um drone para fazer dois v´ıdeos.
O Vı´deo 1 tem durac¸a˜o de 2 minutos e 40 segundos, e o Vı´deo 2 tem durac¸a˜o de 3 minutos
e 20 segundos. Ambos foram feitos focando o traˆnsito na perspectiva de um sema´foro de
traˆnsito, na intersecc¸a˜o da Avenida Epita´cio Pessoa com a Avenida Monteiro Lobato,
para servir de modelo de teste. Por causa do clima chuvoso e da interfereˆncia dos fios de
alta tensa˜o dos postes no local, o drone teve de ficar a` uma distaˆncia de aproximadamente
11 metros do cha˜o, logo, aproximadamente 6 metros acima do sinal, enquanto a caˆmera
teve de ficar com uma angulac¸a˜o de aproximadamente -20 graus. A Figura 7 mostra um
exemplo da filmagem do drone na perspectiva de um sema´foro de traˆnsito. Todos os v´ıdeos
foram gravados em Full-HD (1920x1080 pixels) a` uma taxa de 60 quadros por segundo.
A Figura 8 mostra aproximadamente a distaˆncia em que o drone ficou do sema´foro.
4.1.1 Avaliac¸a˜o dos testes
Para avaliac¸a˜o dos testes, foram executadas aproximadamente 10 instaˆncias do
software, utilizando os dois v´ıdeos feitos pelo drone em resoluc¸a˜o total (1920 x1080 pi-
xels), e utilizando apenas o quadrante importante da imagem a ser processada, cujas
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Figura 7: Exemplo de imagem feita pelo drone.
coordenadas foram definidas manualmente, selecionando os pontos (x1, y1) para o inicio
do retaˆngulo, e (x2, y2) para o final do retaˆngulo, criando uma caixa delimitadora com
dimenso˜es de 457 x688 pixels para o primeiro v´ıdeo e 497 x714 para o segundo v´ıdeo. Foi
utilizado o modelo pre´-treinado da COCO [17], comparando os resultados de acertos e
erros no reconhecimento dos ve´ıculos que estavam passando na via, assim como os FPSs
durante o processamento e a contagem de carros presentes no v´ıdeo, com o objetivo de
simular uma contagem de automo´veis parados no sema´foro.
Como o objetivo era contar apenas os ve´ıculos que estavam na rua e no sentido do
fluxo que o sema´foro controla, foi elaborado um ca´lculo de recorte para ser considerada
apenas a a´rea da via a` ser processado pela Yolo, nos dois v´ıdeos feitos pelo drone.
Com os resultados do processamentos, foi feita uma ana´lise da contagem dos
ve´ıculos nos dois momentos em que o sema´foro esteve vermelho e os automo´veis pararam,
comparando a quantidade detectada pelo sistema com a quantidade que deveria efetiva-
mente ser contada. O erro e´ calculado subtraindo a quantidade detectada da contagem
real. A soluc¸a˜o o´tima e´ quando o erro e´ igual ou pro´ximo de zero.
Para a ana´lise de desempenho, foram utilizados os melhores resultados da taxa
de quadros por segundo me´dio, assim como o tempo total em minutos, necessa´rio para o
processamento inteiro do v´ıdeo. Foram utilizados as instaˆncias dos v´ıdeos em resoluc¸a˜o de
1920 x1080 pixels, e com a a´rea delimitada com resoluc¸o˜es de 457 x688 pixels e 497 x714.
Neste caso, quanto menor o tempo, e maior o numero de quadros por segundo, o proces-
samento e´ mais pro´ximo do tempo real.
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Figura 8: Drone fazendo imagens a partir da perspectiva de um sema´foro da
Avenida Epita´cio Pessoa, em Joa˜o Pessoa - Para´ıba.
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4.1.2 Hardware Utilizado
Para realizar todos os testes, o hardware utilizado foi um Notebook Lenovo Y50
com as seguintes especificac¸o˜es:
• Processador: Intel Core i7 4700HQ @ 2.4Ghz.
• Memo´ria RAM: 8GB DDRL3 1600Mhz.
• GPU: Nvidia GTX 860M 2GB GDDR5
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5 APRESENTAC¸A˜O E ANA´LISE DOS RESULTADOS
Nesta sec¸a˜o sera˜o apresentados os resultados da utilizac¸a˜o do software de detecc¸a˜o
de carros para sema´foros inteligentes, utilizando os recursos descritos na Sec¸a˜o 4 deste
trabalho. Esta sec¸a˜o esta´ dividida em treˆs partes principais: a primeira mostra os resulta-
dos da execuc¸a˜o do software, incluindo os acertos e erros de detecc¸a˜o. A segunda mostra
uma breve avaliac¸a˜o do desempenho, e a terceira parte mostra os problemas encontrados
nesta soluc¸a˜o e poss´ıveis soluc¸o˜es para minimiza-los ou resolveˆ-los.
5.1 Resultados da execuc¸a˜o
Devido ao baixo desempenho do processamento em tempo real feito pelo hardware
utilizado, uma vez que o processador e a GPU sa˜o verso˜es de notebook, portanto, sa˜o
menos eficientes em relac¸a˜o a equipamentos mais potentes e modernos, e para facilitar a
compreensa˜o dos resultados, os Vı´deos 1 e 2 feitos pelo drone foram processados previ-
amente, utilizando o software. O resultado foi salvo em arquivo de v´ıdeo separado. As
tabelas dessa Sec¸a˜o, mostram a contagem de ve´ıculos no momento em que o sema´foro
ficou vermelho e os automo´veis tiveram de parar. As Figuras sa˜o quadros do video final
processado.
5.1.1 Processamento do v´ıdeo bruto
Nos primeiros testes, foi feito o processamento do v´ıdeo em resoluc¸a˜o total, para
se ter uma ideia de qual seria a quantidade de carros que o sistema iria identificar em
cada Vı´deo. Posteriormente, o co´digo foi limitado a apresentar os resultados que estavam
dentro de uma caixa delimitadora focando apenas a porc¸a˜o importante da imagem, que
neste caso e´ a parte da via cujo fluxo e´ controlado pelo sema´foro. A Tabela 1 mostra os
resultados deste processamento para o Vı´deo 1. As Figuras 9 e 10 mostram imagens do
processamento, desprezando tudo que esta´ fora da caixa delimitadora verde para o Vı´deo
1, nos momentos em que o sema´foro ficou vermelho, ocasionando a parada dos ve´ıculos
antes da faixa de pedestre.
A Tabela 2 mostra os resultados para o Vı´deo 2, enquanto as Figuras 11 e 12,
semelhantemente as duas anteriores, mostram o momento em que os automo´veis pararam,
respeitando o sema´foro de traˆnsito no Vı´deo 2.
Como podemos visualizar nas Tabelas 1 e 2, foram encontrados muitos erros na con-
tagem dos ve´ıculos, o que dificulta caso o sistema seja utilizado para criar uma heur´ıstica
de controle de abertura do sema´foro. Isso e´ resultado do processamento do Vı´deo em
resoluc¸a˜o total. Por este motivo, foi necessa´rio limitar a a´rea de processamento do v´ıdeo
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Tabela 1: Tabela mostrando para o Vı´deo 1: as duas vezes que o sema´foro
ficou vermelho, forc¸ando os carros a pararem (Parada), a contagem do pro-
cessamento (Contagem Proc), a quantidade real de carros que deveriam ser
detectadas (Contagem Real) e o erro.
Parada Contagem Proc Contagem Real Erro
1 2 4 -2
2 4 6 -2
Figura 9: Parada 1 do Vı´deo 1. Os retaˆngulos vermelhos representam os
objetos detectados e o verde e´ a a´rea delimitada o qual tudo que esta´ fora
dela deve ser desprezado. Vemos que um o oˆnibus esta´ rotulado como trem
(do ingleˆs: train), e dois carros na˜o esta˜o sendo detectados.
Tabela 2: Tabela mostrando para o Vı´deo 2: as duas vezes que o sema´foro
ficou vermelho, forc¸ando os carros a pararem (Parada), a contagem do pro-
cessamento (Contagem Proc), a quantidade real de carros que deveriam ser
detectadas (Contagem Real) e o erro.
Parada Contagem Proc Contagem Real Erro
1 6 5 -1
2 6 7 1
apenas para a porc¸a˜o da rua que deve ser feita a contagem de ve´ıculos, que e´ considerada
a a´rea de interesse da imagem.
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Figura 10: Parada 2 do Vı´deo 1. Os retaˆngulos vermelhos envolvem os objetos
detectados e o verde e´ a a´rea delimitada o qual tudo que esta´ fora dela deve
ser desprezado. Nesta imagem, uma moto esta´ rotulada como bicicleta e a
outra na˜o foi detectada. Um carro tambe´m na˜o foi detectado.
Figura 11: Parada 1 do Vı´deo 2. Os retaˆngulos vermelhos sa˜o os objetos
detectados e o verde e´ a a´rea delimitada o qual tudo que esta´ fora dela deve
ser desprezado. Podemos ver que um carro que na˜o esta´ na rua esta´ sendo
detectado.
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Figura 12: Parada 2 do Vı´deo 2. Os retaˆngulos vermelhos sa˜o os objetos
detectados e o verde e´ a a´rea delimitada o qual tudo que esta´ fora dela deve ser
desprezado. Podemos ver que ale´m do carro fora da via estar sendo detectado,
dois ve´ıculos dentro da rua na˜o esta˜o sendo considerados.
5.1.2 Processamento da a´rea delimitada
Este teste consistiu em fazer o processamento apenas da a´rea de interesse da ima-
gem, desprezando no processamento tudo que estava fora dela. Tendo em vista que esta
a´rea e´ uma parte da imagem total, a resoluc¸a˜o do v´ıdeo a ser processado diminuiu, fi-
cando em 457 x688 para o Vı´deo 1 e 497 x714 para o Vı´deo 2. A melhora na velocidade
do processamento foi sens´ıvel, como esta´ descrito na Sec¸a˜o 5.2 deste trabalho, mas houve
uma grande melhora na detecc¸a˜o dos ve´ıculos. A Figura 13 mostra a diferenc¸a entre a de-
tecc¸a˜o da imagem completa apresentado na Sec¸a˜o 5.1.1 e a detecc¸a˜o com o processamento
apenas na a´rea limitada.
Entretanto, apesar do processamento na a´rea delimitada melhorar e destacar ape-
nas a parte da via mais importante, podemos ver ainda na Figura 13 que alguns objetos
detectados que na˜o esta˜o dentro da rua tambe´m esta˜o etiquetados. Este comportamento
na˜o e´ interessante, uma vez que os carros que trafegam no sentido contra´rio da via, ou
que esta˜o estacionados na calc¸ada na˜o devem ser considerados pelo sistema. Para resolver
este problema, foi utilizado um calculo para desprezar os objetos detectados que esta˜o
fora da via que o sema´foro controla.
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Figura 13: Diferenc¸a entre o processamento no v´ıdeo completo e apenas na
a´rea delimitada. Os retaˆngulos vermelhos mostram os ve´ıculos detectados.
Podemos concluir que a detecc¸a˜o na a´rea delimitada foi melhor, pois conseguiu
detectar mais objetos da imagem.
Abaixo esta˜o descritos os passos para fazer esse ca´lculo.
1. Para o lado esquerdo, define-se a coordenada x1 onde a rua inicia no ponto y = 0
e a coordenada y1 onde a rua inicia no ponto x = 0. Temos enta˜o as coordenadas
(x1, 0) e (0, y1)
2. Para o lado direito, define-se a coordenada x2 onde a rua termina no ponto y = 0 e
a coordenada y2 onde a rua termina no ponto x = 0. Temos enta˜o as coordenadas
(x2, 0) e (0, y2)
3. Para predizer se dado a coordenada (x3, y3) em que um objeto foi detectado esta´
dentro ou fora da delimitac¸a˜o de processamento, ou seja, se o objeto esta´ dentro
da rua, temos que definir para o lado esquerdo o calculo da rua sera´ a expressa˜o
le = x1 − ((x1/y1) ∗ y3). Da mesma forma, para o lado direito temos a expressa˜o
ld = x2 + ((x2/y2) ∗ y3).
4. Caso x3 seja maior que le e menor que ld, podemos afirmar que o objeto detectado
esta´ dentro da a´rea delimitada de processamento.
A Figura 14 mostra uma explicac¸a˜o do ca´lculo elaborado, exemplificando como
adquirir as coordenadas necessa´rias para calcular a via.
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Figura 14: Calculo elaborado para definir onde o processamento deve ser feito
focando apenas a rua. Primeiramente deve-se definir as coordenadas de inicio
e final da via no ponto y = 0, assim como o inicio e final da rua no ponto y
= onde a via termina dentro da caixa delimitadora que vai ser processada.
Com essas coordenadas, podemos prever o que e´ rua a ser utilizada e o que
deve ser desprezado.
A Figura 15 mostra uma comparac¸a˜o entre os resultados antes, mostrando todos os
resultados encontrados, e depois do processamento tomando os objetos que esta˜o dentro
da a´rea limitada pelo calculo descrito acima.
Apo´s a definic¸a˜o de todas as coordenadas e valores de delimitac¸a˜o do lado direito
e lado esquerdo para os Vı´deos 1 e 2, o sistema foi executado mais uma vez. A Tabela 3
mostra os resultados para o Vı´deo 1 e a Tabela 4 mostra os resultados para o Vı´deo 2.
As Figuras 16 e 17 mostram o resultado final do processamento das imagens do
Vı´deo 1 para as duas vezes que o sema´foro ficou vermelho, enquanto as Figuras 18 e 19
mostram o resultado final do processamento para o Vı´deo 2.
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Figura 15: Diferenc¸a entre o processamento na a´rea delimitada sem utilizac¸a˜o
do ca´lculo da via na imagem da esquerda, e exemplo do mesmo quadro com o
ca´lculo desprezando os ve´ıculos fora da rua. Os retaˆngulos vermelhos mostram
os ve´ıculos detectados.
Tabela 3: Tabela mostrando para o Vı´deo 1 depois da delimitac¸a˜o da a´rea, a
contagem do processamento, a quantidade de carros que deveriam ser detec-
tadas e o erro.
Parada Contagem Proc Contagem Real Erro
1 3 4 -1
2 6 6 0
Tabela 4: Tabela mostrando a contagem do processamento, a quantidade de
carros que deveriam ser detectadas e o erro, para o Vı´deo 2 com a a´rea deli-
mitada.
Parada Contagem Proc Contagem Real Erro
1 5 5 0
2 7 7 0
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Figura 16: Parada 1 do Vı´deo 1. Os retaˆngulos vermelhos mostram os ve´ıculos
detectados. Vemos que apenas um carro na˜o pode ser detectado, pois ele esta´
exatamente atra´s do oˆnibus.
Figura 17: Parada 2 do Vı´deo 1. Os retaˆngulos vermelhos mostram os ve´ıculos
detectados. Nesta imagem podemos ver que todos os ve´ıculos foram detecta-
dos corretamente.
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Figura 18: Parada 1 do Vı´deo 2. Os retaˆngulos vermelhos mostram os ve´ıculos
detectados. Todos os carros esta˜o sendo detectados corretamente.
Figura 19: Parada 2 do Vı´deo 2. Os retaˆngulos vermelhos mostram os ve´ıculos
detectados. Pela imagem podemos concluir que todos os carros tambe´m esta˜o
sendo detectados corretamente.
39
Com os resultados descritos nas Tabelas 3 e 4, e´ poss´ıvel ver que o erro no resultado
do processamento em treˆs das quatro ana´lises, foram reduzidos a zero. O que mostra que
a contagem de ve´ıculos foi precisa e correta. Entretanto, esses testes na˜o foram feitos em
tempo real, ja´ que, ao tentar fazer este processamento, o desempenho foi muito baixo,
uma vez que, utilizando os v´ıdeos em resoluc¸a˜o Full-HD com uma taxa de quadros de
60 FPS, o framerate ficou muito baixo, o que na˜o permitiu que todos os quadros fossem
processados em tempo real.
5.2 Avaliac¸a˜o de desempenho
Como descrito anteriormente, por causa do baixo desempenho, devido ao proces-
sador Core i7 de notebook possuir baixa performance, e a falta de memo´ria de v´ıdeo, que
neste caso e´ de 2 Gigabytes, a taxa quadros por segundo na˜o foi suficiente para um pro-
cessamento do v´ıdeo em tempo real, uma vez que, a taxa de atualizac¸a˜o e´ muito superior
a taxa o qual o computador consegue processar, e ao utilizar uma caˆmera de qualidade
superior, que filme em resoluc¸a˜o 1920 x1080 pontos com uma taxa de quadros de 60
FPS, a demanda de processamento e´ maior do que a oferecida pelo notebook utilizado
nos testes. No teste feito no mundo real, utilizando um fluxo de v´ıdeo obtido na internet,
possuindo imagens oriundas de uma caˆmera com resoluc¸a˜o de 800x600 pontos, situada
em uma auto-estrada americana, nas quais a taxa de quadros por segundo variam entre
4 e 6 FPS, a situac¸a˜o e´ completamente diferente, possibilitando um processamento em
tempo real. A Tabela 2 mostra os resultados do processamento para os Vı´deos 1 e 2 em
Full-HD e com a a´rea delimitada apresentada na Sec¸a˜o 5.1.2. Ale´m disso, mostra o teste
feito com o fluxo de v´ıdeo obtido na internet.
Tabela 5: Tabela mostrando as resoluc¸o˜es, quadros por segundo do v´ıdeo,
quadros por segundo do processamento e tempo de processamento. No fluxo
de v´ıdeo, o tempo de processamento na˜o foi calculado (n/c), ja´ que o proces-
samento estava sendo feito em tempo real.
Vı´deo Resoluc¸a˜o FPS Vı´deo FPS Proces Tempo
Vı´deo 1 1920x1080 60FPS 6.4FPS 43 Min
Vı´deo 2 1920x1080 60FPS 5.4FPS 30 Min
Vı´deo 1
delimitado
457x688 60FPS 7.1FPS 35 Min
Vı´deo 2
delimitado
497x714 60FPS 6.3FPS 26 Min
Fluxo de
v´ıdeo
640x480 8FPS 6FPS n/c
Na˜o foram feitos testes em um hardware com processador e GPU mais potentes,
mas com o avanc¸o da capacidade de processamento de placas de v´ıdeo mais modernas,
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o resultado do processamento para v´ıdeos feitos em uma caˆmera de boa qualidade que
filma em resoluc¸a˜o de 1920x1080 pontos pode ser feito, caso sejam utilizados os pontos
descritos na Sec¸a˜o 5.3.2 deste trabalho.
5.3 Problemas encontrados e suas soluc¸o˜es
5.3.1 Erros de detecc¸a˜o
Como neste trabalho, foram utilizados modelos pre´-treinados de detecc¸a˜o e clas-
sificac¸a˜o, e´ inevita´vel que alguns erros sejam encontrados. No caso deste sistema, na˜o
sa˜o erros graves, como etiquetar um objeto carro (do ingleˆs: car) como pessoa (do ingleˆs:
person), mas etiquetar, por exemplo, um caminha˜o (do ingleˆs: truck) ou um oˆnibus (do
ingleˆs: bus) como carro, ou ate´ mesmo uma moto (do ingleˆs: motorbike) como bicicleta
(do ingleˆs: bycicle). A Figura 20 mostra alguns exemplos em que os objetos foram clas-
sificados de maneira errada.
Figura 20: Da esquerda para direita: oˆnibus sendo detectado como caminha˜o,
moto sendo detectada como carro, caminha˜o sendo identificado como carro
e caminha˜o sendo etiquetado como oˆnibus. O retaˆngulo vermelho indica os
objetos detectados.
Para solucionar este problema, pode ser feito um modelo de treinamento espec´ıfico,
utilizando as imagens feitas pelo drone da perspectiva de um sema´foro para capturar
ve´ıculos que devem ser detectados. Desta forma, como o modelo para detecc¸a˜o seria
espec´ıfico, o desempenho e a precisa˜o da detecc¸a˜o poderiam ser melhores.
5.3.2 Problemas de Hardware
O processamento de imagens em tempo real e´ muito caro, ja´ que necessita de
um hardware com processadores mais modernos e potentes, assim como GPUs com mais
memo´ria dedicada, para se obter um resultado satisfato´rio com taxas de quadro por
segundo acima do natural para o olho humano, que e´ 24 FPS. Logo, como mostrado na
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Sec¸a˜o 5.1, o processamento em tempo real de imagens em resoluc¸a˜o a partir de 1920 x1080
pontos dependendo do hardware ainda e´ muito lenta, onde, nos testes feitos, para um
Vı´deo de 2 minutos e 40 segundos de durac¸a˜o, o tempo de processamento foi de 26
minutos, tornando invia´vel o processamento ser feito diretamente pelo sema´foro, uma vez
que, neste caso, o hardware a ser utilizado teria de ser pequeno e barato, utilizando por
exemplo uma Raspberry pi [18]. O problema e´ que um hardware pequeno e barato na˜o
tem condic¸o˜es de processar um v´ıdeo de tamanha resoluc¸a˜o.
Para solucionar este problema, podemos:
• Utilizar um hardware menor e mais barato nos sema´foros em conjunto com uma
caˆmera de boa qualidade que filme com resoluc¸a˜o 1920x1080 pontos, e com acesso
a internet, enviar as imagens da caˆmera para um servidor com hardware dedicado
para processa´-las e enviar de volta o resultado do processamento.
• Diminuir a taxa de quadros por segundo do v´ıdeo a ser processado, uma vez que,
a diferenc¸a entre os quadros de uma imagem por segundo nesta situac¸a˜o na˜o varia
a ponto de ser necessa´rio fazer o processamento a 60 FPS e utilizando uma caˆmera
de menor resoluc¸a˜o, com no mı´nimo 1280x720 pontos.
• Processar apenas um quadro da imagem a cada 2 ou 3 segundos para ter uma
estimativa de quantos carros esta˜o na imagem.
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6 CONCLUSO˜ES E TRABALHOS FUTUROS
Sema´foros inteligentes e´ uma soluc¸a˜o o´tima para um problema recorrente em todas
as cidades do mundo. Junto do avanc¸o da tecnologia, os sistemas devem ficar mais ra´pidos
e eficientes, com processamento de v´ıdeos de melhor qualidade em tempo real e capacidade
de processar as informac¸o˜es de mu´ltiplos sema´foros simultaneamente. Portanto, neste
trabalho foi proposto um sistema simples que utiliza Deep Learning e processamento
de imagens para detectar ve´ıculos em um fluxo de v´ıdeo de uma caˆmera instalada em
sema´foros, para que a partir da ana´lise dessas imagens, possa ser feito o controle de
abertura e fechamento dos sinais de traˆnsito.
Como vimos nos resultados, o comportamento do sistema com o processamento
feito na a´rea delimitada na˜o gerou quase nenhum problema na contagem dos ve´ıculos
quando o sema´foro esta´ fechado, levando o erro a 0 na maioria dos casos, exceto por
apenas um caso em que o automo´vel ficou atra´s de um oˆnibus, fazendo com que o sistema
na˜o o detectasse.
Como os testes foram feitos em um hardware com processador de baixo desempenho
e pouca memo´ria de v´ıdeo, como mostrado na Sec¸a˜o 4.1.2 deste trabalho, o processamento
em tempo real dos v´ıdeos feitos pelo drone na˜o foram satisfato´rios em virtude da baixa taxa
de quadros por segundos. Entretanto, como mostrado na Sec¸a˜o 5.3.2, este problema pode
ser solucionado utilizando um hardware mais potente, aumentando o custo do sistema,
ou utilizando caˆmeras de menor resoluc¸a˜o com taxas de quadros por segundo menores,
viabilizando assim o uso deste sistema inclusive em hardwares menores e mais baratos.
Esse sistema ainda esta´ em um esta´gio inicial, portanto o intuito deste trabalho
foi apenas descobrir a viabilidade e fazer uma implementac¸a˜o simples. Com os resultados
obtidos, podemos concluir que apesar de alguns problemas de classificac¸a˜o na detecc¸a˜o
dos ve´ıculos, esse problema na˜o afetou a contagem, que e´ o ponto mais importante do
resultado do processamento da imagem, pois vai permitir o controle preciso do fluxo de
automo´veis dos sema´foros.
6.1 Trabalhos futuros
Por ser uma a´rea ampla, e ser um trabalho inicial, este sistema permite uma
vasta gama de opc¸o˜es para incremento. De imediato, a primeira modificac¸a˜o e´ utilizar
o processamento de dois sema´foros e criar uma heur´ıstica de controle para decidir qual
deles ficara´ aberto e por quanto tempo. Como inicialmente o objetivo e´ deixar o sema´foro
responsa´vel apenas por capturar as imagens e enviar para um servidor processa´-las, e´
preciso criar um protocolo de comunicac¸a˜o entre este servidor e o sema´foro, para que ele
possa mandar comandos de abertura e fechamento atrave´s do resultado da ana´lise das
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imagens.
Ale´m disso, criar uma rede interconectada de sema´foros inteligentes que conseguem
prever o fluxo de automo´veis se deslocando de um outro sema´foro tambe´m e´ interessante,
pois com essa ana´lise o sinal poderia usar todo o conjunto de dados para ajudar no ca´lculo
do tempo e ate´ aprender quais os hora´rios de maior quantidade de ve´ıculos, para otimizar
o tempo de parada entre todos estes sema´foros.
Uma outra aplicac¸a˜o para esse sistema seria, ale´m de contar os ve´ıculos no sema´foro,
verificar as placas para buscar por carros roubados junto ao sistema dos o´rga˜os de traˆnsito
do estado. Tambe´m poderia, em conjunto com um sensor de velocidade, calcular a ve-
locidade dos carros aplicando multas para os ve´ıculos acima da velocidade permitida, de
forma mais discreta sem a necessidade de instalar redutores de velocidade em cada ponto
da via, diminuindo assim o custo para o governo.
Ademais, esse sistema tambe´m seria u´til para fazer o monitoramento de vias, como
por exemplo, verificando ve´ıculos estacionados em local proibido, aplicando multas para os
ve´ıculos em situac¸a˜o irregular, detecc¸a˜o de ambulaˆncias e ve´ıculos da policia em atividade,
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