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ON THE CONVERGENCE OF KERGIN AND HAKOPIAN INTERPOLANTS AT
LEJA SEQUENCES FOR THE DISK
PHUNG VAN MANH
ABSTRACT. We prove that Kergin interpolation polynomials and Hakopian interpolation poly-
nomials at the points of a Leja sequence for the unit disk D of a sufficiently smooth function
f in a neighbourhood of D converge uniformly to f on D. Moreover, when f ∈C∞(D), all the
derivatives of the interpolation polynomials converge uniformly to the corresponding derivatives
of f .
1. INTRODUCTION
Kergin and Hakopian interpolants were introduced independently about thirty years ago as
natural multivariate generalizations of univariate Lagrange interpolation. The construction of
these interpolation polynomials requires the use of points, usually called nodes, with which one
obtains a number of natural mean value linear forms which provide the interpolation conditions.
Kergin interpolation polynomials also interpolate in the usual sense, that is, the interpolation
polynomial and the interpolated function coincide on the set of nodes but this condition no
longer characterizes it. The general definition is recalled below. Approximation properties
of Kergin and Hakopian interpolation polynomials have been deeply investigated, see e.g.,
[1, 3, 4, 5, 9]. Elegant results were in particular obtained in the two-dimensional case when the
nodes forms a complete set of roots of unity (viewed as a subset of R2). Thus, in [12], Liang
established a formula for Hakopian interpolation at the roots of unity in R2, and later together
with Lu¨ [14] estimated the remainder and proved that Hakopian interpolation polynomials at
the roots of unity of a function of class C2 in a neighbourhood of the closed unit disk D ⊂ R2
converge uniformly to the function on D. Thanks to Liang’s formula, further authors investi-
gated (weighted) mean convergence of Hakopian interpolation (see [14, 13]). On other hand,
in 1997, using a beautiful formula for Kergin interpolation at nodes in general position in R2,
Bos and Calvi [6] independently established a similar convergence result for Kergin interpola-
tion. If Cn denotes the set of n-th roots of unity, H [Cn; ·] (resp. K [Cn; ·]) the Hakopian (resp.
Kergin) projector, the results can be stated as
K [Cn; f ]→ f and H [Cn; f ]→ f , uniformly on D, for every f ∈C2(D).
In the above results, going from n to n+1, we need to change all the nodes and it seems natural
to look for similar results in which Cn would be replaced by a set En such that En ⊂ En+1, which
comes to find sequences of nodes rather than sequences of arrays of nodes. It is the purpose of
this note to exhibit such sequences. They enable us to obtain series expansions of the form
f (x) =
∞
∑
d=0
µ
(
e0, . . . ,ed,Dd f (·)(x− e0, . . . ,x− ed−1)
)
for f ∈C∞(D), where the µ(e0, . . . ,ed , ·) are certain mean value linear forms (whose definition
will be specified below) and Dd f (a) denotes the d-th total derivative of f . The sequences
that we shall use are Leja sequences for D and the results of the present paper have been
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made possible by recent progresses on the study of Leja sequences (and associated constants)
contained in [2, 8, 7]. To treat the case of Hakopian interpolation, we shall prove a formula
for Hakopian interpolation at nodes in general position in R2 which reduces to Liang’s formula
when the nodes form a complete set of roots of unity and which is of independent interest. The
proof of our convergence results requires a somewhat higher level of smoothness than in the
case of interpolation at the roots of unity. The question whether we can weaken the smoothness
of the interpolated function is still unanswered. Moreover, when the interpolated function is
in the class C∞, we show that all the derivatives of the interpolation polynomials converge
uniformly to the corresponding derivatives of the interpolated function.
Notations. The scalar product of x = (x1, . . . ,xN) and y = (y1, . . . ,yN) in RN is defined by
〈x,y〉 := ∑Nj=1 x jy j, and the corresponding norm of x is ‖x‖=
√〈x,x〉. Let K be a compact set
in RN . For each continuous function f on K we set ‖ f‖K = sup{| f (x)| : x ∈ K}. The space
of k-times continuously differentiable functions on a neighbourhood of K is denoted by Ck(K).
For f ∈Ck(K), k ≥ 1, we set
Dα f = ∂
|α| f
(∂x1)α1 · · ·(∂xN)αN , α = (α1, . . . ,αN), |α|= α1 + · · ·+αN ≤ k,
Dy f (x) = D f (x)(y) =
N
∑
j=1
∂ f
∂x j (x)y
j, x ∈ K, y = (y1, . . . ,yN).
The euclidean norm of the linear form D f (x) is denoted by ‖D f (x)‖. We have
‖D f (x)‖=
[ N
∑
j=1
( ∂ f
∂x j (x)
)2] 12
.
We also denote by Pd(RN) the space of polynomials of N variables and degree at most d.
2. THE DEFINITION OF KERGIN AND HAKOPIAN INTERPOLANTS
It is convenient to recall some definitions and properties of interpolation polynomials in their
full generality. In particular, we shall introduce Kergin and Hakopian interpolation polynomials
as particular cases of a more general procedure.
Given a convex subset Ω⊂RN and a tuple A of d+1 not necessarily distinct points in Ω, A=
(a0,a1, . . . ,ad) ∈ Ωd+1, the simplex functional
∫
[a0,...,ad ]
is defined on the space of continuous
functions C(Ω) by the relation
∫
[a0,...,ad ]
f :=
∫
∆d
f
(
a0 +
d
∑
j=1
t j(a j−a0)
)
dt, f ∈C(Ω), d ≥ 1, (2.1)
where dt = dt1 · · ·dtd stands for the ordinary Lebesgue measure on the standard simplex ∆d =
{(t1, t2, . . . , td) ∈ [0, 1]d, ∑dj=1 t j ≤ 1}. In the case d = 0 we set
∫
[a0]
f = f (a0).
The following theorem leads us to the definition of mean-value interpolation. Its proof can
be found in [10] or [9].
Theorem 2.1. Let Ω be an open convex subset of RN , A = (a0, . . . ,ad) be a tuple in Ω and
let k ∈ {0, . . . ,d}. For every function f ∈ Cd−k(Ω), the set of all (d− k)-times continuously
differentiable functions on Ω, there exists a unique polynomial P on RN of degree at most d−k
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such that ∫
[a0,...,a j+k]
Dα( f −P) = 0, |α|= j, j = 0, . . . ,d− k. (2.2)
Definition 2.2. The polynomial P in (2.2) is called the k-th mean-value interpolation polyno-
mial of f at A and is denoted by L (k)[A; f ] or L (k)[a0, . . . ,ad; f ].
There is an explicit but rather complicated formula for mean-value interpolation, see [10,
Theorem 1] or [9, Theorem 4.3]. Here we summarize a few basic properties of mean-value
interpolation.
(1) The polynomial L (k)[A; f ] does not depend on the ordering of the points in A,
(2) The operator L (k)[A] : f ∈Cd−k(Ω) 7−→L (k)[A; f ]∈Pd−k(RN) is a continuous linear
projector (when Cd−k(Ω) is equipped with its standard topology),
(3) For each f ∈Cd−k(Ω), the map A ∈ Ωd+1 7−→L (k)[A; f ] ∈Pd−k(RN) is continuous,
(4) For any affine mapping Ψ : RN → RM and any suitably defined function f , we have
L (k)[A; f ◦Ψ] = L (k)[Ψ(A); f ]◦Ψ
(5) The polynomial L (0)[A; f ] interpolates f at the a j’s and becomes Taylor polynomial of
f at a of order d when a0 = · · ·= ad = a.
The most interesting mean-value interpolation polynomials are Kergin interpolants which
correspond to the case k = 0,
K [a0, . . . ,ad; f ] = L (0)[a0, . . . ,ad; f ], (2.3)
and Hakopian interpolants which correspond to the case k = N−1 and d ≥ N−1,
H [a0, . . . ,ad; f ] = L (N−1)[a0, . . . ,ad; f ]. (2.4)
When the a j’s are in general position in RN- that is, every subset of N +1 points of A defines
an affine basis of RN- then Kergin operator extends to functions of class CN−1, see [6, p. 206-
207]. On the other hand, under the same condition on the points, Hakopian interpolation is
characterized by the following relation. For P ∈Pd−N+1(RN),
P = H [a0, . . . ,ad; f ] ⇐⇒
∫
[ai1 ,...,aiN ]
( f −P) = 0, 0 ≤ i1 < · · ·< iN ≤ d. (2.5)
Hence, in that case, derivatives are no longer involved and the Hakopian operator extends to
continuous functions.
3. ERROR FORMULAS FOR HAKOPIAN AND KERGIN INTERPOLANTS IN R2
We now restrict ourselves to the two-dimensional case.
3.1. For x = (x1,x2) ∈ R2, we denote by x⊥ := (−x2,x1), the image of x under the rotation
of center the origin and angle pi/2. As usual, to x = (x1,x2), we associate the complex number
x1 + ix2 with i =
√−1 which we still denote by x. With this notation we have x⊥ = ix. Assume
that the points ai are in general position (so that no three of them are aligned). We consider an
one-variable polynomial of degree d−1 defined by
hst(w) =
d−1
∏
m=0,m 6=s
(
w−〈(as−at)⊥,am〉
)
, w ∈ R, s 6= t, 0 ≤ s, t ≤ d−1. (3.1)
The polynomial hst appears in the formulas for Kergin and Hakopian interpolation polynomials
and plays an important role in our arguments. It is worth pointing out that hst is a multiple of
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the polynomial qts used in relation (2.18) in [6] where basic properties of qts are established.
To make our exposition self-contained we state and prove a few properties of hst .
Lemma 3.1. Let d ≥ 3 and let A = (a0,a1, . . . ,ad−1) be a d-tuple of points in general position
in R2. Then
(1) hst
(〈(as−at)⊥,av〉)= 0, 0 ≤ v≤ d−1;
(2) h′st
(〈(as−at)⊥,as〉)= ∏d−1m=0,m 6=s,t〈(as−at)⊥,(as−am)〉;
(3) If u,v and s are pairwise distinct and 〈(as−at)⊥,(au−av)〉= 0, then
h′st
(〈(as−at)⊥,au〉)= 0.
Proof. Observe that hst
(〈(as− at)⊥,av〉) = ∏d−1m=0,m 6=s〈(as− at)⊥,(av− am)〉. The product in
the right hand side has the vanishing factor 〈(as−at)⊥,av−av〉 when v 6= s and the vanishing
factor 〈(as−at)⊥,as−at〉when v = s. Thus hst(〈(as−at)⊥,av〉) = 0. For the proof of assertion
(2), we just compute the derivative of hst , that is
h′st(w) =
d−1
∑
m=0,m 6=s
d−1
∏
j=0, j 6=m,s
(
w−〈(as−at)⊥,a j〉
)
. (3.2)
It is easy to see that the vanishing factor 〈(as − at)⊥,(as − at)〉 is contained in the product
∏d−1j=0, j 6=m,s〈(as−at)⊥,(as−a j)〉 whenever m 6= t. Hence, in view of (3.2), we have
h′st
(〈(as−at)⊥,as〉)=
d−1
∏
j=0, j 6=t,s
〈(as−at)⊥,(as−a j)〉. (3.3)
For the last assertion it is enough to verify that ∏d−1j=0, j 6=m,s〈(as−at)⊥,(au−a j)〉= 0 for every
m 6= s. To prove this we only notice that the product in the left hand side contains the vanishing
factor 〈(as− at)⊥,(au− au)〉 if m = v and the vanishing factor 〈(as− at)⊥,(au− av)〉 if m 6=
v. 
Theorem 3.3 below gives a formula for Hakopian interpolation polynomial in R2. It is similar
to that of Kergin interpolation polynomial found by Bos and Calvi. Here, we denote by cv(A)
the convex hull of the set A.
Theorem 3.2 (Bos and Calvi). Let A = (a0,a1, . . . ,ad−1) be a tuple of d points in general
position in the plane. Then the (extended) Kergin operator K [A] is continuously defined on
C1(cv(A)) by the formula
K [A; f ] =
d−1
∑
j=0
f (a j)Pj + ∑
0≤s<t≤d−1
Pst
∫
[as,at ]
D(at−as)⊥ f ,
where Pj is the real part of the ( j+1)-st fundamental Lagrange polynomial corresponding to
the complex nodes a0, . . . ,ad−1, that is
Pj(x1,x2) = ℜ
( d−1∏
m=0,m 6= j
(x1 + ix2)−am
a j−am
)
, (3.4)
and
Pst(x) =
hst
(〈(as−at)⊥,x〉)
‖as−at‖2h′st
(〈(as−at)⊥,as〉) . (3.5)
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Theorem 3.3. Let d ≥ 2 and let A = (a0,a1, . . . ,ad−1) be a tuple of d points in general position
in the plane. Then the (extended) Hakopian operator H [A] is continuously defined on C(cv(A))
by the formula
H [A; f ] = ∑
0≤s<t≤d−1
Qst
∫
[as,at ]
f , (3.6)
where
Qst(x) =
h′st
(〈(as−at)⊥,x〉)
h′st
(〈(as−at)⊥,as〉) . (3.7)
Proof. Of course, when d = 2 then Q01 = 1 and (3.6) is trivial. Now, suppose that d ≥ 3. Since,
for all 0 ≤ s < t ≤ d−1, Qst is a polynomial of degree at most d−2, the polynomial defined
in the right hand side of (3.6) belongs to Pd−2(R2). Let us call H this polynomial. Thanks to
(2.5), we have to show that∫
[au,av]
H =
∫
[au,av]
f , for all 0 ≤ u < v≤ d−1. (3.8)
In view of (3.6), it suffices to verify that∫
[au,av]
Qst = δusδvt , for all 0≤ s < t ≤ d−1, 0 ≤ u < v≤ d−1, (3.9)
where δ is the Kronecker symbol. Looking at (3.7), we have
∫
[au,av]
Qst =
1∫
0
Qst(au+w(av−au))dw
=
1
h′st
(〈(as−at)⊥,as〉)
1∫
0
h′st
(〈(as−at)⊥,au〉+w〈(as−at)⊥,(av−au)〉)dw. (3.10)
To deal with the last integral we examine three cases.
First, we assume that (s, t)= (u,v). Then, since 〈(as−at)⊥,(at−as)〉= 0, relation (3.10) gives∫
[as,at ]
Qst = 1.
The second case occurs when (s, t) 6= (u,v) and 〈(as− at)⊥,(av − au)〉 = 0. Then s 6= u and
s 6= v. Indeed, if, for exemple, s = u, then the relation 〈(as−at)⊥,(av−as)〉 = 0 implies that
as,at and av are collinear, contrary to the hypothesis. Now, the integral term in (3.10) reduces
to ∫
[au,av]
Qst = h
′
st(〈(as−at)⊥,au〉)
h′st
(〈(as−at)⊥,as〉) = 0,
where we use Lemma 3.1(3) in the second equality. The last case is when (s, t) 6= (u,v) and
〈(as−at)⊥,(av−au)〉 6= 0 then, calculating the intergral (3.10), we have∫
[au,av]
Qst = hst(〈(as−at)
⊥,av〉)−hst(〈(as−at)⊥,au〉)
h′st
(〈(as−at)⊥,as〉)〈(as−at)⊥,(av−au)〉 . (3.11)
Now, Lemma 3.1(1) follows that the right hand side of (3.11) vanishes and the proof is com-
plete. 
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3.2. We use the above formulas to establish multivariate analogues of the classical Lebesgue
inequality for Lagrange interpolation. For the proof, we refer to [6, Theorem 1.1] and [14,
Theorem 5].
Lemma 3.4. Let A = (a0,a1, . . . ,ad−1) be a tuple of d points in general position in the plane,
and let K ⊂ R2 be a convex compact set containing A. Then for every f ∈ C1(K) and every
Qd−1 ∈Pd−1(R2) we have
‖ f −K [A; f ]‖K ≤
(
1+
d−1
∑
j=0
‖Pj‖K
)‖ f −Qd−1‖K +diam(K) ∑
0≤s<t≤d−1
‖Pst‖K‖D f −DQd−1‖K,
(3.12)
where diam(K) is the diameter of K, the polynomials Pj and Pst are defined in (3.4) and (3.5)
respectively.
Lemma 3.5. Let A = (a0,a1, . . . ,ad−1) be a tuple of d points in general position in the plane,
and let K ⊂ R2 be a convex compact set containing A. Then for every f ∈ C(K) and every
Qd−2 ∈Pd−2(R2) we have
‖ f −H [A; f ]‖K ≤
(
1+ ∑
0≤s<t≤d−1
‖Qst‖K
)‖ f −Qd−2‖K, (3.13)
where the polynomials Qst are defined in (3.7).
4. KERGIN AND HAKOPIAN INTERPOLANTS AT LEJA SEQUENCES FOR THE DISK
Definition 4.1. Let D be the closed unit disk in the complex plane and E = (en : n ∈ N) be a
sequence of points in D. One says that E is a Leja sequence for D if the following property
hold true,
|
d−1
∏
j=0
(ed − e j)|= max
z∈D
|
d−1
∏
j=0
(z− e j)|, for all d ≥ 1.
A d-tuple Ed = (e0,e1, . . . ,ed−1) is called a d-Leja section. In this paper we only consider
Leja sequences whose first entry is equal to 1. It is not diffcult to describe the structure of Leja
sequences for D. The following theorem is proved in [2].
Theorem 4.2 (Białas-Ciez˙ and Calvi). The structure of a Leja sequence E = (en : n ∈ N) for
the unit disk D with e0 = 1 is given by the following rules.
(1) The underlying set of the 2n-Leja section E2n consists of the 2n-th roots of unity
(2) The 2n+1-Leja section is (E2n,ρE(1)2n ), where ρ is a 2n-th roots of -1 and E(1)2n is the
2n-Leja section of a Leja sequence E(1) = (e(1)n : n ∈ N) for the unit disk with e(1)0 = 1.
Next, we use Lebesgue-type inequalities for Kergin and Hakopian interpolants along with
the method of Bos and Calvi to prove the following convergence results.
Theorem 4.3. Let K [Ed; f ] denote the Kergin interpolation polynomial of f with respect to
the Leja section Ed = (e0, . . . ,ed−1) of a Leja sequence E = (en : n ∈ N) for D.
(1) If f ∈C4(D), then K [Ed; f ] converges uniformly to f on D as d → ∞;
(2) If f ∈ C∞(D), then Dβ(K [Ed; f ]) converges uniformly to Dβ f on D as d → ∞, for
every two-dimensional index β .
Corollary 4.4. For every f ∈C∞(D), the series
∞
∑
d=0
∫
[e0,...,ed ]
Dd f (·,x− e0, . . . ,x− ed−1)
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converges to f uniformly on D. Moreover, the convergence extends to all derivatives.
Proof. In view of Newton’s formula for Kergin interpolation (see [15, Theorem 2]), the (d+1)-
st partial sum of the series is exactly K [Ed; f ]. 
Theorem 4.5. Let H [Ed; f ] denote the Hakopian interpolation polynomial of a function f with
respect to the Leja section Ed = (e0, . . . ,ed−1) of a Leja sequence E = (en : n ∈ N) for D.
(1) If f ∈C5(D), then H [Ed; f ] converges uniformly to f on D as d → ∞;
(2) If f ∈ C∞(D), then Dβ(H [Ed; f ]) converges uniformly to Dβ f on D as d → ∞, for
every two-dimensional index β .
Corollary 4.6. For every f ∈C∞(D), the series
∞
∑
d=1
∑
0≤ j1< j2<···< jd−1≤d−1
∫
[e0,...,ed ]
Dd f (·,x− e j1, . . . ,x− e jd−1),
converges to f uniformly on D. Moreover, the convergence extends to all derivatives.
Proof. Looking at the formula for Hakopian interpolation (see [11, 10]), the d-th partial sum
of the series is exactly H [Ed; f ]. 
Remark 4.7. We denote by Fp the set of functions from {0, . . . ,d− 1} to {1,2}. For τ ∈ Fd ,
we set α(τ) = (a,b) with a (resp. b) the number of times that τ takes on the value 1 (resp. the
value 2) and we write (x−e)τ :=∏d−1i=0 (x−ei)τ(i), where (x−ei)τ(i) is x1−ℜei (resp. x2−ℑei)
if τ(i) = 1 (resp. τ(i) = 2). In particular, (x− e)τ is a polynomial of degree d. We have
Dd f (·,x− e0, . . . ,x− ed−1) = ∑
τ∈Fp
Dα(τ) f (·)(x− e)τ . (4.1)
The series expansion in Corollary 4.4 can be rewriten as
f (x) =
∞
∑
d=0
∑
τ∈Fd
∫
[e0,...,ed ]
Dα(τ) f (·)(x− e)τ . (4.2)
Thus the polynomials (x− e)τ can be regarded as a generalization of the classical Newton
polynomials and the above expansion as a multivariate Newton series expansion. A similar
observation could be done with Corollary 4.6.
In the rest of this note we always interpolate at Leja sections Ed . In order to use the Lebesgue-
type inequalities given in (3.12) and (3.13), we need a kind of Jackson theorem that we now
recall.
For f ∈Ck(D), we set
‖ f‖k := ∑
|β |≤k
‖Dβ f‖D,
ω( f ;δ ) := sup{| f (x)− f (y)| : ‖x− y‖ ≤ δ , x,y ∈ D}, ω( f (k);δ ) = ∑
|β |=k
ω(Dβ f ;δ ), δ > 0.
The following theorem, proved in [16, p. 164], is due to Ragozin.
Theorem 4.8 (Ragozin). Given f in Ck(D) with k ≥ 0, there exists polynomials Qd with
degQd ≤ d such that
‖ f −Qd‖D ≤ M(k)d−k
[
d−1‖ f‖k +ω( f (k);1/d)
]
,
where M(k) is a positive constant which depends only on k.
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In [6], Bos and Calvi slightly modified a method of Ragozin and used Theorem 4.8 to prove
a simultaneously approximate theorem for C2 functions on D (see [6, Lemma 4.1]). Examining
their proof, we see that the proof easily extends to Ck functions. We state the generalized result
without proof.
Lemma 4.9. Given f in Ck(D) with k ≥ 1, there exists a sequence of polynomials Qd with
degQd ≤ d such that
lim
d→∞
dk−1‖ f −Qd‖D = 0 and limd→∞ d
k−1‖D f −DQd‖D = 0.
Next, we investigate the growth of Lebesgue-type constants
d−1
∑
j=0
‖Pj‖D, ∑
0≤s<t≤d−1
‖Pst‖D and ∑
0≤s<t≤d−1
‖Qst‖D.
Looking at the formula for Pj in Theorem 3.2, we see that ∑d−1j=0 ‖Pj‖D is dominated by the
Lebesgue constant ∆(Ed) for Lagrange interpolation corresponding d complex nodes e j, 0 ≤
j ≤ d−1, over D. But [8, Corollary 7] tells us that ∆(Ed) = O(d logd) as d → ∞. It gives us
the estimate
d−1
∑
j=0
‖Pj‖D = O(d logd) as d → ∞. (4.3)
The estimates for the remaining Lebesgue-type constants are simple consequences of the fol-
lowing two theorems that are proved in the last section. Here, in the formulas for hst and h′st ,
we take a j = e j so that
hst(w) =
d−1
∏
m=0,m 6=s
(
w−〈(es− et)⊥,em〉
)
, w ∈ R, (4.4)
h′st
(〈(es− et)⊥,es〉)=
d−1
∏
m=0,m 6=s,t
〈(es− et)⊥,(es− em)〉. (4.5)
Theorem 4.10. We have ‖Pst‖D ≤ 2d for all d ≥ 2 and 0 ≤ s < t ≤ d−1, where
Pst(x) =
hst
(〈(es− et)⊥,x〉)
|es− et |2h′st
(〈(es− et)⊥,es〉) , x ∈ D.
Theorem 4.11. We have ‖Qst‖D ≤ 4d3 for all d ≥ 2 and 0 ≤ s < t ≤ d−1, where
Qst(x) =
h′st
(〈(es− et)⊥,x〉)
h′st
(〈(es− et)⊥,es〉) , x ∈ D.
Next, we note that D satisfies a Markov inequality, that is,
max
{∥∥∥∥ ∂ p∂x1
∥∥∥∥
D
,
∥∥∥∥ ∂ p∂x2
∥∥∥∥
D
}
≤ (deg p)2‖p‖D, p ∈P(R2), (4.6)
see [17]. Repeated application of (4.6) yields estimates for each partial derivatives,
‖Dβ p‖D ≤ (deg p)2|β |‖p‖D, p ∈P(R2). (4.7)
Proof of Theorem 4.3. Using Lemma 4.9 for f ∈Ck(D) we can find a sequence of polynomials
Qd−1 ∈Pd−1(R2), d ∈ N⋆, and a sequence of positive numbers (εn : n ∈ N) that converges to
0 such that
max{‖ f −Qd−1‖D,‖D f −DQd−1‖D} ≤ εddk−1 , d ≥ 1. (4.8)
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But Theorem 4.10 gives ∑0≤s<t≤d−1 ‖Pst‖D ≤ d2(d − 1) and (4.3) gives 1 +∑d−1j=0 ‖Pj‖D =
O(d logd). It follows from (3.12) that
‖ f −K [Ed; f ]‖D ≤
(
O(d logd)+2d2(d−1)
) εd
dk−1 ≤
Mεd
dk−4 , (4.9)
where M is a constant. The right hand side of (4.9) tends to 0 as d → ∞ when f ∈ C4(D),
i.e., k = 4. This follows the first assertion. To prove the second one with the hypothesis that
f ∈C∞(D), we first observe that
‖K [En+1; f ]−K [En; f ]‖D ≤ ‖ f −K [En+1; f ]‖D +‖ f −K [En; f ]‖D ≤ M(εn+1 + εn)
nk−4
.
(4.10)
Applying Markov’s inequality in (4.7) for p = K [En+1; f ]−K [En; f ] ∈Pn+1(R2) we obtain
∥∥∥Dβ(K [En+1; f ]−K [En; f ]
)∥∥∥
D
≤ M(εn+1 + εn)(n+1)
2|β |
nk−4
, β ∈ N2. (4.11)
Now, we choose k = k(β ) = 2|β |+6. Then the series
∞
∑
n=1
M(εn+1 + εn)(n+1)2|β |
nk−4
converges. This follows the uniform convergence on D of the series
Dβ
(
K [E1; f ]
)
+
∞
∑
n=1
Dβ
(
K [En+1; f ]−K [En; f ]
)
.
Hence Dβ
(
K [Ed; f ]
)
converges uniformly on D as d → ∞, for every β ∈ N2. A classical
reasoning show that if K [Ed; f ] converges uniformly to f on D and Dβ
(
K [Ed; f ]
)
converges
uniformly on D for every β ∈ N2, then
Dβ
(
K [Ed; f ]
)
→ Dβ f , uniformly on D, for every β ∈ N2.

Proof of Theorem 4.5. Using Theorem 4.8 for f ∈Ck(D) we can find a sequence of polynomi-
als Qd−2 ∈Pd−2(R2), d ≥ 2, and a sequences of positive numbers (δn : n ∈ N) that converges
to 0 such that
‖ f −Qd−2‖D ≤ δddk , d ≥ 2.
From Theorem 4.11 we have ∑0≤s<t≤d−1 ‖Qst‖D ≤ 2d4(d− 1) < 2d5− 1. Hence, in view of
Lemma 3.5, we get
‖ f −H [Ed; f ]‖D ≤
(
1+ ∑
0≤s<t≤d−1
‖Qst‖D
)‖ f −Qd−2‖D ≤ 2δddk−5 .
This estimate is the same as (4.9). The conclusions of the theorem now follow by repeating the
arguments in the proof of Theorem 4.3. 
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5. FURTHER PROPERTIES OF LEJA SEQUENCES FOR THE DISK
5.1. Decomposition of Leja sections. Let E = (en : n ∈ N) be a Leja sequence for D. As
observed in [7], repeated applications of the rule in Theorem 4.2 show that if d = 2n0 +2n1 +
· · ·+2nr with n0 > n1 > · · ·> nr ≥ 0, then
Ed = (E2n0 , ρ0E(1)d−2n0 ) = (E2n0 , ρ0E
(1)
2n1 , ρ1ρ0E
(2)
d−2n0−2n1 ) (5.1)
= · · ·= (E2n0 , ρ0E(1)2n1 , ρ1ρ0E
(2)
2n2 , . . . , ρr−1 . . .ρ1ρ0E
(r)
2nr ), (5.2)
where each E( j)2n j consists of a complete set of the 2
n j
-roots of unity, arranged in a certain order,
and ρ j satisfies ρ2
n j
j =−1 for all 0 ≤ j ≤ r−1.
For a sequence of complex numbers Z = (zk : k ∈ N) we define Z( j : k) := (z j,z j+1, . . . ,zk),
of course, Z(0 : k−1) = Zk. For d = 2n0 +2n1 + · · ·+2nr with n0 > n1 > · · ·> nr ≥ 0, let us set
d−1 = 0, d j = 2n0 + · · ·+2n j , for 0 ≤ j ≤ r. (5.3)
With this notation, in view of (5.2), we have
E(d−1 : d0−1) = E2n0 and E(d j : d j+1−1) = ρ j · · ·ρ0E( j+1)2n j+1 , 0 ≤ j ≤ r−1. (5.4)
From now on, we always denote θn := argen for n≥ 0 and ϕ j := argρ j for 0≤ j ≤ r−1. Since
ρ2
n j
j =−1 we may put ϕ j = (2q j+1)pi2n j , q j ∈N. The following lemma is similar to [8, Lemma 3].
Lemma 5.1. Let E = (en : n ∈ N) be a Leja sequence for D and d = 2n0 +2n1 + · · ·+2nr with
n0 > n1 > · · ·> nr ≥ 0. Then
(1) ∏d0−1m=d−1 |z− em|= |z2
n0 −1|;
(2) ∏d j+1−1m=d j |z− em|= |(zρ−10 · · ·ρ−1j )2
n j+1 −1|, 0 ≤ j ≤ r−1;
(3) ∏d j+1−1m=d j,m 6=k |ek− em|= 2n j+1 , d j ≤ k ≤ d j+1−1, −1 ≤ j ≤ r−1.
Proof. Since E( j+1)2n j+1 forms a complete set of the 2n j+1-st roots of unity, the relation in (5.4) gives
d j+1−1
∏
m=d j
|z−em|= ∏
e∈E( j+1)
2n j+1
|z−ρ j · · ·ρ0e|= ∏
e∈E( j+1)
2n j+1
|(ρ j · · ·ρ0)−1z−e|= |(zρ−10 · · ·ρ−1j )2
n j+1 −1|.
This proves the first two assertions. For the third one, we observe that ek = ρ j · · ·ρ0e′ with
e′ ∈ E( j+1)2n j+1 . It follows that
d j+1−1
∏
m=d j,m 6=k
|ek− em|= ∏
e∈E( j+1)
2n j+1 ,e6=e
′
|e′− e|= 2n j+1 ,
since the middle term is the modulus of the derivative of z2
n j+1 − 1 at e′. This completes the
proof. 
5.2. Some trigonometric inequalities. Let Tn be the monic Chebyshev polynomial of degree
n, that is 2n−1Tn(cosϕ) = cos(nϕ). If cos(nβ ) 6=±1, then the equation Tn(x) = Tn(cosβ ) has
n distinct roots: cos(β +2mpi/n), m = 0, . . . ,n−1. Hence
Tn(cosϕ)−Tn(cosβ ) =
n−1
∏
m=0
[cosϕ− cos(β +2mpi/n)]. (5.5)
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Since both sides of (5.5) are continuous functions of β , relation (5.5) holds true for all β ∈ R.
Now, the relation in (5.4) implies that, for −1 ≤ j ≤ r−1,
{θm : d j ≤ m≤ d j+1−1}= {ϕ0 + · · ·+ϕ j +2pik/2n j+1 [2pi ] : 0 ≤ k ≤ 2n j+1 −1}, (5.6)
where we write α = β [2pi ] if α = β mod 2pi and the ϕ j’s do not appear when j = −1. Using
(5.5) for n = 2n j+1 and β = ϕ0 + · · ·+ϕ j−ψ we obtain from (5.6) the following result.
Lemma 5.2. Let E = (en : n ∈ N) be a Leja sequence for D, θn = argen, and d = 2n0 +2n1 +
· · ·+2nr with n0 > n1 > · · ·> nr ≥ 0. Then for all ψ ∈ R and −1 ≤ j ≤ r−1 we have
d j+1−1
∏
m=d j
[cosϕ− cos(θm−ψ)] = 1
22n j+1−1
(
cos2n j+1ϕ − cos2n j+1(ϕ0 + · · ·+ϕ j−ψ)
)
,
where the di’s are defined in (5.3).
Lemma 5.3. If n ≥ 1, 0 ≤ j ≤ n−1 and sin(β +2 jpi/n) 6= 0, then
n−1
∏
m=0,m 6= j
|cosϕ− cos(β +2mpi/n)| ≤ 2n
2n−1|sin(β +2 jpi/n)| , ϕ ∈ R.
Proof. In view of (5.5) we have
n−1
∏
m=0,m 6= j
|cosϕ− cos(β +2mpi/n)|=
∣∣∣ cos(nϕ)− cos(nβ )2n−1[cosϕ− cos(β +2 jpi/n)]
∣∣∣. (5.7)
Set ψ = β +2 jpi/n, ψ1 = (1/2)(ϕ+ψ),ψ2 = (1/2)(ϕ−ψ). Then the sum-to-product formula
for cosines transforms the right hand side of (5.7) into 2−n+1|sinnψ1 sinnψ2|/|sinψ1 sinψ2|.
Since sinψ = sinψ1 cosψ2− cosψ1 sinψ2, we obtain after simplication
n−1
∏
m=0,m 6= j
|cosϕ− cos(β +2mpi/n)| = |sinψ1 cosψ2− cosψ1 sinψ2| · |sinnψ1 sinnψ2|
2n−1|sinψ||sinψ1 sinψ2|
≤ 1
2n−1|sinψ|
( |sinnψ2|
|sinψ2| +
|sinnψ1|
|sinψ1|
)
≤ 2n
2n−1|sin(β +2 jpi/n)| ,
where we use the classical inequality |sinnα| ≤ n|sinα| for α ∈R, n ∈N in the third line. 
Now, for d j ≤ s ≤ d j+1−1, Lemma 5.3 and equation (5.6) imply that
d j+1−1
∏
m=d j,m 6=s
[cosϕ− cos(θm +β )]≤ 2 ·2
n j+1
22n j+1−1|sin(θs +β )|
, ϕ ∈ R. (5.8)
In (5.8), taking β =−θs+θt2 with s < t, we get the following result.
Lemma 5.4. Under the same assumptions of Lemma 5.2, if d j ≤ s ≤ d j+1−1 with −1 ≤ j ≤
r−1 and s < t ≤ d−1, then
d j+1−1
∏
m=d j,m 6=s
[cosϕ− cos(θm− θs +θt2 )]≤
2 ·2n j+1
22n j+1−1|sin θs−θt2 |
, ϕ ∈ R.
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5.3. Further results. The following lemma will be used to get lower bounds for the denomi-
nators of Pst and Qst .
Lemma 5.5. Let E = (en : n ∈N) be a Leja sequence for D and d ≥ 2, d = 2n0 +2n1 + · · ·+2nr
with n0 > n1 > · · ·> nr ≥ 0. Then ∏d−1m=0,m 6=s |es− em| ≥ 2r for all 0 ≤ s ≤ d−1.
The proof of Lemma 5.5 requires a purely trigonometric inequality given in the following
lemma. For the proof we refer the reader to [7].
Lemma 5.6. Let r ≥ 1 and let n0 > n1 > · · · > nr ≥ 0 be a decreasing sequence of natural
numbers. If ϕ j = (2q j +1)pi/2n j with q j ∈ Z, j = 0, . . . ,r−1, then
r−1
∏
j=0
|sin2n j+1−1(ϕ−ϕ0−·· ·−ϕ j)| ≥ (1/2n0−nr)|cos2n0−1ϕ|, ϕ ∈ R. (5.9)
Proof of Lemma 5.5. The case r = 0 is trivial, since ∏2n0−1m=0,m 6=s |es − em| = 2n0 . Thus we may
assume that r≥ 1. Notice that, since arges = θs and argρ j =ϕ j = (2q j+1)pi/2n j , 0≤ j≤ r−1,
|(esρ−10 · · ·ρ−1k )2
nk+1 −1|= 2|sin2nk+1−1(θs−ϕ0−·· ·−ϕk)|, 0 ≤ k ≤ r−1. (5.10)
First, suppose that r ≥ 2 and s ≥ 2n0 . Then there exists a unique 0 ≤ j ≤ r− 1 such that
d j ≤ s ≤ d j+1−1, where the d j’s are defined in (5.3). We write
d−1
∏
m=0,m 6=s
|es− em|=
d0−1∏
m=d−1
|es− em| ·
d j+1−1
∏
m=d j,m 6=s
|es− em| ·
r−1
∏
k=0,k 6= j
dk+1−1
∏
m=dk
|es− em|. (5.11)
We will treat three factors in (5.11) independently. The first and the third part of Lemma 5.1
give ∏d0−1m=d−1 |es−em|= |e2
n0
s −1|= 2, and ∏d j+1−1m=d j,m 6=s |es−em|= 2n j+1 . On the other hand, the
second part of Lemma 5.1 along with equation (5.10) yields
r−1
∏
k=0,k 6= j
dk+1−1
∏
m=dk
|es− em| =
r−1
∏
k=0,k 6= j
|(esρ−10 · · ·ρ−1k )2
nk+1 −1| (5.12)
= 2r−1
r−1
∏
k=0,k 6= j
|sin2nk+1−1(θs−ϕ0−·· ·−ϕk)|. (5.13)
Since d j ≤ s ≤ d j+1 − 1, relation (5.6) tells us that θs = ϕ0 + · · ·+ ϕ j + 2qpi/2n j+1[2pi ] for
some q ∈ Z. To estimate the product in (5.13) we proceed as in [7, Subsection 4.4]. For the
convenience of reader, we reproduce the proof . For 0 ≤ k < j, we have θs−ϕ0 −·· ·−ϕk =
ϕk+1 + · · ·+ϕ j +2qpi/2n j+1 [2pi ]. Hence the hypotheses on the values of ϕ0, . . . ,ϕr−1 give
2nk+1−1(θs−ϕ0−·· ·−ϕk) =
(
(2qk+1 +1)pi/2
)
[pi ]. (5.14)
It follows that
j−1
∏
k=0
|sin2nk+1−1(θs−ϕ0−·· ·−ϕk)|= 1. (5.15)
On the other hand, using Lemma 5.6 for ϕ = θs−ϕ0 −·· ·−ϕ j, i.e., ϕ = 2qpi/2n j+1[2pi ], we
obtain
r−1
∏
k= j+1
|sin2nk+1−1(θs−ϕ0−·· ·−ϕk)| ≥ (1/2n j+1−nr)|cos2n j+1−1ϕ|= 1/2n j+1−nr . (5.16)
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Combining (5.15) and (5.16) we get
r−1
∏
k=0,k 6= j
|sin2nk+1−1(θs−ϕ0−·· ·−ϕk)| ≥ 1/2n j+1−nr ≥ 1/2n j+1. (5.17)
Note that when j = r− 1, then the left hand side of (5.17) is equal to 1 and inequality (5.17)
is obviously true. When j = 0, then the factor in (5.15) does not appear. Now, using relation
(5.17) in (5.13) we get the following estimate
r−1
∏
k=0,k 6= j
dk+1−1
∏
m=dk
|es− em| ≥ 2r−12−n j+1 .
In this case, we finally obtain
d−1
∏
m=0,m 6=s
|es− em|= 2 ·2n j+1 ·2r−1 ·2−n j+1 = 2r.
We now treat the case r≥ 1 and 0≤ s≤ 2n0 −1. The proof is the same as above. Indeed, thanks
to Lemma 5.1 and (5.10), we can write
d−1
∏
m=0,m 6=s
|es− em| =
d0−1∏
m=d−1,m 6=s
|es− em|
r−1
∏
k=0
dk+1−1
∏
m=dk
|es− em| (5.18)
= 2n02r
r−1
∏
k=0
|sin2nk+1−1(θs−ϕ0−·· ·−ϕk)|. (5.19)
Now using Lemma 5.6 in (5.19) we get
d−1
∏
m=0,m 6=s
|es− em| ≥ 2n02r2−n0+nr |cos2n0−1θs|= 2r+nr ≥ 2r,
since |cos2n0−1θs| = 1 for 0 ≤ s ≤ 2n0 − 1. The last case is when r = 1 and 2n0 ≤ s ≤ 2n0 +
2n1 −1. The proof is simple and we omit it. 
Remark 5.7. Take d = 2n0 +1 and s = 2n0 then ∏2n0−1m=0 |e2n0 −em|= |e2
n0
2n0 −1|= |−1−1|= 2.
Thus the conclusion of Lemma 5.5 is optimal in some cases.
6. PROOF OF THEOREMS 4.10 AND 4.11
We continue to use the notation introduced in the previous two sections. Let E = (en : n∈N)
be a Leja sequence for D and θn = argen, n ≥ 0. We use the formula for the polynomials hst
and h′st given in (4.4) and (4.5). We start with the following simple observations
eu− ev = 2isin θu−θv2 e
θu+θv
2 i and (eu− ev)⊥ =−2sin θu−θv2 e
θu+θv
2 i for u 6= v.
Set αuv := e
θu+θv
2 i and βuv :=−2sin θu−θv2 . Then we immediately see that
(eu− ev)⊥ = αuvβuv and |eu− ev|= |(eu− ev)⊥|= |βuv| for u 6= v. (6.1)
Lemma 6.1. Let E = (en : n ∈N) be a Leja sequence for D and d ≥ 2, d = 2n0 +2n1 + · · ·+2nr
with n0 > n1 > · · ·> nr ≥ 0. Then
|h′st
(〈(es− et)⊥,es〉)| ≥ 22r|βst |d−42d−2 , 0 ≤ s < t ≤ d−1. (6.2)
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Proof. Thanks to (6.1) we may write
|h′st
(〈(es− et)⊥,es〉)| =
d−1
∏
m=0,m 6=s,t
|〈(es− et)⊥,(es− em)〉| ( see (4.5) )
= |βst |d−2
d−1
∏
m=0,m 6=s,t
∣∣∣
〈
αst ,
es− em
−βsm
〉∣∣∣ d−1∏
m=0,m 6=s,t
|es− em|
= |βst |d−3
d−1
∏
m=0,m 6=s,t
∣∣∣
〈
αst ,
es− em
−βsm
〉∣∣∣ d−1∏
m=0,m 6=s
|es− em|. (6.3)
Since es−em−βsm = ie
i(θs+θm)
2 = e
i(pi+θs+θm)
2 and αst = e
i(θs+θt )
2 , we have
∣∣∣
〈
αst ,
es− em
−βsm
〉∣∣∣=
∣∣∣cos(pi +θs +θm2 −
θs +θt
2
)
∣∣∣=
∣∣∣sin θt −θm2
∣∣∣= |et − em|2 . (6.4)
Combining (6.3) and (6.4) we obtain
|h′st
(〈(es− et)⊥,es〉)| = |βst|d−3
d−1
∏
m=0,m 6=s,t
|et − em|
2
d−1
∏
m=0,m 6=s
|es− em|
=
|βst|d−4
2d−2
d−1
∏
m=0,m 6=t
|et − em|
d−1
∏
m=0,m 6=s
|es− em|
≥ 2
2r|βst|d−4
2d−2
,
where we use Lemma 5.5 in the third line. 
Lemma 6.2. Under the same assumptions of Lemma 6.1, we have
|hst
(〈(es− et)⊥,x〉)| ≤ 22r+1d|βst|d−22d−2 , 0 ≤ s < t ≤ d−1, ‖x‖ ≤ 1. (6.5)
Proof. Let us set 〈αst ,x〉= cosϕ . Since (es−et)⊥ = αstβst and 〈αst ,em〉= cos(θm− θs+θt2 ), in
view of (4.4), we get
|hst
(〈(es− et)⊥,x〉)| = |βst |d−1
d−1
∏
m=0,m 6=s
|〈αst,(x− em)〉|
= |βst |d−1
d−1
∏
m=0,m 6=s
|cosϕ− cos(θm− θs +θt2 )|. (6.6)
There exists a unique −1 ≤ j ≤ r−1 such that d j ≤ s≤ d j+1−1, where the di’s are defined in
(5.3). We can write the trigonometric expression in the right hand side of (6.6) as follows
r−1
∏
k=−1,k 6= j
dk+1−1
∏
m=dk
|cosϕ− cos(θm− θs +θt2 )| ·
d j+1−1
∏
m=d j,m 6=s
|cosϕ− cos(θm− θs +θt2 )|. (6.7)
Thanks to Lemmas 5.2 and 5.4, the first factor and the second factor in (6.7) are dominated
respectively by
r−1
∏
k=−1,k 6= j
2
22nk+1−1
and 2 ·2
n j+1
22n j+1−1|sin θs−θt2 |
.
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Combining these estimates with (6.6) we obtain
|hst
(〈(es− et)⊥,x〉)| ≤ |βst|d−1 ·
r−1
∏
k=−1
2
22nk+1−1
· 2
n j+1
|sin θs−θt2 |
≤ 2
2r+1d|βst |d−2
2d−2
,
here we use the facts that |βst |= 2|sin θs−θt2 | and 2n j+1 ≤ d. 
Lemma 6.3. Under the same assumptions of Lemma 6.1, we have
|h′st
(〈(es− et)⊥,x〉)| ≤ 22r+1d3|βst |d−32d−2 , 0 ≤ s < t ≤ d−1, ‖x‖ ≤ 1. (6.8)
Proof. Let ℓ : R2 →R be the linear form defined by ℓ(x) := 〈(es−et)⊥,x〉. Since |(es−et)⊥|=
|βst|, we have ℓ(D) = [−|βst|, |βst|]. It follows that
sup
x∈D
|hst
(〈(es− et)⊥,x〉)|= ‖hst‖[−|βst|,|βst |] and sup
x∈D
|h′st
(〈(es− et)⊥,x〉)|= ‖h′st‖[−|βst |,|βst|].
Since deghst = d−1, classical Markov’s inequality gives
‖h′st‖[−|βst|,|βst |] ≤ (1/|βst|)(d−1)2‖hst‖[−|βst|,|βst |].
Hence Lemma 6.2 yields
sup
x∈D
|h′st
(〈(es− et)⊥,x〉)| ≤ (d−1)2|βst| supx∈D |hst
(〈(es− et)⊥,x〉)| ≤ 22r+1d3|βst|d−32d−2 ,

Proof of Theorems 4.10 and 4.11. Lemmas 6.1 and 6.2 give an upper bound 22r+1d|βst |d−22d−2 for the
numerator of Pst(x) and a lower bound 2
2r |βst |d−2
2d−2 for the denominator of Pst(x). Thus |Pst(x)| ≤
2d for all x ∈ D and 0 ≤ s < t ≤ d − 1. At the same time, Lemmas 6.1 and 6.3 follow that
|Qst(x)| ≤ 2d3|βst | ≤ 4d3 for all x ∈ D and 0≤ s < t ≤ d−1. 
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