We provide a probabilistic proof of the Stein's factors based on properties of birth and death Markov chains, solving a tantalising puzzle in using Markov chain knowledge to view the celebrated Stein-Chen method for Poisson approximations. This paper complements the work of Barbour (1988) for the case of Poisson random variable approximation.
A h(n) = h(n + 1) ? h(n)] + n h(n ? 1) ? h(n)]; 8n 2 IN := f0; 1; 2; g: (1) The corresponding Stein's equation of A for a bounded function f on IN is then given by A h(n) = f(n) ? Po( )(f);
(2) where Po( ) denotes a Poisson distribution with mean and (f) := R fd : It is well-known that the solution of (2) is given by h(f; n) = ?
where Z is a birth and death process with generator A , and IE n is the conditional expectation given Z(0) = n: We shall omit f in h(f; n) if there is no confusion. In measuring the distance between two probability measures on IN; a natural metric is the total variation metric d TV (3) is a crucial step in obtaining accurate bounds for Poisson approximations. The estimation (3) was shown by Barbour and Eagleson (1983) using an analytical method. The analytical method, when in analysing the Stein's factors for compound Poisson approximation, will produce such crude Stein's factors that the Stein's method in compound Poisson approximation setting becomes less attractive than it should be in applications see Barbour, Chen and Loh (1992) ]. The probabilistic method introduced by Barbour (1988) could improve the estimate for the rst di erence of h as pointed out in Remark 1.1.2 of Barbour, Holst and Janson (1992). However, the way of viewing the probabilistic method in Barbour (1988) see also Barbour and Brown (1992) and Barbour, Holst and Janson (1992)] always results in a logarithmic factor, even for Poisson random variable approximation in which the logarithmic factor is clearly super uous as demonstrated by the analytical method in Barbour and Eagleson (1983) . The only exceptional case in which the factor with a logarithm is of the right order seems to be in the Poisson process approximation to a point process in terms of a Barbour-Brown metric, referred in Barbour and Brown (1992) as a second Wasserstein metric and denoted by d 2 , as demonstrated in Brown and Xia (1995) . Thus, it becomes a tantalising problem how to derive the accurate Stein's factors by using the properties of birth and death Markov chains. On the other hand, the probabilistic method, under certain conditions, will produce better Stein's factors than the analytical method in compound Poisson approximation setting see Barbour, Chen and Loh (1992) ]. In applications with the conditions satis ed, the factors obtained from the probabilistic method could lead to useful bounds except for a logarithmic factor inherited from the method of estimation in the probabilistic approach in Barbour (1988) see Roos (1994) ]. Hence, it is also very necessary to provide a di erent view for the probabilistic method. The purpose of this note is to show an alternative. Proposition We have We construct processes Z n , Z n+1 and Z n+2 together by taking independent realizations of Z n and standard exponential random variables S 1 and S 2 , and then setting Z n+1 (t) = Z n (t) + 1 S1>t ; Z n+2 (t) = Z n+1 (t) + 1 S2>t : (7) It is then obvious that T n+1;n+2 = infft : Z n+1 (t) n + 2g infft : Z n (t) n + 1g = T n;n+1 ; giving d n+1 d n : Moreover, the last term of (6) It follows from the construction (7) that T n+1;n = infft : Z n+1 ng infft : Z n+2 n + 1g = T n+2;n+1 , and since the last term of (9) does not depend on the values of f(k) for k < n + 1, we 
Hence it follows from (11) and (13) that with equality holds at n = 0 and f(k) = 1; i = 1 0; i 6 = 1:
