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Resumen
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Master en Inteligencia Artificial
Expansio´n Supervisada de Le´xicos Polarizados Adaptable al Contexto
by Eduardo C. Garrido Mercha´n
El ana´lisis de opiniones es un a´rea en la cual mu´ltiples disciplinas han otorgado di-
ferentes enfoques para elaborar modelos que sean capaces de extraer la polaridad de
los textos analizados. En funcio´n del dominio o categor´ıa del texto analizado, donde
ejemplos de categor´ıas son Deportes o Banca, estos modelos deben ser modificados
para obtener un ana´lisis de opinio´n de calidad. En esta tesis se presenta un modelo
que pretende elaborar un ana´lisis de opiniones independiente de la categor´ıa a ana-
lizar y un extenso estado del arte sobre ana´lisis de opiniones. Se propone un enfoque
cuantitativo que hara´ uso de un le´xico polarizado semilla como u´nico recurso cualita-
tivo del modelo. El enfoque propuesto hace uso de un corpus anotado de textos por
polaridad y categor´ıa y el le´xico polarizado semilla para producir un modelo capaz
de elaborar un ana´lisis de opinio´n de calidad en las distintas categor´ıas analizadas
y expandir el le´xico polarizado semilla con te´rminos que se adecu´an a las categor´ıas
procesadas.
UNIVERSIDAD POLITECNICA DE MADRID
Abstract
Escuela Te´cnica Superior de Ingenieros Informa´ticos
Departamento de Inteligencia Artificial
Master en Inteligencia Artificial
Expansio´n Supervisada de Le´xicos Polarizados Adaptable al Contexto
by Eduardo C. Garrido Mercha´n
Sentiment analysis is an area in which multiple disciplines have given different ap-
proaches to make models that are able to extract the polarity of the analyzed texts.
Depending on the domain or category of the analyzed text, where examples of ca-
tegories are Sports or Banking, these models should be modified to obtain a good
opinion analysis. This thesis presents a model that aims to develop a category in-
dependent opinion analysis model and a extensive sentiment analysis state of the
art. A quantitative approach is proposed that will use a polarized lexicon as the
only qualitative resource. The proposed approach uses an annotated corpus by pola-
rity and category and a polarized lexicon seed to produce a model able to develop a
good opinion analysis in the various categories analyzed and to expand the polarized
lexicon seed with terms that fit the processed categories.
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La lectura e interpretacio´n automa´tica de textos es una tarea de alta dificultad por
parte de las ma´quinas. Esto es debido a que el lenguaje es ambiguo y una frase puede
tener diferentes interpretaciones. Por ejemplo, conside´rese la frase: El monitor me
ha parecido muy bien. En esta frase la palabra monitor puede tener dos significados:
Monitor de gimnasio o pantalla. Sin informacio´n adicional, es imposible conocer
cua´l es el significado de monitor en esa frase. Pese a ello, el a´rea conocida como
procesamiento del lenguaje natural ha propuesto modelos para que las ma´quinas
procesen el lenguaje.
El volumen de informacio´n a procesar ha crecido exponencialmente en los u´ltimos
an˜os, con el crecimiento de internet y la aparicio´n de las redes sociales. En los
textos contenidos en estos medios, se encuentra informacio´n u´til que puede explicar
tendencias o ser tomada en cuenta como soporte a distintas decisiones. Una tendencia
que puede ser explicada procesando texto en blogs o redes sociales es, por ejemplo,
determinar si la campan˜a de marketing que se ha hecho sobre un producto ha sido
o no efectiva.
Los textos que se procesan pueden tratar de cualquier tema o ser escritos con dife-
rente estilo. Por ejemplo, el estilo empleado en Twitter no es el mismo que se emplea
en un art´ıculo period´ıstico. Los modelos que operan sobre lenguaje natural lidian
con otros problemas como faltas de ortograf´ıa y errores sinta´cticos, multilingu¨ismo,
variedades geogra´ficas, etc. Todo ello hace que cualquier problema perteneciente al
procesamiento del lenguaje natural sea complejo. Au´n as´ı, se han conseguido resol-
ver algunos de los problemas pertenecentes a este campo de forma existosa. Este
progreso ha motivado a los investigadores del campo a ir afrontando problemas ma´s
avanzados.
1
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Algunos de los problemas mencionados requieren analizar textos escritos en redes
sociales. En las redes sociales, el lenguaje expresado por los usuarios no se limita a
la descripcio´n de hechos. Cuando un usuario se refiere a un producto, lo puede hacer
desde una perspectiva objetiva o subjetiva. Por ejemplo, conside´rese el texto: El coche
de modelo X tiene una potencia de 80 CV. Este texto expresa una caracter´ıstica del
coche que es universal y que no depende del juicio que una persona hace sobre el
coche. Se dice que este tipo de textos son objetivos, son relativos a un objeto en s´ı y
no al modo de pensar o sentir de una persona en particular.
Por otro lado, conside´rese la frase: El coche de modelo X tiene una potencia muy
baja, no me parece que un coche as´ı merezca la pena. Al igual que en el texto anterior,
el texto trata sobre una cualidad del coche: la potencia. Pero al contrario que en la
primera frase, este texto denota un modo de pensar o sentir, en e´l el autor expresa
una opinio´n. Se dice que este texto es subjetivo, identifica algo como propio de la
forma de pensar o sentir de una persona.
Existen dos grandes categor´ıas dentro de la forma de pensar o sentir de una persona.
En el anterior texto, por ejemplo, la forma de pensar o sentir del autor es claramente
negativa. En el texto presentado, el autor expone que la potencia del coche le parece
baj´ısima y que por ello no merece la pena. Estas expresiones dotan al texto de lo que
se conoce como una polaridad negativa. Se define por tanto el concepto de polaridad
como la condicio´n de lo que tiene propiedades o potencias opuestas. En este caso, la
subjetividad expresada por el autor en el texto puede ser positiva o negativa.
Esta subjetividad que el autor expresa en un texto normalmente es conocida como
opinio´n: Idea, juicio o concepto que se tiene sobre alguien o algo. Por tanto, para
explicar si la campan˜a de marketing sobre un producto ha sido efectiva o no, se
requiere un modelo que reconozca de entre los textos que se quieren analizar cua´les
de ellos expresan una opinio´n y cua´les no. Una vez se ha efectuado esta tarea, se
necesita adema´s categorizar la polaridad del texto. El objetivo final del modelo es
comprobar si la proporcio´n de opiniones categorizadas como positivas es mayor que
antes de ser lanzada la campan˜a de marketing.
A este tipo de modelos se los conoce como modelos de ana´lisis de opiniones. Dada la
alta complejidad que requieren estos modelos de procesamiento del lenguaje natural
por lidiar con textos subjetivos, hasta la u´ltima de´cada no exist´ıa pra´cticamente
ningu´n modelo que efectuase ana´lisis de opiniones de forma efectiva.
Actualmente, existen varios modelos de ana´lisis de opiniones que resuelven la tarea
de analizar opiniones eficientemente. No obstante, como se detallara´ en el estado
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del arte, cada uno de los modelos de ana´lisis de opiniones posee ventajas e inconve-
nientes. No existe un modelo de ana´lisis de opiniones que sea el mejor en todos los
dominios a analizar. Por ejemplo, un modelo determinado de ana´lisis de opiniones es
muy eficaz analizando opiniones de textos period´ısticos pero no de cr´ıticas de cine.
A este problema se le denomina dependencia del contexto o el dominio en el ana´lisis
de opiniones. Debido a que en cada tipo o dominio de textos el vocabulario y las
expresiones utilizadas son muy diferentes, los modelos de ana´lisis de opiniones fra-
casan en obtener resultados similares en dominios distintos. La implicacio´n directa
de esta problema´tica es que se necesitara´n expertos en cada uno de los dominios a
analizar para obtener modelos de ana´lisis de opiniones.
En esta tesis fin de ma´ster, se propondra´ un modelo para la construccio´n de prototi-
pos de modelos de ana´lisis de opiniones capaces de obtener resultados aceptables en
cualquier categor´ıa. Para ello, se empleara´n le´xicos polarizados semilla, que se defi-
nira´n en el estado del arte, y se modificara´n mediante la te´cnica propuesta en esta
tesis. Al final, se obtendra´n le´xicos polarizados generalizables a cualquier categor´ıa
de las consideradas. Estos le´xicos no producira´n las mismas medidas de evaluacio´n
que modelos de ana´lisis de opiniones disen˜ados por expertos en cada una de las
categor´ıas a considerar. Pero, el modelo resultante, es general y obtiene resultados
aceptables para un nu´mero indeterminado de categor´ıas a analizar. En situaciones
en las que se tiene un gran volumen de textos pertenecientes a un nu´mero indetermi-
nado de categor´ıas, este modelo se diferencia del resto en que, hasta que los expertos
consigan analizar todas las categor´ıas, se tendra´ un modelo que analiza opiniones
con efectividad en todas ellas. Dado que el nu´mero de categor´ıas puede ser enorme,
este modelo tiene el valor an˜adido de proporcionar una solucio´n aceptable hasta que
sean analizadas. A su vez, este modelo obtiene unos rasgos que pueden ser utilizados
como punto de partida de los expertos, para que, cuando sea conveniente, se tenga
la necesidad de construir un modelo ma´s espec´ıfico para cada una de las categor´ıas.
Como ya se ha comentado, se necesita una base teo´rica multidisciplinar para lidiar
con el ana´lisis de opiniones. Por ello, a continuacio´n, se presenta un extenso estado
del arte sobre ana´lisis de opiniones. En este estado del arte se comentara´n, adema´s
de las te´cnicas en las que se basa el modelo ma´s tarde propuesto, otros enfoques de
a´reas completamente distintas. Cada uno de los enfoques es analizado, explicando
sus peculiaridades, y comentado, exponiendo desde una perspectiva personal las
caracter´ısticas del mismo. Se piensa que es importante revisar todas las a´reas que
estudian el ana´lisis de opiniones, puesto que, u´nicamente desde el conocimiento de
todas, se esta´ en una posicio´n capaz de proponer un modelo que no ha sido propuesto
anteriormente por ningu´n autor, capaz de resolver una problema´tica no resuelta, al




El ana´lisis de opiniones de textos ha sido un campo de investigacio´n muy estudiado
en la u´ltima de´cada, donde han surgido un gran nu´mero de publicaciones sobre este
tema. Se trata de un a´rea interdisciplinar donde se aplican te´cnicas pertenecientes a
distintos campos de investigacio´n para su resolucio´n. Algunas de las a´reas que se han
dedicado al estudio del Ana´lisis de Opiniones han sido la Computacio´n, Lingu¨´ıstica,
Estad´ıstica, Psicolog´ıa entre otras. Esto es debido a que el ana´lisis de opiniones
contiene un alto cara´cter subjetivo, dado que una opinio´n es un dictamen o juicio
que se forma de algo cuestionable.
Este dictamen o juicio es particular de cada escritor, que se expresa de forma dis-
tinta. Cada escritor, adema´s de tener una forma particular de escribir, puede tener
una opinio´n particular sobre lo que escribe. Se dice que la opinio´n tiene polaridad
positiva si el escritor ha expresado una opinio´n positiva. Se dice que la opinio´n tiene
polaridad negativa si el escritor ha expresado una opinio´n negativa. Existe una u´lti-
ma casu´ıstica que se da cuando el escritor no expresa ninguna opinio´n en el texto, en
este caso, se dice que el texto no contiene polaridad. Dado que estas opiniones son
subjetivas y particulares de cada escritor, es un problema complicado clasificar tex-
tos en funcio´n de la polaridad que expresan estas opiniones. Por ello, este campo es
tan atractivo para el mundo acade´mico y tan interdisciplinar, puesto que cada a´rea
de las anteriormente mencionadas pretende demostrar que puede aportar me´todos
que son capaces de lidiar con la subjetividad.
Pero el intere´s sobre este campo no ha sido so´lo acade´mico, generando tambie´n una
gran repercusio´n en la industria. El ana´lisis de opiniones en textos puede ayudar a
4
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capturar la opinio´n pu´blica sobre eventos sociales, movimientos pol´ıticos, estrategias
de compan˜´ıas o preferencias sobre unos productos u otros. Estas u otras tendencias
pueden tener una correlacio´n con respecto a las opiniones expresadas en textos. Si
los estudios demuestran que esto es cierto, el valor an˜adido de poseer un modelo
de ana´lisis de opiniones para una compan˜´ıa es incalculable. Debido a este motivo,
el ana´lisis de opiniones posee una repercusio´n en el mundo empresarial importante,
ma´s alla´ del mundo acade´mico. Cambria [6] estudia ma´s en detalle el intere´s de
la industria en este campo. El intere´s industrial es un motivo ma´s por lo que es
importante que un modelo de ana´lisis de opiniones sea capaz de determinar de
forma efectiva la polaridad de un texto, o clasificarlo como no polar.
Determinar este contenido subyacente en textos fue uno de los primeros trabajos que
se desarrollaron en el campo del Ana´lisis de Opiniones. A continuacio´n se describe
este enfoque:
En este trabajo, interesa determinar los rasgos espec´ıficos que determinan la opinio´n
que los clientes tienen sobre un producto. De forma adicional, se quiere saber si
estas opiniones son positivas o negativas. Para solucionar este problema, los autores
identificaron en una primera fase los rasgos del producto de los cua´les un cliente tiene
opiniones. Por ejemplo, en una ca´mara digital interesa saber si los clientes tienen
buena o mala opinio´n de rasgos como la calidad de la foto o el taman˜o. En una
segunda fase, para cada uno de estos rasgos que ya se han identificado en el texto
se elabora un conteo de las opiniones positivas y negativas que los clientes tienen de
cada uno de ellos. El resultado final es un resumen en el cua´l se indica el nu´mero de
opiniones positivas y negativas de cada rasgo.
Para resolver esta tarea, se definen palabras de opinio´n que intentaron localizar
cerca de los rasgos. En este trabajo, so´lo se consideran adjetivos para estas palabras
de opinio´n. Estas palabras de opinio´n esta´n asociadas mediante reglas a polaridades
positivas y negativas. So´lo se extrajeron las ma´s comunes que aparec´ıan en los textos
que ellos consideraban, las que cumpl´ıan con un soporte mı´nimo que los autores
definieron.
Por ejemplo, en la frase The strap is horrible and gets in the way of parts of the
camera you need access to. En esta frase, el rasgo strap es identificado. Una vez se
ha identificado, se busca el adjetivo ma´s cercano. Este adjetivo es Horrible. Dado
que se tiene en la base de conocimiento que horrible esta´ asociado a una polaridad
negativa, entonces esta frase refleja una opinio´n negativa sobre el rasgo strap de las
ca´maras.
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El trabajo descrito, elaborado por Hu [7], genero´ una gran expectacio´n en el campo
acade´mico, mostrando que es posible categorizar el cara´cter subjetivo expresado en
opiniones. Cuenta con la desventaja de que un te´rmino puede ser ambiguo, y tener
polaridad distinta en distintos dominios. Por ejemplo, el adjetivo bajo tiene polaridad
positiva en la frase coste bajo pero polaridad negativa en la frase beneficio bajo. Este
tipo de enfoques no contempla esta problema´tica y puede concluir en ana´lisis de
opiniones pobres. Se deben establecer dependencias entre los te´rminos coste, bajo
y beneficio asociadas a la polaridad definitiva o reglas lingu¨´ısticas para evitar esta
problema´tica. Pese a ello, es un primer enfoque aceptable.
A partir de este trabajo, nacieron un gran nu´mero de enfoques que trataron de solu-
cionar diversos problemas relativos al ana´lisis de opiniones. Inicialmente, el ana´lisis
de opiniones fue categorizado como problema espec´ıfico dentro del procesamiento del
lenguaje natural, incluido como cap´ıtulo en reputados libros que tratan este a´rea.
En el libro sobre procesamiento del lenguaje natural escrito por Indurkhya [8], se
puede encontrar un cap´ıtulo dedicado exclusivamente al ana´lisis de opiniones. Se
trata de un recurso adecuado para consulta sobre dudas que puedan surgir sobre un
problema relevante al procesamiento del lenguaje natural o al ana´lisis de opiniones.
El ana´lisis de opiniones fue tratado tambie´n inicialmente como un problema particu-
lar de categorizacio´n de texto que podr´ıa ser resuelto mediante aprendizaje automa´ti-
co. Este enfoque pretende clasificar un texto en una serie de categor´ıas definidas a
priori en funcio´n a una serie de textos anotados en estas categor´ıas de los que se
conoce una serie de rasgos. Para ello, se utilizan diversos modelos de aprendizaje
automa´tico.
Un extenso estado del arte perteneciente a esa e´poca que trata la categorizacio´n
de textos usando aprendizaje automa´tico y todos los modelos que se pueden usar y
problema´ticas que pueden aparecer es [9], en este estado del arte se puede consultar
como tratar la categorizacio´n de textos con aprendizaje automa´tico. Como ya se
tratara´ ma´s adelante en el estado del arte, el enfoque del aprendizaje automa´tico o
cuantitativo es muy eficiente si se cuenta con un gran corpus anotado de textos
pero cuenta con el inconveniente de que si el corpus no tiene ni el volumen ni
la calidad adecuados, los resultados del modelo de aprendizaje automa´tico sera´n
pobres. Por ello, si este enfoque es aplicado se debe contar con la seguridad de
tener un corpus de volumen y calidad adecuados y unas caracter´ısticas extra´ıdas
de los mismos relevantes para el problema, de lo contrario el clasificador obtenido
sera´ pobre.
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En concreto, para ana´lisis de opiniones, el planteamiento que se lleva a cabo es clasifi-
car un texto como positivo, negativo o neutral teniendo un corpus anotado de textos
en estas categor´ıas. En cada uno de los textos anotados se extraen caracter´ısticas de
los mismos. Por ejemplo, una caracter´ıstica a extraer es la aparicio´n de un te´rmino
en el texto. Esta caracter´ıstica se modeliza como una variable booleana, cuyo valor
sera´ cierto si el te´rmino aparece y falso en caso contrario. Se expondra´ un listado
de las caracter´ısticas extra´ıbles de los textos en un apartado de este estado del arte.
Posteriormente, se entrena un modelo de aprendizaje automa´tico usando este corpus
anotado. Una vez entrenado, dado un texto entrante, se extraen los rasgos de este
texto y el modelo predice la etiqueta que tendra´ el nuevo texto. Este u´ltimo enfoque
ha servido como base para implementar sistemas recomendadores basados en los
resultados de modelos de ana´lisis de opiniones que emplean aprendizaje automa´tico.
Un art´ıculo introductorio sobre esta metodolog´ıa es el publicado por Schafer [10].
Es un art´ıculo que se debe leer si no se conocen los conceptos ba´sicos sobre Apren-
dizaje Automa´tico y Sistemas Recomendadores, dado su estilo dida´ctico y su poca
profundidad.
Pese a estar inicialmente englobado dentro del procesamiento del lenguaje natural
y en concreto de la categorizacio´n de textos, muy pronto el nu´mero de a´reas que
estudiaron este problema crecio´, aumentando el nu´mero de publicaciones que exclu-
sivamente trataban el ana´lisis de opiniones. Hoy en d´ıa el nu´mero de publicaciones
que tratan el ana´lisis de opiniones es tan elevado e interdisciplinar que poco a poco el
campo esta´ independiza´ndose y trata´ndose como problema´tica particular. Tanto es
as´ı, que en los u´ltimos an˜os se han publicado extensos revisiones del estado del arte
del ana´lisis de opiniones como [11] o [12], en los que se tratan diferentes enfoques
que se pueden utilizar para el ana´lisis de opiniones en detalle, como solucionar el
ana´lisis de opiniones por aprendizaje automa´tico o de forma cualitativa, mediante
reglas lingu¨´ısticas elaboradas por expertos aplicadas a diferentes dominios. Se tratan
de revisiones extensas pero que deben ser le´ıdas por el interesado en ser experto en
el ana´lisis de opiniones.
En este estado del arte se revisara´n estos y otros enfoques ma´s novedosos. De forma
adicional, es importante mencionar que se ha publicado un tutorial muy citado so-
bre ana´lisis de opiniones escrito por Potts, [13], en el que se introduce como tratar
el ana´lisis de opiniones mediante recursos lingu¨´ısticos o como expandir le´xicos po-
larizados. Este u´ltimo tutorial resulta de utilidad como introduccio´n al ana´lisis de
opiniones para los iniciados en este campo aunque carece de profundidad en cada
uno de los enfoques que cita.
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Para conocer un mayor detalle, se dispone del libro sobre el ana´lisis de opiniones
escrito por Pang [11], en el cual se tratan los distintos problemas que se han en-
contrado en el ana´lisis de opiniones, como clasificacio´n de textos o extraccio´n de
te´rminos que representan opiniones. Se trata de una publicacio´n en la que se detalla
con ma´s profundidad los conceptos resumidos por Potts. Es especialmente intere-
sante el cap´ıtulo dedicado en exclusiva a los rasgos que denotan opiniones en textos
y para la industria el cap´ıtulo de las aplicaciones que pueden hacer uso del ana´lisis
de opiniones.
Inicialmente utilizado para determinar la polaridad en art´ıculos de opinio´n o cr´ıticas
sobre todo tipo de productos, el ana´lisis de opiniones ha sufrido una revolucio´n
con el gran crecimiento de la web en los u´ltimos an˜os. Debido a esto, las te´cnicas
empleadas en ana´lisis de opiniones se han tenido que adaptar a la problema´tica de
tener que procesar un gran nu´mero de textos existentes en la web o en redes sociales.
En entornos con un gran volumen de textos la te´cnica a utilizar debe ser escalable,
garantizando tiempos de ejecucio´n adecuados procesando un gran nu´mero de textos.
Una publicacio´n que ofrece una te´cnica escalable en grandes volu´menes de texto es la
elaborada por Godbole [14]. Tras la expansio´n inicial de un le´xico polarizado mostra-
da en este enfoque, para analizar la opinio´n global de un texto Godbole simplemente
realiza un conteo de palabras que indican polaridad en los textos. Determina si un
texto es subjetivo o no mediante el conteo de palabras que expresan subjetividad en
un texto. Este enfoque cuenta con la bondad de ser muy ra´pido y poderse aplicar en
cualquier dominio. Presenta la desventaja de no realizar un ana´lisis preciso, y poder
ofrecer resultados pobres en textos de taman˜o reducido o pertenecientes a dominios
espec´ıficos. En estos dominios es preferible realizar un ana´lisis sema´ntico mediante
expertos o realizar un ana´lisis mediante aprendizaje automa´tico. Au´n as´ı, se trata
de un enfoque que debe ser estudiado dada la rapidez de ejecucio´n del mismo y la
posibilidad de ser ampliado introduciendo otro tipo de te´cnicas.
Este estado del arte pretende clasificar y explicar los distintos enfoques ma´s rele-
vantes existentes en la literatura que lidian con el ana´lisis de opiniones. Se inicia la
exposicio´n con un listado de los me´todos tradicionales que se han empleado para
resolver esta tarea, pertenecientes en su mayor´ıa a la Lingu¨´ıstica Computacional. Se
inicia este apartado con una introduccio´n y con el rol de la psicolog´ıa en la resolucio´n
de este problema. Se continu´a describiendo algoritmos y heur´ısticas empleadas en el
ana´lisis de opiniones. Dado que las frases que exponen opiniones tienen contenido
sema´ntico, se cierra el apartado de me´todos tradicionales exponiendo te´cnicas que
tratan la sema´ntica presente en los textos.
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Un segundo apartado de este estado del arte comenta uno a uno los distintos recursos
lingu¨´ısticos que se han elaborado para dar soporte a los modelos que tratan de
analizar opiniones. Estos recursos han mostrado ser muy u´tiles en la resolucio´n de
esta tarea, pero no basta con utilizarlos para ejecutar un ana´lisis de opiniones de
calidad, necesitan ser expandidos con nuevos te´rminos para mejorar su calidad. Este
estado del arte incluye un apartado en exclusiva de modelos de creacio´n y expansio´n
de le´xicos polarizados.
Todos los enfoques comentados pertenecen a las a´reas de Lingu¨´ıstica Computacional,
Psicolog´ıa o Ciencia Computacional, pero como se ha dicho con anterioridad en
esta introduccio´n, el ana´lisis de opiniones es un campo interdisciplinar en el que
distintas a´reas han ofrecido me´todos para la resolucio´n de esta tarea. En concreto, la
Estad´ıstica y el Aprendizaje Automa´tico supervisado y no supervisado han ofrecido
enfoques que aportan modelos de ana´lisis de opiniones de gran calidad. Se dedica
una seccio´n de este estado del arte a clasificar en diversas categor´ıas estos modelos
y a explicar su funcionamiento.
Dentro del ana´lisis de opiniones han surgido problemas espec´ıficos que han impedido
construir modelos que funcionan independientemente del texto que analicen. Este
estado del arte comenta estos problemas, como son el ana´lisis de distintos contextos,
el multilingu¨ismo o el ana´lisis de distintos rasgos de una entidad. Para terminar
el estado del arte, se comentan las distintas aplicaciones del ana´lisis de opiniones
como la resolucio´n de tendencias y las distintas caracter´ısticas que los modelos deben
considerar en distintos contextos como Twitter o foros y blogs.
En cada apartado se comentan los modelos pertenecientes al tema que expone el
apartado. Los art´ıculos citados en este estado del arte emplean te´cnicas pertene-
cientes a varios apartados, como por ejemplo modelos que emplean sema´ntica y
clustering. Dado este hecho, se comenta en cada apartado la parte de los art´ıculos
que aplica en ese apartado y las otras partes se comentan en el resto de aparta-
dos para mantener la coherencia. Siguiendo con el ejemplo del art´ıculo que contiene
te´cnicas sema´nticas y de clustering, en el apartado de sema´ntica se comentan los
rasgos sema´nticos que se han tenido en cuenta y en el de clustering como se ha
efectuado clustering teniendo en cuenta dichos rasgos. Se empieza con la descripcio´n
de los me´todos tradicionales en el ana´lisis de opiniones.
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2.2. Me´todos Tradicionales
2.2.1. Introduccio´n y Categorizacio´n de textos
Como se ha comentado en la introduccio´n, inicialmente se trato´ el problema del
ana´lisis de opiniones como categorizacio´n de textos, usando algoritmia y heur´ısticas
tradicionales. Tambie´n se uso´ aprendizaje automa´tico, como ya se ha dicho que se
puede consultar en el estado del arte de Sebastiani [9], enfoque que se detallara´ en
la seccio´n del estado del arte dedicada a este fin.
Por razones histo´ricas, es necesario exponer un ejemplo de categorizacio´n de textos
que emplee algoritmia y aprendizaje automa´tico. Esto es debido a que el ana´lisis de
opiniones fue inicialmente tratado como un problema particular de la categorizacio´n
de textos. Debido a esto, las te´cnicas empleadas en la categorizacio´n de textos son
extrapolables al ana´lisis de opiniones. Un ejemplo que se puede encontrar para la
categorizacio´n de textos cla´sica se trata en el trabajo desarrollado por Melville [15],
que se detalla a continuacio´n. En este art´ıculo se emplea un enfoque h´ıbrido que
combina le´xico con aprendizaje automa´tico para polarizar textos. En lo relativo a
categorizacio´n cla´sica de textos de este modelo, este enfoque habla de clasificacio´n
de texto o le´xica empleando un le´xico que define la polaridad de las palabras, o
le´xico polarizado.
El me´todo captura la frecuencia con la que aparecen estas palabras en el texto a
analizar. De este modo define una probabilidad P (+/D) = a
a+b
, donde a y b es el
nu´mero de ocurrencias de te´rminos positivos y negativos encontrados. Si la proba-
bilidad P (+/D) > t, siendo t un umbral configurable, el documento es clasificado
como positivo, de lo contrario es clasificado como negativo. Se trata de un me´todo
tradicional que categoriza textos en categor´ıas en funcio´n al nu´mero de te´rminos
encontrados de cada categor´ıa. Se trata de un me´todo muy simple que presenta el
problema de la ambigu¨edad, ya que una palabra puede ser positiva en unos dominios
y negativa en otros. Pese a ello es una primera aproximacio´n para la resolucio´n efi-
ciente de la categorizacio´n de textos. El resto del enfoque se explicara´ en la seccio´n
de aprendizaje automa´tico de este estado del arte. Se tratan mas enfoques parecidos
en el subapartado de heur´ısticas y algor´ıtmica cla´sica. Dado que el ana´lisis de opi-
niones es un caso particular de la categorizacio´n de textos que necesita conocimiento
experto, es necesario conocerlo para poder aplicarlo en la clasificacio´n. Por ello, en
el siguiente apartado se mencionan los aportes que la psicolog´ıa ha introducido en
este tema.
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2.2.2. Psicolog´ıa
Debido al cara´cter subjetivo de las opiniones y a que estas son un reflejo de las emo-
ciones que los autores sienten cuando escriben, es necesario que la psicolog´ıa aporte
una serie de conceptos para elaborar un ana´lisis de opiniones de calidad. Estudiar el
concepto de emocio´n y de opinio´n bajo el punto de vista de los psico´logos es u´til para
averiguar que rasgos las definen. Estos rasgos pueden ser posteriormente extra´ıdos
de textos mediante algoritmia y servir como atributos para un modelo de aprendiza-
je automa´tico. El trabajo ma´s relevante del a´rea es el escrito por Scherer [16], en el
que define el concepto de emocio´n como: Un episodio de cambios interrelacionados y
sincronizados en los estados de todos o la mayor´ıa de los cinco subsistemas orga´nicos
en respuesta a la evaluacio´n de un evento que provoca un est´ımulo interno o externo
que es entendido como relevante para las principales preocupaciones del organismo.
Estos cinco subsistemas son el procesamiento de la informacio´n, el soporte de los
distintos sistemas del organismo, el sistema ejecutivo del organismo, el sistema mo-
tor o actuador del organismo y el monitor de sentimientos subjetivos. El concepto
esta´ expresado con un estilo muy cr´ıptico, por lo que se describe con mayor sencillez
a continuacio´n.
Explicado de forma ma´s simple, se podr´ıa definir a la emocio´n como aquel cambio
provocado por un evento que tiene repercusio´n en el organismo. Si se asume que la
opinio´n es un reflejo de esta emocio´n, esta tendra´ siempre asociado un objeto sobre
el que el sujeto poseedor de la emocio´n quiere expresar su opinio´n. Adicionalmente,
describira´ la emocio´n que tiene de este objeto con una serie de caracter´ısticas, que
por norma general son adjetivos.
Una vez conocida esta casu´ıstica, se puede, por ejemplo, analizar textos mediante
reglas lingu¨´ısticas en bu´squeda de sujeto, objeto y como se relacionan. Si se saben que
relaciones expresan una opinio´n, entonces se puede capturar la opinio´n de un sujeto
sobre un objeto. Por ejemplo: Javier esta´ contento con el televisor.. Reconocido el
sujeto Javier, el objeto televisor y la relacio´n que los une estar contento con se
puede ejecutar la regla contento(sujeto,objeto)-¿opinio´n positiva. Poseer una base
de conocimiento con mu´ltiples reglas de este estilo consigue una gran precisio´n en
el ana´lisis de opiniones efectuado sobre textos. El problema radica en que existe un
gran nu´mero de relaciones y su dependencia con el contexto es fuerte, por lo que se
necesitan recursos que las contengan o personal que las estudie.
Al existir un gran nu´mero de categor´ıas afectivas que simbolizan emociones que
pueden ser descritas en opiniones, Scherer define en [16] un listado de estas categor´ıas
acompan˜adas con una serie de te´rminos y ra´ıces que las describen. Si estos te´rminos
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son encontrados junto al objeto de la opinio´n simbolizan la categor´ıa afectiva de esta
opinio´n. Por tanto, estos te´rminos pueden ser utilizados para polarizar un texto, si
se les asocia polaridad positiva o negativa adicionalmente a la categor´ıa afectiva que
simbolizan.
Por ejemplo, en lengua inglesa, Scherer sostiene que la categor´ıa afectiva Boredom
esta´ expresada en una opinio´n si en el texto aparece cualquiera de los siguientes
te´rminos y ra´ıces: Bor*, ennui, indifferen*, languor*, tedi*, wear*. Si se conoce que
la categor´ıa Boredom es negativa, entonces se puede concluir que estos te´rminos
contribuyen a una polarizacio´n negativa de la opinio´n. En este trabajo de Scherer se
incluyen distintas tablas con recursos le´xicos muy utilizadas en ana´lisis de opiniones.
El trabajo de Scherer es bastante completo para el analista de opiniones. Aun as´ı,
si se desea estudiar en ma´s profundidad la visio´n de la psicolog´ıa sobre el ana´lisis
de opiniones existen otras publicaciones citadas. Otros trabajos interesantes que se
han efectuado sobre co´mo influye la psicolog´ıa en el lenguaje mediante el cual se
expresan las opiniones son el de Pennebaker [17], en el que estudia como el lenguaje
plasma las emociones o el de Tausczik [18] , en el que se detalla, con bastante
profundidad, co´mo se construye un le´xico polarizado y los problemas encontrados
en el ana´lisis de opiniones, como por ejemplo discernir la iron´ıa en un texto. Estos
trabajos contienen conocimientos teo´ricos de alto valor pero carecen, en su mayor´ıa,
de aportar contenido pra´ctico. Por este motivo, sentada la base teo´rica, es importante
estudiar como traspasar este conocimiento a la pra´ctica.
2.2.3. Heur´ısticas y algor´ıtmica cla´sica
En este apartado se comentan algoritmos que se han utilizado en ana´lisis de opinio-
nes. En el apartado de introduccio´n y categorizacio´n de textos se presento´ el primer
enfoque propuesto por Hu [7], basado en el conteo y que es bastante popular. Pese a
su popularidad, se estudio´ que contiene altas carencias puesto que presenta la caren-
cia de no lidiar con la ambigu¨edad o con los contextos. En este apartado se presentan
enfoques similares que se han propuesto para el ana´lisis de opiniones. Connor [19]
presenta un trabajo que en una parte de su resolucio´n define una puntuacio´n diaria
que refleja la polaridad de un tema utilizando conteo. Primero, se detecta un tema
en los textos empleando palabras clave, una vez detectado se buscan palabras que
representen polaridades negativas y positivas en los textos y se elabora un conteo de
estas todos los d´ıas. La puntuacio´n diaria es:




Donde countt(pos.word∧ topic.word) es una variable cuyo valor sera´ igual al nu´me-
ro de veces que una palabra categorizada positivamente coocurre con una palabra
clave. Del mismo modo, countt(neg.word∧ topic.word) sera´ una variable cuyo valor
sera´ igual al nu´mero de veces que una palabra categorizada negativamente coocurre
con una palabra clave. La tendencia diaria sobre el tema sera´ positiva en el d´ıa xt
si este nu´mero es positivo y de lo contrario sera´ negativa. Como se puede ver, es un
enfoque muy parecido al de Hu [7] pero an˜adiendo categorizacio´n de textos. Esto
resuelve el problema del dominio, puesto que una vez detectado, se pueden emplear
distintas palabras que expresan polaridad a cada dominio. Conlleva la problema´tica
de tener que construir un le´xico polarizado diferente para cada dominio. Este enfo-
que polariza a nivel de conjunto de documentos, pero tambie´n puede ser interesante
polarizar a nivel de documento, seccio´n, pa´rrafo o frase. A continuacio´n se expone
un modelo que polariza a nivel de frase.
El uso de le´xicos polarizados es comu´n en los enfoques tradicionales. Estos enfoques
primero expanden un le´xico polarizado base y luego efectu´an distintas heur´ısticas
para clasificar con e´l. En un apartado posterior de este estado del arte se comen-
tara´ como expandir y crear estos le´xicos. En concreto, en el trabajo de Kim [20],
primero se expande el le´xico base asignando una probabilidad a cada te´rmino del
le´xico de pertenecer a categor´ıas positivas y negativas. Despue´s se localiza el objeto
de la opinio´n. Hecho esto se proponen dos modelos para clasificar la regio´n de texto
en la cual se expresa la opinio´n, polarizando un documento a nivel de frase.
El primer modelo es una media armo´nica: Sea p(c|wi) la probabilidad de que la
palabra polar wi pertenezca a la categor´ıa c y n(c) el nu´mero de palabras en la
regio´n cuya categor´ıa es c. Sea s la regio´n de palabras, entonces la probabilidad de
que una regio´n de palabras pertenezca a una categor´ıa es:





if : argmaxp(cj|wi) = c
Es decir, en este modelo primero se normaliza si ninguna palabra del le´xico implica
que la probabilidad de que pertenezca a una categor´ıa es 1. Despue´s, la probabili-
dad de que una categor´ıa este´ expresada en una frase es igual al sumatorio de las
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probabilidades de los te´rminos polarizados de la frase entre el nu´mero de palabras
en la regio´n que simbolizan una categor´ıa. Con este modelo se puede categorizar a
nivel de frase. Se usa la media armo´nica dado que es ma´s apta para las cantidades
promedio, como estas probabilidades.
Otro modelo para polarizar a nivel de frase propuesto en [20] es la media geome´trica:




if : argmaxp(cj|wi) = c
Pese a lo extran˜o de la expresio´n, la virtud de la media geome´trica frente a la
aritme´tica es que ma´s apta para comparar elementos con rangos distintos y simboliza
mejor las tasas de crecimiento. Esto hara´ que valores de probabilidad muy dispares
sean tratados de forma ma´s efectiva. Es u´til considerar el resultado de distintos
modelos en el ana´lisis de opiniones puesto que ningu´n modelo es el ma´s u´til en todos
los casos. Por ello, combinar el criterio de distintos modelos maximiza la probabilidad
de que el resultado final sea el ma´s adecuado. Esta es una metodolog´ıa muy acertada
introducida por Kim [20] al considerar en este caso concreto dos medias. Este criterio
es escalable a considerar el resultado de distintos modelos de aprendizaje automa´tico,
conjuntos de reglas u otras soluciones.
Los enfoques tradicionales tambie´n pueden permitir incorporar rasgos significativos
a los enfoques basados en aprendizaje automa´tico. Desde un punto de vista personal,
un modelo h´ıbrido que combine soluciones cualitativas o basadas en la creacio´n de
reglas por lingu¨´ısticas y cuantitativas como modelos de aprendizaje automa´tico es el
enfoque ma´s efectivo para lidiar con el ana´lisis de opiniones. Esta opinio´n personal
se defiende mediante dos argumentos. En primer lugar, por lo expuesto en el pa´rrafo
anterior con respecto a combinar criterios: Al obtener todos los criterios resultados
superiores al criterio aleatorio, todos incorporan informacio´n u´til. Cualquier criterio
que no sea superado por otro en todos los casos, es decir que no este´ dominado,
debe ser incorporado. En segundo lugar, es conocido que los enfoques cualitativos
carecen de la exhaustividad en la recuperacio´n o recall de los enfoques cuantitativos
y que los enfoques cuantitativos carecen de la precisio´n de los cualitativos. Por ello,
combinar el criterio de ambos ofrece una solucio´n de alta precisio´n y exhaustividad.
Esta es la opinio´n personal por la que se defienden los modelos h´ıbridos.
Una posible arquitectura de modelo h´ıbrido es el que cuenta como atributos del
enfoque cuantitativo con resultados de enfoques cualitativos. Se presenta un ejemplo
de enfoque cualitativo que puede servir a un cuantitativo a continuacio´n.
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Con este objetivo, Martineau [21] propone una variante del algoritmo TF-IDF adap-
tado a ana´lisis de opiniones para construir un vector de las frecuencias adaptadas
de te´rminos contenidos en un le´xico polarizado. Este vector podra´ ser luego usado
como un vector de rasgos para los modelos de aprendizaje automa´tico. El elemen-
to del vector, en vez de modelizar una frecuencia con la que ocurre el te´rmino en
el documento considerado con respecto a la de los otros documentos como en el
TF-IDF, modeliza adema´s como ocurre con ma´s frecuencia en documentos anotados
positivamente y negativamente.
El algoritmo propuesto, Delta TF-IDF, necesita un corpus de documentos anotado
con las categor´ıas positivas y negativas. Este algoritmo crea un vector de pesos de los
distintos te´rminos por como ocurren ma´s en los documentos de una categor´ıa frente
a la otra. Mientras que un te´rmino ocurra ma´s frecuentemente en una categor´ıa que
en la otra, mas puntuacio´n en valor absoluto tendra´ el peso de este te´rmino en el
vector.
Si el te´rmino ocurre ma´s en la categor´ıa positiva tendra´ un valor negativo, y si ocurre
en la negativa tendra´ un valor positivo. El logaritmo de la expresio´n que se muestra
a continuacio´n del Delta TF-IDF se emplea para que los te´rminos distribuidos me-
nos uniformemente tengan un mayor valor frente a los distribuidos pra´cticamente
uniformes.
Vt,d = Ct,d ∗log2(Nt
Pt
)
Donde Ct,d es el nu´mero de veces que el termino t ocurre en el documento d. Pt es el
nu´mero de documentos anotados positivamente donde aparece t y Nt es el nu´mero
de documentos anotados negativamente donde aparece t. El resultado es el vector
Vt,d que muestra la puntuacio´n asignada para cada te´rmino.
Martineau muestra en la evaluacio´n como emplear un vector construido por el Delta
TF-IDF mejora en aproximadamente un 6 % la precisio´n de una Support Vector
Machine frente emplear un vector construido por el TF-IDF convencional en el
corpus de documentos que considera. Por lo tanto, para ana´lisis de opiniones, se
utiliza este enfoque en vez del TF-IDF convencional para proporcionar la frecuencia
de los te´rminos de un le´xico polarizado. Debido a los resultados conseguidos por este
algoritmo, que mejoran las cifras obtenidas por modelos cuantitativos, y al sentido
comu´n que posee este enfoque, es un algoritmo recomendado para el ana´lisis de
opiniones.
De todos modos, el algoritmo TF, que simplemente construye un vector con la fre-
cuencia de los te´rminos encontrada en un texto y puede ser normalizado, es tambie´n
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utilizado en enfoques como [22] en combinacio´n con otras te´cnicas para efectuar
ana´lisis de opiniones. Es un rasgo incorporable a cualquier enfoque cuantitativo. En
concreto, el enfoque presentado por Vechtomova [22], extrae los adjetivos dependien-
tes de sustantivos que se saben polarizados y construye un vector de frecuencias con
ellos. Es importante recordar la dependencia fuerte de la polaridad con respecto al
dominio y la ambigu¨edad de los te´rminos, al contener una seccio´n de ellos mu´ltiples
acepciones.
A continuacio´n se van a mostrar enfoques que hacen uso de recursos lingu¨´ısticos y
las relaciones sema´nticas que estos proponen para polarizar un texto. Como puente
entre estas te´cnicas y las vistas en este apartado, se cita brevemente a Ding [23],
quie´n propone las bases de estos enfoques empleando reglas lingu¨´ısticas tradicionales
basadas en las relaciones proporcionadas por estos recursos.
Un ejemplo ser´ıa el siguiente: Si se encuentra un sino´nimo de un te´rmino polarizado
positivamente en una frase, entonces la polaridad de la frase donde se ha encontrado
se incrementara´ hacia la polaridad positiva. Lo contrario pasar´ıa con un anto´nimo.
Otro ejemplo ser´ıa tener dos frases conectadas por la conjuncio´n coordinada pero,
como se sabe que pero invierte la polaridad, entonces la segunda frase tendra´ la
polaridad inversa a la primera, etc.
Es especialmente importante contemplar problema´ticas como la negacio´n en estos
enfoques, puesto que si no se contempla, el ana´lisis de opiniones ofrecera´ resultados
incorrectos.
Se vera´ en el siguiente apartado que no so´lo son importantes las relaciones sema´nticas
entre los te´rminos de una frase sino que tambie´n es importante distinguir entre
la categor´ıa gramatical de cada te´rmino, como introduce Taboada [24]. Mediante
este enfoque se puede desambiguar las acepciones de cada te´rmino, lidiando con el
citado problema de la ambigu¨edad. Adema´s, en funcio´n a la categor´ıa gramatical
del te´rmino, a su sema´ntica y a su relacio´n con otros te´rminos, se pueden tomar
decisiones. Por ejemplo, en el caso de los adverbios se vera´ que su presencia puede
contribuir a intensificar la polaridad del adjetivo del que son dependientes. Se trata
de un ana´lisis denso y que requiere un gran nu´mero de recursos, pero ofrece resultados
muy precisos. Se exponen a continuacio´n enfoques ma´s avanzados que tratan la
sema´ntica subyacente en los textos para hacer ana´lisis de opiniones y se detallan las
problema´ticas de estos enfoques.
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2.2.4. Sema´ntica y me´todos avanzados
Como se introduc´ıa en el apartado anterior, la categor´ıa gramatical de los te´rminos
estudiados y sus dependencias pueden aportar informacio´n u´til al ana´lisis de opi-
niones. En concreto, Dragut [25], estudia el rol de los adverbios en el ana´lisis de
opiniones. Dragut asume que mientras que unos te´rminos como adjetivos tienen una
polaridad inherente, otros como los adverbios actu´an como intensificadores de dicha
polaridad.
A este fin, Dragut pregunta a Amazon Mechanical Turk (AMT), mecanismo de
crowdsourcing, que clasifiquen en las categor´ıas fuertemente positivo (+2) a fuerte-
mente negativo (-2) una serie de frases. Mide el grado de acuerdo entre los diferentes
anotadores como 1|S(i)|
∑
j∈S(i) psji. Donde S(i) es el set de frases anotadas por el
anotador i y psji es el porcentaje de anotadores que tienen la misma anotacio´n para
la frase j.
El estudio es que una parte de las frases eran ide´nticas a otras con la u´nica diferencia
de la existencia de un adverbio en ellas. Con esto Dragut elabora una tabla de tres
columnas, en la primera de ellas se muestra el adverbio que se an˜ade, en la segunda
la diferencia de polaridad media de las frases que lo conten´ıan y las que no y en la
tercera si el adverbio hace revertir la polaridad.
Del estudio se extrae que aunque pocos adverbios hacen revertir la polaridad, pra´cti-
camente todos la intensifican, bien a negativo o a positivo. Por ejemplo, el adverbio
awfully intensifica la polaridad negativa en 0.6 segu´n la anterior escala y el adverbio
pretty intensifica un 0.4 la intensidad positiva. Cabe destacar que una parte de los
adverbios intensifican ma´s la polaridad negativa o positiva de la frase. Por ejem-
plo pretty intensifica la polaridad negativa un 0.35 frente a un 0.4 de la polaridad
positiva.
Se trata de un enfoque muy preciso, pero que contiene problema´ticas. En cada
dominio, es posible que la intensidad que modifica cada adverbio sea distinta. Para
solucionar este problema, se tiene que analizar la repercusio´n de cada adverbio en
cada dominio. La complejidad es por lo tanto exponencial. Se necesita el trabajo
de lingu¨istas para analizar cualquier posible casu´ıstica y anotar la intensidad del
adverbio en cada una de ellas. Dado que el nu´mero de posibles dominios es tan
grande como los que se quieran analizar, es una tarea muy ardua. Por el contrario,
la ganancia obtenida es u´nicamente un grado de intensidad en la polaridad de la
opinio´n expresada. Es un enfoque que, en palabras del mundo industrial, es poco
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rentable. Por esto, se recomienda que se polarice en valores nominales como positivo
y no negativo y no en variables reales que expresen la intensidad de la polaridad.
Por otro lado, es un ejemplo de la importancia de las categor´ıas gramaticales en
el ana´lisis de opiniones y un primer paso para construir un le´xico polarizado que
adema´s de clasificar indique una intensidad de la polarizacio´n de un texto. Para ma´s
detalle, este concepto de modificador de la intensidad tambie´n aparece en el trabajo
de Wilson [26], en el que elabora una lista de te´rminos intensificadores junto a su
categor´ıa gramatical. Se enfatiza el hecho de que se considera una tarea muy ardua
el categorizar a la polaridad en variables reales y no nominales.
Las categor´ıas gramaticales no son el u´nico aspecto importante a considerar en el
ana´lisis de opiniones desde el punto de vista sema´ntico, las dependencias entre los
te´rminos de una frase tambie´n aportan rasgos al ana´lisis de opiniones. Para identi-
ficar te´rminos que expresen subjetividad, Jadhav [27] emplea UNL, una interlingua
que esta´ disen˜ada espec´ıficamente para representar datos sema´nticos extra´ıdos de
textos en lenguaje natural. Mediante distintas reglas que usan las relaciones que
proporciona este lenguaje como agt, obj o mod entre te´rminos, a los que denomina
Universal Words (UW), identifica los te´rminos subjetivos.
Una de estas reglas, por ejemplo, enuncia que si una UW es la fuente de la relacio´n
agt, entonces su polaridad es an˜adida a la polaridad total del texto. En la frase ’I
like her’ la relacio´n ser´ıa agt(like,I), por lo que la polaridad de ’like’ se an˜adira´. La
polaridad de cada te´rmino es buscada en un le´xico polarizado que se ha construido
a priori. El resto de reglas continu´an decidiendo que te´rminos an˜aden polaridad al
texto y cua´les no, basa´ndose en las dependencias que los te´rminos, Universal Words,
tienen entre s´ı.
El UNL contiene una estructura que aporta informacio´n de gran valor para el ana´lisis
de opiniones. Mediante esta interlingua y el ana´lisis de un texto mediante la misma,
es posible construir reglas de alta precisio´n. Adema´s, al contener cada universal word
un u´nico significado, se resuelve el problema de la ambigu¨edad. Del mismo modo, si
se detecta cada uno de los dominios, se resuelve el problema de la dependencia del
dominio. La metodolog´ıa consiste en construir diferentes reglas para cada dominio.
Si el a´mbito a resolver y el nu´mero de dominios es de un taman˜o medio o pequen˜o,
se trata de un enfoque o´ptimo de gran precisio´n.
No obstante, es posible que se necesite analizar las opiniones de un gran volumen
de textos que pertenecen a cualquier dominio. Si se sigue la metodolog´ıa anterior,
se procede a categorizar primero un texto en un dominio y luego ejecutar las reglas
de ese dominio. Se puede producir que el nu´mero de dominios sea tan alto que cada
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texto pueda pertenecer a un dominio distinto. Por ejemplo, en redes sociales, se
escribe sobre cualquier concepto. Si se quiere analizar la opinio´n en redes sociales de
cualquier tema, la metodolog´ıa citada es poco escalable.
Si el nu´mero de textos es muy elevado y el nu´mero de categor´ıas indeterminado, el
trabajo del analista de opiniones para resolver esta tarea con la metodolog´ıa citada es
inabordable. Es muy complicado y costoso construir una base de reglas que contenga
cualquier posible casu´ıstica que se pueda expresar mediante el lenguaje. Desde el
punto de vista personal, es inabarcable y poco escalable. Reglas que pueden afectar
a determinadas situaciones no lo pueden hacer a todas, incluso en el mismo dominio.
Se an˜ade un ejemplo. Supo´ngase que so´lo se emplea un enfoque cualitativo. Con-
side´rese un dominio en el cua´l se encuentra el te´rmino bajo. Se decide an˜adir la regla
Bajo implica polaridad negativa. Se encuentra en el mismo dominio el texto coste
bajo. En este contexto, la aparicio´n de la palabra coste junto a bajo implica una
polaridad positiva, contraria a la de bajo. Para contemplar esta casu´ıstica se an˜ade
la regla Coste AND Bajo implica polaridad positiva. Pero en otro texto del mismo
dominio se analiza tambie´n beneficio bajo. La palabra Beneficio a solas contiene
polaridad positiva pero acompan˜ado de la palabra bajo la polaridad es negativa. Se
an˜ade a la base de conocimiento las reglas: Beneficio AND Bajo implica polaridad
negativa y Beneficio implica polaridad positiva. Sin embargo, se encuentra poste-
riormente el texto El beneficio bajo de la empresa competidora nos da ventaja para
actuar. Con la base de datos citada, se efectuar´ıa un mal ana´lisis de opiniones.
Las casu´ısticas que se pueden dar son ilimitadas, por ejemplo: El beneficio bajo de la
empresa competidora es irrelevante, puesto que el nuestro es menor. Ningu´n modelo
basado u´nicamente en reglas puede contemplar todas las posibles combinaciones. En
cambio, si se dispone de un corpus anotado de extensio´n enorme, lo cual tambie´n
es una desventaja puesto que es dif´ıcil generarlo, crearlo u obtenerlo, un modelo
cuantitativo que considere rasgos cualitativos es capaz de encontrar todas las de-
pendencias entre las distintas variables. El modelo de aprendizaje automa´tico puede
generar que la aparicio´n simulta´nea de te´rminos o reglas lingu¨´ısticas implica una
polaridad que ninguna de las reglas por separado genera.
Por ello, se enfatiza que la precisio´n de estos modelos cualitativos debe ser combinada
con el alcance que ofrecen los modelos cuantitativos. Los modelos cuantitativos son
capaces de descubrir las dependencias entre un nu´mero indeterminado de variables.
Si cada una de estas variables es el resultado de enfoques cualitativos, entonces si se
podra´ considerar pra´cticamente cualquier casu´ıstica. Au´n as´ı, de ser estudiada bien
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cada regla, estas aportara´n una precisio´n mayor a cualquier otro tipo de enfoque. Del
mismo modo, aportan gran valor y pueden ser indispensables en modelos h´ıbridos
La sema´ntica no so´lo esta´ presente en las categor´ıas gramaticales o en las depen-
dencias de un te´rmino con otros sino en la posicio´n de un te´rmino polarizado en el
texto. Turney, [28], en el primer trabajo que se desarrollo´ sobre Ana´lisis de Opiniones
usando aprendizaje automa´tico considero´ la posicio´n del te´rmino polarizado como
rasgo a tener en cuenta. Distingue si el te´rmino aparece en la primera parte, mitad
o final del texto, teniendo como hipo´tesis que si esta´ presentado al final entonces su
peso en la polarizacio´n del texto es mayor. Tambie´n se tiene en cuenta como rasgo
la categor´ıa gramatical de los te´rminos estudiados. Al final de este trabajo concluye
que un mayor estudio de la estructura es necesario.
Este estudio ha sido realizado en mayor profundidad por Wachsmuth [29], quie´n
quiere corroborar la hipo´tesis de que la clase del documento en lo relativo a ana´lisis
de opiniones esta´ dada por su estructura adema´s de por su contenido. De esta forma
define y elabora un set de patrones de flujo de opinio´n. Un patro´n de flujo de opinio´n
se define como un vector cuyos elementos simbolizan la polaridad de las frases en
las cuales se divide un texto que sigue un orden determinado. La siguiente figura
muestra un ejemplo:
Figura 2.1: Patro´n de Flujo de Opinio´n. En este caso se modeliza que si la u´ltima
parte tiene polaridad negativa la polaridad final del texto es negativa.
En este trabajo se incorpora como un rasgo ma´s a un aprendizaje supervisado estos
flujos de opiniones. Los autores definen un set de posibles patrones. Posteriormente
segmentan el texto para polarizar cada segmento por separado y construir el flujo
del texto. Una vez hecho esto se comparan con los sets originales para ver si el flujo
se parece a algu´n patro´n. Dado que los flujos deben ser lo ma´s parecidos a un patro´n
con los que se trabaja y lo ma´s diferentes posibles del resto de los patrones se emplea
clustering para averiguar a que´ patro´n pertenece el flujo. Dicho proceso de clustering
se explicara´ en la seccio´n del estado del arte dedicada a este tema.
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El enfoque de la estructura se trata de un rasgo que no es evidente y que sin embargo
refleja la realidad de la opinio´n expresada de una parte de los textos. En mi opinio´n,
es insuficiente realizar un ana´lisis de opiniones dependiendo u´nicamente de este
rasgo, pero es complementario empleado conjuntamente con te´cnicas cualitativas o
cuantitativas.
Otros enfoques, en vez de recurrir a estructurar el texto, analizar las dependen-
cias entre te´rminos o estudiar sus categor´ıas gramaticales se basan en te´cnicas de
cara´cter no supervisado o estad´ıstico que determinan que te´rminos contienen la mis-
ma sema´ntica como la Latent Dirichlet Allocation (LDA), que sera´n explicadas en
profundidad en el apartado de Me´todos estad´ısticos y basados en Aprendizaje No
Supervisado de esta memoria.
Por ejemplo, Maas [30] construye vectores de palabras sema´nticamente similares
utilizando la te´cnica LDA y despue´s anota a estos vectores con la sema´ntica que
reflejan. Estos vectores podra´n contener te´rminos que reflejan la positividad de una
opinio´n o la negatividad de la misma y ser empleados para el ana´lisis de opiniones.
Este tipo de te´cnicas sera´n explicadas ma´s adelante. Otro ejemplo de estas te´cnicas
es el Latent Semantic Analysis (LSA), empleado por Mohtarami [31] para inferir la
semejanza de las opiniones entre los sentidos subyacentes entre pares de palabras.
Con estas semejanzas construye un vector de emociones humanas para cada sentido
de las palabras que se encuentran en un texto con el cua´l Mohtarami pretende
categorizar las emociones subyacentes en los textos. Emplear estas te´cnicas junto a
las cualitativas ofrece resultados o´ptimos.
A modo de conclusio´n de este apartado, se cita que el ana´lisis sema´ntico puede
ser empleado para otras tareas relativas al ana´lisis de opiniones como puede ser
la extraccio´n de las causas de una opinio´n [32]. En este trabajo, Neviarouskaya,
utiliza un parser de dependencias entre los te´rminos de una frase y mediante reglas
lingu¨´ısticas extrae las causas. Por ejemplo, en la frase ’His tone scared her more
than anything she could remember.’ el sujeto ’his tone’ es reconocido como la causa
de la emocio´n ’Fear’ expresada por el verbo ’scared’. En este trabajo se puede
consultar una tabla con todas las reglas lingu¨´ısticas que Neviarouskaya considera
para extraer las causas de las opiniones o emociones reconocidas. Este trabajo cuenta
con el ya citado inconveniente que en determinados casos de uso presenta buenos
resultados pero al ser consistente en un conjunto de reglas no es escalable a cualquier
dominio ni aplicacio´n en el lenguaje expresado en otra variedad geogra´fica o e´poca.
So´lo la combinacio´n entre modelos cuantitativos y cualitativos puede resolver esta
problema´tica.
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Para lograr esta combinacio´n se puede considerar el resultado de distintos criterios
o hacer que los criterios vistos en este apartado y el anterior sirvan a los enfoques
cuantitativos. Una metodolog´ıa es que las reglas lingu¨´ısticas y enfoques cualitativos
vistos en este apartado generen un corpus con polaridad anotada que, tras ser re-
visado por un lingu¨ista y corregidos los fallos de estas reglas, puede ser introducido
en un modelo de aprendizaje automa´tico. Al ser automa´tica la ejecucio´n de reglas,
si se tiene un volumen muy elevado de textos se pueden anotar todos los textos. Las
dependencias existentes entre estas reglas y los te´rminos polarizados que implican
polaridades no consideradas por ellas solas, son resueltas por los modelos cuantita-
tivos o de aprendizaje automa´tico. El modelo que integra esta metodolog´ıa consigue
un ana´lisis de opiniones sin problema´ticas aparentes.
Contar con algoritmia y heur´ısticas no es suficiente para un modelo de ana´lisis de
opiniones. Sin recursos de los que extraer la informacio´n que estos enfoques necesitan,
no se puede efectuar en la mayor´ıa de los casos un ana´lisis de opiniones. Por ejemplo,
conside´rese que un texto es clasificado como positivo si en e´l se detecta un nu´mero
mayor de te´rminos positivos que negativos. Si no se tiene un recurso en el cual se
almacenen los te´rminos positivos y negativos, no se puede efectuar el ana´lisis de
opiniones. Por ello, estos recursos se detallan a continuacio´n.
2.3. Recursos Lingu¨´ısticos
2.3.1. Introduccio´n
Presentados los me´todos tradicionales para analizar opiniones en textos se expondra´n
a continuacio´n los recursos lingu¨´ısticos existentes en la literatura. Estos recursos
lingu¨´ısticos se emplean como soporte para los me´todos tradicionales y otros modelos
de ana´lisis de opiniones. Los recursos le´xicos pueden ser simples listados grandes o
recursos ma´s elaborados en los que cada te´rmino esta´ acompan˜ado con informacio´n
adicional de utilidad en el ana´lisis de opiniones. Estos se han construido por expertos
o por procesos semiautoma´ticos, pero siempre bajo una supervisio´n humana. Una
particularidad de los principales recursos lingu¨´ısticos existentes en la literatura es
que todos esta´n escritos en lengua inglesa. Se puede encontrar un breve listado de
estos recursos en el art´ıculo escrito por Giouli [33]. En este apartado de la memoria
se expande este listado.
En el ana´lisis de opiniones, se emplean recursos lingu¨´ısticos como son los le´xicos
polarizados para ayudar a modelos cuantitativos y cualitativos a clasificar un texto
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en distintas categor´ıas. Por ejemplo, se emplea el le´xico General Inquirer que se co-
menta a continuacio´n para hacer un sencillo clasificador consistente en la siguiente
lo´gica. Si se detectan un nu´mero mayor de palabras en el texto asociadas con pola-
ridad positiva entonces el texto tiene polaridad positiva y tendra´ polaridad negativa
en caso contrario. Este clasificador es muy sencillo y tiene muchos problemas, pe-
ro se puede emplear una lo´gica similar para un modelo cuantitativo. Por ejemplo,
considerar como rasgos de un modelo cuantitativo como una Ma´quina de Soporte
Vectorial los te´rminos recogidos en un le´xico polarizado. Otro uso, en un modelo
cualitativo, es crear una regla en la cual si se encuentra uno de los te´rminos del
recurso lingu¨´ıstico acompan˜ado por otro te´rmino definido en la regla, entonces el
texto pertenecera´ a una categor´ıa determinada. Por todos estos usos, los recursos
lingu¨´ısticos en el ana´lisis de opiniones son de vital importancia. En este apartado
de la memoria, se pretende elaborar un listado con los recursos lingu¨´ısticos ma´s
representativos en el ana´lisis de opiniones, explicando sus particularidades.
2.3.2. General Inquirer
El recurso disen˜ado por Stone en Harvard en 1966 [34] fue el primer recurso lingu¨´ısti-
co utilizado y su objetivo era producir un me´todo para analizar un tema automa´ti-
camente. Por la e´poca en la que se realizo´, resulta imprescindible citarlo puesto que
ha sido el precursor del resto de recursos. Hasta el 1990 no se elaboro´ una versio´n
que no funcionase u´nicamente en los mainframes de IBM que soportasen el lenguaje
PL/1, ahora esta´ disponible para la investigacio´n. El General Inquirer en su versio´n
original contiene 1915 te´rminos que denotan positividad y 2291 te´rminos que deno-
tan negatividad. Este recurso se ha ido revisando a lo largo de los an˜os, existiendo
ma´s versiones que diferencian subcategor´ıas de te´rminos positivos y negativos. Por
ejemplo, categor´ıas recientemente construidas han sido: Placer, con 168 te´rminos
denotando esta categor´ıa; Dolor, con 254 palabras denotando esta categor´ıa o Exci-
tacio´n, con 166 te´rminos. Las categor´ıas recientemente an˜adidas al General Inquirer
no so´lo corresponden al ana´lisis de opiniones sino que tambie´n tratan de reconocer
otras categor´ıas en el texto como lugares u objetos. Se trata de un recurso ba´sico
y que cuenta con el problema de que no contempla las mu´ltiples acepciones de ca-
da te´rmino y so´lo tiene unigramas. Algunos conceptos so´lo pueden ser expresados
mediante te´rminos que tienen ma´s de una palabra. Estos conceptos, por tanto, no
esta´n contenidos. Pero dado que su obtencio´n es libre, resulta un recurso que es u´til
para combinarlo con otros, pero no como u´nico recurso.
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2.3.3. SenticNet
SenticNet, del que se puede encontrar todo tipo de detalles en el art´ıculo de Cambria
[35], en su versio´n ma´s reciente es un recurso que esta´ basado en razonamiento del
sentido comu´n para la extraccio´n de los aspectos a polarizar, adema´s de aportar un
diccionario para una vez extra´ıdos los aspectos, polarizarlos. En su trabajo, Cambria
sostiene que es ma´s importante polarizar los rasgos del objeto reconocido en el texto
en vez del texto en su conjunto. Por ejemplo, conside´rese la frase: ’I love the phone’s
touchscreen but its battery life is too short’, SenticNet produce como salida: ’Touchs-
creen: +’,’ Battery: -’. La base de conocimiento de SenticNet integra conocimiento
de sentido comu´n para extraer estos rasgos en forma de grafo. Este grafo contiene
aproximadamente 25 millones de sentencias RDF con 2693200 nodos. 30000 son ex-
tra´ıdos para categor´ıas afectivas. Los rasgos son reconocidos y extra´ıdos mediante
dependencias reconocidas entre conceptos y tambie´n por clustering, concretamente
por clustering aglomerativo y usando la distancia coseno. La polarizacio´n es efectua-
da por un diccionario. El recurso, adema´s de polarizar, tambie´n ofrece otras salidas
como un vector de categor´ıas afectivas para el texto que ha procesado. Ejemplos
de estas categor´ıas son Placer, Atencio´n o Sensibilidad. Adema´s de considerar las
categor´ıas positivo y negativo, este recurso, al igual que el General Inquirer, tambie´n
considera subcategor´ıas positivas y negativas. Es un enfoque de mayor complejidad
al General Inquirer pero que aporta un valor an˜adido a aplicaciones que necesiten
las categor´ıas citadas. La salida de SenticNet que polariza distintos sustantivos de
una misma frase en categor´ıas distintas es interesante para el problema del ana´lisis
de los aspectos de una opinio´n. Se trata por tanto de un recurso recomendado en
distintos problemas espec´ıficos del ana´lisis de opiniones y la computacio´n afectiva.
2.3.4. Wordnet
Wordnet es probablemente el recurso lingu¨´ıstico de uso general ma´s utilizado en la
lengua inglesa. Wordnet es un tesauro que estructura la informacio´n en grupos de
sino´nimos denominados Synsets, proporcionando un gran nu´mero de relaciones entre
estos synsets como hiperonimia o meronimia. Estos grupos de sino´nimos contienen
acepciones de cada te´rmino.
Wordnet no puede ser usado en soledad como recurso lingu¨´ıstico para el ana´lisis
de opiniones, pero si se puede emplear como soporte para incrementar la calidad
de un modelo de ana´lisis de opiniones. Esto es debido a que Wordnet proporciona
relaciones entre te´rminos como la sinonimia. La idea consiste en que si se tiene un
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le´xico polarizado base, entonces, si Wordnet detecta que una palabra que se lee es
sino´nimo de una que se tiene en el le´xico base, esta´ es considerada para polarizar.
Esta es la idea ba´sica sobre la que se sostienen una parte de los modelos de expansio´n
de le´xicos polarizados, que se comentara´n ma´s en profundidad en la pro´xima seccio´n
del estado del arte. En el ya mencionado anteriormente en este estado del arte
enfoque de Kim, [20], este emplea Wordnet en el ana´lisis de opiniones. Una vez ha
reconocido el objeto sobre el cual la opinio´n se refiere, polariza la opinio´n a trave´s
de la informacio´n sobre relaciones de sinonimia encontrada en Wordnet y un le´xico
polarizado semilla.
Los detalles sobre el funcionamiento del algoritmo sera´n expuestos en la seccio´n
de Creacio´n y expansio´n de le´xicos polarizados y recursos del estado del arte. Es-
te uso de los recursos le´xicos no so´lo aplica a Wordnet, puede aplicar a otros en
funcio´n de sus relaciones. Enfatizar que este recurso es un an˜adido para los mode-
los de ana´lisis de opiniones pero que no sirve en soledad para realizar ana´lisis de
opiniones. Adema´s, la falta de coherencia encontrada al recorrer mu´ltiples relacio-
nes en Wordnet produce malos resultados en la expansio´n de le´xicos polarizados,
como se detallara´ ma´s adelante. Por esta razo´n, desde un punto de vista personal
se recomienda ser especialmente cr´ıtico con el uso de este recurso en el ana´lisis de
opiniones.
2.3.5. SentiWordNet
SentiWordNet, descrito en su totalidad en los art´ıculos de Denecke [36] y Baccianella
[37] , es un recurso lingu¨´ıstico espec´ıficamente disen˜ado para dar soporte a las tareas
de clasificacio´n y miner´ıa de opiniones. Este recurso se puede usar de forma gratuita
con fines dedicados a la investigacio´n. Para desarrollar SentiWordNet se han anotado
todos los synsets de WordNet de acuerdo a su grado de positividad, negatividad y
neutralidad. Para ello se ha empleado un algoritmo semiautoma´tico que se describe
brevemente.
El algoritmo de anotacio´n se divide en cuatro pasos. Primero se tiene un le´xico
semilla anotado y se expande a trave´s de las relaciones de Wordnet. El segundo
paso es entrenar un clasificador con todos los sets generadores para que anote en
tres clases: Positiva, negativa y objetiva. El tercer paso es anotar las palabras con
el clasificador que se van leyendo a trave´s de un corpus. Un cuarto paso cambia
para´metros y clasificadores para seguir anotando. Recientemente se ha empleado
otro algoritmo para la redefinicio´n de las puntuaciones y todas estas puntuaciones
son supervisadas por criterio humano.
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Dado que es un recurso generado a trave´s de Wordnet de forma semiautoma´tica, no
se garantiza una precisio´n total en su contenido. Dado que estos recursos proporcio-
nan rasgos de utilidad para enfoques cuantitativos, se recomienda que se elaboren
manualmente por un equipo de expertos lingu¨istas. De no ser as´ı, an˜adira´n ruido
a los enfoques cuantitativos y estos proporcionan resultados pobres. Dado que la
tarea es ardua para los lingu¨istas, se recomienda que al menos todos los resultados
de estos algoritmos automa´ticos sean revisados por los lingu¨istas.
2.3.6. LIWC: Linguistic Inquiry and Word Count
El recurso LIWC o Linguistic Inquiry and Word Count descrito en el art´ıculo de
Tausczik [18] es un recurso que incluye diccionarios para, siguiendo la descripcio´n
de los autores, programas que cuentan palabras que pertenecen a categor´ıas de sig-
nificado psicolo´gico. Este recurso sirve para calcular el porcentaje de palabras que
denotan emociones positivas y negativas en un texto.
El principal valor an˜adido de este recurso es que es producto de una investigacio´n
llevada a cabo por psico´logos, por lo que toman en cuenta rasgos como que un gran
empleo de los pronombres de primera persona singular implican que el escritor de la
opinio´n puede tener un estado psicolo´gico depresivo. Los autores aportan en [18] una
tabla con todas las categor´ıas que incluyen en los diccionarios de este recurso. Por
ejemplo, te´rminos que denotan positividad como Love, nice, sweet o subcategor´ıas
de las categor´ıas positiva y negativa como te´rminos que denotan tristeza: Crying,
grief, sad.
Un punto negativo de este recurso es que so´lo tiene en cuenta unigramas, es decir
te´rminos cuyo significante es una palabra. Este recurso no identificar´ıa por ejemplo
que la expresio´n o ngrama Like a dog with two tails expresa positividad. Sin embargo,
es un recurso creado por psico´logos, lo que garantiza amplia precisio´n en el espectro
cubierto por su contenido.
2.3.7. MPQA Subjectivity Cues Lexicon
El Multi-Perspective Question Answering (MPQA) Subjectivity Cues Lexicon des-
crito en detalle en el art´ıculo de Wilson [26] es una lista de te´rminos que deno-
tan subjetividad que se ha utilizado como le´xico polarizado en un gran nu´mero de
art´ıculos pertenecientes al a´rea de ana´lisis de opiniones. Este le´xico aporta para ca-
da te´rmino las siguientes caracter´ısticas: La categor´ıa polar a la que pertenece el
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te´rmino, positiva o negativa; la categor´ıa gramatical del te´rmino, la intensidad de la
subjetividad que este te´rmino expresa, cuyos valores son fuerte o de´bil; la longitud
de palabras de la expresio´n y si el te´rmino es representado por su lexema o en su
totalidad. Si estuviese representado por su lexema, entonces todos los te´rminos que
tienen ese lexema tienen la polaridad indicada en este recurso para ese lexema. En
su versio´n para descarga, todas las expresiones de este le´xico polarizado tienen una
longitud de una palabra.
Sin embargo, este le´xico polarizado se ha empleado en el trabajo de Wilson [26]
para reconocer expresiones subjetivas. Los autores definen expresio´n subjetiva como
aquella palabra o frase usada para expresar una opinio´n, emocio´n, evaluacio´n, postu-
ra o especulacio´n. Este recurso y los distintos corpus anotados que esta´n disponibles
junto al recurso esta´n sujetos a los te´rminos de la licencia GPU, por lo que su uso
en investigacio´n es permitido. Dada su facilidad de obtencio´n, es un recurso que se
recomienda utilizar, junto a otros, para fines de investigacio´n como base en modelos
de ana´lisis de opiniones.
2.3.8. EffectWordNet
Este recurso, descrito en el art´ıculo de Choi [38], es otra expansio´n de Wordnet que,
al igual que SentiWordNet, fue creado anotando todos los synsets de Wordnet con
etiqueta positiva y negativa. Partiendo de un le´xico base, se construyo´ un grafo uti-
lizando las relaciones existentes entre synsets de Wordnet y se propago´ las etiquetas
positivas y negativas a otros te´rminos de forma semisupervisada. Estas te´cnicas de
propagacio´n y expansio´n de le´xicos base se comentara´n en el apartado de Creacio´n
y expansio´n de le´xicos polarizados y recursos.
En este recurso, cada una de las acepciones de una palabra puede tener, por tanto,
una etiqueta diferente. Por ejemplo, el te´rmino purge, tiene en su acepcio´n de de-
rrocar pol´ıticamente una etiqueta negativa pero en su acepcio´n de liberacio´n de un
cargo una etiqueta positiva. De forma adicional se an˜ade una u´ltima etiqueta, null,
a aquellos te´rminos o sentidos que no posean polaridad. El recurso contiene 3298
sentidos de te´rminos polarizados con etiqueta positiva y 2427 sentidos de te´rmi-
nos polarizados con etiqueta negativa. Adicionalmente presenta 5296 sentidos con
etiqueta nula. Para cada uno de estos sentidos se adjunta una frase en la cual se ex-
presa este sentido y una lista de significantes que expresan el significado. El recurso
esta´ disponible bajo licencia GPU por lo que su uso en investigacio´n esta´ permitido.
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Se recomienda ser cr´ıtico con este recurso dado que esta generado mediante Word-
net, si se va a emplear en un modelo de ana´lisis de opiniones, se recomienda tambie´n
emplear otro recurso.
2.3.9. ConceptNet
Al igual que en el caso de Wordnet, ConceptNet es un recurso de a´mbito general
que no fue pensado para el ana´lisis de opiniones pero que puede ser empleado para
esta tarea. ConceptNet es una red sema´ntica basada en la informacio´n de la base de
datos Open Mind Common Sense (OMCS). OMCS es una gran base de conocimien-
to de sentido comu´n cuya construccio´n ha sido efectuada por cientos de usuarios a
trave´s de su interfaz web. Por tanto, ConceptNet es un recurso empleado para el
razonamiento de sentido comu´n. Sus nodos son conceptos y las aristas que los co-
nectan son aserciones de sentido comu´n que se producen entre estos dos conceptos.
Por ejemplo, PrerequisiteOf(eat breakfast, wake up in the morning).
Un ejemplo del uso de ConceptNet en el ana´lisis de opiniones es el ofrecido por
Mukherjee [39], que emplea ConceptNet para construir una ontolog´ıa con todos los
rasgos del producto que identifica en el texto. Estos rasgos son extra´ıdos a trave´s de
las aserciones lingu¨´ısticas y de sentido comu´n de ConceptNet. Una vez ha construido
esa ontolog´ıa, anota con una categor´ıa polar todos los rasgos examinando ma´s textos
en bu´squeda de expresiones que denoten subjetividad de los rasgos de este producto.
Por ejemplo, del concepto ca´mara extrae de ConceptNet que el Flash es una parte de
la ca´mara para posteriormente anotar la opinio´n del texto sobre el flash de la ca´mara.
Este es un ejemplo de co´mo cualquier recurso, pese a no ser disen˜ado espec´ıficamente
para el ana´lisis de opiniones, puede aportar valor al ana´lisis de opiniones en un texto.
2.3.10. WordnetAffect
WordnetAffect, cuya descripcio´n se puede encontrar en el art´ıculo ofrecido por Strap-
parava [40], es un recurso que al igual que SentiWordnet y EffectWordNet esta creado
a partir de anotar los synsets de Wordnet. Al contrario que los dos primeros recur-
sos lingu¨´ısticos, WordnetAffect no se centra en las categor´ıas positiva y negativa
tan comunes en el ana´lisis de opiniones sino que maneja una jerarqu´ıa de categor´ıas
afectivas. Ejemplos de las categor´ıas que contempla este recurso son Emotion, Mood,
Trait, Cognitive State, Physical State, Edonic signal, Emotion-Eliciting situation,
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Emotional Response, Behaviour, Attitude y Sensation. Cada categor´ıa tiene una lis-
ta de acepciones de te´rminos que pertenecen a ella. Por ejemplo anger en su primera
acepcio´n pertenece a Emotion.
Inicialmente, los autores [40] cuentan con una base de datos le´xica denominada
AFFECT con 1903 te´rminos relacionados directa o indirectamente con estados emo-
cionales. A partir de las relaciones de sinonimia de Wordnet anotan ma´s synsets
con distintas de estas categor´ıas. Los autores asumen que cualquier otra relacio´n
gramatical como por ejemplo la hiperonimia tambie´n expande la categor´ıa, pero no
en su totalidad. En su u´ltima versio´n WordnetAffect contiene 2874 synsets y 4787
te´rminos anotados en las categor´ıas Emotion,Mood,Trait,Cognitive State, Physical
State, Edonic signal, Emotion-Eliciting situation, Emotional Response, Behaviour,
Attitude y Sensation.
Se recomienda su uso, con precaucio´n debido a estar generado desde Wordnet, para
computacio´n afectiva y problemas muy espec´ıficos relativos al ana´lisis de opiniones.
Para el problema de categorizar textos en las categor´ıas positiva y negativa existen
otros recursos que hacen que WordnetAffect sea prescindible.
2.3.11. Emotinet
Emotinet, recurso encontrado en los art´ıculos de Balahur [41] e Ibanez [42], es una
ontolog´ıa empleada para la deteccio´n de emociones basada en conocimiento de senti-
do comu´n. Emotinet representa el sentido comu´n que se conoce de los conceptos, de
la interaccio´n entre ellos y la consecuencia afectiva que provoca esta interaccio´n. Por
ejemplo, Emotinet representa que una accio´n llevada a cabo por un agente puede
repercutir en una emocio´n. Tambie´n representa relaciones entre emociones. Si se co-
noce mediante otro recurso la polaridad de estas emociones, Emotinet es un recurso
u´til para un modelo de ana´lisis de opiniones. Si se quiere categorizar textos en las
categor´ıas positiva y negativa, se recomienda usar otro recurso menos espec´ıfico.
2.3.12. Bing Liu Opinion Lexicon
Para terminar la lista, otro recurso es el creado por Bing Liu que se encuentra
en el art´ıculo de Ding [23]. Bing Liu elaboro´ un le´xico consistente en una lista de
te´rminos. Su uso es libre. En su u´ltima versio´n, incluye 2006 te´rminos polarizados
positivamente y 4783 te´rminos polarizados negativamente. Ejemplos de caracter´ısti-
cas interesantes de este recurso son incluir te´rminos expresados incorrectamente y
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variantes morfolo´gicas de los te´rminos. Cuenta con las desventajas de los le´xicos que
so´lo contienen te´rminos de una palabra y no varias y de no considerar acepciones.
U´til por su sencillez para los modelos cuantitativos, que resuelven el problema de
las acepciones encontrando dependencias entre la aparicio´n de un te´rmino del le´xico
polarizado y otros. Un modelo cuantitativo puede determinar que la coocurrencia
de bajo y coste implica una polaridad positiva tras considerar un nu´mero lo su-
ficientemente grande de textos anotados. Por este aspecto, los le´xicos polarizados
consistentes en unigramas son u´tiles para los modelos cuantitativos de ana´lisis de
opiniones.
2.3.13. Conclusiones
Se han listado una parte de los recursos lingu¨´ısticos ma´s representativos en el a´rea
del ana´lisis de opiniones. Dada la variedad de los recursos, incluso cubriendo la
misma funcionalidad como es la de polarizar te´rminos en las categor´ıas positivo y
negativo, es interesante poder ver una comparativa del rendimiento de los mismos
en un experimento controlado. Potts, en su tutorial sobre ana´lisis de opiniones [13],
incluye una tabla en la cual se muestra el porcentaje de acuerdo entre distintos
le´xicos de entre los que se han expuesto. Los te´rminos estudiados son los que estos
le´xicos tienen en comu´n. Los resultados son los siguientes:
Figura 2.2: Porcentaje de acuerdo entre los te´rminos polarizados de distintos
recursos lingu¨´ısticos.
El alto porcentaje de desacuerdo entre recursos, por ejemplo MPQA con respecto
a SentiWordNet, se explica debido a que los recursos polarizan los te´rminos por
distintas acepciones. La desambigu¨acio´n del sentido de los te´rminos es por tanto un
problema que presentan los le´xicos considerados, pese a que una seccio´n de ellos
s´ı que tienen en cuenta las diferentes acepciones de los te´rminos.
Otro problema existente con estos le´xicos es que todos han sido construidos en lengua
inglesa, por tanto, no se pueden utilizar para el ana´lisis de opiniones de textos que
no este´n escritos en lengua inglesa.
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Los le´xicos presentados pretenden ser generalistas y aplicar a cualquier dominio
sobre el que se tenga que efectuar el ana´lisis de opiniones. Esto supone un problema,
pues el ana´lisis de opiniones es un problema fuertemente dependiente del contexto.
Por ejemplo, en Twitter se usan emoticonos con intencio´n de expresar una opinio´n
positiva o negativa. La gran mayor´ıa de los recursos presentados no contemplan
el uso de emoticonos, lo que hace que su uso en redes sociales proporcione peores
resultados. La falta de adaptabilidad de los recursos lingu¨´ısticos es un problema de
los modelos que dependen u´nicamente de estos recursos para analizar opiniones.
Un problema adicional es el hecho de que la lengua es cambiante y las expresiones
que hace tiempo denotaban positividad pueden no hacerlo en la actualidad. Incluso
pueden haber surgido nuevas expresiones. Los recursos lingu¨´ısticos, al ser esta´ticos,
no contemplan esta casu´ıstica.
Debido a los problemas mencionados, se hacen necesarios modelos que adapten los
recursos estudiados a los textos que se pretenden estudiar. En la literatura existen
ma´s recursos que han surgido a partir de la expansio´n de los le´xicos mencionados o
de procesos de fusio´n de los le´xicos que se han expuesto. El objetivo de estos modelos
de expansio´n es hacer que el modelo se adapte a distintos contextos sobre los que
trabaja. Los procedimientos para la expansio´n y creacio´n de le´xicos polarizados
automa´tica o semiautoma´tica van a ser estudiados en la siguiente seccio´n.
2.4. Creacio´n y expansio´n de le´xicos polarizados
y recursos
En este apartado se comentan distintos enfoques para la creacio´n y expansio´n de
le´xicos polarizados. Estos enfoques comienzan con un le´xico polarizado semilla que
expanden con nuevos te´rminos mediante distintos procedimientos. So´lo se expone
de las referencias citadas lo referente a la expansio´n de le´xicos polarizados. El obje-
tivo es exponer los distintos enfoques que se han considerado para expandir le´xicos
polarizados. Histo´ricamente se penso´ que los recursos lingu¨´ısticos por si solos ser´ıan
capaces de analizar las opiniones con eficiencia. Posteriormente se descubre que de-
pende del contexto, necesitan ser expandidos.
2.4.1. Enfoques basados en Wordnet
Un primer enfoque, ya citado en el apartado anterior, planteado por Kim [20], es
emplear las relaciones del recurso Wordnet para expandir el nu´mero de te´rminos del
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le´xico base. Kim parte con un le´xico base de 23 verbos positivos, 21 verbos negativos,
15 adjetivos positivos y 19 adjetivos negativos. Kim obtuvo sino´nimos de los verbos
y los adjetivos a los que asigno´ la misma polaridad y anto´nimos de los adjetivos a los
que invierte la polaridad. Con esto obtuvo 5880 adjetivos positivos, 6233 adjetivos
negativos, 2840 verbos positivos y 3239 verbos negativos. Con este nuevo le´xico
ampliado, Kim define modelos para obtener una probabilidad de clasificar una nueva
palabra, w, en una categor´ıa polar c que puede ser positiva, neutral o negativa. Un
ejemplo para calcular P(c—w) ser´ıa el siguiente:
argmax
c






Es decir, la palabra es asignada a la categor´ıa que maximice la expresio´n planteada.
La probabilidad a priori de una clase, P(c) se calcula por ma´xima verosimilitud,
es decir, del total de palabras del le´xico, P(c) es la proporcio´n de palabras que
pertenecen a esa categor´ıa. La funcio´n count(X) devuelve una variable que modeliza
el nu´mero de ocurrencias del suceso X. Despue´s, se cuenta la ocurrencia de los
sino´nimos de w en la lista de las palabras polarizadas en cada categor´ıa. Esto se
divide entre el total de palabras de la categor´ıa. En otras palabras, la nueva palabra
pertenecera´ a la categor´ıa que tenga una proporcio´n de te´rminos polarizados mayor.
Este es un ejemplo de la utilidad de expandir un le´xico polarizado, construir un
clasificador.
Kim cita como problemas las distintas acepciones de las palabras y que su le´xico
polarizado so´lo contempla unigramas, es necesario que el le´xico polarizado contemple
ngramas pues hay significantes que so´lo denotan un significado si son expresados
mediante ngramas.
Pero este no es el problema principal, pues los unigramas si son u´tiles para enfoques
cuantitativos. Godbole [14] menciona que los recursos que utilizan Wordnet para
ampliar los le´xicos polarizados pueden sufrir incoherencias. Este problema aplica a
aquellos me´todos que simplemente utilizan un mecanismo recursivo para extender
la polaridad de un te´rmino a otros. El problema radica en que la coherencia de los
sets de sino´nimos de Wordnet cae con la distancia. Por ejemplo, se puede llegar a
obtener anto´nimos mediante la obtencio´n de sucesivos sets de sino´nimos. Por ejem-
plo, la siguiente figura detalla 4 v´ıas de obtener bad desde good a base de recorrer
recursivamente sets de sino´nimos.
Godbole tambie´n extiende su le´xico polarizado a trave´s de sino´nimos y anto´nimos
en Wordnet, por lo cual puede incurrir en una pe´rdida de coherencia de su le´xico
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Figura 2.3: Cuatro formas de obtener bad desde good en tres saltos.
polarizado extendido. Para evitar esta pe´rdida de coherencia, Godbole propone un
enfoque en el cual la polaridad de los te´rminos disminuya segu´n se expande la polari-
dad. Este enfoque se compone de los siguientes pasos: En primer lugar, se asocia una
polaridad a priori a cada palabra perteneciente al le´xico polarizado. Los sino´nimos
heredara´n esta polaridad, los anto´nimos tendra´n la polaridad opuesta.
Los autores asumen que la polaridad decrece en funcio´n a la longitud que separa al
sino´nimo o anto´nimo de la palabra semilla. Esta polaridad es calculada mediante la
siguiente expresio´n: score(W ) = 1/cd. Donde c es una constante mayor que 1 y la
variable d es la distancia de W con respecto a la palabra semilla.
La polaridad total de una palabra es el sumatorio de esta expresio´n para todas
las palabras que este´n relacionadas desde distintas profundidades con esta. Para
encontrar todas las palabras relacionadas entre s´ı, se emplean iteraciones y se va
redefiniendo la polaridad de cada te´rmino. Solamente se consideran los sentidos
puestos en primer lugar por Wordnet y si hay te´rminos con polaridades opuestas en
el sumatorio se descartan. Pese a los problemas que se han comentado, Wordnet es un
recurso que sirve como base para la construccio´n y expansio´n de le´xicos polarizados
como +/-EffectWordnet [38] entre otros. De todos modos, debido a las posibles
incoherencias, es necesario ser cr´ıtico con estos enfoques y someterlos a las debidas
evaluaciones que demuestren que el modelo de ana´lisis de opiniones mejora con
su inclusio´n. Por ello, se mencionan a continuacio´n enfoques que no dependen de
Wordnet para expandir un le´xico polarizado.
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2.4.2. Enfoques basados en reglas y me´todos de aprendizaje
no supervisado
Pero no so´lo se han utilizado recursos lingu¨´ısticos para la expansio´n de le´xico a partir
de un le´xico polarizado semilla. Existen otros enfoques que se basan en analizar tex-
tos y satisfacer reglas lingu¨´ısticas o ejecutar algoritmos para encontrar que te´rminos
se deben incluir en el le´xico polarizado.
Huang [43] emplea este enfoque y al igual que Kim, despue´s emplea el le´xico para
clasificar. En este caso, Huang primero detecta posibles candidatos a ser polarizados
mediante diversas te´cnicas que va introduciendo en una lista de candidatos. Despue´s,
Huang mide la ocurrencia de estos candidatos junto a te´rminos ya polarizados y en
funcio´n a esta coocurrencia polariza.
Para introducir te´rminos en la lista de candidatos Huang emplea reglas lingu¨´ısticas
y te´cnicas de cara´cter no supervisado. Posteriormente hace una votacio´n entre el
resultado de estas te´cnicas para ver que candidatos se incluyen en la lista. Empieza
con los ma´s votados y acaba con los menos votados. Se comentan brevemente estos
enfoques.
Huang, que trabaja con la lengua China, define expresiones regulares que simboli-
zan patrones le´xicos que se repiten con frecuencia en un texto. Estos patrones esta´n
compuestos de combinaciones entre etiquetas de categor´ıas gramaticales. Analiza
textos y construye un listado con los patrones le´xicos ma´s comunes. Con estos pa-
trones detecta adverbios que pueden ser modificadores y nuevas palabras candidatas
a introducirse en el le´xico polarizado semilla al ocurrir en el patro´n junto a las ya
polarizadas.
Aparte de reglas lingu¨´ısticas, Huang emplea algoritmos de cara´cter no supervisado.
Estos algoritmos se comentara´n en detalle en la seccio´n Me´todos estad´ısticos y basa-
dos en Aprendizaje No Supervisado de esta memoria. El objetivo de esta exposicio´n
es destacar que Huang emplea estas te´cnicas para introducir te´rminos en la lista de
candidatos, no describir las te´cnicas, au´n as´ı se incluye el siguiente ejemplo. Para de-
tectar ngramas y que no so´lo se polaricen unigramas en la lista de candidatos, Huang
emplea la medida Enhanced Mutual Information (EMI). La idea de este algoritmo es
detectar como de frecuentemente distintos te´rminos ocurren simulta´neamente frente
a su ocurrencia en soledad. A mayor valor de esta medida, mayor probabilidad de
que el te´rmino pertenezca a un ngrama. La expresio´n, cuyas variables se explican en
el siguiente pa´rrafo, es la siguiente:






F es el nu´mero de segmentos de texto en los cua´les una expresio´n de distintos
te´rminos ocurre, Fi es el nu´mero de segmentos en los cuales la palabra wi ocurre
y N es el nu´mero total de segmentos de textos. Esta medida obtiene la proporcio´n
de veces que la expresio´n ocurre frente a las palabras en separado. El logaritmo
se emplea para que los valores extremos no tengan tanta importancia frente a los
valores pequen˜os, puesto que la mayor´ıa de veces el valor de esta medida es pequen˜o
pero au´n siendo pequen˜o es representativo.
Para polarizar, Huang calcula la coocurrencia de los ngramas que se han introduci-
do en la lista de candidatos con respecto a palabras polarizadas previamente como
positivas y palabras polarizadas previamente como negativas. Si la coocurrencia es
mayor con respecto a las palabras positivas entonces se clasifica al ngrama como po-
sitivo y negativo en caso contrario. Para medir la coocurrencia emplea la Pointwise
Mutual Information (PMI) y la votacio´n por conteo. Con este enfoque, Huang expan-
de le´xicos polarizados empleando u´nicamente categor´ıas gramaticales como recurso
lingu¨´ıstico para los patrones le´xicos. An˜adir ma´s rasgos a las categor´ıas gramaticales
es recomendado para obtener mayor precisio´n.
Zhang, en el sistema propuesto en su art´ıculo que se va a describir a continuacio´n
[1] tambie´n emplea reglas lingu¨´ısticas para polarizar las categor´ıas gramaticales. A
partir de una frase, Zhang emplea el generador del a´rbol de dependencias de Stanford
para parsear la frase. Una vez esta´ parseada, Zhang se queda so´lo con los te´rminos
de aquellas relaciones que pertenecen a ciertos tipos como amod o nsubj. El resto
de relaciones las denomina nonsentiment triples, y las ignora. A partir de un le´xico
base, busca an˜adir te´rminos recogidos en estas tripletas para construir un le´xico
expandido.
Las tripletas resultantes son polarizadas mediante un modelo de aprendizaje au-
toma´tico, denominado Conditional Random Fields, que sera´ explicado en la seccio´n
de Aprendizaje Automa´tico. Los rasgos que emplea Zhang para categorizar los te´rmi-
nos de estas tripletas son la categor´ıa gramatical, si aparece junto a un te´rmino ya
polarizado, la relacio´n entre ambos, la aparicio´n junto a te´rminos clave, si esta´ en
una frase con algu´n signo de puntuacio´n o entidad y la parte del texto donde aparece
esta tripleta ( principio, mitad y final del texto). Con este enfoque, Zhang consigue
los siguientes resultados:
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Figura 2.4: Resultados del procedimiento de expansio´n de le´xico de Zhang [1].
Se aprecia co´mo se mejora todas las cifras excepto la precisio´n de los te´rminos nega-
tivos con respecto al LIWC. Este hecho se interpreta del siguiente modo: Dado que
hay un mayor nu´mero de te´rminos en el le´xico polarizado, existe un mayor nu´mero
de falsos negativos al contemplar ma´s te´rminos. Au´n as´ı, el procedimiento mejora
la calidad de los textos puesto que la F-Measure es mejor para las tres categor´ıas y
dado que se contempla la categor´ıa neutral, que no se contempla en los dos le´xicos
polarizados semilla. Se recomienda supervisar mediante me´tricas de evaluacio´n el
crecimiento de falsos negativos y no solo basarse en la precisio´n obtenida para em-
plear y juzgar acordemente este modelo. Pese a ello se considera que es un enfoque
correcto que adema´s hace uso de un recurso muy u´til, el a´rbol de dependencias de
Stanford. Por contra, el problema del multilingu¨ismo es vigente en este enfoque, que
tiene una dependencia fuerte hacia un recurso costoso de construir en otra lengua
como es el a´rbol de dependencias de Stanford. Se debe procurar evitar la depen-
dencia de un modelo de ana´lisis de opiniones a recursos u otros modelos de dif´ıcil
construccio´n.
Volkova propone un modelo que se puede consultar en su publicacio´n [44] para ob-
tener un le´xico polarizado exclusivo para Twitter. El enfoque es tomar un le´xico
polarizado de propo´sito general, en este caso emplea el MPQA, y ampliarlo anali-
zando textos no etiquetados. El proceso se gu´ıa mediante un corpus anotado.
El procedimiento seguido se divide en dos pasos, primero polariza y luego extiende el
le´xico considerado. Para polarizar, en cada iteracio´n del algoritmo se anotan tweets
mediante el le´xico de la iteracio´n anterior. Se anota un tweet en dos pasos. Primero,
si el tweet contiene uno o ma´s te´rminos del le´xico, entonces es categorizado como
subjetivo, de lo contrario es categorizado como objetivo. Si es subjetivo y contiene
ma´s de un te´rmino positivo y ninguno negativo se categoriza como positivo, si con-
tiene ma´s de un te´rmino negativo y ninguno positivo se categoriza como negativo, si
contiene te´rminos positivo y negativo se categoriza como ambos. Se tiene en cuenta
la negacio´n. Una vez polarizado el tweet, se inicia el procedimiento
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Para los te´rminos del Tweet que no esta´n en el le´xico w y su frecuencia es mayor
que una frecuencia umbral θfreq se calcula primero la probabilidad de que el te´rmino
sea subjetivo psubj(w). Esta probabilidad es calculada como una razo´n del nu´mero
de veces que un te´rmino coocurre con uno que esta´ en el le´xico polarizado frente




c(w,LB(~θ ) es un contador del nu´mero de veces que el te´rmino y uno que pertenece
al le´xico polarizado ocurre y c(w) es el nu´mero de veces que el te´rmino a polarizar
ocurre. El nu´mero de te´rminos con mayor probabilidad de ser subjetivos se polarizan
en cada iteracio´n. Este nu´mero es un para´metro de configuracio´n del modelo.
El procedimiento de polarizacio´n es similar al de categorizacio´n de te´rmino subjetivo
u objetivo. Se calcula la probabilidad de que este te´rmino sea positivo mediante la




. Esta expresio´n mide la proporcio´n de veces
que el te´rmino aparece junto a un te´rmino polarizado positivamente. Si es mayor a
0.5, el te´rmino se incluye en el le´xico polarizado con categor´ıa positiva y si es menor
a 0.5 se incluye en el le´xico polarizado con categor´ıa negativa.
El algoritmo itera siguiendo este procedimiento hasta que se decide interrumpir las
iteraciones. En la evaluacio´n se observa que se incrementa el recall empleando este
procedimiento pero se penaliza la precisio´n. Es lo´gico, puesto que la forma de ex-
pandir el le´xico categoriza te´rminos en una categor´ıa pese a que tambie´n ocurran
junto a te´rminos de la otra categor´ıa. Se considera un buen mecanismo para expan-
dir el le´xico polarizado en lo relativo al recall, pero debe estar ma´s controlada la
precisio´n. Adema´s de los enfoques vistos, existe otro mecanismo para expandir los
le´xicos polarizados que se comenta a continuacio´n.
2.4.3. Enfoques basados en modelos de optimizacio´n
Adema´s de construir le´xicos polarizados en categor´ıas positiva, negativa y neutral
existen otros enfoques que tratan de polarizar en un mayor nu´mero de categor´ıas.
Uno de los ma´s novedosos es el que se puede consultar en el art´ıculo de Patra [45], que
utiliza un modelo para construir un le´xico que anote sus te´rminos en las categor´ıas
anger, disgust, fear, happy, sad y surprise.
Para ello, utiliza un le´xico base que consta de una sola palabra anotada a mano que
pertenece a cada uno de estas categor´ıas. Para expandir este le´xico base necesita
construir un grafo cuyas uniones entre nodos este´n ponderadas. Se construye esta red
le´xica uniendo dos palabras si una aparece en la glosa de la otra palabra. El recurso
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empleado para consultar las glosas es un diccionario. Cada unio´n entre dos palabras
representa la misma orientacio´n, conjunto SL o distinta orientacio´n, conjunto DL.
Se considera la negacio´n. Se termina con una red le´xica de 88015 te´rminos. A las










Tal que eij representa la unio´n entre la palabra i y la j y d(i) es el nu´mero de palabras
a las que esta´ unida la palabra i. A medida que i y j esta´n unidas con mas palabras,
el peso de su unio´n es ma´s bajo para simular la pe´rdida de coherencia ya comentada
por Godbole [14]. Adema´s de esta red, Patra, construye otra que denomina Gloss
Thesaurus Network (GT) que une sino´nimos, anto´nimos e hipero´nimos adema´s de
las palabras ya unidas en el enfoque presentado.
Una vez construido el grafo, Patra expande la polaridad de las palabras semilla que
pertenecen a las 6 categor´ıas mediante el Modelo de Potts. Los te´rminos no consi-
derados en la red construida se clasificara´n como palabras no vistas. Este modelo
toma como entrada 6 palabras ya clasificadas con un estado, que se relacionan con
otras palabras del grafo mediante las uniones ponderadas. Con la clase de las pala-
bras ya clasificadas, estima la clase del resto de palabras en el grafo. Se comenta a
continuacio´n la adaptacio´n del modelo de Potts a la red le´xica.
Sea n el estado colectivo de los te´rminos, wij el peso de la unio´n entre te´rminos,
β una constante llamada temperatura inversa, L el set de ı´ndices para las te´rminos
observadas, αi el estado de cada te´rmino y α una constante positiva si el te´rmino ni
ya ha sido anotado o es anotado inicialmente. El modelo de Potts define la funcio´n








La funcio´n δ devuelve 1 si dos argumentos son iguales y 0 en caso contrario. Se
busca minimizar la expresio´n expuesta H(n). Para que esta expresio´n se minimice,
los estados de nodos adyacentes con gran peso debera´n ser los mismos wijδ(ni, nj),
manteniendo el estado inicial de las variables ya anotadas α
∑
i∈L−δ(ni, αi) para
que la energ´ıa global de la red sea la misma. Se consigue que te´rminos que el grafo
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muestra como relacionados pertenezcan a la misma categor´ıa expandiendo las ca-
tegor´ıas iniciales sin que se corrompa o se pierda coherencia en la expansio´n. Se
resuelve este problema de optimizacio´n mediante un mecanismo iterativo que puede
ser consultado en [45].
Los resultados de este experimento son positivos pero los autores insisten en que
es prioritario en su trabajo futuro borrosificar las categor´ıas de cada palabra. De
esta forma un te´rmino podra´ pertenecer a distintas categor´ıas. Para la expansio´n
de dichas categor´ıas habr´ıa que hacer que el modelo funcione si cada te´rmino puede
pertenecer a distintas categor´ıas con un grado borroso. En su actual estado, se
recomienda esperar al modelo ampliado de los autores.
Un u´ltimo enfoque que propone la construccio´n de le´xicos polarizados con mu´ltiples
categor´ıas es el propuesto por Feng en su publicacio´n [46], cuyo le´xico determina la
connotacio´n de cada palabra en funcio´n a otras palabras. Por ejemplo, conside´rese
la frase: Geothermal replaces oil-heating: it helps reducing greenhouse emissions..
En esta frase, la palabra emissions tiene una connotacio´n negativa en la opinio´n
de los lectores con respecto a Geothermal. En este contexto, la polaridad de la
palabra reduces condicionada a la aparicio´n simulta´nea de emissions y Geothermal
es positiva.
Este modelo emplea la medida PMI para discernir las principales coocurrencias
entre palabras y as´ı construir las categor´ıas condicionadas entre distintos te´rminos
que se deben polarizar. Tomando como le´xico inicial el MPQA, emplea Wordnet
con sus relaciones de sinonimia y antonimia para construir un grafo que dictara´ la
propagacio´n de la polaridad hacia otros te´rminos.
Una vez ha construido el grafo, expande la probabilidad mediante un problema de
optimizacio´n entera lineal que maximiza mu´ltiples funciones objetivo. Estas fun-
ciones objetivo toman en cuenta que se mantenga la coherencia entre los sets de
sino´nimos y anto´nimos. Por ejemplo, si dos palabras esta´n directamente conectadas
mediante un enlace en el grafo, entonces deben tener una polaridad similar.
Se definen con esta idea objetivos que intentan mantener coherencia en el grafo
expandiendo la polaridad. Las variables que manejan estos objetivos son variables
binarias que indican si cada te´rmino tiene polaridad positiva xi, negativa yi o neutral
zi. Por ejemplo, el objetivo coordinacio´n, explicado en el siguiente pa´rrafo, es el
siguiente:











En este ejemplo se muestra que las palabras wi,j deben tener coordinacio´n. Es de-
cir, cuando se expande la polaridad entre dos te´rminos, esta se debe respetar. Los
te´rminos wi y wj vecinos en el grafo deben tener la misma polaridad. Habra´ tantas
variables d como vecinos wi y wj hay en el grafo. La variable d
++
i,j valdra´ 1 si los
te´rminos i y j tienen polaridad positiva los dos y 0 en caso contrario. La variable d−−i,j
valdra´ 1 si los te´rminos i y j tienen polaridad negativa los dos y 0 en caso contrario.
La variable d00i,j valdra´ 1 si los te´rminos i y j tienen polaridad neutral los dos y 0 en
caso contrario. Por lo tanto, si se maximiza el sumatorio de todas estas variables, se
construye un grafo en el cual la coherencia entre las polaridades de los vecinos es la
ma´xima posible.
Dado que se trata de un problema multiobjetivo, esto no sera´ siempre as´ı, sino
que se obtendra´ el valor ma´ximo de esta expresio´n sujeto a valores ma´ximos de
otros objetivos. Es un problema multicriterio y hay que encontrar una solucio´n no
dominada en todos los objetivos. El criterio de cua´l sera´ la mejor solucio´n para
todos los objetivos de entre las no dominadas podra´ ser determinado por el usuario
o mediante una funcio´n de utilidad, empleadas en ana´lisis de decisiones multicriterio.
Los detalles del resto de funciones objetivo se presentan en [46]. Con este enfoque se
aumenta la precisio´n, recall y F-Measure del MPQA. El concepto es muy parecido
al de Patra [45] con su funcio´n de energ´ıa a minimizar en el grafo que constru´ıa.
Ambos enfoques proponen la expansio´n del le´xico polarizado como un problema de
optimizacio´n y se considera que son una alternativa viable a los presentados en los
otros apartados de la seccio´n de expansio´n de le´xicos polarizados.
Hasta este punto del estado del arte, se han comentado enfoques que son capaces de
realizar ana´lisis de opiniones y los recursos que estos utilizan para funcionar. Estos
enfoques no son los u´nicos que se han empleado para el ana´lisis de opiniones. A lo
largo de la u´ltima de´cada, se ha recurrido a enfoques estad´ısticos para resolver esta
tarea con muy buenos resultados como alternativa a los modelos mencionados. Dado
el alto volumen de publicaciones que emplean modelos de esta naturaleza, se hace
imprescindible dedicar un apartado del estado del arte a estos modelos.
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2.5. Me´todos basados en Estad´ıstica y Aprendi-
zaje Automa´tico
2.5.1. Introduccio´n
El lenguaje se trata de una herramienta rica, mediante la cual se puede expresar
la misma idea usando distintas combinaciones de palabras. Del mismo modo, una
palabra o frase puede expresar distintas ideas en distintos contextos. Este concepto
se conoce como ambigu¨edad, y es inherente al lenguaje. Adema´s, el empleo de una
misma lengua var´ıa entre culturas y con el paso del tiempo, lo que hace que en
distintos contextos se entienda una frase de distinta forma.
Por ello, es muy dif´ıcil analizar el lenguaje siguiendo reglas o patrones definidos a
priori. La validez de estas reglas esta´ condicionada a factores como la cultura, la
e´poca o la acepcio´n de las palabras analizadas. Au´n sin considerar estos, elaborar
modelos de ana´lisis de opiniones en un dominio amplio o varios dominios consideran-
do u´nicamente modelos cualitativos es una tarea ardua. Los modelos cualitativos,
pese a contar con gran precisio´n y ser el mejor enfoque para dominios reducidos,
cuentan con la problema´tica de escalar en a´mbitos generales.
Se necesita un gran nu´mero de expertos y de tiempo para dividir el conjunto total
de textos en categor´ıas y tener un conjunto de reglas para cada una de estas ca-
tegor´ıas. En contraste, si se dispone de un corpus de textos anotados, incluso por
modelos cualitativos, los modelos cuantitativos son capaces de crear un conjunto de
reglas automa´ticamente que no alcanzan la precisio´n de los modelos cualitativos,
pero que cubren todos los dominios. Otros modelos de aprendizaje automa´tico clasi-
fican los textos mediante otros mecanismos que no son reglas, como se estudiara´ ma´s
adelante. Por esto motivo, para clasificar los textos en categor´ıas teniendo un con-
junto de textos anotados del cual se extrae caracter´ısticas, se emplea el aprendizaje
automa´tico.
En el procesamiento del lenguaje natural, los modelos de aprendizaje automa´tico
generan clasificadores capaces de generalizar comportamientos a partir de una lista
de textos anotados. Gracias a esta capacidad de generalizacio´n, aportan un valor
an˜adido a los modelos cualitativos, ma´s precisos pero de menor alcance. Desde un
punto de vista personal, el enfoque o´ptimo es combinar la precisio´n de los modelos
cualitativos con la generalizacio´n de los cuantitativos.
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En la u´ltima de´cada, como alternativa a los modelos cualitativos, han emergido pu-
blicaciones que tratan de procesar el lenguaje natural empleando enfoques estad´ısti-
cos, de aprendizaje automa´tico y de clustering. Estos modelos encuentran patrones
que se repiten en distintos textos con los que infieren el significado subyacente de
significantes no considerados, al encontrar analog´ıas de estos significantes en textos
categorizados a priori. Ejemplos de problemas tratados por estos modelos han sido
la categorizacio´n de textos, de la cual se puede consultar una u´til aplicacio´n para la
deteccio´n de Spam en el art´ıculo de Metsis [47], y el ana´lisis de opiniones.
Los modelos de aprendizaje automa´tico son aquellos que generalizan comportamien-
tos a partir de informacio´n no estructurada. En el caso del ana´lisis de opiniones, esta
informacio´n no estructurada es suministrada en forma de un corpus de documen-
tos. Se les denomina modelos de aprendizaje supervisado a aquellos modelos que
necesitan que esta informacio´n este´ clasificada en categor´ıas para poder clasificar
nuevas instancias. Los modelos de aprendizaje no supervisado o clustering y los
enfoques estad´ısticos o de miner´ıa de patrones no necesitan que esta informacio´n
este´ categorizada.
Los modelos de aprendizaje supervisado y de clustering necesitan extraer carac-
ter´ısticas de los textos. Estas caracter´ısticas se denominan rasgos. Por ejemplo, una
variable cuyo valor es 1 si el texto contiene la palabra buen y 0 sino aparece es un
rasgo. El resultado de usar una te´cnica estad´ıstica o de miner´ıa de patrones puede
considerarse otro rasgo. La metodolog´ıa seguida por los modelos es transformar ca-
da texto en un vector de rasgos. Con este vector, los modelos etiquetan al texto en
una de las categor´ıas en funcio´n del valor de las variables pertenecientes a su vector
de rasgos y de las instancias convertidas en vectores del corpus. A continuacio´n se
muestran los rasgos comentados en la literatura.
2.5.2. Caracter´ısticas a extraer de los Conjuntos de Textos
En este apartado se exponen los distintos rasgos considerados en la literatura para los
modelos de aprendizaje automa´tico. Estos rasgos generan variables que pueden ser
continuas, catego´ricas o binarias. Cada texto contenido en el corpus es representado
por el vector que generan estas variables. Este vector puede ser anotado con una
categor´ıa. Los modelos utilizara´n estos vectores y el vector generado por un nuevo
texto para anotar el nuevo texto.
Cada uno de los rasgos comentados genera distintas variables en funcio´n de co´mo
se analizan. Por ejemplo, conside´rese el rasgo unigramas. Se genera: Una variable
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continua que simboliza la frecuencia de aparicio´n del unigrama, una variable binaria
que simboliza la aparicio´n o no del unigrama, una variable catego´rica cuyo valor es
Alta si el unigrama se presenta ma´s de 5 veces, Medio si el unigrama es detectado
entre 2 y 5 veces Detectado si el unigrama so´lo aparece una vez y No Detectado sino
se detecta.
Esta lo´gica aplica a todos los rasgos comentados. Puede ser una buena estrategia
considerar mu´ltiples variables pertenecientes a un solo rasgo, depende del proble-
ma. Para elegir que rasgos son mas o´ptimos para modelizar cada problema, existen
me´todos conocidos como Feature Subset Selection Methods que, presentados todos
los rasgos, se quedan con los representativos.
Es importante destacar que es muy posible que un rasgo en soledad no sea indica-
tivo de polaridad, pero que condicionado al valor de otros si determine polaridad.
Los modelos son los encargados de descubrir estas dependencias. Los rasgos que se
emplean en el ana´lisis de opiniones son los siguientes, para los cua´les, se expone
una breve descripcio´n del rasgo y se enumeran todas las referencias en las que se
encuentran modelos de ana´lisis de opiniones que emplean el uso de cada uno de los
rasgos:
Unigramas: El unigrama es un te´rmino compuesto por una u´nica palabra. A
efectos del analista de opiniones, se puede considerar un sino´nimo de palabra.
Depende del ana´lisis de opiniones que se quiera efectuar, sera´ u´til construir un
diccionario de unigramas que necesitan ser detectados en el texto. Las variables
ma´s mencionadas en la literatura con respecto a unigramas son: Una variable
binaria que simbolice la aparicio´n del unigrama en el texto o una variable
real que simbolice la puntuacio´n del algoritmo TF-IDF sobre el unigrama.
Los modelos cuantitativos son capaces de establecer dependencias entre un
subconjunto de estas variables que explican la clasificacio´n de un texto en una
categor´ıa. Por ello, se recomienda desde un punto de vista personal el empleo
de un gran conjunto de N-Gramas. Si resulta que no son explicativos de la
clasificacio´n de un texto en una categor´ıa, no hay problema, puesto que la
falta de valor an˜adido de informacio´n de uno de estos rasgos sera´ detectada
por un filtro. Un ejemplo es la deteccio´n del te´rmino bueno. En las siguientes
referencias se pueden encontrar modelos que emplean unigramas: [48] [49] [50]
[38] [51] [52] [26] [53] [54] [55] [56] [57].
N-Gramas: Se persigue detectar una secuencia de te´rminos en el texto que
sigue un orden predeterminado. Esta secuencia de te´rminos hace referencia a
un concepto que so´lo es expresado mediante la unio´n de te´rminos en un orden
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determinado. Se entiende como N-Grama a cualquier secuencia de palabras
compuesta por 2 o ma´s te´rminos. Estos pueden o no referirse a un u´nico signi-
ficado. Depende del ana´lisis a realizar sera´ u´til recuperar N-Gramas de distinto
nu´mero de te´rminos. El N-Grama es un te´rmino gene´rico que engloba a los bi-
gramas, te´rminos formados por 2 palabras; trigramas, te´rminos formados por
3 palabras, etc... No hay una longitud ma´xima predefinida. Ejemplo, deteccio´n
de la secuencia: Estados Unidos, que es un bigrama que hace referencia a un
u´nico significado. En las siguientes referencias se pueden encontrar modelos
que emplean N-Gramas: [48] [49] [50] [38] [58] [52] [53] [54] [57]. Como ya se
ha mencionado en el anterior apartado, los modelos cuantitativos encuentran
dependencias entre varios unigramas. Por ello, considerar como rasgo a un N-
Grama puede ser u´til si se trata de una secuencia de te´rminos que simbolice
un u´nico significado, como Estados Unidos, pero es ma´s costoso elaborar un
recurso que considere N-Gramas y el valor an˜adido de informacio´n es menor
con los unigramas. Si la dependencia entre dos variables que modelan la apari-
cio´n de dos unigramas es detectada, el valor an˜adido de incluir el bigrama que
modela la aparicio´n de las dos variables es altamente probable que sea muy
pequen˜o con respecto al de las dos variables anteriores. En consecuencia, un
filtro eliminara´ la variable que modela el bigrama.
Ra´ız de te´rminos: Se denomina ra´ız o lexema de un te´rmino a la parte ba´sica
de la palabra obtenida tras remover las unidades con significado gramatical que
lo complementan an˜adiendo ge´nero, nu´mero, aumentativo, diminutivo, etc..
Por ejemplo, el lexema de destornillador es tornillo. Se emplean lemmatizado-
res para obtener estos lexemas. Se considera un rasgo u´til, puesto que una sola
variable modela lo que ma´s variables representantes de unigramas modelan. En
consecuencia, un filtro elimina las variables representantes de unigramas que
pueden ser modelados con su ra´ız . En las siguientes referencias se describen
modelos que usan ra´ıces de te´rminos: [59] [51] [52].
N-Gramas con frecuencia mı´nima: Este rasgo es representado mediante
una variable binaria que indica si el N-Grama es reconocido con una frecuencia
igual o superior a una determinada. Por ejemplo: Deteccio´n de Muy bien al
menos 3 veces. En el art´ıculo de Pla se describe un modelo que hace uso de este
rasgo [59]. En determinados problemas, se considera un rasgo u´til que puede
aportar informacio´n adicional.
N-Gramas con palabras intermedias: Mediante una expresio´n regular, se
reconoce un N-Grama que contiene te´rminos entre e´l mismo. Conside´rese el N-
Grama: Verdaderamente bien. Si se analiza la frase Verdaderamente muy bien,
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este N-Grama ser´ıa detectado. El modelo de Elming cita este rasgo [48]. No se
considera de utilidad puesto que un modelo cuantitativo detectar´ıa la correla-
cio´n entre varios unigramas y la clasificacio´n de un texto en una categor´ıa. Si
no se usa un modelo cuantitativo, puede resultar u´til.
Categor´ıas gramaticales: Se identifica la categor´ıa gramatical de cada te´rmino
en el texto. Por ejemplo, bonito es un adjetivo. Se busca la frecuencia o apari-
cio´n de categor´ıas en frases como distintos rasgos. Se encuentran los siguientes
modelos en la literatura que emplean este rasgo: [49] [59] [60] [52] [61] [26] [53].
En el ana´lisis de opiniones se ha considerado un enfoque comu´n el polarizar un
texto en base a analizar u´nicamente objetivos. Adema´s, se puede combinar el
rasgo de la deteccio´n de un unigrama con la condicio´n de que este pertenezca a
una categor´ıa gramatical determinada. Esto puede ayudar a la desambigu¨acio´n
de una acepcio´n de un te´rmino y a la deteccio´n de informacio´n u´til por mo-
delos cuantitativos. Por ello, se recomienda modelar un conjunto de variables
que simbolicen categor´ıas gramaticales.
Te´rminos categorizados como ambiguos: El enfoque presentado por Ali
[61] utiliza un recurso que contiene te´rminos que clasifica como no polares al ser
ambiguos en lo respectivo a su categor´ıa polar. Necesitan ser desambiguados
en funcio´n al contexto. Por ejemplo: El te´rmino grande condicionado a la
aparicio´n del te´rmino premio tendra´ polaridad positiva, pero si aparece junto al
N-Grama cola de espera tendra´ polaridad negativa. En principio es un rasgo de
cara´cter cualitativo, pero que su inclusio´n en modelos cuantitativos garantiza
una mayor calidad en el ana´lisis de opiniones.
Patrones le´xicos y posicio´n de los mismos: Se busca detectar combina-
ciones de categor´ıas gramaticales en un orden predefinido. Por ejemplo: Sus-
tantivo+Adjetivo+Verbo+Adverbio. Se ha incluido junto a la posicio´n en las
cua´les se incluyen estas categor´ıas gramaticales en el texto. Esto es debido
a que ambos rasgos suelen considerarse de forma conjunta. Por ejemplo: Se
busca el anterior patro´n le´xico en la u´ltima frase del texto. En los siguientes
art´ıculos se encuentran modelos que emplean estos rasgos: [60] [52] [26] [53]
[54]. Tambie´n es posible considerar como rasgo separado la posicio´n en la que
se encuentra un te´rmino, N-Grama o categor´ıa gramatical en el texto. Los
modelos cuantitativos pueden concluir en estos patrones mediante la modeli-
zacio´n de variables ma´s sencillas. Aun as´ı, si ya son nutridos por estos enfoques
cualitativos, se garantizara´ que la calidad del modelo final sera´ superior.
Presencia parcial de N-Gramas: Una parte de los N-Gramas pueden con-
tener significado sin incluir todos los te´rminos que lo componen. Por ejemplo:
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Verdaderamente muy bien se puede descomponer en dos bigramas que tienen
polaridad positiva: Muy bien y Verdaderamente bien. Por ello se considera co-
mo rasgo la deteccio´n parcial de N-Gramas. Elming incorpora en su modelo
estas variables [48]. Se considera un rasgo secundario puesto que los modelos
de aprendizaje automa´tico pueden crear estas dependencias sin la intervencio´n
de un experto.
Distribucio´n de la Longitud de los Te´rminos: El enfoque de Abbasi [52]
propone la distribucio´n de la longitud de los te´rminos de un texto como rasgo.
Se analiza si emplear palabras con longitud superior esta´ relacionado con la
polaridad de un texto. En principio, es un rasgo secundario.
N-Gramas pertenecientes a le´xico polarizado: Se analiza la polaridad
que propone un le´xico polarizado de los te´rminos que aparecen en el texto a
analizar. Se trata de un rasgo muy popular entre la comunidad encontrado en
las siguientes publicaciones.: [49] [38] [59] [52] [61] [26] [56] [57]. Desde un punto
de vista personal, se considera uno de los rasgos ma´s u´tiles pues combina la
informacio´n de modelos cualitativos desarrollados por expertos con el potencial
de los modelos cuantitativos capaces de encontrar dependencias entre estas
variables y las categor´ıas en las cuales se pretende clasificar un texto.
Clusters de Brown y otros mecanismos de Clustering: Los clusters
de Brown pertenecen al clustering jera´rquico. La finalidad es agrupar te´rmi-
nos basados en los contextos en los que aparecen y generar probabilidades de
ocurrencia de te´rminos.
Se agrupan a los te´rminos wi en clusters que simbolizan categor´ıas gramaticales
que se anotan como ci. Con esto se puede modelizar el lenguaje y predecir la
aparicio´n de un te´rmino wi basado en el te´rmino reconocido wi−1 mediante la
siguiente expresio´n: P (wi|wi−1) = P (wi|ci)∗P (ci|ci−1). Mediante mecanismos
de Smoothing se puede modelizar la probabilidad de ocurrencia de te´rminos
que no se encuentran en el corpus.
Los rasgos extra´ıbles son las probabilidades de los te´rminos y de los contextos
o en funcio´n de los contextos. Este mecanismo se encuentra en los siguien-
tes enfoques: [48] [55] Cualquier modelo de clustering del procesamiento del
lenguaje natural puede aportar rasgos.
Presencia de nu´meros cardinales [52] [26]: La presencia de ciertos nu´meros
cardinales puede ser indicativo de polaridad. Por ejemplo, en cr´ıticas de cine,
la presencia del cardinal 5 o 10 puede simbolizar el concepto de 5 estrellas o de
valoracio´n 10/10, conceptos que expresan una polaridad positiva. Es un rasgo
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muy dependiente del dominio, pero que en el ana´lisis de un dominio cerrado
como las cr´ıticas de cine, puede aportar informacio´n cr´ıtica para clasificar el
texto en una categor´ıa.
Palabras con todas las letras mayu´sculas: En las redes sociales es comu´n
encontrar palabras como TREMENDO escritas en mayu´sculas. Estas palabras
pueden denotan subjetividad en un texto como citan los siguientes art´ıculos:
[48] [49]. Se trata de un rasgo que sin duda denota subjetividad pero no una
polaridad concreta. Esta tendra´ que ser resuelta mediante la dependencia con
otros rasgos.
Signos de puntuacio´n: El uso de exclamaciones o interrogaciones es analiza-
do y cuantificado [48] [52] [57]. Por ejemplo: Encontrar exclamaciones seguidas,
!!!!, denota subjetividad. Se trata de un rasgo de naturaleza muy similar al an-
terior.
Uso de Hashtags: En Twitter, red social analizada en con este rasgo en las
siguientes publicaciones [49] [57], es muy normal usar hashtags antes de usar
expresiones, a estas formaciones se les denomina simplemente hashtags. Por
ejemplo, un Hashtag muy popular en 2013 fue #FollowFriday. Estas expresio-
nes denotan polaridad, pero deben ser analizadas junto a otros rasgos.
Presencia de interrogante o exclamacio´n en la u´ltima frase [48] [54]:
La u´ltima palabra o frase del texto revierte en ocasiones la polaridad del texto.
Analizar sus caracter´ısticas es u´til para discernir si esta´ pasando este feno´meno.
Estructura polar del texto con atencio´n a la u´ltima frase: Los modelos
que analizan este rasgo estructuran un texto en funcio´n a la polaridad de sus
frase. Por ejemplo: Polaridad de las frases Negativa,negativa,negativa,positiva.
Este patro´n puede ser asociado con polaridad positiva, pues es conocido que
la u´ltima frase revierte la polaridad de los textos. Por ejemplo: No me ha gus-
tado(...), tampoco me ha gustado(....) pero la pel´ıcula en general me encanta.
Un empleo de este rasgo es anotar a los textos con etiquetas que simbolizan
patrones de flujo creados a priori. Es un rasgo muy referenciado [51] [26] [29]
[57] e implementado en modelos de ana´lisis de opiniones.
Empleo de conectores entre segmentos de texto : Conocida la polaridad
de una frase, si esta´ conectada por un conector como pero con otra frase, se
puede inferir que la segunda frase tiene la polaridad contraria [51] [26] [29] [56].
Es un rasgo que aporta conocimiento cualitativo a los enfoques de aprendizaje
automa´tico. Se toman en cuenta estos factores.
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Palabrotas, te´rminos relacionados con sexo y violencia [58]: Es muy
comu´n el uso de estos te´rminos en redes sociales e incluso en cr´ıticas. En
ocasiones estos te´rminos esta´n asociados a polaridades negativas, por eso se
toman como rasgos.
Pertenencia a clases sema´nticas [52] [54]: Conside´rese que se categorizan
palabras en clases sema´nticas como por ejemplo la clase Enfado. Si esta clase
esta´ asociada a una polaridad, entonces reconocer te´rminos asociadas a esa
clase es un rasgo que denota polaridad.
Palabras con caracteres seguidos repetidos: En redes sociales es frecuente
encontrar te´rminos con caracteres repetidos. Por ejemplo: Fataaaaal. En vez
de normalizar estas palabras, se toma este rasgo [48] [57]. Este hecho se toma
como rasgo pues suele ser indicativo de subjetividad. Debe ser acompan˜ado
por otros rasgos.
Intensificadores [49] [26]: Los intensificadores son te´rminos que incrementan
la polaridad de un te´rmino. Por ejemplo, el intensificador muy incrementa la
polaridad de bien. Su uso frecuente denota subjetividad.
Negacio´n: Un uso frecuente de la negacio´n puede ser capturado como un
rasgo [48] [51] [26] [56] [57]. Si el valor de la variable que denota negacio´n es
verdadero, por sentido comu´n se concluye que la polaridad es revertida. Para
ma´s detalle, se dedica un apartado de este estado del arte a estudiar como
distintos enfoques tratan la negacio´n.
Abreviaciones: Las abreviaciones de palabras son comu´nmente encontradas
en redes sociales. Kouloumpis [49] las toma como rasgo.
Mayor presencia de te´rminos polares positivos, neutrales o negativos
[48] [26]: Una hipo´tesis puede consistir en que si se encuentra un mayor nu´mero
de te´rminos que denotan polaridad positiva en el texto entonces el texto tiene
polaridad positiva. Dado que es una hipo´tesis que procede del sentido comu´n,
se incluye como factor.
Emoticonos: La construccio´n de un le´xico polarizado que incluya so´lo emoti-
conos es de utilidad en el ana´lisis de opiniones en redes sociales [49] [59] [57].
Dada la subjetividad de los emoticonos, se incluyen variables resultado del pro-
cesamiento de los emoticonos. Se debe tener precaucio´n en la clasificacio´n de
la polaridad de los emoticonos dado a problema´ticas como la iron´ıa. Ejemplo:
Comprando a todo el mundo... ¿Que´ bien le ha ido a Pedro en el concurso eh?
:) :) :).
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Reconocimiento de una entidad y consulta a sus propiedades: Si se
tiene informacio´n sobre una entidad y sus propiedades se puede asociar a una
polaridad si se reconoce su presencia en el texto a analizar [50] [29]. Es un
rasgo muy dependiente del contexto.
Uso y forma de pronombres reconocidos: Mulholland [58] asocia el pro-
nombre en primera persona singular a una polaridad negativa. El conteo y la
categorizacio´n de los pronombres es un factor usado en el ana´lisis de opiniones.
Se puede consultar un mayor detalle en las siguientes publicaciones: [61] [26]
[54]. Es un rasgo que depende de otros para una clasificacio´n de un texto en
categor´ıas.
Empleo de la construccio´n pasiva : Wilson [26] y Mulholland [58] asocian
la construccio´n pasiva a una polaridad negativa. Por si solo este rasgo no
es suficiente para clasificar a un texto pero asociado a otros factores puede
incorporar informacio´n u´til.
Estilo de escritura [52]: El estilo de escritura puede ser un indicativo de sub-
jetividad en el texto. Se puede analizar el empleo reiterado de frases cortas, por
ejemplo. Un rasgo que debe ser combinado con otros en enfoques cualitativos
y cuantitativos.
Empleo de Referencias o Citaciones: La citacio´n a un gran nu´mero de
fuentes es analizada como factor en el trabajo de Abbasi [52].
Riqueza de vocabulario: Abbasi [52] analiza el nu´mero de te´rminos utiliza-
do en el texto. Los modelos cuantitativos pueden incorporar cualquier nu´mero
de rasgos. Si no incorporan informacio´n adicional con respecto a otros ras-
gos sera´n eliminados por filtros. Por ello, una metodolog´ıa recomendada desde
el punto de vista personal es incorporar el mayor nu´mero de rasgos posibles
aunque parezcan extran˜os, emplear filtros para deshacerse de los que no apor-
tan informacio´n adicional y entrenar posteriormente un modelo de aprendizaje
automa´tico.
Presencia de caracteres especiales [52]: La presencia consecutiva de ca-
racteres como @#! % puede denotar polaridad negativa en textos de redes
sociales.
Categor´ıa del documento analizado: En distintos contextos la aparicio´n
de rasgos puede denotar distintas categor´ıas. El contexto de un texto es una
variable que hace que el valor de otra dependa de su valor. Este rasgo, de
utilidad en textos anotados, es estudiado por Wilson en su modelo [26].
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Deteccio´n de expresiones que denotan risa [54]: Detectar jajaja puede
ser un indicativo de subjetividad en un texto.
Estas caracter´ısticas son las que utilizan los modelos de aprendizaje automa´tico y de
clustering para clasificar o agrupar textos en categor´ıas. Dado que las caracter´ısticas
son inu´tiles sino se dispone de un clasificador, se van a detallar los clasificadores ma´s
populares en el siguiente apartado de esta memoria.
2.5.3. Me´todos basados en Aprendizaje Supervisado
2.5.3.1. Modelos empleados en Ana´lisis de Opiniones
Los modelos descritos a continuacio´n categorizan una nueva instancia en funcio´n del
vector de sus rasgos y de un corpus anotado. En cada una de las referencias que se
van a citar se utilizan los modelos que se describen a continuacio´n con la diferencia
de que se emplean distintos rasgos de los comentados en la seccio´n anterior. Existe
una gran variedad de clasificadores, pero so´lo se van a citar los ma´s utilizados en
ana´lisis de opiniones. Estos son los siguientes:
Support Vector Machines: Existen mu´ltiples tipos de Ma´quinas de Soporte Vec-
torial (SVM). En este cap´ıtulo se describe las Ma´quinas de Soporte Vectorial origi-
nales, en adelante, L-SVM que viene de SVM lineal y la Soft-SVM, y su evolucio´n
para clasificar puntos linealmente no separables.
La L-SVM es un modelo que trabaja con un conjunto de instancias, cada una anotada
en una de dos categor´ıas D = {(xi, yi)|xi ∈ R, yi ∈ {−1, 1}}ni=1. yi es el valor de la
categor´ıa ,-1 o 1, y xi de un total de n es el vector de rasgos llamado instancia, que
pertenece a una categor´ıa. El algoritmo de entrenamiento de la L-SVM produce un
modelo que es capaz de asignar a una nueva instancia en una de las dos categor´ıas,
se trata de un clasificador binario no probabil´ıstico.
Para la primera versio´n de la L-SVM se requiere que los puntos sean linealmente
separables, es decir, que si los puntos xi pertenecen a un espacio de n dimensiones,
Rn, existe un hiperplano, w · x− b = 0, de n-1 dimensiones que es capaz de separar
a todos correctamente en funcio´n de su categor´ıa yi. w · x simboliza el producto
escalar entre un vector de pesos no necesariamente normalizado y el valor de cada
uno de los rasgos del vector de la instancia x. Por tanto, si una nueva instancia se
encuentra por debajo del hiperplano, w · xi ≤ 0, se le asignara´ una categor´ıa y en
caso contrario, w · xi ≥ 0, se le asignara´ otra.
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Hasta aqu´ı la L-SVM consigue lo mismo que el perceptro´n, pero cuenta con ma´s
propiedades. La L-SVM consigue generar un hiperplano de separacio´n o´ptimo entre
las categor´ıas de las instancias. Es decir, un hiperplano cuya distancia a las nubes
de puntos a ambas categor´ıas sea ma´xima. Con esto se maximiza la probabilidad de
clasificar bien nuevas instancias.
Sea ||w|| la norma del vector w, que simboliza su magnitud y direccio´n y viene




2 + · · ·+ w2n. Si los puntos son linealmente
separables, entonces, adema´s del hiperplano construido o´ptimo, w ·x−b = 0, existen
dos vectores paralelos ma´s que son los que intersecan con las instancias de cada
categor´ıa ma´s pro´ximas al hiperplano separador: w · x− b = −1 y w · x− b = 1. La
regio´n que se encuentra entre estos 3 vectores se le denomina margen, y es la que se
quiere maximizar. Se demuestra por geometr´ıa que esta distancia es igual a 2/||w||.
En la siguiente figura se muestran estos vectores:
Figura 2.5: Hiperplano o´ptimo de separacio´n creado por la L-SVM [2].
Por tanto, el objetivo del algoritmo de aprendizaje de la L-SVM es minimizar ||w||,
para maximizar el margen 2||w|| y con ello maximizar la probabilidad de clasificar un
nuevo punto xj en una categor´ıa yi. Esto se traduce en un problema de programacio´n
u optimizacio´n matema´tica. Se quiere minimizar la funcio´n objetivo ||w|| sujeto a
las restricciones de que ningu´n punto se encuentre en el margen, para lo que se usan
los vectores paralelos. Estas restricciones se pueden mostrar como w · xi − b ≥ 1
Cap´ıtulo 2. Estado del Arte 52
y w · xi − b ≤ 1 o junta´ndolas en una en funcio´n de la categor´ıa de los puntos
yi(w · xi − b) ≥ 1.
Dado que la norma ||w|| incluye una ra´ız cuadrada la complejidad del problema de
optimizacio´n es grande, por lo que la funcio´n objetivo se transforma en la equivalente
argmin1
2
||w||2, lo que convierte al problema en uno de optimizacio´n por programa-
cio´n cuadra´tica que puede ser resuelto mediante los Multiplicadores de Lagrange,
αi.
Mediante el uso de los multiplicadores y tomando en cuenta la restriccio´n, el pro-










αi[yi(w · xi − b)− 1]}
Por la condicio´n de Karush-Kuhn-Tucker, se tiene que el vector de pesos es equiva-
lente al producto de las categor´ıas con la posicio´n de las instancias que se encuentran




El problema de optimizacio´n genera que αi, los multiplicadores de Lagrange, so´lo sea
distinto de cero en las instancias contenidas en el vector paralelo al hiperplano o´ptimo
de separacio´n. Solucionando el problema de optimizacio´n, se genera el hiperplano
que es capaz de separar y categorizar puntos linealmente separables.
Para solucionar el problema de que pocos puntos pueden hacer que se genere un










Estas variables tambie´n se introdujeron en la restriccio´n del problema de optimiza-
cio´n: yi(w ·xi−b) ≥ 1−ξi. Al estar sumando en la funcio´n objetivo, generalmente las
variables ξi sera´n cero al resolver el problema de optimizacio´n, pero si, por ejemplo,
es so´lo un punto el que impide que se genere el margen ma´ximo, este sera´ admitido.
A esta SVM se le denomino´ Soft-SVM, que genera un hiperplano que admite puntos
en el margen con tal de que este sea lo ma´s grande posible para la mayor´ıa.
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Para solucionar el problema de poder clasificar so´lo puntos linealmente separables, se
elaboro´ el siguiente desarrollo. Si se sustituye w =
∑n







i=1 αi[yi(w · xi − b) − 1]}, teniendo que ||w||2 = w · w, si se operan los te´rminos

























Se traslada a la b como una restriccio´n en funcio´n de los multiplicadores,
∑n
i=1 αiyi =
0 por lo que se iguala a 0. Por otro lado se resta la Expresio´n A con la Expresio´n B,











Se conoce a esta expresio´n como la forma dual de la L-SVM, y es necesaria para que
el hiperplano de n-1 dimensiones se convierta en una funcio´n polino´mica que puede
adquirir cualquier forma separando cualquier nube de puntos. Para ello se utiliza el
conocido Truco del Kernel, que se expone a continuacio´n.
Dentro de la expresio´n anterior, se denomina al kernel de esta expresio´n a xTi xj,
esta expresio´n kernel de una SVM se denotara´ k(xi, xj) y mediante su modificacio´n
la SVM podra´ clasificar todo tipo de puntos. En el caso de la L-SVM el Kernel es
igual a k(xi, xj) = x
T
i xj. La SVM con el Kernel modificado generara´ un hiperplano
en un espacio de dimensio´n superior al de las instancias, incluso en un hiperplano
de infinitas dimensiones denominado Espacio de Hilbert.
Mediante su proyeccio´n en el espacio de dimensiones de las instancias se genera una
funcio´n polino´mica que es capaz de separar cualquier conjunto de instancias en dos
categor´ıas. La funcio´n objetivo de la SVM con Kernel queda por tanto expresada con
la siguiente expresio´n, en la cual hay que declarar una funcio´n Kernel y sustituirla









Un ejemplo de funcio´n Kernel que hace esto posible es la Gaussiana:
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k(xi, xj) = exp(−γ||xi − xj||2)
Otro ejemplo es la funcio´n Kernel Hiperbo´lica Tangencial:
k(xi, xj) = tanh(kxi · xj + c)
El resultado final de emplear una Soft-SVM con una funcio´n Kernel Gaussiana genera
un clasificador que puede tener cualquier forma en Rn y cuyo margen maximiza la
distancia contra las dos categor´ıas separables. La siguiente figura ilustra la funcio´n
generada por este modelo:
Figura 2.6: Funcio´n de separacio´n creada creado por la Soft-SVM con Kernel
Gaussiano [3].
Esta SVM es muy dina´mica, pero so´lo es capaz de separar instancias que pertenecen
a dos categor´ıas. En la actualidad se ha conseguido construir una SVM que es capaz
de clasificar puntos que pertenecen a ma´s de dos categor´ıas, llamada SVM Multiclase.
La filosof´ıa para la construccio´n de la SVM multiclase es la construccio´n iterativa
de SVMs que clasifiquen a los puntos en dos categor´ıas. Una de ellas sera´ una de
las categor´ıas yi y la otra sera´ el conjunto del resto de categor´ıas {yj/i 6= j}. Una
vez construida esta SVM se entrena otra SVM partiendo el espacio de las categor´ıas
{yj/i 6= j} hasta que se tengan n-1 funciones construidas por SVMs donde n es
el nu´mero de categor´ıas. Esta u´ltima SVM, evolucio´n de la Soft-SVM con funcio´n
Kernel gaussiana, es la ma´s comu´nmente empleada en ana´lisis de opiniones para
clasificar las instancias en las categor´ıas positiva, negativa y neutral.
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Los siguientes enfoques utilizan distintas versiones de la SVM como modelos de
aprendizaje automa´tico: [59] [51] [52] [61] [53] [54] [62] [63] [64] [65] [66] [57].
Logistic Regression: La regresio´n log´ıstica es muy citada y conocida tambie´n como
Maximum Entropy Classifier. Al contrario de la SVM, se trata de un clasificador
probabil´ıstico, que da una probabilidad P (ci/xi) a cada instancia xi de pertenecer
a las categor´ıas consideradas ci. Cada instancia xi es un vector de rasgos, donde
la variable que denota un rasgo es xij. Es un ana´lisis de regresio´n empleado para
predecir la clase de una variable catego´rica.
La regresio´n log´ıstica, al contrario que la regresio´n lineal que minimiza el error
cuadra´tico de la recta que aproxima una nube de puntos, modeliza a las categor´ıas
de estos puntos como su media. Estas categor´ıas, en principio dos en la regresio´n
log´ıstica esta´ndar C = 0 y C = 1, son modelizadas por una variable aleatoria que
sigue una distribucio´n de Bernoulli.
Dado que la esperanza de una distribucio´n de Bernoulli condicionada a un vector de
variables predictivas es la media de estas E(C|xj) = µj, se modeliza a las categor´ıas
por la media del valor de estos puntos. El modelo busca la relacio´n entre la variable
dependiente categor´ıa C y las variables predictivas xj, que son el vector de rasgos
de una nueva instancia.
La relacio´n de una categor´ıa con sus variables predictivas debe ser un nu´mero µj =
P (C = j|{x1, ..., xn}) ∈ [0, 1] y adema´s se debe cumplir que P (C = 0|{x1, ..., xn}) +
P (C = 1|{x1, ..., xn}) = 1 para que la relacio´n simbolice una variable aleatoria de
probabilidad.
Para garantizar estas propiedades, se utiliza una funcio´n log´ıstica, que toma cual-
quier valor y su salida es siempre un nu´mero entre 0 y 1. Para estimar el valor de
esta relacio´n, que simboliza la probabilidad de que una instancia sea clasificada en
una categor´ıa, se emplea por tanto la siguiente expresio´n:
µj = P (C = 1/xj) =
1
1 + e−(β0+β1xj1+···+βkxjk)
El opuesto de esta probabilidad para la instancia xj sera´ la probabilidad de que la
instancia xj pertenezca a la otra categor´ıa, C = 0. El modelo tiene que estimar los
para´metros βi con respecto al conjunto de datos que utiliza para el entrenamiento. Se
estiman por ma´xima verosimilitud. No es posible encontrar una expresio´n anal´ıtica
para resolver este problema por lo que se hace empleando el me´todo iterativo de
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Newton-Raphson hasta convergencia. Una vez encontrado el vector de valores βi el
modelo esta´ listo para clasificar nuevas instancias.
Si se necesita discriminar entre ma´s de dos clases se utiliza la regresio´n log´ıstica
multinomial, que en vez de considerar una distribucio´n de Bernoulli para modelizar
las categor´ıas considera una distribucio´n multinomial. Una distribucio´n multinomial
es la extensio´n de la distribucio´n de Bernoulli, en la que la variable aleatoria X
tiene valor xi con probabilidad pi, pudiendo haber ma´s de dos valores y tal que∑k
i=1 pi = 1. La regresio´n log´ıstica multinomial es un modelo muy utilizado en el
ana´lisis de opiniones.
Las siguientes publicaciones incorporan la regresio´n log´ıstica como modelo cuanti-
tativo: [51] [61] [53] [63].
Na¨ive Bayes Classifiers: Como en las SVMs, existen una gran variedad de clasi-
ficadores basados en el Naive Bayes original. De entre todos ellos, el ma´s empleado
en ana´lisis de opiniones es el Naive Bayes Multinomial. Al igual que la regresio´n
log´ıstica multinomial, este modelo es capaz de asignar la probabilidad de pertenecer
a una categor´ıa de un vector de rasgos o instancia. Al igual que la regresio´n log´ıstica,
se trata de un clasificador probabil´ıstico.
Este modelo calcula la probabilidad de que un vector de rasgos o instancia X per-
tenezca a una categor´ıa como P (C|X) = P (X|C)P (C)
P (D)
. Esta expresio´n es el Teorema
de Bayes. La probabilidad a priori de una categor´ıa P (C) es calculada por ma´xima
verosimilitud, es decir, contando cua´ntas instancias del conjunto de datos perte-
necen a esa categor´ıa y dividiendo por el total. La probabilidad del denominador
es la misma para todas las instancias por lo que se elimina, quedando P (C|X) =
argmax
c∈C
P (X|c)P (c). Como las variables x1, x2, ..., xn ∈ X del vector de rasgos son





Las probabilidades P (x|c), tal que c ∈ C puedes ser calculadas por ma´xima vero-
similitud como la razo´n entre la instancias que pertenecen a c entre las instancias
totales. Si se quiere generalizar a ma´s valores para no incurrir en un posible Over-
fitting se puede emplear en vez de ma´xima verosimilitud una te´cnica de Smoothing,
que asigne masa de probabilidad a instancias nunca vistas y quite una proporcio´n
similar a todas las vistas. Los resultados mejoran. Junto a las SVM y la regresio´n
log´ıstica, es el clasificador mas empleado en ana´lisis de opiniones, dada su sencillez
y porque todos los rasgos son independientes entre s´ı.
Se encuentra este modelo en los siguientes art´ıculos: [51] [52] [61] [53] [67] [64].
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Metaclasificadores: Son modelos que utilizan el resultado de otros modelos para
clasificar. Existen mu´ltiples variantes de estos modelos pero la ma´s popular es el
AdaBoost. Se tiene una serie de modelos que clasifican las instancias en categor´ıas
por separado. Los metaclasificadores utilizan primero uno de ellos y comprueban
que instancias se han clasificado correctamente, para las que no se han clasificado
correctamente, se env´ıan a los siguientes clasificadores o se incrementa su importan-
cia para los siguientes clasificadores. Estos clasificadores intentara´n clasificar estas
instancias, que se denominan instancias frontera. Se intenta que las instancias que
fallan los primeros clasificadores sean clasificadas por los siguientes. Se comprueba
la mejor´ıa de la clasificacio´n empleando modelos distintos. Los siguientes autores
emplean metaclasificadores: [51] [52] [53] [49]. Desde un punto de vista personal se
recomienda combinar varios modelos de aprendizaje automa´tico creando un meta-
clasificador ya que ningu´n modelo es mejor a cualquier otro en todos los problemas.
Ante ana´lisis de opiniones en dominios amplios o en varios dominios, se recomienda
emplear varios modelos, tanto cuantitativos como cualitativos. Posteriormente, se
recomienda crear un metaclasificador que clasifique el texto entrante en la categor´ıa
que cuente con el mayor nu´mero de votos entre los modelos.
Otros clasificadores vistos en la literatura son los Modelos Ocultos de Markov [60],
A´rboles de Decisio´n [58] [63] y diferentes tipos de Redes Neuronales [68] [69]. Un
u´ltimo enfoque emplea Deep Learning [70] en dichas redes neuronales.
En algunos problemas del ana´lisis de opiniones, no solo basta con clasificar un texto
en una categor´ıa, sino que es necesario clasificarlos en varias categor´ıas. Por ejemplo,
un texto puede pertenecer a las categor´ıas negativo y deportivo. A continuacio´n se
detalla informacio´n sobre estos problemas.
2.5.3.2. Modelos de aprendizaje supervisado multietiqueta
Los modelos vistos clasifican a una instancia en una categor´ıa. Es posible, sin em-
bargo, que lo ma´s adecuado para un tipo de problema sea clasificar a una instancia
X en distintas categor´ıas c ∈ C, con un grado de pertenencia wj ∈ [0, 1] para to-
das ellas. En ana´lisis de opiniones, por ejemplo, si se quiere analizar una cr´ıtica
simulta´neamente en las categor´ıas Enfado sobre una caracter´ıstica y Alegr´ıa so-
bre otra caracter´ıstica, se necesita uno de estos modelos, denominados modelos de
aprendizaje supervisado multietiqueta Multilabel models.
Marcheggiani [71] emplea modelos basados en Conditional Random Fields (CRFs)
para categorizar frase a frase aspectos particulares de un producto. A cada segmento
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de texto, t, le es asignado las siguientes variables que modelizan opinio´n: La opinio´n
general expresada en el segmento y0 ∈ Y y las variables de opinio´n yat ∈ Y expre-
sadas del aspecto a si estos son reconocidos. Las categor´ıas son positivo, negativo
y sin opinio´n. Al poder asignar a una instancia tantas variables como aspectos se
reconozcan se trata de un problema multietiqueta.
El modelo de Potts empleado en [45] que se comento´ en la seccio´n de Enfoques
basados en modelos de optimizacio´n tiene en cuenta categorizar a cada palabra en
mu´ltiples clases para el trabajo futuro. De momento los autores consiguen asignar
a cada palabra una probabilidad de pertenecer a cada clase, pero finalmente la
clasifican en una sola clase. No obstante, citan la importancia de que una palabra,
por ejemplo succumb pertenezca a las categor´ıas sad y fear. El enfoque es identificar
estas palabras y representarlas en clases borrosas. Estas palabras se introducir´ıan en
el le´xico polarizado semilla que se ampliar´ıa mediante los grafos mencionados en el
modelo de Potts.
Se trata de un problema no muy tratado en la literatura dada la novedad de los
modelos de aprendizaje supervisado multietiqueta. Estos modelos podr´ıan propor-
cionar aplicaciones muy u´tiles en lo relativo al ana´lisis de opiniones. Adema´s de
poder clasificar una palabra categor´ıas distintas o categorizar aspectos en una sola
frase, la utilizacio´n de modelos multietiqueta podr´ıa etiquetar la opinio´n de mu´ltiples
usuarios, productos, distintas categor´ıas afectivas y polares, asignar categor´ıas asu-
miendo que el texto pertenece a distintos contextos y tomando en cuenta distintos
factores para todos ellos, asignar categor´ıas en funcio´n a factores, etc...
No siempre se dispone de un corpus anotado de textos ni se quiere clasificar un
texto en una categor´ıa. Un escenario muy comu´n es disponer de textos sin procesar.
Una metodolog´ıa a emplear es agrupar estos textos en funcio´n de sus similitudes
para poder estudiar cada grupo de textos por separado y que estos grupos sean
clasificados en categor´ıas por expertos. Para ello, son u´tiles los modelos de clustering
y estad´ısticos, comentados a continuacio´n.
2.5.4. Me´todos estad´ısticos y basados en Aprendizaje No
Supervisado
En esta seccio´n se citan me´todos de cara´cter estad´ıstico que se emplean en el ana´lisis
de opiniones. El objetivo de estos me´todos es agrupar N-Gramas en categor´ıas sin
basarse en ninguna supervisio´n previa. Se basan en encontrar patrones que se repiten
en los mismos te´rminos a lo largo de mu´ltiples textos. Esta agrupacio´n hace posible
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que se clasifique un nuevo te´rmino en distintas categor´ıas o un texto basado en las
categor´ıas de sus te´rminos.
2.5.4.1. Me´todos Estad´ısticos
Mutual Information: Prabowo [72] define un set de palabras que denotan senti-
miento y quiere averiguar si otras expresiones tambie´n denotan sentimiento. Esta
te´cnica mide como de frecuente es encontrar la expresio´n junto a una palabra que
denota sentimiento frente a encontrarlas por separado. Si es ma´s frecuente encon-
trarlas juntas que por separado entonces se asume que se extiende la polaridad de
la palabra que denota sentimiento a la expresio´n que aparece junto a ella.
Para usar esta medida se necesitar definir otra medida de proximidad, es decir, cuan-
do se dice que dos expresiones coocurren. Por ejemplo, se dice que dos expresiones
coocurren si esta´n en la misma frase, en el mismo pa´rrafo, a una distancia de 3 pa-
labras, etc... Prabowo define la Mutual Information de una expresio´n e con respecto
a la palabra que denota sentimiento s como:
MI(e, s) = log2
P (e, s)
P (e) ∗ P (s)
Donde la probabilidad de coocurrencia se mide si dos palabras esta´n presentes en
un mismo documento. La probabilidad de ocurrencia se mide por ma´xima verosimi-
litud, es decir, el conteo de palabras que ocurren en el documento entre el total de
documentos. Este valor debera´ ser calculado para todas las expresiones que denoten
sentimiento. Las expresiones cuyas MI(e, s) superen un umbral predefinido estas ser
categorizadas como polares y la polaridad que tenga la expresio´n sera´ expandida a
ellas.
Chi-Square χ2 [72]: Si se asume que encontrar una expresio´n con una determinada
frecuencia en textos que denotan opinio´n hace que esta expresio´n sea categorizada
como polar, entonces se puede emplear esta medida de contraste. Esta medida com-
para la frecuencia esperada Ei con la frecuencia observada Oi, en cada texto i. La
hipo´tesis que se desea rechazar es la de que no aparece la expresio´n con la frecuencia
deseada y por lo tanto no se puede categorizar a la expresio´n como polar. Prabowo
acepta valores de χ2 por encima de 5 para rechazar la hipo´tesis. La expresio´n de
esta medida es la siguiente:






Latent Semantic Analysis (LSA) [30]: Esta te´cnica establece una asociacio´n
entre palabras y los conceptos que ellas simbolizan teniendo una base de documentos.
LSA categoriza un documento en una categor´ıa y encuentra relaciones entre los
distintos te´rminos considerados.
Esta te´cnica construye un espacio conceptual en R2 que, dadas las coordenadas de
dos palabras, simboliza lo cercanos que esta´n los conceptos de las palabras consi-
deradas entre s´ı. Si los conceptos a los que se quieren asociar las palabras son las
categor´ıas positiva, negativa y neutral esta te´cnica se puede emplear para el ana´lisis
de opiniones. Para ello se deben definir palabras representativas de estas categor´ıas
o conceptos y definir los conceptos.
En esta te´cnica, los documentos son representados mediante conjuntos de palabras
sin orden determinado bag of words. Los conceptos deben ser asociados a palabras
representativas de los mismos, por ejemplo: Caballo, Torre, Peo´n y Alfil represen-
tantes del concepto Ajedrez. Con esta representacio´n, la te´cnica LSA construye una
matriz que tiene por filas las palabras, por columnas los documentos y el elemento
Mij es un contador de la aparicio´n de la palabra i en el documento j. Una variante
tambie´n propone que el elemento Mij sea el resultado de aplicar el algoritmo TF-IDF
de la palabra i en los documentos.
A partir de esta matriz, se ejecuta el algoritmo Singular Value Decomposition (SVD)
sobre la matriz. Los detalles de este algoritmo pueden ser consultados en la literatu-
ra. Este algoritmo encuentra una representacio´n dimensional reducida de la matriz
enfatizando las relaciones que encuentra, devolviendo tres matrices, de las cuales, es
importante en ana´lisis de opiniones la primera y tercera matriz.
La primera matriz tiene tantas filas como te´rminos considerados y tres columnas,
de las cuales, son importantes las dos u´ltimas. Estas columnas representan las coor-
denadas de las palabras en el espacio conceptual de los conceptos considerados en
R2. Si dos palabras esta´n cercanas entre s´ı, entonces es que pertenecen a la misma
categor´ıa o concepto. La tercera matriz tiene tantas columnas como documentos
considerados y tres filas. Las u´ltimas dos filas son las coordenadas el espacio con-
ceptual R2 de los textos, pueden ser dibujados junto a las te´rminos para clasificar a
los textos. En caso del ana´lisis de opiniones, categor´ıas positiva, negativa y neutral.
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Esta te´cnica es u´til para averiguar si una palabra no considerada antes esta´ cercana
a una serie de palabras categorizadas, si la distancia de la nueva palabra junto a las
otras es pequen˜a, se puede categorizar a este te´rmino en una categor´ıa. En ana´lisis
de opiniones sirve para extender un le´xico polarizado y emplear posteriormente al
te´rmino como rasgo en un modelo de aprendizaje supervisado. Se puede considerar
la distancia de un documento a un centroide de te´rminos como un rasgo para un
modelo de aprendizaje que clasifica a un documento en distintas categor´ıas.
Latent Dirichlet Allocation (LDA) [57]: Este me´todo probabil´ıstico, al igual que
el LSA, categoriza a los documentos por categor´ıas en funcio´n de las palabras que
aparecen en este documento. Esta te´cnica representa a cada documento como una
mixtura de categor´ıas. El documento es clasificado en la categor´ıa que maximiza su
probabilidad condicionada a las palabras del documento. El LDA necesita conocer
el nu´mero de categor´ıas en las cuales se desea clasificar los documentos. A partir
de este nu´mero, el modelo LDA aprende la representacio´n de cada categor´ıa y las
palabras que la representan.
Este algoritmo asume que un documento es generado por una serie de distribuciones
que modelizan su longitud y la proporcio´n de categor´ıas a la que pertenece. Cada
categor´ıa esta´ representada por un conjunto de palabras clave. Las palabras del
documento son generadas aleatoriamente en funcio´n a la distribucio´n que modeliza
cada categor´ıa. Con esas asunciones sobre la generacio´n de un documento, el LDA
aprende las palabras que componen cada categor´ıa.
El modelo aprende una probabilidad condicionada p(w|C) para cada palabra w
representante de C. Emplea un proceso iterativo en el cual se asigna a cada palabra
w una categor´ıa C, y se calcula las probabilidades p(C|D) y p(w|C). Las palabras
cambian de categor´ıa para maximizar p(C|D) ∗ p(w|C) en todas las categor´ıas y
documentos. Al final de las iteraciones, se asume que los to´picos representan a los
documentos y que las palabras representan a las categor´ıas [73].
Este algoritmo puede ser empleado como rasgo en la clasificacio´n de un texto si
estas categor´ıas simbolizan a las utilizadas en el ana´lisis de opiniones. Los te´rminos
que esta te´cnica extrae pueden ser usados como rasgos en un modelo de aprendizaje
supervisado o como te´rminos para expandir su polaridad.
2.5.4.2. Clustering
En esta seccio´n se citan enfoques que han empleado Clustering en ana´lisis de opi-
niones. Se entiende como Cluster a una coleccio´n de objetos similares entre s´ı y lo
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ma´s diferentes a los objetos que habitan en otros clusters. Los me´todos de clustering
son aquellos procedimientos que, dados una coleccio´n de puntos, construyen estos
clusters. En ana´lisis de opiniones, estos me´todos sirven para asignar a cada texto o
te´rmino en un cluster, por ejemplo: De textos positivos, negativos o neutrales.
Wachsmuth, en [29], analiza los textos en funcio´n de su estructura polar. Estos textos
sera´n asociados a la categorizacio´n de la estructura polar ma´s similar con respecto
a las estructuras polares referencia. El centroide de cada cluster que se obtiene en
el proceso, ω, se convierte en una estructura polar referencia. La estructura polar
de los centroides es estudiada y anotada en una categor´ıa posteriormente al proceso
de clustering. Para determinar la amplitud de los clusters emplea un dendograma,
construido mediante clustering jera´rquico ascendente.
Este proceso agrupa a los objetos ma´s cercanos entre s´ı en sucesivas iteraciones
creando categor´ıas, en la cual va agrupando objetos cada vez ma´s alejados, hasta
que en la u´ltima iteracio´n todos quedan englobados en una categor´ıa. Todos los
mecanismos de clustering necesitan una funcio´n de semejanza entre objetos para
conocer como de alejados esta´n unos de otros y saber si se agrupan en un cluster o
no. En coordenadas polares, esta puede ser la distancia eucl´ıdea o de Manhattan.
Wachsmuth emplea una funcio´n de semejanza de estructuras polares para compa-
rar las estructuras de los textos. Los clusters finales quedan definidos mediante un
umbral, que simboliza la iteracio´n a partir de la cual las categor´ıas que se definiesen
ah´ı son las definitivas.
Una vez terminado el proceso de clustering jera´rquico ascendente, en este tipo de
clustering un nuevo texto sera´ asociado al cluster que minimice la distancia con
respecto con e´l. Para saber el punto que simboliza a un cluster existen criterios
como el ma´s cercano, el ma´s lejano, etc... Wachsmuth emplea el centroide de cada
cluster como el punto referencia. De esta forma categoriza nuevos textos en funcio´n
a su estructura polar.
Formalmente, todo modelo de clustering jera´rquico que asigna a un texto a una
categor´ıa, Hard clustering, puede seguir el siguiente enfoque, referenciado por Popat
[55]. Este enfoque emplea la agrupacio´n previa en distintos clusters de cada una
de las palabras del texto a agrupar para clasificar al texto en una categor´ıa. Sea
C una funcio´n de proximidad gene´rica a definir en cada problema que clasifica o
agrupa palabras que componen un texto, w = [wj]
m
j=1, en un cluster Ki. Si Ki =
C(wj), es decir, esta funcio´n agrupa a cada palabra en un cluster, entonces, un texto
sera´ asignado al cluster Ki que maximice la siguiente expresio´n, cuyas variables se
explican en el siguiente pa´rrafo:





Donde M es la longitud del texto. F es el me´todo para calcular la probabilidad
P (wj), este me´todo es gene´ricamente el criterio de ma´xima verosimilitud, es decir el
conteo de las palabras sobre el total de palabras del texto. La probabilidad P (C(wj))
se calcula de la misma forma, contando el nu´mero de palabras de esta categor´ıa que
aparecen en los textos en funcio´n al total de palabras. Tambie´n es empleado para
calcular la probabilidad algu´n modelo de Smoothing, para una mejor generalizacio´n.
Se recomienda utilizar mecanismos de Smoothing si el problema tiene un dominio
amplio para que sea ma´s generalista.
La expresio´n descrita arriba simboliza que la agrupacio´n final del texto sera´ en el
cluster en el cual se agrupa la mayor´ıa de sus palabras
∏m
j=1 p(wj|C(wj)) teniendo
en cuenta lo factible de que distintas categor´ıas sean presentadas en el orden de las
palabras del texto p(C(wj)|C(wj−1). El texto sera´ clasificado en la categor´ıa que
maximice esa expresio´n.
No todos los modelos de clustering asignan a un objeto una categor´ıa o cluster
en su totalidad. Los modelos denominados como modelos de clustering suave, Soft
Clustering, asignan a un objeto una probabilidad o grado de pertenecer a uno o ma´s
clusters. De este modo un objeto puede ser asignado en categor´ıas.
Xiang [57] emplea dos niveles de clustering suave para clasificar a un tweet xi en
una categor´ıa polar c.
En el primer proceso de clustering pretende clasificar tweets en to´picos tj. Previa-
mente Xiang emplea la te´cnica LDA para generar los to´picos tj de sus textos. Con
estos k to´picos, emplea posteriormente el modelo K-Means de Soft Clustering para
asignar a un tweet a un to´pico. Este modelo necesita el nu´mero de clusters como
para´metro y asigna una probabilidad a cada objeto de pertenecer a un cluster, por lo
que se adapta perfectamente al problema. Dado que el modelo K-Means necesita una
definicio´n de distancia entre objetos, Xiang define la siguiente funcio´n de semejanza:
Pt(tj|xi) = maxkPt(tk|xi)
Es decir, un tweet xi es asignado a cada categor´ıa tj con probabilidad Pt(tk|xi), pro-
babilidad condicionada de la categor´ıa k al tweet xi, calculada por ma´xima verosimi-
litud. A partir de este paso el tweet es modelado como una distribucio´n multinomial
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de to´picos, puesto que
∑k
i=1 Pt(tk|xi) = 1. Esta modelizacio´n del tweet sera´ empleada
para clasificarlo en una categor´ıa polar en el segundo modelo de clustering.
Previamente, Xiang [57] ha clasificado a los to´picos tk en categor´ıas polares c con
una probabilidad P (c|tk). Un tweet xi quedara´ clasificado en una de las T categor´ıas





El modelo K-Means es uno de los ma´s populares en clustering suave, pues su aplica-
cio´n es directa cuando se conoce el nu´mero de categor´ıas en las que se quiere agrupar
un conjunto de datos. Este modelo es tambie´n utilizado por Li [65] para detectar
foros sobre un to´pico que se va a comentar con asiduidad, hotspot forums.
En este estudio, Li comienza con un conjunto de foros que histo´ricamente han sido
muy concurridos en distintos to´picos. Li representa a cada foro como un vector de 5
elementos: Nu´mero de posts del to´pico j en una franja de tiempo, nu´mero medio de
respuestas a los posts de los to´picos considerados, el valor medio de la opinio´n de estas
respuestas y la fraccio´n de respuestas categorizadas positivamente y negativamente.
Estos vectores sera´n agrupados por el algoritmo de clustering K-Means en clusters.
Li argumenta que el centroide de cada cluster representa las coordenadas de un foro
en el cual comenta un gran nu´mero de gente, dado que los foros semilla han sido
muy concurridos. Para cada nuevo foro, si su distancia a un centroide de cualquier
cluster es muy pequen˜a entonces se predice que ese foro sera´ concurrido.
Los recursos lingu¨´ısticos pueden ser usados en modelos de clustering. Popat [55]
considera a los synsets de Wordnet como un cluster de palabras. Te´rminos muy
parecidos entre s´ı y adema´s su significado es diferente a los del resto de clusters.
Popat no especifica funcio´n de distancia para incorporar una nueva palabra con el
modelo de clustering, pero esta puede basarse en el conteo del nu´mero de palabras del
texto que pertenecen a cada synset, ma´xima verosimilitud, y la polaridad asociada
a estos synsets. Para esto se necesita un recurso como SentiWordnet y un proceso de
desambigu¨acio´n. Dado este u´ltimo requisito, se recomienda ser especialmente cr´ıtico.
Se ha comentado informacio´n acerca de todos los enfoques que se pueden realizar en
el ana´lisis de opiniones. Vistos estos enfoques, es necesario comentar las principales
problema´ticas que hacen que el ana´lisis de opiniones sea una tarea ardua. Estas
problema´ticas son listadas en el siguiente apartado del estado del arte.
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2.6. Problema´ticas espec´ıficas en Ana´lisis de Opi-
niones
Todo problema relacionado con el proceso del lenguaje natural tiene que lidiar con
problema´ticas espec´ıficas que ocurren al procesar el lenguaje. En este apartado se
citan problema´ticas y se proponen enfoques existentes en la literatura para solucio-
narlas.
2.6.1. Multilingu¨ismo
Existen me´todos para gestionar el multilingu¨ismo pero ninguno es aceptado por toda
la comunidad cient´ıfica como el ma´s va´lido en todos los problemas. Consciente de
este feno´meno, Chen [4], construye un grafo en el cual cada te´rmino esta´ conectado el
te´rmino traducido en distintas lenguas por un enlace que se puede representar como
un vector de 6 valores. Cada valor de este vector representa el me´todo de traduccio´n
entre el te´rmino y su traduccio´n en otro lenguaje o una relacio´n sema´ntica entre dos
te´rminos en el mismo lenguaje, sinonimia y antonimia.
Por ejemplo, un valor del vector es 1 si dos te´rminos esta´n relacionados por su
traduccio´n en Google Translate y 0 en caso contrario. Chen elabora esta solucio´n para
poder propagar las categor´ıas polares de un le´xico semilla a un le´xico multilingu¨e
polarizado.
Figura 2.7: Grafo construido por Chen [4] para la expansio´n de un le´xico pola-
rizado a un le´xico polarizado multilingu¨e.
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Se trata de un enfoque que combina varios criterios entre s´ı, lo cual es positivo.
Por contra, el problema del multilingu¨ismo no es solucionado con alta precisio´n por
algunos de los criterios que cita como Google Translate por lo que se pueden obtener
resultados no deseados.
Boiy [51] propone un enfoque en el que emplea Aprendizaje Automa´tico para analizar
opiniones en mu´ltiples lenguajes. Boiy se centra en que cada lenguaje tiene sus
caracter´ısticas que lo hacen distinto de otros y que no se puede tratar a todos
los lenguajes del mismo modo. El enfoque propone utilizar distintos rasgos para el
modelo de aprendizaje automa´tico en cada lenguaje en funcio´n de sus peculiaridades.
Por ejemplo, el holande´s es un idioma que junta palabras distintas en una sola
palabra con asiduidad, por lo que necesita reglas adicionales para lidiar con las
palabras y verbos compuestos. El france´s necesita reglas espec´ıficas para tratar con
la negacio´n y con las abreviaturas. En definitiva, analizar opiniones en distintos
lenguajes necesita de un experto en esa regla para disen˜ar los rasgos espec´ıficos de
la misma.
Un enfoque muy comu´n es la traduccio´n automa´tica de textos pertenecientes a cual-
quier lengua al ingle´s previo al ana´lisis de opiniones. Mediante este procedimiento,
se separa el problema en dos: Primero, lidiar con el multilingu¨ismo para pasar un
texto de cualquier lengua a ingle´s y luego disen˜ar el modelo de ana´lisis de opiniones
exclusivamente en lengua inglesa. Se recomienda este tipo de enfoques, puesto que
reducen la complejidad del problema, de acuerdo a la popular metodolog´ıa Divide y
vencera´s.
Bautin [74] emplea el IBM Websphere Translation Server para traducir 8 lenguajes
al ingle´s. De nuevo, es un enfoque que no tiene una precisio´n total. Abbasi [52]
considera distintos rasgos para el ana´lisis de opiniones en lengua inglesa frente a
lengua ara´biga. Por ejemplo, sostiene que en ingle´s los n-gramas son ma´s u´tiles que
en a´rabe, donde son importantes las ra´ıces de las palabras. Enfocar el ana´lisis de
opiniones por separado en varias lenguas hace que se obtenga una gran precisio´n,
pero esta metodolog´ıa es inabordable si se quiere obtener un ana´lisis de opiniones
en el multilingu¨ismo masivo.
Las ventajas de esta metodolog´ıa es que so´lo se necesita disen˜ar un modelo de ana´lisis
de opiniones para una lengua y las desventajas es que dependiendo del mecanismo
de traduccio´n a lengua inglesa se puede perder el significado original del texto y por
lo tanto hacer un ana´lisis de opiniones de baja calidad.
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El enfoque propuesto por Jadhav [27] empleando la interlingua UNL para crear reglas
con las cua´les determinar te´rminos que contienen polaridad podr´ıa ser ampliado para
lidiar con multilingu¨ismo. Empleando los codificadores UNL se puede traducir texto
en cualquier lengua a su representacio´n como documento UNL.
El ana´lisis de opiniones se realiza con las reglas propuestas por Jadhav [27] o con
otros enfoques que usen la representacio´n UNL. El mecanismo de evaluacio´n necesi-
tar´ıa Gold Standards en las lenguas traducidas a UNL para medir la efectividad del
ana´lisis de opiniones empleando UNL. Se recomienda el uso de una interlingua como
UNL para lidiar con el multilingu¨ismo, puesto que la complejidad del problema se
hace menor que tener que traducir un idioma a cualquier idioma y todas esos idiomas
a ese idioma. Mediante UNL, o cualquier otra interlingua, u´nicamente se necesitan
expertos de cada idioma y de UNL para crear los codificadores y decodificadores de
esa lengua a UNL. Se trata por tanto de una solucio´n ma´s escalable.
2.6.2. Negacio´n
En ana´lisis de opiniones la negacio´n es un rasgo que se debe tener en cuenta. Por
ejemplo, conside´rese que se tiene un le´xico polarizado en el cual el te´rmino bueno
tiene polaridad positiva. Si no se tiene en cuenta la negacio´n, entonces la frase Este
filete no esta´ bueno es categorizada positivamente, cuando la polaridad de la frase
es negativa.
Un enfoque muy utilizado en la literatura es el de negacio´n local. Este enfoque divide
un texto en frases que polariza por separado. Para cada frase, se detecta si existe en
ella un te´rmino que denota negacio´n, por ejemplo not. Si este te´rmino es detectado,
entonces, la polaridad de la frase sera´ la contraria de la polaridad en la que se le ha
categorizado.
En el ejemplo anterior, Este filete no esta´ bueno, la categorizacio´n de la frase es
positiva pero como se encuentra un te´rmino que denota negacio´n, no, la frase es
categorizada como negativa.
Wilson [26] emplea una variable binaria como rasgo representante de la negacio´n,
con valor 1 si se detecta negacio´n y 0 en caso contrario. De ser detectada se invierte la
polaridad. Por razones de sencillez, se opina que pese a no ser el enfoque ma´s preciso y
probablemente no es apto para problemas muy espec´ıficos, se trata del ma´s escalable.
Kim [20] incluye palabras como not y never que invierten la polaridad, la idea es
fundamentalmente la misma que Wilson. Zirn [56] elabora una lista de te´rminos que
Cap´ıtulo 2. Estado del Arte 68
expresan negacio´n e invierte la polaridad de las frases en las que se encuentran estos
te´rminos, personalmente es el enfoque recomendado dada su sencillez y a obtener
una precisio´n relativamente alta.
La negacio´n es tambie´n expresada mediante el uso de giros conjuntivos y conecto-
res, como cita Vechtomova [22]. Por ejemplo, The steak is good, although could be
better. Conside´rese un proceso que separa este texto en dos frases unidas por el giro
conjuntivo although. Si se cuenta con un recurso efectivo para separar frases, es un
enfoque recomendado.
Si se conoce que la primera frase tiene polaridad positiva, entonces se puede esta-
blecer que la segunda frase tiene polaridad negativa mediante una regla lingu¨´ıstica
del tipo: Si hay dos frases unidas por un giro lingu¨´ıstico, entonces la polaridad de la
segunda frase es la inversa de la primera. Es necesario elaborar un listado de giros
lingu¨´ısticos para poder ejecutar esta regla, por ejemplo: but y although.
Considerar que siempre que se encuentre un giro lingu¨´ıstico o te´rmino que denota
negacio´n la polaridad de la frase es la inversa en un enfoque pra´ctico dada la senci-
llez de su implementacio´n pero no es totalmente preciso. Dependiendo de la frase,
esta negacio´n puede incurrir en una mayor o menor intensificacio´n del cambio de
polaridad. Si se desea una mayor precisio´n en los resultados del modelo de ana´lisis
de opiniones, es necesario seguir el siguiente enfoque.
Zhu [69], en su estudio de la negacio´n en el ana´lisis de opiniones, cita este hecho
con ejemplos. Conside´rese la frase: not very good frente a never has been good. Con
los enfoques anteriormente citados, la polaridad de las dos frases ser´ıa la misma:
Negativa. En cambio, la polaridad de la primera frase puede ser incluso considerada
como positiva, mientras que la segunda es claramente negativa.
Zhu define por tanto que la polaridad debe ser una variable continua en un inter-
valo cerrado para representar con exactitud el impacto de la negacio´n dependiendo
de la palabra negativa encontrada y la frase que se analiza. Zhu propone diversas
heur´ısticas para lidiar con la negacio´n basadas en una polaridad a priori de cada
una de las palabras que denotan negacio´n y una polaridad final calculada en funcio´n
a la palabra que denota negacio´n y la frase. Los enfoques de Zhu son ma´s precisos
que el enfoque cla´sico pero an˜aden complejidad al problema.
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2.6.3. Independencia de Contexto
Los rasgos que denotan subjetividad en distintos tipos de texto son diferentes entre s´ı.
Por ejemplo: En Twitter el ana´lisis de emoticonos es esencial para clasificar al tweet
en una categor´ıa polar mientras que en art´ıculos de opinio´n en perio´dicos este rasgo
es inu´til. Un modelo de ana´lisis de opiniones robusto frente a cambios de contexto
puede ser empleado para categorizar cualquier tipo de texto, evitando desarrollar
un modelo diferente por cada contexto a considerar. Los enfoques de independencia
de contexto o dominio, pretenden desarrollar soluciones para el ana´lisis de opiniones
ma´s escalables.
Tan [67] emplea redes bayesianas con distintos rasgos para adaptarse al contexto de
los textos que analiza. Tan divide a los rasgos que se pueden emplear en ana´lisis de
opiniones como espec´ıficos y no espec´ıficos de un dominio, se considera un enfoque
muy acertado, puesto que hay rasgos que son determinantemente independientes de
contexto y otros en cambio son fuertemente dependientes del dominio. El problema
radica en identificar cua´les de estos rasgos se pueden aplicar independientemente
del dominio para analizar opiniones. Por supuesto, un rasgo, como por ejemplo un
unigrama, puede tener polaridad invertida si aparece junto a otros, pero los enfoques
cuantitativos son capaces de determinar estas dependencias. Este enfoque pretende
u´nicamente encontrar aquellos rasgos que se pueden emplear independientemente
del dominio, no su polaridad final.
Tan u´nicamente considera N-Gramas para ver si son generalizables o no. Para en-
contrar N-Gramas generalizables en cualquier dominio emplea la me´trica Frequently
Co-Occurring Entropy (FCE). Esta me´trica incluye el criterio de quedarse con los
rasgos que ocurren frecuentemente en dos dominios y que ocurren con probabilidad
similar. Sea P0(w) la probabilidad de ocurrencia del N-Grama en el contexto origi-





(|P0(w)− Pn(w)|+ β)1−pi )
Donde β es un para´metro con valor 0,00001 para evitar una indeterminacio´n en el
caso que |P0(w) − Pn(w)| = 0 y el para´metro pi ∈ [0, 1] es parametrizable por el
usuario y empleado para dar ma´s importancia al criterio de quedarse con los rasgos
que ocurren frecuentemente P0(w)Pn(w) o con los que ocurren con probabilidad
similar P0(w)− Pn(w).
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Este tipo de heur´ısticas son u´tiles para quedarse con los rasgos que mejor se adaptan
a un cambio de contexto. Pueden, por ejemplo, servir para mejorar un le´xico pola-
rizado y adaptarlo a los dos contextos que se trabajan. Los autores so´lo la aplican a
N-Gramas pero esta me´trica tendr´ıa mayor valor si fuese adaptada a cualquier tipo
de rasgos en ana´lisis de opiniones. Tambie´n tendr´ıa un mayor valor si fuese emplea-
da para un nu´mero mayor de dos contextos. Esta me´trica puede ser embebida en
un filtro para los sistemas de aprendizaje automa´tico, para detectar los rasgos que
mejoran la precisio´n.
Elming [48] propone un enfoque en el que en el proceso de aprendizaje automa´tico
no gobierne un rasgo sobre otros por ser ma´s representativo en el contexto en el cual
se ha entrenado el modelo. A este proceso le denomina Data Corruption. Consiste
en que al entrenar el modelo de aprendizaje automa´tico, si un rasgo gana peso para
categorizar a textos entrantes, se le elimine del modelo. De esta forma, el peso de
dicho rasgo se distribuye entre otros rasgos, logrando un modelo que en teor´ıa es
ma´s generalista.
Este proceso de Data Corruption es aplicable en cambios de contexto, dado que cada
uno de ellos es explicado por rasgos distintos. Al no centrar todo el peso en pocos
rasgos, si se cambia el contexto y estos rasgos no aplican el modelo es robusto dado
que ha distribuido el peso en otros rasgos. Se trata de un enfoque recomendado para
modelos cuantitativos.
Una parte de los rasgos, como el de estructura polar definido por Wachsmuth [29],
se consideran como independientes de contexto. Sea cual sea el texto a analizar, se
han definido determinadas estructuras polares que denotan la polaridad del texto.
Cada dominio puede albergar textos con una diferente frecuencia de estructuras.
Pero dado que estas se agrupan mediante el proceso de clustering en las distintas
categor´ıas, es indiferente lo distintas que sean en funcio´n del contexto. Es por tanto
importante, como ya introduce Tan para los N-Gramas, clasificar a los rasgos como
dependientes o independientes del dominio, considerando cualquier rasgo y no so´lo
N-Gramas.
El problema de la independencia de dominio o contexto es poco tratado en la lite-
ratura pero de esencial uso pra´ctico. Si el modelo no es robusto frente a cambios de
contexto, hay que hacer un modelo distinto por cada dominio que se quiera analizar.
Una metodolog´ıa es tratar los contextos o dominios no estudiados por expertos con
este tipo de modelos hasta que sea posible realizar su supervisio´n por expertos. Con
esto se gana agilidad en la creacio´n de modelos de ana´lisis de opiniones. Es por tanto
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necesario el disen˜o de heur´ısticas o modelos que sean robustos frente a cambios de
contexto.
2.6.4. Extraccio´n de Argumentos
Una variante de problemas en el ana´lisis de opiniones trata de encontrar no so´lo
la opinio´n subyacente de un texto sino tambie´n los argumentos que soportan esta
opinio´n. A partir de estos argumentos, el texto puede ser clasificado en distintas
categor´ıas, que explican las posibles posturas ante un problema o una decisio´n, ex-
presadas a trave´s de los argumentos detectados. Se trata de un problema extremada-
mente dependiente del dominio, dependiendo del dominio habra´ categor´ıas distintas,
y de una informacio´n expresada de modos muy diferentes sin que ellos tengan nada
que ver en comu´n, por lo que, desde un punto de vista personal, se recomienda ca-
tegorizar los textos entrantes en diferentes dominios y aplicar conocimiento experto
en cada uno de ellos para extraer y clasificar estos argumentos. En consecuencia, los
modelos cualitativos son una solucio´n o´ptima.
Moreno [75] propone una metodolog´ıa para lidiar con este tipo de problemas. En
primer lugar, se propone que un experto elabore una clasificacio´n manual de los
argumentos de las opiniones para inferir la posicio´n del sujeto expresada en el men-
saje. A partir de esta clasificacio´n, se propone que se elaboren reglas lingu¨´ısticas
que expliquen esta clasificacio´n basa´ndose en los patrones lingu¨´ısticos que tienen
en comu´n los textos de cada categor´ıa. Estas reglas lingu¨´ısticas son posteriormente
codificadas en el sistema de miner´ıa de textos a implementar.
Adema´s de las reglas lingu¨´ısticas codificadas, se necesita saber la polaridad de la
opinio´n, para lo que se construye un recurso dependiente del dominio con la ca-
tegor´ıa gramatical de los te´rminos seleccionados y su polaridad. Esta polaridad es
aprovechada por las reglas lingu¨´ısticas para no so´lo seleccionar los argumentos sino
tambie´n la polaridad de cada texto. Con la polaridad de cada uno de los te´rminos del
recurso, las categor´ıas gramaticales y un orden establecido entre ellas, se codifican
reglas lingu¨´ısticas que si son reconocidas clasifican a un texto en una categor´ıa. Por
ejemplo, DET?AP?NAP ∗PP ∗− > C1 donde DET simboliza encontrar un deter-
minante, AP una frase adjetival, N un sustantivo y PP una frase. Se codifica adema´s
que al menos uno de estos te´rminos debe tener polaridad positiva. Si se reconoce esta
regla en el texto, se clasifica en la categor´ıa C1. En este art´ıculo se detalla un caso
de uso. Moreno comenta detalles adicionales de la aplicabilidad de esta metodolog´ıa
en un art´ıculo posterior [75].
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Estos modelos cualitativos adquieren gran precisio´n en problemas pertenecientes
a dominios muy pequen˜os. Es dif´ıcil incluir modelos cuantitativos en este tipo de
problemas puesto que se dispone de una base de textos muy pequen˜a. Una posible
metodolog´ıa para crear un modelo h´ıbrido ser´ıa incluir un modelo cuantitativo para-
lelo al modelo cualitativo. Para obtener un mayor nu´mero de textos con el objetivo
de que el modelo cuantitativo ofrezca buenos resultados, se emplea un mecanismo
de Bootstrapping al modelo del lenguaje obtenido por el conjunto de los textos de
los que se disponga para tener un mayor nu´mero de textos.
Para ello, se calcula la probabilidad de la aparicio´n de unigramas a N-Gramas hasta
un determinado N por ma´xima verosimilitud o mediante un mecanismo de Smoot-
hing. Una vez obtenida la distribucio´n de probabilidad del texto, se generan textos
automa´ticamente acordes a estas probabilidades mediante una grama´tica generati-
va. Con este procedimiento, se aumenta el nu´mero de textos. Con un nu´mero de
textos lo suficientemente grande, un modelo cuantitativo y el modelo cualitativo ci-
tados pueden combinarse para obtener un modelo h´ıbrido que mejore los resultados
de ambos por separado. La complejidad de este enfoque es grande y la presencia
de ruido es relevante, por lo que, si el enfoque cualitativo da buenos resultados, se
considera suficiente.
Del ana´lisis de opiniones modelado para superar estas problema´ticas se extrae in-
formacio´n u´til que explica todo tipo de tendencias. En el siguiente apartado de este
estado del arte, se describen estas tendencias.
2.7. Tendencias explicadas por el Ana´lisis de Opi-
niones
Los modelos de ana´lisis de opiniones sirven como soporte para explicar tendencias.
En esta seccio´n se exponen los ejemplos ma´s recientes sobre las tendencias que se
pueden explicar mediante el ana´lisis de opiniones.
En su art´ıculo, Connor [19] categorizo´ a los tweets de Obama y McCain para las
elecciones norteamericanas de 2008. Construye una serie temporal de la media de
positividad le´ıda en Twitter de cada uno de los candidatos a presidente durante todo
2008.
En estos estudios se debe tener en cuenta que la poblacio´n sobre la que se hace el
estudio esta´ sesgada, por ejemplo por edad. El uso de Twitter es ma´s comu´n entre
los jo´venes que entre los mayores. Au´n as´ı es un buen indicativo de la opinio´n de un
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sector de la poblacio´n. En la siguiente figura se puede observar como la tendencia
es favorable a Obama, representado mediante una l´ınea azul mientras que McCain
esta´ representado por una l´ınea roja. Finalmente Obama fue elegido presidente.
Figura 2.8: Serie temporal que refleja la positividad media de los dos candidatos
a presidente en EEUU durante 2008.
Explicar las tendencias pol´ıticas a trave´s de Twitter no so´lo ha sido realizado en
EEUU sino que este caso de estudio tambie´n ha sido efectuado en Espan˜a por Pla
[59]. En cambio, en este caso se predice la tendencia pol´ıtica de un usuario de Twitter
en funcio´n a sus tweets. Para realizar esta tarea se emplea ana´lisis de opiniones.
En primer lugar se reconoce si un usuario esta´ hablando de un partido o movimiento
pol´ıtico. Una vez queda reconocido el partido o movimiento y su tendencia pol´ıtica,
se analiza si la opinio´n de ese usuario en lo relativo al movimiento pol´ıtico es positiva
o negativa. Si es positiva se clasifica al usuario con esa tendencia pol´ıtica y de lo
contrario con su opuesta.
Sea Ui el usuario que se quiere analizar y Tij el tweet j del usuario i. Sea Eijk
la entidad k reconocida en el tweet j del usuario i. Cada entidad pol´ıtica es re-
presentada mediante un nu´mero comprendido en el intervalo cerrado [−1, 1] donde
−1 es izquierda y 1 es derecha. Si se obtiene la polaridad expresada en cada tweet
que habla sobre una entidad del usuario i mediante otro nu´mero comprendido en
[−1, 1], entonces la tendencia pol´ıtica del usuario i se obtiene mediante la siguiente
expresio´n:









Es decir, la polaridad del usuario viene definida por la media del producto de sus
opiniones sobre movimientos pol´ıticos y la tendencia pol´ıtica de estos partidos pol´ıti-
cos. Hay que ser cr´ıtico desde el punto de vista de la rigurosidad del estudio, pues
la muestra del espectro social que emplea Twitter no es uniforme segu´n la edad de
los usuarios.
Adema´s de explicar la tendencia pol´ıtica, el ana´lisis de opiniones en Twitter ha sido
tambie´n empleado como factor para explicar los cambios en el valor de una accio´n
en los mercados, los detalles de este estudio se encuentran en la publicacio´n de Si
[76]. Al igual que con las elecciones, en este estudio se construye una serie temporal
diaria con la media de la positividad analizada sobre un valor. Al igual que en el
anterior enfoque, se debe considerar solo como una muestra sesgada.
Construida esta serie temporal, se puede comparar con el comportamiento del valor
en el mercado y hacer ana´lisis predictivo. Mediante un estudio muy similar, Bollen
[5] ha conseguido un 87.6 % de precisio´n prediciendo subidas y bajadas en los valores
de cierre diario del Dow Jones. En los u´ltimos an˜os, el ana´lisis de opiniones ha sido
un factor clave en las decisiones de los inversores junto al ana´lisis fundamental y
te´cnico.
Figura 2.9: Series temporales del Dow Jones (azul) y de uno de los rasgos del
sistema de Bollen [5] (rojo).
Aparentemente los resultados del caso de estudio de este experimento son muy posi-
tivos. Por contra, se sospecha que es un caso cerrado que no es capaz de generalizar.
No se encuentra ningu´n modelo en la literatura basado en este estudio que con-
temple otro caso de uso. Es extran˜o, puesto que los resultados son muy positivos.
Otra tendencia que se explica mediante el ana´lisis de opiniones es la popularidad
de un producto, en el art´ıculo de Gao [50]. El primer paso es reconocer en el texto
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el producto del cual se esta´ expresando una opinio´n. Posteriormente se analizan las
opiniones de los usuarios sobre ese producto. De esta forma es posible averiguar,
por ejemplo, si una campan˜a propagand´ıstica ha mejorado la opinio´n de los usuarios
sobre un producto.
Dada la eficacia del ana´lisis de opiniones para explicar las tendencias anteriores han
surgido estudios que han intentado explicar otras tendencias. Moniz [77] relaciona
la satisfaccio´n de los empleados de una empresa con sus ganancias. La hipo´tesis que
se quiere contrastar es que si la opinio´n de los trabajadores es positiva entonces la
empresa tiene ma´s ganancias.
Ranganath [54] construye un modelo que averigua si una pareja que tiene su primera
cita persigue tener una amistad o una relacio´n roma´ntica mediante una serie de fac-
tores entre los que se incluye ana´lisis de opiniones. Li [65] predice que foros van a ser
los ma´s concurridos para un tema determinado. Nitta [78] detecta abuso ciberne´tico
entre adolescentes en las webs de colegios... Todos estos estudios, al tener sentido
comu´n sus implicaciones, se consideran acertados.
Se han citado las tendencias explicadas por ana´lisis de opiniones ma´s relevantes en
la literatura actual pero existen otras. Se trata de un campo novedoso y de alta
utilidad para la empresa por lo que se ha intentado explicar distintos feno´menos a
trave´s de las opiniones de los usuarios.
2.8. Conclusiones
Se ha elaborado un estado del arte de los modelos de ana´lisis de opiniones. El
ana´lisis de opiniones es una tarea para la cual se han propuesto un gran nu´mero de
modelos dada la complicacio´n de la misma, al tratar con la ambigu¨edad del lenguaje
natural y la subjetividad inherente de las opiniones. Cada uno de estos modelos cubre
determinados dominios o facetas del problema con eficacia pero es raro encontrar
algu´n modelo que escale bien en cualquier tipo de dominio.
En este estado del arte se ha comenzado con un repaso de los me´todos tradicionales
que se han empleado para esta tarea. Existen heur´ısticas que tratan de polarizar
textos y opiniones y que han resultado efectivas. Pese a ser ma´s ba´sicas que modelos
ma´s avanzados, proporcionan buenos resultados, por lo que pueden ser contempladas
como rasgos para un modelo de aprendizaje automa´tico.
Se ha comentado tambie´n dentro de este apartado te´cnicas que hacen uso de la
sema´ntica de forma avanzada para analizar opiniones. Estas te´cnicas mejoran el
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rendimiento del ana´lisis de opiniones pero suelen ser muy complejas y requerir de
recursos lingu¨´ısticos. De nuevo, sus resultados pueden ser tambie´n usados como
rasgos.
Una vez comentados los me´todos tradiciones se expusieron los recursos lingu¨´ısticos
ma´s populares en ana´lisis de opiniones. Estos recursos incorporan te´rminos polari-
zados que facilitan el ana´lisis de opiniones para los modelos y aplicaciones. Pese a
que ser muy extensos existen desventajas con su uso. Las principales desventajas son
que la mayor´ıa de ellos so´lo esta´n disponibles para la lengua inglesa, que el lenguaje
es variante por e´poca y los te´rminos que expresan polaridad en un an˜o no son los
mismos que en 10 an˜os despue´s, las variedades geogra´ficas del lenguaje tampoco
son tomadas en cuenta, la mayor´ıa de le´xicos polarizados no toman en cuenta las
diversas acepciones que puede tener un te´rmino y los te´rminos que presentan son
muy generalistas por lo que no se adaptan a ningu´n dominio particular.
Para solventar estos problemas se crean procedimientos de expansio´n de la polari-
dad del le´xico polarizado a otros te´rminos. Una parte de los recursos lingu¨´ısticos son
creados mediante estos procedimientos. Estos modelos son u´tiles pues intentan crear
un le´xico que se adapte mejor a un problema. Por ejemplo se han creado procedi-
mientos para solventar la barrera del multilingu¨ismo y crear un le´xico polarizado
multilingu¨e. Au´n as´ı, es importante destacar que pocos son los modelos que han
intentado crear un le´xico polarizado que se adapte a cualquier dominio. Esto u´ltimo
es importante porque un modelo de ana´lisis de opiniones debe ser lo ma´s robusto e
independiente del contexto o dominio como sea posible para garantizar un ana´lisis
de calidad sobre cualquier texto.
Los te´rminos proporcionados por estos le´xicos polarizados son comu´nmente usados
como rasgos por modelos de aprendizaje automa´tico que categorizan textos en po-
laridades distintas. Se han revisado los modelos ma´s frecuentemente empleados en
ana´lisis de opiniones con especial e´nfasis en la Ma´quina de Soporte Vectorial dada
su popularidad en el ana´lisis de opiniones. En este apartado se han expuesto los
rasgos que se han tenido en cuenta en ana´lisis de opiniones. Es importante destacar
que una parte de estos rasgos son generalizables a todos los dominios mientras que
otros son particulares del dominio. De nuevo es importante distinguir el dominio en
el cua´l se opera para poder analizar opiniones con calidad.
Se cierra el estado del arte con dos secciones que hablan sobre las problema´ticas
espec´ıficas del ana´lisis de opiniones ya comentadas en estas conclusiones y las aplica-
ciones que se esta´n elaborando que funcionan sobre modelos de ana´lisis de opiniones.
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El principal problema de los enfoques comentados como ya se ha hablado es el mul-
tilingu¨ismo. Existen dos opciones viables. Una de las opciones es traducir los textos
encontrados en cualquier idioma a ingle´s y a partir de ah´ı elaborar el ana´lisis de opi-
niones con los modelos presentados. La otra opcio´n es convertir recursos lingu¨´ısticos
de la lengua inglesa a una interlingua como UNL y convertir el texto de cualquier
lengua a esta representacio´n que es en donde se ejecutar´ıa el modelo de ana´lisis de
opiniones. Intentar hacer un modelo de ana´lisis de opiniones que sea independiente
del lenguaje es un enfoque muy complejo. Por eso se recomienda elaborar modelos
de multilingu¨ismo y de ana´lisis de opiniones por separado.
Para saber que´ dominio se esta´ analizando es importante la frecuencia con la que
se emplean los te´rminos y el orden en el que se presentan. Se han presentado en
el estado del arte me´todos de cara´cter estad´ıstico o no supervisado que analizan el
texto extrayendo patrones y te´rminos frecuentes. Esta extraccio´n y categorizacio´n
de te´rminos puede ser empleada tambie´n como rasgo en un modelo de expansio´n de
le´xicos polarizados. La ventaja de este tipo de me´todos es que son independientes
del dominio en el que se esta´ operando.
En cambio, dentro de un mismo lenguaje tambie´n existen distintos dominios que
hay que analizar empleando distintos rasgos. No tiene sentido en este problema
crear modelos independientes para cada dominio puesto que entonces habr´ıa que
tener un dominio para operar en Twitter, otro para perio´dicos, otro para cr´ıticas de
pel´ıculas, etc... Dado que elaborar modelos independientes para cada dominio no es
escalable, urge la necesidad de crear un modelo robusto que sea capaz de analizar
opiniones con calidad en cualquier dominio.
Ninguno de los enfoques que se han presentado funciona mejor en todos los dominios.
Esto se denomina en Data Mining como No Free Lunch Theorem. Es decir, ningu´n
algoritmo es mejor en todos los dominios. Esta caracter´ıstica aplica tambie´n en
el procesamiento del lenguaje natural. Por ello, un modelo que sea robusto debe
incorporar mu´ltiples de los enfoques que se han visto en el estado del arte y un modo
o heur´ıstica inteligente de combinarlos para conseguir adaptarse a cada dominio
perdiendo la menor generalizacio´n posible.
Cap´ıtulo 3
Modelo
3.1. Introduccio´n y Motivacio´n
Los enfoques actuales en ana´lisis de opiniones son fuertemente dependientes del con-
texto y de los le´xicos polarizados con los que operan, siendo incapaces de generalizar.
Por ejemplo, conside´rense los siguientes dominios: Startups y Competencia. En el
dominio Startups, se encuentran textos como el siguiente: El beneficio de este mes es
considerable. Un le´xico polarizado puede contener los te´rminos beneficio y conside-
rable. En el dominio de las startups, y en concreto en esa frase, la polaridad de esos
te´rminos es positiva. En cambio, en el dominio competencia, la frase El beneficio
de la competencia es considerable hace que las polaridades de ambos te´rminos sean
negativas.
Se comprueba que la polaridad de los te´rminos de le´xicos polarizados es fuertemente
dependiente del contexto. En consecuencia, el mismo procedimiento utilizado en dis-
tintos contextos ofrece muy buenos resultados en unos dominios pero resultados muy
pobres en otros dominios. Esto aplica modelos de ana´lisis de opiniones basados en
le´xicos polarizados y a procedimientos no supervisados de expansio´n de los mismos.
Debido a esta problema´tica, equipos de lingu¨istas y expertos en cada dominio ana-
lizan cada contexto y elaboran reglas que, de ser detectadas por un modelo, infieren
la polaridad de un texto, en funcio´n siempre al dominio analizado. Con ello se pre-
tende obtener diferentes modelos de ana´lisis de opiniones que obtengan resultados
ma´s precisos a tener un u´nico modelo general para todas las categor´ıas.
Esta metodolog´ıa de trabajo, basada en categorizar los textos y analizar cada cate-
gor´ıa de textos por separado, es aceptable, pero presenta problemas en la pra´ctica.
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Los expertos y lingu¨istas son un recurso muy costoso, tanto en tiempo como financie-
ramente. Si el nu´mero de categor´ıas es muy elevado, hecho muy comu´n por ejemplo
al analizar textos en redes sociales, esta metodolog´ıa es dif´ıcilmente escalable. En
casos extremos, el nu´mero de categor´ıas puede llegar a ser equivalente al nu´mero de
textos.
Un problema adicional es que, dentro de la misma categor´ıa, una regla puede inferir
una polaridad que no es correcta. Por ejemplo, en el dominio Startups, se defin´ıa
que beneficio tiene polaridad positiva. Si u´nicamente se considera este rasgo para
polarizar, en la frase El beneficio fue elevado u´nicamente en los suen˜os del CEO
la polaridad inferida no es la correcta. Incluso, el te´rmino elevado, susceptible de
aparecer en un le´xico polarizado con polaridad positiva, continu´a sin lograr que la
polaridad predicha sea la correcta.
Este tipo de problema´ticas son muy comunes en el lenguaje natural, en el que, desde
un punto de vista cuantitativo, se da un gran nu´mero de combinaciones de te´rminos
en una frase que hacen revertir su polaridad. La u´nica forma de lidiar con esta
problema´tica es inferir combinaciones entre los te´rminos y otros rasgos que juntas
infieran polaridades. El uso de le´xicos polarizados y reglas construidas por expertos
logra resultados muy precisos si los dominios esta´n muy bien definidos y se cuenta
con un taman˜o de textos razonable. Los problemas aparecen cuando el volumen de
textos a analizar es muy grande y no esta´ categorizado.
En esta circunstancia, se hace necesaria la ayuda de un modelo cuantitativo para,
al menos, desarrollar un prototipo de cada una de las categor´ıas no analizadas en
profundidad por lingu¨istas. Los modelos cuantitativos se presentan como una alter-
nativa de gran valor, puesto que estos modelos si cuentan con un conjunto de textos
anotados lo suficientemente grande, son capaces de inferir distintos conjuntos de va-
lores de variables dependientes altamente correlacionados con distintas polaridades.
En el caso de esta tesis so´lo se considera la polaridad positiva y negativa. Se asume,
como ma´s adelante se detalla, que todos los textos a procesar son subjetivos. El
problema de discernir objetividad o subjetividad en un texto es independiente al de
categorizar la polaridad de un texto.
No obstante, se recomienda que los prototipos creados por modelos cuantitativos
como el que se va a presentar sean revisados posteriormente por lingu¨istas para
incrementar su precisio´n. Los modelos cuantitativos en ana´lisis de opiniones poseen
la me´trica de recuperacio´n elevada pero peor precisio´n que los modelos cualitativos
por norma general y viceversa. Un modelo h´ıbrido, como el presentado en esta tesis
tras ser revisado por expertos tal y como se recomienda, cuenta con las ventajas de
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ambos. Si se le denomina recall a la alta capacidad de recuperacio´n de los modelos
cuantitativos, el siguiente gra´fico comenta las caracter´ısticas de cada tipo de modelo:
Figura 3.1: Caracter´ısticas de los distintos tipos de modelos aplicables en el
ana´lisis de opiniones.
En esta tesis, se presenta un modelo cuantitativo que hace uso del conocimiento
cualitativo contenido en le´xicos polarizados y otros recursos para la construccio´n
de prototipos de modelos de ana´lisis de opiniones sobre un conjunto de dominios.
Se recomienda su uso para situaciones en las cua´les se pretende analizar un gran
volumen de textos anotados por un nu´mero muy extenso de categor´ıas.
Dado este gran nu´mero de categor´ıas, el tiempo y recursos necesario para elaborar
modelos cualitativos sobre cada una de ellas es muy elevado. Hasta que se disponga
de dichos recursos, este modelo ofrece una alternativa para tener un prototipo que
funcione con eficacia independientemente de las categor´ıas de los textos.
Como se vera´ a continuacio´n, este modelo expande le´xicos polarizados semilla de
forma inteligente para obtener resultados de calidad en independientemente del do-
minio. Para ello, se va a emplear un modelo h´ıbrido consistente en una mezcla de
me´todos tradicionales junto a aprendizaje automa´tico. Se persigue que el modelo in-
corpore la precisio´n de los rasgos cualitativos con la alta capacidad de recuperacio´n
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de los modelos cuantitativos. De este modo el modelo incorpora las mejores carac-
ter´ısticas de ambos enfoques. Uno de los objetivos, que se describen ma´s adelante, es
que con este modelo, se efectu´e un ana´lisis de opiniones de calidad sin preocupacio´n
del dominio en el cual se opera.
Este modelo no so´lo obtendra´ prototipos eficientes en diferentes conjuntos de ca-
tegor´ıas sino que, de forma adicional, estos prototipos servira´n como soporte a los
lingu¨istas, los cua´les al crear modelos sobre dominios no estudiados tendra´n ya ras-
gos preparados para estas categor´ıas. Su trabajo consistira´ no en crear diferentes
modelos para cada una de las categor´ıas desde cero, sino en modificar modelos ya
existentes.
Se persigue que el modelo que se va a definir en esta Tesis obtenga un ana´lisis
de opiniones robusto frente a cambios de contexto y que solucione la problema´tica
consistente en que el lenguaje nunca deja de cambiar. Con este modelo el usuario
final podra´ analizar las opiniones de cualquier medio o tema´tica sin preocuparse de
si el modelo tendra´ malos resultados al no adaptarse a ese dominio particular.
El modelo presentado en esta Tesis pretende obtener un vector de caracter´ısticas
generalizable a un nu´mero indeterminado de diferentes dominios de los cua´les se
quieren analizar opiniones. El modelo incluira´ tambie´n para´metros para ponderar
la importancia de cada uno de los dominios. Esto es debido a que se puede dar la
circunstancia en la cual sea ma´s prioritario obtener resultados ma´s precisos en una
de las categor´ıas pero intentando mantener la mayor generalizacio´n posible.
El modelo propuesto se basa en la extensio´n de un trabajo propuesto con anterio-
ridad, en el cua´l se persegu´ıa definir un modelo que obtuviese rasgos generalizables
ante dos dominios diferentes. El modelo resultante pierde precisio´n en los dos do-
minios por separado, pero obtiene mejores resultados que aplicar el modelo de una
categor´ıa a otra. Por tanto, sirve como prototipo para analizar opiniones en el do-
minio que todav´ıa no ha sido estudiado por expertos. A continuacio´n se explican
las bases teo´ricas sobre las que se sustenta este Modelo, para ma´s tarde explicar el
enfoque del modelo propuesto en esta Tesis.
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3.2. Trabajo previo y bases teo´ricas sobre las que
se sustenta el Modelo
Descrita la motivacio´n para definir este modelo, se procede a sentar las bases teo´ricas
del modelo a definir. El modelo que se va a presentar en esta tesis es una genera-
lizacio´n del propuesto por Tan [67]. El objetivo de Tan es adquirir caracter´ısticas
generalizables a dos dominios en la tarea del Ana´lisis de Opiniones.
El objetivo de este modelo es adquirir caracter´ısticas generalizables a un nu´mero
indeterminado de categor´ıas. La generalizacio´n, por tanto, consiste en que mientras
el modelo de Tan u´nicamente obtiene los rasgos generalizables a dos categor´ıas, el
modelo propuesto en esta Tesis obtiene rasgos generalizables a las categor´ıas que se
necesiten analizar.
El modelo de Tan ha sido ya expuesto en el estado del arte, pero dado que el modelo
que se va proponer es una ampliacio´n de este, es importante revisar el modelo de
Tan. Una vez revisado el modelo, se propondra´ la generalizacio´n y ampliacio´n del
mismo.
Para resolver el problema de la generalizacio´n de rasgos que representan polaridad
en opiniones, Tan publico´ el enfoque que se comenta a continuacio´n. En primer lu-
gar, es necesario diferenciar entre dos tipos de rasgos en el ana´lisis de opiniones
dentro de la misma categor´ıa. Estos tipos de rasgos son los que son espec´ıficos al
dominio y los que son generalizables a cualquier dominio de entre los considerados.
En esta tesis se ampl´ıa esta definicio´n a conjuntos de rasgos dependientes e indepen-
dientes del dominio. Se piensa que esta definicio´n es ma´s adecuada para los modelos
cuantitativos.
Por ejemplo, conside´rese la combinacio´n de los valores de las siguientes variables
en un texto: Valor de la variable 1, Aparicio´n del te´rmino beneficio cierto; valor de
la variable 2, Aparicio´n del te´rmino bajo cierto. Si las dos variables poseen valor
cierto, entonces se tiene un conjunto de rasgos que implica polaridad negativa en el
dominio Startups. La variable artificial creada por la interseccio´n del valor de ambas
variables es un rasgo espec´ıfico del dominio Startups, pero que, probablemente, sea
generalizable a ma´s categor´ıas. Existen rasgos que combinan valores de ma´s de dos
variables.
En su art´ıculo, Tan busca los rasgos generalizables para dos categor´ıas. Los en-
cuentra mediante la expresio´n que se va a definir en el siguiente pa´rrafo. Una vez
encontrados, los modelos de aprendizaje automa´tico a los que recurre encuentran
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las combinaciones de valores de las variables citadas en el anterior pa´rrafo que cla-
sifican los textos en categor´ıas. Pero estos modelos no pueden inferir correctamente
la polaridad de un texto si no cuentan con los rasgos adecuados. Es por lo tanto
importante encontrar una expresio´n que obtenga los rasgos generalizables a, en el
caso de Tan, dos dominios diferentes.
Para ello, Tan propone una heur´ıstica que, a partir de un le´xico polarizado, se queda
u´nicamente con aquellos rasgos que calcula que son generalizables a dos dominios.
Tan denomina a esta me´trica la Frequently Co-Ocurring Entropy (FCE), que obtiene
caracter´ısticas generalizables en dos dominios diferentes. Estas caracter´ısticas son,
en su mayor´ıa, unigramas. Pese a ello, es posible generalizar esta expresio´n para que




Donde P0(w) es la probabilidad de encontrar la palabra w en el modelo del lenguaje
del dominio 0 y Pn(w) es la probabilidad de encontrar la palabra w en el modelo de
lenguaje del dominio n. Esta expresio´n, denominada Frequently Co-Ocurring Entropy
(FCE), mide dos factores por separado. El numerador trata de extraer caracter´ısticas
que ocurran en ambos dominios. Para que una caracter´ıstica sea generalizable, debe
ocurrir en ambos dominios con una probabilidad elevada. Lo ideal, es que en los
dos dominios la palabra w ocurra con probabilidad similar, entonces se dice que es
generalizable. El denominador trata de extraer caracter´ısticas que ocurran con igual
probabilidad, penalizando aquellas que ocurren ma´s en un dominio que en otro a
igual numerador.
La probabilidad pi(w) puede ser calculada por ma´xima verosimilitud o por cualquier
otro me´todo, como por ejemplo una medida basada en un me´todo de Smoothing.
Dado que Tan so´lo considera dos dominios, es razonable emplear una probabilidad
basada en ma´xima verosimilitud. Una de las generalizaciones que se propondra´ para
este modelo es no so´lo considerar unigramas para esta expresio´n sino otro tipo de
variables.
El analista de opiniones puede considerar, dadas dos categor´ıas a analizar, que la
generalizacio´n tiene una importancia diferente a que las palabras ocurren con pro-
babilidad similar en dominios diferentes. Para modelizar esta circunstancia, Tan
[67], otorga un peso a cada uno de estos dos factores, expresados por el numerador
y el denominador. Con ello, Tan concluye en la siguiente expresio´n que encuentra
caracter´ısticas generalizables:




(|P0(w)− Pn(w)|+ β)(1−µ) )
Donde el para´metro µ ∈ [0, 1] otorga ma´s importancia a cada uno de los dos criterios
presentados con anterioridad. El para´metro β se incluye para evitar una indetermina-
cio´n cuando |P0(w)−Pn(w)| = 0 y su valor es aproximadamente cero. Para evaluar el
le´xico polarizado resultante de aplicar esta expresio´n, Tan evalu´a co´mo se comporta
esta medida mediante aprendizaje automa´tico.
Una vez decididas las caracter´ısticas que se van a extraer de cada texto, en funcio´n
a las que ma´s puntuacio´n obtengan por la expresio´n propuesta, Tan construye un
conjunto de datos con el valor de estas caracter´ısticas. Cada instancia del conjunto de
datos simboliza un texto. La instancia esta´ compuesta por un conjunto de variables
que simbolizan la aparicio´n de los te´rminos extra´ıdos por la expresio´n. Estos valores
esta´n acompan˜ados por la polaridad de cada texto del cual se extraen los valores.
Con este conjunto de datos, Tan evalu´a la me´trica en ambos dominios. Para ello se
sirve de las medidas de evaluacio´n extra´ıdas de analizar opiniones con Multinomial
Naive Bayes. Estas son la precisio´n, la recuperacio´n y el F-Measure. Este modelo
logra mejores resultados en ambos dominios con respecto a aplicar el modelo de
ana´lisis de opiniones de una categor´ıa para otra categor´ıa.
Se piensa que el modelo elaborado por Tan es generalizable por varias v´ıas. En
primer lugar, no u´nicamente considerando unigramas sino cualquier otro tipo de
rasgo que pueda aportar un mayor valor cualitativo. En segundo lugar, generalizando
el modelo para un nu´mero indeterminado de categor´ıas. En tercer lugar, integrando
la expresio´n en un modelo de aprendizaje automa´tico para que elabore una expansio´n
de le´xicos polarizados a partir del modelo de lenguaje de cada una de las categor´ıas.
En cuarto lugar, definiendo una metodolog´ıa para la construccio´n de prototipos de
categor´ıas a partir del modelo que se va a proponer. En u´ltimo lugar, proponiendo
variables para una mayor parametrizacio´n del analista de opiniones.
A continuacio´n, se detalla una lista de hipo´tesis, asunciones, restricciones, limitacio-
nes y objetivos que tendra´ el modelo que cuenta con las caracter´ısticas que se han
citado. Una vez detallada esta lista, se expondra´n los detalles del modelo que supone
una generalizacio´n al presentado por Tan.
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3.3. Hipo´tesis
Antes de describir los detalles del modelo, es preciso describir el alcance del mismo,
que es definido mediante hipo´tesis. A continuacio´n, se presenta un listado de hipo´tesis
que se quieren evaluar del modelo que se propondra´ posteriormente. En el apartado
de conclusiones se revisara´n estas hipo´tesis, con el objetivo de comprobar cua´les de
ellas han podido ser evaluadas.
El prototipo creado por el modelo de ana´lisis de opiniones presentado en es-
ta Tesis, analizando un volumen lo suficientemente grande de textos, presen-
tara´ mejores resultados en las categor´ıas que se analicen en su fase de entrena-
miento que en categor´ıas no consideradas. Se pretende demostrar que, pese a
ser generalista, el modelo toma en cuenta las caracter´ısticas de las categor´ıas
a analizar, construyendo un prototipo que presenta resultados adecuados en
dichas categor´ıas.
El modelo propuesto es capaz de mejorar las medidas de precisio´n, recuperacio´n
y F-Measure con respecto a las medidas obtenidas por medio de un modelo
de ana´lisis de opiniones basado u´nicamente en un le´xico polarizado semilla en
cualquier categor´ıa. Para que sea aplicable esta hipo´tesis, se debe entrenar el
prototipo generado por el modelo de ana´lisis de opiniones u´nicamente en esa
categor´ıa. Es decir, el prototipo construido mediante el procedimiento que se
describe en el modelo es independiente del contexto sobre el que opere. Si son
analizadas varias categor´ıas, se requiere que se analicen todas las categor´ıas
conjuntamente en la fase de entrenamiento del modelo.
El modelo propuesto es capaz de mejorar, en al menos la mitad de los ca-
sos y habiendo analizado un nu´mero lo suficientemente grande de textos, las
medidas de precisio´n, recuperacio´n y F-Measure con respecto a las medidas
obtenidas por medio de un modelo de ana´lisis de opiniones generalista en tex-
tos que pertenezcan a cualquier categor´ıa. Se requiere que se analicen todas
las categor´ıas conjuntamente en la fase de entrenamiento del modelo.
El modelo propuesto es capaz de mejorar las medidas de precisio´n, recupera-
cio´n y F-Measure con respecto a las medidas de los le´xicos polarizados semilla,
en otros contextos distintos al que pertenece el conjunto de textos a analizar,
una vez se ha expandido el le´xico polarizado semilla que se utilice. Esta hipo´te-
sis u´nicamente aplica si el nu´mero de categor´ıas analizadas y el volumen de
textos analizados son suficientemente grandes. Se pretende demostrar que, con
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el nu´mero suficiente de categor´ıas, el modelo obtenido es generalista. Estas
categor´ıas deben ser analizadas conjuntamente por el modelo en su fase de
entrenamiento.
El modelo propuesto es capaz de expandir los le´xicos polarizados semilla en
cualquier contexto de entre los que se consideran en los experimentos, mos-
trando una mejor´ıa en las medidas de precisio´n, recuperacio´n y F-Measure con
respecto a las medidas de los le´xicos polarizados semilla. Es decir, con la pa-
rametrizacio´n correcta, el modelo siempre encuentra te´rminos para todas las
categor´ıas que no esta´n presentes en los le´xicos polarizados semilla. Se requiere
que se analicen todas las categor´ıas conjuntamente en la fase de entrenamiento
del modelo.
El modelo propuesto es capaz de mejorar las medidas de precisio´n, recuperacio´n
y F-Measure con respecto a las medidas obtenidas por medio de un modelo de
ana´lisis de opiniones construido para una categor´ıa distinta a la que pertenece
el conjunto de textos que se analiza. Es decir, el prototipo construido por
el procedimiento descrito en el modelo se comporta mejor en la categor´ıa de
textos a analizar que un modelo de ana´lisis de opiniones disen˜ado para otra
categor´ıa. Se requiere que se analicen todas las categor´ıas conjuntamente en
la fase de entrenamiento del modelo.
El modelo propuesto es capaz de construir un vector de caracter´ısticas para
cualquier nu´mero de categor´ıas. Desde una categor´ıa al nu´mero de categor´ıas
que se deseen analizar.
El modelo debe obtener resultados similares independientemente del le´xico
polarizado semilla empleado con un nu´mero lo suficientemente grande de ite-
raciones y textos analizados para cualquier conjunto de categor´ıas.
3.4. Asunciones
En el listado de hipo´tesis se comprueba que el alcance que cubre el dominio que se
va a proponer es muy extenso. Dado que el alcance de este problema es muy grande
con respecto al que se debe abordar en una Tesis Fin de Ma´ster, se van a definir las
siguientes asunciones, con el objetivo de restringir el dominio que se va a abarcar.
Se asume que los textos que se van a analizar poseen coherencia y cohesio´n. En
otras palabras, mantienen un mismo tema central alrededor del cual exponen
Cap´ıtulo 3. Modelo 87
sus ideas y esta´n bien formados por la relacio´n entre sus oraciones. No se
pretende analizar la coherencia y cohesio´n de los textos, sino su polaridad.
Se asume que los textos contienen te´rminos que no pertenecen a ningu´n dic-
cionario o recurso empleado o esta´n mal escritos, dado el cara´cter informal
de algunos contextos. Por ejemplo, Twitter. Se asume que el modelo debe
funcionar en estos casos, sin necesidad de corregir el texto.
Se asume que las medidas de evaluacio´n que se empleara´n reflejan la adap-
tacio´n del le´xico polarizado expandido al contexto de los textos que se esta´n
analizando. No se pretende discutir la bondad de estas medidas.
Se asume el correcto funcionamiento del software del que se va a hacer uso en
el modelo con respecto a sus especificaciones.
Se asume que los textos etiquetados en cada una de las categor´ıas que se
consideran pertenecen realmente a esas categor´ıas. Este no es un problema de
clasificacio´n de textos en categor´ıas, sino de clasificacio´n de su polaridad.
Se asume que los textos que se van a analizar poseen un contenido subjetivo.
No se pretende clasificar un texto como objetivo o subjetivo.
Se asume que el nu´mero de categor´ıas que se van a analizar es lo suficientemente
elevado como para asumir que el modelo es escalable a un nu´mero mayor de
categor´ıas.
Se asume que las caracter´ısticas de las categor´ıas a analizar son lo suficien-
temente distintas como para asumir que el modelo se comportar´ıa de forma
similar en categor´ıas no consideradas.
Se asume que el modelo funcionar´ıa en una lengua distinta de la inglesa.
3.5. Restricciones y Limitaciones
Debido a la limitacio´n de tiempo existente para esta investigacio´n, se deben de tener
en cuenta una lista de limitaciones y restricciones. Estas restricciones y limitaciones
podra´n ser no tomadas en cuenta para futuros trabajos que se realicen sobre esta
investigacio´n. Se van a tener en cuenta las siguientes restricciones:
El modelo u´nicamente se va a probar en lengua inglesa.
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So´lo se considerara´n textos pertenecientes a los contextos sobre los que se van
a trabajar. Estos contextos se describen en el apartado de experimentacio´n.
U´nicamente se trabaja con textos que exponen opiniones. Este modelo no
pretende discernir si un texto posee un cara´cter objetivo o expresa una opinio´n.
No es objetivo de esta tesis fin de ma´ster.
Solamente se considerara´n en el modelo las te´cnicas de aprendizaje automa´tico
descritas en el apartado de disen˜o. No se pretende averiguar que te´cnica de
aprendizaje automa´tico de entre todas las existentes es ma´s efectiva. No es
objetivo de esta tesis fin de ma´ster.
Solamente se considerara´n en el modelo los le´xicos polarizados que se describen
en el apartado de experimentacio´n. No es objetivo de esta tesis fin de ma´ster
averiguar que le´xico polarizado se adapta mejor a cada texto, sino probar que el
modelo mejora los resultados de analizar opiniones con los le´xicos polarizados
que se consideren.
U´nicamente se utilizara´n en el modelo los recursos descritos en el apartado de
experimentacio´n. No es objetivo de esta Tesis averiguar que´ recursos se adaptan
mejor a cada categor´ıa, sino comprobar co´mo el modelo crea un prototipo que
mejora el comportamiento de cada uno de estos recursos en cualquier categor´ıa.
U´nicamente se contara´ con el nu´mero de textos anotados descritos en el aparta-
do de experimentacio´n. Por razones de tiempo y recursos, no es factible anotar
un conjunto de textos adicional, aunque fuese conveniente.
U´nicamente se considerara´n los rasgos para el vector de caracter´ısticas de cada
texto comentados en el apartado de experimentacio´n. Como ya se ha listado
en el estado del arte, existe un gran nu´mero de caracter´ısticas a extraer de
los textos para el ana´lisis de opiniones pero por razones de tiempo y recur-
sos es imposible analizar cada una de estas caracter´ısticas. No obstante, se
recomienda utilizar el mayor nu´mero de caracter´ısticas posible.
3.6. Objetivos
La lista de objetivos propuestos en esta investigacio´n es directamente extrapolable
de las hipo´tesis que se quieren evaluar. En todo momento, los objetivos son corro-
borar o refutar las hipo´tesis que se han propuesto en el apartado de hipo´tesis. En
consecuencia, se quieren verificar, o refutar, los siguientes hechos:
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Comprobar que el modelo obtiene mejores resultados en categor´ıas considera-
das que en categor´ıas sin considerar.
Comprobar si el modelo propuesto hace que los le´xicos polarizados mejoren
sus medidas de evaluacio´n con respecto a las obtenidas cuando estos le´xicos
no esta´n expandidos.
Comprobar si el modelo obtiene prototipos de modelos que analizan opiniones
en contextos o dominios que no han sido analizados por lingu¨istas o expertos
en esa categor´ıa.
Comprobar el correcto funcionamiento del dominio independientemente de la
naturaleza de cada categor´ıa.
Comprobar que el modelo obtiene mejores resultados en las categor´ıas que ha
considerado que un modelo disen˜ado para otra categor´ıa adicional.
Comprobar el correcto funcionamiento del modelo independientemente del
nu´mero de categor´ıas considerado.
Comprobar que el prototipo generado posee independencia con respecto al
le´xico polarizado semilla empleado.
Una vez acotado el alcance del modelo por todas las hipo´tesis, restricciones, asun-
ciones y objetivos descritos anteriormente, se deben explicar las caracter´ısticas del
modelo. De este modo, se podra´ contrastar si se cumplen las hipo´tesis mencionadas.
3.7. Modelo Propuesto
Para dar cobertura a la lista de hipo´tesis y otras caracter´ısticas mencionadas ante-
riormente, el modelo presentado en esta Tesis, pretende obtener un vector de carac-
ter´ısticas generalizable no so´lo a dos, sino a un nu´mero indeterminado de diferentes
dominios de los cua´les se quieren analizar opiniones. El prototipo resultante sera´ va´li-
do para todas las categor´ıas que se analicen.
El prototipo se podra´ aplicar a cualquier nu´mero de categor´ıas de entre las conside-
radas en su fase de entrenamiento, desde una sola categor´ıa a cualquier nu´mero de
ellas. Para obtener este prototipo, se extiende el enfoque propuesto por Tan con su
Frequently Co-Ocurring Entropy (FCE), proponiendo en este apartado la medida
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Generalized Entropy Appearance (GEA), que adema´s de suponer una generalizacio´n
frente a la FCE an˜ade nuevas caracter´ısticas.
Frequently Co−Ocurring Entropy (FCE) aplicable a−−−−−−→ Dos Dominios
Generalized Entropy Appearance (GEA)
aplicable a−−−−−−→ De 1 a N Dominios
Donde N es un nu´mero entero que puede tomar cualquier valor superior a uno. Esta
medida, desde el punto de vista del aprendizaje automa´tico, se trata de un modelo
de Feature Subset Selection (FSS) especializado para unigramas. En vez de tomarse
todos los posibles unigramas que pertenecen a todos los textos, se toma u´nicamente
un conjunto de unigramas que pertenecen a un le´xico polarizado ma´s un conjunto
de unigramas generales y uniformes en todas las categor´ıas y que adema´s denotan
polaridad en estos textos.
El modelo que se va a proponer expande el conjunto de te´rminos de un le´xico po-
larizado a un conjunto de te´rminos mayor. El espacio de soluciones es cualquier
combinacio´n entre los unigramas pertenecientes a los textos analizados que no se
encuentran en el le´xico polarizado empleado ma´s los te´rminos del le´xico polarizado.
El modelo encuentra la solucio´n que maximiza una funcio´n fitness que representa la
evaluacio´n de los modelos de aprendizaje automa´ticos empleados para clasificar los
textos en categor´ıas. A continuacio´n se analizara´ este modelo en mayor detalle.
A diferencia de los me´todos de Feature Subset Selection de aprendizaje automa´tico,
esta medida, aplicada a textos, no so´lo se queda con los rasgos ma´s representativos
de un le´xico polarizado semilla, sino que averigua que rasgos de los no contenidos
en el le´xico polarizado son aplicables a todas las categor´ıas consideradas. Para ello
se sirve de distintos clasificadores de aprendizaje automa´tico, como se vera´ en este
apartado.
La GAE es la heur´ıstica encargada de elegir, iterativamente, que te´rminos de los
textos analizados son ma´s generales, uniformes y representativos de polaridad en el
conjunto de textos analizados. Estas caracter´ısticas sera´n denominadas de aqu´ı en
adelante los tres pilares de la GAE: Generalizacio´n, Uniformidad y Polarizacio´n.
El modelo planteado en esta memoria, en cada iteracio´n que aplica la GAE, ex-
trae el vector de caracter´ısticas o rasgos para que sea utilizado por los modelos de
aprendizaje automa´tico.
Para este modelo se analizara´n u´nicamente unigramas, debido al alcance de la te-
sis fin de ma´ster. En la seccio´n de trabajo futuro de esta memoria se propone un
modelo que expande el espacio de soluciones de todas las posibles combinaciones
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de unigramas presentes en el texto adema´s de los te´rminos del le´xico polarizado a
cualquier combinacio´n de N-Gramas presentes en el texto ma´s los te´rminos del le´xico
polarizado. Este espacio de soluciones es mucho mayor, por lo que la convergencia
de la heur´ıstica GAE sera´ ma´s lenta, pero se presume que se obtendra´ un mejor
rendimiento.
Como se ha mencionado previamente, la GAE extrae iterativamente los te´rminos
ma´s generales, uniformes y representativos de polaridad. Esta heur´ıstica se basa en
una combinacio´n lineal de estas tres caracter´ısticas para determinar que´ te´rminos
deben ser an˜adidos a los del le´xico polarizado. Sera´n an˜adidos los te´rminos ma´s
valorados por la GAE. La puntuacio´n GAE(w) ∈ [0, 1] del unigrama w es calculada
por la siguiente expresio´n:
GAE(w) = q1g(w) + q2u(w) + q3pol(w)
Donde g(w) ∈ [0, 1] simboliza la generalidad del te´rmino w, u(w) ∈ [0, 1] simboliza
la uniformidad del te´rmino w y pol(w) simboliza la polarizacio´n del te´rmino w. Los
te´rminos q1 ∈ [0, 1],q2 ∈ [0, 1] y q3 ∈ [0, 1] son pesos configurables por el analista.
Estos tres te´rminos deben sumar uno. Con estos te´rminos el analista puede ponderar
la importancia de que un te´rmino sea general, uniforme o representativo de polaridad
en el texto.
Estos pesos tambie´n pueden ser representados de otra forma para el analista. Genera-
lidad y uniformidad expresan lo comu´n que es un te´rmino, mientras que polarizacio´n
es un concepto independiente de los dos anteriores. Denomı´nese c(w) a lo comu´n que
es un te´rmino, es decir lo general y uniforme que es en el conjunto de los textos. La
heur´ıstica permite el ca´lculo de la GAE de la siguiente forma:
GAE(w) = i ∗ pol(w) + (1− i) ∗ c(w)
Donde i ∈ [0, 1] es un peso configurable por el analista que expresa lo importante que
es que el te´rmino sea representativo de polaridad frente a que sea comu´n. Del mismo
modo, dentro de lo comu´n que es un te´rmino se le propone al analista un peso gi
que representa lo importante que es que el sea general frente a que sea uniforme. Las
dos expresiones de la GAE son equivalentes, pero se proponen las dos para mayor
facilidad de configuracio´n de la heur´ıstica por parte del analista.
El modelo presentado realiza un ranking en base a la GAE de todos los unigramas
pertenecientes a todos los textos analizados en su primer paso. Antes de seguir
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adelante, es necesario explicar co´mo se calculan los tres pilares de la heur´ıstica
GAE: Generalizacio´n g(w), uniformidad u(w) y polarizacio´n pol(w).
En primer lugar, antes de poder calcular estos tres pilares, hay que calcular la
probabilidad de encontrar cada uno de los te´rminos considerados en cada una de
las categor´ıas. En su art´ıculo, Tan u´nicamente considera una forma de calcular la
probabilidad. En cambio, en la literatura se encuentran muchas formas de calcular la
probabilidad de un te´rmino en un texto. Por ello, la primera ampliacio´n del modelo de
Tan es considerar ma´s de un u´nico me´todo para calcular esta probabilidad. Depende
del problema, podra´ ser ma´s o menos adecuado emplear cada uno de los me´todos.
Esta probabilidad se puede calcular bien por ma´xima verosimilitud o mediante un
modelo de Smoothing. El ca´lculo de la probabilidad de ocurrencia de un te´rmino en
un corpus de documentos por ma´xima verosimilitud es calculado como el nu´mero de
veces que se encuentra el te´rmino en un texto dividido entre el nu´mero de te´rminos
totales.
En su modelo, Tan propone que se calcule la probabilidad de encontrar un te´rmino en
una categor´ıa como el nu´mero de textos que contienen el te´rmino entre el nu´mero de
te´rminos totales. Se incluye esta medida de la probabilidad tambie´n en este estudio.





Donde D es el nu´mero de textos pertenecientes a la categor´ıa c, Pc(w) es la proba-
bilidad de encontrar el te´rmino w en la categor´ıa c, Nw es el nu´mero de textos que
contienen el te´rmino w y α es un para´metro con valor 0.00001 para evitar indeter-
minaciones en la expresio´n.
El modelo de Smoothing propuesto en esta tesis para calcular la probabilidad de
ocurrencia de un te´rmino en una categor´ıa es el Generalized Laplace Smoothing. Este




Donde xi es el nu´mero de veces que aparece el te´rmino i en el texto. α es una variable
entera mayor de 1. d es taman˜o del vocabulario empleado en el texto y N el nu´mero
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de te´rminos totales del texto. A mayor valor toma α, mayor valor tomara´n aquellas
palabras que aparecen muy pocas veces en el texto o no aparecen.
El total de masa de probabilidad eliminado de las palabras que si aparecen en el
texto es introducido en el denominador como αd. Existen ma´s modelos de Smoothing,
pero este es de los ma´s utilizados. El modelo permitira´ al analista elegir que me´todo
de ca´lculo de probabilidad desea ejecutar, o si desea ejecutar todos los me´todos
de probabilidad ponderados. Si as´ı lo desea, la probabilidad final sera´ calculada
mediante la siguiente expresio´n.
Sea P cf (w) la probabilidad final de encontrar el te´rmino w en la categor´ıa c, W un
vector de variables reales cuyo valor esta´ contenido entre 0 y 1 y pc(w) un vector
de variables que simbolizan los distintos me´todos de calcular la probabilidad del
te´rmino w tales que
n∑
i=1
wi = 1 y n el nu´mero de me´todos de ca´lculo de probabilidad;
entonces la probabilidad final es calculada por la siguiente expresio´n:




El modelo, en su etapa inicial, calculara´ el modelo del lenguaje para todos los te´rmi-
nos de los le´xicos polarizados semilla empleados. Construira´ una matriz P (w) cuyas
variables P ci (wi) simbolizan la probabilidad P
c
i de encontrar el te´rmino wi en ca-
da categor´ıa c. La GAE se servira´ de las probabilidades, bien sean calculadas por
ma´xima verosimilitud o un modelo de smoothing, de cada te´rmino para estimar que
te´rminos son las ma´s representativos en un conjunto de categor´ıas.
A continuacio´n se detalla la expresio´n de la GAE para que se observe como esta me-
dida utiliza estas probabilidades para estimar los te´rminos ma´s representativos de un
conjunto de categor´ıas. Se explica co´mo se calcula la generalidad g(w), uniformidad
u(w) y polarizacio´n p(w).
La generalizacio´n de la GAE trata de otorgar una puntuacio´n mayor a una mayor
ocurrencia del N-Grama w en todas las categor´ıas que se consideren para la cons-
truccio´n del prototipo de ana´lisis de opiniones. Es una generalizacio´n del modelo de
Tan, que u´nicamente considera dos dominios. Se propone el siguiente nuevo nume-
rador para calcular lo general que es un N-Grama en cada una de las n categor´ıas a
considerar. Se incluye a su vez a la izquierda la expresio´n de Tan para ilustrar como
la nueva expresio´n es una generalizacio´n de la anterior.
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p0(w)pn(w)





Donde i simboliza el dominio i de un total de n dominios. El exponente 1/n se
introduce con el propo´sito de evitar el problema del underflow y que el resultado sea
similar independientemente del nu´mero de dominios. El problema del underflow se
origina al multiplicar numerosas probabilidades obteniendo resultados muy bajos.
Con esta expresio´n, aquellos te´rminos w con altos valores de probabilidad en las n
categor´ıas obtendra´n una mayor puntacio´n y viceversa. La GAE por tanto favorece
con este factor a aquellos te´rminos altamente probables en las n categor´ıas.
Un requisito a cumplir por el modelo es que el analista debe poder parametrizar los
pesos que quiere otorgar a cada categor´ıa. Si todas las categor´ıas tuviesen el mismo
peso, la expresio´n anterior es va´lida. Dado que esto no tiene porque ser as´ı, pese a
que lo es por defecto, se modifica la expresio´n anterior introduciendo un vector θ de
pesos. Este vector θ de pesos debe cumplir que
n∑
i=1
θi = 1 donde n es el nu´mero de









El exponente 1/n queda modificado por el vector de pesos. Si el analista no especifica
ninguna parametrizacio´n y decide que todas las categor´ıas tienen el mismo peso, el
valor de cada peso θi sera´ igual a θi = 1/n, donde n es el nu´mero de categor´ıas.
Dado que esta expresio´n simboliza lo general que es el te´rmino en las categor´ıas, se





Calculada la generalizacio´n de un te´rmino, se explica la uniformidad de un te´rmino.
Tan intenta que se favorezcan caracter´ısticas que ocurren frecuentemente en dos
dominios. Para ello usaba la expresio´n |P0(w) − Pn(w)|. Con esta expresio´n, si un
te´rmino aparece muy frecuentemente en una categor´ıa y apenas ocurre en la otra o
no se detecta, el valor de esta expresio´n sera´ muy elevado. En la FCE, este te´rmino
aparece en el denominador, en la GAE no. En consecuencia, a mas similares sean los
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valores P0(w) y Pn(w), menos se puntuara´ la importancia del te´rmino w, al contrario
que en la FCE, donde se puntuaba ma´s a mas similares eran esos valores.
Para generalizar esta expresio´n a n dominios, se emplea la desviacio´n t´ıpica. La des-
viacio´n t´ıpica es un estad´ıstico cuyo valor es menor a menor dispersio´n con respecto
al valor promedio presente la variable aleatoria en la muestra analizada. Por tanto,
a menor sea la desviacio´n t´ıpica, menor sera´ el resultado final. En consecuencia, la
GAE promociona a caracter´ısticas generalizables en las categor´ıas consideradas. La
expresio´n que se introduce, con respecto a la propuesta por Tan, es la siguiente:





Si el nu´mero de categor´ıas es 1, entonces se asigna a n un valor igual a 2. Como en
el caso del numerador, se pretende que el analista pueda asignar una importancia
mayor a una categor´ıa frente a otra distinta. En el caso de que el analista asigne
ma´s peso a una categor´ıa, se debe hacer que la media p(w) tienda a ese valor. Por
ello, sea ω el vector de pesos parametrizado por el analista para cada categor´ıa tal
que ωi ∈ [0, 1] y
n∑
i=1






A esta nueva expresio´n se le define como pω(w). Donde n es el nu´mero de categor´ıas.
Ponderada la media en la desviacio´n t´ıpica, hay que ponderar tambie´n la importancia
de cada sumando, que simboliza a la probabilidad de cada categor´ıa con respecto a
su media. De no hacerlo, el estad´ıstico no modelizar´ıa la dispersio´n ponderada de
cada una de las variables.
Cada sumando corresponde a la expresio´n: (pi(w)− pω(w))2. Para lograr la ponde-
racio´n, simplemente se multiplica a cada sumando por su peso asignado. Dado que
el valor ser´ıa tantas veces ma´s pequen˜o como categor´ıas existen, se le multiplica al
sumatorio por el nu´mero de categor´ıas para eliminar ese factor. Con ello, se obtiene
expresio´n que se va a definir a continuacio´n para la desviacio´n t´ıpica ponderada.
Dado que esta expresio´n modeliza la uniformidad del te´rmino en las categor´ıas, se
le define como u(w):







Donde n es el nu´mero de categor´ıas, si so´lo se considera una categor´ıa entonces al
denominador se le asigna un valor igual a 1. Si el analista no especifica ninguna
parametrizacio´n y decide que todas las categor´ıas tienen el mismo peso, el valor de
cada peso ωi sera´ igual a ωi = 1/n, donde n es el nu´mero de categor´ıas.
Enfatizar que el vector de pesos de uniformidad ω y el vector de pesos de generali-
zacio´n θ no tienen que ser iguales. Se le proporciona de este modo al analista una
mayor flexibilidad en el modelo. Con la definicio´n de esta expresio´n ya se tienen dos
de los tres pilares de los que se compone la GAE, a continuacio´n se explica el ca´lculo
de la polarizacio´n de un te´rmino.
La polarizacio´n de un te´rmino en la GAE expresa la correlacio´n de la aparicio´n de
cada te´rmino en el texto con respecto a la polaridad del texto. Para poder calcular la
polarizacio´n, es necesario calcular en primer lugar la proporcio´n positiva y negativa
de cada uno de los te´rminos en el conjunto de textos a analizar.
La variable real proporcio´n positiva PP (w, T ) ∈ [0, 1] de un te´rmino w en un con-
junto de textos T viene dada por la siguiente expresio´n, donde TPOS es una variable
entera que simboliza el subconjunto con respecto a T de textos categorizados positi-
vamente y count(w, TPOS) es una variable entera que simboliza el nu´mero de textos
categorizados positivamente tal que en los cua´les aparece el te´rmino w.
PP (w, T ) =
count(w, TPOS)
TPOS
La variable real proporcio´n negativa PN(w, T ) ∈ [0, 1] de un te´rmino w en un
conjunto de textos T viene dada por la siguiente expresio´n, donde TNEG es una
variable entera que simboliza el subconjunto con respecto a T de textos categorizados
negativamente y count(w, TNEG) es una variable entera que simboliza el nu´mero de
textos categorizados negativamente tal que en los cua´les aparece el te´rmino w.
PN(w, T ) =
count(w, TNEG)
TNEG
Calculadas estas proporciones, se introduce el concepto positividad PS ∈ [0, 1] y ne-
gatividad NG ∈ [0, 1] del te´rmino w. Las proporciones positivas y negativas no nos
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indican realmente como de polarizado esta´ el te´rmino w con respecto al conjunto de
textos T , indican u´nicamente una proporcio´n. Por ejemplo, el te´rmino no esta´ po-
larizado simplemente por tener una proporcio´n positiva igual a 0.95, pues puede
tener una negativa de 0.98. Por ello, se introduce la variable positividad PS ∈ [0, 1]
que obedece a la siguiente expresio´n, donde se omite el conjunto de textos T para
simplificar, pero del que todas las expresiones son dependientes:
PS(w) =
PP (w)
PP (w) + PN(w)
Si la expresio´n PP (w) +PN(w) es igual a cero, es decir, el te´rmino es neutral dado
que no aparece en ningu´n texto, entonces PS(w) es igual a cero. Del mismo modo, se
introduce la variable negatividad NG ∈ [0, 1] que obedece a la siguiente expresio´n,




PP (w) + PN(w)
Dada la positividad y negatividad de un te´rmino, se deben introducir dos nuevos
conceptos que son los dos pilares de los que se compone la polarizacio´n de un te´rmino
w. Estos conceptos son la Pureza PZ(w) ∈ [0, 1] y la Intensidad Polar IP (w) ∈ [0, 1]
del te´rmino w. Son explicados a continuacio´n.
La Pureza PZ(w) ∈ [0, 1] del te´rmino w es una variable real que modela lo polar
que es un te´rmino. Un te´rmino puede ser polar sin estar presente en muchos textos.
Por ejemplo, si un te´rmino tiene una positividad igual a 0.2 y una negatividad igual
a 0, el te´rmino sera´ polar. Un te´rmino polar no implica que sea negativo o positivo.
Conocer que un te´rmino es polar es de utilidad para la GAE, pues estos te´rminos son
de mayor intere´s para ser tomados en cuenta con respecto a los que no son polares.
La pureza del te´rmino viene dada por la siguiente expresio´n:
PZ(w) = |PS(w)−NG(w)|
El valor absoluto de la resta entre positividad y negatividad obtiene la pureza del
te´rmino w. Sin embargo, la polarizacio´n de un te´rmino puede ser tomada como
distinta con purezas similares. Una pureza igual a 0.4 puede obedecer a que un
te´rmino tenga positividad 0.4 y negatividad 0 o positividad 0.8 y negatividad 0.4.
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En este segundo caso, el te´rmino aparecer´ıa en un nu´mero mucho mayor de textos.
Esta aparicio´n polar en ma´s textos del te´rmino puede interesar al analista.
Por ello, se define el concepto Intensidad Polar IP (w) ∈ [0, 1] como:
IP (w) = PP (w, T )
si PP (w, T ) ≥ PN(w) o
IP (w) = PN(w)
en caso contrario. De esta forma si un te´rmino tiene mayores proporciones polares
entonces sera´ mayor puntuado.
Definidos los dos pilares de la polarizacio´n del te´rmino w, u´nicamente resta explicar
co´mo se combinan estos dos pilares, para la creacio´n de la expresio´n que simboliza la
polarizacio´n del te´rmino w. Estos dos te´rminos son combinados mediante un peso,
k ∈ [0, 1], para que el analista otorgue a la intensidad y pureza la importancia que
considere necesaria. La polarizacio´n pol(w) ∈ [0, 1] de un te´rmino se define por la
siguiente expresio´n:
pol(w) = k ∗ PZ(w) + (1− k) ∗ IP (w)
Mediante la polarizacio´n del te´rmino, el analista an˜ade a la GAE no u´nicamente el
hecho de que los rasgos, o unigramas en este modelo, sean generales y uniformes,
sino que an˜ade un mecanismo espec´ıfico para comprobar como de polares son. Se
trata de un enfoque que se especializa ma´s para la tarea de ana´lisis de opiniones y
se aleja algo de la categorizacio´n de textos, problema ma´s gene´rico.
Una vez explicados los tres pilares de la GAE, u´nicamente resta explicar co´mo se
combinan estos pilares para el ca´lculo de la GAE. Sea g(w) la generalizacio´n del
te´rmino w en las n categor´ıas, u(w) la uniformidad del te´rmino w en las n categor´ıas
y pol(w) la polarizacio´n del te´rmino. La expresio´n final de la GAE, GAE(w), queda
definida como:
GAE(w) = q1g(w) + q2u(w) + q3pol(w)
Los tres pilares explicados son levemente modificados para que los tres rankings
creados por g(w), u(w) y pol(w) obtengan resultados uniformes. De este modo,
ninguno de los pilares domina a los otros. Por ejemplo, si un ranking tiene el te´rmino
ma´s alto puntuado con 0.5 y otro lo tiene con 0.99, entonces el segundo domina al
primero. Se desea evitar este sesgo.
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Por otro lado, tambie´n son levemente modificados dado que la diferenciacio´n en
importancia entre te´rminos con valores muy bajos con respecto a valores medios es
superior que la diferenciacio´n en importancia entre te´rminos con valores medios con
respecto a altos. Esto es debido a que, como ma´s tarde se explica, los te´rminos de
puntuaciones ma´s altas sera´n directamente elegidos por la expresio´n pero aquellos
filtros de puntuaciones ma´s bajas tendra´n que competir. Por ello se quiere diferenciar
de la mejor forma posible su importancia.
Para evitar el sesgo y elevar la importancia de la diferencia entre valores bajos, se
utilizan ra´ıces de grados elevados. En cada uno de los pilares se utiliza un grado.
Este grado ha sido extra´ıdo en base a numerosos experimentos, hasta que se han
observado que los rankings son uniformes y la puntuacio´n de los te´rminos es elevada
en cada uno de ellos. En la seccio´n de l´ıneas futuras, se propone un modelo para
optimizar estos grados de tal modo que la GAE devuelva resultados o´ptimos. Se
emplea la ra´ız cuadrada para la generalizacio´n, la ra´ız quinta para la uniformidad y
la polarizacio´n es elevada a 0.35.
Mediante la GAE, se extraen te´rminos aplicables a cualquier dominio independiente-
mente del mismo. Estos te´rminos, son denominados como independientes del domi-
nio en la investigacio´n de Tan por medio de su FCE, pero u´nicamente considerando
dos dominios. Como se ha visto, la GAE puede considerar todo tipo de dominios,
especializa´ndose en ana´lisis de opiniones.
Una vez formulada la GAE, se detalla co´mo utilizar esta expresio´n para construir
un prototipo de ana´lisis de opiniones. En esta tesis, se usara´ la GAE para filtrar, en
primer lugar, le´xicos polarizados semilla, eliminando aquellos te´rminos no generali-
zables o no aplicables en los dominios considerados y posteriormente expandir los
le´xicos polarizados con nuevos te´rminos.
Para el filtrado, una iteracio´n de la expresio´n se quedara´ solo con los k te´rminos
cuya fw sea superior a un umbral u configurable por el analista. Del mismo modo el
analista puede elegir tambie´n emplear todos los te´rminos o quedarse so´lo con los k
te´rminos que e´l considere.
Para estos k te´rminos se extrae una variable booleana que simboliza su apariencia
en cada uno de los textos considerados para las n categor´ıas. Para cada texto se
extrae una variable nominal que indica la categor´ıa de ese texto. Al mismo tiempo
para cada texto se tiene como variable nominal que simboliza la clase la polaridad
del texto: Positiva o negativa. Estas variables constituyen cada una de las instancias
representativas de cada texto que forman el conjunto de datos a procesar.
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A partir de este vector caracter´ıstico, se efectuara´ una clasificacio´n de los textos de
los N dominios usando modelos de aprendizaje automa´tico supervisado. Los clasifi-
cadores elegidos para esta investigacio´n sera´n el Discriminative Multinomial Naive
Bayes, la Regresio´n Log´ıstica y la linear SVM. Como se ha visto en el estado del arte,
son los modelos ma´s empleados en el ana´lisis de opiniones, aunque no los u´nicos,
puesto que se puede realizar ana´lisis de opiniones tambie´n con a´rboles de decisio´n,
random forests o con el algoritmo K-NN, entre otros.
De nuevo, el analista tendra´ un vector de pesos φ con la misma naturaleza que los
anteriores vectores de pesos para calibrar la importancia que quiere dar al resultado
de cada clasificador. Mediante este vector de pesos el modelo es ma´s flexible.
De forma adicional, el modelo permitira´ al analista configurar si, para cada te´rmino,
desea incluir variables que simbolicen la frecuencia de aparicio´n del te´rmino en el
texto y la puntuacio´n del te´rmino en los textos empleando Smoothing Add one. Tam-
bie´n podra´ an˜adir una variable que simboliza si en el texto se han encontrado ma´s
te´rminos categorizados positivamente o negativamente por los le´xicos polarizados
semilla.
Mediante el le´xico polarizado semilla filtrado para analizar estas categor´ıas, se ob-
tendra´n medidas de evaluacio´n del modelo tras la fase de entrenamiento: La pre-
cisio´n, recall y F-Measure medias. Este sera´ el punto de partida de un algoritmo
iterativo, que pretende maximizar el valor de esta expresio´n mediante la GAE. La
expresio´n a maximizar, fit, donde τ es de nuevo un vector de pesos con la impor-
tancia que el analista da a la precisio´n, recall y f-measure, sera´ la siguiente:
fit = max(τ1Precision(prot) + τ2Recall(prot) + τ3F −Measure(prot))
Donde prot es el modelo obtenido tras ser entrenado por los modelos de aprendizaje
automa´tico. Se entra en un algoritmo iterativo en el que se quiere maximizar la
expresio´n definida, que se le denominara´ fitness. El fitness obtenido en la primera
iteracio´n es el rendimiento inicial del prototipo, resultado de los te´rminos relevantes
del le´xico semilla que se desee emplear. La precisio´n, recall y F-Measure obtenidas
sera´n las de base, cuyo valor debera´ incrementar segu´n se an˜adan nuevos te´rminos
mediante la GAE en una serie de iteraciones.
El objetivo es maximizar la funcio´n fitness. Para ello, se expande el le´xico polarizado
mediante la GAE. Para lograr este objetivo, en primer lugar, se necesita un nuevo
recurso. Este recurso es una lista de Stop Words del lenguaje en el que se esta´n
analizando los textos. Se an˜ade esta lista puesto que estas stop words simbolizan
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te´rminos que en ningu´n caso, o en casos muy raros, polarizan un texto o son variables
condicionadas para que otra variable defina la polaridad de un texto.
Con este recurso, se puede comenzar la expansio´n del le´xico polarizado con nuevos
te´rminos que se encuentren en el texto. Se calcula la GAE para todos los te´rminos
que aparezcan en los textos excepto para los considerados en el le´xico polarizado y
los que se encuentren en la lista de Stop Words. No se conoce la polaridad de los
nuevos te´rminos, simplemente se conoce que su aparicio´n es general en todas las
categor´ıas y que se encuentran uniformemente en todas ellas.
Por ello, pese a que los te´rminos por s´ı solos, probablemente en la mayor´ıa de los casos
pero no siempre, no tengan sema´ntica polar si se sabe que son generales y uniformes.
Una vez modelizados todos los te´rminos, se hace un ranking con la puntuacio´n
que obtienen mediante la GAE. En cada iteracio´n, se introducen los te´rminos ma´s
valorados por la GAE al le´xico polarizado.
Se podra´n introducir uno a uno o en bloque segu´n para´metros de configuracio´n
habilitan en el modelo. El analista configurara´ cuantos te´rminos se querra´n an˜adir en
cada iteracio´n al le´xico polarizado de la iteracio´n anterior. Esto se define mediante la
variable entera E, de valor mayor o igual a 1. A menor E, mayor precisio´n tendra´ el
prototipo final pero el prototipo necesitara´ un mayor tiempo de computacio´n y
viceversa.
Se extraen las variables de aparicio´n en el texto, frecuencia o las consideradas por
el analista para cada uno de los te´rminos extra´ıdos por la GAE para cada texto. El
procedimiento es similar al que se elabora en la primera iteracio´n, para los te´rminos
que se incluyen en el le´xico polarizado.
Se an˜aden estas variables al vector caracter´ıstico representante de cada texto. Las va-
riables que simbolizara´n a estos te´rminos en el vector caracter´ıstico condicionadas al
valor de las variables del le´xico polarizado podra´n aportar un mejor comportamiento
a los modelos de aprendizaje automa´tico.
Si la funcio´n fitness ha mejorado con los nuevos te´rminos, se incorporan al le´xi-
co polarizado, sin polaridad, pero representativos del vector caracter´ıstico de cada
instancia representante de un texto.
Si los nuevos te´rminos decrementan las medidas de evaluacio´n obtenidas en la ite-
racio´n anterior, no se incluira´n los nuevos te´rminos. En la siguiente iteracio´n, se
desechan los E te´rminos ma´s valorados por la GAE y se extraen los siguientes E
te´rminos. Para estos te´rminos, se vuelven a extraer sus variables para cada texto
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y se vuelve a evaluar el conjunto de datos mediante los modelos de aprendizaje
automa´tico, y as´ı sucesivamente.
En este punto, es necesario definir un criterio de convergencia o de parada, puesto
que de lo contrario el algoritmo u´nicamente terminar´ıa cuando se analicen todos
los te´rminos. Esto es muy costoso. Por ello, se definen criterios de parada para el
algoritmo iterativo de maximizacio´n.
El criterio de convergencia sera´ tambie´n configurable por el analista. Se proponen
varios criterios en este modelo:
Obtener una variacio´n v, en porcentaje, menor de las medidas de evaluacio´n
de una cantidad α a parametrizar por el analista.
Permitir un ma´ximo de i iteraciones.
No haber incluido γ te´rminos en x iteraciones.
Mejorar un p porcentaje con respecto al rendimiento inicial.
Una vez alcanzado el criterio de convergencia, se detiene el algoritmo alcanzando
las medidas de evaluacio´n logradas por la u´ltima iteracio´n. Con esto, el prototipo
de ana´lisis de opiniones construido para analizar las categor´ıas consideradas por el
analista es construido. A continuacio´n se incluye un gra´fico en el que se visualiza
toda la lo´gica explicada en estos pa´rrafos.
El prototipo obtenido por el modelo es general para las categor´ıas consideradas por el
analista. Debido a la flexibilidad del modelo, si el nu´mero de categor´ıas es superior a
dos y se dispone de tiempo y recursos para obtener prototipos, se recomienda seguir
la siguiente metodolog´ıa para obtener prototipos de ana´lisis de opiniones en todos
los subconjuntos las categor´ıas que se consideren. Mediante la siguiente metodolog´ıa,
se obtendra´n prototipos de ma´s generales a ma´s espec´ıficos para todas las categor´ıas
a analizar.
Supo´ngase que se deben analizar N categor´ıas. Se recomienda emplear el modelo en
las N categor´ıas para obtener un prototipo general para todas ellas. Posteriormente,
se recomienda obtener todos los subconjuntos de categor´ıas de las N categor´ıas y
generar prototipos para todas ellas. Se recomienda tambie´n generar un prototipo
para cada una de las categor´ıas por separado.
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Figura 3.2: Algoritmo de expansio´n del le´xico y construccio´n de prototipos de
modelos de ana´lisis de opiniones.
Por ejemplo, si se tiene las categor´ıas de textos CA,CB Y CC se recomienda ge-
nerar un prototipo P que las considere todas: P (CA,CB,CC). Una vez obtenido,
se recomienda generar los prototipos de todos los subconjuntos de las categor´ıas:
P (CA,CB),P (CA,CC),P (CB,CC),P (CA),P (CB) y P (CC).
De este modo, si el analista de opiniones necesita obtener un modelo para una
situacio´n en la que so´lo se encuentren textos de la categor´ıa CC ya tiene el prototipo.
Si por el contrario se encuentra en la casu´ıstica de que en un dominio so´lo existen
textos pertenecientes a las categor´ıas CA y CB ya tiene el prototipo. En resumen,
tiene prototipo para cualquier casu´ıstica que se pueda encontrar.
Adema´s de generar el prototipo, el modelo presentado ofrece la expansio´n del le´xico
polarizado semilla presente en el algoritmo. Los te´rminos que la GAE va extrayendo
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para mejorar el ana´lisis de un texto por parte de los algoritmos de aprendizaje
automa´tico son an˜adidos en este le´xico polarizado.
Para, adema´s de an˜adirlos, descubrir su polaridad, se emplea la pureza y la posi-
tividad y negatividad, descritas anteriormente. El analista dispone de un umbral
de polarizacio´n, UP ∈ [0, 1]. Este umbral decidira´ si se desconoce la polaridad del
te´rmino que se inserta o se polariza.
Si la pureza es inferior al umbral, se an˜ade el te´rmino al le´xico polarizado sin pola-
ridad. Si es superior al umbral, se polariza. Si la positividad es superior a la negati-
vidad, se categoriza positivamente. En caso contrario, se categoriza negativamente.
De esta forma, el modelo presentado en este apartado obtiene, a partir de un con-
junto de textos ordenados por categor´ıas y un le´xico polarizado semilla, un modelo
para analizar futuras opiniones de estas categor´ıas y un le´xico polarizado expandido
especializado en las categor´ıas analizadas.
Una observacio´n importante es que en este modelo se prefiere no lemmatizar ni
eliminar algunos caracteres que no son propios del unigrama con el tokenizador. Por
ejemplo: Great!!!!. Esto hace que el te´rmino Great!!!! sea tratado de forma distinta
a Great!. Esto se hace as´ı dado que el modelo soporta grandes volu´menes de datos y
dado que la sema´ntica subyacente a los dos te´rminos mostrados puede ser distinta.
Una vez definido el modelo, el siguiente apartado definira´ los experimentos que se
van a efectuar para observar los resultados obtenidos por este modelo. Esto se detalla
en el siguiente apartado, el apartado de experimentacio´n.
Cap´ıtulo 4
Experimentacio´n
Como se ha visto en el cap´ıtulo anterior, en el apartado en el cua´l se propone el mo-
delo, este modelo se presta a la realizacio´n de un gran nu´mero de experimentos. Esto
es debido a las caracter´ısticas del modelo, que contiene para´metros ajustables a las
necesidades de cada circunstancia y es capaz de analizar un nu´mero indeterminado
de categor´ıas.
Para poder evaluar las hipo´tesis listadas en el anterior apartado y cumplir con los
objetivos propuestos es necesario elaborar mu´ltiples experimentos. En este cap´ıtulo,
se proponen experimentos para evaluar las hipo´tesis y cubrir los objetivos propuestos.
Estos experimentos esta´n sujetos a las asunciones y las restricciones listadas en el
cap´ıtulo anterior. A estas restricciones se les an˜aden otras aqu´ı listadas con respecto
al modelo propuesto debido a la limitacio´n de tiempo existente para la elaboracio´n
de la Tesis.
Este cap´ıtulo se divide en dos apartados. En primer lugar, se expondra´n los re-
cursos de los que se dispone en esta investigacio´n para elaborar los experimentos,
adjuntando para cada uno de ellos una explicacio´n sobre el porque´ se han elegido.
Posteriormente, se incluye un apartado en el cua´l se muestra el disen˜o de cada uno
de los diferentes experimentos. Para cada experimento, se an˜aden los objetivos que
se quieren cumplir mediante su realizacio´n, las hipo´tesis que se desean evaluar y el
listado de asunciones y restricciones que se toman en cuenta en el experimento. Los
resultados de cada experimento, sobre las hipo´tesis y objetivos planteados para cada
uno de ellos, se comentan en el cap´ıtulo de Evaluacio´n.
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4.1. Recursos Utilizados en los Experimentos
El modelo descrito en el anterior cap´ıtulo necesita de mu´ltiples recursos para poder
ser implementado, realizar experimentos con el mismo y ser posteriormente evaluado.
Algunos de los recursos que, de forma ideal, necesita este modelo para ser evaluado
en toda posible casu´ıstica, son muy costosos, en para´metros de tiempo y econo´micos.
Por ello, se incluye en el cap´ıtulo anterior como restricciones que so´lo se utilizara´ para
la experimentacio´n y evaluacio´n del modelo los recursos que se mencionan en este
apartado.
A continuacio´n, se exponen los distintos tipos de recursos de los que se dispone para
efectuar experimentos:
4.1.1. Corpus de textos clasificados por categor´ıa y anotados
por polaridad
El modelo se encarga de construir prototipos que analizan opiniones en cualquier
nu´mero de categor´ıas distintas. Por ello, en primer lugar, se necesita disponer de
distintos textos clasificados por categor´ıas. De forma adicional, estos textos necesitan
estar clasificados en funcio´n de la polaridad del escritor. Es importante recordar que
el modelo emplea la polaridad como variable clase para los modelos de aprendizaje
automa´tico.
Como conjunto de textos clasificados por categor´ıa y polarizados, se cuenta con
un corpus categorizado por opinio´n de 5 GB de cr´ıticas sobre distintos productos
descargado de Amazon [79]. Las cr´ıticas de cada tipo distinto de producto simbolizan
las distintas categor´ıas que se consideran. Algunos ejemplos de estas categor´ıas son
cr´ıticas de usuarios efectuadas sobre mu´sica o vivienda.
Como categor´ıa adicional, se cuenta con un corpus anotado por polaridad de Tweets
de Stanford que simboliza otra categor´ıa. Esta categor´ıa es especialmente diferente
a las anteriores dado que la gente escribe distinto en Twitter. Esto sera´ u´til para
disen˜ar experimentos. Se cuenta, por u´ltimo, de un corpus de texto anotado de
cr´ıticas de pel´ıculas, que simboliza una nueva categor´ıa con respecto a las comentadas
previamente.
Debido a la restriccio´n de tiempo y a la gran utilidad del corpus de Amazon, se
utiliza este para los experimentos.
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Como comentario sobre los textos de los que se dispone, el volumen de textos no es
todo lo grande de lo que a priori es deseable. Este es un modelo cuyo funcionamiento,
gracias al aprendizaje automa´tico y la estad´ıstica, es o´ptimo en entornos en los que
se deben analizar volu´menes de texto del orden de Terabytes. Pese a ello, el volumen
de textos del que se dispone es aceptable para realizar un prototipo.
Adicionalmente, todos los textos esta´n anotados por polaridad y clasificados por
categor´ıa y han sido empleados en otros experimentos dado que tienen licencia pa-
ra uso en la investigacio´n. Esto supone una garant´ıa de calidad, ya que han sido
revisados por otros investigadores.
4.1.2. Le´xicos Polarizados Semilla
Para su correcto funcionamiento, el modelo necesita ser inicializado mediante un
le´xico polarizado semilla. Por ello, adquiere especial importancia la eleccio´n de un
le´xico polarizado semilla que se adapte a este modelo. Este debe contener te´rminos
y su polaridad asociada.
En el estado del arte, se elaboro´ una lista con los le´xicos polarizados semilla ma´s
representativos en el ana´lisis de opiniones. Los le´xicos polarizados que se han elegido
para la experimentacio´n son algunos de los que se describen en el estado del arte.
Para mayor informacio´n sobre ellos se referencia al lector a consultar el apartado del
estado del arte en el cual se describen.
Debido a que contienen licencia para su uso en investigacio´n y cuentan con polari-
dades asociadas a cada uno de los te´rminos que contienen, los le´xicos polarizados
semilla que se van a considerar en los experimentos son el General Inquirer y el Bing
Liu Lexicon.
En los experimentos, se comprobara´ si el ana´lisis de opiniones realizado, una vez
converge el algoritmo, var´ıa con respecto a las medidas de evaluacio´n obtenidas, si
se inicializa el modelo mediante distintos le´xicos polarizados semilla.
A priori, a menor adaptacio´n del le´xico polarizado semilla a las categor´ıas que se
consideren, el algoritmo necesitara´ un mayor nu´mero de iteraciones para converger
y, en consecuencia, obtener las medidas de evaluacio´n finales. Se verificara´ si el
resultado final es independiente de un distinto nu´mero de iteraciones, entre otros
factores.
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4.1.3. Modelos de Aprendizaje Automa´tico
Para comprobar si los te´rminos an˜adidos al le´xico polarizado en cada iteracio´n,
determinados a partir de que sean los mejor valorados por la GAE, mejoran el
ana´lisis de opiniones realizado por el le´xico sin estos te´rminos, se empleara´n modelos
de aprendizaje automa´tico.
Estos modelos de aprendizaje automa´tico se entrenara´n a partir del conjunto de
datos formado por un vector caracter´ıstico por texto. La variable clase es la polaridad
del texto. Las variables predictivas son las representativas de cada te´rmino del le´xico
en funcio´n del texto. Por tanto, los modelos de aprendizaje automa´tico a emplear en
la expansio´n del le´xico son muy importantes para lograr medidas de evaluacio´n que
superen las del le´xico polarizado semilla y se adapten a las categor´ıas consideradas.
Para los experimentos, se utilizara´n el siguiente modelo de aprendizaje automa´tico:
El Discriminative Multinomial Naive Bayes [80]. La razo´n por la cual se emplea este
me´todo es debido a que es el ma´s ra´pido computacionalmente y es muy efectivo en
categorizacio´n de texto, lo que lo hace ideal para la construccio´n de un prototipo.
Para los experimentos, se utilizara´ la implementacio´n de este clasificador propor-
cionada por la plataforma Weka [81]. Esta plataforma, que tiene licencia de co´digo
abierto, cuenta con la ventaja de ser utilizada y modificada por un gran nu´mero de
investigadores. Por ello, se garantiza su buen funcionamiento, dado que cualquier
posible mal funcio´n en los clasificadores utilizados habra´ sido corregida por la co-
munidad. Esto es debido a que los clasificadores citados son empleados en un gran
nu´mero de experimentos de distinta naturaleza.
4.2. Disen˜o y Descripcio´n de los Experimentos
Tras describir los recursos que se van a utilizar los experimentos, se necesita exponer
los detalles de los distintos experimentos que se van a contemplar. Todos los experi-
mentos se efectu´an sobre una implementacio´n escrita en Java SE 7 del modelo que
se ha propuesto.
A continuacio´n, se muestra el detalle de cada experimento. Los experimentos esta´n
ordenados por importancia. Para cada experimento, se adjunta informacio´n sobre
los recursos que se emplean en e´l, las hipo´tesis que se desean evaluar y los objetivos
que se desean alcanzar.
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Todos los experimentos descritos a continuacio´n esta´n sujetos a las restricciones y
asunciones descritas en el cap´ıtulo anterior y en este cap´ıtulo. Los resultados de cada
experimento, junto a si consiguen validar o refutar las hipo´tesis que se plantean en
cada uno de ellos, se incluyen en el cap´ıtulo de evaluacio´n.
4.2.1. Experimento I
Descripcio´n: Este experimento desea corroborar si el modelo es capaz de expandir
el le´xico polarizado. Se quiere comprobar si el modelo que toma el le´xico expandi-
do mejora el comportamiento del modelo que toma el le´xico polarizado semilla. Se
experimenta en una casu´ıstica en la que se analizan textos pertenecientes a dos ca-
tegor´ıas distintas. El experimento tendra´ e´xito si las medidas de evaluacio´n, funcio´n
fitness del modelo, del prototipo generado, son mejores que las del le´xico polarizado
semilla.
Para´metros del modelo en el experimento:
Importancia de la generalizacio´n, q1, en la GAE: 0.2.
Importancia de la uniformidad, q2, en la GAE: 0.2.
Importancia de la polarizacio´n, q3, en la GAE: 0.6.
Importancia de la Pureza , k, con respecto a la Intensidad Polar en la Polari-
zacio´n: 0.8.
Umbral de polarizacio´n, UP : 0.3.
Nu´mero de te´rminos, E, a insertar en el le´xico por iteracio´n: 5.
Umbral de te´rminos a preservar del le´xico polarizado: 100
Vector de pesos de generalizacio´n de las categor´ıas, θ: Uniforme.
Vector de pesos de generalizacio´n de las categor´ıas, ω: Uniforme.
Vector de pesos para la funcio´n fitness ,τ : Precisio´n: 0.3. Recall: 0.2. F-Measure:
0.5.
Criterio de convergencia: Permitir un ma´ximo de iteraciones.
Nu´mero de iteraciones ,i, para la convergencia: 30.
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Nu´mero de categor´ıas consideradas, N : 2.
Categor´ıas consideradas: Automotive, Beauty.
Recursos empleados: Bing Liu Lexicon. Corpus de Amazon. Discriminative Mul-
tinomial Naive Bayes.
Hipo´tesis que se quieren evaluar: El modelo propuesto es capaz de mejorar las
medidas de precisio´n, recuperacio´n y F-Measure con respecto a las medidas obtenidas
por medio de un modelo de ana´lisis de opiniones basado u´nicamente en un le´xico
polarizado semilla en cualquier categor´ıa.
El modelo propuesto es capaz de mejorar, en al menos la mitad de los casos y
habiendo analizado un nu´mero lo suficientemente grande de textos, las medidas
de precisio´n, recuperacio´n y F-Measure con respecto a las medidas obtenidas por
medio de un modelo de ana´lisis de opiniones generalista en textos que pertenezcan
a cualquier categor´ıa.
Objetivos que se quieren alcanzar: Comprobar si el modelo propuesto hace
que los le´xicos polarizados mejoren sus medidas de evaluacio´n con respecto a las
obtenidas cuando estos le´xicos no esta´n expandidos.
Comprobar si el modelo obtiene prototipos de modelos que analizan opiniones en
contextos o dominios que no han sido analizados por lingu¨istas o expertos en esa
categor´ıa.
4.2.2. Experimento II. Descripcio´n
Descripcio´n: Este experimento desea corroborar si el modelo obtiene resultados
similares independientemente del le´xico polarizado semilla empleado. Para ello, se
repiten los para´metros del anterior experimento a excepcio´n de las categor´ıas para
seguir probando nuevas combinaciones, pero esta vez empleando el resto de le´xicos
polarizados. Tambie´n a excepcio´n del nu´mero de iteraciones, para demostrar que
au´n empleando un menor nu´mero de iteraciones, se obtiene una mejor´ıa.
A priori, los resultados de crecimiento de la funcio´n objetivo deber´ıan ser similares,
excepto el nu´mero de iteraciones empleado mediante el cual se llega a medidas
estables. Se prueba que el modelo es independiente de la categor´ıa a analizar y de
los recursos previos. Se piensa a priori que con 15 iteraciones an˜adiendo 5 te´rminos
por iteracio´n deber´ıa ser suficiente.
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Para´metros del modelo en el experimento:
Importancia de la generalizacio´n, q1, en la GAE: 0.2.
Importancia de la uniformidad, q2, en la GAE: 0.2.
Importancia de la polarizacio´n, q3, en la GAE: 0.6.
Importancia de la Pureza , k, con respecto a la Intensidad Polar en la Polari-
zacio´n: 0.8.
Umbral de polarizacio´n, UP : 0.3.
Nu´mero de te´rminos, E, a insertar en el le´xico por iteracio´n: 5.
Umbral de te´rminos a preservar del le´xico polarizado: 100
Vector de pesos de generalizacio´n de las categor´ıas, θ: Uniforme.
Vector de pesos de generalizacio´n de las categor´ıas, ω: Uniforme.
Vector de pesos para la funcio´n fitness ,τ : Precisio´n: 0.3. Recall: 0.2. F-Measure:
0.5.
Criterio de convergencia: Permitir un ma´ximo de iteraciones.
Nu´mero de iteraciones ,i, para la convergencia: 10.
Nu´mero de categor´ıas consideradas, N : 2.
Categor´ıas consideradas: Toys and games, tools and hardware.
Recursos empleados: General Inquirer. Corpus de Amazon. Discriminative Mul-
tinomial Naive Bayes.
Hipo´tesis que se quieren evaluar: El modelo debe obtener resultados similares
independientemente del le´xico polarizado semilla empleado con un nu´mero lo sufi-
cientemente grande de iteraciones y textos analizados para cualquier conjunto de
categor´ıas.
Objetivos que se quieren alcanzar: Comprobar que el prototipo generado posee
independencia con respecto al le´xico polarizado semilla empleado.
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4.2.3. Experimento III. Descripcio´n
Descripcio´n: En este experimento se desea comprobar que el prototipo generado
mediante el propuesto generado es capaz de analizar opiniones de forma ma´s efectiva
en categor´ıas que se han considerado frente a categor´ıas que no se han considerado.
Para ello, se generara´ un prototipo considerando 2 categor´ıas. Se anotara´ el rendi-
miento que el prototipo posee analizando dichas categor´ıas. Por u´ltimo, se anotara´ el
rendimiento del prototipo en una nueva categor´ıa. El experimento tendra´ e´xito si
esta u´ltima cifra es inferior al rendimiento presentado en las categor´ıas consideradas.
Para´metros del modelo en el experimento:
Importancia de la generalizacio´n, q1, en la GAE: 0.2.
Importancia de la uniformidad, q2, en la GAE: 0.2.
Importancia de la polarizacio´n, q3, en la GAE: 0.6.
Importancia de la Pureza , k, con respecto a la Intensidad Polar en la Polari-
zacio´n: 0.8.
Umbral de polarizacio´n, UP : 0.3.
Nu´mero de te´rminos, E, a insertar en el le´xico por iteracio´n: 5.
Umbral de te´rminos a preservar del le´xico polarizado: 100
Vector de pesos de generalizacio´n de las categor´ıas, θ: Uniforme.
Vector de pesos de generalizacio´n de las categor´ıas, ω: Uniforme.
Vector de pesos para la funcio´n fitness ,τ : Precisio´n: 0.3. Recall: 0.2. F-Measure:
0.5.
Criterio de convergencia: Permitir un ma´ximo de iteraciones.
Nu´mero de iteraciones ,i, para la convergencia: 30.
Nu´mero de categor´ıas consideradas, N : 2 ma´s una de test.
Categor´ıas consideradas: Books, Tools and Hardware, Beauty.
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Recursos empleados: Bing Liu Lexicon. Corpus de Amazon. Discriminative Mul-
tinomial Naive Bayes.
Hipo´tesis que se quieren evaluar: El prototipo creado por el modelo de ana´lisis
de opiniones presentado en esta Tesis, analizando un volumen lo suficientemente
grande de textos, presentara´ mejores resultados en las categor´ıas que se analicen en
su fase de entrenamiento que en categor´ıas no consideradas.
Objetivos que se quieren alcanzar: Comprobar que el modelo obtiene mejores
resultados en categor´ıas consideradas que en categor´ıas sin considerar.
Comprobar que el modelo obtiene mejores resultados en las categor´ıas que ha con-
siderado que un modelo disen˜ado para otra categor´ıa adicional.
4.2.4. Experimento IV. Descripcio´n
Descripcio´n: En este experimento se desea comprobar si el modelo propuesto es
capaz de mejorar el rendimiento del ana´lisis de opiniones que efectu´a el prototipo
que genera en cualquier categor´ıa. Para ello, e emplean un total de 5 categor´ıas.
Para´metros del modelo en el experimento:
Importancia de la generalizacio´n, q1, en la GAE: 0.2.
Importancia de la uniformidad, q2, en la GAE: 0.2.
Importancia de la polarizacio´n, q3, en la GAE: 0.6.
Importancia de la Pureza , k, con respecto a la Intensidad Polar en la Polari-
zacio´n: 0.8.
Umbral de polarizacio´n, UP : 0.3.
Nu´mero de te´rminos, E, a insertar en el le´xico por iteracio´n: 5.
Umbral de te´rminos a preservar del le´xico polarizado: 100
Vector de pesos de generalizacio´n de las categor´ıas, θ: Uniforme.
Vector de pesos de generalizacio´n de las categor´ıas, ω: Uniforme.
Vector de pesos para la funcio´n fitness ,τ : Precisio´n: 0.3. Recall: 0.2. F-Measure:
0.5.
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Criterio de convergencia: Permitir un ma´ximo de iteraciones.
Nu´mero de iteraciones ,i, para la convergencia: 50.
Nu´mero de categor´ıas consideradas, N : 5.
Categor´ıas consideradas: Camera and Photo, Electronics, Music, Magazines,
Jewelry and Watches
Recursos empleados: Bing Liu Lexicon. Corpus de Amazon. Discriminative Mul-
tinomial Naive Bayes.
Hipo´tesis que se quieren evaluar: El modelo propuesto es capaz de construir un
vector de caracter´ısticas para cualquier nu´mero de categor´ıas. Desde una categor´ıa
al nu´mero de categor´ıas que se deseen analizar.
El modelo propuesto es capaz de expandir los le´xicos polarizados semilla en cualquier
contexto de entre los que se consideran en los experimentos, mostrando una mejor´ıa
en las medidas de precisio´n, recuperacio´n y F-Measure con respecto a las medidas
de los le´xicos polarizados semilla.
Objetivos que se quieren alcanzar: Comprobar el correcto funcionamiento del
modelo independientemente del nu´mero de categor´ıas considerado.
Comprobar el correcto funcionamiento del dominio independientemente de la natu-
raleza de cada categor´ıa.
4.2.5. Experimento V. Descripcio´n
Descripcio´n: Cubiertos todos los objetivos planteados en el documento de disen˜o,
se desean efectuar pruebas adicionales del modelo para comparar su comportamiento
en funcio´n a los para´metros introducidos. Estos experimentos, de menor importan-
cia, resultan interesantes desde el punto de vista computacional, para observar el
rendimiento del modelo en distintas circunstancias.
En este experimento, se desea comparar el rendimiento del modelo variando su cri-
terio de convergencia. Se efectuara´ una primera ejecucio´n del modelo an˜adiendo un
u´nico te´rmino por iteracio´n y con 50 iteraciones. Se efectuara´ una segunda ejecu-
cio´n del modelo an˜adiendo 5 te´rminos por iteracio´n y con 10 iteraciones. Se espera
un mejor rendimiento en el primer caso frente al segundo. El primer caso tiene la
penalizacio´n del factor tiempo frente al segundo.
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Para´metros del modelo en el experimento. Ejecucio´n 1:
Importancia de la generalizacio´n, q1, en la GAE: 0.2.
Importancia de la uniformidad, q2, en la GAE: 0.2.
Importancia de la polarizacio´n, q3, en la GAE: 0.6.
Importancia de la Pureza , k, con respecto a la Intensidad Polar en la Polari-
zacio´n: 0.8.
Umbral de polarizacio´n, UP : 0.3.
Nu´mero de te´rminos, E, a insertar en el le´xico por iteracio´n: 1.
Umbral de te´rminos a preservar del le´xico polarizado: 100
Vector de pesos de generalizacio´n de las categor´ıas, θ: Uniforme.
Vector de pesos de generalizacio´n de las categor´ıas, ω: Uniforme.
Vector de pesos para la funcio´n fitness ,τ : Precisio´n: 0.3. Recall: 0.2. F-Measure:
0.5.
Criterio de convergencia: Permitir un ma´ximo de iteraciones.
Nu´mero de iteraciones ,i, para la convergencia: 50.
Nu´mero de categor´ıas consideradas, N : 2.
Categor´ıas consideradas: Baby, Video.
Para´metros del modelo en el experimento. Ejecucio´n 2:
Importancia de la generalizacio´n, q1, en la GAE: 0.2.
Importancia de la uniformidad, q2, en la GAE: 0.2.
Importancia de la polarizacio´n, q3, en la GAE: 0.6.
Importancia de la Pureza , k, con respecto a la Intensidad Polar en la Polari-
zacio´n: 0.8.
Umbral de polarizacio´n, UP : 0.3.
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Nu´mero de te´rminos, E, a insertar en el le´xico por iteracio´n: 5.
Umbral de te´rminos a preservar del le´xico polarizado: 100
Vector de pesos de generalizacio´n de las categor´ıas, θ: Uniforme.
Vector de pesos de generalizacio´n de las categor´ıas, ω: Uniforme.
Vector de pesos para la funcio´n fitness ,τ : Precisio´n: 0.3. Recall: 0.2. F-Measure:
0.5.
Criterio de convergencia: Permitir un ma´ximo de iteraciones.
Nu´mero de iteraciones ,i, para la convergencia: 10.
Nu´mero de categor´ıas consideradas, N : 2.
Categor´ıas consideradas: Baby, Video.
Recursos empleados: Bing Liu Lexicon. Corpus de Amazon. Discriminative Mul-
tinomial Naive Bayes.
4.2.6. Experimento VI. Descripcio´n
Descripcio´n: En este experimento, se desea comprobar que factor es ma´s relevante,
si la generalizacio´n o la uniformidad, si se cuenta con un nu´mero bajo de iteraciones.
Se proponen dos ejecuciones del modelo, una con mayor factor de generalizacio´n y
otra con mayor factor de uniformidad.
Para´metros del modelo en el experimento. Ejecucio´n 1:
Importancia de la generalizacio´n, q1, en la GAE: 0.3.
Importancia de la uniformidad, q2, en la GAE: 0.1.
Importancia de la polarizacio´n, q3, en la GAE: 0.6.
Importancia de la Pureza , k, con respecto a la Intensidad Polar en la Polari-
zacio´n: 0.8.
Umbral de polarizacio´n, UP : 0.3.
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Nu´mero de te´rminos, E, a insertar en el le´xico por iteracio´n: 5.
Umbral de te´rminos a preservar del le´xico polarizado: 100
Vector de pesos de generalizacio´n de las categor´ıas, θ: Uniforme.
Vector de pesos de generalizacio´n de las categor´ıas, ω: Uniforme.
Vector de pesos para la funcio´n fitness ,τ : Precisio´n: 0.3. Recall: 0.2. F-Measure:
0.5.
Criterio de convergencia: Permitir un ma´ximo de iteraciones.
Nu´mero de iteraciones ,i, para la convergencia: 10.
Nu´mero de categor´ıas consideradas, N : 2.
Categor´ıas consideradas: Toys and games, tools and hardware.
Para´metros del modelo en el experimento. Ejecucio´n 2:
Importancia de la generalizacio´n, q1, en la GAE: 0.1.
Importancia de la uniformidad, q2, en la GAE: 0.3.
Importancia de la polarizacio´n, q3, en la GAE: 0.6.
Importancia de la Pureza , k, con respecto a la Intensidad Polar en la Polari-
zacio´n: 0.8.
Umbral de polarizacio´n, UP : 0.3.
Nu´mero de te´rminos, E, a insertar en el le´xico por iteracio´n: 5.
Umbral de te´rminos a preservar del le´xico polarizado: 100
Vector de pesos de generalizacio´n de las categor´ıas, θ: Uniforme.
Vector de pesos de generalizacio´n de las categor´ıas, ω: Uniforme.
Vector de pesos para la funcio´n fitness ,τ : Precisio´n: 0.3. Recall: 0.2. F-Measure:
0.5.
Criterio de convergencia: Permitir un ma´ximo de iteraciones.
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Nu´mero de iteraciones ,i, para la convergencia: 10.
Nu´mero de categor´ıas consideradas, N : 2.
Categor´ıas consideradas: Toys and games, tools and hardware.
Recursos empleados: Bing Liu Lexicon. Corpus de Amazon. Discriminative Mul-
tinomial Naive Bayes.
El resultado de los experimentos planteados se exponen en el siguiente apartado de
esta Tesis: El cap´ıtulo de Evaluacio´n. Tras este cap´ıtulo se expondra´n las conclusio-





En esta seccio´n del documento se muestran los resultados planteados en la seccio´n
anterior, la de experimentacio´n. Cada experimento evalu´a si se han alcanzado los
objetivos y se han verificado las hipo´tesis asignadas a cada experimento. Cada ex-
perimento es descrito mediante su descripcio´n, si se quiere conocer un detalle mayor
de los para´metros del modelo en ese experimento, se tiene en la seccio´n anterior, la
de experimentacio´n.
En la seccio´n de Modelo se encuentra un listado completo de estos objetivos y
asunciones. Para cada experimento se muestra un gra´fico que muestra la evolucio´n
de la funcio´n fitness del modelo a lo largo de las iteraciones. Se muestra el le´xico
polarizado expandido resultante en el primero de los experimentos para que muestre
que el modelo polariza. Se recuerda que la evaluacio´n de los modelos de aprendizaje
automa´tico se efectu´a con 10-Fold Cross-Validation.
5.2. Experimentos
5.2.1. Experimento I
Descripcio´n: Este experimento desea corroborar si el modelo es capaz de expandir
el le´xico polarizado. Se quiere comprobar si el modelo que toma el le´xico expandi-
do mejora el comportamiento del modelo que toma el le´xico polarizado semilla. Se
experimenta en una casu´ıstica en la que se analizan textos pertenecientes a dos ca-
tegor´ıas distintas. El experimento tendra´ e´xito si las medidas de evaluacio´n, funcio´n
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fitness del modelo, del prototipo generado, son mejores que las del le´xico polarizado
semilla.
Evaluacio´n del prototipo generado por el modelo: A continuacio´n se muestra
una gra´fica que ilustra la evolucio´n de la evaluacio´n del modelo con 10-Fold Cross-
Validation a lo largo de las iteraciones:
Figura 5.1: Evolucio´n de los resultados.
Se puede observar que el modelo propuesto en esta tesis incrementa el rendimiento
del prototipo con respecto a uno que u´nicamente funciona con un le´xico polarizado
semilla en un 3 % aproximadamente. Es importante destacar que an˜adiendo so´lo 26
te´rminos al le´xico polarizado, que contiene un total de 6784 te´rminos. Este valor
an˜adido tan significativo en la evaluacio´n an˜adiendo un nu´mero tan reducido de
te´rminos pese a contar con un volumen muy reducido de textos es un resultado muy
positivo.
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What: Not polarized.
Objetivos, hipo´tesis y comentario: Se verifica la hipo´tesis: El modelo propuesto
es capaz de mejorar las medidas de precisio´n, recuperacio´n y F-Measure con respecto
a las medidas obtenidas por medio de un modelo de ana´lisis de opiniones basado
u´nicamente en un le´xico polarizado semilla en cualquier categor´ıa.
Se alcanzan los objetivos: Comprobar si el modelo propuesto hace que los le´xicos
polarizados mejoren sus medidas de evaluacio´n con respecto a las obtenidas cuando
estos le´xicos no esta´n expandidos.
Comprobar si el modelo obtiene prototipos de modelos que analizan opiniones en
contextos o dominios que no han sido analizados por lingu¨istas o expertos en esa
categor´ıa.
Este experimento demuestra emp´ıricamente que el modelo mejora las medidas de
evaluacio´n obtenidas por los modelos de aprendizaje automa´tico a lo largo de las
iteraciones.
El modelo presentado en este documento es capaz de mejorar el rendimiento de un
modelo cuantitativo, incluso pese a que este esta´ basado u´nicamente en rasgos que
denotan la presencia o ausencia de unigramas en cada texto.
5.2.2. Experimento II
Descripcio´n: Este experimento, desea corroborar si el modelo obtiene resultados
similares independientemente del le´xico polarizado semilla empleado.
Para afirmar esta hipo´tesis, se repiten los para´metros del anterior experimento, con
ligeros cambios, pero esta vez empleando un le´xico polarizado que no se empleaba
en el experimento anterior.
A priori, los resultados deber´ıan ser similares, excepto el nu´mero de iteraciones em-
pleado, mediante el cual se llega a medidas estables. Se piensa que con 15 iteraciones
an˜adiendo 5 te´rminos por iteracio´n deber´ıa ser suficiente.
Evaluacio´n del prototipo generado por el modelo: A continuacio´n se muestra
una gra´fica que ilustra la evolucio´n de la evaluacio´n del modelo con 10-Fold Cross-
Validation a lo largo de las iteraciones:
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Figura 5.2: Evolucio´n de los resultados.
Se puede observar que el modelo propuesto en esta tesis incrementa el rendimiento
del prototipo con respecto a uno que u´nicamente funciona con un le´xico polarizado
semilla en aproximadamente un 1.3 %.
Objetivos, hipo´tesis y comentario: Se verifica la hipo´tesis: El modelo debe obte-
ner resultados similares independientemente del le´xico polarizado semilla empleado
con un nu´mero lo suficientemente grande de iteraciones y textos analizados para
cualquier conjunto de categor´ıas.
Se alcanza el objetivo: Comprobar que el prototipo generado posee independencia
con respecto al le´xico polarizado semilla empleado.
Este experimento demuestra emp´ıricamente que el modelo presentado en este do-
cumento es independiente no so´lo de la categor´ıa, sino de los recursos le´xicos que
se emplean para su funcionamiento. Para funcionar con resultados aceptables y en
un tiempo de ejecucio´n razonable, el modelo necesita un le´xico polarizado, pero no
tiene ninguna dependencia con ninguno en particular. El experimento II demuestra
que, independientemente del le´xico polarizado, el modelo es capaz de incrementar
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la evaluacio´n obtenida por los modelos de aprendizaje automa´tico a lo largo de las
iteraciones, obteniendo un prototipo de calidad superior a la inicial.
5.2.3. Experimento III
Descripcio´n: En este experimento se desea comprobar que el prototipo generado
mediante el propuesto generado es capaz de analizar opiniones de forma ma´s efectiva
en categor´ıas que se han considerado frente a categor´ıas que no se han considerado.
Para ello, se generara´ un prototipo considerando 2 categor´ıas. Se anotara´ el rendi-
miento que el prototipo posee analizando dichas categor´ıas. Por u´ltimo, se anotara´ el
rendimiento del prototipo en una nueva categor´ıa. El experimento tendra´ e´xito si
esta u´ltima cifra es inferior al rendimiento presentado en las categor´ıas consideradas.
Evaluacio´n del prototipo generado por el modelo: A continuacio´n se muestra
una gra´fica que ilustra la evolucio´n de la evaluacio´n del modelo con 10-Fold Cross-
Validation a lo largo de las iteraciones:
Figura 5.3: Evolucio´n de los resultados.
Se puede observar que el modelo propuesto en esta tesis incrementa el rendimiento
del prototipo con respecto a uno que u´nicamente funciona con un le´xico polarizado
semilla en un 3 %.
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En la categor´ıa de test en la que el modelo no se ha entrenado, este ha obtenido
una funcio´n fitness del 78 %, inferior al rendimiento obtenido en las categor´ıas en las
cua´les el modelo ha sido entrenado.
Objetivos, hipo´tesis y comentario: Se verifica la hipo´tesis: El prototipo crea-
do por el modelo de ana´lisis de opiniones presentado en esta Tesis, analizando un
volumen lo suficientemente grande de textos, presentara´ mejores resultados en las
categor´ıas que se analicen en su fase de entrenamiento que en categor´ıas no consi-
deradas.
Se alcanza el objetivo: Comprobar que el modelo obtiene mejores resultados en
categor´ıas consideradas que en categor´ıas sin considerar.
5.2.4. Experimento IV
Descripcio´n: En este experimento se desea comprobar si el modelo propuesto es
capaz de mejorar el rendimiento del ana´lisis de opiniones que efectu´a el prototipo
que genera en cualquier categor´ıa. Para ello, e emplean un total de 5 categor´ıas.
Evaluacio´n del prototipo generado por el modelo: A continuacio´n se muestra
una gra´fica que ilustra la evolucio´n de la evaluacio´n del modelo con 10-Fold Cross-
Validation a lo largo de las iteraciones:
Figura 5.4: Evolucio´n de los resultados.
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Se puede observar que el modelo propuesto en esta tesis incrementa el rendimiento
del prototipo con respecto a uno que u´nicamente funciona con un le´xico polarizado
semilla en un 0.15 %.
Objetivos, hipo´tesis y comentario: Se verifican las hipo´tesis: El modelo pro-
puesto es capaz de construir un vector de caracter´ısticas para cualquier nu´mero de
categor´ıas. Desde una categor´ıa al nu´mero de categor´ıas que se deseen analizar.
El modelo propuesto es capaz de expandir los le´xicos polarizados semilla en cualquier
contexto de entre los que se consideran en los experimentos, mostrando una mejor´ıa
en las medidas de precisio´n, recuperacio´n y F-Measure con respecto a las medidas
de los le´xicos polarizados semilla.
Se alcanzan los objetivos: Comprobar el correcto funcionamiento del modelo inde-
pendientemente del nu´mero de categor´ıas considerado.
Comprobar el correcto funcionamiento del dominio independientemente de la natu-
raleza de cada categor´ıa.
Las hipo´tesis se corroboran y los objetivos se alcanzan, pese a que el incremento
del rendimiento en este experimento es menor, u´nicamente un 0.15 %. La causa del
menor rendimiento es interpretable. Esto es debido a que al contemplar un nu´mero
mayor de categor´ıas, existe un menor nu´mero de factores que son generalizables
a todas ellas. Debido a ello, el incremento del rendimiento del modelo es menor,
aunque logra incrementar algo el rendimiento del le´xico polarizado inicial.
5.2.5. Experimento V. Descripcio´n
Descripcio´n: Cubiertos todos los objetivos planteados en el documento de disen˜o,
se desean efectuar pruebas adicionales del modelo para comparar su comportamiento
en funcio´n a los para´metros introducidos.
Estos experimentos, de menor importancia, resultan interesantes desde el punto de
vista computacional, para observar el rendimiento del modelo en distintas circuns-
tancias.
Evaluacio´n del prototipo generado por el modelo: A continuacio´n se muestra
una gra´fica que ilustra la evolucio´n de la evaluacio´n del modelo con 10-Fold Cross-
Validation a lo largo de las iteraciones en la primera ejecucio´n:
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Figura 5.5: Evolucio´n de los resultados.
Se puede observar que el modelo propuesto en esta tesis incrementa el rendimiento
del prototipo con respecto a uno que u´nicamente funciona con un le´xico polarizado
semilla en ma´s de un 1 %.
A continuacio´n se muestra una gra´fica que ilustra la evolucio´n de la evaluacio´n del
modelo con 10-Fold Cross-Validation a lo largo de las iteraciones en la segunda
ejecucio´n:
Figura 5.6: Evolucio´n de los resultados.
Se puede observar que el modelo propuesto en esta tesis incrementa el rendimiento
del prototipo con respecto a uno que u´nicamente funciona con un le´xico polarizado
semilla en aproximadamente un 0.1 %.
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Comentario: El experimento es una muestra clara de que si se proponen varios
te´rminos por iteracio´n el rendimiento global del modelo disminuye, pese a que el
tiempo de ejecucio´n es, lo´gicamente, menor. Esto es debido a que el incremento en
el rendimiento de la funcio´n fitness de an˜adir un u´nico elemento por iteracio´n puede
ser inferior al deterioro en la funcio´n fitness de an˜adir otro elemento. De este modo,
si se an˜aden los dos elementos simulta´neamente, los dos elementos son rechazados
al no incrementar la funcio´n fitness. Por el contrario, si se an˜aden en dos iteraciones
independientes, se rechazara´ uno y el otro no. Si se hace de este u´ltimo modo, la
funcio´n fitness obtiene una evaluacio´n mayor despue´s de las dos iteraciones.
5.2.6. Experimento VI. Descripcio´n
Descripcio´n: En este experimento, se desea comprobar que factor es ma´s relevante,
si la generalizacio´n o la uniformidad, si se cuenta con un nu´mero bajo de iteraciones.
Se proponen dos ejecuciones del modelo, una con mayor factor de generalizacio´n y
otra con mayor factor de uniformidad.
Evaluacio´n del prototipo generado por el modelo: A continuacio´n se muestra
una gra´fica que ilustra la evolucio´n de la evaluacio´n del modelo con 10-Fold Cross-
Validation a lo largo de las iteraciones en la primera ejecucio´n:
Figura 5.7: Evolucio´n de los resultados.
Se puede observar que el modelo propuesto en esta tesis incrementa el rendimiento
del prototipo con respecto a uno que u´nicamente funciona con un le´xico polarizado
semilla en un 1.4 %.
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A continuacio´n se muestra una gra´fica que ilustra la evolucio´n de la evaluacio´n del
modelo con 10-Fold Cross-Validation a lo largo de las iteraciones en la segunda
ejecucio´n:
Figura 5.8: Evolucio´n de los resultados.
Se puede observar que el modelo propuesto en esta tesis incrementa el rendimiento
del prototipo con respecto a uno que u´nicamente funciona con un le´xico polarizado
semilla en aproximadamente un 0.6 %.
Comentario: El resultado de este experimento indica que la generalizacio´n es un
factor ma´s relevante que la uniformidad, en el conjunto de textos planteado. Los re-
sultados de este experimento no son generalizables a cualquier conjunto de categor´ıas
que se quieran analizar. Se recomienda que el analista pruebe distintas combinacio-
nes de pesos para comprobar cua´l logra un mayor resultado de la evaluacio´n del
prototipo a lo largo de las iteraciones.
Una vez mostrado y comentado el resultado de todos los experimentos se obtienen
conclusiones de cara´cter general sobre el trabajo presentado en este documento.
Estas conclusiones, que preceden a un cap´ıtulo en el cua´l se exponen l´ıneas futuras
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El modelo presentado en esta tesis, de cara´cter cuantitativo, ofrece una solucio´n
alternativa a los modelos cualitativos de procesamiento del lenguaje natural, y de
forma ma´s concreta, al ana´lisis de opiniones. El ana´lisis de opiniones es un campo
en el cua´l se han presentado en los u´ltimos an˜os una amplia variedad de modelos.
Una amplia parte de estos modelos cuenta con el inconveniente de que son extrema-
damente dependientes de la categor´ıa o categor´ıas de los textos a analizar.
La problema´tica de la dependencia de contexto en el ana´lisis de opiniones ralentiza
considerablemente el tiempo de desarrollo de soluciones que deben operar con textos
de los cua´les no se conoce su categor´ıa. Estos textos son gene´ricos, pertenecientes
a cualquier categor´ıa, pero deben de ser polarizados. Un a´rea donde ocurre esta
problema´tica es, por ejemplo, las redes sociales.
Existen dos metodolog´ıas para lidiar con esta problema´tica. La primera de ellas
consiste en el estudio de las diferentes categor´ıas que presentan los textos que se
analizan y en elaborar un modelo cualitativo para cada una de ellas. Los principales
inconvenientes de esta metodolog´ıa son los siguientes. En un gran nu´mero de escena-
rios, existe un nu´mero muy grande de estas categor´ıas, por lo que hacer un modelo
para cada categor´ıa conlleva un tiempo muy elevado. En segundo lugar, el tiempo de
estudio de estas categor´ıas, si el volumen de textos es muy elevado, es considerable.
La segunda metodolog´ıa por la cual enfrentarse a esta situacio´n es mediante un
modelo cuantitativo. Las principales virtudes de los modelos cuantitativos son la
gran cobertura que ofrecen todos sus resultados y su habilidad para analizar grandes
131
Cap´ıtulo 6. Conclusiones 132
volu´menes de texto en tiempos de ejecucio´n razonables. Los modelos cuantitativos
carecen de la precisio´n de los cualitativos en categor´ıas acotadas, pero representan
una alternativa viable si el problema a tratar es el de la independencia de contexto
en el ana´lisis de opiniones.
El modelo propuesto, lidia con la problema´tica de la dependencia de contexto acorde
a la segunda metodolog´ıa de las propuestas en el pa´rrafo anterior. Este modelo
ofrece una solucio´n que construye automa´ticamente prototipos especialistas en las
categor´ıas en las cua´les han sido entrenados. A trave´s de los experimentos evaluados
en el cap´ıtulo anterior, se observa que la dependencia de contexto o categor´ıa es
un problema que se puede tratar mediante enfoques cuantitativos. En todos los
experimentos propuestos, la evaluacio´n de los modelos ofrece mejores resultados a
lo largo de las iteraciones.
No obstante, los enfoques cuantitativos, pese a su gran flexibilidad, tambie´n cuentan
con desventajas. El modelo presentado en esta tesis, para ser realmente efectivo,
necesita una amplia gama de textos etiquetados. Los resultados de la evaluacio´n
del modelo sobre los textos propuestos con 10-Folds Cross-Validation son mejores
a lo largo de las iteraciones, pero al carecer de un corpus de texto mayor, no es
posible determinar con seguridad si un nu´mero lo suficientemente grande de nuevos
textos de las categor´ıas en las que ha sido entrenado el prototipo sera´n correctamente
analizados.
Por ello, se recomienda que el prototipo generado sea sometido a la supervisio´n de un
especialista en las categor´ıas analizadas. El especialista proporcionara´ la precisio´n
necesaria para no obtener falsos positivos, restringiendo los resultados del modelo
mediante un conjunto de reglas. El prototipo generado cuenta con la cobertura que
el especialista, debido a las limitaciones humanas, jama´s podra´ obtener. Mediante la
base de reglas proporcionada por el especialista, el modelo presentado sera´ h´ıbrido
y contara´ con las virtudes de los modelos cualitativos y cuantitativos.
La heur´ıstica presentada en esta tesis, al igual que los modelos cuantitativos, resulta
especialmente efectiva si el volumen de textos es muy elevado. Esta tesis de fin de
ma´ster cuenta con recursos limitados, pero contando con un mayor corpus de texto
anotado por polarizacio´n, los resultados del le´xico expandido semilla del experimento
1 ser´ıan ma´s adecuados para las categor´ıas analizadas.
En otras palabras, de nada sirve elaborar un estudio tan detallado de la genera-
lizacio´n y la uniformidad si, por ejemplo, la mayor´ıa de los te´rminos u´nicamente
aparece 1 vez en el conjunto global de textos. Para volu´menes de texto reducidos y
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categor´ıas perfectamente acotadas, se recomienda usar un modelo cualitativo en vez
del modelo cuantitativo presentado.
Un problema adicional es caer en el problema del overfitting mediante el modelo
presentado. Es decir, que si se configuran un nu´mero muy grande de iteraciones
y te´rminos a an˜adir por iteracio´n, entonces el prototipo presentado puede tener el
riesgo de especializarse demasiado u´nicamente en los textos presentados, si su volu-
men no es muy grande. Para evitar este riesgo se emplea 10-Folds Cross-Validation,
pero se sospecha que si el volumen de textos no es muy grande y se an˜aden mu-
chas iteraciones, entonces el rendimiento puede no ser el esperado en nuevos textos
pertenecientes a las categor´ıas analizadas.
Dado el volumen reducido de textos del corpus anotado de textos que se ha empleado
para esta investigacio´n, u´nicamente se han considerado unigramas para el modelo
presentado en este documento. No obstante, en el cap´ıtulo siguiente de l´ıneas futuras,
se presenta una generalizacio´n de este modelo que emplea como rasgos N-Gramas
de longitud personalizable por el analista.
Una conclusio´n importante que se extrae, es que se necesita un volumen ma´s elevado
de textos anotados por polaridad del que se ha empleado para realizar esta Tesis
para seguir extrayendo ma´s conclusiones a partir de experimentos. Con volu´menes
de textos pequen˜os se recomienda elaborar enfoques cualitativos.
En el cap´ıtulo posterior se presentara´ como, adema´s de la generalizacio´n de uni-
gramas a N-Gramas, otros problemas, como el multilingu¨ismo, son abordables con
ligeras modificaciones del modelo presentado. Esta es una de las principales ven-
tajas de los modelos cuantitativos, que su gran flexibilidad e independencia casi
total de recursos lingu¨´ısticos hace que se analice un texto independientemente de
sus caracter´ısticas, incluso del lenguaje en el que esta´ escrito.
A continuacio´n, se cierra este documento mediante el cap´ıtulo de l´ıneas futuras. En
este cap´ıtulo se exponen generalizaciones de este modelo para cubrir casu´ısticas que
no se han contemplado en el modelo presentado y se proponen nuevos trabajos que




En esta memoria, se ha presentado un modelo que, a partir de textos que pertenecen
a categor´ıas independientes, es capaz de expandir un le´xico polarizado semilla. Este
le´xico polarizado semilla tiene la particularidad de que se adapta u´nicamente a las
categor´ıas que se quieren analizar.
Adicionalmente, el modelo presentado en esta memoria es capaz de generar un clasi-
ficador para clasificar nuevos textos pertenecientes a esas categor´ıas en funcio´n a su
polaridad. Tanto el clasificador como el le´xico polarizado expandido pueden ser ge-
nerados a partir de cualquier nu´mero de categor´ıas y de textos, independientemente
de sus caracter´ısticas particulares.
El modelo presentado es una generalizacio´n de un modelo expuesto en el estado del
arte, al que se le han an˜adido nuevas ideas. Del mismo modo que se ha generalizado
el modelo expuesto en el estado del arte, el modelo que se ha expuesto en esta
memoria puede ser tambie´n ampliado, como se vera´ a continuacio´n.
En este apartado, se enumeran y explican las l´ıneas futuras que se deben tomar para
seguir trabajando en este modelo.
Emplear un mayor nu´mero de textos y categor´ıas: Dado el cara´cter
cuantitativo de este modelo, se garantiza que su funcionamiento sera´ ma´s efec-
tivo si se emplea un mayor nu´mero de textos del que se dispone para esta tesis
fin de ma´ster. Se recomienda construir un corpus anotado por polaridad con
tantas instancias o textos como atributos se generen para los clasificadores de
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aprendizaje automa´tico. De esta forma, el resultado obtenido en la expansio´n
del le´xico polarizado sera´ ma´s preciso.
Ampliacio´n de la funcionalidad del modelo: Este modelo ha sido di-
sen˜ado en u´ltima instancia para construir clasificadores de ana´lisis de opinio´n
automa´ticos independientes de la categor´ıa que se quiera analizar. No obstan-
te, el modelo puede ser empleado para otras labores. Por ejemplo, conside´rese
que se quiere analizar no la polaridad, sino la tendencia pol´ıtica del que escribe
una opinio´n.
Esta opinio´n puede ser escrita en diferentes contextos: Art´ıculos de opinio´n,
Twitter, Blogs, etc... Se quiere obtener la tendencia pol´ıtica del autor: Iz-
quierda o Derecha. Tal y como esta´ construido el modelo, dado que izquierda
y derecha son tendencias opuestas, el modelo puede extrapolarse con ligeros
cambios en la parte de polaridad de la GAE para resolver este nuevo problema.
Del mismo modo, habr´ıa que construir un le´xico polarizado por ideolog´ıa. El
modelo obtendr´ıa como salida un le´xico expandido y un clasificador automa´tico
independiente de la categor´ıa.
Toda clasificacio´n entre categor´ıas polarmente opuestas puede ser resuelta me-
diante esta metodolog´ıa. Otros ejemplos pueden ser: Nivel de satisfaccio´n de
los empleados de una empresa, adaptacio´n de los alumnos a un colegio nuevo,
deteccio´n de patolog´ıas psicolo´gicas en escritos, etc...
Expansio´n de N-Gramas en el le´xico polarizado: El modelo actual-
mente u´nicamente incorpora unigramas en el le´xico polarizado semilla. En
consecuencia, el modelo de aprendizaje automa´tico empleado u´nicamente in-
corpora variables que simbolizan la existencia o no existencia de unigramas en
el texto para polarizarlo. Tal y como se ha expuesto en el estado del arte, exis-
ten muchos rasgos ma´s que puede tomar en cuenta un modelo de aprendizaje
automa´tico para clasificar un texto en categor´ıas.
Por tanto, una mejora a realizar en el modelo consiste en la bu´squeda de
N-Gramas por parte de la GAE. Como candidatos, no so´lo se considerar´ıan
unigramas sino te´rminos de una longitud de palabras inferior a un umbral
personalizable por el usuario.
Esta mejora otorgar´ıa flexibilidad al analista de opiniones, que podr´ıa confi-
gurar hasta que longitud de palabras quiere que la GAE extraiga candidatos.
La GAE, por tanto, aumenta el espacio de bu´squeda para buscar candidatos,
y puede ser configurada para que trabaje en el mismo espacio de bu´squeda en
el cua´l lo hace en el modelo propuesto en esta memoria.
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Aumentando el espacio de bu´squeda puede ralentizarse la convergencia ha-
cia una solucio´n pero tambie´n se puede evitar un mı´nimo local. Los nuevos
candidatos formados por un nu´mero configurable de palabras pueden mejorar
la evaluacio´n del clasificador obtenido por la GAE. Es una medida por tanto
recomendada para el modelo presentado en esta memoria.
Construccio´n de una metaheur´ıstica para la optimizacio´n de la GAE:
Como se ha presentado en el apartado de modelo de esta memoria, la GAE
utiliza para sus tres pilares expresiones que se han aproximado manualmente
para la obtencio´n de mejores resultados. En estos tres pilares: uniformidad,
generalidad y polarizacio´n, se han tenido que emplear expresiones como ra´ıces
de alto grado para que los rankings de los te´rminos calificados por estas ca-
tegor´ıas tengan los mismos valores. De esta forma, ninguno de los tres pilares
domina sobre el resto.
Esta mejora propone emplear una metaheur´ıstica que optimice el valor de es-
tas ra´ıces para obtener los resultados o´ptimos. Se propone emplear la GAE
en un nu´mero concreto de experimentos. Se emplea como funcio´n fitness de
la metaheur´ıstica el resultado de la evaluacio´n del clasificador de aprendiza-
je automa´tico obtenido cuando el modelo converge. El espacio de bu´squeda
esta´ compuesto por los nu´meros reales que sera´n los que se ira´n asignando
a las ra´ıces de los tres pilares de la GAE. La solucio´n final consistira´ en los
tres nu´meros reales bajo los cuales la GAE construya clasificadores automa´ti-
cos que optimicen la media de las funciones fitness en el nu´mero concreto de
experimentos que se han propuesto.
Para realizar esta medida, se debe asumir que los experimentos que se disen˜en
para esta mejora del modelo son representativos tanto en naturaleza como
en nu´mero del conjunto total posible de categor´ıas que se puedan analizar.
Dado que se puede analizar cualquier nu´mero de categor´ıas, siempre pueden
acontecer casos bajo los cuales la optimizacio´n de la GAE obtenga resultados
menos precisos. Por ello, si se desea acometer esta mejora, se deben analizar
el mayor nu´mero de categor´ıas posibles y que sean lo ma´s diferentes entre s´ı.
Construccio´n de un sistema de aprendizaje reforzado para la optimi-
zacio´n de la GAE: Del mismo modo que los valores de las ra´ıces se pueden
optimizar para que la GAE obtenga resultados ma´s precisos, se pueden opti-
mizar los pesos que se otorgan a cada uno de los tres pilares de la GAE para
que esta obtenga resultados ma´s precisos.
Esto puede hacerse con una metaheur´ıstica como se ha propuesto en el anterior
apartado o bien mediante un sistema de aprendizaje reforzado en el usuario. Se
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debe comenzar con un vector aleatorio de pesos para los tres pilares de la GAE.
A partir de esta configuracio´n, se genera el clasificador para las categor´ıas. Se
ejecuta este clasificador en un conjunto de textos de prueba elaborados por
el usuario. El usuario introducir´ıa en el sistema su grado de aceptacio´n de los
resultados. Este grado de aceptacio´n de los resultados ser´ıa la funcio´n fitness
de la metaheur´ıstica, que, iterativamente, cambia el valor de las variables del
vector de pesos de los pilares mediante algu´n comportamiento de naturaleza
similar al recocido simulado y genera nuevos clasificadores, que debera´n ser
juzgados por el usuario.
El criterio de convergencia debera´ ser elegido por el analista. La solucio´n final
ser´ıa el clasificador que mayor grado de aceptacio´n tenga por el usuario y el
le´xico polarizado asociado a este clasificador.
Empleo de un mayor nu´mero de rasgos para los clasificadores: Del
mismo modo del que se pueden an˜adir N-Gramas a este modelo, el modelo
puede incorporar ma´s rasgos para que el clasificador los tenga en cuenta. Estos
rasgos son los comentados en el estado del arte, como por ejemplo, reglas
gramaticales del tipo: Que la frase contenga un sustantivo seguido por un
adjetivo. Otro rasgo que se puede tener en cuenta es la presencia o ausencia
de de´ıcticos pertenecientes a una categor´ıa determinada.
Para implementar esta mejora en el modelo, se propone construir un set de
rasgos a ser tomados en cuenta en el clasificador. En el algoritmo iterativo del
modelo, adema´s de los te´rminos considerados por la GAE, cada nu´mero de
iteraciones personalizable por el usuario, se propondra´ an˜adir al clasificador
variables que simbolicen uno o ma´s rasgos pertenecientes a este set. Si la
evaluacio´n del modelo mejora, se an˜aden estos rasgos al clasificador, de no
hacerlo, se desechan.
Esta mejora aumenta au´n ma´s el espacio de bu´squeda de la GAE, que ya
no so´lo considerar´ıa N-Gramas sino el conjunto formado por N-Gramas y los
rasgos que los analistas consideren que hay que estudiar. Si los analistas no
quieren considerar ningu´n rasgo dejar´ıan este set en blanco. Por lo tanto se
puede generar tambie´n el modelo presentado en esta memoria. Esta mejora es,
por tanto, otra generalizacio´n adicional del modelo propuesto en esta memoria.
Adaptacio´n al Multilingu¨ismo: En este modelo, la u´nica dependencia exis-
tente con el lenguaje se halla en el le´xico polarizado semilla. Gracias a funcio-
nar mediante estad´ıstica y aprendizaje automa´tico, la barrera del cambio del
lenguaje es menor. Aun as´ı, por utilizar un recurso, si se quiere emplear este
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modelo en otro lenguaje se debe usar un le´xico polarizado semilla pertenecien-
te al lenguaje con el que se quiera trabajar. Tambie´n se puede optar por la
traduccio´n automa´tica de los te´rminos contenidos en el le´xico polarizado semi-
lla. Del mismo modo, se necesitara´n tokenizadores en el lenguaje destino para
obtener los unigramas. Si se cuentan con estos dos recursos, entonces el modelo
generara´ prototipos y expandira´ le´xicos independientemente del idioma.
Las mejoras propuestas en este apartado podr´ıan mejorar la evaluacio´n de los cla-
sificadores obtenidos por este modelo, por ello, se recomienda experimentar sobre
ellas. Del mismo modo, ninguna de estas mejoras impide que se genere el mismo mo-
delo del presentado en esta memoria, son u´nicamente generalizaciones. La principal
virtud del modelo presentado en esta memoria es la gran cobertura que presenta, a
costa de una pe´rdida de precisio´n de los resultados obtenidos en el clasificador.
Este es el principal inconveniente de los modelos cuantitativos como el presentado en
esta memoria. Por tanto, se recomienda combinar los resultados obtenidos por este
modelo para analizar opiniones con los resultados que obtenga un modelo cualitativo
construido por expertos sobre las categor´ıas a considerar. Para averiguar que´ pesos
aplicar a cada uno de los dos modelos se recomienda construir un sistema de ayuda
a la toma de decisiones que, a partir de los resultados de los dos clasificadores y en
funcio´n al texto entrante, asigne un peso al modelo cualitativo y cuantitativo para
la decisio´n final de la polarizacio´n del texto entrante. Un modelo h´ıbrido como el
resultante de integrar un sistema de ana´lisis de decisiones al modelo cualitativo y
cuantitativo gozar´ıa de las ventajas de ambos: Precisio´n y Cobertura.
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