This topical review summarizes various features of magnetic penetration depth in unconventional superconductors. Precise measurements of the penetration depth as a function of temperature, magnetic field and crystal orientation can provide detailed information about the pairing state. Examples are given of unconventional pairing in hole-and electron-doped cuprates, organic and heavy fermion superconductors. The ability to apply an external magnetic field adds a new dimension to measurements of penetration depth. We discuss how field-dependent measurements can be used to study surface Andreev bound states, nonlinear Meissner effects, magnetic impurities, magnetic ordering, proximity effects and vortex motion. We also discuss how measurements of penetration depth as a function of orientation can be used to explore superconductors with more than one gap and with anisotropic gaps. Details relevant to the analysis of penetration depth data in anisotropic samples are also discussed.
Introduction
The early suggestion that high temperature superconductors might exhibit unconventional, d-wave pairing [24, 11, 154, 8] , has led to a wide variety of new experimental probes with sensitivity sufficient to test this hypothesis. The pioneering work of Hardy and co-workers demonstrated that high resolution measurements of the London penetration depth could detect the presence of nodal quasiparticles characteristic of a d-wave pairing state [87] . Since that time, a large number of new superconductors have been discovered, many of which exhibit nontrivial departures from Bardeen-CooperSchrieffer (BCS) behaviour. As we show in this review, measurements of penetration depth can be used to examine not only nodal quasiparticles but also two-gap superconductivity, anisotropy of the energy gap, Andreev surface states, nonlinear Meissner effect, interplane transport, proximity coupled diamagnetism, vortex matter and the coexistence of magnetism and superconductivity, to name several problems of current interest.
Strictly speaking, the term 'unconventional' superconductivity refers to the case where the symmetry of the pairing state (defined later) is lower than that of the crystal lattice [11, 7] . The case familiar to most researchers is the famous d-wave pairing state. Although much of the article will focus on superconductors of this type, many interesting new materials have been discovered for which penetration depth techniques, originally developed to search for unconventional pairing, have become invaluable. It is also important to demonstrate how effectively measurements of penetration depth can distinguish between an unconventional superconductor and, for example, one with an anisotropic energy gap. We will therefore extend our discussion to include some of these materials.
This article is not intended as a comprehensive review of all experimental methods designed to measure penetration depth. Instead, we focus on the radio frequency oscillator methods developed in our own laboratories, largely to demonstrate what can be observed with this very high resolution technique. We have also provided a discussion of various technical aspects of penetration depth measurements related to sample shape and anisotropy. Some general reviews that also discuss penetration depth in unconventional superconductors can be found in the reference list. Since space is limited, we will assume familiarity with the basic concepts of the BCS model [17] and refer the reader to any standard text for a more detailed discussion. For some further reading, the reader is encouraged to explore the following articles: [61, 9, 7, 44, 43, 111, 140, 201, 34, 206, 207, 88, 58, 103, 20] .
Pairing states
We begin by defining the term 'pairing state', our discussion closely following that of Annett et al [11, 7] . Pairing will mean a non-zero expectation value of the 'gap matrix', αβ (k) ∝ c kα c −kβ (1) where α and β are spin indices, k is the wavevector and c kα is a destruction operator for a charge carrier in state |k, α . A general form for the gap matrix is,
where σ i are Pauli matrices. Since the wavefunction for two fermions must be odd under interchange, (k) must be even and the vector d(k) must be an odd function of k. Spin singlet states correspond to (k) = 0, d(k) = 0. These can be thought of as having even orbital angular momentum quantum numbers (s-, d-, g-wave etc). Most superconductors in nature fall into this category. Spin triplet states correspond to (k) = 0, d(k) = 0 and have odd orbital angular momentum. The best known examples of spin triplet pairing are the p-wave states of superfluid 3 He [128] . Higher angular momentum states have been proposed. For example, an fwave has been suggested for Sr 2 RuO 4 [212, 155] . It is also possible to have mixed symmetries such as s + id, s + d and for lattices that do not possess inversion symmetry, one can in principle even have singlet and triplet combinations. In most of the literature the term 'unconventional' superconductivity refers to the situation where the pairing state has a lower symmetry than the point group of the underlying crystal lattice. For example, the now famous d x 2 −y 2 state relevant to high temperature superconductors can be represented by a gap function of the form (k) ∝ (k Since most of the examples in this paper correspond to spin singlets, we will deal with (k) for the most part and refer to it as the 'gap function'.
Isotropic London electrodynamics
The notion of a characteristic length for magnetic field penetration into a superconductor was established soon after the discovery of the magnetic field expulsion in tin and lead by Meissner and Ochsenfeld in 1933 [152, 153] .
Gorter and Casimir (GC) introduced a two-fluid model of superconductivity in 1934 [79, 80, 78] . Analysis of the specific heat and critical field data prompted GC to suggest an empirical form for the temperature dependence of the density of superconducting electrons, n s = n(1 − t 4 ), where t = T / T c and n is the total density of conduction electrons. In 1935 London [134] introduced a phenomenological model of superconductivity in which the magnetic field inside a superconductor B obeys the equation,
where λ L , known as the London penetration depth, is a material-dependent characteristic length scale given by
Combining this definition with the GC form for the density of superconducting electrons results in a temperature-dependent penetration depth,
Although equation (5) has no microscopic justification, at low temperatures it takes the form λ(T ) ≈ λ(0)(1 + t 4 /2 + O(t 8 )) which is nearly indistinguishable from the exponential behaviour λ(T ) ∼ T −1/2 exp(− /T ) predicted by BCS theory [17] . The GC expression has often been used to provide a quick estimate of λ(0), a quantity that is generally very difficult to determine. Often, the results are quite reasonable [143] . Some successful attempts were made to generalize the GC approximation to better fit the results of the measurements [129] . Fitting to the microscopic BCS calculations, equation (7) , produces good fits using λ(T ) = λ(0)/ √ 1 − t p with p = 2 for s-wave and p = 4/3 for d-wave superconductors.
Semiclassical approach to the superfluid density
We will briefly describe the main results of a semiclassical model for the penetration depth given by Chandrasekhar and Einzel [48] . Given a Fermi surface and a gap function, this approach provides a general method for calculating all three spatial components of the penetration depth. It is limited to purely coherent electronic transport and does not include the effects of scattering. We restrict ourselves to singlet pairing states.
In the London limit, the supercurrent j(r) is related locally to the vector potential A(r) through a tensor equation, j = −RA.
The (symmetric) response tensor is given by, 2 is the density of states normalized to its value at the Fermi level in the normal state and v i F are the components of Fermi velocity, v F . The average is taken over the Fermi surface, with a k-dependent superconducting gap (k, T ). We note that often Fermi surface averaging is used only on the second integral term in equation (7) . This may lead to significant deviations in calculating the superfluid density if the Fermi surface is not spherical. Using a coordinate system defined by the principal axes of R one has, j(r) = c 4π
) N (E)/N (0) = E/ E 2 − (k)
The penetration depths are given by, (9) and the superfluid density components are given by,
with the effective mass defined as
cR ii (0) .
As a simple example, for a spherical Fermi surface, one obtains the total electron density n ii (T → 0) = n = k 3 F /3π
2 . The normalized superfluid density components are given by
Equation (7) provides the connection between the experimentally measured penetration depth and the microscopic superconducting state. Without any further calculation, these formulae demonstrate the important point that in the clean limit λ(T = 0) is simply a band structure property, unrelated to the gap function. For superconductors with sufficiently strong scattering, this statement must be modified. The importance of the gap function becomes evident at non-zero temperatures where it is possible to generate quasiparticle excitations and a paramagnetic current.
In the case of a (2D) cylindrical Fermi surface (often used as a simple approximation for the copper oxide superconductors),
where (ϕ) is an angle-dependent gap function. For a 3D spherical Fermi surface and an anisotropic gap (θ, ϕ), equations (7) and (12) become, 
where z = cos(θ ). We use k B = 1 throughout the paper. For isotropic s-wave pairing both the 2D and 3D expressions give
The superconducting gap function
In order to use this model to calculate the superfluid density one requires a form for the gap function. For spin singlet pairing states this takes the form,
g(k) is a dimensionless function of maximum unit magnitude describing the angular variation of the gap on the Fermi surface. 0 (T ) carries the temperature dependence and should be determined from the self-consistent gap equation. The latter involves a Fermi surface average of g(k), so in general 0 (T ) depends on the pairing symmetry. The question of how to self-consistently determine the gap function in the general case where strong coupling corrections are present is outside the scope of this paper. An excellent discussion is given by Carbotte [43] . For simple estimates an approximate form can be used. One of the most useful expressions for 0 (T ) was given by Gross et al [85] 
where 0 (0) is the gap magnitude at zero temperature and a is a parameter dependent upon the particular pairing state (related to the relative jump in a specific heat). Figure 1 shows this function (lines) plotted for four different pairing states. In each case the weak-coupling self-consistent gap equation was solved using an appropriate g(k) and plotted as symbols. The fits are very close, with the parameters:
77T c , a = 2; and (4) nonmonotonic dwave, [147] , g = 1.43 cos(2ϕ) + 0.43 cos(6ϕ), 0 (0) = 1.19T c , a = 0.38. (Note, that in ARPES measurements the actual superconducting gap can be masked by the pseudogap (e.g. recent reports on BSCCO-2201 [116] ). The pseudogap does not contribute to the superfluid density and therefore measurements of the penetration depth are helpful in separating the two gaps.)
As figure 1 illustrates, the gap function is very nearly constant below T /T c ≈ 0.25 even if nodes are present. It is only in this limit where the temperature dependence of the penetration depth allows one to draw general conclusions about the pairing state. At higher temperatures, the temperature dependence of the gap itself cannot be ignored and strong coupling corrections can change this dependence substantially. In the low temperature (almost constant gap) limit, things are simpler. Defining λ = λ(T ) − λ(0), equation (12) can be written as
For g = 1 (s-wave) we obtain the standard BCS result in the low temperature limit [1] ,
The corresponding penetration depth, λ/λ(0)
The exponentially small value of λ/λ(0) justifies the linear approximation of equation (19) and shows that ρ and λ have the same temperature dependence in this region. However, for a gap function with nodes, λ changes much more rapidly with temperature. Higher order terms in equation (19) can quickly lead to different T dependences for ρ and λ, even if the gap does not change with temperature. One must then determine the more fundamental quantity, ρ, which requires an additional determination of λ(0). For a gap function with nodes, ρ depends upon both the gap topology (point nodes, line nodes, etc) and the functional behaviour of g(k) near the nodes [85] . In principle, there are an infinite number of gap functions consistent with a given pairing symmetry. For the d x 2 −y 2 symmetry now believed to describe high temperature cuprates, one widely used choice is = 0 (0) cos(2ϕ). At low temperatures this leads to a superfluid density varying as,
Another possible choice with d x 2 −y 2 symmetry is a twoparameter gap function which varies linearly with angle near the nodes and is constant for larger angles:
where α = −1 [213] . This form leads to,
Equation (24) reduces to equation (22) if = (0) cos(2ϕ) is used. In either case, the linear T dependence results from the linear variation (near the nodes) of the density of states, N (E) ∼ E. An interesting 'nonmonotonic' d-wave gap function is discussed in section 6.2. The importance of low temperature measurements is this direct access to the geometrical properties of the gap function.
Experimental methods
A large number of experimental techniques have been developed to measure the penetration depth. We will touch briefly upon some of these methods, but will restrict most examples in this paper to data taken using a tunnel diode oscillator technique developed over the past several years at the University of Illinois [46, 47, 168, 169] . This is essentially a cavity perturbation technique, albeit at rf frequencies. In the microwave approach [88, 101, 143] a very high quality factor cavity is typically driven externally while its in-phase and quadrature response are measured. In the tunnel diode method, the 'cavity' is simply an inductor, typically copper, with a Q of order 100. The coil forms part of an LC tank circuit that is driven to self-resonate with a negative resistance tunnel diode. Tunnel diode oscillators were used early on in low temperature physics, but the potential of this approach for very high resolution measurements was first demonstrated by van de Grift [60] .
By placing a superconducting sample inside the coil, changes in the penetration depth, or more precisely its rf magnetic susceptibility, result in changes of inductance and therefore oscillator frequency. With care, frequency resolution of 10 −9 in a few seconds counting time can be achieved. For the sub-millimetre sized crystals characteristic of modern superconductivity research, this resolution translates into changes in λ of order 0.5Å or smaller. In order to isolate variations of the sample temperature from the oscillator, the sample is attached to a sapphire cold finger [196] whose temperature can be varied independently. The cold finger stage can be moved, in situ, to determine field-and temperature-dependent backgrounds and to calibrate the oscillator response [46] . We mention that Signore et al used a tunnel diode oscillator to observe unconventional superconductivity in the heavy fermion superconductor UPt 3 [189] . More recent variations that provide sample/oscillator thermal isolation have been developed to measure λ(T ) down to 50 mK [50, 29, 30, 67] .
A great advantage of the tunnel diode method is that the resonator need not be superconducting so that external magnetic fields can be applied to the sample. This feature was exploited early on to search for possible changes in the penetration depth of YBCO with magnetic field [196] and to study vortex motion [101] . Tunnel diode oscillators with suitably designed coils are now used in very large and even pulsed magnetic fields [54] . The relatively low quality factor of the LC combination means that AC excitation fields can be very small (∼20 mOe) and thus do not perturb the sample in any significant way. Unless one is very close to T c , the imaginary part of the sample conductance, and thus the penetration depth, dominates the response. The oscillator approach provides tremendous resolution, but one does not have direct access to the dissipative component of the response, as is possible in a driven cavity or mutual inductance technique.
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Penetration depth in anisotropic samples
Most superconductors of current interest are strongly anisotropic. This presents experimental complications which are important to understand. We consider the simplest case, in which there are now two different London penetration depths, λ ab and λ c , using the notation relevant to copper oxides. The geometry is shown in figure 2(a) . A sample of constant cross section in the x-y plane extends infinitely far in the z direction. The sample has thickness 2d and width 2b and length w → ∞. A magnetic field is also applied in the z direction so demagnetizing corrections are absent. To facilitate comparison with the copper oxides we take the y direction along the c-axis and let the x and z directions correspond to the a-and b-axes. Choosing the coordinate axes to lie along principal axes of the superfluid density tensor (see figure 2 ) we have
so λ xx,zz = λ ab and λ yy = λ c . For the case considered here, supercurrents will flow only in the x and y directions. Inplane supercurrents flowing in the x direction penetrate from the top and bottom faces a distance λ ab . Interplane (c-axis) supercurrents flowing in the y direction penetrate from the left and right edges a distance λ c . Using (8) and Maxwell's equations it is straightforward to derive the generalized London equation for the magnetic field [76, 112, 141] ,
The equation (26) for the field mixes components of the penetration depth and has a less direct interpretation than equation (25) . Measurements of the type we will discuss measure a change in the impedance of a resonator and are therefore sensitive to the energy of the sample as a function of its penetration depth. This energy is proportional to an effective magnetic susceptibility, obtained by solving equation (9) with appropriate boundary conditions. This problem was first solved by Mansky et al [141] who obtain,
(Note that equation (27) has been re-written in a different form compared to [141] .) In practice, summation to n = 50 suffices. It is easy to show that equation (27) gives the correct result for limiting cases. For example, if λ ab d and λ c b we obtainb n ≈ b and with
More often one has λ c λ ab . In that case, for typical crystal dimensions one has λ c /d λ ab /b and the susceptibility is dominated by λ c . If the interplane transport is incoherent, λ c is considerably more complicated to interpret than the in-plane depth λ ab since it involves poorly understood properties of the interplane transport mechanism [178, 92, 187] .
To measure λ ab in highly anisotropic materials, one must find either extremely thin samples (λ c /d λ ab /b) or restrict supercurrents to the conducting planes. The latter approach requires the geometry shown in figure 2(b), with the magnetic field normal to the planes. In this case, large demagnetization effects occur and no closed form solutions of the London equation exist. Strictly speaking, a demagnetizing factor can only be defined for ellipsoidal samples, but for real samples an effective demagnetizing factor is still a useful concept. A more difficult problem is to determine the effective sample dimension by which to normalize the penetration depth in this demagnetizing geometry. A semi-analytical solution for this problem was found for thin slabs by Prozorov et al [168] . The susceptibility is given by,
whereR is effective dimension and N is the demagnetization factor. For a disc of thickness 2d and radius w and a magnetic field applied perpendicular to the plane of the disc (i.e. along d),R ≈ w
In the thin limit, d w,R ≈ 0.2w. The demagnetization correction is given by,
In equation (28) , the tanh(R/λ) term is only an approximation (it is exact for an infinitely long slab of thickness 2w). For an infinitely long cylinder the London equation gives I 1 (R/λ)/I 0 (R/λ)-the ratio of modified Bessel functions of the first kind. However, these distinctions are important only close to T c (more specifically where λ 0.4w) and even then the results are quite similar. At low temperatures whereR/λ 1 the hyperbolic tangent factor is essentially unity and therefore irrelevant. For rectangular slabs equations (28)- (30) can be applied with the effective lateral dimensionw
Equation (31) was obtained by fitting the numerical solutions of equation (27) in its isotropic form (λ c = λ ab ) to equation (28) . A straightforward generalization of equation (29) would lead to a similar expression, but without factor 2/3 in the denominator. Equation (31) is more accurate, because it is obtained by fitting the numerical solutions of equation (27) for a rectangular slab, not for the disc described by equation (29) . We have used the model described by equations (28)- (31) extensively. As this paper will show, the results are generally excellent in terms of signal to noise ratio, and when comparison is possible they agree very well with measurements by other techniques. The necessity of using this measurement geometry has also led to qualitatively new physics, namely the observation of surface Andreev bound states, as we discuss later. The existence of these states is direct evidence of unconventional superconductivity.
When large enough single crystals are unavailable measurements of penetration depth are often done on granular samples. Good results can often be obtained by approximating the grains as spherical and using,
This is most useful in the limit λ r . For a more accurate measure equation (32) may be averaged over the grain size distribution, f (r ) [209, 164] ,
If λ is anisotropic, as is often the case, the grains can be cast in epoxy and aligned with a large magnetic field prior to measurement [160, 142] .
Absolute value of the penetration depth
Resonator perturbation methods, whether low or high frequency, provide extremely precise measurements of changes, λ, in the penetration depth as a function of an external parameter; typically temperature or magnetic field. The absolute penetration depth is then given by λ(0) + λ(T , H ). The determination of λ(0) itself is still a difficult problem and several methods have been developed.
In principle one could determine λ(0) by calculating the expected sample susceptibility as described previously and then measuring the resulting change in frequency as the sample is removed from the resonator. However, equation (28) is only approximate, and for most situations λ/R 1. Moreover the pre-factor cannot be calculated precisely. Therefore, it is not possible to differentiate between a perfectly diamagnetic sample (λ/R = 0) of arbitrary shape and one with a finite penetration depth if λ/R 1. For highly anisotropic materials the interplane penetration depth is often large enough, relative to sample dimensions, that it can be directly determined by this method [45, 93] . For powder samples in which the grain size distribution is known, equation (32) can be used to extract the full λ, as discussed earlier [161] . For thin films, since the geometry is well controlled, it is also possible to determine the full λ(T ). This is typically done using a mutual inductance technique with drive and pickup coils on opposite sides of the film, well away from any edges [66, 125] .
It is sometimes possible to obtain λ(0) from measurements of the surface impedance Z s = R s + iX s . Changes in the frequency and quality factor of a microwave cavity are directly related to X s and R s , respectively. In the normal state the sample has skin depth δ, DC conductivity σ DC and X s = R s = 1/δσ DC . In the superconducting state one has X s = ωµ 0 λ.
By now measuring the change in X s , upon cooling from above T c to T = 0, it is possible to obtain λ(0), subject to assumptions about the distribution of microwave currents [143] .
Muon spin rotation (µSR) has been widely used to determine λ(0). The details are complicated and we refer the reader to the literature for details [194] . µSR measures a second moment of the magnetic field distribution around a vortex. To extract the penetration depth requires a model for the vortex lattice as well as knowledge of the muon's location. The moment of the field distribution depends in a nontrivial way upon the applied field, so an extrapolation to H = 0 is required to yield reliable estimates of λ(0). Nonetheless, values of λ(0) obtained from µSR often agree well with those obtained by other methods in cases where a comparison is possible.
In the limit that vortex pinning is negligible, the magnetization of a superconductor in the mixed state is a welldefined function of λ. With suitable corrections for vortex core effects thermodynamic magnetization is given by [72, 86] ,
Experimentally, if one can find a region of field over which M is reversible, then this result can be assumed to hold and the penetration depth may be extracted. The difficulty is that only very clean, weakly pinned systems exhibit a sufficiently large interval of reversible behaviour, and even if they do it is often non-logarithmic in H . Understanding of such deviations involves an analysis of the field dependence of the effective coherence length and possible nonlocal effects. The general analysis of the reversible magnetization applicable to various large-κ superconductors is currently in progress [113] .
Infrared reflectivity measurements can also be used to determine λ(T = 0). This method is useful when anisotropy is an issue, since techniques such as µSR or reversible magnetization average over both directions in the conducting plane. This issue is important in YBCO where the response can be significantly different for currents along the a-and baxis. From the reflectance one obtains the conductivity and the frequency-dependent penetration depth, λ(ω) = 4πωσ (ω)/c 2 . Since the data begin well above ω = 0 one must either extrapolate backward or use a sum rule argument to obtain λ(T = 0) at ω = 0 [19] .
We have developed a differential technique that can be used in conjunction with the tunnel diode oscillator to determine λ(0). The sample under study is coated with a lower-T c material (typically Al) of known thickness and penetration depth [84, 169] . If the film thickness is smaller than its normal state skin depth, then above T c (Al) the resonator sees only the sample under study. As one cools below the T c (Al) the film screens the external field from the sample. The change in resonator frequency from T /T c (Al) 1 to just above T c (Al) then allows one to extract the penetration depth of the sample. Figure 3 explains the experiment. As long as the penetration depth of the coated material is sufficiently large, the results will be accurate. The penetration depth is given by, Figure 4 shows the technique applied to three different superconductors for which the absolute values were also established by other techniques [169] . The results are in a good agreement with the literature values for BSCCO and YBCO and provide a new estimate for the electron-doped superconductor Pr 1.85 Ce 0.15 CuO 4−δ (PCCO). A drawback to the technique is the need to know the penetration depth of the metallic film coating the sample. Although λ(Al) is well known for bulk samples, it is certainly possible that in thin films it may differ substantially.
While each method has its virtues, none is completely satisfactory.
A reliable, accurate, model-independent technique for measuring λ(0) remains an outstanding experimental challenge.
Penetration depth in high-T c cuprates
Hole-doped high-T c cuprates
Early penetration depth measurements in high-T c cuprates claimed either s-wave pairing, probably due to insufficient sensitivity, or T 2 behaviour, due to poor-quality samples. Microwave measurements on single crystals of YBa 2 CuO 7−δ (YBCO) by Hardy et al [87] were the first to show the linear-T dependence characteristic of line nodes. In figure 5 we show data for a single crystal of optimally doped YBCO, measured with the tunnel diode oscillator at a frequency of 12 MHz. ρ and λ are shown with the AC field parallel to both the a and b crystalline axes. ρ is linear over a substantially wider range than λ, illustrating the point made earlier that these two quantities have the same T dependence only asymptotically as T → 0. For the optimally doped sample shown here, dλ/dT ≈ 4.2Å K −1 in close agreement with the microwave data [87] .
By now, a linear temperature variation in the superfluid density has also has also been observed in Bi 2 Sr 2 CaCu 2 O 8+δ (Bi-2212) [101, 127] (214) [160, 162] . Fitting (22) to the data on these various materials, including underdoped YBCO, Panagopoulos and Xiang [162] showed that 0 (0) = 2.14 k B T C is approximately obeyed. This is the gap amplitude expected for a weak-coupling d-wave superconductor. The gap function may take more complicated forms consistent with d x 2 −y 2 symmetry. For example, the form = (ϕ, T ) cos(2ϕ) was suggested as a way to reconcile penetration depth data, which are sensitive to the gap amplitude at the nodes, (ϕ Node , T ), with data from probes such as ARPES and tunnelling which also probe away from these regions [160, 162] . Some highly unusual nonmonotonic behaviour has been reported for electron-doped cuprates [28, 147] and BSCCO-2201 [116] .
Electron-doped cuprates
While there is very strong evidence for d-wave pairing in the hole-doped materials, the situation in the electron-doped cuprates has been far more controversial, probably owing to the difficulty in growing high quality single crystals. Early microwave data in Nd 2−x Ce x CuO 4−y (NCCO) down to 4.2 K was interpreted within an s-wave model [6] . However, Cooper suggested that the spin paramagnetism of Nd 3+ ions could be masking a power law temperature dependence expected if the material were d-wave [55] . Lower temperature measurements on single crystals of NCCO clearly showed a vary large spin paramagnetic effect on the penetration depth below 4 K, as we describe later [170, 2, 171] . Additional measurements on nonmagnetic Pr 2−x Ce x CuO 4−y (PCCO) down to 0.4 K showed a superfluid density varying as T 2 . The data are shown in figure 6 , for several crystals. Data for Nb, a fully gapped swave superconductor, is shown for comparison.
The quadratic power law is consistent with a d-wave pairing state exhibiting unitary limit impurity scattering, as we discuss later [91, 170, 114, 171] . Coincident measurements of half-integral flux quanta in PCCO films [205] also gave evidence for d-wave pairing in PCCO. Later mutual inductance measurements on PCCO thin films have shown a variety of temperature dependences ranging from T 3 to T and, more recently, exponential, depending upon the method of film growth and existence of a buffer layer [109] . Our own measurements on laser ablated thin films of PCCO continue to show power law behaviour that depends upon the oxygen doping level [193] . Figure 7 shows data for optimally doped PCCO film and the fit to the disordered d-wave behaviour, equation (37) , which apparently describes the data very well.
To avoid possible demagnetizing effects in the H c orientation, we also measured the PCCO films with H abplane. For films of order λ or less in thickness, the signal is very weak and the data are somewhat noisy, as shown in the inset. Nonetheless, to the best of our knowledge, the inset to figure 7 is the first reported measurement of a thin film in such an orientation. The data are fully consistent with previous measurements on single crystals. A large number of experimental and theoretical works currently support d-wave pairing in the electron-doped cuprates. Tunnelling measurements in PCCO show zero bias conductance peaks. These are now believed to arise from Andreev bound states (discussed later) and are thus direct evidence for unconventional pairing. However, the presence of these states appears to depend upon doping, so s-wave pairing for some parameter ranges is not ruled out [26] . Raman spectroscopy [177, 133] , ARPES [14, 147] specific heat [217] and the Hall effect [131] are all consistent with the d-wave picture. A pseudogap, a signature of hole-doped cuprates, has also been observed [147] .
Recent works have suggested that the angular dependence of the gap function in electron-doped cuprates can differ significantly from the (0) cos(ϕ), which appears to describe hole-doped materials. Specifically, the gap is significantly nonlinear in the vicinity of the nodal directions. The maximum gap is not at the Brillouin zone boundary, but at the socalled 'hot spot' where the antiferromagnetic fluctuations may strongly couple to the electrons on the Fermi surface, indicating spin fluctuation mediated pairing in electrondoped superconductors. This nonlinearity has been identified experimentally [147, 28] and explored theoretically [216, 105] . The gap angular dependence suggested in [147] is
with (0) = 1.9 meV and β = 1.43 determined from direct ARPES measurements [147] for Pr 0.89 LaCe 0.11 CuO 4 (PLCCO)-an electron-doped superconductor with T c = 26 K. We used this function to calculate the gap amplitude using the self-consistent gap equation (see figure 1 ) and obtained (0)/T c = 1.19, which should be compared to the experimental value of 0.85 [147] . These values are not too different from each other, and both are much smaller than the value for weak-coupling s-wave material (1.76). However, this nonmonotonic gap function, equation (36) , should result in an unusual sub-linear temperature dependence of the superfluid density, shown in figure 8. On the other hand, it is quite possible that such an unusual gap structure comes from the interplay between the superconducting gap and pseudogap, as was recently observed in BSCCO-2201 [116] . In this case, the superfluid density will only be determined by the superconducting gap and measurements of penetration depth will be very helpful for elucidating the physics.
Effect of disorder and impurities
Nonmagnetic impurities
Early measurements of the penetration depth in thin films and some crystals of copper oxide superconductors showed a T 2 dependence, instead of the expected linear T dependence for a gap function with line nodes. The problem was resolved by Hirschfeld and Goldenfeld [91] who showed that resonant (unitary-limit) scattering generates a non-zero density of quasiparticle states near E = 0. These states lead to a T 2 variation of the penetration depth below a crossover temperature T * . The unitary limit was required since Born limit scatterers would lead to a rapid suppression of T c , which was not observed. (See figure 9 below.) A useful interpolation between the linear and quadratic regimes was suggested [91] ,
whereλ (0) The modification of the zero-temperature penetration depth is then given by,
which is quite small for clean crystals. This 'dirty d-wave' model has been thoroughly studied in both single crystals and thin films of YBCO [32, 125] . In less clean samples the impurity-dominated regime can be a substantial portion of the low temperature region. In that case,
where,
(41) Figure 9 shows the temperature dependence of the magnetic penetration depth in YBCO single crystals with Zn and Ni substituted for Cu [32] . In the case of Zn, figure 9(a), there is a clear evolution from the linear-T behaviour to a crossover regime. Ni, shown in figure 9(b), does not produce a comparable effect even at twice the Zn concentration. Zn is a unitary-limit scatterer, whereas Ni is in the Born limit, in agreement with the above discussion.
Magnetic impurities
The ability of magnetic impurities to break pairs leads to profound effects on all superconductive properties. The most familiar is a suppression of the transition temperature, as first calculated by Abrikosov and Gor'kov. Magnetic impurities also affect the penetration depth in a direct way, through a change of permeability when µ > 1. Combining the second Here λ is the London penetration depth without magnetic impurities and λ µ is the physical length scale over which the field changes. However, the change in resonant frequency of an oscillator or cavity involves a change in energy, which leads to an additional factor of µ. Equation (28) then becomes
The extra factor of µ is absent in the argument of the tanh function since the term within the brackets must reduce to 1−µ as λ → ∞. At low temperatures the tanh factor becomes unity and the effective penetration depth that one measures is given by
This impurity paramagnetism leads to µ ∼ T −1 and therefore a minimum in λ eff . The competing magnetic and superconducting contributions in equation (43) played an important role in determining the pairing state in electrondoped cuprates.
Early penetration depth measurements in Nd 2−x Ce x CuO 4−y (NCCO) extended to 4.2 K where, coincidentally, the competing temperature dependences in equation (43) lead to a minimum in λ eff (T ). This made the data appear to saturate, as would be expected for s-wave pairing.
Cooper was the first to point out that the paramagnetic effect could mask a possible power law dependence for λ(T ) [55] . Figure 10 shows λ eff (T , B) = λ eff (T , B)− λ eff (T min , B) measured in single crystal NCCO at several different magnetic fields aligned parallel to the c-axis. The low temperature upturn is due to the permeability of Nd 3+ ions. The fact that the curves collapse onto one plot below T min implies that the permeability is field independent. As the field is increased beyond the values shown here, the spin system will become more polarized and the permeability should decrease. The field independence below T min can help to distinguish an upturn in λ(T min ) from paramagnetic ions from a similar looking upturn due to surface Andreev bound states. As we discuss later, relatively modest fields can quench the upturn from bound states. We have focused on the simplest observable consequence of magnetic impurities on the observed penetration depth. Impurities can have a more profound influence by modifying the gap function itself and thus the entire temperature dependence of the superfluid density [43] .
Organic superconductors
Probably the most thoroughly studied organic superconductors belong to the class generically referred to as κ-(ET) 2 X [151, 99, 185, 115, 136] . The chemical structure of X = Br compound is shown in figure 11 . These are highly anisotropic, nearly 2D layered materials with parameters in the extreme type II limit. NMR measurements show evidence of a spin gap and d-wave pairing [148, 195] , somewhat similar to the situation in the copper oxides. We discuss two of the most widely studied compounds, κ-(ET) 2 Both materials superconduct under ambient pressure. Early penetration depth measurements claimed s-wave pairing, but lower temperature and higher precision measurements by Carrington et al down to 0.35 K provided strong evidence for nodal quasiparticles [45] . The data are shown in figure 12 . The distinction between penetration depth and superfluid density is particularly important here, since λ changes rapidly with temperature and its absolute value is large. The measured quantity is λ = λ(T ) − λ(0.36 K), from which the inplane superfluid density is calculated for several choices of λ(T ≈ 0). µSR measurements typically give λ(0) ≈ 0.8 µm [123] . For any plausible choice of λ(0) the data clearly follows a power law. Fits correspond to equation (37) ('dirty d-wave') yield values for the impurity crossover T * ≈ 0.8 K. The fact that the measurements extend down to T /T C = 0.03 rules out all but an extremely small energy gap. By now, a large number of other measurements also indicate d-wave pairing [13, 100, 166, 21] . However, there is still no consensus on the location of nodes on the Fermi surface. And, some specific heat measurements do show evidence for an energy gap in these materials [64] .
Despite this very strong evidence for nodal quasiparticles, the superfluid density is never purely linear and in fact exhibits an interesting regularity. Figure 13 shows the penetration depth itself plotted versus T 1.5 . Over nearly a decade of temperature, samples of both κ-(ET) 2 obeys this law would imply a remarkable regularity in the impurity crossover temperature T * . We have observed no such regularity in the copper oxides. At the time the data were reported, Kosztin et al had proposed a Bose-Einstein/BCS crossover theory for the underdoped copper oxides [49, 118] . They predicted a superfluid density that would vary as T + T 1.5 , the new T 1.5 component coming from finite momentum pairs, similar to a Bose-Einstein condensate. However, our superfluid density data do not fit this power law. As we discuss next, recent measurements on the heavy fermion compound CeCoIn 5 also exhibit the same λ ∝ T 1.5 behaviour [159] . The authors speculate that the fractional power law behaviour may come from a renormalization of parameters near to a quantum critical point. Several different experiments indicate that CeCoIn 5 is also a d-wave superconductor, so the experimental situation is somewhat analogous to that for the organics.
CeCoIn 5
Recently, intense interest has focused on heavy fermion materials of the Ce (M = Co, Ir, Rh)In 5 class. Their physics is extremely complex, exhibiting antiferromagnetism, heavy electron behaviour, spin fluctuations, highly unusual NMR signals and evidence for d-wave pairing [57, 83, 90] . Figure 14 shows the penetration depth in CeCoIn 5 measured for two different orientations by Chia et al [50] . λ ⊥ (T ) is clearly linear, indicating the existence of line nodes. However, the in-plane penetration depth varies as λ (T ) ∼ T 1.5 . A power law of this type can also be viewed as a combination of T and T 2 terms. If the pairing is d-wave, the quadratic term may come from either impurity scattering or nonlocality. Arguing that impurity scattering should contribute to both components while nonlocal corrections apply only to λ (T ), the authors concluded that the larger power law exponent for the in-plane component is due to the nonlocal response of a superconductor with nodes, as first proposed by Kosztin and Leggett [119] . (Strong-coupling corrections were also required to make the picture fully consistent.) This same material was also measured by Ozcam et al, who used a novel micro-coil tunnel diode resonator that probed only the central region of the crystal face [159] . This arrangement eliminates edge effects that could give rise to nonlocal corrections. They also found that λ (T ) ∼ T 1.5 and concluded that the fractional power law had a more intrinsic origin, possibly related to quantum criticality [159] . We should also mention that CeCoIn 5 is the first superconductor where solid evidence exists for the famous high field, inhomogeneous Fulde-FerrellLarkin-Ovchinikov (FFLO) state [121, 70, 23] . Tunnel diode oscillator measurements of penetration depth have also shown evidence for a transition to this state [145] .
MgCNi 3
The recently discovered non-oxide perovskite superconductor MgCNi 3 [89] (T c = 7.3 K) is viewed as a bridge between high-T c cuprates and conventional intermetallic superconductors. This material is close to a magnetic instability on hole doping. It was suggested that strong magnetic fluctuations may lead to unconventional pairing [180] . The current experimental situation is controversial. On the one hand, evidence for conventional s-wave behaviour is found in specific heat measurements [132] , although the authors disagree on the coupling strength. The 13 C nuclear spin-lattice relaxation rate (1/T 1 ) also exhibits behaviour characteristic of an swave superconductor [190] . On the other hand, a zerobias conductance peak has been observed, which can be attributed to Andreev bound states and not intergranular coupling or other extrinsic effects [144] . Nonmagnetic disorder introduced by irradiation was found to significantly suppress superconductivity [104] . Such a suppression is not expected in materials with a fully developed gap, so there is a strong indication of an order parameter with nodes. Theoretical calculations support this conclusion [82] .
Furthermore, recent theoretical developments predict the possibility of a unique unconventional state [208] , which might reconcile the apparently contradictory experimental observations. Precise measurements of the London penetration depth are therefore very important. Figure 15 shows measurements of the magnetic penetration depth in MgCNi 3 superconducting powder in paraffin. An inset shows the low temperature behaviour plotted versus (T /T C ) 2 . Such behaviour requires a superconducting gap with nodes. Detailed data analysis allowed us to eliminate the possibility of spurious effects such as grain size or transition temperature distribution [175] .
Spin triplet pairing
The extension of BCS theory to spin triplet pairing was explored in several pioneering papers written during the 1960s [15, 5, 200] . Pairing states discussed by those authors turned out to precisely describe the stable phases of superfluid 3 He [158] . Superfluid 3 He provides undoubtedly the most thoroughly studied and unequivocal example of spin triplet, p-wave pairing found in nature [128] . The experimental situation for p-wave superconductors is far more controversial. Candidate materials for p-wave pairing typically have low (∼1 K) transition temperatures so that measurements must contend with self-heating and difficult thermometry issues. Sample purity and surface quality have also been problematic.
An analysis of the allowed p-wave states for a given crystal symmetry can become a complex exercise in group theory [8] .
We restrict ourselves to a few simple examples. The pairing state is categorized by the vector d(k) (see equation (2)) which can be considered the spin quantization axis. The quasiparticle energy is given by
where ε k is the usual band energy (measured relative to the Fermi energy) and the sign depends upon the spin of the quasiparticle. The Balian-Werthammer (BW) state that describes the Bphase of superfluid 3 He has d(k) = 0 k, which has a finite energy gap 0 everywhere on the Fermi surface. In such a state, the penetration depth would vary exponentially at low temperatures, just as in a conventional superconductor. The polar state is defined by d(k) = d 0 (k ·l) wherel is the axis of symmetry for the gap. This state has a line of nodes in the equatorial plane perpendicular tol. The energy gap for quasiparticles is given by (k, T ) = 0 (T )|k · l|. The axial state is defined by d(k) = d 0 k · (ê 1 + iê 2 ) whereê 1 ,ê 2 are unit vectors andl =ê 1 ×ê 2 . This state describes the Aphase of superfluid 3 He wherel is somewhat like a pair angular momentum vector. For the axial state, the energy gap can be written as (k, T ) = 0 (T )|k ×l|. For a 3D Fermi surface there are two point nodes, but for a 2D Fermi surface this gap is finite everywhere.
In general, the situation is complicated because the supercurrent is no longer parallel to the vector potential. The electromagnetic response now depends on the mutual orientation of the vector potential A andl, which itself may be oriented by surfaces, fields and superflow. A detailed experimental and theoretical study for the axial and polar states was presented in [63, 85] . The following low temperature asymptotics were obtained for different orientations of A and l:
The exponents for different orientations are given in table 1. Heavy fermion superconductors have long been considered possible candidates for p-wave pairing [71] . In 1986, Einzel et al and Gross et al reported measurements of λ(T ) Figure 16 . Change in the penetration depth in the heavy fermion superconductor UBe 13 . Figure reprinted with permission from [63] . Copyright 1986 by the American Physical Society. in UBe 13 (T c = 0.86 K) down to 60 mK [63, 85] . Their experiment utilized a novel SQUID bridge circuit to record the change in sample magnetic moment in a small dc field as the temperature was varied. To our knowledge, this experiment was the first penetration depth measurement to report evidence of unconventional superconductivity in any material. They found λ(T ) − λ(0) ∼ T 2 , as shown in figure 16 . These data are consistent with an axial state [85, 48, 84, 189] .
The superconductor UPt 3 is one of the strongest candidates for triplet pairing among the heavy fermion materials [103] . There have been several penetration depth measurements on this system, all of which show power law behaviour (see [48, 84, 189] and references therein). The observed power laws range from T to T 4 . However, the power law was found to vary depending upon the measurement technique, sample surface preparation and frequency. It is fair to say that penetration depth measurements in this material show strong evidence for nodes but are inconclusive beyond that. Theories for the pairing state in UPt 3 are complex, involving mixed order parameters, and we refer the reader to the literature for fuller discussions [183, 103] .
The possibility of spin triplet, p-wave pairing in SrRuO 4 (T c = 1.4 K) has generated considerable interest [139, 137] . SrRuO 4 is a perovskite with strong anisotropy and strong ferromagnetic fluctuations. The latter are expected to favour triplet pairing [179, 18] ; measurements show a Knight shift that remains constant down to T /T c 1, as expected for a spin triplet state for the field orientation used [98] . Bonalde et al measured the penetration depth down to 40 mK using a tunnel diode oscillator [31] . Several samples were measured. At the lowest temperatures the superfluid density varied quadratically with temperature, suggesting the presence of nodes. However, other experiments in SrRuO 4 point to a state with a finite energy gap [137] . One widely considered candidate is the axial state d(k) = 0ẑ (k x + ik y ) where z is perpendicular to the basal plane. The authors ruled out 'gapless' behaviour from impurities which can give a T 2 dependence even to a superconductor with an energy gap [192] . They concluded that the quadratic dependence may arise from nonlocality. The issue is not settled and several other triplet pairing states have also been investigated for this material ( [10, 212] ).
Finally, we mention that there is evidence from upper critical field measurements that the 1D organic superconductor (TMTSF) 2 PF 6 has triplet pairing [124] . Experiments on this material require high pressure and low temperatures T c = 1.13 K. We are not aware of penetration measurements on this material.
New features specific to unconventional superconductivity
Nonlinear Meissner effect
In the presence of a superfluid velocity field v s the energy of a Bogolubov quasiparticle is changed by δ E QP = v s · p F where p F is the Fermi momentum. This effect is sometimes called the quasiparticle Doppler shift. Quasiparticles co-moving with v s are shifted up in energy while those moving counter to v s are shifted down. For T > 0 the increased population of countermoving quasiparticles constitutes a paramagnetic current that reduces the Meissner screening. The temperature dependence of λ ultimately derives from this fact. As v s is increased two things occur. First, higher order corrections to the thermal population difference become more important, and second, pair breaking effects reduce the gap itself. In a superconductor with a finite energy gap everywhere on the Fermi surface, the supercurrent acquires a correction term quadratic in v s ,
2 ) where v c is the bulk critical velocity. Since v s is proportional to the applied magnetic field H , this nonlinearity results in a field-dependent penetration depth,
H 0 (T ) is of the order of thermodynamic critical field. At low temperatures the coefficient α(T ) ∼ exp(− (0)/T ) [213] . This dependence occurs because the Doppler shift must contend with a finite energy gap and so does not affect the quasiparticle population at T = 0. The field-dependent correction is extremely small since the penetration depth itself is already exponentially suppressed. Any attempt to observe this effect in a conventional type I superconductor must also take account of the very large field dependence that occurs in the intermediate state.
In 1992, Yip and Sauls [215] showed theoretically that the situation would be quite different in a d-wave superconductor. The existence of nodes in the gap function implies that [46] . Note the scale on the y-axis-both graphs represent state of the art measurements of the penetration depth and both failed to find the expected behaviour.
the Doppler shift can change the quasiparticle population at arbitrarily low temperatures so long as |δ E QP | k B T . In fact, the effect was predicted to be strongest at T = 0 and to depend upon the orientation of v s relative to the nodal directions. For a d-wave state at T = 0, the nonlinearity leads to a non-analytic correction to the current-velocity relation,
where v 0 is of the order of the bulk critical velocity. This correction leads to a linear increase in the penetration depth as a function of field. For a d-wave pairing state at T = 0 the result is [215, 213] ,
H 0 = 3φ 0 /π 2 λξ is of the order of the thermodynamic critical field. The great appeal of this idea lies in the possibility of verifying both the existence of nodes and locating them on the Fermi surface. Yip and Sauls coined the term 'nonlinear Meissner effect' (NLME) to describe the phenomenon. As conceived, it results from the field-induced change in quasiparticle populations and does not include field-induced pair breaking effects on the gap itself. Since the NLME depends upon the quasiparticle energy, and therefore | (k)| 2 , it is a probe of nodes but it is not inherently sensitive to the phase of the order parameter.
Despite considerable experimental efforts, the NLME has proven extremely difficult to identify. A large number of constraints must be satisfied. First, H must be smaller than the lower critical field to avoid contributions from vortex motion which can also give a linear correction to λ. Using YBCO as an example, H c1 /H 0 ∼ 10 −2 . With that restriction, the maximum change in λ is predicted to be of the order of 1% of λ(0). Second, unitary limit impurity scattering is predicted to rapidly destroy the NLME so temperatures above the impurity crossover T * are needed. For the best YBCO, T * ≈ 1 K. Third, the field dependence is maximal at T = 0 and decreases rapidly once δ E QP k B T . For YBCO, this inequality restricts observation of the effect to temperatures below 3-4 K, even at H = H C1 , the maximum possible field. For higher temperatures the field dependence becomes quadratic and small. The decrease of the linear field dependence with temperature is, however, a distinguishing feature of the NLME for a d-wave state. This point has been ignored in several attempts to identify the effect. These conditions place extremely tight constraints on the observability of the NLME. Several different experiments have been undertaken. The first type focuses on the predicted anisotropy in the penetration depth and therefore the magnetic moment of a crystal. Bhattacharya et al [22, 219] , rotated a sample of YBCO and searched for harmonics in the angular dependence of the signal indicative of the nodal anisotropy. They observed anisotropy but it was well below the predicted amount.
The second class of experiments directly measure the penetration depth in a DC magnetic field superimposed on a much smaller AC measurement field. Penetration depth measurements by Maeda et al [138] first reported a linear field dependence but did not address the question of the temperature dependence. Measurements by Carrington et al and Bidinosti et al [46, 25] are shown in figure 17(a) and (b), respectively. In each case, the total change in λ was comparable to that predicted for the NLME. Depending upon the sample, field dependences ranged from linear to quadratic and in some cases close to H 1/2 (right panel). Bidinosti et al found the dependence upon sample orientation to be at odds with theory. Neither experiment reported the temperature dependence expected for the NLME. The left panel shows almost no dependence on temperature. The right panel shows a field dependence that increases with temperature. Vortex motion (discussed later) can easily lead to either an H or H 1/2 field dependence that increases with temperature as vortices become more weakly pinned [46] . The fact that these extrinsic effects are of similar magnitude to the predicted NLME make its observation particularly difficult.
The inability to observe the NLME lead to a reexamination of the original Yip-Sauls argument and to other suggestions for detecting nonlinear effects. Li et al showed that if the vector potential varies spatially with wavevector q then nonlocal effects suppress the NLME whenever v s · q = 0. This situation occurs when the field is oriented normal to the conducting planes. The suppression occurs for fields H < H C1 which effectively renders the effect unobservable [130] . However, for other field orientations nonlocal effects should not be present. Experiments have been done in several orientations, and to our knowledge this orientation dependence has not been identified. The tunnel diode method used by the authors was originally developed to search for the NLME. We have routinely searched for a NLME in several different hole and electron-doped copper oxides and in the organic superconductors discussed previously. All of these materials show clear evidence, through λ(T ), for nodal quasiparticles.
All show a linear variation, λ(T , H ) ∼ β(T )H , with field.
However, in all cases, β(T ) varies with temperature in a manner expected for vortex motion, despite applied fields as low as a few Oe.
Dahm et al proposed exploiting the analytic corrections to the supercurrent that vary as v 2 s in order to identify the dwave state [59] . These terms lead to changes in λ that vary as H 2 / T , are apparently less affected by impurity scattering and can be observed over a wider temperature range. As with the linear-in-H [215] non-analytic corrections, the quadratic corrections are largest at T = 0 and are thus distinguishable from nonlinear effects in an s-wave superconductor. The nonlinear penetration depth leads to harmonic generation and intermodulation frequency generation and so may have relevance in microwave and mixer applications.
Recently, intermodulation measurements were performed on a number of microwave stripline resonators made from YBCO films. As shown in figure 18 , some films exhibited the λ ∼ T −1 upturn predicted for the nonlinear penetration depth in a d-wave state [157] . Figure 18 shows the normalized intermodulation power for several YBCO thin films.
There is an obvious nonmonotonic temperature dependence. These experiments are the first to observe the low temperature increase in nonlinearity expected for a d-wave superconductor. However, the effect is distinct from the non-analytic, linear-in-H behaviour first predicted by Yip and Sauls. To our knowledge, the latter has not yet been convincingly identified. 
Surface Andreev bound states
The formulae given previously for superfluid density involve only the absolute square of the gap function. It was therefore believed for some time that measurements of penetration depth were insensitive to the phase of the gap function. It was shown theoretically by [16] and experimentally by [176] and [47] that penetration depth experiments can in fact be phase sensitive. Unconventional superconductors support the existence of zero energy, current carrying surface Andreev bound states (ABS) [39] . These states are a direct consequence of the sign change in the d-wave order parameter [95] . The zero-bias conductance peak widely observed in ab-planar tunnelling is generally associated with Andreev bound states states [12] . As shown in figure 19 , for d x 2 −y 2 symmetry, the effect is maximal for a (110) orientation where the nodal directions are perpendicular to the sample surface. A quasiparticle travelling along the trajectory shown by the arrows initially feels a negative pair potential. After reflection it travels in a positive pair potential. This process leads to zero energy states that are localized within a few coherence lengths of the surface and carry current parallel to it. As such, they can affect the Meissner screening. The effect is absent for the more common (100) orientation.
Andreev bound states may be observed in penetration depth measurements by orienting the magnetic field along the c-axis, inducing shielding currents that flow along the (110) edges of the sample. This geometry was shown in figure 2(b) . Bound states contribute a singular piece to the overall density of current carrying states, N ABS (E) ∼ δ(E). When inserted into equation (7), this results in a paramagnetic contribution to the penetration depth, λ ABS ∼ 1/ T . This divergent term competes with the linear T dependence from nodal quasiparticles, leading to a minimum in the penetration depth at T m ∼ T c √ ξ 0 /λ 0 . For YBCO T m ∼ 10 K for a sample all of whose edges have (110) orientation. The effect is Impurity scattering broadens the zero energy peak and reduces the paramagnetic upturn. Another striking feature of the bound state signal is its rapid disappearance with an applied DC magnetic field. Crudely speaking, the field Doppler shifts the zero-energy states, N (E) ∼ δ(E − e c v F A), resulting in a field-dependent penetration depth, (see equation (7)),
whereH H c T /T c and H c is the thermodynamic critical field. Figure 21 shows the field dependence of the 1/ T upturn. Fits to both the single quasiparticle trajectory model (equation (47)) and the full model of Barash et al [16] are also shown. The agreement is remarkably good.
These highly distinctive temperature, orientation and field dependences differentiate the signal due to bound states from the paramagnetic upturn due to magnetic impurities discussed earlier. Andreev bound states have also been observed in other superconductors. Figure 22 shows the effect in single crystal Bi-2212 for several values of the magnetic field, showing the quenching effect just described.
Nonlocal electrodynamics of nodal superconductors
Our discussion to this point has assumed electrodynamics in the London limit for which j is proportional to the local vector potential A. This limit holds so long as λ L ξ =hv F /π 0 where ξ is the BCS coherence length [203] . In YBCO for example, one has λ L (0)/ξ 0 ≈ 100 so the London limit is easily satisfied over the entire temperature range. The issue of nonlocality arose early in the history of superconductivity. Experiments on pure metals gave values of the penetration depth larger than predicted by the London formula, implying that some electrons remained normal. Pippard [163] was the first to suggest a non-local version of London electrodynamics similar to earlier generalizations of Ohm's law. In this case one has j i (x) = K i j (x, y) A j (y) dy, where K is the response kernel. If the coherence length (first introduced by Pippard) is larger than the London penetration depth, the response of the superconductor to a magnetic field is weakened due to reduction of the vector potential over length λ L . The effective magnetic penetration depth increases [203] .
Here a = 0.65 in an extreme the type-I situation of λ L (0) ξ 0 . Since all non-elemental superconductors are type-II, nonlocality would not seem to be an issue for these materials. Kosztin and Leggett [119] first pointed out that since the BCS coherence length, defined as [94] . Copyright 1998 by the American Physical Society. diverges along nodal directions, then the conditions for nonlocality (ξ > λ) may be satisfied at low temperatures where the paramagnetic response is dominated by the nodal regions [119] . For a clean d-wave superconductor they predicted that the linear temperature dependence would cross over to a quadratic dependence below T * NLOC ,
and
For YBCO with T c 90 K this gives T * NLOC 3 K. The nonlocal correction looks very much like the effect from impurity scattering discussed earlier. As in the impurity scenario, λ(0) is also renormalized but the predicted change is only of order 1% since λ(0) is determined by the entire Fermi surface, not just the nodal regions. Since the impurity scattering crossover T * imp in high quality YBCO or BSCCO is of the same order as T * NLOC , the two processes would be difficult to distinguish. However, unlike the effect from impurities, the predicted nonlocality is dependent upon the orientation of the magnetic field and sample boundaries. One must have H c-axis to ensure that the wavevector defining the spatial variation of the vector potential lies in the conducting plane. Recent penetration depth measurements on Sr 2 RuO 4 [30] and CeCoIn 5 [50] do find experimental evidence for this behaviour, as discussed previously and shown in figure 14.
Interplane penetration depth
Most unconventional superconductors are highly anisotropic, with normal state conductivity between planes far weaker than in-plane conductivity. Often, the interplane conductivity appears to be incoherent, as evidenced by the vanishing of the Drude peak in the optical conductivity, for example. Very crudely, incoherent transport occurs once the mean free path for motion normal to the planes becomes smaller than the spacing between them. (The condition for incoherence is a subtle and not fully settled issue.) Meissner screening from interplane supercurrents is therefore weak, as evidenced by an interplane penetration depth, λ ⊥ , that is typically very large compared to the in-plane depth λ . A good example is Bi-2212 where λ ⊥ (0) ≈ 150 µm [188] . The study of 'c-axis' electrodynamics is a large field in which infrared and optical measurements have played a central role. These studies have focused on the behaviour of λ ⊥ with frequency, doping and chemical substitution and the reader is referred to a comprehensive review for further reading [56, 20] . A central result from infrared work has been the demonstration of a strong correlation between λ ⊥ and the interplane conductivity, σ ⊥ in cuprates and other unconventional superconductors [62, 20] .
Our discussion will focus on the temperature dependence of λ ⊥ for which the methods discussed in this paper are more suitable. Certain techniques such as µSR and reversible magnetization are not sensitive to λ ⊥ . Infrared and optical spectroscopy determine λ ⊥ using λ
In some cases λ ⊥ is large enough that microwave measurements can determine it from the Josephson plasma frequency using ω p = c(λ ⊥ √ ε) −1 [146] . Here, ε is the dielectric constant at the measurement frequency. Since λ ⊥ is large, it can often be measured with reasonable (20%) accuracy from the change in frequency of a resonator, as discussed previously. Scanning SQUID measurements have also been used to determine λ ⊥ in the organic superconductors κ-(ET) 2 Cu(NCS) 2 [110] .
In the simplest approximation one treats the superconductor as a stack of Josephson junctions whose critical current is given by the Ambegaokar-Baratoff relation [4, 3, 81] . For a superconductor with finite gap, λ ⊥ (T ) is then given by,
Won and Maki generalized this picture to a d-wave gap function and obtained [107, 210] , a quadratic temperature variation, 1 − (ρ S ) ⊥ ∝ T 2 . More comprehensive theories have taken account of the detailed mechanisms that carry charge from one plane to the next. These include coherent transport, incoherent hopping, elastic impurity scattering and so on [178, 92, 81] . If the transport is purely coherent then (ρ S ) ⊥ should have the same temperature dependence as the in-plane superfluid density. Incoherence generally raises the exponent of the temperature-dependent power law to between n = 2 and n = 3. A large number of measurements on the copper oxides now show 1 − (ρ S ) ⊥ ∝ T n where 2 < n < 2.5, see [93] and references therein. Data for YBCO taken by Hoessini et al are shown in [94] .
Sheehy et al [187] recently introduced a model that can account for both the temperature and doping dependence of λ ⊥ (T ). In this picture, quasiparticles couple to the field only below a cutoff energy E C ∝ T C . A second parameter characterizes the degree of momentum conservation as electrons hop between planes. Depending upon the relative energy scales, one can obtain exponents ranging from n = 1 to n = 3 for d-wave pairing. This model appears to explain the data on hole-doped cuprates, including extremely underdoped YBCO [93] . These same experiments indicate that nodal quasiparticles persist even in extremely underdoped materials and are a robust feature of the copper oxides [126] . Strong anisotropy does not necessitate incoherent transport. Although λ ⊥ /λ ∼ 100 in the κ-(ET) 2 organic superconductors, the interplane transport appears to be nearly coherent. Figure 21 shows both λ ⊥ and (ρ S ) ⊥ in κ-(ET) 2 Cu(NCS) 2 . We find that 1 − (ρ S ) ⊥ ∝ T 1.2−1.5 . Fitting the in-plane superfluid density to a pure power law we obtain 1 − (ρ S ) ∝ T 1.2−1.4 , with very nearly the same exponent. The uncertainty in the power law exponent comes predominantly from uncertainty in the zero temperature penetration depth. This result would imply coherent interplane transport. Recent magnetoresistance measurements support this conclusion, showing a small but unequivocal 3D character to the Fermi surface in this material [191] . It should also be stressed that the power law variation shown in figure 24 is another demonstration of nodal quasiparticles in the organic superconductors.
Effects of bandstructure: anisotropic and two-gap s-wave superconductors
We now discuss two conventional superconductors, MgB 2 and CaAlSi. In addition to being interesting in their own right, these materials serve to illustrate how the formalism described earlier works in more complex situations. Moreover, measurements of the penetration depth in purportedly unconventional materials are sometimes open to alternative interpretations such as strongly anisotropic gaps, multiple gaps, proximity effects and peculiarities of the layer stacking sequence. In such cases one must consider the details of the crystal structure, of the Fermi surface, the density of states as well as intra and interband scattering. In CaAlSi, two 3D bands result in significant interband scattering and a single gap. In MgB 2 , the difference in dimensionality reduces the interband scattering and two distinct bands (barely) survive, albeit with a single T c .
MgB 2
The discovery of superconductivity at 39 K in the noncuprate material MgB 2 has generated a huge amount of interest [40, 214, 41, 42] . Although there were some early suggestions that the gap function might have nodes, the bulk of evidence now supports a unique and equally interesting situation, namely two-gap superconductivity. This situation is unusual. Most superconductors show multi-band conduction, but due to interband scattering the gap has the same magnitude on all bands. The question of multi-gap superconductivity in d-metals was first considered theoretically by Suhl et al [197] who showed the importance of interband scattering. The Fermi surface of MgB 2 is shown in figure 25 .
Although strong interband scattering leads to a single T c , the gap magnitudes on the π and σ surfaces are significantly different. This was first observed in tunnelling measurements where two conductance peaks were observed, one of which was more easily suppressed in a magnetic field [186, 218] .
Some of the earliest penetration depth measurements on MgB 2 wires indicated s-wave pairing but with a minimum gap magnitude 42% of the weak coupling BCS value [167] . Measurements on single crystals by Manzano et al [142] are shown in figure 26 . (14) and (15) in the a and c directions respectively. Solid lines through the data are fits using contributions ρ π and ρ σ (also shown) with the 'α-model'. One considers two distinct gaps on two different bands indexed by k = 1, 2. If k does not depend on the wavevector, it can be removed from the integral in equation (7). This allows one to define the relative weight of each band to the superfluid density,
where
[33]. This expression was successfully used to model the penetration depth in MgB 2 where two distinct gaps exist [68] . For the arbitrary case of a highly anisotropic Fermi surface and anisotropic or nodal gap, the complete version of equation (7) must be solved. The large deviation from a single gap model, labelled ρ BCS , is clear. It was found that the larger gap is on the σ sheet, σ = 75 ± 5 K ≈ 1.1 BCS while the smaller gap is on the π sheet, π = 29 ± 2 K ≈ 0.42 BCS [142] . These values are close to those obtained by mutual inductance measurements on MgB 2 films [108] and from µSR data [156] . They are also close to the predicted theoretical values [37] . Measurements by Fletcher et al determined the temperature dependence of the anisotropy in the interplane versus in-plane penetration depth [68] . It was found that at low temperatures λ c /λ ab is approximately unity, increasing to about 2 at T c . This is opposite to the temperature dependence of the coherence length anisotropy, which decreases from about 6 to about 2. These various experiments have provided firm quantitative evidence for the two-gap nature of superconductivity in MgB 2 .
CaAlSi
It is believed that two distinct gaps survive in MgB 2 because of reduced interband scattering due to the different dimensionality of 2D σ and 3D π bands. CaAlSi is isostructural with MgB 2 with a transition temperature ranging from 6.2 to 7.7 K. Band structure calculations show highly hybridized 3D interlayer and π * bands [75, 150] . Although, most studies of CaAlSi indicate s-wave pairing, deviations from a single isotropic gap behaviour have been reported [74, 199, 135, 97, 96] . Magnetic measurements indicate a fully developed s-wave BCS gap [74, 73, 97] .
Angle-resolved photoemission spectroscopy [204] revealed the same gap magnitude on the two bands with a moderate strong coupling value for the reduced gap, 2 (0)/T c ≈ 4.2. Together with specific heat measurements [135] it provided reliable evidence for a 3D moderately strong-coupled s-wave BCS superconductivity. On the other hand, µSR studies have been interpreted as evidence of either one highly anisotropic or two distinct energy gaps [120] . Furthermore, five-fold and six-fold stacking sequences of (Al, Si) layers corresponding to two different values of T c were found [182] . Therefore, an experimental study of in-and out-of-plane superfluid density was needed to understand anisotropic superconducting gap structure and the mechanism of superconductivity in AlB 2 type compounds.
Our penetration depth measurements, shown in figure 27, indicate that this material is an anisotropic 3D s-wave superconductor. Both components of the superfluid density were measured for both types of CaAlSi (low and high T c ). To determine the gap anisotropy, the data were fitted to a calculation of the superfluid density with an ellipsoidal gap function, = (0)/ 1 − ε cos 2 (θ ) in the weak-coupling BCS limit. Figure 27 shows the result of simultaneously fitting the two components of the superfluid density in a (a) lower-T c and (b) higher-T c sample of CaAlSi. In a higher T c sample the anisotropy is greatly reduced [174] . For all samples studied, we find that the temperature dependences of both in-plane and out-of-plane superfluid density are fully consistent with single gap anisotropic s-wave superconductivity. The gap magnitude in the ab-plane is close to the weak-coupling BCS value while the c-axis values are somewhat larger. Our results suggest that scattering is not responsible for the difference in T c . Scattering would lead to a suppression of the gap anisotropy. A gap with average value¯ and variation δ on the Fermi surface can only survive ifhτ
δ , where τ is the impurity scattering rate [149] . However, the values of resistivity are very close for both low-and high-T c samples, 45 in anisotropy is just the opposite and very pronounced. Also, a 15% suppression of T c by nonmagnetic impurities requires very large concentrations. This would significantly smear the transition, which was not observed. It appears, therefore, that the gap anisotropy in CaAlSi abruptly decreases as T c increases from 6.2 to 7.3 K. A plausible mechanism comes from the analysis of the stacking sequence of (Al/Si) hexagonal layers [182] . There are two structures-five-fold and sixfold stacking corresponding to low-and higher-T c samples, respectively. Buckling of (Al, Si) layers is greatly reduced in a six-fold structure, which leads to the enhancement of the density of states, hence a higher T c . Our results suggest that reduced buckling also leads to an almost isotropic gap function. This may be due to significant changes in the phonon spectrum and anisotropy of the electron-phonon coupling. To the best of our knowledge, figure 27 represents the first attempt to use a 3D superconducting gap as fitting parameter to the full 3D BCS problem.
Magnetic superconductors
The coexistence of magnetism and superconductivity is an exceedingly complex subject, growing larger by the day. We restrict ourselves to one example in which a magnetic ordering transition has a profound influence on the penetration depth: the electron-doped copper oxide SCCO [173] . In the parent compound Sm 2 CuO 4 , rare earth Sm 3+ ions order at 5.95 K [102] . The ordering is ferromagnetic within each layer parallel to the conducting planes and antiferromagnetic from one layer to the next [198] . Ce doping and subsequent oxygen reduction result in a superconductor Sm 1.85 Ce 0.15 CuO 4−δ (SCCO) with T c ≈ 23 K. Figure 28 shows the penetration depth in single crystal SCCO in for two orientations. The interplane shielding is very weak, yet it shows a transition to more diamagnetic state below about 4 K. The in-plane response shows this effect more clearly. phase transition near T * (H ) ≈ 4 K that is rapidly suppressed by the magnetic field. Second, the penetration depth drops below the transition indicating stronger diamagnetic screening. This enhanced diamagnetism is quite different from the weaker screening that results from paramagnetic impurities discussed earlier. The two effects are consistent with a model involving a spin-freezing transition at T * (H ). Work during the 1980s on the effects of random impurities on superconductive properties showed that while spin fluctuations will be pairing breaking, the freezing out of these processes will reduce spin-flip scattering and lead to a sharpened density of quasiparticle states [184] . The latter leads, in turn, to stronger diamagnetic screening and a shorter penetration depth.
A spin-glass type of transition is suggested by the rapid suppression of the transition with magnetic field. The Néel temperature of an ordinary antiferromagnet is normally insensitive to fields on this scale. In fact, heat capacity measurements on the parent compound Sm 2 CuO 4 [69] in fields up to 9 T showed only a tiny shift of the Sm 3+ Néel temperature. By contrast, the transition temperature in a disordered spin system can be a strong function of magnetic field. In fact, T * (H ) shown in figure 29 (right) has precisely the same functional form observed for the field dependence of the spin freezing transition in Fe 92 Zr 8 , a well-known spin glass [181] . Evidently, the processes required to induce superconductivity in Sm 2 CuO 4 result in a disordered spin system, although is not clear that the spins actually freezing are Sm 3+ . Spin freezing of Cu 2+ near 4 K is a well-known phenomenon in other electron-doped copper oxides [122] . It is possible that such a transition is driven by the interaction between Cu 2+ and Sm 3+ spins. This example also serves to demonstrate the invaluable role of an external field in interpreting penetration depth measurements in these complex systems.
Effective penetration depth in the mixed state
Although vortex motion is not the focus of this article, it may have a substantial effect on any measurement in which magnetic fields are present, whether or not vortices are the focus of interest. When vortices are present, the R60 total penetration depth acquires a new contribution. In general this 'vortex penetration depth' term can depend upon field, frequency, temperature, orientation and pinning strength. Vortex motion is a complex subject and we will only touch on aspects relating to measurements of penetration depth.
A simple model for vortex motion treats the displacement u as a damped harmonic oscillator with a restoring force proportional to a constant, α L , known as the Labusch parameter, a damping term proportional to the vortex viscosity η = B H c2 /ρ n , and a driving term due to the AC Lorentz force on the vortex, ∼ j(t)x B. The inertial term, proportional to vortex mass, is generally ignored. This model was first developed and tested experimentally by Gittleman and Rosenblum [77] . They demonstrated a crossover from pinned flux motion to viscous flux flow as the frequency was increased beyond a 'pinning' frequency ω p = α L /η. Since the advent of high temperature superconductivity, enormous attention has focused on the new features of the H -T phase diagram [27, 36] . It is widely believed that over a substantial portion of the diagram the vortex lattice is melted or at least very weekly pinned, so vortices can be easily displaced. Also, the much higher temperatures that occur in copper oxide superconductors imply that flux flow may be thermally assisted. The effect of this process on the penetration depth was first analysed by Coffey and Clem [51] [52] [53] and by Brandt [35] . A good summary is given in [36] . We briefly describe the model.
A generalized complex penetration depth relevant to a small amplitude AC response is given by . This 'thermally-assisted' flux flow [106] is described by an effective time τ ≈ τ 0 exp(U/k B T ) which appears in equation (53) . Since the activation barrier U (T , B) falls with the increase of both T and B, one may cross from the pinning to the flux flow regime by raising either one. The last expression in equation (53) is an approximation used when U k B T . In the original model the field dependence of the London penetration depth was taken as,
Equation (54) is the conventional pair breaking contribution to the field dependence, as discussed earlier.
As we have seen, however, the field dependence for d-wave superconductors can be much more complex at low temperatures. The Campbell length is given by where α L is the Labusch parameter (note that we use pinning force per volume, not per unit of vortex length),
where r p is the radius of the pinning potential determined by the maximum pinning force when the vortex is displaced out of equilibrium and C nn is the relevant elastic modulus-C 11 (compressional modulus) for field parallel to the surface or C 44 (tilt modulus) for magnetic field perpendicular to the surface. Both moduli are proportional to B 2 and therefore,
At low frequencies and not too large temperatures and fields, the response is in-phase with the AC field. The effective penetration depth being given by
The Campbell contribution, λ C , rapidly dominates the London depth, leading to λ(B) ∼ √ B. As either the field or temperature is increased, the system crosses over to flux flow, again with an approximate λ(B) ∼ √ B behaviour for large fields. Figure 30 shows the oscillator frequency shift versus field for a stress-free polycrystalline Nb sample. The crossover from pinning to flux flow is seen in both temperature (at different DC fields) and in magnetic field (at different temperatures). Although the Coffey-Clem model was developed in the context of high temperature superconductivity, it is clearly relevant even to conventional materials like Nb. The fact that T and H scans give identical results implies that the flux profile has no significant inhomogeneity, as required for validity of the model. If a large inhomogeneity in the vortex profile exists, as in the Bean model, the situation is more complicated. The supercurrent that maintains the flux gradient can bias vortices to a different point in the pinning well, leading to a currentdependent Labusch parameter. We refer the reader to [172] for further details. 
Proximity diamagnetism
Among the variety of magnetic phenomena that may affect the penetration depth we discuss one last subject, the proximity effect. As is well known, a superconductor in proximity to a normal metal may induce pairing correlations in the normal metal [72] . For a clean normal metal, these correlations extend a distance ξ N =hv F /2πk B T which can be very large at low temperatures. The normal metal may now carry a quasiMeissner current and therefore make the combined system appear to have enhanced diamagnetism. Figure 31 shows the effect on the penetration depth [167] . The data are shown for a bundle of 180 µm diameter MgB 2 wires that were coated with a layer of Mg (roughly 2 µm thick) left over from the growth process. Below approximately 5 K, the penetration depth exhibits a strong negative concavity corresponding to enhanced diamagnetism. In the clean limit, proximity diamagnetism is predicted to turn on at T ≈ 5T Andreev , where the Andreev temperature is defined by ξ N (T Andreev ) = d, the film thickness [65] . The diamagnetic downturn vanished completely after dissolving the Mg layer away in alcohol. λ for the MgB 2 wires left behind exhibited the exponential decrease expected for a superconductor whose minimum energy gap is roughly 0.4 BCS .
The inset to figure 31 shows the magnetic field dependence of the proximity diamagnetism. A field of roughly 300 Oe was sufficient to entirely quench the effect. The suppression occurs as the external field exceeds the breakdown field H B ∼ φ 0 e −d/ξN /dλ N of the normal metal film. Here d is the film thickness, λ N = 4πe 2 /m is (formally) the London penetration depth of the normal metal and φ 0 is the flux quantum [65] . Since the film thickness was not uniform, thicker regions with smaller breakdown fields were quenched first, accounting for the gradual suppression of the diamagnetism shown. The fits shown in the inset to figure 31 assumed a log-normal distribution of Mg thickness d with the mean and variance of d as free parameters. In addition to being interesting in its own right, proximity diamagnetism is a clear indicator of residual metallic flux that is sometimes left over from the growth process. As figure 31 shows, its presence can lead to serious errors in interpreting the low temperature behaviour of λ(T ).
Conclusions
Penetration depth measurements were among the earliest to show evidence for nodal quasiparticles in the copper oxide superconductor YBCO. Since that time a sizable number of superconductors have been discovered for which penetration depth measurements indicate some form of unconventional pairing. These materials include hole-and electron-doped copper oxides, κ-(ET) 2 X organic superconductors and heavy fermion materials. In general, a reliable determination of the pairing symmetry is extremely difficult and several experimental probes are required before a consensus is reached. We have tried to show how modern penetration depth techniques can contribute to this effort. Many of the technical details required to interpret penetration depth data have been discussed. We have also discussed some unique conventional superconductors to show how penetration depth can be used to explore a complex gap structure on the Fermi surface. The imposition of an external magnetic field has been a particularly useful tool, allowing one to discriminate among a variety of magnetic phenomena including surface Andreev bound states, proximity diamagnetism, vortex motion, magnetic ordering and rare earth paramagnetism. We hope the reader is convinced that penetration depth measurements remain an essential tool in understanding newly discovered superconductors.
