Abstract. We prove that the combinatorial concept of a special matching can be used to compute the parabolic Kazhdan-Lusztig polynomials of doubly laced Coxeter groups and of dihedral Coxeter groups. In particular, for this class of groups which includes all Weyl groups, our results generalize to the parabolic setting the main results in [Advances in Math. 202 (2006), 555-601]. As a consequence, the parabolic Kazhdan-Lusztig polynomial indexed by u and v depends only on the poset structure of the Bruhat interval from the identity element to v and on which elements of that interval are minimal coset representatives.
Introduction
Kazhdan-Lusztig polynomials are polynomials {P u,v (q)} u,v∈W in one variable q, which are indexed by a pair of elements u, v in a Coxeter group W . These polynomials were introduced by Kazhdan and Lusztig in [10] as a tool for the construction of certain important representations of the Hecke algebra associated with W . Since then, KazhdanLusztig polynomials have been shown to have applications in many contexts and now play a central role in Lie theory and representation theory. In particular, when W is a Weyl group, the Kazhdan-Lusztig polynomial P u,v (q) is the Poincaré polynomial of the local intersection cohomology groups (in even degrees) of the Schubert variety associated with v at any point of the Schubert variety associated with u (see [11] ). Thus, for Weyl groups, the coefficients of P u,v (q) are nonnegative, a fact which is not at all evident from the definition of P u,v (q). In fact, Elias and Williamson [7] have recently shown, much more generally, that the coefficients of Kazhdan-Lusztig polynomials are nonnegative for every Coxeter group.
At present, from a combinatorial point of view, the most challenging conjecture about Kazhdan-Lusztig polynomials is arguably the following, made by Lusztig in private and, independently, by Dyer [5] . Conjecture 1.1 is usually referred to as the Combinatorial Invariance Conjecture. It is equivalent to the analogous conjecture on the Kazhdan-Lusztig R-polynomials. These are also polynomials {R u,v (q)} u,v∈W in one variable q, indexed by a pair of elements u, v in a Coxeter group W , and were introduced by Kazhdan-Lusztig in the same work [10] . The knowledge of the entire family {R u,v (q)} u,v∈W of the Kazhdan-Lusztig Rpolynomials of a Coxeter group W is equivalent to the knowledge of the entire family {P u,v (q)} u,v∈W of the Kazhdan-Lusztig polynomials of W .
The Combinatorial Invariance Conjecture asserts that, given two Coxeter groups W and W ′ and two pairs of elements u, v ∈ W and u ′ , v
, it holds that R u,v (q) = R u ′ ,v ′ (q) and P u,v (q) = P u ′ ,v ′ (q). This was proved in [2] to hold when u and u ′ are the identity elements of W and W ′ . The proof of this result is constructive since it describes an algorithm to compute the Kazhdan-Lusztig Rpolynomial R u,v (q) depending only on the lower Bruhat interval [e, v] (where e denotes the identity element). This algorithm is based on combinatorial tools named special matchings, which are abstractions of the maps given by the multiplication (on the left or on the right) by a Coxeter generator. A special matching of [e, v] (Here, ✁ denotes the covering relation, i.e., x ✁ y means that x < y and there is no z with x < z < y). The concept of special matching is purely poset-theoretic, that is, it depends only on the poset structure of [e, v] and not on other structures (in particular, the algebraic structure of group plays no role). In [2] , it is proved that special matchings may be used in place of multiplication maps in the recurrence formula which computes the R-polynomials.
In order to find a method for the computation of the dimensions of the intersection cohomology modules corresponding to Schubert varieties in G/P , where P is a parabolic subgroup of the Kac-Moody group G, Deodhar [4] defined two parabolic analogues of the Kazhdan-Lusztig polynomials, which correspond to the roots x = q and x = −1 of the equation x 2 = q + (q − 1)x. Also, Deodhar defined two parabolic analogues of the R-polynomials, denoted {R We call such matchings H-special. Note that the concept of H-special matching depends both on the poset structure of the complete interval [e, w] and on how the parabolic interval [e, w] H = {z ∈ W H : e ≤ z ≤ w} embeds in [e, w] . In this work, we show that the H-special matchings may be used in place of left multiplication maps in the recurrence formula for the parabolic Kazhdan-Lusztig R-polynomials: precisely, if M is an H-special matching of [e, w], we have (1.1)
The parabolic R-polynomials can be computed by means of H-special matchings by iterating (1.1). As a corollary, the parabolic R-polynomial R H,x u,w (q) depends only on the poset structure of the complete interval [e, w] and on which of the elements in this interval are minimal coset representatives. Indeed, we have the following result (Corollary 5.1 in the paper).
Theorem. 
ψ(u),ψ(w) (q). Since the ∅-special matchings are exactly the special matchings, the preceding result implies the main result of [2] for the ordinary Kazhdan-Lusztig and R-polynomials.
In the proofs, we use some algebraic properties of the special matchings of a lower Bruhat interval [e, w] which are valid for any arbitrary Coxeter group W (see [12] ), while the further hypotheses on W are needed only in few cases. We believe that the main result of this work might be generalized.
In studying the parabolic Kazhdan-Lusztig and R-polynomials {P H,x u,w (q)} u,w∈W H and {R H,x u,w (q)} u,w∈W H , attention has been focused on the parabolic intervals [u, w] H . As a consequence, the parabolic analogue of the Combinatorial Invariance Conjecture (Conjecture 1.1) has been considered to be the following. general method to compute the parabolic Kazhdan-Lusztig polynomial P H,x u,w (q) (or Rpolynomial R H,x u,w (q)) just from the isomorphism type of the parabolic interval [u, w] H . Roughly speaking, the basic idea of the present work is that, for a poset-theoretic approach, also the elements that are not minimal coset representatives carry some information, and what should be considered is not just the parabolic interval [u, w] H but the complete interval [u, w] , together with the notion of how [u, w] H embeds in [u, w] . This is reflected, for instance, in the fact that the matchings for which (1.1) holds are the H-special matchings, which are special matchings of the complete interval with a good behaviour with respect to the elements in the parabolic interval. Within this perspective, the right approach to the generalization of the Combinatorial Invariance Conjecture to the parabolic setting would be studying to what extent the following conjecture is true. 
Evidently, Conjecture 1.3 reduces to Conjecture 1.1 for 
Notation, definitions and preliminaries
This section reviews the background material that is needed in the rest of this work. We follow [1] and [14, Chapter 3] for undefined notation and terminology concerning, respectively, Coxeter groups and partially ordered sets.
2.1. Coxeter groups. Given a Coxeter system (W, S), we denote the entries of its Coxeter matrix M by m(s, s ′ ), for all (s, s ′ ) ∈ S × S. As usual, we say that a Coxeter system -or a Coxeter group, by abuse of language -is simply laced (respectively, doubly
We denote by e the identity of W , and we let T = {wsw −1 : w ∈ W, s ∈ S} be the set of reflections of W .
Given w ∈ W , we denote by ℓ(w) the length of w with respect to S, and we let
We call the elements of D R (w) and D L (w), respectively, the right descents and the left descents of w.
We now recall a result due to Tits (see [15] or [1, Theorem 3.3.1]). Given s, s ′ ∈ S such that m(s, s ′ ) < ∞, let α s,s ′ denote the alternating word ss ′ ss ′ . . . of length m(s, s ′ ). Two expressions are said to be linked by a braid-move (respectively, a nil-move) if it is possible to obtain one from the other by replacing a factor α s,s ′ by a factor α s ′ ,s (respectively, by deleting a factor ss). The Bruhat graph of W (see [6] , or, e.g., [1, §2.1] or [9, §8.6]) is the directed graph having W as vertex set and having a directed edge from u to v if and only if u −1 v ∈ T and ℓ(u) < ℓ(v). The transitive closure of the Bruhat graph of W is a partial order on W that is usually called the Bruhat order (see, e.g., [1, §2.1] or [9, §5.9]) and that we denote by ≤. Throughout this work, we always assume that W , and its subsets, are partially ordered by ≤. There is a well known characterization of Bruhat order on a Coxeter group (usually referred to as the Subword Property) that we will use repeatedly in this work, often without explicit mention. We recall it here for the reader's convenience (a proof of it can be found, e.g., in [1, §2.2] or [9, §5.10]). By a subword of a word s 1 s 2 · · · s q we mean a word of the form
Theorem 2.2 (Subword Property). Let u, w ∈ W . Then the following are equivalent:
• u ≤ w in the Bruhat order,
• every reduced expression for w has a subword that is a reduced expression for u,
• there exists a reduced expression for w having a subword that is a reduced expression for u.
The Coxeter group W , partially ordered by Bruhat order, is a graded poset having ℓ as its rank function.
For each subset J ⊆ S, we denote by W J the parabolic subgroup of W generated by J, and by W J the set of minimal coset representatives:
The following result is well known and a proof of it can be found, e.g., in [1,
2.2. Special matchings. Given x, y in a partially ordered set P , we say that y covers x and we write x ✁ y if the interval [x, y] coincides with {x, y}. An element z ∈ [x, y] is said to be an atom (respectively, a coatom) of [x, y] if x ✁ z (respectively, z ✁ y). We say that a poset P is graded if P has a minimum and there is a function ρ : P → N (the rank function of P ) such that ρ(0) = 0 and ρ(y) = ρ(x) + 1 for all x, y ∈ P with x ✁ y. (This definition is slightly different from the one given in [14] , but is more convenient for our purposes.) The Hasse diagram of P is the graph having P as vertex set and {{x, y} ∈ P 2
: either x ✁ y or y ✁ x} as edge set. A matching of a poset P is an involution M :
The two simple results in the following lemma will be often used without explicit mention (see [2, Lemmas 2.1 and 4.1]). Given a poset P , two matchings M and N of P , and u ∈ P , we denote by M, N (u) the orbit of u under the action of the subgroup of the symmetric group on P generated by M and N. We call an interval [u, v] in a poset P dihedral if it is isomorphic to a finite Coxeter system of rank 2 ordered by Bruhat order.
Lemma 2.5. Let P be a graded poset.
(1) Let M be a special matching of P , and u, v ∈ P be such that M(v) ✁ v and M(u) ✄ u. Then M restricts to a special matching of the interval [u, v] . (2) Let M and N be two special matchings of P . Then, for all u ∈ P , the orbit M, N (u) is a dihedral interval.
2.3.
Special matchings in Coxeter groups. Let (W, S) be a Coxeter system and recall that the Bruhat order is a partial order on W . For w ∈ W , we say that M is a matching of w if M is a matching of the lower Bruhat interval [e, w]. If s ∈ D R (w) (respectively, s ∈ D L (w)) we define a matching ρ s (respectively, λ s ) of w by ρ s (u) = us (respectively, λ s (u) = su) for all u ≤ w. From the "Lifting Property" (see, e.g., [3, We recall the following result, which will be needed in the proof of the main result of this work (see [2, Lemma 4 .3] for a proof). Let (W, S) be a Coxeter system and w ∈ W . By Proposition 2.4, the intersection of the lower Bruhat interval [e, w] with the dihedral parabolic subgroup W {s,t} generated by any two given generators s, t ∈ S has a maximal element; for short, we denote it by w 0 (s, t) instead of w 0 ({s, t}).
We give the following symmetric definitions. Definition 2.7. A right system for w is a quadruple (J, s, t, M st ) such that:
R1. J ⊆ S, s ∈ J, t ∈ S \ J, and M st is a special matching of w 0 (s, t) such that M st (e) = s and M st (t) = ts;
R3. if r ∈ J and r ≤ w J , then r and s commute;
L1. J ⊆ S, s ∈ J, t ∈ S \ J, and M st is a special matching of w 0 (s, t) such that
L3. if r ∈ J and r ≤ J w, then r and s commute; Given a right system for w, the matching M associated with it is the matching of w acting in the following way: for all u ≤ w,
Note that M acts as λ s on [e, w 0 (s, r)] for all r ∈ J, and as ρ s on [e, w 0 (s, r)] for all r ∈ S \ (J ∪ {t}); moreover, if s ∈ D R (w), for the trivial choises J = {s} and M st = ρ s , we obtain right multiplication matchings (M = ρ s on the entire interval [e, w]).
Symmetrically, given a left system for w, the matching M associated with it is the matching of w acting in the following way: for all u ≤ w,
We obtain left multiplication matchings as special cases. We comment that distinct systems for w might give rise to the same matching of w.
The following result is needed in the proofs of the main results of this work (see [12] ).
Theorem 2.9. Let w be any element of any arbitrary Coxeter group W and M be a special matching of w. Then M is associated with a right or a left system of w.
Kazhdan-Lusztig polynomials.
In introducing the (ordinary and parabolic) Rpolynomials and Kazhdan-Lusztig polynomials, among all the equivalent definitions, we choose the combinatorial ones, since they suit our purposes best.
Given a Coxeter system (W, S) and H ⊆ S, we consider the set of minimal coset representatives W H as a poset with the partial ordering induced by the Bruhat order on
In the sequel, we will often use the inductive formula of Theorem 2.10 without explicit mention.
Theorem 2.11. Let (W, S) be a Coxeter system, and H ⊆ S. Then, for each x ∈ {−1, q}, there is a unique family of polynomials {P
The polynomials R 
Furthermore, if W H is finite, then
where w H 0 is the longest element of W H .
We refer to [1] , [4] , and [9] for more details concerning general Coxeter group theory and parabolic Kazhdan-Lusztig polynomials.
Commuting special matchings
In this section, we prove existence results for special matchings commuting with a given one. These results are needed in Section 4.
We will make repeated use of the following easy result.
Lemma 3.1. Let (W, S) be any arbitrary Coxeter system. Two special matchings M and N of w ∈ W commute if and only if they commute on the lower dihedral intervals containing M(e) and N(e) (in particular, on [e, w 0 (s, t)] if s = M(e), t = N(e), s = t).
Proof. The result follows directly from Proposition 2.6.
We recall that a special matching M of w stabilizes the intersection of [e, w] with any parabolic subgroup containing M(e) (see [2, Proposition 5.3] ). We will use this fact without explicit mention.
3.1. Right (resp. left) systems and left (resp. right) multiplication matchings. (1) w 0 (s, t) = tst,
Second case:
4) M(tsts) = sts (and then M st must be the matching mapping e to s, t to ts, st to tst, and sts to tsts).
Proof. If (w J ) {s,t} = e, there exists l ∈ D L ((w J ) {s,t} ). Then l ∈ D L (w) and λ l is a special matching of w which satisfies M(w) = λ l (w) since
We have to show that M and λ l commute. We distinguish the following cases, in which we apply Lemma 3.1.
(a) l / ∈ {s, t} By Property R3 of the definition of a right system, either l / ∈ J or l commutes with s. In the first case, M acts as ρ s on [e, w 0 (s, l)] and hence commutes with λ l . In the second case, M and λ l clearly commutes on [e, w 0 (s, l)] because [e, w 0 (s, l)] has just 4 elements. (b) l = t By Property R4, M commutes with λ t on the lower interval [e, w 0 (s, t)] (we are either in case (a) or in case (c) of Property R4). (c) l = s By Lemma 3.1, we need to show that M and λ s commute on every lower dihedral intervals [e, w 0 (s, r)], with r ∈ S \ {s}. For r = t, it follows from Property R4 (we are either in case (a) or in case (b) of Property R4). For r = t, M acts on [e, w 0 (s, r)] as ρ s or λ s , and in both cases M commutes with λ s on [e, w 0 (s, r)].
We now suppose (w J ) {s,t} = e. By the definition of a right system, M acts as λ s on every lower dihedral interval [e, w 0 (s, r)], r ∈ S \ {s, t}. On [e, w 0 (s, t)], M does not act as λ s as otherwise M would coincide with λ s everywhere, but M is not a left multiplication matching by hypothesis. In particular, M(t) = ts = st. If w 0 (s, t) = ts, then either w = ts · {s} (w J ), or w = t · {s} (w J ) with s ≤ {s} (w J ). Indeed, the second case cannot occur since M(w) would be M(t) · {s} (w J ) = ts · {s} (w J ) and we would have M(w) ✄ w, which is impossible. So w = ts · {s} (w J ), t ∈ D L (w), λ t is a special matching of w, and M commutes with λ t by Lemma 3.1. Moreover,
So we may assume that the lower dihedral interval [e, w 0 (s, t)] has at least 6 elements (hence it has 6 or 8 elements, since W is doubly laced). Suppose that [e, w 0 (s, t)] has 6 elements. Necessarily, M(e) = s, M(t) = ts, and M(st) = w 0 (s, t) ∈ {tst, sts}. If w 0 (s, t) = tst = sts, then, since tst ≤ w and t ≤ {s} (w J ), we have w = tst · {s} (w J ) and we are in the first case of the statement of the proposition. If w 0 (s, t) = sts, then, since sts ≤ w and t ≤ {s} (w J ), we have only two possibilities: either w = sts · {s} (w J ), or w = st · {s} (w J ) with s ≤ {s} (w J ). Indeed, the second one cannot occur since, in that case, M(w) = M(st) · {s} (w J ) = sts · {s} (w J ) and we would have M(w) ✄ w, which is impossible. So w = sts · {s} (w J ); thus s ∈ D L (w), λ s is a special matching of w, and M commutes with λ s by Lemma 3.1. Moreover,
Suppose that [e, w 0 (s, t)] has 8 elements, i.e., w 0 (s, t) = stst = tsts since W is doubly laced. Then, since tsts ≤ w and t ≤ {s} (w J ), we have either w = tsts {s} (w J ), or w = tst {s} (w J ) with s ≤ {s} (w J ). In both cases t ∈ D L (w), hence λ t is a special matching of w. The matching λ t always commutes with M since M(t) = ts by the definition of a right system; moreover, evidently, λ t (w) = M(w) if and only if M(tsts) = sts. The proof is complete.
Note that the conditions in the cases of the statement of Proposition 3.2 (and also of the forthcoming Propositions 3.3, 3.5, and 3.6) are redundant but we prefer to emphasize them since they are needed later.
The symmetric version of Proposition 3.2 is the following. 
{s} · tst with s ≤ ( J w) {s} , (4) M(stst) = sts (and then M st must be the matching mapping e to s, t to st, ts to tst, and sts to stst). 
Proof. If {s} (w J ) = e, there exists r ∈ D R ( {s} (w J )). Then r ∈ D R (w) and ρ r is a special matching of w which satisfies M(w) = ρ r (w) since
In order to show that M and ρ r commute, we apply Lemma 3.1. If r = s, M acts as λ s on the lower dihedral interval [e, w 0 (s, r)] and hence it commutes with ρ r . If r = s, we need to show that M and ρ s commute on every lower dihedral interval [e, w 0 (s, l)], with l ∈ S \ {s}. For l = t, it follows from Property R5. For l = t, M acts on [e, w 0 (s, l)] either as λ s or as ρ s : in both cases it commutes with ρ s on [e, w 0 (s, l)].
We now suppose {s} (w J ) = e. By the definition of a right system, M acts as ρ s on every lower dihedral interval [e, w 0 (s, r)], r ∈ S \ {s, t}. On [e, w 0 (s, t)], M does not act as ρ s as otherwise M would coincide with ρ s everywhere, but M is not a right multiplication matching by hypothesis. Since M(e) = ρ s (e) = s and M(t) = ρ s (t) = ts, w 0 (s, t) cannot be sts, which implies that m(s, t) = 4 (since W is a doubly laced Coxeter group). If w 0 (s, t) = tst, then also {s} (w J ) = e, as otherwise tsts would be ≤ w by the Subword Property. Hence w J = e and w = (w J ) {s,t} · (w These observations similarly hold true, mutatis mutandis, also for Proposition 3.6.
As an immediate consequence, we have the following result. Proof. The assertion follows from Theorem 2.9 and Propositions 3.2, 3.3, 3.5, 3.6.
Parabolic R-polynomials and H-special matchings
In this section, for all H ⊆ S and w ∈ W H , we give a method for computing the parabolic Kazhan-Lusztig R-polynomials {R We prove this result in the case W is either a doubly laced Coxeter group (i.e., m(r, r ′ ) ≤ 4, for all r, r ′ ∈ S), or a dihedral Coxeter group (i.e., a Coxeter group of rank 2). In particular, the result holds for all Weyl groups. It is worth noting that this is also a result on parabolic Kazhdan-Lusztig polynomials since these are equivalent to the parabolic R-polynomials.
4.1.
H-special matchings and calculating special matchings. We now define the tools that compute the parabolic Kazhan-Lusztig polynomials.
Let (W, S) be an arbitrary Coxeter system, H ⊆ S, and w ∈ W
H . An H-special matching of w is a special matching of w such that
Note that the ∅-special matchings are exactly the special matchings and that a left multiplication matching is H-special for all H ⊆ S.
For convenience' sake, we say that an H-special matching M of w calculates the parabolic Kazhdan-Lusztig R-polynomials (or is calculating, for short) if, for all u ∈ W H , u ≤ w, we have (4.1)
For this definition, it is essential that the special matching be H-special. Note that all left multiplication matchings are calculating. We want to show that all H-special matchings are calculating for all doubly laced Coxeter groups and all dihedral groups (indeed, we prove it for a larger class of situations).
4.2.
Commuting matchings and calculating matchings. We need the following easy lemma. Proof. Since v / ∈ W H , the set H ∩ D R is non-empty. Let s ∈ H ∩ D R . Then there exists y ∈ W such that v = y · s and ℓ(v) = ℓ(y) + 1. By the Deletion Property, s is a right descent of all coatoms of v except y.
In the proof of the following theorem and in the sequel, we use the inductive formula of Theorem 2.10 without explicit mention. Proof. We prove the claim by induction on ℓ(w), the result being clearly true if ℓ(w) ≤ 2. So assume ℓ(w) ≥ 3, and let u ∈ [e, w], u ∈ W H . The orbit of w under the action of the group generated by M and N is N, M (w) = {w, N(w), M(w), MN(w) = NM(w)} and is contained in W H since both N and M are H-special. On the other hand, the orbit N, M (u) can have either cardinality 4 or cardinality 2, and can be contained in W H or not. We may assume that it is not contained in W H as otherwise we could prove that M is calculating by the same arguments as in [2, Theorem 7.8] .
If the cardinality of
The proof is complete.
The following result is a special case of Theorem 4.5. Since it concerns an important class of Coxeter groups, including the symmetric group, and its proof is much simpler than the proof of Theorem 4.5, we give it here explicitely. Proof. We proceed by induction on ℓ(w), the case ℓ(w) ≤ 1 being trivial. Let M be a H-special matching of w. We assume that M is not a left multipication matching, since left multiplication matchings are calculating by definition.
If there exists a left multiplication matching λ commuting with M and such that λ(w) = M(w), then we can conclude by Theorem 4.2. We assume that such a left multiplication matching does not exist. By Theorem 2.9 and Propositions 3.2 and 3.6, necessarily m(s, t) = 4 and we are in one of the following cases: Case 1: M is associated with a right system (J, s, t, M st ) and (1) w 0 (s, t) = tst, (2) (w J ) {s,t} = e, (3) w = tst · {s} (w J ), Case 2: M is associated with a right system (J, s, t, M st ) and (1) w 0 (s, t) = tsts = stst,
(w J ) {s,t} = e,
either • w = tsts · {s} (w J ), or • w = tst · {s} (w J ) with s ≤ {s} (w J ), (4) M(tsts) = sts (and then M st must be the matching mapping e to s, t to ts, st to tst, and sts to tsts).
(c) u = ty J . Then
• the second equality follows by the fact that ty J ∈ Wexpression ending with a letter in H). We distinguish the following 4 cases according to which element in the orbit is u.
(a) u = tsy J . Then
If {y J , sy J , ty J , tsy J } ∩ W H = {y J }, then clearly u = y J and
• if M(u) ✄ u and M(u) ∈ W H , then M(u) ≤ M(w) unless M(w) = u. Then the assertion follows by induction using Proposition 4.7.
Combinatorial Invariance
In this brief final section, we show the consequences of Theorems 4.5 and 4.8 on the problem of the Combinatorial Invariance of the parabolic Kazhdan-Lusztig and R-polynomials.
