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desde  el  diseño  del  experimento  para  obtener  datos  a  partir  de  topologías  de  operadores 
reales hasta el análisis y modelización estadísticos a partir de una serie de técnicas comunes. 
Después de  la validación de  los modelos y de  la evaluación de su potencial de predicción, se 















In  this work, we  focus on obtaining  statistical models  for  the prediction of  the vulnerability 
degree on a dynamic optical network. The goal of these models is to be useful for the design of 
dynamic optical networks subject  to changes  in  the  traffic due  to  the constant evolution. To 
this aim, we proposed a wide statistical study, covering from the experimental design to obtain 
meaningful  data  from  real  operator  topologies  to  the  application  of  common  statistic  and 
regression techniques. After validating the models and evaluating their prediction power, the 
bes  tones  have been  selected  for  their  inclusión  in optimization problems dealing with  the 
























































































hoy en día debe ser replanteado con el  fin de adaptarse mejor a una realidad  inexistente  (e 
impensable) en los años en los que estas redes fueron ideadas y desplegadas. 
De un modo muy rápido, podemos decir que el tráfico está evolucionando en tres direcciones 
fundamentales:  aumentando  el  volumen,  haciéndose más  heterogéneo,  y  tornándose más 
impredecible. A causa de estas razones (sobre todo la tercera), la operación de las redes está 
desplazándose  desde  un  esquema  estático,  donde  las  conexiones  ópticas  se  establecen  de 
forma  manual,  a  un  entorno  dinámico  donde  la  red  está  dotada  de  los  automatismos 
necesarios  para  reaccionar  ante  cualquier  evento. Así,  una  red  dinámica  es  capaz  de  servir 
nuevas conexiones y liberar las finalizadas sin necesidad de intervención humana. 
En general, las redes de comunicaciones deben de permitir que el servicio pueda mantenerse 
ante el evento de un  fallo  (por ejemplo, un  corte en un enlace de  fibra). Una  red dinámica 
tiene que ser capaz de detectar cuando un fallo ha impactado en la red y lanzar un mecanismo 






día  de mañana.  Así  pues,  una  red  sujeta  a  fallos  diseñada  para  ser  robusta  tenderá  a  ir 














predicción  con estos modelos,  se detecte que  la  red es  lo  suficientemente vulnerable como 
para requerir una actualización. Estos modelos deben permitir detectar qué partes de  la  red 
son  más  vulnerables  que  otras  y,  por  lo  tanto,  sobre  qué  zonas  debe  centrarse  la 
reconfiguración o ampliación. 
Para  realizar este estudio, partimos de  las  topologías de  referencia proporcionadas por una 
serie  de  operadores  de  red  nacionales,  a  saber,  Telefónica,  Deustche  Telekom,  y  British 






de  estos modelos  para  el  diseño  de  redes  en  entornos  dinámicos,  haciendo  hincapié  en  el 
escenario de planificación periódica de  la red, para el cual se necesita además proveer de un 




busca  encontrar  un  modelo  para  cada  una  de  ellas.  No  obstante,  el  objetivo  es  intentar 




El  resto de  la memoria está organizado de  la siguiente  forma: el capítulo 2 explica  todos  los 
conceptos  necesarios  sobre  redes  para  tener  una  buena  comprensión  del  proyecto.  Se 
introducen conceptos de teoría de grafos, así como las características de las redes ópticas y el 
tráfico  dinámico.  El  capítulo  3  define  el  escenario  de  trabajo  así  como  la  definición  de  la 
variable  respuesta,  las variables explicativas de  la  topología y  las variables explicativas de  la 
carga. El capítulo 4 define aquellos conceptos teóricos necesarios para  la modelización de  los 
datos,  la  utilización  del  modelo  logit,  así  como  los  conceptos  teóricos  utilizados  para  su 
validación y posterior predicción. En el capítulo 5 se presenta  la descriptiva más relevante de 
los datos, distinguiendo entre los distintos niveles de la variable respuesta. En el capítulo 6 se 













En  el  presente  capítulo  se  van  a  definir  una  serie  de  conceptos  a  partir  de  los  cuales 
obtendremos  una  comprensión  de  este  trabajo  relacionado  con  las  redes  ópticas  de 
comunicaciones. En primer  lugar  facilitaremos diversas definiciones de  teoría de grafos que 
son útiles para caracterizar  las  topologías de  las  redes de comunicaciones. Seguidamente  se 
presentaran  la  composición  y  funcionamiento  de  las  redes  ópticas  flexgrid  (que  es  la 
tecnología  asumida  en  este  proyecto).  Finalmente  se  definen  las  figuras  más  relevantes 
relacionadas al tráfico dinámico y esquemas de recuperación del tráfico ante fallos. 
2.1 Teoría de Grafos 
A  la hora de hablar de  topología o estudio de una  red, se puede hacer a  través de un grafo 
representado  como G(N,E), donde N  representa  el  conjunto de nodos  (o  vértices)  y  E es  el 



















Sobre  este  grafo pueden  calcularse  caminos o  rutas. Un  camino o  ruta  en un  grafo  es una 











A  partir  de  estas  distancias  mínimas,  dos  variables  fundamentales  del  grafo  pueden  ser 
calculadas: el radio y el diámetro. El radio (rad) es la distancia más corta de entre los caminos 











hdia maxmax   (2.4) 
Otro concepto relacionado con estas distancias mínimas es el coeficiente de intermediación (o 
betweeness)  definido  como  la medida  que  relaciona  los  caminos mínimos  de  un  grafo  y  el 
grado de centralidad de un elemento, sea nodo o arco. En otras palabras, para un cierto nodo 
(o arco) se calcula el número de caminos mínimos que pasan a través de ese nodo (o arco). A 
partir  de  los  valores  de  intermediación  de  todos  los  elementos  del  grafo  se  puede  calcular 
adicionalmente la media y la desviación estándar. La segunda proporciona información acerca 
de cómo se distribuyen los caminos mínimos por la red, un valor bajo indica el hecho de estar 






conexas. Otra  forma de medir  la conectividad de una  red es a  través de  la  información que 
proporciona el análisis espectral del grafo. Para ello, es necesario construir la matriz Q formada 
por  la resta de  la matriz Laplaciana Λ y  la matriz de adyacencias M. La matriz Laplaciana Λ es 
una matriz diagonal de tamaño |N|x|N| donde el elemento i de la diagonal contiene el grado 
nodal del nodo  i. Por otra parte,  la matriz de adyacencias M tiene dimensión |N|x|N| y cada 
celda mij vale 1 si existe un enlace entre  los nodos  i y  j, y 0 en caso contrario. De  los valores 
propios de esta matriz, podemos obtener varias variables, de  las cuales  las más  importantes 
son el  segundo y el quinto valor propio, que  se denominan  como  conectividad algebraica y 
















Las  redes ópticas están  constituidas por una  topología  como  la descrita en el apartado 2.1, 
junto con una serie de equipos y dispositivos ópticos. Un enlace se corresponde con una fibra 
óptica  y  un  nodo  representa  todo  el  equipamiento  necesario  para  poder  establecer  y 
transformar  conexiones ópticas  a  través de  las  fibras de  la  red. Una  fibra óptica,  tiene una 
capacidad determinada útil a la cual denominaremos espectro o ancho espectral (S) mesurada 




transportar  diversas  conexiones  de  forma  simultánea  porque  cada  una  de  ellas  ocupa  una 
porción  del  espectro  óptico  diferente.  De  otra  forma,  si  dividimos  el  espectro  en  varios 
fragmentos  (o  longitudes  de  onda),  cada  uno  solo  podrá  soportar  una  conexión  en  un 
momento dado. Las conexiones ópticas  tienen el  fin de  servir  las peticiones de conexión de 
clientes que  llegan  a  la  red.  El objetivo  es  encontrar una  ruta  con  espectro  suficiente para 
poder atender el ancho de banda demandado por el cliente. Una petición de conexión consta 
mayoritariamente de la siguiente información: los nodos de origen y destino, el destino donde 
se  va  a  realizar  la  conexión  y  la  cantidad  de  ancho  de  banda  a  transportar,  expresado 
normalmente en Megabits por segundo (Mbps) o Gigabits por segundo (Gbps). 
En este momento, podemos definir dos tipos de redes ópticas: rígidas y elásticas. En una red 
óptica  rígida  cada  conexión  óptica  ocupa  la misma  cantidad  de  espectro  durante  todo  su 
tiempo de operación, siendo el ancho ocupado  igual para todas  las conexiones. En contraste, 
una  red  óptica  elástica  permite  alojar  cada  conexión  con  un  ancho  de  banda  distinto  que, 




[Li11].  En  este  tipo  de  redes,  el  espectro  óptico  está  dividido  en  porciones  con  la misma 
anchura, denominadas  segmentos. Dicha anchura puede  ser distinta  según  sean  los equipos 
instalados en  la  red, siendo Δ el parámetro de anchura del segmento en GHz  (normalmente 





denomina  canal  y  puede  caracterizarse  mediante  su  frecuencia  central  y  el  número  de 
segmentos.  En  la  Fig. 2.2 podemos  ver una  representación de un  enlace de una  red óptica 
flexgrid. 
El espectro asignado a cada conexión óptica debe cumplir dos condiciones: la contigüidad y la 
continuidad de espectro.  La  contigüidad es  la  restricción de que  todos  los  segmentos de un 
canal sean contiguos, es decir, sus  frecuencias centrales sean consecutivas. Por otro  lado,  la 
continuidad de espectro requiere que el canal asignado a una conexión sea el mismo en todos 
los enlaces usados por esta. Así pues, encontrar una conexión que cumpla estas condiciones 
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otras  conexiones.  Este  funcionamiento  dinámico  se  puede  modelar  a  partir  de  varios 
fundamentos de teoría de tele‐tráfico [ITU05]. 
Podemos medir la cantidad media de conexiones en la red en un determinado instante como 




(ht). Entonces,  la  intensidad se calcula como  I = ht /iat y  la unidad de medida estándar es el 
Erlang.Como  ya  hemos  visto,  en  redes  elásticas,  las  conexiones  ocuparán  un  tamaño  de 
espectro diferente  según  sea  la petición de ancho de banda. Eso nos  lleva a concluir que  la 
intensidad  no  es  suficiente  para  caracterizar  el  tráfico  transportado  en  la  red.  Por  eso, 
definimos  el perfil de  tráfico  (TP)  como  la proporción media de peticiones de  cada  tipo de 
cliente que llega a la red. Este perfil, que tendrá como dimensión el número de clases distintas 
de  cliente  (caracterizadas  por  su  demanda  en  Gb/s),  es  un  vector  de  distribución  de 
probabilidades cuya suma debe dar 1. 
En entornos de tráfico dinámico, el grado de servicio de la red se mide con la probabilidad de 
que  una  petición  de  conexión  no  pueda  ser  aceptada  en  el momento  de  su  llegada.  Esta 
probabilidad  se denomina probabilidad de bloqueo  (PB)  y es una de  las  figuras más usadas 
para  evaluar  la  capacidad  efectiva  de  la  red. Así,  podemos  considerar  una  probabilidad  de 
bloqueo del 1% como el valor más alto admisible para dar un servicio mínimamente decente a 
nuestros  clientes.  Aunque  la  red  tenga  capacidad  sobrante,  no  vamos  a  permitir  más 
intensidad ya que empeoraría el grado de servicio alcanzando un nivel no deseable. Otra vez 
aquí, nos encontramos con que no es  lo mismo rechazar una demanda de 400 Gbps que una 






transcurrido entre el  impacto de un  fallo y  la  reparación de éste  (tradicionalmente 12h‐24h 
para una red nacional con un servicio de mantenimiento normal), ningún otro fallo impacta la 
red.  Ante  este  escenario,  los  operadores  de  red  pueden  apostar  por  dos  esquemas  de 
recuperación  de  las  conexiones  ópticas  afectadas  por  el  corte,  que  son  la  protección  y  la 
restauración. 
El  esquema  de  protección  consiste  esencialmente  en,  a  la  hora  de  establecer  la  conexión 
óptica  para  servir  la  petición,  establecer  una  conexión  secundaria  de  protección  que  no 
comparta ningún enlace con la conexión primaria. Así, ante el evento de un fallo en cualquiera 
de  los  enlaces  de  la  conexión  primaria,  el  tráfico  se  conmuta  rápidamente  (pocos 
milisegundos) a  la conexión secundaria sin que se vea afectado significativamente el servicio. 
Este esquema tiene múltiples variantes, entre  las cuales destacan  la protección dedicada y  la 












(restorabilidad),  ya  que  ésta  depende  en  gran  medida  de  los  recursos  disponibles  en  el 
momento  del  fallo.  Además,  durante  el  tiempo  necesario  para  obtener  la  nueva  ruta  y 
establecer  la  conexión  de  restauración  (en  el  orden  de  cientos  de milisegundos),  el  tráfico 
afectado por el corte resta bloqueado. No obstante, la mayor eficiencia en el uso de recursos 
con respecto a la protección hace de la restauración el método más apropiado para entornos 









El presente capítulo consta de 2 partes. En  la primera se presenta  la definición de  la variable 
respuesta,  así  como  de  las  variables  explicativas.  En  la  segunda  parte,  se  presentan  los 




proyecto  deben  permitir  estimar  si  la  restauración  del  tráfico  afectado  por  un  fallo  en  un 












explicativas:  las que  tienen que ver con  la  topología de  la  red  resultante  tras el  impacto del 
fallo y las que miden el número, volumen, y tipo de las conexiones que usaban en enlace antes 
del fallo (y que han debido de ser restauradas por el mecanismo de restauración). 
Antes  de  entrar  en  los  detalles  de  las  variables,  podemos  ver  como  cualquier  variable  que 
describe  la  topología  (por  ejemplo  conectividad  algebraica,  diámetro,  radio  espectral,  etc) 
puede ser calculada cada vez que hay un fallo con la red residual tras eliminar el enlace fallado. 
Así,  si  consideramos,  por  ejemplo,  que  la  variable  algConnect  contiene  el  valor  de  la 
conectividad  algebraica  de  la  red  cuando  todos  los  enlaces  están  operativos,  definimos 
algConnectF  como  la  conectividad  algebraica  resultante  tras  eliminar  el  enlace  fallado. 




















A parte de  esta  lista de  variables descriptivas de  la  topología después del  fallo,  guardamos 





Analizando el origen y destino de  las  conexiones que atraviesan el enlace  fallado, podemos 
separar  tres grupos: grup1 que contiene  todas aquellas conexiones que  tienen el origen y el 
destino  en  los  dos  pares  de  nodos  adyacentes  al  enlace  fallado;  grup2  que  contiene  todas 








min_path_length_before:  Longitud  de  la  ruta más  corta  (en  número  de  saltos)  de  una 
conexión en el enlace. 
mean_path_length_before:  Longitud  media  de  la  ruta  (en  número  de  saltos)  de  una 
conexión en el enlace. 
























los  fallos que  impactan  la  red no pueden  ser  restaurados completamente,  lo que asumimos 























































































Para  obtener  los  datos  de  la  variable  respuesta  hemos  utilizado  un  simulador  de  tráfico 
dinámico  en  redes  ópticas  flexibles  implementado  en  OMNeT++  [OMNeT].  Este  entorno 
















algoritmo  no  siempre  encuentra  una  conexión  factible  a  causa  de  la  falta  de  recursos  de 
capacidad  disponible;  en  ese  caso  la  petición  de  conexión  es  rechazada.  En  el  caso  de  ser 










paso  consiste  en  generar  el  siguiente  fallo  en  dicho  enlace. Después,  el  enlace  se  etiqueta 
como fallado, las conexiones que usan ese enlace se marcan como conexiones a restaurar, y se 
liberan  todos  los  recursos  ocupados  por  dichas  conexiones.  Entonces,  el  algoritmo  de 
restauración  dinámica  detallado  en  [Ca14]  se  ejecuta  con  el  fin  de  encontrar  una  ruta 
alternativa para  cada una de  las  conexiones  afectadas  la  cual  evite  el  enlace que  acaba  de 
fallar. El éxito de esta restauración puede no ser completa, es decir, alguna de las conexiones 
puede ser rechazada por falta de recursos de capacidad en la red. En ese caso, se marca el fallo 
como  no  restaurado.  Por  el  contrario,  si  el  trafico  afectado  por  el  corte  ha  sido 








La  configuración  del  simulador  se  establece  de  modo  que  aseguramos  que  un  número 











analizar  los  datos  asumiendo  que  la  variable  respuesta  es  binomial,  además  de  explicar  su 

















El modelo de probabilidad  lineal  truncado  se  caracteriza por  realizar una  regresión  sobre  la 
variable respuesta binaria utilizando la metodología de Mínimos Cuadrados Ordinarios (MCO). 
En este caso, se encuentran limitaciones tales como tener el valor de la estimación del modelo 
fuera  del  rango  0  –  1,  La  perturbación  aleatoria  no  puede  seguir  una  distribución  normal, 
presenta  problemas  en  la  heterocedasticidad  y  el  coeficiente  de  determinación  R2  está 
subestimado.  
El modelo probit, como se ha mencionado anteriormente, tiene función de distribución de una 
normal para  la variable endógena y el modelo  logit  la distribución binomial (también  llamada 
logística).  Tal  y  como  se  comenta  en  [Me03],  “la  similitud  existente  entre  las  curvas  de  la 
normal tipificada y de la logística, los resultados de ambos modelos no difieren entre sí, siendo 
las diferencias operativas, debidas a  la complejidad que presenta el cálculo de  la  función de 








ocurrencia  (Yi=1)  cuando  la variable endógena es una  función de distribución binomial. Esto 




































El  no  poder  interpretarlos  de  forma  convencional  no  significa  que  no  se  pueda  utilizar  la 
información aportada. El hecho de ver si los coeficientes de las variables son significativos nos 
informan si esta  influye en el modelo y nos aporta  información y por otro  lado, se observa el 
signo  de  los  coeficientes.  Estos  nos  indicarán  la  dirección  de  aumento  de  la  probabilidad 
cuando  aumenta  la  variable  explicativa  correspondiente,  siendo  un  signo  negativo  del 
coeficiente de la variable, disminuciones en la probabilidad de tener (Y=1) y un signo positivo 




(sea en aumento o en disminución) producidos en el odds  ratio de  la variable  concreta por 
cada unidad de cambio en la variable endógena.  




MMYProb   11    (4.2) 
El valor odds ratio resultante puede tener tres casos, el primero es cuando el coeficiente de la 
variable del modelo  resulta  ser  igual a 0, en este caso  su odds  ratio es  igual a 1,  lo cual no 
produce ningún efecto de dicha variable sobre la variable respuesta del modelo. El segundo se 
ocurre cuando el valor del coeficiente de  la variable a calcular el odds ratio es superior a 0 y 











calidad del mismo, por ello un modelo  con buena  calidad  será aquel  cuyo valor del AIC  sea 
menor.  En apartado siguiente se continúa con la contrastación y validación del modelo. 
4.3 Contrastación y validación del modelo 
Una  vez  escogemos  aquel  cuyo  valor  de  AIC  es  menor,  se  prosigue  el  análisis  para  su 
validación. A  diferencia  del  análisis  de  regresión  tradicional  donde  podemos  interpretar  los 









variable  respuesta y el estimado dividido por  la estimación de  la desviación  típica. Se define 
como:   

























El  test de devianza  corresponde  al  estadístico de Wilks de  razón de  verosimilitudes para  el 
contraste de bondad de ajuste de los modelos multinomiales, en nuestro caso el modelo logit 










































contraste,  teniendo  como  grados  de  libertad Q−(n+1)*(k‐1),  es  decir,  la  diferencia  entre  la 
dimensión  del  espacio  paramétrico  y  la  dimensión  de  este  espació  bajo  hipótesis  nula.  La 
hipótesis nula del test viene a ser: 
0ln20 GH   (4.6) 
Al igual del estadístico de Pearson, si el valor calculado es superior al valor teórico se rechaza la 




















En  los modelos  logit  con distribución binomial, a  la hora de  realizar  los  residuos,  ya hemos 
visto dos test que nos proporcionan el buen ajuste del modelo además de calcular su escala, 



































Para  realizar  predicciones  con  los  modelos  logit,  se  puede  hacer  uso  de  tablas  de 
contingencias.  Anteriormente  hemos  hablado  en  la  curva  de  ROC  de  sensibilidad  y 
especificidad. Bien, se trata de valores de  las tablas de contingencias que son utilizadas para 
























En  la  Tabla  4.1  vemos  un  ejemplo  de  cómo  serán  las  tablas  predictivas  utilizadas.  En  ellas 
podemos  ver  la  variable  endógena  como  la  respuesta  Y  con  los  dos  posibles  casos  de 




en  el  caso de  los no  restaurados  corresponde  al  cociente  entre  valor de  los  verdaderos no 









las  redes  BT,  DT  y  TEL.  Se  han  calculado  los  análisis  descriptivos  más  relevantes  de  las 
diferentes redes, tanto para  los  las diversas variables explicativas de  las bases de datos como 
para aquellas variables destacables y con diferencias entre fallos en la red que han podido ser 
restaurados  y  los  no  restaurados.  Para  ello  se  han  llevado  a  cabo  diferentes  técnicas 
estadísticas como resúmenes descriptivos, histogramas, cómputo de correlaciones, además de 






fallos  no  restaurados  y  el  número  de  fallos  restaurados,  es  decir,  las  dos  opciones  de  la 
variable endógena. La red TEL tiene un número significativamente mayor de datos frente a las 
otras dos redes. La proporción de observaciones dónde el fallo no ha podido ser restaurado (Y 







BT modelo  1082  969  113 
DT modelo  1976  1767  209 
TEL modelo  5379  4380  979 
 
A continuación, en  la  tabla 5‐2 vemos  la descriptiva de  las variables explicativas,  los valores 
máximos, mínimos,  la media  y mediana  de  cada  una  de  ellas,  además  del  primer  y  tercer 




originales Grup1, Grup2  y Grup3  respectivamente.  spectralRadiusF  y diameterVar  tienen  los 







   avgDegree        avgLbetF        algConnectF     spectralRadiusF   radiusVar    
 Min.   :3.180   Min.   :0.06000   Min.   :0.1300   Min.   :0.94    Min.   :1.00   
 1st Qu.:3.330   1st Qu.:0.06000   1st Qu.:0.2400   1st Qu.:0.97    1st Qu.:1.00   
 Median :3.730   Median :0.06000   Median :0.2500   Median :0.99    Median :1.00   
 Mean   :3.565   Mean   :0.07707   Mean   :0.2888   Mean   :1.33    Mean   :1.07   
 3rd Qu.:3.730   3rd Qu.:0.09000   3rd Qu.:0.2600   3rd Qu.:1.46    3rd Qu.:1.00   
 Max.   :3.730   Max.   :0.13000   Max.   :0.4900   Max.   :2.42    Max.   :1.50   
  diameterVar    algConnectVar    spectralRadiusVar  link_node_A      link_node_B    
 Min.   :1.500   Min.   :0.5400   Min.   :0.6900    Min.   : 0.000   Min.   : 1.00   
 1st Qu.:1.750   1st Qu.:0.9200   1st Qu.:0.9500    1st Qu.: 3.000   1st Qu.: 7.00   
 Median :1.750   Median :0.9700   Median :0.9800    Median : 8.000   Median :12.00   
 Mean   :1.852   Mean   :0.9374   Mean   :0.9615    Mean   : 9.704   Mean   :13.75   
 3rd Qu.:2.000   3rd Qu.:0.9900   3rd Qu.:1.0000    3rd Qu.:16.000   3rd Qu.:20.00   
 Max.   :2.500   Max.   :1.0000   Max.   :1.0000    Max.   :27.000   Max.   :29.00   
     Grup1            Grup2           Grup3          X.Grup1           X.Grup2       
 Min.   : 0.000   Min.   : 0.00   Min.   : 0.00   Min.   :0.00000   Min.   :0.0000   
 1st Qu.: 0.000   1st Qu.: 9.00   1st Qu.: 1.00   1st Qu.:0.00000   1st Qu.:0.4400   
 Median : 1.000   Median :14.00   Median : 7.00   Median :0.05000   Median :0.5800   
 Mean   : 1.591   Mean   :14.42   Mean   :10.17   Mean   :0.08809   Mean   :0.6025   
 3rd Qu.: 2.000   3rd Qu.:19.00   3rd Qu.:16.00   3rd Qu.:0.11000   3rd Qu.:0.7800   
 Max.   :12.000   Max.   :52.00   Max.   :66.00   Max.   :1.00000   Max.   :1.0000   
    X.Grup3       mean_path_length_before min_path_length_before max_path_length_before 
 Min.   :0.0000   Min.   :1.000e+00       Min.   :1.000          Min.   : 1.000         
 1st Qu.:0.0600   1st Qu.:3.119e+03       1st Qu.:1.000          1st Qu.: 5.000         
 Median :0.3300   Median :2.725e+09       Median :1.000          Median : 6.000         
 Mean   :0.3098   Mean   :1.824e+10       Mean   :1.341          Mean   : 6.169         
 3rd Qu.:0.5000   3rd Qu.:4.048e+10       3rd Qu.:2.000          3rd Qu.: 7.000         
 Max.   :1.0000   Max.   :6.429e+10       Max.   :9.000          Max.   :15.000         
  mean_bw_path        min_bw_path       max_bw_path     restored.      
 Min.   :4.000e+01   Min.   :  40.00   Min.   :  40   Min.   :0.0000   
 1st Qu.:3.540e+02   1st Qu.:  40.00   1st Qu.: 800   1st Qu.:1.0000   
 Median :2.541e+09   Median :  40.00   Median :1600   Median :1.0000   
 Mean   :1.622e+12   Mean   :  63.18   Mean   :1850   Mean   :0.8454   
 3rd Qu.:3.263e+12   3rd Qu.:  80.00   3rd Qu.:2800   3rd Qu.:1.0000   
 Max.   :1.693e+13   Max.   :3600.00   Max.   :6000   Max.   :1.0000 
 
Seguimos  con  los histogramas  a  fin de  ver  visualmente  el  comportamiento de  las  variables 
explicativas.  La  Fig.  5‐1  muestra  los  gráficos  donde  vemos,  tal  y  como  se  comentó 
anteriormente, el grado nodal medio siempre el mismo valor numérico para cada  red y, por 
consiguiente,  muestra  sus  tres  valores.  La  conectividad  algebraica  (algConnectVar)  tiene 
tendencia a ser mayor cuando aumenta su valor, sus valores están comprendidos entre 0.5 y 1, 
los nodos A y B son diferentes, nos sugieren el hecho de no estar relacionados entre sí en los 
fallos.  El  valor  de  la  longitud  de  la  ruta  varía,  entre  el  valor  de  la  ruta  más  corta  





las  conexiones  establecidas.  Además,  para  la  variable  bw_path  explicada  en  el  capítulo  3, 








excesiva  correlación  entre  los dos  links.  El  resto de  correlaciones  tienen  valores menores o 







































































































































































































































































de  un  conjunto  de  datos,  es  decir,  reducir  el  número  de  variables  perdiendo  la  menor 
información  posible.  Para  ello  crea  una  transformación  lineal  a  través  de  un  sistema  de 






mayor  valor  es  la  segunda  componente  principal,  y  así  sucesivamente.  Cada  nueva 




a  las  nuevas  coordenadas,  y  es  la  denominada  transformación  lineal,  a  partir  de  la  cual  se 
puede reducir la dimensionalidad de datos. 
En  la  Fig.  5.2,  se muestra  el ACP  de  los  datos,  que muestra  una  clara  diversidad  entre  las 
variables  explicativas.  Grup2  con  respecto  a  su  porcentaje,  la  variable  X.Grup2,  están  en 
direcciones  distintas,  intuitivamente,  al  ser  el  porcentaje  creado  respecto  a  la  anterior  se 
podría pensar en una alta similitud entre ellas, pero tanto en el ranking de correlaciones como 
en el ACP vemos lo contrario. Lo mismo sucede entre Grup1 y Grup3 respecto a sus variables 
de  porcentaje  creadas  a  partir  de  ellas.  En  general,  se  observa  una  gran  dispersión  de  las 
observaciones en sus componentes principales, lo cual nos indica que estamos contemplando 
una amplia variedad de casos en nuestro conjunto de datos. 









































La  finalidad del presente proyecto es mejorar  la probabilidad de  restauración  cuando  se ha 
producido  un  fallo  en  la  red,  por  tanto,  se  ha  realizado  una  breve  descriptiva  con  algunas 
variables  para  ver  si  hay  diferencias  en  la  misma  variable  cuando  la  variable  respuesta 








algConnectVar     link_node_B       X.Grup2          X.Grup3       
 Min.   :0.5400   Min.   : 1.00   Min.   :0.0000   Min.   :0.0000   
 1st Qu.:0.9200   1st Qu.: 7.00   1st Qu.:0.4400   1st Qu.:0.0600   
 Median :0.9700   Median :12.00   Median :0.5800   Median :0.3300   
 Mean   :0.9374   Mean   :13.75   Mean   :0.6025   Mean   :0.3098   
 3rd Qu.:0.9900   3rd Qu.:20.00   3rd Qu.:0.7800   3rd Qu.:0.5000   
 Max.   :1.0000   Max.   :29.00   Max.   :1.0000   Max.   :1.0000   
  mean_bw_path        max_bw_path     restored.      
 Min.   :4.000e+01   Min.   :  40   Min.   :0.0000   
 1st Qu.:2.271e+02   1st Qu.: 800   1st Qu.:1.0000   
 Median :3.041e+02   Median :1600   Median :1.0000   
 Mean   :3.279e+02   Mean   :1850   Mean   :0.8454   
 3rd Qu.:3.921e+02   3rd Qu.:2800   3rd Qu.:1.0000   
 Max.   :3.600e+03   Max.   :6000   Max.   :1.0000 
Para Y = 1  
algConnectVar     link_node_B       X.Grup2          X.Grup3       
 Min.   :0.5400   Min.   : 1.00   Min.   :0.0000   Min.   :0.0000   
 1st Qu.:0.9300   1st Qu.: 7.00   1st Qu.:0.4500   1st Qu.:0.0400   
 Median :0.9700   Median :13.00   Median :0.6000   Median :0.3000   
 Mean   :0.9455   Mean   :13.77   Mean   :0.6144   Mean   :0.2911   
 3rd Qu.:1.0000   3rd Qu.:20.00   3rd Qu.:0.7900   3rd Qu.:0.4900   
 Max.   :1.0000   Max.   :29.00   Max.   :1.0000   Max.   :1.0000   
  mean_bw_path        max_bw_path   
 Min.   :4.000e+01   Min.   :  40   
 1st Qu.:1.216e+02   1st Qu.: 700   
 Median :3.041e+02   Median :1600   
 Mean   :3.116e+02   Mean   :1710   
 3rd Qu.:3.731e+02   3rd Qu.:2400   
 Max.   :3.600e+03   Max.   :6000  
Para Y = 0   algConnectVar     link_node_B       X.Grup2          X.Grup3       
 Min.   :0.5400   Min.   : 1.00   Min.   :0.0000   Min.   :0.0000   
 1st Qu.:0.8600   1st Qu.: 8.00   1st Qu.:0.3700   1st Qu.:0.2300   
 Median :0.9500   Median :11.00   Median :0.5000   Median :0.4600   
 Mean   :0.8935   Mean   :13.69   Mean   :0.5376   Mean   :0.4117   
 3rd Qu.:0.9900   3rd Qu.:20.00   3rd Qu.:0.6800   3rd Qu.:0.6000   
 Max.   :1.0000   Max.   :29.00   Max.   :1.0000   Max.   :1.0000   
  mean_bw_path        max_bw_path    
 Min.   :1.389e+02   Min.   : 300    
 1st Qu.:3.149e+02   1st Qu.:2000    
 Median :3.832e+02   Median :2400    
 Mean   :4.174e+02   Mean   :2620    
 3rd Qu.:4.719e+02   3rd Qu.:3200    
 Max.   :2.800e+03   Max.   :6000    
Para  algConnectVar  vemos  la  misma  proporción  entre  el  mínimo  y  el  máximo,  pero  su 
comportamiento es diferente al tener un primer cuartil en 0.93 para Y=1 y 0.86 en su contrario 
(Y=0). El link_node_B y X.Grup2 les pasa lo mismo, los valores del primer cuartil son menores 
en el caso de Y=0 con  respecto a Y=1. En el  resto de variables,  los primeros cuartiles de  las 





tienen valores  igual a 1  frente a  las  contrarias. En  todas  las variables hay diferencias,  sobre 
todo  para  el  porcentaje  de Grup3.  Para mean_bw_path  en  los  fallos  en  la  red  que  no  han 
podido  ser  restaurados  frente a  los  contrarios, vemos una asimetría más pronunciada en el 







































































































































































En  este  capítulo  hemos  visto,  por  una  parte,  que  el  conjunto  de  variables  explicativas 
seleccionadas es diverso y, por otra, que existen diferencias significativas entre  los valores de 
dichas variables explicativas entre las observaciones que pertenecen a los distintos niveles de 
la  variable  respuesta.  Estas  dos  características  nos  incrementan  las  opciones  de  que  algún 










En este  capítulo  se presentaran  los modelos para  las  redes BT, DT y TEL, presentadas en el 
orden en cuyos datos fueron obtenidos. Partiendo de  la red BT se presenta el mejor modelo 
con  un  número  reducido  de  variables.  Además  de  esta  aproximación,  se  planteará  la 
segmentación de la variable respuesta en categorías con el fin de encontrar modelo apropiado 
para  cada  categoría,  así  como  un  único modelo  con  el mismo  conjunto  de  variables  pero 
distintos  coeficientes  por  categorías.  De  las  conclusiones  sacadas  tras  el  análisis  de  los 
estadísticos  de  decisión,  se  seleccionarán  aquellos  modelos  con  un  mejor  ajuste  y  se 
extenderán  a  las  redes  DT,  y  TEL.  Al  final  del  proceso  se  seleccionará  aquel modelo  que 
presente un mejor balance entre  calidad  y  simplicidad, promoviendo aquellas opciones que 





A  la hora de buscar  los modelos para  la  red BT, se ha decidido buscar un modelo con 4 o 5 
variables como máximo. Se calcula  la búsqueda del mejor modelo para representar  los datos 
con todas las observaciones, para ello se calcula el modelo nulo, seguidamente se realizan los 
modelos  con una, dos,  tres,  cuatro  y  cinco  variables  escogiendo  cada una de  ellas  sobre  el 
modelo con menor AIC, es decir, para el modelo con una variable se hizo  las combinaciones 
posibles y se seleccionó el modelo con AIC más bajo, así para el de dos variables y  también 





Empezamos  el  análisis  con  el modelo  nulo.  Recordemos  que  al  tener  la  variable  respuesta 










y  la escala o parámetro de dispersión es  igual a 1. Al no  tener variables el modelo nulo,  se 
prosigue  el  análisis  con  el modelo  de  una  variable.  Para  calcularlo,  se  realizaron  todos  los 








y  positivo.  A  partir  de  este modelo,  se  ejecutan  todos  los  posibles modelos  con  dos 
variables, siendo el de AIC más pequeño el siguiente: 
 
glm(formula = restored. ~ 0 + algConnectF + max_bw_path, family = 
binomial,  
    data = x300_l) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-3.2094   0.0859   0.2001   0.4147   1.7229   
 
Coefficients: 
             Estimate Std. Error z value Pr(>|z|)     
algConnectF 25.488741   1.875295   13.59   <2e-16 *** 
max_bw_path -0.001545   0.000152  -10.16   <2e-16 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 1499.97  on 1082  degrees of freedom 
Residual deviance:  493.59  on 1080  degrees of freedom 
AIC: 497.59 
Number of Fisher Scoring iterations: 6 
glm(formula = restored. ~ 0 + algConnectF, family = binomial,  
    data = x300_l) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-2.2773   0.3943   0.3943   0.4342   0.6918   
 
Coefficients: 
            Estimate Std. Error z value Pr(>|z|)     
algConnectF  10.0611     0.4672   21.54   <2e-16 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 1499.97  on 1082  degrees of freedom 
Residual deviance:  660.02  on 1081  degrees of freedom 
AIC: 662.02 
Number of Fisher Scoring iterations: 5 
glm(formula = restored. ~ 0, family = binomial(link = "logit"),  
    data = x300_l) 
 
Deviance Residuals:  
   Min      1Q  Median      3Q     Max   
-1.177   1.177   1.177   1.177   1.177   
 
No Coefficients 
(Dispersion parameter for binomial family taken to be 1) 
    Null deviance: 1500  on 1082  degrees of freedom 
Residual deviance: 1500  on 1082  degrees of freedom 
AIC: 1500 














sobredispersión en  los datos.  Los  coeficientes del modelo,  siguen  con  los mismos  signos  las 
variables  del  modelo  anterior  y  la  añadida  tiene  signo  negativo.  El  modelo  se  muestra 
seguidamente: 
 
Al  considerar  tres  variables  aun  pocas,  se  realizó  la  búsqueda  de  una  cuarta  variable. Más 
abajo vemos el modelo con 4 variables. Los resultados para el test de la devianza es 1 y para el 




glm(formula = restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path,  
    family = binomial, data = x300_l) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-3.2037   0.0834   0.1912   0.4117   1.6723   
 
Coefficients: 
               Estimate Std. Error z value Pr(>|z|)     
algConnectF  26.9409423  2.0219794  13.324   <2e-16 *** 
max_bw_path  -0.0014220  0.0001604  -8.867   <2e-16 *** 
mean_bw_path -0.0014974  0.0006166  -2.429   0.0152 *   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 1499.97  on 1082  degrees of freedom 
Residual deviance:  488.46  on 1079  degrees of freedom 
AIC: 494.46 
 
Number of Fisher Scoring iterations: 7
glm(formula = restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path +  
    X.Grup3, family = binomial, data = x300_l) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-3.2585   0.0815   0.1863   0.4091   1.6950   
 
Coefficients: 
               Estimate Std. Error z value Pr(>|z|)     
algConnectF  27.6790044  2.0762101  13.332  < 2e-16 *** 
max_bw_path  -0.0013180  0.0001678  -7.853 4.05e-15 *** 
mean_bw_path -0.0015598  0.0006483  -2.406   0.0161 *   
X.Grup3      -0.9942129  0.4886065  -2.035   0.0419 *   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 1499.97  on 1082  degrees of freedom 
Residual deviance:  484.25  on 1078  degrees of freedom 
AIC: 492.25 
 





Se ha de  tener en cuenta  los signos de  los coeficientes por ser  los valores del estadístico de 
Wald  y  no  poderse  interpretar  como  en  los modelos  lineales  utilizados  normalmente.  Los 
signos de  los  coeficientes de  las  tres primeras  variables  se mantienen  igual  al modelo  visto 




Los  coeficientes de  las  cuatro  variables  vistas  en  el modelo  anterior mantienen  los mismos 
signos, la última, min_bw_path,  es positiva y significativa. El modelo da importancia a las tres 
variables creadas a partir de bw_path lo cual nos informa que tanto el ancho como el peso nos 
da  información. El  test de  la devianza es de 1 y el estadístico de Pearson 0.25  informan de 










Modelo   AIC  T. Pearson T. Devianza P. dispersión/escala 
Modelo nulo  1500  0.49  4.44e‐16  1 
Modelo con 1 variables  662.02 0.99  1  0.90 
Modelo con 2 variables  497.59 0.99  1  0.87 
Modelo con 3 variables  494.1  0.99  1  0.87 
Modelo con 4 variables  492.25 0.97  1  0.92 
Modelo con 5 variables  489.67 0.25  1  1.03 
glm(formula = restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path +  
    X.Grup3 + min_bw_path, family = binomial, data = x300_l) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-3.3850   0.0793   0.1849   0.3983   1.6674   
 
Coefficients: 
               Estimate Std. Error z value Pr(>|z|)     
algConnectF  28.2119155  2.1418059  13.172  < 2e-16 *** 
max_bw_path  -0.0011811  0.0001788  -6.606 3.95e-11 *** 
mean_bw_path -0.0028598  0.0008818  -3.243  0.00118 **  
X.Grup3      -1.2597775  0.5090587  -2.475  0.01333 *   
min_bw_path   0.0029432  0.0018971   1.551  0.12080     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 1499.97  on 1082  degrees of freedom 
Residual deviance:  479.67  on 1077  degrees of freedom 
AIC: 489.67 
 







Analysis of Deviance Table 
 
Model 1: restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path + X.Grup3 
Model 2: restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path + X.Grup3 +  
    min_bw_path 
  Resid. Df Resid. Dev Df Deviance Pr(>Chi)   
1      1078     484.25                        
2      1077     479.67  1   4.5865  0.03222 * 
--- 







términos  de  odds  ratio.  Para  interpretar  los  coeficientes,  recordar  si  un  valor  es  positivo  o 
negativo tiene una repercusión diferente al modelo.  
Un valor positivo de 1.05e+12 en la variable algConnectF, al ser superior a 1, nos indica para la 
conectividad algebraicaF de poder ser  restaurada, si  incrementa una unidad  la variable, esta 
tiene  un  incremento  de  (1‐1.05e+12)%  para  un mismo  valor  de  la  variable  algConnectF  y 
tendrá un  efecto  significativo  sobre  la  variable  respuesta.  Es decir,  al  ser un  valor bastante 
mayor a 1, cualquier  incremento en  la conectividad algebraicaF tendrá un efecto significativo 
sobre  la  variable  respuesta  mejorando  la  restauración  del  fallo  producido.  Las  otras  tres 









creadas mean_bw_path  y max_bw_path  se  incluyen  en  el modelo  único,  su magnitud  en 
unidades, para comparar en  la misma escala,  tendría que multiplicarse por 1000 el valor del 
coeficiente y luego aplicar la exponencial, así se obtendría el odds ratio en la misma magnitud 
de  algConnectF.  El  resultado  sería  max_bw_path  exp(‐0.0013180*1000)  =  0.27  y  para 
mean_bw_path exp(‐0.0015598*1000) = 0.21.  Igualmente son valores menores a  la unidad y 
por  tanto para  cada unidad de  incremento en  cada una de  las variables, ésta disminuye en 
0.73% y 0.79 respectivamente sobre la variable respuesta. Del mismo modo, X.Grup3 se trata 
del porcentaje de  la variable Grup3 y por  tanto  se podría multiplicar por 100 para  tener  su 
valor  en  unidades.  El  resultado  es  X.Grup3  exp(‐0.9942129*100)=  6.64e‐44,  con  valor 
prácticamente  0,  entonces  una  unidad  de  incremento  en  X.Grup3  no  influye  en  la  variable 
respuesta al ser el odds ratio igual a 1. 
Odds Ratio de los coeficientes: 
algConnectF    exp(27.6790044)= 1.05e+12 
max_bw_path    exp(-0.0013180)= 0.99 
mean_bw_path   exp(-0.0015598)= 0.99 
































Model:  restored. ~ 0 + algConnectF + max_bw _path + mean_bw _path + X.Grup3
Variable      est.     (s.e.)   
 algConnectF    27.679   (2.076)
max_bw _path    -0.001   (0.000)
mean_bw _path    -0.002   (0.001)
X.Grup3    -0.994   (0.489)








A  la  hora  de  encontrar  el  modelo  de  una  red  y  así  ver  sus  características,  se  demostró 
diferencia entre las observaciones cuando la variable respuesta es igual a 1 o 0. Por ello, se ha 
creado una variable que permita separar las observaciones por categorías. Después de probar 




Totalpathbwmeandemandpathbw  __log__.log   (6.1) 
Como se puede ver, utiliza el logaritmo de la variable mean_bw_path multiplicado por el total 
y  lo divide por algConnectVar. Se ha decidido hacer 6 categorías con una proporción similar 





  Grupo 1  Grupo 2  Grupo 3  Grupo 4  Grupo 5  Grupo 6 





En  la  Fig.  6‐2  podemos  ver  el  número  de  fallos  no  restaurados  para  la  red  BT  según  las 













teniendo  una  sobredispersión  elevada  en  los  datos.  Los  coeficientes  de  las  variables  para 
algConnectF y mean_bw_path es positivo y para  las otras dos negativo, además  las variables 
significativas son algConnectF y max_bw_path y las otras no.  
Para  la  tercera  categoría,  aplicamos  el  modelo  único  para  los  datos  de  dicha  categoría. 
Presenta un AIC de 59.65, el test de Pearson 0.99, el test de devianza igual a 1, el número de 
observaciones es de 191 y la escala es de 0.67, menor a la categoría anterior. Los coeficientes 
de  los  signos  en  este  caso,  algConnectF  y  X.Grup3  tienen  signo  positivo. Menos  la  variable 
glm(formula = restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path +  
    X.Grup3, family = binomial, data = x300_l_1) 
 
Deviance Residuals:  
     Min        1Q    Median        3Q       Max   
-2.96241   0.08915   0.13775   0.21523   0.68405   
 
Coefficients: 
              Estimate Std. Error z value Pr(>|z|)     
algConnectF  28.033462   7.242800   3.871 0.000109 *** 
max_bw_path  -0.001542   0.000701  -2.199 0.027845 *   
mean_bw_path  0.001257   0.002921   0.430 0.666887     
X.Grup3      -3.839722   2.861382  -1.342 0.179625     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 270.327  on 195  degrees of freedom 
Residual deviance:  38.741  on 191  degrees of freedom 
AIC: 46.741 
 















Todo  ello  indica  un  buen  ajuste  del  modelo  a  los  datos.  Para  finalizar  el  análisis  de  las 
categorías de  la  red aplicando el modelo único,  se aplica dicho modelo para  la  categoría 5, 
siguiendo  los mismos  pasos.  A  continuación  se muestra  el  resultado,  donde  el  AIC  es  de 
184.82, el número de observaciones 196, los coeficientes de las variables mantienen el mismo 
signo de las categorías anteriores, y la variable X.Grup3 es la única no significativa del modelo. 




glm(formula = restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path +  
    X.Grup3, family = binomial, data = x300_l_2) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-2.6460   0.1270   0.1932   0.2864   0.9197   
 
Coefficients: 
               Estimate Std. Error z value Pr(>|z|)     
algConnectF  25.3967465  7.2869271   3.485 0.000492 *** 
max_bw_path  -0.0010539  0.0006412  -1.644 0.100256     
mean_bw_path -0.0017334  0.0014701  -1.179 0.238355     
X.Grup3       1.2004227  2.2230160   0.540 0.589199     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 264.78  on 191  degrees of freedom 
Residual deviance:  51.65  on 187  degrees of freedom 
AIC: 59.65 
 
Number of Fisher Scoring iterations: 7 
glm(formula = restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path +  
    X.Grup3, family = binomial, data = x300_l_3) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-2.4556   0.2766   0.4036   0.5373   1.1668   
 
Coefficients: 
               Estimate Std. Error z value Pr(>|z|)     
algConnectF  17.0259366  4.7832682   3.559 0.000372 *** 
max_bw_path  -0.0008154  0.0003334  -2.446 0.014449 *   
mean_bw_path -0.0020008  0.0019311  -1.036 0.300153     
X.Grup3       1.8446569  1.4121045   1.306 0.191445     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 270.33  on 195  degrees of freedom 
Residual deviance: 126.95  on 191  degrees of freedom 
AIC: 134.95 
 






Una  vez  tenemos  los modelos  por  categorías  para  el modelo  único,  se  ha  creado  con  las 
variables más  idóneas para cada categoría, que será el  llamado modelo  libre por categorías, 
donde se escoge cada variable, hasta un total de 4, con el mismo procedimiento del apartado 
6.1.1, es decir, proporcionando un menor valor del AIC del modelo. A continuación, se muestra 
el modelo  libre con cuatro variables para  la segunda categoría con un AIC  igual a 38.749. El 
modelo se muestra abajo. 
 
Se observan  los  signos de  los  coeficientes de  las  variables positivos para  todas menos para 
mean_path_length_before siendo este negativo. Esta variable conjuntamente con X.Grup2 son 
significativas al 10%, el resto no  lo son. El test de Pearson y el test de devianza son  igual a 1 
indicando,  como  se ha  comentado en  los anteriores modelo, el buen ajuste del modelo.  Su 
escala o parámetro de dispersión es de 0.54, valor menor al modelo presentado con el modelo 
único para su misma categoría.  
Seguimos  con el modelo  libre de 4  variables  y menor AIC de  la  categoría 3. El  resultado  se 
muestra a continuación.  
glm(formula = restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path +  
    X.Grup3, family = binomial, data = x300_l_4) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-2.4307  -0.6323   0.3950   0.7021   2.3545   
 
Coefficients: 
               Estimate Std. Error z value Pr(>|z|)     
algConnectF  32.4942947  5.1954006   6.254 3.99e-10 *** 
max_bw_path  -0.0009751  0.0003561  -2.738  0.00618 **  
mean_bw_path -0.0087539  0.0028255  -3.098  0.00195 **  
X.Grup3       0.6086553  1.0958089   0.555  0.57859     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 271.71  on 196  degrees of freedom 
Residual deviance: 176.82  on 192  degrees of freedom 
AIC: 184.82 
 
Number of Fisher Scoring iterations: 5
glm(formula = restored. ~ 0 + X.Grup2 + lbetLink + mean_path_length_before +  
    min_path_length_before, family = binomial, data = x300_l_1) 
 
Deviance Residuals:  
     Min        1Q    Median        3Q       Max   
-2.93478   0.01158   0.04689   0.20532   1.16623   
 
Coefficients: 
                        Estimate Std. Error z value Pr(>|z|)   
X.Grup2                  5.16813    2.22388   2.324   0.0201 * 
lbetLink                41.10146   27.99896   1.468   0.1421   
mean_path_length_before -0.18261    0.09404  -1.942   0.0522 . 
min_path_length_before   3.92942    3.04895   1.289   0.1975   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 270.327  on 195  degrees of freedom 
Residual deviance:  30.749  on 191  degrees of freedom 
AIC: 38.749 
 






Se  observa  los  signos  de  los  coeficientes  de  todas  las  variables,  excepto  para 
mean_path_length_before,  positivo.  Salvo  la  variable min_path_length_before,  el  resto  de 
coeficientes es significativo al 5%. El AIC es de 47.803 y  la escala de 0.32,  también menor al 
modelo único de su categoría. El test de Pearson y el de devianza son igual a 1. En resumen, el 
modelo  libre  obtiene  valores  similares  en  los  dos  test  al modelo  único  es  su  categoría,  la 
diferencia es el AIC, el parámetro de dispersión al ser en este caso menores y la significatividad 
de las variables. 
El  modelo  libre  para  la  categoría  4,  a  diferencia  del  modelo  único,  contiene  todos  los 
coeficientes  de  las  variables  positivas menos  para  la  variable max_bw_path.  El  AIC  es  de 
127.72 y el test de Pearson de 0.88. El parámetro de dispersión 0.88 y el test de devianza es 
0.99.  En  conjunto,  nos  indica  ser  un  buen modelo,  el  test  de  Pearson  es más  cercano  a  la 




El modelo  libre,  con  las  cuatro  variables  escogidas  tal  y  como  se  ha  ido  indicando  en  el 
apartado 6.1.1 para la última categoría analizada, la quinta, tiene el siguiente resultado: 
glm(formula = restored. ~ 0 + Grup2 + Grup3 + mean_path_length_before +  
    min_path_length_before, family = binomial, data = x300_l_2) 
 
Deviance Residuals:  
     Min        1Q    Median        3Q       Max   
-2.38624   0.02090   0.05398   0.21220   0.92835   
 
Coefficients: 
                        Estimate Std. Error z value Pr(>|z|)    
Grup2                    0.35841    0.11475   3.123  0.00179 ** 
Grup3                    0.34754    0.16034   2.168  0.03019 *  
mean_path_length_before -0.09919    0.04723  -2.100  0.03570 *  
min_path_length_before   0.92312    0.70366   1.312  0.18956    
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 264.782  on 191  degrees of freedom 
Residual deviance:  39.803  on 187  degrees of freedom 
AIC: 47.803 
 
Number of Fisher Scoring iterations: 8 
glm(formula = restored. ~ 0 + lbetLink + mean_path_length_before +  
    max_bw_path + spectralRadiusF, family = binomial, data = x300_l_3) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-2.4453   0.2125   0.3701   0.5217   1.4417   
 
Coefficients: 
                          Estimate Std. Error z value Pr(>|z|)     
lbetLink                 8.2743569  9.6636184   0.856 0.391866     
mean_path_length_before  0.0347048  0.0154471   2.247 0.024660 *   
max_bw_path             -0.0010941  0.0003288  -3.328 0.000875 *** 
spectralRadiusF          2.0214576  1.1582581   1.745 0.080940 .   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 270.33  on 195  degrees of freedom 
Residual deviance: 119.72  on 191  degrees of freedom 
AIC: 127.72 
 





Las  variables,  salvo  avgLbetF  son  las mismas  al modelo único,  esta  es no  significativa  en  el 
modelo,  los coeficientes de algConnectF y avgLbetF son positivos en contra de  los otros dos 
con signo contrario. El test de Pearson es de  0.35 y el test de devianza 0.80, ambos similares al 












Modelo  AIC  T. Pearson  T. Devianza  P. dispersión 
Modelo único BT de la categoría 2  46.741  0.99  1  0.75 
Modelo único BT de la categoría 3  59.65  0.99  1  0.67 
Modelo único BT de la categoría 4  134.95  0.67  0.99  0.95 
Modelo único BT de la categoría 5  184.82  0.37  0.78  1.03 
Tabla 6‐4 resumen modelo libre por categorías de la red BT 
Modelo   AIC  T. Pearson  T. Devianza  P. dispersión 
Modelo libre BT de la categoría 2  38.749  1  1  0.54 
Modelo libre BT de la categoría 3  47.803  1  1  0.32 
Modelo libre BT de la categoría 4  127.72  0.88  0.99  0.88 
Modelo libre BT de la categoría 5  183.34  0.35  0.80  1.04 
glm(formula = restored. ~ 0 + algConnectF + mean_bw_path + max_bw_path +  
    avgLbetF, family = binomial, data = x300_l_4) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-2.4225  -0.6155   0.3800   0.7009   2.4235   
 
Coefficients: 
               Estimate Std. Error z value Pr(>|z|)     
algConnectF  28.6506831  6.0833047   4.710 2.48e-06 *** 
mean_bw_path -0.0091753  0.0028428  -3.228  0.00125 **  
max_bw_path  -0.0010118  0.0003628  -2.789  0.00529 **  
avgLbetF     14.1016999 10.6583928   1.323  0.18582     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 271.71  on 196  degrees of freedom 
Residual deviance: 175.34  on 192  degrees of freedom 
AIC: 183.34 
 





considerablemente  menor  del  resto  de  categorías  además  de  ser  también  un  poco  más 
cercano a la unidad en el modelo libre con respecto al único en el test de devianza. 





cabo el análisis de  la devianza anova, para  saber el más  idóneo. Más abajo  se muestran  los 





Analysis of Deviance Table  Categoría 2 
Model 1: restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path + X.Grup3 
Model 2: restored. ~ 0 + X.Grup2 + lbetLink + mean_path_length_before +  
    min_path_length_before 
  Resid. Df Resid. Dev Df Deviance Pr(>Chi) 
1       191     38.741                      
2       191     30.749  0   7.9929 0 
 
Analysis of Deviance Table  Categoría 3 
Model 1: restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path + X.Grup3 
Model 2: restored. ~ 0 + Grup2 + Grup3 + mean_path_length_before + 
min_path_length_before 
  Resid. Df Resid. Dev Df Deviance Pr(>Chi) 
1       187     51.650                      
2       187     39.803  0   11.846 0  
 
Analysis of Deviance Table  Categoría 4 
Model 1: restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path + X.Grup3 
Model 2: restored. ~ 0 + lbetLink + mean_path_length_before + max_bw_path +  
    spectralRadiusF 
  Resid. Df Resid. Dev Df Deviance Pr(>Chi) 
1       191     126.95                      
2       191     119.72  0   7.2289 0 
 
Analysis of Deviance Table  Categoría 5 
Model 1: restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path + X.Grup3 
Model 2: restored. ~ 0 + algConnectF + mean_bw_path + max_bw_path + avgLbetF 
  Resid. Df Resid. Dev Df Deviance Pr(>Chi) 
1       192     176.82                      





mean_bw_path,  la primera tiene coeficiente negativo en todas  las categorías excepto para  la 
cuarta, y la segunda tiene coeficiente positivo en la segunda categoría y en el resto negativo. 



















46.741  0.99  1  0.75 





X.Grup 3              1.20   
59.65  0.99  1  0.67 






134.95  0.67  0.99  0.95 






184.82  0.37  0.78  1.03 
la unidad, por tanto un  incremento de una unidad en  la variable aumenta  la probabilidad de 
ser  la  variable  respuesta  Y=1  en un  (1‐1.49e+12)%  para  la  categoría  2,  107%  en  la  tercera, 
3903.95%  en  la  cuarta  y  (1‐1.30e+14)%  en  la  quinta.  Los  valores  de  los  odds  ratio  para 
algConnectF son altos por tanto, para cada unidad de aumento de la variable en su categoría, 
me facilita la restauración del fallo. En el caso de  max_bw_path se mantiene igual en todas las 
categorías  excepto  para  la  cuarta  donde  incrementa  en  un  0.03%  por  cada  unidad  que 
incrementa la variable y esto provoca un empeoramiento para encontrar una red ancha y larga 
y mejorar  la restauración  (Y=1), en el resto de casos, al ser un odds ratio menor a  la unidad, 
para  cada unidad de  incremento  en  cada una de  las  categorías,  la  variable  tiene un  efecto 
sobre la variable respuesta a la inversa, esta disminuye en 0.01%, lo cual es mejor porque nos 
comunica el hecho de  restaurar  redes que no sean  tan  largas y pesadas por cada unidad de 




Finalmente,  X.Grup3  tiene  el  valor  del  odds  ratio  positivo  en  la  tercera,  cuarta  y  quinta 
categoría donde para cada unidad que  incrementa  la variable, esta nos  indica una mejora de 
2.32%, 6.54% y .84% respectivamente, en la restauración de los fallos al tener mayor número 
de enlaces que no empiezan o terminan en  los nodos A y B, por tanto es más fácil encontrar 
una  ruta para ellos al no  ser nodos de  inicio o  fin de  la  red. Para  la  segunda  categoría nos 





















































Model:  restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path + X.Grup3
Variable      est.     (s.e.)   
 algConnectF    28.033   (7.243)
max_bw_path    -0.002   (0.001)
mean_bw_path    0.001   (0.003)
X.Grup3    -3.840   (2.861)


























Model:  restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path + X.Grup3
Variable      est.     (s.e.)   
 algConnectF    25.397   (7.287)
max_bw_path    -0.001   (0.001)
mean_bw_path    -0.002   (0.001)
X.Grup3    1.200   (2.223)


























Model:  restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path + X.Grup3
Variable      est.     (s.e.)   
 algConnectF    17.026   (4.783)
max_bw_path    -0.001   (0.000)
mean_bw_path    -0.002   (0.002)
X.Grup3    1.845   (1.412)


























Model:  restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path + X.Grup3
Variable      est.     (s.e.)   
 algConnectF    32.494   (5.195)
max_bw_path    -0.001   (0.000)
mean_bw_path    -0.009   (0.003)
X.Grup3    0.609   (1.096)











del AIC y un poco más de sobredispersión en  los datos, pero de  forma muy  leve. Tanto para 
todos  los  datos  como  para  las  diferentes  categorías,  el  modelo  único  presentado  en  el 




A  la hora de buscar  los modelos para  la red DT, primero se ha aplicado el modelo único para 
todos  los datos  resultante de  la  red BT para  los datos de  la nueva  red,  seguidamente  se ha 
buscado un modelo con 4 variables y se le ha llamado modelo libre. Dicho modelo se calcula a 
través de la búsqueda de aquellas variables, hasta un total de cuatro, escogiendo cada una de 
ellas  a  través  del modelo  con menor AIC,  es  decir,  se  siguió  los mismos  pasos  para  añadir 
variable a variable pero como en la red anterior, pero ahora solo presentamos dos modelos, el 
modelo  único  aplicado  a  la  red  DT  y  el modelo  libre.  Una  vez  tenemos  cada modelo  se 
interpretan los signos de los modelos, el test chi‐cuadrado de Pearson, el test de la devianza y, 
se calcula la escala. Se lleva a cabo la comparación y elección del mejor modelo (modelo único) 










El otro modelo presentado para todos  los datos de  la red DT es el modelo  libre que vemos a 
continuación.  Vemos  dos  variables  del modelo  único  anterior  incluidas  en  el modelo  libre 
(algConnectF  y  mean_bw_path).  Todos  los  coeficientes  de  las  variables  son  significativos, 
mientras  que  el  valor  del AIC  es  de  926.27. Al  igual  que  en  el modelo  anterior,  el  test  de 
Pearson es igual a 0 y el de devianza 1. El cambio viene dado a través de la escala, siendo esta 
menor con un valor igual a 2.61. 
glm(formula = restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path +  
    X.Grup3, family = binomial, data = x260_l_1) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-3.0745   0.1202   0.2235   0.4179   4.1484   
 
Coefficients: 
               Estimate Std. Error z value Pr(>|z|)     
algConnectF  13.0711675  0.7436409  17.577  < 2e-16 *** 
max_bw_path  -0.0010757  0.0001776  -6.059 1.37e-09 *** 
mean_bw_path -0.0078586  0.0011783  -6.670 2.57e-11 *** 
X.Grup3       1.6642021  0.4745114   3.507 0.000453 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 2739.32  on 1976  degrees of freedom 
Residual deviance:  943.24  on 1972  degrees of freedom 
AIC: 951.24 
 








nos  informa del no  rechazo del modelo 1, es decir, el modelo único para  la  red BT utilizado 
inicialmente en el análisis. Por tanto, para la red DT también tenemos el mismo modelo único. 
Analysis of Deviance Table 
Model 1: restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path + X.Grup3 
Model 2: restored. ~ 0 + algConnectF + mean_bw_path + link_node_A + 
max_path_length_before 
  Resid. Df Resid. Dev Df Deviance Pr(>Chi) 
1      1972     943.24                      
2      1972     918.27  0    24.97 0 
Para finalizar vamos a interpretar los coeficientes del modelo en términos de odds ratio, Para 
algConnectF  tenemos  un  odds  ratio  superior  a  la  unidad,  nos  indica  para  cada  unidad 
incrementada en  la variable, tiene un  incremento de (474491)% sobre  la variable respuesta y 
esta se acercará más a conseguir restaurar el fallo. 
 




conexiones  ya  que  esto  dificultará  la  restauración.  Para  X.Grup3,  el  valor  del  odds  ratio  es 
positivo entonces, cada unidad que  incrementa  la variable, esta  tiene un efecto  incremental 
del 4.26% sobre  la variable respuesta, mejorando  la restauración de  los fallos al tener mayor 
número de  conexiones que no empiezan o  terminan en  los nodos A  y B  y  siendo más  fácil 
encontrar una ruta para ellos. 
Para finalizar, se ha realizado la curva de ROC mostrada en la Fig. 6.4. Se observa el área bajo la 
curva de ROC  con  valor  igual a 0.876  indicando un buen ajuste del modelo, al  ser un  valor 
superior al 0.8. En resumen, el modelo único presentado es un buen modelo.  
glm(formula = restored. ~ 0 + algConnectF + mean_bw_path + link_node_A +  
    max_path_length_before, family = binomial, data = x260_l_1) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-3.0014   0.1212   0.2104   0.3555   4.0474   
 
Coefficients: 
                        Estimate Std. Error z value Pr(>|z|)     
algConnectF            15.309824   0.943552  16.226  < 2e-16 *** 
mean_bw_path           -0.008011   0.001106  -7.241 4.44e-13 *** 
link_node_A            -0.129630   0.026406  -4.909 9.15e-07 *** 
max_path_length_before -0.343649   0.090439  -3.800 0.000145 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 2739.32  on 1976  degrees of freedom 
Residual deviance:  918.27  on 1972  degrees of freedom 
AIC: 926.27 
 
Number of Fisher Scoring iterations: 6 
Odds Ratio de los coeficientes: 
algConnectF    exp(13.07) = 474492 
max_bw_path    exp(-0.001)= 0.99 
mean_bw_path   exp(-0.007)= 0.99 

























Model:  restored. ~ 0 + algConnectF + max_bw _path + mean_bw _path + X.Grup3
Variable      est.     (s.e.)   
 algConnectF    13.071   (0.744)
max_bw _path    -0.001   (0.000)
mean_bw _path    -0.008   (0.001)
X.Grup3    1.664   (0.475)








Para analizar  las categorías de  la  red DT,  se ha calculado,  tal y como  se hizo en el apartado 
6.1.2,  una  escala  de  6  categorías,  donde  la  primera  y  la  última  no  nos  proporcionan 
información relevante para modelizar pero las otras cuatro sí. En la tabla 6‐7 vemos los puntos 
de  corte  que  se  han  creado  a  partir  de  la  variable  creada  para  hacer  las  categorías.  Los 
intervalos no tiene el mismo número de observaciones para cada categoría, esta se tuvo que 
hacer manualmente  al  ser  los  datos  ajustados  en  la  escala  y  por  cada  decimal  se  hacían 
agrupaciones con una desigualdad considerable.  
Tabla 6‐7 Punto de corte para la red DT 
  Grupo 1  Grupo 2  Grupo 3  Grupo 4  Grupo 5  Grupo 6 
Red DT  0 – 6.11  6.12 – 7.95  7.96 – 8.83 8.84 – 10.31 10.32 – 13.89  > 13.90 
A  continuación,  empezamos  el  análisis  con  la misma dinámica  la  red BT  cuando  se hizo  las 




coeficientes  de  las  variables  tienen  signo  negativo  para  todas  las  variables  excepto  para 











Seguimos  con  la  siguiente  categoría,  observando  a  continuación  que  contiene  445 
observaciones, el AIC del modelo es de 147.41,  los coeficientes de  las variables  tienen signo 
negativo para las variables max_bw_path y mean_bw_path y las otras dos positivo. La variable 
mean_bw_path y algConnectF  tienen  los coeficientes  significativos. El  test de Pearson es de 
0.12 y el  test de devianza 1. Al ser el  test de Pearson y el de devianza no significativos, nos 










apropiado  aun  teniendo  dos  variables  no  significativas  al  igual  de  las  otras  categorías 
anteriores 
glm(formula = restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path +  
    X.Grup3, family = binomial, data = x260_l_3) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-3.1292   0.1331   0.1849   0.2975   1.1187   
 
Coefficients: 
               Estimate Std. Error z value Pr(>|z|)     
algConnectF  13.6540888  1.7324059   7.882 3.23e-15 *** 
max_bw_path  -0.0008591  0.0005282  -1.627 0.103809     
mean_bw_path -0.0094675  0.0025235  -3.752 0.000176 *** 
X.Grup3       2.4731949  1.9294512   1.282 0.199908     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 616.90  on 445  degrees of freedom 
Residual deviance: 139.41  on 441  degrees of freedom 
AIC: 147.41 
 
Number of Fisher Scoring iterations: 7
glm(formula = restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path +  
    X.Grup3, family = binomial, data = x260_l_1) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-3.1676   0.0761   0.0973   0.1225   1.0648   
 
Coefficients: 
               Estimate Std. Error z value Pr(>|z|)     
algConnectF   1.283e+01  2.138e+00   6.000 1.98e-09 *** 
max_bw_path  -3.107e-03  1.410e-03  -2.204   0.0275 *   
mean_bw_path  6.648e-04  5.458e-03   0.122   0.9031     
X.Grup3       2.212e+02  4.178e+04   0.005   0.9958     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 639.08  on 461  degrees of freedom 
Residual deviance:  50.56  on 457  degrees of freedom 
AIC: 58.56 
 





Para  finalizar  el  análisis  de  las  categorías  con  el  modelo  único,  a  continuación  vemos  el 
resultado de aplicar el modelo único a los datos de la categoría 5. El número de observaciones 
de la categoría es de 451. En el modelo, los coeficientes de las variables tienen signo negativo 
en  todas  excepto  para  algConnectF  y  X.Grup3,  la  variable  max_bw_path  es  la  única  no 
significativa del modelo.  El valor del AIC es de 391.33, El test de Pearson es de 0.54  y el test 





El modelo  libre por  categorías es el modelo  libre presentado para  la  red DT en el apartado 
anterior,  pero  ahora  se  va  a  aplicar  a  las  distintas  categorías.  A  continuación  vemos  el 
resultado de aplicar el modelo  libre a  la  segunda categoría. El valor del AIC es de 48.19,  los 
coeficientes  de  las  variables  son  negativos  en  todas  excepto  para  algConnectF,  todos  los 
coeficientes de las variables son significativas del modelo al 5%. El test de Pearson y el test de 
devianza es 1. Ambos resultados no significativos e  igual a  la unidad, nos confirman un buen 
ajuste  del modelo.  El  parámetro  de  dispersión  es  de  0.24,  un  valor  bajo  confirmado  una 
sobredispersión de los datos leve. Otro dato a tener en cuenta es el hecho de tener la variable 
glm(formula = restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path +  
    X.Grup3, family = binomial, data = x260_l_3) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-2.9100   0.2112   0.2916   0.3733   1.8317   
 
Coefficients: 
               Estimate Std. Error z value Pr(>|z|)     
algConnectF  12.1970489  1.7003704   7.173 7.33e-13 *** 
max_bw_path  -0.0013882  0.0004458  -3.114  0.00185 **  
mean_bw_path -0.0022770  0.0018073  -1.260  0.20771     
X.Grup3      -0.0399826  1.1753539  -0.034  0.97286     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 630.76  on 455  degrees of freedom 
Residual deviance: 188.89  on 451  degrees of freedom 
AIC: 196.89 
 
Number of Fisher Scoring iterations: 6 
glm(formula = restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path +  
    X.Grup3, family = binomial, data = x260_l_4) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-2.6079   0.3146   0.4809   0.6328   1.5425   
 
Coefficients: 
               Estimate Std. Error z value Pr(>|z|)     
algConnectF  10.3809787  1.7658245   5.879 4.13e-09 *** 
max_bw_path  -0.0003024  0.0003314  -0.913 0.361430     
mean_bw_path -0.0104354  0.0027562  -3.786 0.000153 *** 
X.Grup3       2.5461130  0.7542277   3.376 0.000736 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 625.22  on 451  degrees of freedom 
Residual deviance: 383.33  on 447  degrees of freedom 
AIC: 391.33 
 



















los coeficientes de  las variables  tienen signo negativo en  todas excepto para algConnectF,  la 
variable mean_bw_path está  incluida en el modelo  libre,  link_node_A es  la única no son  las 
significativas  del  modelo  al  10%,  al  5%  no  es  significativo  el  coeficiente  de  la  variable 
mean_bw_path.  El  test  de  Pearson  es  de  0.97    y  el  de  devianza  1.  Al  ser  ambos  test  no 
significativos, reafirman un buen ajuste del modelo a los datos. El parámetro de dispersión es 
glm(formula = restored. ~ 0 + algConnectF + mean_bw_path + link_node_A +  
    max_path_length_before, family = binomial, data = x260_l_1) 
 
Deviance Residuals:  
     Min        1Q    Median        3Q       Max   
-2.81692   0.00831   0.01609   0.11633   0.85846   
 
Coefficients: 
                        Estimate Std. Error z value Pr(>|z|)     
algConnectF            40.008390  11.879001   3.368 0.000757 *** 
mean_bw_path           -0.008581   0.003758  -2.283 0.022410 *   
link_node_A            -0.583242   0.252258  -2.312 0.020773 *   
max_path_length_before -2.601455   1.042669  -2.495 0.012596 *   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 639.082  on 461  degrees of freedom 
Residual deviance:  40.188  on 457  degrees of freedom 
AIC: 48.188 
 
Number of Fisher Scoring iterations: 10
glm(formula = restored. ~ 0 + algConnectF + mean_bw_path + link_node_A +  
    max_path_length_before, family = binomial, data = x260_l_2) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-3.1350   0.1130   0.1785   0.2840   1.3478   
 
Coefficients: 
                        Estimate Std. Error z value Pr(>|z|)     
algConnectF            17.347557   2.924340   5.932 2.99e-09 *** 
mean_bw_path           -0.008914   0.002155  -4.137 3.52e-05 *** 
link_node_A            -0.241700   0.082849  -2.917  0.00353 **  
max_path_length_before -0.430808   0.299314  -1.439  0.15006     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 616.90  on 445  degrees of freedom 
Residual deviance: 134.05  on 441  degrees of freedom 
AIC: 142.05 
 






















significación  de  algunos de  los  coeficientes de  las  variables de  los modelos  tanto del único 
glm(formula = restored. ~ 0 + algConnectF + mean_bw_path + link_node_A +  
    max_path_length_before, family = binomial, data = x260_l_3) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-2.6876   0.2670   0.3027   0.3419   2.5301   
 
Coefficients: 
                        Estimate Std. Error z value Pr(>|z|)     
algConnectF            13.862385   2.409314   5.754 8.73e-09 *** 
mean_bw_path           -0.003865   0.002290  -1.688   0.0914 .   
link_node_A            -0.006805   0.099109  -0.069   0.9453     
max_path_length_before -0.560265   0.263912  -2.123   0.0338 *   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 630.76  on 455  degrees of freedom 
Residual deviance: 194.42  on 451  degrees of freedom 
AIC: 202.42 
 
Number of Fisher Scoring iterations: 6
glm(formula = restored. ~ 0 + algConnectF + mean_bw_path + link_node_A +  
    max_path_length_before, family = binomial, data = x260_l_4) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-2.5580   0.2605   0.4919   0.6294   1.7312   
 
Coefficients: 
                        Estimate Std. Error z value Pr(>|z|)     
algConnectF            15.902401   2.281781   6.969 3.19e-12 *** 
mean_bw_path           -0.008510   0.002505  -3.398  0.00068 *** 
link_node_A            -0.118831   0.039889  -2.979  0.00289 **  
max_path_length_before -0.335128   0.188601  -1.777  0.07558 .   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 625.22  on 451  degrees of freedom 
Residual deviance: 381.09  on 447  degrees of freedom 
AIC: 389.09 
 








Modelo  AIC  T. Pearson T. Devianza  P. dispersión 
Modelo único DT de la categoría 2 58.56  1  1  0.61 
Modelo único DT de la categoría 3 147.41 0.12  1  1.08 
Modelo único DT de la categoría 4 196.89 0.97  1  0.88 
Modelo único DT de la categoría 5 391.33 0.54  0.99  0.99 
Tabla 6‐9 Tabla resumen del modelo libre por categorías para la red DT 
Modelo  AIC  T. Pearson T. Devianza P. dispersión 
Modelo libre DT de la categoría 2 48.19  1  1  0.24 
Modelo libre DT de la categoría 3 142.05 0.7  1  0.96 
Modelo libre DT de la categoría 4 202.42 0.97  1  0.88 










Analysis of Deviance Table Categoría 2 
Model 1: restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path + X.Grup3 
Model 2: restored. ~ 0 + algConnectF + mean_bw_path + link_node_A + 
max_path_length_before 
  Resid. Df Resid. Dev Df Deviance Pr(>Chi) 
1       457     50.560                      
2       457     40.188  0   10.372 0 
 
Analysis of Deviance Table Categoría 3 
Model 1: restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path + X.Grup3 
Model 2: restored. ~ 0 + algConnectF + mean_bw_path + link_node_A + 
max_path_length_before 
  Resid. Df Resid. Dev Df Deviance Pr(>Chi) 
1       441     139.41                      
2       441     134.05  0   5.3646 0 
 
Analysis of Deviance Table Categoría 4 
Model 1: restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path + X.Grup3 
Model 2: restored. ~ 0 + algConnectF + mean_bw_path + link_node_A + 
max_path_length_before 
  Resid. Df Resid. Dev Df Deviance Pr(>Chi) 
1       451     188.89                      






Analysis of Deviance Table Categoría 5 
Model 1: restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path + X.Grup3 
Model 2: restored. ~ 0 + algConnectF + mean_bw_path + link_node_A + 
max_path_length_before 
  Resid. Df Resid. Dev Df Deviance Pr(>Chi) 
1       447     383.33                      


















X.Grup 3              2.47   














391.33  0.54  0.99  0.99 
Para algConnectF en todas las categorías el coeficiente es positivo, max_bw_path en contra es 
negativo,  para mean_bw_path  excepto  en  la  categoría  2  tiene  signo  negativo  y  por  último 
X.Grup3 tiene el coeficiente positivo en todas las categorías menos para la cuarta. A la hora de 
calcular los odds ratio tal y como se observa en la tabla 6‐11, un odds ratio inferior a la unidad  





de max_bw_path se mantiene  igual en  todos  los casos, es decir, el odds  ratio es menor a  la 
unidad  y  por  eso  para  cada  unidad  de  incremento  en  cada  una  de  las  categorías,  esta 







casos o es  igual o menor a  la unidad, para  la  segunda categoría al  tener valor  igual a 1 nos 
indica  que  no  tiene  efecto  por  cada  unidad  de  incremento  de  la  variable  sobre  la  variable 
respuesta,  las  otras  categorías  pasa  igual  a  max_bw_path,  una  unidad  de  incremento 
disminuye en un 0.01%. Finalmente, X.Grup3  tiene un odds  ratio  superior a  la unidad en  la 






















































Model:  restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path + X.Grup3
Variable      est.     (s.e.)   
 algConnectF    12.829   (2.138)
max_bw_path    -0.003   (0.001)
mean_bw_path    0.001   (0.005)
X.Grup3    221.212   (41779.303)


























Model:  restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path + X.Grup3
Variable      est.     (s.e.)   
 algConnectF    13.654   (1.732)
max_bw_path    -0.001   (0.001)
mean_bw_path    -0.009   (0.003)
X.Grup3    2.473   (1.929)
























ity lr.eta = 0.949
Model:  restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path + X.Grup3
Variable      est.     (s.e.)   
 algConnectF    12.197   (1.700)
max_bw_path    -0.001   (0.000)
mean_bw_path    -0.002   (0.002)
X.Grup3    -0.040   (1.175)


























Model:  restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path + X.Grup3
Variable      est.     (s.e.)   
 algConnectF    10.381   (1.766)
max_bw_path    -0.000   (0.000)
mean_bw_path    -0.010   (0.003)
X.Grup3    2.546   (0.754)










con  4  variables  llamado modelo  libre  siguiendo  el  procedimiento  explicado  anteriormente. 




de  los modelos,  el  test  de  Pearson,  el  de  devianza  y,  se  calcula  la  escala  o  parámetro  de 
dispersión. Una vez  lo  tenemos  los  resultados, se  lleva a cabo  la comparación y elección del 
mejor modelo, el modelo único, a  través del anova y  se  finaliza con  la  interpretación de  los 
coeficientes del modelo  a  través de  los odds  ratio  y  la  curva de ROC del modelo  escogido, 
llamado modelo único.  
El modelo  único  aplicado  a  la  red  TEL  tiene  un  AIC  igual  a  4524.4,  los  coeficientes  de  las 
variables  son  distintos,  para  algConnectF  es  positivo  y  para  las  otras  tienen  el  coeficiente 
negativo. Todas  las variables  tienen el  coeficiente  significativo. El  test de Pearson es  igual a 
0.99 y el de devianza a 1. Ambos nos dan un buen ajuste. La escala es de 0.93, valor no muy 









El modelo  libre para  la  red TEL  se muestra a  continuación. Tiene un AIC  igual a 4573.7,  los 
coeficientes  de  las  variables  son  positivas  en  todas  excepto  para max_bw_path    Todas  las 







siendo  difícil  escoger  uno  de  ellos.  Por  este motivo  se  ha  realizado  el  anova  entre  los  dos 
modelos  para  saber  cual  es mejor.  Al  ser  el  p‐valor  significativo  no  se  puede  rechazar  la 
hipótesis de  ser el mejor modelo el modelo único presentado, por  tanto,  al  igual de  la  red 
anterior, el modelo único para la red BT también lo es para la red DT y para la red TEL. 
Analysis of Deviance Table 
 
Model 1: restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path + X.Grup3 
Model 2: restored. ~ 0 + X.Grup2 + X.Grup1 + max_bw_path + algConnectVar 
  Resid. Df Resid. Dev Df Deviance Pr(>Chi) 
1      5355     4516.4                      
2      5355     4565.7  0  -49.379 0 
Para finalizar vamos a interpretar los coeficientes del modelo en términos de odds ratio, Para 
algConnectF  tenemos  un  odds  ratio  superior  a  la  unidad,  nos  indica  para  cada  unidad 
glm(formula = restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path +  
    X.Grup3, family = binomial, data = x520_l) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-2.5404   0.2788   0.4771   0.6650   2.2898   
 
Coefficients: 
               Estimate Std. Error z value Pr(>|z|)     
algConnectF   1.528e+01  5.176e-01  29.521  < 2e-16 *** 
max_bw_path  -4.596e-04  3.946e-05 -11.646  < 2e-16 *** 
mean_bw_path -1.309e-03  2.336e-04  -5.603 2.11e-08 *** 
X.Grup3      -1.500e+00  1.707e-01  -8.785  < 2e-16 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 7429.2  on 5359  degrees of freedom 
Residual deviance: 4516.4  on 5355  degrees of freedom 
AIC: 4524.4 
 
Number of Fisher Scoring iterations: 5
glm(formula = restored. ~ 0 + X.Grup2 + X.Grup1 + max_bw_path +  
    algConnectVar, family = binomial, data = x520_l) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-2.5229   0.2957   0.4837   0.6716   1.5051   
 
Coefficients: 
                Estimate Std. Error z value Pr(>|z|)     
X.Grup2        1.127e+00  1.880e-01   5.996 2.03e-09 *** 
X.Grup1        2.452e+00  6.581e-01   3.725 0.000195 *** 
max_bw_path   -5.858e-04  3.407e-05 -17.193  < 2e-16 *** 
algConnectVar  2.316e+00  1.576e-01  14.691  < 2e-16 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 7429.2  on 5359  degrees of freedom 
Residual deviance: 4565.7  on 5355  degrees of freedom 
AIC: 4573.7 









cada  unidad  de  incremento  en  cada  una  de  las  variables,  ésta  disminuye  en  0.01% 
respectivamente, es decir, nos  aleja de obtener una probabilidad  cercana  a  la unidad en  la 
variable  respuesta  (Y=1)  lo cual es positivo al decirnos que para poder  restaurar no debe de 




de  restauración    donde  estas  no  empiecen  o  acaben  en  los  nodos  A  y  B.  Por  último 
algConnectF, al igual de las redes anteriores, tiene un valor positivo por tanto, cada unidad de 
incremento  tendrá  un  efecto  positivo  del    4325333%  de  restaurar  el  fallo  con  éxito.  Una 
conectividad algebraica mayor  significa mejor conectividad y por  tanto mayor posibilidad de 
encontrar una ruta alternativa cuando se ha producido un fallo en la red. 
Para finalizar, se ha realizado  la gráfica de  la curva de ROC del modelo único mostrada en  la 
Fig. 6.6. Se observa el área bajo  la  curva de ROC  con valor  igual a 0.76  indicando un ajuste 


























Model:  restored. ~ 0 + algConnectF + max_bw _path + mean_bw _path + X.Grup3
Variable      est.     (s.e.)   
 algConnectF    15.280   (0.518)
max_bw _path    -0.000   (0.000)
mean_bw _path    -0.001   (0.000)
X.Grup3    -1.500   (0.171)








En  el  siguiente  apartado  se  ha  seguido  con  la  misma  dinámica  de  las  redes  anteriores, 
primeramente se ha analizado para cada grupo dos modelos, el primer modelo corresponde al 
Odds Ratio de los coeficientes: 
algConnectF    exp(1.528e+01)  = 4325334 
max_bw_path    exp(-4.596e-04) = 0.99 
mean_bw_path   exp(-1.309e-03) = 0.99 





modelo  único  por  categorías  de  la  red  BT  del  apartado  6.1.1.  Para  ello  se  han  creado  las 




  Grupo 1 Grupo 2  Grupo 3  Grupo 4  Grupo 5  Grupo 6 










Continuamos  el  análisis  con  la  categoría  3,  seguidamente  se  ve  el  resultado  de  aplicar  el 
modelo único por categoría a  las 1095 observaciones de  la tercera categoría de  la red TEL. El 





glm(formula = restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path +  
    X.Grup3, family = binomial, data = x520_l_1) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-2.4780   0.3374   0.4059   0.4834   1.1225   
 
Coefficients: 
               Estimate Std. Error z value Pr(>|z|)     
algConnectF  14.3027220  1.1457809  12.483  < 2e-16 *** 
max_bw_path  -0.0002944  0.0001232  -2.389  0.01688 *   
mean_bw_path -0.0012193  0.0005427  -2.247  0.02466 *   
X.Grup3      -1.2917487  0.4618610  -2.797  0.00516 **  
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 1515.22  on 1093  degrees of freedom 
Residual deviance:  680.42  on 1089  degrees of freedom 
AIC: 688.42 
 





En  la  categoría  4,  el modelo  único  presenta  un  AIC  de  1148.6.  Recordemos  el  cambio  de 
categoría,  por  lo  tanto  el  número  de  observaciones  ahora  es  de  1094.  Con  respecto  a  la 
categoría anterior, el AIC aumenta, los coeficientes de las variables son iguales a las categorías 







tiene  el  valor  del  AIC  de  1301.4.  Los  coeficientes  de  las  variables  son  significativos  en 
algConnectF y mean_bw_path, para las otras dos no. Los signos de los coeficientes son igual al 
resto  de  categorías  analizadas.  Adicionalmente,  el  test  de  Pearson  es  de  0.48  siendo  no 
significativo  pero  disminuyendo  su  valor  y  aproximándose  a  la  significación  respecto  a  la 
unidad y el test de devianza 4.12e‐06 significativo, informando de un mal ajuste del modelo a 
los datos, por  tanto hay  contradicción  entre  los dos  test.  El parámetro de dispersión  es de 
1.00. El modelo se ve seguidamente. 
glm(formula = restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path +  
    X.Grup3, family = binomial, data = x520_l_3) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-2.1977   0.4728   0.5564   0.6357   1.5778   
 
Coefficients: 
               Estimate Std. Error z value Pr(>|z|)     
algConnectF  12.1802595  1.2082579  10.081  < 2e-16 *** 
max_bw_path  -0.0002196  0.0001049  -2.094  0.03622 *   
mean_bw_path -0.0016545  0.0006323  -2.617  0.00887 **  
X.Grup3      -0.7500951  0.4046343  -1.854  0.06377 .   
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 1517.99  on 1095  degrees of freedom 
Residual deviance:  979.81  on 1091  degrees of freedom 
AIC: 987.81 
 
Number of Fisher Scoring iterations: 4
glm(formula = restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path +  
    X.Grup3, family = binomial, data = x520_l_3) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-2.1137   0.4858   0.6315   0.7362   1.5005   
 
Coefficients: 
               Estimate Std. Error z value Pr(>|z|)     
algConnectF   1.261e+01  1.514e+00   8.328  < 2e-16 *** 
max_bw_path  -2.672e-04  9.096e-05  -2.937  0.00331 **  
mean_bw_path -2.405e-03  6.253e-04  -3.847  0.00012 *** 
X.Grup3      -5.129e-01  4.397e-01  -1.166  0.24343     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 1516.6  on 1094  degrees of freedom 
Residual deviance: 1140.6  on 1090  degrees of freedom 
AIC: 1148.6 
 







 El modelo  libre por categorías, al  igual que en  la red DT, se ha escogido el modelo  libre para 
todas  las  observaciones  de  la  red  TEL  y  se  ha  aplicado  a  cada  categoría.  Para  la  segunda 
categoría el modelo libre es el siguiente: 
 
El AIC  tiene un valor de 694.22,  los  coeficientes de  las variables  son positivos excepto para 
max_bw_path. El parámetro de dispersión es de 0.99,  test de devianza 1 y el de Pearson es 
0.97. Ambos no significativos y por tanto muestran un buen ajuste del modelo a  los datos. El 
parámetro de dispersión  igual a 0.97  informa de no existir demasiada sobredispersión en  los 
datos. 
El modelo  libre para  la  categoría  3 presenta  los  coeficientes de  las  variables positivos para 
todas excepto para max_bw_path. Las variables X.Grup2 y X.Grup1 son no significativas y el 
resto sí. El modelo libre incluye una variable en común con el modelo único, max_bw_path. El 
AIC  es  de  993.99,  el  test  de  Pearson  0.57  y  el  de  devianza  0.99,  además,  el  parámetro  de 
dispersión  o  escala  es  de  0.99,  valor  pequeño  y  similar  a  la  categoría  anterior.  Los  test 
muestran un buen ajuste del modelo y tiene mayor valor del AIC con respecto al modelo único 
presentado para la categoría. 
glm(formula = restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path +  
    X.Grup3, family = binomial, data = x520_l_4) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-1.8806  -1.3242   0.7401   0.8641   2.1462   
 
Coefficients: 
               Estimate Std. Error z value Pr(>|z|)     
algConnectF   1.169e+01  1.704e+00   6.861 6.86e-12 *** 
max_bw_path  -8.303e-05  8.383e-05  -0.990    0.322     
mean_bw_path -3.713e-03  7.266e-04  -5.110 3.21e-07 *** 
X.Grup3      -4.519e-01  5.142e-01  -0.879    0.380     
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 1494.4  on 1078  degrees of freedom 
Residual deviance: 1293.4  on 1074  degrees of freedom 
AIC: 1301.4 
 
Number of Fisher Scoring iterations: 4
glm(formula = restored. ~ 0 + X.Grup2 + X.Grup1 + max_bw_path +  
    algConnectVar, family = binomial, data = x520_l_1) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-2.4572   0.3360   0.4087   0.4931   0.8880   
 
Coefficients: 
                Estimate Std. Error z value Pr(>|z|)     
X.Grup2        1.329e+00  4.754e-01   2.796  0.00517 **  
X.Grup1        1.589e+00  1.568e+00   1.013  0.31088     
max_bw_path   -4.486e-04  9.621e-05  -4.663 3.12e-06 *** 
algConnectVar  2.163e+00  3.985e-01   5.429 5.66e-08 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 1515.22  on 1093  degrees of freedom 
Residual deviance:  686.22  on 1089  degrees of freedom 
AIC: 694.22 
 

















glm(formula = restored. ~ 0 + X.Grup2 + X.Grup1 + max_bw_path +  
    algConnectVar, family = binomial, data = x520_l_2) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-2.1513   0.4680   0.5678   0.6459   1.0332   
 
Coefficients: 
                Estimate Std. Error z value Pr(>|z|)     
X.Grup2        6.233e-01  4.074e-01   1.530    0.126     
X.Grup1        2.437e+00  1.800e+00   1.354    0.176     
max_bw_path   -3.898e-04  8.242e-05  -4.730 2.25e-06 *** 
algConnectVar  2.121e+00  3.398e-01   6.244 4.27e-10 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 1517.99  on 1095  degrees of freedom 
Residual deviance:  985.99  on 1091  degrees of freedom 
AIC: 993.99 
 
Number of Fisher Scoring iterations: 4
glm(formula = restored. ~ 0 + X.Grup2 + X.Grup1 + max_bw_path +  
    algConnectVar, family = binomial, data = x520_l_3) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-2.0563   0.4810   0.6487   0.7416   1.2925   
 
Coefficients: 
                Estimate Std. Error z value Pr(>|z|)     
X.Grup2        3.982e-01  4.323e-01   0.921    0.357     
X.Grup1        3.080e-01  2.065e+00   0.149    0.881     
max_bw_path   -4.621e-04  7.646e-05  -6.044 1.51e-09 *** 
algConnectVar  2.332e+00  2.981e-01   7.822 5.22e-15 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 1516.6  on 1094  degrees of freedom 
Residual deviance: 1154.1  on 1090  degrees of freedom 
AIC: 1162.1 
 









ha creado  la  tabla 6‐13 y 6‐14 con el  resumen de  todos y  la  información más destacada de 
ellos. En las diferentes categorías hay similitudes entre el modelo único y el libre, las categorías 
4  y  5  nos  dan  un  test  de  devianza menor  a  las  otras  categorías,  incluso  en  la  última  es 
significativo tanto para el modelo único como el modelo libre por categoría.  
Tabla 6‐13 Tabla resumen de modelo único por categorías para la red TEL 
Modelo  AIC  T. Pearson T. Devianza  P. dispersión 
Modelo único DT de la categoría 2 688.42 0.71  1  0.98 
Modelo único DT de la categoría 3 987.81 0.65  0.99  0.98 
Modelo único DT de la categoría 4 1148.6 0.58  0.14  0.99 
Modelo único DT de la categoría 5 1301.4 0.48  4.12e‐06  1.00 
 
Tabla 6‐14 Tabla resumen de modelo libre por categorías para la red TEL 
Modelo  AIC  T. Pearson T. Devianza P. dispersión 
Modelo libre DT de la categoría 2 694.22 0.72  1  0.97 
Modelo libre DT de la categoría 3 993.99 0.57  0.99  0.99 
Modelo libre DT de la categoría 4 1162.1 0.58  0.09  0.99 
Modelo libre DT de la categoría 5 1327.5 0.5  3.6e‐07  0.99 
 
También se ha de tener en cuenta el efecto incremental del AIC a medida que aumentamos de 
categoría,  además  de  haber  pasado  también  en  las  otras  categorías.  Todos  los  grupos 
mantienen un parámetro de sobredispersión más o menos igual, además, en todos los casos el 
modelo libre presenta menor AIC. 
Continuamos  el  análisis  para  escoger  el  mejor  modelo  por  categoría  para  la  red  TEL.  A 
glm(formula = restored. ~ 0 + X.Grup2 + X.Grup1 + max_bw_path +  
    algConnectVar, family = binomial, data = x520_l_4) 
 
Deviance Residuals:  
    Min       1Q   Median       3Q      Max   
-1.8106  -1.3956   0.7870   0.8817   1.2427   
 
Coefficients: 
                Estimate Std. Error z value Pr(>|z|)     
X.Grup2        0.2966853  0.5273443   0.563    0.574     
X.Grup1       -2.2039837  2.1641104  -1.018    0.308     
max_bw_path   -0.0003149  0.0000702  -4.486 7.27e-06 *** 
algConnectVar  1.7787061  0.3492152   5.093 3.52e-07 *** 
--- 
Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
 
(Dispersion parameter for binomial family taken to be 1) 
 
    Null deviance: 1494.4  on 1078  degrees of freedom 
Residual deviance: 1319.5  on 1074  degrees of freedom 
AIC: 1327.5 
 









Analysis of Deviance Table Categoría 2 
Model 1: restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path + X.Grup3 
Model 2: restored. ~ 0 + X.Grup2 + X.Grup1 + max_bw_path + algConnectVar 
  Resid. Df Resid. Dev Df Deviance Pr(>Chi) 
1      1089     680.42                      
2      1089     686.22  0  -5.7967 0  
 
Analysis of Deviance Table Categoría 3 
Model 1: restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path + X.Grup3 
Model 2: restored. ~ 0 + X.Grup2 + X.Grup1 + max_bw_path + algConnectVar 
  Resid. Df Resid. Dev Df Deviance Pr(>Chi) 
1      1091     979.81                      
2      1091     985.99  0  -6.1802 0 
 
Analysis of Deviance Table Categoría 4 
Model 1: restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path + X.Grup3 
Model 2: restored. ~ 0 + X.Grup2 + X.Grup1 + max_bw_path + algConnectVar 
  Resid. Df Resid. Dev Df Deviance Pr(>Chi) 
1      1090     1140.6                      
2      1090     1154.1  0  -13.434 0 
 
Analysis of Deviance Table Categoría 5 
Model 1: restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path + X.Grup3 
Model 2: restored. ~ 0 + X.Grup2 + X.Grup1 + max_bw_path + algConnectVar 
  Resid. Df Resid. Dev Df Deviance Pr(>Chi) 
1      1074     1293.4                      
2      1074     1319.5  0  -26.154 0 
Para poder interpretar los coeficientes de las variables del modelo, en la tabla 6.14 se ven los 
resultados  de  hacer  el  odds  ratio  para  cada  variable  en  su  conveniente  categoría.  Para 
algConnectF,  cada  unidad  de  aumento  en  la  variable,  tendrá  un  efecto  creciente  en  un 
1623345%,  194851.9%,  299539%  y  119371%   para  las  cada una de  las  categorías    sobre  la 
variable respuesta. Para max_bw_path se mantiene igual en todos los casos, es decir, el odds 
ratio  es menor  a  la  unidad  y  por  eso  para  cada  unidad  de  incremento  en  cada  una  de  las 




a  1  nos  indica  que  no  tiene  efecto  por  cada  unidad  de  incremento  de  la  variable  sobre  la 
variable respuesta, las otras categorías pasa igual a max_bw_path, una unidad de incremento 
disminuye en un 0.01%. Finalmente, X.Grup3 tiene un odds ratio inferior a la unidad todas las 





















































ity lr.eta = 0.700
Model:  restored. ~ 0 + algConnectF + max_bw_path + mean_bw_path + X.Grup3
Variable      est.     (s.e.)   
 algConnectF    11.687   (1.704)
max_bw_path    -0.000   (0.000)
mean_bw_path    -0.004   (0.001)
X.Grup3    -0.452   (0.514)
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modelo único  siendo el mismo para  todos  los datos como por categorías,  se ha  realizado  la 
tabla de contingencias para ver  la calidad de  las predicciones de  los modelos. Recordemos el 
hecho de tener un valor verdadero no restaurado significa tener un modelo donde los errores 
son predichos  con mayor exactitud  y por este motivo elegiremos aquel  cuya proporción de 
verdaderos no restaurados sea mayor, sea el modelo único para todos  los datos o el modelo 
único por categorías.  





valor,  aunque  puede  parecer  pequeño,  en  realidad  mejora  sustancialmente  la  capacidad 
predictiva del modelo nulo (del orden de 3 veces más aciertos). Además, hay que recordar que 
nos encontramos ante un evento muy poco probable y, por  lo  tanto,  su predicción  se hace 
mucho más complicada. Así que podemos considerar que estos valores de predicción son más 










0  1  total  0  1  total  0  1  total 
0 
12  101 
113  43  70  113  46  67  113 
0,11  0,89  0,38  0,62  0,41  0,59 
1  101  868 
969  77  892  969  63  906  969 




0  1  total  0  1  total  0  1  total 
0 
22  187 
209  70  139  209  79  130  209 
0,11  0,89  0,33  0,67  0,38  0,62 
1 
187  1580 
1767  136  1631  1767  125  1642  1767 
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0 
179  800 
979  287  692  979  292  687  979 
0,18  0,82  0,29  0,71  0,30  0,70 
1 
799  3581 
4380  688  3692  4380  680  3700  4380 







En  el  presente  capítulo  se  han  encontrado  dos modelos,  el modelo  único  para  todas  las 
observaciones y el modelo único por categoría para cada una de las redes, validados después 
de probar varias alternativas. 
Una  vez  obtenidos  los mejores modelos  para  las  tres  redes,  hemos  demostrado  tener  un 
modelo único que contiene las mismas variables para distintas redes, ya tanto para el modelo 
que contempla todas las observaciones como para el modelo que separa la variable respuesta 
por categorías. Las variables  implicadas nos  informan de diversas características de  las redes, 
que pasaremos brevemente a resumir.  
Una de ellas pertenece a  las características de  la  topología en ausencia del enlace  fallado, a 
saber,  algConnectF.  Para  todos  siempre  tiene  un  valor  positivo  y  por  tanto,  a  mayor 
conectividad algebraica mayor será la probabilidad de restaurar un fallo producido en la red, lo 
cual tiene mucho sentido. 
Respecto a  las variables max_bw_path y mean_bw_path, que nos  informan  sobre ancho de 
banda total ocupado por las conexiones que usaban el enlace antes del fallo, vemos que tienen 
un odds ratio negativo, es decir a mayor valor de la variable en el modelo, la restauración será 
más dificil, ya que  las conexiones a  restaurar  requieren de mucha más capacidad disponible 
libre en los enlaces que siguen operativos. 
En  tercer  lugar, X.Grup3 nos da características de cómo son  las conexiones que utilizaban el 
enlace  antes  del  fallo  en  cuanto  a  los  nodos  origen  y  destino  de  éstas. A  diferencia  de  las 
anteriores,  esta  variable  presenta  distinto  comportamiento  según  la  topología.  Así,  en  las 
redes BT y TEL tiene un odds ratio superior a la unidad, lo que nos está informando que tener 
menor  proporción  de  conexiones  que  no  empiezan  o  terminan  en  los  nodos  adyacentes  al 
enlace  fallado,  afecta negativamente  a  la  restauración. En  cambio para  la  red DT  sucede  lo 
contrario;  un  incremento  en  la  variable  X.Grup3  aumenta  la  probabilidad  de  tener  una 
restauración completa del tráfico afectado por el corte. 
Tanto de  los resultados de validación como de  las tablas de predicción podemos decir que el 
modelo  por  categorías mejora  el modelo  con  todos  los  datos. Así  que,  en  la  búsqueda  del 
modelo con mayor precisión en  la predicción de  la  restorabilidad, nos decantaríamos por  la 
primera opción. De todas  formas,  la creación de  las categorías, sobre todo cuando se quiere 
utilizar el modelo para predicción, resulta una tarea complicada y que está fuera del alcance de 
este proyecto. Es por este motivo que debido a la simplicidad del modelo único con todos los 
datos,  proponemos  su  utilización  como  herramienta  útil  para  el  diseño  de  redes  ópticas 
dinámicas  sujetas  a  fallos.  No  obstante,  no  podemos  descartar  el  uso  del  modelo  por 
categorías  si  bien  debemos  puntualizar  que  requerirá  de  una  aplicación más  complicada  y 
menos directa que el modelo propuesto. 














estudiado  en  esta  sección  (reproducido de  [Ru14]).  Los  elementos más  importantes que  se 
pueden ver en esta figura son: 
 Una  red  dinámica  automatizada  mediante  un  plano  de  control  distribuido  y  un 
controlador centralizado basado en tecnología SDN (de Software Defined Networks). El 
controlador SDN incluye varios elementos como el elemento de cálculo de rutas (PCE) 
usado  para  establecer  conexiones  ante  la  llegada  de  una  nueva  petición  o  para 
encontrar las rutas alternativas en caso de restauración. 
 El sistema de gestión de red  (NMS), encargado de gestionar  la red de forma global e 
implementar operaciones  relacionadas  con  configuración,  administración,  seguridad, 
etc. 
 El  departamento  de  planificación  de  red  (Planning  Department)  encargado  de 
administrar  el  proceso  de  diseño  de  la  red.  Concretamente, monitoriza  y  analiza  el 
estado de  la  red, detecta  cuando una acción debe  ser ejecutada,  lanza procesos de 
planificación de la red, etc 
 El  departamento  de  ingeniería  (Engineering  Department)  que  realiza  las  acciones 
relacionadas con la instalación y configuración de nuevos equipos en la red. 
 Una herramienta de planificación  (Planning Tool) encargada de  computar  soluciones 
de cada problema de optimización relacionado con la planificación periódica de la red. 


























modelos  estadísticos  para  las  distintas  variables  aleatorias  relacionadas  con  redes 
dinámicas (e.g. evolución del tráfico, vulnerabilidad, etc). Esta herramienta requiere de 
intervención humana para el ajuste de los modelos pero puede operar de forma semi‐
automática  con  el  fin  de  adaptar modelos  existentes  a  las  nuevas  condiciones  de 
tráfico. 
 Las bases de datos con el histórico de datos y medidas obtenidas de  la  red y con el 
histórico de modelos estadísticos, que serán usados tanto de entrada a los problemas 
de planificación como para el reajuste y creación de nuevos modelos estadísticos. 




dicho  problema  de  optimización,  ésta  se  envía  al  departamento  de  ingeniería  para  que 
organice y planifique  las operaciones necesarias para  implementar  la solución en  la red. Una 







lanza  cuando, ante  los datos estimados de  tráfico  futuro,  se prevé que  la  vulnerabilidad de 
alguno  de  los  enlaces  de  la  red  llegará  a  una  cota  no  deseada  (en  términos  del  grado  de 
restorabilidad). Ante esta circunstancia, el problema de re‐planificación se ejecuta con el fin de 



























modelos  de  series  temporales  o  técnicas  de  “machine  learning”  podrían  ser  utilizadas  para 
obtener dichos modelos. 
A partir de las estimaciones producidas por estos modelos de evolución del tráfico, se pueden 




alguno  de  ellos  podría  superar,  en  el  plazo  temporal  estudiado,  el  nivel  de  vulnerabilidad 
crítico. Si es así, entonces el departamento de planificación lanzará la re‐planificación de la red. 
7.2.2 Computo de la vulnerabilidad durante la optimización 
Tal  y  como  se  ha  descrito  en  el  problema  de  re‐planificación  detallado  anteriormente,  la 
solución  deberá  asegurar  que  la  red  resultante  cumpla  con  los  requisitos  de  vulnerabilidad 
fijados.  Gracias  a  los  modelos  obtenidos,  se  pueden  obtener  estimaciones  de  esta 







De  forma muy  genérica  podemos  decir  que  la metodología  de  resolución  de  este  tipo  de 
problemas estaría basada fundamentalmente en dos técnicas: 




formulación  pertenecería  a  la  familia  de modelos  de  programación matemática  no 
lineales. Por todo esto, esta metodología, aunque permitiría formular formalmente el 
problema  para  obtener  la  solución  óptima,  es  poco  práctico  a  la  hora  de  obtener 
soluciones. 
 Heurísticas  que  permitan  integrar  modelos  no  lineales  como  el  modelo  de 





Nótese  que  estos  cambios  impactarán  claramente  en  el  funcionamiento  de  los  algoritmos 














se  han  buscado modelos  capaces  de  predecir,  a  partir  de  las  condiciones  de  tráfico  y  las 
características del enlace, si  la restauración del tráfico afectado por un corte podría ser o no 
realizada por completo. 
Siguiendo  el  esquema  clásico de un  trabajo de  este  estilo, hemos diseñado  el  experimento 
necesario para obtener datos a partir de simulación que sirvieran para la fase de modelización. 




Sin  duda,  la máxima  aportación  de  este  trabajo  ha  sido  el  proceso  de  estimación  de  los 
modelos, ya que se han probado varias alternativas con el fin de buscar modelos precisos con 
un número  reducido de variables. Tras un exhaustivo análisis, hemos obtenido dos modelos 













en  la mejora de  redes ópticas dinámicas expuestas a una evolución del  tráfico. En  segundo 
lugar,  la  continuación  de  la  obtención  de  datos  con  otras  redes  con  el  fin  de  tener  datos 
suficientes  como  para  afrontar  la  obtención  de  un  único modelo  válido  para  un  conjunto 








A  nivel  personal,  la  realización  del  presente  proyecto  ha  implicado  la  necesidad  de 
introducirme conceptualmente en el mundo de  las redes ópticas. Así, entender los conceptos 
teóricos  de  las  redes  ópticas  y  de  la  temática  del  proyecto,  ha  sido  fundamental  a  fin  de 
conocer  las  variables  consideradas  en  este  proyecto.  Las  nociones  recibidas  fueron  tanto  a 
través  de  mis  directores  de  proyecto  como  de  algunos  de  los  integrantes  del  Grupo  de 
Comunicaciones Ópticas (GCO) de la UPC.  
Por otro lado, el planteamiento inicial a resolver teniendo una variable endógena binomial, me 




creó  la necesidad de  irme adaptando a  los datos a medida que estos se  iban obteniendo. El 
tiempo requerido para ello y  la escasez de  tiempo para  la realización del proyecto conllevan 
una dedicación intensa. 
A nivel más  técnico, durante  el PFC he utilizado  varios  entornos de  software para distintos 
objetivos,  lo que me ha permitido mejorar mis habilidades en esta materia. Así, he mejorado 
en  el  uso  de R,  fundamental  para  la  aplicación  de  los modelos  juntamente  con  su  análisis, 
validación, etc. Además, he empezado a usar el software OMNeT de simulación de  redes de 




denominado  International  Conference  on  Transparent  Optical  Networks  (ICTON)  que  se 
celebrará en Graz (Austria) en Julio de 2014. El título del trabajo a presentar (como ponencia 
invitada) es “Vulnerability Modelling for Periodical Flexgrid Network Planning” 






















































x520_l$log_bw_p_demand_1  <‐  recode(x520_l$log.bw_path_demand.,    "0:8.529999=1; 
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