One of the advantages that decision trees have over many other models is their ability to natively handle categorical predictors without having to first transform them (e.g., by using one-hot encoding). However, in this paper, we show how this capability can also lead to an inherent "absent levels" problem for decision tree based algorithms that, to the best of our knowledge, has never been thoroughly discussed, and whose consequences have never been carefully explored. This predicament occurs whenever there is indeterminacy in how to handle an observation that has reached a categorical split which was determined when the observation's level was absent during training. Although these incidents may appear to be innocuous, by using Leo Breiman and Adele Cutler's random forests FORTRAN code and the randomForest R package (Liaw and Wiener, 2002) as motivating case studies, we show how overlooking the absent levels problem can systematically bias a model. Afterwards, we discuss some heuristics that can possibly be used to help mitigate the absent levels problem and, using three real data examples taken from public repositories, we demonstrate the superior performance and reliability of these heuristics over some of the existing approaches that are currently being employed in practice due to oversights in the software implementations of decision tree based algorithms. Given how extensively these algorithms have been used, it is conceivable that a sizable number of these models have been unknowingly and seriously affected by this issue-further emphasizing the need for the development of both theory and software that accounts for the absent levels problem.
Introduction
Since its introduction in Breiman (2001) , random forests have enjoyed much success as the most widely used decision tree based machine learning algorithm. However, despite their popularity and apparent simplicity, random forests have proven to be very difficult to analyze. Indeed, the basic mathematical properties of the algorithm are still not completely understood, and theoretical investiga-tions have often had to rely on simplifying assumptions and variations of the standard framework in order to make the analysis more tractable. Examples of recent work along these lines include Biau et al. (2008) , Biau (2012) , and Denil et al. (2014) .
One of the advantages that decision trees have over many other models is their ability to natively handle categorical predictors without having to first transform them (e.g., by using one-hot encoding). However, in this paper, we show how this capability can also lead to an inherent "absent levels" problem for decision tree based algorithms that, to the best of our knowledge, has never been thoroughly discussed, and whose consequences have never been carefully explored. This predicament, which occurs whenever there is indeterminacy in how to handle an observation that has reached a categorical split which was determined when the observation's level was absent during training, can arise in three different ways:
1. The unordered levels are present in the population but, due to sampling variability, are absent in the training set.
2. The unordered levels are present in the original training set but, due to bagging, are absent in an individual tree's bootstrapped sample of the training set.
3. The unordered levels are present in an individual tree's training set but, due to a series of earlier node splits, are absent in certain branches of the tree.
These occurrences subsequently result in situations where the observations with absent levels are unsure of how to proceed further down the tree-an intrinsic problem for decision tree based algorithms that has seemingly been overlooked in both the theoretical literature and in much of the software that implements these models. Although these incidents may appear to be innocuous, by using Leo Breiman and Adele Cutler's random forests FORTRAN code and the randomForest R package (Liaw and Wiener, 2002) as motivating case studies, we show how overlooking the absent levels problem can systematically bias a model.
1 Afterwards, we discuss some heuristics that can possibly be used to help mitigate the absent levels problem and, using three real data examples taken from public repositories, we demonstrate the superior performance and reliability of these heuristics over some of the existing approaches that are currently being employed in practice due to oversights in the software implementations of decision tree based algorithms. Given how extensively these algorithms have been used, it is conceivable that a sizable number of these models have been unknowingly and seriously affected by this issue-further emphasizing the need for the development of both theory and software that accounts for the absent levels problem. This paper is organized as follows. In Section 2, we introduce notation and give an overview of the random forests algorithm, although the more experienced reader may only need to review how splits are determined, which is covered in Sections 2.1.1 and 2.1.2. Then, in Section 3, we investigate the potential consequences that can emerge when the absent levels problem is overlooked, and we motivate our discussions by documenting the systematic biases that absent levels can cause in Breiman and Cutler's FORTRAN code and the randomForest R package (Liaw and Wiener, 2002) . Although a theoretical analysis of potential solutions to the absent levels problem is beyond the scope of this paper, in Section 4, we consider some heuristics that may be able to help to mitigate the issue. Afterwards, in Section 5, we present three real data examples taken from public repositories that demonstrate how the treatment of absent levels can dramatically alter a model's performance in practice. Based on these results and our own personal experiences, in Section 6, we conclude by making some final recommendations on how to temporarily handle the absent levels problem until a more robust theoretical solution is found.
Background
In this section, we give an overview of the random forests algorithm. Here, the more experienced reader may only need to review Sections 2.1.1 and 2.1.2, which cover how splits are determined.
Classification and Regression Trees (CART)
We begin by discussing the Classification and Regression Trees (CART) methodology since the random forests algorithm uses a slightly modified version of CART to construct the individual decision trees in its ensemble. For a more comprehensive overview of CART, we refer the reader to Breiman et al. (1984) or Hastie et al. (2009) .
Suppose that we have a training set of N observations, z i = (x i , y i ) , i = 1, 2, ..., N, where x i = (x i1 , x i2 , ..., x ip ) is observation i's p-dimensional feature vector and y i is observation i's response. Given this training set, CART is a greedy recursive binary partitioning algorithm that recursively splits a larger subset of the training data D M (the "mother node") into two smaller subsets D L and D R (the "left" and "right" daughter nodes, respectively), with a model being fit to each subset of the training data. Each iteration of this splitting process, which can be referred to as "growing the tree," is accomplished by using a simple decision rule that is characterized by a "splitting variable" j ∈ {1, 2, ..., p} and a "splitting criterion" set S j that defines the subset of j's support that gets sent to the left daughter node D L . In particular, any splitting variable and splitting criterion pair (j, S j ) divides a mother node D M into the two daughter nodes that are defined as follows:
This recursive binary partitioning procedure is continued until some stopping rule is reached-a tuning parameter that is typically specified by placing some constraint on the maximum number of training observations allowed in each terminal node. Afterwards, in order to help guard against overfitting, the tree can then be "pruned"-although we will not discuss this further as the trees that are grown in random forests have not traditionally been pruned (Breiman, 2001) . Inferences can then be carried out on an observation by first sending it down the tree according to the set of decision rules, and then using the model that was fit in the furthest node of the tree that the observation was able to reach.
In order to grow a tree, the CART algorithm will select the optimal splitting variable and splitting criterion pair (j * , S * j * ) that minimizes some measure of "node impurity" in the resulting left and right daughter nodes that are created with respect to the pair as defined in equation (1). Here, the specific node impurity measure that is being minimized will depend on whether the tree is being used for regression or classification.
In a regression tree, the responses in each node D n are modeled using a constant c n which, under a squared error loss, is estimated by the mean of the training responses that are in D n :
Therefore, when splitting a mother node D M in a regression tree, the CART algorithm will minimize the resulting squared error node impurity measure in the two daughter nodes D L and D R that are created with respect to a (j, S j ) pair:
where the inner minimization for any choice of the pair (j, S j ) is solved bŷ
and where D L (j, S j ) and D R (j, S j ) are defined as in equation (1). Meanwhile, in a classification tree where the response is categorical with K possible classes which are indexed by the set K = {1, 2, ..., K}, denote the sample response class proportions of the training observations that are in node
where I(·) is the indicator function and
is the number of training observations in node D n . Observations in D n will then be classified to the majority class arg max
and the Gini index,
provides one way of quantifying the node impurity in D n , wherep nk is as defined in equation (4). Consequently, when splitting a mother node D M in a classification tree, the CART algorithm will minimize the resulting weighted Gini index in the two daughter nodes D L and D R that are created with respect to a (j, S j ) pair as in equation (1):
where N L and N R are as defined in equation (5), and where G L and G R are as defined in equation (7). Despite their differences, for both regression and classification trees, the actual optimal splitting variable and splitting criterion pair (j * , S * j * ) that is chosen to split the mother node D M is the (j, S j ) pair that minimizes the node impurity measure across all possible pairs subject to some greedy search constraints. However, the manner in which the optimal splitting criterion S * j is determined for a predictor j will depend on whether j is an ordered or a categorical variable.
Splitting on an Ordered Predictor
An ordered predictor j's splitting criterion S j is characterized by a numeric split point s j that defines the half-line S j = {x ∈ R | x ≤ s j }. Consequently, by equation (1), a (j, S j ) pair will divide the mother node D M into the left and right daughter nodes that are defined by
Therefore, for an ordered predictor j, minimizing either of the node impurity measures given in equations (3) or (8) is straightforward, and the optimal splitting criterion S * j for an ordered predictor j can be greedily found by searching through all of the "midpoints" between any two consecutive training x ij values that are in the mother node D M .
Splitting on a Categorical Predictor
Consider a categorical predictor j with Q possible unordered levels which are indexed by the set Q = {1, 2, ..., Q}. Because it is only the levels of j that are present in the mother node D M during training which contribute to the node impurity measures defined in equations (3) or (8), for simplicity of exposition and ease of notation, we assume in this section that all Q levels of j are present in the mother node D M during training.
For a categorical predictor j, the splitting criterion S j ⊂ Q defines the subset of the levels that are sent to the left daughter node D L , while the complement set S C j defines the subset of the levels that are sent to the right daughter node D R . Consequently, there are are 2 Q−1 − 1 non-redundant ways of partitioning the Q unordered levels into the two daughter nodes, making it computationally expensive to evaluate either of the node impurity measures given in equations (3) or (8) for every possible split when Q is large. However, this computation simplifies in certain situations.
In the case of a regression tree with a squared error node impurity measure, the optimal splitting criterion S * j can be determined by using results derived in Fisher (1958) . Specifically, the mean of the training responses in the mother node D M is first calculated within each of j's levels:
These categorical level means are then be used to define numeric "pseudo values" x ij for every training observation in D M , wherẽ
The optimal splitting criterion S * j for the categorical predictor j is then determined by doing an ordered split on these numeric pseudo valuesx ij . That is, we can minimize the squared error node node impurity measure given in equation (3) with respect to the left and right daughter nodes that are defined as
and where the optimal numeric pseudo split points * j can be greedily found by searching through the midpoints between any two consecutive pseudo training valuesx ij that are in the mother node D M .
Meanwhile, in the case of a classification tree and a weighted Gini index node impurity measure, whether the computation simplifies or not is dependent on the number of response classes. For the K > 2 multiclass classification context, no such simplification is possible, although several approximations have been proposed (Loh and Vanichsetakul, 1988) . However, for the K = 2 binary classification situation, a similar procedure to the one that was described for regression trees can be employed where, in this case, the proportion of training observations in the mother node D M that belong to the k = 1 response class is instead first calculated within each of j's levels:
Then, just as in equation (9), these categorical level k = 1 response class proportions are used to define numeric pseudo valuesx ij for every training observation in D M . And once again, the optimal splitting criterion S * j for the categorical predictor j is then determined by doing an ordered split on these numeric pseudo valuesx ij in order to find the optimal pseudo numeric split points * j that minimizes the weighted Gini index node impurity measure given by equation (8) for the daughter nodes that are defined as in equation (10). The proof that this gives the optimal split in a binary classification tree in terms of the weighted Gini index among all possible splits can be found in Breiman et al. (1984) and Ripley (1996) .
For both the regression and binary classification situations, after the optimal numeric pseudo split points * j has been determined, the corresponding optimal splitting criterion S * j for categorical predictor j can be expressed as follows:
• The unordered levels of j that are being sent left have means or k = 1 response class proportions that are less than or equal tos * j :
• The unordered levels of j that are being sent right have means or k = 1 response class proportions that are greater thans * j :
As we shall later discuss in Section 3, equations (11) and (12) lead to systematic differences in the left and right daughter nodes when splitting on a categorical predictor in regression and binary classification trees-differences which can have significant implications for the absent levels problem.
Random Forests
Introduced in Breiman (2001) , random forests are an ensemble learning method that corrects for each individual tree's propensity to overfit the training set. This is accomplished through the use of bagging and a CART-like tree learning algorithm in order to build a large collection of "de-correlated" decision trees.
Bagging
Proposed in Breiman (1996a) , bagging is an ensembling technique for improving the accuracy and stability of models. Given a training set Z with N observations, this is achieved by sampling with replacement from Z in order to generate B new bootstrapped training sets Z b with N observations, where oftentimes N = N . A separate model is then trained on each Z b , with the model's prediction on an observation x being given byf b (x). Here, showing each model a different bootstrapped sample helps to de-correlate them, and the overall bagged estimate for an observation x is then obtained by averaging over all of the individual predictions in the case of regression
or by taking the majority vote over the K response classes in the case of classificationf
One important aspect of bagging is the fact that each observation i will only appear "in-bag" in a subset of the bootstrapped training sets Z b . Therefore, for each observation i, an "out-of-bag" (OOB) prediction can be constructed by only considering the subset of models in which i did not appear in the bootstrapped training set. Afterwards, an OOB error for bagged models can then be estimated by averaging over the OOB prediction errors for each training observation i, which helps to alleviate the need for cross-validation or a separate test set (Breiman, 1996b) .
CART-Like Tree Learning Algorithm
In the case of random forests, the model that is being trained on each individual bootstrapped data set Z b is a decision tree that is constructed using the CART algorithm, but with two key modifications.
First, as mentioned earlier in Section 2, the trees in random forests are generally not pruned (Breiman, 2001) . Second, instead of considering all p predictors at a split, only m ≤ p predictors selected at random are allowed to be used for the split-a restriction which helps to de-correlate the trees by placing a constraint on how similarly they can be grown. This process, sometimes referred to as "feature bagging," was also independently proposed by Ho (1998) and Amit and Geman (1997) .
The Absent Levels Problem
In Section 1, we defined the absent levels problem as the issue which occurs when there is indeterminacy in how to handle an observation that has reached a categorical split which was determined when the observation's level was absent during training, and we mentioned three different ways in which the absent levels problem can arise in random forests and other decision tree based algorithms. Then, in Section 2.1.2, we reviewed how the levels of a categorical predictor j that were present in a mother node D M were used to determine the optimal splitting criterion S * j .
In this section, we investigate the potential consequences of overlooking the absent levels problem, where for a categorical predictor j with Q possible unordered levels which are indexed by the set Q = {1, 2, ..., Q}, we now denote the subset of the levels of j that were either present or absent in the mother node D M during training as follows:
Specifically, by documenting how absent levels have been handled by Breiman and Cutler's random forests FORTRAN code and the randomForest R package (Liaw and Wiener, 2002) , we show how failing to account for the absent levels problem can systematically bias decision tree based algorithms in practice. However, although our investigations are motivated by these two particular software implementations of random forests, we emphasize that these discussions should not overshadow the fact that the absent levels problem is, first and foremost, an inherent methodological issue for decision trees.
Regression
For regression trees, recall from our discussions in Section 2.1.2 and equations (11) and (12), that a categorical predictor j's optimal splitting criterion S * j can be characterized by an optimal numeric pseudo split points * j where:
• The unordered levels of j being sent left have means that are less than or equal tos * j .
• The unordered levels of j being sent right have means that are greater thans * j . Furthermore, recall from equation (2) that a node D n 's prediction is given by the mean of the training responses that are in the node. Therefore, because the prediction of each daughter node can be expressed as a weighted average over the means of the unordered levels that are being sent to it, it follows that the left daughter node D L will always give a prediction that is smaller than the right daughter node D R when splitting on a categorical predictor in a regression tree.
In terms of implementation, both the FORTRAN code and the randomForest R package (Liaw and Wiener, 2002) employ the pseudo value simplification when determining the optimal splitting criterion S * j for a categorical predictor j in regression. However, the code that computes the means within each unordered level q ∈ Q behaves as follows:
where Q P M and Q A M are as defined in equation (13). Although these "zero imputed" means for the absent levels q ∈ Q A M are inconsequential when determining the optimal numeric pseudo split points * j since they do not contribute to the node impurity measure during training, they can be highly influential on the subsequent inferences that are made for observations that have absent levels. In particular, by equations (11) and (12), the absent levels q ∈ Q A M will be sent left ifs * j ≥ 0, and they will be sent right if s * j < 0. But due to the systematic difference that exists between the predictions of the two daughter nodes, this arbitrary decision of sending the absent levels left versus right can significantly alter the inferences that are made on observations that have absent levels. Specifically, even though the final predictions will also depend on the subsequent splits that take place after the absent levels problem occurs, these observations that have absent levels will tend to receive smaller predictions when they are sent to the left daughter node, and they will tend to receive larger predictions when they are sent to the right daughter node.
Furthermore, this also implies that the random forest models that are trained using the FORTRAN code and the randomForest R package (Liaw and Wiener, 2002) are sensitive to the support of the training responses. For example, consider the following two extreme cases for the subset of training data in a mother node D M that is being split on the categorical predictor j:
• If the training responses are all nonnegative, thens * j ≥ 0. In this situation, since γ j (q) = 0 ≤s * j for all q ∈ Q A M , the absent levels will always be sent to the left daughter node D L which is biased towards smaller predictions.
• If the training responses are all negative, thens * j < 0. In this situation, since γ j (q) = 0 >s * j for all q ∈ Q A M , the absent levels will always be sent to the right daughter node D R which is biased towards larger predictions.
And although this sensitivity to the support of the training responses was most easily illustrated using these two extreme situations, the fact that the absent levels problem can also cause substantial issues in the more general case of training responses in D M with mixed signs should not be overlooked.
Another consequence of absent levels being handled in this way by the FORTRAN code and the randomForest R package (Liaw and Wiener, 2002) is that the predictions for observations that have absent levels can be influenced by changing the support of the training responses prior to fitting the model, even when conditioning on the randomness in the algorithm.
2 Specifically, for some real constant C and a fixed random seed, consider training a random forest model on a new data set that differs only by its location shifted responses y i = y i + C and then, after the model is trained, subtracting C from the predictions of each of the nodes.
Conditional on the bagging and the feature bagging, the same set of in-bag training data will appear in the root mother node of each tree, and the same set of candidate predictors will be considered for each tree's initial split. And since the objective function given by equation (3) is invariant to C, the same optimal splitting variable and splitting criterion pair (j * , S * j * ), and daughter nodes D L and D R will always be chosen for the initial split. But then, by this same reasoning, all subsequent splits and daughter nodes in each of the trees will also always remain the same for any C. Furthermore, by equation (2), each node D n will give the location shifted predictionĉ n =ĉ n +C, which implies that the original non-location shifted predictionsĉ n for each node can be recovered by subtracting C fromĉ n . Therefore, for any real constant C, the random forest models that are trained using this procedure are identical with respect to the in-bag training data.
However, the value of C can alter the behavior of the random forest models trained using the FORTRAN code or the randomForest R package (Liaw and Wiener, 2002 ) with respect to observations that have absent levels. For example, if C > max i=1,2,...N |y i |, then all of the location shifted training responses will be positive, which then guarantees that all of the categorical splits will have numeric pseudo split pointss * j > 0. But since absent levels have their means imputed to 0, observations with these absent levels will always be sent to the left daughter nodes that are biased towards smaller predictions. Conversely, if C < − max i=1,2,...N |y i | instead, then all of the categorical splits will have numeric pseudo split pointss * j < 0, and these same observations that have absent levels will always be sent to the right daughter nodes that are biased towards larger predictions.
Classification
For binary classification trees, recall from our discussions in Section 2.1.2 and equations (11) and (12), that a categorical predictor j's optimal splitting criterion S * j can be characterized by an optimal numeric pseudo split points * j where:
• The unordered levels of j being sent left have k = 1 response class proportions that are less than or equal tos * j .
• The unordered levels of j being sent right have k = 1 response class proportions that are greater thans * j .
Furthermore, recall from equation (6), that a node D n 's prediction is given by the response class with the highest sample proportion occurring in the node. Therefore, because the prediction of each daughter node can be expressed as a weighted average over the response class proportions that are being sent to it, it follows that the left daughter node D L is always less likely to classify an observation to the k = 1 response class than the right daughter node D R when splitting on a categorical predictor in a binary classification tree.
In terms of implementation, the randomForest R package (Liaw and Wiener, 2002) relies on the pseudo value simplification when determining the optimal splitting criterion S * j for a categorical predictor j with a large number of unordered levels in binary classification.
3 However, the code that is responsible for computing the k = 1 response class proportions within each unordered level q ∈ Q executes as follows:
Consequently, the issues that arise here when making inferences for observations that have absent levels are similar to the ones that were described for regression. Although these zero imputed k = 1 response class proportions for the absent levels q ∈ Q A M are unimportant when determining the optimal numeric pseudo split points * j since they do not contribute to the node impurity measure during training, they can be highly influential on the subsequent inferences that are made for observations that have absent levels. In particular, since γ j (q) ≥ 0 for all of the present levels q ∈ Q P M , with strict inequality holding for at least one of these q, 4 it follows that the optimal numeric pseudo split points * j > 0. As a result, even though the final predictions will also depend on the subsequent splits that take place after the absent levels problem occurs, observations that have absent levels will always be sent to the left daughter node D L which is biased towards the k = 2 response class. Consequently, random forest binary classification models trained using the randomForest R package may be sensitive to the actual ordering of the response variable classes-because observations that have absent levels are always sent to the left daughter node D L which is biased towards the k = 2 response class, the inferences for these observations can be affected by reindexing the response classes.
On the other hand, for cases where the pseudo value simplification is not or cannot be used, the FORTRAN code and the randomForest R package (Liaw and Wiener, 2002) will instead adopt a more brute force approach by either exhaustively or randomly searching through the space of possible splits. However, in order to understand the potential problems that absent levels can cause in these situations, we must first briefly digress into a discussion of how categorical splits are internally represented in their code.
Specifically, a split on a categorical predictor j with Q unordered levels is encoded and decoded as an integer whose binary expansion identifies which levels go left (the bits that are "turned on") and which levels go right (the bits that are "turned off"). As an example, consider the situation where the categorical predictor j has four unordered levels and where the integer representation of the split is 10. In this case, the binary expansion of 10 is (0, 1, 0, 1) since
, so levels q ∈ {2, 4} get sent left while levels q ∈ {1, 3} get sent right. Now, when executing an exhaustive search to find the the optimal splitting criterion S * j for a categorical predictor j with Q unordered levels, the FORTRAN code and the randomForest R package (Liaw and Wiener, 2002) will proceed in a systematic fashion.
5 In particular, all 2 Q−1 − 1 possible integer representations of the non-redundant partitions of predictor j in increasing sequential order starting from 1 and ending at 2 Q−1 − 1 , with the choice of the optimal split being updated if and only if the weighted Gini index node impurity measure in equation (8) strictly improves.
But since the absent levels q ∈ Q A M are not in the mother node D M during training, sending them left or right has no effect on the weighted Gini index. And because turning on a bit for any individual level q while holding the bits for all of the other levels constant will always result in a larger integer, it follows that the exhaustive search that is implemented will always prefer splits that send all of the absent levels right since they are always checked before the analogous splits that send any of them left.
Furthermore, in this exhaustive search, the "last" bit in the binary expansion representations of the splits is always turned off since checking the splits where this last bit is turned on would be redundant-they would amount to just swapping the "left" and "right" daughter node labels for splits that have already been evaluated. Consequently, the last level Q of a categorical predictor j will also always be sent to the right daughter node D R and, as a result, the inferences made for observations that have absent levels may be biased towards the responses of the training observations that took on a level of Q for their predictor j. Therefore, although it sounds contradictory, this also implies that random forest multiclass classification models trained using the FORTRAN code or the randomForest R package (Liaw and Wiener, 2002) may be sensitive to the actual ordering of a categorical predictor's unordered levels. Specifically, a reordering of the levels could potentially swap the "left" and "right" daughter, which could in turn affect any of the inferences made for observations that have absent levels since they will still always be sent to whichever node ends up being designated as the "right" daughter node.
Finally, when a categorical predictor j has too many levels for an exhaustive search to be computationally feasible, the FORTRAN code and the randomForest R package (Liaw and Wiener, 2002) will resort to approximating the optimal split S * j with the best split that was found amongst a large number of randomly generated splits.
6 This is accomplished by randomly setting all of the bits in the binary representations to a 0 or a 1, so both the present and absent levels will be randomly sent to either the left or right daughter node. Therefore, although 5 The FORTRAN code will use an exhaustive search for both binary and multiclass classification whenever Q < 25. In the randomForest R package (Liaw and Wiener, 2002) , an exhaustive search will be used for both binary and multiclass classification whenever Q < 10.
6 The FORTRAN code will use a random search for both binary and multiclass classification whenever Q ≥ 25. In the randomForest R package (Liaw and Wiener, 2002) , a random search will be used only for multiclass classification whenever Q ≥ 10. the absent levels problem can still occur in these situations, it is difficult to determine whether it results in any systematic bias in their implementations of random forests. However, it still remains an open question as to whether or not such treatment of absent levels is sufficient.
Heuristics for Mitigating the Absent Levels Problem
Although a more theoretical analysis of potential solutions to the absent levels problem is beyond the scope of this paper, in this section we discuss some possible heuristics that may be able to help mitigate the issue. Despite the fact that absent levels are observed and not actually missing, the missing data literature for decision trees is perhaps the area of existing research that is most closely related to the absent levels problem. One potentially straightforward way of mitigating the absent levels problem along these lines would be to stop an observation from going further down the tree whenever the issue occurs and just use the mother node for inference-an approach for missing data that is used by the rpart R package for CART (Therneau et al., 2015) and the gbm R package for generalized boosted regression models (Ridgeway, 2013) . Even with this missing data functionality already in place, however, the gbm R package has still had its own issues around how it handles observations that have absent levels-serving as yet another example of a software implementation of a decision tree based algorithm that has overlooked and suffered from the absent levels problem.
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A second missing data heuristic that can be applied to the absent levels problem would be to send the observations that have absent levels down both daughter nodes, perhaps by using an approach that is similar to the distribution based missing data imputation method that is used by the C4.5 algorithm for learning decision trees (Quinlan, 1993) . Specifically, in the C4.5 algorithm, an OOB or test observation with missing data is split into multiple pseudoinstances, where each instance takes a different value for the missing predictor, and each instance is assigned a different weight that is based on the frequency of their imputed value in the node's subset of the training data. These pseudoinstances are then sent down their appropriate daughter nodes, with the final prediction being derived from the weighted results of all the terminal nodes that are reached (Saar-Tsechansky and Provost, 2007) .
Surrogate splits, which the rpart R package (Therneau et al., 2015 ) also supports, are arguably the most popular way of handling missing data in CART, and they can also possibly be used to help mitigate the absent levels problem. In this situation, if (j * , S * j * ) is the optimal splitting variable and splitting criterion pair at a mother node D M , then the first surrogate split is the (j , S j ) pair where j = j * that yields the split most closely resembling the original optimal split, the second surrogate split is the (j , S j ) pair where j = j * and j = j that gives the second most similar split, and so on. Then, when an observation with a missing value for its j * predictor reaches D M , the surrogate splits are used in the order of decreasing similarity until a non-missing value can be used for the split (Breiman et al., 1984) .
However, despite their extensive use in CART, surrogate splits may not be appropriate for random forests. As pointed out in Ishwaran et al. (2008) :
Although surrogate splitting works well for trees, the method may not be well suited for forests. Speed is one issue. Finding a surrogate split is computationally intensive and may become infeasible when growing a large number of trees, especially for fully saturated trees used by forests. Further, surrogate splits may not even be meaningful in a forest paradigm. [A random forest model] randomly selects variables when splitting a node and, as such, variables within a node may be uncorrelated, and a reasonable surrogate split may not exist. Another concern is that surrogate splitting alters the interpretation of a variable, which affects measures such as [variable importance].
Nevertheless, the option of using surrogate splits for missing data is available in the partykit R package (Hothorn and Zeileis, 2015) , which is an implementation of a bagging ensemble of conditional inference trees that attempt to correct for the biased variable selection issues that exist in CART (Hothorn et al., 2006) . Interestingly, the partykit R package (Hothorn and Zeileis, 2015) appears to recognize the possibility of absent levels occurring, and handles them as if they were missing-its reference manual states that "Factors in test samples whose levels were empty in the learning sample are treated as missing when computing predictions." Furthermore, besides surrogate splits (which are not enabled by default), the partykit R package offers some additional missing data functionality that may also be viable ways of addressing absent levels. These include their default approach of randomly sending the observations to one of the daughter nodes (following the daughter node distribution) or, alternatively, by simply having the observations go to the daughter node with more training observations. Whether such heuristics adequately address the absent levels problem, however, remains an open question.
Finally, besides missing data methods, one-hot encoding the categorical predictors may provide another alternative for mitigating the effects of absent levels. Specifically, even though unordered levels may still be absent when a categorical split is being determined during training, by recoding the levels of a categorical predictor j into Q dummy predictors, any uncertainty over where to send the observations that have absent levels will disappear.
However, one-hot encoding is not without its own drawbacks. First, one-hot encoding may not always be computationally feasible since the feature space may become computationally unmanageable. Furthermore, by recoding a categorical predictor's unordered levels into separate dummy predictors, a decision tree forfeits its ability to simultaneously consider all of the predictor's levels together at a single split. And potentially more troubling, the CART-like tree learning procedure that is used in random forests is known to be biased in favor of splitting on ordered predictors and categorical predictors with many unordered levels since they offer more potential splitting points from which to choose from (Hothorn et al., 2006) -an issue that one-hot encoding would further exacerbate. Consequently, it is not clear whether one-hot encoding is preferable in a decision tree based setting.
Interestingly, despite these possible shortcomings surrounding one-hot encoding, it is currently required by the random forests implementation in the scikit-learn Python module (Pedregosa et al., 2011) . There has, however, been some recent discussions about adding support for the native categorical split capabilities of decision trees that is used by the FORTRAN code and the randomForest R package (Liaw and Wiener, 2002) .
8 Such efforts, needless to say, would also introduce the indeterminacy of the absent levels problem into another popular software implementation of a decision tree based algorithm.
Examples
Although the actual severity of the absent levels problem will depend on the underlying data, in this section we present three real data examples taken from public repositories that illustrate how the absent levels problem can dramatically alter the performance of decision tree based algorithms in practice. In particular, we compare how six different heuristics perform when faced with the absent levels problem in random forests where, due to the inherent randomness in the algorithm, we repeat each example 1000 times.
The first set of heuristics that we consider are ones that have been employed by the FORTRAN and randomForest R package (Liaw and Wiener, 2002) due to having overlooked the absent levels problem:
• Left: Sending the observations to the left daughter node.
• Right: Sending the observations to the right daughter node.
However, for reasons discussed in Section 3, these two heuristics are unreliable ways of dealing with absent levels due to the systematic biases that they introduce-they've been included for comparative purposes only.
Next, we consider some approaches that have been used to handle missing data in decision tree based algorithms:
• Stop: Stopping the observations from going further down the tree and using the mother node for inference.
• Random: Randomly sending observations to the left or right daughter node (following the daughter node distribution).
• Both: Sending the observations down both daughter nodes using a distribution based missing data imputation method.
Compared to the first set of inadvisable heuristics, these "missing data heuristics" are all less systematic in their preference amongst the two daughter nodes. Finally, we consider a heuristic which transforms the original data set:
• One-Hot: Recoding every categorical predictor's unordered levels into separate dummy predictors.
Under this approach, although unordered levels may still be absent when a categorical split is being determined during training, any uncertainty over where to send the observations that have absent levels will disappear. Code for implementing the five "non-one-hot heuristics" was implemented on top of version 4.6-12 of the randomForest R package (Liaw and Wiener, 2002) . Specifically, the randomForest R package is used to first train the random forest models that are used in our experiments. Afterwards, our code sends each tree's in-bag training observations back down in order to record the unordered levels that were present or absent in nodes that were split on a categorical predictor. Finally, when sending OOB or test observations down each tree, our code provides some functionality for carrying out each of the heuristics whenever the absent levels problem occurs.
By structuring our code in this way, we are able to isolate the effects of the absent levels problem with respect to the five non-one-hot heuristics since the underlying random forest models that are being compared within an experimental replication are identical except for their treatment of the absent levels. Consequently, the inferences obtained using the five non-one-hot heuristics will be positively correlated across the 1000 experiments that are repeated for each example-a fact which we exploit in order to improve the precision of our comparisons.
Recall from Section 4, however, that the random forest models that are trained on one-hot encoded data sets are intrinsically different from the random forest models that are trained on the original untransformed data sets. As a result, the inferences for the One-Hot heuristic will be uncorrelated with the other five non-one-hot heuristics across each example's 1000 experimental replications.
Similar to how they are often employed in practice, each random forest model that we consider is trained "off-the-shelf" by using the default parameter values in the randomForest R package (Liaw and Wiener, 2002) , some of which can be seen in Table 1 Table 1 : Default values for some of the parameters in the randomForest R package (Liaw and Wiener, 2002) . 
1985 Auto Imports
For a random forest regression example, we consider the 1985 Auto Imports data set from the UCI Machine Learning repository (Lichman, 2013) which, after discarding observations with missing data, contains 25 features that can be used to predict the prices of 159 cars. Categorical predictors for which the absent levels problem can occur include an automobile's make (18 levels), body style (5 levels), drive layout (3 levels), engine type (5 levels), and fuel system (6 levels). In our analysis, random forest models were trained on the log-transformed prices in order to make the responses more symmetric; afterwards, the predictions were transformed back to their original unlogged scale. Because all of log-transformed car prices were positive, we know from Section 3.1, that the FORTRAN code and earlier versions of the randomForest R package (Liaw and Wiener, 2002) will always employ the Left heuristic when confronted with absent levels, which is biased towards smaller predictions.
The top panel in Figure 1 shows a histogram of this data set's OOB absence proportions, which we define for each observation as the proportion of its OOB trees across all 1000 experiments which had the absent levels problem occur at least once. Meanwhile, Table 2 lists more detailed summaries for this data set's distribution of OOB absence proportions, from which we see that the majority of observations had the absent levels problem occur in less than 5% of their OOB trees. Within each experimental replication, pairwise differences between the OOB predictions of the six different heuristics were calculated. Figure 2 shows these pairwise differences as a function of the OOB absence proportions, where each panel plots the mean and middle 95% of the pairwise differences across all 1000 experimental replications when the OOB predictions of the heuristic that is labeled at the right of the panel's row is subtracted from the OOB predictions of the heuristic that is labeled at the top of the panel's column. From this figure, we see that both the estimates and the intervals for the pairwise differences tend to increase as the OOB absence proportion increases-indicating that the distinct effects of the six heuristics becomes more pronounced the more often the absent levels problem occurs. Furthermore, relative to the other heuristics and consistent with our discussions in Section 3.1, we see that the Left and Right heuristics tend to underpredict and overpredict, respectively. And although the other four heuristics seem to be more aligned with one another in terms of their OOB predictions, some significant differences do exist between them.
The overall performance of each heuristic's OOB predictions within each experiment j was evaluated in terms of its root mean squared error (RMSE):
whereŷ h,i,j is heuristic h's OOB prediction for observation i in experiment j. Boxplots comparing each heuristic's marginal distribution of RMSEs across all 1000 experimental replications are shown in the left panel of Figure 3 . However, these marginal boxplots ignore the positive correlation that exists between the non-one-hot heuristics. Consequently, within every experimental replication j, we also compare these RMSEs relative to the lowest RMSE amongst the Stop, Random, and Both heuristics:
where
and where RM SE h,j is as defined in equation (14). Here the Left and Right (15). In both panels, lower values are better.
heuristics were not included in the definition of RM SE * h,j since they are unreliable given the issues discussed in Section 3.1, while the One-Hot heuristic was not considered in definition of RM SE * h,j since it is uncorrelated with the other heuristics.
Boxplots of these relative RMSEs across all 1000 experimental replications are shown in the right panel of Figure 3 . For this particular data set and inference task, we see that the Both heuristic outperforms the Random heuristic, and the two of them significantly outperform the Stop heuristic. Furthermore, the FORTRAN code and randomForest R package's (Liaw and Wiener, 2002) convention of always sending absent levels left for this particular data set substantially underperforms relative to the other five heuristics-giving an RMSE that is, on average, 6.2% worse than the best performing missing data heuristic. Meanwhile, the Right heuristic's performance is highly deceptive since its tendancy to overpredict coincidentally happens to be beneficial in this situation; in general, this will not necessarily be the case. Finally, even though the One-Hot heuristic may sometimes outperform the other heuristics, on average, it yields an RMSE that is 2.2% worse than than the best missing data heuristic.
PROMESA
For a random forest binary classification example, we consider the June 9, 2016 United States House of Representatives vote on the Puerto Rico Oversight, Management, and Economic Stability Act (PROMESA) for addressing the Puerto Rican government's debt crisis. Data for this vote was obtained by querying the Voteview database through the Rvoteview R package (Lewis, 2015) . Ignoring those not voting on the bill, the data set contains four features that can be used to predict the "NO" or "YES" votes of 424 House of Representative members. These features include a representative's political party (categorical with 2 levels), the representative's state (categorical with 50 levels), and two ordered "DW-NOMINATE" predictors which quantify the representative's political ideological position (McCarty et al., 1997) .
In our analysis, the "NO" vote is taken to be the k = 1 response class, while the "YES" vote is taken to be the k = 2 response class. Recall from Section 3.2, that this ordering of the response classes is meaningful in a binary classification setting because the randomForest R package (Liaw and Wiener, 2002) will always employ the Left heuristic to handle absent levels, which is biased in favor of the k = 2 response class.
From Figure 1 and Table 2 , we see that the absent levels problem occurs more frequently in this example than it did in the 1985 Auto Imports example. In particular, seven of the observations had OOB absence proportions that were greater than 0.961-corresponding to the seven people who were the sole representatives from their state. Consequently, the absent levels problem occurred for these seven observations every time they reached an OOB node that split on the state predictor.
For a random forest classification model, predicted response class probabilities for each observation can be estimated by the proportion of trees that classify the observation to each response class.
9 Figure 4 shows the mean and 95% intervals for the pairwise differences between each heuristic's OOB predicted probabilities of voting "YES" as a function of the OOB absence proportions. As expected given our discussions in Section 3.2, since a vote of "YES" corresponds to the k = 2 response class in our analysis, the Left heuristic yields considerably higher predicted "YES" probabilities than the other heuristics, while the Right heuristic gives "YES" probabilities that are much lower. And similar to what was previously seen in 1985 Auto Imports example, although the other four heuristics are more in agreement with one another, significant differences in their predicted probabilities still exist.
Large discrepancies in the OOB predicted probabilities of the heuristics is particularly concerning since they can lead to observations being classified to different classes. In particular, letŷ h,i,j be heuristic h's OOB classification for observation i in experiment j. Cohen's kappa coefficient provides one way of quantifying the degree of inter-annotator agreement between two classifiers h 1 and h 2 (Cohen, 1960) , and is defined for each experimental replication j as where
is the observed probability of agreement between the two classifiers, and
is the expected probability of chance agreement. If the classifiers are in complete agreement in experimental replication j, then κ j = 1; if there is no agreement among the classifiers other than what would be expected by chance, then κ j ≤ 0. Figure 5 shows histograms for each pair of heuristic's Cohen's kappa coefficients across all 1000 experimental replications when the random forests algorithm's default majority vote discrimination probability threshold of 0.5 is used (Liaw and Wiener, 2002) . We see from these histograms that, even though the non-one-hot heuristics are positively correlated, they will oftentimes yield very different classifications for the same observations. Furthermore, consistent with what we've already seen, the systematically biased Left and Right heuristics tend to exhibit a higher level of disagreement with every other heuristic, while there appears to be much more agreement between the Stop, Random, and Both heuristics. This time, however, the One-Hot heuristic appears to be less aligned with the missing data heuristics.
More generally, the receiver operating characteristic (ROC) and precisionrecall (PR) curves can be used to evaluate the overall performance of binary classifiers as the discrimination probability threshold is varied. In particular, as the threshold changes, the ROC curve plots the proportion of positive observations that a classifier correctly labels (true positive rate) as a function of the proportion of negative observations that a classifier incorrectly labels (false positive rate), while the PR curve plots the proportion of a classifier's positive labels that are truly positive (precision) as a function of the proportion of positive observations that a classifier correctly labels (recall, which is the same as the true positive rate). In our analysis, we take the "YES" vote to be our positive response class, while we take the "NO" vote to be our negative response class.
The ROC and PR curves are commonly summarized by calculating the areas underneath them (Davis and Goadrich, 2006) . Boxplots comparing each heuristic's marginal distribution of these areas across all 1000 experimental replications are shown in the left panels of Figure 6 . However, these marginal boxplots ignore the positive correlation that exists between the non-one-hot heuristics. Therefore, similar to what was previously done in the 1985 Auto Imports Example, within every experimental replication j, we also compare these areas relative to the largest area amongst the Stop, Random, and Both heuristics.
and where, depending on the context, Area h,j denotes heuristic h's area under either the ROC or PR curve for experimental replication j. Boxplots of these relative areas are shown in the right panels of Figure 6 , which show that the relative performances of the heuristics for this particular data set will depend on the inference task. In particular, in terms of the area under the ROC curve, the Both heuristic appears to slightly outperform the Stop heuristic, and the two heuristics seem to outperform the Random heuristic. However, in terms of the area under the PR curve, the relative ranking of these three missing data heuristics reverses. Similarly, although the One-Hot heuristic performs well in the ROC case, it also performs poorly in the PR case relative to the other heuristics. And even though the performances of the Left and Right heuristics are not generalizable, it is interesting to note that the randomForest R package's (Liaw and Wiener, 2002) practice of always sending absent levels left in binary classification results in significantly worse areas relative to the best performing missing data heuristic-giving areas under the ROC and PR curves that are, on average, 1.4% and 3.6% worse, respectively.
Pittsburgh Bridges
Finally, for a random forest multiclass classification example, we consider the Pittsburgh Bridges data set from the UCI Machine Learning repository (Lichman, 2013) , which, after removing observations with missing data, contains seven features that can be used to classify 72 bridges into one of six different bridge types. Categorical predictors for which the absent levels problem can occur include a bridge's river (3 levels), purpose (3 levels), and location (46 levels). Consequently, recall from Section 3.2, that the FORTRAN code and randomForest R package (Liaw and Wiener, 2002) will employ an exhaustive search that always sends absent levels right when splitting on the river or location features, and they will resort to using a random search when splitting on the location feature since there are too many levels for an exhaustive search to be computationally feasible. The OOB absence proportions for this data set are shown in the bottom panel of Figure 1 and in Table 2. Letp h,i,j,k be heuristic's h's OOB predicted probability that observation i belongs to class k in experiment j. The log loss function,
provides one way of measuring a heuristic's overall performance in experiment j. Meanwhile, comparing the log losses of each heuristic relative to the smallest log loss amongst the Stop, Random, and Both heuristics within each experimental replication j allows us to once again take advantage of the positive correlation that exists amongst the non-one-hot heuristics: 
and where LogLoss h,j is as defined in equation (18). The left and right panels of Figure 7 show boxplots of each heuristic's marginal and relative distribution of log losses, respectively. Here, we see that the Random heuristic significantly outperforms the Both and Stop heuristics. And although the One-Hot heuristic occasionally does better, on average, it performs 4.1% worse than the best missing data heuristic. Figure 7: Log losses of the OOB predicted response class probabilities for the six heuristics in the Pittsburgh Bridges data set across all 1000 experiments. The left panel shows boxplots of each heuristic's marginal distribution of log loss, which ignores the positive correlation that exists between the non-one-hot heuristics. The right panel accounts for this positive correlation by comparing the log losses of the heuristics relative to the smallest log loss amongst the Stop, Random, and Both heuristics within each of the 1000 experimental replications as in equation (19). In both panels, lower values are better.
Conclusion
In this paper, we introduced and investigated the absent levels problem for random forests and other decision tree based algorithms. Then, by using Breiman and Cutler's random forests FORTRAN code and the randomForest R package (Liaw and Wiener, 2002) as motivating case studies, we showed how overlooking the absent levels problem could systematically bias a model. Afterwards, we considered some possible heuristics that may be able to help mitigate the issue, and we presented three real data examples taken from public repositories that demonstrated how the treatment of absent levels can significantly alter a model's performance in practice. Although a theoretical analysis of potential solutions to the absent levels problem is beyond the scope of this paper, our analysis and results showed that the Stop, Random, Both, and One-Hot heuristics were all more reliable and generalizable than some of the existing biased approaches that are currently being employed due to oversights in the software implementations of decision tree based algorithms. In particular, even though the relative performances of these four heuristics can vary depending on the underlying data set and inference task, we suggest that software packages incorporate the Random heuristic as a provisional measure until a more robust theoretical solution is found. This recommendation is based on both our empirical results, which show that the Random heuristic is able to perform relatively well even when it is not the optimal heuristic, as well as our own personal experiences surrounding the degree of difficulty in implementing the different heuristics on top of the randomForest R package (Liaw and Wiener, 2002) . In the meantime, while waiting for these interim and permanent solutions to be implemented, we also urge users who rely on decision tree based algorithms to temporarily one-hot encode their data sets when possible-even though our empirical results suggest that one-hot encoding may lead to a decrease in model performance, we believe this to still be preferable to using the existing biased approaches which do not adequately address absent levels.
Finally, although this paper focused on the absent levels problem for a popular subset of the possible types of analysis in which decision tree based algorithms have been used, it is important to recognize that the issue applies more generally. For example, random forests have also been used for clustering, detecting outliers, imputing missing values in the data, and generating variable importance measures (Breiman, 2001 (Breiman, , 2003 -tasks which also depend on the terminal node behavior of the observations. Furthermore, various extensions of random forests-such as quantile regression forests (Meinshausen, 2006 (Meinshausen, , 2012 and the infinitesimal jackknife method for estimating the variance (Wager et al., 2014 )-provide software implementations that are built on top of the randomForest R package (Liaw and Wiener, 2002) where systematic biases exist. Consequently, given how extensively decision tree based algorithms have been used, it is conceivable that a sizable number of these models have been significantly and unknowingly affected by this issue-further emphasizing the need for the development of both theory and software that accounts for the absent levels problem.
