Abstract This paper investigates the scheduling of multiple earth observation satellites (EOSs) under uncertainties of clouds. Firstly, we formulate the presence of clouds as stochastic events, transforming the problem into a stochastic programming problem. Based on different perspectives, we model the problem mathematically using both an expectation model and a chance constrained programming (CCP) model. Afterwards, for the first time, we employ a Dantzig-Wolfe decomposition and a column generation technique for the uncertain scheduling of EOSs. With respect to the expectation model, we devise a branch-and-price algorithm to solve the model optimally and efficiently. On the other hand, we first reformulate the CCP model as a mixed integer programming (MIP) model using sample approximation. Subsequently, considering the difficulties and the infeasibility of the branch-and-price algorithm for this MIP model, we suggest a column generation based heuristic algorithm to get "good" feasible solutions. By numerous simulation experiments, we verify the effectiveness and test the performance of our proposed formulations and approaches.
Introduction
Earth observation satellites are the platforms equipped with sensors that orbit the earth to take photographs of special areas at the request of users [10, 16] . EOSs can take photographs, while moving along their orbits, which is shown in Fig. 1 . After capturing the photographs, the acquired data will be stored in the onboard limited memory and transferred to a ground station when the satellites are in the feasible transferring range. Most of EOSs operate at low altitudes with the orbital periods being dozens of minutes or several hours. However, it takes several days for a single EOS to view the whole area of the Earth. Hence, multi-satellite collaboration has been applied extensively in order to accelerate the response to users.
In this work, the satellite management process is taken into account while multiple EOSs are operated to satisfy users' requests. The requests require the selection, allocation and scheduling in the ground station according to some operational constraints of the satellites before the derived sequence is transmitted.
Because of some unique advantages, e.g. an expansive coverage area, long-term surveillance, a high frequency of repeated observations, accurate and effective information access and unlimited airspace borders, EOSs have been extensively employed in earth resources exploration, nature disaster surveillance, urban planning, crop monitoring, etc. With the development of space science and technology, the number of satellites 2 Jianjiang Wang et al. Fig. 1 The satellite captures the photographs [48] increases continuously. However, satellites are still limited in comparison with the explosively increased number of applications. Hence, scheduling is a significative issue to satisfy more requests and obtain a high observation efficiency.
Although a large number of studies concerning EOS scheduling have been proposed, unfortunately, to the best of our knowledge, the previous studies considering the impact of clouds are extremely limited (see details in Section 2). However, EOS observations are significantly affected by the presence of clouds, since most EOSs are equipped with optical sensors that cannot see through clouds [23, 24] . For instance, around 80% of the observations with the currently operational optical SPOT satellites are useless due to the presence of clouds [3] . Besides, the presence and status of clouds are normally random, which cannot be forecasted deterministically. The uncertainties of clouds bring more difficulties for EOS scheduling. Hence, clouds are a nontrivial issue, which requires more focus.
In this study, considering the uncertainties of clouds, we formulate the presence of clouds for observations as stochastic events. From different perspectives, we propose both an expectation model and a CCP model to formulate the scheduling problem of multiple EOSs under uncertainties. With regard to the expectation model that is in fact an integer programming (IP) model, we decompose it into a set-packing master problem and some subproblems using Dantzig-Wolfe decomposition. Moreover, we design a branch-and-price algorithm to solve the model. On the other hand, for the CCP model, we firstly transform it to a MIP model using sample approximation. Subsequently, we also decompose the MIP model into a master problem and some subproblems, and suggest a column generation heuristic (CGH) algorithm to get "good" integer feasible solutions. By numerous simulation experiments, we prove that the branch-and-price algorithm can solve the expectation model optimally and efficiently, and the CGH can solve the CCP model to get feasible solutions that are closeto-optimal in a short time.
The remainder of this paper is organized as follows. In the next section we reveal the previous work. Subsequently, Section 3 describes the problem in detail, and formulates the problem with an expectation model and a CCP model, respectively. In Section 4, we present a branch-and-price algorithm to solve the expectation model. Furthermore, Section 5 proposes a CGH algorithm to solve the CCP model. Numerical results of our approaches are presented in Section 6. The last section offers conclusions and directions for future research.
Previous work
Up to now, a great number of studies focusing on EOS scheduling have been proposed, in which EOS scheduling was formulated and solved in different ways:
Mathematical programming: Benoist et al. [5] , Habet et al. [25] , Lemaître et al. [28] and Tangpattanakul et al. [48] developed general mathematical programming models for EOS scheduling. Liao et al. [31] , Lin et al. [32, 33] and Marinelli et al. [39] proposed the time-indexed formulation of EOS scheduling, and established integer programming models. In addition, integer programming models are also constructed on the basis of a "flow variable" formulation [9, 10, 21, 22] .
Constraint satisfaction problem: Lemaître et al. [27] formulated EOS scheduling as a constraint satisfaction problem. Bensana et al. [6] and Verfaillie et al. [52] proposed valued constraint satisfaction problem (VCSP) formulations for SPOT-5 satellite scheduling.
Knapsack problem: Vasquez et al. [50, 51] and Wolfe et al. [58] formulated EOS scheduling as 0-1 knapsack problems.
Graph-based formulation: Gabrel et al. adopted a directed acyclic graph model was adopted to describe the satellite scheduling problem [20] . Besides, Sarkheyli et al. [45] and Zufferey et al. [60] modeled EOS scheduling as graph coloring problems.
Alternatively, Frank et al. [19] and Pralet et al.
[41] adopted the Constraint-Base Interval (CBI) language to describe the problem.
In addition, the solution approaches for EOS scheduling can be classified into the following categories.
Exact algorithms: Bensana et al. [6] proposed a depth-first branch and bound algorithm for SPOT-5 satellite scheduling. Also, Benoist et al. [5] , Bensana et al. [6] and Verfaillie et al. [52] suggested Russian Doll search algorithms, which are based on branch-andbound but replace one search by n successive searches on nested subproblems, using the results of each search when solving larger subproblems, to improve the lower bound on the global valuation of any partial assignment. Besides, Gabrel et al. [20] and Lemaître et al.
[28] developed dynamic programming methods to get the optimal solutions of EOS scheduling problems.
Metaheuristics: A large number of metaheuristics were proposed for EOS scheduling, which primarily contain tabu search algorithms [6, 10, 16, 26, 33, 50 ,60], genetic algorithms [2, 29, 46 Among all the previous studies, only a few have considered the impact of clouds. Lin et al. [32, 33] formulated the presence of clouds as a set of covered time windows, and forbade the tasks to be observed in the covered time windows. In practice, the drawback and infeasibility of Lin's approach is that there exist a lot of uncertainties of clouds, which are always changing over time and are impossible to be forecasted exactly [3, 7, 27] . Thus decision makers cannot get the deterministic information of clouds before scheduling. Liao et al.
[31] considered the uncertainties of clouds, formulated the presence of clouds for each observation window as a stochastic event, and established a model with the objective of maximizing the weighted sum of a function of the profits and the expected number of executed tasks. In [3] , the online scheduling of a Pleiades satellite that is equipped with a cloud detection instrument is considered, and the decisions are made on board based on the detection results of clouds.
Based on the principle of Dantzig-Wolfe decomposition, column generation algorithms have been proven to be one of the most successful approaches for solving linear programmes or for getting bounds for integer programmes. Currently, column generation and branchand-price that is a combination of column generation and branch-and-bound have been successfully used in many fields [12-14, 17,40,42,44] . However, with respect to EOS scheduling, the studies of column generation are still very limited. The column generation technique has been invoked in the deterministic EOS scheduling to provide a better upper bound [21, 38] and to evaluate the feasible solutions derived from some heuris- 
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probability that task i will be successfully observed on orbit k, i ∈ T, k ∈ O tics [10] . To the best of our knowledge, only Wang and Reinelt [57] has taken the branch-and-price algorithm into account to get the optimal solutions for some small instances of EOS scheduling.
The uncertain EOS scheduling problem
In this study we focus on the scheduling of multiple EOSs under uncertainties of clouds, in which the presence of clouds for observations is formulated as stochastic events. Essentially, the problem is a stochastic programming problem, and we construct both a mathematical expectation model and a CCP model to formulate the problem.
Problem description
In EOS scheduling, users normally submit two types of requests: (1) a spot, i.e., a circle with limited dimension, or (2) a polygon which may cover a wide geographical area. Due to its large size, a polygon usually is failed to be observed in a single orbit and therefore partitioned into multiple rectangular strips [10, 16, 48, 53] . In order to facilitate the description, a spot can be seen as a single strip. Hence, the tasks in this work are corresponding to the strips that require being photographed.
In this work, we consider the orbits of the satellites as the resources. Hence, there will be at most one observation window for each task on each resource. Some notations of this study are summarized in Table 1 . Let T be the set of tasks (strips) submitted by users and let O be the set of orbits within the scheduling horizon. With each task i ∈ T is associated a profit ω i . Each orbit k ∈ O is associated with a memory capacity M k , an energy capacity E k , a memory consumption for each unit of observation time m k and an energy consumption for each unit of observation time e k . Let b ik = 1 denote that task i can be observed on orbit k, otherwise b ik = 0. [ws ik , we ik ] denotes the time window for task i on orbit k, and θ ik represents the slewing angle. Many of these notions are illustrated in Fig. 2 . In this work, we only consider non-agile satellites, which have the maneuverability of rolling (slewing) which indicates a movement that is perpendicular to the direction of the orbit, without the maneuverability of pitching which indicates a movement along the direction of the orbit. Hence, the time windows for observations are fixed without flexibility, such that the start and finish time of task i on orbit k will be fixed as [ws ik , we ik ], and the duration can be calculated as we ik − ws ik . After observing a task, the satellite requires a sequence of transformation operations to observe the next one, which are sensor shutdown→ slewing→ attitude stability→ startup. Hence, there should be sufficient setup time between two consecutive tasks, and the required setup time can be calculated by the following formula [55] :
where st k ij is the setup time between task i and task j on orbit k, and sd k , as k and su k are the times of sensor shutdown, attitude stability and startup of orbit k, respectively. Besides, s k is the slewing velocity of orbit k, and θ ik and θ jk are the slewing angles of tasks i and j on orbit k, respectively.
For observing task i on orbit k, the memory consumption can be computed by (we ik − ws ik )m k . Differently from memory, energy will not only be consumed by observation, but also by sensor slewing. The energy consumption for observing task i on orbit k is (we ik −ws ik )e k . Let ρ k ij denote the energy consumption of slewing between consecutive tasks i and j on orbit k, which can be calculated by the formula below:
where π k is the energy consumption for each unit slewing angle on orbit k.
Considering the uncertainties of clouds, we formulate the presence of clouds for observations as stochastic events, denoted by 0-1 stochastic variablesλ ik , i ∈ T, k ∈ O.λ ik = 1 if the observation of task i on orbit k can be successfully observed without the presence of clouds, otherwiseλ ik = 0. Let p ik denote the probability for a successful observation of task i on orbit k, i.e., no presence of clouds, thus we can obtain p{λ ik = 1} = p ik and p{λ ik = 0} = 1 − p ik .
At present, two different ways for formulating the stochastic programming have been proposed to suit the different purposes of management [34, 35] . The first way for stochastic programming is the expectation model, which optimizes the expected values of the criteria subject to some expected constraints. The second, chance constrained programming, was pioneered by Charnes and Cooper [15] as a means of handling uncertainty by specifying a confidence level at which it is desired that the stochastic constraint holds [35] . In this paper, we formulate the stochastic programming using both ways and construct the relevant mathematical models.
Expectation model
In this study, we formulate the EOS scheduling problem with flow variables, and establish a mathematical expectation model, which maximizes the expected profits of successful observations. In this model, we use binary decision variables x k ij ∈ {0, 1} (i, j ∈ T ∪ {s, t}, k ∈ O), in which T = {1, ..., n} is the set of real tasks and s, t are dummy tasks for starting and terminating, respectively. x k ij = 1 if both tasks i, j are scheduled on orbit k, and task i is the immediate predecessor of task j; otherwise x k ij = 0. The mathematical model is given below:
Proactive scheduling algorithms for multiple earth observation satellites under uncertainties of clouds
The objective (1) is to maximize the expected value of the profits of the executed tasks under uncertainties of clouds. The set of constraints (2) guarantees that each task will be observed at most once. Constraints (3) are flow balance constraints that force the number of predecessors to be equal to the number of successors for each task. Constraints (4) enforce that each task can only be scheduled to the orbits that are available for it. There must be sufficient setup times between consecutive tasks for transformations, which is enforced in constraints (5). Constraints (6) check that the memory consumption of the scheduled tasks cannot exceed the memory capacity for each orbit. Constraints (7) compute the energy consumption of the task sequence for each orbit, and enforce that the energy consumption must be less than or equal to the capacity.
Chance constrained programming model
Next to the expectation model, we also construct the chance constrained programming model for the scheduling of multiple EOSs under uncertainties of clouds. From the above problem description and the previous expectation model, we can arrive at the conclusion that the constraints of our problem are deterministic, but the scheduling objective, namely maximizing the profits of the executed tasks, is stochastic. In [34] , Liu has proven that the chance constrained programming is also available for stochastic objectives.
Let (1 − α) denote the predefined confidence level. The objective of the chance constrained programming model is:
in whichf is constrained by the following chance constraint:
The chance constraint (10) states that the probability that the profits of executed tasks under uncertainties of clouds will be at leastf is larger than or equal to the confidence level 1 − α. Besides, the remaining constraints, such as unicity constraints, setup time constraints, memory constraints, etc, are identical to those of the expectation model. Therefore, the CCP model is formulated as: maxf subject to: (2)-(8), (10) . Compared with the expectation model, the solution complexity of the CCP model is indeed larger due to the chance constraint.
Solution approach for the expectation model
Note that, the proposed expectation model is characterized by a block diagonal structure, which facilitates being decomposed. Hence, in order to solve the expectation model more efficiently, we decompose and formulate it as a set packing (master) problem and some subproblems using Dantzig-Wolfe decomposition.
Set packing model
To formulate the set packing problem, we define the following notations:
R k : the set of all feasible solutions (schedules) for
α ijrk : α ijrk = 1 if task i is the immediate predecessor of task j of solution r on orbit k, otherwise α ijrk = 0.
c kr : the expected scheduling profits of feasible solution r on orbit k, r ∈ R k , k ∈ O.
Decision variables:
The set packing model for the scheduling of multiple EOSs under uncertainties of clouds can be formulated as follows:
The objective (11) is to maximize the expected value of the profits of executed tasks. Constraints (12) are corresponding to constraints (2), which enforce each task to be executed at most once. Constraints (13) are the convexity constraints representing that a feasible solution should be selected for each orbit. Explicitly, the above formulation only take the unicity constraints into account for EOS scheduling. However, the remaining constraints are also involved implicitly to constitute the feasible solutions for each orbit (see Section 4.3).
It should be noted that the above set packing model decreases the number of constraints compared with the original expectation model, which seems to be faster for solving. However, the number of feasible solutions for each orbit grows exponentially with the problem size, which results in an exponential growth in the computational time. Hence, in order to avoid the "explosion" of the solution time, we intend to solve the linear programming (LP) relaxation of the above set packing problem using column generation, as described in the next section.
Column generation
Despite the large number of feasible solutions for each orbit, it is possible to solve the LP relaxation using column generation. In essence, column generation is an iterative procedure that starts by solving the problem using a subset of all feasible solutions (columns), which is the so-called Restricted Master Problem (RMP). Then the RMP is solved to optimality. In the next step, in the subproblems the dual variables are used to price out the absent columns that can improve the objective. If one or multiple promising columns are identified (i.e., columns with a positive reduced cost for our problem), the column(s) will be added to the RMP and the RMP is re-optimized. Then, the procedure will terminate if we cannot find any columns to improve the objective (e.g. the reduced costs of all absent columns are negative).
In the first iteration, we solve the RMP using a subset of columns
in which the subset R k are provided by a dynamic programming algorithm (see Section 4.4.1). Thereafter, for each successive iteration, the following dual variables are passed to the subproblems for identifying feasible columns with positive reduced costs:
-µ i : dual variables corresponding to constraints (12), -δ k : dual variables corresponding to constraints (13).
On the basis of the dual variables from the RMP, we can theoretically calculate the reduced cost for each absent column, and add the columns with positive reduced costs to the RMP. However, due to the large number of columns, it is impractical and much too time consuming to enumerate all absent columns. Hence, we transfer the problem to an optimization problem that searches for the column with the most positive reduced cost. In addition, because of the block diagonal structure, the column with the most positive reduced cost for each orbit can be identified and added separately.
Subproblem
In each iteration of column generation, we solve m subproblems, one for each orbit k, k ∈ O. In each subproblem, the objective is to find the feasible solution for the specified orbit with the most positive reduced cost to be added to the current pool of active columns in RMP. Hence, the objective of the subproblem for orbit k, k ∈ O is outlined as below:
Note that the index k can be removed from all decision variables and parameters for each subproblem, since each subproblem is solved separately. Therefore, the above objective function can be rewritten as:
In which c r = i∈T j ∈ T ∪ {t} j = i ω i p i α ijr , and the index r can also be neglected for the optimization problem, thus the objective is:
Parameters. The additional parameters employed in the subproblem are:
M, E: memory capacity and energy capacity. m, e: memory and energy consumption for each unit time of observation.
[ws i , we i ]: time window of observation of task i, i ∈ T .
st ij : setup time between task i and task j, i, j ∈ T . ρ ij : energy consumption for slewing between task i and task j, i, j ∈ T .
p i : probability that task i will be successfully executed, i ∈ T .
Decision variables. The decision variables used in the subproblem are:
α ij : α ij = 1 if both tasks i, j are scheduled, and task i is the immediate predecessor of task j; otherwise α ij = 0.
Subproblem formulation. The subproblem can be formulated as follows:
Constraints (19)- (24) are corresponding to constraints (3)- (8) of the original problem, respectively. Since the subproblem is solved separately for each orbit, the complexity of the problem is significantly reduced compared to the original problem. Subsequently, we solve the subproblems with a forward-checking dynamic programming algorithm (see Section 4.4.2).
Dynamic programming
In this work, dynamic programming based on some labels (see [20] ) is proposed significantly, which cannot only provide some initial columns for solving the RMP, but also solve the subproblems to price out some promising columns. In order to facilitate the description, we first define a directed acyclic graph (DAG)
Note that, the problems can be solved separately for each orbit. Hence, without provoking ambiguity, we drop the superscript k in the remaining text. Using a task-on-node representation, the nodes in V represent the tasks that are available, plus two special nodes {s, t} representing the dummy starting and dummy terminating tasks. Each node in V represents an available task and all nodes are numbered in the chronological order of the time windows. A is the set of arcs, which is defined as below:
task j can be observed after task i, i.e. the setup time constraints between tasks i and j are satisfied.
It is obvious that a path from the starting node s to the terminating node t that satisfies the memory and energy constraints represents a feasible solution. Based on the above formulation, we can both obtain the initial feasible solutions and solve the subproblems to add the new columns to the RMP.
Initial feasible solutions
In this study, in order to generate some initial feasible solutions for each orbit, we first assign each node i of the directed acyclic graph a weight ω i , ω i = ω i p i . Afterwards, we originally proposed to enumerate all feasible solutions for each orbit, but unfortunately, for some large-scale problems, this is infeasible due to the limitation on the computer memory. Hence, as an alternative, we enumerate a great number ColN um of feasible solutions using a dynamic programming algorithm. Ultimately, among the ColN um solutions, a predefined number L of elements of maximum weight are selected to be used in the column generation algorithm.
For each node j, we store a set of labels P (j) that represent all paths from the starting node s to j. A label in P (j), corresponding to a path p = {s,
, where i k is the immediate predecessor of j in path p, ↑ l p is a pointer on the label referring to the path p = {s,
, Ω p is the weight of path p, i.e., the sum of weights of the nodes in path p, and M p , E p are the memory consumption and energy consumption of path p, respectively. Besides, N (j) is defined as the number of labels in P (j). To respect the memory limitation, N (j) must be less than or equal to ColN um for each node j. The dynamic programming algorithm is described in Algorithm 1, in which Γ −1 (j) is the set of all predecessors of j. At each iteration, we determine the label set for a node j, j ← 1, . . . , n, t (remember here that t represents the dummy terminating task). For each subpath in each predecessor i of j, we add the subpath with the node j and the relevant arc (i, j). If both the memory and energy constraints are satisfied, we will add the label of the path to P (j), and then access the next subpath.
By this algorithm, for each node j (including the terminating node t), at most a number ColN um of paths from the starting node s to j will be stored in the label set P (j). Meanwhile, each feasible path stored in the label set P (t) is corresponding to a feasible solution. Then, a predefined number L of feasible solutions of maximum weight will be selected as the initial feasible solutions. In addition, in order to guarantee that the master problem is feasible, we add an "empty" solution Algorithm 1 Dynamic programming
for all l p ∈ P (i) do 6:
if memory and energy constraints are satisfied and N (j) < ColN um then 7:
end if 10:
end for 11:
end for 12: end for that is corresponding to the direct path from s to t for each orbit.
Solution for the subproblems
For each subproblem, we want to find the absent feasible solution with the most positive reduced cost, and add it to the RMP to improve the objective. Hence, based on the DAG formulation, the subproblem is to search for a path from s to t with the maximum weight respecting the memory and energy constraints, which in essence is a constrained longest weighted path planning problem. Notably, at each iteration of column generation, the weight of each node i should be updated with the dual variables from the RMP, namely
On the basis of [20] , the subproblem can be solved using a forward-checking dynamic programming algorithm. Before describing the algorithm, we first introduce some definitions.
Definition 1: Path domination. From the starting node s to node j, there are two feasible paths p, q, i.e., l p , l q ∈ P (j), path p is dominated by path q if and
and at least one inequality holds.
Definition 2: Dominated path and nondominated path. From the starting node s to node j, path p, l p ∈ P (j) is a dominated path if ∃l q ∈ P (j) such that path p is dominated by path q, otherwise path p is a non-dominated path.
Definition 3: Optimal path. For the paths from s to t, optimal path p is the path with maximum Ω p , which is corresponding to the optimal solution for the subproblem.
The forward-checking dynamic programming algorithm is outlined in Algorithm 2. At each iteration, we determine the label set P (j) for j = 1, 2, . . . , n, t in two stages. In the first stage, we define for all predecessors i of node j the set P i (j) of labels associated with efficient subpaths from s to i plus the arc (i, j), with both the memory constraints and the energy constraints being satisfied. In the second stage, we merge the sets P i (j) for all predecessors i, i ∈ Γ −1 (j) while removing all dominated paths in order to obtain P (j). Dominance tests are applied only between paths belonging to different sets P i (j). At the end of the algorithm, P (t) describes all feasible non-dominated paths from s to t, among which the optimal path corresponding to the optimal solution is selected.
Algorithm 2 Forward-checking dynamic programming
{First stage} 6:
for all l p ∈ P (i) do 8:
if memory and energy constraints are satisfied then 9:
end if 11:
end for 12: end for 13:
{Second stage} 14:
end for 20:
end for 21:
end for 23: end for
Branch-and-bound
From the column generation algorithm, we can solve the LP relaxation of the set packing model to get the optimal solution, which is an upper bound to the optimal solution of the original problem. However, column generation cannot guarantee the integrality. In many cases, the solutions of column generation are not integer solutions. Hence, in order to get the optimal integer solution of the original problem, a branch-and-price algorithm, which is a combination of column generation and branch-and-bound, is required to solve the problem. In the branch-and-price algorithm, column generation is employed at each node of the branch-and-bound tree, then if the solution from column generation is not integer, branching will be employed.
Branching is an important issue in the branch-andprice algorithm, which is different from the typical branchand-bound algorithm. Normally, direct branching strategies on the column variables of the RMP are thought to be inappropriate, because it could cause a significant alteration to the subproblem and yield an unbalanced branch-and-bound tree [4, 49] . Currently, there have been some effective branching strategies proposed by researchers. One of the strategies is Ryan-Foster branching, and the other way is to branch on the variables of the original problem.
In this study, we plan to use the branching on the variables of the original problem. For each subproblem (orbit) k, if there exist fractional variables, there will be at least two variables that are fractional, say z kr and z ks , due to the convexity constraints (13). Hence, for the two columns corresponding to the fractional variables, if
we will branch on task i, i.e., set
The main advantage of this branching scheme is that it does not destroy the structure of the subproblem, because the resulting modifications simply entail amending the weight of the corresponding node in the DAG. For instance, if j ∈ T ∪ {t}
is set to 1, the corresponding weight ω i is set to +∞ for orbit k; otherwise if j ∈ T ∪ {t} j = i x k ij is set to 0, ω i is set to −∞ for orbit k. The second advantage is the fact that this branching strategy yields a balanced branchand-bound tree.
In Algorithm 3, an overview of the branch-andprice algorithm is given.
Solution approach for the CCP model
Because of some difficulties, the CCP model is intractable to solve directly [36, 37] . In order to solve the CCP model, we have transferred it to a mixed integer programming model by sample approximation in the previous research [55].
Sample approximation
A sample W is a set of scenarios of the random vector sample approximation problem with a confidence level at least (1 − ) that is refereed to the sample confidence level. Normally, we set 1 − > 1 − α. Afterwards, we reformulate the CCP model as below:
Let y l for each scenario w l , w l ∈ W be binary variables, y l = 0 if the obtained solution must be feasible for scenario w l and y l = 1 otherwise.
Chance constraint (10) can be replaced by the following constraints:
Constraints (25) state that the profits of the observations have to be larger than or equal tof for scenario w l if y l = 0, in which λ l ik is the value of stochastic variableλ ik under scenario w l , and M is assumed to be a sufficiently large number, which can be set to the sum of the profits of all tasks. Constraint (26) imposes that the number of scenarios for which the solution is not necessarily feasible, which means the profits of the observations are not necessary to be larger than or equal tof , will be at most |W | · . Thus, the sample ap-proximation formulation of the original CCP problem is: maximizef subject to (2)- (8), (25)-(27).
Set packing model
Similarly with the expectation model, we also reformulate the sample approximation formulation as a master problem and some subproblems using Dantzig-Wolfe decomposition. Note that, the master problem is also a set packing problem, which only involves the unicity constraints and the sample related constraints.
To facilitate the reformulation, we add the following notations to those in Section 4.1: c l kr : the profit of column r of orbit k under scenario
The set packing model of the CCP problem can be formulated as follows:
The objective is to maximize the value of the real variablef that is constrained by the chance constraints. Constraints (29) are corresponding to constraints (2), which ensure that each task will be executed at most once. Constraints (30) are the convexity constraints representing that a feasible solution should be selected for each orbit. Constraints (31) state that the profits of the observations have to be larger than or equal tof for scenario w l if y l = 0. Constraint (32) is identical to constraint (26).
Column generation
Similarly with the expectation model, the above set packing model for chance constrained programming can also be solved by column generation to obtain the optimal solution of the LP relaxation. For the first iteration of the column generation, the set of initial columns R k , R k ⊆ R k for each orbit k can also be obtained by Algorithm 1, except that the weight for each node i will be modified as ω i = (
For each iteration, the following dual variables are passed to the subproblems for identifying feasible columns with positive reduced costs:
-µ i : dual variables corresponding to constraints (29), -δ k : dual variables corresponding to constraints (30), -φ l : dual variables corresponding to constraints (31).
In this study, it is not necessary to consider the dual variable corresponding to constraint (32) since this constraint does not involve the z kr variables and therefore the associated dual variable does not impact the reduced costs of the z kr variables. On the basis of the dual variables, we can model and solve the subproblem for each orbit to add the column with the most positive reduced cost.
Subproblem
In order to find the absent column with the most positive reduced cost, the objective of subproblem k, k ∈ O is defined as:
Because each subproblem can be solved separately, we can remove the index k without provoking ambiguity. In addition, noting that c
and we can formulate the objective as:
Hence, with the notations similar to Section 4.3, we can formulate the subproblem as: maximize (35) subject to (19)-(24).
The above subproblem can also be solved using Algorithm 2 with the modification that the weight for each node i should be 
Column generation heuristic
As described previously, the optimal solutions obtained from the column generation algorithm normally are not integer feasible solutions. Intuitively, we also intended to use the branch-and-price algorithm to get the optimal integer solutions of the original problem. However, after experimental testing, we discovered that it is difficult and inappropriate to solve the chance constrained programming using the branch-and-price algorithm. The first reason is that in the RMP of the CCP model, not only z ik , i ∈ T, k ∈ O, but also y l , w l ∈ W are integer variables. Among the integer variables, branching on z ik , i ∈ T, k ∈ O that are associated with columns can be easily handled by the branching strategies: branching on the original variables and modifications of the weights of the relevant nodes (see Section 4.5). However, for the sample associated variables y l , w l ∈ W , branching will destroy the structure of the master problem, which will make the problem extremely difficult to be solved. Secondly, from the sample approximation formulation of the CCP model, we found that if we solve the LP relaxation of the set packing model (28)-(32), most (even all) variables y l , w l ∈ W will be fractional, and one branching can only set one variable to be integer. Due to the large size of the sample, numerous branches will be required, which will result in the branch-and-price algorithm being much too time consuming. Fortunately, some column generation heuristic algorithms can solve the complicated combinational optimization problems efficiently and provide a lower bound close to the optimal solution [1, 18] . Hence, in order to get the integer feasible solutions of the CCP problem, we propose to solve the problem using a column generation based heuristic algorithm. It solved the integer programming model of the restricted master problem to find an integer solution based on the existing columns when we have solved the LP relaxation optimally. Clearly, the obtained integer feasible solution cannot be guaranteed to be optimal. However, we can get a "good" integer feasible solution in a short time even for large-scale problems.
The pseudocode of the column generation heuristic algorithm is outlined in Algorithm 4.
Computational results
For this section, we created a great number of problem instances in order to evaluate the effectiveness and efficiency of our proposed approaches. By the simulations, the performances of both the branch-and-price algorithm and the column generation heuristic algorithm are evaluated.
In order to verify the effectiveness and efficiency of our algorithms, the tasks are randomly generated in the area: latitude 0
• -60
• and longitude 0 • -150
• . Without loss of generality, the profits of tasks are integers, uniformly distributed in the interval [1, 10] . In this work, three different satellites are considered. The parameters of the satellites are outlined in Table 2 , and the orbit models of the satellites are obtained from the Satellite Tool Kit (STK). In addition, the memory capacity and energy capacity for each orbit are randomly generated in the intervals [200, 240] and [240,320], respectively. Considering the uncertainties of clouds, for each time window of observation, the probability that there is no presence of clouds, i.e. the observation is successful, will be uniformly distributed in [0.5,1).
The algorithms in this study were implemented in C++ using the CPLEX 12.3 API and ran on a personal laptop equipped with an Intel(R) Core(TM) i5-2430M 2.40 GHz (2 processors) and 4 Gb RAM, with operating system Windows 7.
Performance evaluation of the branch-and-price algorithm
In this experiment, the number of tasks ranges from 20 to 180 with an increment of 20. The scheduling horizons are set to 12 and 24 hours, which are corresponding to 21 and 42 orbits, respectively. For each parameter setting, we create 10 problem instances randomly. Hence, we will have 180 instances in total.
Before evaluating the performance of our branchand-price algorithm, we need to set the parameters L and ColN um reasonably in order to make the performance of the algorithm as best as possible. Table 3 shows the parameter testing results, in which only the solution times are given due to the fact that all in-Algorithm 4 Column generation heuristic 1: Initialize a predefined number of columns with the maximum weights using Algorithm 1.
2: LP opt f ound ← F ALSE; 3: while (LP opt f ound = F ALSE) do 4:
LP opt f ound ← T RU E; 5:
CurrentN ode.LocalU pperBound ← SOLVE-MASTER-LP(); /*solve the linear programming relaxation of the master problem*/ 6:
RC k ← FIND-NEW-COLUMN(k); /*solve the subproblem k with Algorithm 2 to get the maximum reduced cost of the absent columns*/ 8:
add the new column to the restricted master; 10:
LP opt f ound ← F ALSE 11:
end if 12: end for 13: end while 14: F eaSolObj ← SOLVE-MASTER(); /*solve the master problem based on the existing columns to obtain a "good" integer feasible solution*/ stances are solved optimally with the same objective function values. Table 3 reveals that the branch-andprice algorithm will perform best with the parameter setting "ColN um = 3000,L = 5". Hence, in the following experiments, we will adopt this setting for the branch-and-price algorithm.
To verify the superiority of the branch-and-price algorithm, we first compare its performance with that of CPLEX. In addition, there is also another intuitive approach to solve the expectation model. Using the Dantzig-Wolfe decomposition, we can construct the set packing model and some subproblems (see Section 4), and then we solve the set packing model directly to get integer solutions based on all columns or the maximum number (limited by computer memory) of columns that can be obtained by Algorithm 1 for each orbit. In the subsequent text, we call this approach Dantzig-Wolfe decomposition based heuristic (DWDH) algorithm, and we will also compare the performance of our branchand-price algorithm with that of the DWDH algorithm. Table 4 shows the comparison results, in which columns "Obj" contain the average of the schedule objective values for the 10 instances, and columns "Time" contain the average values of the solution times. Besides, columns "(opt,fea)" show the number of instances that are solved optimally and the number of instances for which we can only get feasible solutions, respectively. Furthermore, more details for each problem instance are outlined in Tables 6 and 7 of the Appendix, in which the nonoptimal solutions are denoted in underlined numbers. According to the results in Table 4 , we can conclude that both the proposed branch-and-price algorithm and CPLEX can derive the optimal solutions for all instances. Hence, the scheduling objective values are equivalent all the time. However, the branch-andprice algorithm is much faster to obtain the optimal solutions, which is more efficient compared with CPLEX. Additionally, it can be observed that the DWDH algorithm solves faster than our branch-and-price algorithm, especially for the larger problems (from 60 to 180 tasks). This is because the DWDH algorithm only solves the set packing model once to get the integer solution, without the iteration procedure for generating columns. Moreover, the DWDH can get all optimal solutions for small size problems (form 20 to 100 tasks), because there are not too many columns for each orbit, and we can easily enumerate all columns and solve the set packing problems optimally. However, with the number of tasks increasing, the number of columns for each orbit increases, and we cannot enumerate all columns for some instances due to the limitation of computer memory. Hence, for some instances, we cannot get the optimal solutions, as shown in Table  4 .
Performance evaluation of the column generation heuristic algorithm
In this section, in order to evaluate the performance of the proposed column generation heuristic algorithm for the CCP problem, we compare the solutions of CGH with those of the DWDH algorithm (see Section 6.1), the branch-and-cut algorithm in [55] and CPLEX. In this experiment, the number of tasks is set to 20, 40, 60, 80 and 100, and the number of orbits is set to 21 and 42, respectively. For each parameter setting, we also create 10 problem instances randomly. Additionally, the sample confidence level 1 − is set to 0.95, and the sample size |W | is set to 100. Besides, the sample for each instance is randomly generated using MonteCarlo simulation. According to the parameter testing results in Section 6.1, we will adopt the parameter setting "ColN um = 3000, L = 5" for the CGH algorithm. Table 5 reveals the evaluation results, in which columns "M " and "N " represent the number of orbits and the number of tasks, respectively. Besides, columns "Obj", "Time" and "(opt,fea)" are identical to those in Table 4, and columns "GAP %" describe the average gap between the objective function values of the feasible solutions and those of the optimal solutions. Furthermore, with respect to the CGH algorithm, we can at least get feasible solutions for all instances. However, for the instances that are not included in (opt,fea), we cannot figure out whether the solutions are optimal or nonoptimal because we cannot get the optimal solutions. In contrast, with regard to the other algorithms, for the instances that are not included in (opt,fea), we cannot get feasible solutions due to out-of-memory problems. Note that, for most large-scale instances, the DWDH algorithm, the branch-and-cut algorithm and CPLEX fail to solve the instances due to out-of-memory problems. Therefore, we solve the instances of 80 tasks for 42 orbits with the CGH algorithm only and we do not solve the instances of 100 tasks for 42 orbits. Furthermore, more details for each problem instance are outlined in Tables 8 and 9 of the Appendix, in which the nonoptimal solutions are denoted in underlined numbers.
From Tables 5, we can conclude that the CGH can get "good" feasible solutions in reasonable times for most instances. Additionally, although CPLEX and the branch-and-cut algorithm can get the optimal solutions, the solution times will increase explosively. Especially, for some large-scale problems, no feasible solutions can be obtained due to the limit of computer memory. Fortunately, using our proposed column generation heuristic algorithm, we can solve the problems very efficiently, and at least the feasible solutions can be obtained. Furthermore, for the small or medium size instances, the DWDH gets better solutions that are mostly the optimal solutions, compared with the CGH algorithm. However, for the large-scale instances, the DWDH algorithm performs worse, as it will cost much more time to get the optimal solutions than the branch-and-cut algorithm and CPLEX. Even worse, for some larger problem instances (100 tasks for 21 orbits and 60 tasks for 42 orbits), the DWDH algorithm cannot get feasible solutions due to the limited memory. For the comparisons between CPLEX and the branch-and-cut algorithm, for the small or medium size instances (less than 80 tasks for 21 orbits), the solution times of the branch-andcut algorithm are less than those of CPLEX. On the contrary, for the large-scale instances (100 tasks for 21 orbits and all the instances for 42 orbits), the branchand-cut algorithm will be more time consuming. 7 Conclusions and future work
In this paper, considering the uncertainties of clouds, we formulated the presence of clouds for observations as stochastic events, and then investigated the scheduling of multiple EOSs. Based on different viewpoints, we proposed both an expectation model and a chance constrained programming model to formulate the problem. With respect to the expectation model, we devise an exact algorithm based on branch-and-price to solve the model optimally and efficiently. On the other hand, because of the difficulties and the infeasibility of the branch-and-price algorithm for solving the CCP model, a column generation based heuristic algorithm is designed to obtain "good" feasible solutions efficiently.
To the best of our knowledge, this is the first study that suggests exact and heuristic algorithms based on column generation to solve the scheduling of multiple EOSs under uncertainties of clouds. Finally, by a great number of simulation experiments, we proved that: 1) the branch-and-price algorithm can solve the expectation model optimally for all generated instances and this faster than CPLEX; 2) for the CCP model, the column generation heuristic algorithm can get close-tooptimal solutions for all instances efficiently.
In the future, the first extension of our research is to consider the scheduling of agile satellites under uncertainties. Different from the non-agile satellites in this study, the agile satellites do not only have the maneuverability of slewing, but also the maneuverability of pitching, along with the orbit. Hence, the satellite will have a long time window for observation. Consequently, we need not only allocate the tasks to the orbits, but also need to decide the start and finish times. In addition, for a unique window, the impact of clouds for different parts will be different, which will make the problem more complicated. Moreover, besides the proactive scheduling, we will also consider developing reactive scheduling algorithms for EOSs. Currently, most of the new generations of EOSs will be equipped with cloud detection instruments [3] that can detect the status of clouds for specified areas before observation. Hence, the scheduling decisions can be made according to the detection results on board. However, the time interval between detection and observation will be very short, thus the decision should be made very quickly. Hence, it will be important to design highly efficient reactive scheduling algorithms. Further, we will also consider incorporating some more sophisticated techniques such as dual stabilization and dynamic constraint aggregation to speed up the convergence of the column generation process. 
