interactions, and to achieve the highest degree of parallelism.
roadway, and control elements such as signal controllers, detectors, and a traffic management center.
Large scale trip simulation is essential for IVHS cost/benefits analysis.
Only by large scale traffic simulation, can the cumulative impacts of ATIS and ATMS technologies over a great number of trips covering an entire metropolitan area or networks of surface streets and freeways be determined.
To date, more abstract macroscopic and mesoscopic flow models must supplement microscopic models due to the long run-time associated with large area microscopic models.
It is quite obvious that simulation time for objectoriented microscopic event simulation tends to increase almost exponentially with respect to model size since the number of objects and potential interactions among all objects increases rapidly as model size increases. Therefore, to achieve a reasonable speed in simulation, decomposition of a large model into submodels of equal size to be distributed evenly among a number of' processing elements will be necessary. Moreover, certain key algorithms that require access to cjbjects in each submodel may have to be pro:essed in parallel among submodels with results combined later to obtain the final result for global use. One such example is the computation of shortest paths for every node (or link) pair to be used by ATIS for route guidance simulations.
Thus, it is quite important to derive optimal or near optimal model decompmition techniques and parallel algorithms for object-oriented IVHS traffic simulation.
Intuitively, an m-fold speed improvement for object-oriented simulation over m distributed processing elements can be expected.
However, because of inter model interactions and potential causality violations, the expected gain in simulation speed may be noticeably less than the full m-fold improvement.
Since the prime goals for distributed object-oriented traffic simulation are scope and speed, distributed submodels should be balanced in both size and speed. Balance in the pace of simulation clocks among submodels is the most significant factor in achieving the desired speed of the overall simulation.
One natural assumption is that the simulation clock of an objectoriented traffic simulator runs inversely proportional to some power of the number of active vehicles in the model. Strategies to balance the number of objects among submodels while minimizing inter-model interactions (messages or objects transferred) are examined and a near optimal submodel decomposition strategy is developed.
In addition to submodel decomposition for distributed simulation, certain algorithms that deal with objects across submodel boundary may be distributed and the results from submodels combined to provide solutions for use by objects among all the submodels.
One such example is the shortest path between any origin/destination node-pair of a traffic simulation model. Shortest paths within a submodel may be computed locally; the results must be combined to yield shortest paths across submodels.
In this paper, it is shown that the Floyd algorithm to compute shortest paths for all node pairs may be revised and distributed to achieve a 10rn3 -fold improvement in computation time using m distributed processing elements.
Alternatively, the revised Floyd algorithm may be applied sequentially to all submodels and the results from submodels combined to obtain shortest paths for the entire model with a 10m2 -fold speed improvement without the use of distributed or parallel processors. Consequently, a revised and distributed Floyd algorithm offers a real possibility for use in real-time IVHS applications without the need of buying an expensive massive parallel processing computer.
SUBMODEL DECOMPOSITION
The scope and speed of an object-oriented simulation may be improved noticeably by distributed processing.
The first step to achieve this goal is to balance the number of objects among submodels, subject to additional constraints such as adjacency of objects and minimum boundary interactions.
The objectives of balanced submodels, maintaining adjacency, and minimizing intermodel interactions may not always be feasible because of the dynamic nature of all the contributing factors.
Therefore, optimal submodel decomposition appears to be NP-hard.
and a Dolvnomial If~Z~u RZ > (1/2) Em, increase r and repeat i, ii, and iii, otherwise, distribute nodes in U to neighboring submodels by
Step IV. Distribution of nodes to nei~hborin~submodels:
We now reach a regional submodel with size less than (1/2)Em or the remaining nodes in U are not adjacent to each other and the size of U is less than ( l/2) Em.
Since minimizing intersubmodel traflic is equivalent to maximizing intra- Add node z to the submodel where V* belongs if the submodel does not exceed 2Em.
Otherwise, select the submodel adjacent to z with the smallest submodel size. Repeat Step IV until either Sr or U is empty.
The proposed submodel decomposition algorithm is local greedy in that it always seeks for a neighboring node with the most traffic volume while maintaining the size of a submodel as close to Em as possible. Since traffic may be distributed to a given network in any conceivable way, no single decomposition algorithm can balance all submodels perfectly while maintaining adjacency and the node clustering (ignoring very short links) requirements, the goal of submodel decomposition should be limiting the maximum submodel size. For randomly distributed objects and events, this 10 cal greedy approach will generate submodels with the smallest submodel size qeater then (1/2)E(
Steps III-iv & III-v) and the maximum submodel size smaller than 2Em (Step III-ii and
Step III-v may contribute up to ( l/2)E~each).
DISTRIBUTED PATH UPDATES
Traffic simulation for IVHS requires the simulation of ATIS. One important sspect of ATIS is the capability of providing route selection and route guidance information to individual drivers. Consequently, there is a need to determine shortest paths for every driver from his current pcsition to his destination. Effective algorithms to compute shortest paths between node (or link) pairs include Moore (1957), Dijkstra, and Floyd algorithms (Chandy and Misra, 1982) , (Mateti and Dee, 1982) , (Harary, 1968) , (Chrsutofides, 1975) , and (Berge, 1973 techniques are needed to achieve the desired degree of parallelism.
The modified Floyd algorithm can only provide approximations to shortest paths across submodels as macronodes (Romeijr and Smith, 1992) . In this paper, we take a different approach to improve the Floyd algorithm for distributed traffic simulations.
Two factors contribute to the significant improvement in the speed of the Floyd algorithm.
First, the triple operation described below need only be computed for adjacent arcs (i, /) and (1, j) while 1 is reachable from i and j is reachable from 1. d$)
is the shortest path length (delay, or cost) from node i to node j computed during the kth iteration. Therefore, the Floyd algorithm may be modified to take this sparsity in network connectivity into consideration by using the adjacency relation of nodes and links and performing only the required triple operations. Figure 1 compares the original Floyd algorithm with a revised Floyd algorithm. Both algorithms store shortest paths between every node pair as a successor matrix. The total number of updates of the successor matrix needed for the revised Floyd algorithm is considerably less than the original Floyd algorithm in a sparsely connected network, e.g, a traffic network consisting of arterial streets, intersections, and freeway segments. Experience on traffic networks hss shown that the expected improvement in speed of the revised Floyd algorithm is 10 times faster over the unmodified algorithm. The gain of 10-fold improvement in speed can be achieved without using either distributed or massively parallel computing resources.
Second, the revised Floyd algorithm can be further enhanced to provide exact solutions of shortest paths for all node (or link) pairs using distributed computing resources. The following distributed Floyd algorithm will achieve an additional [rn3]-fold in speed.
Let S be an n node traffic network to be decomposed evenly into m subnetworks with approximately n/m nodes in each subnetwork. Assume that nodes in a subnetwork are adjacent to each other such that no hole or island nodes are allowed in each subnetwork. Let lk and ok be the sets of boundary nodes of the k-th subnetwork for which there is an incoming and outgoing arc respectively. 
