Abstract. We derive new obstructions to periodicity of classical knots by using tools from Heegaard Floer homology. We accomplish this by a two step approach.
Introduction
The study of periodic knots is an extension of the usual framework of knot theory to the equivariant case. Focusing on finite cyclic group actions, we say that a knot K in S 3 is periodic if there exists an integer q > 1 and an orientation preserving diffeomorphism f : S 3 → S 3 such that f (K) = K, the order of f is q, and the fixed point set of f is Let f be the subgroup of Dif f + (S 3 ) generated by f , then the orbit space S 3 / f is diffeomorphic to S 3 (see [26] ), and we let π : S 3 → S 3 / f be the associated quotient map. The knot K = π(K) is called the quotient knot of K and B = π(B) the quotient axis of K. See Figure 1 for an illustration of 3-periodicity of the trefoil. Topologists have studied how periodicity of a knot is reflected in its various invariants, including polynomial invariants such as the Alexander polynomial [10, 29, 30] , Jones polynomial [31] and its 2-variable generalizations [7, 8, 40, 43, 44, 46, 47] , and the twisted Alexander polynomials [18] . Obstructions to periodicity have also been found in terms of hyperbolic structures on knot complements [1] , homology groups of branched cyclic covers [32, 33] , concordance invariants of Casson and Gordon [33] , Khovanov homology [9] and Link Floer homology [17] .
We add to these a new knot periodicity obstruction that is based on the Heegaard
Floer correction terms of a cyclic branched cover of the knot. To do this, we take advantage of the the fact that if a knot K has period q, any cyclic cover Y of S 3 branched along K has an order q, orientation preserving self-diffeomorphism F : Y → Y [32] . The latter is used in conjunction with the next theorem to obstruct periodicity. Remark 1.3. Throughout this paper q and will denote two distinct primes and n will be a power of some prime number.
Theorem 1.4 (Proposition 2.5 in [32] ). Let Y and Y be the n-fold cyclic covers of S 3 branched along a q-periodic knot K and its quotient knot K respectively. Then Multiplicity of d(Y, s) 2 6 6 6 4 , s ∈ H 1 (Y ; Z) 5 − {0}.
It follows that 12a 100 cannot be 3-periodic.
When H 1 (Y ; Z) = 0, that is when the fixed-point set of F * | H 1 (Y ;Z) is larger than just the zero element, it is harder to keep tally of the multiplicities of the correction terms d(Y, s) with s ∈ H 1 (Y ; Z) , and our obstruction to q-periodicity in this case is weaker, taking the form of an inequality. (ii) Let the multiplicities of correction terms d(Y, s) with s ∈ H 1 (Y ; Z) , be n 1 , n 2 , . . . , n k and let m i be their reductions modulo q, that is m i ≡ n i (mod q), and 0 ≤ m i < q.
Then
Example 1.9. Consider the knots 7 4 and 9 2 from the knot tables [6] . For each of these, the Alexander polynomial is
Note that ∆(−1) = 15, and so the first homology of the double branched cover along any knot with this polynomial is
Let K = 7 4 # 7 4 # 9 2 and suppose that K has period 3. Then the Alexander polynomial of the quotient knot K is forced to be ∆ K (t) = 4t 2 − 7t + 4 (see Section 3.4, Example 3.3 for a justification). Let Y and Y denote the double branched covers
By Theorem 1.8 the fixed point set of the generator of the Z 3 action on H 1 (Y ) is a subgroup H isomorphic to Z 5 and the sum of the mod 3 multiplicities of the correction terms should be bounded above by | H | = 5.
The table below shows the correction terms d(Y, s) with s ∈ H 1 (Y ; Z) with their corresponding multiplicities. We see 2 corrections terms with multiplicities 24 and 6, respectively, but 9 distinct correction terms which do not have multiplicities divisible "built-in" Z 2 -symmetry of the correction terms, unfortunatly makes it difficult to use Theorems 1.6 and 1.8 to obstruct 2-periodicity of knots. However, see [17] .
The use of correction terms to obstruct q-periodicity (with q a prime) in Theorems 1.6 and 1.8, relies on the fact that the hypotheses in said theorems assure that F * : itself is q-primary), ensuring that H 1 (Y ; Z) − F ix(F * ) is nonempty becomes harder.
Nevertheless, we submit the following nontriviality criterion.
Theorem 1.11. Let q, , n be as in Remark 1.3. Let K be a q-periodic knot with quotient knot K, and let Y and Y be their n-fold cyclic branched covers. Assume
of F * intersected with the q-primary subgroup, i.e., F ix (F * :
does not equal all of H 1 (Y ; Z) q , and each correction term d(Y, s) with s ∈ H 1 (Y ; Z) q − F ix(F * ) occurs with a multiplicity that is divisible by q.
The proof of Theorem 1.11 is given in Section 3.3 and applications of it are supplied in Section 3.4.
We offer the following additional application of Theorems 1.6 and 1. Of these, the first six are 3-periodic (see Figure 2 for their 3-periodic diagrams) while the remaining 12a 634 , if 3-periodic, has a quotient knot with Alexander polynomial 
) be a point. Moreover, assume that the α-curves are mutually disjoint and linearly independent in H 1 (Σ g ; Z), similarly for the β-curves, and that the α-curves intersect the β-curves transversely and hence in finitely many points. The manifold Y is re-constructed from the associated Heegaard diagram (Σ g , α, β) by attaching 2-dimensional 1-handles to Σ h along the α-and β- ). Assume also that the α and β curves on Consider Sym g (Σ g ), the g-fold symmetric product of Σ g with itself, that is
where S g is the symmetric group on g letters acting on Σ g ×· · ·×Σ g by permutation. It is well known that Sym g (Σ g ) is a 2g dimensional manifold [24] . Let T α and T β be the
We shall denote the images of T α and T β in Sym g (Σ g ) by the same symbols. An intersection point x ∈ T α ∩ T β shall thus be viewed as an unordered gtuple x = {x 1 , . . . , x g }, and for convenience we shall always assume that
for some permutation σ ∈ S g .
2.1.2.
Almost-complex structures on Sym g (Σ g ) and the moduli space. The discussion in this section closely follows Section 3 in [36] .
Let (η, j) be a pair consisting of a Kähler form η and a complex structure j on Σ g , of which the latter tames the former, that is η(v, j(v)) > 0 for every nonzero tangent
) and note that it induces a covering map away from the diagonal D ⊂ Sym g (Σ g ), where D is
Let π i : Σ ×g → Σ g be projection onto the i-th factor, and letω = π *
Choose a collection of points z 1 , . . . , z m , one from each connected component of
The space of all (j, η, V )-nearly symmetric almost-complex structures shall be denoted by J (j, η, V ); it is a neighborhood of Sym g (j) in the space of almost-complex structures which agree with Sym g (j) over V .
Let D = [0, 1] × iR ⊂ C and define the group π 2 (x, y), associated to a pair of points x, y ∈ T α ∩T β , to be the homotopy group of Whitney disks, that is the homotopy group of maps
To an element φ ∈ π 2 (x, y) we associate the integer n z (φ) defined as the algebraic intersection number
An element φ ∈ π 2 (x, x) with n z (φ) = 0 shall be called a periodic class. Indeed, it is shown in [36] that if g > 1 and for any choice of x ∈ T α ∩ T β , there is an isomorphism
under which periodic classes map isomorphically to H 1 (Y ; Z).
We are now in a position to define a moduli space of holomorphic "strips"connecting a pair of points x, y ∈ T α ∩T β . Namely, fix a path s → J s of almost-complex structures over Sym g (Σ g ), and define M Js (x, y) and M Js (φ) (with φ ∈ π 2 (x, y)) as
Translation in the iR direction of D endows M Js (φ) with an R-action, and we define the moduli space of unparametrized J s -holomorphic curves as M Js (φ) := M Js (φ)/R.
For later use, we introduce the notation
and note that the moduli spaces (2.4) are cut out by this "twisted del-bar"operator. Additional properties of the moduli spaces M Js (φ), also proved in Section 3 of [36] , are listed below. Their statements involve the Maslov index µ(u) of a map u :
) which we do not discuss here but rather refer the reader to [14, 23, 41, 42] for specifics.
(i) [Theorem 3.18, [36] ] There are no non-constant J s -holomorphic disks u with
(ii) The dimension of the moduli space M Js (φ) equals the Maslov index µ(u) of any map u with [u] = φ. As we are exclusively interested in non-empty moduli spaces for generic choices of paths s → J s (see point (i)), this dimension is given by
We defer the definition of orientations on moduli spaces to Section 2. Given a diffeomorphism F :
We tacitly use here the identification Ψ :
Thus, a vector field v on Y 2 pulls back to (F * (v))(y) = F 
Orientations on moduli spaces.
As is typical in gauge theory (see [15] ), the orientability of the moduli space M Js (φ) (with φ ∈ π 2 (x, y) and s → J s a path in other homotopy class φ ∈ π 2 (x i , x j ) can uniquely be written as
This in turn gives rise to an orientation on the moduli space associated to φ by "multiplying " the chosen sections for θ 1 , . . . , θ m , φ 1 , . . . , φ b 1 under the easy to establish
where u * v is the splicing of u and v. in an arbitrary manner, and perpetuating these choices to orientations on the determinant line bundles of all other homotopy classes φ by means of (2.7) and the isomorphism (2.8). We shall refer to any choice of compatible orientations on the various M Js (φ), in the above sense, as a coherent orientation system o, and write
Two coherent orientation systems o and o shall be called equivalent if their difference While the Heegaard Floer groups of (Y, s) defined in the next section depend on a choice of a coherent orientation system from among the 2 b 1 (Y ) possible choices, they do so only through its equivalence class. Indeed, Ozsváth and Szabó showed in [37] that there is a canonical choice of coherent orientation system for (Y, s) whenever s is a torsion Spin c -structure (see also Section 2.1.7). To turn CF ∞ (Y, s) into a chain complex, we endow it with the differential ∂ ∞ :
A key observation is that n z (φ) ≥ 0 for any holomorphic φ, being the intersection number of two complex varieties. Because of this, the subgroup CF
forms a subcomplex and we denote by CF + (Y, s) the associated quotient complex. We
It is easy to verify that the
and we let∂ be its induced differential. Alternatively, CF (Y, s) can also be defined as the quotient complex CF + (Y, s)/Im(U ), a claim whose verification we leave as an exercise. 
Here the integer d(s) is defined as
In the case of s torsion (and hence of d(s) = 0), the relative Z-grading on HF
lifts to an absolute Q-gradinggr in the sense that for a pair of generators, the relation
holds. The precise definition orgr won't matter for our consideration, the interested reader is referred to Section 7 of [38] . being defined as quotient chain complexes, we obtain two short exact sequences of chain complexes, namely
Both ι's are inclusion maps while π is the quotient map. The associated long exact sequences in Heegaard Floer homology are
If s is torsion then the maps in the first sequence in (2.14) preserves the absolute grading gr except the map HF + (Y, s) → HF − (Y, s) which drops the grading by 1.
is defined as
is the map from the first of the two exact sequences in (2.14).
The correction terms carry a lot of information about the underlying 3-manifold Y , see for instance [16, 19, 20, 25, 35] for examples of applications. We mention here that if Y is the 2-fold cyclic cover of S 3 branched along an alternating knot K, then there is an algorithm for the computation of d(Y, s) for any s ∈ Spin c (Y ) that can easily be implemented on a computer (see [20, 39] for details). This algorithm underlies all computations of correction terms presented in this paper. To do so, we first introduce a twisted coefficients version of Heegaard Floer homology and then appeal to a result of Ozsváth and Szabó's from [37] .
An invariant surjective additive assignment A (or an additive assignment A for short) is a collection of functions
such that:
(i) For any φ ∈ π 2 (x, y) and any ψ ∈ π 2 (y, w), the equality A x,y (φ) + A y,w (ψ) = A x,w (φ * ψ) holds.
(
(iii) A is surjective. 
We can then define A x i ,x j as
where Π :
is projection onto the second summand. The thus obtained set of functions A = {A x,y } is an example of an additive assignment.
Using the additive assignment A from Example 2.4, we are now in position to define a modified differential for the infinity version of the Heegaard Floer chain com-
Here ξ ∈ H 1 (Y ; Z) and, as customary, we write the element in the group ring 
Our reason for this "introduction in a nutshell"to Heegaard Floer homology with totally twisted coefficients is the following result.
Theorem 2.5 (Theorem 10.12 from [37] ). There is a unique equivalence class of coherent orientation system o for any torsion Spin c -structure s ∈ Spin c (Y ) for which there is an isomorphism 
By writing α = F (α) we mean that α = {α 1 , . . . , α g } with α i = F (α i ) for every i = 1, . . . , g, and similarly for β = F (β). 
where by x ∈ T α ∩ T β we mean F (x) = {F (x 1 ), . . . , F (x g )} with x = {x 1 , . . . , x g }.
Let s ∈ Spin c (Y ) be a Spin c -structure and let [x, i] ∈ CF ∞ (Y, F * (s)) be a generator.
We then define F * : CF ∞ (Y, F * (s)) → CF ∞ (Y , s) to be the group homomorphism which is on generators given by
Note that this is well defined according to (2.15) for if
We proceed by showing that the above group homomorphism is a chain map. While this is ultimately a direct computation, we pause first to verify that F induces maps between the various objects appearing in (2.10) associated to both Y and Y . Firstly, let F Σ = F | Σg and note that F Σ : Σ g → Σ g is a surface diffeomorphism. Like-
) is a diffeomorphism, one that restricts to diffeomorphisms F Tα : T α → T α and F T β : T β → T β , and induces a bijection
• u] is a group isomorphism (with inverse F
In order for this latter isomorphism to map holomorphic strips to holomorphic ones, we need to exercise care in choosing paths of almost-complex structures on Sym
and Sym g (Σ g ). Let η be a Kähler form on Σ g and let η = F * (η ). Let j be an almostcomplex structure on Σ g taming η , and let j be the almost-complex structure on Σ g (taming η) given by j(v) = F −1 * (j (f * (v))). As in Section 2.1.2, pick points z 1 , . . . , z m , one from each connected component of Σ g − α − β and let
Choose an open set V ⊂ Sym g (Σ g ) meeting conditions (2.1) and let
Consider the map F :
Note that if J s ∈ J (j , η , V ) then F(J s ) ∈ J (j, η, V ). The key observation to make now is that the generic condition from Theorem 2.1 on J s is an open one. Accordingly, the open sets of generic choices J gen (j, η, V ) ⊂ J (j, η, V ) and
have the property that
Thus, we can and do choose a generic path J s ∈ J (j, η, V ) for which there exists a generic path J s ∈ J (j , η , V ) with J S = F(J S ). Going forward, we shall work with such a pair of paths J s and J s .
For generic and compatible choices of J s and J s , the moduli spaces M Js (φ) and M J s (φ ) are cut out transversely by their defining equations (2.4), and each equal Ker(∂ Js ) and Ker(∂ J s ) respectively (see (2.6)). As the smooth structure of the moduli spaces can be described by a Kuranishi model [12] , the map F * : Ker(∂ Js ) → Ker(∂ J s ) becomes a diffeomorphism of smooth manifolds. In particular, relying on (2.6), we conclude (2.16) µ(F * (φ)) = µ(φ).
We next turn to comparing the orientations of the moduli spaces M Js (φ)) and M J s (φ ). With this in place, we finally arrive at the announced computation:
is an isomorphism of chain groups (with respect to the chosen pointed Heegaard diagrams above), one that is easily seen to commute with the action of Z[U ]. Thus, F * descends to give isomorphisms F * :
With this understood, the main result of this section is captured in the next theorem. 
modules, for any choice of • ∈ {∞, ±, }. These isomorphisms fit into two commutative diagrams
2 is an immediate consequence of Theorem 2.6.
It remains to prove the part of Theorem 2.6 pertaining to invariance of grading, an issue we take up next. We first note that the relative cyclic grading is preserved by F * courtesy of (2.11) and (2.16). To see that the absolute rational gradinggr is also preserved in the case of a torsion Spin c -structure s ∈ Spin c (Y ), let x ∈ T α ∩ T β any point. Since T α ∩ T β is a finite set and since F * is an isomorphism, it follows that we can find a sequence of points x = x 0 , x 1 , . . . , x m−1 ∈ T α ∩ T β such that x i+1 = f (x i ) for each i = 0, . . . , m−1 (with addition of indices being cyclic modulo m). By preservation of relative grading, and the relation of the absolute to the relative grading (cf. (2.13)), we obtaiñ
. . . 
This completes the proof of Theorem 2.6. 2
Knot periodicity
This section begins with background material on knot periodicity and reviews some of the "classical obstructions" to periodicity alluded to in the introduction. The proofs of Theorems 1.6 and 1.8 are supplied in Section 3.2.
3.1. Background and classical periodicity obstructions. Let K ⊂ S 3 be a knot of period q > 1 and let f : S 3 → S 3 be the orientation preserving diffeomorphism realizing K's q-periodicity. Furthermore, if the genus of the quotient knot is g, then
This substantially limits the periods a given knot may possess.
Murasugi's Alexander Polynomial Conditions.
Note that the Alexander polynomial of a knot is a polynomial ∆ with integer coefficients, such that
Let K be a q-periodic knot with quotient knot K and let λ = | k(K, B)| be the absolute value of the linking number of K with its axis B. Let ∆ K (t) and ∆ K (t) be the Alexander polynomials of K and K respectively. The next two conditions constrain periodicity of K with K as a quotient knot.
The symbol " · ≡" stands for congruence modulo q up to multiplication by units in
. Additionally, gcd(λ, q) = 1. The proofs of these can be found in [29, 30] .
Conditions (3.5) and (3.6) are called the Murasugi Conditions.
The genus of any knot is necessarily greater than or equal to half of the degree of its Alexander polynomial. Therefore, using (3.3) we have
3.1.3. The Homology Condition. Recall from Remark 1.3 that q and denote distinct primes and n is a prime-power. Let g q ( ) be the smallest natural number such that
Let Y and Y be n-fold cyclic covers of S 3 branched over a q-periodic knot K and its quotient knot K respectively. Then there exist non-negative integers s, b 1 , . . . b s such that, after identifying H 1 (Y ; Z) with a subgroup of H 1 (Y ; Z) as allowed by Equation (1.1), we have the following isomorphism, proved in [33] , and henceforth referred to as the Homology Condition.
Prime-power fold cyclic covers Y of S 3 branched over a knot are rational homology spheres, and the degree of the cover is relatively prime to the order of the first homology of Y . If the degree of the cover is odd, then H 1 (Y ; Z) is always a double (that is
, but in general this is not the case for even-fold covers.
In Corollary 3.1 below we observe that for a periodic knot we have a "double" in homology irrespective of the parity of the prime-power fold cover.
Corollary 3.1. Let q and be two distinct primes and K a q-periodic knot with Y its n-fold cyclic branched cover (with n a prime-power of arbitrary parity). Then
In particular if Y is the double branched cover of K, ∆ K (t) the Alexander polynomial of the quotient knot, and |∆ K (−1), then
Proof. The claim (3.10) is a direct consequence of (3.9) as Z 2bgq( )
while (3.11) is implied by (3.10) along with the observation that if does not divide
With regards to (3.10) and (3.11), we note that the trivial group is a double.
When in Subsection 3.4 we revisit Examples 1.7 and 1.9 from the introduction, we shall see that that the knots considered therein pass each of the classical obstructions (3.2), (3.5), (3.6), (3.7) and (3.9), underscoring the strength of the novel Heegaard Floer obstruction.
3.2.
Proofs of Theorems 1.6 and 1.8. For the two proofs in this section, we rely on the following notation and assumptions:
Let K be a q-periodic knot whose periodicity is realized by an order q, orientation preserving diffeomorphism f : S 3 → S 3 . For some prime-power n, let Y be the n-fold cyclic cover of S 3 branched over K and let F : Y → Y be the lift of f . Note that Y is a rational homology 3-sphere. Let Y be the n-fold cyclic cover of S 3 branched along the quotient knot K and let be a prime distinct from q. Recall also that we 
)). Thus for every non-zero element
i 2 * (s)) for any pair i 1 , i 2 ∈ {1, . . . , q} (Theorem 1.2), the claim of Theorem 1.6 follows. 3.3. Proof of Theorem 1.11. In this section, assume K is a q-periodic knot with q a prime, let K be its quotient knot and let Y and Y be their n-fold branched covers.
The proof of Theorem 1.11 rests on the existence of a "transfer map" µ * :
q is the identity, satisfies the relation (see Diagram 3.1 for a definition of Π)
The existence of µ * and the validity of relation (3.12) follow from the results in Section III.2 of [2] , see specifically relation (2.2) in said section. When H 1 (Y ; Z) q ∼ = Z k q , the image of multiplication by q is a subgroup of cardinality q k−1 , and as a consequence of (3.12), the image of µ * and hence H 1 (Y ; Z) q have a cardinality greater than or equal to q k−1 , proving Theorem 1.11. 2
3.4.
Examples. This section illustrates the usefulness of Theorems 1.6 and 1.8 as a novel obstruction to knot periodicity. We start by re-examining Examples 1.7 and 1.9 from the introduction, through the lens of the classical periodicity obstructions from Section 3.1.
Example 3.2 (Example 1.7 revisited). As we saw in Example 1.7 from the introduction, the knot K = 12a 100 from the knot tables, is excluded from being 3-periodic by Theorem 1.6. The irreducible factorization of its Alexander polynomial ∆ K is given by
The Murasugi Condition (3.6) for ∆ K (t) and with q = 3, reads
As by (3.4) and (3.5) ∆ K is a symmetric factor of ∆ K , the only possibilities for ∆ K (t) are 1 or ∆ K (t). Of these, the only one that fits condition (3.14) is ∆ K (t) = 1 (verifying the claim made in Example 1.7). Thus K = 12a 100 passes the Murasugi condition with q = 3, ∆ K (t) = 1 and λ = 2 (note that, as required, gcd(λ, q) = 1).
The first homology of the 2-fold cyclic cover Y of S 3 branched over K is
Given this and given q = 3, the only meaningful choice of is 5. Since g 3 (5) = 1 (see (3.8) ), condition (3.9) gives us (keeping in mind that ∆ K (t) = 1 implies H 1 (Y ; Z) = 0)
which is clearly satisfied with t = 1, a 1 = 1 and a i = 0 for i ≥ 2. Accordingly, K = 12a 100 passes the Homology Condition.
Example 3.3 (Example 1.9 revisited). Let K = 7 4 #7 4 #9 2 as in Example 1.9. As already noted, the knots K 1 = 7 4 and K 2 = 9 2 have the same Alexander polynomial
As 4t 2 − 7t + 4 is irreducible, the only possibilities for the Alexander polynomial of a quotient knot K are 1 or powers of 4t 2 − 7t + 4. The Murasugi condition (3.6) with q = 3 becomes
which forces ∆ K (t) = 4t 2 − 7t + 4 and λ = 1 (verifying a claim made in Example 1.9).
With theses choices, K satisfies the Murasugi Conditions (3.5) and (3.6).
It is easily seen that K also meets the Homology Condition (3.9) since
(where Y i is the 2-fold cyclic cover of S 3 branched along K i , i = 1, 2), rendering
of the 2-fold cyclic branched cover of S 3 branched along the 3-periodic knot K = 7 4 #7 4 #7 4 .
Example 3.4 (Twelve crossing alternating knots). The largest genus of any knot with 12 crossings is g = 5. This is observed in [6] , and is proved by the following simple calculation.
Seifert's algorithm to find a Seifert surface for a 12-crossing knot will generate at least three Seifert circuits. (Only the trivial knot has exactly one Seifert circuit and only the torus knots of type (n, 2) have exactly two Seifert circuits and n in that case has to be odd.) So the Euler characteristic of a Seifert surface bounded by a 12-crossing knot is χ ≥ −12 + 3. As χ = 1 − 2g, it follows that g ≤ 5.
According to Edmonds' Condition (3.2), the largest possible period of any 12 crossing knot is then q = 11. Furthermore, for a genus 5 knot, the only possible periods larger than 5 are 6 and 11 and a period 6 knot is necessarily period 3. So the only prime periods we need to investigate are 2, 3, 5 and 11.
Of the 1288 alternating twelve crossing knots from the knot tables [6] , there are no knots that pass the Murasugi Conditions (3.5) and (3.6) and the Homology Condition (3.9) with q = 5 or 11. Thus excluding odd q-periodicity with q > 3 does not require the use of correction terms at all. We now focus on period 3.
First note that if ∆ K (t) · ≡ 1 mod 3, the knot K would satisfy the Murasugi Conditions (3.5) and (3.6) with ∆ K equal to any of the symmetric factors of ∆ K . There are twenty nine 12-crossing alternating knots that have such an Alexander polynomial. One of these, 12a 1202 , is shown to be period 3 in Figure 2 . The remaining 28 knots have irreducible Alexander polynomials, and therefore choices for ∆ K are 1 or ∆ K itself.
The knot 12a 1287 has a quadratic Alexander polynomial ∆ K (t) = 9t 2 − 19t + 9. It is easy to see that this knot has genus one. Now, (3.7) tells us that ∆ K (t) = 1, and the Homology Condition in (3.11), with = ∆ K (−1) = 37, rules out period 3.
The other 27 knots have Alexander polynomials with degree 4 or higher. As genus of a 12-crossing knot is at most 5, from (3.7) we know that the degree of ∆ K has to be at most 2. Therefore, in each of these cases, we have ∆ K = 1. Using the Homology Condition (3.9) we are able to eliminate period 3 for all 27.
There are 17 remaining knots that pass the Murasugi and Homology Conditions with q = 3. These include the remaining five period 3 knots from Figure 2, We first deal with 12a 735 , as this knot can be handled using our refinements of the classical obstructions. It has Alexander polynomial ∆ K (t) = 6 − 25t + 37t
which satisfies the Murasugi conditions with ∆ K (t) equal to 1 or 3t 2 −5t+3. Homology Conditions are satisfied if it is the latter. However, this knot has genus 2, and therefore (3.7) forces ∆ K (t) to be 1. As we have ∆ K (−1) = 9 × 11, with = 11, (3.11) rules out period 3.
Of the knots in the second row of (3.15), 12a 100 was already shown to not have period 3 in Example 1.7 using correction terms. Using the same method, we shall demonstrate next that the other three knots in this row also cannot have period 3.
The Alexander polynomial of knot K = 12a 348 is
and its mod 3 reduction is does not apply to the 3-torsion here. This makes K = 12a 780 the only knot among twelve crossing alternating knots that passes the Murasugi Conditions, the Homology Condition and the correction terms condition, but the stronger factorization conditions over cyclotomic integers obtained by Davis-Livingston in [10] show that this knot is not 3-periodic. (The knot 12a 634 satisfies Davis-Livingston conditions.)
We finish this section by mentioning an application of Theorem 1.2 in a more general setting of branched covers of S 3 over knots that are not necessarily periodic. Unfortunately, at present for q > 2, there are no effective methods to compute the Heegaard-Floer groups or the associated correction terms for a q-fold cover of S 3 branched over a knot K. is identically 0 when restricted to P and the Casson-Gordon invariants vanish for characters that are obtained by linking with elements of P. See [3, 4] .
Equivariant Slice Knots
A knot is equivariant slice or q-equivariant slice, if it is slice as well as q-periodic, and the periodic map of S 3 extends to a period q self-diffeomorphism of B 4 that leaves the slice disk invariant. It follows that the set of fixed points of the Z q action on B 4 is a 2-disk that intersects the slice disk in one point. Therefore, if K is equivariant slice with axis B, then lk(K, B) = 1 and K ∪ B is concordant to the Hopf link. See [34] for more details. It was shown in [5] that there are knots which are slice and periodic but not equivariant slice.
As we have successfully used correction terms of double branched covers to obstruct periodicity of a knot, it is natural to ask whether these obstructions can be further refined to distinguish a slice, periodic knot from an equivariant slice knot. Proof. The subgroup denoted P in Theorem 4.1 is Ker (H 1 (Y ) → H 1 (X)), where Y (resp. X) is a cyclic cover of S 3 (resp. B 4 ) branched over K (resp. a slice disk for K).
It is easily seen that if the knot K is equivariant slice, then this kernel is equivariant.
This, along with Equation (4.1) was proved in [34] . The statement about correction terms follows from Theorem 4.1.
Example 4.3. The knot 9 41 is 3-equivariant slice (in fact, equivariant ribbon) as shown in [34] . The homology of the double branched cover is Z 7 × Z 7 , and the quotient knot is trivial. We see below the correction terms for this knot along with their multiplicity exhibiting the 3-fold symmetry and the value 0 on a subgroup isomorohic to Z 7 . Multiplicity of d(Y, s) 6 6 6 6 13 6 6
Example 4.4. Consider the polynomial ∆(t) = 6t 2 − 13t + 6 = (2t − 3)(3t − 2) ≡ −t mod 3.
Let K be a knot with ∆ K = ∆. This polynomial satisfies the Murasugi conditions with ∆ K equal to either 1 or ∆ itself.
Suppose that K is 3-equivariant slice with ∆ K = 1. In this case the homology of the double branched cover over the quotient knot is trivial. As ∆(−1) = 25, the order of the first homology group of the double branched cover over K is 25, and therefore the order of the metabolizer P 5 is 5. However, f 3 (5) = 2, so by Equation (4.1), | P 5 | should be divisible by 25. It follows that ∆ K = 1.
In case ∆ K = ∆, none of our results give any information, and in fact by Theorem 1.10 of [11] there is a 3-equivariant slice knot with this polynomial. As this polynomial is quadratic, the genus of the quotient knot would be at least one, and by the RiemannHurwitz formula relating Euler characteristics of a branched cover to its quotient, such an equivariant slice knot would necessarily have genus at least 3.
