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Abstract
We show higher interior regularity for the Westervelt equation with strong nonlinear damping term of the
q-Laplace type. Secondly, we investigate an interface coupling problem for these models, which arise, e.g., in
the context of medical applications of high intensity focused ultrasound in the treatment of kidney stones.
We show that the solution to the coupled problem exhibits piecewise H2 regularity in space, provided that
the gradient of the acoustic pressure is essentially bounded in space and time on the whole domain. This
result is of importance in numerical approximations of the present problem, as well as in gradient based
algorithms for finding the optimal shape of the focusing acoustic lens in lithotripsy.
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1. Introduction
High intensity focused ultrasound has numerous applications starting from the treatment of kidney and
bladder stones, via thermo therapy and ultrasound cleaning to sonochemistry. Due to the nonlinear effects
observed in the propagation of ultrasound in these cases, such as the appearance of sawtooth solutions,
models of nonlinear acoustics and their rigourous mathematical treatment have become of great interest in
recent years.
One of the most popular models for the nonlinear propagation of ultrasound is the Westervelt equation
(1− 2ku)u¨− c2∆u− b∆u˙ = 2k(u˙)2, (1.1)
expressed here in terms of the acoustic pressure u, where a dot denotes time differentiation, b the diffusivity
and c the speed of sound, k = βa/λ, λ = ̺c
2 is the bulk modulus, ̺ is the mass density, βa = 1 + B/(2A),
and B/A represents the parameter of nonlinearity. A detailed derivation of (1.1) can be found in [10], [13]
and [20].
Westervelt’s equation is a quasilinear wave equation which can degenerate due to the factor 1 − 2ku.
This means that any analysis of this equation has to include bounding away from zero this term, i.e. finding
an essential bound for u. That has been so far achieved by means of employing the Sobolev embedding
H2(Ω) →֒ L∞(Ω) (cf. [11], [12]), which implies that the solution of the Westervelt equation has to exhibit
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H2 regularity in space. However, achieving H2-regularity is too high of a demand in the case of coupling
acoustic regions with different material parameters.
To remedy this issue, Westervelt’s equation is considered with an added nonlinear damping term
(1− 2ku)u¨− c2∆u− div(b((1− δ) + δ|∇u˙|q−1)∇u˙) = 2k(u˙)2, (1.2)
cf., [4], [17], where δ ∈ (0, 1), q ≥ 1, q > d−1, and d ∈ {1, 2, 3} is the dimension of the spatial domain Ω ⊆ Rd
on which (1.2) is considered. Since degeneracy is avoided with the help of the embedding W 1,q+1(Ω) →֒
L∞(Ω), using this model allows to show existence of weak solutions with W 1,q+1 regularity in space, and in
turn well-posedness of the acoustic-acoustic coupling problem.
Considerations of the acoustic-acoustic coupling are motivated by lithotripsy where a silicone acoustic
lens focuses the ultrasound traveling through a nonlinearly acoustic fluid to a kidney stone (see fig. 1).
The interface coupling is modeled by the presence of spatially varying coefficients in the weak form of the
equation (1.2) (see [3] for the linear and [4] and [17] for the nonlinear case) as follows:

Find u such that∫ T
0
∫
Ω{
1
λ(x) (1− 2k(x)u)u¨φ+
1
̺(x)∇u · ∇φ+ b(x)(1 − δ(x))∇u˙ · ∇φ
+b(x)δ(x)|∇u˙|q−1∇u˙ · ∇φ− 2k(x)λ(x) (u˙)
2φ} dx ds = 0
holds for all test functions φ ∈ X˜ = L2(0, T ;W 1,q+10 (Ω)),
(1.3)
with (u, u˙)|t=0 = (u0, u1). In this model b stands for the quotient between the diffusivity and the bulk
modulus, while the other coefficients maintain their meaning. The coefficients are allowed to jump only over
the interface, i.e. the boundary of the lens. For notational brevity, we emphasized the space dependence of
coefficients in (1.3), while omitting space and time dependence of u in the notation.
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fig. 1: Schematic of a power source in lithotripsy
based on the electromagnetic principle
The first goal of the present paper is to show higher interior regularity results for solutions of (1.2).
We will show that u ∈ H1(0, T ;H2loc(Ω)) and |∇u˙|
q−1
2 ∇u˙ ∈ L2(0, T ;H1loc(Ω)). Although q-Laplace and
parabolic q-Laplace equation have been extensively studied in the past (see [15], [19], [6], [7] and references
given therein), regularity results in literature on hyperbolic equations with damping of the q-Laplace type
are sparse and have so far been concerned with local and global well-posedness (see [21], [9], [4], [17]).
Secondly, we will consider the coupled problem and show that the solution to (1.3) is piecewiseH2 regular
in space under the assumption that the gradient of the acoustic pressure remains essentially bounded in space
and time. This result is crucial in future numerical approximations of the present problem, as well as in
gradient based algorithms for finding the optimal shape of the focusing acoustic lens, where H2 regularity
of u is needed in order to express the shape derivative in terms of integrals over the boundary of the lens,
see [18].
2
1.1. Overview
The paper is organized as follows. We begin in Section 2 by recalling certain basic results from the theory
of finite differences, as well as some helpful inequalities which are needed later. In Section 3 we prove higher
interior regularity for the Westervelt equation (1.2). Section 4 extends these results to the coupled problem.
In Section 5, we will show that we can obtain higher regularity up to the boundary of the subdomains if the
gradient of the acoustic pressure is essentially bounded in space and time and the subdomains are sufficiently
regular.
2. Preliminaries
In what is to follow, we will need to employ difference quotient approximations to weak derivatives.
Assume that Ω ⊂ Rd, d ∈ {1, 2, 3} is an open, connected set with Lipschitz boundary. Let V ⊂⊂ Ω. Dlr will
stand for the r-th difference quotient of size l
Dlru(x, t) =
u(x+ ler, t)− u(x, t)
l
, r ∈ [1, d],
for x ∈ V , l ∈ R, 0 < |l| < 12dist(V, ∂Ω). Then D
lu := (Dl1u, . . . , D
l
du). We recall the integration by parts
formula for difference quotients ∫
V
uDlrϕdx = −
∫
V
D−lr uϕdx,
where ϕ ∈ C∞c (V ), 0 < |l| <
1
2dist(V, ∂Ω), as well as the product rule
Dlr(ϕu) = ϕ
lDlru+ uD
l
rϕ,
with ϕl(x, t) := ϕ(x + ler, t). We will also need the following result (cf. Theorem 3, Section 5, [8]):
Lemma 1. (a) Assume 0 ≤ q <∞ and u ∈ W 1,q+1(Ω) Then for each V ⊂⊂ Ω
‖Dlu‖Lq+1(V ) ≤ C‖∇u‖Lq+1(Ω),
for some constant C and all 0 < |l| < 12dist(V, ∂Ω).
(b) Assume 0 < q <∞, u ∈ Lq+1(Ω), and there exists a constant C such that ‖Dlu‖Lq+1(V ) ≤ C for all
0 < |l| < 12dist(V, ∂Ω). Then
u ∈W 1,q+1(V ), with ‖∇u‖Lq+1(V ) ≤ C.
Essential inequalities
Before proceeding further, let us also recall several useful inequalities that we will need when handling
the q-Laplace damping term. They can be found in Chapter 10, [15] and Appendix, [16]. From now on, Cq
will be used to denote a generic constant depending only on q. For any x, y ∈ Rd it holds
||x|q−1x− |y|q−1y| ≤ Cq|x− y|(|x|+ |y|)
q−1, q > 0, (2.1)
||x|q−1x− |y|q−1y| ≥ 2−1|x− y|2(|x| + |y|)q−1 ≥ 21−q|x− y|q+1 ≥ 0, q ≥ 1. (2.2)
4
(q + 1)2
||x|
q−1
2 x− |y|
q−1
2 y|2 ≤ (|x|q−1x− |y|q−1y) · (x− y), q ≥ 1, (2.3)
||x|q−1x− |y|q−1y| ≤ q(|x|
q−1
2 + |y|
q−1
2 )
∣∣∣|x| q−12 − |y| q−12 ∣∣∣ , q ≥ 1. (2.4)
We will also need Young’s inequality (see for instance Appendix B, [8]) in the form
|xy| ≤ ε|x|r + C(ε, r)|y|
r
r−1 (ε > 0, 1 < r <∞), (2.5)
with C(ε, r) = (r − 1)r
r
r−1 ε−
1
1−r .
3
Notation
By CΩX,Y we will denote the norm of the embedding operator X(Ω)→ Y (Ω) between two function spaces
over the domain Ω.
3. Interior regularity for the Westervelt equation with strong nonlinear damping
In this section, we will establish higher interior regularity for the equation (1.2) with constant coeffcients.
Let us first consider the following Dirichlet problem:

(1− 2ku)u¨− c2∆u − b div (((1 − δ) + δ|∇u˙|q−1)∇u˙) = 2k(u˙)2 in Ω× (0, T ],
u|∂Ω = 0 for t ∈ (0, T ],
(u, u˙)|t=0 = (u0, u1) in Ω,
(3.1)
with the following assumptions on the coefficients and the exponent q:
c2, b > 0, δ ∈ (0, 1), k ∈ R, q > d− 1, q ≥ 1. (3.2)
The weak formulation reads as

∫ T
0
∫
Ω{(1− 2ku)u¨φ+ c
2∇u · ∇φ+ b(1− δ)∇u˙ · ∇φ
+bδ|∇u˙|q−1∇u˙ · ∇φ− 2k(u˙)2φ} dx ds = 0
holds for all test functions φ ∈ X˜ = L2(0, T ;W 1,q+10 (Ω)),
(3.3)
with (u, u˙) = (u0, u1). We recall the following well-posedness result (cf. Theorem 2.3, [4]):
Proposition 1. (Local well-posedness) Let assumptions (3.2) hold. For any T > 0 there is a κT > 0 such
that for all u0, u1 ∈ W
1,q+1
0 (Ω) with
|u1|
2
L2(Ω) + |∇u0|
2
L2(Ω) + |∇u1|
2
L2(Ω) + |∇u1|
q+1
Lq+1(Ω) + |∇u0|
2
Lq+1(Ω) ≤ κ
2
T
there exists a weak solution u ∈ W ⊂ X of (3.1), where X = H2(0, T ;L2(Ω)) ∩ C0,1(0, T ;W 1,q+10 (Ω)), and
W = {v ∈ X : ‖v¨‖L2(0,T ;L2(Ω)) ≤ m¯ ∧ ‖∇v˙‖L∞(0,T ;L2(Ω)) ≤ m¯
∧‖∇v˙‖Lq+1(0,T ;Lq+1(Ω)) ≤ M¯ ∧ (v, v˙) = (u0, u1)} (3.4)
with
2|k|CΩ
W 1,q+10 ,L
∞
(κT + T
q
q+1 M¯) < 1 (3.5)
and m¯ sufficiently small, and u is unique in W.
In [4], the issue of possible degeneracy of the Westervelt equation due to the factor 1 − 2ku is resolved
by means of the embedding W 1,q+10 (Ω) →֒ L
∞(Ω), valid for q > d− 1, and the following estimate
|u(x, t)| ≤CΩ
W 1,q+10 ,L
∞
|∇u(t)|Lq+1(Ω)
≤CΩ
W 1,q+10 ,L
∞
|∇u0 +
∫ t
0
∇u˙ ds |Lq+1(Ω)
≤CΩ
W 1,q+10 ,L
∞
(
|∇u0|Lq+1(Ω) +
(
tq
∫ t
0
∫
Ω
|∇u˙(y, s)|q+1 dy ds
) 1
q+1
)
,
which leads to the bound
1− a0 < 1− 2ku < 1 + a0,
a0 := 2|k|C
Ω
W 1,q+10 ,L
∞
(|∇u0|Lq+1(Ω) + T
q
q+1 ‖∇u˙‖Lq+1(0,T ;Lq+1(Ω))).
(3.6)
Due to the embedding W 1,q+1(Ω) →֒ C0,1−
d
q+1 (Ω), we also know that u is Ho¨lder continuous in space, i.e.
u ∈ C0,1(0, T ;C0,1−
d
q+1 (Ω)).
4
3.1. Higher interior regularity
We will establish higher interior regularity by following the difference-quotient approach (see, for instance,
Theorem 4, Section 6.3.2, [8]). Let us denote
F = |∇u˙|
q−1
2 ∇u˙, F l = |∇u˙l|
q−1
2 ∇u˙l.
As a by-product of the following proof we will also obtain F ∈ H1loc(Ω) by adapting the idea of Bojarski and
Iwaniec for q-harmonic functions (see, for instance, Section 4, [15]) to our model.
Theorem 1. (Higher interior regularity) Let assumptions (3.2) hold true, u0 ∈ H
2(Ω) ∩ W 1,q+10 (Ω),
u1 ∈ W
1,q+1
0 (Ω), and let u be the weak solution of (3.1). Then u ∈ H
1(0, T ;H2loc(Ω)) and |∇u˙|
q−1
2 ∇u˙ ∈
L2(0, T ;H1loc(Ω)).
Proof. Choose any open set V ⊂⊂ Ω and an open set W such that V ⊂⊂ W ⊂⊂ Ω. We then introduce a
smooth cut-off function ζ such that {
ζ = 1 on V, ζ = 0 on Ω \W,
0 ≤ ζ ≤ 1.
Let |l| > 0 be small and choose r ∈ {1, . . . , d}. We are then allowed to use
φ := −D−lr (ζ
2Dlru˙)χ[0,t), t ∈ [0, T ]
as a test function in (3.3), which results in
1
2
[∫
Ωi
(1− 2kul)(ζDlr u˙)
2 dx
]t
0
+
1
2
c2
[∫
Ω
|ζDlr∇u|
2 dx
]t
0
+ b(1− δ)
∫ T
0
∫
Ωi
|ζDlr∇u˙|
2 dx ds+
4
(q + 1)2
bδ
∫ t
0
∫
Ω
|ζDlrF |
2 dx ds
≤ 2k
∫ t
0
∫
Ω
Dlru u¨ ζ
2Dlru˙ dx ds− c
2
∫ t
0
∫
Ω
ζ∇ζ ·Dlr∇uD
l
ru˙ dx ds
− 2b(1− δ)
∫ t
0
∫
Ω
ζ∇ζ ·Dlr∇u˙ D
l
ru˙i dx ds (3.7)
− 2bδi
∫ t
0
∫
Ω
Dlr(|∇u˙|
q−1∇u˙) · ζ∇ζ Dlru˙ dx ds+ k
∫ t
0
∫
Ωi
(u˙l + 2u˙)(ζDlr u˙)
2 dx ds.
Here we have made use of the estimate∫ t
0
∫
Ω
ζ2Dlr(|∇u˙|
q−1∇u˙)Dlr∇u˙ dx ds ≥
4
(q + 1)2
∫ t
0
∫
Ω
1
l2
ζ2||∇u˙l|
q−1
2 ∇u˙l − |∇u˙|
q−1
2 ∇u˙|2 dx ds,
which follows from (2.3). Next, we estimate the terms on the right hand side containing ζ∇ζ. We have
− c2
∫ t
0
∫
Ω
ζ∇ζ ·Dlr∇uD
l
ru˙ dx ds− 2b(1− δ)
∫ t
0
∫
Ω
ζ∇ζ ·Dlr∇u˙D
l
ru˙ dx ds
≤C
∫ T
0
∫
Ω
ζ(|Dlr∇u|+ |D
l
r∇u˙|)|∇ζD
l
r u˙| dx ds
≤ εT ‖ζDlr∇u‖
2
L∞(0,T ;L2(Ω)) + ε‖ζD
l
r∇u˙‖
2
L2(0,T ;L2(Ω)) +
C
ε
‖∇u˙‖2L2(0,T ;L2(Ω)),
where C depends on c, b, δ and |∇ζ|L∞(W ) and we have used Lemma 1, (a). By employing estimate (2.4)
and Ho¨lder’s inequality we obtain
− 2bδ
∫ t
0
∫
Ω
Dlr(|∇u˙|
q−1∇u˙) · ζ∇ζ Dlru˙ dx ds
5
≤ 2bδ
∫ T
0
∫
Ω
1
l
|Dlru˙|
∣∣|∇u˙l|q−1∇u˙l − |∇u˙|q−1∇u˙∣∣ ζ|∇ζ| dx ds
≤ 2qbδ
∫ T
0
∫
Ω
|∇ζDlru˙|(|∇u˙
l|
q−1
2 + |∇u˙|
q−1
2 )|ζDlrF | dx ds
≤ 2qbδ
{∫ T
0
∫
Ω
|∇ζDlr u˙|
q+1 dx ds
} 1
q+1
{∫ T
0
∫
suppζ
(|∇u˙l|
q−1
2 + |∇u˙|
q−1
2 )
2(q+1)
q−1 dx ds
} q−1
2(q+1)
×
{∫ T
0
∫
Ω
|ζDlrF |
2 dx ds
}1/2
.
The second integral can be majorized with the help of Minkowski’s inequality by
{∫ T
0
∫
suppζ
(|∇u˙l|
q−1
2 + |∇u˙|
q−1
2 )
2(q+1)
q−1 dx ds
} q−1
2(q+1)
≤
{∫ T
0
∫
suppζ
(|∇u˙l|q+1 dx ds
} q−1
2(q+1)
+
{∫ T
0
∫
suppζ
(|∇u˙|q+1 dx ds
} q−1
2(q+1)
≤ 2
{∫ T
0
∫
Ω
(|∇u˙|q+1 dx ds
} q−1
2(q+1)
= 2‖∇u˙‖
q−1
2
Lq+1(0,T ;Lq+1(Ω)),
for small |l|. Utilizing Young’s inequality then yields
− 2bδ
∫ t
0
∫
Ωi
Dlr(|∇u˙|
q−1∇u˙) · ζ∇ζ Dlru˙ dx ds
≤ bδε
∫ T
0
∫
Ω
|ζDlrF |
2 dx ds+ C(‖∇u˙‖q+1Lq+1(0,T ;Lq+1(W )) + ‖D
l
ru˙‖
q+1
Lq+1(0,T ;Lq+1(W ))),
where C > 0 depends on bi, δi, ε, q and |∇ζ|L∞(W ). Note that the first term in the last line can be absorbed
by the biδi- term on the left hand side in (3.7) for sufficiently small ε > 0. The two remaining terms on the
right hand side in (3.7) can be estimated as follows
k
∫ t
0
∫
Ω
(u˙l + 2u˙)ζ2(Dlru˙)
2 dx ds+ 2k
∫ t
0
∫
Ω
ζ2u¨DlruD
l
ru˙ dx ds
≤C
(
‖u˙‖L∞(0,T ;L∞(Ω))‖ζD
l
ru˙‖
2
L2(0,T ;L2(W ))
+ (CΩH1,L4)
2‖u¨‖L2(0,T ;L2(Ω))‖ζD
l
ru‖L∞(0,T ;H1(Ω))‖ζD
l
ru˙‖L2(0,T ;H1(Ω))
)
≤C
(
‖u˙‖L∞(0,T ;L∞(Ω))‖D
l
ru˙‖
2
L2(0,T ;L2(Ω))
+ m¯2
1
4ε
(‖Dlru‖
2
L∞(0,T ;L2(W )) + ‖ζD
l
r∇u‖
2
L∞(0,T ;L2(Ω)))
+ ε‖Dlru˙‖
2
L2(0,T ;L2(W )) + ε‖ζD
l
r∇u˙‖
2
L2(0,T ;L2(Ω))
)
.
Altogether, for sufficiently small ε > 0 and m¯, we can achieve that
‖ζDlru˙‖
2
L∞(0,T ;L2(Ω)) + ‖ζD
l
r∇ui‖
2
L∞(0,T ;L2(Ωi))
+ ‖ζDlr∇u˙‖
2
L2(0,T ;L2(Ω))
+ ‖ζDlrF‖
q+1
L2(0,T ;L2(Ω))
≤C(‖∇u˙‖q+1L∞(0,T ;L∞(Ω)) + ‖D
l
ru˙‖
q+1
Lq+1(0,T ;Lq+1(W )) + ‖u˙‖L∞(0,T ;L∞(Ω))‖D
l
ru˙‖
2
L2(0,T ;L2(W ))
+ ‖Dlru‖
2
L∞(0,T ;L2(W )) + ‖D
l
ru˙‖
2
L2(0,T ;L2(W )) + |D
l
ru1|
2
L2(Ω) + |D
l
r∇u0|
2
L2(Ω)).
By remembering the definition of ζ and Lemma 1, we finally arrive at
‖Dlru˙i‖
2
L∞(0,T ;L2(V )) + ‖D
l
r∇u‖
2
L∞(0,T ;L2(V )) + ‖D
l
r∇u˙‖
2
L2(0,T ;L2(V )) + ‖D
l
rF‖
2
L2(0,T ;L2(V ))
6
≤C(‖∇u˙‖q+1L∞(0,T ;L∞(Ω)) + (1 + ‖u˙‖L∞(0,T ;L∞(Ω)))‖∇u˙‖
2
L2(0,T ;L2(Ω)) + ‖∇u‖
2
L∞(0,T ;L2(Ω))
+ |∇u1|
2
L2(Ω) + |u0|
2
H2(Ω)),
for r ∈ [1, d], sufficiently small |l| > 0 and sufficiently large C > 0 which does not depend on l. By employing
Lemma 1, we can conclude that u ∈ H1(0, T ;H2loc(Ω)) and |∇u˙|
q−1
2 ∇u˙ ∈ L2(0, T ;H1loc(Ω)).
As a simple consequence of the previous proposition, we can obtain Ho¨lder continuity of u (see Section
4, [15]). Indeed, since F ∈ L2(0, T ;H1loc(Ω)) and d ∈ {1, 2, 3}, due to Sobolev’s embedding theorem we have
that F ∈ L2(0, T ;L6loc(Ω)). This implies that u ∈ W
1,q+1(0, T ;W
1,3(q+1)
loc (Ω)). We can than conclude that
u ∈ W 1,q+1(0, T ;C0,αloc (Ω)), where α = 1−
d
3(q+1) .
When d ∈ {1, 2}we can do even better. According to Sobolev’s embedding theorem, u ∈ W 1,q+1(0, T ;C
1, 12
loc (Ω))
if d = 1, and u ∈W 1,q+1(0, T ;C0,γloc (Ω)) if d = 2, where γ ∈ (0, 1). Altogether, we have
Corollary 1. Let the assumptions of Theorem 1 hold true. Then
u ∈


W 1,q+1(0, T ;C
0,1− 1q+1
loc
(Ω)) if d = 3,
W 1,q+1(0, T ;C0,γ
loc
(Ω)) with γ ∈ (0, 1), if d = 2,
W 1,q+1(0, T ;C
1,12
loc
(Ω)) if d = 1.
(3.8)
3.2. Neumann problem for the Westervelt equation
Let us also consider the Neumann problem for the Westervelt equation with strong nonlinear damping:

(1 − 2ku)u¨− c2∆u− b div(((1− δ) + δ|∇u˙|q−1)∇u˙) = 2k(u˙)2 in Ω× (0, T ],
c2 ∂u∂n + b((1− δ) + δ|∇u˙|
q−1) ∂u˙∂n = g on ∂Ω× (0, T ],
(u, u˙)|t=0 = (u0, u1) on Ω, ,
(3.9)
with the same assumptions (3.2) on coefficients. Problem (3.9) is locally well-posed thanks to the following
result (cf. Theorem 2.5, [17]):
Proposition 2. Let g ∈ L∞(0, T ;W−
q
q+1 ,
q+1
q (∂Ω)), g˙ ∈ L
q+1
q (0, T ;W−
q
q+1 ,
q+1
q (∂Ω)), and u0, u1 ∈ W
1,q+1(Ω).
For sufficiently small initial and boundary data, final time T and m¯ and M¯ there exists a unique weak so-
lution u ∈ W ⊂ X of (3.9), where X = H2(0, T ;L2(Ω)) ∩ C0,1(0, T ;W 1,q+1(Ω)), and
W = {v ∈ X : ‖v¨‖L2(0,T ;L2(Ω)) ≤ m¯ ∧ ‖v˙‖L∞(0,T ;H1(Ω)) ≤ m¯
∧ ‖∇v˙‖Lq+1(0,T ;Lq+1(Ω)) ≤ M¯}.
(3.10)
By inspecting the proof of Proposition 1, we immediately obtain higher interior regularity result for the
present model, since the cut-off function used in the proof vanishes near the boundary:
Corollary 2. Let the assumptions (3.2) hold true, u0 ∈ H
2(Ω) ∩W 1,q+1(Ω), u1 ∈ W
1,q+1(Ω), and let u
be the weak solution of (3.9). Then u ∈ H1(0, T ;H2loc(Ω)) and |∇u˙|
q−1
2 ∇u˙ ∈ L2(0, T ;H1loc(Ω)). Moreover,
(3.8) holds.
4. Interior regularity for the coupled problem
Let us now assume that Ω ⊂ Rd, d ∈ {1, 2, 3}, is a bounded domain with Lipschitz boundary ∂Ω, and
Ω+ a subdomain, representing the lens, such that Ω¯+ ⊂ Ω and Ω+ has Lipschitz boundary ∂Ω+ = Γ.
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Ω+
Ω−
ΓΩ
Lens Ω+ and fluid Ω− regions
We denote by Ω− = Ω \ Ω¯+ the part of the domain representing
the fluid region. We then have ∂Ω− = Γ ∪ ∂Ω.
n+, n− will stand for the unit outer normals to lens Ω+ and
fluid region Ω−. Restrictions of a function v to Ω+,− will be
denoted by v+, v− and JvK := v+ − v− will denote the jump
over Γ.
Note that the assumption on the regularity of the subdomains
will be strengthened to C1,1 when showing higher regularity up
to the boundary of the subdomains.
The coefficients in (1.3) will only be allowed to jump over the interface Γ:{
b, ̺, λ, δ, k ∈ L∞(Ω),
bi := b|Ωi , ̺i := ̺|Ωi , λi := λ|Ωi > 0, δi := δ|Ωi ∈ (0, 1), ki := k|Ωi ∈ R for i ∈ {+,−}.
(4.1)
We assume that q ≥ 1, q > d− 1. The strong formulation of (1.3) reads as follows:

1
λ(x) (1− 2k(x)u)u¨− div(
1
̺(x)∇u)− div
(
b(x)((1 − δ(x)) + δ(x)|∇u˙|q−1)∇u˙
)
= 2k(x)λ(x) (u˙)
2 in Ω+ ∪ Ω−,
JuK = 0 on Γ = ∂Ω+,r
1
̺
∂u
∂n+
+ b(1− δ) ∂u˙∂n+ + bδ|∇u˙|
q−1 ∂u˙
∂n+
z
= 0 on Γ = ∂Ω+,
u = 0 on ∂Ω,
(u, u˙)|t=0 = (u0, u1).
(4.2)
This model was studied (in an equivalent one domain formulation) in [4]. We will utilize the following
well-posedness result (cf. Theorem 2.3 and Corollary 4.1, [4]):
Proposition 3. (Local well-posedness) Let q > d− 1, q ≥ 1 and the assumptions (4.1) hold. For any T > 0
there is a κT > 0 such that for all u0, u1 ∈ W
1,q+1
0 (Ω) with
|u1|
2
L2(Ω) + |∇u0|
2
L2(Ω) + |∇u1|
2
L2(Ω) + |∇u0|
2
Lq+1(Ω) + |∇u1|
q+1
Lq+1(Ω) ≤ κ
2
T
there exists a unique solution u ∈ W ⊂ X of (4.2), where X = H2(0, T ;L2(Ω))∩C0,1(0, T ;W 1,q+10 (Ω)), and
W = {v ∈ X : ‖v¨‖L2(0,T ;L2(Ω)) ≤ m¯ ∧ ‖∇v˙‖L∞(0,T ;L2(Ω)) ≤ m¯ (4.3)
∧‖∇v˙‖Lq+1(0,T ;Lq+1(Ω)) ≤ M¯ ∧ (v, v˙) = (u0, u1)},
with
2kCΩ
W 1,q+10 ,L
∞
(κT + T
q
q+1 M¯) < 1,
and m¯ sufficiently small.
For simplicity of exposition, higher interior and later boundary regularity will be obtained under the as-
sumption that the coefficients in (4.2) are piecewise costant functions, i.e.{
bi := b|Ωi , ̺i := ̺|Ωi , λi := λ|Ωi , δi := δ|Ωi , ki := k|Ωi are constants,
bi, ̺i, λi > 0, δi ∈ (0, 1), ki ∈ R for i ∈ {+,−}.
(4.4)
We denote ω = min{|ω+|, |ω−|}, ω = max{|ω+|, |ω−|}, where ω ∈ {b, ̺, λ, δ, k}. The proof of Theorem 1
can be carried over in a straightforward manner to the coupled problem to show higher interior regularity
within each of the subdomains:
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Corollary 3. Assume that q ≥ 1, q > d− 1, u0|Ωi ∈ H
2(Ωi), i ∈ {+,−}, u0, u1 ∈W
1,q+1
0 (Ω) and assump-
tions (4.4) on the coefficients hold true. Let u be the weak solution of (4.2). Then ui ∈ H
1(0, T ;H2loc(Ωi))
and |∇u˙i|
q−1
2 ∇u˙i ∈ L
2(0, T ;H1loc(Ωi)), i ∈ {+,−}. Moreover, (3.8) holds with u replaced by ui and Ω by
Ωi, i ∈ {+,−}.
4.1. Neumann problem for the coupled system
Let us also consider the coupled problem with Neumann boundary conditions on the outer boundary of
the fluid subdomain:

1
λ(x) (1− 2k(x)u)u¨− div(
1
̺(x)∇u)− div(b(x)((1 − δ(x)) + δ(x)|∇u˙|
q−1)∇u˙)
= 2k(x)λ(x) (u˙)
2 in Ω+ ∪ Ω−,
[u] = 0 on Γ = ∂Ω+,[
1
̺
∂u
∂n+
+ b(1− δ) ∂u˙∂n+ + bδ|∇u˙|
q−1 ∂u˙
∂n+
]
= 0 on Γ = ∂Ω+,
1
̺
∂u
∂n+
+ b(1− δ) ∂u˙∂n+ + bδ|∇u˙|
q−1 ∂u˙
∂n+
= g on ∂Ω,
(u, u˙)|t=0 = (u0, u1).
(4.5)
We will show that the higher regularity result is valid for this model as well. The weak form of the problem
is given as follows:
∫ T
0
∫
Ω
{ 1
λ
(1 − 2ku)u¨φ+
1
̺
∇u · ∇φ+ b((1− δ) + δ|∇u˙|q−1)∇u˙ · ∇φ−
2k
λ
(u˙)2φ
}
dx ds
=
∫ T
0
∫
∂Ω
gφ dx ds,
for all φ ∈ L2(0, T ;W 1,q+1(Ω)), with initial conditions (u0, u1). We recall the following well-posedness result
(cf. [17]):
Proposition 4. Let assumptions (4.1) hold. Let q > d − 1, q ≥ 1, g ∈ L∞(0, T ;W−
q
q+1 ,
q+1
q (∂Ω)), g˙ ∈
L
q+1
q (0, T ;W−
q
q+1 ,
q+1
q (∂Ω)), and u0, u1 ∈ W
1,q+1(Ω). For sufficiently small initial and boundary data and
final time T , there exists a unique weak solution u ∈ W ⊂ X of (4.5), where X = H2(0, T ;L2(Ω)) ∩
C0,1(0, T ;W 1,q+1(Ω)) and
W = {v ∈ X : ‖v¨‖L2(0,T ;L2(Ω)) ≤ m¯ ∧ ‖v˙‖L∞(0,T ;H1(Ω)) ≤ m¯
∧ ‖∇v˙‖Lq+1(0,T ;Lq+1(Ω)) ≤ M¯}.
(4.6)
The interior regularity result can again be transferred from Corollary 3 to the present model:
Corollary 4. Let the assumptions of Proposition 4 and assumptions (4.4) on the coefficients hold true,
let u0|Ωi ∈ H
2(Ωi), i ∈ {+,−}, u0, u1 ∈ W
1,q+1(Ω), and let u be the weak solution of (4.5). Then
ui ∈ H
1(0, T ;H2loc(Ωi)) and |∇u˙i|
q−1
2 ∇u˙i ∈ L
2(0, T ;H1loc(Ωi)), i ∈ {+,−}. Furthermore, (3.8) holds with u
replaced by ui and Ω by Ωi, i ∈ {+,−}.
5. Boundary regularity for the coupled problem
We will show next that the H2-regularity result can be extended up to the boundary of each of the
subdomains under the assumption that the gradient of u is essentially bounded in time and space on the
whole domain. For this property to hold, we will need to smoothen out the subdomains, i.e. assume that
they are C1,1 regular. The proof will expand on the approach taken in Lemma 3.6, [2].
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Theorem 2. (Boundary H2-regularity) Let the assumptions of Corollary 3 hold and let ∂Ω and Γ = ∂Ω+
be C1,1 regular. If u ∈ W 1,∞(0, T ;W 1,∞(Ω)) and ‖∇u˙‖L∞(Ω)(0,T ;L∞(Ω)) is sufficiently small, then u+,− ∈
H1(0, T ;H2(Ω+,−)).
Proof. We will only show that u+ ∈ H
1(0, T ;H2(Ω+)), since u− ∈ H
1(0, T ;H2(Ω−)) follows analogously.
Step 1: Straightening the boundary. We begin by straightening the boundary through the change of coordi-
nates near a boundary point (cf. Theorem 4, Section 6.3.2, [8]). Choose any point x0 ∈ ∂Ω+. There exists
a ball B = Br(x0) for some r > 0 and a C
1,1-diffeomorphism Ψ : B → Ψ(B) ⊂ Rd such that det|∇Ψ| = 1,
U ′ = Ψ(B) is an open set, Ψ(B ∩ Ω+) ⊂ R
d
+ and Ψ(B ∩ Γ) ⊂ ∂R
d
+, where R
d
+ is the half-space in the new
coordinates.
x0 y0
x-coordinates y-coordinates
Φ
Ψ
straightening out the boundary
We change the variables and write
y = Ψ(x), x ∈ B,
x = Φ(y), y ∈ U ′.
Then we have Ψ(B ∩ Ω+) = {y ∈ U
′ : yn > 0}. We denote
B+ = B r
2
∩ Ω+, G = Ψ(B r2 (x0)), G
+ = Ψ(B+).
Then G ⊂⊂ U ′ and G+ ⊂ G. We define
w(y, t) := u(Φ(y), t), (y, t) ∈ U ′ × [0, T ].
It immediately follows that w(t) := w(·, t) ∈ W 1,q+1(U ′). We now transform the original equation on
B × [0, T ] into an equation on U ′ × [0, T ]:
∫
U ′
{ 1
λˆ
(1− 2kˆw(t))w¨(t)φ +
d∑
i,j=1
(
σˆijDiw(t)Djφ+ ξˆijDiw˙i(t)Djφ
+ |JTΦ∇w˙(t)|
q−1ηˆijDiw˙(t)Djφ
)
−
2kˆ
λˆ
(w˙(t))2φ
}
dy = 0,
(5.1)
for a.e. t ∈ [0, T ], and all φ ∈ W 1,q+10 (U
′), where Diw =
∂w
∂yi
, and
λˆ(y) = λ(Φ(y)), kˆ(y) = k(Φ(y)),
σˆij =
d∑
r=1
1
̺(Φ(y))
∂Φi
∂xr
(Φ(y))
∂Φj
∂xr
(Φ(y)),
ξˆij(y) =
d∑
r=1
b(Φ(y))(1 − δ(Φ(y)))
∂Φi
∂xr
(Φ(y))
∂Φj
∂xr
(Φ(y)), (5.2)
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ηˆij(y) =
d∑
r=1
b(Φ(y))δ(Φ(y))
∂Φi
∂xr
(Φ(y))
∂Φj
∂xr
(Φ(y)).
Note that Drσˆij , Dr ξˆij , Drηˆij ∈ L
∞(U ′) for r ∈ {1, . . . , d − 1} since Ψ and Φ are C1,1 mappings and
C1,1 = W 2,∞ (cf. Chapter 2, Section 2.6.4, [5]). It can be shown (cf. Section 6.3.2, [8]) that
d∑
i,j=1
σˆijφiφj ≥ K1|φ|
2,
d∑
i,j=1
ξˆijφiφj ≥ K1|φ|
2,
d∑
i,j=1
ηˆijφiφj ≥ K1|φ|
2, ∀(y, φ) ∈ U ′ × Rd.
(5.3)
Next, we choose a domain W ′ such that G ⊂⊂W ′ ⊂⊂ U ′ and select a cut-off function such that{
ζ = 1 on G, ζ = 0 on Rd \W ′,
0 ≤ ζ ≤ 1.
Let |l| > 0 be small and choose r ∈ {1, . . . , d − 1}. Note that since we consider directions parallel to the
interface now, we have Dlrλˆ = 0, D
l
rkˆ = 0 and that there exists a constant K2 > 0 such that
|Dlrσˆij(y)| < K2, |D
l
rξˆij(y)| < K2, |D
l
rηˆij(y)| < K2 (5.4)
for a.e. y ∈W ′, 1 ≤ i, j ≤ d and sufficiently small |l|.
Step 2: Existence of second order derivatives DjDiw ∈ H
1(0, T ;L2(G+)), j 6= d. We then use φ =
−D−lr (ζ
2Dlrw˙(t)) as a test function in (5.1), which, after integration with respect to time, results in
1
2
[∫
W ′
1
λˆl
(1− 2kˆlwl)(ζDlrw˙)
2 dy
]t
0
+
1
2
[∫
W ′
d∑
i,j=1
σˆlijζ
2DlrDiwD
l
rDjw dy
]t
0
+
∫ t
0
∫
W ′
d∑
i,j=1
ξˆlijζ
2DlrDiw˙D
l
rDjw˙ dy ds
=
∫ t
0
∫
W ′
2kˆl
λˆl
Dlrww¨ζ
2Dlrw˙ dy ds+
∫ t
0
∫
W ′
kˆl
λˆl
(w˙l + 2w˙)(ζDlrw˙)
2 dy ds
−
∫ t
0
∫
W ′
d∑
i,j=1
Dlr(σˆij)Diw (ζ
2DlrDjw˙ + 2ζDjζD
l
rw˙) dy ds
− 2
∫ t
0
∫
W ′
d∑
i,j=1
σˆlijD
l
rDiw ζDjζD
l
rw˙ dy ds
−
∫ t
0
∫
W ′
d∑
i,j=1
Dlr(ξˆij)Diw˙ (ζ
2DlrDjw˙ + 2ζDjζD
l
rw˙) dy ds
− 2
∫ t
0
∫
W ′
d∑
i,j=1
ξˆijDiw˙ ζDjζD
l
rw˙ dy ds
−
∫ t
0
∫
W ′
d∑
i,j=1
Dlr(|J
T
Φ∇w˙|
q−1ηˆijDiw˙)(ζ
2DlrDjw˙ + 2ζDjζD
l
rw˙) dy ds.
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We can estimate the last term on the right hand side as follows
−
∫ t
0
∫
W ′
d∑
i,j=1
Dlr(|J
T
Φ∇w˙|
q−1ηˆijDiw˙)(ζ
2DlrDjw˙ + 2ζ(Djζ)D
l
rw˙) dy ds
= −
∫ t
0
∫
W ′
d∑
i,j=1
|(JTΦ∇w˙)
l|q−1ηˆlijD
l
rDiw˙(ζ
2DlrDjw˙ + 2ζ(Djζ)D
l
rw˙) dy ds
−
∫ t
0
∫
W ′
d∑
i,j=1
Dlr(|J
T
Φ∇w˙|
q−1ηˆij)Diw˙(ζ
2DlrDjw˙ + 2ζ(Djζ)D
l
rw˙) dy ds
≤C‖∇w˙‖q−1L∞(0,T ;L∞(W ′))(
d∑
i=1
‖ζDlrDiw˙‖
2
L2(0,T ;L2(W ′)) + ‖∇ζ‖L∞(0,T ;L∞(W ′))‖∇w˙‖
2
L2(0,T ;L2(W ′)))
with C independent of ∇ζ. Due to (5.4) the rest of the terms on the right hand side can be estimated
analogously to the estimates in the proof of Theorem 1, which for sufficiently small ‖∇w˙‖L∞(0,T ;L∞(W ′))
leads to
‖ζDlrw˙‖
2
L∞(0,T ;L2(W ′)) +
d∑
i=1
‖ζDlrDiw‖
2
L∞(0,T ;L2(W ′)) +
d∑
i=1
‖ζDlrDiw˙‖
2
L2(0,T ;L2(W ′))
≤C((1 + ‖w˙‖L∞(0,T ;L∞(W ′)))‖∇w‖
2
L∞(0,T ;L2(W ′))
+ (1 + ‖∇w˙‖q−1L∞(0,T ;L∞(W ′)))‖∇w˙‖
2
L2(0,T ;L2(W ′)) + |∇w˙(0)|
2
L2(W ′) + |w(0)|
2
H2(W ′)).
Recalling the definition of ζ and employing Lemma 1 yields DjDiw ∈ H
1(0, T ;L2(G+)) for 1 ≤ i ≤ d,
1 ≤ j ≤ d− 1.
Step 3: Existence of second order derivative DdDdw ∈ H
1(0, T ;L2(G+)). It remains to show that Dddw :=
DdDdw ∈ H
1(0, T ;L2(G+)). From (5.1), after integration by parts, we obtain∫
G+
{σˆddDdw(t) + ξˆddDdw˙(t) + |J
T
Φ∇w˙(t)|
q−1ηˆddDdw˙(t)}Ddφdy
=
∫
G+
{
−
1
λˆ
(1− 2kˆw(t))w¨(t) +
2kˆ
λˆ
(w˙(t))2 (5.5)
+
d−1∑
j=1
d∑
i=1
(
Dj(σˆijDiw(t)) +Dj(ξˆijDiw˙(t)) +Dj(|J
T
Φ∇w˙(t)|
q−1ηˆijDiw˙(t))
)}
φdy, (5.6)
=:
∫
G+
fˆ(w)(t)φdy,
for φ ∈ C∞0 (G
+), a.e. in [0, T ]. Since the right hand side of the equation is well-defined, we conclude that
for a.e. t ∈ [0, T ] the weak derivative of σˆddDdw(t) + ξˆddDdw˙(t) + |J
T
Φ∇w˙|
q−1ηˆddDdw˙(t) with respect to yd
exists on G+. Furthermore, for a.e. t ∈ [0, T ] the weak derivative satisfies
−Dd(σˆddDdw(t) + ξˆddDdw˙(t) + |J
T
Φ∇w˙|
q−1ηˆddDdw˙(t)) = fˆ(w)(t) (5.7)
on G+. From what we have shown, it follows that fˆ(w) ∈ L2(0, T ;L2(G+)). We set
z(t) := σˆddDdw(t) + ξˆddDdw˙(t) + |J
T
Φ∇w˙|
q−1ηˆddDdw˙(t),
and
ξ˜dd(t,Ddw˙(t)) := ξˆdd + |J
T
Φ∇w˙(t)|
q−1ηˆdd,
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(suppressing in the notation dependence on D1w˙(t), . . . , Dd−1w˙(t) which we already know to be smooth
anyway) so that relation (5.7) reads
−Ddz(t) = fˆ(w)(t),
where
z(t) = σˆddDdw(t) + ξ˜dd(t,Ddw˙(t))Ddw˙(t). (5.8)
Since fˆ(w) ∈ L2(0, T ;L2(G+)), and using the fact that DjDiw ∈ H
1(0, T ;L2(G+)) for 1 ≤ i ≤ d, 1 ≤ j ≤
d− 1, we have z ∈ L2(0, T ;H1(G+)). On the other hand, due to assuming that u ∈ W 1,∞(0, T ;W 1,∞(Ω)),
we know also that z ∈ L∞(0, T ;L∞(G+)). Therefore we conclude that
z ∈ L2(0, T ;H1(G+)) ∩ L∞(0, T ;L∞(G+)).
Since (5.8) represents an ODE (pointwise a.e. in space) for Ddw(t), it can be resolved as follows:
Ddw(t) = exp
(
−
∫ t
0
σˆdd
ξ˜dd(τ,Ddw˙(τ))
dτ
)(∫ t
0
z(τ)
ξ˜dd(τ,Ddw˙(τ))
exp
(∫ τ
0
σˆdd
ξ˜dd(ρ,Ddw˙(ρ))
dρ
)
dτ
+Ddw(0)
)
,
(5.9)
and then also Ddw˙(t) can be expressed in terms of z, σˆdd, ξ˜dd:
Ddw˙(t) =
z(t)
ξ˜dd(t,Ddw˙(t))
−
σˆdd
ξ˜dd(t,Ddw˙(t))
exp
(
−
∫ t
0
σˆdd
ξ˜dd(τ,Ddw˙(τ))
dτ
)
(∫ t
0
z(τ)
ξ˜dd(τ,Ddw˙(τ))
exp
(∫ τ
0
σˆdd
ξ˜dd(ρ,Ddw˙(ρ))
dρ
)
dτ +Ddw(0)
) (5.10)
Since the right hand side depends on Ddw˙(t), this is rather a fixed point equation than an explicit expression
for Ddw˙(t). We therefore consider the fixed point operator T : M → M , defined by the right hand side of
(5.10), i.e.,
T = S ◦ R,
where R : M → Mˆ , Mˆ = {φ ∈ M : φ ≥ K1}, is the superposition operator associated with ξ˜dd, i.e.,
R(v)(t) = ξ˜dd(t, v(t)), and S : Mˆ →M
S(r)(t) =
z(t)
r(t))
−
σˆdd
r(t)
exp
(
−
∫ t
0
σˆdd
r(τ)
dτ
)(∫ t
0
z(τ)
r(τ)
exp
(∫ τ
0
σˆdd
r(ρ)
dρ
)
dτ +Ddw(0)
)
.
Note that both σˆdd and ξ˜dd are bounded from below by K1 due to (5.3). We can then conclude that T is a
self-mapping on
M =M0 = L
∞(0, T ;L∞(G+)),
and on
M = M1 = L
2(0, T ;H1(G+)) ∩ L∞(0, T ;L∞(G+)) ,
since z ∈ L2(0, T ;H1(G+)) ∩ L∞(0, T ;L∞(G+)). Moreover,
R′(Ddw˙) =
∂
∂v
(
ξˆdd + |J
T
Φ (D1w˙, . . . , Dd−1w˙, v)|
q−1ηˆdd
)
|v=Ddw˙
is small if ‖∇u˙i‖L∞(0,T ;L∞(Ωi)) and therefore ‖∇w˙‖L∞(0,T ;L∞(G+)) is small. This implies that T is a con-
traction on
M˜0 = {v ∈M0 : ‖v −Ddw˙‖L∞(0,T ;L∞(G+)) ≤ γ}
and on
M˜1 = {v ∈M1 : ‖v −Ddw˙‖L∞(0,T ;L∞(G+)) ≤ γ} .
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for γ sufficiently small. Thus the fixed point equation v = T (v) has a unique solution v0 in M˜0 and it also
has a uniqe solution v1 in M˜1, and both have to coincide v1 = v0 by uniqueness on M˜0 ⊇ M˜1. On the other
hand, obviously Ddw˙ lies in M˜0, solves this fixed point equation and thus has to coincide with v0, hence
also with v1. This proves that Ddw˙ ∈M1 ⊆ L
2(0, T ;H1(G+)).
By transforming w back to u, we can conclude that u ∈ H1(0, T ;H2(B+)). The assertion then follows
from the fact that the boundary is compact and can be covered by a finite set of balls {Bri/2(xi)}
N
i=1.
Higher boundary regularity was obtained under the assumption that u belongs to W 1,∞(0, T ;W 1,∞(Ω));
this was necessitated by the presence of the q-Laplace damping term in the equation. The assumption is
equivalent to assuming Lipschitz continuity of u in time and space, i.e. u ∈ C0,1(0, T ;C0,1(Ω)) (see Theorem
4, Chapter 5, [8]).
5.1. Neumann problem for the coupled system
It remains to show H2-regularity up to the boundary for the Neumann problem (4.5).
Theorem 3. Let the assumptions of Corollary 4 hold, let ∂Ω and Γ = ∂Ω+ be C
1,1 regular and let u be
the weak solution of (4.5). Furthermore, assume that g ∈ L2(0, T ;H1/2(∂Ω)). If u ∈W 1,∞(0, T ;W 1,∞(Ω))
and ‖∇u˙‖L∞(Ω)(0,T ;L∞(Ω)) is sufficiently small, then ui ∈ H
1(0, T ;H2(Ωi)), i ∈ {+,−}.
Proof. We will show that u− ∈ H
1(0, T ;H2(Ω−)), since the regularity on Ω+ follows as in the proof of
Theorem 2. We begin again as before, by straightening the boundary around x0 ∈ ∂Ω− \ ∂Ω+. There exists
a ball B = Br(x0) for some r > 0 and a C
1,1-diffeomorphism Ψ : B → Ψ(B) ⊂ Rd such that det|∇Ψ| = 1,
U ′ = Ψ(B ∩ Ω−) ⊂ R
d
+ is an open set, and Ψ(B ∩ ∂Ω−) ⊂ ∂R
d
+. We change the variables and write
y = Ψ(x), x ∈ B,
x = Φ(y), y ∈ U ′.
We denote G := Ψ(B r
2
∩ Ω−) ⊂⊂ U
′. We define
w(y, t) := u(Φ(y), t), (y, t) ∈ U ′ × [0, T ],
and transform the orginial equation from (B ∩Ω)× [0, T ] to U ′ × [0, T ]:∫
U ′
{ 1
λˆ
(1− 2kˆw(t))w¨(t)φ +
d∑
i,j=1
(
σˆijDiw(t)Djφ+ ξˆijDiw˙i(t)Djφ
+ |JTΦ∇w˙(t)|
q−1ηˆijDiw˙(t)Djφ
)
−
2kˆ
λˆ
(w˙(t))2φ
}
dy =
∫
∂U ′
gφ|J−TΦ n|Rd dx,
(5.11)
for a.e. t ∈ [0, T ], and all φ ∈ W 1,q+1(U ′), and λˆ, kˆ, σˆij , ξˆij , and ηˆij are defined as in (5.2). We then
again use φ = −D−lr (ζ
2Dlrw˙(t)), r ∈ {1, . . . , d − 1} as a test function and proceed with the estimates like
in the proof of Theorem 2. The only difference here is the need to estimate the boundary integral over ∂U ′
appearing in the weak form, therefore we focus our attention solely on estimating this term:
−
∫ t
0
∫
∂U ′
gD−lr (ζ
2Dlrw˙)|J
−T
Φ n| dx ds
=
∫ t
0
∫
B∩∂Ω−
gD−lr (ζ
2Dlru˙) dx ds
≤C‖g‖L2(0,T ;H1/2(∂Ω−))‖ζ
2Dlru˙‖L2(0,T ;H1/2(∂Ω−))
≤C‖g‖L2(0,T ;H1/2(∂Ω−))‖ζD
l
ru˙‖L2(0,T ;H1(Ω−))
≤ ε‖ζDlru˙‖
2
L2(0,T ;H1(Ω)) +
1
4ε
C2‖g‖2L2(0,T ;H1/2(∂Ω−)).
Showing that Dddw ∈ H
1(0, T ;L2(G)) follows as in the proof of Theorem 2, since we use φ ∈ C∞0 (G) in
(5.11).
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