We obtain new combinatorial formulae for modi ed Hall{Littlewood polynomials, for matrix elements of the transition matrix between the elementary symmetric functions and Hall-Littlewood's ones, and for the number of rational points over the nite eld of unipotent partial ag variety. The de nitions and examples of generalized mahonian statistic on the set of transport matrices and dual mahonian statistic on the set of transport (0,1){matrices are given. We also review known q{analogues of Littlewood{ Richardson numbers and consider their possible generalizations. Several conjectures about multinomial fermionic formulae for homogeneous unrestricted one dimensional sums and generalized Kostka{Foulkes polynomials are formulated. Finally we suggest two parameter deformations of polynomials P (t) and one dimensional sums.
? (k) i+1 (k) i ? (k) i+1 # t ; (0:2) summed over all ags of partitions = f0 = (0) (1) (n) = 0 g, such that j (k) j = 1 + + k , 1 k n, and c( ) = New combinatorial formula for the transition matrix M(e; P) (Theorem 3.3 ). Let ; be partitions, then M(e; P) = summed over all ags of partitions = f0 = (0) (1) (r) = 0 g such that (k) = (k?1) is a horizontal k {strip, 1 k r, r = l( ).
New combinatorial formula for the number of rational points F (F q ) over the nite eld F q of the unipotent partial ag variety F (Section 1.4) : F (F q ) = q n( ) P (q ?1 );
(0:4) where polynomial P (t) is given by (0.2). New interpretation of the Schilling{Warnaar t{supernomial coe cients L a t and T(L; a), ScW] , and Example 1, Subsection 3.1. Let = ( 1 ; : : : ; k ) be a partition, then We introduce also the SU(n){analogue of t{multinomial coe cients (0.5) and (0.6) (De nition 3.2).
De nition and examples of the generalized mahonian statistics on the set of transport matrices P (Section 2). This is a natural generalization of mahonian statistic on the set of words introduced and studied by D. Foata in particular case = (1 n ), F], see also Ma] , An] , ZB] , FZ] , GaW]. Connection between the rigged con gurations polynomials RC R (t) for a sequence of rectangular partitions R = (R 1 ; : : : ; R p ), cf. Ki1], and the classically restricted one dimensional sums f cl r (b T max ; ) corresponding to the tensor product of "rectangular" crystals B R 1 B R p (Section 7). De nition, examples and properties of the two parameter deformation B (q; t) of the unrestricted one dimensional sum P (t) (Section 8).
The paper is organized as follows: In Section 1 we recall the de nition of modi ed Hall{Littlewood polynomials, and explain a connection between the character of level 1 basic representation of the a ne Lie algebra b sl(n), and the limit N ! 1 of the modi ed Hall{Littlewood function corresponding to partition = (1 N ), see Ki2] . This result was extended to more general cases in Ki2] , NY] and HKKOTY]. In Subsections 1.4 and 1.5 we explain a connection between the modi ed Hall{Littlewood polynomials and the unipotent partial ag varieties HS], LLT] , Sh] , and the Demazure characters Ka2], HKMOTY1,2].
In Section 2 we introduce the generalized mahonian and dual mahonian statistics on the set of transport matrices and on the set of (0,1){transport matrices, respectively, and give few examples of such statistics.
In Section 3 we state the fermionic formulae for polynomials P (t) = X K K (t) (Theorem 3.1) and R (t) = X K K 0 (t) (Theorem 3.3), and study their special cases.
In particular, we show that polynomials P (t) and t n( ) P (t ?1 ) give a natural generalization of supernomial and multinomial coe cients introduced by A. Schilling and S.O. Warnaar, ScW] , W]; see also Ki2] .
In Section 4 we give algebraic proofs of main results, formulated in Section 3, namely proofs of Theorems 3.1 and 3.3. A combinatorial proof of these theorems will appear elsewhere.
The main purpose of Section 5 is to show frequent apparitions of the one dimensional sums related to the tensor product of crystals B R 1 B R p in di erent branches of Mathematics, such as: representation theory, combinatorics, algebraic geometry and integrable systems. In our opinion, the fundamental role played by one dimensional sums in Mathematics and Mathematical Physics may be explained by the fact that one dimensional sums can be considered as a natural q{analog of the tensor product multiplicities. In the literature there exist at least 4 or 5 ways to de ne a q{analog of the Littlewood{Richardson numbers, see, e.g., GoW] In Section 6 we overview several known ways to de ne the q{analogues of the tensor product multiplicities, and formulate conjectures (Conjectures 6.4, 6.5, 6.8 and 6.9) which relate the classically restricted one dimensional sums f cl R (b T min ; ) := CK R (t), the ribbon Kostka polynomials K (p) (t), introduced by A. Lascoux, B. Leclerc and J.-Y. Thibon, LLT] , and the generalized Kostka polynomials K R (t), introduced by M. Shimozono and J. Weyman. We expect that only in the case of dominant sequence of rectangular partitions R the crystal CK R (t), the ribbon K (p) (R) (t) and the generalized Kostka polynomials K R (t) give the equivalent q{analogues of the tensor product multiplicities. We also formulate some unsolved problems.
In Section 7 we formulate few conjectures about multinomial fermionic formulae for homogeneous unrestricted one dimensional sums, and generalized Kostka{Foulkes polynomials corresponding to a sequence of rectangles.
In Section 8 we suggest two parameter deformations of polynomials P (t) and one dimensional sums. Proposition 1.2.
(1:2)
Proof. Let us remind that the Hall-Littlewood polynomials Q and P satisfy the following orthogonality condition (see, e.g. M], Chapter III, (4.4)) X Q (X; q)P (Y ; q) = Y 
(1:4) 1.2. Modi ed Hall{Littlewood polynomials for partition = (1 N ). Corollary 1.3. Let = ( 1 ; : : : ; n ) be a composition, j j = N. Then X K K (1 N ) (q) = q n( 0 ) N 1 ; : : : ; n q ; (1:5) where N 1 ; : : : ; n q = (q; q) N (q; q) 1 : : : (q; q) n is the q{analog of gaussian multinomial coecient, and (a; q) n := Q n?1 j=0 (1 ? aq j ).
Proof. First of all we have to compute Q 0 (1 N ) (X; q). For this goal, let us remark that ( M] , Chapter III, (2.8))
Q (1 N ) (X; q) = (q; q) N e N (X); (1:6) where e m (X) is the elementary symmetric function of degree m in the variables X. Hence X s (X)K (1 N ) (q) = Q (1 N ) (X=((1 ? q); q) = (q; q) N e N (X=(1 ? q)): we obtain the following result
(1:8)
where for a composition = ( 1 ; 2 ; : : : ; n ) we set (q; q) := n Y j=1 (q; q) j . Finally, from (1.6) and (1.8) we obtain immediately that Q 0 (1 N ) (X n ; q) = X s (X n )K (1 N ) (q) = X `N q n( 0 ) N 1 ; : : : ; n m (X n ):
(1:9)
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1.3. Hall-Littlewood polynomials and characters of the a ne Lie algebra b sl(n). We consider the identity (1.9) as the nitization of the Weyl{Kac{Peterson character formula (WKR{formula for short, see, e.g. Kac] , (12.7.12)) for the level 1 basic representation L( 0 ) of the a ne Lie algebra b sl(n). Indeed, the WKP{formula for the character chL( 0 ) may be recovered as an appropriate limit of (1.9). More exactly, let us consider the following form of (1.9): q ? (N 2 ?N)n 2 X s (x 1 ; : : : ; x n ) (x 1 : : : x n ) N K (1 nN ) (q) = X k 2 Z n jkj = 0; k i ?N; 8i where for a given weight we set N := +(N n ). The last equality in (1.12) follows from the hook{formula (see, e.g. M], Example 2 on p.243):
(1 ? q h(x) ) ; where h(x) := i + 0 j ?i?j +1 is the hook{length corresponding to the box x = (i; j) 2 .
Finally, it follows from (1.10){(1.12) that X s (x 1 ; : : : ; x n )b (q) = (x) (q; q) n?1 1 ; (1:13) summed over all partitions such that l( ) n, and j j 0(mod n), and where (x) = X m=(m 1 ;:::;m n )2Z n ; jmj=0 De nition 2.1 ( F] Now we are going to extend the notion of mahonian statistic to the set of transport matrices. Let us denote by P (respectively R ) the set of all matrices of non{negative integers (respectively the set of all (0,1){matrices) with row sums i and column sums j . It is clear that if = (1 N ) then the both sets P (1 N ) and R (1 N ) can be naturally identi ed with the set M( ).
De nition There exists a bijection between the set R and that of all column strict tabloids of shape 0 and weight . Let and be compositions of the same integer n. A tabloid of shape and weight is a lling of the diagram of boxes with row lengths 1 ; 2 ; : : : ; r , such that the number i occurs i times, and such that each column is nondecreasing. A tabloid of shape and weight is called a column strict if each column is strictly decreasing. For example, 1 2 1 3 1 2 4 3 and 1 1 2 2 1 3 4 3 are tabloid and column strict tabloid of weight (3221) and shape (2312). We denote by T( ; ) (respectively, e T( ; )) the set of all tabloids (respectively, the set of all column strict tabloids) of shape and weight . Now we are ready to describe a bijection R $ e T( 0 ; ) 2 0 . Let be a partition and be a composition of the same integer n, and m 2 R .
There is an explicit one{to{one correspondence, due to Knuth Kn] , between the set of (0,1){matrices with row sums i and column sums j , and pairs of semistandard tableaux of conjugate shapes and weights , , (Knuth's dual correspondence):
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Let us de ne the charge CH of a matrix m 2 R to be the Lascoux{Sch utzenberger charge ( LS] ) of the corresponding semistandard tableaux Q of weight :
It follows from the results of Lascoux and Sch utzenberger LS], and Knuth Kn] , that
It is an interesting problem to nd a bijective proof that the statistics g ZEL and CH
have the same distribution on the set R . 2.3. Generalized mahonian statistics.
De nition 2.6. A function ' on the set of transport matrices P is called generalized
There is a well{known bijection between sets P and T( ; ). To describe this bijection, let m 2 P , and D( ) be the diagram of the composition . To obtain a tabloid, let us ll the rst m 1j boxes of the j-th row of D( ) by the number 1, the next m 2j boxes of same row by the number 2, and so on. As a result we obtain the tabloid of shape and weight . This construction de nes the bijection under consideration. To go further, let us 3) Let = ( 1 ; : : : ; k ) and = ( 1 ; : : : ; k?1 ). For T 2 T( ; ), let T 1 be the tabloid obtained from T by changing the entries k into 2 and all the other ones by 1. Let T 2 be the tabloid obtained from T by erasing all the entries k, and rearranging the columns in the appropriate order.
Example. Consider LLT] , in which the shape is allowed to be an arbitrary composition. Such a variant has already been used by I. Terada T] in the case of complete ags (i.e. = (1 N )).
Let be a composition, and T 2 T( ; ). Follow to LLT], de ne an integer e(T) by the following rules:
iii) otherwise e(T) = e(T 1 ) + e(T 2 ) where T 1 is de ned as above, but this time T 2 is obtained from T by erasing the entries k, without reordering. The set of tabloids of shape and weights contains the following ones Theorem 3.1. ( HKKOTY] ) Let be a partition, and , l( ) = r, be a composition of the same integer n, then
summed over all ags of partitions = f0 = (0) (1) (r) = 0 g, such that j (k) j = 1 + + k , 1 k r; and
where for any real number we put 2 := ( ? 1)2.
Proof of Theorem 3.1 will be given in Subsection 4.2.
Remark. It is well{known ( Kn] ; M], Chapter I, Section 6) that P (1) is equal to the number of matrices of non{negative integers with row sums i and column sums j . This number is equal also to that of pairs of semistandard tableaux of the same shape and weights and , Kn].
Examples. 1 0 . Let us take a length two composition = ( 1 ; 2 ), and a partition . Let 0 = ( 0 1 ; : : : ; 0 k ) be the conjugate partition. Then the identity (3.1) takes the following form
summed over all partitions of 1 , l( ) = k, and c( )
Let us put L i = 0 i ? 0 i+1 and j i = 0 i ? i , 1 i k, j k+1 = 0. Then we have where e De nition 3.2. Let be a partition and be a composition, j j = j j. De ne the t{multinomial coe cient (0) to be
It follows from (3.3) that if a composition = ( 1 ; 2 ) consists of two parts then the t{multinomial coe cient Similarly, one can de ne classically restricted and restricted t{multinomial coe cients. We intend to consider the properties (including recurrence relations, bosonic formulae, multinomial analogue of Bailey's lemma, and applications to polynomial identities and q{series) of these t{multinomial coe cients in a separate publication.
2 0 . If = (1 n ), then (3.1) coincides with the formula for modi ed Green's polynomials X (1 n ) (t) from M], Example 4 on p.249.
Let us describe two generalized mahonian statistics on the set M( ). The rst one is the Lascoux{Sch utzenberger charge c de ned on the set of dominant weight words w, i.e. 2 ), j (k) j = 1 + + k , 1 k n; It is well{known that the LHS(3.1) does not depend on the permutations of components of the composition . Hence, the same is valid for the RHS(3.1) as well. This is not obvious at all because the number of terms in the right hand side sum (3.1) do depends on the composition , but not only on the corresponding partition + . For example, let us take = (1221) and = (2 3 ). The summands in the RHS(3.1) correspond to the following ags of partitions = f (1) (2) (3) (4) g: Hence, the RHS(3.1)= 1 + 4t + 7t 2 + 7t 3 + 4t 4 + t 5 + t 2 (1 + 2t + 3t 2 + 2t 3 + t 4 ) = 1 + 4t + 8t 2 + 9t 3 + 7t 4 + 3t 5 + t 6 . On the other hand, for the partition + = (2211) the contribution to the RHS(3. Hence, the RHS(3.1)= t 2 (1 + t + t 2 ) + t(1 + 3t + 5t 2 + 5t 3 + 3t 4 + t 5 ) + (1 + 2t + 2t 2 + t 3 ) + t(1 + 2t + 2t 2 + t 3 ) = 1 + 4t + 8t 2 + 9t 3 + 7t 4 + 3t 5 + t 6 .
We see that P (t) = P +(t), but the corresponding sums of the products of t{ binomial coe cients have di erent structures.
3.2. New combinatorial formula for the transition matrix M(e; P).
Now we are going to describe the fermionic formula for the following sum
This sum is the ( ; ){entry of the matrix transposed to the transition matrix between elementary and Hall{Littlewood polynomials, namely, if e = X M(e; P) P ; then M(e; P) =
It is well{known ( Kn] ) that R (1) counts the number of (0,1){matrices with row sums i and column sums j . This number is equal also to the number of pairs of semistandard tableaux of conjugate shapes and weights and , see, e.g. M], Chapter I, Section 6.
Theorem 3.3. ( HKKOTY] ) Let be a composition, l( ) = r. Then
where the sum is taken over all ags of partitions = f0 = (0) (1) (r) = 0 g such that (k) = (k?1) is a horizontal strip of length k , 1 k r. Proof of Theorem 3.3 will be given in Subsection 4.1.
Remark. The last condition on the ag means that de nes a semistandard tableau of shape 0 and weight . Thus, the number of terms in the RHS(3.7) is equal to that of semistandard tableaux of shape 0 and weight .
Examples. 1 0 . It is clear that if = (1 n ), then R (q) = P (q) = X (1 n ) (q): 3 0 . Let be a composition of length n, and = (2 2 1 1 ? 2 ), so that 0 = ( 1 ; 2 ). In this case the following partitions give the contribution to the RHS(3.7):
2 ), j (k) j = 1 + + k , 1 k n; Hence, the number of (0,1){matrices of size N 3 with row sums i , i = 1; 2; 3, and column sums i = 2, 1 i N, is equal to N! (N ? 1 )!(N ? 2 )!(N ? 3 )! .
4 0 . Consider = (1221) and = (321). The summands in the RHS(3.7) correspond to the following ags of partitions = f 1 (2) (3) (4) g: Hence, the RHS(3.7)= (1 + t + t 2 ) + 1 + (1 + t) + (1 + t) = 4 + 3t + t 2 . Let us remark that RHS(3.7) does not depend on the permutations of components of the composition . This is clear since the LHS(3.7) does. However, the number of summands in the RHS(3.7) do depends on the composition , but not only on the corresponding partition + .
x4. Proofs of Theorems 3.1 and 3.3.
Let f (t) be the structural constants for the Hall{Littlewood functions, i.e. P (x; t)P (x; t) = X f (t)P (x; t): 
Proof of Theorem 3.3.
It is well known that the Hall{Littlewood polynomial P (X n ; t), when = (1 m ), coincides with the m-th elementary symmetric function in the variables X n : P (1 m ) (X n ; t) = e m (X n ); see e.g., M], Chapter III, (2.8).
Using (4.1) and (4.2) we can write e m (x)P (x; t) = X f (1 m ) (t)P (x; t); (4:3) and more generally using induction, e 1 (x) : : : e r (x)P (x; t) = X R ( ) P (x; t); To nish the proof of Theorem 3.3 we need the following formulae (see, e.g., M], Finally, if we take = ; in (4.7), then f ; (t) = , and formula (3.5) follows.
Proof of Theorem 3.1.
Proof of Theorem 3.1 is similar to that of Theorem 3.3 and based on the following Lemma 4.1. Let be a partition, l( ) n, and h k (X n )P (X n ; t) = X g (t)P (X n ; t);
where h k (X n ) denotes the complete homogeneous symmetric function of degree k in the variables X n = (x 1 ; : : : ; x n ). Then and therefore g (t) = 0 unless , j = j = k.
Let us postpone the proof of Lemma 4.1 to the end of this subsection and show rst how using the formula (4.8) one can deduce the formula (3.1) from Theorem 3.1.
To do this we will need the formula (4.6) and the following one (see, e.g., M], Thus, we have h 1 (x) : : : h r (x)P (x; t) = X 0 @ X ; K K (t)f (t) 1 A P (x; t):
On the other hand, we can compute the LHS(4.9) using Lemma 4.1. Namely, LHS(4:9) = X P ( ) (t)P (x; t); summed over all reverse plain partitions of skew shape ? and weight ; in other words, the sum in (4.11) is taken over all sequences of partitions = (0) (1) (r) = such that j (i) = (i?1) j = i , 1 i r, and
Thus, it follows from (4.9){(4.11) that P ( ) (t) = Proof. It follows from Lemma 4.1 that the RHS(4.15)= g (t). Hence, X g (t)P = h n P = X K (n) (t)P P = X X K (n) (t)f (t) ! X K (n) (t)f (t). The identity (4.15) follows from a simple observation that K (n) (t) = t n( ) . Exercise. Let = ( 1 ; : : : ; s ) and = ( 1 ; : : : ; r ) be compositions. For each partition , l( ) n, denote by K ; j the multiplicity of the highest weight irreducible representation V (n) of the general linear group gl(n) in the tensor product
( 1 1 ) V (n) (1 r ) : Let be a partition, l( ) n. Find a fermionic formulae for the following sum X K ; j K (q); which generalizes (3.1) and (3.7).
x5. Polynomials P (t) and their interpretations.
In this Section we summarize the known interpretations and some properties of polynomials P (t). The main reason for this is the following: we suppose that all generalizations of polynomials P (t) considered in the coming sections, should have properties similar to (5.2)-(5.9).
Polynomials P (t) admit the following interpretations:
Transition coe cients between modi ed Hall-Littlewood polynomials and monomial symmetric functions Q 0 (X n ; t) = X P (t)m (X n ):
Inhomogeneous unrestricted one dimensional sum with "special boundary conditions":
( 5:3) summed over the set P of all transport matrices m of type ( ; ), i.e. the set of all matrices of non{negative integers with row sums i and column sums j ; E(m) is equal to the value of energy function E(p) of the path p which corresponds to the transport matrix m under a natural identi cation of the set of paths P (b max ; ) (see, e.g., KMOTU2], or Subsection 3.1, Example 1 0 ) with that of transport matrices P . Problem 1. To nd a combinatorial rule for computation of the energy E(m) of a transport matrix m 2 P .
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Generating function of a generalized mahonian statistic ' on the set of transport matrices P : q n( ) P (q ?1 ) = F (F q ):
String function of a ne Demazure's module V w (l L ) corresponding to the element w = r Ln?1 r Ln?2 : : : r L+2 r L+1 r L of the a ne Weyl group W(A (1) n?1 ):
dimV w (l L ) ?n t n ; (5:6) for some known constant E 0 ; see KMOTU2], or Subsection 1.6. Generalized t{supernomial and t{multinomial coe cients (0) and T (0) ( ; ):
( 5:7) T (0) ( ; ) = t ?E min P (t); (5:8) for some known constant E min .
As it was shown in Subsection 3.1, the coe cients (5.7) and (5. See HKKOTY] and Sections 3 and 4, where further details and applications of the fermionic formula (5.9) can be found. Truncated form, or nitization of characters and branching functions of (some) integrable representations of the a ne Lie algebra of type A (1) n?1 , and more generally, for Kac{Moody algebras, W{algebras, : : :.
The observation that certain special limits of polynomials P (t) and Kostka{Foulkes polynomials may play an important role in the representation theory of a ne Lie algebras originally was made in Ki2]. It was observed in Ki2] that the character formula for the level 1 vacuum representation V ( 0 ) of the a ne Lie algebra of type A (1) n?1 (see, e.g., Kac], Chapter 13) can be obtained as an appropriate limit N ! 1 of the modi ed
Hall{Littlewood polynomials Q 0 (1 N ) (X n ; q). The proof was based on the following formula P (1 N ) (q) = q n( 0 ) N 1 ; : : : ; n q ; (5:10)
see Ki2], (2.28), or Subsection 1.2, (1.5).
The latter observation about a connection between the character ch(V ( 0 )) and modied Hall-Littlewood polynomials Q 0 (1 N ) (X n ; q) immediately implies that the level 1 branching functions b 0 (q) can be obtained as an appropriate limit N ! 1 of the "normalized" x6. Generalizations of polynomials P (t) and K (t). In this Section we summarize possible generalizations of polynomials P (t) and Kostka{Foulkes polynomials K (t), their properties, and some special cases. Let us remind that P (t) = X K K (t); (6:1) where is a partition, is a composition; summation in (6.1) runs over all partitions ; K (t) is the Kostka{Foulkes polynomial (see, e.g., M], Chapter III, Section 6), and K := K (1) is the Kostka number which is equal to the number of semistandard Young tableaux of shape and content .
6.1. Crystal Kostka polynomials.
First let us recall the result of A. Nakayashiki and Y. Yamada NY] that the Kostka{ Foulkes polynomial K (t) coincides with the classically restricted one dimensional sum with special boundary conditions. For another proof, see, e.g., KKN]; cf. KMOTU2], HKKOTY].
Let n 2 be a natural integer which is xed throughout this subsection.
De nition 6.1. Let R = fR 1 ; : : : ; R p g be a sequence of partitions, be a partition such that j j = jR 1 j + + jR p j. De ne the polynomial CP R (t) to be the weight unrestricted one dimensional sum corresponding to the tensor product of crystals B R 1 B R p , and boundary condition b T min , T min 2 STY ( ; ), where B R i is the crystal (see, e.g., Ka1]) corresponding to the irreducible highest weight R i representation V R i of the Lie algebra sl(n).
De nition 6.2. The crystal Kostka polynomial CK R (q) corresponding to a set of partitions R = fR 1 ; : : : ; R p g is de ned to be the weight classically restricted one dimensional sum corresponding to the tensor product of crystals B R 1 B R p , and boundary condition b T min .
We refer the reader to LS], DLT] and Ki1], where de nition and basic properties of Kostka{Foulkes polynomials can be found, and to HKMOTU2] and HKKOTY] for de nitions of unrestricted, classically restricted and restricted one dimensional sums.
Let us remark that CK R (1) = Mult V : V R 1 V R p ]; (6:2) i.e. CK R (1) is equal to the multiplicity of the highest weight irreducible representation V of sl(n) in the tensor product V R 1 V R p . Thus, the crystal Kostka polynomial CK R (q) may be considered as a q{analog of the tensor product multiplicity (6.2).
Fusion Kostka polynomials.
The problem of nding a \natural" q{analog of the tensor product multiplicities has a long story. To our knowledge, there exists at least three natural algebraic ways to de ne a q{analog of tensor product multiplicity (6.2). The rst one is based on the so{ called fusion rules for the tensor product of "restricted" representations of the quantized universal enveloping algebra U q (sl(n)) when q is a root of unity, see, e.g., GoW]; Kac], Exercises 13. and BKMW] , where a combinatorial description of the fusion rules for representations of sl(3) and sl(4) are given. We denote by FK R (q), and call it fusion Kostka polynomial, a q{analog of the tensor product multiplicity (6.2) which corresponds to the fusion rules.
Let us explain informally the meaning of the fusion Kostka polynomials FK R (q). Let F r (n) be the fusion algebra corresponding to the quantized universal enveloping algebra U q (sl(n)), when q = exp (2 i=r + n). Each nite dimensional sl(n){module V de nes an element V ] of the fusion algebra F r (n). This algebra is generated by the so{called "restricted" representations V , which correspond to partitions = ( 1 ; : : : ; n ) such that 1 ? n r. It is well{known that the fusion algebra is commutative and associative. We denote by b the product in the algebra F r (n). This product depends on r and n. Let R = (R 1 ; : : : ; R p ) be a sequence of partitions, denote by Mult ( Problem 5. Let us introduce the fusion modi ed Hall{Littlewood polynomials FQ 0 R (X n ; t) = X FK R (t)s (X n ):
where s (X n ) stands for the Schur function corresponding to a partition . Find algebraic, combinatorial, and geometric interpretations of polynomials FQ 0 n (X n ; t).
Ribbon Kostka polynomials.
The second way to de ne a q{analog of the tensor product multiplicity (6.2) is due to A. Lascoux, B. Leclerc and J.-Y. Thibon, LLT] , and based on the using of ribbon tableaux. We refer the reader to LLT], Sections 4 and 6, for de nitions of a p{ribbon tableau T, spin s(T) of a p{ribbon tableau, and "p{ribbon version" e Q (p) (X n ; t) of modi ed Hall{ Littlewood polynomials. Here we are only reminding that if is a partition with empty p{core, then by de nition e Q (p) (X n ; t) = X T2Tab p ( ; n) t s (T) x w(T) ; (6:5) summed over the set Tab p ( ; n) of all p{ribbon tableaux of shape lled by numbers not exceeding n; s(T) = s (T) ? minfs (T) Remark. The functions e Q (p) (X n ; t) were introduced and studied by A. Lascoux, B. Leclerc and J.-Y. Thibon in LLT], and denoted in LLT] by G (p) (X n ; t). We denote these functions by e Q (p) (X n ; t), and call the ribbon modi ed Hall{Littlewood polynomials in order to underline a certain similarity with modi ed Hall{Littlewood polynomials Q 0 (X n ; t). In fact, it was proved in LLT], Theorem 6.6, that if is a partition, and L l( ), then e Q (L) L (X n ; t) = Q 0 (X n ; t); where L = (L 1 ; L 2 ; : : : ; L n ).
It Conjecture 6.4. Let CP R (t) be the weight unrestricted one dimensional sum corresponding to the tensor product of crystals B R 1 B R p , and boundary condition b T min ; let be the unique partition which satis es the conditions (6.9) and (6.10). Then CP R (t) = t E 0 P (p) (t), for a certain constant E 0 .
Conjecture 6.5. Let CK R (t) be the weight classically restricted one dimensional sum corresponding to the tensor product of crystals B R 1 B R p and boundary condition New combinatorial formula for modi ed Hall{Littlewood polynomials 33 b T min ; let be the unique partition which satis es the conditions (6.9) and (6.10). Then CK R (t) = q E 0 K (p) (t), for a certain constant E 0 .
6.4. Generalized Kostka polynomials.
The third way to de ne a q{analog, denoted by K R (q), of the tensor product multiplicity (6.2), in the case R is a sequence of partitions, is due to M. Shimozono and J. Weyman, see, e.g., KS]. By de nition the polynomials K R (q) are the Poincare polynomials of isotypic components of Euler characteristics of certain C gl n ]{modules supported in nilpotent conjugacy class closures.
To give precise de nitions, we need little more notations. Our exposition follows to KS]. Let = ( 1 ; 2 ; : : : ; p ) be a sequence of positive integers that sum to n. Denote by Roots the set of ordered pairs (i; j) such that 1 i 1 + + r < j n for some r.
For example, if = (1 n ), then Roots = f(i; j) j 1 i < j ng.
Let X n = (x 1 ; : : : ; x n ) be the set of independent variables. For any sequence of integer numbers = ( 1 ; : : : ; n ) we put x = x 1 1 x n n . The symmetric group S n acts on polynomials in X n = ( For the dominant (weakly decreasing) integral weight = ( 1 2 n ), the character s (X n ) of the highest weight gl(n) module V is given by the Laurent polynomial s (X n ) = (x ). When is a partition (that is n 0), s is the Schur function.
Let B (X n ; q), H (X n ; q), and K ; ; (q) be the formal power series de ned by B (X n ; q) = Y (i;j)2Roots
(1 ? qx i =x j ) ?1 ; (6:13) H (X n ; q) = (x B (X n ; q)) = X s (X n )K ; ; (q); (6:14) where runs over the dominant integral weights in Z n . It is known (M. Shimozono and J. Weyman) that the coe cients K ; ; (q) are in fact polynomials with integer coe cients. It is not true in general that the polynomials K ; ; (q) have nonnegative coe cients. Now we are going to introduce the generalized Kostka polynomials K R (q). Namely, let R = (R 1 ; : : : ; R p ) be a sequence of partitions. Denote by = ( 1 ; : : : ; p ) the sequence of lengths i = l(R i ) of partitions R i . Let n = j j, and (R) 2 Z n 0 denotes the composition obtained by concatenating the parts of the R i in order. hV; H k iq k . It is follows immediately from (6.17) with = 0, that F q (V ) = 0, if j j 6 0(mod n), and F q (V ) = K (l n ) (q), if j j = ln. The last equality originally was proved by W. Hessenlink, and "elementary" algebraic proof may be found in DLT].
2. Let R i be the single column (1 i ) for all i. Then
is the cocharge Kostka{Foulkes polynomial, where 0 is the conjugate of the partition and + is the partition obtaining by sorting the parts of into weakly decreasing order. 3. (M. Shimozono and J. Weyman). Let k be a positive integer and R i be the rectangle with k columns and i rows, 1 i n. Then K R (q) is the Poincare polynomial of the isotypic component of the irreducible GL(n){module of highest weight ( 1 ?k; 2 ? k; : : : ; n ? k) in the coordinate ring of the Zariski closure of the nilpotent conjugacy class New combinatorial formula for modi ed Hall{Littlewood polynomials 35 which corresponds to the set of nilpotent matrices with the Jordan canonical form of type ( + ) 0 .
As it was mentioned, the generalized Kostka polynomials K R (q) may have negative coe cients for general and R. Nevertheless Recall that a sequence of partitions R = (R 1 ; : : : ; R p ) is called dominant, if for all 1 i p, the last part of R i is at least as large as the rst part of R i+1 .
6.5. Summary.
In the previous Subsections we gave de nitions of four families of polynomials which may be considered as the "natural" q{analogues of the tensor product multiplicities, namely, fusion Kostka polynomials FK R (t), crystal Kostka polynomials CK R (t), ribbon Kostka polynomials K (p) (t), generalized Kostka polynomials K R (t), where R is a sequence of partitions, and are partitions, and is a partition without p{core.
It is natural to ask: what are the relations between these four families of polynomials? First of all, for each sequence of partitions R = (R 1 ; : : : ; R p ) denote by := (R) the unique partition which has no p{core, and has R as its p{quotient. It is known that CK R (1) = FK R (1) = K (p) (R) (1) = K R (1) =RHS(6.2), CK R (t), FK R (t) are polynomials with nonnegative coe cients by de nition. It was conjectured in LLT] that the ribbon Kostka polynomials K (p) (t) have nonnegative coe cients. This conjecture was proved in CL] in the case p = 2. As for the generalized Kostka polynomials K R (t), they do may have negative coe cients in general.
For example, take = (2; 2) and R = ((1); (3)), then K R (t) = t ? 1.
It seems a very di cult problem to characterize all sequences of partitions R = (R 1 ; : : : ; R p ) such that K R (t) 2 N t] for all partitions . But even if it happens that the generalized Kostka polynomial K R (t) do has nonnegative coe cients for some and R, even in this case, K R (t) 6 = K (R) in general. For example, take = (521) and R = ((31); (1); (1); (2)). In this case (R) = (32111), and K R (t) = t 5 + 3t 6 + 2t 7 + t 8 , but K (R) (t) = 2q 3 + 3q 4 + 2q 5 .
Summarizing, it seems that there are no simple connection between the ribbon and generalized Kostka polynomials in general. Nevertheless, for the so{called dominant sequences of rectangular partitions R, one can conjectured (see, e.g., KS]) that the generalized and ribbon Kostka polynomials coincide. Recall that a sequence of partitions 36 Anatol N. Kirillov R = (R 1 ; : : : ; R p ) is called dominant, if for all 1 i p ? 1, the last part of R i is at least as large as the rst part of R i+1 .
Conjecture 6.8 ( KS] ). Let R = (R 1 ; : : : ; R p ) be a dominant sequence of rectangular partitions, and = (R) be the unique partition with empty p{core and p{quotient (R 1 ; : : : ; R p Problem 6. Let be a p{dominant partition, and R := R( ) be the dominant rearrangement of the p{quotient of . For which partition , the p{ribbon Kostka polynomial K (p) (t) coincides with generalized Kostka polynomial K R (t)? As for the fusion Kostka polynomials FK R (t), their connection with the corresponding crystal, ribbon or generalized Kostka polynomials is unclear.
Finally, let us consider few examples which illustrate the di erence between the ribbon, fusion and generalized Kostka polynomials.
X L x ; (7:1) where the sum is taken over the set of all compositions such that l( ) n and j j = Lj j; where we assume that the gaussian multinomial coe cient L m 1 ; : : : ; m n is equal to 0, if m i < 0 for some i.
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It is natural to ask: what is a q{analog of the multinomial coe cient L , and what are the q{analogues of relations (7.1), (7.2), and (7.3)? The answers on these questions are either well{known or conjectured. More precisely, for each semistandard tableau T 2 STY ( ; n) let us denote by L (T) the weight unrestricted one dimensional sum with boundary condition b T 2 B . Let H : B B ! Z stands for the local energy function corresponding to the crystal B , see, e.g., Ka1], Ka2]. In the sequel we will identify the sets B and STY ( ; n).
It is well{known, see, e.g., KMOTU2] , that one dimensional sums L (T) satisfy the following conditions: L (T) Remark. The answer to this conjecture is known or conjectured in the case when partition = (l) consists of one part and for some special values of T 2 STY ((l); n).
Conjecture 7.2. Let = ( 1 ; : : : ; s ) be a partition. For each integer k 1, denote by k the following partition (k 1 ; : : : ; k s ). Then q Ln( 0 ) P (L) L ; (q) = L (T max ) ; (7:6) 
