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Povzetek
Naslov: Razvoj postopka za avtomatsko ocenjevanje sloga smucˇarskih sko-
kov
Smucˇarski skoki so med Slovenci zelo priljubljen sˇport, predvsem zaradi
uspehov nasˇih sˇportnikov. V magistrskem delu razvijemo metodo za avto-
matsko ocenjevanje sloga smucˇarskih skokov iz videoposnetkov. Kot glavni
vir za napoved sodniˇskih ocen uporabimo razporeditev delov telesa in smucˇi
skozi let smucˇarskega skakalca. Obstojecˇo metodo za detekcijo delov telesa
uporabimo na domeni smucˇarskih skokov s pomocˇjo posebne zbirke podatkov,
ki jo zgradimo v ta namen. Metodo za detekcijo delov telesa tudi ustrezno
spremenimo, da omogocˇa detekcijo delov smucˇi. Detektirani deli telesa in
smucˇi tvorijo vhod v metodo za napoved sodniˇskih ocen, kjer uporabimo
arhitekturo konvolucijskih nevronskih mrezˇ na cˇasovno odvisnih podatkih.
Tako naucˇen model ima napako napovedi, ki je konkurencˇna pravim sodni-
kom.
Kljucˇne besede




Title: Development of an approach for automatic ski jump style scoring
Ski jumping has always been a very popular sport in Slovenia, mostly
due to success of our sportsmen. The goal of of this master’s thesis is to
develop a method for automatic ski jump scoring from videos. As our main
source of information we use locations of human body parts along with skis
to capture a full body movement of the entire ski jump. We have used an
existing method for human pose estimation from images on the domain of ski
jumping with the help of specially built dataset. We extend the method for
human pose estimation with the support for ski parts detection. Combined
locations of human body parts and ski parts represents an input for the
method that performs scoring of the ski jump style. The approach is based
on convolutional neural networks that are atypically used on a time series
data. Our method is able to operate with an error comparable to real judges.
Keywords






Smucˇarski skoki so med Slovenci zelo priljubljen sˇport, predvsem zaradi uspe-
hov nasˇih sˇportnikov, ki dosegajo vrhunske rezultate z zmagami v svetovnem
pokalu. Veliko vlogo pri smucˇarskih skokih imajo tudi sodniki, saj je glede
na pravila za ocenjevanje skokov [1] le-to sestavljeno iz dolzˇine skoka in nje-
govega sloga.
Podobno kot v vsakdanjem zˇivljenju se tudi v profesionalnem sˇportu odpi-
rajo prilozˇnosti za uporabo tehnologij, ki bi v sˇport uvedle viˇsjo stopnjo regu-
larnosti, pri tekmovalcih in ljubiteljih posameznega sˇporta pa vecˇje zaupanje
v sˇportne odlocˇitve sodnikov. Sodniˇske napake so pogost pojav predvsem pri
sˇportih, kjer je potek igre zelo hiter in imajo sodniki zelo malo cˇasa za spre-
jem prave sodniˇske odlocˇitve. Najocˇitneje se te tezˇave pojavljajo pri sˇportih z
zˇogo, kjer je posledicˇno v zadnjih letih priˇslo do uvedbe razlicˇnih tehnolosˇkih
resˇitev, ki sodnikom olajˇsajo delo. V nogometu je bil pred svetovnim prven-
stvom v Braziliji uveden sistem za avtomatsko detekcijo zadetka [2, 3], ki s
pomocˇjo vecˇih kamer sledi zˇogi pred golom. Podobni sistemi so bili uvedeni
tudi pri tenisu in odbojki, kjer je pomembno detektirati, ali je zˇoga precˇkala
cˇrto [4].
Pri smucˇarskih skokih lahko uporabimo tehnolosˇke resˇitve za merjenje
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dolzˇine skoka ter za oceno sloga skoka. Merjenje razdalj je v vecˇini primerov
podprto z video analizo [5], vendar sˇe vedno potrebuje operaterja, ki rocˇno
dolocˇi mesto pristanka.
Ocenjevanje sloga pa je v vecˇini sˇportov prepusˇcˇeno sodnikom, saj gre
za kompleksno nalogo z velikokrat slabo definiranimi pravili, ki dopusˇcˇajo
veliko svobode. V magistrskem delu naslovimo problem ocenjevanja sloga
smucˇarskih skokov na podlagi videoposnetkov. Predlagani sistem avtomati-
zira ocenjevanje sloga skokov s pomocˇjo metode za detekcijo delov telesa, ki
smo jo prilagodili na specificˇno domeno smucˇarskih skokov.
1.2 Pregled sorodnih del
Del s podrocˇja ocenjevanja sloga smucˇarskih skokov nismo zasledili, zato se
osredotocˇimo na posamezne podprobleme, ki smo jih resˇevali, in metode, ki
smo jih uporabili.
Najpomembnejˇsi del magistrske naloge predstavlja natancˇno ocenjevanje
pozicije delov telesa in smucˇi s posameznih slik. To podrocˇje racˇunalniˇskega
vida je zelo razvito, kar dokazujejo tudi rezultati na priznanih tekmova-
njih [6, 7]. Metode so dozˇivele velik napredek predvsem s pojavom kon-
volucijskih nevronskih mrezˇ, ki so nadomestile uporabo metod z rocˇno izde-
lanimi topologijami za interferenco med posameznimi deli telesa in njihovo
detekcijo [8, 9, 10]. Zacˇetna dela s podrocˇja detekcije delov telesa temeljijo
predvsem na modelih, kjer predstavimo posamezne dele telesa in njihovo
medsebojno povezanost (Pictorial Structures [11]). Ogrodje je zelo splosˇno,
saj omogocˇa razlicˇne nacˇine opisa delov telesa iz slikovne informacije kot tudi
razlicˇne nacˇine povezovanja le teh. Za vrednotenje ujemanja modela se nato
uporabi razlicˇne optimizacijske metode, ki optimizirajo kriterijsko funkcijo,
ki racˇuna razdaljo med modelom in detekcijami. Problem taksˇnih metod je
njihova omejena mocˇ, saj lokalni detektorji ne uposˇtevajo relacij med deli
telesa ali jih uposˇtevajo, zgolj zelo omejeno, saj s topolosˇkim modelom tezˇko
opiˇsemo vse mozˇne interakcije med deli telesa. Sposobnost sklepanja o lo-
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kaciji dela telesa na podlagi ostalih delov telesa je kljucˇna, saj so dolocˇeni
deli telesa velikokrat slabo vidni in je vizualne informacije za lokalni detektor
premalo.
Metode, ki temeljijo na uporabi konvolucijskih nevronskih mrezˇ, detek-
cijo delov telesa zelo poenostavijo, kajti v primerjavi z graficˇnimi modeli
ni potrebno izbirati nacˇina opisa predstavitve, topolosˇkih modelov in mo-
delov interakcije med posameznimi deli telesa, saj se tega lahko ucˇinkovito
naucˇimo iz podatkov samih. Ena izmed prvih uspesˇnih metod je metoda Dee-
pPose [12], ki uporablja konvolucijske nevronske mrezˇe in formulira problem
kot regresijo tako, da naucˇi 7-nivojsko arhitekturo, kjer je vhod celotna slika
in izhod vektor koordinat lokacij delov telesa. Avtor nato uporabi kaskado
istih arhitektur, le da so te naucˇene za posamezni del telesa in pricˇakujejo za
vhod okolico detektiranega dela telesa iz prve stopnje. Rezultat so odmiki, ki
se uporabijo za premik detekcij, da so te vse bolj tocˇne. Tezˇava pri taksˇnem
pristopu je, da se mora arhitektura naucˇiti preslikave iz vhodne slike neposre-
dno v koordinate lokacij delov telesa. To je izjemno kompleksna naloga, zato
je slabost omenjenega pristopa predvsem natancˇnost samih detekcij, saj se
mora arhitektura naucˇiti napovedati tocˇno dolocˇene vrednosti pozicije dela
telesa. Slabost je tudi omejena zmozˇnost ucˇenja interakcij med deli telesa,
saj med ucˇenjem locˇeno izboljˇsujemo lokalne detektorje za posamezne dele
telesa, brez dostopa do sˇirsˇega konteksta, ki ga nudijo ostali detektorji.
Namesto neposredne regresije iz vhodne slike v koordinate detektiranih
delov telesa se je uveljavilo kodiranje lokacij delov telesa v verjetnostne mape,
ki jih lahko nato v vecˇstopenjskih arhitekturah uporabimo kot vhod poleg
vhodne slike in se tako naucˇimo tudi interakcije med posameznimi deli te-
lesa. Verjetnostno mapo lahko zgradimo tako, da na pozicije delov telesa
postavimo 2D Gaussovo porazdelitev in nato racˇunamo kriterijsko funkcijo
na verjetnostnih mapah namesto na samem vektorju lokacij delov telesa. Pri-
mer taksˇne metode je metoda CPM [13], ki jo uporabljamo v magistrskem
delu. Metoda CPM uporablja vecˇstopenjsko arhitekturo, katere vhod v po-
samezno stopnjo predstavljajo slikovna informacija ter verjetnostne mape
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porazdelitev za posamezne dele telesa iz prejˇsnje stopnje. Verjetnostne mape
omogocˇajo nadaljnjim stopnjam, da se naucˇijo slikovnih opisnikov v odvi-
snosti od modela interakcij med deli telesa, ki ga predstavljajo verjetnostne
mape. Vhod v prvo stopnjo metode CPM predstavlja zgolj slika. V delu [14]
prvo stopnjo predstavijo kot klasifikacijski problem. Namesto 2D Gaussove
porazdelitve uporabijo kar binarno predstavitev ter nato uporabijo znano se-
gmentacijsko arhitekturo VGG-FCN [15], kjer se namesto kriterijske funkcije
L2 uporablja sigmoidna, in sicer glede na posamezni piksel. Sledi regresij-
ski del arhitekture, ki je podoben metodi CPM, le da uporablja zgolj eno
stopnjo.
Zgoraj nasˇtete metode delujejo na primeru ene osebe. Za posplosˇitev
omenjenih metod na vecˇ oseb je potreben detektor oseb. Taksˇen pristop
se je izkazal kot neucˇinkovit predvsem v primeru prekrivanja vecˇ oseb, saj
se nam lahko dolocˇeni deli telesa pojavljajo vecˇkrat, kar zmoti delovanje
omenjenih metod in vodi do napacˇnih detekcij. To je vodilo do razvoja
metod, ki omogocˇajo detekcijo delov telesa ne glede na sˇtevilo oseb z enovito
arhitekturo, ki ni odvisna od locˇenih detektorjev oseb [16, 17, 18]. Posebej
izpostavimo metodo [18], ki temelji na metodi CPM [13]. Arhitektura je
razdeljena na dve veji, pri cˇemer prva temelji na metodi CPM in je namenjena
detekciji delov telesa, druga veja pa zakodira asociacijo med vsemi pari delov
telesa v obliki 2D vektorskega polja. To vektorsko polje kasneje uporabijo za
grupiranje detektiranih delov telesa po posameznih osebah.
Zanimiva so tudi dela, ki sklepajo o 3D poziciji delov telesa zgolj na
podlagi slikovne informacije. Tukaj izpostavimo delo [19], ki prav tako temelji
na metodi CPM [13]. Posebnost te metode je neodvisnost med 2D in 3D viri
podatkov, kar je ob omejenih velikostih 3D zbirk velika prednost.
K napredku podrocˇja racˇunalniˇskega vida, ki se ukvarja z detekcijo delov
telesa, so bistveno pripomogle vecˇje zbirke anotiranih podatkov [6, 7, 20, 21,
22], med katerimi izpostavimo zbirki [6, 7], ki sta zaradi svoje velikosti sˇe
posebej pripomogli k razvoju metod, temeljecˇih na uporabi konvolucijskih
nevronskih mrezˇ.
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V drugem delu magistrske naloge uporabljamo rezultate metod za detek-
cijo delov telesa za potrebe ocenjevanja sloga smucˇarskih skokov. Dela, ki
uporabljajo lokacije delov telesa kot opisnike za klasifikacijo, najdemo na po-
drocˇjih slikovne biometrije, in sicer predvsem pri prepoznavi oseb na podlagi
vzorcev hoje [23, 24]. V delu [24] lokacije delov telesa skozi cˇas v posnetku
hoje uporabijo kot vhod v arhitekturo LSTM [25]. Arhitektura LSTM se
lahko naucˇi cˇasovnih odvisnosti med podatki. Podatki o lokacijah delov te-
lesa skozi cˇas nosijo dolocˇene znacˇilnosti o hoji posamezne osebe, na kar
kazˇejo tudi rezultati o uspesˇnosti prepoznave oseb omenjene metode. Dela,
ki uspesˇno uporabljajo podatke o poziciji posameznih delov telesa, najdemo
tudi na podrocˇju prepoznave akcij. Veliko del prav tako uporablja arhitek-
ture LSTM [26, 27]. Posebej izpostavljamo metodo [28], ki za prepoznavo
akcij na podlagi pozicij delov telesa uporablja klasicˇne konvolucijske nevron-
ske mrezˇe. Avtorji zakodirajo surove podatke o lokaciji posameznih delov v
umetno sliko, na kateri nato uporabijo enostavno arhitekturo konvolucijskih
nevronskih mrezˇ. Podoben princip uporabimo tudi v nasˇem delu.
1.3 Prispevki
V magistrskem delu razvijemo prototipno resˇitev za ocenjevanje sloga smucˇa-
rskih skokov, ki lahko sluzˇi kot dodatni sodnik. Kot glavni vir podatkov
uporabimo lokacije delov telesa tekmovalca skozi celoten let. V ta namen
raziˇscˇemo uporabnost metod za detekcijo delov telesa, ki so se izkazale kot
najboljˇse na razlicˇnih lestvicah za testiranje njihove zmogljivosti. Zaradi spe-
cificˇne domene smucˇarskih skokov in posledicˇno slabega delovanja metod za
detekcijo delov telesa predstavimo svojo zbirko anotiranih smucˇarskih sko-
kov, v kateri smo anotirali skoraj 1800 slik. Izbrano metodo smo nadgradili
tudi s podporo za detekcijo smucˇi. Sistem je sestavljen iz modulov za detek-
cijo skakalca, detekcijo delov telesa in smucˇi ter modulom za ovrednotenje
in izracˇun sodniˇske ocene. Prototipni sistem ovrednotimo na primeru olim-
pijskih tekem v Vancouvru, kjer se z nasˇim sistemom zelo priblizˇamo napaki
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obstojecˇih sodnikov. Celoten sistem temelji na konvolucijskih nevronskih
mrezˇah in je zgrajen v modularni zasnovi, ki omogocˇa enostavno nadgradnjo
ali zamenjavo uporabljenih metod.
1.4 Struktura naloge
Delo je v grobem razdeljeno na dva dela. V zacˇetnih poglavjih opiˇsemo
teoreticˇno ozadje in uporabljene metode, v drugem delu pa opiˇsemo imple-
mentacijo in ovrednotenje nasˇega sistema.
V drugem poglavju najprej zacˇnemo s teoreticˇnimi osnovami, ki so po-
membne za razumevanje magistrskega dela. Ker vecˇina dela temelji na upo-
rabi nevronskih mrezˇ, pricˇnemo z opisom klasicˇnih nevronskih mrezˇ. Opis
kasneje razsˇirimo z delovanjem konvolucijskih nevronskih mrezˇ ter opisom
njihovih sestavnih delov. V tretjem poglavju opiˇsemo uporabljeno metodo
za detekcijo objektov na sliki, ki jo uporabimo za detekcijo smucˇarskega
skakalca. Opiˇsemo metodo za detekcijo delov telesa, ki predstavlja glavni
del magistrskega dela in jo uporabimo tudi za detekcijo smucˇi smucˇarskega
skakalca. Detektirani deli telesa in smucˇi predstavljajo vhod v metodo za
ocenjevanje sloga smucˇarskega skoka, ki jo ravno tako predstavimo v tem
poglavju.
V cˇetrtem poglavju opiˇsemo zgradbo celotnega sistema in implementacijo
posameznih metod. V petem poglavju predstavimo glavne zbirke anotiranih
podatkov, ki jih potrebujemo za ucˇenje prej omenjenih metod. Predstavimo
tudi posebej zgrajeno zbirko anotiranih smucˇarskih skokov, ki predstavlja
prvo tovrstno zbirko podatkov. V sˇestem poglavju predstavimo rezultate
ovrednotenja razlicˇnih delov nasˇega sistema.
Delo zakljucˇimo s sklepno diskusijo, kjer povzamemo magistrsko delo in
predstavimo mozˇnosti za izboljˇsave in nadaljnje delo.
Poglavje 2
Nevronske mrezˇe
V tem poglavju predstavimo teoreticˇno ozadje, potrebno za razumevanje
magistrskega dela. Ker vecˇina dela temelji na uporabi nevronskih mrezˇ,
pricˇnemo z opisom klasicˇnih nevronskih mrezˇ, kar kasneje razsˇirimo z opi-
som konvolucijskih nevronskih mrezˇ. Pri opisovanju si pomagamo predvsem z
virom [29], v katerem avtor nazorno opiˇse delovanje konceptov, ki jih predsta-
vimo v nadaljevanju. Pomagamo si tudi z zapiski in slikovnimi viri predmeta
CS231n [30].
2.1 Klasicˇne nevronske mrezˇe
2.1.1 Perceptron
Pri opisu nevronskih mrezˇ zacˇnemo z osnovnim gradnikom najbolj enostav-
nega modela nevronskih mrezˇ, perceptronom [31], ki je predstavljen na sliki 2.1.
Model perceptrona je bil v osnovi zamiˇsljen kot enostaven matematicˇni mo-
del biolosˇkega nevronskega sistema. Perceptron v osnovi deluje tako, da
sprejme binarne vhode (x1, x2, ...), ki so utezˇeni z utezˇmi (w1, w2, ...). Iz-
hod perceptrona je prav tako binaren, odvisen od vrednosti utezˇene vsote in
postavljenega praga. Algebraicˇno je model predstavljen z enacˇbo (2.1).
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Na perceptron lahko gledamo kot na odlocˇevalca, ki za svoje odlocˇanje
uporablja predstavljena dejstva na vhodih. Z ustrezno nastavitvijo utezˇi pri-
lagajamo model odlocˇanja glede na to, kaj se nam zdi bolj pomembno. Po-
dobno kot so v biolosˇkem sistemu povezani nevroni, lahko povezujemo tudi
perceptrone v kompleksne arhitekture, kot je to predstavljeno na sliki 2.2.
Izhode perceptronov prve stopnje povezˇemo na vhode perceptronov na drugi
stopnji ter tako omogocˇimo modelu, da ne sklepa zgolj na podlagi predstavlje-
nih dejstev, temvecˇ se naucˇi modelirati odlocˇitve tudi na bolj abstraktnem
nivoju.
Slika 2.2: Povezovanje perceptronov. Povzeto po [29].
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Omejitev enonivojskega perceptrona najhitreje opazimo pri modeliranju
logicˇnih funkcij. Cˇe se osredotocˇimo na osnovne logicˇne funkcije, ki spreje-
majo dva vhoda opazimo, da lahko vhodne podatke locˇimo z linearno funk-
cijo. Opazimo tudi, da perceptron predstavlja linearni model, predstavljen
z enacˇbo (2.2). Prag obicˇajno predstavimo kot svojo spremenljivko, kar mo-
deliramo kot dodatni vhod v perceptron s konstantno vhodno vrednostjo in
si tako poenostavimo zapise enacˇb.
xawa + xbwb − b = 0 (2.2)
Kot prikazuje slika 2.3, sta logicˇni funkciji IN in ALI linearno locˇljivi in ju
je s perceptronom mogocˇe zmodelirati z izbiro ustreznih parametrov wa, wb
in praga.
(a) OR (b) AND (c) XOR
Slika 2.3: Linearna locˇljivost logicˇnih funkcij
Za racˇunanje optimalnih parametrov perceptrona uporabimo iteracijsko
pravilo, ki nam osvezˇi parametre in scˇasoma konvergira k optimalnim vre-
dnostim. Naj bo D = {{x1, d1}, ..., {xs, ds}} mnozˇica ucˇnih primerov, kjer
xi predstavlja n-dimenzionalni vhod in di zˇeljeni izhod perceptrona. V pri-
meru logicˇnih funkcij si lahko xi predstavljamo kot 2-dimenzionalni vektor.
V splosˇnem z xi,j predstavimo j-to vrednost i-tega vhodnega primera. Zaradi
poenostavitve enacˇb vpeljemo dodatno dimenzijo vhodnih podatkov xi,0 = 1
s konstantno vrednostjo in dodatno utezˇjo w0, ki predstavlja pragovno vre-
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dnost. Izhod perceptrona v koraku t izracˇunamo z enacˇbo (2.3), kjer f(z)
predstavlja uporabljeno aktivacijsko funkcijo. V primeru enostavnega per-
ceptrona je to funkcija (2.1) s pragom, premaknjenim na levo stran enacˇbe.
Utezˇi nato osvezˇimo z enacˇbo (2.4). Faktor za stopnjo ucˇenja pri osvezˇitvi
utezˇi perceptrona ni potreben, saj bi z njim samo skalirali utezˇi, ne bi pa
spremenili predznaka izhoda.
yi(t) = f [w(t) · xi] = f [w0(t)xi,0 + w1(t)xi,1 + ...+ wn(t)xi,n] (2.3)
wj(t+ 1) = wj(t) + (di − yi(t))xi,j 0 ≤ j ≤ n (2.4)
Perceptron bo kot linearni klasifikator konvergiral vedno, kadar bo kot
vhod dobil linearno locˇljivo mnozˇico podatkov. To se jasno pokazˇe na pri-
meru XOR logicˇne funkcije na sliki 2.3c, kjer vidimo, da z eno linearno funk-
cijo ne moremo locˇiti pozitivnih in negativnih primerov. To sta ugotovila
zˇe Minsky in Pappert [32], ki sta priˇsla do spoznanja, da za resˇitev taksˇnih
tezˇav potrebujemo vecˇnivojsko arhitekturo perceptronov, vendar nista nasˇla
pravila za ucˇenje taksˇne arhitekture. Sklepala sta, da taksˇno pravilo niti ne
obstaja, kar se je kasneje izkazalo za napacˇno. Do odkritja enostavnega pra-
vila za ucˇenje taksˇnih arhitektur sta minili skoraj dve desetletji. V vmesnem
cˇasu je bilo v smeri nevronskih mrezˇ zelo malo raziskav, saj so se obravnavale
kot slepa ulica.
2.1.2 Aktivacijske funkcije
Kot smo zˇe omenili, en sam nivo perceptronov ni dovolj za resˇitev nelinearnih
problemov, kot je modeliranje funkcije XOR. Potrebna je vecˇnivojska arhi-
tektura z vsaj enim skritim nivojem perceptronov. Slabost perceptrona je
tudi njegova aktivacijska funkcija, saj lahko z majhno spremembo vrednosti
utezˇi pride do cˇisto drugacˇnega rezultata, cˇesar si pri ucˇenju intuitivno ne
zˇelimo. Posebej pride tezˇava do izraza ravno pri vecˇnivojskih arhitekturah,
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kjer se sprememba propagira skozi vecˇ perceptronov. Vecˇnivojske arhitekture
zato vecˇinoma uporabljajo sigmoidne nevrone.
Sigmoidni nevron je v osnovi enak perceptronu, spremenjena je zgolj ak-
tivacijska funkcija, tako da majhna sprememba na vhodu ali parametrih mo-
dela povzrocˇi zgolj majhno spremembo na izhodu. Sigmoidna funkcija je z
rdecˇo predstavljena na sliki 2.4. Izhod sigmoidnega nevrona za i-ti vhodni
primer predstavlja enacˇba (2.5).
Slika 2.4: Aktivacijske funkcije
yi(t) =
1
1 + exp(−j wjxi,j − b) (2.5)
Zveznost sigmoidne funkcije lahko izkoristimo tako, da spremembo izhoda










Slabost sigmoidne funkcije je, da je pri velikih in majhnih vrednostih lo-
kalni gradient zelo majhen, kar povzrocˇi, da se sprememba ne propagira. Ta
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tezˇava se lahko pojavi tudi pri inicializaciji zacˇetnih parametrov, zato mo-
ramo biti previdni, da se ji izognemo. Slabost sigmoidne funkcije je tudi v
njenem razponu, saj ni centrirana okoli nicˇle, kar pomeni, da je vrednost
aktivacijske funkcije vedno pozitivna. To se izkazˇe kot tezˇava predvsem, ko
zacˇnemo sigmoidne nevrone povezovati. Cˇe bo vhod v te nevrone vedno
pozitiven, bo tudi gradient ves pozitiven ali negativen, kar lahko vpliva na
konvergenco. Metodo za ucˇenje vecˇnivojskih nevronskih mrezˇ, kjer taksˇni
problemi vplivajo na ucˇenje, predstavimo v delu 2.1.3. V ta namen se upo-
rablja sˇe nekaj drugih aktivacijskih funkcij, namenjenih odpravljanju tezˇav.
Hiperbolicˇni tangens, na sliki 2.4 predstavljen z modro, resˇuje tezˇavo za-
radi centriranja, ohranja pa tezˇavo zaradi nasicˇenosti nevronov pri velikih
ali majhnih vrednostih. S pojavom konvolucijskih nevronskih mrezˇ, predsta-
vljenih v nadaljevanju, se je uveljavila aktivacijska funkcija ReLU (Rectified
Linear Unit), predstavljena na sliki 2.4 z oranzˇno barvo. Prednost akti-
vacijske funkcije ReLU je predvsem v hitrosti konvergence. Hitrost lahko
pripiˇsemo linearnemu delu, kjer je gradient konstanten, kar omogocˇa hitrejˇso
konvergenco. Enostavnejˇsi je tudi izracˇun funkcije, saj ne vsebuje eksponen-
tnih delov. Slabost enote ReLU je tako imenovano umiranje nevronov. V
primeru, ko je vecˇina vhodov v enoto ReLU negativnih, bo izhod enote enak
nicˇ, kar pomeni, da bo tudi gradient nicˇelen in vhodov ne bo vecˇ mogocˇe
spreminjati s postopkom, ki ga opiˇsemo v naslednjem podpoglavju.
2.1.3 Postopek vzvratnega razsˇirjanja napake
Cilj ucˇenja nevronske mrezˇe je zmanjˇsati napako, ki jo predstavlja razlika
med izhodom nevronske mrezˇe in zˇeljenim pravilnim izhodom. Pri pravilu
za ucˇenje perceptrona (2.4) smo napako racˇunali kot razliko med izhodom
perceptrona ter dejanskim izhodom. V splosˇnem, kjer izhod ni zgolj binarna
vrednost, pa se najvecˇkrat uporablja povprecˇna kvadratna napaka, predsta-
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kriterijske funkcije. S pomocˇjo metode gradientnega spusta
nato osvezˇimo posamezne parametre in tako optimiziramo kriterijsko funk-
cijo.
Za lazˇje definiranje postopka najprej definiramo notacijo, ki jo bomo upo-
rabili. Za utezˇi uporabimo notacijo wljk, s katero predstavimo utezˇ iz k-tega
nevrona v predhodnem nivoju (l − 1 nivo) v j-ti nevron trenutnega nivoja
(l-ti nivo). Podobno anotacijo uporabimo za aktivacije in pragovne vredno-
sti. Vizualno je to predstavljeno na sliki 2.5. Aktivacijo j-tega nevrona v
l-tem nivoju tako lahko zapiˇsemo z enacˇbo (2.8), kjer f predstavlja izbrano
aktivacijsko funkcijo.
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Postopek vzvratnega razsˇirjanja napake temelji na sˇtirih enacˇbah, pred-
stavljenih v obliki, kot jo uporabljajo v delu [29]. Enacˇba (2.9) predstavlja





f ′(zLj ) (2.9)
δLj = ▽aCf ′(zL) (2.10)
Rekurzivna enacˇba (2.11) predstavlja napako δl v odvisnosti od napake
na viˇsjem nivoju δl+1 in jo zaradi preglednosti zapiˇsemo v vektorski obliki.
δl = ((wl+1)T δl+1)f ′(zl) (2.11)
Cˇe poznamo napako na l-tem nivoju, se s prvim delom enacˇbe (2.11)
intuitivno pomaknemo nivo viˇsje, tako da napako utezˇimo z utezˇmi med
nivojema in tako dobimo napako izhoda nivo viˇsje. Z drugim delom enacˇbe
se pomaknemo sˇe skozi aktivacijsko funkcijo, da dobimo napako vhoda. S
kombinacijo enacˇb (2.9) in (2.11) lahko izracˇunamo napako na vsakem nivoju
nevronske mrezˇe.
Enacˇba (2.12) predstavlja stopnjo spremembe kriterijske funkcije glede











Vse sˇtiri enacˇbe so posledica verizˇnega pravila pri odvajanju funkcij vecˇ
spremenljivk.
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Algoritem 1 predstavlja metodo za vzvratno razsˇirjanje napake, kjer upo-
rabimo metodo gradietnega spusta za spremembo posameznih parametrov
modela. Pri gradientnem spustu uporabimo celotno ucˇno mnozˇico. V pra-
ksi predvsem zaradi omejene kapacitete pomnilnika uporabimo manjˇse pod-
mnozˇice podatkov.
Algoritem 1 Algoritem za vzvratno razsˇirjanje napake
D ← {(x1, y1), ..., (xn, yn)}
for all input x do
ax,1 ← x
// pridobivanje izhoda
for all layers l from start+1 do
zx,l = wlax,l−1 + bl
ax,l = f(zx,l)
end for
// napaka na izhodu
δx,L = ▽aCxf ′(zx,L)
// vzvratno razsˇirjanje napake
for all layers l from end-1 do
δx,l = ((wl+1)T δx,l+1)f ′(zx,l)
end for
end for
// osvezˇi utezˇi in pragovne vrednosti
// η predstavlja faktor ucˇenja pri gradientnem spustu
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2.2 Konvolucijske nevronske mrezˇe
Konvolucijske nevronske mrezˇe so zelo podobne klasicˇnim nevronskim mrezˇam,
le da predpostavljajo, da je vhod slikovna informacija, oziroma povedano bolj
splosˇno, da so vhodni podatki organizirani v vecˇdimenzionalno strukturo.
Kot smo videli v prejˇsnjem poglavju, so klasicˇne nevronske mrezˇe se-
stavljene v obliki vecˇnivojske arhitekture. Na vhodni nivo sprejmejo vho-
dne podatke, ki jih transformirajo skozi serijo skritih nivojev, sestavljenih
iz razlicˇnega sˇtevila nevronov. Posebnost klasicˇnih nevronskih mrezˇ je, da
so nevroni predhodnega nivoja polno povezani z nevroni naslednjega nivoja.
Posamezni nevroni so neodvisni in si ne delijo povezav. Na koncu sledi iz-
hodni nivo nevronov, ki predstavljajo izhod nevronske mrezˇe. Tezˇava pri
klasicˇnih nevronskih mrezˇah je njihovo skaliranje, do cˇesar pride predvsem
zaradi njihove polne povezanosti nevronov.
Cˇe se osredotocˇimo na slikovno informacijo, lahko za primer vzamemo
klasifikacijo sˇtevilk s posameznih slik. Zgled taksˇnega vhodnega podatka in
enostavnega primera nevronske mrezˇe je predstavljen na sliki 2.6.
Slika 2.6: MNIST [33] klasifikacija sˇtevk in enostavna nevronska mrezˇa.
Vhodni podatek predstavlja slika posamezne sˇtevilke. Povzeto po [29].
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V primeru zbirke MNIST [33] so vhodne slike velikosti 28 x 28. Da lahko
slikovne vhode uporabimo, jih moramo v primeru klasicˇnih nevronskih mrezˇ
transformirati v vektor dolzˇine 784 (28 ∗ 28). Vsak nevron v skritem nivoju
je povezan z vsemi nevroni na vhodnem nivoju, kar znese 784 povezav na
posamezni nevron. Z vecˇanjem sˇtevila nevronov v skritem nivoju in vecˇanjem
samega sˇtevila skritih nivojev se sˇtevilo parametrov hitro povecˇuje, kar lahko
pri ucˇenju vodi do prevelikega prileganja ucˇnim podatkom in posledicˇno do
slabega delovanja na testnih podatkih.
Pri konvolucijskih nevronskih mrezˇah so nevroni razporejeni v 3D struk-
ture tako, da imajo viˇsino, sˇirino in globino. 3D struktura na vhodu se
pretvori v novo 3D strukturo na izhodu, kot je to prikazano na sliki 2.7.
Poleg tega si deli vhodnih podatkov delijo iste nevrone, s cˇimer se izognemo
polni povezanosti, saj si podatki tako delijo utezˇi (parametre). Intuitivno
lahko gledamo na konvolucijske nevronske mrezˇe kot na klasicˇne nevronske
mrezˇe, ki jih vzporedno apliciramo na delih vhodnih podatkov. V nadalje-
vanju opiˇsemo glavne sestavne dele konvolucijskih nevronskih mrezˇ.
Slika 2.7: Vizualizacija arhitekture CNN in 3D struktur. Povzeto po [30].
2.2.1 Konvolucijski sloj
Konvolucijski sloj predstavlja glavni gradnik konvolucijskih nevronskih mrezˇ.
Predstavljamo si ga kot mnozˇico 3D filtrov, s katerimi pridobimo aktivacijske
mape s pomocˇjo konvolucije. Posamezni filter je po navadi prostorsko precej
manjˇsi, z izjemo globine, kjer zajame celotni vhodni volumen. Utezˇi filtra,
ki ga apliciramo po celotni sliki s pomikajocˇim se oknom, so parametri, ki
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se jih ucˇimo. Rezultat take konvolucije, ki je kar skalarni produkt filtra
in obmocˇja v vhodnih podatkih, je 2D aktivacijska mapa. Po navadi je
posamezni sloj sestavljen iz vecˇ takih filtrov in izhodne 2D aktivacijske mape
sestavimo v izhodno 3D strukturo, ki jo uporabimo v nadaljnih slojih. V
notaciji klasicˇnih nevronskih mrezˇ si konvolucijske nevronske mrezˇe lahko
predstavljamo tako, da je posamezni nevron v skritem nivoju povezan zgolj z
majhnim delom vhodnih podatkov (lokalna povezljivost). Vsak skriti nevron
pokriva svoje lokalno obmocˇje tako, da pokrijemo celotne vhodne podatke.
Posamezne skupine nevronov na svojih povezavah uporabljajo enake utezˇi
(deljenje parametrov). Vizualno je to predstavljeno na sliki 2.8.
Slika 2.8: Vizualizacija nevronov v konvolucijskih nevronskih mrezˇah. Pov-
zeto po [29].
Prednost konvolucijskega nivoja je ravno v lokalni povezljivosti in delje-
nju parametrov, s cˇimer se izognemo prevelikemu sˇtevilu parametrov, ki bi
jih potrebovale klasicˇne nevronske mrezˇe pri polni povezljivosti. Posamezni
filter se z istimi parametri aplicira na vseh delih slike. Na filtre lahko gle-
damo kot na vzorce, ki jih iˇscˇemo v vhodnih podatkih. Poleg tega, da se
z lokalno povezljivostjo zmanjˇsa sˇtevilo parametrov, je tak nacˇin apliciranja
filtrov tudi bolj naraven v primeru slikovne informacije, saj se vzorci v slikah
lahko pojavijo na razlicˇnih mestih v razlicˇnem sˇtevilu. Primeri vzorcev, ki se
jih je naucˇil prvi konvolucijski nivo v arhitekturi AlexNet [34] - ta predsta-
vlja osnovo sodobnih konvolucijskih nevronskih mrezˇ -, so predstavljeni na
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sliki 2.9. Prednost je tudi v tem, da vhodnih podatkov ni potrebno trans-
formirati ter tako ne pokvarimo strukture podatkov, ki ima pri slikovnih
podatkih velik pomen, saj so blizˇnji slikovni elementi visoko korelirani. V
primeru klasicˇnih nevronskih mrezˇ vse vhodne podatke obravnavamo enako,
ne glede na njihovo razporeditev, in se mora nevronska mrezˇa sama naucˇiti
strukture vhodnih podatkov.
Pri konvolucijskem sloju imamo vecˇ parametrov, s katerimi spreminjamo
nacˇin apliciranja filtrov na vhodne podatke. Nekateri izmed teh parametrov
se uporablja tudi pri ostalih slojih, ki jih opiˇsemo v nadaljevanju. Parametri
konvolucijskega sloja so:
• sˇtevilo filtrov: sˇtevilo razlicˇnih filtrov, ki jih zˇelimo uporabiti pri
konvoluciji;
• korak konvolucije (ang. stride): korak, s katerim opravljamo kon-
volucijo filtra z vhodnimi podatki (npr. korak 1 pomeni, da filter apli-
ciramo na vsakem vhodnem elementu, korak 2 na vsakem drugem ...);
• razsˇiritev z nicˇlo (ang. padding): s tem parametrom nastavljamo
nacˇin apliciranja filtra na robovih vhodnih podatkov. Cˇe vhodnih po-
datkov umetno ne razsˇirimo, je izhod iz konvolucijskega sloja drugacˇnih
dimenzij, saj mora biti filter v celoti zajet v vhodnih podatkih.
Slika 2.9: Vizualizacija filtrov v arhitekturi AlexNet [34].
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2.2.2 Zbirni sloj
Zbirni (ang. pooling) sloj je poseben sloj, ki se je uveljavil v konvolucijskih
nevronskih mrezˇah. Z njim zmanjˇsamo velikost izhodnih aktivacijskih map, s
cˇimer zmanjˇsamo sˇtevilo potrebnih parametrov. Podobno kot pri konvolucij-
skem sloju tudi zbirni sloj apliciramo na lokalnem vzorcu vhodne aktivacijske
mape. Vrednosti v lokalnem vzorcu agregiramo glede na uporabljeno agre-
gacijsko metodo. Primer taksˇne agregacije je, da vzamemo maksimalno ali
povprecˇno vrednost lokalnega vzorca. Vizualno je operacija predstavljena na
sliki 2.10, kjer z uporabo filtra velikosti 2 in koraka s stopnjo 2 efektivno
zmanjˇsamo dimenzijo vhodnih podatkov na cˇetrtino.
Slika 2.10: Vizualizacija delovanja zbirnega sloja. Povzeto po [30].
2.2.3 Primer konvolucijske arhitekture
Prvi uspesˇen primer uporabe konvolucijskih nevronskih mrezˇ najdemo na po-
drocˇju klasifikacije sˇtevilk. V nadaljevanju predstavimo arhitekturo LeNet-
5 [33], ki so jo avtorji uporabili za ta namen in velja za najenostavnejˇsi primer
uspesˇno aplicirane konvolucijske arhitekture. Arhitektura je predstavljena na
sliki 2.11.
Vhod v arhitekturo predstavlja normalizirana slika sˇtevke, podobno kot
pri klasicˇni nevronski mrezˇi na sliki 2.6, le da v tem primeru slike ne vektori-
ziramo. Vhod je nato povezan s konvolucijskim slojem, sestavljenim iz sˇestih
filtrov velikosti 5 x 5. V prvem sloju se tako arhitektura naucˇi sˇest razlicˇnih
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Slika 2.11: Arhitektura LeNet-5 [33], namenjena prepoznavanju sˇtevk.
filtrov, ki aplicirani na vsako lokacijo v vhodni sliki rezultirajo v sˇestih izho-
dnih aktivacijskih mapah. Drugacˇe povedano, arhitektura v vhodnih podat-
kih iˇscˇe sˇest razlicˇnih reprezentativnih vzorcev, ki smo se jih naucˇili v fazi
ucˇenja. Kot smo zˇe omenili, bi lahko to operacijo implementirali s klasicˇnimi
nevronskimi mrezˇami v zaporedni obliki, vendar je implementacija s konvo-
lucijami bistveno ucˇinkovitejˇsa.
Sledi zbirni sloj, kjer zmanjˇsamo dimenzijo podatkov. Ko s filtri detekti-
ramo posamezne znacˇilke v vhodnih podatkih, ni vecˇ pomembno, kje tocˇno se
te nahajajo; potrebujemo zgolj njihovo priblizˇno lokacijo v odvisnosti glede
na ostale. To ni pomembno zgolj zaradi zmanjˇsanja sˇtevila parametrov, saj
so vhodni podatki lahko podani v razlicˇnih velikostih in se bodo tocˇne po-
zicije detektiranih znacˇilk spreminjale. Z operacijami, kot sta konvolucija in
zbirni sloj, pridobimo na splosˇnosti naucˇenih modelov, saj je tako naucˇen
model bolj invarianten na pozicijo in velikost posameznih znacˇilk. Konvolu-
cijski in zbirni sloj se po navadi uporabljata v kombinaciji, saj v viˇsjih slojih
po navadi uporabljamo vse vecˇ filtrov, ki v kombinacji z bistveno manjˇsimi
vhodnimi podatki ne rezultira v bistveno vecˇje sˇtevilo parametrov.
Arhitekturo obicˇajno zakljucˇimo s polno povezanim delom, ki deluje po-
polnoma enako kot pri klasicˇnih nevronskih mrezˇah. V polno povezanem
delu se nahaja vecˇina parametrov arhitekture. V primeru arhitekture, pred-
stavljene na sliki 2.11, je zadnji sloj sestavljen iz desetih nevronov, kjer po-
samezni nevron predstavlja sˇtevko, ki jo zˇelimo klasificirati.
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Sodobne konvolucijske nevronske mrezˇe so dobile nov zagon predvsem
po letu 2012 s prepricˇljivo zmago arhitekture AlexNet [34] na tekmovanju
ImageNet [35], kar je predstavljalo nov mejnik razvoja. Danes konvolucijske
nevronske mrezˇe prevladujejo skoraj na vseh podrocˇjih racˇunalniˇskega vida,
razvitih je ogromno razlicˇnih arhitektur in pripadajocˇih naucˇenih modelov, ki
jih enostavno uporabimo za ucˇenje na svoji problemski domeni. Na razvoj je
zelo vplival razvoj strojne opreme, predvsem graficˇnih kartic, ki so omogocˇile
razvoj bolj kompleksnih arhitektur. Na razvoj so vplivale tudi vecˇje zbirke
podatkov, razne izboljˇsave in uvedbe novih konceptov.
V nadaljevanju podrobneje predstavimo metodo za detekcijo objektov




V tem poglavju predstavimo metodo za detekcijo objektov na sliki, ki jo v
magistrskem delu uporabimo za detekcijo smucˇarskega skakalca. Detekcija
smucˇarskega skakalca v posameznem slikovnem okvirju videposnetka skoka je
potrebna za dolocˇitev pozicije in velikosti tekmovalca. Predstavimo tudi me-
todo za detekcijo delov telesa, ki predstavlja glavni del magistrske naloge, saj
detektirane dele telesa v nadaljevanju uporabimo kot vhodne podatke v me-
todo za ocenjevanje sloga smucˇarskega skoka, ki je ravno tako predstavljena
v tem poglavju.
3.1 Detekcija smucˇarskega skakalca
Detekcija objektov na sliki je zelo pomembno raziskovalno vprasˇanje s po-
drocˇja racˇunalniˇskega vida. Podobno kot ostala podrocˇja je tudi to podrocˇje
zelo napredovalo predvsem po zaslugi konvolucijskih nevronskih mrezˇ. V
primerjavi s klasifikacijo, ki smo jo predstavili v prejˇsnjem poglavju, je de-
tekcija bistveno tezˇja naloga, saj je potreben sˇe postopek lokalizacije objekta
na sliki. Lokalizacijo lahko resˇujemo na vecˇ razlicˇnih nacˇinov, najenostav-
nejˇsa sta premikajocˇe se okno in generiranje predlogov regij na sliki, ki po-
tencialno vsebujejo objekte, ki jih zˇelimo detektirati. V obeh primerih lahko
izkoriˇscˇamo obstojecˇe arhitekture za klasifikacijo objektov.
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Cˇe predpostavimo, da imamo resˇen problem klasifikacije posameznih slik,
lahko k detekciji objektov na sliki pristopimo s pomocˇjo generiranja predlo-
gov regij na sliki. V prvi fazi generiramo veliko sˇtevilo (nekaj tisocˇ) predlogov
regij v vhodni sliki, ki jih v drugi fazi uporabimo kot vhod v arhitekturo za
klasifikacijo. Tako je zgrajen detektor objektov R-CNN [36], ki predstavlja
eno prvih implementacij detektorja objektov s pomocˇjo konvolucijskih ne-
vronskih mrezˇ in je na zbirki VOC-2012 [37] dosegla precej boljˇse rezultate
od takrat uveljavljenih metod. V nadaljevanju opiˇsemo inkarnacije metod
R-CNN, ki vodijo do metode Faster R-CNN [38], uporabljene v magistrskem
delu.
3.1.1 R-CNN
Metoda R-CNN [36] je predhodnik metode Faster R-CNN [38] in je sesta-
vljena iz treh delov, ki so predstavljeni na sliki 3.1.
Slika 3.1: Zgradba detektorja objektov R-CNN [36].
Prvi del predstavlja metoda za predlaganje regij; v njem so uporabili me-
todo Selective Search [39], ki v vhodni sliki najde skupine povezanih regij s
pomocˇjo segmentacije in hierarhicˇnega grucˇenja v razlicˇnih barvnih prosto-
rih. V drugem delu se dobljene regije transformira tako, da so primerne za
vhod v arhitekturo AlexNet [34], s pomocˇjo katere se pridobi opisnike. Tako
pridobljeni opisniki v tretjem delu predstavljajo vhod v model SVM, pose-
bej naucˇen za posamezno kategorijo objektov, ki jih zˇelimo detektirati. S
pomocˇjo metode za odstranjevanje nemaksimalnih regij (ang. non-maximum
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suppression) po posameznih kategorijah nato najdemo najboljˇse detekcije. Za
izboljˇsanje detekcij avtorji uporabijo sˇe regresijski model, s katerim transfor-
mirajo detekcije.
Tezˇava pri omenjenem pristopu je v visoki cˇasovni in prostorski zahtev-
nosti. Metoda Selective Search [39] se izvaja na CPE in je cˇasovno potra-
tna. Sˇe bolj cˇasovno potratno je apliciranje arhitekture AlexNet [34] na
vsaki predlagani regiji v vsaki sliki, saj je predlaganih regij priblizˇno 2000 na
posamezno sliko. Prostorsko zahtevnost predstavlja predvsem shranjevanje
4096 dimenzionalnih opisnikov, pridobljenih za vsako posamezno regijo. Sla-
bost metode predstavlja tudi njena modularnost, saj ne omogocˇa enovitega
ucˇenja. Izboljˇsavo predstavlja metoda Fast R-CNN [40], ki jo predstavimo v
nadaljevanju.
3.1.2 Fast R-CNN
Fast R-CNN [40] predstavlja izboljˇsavo metode R-CNN [36]. Pri Fast R-CNN
apliciramo konvolucijsko mrezˇo zgolj enkrat na celotni sliki in ne vsakokrat
na posamezni predlagani regiji na sliki, saj se regije prekrivajo in vecˇkratno
racˇunanje ni ucˇinkovito. To dosezˇemo tako, da pozicije predlaganih predlogov
regij preslikamo v izhodno mapo izbranega konvolucijskega sloja. Avtorji iz-
berejo zadnji konvolucijski sloj in implementirajo poseben sloj, ki nadomesti
zadnji zbirni sloj; ta sledi izbranemu konvolucijskemu sloju. Poseben sloj, ki
ga avtorji imenujejo sloj RoI pooling, deluje zelo podobno kot klasicˇni maksi-
malni zbirni sloj, le da sloj operacijo aplicira zgolj na delu izhodne mape, kjer
je predlagana regija. Operacijo aplicira tako, da je izhod zˇeljenih dimenzij, ki
ustreza vhodu v nadaljne polno povezane sloje izbrane konvolucijske arhitek-
ture, s cˇimer na koncu dobimo popolnoma enako arhitekturo kot pri R-CNN.
To je pomembno predvsem z vidika ponovne uporabe zˇe naucˇenih delov iste
arhitekture z drugih podrocˇij, predvsem s podrocˇja klasifikacije slik, s kate-
rimi inicializiramo arhitekturo. Tako inicializirana arhitektura potrebuje za
ucˇenje na novi domeni bistveno manj ucˇnih podatkov, ob majhnih zbirkah
anotiranih ucˇnih podatkov pa omogocˇa tudi boljˇse delovanje. Arhitektura
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Fast R-CNN je predstavljena na sliki 3.2.
Fast R-CNN uporablja enovito arhitekturo. Model SVM za klasifikacijo so
avtorji nadomestili s slojem Softmax, podobno kot se uporablja pri klasicˇnem
problemu klasifikacije slik s konvolucijskimi mrezˇami. Prav tako so v isto
arhitekturo dodali regresijski del, ki popravi detektirane lokacije objektov. S
tako nacˇrtovano arhitekturo lahko ucˇimo vse dele detektorja v enem koraku,
kar bistveno pospesˇi in poenostavi ucˇenje modela. Slabost metode ostaja
metoda za predlaganje regij, ki je neodvisna in predstavlja ozko grlo Fast
R-CNN metode. Tezˇavo odpravljajo v metodi Faster R-CNN [38], ki jo
predstavimo v nadaljevanju.
Slika 3.2: Zgradba detektorja objektov Fast R-CNN [40].
3.1.3 Faster R-CNN
Metoda Faster R-CNN [38] nadgradi metodo Fast R-CNN [40] tako, da im-
plementira posebno konvolucijsko arhitekturo, ki je del detektorja objektov
Fast R-CNN, namenjena predlaganju regij v vhodni sliki. V primerjavi z me-
todo Selective Search [39], ki za predlaganje regij porabi priblizˇno 2 sekundi,
je cˇasovna zahtevnost tako implementirane metode zgolj 10 ms.
Arhitektura RPN (Region Proposal Networks) je zasnovana tako, da si
deli del arhitekture z detektorjem objektov Fast R-CNN. Vhod v samostojni
del arhitekture RPN predstavlja izhod zadnjega deljenega konvolucijskega
sloja, ki se nato uporabi za pridobitev opisnika. Opisnik je pridobljen na
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vsaki lokaciji vhoda s pomocˇjo konvolucije, ki nato predstavlja vhod v re-
gresijski del arhitekture RPN za pridobitev lokacije regije, in verjetnosti, da
regija pripada objektu. Intuitivno arhitektura RPN deluje tako, da s pomocˇjo
pridobljenega opisnika na posamezni lokaciji sklepa o poziciji in velikosti po-
tencialnega objekta. Za primer lahko vzamemo, da se je arhitektura naucˇila
opisnika, ki opisuje del avtomobila. Z detektiranim opisnikom na dolocˇeni
poziciji, ki predstavlja npr. platiˇscˇe avtomobila, zna arhitektura RPN skle-
pati o verjetni velikosti in centru avtomobila.
Na vsaki lokaciji arhitektura RPN predlaga K regij potencialnih objek-
tov. Namesto direktne regresije v pozicijo in velikost posamezne regije so
predlagane regije parametrizirane v odvisnosti do K sidriˇscˇ (ang. anchor).
Sidriˇscˇa so definirana v razlicˇnih velikostih in razmerjih stranic. S takim
pristopom pridobimo na invariatnosti detektiranih regij. Klasicˇen pristop s
piramidami na vhodnih slikah ali z razlicˇnimi velikostmi filtrov bi zahteval
vecˇkratno evaluacijo konvolucijske arhitekture. Avtorji uporabijo tri razlicˇne
velikosti in tri razlicˇna razmerja stranic, kar skupno pomeni devet predla-
ganih regij na posamezni lokaciji. Predlagane regije predstavljajo vhod v
del arhitekture za detekcijo objektov, ki ostaja enaka metodi Fast R-CNN.
Primer arhitekture RPN in sidriˇscˇ je predstavljen na sliki 3.3.
Slika 3.3: Primer RPN arhitekture in sidriˇscˇ [38].
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3.2 Detekcija delov telesa na sliki
V tem delu predstavimo uporabljeno metodo za detekcijo delov telesa iz sli-
kovne informacije, to je metodo CPM (Convolutional Pose Machines) [13],
ki temelji na metodi PM (Pose Machines) [41], zato najprej opiˇsemo to me-
todo. Metoda CPM nadgradi metodo PM tako, da idejo pretvori v okvir
konvolucijskih nevronskih mrezˇ in tako bistveno izboljˇsa delovanje.
3.2.1 Pose Machines (PM)
Metoda Pose Machines (PM) [41] resˇuje predvsem vprasˇanje modeliranja in-
terakcije med posameznimi deli telesa. Klasicˇni pristopi uporabljajo metode,
ki temeljijo na razlicˇnih inkarnacijah drevesnih metod. Pri teh metodah
je posebej pomembna zasnova modela za topolosˇki opis razporeditve delov
telesa in njihove medsebojne interakcije. Ideja metode PM je, da se mo-
dela naucˇimo samodejno iz samih ucˇnih podatkov in je zasnovana v obliki
vecˇstopenjske arhitekture.
Metoda za vsako lokacijo na vhodni sliki in za vsak del telesa vrne ver-
jetnost za prisotnost posameznega dela telesa. Izhod tako predstavlja Y =
(Y1, ..., YP ), kjer P predstavlja sˇtevilo delov telesa, in Yp ∈ Z ⊂ R2, kjer je Z
mnozˇica vseh (x, y) lokacij na sliki. Vecˇstopenjska arhitektura je sestavljena
iz vecˇrazrednih klasifikatorjev gt(·), ki jih naucˇimo za detekcijo posameznih
delov telesa v posamezni stopnji (t) arhitekture. Klasifikator vrne verje-
tnost Yp = z, ki predstavlja verjetnost, da se del telesa p nahaja na poziciji
z;∀z ∈ Z. Klasifikator pri tem uporabi opisnike iz vhodne slike xz ∈ Rd in
opisnike iz izhoda klasifikatorja predhodne stopnje, ki predstavlja interakcijo
med posameznimi deli telesa. Izhod vsake stopnje je nato vse bolj tocˇna
informacija o lokaciji pozameznih delov telesa.
Da lahko metoda uspesˇneje modelira interakcije med posameznimi deli
telesa, obenem pa izboljˇsa invariatnost na velikost posameznih delov telesa,
se opisnike na posameznih lokacijah z ∈ Z na vhodni sliki in izhodih klasifika-
torjev izracˇuna v razlicˇno velikih regijah. Na posamezni stopnji arhitekture
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imamo tako L klasifikatorjev, za L uporabljenih velikosti regij, centriranih na
lokaciji z. Z enacˇbo (3.1) opiˇsemo delovanje metode, kjer z lbpt opiˇsemo izhod
(verjetnost), da klasifikator lgt lokaciji z v vhodni sliki dodeli del telesa p
ob uporabljeni velikosti regije l. Simbol

predstavlja zdruzˇitev opisnikov.
Slikovno je arhitektura predstavljena na sliki 3.4. Klasifikatorji prve sto-
pnje arhitekture, ki vrnejo zacˇetno pozicijo predlaganih pozicij delov telesa,









→ {lbpt (Yp = z)}p∈1...P (3.1)
Slika 3.4: Arhitekture metode Pose Machines [41].
Z ψ opiˇsemo funkcijo, ki pridobi opisnik iz izhoda klasifikatorja predho-
dne stopnje. Opisnik izhoda klasifikatorja je namenjen opisu korelacij med
posameznimi deli telesa. Opisnik, ki ga uporablja metoda, je sestavljen iz
dveh delov. Prvi del je vektorizirana oblika obmocˇja, centriranega v tocˇki
z ∈ Z velikosti l ∈ L. Ta opis je namenjen predvsem opisu blizˇnjih korelacij
med deli telesa. Drugi del je namenjen opisu kompleksnejˇsih relacij med od-
daljenimi deli telesa. V izhodnih verjetnostnih mapah detektiramo lokacije
z najviˇsjo vrednostjo in jih opiˇsemo relativno na center z v polarnem koor-
dinatnem sistemu. Zdruzˇitev tako dobljenih opisnikov verjetnostnih map in
vhodne slikovne informacije predstavlja vhod v posamezne klasifikatorje.
Arhitektura je zasnovana tako, da lahko uporabimo razlicˇne klasifikacij-
ske metode ter razlicˇne slikovne opisnike. Avtorji za klasifikacijo uporabijo
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metodo nakljucˇnih gozdov (ang. Random Forests) [42], za slikovne opisnike
pa opisnike HOG [43].
3.2.2 Convolutional Pose Machines (CPM)
Metoda CPM [13] nadgradi metodo PM [41] tako, da za arhitekturo uporabi
konvolucijske nevronske mrezˇe. Tako implementirana metoda ne potrebuje
rocˇno definiranih opisnikov, kot jih uporablja metoda PM, saj se optimalnih
opisnikov arhitektura naucˇi iz podatkov.
Podobno kot metoda PM je tudi metoda CPM zgrajena v obliki vecˇ-
stopenjske arhitekture. Primer dvostopenjske arhitekture je predstavljen na
sliki 3.5. Podobno kot pri metodi PM je vhod v prvo stopnjo zgolj slikovna
informacija. Prva stopnja je na sliki 3.5 oznacˇena s cˇrnim okvirjem. Vhod
predstavlja normalizirana slikovna informacija velikosti 368 x 368. Prva sto-
pnja arhitekture je sestavljena iz petih konvolucijskih slojev, katerim sledita
dve 1 x 1 konvoluciji. Vloga 1 x 1 konvolucij je zmanjˇsanje/povecˇanje di-
menzionalnosti podatkov. Vsakega izmed koncˇnih (P ) 1 x 1 filtrov si lahko
predstavljamo kot klasifikator posameznega dela telesa (P predstavlja sˇtevilo
vseh delov telesa), ki za posamezno 2D lokacijo 3D izhoda predhodnega kon-
volucijskega sloja (iz podatkov naucˇen Rd opisnik za posamezno lokacijo)
dolocˇi verjetnost pojavitve dela telesa.
PM metoda uporablja na posamezni lokaciji z ∈ Z regije razlicˇnih veliko-
sti, da dosezˇe vecˇjo invariatnost na velikost delov telesa na slikah, v stopnjah
t > 1 pa tudi zaradi zmozˇnosti modeliranja interakcij med posameznimi
deli telesa. Pri CPM dosezˇeno to implicitno s kombinacijo konvolucijskih
in zbirnih slojev. Tabela 3.1 predstavlja efektivno velikost regij posameznih
konvolucijskih slojev prve stopnje relativno na vhodno sliko.
Vhod v stopnje t > 1 podobno kot pri metodi PM predstavlja izhod iz
predhodne stopnje in slikovne informacije. Vhod slikovne informacije na po-
samezno stopnjo je na sliki 3.5 oznacˇen z modro barvo. Modri del predstavlja
del arhitekture, ki je enak vsem stopnjam. Arhitektura je popolnoma enaka
delu prve stopnje. Cˇetrti konvolucijski sloj se v vsaki stopnji uporabi neodvi-
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Tabela 3.1: Velikost regij vhodne slike po posameznih konvolucijskih slojih
prve stopnje CPM metode.
konvolucijski sloj velikost
1 9 x 9
2 26 x 26
3 60 x 60
4 96 x 96
5 160 x 160
sno, tako damo modelu mozˇnost prilagajanja slikovnega opisnika posamezni
stopnji. Vhod v drugo stopnjo na sliki 3.5 tako predstavlja opisnik slikovne
informacije, rezultati predhodne stopnje (lokacije delov telesa, zakodirane v
obliki verjetnostnih map) in lokacija centra osebe, katere dele telesa zˇelimo
detektirati. Na vhodnih slikah se lahko pojavi vecˇ oseb, ki so si blizu skupaj,
in s podatkom o centru osebe poizkusˇamo osredotocˇiti arhitekturo na zˇeljeno
osebo.
Vsaka stopnja arhitekture t > 1 nato tako zdruzˇen vhod podatkov sproce-
sira z arhitekturo, na sliki 3.5 oznacˇeno z zeleno barvo. Za razliko od metode
PM, ki definira posebne opisnike tudi za verjetnostne mape izhoda predho-
dne stopnje, se CPM del arhitekture, oznacˇen z zeleno barvo, sam naucˇi,
katere dele vhodnih podatkov bo uporabil ter tudi, kako jih uporabiti. Defi-
nirani so zgolj parametri konvolucijskih in zbirnih slojev ter njihovo sˇtevilo.
Ti parametri definirajo efektivno velikost regije okoli posamezne pozicije v
vhodnih podatkih, do katere ima model dostop.
Tako kot je zasnovana arhitektura, lahko vsebuje zelo veliko slojev. Pri
ucˇenju tako velike arhitekture lahko pride do tezˇav zaradi pojemanja gra-
dienta, saj se ob vzvratnem razsˇirjanju napake le-ta mnozˇi z majhnimi vre-
dnostmi utezˇi, kar hitro vodi do prakticˇno nicˇelnega gradienta in posledicˇno
do nezmozˇnosti ucˇenja arhitekture. Metoda CPM tezˇavo odpravlja tako, da
kriterijsko funkcijo racˇuna na koncu vsake stopnje in tako ohranja dovolj
visoko magnitudo gradienta za uspesˇno ucˇenje vseh slojev arhitekture. Kri-
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terijska funkcija predstavlja L2 razdaljo med idealno verjetnostno mapo in
mapo, ki jo vrne vsaka posamezna stopnja arhitekture. Idealno verjetnostno
mapo zgradimo tako, da na prave pozicije delov telesa postavimo 2D Gus-
sove funkcije z majhno varianco. Posebnost prve stopnje je, da anotiramo
vse osebe v vhodni sliki in ne zgolj osebe, za katero skusˇamo detektirati dele
telesa. Razlog je v tem, da prva stopnja sˇe ne pozna konteksta interakcij
med posameznimi deli telesa in bi neanotirani deli telesa negativno vplivali
na ucˇenje, saj bi za morebitne iste dele telesa obstajali anotirani kot tudi
neanotirani podatki. V primeru smucˇarskih skokov je vedno prisotna zgolj
ena oseba, tako da nacˇin implementacije ni pomemben.
Slika 3.6 prikazuje delovanje metode CPM. Na izhodu prve stopnje opa-
zimo, da so simetricˇni deli telesa sˇe slabo locˇeni, kar je logicˇno, saj metoda
v prvi stopnji sˇe ne pozna topolosˇke ureditve delov telesa in o lokaciji sklepa
zgolj na podlagi vizualne informacije s slike. Izjema je nos, ki je dobro
detektiran zˇe v prvi stopnji, saj lahko o njegovi lokaciji dokaj nedvoumno
sklepamo zˇe zgolj samo iz slikovne informacije. Opazimo, da se lokacije skozi
vecˇ stopenj izboljˇsujejo, kar pomeni, da se arhitektura implicitno naucˇi to-
polosˇkega modela in modela interakcij cˇlovesˇkega telesa. Sˇe posebej je to
vidno v primeru desnega glezˇnja, ki je na prvi stopnji detektiran na poziciji
levega glezˇnja in se skozi nekaj stopenj lokacija popravi. Vzrok lezˇi v iz-
boljˇsanju lokacij ostalih delov telesa in ko v viˇsjih stopnjah dobimo kot vhod
tudi te podatke, zna arhitektura o lokaciji glezˇnja sklepati na podlagi loka-
cij ostalih delov telesa. Arhitektura ustrezno popravi lokacijo, da detekcija
ustreza implicitno naucˇenemu modelu telesa.
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Slika 3.5: Implementacija metode CPM [13] s konvolucijskimi nevronskimi
mrezˇami.
34 POGLAVJE 3. UPORABLJENE METODE
Slika 3.6: Verjetnostne mape za posamezne dele telesa (nos, levi komolec,
levo zapestje, desni glezˇenj, levi glezˇenj) na izhodih posamezne stopnje (6
stopenj) metode CPM [13].
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3.3 Detekcija smucˇi smucˇarskega skakalca
Za detekcijo smucˇi smucˇarskega skakalca uporabimo metodo CPM [13], tako
da smucˇi obravnavamo kot dodatni del telesa. Let smucˇarskega skakalca, ki
vpliva na sodniˇsko oceno, lahko glede na razporeditev delov telesa in smucˇi
razdelimo v sˇtiri faze. Prvo fazo predstavlja odskok, drugo fazo predstavlja let
skozi hrbtiˇscˇe skakalnice, tretjo doskok in cˇetrto vozˇnja po doskoku (iztek).
Opazimo, da se pozicija smucˇi razlikuje glede na fazo leta, obenem pa je
njihova pozicija odvisna tudi od ostalih delov telesa.
Podobno kot se metoda CPM naucˇi topolosˇkega modela razporeditve de-
lov telesa in modela njihove interakcije, se lahko naucˇimo modelirati pozicijo
smucˇi, saj je ta odvisna od pozicije ostalih delov telesa. Smucˇi opiˇsemo z
njihovimi skrajnimi tocˇkami ter tako dobimo dodatne sˇtiri anotacije lokacij
delov telesa v obliki, ki jo lahko uporabimo v metodah za detekcijo delov te-
lesa. Na sliki 3.7 so predstavljene faze leta in vhodni podatki v CPM metodo.
Prva vrstica predstavlja anotirane podatke iz podatkovne zbirke smucˇarskih
skokov, druga vrstica pa vhod v ucˇenje metode CPM, kjer smo na posamezne
lokacije delov telesa postavili 2D Gaussove funkcije z majhno varianco.
3.4 Ocenjevanje sloga smucˇarskega skoka
Slog smucˇarskega skoka ocenjuje pet sodnikov, pri cˇemer posamezni sodnik
lahko za skok dodeli maksimalno 20 tocˇk. Najboljˇsa in najslabsˇa ocena se
ne uposˇtevata in tako lahko tekmovalec dobi maksimalno 60 tocˇk. Pra-
vila za ocenjevanje smucˇarskih skokov so zapisana v pravilniku mednarodne
smucˇarske zveze [1].
Sodniki ocenjujejo skok od odskoka s skakalnice do vozˇnje mimo cˇrte, ki
oznacˇuje konec obmocˇja ocenjevanja. Pravila za ocenjevanje so razdeljena v
tri faze leta (let, doskok, iztek), za katere so pravila ocenjevanja predstavljena
v nadaljevanju. Pravila so povzeta po pravilniku [1].
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(a) odskok (b) let (c) doskok (d) iztek
Slika 3.7: Primer faz leta in primerov anotacij vhodnih podatkov smucˇi in
ostalih delov telesa, ki predstavlja vhod v metodo CPM [13].
3.4.1 Pravila za ocenjevanje sloga smucˇarskega skoka
Ocenjevanje odskoka in leta skakalca
Skakalec mora narediti agresiven odskok, iz katerega nato tekocˇe preklopi
v fazo leta in pravocˇasno zacˇne priprave na doskok. Sodniki ocenjujejo,
kako dobro skakalec izkoriˇscˇa aerodinamicˇne lastnosti, kar skakalec dosezˇe
z ustrezno pozicijo delov telesa. Leva in desna polovica telesa morata biti
simetricˇno poravnani s stegnjenimi nogami. Sodniki lahko za to fazo leta
odbijejo najvecˇ pet tocˇk.
Pristanek skakalca
Skakalec mora v fazo doskoka preiti iz stabilne pozicije faze letenja. V fazo
doskoka skakalec preide tako, da dvigne glavo in zgornji del telesa, zacˇne
z dvigovanjem rok in postavljanjem smucˇi v vzporedno pozicijo. Tik pred
pristankom mora skrcˇiti kolena za uspesˇno absorbcijo energije pri doskoku.
Pristanek mora biti tekocˇ in mehek, kar skakalec dosezˇo z uporabo mocˇi in
prave razporeditve delov telesa. Skakalec povecˇa razdaljo med nogama in
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potisne eno izmed nog naprej, kar vodi v pozicijo telemarka. Roke mora
iztegniti pravokotno na smucˇi, in sicer takoj po pristanku.
Sodniki ocenjujejo prehod iz faze letenja v fazo doskoka, predvsem porav-
nanost zgornjega dela telesa, pozicijo nog in skrcˇenost kolen, s cˇimer skakalec
absorbira energijo ob pristanku. Skrcˇenost kolen ne sme biti prevelika. Ska-
kalec mora doskocˇiti v izpadni korak (telemark), ki se ocenjuje posebej. Pri
izpadnem koraku mora biti razdalja med konico zadnje noge in peto prve
vsaj polovico dolzˇine stopala. Razmak med smucˇmi naj ne bi bil vecˇji od
dveh sˇirin posamezne smucˇi. Sodniki lahko v tej fazi leta odbijejo najvecˇ pet
tocˇk. Dodatni dve tocˇki lahko odbijejo za nepravilno izvedbo telemarka.
Vozˇnja skakalca v izteku
Po pristanku mora skakalec obdrzˇati pozicijo telemarka sˇe priblizˇno 10 - 15
metrov. Do cˇrte, ki oznacˇuje konec ocenjevanja, mora skakalec obdrzˇati viˇsjo
stabilno drzˇo s poravnanimi smucˇmi ali v ustrezni trikotni pluzˇni poziciji, s
katero zmanjˇsa hitrost.
Sodniki ocenjuje ohranitev telemark pozicije (10 - 15 metrov), pozicijo
smucˇi (vzporedna ali pluzˇna) in enakomerno uravnotezˇenost skakalca na obeh
smucˇeh s stegnjenim zgornjim delom telesa. Tekmovalec mora stabilno drzˇo
obdrzˇati do cˇrte, ki oznacˇuje konec ocenjevanja. Za nestabilno ali nepravilno
pozicijo delov telesa lahko sodniki odbijejo od 0.5 do 3 tocˇke. Cˇe se skakalec
ob doskoku z delom telesa dotakne smucˇi ali skakalnice, dobi odbitek od 4
do 5 tocˇk. Cˇe skakalec ob doskoku pade, dobi odbitek sedmih tocˇk, kar je
tudi maksimalni odbitek pri ocenjevanju vozˇnje v izteku.
3.4.2 Metoda za ocenjevanje sloga smucˇarskega skoka
Iz zgoraj opisanih pravil za ocenjevanje smucˇarskega skoka opazimo, da so
ta definirana zelo ohlapno in subjektivno. Pravil v taki obliki ni mogocˇe
neposredno uporabiti, saj jih ne moremo opisati matematicˇno. Izjema je
zgolj izvedba telemarka, kjer so pravila definirana nekoliko bolj natancˇno.
Namesto opisovanja pravil v algoritmicˇni obliki v magistrskem delu resˇujemo
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tezˇavo tako, da razvijemo metodo, ki se pravil naucˇi sama na osnovi ocen
pravih sodnikov.
Za pridobivanje ocene sloga skoka uporabimo podatke o poziciji delov
telesa in smucˇi skozi let posameznega skakalca. Podobno kot se metoda za
detekcijo delov telesa implicitno naucˇi topolosˇkega modela in modela inte-
rakcij med posameznimi deli telesa, je cilj nasˇe metode, da se naucˇi modela
za ocenjevanje sloga smucˇarskega skoka. Glede na opisana pravila za ocenje-
vanje ima pozicija delov telesa kljucˇno vlogo in bi morali nositi vso potrebno
informacijo za uspesˇno ocenjevanje.
Pri tako zbranih podatkih imamo opravka tudi s cˇasovno dimenzijo, saj
je pozicija delov telesa v cˇasu t odvisna od pozicije v cˇasu t′, kjer je t′ < t.
Odlocˇimo se, da podatke predstavimo v obliki slikovne informacije, kot je
to predstavljeno na sliki 3.8. Dejanski vhod v metodo je predstavljen na
sliki 3.9.
Slika 3.8: Predstavitev vhodnih podatkov v metodo za ocenjevanje
smucˇarskega skoka. Vhod je organiziran v 3D slikovno informacijo, kjer prvi
kanal predstavlja koordinate x lokacij delov telesa, drugi kanal koordinate
y in tretji kanal zanesljivost detekcije. Posamezna vrstica predstavlja sliko
smucˇarskega skoka, dolzˇina vrstice je enaka sˇtevilu uporabljenih delov telesa.
Koordinate normaliziramo glede na masno srediˇscˇe tekmovalca.
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Za predstavitev v obliki slikovne informacije smo se odlocˇili zato, da
lahko uporabimo konvolucijske nevronske mrezˇe, ki lahko tako izkoristijo tudi
cˇasovno dimenzijo. Podoben princip so uporabili tudi v delu [28], kjer so tako
obliko vhodnih podatkov uporabili za klasifikacijo akcij v videoposnetkih s
pomocˇjo konvolucijskih nevronskih mrezˇ.
Problem zastavimo v obliki regresije, tako da napovedujemo ocene petih
sodnikov. Uporabimo konvolucijsko arhitekturo LeNet-5 [33], ki jo ustrezno
spremenimo za resˇevanje regresijskega problema. V ta namen uporabimo
kriterijsko funkcijo L2 in ustrezno spremenimo dimenzijo izhoda zadnjega
polno povezanega sloja, da ustreza sˇtevilu sodnikov. Kriterijska funkcija je






||yˆn − yn||22 (3.2)
Z yˆ = [y1, ..., y5] predstavimo referencˇne sodniˇske ocene za posamezen
skok. To so ocene, ki so jih pravi sodniki dodelili posameznemu skoku. Z y
predstavimo sodniˇske ocene, ki jih vrne predlagana metoda. Arhitektura je
predstavljena na sliki 3.10. Za to arhitekturo smo se se odlocˇili zaradi njene
enostavne zgradbe in majhnega sˇtevila parametrov, saj smo bili omejeni z
velikostjo podatkovne zbirke. Anotirano zbirko podatkov smucˇarskih skokov
predstavimo v nadaljevanju.





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































Slika 3.9: Vizualizacija vhoda v metodo za ocenjevanje sloga smucˇarskega
skoka. Vizualizacija prikazuje tri smucˇarske skoke, kjer so detekcije normali-
zirane glede na detektirano masno srediˇscˇe tekmovalca.
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Slika 3.10: Zgradba arhitekture, ki smo jo uporabili.
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Poglavje 4
Implementacija sistema
V tem poglavju predstavimo implementacijo sistema za avtomatsko ocenjeva-
nje sloga smucˇarskih skokov iz videoposnetka. Sistem je sestavljen iz metod,
ki smo jih predstavili v prejˇsnjem poglavju, in je zasnovan v modularni za-
snovi, ki omogocˇa enostavno menjavo posameznih metod. Na sliki 4.1 je
predstavljena zgradba sistema. Celoten sistem je zasnovan na metodah, ki
temeljijo na uporabi konvolucijskih nevronskih mrezˇ. Sistem je implemen-
tiran v programskem jeziku Python. Za delo s konvolucijskimi nevronskimi
mrezˇami uporabljamo programsko ogrodje Caffe [44]. V nadaljevanju po-
drobneje opiˇsemo implementacijo posameznih delov sistema.
Slika 4.1: Zgradba sistema za avtomatsko ocenjevanje smucˇarskega skoka.
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4.1 Detekcija smucˇarskega skakalca
Detekcijo smucˇarskega skakalca smo implementirali z detektorjem objektov
Faster R-CNN [38]. Uporabili smo javno dostopno programsko kodo, ki smo ji
dodali podporo za nasˇo podatkovno zbirko smucˇarskih skokov. Arhitekturo
smo inicializirali s pomocˇjo zˇe obstojecˇega modela za detekcijo objektov,
naucˇenega na podatkovni zbirki COCO [7]. Popravili smo le sˇtevilo razredov
v polno povezanem sloju, saj v nasˇem primeru detektiramo zgolj skakalca.
Arhitekturo smo nato naucˇili na nasˇi podatkovni zbirki. Naucˇeni model nato
uporabimo v modulu za detekcijo skakalca, ki kot vhod sprejme posamezno
sliko, kjer detektira skakalca. Detekcija skakalca je pomembna predvsem za
delovanje detektorja delov telesa, saj smo tako dobili lokacijo in priblizˇno
velikost skakalca. Tako uporabimo detektor delov telesa zgolj pri eni vhodni
velikosti, kar povecˇa hitrost delovanja. Za sˇe hitrejˇse delovanje bi lahko
uporabili tudi sledilnik ali pa kaksˇno hitrejˇso metodo za detekcijo objektov,
kot je metoda SSD [45].
4.2 Detekcija delov telesa in smucˇi
Detekcija delov telesa in smucˇi predstavlja glavni del magistrske naloge. Upo-
rabili smo metodo CPM [13]. Sprva smo poizkusili uporabiti zˇe naucˇeni mo-
del za detekcijo delov telesa. Ugotovili smo, da je pozicija delov telesa pri
smucˇarskih skokih zelo specificˇna in zˇe naucˇeni model na zbirki MPII [6] ni
dovolj za dobro detekcijo delov telesa. Metodi CPM smo dodali podporo tudi
za podatkovno zbirko COCO [7], ki se je obnesla nekoliko boljˇse, zato smo
jo uporabili kot inicializacijo nevronske mrezˇe za ucˇenje na nasˇi podatkovni
zbirki. Metodi CPM smo morali dodati podporo za zbirko COCO, saj jo
javno dostopna programska koda ne podpira, kajti zbirka ob izdaji cˇlanka
sˇe ni bila na voljo. Metoda CPM uporablja svojo razlicˇico programskega
ogrodja Caffe [44], saj implementira poseben podatkovni sloj, ki sprejme po-
seben vhod. Vhod je sestavljen iz slike in dodatnega kanala slike, kjer so
zapisani metapodatki, kot so npr. lokacije delov telesa.
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Za pridobitev vecˇjega sˇtevila ucˇnih podatkov vhodne slike dodatno spre-
menimo (ang. augmentation) z mnozˇico enostavnih operacij za obdelavo slik.
Metoda izvaja spremembe ob samem ucˇenju, tako da so implementirane v
sklopu programskega ogrodja Caffe. Implementiramo naslednje spremembe
vhodnih podatkov:
• skaliranje vhodne slike (0.7-1.3),
• rotacija (± 40◦),
• premik centra (± 40 px),
• vertikalno zrcaljenje.
Slika 4.2a predstavlja primer vhodnega ucˇnega podatka v metodo CPM.
Arhitektura metode zahteva vhodno velikost 368 x 368, kjer za izhodiˇscˇe vza-
memo center detekcije smucˇarskega skakalca. Detekcija nam pomaga dolocˇiti
tudi velikost skakalca. V delu nastavimo zacˇetno velikost smucˇarskega ska-
kalca na 70 % velikosti vhoda v arhitekturo. Slika 4.2b predstavlja izhod slike
po opravljenih spremembah. Za posamezno spremembo podatkov dolocˇimo
verjetnost, da se ta opravi. Na vhodni sliki se tako izvede nakljucˇno sˇtevilo
sprememb z nakljucˇno vrednostjo posamezne spremembe v danem obmocˇju.
Kot smo zˇe omenili v opisu uporabljenih metod, smo za detekcijo smucˇi
smucˇarskega skakalca prav tako uporabili metodo CPM, tako da smo posa-
mezne dele smucˇi obravnavali kot dodatne dele telesa. Zaradi spremenjene
arhitekture je bilo treba ucˇenje ostalih delov telesa na vecˇjih zbirkah podat-
kov ponoviti. Tako smo dobili naucˇen model, ki zna detektirati dele telesa.
Ta model smo nato uporabili za ucˇenje na nasˇi zbirki podatkov. Model za
inicializacijo smo naucˇili na podatkovni zbirki COCO [7]. Model smo naucˇili
s parametri, ki jih uporabljajo avtorji metode, in sicer tako dolgo, da se je
vsaka vhodna slika spremenila 100-krat.
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(a) (b)
Slika 4.2: Sprememba vhodnih podatkov: (a) vhodna in (b) izhodna slika.
4.3 Metoda za ocenjevanje sloga smucˇarskega
skoka
Vhod v metodo za ocenjevanje sloga smucˇarskega skoka predstavljajo loka-
cije delov telesa in smucˇi. Vhodne lokacije najprej normaliziramo. Prvi nacˇin
normalizacije predstavlja uporaba masnega srediˇscˇa skakalca v posameznem
slikovnem okvirju. Masno srediˇscˇe izracˇunamo kot utezˇeno povprecˇje lokacij
delov telesa, pri cˇemer za utezˇi uporabimo zanesljivosti detekcij posame-
znih delov telesa. Za drugi nacˇin normalizacije uporabimo center detekcije
smucˇarskega skakalca.
Detektirane trajektorije tudi spreminjamo tako, da pomikamo njihovo
lokacijo. Premikamo celotno trajektorijo in tudi po posamezni sliki. Kot
je razvidno s slike 3.9, predstavljajo veliko tezˇavo odstopajocˇe meritve, ki
so posledica slabsˇih detekcij. Videoposnetki, ki jih uporabljamo, so prila-
gojeni televizijskemu prenosu in pridobljeni s spletne platforme YouTube.
V tako pridobljenih posnetkih je predvsem zaradi pocˇasne kamere in spe-
cificˇnega kodiranja videoposnetka prisotno veliko sˇtevilo slikovnih okvirjev
slabsˇe locˇljivosti. Da bi ta vpliv omilili, uporabljamo glajenje z mediano.
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Uporabljamo razlicˇne velikosti filtra, s cˇimer zˇelimo iznicˇiti posamezne ne-
pravilne detekcije. Pri glajenju je potrebno paziti, da ne iznicˇimo posameznih
podrobnosti, ki bi vplivale na sodniˇsko oceno in niso napacˇne detekcije. Z
ustrezno postavitvijo kamer, bi se lahko naucˇili transformacije v kanonicˇni ko-
ordinatni sistem, s cˇimer bi lahko metodo posplosˇili na razlicˇna prizoriˇscˇa te-
kem. Primer spremenjenega vhodnega podatka je prikazan na sliki 4.3. Skozi
celoten skok nakljucˇno premaknemo detektirano masno srediˇscˇe, s cˇimer po-
izkusˇamo modelirati sˇum v trajektorijah, ki nastane kot posledica slabih
detekcij. Vhodne trajektorije tudi filtriramo z mediano.
Za pridobitev sodniˇskih ocen uporabljamo regresijsko arhitekturo, ki smo
jo opisali v 3.4.2. Tako dobimo napovedi ocen za vsakega od petih sodnikov.
Za virtualno oceno smucˇarskega skoka, ki jo napove metoda, najprej od-
stranimo najvecˇjo in najmanjˇso napovedano oceno. Preostale ocene nato
povprecˇimo in zaokrozˇimo na najblizˇjo polovico, s cˇimer pridobimo virtualno
sodniˇsko oceno uv.
Za ovrednotenje metode merimo konsistentost z ostalimi sodniˇskimi oce-
nami. Cˇe postopek opiˇsemo z enacˇbami, naj bodo yˆ = (y1, y2, y3, y4, y5)
anotirane sodniˇske ocene za skok nekega skakalca. Najprej odstranimo mini-
malno in maksimalno oceno ter nato povprecˇimo preostale ocene treh sodni-
kov, da dobimo y, ki predstavlja referencˇno oceno. Za posameznega sodnika
nato izracˇunamo absolutno razdaljo di = |yi − y|, ki nam pove stopnjo kon-
sistentnosti s preostalimi sodniki. Tako pridobimo konsistentnost anotiranih
sodniˇskih odlocˇitev. Izracˇunamo sˇe dv = |uv−y|, ki nam opiˇse konsistentnost
virtualne sodniˇske ocene uv s preostalimi sodniki. Vrednosti povprecˇimo skozi
vse skoke na tekmi, da dobimo povprecˇno odstopanje posameznega sodnika.
Zˇelimo si, da je napaka virtualnega sodnika podobna ali boljˇsa od napak
ostalih pravih sodnikov.
Kot najbolj enostavno mero uspesˇnosti uporabljamo tudi povprecˇno ab-
solutno napako, ki jo izracˇunamo tako, da izracˇunamo absolutno razliko med
dejanskimi ocenami sodnikov za posamezen skok in nasˇimi napovedanimi
ocenami. Napako nato povprecˇimo skozi vse skoke na tekmi.



























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Slika 4.3: Vizualizacija spremenjenega vhoda v metodo za ocenjevanje sloga
smucˇarskega skoka. Slika prikazuje primer nakljucˇno premaknjene trajek-
torije skoka za vektor premika [-80, 96]. Premaknjena trajektorija je tudi
glajena z mediano, in sicer z velikostjo filtra n = 3.
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Rezultate predstavimo v poglavju 6, sˇe prej pa v naslednjem poglavju
predstavimo podatkovno zbirko smucˇarskih skokov.




V tem poglavju predstavimo nasˇo podatkovno zbirko smucˇarskih skokov,
ki smo jo uporabili v magistrskem delu. Najprej predstavimo obstojecˇe
zbirke anotiranih podatkov za detekcijo delov telesa. Izkazalo se je, da z
obstojecˇimi zbirkami anotiranih oseb ni mogocˇe dosecˇi dobrih rezultatov na
domeni smucˇarskih skokov, kar je posledica specificˇnega modela interakcij
med posameznimi deli telesa ter prisotnostjo smucˇi. Specificˇna podatkovna
zbirka je bila potrebna tudi zaradi detekcije smucˇi z uporabo metode za de-
tekcijo delov telesa. Poleg anotacij delov telesa in smucˇi vsebuje podatkovna
zbirka tudi podatke o sami tekmi, ki jih uporabimo za napoved sodniˇskih
ocen.
5.1 Obstojecˇe zbirke podatkov
Leeds Sports Pose Dataset (LSP) [20] predstavlja eno izmed prvih
zbirk podatkov, ki se danes sˇe vedno uporablja za ovrednotenje novih me-
tod. Zbirka je sestavljena iz 2000 anotiranih slik oseb predvsem s sˇportne
domene. Anotiran je celotni del telesa. Zbirka je bila sestavljena s pomocˇjo
slik, pridobljenih s spletnega servisa Flickr, ki za posamezne slike vsebuje
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anotacije. Zbirka je razdeljena na 1000 ucˇnih in 1000 testnih slik. Kasneje so
avtorji predstavili sˇe razsˇirjeno zbirko podatkov, ki vsebuje 10.000 anotiranih
oseb [21].
Frames Labeled In Cinema (FLIC) [22] vsebuje 5003 anotiranih slik,
zbranih iz razlicˇnih filmov. Slike iz posameznih filmov so bile pridobljene s
pomocˇjo detektorja oseb, s katerim so detektirali osebe v vsakem desetem
slikovnem okvirju celotnega filma. Za gradnjo zbirke so uporabili zbirko 30
filmov. Tako detektiranih oseb z dovolj visoko zanesljivostjo je bilo 20.000.
Za anotacijo delov telesa so uporabili platformo Amazon Mechanical Turk,
saj omogocˇa vkljucˇitev sˇirsˇe mnozˇice ljudi, ki za majhno placˇilo anotirajo
posamezne slike. Anotiran je zgolj zgornji del telesa. Zbirka je razdeljena na
3987 ucˇnih in 1016 testnih slik. Primeri anotacij so prikazani na sliki 5.1.
Slika 5.1: Primer podatkov iz podatkovne zbirke FLIC [22].
MPII Human Pose Dataset (MPII) [6] zbirka podatkov predstavlja
drugo najvecˇjo zbirko anotiranih podatkov za detekcijo delov telesa. Zbirka
je zgrajena okoli dvonivojske hierarhije cˇlovekovih aktivnosti. Hierarhija
predstavlja 823 aktivnosti, razvrsˇcˇenih v 21 kategorij. Primeri kategorij so
prikazani na sliki 5.2. Tako organizirana zbirka omogocˇa boljˇso ovrednote-
nje metod, saj lahko ovrednotenje opravimo po posameznih domenah. Tako
sestavljena zbirka tudi bolje pokrije razlicˇne razporeditve delov telesa, ki
se pojavljajo v realnih primerih. Slike so pridobljene s platforme YouTube
s pomocˇjo zahtevkov, ki so vsebovali opise posameznih aktivnosti. Zbirka
vsebuje priblizˇno 28.000 ucˇnih podatkov in 12.000 testnih.
COCO Keypoints Challenge (COCO) [7] v sklopu svojega tekmova-
nja predstavlja najvecˇjo zbirko anotiranih podatkov. Zbirka vsebuje vecˇ kot
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Slika 5.2: Primer podatkov razvrsˇcˇenih v razlicˇne kategorije aktivnosti po-
datkovne zbirke MPII [6].
140.000 anotiranih oseb, kar predstavlja skupno vecˇ kot milijon anotiranih
delov telesa. Zbirka je razdeljena na ucˇno (100.000 oseb), validacijsko (20.000
oseb) in testno (20.000 oseb) mnozˇico. Testna mnozˇica ni dostopna. Tek-
movanje COCO zahteva detekcijo delov telesa vecˇ oseb, pri cˇemer lokacije
posameznih oseb niso znane in jih mora metoda ustrezno detektirati. Primeri
anotacij so prikazani na sliki 5.3.
Slika 5.3: Primer podatkov iz podatkovne zbirke COCO [7].
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5.2 Podatkovna zbirka smucˇarskih skokov
Podatkovna zbirka smucˇarskih skokov predstavlja prvo tovrstno zbirko in
je namenjena metodam za detekcijo delov telesa in smucˇi. Vsebuje tudi
anotacije posameznih sodniˇskih ocen in dolzˇin skokov. Zbirka vsebuje skoraj
1800 anotiranih slik. Primeri slik so predstavljeni na sliki 5.4.
Slika 5.4: Primeri slik s podatkovne zbirke smucˇarskih skokov.
Pri gradnji zbirke smo uporabili tekme z olimpijskih iger v Vancouvru
2010. Uporabili smo tekme na veliki in mali skakalnici. Za te tekme smo se
odlocˇili, ker so bili posnetki tekem v polni HD resoluciji na voljo na spletu.
Pomembna je tudi razporeditev kamer, saj mora biti ta cˇimbolj konsistentna
med posameznimi tekmami, obenem pa mora biti skakalec vedno dobro viden.
V realnem sistemu bi za tak sistem uporabili posebne kamere, razporejene
po izbranih delih skakalnice.
5.2. PODATKOVNA ZBIRKA SMUCˇARSKIH SKOKOV 55
5.2.1 Anotacije delov telesa in smucˇi
Za anotacijo delov telesa smo uporabili tekmi na veliki in mali skakalnici.
Zbirka je sestavljena iz 1761 anotiranih slik smucˇarskih skakalcev. Razpo-
reditev anotacij po posamezni skakalnici je predstavljena v tabeli 5.1. Ucˇni
del zbirke je bil zgrajen na skokih prve serije tekme, testni del pa na skokih
finalne serije.
Tabela 5.1: Razporeditev anotacij po posamezni skakalnici in delu zbirke.
skakalnica ucˇna mnozˇica testna mnozˇica

velika 679 116 795
mala 868 98 966
1547 214 1761
Histogram na sliki 5.5 predstavlja razporeditev anotacij po delu skoka.
Start skoka je definiran kot 5. slikovni okvir po odskoku, zakljucˇek skoka pa
15. slikovni okvir po doskoku. Za tako definicijo skoka smo se odlocˇili zaradi
omejitve posnetkov tekem, saj so slikovni okvirji ob odskoku prevecˇ popacˇeni,
da bi jih lahko uporabili. Pri doskoku pa je prisotna tezˇava zaradi menjave
kamere, saj smo si zˇeleli, da je za potrebe kasnejˇse uporabe podatkov detekcij
za napoved sodniˇskih ocen celoten skok zajet v eni kameri. Na histogramu je
zato zajet del zbirke, ki je v obmocˇju tako definiranega skoka in ga uporabimo
za napoved sodniˇskih ocen. Takih slik je 1156, ostale anotirane slike so bile
zajete izven samega skoka, npr. v pocˇasnem posnetku, vozˇnji po vzletiˇscˇu
ali drugih delih skoka, s cˇimer smo zˇeleli izboljˇsati samo delovanje detektorja
delov telesa in smucˇi. Opazimo, da je anotacij najvecˇ v delu po odskoku in
pri doskoku, saj je v tem delu skoka prisotno najvecˇ gibanja. V fazi leta je
pozicija telesa dokaj fiksna in ne potrebujemo tako veliko anotacij. Anotacije
za posamezni slikovni okvir smo zbrali v json formatu, ki je predstavljen na
sliki 5.6. Anotirali smo 13 delov telesa in smucˇi, kot je to prikazano na
sliki 5.7.
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Slika 5.5: Razporeditev anotacij po delih skoka. Skok je na histogramu
razdeljen na deset delov.
5.2.2 Anotacije smucˇarskih tekem
Anotacije smucˇarskih tekem so potrebne za napoved sodniˇskih ocen. V ma-
gistrskem delu anotiramo posamezni skok s skakalcem (koda FIS), njegovo
dolzˇino in sodniˇskimi ocenami. V magistrskem delu smo se tudi za oce-
njevanje sloga smucˇarskih skokov osredotocˇili na tekme olimpijskih iger v
Vancouvru, in sicer predvsem zaradi delovanja detektorja delov telesa, saj je
naucˇen zgolj iz podatkov s teh tekem. Za splosˇno delovanje bi potrebovali
anotacije z razlicˇnih prizoriˇscˇ. Tezˇavo pri tako splosˇnem pristopu predstavlja
pridobitev posnetkov ter njihova anotacija, ki je cˇasovno zelo zamudna.
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Slika 5.7: Primer anotiranega slikovnega okvirja.
Z olimpijskih iger v Vancouvru smo anotirali naslednje tekme:
• tekma smucˇarskih skakalcev na veliki skakalnici,
• tekma smucˇarskih skakalcev na mali skakalnici,
• kvalifikacijska tekma smucˇarskih skakalcev na veliki skakalnici,
• tekma kombinatorcev na mali skakalnici.
V poglavju 6 predstavimo rezultate uporabljenih metod.
Poglavje 6
Rezultati
V tem poglavju predstavimo glavne rezultate magistrskega dela. Najprej
predstavimo rezultate metode za detekcijo smucˇarskega skakalca, ki predsta-
vlja vhod v metodo za detekcijo delov telesa in smucˇi, katere rezultate ravno
tako predstavimo. Obe metodi ovrednotimo na nasˇi testni zbirki podatkov.
Za ovrednotenje detekcij smucˇarskega skakalca uporabljamo mero uspesˇnosti,
ki jo uporabljajo na zbirki podatkov PASCAL VOC [37]. Rezultate detekcij
delov telesa in smucˇi predstavimo v obliki, ki jo uporabljajo na evaluacijski
zbirki MPII [6]. V nadaljevanju nato predstavimo rezultate napovedovanja
sodniˇskih ocen na tekmah olimpijskih iger v Vancouvru 2010. Podrobno
predstavimo vhode v metodo za ocenjevanje sloga smucˇarskega skoka ter
vpliv razlicˇnih metod procesiranja vhodnih podatkov na izboljˇsanje rezul-
tatov. Z izbranimi merami uspesˇnosti, ki jih uporabljamo za ovrednotenje
kakovosti napovedi sodniˇskih ocen, ovrednotimo nasˇe napovedi. Dosezˇeni re-
zultati pokazˇejo, da je mogocˇe z nasˇo metodo napovedovati sodniˇske ocene,
ki so konsistentne z ocenami ostalih sodnikov.
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6.1 Detekcija smucˇarskega skakalca
Metodo za detekcijo smucˇarskega skakalca ovrednotimo na nasˇi testni zbirki
podatkov, ki je sestavljena iz tekme na veliki in mali skakalnici olimpijskih
iger v Vancouvru. Kot mero uspesˇnosti uporabimo kolicˇnik med presekom
in unijo (IoU) anotiranega in napovedanega okvirja detekcije. Metrika je
definirana z enacˇbo (6.1), kjer |A| predstavlja povrsˇino okvirja A. Najbolj




|refBBox ∪ predBBox| (6.1)
Rezultati detekcij na testni mnozˇici so predstavljeni na histogramu 6.1.
Histogram prikazuje razporeditev vrednosti kolicˇnika med presekom in unijo
(IoU). Opazimo, da je vecˇ kot 80 % detekcij detektiranih z vrednostjo IoU ≥
0.8. Vrednost IoU = 1 pomeni idealno detekcijo, kar pomeni, da nasˇ detektor
zelo dobro detektira smucˇarskega skakalca. Primera najslabsˇe in najboljˇse
detekcije na nasˇi testni zbirki sta predstavljena na sliki 6.2.
Kot vidimo, deluje detektor smucˇarskega skakalca odlicˇno in v popolnosti
zadosti zahtevam metode za detekcijo delov telesa in smucˇi, ki jo predstavimo
v naslednjem podpoglavju.
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Slika 6.1: Rezultati detekcije smucˇarskega skakalca.
(a) IoU = 0.65 (b) IoU = 0.96
Slika 6.2: Primer najslabsˇe in najboljˇse detekcije smucˇarskega skakalca.
Rdecˇ okvir prikazuje referencˇno detekcijo, zelen okvir pa napovedano detek-
cijo.
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6.2 Detekcija delov telesa in smucˇi
Detektor delov telesa in smucˇi ovrednotimo na testni zbirki podatkov smucˇar-
skih skokov. Testno zbirko smo anotirali na veliki in mali skakalnici. Skupno
smo anotirali 214 slikovnih okvirjev, kot je to predstavljeno v tabeli 5.1.
Za ovrednotenje uporabimo metriko PCK, ki je bila prvicˇ predstavljena v
delu [46]. Detekcija posameznega dela telesa je pravilna, cˇe detekcija lezˇi
v oddaljenosti od pravilne lokacije, ki je manjˇsa od α ∗ max(h,w), kjer
h,w predstavlja viˇsino in sˇirino okvirja okoli osebe, katere dele telesa zˇelimo
detektirati. α predstavlja mejno vrednost maksimalne razdalje. MPII [6]
zbirka podatkov uporablja spremenjeno definicijo PCK metrike, ki jo upo-
rabimo tudi v nasˇem delu. PCKh, kot jo imenujejo, uporablja anotacijo
glave namesto celotne osebe ter tako zmanjˇsa vpliv razlicˇne razporeditve de-
lov telesa. Maksimalno razdaljo, ki sˇe smatra detekcijo za pravilno, opiˇsemo
z enacˇbo (6.2), kjer X1 in X2 predstavljata lokaciji diagonalno nasprotnih
ogliˇscˇ pravokotnika, ki obdaja glavo osebe. Posebnost enacˇbe je vrednost
pristranskosti 0.6, ki jo uporabljajo v evaluaciji MPII, na katero se ob po-
novnih implementacijah metrike velikokrat pozabi. MPII [6] za ovrednotenje
uporablja vrednost α = 0.5. Za razlicˇne parametre α je metrika vizualno
predstavljena na sliki 6.3.
max dist = α ∗ 0.6 ∗ ∥X1 −X2∥L2 (6.2)
Graf 6.4 prikazuje vrednost PCKh za razlicˇne parametre α za vse dele
telesa in smucˇi. Opazimo, da je vecˇina delov telesa in smucˇi pravilno de-
tektirana v vecˇ kot 50 % primerih pri vrednosti parametra α = 0.15, kar
ustreza velikostnemu redu napake, ki je enak priblizˇno 10 % velikosti glave
smucˇarskega skakalca, kar predstavlja zelo majhno napako. Opazimo tudi,
da je desna polovica telesa detektirana nekoliko slabsˇe. Najslabsˇe je detek-
tiran desni kolk, ki bistveno odstopa od povprecˇja, saj je dobro viden zelo
redko, posledicˇno pa je tudi zelo slabo zastopan v ucˇni zbirki nasˇe podatkovne
zbirke. Vzrok je predvsem v poziciji kamere, saj je na izbranih tekmah ka-
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(a) (b)
Slika 6.3: Vizualizacija metrike PCKh za vrednosti parametra α od 0.1 do
0.5 s korakom 0.1.
mera postavljena na levi strani. Nekoliko manj natancˇno so detektirani tudi
komolci in kolena, predvsem zaradi pomanjkanja teksture na dresu. Opa-
zimo tudi, da je kakovost detekcij smucˇi podobna ali celo nekoliko boljˇsa od
kakovosti detekcij ostalih delov telesa, iz cˇesar lahko sklepamo, da se metoda
uspesˇno naucˇi detektirati dele smucˇi podobno kot preostale dele telesa.
Graf 6.5 prikazuje povprecˇno vrednost PCKh, izracˇunano kot povprecˇje
PCKh vrednosti po posameznih delih telesa (brez smucˇi). Opazimo, da so
rezultati na mali skakalnici nekoliko boljˇsi. Vzrok verjetno lezˇi v nekoliko
slabsˇi kakovosti videoposnetkov na veliki skakalnici, saj je oddaljenost ka-
mere nekoliko vecˇja. Cˇeprav rezultati niso neposredno primerljivi, podamo
tudi rezultate metode CPM [13] na podatkovni zbirki MPII [6]. Opazimo,
da rezultati niso dosti slabsˇi, saj dele telesa na domeni smucˇarskih skokov
detektiramo s podobno natancˇnostjo.
Kvalitativni rezultati detekcij delov telesa in smucˇi so predstavljeni na
sliki 6.6. Prikazani so vsi deli telesa in smucˇi, ki jih detektiramo. Tudi
tukaj se opazi, da so desni deli telesa detektirani nekoliko slabsˇe. Slabsˇe so
detektirani tudi deli telesa, ki so slabo vidni in tudi niso bili anotirani v ucˇni
zbirki. Taksˇne detekcije filtriramo s pomocˇjo zanesljivosti detekcije, katere
vrednost pridobimo iz verjetnostnih map.

























































































































Slika 6.4: Vrednost PCKh za razlicˇne vrednosti α za vse dele telesa in smucˇi.



















































Slika 6.5: Povprecˇna vrednost PCKh za razlicˇne vrednosti α po posamezni
skakalnici.
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Slika 6.6: Primeri detekcij delov telesa in smucˇi. Deli telesa in smucˇi so
prikazani po vrsticah, kjer je v primeru simetrije najprej prikazan desni del
telesa ali smucˇi.
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6.3 Ocenjevanje sloga smucˇarskega skoka
V tem delu predstavimo rezultate metode za ocenjevanje sloga smucˇarskega
skoka. Metodo ovrednotimo na dveh tekmah olimpijskih iger v Vancouvru
2010. Za ovrednotenje metode uporabimo metrike, ki smo jih definirali v
opisu implementacije metode 4.3.
Tabela 6.1 predstavlja referencˇne in napovedane sodniˇske ocene finalne
serije tekme na mali skakalnici po posameznih sodnikih. Vhodni podatki so
bili normalizirani glede na masno srediˇscˇe skakalca v posameznem slikovnem
okvirju. Model smo naucˇili zgolj na podatkih iz prve serije. Napovedane
ocene so zaokrozˇene na najblizˇjo polovico. V tabeli so predstavljene tudi
napovedi virtualnega sodnika. Zadnja vrstica tabele predstavlja povprecˇno
sodniˇsko oceno izracˇunano po posameznih sodnikih.
V tabeli 6.2 so predstavljene izracˇunane povprecˇne absolutne napake po
posameznih sodnikih, za katere napovemo sodniˇsko oceno. x predstavlja na-
pako brez zaokrozˇevanja ocen na najblizˇjo polovico, xˆ napako z zaokrozˇitvijo
na najblizˇjo polovico. Za primerjavo izracˇunamo tudi napako x, ki jo nare-
dimo, cˇe za napoved uporabimo povprecˇje ocen iz prve serije tekme. Ugo-
tovimo, da nasˇa metoda napoveduje sodniˇske ocene priblizˇno dvakrat bolj
natancˇno od enostavnega povprecˇnega sodnika.
Slika 6.7 prikazuje matriko zamenjav, pridobljeno z napovedmi ocen za
obstojecˇe sodnike, ki so prikazane v tabeli 6.1. Opazimo, da je v vecˇini
primerov napaka napovedi najvecˇ polovica ocene. Opazimo tudi, da je pri
manjˇsih referencˇnih ocenah nasˇa napoved najvecˇkrat nekoliko viˇsja; podobno
pri viˇsjih ocenah, kjer je nasˇa napoved najvecˇkrat nekoliko nizˇja. Vzrok po
nasˇem mnenju najdemo v pomanjkanju robnih primerov v nasˇi ucˇni mnozˇici.
Tabela 6.3 prikazuje odstopanje ocen posameznih sodnikov od robustnega
povprecˇja posameznega skoka, kjer smo predhodno odstranili najviˇsjo in naj-
manjˇso oceno, kot smo to opisali v opisu implementacije metode 4.3. Opa-
zimo, da ocena virtualnega sodnika odstopa nekoliko vecˇ od ostalih sodnikov.
Zˇelimo si, da bi bilo to odstopanje podobno ali manjˇse od ostalih sodnikov.
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Tabela 6.1: Referencˇne in napovedane sodniˇske ocene (dejanska/napove-
dana) finalne serije na mali skakalnici.
skakalec sodnik 1 sodnik 2 sodnik 3 sodnik 4 sodnik 5 virtualni sodnik
1 17.5/17.5 17.5/17.0 17.0/17.5 17.5/17.0 17.0/17.5 17.5/17.5
2 17.5/18.0 17.5/17.0 17.5/17.5 17.5/17.5 17.5/17.0 17.5/17.5
3 17.5/18.0 17.5/17.5 17.0/17.5 17.0/17.0 17.5/17.5 17.5/17.5
4 18.0/18.0 17.5/17.5 17.5/18.0 17.0/17.5 18.0/18.0 17.5/18.0
5 18.5/18.0 18.0/17.5 18.0/18.0 17.5/18.0 18.0/18.0 18.0/18.0
6 17.5/18.0 17.5/17.5 17.0/17.5 17.0/17.0 17.5/17.5 17.5/17.5
7 17.0/17.5 17.0/17.5 17.0/17.5 17.0/17.5 17.0/17.5 17.0/17.5
8 18.5/18.0 18.0/17.5 18.0/17.5 17.5/17.5 18.0/17.5 18.0/17.5
9 17.5/17.0 17.0/17.0 17.5/16.5 17.5/17.0 17.5/17.0 17.5/17.0
10 17.5/17.5 17.0/17.0 17.0/17.0 17.0/17.0 17.5/17.5 17.0/17.0
11 18.0/18.0 17.5/17.5 18.0/18.0 17.5/18.0 17.5/18.0 17.5/18.0
12 18.0/17.5 17.5/17.0 17.5/17.0 17.5/17.0 17.5/17.5 17.5/17.0
13 18.0/18.0 17.5/17.5 17.0/18.0 17.5/18.0 17.5/18.0 17.5/18.0
14 18.0/18.0 17.5/18.0 18.0/18.5 17.5/18.0 18.0/18.5 18.0/18.0
15 19.0/18.5 18.5/18.5 18.5/18.5 18.0/18.0 19.0/18.5 18.5/18.5
16 19.0/18.0 18.5/18.0 18.5/18.0 18.5/18.0 18.5/18.5 18.5/18.0
17 19.0/19.0 18.5/18.5 18.5/18.5 18.0/18.5 19.0/18.5 18.5/18.5
18 18.5/18.0 18.0/18.0 18.0/18.0 18.5/18.0 18.5/18.0 18.5/18.0
19 18.5/18.5 18.5/18.5 18.5/18.5 18.0/18.0 19.0/18.5 18.5/18.5
20 17.5/18.0 17.5/17.5 18.0/18.0 17.5/17.5 18.0/17.5 17.5/17.5
21 18.5/18.0 18.0/17.5 18.5/18.0 18.0/17.0 18.0/17.5 18.0/17.5
22 18.0/18.0 18.0/18.0 18.0/18.0 18.0/18.0 18.0/18.0 18.0/18.0
23 18.5/18.0 18.0/18.0 18.0/18.0 18.0/18.0 18.0/18.0 18.0/18.0
24 19.0/18.5 19.0/18.5 19.0/18.5 19.0/18.5 19.5/18.5 19.0/18.5
25 18.5/18.0 18.5/17.5 18.5/18.0 18.5/17.5 18.5/18.0 18.5/18.0
26 18.5/18.5 18.5/18.5 18.5/18.5 18.0/18.5 18.5/18.5 18.5/18.5
27 18.5/18.0 18.5/18.0 19.0/18.0 18.5/18.5 18.5/18.5 18.5/18.0
28 18.5/18.5 19.0/18.5 19.0/18.5 19.0/18.0 19.0/19.0 19.0/18.5
29 18.5/18.5 18.5/18.0 18.5/18.5 18.0/18.0 19.0/18.5 18.5/18.5
30 18.5/18.5 18.5/18.0 17.5/18.0 18.5/18.0 18.0/18.5 18.5/18.5
x± σ 18.18±0.54/ 17.95±0.57/ 17.95±0.64/ 17.82±0.57/ 18.10±0.64/ 18.00±0.55/
18.05±0.39 17.75±0.50 17.92±0.50 17.73±0.50 17.98±0.51 17.90±0.47
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Tabela 6.2: Povprecˇna absolutna napaka in standardni odklon po posame-
znih sodnikih na mali skakalnici brez dodatnega procesiranja vhodnih podat-
kov.
Vrsta napovedi sodnik 1 sodnik 2 sodnik 3 sodnik 4 sodnik 5
x ±σ 0.30 ± 0.21 0.31 ± 0.23 0.34 ± 0.30 0.39 ± 0.27 0.31 ± 0.19
xˆ± σ 0.30 ± 0.28 0.27 ± 0.28 0.33 ± 0.32 0.35 ± 0.32 0.32 ± 0.27
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Slika 6.7: Matrika zamenjav, pridobljena z napovedjo ocen obstojecˇih so-
dnikov v tabeli 6.1.
Tabela 6.3: Povprecˇna absolutna napaka konsistentnosti z ostalimi sodniki.
sodnik 1 sodnik 2 sodnik 3 sodnik 4 sodnik 5 virtualni sodnik
0.22 ± 0.19 0.10 ± 0.13 0.17 ± 0.21 0.22 ± 0.23 0.16 ± 0.17 0.27 ± 0.21
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Za izboljˇsanje delovanja uporabimo razlicˇne metode procesiranja vhodnih
podatkov, ki smo jih predstavili v opisu implementacije metode 4.3. Iz za-
nesljivosti detekcij opazimo, da se v vecˇini primerov ob slabi zanesljivosti
poslabsˇajo tudi lokacije delov telesa, saj vsebujejo vecˇ sˇuma. Za odstranitev
sˇuma uporabimo glajenje z mediano z velikostjo filtra n = 3. Glajenje skozi
vecˇ slikovnih okvirjev poslabsˇa kakovost napovedovanja ocen, saj odstranimo
prevecˇ podatkov, ki vplivajo na oceno skoka. Rezultati so predstavljeni v ta-
beli 6.4. Opazimo, da samo glajenje ne izboljˇsa bistveno delovanja, saj z
odstranitvijo sˇuma odstranimo tudi majhne podrobnosti, ki bi drugacˇe pra-
vilno vplivale na oceno skoka.
Tabela 6.4: Vpliv glajenja na napako konsistentnosti.
n virtualni sodnik
0 0.27 ± 0.21
3 0.25 ± 0.24
5 0.29 ± 0.25
25 0.37 ± 0.29
Ugotovimo tudi, da je podatek o zanesljivosti detekcij delov telesa zelo
pomemben, saj se model sam v veliki meri naucˇi filtriranja slabih podatkov
in predstavlja najboljˇsi nacˇin filtriranja vhodnih podatkov. Cˇe izpustimo
podatek o zanesljivosti detekcij, dosezˇemo vrednost napake konsistentnosti
0.39 ± 0.33.
Ovrednotili smo tudi vpliv spremembe (ang. augmentation) trajektorij.
Uporabimo 10 sprememb vhodnih podatkov s premikom centra v obmocˇju
[-100, 100]. Podobno kot pri glajenju z mediano tudi tukaj ugotovimo, da iz-
brane spremembe vhodnih podatkov ne pripomorejo k statisticˇno pomembno
boljˇsim rezultatom.
Najboljˇsi rezultat dosezˇemo, cˇe v ucˇno mnozˇico vkljucˇimo vecˇ podatkov.
Cˇe dodamo v ucˇno mnozˇico tekmo kombinatorcev, ki se odvija na isti ska-
kalnici in tako pridobimo dodatnih 50 ucˇnih primerov, dosezˇemo vrednost
napake konsistentnosti 0.21 ± 0.20. Matrika zamenjav za ta model je pred-
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stavljena na sliki 6.8. Izboljˇsanje delovanja opazimo predvsem pri robnih
primerih, saj je povprecˇna ocena kombinatorcev za skoraj eno oceno nizˇja.
Rezultate najboljˇsega modela predstavimo tudi s histogramom napak konsi-
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Slika 6.8: Matrika zamenjav, pridobljena z napovedjo ocen obstojecˇih so-
dnikov z najboljˇsim modelom, kjer smo ucˇno mnozˇico razsˇirili s tekmo kom-
binatorcev.
Ekspirimentalno smo ovrednotili tudi nacˇin ucˇenja, kjer za ucˇni primer
vzamemo oceno vsakega posameznega sodnika posebej in tako pridobimo 5
ucˇnih podatkov za posamezen skok. S tako obliko vhoda, kjer isti vhodni
podatek predstavimo vecˇkrat s posameznimi ocenami sodnikov, smo poizku-
1Referencˇno oceno pridobljeno z robustnim povprecˇjem smo tukaj zaokrozˇili na naj-
blizˇjo polovico.
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Slika 6.9: Histogram napak konsistentnosti za najboljˇsi model na mali ska-
kalnici.
sili uvesti neko vrsto regularizacije. Rezultati se niso statisticˇno pomembno
izboljˇsali. Prav tako ne dosezˇemo boljˇsih rezultatov z drugim nacˇinom nor-
malizacije, kjer za center vzamemo center detekcije smucˇarskega skakalca.
Vseeno je normalizacije pomembna, saj brez uporabe normalizacije nasˇ mo-
del ne konvergira.
Metodo ovrednotimo tudi na prvih serijah tekem na majhni in veliki ska-
kalnici. Za ucˇenje uporabimo podatke finalne serije. Rezultati so predsta-
vljeni v tabeli 6.5. Opazimo konsistentnost napovedovanja ocen virtualnega
sodnika na ostalih tekmah ter slabsˇe napovedi na prvih serijah tekem. Razlog
za slabsˇo napoved po nasˇem mnenju lezˇi v manjˇsi kolicˇini ucˇnih podatkov
ter viˇsjem povprecˇju in manjˇsi razprsˇenosti ucˇnih podatkov v finalni seriji.
Ker mora biti vhod v arhitekturo konvolucijske nevronske mrezˇe fiksne
velikosti, se v vhodu v metodo pojavi implicitni podatek o dolzˇini skoka, saj je
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Tabela 6.5: Povprecˇna absolutna napaka konsistentnosti prve serije tekem
ter tekmi na veliki skakalnici.
skakalnica sodnik 1 sodnik 2 sodnik 3 sodnik 4 sodnik 5 virtualni sodnik
mala (1) 0.28 ± 0.20 0.15 ± 0.16 0.21 ± 0.22 0.22 ± 0.22 0.16 ± 0.18 0.36 ± 0.34
velika 0.17 ± 0.18 0.33 ± 0.25 0.11 ± 0.14 0.18 ± 0.20 0.18 ± 0.19 0.31 ± 0.21
velika (1) 0.19 ± 0.16 0.26 ± 0.21 0.18 ± 0.19 0.20 ± 0.18 0.21 ± 0.21 0.30 ± 0.31
najmanjˇsa velikost vhoda pogojena z najdaljˇsim skokom. Krajˇsi skoki v delu
vhoda nimajo definiranih podatkov in vsebujejo zacˇetno nicˇelno vrednost.
Dolzˇina skoka uradno ne vpliva na sodniˇsko oceno, v praksi pa kot gledalci
zelo pogosto opazimo sodniˇsko pristranskost zaradi dolzˇine skoka. Da smo
preverili, v koliksˇni meri dolzˇina skoka vpliva na sodniˇsko oceno, smo naucˇili
regresijski model, ki napove sodniˇsko oceno iz dolzˇine skoka. Uporabili smo
metodo nakljucˇnih gozdov s 50 regresijskimi drevesi in linearno regresijo, ki
smo jo naucˇili za vsakega sodnika posebej.
Povprecˇna absolutna napaka po posameznem sodniku na mali skakalnici
je predstavljena v tabeli 6.6. Napaka napovedi ni dosti boljˇsa od povprecˇnega
sodnika iz prve serije tekme. Opazimo, da z nasˇo metodo dosezˇemo boljˇse
rezultate, kar pomeni, da razporeditev delov telesa in smucˇi igra pomembno
vlogo pri sodniˇskih ocenah in da nasˇa metoda to izkoristi.
Poravnavo posameznih smucˇarskih skokov poizkusˇamo dosecˇi tudi s kubicˇno
interpolacijo krajˇsih skokov, tako da so posamezne trajektorije enako dolge
in bolje poravnane. Tako pripravljeni podatki ne vsebujejo implicitne infor-
macije o dolzˇini skoka. Dosezˇeni rezultati so nekoliko slabsˇi, saj dosezˇemo
napako konsistentnosti 0.33 ± 0.27. Razlog za slabsˇe rezultate je tezˇko
dolocˇiti. Poleg izgube implicitne informacije o dolzˇini skoka smo z interpo-
lacijo umetno spremenili vhodne podatke in morebiti sˇe dodatno poudarili
sˇum v vhodnih podatkih.
Tabela 6.7 povzame najpomembnejˇse rezultate na mali skakalnici. Ugoto-
vimo lahko, da razlicˇni poizkusi izboljˇsanja predstavitve podatkov niso prine-
sli bistveno boljˇsih rezultatov. Sˇe najpomembneje je k izboljˇsanju rezultatov
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Tabela 6.6: Povprecˇna absolutna napaka po posameznih sodnikih z uporabo
modela, ki napoveduje sodniˇske ocene obstojecˇih sodnikov iz dolzˇine skoka.
Vrsta napovedi sodnik 1 sodnik 2 sodnik 3 sodnik 4 sodnik 5
nakljucˇni gozd 0.42 ± 0.32 0.51 ± 0.37 0.53 ± 0.38 0.50 ± 0.48 0.48 ± 0.35
linearna regresija 0.53 ± 0.30 0.66 ± 0.48 0.67 ± 0.43 0.56 ± 0.46 0.61 ± 0.50
pripomoglo vecˇje sˇtevilo ucˇnih podatkov. Po nasˇem mnenju bi rezultate
bistveno izboljˇsali tudi z namenskimi kamerami, s cˇimer bi izboljˇsali zane-
sljivost detekcij in posledicˇni zmanjˇsali kolicˇino sˇuma v vhodnih podatkih.
Tabela 6.7: Povzetek rezultatov na mali skakalnici.
A1 B2 C3 D4
0.27 0.25 0.21 0.33
1 Osnovni rezultati brez dodatnega procesiranja ali dodatnih podatkov.
2 Uporaba glajenja z mediano s filtrom velikosti n = 3.
3 Najboljˇsi dosezˇeni rezultat z dodatnimi podatki.
4 Uporaba interpolacije za boljˇso poravnavo podatkov.
Poglavje 7
Zakljucˇek
Vmagistrskem delu smo razvili metodo za avtomatsko ocenjevanje smucˇarskih
skokov iz videoposnetkov. Kot glavni vir podatkov uporabimo detektirane
dele telesa in smucˇi skozi let smucˇarskega skakalca. Ker smo k resˇevanju pro-
blema pristopili kot prvi, je bilo potrebno zgraditi zbirko anotiranih tekem
smucˇarskih skokov, kjer smo anotirali skoraj 1800 slikovnih okvirjev, ki jih
uporabimo za ucˇenje izbranih metod.
Celoten sistem smo zgradili z uporabo konvolucijskih nevronskih mrezˇ.
Najpomembnejˇsi del predstavlja metoda za detekcijo delov telesa CPM [13],
ki smo ji dodali podporo za detekcijo delov smucˇi. Na testni zbirki pokazˇemo,
da smo metodo uspesˇno naucˇili na domeni smucˇarskih skokov z dovolj dobro
natancˇnostjo delovanja, ki omogocˇa nadaljnjo uporabo detektiranih delov
telesa in smucˇi za napoved sodniˇskih ocen.
Kot se izkazˇe, so pravila za ocenjevanje sloga smucˇarskih skokov defini-
rana zelo subjektivno in jih ni mogocˇe opisati v matematicˇni obliki. Metodo
za ocenjevanje sloga zato naucˇimo iz zˇe obstojecˇih sodniˇskih ocen. Izkazˇe
se, da se metoda lahko uspesˇno naucˇi modela za ocenjevanje zgolj iz razpo-
reditve delov telesa in smucˇi skozi let in iz obstojecˇih sodniˇskih ocen. Tako
naucˇen model ima napako napovedi, ki je konkurencˇna pravim sodnikom.
Glavno tezˇavo pri implementaciji metod je predstavljalo pomanjkanje
anotiranih podatkov. Navkljub velikemu sˇtevilu anotiranih slikovnih okvir-
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jev bi za splosˇnost uporabe metod potrebovali anotacije iz vecˇih razlicˇnih
prizoriˇscˇ. Proces anotiranja je cˇasovno zamuden, zato smo zacˇeli razvijati
spletno aplikacijo, ki se bo izvajala na platformi Amazon Mechanical Turk.
Ta omogocˇa vkljucˇitev sˇirsˇe mnozˇice ljudi, ki za majhno placˇilo anotirajo
posamezne slikovne okvirje iz drugih skakalnic.
Boljˇse rezultate bi dosegli tudi, cˇe bi imeli dostop do odbitkov sodniˇskih
ocen po posameznih fazah skoka, ki jih sodniki vnasˇajo v posebno napravo
za vsakega tekmovalca posebej. S tako obliko podatkov bi bistveno povecˇali
ucˇno mnozˇico, saj bi model naucˇili po posameznih fazah smucˇarskega skoka.
S takim modelom bi tudi lazˇje dolocˇili fazo skoka, ki je odgovorna za slabo
oceno, kar bi bila dodatna dodana vrednost.
Nasˇe delo ni omejeno zgolj na domeno smucˇarskih skokov, saj je mogocˇe
nasˇe ugotovitve in pristope uporabiti tudi pri drugih sˇportih, kjer razporedi-
tev delov telesa prav tako igra pomembno vlogo.
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