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1. Introduction
The smallest enclosing circle problem was originally posed in 1857 by Sylvester [11]. Here, a set P of n points is dis-
tributed on a 2D plane, and the objective is to identify a point c (not necessarily a member of P ) such that the maximum
Euclidean distance of the members of P from c is minimum among all other points on the plane. In other words, here the
objective is to report the center of the minimum radius circle that can enclose all the points in P . An O (n2) time algorithm
was proposed long ago by Elzinga and Hearn [5]. Later, Shamos and Hoey [12] and Preparata [9] independently proposed
algorithms for this problem; each of them runs in O (n logn) time. Lee [7] proposed the farthest point Voronoi diagram,
which can also be used for solving this problem in O (n logn) time. Finally, Megiddo [8] proposed an optimal O (n) time
algorithm for solving this problem using a prune-and-search approach. Later, Welzl [13] proposed an easy to implement
randomized algorithm for the smallest enclosing circle problem that works in O (n) time.
Several constrained versions of the smallest enclosing circle problem are also available in the literature. Megiddo [8]
studied the case where the center of the smallest enclosing circle of the point set P is constrained to lie on a given straight
line. The time complexity of this algorithm is O (n). Hurtado et al. [6] provided an O (n +m) time algorithm for ﬁnding the
smallest enclosing circle of n points such that its center is constrained to satisfy m linear inequalities. This can be used
to solve the minimum enclosing circle problem where the center lies inside a given convex polygon of size m. Bose and
Toussaint [2] considered the generalized version of the problem where the center of the smallest enclosing circle of P is
constrained to lie inside a given simple polygon of size m. Their proposed algorithm runs in O ((n+m) log(n+m)+ k) time,
where k is the number of intersections of the boundary of the polygon with the farthest point Voronoi diagram of the point
set P . In the worst case, k may be O (n2). This result was later improved to O ((n + m) logm + m logn) [3]. In particular,
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of this problem, r ( 1) simple polygons with a total of m vertices are given; one of them can contain the center of the
smallest enclosing circle of the point set P [3]. The time complexity of this version is O ((n +m) logn + (n√r +m) logm +
m
√
r + r√r log r). But, to the best of our knowledge, no earlier result is available on the online query version of constrained
smallest enclosing circle problem, where the center is constrained to lie on a query object.
In this work, we will consider the online query version of the problem proposed by Megiddo [8]. Given the point set P ,
we preprocess it such that given any arbitrary query line segment L, the smallest enclosing circle of P with center on L can
be reported eﬃciently. We ﬁrst consider the query object L as a line, and propose an algorithm for this problem. First, we
explain the idea of our method, with an algorithm whose preprocessing time and space complexities are both O (n logn); the
query time complexity is O (log2 n). Next, we improve the space complexity to O (n) keeping the preprocessing and query
time complexities unchanged. Next, we show that the same method works when the query object L is a line segment; the
complexity results remain the same. We also show that our algorithm can be used for solving the following problem: Given
a set P of n points, and r simple polygons with a total of m vertices, compute a smallest enclosing circle of P whose center lies inside
one of these r polygons. Our proposed algorithm solves this problem in O (n logn +m log2 n) time.
2. Basic results
It can be easily observed that the smallest circle enclosing the vertices of the convex hull of a point set P =
{p1, p2, . . . , pn} will also enclose all the points in P . So without loss of generality, we consider that the members of P
are in convex position, and are in counterclockwise order. We ﬁrst describe the role of farthest point Voronoi diagram in
computing the smallest enclosing circle of P , and then use it to solve our online query problem.
Let V(P ) denote the farthest point Voronoi diagram of P . It partitions the plane into n unbounded convex regions,
namely R(p1), R(p2), . . . , R(pn), such that for any point p ∈ R(p j), δ(p, p j) > δ(p, pk) for all k = 1,2, . . . ,n, and k = j. Here
δ(., .) denotes the Euclidean distance between a pair of points. Computing the convex hull of P needs O (n logn) time and
O (n) space. Then computing V(P ) needs O (n) time and space [1], and can be stored in a data structure such that given a
query point q, it can report the region R(pi) containing q in O (logn) time.
Lemma 1. (See [7].) In the unconstrained situation, the smallest enclosing circle of P always passes through at least two points of P .
Lemma 1 says that the center c of the unconstrained smallest enclosing circle of P always lies on an edge e of V(P ).
Lee [7] proposed an algorithm for computing c that runs in O (n logn) time. We will use this information for ﬁnding the
constrained smallest enclosing circle of P whose center c′ lies on a given query line segment L. We ﬁrst develop the
algorithm for the case where the query object L is a line. Next, we show that a minor modiﬁcation of that algorithm works
when L is a line segment.
In our discussion, we will use C and C ′ to denote the unconstrained and constrained smallest enclosing circles re-
spectively; c and c′ denote the centers of C and C ′ respectively (see Fig. 1(a)). If ρ and ρ ′ denote the radii of C and C ′
respectively, then ρ  ρ ′ . As opposed to the fact that C must pass through at least two points of P (see Lemma 1), C ′ may
pass through only one point in P . The following observation lists distinct cases to be considered for computing c′ .
Fig. 1. (a) Illustration of Result 1, and (b) intuitive idea of the secondary structures.
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(a) C ′ passes through only a single point p ∈ P if and only if p is the farthest point from the query line L, and the perpendicular
projection of p on the line L (denoted by p′) lies inside R(p). Here, p′ = c′ is the center of the circle C ′ .
(b) If C ′ passes through exactly two points p, p′ ∈ P then its center c′ is the intersection point of L with an edge e of V(P ), where e is
on the perpendicular bisector of p and p′ .
(c) If C ′ passes through more than two points of P , then c′ must be a vertex of V(P ), and this vertex lies on the line L.
Without loss of generality, we assume that circle C ′ passes through at least two points, and our objective is to ﬁnd its
center c′ . Let L intersect the edges e1, e2, . . . , em of V(P ) in order, and ai denote the intersection of L with ei . The above
discussions say that c′ will coincide with a member in A = {a1,a2, . . . ,am} (see Fig. 1(a)). Let ρ(ai) denote the radius of the
smallest enclosing circle of P with center at ai . Our objective is to ﬁnd ak such that ρ(ak) = minmi=1 ρ(ai), which corresponds
to the center c′ of the desired circle C ′ .
In particular, if C ′ passes through a single point p ∈ P , its projection p′ on L lies in the intersection of the Voronoi region
R(p) and the line L, where R(p) is adjacent to the edge ek . Thus, if ek partitions the Voronoi region of p and q, then we can
test whether C ′ passes through a single point by testing whether any one of p′ and q′ lies in its respective Voronoi region.
However, this case can also be handled by ﬁnding the point p ∈ P that is farthest from L using the algorithm by Daescu [4],
and then testing whether its projection p′ on L lies inside the Voronoi region R(p). The entire task can be performed in
O (logn) time.
Results 1 and 2 are known, but for completeness we include proofs of these results in Appendix A.
Result 1. The sequence {ρ(a1),ρ(a2), . . . , ρ(am)} is unimodal.
It has already been mentioned that each cell of V(P ) is an unbounded convex region and the center c of the uncon-
strained smallest enclosing circle C lies on an edge or a vertex of V(P ). Thus, V(P ) may be viewed as a directed tree T
with c as its root, all the Voronoi vertices are the internal nodes of T , and the Voronoi edges are the edges of T (see
Fig. 1(a)). The leaf nodes are hypothetical in the sense that these are at the open ends of the half-line edges. In order to
clearly deﬁne the leaf-nodes of T , we consider an axes-parallel square that contains all the vertices of V(P ), and observe
its intersections with all the unbounded edges of V(P ). Let these be E = {η1, η2, . . . , ηn} in counterclockwise order along
the boundary of the square. These will serve the role of leaf nodes in T . We will use π(v) to denote the directed path from
c to v in T . We will also use depth(v) to denote the number of nodes on the path π(v).
Result 2. If Tu denotes the subtree rooted at an internal node u ∈ T , then for each vertex v ∈ Tu , v = u, we have ρ(v) > ρ(u).
3. Smallest enclosing circle problem with center on a query line
We ﬁrst describe a simple method that takes O (n logn) preprocessing time and space, and O (log2 n) query time. This
gives a clear idea about our method. Next, we use a complicated pointer structure to reduce the space complexity to O (n).
The preprocessing time and query time complexity remains the same.
Suppose the farthest point Voronoi diagram V(P ) of the polygon P is already computed, and is stored in the form of a
directed tree T with root at c. Each node v is attached with its ρ(v) value, which can be easily computed by observing the
cells of V(P ) in which v belongs. In addition, each node is attached with a parent_pointer which points to its predecessor
in T . The set E of leaf nodes of T is also stored in an array, and each element in E points to its corresponding element
in T .
3.1. Preprocessing
We attach a secondary structure Bv with each node v of T by performing a depth ﬁrst search on the tree T (see
Fig. 1(b) for an illustration). If depth(v) = λ, then the secondary structure Bv is an array of size logλ, and it contains
the addresses of the nodes at depth  λ2 ,  3λ4 ,  7λ8 , . . . respectively along the path π(v) in the mentioned order. These
pointers are computed as follows: We implement the stack required for the depth ﬁrst search using an array. During the
depth ﬁrst search when the path follows a tree edge, we push the address of the corresponding node in the stack. While
backtracking from a node v , we create the secondary structure Bv , and then pop v from the stack.
Lemma 2. The preprocessing phase can be completed in O (n logn) time and using O (n logn) space.
Proof. The farthest point Voronoi diagram V(P ) can be computed in O (n logn) time and O (n) space [10]. The computation
of c needs O (n) time [8]. Assigning the direction of the edges in T needs another O (n) time. Finally, the depth ﬁrst search
in T needs O (n) time. While processing a node v during the backtrack, the creation of the array Bv of pointers needs
O (logn) time in the worst case because depth(v) n. The space complexity also follows from the same argument. 
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3.2. Query answering
Given a query line L, we identify two paths π(ηk),π(ηk′ ), where ηk, ηk′ ∈ E such that the leaf nodes of all the paths
Π1 = {π(ηk+1),π(ηk+2), . . . ,π(ηk′−1)} lie in the opposite side of c with respect to L, and the leaf nodes of all the paths in
Π2 = {π(ηk′ ),π(ηk′+1), . . . ,π(ηk−1),π(ηk)} lie in the same side of c with respect to L. Note that, all the paths in Π1 are
intersected by the line L. The paths π(ηk) and π(ηk′ ) can be identiﬁed in O (logn) time using the array E .
Lemma 3. The center c′ of the circle C ′ is an intersection point of L with one of the paths in Π1 .
Proof. By Observation 1, the point c′ lies on a path of Π1 ∪ Π2. We need to prove that if c′ is observed on a path in Π2,
then it must lie on some path of Π1 also.
Consider an η j such that the path π(η j) ∈ Π2 and c′ lies on π(η j). By the deﬁnition of Π2, the points c and η j are in
the same side of L. Since L intersects the path π(η j), there exists a vertex (say v ∈ T ) on the path π(η j) that lies in the
opposite side of η j with respect to L. Now, consider the path π(v), where c and v lie in different sides of L (see Fig. 2).
This path is a portion of π(η j), and it has also been intersected by L. As Π1 is non-empty and the Voronoi regions are
convex, there exists a path in Π1 that passes through v . This proves the lemma. 
Now, we have the following observation which follows from Result 2 and Lemma 3.
Observation 2. If the line L intersects a path π(η j) multiple times, and the center c′ lies on π(η j), then c′ will be an intersection point
of L and π(η j) that is closest to c along the path π(η j).
Lemma 4. The worst case time complexity for searching an intersection point of the line L and the path π(η j) ∈ Π1 is O (logn).
Proof. Let depth(η j) = λ. Let the nodes on the path π(η j) be v1(= c), v2, . . . , vλ(= η j). We ﬁrst consider the ﬁrst link
in Bvλ . This points to the v λ2 -th node on that path. If c and v λ2  are in the same side of L, then L has at least one
intersection in the sub-path from v λ2  and vλ; otherwise L has intersected π(v λ2 ). In the former case, we need to observe
the next link of vλ , and in the latter case, we need to observe the ﬁrst link in Bv λ2 
. Proceeding this way, we can easily
identify an edge on the path π(η j) of T that has been intersected with L. This needs O (logλ) time. 
3.2.1. Searching c′ along L
Let A = {a1,a2, . . . ,aμ} be a sequence of intersection points of L with the edges in T , where a j lies on path π(η j).
Let c′ = ai . As the sequence of ρ values of the members in A is unimodal (see Result 1), both of the sub-sequences
{ρ(ai),ρ(ai−1), . . . , ρ(a1)} and {ρ(ai),ρ(ai+1), . . . , ρ(aμ)} are monotonically increasing. So, we can identify c′ by performing
a binary search among the members in A. While considering a path π(η j), we compute a j as described in Lemma 4. Next,
we compute ρ(q) and ρ(q′) for a pair of points q and q′ at a distance  from a j on line L (where  is a very small positive
real value less than min(δ(a j,a j−1), δ(a j,a j+1))). This helps us to decide whether c′ = a j or c′ is to the left or right of a j
along L.
Note that L may intersect a path, say π(η j) many times. If c′ ∈ π(η j), then by Observation 2, it is the point of intersec-
tion of L and the path π(η j) that is closest to c along π(η j). Suppose we have a situation where a j = c′ but c′ ∈ π(η j).
The following lemma says that c′ also lies on some other path, say π(ηk). Finally, we will show that our algorithm will also
explore the path π(ηk), and will identify c′ .
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intersection point q (may be q1 itself ) that lies on some other path, say π(η	) ∈ Π1 , on which q2 does not lie, and (ii) ρ(q) ρ(q1) <
ρ(q2) (equality holds if q = q1).
Proof. If L intersects the path π(η j) at q1 and q2, there exists a vertex v ∈ T such that π(v) passes through q1 but not
through q2. From the convexity of Voronoi regions, we can conclude that there exist a path in π(η	) ∈ Π1 ∪ Π2 that passes
through v avoiding q2. If π(η	) ∈ Π2, then there exists an intersection point q of π(η	) and L such that depth(q) < depth(q1)
(see the proof of Lemma 3). On the other hand, if π(η	) ∈ Π1, there may or may not exist another intersection point
q of π(η	) and L. In the former case, depth(q) < depth(q1), and in the latter case, q = q1. Now the lemma follows from
Result 2. 
As the paths in Π1 are non-crossing, the portion of the path of π(η	) from q to η	 lies in one side of the path π(η j).
This leads to the fact that the members of E corresponding to the paths in Π1 are in the same order as the order of the
intersection points of L with the corresponding paths.
We perform binary search among the members in E . For each choice η j , we compute the intersection point a j on π(η j),
and then check whether a j = c′ or we need to move towards left (resp. right) on L by computing ρ values of two points on
L in the  neighborhood of a j .
Theorem 1. The proposed method correctly computes c′ with O (n logn) preprocessing time and space complexities, and with worst
case query time complexity O (log2 n).
Proof. The correctness of our proposed algorithm follows from Lemma 5. The preprocessing time and space complexity
results follow from Lemma 2. The query time complexity follows from Lemma 4 and the fact that we may need to compute
O (logn) elements of A to ﬁnd c′ . 
3.3. Reducing space complexity
We now reduce the space complexity of the problem to O (n) by replacing the secondary structure of each node of T
with only two pointer variables. The preprocessing and query time complexities will remain unchanged.
3.3.1. Revised secondary structure
Instead of keeping O (logn) pointers as the secondary structure of each node in T , we store only two link ﬁelds, namely
ptr1 and ptr2 with each node in T . The ptr1 pointer attached to a node v ∈ π(η j) indicates that if node v is reached
while searching for an intersection of L with the path π(η j), then such an intersection point must be observed in the path
segment between the nodes v and v.ptr1. The ptr2 pointer of node v points to the middlemost node in the path segment
between v and v.ptr1. In order to set these two pointers of the nodes in T , we have to create a temporary data structure
as described below.
Let the maximum depth of a leaf node in T be m∗ . We ﬁrst create a temporary array A of size 2α , where 2α−1 <m∗ 
2α . Each entry of the array A consists of two ﬁelds, which are also named as ptr1 and ptr2 respectively. This array will be
used to set the ptr1 and ptr2 pointers of each node in T .
Consider a path π(η) of length 2α whose nodes are named as c = v1, v2, v3, . . . , v2α = η. As mentioned earlier, the
search in a path of T starts from its leaf node, and L may intersect any edge on that path. We map the nodes of π(η)
with the elements of an array A of size 2α . A portion of the path is indicated by the corresponding interval of node-indices.
Thus, initially we have the interval [20,2α]. We use a stack wherein each element is a tuple of the form (I, i), where I is an
interval of node-indices, and i is an integer (0 i  logn). Initially, we push the tuple ([20,2α],0) onto the stack. Each time
we pop an element ([a,b], i) from stack, and set ptr1 and ptr2 of A[b − i] to a and a+b2 respectively. If a + 1 = b − i, then
ptr2 of A[b − i] is set to b − i itself (see Fig. 3). If a + 1 = b − i, the interval I = [a,b] is split into two sub-intervals of node
indices, namely I1 = [a, a+b2 ] and I2 = [ a+b2 ,b]. We push both of the tuples (I1,0) and (I2, i + 1) in the stack. The process
continues until the stack becomes empty. The creation of the array A is illustrated in Fig. 3. Here ptr1 and ptr2 pointers of
the nodes are represented using dashed and solid directed edges respectively.
Now we use the array A to set the ptr1 and ptr2 of the nodes of T . We perform a depth ﬁrst search in T with a stack Q .
While popping a node v from Q , if v resides in the i-th position of Q , if k1 = A[i].ptr1 and k2 = A[i].ptr2, then v.ptr1 and
v.ptr2 are set to point to the nodes stored at Q [k1] and Q [k2] respectively.
Lemma 6. If a path π(η) from c to a leaf node η in T is of length 2β (β  α), then the aforesaid link setting can report an intersection
point of L with π(η) in O (β) time.
Proof. We will use only ptr2 to prove this lemma. The role of pointer ptr1 will be clear in the next subsection.
Let depth(η) = 2α . The pointers of the secondary structure Bη (as mentioned in the earlier method) are available here
in the ptr2 ﬁelds of α nodes from η towards the root. We will use these pointers for moving upwards from η. In addition,
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while visiting these nodes, we also check whether L has intersected the edges attached to these α nodes. Notice that, the
pointers that were present in the secondary structures of these α − 1 nodes in the earlier method, are not at all necessary
here.
Suppose, after processing β ( α) nodes starting from η, we could realize that L has intersected an edge in the sub-path
from v(2α−1+2α−2+···+2α−β−1) to v(2α−1+2α−2+···+2α−β ) . In the earlier method, the search interval was further pruned using the
(α − β) pointers attached to v(2α−1+2α−2+···+2α−β ) . In this method, these pointers are stored in (α − β) nodes starting from
v(2α−1+2α−2+···+2α−β ) towards the root c. The process continues until the edge of π(η) is identiﬁed that has been intersected
by L. The result follows from the fact that, the total number of link traversals in this process is at most α.
Next, consider the case where depth(η) = 2β , β < α. Observe that, here also a similar link structure has been created
among the nodes in v1, v2, v22 , . . . , v2β . Thus, the result follows. 
3.3.2. Searching in a path
Consider a path π(η), where η is a leaf node and depth(η) = λ, where 2β−1 < λ  2β , and β  α. Without loss of
generality, assume that the nodes are named as c = v1, v2, . . . , vλ = η, where λ = 2β−1 + 2β−2 + · · · + 2β− j + λ′ , and j is
such that λ′ < 2β− j−1. Suppose the query line L intersects the edge (v	, v	+1) ∈ π(η). Here we need to consider two cases
depending on whether (a) L intersects the path π(η) between v1 and v2β−1+2β−2+···+2β− j , or (b) L intersects the path π(η)
below v2β−1+2β−2+···+2β− j .
Case (a): We use the following notations to describe our search algorithm. For an integer k, let us deﬁne θ = 2β−1 +2β−2 +
· · · + 2β−k and θ ′ = θ − 2β−k + 1 = 2β−1 + 2β−2 + · · · + 2β−k+1 + 1.
Our search starts from vλ , and it consists of two major tasks: (i) identify k (or equivalently θ ) such that 	 lies
in the interval of node-indices [θ, θ ′], and then (ii) search for 	 in the interval of node indices [θ, θ ′] such that L
intersects (v	, v	+1).
Task (i) is performed using ptr1. Task (ii) is done using a binary search using ptr2. Let us now observe Fig. 3 to
understand the search technique. Consider a typical instance where the path length is λ = 29, and assume that L
has intersected the edge (v	, v	+1), where 	 = 2. Thus, here θ = 16 and θ ′ = 1. The query involves the following
link traversals (i) v29 → v28 → v24 → v16 using pointer ptr1, and then (ii) we apply binary search (as mentioned
in Lemma 6) in the interval of node-indices [16,1] using ptr2 to reach the node v3. The intersection point of L
with the edge (v2, v3) will then be identiﬁed.
Case (b): If L intersects an edge below v2β−1+2β−2+···+2β− j , then we express λ′ as the sum of powers of 2. Next, we apply
the same method as in Case (a) to obtain the desired edge in O (logn) time.
Thus, we have the following theorem stating the main result of this paper.
Theorem 2. The preprocessing time and space complexities of this algorithm are O (n logn) and O (n) respectively, and the worst case
query time complexity is O (log2 n).
Proof. In addition to the preprocessing steps of the earlier method, we need to create the array A containing the node
indices on a path. This step needs O (2α) time, if the length of the longest path λ∗ lies in 2α−1 < λ∗  2α . Thus both the
preprocessing time and space complexity results follow.
In the worst case query time complexity analysis, we will study the search time on a path only. The location of c′ among
the possible paths remains the same as in the earlier method. The searching in a path in this algorithm consists of two
parts: (i) the number of hops needed to reach from vλ to vθ using ptr1, and (ii) the time needed for the binary search to
reach from vθ to v	 using ptr2. Both of the steps need O (α) hops. Since we may need to inspect O (logn) paths in the
worst case (see Lemma 4), the result follows. 
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We now apply the above algorithm for solving two problems as stated below.
Theorem 3. The smallest circle enclosing a set of points with center on a query line segment can be found in O (log2 n) time using
O (n logn) preprocessing time and O (n) space.
Proof. Let Lˆ be the line that contains the line segment L. Our proposed algorithm identiﬁes the center cˆ ∈ Lˆ of the con-
strained smallest enclosing circle. If cˆ is observed to be inside L, then report c′ = cˆ. Otherwise, by Result 1, the center
of the desired constrained smallest enclosing circle is one of the endpoints of L that is closest to cˆ (with respect to the
Euclidean distance). Finally, the radius of the desired smallest enclosing circle is δ(p, c′), where p ∈ P is the point whose
corresponding Voronoi cell contains c′ . 
Theorem 4. Given a set of n points, and a set of r simple polygons with a total of m edges, the smallest circle enclosing the set of points
with center lying inside one of the given polygons can be found in O (n logn +m log2 n) time.
Proof. We ﬁrst compute the farthest point Voronoi diagram V(P ), to identify the center c of the unconstrained smallest
enclosing circle. If it is inside one of these polygons, we report the answer. Otherwise, the center will be on the boundary
of one of these polygons. For each edge (line segment), we compute the center of the constrained smallest enclosing circle
with center on that edge, and report the radius of the smallest one. The ﬁrst step needs O (n logn) time, and the second
step needs O (m log2 n) time with an O (n logn) preprocessing time. 
Appendix A
Proof of Result 1. Consider the 3D coordinate system where the points in P are on the XY -plane. For a point pi ∈ P
consider the cone with apex at pi , and side slope 45◦ . Now, for an arbitrary point q, δ(pi,q) (the distance of a point q
from p) is equal to the length of the vertical line segment obtained by taking the projection of q on the surface of the cone
at pi . Thus, for the given line L, the distance function f i(x) of the points x ∈ L from pi is the intersection (the curved line)
of the vertical plane on the line L and the cone. We plot the functions f i(x) for all pi on the vertical plane on the line L.
The radius of the smallest enclosing circle of the members in P with center at a point x ∈ L is equal to maxni=1 f i(x), i.e,
projection of x on the upper envelope F (x) of the functions f i(x), i = 1,2, . . . ,n. Since the upper envelope of a set of convex
functions is also convex, the result follows. 
Proof of Result 2. Let u′ be a successor of u in T . Consider the directed edge e = (u → u′) ∈ T . The edge e is the perpen-
dicular bisector of the line segment [p, p′]. For a pair of points α,β ∈ e, if δ(α,u) < δ(β,u), then ρ(α) < ρ(β) because of
the fact that both the triangles pp′α and pp′β are isosceles, having the same base, and the other vertex is moving away
from the base along the perpendicular bisector of the base. Thus, ρ(u′) > ρ(u). Applying the same technique recursively,
the lemma follows. 
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