Introduction
To date, formal inversion of body-wave data has been largely restricted to travel-time inversion. Amplitude and waveform studies have, for the most part, been done using trial and error methods. In general, travel-time data lack the ability to resolve relatively fine, but important, details of a model, such as the thickness of transition zones. While amplitude and waveform studies can provide such detail, the trial and error methods that have been used to date have been both costly and time consuming. In addition, such methods provide relatively little information on resolution, although the difficulties encountered in fitting waveforms usually convince the people involved in such studies that the model is quite tightly constrained. The inversion procedure presented below provides a method for finding perturbations to a starting model that improve the fit of synthetic seismograms to waveform data. This method also, to some extent, provides a means of exploring the constraints imposed by the waveform data on specific model features.
In general, the methods used in solving the forward wave propagation problem are sufficiently complicated, and the available data sufficiently noisy and sparse, that an exact 482 G. R. Mellman analytic conversion is probably not practical. Instead, we wish to develop an iterative linear or quasilinear method which fits available data in a least squares sense. Such methods have been used in geophysics on a number of problems, including studies of normal modes (Backus & Gilbert 1967) , travel times (Johnson & Gilbert 1972) , electrical conductivity (Parker 1970) , and plate tectonics (Minster et al. 1974) .
Besides their relative immunity to instabilities caused by noise, iterative least squares inversions have the advantage of providing a simple means of incorporating data from other data sets. Thus, waveform inversion may be used to 'fine tune' a model which has been obtained through other means. This would not, in general, be possible with an 'exact' inversion method.
The choice of error function
It is often observed that waveforms will show good station to station coherence even when absolute travel times or absolute amplitudes show significant scatter. For this reason, we would like to separate the information about wave shape from absolute amplitude and travel time information. Since we are performing a least squares inversion, absolute traveltime and amplitude data may be included explicitly, in a least squares sense, or implicitly through choice of starting model.
In order to separate errors in waveform from travel-time and amplitude errors, we consider the error function 
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is the crosscorrelation function offand s.
s s
We note that, since we may rewrite equation (1) as
where The normalization of fi and si makes di insensitive to the absolute amplitudes off and si. By choosing the maximum of the correlation function, we allow fi and si to optimally align themselves in time, thus making di insensitive to absolute travel time. The function di has zero as its minimum which is achieved only when fi(t) = const . si(t + ~i )
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Thus, di is just one-half of the squared error between the normalized time-shifted data and synthetics. Hence, to minimize the difference in wavefom between a set of synthetic and data seismograms, we need merely minimize the objective function
The relationship of changes in the synthetic seismograms to changes in the error function We now consider the change in the function di for some small change in the synthetic si. From the definition of di, we have maxf;*(si + hi)
where T~ is the lag that maximizes fi*si and ri + 6ri is the lag that maximizes fi*(si + 6si).
denominator of equation (4) in a Taylor series and obtain, to first order
and fi, si are as in equation (2). If we now approximate afi a'fi
where ci = fi(t -ri) si(t)dr.
Here we have used the fact that -1/2 -(fj(t -7 j ) * S j ) ( 0 ) ( 6 T i ) 2 + -Ti)*SSi(t) (0)(67f).
The first term on the rhs of equation (7) is the only linear term in 6s and 67. If max(fi+6sJ and (si*6si) (0) are small compared to max(fi*si) and (si*si) (0), we may feel justified in ignoring higher powers and products of these terms. The term (6s*6s) (0), however, while of order (6sJz, is not necessarily small compared to (si*6si) (0) or (fi+6sJ (73. In particular, consider a perturbation 6si that consists of an arrival at a time where si(t) and f i ( t -T J have no arrivals. Then, for an arbitrarily large 6si, we have (si*6si) (O)= (fi*SsJ ( -~~) = 0 , and the entire effect of the perturbation is contained in the (6si*6si) (0) and higher order terms. This situation arises in particular at the onset of a triplication, and inclusion of the non-linear second term in equation (7) is important in these circumstances to stabilize the inversion. Similarly, the third and fourth terms of equation (7) are important, even though of order ( 6~~)~ (6si) and hence non-linear, in that they are the lowest order terms that describe the change in time alignment of the perturbed synthetic and the data seismogram.
The relationship of changes in the model to changes in the error function
In the previous section, we related changes in di to changes in the synthetic seismogram, si, and the optimal time lag between synthetic and observed seismograms, T~ We must now determine the relationship between model changes and changes in the synthetic seismogram.
In order to do this, we must first choose a method for solution of the forward wave propagation problem. The method that will be used is the Modified First Motion approximation to Cagniard-de Hoop of Mellman & Helmberger (1978) , which will be referred to as Paper I.
Since we are using a modification of the Cagniard-de Hoop method, it is necessary to specify the model as a stack of homogeneous plane layers. The synthetic seismogram si may be written as where I ( t ) is the transfer function, containing the far field source time function, the attenuation operator, the effects of near source and near receiver structure and derivatives needed to convert the displacement potential response to a step function input to the displacement response for a delta function input. Gjj is the jth generalized ray in the infinite sum of rays. For a number of problems it is sufficient to consider only the first reflections, and we will for simplicity restrict ourselves to such problems. To further simplify the problem, we will restrict ourselves to fluid models. We may thus take Gij to be the displacement potential response for a step function in time of a generalized ray which reflects once Body-wave wavefoim inversion 485 off the top of the jth layer. From Paper I, we may write where * denotes convolution, ck is the velocity of the kth layer, r is the source to receiver distance, R j ( p ) is the generalized plane wave reflection coefficient for the j -1, jth layer interface and p is the generalized ray parameter, which is related to t by i -1 k = l t = p r + 2 1 hkqk,Im(t)=O (10) with hk the thickness of the kth layer.
Using the fact that for arbitrary functions x(t), y ( t ) , z(t)
x*(y*z) = (x*y)*z = (x*z)*y we may rewrite equation as
where is the normalized change in Jlii.
We must now find a relationship between mode changes Sm and changesin the generalized rays, 6 Gji. To do this, we first consider the model parameterization we will use and the form of the model perturbations that we will allow. Changes in the velocity depth function for a plane layered model may take the form of either changes in layer velocities or changes in layer thicknesses. If no low velocity zone is present, or if the maximum lid velocity and minimum velocity in the low velocity zone are specified, then we may approximate any velocity-depth function satisfying these constraints by changing layer thicknesses only.
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The main reason for wishing to vary only the layer thicknesses is the relative simplicity of derivatives with respect to layer thickness as opposed to the velocity derivatives. In addition, by using uniform velocity changes between adjacent layers we may attempt to minimize errors in waveforms caused by using the Modified First Motion approximations and by ignoring multiple reflections. The disadvantage of varying only layer thickness is that, in general, more layers will be needed in order to effectively make the inverse problem underdetermined than if layer velocities had been allowed to vary. The range of models that may be realized through variation of layer thickness is also somewhat restrictive in that low velocity zones cannot be introduced unless they were present in the original model.
We now wish to express equation (1 1) in terms of changes in layer thickness, 6hk, rather than changes in generalized ray responses 6J/ij. This is done by first expressing changes in the integrals involved in equation (1 1) in terms of amplitude and arrival time changes for a given generalized ray, and then expressing these amplitude and arrival time changes in terms of changes in layer thicknesses. In this way, analytic expressions for first and second derivatives of the error functions di in terms of changes in { 6hk} and 7i may be determined. However, as details of these calculations are somewhat lengthy, we reserve them for the Appendix and give only the final result here.
Using the above method, it is shown in the Appendix that we may rewrite equation (1 1) in the form
( 12) with summation implied over repeated indices and
The inversion procedure
We have obtained, in equation (12), an approximate quadratic expression for changes in the difference between synthetic and data waveforms in terms of changes in the model. The model changes consist not only of changes in layer thickness, but also of changes in the alignment in time of synthetic and data waveforms. We must now, using equation (12) find model changes that simultaneously minimize the errors in waveform, di, as defined by equation (2). For the remainder of this paper we will use the summation convention for repeated indices. The problem we wish to solve is, given a starting model vector m0 with an associated waveform error vector do, to find a model change 6 m that minimizes the objective function d = (dp t 6di) (dp t 6di).
We d o this by finding a 6m such that d is stationary, S [(dp t 6di) (dp -t 6di)l = 0.
Substituting equation (A21) into equation (14) we find Keeping only the linear terms in 6m in equation (17), we get the approximate solution where t denotes a generalized inverse. The solution (equation 18) may be used to generate an iterative solution to equation (17), or mo t6m as obtained from equation (18) may be used directly as the next starting model for the iterative solution of the full problem. In practice, the latter choice has been used. We note that equation (18) is just the Newton-Raphson (Osborne 1972 ) solution of equation (16). This differs from the more usual linear least squares solution by the presence of the additional term 2dfCijk in the inverse operator in equation (1 8). Due to the choice of non-linear information included in equations (7), (A12) and (A15) the matrix 2dpCijk will be positive semidefinite. It thus serves the purpose of stabilizing the inversion procedure and reducing the size of the null space that would be present in the purely linear case. Thus, the non-linear terms in our formulation play a role similar to the damping terms in various damped least squares methods (Levenberg 1944; Osbome 1972) , and to the 'noise' term in the stochastic inversion of Jordan & Franklin (1971) . The degree of stabilization used is determined by the non-linear structure of the problem itself in our case, rather than by a priori estimates of rank or size of eigenvalues, as is done in damped least squares, or a priori estimates of a noise correlation function, as is done in the stochastic inverse. We may thus anticipate that the problems of slow convergence often encountered with damped least squares (Davies &Whiting 1972) will not be as severe in the present case.
It should be noted that some degree of damping may still be necessary in computing a stable inverse in equation (18). That is, there may well be some model changes for which both waveforms and travel times of the data are insensitive. In particular, the thickness of layers at depths greater than the bottoming depth of the deepest penetrating ray included in the data set will be largely unconstrained, independent of any approximations used in the inversion. Inclusion of the damping term modifies equation (1 8) to In general, the amount of damping necessary to stabilize equation (19) will be far less than that needed to stabilize the linear approximation.
One of the major advantages of a least squares formulation is the relative ease with which it may be modified to include additional types of data. We will briefly discuss two such modifications, the imposition of a correlation function to smooth model perturbations and the incorporation of absolute travel-time data into the inversion.
Since it is desirable in general to overparameterize the model, it may be desirable to impose a correlation function on the model perturbation in order to maintain the smoothness of the starting model in the final model. Let us call this correlation operator W. Then, letting mi= Wjimj,Bij= WikWl;.lBkl, q j k = Wik WljlCikl in equation (12) and proceeding as before, we find Thus, we see that imposing a correlation operator on the model perturbations is equivalent to smoothing the uncorrelated perturbations with the operator W.
Absolute travel times may be incorporated in the inversion through the lag times T~. Rather than using first arrival times of the data and synthetic seismograms to determine So far, we have treated the inverse problem as if the model space were completely unconstrained. Clearly, with our choice of model parameterization, this is not the case. It should not be permissible to have layers with thickness less than zero. The problem is how to ensure that the new model mo +6m is feasible.
Our approach to this problem is to ignore the constraints until a non-feasible point is reached. When this occurs, we replace the non-feasible model by a nearby feasible model. This model may be generated by setting the thickness of the negative layer to some minimum value and reducing the thickness of the two adjacent layers each by one half the change applied to the negative layer. When the adjacent layer is too thin to accept the full reduction, it is reduced to the minimum thickness and the next layer in the stack is reduced in thickness by the remaining amount. Thus, by locally smoothing the model, we obtain a feasible model. By averaging in this manner, we attempt to preserve the travel times and dynamic behaviour of generalized rays reflecting from interfaces outside the averaged region, thus minimizing changes in the predicted waveform error.
This method is similar to the 'hemstitching' method of Roberts & Livers (1961) , which uses projections perpendicular to the constraint boundary to generate a new feasible point. However, by minimizing the change in the predicted objective function as we have done, we can hopefully avoid the slowed convergence that 'hemstitching' often entails.
Discussion
Many of the characteristics of the inversion procedure presented in this paper are highly dependent on the use of the L2 norm to determine the magnitude of the difference between normalized data and synthetic seismograms in equations ( 2 ) and (3). Through choice of the norm, we may control the relative importance of peak heights and peak widths, or, in other words, shape and amplitude. A discussion of the properties of various L, norms may be found in Rice & White (1964) . The L2 norm provides sensitivity to both shape and amplitude, and is thus well suited to the study of situations where several arrivals strongly interact. It is thus well suited to the study of transition regions that give rise to triplications. Where zero crossing information is more important than the relative amplitude of individual peaks, as in the study of dispersive phenomena, use of an L 1 norm is probably more appropriate.
Similarly, where individual arrivals are well separated and the shapes of individual arrivals is considered relatively less important as compared to relative arrival times and amplitudes, an L, norm with p > 2 is more appropriate than L 2 . In the limiting case, where arrivals are well separated and the only information in the waveform is relative arrival times and amplitudes, with no shape information, it is probable that a direct inversion for these two quantities, rather than a waveform inversion, is best.
Thus, while use of the inversion method presented in this paper with the L2 norm is still applicable to these other problems, the L z norm is not necessarily sensitive only to those factors that are important in a given problem. Other factors, however, favour using the L2 norm for waveform inversion.
The principal advantage of using L z is the relationship between the norm of the waveform error and the cross correlation function given in equation (3). By being able to use the properties of correlation functions, and through use of FFT's, the calculation of derivatives is made much faster and easier.
The use of the Modified First Motion approximation also helps to make the calculation of derivatives quite fast. Despite the complexity of equation (18), calculation of the necessary derivatives usually consists of a small number of matrix multiplications. Further, these matrices consist of quantities that are necessary for the MFM calculations of the waveforms for the starting model, together with the data and starting waveforms. As a result, the computer time needed for the calculation of all derivatives needed for equation (18) and the inversion of this equation for the models given in the next section was comparable to the time necessary for the calculation of the waveforms for the starting model.
The fact that the time required for the evaluation of the objective function is comparable to the time needed for the evaluation of all derivatives for a given model suggests that a full step method of inversion is essential for an efficient inversion procedure. By this we mean that the full calculated model change is used, as opposed to using a smaller change in this direction, the size of the change generally determined by a linear search. Since experience with a linear waveform inversion for the determination of source parameters (Burdick & Mellman 1976) showed that a full step method was impossible, and that convergence for even a partial step method was slow, it proved necessary to include the effects of non-linear terms on the second derivative matrix in equation (12). A stabilized Newton-Raphson method thus becomes a logical choice as a method of solution, since this method makes full use of second derivative information.
di as given by equation (1 2) rather than constructing a least squares solution to equatioi (12). This could be done using any of a number of non-linear programming algorithms. It has the advantage of explicitly including the inequahty constraints on the model, and may exhibit faster convergence than the least squares method.
In situations where primary reflections are not sufficient to produce accurate synthetic waveforms, it is a straightfonvard procedure to include important multiple reflections in the inversion procedure if the identity of these multiple reflections is known. Where it is not known, or where the number of rays that would have to be included is quite large, it may still be possible to obtain a solution by using a reflectivity algorithm (Fuchs & Muller 1971) to generate synthetics, while still using MFM to generate derivatives. This is the equivalent of assuming that changes in the primary reflections give a good description of changes in the seismogram, even though the primary reflections themselves are not sufficient to generate an accurate seismogram. This would clearly be a costly method, and its convergence properties are not known at this time.
Where MFM is not accurate, it is possible to use the full Cagniard-de Hoop method to A possible alternative method is to minimize calculate derivatives. Alternatively, by discretizing the t -p curves, it is possible to use Disc Ray Theory (Wiggins 1976; Chapman 1976 ) to compute derivatives. In both cases, it is necessary to modify the form of the derivatives somewhat, in the Cagniard case to account for changes in the de Hoop contour and in the Disc Ray case to accommodate a continuous model. The basic inversion method, however, remains the same. The necessary modifications will be the subject of a later work.
Applications
As an example of the application of the inversion technique presented in the previous section, we examine the structure of the crust-mantle transition using a Bering Sea refraction profile previously studied by Shor (1964) and by Helmberger (1968 Helmberger ( , 1976 . We will assume the sub-bottom and crustal model GRT of Helmberger (1976) , shown in Fig. 1 which was determined using travel-time, amplitude and waveform data, and allow only the depth and thickness of the transition region to vary. As a good mantle headwave is observed, the mantle velocity is tightly constrained and need not be included in the inversion. In order to obtain the effective source and instrument functions, we make use of the last seismogram before the onset of the triplication, at a distance of 26.5 km. This record, as well as others in this profile not used in this study, may be found in Helmberger (1976) . Since the delta function response of the medium at this distance, excluding free surface effects and water reverberations, is expected to be nearly a delta function, we may feel reasonably confident in using this seismogram as our effective source function for greater distances. This assumes that shot sizes at these distances are the same and that the effects of changes in takeoff angle for the distances in question are small. Thus, the synthetic seismograms consist of the delta response of the medium at the appropriate distance convolved with the effective source function derived from the 26.5 km record. This effective source function contains the instrument and source functions, as well as free surface effects, effects of near-source and near-receiver structure, and attenuation effects.
As a first example, we consider a noise-free synthetic problem. The 'data' seismograms were generated using the model of Helmberger (1976) shown in Fig. 1 . The starting model is shown in Fig. 2 . For the starting model, we have increased the thickness of the transition zone to 3 km, as compared to 2 km for the 'data' model, and decreased the depth of the onset of the transition region. The transition region was divided into five layers in both cases, and six ranges from 26 to 41 km which cover most of the triplication, were used.
The inversion method used on this problem did not include the (Gs+Ss) term in equation (5), but did contain all other non-linear terms. As a result, some instability existed and convergence was somewhat slow. Even so, a good fit to the 'data' was obtained by the 25th iteration. The progression of waveforms as the inversion proceeded may be seen in Fig. 3 . As may be seen, the amplitudes of the second arrivals are much too small in the starting model at all ranges. These amplitudes were improved considerably in the early iterations. However, it was not until the later iterations that relative timing and amplitude information was 'fine tuned' sufficiently to give really close agreement in the fine structure of the waveforms.
A comparison of the data, starting and final waveforms is given in Fig. 4 . As may be seen, agreement in waveform is rather poor between the starting model and the 'data', even though the arrival times of the second arrivals are quite similar. Excellent agreement in waveform has been obtained between the 'data' and iteration 25. As shown in Fig. 2 , the model has nearly returned to the 'data' model.
Often, in working with real data, it is desirable to know the constraints that the data places on some model feature, rather than just knowing a single best-fitting model. Unfor-VELOCITY, KMlSEC Figure 1 . The crustal models of Helmberger (1976) . The model GRT is based on travel time, amplitude, and waveform analysis. This crustal model is used in this study, with variations introduced in the depth and thickness of the crust-mantle transition region. Models RTTl and RTT2 are based on travel times only.
tunately , when the inverse problem is sufficiently non-linear to make an iterative method necessary, it is unlikely that the usual linear resolution analysis will be particularly meaningful. One possible means of determining model bounds is to use several extreme starting models which are known to bracket the acceptable model, where an acceptable model is one that produces an acceptable fit to waveform data. An acceptable fit to the waveform data may either be judged by eye or by the value of the error function. In general, the value of the error function which defines an acceptable fit must be determined individually for each problem. If the inversion procedure is overstabilized, then the first acceptable models generated by the inversion, together with the resolution matrices for those models, should provide a reasonably good idea of the bounds on the model feature in question. If, in fact, multiple iterations are required, it is probable that the model constraints are imposed primarily by the non-linearities in the problem. In this case, the set of first acceptable models itself probably provides a good idea of the bounds on the model. This method was used to estimate the bounds on the thickness of the crust-mantle transition region for our Bering Sea profile. In this case, seismograms from five distances, again representing the onset of the triplication, were used. The starting models, down to the transition region, were once again the Helmberger (1976) model shown in Fig. 1 . Two starting models were used. The first of these, shown in Fig. 5, contains a 3 km transition The second, shown in Fig. 6 , contains a 0.6 km transition zone. The depth of the transition zone in this second model was chosen to make model 2 as close as possible to the model RTTl in Fig. 1 . This model was taken from Helmberger (1976) and was determined solely on the basis of travel times. In both starting models, the transition region was divided into 12 layers, and in both cases all non-linear terms in equation (5) were used in the inversion. In the case of starting model 1 an acceptable model was reached in just two iterations. A comparison of the data with the starting and final waveforms for model 1 is given in Fig.  7 . The second arrivals, clearly too small in the starting model, have increased in size in the final model. This was accomplished, as shown in Fig. 5 , by a slight decrease in the overall thickness of the transition region.
In the case of starting model 2, it took seven iterations to produce an acceptable model. A comparison of the data with the starting and final synthetic seismograms for model 2 is given in Fig. 8 . The second arrivals, clearly far too large relative to the first arrivals for the Figure 5 . Starting model 1 and the resultant model after two iterations. The starting model has been chosen so that the transition region is too thick to fit the data. It is interesting to compare the final models obtained from the two starting-models. This is done in Fig. 9 . Despite the rather large difference in the starting models, the final models are quite similar. It is also interesting to note that for the distances used, that is, for the onset of the triplication, the amplitude of the second arrival is least sensitive to the structure of the top portion of the transition region. This is precisely where the largest disagreement between the two models occurs. Thus, while it does not provide a proof, the closeness of the two models certainly suggests that the waveform data tightly constrain the thickness of the transition region.
For two significantly different starting models, we might except that waveform errors in the final models would be significantly different. Indeed, in final model 2 the second arrivals are too large compared to the first arrival, as they were in the starting model. For model 1, 
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the second arrival at 38.4 and 41.0km is very slightly too small relative to the first arrival, as it was for the starting model. At 35.4 km, however, the second arrival is too large, though still considerable smaller than in model 2. This suggests that either there is a systematic bias in the inversion procedure or that the seismogram at 35.4 km is inconsistent with the other data. Despite a considerable number of inverse and forward calculations, no model has yet been found that simultaneously fits the 35.4km record and the 38.4km and 41.0km records. This supports the hypothesis that the 35.4 km record is somehow inconsistent with the other data, possibly due to the presence of lateral heterogeneity. This hypothesis is also supported by the 32.4 km record (not shown), which has a second arrival larger than the one at 35.4 km. This record was not included in the inversion due to the fact that the shot was clearly smaller than others in the series but still provides some indication that the second arrival at 35.4 km is too small. No model tried has, as yet, been able to produce the extra cycle of ringing in the 44.0 km record either. Once again there is some indication that the record may be anomalous. The spacing between time marks on this record changes by about a factor of 2 while the seismogram is being recorded. Even though a correction was applied to remove this time compression, it is not known whether conditions causing the change in time-scale caused other anomalies as well.
Despite the errors at these two ranges, the inversion procedure has, on the average, done a good job in fitting the waveform data. This once again points out the advantages and disadvantages of a least squares, as opposed to an exact, inversion. It is never possible, using a least squares method, to prove that a datum is inconsistent. The method will, however, often produce a reasonable model that gives a good average fit to the data, rather than a wildly improbable model which may fit the data exactly. It should be noted that the examples that have been presented are cases in which the inversion method has succeeded. As with most iterative methods, this inversion procedure fails if the starting model is sufficiently bad. Experience has shown that failure can occur if a major arrival in the synthetic has an arrival time that is consistently more than instrument period in error. This condition can sometimes be corrected simply by low pass filtering the data and synthetics, thus effectively providing a longer period instrument. This works best with broadband data. Alternatively, one may pick starting models that satisfy the relative travel times of the data. This can usually be done quite simply.
The necessity of having reasonably good travel times in the starting model suggests a possible means of using the waveform inversion. We choose starting models from extremal models generated through travel-time inversion (Bessonova et al. 1974) . Waveform inversion may then be used to refine the bounds determined by the travel-time inversion. This assures us of having starting models that are sufficiently close, and further provides a means of finding starting models that bracket the actual solution.
Conclusion
We have developed an iterative method for the determination of earth structure by the inversion of body-wave waveforms. This method makes use of the inherent non-linearities of the problem to stabilize each iteration. Through the selection of several starting models, it is possible to not only find a model which fits the waveform data, but to explore the resolution of specific model features.
The inversion appears to be particularly well suited to the study of the fine structure of regions which control the onset of triplications. We have therefore used it to study the fine structure of the crust-mantle transition using a Bering Sea refraction profile. The results
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497 demonstrate that very good resolution of such transition regions may be obtained using a combination of travel-time and waveform data, even when such data are both sparse and noisy.
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Appendix
In computing the change for some change ahk in the thickness of the kth layer it is convenient, as was done in Paper I, to consider the refracted and reflected portions of $ii(t) separately. Let $$ be the headwave portion of ISlij, $$ be the reflected portion, t$ be the time of the onset of the reflection. We first consider the headwave.
For any change in layer thickness only, pfi, the ray parameter corresponding to the onset of the headwave, remains unchanged. Further, from (1.17) we know that the functional form of $$(p) = $$(p)dp/dt is independent of layer thickness. Thus, the area under $$(p) in the interval [ p , p + 6 p ] remains constant. Changes S$fi caused by changes Shk in the model are a result of changes in the ray parameter corresponding to reflection, P$, and of changes in the t-p relationship for that ray.
For an arbitrary smooth function x ( t ) , we may approximate the change 6lijk in I,= [X(t) $$(t)] (0) caused by a change in p$ induced by a change in Ahk in thickness of the kth layer by In order to calculate the changes in Iii caused by changes in the t-p relationship, we consider the contribution to the integral of a small time interval [t, t + S t ] , corresponding to a small p interval [ p , p + t i p ] . This may be approximated by for x(t) smooth and 6t and 6 p sufficiently small. For a perturbed model the same p interval maps into a time interval, say [t', t r + 6 t ' ] .
The contribution of this time interval to Iij+GIij is now Letting 6p+O, and thus 6 +O, we find
where tr is, as above, the perturbed time calculated for the same p as the corresponding t . The accuracy of equation (A4) depends on the accuracy of using only the first term in the Taylor series expansion of x(t). Where time shifts caused by model perturbations 500 G. R. Mellman approach the time-scale on which x(t) deviates from a straight line, information provided by equation (A4) on the change of the total error function will clearly be inaccurate. The result will often be serious instabilities in the inverse problem. The problem may, however, be stabilized through use of the second-order term. Since we wish to insure stability, we will use the second-order term only when it increases the error function d. The result will generally be that the inverse problem will be somewhat overstabilized, which results in a slower convergence rate. This is usually far preferable to trying to deal with an understabilized problem.
Including the second term in equation ( Combining the results for time shifts from equation (A8) and amplitude changes from equation (A2), we get, for the headwave
The treatment of the reflected portion of a generalized ray is similar to the treatment of the refracted portion. For rays where the Modified First Motion approximation is valid, we expect that the contribution of the reflected portion of the generalized ray, @, to the final seismogram will be controlled largely by the arrival time, t$ and the amplitude of $2 in a small time interval following t$. Thus, we consider changes in J/$ to occur only in the interval [t$, t$ t E ] where E is chosen to be less than the period of the instrument.
As was done for the refracted portion of the generalized ray, we wish to find the change in for some small model perturbation.
If we use the first motion approximation from Paper I, we have 1 1) A change in the model effects $8 by changing both p$ and t$. Since the most rapidly varying functions of p in equation (2.1 1) are Ri(p) and d't/dp2, we will neglect changes in other quantities. Thus, we have, for a change 6hk in thickness of the kth layer, k < j, The choice of the point 3/2cj -behaviour of R j ( p ) is arbitrary, but appears to give reasonably good results in practice.
as the point at which to begin using the average
We may also expand the geometric spreading term 
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Combining equations (A9) and (A18) we find the total change in Iij, 6Zz to be We may now use equations (A19) and (1 1) to find 6dl in terms of 6hk and 8ri, thus finally relating the change in the error function to the change in model parameters. Keeping only terms up to second order, we find where and n is the number of layers in the model. Collecting terms, we may rewrite equation ( 
