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Tematika naloge:
Vecˇbesedne zveze so skupine besed, katerih celostni pomen ni vsota pome-
nov posameznih besed. Ker se pogosto pojavljajo v razlicˇnih vrstah spora-
zumevanja, jih morajo sistemi za obdelavo naravnega jezika prepoznati in
ustrezno obravnavati, npr. za uspesˇno strojno prevajanje. Avtomatska pre-
poznava vecˇbesednih zvez v stavkih je zato pomemben, a tezˇek problem.
Goste vektorske vlozˇitve preslikajo posamezne besede v visokodimenzionalen
vektorski prostor, kjer podobne besede ostanejo blizu skupaj. To lastnost
vlozˇitev zˇelimo izkoristiti za prepoznavanje glagolskih idiomov, saj gre pri
njih za velike spremembe pomenov besednih zvez glede na njihove sestavne
dele. Proucˇite problem prepoznavanja glagolskih idiomov s pomocˇjo vektor-
skih vlozˇitev in strojnega ucˇenja. Skonstruirajte znacˇilke na podlagi vlozˇitev
besed in besednih zvez ter naucˇite model strojnega ucˇenja. Resˇitev ovredno-
tite na primeru slovenskega jezika.
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Povzetek
Naslov: Vektorske vlozˇitve za prepoznavanje slovenskih glagolskih idiomov
Vektorske vlozˇitve preslikajo besede v visokodimenzionalne vektorje re-
alnih sˇtevil, pri cˇemer imajo besede s podobnimi pomeni podobne vektorje.
Preucˇili smo problem avtomatske prepoznave slovenskih glagolskih idiomov z
uporabo znacˇilk, zgrajenih iz vektorskih vlozˇitev skupin besed in vektorskih
vlozˇitev posameznih besed. V ta namen smo zgradili dve podatkovni mnozˇici,
ki vsebujeta primere glagolskih idiomov in nakljucˇnih skupin besed, opisanih
z zgrajenimi znacˇilkami. Na teh mnozˇicah smo ocenili uspesˇnost klasifikacije
glagolskih idiomov z metodo podpornih vektorjev, nakljucˇnih gozdov in logi-
sticˇne regresije. Vse tri metode so pri klasifikaciji dokaj uspesˇne, najbolje se
je izkazala metoda nakljucˇnih gozdov. Zaradi cˇasovne zahtevnosti in omeji-
tev prepoznave na skupine besed, za katere so znane vektorske vlozˇitve, pa
bodo za prakticˇno uporabo potrebne sˇe dodatne izboljˇsave.
Kljucˇne besede: obdelava naravnega jezika, vektorske vlozˇitve, stalne be-
sedne zveze, strojno ucˇenje.

Abstract
Title: Word embeddings for detection of verbal idioms in Slovene
Word embeddings map words to a high dimensional vector space, where
words with similar meanings have similar vectors. We analyzed the problem
of automatic identification of verbal idioms in Slovene using features built
from embeddings of single words and groups of words. For this purpose,
we built two data sets that contain verbal idioms and random word groups
described with corresponding features. Using these data sets we evaluated
the classification of verbal idioms with support vector machines, random
forests, and logistic regression. All three methods were successful, the best
being random forests. Due to large computational time and limitation to only
identify groups of words with precomputed word embeddings the approach
requires further improvements to be practically useful.
Keywords: natural language processing, word embeddings, multiword ex-
pressions, machine learning.

Poglavje 1
Uvod
Zaznava vecˇbesednih zvez predstavlja pomemben, vendar tezˇak problem na
podrocˇju obdelave naravnega jezika. Gre za besedne zveze, pri katerih celota
nosi drugacˇen pomen od vsote pomena posameznih besed. Eno od podrocˇij,
na katerem je pomembna dobra zaznava vecˇbesednih zvez, je strojno pre-
vajanje, kjer bi se ob dobesednem prevodu vsake besede v vecˇbesedni zvezi
popolnoma izgubil pravi pomen. V kolikor je vecˇbesedna zveza prepoznana,
se lahko ob prevodu obravnava kot celota ter tako ohrani pomen.
V zadnjih letih se je razsˇirila uporaba vektorskih vlozˇitev besed za resˇevanje
raznovrstnih problemov na podrocˇju obdelave naravnega jezika. Besede se
preslikajo v vektorje v visokodimenzionalnem prostoru, pri cˇemer imajo be-
sede s podobnimi pomeni podobne vektorje. V nalogi smo poizkusili preve-
riti, ali lahko iz prostorskih odvisnosti za izbrano skupino besed napovemo,
cˇe predstavlja vecˇbesedno zvezo. Osredotocˇili smo se na glagolske idiome, ki
so vrsta vecˇbesednih zvez, pri katerih prihaja do velikih razlik med pomenom
celote in pomenom vsote sestavin. V ta namen smo zgradili dve podatkovni
mnozˇici, ki vsebujeta znacˇilke zgrajene iz vektorskih vlozˇitev. Ena podat-
kovna mnozˇica je zgrajena iz vlozˇitev korpusa ccKRES, druga pa iz vlozˇitev
korpusa ccGigafida. Mnozˇici vsebujeta primere glagolskih idiomov pridoblje-
nih iz korpusa PARSEME in primere nakljucˇnih skupin besed. Na mnozˇicah
smo ocenili uspesˇnost klasifikacije glagolskih idiomov izbranih klasifikacijskih
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metod.
Delo je sestavljeno iz sˇestih poglavij. V 2. poglavju predstavimo vek-
torske vlozˇitve besed in klasifikacijske modele uporabljene pri evalvaciji. V
3. poglavju opiˇsemo vecˇbesedne zveze in glagolske idiome ter predstavimo
uporabljene jezikovne korpuse. V 4. poglavju opiˇsemo postopek ucˇenja vek-
torskih vlozˇitev, izbiro znacˇilk in sestavo zgrajenih podatkovnih mnozˇic. V 5.
poglavju evalviramo pomembnost posameznih atributov, uspesˇnost klasifika-
cijskih metod pri prepoznavi glagolskih idiomov v zgrajenih mnozˇicah in za
to potreben cˇas. V 6. poglavju povzamemo narejeno, predstavimo zakljucˇke
in ideje za izboljˇsave.
Poglavje 2
Metode strojnega ucˇenja
V tem poglavju najprej predstavimo vektorske vlozˇitve, ki smo jih uporabili
za ucˇenje vektorjev skupin besed in posameznih besed. Sledi opis klasifika-
cijskih metod, ki smo jih uporabili za ucˇenje prepoznave glagolskih idiomov
(VID) in sicer: metode podpornih vektorjev, nakljucˇnih gozdov in logisticˇne
regresije.
2.1 Vektorske vlozˇitve
Vektorske vlozˇitve besed (angl. word embeddings) posameznim besedam ali
delom povedi priredijo vektorje realnih sˇtevil. Za razliko od redke predstavi-
tve besednih vektorjev, pri katerih je sˇtevilo dimenzij enako sˇtevilu besed v
slovarju in je vsaka beseda dolocˇena z vektorjem, pri katerem je ena dimenzija
enaka 1 ostale pa 0, so taksˇni vektorji ponavadi krajˇsi, posamezna dimenzija
pa nosi vecˇ informacije. Ucˇenje gostih vektorjev je racˇunsko bolj zahtevno,
zaradi cˇesar se je metoda razsˇirila sˇele pred kratkim. Goste vektorske vlozˇitve
besed so bile prvicˇ predstavljene leta 2003 [2]. Do velikega napredka je priˇslo
leta 2013, ko je bila predstavljena metoda Word2vec [18], ki je omogocˇila
hitrejˇse pridobivanje in obdelavo vektorskih vlozˇitev. To je povzrocˇilo, da
so vektorske vlozˇitve danes ena od glavnih tehnik za predstavitev besed v
racˇunske namene.
3
4 Tilen Zelinka
Moderne vektorske vlozˇitve so implementirane z uporabo nevronskih mrezˇ
(NN), vendar se je razvilo vecˇ pristopov z razlicˇnimi arhitekturami [8]. Osnovna
ideja izvira iz jezikovnih modelov, kjer poskusˇamo napovedati naslednjo be-
sedo v nizu besed, na podlagi n predhodnih besed. Word2vec je predstavil
dva pristopa, ki sta sˇe vedno v uporabi: zvezna vrecˇa besed (CBOW), ki
za napoved trenutne besede uporablja predhodne in sledecˇe besede, ter pre-
skocˇni n-gram (skip-gram), ki problem obrne in poskusˇa napovedati sosednje
besede glede na podano besedo.
Kljub razlicˇnim arhitekturam NN za vektorske vlozˇitve, te ponavadi vse-
bujejo tri tipe plasti [21]:
• vlozˇitvena plast, ki generira vektorske vlozˇitve tako, da pomnozˇi pozi-
cijski vektor z matriko vektorskih vlozˇitev,
• vmesne plasti, ki jih je pogosto vecˇ in na razlicˇne nelinearne nacˇine
transformirajo vhod,
• izhodna logisticˇna (softmax) plast, ki izracˇuna verjetnostno porazdeli-
tev napovedanih besed.
Ena od glavnih prednosti vektorskih vlozˇitev je, da lahko vektorje naucˇimo
na neoznacˇenih besedilih. To pomeni, da so nam na voljo bistveno vecˇji kor-
pusi, kot pri tehnikah, ki zahtevajo oznake.
Pomembna lastnost vektorskih vlozˇitev je, da so dobljeni vektorji besed
prostorsko povezani s pomenom besed. Na primer, vektorji za besede glavnih
mest drzˇav so blizu skupaj v prostoru. Nad taksˇnimi vektorji lahko izvajamo
matematicˇne operacije kot so sesˇtevanje, odsˇtevanje, racˇunanje kosinusne
razdalje ipd. Znan primer je predstavljen v enacˇbi (2.1), ki velja, kadar
besede predstavljajo naucˇene vektorje.
kralj −mosˇki + zˇenska ≈ kraljica (2.1)
V tej diplomski nalogi smo za ucˇenje vektorskih vlozˇitev uporabili pro-
sto dostopno knjizˇnico fastText [6], ki je namenjena ucˇenju klasifikacije po-
vedi [9] in besednih vektorjev [3]. Knjizˇnica za Word2vec ponuja izbiro med
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modeloma CBOW in skip-gram ter vsebuje dodatne funkcionalnosti, kot je
prepoznava besed, ki niso bile v ucˇni mnozˇici. Tega za namene naloge nismo
uporabili. Knjizˇnica fastText je na voljo za programska jezika Python in
C++.
2.2 Klasifikacijski modeli
V nadaljevanju so predstavljeni klasifikacijski modeli, ki so bili uporabljeni za
ucˇenje prepoznave VID na podatkovni mnozˇici, ki je bila zgrajena v okviru
naloge.
2.2.1 Metoda podpornih vektorjev
Metoda podpornih vektorjev (SVM) se uporablja pri nadzorovanem strojnem
ucˇenju za klasifikacijo in regresijo. Prestavljena je bila leta 1995 [4]. Za
razliko od vecˇine drugih algoritmov strojnega ucˇenja, ki zgradijo model na
cˇim bolj ustreznih podmnozˇicah atributov, SVM uporabi vse atribute, tudi
manj pomembne [12].
Pri SVM vsak atribut predstavlja koordinato v prostoru, cilj je postaviti
optimalno hiperravnino, ki deli pozitivne in negativne primere. Optimalna
hiperravnina je najbolj oddaljena od najblizˇjih primerov obeh razredov. Ka-
dar popolna delitev ni mozˇna, pri klasifikaciji ucˇnih primerov dovolimo na-
pako, ki pa jo nato minimiziramo. Vcˇasih v originalnem prostoru hiper-
ravnina ne zadosˇcˇa za dobro delitev razredov. V tem primeru nad ucˇnimi
primeri predhodno izvedemo transformacijo v kompleksnejˇsi prostor ter nato
resˇujemo problem z iskanjem optimalne hiperravnine v novem prostoru.
V praksi se SVM pogosto izkazˇe kot ena uspesˇnejˇsih metod klasifikacije,
sˇe posebej pri velikh mnozˇicah z velikim sˇtevilom manj pomembnih atribu-
tov. Tezˇava je, da je tezˇko interpretirati naucˇeno ter razlozˇiti posamezne
odlocˇitve [12].
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2.2.2 Nakljucˇni gozdovi
Namen metode nakljucˇnih gozdov je izboljˇsava tocˇnosti drevesnih mode-
lov [12]. Prvotno je bila metoda razvita za odlocˇitvena drevesa. To so
drevesne strukture, pri katerih se glede na izbrane kriterije na vsakem ni-
voju izbere atribut, ki najbolje deli trenutno ucˇno mnozˇico. Ta se razdeli,
postopek pa se rekurzivno ponavlja na naslednjih nivojih drevesa, dokler ne
dosezˇe ustavitvenega pogoja. Listi drevesa ustrezajo razredom.
Pri metodi nakljucˇnih gozdov se zgradi mnozˇica odlocˇitvenih dreves, ki so
ponavadi preprostejˇsa, atributi pa so v vsakem vozliˇscˇu izbrani iz nakljucˇne
podmnozˇice atributov. Klasifikacija novih primerov se izvaja s pomocˇjo gla-
sovanja, pri cˇemer ima vsako nakljucˇno zgrajeno drevo en glas. Razporeditev
glasov po razredih predstavlja napovedano verjetnostno porazdelitev.
Metoda mocˇno zmanjˇsa varianco preprostih odlocˇitvenih dreves in je pri-
merljiva z najboljˇsimi napovednimi algoritmi. Podobno kot pri SVM je tudi
tu tezˇava razlaga odlocˇitev modela [12].
2.2.3 Logisticˇna regresija
Logisticˇna regresija je metoda za klasifikacijo, ki v osnovni obliki deluje na
problemih z dvema razredoma, pri cˇemer se eden obravnava kot pozitivni,
drugi pa kot negativni. Dolocˇimo funkcijo, ki glede na vektorje atributov
ucˇnih primerov (vsak atribut predstavlja eno dimenzijo vektorja) minimizira
napako napovedi v ucˇni mnozˇici. S pomocˇjo naucˇene funkcije za vsak nov
primer izracˇunamo verjetnost pripadnosti pozitivnemu razredu, ki je med 0 in
1. Za negativni razred se verjetnost izracˇuna tako, da se dobljena verjetnost
pozitivnega razreda odsˇteje od 1 (npr. verjetnost 0.15 bi pomenila, da spada
primer v pozitivni razred z verjetnosjo 15%, v negativni pa z verjetnostjo
85%) [11].
Glavna prednost logisticˇne regresije je, da lahko izracˇunane koeficiente
interpretiramo kot razlage pomembnosti atributov in kot prispevke h klasifi-
kaciji.
Poglavje 3
Glagolske vecˇbesedne zveze
Za vecˇbesedne zveze (VBZ) obstaja vecˇ definicij. Jezikoslovni vidik jih opre-
deljuje kot zveze, katerih celostni pomen ni vsota pomenov posameznih se-
stavin [7]. Ker se pogosto pojavljajo v vseh vrstah sporazumevanja, potre-
bujemo njihovo dobro prepoznavo. VBZ na podrocˇju obdelave naravnega
jezika predstavljajo tezˇak problem. Pogosto jih obravnavamo tako, da jih
poiˇscˇemo v besedilu iz njih odstranimo presledke in jih s tem zdruzˇimo v eno
besedo. Tezˇava pri tem pristopu je, da lahko v nekaterih primerih pride do
oblikoskladenjskih sprememb, kar vcˇasih pokvari zaznavo. Nepopoln model
bi na primer lahko kot VBZ pravilno oznacˇil zvezo ”sˇlo po nacˇrtih”, hkrati
pa bi oznacˇil zvezo ”sˇel po nacˇrt”, ki pa je uporabljena dobesedno [22].
Pri glagolskih vecˇbesednih zvezah (GVBZ) je eden od sestavnih delov gla-
gol. S prepoznavo teh zvez se ukvarja COST akcija PARSEME [23]. V okviru
akcije je bilo razvitih vecˇ pristopov za indentifikacijo, ki uporabljajo razlicˇne
algoritme kot npr. nevronske mrezˇe [10] in pogojna nakljucˇna polja [17].
V okviru akcije PARSEME 1.1 so za slovenski jezik GVZB deljene na sˇtiri
kategorije:
• inherentno povratni glagoli (npr. tiskati se, dati se), ko glagol obstaja
le, ko se vezˇe z veznikom se/si ali pa mu ta spremeni pomen,
• zveze z glagoli v pomensko oslabljeni rabi (npr. imeti predavanje, biti
v dvomih),
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• predlozˇnomorfemski glagoli (npr. apelirati na, biti za), ko glagol ob-
staja le, ko se vezˇe s predlozˇnim morfemom ali pa mu ta spremeni
pomen,
• glagolski idiomi (npr. dati pecˇat, ocˇi so vecˇje od zˇelodca)
V nadaljevanju so bolj natancˇno predstavljeni glagolski idiomi, na katere
se osredotocˇamo v tej diplomski nalogi. Predstavimo tudi COST akcijo PAR-
SEME, pripadajocˇi korpus razlicˇice 1.1 ter korpusa ccKRES in ccGigafida,
uporabljena za ucˇenje vektorskih vlozˇitev.
3.1 Glagolski idiomi
Glagolski idiomi (VID) so ena od vrst GVBZ, ki so bile definirane v projektu
PARSEME 1.1 [20]. V smernicah projekta so VID opredeljeni kot zveza vsaj
dveh leksikaliziranih komponent, od katerih je glagol skladenjsko nadrejen
najmanj eni. Zveza mora izkazovati samostojen pomen, ki je vecˇinoma ne-
odvisen od posameznih sestavnih delov(pljuniti v roke - pricˇeti z delom). Pri
slovensˇcˇini za tovrstne GVBZ ponavadi uporabljamo izraz glagolski frazemi.
VID ne nastopajo vedno kot glagolsko jedro stavka. Dolocˇeni glagolski fra-
zemi lahko nastopajo tudi v vlogi predmetnega dolocˇila (npr. ne spodobi se)
ali v vlogi stavka (npr. srce se trga (komu)). Zato termina nista popolnoma
enaka, se pa v vecˇjem delu prekrivata [7].
VID so vecˇbesedne zveze, pri katerih je pogosta velika razlika med pome-
nom posameznih besed in celotne zveze, kar naredi kategorijo zanimivo za
prepoznavo z vektorskimi vlozˇitvami.
3.2 PARSEME
COST akcija PARSEME Shared Task [23, 19] je mednarodni interdisci-
plinarni znanstveni projekt, ki se osredotocˇa na avtomaticˇno identifikacijo
GVBZ v besedilih. Del projekta se ukvarja z razvojem korpusov za vecˇ je-
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zikov z oznakami za GVBZ, ki bi se nato uporabil za ucˇenje avtomaticˇne
prepoznave v besedilih.
Pri tej diplomski nalogi je uporabljen korpus za slovenski jezik razvit v
sklopu PARSEME 1.1 [20], ki je na voljo od avgusta 2018 in vkljucˇuje korpuse
za 19 jezikov. Slovenski korpus je zgrajen iz dela ucˇnega korpusa ssj500k
2.0 [13], ki vsebuje odstavke vzorcˇene iz korpusa FidaPLUS [1]. Vsebuje
odstavke iz literarnih del, cˇasopisov, revij in govora. PARSEME Shared Task
1.1 za slovensˇcˇino vsebuje 13.511 oznacˇenih stavkov, od tega jih 2.920 vsebuje
GBZ razlicˇnih kategorij, VID pa je oznacˇenih 724, od tega 457 unikatnih.
Prevladujocˇe strukture VID znotraj korpusa so zveze glagola biti (biti vsˇecˇ,
biti jasno, biti narobe ipd.) in glagola imeti (imeti smisel za, ne imeti pojma
ipd.). Druga pogosta obilka je zveza glagola s samostalnikom (dati pecˇat,
delati guzˇvo ipd.). VID se pojavljajo tudi v drugacˇnih oblikah, kot na primer
v stavcˇnih strukturah (npr. stara zgodba se ponavlja) ali pregovorov (npr.
kot svinja z mehom) vendar manj pogosto [7]. Slika 3.1 prikazuje primer
stavka z oznako VID v korpusu PARSEME.
Korpus je za namene PARSEME Shared Task zˇe razdeljen na ucˇno in
testno mnozˇico, vendar za cilje te naloge delitve nismo potrebovali, zato smo
korpus zdruzˇili v celoto.
3.3 ccKRES
Eden od korpusov uporabljen za ucˇenje vektorskih vlozˇitev je ccKRES [15,
16, 5]. Za razliko od korpusa KRES, ki vsebuje avtorska dela in iz katerega
je vzorcˇen, je ccKRES prosto dostopen. Vsebuje priblizˇno 10 milijonov be-
sed, kar je priblizˇno 9% korpusa KRES, hkrati pa ohranja njegovo zgradbo.
To je pomembno, saj je KRES uravnotezˇen, kar pomeni, da ima pestro se-
stavo razlicˇnih vrst besedil in s tem predstavlja dokaj celovito podobo jezika.
Besedila znotraj korpusa so izsˇla med leti 1990 in 2011 in vsebujejo 20%
revij, 20% cˇasopisov, 20% internetnih besedil, 17% leposlovja, 18% stvarnih
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# source_sent_id = . . autogen--data.parsemetsv--12073
# text = No, pa nas je spravil v dobro voljo.
1 No no _ L _ --_ SpaceAfter=No *
2 ,,_ ,_ --_ _ *
3 pa pa _ Vp _ --_ _ *
4 nas jaz _ Zop-mt _ --_ _ *
5 je biti _ Gp-ste-n _ --_ _ *
6 spravil spraviti _ Ggdd-em _ --_ _ 1:VID
7 v v _ Dt _ --_ _ 1
8 dobro dober _ Ppnzet _ --_ _ 1
9 voljo volja _ Sozet _ --_ SpaceAfter=No 1
10 . . _ . _ --_ SpaceAfter=No *
Slika 3.1: Primer oznake VID za besedno zvezo ¨spraviti v dobro voljo¨ v
korpusu PARSEME.
besedil in 5% drugih besedil. Besede so bile oznacˇene avtomatsko, poleg
vsake je zapisana lema in oblikoskladenjska oznaka, ki oznacˇuje vrsto besede
(samostalnik, glagol ipd.) in njene lastnosti (spol, sklon, sˇtevilo) [16].
3.4 ccGigafida
Drugi prosto dostopen korpus uporabljen za ucˇenje vektorskih vlozˇitev je
ccGigafida [14, 16, 5]. Vsebuje priblizˇno 100 milijonov besed, kar predsta-
vlja priblizˇno 9% korpusa Gigafida iz katerega je vzorcˇen. Korpus pri tem
ohranja zgradbo korpusa Gigafida, ki pa v nasprotju s korpusom KRES ni
uravnotezˇen. Vsebuje besedila med leti 1990 in 2011 in vsebujejo 21% revij,
56% cˇasopisov, 16% internetnih besedil, 2% leposlovja, 4% stvarnih bese-
dil in 1% drugih besedil. Besede so oznacˇene na enak nacˇin kot v korpusu
ccKRES [16]. Prednost korpusa ccGigafida pred korpusom ccKRES je, da
vsebuje bistveno vecˇje sˇtevilo besed.
Poglavje 4
Prepoznavalnik
Za ucˇenje prepoznave VID smo izlusˇcˇili primere VID iz korpusa PARSEME.
Zgradili smo vektorske vlozˇitve za posamezne besede in skupine nakljucˇnih
besed znotraj korpusov ccKRES in ccGigafida. Ideja je bila iz vektorjev
za skupine besed in vektorjev posameznih besed pridobiti znacˇilke, s ka-
terimi bi lahko z metodami strojnega ucˇenja cˇim bolje napovedali, ali je
skupina besed VID. V ta namen smo zgradili podatkovno mnozˇico, ki vse-
buje pozitivne primere iz PARSEME izlusˇcˇenih VID in negativne primere
nakljucˇnih besednih skupin ter pripadajocˇe znacˇilke izracˇunane iz naucˇenih
vektorjev. V nadaljevanju so bolj podrobno opisani postopki ucˇenja vektor-
skih vlozˇitev, izbira znacˇilk in zgradba koncˇnih podatkovnih mnozˇic. Po-
datkovni mnozˇici in izvorna koda diplomske naloge so na voljo na spletnem
naslovu https://github.com/zelinka/VVPSGI/.
4.1 Ucˇenje vektorskih vlozˇitev
Za izracˇun znacˇilk smo potrebovali vektorje posameznih besed in skupin be-
sed. Ker je mozˇnih skupin besed mnogo, smo namesto prvotnega besedila
iz korpusov izlusˇcˇili lematizirano besedilo, kar je pri posameznih besedah
odstranilo oblikoskladenjske spremembe in zmanjˇsalo velikost slovarja. Be-
sede smo v skupine povezali z znakom ¨ ¨ ter tako omogocˇili, da so se pri
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ucˇenju obravnavale kot ena beseda. Primer povezovanja besed je prikazan
na sliki 4.1. Zaradi velikega sˇtevila mozˇnih skupin smo, da bi zagotovili
cˇim vecˇje sˇtevilo naucˇenih vektorjev za primere VID, iz korpusa PARSEME
izlusˇcˇili mnozˇico VID, ter jih v besedilu oznacˇili najprej. Osredotocˇili smo se
na VID, ki se v korpusu pojavljajo neprekinjeno, kar pomeni, da med prvo
in zadnjo besedo VID v besedilu ni besed, ki ne bi bile del VID. Tovrstnih
VID je v korpusu PARSEME 252. V skupine 2, 3 ali 4 zaporednih besed smo
nato povezali sˇe vse ostale besede, pri cˇemer smo uposˇtevali, da se v skupine
niso povezovale besede iz razlicˇnih stavkov.
Jacob je skomignil z rameni in krenil dalje .
Jacob biti skomigniti z rame in kreniti dalje .
Jacob_biti skomigniti_z_rame in_kreniti_dalje .
Slika 4.1: Primer stavka iz prvotnega besedila ter stavkov lem posameznih
besed in lem skupin besed uporabljenih pri ucˇenju vektorskih vlozˇitev.
Za ucˇenje vektorjev posameznih besed in skupin smo uporabili knjizˇnico
fastText v programskem jeziku C++. Pri obeh smo nastavitve ohranili na
privzetih vrednostih, kjer imajo naucˇeni vektorji 100 dimenzij in je upora-
bljen skip-gram model. Ta deluje bolje na besedah, ki se v besedilu redko
ponavljajo. Teh je zaradi velikega slovarja skupin besed, vecˇ.
Iz korpusa ccKRES smo na tak nacˇin pridobili 57.345 vektorjev posame-
znih besed in 48.925 vektorjev skupin besed, od tega 139 primerov vektorjev
VID pridobljenih iz korpusa PARSEME. Iz korpusa ccGigafida smo pridobili
207.319 vektorjev posameznih besed in 721.160 vektorjev skupin besed, od
tega 209 primerov vektorjev VID pridobljenih iz PARSEME. Primeri izbra-
nih VID predstavljajo majhen delezˇ vseh naucˇenih vektorjev. Vzrok za to
je, da je v mnozˇici PARSEME majhno sˇtevilo edinstvenih VID, od katerih se
dolocˇen del ne pojavi v dovolj velikem sˇtevilu, da bi pri ucˇenju pridobili nji-
hove vektorje. Majhen delezˇ mnozˇic naucˇenih vektorjev verjetno sestavljajo
tudi VID, ki niso vsebovani v korpusu PARSEME, od koder smo izlusˇcˇili
Diplomska naloga 13
pozitivne primere za gradnjo podatkovnih mnozˇic. Dobljene vektorje smo
uporabili za racˇunanje znacˇilk, ki smo jih dodali v podatkovno mnozˇico.
4.2 Znacˇilke
S pomocˇjo naucˇenih vektorjev skupin besed in vektorjev posameznih besed,
smo za vsako izbrano skupino besed izracˇunali 8 znacˇilk. Te so:
• evklidska norma naucˇenega vektorja skupine besed (Mag Group),
• evklidska norma vektorja, ki predstavlja povprecˇje naucˇenih vektorjev
posameznih besed, ki sestavljajo skupino (Mag Avg),
• kosinusna razdalja med vektorjem skupine besed in vsoto vektorjev
posameznih besed znotraj skupine (CosDist Sum),
• skalarni produkt med vektorjem skupine besed in vsoto vektorjev po-
sameznih besed znotraj skupine (DotProd Sum),
• povprecˇna kosinusna razdalja med skupino besed in vsemi naucˇenimi
skupinami besed, ki se razlikujejo v eni besedi (CosDist Sim),
• kosinusna razdalja med vektorjem skupine besed in najblizˇjim vektor-
jem v mnozˇici vseh naucˇenih vektorjev skupin besed (N1),
• kosinusna razdalja med vektorjem skupine besed in drugim najblizˇjim
vektorjem v mnozˇici vseh naucˇenih vektorjev skupin besed (N2),
• kosinusna razdalja med vektorjem skupine besed in tretjim najblizˇjim
vektorjem v mnozˇici vseh naucˇenih vektorjev skupin besed (N3).
4.3 Podatkovna mnozˇica
Iz pripadajocˇih naucˇenih vektorjev smo za vsakega od korpusov ccKRES in
ccGigafida zgradili podatkovno mnozˇico. Za pozitivne primere VID smo vzeli
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uspesˇno naucˇene vektorje vseh skupin besed, ki so enaki prvotno oznacˇenim
VID izlusˇcˇenim iz korpusa PARSEME. Negativne primere smo izbrali na-
kljucˇno med vsemi ostalimi vektorji skupin besed na tak nacˇin, da smo med
sˇtevilom pozitivnih in negativnih primerov ohranili razmerje 1:1, ob tem pa
je bila povprecˇna dolzˇina skupin besed pri pozitivnih in negativnih primerih
priblizˇno enaka. Poleg znacˇilk posameznih skupin, izracˇunanih na deset deci-
malk natancˇno, podatkovni mnozˇici vsebujeta sˇe atributa Group, v katerem
je zapisano ime skupine besed, in atribut Type, ki z 1 oznacˇuje pozitivne
primere in z 0 negativne.
V nadaljevanju sta bolj podrobno predstavljeni podatkovni mnozˇici zgra-
jeni iz korpusov ccKRES in ccGigafida.
4.3.1 Podatkovna mnozˇica VID ccKRES
Mnozˇica vsebuje 278 skupin besed, od tega 139 primerov VID. Povprecˇna
dolzˇina skupin besed je pri negativnih in pozitivnih primerih enaka 2,59.
Manjkajocˇe vrednosti se pojavljajo samo pri atributu CosDist Sim pri 30
skupinah besed, od tega 18 pri pozitivnih primerih in 12 pri negativnih.
Razlog za manjkajocˇe vrednosti je, da med skupinami besed za katere smo
uspesˇno pridobili vektorje ni taksˇnih, ki bi se od izbrane skupine besed raz-
likovale v samo eni besedi.
4.3.2 Podatkovna mnozˇica VID ccGigafida
Mnozˇica vsebuje 418 skupin besed, od tega 209 primerov VID. Povprecˇna
dolzˇina skupin besed je pri pozitivnih primerih 2,69, pri negativnih pa 2,70.
Manjkajocˇe vrednosti se ponovno pojavljajo samo pri atributu CosDist Sim
pri 22 skupinah besed, od tega 21 pri pozitivnih primerih in 1 pri negativnih.
Tabela 4.1 vsebuje primer dveh vnosov v podatkovni mnozˇici VID ccGiga-
fida.
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Group
Mag
Group
Mag
Avg
CosDist
Sum
DotProd
Sum
CosDist
Sim
N1 N2 N3 Type
iti v nicˇ 3.0408... 1.6102... 1.0481... -0.7077... 0.4071.. 0.1407... 0.1598... 0.1599... 1
se dva dan 3.0721... 1.6125... 1.1021... -1.5179... 0.3363... 0.1504... 0.1743... 0.1761... 0
Tabela 4.1: Primer vnosa za dve skupini besed v podatkovni mnozˇici VID
ccGigafida. Za boljˇso preglednost so sˇtevila prikazana le na sˇtiri decimalna
mesta natancˇno.
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Poglavje 5
Evalvacija
V tem poglavju je evalvirana uspesˇnost izbranih metod strojnega ucˇenja pri
indentifikaciji VID v zgrajenih podatkovnih mnozˇicah. Analiziramo pogoste
napake, ki jih dela klasifikator. S pomocˇjo interpretacije koeficientov logi-
sticˇne regresije, ocene pomembnosti atributov z metodo nakljucˇnih gozdov
in izrisa korelacijskih matrik obeh mnozˇic smo poskusili ugotoviti pomemb-
nost posameznih atributov pri klasifikaciji. Analiziramo tudi cˇas potreben za
ucˇenje vektorskih vlozˇitev in za izracˇun znacˇilk. Metodo podpornih vektor-
jev (SVM), nakljucˇne gozdove (RF) in logisticˇno regresijo (LR) smo klicali
iz Python knjizˇnice scikit-learn. Pri SVM smo obliko jedra spremenili v li-
nearno in sˇtevilo dreves pri RF smo nastavili na 100, ostale nastavitve smo
ohranili na privzetih vrednostih knjizˇnice. Pri evalvaciji smo uporabili 10-
kratno precˇno preverjanje. Kot mere za ocenjevanje ucˇenja smo uporabili
klasifikacijsko tocˇnost (CA), plosˇcˇino pod krivuljo ROC (AUC) ter senzitiv-
nost in specificˇnost.
5.1 Analiza atributov podatkovnih mnozˇic
Interpretacija koeficientov logisticˇne regresije je predstavljena v tabeli 5.1.
Razvidno je, da so pri obeh mnozˇicah najbolj pomembni N1, N2, N3 in
CosDist Sim. Z vecˇjim slovarjem v podatkovni mnozˇici VID ccGigafida se
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Mag
Group
Mag
Avg
CosDist
Sum
DotProd
Sum
CosDist
Sim
N1 N2 N3
Podatkovna mnozˇica
VID ccKRES
-0.923 0.533 -0.225 0.023 1.834 1.743 3.972 -1.553
Podatkovna mnozˇica
VID ccGigafida
-0.751 0.282 -0.403 -0.203 2.297 1.963 2.029 -1.389
Tabela 5.1: Koeficiente logisticˇne regresije lahko interpretiramo kot pomemb-
nost atributov pri klasifikaciji.
Mag
Group
Mag
Avg
CosDist
Sum
DotProd
Sum
CosDist
Sim
N1 N2 N3
Podatkovna mnozˇica
VID ccKRES
0.157 0.11 0.099 0.099 0.135 0.142 0.157 0.102
Podatkovna rnnozˇica
VID ccGigafida
0.141 0.115 0.091 0.098 0.146 0.136 0.125 0.148
Tabela 5.2: Ocene pomembnosti atributov z uporabo metode RF.
v primerjavi s podatkovno mnozˇico VID ccKRES pomembnost posameznih
atributov rahlo spremeni. Posebej izstopa N2, ki je v mnozˇici VID ccGigafida
ocenjen kot bistveno manj pomemben.
V tabeli 5.2 so prikazane ocene pomembnosti atributov pri klasifikaciji z
metodo RF. Atributi so po pomembnosti razvrsˇcˇeni podobno kot v tabeli 5.1.
Glavna razlika je pri atributu Mag Group, ki ga RF v obeh mnozˇicah oceni
kot enega najpomembnejˇsih. Vidne so tudi manjˇse razlike v ocenah med
najnizˇje in najviˇsje ocenjenimi atributi.
Za pomocˇ pri oceni posameznih atributov smo izrisali tudi korelacijski
matriki obeh mnozˇic, ki sta prikazani na sliki 5.1. Podobno kot v tabelah 5.1
in 5.2 je tudi tu razvidno, da je pri vecˇji mnozˇici VID ccGigafida manjˇsa
korelacija med razredom Type in atributi, ki predstavljajo razdalje do naj-
blizˇjih sosednjih vektorjev, ob tem pa se nekoliko povecˇa korelacija med Type
in ostalimi atributi.
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Slika 5.1: Korelacijski matriki obeh podatkovnih mnozˇic.
5.2 Rezultati ucˇenja
Kot je razvidno iz rezultatov, ki so prikazani v tabeli 5.3, se v obeh podat-
kovnih mnozˇicah kot najbolj uspesˇna metoda izkazˇe RF, ki je najuspesˇnejˇsa
glede na vse mere, razen senzitivnost v podatkovni mnozˇici VID ccKRES.
Poleg tega je tudi edina metoda, ki ohranja podobno CA v obeh mnozˇicah,
pri ostalih dveh je CA v mnozˇici VID ccGigafida bistveno manjˇsa. Razlog
za to je verjetno, da sta razreda v mnozˇici VID ccKRES vecˇinoma deljena
glede na atribute N1, N2 in N3, medtem ko je v mnozˇici VID ccGigafida
pomembnost atributov bolj enakomerno razporejena in je razreda tezˇje locˇiti
linearno. Metoda RF je v obeh mnozˇicah najboljˇsa tudi pri ocenah spe-
cificˇnosti in AUC, v mnozˇici VID ccKRES pa ima najslabsˇo senzitivnost. Po
senzitivnosti je SVM boljˇsi od RF v mnozˇici VID ccKRES in primerljiv z
RF v mnozˇici VID ccGigafida, vendar ima od vseh uporabljenih algoritmov
najslabsˇo specificˇnost in CA. Na nobeni od mnozˇic SVM ne daje bistveno
drugacˇnih rezultatov od LR, kar je verjetno posledica majhnega sˇtevila po-
membnih atributov.
Analizirali smo napake pri klasifikaciji z metodo RF v podatkovni mnozˇici
VID ccGigafida. Pogoste so napake pri dolocˇenih VID, ki vsebujejo glagol
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CA Senzitivnost Specificˇnost AUC
Podatkovna mnozˇica
VID ccKRES
SVM 0.702 0.77 0.634 0.768
RF 0.72 0.69 0.749 0.778
LR 0.705 0.741 0.67 0.764
Podatkovna mnozˇica
VID ccGigafida
SVM 0.621 0.712 0.531 0.731
RF 0.715 0.731 0.688 0.791
LR 0.643 0.688 0.597 0.689
Tabela 5.3: Ocene izbranih algoritmov strojnega ucˇenja na osnovnih podat-
kovnih mnozˇicah pridobljenih iz korpusov ccKRES in ccGigafida.
biti, kot so: biti prav, biti narobe, biti v korak z ali biti vsˇecˇ. Manjˇsi delezˇ to-
vrstnih VID se pogosto klasificira pravilno, primeri taksˇnih so: biti zatisniti oko,
biti mocˇ in biti zˇal. Med pogostimi napakami klasifikacije negativnih prime-
rov izstopajo skupine besed, ki vsebuje veznike, kot so: glede na zdajˇsnji,
ki sˇtrleti iz, na polozˇaj desen, na hitro povedati ali in tam zˇiveti. Sˇtevilo be-
sed v skupni samo po sebi nima vpliva na uspesˇnost klasifikacije z metodo
RF. Prostor vektorskih vlozˇitev je tezˇko predstavljiv, zato ne moremo na-
tancˇno dolocˇiti vzrokov za razlike med vektorji posameznih skupin besed, ki
vodijo do primerov napacˇne klasifikacije.
Da bi preverili, cˇe je razlika ucˇinkovitosti algoritmov v obeh mnozˇicah
res posledica atributov N1, N2 in N3, za katere smo ocenili, da so najpo-
membnejˇsi pri klasifikaciji v mnozˇici VID ccKRES, smo ucˇenje ponovili z
mnozˇicama, kjer smo te tri atribute odstranili. Rezultati so prikazani v ta-
beli 5.4.
Zaradi izgube treh pomembnih atributov se pri obeh mnozˇicah znizˇajo
ocene vseh algoritmov. Cˇe primerjamo razlike med ocenami algoritmov zno-
traj posamezne mnozˇice, te ohranijo podobne lastnosti kot v tabeli 5.3. Za
razliko od ocen v tabeli 5.3 so tu algoritmi uspesˇnejˇsi na mnozˇici VID ccGiga-
fida kot na VID ccKRES. Razlika je posledica vecˇje pomembnosti preostalih
atributov pri klasifikaciji z izbranimi algoritmi v mnozˇici VID ccGigafida.
Diplomska naloga 21
CA Senzitivnost Specificˇnost AUC
Podatkovna mnozˇica
ccKRES
SVM 0.604 0.719 0.489 0.63
RF 0.637 0.64 0.634 0.7
LR 0.608 0.612 0.603 0.62
Podatkovna mnozˇica
ccGigafida
SVM 0.617 0.708 0.526 0.657
RF 0.653 0.637 0.67 0.748
LR 0.614 0.655 0.573 0.655
Tabela 5.4: Ocene izbranih algoritmov strojnega ucˇenja na podatkovnih
mnozˇicah pridobljenih iz korpusov ccKRES in ccGigafida brez atributov N1,
N2 in N3.
Iz tega sklepamo, da z vecˇanjem slovarja naucˇenih besednih vektorjev in
mnozˇice VID izbrani pristop klasifikacije ne bi odpovedal.
5.3 Cˇas izvajanja postopka
Ucˇenje vektorskih vlozˇitev in gradnjo podatkovnih mnozˇic smo izvajali na
sistemu s procesorjem Intel Core i7-2600 in 16 GB pomnilnika. Ucˇenje vek-
torskih vlozˇitev na korpusu ccKRES traja priblizˇno enako cˇasa za posamezne
besede in za skupine besed, za oboje priblizˇno 5 minut. Pri korpusu ccGi-
gafida se je ta cˇas podaljˇsal na 52 minut pri ucˇenju vektorskih vlozˇitev za
posamezne besede in 35 minut za skupine besed. Glavni vpliv na cˇas ucˇenja
vektorskih vlozˇitev ima sˇtevilo vseh besed v besedilu. Teh je v korpusu
ccKRES za posamezne besede priblizˇno 10 milijonov, za skupine besed pa
priblizˇno 3 milijoni. V korpusu ccGigafida je priblizˇno 100 milijonov posa-
meznih besed, skupin besed pa 37 milijonov. Velikost slovarja na cˇas ucˇenja
vektorskih vlozˇitev nima tako velikega vpliva. Slovar v korpusu ccGigafida
vsebuje 207.319 posameznih besed in 721.160 skupin besed.
Zaradi racˇunanja znacˇilk je cˇasovno zahteven tudi proces gradnje podat-
kovne mnozˇice. Glavni vzrok za to je, da je potrebno za vsak izbran vektor
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skupine besed izracˇunati kosinusno razdaljo do vseh ostalih vektorjev v slo-
varju, kar pomeni, da na hitrost izvajanja najbolj vplivata velikost slovarja
skupin besed in dolzˇina naucˇenih vektorjev. Gradnja podatkovne mnozˇice
VID ccKRES je trajala priblizˇno 20 minut, kar je povprecˇno okoli 4 sekunde
za posamezno skupino, podatkovne mnozˇice VID ccGigafida pa okoli 250 mi-
nut, kar je priblizˇno 36 sekund za posamezno skupino. Pri racˇunanju znacˇilk
se nismo osredotocˇali na optimizacijo, zato bi bilo cˇas potreben za ta korak
mozˇno zmanjˇsati.
Celotno metodo bi lahko preizkusili tudi na vecˇji mnozˇici podatkov, kjer
bi pozitivne primere VID pridobili iz vira, kot je frazeolosˇki leksikon. Cˇas
racˇunanja bi se podaljˇsal, cˇe bi uporabili vecˇji slovar vektorskih vlozˇitev
naucˇen na vecˇjih korpusih. Metodo bi lahko pospesˇili tako, da bi odstranili
izracˇun znacˇilk N1, N2 in N3. To bi odstranilo potrebo po racˇunanje kosinu-
sne razdalje do vsakega od vektorjev skupin besed v slovarju, kar bi bistveno
zmanjˇsalo cˇas potreben za izracˇun vseh znacˇilk, vendar bi nekoliko zmanjˇsalo
uspesˇnost klasifikacije. V splosˇnem sicer ocenjujemo, da je predlagana me-
toda uporabna za paketno procesiranje besedil, za sprotno prepoznavanje
VID v realnem cˇasu pa je prepocˇasna.
Poglavje 6
Zakljucˇek
V diplomski nalogi smo preizkusili metodo prepoznave VID na podlagi vek-
torskih vlozˇitev. Zgradili smo vektorske vlozˇitve za posamezne besede in
skupine besed iz slovenskih korpusov ccKRES in ccGigafida. Z uporabo
dobljenih vektorjev smo skonstruirali znacˇilke za primere VID izlusˇcˇene iz
korpusa PARSEME in za nabor nakljucˇnih skupin besed, ki smo jih upora-
bili pri gradnji dveh podatkovnih mnozˇic. Na teh mnozˇicah smo preizkusili
in ocenili uspesˇnost klasifikacije VID s tremi klasifikacijskimi metodami, ki
so bile vse dokaj uspesˇne. Klasifikacijo smo preizkusili tudi na zmanjˇsani
mnozˇici, kjer smo odstranili tri atribute, za katere smo ocenili, da so pri kla-
sifikaciji najpomembnejˇsi. Pri tem so ocene klasifikacijskih metod bistveno
bolj padle pri manjˇsi mnozˇici VID ccKRES.
Nasˇi rezultati kazˇejo, da je razvita metoda dokaj uspesˇna. Metoda je
cˇasovno precej zahtevna, prepoznava pa deluje samo na skupinah besed za ka-
tere imamo naucˇene vektorje. Metodo bi se dalo izboljˇsati. Sˇtevilo naucˇenih
vektorjev bi lahko povecˇali z gradnjo vektorskih vlozˇitev na vecˇjem korpusu
besedil, kot je Gigafida (1.2 milijarde besed). Z vecˇanjem slovarja bi se sicer
povecˇal cˇas, potreben za racˇunanje znacˇilk posamezne skupine besed. Smi-
selno bi bilo preizkusiti uporabo znakovnih n-gramov, ki knjizˇnici fastText
omogocˇijo delovanje tudi za nepoznane besede, ki so podobne zˇe znanim. Z
uporabo virov, kot je frazeolosˇki leksikon, bi lahko zgradili vecˇjo mnozˇico,
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ki bi verjetno izboljˇsala uspesˇnost klasifikacije. Preveriti je potrebno tudi
uspesˇnost klasifikacije VID, ki jih v besedilu lahko na vecˇ delov locˇujejo
druge besede (ni narobe - ni sicer nicˇ narobe). Za to bi potrebovali vektor-
ske vlozˇitve skupin, ki so daljˇse od sˇtirih besed. Mozˇno izboljˇsavo ponuja
tudi izdelava novih znacˇilk. V kolikor bi se pristop uporabilo za oznacˇevanja
VID v besedilu, bi bilo smiselno primerjati rezultate z ostalimi postopki, ki
so bili razviti v okviru akcije PARSEME.
Glavna prednost razvitega pristopa je, da bi lahko z uporabo manjˇse pod-
mnozˇice znanih VID, kot VID prepoznali tudi nove, popolnoma drugacˇne
skupine besed, za katere imamo zgrajene vektorske vlozˇitve. Kljub obe-
tajocˇim rezultatom pa ima nasˇa implementacija sˇe nekaj pomanjkljivosti, ki
bi jih bilo treba odpraviti pred poskusom delovanja v praksi.
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