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Abstract
We propose a new challenging task: procedure planning in instructional videos.
Unlike existing planning problems, where both the state and the action spaces are
well-defined, the key challenge of planning in instructional videos is that both
the state and the action spaces are open-vocabulary. We address this challenge
with latent space planning, where we propose to explicitly leverage the constraints
imposed by the conjugate relationships between states and actions in a learned
plannable latent space. We evaluate both procedure planning and walkthrough
planning on large-scale real-world instructional videos. Our experiments show that
we are able to learn plannable semantic representations without explicit supervision.
This enables sequential reasoning on real-world videos and leads to stronger gener-
alization compared to existing planning approaches and neural network policies.
1 Introduction
Humans possess a natural ability of planning and reasoning to assist everyday tasks. We are able to
picture what effects our actions would have and plan multiple steps ahead to achieve the intended
goal. Take making an omelette in Figure 1 as an example: We understand the final omelette is cooked
and has mushrooms. By reasoning about the effects of our actions, we can plan a cooking procedure
where we first cook the eggs in a pan and then add mushrooms to it. This ability to plan and reason is
key for an intelligent agent to fully automate real-world tasks such as cooking or assembly.
The procedure we have just described involves two key components: (i) visually understanding the
goal state (i.e., cooked, has mushrooms) and the current state (i.e., raw), (ii) planning in this semantic
space of object states to derive the sequence of actions to achieve the goal. While the two steps
have been studied separately in visual state understanding [3] and task planning [6], simultaneously
addressing both in real-world instructional videos remains unsolved. The key challenge of the
task described in Figure 1 is the open-vocabulary [5, 7, 25] state and action spaces in real-world
instructional videos. For example, the current observation can also be described as having eggs in a
bowl. One can imagine an indefinitely growing semantic state space, which prevents the application
of classical symbolic planning approaches [6] that require a given set of predicates for a well-defined
state space. This challenge is amplified by the fact that we do not assume to know the effects of all
the possible actions. How does the agent know that pouring the eggs to the pan will make it cooked?
Without this knowledge, it is impossible to perform planning in the space.
We address this challenge by leveraging recent progress on latent space planning [19] and learning
plannable representations [14]. In this case, we do not need to explicitly enumerate the open-
vocabulary state space. Instead, the state space is captured by a latent state representation. In
addition, the latent space is also plannable in a sense that the actions can be formulated as matrix
transformations in the space, and thus enable the search of a sequence of actions to achieve the latent
goal state. By formulating the actions as transformations in the latent space, we no longer require the
explicit definition of their effects.
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Figure 1: We introduce procedure planning in instructional videos. Given the start and goal observa-
tions, the objective is to find the intermediate actions that bring the start state to the goal state. We
can also perform walkthrough planning [14] that retrieves the intermediate visual steps as outputs.
The primary technical challenge is that we have no direct constraints for neither the latent state
space nor the action transformation in this space. In previous work, either there exists a strong
correspondence between the visual space and the latent space [14] so they can learn the latent space
directly, or the action space is differentiable [19] so it is possible to learn both the latent space and the
transformations with gradients. In contrast, all we have is that the latent space should be plannable
with respect to the transformations parameterized by the open-vocabulary, discrete actions. Without
proper constraints, the optimization can easily lead to trivial latent space and action transformations.
Our solution is to leverage the conjugate relationships between states and actions. Instead of just
treating the action as the transformation in the state space, the state also contains the history of previous
actions and serves as the precondition for the next action. Given the action just performed, the state
space should also be informative to the next possible actions. Similar ideas have been leveraged in the
conjugate task graph approaches [9, 11] to improve the planning efficiency. Our approach provides
an effective constraint on the learning of the latent space and the action transformation.
We evaluate our approach on real-world instructional videos [27]. We show that the learned latent
space and action transformation are effective for planning in this challenging setting and significantly
outperforms existing planning approaches in videos. As we have learned the mapping from the
visual space to the latent plannable representation, we can further leverage this mapping to perform
walkthrough planning [14] and output the missing video clips between the start and the goal video
clips. We further show that the use of explicit sequential reasoning allows our model to generalize to
variations of the start and goal observations.
2 Related Work
Planning in Videos. In the planning literature, most studies rely on a prescribed set of state and
action representations and symbols for the task [6, 13]. We are interested in works that perform
planning in the visual space without well-defined state and action spaces. In addition, the complexity
of instructional videos prevents the direct application of approaches that aim to plan directly in
the visual space [2, 4]. It is thus necessary to learn plannable representations. In addition to the
unsupervised and semi-supervised approaches [18, 23], Universal Planning Networks [19] use a
gradient descent planner to learn representations for planning. However, it assumes the actions space
to be differentiable. Alternatively, one can also learn the latent dynamics by optimizing the data
log-likelihood from the actions [8]. We use a similar formulation and further propose the conjugate
constraints to expedite the latent space learning. Without using explicit action supervision, causal
InfoGAN [14] extracts state representations by learning salient features that describe the causal
structure of the data in simple domains. In contrast to [14], our model operates directly on high
dimensional video demonstrations and handle the semantics of actions with sequential learning.
Visual Prediction. Our planning tasks are related to visual prediction works because we both aim
to recover the actions/videos that are not observed. Directly predicting the pixels or features is
constrained to a short-horizon [15, 16, 22]. On the other hand, anticipating a sequence of actions can
go up to a few minutes [1, 17, 24]. The main difference is that in our tasks the predicted sequence has
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to reach the predefined goal. This poses a high standard on the quality of the learned prediction model.
We address this challenge by leveraging conjugate constraints to learn the transition dynamics.
Instructional Videos. There has been growing interest in analyzing instructional videos. As a result,
high-quality instructional video datasets with rich annotations have been curated [21, 26, 27]. This
opens the opportunities of addressing challenging tasks on real-world videos, including temporal
segmentation and captioning [20, 26], state understanding [3], and reference resolution [10]. In this
work, we introduce the new challenging planning tasks in instructional videos, which requires visual
prediction, state understanding, and explicit sequential reasoning.
3 Method
We are interested in planning in real-world instructional videos. The key challenge is that both
state and action spaces are open-vocabulary. We take a latent space approach by learning plannable
representations of the visual observations, along with the action transformations in this space. We will
first define the procedure planning problem setup and how to address it using a latent space planning
approach. We will then discuss how we learn the latent space and leverage the conjugate relationships
between states and actions to avoid trivial solutions to our optimization. Finally, we will present the
algorithms for procedure planning and walkthrough planning [14] in the learned plannable space.
3.1 Problem Formulation
As illustrated in Figure 1, given the current observation ot and the goal observation og, both in the
visual space, the objective is to output a sequence of actions [at, · · · , at+h−1] that can bring the
underlying state of ot to that of og . Here, h is the horizon of planning, which defines how many steps
we allow the model to take. While one can directly learn a function from the observations (ot, og)
to the intermediate actions, we argue and will show in our experiments that a better approach is to
formulate it as a planning problem and perform explicit sequential reasoning.
Despite the advantages of formulating the problem as planning, it requires two components: (i)
a mapping from the visual observation o to a semantic state s (e.g., from the observed frames
to cooked eggs with mushrooms) (ii) the transition dynamics P (s′|s, a) so that we can apply
different actions and search for the goal sg. The key challenge is that s and a are open-vocabulary
and can be indefinitely large in instructional videos. We thus instead plan in a latent space x = f(o)
from the visual space. The only information we have about this space is that there exists a transition
dynamics T (x′|x, a). Given f(·) and T , we can find the plan pi = [at, · · · , at+h−1] by (i) mapping
from the visual space to the latent space xt = f(ot), xg = f(og) and (ii) search in the latent space
using T (x′|x, a) to find the sequence of actions that can bring xt to xg. We will discuss details of
this procedure in Section 3.3.
3.2 Learning Plannable Representations from Real-World Videos
We have discussed how we can plan in real-world videos based on T (·|x, a) and f(·). One possible
approach for learning T (·|x, a) and f(·) is to directly optimize f(·) with some surrogate loss function,
such as mutual information [14], without considering T . This is not suitable for our case, because
it assumes strong correspondence between o and x = f(o), while in real-world videos, a small
change in visual space can induce a large change in the semantic space and vice versa. An alternative
approach is to formulate a differentiable objective jointly with both T (·|x, a) and f(·) [19]. This also
does not work for our case because it often requires the action space to be differentiable, while we
have an open-vocabulary and discrete action space.
Alternative Optimization. Because of the above challenges, we propose to use the alternative
optimization approach to iteratively learn T (·|x, a) and f(·). We assume we have the dataset
D = {(ot, at, ot+1)}, which is the visual observation, the action taken, and the corresponding next
visual observation. The triplets can be parsed automatically from instructional videos. Given D, we
can optimize for having D given T (·|x, a) and f(·) by:
LT = max(0, T (xt+1|xt, at)− T (x′|xt, at)− α) (1)
= max(0, T (f(ot+1)|f(ot), at)− T (f(o′)|f(ot), at)− α), (2)
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Figure 2: (a) Our transition dynamics model T predicts the next state based on the current state and
action. (b) We learn the conjugate constraint model P jointly with T to restrict the possible state
mapping f and action embedding g. (c) Our full model rollouts by sampling the action from P and
the next state by T . P captures the applicable actions from the current state and improves planning.
where α is the margin, (ot, at) → ot+1 is an actual transition we observed, and o′ is a visual
observation different from ot+1. By fixing either T (·|x, a) or f(·), LT is optimizable with respect to
the other. The architectures are shown in Figure 2(a).
Conjugate Constraints. There exists a large number of T (·|x, a) and f(·) to minimize LT and our
model can overfit to the data in D. In this case, it is hard for the planning to generalize to new visual
observations. It is thus crucial to impose further constraints on the model. We propose to leverage the
conjugate relationship between state and action to provide further constraints on f(·) and improve
the optimization of LT . When fixing T (·|x, a), we can treat the loss in Eq. (1) as leveraging the
standard relationship between states and actions to learn f(·): Given the current state xt, applying
an action at would bring it to a new state xt+1. LT is encouraging f(·) to fit xt+1 = f(ot+1) to be
consistent with the prediction of T (·|x, a). On the other hand, the conjugate relationship between
actions and states [9] also implies the following: Given the previous action at−1, the current state xt
constraints the possible actions at because xt needs to satisfy the precondition of at. For example, if
at−1 = "pour eggs to pan" is followed by at = "cook it", then the state xt in between must satisfy
the precondition of at, that is: to cook the eggs, the eggs should be in the pan. Based on this intuition,
we further propose a conjugate constraint model P(·|a, x) to jointly optimize with LT in Eq. (1):
LP = max(0,P(at|at−1, xt)− P(a′|at−1, xt)− α) (3)
= max(0,P(at+1|at, f(ot))− P(a′|at, f(ot))− α). (4)
The model of P is shown in Figure 2(b). The mappings/embeddings f and g are shared with T .
3.3 Procedure Planning and Walkthrough Planning in Latent Space
We have discussed how we learn both the latent space and the transformations parameterized by the
open-vocabulary actions in Section 3.2. Now we discuss how we leverage T (·|x, a) and f(·) for
planning in the latent space. In addition, as we have the mapping from the visual space to the latent
space, we are able to perform walkthrough planning [14] given a pool of candidate visual states. As
shown in Figure 1, walkthrough planning would output the intermediate video clips instead of the
actions between the current observation and the goal. We will first discuss latent space planning and
show how the same framework can also be applied to walkthrough planning.
Procedure Planning. We use a standard forward planning [6] based on T (·|x, a) and f(·) to achieve
the goal. Given the current and the goal observations ot and og, we first map them to the latent
space with f(·): xt = f(ot), xg = f(og). In contrast to symbolic planning, we do not have a list of
applicable actions to apply in the search process. In this case, one additional advantage of having P
is that we can actually sample the actions to apply using P(·|at−1, xt). Based on at and xt, we can
obtain xt+1 using T (·|x, a). The search process continues for a max iteration of β and threshold .
The procedure is shown in Algorithm 1. In practice, the search is implemented by maintaining a heap
of latent states based on the distance to the goal xg and prioritizing the ones closer to the goal.
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Algorithm 1 Procedure Planning
Inputs: Current and goal observations ot, og;
learned models f(·), T , P; hyperparams β, 
x← f(ot), xg ← f(og)
x∗ ← x, a← ∅
while iteration < β and ||x∗ − xg||2 >  do
a ∼ P(·|a, x)
x ∼ T (·|x, a)
if ||x− xg||2 < ||x∗ − xg||2 then
x∗ ← x
Algorithm 2 Walkthrough Planning
Inputs: All observations {oi}|hi=1, learned
models f(·), T , P , horizon h
for i in 1 . . . h do
xi ← f(oi)
for i in 1 . . . h do
for j in 1 . . . h do
R[i, j]←∑a T (xj |xi, a)P(a|xi)
[ob(i)]← argmaxb
∑h
i=1 S[b(i), b(i+ 1)]
Walkthrough Planning. Kurutach et al. [14] proposed walkthrough planning. Instead of outputting
the plan pi = [at, · · · , at+h−1] between ot and og, walkthrough planning outputs the visual obser-
vations [ot+1, · · · , ot+h] between ot and og. The outputs of walkthrough planning can serve as
visual signal of the subgoal to guide the task execution. In addition, it is also helpful to visualize
what the model has learned. Given the pool of visual observations {oi}, we can first construct the
score matrix R[i, j] to capture the transition probability between two video clips oi and oj using our
learned model T and P . We can then perform walkthrough planning by finding the length h path
that starts at ot and ends at og, while maximizing the total score. If the pool of video clips is all
the clips in the same instructional video, then this is equivalent to finding a permutation function
b : {1, 2, ..., h} → {1, 2, ..., h} that maximizes the total score along the permutation path, under the
constraints that b(1) = 1, b(h) = h. The details of the process is shown in Algorithm 2.
4 Experiments
We aim to answer the following questions in our experiments: (i) Can we learn plannable representa-
tions from real-world instructional videos? How does it compare to existing latent space planning
methods? (ii) How important are our conjugate constraints? (iii) Can we further retrieve intermediate
visual subgoals using the same model? We answer the first two questions with ablation studies on
challenging real-world instructional videos. In addition, we evaluate the generalization of our model
to various start and goal observations. For the last question, we evaluate walkthrough planning [14]
of our model and compare to the existing approaches.
Dataset. We use the CrossTask instructional video dataset [27] collected for 83 different tasks for
our evaluations. The tasks include cooking tasks like Grill Steak, Make Pancakes, and non-cooking
tasks like Change a Tire or Build Simple Floating Shelves. The 83 tasks are split into two parts: 18
primary and 65 related tasks, where the 65 related tasks are collected automatically without manual
annotations. We use the 18 primary tasks for training and evaluation, where each video has been
annotated with steps and their temporal boundaries.
Implementation Details. We use the features precomputed in the CrossTask dataset [27]. Each
3200-dimensional feature vector is a concatenation of the I3D, Resnet-152 and audio VGG features.
The state mapping f and action embedding g are 128-dimensional. T is a 2-layer MLPs with 128
units that takes the outputs of f and g as inputs. The network P shares the state and the action
embedding with T and outputs an action instead of an embedding vector. In addition, we introduce
recurrence to P by replacing the MLPs by a recurrent neural network (RNN) of the same size, and
concatenate the goal embedding as input. For training, we use Adam optimizer and learning rate of
0.0001. We schedule the learning rate to decay with a decay factor 0.5 and a patience epoch of 5.
4.1 Evaluating Procedure Planning
Experimental Setup. We divide the dataset by 70/30 splits on the instructional videos for training
and testing. For each video, we use sliding windows to sample a fixed number h ( h = 4 or 5) of
consecutive video clips to generate training and testing data. The inputs to the models are the start
video clip ot and the goal video clip og, and the goal is to output a sequence of h − 1 actions that
brings ot to og. We use the action space from the CrossTask dataset [27] by enumerating all the
predicates and objects, which is shared across all the tasks in the dataset.
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Table 1: Results for procedure planning. Our full model significantly outperforms baselines. With
around 10% improvement of accuracy, our full model is able to improve success rate by 8 times
compared to Ours w/o T . This shows the importance of reasoning over the full sequence.
Uniform UPN [19] Ours w/o P Ours w/o T Ours
h = 4 Succ. Rate <0.01% 2.89% <0.01% 1.55% 12.18%
Accuracy 0.94% 24.39% 2.61% 18.66% 31.29%
mIoU 1.66% 31.56% 0.86% 28.81% 47.48%
h = 5 Succ. Rate <0.01% 1.19% <0.01% 0.65% 5.97%
Accuracy 0.83% 21.59% 2.51% 15.97% 27.10%
mIoU 1.66% 27.85% 1.14% 26.54% 48.46%
Baselines. We compare with the following models:
- Uniform Policy. The uniform baseline randomly selects an action from the set of all actions. We use
it as a lower bound of the performance.
- Universal Planning Networks (UPN) [19]. UPN is the closest to ours among the existing works.
We both aim to learn a plannable representation using supervision from the imitation loss function
at training. However, UPN assumes a continuous and differentiable action space to enable gradient
based planning, which might not be applicable to our discrete open-vocabulary action space.
- Ours w/o T . We compare to the ablation of our model without learning the transition dynamics T ,
where we only have P that aims to directly output the actions based on the previous action and the
current state. We implement P with an RNN and also concatenate the goal as input. In this case, this
ablation is equivalent to a goal-conditional RNN policy directly trained with expert actions.
- Ours w/o P . We compare to the ablation without the conjugate constraints for learning. In this
case, the joint optimization of the transition dynamics T and the mapping f(·) to the latent space can
easily overfit to the training trajectories.
Metrics. We use three metrics for comparison. The first is success rate. Although we do not have
access to the underlying environment to evaluate the policies by executing them, we consider a plan
as a success if all the actions in the plan are the same as those in the ground truth. This is a reasonable
approximation because we consider a fixed number of steps, and there is less variation in the ways to
complete the task. The second metric we consider is the accuracy of the actions at each step, which
does not require the whole sequence to match the ground truth as the success rate, but only looks at
an individual time step. We average over the actions to balance the effect of repeating actions. The
final metric we use is mean Intersection over Union (mIoU), which is the least strict out of all the
metrics. We compare the IoU by |{at}∩{a
∗
t }|
|{at}∪{a∗t }| , where {a
∗
t } is the set of ground truth actions, and {at}
is the set of predicted actions. We use IoU to capture the cases where the model understand what
steps are required, but fails to discern the order of the actions.
Results. The results are shown in Table 1. UPN is able to learn representations that perform
reasonably well compared to the uniform baseline. However, as the action space in instructional
videos is not continuous, the gradient-based planner is not able to work well. This makes the
UPN performs similar to Ours w/o T , which is like an RNN goal-conditional policy trained with
imitation objectives. On the other hand, Ours w/oP cannot learn reasonable plannable representations
without the conjugate constraints on the latent space. Our full model combines the strengths of
planning and action imitation objective as conjugate constraints, which enables us to learn plannable
representations from real-world videos to outperform all the baseline approaches on all metrics. One
interesting observation is that although our full model only outperforms Ours w/o T by ∼ 10% in
accuracy, it is able to significantly improve the success rate. This is because we explicitly perform
sequential reasoning using T in our full model to find the sequence of actions to reach the goal and
maximize the success rate. In contrast, Ours w/o T directly outputs the sequence of actions without
explicit sequential reasoning. While UPN also aims to directly leverage goal in the algorithm, the
non-differentiable action space prevents the success of gradient-based planning. Figure 3 shows the
qualitative results of our procedure planning. The first row shows the 9 snapshot observations in
making French toast. In the second row, we pick o3 and o7 as the start and goal observations and
ask the model to plan for 4 actions in between. The model successfully recognizes that there are two
French toasts and dip and pan fry the bread twice. In the third row, we change the goal to o9. In this
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Figure 3: Procedure planning qualitative results. The first row shows the 9 snapshot observations in
making French toasts. Our proposed model is robust to changes of start and goal observations among
different stages in the video, and is able to output reasonable plans to achieve the goal and reason
about the essential steps.
case, although the ground truth consists of 6 actions, we force the model to generalize and output 4
actions. The model successfully plans the 4 essential actions by merging repeated actions of the two
toasts and further adding the pivotal actions of flipping and plating. Similarly, in the last row, the
model can also handle the case of changing the start observation.
4.2 Evaluating Walkthrough Planning
Given the start and goal video clips, we have shown that we are able to output a sequence of actions
that brings the start to the goal. In this section, we show if the same model can be used to retrieve
visual subgoals for task completion. The problem is referred to as walkthrough planning [14], where
the objective is to output the waypoints between the start and goal observations.
Experimental Setup. In contrast to the videos studied in previous works [12, 14], the instructional
videos we use in this paper is extremely challenging to generate using visual generator [14]. We
bypass this scalability issue by providing a pool of candidate video clips. The model only needs
to generate the lower dimensional features that can be used to retrieve the correct video clips.
Specifically, we use all the video clips in the original video as the video clip pool. In this case, the
task is the same as sorting the intermediate video clips while fixing the first and the last video clips.
Baselines. We further compare to the following approaches for walkthrough planning:
- Causl InfoGAN (CIGAN) [14]. CIGAN learns plannable representations by maximizing the mutual
information between the representations and the visual observations. Additionally, the latent space is
assumed to follow the transition dynamics of a certain class of actions. CIGAN is able to perform
walkthrough planning and requires minimal supervision. As the instructional videos are hard to
generate, we use CIGAN on the same features we use for a fair comparison.
- Visual Ordering (VO). As the task is reduced to sorting a pool of video clips, one baseline is to
directly learn a model V (o1, o2) to see if o1 and o2 are consecutive video clips in the same video.
Given V (o1, o2), we can find the order of video clips by maximizing the total score given by V . We
trained V (o1, o2) using the same setup as our T , only that the actions a are not used as the input.
Metrics. Let Y = (y1, ..., yh) be a sequence of the ground truth order, and b : {1, 2, ..., h} →
{1, 2, ..., h} be the permutation function such that the prediction is Yˆ = (yb(1), . . . , yb(h)). We use
the following two metrics to evaluate the walkthrough planning outputs order:
- Hamming Distance counts the number of i such that i 6= b(i).
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Table 2: Results for walkthrough planning. Our model trained for procedure planning can also address
walkthrough planning. It significantly outperforms the baseline by explicit sequential reasoning of
what actions need to be performed first, and is less distracted by the visual appearances.
Uniform VO CIGAN [14] Ours w/o T Ours w/o P Ours
h = 4 Hamming 1.06 1.02 0.57 0.99 0.33 0.26
Pair Acc. 46.85% 49.06% 71.55% 50.45% 83.33% 86.81%
h = 5 Hamming 1.95 1.99 1.36 2.01 1.08 0.88
Pair Acc. 52.23% 50.31% 68.41% 47.39% 77.11% 81.21%
Start/Current
Observation 𝑜" Goal Observation 𝑜#Intermediate Observations/Steps 𝑜$(Walkthrough Planning Outputs)
Ours
Ours w/o 
CIGAN
Figure 4: Walkthrough planning qualitative results for changing tires. The steps to sort are ‘get tools
out’, ‘loose tires’, and ‘jack up.’ Our model successfully reasons that the tools are needed first for the
later steps, while the baselines are more distracted by the visual appearances.
- Pairwise Accuracy calculates if the order between a pair i and j is respected by b(i) and b(j). It is
given by 2h(h−1)
∑h
i<j,i 6=j{b(i) < b(j)}.
Results. The results are shown in Table 2. VO is unable to improve much over uniform without
modeling the actions. CIGAN[14] is able to learn reasonable models beyond Uniform without using
action supervision. However, the complexity of the instructional videos requires explicit modeling of
the transition dynamics conditioned on the semantic actions. Our full model learned for procedure
planning successfully transfers to walkthrough planning and significantly outperforms all baselines
on all metrics. It is interesting to see that Ours w/o P actually outperforms Ours w/o T in this case.
Ours w/o P learns the transition dynamics T to directly anticipate the visual effect of an action
a, which is better suited for walkthrough planning. By just using P the model is more accurate at
predicting the actions, but it is not able to retrieve the correct visual observations. Our full model
combines the strength of the two through conjugate constraints when learning the transition dynamics
and is applicable to both planning and walkthrough planning. The qualitative results are shown in
Figure 4, where the person is changing the tire. Our full model is able to plan the correct order for all
video clips. The most challenging step is the second step, where the person goes to take the tools,
and the video is visually different from the rest of the steps. Neither of the baseline models is able to
understand that to perform the rest of the steps, the person needs to get the tools first.
5 Conclusion
We presented a framework for procedure planning in real-world instructional videos. We address
the challenge of open-vocabulary state and action spaces by learning plannable representations with
conjugate constraints on the latent space. Our experimental results show our framework is able
to learn high-level semantic representations that are plannable and significantly outperforms the
baselines across different metrics on two challenging tasks: procedure planning and walkthrough
planning. In future work, we intend to incorporate object-oriented models to further explore the
objects and predicates relations from complex visual dynamics data.
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