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ABSTRACT 
The mathematical modeling of optimal control system problems is a method applied in industry 
to obtain correct electrical and mechanical design parameters once the system equations have 
been derived. The algorithms required to implement the control oop for these applications must 
provide stable, relatively accurate, efficient solutions. 
The purpose of this paper is to address the computational characteristics which would concern a
system designer in the consideration of the selection of an effective algorithm to implement a 
two-point boundary value problem solution. Three Invariant Imbedding Algorithms are evaluated 
for a worst case and a best case problem by an adaptation of four methods of analysis. The areas 
of computer science, numerical analysis and Turing Machine Theory are drawn upon in these 
methods to implement and compare the computational form of the algorithms. The four analysis 
techniques indicated consistent results for the three two-point boundary value problem algorithms 
considered. Applications of two-point boundary value problem algorithms occur in problems of 
nuclear eactor heat transfer, pollution control, fluidics, vibration and magnetics. 
1. INTRODUCTION 
Currently, there are methods available inthe fields of 
computer science and numerical nalysis for analyzing 
and evaluating algorithms within computer programs. 
The subject of this paper involves the implementation 
of a maximum absolute rror algorithm comparison 
criterion within the structure of the following three 
analysis techniques : 
(1) efficiency-optimality measure, 
(2) instruction frequency measure, and 
(3) local time and storage analysis. 
These techniques valuate three Invariant Imbedding 
Two-Point Boundary Value Problem(,TPBVP) algorithms; 
Two Sweep Riccati (TSR), One Sweep Transmission 
(OST), and One Sweep Riccati (OSR). The adaptation 
of the analysis techniques to the problems and the 
numerical routines prodding the most efficient 
algorithmic problem solution format are illustrated 
for further understanding of the computational 
characteristics of the algorithm's computational com- 
phxity expressions. 
Previous conventional nalysis of the TPBVP algorithms 
by Vandevender [1,2] and Scott [2] have not included 
the computer science and numerical nalysis techniques 
utilized here and in Niznik-Walter and Cohen [5]. The 
results of Niznik [22] emphasized the complete details 
of the stability aspects of the algorithms and the prob- 
lem's computational solution format. The analysis 
techniques are described insection 2and the algorithms 
follow in section 3 to allow an overview of the mathe- 
matical structure of the analysis. The algorithm com- 
plexity analysis (section 5) is developed after the de- 
scription of the algorithms and the specific problems 
considered (section 4). 
These methods of algorithm analysis coupled with the 
comparison criteria can be used for evaluating other 
optimal control system algorithms. 
2. ALGORITHM ANALYSIS TECHNIQUES 
2.1. Solvability criterion 
The basic riterion [3] which must be realized by three 
of the analyses, i.e. efficiency-optimality measure, 
instruction frequency measure, local time and storage 
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analysis, is the accuracy of the algorithm data com- 
pared to the analytical solution for the two respec- 
tive problems tudied. The bails of this criterion is 
the numerical method of error computation [4] for 
computing the error(k-th decimal accuracy) for each 
solution point for each algorithm. The k-th decimal 
accuracy or k-th significant decimal places compari- 
son with the analytical solution is defined as : 
I E I•  1 x 10 -k (1.1) 
2 
where [ E I = absolute rror for each algorithm. 
The maximum absolute rror for each algorithm and 
a specific problem j is : 
(ME)j = IElmaxj = I analytical solution x
- algorithmic solution x 11 max value 
I v x~ (x0,L i (1.2) 
The determining factor of this point of comparison 
for the three algorithms in each problem is the value 
of integration i crement of the Runge Kutta proce- 
dure, characteristic of each algorithm solution. At this 
integration i crement, each algorithm solution for a 
specific problem exhibited the same maximum absolute 
error (ME) (decimal accuracy) for a certain umber of 
data points. The three algorithm analysis techniques 
were applied to the algorithm's k-th decimal accuracy 
solution for each problem. 
2.2. Efficiency and optimality analysis 
The efficiency-optimality analysis is presented by 
Pager [23] in the theoretical terms of a Turing ma- 
chine. Formally a Turing machine is defined as a 
5-tuple C A, S, lJ, p, 8 ] where, 
A -- {a0,..., a n) , the alphabet 
S = {s 0 ..... s n ) ,  s O is the start state 
the next state function : v :'S x A -- S 
the output function : p : S x A-~ A 
algorithmic ontrol motion ~ : S x A -- {left, right, 
halt). 
Practically, aTuring machine contains an infinite tape; 
a reading and writing head and algorithmic control. 
The underlying idea in Pager's [6] theoretical develop- 
ment (initially stated by Shannon [7]) is : 
total length of a Turing machine = number of states 
x number of alphabet members. 
The analogy in algorithm analysis is : 
total length measure of computer algorithm (program) 
= computer time x program space. 
The theory begins with the basic premise that a func- 
tion f(n) is partial recursive over a set of arguments S.
This means there is a Turing machine Z such that 
f (n)(x I ..... Xn) = U [minyT n (z, x I ..... Xn,Y)], 
*¢ (x I .... ', Xn) ~ S, (2) 
and Z calculates f over S. 
Here, 
y is a partially recurilve set of arguments x I ..... x n 
computed by Z. Therefore, y bounds the number of 
steps of the computation. 
T n (z, x t ..... x n, y) is the primitive recursive predicate 
of the machine inputs. This means program (machine) 
Z on input x I .... , x n, halts in u steps at output v and 
y = 7up v. Also, T n is the string of all possible values 
included in the partially recursive alphabet for Turing 
machine Z. 
U(y) is the exponent of p in the prime factorization 
of y, i.e. the primitive recursive of the minimum of aU 
T n size strings. 
Consulting Davis [8], this infers that not all input 
arguments (computable sequences) for machine Z go 
to completion. Therefore, only certain arguments 
(problems), provide input strings to Z which can be 
successfully computed. The timing involved to com- 
pute argument (x I . . . . .  Xn) for Turing machine Z is 
E(z, x I ..... Xn). The space M(z, x 1 ..... Xn) is the sum 
of the problem space and the work space, p(x I ..... Xn) 
is the probability that it will be possible to compute 
f(x I ..... Xn). Then, p(x I ..... Xn) is > 0 only for 
(x I ..... Xn) in the domain of f. The space-time measure 
7n(Z ) of a Turing machine Z is given by the following 
relation :
7p(Z) = 1 -  [ Xl,...~,Xn = 0 P(Xl ..... Xn) P(z,x I ..... Xn) 1 
(3) 
where c = number of computations (algorithms) im- 
plemented to solve the problems (arguments) that 
satisfy equation (3). 
The function p(z, x I ..... Xn), the space-time measure, 
is a product measure for computations performed 
within computer programs. CAll computations are 
performed here on the same computer for continuity 
of resulting storage and time measurements). This 
measure of a computation of a Turing machine Z for 
argument (problem) (x I ..... Xn) is an increasing 
recursive function of both E (z, x I ..... Xn) and 
M(z, x I . . . . .  Xn). 
2.3. Application of efficiency-optimality measure 
theory 
The adaptation to the space-time measure product 
indicates the following analogies between the com- 
puter program algorithm and the Turing machine : 
(1) States of a Turing machine and the instructions of 
a computer program. 
(2) The input tape of a Turing machine and the input 
data of a computer program. 
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(3) The Turing machine algorithmic control and the 
computer program algorithm. 
(4) The output ape history of a Turing machine and 
the work space of a computer program, i.e., the 
work space is measured in terms of a Turing ma- 
chine as the maximum tape expression at time t. 
However, Pager's examples use an additive summa- 
tion of space and time to compute the space-time 
measure for a Turing machine. The units of the 
individual measures of bytes for storage and 
seconds for time in a computer program require 
that the Shannon formulation be utilized for these 
computer algorithms. 
(5) z i represents each algorithm; i = 1, 2, 3. 
(6) ~j represents he problems (arguments) that are 
included in the partially recursive alphabet. Here, 
j = 1, c = 2 since there are certain input arguments 
for which the computation will not go to comple- 
tion. 
(7) p~j (x I ..... Xn) for each ~j are represented ask i 
and are assigned the following probabilistic weight- 
ings in section 6 : P~I > P~2' P~I < P~2 and 
P~I = P~2' where ~1 = Problem I and ~2 = Prob - 
lem II. 
(8) The ~j for each algorithm were written in an ef- 
ficient manner, i.e., separate programs of the same 
algorithm for each problem. Therefore, the pro- 
gram space changes for each ~i to allow more ef- 
ficient implementation f the algorithms. This 
procedure agrees with Pager's definition of two 
Turing machines having the same behavior if they 
perform the same sequence of tasks for each 
argument. 
Equation (3) is now expressed in the following ener- 
alized form : 
optimality of z i = ?P~c (zi) 
- -~- LJ =1 PJ #(zi' xl ..... Xn) (4) 
efficiency of z i = 1 (5) 
Vp~. c (zi) 
2.4. Frequency analysis 
The local analysis utilizing a frequency counting pro- 
gram, written by D. IngalLs [9] and based on the 
theory ofD. E. Knuth [10, 11, 12] is an empirical 
evaluation which provides a time cost connected with 
the number of iterations (frequency) a particular 
instruction of a program performs. The total frequency 
count [9] for an algorithm yields a numerical value for 
all of the executable statements herein. 
2.5. Local time and storage analysis 
A local analysis to compare algorithms i one which 
investigates the important characteristics of some 
algorithms under "worst case" and "best case" input 
conditions. Therefore, using a local analysis, the three 
algorithms presented are evaluated in terms of execu- 
tion time* and storage for the two problems con- 
sidered. 
3. THE ALGORITHMS 
The Denman and Cohen [13] Invariant Imbedding 
Algorithms in this evaluation;One Sweep Transforma- 
tion COST), Two Sweep Riccati (TSR) and One Sweep 
Riccati (OSR) were derived from the fundamental 
matrix to provide numerical solutions for linear two 
point boundary value problems [14]. Invariant imbed- 
ding is defined here as the response of a linear system 
for x ~ [x0, L], which is determined for a response 
independent ofall x ~ [x 0, L]. The principle of in- 
variant imbedding was applied in the form of invariant 
matrices for solving subproblems imbedded in 
x ~ [x0, L]. The axis nomenclature used for expres- 
sing the operations in space in the imbedded area is 
described in fgure 1 where .x0 indicates a variable left 
boundary of increasing thickness. The basic inhomoge- 
neous tate equation format illustrated in the prob- 
lems considered is : 
X(x) = A(x) X(x) + F(x) 
where 
A Ix/is an n x n matrix, 
X (x / is an n x 1 state vector composed of U(x) and 
V(x/, both (-~) x 1 state vectors, and 
F Ix/is an n x 1 forcing function vector. 
The TPBVP characteristic is observed in the boundary 
conditions U(x0) and VII. ). The t~mal computation i  
all three algorithms for solving this problem format is 
the following state equation solution in terms of the 
two g~ven boundary conditions, U(x0) = 1 and V(L) = 0: 
U(x) = @11(L,x, x0) U (x0) + J1 (L'x'x0) (6) 
V(x)-- ~21 (L'x'x0) U (x0) + J2 (L'x'x0) (7) 
where ~11(L,x, x0), ~21(L,x, x0) , J l (L,x, x0) and 
J2(L, x, x0) are solutions to the Riccati equations of 
each algorithm. 
I } t 
T 0 x L 
Fig. 1. "Medium" nomenclature. 
* Computed by subroutine TIMER at the University of 
Rochester Computing Center. 
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3.1. One sweep transformation algorithm 
The OST algorithm [13] integrates the following 
transmission, reflection and internal source differen- 
tial equations (8, 11; 9, 10; 12, 13), respectively, to
compute values for the transformed equations (6 7 
and (7). 
Set B lb11(x, x0) = All(X)Pll(X, x0) 
- P12(x, x0)A21(X)Pll(X, x0) (8) 
I~12(x, x 0) = A11(x)P12(x, x0) + A12(x) 
- P12(x, x0) • A21(x ) P12 (x, x 0) 
- P12(x, x0) A22(x) (9) 
,1~21(x, 0) = _ P22(x, x 0) A2 l(X)P 11( x, x 0) 
(107 
I l~22(x'x0)=-P22(x'x0)A21(x)P12(x' x07 
I 
Set A- / ~ P22(x ,  K07A22 (~) 
(11) 
/ 
~-Hl(X,X0) = Fl(X ) + [All(X) 
- P12(x, x0)A21(x)lHl(X, x07 
- P12(x, Xo) F2(x ) (12) 
H2(x,x07 = _ P22(x, x07 [F2(x) 
+ A21(xTH1(x,x0) ] (13) 
Initial conditions : P(x 0, x0) = I, l~(x 0, x0) = 0 
Set E -  -1 
~11(L,x,x07 = Pl l(L,x)Pl l(L,xo) (14) 
--1 
~21 (L'x'x0) = P22 (x'x0)[P21(L'x0) 
- P21(x,x0)] (15) 
-1 
J l(L'x'x0) = Pl l  (L'x)[fil(L'x0) 
- Iq I (L,x)] (16) 
J2 (L'x'xo) = P21 (X'Xo) [~ 2 (L'xo) 
- FI2(x,x0) ] (17) 
Referring to the flow chart in figure 2 for the OST 
algorithm outline, the solution for each point is avail- 
able after all of the sweeps Cone sweep for each data 
point) have been completed. 
3.2. Two sweep Riccati algorithm 
The TSR algorithm [13] and the OSR algorithm [13] 
require the integration of the following Riccati differ- 
T 
PATH 
OF 
SINGLE 
SWEEPS 
t 
I J" EQNS. PIj AND 1~i ESET A'] FROM Xo~'X J
LC. APPLIED AT Xo 
J STORE: P21,Pz2ANDi~ 2 AT EACHX J 
I AT X: ADJOIN SET B EEQNS. P,,, ~>12 AND H','] APPLY THE T C. FOR SET B 
I 'fALL EQNS IN SETS A AND B FROM X--~k I 
I 
I"'"COMPUTE: UCX) AND V(X) ] 
Fig. 2. One sweep transformation flow diagram. 
ential equations in the process of their solution steps. 
Riccati differential equation 
--  S21(x,L)= A21(x ) + A22(x)S21(x,L ) 
- S21(x,L) A11(x7 
- S21(x,L)A12(x) S21(x,L) (18) 
initial conditions : S21(L,L ) = 0 
Set C -- where : 021(L,x0,~0) x0 = x0 S21(x0,L). 
Riccati forcing function differential equa- 
tion 
fi2(x,L7 = F2(x ) -S21(x,L)F1(x) 
+ A22(x)H2(x,L) - S21(x,L)A12(x)H2(x,L ) 
_ (19) 
initial conditions : H2(L,L 7 = 0 
= where: J2(L'x0'x-0),l~-0--x0 H2(x0'L) 
Refer to f~ure 3 for the TSR algorithm format. 
--T . . . .  IAPPLY LC."OTO RICCATi D.E. AT Xo J / I, I SET COUMT G-'¢,-O I i, -I_. c,,-¢---~ + I > 
J Z RICCATI D'E" FROM L'>" ( L- ' I  ) J 
ONE J RICCATI FORCING FCN. D.E. FROM L~(L - . I )  
_l JAr xo : STORE mCCATI ek RlCCATI FORClN¢ eCN.VAL,UESI 
SWEEP 
TWO 
J COMPUTE: v(xo), UN~N 9OLN. EQN. Lc.J 
Ii, 
JlNTEGRATE, SOLN. ~S.  FROM Xo--~L J 
Fig. 3. Two sweep Riccati flow diagram. 
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3.3. One sweep Riccati algorithm 
The additional equations (20), (21), (22), (23) are 
necessary to compute the OSR algorithm [18]. 
Transformed differential equations 
- -  a~l l (L ,x ,g0)__~011(L ,x ,g0) [An(g0  ) 
0 
+ A12(x--0) ~21(L'x-0'x--0)] I x = T 0 (20) 
Set D-  initial condi t ions:  ¢ ,11(L,~0,g0)  = I 
aC~21(L,:,,g o) 
- - ¢J 21(L'x'~-0)[A11(~-0) 
ag o 
- -  + A12(x0) ~21(L'x0'x0)] Ix = x0 (21) 
initial conditions: ~b21(L,~0,~0)= S21(~0,L) 
Transformed forcing function differential equations 
- -  a J1 (L,x,~0) 
- - ~ 1 l(L'x'~-0 ) [F 1 (~0) 
a~ 0 
+ A12(x'0)J2(L'x0'x0)] {x = x-0 (22) 
Set D - initial conditions : JI(L,~0,~-0) = 0 
aJ2(L'x"~'0) _ ~ 21(L,x,~-0) [ F 1 (-~-0) 
- -  + A12(~0)J2(L'~'0'~0)] [ x = ~'0 (23) 
initial conditions : J2(L,~-0,~-0) = H2(x-0,L )
Equations (20)-(23) hold for all x0 < x. 
The steps required to compute the solution to the 
OSR algorithm are indicated in figure 4. 
It is noted here that the OST and OSR algorithms 
transform an unstable set of solution equations to a 
-T- 
ONE 
SWEEP 
PER 
DATA 
POINT 
_L 
I • I ,N > 
# 
[~ RICCATI D.F'&RICCATi FOIRClN(; FCN. D.E.I'sETc3 FROM L--~-x 
T X: ADJOIN TRANSFORI~ED&~FORMI[D 
FORCING FCN. D.E.'s [SET D3. 
APPLY VALUES FI~OM IMTESRATING 
SETC VO X, AS tC. FOe SET O. 
/ 
I f  sET c,D m~ x----~-Xo I 
ICOMPUTE VALUE OF AL~I:RI!~D SOLN. EQNS. AT X I 
I STOP I 
Fig. 4. One sweep Riccati flow diagram. 
stable set for their necessary integrations. However, 
the TSR algorithm uses the original problem equations 
to obtain the fmal solution once the initial conditions 
have been computed. Therefore, the solution equa- 
tions for the TSR algorithm ay be unstable. 
4. PROBLEMS CONSIDERED 
Two problems were chosen to provide a worst case 
and a best case digital simulation of each algorithm. 
Problem I is the reduced system of ordinary differen- 
tial equations for a lumped parameter control problem. [1 
= (24) 
L,(x)j -2 Lv(x)j 
Initial conditions : u(x0) = 1 
v(L) = o 
This problem does not require the matrix formulation 
property or the forcing function of the algorithms. 
Therefore, the computational form of each algorithm 
for Problem I will be of minimal complexity. Problem 
II, the worst case application, isa distributed optimal 
control system in the form of a hyperbolic system of 
partial differential equations. 
au(x,t) au(x,t) = -u -v. (25) 
at + ax 
I.C. 
I u(x, 0) = h(x) = 1, 
u (0, t) = g(t) = 1, 
xE (0, L) l 
t ~ (0, t) j 
av(x,t) + av(x,t) =-u  + v (26) 
at ax  
i.c. (v(x,T)-- 0, x t0, 
v (L, t) = 0, t ~ [0, T] J 
Referring to the derivation in Appendix I, the method 
of lines [14, 15] is used to transform the partial differ- 
ential equations into.a set of ordinary differential differ- 
ence equations. Equations (25) and (26) are discretized 
in the time variable by the unique substitution of the 
forward difference approximation for au(x, t ) /at  and 
a backward ifference for av(x, t)/a t. Therefore, the 
resulting solution equations for algorithmic computa- 
tion are inhomogeneous and also require the matrix 
formulation of the algorithms. 
Forward difference : 
dUi+ l(X) _ 
-1 [Ui+l(X) + Ui(x)]_Ui+l(X) _Vi+l(X) 
dx At 
(27) 
Backward ifference 
dVi(X)dx - At-1 [~r i+l(x ) + Vi(x)] _ Ui(x ) + Vi(x ) (28) 
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where, 
i = 0 ..... N -1, N = number of intervals between xi 
and L. 
At must meet the requirements that : 
ll) It is a non-repeating decimal number to avoid un- 
necessary round-off error, and 
(2) The term 1/At must result in a divisor that is an 
integer multiple of 2 to ensure that Ui/x ) and 
Vi(x ) have the same number of equations. 
Problems I and II can be solved for the same data 
points along the x axis by realizing that when the 
method of characteristics is used for Problem II, the 
solution points are analogous to those in Problem I. 
All integration i  Problem I is along the x axis where- 
as in Problem II these data points exist on the charac- 
teristic diagonal line (length = 1). Refer to figure 5 for 
a graphical explanation of the computation of equiva- 
lent solution space data points. Refer to figure 6 for 
the matrix form of the Problem II solution equations. 
integration, which could be adapted to the matrix 
formulations necessary in Problem II, The version of 
the classical fourth order Runge-Kutta technique [16] 
implemented was developed to avoid the overhead of 
calling a subroutine. This inline routine made optimum 
use of the following two facts inherent in the inte- 
grable equations : 
(1) The independent variable xn never appears to the 
right of the equal sign. 
(2) The coupled property of the algorithm equation 
formulation produces functions which are constant 
within an integration i terval of the dependent 
variable. These functions change at a f~xed value of 
the independent variabh as a function of the interval 
on which the boundary value problem is specified. 
Refer to Figure 7 for the flow chart of this special 
Runge-Kutta routine. (The Runge-Kutta routine in 
Vandevender and Scott is not inline and does not have 
the characteristics of this Runge-Kutta routine). 
5. NUMERICAL ROUTINES(*) AND COMPUTA- 
TIONAL CONSIDERATIONS 
The development of the computational form of the 
algorithms for both problems required an efficient 
manner of performing a fourth-order Runge-Kutta 
(*) All computat ions referred to in this section were made on 
the IBM 360/65 computer in FORTRAN G. 
i 
u(x.) .o l  
k.._2 
0.0  .I .2.3.4.5.6.7.8.9 In X 
(SOLUTION SPACE- PROB. I 
.81],?i_. . . . . . .  -e  ! I .7 . . . . . .  • I 
u(C~t)=16 ~- . . . . .  ,= ; I I 
I ' I 
II 
(SOLUTION SPACE- PROB.2) 
Fig. 5. Graphical representation f problem spaces. 
i (xf 
)z(x) 
:Is(x) 
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¢ I [X]  
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Al l  A I2 
.i, .~ .  Io-, ~ . - I  i.(x)" 
~-. ! ~ o- i  ( ~1 uzm 
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e - .  ~ I o-~ ~ 1  u4(x) 
io- I i  I o - i  | us(x) 
e- .  I o-, / us(x) 
( ,~  io-,, ( ,~  o-, I u,(x, =o-. I o-t uocx) 
/ ~- . I  \ . . _ J  o-~1 ugcx) 
o .-Is VOlX) 
- i s  ~ I H-is /~  I w(x) 
-,o , S .-.o ( v,(x, 
- i s  ~. ) I .-~o X. / I  v=x) 
-=o " - /  I .-is ~ I wm 
-,o ,,-,o / v,(x) 
L J -m I~ ) .-=o I w(x) 
- I s  ~ tl-lo I vs(x) 
-mt ~ .W(XL 
'[z, ~" 
N = I /~ I=10,  ( I lk ,  i t  I ) = I I 
Fig. 6. Matrix formulation 
+ o i 1 
~ M "-- 1,4 f -  
I CALCULATE K M I 
I STORE YN I 
r.2~ T 
3~T 
I M=I CALC 1/6X,-K I I 
M=4 CALC 1/6~K41 +T 
, I 
M=2 CALC YN~-YN+.SKli~- i 
M=3 CALC Y . - -Y .+.S~21~ +, 
I CALCULATE I/6')('2~'K2 ~ 
ICALCULATE Y."YW'K31 L 
IYN4.r,,-YN-t- I/6'X- (K t "t '2K2+2K3 4"K4) 
I c°NTINuE I 
I 
Fig. 7. Runge-Kutta flow chart. 
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A matrix inversion routine was required to implement 
the OST algorithm in Problem II. The IBM Scientific 
Subroutine MINV, which performs amatrix inversion 
by the Gauss Jordan method with a full maximal 
pivoting technique was chosen since it dealt with ill- 
conditioned matrices. The number of operations for 
n 
this routine was 0[n 3 + 5n 2 = Z (n-k) 2] for an 
k=0 
n x n matrix. The 0(n 3) was incorporated for MINV 
in the algorithm operational complexity expressions 
n 
since the terms [Sn 2 + Z (n-k) 2] have little effect 
k=0 
for large n. If the IBM MPS 360 linear programming 
routine is used, the operational complexity for matrix 
inversion is reduced to 0(n3/2). 
The operational complexity for each algorithm is 
observed to be : 
OST algorithm complexity =0[a(22n 3+ 6n 2) + 4n 2] 
TSR algorithm complexity =0[a(8n 3+ 4n 2) + n 2] 
OSR algorithm complexity 
= 0 (a[/3 (8n 3) + 7 (6n 3 + 4n2)] + 4n 2} 
where 
a = number of integration i crements between x0 and L 
= number of integration i crements between L and x 
-- number of integration i crements between x and x 0 
n x n = dimensions ofPij , Sij, Aij, ~ij ° 
The complexity attributed to various torage opera- 
tions in these algorithms can only be observed in the 
optimality-efficiency measure, the Knuth measure 
and the individual storage and time measures. It is 
further observed that the major contribution to the 
operational complexities i  the number of solution 
integration i crements required for increased ecimal 
accuracy. 
5.1. Dcl~mition of error 
The following three types of error are components of
the maximum absolute rror : 
(11 "Ori~nal data error" occurs in the TSR and OSR 
algorithms. The initial conditions 
V(x0) = $21(L, x0)U(x0) + H2(L, x0) for TSRand 
~21(L,x,~0) =S21(L,x ), J2(L,x,x- 0) = H2(L,x ) 
for OSR are calculated within these two algorithms 
and are used in further calculations as terminated 
decimal numbers. 
(2) "Roundoff error" is inherent in the computing 
device since it can carry only a fmite number of 
decimal places (16 decimal digits or 16 characters 
represented by 8 bytes in the 360/65). This error 
is due to truncation of the next decimal place. 
(3) "Truncation error" directly affects each of the 
three algorithms in the following manner : 
(a) The fourth order Runge-Kutta routine required 
within each algorithm is a truncated series approxima- 
tion of an exact infinite series. The size of the integra- 
tion interval h attempts to counteract this error. How- 
ever, the roundoff error due to the finite number of 
decimal places, causes the new value for each of the 
Runge-Kutta steps to have incorrect values (accumu- 
lated roundoff error). This then results in extra global 
error for the total integration. The local error term for 
the Runge-Kutta method is 0(hS) and the global error 
is 0(h4). 
(b) In Problem II the discretization error ~ (At) m, 
where m is the order of the differential pproximation, 
is considered as a type of truncation error. This error 
is usually compensated for by decreasing At sufficiently. 
However, the decrease in At is limited by the user stor- 
age in the computer available and the type of matrix 
conditioning required. 
(c) The inversion ecessary in the OST algorithm for 
the matrix format problem results in a type of trunca- 
tion error. 
6. COMPUTATIONAL RESULTS 
Coupling the efficiency-optimality equations with the 
techniques of numerical analysis and checking them 
with the frequency and storage-time analysis, the fol- 
lowing results are observed. It is further noted that 
these results exist for Problem II when O = 1 in the 
forward difference quation (27) and O =0 in the 
backward ifference quation (28), in accordance with 
the phenomenon of "persistent discretization error", 
[3, 4] for determining the relation of At and Ax in a 
stable overall solution. 
In table I, one place decimal accuracy ([E [max = .074) 
is illustrated for Problem II and the corresponding 
discrete time increment required to achieve this deci- 
mal accuracy for the three algorithms in the Problem 
II configuration. For Problem I (table I), the discrete 
space increment Ax = .1 realized at least two place 
decimal accuracy for the OSR algorithm and four and 
five place decimal accuracy for the OST and TSR 
algorithms. Therefore, the resulting space and time 
measures for the Ax intervals listed in table I for Prob- 
lems I and II were those selected for intercomparing 
the algorithms with the efficiency-optimality, nstruc- 
tion frequency, and local storage and time comparisons 
in tables I, II and IlL Table IV illustrates a local com- 
parison of the efficiency-optimality of the three 
algorithms and their corresponding discrete time 
measure to achieve three place decimal accuracy, i.e. 
OST (At = .1), TSR (At = .1) and OSR (At= .00625). 
Therefore, the OSR algorithm required a finer discretiza- 
tion interval than the OST or TSR algorithms to pro- 
duce three place decimal accuracy. 
7. CONCLUSIONS 
It is apparent that the problems chosen are solvable 
with these algorithms, ince the solutions are stable 
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TABLE I. Digital optimality-efficiency analysis data 
Algorithms 
i i 
i i 
PROBLEM I 
im 
ONE SWEEP 
TRANSFORMATION 
J i 
TWO SWEEP 
RICCATI 
i i .  
ONE SWEEP 
RICCATI 
i i i 
At 
.1 106 
.1 68 
.1 73 
PROBLEM II 
i i 
ONE SWEEP 351 M 
TRANSFORMATION .05 91 S 
i , 
NO. OF 
EXECUTABLE 
STATEMENTS 
TWO SWEEP 
RICCATI .05 227 
ONE SWEEP 
PdCCATI .025 300 
EXECUTION 
TIME 
(s) 
EXECUTION 
PROGRAM 
, SPACE 
(bytes) 
STORAGE 
PROGRAM 
SPACE + 
WORK 
SPACE 
(bytes) 
MAXIMUM 
ABSOLUTE 
ERROR 
• 09 22,288 26 K .0000092 
i 
.04 21,440 26 K .0000476 
i 
.11 21,528 26 K .00734 
169.24 95,904 100 K .074668 
8.35 37,816 56 K .0744596 
294.04 35,336 60 K .0740608 
within the boundary conditions chosen, even though 
both problems have unstable characteristic roots. 
The combination of the recursive algorithms solved 
for a stable selection of At and Ax and the decom- 
position of the problem into subintervals via invariant 
imbedding makes it possible to literally "jump" over 
singularities. The efficiency-optimality analysis in- 
dicates that the TSR algorithm is the most optimum 
and efficient since it has the smallest optimality 
measure and the largest efficiency measure for the 
three probability relations chosen. The OST algorithm 
and the OSR algorithm, respectively, are second and 
third in optimality and efficiency. An anomaly results 
here since the TSR algorithm should be less accurate 
than the OST or OSR algorithms for a given Ax Runge- 
Kutta integration i crement. The TSR integration 
performed on the examples here is with unstable solu- 
tion equations. The frequency count analysis indicated 
the order of increasing frequency count (beginning 
with the lowest) for both problems as (1) TSR, 
(2) OST, (3) OSR. The local storage and time analysis 
proved that the TSR algorithm required the minimum 
execution storage and time for both problems. This 
characteristic is due to the TSR algorithm's minimal 
amount of manipulation oforiginal data. The OSR 
algorithm required the maximum time and storage 
and the OST algorithm was the most accurate when a 
comparison was made for a certain decimal accuracy 
in Problem I. 
Evidently, the three types of error encountered in these 
digital solutions, original data error, roundoff error, 
and truncation error, mask the theoretically proven 
instability of TSR in comparison with the OST and 
OSR algorithms. This is observed since the data manipu- 
lations of the OSR and OST algorithms are subject o 
the largest amount of original data-error buildup of 
the three algorithms. The error buildup for TSR would 
have been substantially larger if the imbedding interval 
was greater than x = 1. Therefore, the three types of 
analyses yielded consistent results comparable with 
the algorithm operational complexities. 
A practical application of this class of problem is in 
heat transfer where a heat exchanger is controlled by 
wall flux or wall temperature manipulation, i.e. a free 
terminal point. Also, problems involving the optimal 
heat removal rate in a tubular eactor with a tingle 
reaction and radial diffusion can be represented by
the sets of equations considered here. 
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TABLE II. Efficiency-optimality analysis 
Algorithms 
I I 
I I 
ONE SWEEP 
TRANSFORMATION 
TWO SWEEP 
RICCATI 
ONE SWEEP 
RICCATI 
P¢ l /  
/- 
SPACE x MEASURE 
TIME (byte x s) 
PROBLEM I PROBLEM II : 
OPTIMALITY 
(TOTAL SPACE-TIME 
MEASURE) 
7p~c (zi) 
i •  i 
468 13,539,200 677,194 
"~~.2  1,872 3,384,800 847,604 
" .~ .5  1,170 8,462,000 4,231,585 
208 374,080 187,144 
832 93,520 47,176 
520 233,800 117,160 
572 14,113,920 7,057,246 
2,288 3,528,480 1,765,384 
1,430 8,821,200 4,411,315 
EFFICIENCY 
(z i) P~'c 
1.4882 x 10-5 
1.1797 x 10-6 
2.3631 x 10 -7 
5.3434 x 10 -6 
2.1197 x 10 -5 
8.5353 x 10 -6 
1.4169 x 10 -7 
5.6644 x 10 -7 
2.2668 x 10 -7 
• TABLE III. Frequency and execution time analysis 
ONE SWEEP TWO SWEEP ONE SWEEP 
TRANSFORMATION RICCATI RICCATI 
Algorithm ALGORITHM ALGORITHM ALGORITHM 
i i, i 
, i 
PROBLEM I 
FREQ. COUNT 
i 
EXEC. TIME (s) 
• i i i i • 
PROBLEM II 
FREQ. COUNT 
EXEC. TIME (s) 
43,863 10,908 578,348 
.09 .04 1.21 
114,679,424 
i 
6,162,398 
, r  
8.35 169.24 
231,542,981 
294.04 
Problem I data-3 place decimal accuracy 
Problem 2 data-1 place decimal accuracy 
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TABLE IV. Decimal  accuracy analysis - Problem I
Algorithms 
(Problem I) 
J i i 
OST 
i i 
TSR 
OSR 
Number  o f  
executable 
statements 
106 
Execut ion 
t ime 
(s) 
0.09 
Execut ion 
program space 
(bytes) 
22,288 
Storage 
program space 
+ work space 
(bytes) 
26 K 
26 K 
M a x i m u m  
absolute ~ error 
ME = [Elma x 
0.0000092 
At  
0.1 
68 0.04 21,440 0.0000476 0.1 
HI 
73 1.21 21,600 26 K 0.0004870 0.00625 
REFERENCES 
1. VANDEVENDEK W. H. : "On the stability of an in- 
variant imbedding algorithm for the solution of t~vo- 
point boundary value problems", SAND 77-1107, 
August, 1977. 
2. SCOTT M. P., VANDEVENDEK W. H. : "A comparison 
of several invariant imbedding algorithms for the solution 
of two-point boundary value problems", Applied Mathe- 
matics and Computation, (1975), 1,187-218. 
3. NELSON Jr. P. and ALTON D. W. : Proceedings AICA- 
IFIP Conference on Hybrid Computation, (1970), 
August 31- September 4. 
4. PARKER I. B. and CKANK J. : "Persistent discretization 
errors in partial differential equations of parabolic type", 
Computer Journal (1964), 7, 277-292. 
5. NIZNIK-WALTEK C. and COHEN G. H. : "An analysis 
of optimal control system algorithms", FJCC '72 AFIPS 
Conference Proceedings, (1972), 41, I, December, 407- 
414. 
6. PAGER D. : "On the efficiency of algorithms", Journal 
of the ACM, (1970), 17, 4, 708-714. 
7. SHANNON C. E. : "A universal Turing machine with 
two internal states", Automata Studies, Study 34, 
Edited by C. E. Shannon and J. McCarthy, (1956), 157- 
165. 
8. DAVIS M. : Computabaity and Unsolvability, McGraw- 
Hill Book Company, (1958), New York. 
• 9. INGALLS D. : "FETE-A FOKTKAN execution time 
estimator", Fortune user's guide, Technical Memo ~18, 
University of Kochester Computing Center, (1971), 
December. 
10. KNUTH D. E. ; "An empirical study of FOKTKAN pro- 
grams", Stanford Artificial Intelligence Project Memo 
AIM-137, Computer'Science D partment, Stanford Uni- 
versity, Report No. CS-186. 
11. KNUTH D. E. : "The analysis of algorithms", Proceedings 
International Congress of Mathematics, Nice, (1970), 
September, 49-62. 
12. KNUTH D. E. : "Mathematical nalysis of algorithms", 
Stanford University Computer Science Department, 
STAN-CS-71-206, (1971), March. 
13. DENMAN E. D., COHEN G. H. : "One and two sweep 
methods of solving linear two-point boundary value prob- 
lems", U.S.C. Department of Electrical Engineering 
Technical Keport No. 70-39, (1970), August. 
14. COHEN G. H., NIZNIK-WALTER C. : "Hybrid computer 
solutions of partial differential equations using invariant 
imbedding techniques", Proceedings of Sixth Annual 
Princeton Conference on Information Sciences and Sys- 
tems, (1972), March, 302-306. 
15. JAIN A. K., COHEN G. H. : "A method of characteristics 
and invariant imbedding for distributed control problems", 
Lecture Notes in Operations Research and Mathematical 
Systems, 52 Invariant Imbedding, Edited by R. A. Bell- 
man and E. D. Denman, Springer-Verlag, (1971), 68-86. 
16. GEKALD C. W. : Applied numerical analysis, Addison- 
Wesley Publishing Co., (1969), Phillipines. 
17. ARBIB M. A. : Theories of  abstract automata, Prentice- 
Hall, Inc., (1969), 125-163, Engiewood Cliffs, N. J. 
18. BELLMAN K. E., KAGIWADA H. H. and KALABA R. 
E. : "Invariant imbedding and the numerical integration 
of boundary-value problems for unstable linear systems 
of ordinary differential equations", Communications of
the ACM, (1967), February, 10, 2,100-101. 
19. FORSYTHE G. E., WASOW. W.R. : Finite difference 
methods for partial differential equations, John Wiley, 
(1960), New York, London, Sidney. 
20. GARABEDIAN P. R. : Partial differential equations, 
John Wiley (1964), 121-127, New York, London, Sidney. 
21. GEAK C. W. : Numerical initial value problems in ordinary 
differential equation, Prentice-Hall Series in Automatic 
Control, Prentice-Hall, Inc., (1971 ), Engiewood Cliffs, 
N.J. 
22. NIZNIK C. A. : "An analysis of two-point boundary value 
problem algorithms", Master's Essay, Department of 
Electrical Engineering, University of Kochester, (1971), 
December. 
23. PAGEK D. : "On the problem of finding minimal pro- 
grams for tables", Information and Control, (1969), 14, 
550-554. 
24. KABIN M. O., WANG H. : "Words in the history of a 
Turing machine with a fixed input", Journal of the ACM, 
(1963), October, 10, 4,526-527. 
25. RALSTON A. : A first course in numerical analys/s, 
McGraw-Hill Book Co., (1965), New York. 
26. KEDHEFFEK K. : "Difference quations and functional 
equations in transmission line theory", Modem Mathe- 
matics for the Engineer, McGraw-Hill, (1960), 282-337, 
New York. 
Journal o f  Computat ional  and Appl ied Mathematics, volume 6, no 3, 1980. 210 
APPENDIX I [19, 20, 21, 15, 26] 
Graphical description of the CSDT approximation 
method 
The method of lines allows the replacement of partial 
differential equations (25) and (26) by a set of ordi- 
nary differential equations (27) and (28). A discretiza- 
tion in the time variable (Continuous Space Discrete 
Time, CSDT) by the unique substitution of the for- 
ward difference approximation for au(x, t)/at, and a 
backward ifference approximation for av(x, t)/a t is 
then made. Specifically, the CSDT method of approxi- 
mation is applied by taking in the (x, t) domain a 
sequence of equi-spaced straight lines parallel to the 
x axis. Then, 
u(x, t i+ 1) - u(x,t i) u(x, ti+ 0) - u(x, t i) = (29) 
At OAt 
where, 
u(x, t i+ 0) = 0 [u(x,t i +1) - u(x, ti) ] + u(x, ti) 
= 0(u, t i+l )  + (1-0)u(x,  ti) 
and 
0 u (x, t i + 1) + (1 - 0) u (x, ti) = weighted average and 
boundary value. 
Then, 
u(x, t i+ 1) -u(x , t  i) au 
(x'ti OAt) At at + 
aUi+l _ u (x ' t i+ l ) -U(X ' t  i)
at At 
where, 
u(x, ti) =A Ui(x ) 
and 
aVi+l _ v(x, t i+ l ) -V (x ,  ti) 
at At 
where 
v(x, ti ) A= Vi(x). 
Now, equation (25) can be expressed as the following 
CSDT equation, using the concept in equation (20), 
Ui + l(X) - Ui(x) = 0 [ -dUi + l(x) 
At dx Ui+ l(X) -Vi+l(X)] 
+ (1_0)[ -dUi(x) 
dx Ui(x) - Vi(x)] (30) 
When 0 = 1 equation (30) reduces to equation (27). 
Similarly, equation (26) is expressed as, 
Vi+l(X) + Vi(x) 0[-dVi+l (x) 
At = dx -Ui+l(X) +Vi+l(X)] 
+ (1-0)[ -dVi(x) 
dx Ui(x) + Vi(x)] (31) 
Equation (31) reduces to equation (28) when 0 = 0. 
. , / .~upz ,  t i . , )  
;___', 
At  *I.O~,..G/.~ 
i at  l 
t~ ~,  t(rrME) i~  a~,)zxt 
Fig. 8. Graphical description of CSDT approximation 
method. 
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