We study a high-dimensional analog for the notion of an acyclic (aka transitive) tournament. We give upper and lower bounds on the number of d-dimensional n-vertex acyclic tournaments. In addition, we prove that every n-vertex d-dimensional tournament contains an acyclic subtournament of Ω(log 1/d n) vertices and the bound is tight.
Introduction
A tournament is an orientation of a complete graph. The study of tournaments is a classical topic in combinatorics. Already in the 1960's a whole monograph [11] was dedicated to this subject. Many theorems have been proved about tournaments over the years. Here we take a geometric perspective of the subject and view a tournament as an orientation of the onedimensional skeleton of a simplex. As it turns out, higher-dimensional analogs where we orient the higher skeletons of the simplex are rich in structure and raise many intriguing problems. To make the distinction clear, we often refer henceforth to traditional tournaments as 1-tournaments and to their d-dimensional counterparts as d-tournaments.
As far as we know, the first paper on higher dimensional tournaments is due to Leader and Tan [9] . It is well-known and easy to prove that in a 1-tournament at most one quarter of the triples are cyclic, and they investigate higher-dimensional analogs of this statement.
We start with some definitions and background material. Unless otherwise stated, every tournament that we consider has vertex set V = [n] = {1, . . . , n} with the natural order. Maintaining the topological terminology, we refer to a subset A ⊆ V as a face of dimension we call (σ) the orientation of σ. We mostly write σ rather than (σ).
For faces τ ⊂ σ of dimension d − 1, d, respectively, define (τ ; σ) as the orientation induced on τ by the positive orientation of σ (viewed as a d-dimensional simplex). Namely, let σ = i 0 < i 1 < . . . < i d , τ = σ \ {i j }, then (τ ; σ) = (−1) d−j . Now if σ is oriented, with orientation σ , the orientation induced on τ is σ · (τ ; σ). If τ ⊂ σ we define (τ ; σ) to be zero. The incidence matrix of a d-tournament T is an
matrix A whose rows and columns correspond to all subsets of V of cardinality d resp. d + 1. The (τ, σ) entry of A is the orientation induced from σ to τ (and zero if τ ⊂ σ). Clearly, T = (V, ) can be read off the incidence matrix A. We often do not distinguish between a face and the corresponding (column) vector of the incidence matrix. Note that for d = 1 these definitions yield the traditional definitions of a tournament and its incidence matrix.
In order to deal with partial tournaments we allow to take the value 0 as well. In that case, if σ = 0, the σ-column of the incidence matrix is an all-0 column. 
The degree sequence of the tournament is the vector A · 1 where 1 is the vector of 1's of length n d+1
. (Note that this definition deviates a little from the standard 1-dimensional definition. When d = 1, the x-entry of this vector is s
, where s ± (x) is the number of outgoing/incoming edges for vertex x). The degree sequence is a sequence of integers in the range [−(n − d), n − d], all of which have the same parity as n − d.
A non-empty collection C of faces in a d-tournament T is called a cycle if there is a real vector v with nonnegative entries such that Av = 0, whose support (i.e., the index set of the positive coordinates in v) coincides with C. In other words there are positive real number v F for every F ∈ C s.t.
where we identify a face with the corresponding column of the incidence matrix. E.g. The set {123, 124, 134, 234} is a cycle in the tournament T of Example 1.1 (all coefficients equal 1). Transitive (=acyclic) 1-tournaments and subtournaments are thoroughly studied, and here is a d-dimensional counterpart of this notion: Definition 1.2. A tournament T is acyclic or cycle-free if it contains no cycles.
Clearly, there are exactly n! acyclic 1-tournaments on n vertices. In Section 2 we study the number of n-vertex acyclic d-tournaments and show (Theorem 2.1) that it is n Θ(n d ) . The proof(s) involve both analytic and geometric ideas. In particular, it is easy to tell from the degree vector of a 1-tournament whether or not the tournament is acyclic. As we show (Lemma 2.4) it is possible to decide whether a d-tournament is acyclic by observing its degree sequence.
Let T a partial d-tournament. Using a term from the topology of simplicial complexes, a (d − 1)-face F is called free if all the d-faces that contain it induce the same orientation on F . (I.e., the corresponding row in T 's incidence matrix is either non-negative or non-positive). An elementary collapse is a step in which we pick a free (d − 1)-face F and remove from T all the d-faces containing it, i.e., we set G = 0 for all G ⊃ F . We call T collapsible if it is possible to arrive at = 0 in a series of elementary collapses. Note, e.g., that the 2-tournament of Example 1.1 has no free faces and is, therefore, not collapsible. In contrast, 
It is easily verified that T is collapsible. Note, e.g., that the face 13 is not free, but becomes free once we collapse, e.g., the face 12.
It is easy to see that a collapsible tournament must be acyclic. No subface of a face that participates in a cycle can be free. This remains so even following any sequence of elementary collapses.
Let us recall the following well-known fact about 1-tournaments [6] : Theorem 1.4. Every 1-tournament on n vertices has an acyclic subtournament on log 2 n vertices. There exist 1-tournaments with no acyclic subtournament on (2+o(1)) log 2 n vertices. This, in particular, holds for random 1-tournaments.
In Section 3 we derive a d-dimensional analog of this theorem. We show that every nvertex d-tournament has an acyclic subtournament on Ω(log 1/d n) vertices and the bound is tight.
There are several simple conditions on 1-tournaments which are all equivalent to "transitivity". Namely, (i) T contains no cyclic triangles, (ii) T contains no (graph-theoretical) directed cycle, (iii) T is acyclic as defined above, (iv) T is collapsible, and finally, (v) all edges of T go forward relative to some total order on the vertices. In other words, the vertices can be mapped to R with all edges going from left to right.
In Section 4 we study the implications among these notions in high-dimensional tournaments and we observe that for d > 1, the implications (v) =⇒ (iv) =⇒ (iii) =⇒ (ii) =⇒ (i) hold. We construct examples which show that all the reverse implications do not hold. This paper raises many open questions, and in Section 5 we describe a few additional directions for further research.
Hyperplane Arrangements
A hyperplane arrangement A in R n , or simply an arrangement is a set of hyperplanes in R n . A chamber of A is a connected component of R n \ (∪ H∈A H). The braid arrangement is a famous example which is of relevance to us. Its hyperplanes are H ij = {x ∈ R n | x i − x j = 0} for 1 ≤ i < j ≤ n. Its relevance to our discussion comes from the simple bijection between the chambers of the braid arrangement and permutations in S n , or, what is the same, acyclic n-vertex 1-tournaments. For a comprehensive survey of arrangements, see [12] .
As we observe below, there is a natural bijection between n-vertex acyclic d-tournaments and the chambers of a certain arrangement in R ( n d ) . This arrangement may be of independent interest for other reasons as well, as we explain in Section 5.
Enumerating acyclic tournaments
We denote by a d (n) the number of acyclic n-vertex d-tournaments.
Theorem 2.1. For every integer d ≥ 1 and every large enough n there holds
where γ = 0.577 . . . is the Euler constant.
Proof. We start with the lower bound which is a consequence of the following inequality on a d (n). This inequality ties between the cycles of a tournament, and the cycles of its (vertex) links.
Before we prove Inequality (2), we use it to derive the lower bound in Theorem 2.1. For d = 1 the lower bound follows from Stirling's formula, since a 1 (n) = n! = n 1 k. We proceed to larger d's. The inequality implies that a 2 (n) ≥ n−1 k=1 k n−k , and more generally, by induction,
In particular,
By sweeping more of the error terms into the expression n O(n d−1 ) , we can further write
(In the first inequality we gave up a factor of
The integral estimate for the sum follows from the fact that the error term is as large as the maximum of the function over the range of integration.
Using the binomial formula,
This gives
It only remains to verify the simple identities
We now turn to prove Inequality (2).
is acyclic, then T is acyclic. Moreover, the same conclusion holds even if we only assume that the restriction of the link lk T (i) to {i + 1, i + 2, . . . , n} is acyclic.
Proof. We only state the proof of the second, stronger part of the proposition. Assume to the contrary that T contains a cycle C and
with v F > 0 for all F ∈ C (see Equation (1)). Now let n ≥ k ≥ 1 be the lowest index of a vertex in
For F ∈ D we let F := F \ {k}, and we claim that F ∈D v F F = 0, contrary to our assumption that the restriction of lk T (k) to {k+1, k+2, . . . , n} is acyclic. To see this, note that B, the incidence matrix of lk T (k)| {k+1,··· ,n} , is, possibly with a global sign reversal, a submatrix of T 's incidence matrix A. We write A in block form as follows
where the rows are indexed by (d−1)-faces τ , and the columns are indexed by d-faces F . Note that v may be viewed as a vector in the right kernel of A. It can be expressed in corresponding block form as v = (v 1 , 0, v 2 ), where v 2 = 0 by definition of k. It follows that v 2 is in the right kernel of X 7 which proves our claim, since X 7 = ±B.
We are now ready to complete the proof of Inequality (2), by providing a scheme that yields many acyclic d-tournaments T on vertex set [n] . Select first an arbitrary acyclic (d − 1)-tournament on vertex set [2, n] to be lk T (1). Then an acyclic (d − 1)-tournament on vertex set [3, n] to be lk T (2)| [3,n] etc. By Proposition 2.2 the resulting d-tournament T is indeed acyclic. The desired inequality follows.
This concludes the proof of the lower bound and we now turn to prove the upper bound. We first note that acyclic d-tournaments are uniquely determined by a their degree sequence. This simple observation gives an upper bound that is weaker than what is stated in the theorem. We still find it worthwhile to state, since several interesting questions arise in this context.
Proof. The degree sequence of a d-tournament is an This discussion raises several interesting questions concerning degree sequences. In particular we can ask
• How many distinct degree sequences there are to d-dimensional n-vertex tournaments?
For d = 1 quite a lot is known [8] . It would also be interesting to get some characterizations, efficient ways to recognize such sequences etc.
• Of course, all acyclic n-vertex 1-tournaments have the same degree sequence, up to permutation. It seems quite intriguing to understand the degree sequences of acyclic d-dimensional tournaments for d > 1.
An improved upper bound using arrangements
In the same way that acyclic 1-tournaments are related to the braid arrangement, there are higher-dimensional counterparts to this arrangement that correspond to d-dimensional acyclic tournaments. The arrangement in question is n d
-dimensional and has one hyperplane for each d-face. The hyperplane H σ corresponding to the d-face σ = {i 0 < . . . < i d } is defined by the equation
(where the coordinates of the vectors in R (
).
There is a natural bijection between chambers of this arrangement and acyclic d-tournaments on vertex set [n]: Corresponding to a chamber C of the arrangement is the tournament that orients the face σ = i 0 < . . . < i d according to the rule
where x is an arbitrary point in C. It is easy to see that the orientation does not depend on the choice of x ∈ C.
In the opposite direction, we want to associate a chamber C to a given acyclic tournament T = ([n], ) . Equivalently, it suffices to specify a point x ∈ C. This means that we must show the consistency of the following system of inequalities
By linear programming duality this system is inconsistent iff there exists a nonnegative linear combination of the f σ that is identically zero. Namely, there exist α σ ≥ 0 not all zero, s.t.
σ α σ f σ = 0. But such α σ constitute the coefficients of a cycle in T . We next recall the well-known fact (e.g., [10] ) that an n-dimensional hyperplane arrangement with m hyperplanes has at most n k=0 m k chambers. We can now complete the proof of the upper bound in Theorem 2.1. For n large enough,
It is not hard to verify that for 1 ≥ x ≥ 0 the binary entropy function satisfies H(x) ≤ x · log 2 ( e x ), which yields
The claim follows.
3 Large acyclic subtournaments Theorem 3.1. Every d-tournament on n vertices has an acyclic subtournament on Ω(log 1 d (n)) vertices. This bound is tight up to a constant factor, and is attained, in particular, by random d-tournaments.
Proof. We will go through the (d − 1)-faces in their reverse lexicographic order and eliminate some vertices along the way. Consider the current (d − 1)-face τ and the set S of all currently remaining vertices that precede all the vertices of τ . We delete some of the elements x ∈ S according to the following criterion. The d-face σ = τ ∪ {x} has its orientation σ and it induces an orientation on τ . This splits S into two parts according to the orientation induced on τ . We eliminate all the vertices in the smaller of these two parts and all (d − 1)-faces that contain an eliminated vertex.
We make two claims:
• The remaining tournament is collapsible, and hence acyclic.
• At least Ω(log 1/d n) vertices survive the whole process.
To prove the first claim, note that the minimal face (in reverse lexicographic order) is free. After that face is being collapsed, the next minimal face becomes free once again, etc.
For the second claim note that at each step, the size of the remaining vertex set is at least a half of its previous size. Let K be the set of vertices that survive the whole process, and let |K| = k. The collection of (d − 1)-faces τ that are examined in the process is exactly
Tightness follows from Theorem 2.1 combined with a simple first moment argument. Fix integers n, k and d and consider a random d-tournament T on n vertices. Let X be the random variable that counts the number of acyclic k-vertex subtournaments of T . It follows from Theorem 2.1 that
Consequently, there is a value of k ≤ O(log 1/d n) for which E(X) < 1. The conclusion follows.
It is well known and easy to show [6] that every n-vertex 1-tournament contains an acyclic subtournament on log 2 n vertices and that in a random 1-tournament the largest acyclic subtournament has (2 + o(1)) log 2 n vertices. However, despite many attempts, it seems difficult to close this gap. We therefore suspect that closing the gap between the upper and the lower bound in Theorem 3.1 will not be an easy task.
A connection with Ramsey theory
As usual, we denote by R d (l, k) the smallest integer n for which the following holds. Every red/blue coloring of the hyperedges in the complete n-vertex d-uniform hypergraph contains either a complete l-vertex red hypergraph or a complete k-vertex blue hypergraph. Relatively little is known about the growth rate of these numbers for d > 2. In a recent paper [3] ). We are unable to answer their question, but we note that the notion of acyclic d-tournaments allows us to extend an old argument of Erdős and Hajnal [4] and show
The smallest cyclic d-tournament has d + 2 vertices. We refer to this tournament simply as a (d + 2)-cycle and we note that on a given set of d + 2 vertices there are exactly two possible (d + 2)-cycles. In particular, the probability that a random
Lemma 3.3. The probability that a random n-vertex d-tournament contains no (d + 2)-cycle is at most 2 −Ω(n d+1 ) .
Proof. The Erdős-Hanani Conjecture was proved by Rödl (e.g., [2] ). It implies the existence of a large system of (d + 2)-sets of vertices no two of which have d + 1 vertices in common.
Specifically, there exists such a system of (1 − o n (1)) (
sets. As noted above, each member of this system is a cycle with probability 2 −d−1 , and the claim follows, since these events are independent. Proof. The claim follows from a first-moment argument. Let T be a random n-vertex dtournament, and let X be the number of k-vertex subtournaments of T that contain no (d + 2)-cycle. By the previous lemma
d n this expectation is less than 1 and the claim follows.
We can complete now the proof of Theorem 3.2. A d-tournament as in Corollary 3.4, induces a red/blue coloring of the subsets U ∈
[n] d+2 as follows. We color U blue if it is a (d + 2)-cycle, and red otherwise. The claim follows since no set of d + 3 vertices is entirely blue. To see this, let S be a set of d vertices where x 1 , x 2 , x 3 are the three remaining vertices. Consider the orientation induced on S by each of the three faces S ∪ {x i } for i = 1, 2, 3. There must be two of these orientations, say for i = 1, 2 for which the orientations on S coincide. But then S ∪ {x 1 , x 2 } is not a (d + 2)-cycle.
1. T contains no cyclic triangles.
T contains no (graph-theoretical) directed cycle.
3. T is acyclic as defined above.
4. T is collapsible.
5. All edges of T go forward relative to some total order on the vertices. In other words, the vertices can be mapped to R with all edges going from left to right.
As noted below, all the above properties of a tournament T have d-dimensional counterparts as follows.
T contains no (d + 2)-cycle.
2. There is no nonempty set of faces in T that sum to zero. In other words, zero is the only solution of Equation (1) in 0/1 coefficients.
T is acyclic.
5. Fix the positive orientation on R d . The orientation of the faces of T is induced from some general-position embedding of its vertices in R d .
As we presently note, these conditions appear in increasing order of strength. We subsequently present examples that show that reverse implications need not hold. We turn to show that the reverse implications do not hold. We note that it suffices to consider 2-dimensional examples to this end.
Proposition 4.2. 1 ⇒2
Proof. Consider the three-dimensional octahedron conv(±e 1 , ±e 2 , ±e 3 ). We orient its eight triangular facets according to the outer normal of this polytope. These eight faces sum to zero, hence this 2-tournament is 0/1-cyclic. Each of the remaining twelve 2-faces contains an edge of the form [−e i , e i ] for some 3 ≥ i ≥ 1. We orient these faces so that the orientation induced on this edge is −e i → e i . Let us show that no set of four vertices can form a d + 2 = 4-cycle. Every set of four vertices must contain at least one of the pairs {−e i , e i } and cannot, therefore, be cyclic.
Proposition 4.3. 2 ⇒3
Proof. Start with the standard 6-point triangulation of the projective plane in Figure 2 , where each of the 10 faces is oriented clockwise. Now add the face σ = {1, 2, 3} with the orientation σ = +1 i.e., 1 → 2 → 3 → 1. Note that the sum of the 10 faces +2σ is zero. Hence this partial tournament is already cyclic, but contains no cycle in 0/1 coefficients. We could try and orient the remaining 9 faces so as to maintain the property that there is no cycle in 0/1 coefficients, but this plan must fail. Consider the face ρ = {3, 4, 5} and note that both ±ρ are expressible as 0/1 combinations of already oriented faces, namely ρ = σ + {1, 3, 4} + {1, 4, 5} + {1, 2, 5} + {2, 3, 5} −ρ = σ + {2, 3, 4} + {2, 4, 6} + {4, 5, 6} + {3, 5, 6} + {1, 2, 6} + {1, 3, 6}.
Consequently, however we orient ρ, a 0/1-cycle is created.
As it turns out, this plan does work if we slightly modify the above construction. Start instead from the 10 point triangulation in Figure 2 along with the face σ = {1, 2, 3}. Again the 18 faces in this triangulation are oriented clockwise and σ = +1. Consequently,
• This partial tournament has a single cycle, not in 0/1 coefficients.
• No additional cycle can be created by the addition of any single oriented face.
It follows that we can orient the remaining faces one by one so as to preserve the first property. Let ρ be a face which wasn't oriented yet. Suppose that both orientations of ρ are creating new cycles. Namely, v F F + ρ = 0 and v F F − ρ = 0. Then (v F + v F )F = 0 is another cycle, which doesn't involve ρ. Hence, this must be (a positive constant times) the only existing cycle. This means that the two new cycles created by ±ρ are using only the original faces and ρ, contrary to the above second property. Proof. Using a computer search, we found a point x ∈ R ( 9 2 ) which doesn't satisfy any of the equations x ij −x ik +x jk = 0 (i < j < k). As explained above, such a point belongs to a unique This example is easier to verify, since the acyclic 10-vertex 2-tournament corresponding to x has no free faces.
Proposition 4.5. 4 ⇒5
Proof. We describe a collapsible 5-vertex 2-tournament which is not realizable in the plane. We note first that there are precisely six isomorphism types of acyclic 5-vertex 2-tournaments, three of which are realizable in the plane. All other three are collapsible. We prove this for a specific tournament: Let vertices 1, 2, 3 be any triangle in the plane, with 4, 5 being mapped to the same point in the interior of the triangle (Think of 5 as residing 'above' 4). All faces, except for the three faces containing the edge {4, 5} are orientated clockwise. These three faces are oriented consistently with the orientation 4 → 5 of the edge {4, 5}. The resulting 2-tournament is collapsible, since all the edges {4, 5}, {1, 2}, {1, 3}, {2, 3} are free, and each face contains one of these edges.
To see that this tournament is not realizable in the plane, note that its set of free edges form a disconnected graph, whereas in a realizable d-tournament the free (d − 1)-faces form a (topological) cycle.
Although we are mostly concerned here with acyclic d-tournaments, we find the other notions interesting as well. Below we make some comments about them, with a special interest in the relevant enumeration problems.
Avoiding a (d + 2)-cycle
Leader and Tan's notion of a d-dimensional cycle [9] (which they call "a directed simplex") coincides with our (d + 2)-cycle. In Section 3.1 we make several observations concerning (d + 2)-cycle-free d-tournaments. As mentioned, it is a classical fact that the largest acyclic subtournament of a random 1-tournament has logarithmic order. Corollary 3.4 gives a ddimensional analog of this statement, which is even stronger, since "acyclic" is replaced by "contains no (d + 2)-cycle".
We give here upper bounds on the number of acyclic tournaments under the various interpretations of acyclicity, but we still do not know how many n-vertex 
Collapsible d-tournaments
The lower bound in Theorem 2.1 actually applies to the smaller class of collapsible d-tournaments. To see this, note that inequality (2) can be proved likewise if "acyclic" is replaced by "collapsible". It is interesting to get better upper and lower bounds on the number of collapsible n-vertex d-tournaments. In particular, better lower bounds will improve the lower bound in Theorem 2.1.
Realizable d-tournaments
An R d -realizable d-tournaments is synonimous with an n-point order type in R d . Order types are of much interest in discrete geometry (see [10] ). Their number is known to be n (1+o(1))d 2 n [7] .
Some final comments and open questions
We feel compelled to recall the following well-known conjecture Conjecture 5.1 (Erdős-Hajnal [5] ). For every graph H there is a γ > 0 such that every n-vertex graph which contains no induced copy of H must have either a clique or an anticlique of cardinality ≥ n γ .
As shown in [1] this conjecture can be restated as follows:
Conjecture 5.2. For every 1-tournament F there is a γ > 0 such that every n-vertex 1-tournament which contains no copy of F has an acyclic subtournament on ≥ n γ vertices.
It would be interesting to consider high-dimensional analogs of these statements. In Section 2.1 we study a hyperplane arrangement in R ( n d ) whose cells are in 1 : 1 correspondence with the acyclic n-vertex d-tournaments. It is also interesting to consider the analogous arrangements in C ( n d ) and in particular ask about the fundamental group of these complex arrangements. The situation for 1-tournaments is well understood. Namely, for 1 ≤ i < j ≤ n let H ij be the hyperplane defined by the equation x i = x j . The fundamental group π 1 (C n \ ∪ i<j H ij ) is the so-called pure braid group, a mathematical object of great importance and interest. It is an intriguing possibility that there are interesting groups waiting to be discovered for larger d. For example, it would be interesting to determine the fundamental group π 1 (C ( n 2 ) \ ∪ i<j<k H ijk ), where for 1 ≤ i < j < k ≤ n we define H ijk as the hyperplane in C ( n 2 ) whose equation is x ij + x jk = x ik .
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