The divergent predictions of 2 models of dual-task performance are investigated. The central bottleneck and central capacity sharing models argue that a central stage of information processing is capacity limited, whereas stages before and after are capacity free. The models disagree about the nature of this central capacity limitation. The central bottleneck model claims that central processing acts on only 1 task at a time and, therefore, constitutes a bottleneck that processes tasks serially. The central capacity sharing model postulates that the central stage is a limited-capacity parallel processor that divides resources among to-be-performed tasks. As a result of this difference, in the psychological refractory period paradigm, the central capacity sharing model predicts that lengthening Task 2 precentral processing will improve Task 1 performance at short stimulus onset asynchronies, whereas the central bottleneck model does not. Results of 2 experiments confirm the prediction of the central capacity sharing model.
Researchers have known for over 70 years that when people are required to perform two tasks in rapid succession, performance on one or both of these tasks suffers. This phenomenon is known as dual-task interference, and it can be striking and severe. Although the human brain is a powerful information processing device, the observation of dual-task interference indicates a performance limit on what the brain can do. Much research has been conducted exploring dual-task interference, but the source of this limitation continues to be debated.
The Psychological Refractory Period Paradigm
In 1931, Telford developed the psychological refractory period (PRP) paradigm to explore dual-task performance. The paradigm has since been used extensively (DeJong, 1993 (DeJong, , 1995 McCann & Johnston, 1992; Pashler, 1991 Pashler, , 1994 Pashler & Johnston, 1989; Smith, 1967; Welford, 1952) . In the PRP paradigm, subjects perform two tasks in rapid succession. On each trial, two stimuli are presented, each of which requires its own speeded response. The tasks that are used generally do not take long to perform (typically less than 1 s when performed alone) and can seem trivial when performed in isolation. The temporal gap between the onsets of the two stimuli-the stimulus onset asynchrony (SOA)-is varied, and reaction time (RT) and accuracy are measured. As the SOA is shortened, a dramatic limitation in information processing is revealed. At long SOAs, performance on both tasks approaches single-task performance. However, as the SOA is decreased, performance on the second task becomes increasingly worse. At the shortest SOAs, RTs to the second task (RT2s) are often several hundred milliseconds longer than they are at long SOAs. At sufficiently short SOAs, the slope of the RT2 curve (as a function of SOA) approaches Ϫ1, indicating that decreases in the SOA are fully transferred to RT2. This increase in RT2 with decreasing SOA is known as the PRP effect, and it is obtained across a variety of stimulus and response modalities, suggesting a general limitation.
In addition to the PRP effect, there are other hallmarks of Task 2 performance in the PRP paradigm. Specifically, some Task 2 difficulty manipulations (e.g., stimulus-response mapping difficulty) are additive with SOA (McCann & Johnston, 1992) , whereas others (e.g., stimulus contrast) are underadditive with decreasing SOA (Pashler & Johnston, 1989) . Conversely, RT1 (RT to Task 1) is sometimes not affected by variations in SOA (Pashler, 1991, Experiment 5; Pashler & Johnston, 1989 , Experiment 1), but at other times it increases with decreasing SOA (Carrier & Pashler, 1995; Pashler, 1991, Experiments 3 and 4; Tombu & Jolicoeur, 2002) . Any model attempting to explain dual-task interference must be able to account for this wide range of results.
Central Interference in the PRP Paradigm
Most accounts of dual-task interference in the PRP paradigm postulate that a central stage of processing (often referred to as the central processor or central processing) that is required to perform the tasks has a limited capacity. Processing stages before and after the central stage do not have a capacity limitation and can overlap in time with any stage in another task without any consequences. In this sense, stages before and after the central stage can process information in parallel with processing in other tasks. However, when central processing stages in the two tasks overlap, capacity must be divided in some fashion. It is typically argued that in the PRP paradigm, most or all of the available capacity is allocated to Task 1, which results in the observed PRP effect. The precise nature of this limited-capacity stage of processing remains unspecified. There are three questions about it that are often asked: Which operations does the central processor perform? Does the central processor represent a structural or a strategic limitation? And, is the central processor best characterized as a bottleneck in information processing that processes different tasks serially (the central bottleneck view) or as a limited-capacity processor that can process different tasks in parallel (the central capacity sharing view)? The present experiments aimed to answer the third question, which does not depend on the answers to the first two.
Predictions for the Central Bottleneck and Central Capacity Sharing Models for Task 2 Performance According to the central bottleneck model, central processing acts as a bottleneck in information processing. While central processing is going on in one task, no other central processing can be performed. In this sense, the central processor is a serial processor, in that it can only act on one task at a time. Figure 1 shows how the central bottleneck model accounts for the PRP effect. According to this account, because the stimulus for Task 1 is presented first, it gains access to the central processor that constitutes the bottleneck first. At long SOAs (see Figure 1B ), this bottleneck in information processing is usually latent (not encountered) because Task 2 processing does not require the central processor until after Task 1 is finished with it. As a result, there is little or no effect on Task 2 performance. However, at short SOAs (see Figure 1A) , the bottleneck comes into play because Task 2 processing requires the central processor while Task 1 occupies it. As a result, Task 2 processing must be put on hold until Task 1 processing finishes with the central processor, thus lengthening RT2. Through this mechanism, the central bottleneck model can account for the wide range of Task 2 effects observed in the PRP paradigm (see Pashler, 1994 , for more detail).
According to the central capacity sharing model, central processing of multiple tasks can be carried out simultaneously, but capacity is limited (for more extensive discussion of capacity sharing models, see Navon & Miller, 2002; Tombu & Jolicoeur, 2003) . Therefore, when Task 1 and 2 both require central processing simultaneously, capacity must be divided between the two tasks. In this sense, the central processor is a limited-capacity parallel processor. However, depending on how capacity is allotted, the central processor can also be a serial processor. If all capacity is first allocated to Task 1 and then to Task 2, the central capacity sharing model becomes the central bottleneck model and behaves as a serial processor would. It is worth stressing that this configuration is the most efficient and results in optimal performance. As a result, it is neither surprising nor troublesome for the central capacity sharing model when a pattern of results consistent with the central bottleneck model is observed. However, under certain circumstances, it may be necessary to invest some capacity in Task 2 processing to carry out further processing.
Like the central bottleneck model, the central capacity sharing model can account for all of the Task 2 effects observed in the PRP paradigm (for more detail, see Navon & Miller, 2002; Tombu & Jolicoeur, 2003) . Specifically, for both models,
and
A, B, and C refer to precentral, central, and postcentral processing, respectively, and the numbers 1 and 2 indicate the task in question. RT2(short) and RT2(long) refer to RT2 when there is and is not central processing overlap, respectively. Finally, SOA refers to the SOA on the trial in question. Because both models make identical predictions for Task 2 performance, Task 2 performance cannot be used as a diagnostic test to differentiate between the two models. However, the models do make divergent predictions for Task 1 performance.
Predictions for the Central Bottleneck and Central Capacity Sharing Models for Task 1 Performance
The central bottleneck model predicts that variations in SOA and manipulations in Task 2 should not impact Task 1 performance. This model also predicts that any manipulation in Task 1 should have the same impact on RT1 regardless of the SOA. These predictions are expressed mathematically as
In contrast, the central capacity sharing model predicts that when capacity is not divided in an all-or-none fashion (i.e., when capacity is shared), decreases in the SOA should result in an increase in RT1. The size of this effect is dependent on how capacity is allocated during sharing. The larger the proportion of capacity allocated to Task 2, the less capacity there is allocated to Task 1 and the larger the predicted Task 1 SOA effect will be. In addition, when capacity is shared, the central capacity sharing model predicts that precentral manipulations in Task 2 should have an inverse effect on Task 1 performance at short SOAs. On the surface, this prediction seems counterintuitive: Making Task 2 more difficult is predicted to speed up Task 1 performance at short SOAs. However, on reflection, this prediction makes sense. Increasing the duration of Task 2 precentral processing postpones Task 2 central processing, which means that the point at which Task 1 must relinquish some capacity to Task 2 is postponed. In fact, although the effects were small, Oriet, Tombu, and Jolicoeur (in press) observed exactly this pattern of results with a Task 2 manipulation of symbolic distance, which has part of its effect at a precentral locus. In addition, although not significant, Pashler (1991, Experiment 4) found exactly this pattern of results when manipulating contrast in Task 2.
Finally, the central capacity sharing model predicts that when capacity is shared (as opposed to all capacity being allocated to Task 1), manipulations affecting a stage of processing at or prior to central processing in Task 1 should be overadditive with decreasing SOA in Task 1 (larger SOA effect in the hard condition) and should carry forward to Task 2 at sufficiently short SOAs. However, this prediction may prove difficult to evaluate, because making Task 1 more difficult also appears to result in a larger proportion of capacity being allocated to Task 1 (see Smith, 1969; Tombu & Jolicoeur, 2002) , which will have the effect of decreasing the SOA effect in the hard condition (see the effect of increasing sharing proportion [SP] in Equation 5 below). Therefore, making Task 1 more difficult at a precentral or central locus results in two opposing effects: The Task 1 SOA effect will increase because the additional processing must be carried out under reduced capacity at short SOAs but not at long SOAs (see the A1 and B1 terms of Equation 5 below); and the Task 1 SOA effect will be reduced because making Task 1 more difficult results in more capacity being allocated to Task 1, which decreases the SOA effect (increasing SP in Equation 5 below reduces the impact of SOA). These predictions are expressed mathematically for Task 2 in Equation 1 above and for Task 1 as follows:
where SP refers to the proportion of capacity allocated to Task 1 (a full derivation of the predictions for the central capacity sharing model is included elsewhere; see Navon & Miller, 2002 , or Tombu & Jolicoeur, 2003 When SP is set to 1, Equation 5 simplifies to Equation 3, and the central capacity sharing model becomes the central bottleneck model. When SP is not set to 1 and the SOA is sufficiently short, decreasing the SOA or decreasing precentral Task 2 processing is predicted to increase RT1. To summarize, the central bottleneck and central capacity sharing models make divergent predictions regarding Task 1 performance. Of specific interest in the present article, the central bottleneck model predicts that performance should be unaffected by variations in SOA or by Task 2 manipulations, whereas the central capacity sharing model predicts that when capacity is shared, RT1 should depend on SOA, and when SOA is short, RT1 should depend on precentral processing of Task 2. These predictions are summarized graphically in Figure 2 .
The Present Experiments
The purpose of the present experiments was to test the central capacity sharing model prediction that manipulating the duration of precentral processing in Task 2 will have an inverse effect on RT1 at sufficiently short SOAs. To test this prediction, it was necessary to use tasks that encouraged subjects to divide capacity in a gradual fashion. In fact, the closer SP is to 1, the smaller the effect of interest is predicted to be. The degree to which RT1 increases with decreasing SOA can be interpreted as indicating the degree to which capacity is being shared between the two tasks when central processing of the two tasks overlaps. The larger the Task 1 SOA effect, the smaller SP is, and the larger the predicted impact of the Task 2 precentral manipulation on Task 1 at short SOAs (see Equation 5 ). An examination of the PRP literature reveals several cases in which relatively large SOA effects were observed in Task 1 (Carrier & Pashler, 1995; Pashler, 1991) . Specifically, Carrier and Pashler (1995, Experiment 2 ) observed large RT1 SOA effects when a tone discrimination task was used Figure 2 . A: At short stimulus onset asynchronies (SOAs), increasing the Task 2 precentral processing time has two effects. First, Task 1 central processing retains full access to central processing for a longer amount of time, which results in Task 1 central processing being finished sooner (which shortens Task 1 processing time). As a result, Task 2 central processing gains full access to central processing sooner (which shortens Task 2 processing time). Second, increasing Task 2 precentral processing increases the amount of precentral processing required of Task 2 and, therefore, lengthens Task 2 processing time. The increase in processing time caused by increasing Task 2 precentral processing is fully counteracted by the processing time savings caused by Task 1 finishing central processing sooner. In this manner, the central capacity sharing model predicts no effect of a Task 2 precentral manipulation on Task 2 performance and an inverse effect on Task 1 performance at sufficiently short SOAs (so long as capacity is not divided in an all-or-none fashion). B: At long SOAs, a Task 2 precentral manipulation will have its full effect on Task 2 performance and no effect on Task 1 performance.
as Task 1 and a long-term memory task was used as Task 2 in a PRP paradigm. Subjects first viewed lists of words that they were instructed to try to remember. In the second phase of the experiment, subjects performed PRP trials. On each trial, a tone was presented followed by a word. It was the subject's task to classify the tone by its pitch and to classify the word as a studied word or as a novel word (in the context of the experiment). RTs to Task 1 increased in excess of 100 ms from the longest SOA (1,100 ms) to the shortest SOA (50 ms).
Experiment 1
Given the relatively large RT1 SOA effects observed by Carrier and Pashler (1995) , we used a paradigm similar to theirs in Experiment 1 to test for effects of a Task 2 precentral manipulation on Task 1 performance at short SOAs. Each block in this experiment was divided into two phases. In the first phase, subjects were presented with a list of words that they were to remember. In the second phase, subjects performed PRP trials in which Task 1 was a three-alternative pitch discrimination task, and Task 2 was an old-new memory test. In the memory task, subjects were presented with a word, and they were required to indicate whether it was from a list presented in the first phase of the block. The visibility of this word was manipulated by varying its contrast with the background. Previous research has demonstrated that this manipulation of contrast is underadditive with decreasing SOA (Pashler & Johnston, 1989) . According to either the central bottleneck model or the central capacity sharing model, this result provides evidence that the manipulation affects a stage of processing before central processing.
Thus, our manipulation of the contrast of the word in Task 2 was a manipulation of the duration of Stage A2. Therefore, the central capacity sharing model predicts an RT1 SOA effect and an inverse effect of the contrast manipulation on RT1 at short SOAs (assuming that, as in the Carrier & Pashler, 1995 , experiment, capacity is shared and not allocated in an all-or-none fashion), and the central bottleneck model predicts no effect of SOA or of a Task 2 manipulation on RT1.
Method Subjects
Sixty-six undergraduate students at the University of Waterloo, Waterloo, Ontario, Canada, participated in this experiment in exchange for $8 Canadian. All subjects had normal or corrected-to-normal vision and hearing. The data for 16 subjects were excluded because of poor performance on one or both of the tasks (a standard for inclusion of at least 70% correct on each task was used in this experiment).
Stimuli
All subjects were tested on the same 486DX 33-MHz computer. Tones were presented over headphones. Finger responses were made on a standard North American QWERTY keyboard. The experiment was performed in a dimly lit room with black walls. The monitor on which visual stimuli were presented was placed approximately 60 cm in front of the subject.
Study phase. Words were displayed in bright white (RGB [red, green, blue] coordinates of 63, 63, 63 on a 0 -63-point scale) on a black background. Words subtended 0.5°of visual angle in height and from 1.1°to 2.4°of visual angle in length. Luminance values were not available for this experiment due to a monitor failure after the experiment was conducted.
Experimental phase. On each trial, one of three pure tones was presented for 100 ms. High-, medium-, and low-pitched tones were presented at 2500, 1000, and 400 Hz, respectively. At a variable SOA following the tone (50, 200, or 1,100 ms), a word was presented. The word could be presented in either high or low contrast. Low-contrast words appeared in dark gray (RGB coordinates of 15, 15, 15) on a black background (RGB coordinates of 0, 0, 0), whereas high-contrast words appeared in bright white (RGB coordinates of 63, 63, 63) on a black background.
Design
The experiment was divided into 10 blocks. Each block was further subdivided into two phases, the study and experimental phases. The first block was a practice block designed to familiarize subjects with the procedure and was not analyzed.
Study phase. In the study phase of each block, subjects studied a list of words. In all, 24 lists of 24 words were used in the experiment. Words appearing on one list did not appear on any other list. For half of the subjects, the even-numbered lists were studied during the study phases, and the words on the remaining lists served as decoys (new words), whereas the other half of the subjects studied the odd-numbered lists. Each word in the study list was presented one at a time, at screen center, for 2,000 ms followed by a 250-ms blank interval before the next word was presented. Words were presented in a random order until all 24 words from the list had been presented once. This procedure was repeated two more times (three times in total). The final 4 words presented during the study phase were drawn from a separate pool of words. These final 4 words were used as a minilist that test words from the first 4 experimental trials were drawn. These last 4 study words and first 4 experimental trials acted as a buffer between the study and experimental phases, reducing any recency effects that may have benefited words presented late in the study phase and early in the experimental phase, and they were not analyzed. The order in which lists were used was partially counterbalanced across subjects. Altogether, subjects were presented with 76 words in each study phase (24 study words three times each plus 4 buffer words).
Experimental phase. On each trial, a tone sounded, and after a variable SOA, a word was presented. Subjects indicated the pitch of the tone by making a manual keypress with their left hand. If the tone was highpitched, subjects pressed the Q key with their ring finger. If the tone was medium-pitched, subjects pressed the S key with their middle finger. Finally, if the tone was low-pitched, subjects pressed the X key with their index finger. The word could be drawn from the list subjects had just learned in the study phase of the block (old word) or from an unpresented list paired with the study list (new word) that was studied. Half of the subjects studied one list in a pair, and the other half studied the other list in a pair. This ensured that a word would be a new word for some subjects and an old word for others. Words were presented in either high-contrast white on a black background or low-contrast dark gray on a black background. The word stayed onscreen until subjects responded. If the word was drawn from the study list (old word), subjects pressed the Ͻ key with their right index finger, whereas they pressed the Ͼ key with their right middle finger if the word was not from the study list (new word).
Three SOAs were used: 50, 200, and 1,100 ms. The tone was high-, medium-, and low-pitched equally often. SOA (50 ms, 200 ms, 1,100 ms), contrast level (high, low), word type (old, new), and tone frequency (high, medium, low) were fully crossed so that each level of a dependent variable appeared equally often at each level of the other dependent variables. Within these constraints, levels of each dependent variable were selected at random. This design yielded 36 trial types. In all, 52 trials were performed per block, of which the first 4 were practice, leaving 48 experimental trials. Over the 10 blocks of the experiment, 480 experimental trials were performed, yielding 12 experimental trials per trial type.
Procedure
At the beginning of the session, subjects were given an overview of the experiment. They were instructed that the experiment was divided into blocks and that each block was further subdivided into two phases. Subjects were instructed to study the words presented during the study phase of each block. They were told that in the subsequent experimental phase, they would perform trials on which a tone would sound and a word would be presented, and they would be required to classify the tone on the basis of its pitch and to classify the word on the basis of whether it was from the study phase. In the experimental phase, subjects were given instructions to respond as quickly and accurately as possible to both stimuli and to give the two tasks equal priority. No temporal constraints were placed on response order, so, in principle, subjects could respond to the stimuli in whichever order they wished. In fact, subjects always responded to the stimuli in the order in which they occurred (tone first). In addition, subjects were instructed to take breaks as required. At the end of the first study phase, subjects retrieved the experimenter to receive refresher instructions on how to perform the experimental phase. The experimenter repeated the experimental phase instructions and watched each subject perform enough trials to ensure that he or she understood how to proceed. At this point, the experimenter left the subject to perform the experiment.
After receiving verbal and written instruction about the experiment, subjects began the first study phase by pressing the spacebar. Once the study phase began, it could not be stopped (short of exiting the experiment). Each word was presented for 2,000 ms followed by a 250-ms blank interval before the presentation of the next word. At the end of the study phase, a fixation marker (ϩϩ) was presented at screen center, indicating the beginning of the experimental phase. The experimental phase was self-paced, so subjects could take breaks as needed. To begin each trial, subjects pressed the spacebar, which removed the fixation marker. Fivehundred milliseconds later, a tone was presented, followed at a variable SOA (50, 200, or 1,100 ms) by the presentation of a word at the center of the screen. Once subjects had entered their responses, the fixation marker reappeared, indicating that the next trial was ready to begin. In addition to holding fixation, the fixation marker also provided feedback on performance from the preceding trial. The first ϩ symbol indicated a correct response to the tone task, whereas the second ϩ symbol indicated a correct response to the word task. If an error was made, a Ϫ symbol appeared in the corresponding feedback field. Finally, if subjects took longer than 1,000 ms to respond to the tone or 1,800 ms to respond to the word, a warning message was presented encouraging them to respond faster to that stimulus.
Results and Discussion
We conducted analyses of variance (ANOVAs) on RT and accuracy results. For the RT analysis, trials on which both responses were correct were screened for outliers. Each subject's RTs were screened for outliers in each cell using a modified version of the procedure described by Van Selst and Jolicoeur (1994) . The procedure computes the upper and lower bounds of the cell means, excluding the most extreme score. The procedure's criterion for excluding a trial as an outlier is determined by the cell size. If the excluded score falls outside the boundaries established by the upper and lower bound, it is excluded as an outlier. If a score is excluded, the procedure is repeated on the next most extreme score. In this experiment, less than 5.0% of the RT data were excluded as outliers. Table 1 shows the percentages of trials per condition rejected as outliers. The remaining data points were included in the RT analyses. We performed a similar outlier procedure on all trials to eliminate outliers from the accuracy analyses. Less than 4.9% of the accuracy data were excluded as outliers. The accuracy outlier screening procedure and that performed on the RT data differed in that in the accuracy outlier analysis, both correct and incorrect trials (pooled) were screened for RT outliers, whereas for the RT outlier analysis, only correct trials were screened for RT outliers-hence the slight difference in the percentages of trials rejected.
Tone frequency (high, medium, low), SOA (50 ms, 200 ms, 1,100 ms), and contrast (high, low) were included as withinsubject factors in the RT and accuracy ANOVAs. We collapsed across old-new words because this variable was not of interest to the present investigation and because doing so doubled the number of observations per cell. Means for the RT results, as a function of SOA and contrast, are presented in Figure 3 . Accuracy results are displayed in Table 2 . All reported F statistics are GreenhouseGeisser corrected.
RT Results

RT1 (tone).
Most important for the present purposes, as the SOA decreased, RTs increased at a faster rate in the high-contrast condition than in the low-contrast condition, F(1.90, 93.28) ϭ 4.5, MSE ϭ 2,897, p Ͻ .02. Subjects were 18 ms faster at the shortest SOA in the low-contrast condition than they were in the highcontrast condition. This simple effect was significant, F(1, 49) ϭ 4.8, MSE ϭ 1,053, p Ͻ .04. As the SOA increased, the difference between low-and high-contrast conditions decreased and changed direction (the advantage in the low-contrast condition at the 200-and 1,100-ms SOAs was 14 and Ϫ6 ms, respectively). As the SOA decreased, RTs increased (611, 648, and 686 ms from longest to the shortest SOA), F(1.62, 79.12) ϭ 37.1, MSE ϭ 13,995, p Ͻ .0001. Subjects responded to the tone faster when the Task 2 word was presented in low contrast (644 ms) than they did when the word was presented in high contrast (653 ms), F(1, 49) ϭ 4.3, MSE ϭ 3,632, p Ͻ .05. In addition, RTs were shortest for the high-pitched tones (612 ms), intermediate for the low-pitched tones (654 ms), and longest for the medium-pitched tones (679 ms), F(1.87, 91.51) ϭ 24.7, MSE ϭ 14,716, p Ͻ .0001. Tone frequency and contrast did not interact (F Ͻ 1), and the three-way SOA ϫ Contrast ϫ Tone Frequency interaction was not significant, F(3.23, 158.36 ) ϭ 1.6, MSE ϭ 4,490, p Ͼ .19. There was no reliable SOA ϫ Tone Frequency interaction, F(3.51, 172.18) ϭ 1.7, MSE ϭ 4,020, p Ͼ .16. However, the pattern of means is consistent with the central capacity sharing model prediction that a Task 1 manipulation at or before central processing will be overadditive with decreasing SOA. In fact, when the analysis was rerun including only the medium and high tones (slowest and fastest conditions), there was a reliable SOA ϫ Tone Frequency interaction, F(1.88, 92.07) ϭ 3.4, MSE ϭ 3,697, p Ͻ .05.
On the one hand, these results confirm the prediction of the central capacity sharing model that when capacity is shared, a precentral manipulation in Task 2 will have an inverse effect on RT1 at short SOAs. On the other hand, the central bottleneck model predicts no effect of SOA and no effect of a Task 2 precentral manipulation on Task 1 performance (at any SOA). However, both an effect of SOA and an effect of a Task 2 precentral manipulation on Task 1 were observed, thus providing disconfirming evidence for the central bottleneck model. Proponents of the central bottleneck model often call on a response-grouping hypothesis to account for increases in RT1 as SOA decreases. By this hypothesis, subjects postpone their response to Task 1 until they have prepared a response for Task 2. Response grouping is posited to occur disproportionately at short SOAs. If this is what was occurring in the present experiment, an analysis of the interresponse intervals (IRIs; time intervals between the responses to Task 1 and Task 2) should reveal a disproportionate number of short IRIs at short SOAs. This was not the case. A plot of IRI distributions for each SOA is presented in Figure 4 . For each SOA, there were approximately 5,300 trials. For the 50-ms SOA, only 88 of these trials had an IRI less than 100 ms, and only 188 trials had an IRI less than 200 ms. At the 200-ms SOA, a comparable number of short-IRI trials were observed: 89 trials had an IRI less than 100 ms, and 148 trials had an IRI less than 200 ms. The data were reexamined with all trials on which the IRI was less than 200 ms excluded. The pattern of means was largely unaffected; in fact, numerically, the interaction between contrast and SOA was slightly larger after exclusion of short-IRI trials. A statistical analysis confirmed that even after removal of trials with IRIs less than 200 ms, the Contrast ϫ SOA interaction remained significant, F(1.80, 88.13) ϭ 4.5, MSE ϭ 3,803, p Ͻ .02. This analysis of IRIs demonstrates that the SOA effect and the interaction between SOA and contrast observed in Task 1 of this experiment were not caused by response grouping.
RT2 (word) . Given that we have argued that our contrast manipulation affects a precentral stage of processing, it was important to observe a pattern of results in Task 2 that was consistent with a precentral locus. Specifically, we expected to find an effect of contrast at long SOAs but not at short SOAs. As expected, the effect of the contrast manipulation decreased from 75 ms at the longest SOA to only 5 ms at the shortest SOA, F(1.82, 89.39) ϭ 23.8, MSE ϭ 4,524, p Ͻ .0001. As the SOA decreased, RTs in the word task increased, F(1.25, 61.12) ϭ 357.1, MSE ϭ 45,105, p Ͻ .0001. Subjects responded fastest to the word when it was paired with the high-pitched tone (922 ms), followed by the word when paired with the low-pitched tone (949 ms), and slowest when it was paired with the medium-pitched tone (973 ms), F(1.70, 83.48) ϭ 17.7, MSE ϭ 12,730, p Ͻ .0001. However, the effect of tone frequency (high-medium) was largest at the shortest SOA (82 ms), followed by the medium SOA (58 ms), and finally the longest SOA (12 ms), F(3.53, 173.10) ϭ 5.2, MSE ϭ 7,129, p Ͻ .001. In other words, the Task 1 manipulation of tone frequency carried forward to Task 2 at short SOAs, indicating that this manipulation occurs at or before central processing. Subjects also responded faster to high-contrast words (931 ms) than to low-contrast words (965 ms), F(1, 49) ϭ 37.3, MSE ϭ 6,936, p Ͻ .0001. No other effects approached significance (Fs Ͻ 2, ps Ͼ .10). The pattern of results for RT2 was consistent with both the central bottleneck and central capacity sharing models of information processing.
Using IRIs to Evaluate the Models
During the review process, David Navon pointed out that the central capacity sharing model and the central bottleneck model make divergent predictions regarding IRIs. Specifically, at short SOAs, the central bottleneck model predicts no increase in IRI with increases in SOA, whereas the central capacity sharing model predicts increases in IRI with increases in SOA. The equation for IRI is as follows:
At long SOAs, Equation 7 under the central capacity sharing model and Equation 7 under the central bottleneck model are the same, but at short SOAs, they deviate. Specifically, for the central 
which reduces to
which indicates that IRI depends only on Task 2 central and postcentral processing and Task 1 postcentral processing. IRI predictions for the central capacity sharing model can be derived by substituting Equations 1 and 5 into Equation 7:
This indicates that-when SP is less than 1 (when SP is 1, Equation 9 becomes Equation 8)-IRI will vary with manipulations of both SOA and Task 2 precentral processing, both of which were manipulated in the present experiment. For SOAs when central processing overlap between Tasks 1 and 2 occur, the central bottleneck model predicts no effect on IRIs of manipulations of SOA or Task 2 precentral processing, whereas the central capacity sharing model predicts that IRIs will increase with increases in either of these variables. In addition, the degree to which IRIs will be affected is dependent on SP. This result indicates that the pattern of IRIs is best captured by the central capacity sharing model in which capacity is shared between Task 1 and 2 in a roughly 4:1 ratio. Like the observed interaction between SOA and contrast in RT1, this result is hard to reconcile with the central bottleneck model.
The central capacity sharing model also predicts that IRIs should increase with manipulations that increase precentral processing, whereas the central bottleneck model predicts that IRIs will be independent of precentral manipulations. Both models predict that increases to central (or postcentral) processing in Task 2 will increase IRIs in a one-to-one fashion (the B2 and C2 components of Equations 8 and 9). We examined these predictions at the shortest SOA. It was important to first determine which stages of Task 2 processing were affected by our contrast manipulation. The total size of the effect can be estimated by subtracting performance in the easy condition from performance in the hard condition at the longest SOA (this yields a 75-ms effect). Any precentral component will be eliminated at the shortest SOA (no A2 component in Equation 1), whereas any remaining effect represents central (or postcentral) contributions. There was a 5-ms residual effect of the contrast manipulation at the shortest SOA in this experiment, indicating that the A2 component was 70 ms and the B2 (or C2) component was 5 ms. Therefore (from Equation 8), the central bottleneck model predicts that the difference between IRIs for the easy and hard conditions should be roughly 5 ms. For the central capacity sharing model,
Substitution of our estimates of the A2 and B2 components of our contrast manipulation and our estimate of SP from the SOA analysis yields IRI hard Ϫ IRI easy ϭ Ϫ ͑0.816 Ϫ 1͒/0.816 * ͑70͒ ϩ 5, IRI hard Ϫ IRI easy ϭ 20.8 ms.
The observed difference in IRIs between the hard and easy conditions was 27.5 ms (495.0 -467.5). The central capacity sharing model underestimates the value slightly, but this predicted value (20.8) is much closer than that of the central bottleneck model (5 ms).
Accuracy Results
Task 1 (tone). Accuracy results generally corroborated RT results and did not indicate any speed-accuracy trade-offs. Subjects responded most accurately to the high-pitched tone (96.5% correct), followed by the medium-pitched tone (94.1% correct), and finally the low-pitched tone (91.6% correct), F(1.95, 95.63) ϭ 8.5, MSE ϭ 0.021, p Ͻ .001. Subjects were least accurate when the SOA was short (92.9% correct), followed by the middle SOA (94.3% correct), and most accurate at the longest SOA (95.0% correct), F(1.90, 92.93 
The Central Bottleneck Model With Disruption
The central bottleneck model alone cannot account for the results of Experiment 1, because it cannot explain why RT1 increased with decreasing SOA or why this increase was modulated by the contrast of the Task 2 word. However, we wondered if it was possible that the presentation of the Task 2 word disrupted processing of the tone and that this was what caused RT1 to increase with decreasing SOA. There is some evidence from the Stroop literature that indicates that words are read involuntarily (Brown, Gore, & Carr, 2002) , and it is possible that this involuntary allocation of attention to the word disrupted tone processing. As the SOA is decreased, it becomes more likely that tone processing is still underway when the Task 2 word is presented, which makes disruption more likely when the SOA is short. If disruption becomes more likely as the SOA is decreased, it would be possible to explain the increase in RT1 with decreasing SOA without abandoning the other assumptions of the central bottleneck model. If we also assume that the high-contrast words create more of a sudden onset than low-contrast words, and therefore exogenously withdraw attention from the tone task, we could also have an explanation for the longer tone RTs at short SOAs when it was paired with a high-contrast word in Task 2. Therefore, with two assumptions, the central bottleneck model accompanied by disruption caused by a luminance flash can explain the pattern of results observed in Experiment 1. Experiment 2 aimed to rule out the central bottleneck model with disruption.
Experiment 2
The goal of Experiment 2 was to test the divergent predictions of the central capacity sharing model and the central bottleneck model with disruption. According to the central capacity sharing model, any manipulation affecting a precentral stage of processing in Task 2 will have an inverse effect on Task 1 performance at short SOAs when capacity is shared between Tasks 1 and 2 (i.e., SP Ͻ 1). According to the central bottleneck model with disruption, the Task 2 stimulus can disrupt Task 1 processing, and the likelihood of this occurrence depends on both the SOA and the sudden onset qualities of the Task 2 stimulus. The shorter the SOA and the larger the energy difference between the stimulus and the background, the more disruption is expected.
To test between these two models, it is necessary to find a manipulation that affects a Task 2 precentral stage of processing for which the stimuli at each level of the manipulation do not differ in contrast. To accomplish this goal, we created a Task 2 that involved showing subjects two letters on a black background. One of the letters was displayed in gray, whereas the other was displayed in either grayish-pink or red. It was the subject's task to identify, with a manual keypress, the red-pink letter. It was postulated that this color-discriminability manipulation would affect a precentral stage of processing. To control for the contrast levels, we equated the red and pink colors for luminance. Thus, the effect of contrast in both conditions should have been equated, and the disruptive qualities caused by a luminance flash should have been the same for both stimuli.
Assuming that subjects share capacity between Tasks 1 and 2 and that our manipulation affected a precentral stage of processing, a situation in which the central capacity sharing model and the central bottleneck model with disruption make divergent predictions had been created. Both models predict that RTs to Task 1 will increase with decreasing SOA. However, only the central capacity sharing model predicts that at short SOAs, subjects will be faster to respond to Task 1 when it is paired with a pink target letter than when it is paired with a red target letter. The central bottleneck model with disruption predicts that because the pink and red target letters have been equated for luminance, there should be no difference between conditions.
Method Subjects
Fifty-two undergraduate students at the University of Waterloo participated in this experiment in exchange for $8.00 Canadian. All subjects had normal or corrected-to-normal vision and hearing. The data for 12 subjects were excluded because of poor performance on one or both of the tasks (a standard for inclusion of at least 70% correct on each task was used in this experiment).
Stimuli
The computer set up was the same as in Experiment 1, except that subjects were tested on one of two computers. Tones were presented as in Experiment 1. At a variable SOA following the tone (50, 250, 750, or 1,250 ms), two letters were presented in a horizontal line against a black background. The letters were always drawn from the four letters-H, O, S, or T-with the constraint that they could not be the same. One letter was always presented in gray (RGB coordinates of 30, 30, 30); the other was presented in either red (RGB coordinates of 63, 5, 22) or grayish-pink (RGB coordinates of 33, 29, 30) . Luminance values were taken so as to (approximately) equate all conditions for luminance prior to the experiment. Any small differences in luminance values were designed to make the grayish-pink stimulus brighter, thus making it more disruptive if disruption is related to luminance levels. Each letter subtended 0.8°of visual angle in height and between 0.6°and 0.8°of visual angle in width. The pair of letters was presented side by side and was centered on the screen both vertically and horizontally. The letters were separated by 1.0°o f visual angle.
Design
The experiment was divided into 13 blocks. The first block was a practice block, which was designed to familiarize subjects with the procedure and was not analyzed. There were 48 trials per block.
On each trial, a tone sounded, and after a variable SOA, two letters were presented, one of which was always gray. On half of the trials, the other letter was red, whereas on the other half, it was grayish-pink. The letters stayed onscreen until the subject responded. Subjects indicated the pitch of the tone by making a manual keypress with their left hand, as in Experiment 1. Subjects responded to the letter task by indicating the identity of the grayish-pink or red letter (the target letter). If the target letter was an H, subjects responded by pressing the M key with their right index finger. If the target letter was an O, subjects responded by pressing the Ͻ key with their right middle finger. If the target letter was an S, subjects responded by pressing the Ͼ key with their right ring finger. Lastly, if the target letter was a T, subjects responded by pressing the ? key with their right baby finger.
SOA (50 ms, 250 ms, 750 ms, 1,250 ms), color (red, pink), target letter (H, O, S, T), and tone frequency (high, medium, low) were fully crossed so that each level of a dependent variable appeared equally often at each level of the other dependent variables. Identity of the distractor letter and the side on which the target letter was presented was selected at random. This design yielded 96 trial types (4 ϫ 2 ϫ 4 ϫ 3) with 6 experimental trials of each type.
Procedure
At the beginning of the session, subjects were given an overview of the experiment. They were informed that the experiment was divided into blocks and that they would perform trials on which a tone would sound and a pair of letters would be presented, one of which would be gray and the other grayish-pink or red. They were told that on each trial, they would be required to classify the tone on the basis of its pitch and the grayish-pink or red letter on the basis of its identity (H, O, S, or T) . Subjects were given instructions to respond as quickly and accurately as possible to both stimuli and to give the two tasks equal priority. As in Experiment 1, no temporal constraints were placed on response order, but subjects almost always responded in the presentation order (tone first). Out of order responses were not analyzed, and they accounted for less than 2% of trials from any condition. In addition, subjects were instructed to take breaks as required.
After receiving verbal and written instruction about the experiment, subjects began the experiment by pressing the B key. A fixation marker (ϩϩ) was presented at screen center, and subjects pressed the spacebar to hear three sample tones at each level of tone frequency. After the sample tones, subjects began the practice block by pressing the B key. Each trial started with the presentation of the fixation marker and proceeded in the same manner as the experimental trials from Experiment 1, with the exception that four SOAs were used, and the tone was followed by a pair of letters at the center of the screen instead of by a word. As in Experiment 1, the fixation marker also provided feedback on performance from the preceding trial. Finally, if a subject took longer than 2,000 ms to respond to either stimuli, a warning message was presented encouraging the subject to respond faster to that stimulus.
Results and Discussion
ANOVAs were conducted on RT and accuracy results. For the RT analysis, trials on which both responses were correct were screened for outliers using the same procedure as described in Experiment 1. Less than 3.9% of the RT data were excluded as outliers. Table 3 shows the percentages of trials per condition rejected as outliers. The remaining data points were included in the RT analyses. We performed a similar outlier procedure again on all trials to eliminate outliers from the accuracy analyses. Less than 4.2% of the accuracy data were excluded as outliers.
Tone frequency (high, medium, low), SOA (50 ms, 250 ms, 750 ms, 1,250 ms), and color (red, grayish-pink) were included as within-subject factors in the RT and accuracy ANOVAs. Means for the RT results as a function of SOA and color are presented in Figure 5 . Accuracy results are displayed in Table 4 . All reported F statistics are Greenhouse-Geisser corrected.
RT Results
RT1 (tone).
As in Experiment 1, as the SOA decreased, RTs to the tone increased at a faster rate when the Task 2 stimulus was easy (red) than when it was hard (grayish-pink), F(2.72, 106.07) ϭ 2.8, MSE ϭ 4,929, p Ͻ .05. Subjects were 26 ms faster in the grayish-pink condition than in the red condition at the shortest Again, we examined IRIs to determine whether response grouping could be accounting for the observed RT1 SOA effect. IRI distributions for each SOA are displayed in Figure 6 . As can be seen, there were not a disproportionate number of short-IRI trials at short SOAs. Out of roughly 4,700 trials per SOA, only 29 trials had an IRI less than 100 ms at the 50-ms SOA, and only 83 trials had an IRI less than 200 ms. Likewise, for the 250-ms SOA, only 14 trials had an IRI less than 100 ms, and only 51 trials had an IRI less than 200 ms. Again, we examined RT means, excluding all trials with IRIs less than 200 ms, and again the pattern of means was not substantially different than the pattern of means including short-IRI trials. Numerically, the interaction between color and SOA was only 1 ⁄2 ms smaller after removal of the short-IRI trials. As in Experiment 1, a statistical analysis confirmed that the Color ϫ SOA interaction remained significant after removal of the short-IRI trials, F(2.67, 104.22) ϭ 3.1, MSE ϭ 5,135, p Ͻ .04. At the 50-ms SOA, subjects were 26 ms faster when the Task 2 target letter was pink than when it was red. This advantage disappeared as the SOA increased (Ϫ11, 5, and Ϫ1 ms, respectively).
Even after equation of the Task 2 stimuli in the easy and hard conditions for luminance levels, an interaction was observed between SOA and the color of the Task 2 stimulus. This result suggests that this effect is not caused by a startle effect due to the luminance of the Task 2 stimulus and is consistent with a capacitysharing approach.
RT2 (letter) . As in Experiment 1, it is important to demonstrate that our Task 2 manipulation of color did in fact behave in a manner consistent with a precentral locus. If this is the case, all models under examination predict that the color effect should interact in an underadditive fashion with decreasing SOA. This is in fact the pattern of results that was observed. The effect of color was largest at the longest SOA (234 ms), decreasing to its smallest value at the shortest SOA (119 ms), F(2.47, 96.35) ϭ 15.1, MSE ϭ 10,942, p Ͻ .0001. However, it is important to note that a large residual color effect was observed at the shortest SOA. A test of the simple main effect of color at the shortest SOA revealed that this effect was reliable, F(1, 39) ϭ 41.2, MSE ϭ 20,683, p Ͻ .0001. The central bottleneck, central bottleneck with disruption, and the central capacity sharing models all interpret this pattern of results to indicate that the manipulation of color also affected a stage of processing at or after central processing. The fact that the manipulation of color affected both a precentral and a central stage of processing does not change the prediction of the central capacity sharing model of an inverse effect of the manipulation of color at the shortest SOAs for Task 1. So long as a manipulation affects a precentral stage of processing in Task 2, the central capacity sharing model predicts this pattern of results.
In addition to the effects and interactions mentioned above, as the SOA decreased, RTs increased, F(1.90, 74.27 ) ϭ 662.2, MSE ϭ 35,563, p Ͻ .0001. Subjects responded fastest to the letter task when it was paired with the high-pitched tone (1,057 ms), followed by the low-pitched tone (1,083 ms), and finally the medium-pitched tone (1,135 ms), F(1.84, 71.62) ϭ 32.0, MSE ϭ 17,187, p Ͻ .0001. However, this main effect was qualified by a significant Tone Frequency ϫ SOA interaction. The effect of tone frequency was largest at the shortest SOA (133 ms) and decreased as the SOA was lengthened (2 ms at the longest SOA), F(4.54, 177.12) ϭ 9.9, MSE ϭ 11,512, p Ͻ .0001. As in Experiment 1, this pattern of results indicates that the Task 1 manipulation of tone frequency carried forward to Task 2 at short SOAs, which suggests that this manipulation affects a stage of processing at or before central processing in Task 1. Finally, subjects responded faster when the target letter was red (1,000 ms) than when it was grayish-pink (1,183 ms) 
Using IRIs to Evaluate the Models
We again examined IRIs to determine whether the increase in IRI with increases in SOA and precentral processing predicted by the central capacity sharing model was observed. According to the central capacity sharing model, IRIs should increase with increasing SOA, whereas the central bottleneck model predicts no in- Capacity sharing was again observed, although more capacity was devoted to Task 1 while sharing in Experiment 2 (a roughly 7:1 ratio) than in Experiment 1 (4:1 ratio).
As in Experiment 1, we examined IRIs for the shortest SOA for both the easy (red) and hard (grayish-pink) conditions. From the RT2 results, the A2 component of the color manipulation was estimated to be 115 ms, whereas the B2 (or C2) component was estimated to be 119 ms. The central bottleneck model therefore predicts an increase in IRI from the red to the grayish-pink condition of 119 ms, whereas the central capacity sharing model predicts an increase of 135.9 ms. The observed increase in IRI from the red to the grayish-pink condition was 140 ms. As in Experiment 1, the central capacity sharing model does a better job of explaining this increase in IRI from the red to the grayish-pink condition than does the central bottleneck model. 
General Discussion
The purpose of the two experiments conducted in this study was to test the central capacity sharing model's prediction that slowing Task 2 precentral processing would speed up Task 1 processing at short SOAs when central capacity was shared between Tasks 1 and 2. This pattern of results was observed in both experiments, supporting the central capacity sharing model. In addition, effects of SOA and Task 2 precentral manipulations on IRIs predicted by the central capacity sharing model, but not by the central bottleneck model, were also observed. These results are inconsistent with the central bottleneck model and support the view that information processing is dominated by a limited-capacity central stage of processing that can allocate capacity to multiple (at least two) tasks in parallel. Although the central bottleneck model may characterize processing in the PRP paradigm under certain circumstances, it is too restrictive in the sense that it underestimates the capabilities of the human information processing system.
The idea that the central bottleneck model can be salvaged by arguing that the stimulus for Task 2 disrupts Task 1 processing is also challenged by our results. In Experiment 2, the red and grayish-pink stimuli were of equal intensity, refuting the argument that luminance differences were responsible for the pattern of results observed in Experiment 1. One could possibly argue that in Experiment 2, the red stimuli were more disruptive to Task 1 processing than the grayish-pink stimuli because they were more salient. However, the results from Oriet et al. (in press) argue against this disruption account. In that study, the precentral manipulation to Task 2 involved varying the symbolic distance of a digit with respect to 5. A digit far from 5 is physically no more salient than a digit near to 5, so there would be no reason to expect more disruption when the Task 2 stimulus is far from 5. However, this is exactly the pattern of results that was observed. This result suggests that stimulus onset disruption is not responsible for the inverse effect of a Task 2 precentral manipulation on RT1 at short SOAs.
A secondary goal of this study was to test the central capacity sharing model prediction that manipulating a stage of processing at or before central processing in Task 1 will result in an overadditive interaction with decreasing SOA. Unfortunately, increasing the difficulty of Task 1 may also result in a shift of capacity while sharing to Task 1, thus increasing SP, which would be expected to counteract the interaction predicted from increasing the difficulty of Task 1 at or before central processing. The observed patterns of means (especially in Experiment 1) were consistent with an overadditive interaction, but the statistics did not support this pattern, except in Experiment 1 when the analysis was restricted to the highest and lowest levels of the tone variable. This pattern of results is consistent with the central capacity sharing model if it is assumed that making Task 1 more difficult also causes SP to increase. The results of Smith (1969) and Tombu and Jolicoeur (2002) suggest that making a task more difficult results in more capacity being allocated to it, but further research more directly examining the impact of difficulty manipulations on SP is required.
In many PRP studies, RT1 varies little as a function of SOA. Thus, from a capacity sharing framework, one would conclude that most or all of the available capacity was allocated to Task 1 when central processing of the two tasks overlapped. This allocation policy may have resulted from the instructions given to subjects to place priority on Task 1, or from the use of simple tasks that lend themselves to an efficient, all-or-none allocation policy. However, signs of capacity sharing (increases in RT1 with decreasing SOA) are often observed (Carrier & Pashler, 1995; Crebolder, Jolicoeur, & McIlwaine, 2002; Pashler, 1991, Experiments 3 and 4; Tombu & Jolicoeur, 2002) . The results of the two experiments conducted in this study demonstrate that substantial capacity sharing can take place. Modeling results (not included) indicate that about one sixth of capacity was allocated to Task 2 while sharing, and IRI estimates of SP agree with this value. When sharing does happen, the central bottleneck model fails to capture essential aspects of the observed results. In past studies in which a pattern consistent with capacity sharing has been observed (e.g., the large RT1 SOA effects of Carrier & Pashler, 1995) , the authors have resorted to post hoc explanations such as response grouping to explain the observed results. The analyses of IRIs in the present experiments clearly indicate that response grouping is not responsible for the observed RT1 SOA effect. Reinterpreting the results from the PRP literature from a capacity sharing framework allows for a more parsimonious explanation for cases in which RT1 SOA effects have and have not been observed. When RT1 SOA effects were not observed, SP was likely close to 1, and most or all of the available capacity was allocated to Task 1 when both tasks required capacity simultaneously. When RT1 SOA effects were observed, capacity sharing should be considered as a possible explanation of the results.
Although the results from the present experiments support a central capacity sharing model of dual-task performance in the PRP paradigm, they do not indicate what causes capacity to be shared. Given that sharing capacity slows responses to Task 1 without any speeding of responses to Task 2, it is not obvious why capacity sharing should occur. One possibility is that processing essential to Task 2 must take place within a certain window or Task 2 processing will be put at risk. Another possibility is that the Task 2 stimulus captures some capacity by its mere presentation.
The latter possibility is interesting, given that arguments have been put forward that words and letters are processed involuntarily (Brown et al., 2002; Brown, Roos-Gilbert, & Carr, 1995; Kahneman & Chajczyk, 1983; Paap & Ogden, 1981) . It may be possible that when stimuli that are processed involuntarily are used as the Task 2 stimulus, it is more likely that capacity will be shared.
Further research exploring what causes capacity to be shared is required to fully address this question.
