In this paper, we show that the metric space (Q, G) is a positivelycurved space (PC-space) in the sense of Alexandrov. We also discuss some issues like metric tangent cone and exponential map of (Q, G). Then we give a stratification of this metric space according to the signature of points in Q. Some properties of this stratification are shown. The second part of this paper is devoted to some basic analysis on the space (Q, G), like the direct sum and L p space, which can be of independent interest. In the end, we give another definition of derivative for multiple-valued functions, which is equivalent to the one used by Almgren. An interesting theorem about regular selection of multiple-valued functions which preserves the differentiability concludes this paper.
Introduction
The theory of multiple-valued functions in the sense of Almgren [AF] has several applications in the framework of geometric measure theory. In deed, multiple-valued functions give a very useful tool to approximate some abstract objects arising from geometric measure theory. For example, Almgren (see [AF] ) used multiple-valued functions to approximate some rectifiable currents, hence successfully got the partial interior regularity of area-minimizing integral currents. Solomon (see [SB] ) succeeded in giving proofs of the closure theorem without using the structure theorem. His proofs rely on various facts about multiple-valued functions. There are also some other work concerning multiplevalued functions, see [DGT] , [GJ] , [LC1] , [LC2] , [MP] , [ZW1] , [ZW2] . All these work raises the need of further studying of multiple-valued functions. In [AF] , Almgren gave an explicit bi-Lipschitzian correspondence between the metric space (Q, G) and a finite polyhedral cone Q * in some higher dimensional Euclidean space. His analysis on multiple-valued functions are mainly based on this correspondence. In this paper, we are focusing on the metric space (Q, G) itself. By carefully studying the geodesics connecting any two points in Q, we are able to claim: Theorem 1.1. The space Q with metric G is positively-curved (a PC-space) in the sense of Alexandrov.
We also give an explicit description of the abstract tangent cone in this metric space (Q, G): Theorem 1.2. For any point A ∈ Q, such that S(A) = (J, k 1 , · · ·, k J ),
with the product metric.
The second part of this paper is based on the following definition of direct sum of multiple-valued functions. (Recall that there is no suitable notion of "addition" for arbitrary two multiple-valued functions)
, where p and q are not necessarily the same. Define
(i.e the direct sum is a pq−valued function).
This definition is of limited uses in the sense that even if p = q = Q, the direct sum of two Q−valued functions gives a 2Q−valued functions, which makes it hard to talk about derivatives. We are expecting some good notion of "addition" which will enable us to define various things like integration, differential equation in the setting of multiple-valued functions.
The last part of this paper gives another definition of derivatives for multiplevalued functions if a priori the function is continuous. Unlike using linear approximation to define derivative in [AF] , which avoids "subtraction", our definition is more calculus-oriented: Definition 1.2. Suppose f : R m → Q is continuous, fix x 0 ∈ R m and v ∈ R m , the directional derivative of f at x 0 in the direction v is the following limit if it exists:
We will show that this definition is equivalent to the one in [AF] . We conclude this paper by a selection theorem for multiple-valued functions. One of the motivations for this kind of question is whether we can decompose a Q−valued function into Q single-valued functions which preserve some properties of the original function. There are already some important work by De Lellis, Grisanti and Tilli [DGT] and by Goblet [GJ] . As far as continuity is concerned, we have some positive and also some negative results, namely, a continuous Q Q (R 1 )-valued function always has a continuous decomposition while this does not hold for a continuous Q Q (R n>1 )-valued function. See the example in [GJ] . Nevertheless, every continuous multiple-valued function defined on a closed interval can always be split into continuous singlevalued functions (see [GJ] proposition 5.2). Now our question is whether differentiability can be preserved also. The example [[x] ] + [ [−x] ], x ∈ [−1, 1] suggests that "affinely approximatable" (see [AF] ) is not enough to guarantee a differentiable selection. Under stronger condition, we can prove:
Suppose f is strongly affinely approximatable (see [AF] ) at x 0 , then there exist continuous functions
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Preliminaries
Most of the notations, definitions and known results about multiple-valued functions that we need can be found in [ZW1] . The reader is also referred to [AF] for more details. We use standard terminology in geometric measure theory, all of which can be found on page 669-671 of the treatise Geometric Measure Theory by H. Federer [FH] . For reader's convenience, here we state some useful results not included in [ZW1] . The proofs of them can be found in [AF] .
) is strictly defined and is Dir minimizing. Then there exists
Theorem 2.3 ( [AF] , §2.14). Suppose 
, from Theorem 2.2 in [AF] there is a curve γ : [0, 1] → Q such that γ(0) = A, γ(1) = B, γ ∈ Y 2 ((−1, 1), Q), γ is strictly defined and Dirichlet minimizing. We will show that this curve is a geodesic between A and B. From Theorem 2.2, there exist
and whenever 0 < t < 1, and i, j ∈ {1, 2, · · ·, J} with i = j, f i (t) = f j (t). Hence we can rewrite γ as:
Obviously, we have
. This is because we choose any permutation σ of {1, 2, · · ·, Q}, and define a multiple-valued function f σ : [0, 1] → Q as:
Apparently, f σ (0) = A, f σ (1) = B, and f σ ∈ Y 2 ((0, 1), Q), strictly defined. Moreover
Similarly,
Those two equalities combined with the fact that γ is Dirichlet minimizing proves the first claim. Claim 2: γ has constant speed, namely,
Proof of Claim 2: Observe that γ| [s,t] is also Dirichlet minimizing. Claim 1 says that the distance between two points is realized by matching components according to a Dirichlet minimizer connecting them. Therefore
We now can easily see that the length of γ equals G(A, B), i.e, γ is a geodesic connecting A with B. 
It is easy to check that both
are geodesics connecting A with B. 
Proof. Given any two points
we will show the following inequality:
Let's write
where in the second equality, we use the following convention:
By the definition of p ′ j , q ′ j and the claim 1 in Theorem 3.1,
.
Taking the infimum of σ at the left side of the above inequality gives
In the special case n = 1, we will show that in fact Q Q (R) is flat. Before we prove that, we need some lemma:
Suppose γ is the geodesic connecting A and B and can be written as:
Take any point
Proof. By Corollary 3.1 we may assume that {a i } and {b i } are both nondecreasing sequences. Applying the Theorem 2.1 to G 2 (A, C) we know {c σ(i) } is also a non-decreasing sequence. Therefore, applying the Theorem 2.1 again to G 2 (B, C) gives us the desired result. 
Proof. For any two points
is the geodesic connecting A with B.
From proof of Theorem 3.2, for any permutation σ of {1, 2, · · ·, Q},
Now take a permutation σ such that
By Lemma 3.1,
So for this permutation σ,
By the definition of G 2 (γ(t), C), we have
The above inequality combined with Theorem 3.2 gives the following equality:
which finishes the proof.
Remark 3.2. Generally the space Q is not flat, as shown by the following example.
It is easy to compute that
As for G 2 (γ(t), C), there are two permutations involved:
We conclude this section by a description of (Q, G) in terms of metric: 
Due to the completeness of R P Q , there is an element A ∈ R P Q , such that
Because Q * is closed in R P Q , we conclude that A ∈ Q * . Therefore lim i→∞ A i = ξ −1 (A) thanks to the fact that Lip(ξ −1 ) < ∞. As for the separability, one can check that the set
is a countable dense subset of Q. Take any two points A, B ∈ Q, any geodesic connecting them gives a path between them. Hence Q is path connected. As for the locally compactness, it is obviously once we notice the bi-Lipschitzian correspondence between Q and Q * ⊂ R P Q .
Remark 3.3. By Hopf-Rinow Theorem, any bounded closed set in Q is compact.
3.2 Metric Tangent Cone of (Q, G)
Theorem 3.5. Let γ 1 , γ 2 be geodesics starting from A, then the function
The angle ∠(γ 1 , γ 2 ) ∈ [0, π] between γ 1 and γ 2 is thus defined by the formula
α(A; γ 1 (t), γ 2 (s)).
Proof. See [AGS] Lemma 12.3.4.
For a fixed A ∈ Q let us denote by G(A) the set of all geodesics γ starting from A and parameterized in some interval [0, T γ ]; recall that the metric velocity of γ is |γ ′ | = G(γ(t), A)/t, t ∈ (0, T ]. We set
and λ > 0 we denote by λγ the geodesic
and we observe that for each γ 1 , γ 2 ∈ G(A), λ > 0, it holds
Recall that the restriction of a geodesic is still a geodesic; we say that
Theorem 3.6. If γ 1 , γ 2 : [0, T ] → Q are two geodesics starting from A, we have
In particular, the function d A defined above is a distance on the quotient space G(A)/ ∼. The completion of G(A)/ ∼ is called the tangent cone Tan A (Q) at the point A.
Proof. It follows from the same argument as [AGS] Theorem 12.3.6.
Before we give an explicit representation of the abstract tangent cone Tan A (Q), we give several definitions concerning representation of elements in Q.
Remark 3.4. It is easy to see that σ is lower semi-continuous. Definition 3.3. For any x ∈ Q, which can be written as
n , define the signature of x as:
Remark 3.5. In S(x), J is exactly σ(x).
Definition 3.4. For a fixed positive integer
Q, (J, k 1 , k 2 , · · ·, k J ) is called a permissible decomposition of Q if J ∈ {1, 2, · · ·, Q}, k i ∈ {1, 2, · · ·, Q}, k 1 ≤ k 2 ≤ · · · ≤ k J , J i=1 k i = Q.
The set of all permissible decompositions of Q is denoted as P(Q).
Remark 3.6. From [LW] (15.8), card(P(Q)) = p(Q), where p(n) is defined to be the number of unordered partitions of n.
Proof. When t small enough, the distance between γ 1 (t) and γ 2 (t) is obtained by: for each i ∈ {1, 2, · · ·, J},
Hence using Theorem 3.6 finishes the proof.
This proposition gives us the description of Tan A (Q):
Proof. Observe that any geodesic starting with A is uniquely determined by the initial velocity, which is given by
Proposition 3.1 shows the metric on Tan A (Q). We are done.
Remark 3.7. For any two points x, y ∈ Q, Tan x (Q) = Tan y (Q) ⇐⇒ S(x) = S(y).
Exponential Map
Given a point A =
, there is a unique parameterized geodesic γ : (−ǫ, ǫ) → Q of the form
To indicate the dependence of this geodesic on the vector v, we denote it by γ(t, v) = γ. Obviously we have Proposition 3.2. If the geodesic γ(t, v) is defined for t ∈ (−ǫ, ǫ), then the geodesic γ(t, λ v), λ ∈ R, λ > 0, is defined for t ∈ (−ǫ/λ, ǫ/λ), and γ(t, λ v) = γ(λt, v).
Remark 3.8. Exponential map is not necessarily one-to-one, as shown in Remark 3.1(1). However, if restricted in a small neighborhood of 0 in Tan
it is an isometry.
Theorem 3.8. For any A ∈ Q with signature S(A) = (J,
, and let
Therefore,
Stratification of (Q, G)
We decompose Q according to the signature:
Definition 3.6. Define
Definition 3.7. Define Proof. We endow R n with the lexicographical order. Take any two points A, B ∈ I Q . Write them as
with a 1 < a 2 < · · · < a Q , and
Obviously γ connects A with B. We will show that γ ∈ I Q . Suppose not, i.e, there are i < j and t ∈ (0, 1) such that
: a i is a rational point in R n , and they are distinct} is dense in Q.
Theorem 3.11. I 1 is path connected.
Proof. Take any two points A, B ∈ I 1 . Write them as 
Therefore γ 1 and γ 2 must meet at some point in (0, 1) due to elementary facts about continuous functions. This shows that I 2 is not path connected.
However, we are able to prove the following theorem:
is small enough, then any geodesic γ connecting them lies in I J,k1,k2,···,kJ .
Proof. Let
Choose B close enough with A such that
Therefore, according to proof of Theorem 3.1, any geodesic γ : [0, 1] → Q connecting A with B can be written as:
We will show that γ ∈ I J,k1,k2,···,kJ . If not, i.e, there are i < j and t ∈ (0, 1) such that
Subtract a i from both sides,
The absolute value of LHS is less than δ/4 Q , while the absolute value of RHS is great than δ − δ/4 Q = (1 − 4 −Q )δ. A contradiction. As we promised, we will show I Q is locally flat:
Theorem 3.13. I Q is locally flat in the sense of Alexandrov.
Proof. Take any point
Take any point B ∈ U and γ : [0, 1] → I Q be a geodesic connecting A with B (Theorem 3.12 guarantees that γ ∈ I Q once U is small enough). We write γ as
which means
Take C ∈ U and suppose
which guarantees that
Then we have the following equality
The proof suggests a one-to-one correspondence between a neighborhood of A with an open set in R nQ . Moreover, this correspondence turns out to be an isometry: Proof. Using the same notations as Theorem 3.13, for any B, C ∈ U , we have
That means that the distance between any two points in U is obtained in a unique way. Define V = {x ∈ R nQ : |x − (a 1 , a 2 , · · ·, a Q )| < δ/2} ⊂ R nQ and define
It is easy to check that is is a bijection and an isometry. 
Unless n = 1, ψ will not be an isometry. For example, we consider Q 2 (R 2 ). For
Under the map ψ, we have
Letting ǫ ↓ 0 shows that ψ is not even a Lipschitz map.
Direct Sum of Multiple-Valued Functions
(i.e the direct sum is a pq−valued function).
Remark 4.1. It is easy to check: 
Proof. By definition,
Sum them up, we get
Moreover, its L ∞ norm is defined to be
Proof. When k = 1, or ∞, it follows easily from the Weighted Triangular Inequality.
Now applying the Hölder inequality for parameters
, we are done. Otherwise, divide both sides of the above inequality by f ⊕ g
Proof. Using the inequality (a + b) 
5 Derivative of Multiple-Valued Functions
Definition of Derivative
For reader's convenience, we include here the definition of derivative used in [AF] . 
] is defined as the derivative of f at x 0 in the direction v and is denoted by
In this section we will define derivative in a more natural way, as we do in one variable calculus:
The major difficulty is due to the fact that "subtraction" between two elements in Q is generally not well-defined except for some special cases. For example, we can define the subtraction (−): Q × I 1 → Q, for any z = Proof. Let f i be a decomposition from Theorem 5.1. We also let g 1 , g 2 , · · ·, g Q ∈ A(1, n) such that
Consider f (x 0 ) which is the same as both 
By the assumption that f is strongly affinely approximatable at x 0 , we may rewrite g as
for J non-crossing affine maps g i . By continuity of f , apparently we have 
