Quantum Monte Carlo methods are used to study a quantum phase transition in a 1D Hubbard model with a staggered ionic potential (∆). Using recently formulated methods, the electronic polarization and localization are determined directly from the correlated ground state wavefunction and compared to results of previous work using exact diagonalization and Hartree-Fock. We find that the model undergoes a thermodynamic transition from a band insulator (BI) to a broken-symmetry bond ordered (BO) phase as the ratio of U/∆ is increased. Since it is known that at ∆ = 0 the usual Hubbard model is a Mott insulator (MI) with no long-range order, we have searched for a second transition to this state by (i) increasing U at fixed ∆ and (ii) decreasing ∆ at fixed U. We find no transition from the BO to MI state, and we propose that the MI state in 1D is unstable to bond ordering under the addition of any finite ionic potential ∆. In real 1D systems the symmetric MI phase is never stable and the transition is from a symmetric BI phase to a dimerized BO phase, with a metallic point at the transition.
I. INTRODUCTION
Strongly-correlated systems of interacting electrons lead to many of the most interesting phenomena observed in solid state physics 1 . As a function of the interaction strength, there can be quantum phase transitions behavior to the long range order, and in many cases it is known that the MI state must be accompanied by a broken symmetry 5 .
To address such issues theoretically we must have methods that can clearly distinguish metals from insulators, i.e., the ability to transport charge [6] [7] [8] vs. localization of the electrons 8 . Insulators at absolute zero can not transport arbitrary amounts of charge macroscopic distances across their bulk; however, the center of electronic charge can shift in response to external fields, which is described in terms of changes in polarization 6, 7 . The polarizability is characterized by the degree of electronic delocalization 8 which increases with the proximity to the metallic state. Recently, there have been new developments defining macroscopic polarization and localization in terms of the insulating ground state wavefunction [9] [10] [11] [12] [13] [14] [15] .
These theories formulate the polarization and localization in terms of Berry's phases 16 which can be calculated using "twisted boundary conditions" or in terms of the expectation value of an exponentiated operator.
Such twisted boundary conditions have been applied in the past to study metals and approach metal-insulator transitions from the metallic side [17] [18] [19] 8 . With the re- There is never a state that would be called an ordinary band insulating (BI) state. However, in systems of higher dimensionality (d ≥ 2), a MI state is always accompanied by a broken symmetry 5 .
Many new possibilities emerge for generalized Hubbard models in 1D. The ionic 1D Hubbard model with two inequivalent sites, proposed by Nagaosa 23 and later by
Egami 24 as a model ferroelectric, is ideal for studying how quantized particle transport is modified by electron correlation in a many body system. On general grounds we expect a transition to occur from an ionic band insulator to a strongly correlated Mott insulator as U is increased. Evidence for such a transition was found in exact-diagonalization calculations 13, 10 , where the electronic polarization was found to jump abruptly between two discrete values fixed by the existence of two centers of inversion at the two sites. Such behavior has been termed a "topological transition" 14 that occurs in finite systems and therefore is distinct from a true quantum phase transition. These solutions predict that the model has a metallic point separating two insulating phases and that a ferroelectric polarization results only if the atomic sites are displaced from the centers of inversion.
However, recently Fabrizio, et al., 25 have proposed that this model will instead exhibit two quantum phase transitions: one from a BI state to a long range bond ordered (BO) state, predicted to be in the Ising universality class, and a second from the BO to the MI state, predicted to be a Kosterlitz-Thouless transition. Such transitions to BO states have recently been found in 1D Hubbard models with extended interactions (U-V) by Nakamura. 26 The BO state is a broken symmetry state in which the system becomes ferroelectric due strictly to electron-electron interactions even if all the atoms are at centers of inversion.
During the course of the present work, two preprints have reported calculations of charge and spin gaps in the model 27, 28 . Even though each work uses the density matrix renormalization group (DRMG) that allows studies of very large 1D systems, each group reports great difficulty in extrapolating to large size the small spin gaps and the two papers come to opposite conclusions regarding the existence of the BO state.
The purpose of this paper is to study the ionic Hubbard model using a method that (i) will treat electron correlation exactly and (ii) scale to large systems needed to treat systems near second-order phase transitions. 
whereĤ o is the Hamiltonian of the usual Hubbard model
Here c † i,σ (c i,σ ) creates (destroys) an electron of spin σ on site s whilen i,σ = c † i,σ c i,σ is the density operator of electrons of spin σ on site i. This system is an idealized model of a chain of atoms that can have at most 2 electrons of opposite spin per atom. The magnitude of the matrix element (t o ) controls the strength of covalency in the centrosymmetric lattice and determines the width of the energy band in the non-interacting limit. Interactions are included only for electrons that occupy the same site, and the strength of electronic correlation is determined by the ratio of U/t o .
The ionic term,
consists of an on-site energy(±∆) that alternates between neighboring sites, which is intended to model the electrostatic potential of cations and anions in an ionic material.
By adjusting the ratio of t o /∆, we can vary the degree of covalency and ionicity to levels similar to those of real insulating systems.
Although we will not study dimerization, per se, it is crucial to include a dimer term that breaks the inversion symmetry and is defined with the Su-Schrieffer-Heeger
Here δ = αx denotes a dimerization term in the Hamilto-
) that incorporates the effect of alternately displacing the atoms ±x from their equilibrium positions (R(i) o = ia) and α is the linear electron phonon coupling constant. The operatorB is the "bond order" operator
which is a staggered hopping operator, the expectation value of which is the average difference in kinetic energy associated with the two bonds in a unit cell. Here N is the number of sites, N/2, the number of cells, andB i the strength of the i th bond. (Fabrizio, et al., refer to this as a "dimerization" operator; however, we will use the term "bond order" 26 , since it denotes a property of the electronic state and may occur even if the lattice is not dimerized.)
Exact analytic solutions for Eq. 1 exist in several limiting cases. In the non-interacting case (U = 0), the electrons fill the lowest energy band (E(k))
up to the Fermi k-vector ± π a . In the case ∆ = x = 0 there is no gap at the Fermi surface and the system is metallic, but for any finite ∆ or x a gap is opened at the Fermi surface and the system is a band insulator. If ∆ = 0 and we perturb the system by adjusting x = 0 the lattice is known to suffer the famous Peierls instability 36, 37 and energetically favors dimerization.
Exact solutions in the presence of correlation (U = 0) are restricted to cases in which (i) there is no intrasite coupling (t = 0); (ii) there is a large displacement such that δ = 1 and the lattice is completely deformed into an array of independent dimers; or (iii) the case of the usual Hubbard model where there is no ionic potential or lattice deformation (∆ = δ = 0) for which there are exact analytic solutions for all U 22 . In the last case, the exact solution predicts that at half-filling the system becomes a Mott insulator for any non-zero U . There is no change of symmetry from the case of U = 0 (which is a metal) and at "very large" U/t o the system reduces to the Heisenberg spin model, which also has no long range order or spin gap in one dimension. For large U the exchange coupling of the mapped spin model is 
where the average is taken with respect to a truly correlated many body wavefunction utilizing periodic boundary conditions (PBC) sampled using one of the quantum Monte Carlo techniques discussed in section IV. In terms of <Ẑ > the polarization of the many body ground state can be expressed as
and a measure of the electronic delocalization is given by
These expressions are exact only in the limit of an infinitely large system, and in practice one measures each for increasingly larger supercells until convergence is met. Metropolis algorithm. VMC is easy to implement but is limited in accuracy by the form of the adopted wavefunction. In our work Ψ T has the Gutzwiller form
which is a product of Slater determinants for each spin (thus guaranteeing that the wavefunction is anti- 
Note that the exact ground state, Ψ 0 , can only be obtained so long as it has non-zero overlap with Ψ T .
The following is a summary of the method developed by Haaf et al 47 some of which is used in the next section.
For lattices this projection scheme takes advantage of the fact the spectrum ofĤ is bound such that one can use a Green's function projection with no finite-time-step
The propagator acting upon the trial wavefunction now
By inserting the identity operator in the real space con-
between successive applications of the projection operator and multiplying both sides by
we obtain an expression for the wavefunction after N steps in imaginary time. If the time step ∆τ is sufficiently small R|[1−∆τ (Ĥ−E 0 )]|R ′ > 0 and can be interpreted as a probability. Using this probabilistic interpretation, the sum in Eq. 13 above is evaluated using Metropolis.
Multiplying and dividing by R|Ψ Trial , Eq. 13 above can be importance sampled 44 as
where
Since the G(R i , R i−1 ) are not normalized to one, they
can not be interpreted directly as a probability. This is remedied by expressing G(R i , R i−1 ) as
where p(R i , R i−1 ) is identified as the probability of moving from R i to R i−1 and given by
while the weight m(R i , R i−1 ) normalizes p such that
The nodal structure of the ground state divides configuration space into regions in which Ψ T (R) is positive or negative, so that G(R i , R i−1 ) changes sign upon crossing the nodal surface in configuration space. Crossing the nodal surface by a walker causes difficulties in Monte
Carlo sampling since the weight of a walker must be positive definite if it is to be interpreted in a probabilistic manner. In general, one must make some approximation to remedy this problem, by fixing the sign of G in the Monte Carlo sampling; this is referred to as the "fixed node approximation", which has been described for lattice problems by ten Haff, et al. Each of these are then randomly walked along a path in configuration space using p(R, R ′ ) as the Metropolis acceptance function of moving from R to R ′ . Each step is weighted by m(R, R ′ ) such that the i th walker's accumulated weight is
Expectation values for an arbitrary operatorÔ after N projections of the green's function are measured by averaging the weighted local form ofÔ of each walker The energy near δ = 0 varies as
where the amplitude A and γ are dependent upon the strength of electron correlation. For U = 0 A is proportional to t o and γ = 2, and for U/t o << 1 variational methods suggest the same results. In the strongly correlated regime the lattice can be mapped onto a 1D
Heisenberg lattice where A is proportional to 4t 
E. Expectation Values and Forward Walking
As noted before, GFMC does not produce exact expectation values for operators that do not commute withĤ.
There are several ways to improve upon the GFMC mixed estimator for such expectation values. One is an approximation that is valid so long as the VMC and GFMC averages are close to one another. Expressing |Ψ 0 as |Ψ T + |δΨ and taking the inner product, the ground state expectation value can be expressed as
However, this approximation breaks down whenever the VMC trial wavefunction is not a good approximation to
The exact ground state expectation value of any operator (Ô) can be found if the mixed expression Eq. 18 is replaced by one involving the exact wavefunction in both the bra and ket
This can be accomplished by "forward walking" 44 , which can be simply expressed in terms of the GFMC method previously discussed. The same methods and terminology used in GFMC are also applicable here. Inserting the identity operator between each projection and using importance sampling Eq. 21 can be rewritten as
The G(R, R ′ ) are sampled as before in terms of a prob- 
Although this method is in principle exact, assuming the nodal structure of Ψ 0 is known, it also has its disadvan- This new state would have long range order and break the inversion symmetry of the lattice, thus allowing the polarization to take any fractional value.
The present work is based upon the QMC algorithms described earlier and the formulas for polarization and localization in section III. The first step in applying the QMC methods is to find a trial wavefunction that has as much overlap with the true ground state as possible.
This is achieved by optimizing the parameters {g, ∆ ′ , δ ′ } to minimize the energy. To determine the optimal value of g we have used a newly devised technique that significantly reduces the amount of computational effort required 55 . Using the optimal Gutzwiller parameter the energy of Ψ T (g, ∆ ′ , δ ′ ) for different ∆ ′ and δ ′ is sampled using VMC. We adjust ∆ ′ and δ ′ to lower the VMC energy and measure it at several points in the neighborhood of its minimum. A curve fit is then performed using these points to determine the optimal ∆ ′ and δ ′ . found energy gaps that extrapolated to zero. We will compare these results with our work below.
B. Phase transition to Bond-ordered State
We have measured the forward walking estimators for P , <B > and < ∆ 2 X > and taken the limit of δ → 0 to study the nature of the quantum phase transition.
The formulas used to obtain expectation values for polarization and localization are only accurate in the limit We have attempted to classify the quantum phase transition by fitting the polarization and bond order of the centrosymmetric lattice to a function of the form
where ξ is the critical exponent and determines the universality class of the transition. A non-linear least squares routine was used to fit the data, with fitted parameters U c , A, and ξ listed in Table I . In Fig 8 the data for P and <B > and the corresponding fits are plotted.
Both quantities behave similarly near the critical point and the U c of each is nearly identical. We find ξ for P and <B > are near 1/2, the expected mean field exponent. On the other hand, Fabrizio, et al. 25 , predicted that the transition is of the Ising universality class and thus ξ should be 1/8. We do not know whether the difference is real or it is simply due to the possibility that the range of U − U c over which the scaling belongs to the universality class is too small for us to observe in the present work. 
VI. LONG RANGE ORDER AS INFERRED BY BOND ORDER CORRELATION FUNCTION
Existence of a long range bond ordered state can be inferred by measuring the bond order correlation function (g B (r)). We define g B (r) as
whereB i is defined in Eq. 5 and is the strength of the 
and g B (r) = g B (r) + g B (r + 1) 2 (27) and substituting Eq 25 in place of g B (r) we can relate these two quantities in terms of measurable quantities.
At large r the i th and j th bonds are uncorrelated and ∆g B (r) is the RMS bond order of the lattice whereas g B (r) is the square of the average bond strength.
In the limit of large r the average bond order B can be expressed in terms of ∆g B (r) as:
This estimate is exact when r ≫ r corr where r corr is the correlation length. Let us now consider why the BO phase was not found in previous studies that used exact diagonalization Lanczos techniques to treat small finite systems 13, 53 . There are two reasons why these studies did not find the BO phase. In the BO phase the energy can parameterized by the bond order parameter (Eq 5) that develops a bimodal distribution with minima at ±B. The true ground state is a linear combination of these 2 degenerate BO states,
which of course has no net bond order. The situation is similar in many aspects to a ferromagnet; it is only in the thermodynamic limit that one or the other of the two states is the true ground state with long range order. For finite systems existence of the BO state can be inferred from correlation functions; however, to our knowledge this has not been done in other work.
A second reason that the BO states have not been observed may be that there is no bimodal distribution for the small cells studied by exact diagonalization. We have addressed this issue using QMC by measuring the aver- We have studied this model using quantum Monte
Carlo methods which allow the simulation of much larger systems than studied by exact diagonalization 13, 53 . To our knowledge, this is the first application of QMC to determine the polarization and localization of an electronic system. We evaluate the expectation values of the bond-order, polarization and localization using the expressions Eqs 5, 8 and 9. It is found that upon crossing a critical value U c a change of phase occurs from a band insulating to bond-ordered state. The bond order develops continuously (See Fig 8) as a function of U − U c and since the inversion symmetry is broken, the polarization also varies continuously, unlike the results of the small cell exact-diagonalization calculations. 13 The critical behavior is uniquely determined by fitting the bond order and polarization to a scaling function near the critical regime. We find an exponent near 1/2, which differs from that for the Ising class proposed in Ref 25 ; however, it may be that we are outside of the regime in which the scaling belongs to the appropriate universality class. In addition, we found that there is a metallic point at U c where the system is metallic. At this point the charge gap must vanish which we have found in pure ground state calculations by determining the fluctuations of the polarization. The calculations determine quantitatively the localization length [13] [14] [15] , which diverges at the transition.
An important part of the present QMC work is that we use a forward projection scheme which allows exact estimates, in principle, of any operator, including ones such as the polarization (or center of mass position operator)
that do not commute with the Hamiltonian. Furthermore the nodes of this 1D model are known exactly, so the QMC method is in principle exact. In order to confirm the existence of the bond ordered state, we carried out calculations on dimerized lattices (t o ± δ) whose inversion symmetry is explicitly broken, and let δ become small. QMC allows us to work with large enough lattices so as to study systems with levels of dimerization much smaller than previously feasible [31] [32] [33] [34] 51 . We find good agreement with previous results obtained from the Heisenberg spin model that predict electronic correlation enhances the instability to bond ordering. 52, 51 In addition, we can see from the simulations of the symmetric lattice that the system is alternating between the two degenerate states of bond-order (see Fig 9) .
We have searched for the proposed transition to a Mott Among the interesting consequences of the stability of the BO state is the existence of fractional charges.
57,25
For the case of a dimerized or bond-ordered state, the charge is an irrational fraction the value of which depends upon the value of ∆ 57,25 .
Finally, these results imply that if dimerization is allowed (which is always the case in real materials since the atoms can always dimerize if it lowers the energy) then the symmetric Mott state is never stable and the only phase transition is from the symmetric BI to the dimerized BO state. This is experimentally confirmed by Torrance et al. 56 ; where upon increasing the electronic interaction a BI → BO transition takes place.
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