Background: Stakeholders' interpretations of the findings of large-scale educational assessments can influence important decisions. In the context of educational assessment, standard-setting remains an especially critical element, because it is complex and largely unstandardized. Instruments established by means of standard-setting procedures such as proficiency levels (PL) therefore appear to be arbitrary to some degree. Owing to the significance such results take on, when they are communicated to stakeholders or the public, a thorough validation of this process seems crucial. In our study, ministry stakeholders intended to use PL established in an assessment of science abilities to obtain information about students' strengths and weaknesses regarding science abilities in general and specifically about the extent to which they were prepared for future science studies. The aim of our study was to investigate the validity arguments regarding these two intended interpretations.
Introduction
Most large-scale assessments (LSA) aim to provide findings on the effectiveness of a school system to different stakeholders (e.g., ministry personnel, teachers or schools). Within these accountability programs, results are almost always reported in a standardbased way (Haertel 2002) . Proficiency level models (PLM) map raw continuous scores into performance categories. The tests, methods, and analyses for these accountability programs are becoming more and more complex, which poses new challenges for standard-setting procedures. This article describes a validity study that investigates validity arguments for the interpretation of cut scores derived from a standard-setting procedure applied to a science ability scale of 13th graders. As the items for this scale contained multiple item formats, the reader gets insights into one example of new challenges that evolving and more complex assessments entail for standard-setting procedures.
The study was commissioned by the Ministry of School and Professional Education of a German federal state with the aim of providing information on (a) the students' strengths and weaknesses in science when they graduated from upper secondary school in that federal state, and (b) the extent to which these students were prepared for university studies in science. Thus, the main purpose of the assessment was a monitoring function. The results of the assessment were presented to stakeholders in education and the published book ) was distributed to all upper secondary schools in this federal state.
Germany does not have proficiency levels (PL) for the end of upper secondary education (Grade 13) and a mere scale (i.e., the average performance of the students) would not be sufficient to support the stakeholders' intended interpretations of the results. Therefore, standard-setting experts developed PL as well as proficiency level descriptions (PLD) during a standard-setting process which integrated the different item formats. As the Angoff method has been adapted to various testing conditions and showed equivalency or superiority to other test-centered standard-setting methods such as the Ebel method (e.g., Ebel 1972; Yudkowski et al. 2008 ), we applied two variations of the Angoff method-the Yes/No method (multiple choice [MC] items; Impara and Plake 1997) and the extended Angoff method (complex multiple choice [CMC] items; Cizek and Bunch 2007) . In our study, we provide validity arguments for the two interpretations of the PLM proposed by the ministry stakeholders on the basis of cut scores derived by applying these two Angoff methods.
Not many validity studies associated with standard-setting procedures have been carried out and most of them focus on procedural and internal validity arguments (e.g., Freunberger 2013; Hurtz and Auerbach 2003; McGinty 2005) . Over the last decades, the focus of validity theory has changed as regards the interpretation and usages of assessments and results of standard-setting procedures (Kane 2013) . In consequence, the validation of the interpretation and the use of cut scores derived from these standard-setting procedures has to change accordingly. In our study, we aim to represent this change.
The concept of validity
The concept of validity underwent major changes. Messick (1995) proposed to unify different validity conceptualizations (e.g., construct validity, incremental validity). This approach led to an integrated definition of validity focusing on the intended and unintended interpretations of test scores (Kane 2013) . Presently, a prominent definition of validity conceptualizes it as an evaluation of "the plausibility of the claims based on the test scores" (Kane 2013, p. 1) . Following this definition, validity is not the property of a test but a "property of tests for a particular kind of interpretation" (Kane 2013, p. 35) . Therefore, validity arguments need to legitimize or delegitimize expected and unexpected interpretations of test scores (or PLM). Expected interpretations are to be understood as prior statements by future users of derived scores.
The term validity covers a variety of verification procedures that help locate a test regarding its underlying theory and its interpretations (American Educational Research Association, American Psychological Association, & National Council on Measurement in Education 2014). The validator evaluates one or several validity aspects and can postulate that the interpretation of a test (e.g., the interpretation of its test scores) is valid regarding these aspects. The sum of all these evaluations can then lead to an overall validity judgment for this specific interpretation of the test. In this context, interpretations and purposes should be formulated in a validity argument before the actual validation takes place. Multiple attempts have been made by researchers to build a framework for validation (e.g., Cronbach and Meehl 1955; Kane 1994; Lissitz and Samuelsen 2007) . We located our validation study in a framework specifically designed for the validation of interpretations and usages of outcomes from standard-setting studies (Kane 1994; Pant et al. 2013 ).
Standard-setting and validity
The term standard-setting covers "a variety of consensual approaches that consist of having committees of experts set discrete cut scores on continuous proficiency scales" (Pant et al. 2009, p. 96) . During a standard-setting workshop the judgments of experts lead to cut scores that subdivide a continuous proficiency scale into PL. The resulting PLM are used to report the results of LSA to educators, education policy stakeholders, and the general public. As the PL are related to content descriptions, they can be understood as a translation of a continuous scale to policy decisions on, for example, which educational standards a student needs to fulfill at a certain point in the school career.
Regardless of its importance in the described communication process, the standardsetting process incorporates subjective judgments, psychometrics, policy goals, and social desirability (McGinty 2005; Pant et al. 2010; Tiffin-Richards et al. 2013 ) making it a highly controversial enterprise (Sireci et al. 2009 ). Since standard-setting is a consensual procedure among experts; the resulting cut score is the most appropriate cut score in these conditions. How appropriate the cut scores are regarding their usage and interpretations can be shown in validation studies (Kane 1994) .
Validity in the context of interpretations and usages of standard-setting outcomes has been challenged in previous studies (Plake and Cizek 2012) . Kane (1994) introduced comprehensive evaluation elements for passing scores based on performance standards that were summarized and categorized into an overview by Pant et al. (2009) . Evaluation elements can be classified into three evidentiary and one consequential element. The evidentiary elements are procedural, internal, and external (see Table 1 ). As the setting of cut scores is "a critical gateway between evidentiary […] and consequential aspects of validation" (Pant et al. 2009, p. 97) , all aspects of their future use and interpretation should be validated. The evidentiary aspects are associated with the relation of the cut scores to the underlying standards and theories. The consequential aspects are associated with the appropriateness of the PL given their purpose and interpretations in the assessment system (Kane 2008) . Table 1 provides a brief description of the aspects that we have adapted to and investigated in our validation study (for a comprehensive description, see Pant et al. 2009) .
Procedural validation documents the accurate execution of the standard-setting process. Studies stressing this validity element incorporate evaluations from the experts on the procedure as well as information on the selection of the experts. The experts evaluate the clarity of the standard-setting method and its implementation, i.e., the extent to which they understand the standard-setting procedure and their confidence in the cut scores (e.g., Freunberger 2013) . Internal validation focuses on the consistency between panelists' judgments across rounds, groups, and methods. Evidence on this element is assembled, for example, by means of analyses of variance (Freunberger 2013) or generalizability analyses (Tiffin-Richards et al. 2013) and targets the reliability of products of a standard setting-procedure. The external validation element is based on comparisons with other sources of information, such as other standard-setting procedures (TiffinRichards et al. 2013; Sireci et al. 2009 ) or performance measures, and often neglected in standard-setting studies (Pant et al. 2009 ). Performance measures used in the past include standardized test results within the same domain, high-school grades, and course taking patterns (Sireci et al. 2009 ). For our investigation we used number of science lessons per week, which are also assumed to be related to proficiency in the corresponding domain. For example, the number of science lessons per week is expected to be strongly related to proficiency and hence PL. However, number of lessons in other domains is expected to be less or even negatively related to proficiency in science. In our study, the domains mathematics and science show a content-related proximity. In contrast, number of lessons in a domain not related to science, such as in the first language, are assumed not to be related to science achievement. Relating the PL not only to Relationship between decisions based on cut scores and lessons taught in science, mathematics, and German
Consequential
Reasonableness of cut scores Relationship between cut scores and intended as well as pursued studies in science and non-science fields measures hypothesized as connected to the PL placement but also to measures hypothesized not connected to the PL placement is seldom done. If the interpretation and use of a PL placement withstands external validity, the PL can be interpreted as science PL that can be used to identify strengths and weaknesses in science at the end of upper secondary level: One of two components of information desired by the ministry stakeholders. Consequential validation explicitly refers to the reporting, the usage, and the interpretation of cut scores and the resulting PL. These uses and interpretations can either be intended or unintended by the standard-setters. Consequential validation ensures that cut scores are adequately reported to stakeholders and that they use and interpret them accordingly. In connection with our standard-setting procedure in science, the second desired interpretation of the cut scores by the stakeholders concerned the extent to which students were prepared for science studies. So, the cut scores (as well as scale values) need to be related to this criterion. Therefore, students more proficient in science are assumed to be more likely to enroll in science studies and to pursue a career in science after graduation from university. Thus, relating the PL placement of students to their study intention and to their short-term study decisions will provide first insights into the validity of this inference.
Even though the theoretical debate focuses on inclusion of external and consequential checks in validity studies (Lane and Stone 2002; Kane 2013) , studies dealing with these two elements are rare (Pant et al. 2009 ). Ultimately, the interpretations and uses of cut scores, that is PL, can only be as valid as the interpretations and uses of the underlying test (Haertel 2002) . Hence, before the interpretation and usage of standard-setting outcomes are evaluated, the interpretation and usage of the underlying test need to be validated.
The Angoff method and two of its variations
In our study, we applied the Yes/No method (Impara and Plake 1997) and the extended Angoff method (Cizek and Bunch 2007) . The widely used Angoff method has been adapted and differentiated into a variety of procedures in order to suit numerous contexts (Plake and Cizek 2012) . It is a test-centered standard-setting procedure, in which experts estimate the probability that a minimally competent student or group of students on a specified PL will solve each item of a test correctly. The percentages are then aggregated for each PL. The Yes/No method requires experts to rate whether a minimally competent person on each PL would be able to answer each test item correctly (Plake and Cizek 2012) .
The extended Angoff method is a parallel approach for polytomously scored items (Plake and Cizek 2012) . For this variation experts rate how many points a minimally competent person will be able to score on each PL. To our knowledge, both variations have not been simultaneously applied to the same test in order to arrive at common cut scores.
Just like any standard-setting method, the two chosen methods have several advantages and disadvantages. Especially the (original) Angoff method has been criticized in a report on the standard-setting procedures for student achievement of the National Assessment of Educational Progress (NAEP; Shephard et al. 1993) . The major critique was that estimating the percentage of minimally competent persons answering an item correctly is "an unreasonable cognitive task because judges have no basis for such judgements" (Shephard et al. 1993, p. 72) . This critical view of the Angoff method was refuted by several standard setting experts (Cizek and Bunch 2007) . This criticism led to a considerable number of comparison studies between the Angoff method variations and other mostly test-centered standard setting methods as well as to the development of the Yes/No method (e.g. ; Hsieh 2013; Skaggs and Hein 2011; Yudkowski et al. 2008) . In these comparison studies the (Yes/No) Angoff method has either been favored or showed no substantial differences to the other methods. For example, Skaggs and Hein (2011) compared the Yes/No Angoff method to the single-passage bookmark which is a variation of the original Bookmark method (Cizek and Bunch 2007) . They found few differences in the cut scores that derived from both methods as well as in the experts' perception of the standard-setting process and slightly more variation between experts within the Yes/No method. But the judgement within the single-passage bookmark method was perceived as more difficult.
Additionally, the Yes/No method has been favored by judges over the original Angoff method in standard-settings, because a dichotomous judgement seems to be easier for them than estimating percentages, which is the task within the original Angoff method (for the original method, Angoff 1971; for recent studies on the Yes/No method e.g., Yudkowski et al. 2008; Hsieh 2013 ). However, this simplification for the judges leads to a loss of information and cut score judgments tend to move from the center to the extremes (Hsieh 2013) . Imagine a test that only consists of items a minimally competent student at PL1 would answer with a probability of 10%, at PL3 with a probability of 55%, at PL4 with a probability of 85%. All items would receive a 0 at PL1, a 1 at PL4 and a 1 at PL3. Nevertheless, the described mental game does not reflect the complex reality of a standard-setting procedure. It is more likely that the items within one given PL will vary in difficulty and the proposed mental game is not a realistic expectation for any set of test items (Hsieh 2013) . Therefore the Yes/No method as well as probability-based methods will produce suitable cut-scores.
Statements for validity arguments
The present study reports on a standard-setting procedure that was applied to a science test administered at the end of upper secondary school. The test was taken from the National Educational Panel Study (NEPS), a project that, inter alia, aims to monitor science competence development across the lifespan in Germany (Hahn et al. 2013) . The ministry stakeholders intended to interpret the results of our study in two ways. Mainly, the results were meant to provide information on the students' average abilities and the student distribution across different PL in science in the final year of upper secondary schooling (Grade 13). The aim was to monitor the educational system of one federal state in Germany. Moreover, as the upper secondary school leaving certificate allows students to enter university, the stakeholders assumed that the placement of students on the PL would provide information regarding students' ability to pursue science-related and non-science-related university studies. As both interpretations and uses of the tests were induced on the policy level, the results were only reported to the ministry stakeholders on an aggregated level and not to the individual students or schools.
We stated our hypotheses as validity statements alongside the evaluation elements (see Table 1 ). First, we were interested in the clarity and explicitness of our procedure and in the credibility of the derived cut scores. The statements for the procedural validity were: P 1 : The selection of participating experts leads to a variety of experienced experts in the field of standard-setting and item development. P 2 : The standard-setting experts evaluate the process as clear and explicit. P 3 : After an initial training, the experts feel familiar with the standard-setting process. P 4 : The experts show confidence in the resulting cut scores.
Validity statement P 1 is met when the panel consists of researchers in science education, science teachers, and ministry personnel as well as experts with various academic degrees. Validity statements P 2 , P 3 , and P 4 are met when the experts' averaged responses to these statements significantly exceed the mean of a rating scale.
The statement for the internal validity is: I: The cut scores of the Yes/No method as well as the extended Angoff method are reliable and reliability increases from round 1 to round 2. This validity statement is met when the generalizability coefficients for both methods are above 0.60 and when the coefficient of round 2 exceeds that of round 1.
Second, and regarding external validity, we intended to show that the placement of students on a specific PL was mainly due to their learning opportunities in science and not in other domains. Therefore, we related the placement on PL to the number of school lessons taught in various domains. The statement for the external validity is: E: Number of lessons in science is a better predictor for students' placement on science PL than number of lessons in other domains.
The statement on external validity is met when the number of lessons in science (a) succeeds in discriminating between all science PL, (b) still discriminates after controlling for lessons in other domains, and (c) discriminates between the PL better than the number of lessons in other domains.
Finally, regarding consequential validity, we aimed to show that the placement of students across PL is connected to future science-related university studies, a relation that needs to be confirmed according to the second interpretation of the stakeholders. The statement for the consequential validity is:
C: The students' PL placement is positively related to choosing science studies in the future.
We strongly emphasize this consequential element, because we assume that it might be the "weakest part of the interpretive argument" (Lane and Stone 2002, p. 23 ) and, at the same time, the most ambitious interpretation of the cut scores and resulting PL by stakeholders (Kane 2013) .
Method

Study design and participants
The LISA 6-Study (Educatioal Outcomes of Students from Vocational and Academic Upper Secondary Schools-Study) was carried out in one federal state of Germany in order to provide information to stakeholders about the abilities of students in upper secondary level education in mathematics, science and English (first foreign language). In spring 2013, the 30-min NEPS-test on scientific abilities for university freshmen (Hahn et al. 2013 ) was administered to 3641 13th graders (52.3% male, Ø age = 20) in a simple one-form design. The test does not focus on knowledge or abilities needed for science university studies but rather on "areas that are generally agreed to be of lifelong significance" (Hahn et al. 2013, p. 115) : Matter, biological systems, technological systems, development, and interactions (knowledge of science) as well as scientific enquiry and scientific reasoning within the contexts health, environment, and technology. The students were striving to obtain an upper secondary school leaving certificate (the German Abitur). The students were either enrolled in an academic upper secondary school (allgemeinbildendes Gymnasium; n = 1360), or in a vocational upper secondary school (berufliches Gymnasium; n = 2281; for a description of the two different school types, see Parker et al. 2013 ). Both secondary schools prepare students for university studies. The data from vocational upper secondary schools covered the entire student population in Grade 13 of the federal state. The data from the academic upper secondary schools (17 out of 99 schools) stem from the sixth measurement point of a longitudinal study that started in fifth grade in 2004/2005. As common in LSA, this first measurement point sample was a multistage stratified cluster sample. From measurement point five on, the whole grade level was drawn. The data were weighted according to population frequencies (N weighted = 9621) so that they are representative of the student population of the federal state. Three months after their graduation, 693 students (of 1396 who participated in the follow-up study) sent back a questionnaire pertaining to their university studies or vocational training. A total of 317 students had already started studying at university or college and had also reported their intended studies before graduation.
As neither PL descriptions nor cut scores for PL exist for the upper secondary level (A-level graduation phase, grades 11 to 13), we held a 2-day standard-setting workshop in autumn 2013. All PLM in Germany for subjects taught in schools, including science education, comprise four cut scores (e.g., English for intermediate school leaving certificate, Stanat et al. 2016 ; science and mathematics for intermediate school leaving certificate, Pant et al. 2013) . In order to assure connectivity with PL at the end of the lower secondary level in Germany, we set four cut scores resulting in five PL.
The four cut scores and five PL set by a panel of nine experts (six ministry experts, three science education experts; seven female experts) were based on the NEPS scientific abilities test comprised of 30 items. Since a simulation study showed that ten experts is a desirable panel size (Wu and Tzou 2015) , we invited ten experts. However, one expert did not show up to the standard-setting workshop. Seventeen items had a MC response format and the remaining 13 items were CMC items, for which the students could receive four points each. The students could reach a maximum of 69 points, including 52 points by answering the CMC items correctly. The test comprised content knowledge and scientific inquiry as well as the contexts health, technology, and environment. The test showed an expected a posteriori/plausible value (EAP/PV)-reliability of 0.86.
The 2-day standard-setting workshop started with an introduction to standard-setting in general, to the two Angoff variations, and to the tasks of the following 2 days. The experts were also briefly trained in the standard-setting procedure and discussed expected proficiencies of students on each PL. Before giving the judgements during the first round, for each PL the experts developed a description of the abilities of the students on that PL. This description was the basis for the following setting of the cut scores. The experts then received a booklet containing the 30 science items. The 17 MC items were followed by the 13 CMC items. For the MC items, we applied the Yes/No Angoff method (Impara and Plake 1997) ; for the CMC items, we applied the extended Angoff method (Cizek and Bunch 2007) . The experts went through the booklet imagining a minimally competent student on each PL and individually set the four cut scores. Following the Educational Standards in Germany, the resulting five PL are labeled: below minimum standard, minimum standard, normative standard, normative standard plus, and optimal standard. After this first round, the experts received and discussed two types of feedback on their group performance: the variability between their individual raw cut scores and the four average cut scores resulting from the individual judgements. During the second round, the experts individually went through their initial judgments and adjusted them if necessary. Subsequently, the experts received feedback on the percentages of students on each PL based on the average of their judgments. During a third round, the experts identified consensual cut scores through discussion on the cut scores of the first two review rounds. At the end of the discussion all experts agreed on the final cut scores.
To arrive at the overall cut scores, we first calculated the percentage of correct items (MC items) and of correct scores (CMC items) separately for each expert. This procedure led to 18 individual cut scores (two for each expert), which we averaged across all experts within each Angoff variation. Finally, we added these two cut scores across the two Angoff variations. On the second day, the experts developed the PLD (see Appendix A). The PLD were developed on the basis of the items on each PL. The experts could base the PLD on at least three items per PL with the average number of items per cut score being 7.5 items.
The experts were asked to fill in questionnaires at four measurement points: before and after the process as well as after each round. The questionnaires covered the clarity and explicitness of the process. They also focused on the experts' familiarity with the process and confidence in the resulting cut scores. The questions which were taken from published standard-setting questionnaires and translated into German could be answered on a four-point Likert scale (1 = strongly disagree to 4 = strongly agree). During the standard setting process, the missing PLD were substituted by a characterization of students' proficiency for each PL as a basis for setting the cut scores.
Statistical analyses
To support the procedural validity, we report the means of answers on the questionnaires regarding clarity and explicitness of the process (P 2 ), familiarity with the process (P 3 ), and confidence in the resulting cut scores (P 4 ). In addition, the selection and the expertise of the participants are described (P 1 ). We applied a t-test to determine whether the answers were significantly above (or below) the scale mean (2.5) as well as a repeated measurement ANOVA for changes from round 1 to round 2.
In order to tackle the internal validation element, we identified variance components (VC) and calculated generalizability coefficients (Tiffin-Richards et al. 2013 ): a coefficient that corresponds to the reliability coefficient in classical test theory (CTT) using the generalizability theory approach (Brennan 2001; I 1 ) . Coefficients between 0.40 and 0.59 are moderately reliable and coefficients below 0.40 indicate insufficient reliability (Landis and Koch 1977) . The generalizability theory is a liberalization of the ANOVA and the CTT (Brennan 1992) and makes it possible to disentangle multiple sources of error-in our case regarding the judgement of experts. These multiple sources of error partition the single, undifferentiated random error term within CTT.
We ran our multivariate balanced G study in G string IV (see Fig. 1 ; Bloch and Norman 2011). In our G study for MC items, i × e, 17 items (i) form the population (object of measurement) and nine experts (e) the condition of measurement (universe; see Appendix B for the formula). The data point for each item is the cut score that is met when a student answers this item. In our G study for CMC items, i × e (c:e), 13 items (i) form the population (object of measurement), and nine experts (e) and four cut scores (c) that are nested within experts (c:e) the condition of measurement (universe). Both analyses were performed for each of the two rounds. The generalizability results are enhanced by descriptive findings. We estimated the reliability-like coefficient index of dependability φ (see Appendix B for the formula), which allows for absolute interpretations, in our case, cut scores set by other experts (Bloch and Norman 2011) .
We also conducted four consecutive multinomial logistic regressions in Mplus 7 (Muthén and Muthén 1998-2010) to target the external validation element (E 1 ). The criterion for the regressions was the placement on the PL for each of the 3641 students. The three external school measures number of lessons per week in science, in mathematics, and in German (mother tongue) were the predictor for their PL placement. All three measures were successively included into the prediction of students' classifications into Fig. 1 Decomposition into systematic and unsystematic error terms in our G studies for MC and CMC items. MC multiple choice PL. Number of lessons varied substantially between the three domains. In mathematics and German, students either have three or five lessons per week in vocational upper secondary schools or four lessons per week in academic upper secondary school. Science is taught separately for biology, chemistry, and physics. Depending on the students' profile (e.g., science or languages), they have between two and ten lessons in up to three science subjects per week. We display the results for the difference between two consecutive cut scores, which corresponds to the log odd of this category versus the consecutive category. We also performed separate analyses with each category as the reference category to obtain the standard errors for these log odds.
We used their plausible values (PVs) to place students on PL regarding their science abilities. Please refer to the technical report of the PISA study (Organisation for Economic Co-operation and Development 2014) for more information on the general methodological procedure to calculate PVs. We used a partial credit model (Embretson and Reise 2000) that included an extensive background model .
In the first multinomial regression model, lessons per week in science predicted the classification of students into PL. Lessons in mathematics were included in the second model, and the third model included lessons in German. All lessons variables were z-standardized. We included school type as a predictor in Model C to account for differences between PL based on lessons dependent on school type.
We ran further regression analyses for the consequential validation that included study-related measures (C 1 ). We again used the student data on their intended and pursued studies as a proxy for the extent to which the students were prepared. Our analyses show whether students with strong abilities in science also opted for science studies, which would suggest that highly skilled students feel prepared. All students answered the open question: "Which field of study are you pursuing?" We coded the answers as a science (2), a science-related (1), or a (0) non-science study field. We retrieved the information regarding their study field 3 months after their graduation from a subsample of 317 students, who gave their consent to participate in a follow-up study. We coded this information accordingly.
We conducted missing value analyses between the students who did not report their studies after graduation (t1, n = 3324) and the students who did (t2, n = 317). We found no differences between the two groups regarding age, t(381.242) = 0.880, p = 0.38, and mother tongue (97% of the T2 students and 96% of the T1 students reported German as their mother tongue). However, we did find differences for proficiency in mathematics 1 , t PV1 (3639) = − 4.431, p < 0.001, and science, t PV1 (3639) = − 4.873, p < 0.001, with students who reported their studies (t2) scoring higher in mathematics (25 points) and in science (29 points). T2 students also tended to have more books at home: an indicator of cultural assets at home. Smaller differences were found for sex (females t1 = 54%, females t2 = 61%) and school type (academic upper secondary t1 = 37%, academic upper secondary t2 = 40%). The comparison between the subsample and the overall sample shows that the subsample is quite small and slightly positively selected as well as less heterogeneous regarding the observed background variables. Therefore, this subsample is to some extent not representative and findings on the consequential validity should be interpreted with caution.
In separate regression analyses, we then regressed the placement on PL as well as the PVs in science and in mathematics, on the intended studies on the one hand, and on the pursued studies on the other hand. As mathematics showed content-related proximity, this measure was taken as an external criterion to evaluate the relative prediction of the science PL. German, was expected to predict placement on the science PL to a lesser extent.
Results
In our study, we investigated the validity of the stakeholders' two interpretations of the cut scores derived from our standard-setting procedure. We report the results in line with the validation framework of Pant et al. (2009) . Table 2 shows the cut scores derived from the standard-setting procedure.
Obviously, the experts lowered their expectations regarding the three lowest cut scores within both variations. During the first round, the cut scores for MC items (derived from the Yes/No Angoff method) were set consistently higher than those for the CMC items (derived from the extended Angoff method). Since most standard deviations decreased, they show a general trend towards a consensus from round 1 to round 2 within and across both Angoff variations. Cut 4 is an exception. As almost all experts expected all students on PL4 to solve all of the items in round 1, the standard deviation increased once this expectation was lowered.
Procedural validity
The ministry experts were recommended by the Ministry of School and Professional Education following a formal request. The proposed experts had specific experience in curriculum development for upper secondary school and had already been involved in item development for LSA. The experts were one school supervisor (domain of expertise: electrical engineering), one expert from the state's institute for quality development of schools (physics), two directors of studies at schools (biology and chemistry), and one domain-specific supervisor (biology and metal technology).
2 The science education experts worked in the fields of biology, chemistry, and physics education and were recruited from an institute with an excellent nationwide reputation in research on science didactics and empirical educational research that also operates locally in the schools (Leibniz Institute for Science and Mathematics Education). Two experts held assistant professorships and one was an associate professor. All science education professors had teaching experiences before pursuing an academic career; all five ministry experts, from which we received the information, worked at schools as part of their current post. To sum up, the expert recruitment resulted in a wide range of expertise regarding academic and vocational upper secondary schools (P 1 ). The experts initially reported that they had understood the method and their tasks (P 3 , see Table 3 ). In rounds 1 and 2 they also reported the explicitness and clarity of the process as significantly above the scale mean, which declined slightly yet not statistically significant throughout the process (P 2 ). Even though the experts demonstrated confidence regarding their duties, they did not show a comparably high degree of confidence regarding their output: the cut scores (P 4 ). On average, they would rather not have recommended the use of the cut scores and were not very certain about their final judgment.
Internal validity
The internal validity element relates to the reliability of the cut scores derived from the two different Angoff variations. In our four G studies (two rounds for each Angoff variation), we examined whether the error variance was explained by experts using differing criteria when setting standards (see Table 4 ).
The reliability for the Yes/No method dropped from Φ = 0.63 in the first round to 0.48 in the second round. It remained the same for the extended Angoff method at Φ = 0.42 (I 2 ). The rather low levels are moderate which showed that the experts did not use highly converging criteria when setting the cut scores (I 1 ). Table 4 shows that the variance component of the experts is highest in both methods and both rounds.
The generalizability theory explains the error within the experts' judgment. Our descriptive findings show whether the agreement between the experts increased, which means that the error decreased (see Fig. 2 as well as Appendix C for separate results of the two Angoff methods). The variability of the cut scores declined from round 1 (SD between 4.20 and 1.80) to Round 2 (SD between 3.00 and 1.80). Hence, the experts' agreement did increase during the two rounds. However, the remaining error can still be explained by the same variance components. Table 4 Science ability cut score VCs and G coefficients of the reliability analyseŝ σ 2 (X ie ) and σ 2 X ie(ce) are total scores of variance, σ 2 (e) = variance of experts, σ 2 (i) = variance of items, σ 2 (ie) = variance of the interaction between experts and items, σ 2 (ce) = variance of the cut scores that are nested in experts and σ 2 (ic : e) = variance of interaction between the items and the cut scores that are nested in experts 
External validity
We consecutively ran four multinomial regression models by applying models incorporating the external criteria number of lessons per week in science (Model A), mathematics (Model B), German (Model C; see Table 5 ), and school (Model D). We only present the results for the difference between two consecutive cut scores and the associated standard errors (see "Method" section).
The four blocks show the four odds ratios (ORs) estimates: PL below 1 vs. PL1, PL1 vs. PL2, PL2 vs. PL3 as well as PL3 vs. PL4. An OR of 1 indicates that the predictor cannot discriminate between two categories, an OR above 1 indicates a higher chance of being placed in the reference category, and an OR below 1 indicates a higher probability of being placed in the indicated category. An OR of, for example, 0.55 (PL2 vs. PL3 in Model A) means that one more lesson in science decreases the chance of being classified into the reference category (PL2 rather than PL3) by the factor 0.55.
We found statistically significant ORs well below 1 for each category, except for PL0 vs. PL1 3 , regarding number of lessons in science (Model A). This first model shows that science lessons were able to discriminate between the cut scores. In Model B we added the number of lessons in mathematics per week. On all PL, the ORs for mathematics were at least 0.11 higher than those for science. The science ORs increased but were still statistically significant. The ORs for mathematics were significant in two cases. The second model shows that science lessons discriminated between cut scores better than mathematics lessons, when controlled for mathematics lessons. In our third Model C, we added number of lessons in German. None of the ORs for lessons in German became statistically significant. The general pattern for lessons in science and mathematics did not change in this model. After controlling for lessons in mathematics and German, science lessons were still a good discriminator, whereas lessons in German were not (E 1 ). We added school type in Model D and the picture stayed roughly the same. The Nagelkerke R 2 of the four models increased slightly when number of lessons in mathematics was added and stayed mostly the same when lessons in German and school type were added. This again shows that lessons in science are a good predictor for placing students on the PL in science (E 1 ). While lessons in mathematics helped to further explain this placement, lessons in German did not.
Consequential validity-placement in PL and intended and pursued science-related studies
Our further analyses focused on the appropriateness of the stakeholders' assumption that a higher PL placement in science shows that students are prepared for science-related studies. In our first block of four regression analyses, we regressed the PL placements in science and mathematics on intended and pursued science-related studies (see upper block of Table 6 ). The PL placement in science predicted intended and pursued science-related studies not strongly, but statistically significant (β intended = 0.18, β pursued = 0.15), accounting for 3% of the variance in both intended and pursued studies. The related Pseudo R 2 was not significant. The prediction of the PL placements in mathematics showed even lower coefficients and less explanation of variance. As we have already stated, the validity of interpretations of the PL relies on the validity of the interpretation of the test scores, which are the basis for the standard-setting procedure. We reran the same four analyses with the continuous PVs of the science and the mathematics test (see lower Block of Table 6 ) to make sure that the poor consequential validity is not due to the interpretation of the test itself.
The patterns of the coefficients for the PVs are similar; only the regression of the science PV on intended science-related studies was statistically significant, the corresponding R 2 was not. To sum up, the analyses show that the PL placement does not substantially predict intended and pursued science-related studies (C 1 ). 
Discussion
In our study, we investigated validation arguments that derived from a standard-setting procedure based on two variations of the Angoff method (Angoff 1971) . By including all elements of the framework for standard-setting validation (Pant et al. 2009 ), we were able to address both desired interpretations of the cut scores by ministry stakeholders. This detailed investigation included external criteria as well as future interpretations of PL. Based on separate examinations of the four evaluation elements procedural, internal, external, and consequential validity, we will draw conclusions about the overall validity of the interpretations of the science PL. By incorporating all four validity elements, we go beyond studies on procedural and internal elements only. These studies do not show whether certain interpretations and usages of cut scores are appropriate. On the one hand, our study gives the reader insights into how to meet new challenges that arise with increasingly complex assessments and standard-settings. On the other hand, our study underlines the importance of focusing validation studies on interpretations and usages as well as on consequential aspects of assessments and standard-setting.
Before we elaborate on the evaluation elements, we need to point out some general limitations. Standard-setting in the context of educational assessment remains a complex largely unstandardized and critical element of testing (Bejar 2008) . First, numerous suggestions exist about which method to choose and how to select materials and experts (e.g., Arrasmith and Hambleton 1988; Cohen et al. 1999) . In our study, we chose the Angoff method, because it can easily be applied to different item formats of a test (Plake and Cizek 2012) and showed similar results compared to other (test-centered) standard-setting methods (e.g.; Hsieh 2013; Skaggs and Hein 2011; Yudkowski et al. 2008) . Any choice of a standard-setting method leads to advantages and disadvantages, which we have laid out in the theoretical part of this article. When reviewing the literature, we observed that most comparison studies focus either on test-centered or person-centered methods. Because test-centered methods involving human judgement are particularly criticized, comparison studies should be expanded to incorporate both approaches. Our choice of standard-setting method in itself might already call for a validation study. Standardsetting procedures and our approach in general have several limitations. First, standardsetting processes involve social processes such as discussions which can only be captured with qualitative approaches. Since one expert did not agree to audiotaping the discussion we could not incorporate our qualitative data. Second, we applied four cut scores to a relatively short science abilities test. Third, our validation study does not incorporate the investigation of whether or not the level of the cut scores are valid in a normative sense.
In order to overcome these three main general limitations of standard-setting procedures, future studies should incorporate qualitative data on social processes during a standard-setting procedure and validity elements on the normative nature of PL. In our study, we used four cut scores in order to connect our PLM to existing PLM within the educational monitoring system in Germany (e.g., PLM for science education, Pant et al. 2013) . All PLM have the PL below minimal standard, minimal standard, norm standard, norm standard+, and optimal standard.
The Angoff method as applied in our study has two method-specific limitations. First, within the framework of the original Angoff method (Yes/No method), experts have to give an in-our-out voting (1 or 0 for each task), a voting that calls for an extreme decision and might bias cut scores. Second, we applied two Angoff methods to the same test but to different tasks within the test, a procedure that was necessary given the nature of the items.
We nevertheless decided for the Angoff method, because experts consistently state that they find this method easier compared to others (e.g., Skaggs and Hein 2011; Yudkowski et al. 2008) and it bears the chance to apply different variations to different items of the same test, in our case the Yes/No and the extended Angoff method. Furthermore, we decided for four cut scores, because any other number of cut scores would not be integrable into the German educational monitoring system. In addition, the experts had at least three items (cut score 1, round 2) and a maximum of 11 items (cut score 3, round 2) to describe the resulting PL. The average number of items per cut score was 7.5 items.
Because this validity aspect was not the focus of our study, future validation studies should apply multiple standard-setting methods and compare the processes as well as the results in order to validate the choice for a specific standard-setting method (e.g., for assessment in English education Hsieh 2013; for university education Çetin and Gelbal 2013; for medical education Yousuf et al. 2015) .
Procedural validation
The description of the expert panel for the standard-setting showed that the experienced experts represent the diversity of the field (P 1 ). The standard-setting experts evaluated the standard-setting process as clear and explicit (P 2 ) and felt familiar with the process (P 3 ). However, they did not show the corresponding confidence in the resulting cut scores (P 4 ). As this lack of confidence could impair the interpretation of the cut scores, the cut scores should be interpreted with caution. One reason for the experts' lack of confidence in the cut scores could have been the tight time schedule of 2 days. The limited time might not have left enough room for the experts to adjust their normative expectations to the lower abilities of the students. Moreover, PLD were unknown beforehand, which could have reduced the confidence when setting cut scores. Future standard-setting procedures should provide extra time for this process of adjustment between norms and reality and extra time in case the PLD are not known beforehand. Finally, even though former studies showed that experts found setting cut scores within the Yes/No method easier (e.g., Yudkowski et al. 2008) , we cannot rule out that experts might have had more confidence in their tasks, when setting cut scores through another standard-setting method.
Very often, PLD already exist before the standard-setting procedure commences and experts can use them as a guideline for the cut score setting. This was not true in our case. The experts did develop temporary PLD during the introductory and training phase and determined a characterization of students for each PL. We assume that this procedure might have led to the remaining positive results (P1-P3). Therefore, this procedure should be applied to future standard-setting procedures that have the same prior conditions and should be looked into more specifically.
Internal validation
Our G studies showed that the experts made cut score recommendations across the two Angoff variations, of which the reliability was between 0.40 and 0.60 (I 1 ). Therefore, the future usage of the science PL for Grade 13 can only be called moderately internally valid. The variability of the cut scores within the expert group declined from round 1 to round 2 for the Yes/No method (MC items) and stayed the same for the extended Angoff method (CMC items). The combination of these two methods should be evaluated in light of the fact that the experts did not recommend usage of the cut scores. It again shows that more time for the process of agreement and convergence might have led to more reliable cut scores. Both results alter the validity and call for a cautious usage and interpretation of the cut scores. Further research on validation of the interpretation of cut scores deriving from the application of different standard-setting variations or methods should address the new challenges of these complex procedures.
External validation
To gain insights into the interpretation of the science PL, we calculated four consecutive multinomial logistic regressions that included numbers of lessons per week in science, mathematics, and German, as well as school type. Our results show that number of science lessons indeed discriminated between all science PL, even after controlling for the number of lessons in other domains (E 1 ). In the light of the test focusing on lifelong learning rather than the curriculum, significant OR that are quite substantial (OR difffrom1 < 0.33) show that the PL reflect proficiency in science and can be used accordingly. An exception was the cut score between PL below 1 and PL 1, which might be due to the low distribution of students on the former PL. The interpretation and use of all other PL were externally valid. Since reading achievement is a necessity for learning in other subjects and helpful to answer tasks that include written text, it might seem surprising that this predictor did not relate to the science achievement cut scores. Reading is an ability that students learn in school. But throughout the school career they will encounter various out-of-school situations (e.g., reading books) in which they apply their abilities and expand on them. This is not as extensively the case for science and mathematics. Therefore and in opposition to grade in German or a reading achievement assessment, number of lessons in German might not be related to the science achievement cut scores.
By using number of lessons in school subjects as an external validation criterion, we took one of several possible approaches to investigate external validity. Another prominent approach is the application of two different methods in order to compare results of both methods. Additionally, we only took into account a few of all the possible external criteria. A comprehensive external validation of the interpretations and usages of PL would be more than sufficient for one single validity study. Because addressing only one validation element is not in line with the comprehensive view of current validation theory (Messick 1994) , we needed to rely on examples of external criteria. We are nevertheless convinced that number of lessons per week is a quite powerful criterion. Students receive most of their learning opportunities in the school environment, particularly in upper secondary level. However, the measure we applied did not incorporate instructional quality of lessons, the specific contents and skills that were taught or different teaching styles. These might differ for different school types or even between schools.
Our study took quite a broad approach to external validity. Future validation studies (of interpretations and usages of standard-setting outcomes) should also opt for such a broad perspective in order to define how much variance can be explained by close and distal external criteria. This approach provides strong support in favor of a contentrelated interpretation of cut scores.
Consequential validation
Evidence of the consequential validation provided valuable indications for how to interpret the PL and, maybe more importantly, for how not to interpret them. So far, validation studies incorporating consequential aspects have mainly focused on their media coverage (Hambleton and Meara 2000) and on stakeholders' perceptions of assessment results (Bullock and DeStefano 1998) . We connected our validation study to interpretations that were formulated by stakeholders, such as: Are the students prepared for university science studies? By demonstrating that the interpretation connected to the consequential aspect is inappropriate, we prevent future misinterpretation of the PL. The cut scores do not seem to be valid regarding this specific interpretation of the PL placements by stakeholders. The gap between desired interpretation of the PL (extent to which students are prepared for science studies) and results on the consequential aspect was communicated to the stakeholders. We point out that the consequential validity aspect does not refer to an actual consequence for test takers, i.e., students. Rather, the consequential aspect supports (or does not support) the consequential interpretation of the stakeholders. Since capability to succeed in science studies and wish to study or actual study of science are not congruent, our results on consequential validity should be interpreted with caution regarding this specific inference.
We see two further reasons why our analyses could not meet our expectations regarding consequential validity. First, our results of pursued studies is based on a small slightly positively selected subsample with more female students that tend to have a higher cultural capital and higher abilities in science and mathematics. In this sense, our results on the consequential validity aspect can only serve as a first exploration of this aspect.
Second, we used a scientific ability test. This test focuses on abilities for lifelong learning and daily life (Hahn et al. 2013) . Therefore, the test that was the basis for the standard-setting procedure was not tailored to requirements of science studies at university. We also emphasize that a test on science proficiencies required for science studies would be difficult to administer. On the one hand, students at the end of upper secondary level show a wide range of abilities within one domain. On the other hand, the domain-specific abilities and knowledge required for science studies are quite extensive, demanding, and very specific. We feel that administering such a test would be inappropriate, because most students in non-science profiles are very likely to fail such a test.
In conclusion, our results suggest that the hypothesis that students' decision to commence science or non-science studies is directly connected to their placement in a PL based on an abilities test at the end of the 13th grade is an overestimation and inappropriate. Interpreting our cut scores in this way does not appear to be valid. This finding is in line with previous research on predictors for STEM-career choices (science, technology, engineering, and mathematics). Students do not seem to opt for science-related studies solely on the basis of their achievement and knowledge, but also on the basis of parental support, self-concept, and interests in science and mathematics (e.g., Wang et al. 2017 ).
The exploratory nature of our results on the consequential validity aspect shows that researchers need to plan the investigation of this aspect with special care. Questions such as what the appropriate measures are, or how the sample should be acquired, need to be considered in order to meet the challenges of incorporating this element into a validity study. Regarding similar future assumptions of stakeholders, researchers need to communicate the research design and costs connected with the validation of these assumptions.
Overall evaluation of the validity
Taking a look at the comprehensive body of validity evidence for the interpretation of the cut scores that derived from our standard-setting, we conclude that our validity study was fruitful in several respects. We were able to show how the cut scores should and should not be interpreted. They can-with caution-be used as an indicator of 13th graders' strengths and weaknesses in science. They should not be used as an indicator for preparedness for science university studies. Since assessment formats are continually evolving and thereby leading to more complex designs, more research needs to be conducted on the application of new standard-setting methods to meet challenges arising from that development (in our case, the combination of two methods that leads to combined cut scores). The fact that the cut scores should not be used as an indicator for preparedness for university science studies could be regarded as controversial. However, we think this is the most enlightening part of our results. Our analyses highlight the importance of all four elements in a validity study. In contrast to previous validity studies that focused on internal and procedural aspects (Hurtz and Auerbach 2003; Massey 1997; McGinty 2005) , our study shows the relative importance of the external and consequential elements. If we had not incorporated those two elements, we could not have shown that the PL can be related to science learning opportunities but not to decisions for science studies-two desired interpretations by the ministry stakeholders. Future studies should include these two aspects as well as the political and societal normative aspects of cut scores. We hope to have generated an impulse to future validity studies on the interpretation of standard-setting and assessment outcomes to include this very important validity element into their framework. Furthermore, we hope to have emphasized the importance of thoroughly investigating new standard-setting approaches as a consequence of ongoing assessment developments.
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The linear model for the G study (i × e) for the MC items iŝ σ 2 (X ie ) =σ 2 (i) +σ 2 (e) +σ 2 (ie) where σ 2 (X ie ) represents the total scores of variance and σ 2 (ie) the residual error term, that is, the interaction of items with experts in the model.
The formula of the Φ-coefficient resulted in the following specifications:
where σ 2 (ie) represents the total error term. The linear model for the G study, i × e (c:e), for the CMC items iŝ σ 2 X ie(c:e) =σ 2 (i) +σ 2 (e) +σ 2 (c : e) +σ 2 (ie) +σ 2 (ic : e) where σ 2 X ie(c:e) represents the total scores of variance and σ 2 (ic : e) the residual error term, that is, the interaction of all facets in the model.
where σ 2 (ic : e) represents the total error term.
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