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Önsöz: 
 
Diferensiyel operatörlerin özdeğerleri ve özfonksiyonları için yeni asimptotik formüller 
bulundu ve bu formülleri kullanarak yüksek mertebeli adi diferensiyel denklemle ve denklem 
sistemiyle üretilen self-adjoint olmayan diferensiyel operatörlerin kök fonksiyonunun Riesz 
tabanı özelliğini garanti eden gerek ve yeter şartları elde edildi. Daha sonra, bu asimptotik 
formüller periodic katsayılı denklem sistemleri tarafından üretilen diferensiyel operatörlerin 
spektrumunun incelenmesine ve kuantum mekanikte önemli olan periyodik potensiyele sahip 
cokboyutlu Schrödinger operatörünün ters problemlerinin öğrenilmesine uyğulandı. Alınan 
sonuçlar SCI dergilerinde 4 makale şeklinde yayınlandı. 
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1. Özet (Abstract) 
Bulduğumuz yeni yöntemle toplanabilen katsayılara sahip, yani katsayıları için herhangi bir 
türevlenebilme şartı olmayan, periodic ve antiperiodic sınır kosullu diferensiyel operatörün 
özdeğerleri ve özfonksiyonlarının keyfi mertebeden asimptotik formüllerini elde ettik. Daha 
sonra, bu asimptotik formülleri kullanarak, periodic ve antiperiodic sınır kosullu diferensiyel 
operatörün kök fonksiyonlarının (genelleştirilmiş fonksiyonların) Riesz tabanı oluşturması için 
katsayıların sağlaması gereken koşulları bulduk. Bu problemleri, adi diferansiyel denklem 
sistemiyle üretilen operatörler için de inceledik. Bu operatörlerin kök fonksiyonunun Riesz 
tabanı özelliğini garanti eden gerek ve yeter koşullar bulundu. Ayrıca periyodik katsayılara 
sahip diferensiyel denklemler sisteminin ürettiği operatörler de incelendi. Matris katsayılı self-
adjoint periyodik operatörünün spektrumundaki boşlukların sayısının sonlu olması için yeter 
kosullat bulduk. Özdeğerleri için bulunan asimptotik formüller,  periyodik potensiyele sahip 
cokboyutlu Schrödinger operatörünün ters problemlerinin öğrenilmesine uygulandı. 
We suggested a new method by which it is obtained the asymptotic formulas of arbitrary 
order for the eigenvalues and eigenfunctions of the differential operators with periodic and 
antiperiodic boundary conditions, when the coefficients are arbitrary summable functions, 
that is, when there is not any condition about smoothness of the coefficients. Then using 
these asymptotic formulae, we found the conditions on coefficients for which the root 
functions (the eigenfunctions and associated functions) of the differential operator with 
periodic and antiperiodic boundary conditions form a Riesz basis. We also studied this 
problem for the operators generated by a system of ordinary differential equations. It is 
established a wide range of necessary and sufficient condition which guarantee the Riesz 
basis property of the root function of the operators generated by the system of differential 
equations and periodic or antiperiodic boundary conditions. Besides, the differential 
operators generated by system of equations with periodic coefficients is investigated. We 
found conditions on the coefficients for which the number of gaps in the spectrum of the self-
adjoint differential operator with the periodic matrix coefficients is finite. Moreover we applied 
the asymptotic formulas for the eigenvalues to the investigation of the inverse problem for the 
multidimensional Schrödinger operator with a periodic potential. 
Proje süresi 24 ay olarak hedeflenmiş ve bu süre içinde başarılmıştır. Projenin bilime katkısı 
şu an itibariyle SCI dergilerde 4 makale ve uluslararası konferanslarda sunulan 3 bildiri 
şeklindedir. Öte yandan ele alınan problemler ve onların genellemeleri son derece yaygın 
problemler olduğu için bu çalışmanın sonuçlarının yeni açılımlara yol açacağını 
öngörmekteyiz. 
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2. Giriş 
Self-adjoint olmayan diferensiyel operatörler, açık rezonatör teorisinde, esnek olmayan 
saçılma problemlerinde ve matematiksel fizikteki birçok başlangıç ve sınır değer probleminin 
Fourier metodu ile çözülmesinde kullanılır. Bu operatörlerin incelenmesi, 20. yüzyılın 
başında, (Birkhoff, 1908), (Tamarkin, 1917)  tarafından başlatılmıştır. Klasik incelemelerde, 
adi diferensiyel denklem tarafından üretilen diferensiyel operatörün özdeğerleri ve 
özfonksiyonlarının keyfi mertebeden asimptotik formüllerini elde etmek için, bu diferensiyel 
denklemin katsayılarının belirli bir mertebeden türevlere sahip olması gerekiyordu. Biz 
bulduğumuz yeni yöntemle toplanabilen katsayılara sahip, yani katsayıları için herhangi bir 
türevlenebilme şartı olmayan, diferensiyel operatörün özdeğerleri ve özfonksiyonlarının keyfi 
mertebeden asimptotik formüllerini elde ettik. Daha sonra, bu asimptotik formülleri 
kullanarak, diferensiyel operatörün kök fonksiyonlarının (genelleştirilmiş fonksiyonların) Riesz 
tabanı oluşturması için katsayıların sağlaması gereken gerek ve yeter koşulları bulduk.  
Önceki makalelerimde, güçlü, regüler sınır değer problemi için asimptotik formüller 
kanıtlanmıştı. Bu projede ise daha genel durumlar için, yani keyfi toplanabilen katsayılı adi 
diferensiyel denklemlerle üretilmiş güçlü olmayan, regüler sınır değer problemi için, 
asimptotik formüller bulundu. Ayrıca bu problemleri, adi diferensiyel denklem sistemiyle 
üretilen operatörler için de incelendi.  
Bu projenin diğer sonuçlarından biri, periyodik katsayılı self-adjoint olmayan diferensiyel 
operatörlerin spektrumunu incelemektir. Periyodik potansiyele sahip diferensiyel operatörler, 
katıhal kuantum fiziğinin temel operatörleridir ve 20. yüzyılın başlarında matematikçiler ve 
fizikçiler tarafından incelenmeye başlanmıştır. Fiziksel uygulamalarda, bu operatörlerin, 
spektral özelliklerinin ayrıntılı analizi oldukça önem taşır. Önceki çalışmalarımda, keyfi 
boyutlu periyodik Schrödinger operatörünün tüm Bloch özdeğerleri ve Bloch fonksiyonları için 
keyfi mertebeden asimptotik formüller bulduk, yani çok boyutlu periyodik Schrödinger 
operatörünün pertürbasyon teorisini elde ettik. Bu pertürbasyon teorisini kullanarak, keyfi 
boyutlu ve keyfi örgülü periyodik Schrödinger operatörü için Bethe-Sommerfeld varsayımını 
ispatladık. Böylece yöntemimiz, 1928’de formüle edilmiş Bethe-Sommerfeld varsayımının 
keyfi örgü ve keyfi boyut için doğruluğunu ispatlayan ilk ve tek yöntem oldu. Bethe-
Sommerfeld varsayımı, self-adjoint periyodik Schrödinger operatörünün spektrumundaki 
boşlukların sayısının sonlu olduğunu söyler. Biz bu projede denklem sistemleri tarafından 
üretilen diferensiyel operatörler için, Bethe-Sommerfeld varsayımının benzerini ispatladık. 
Ayrica,  kuantum mekanikte önemli olan periyodik potensiyele sahip cokboyutlu Schrödinger 
operatörünün bazi ters problemleri de öğrenildi. 
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3. Genel Bilgiler 
Önce proje konusunun matematikteki ve fizikteki önemine değinelim. Self-adjoint olmayan 
diferensiyel operatörler enerjinin korunumu olmadan devam eden durumlarda ortaya çıkarlar: 
sürtünmeli problemlerde, açık rezonatör teorisinde, esnek olmayan saçılma problemlerinde, 
vb. Matematiksel fizikteki birçok başlangıç ve sınır değer probleminin Fourier metodu ile 
çözülmesi, self-adjoint olmayan diferensiyel operatörlerin özdeğerlerinin ve 
özfonksiyonlarının öğrenilmesini ve keyfi fonksiyonların bu operatörlerin özfonksiyonlarının 
bir serisi gibi yazılmasını gerektirir. Spektral parametreye bağlılığı lineer olmayan bazı self-
adjoint problemlerin çözülmesi self-adjoint olmayan operatörlerin öğrenilmesine getirilir. 
Kuantum mekaniğinin önemli problemlerinin çözümü için gerekenler, singüler diferensiyel 
operatörlerin spektral teorisinin gelişmesine neden oldu, öyle ki, sınırsız aralıkta tanımlanmış 
singüler diferensiyel operatörlerin spektral teorisi, kuantum mekaniğindeki birçok konuyu 
araştırmak için, temel bir matematiksel yöntem olarak kullanılmaktadır. Ayrıca, ters saçılma 
yöntemi ile birçok gelişim denkleminin çözümlerinin kesin sınıflarının inşası, doğal olarak 
self-adjoint olmayan Lax operatörlerinin spektral teorisine götürülür. Linear olmayan 
Schrodinger denklemi gibi bir özel duruma uygun gelen Lax operatörü, self-adjoint olmayan 
bir boyutlu Dirac tipli operatördür. Korteweg de Vries denklemlerinin çözümlerinin bazı kesin 
sınıflarının inşası, self-adjoint olmayan Hill operatörlerinin spektral teorisiyle bağlıdır. 
Kuantum mekaniğinde önemli yeri olan PT simetrik teorileri de self-adjoint olmayan Hill 
operatörünün öğrenilmesini gerektirir. 
Diferensiyel operatörlerin spektral teorisine ait çalışmalar o kadar çoktur ki, tamamını 
incelememiz olanaksızdır. Bu nedenle, teorinin bizim projemize aid olan dallarının, kısaca 
tarihçesini şu şekilde açıklayabiliriz. Sonlu aralıkta adi diferensiyel denklem tarafından 
üretilen self-adjoint olmayan diferensiyel operatörler, diğer bir deyişle, regüler diferensiyel 
operatörler teorisinin esas konuları operatörün spektrumunun öğrenilmesi ve spektral 
ayrılışını bulmaktır. Sonlu aralıkta adi diferensiyel denklem tarafından üretilen diferensiyel 
operatörün spektrumu özdeğerlerden oluşur. Projenin esas amaçlarından biri, diferensiyel 
operatörün özdeğerleri ve özfonksiyonları için asimptotik formülleri elde etmektir. Özdeğerler 
için asimptotik formüller bulmak, spektrumun incelenmesi, özfonksiyonlar için asimptotik 
formüller bulmak ise spektral ayrılışın incelenmesi konusuna girer. Spektral ayrılışın 
incelenmesi ise özfonksiyonların taban oluşturmasına bağlıdır. Bu projede yapılan esas 
konulardan biri, diferensiyel operatörlerin kök fonksiyonunun Riesz tabanı özelliğini garanti 
eden gerek ve yeter şartın bulunmasıdır. Biz özdeğer ve özvektörleri için elde ettiğimiz 
asimptotik formülleri kullanarak, periyodik ve antiperiyodik sınır koşulları ile üretilmiş Sturm-
Liouville operatörünün kök fonksiyonlarının (özfonksiyonlar ve genelleştirilmiş fonksiyonlar) 
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bir Riesz tabanı oluşturması için denklemin katsayıları üzerine koşullar bulduk. Eğer 
diferensiyel denklemin mertebesi m bir çift sayı ise periyodik ve antiperiyodik sınır koşulları 
güçlü regüler sınır koşulları değillerdir. Böylece genelde, bu koşullarla üretilen operatörün 
kök fonksiyonları bir Riesz tabanı değil, parantezli bir Riesz bir tabanı oluştururlar. Şu ana 
kadar mertebesi m=2 olan diferensiyel denklemlerin periyodik ve antiperiyodik sınır koşulları 
ile ürettikleri operatörün kök fonksiyonlarının bir Riesz tabanı oluşturması incelenmiştir. 
m=2k>2 durumu ise çok daha karmaşıktır. Biz bu durumda diferensiyel operatörün kök 
fonksiyonlarının Riesz tabanı oluşturmasını garanti eden gerek ve yeter koşul bulduk. Ayrıca 
bu projede adi diferensiyel denklemlerle ve denklem sistemleriyle üretilmiş daha genel sınır 
değer problemleri için, Riesz tabanı özelliği araştırıldı. 
Sonsuz aralıkta adi diferensiyel denklem tarafından üretilen, self-adjoint olmayan diferensiyel 
operatörler,  diğer bir deyişle singüler diferensiyel operatörler teorisi, bu operatörleri üreten 
diferensiyel denklemlerin katsayılarına bağlıdır. En çok incelenen durumlar katsayıların 
sonsuza veya sıfıra gittiği durumlardır. Projemizin konusu olan, periyodik katsayılı 
diferensiyel operatörler teorisi, katsayıları sonsuza veya sıfıra giden diferensiyel operatörler 
teorisinden tamamen farklıdır ve o teorilerde kullanılan yöntemlerin uygulanması 
olanaksızdır. Periyodik katsayıya sahip self-adjoint diferensiyel operatörlerin spektral ayrılışı 
(Gelfand, 1950) tarafından verildi. Self-adjoint olmayan diferensiyel operatörlerin spektral 
ayrılışı uzun süre çözülemedi. Ayrıca self-adjoint olmayan durumda spektral tekilliklerin 
varlığı ve Parseval eşitliğinin yokluğu, Gelfand’ın self-adjoint diferensiyel operatörün spektral 
ayrılışının inşası için verdiği şık yöntemin kullanılmasını imkansızlaştırdı. Biz ise, yeni bir 
yöntem vererek, önce, diferensiyallenebilen, periyodik katsayılı yüksek mertebeli adi 
diferensiyel denklemin ve denklem sistemlerinin ürettiği self-adjoint olmayan diferensiyel 
operatörlerin spektral ayrılışını oluşturduk. Sonra bu yöntemi ve yukarıda değindiğimiz 
asimptotik formülleri kullanarak, katsayıları Lebesque integrallenebilen fonksiyonlar olan ve 
self-adjoint olmayan periyodik diferensiyel operatörler için spektral ayrılışı elde ettik.  
Periyodik katsayılı self-adjoint adi diferensiyel operatörlerin spektrumu genelde sonsuz 
sayıda aralıklardan oluşur ve spektrumdaki boşlukların sayısı sonsuzdur. Ünlü Bethe-
Sommerfeld varsayımına göre ise periyodik potansiyele sahip, çok boyutlu Schrödinger 
operatörünün spektrumundaki boşlukların sayısı sonludur. Bu varsayım, 1928’de formüle 
edilmiştir. Periyodik potansiyele sahip, çok boyutlu Schrödinger operatörü, katıhal kuantum 
fiziğinin temel operatörüdür. Bu nedenle, fiziksel uygulamalarda, bu operatörün, spektral 
özelliklerinin ayrıntılı analizi oldukça önem taşır. Bu konu (Eastham, 1973) monografide 
incelenmiştir: Bethe-Sommerfeld varsayımının ispatı aşağıda verilen literatürde incelenmiştir: 
(Dahlberg, Trubuwits,  1982), (Feldman, Knorrer, Trubowitz, 1990, 1991). (Helffer,  
5 
 
Mohamed, 1998), (Karpeshina, 1992, 1996, 1997),  (Parnovski, Sobolev, 2001). (Skriganov, 
1984,1985), (Veliev, 1983, 1985, 1987, 1988, 2005,2006, 2007) Bu çalışmalarda bizim inşa 
ettiğimiz yöntem, keyfi latis ve keyfi boyut için varsayımın geçerliliğinin ispatını veren, ilk ve 
şu an için tek yöntemdir. Operatörün spektral analizi Bloch özdeğerleri ve Bloch 
fonksiyonlarının incelenmesidir. Biz Bloch özdeğerleri ve Bloch fonksiyonları için keyfi 
mertebeli asimptotik formüller elde ettik, yani, bu operatör için pertürbasyon teorisini inşa 
etmiş olduk. Bu pertürbasyon teorisini kullanarak da, keyfi boyut ve keyfi latis için Bethe-
Sommerfeld varsayımının ispatını verdik. Bizim yöntemimiz, keyfi latis ve keyfi boyut için 
varsayımın geçerliliğinin ispatını veren ilk yöntemdir. Bu projede,  pertürbasyon teorisini ve 
toplanabilen katsayılara sahip self-adjoint olmayan, diferensiyel operatörün özdeğerleri ve 
özfonksiyonlarının keyfi mertebeden asimptotik formüllerini almak için bulduğumuz yeni 
yöntemi kombine ederek, adi differensial denklem sistemleri tarafından üretilen diferensiyel 
operatörleri için Bethe-Sommerfeld varsayımının benzerini ispatladık. 
Self-adjoint olmayan durumda spektrum, self-adjoint durumla kıyaslandığında çok daha fazla 
karmaşıklık gösterir. Gerçekten, 1960’ların ilk yarısında (Serov, 1960) tarafından gösterildiği 
gibi, spektrum, parçalı analitik yayların sayılabilir sisteminden ibarettir: (McGarvey, 1962, 
1965, 1966) self-adjoint olmayan periyodik katsayılı keyfi m mertebeli diferensiyel operatörü 
sistematik biçimde incelemeye başladı. McGarvey gösterdi ki, eğer bu operatörün 
izdüşümleri düzgün sınırlı ise, o zaman onlar spektral operatördür. (Tkachenko, 1964) eğer 
tüm özdeğerleri ve ona uygun gelen özvektörleri basit ise, self-adjoint olmayan Hill 
operatörünün üçgensel forma indirgenebileceğini ispatlamıştır. Bunun yanında, (Gasymov 
1980) özel potansiyele sahip Hill operatörünü araştırması gösterdi ki genelde, basit 
potansiyele sahip self-adjoint olmayan Hill operatörünün özdeğerleri basit değildir ve 
izdüşümler düzgün sınırlı değildir. 
Böylece bulunan sonuçlar self-adjoint olmayan Hill operatörlerinin spektral ayrılışına 
uygulanabilir değildi ve bu operatörün spektral ayrılış problemi uzun sure çözülememiş 
kalıyordu. Ayrıca, Gelfand’ın self-adjoint periyodik katsayılı operatörlerin spektral ayrılışı için 
verdiği yöntem, self-adjoint olmayan durumda kullanılamıyordu: Biz ise, (Veliev, 1980,1983, 
1986, 1989, 2002, 2006, 2008) yeni bir yöntem vererek diferensiyallenebilen, periyodik 
katsayılı yüksek mertebeli adi diferensiyel denklemin ve denklem sistemlerinin ürettiği self-
adjoint olmayan diferensiyel operatörlerin spektral ayrılışını oluşturduk. Sonra bu yöntemi ve 
yukarıda değindiğimiz asimptotik formülleri kullanarak, katsayıları Lebesque integrallenebilen 
fonksiyonlar olan ve self-adjoint olmayan periyodik diferensiyel operatörler için spektral 
ayrılışı elde ettik. 
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Self-adjoint olmayan regüler diferensiyel operatörlerin spektrumu ve spektral ayrılışı 
konusundaki ilk çalışmalar  (Birkhoff, 1908), (Tamarkin, 1917) ve diğerleri tarafından 
yapılmıştır. Bu çalışmalarda, düzenli sınır değer problemleri, resolvente çevre integrasyonu 
metodu uygulanarak incelenmiştir. Burada verilen klasik yöntemlerle yapılan çalışmalar o 
kadar çoktur ki, tamamını incelememiz olanaksızdır. O çalışmalar aşağıda verilen birçok 
monografide ve onların atıflarında görülebilir: (Naimark, 1967). (Marchenko, 1986), (Dunford, 
Schwartz, 1988). Bu çalışmalarda verilen klasik yöntem ile, kısmi integrasyondan dolayı, 
katsayılarda diferensiyellenebilme kısıtlaması olmadan, self-adjoint olmayan diferensiyel 
operatörün özdeğer ve özvektörleri için, asimptotik ayrılışlarda yüksek mertebeli terimleri 
elde etmek imkansızdır. Aşağıdaki çalışmalarda verilen yeni yöntemle, keyfi toplanabilen 
katsayılara sahip diferensiyel operatörün özdeğer ve özvektörleri için, keyfi mertebeden 
asimptotik formüller elde edildi: (Vinokurov, Sadovnichii 1999, 2000, 2005), (Veliev,  
Toppamuk Duman, 2002), (Veliev, 2006), (Yılmaz, Veliev, 2005). (Duman, Kirac, Veliev, 
2007), (Veliev, 2007, 2008). Bu çalışmalarda elde edilmiş asimptotik formüller, güçlü regüler 
sınır değer problemleri için kanıtlanmıştı. Self-adjoint olmayan regüler diferensiyel 
operatörlerin spektral ayrılışı, bu operatörün özfonksiyonlarının taban oluşturmasına bağlıdır. 
(Michaylov, 1962) ve (Keselman, 1964) çalışmalarında güçlü regüler sınır değer 
problemlerinin kök fonksiyonlarının bir Riesz tabanı oluşturduğu ispatlanmıştır. (Shkalikov, 
1982, 1983) adi diferensiyel denklemlerin ve güçlü olmayan regüler sınır koşullarının ürettiği 
operatörlerin kök fonksiyonlarının parantezli bir Riesz tabanı oluşturduğunu ispatlamıştır: 
(Luzhina, 1988) da diferensiyel denklem sistemlerinin ürettiği operatörler için bu sonuçları 
genellemiştir: Eğer diferensiyel denklemin mertebesi m bir tek sayı ise periyodik ve 
antiperiyodik sınır koşulları güçlü regüler sınır koşullarıdır ve Michaylov ve Keselman’ın 
çalışmalarında bu operatörlerin kök fonksiyonlarının bir Riesz tabanı oluşturduğu 
ispatlanmıştır. Eğer m bir çift sayı ise periyodik ve antiperiyodik sınır koşulları, güçlü regüler 
sınır koşulları değillerdir. Böylece genelde, bu koşullarla üretilen operatörün kök fonksiyonları 
bir Riesz tabanı değil, parantezli bir Riesz bir tabanı oluştururlar. Aşağıdaki makalelerde m=2 
durumunda periyodik ve antiperiyodik sınır koşulları için Riesz tabanı problemi incelenmiştir: 
(Kerimov, Mamedov, 1998). (Dernek, Veliev, 2005), (Makin , 2006), (Veliev, 2007). m=2k>2 
durumu ise çok daha karmaşıktır. Bu durumda kök fonksiyonlarının Riesz tabanı 
oluşturmasını garanti eden gerek ve yeter koşul bu projede adi diferensiyel denklemlerle ve 
denklem sistemleriyle üretilmiş operatörler için bulunmuştur.  
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   4. Gereç ve yöntem  
Araştırmanın yaklaşımları matematiksel yöntemlerdir. Projede önerilen incelemeler, 
matematik analiz, matematiksel fizik, adi diferensiyel denklemler, kısmi türevli diferensiyel 
denklemler, fonksiyonel analiz, kompleks analiz teorisinin yöntem ve yaklaşımları kullanılarak 
yapılmıştır. Ayrıca klasik incelemelerde, adi diferensiyel denklem tarafından üretilen 
diferensiyel operatörün özdeğerleri ve özfonksiyonlarının keyfi mertebeden asimptotik 
formüllerini elde etmek için, bu diferensiyel denklemin katsayılarının belirli bir mertebeden 
türevlere sahip olması gerekiyordu. Bu klasik metodlarla, kısmi integrasyondan dolayı, 
katsayılarda diferensiyellenebilme kısıtı olmadan, self-adjoint olmayan diferensiyel 
operatörün özdeğer ve özvektörleri için, asimptotik ayrılışlarda yüksek mertebeli terimleri 
elde etmemiz imkansızdır. Bizim bulduğumuz yeni yöntem, keyfi toplanabilen katsayılara 
sahip diferensiyel operatörün incelenmesine imkan veriyor. Bu projede en cok kullanılan 
yöntem de bu yöntemdir.  
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5. Bulgular 
Biz bulduğumuz yeni yöntemle toplanabilen katsayılara sahip, yani katsayıları için herhangi 
bir türevlenebilme şartı olmayan, yüksek mertebeli adi diferensiyel denklemlerin ürettiği 
diferensiyel operatörün özdeğerleri ve özfonksiyonlarının keyfi mertebeden asimptotik 
formüllerini elde ettik. Daha sonra, bu asimptotik formülleri kullanarak, diferensiyel 
operatörün kök fonksiyonlarının (genelleştirilmiş fonksiyonların) Riesz tabanı oluşturması için 
katsayıların sağlaması gereken gerek ve yeter koşulları bulduk. Projenin konularının biri olan 
bu sonuçlar SCI kapsamına giren dergide aşağıdaki makale şeklinde yayınlandı: 
O. A. Veliev, On the Nonself-adjoint Ordinary Differential Operators with Periodic Boundary 
Conditions, Israel Journal of Mathematics, Vol. 176, 195-207, (2010).  
Bu makale ekte “Rapora Ek 1” olarak sunulmuştur. 
Kompleks katsayılı diferensiyel denklem sistemleri tarafından üretilen self-adjoint olmayan 
diferensiyel operatörlerin özdeğerleri için yeni asimptotik formüller bulundu. Bu formülleri 
kullanarak periodik katsayılı yüksek mertebeli adi diferensiyel denklem sistemiyle üretilen 
diferensiyel operatörlerin spektrumu incelendi. Bu konuda aldığım sonuçlar bu dönemde SCI 
expanded kapsamına giren dergide aşağıdaki makale şeklinde yayınlandı: 
O. A. Veliev, On the Differential Operators with Periodic Matrix Coefficients, Abstract and 
Applied Analysis, Volume 2009, Article ID 934905, (21pp), (2009). 
Bu makale ekte “Rapora Ek 2” olarak sunulmuştur. 
Daha sonra, bu asimptotik formülleri kullanarak, yüksek mertebeli kompleks katsayılı adi 
diferensiyel denklem sistemiyle üretilen periodik ve antiperiodik sınır değer problemlerinin 
kök fonksiyonlarının (genelleştirilmiş fonksiyonların)  Riesz tabanı oluşturması için 
katsayıların sağlaması gereken koşulları bulduk. Bu araştırmalar bu SCI expanded 
kapsamına giren dergide aşağıdaki makale şeklinde yayınlandı: 
Veliev, O. A. On the basis property of the root functions of differential operators with matrix 
coefficients, Central European Journal of Mathematics, 9(3),  657-672, (2011) 
Bu makale ekte “Rapora EK 3” eklenmiştir. 
Çok boyutlu Schrödinger operatörlerinin özdeğerleri ve özfonksiyonları için elde ettiğim yeni 
asimptotik formüller ve onların ters spektral problemlerin çözülmesinde uygulanması 
konusunda aldığım sonuçlar SCI kapsamına giren dergide aşağıdaki makale şeklinde 
yayınlandı: 
9 
 
Veliev, O. A.  An algorithm for finding the periodic potential of the three-dimensional 
Schrodinger operator from the spectral invariants, Journal of Physics A: Mathematical and 
Theoretical, Volume 44, Number 15, 155202 (25 pp), (2011) 
Bu makale ekte “Rapora Ek 4” olarak eklenmiştir.  
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6. Tartışma/Sonuç 
 
Bu projede aşağıda belirtilen sonuçlar bulundu: 
 
1. Toplanabilen katsayılara sahip, yani katsayıları için herhangi bir türevlenebilme şartı 
olmayan, periodic ve antiperiodic sınır kosullu diferensiyel operatörün özdeğerleri ve 
özfonksiyonlarının keyfi mertebeden asimptotik formüller elde edildi.  
2. Bulunan asimptotik formülleri kullanarak, periodic ve antiperiodic sınır kosullu 
diferensiyel operatörün kök fonksiyonlarının (genelleştirilmiş fonksiyonların) Riesz 
tabanı oluşturması için katsayıların sağlaması gereken koşullar bulundu. 
3. Adi diferensiyel denklem sistemiyle üretilen operatörlerin özdeğerleri ve 
özfonksiyonlarının keyfi mertebeden asimptotik formüller elde edildi. 
4. Yüksek mertebeli adi diferensiyel denklem sistemiyle üretilen self-adjoint olmayan 
diferensiyel operatörlerin kök fonksiyonunun Riesz tabanı özelliğini garanti eden 
gerek ve yeter şartları bulundu. 
5. Periyodik katsayılara sahip diferensiyel denklemler sisteminin ürettiği self-adjoint 
operatörünün spektrumundaki boşlukların sayısının sonlu olması için yeter kosullar 
bulundu. 
6. Bulunan asimptotik formüller, periyodik potansiyele sahip çok boyutlu Schrödinger 
operatörünün ters problemlerinin öğrenilmesine uygulandı. 
 
Bu araştırmalar Moskova Devlet Üniversitesi’nde yapılan “International Conference Spectral 
Problems and Related Topics Moscow State University, November 18-21, 2009” 
konferansında, Fransa’da yapılan “International Conference on Partial Differential Equation, 
Poitiers-Futuroscope, France, February 18-20, 2010” konferansında ve ABD’de yapılan, 
International Conference Miami 2010, Miami, USA,14-19 December,2010 konferansında 
tartışıldı. 
Projede ele alınan problemler ve onların genellemeleri son derece yaygın problemler olduğu 
için bu çalışmanın sonuçlarının yeni açılımlara yol açacağını öngörmekteyiz. 
Bu projede verdiğimiz yeni yöntemler, keyfi toplanabilen periyodik katsayılara sahip sonlu 
veya sonsuz denklem sistemleri tarafından üretilen self-adjoint olmayan diferensiyel 
operatörlerin spektral ayrılışını elde etmemizi ve bu sonuçları kullanarak matematikte ve 
fizikte önemli yeri olan kısmi türevli diferensiyel operatörlerin spektral ayrılışını bulmamızı 
sağlayacaktır. Bu sonuçlar ise, kuantum fiziğinde yararlı olacaktır. Bu sonuçlar hem de PT 
simetrik teorileri için yeni sonuçlar elde edilmesine neden olacaktır. 
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ABSTRACT
In this article we obtain asymptotic formulas for eigenvalues and eigen-
functions of the nonself-adjoint ordinary differential operator with periodic
and antiperiodic boundary conditions, when coefficients are arbitrary sum-
mable complex-valued functions. Then using these asymptotic formulas,
we obtain necessary and sufficient conditions on the coefficient for which
the root functions of these operators form a Riesz basis.
Let P and A be the operators generated in L2[0, 1] by the periodic
(1) y(k)(1) = y(k)(0), k = 0, 1, 2, . . . , (m− 1)
and the antiperiodic
(2) y(k)(1) = −y(k)(0), k = 0, 1, 2, . . . , (m− 1)
boundary conditions respectively and by the differential expression
lm(y) = y
(m) + p2(x)y
(m−2) + p3(x)y
(m−3) + · · ·+ pm(x)y,
where m is an even integer and p2, p3, . . . , pm are complex-valued summable
functions. In this article we derive asymptotic formulas for the eigenvalues and
eigenfunctions of the operators P and A. Using these asymptotic formulas, we
obtain conditions on the coefficient p2 for which the root functions of these
operators form a Riesz basis in L2[0, 1].
Note that if m is an odd number, then the boundary conditions (1) and (2)
are strongly regular and the root functions of P and A form a Riesz basis (see [4,
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6]). If m is an even integer, then (1) and (2) are not strongly regular boundary
conditions. Therefore, in general, the root functions of P and A do not form a
Riesz basis; they form a basis with bracket (see [8, 9]). In this paper we prove
that if m is an even integer and
(3) lim
n→∞
ln |n|
np2,2n
= lim
n→∞
ln |n|
np2,−2n
= 0,
then the root functions of P form a Riesz basis if and only if p2,2n ∼ p2,−2n,
where pk,n = (pk, e
i2pinx) is the Fourier coefficient of pk, (., .) denotes the inner
product in L2[0, 1], and an ∼ bn means that c1|bn| < |an| < c2|bn|, for all
n = 1, 2, . . . Here and in the forthcoming estimates the symbols c1, c2, . . . ,
stand for positive constants independent of n. Similarly, if
(4) lim
n→∞
ln |n|
np2,2n+1
= lim
n→∞
ln |n|
np2,−2n−1
= 0,
then the root functions of A form a Riesz basis if and only if p2,2n+1 ∼ p2,−2n−1.
The case m = 2 is investigated in [1, 3, 5]. In this paper we consider the more
complicated case m = 2k > 2.
It is well-known that (see formulas (47a), (47b) on page 65 of [7]) the large
eigenvalues of the operators P and A consist of the sequences
{λn,1 : n = N,N + 1, . . .}, {λn,2 : n = N,N + 1, . . .}
and
{µn,1 : n = N,N + 1, . . .}, {µn,2 : n = N,N + 1, . . .}
respectively satisfying
(5) λn,j = (i2npi)
m +O
(
nm−3/2
)
and
(6) µn,j = (i2npi + ipi)
m +O
(
nm−3/2
)
for j = 1, 2, where N is a sufficiently large positive number, that is, N  1.
From (5) one can easily obtain the following inequality:
(7) |λn,j − (i2pis)
m| > |nm − sm| ≥ |n− |s||(nm−1 + |s|m−1)
for j = 1, 2; s ∈ Z\{±n}; n ≥ N. To obtain the asymptotic formulas for the
eigenvalue λn,j and for the corresponding normalized eigenfunction Ψn,j(x) of
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P, we use (7) and the following formula:
(8) (λn,j − (2ipis)
m)(Ψn,j , e
i2pisx) =
m∑
k=2
(
pkΨ
(m−k)
n,j , e
i2pisx
)
which can be obtained from
Ψ
(m)
n,j (x) +
m∑
k=2
pk(x)Ψ
(m−k)
n,j (x) = λn,jΨn,j(x)
by multiplying scalarly by ei2pisx. First we estimate the right-hand side of (8).
Lemma 1: Let Ψn,j(x) be any normalized eigenfunction of P. Then
(9)
m∑
k=2
(
pkΨ
(m−k)
n,j , e
i2pinx
)
= (i2pin)m−2(p2,0un,j + p2,2nvn,j) + Cn,j
for j = 1, 2, where n 1, un,j = (Ψn,j , ei2pinx), vn,j = (Ψn,j , e−i2pinx), and
(10) |Cn,j | < c3n
m−3 lnn.
Proof. Since (p2Ψ
(m−2)
n,j + p3Ψ
(m−3)
n,,j + · · ·+ pmΨn,j) ∈ L1[0, 1], we have
(11) lim
s→∞
∣∣∣∣
m∑
k=2
(
pkΨ
(m−k)
n,j , e
i2pisx
) ∣∣∣∣ = 0.
By (11), there exist a constant M(n, j) and integer s0 such that
(12) max
s∈Z,
∣∣∣∣
m∑
k=2
(
pkΨ
(m−k)
n,j , e
i2pisx
) ∣∣∣∣ =
∣∣∣∣
m∑
k=2
(
pkΨ
(m−k)
n,j , e
i2pis0x
) ∣∣∣∣ =M(n, j).
Then using (8) and (7), we get
(13)
∣∣(Ψn,j, ei2pisx)∣∣ ≤ M(n, j)
|λn,j − (2pisi)
m|
, ∀s 6= ±n,
∑
s:|s|>d
∣∣(Ψn,j , ei2pisx)∣∣ < c4M(n, j)
dm−1
,
where d > 2|n|. This implies that the decomposition of Ψn,j(x) by basis
{ei2pisx : s ∈ Z} is of the form
(14) Ψn,j(x) =
∑
s:|s|≤d
(
Ψn,j, e
i2pisx
)
ei2pisx + gd(x),
where
(15) sup
x∈[0,1]
|gd(x)| <
c4M(n, j)
dm−1
.
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Now using integration by parts and (13), we get∣∣∣(Ψ(m−k)n,j , ei2pisx)∣∣∣ = ∣∣(2piis)m−k (Ψn,j , ei2pisx)∣∣ ≤ |2pis|m−kM(n, j)|λn,j − (2pisi)m| .
Therefore arguing as in the proof of (14), (15), we obtain
(16) Ψ
(m−k)
n,j (x) =
∑
s:|s|≤d
(2piis)m−k
(
Ψn,j, e
i2pisx
)
ei2pisx + gk,d(x),
where k = 2, 3, . . . , n, and supx∈[0,1] |gk,d(x)| < c5M(n, j)/d
k−1. Using (16) in
(pkΨ
(m−k)
n,j , e
i2pilx) and letting d→∞, we get
(17)
m∑
k=2
(pkΨ
(m−k)
n,j , e
i2pilx) =
m∑
k=2
∞∑
s=−∞
pk,l−s(2piis)
m−k(Ψn,j , e
i2pisx).
Replacing l by s0 in (17) and using (12), we obtain
(18) M(n, j) =
∣∣∣∣
m∑
k=2
∞∑
s=−∞
pk,s0−s(2piis)
m−k(Ψn,j , e
i2pisx)
∣∣∣∣.
By (13) and (7) we have
(19)
∑
s6=n,−n
|(2piis)m−k(Ψn,j , e
i2pisx)| = O
(
M(n, j)
ln |n|
|n|k−1
)
.
On the other hand,
(20) (±2piin)m−k(Ψn,j, e
±i2pinx)| = O(|n|m−k), |pk,t| ≤
∫ 1
0
|pk(x)|dx
for t ∈ Z. Thus (18)–(20) imply that
(21) M(n, j) =M(n, j)O
(
ln|n|
n
)
+O
(
|n|m−2
)
, M(n, j) ≤ c6n
m−2.
Now replacing l by n in (17) and using (19)–(21), we get (9), (10).
Using (9) and (10) in (8) for s = n, we obtain
(λn,j − (2ipin)
m − p2,0(2ipin)
m−2)un,j = p2,2n(i2pin)
m−2vn,j +O
(
nm−3 ln |n|
)
.
Dividing both sides of this equality by (2ipin)m−2, we get
(22) (Λn,j − (2ipin)
2 − p2,0)un,j = p2,2nvn,j +O
(
n−1 ln |n|
)
,
where Λn,j = λn,j/(2ipin)
m−2. In the same way, we obtain
(23) (Λn,j − (2ipin)
2 − p2,0)vn,j = p2,−2nun,j +O
(
n−1 ln |n|
)
.
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It follows from (13) and (21) that
(24)
∣∣(Ψn,j(x), ei2pisx)∣∣ ≤ c6nm−2
|λn,j − (2pisi)m|
, ∀s 6= ±n.
Therefore using (7), we get∑
s∈Z, s6=±n
∣∣(Ψn,j(x), ei2pisx)∣∣2 ≤ ∑
s∈Z, s6=±n
c26(n
m−2)2
|λn,j − (2pisi)m|2
= O
(
1
n2
)
,
which implies the following lemma.
Lemma 2: The normalized eigenfunction Ψn,j(x) of the operator P has the
form
(25) Ψn,j(x) = un,je
i2pinx + vn,je
−i2pinx + h(x),
where
(26) ‖h‖ = O
(
1
n
)
, |un,j |
2
+ |vn,j |
2
= 1 +O
(
1
n2
)
.
Now using (22)–(26), we obtain the asymptotic formulas.
Theorem 1: Let λn,1, λn,2 be the eigenvalues of P satisfying (5). If the con-
ditions (3) hold, then there exist positive numbers c7 and N0 such that:
(a) The eigenvalues λn,1, λn,2 for n ≥ N0 lie in Un,1 ∪ Un,2, where
(27) Un,j = {λ ∈ C: |λ− an,j| < c7n
m−3γn ln |n|}, Un,1 ∩ Un,2 = ∅,
an,j = (i2pin)
m + p2,0(2pini)
m−2 + (−1)j(2pini)m−2qn,
qn = (p2,2np2,−2n)
1
2 ,
(28) γn = max
{(
|p2,2n|
|p2,−2n|
)1/2
,
(
|p2,−2n|
|p2,2n|
)1/2}
, O
(
γn ln |n|)
n
)
= o(qn).
(b) The geometrical multiplicity of the eigenvalues λn,1, λn,2 for n ≥ N0 is
1. If λn,s lies in Un,j, then the eigenfunction Ψn,s of P corresponding
to λn,s satisfies
(29) Ψn,s(x) =
(
1 + |αn,j |
2
)−1/2
(ei2pinx + αn,je
−i2pinx) +O
(
1
n
)
,
where
(30) αn,j =
(−1)jqn
p2,2n
(1 + o(1)).
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Proof. (a) The second equality of (28) follows from (3) and from the defi-
nitions of γn and qn. This equality implies the second relation in (27).
Since (26) holds, |un,j| < 2, |vn,j | < 2, and at least one of the num-
bers |un,j| , |vn,j | is greater than
1
2 . Thus at least one of the following
relations holds
(31) |un,j| ∼ 1, |vn,j | ∼ 1.
Assume that the first relation of (31) holds. Then dividing (22) by un,j,
we get
(32) (Λn,j − (2ipin)
2 − p2,0) = p2,2n
vn,j
un,j
+O
(
n−1 ln |n|
)
.
Now let us estimate vn,j/un,j. Since vn,j times the left-hand side of (22)
is equal to un,j times the left-hand side of (23), multiplying (22) and
(23) by vn,j and un,j, respectively, we obtain
p2,2nv
2
n,j = p2,−2nu
2
n,j +O
(
n−1 ln |n|
)
,(
vn,j
un,j
)2
=
p2,−2n
p2,2n
(
1 +O
(
ln |n|
np2,−2n
))
.
This with (3) and (32) implies that
(33) |Λn,j − (2ipin)
2 − p2,0| = |qn|+O
((
p2,2n
p2,−2n
)1/2
ln |n|
n
)
+O
(
ln |n|
n
)
.
Now suppose that the second relation of (31) holds. Then instead of
the first relation of (31), using this and arguing as in the proof of (33),
we get
|Λn,j − (2ipin)
2 − p2,0| = |qn|+O
((
p2,−2n
p2,2n
)1/2
ln |n|
n
)
+O
(
ln |n|
n
)
.
This, (33), and the definition of Λn,j (see (22)) complete the proof of
(a).
(b) If λn,s lies in Un,j, then by the definitions of Un,j and Λn,s we have
(34) Λn,s = (i2pin)
2 + p2,0 + (−1)
jqn +O
(
γn ln |n|
n
)
.
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Substituting (34) into (22) and (23), we obtain the equalities
(−1)jqnun,s = p2,2nvn,s +O
(
γn ln |n|
n
)
,
(−1)jqnvn,s = p2,−2nun,s +O
(
γn ln |n|
n
)
.
Using the first equality if the first relation of (31) holds, and using the
second equality if the second relation of (31) holds, and taking into
account (28), we see that
(35)
vn,s
un,s
=
(−1)jqn
p2,2n
(1 + o(1)).
Now (35) with (25), (26) and (28) implies (29) and (30). If there are
two linearly independent eigenfunctions corresponding to λn,s, then
one can find two orthogonal eigenfunctions satisfying (29), which is
impossible.
Now we prove that the eigenvalues λn,1, λn,2 for large values of n are simple
and in each of the disks (27) there exists a unique eigenvalue of P. For this we
consider the following family of operators:
(36) Pε = S + ε(P − S), 0 ≤ ε ≤ 1,
where S is the operator generated by (1) and by the differential expression
(37) y(m) + (p2,0 + p2,2ne
i4pinx + p2,−2ne
−i4pinx)y(m−2).
Theorem 2: Let λn,1, λn,2 be the eigenvalues of P satisfying (5). If the con-
ditions (3) hold and n ≥ N0, where N0 is defined in Theorem 1, then:
(a) The eigenvalue λn,j is simple and satisfies
λn,j = (i2pin)
m + p2,0(2pini)
m−2 + (−1)j(2pini)m−2qn +O
(
nm−3γn ln |n|
)
.
The corresponding normalized eigenfunction Ψn,j(x) satisfies
Ψn,j(x) = (1 + |αn,j |
2)−1/2(ei2pinx + αn,je
−i2pinx) +O
(
1
n
)
,
where αn,j is defined in (30) and j = 1, 2.
(b) The root functions of P form a Riesz basis in L2(0, 1) if and only if
p2,2n ∼ p2,−2n.
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Proof. (a) It follows from the proof of Theorem 1 that the assertions of
Theorem 1 hold for the operator Pε, where Pε is defined by (36), and
the constants N0, c7 do not depend on ε. Thus
(38) {λn,1,ε, λn,2,ε} ⊂ Un,1 ∪ Un,2, Un,1 ∩ Un,2 = ∅, ∀n ≥ N0, ∀ε ∈ [0, 1],
where λn,j,ε is the eigenvalue of Pε satisfying (5). First we prove that
if λn,j,0 lies in Un,1, then the normalized eigenfunctions ϕ
∗
n,j(x) of S
∗
corresponding to the eigenvalue λn,j,0 satisfies
(39) ϕ∗n,j(x) =
(
1 + |α∗n,1|
2
)−1/2
(ei2pinx + α∗n,1e
−i2pinx) +O
(
1
n
)
,
where S∗ is the adjoint operator of S and
α∗n,j =
(−1)j q¯n
p2,−2n
(1 + o(n)).
To prove this we use the formula
(40) (λn,j,0 − (2ipin)
m − (2ipin)m−2p2,0)u
∗
n,j =
(2ipin)m−2p2,−2nv
∗
n,j + (6ipin)
m−2p2,2n(ϕ
∗
n,j , e
i6pinx),
which can be obtained from
(41) S∗ϕ∗n,j(x) = λn,j,0ϕ
∗
n,j(x)
by multiplying by ei2pinx and using
(S∗ϕ∗n,j , e
i2pinx) =(ϕ∗n,j , Se
i2pinx)
=(2ipin)mu∗n,j + (2ipin)
m−2(p2,0u
∗
n,j + p2,−2nv
∗
n,j)
+ (6ipin)m−2p2,2n(ϕ
∗
n,j , e
i6pinx),
where u∗n,j = (ϕ
∗
n,j , e
i2pinx), v∗n,j = (ϕ
∗
n,j , e
−i2pinx). Moreover, multiply-
ing (41) scalarly by ei2pisx one can readily see that
(42)
∣∣(ϕ∗n,j , ei2pisx)∣∣ ≤ c8|n|m−2∣∣λn,j − (2pisi)n∣∣ , ∀s 6= ±n.
This with (7) gives∑
s∈Z,s6=±n
∣∣(ϕ∗n,j , ei2pisx)∣∣2 = O(n−2),
which implies that the expansion of ϕ∗n,j has the form
(43) ϕ∗n,j(x) = u
∗
n,je
i2pinx + v∗n,je
−i2pinx + h(x),
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(44) ‖h(x)‖ = O(n−1),
∣∣u∗n,j∣∣2 + ∣∣v∗n,j∣∣2 = 1 +O(n−2).
By (42) we have (ϕ∗n,j , e
i6pinx) = O(|n|−2). Using this, (27), (40), the
inclusion λn,j,0 ∈ Un,1, and arguing as in the proof of (35), we obtain
v∗n,j
u∗n,j
=
−q¯n
p2,−2n
(1 + o(1)).
Therefore (39) follows from (43) and (44).
Now using this, we prove that the eigenvalues λn,1,0, λn,2,0 for large
values of n are simple. Since the geometrical multiplicity of these eigen-
values is 1 (see Theorem 1), we need to prove that there is not an
associated function corresponding to ϕn,j(x). Suppose to the contrary
that there exists an associated function of S corresponding to the eigen-
value λn,j,0 ∈ Un,1. Then (ϕn,j , ϕ
∗
n,j) = 0. Therefore, using the asymp-
totic formulas (29) and (39), and then taking into account that q2n =
p2,−2np2,−2n (see Theorem 1(a)), we get
(45) 2
(
1 + |α∗n,1|
2
)−1/2
(1 + |αn,1|
2)−1/2 = O
(
1
n
)
.
Let us prove that (45) contradicts (3). It follows from (3) that∣∣∣∣ 1p2,2n
∣∣∣∣ <
∣∣∣ n
lnn
∣∣∣ ,
∣∣∣∣ 1p2,−2n
∣∣∣∣ <
∣∣∣ n
lnn
∣∣∣ for n ≥ N0.
This with the equalities q2n = p2,−2np2,−2n, limn→∞ p2,n = 0, and (3)
gives
1 + |αn,1|
2 <
∣∣∣ n
lnn
∣∣∣ , 1 + |α∗n,1|2 < ∣∣∣ nlnn
∣∣∣ for n 1,
which contradicts (45). Thus the eigenvalue λn,j,0 for n 1 is simple.
Now we prove that in each of the intervals Un,1 and Un,2 for n ≥ N0
there exists a unique eigenvalue of P0 = S. Suppose to the contrary
that both eigenvalues λn,1,0 and λn,2,0 of S lie in the same interval and,
without loss of generality, assume that {λn,1,0, λn,2,0} ⊂ Un,1. Then by
Theorem 1(b) both eigenfunctions ϕn,1(x) and ϕn,2(x) corresponding
to λn,1,0 and λn,2,0 respectively satisfy the formula (29) for j = 1 and,
by (39), both eigenfunctions ϕ∗n,1(x) and ϕ
∗
n,2(x) of S
∗ corresponding
to the eigenvalues λn,1,0 and λn,2,0 satisfy (39). Since λn,1,0 6= λn,2,0
we have (ϕn,1, ϕ
∗
n,2) = 0. Therefore, (29) for j = 1 and (39) imply the
equality (45) which, as proved above, contradicts (3). Thus we have
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proved that in each of the disks Un,1 and Un,2 there exists a unique
eigenvalue of P0. By (38), the boundary ∂(Un,j) of the disk Un,j lies
in the resolvent set of the operators Pε for ε ∈ [0, 1]. Therefore, taking
into account that the family Pε is holomorphic with respect to ε, we
obtain that the number of eigenvalues of Pε lying inside ∂(Un,j) is the
same for all ε ∈ [0, 1]. Therefore, in each of the disks Un,1 and Un,2 for
n ≥ N0 there exists a unique eigenvalue of P. Thus Theorem 1 implies
the proof of Theorem 2(a).
(b) Using the asymptotic formulas for normalized eigenfunctions Ψn,1, Ψn,2
obtained in Theorem 2(a) and equality (30), we obtain
(Ψn,1,Ψn,2) =
1− |p2,−2np2,2n |
1 + |p2,−2np2,2n |
+ o (1) .
This implies that p2,2n ∼ p2,−2n if and only if the following holds:
(46) ∃a ∈ (0, 1) such that sup
n≥N0
|(Ψn,1,Ψn,2)| < a,
where N0 is defined in Theorem 1. Therefore the proof of Theorem 2(b)
follows from the following lemma.
Lemma 3: The root functions of P form a Riesz basis if and only if (46) holds.
Proof. If (46) does not hold, then there exist sequences
{nk : k = 1, 2, . . .}, {ak ∈ C : k = 1, 2, . . .}, {bk ∈ C : k = 1, 2, . . .}
such that
lim
k→∞
|(Ψnk,1,Ψnk,2)| = 1, lim
k→∞
|akΨnk,1 + bkΨnk,2|
2
|ak|2 + |bk|2
= 0.
This implies that the inequality (2.4) in Chapter 6 of [2] (see Theorem 2.1 (N.
K. Bari) in Chapter 6 of [2]) does not hold. Thus, by the Bari Theorem, the
root functions of P do not form a Riesz basis.
Now suppose that (46) holds. By Theorem 1, apart from the eigenvalues
λn,j , where |n| ≥ N0, j = 1, 2, there exist finite eigenvalues λ1, λ2, . . . , λs, of
the operator P. LetHk be the eigenspace corresponding to the eigenvalue λk and
let Gn be two-dimensional space generated by the eigenfunctions Ψn,1, Ψn,2,
where n ≥ N0. It follows from Shkalikov’s theorem [8, 9] that the sequence
(47) {H1, H2, . . . , Hs, GN0 , GN0+1, . . .}
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is a basis of L2[0, 1] equivalent to an orthogonal one. Let Ψk,1,Ψk,2, . . . ,Ψk,jk
be an orthonormal basis of the subspace Hk. Now we prove that the system( s⋃
k=1
{Ψk,1,Ψk,2, . . . ,Ψk,jk}
)
∪
( ⋃
n≥N0
{Ψn,1,Ψn,2}
)
forms an ordinary Riesz basis in L2[0, 1]. For this we consider the following:
Ψ =
s∑
k=1
(ak,1Ψk,1 + ak,2Ψk,2 + · · ·+ ak,jkΨk,jk) +
N∑
n=N0
(bn,1Ψn,1 + bn,2Ψn,2),
where ak,1, ak,2, ..., ak,jk and bn,1, bn,2 are complex numbers. It follows from
(5.24) of section 6 of [2] that
(48)
‖Ψ‖2
c
≤
s∑
k=1
jk∑
j=1
|ak,j |
2 +
N∑
n=N0
‖bn,1Ψn,1 + bn,2Ψn,2‖
2 ≤ c‖Ψ‖2,
where N > N0, c = ‖B‖2‖B−1‖2 and B is a bounded linear invertible operator
which transforms some orthogonal basis of the subspaces of the space L2[0, 1]
into the basis (47). Using (46) one can readily see that
(|bn,1|
2 + |bn,2|
2)(1− a) ≤ ‖bn,1Ψn,1 + bn,2Ψn,2‖
2 ≤ 2(|bn,1|
2 + |bn,2|
2)
for n ≥ N0. This with (48) implies that inequality (2.4) of the Bari Theorem in
Chapter 6 of [2] holds, i.e., the root functions of P form a Riesz basis.
Now let us consider the operator A generated by the antiperiodic boundary
conditions (2). Instead of (3), (5) and (8), we use (4), (6) and
(µn,j − (i2pin+ ipi)
m)(Φn,j , e
i(2pin+pi)x) =
m∑
k=2
(
pkΦ
(m−k)
n,j , e
i(2pin+pi)x
)
,
where Φn,j(x) is a normalized eigenfunction ofA corresponding to the eigenvalue
µn,j ; and instead of (36) we take a family of operators Aε = B + ε(A − B),
0 ≤ ε ≤ 1, where B is the operator generated by the differential expression
y(m) + (p2,0 + p2,2n+1e
i2pi(2n+1)x + p2,−2n−1e
−i2pi(2n+1)x)y(m−2)
and boundary conditions (2). Arguing as in the proof of Theorem 2, we get
Theorem 3: Let µn,1, µn,2 be the eigenvalues of A satisfying (6). If the con-
ditions (4) hold, then there exists a positive integer N1 such that:
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(a) The eigenvalue µn,j for n ≥ N1 is simple and satisfies
µn,j
= (2pini+pii)m+p2,0(2pini+ipi)
m−2+(−1)j(2pini+ipi)m−2q
′
n+O
(
γ
′
n
ln |n|
n3−m
)
for j = 1, 2, where
q
′
n = (p2,2n+1p2,−2n−1)
1
2 , γ
′
n = max
{
|p2,2n+1|
1
2
|p2,−2n−1|
1
2
,
|p2,−2n−1|
1
2
|p2,2n+1|
1
2
}
.
The corresponding normalized eigenfunction Φn,j(x) of A satisfies
Φn,j(x) =
(
1 + |α
′
n,j |
2
)− 1
2
(
ei(2pin+pi)x + α
′
n,je
−i(2pin+pi)x
)
+O
(
1
n
)
,
where
α
′
n,j =
(−1)jq
′
n
p2,2n+1
(1 + o(1)).
(b) The root functions of A form a Riesz basis in L2[0, 1] if and only if
p2,2n+1 ∼ p2,−2n−1.
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Let LP2, P3, . . . , Pn be the diﬀerential operator generated in the space Lm2 −∞,∞ of vector-
valued functions by the diﬀerential expression
−inynx  −in−2P2xyn−2x 
n∑
v3
Pvxyn−vx, 1
where n is an integer greater than 1 and Pkx, for k  2, 3, . . . , n, is the m × m matrix with
the complex-valued summable entries pk,i,jx satisfying pk,i,jx  1  pk,i,jx for all i 
1, 2, . . . , m and j  1, 2, . . . , m. It is well known that see 1–4	 the spectrum of the operator
LP2, P3, . . . , Pn is the union of the spectra of the operators LtP2, P3, . . . , Pn for t ∈ 0, 2π
generated in Lm2 0, 1 by expression 1 and the quasiperiodic conditions
Uν
(
y
) ≡ yν1 − eityν0  0, ν  0, 1, . . . , n − 1. 2
Note that Lm2 a, b is the set of vector-valued functions f  f1, f2, . . . , fm with fk ∈ L2a, b
for k  1, 2, . . . , m. The norm ‖ · ‖ and inner product ·, · in Lm2 a, b are defined by
∥∥f
∥∥2 
∫b
a
∣∣fx
∣∣2dx,
(
f, g
)

∫b
a
〈
fx, gx
〉
dx, 3
where | · | and 〈·, ·〉 are the norm and inner product in Cm.
2 Abstract and Applied Analysis
The first works concerned with the diﬀerential operator LtP2, P3, . . . , Pn were by
Birkhoﬀ 5	, Tamarkin 6	 in the beginning of 20th century. There exist enormously many
papers concerning with the operators LtP2, P3, . . . , Pn and LP2, P3, . . . , Pn. For the list of
these papers one can look to the monographs 1, 7–10	. Here we only note that in these
classical investigations in order to obtain the asymptotic formulas of high accuracy, by using
the classical asymptotic expansions for solutions of the matrix equation
−inY n  −in−2P2Y n−2 
n∑
v3
PvY
n−v  λY, 4
it is required that the coeﬃcients must be diﬀerentiable. Thus, these classical methods never
permit us to obtain the asymptotic formulas of high accuracy for the operator LtP with
nondiﬀerentiable coeﬃcients. However, the method suggested in this paper is independent
of smootness of the coeﬃcients. Using this method we obtain an asymptotic formulas of high
accuracy for eigenvalues and eigenfunctions of the operator LtP2, P3, . . . , Pn generated by a
system of ordinary diﬀerential equations with only summable coeﬃcients and then by using
these formulas we consider the spectrum of the operator LP2, P3, . . . , Pn.
Let us introduce some preliminary results and describe the results of this paper.
Clearly,
ϕk,1,t 
(
ei2πktx, 0, . . . , 0
)
, ϕk,2,t 
(
0, ei2πktx, 0, . . . , 0
)
, . . . , ϕk,m,t 
(
0, 0, . . . , 0, ei2πktx
)
5
are the eigenfunctions of the operator Lt0 corresponding to the eigenvalue 2πk  t
n,
where k ∈ Z, and the operator LtP2, . . . , Pn is denoted by Lt0 when P2x  0, . . . , Pnx 
0. Furthermore, for brevity of notation, the operators LtP2, . . . , Pn and LP2, . . . , Pn are
denoted by LtP and LP, respectively. It easily follows from the classical investigations 7,
Chapter 3, Theorem 2	 that the large eigenvalues of the operator LtP consist ofm sequences
{λk,1t : |k| ≥ N}, {λk,2t : |k| ≥ N}, . . . , {λk,mt : |k| ≥ N}, 6
satisfying the following, uniform with respect to t in 0, 2π, asymptotic formulas:
λk,jt  2πk  t
n O
(
kn−1−1/2m
)
7
for j  1, 2, . . . , m, where N is a suﬃciently large positive number, that is, N 	 1. We say
that the formula fk, t  Ohk is uniform with respect to t in a set S if there exists a
positive constant c1, independent of t, such that |fk, t| < c1|hk| for all t ∈ S and k ∈ Z.
Thus formula 7 means that there exist positive numbers N and c1, independent of t, such
that
∣∣λk,jt − 2πk  tn
∣∣ < c1|k|n−1−1/2m, ∀|k| ≥ N, ∀t ∈ 0, 2π. 8
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In this paper, by the suggested method, we obtain the uniform asymptotic formulas of high
accuracy for the eigenvalues λk,jt and for the corresponding normalized eigenfunctions
Ψk,j,tx of LtP when the entries p2,i,jx, p3,i,jx, . . . , pn,i,jx of P2x, P3x, . . . , Pnx
belong to L10, 1	, that is, when there is not any condition about smoothness of the
coeﬃcients. Then using these formulas, we find the conditions on the coeﬃcient P2x for
which the number of the gaps in the spectrum of the self-adjoint diﬀerential operator LP is
finite.
Now let us describe the scheme of the paper. Inequality 8 shows that the eigenvalue
λk,jt of LtP is close to the eigenvalue 2kπ  t
n of Lt0. To analyze the distance of the
eigenvalue λk,jt of LtP from the other eigenvalues 2pπ  t
n of Lt0, which is important
in perturbation theory, we take into account the following situations. If the order n of the
diﬀerential expression 1 is odd number, n  2r − 1, and |k| 	 1, then the eigenvalue
2πk  tn of Lt0 lies far from the other eigenvalues 2pπ  t
n of Lt0 for all values of
t ∈ 0, 2π. We have the same situation if n  2r and t does not lie in the small neighborhoods
of 0 and π . However, if n is even number and t lies in the neighborhoods of 0 and π , then
the eigenvalue 2πk  tn is close to the eigenvalues 2π−k  tn and 2π−k − 1  tn,
respectively. For this reason instead of 0, 2π we consider t ∈ −π/2, 3π/2 and use the
following notation.
Notation 1.
Case 1. a n  2r − 1 and t ∈ −π/2, 3π/2, b n  2r and t ∈ Tk, where
Tk 
[
−π
2
,
3π
2
)
\
((
− 1
ln|k| ,
1
ln|k|
)
∪
(
π − 1
ln|k| , π 
1
ln|k|
))
. 9
Case 2. n  2r and t ∈ −ln |k|−1, ln |k|−1.
Case 3. n  2r and t ∈ π − ln |k|−1, π  ln |k|−1.
Denote by Ak, n, t the sets {k}, {k,−k}, {k,−k − 1} for Cases 1, 2, and 3, respectively.
By 8 there exists a positive constant c2, independent of t, such that the inequalities
∣∣2kπ  tn − (2πp  t)n∣∣ > c2ln|k|−1
(∣∣|k| − ∣∣p∣∣∣∣  1)(|k|  ∣∣p∣∣)n−1,
∣∣λk,jt −
(
2πp  t
)n∣∣ > c2ln|k|−1
(∣∣|k| − ∣∣p∣∣∣∣  1)(|k|  ∣∣p∣∣)n−1,
10
where |k| > N, hold in Cases 1, 2, and 3 for p / k, for p / k,−k, and for p / k,−k  1,
respectively. To avoid the listing of these cases, using Notation 1, we see that the inequalities
in 10 hold for p /∈Ak, n, t. To obtain the asymptotic formulas we essentially use the
following lemma that easily follows from 8 and 10.
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Lemma 1. The equalities
∑
p:|p|>d
pn−2
∣∣λk,jt −
(
2πp  t
)n∣∣  O
(
1
d
)
, 11
∑
p:p /∈Ak,n,t
pn−2
∣∣λk,jt −
(
2πp  t
)n∣∣  O
(
ln|k|
k
)
, 12
∑
p:p /∈Ak,n,t
k2n−4
∣∣λk,jt −
(
2πp  t
)n∣∣2
 O
(
ln|k|2
k2
)
, 13
∑
p:p /∈Ak,n,t
p2n−4
∣∣λp,jt − 2πk  tn
∣∣2
 O
(
ln|k|2
k2
)
14
hold uniformly with respect to t in −π/2, 3π/2, where d ≥ 2|k|, |k| ≥ N 	 1.
Proof. The proof of 11. It follows from 8 that if |p| > d ≥ 2|k|, then
∣∣λk,jt −
(
2πp  t
)n∣∣ >
∣∣p
∣∣n, ∀t ∈
[
−π
2
,
3π
2
)
. 15
Therefore the left-hand side of 11 is less than
∑
p:|p|>d
1
p2
, ∀t ∈
[
−π
2
,
3π
2
)
16
which is O1/d. Thus 11 holds uniformly with respect to t ∈ −π/2, 3π/2.
The proof of 12. The summation in the left-hand side of 12 is taking over all p ∈
Z \Ak, n, t. Since
Z \Ak, n, t  S1 ∪ S2 ∪ S3, 17
where S1  {p : |p| > 2|k|}, S2  {p : |p| ≤ 2|k|, p /∈Ak}, S3  {p : p ∈ Ak \
Ak, n, t}, and Ak  {±k,±k  1,±k  2}, the left-hand side of 12 can be written as
S9, 1  S9, 2  S9, 3, where
S9, 1 
∑
p:p∈S1
pn−2
∣∣λk,jt −
(
2πp  t
)n∣∣ ,
S9, 2 
∑
p:p∈S2
pn−2
∣∣λk,jt −
(
2πp  t
)n∣∣ ,
S9, 3 
∑
p:p∈S3
pn−2
∣∣λk,jt −
(
2πp  t
)n∣∣ .
18
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Taking d  2|k|, from 11 we obtain that S9, 1  Ok−1. If p /∈Ak, then using 8 one can
readily see that
∣∣λk,jt −
(
2πp  t
)n∣∣ >
(∣∣|k| − ∣∣p∣∣∣∣)(|k|  ∣∣p∣∣)n−1,
∣∣pn−2
∣∣
∣∣λk,jt −
(
2πp  t
)n∣∣ <
1
(∣∣|k| − ∣∣p∣∣∣∣)|k|
19
for all t ∈ −π/2, 3π/2. Let s  ||k| − |p||. Clearly, if |p| ≤ 2|k|, p /∈Ak, then 2 < s ≤ |k| and
the number s attains the same value at most 4 times. Therefore
|S9, 2| ≤ 4 1|k|
(
k∑
s3
1
s
)
 O
(
ln|k|
k
)
. 20
Since the set S3 has at most 6 elements, and for p /∈Ak, n, t the inequalities in 10 hold,
we have
S9, 3  O
(
ln|k|
k
)
. 21
Now, estimations for S9, 1, S9, 2, S9, 3 imply 12.
The proofs of 13 and 14. The proofs of 13 and 14 are similar to the proof of 12.
Namely, again we consider the left-hand sides of 13 and 14 as S10, 1 S10, 2 S10, 3
and S11, 1S11, 2S11, 3, respectively, where the summations in S10, i and in S11, i
are taking over p ∈ Si i  1, 2, 3. Then, repeating the arguments by which we estimated
S9, 1, S9, 2, and S9, 3, we get
S10, 1  O
(
k−3
)
, S11, 1  O
(
k−3
)
,
S10, 2  O
(
k−2
)
, S11, 1  O
(
k−2
)
,
S10, 3  O
(
ln|k|2
k2
)
, S11, 3  O
(
ln|k|2
k2
)
.
22
These equalities imply the proof of 13 and 14.
To obtain the asymptotic formulas we use 11–14 and consider the operator LtP as
perturbation of LtC by LtP −LtC, where C 
∫1
0P2xdx, LtC is the operator generated
by 2 and by the expression
−inynx  −in−2Cyn−2x. 23
Therefore, first of all, we analyze the eigenvalues and eigenfunction of the operator LtC.
We assume that C is the Hermitian matrix. Then the expression in 23 is the self-adjoint
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expression. Since the boundary conditions 2 are self-adjoint, the operator LtC is also self-
adjoint. The eigenvalues of C, counted with multiplicity, and the corresponding orthonormal
eigenvectors are denoted by μ1 ≤ μ2 ≤ · · · ≤ μm and v1, v2, . . . , vm. Thus
Cvj  μjvj ,
〈
vi, vj
〉
 δi,j . 24
One can easily verify that the eigenvalues and eigenfunctions of LtC are μk,jt 
2πk  tn  μj2πk  t
n−2, Φk,j,tx  vjei2πktx, that is,
(
LC − μk,jt
)
Φk,j,tx  0. 25
To prove the asymptotic formulas for the eigenvalues λk,jt and for the corresponding
normalized eigenfunctions Ψk,j,t of LtPwe use the formula
(
λk,jt − μp,st
)(
Ψk,j,t,Φp,s,t
)
 −in−2
(
P2 − CΨn−2k,j,t ,Φp,s,t
)

n∑
ν3
(
PνΨn−νk,j,t,Φp,s,t
)
26
which can be obtained from
LPΨk,j,tx  λk,jtΨk,j,tx 27
by multiplying both sides by Φp,s,tx and using 25. Then we estimate the right-hand side
of 26 see Lemma 3 by using Lemma 2. At last, estimating Ψk,j,t,Φp,s,t see Lemma 4
and using these estimations in 26, we find the asymptotic formulas for the eigenvalues
and eigenfunctions of LtP see Theorems 5 and 6. Then using these formulas, we find
the conditions on the eigenvalues of the matrix C for which the number of the gaps in
the spectrum of the operator LP is finite see Theorem 7. Some of these results for
diﬀerentiable P2x are obtained in 3, 11	 by using the classical asymptotic expansions
for the solutions of 4. The case n  2 is investigated in 12	. In this case, an interesting
spectral estimates were done in the paper 13	, whose main goal was to reformulate some
spectral problems for the diﬀerential operator with periodic matrix coeﬃcients as problems
of conformal mapping theory. In this paper we consider the more complicated case n > 2.
To estimate the right-hand side of 26we use 11, 12, the following lemma, and the
formula
(
λk,jt −
(
2πp  t
)n)(Ψk,j,t, ϕp,s,t
)
 −in−2
(
P2Ψn−2k,j,t, ϕp,s,t
)

n∑
ν3
(
PνΨn−νk,j,t, ϕp,s,t
)
28
which can be obtained from 27 by multiplying both sides by ϕp,s,t and using Lt0ϕp,s,t 
2πp  tnϕp,s,t.
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Lemma 2. Let Ψk,j,tx be normalized eigenfunction of LtP. Then
sup
x∈0,1	
∣∣∣Ψνk,j,tx
∣∣∣  Okν 29
for ν  0, 1, . . . , n − 2. Equality 29 is uniform with respect to t in −π/2, 3π/2.
Proof. To prove 29 we use the arguments of the proof of the asymptotic formulas 6
and take into consideration the uniformity with respect to t. The eigenfunction Ψk,j,t
corresponding to the eigenvalue λk,jt has the form
Ψk,j,tx  Y1
(
x, ρk,j
)
a1  Y2
(
x, ρk,j
)
a2  · · ·  Yn
(
x, ρk,j
)
an, 30
where ak ∈ Cm, ρk,jt  iλk,jt1/n, Ysx, ρk,jt for s  1, 2, . . . , n are linearly independent
m ×mmatrix solutions of 4 for λ  λk,jt satisfying
dνYs
(
x, ρk,jt
)
dxν

(
ρk,jt
)ν
eρk,j tωsx
[
ωνsI O
(
1
k
)]
31
for ν  0, 1, . . . , n − 1. Here I is unit matrix, ω1, ω2, . . . , ωn are the nth root of 1, and O1/k
is anm ×mmatrix satisfying the following conditions:
O
(
1
k
)

Ax, t, k
k
, |Ax, t, k| < c3|k| , ∀x ∈ 0, 1	, ∀t ∈
[
−π
2
,
3π
2
)
, 32
where k > N and c3 is a positive constant, independent of t. To consider the uniformity, with
respect to t, of 29 we use 32.
The proof of 29 in the case n  2r − 1, r > 1. Denote by λk,jt1/n the root of λk,jt
lying in Ok−1/2m neighborhood of 2kπ  t and put ρk,jt  iλk,jt
1/n. Then we have
ρk,jt  2kπ  ti O
(
k−1/2m
)
. 33
Suppose ω1, ω2, . . . , ωn are ordered in such a way that
ωr  1, R
(
ρk,jtωs
)
< 0, ∀s < r, R(ρk,jtωs
)
> 0, ∀s > r, 34
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where Rz is the real part of z. Using 31, 34, 2, and 33, we get
Y
ν−1
s
(
1, ρk,jt
)

(
ρk,jt
)ν−1
eρk,j tωs
[
ων−1s I
]
, Y
ν−1
s
(
0, ρk,jt
)

(
ρk,jt
)ν−1[
ων−1s I
]
,
35
Uν
(
Ys
(
x, ρk,jt
))
 −(ρk,jt
)ν−1
eit
[
ων−1s I
]
, ∀s < r,
Uν
(
Ys
(
x, ρk,jt
))

(
ρk,jt
)ν−1
eρk,j tωs
[
ων−1s I
]
, ∀s > r,
36
Uν
(
Yr
(
x, ρk,jt
))

(
ρk,jt
)ν−1
O
(
k−1/2m
)
, 37
where ων−1s I	  ω
ν−1
s I  O1/k and O1/k satisfies the relation 32. Now using these
relations and the notations of 30, we prove that
Ys
(
x, ρk,jt
)
as  O
(
|ar |k−1/2m
)
, ∀s / r. 38
Since Ψk,j,tx satisfies 2 and 30, we have the system of equations
∑
s / r
Uν
(
Ys
(
x, ρk,jt
))
as  −Uν
(
Yr
(
x, ρk,jt
))
ar, ν  0, 1, . . . , n − 2 39
with respect to as,q for s / r and q  1, 2, . . . , m, where as,q are coordinates of the vector as.
Using 36 and 37 in 39 and then dividing both parts of ν  1th equation of 39, for
ν  0, 1, . . . , n − 2, by ρk,jtν, we get the system of equations whose coeﬃcient matrixA is
⎛
⎜⎜⎜⎜⎜⎝
−eitI	 · · · −eitI	 eρk,jωr1I	 · · · eρk,jωnI	
−eitω1I	 · · · −eitωr−1I	 eρk,jωr1ωr1I	 · · · eρk,jωnωnI	
· · · · · · · · · · · · · · · · · ·
−eit[ωn−21 I
] · · · −eit[ωn−2r−1 I
]
eρk,jωr1
[
ωn−2r1 I
] · · · eρk,jωn[ωn−2n I
]
⎞
⎟⎟⎟⎟⎟⎠
, 40
and the right-hand side isO|ar |k−1/2m. To estimate detA let us denote by A˜m the matrix
obtained from A by replacing ωjsI	 with ω
j
sI and by dividing the sth column note that the
entries of the sth column are them ×mmatrices for s < r and for s > r by −eit and by eρk,jωs ,
respectively. Clearly,
A˜1 
⎛
⎜⎜⎜⎜⎜⎝
1 · · · 1 1 · · · 1
ω1 · · · ωr−1 ωr1 · · · ωn
· · · · · · · · · · · · · · · · · ·
ωn−21 · · · ωn−2r−1 ωn−2r1 · · · ωn−2n
⎞
⎟⎟⎟⎟⎟⎠
41
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and det A˜1/ 0. Besides, interchanging the rows and then interchanging the columns of
A˜m, we obtain det A˜m  A˜1m. Using this and solving 39 by Cramer’s rule, we get
as,q 
detAs,q
detA
 O
(
|ar |e−ρk,jωsk−1/2m
)
, ∀s > r, 42
since As,q is obtained from A by replacing the s − 1m  qth column of A, which is the qth
column of
⎛
⎜⎜⎜⎜⎜⎜⎝
eρk,jωsI	
eρk,jωsωkI	
...
eρk,jωs
[
ωn−2
k
]
⎞
⎟⎟⎟⎟⎟⎟⎠
, with
⎛
⎜⎜⎜⎜⎜⎜⎝
O
(|ar |k−1/2m
)
O
(|ar |k−1/2m
)
...
O
(|as|k−1/2m
)
⎞
⎟⎟⎟⎟⎟⎟⎠
. 43
In the same way, we obtain
as,q  O
(
|ar |k−1/2m
)
, ∀s < r. 44
Now 38 follows from 44, 42, and 34. Therefore, the normalization condition ‖Ψk,j,t‖ 
1, and 38, 30, 31, 33, and 34 imply that
Ψk,j,tx 
(
Yr
(
x, ρk,jt
))
ar O
(
k−1/2m
)
 ei2kπtxar O
(
k−1/2m
)
, 45
where |ar |2  1  Ok−1/2m, from which we get the proof of 29 for ν  0. Diﬀerentiating
both sides of 30 and using 42 and 44, we get the proof of 29 for arbitrary ν in the case
n  2r − 1.
The proof of 29 in the case n  2r. In this case the nth roots ω1, ω2, . . . , ωn of 1 are
ordered in such a way that
ωr  1, ωr1  −1, R
(
ρk,jωs
)
< 0, ∀s < r; R(ρk,jωs
)
> 0, ∀s > r  1. 46
Hence we have
Uν
(
Ys
(
x, ρk,jt
))
 −(ρk,jt
)ν−1
eit
[
ωv−1s I
]
, ∀s < r,
Uν
(
Ys
(
x, ρk,jt
))

(
ρk,jt
)ν−1
eρk,j tωs
[
ωv−1s I
]
, ∀s > r  1.
47
Now using these equalities, we prove that
Ys
(
x, ρk,jt
)
as  O
(
|ar |  |ar1|k−1/2m
)
, ∀s / r, r  1. 48
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Using 47 and arguing as in the case n  2r − 1, we get the system of equations
∑
s / r,r1
Uν
(
Ys
(
x, ρk,jt
))
as  −
∑
sr,r1
Uν
(
Ys
(
x, ρk,jt
))
as 49
for ν  0, 1, 2, . . . , n − 3. Arguing as in the proof of 42–45 and using 46, we get
as,q  O
(
|ar |  |ar1|e−ρk,jωsk−1/2m
)
, ∀s > r  1,
as,q  O
(
|ar |  |ar1|k−1/2m
)
, ∀s < r,
Ψk,j,tx  ei2kπtxar  e−i2kπtxar1 O
(
k−1/2m
)
,
50
where |ar |2  |ar1|2  1 Ok−1/2m, which implies the proof of 29 in the case n  2r.
It follows from this lemma that the equalities
(
PνΨn−νk,j,t, ϕp,s,t
)
 O
(
kn−ν
)
,
(
PνΨn−νk,j,t,Φp,s,t
)
 O
(
kn−ν
)
51
for ν  2, 3, . . . , n and for j  1, 2, . . . , m hold uniformly with respect to t in −π/2, 3π/2.
Now 51 together with 28 implies that
∣∣(Ψk,j,t, ϕp,s,t
)∣∣ ≤ c4|k|
n−2
∣∣λk,jt −
(
2πp  t
)n∣∣ 52
for p /∈Ak, n, t, |k| ≥ N, and s, j  1, 2, . . . , m, where c4 is a positive constant, independent
of t. Using this we prove the following lemma.
Lemma 3. Let bs,qx be the entries of P2x and bs,q,p 
∫1
0bs,qxe
−2πipxdx. Then
(
Ψn−2k,j,t , P2ϕp,s,t
)

∑
q1,2,...m;l∈Z
bs,q,p−l
(
Ψn−2k,j,t , ϕl,q,t
)
, 53
(
Ψn−2k,j,t , P2 − CΦp,s,t
)
 O
(
kn−3 ln|k|
)
O
(
kn−2bk
)
54
for p ∈ Ak, n, t and s  1, 2, . . . , m, where
bk  max
{∣∣bi,j,p
∣∣ : i, j  1, 2, . . . , m; p  2k,−2k, 2k  1,−2k − 1}, 55
and C is the Hermitian matrix defined in 23. Formula 54 is uniform with respect to t in
−π/2, 3π/2. Moreover, in Case 1 of Notation 1 the formula
(
Ψn−2
k,j,t
, P2 − CΦk,s,t
)
 O
(
kn−3 ln|k|
)
56
holds. If n  2r − 1, then 56 is uniform with respect to t in −π/2, 3π/2.
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Proof. Note that if the entries bs,q of P2 belong to L20, 1	, then 53 is obvious, since {ϕl,q,t :
l ∈ Z, q  1, 2, . . . , m} is an orthonormal basis in Lm2 0, 1	. Now we prove 53 in case bs,q ∈
L10, 1	. Using 2, 52, and the integration by parts, we see that there exists a constant c5,
independent of t, such that
∣∣∣
(
Ψn−2k,j,t , ϕl,q,t
)∣∣∣ 
∣∣∣2πl  tn−2
(
Ψk,j,t, ϕl,q,t
)∣∣∣ ≤ c5|k|
n−2|l|n−2∣∣λk,jt − 2πl  tn
∣∣ , 57
for l /∈Ak, n, t, |k| ≥ N. This and 11 imply that there exists a constant c6, independent of t,
such that
∑
l:|l|>d
∣∣∣
(
Ψn−2k,j,t , ϕl,q,t
)∣∣∣ <
c6|k|n−2
d
, 58
where d ≥ 2|k|, t ∈ −π/2, 3π/2. Hence the decomposition of Ψn−2k,j,t by the basis {ϕl,q,t : l ∈
Z, q  1, 2, . . . , m} has the form
Ψn−2
k,j,t x 
∑
|l|≤d;q1,2,...,m
(
Ψn−2
k,j,t
, ϕl,q,t
)
ϕl,q,tx  gdx,
where sup
x∈0,1	
∣∣gdx
∣∣ <
c6|k|n−2
d
.
59
Using 59 in Ψn−2
k,j,t
, P2ϕp,s,t and letting d tend to∞, we obtain 53.
Since Φp,s,tx ≡ vsei2πptx, to prove 54, it is enough to show that
(
Ψn−2
k,j,t
, P2 − Cϕp,s,t
)
 O
(
kn−3 ln|k|
)
O
(
kn−2bk
)
60
for s  1, 2, . . . , m and p ∈ Ak, n, t. Using the obvious relation
(
Ψn−2k,j,t , Cϕp,s,t
)

∑
q1,2,...,m
bs,q,0
(
Ψn−2k,j,t , ϕp,q,t
)
61
and 53, we see that
(
Ψn−2
k,j,t
, P2 − Cϕp,s,t
)

∑
l:l∈Ak,n,t\p;q1,2,...,m
bs,q,p−l
(
Ψn−2
k,j,t
, ϕl,q,t
)

∑
l:l /∈Ak,n,t;q1,2,...,m
bs,q,p−l
(
Ψn−2k,j,t , ϕl,q,t
)
.
62
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Since
∣∣bj,i,s
∣∣ ≤ max
p,q1,2,...,m
∫1
0
∣∣bp,qx
∣∣dx  O1 63
for all j, i, s, using 57 and 12, we see that the second summation of the right-hand side
of 62 is Okn−3 ln |k|. Besides, it follows from 29 and 55 that the first summation of
the right-hand side of 62 is Okn−2bk, since for p ∈ Ak, n, t and l ∈ Ak, n, t \ p, we
have p − l ∈ {2k,−2k, 2k  1,−2k − 1}. Hence 54 is proved. In Case 1 of Notation 1 the first
summation of the right-hand side of 62 is absent, since in this case Ak, n, t  {k} and
Ak, n, t \ p  ∅ for p ∈ Ak, n, t. Thus 56 is proved. The uniformity of formulas 54 and
56 follows from the uniformity of 29, 11, and 12.
Lemma 4. There exists a positive number N0, independent of t, such that for |k| > N0 and for
p ∈ Ak, n, t the following assertions hold.
a If C is Hermitian matrix, then for each eigenfunction Ψk,j,t of LtP there exists an
eigenfunction Φp,s,t of LtC satisfying
∣∣(Ψk,j,t,Φp,s,t
)∣∣ >
1
3m
. 64
b If LtP is self-adjoint operator, then for each eigenfunction Φk,j,t of LtC there exists an
eigenfunction Ψp,s,t of LtP satisfying
∣∣(Φk,j,t,Ψp,s,t
)∣∣ >
1
3m
. 65
Proof. It follows from 52 and 13 that
∑
s1,2,...,m
⎛
⎝
∑
p:p /∈Ak,n,t
∣∣(Ψk,j,t, ϕp,s,t
)∣∣2
⎞
⎠  O
(
ln|k|2
k2
)
. 66
Hence using the equality Φp,s,tx  vsei2πptx, where vs is the normalized eigenvectors of
C, and the Parseval equality, we get
∑
s1,2,...,m
⎛
⎝
∑
p:p /∈Ak,n,t
∣∣(Ψk,j,t,Φp,s,t
)∣∣2
⎞
⎠  O
(
ln|k|2
k2
)
, 67
∑
s1,2,...,m;p∈Ak,n,t
∣∣(Ψk,j,t,Φp,s,t
)∣∣2  1 O
(
ln|k|2
k2
)
. 68
Since the number of the eigenfunctions Φp,s,tx for p ∈ Ak, n, t, s  1, 2, . . . , m is less than
2m see Notation 1, 64 follows from 68.
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Using 52 and 14, we get
∑
s1,2,...,m
⎛
⎝
∑
p:p /∈Ak,n,t
∣∣(ϕk,j,t,Ψp,s,t
)∣∣2
⎞
⎠  O
(
ln|k|2
k2
)
. 69
Therefore, arguing as in the proof of 64 and taking into account that the eigenfunctions
of the self-adjoint operator LtP form an orthonormal basis in Lm2 0, 1, we get the proof of
65.
Theorem 5. Let LtP be a self-adjoint operator, and let C be a Hermitian matrix. If n  2r − 1, then
for arbitrary t, if n  2r, then for t / 0, π the large eigenvalues of LtP consist of m sequences 6
satisfying
λk,jt  2πk  t
n  μj2πk  t
n−2 O
(
kn−3 ln|k|
)
, 70
and the normalized eigenfunction Ψk,j,t corresponding to λk,jt satisfies
∥∥Ψk,j,t − EΨk,j,t
∥∥  O
(
ln|k|
k
)
71
for j  1, 2, . . . , m, where μ1 ≤ μ2 ≤ · · · ≤ μm are the eigenvalues of C and E is the orthogonal
projection onto the eigenspace of LtC corresponding to μk,jt. If μj is a simple eigenvalue of C,
then the eigenvalue λk,jt satisfying 70 is a simple eigenvalue, and the corresponding eigenfunction
satisfies
Ψk,j,tx  vjei2πktx O
(
ln|k|
k
)
, 72
where vj is the eigenvector of C corresponding to the eigenvalue μj . In the case n  2r −1 the formulas
70–72 are uniform with respect to t in −π/2, 3π/2.
Proof. By 51 and 56 the right-hand side of 26 is Okn−3 ln |k|. On the other hand by
Notation 1 if t / 0, π , then there exists N such that t ∈ Tk, and hence Ak, n, t  {k}, for
|k| ≥ N. Thus dividing 26 by Ψk,j,t,Φp,s,t, where p ∈ Ak, n, t, and hence p  k, and using
64, we get
{λk,1t, λk,2t, . . . , λk,mt} ⊂
m⋃
j1
(
U
(
μk,jt, δk
))
, 73
where Uμ, δ  {z ∈ R : |μ − z| < δ}, |k| ≥ max{N,N0}, δk  O|k|n−3 ln |k|. Instead of 64
using 65, in the same way, we obtain
U
(
μk,st, δk
) ∩ {λk,1t, λk,2t, . . . , λk,mt}/ ∅ 74
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for |k| ≥ max{N,N0} and s  1, 2, . . . , m. Hence to prove 70 we need to show that if the
multiplicity of the eigenvalue μj is q then there exist precisely q eigenvalues of LtP lying in
Uμk,jt, δk for |k| ≥ max{N,N0}. The eigenvalues of LtP and LtC can be numbered in
the following way: λk,1t ≤ λk,2t ≤ · · · ≤ λk,mt and μk,1t ≤ μk,2t ≤ · · · ≤ μk,mt. If C has
ν diﬀerent eigenvalues μj1 , μj2 , . . . , μjν with multiplicities j1, j2 − j1, . . . , jν − jν−1, then we have
j1 < j2 < · · · < jν  m, μj1 < μj2 < · · · < μjν , μ1  μ2  · · ·  μj1 ,
μj11  μj12  · · ·  μj2 , . . . , μjν−11  μjν−22  · · ·  μjν .
75
Suppose there exist precisely s1, s2, . . . , sν eigenvalues of LtP lying in the intervals
U
(
μk,j1t, δk
)
, U
(
μk,j2t, δk
)
, . . . , U
(
μk,jνt, δk
)
, 76
respectively. Since
δk 
(
min
p1,2,...,ν−1
∣∣∣
(
μjp1 − μjp
)
2πk  tn−2
∣∣∣
)
for |k| 	 1, 77
these intervals are pairwise disjoints. Therefore using 6 and 7, we get
s1  s2  · · ·  sν  m. 78
Now let us prove that s1  j1, s2  j2−j1, . . . , sν  jν−jν−1. Due to the notations the eigenvalues
λk,1t, λk,2t, . . . , λk,s1t of the operator LtP lie in Uμk,1t, δk and by the definition of δk
we have
∣∣λk,jt − μk,st
∣∣ >
1
2
(
min
p:p>j1
∣∣∣
(
μ1 − μp
)
2πk  tn−2
∣∣∣
)
79
for j ≤ s1 and s > j1. Hence using 26 for p  k and 56, 51, we get
∑
s:s>j1
∣∣(Ψk,j,t,Φk,s,t
)∣∣2  O
(
ln|k|2
k2
)
, ∀j ≤ s1. 80
Using this, 67, and taking into account that Ak, n, t  {k} for |k| ≥ N, we conclude
that there exists normalized eigenfunction, denoted by Φk,j,tx, of LtP corresponding to
μk,1t  μk,2t  · · ·  μk,j1t such that
Ψk,j,tx  Φk,j,tx O
(
k−1 ln|k|
)
81
for j ≤ s1. Since Ψk,1,t,Ψk,2,t, . . . ,Ψk,s1,t are orthonormal system we have
(
Φk,j,t,Φk,s,t
)
 δs,j O
(
k−1 ln|k|
)
, ∀s, j  1, 2, . . . , s1. 82
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This formula implies that the dimension j1 of the eigenspace of LtC corresponding to the
eigenvalue μk,1t is not less than s1. Thus s1 ≤ j1. In the same way we prove that s2 ≤ j2 −
j1, . . . , sν ≤ jν − jν−1. Now 78 and the equality jν  m see 75 imply that s1  j1, s2 
j2 − j1, . . . , sν  jν − jν−1. Therefore, taking into account that, the eigenvalues of LtP consist
ofm sequences satisfying 7, we get 70. The proof of 71 follows from 81.
Now suppose that μj is a simple eigenvalue of C. Then μk,jt is a simple eigenvalues
of LtC and, as it was proved above, there exists unique eigenvalues λk,jt of LtP lying
in Uμk,st, δk, where |k| ≥ max{N,N0}, and the eigenvalues λk,jt for |k| ≥ max{N,N0}
are the simple eigenvalues. Hence 72 is the consequence of 71, since there exists unique
eigenfunction Φk,j,tx  vjei2πktx corresponding to the eigenvalue μk,jt. The uniformity
of the formulas 70–72 follows from the uniformity of 56, 51, 64, and 65.
Theorem 6. Let LtP be a self-adjoint operator, letC be a Hermitian matrix, let n  2r, μj be a simple
eigenvalue of C, let αj be a positive constant satisfying αj < minq:q / j |μj − μq|, and let Bαj , k, μj be
a set defined by Bαj , k, μj  B0, αj , k, μj ∪ Bπ, αj , k, μj, where
B
(
0, αj , k, μj
)

⋃
s1,2...,m
(
μs − μj − αj
4nπk
,
μs − μj  αj
4nπk
)
,
B
(
π, αj , k, μj
)

⋃
s1,2...,m
(
π 
μs − μj − αj
2nπ2k  n − 1 , π 
μs − μj  αj
2nπ2k  n − 1
)
.
83
There exist a positive numberN1 such that if |k| ≥ N1 and t /∈Bαj , k, μj, then there exists a unique
eigenvalue, denoted by λk,jt, of LtP lying in Uμk,j , εk, where εk  c7|k|n−3 ln |k|  |k|n−2bk,
bk is defined by 55, and c7 is a positive constant, independent of t. The eigenvalue λk,jt is a simple
eigenvalue of LtP and the corresponding normalized eigenfunction Ψk,j,tx satisfies
Ψk,j,tx  vjei2πktx O
(
k−1 ln|k|
)
Obk. 84
Proof. To consider the simplicity of μk,jt and λk,jtwe introduce the set
S
(
k, j, p, s
)

{
t ∈
[
−π
2
,
3π
2
)
:
∣∣μk,jt − μp,st
∣∣ < αj |k|n−2
}
85
for p, s/ k, j. It follows from 10 that Sk, j, p, s  ∅ for p / k,−k,−k − 1. Moreover, if μj
is a simple eigenvalue, then Sk, j, k, s  ∅ for s / j, since
∣∣μk,jt − μk,st
∣∣ 
∣∣∣
(
μj − μs
)
2πk  tn−2
∣∣∣ > αj |k|n−2. 86
It remains to consider the sets Sk, j,−k, s, Sk, j,−k − 1, s. Using the equality μk,jt −
μ−k,st  2πk
n−24nkπt  μj − μs Okn−3, we see that
S
(
k, j,−k, s) ⊂
(
μs − μj − αj
4nπk
,
μs − μj  αj
4nπk
)
. 87
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Similarly, by using the obvious equality
μk,jt − μ−k−1,st
 2πk  tn  μj2πk  t
n−2 − 2πk  2π − tn − μj2πk  2π − tn−2
 2πkn−2
(
n2πkt − n2πk2π − t  1
2
nn − 1
(
t2 − 2π − t2
)
 μj − μs
)
O
(
kn−3
)
 2πkn−2
[
t − π2k  n − 12πn  μj − μs
]
O
(
kn−3
)
,
88
we get
S
(
k, j,−k − 1, s) ⊂
(
π 
μs − μj − αj
2nπ2k  n − 1 , π 
μs − μj  αj
2nπ2k  n − 1
)
. 89
Using these relations and the definition of Bαj , k, μj, we obtain
⋃
p∈Z,s1,2,...,m,
p,s/ k,j
S
(
k, j, p, s
)

⋃
p−k,−k−1,
s1,2,...,m
S
(
k, j, p, s
) ⊂ B(αj , k, μj
)
.
90
Therefore it follows from 85 that if t /∈Bαj , k, μj, then
∣∣μk,jt − μp,st
∣∣ ≥ αj |k|n−2 91
for all p, s/ k, j. Hence μk,jt is a simple eigenvalue of LtC for t /∈Bαj , k, μj. Instead of
56 using 54 and arguing as in the proof of 74, we obtain that there exists N1 such that
if |k| ≥ N1, then there exists an eigenvalue, denoted by λk,jt, of LtP lying in Uμk,jt, εk.
Now using the definition of εk and then 91, we see that
∣∣λk,jt − μk,jt
∣∣ < εk  o
(
kn−2
)
,
∣∣λk,jt − μp,st
∣∣ >
1
2
αj |k|n−2 92
for |k| ≥ N1, s  1, 2, . . . , m, p, s/ k, j and for any eigenvalue λk,jt lying in Uμk,jt, εk.
LetΨk,j,tx be any normalized eigenfunction corresponding to λk,jt. Dividing both sides of
26 by λk,jt − μp,st and using 54, 51, and 92, we get
(
Ψk,j,t,Φp,s,t
)
 O
(
k−1 ln|k|
)
Obk 93
for p, s/ k, j and p ∈ Ak, n, t. This, 67 and 68 imply that Ψk,j,tx satisfies 84. Thus
we have proved that 84 holds for any normalized eigenfunction of LtP corresponding to
any eigenvalue lying inUμk,jt, εk. If there exist two diﬀerent eigenvalues of LtP lying in
Uμk,jt, εk or if there exists a multiple eigenvalue of LtP lying in Uμk,jt, εk, then we
obtain that there exist two orthonormal eigenfunctions satisfying 84 which is impossible.
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Therefore there exists unique eigenvalue λk,jt of LtP lying in Uμk,jt, εk and λk,jt is a
simple eigenvalue of LtP.
Theorem 7. Let LP be self-adjoint operator generated in Lm2 −∞,∞ by the diﬀerential expression
1, and let C be Hermitian matrix.
a If n andm are odd numbers then the spectrum σLP of LP coincides with −∞,∞.
b If n is odd number, n > 1, and the matrix C has at least one simple eigenvalue, then the
number of the gaps in σLP is finite.
c Suppose that n is even number, and the matrix C has at least three simple eigenvalues
μj1 < μj2 < μj3 such that diam{μj1  μi1 , μj2  μi2 , μj3  μi3}/ 0 for each triple i1, i2, i3,
where ip  1, 2, . . . , m for p  1, 2, 3 and diamA is the diameter supx,y∈A|x − y| of the
set A. Then the number of the gaps in the spectrum of LP is finite.
Proof. a In case m  1 the assertion a is proved in 4	. Our proof is carried out analogous
fashion. Since LP is self-adjoint, σLP is a subset of −∞,∞. Therefore we need to prove
that −∞,∞ ⊂ σLP. Suppose to the contrary that there exists a real number λ such that
λ/∈ σLP. It is not hard to see that the characteristic determinantΔλ, t  detUνYsx, λ
of LtP has the form
Δλ, t  einmt  a1λeinm−1t  a2λeinm−2t  · · ·  anmλ, 94
that is, Δλ, t is a polynomial Sλu of u  eit of order nm with entire coeﬃcients
a1λ, a2λ, . . . . It is well known that if λ/∈ σLP, then the absolute values of all roots
u1  eit1 , u2  eit2 , . . . , unm  eitnm of Sλu  0 diﬀer from 1, that is, tk / tk and λ is the
eigenvalue of LtkP for k  1, 2, . . . , nm. It is not hard to see that L
∗
tk
 Ltk , λ  λ ∈ σLtk.
Moreover, if λ is the eigenvalue of LtkP of multiplicitymk then λ is the eigenvalue of LtkP
of the same multiplicity mk. Now taking into account that uk  eitk is the root of Sλu  0
of multiplicity mk if and only if λ is the eigenvalue of LtkP of multiplicity mk, we obtain
that eitk is also root of Sλu  0 of the same multiplicity mk. Since eitk / eitk , we see that the
number nm of the roots of Sλu  0 see 94 is an even number which contradicts the
assumption that n andm are odd numbers.
b It follows from the uniform asymptotic formula 70 that there exists a positive
numbers N2, c8, independent of t, such that if |k| ≥ N2 and μj is a simple eigenvalue of the
matrix C then there exists unique simple eigenvalue λk,jt of LtP lying in Uμk,jt, δk,
where δk  c8|k|n−3 ln |k| and t ∈ −π/2, 3π/2. Therefore λk,jt0 for t0 ∈ −π/2, 3π/2,
|k| ≥ N2 is a simple zero of the characteristic determinant Δλ, t0. By implicit function
theorem there exists a neighborhood Ut0 ⊂ −π/2, 3π/2 of t0 and a continuous in Ut0
function Λt such that Λt0  λk,jt0, Λt is an eigenvalue of LtP for t ∈ Ut0 and
|Λt − μk,jt| < δk, for all t ∈ Ut0, since |Λt0 − μk,jt0|  |λk,jt0 − μk,jt0| < δk
and the functions Λt, μk,jt are continuous. Now taking into account that there exists
unique eigenvalue of LtP lying in Uμk,jt, δk, we obtain that Λt  λk,jt for t ∈ Ut0,
and hence λk,jt is continuous at t0 ∈ −π/2, 3π/2. Therefore the sets Γk,j  {λk,jt :
t ∈ −π/2, 3π/2} for |k| ≥ N2 are intervals and Γk,j ⊂ σLP. Similarly there exists a
neighborhood
U
(
−π
2
)

(
−π
2
− β,−π
2
 β
)
95
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of −π/2 and a continuous function At such that A−π/2  λk1,j−π/2, where k ≥ N2,
At is an eigenvalue of Lt2πP LtP  Lt2πP for t ∈ −π/2 − β,−π/2	 and At is an
eigenvalue of LtP for t ∈ −π/2,−π/2  β and
∣∣At − μk1,jt
∣∣ < δk ∀t ∈
[
−π
2
,−π
2
 β
)
,
∣∣At − μk,jt  2π
∣∣ < δk ∀t ∈
(
−π
2
− β,−π
2
)
,
96
since |A−π/2−μk1,j−π/2|  |λk1,j−π/2−μk1,j−π/2| < δk, μk,jt2π  μk1,jt and
the functions Λt, μk,jt are continuous. Again taking into account that there exists unique
eigenvalue of LtP lying inUμk1,jt, δk for t ∈ −π/2,−π/2β and lying inUμk,jt, δk
for t ∈ 3π/2 − β, 3π/2, we obtain that
At  λk1,jt, ∀t ∈
[
−π
2
,−π
2
 β
)
, At  λk,jt  2π, ∀t ∈
(
−π
2
− β,−π
2
)
. 97
Thus one part of the interval {At : t ∈ −π/2 − β,−π/2  β} lies in Γk,j and the other part
lies in Γk1,j , that is, the interval Γk,j and Γk1,j are connected for k ≥ N2. Similarly the interval
Γk,j and Γk−1,j are connected for k ≤ −N2. Therefore the number of the gaps in the spectrum
of LP is finite.
c In Theorem 6 we proved that if |k| ≥ N1 and t /∈Bαjp , k, μjp, where p  1, 2, 3, then
there exists a unique eigenvalue, denoted by λk,jpt, of LtP lying in Uμk,jpt, εk and it is
a simple eigenvalue. Let us prove that λk,jpt is continuous at
t0 ∈
[
−π
2
,
3π
2
)
\ B
(
αjp , k, μjp
)
. 98
Since λk,jpt0 is a simple eigenvalue it is a simple zero of the characteristic determinantΔλ, t
of the operator LtP. Therefore repeating the argument of the proof of the continuity of λk,jt
in the proof of b, we obtain that λk,jpt is continuous at t0 for |k| ≥ N1. Now we prove that
there existsH such that
H,∞ ⊂
{
λk,jpt : t ∈
[
−π
2
,
3π
2
)
\ B
(
αjp , k, μjp
)
, k  N1,N1  1, . . .
}
. 99
It is clear that
h,∞ ⊂
{
μk,jpt : t ∈
[
−π
2
,
3π
2
)
, k  N1,N1  1, . . .
}
, ∀p  1, 2, 3, 100
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where h  μN1,j3−π/2. Since μk,jpt is increasing function for k ≥ N1, it follows from the
obvious equality
μk,jp
(μs − μjp ∓ αjp
4nπk
)
 2πkn  n2πkn−1
μs − μjp ∓ αjp
4nπk
 μjp2πk
n−2 O
(
kn−4
)
 2πkn  2πkn−2
μs  μjp ∓ αjp
2
O
(
kn−4
)
101
and from the definition of B0, αjp , k, μjp that
{
μk,jpt : t ∈ B
(
0, αjp , k, μjp
)}
⊂
⋃
s1,2,...,m
C
(
0, k, jp, s, αjp
)
, 102
where C0, k, jp, s, αjp  {x ∈ R : |x − 2πkn  2πkn−2μs  μjp/2| < αjp2πkn−2}. This
inclusion with 100 implies that the set
h,∞ \
⋃
k:k≥N1;s1,2,...,m
C
(
0, k, jp, s, αjp
)
103
is a subset of the set {μk,jpt : t ∈ −π/2, 3π/2 \ B0, αjp , k, μjp, k ≥ N1}. Similarly, using
μk,jp
(
π 
μs − μjp ∓ αjp
4nπk
)
 2πk  πn  2πkn−2
μs  μjp ∓ αjp
2
O
(
kn−3
)
, 104
which can be proved by direct calculations, we obtain that the set
h,∞ \
⋃
k:k≥N1;s1,2,...,m
C
(
π, k, jp, s, αjp
)
, 105
where Cπ, k, jp, s, αjp  {x ∈ R : |x − 2πk  πn  2πkn−2μs  μjp/2| < αjp2πkn−2}, is
a subset of
{
μk,jpt : t ∈
[
−π
2
,
3π
2
)
\ B
(
π, αjp , k, μjp
)
, k ≥ N1
}
. 106
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Now using 92 and the continuity of λk,jpt on −π/2, 3π/2 \ Bαjp , k, μjp, we see that the
set
H,∞ \
(
⋃
k:k≥N1;s1,2,...,m
C
(
k, jp, s, 2αjp
))
, 107
where H  h  1, Ck, jp, s, 2αjp  C0, k, jp, s, 2αjp ∪ Cπ, k, jp, s, 2αjp, is a subset of the set
{λk,jpt : t ∈ −π/2, 3π/2 \ Bαjp , k, μjp, k ≥ N1}. Thus we have
⋃
p1,2,3
(
H,∞ \
(
⋃
k≥N1;s1,2,...,m
C
(
k, jp, s, 2αjp
)))
⊂ σLP. 108
To prove the inclusion H,∞ ⊂ σLP it is enough to show that the set
⋂
p1,2,3
(
⋃
k≥N1;s1,2,...,m
C
(
k, jp, s, 2αjp
))
109
is empty. If this set contains an element x, then
x ∈
⋃
k≥N1;s1,2,...,m
C
(
k, jp, s, αjp
)
110
for all p  1, 2, 3. Using this and the definition of Ck, jp, s, αjp, we obtain that there exist
k ≥ N1; ν  0, 1 and s  ip such that
∣∣∣∣x − π2k  νn −
μjp  μip
2
2πkn−2
∣∣∣∣ < 2αjp2πk
n−2 111
for all p  1, 2, 3 and hence
∣∣∣∣
μjq  μiq
2
−
μjp  μip
2
∣∣∣∣ < 4αjp 112
for all p, q  1, 2, 3. Clearly, the constant αjp can be chosen so that
8αjp < min
i1,i2,i3
(
diam
({
μj1  μi1 , μj2  μi2 , μj3  μi3
}))
, 113
since, by assumption of the theorem, the right-hand side of 113 is a positive constant. If
113 holds then 112 and hence 110 do not hold which implies that H,∞ ⊂ σLP.
Hence the number of the gaps in the spectrum of LP is finite.
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1. Introduction
Let L(P2, P3, . . . , Pn) be the operator generated in Lm2 [0, 1] by the differential expression
l(y) = y(n)(x) + P2(x)y(n−2)(x) + P3(x)y(n−3)(x) + · · ·+ Pn(x)y(x) (1)
and the periodic boundary conditions
y(ν)(1) = y(ν)(0), ν = 0, 1, . . . , n− 1, (2)
where n is an even integer, Pν(x) = (pν,i,j (x))ij is an m×m matrix with the complex-valued summable entries pν,i,j (x) forν = 2, 3, . . . , n. Here Lm2 [0, 1] is the space of vector functions f = (f1, f2, . . . , fm), where fk ∈ L2[0, 1] for k = 1, 2, . . . , m.In Lm2 [0, 1] the norm ‖ · ‖ and inner product (·, ·) are defined by
‖f‖2 = ∫ 10 |f(x)|2dx, (f, g) =
∫ 1
0 〈f(x), g(x)〉dx,
∗ E-mail: oveliev@dogus.edu.tr
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where | · | and 〈·, ·〉 are the norm and inner product in Cm. We often write L for L(P2, P3, . . . , Pn). In this paper, we obtainasymptotic formulas for the eigenvalues and eigenfunctions and then find necessary and sufficient conditions on thecoefficient P2(x) for which the system of the eigenfunctions and the associated functions (root functions) of the operatorL forms a Riesz basis in Lm2 [0, 1]. We shall work only with the periodic problem (1)–(2). The changes which have to bedone for the antiperiodic problem are obvious, and we shall note on them at the end of the paper.First we discuss the papers devoted to the basis property of the root functions of the Sturm–Liouville operator Hgenerated in L2[0, 1] by the differential expression −y′′(x) + q(x)y(x) and the periodic boundary conditions, i.e., wediscuss the case n = 2, m = 1. For brevity, we discuss only the periodic problem. The antiperiodic problem is similarto the periodic problem. It is known [13, Chapter 2] that the operator H is regular but not strongly regular. The rootfunctions of a strongly regular differential operator form a Riesz basis (this result is proved independently in [5, 9, 12]). Inthe case when an operator is regular but not strongly regular the root functions, generally, do not form even a usual basis.However, it is known [14, 15] that they can be combined in pairs, so that the corresponding 2-dimensional subspaces forma Riesz basis of subspaces (for definitions see e.g. [6, Chapter 6]). In 1996 at a seminar in MSU, Shkalikov formulatedthe following result. Assume that q(x) is a smooth potential, q(k)(0) = q(k)(1) = 0 for 0 ≤ k ≤ s− 1, and q(s)(0) 6= q(s)(1).Then the root functions of the operator H form a Riesz basis in L2[0, 1]. Kerimov and Mamedov [8] obtained the rigorousproof of this result in the case q ∈ C 4[0, 1], q(1) 6= q(0). Actually, this result remains valid for an arbitrary s ≥ 0. It isobtained in [18, Corollary 2].Another approach is due to Dernek and Veliev [1]. The result was obtained in terms of the Fourier coefficients of thepotential q. Namely, we proved that if conditions
limn→∞ ln |n|nq2n = 0, (3)q2n ∼ q−2n (4)
hold, then the root functions of H form a Riesz basis in L2[0, 1], where qn = (q, e2piinx) is the Fourier coefficient of q andan ∼ bn means that an = O(bn) and bn = O(an) as n→∞. Makin [11] improved this result. Using another method heproved that the assertion on the Riesz basis property remains valid if condition (4) holds, but condition (3) is replacedby a less restrictive one:
q ∈ W s1 [0, 1],q(k)(0) = q(k)(1) for all k = 0, 1, . . . , s− 1,|q2n| > c0n−s−1 for all n 1 and some c0 > 0, (5)
where s is a nonnegative integer. Besides, some conditions which imply the absence of the Riesz basis propertywere presented in [11]. Some sharp results on the absence of the Riesz basis property were obtained by Djakov andMityagin [2]. Moreover, recently, Djakov and Mityagin [3, 4] obtained some interesting results about the Riesz basisproperty of the root functions of the operators H and one-dimensional Dirac operator with periodic potentials. We donot formulate precisely the results of [2–4], since their formulation takes some additional pages and they are not closelyrelated to this paper.The results which we obtained in [18] are more general and cover all the previous ones except constructions in [2–4].Several theorems on the Riesz basis property of the root functions of the operator H are proved. One of the main resultsof [18] is the following. Let q belong to the Sobolev space W p1 [0, 1] with some integer p ≥ 0 and satisfy condition (5),where s ≤ p. Let functions Q and S be defined by the equalities
Q(x) = ∫ x0 q(t)dt, S(x) = Q2(x),
and let qn, Qn, Sn be the Fourier coefficients of q, Q, S with respect to the trigonometric system {e2piinx}∞n=−∞. Assumethat the sequence q2n−S2n+2Q0Q2n decreases not faster than the powers n−s−2. Then the root functions of the operatorH form a Riesz basis in the space L2[0, 1] if and only if the following condition holds:
q2n − S2n +Q0Q2n ∼ q−2n − S−2n + 2Q0Q−2n.
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If n = 2µ + 1 and m = 1, then the operator L is strongly regular and hence its root functions form a Riesz basis(see [5, 9, 12, 13]). The case n = 2µ + 1 > 1 and m is an arbitrary integer is investigated in [16], where we proved thatif the eigenvalues µ1, µ2, . . . , µm of the matrix C = ∫ 10 P2(x)dx (6)are simple, then the eigenvalues of L are asymptotically simple and the root functions form a Riesz basis.In this paper, we consider the case n = 2µ and m is an arbitrary integer. This case is more complicated, sinceeven in the simple subcase m = 1 the operator L is not strongly regular. Moreover, the simplicity of the eigenvaluesµ1, µ2, . . . , µm does not imply that the eigenvalues of L are asymptotically simple. First we obtain asymptotic formulasfor the eigenvalues and eigenfunctions of L. Then we find necessary and sufficient conditions on the coefficient P2(x)for which the root functions of the operator L form a Riesz basis in Lm2 [0, 1]. To describe the conditions on P2(x), letus introduce some notations. Let v1, v2, . . . , vm be the normalized eigenvectors of the matrix C corresponding to theeigenvalues µ1, µ2, . . . , µm. Denote by wj the eigenvector of the adjoint matrix C ∗ corresponding to µj and satisfying(wj , vj ) = 1, j = 1, 2, . . . , m. Introduce the notations
bs,q(x) = 〈P2(x) vq, ws〉, bs,q,p = ∫ 10 bs,q(x) e−2piipxdx, bk = max1≤i,j≤m{|bi,j,k |}. (7)
In this paper, we prove that if limk→∞ ln |k|kbs,s,±2k = limk→∞ b2kb−2kbs,s,±2k = 0 for all s, (8)then the root functions of L form a Riesz basis if and only if bs,s,2k ∼ bs,s,−2k for all s = 1, 2, . . . , m. Similar results areobtained for the operator A generated by (1) and antiperiodic boundary conditions
y(ν)(1) = −y(ν)(0), ν = 0, 1, . . . , n− 1. (9)
Let us introduce some preliminary results and describe the scheme of the paper. Clearly, ej e±i2pikx for j = 1, 2, . . . , m,where k ∈ Z and
e1 =

10...0
 , e2 =

01...0
 , . . . , em =

0...01
 ,
are the normalized eigenfunctions of the operator L(0) corresponding to the eigenvalue (2piki)n. Here the operatorL(P2, P3, . . . , Pn) is denoted by L(0), Pv (x) = 0 for v = 2, 3, . . . , n. It easily follows from classical investigations[13, Chapter 3, Theorem 2] that boundary condition (2) is regular, and all large eigenvalues of L consist of the sequences
{λk,1 : |k| ≥ N}, {λk,2 : |k| ≥ N}, . . . , {λk,m : |k| ≥ N},
where N  1, k ∈ Z, satisfying the following asymptotic formulas:
λk,j = (2piki)n +O (kn−1− 12m ) , j = 1, 2, . . . , m. (10)
The method proposed here allows us to obtain asymptotic formulas of high accuracy for the eigenvalue λk,j and for thecorresponding normalized eigenfunction Ψk,j (x) of L when pν,i,s ∈ L1[0, 1] for all ν, i, s. Note that to obtain the asymptoticformulas of high accuracy by classical methods, it is required that P2, P3, . . . , Pn are differentiable (see [13]). To obtainthe asymptotic formulas for L we take the operator L(C ), where L(P2, P3, . . . , Pn) is denoted by L(C ) with P2(x) = C and
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Pv (x) = 0 for v = 3, 4, . . . , n, for an unperturbed operator and L − L(C ) for a perturbation. One can easily verify thatthe eigenvalues and the normalized eigenfunctions of L(C ) are
µk,j = (2piki)n + µj (2piki)n−2, Φk,j (x) = vj ei2pikx (11)
for k ∈ Z, j = 1, 2, . . . , m. Since the boundary condition (2) is self-adjoint, we have (L(C ))∗ = L(C ∗). Thereforethe eigenfunction Φ˜k,j (x), j = 1, 2, . . . , m and k ∈ Z, of (L(C ))∗ corresponding to the eigenvalue µk,j and satisfying(Φk,j , Φ˜k,j ) = 1 is Φ˜k,j (x) = wj ei2pikx . (12)
To prove the asymptotic formulas for the eigenvalue λk,j and for the corresponding normalized eigenfunction Ψk,j (x) of Lwe use the formula (λk,j − µp,s)(Ψk,j , Φ˜p,s) = ((P2 − C )Ψ(n−2)k,j , Φ˜p,s)+ n∑ν=3 (PνΨ(n−ν)k,j , Φ˜p,s), (13)
which can be obtained from LΨk,j (x) = λk,jΨk,j (x) by multiplying scalarly by Φ˜p,s(x). Moreover, we use the followingobvious proposition about the system of eigenfunctions of the operator L(C ). We do not consider the statements of theproposition as new. However we could not find a proper reference to all assertions of the proposition and decided topresent a short proof here.
Proposition 1.1.If the eigenvalues µ1, µ2, . . . , µm of the matrix C are simple, then for f ∈ Lm2 [0, 1] the following hold:
f(x) =∑p∈Z
m∑
q=1
(f, Φ˜p,q)Φp,q(x), (14)
‖V‖−2‖f‖2 ≤∑p∈Z
m∑
q=1
∣∣(f, Φ˜p,q)∣∣2 ≤ ‖W‖2‖f‖2, (15)
where V and W are matrices with the columns v1, v2, . . . , vm and w1, w2, . . . , wm.
Proof. Since v1, v2, . . . , vm is a basis of Cm and {ei2pikx : k ∈ Z} is an orthonormal basis of L2[0, 1], the system
{Φp,q, : p ∈ Z, q = 1, 2, . . . , m} (16)
is a basis of Lm2 [0, 1]. Moreover, the sequence {Φ˜p,q, : p ∈ Z, q = 1, 2, . . . , m} is biorthogonal to (16). Therefore, wehave (14).Using the obvious equalities Φp,q(x) = Veqei2pipx , Φ˜p,q(x) = Weqei2pipx , ‖V ∗‖ = ‖V‖, ‖W ∗‖ = ‖W‖ and taking intoaccount that the sequence {eqei2pipx : p ∈ Z, q = 1, 2, . . . , m}
is an orthonormal basis of Lm2 [0, 1], one can readily see that
∑
p∈Z
m∑
q=1 |(f,Φp,q)|2 =
∑
p∈Z
m∑
q=1 |(V ∗f, eqei2pipx )|2 = ‖V ∗f‖2 ≤ ‖V‖2‖f‖2, (17)∑
p∈Z
m∑
q=1
∣∣(f, Φ˜p,q)∣∣2 =∑p∈Z
m∑
q=1
∣∣(W ∗f, eqei2pipx )∣∣2 = ‖W ∗f‖2 ≤ ‖W‖2‖f‖2. (18)
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On the other hand, it follows from (14) and from the equality
f(x) =∑p∈Z
m∑
q=1 (f,Φp,q)Φ˜p,q(x)
that ‖f‖2 ≤∑p∈Z
m∑
q=1
∣∣(f, Φ˜p,q)∣∣|(f,Φp,q)|.
Now using the Schwarz inequality and (17), we get
‖f‖2 ≤ ∑p∈Z
m∑
q=1
∣∣(f, Φ˜p,q)∣∣2
 12 ‖V‖ ‖f‖. (19)
Inequalities (19) and (18) imply (15).
Formula (10) shows that if |k|  1, then the eigenvalue λk,j of L lies far from the eigenvalues µp,s for p 6= ±k , namely,
|λk,j − µp,s| > ∣∣|k| − |p|∣∣ (|k|+ |p|)n−1.
Using this, one can easily verify that
∑
p : p>d
|p|n−ν|λk,j − µp,s| = O
( 1dν−1
) , d ≥ 2|k|, (20)
∑
p : p 6=±k
|p|n−ν|λk,j − µp,s| = O
( ln |k|kν−1
) , (21)
∑
p : p6=±k
|k|2n−4|λk,j − µp,s|2 = O
( 1k2
) , (22)
where |k|  1, ν ≥ 2.To estimate the right-hand side of (13) we use (20)–(22) and the following lemma.
Lemma 1.2 ([17, Lemma 1]).Let Ψk,j,t(x) be the normalized eigenfunction of the operator Lt , generated by (1) and the t-periodic boundary conditions
y(ν)(1) = eity(ν)(0), ν = 0, 1, . . . , n− 1,
corresponding to the eigenvalue λk,j (t) = (2piki+ it)n +O(kn−1− 12m ). Then,
supx∈[0,1] ∣∣Ψ(ν)k,j,t(x)∣∣ = O(kν) (23)
for ν = 0, 1, . . . , n− 2. The equality (23) is uniform with respect to t in [− pi2 , 3pi2 ).
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It follows from this lemma that supx∈[0,1] ∣∣Ψ(ν)k,j (x)∣∣ = O(kν)for ν = 0, 1, . . . , n− 2 and j = 1, 2, . . . , m. Therefore
((P2 − C )Ψ(n−2)k,j , Φ˜p,s) = O(kn−2), (24)(PνΨ(n−ν)k,j , Φ˜p,s) = O(kn−ν) (25)
for all j , p, s and ν = 3, 4, . . . , n. Now, (24), (25) and (13) imply that there exist constants c1 > 0 and N  1 such that
∣∣(Ψk,j , Φ˜p,q)∣∣ ≤ c1|k|n−2|λk,j − µp,s| for all p 6= ±k, |k| ≥ N, j, s. (26)
To obtain asymptotic formulas we use (13), (24)–(26) and Proposition 1.1.
2. Main results
To prove the main results, first, we prove the following lemma.
Lemma 2.1.The equalities
((P2 − C )Ψ(n−2)k,j , Φ˜k,s) = m∑q=1
∑
p=±k(2pipi)n−2((P2 − C )Φp,q, Φ˜k,s)(Ψk,j , Φ˜p,q)+O(kn−3 ln |k|), (27)((P2 − C )Φk,q, Φ˜k,s) = 0, ((P2 − C )Φ−k,q(x), Φ˜k,s) = bs,q,2k (28)
hold for all q and s.
Proof. Using the integration by parts and (26), we get
∣∣(Ψ(n−2)k,j , Φ˜p,q)∣∣ = (2pip)n−2∣∣(Ψk,j , Φ˜p,q)∣∣ ≤ c1|2pip|n−2|k|n−2|λk,j − µp,q|
for p 6= ±k , |k| ≥ N. This and (20) imply that there exists a constant c2 such that
∑
|p|>d
∣∣(Ψ(n−2)k,j , Φ˜p,q)∣∣ < c2|k|n−2d
for d ≥ 2|k|. Hence the decomposition of Ψ(n−2)k,j by basis (16) has the form
Ψ(n−2)k,j (x) = ∑|p|≤d
m∑
q=1 (2pipi)n−2(Ψk,j , Φ˜p,q)Φp,q(x) + gd(x), (29)
where supx∈[0,1] |gd(x)| < c2|k|n−2d .
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Using (29) in the left-hand side of (27) and letting d tend to ∞, we obtain
((P2 − C )Ψ(n−2)k,j , Φ˜k,s) = m∑q=1
∑
p∈Z (2pipi)n−2((P2 − C )Φp,q, Φ˜k,s)(Ψk,j , Φ˜p,q). (30)
Since (2pipi)n−2((P2 − C )Φp,q(x), Φ˜k,s) = O(pn−2),it follows from (26) and (21) that
m∑
q=1
∑
p∈Z\{k,−k}(2pipi)n−2((P2 − C )Φp,q(x), Φ˜k,s)(Ψk,j , Φ˜p,q) = O(kn−3 ln |k|).
This and (30) imply (27).Using (11) and (12), we get
((P2 − C )Φk,q, Φ˜k,s) = ∫ 10 〈(P2(x)− C ) vq, ws〉dx, (31)((P2 − C )Φ−k,q, Φ˜k,s) = ∫ 10 〈(P2(x)− C ) vq, ws〉 e−4piikxdx. (32)
On the other hand, from (6) we obtain ∫ 1
0 (P2(x)− C )dx = 0. (33)Equalities (31) and (33) imply the first equality in (28).Since 〈Cvq, ws〉 is a constant, we have ∫ 1
0 〈Cvq, ws〉 e−4piikxdx = 0.Therefore, the second equality in (28) follows from (32) and (7).
From (27) and (28) we obtain
((P2 − C )Ψ(n−2)k,j , Φ˜k,s) = (2piki)n−2 m∑q=1 bs,q,2k(Ψk,j , Φ˜−k,q)+O(kn−3 ln |k|).
This with (25) shows that formula (13) for p = k can be written in the form
(λk,j − µk,s)(Ψk,j , Φ˜k,s) = (2piki)n−2 m∑q=1 bs,q,2k(Ψk,j , Φ˜−k,q)+O(kn−3 ln |k|). (34)
In the left-hand side of (34) replacing Φ˜k,s by Φ˜−k,s and hence in the right-hand side of (34) replacing Φ˜−k,q by Φ˜k,q, weget
(λk,j − µk,s)(Ψk,j , Φ˜−k,s) = (2piki)n−2 m∑q=1 bs,q,−2k(Ψk,j , Φ˜k,q)+O(kn−3 ln |k|). (35)Using (34), (35) and (7) one can readily see that there exists a constant c3 such that∣∣(λk,j − µk,s)(Ψk,j , Φ˜±k,s)∣∣ < c3kn−2(b±2k + |k|−1 ln |k|). (36)
Let εk = 2mc3kn−2(b2k + b−2k + |k|−1 ln |k|)‖V‖.
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Theorem 2.2.Suppose the eigenvalues µ1, µ2, . . . , µm of the matrix C are simple. Then:(a) there exists a number N0 ≥ N, N defined in (26), such that the eigenvalues λk,1, λk,2, . . . , λk,m of L for |k| ≥ N0 liein the union of the pairwise disjoint disks
U(µk,1, εk ), U(µk,2, εk ), . . . , U(µk,m, εk ), (37)
where U(µ, c) = {λ ∈ C : |λ− µ| < c};
(b) for each j and for |k| ≥ N0 the disk U(µk,j , εk ) contains precisely two eigenvalues (counting multiplicity), denotedby λk,j and λ−k,j . If q 6= j , then the equality
(Ψk,j , Φ˜±k,q) = O(b±2k ) +O(|k|−1 ln |k|) (38)
holds for any eigenfunction Ψk,j corresponding to any of the eigenvalues λk,j and λ−k,j .
Proof. (a) Suppose to the contrary that λk,j /∈ U(µk,s, εk ) for all s. Then we have
|λk,j − µk,s| ≥ εk for all s.
This and (36) imply that ∣∣(Ψk,j , Φ˜±k,s)∣∣ < 12m‖V‖ .Then ∑
p=±k
m∑
s=1
∣∣(Ψk,j , Φ˜p,s)∣∣2 < 12 ‖V‖−2.
On the other hand, it follows from (26) and (22) that
∑
p6=±k
m∑
s=1
∣∣(Ψk,j , Φ˜p,s)∣∣2 = O(k−2). (39)
The last two relations and the equality ‖Ψk,j‖ = 1 contradict (15).It follows from the definitions of bk , εk and µk,j that
limk→∞b±2k = 0, εk = o(kn−2), |µk,j − µk,q| ≥ a(2pik)n−2 (40)
for all q 6= j , where a = mink 6=s |µk − µs|.Therefore the disks in (37) are pairwise disjoint.
(b) Consider the following family of operators
Lε = L(C ) + ε(L− L(C )), 0 ≤ ε ≤ 1.
The formula (13) for the operator Lε has the form
(λk,j,ε − µp,s)(Ψk,j,ε, Φ˜p,s) = ε((P2 − C )Ψ(n−2)k,j,ε , Φ˜p,s)+ ε n∑ν=3 (PνΨ(n−ν)k,j,ε , Φ˜p,s),
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where λk,j,ε and Ψk,j,ε are the eigenvalue and eigenfunction of Lε . Therefore using this formula instead of (13) andrepeating the arguments by which we obtained the proof of the case (a), one can see that the assertions of the case(a) hold for Lε . It means that the eigenvalues λk,j,ε of Lε for |k| ≥ N0 lie in the union of the disks in (37). Hence theboundary ∂(U(µk,j , εk )) of the disk U(µk,j , εk ) lies in the resolvent set of Lε for ε ∈ [0, 1]. Therefore, taking into accountthat the family Lε is holomorphic (in the sense of [7]) with respect to ε, we obtain that the number of the eigenvalues ofLε lying inside of ∂(U(µk,j , εk )) is the same for all ε ∈ [0, 1]. Since L0 = L(C ) and L(C ) has only one eigenvalue µk,j ofmultiplicity 2 in the disks U(µk,j , εk ), the operator L has two eigenvalues (counting multiplicity) in the disk U(µk,1, εk ).Using (40) and the inclusion λk,j ∈ U(µk,j , εk ) we see that
|λk,j − µk,q| > 12 a(2pik)n−2 for all q 6= j.
Therefore (38) follows from (36).
Using (38) in (34) and (35) and then taking into account (7), we obtain
(λk,j − µk,j )(Ψk,j , Φ˜k,j) = (2piki)n−2 (bj,j,2k(Ψk,j , Φ˜−k,j)+O(b2kb−2k ) +O( ln |k|k
)) ,
(λk,j − µk,j )(Ψk,j , Φ˜−k,j) = (2piki)n−2 (bj,j,−2k(Ψk,j , Φ˜k,j)+O(b2kb−2k ) +O( ln |k|k
)) .
Dividing both sides of these equalities by (2ipik)n−2, we get(Λk,j − (2ipik)2 − µj)uk,j = bj,j,2k vk,j +O(dk ), (41)(Λk,j − (2ipik)2 − µj) vk,j = bj,j,−2k uk,j +O(dk ), (42)
where
Λk,j = λk,j(2ipik)n−2 , uk,j = (Ψk,j , Φ˜k,j), vk,j = (Ψk,j , Φ˜−k,j), (43)dk = max{b2kb−2k , |k|−1 ln |k|}, λk,j ∈ U(µk,j , εk ). (44)
Using (39), (38) and Proposition 1.1, and taking into account that(Φk,j ,Φ−k,j) = 0, ‖Ψk,j‖ = 1, ‖Φ±k,j‖ = 1,
we obtain
Ψk,j = uk,jΦk,j + vk,jΦ−k,j +O(b2k ) +O(b−2k ) +O(|k|−1 ln |k|), |uk,j |2 + |vk,j |2 = 1 + o(1). (45)
Now, using (41)–(45), we obtain asymptotic formulas.
Theorem 2.3.Suppose the eigenvalues µ1, µ2, . . . , µm of the matrix C are simple. Let λk,j be an eigenvalue of L lying in U(µk,j , εk ).If condition (8) holds, then there exist numbers c4 > 0 and N1 ≥ N0, N0 is defined in Theorem 2.2, such that:(a) the eigenvalue λk,j for |k| ≥ N1 lies in U−k,j ∪ Uk,j , where
U±k,j = {λ ∈ C : |λ− h±k,j | < c4kn−2γ2kdk}, Uk,j ∩ U−k,j = ∅, (46)
h±k,j = (i2pik)n + µj (2piki)n−2 ± (2piki)n−2q2k , qk = (bj,j,kbj,j,−k ) 12 ,
γk = max{( |bj,j,k ||bj,j,−k |
) 12 ,( |bj,j,−k ||bj,j,k |
) 12} ; (47)
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(b) if λk,j lies in U±k,j then any eigenfunction Ψk,j of L corresponding to λk,j satisfies
Ψk,j = (1 + |α2k,j |2)− 12 (Φk,j + α±2k,jΦ−k,j)+O(b2k ) +O(b−2k ) +O(|k|−1 ln |k|), (48)
where α±k,j = ± qkbj,j,k (1 + o(1)). (49)
The geometrical multiplicity of the eigenvalue λk,j for |k| ≥ N1 is 1.
Proof. (a) We use the following equalities that easily follow from (8) and from the definitions of dk , qk , γk (see (44),(46), (47)): dkbj,j,±2k = o(1), γ2k ln |k|kq2k = o(1), γ2kdkq2k = o(1). (50)The last equality in (50) implies the second relation in (46).Since (45) holds, at least one of the numbers |uk,j |, |vk,j | is greater than 12 and the inequalities |uk,j | < 2, |vk,j | < 2 aresatisfied. Therefore, at least one of the following relations holds
|uk,j | ∼ 1, |vk,j | ∼ 1. (51)
Assume that the first relation of (51) holds. Then dividing (41) by uk,j , we get
Λk,j − (2ipik)2 − µj = bj,j,2k vk,juk,j +O(dk ). (52)
Now we estimate vk,juk,j as follows: multiply (41) and (42) by vk,j and uk,j respectively and take the difference to get
bj,j,2kv2k,j = bj,j,−2ku2k,j +O (dk ) , ( vk,juk,j
)2 = bj,j,−2kbj,j,2k
(1 +O( dkbj,j,−2k
)) .
Now using the first equality of (50), we obtain
vk,juk,j =
(bj,j,−2kbj,j,2k
) 12 (1 +O( dkbj,j,−2k
)) .
This and (47) imply bj,j,2k vk,juk,j = q2k +O(γ2kdk ).Using this in (52), and taking into account that γ2k ≥ 1 (see (47)), we get
∣∣Λk,j − (2ipik)2 − µj ∣∣ = |q2k |+O(γ2kdk ). (53)
If the second relation of (51) holds, then in the same way we obtain (53). Now the definition of Λk,j (see (43)) and (53)imply the proof of (a).(b) If λk,j lies in U±k,j , then by the definitions of U±k,j and Λk,j , we have
Λk,j = (i2pik)2 + µj ± q2k +O(γ2kdk ). (54)
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Substituting (54) into (41) and (42), we obtain the equalities
±q2kuk,j = bj,j,2kvk,j +O(γ2kdk ), ±q2kvk,j = bj,j,−2kuk,j +O(γ2kdk ).
Using the first equality if the first relation of (51) holds and using the second equality if the second relation of (51)holds, and taking into account (50), we see that
vk,juk,j = ± q2kbj,j,2k (1 + o(1)). (55)
Now (55), (43) and (45) imply (48) and (49). If there are two linearly independent eigenfunctions corresponding to λk,j ,then one can find two orthogonal eigenfunctions satisfying (48), which is impossible.
Now we prove that the eigenvalues λk,j for large values of k are simple and in each of the disks U−k,j and Uk,j definedin (46) there exists a unique eigenvalue of L. For this we consider the following family of operators:
Bε = S + ε(L− S), 0 ≤ ε ≤ 1, (56)
where S is the operator generated by (2) and by the differential expression
y(n) + (C + (bj,j,2kei4pikx + bj,j,−2ke−i4pikx) I)y(n−2),
I is the m × m unit matrix. We denote by λk,j,ε and Ψk,j,ε the eigenvalue and eigenfunction of Bε . Note that thesenotations were used for the eigenvalue and eigenfunction of Lε in the proof of Theorem 2.2. Here, for simplicity ofnotation, we use the same symbols.
Lemma 2.4.Suppose the eigenvalues µ1, µ2, . . . , µm of the matrix C are simple. Let λk,j,0 be an eigenvalue of S lying in the disk U±k,jdefined in (46). Then any normalized eigenfunctions Ψk,j,0(x) and Ψ˜k,j,0(x) of S and S∗ corresponding to the eigenvaluesλk,j,0 and λk,j,0 respectively satisfy
Ψk,j,0(x) = (1 + |α2k,j |2)− 12 (Φk,j (x) + α±2k,jΦ−k,j (x))+O( 1k
) , (57)
Ψ˜k,j,0(x) = (1 + |α˜2k,j |2)− 12 (Φk,j (x) + α˜±2k,jΦ−k,j (x))+O( 1k
) , (58)
where αk,j is defined in (49) and α˜±k,j = ± q¯kbj,j,−k (1 + o(k)).
Proof. The proof of (57) is similar to the proof of (48). Formula (48) for the eigenfunction Ψk,j of L is obtained fromthe formulas (41), (42) and (45) for L. By the same argument we can establish (57) provided suitable formulas like (41),(42) and (45) are obtained for S. Formula (13) for S has the form
(λk,j,0 − µp,s)(Ψk,j,0, Φ˜p,s) = bj,j,2k(Ψ(n−2)k,j,0 , Φ˜p−2k,s)+ bj,j,−2k(Ψ(n−2)k,j,0 , Φ˜p+2k,s), (59)
since S can be obtained from L by taking
P2(x) = C + (bj,j,2kei4pikx + bj,j,−2ke−i4pikx) I, Pv (x) = 0 for all v > 2.
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In (59) replacing p by 3k , then dividing by λk,j − µ3k,s and then using the obvious relations(Ψ(n−2)k,j,0 , Φ˜q,s) = (2piqi)n−2(Ψk,j,0, Φ˜q,s), |λk,j − µ3k,s| > kn (60)
for |k|  1, we obtain (Ψk,j,0, Φ˜±3k,s) = O(k−2). (61)Now in (59) replace p and s by ±k and j respectively, use (60), (61) and the notations
Λk,j,0 = λk,j,0(2ipik)n−2 , uk,j,0 = (Ψk,j,0, Φ˜k,j), vk,j,0 = (Ψk,j,0, Φ˜−k,j),
to get the equalities (Λk,j,0 − (2ipik)2 − µj)uk,j,0 = bj,j,2k vk,j,0 +O(k−2), (62)(Λk,j − (2ipik)2 − µj) vk,j,0 = bj,j,−2k uk,j,0 +O(k−2). (63)
Equalities (62) and (63) are the analog of (41) and (42) for S.Now, we obtain the analog of (45) as follows. In (59) replace p by k and then by −k , use (60) and (61), to get theequalities
(λk,j,0 − µk,s)(Ψk,j,0, Φ˜k,s) = (2piki)n−2bj,j,2k(Ψk,j,0, Φ˜−k,s)+O(kn−4), (64)(λk,j,0 − µk,s)(Ψk,j,0, Φ˜−k,s) = (2piki)n−2bj,j,−2k(Ψk,j,0, Φ˜k,s)+O(kn−4). (65)
Since λk,j,0 ∈ U±k,j , it follows from the inequality in (40) that
|λk,j,0 − µk,s| > 12 a(2pik)n−2 for all s 6= j. (66)
Formulas (64)–(66) with the first equality of (40) yield(Ψk,j,0, Φ˜±k,s) = O(k−2) for all s 6= j.
This formula and the formula which is obtained from (39) by replacing Ψk,j with Ψk,j,0 imply that the expansion of Ψk,j,0has the form Ψk,j,0(x) = uk,j,0Φk,j (x) + vk,j,0Φ−k,j (x) + h(x), (67)where ‖h(x)‖ = O(k−1), ∣∣uk,j,0∣∣2 + ∣∣vk,j,0∣∣2 = 1 +O(k−2). (68)Instead of (41), (42), (45) using (62), (63), (67), (68) and arguing as in the proof of (48), we obtain (57).To prove (58), we use the formula
(λk,j,0 − µp,s)(Ψ˜k,j,0,Φp,s) = bj,j,2k (Ψ˜(n−2)k,j,0 ,Φp+2k,s)+ bj,j,−2k (Ψ˜(n−2)k,j,0 ,Φp−2k,s) (69)
which can be obtained from S∗Ψ˜k,j,0(x) = λk,j,0 Ψ˜k,j,0(x)by multiplying by Φp,s(x) and using(S∗Ψ˜k,j,0,Φp,s) = (Ψ˜k,j,0, SΦp,s) = µp,s (Ψ˜k,j,0,Φp,s)+ bj,j,2k (Ψ˜(n−2)k,j,0 ,Φp+2k,s)+ bj,j,−2k (Ψ˜(n−2)k,j,0 ,Φp−2k,s).
Instead of (59) using (69) and arguing as in the proof of (57) we obtain (58).
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Theorem 2.5.Suppose the eigenvalues µ1, µ2, . . . , µm of the matrix C are simple and (8) holds.(a) If |k| ≥ N1, then the eigenvalues λk,j and λ−k,j , defined in Theorem 2.2, are simple and satisfy
λ±k,j = (i2pik)n + µj (2piki)n−2 ± (2piki)n−2q2k +O(kn−3γ2k ln |k|),
where j = 1, 2, . . . , m and N1 is defined in Theorem 2.3. The normalized eigenfunction Ψ±k,j (x) of L correspondingto the eigenvalue λ±k,j satisfies
Ψ±k,j (x) = (1 + |α±2k,j |2)− 12 (Φk,j (x) + α±2k,jΦ−k,j (x))+O(b22k)+O(b2−2k)+O( ln |k|k
) ,
where qk , γk and α±k,j are defined in Theorem 2.3.(b) The root functions of L form a Riesz basis in Lm2 [0, 1] if and only if bj,j,2k ∼ bj,j,−2k for all j = 1, 2, . . . , m.
Proof. (a) Formula (13) for the operator Bε has the form
(λk,j,ε − µp,s)(Ψk,j,ε, Φ˜p,s) = ε((P2 − C )Ψ(n−2)k,j,ε , Φ˜p,s)+ ε n∑ν=3 (PνΨ(n−ν)k,j,ε , Φ˜p,s)+ (1− ε)(bj,j,2k(Ψ(n−2)k,j,ε , Φ˜p−2k,s)+ bj,j,−2k(Ψ(n−2)k,j,ε , Φ˜p+2k,s)).
Instead of (13) using this formula and repeating the proof of Theorem 2.3, one can see that the assertions of Theorem 2.3hold for the operator Bε . Thus
{λk,j,ε, λ−k,j,ε} ⊂ Uk,j ∪ U−k,j , Uk,j ∩ U−k,j = ∅ for all k ≥ N1, ε ∈ [0, 1]. (70)
Now using Lemma 2.1, we prove that the eigenvalue λk,j,0 of S lying in the disk U±k,j for large values of k is simple.Since the geometrical multiplicity of this eigenvalue is 1 (see Theorem 2.3), we need to prove that there is no associatedfunction corresponding to Ψk,j,0(x). Suppose to the contrary that there exists an associated function of S correspondingto Ψk,j,0(x). Then (Ψk,j,0, Ψ˜k,j,0) = 0. Therefore, using (57), (58), the definition of qk (see (46)) and the equalities(Φk,j ,Φ−k,j) = 0, ∥∥Ψk,j,0∥∥ = 1, ∥∥Ψ˜k,j,0∥∥ = 1, ∥∥Φ±k,j∥∥ = 1, we get
2(1 + |α˜2k,j |2)− 12 (1 + |α2k,j |2)− 12 = O( 1k
) . (71)
Let us prove that (71) contradicts (8). It follows from (8) that∣∣∣∣ 1bj,j,2k
∣∣∣∣ ∣∣∣∣ kln k
∣∣∣∣ , ∣∣∣∣ 1bj,j,−2k
∣∣∣∣ ∣∣∣∣ kln k
∣∣∣∣ for k  1.
This, (8) and the equalities q22k = bj,j,−2kbj,j,2k , limk→∞ bj,j,±2k = 0 imply
1 + ∣∣α2k,j ∣∣2 < ∣∣∣∣ kln k
∣∣∣∣ , 1 + ∣∣α˜2k,j ∣∣2 < ∣∣∣∣ kln k
∣∣∣∣ for k  1,
which contradicts (71). Thus the eigenvalue λk,j,0 of S lying in the disk U±k,j is simple. It means that the eigenvaluesλk,j,0 and λ−k,j,0 are simple.Now we prove that in each of the intervals Uk,j and U−k,j for k ≥ N1 there exists a unique eigenvalue of B0 = S. Supposeto the contrary that both eigenvalues λk,j,0 and λ−k,j,0 of S lie in the same interval and, without loss of generality, assume
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that {λk,j,0, λ−k,j,0} ⊂ Uk,j . Then by Lemma 2.1 both eigenfunctions Ψk,j,0(x) and Ψ−k,j,0(x) corresponding to λk,j,0 andλ−k,j,0, respectively, satisfy the formula obtained from (57) by replacing ± with +. Similarly, both eigenfunctions Ψ˜k,j,0(x)and Ψ˜−k,j,0(x) of S∗ corresponding to the eigenvalues λk,j,0 and λ−k,j,0 satisfy the formula obtained from (58) by replacing± with +. Using this in the equality (Ψk,j,0, Ψ˜−k,j,0) = 0, we get (71) which, as proved above, contradicts (8). Thus weproved that in each of the disks Uk,j and U−k,j there exists a unique eigenvalue of B0. By (70), the boundary ∂(U±k,j ) ofthe disk U±k,j lies in the resolvent set of the operators Bε for ε ∈ [0, 1]. Therefore taking into account that the familyBε is holomorphic with respect to ε, we obtain that the number of the eigenvalues of Bε lying inside of ∂(U±k,j ) is thesame for all ε ∈ [0, 1]. Therefore in each of the disks Uk,j and U−k,j for k ≥ N1 there exists a unique eigenvalue of L.Thus Theorem 2.3 implies the case (a).
(b) Using the asymptotic formulas for Ψk,j and Ψ−k,j obtained in the case (a), we obtain
(Ψk,j ,Ψ−k,j) = (1− ∣∣∣∣bj,j,−2kbj,j,2k
∣∣∣∣)(1 + ∣∣∣∣bj,j,−2kbj,j,2k
∣∣∣∣)−1 + o(1).
This implies that bj,j,2k ∼ bj,j,−2k if and only if the following holds:
supk≥N1 ∣∣(Ψk,j ,Ψ−k,j)∣∣ < a for all j = 1, 2, . . . , m and some a ∈ (0, 1). (72)
It remains to prove that the root functions of L form a Riesz basis if and only if (72) holds. If (72) does not hold, thenthere exist sequences {ks : s = 1, 2, . . . }, {as ∈ C : s = 1, 2, . . . }, {bs ∈ C : s = 1, 2, . . . } such that
lims→∞ ∣∣(Ψks ,j ,Ψ−ks ,j)∣∣ = 1, lims→∞
∣∣asΨks,j + bsΨ−ks,j ∣∣2|as|2 + |bs|2 = 0.
This implies that inequality (2.4) in [6, Chapter 6] (see Theorem 2.1 (N.K. Bari) therein) does not hold. Thus, by the Baritheorem, the root functions of P do not form a Riesz basis.Now suppose that (72) holds. By Theorem 2.2, apart from the eigenvalues λk,j , where |k| ≥ N1, j = 1, 2, . . . , m, thereexist finite eigenvalues λ1, λ2, . . . , λs of the operator L. Let Hk be the eigenspace corresponding to the eigenvalue λkand let Gk be a 2m-dimensional space generated by the eigenfunctions Ψk,1,Ψ−k,1,Ψk,2,Ψ−k,2, . . . ,Ψk,m,Ψ−k,m, wherek ≥ N1. It is known [10] that the sequence
{H1, H2, . . . , Hs, GN1 , GN1+1, . . . } (73)
forms a Riesz basis of subspaces. Let φk,1, φk,2, . . . , φk,jk be an orthonormal basis of the subspace Hk . Now we provethat the system s⋃
k=1 {φk,1, φk,2, . . . , φk,jk } ∪
⋃
k≥N1
{Ψk,1,Ψ−k,1,Ψk,2,Ψ−k,2, . . . ,Ψk,m,Ψ−k,m}
forms an ordinary Riesz basis in Lm2 [0, 1]. For this we consider the following
Ψ = s∑k=1 (ak,1φk,1 + ak,2φk,2 + · · ·+ ak,jkφk,jk )+
N2∑
k=N1
m∑
j=1
(bk,jΨk,j + b−k,jΨ−k,j),
where ak,1, ak,2, . . . , ak,jk and bk,j , b−k,j are complex numbers and N2 > N1. It follows from [6, Chapter 6, (5.24)] that
‖Ψ‖2c ≤ s∑k=1
jk∑
j=1 |ak,j |2 +
N2∑
k=N1
∥∥∥∥∥∥
m∑
j=1
(bk,jΨk,j + b−k,jΨ−k,j)
∥∥∥∥∥∥
2 ≤ c ‖Ψ‖2, (74)
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where c = ‖B‖2∥∥B−1∥∥2 and B is a bounded linear invertible operator which transforms some orthogonal basis of thesubspaces of the space Lm2 [0, 1] into basis (73). Using (72) and the asymptotic formulas for Ψk,j obtained in Theorem 2.5,taking into account that the normalized eigenvectors v1, v2, . . . , vm of the matrix C form a basis of Cm and all norms areequivalent in the finite dimensional spaces, one can readily see that there exist constants c5 and c6 such that
c5 m∑j=1 (|bk,j |2 + |b−k,j |2) ≤
∥∥∥∥∥∥
m∑
j=1
(bk,jΨk,j + b−k,jΨ−k,j)
∥∥∥∥∥∥
2 ≤ c6 m∑j=1 (|bk,j |2 + |b−k,j |2)
for k ≥ N1. This with (74) implies that inequality (2.4) of the Bari theorem [6, Chapter 6] holds, i.e., the root functionsof L form a Riesz basis.
Now let us consider the operator A(P2, P3, . . . , Pn) generated by (1) and the antiperiodic boundary condition (9). Dueto the classical investigations [13, Chapter 3, Theorem 2] all large eigenvalues of A consist of the sequences
{ρk,1 : |k| ≥ N}, {ρk,2 : |k| ≥ N}, . . . , {ρk,m : |k| ≥ N},
where N  1, k ∈ Z, satisfying the following asymptotic formulas
ρk,j = ((2|k|+ 1)pii)n +O(kn−1− 12m )
for j = 1, 2, . . . , m. Let Xk,j be the eigenfunction of A corresponding to the eigenvalue ρk,j . The operator A(P2, P3, . . . , Pn)is denoted by A(C ) when P2(x) = C , Pv (x) = 0 for v = 3, 4, . . . , n. The eigenfunctions of A(C ) and (A(C ))∗ correspondingto the eigenvalues((2k + 1)pii)n + µj((2k + 1)pii)n−2 and ((2k + 1)pii)n + µj((2k + 1)pii)n−2
are vj ei(2k+1)pix and wj ei(2k+1)pix , respectively. Using instead of (13),(ρk,j − ((2p+ 1)pii)n + µs((2p+ 1)pii)n−2)(Xk,j , wsei(2p+1)pix)
=((P2 − C )X (n−2)k,j , wsei(2p+1)pix)+ n∑ν=3 (PνX (n−ν)k,j , wsei(2p+1)pix),taking instead of (56) a family of operators Aε = T + ε(A − T ), 0 ≤ ε ≤ 1, where T is the operator generated by thedifferential expression y(n) + (C + (bj,j,2k+1ei2pi(2k+1)x + bj,j,−2k−1e−i2pi(2k+1)x) I)y(n−2)and boundary conditions (9), and arguing as in the proof of Theorem 2.5, we get
Theorem 2.6.Let the eigenvalues µ1, µ2, . . . , µm of the matrix C be simple. If the condition
limk→∞ ln |k|kbs,s,±(2k+1) = limk→∞ b2k+1b−2k−1bs,s,±(2k+1) = 0 for all sholds, then(a) all large eigenvalues of A are simple and consist of 2m sequences {ρk,1}, {ρ−k,1}, {ρk,2}, {ρ−k,2}, . . . , {ρk,m}, {ρ−k,m}satisfying
ρ±k,j = ((2k + 1)pii)n + µj((2k + 1)pii)n−2 ± ((2k + 1)pii)n−2q2k+1 +O(kn−3γ2k+1 ln |k|)
for j = 1, 2, . . . , m as k →∞; the normalized eigenfunction X±k,j (x) corresponding to ρ±k,j satisfies
X±k,j = (1 + |α(2k+1),j |2)− 12 (vj ei(2k+1)pix + α±(2k+1),jvj e−i(2k+1)pix)+O(b22k+1)+O(b2−2k−1)+O( 1k
) ;
(b) the root functions of A form a Riesz basis in Lm2 [0, 1] if and only if bj,j,2k+1 ∼ bj,j,−(2k+1) for all j = 1, 2, . . . , m.
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Abstract
In this paper, we investigate the three-dimensional Schro¨dinger operator with
a periodic, relative to a lattice  of R3, potential q. A special class V of the
periodic potentials is constructed, which is easily and constructively determined
from the spectral invariants. First, we give an algorithm for the unique
determination of the potential q ∈ V of the three-dimensional Schro¨dinger
operator from the spectral invariants that were determined constructively from
the given Bloch eigenvalues. Then, we consider the stability of the algorithm
with respect to the spectral invariants and Bloch eigenvalues. Finally, we prove
that there are no other periodic potentials in the set of large class of functions
whose Bloch eigenvalues coincides with the Bloch eigenvalues of q ∈ V.
PACS numbers: 02.30.Jr, 02.30.Tb, 02.30.Zz
Mathematics Subject Classification: 47F05, 35J10
1. Introduction
Let L(q) be the Schro¨dinger operator
L(q) = − + q(x), x ∈ Rd , (1)
with a periodic, relative to a lattice , potential q(x). The operator L(q) describes the motion
of a particle in bulk matter. Therefore, for physical applications, it is important to have a
detailed analysis of the spectral properties of L(q). Let F =: Rd/ be a fundamental domain
of  and Lt(q) be the operator generated in L2(F ) by (1) and the conditions
u(x + ω) = ei〈t,ω〉u(x), ∀ ω ∈ ,
where t ∈ F =: Rd/,  is the lattice dual to , that is,  is the set of all vectors γ ∈ Rd
satisfying 〈γ, ω〉 ∈ 2πZ for all ω ∈ , and 〈·, ·〉 is the inner product in Rd . It is well known
that (see [1]) the spectrum of L(q) is the union of the spectra of Lt(q) for t ∈ F ∗. The
eigenvalues 	1(t)  	2(t)  · · · of Lt(q) are called the Bloch eigenvalues of L(q). These
1751-8113/11/155202+25$33.00 © 2011 IOP Publishing Ltd Printed in the UK & the USA 1
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eigenvalues define the continuous functions 	1(t), 	2(t), . . . of t that are called the band
functions of L(q). The intervals {	1(t) : t ∈ F}, {	2(t) : t ∈ F}, . . . are the bands of the
spectrum of L(q), and the spaces (if exists) 1,2, . . . between two neighboring bands are
the gaps in the spectrum. Without loss of generality, we assume that the measure of F is 1.
In this paper, we determine constructively and uniquely, modulo the following inversion
and translations:
q(x) → q(−x), q(x) → q(x + τ), τ ∈ Rd , (2)
the potential q(x) of the three-dimensional (d = 3) Schro¨dinger operator L(q) from the given
spectral invariants, when q(x) has the form
q(x) =
∑
a∈Q(1,1,1)
z(a) ei〈a,x〉, (3)
where
z(a) =: (q(x), ei〈a,x〉) = 0, ∀ a ∈ Q(1, 1, 1), (4)
Q(1, 1, 1) =: {nγ1 + mγ2 + sγ3 : |n|  1, |m|  1, |s|  1}\{(0, 0, 0)}. (5)
(·, ·) is the inner product in L2(F ) and {γ1, γ2, γ3} is a basis of  satisfying
〈γi, γj 〉 = 0, 〈γi + γj , γk〉 = 0, |γi | = |γj |, 〈γi + γj + γk, γi − γj − γk〉 = 0 (6)
for all different indices i, j, k. Note that every lattice has a basis satisfying (6) (see proposition
2 in section 2) and the potential q can be uniquely determined only by fixing the inversion and
translations (2), since the operators L(q(x)), L(q(−x)), and L(q(x + τ)) have the same band
functions.
The inverse problem of the one-dimensional Schro¨dinger operator, that is, the Hill
operator, denoted byH(q), and the multidimensional Schro¨dinger operatorL(q) are absolutely
different. Inverse spectral theory for the Hill operator has a long history and there exist
many books and papers about it (see, for example, [6] and [7]). In order to determine the
potential q, where q(x + π) = q(x), of the Hill operator, in addition to the given band
functions 	1(t), 	2(t), . . . , one needs to know the eigenvalues λ1, λ2, . . . of the Dirichlet
boundary value problem and the signs of the numbers u−(
√
λ1), u−(
√
λ2), . . . , where
u−(λ) = c(λ, π) − s ′(λ, π) and c(λ, x), s(λ, x) are the solutions of the Hill equation
−y ′′(x) + q(x)y(x) = λ2y(x)
satisfying c(λ, 0) = s ′(λ, 0) = 1, c′(λ, 0) = s(λ, 0) = 0 (see [7], chapter 3, section 4).
In other words, the potential q of the Hill operator cannot be determined uniquely from the
given band functions, since if the band functions 	1(t), 	2(t), . . . of H(q) are given, then
for every choice of the numbers λ1, λ2, . . . from the gaps 1,2, . . . of the spectrum of the
Hill operator and for every choice of the signs of the numbers u−(λ1), u−(λ2), . . . , there
exist a potential q having 	1(t), 	2(t), . . . as a band function and λ1, λ2, . . . as the Dirichlet
eigenvalues. In spite of this, it is possible to determine uniquely (modulo (2)) the potential
q of the multidimensional Schro¨dinger operator L(q) from only the given band functions
for a certain class of potential. Because, in the case d > 1, the band functions give more
information, namely, the band functions give the spectral invariants that have no meaning in
the case d = 1, we solve the inverse problem by these spectral invariants. We will discuss this
at the end of the introduction.
The inverse problem for the multidimensional Schro¨dinger operator L(q) for the first time
was investigated by Eskin, Ralston and Trubowitz in [2, 3]. In [2], they proved the following
result.
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Assume that the lattice  of Rd is such that, for ω, ω′ ∈ , |ω′| = |ω| impliesω′ = ±ω.
If q(x) and q˜(x) are real analytic, then the equality
Spec(L0(q)) = Spec(L0(˜q)) (7)
implies the equalities
Spec(Lt (q)) = Spec(Lt (˜q)) (8)
for all t ∈ Rd, where Spec(Lt (q))is the spectrum of the operator Lt(q), and L0(q) is the
operator Lt(q) when t = (0, 0, . . . , 0).
In [3], they proved the following result for the two-dimensional Schro¨dinger operator
L(q).
For  ⊂ R2, satisfying the condition: if |ω′| = |ω| for ω, ω′ ∈ , then ω′ = ±ω, there
is a set {Mα} of manifolds of potentials such that
(a) {Mα : α ∈ [0, 1]} is dense in the set of smooth periodic potentials in the C∞-topology
and
(b) for each α there is a dense open setQα ⊂ Mα such that for q ∈ Qα the set of real analytic
q˜ satisfying (7) and the set of q˜ ∈ C6(F ) satisfying (8) for all t ∈ R2 are finite modulo
translations in (2).
Eskin [4] extended the results of [2, 3] to the case of the two-dimensional Schro¨dinger
operator
H = (i∇ + A(x))2 + V (x), x ∈ R2,
with the periodic magnetic potential A(x) = (A1(x), A2(x)) and electric potential V (x). The
proof of the results of [2–4] is not constructive and does not seem to give any idea about
possibility of constructing explicitly a periodic potential.
In [11], we constructed a set D of trigonometric polynomials of the form
q(x) =
∑
a∈Q(N,M,S)
z(a) ei〈a,x〉, (9)
where Q(N,M, S) =: {(n,m, s) : |n|  N, |m|  M, |s|  S}\{(0, 0, 0)} is a subset of the
lattice Z3, satisfying the following conditions:
z(n,m, s) = 0 for (n,m, s) ∈ B(N,M, S) ∪ C(√N) and
z(n,m, s) = 0 for (n,m, s) ∈ (Q(N,M, S))\(C(√N) ∪ B(N,M, S)), where
B(N,M, S) = {(n,m, s) ∈ Q(N,M, S) : nms(|n| − N)(|m| − M)(|s| − S) = 0},
C(
√
N) = {(n,m, s) : 0 < |n| < 12√N, 0 < |m| < 12√N, 0 < |s| < 12√N}
and N, M, S are large prime numbers satisfying S > 2M,M > 2N,N  1. Then, we proved
that D is dense in Ws2 (R3/), where s > 3, in the C∞-topology and any element q of the set
D can be determined constructively and uniquely, modulo inversion and translations (2), from
the given Bloch eigenvalues.
Thus, in [2–4] and in our papers (in [11] and in this paper) the different aspects of the
inverse problem are investigated by absolutely different methods. It follows from (3) and from
the conditions on (9) that the intersection of the set of potentials investigated in [11] and in
this paper is an empty set. In this paper and in [11], we determine constructively the potential
q of the three-dimensional Schro¨dinger operator L(q) from the spectral invariants that were
determined constructively in [10] from the given band functions. As a result, we determine
constructively the potential from the given band functions. Actually, we do not only show how
to construct a periodic potential q with the desired properties but also present an algorithm
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for the construction. Moreover, in this paper, we investigate the stability of the algorithm and
prove some uniqueness theorems which were not done in [11].
To describe the brief scheme of this paper, we begin by recalling the definition of some
well-known concepts and the invariants obtained in [10] that will be used here. An element a
of the lattice  is said to be a visible element of  if a is an element of  of the minimal norm
belonging to the line aR. Denote by S the set of all visible elements of . Clearly,
q(x) = 1
2
∑
a∈S
qa(x), (10)
where
qa(x) =
∑
n∈Z
z(na) ein〈a,x〉. (11)
The function qa(x) defined in (11) is known as the directional potential of (10) corresponding
to the visible element a. In proposition 1 of section 2, we prove that every element a of
Q(1, 1, 1) is a visible element of  and the directional potential (11) of (3) has the form
qa(x) = z(a) ei〈a,x〉 + z(−a) e−i〈a,x〉. (12)
Let a be a visible element of , a be the sublattice {ω ∈  : 〈ω, a〉 = 0} of  in the
hyperplane Ha = {x ∈ R3 : 〈x, a〉 = 0} and
a =: {γ ∈ Ha : 〈γ, ω〉 ∈ 2πZ,∀ ω ∈ a} (13)
be the lattice dual to a . Let β be a visible element of a and P(a, β) be the plane containing
a, β and the origin. Define a function qa,β(x) as
qa,β(x) =
∑
c∈(P (a,β)∩)\aR
c
〈β, c〉z(c) e
i〈c,x〉. (14)
In [10], we constructively determined the following spectral invariants:
I (a) =
∫
F
|qa(x)|2 dx, (15)
I1(a, β) =
∫
F
|qa,β(x)|2qa(x) dx (16)
from the asymptotic formulas for the band functions of L(q) obtained in [8, 9], where qa(x)
is the directional potential (11). Moreover, in [10], we constructively determined the invariant
I2(a, β) =
∫
F
|qa,β(x)|2(z2(a) ei2〈a,x〉 + z2(−a) e−i2〈a,x〉) dx (17)
when qa(x) has the form (12). Since all the directional potentials of (3) have the form (12)
(see proposition 1), we have the invariants (15)–(17) for all a ∈ Q(1, 1, 1).
In section 2, we describe the invariants (15)–(17) for (3).
In section 3, fixing the inversion and translations (2), we give an algorithm for the unique
determination of the potential q of the three-dimensional Schro¨dinger operator L(q) from the
invariants (15)–(17). Moreover, we give the formulas (see (F1)–(F10) in section 3) for finding
the Fourier coefficients z(a) of the potential (3), by using the invariants s1, s2, . . . , s24 (see (47))
obtained from (15)–(17). These formulas explicitly express the Fourier coefficients in terms
of the invariants s1, s2, . . . , s24. Then, using these formulas, we find sufficient conditions (see
(45.2)) on the invariants that let us to find the potential of the form (3) by formulas (F1)–(F10)
(see corollary 1). Note that the sufficient conditions on the spectral data to solve the inverse
problem for the multidimensional Schro¨dinger operator L(q) are given for the first time in
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this paper, albeit in a fairly restricted set of potentials q. It is expected that this approach may
open up new horizons for the inverse problem of the multidimensional Schro¨dinger operator
with a periodic potential. Since the invariants (16) and (17) do not exist in the case d = 1,
we do not use the investigations of the inverse problem for the one-dimensional Schro¨dinger
operator H(q). For this reason, we do not discuss a great number of papers about the inverse
problem of the Hill operator.
In section 4, we study the stability of the algorithm with respect to errors both in the
invariants (15)–(17) and in the Bloch eigenvalues. Note that we determine constructively the
potential from the band functions in two steps. At the first step, we determined the invariants
from the band functions in [10]. At the second step, which is given in section 3, we find
the potential from the invariants. In section 4, we consider the stability of the problems
studied in both the steps. First, using the asymptotic formulas obtained in [10], we write
down explicitly the asymptotic expression of the invariants (15)–(17) in terms of the band
functions and consider the stability of the invariants with respect to the errors in the Bloch
eigenvalues (theorem 5 and proposition 3). Then, we prove the stability of the algorithm given in
section 3 with respect to the errors in the invariants (theorem 6).
In section 5, we prove some uniqueness theorems. First, we prove a theorem about the Hill
operator H(p) when p(x) is a trigonometric polynomial (see theorem 7). Then, we construct
a set W of all periodic functions q(x) whose directional potentials (see (10) and (11)) qa(x)
for all a ∈ S\{γ1, γ2, γ3} are arbitrary continuously differentiable functions, where S is the
set of all visible elements of , {γ1, γ2, γ3} is a basis of  satisfying (6), and the directional
potentials qγ1(x), qγ2(x), and qγ 3(x) satisfy some conditions. At the end, we prove that if q is
of the form (3), q˜ ∈ W and the band functions of L(q) and L(˜q) coincide, then q˜ is equal to
q modulo inversion and translations (2) (see theorem 8).
2. On the spectral invariants (15)–(17)
To describe the invariant (15) let us prove the following proposition.
Proposition 1. Every element a of the set Q(1, 1, 1), defined in (5), is a visible element of 
and the corresponding directional potential (11) has the form (12).
Proof. Let a be the element of Q(1, 1, 1). By the definition of Q(1, 1, 1),
a = nγ1 + mγ2 + sγ3, |n|  1, |m|  1, |s|  1, a = 0. (18)
If a is not a visible element of , then there exists a visible element b of  such that a = kb
for some integer k > 1. This with (18) implies that
b = 1
k
(nγ1 + mγ2 + sγ3). (19)
Since b ∈  and {γ1, γ2, γ3} is a basis of , we have b = n1γ1 +m1γ2 + s1γ3, where n1,m1, s1
are integers. Combining this with (19) and taking into account the linear independence of the
vectors γ1, γ2, γ3, we obtain(
n1 − n
k
)
γ1 +
(
m1 − m
k
)
γ2 +
(
s1 − s
k
)
γ3 = 0,
and n1 − n
k
= m1 − m
k
= s1 − s
k
= 0.
This is impossible, since |n|  1, |m|  1, |s|  1, at least one of the numbers n, m, s is
not zero (see (18)), k > 1 and the numbers n1,m1, s1 are integers. This contradiction shows
that any element a of Q(1, 1, 1) is a visible element of . Therefore, it follows from the
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definition of Q(1, 1, 1) (see (5)) that the line aR contains only two elements a and −a of the
set Q(1, 1, 1). This means that the directional potential (11) has the form (12). 
By proposition 1, the invariant (15) for the potential (3) has the form
I (a) = |z(a)|2, ∀ a ∈ Q(1, 1, 1), (20)
that is, we determine the absolute value of z(a) for all a ∈ Q(1, 1, 1).
To investigate the invariants (16) and (17), we use the conditions in (6). Therefore, first,
let us consider these conditions.
Proposition 2. Any lattice  has a basis {γ1, γ2, γ3} satisfying (6). In particular, if
 = {(na,mb, sc) : n,m, s ∈ Z}, (21)
where a, b, c ∈ R\{0}, then at least one of the bases {(a, 0, 0), (a, b, 0), (a, b, c)} and
{(−a, 0, 0), (a, b, 0), (a, b, c)} of  satisfies (6).
Proof. Suppose that a basis {γ1, γ2, γ3} of  does not satisfy (6). Define {γ˜1, γ˜2, γ˜3} by
γ˜1 = γ1, γ˜2 = nγ1 + γ2, γ˜3 = mγ1 + sγ2 + γ3,
where n,m, s are integers. Since γ1 = γ˜1, γ2 = γ˜2 − nγ˜1, γ3 = γ˜3 − mγ˜1 − s(γ˜2 − nγ˜1), the
triple {γ˜1, γ˜2, γ˜3} is also a basis of . In (6) replacing {γ1, γ2, γ3} by {γ˜1, γ˜2, γ˜3}, we obtain 12
inequalities with respect to n,m and s. Since n,m and s are arbitrary integers, one can readily
see that there exists n,m and s for which these inequalities hold. For example, let
γ˜1 = γ1, γ˜2 = nγ1 + γ2, γ˜3 = n2γ1 + γ3, (22)
where n is a large positive number, that is, n  1. Then, it follows from (22) that
〈γ˜i , γ˜j 〉  1, 〈γ˜i + γ˜j , γ˜j 〉  1, ∀ i = j,
that is, the first and second inequalities in (6) hold. Besides, by (22), we have
|γ˜1|2 ∼ 1, |γ˜2|2 ∼ n2, |γ˜3|2 ∼ n4, |〈γ˜i , γ˜j 〉 = O(n3), (23)
where an ∼ bn means that there exist positive constants c1 and c2 such that c1|bn| < |an| <
c2|bn|, for n = 1, 2, . . . . The third inequality of (6) holds due to (23). By (23) the term ±|γ˜3|2
in the fourth inequality of (6) cannot be canceled by the other terms of this inequality. Thus,
we proved that any lattice  has a basis {γ˜1, γ˜2, γ˜3} satisfying (6).
Note that, for the given lattice, one can easily find the basis satisfying (6). For example,
in case (21), one can readily see that the basis {(a, 0, 0), (a, b, 0), (a, b, c)} satisfies (6) if
c2 = 3a2 and the basis {(−a, 0, 0), (a, b, 0), (a, b, c)} satisfies (6) if c2 = a2. Thus, at least
one of the bases {(a, 0, 0), (a, b, 0), (a, b, c)} and {(−a, 0, 0), (a, b, 0), (a, b, c)} satisfies (6).

Now to describe the invariants (16) and (17) for (3), let us introduce some notations. If
b ∈ ( ∩ P(a, β))\aR, then the plane P(a, β) coincides with the plane P(a,b). Moreover,
every vector b ∈ (P (a, β) ∩ )\aR has an orthogonal decomposition (see (20) in [8]):
b = sβ + μa, (24)
where s is a nonzero integer, β is a visible element of a (see (13)) and μ is a real number.
Therefore, for every plane P(a, b), where b ∈ , there exists a plane P(a, β), where β is
defined by (24), coinciding with P(a, b). For every pair {a, b}, where a is a visible element of
 and b ∈ , we redenote by I1(a, b) and I2(a, b) the invariants I1(a, β) and I2(a, β) defined
in (16) and (17), respectively, where β is a visible element of a defined by (24).
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Theorem 1. The following equalities for the invariant (16) hold:
I1(γi + γj , γi) = A1(γi + γj , γi)Re(z(−γi − γj )z(γj )z(γi)), (25)
I1(γi − γj , γi) = A1(γi − γj , γi)Re(z(−γi + γj )z(−γj )z(γi)), (26)
I1(γ, γi) = A1(γ, γi)Re(z(−γ )z(γ − γi)z(γi)), (27)
I1(2γi − γ, γi) = A1(2γi − γ, γi)Re(z(γ − 2γi)z(γi − γ )z(γi)), (28)
where A1(γi ± γj , γi), A1(γ, γi), and A1(2γi − γ, γi) are nonzero numbers defined by
A1(a, b) = 2
(
(〈b, β〉)−2 + (〈a − b, β〉)−2) 〈a − b, b〉 , (29)
{γ1, γ2, γ3} is a basis of  satisfying (6), γ = γ1 + γ2 + γ3 and Re(z) is the real part of z.
Proof. If the potential q(x) has the form (3), then (14) becomes
qa,β(x) =
∑
c∈(P (a,β)∩Q)\aR
c
〈β, c〉z(c) e
i〈c,x〉, (30)
where, for brevity, Q(1, 1, 1) is denoted by Q. Using this and (11) in (16) and taking into
account that the invariant I1(a, β) defined by (16) is redenoted by I1(a, b), we obtain
I1(a, b) = 1 + 2, (31)
where
1 =
∑
c∈(P (a,b)∩Q)\aR
〈c, c + a〉
〈c, β〉 〈c + a, β〉z(c)z(−a − c)z(a),
2 =
∑
c∈(P (a,b)∩Q)\aR
〈c, c − a〉
〈c, β〉 〈c − a, β〉z(c)z(a − c)z(−a)
and β is a visible element of a defined by (24). Since Q(1, 1, 1) is symmetric with respect
to the origin, the substitution c˜ = −c into 1 does not change 1. Using this substitution into
1 and then taking into account that z(−b) = z(b), 〈a, β〉 = 0, we obtain 1 = 2. This
with (31) gives
I1(a, b) = 2 Re
⎛⎝z(−a)
⎛⎝ ∑
c∈(P (a,b)∩Q)\aR
〈a − c, c〉
(〈c, β〉)2 z(a − c)z(c)
⎞⎠⎞⎠ . (32)
Since a, β, (0, 0, 0) belong to the plane P(a, b) and β orthogonal to the line aR, we have
〈c, β〉 = 0, ∀ c ∈ (P (a, b) ∩ Q)\aR. (33)
Now using (32), we obtain the invariants (25) and (26) as follows. First let us consider (25).
Let a = γi + γj and b = γi . Then,
(P (a, b) ∩ Q)\aR = {±γi,±γj ,±(γi − γj )}.
On the other hand, if c ∈ {−γi, −γj , ±(γi − γj )}, then a − c /∈ Q. Therefore, the summation
in formula (32) for the case a = γi + γj , b = γi is taken over c ∈ {γi, γj } and hence (25)
holds. It follows from (33) and from the first inequality in (6) that A1(γi + γj , γi) = 0.
Replacing a = γj by −γj and arguing as in the proof of (25), we obtain (26).
Now let us consider (27). Let a = γ = γ1 + γ2 + γ3 and b = γ1. Then,
(P (a, b) ∩ Q)\aR = {±γ1,±(γ2 + γ3)}.
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On the other hand, if c = −γ1, or c = −γ2 − γ3, then a − c /∈ Q. Therefore, the summation
in formula (32) for this case is taken over c ∈ {γ1, γ2 + γ3} and hence (27) holds for i = 1. In
the same way, we obtain (27) for i = 2, 3.
Now let us consider (28). Let a = 2γi − γ and b = γi . Then,
(P (a, b) ∩ Q)\aR = {±γi,±(γi − γ )}.
On the other hand, if c = −γi, or c = γ − γi, then a − c /∈ Q. Therefore, the summation
in formula (32) for this case is taken over c ∈ {γi, γi − γ } and hence (28) holds. Since
γi − γ = −(γj + γk), it follows from the second inequality in (6) that A1(2γi − γ, γi) = 0.

Theorem 2. The following equalities for the invariant (17) hold:
I2(γi, γj ) = A2(γi, γj )Re(z2(−γi)z(γi + γj )z(γi − γj )), (34)
I2(γi, γ − γi) = A2(γi, γ − γi)Re(z2(−γi)z(γ )z(2γi − γ )), (35)
where A2(γi, γj ) and A2(γi, γ − γi) are nonzero numbers defined by A2(a, b) = 2(a − b, a +
b)(b, β)−2, and γ, γ1, γ2, γ3 are defined in theorem 1.
Proof. Replacing a by 2a, and arguing as in the proof of (32), we obtain
I2(a, b) = 2 Re
⎛⎝z2(−a)
⎛⎝ ∑
c∈(P (a,b)∩Q)\aR
〈2a − c, c〉
(〈c, β〉)2 z(2a − c)z(c)
⎞⎠⎞⎠ . (36)
In (36) replacing c by a+c and taking into account that 〈a, β〉 = 0, we obtain the invariant
I2(a, b) = 2 Re
⎛⎝z2(−a)
⎛⎝ ∑
c∈(P (a,b)∩Q)\aR
〈a + c, a − c〉
(〈c, β〉)2 z(a + c)z(a − c)
⎞⎠⎞⎠ . (37)
Now using this, we obtain the invariants (34) and (35) as follows. First let us consider (34).
Let a = γi, and b = γj . Then,
(P (a, b) ∩ Q)\aR = {±γj ,±(γi − γj ),±(γi + γj )}.
On the other hand, if c = ±(γi − γj ), or c = ±(γi + γj ), then at least one of the vectors a−c
and a+c does not belong to Q. Therefore, the summation in (37) for this case is taken over
c ∈ {±γj } and hence (34) holds. By the third inequality in (6), we have A2(γi, γj ) = 0.
Now let us consider (35). Let a = γi and b = γ − γi . Then,
(P (a, b) ∩ Q)\aR = {±γ,±(γ − γi),±(γ − 2γi)}.
If c = γ, then c + a = γ + γi /∈ Q. If c = −γ, then c − a = −γ − γi /∈ Q. If c = γ − 2γi,
then c − a = γ − 3γi /∈ Q. If c = −(γ − 2γi), then c + a = −γ + 3γi /∈ Q. Therefore, the
summation in formula (37) for this case is taken over c ∈ {±(γ − γi)} and hence (35) holds.
Since γ = γi + γj + γk, it follows from the last inequality in (6) that A2(γi, γ − γi) = 0. 
3. Finding the potential from the invariants
In this section, we give an algorithm and formulas for finding all the Fourier coefficients z(a)
of the potential (3) from the invariants (25)–(28), (34) and (35). First, let us introduce some
notations. The number of elements of the set
{nγ1 + mγ2 + sγ3 : |n|  1, |m|  1, |s|  1}
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is (27), since the numbers n,m, s take three values −1, 0, 1 independently. The set Q(1, 1, 1)
(see (5)) is obtained from this set by eliminating the element (0, 0, 0), and hence consist of
26 elements. Moreover, if γ ∈ Q(1, 1, 1), then −γ ∈ Q(1, 1, 1) and γ = −γ . Hence, the
elements of Q(1, 1, 1) can be denoted by γ1, γ2, . . . , γ13 and −γ1,−γ2, . . . ,−γ13. Let us
denote the elements γ1, γ2, . . . , γ13 as following: γ1, γ2, γ3 be a basis of  satisfying (6) and
γ4 = γ2 + γ3, γ5 = γ1 + γ3, γ6 = γ1 + γ2, γ7 = γ1 + γ2 + γ3,
γ8 = γ1 − γ2, γ9 = γ1 − γ3, γ10 = γ2 − γ3 (38)
γ11 = γ2 + γ3 − γ1, γ12 = γ1 + γ3 − γ2, γ13 = γ1 + γ2 − γ3.
Introduce the notations
z(γj ) = aj + ibj = rj eiαj , (39)
where aj ∈ R, bj ∈ R, rj = |z(γj )| ∈ (0,∞), and αj = α(γj ) = arg(z(γj )) ∈ [0, 2π)
for i = 1, 2, . . . , 13. Since the modulus rj of the Fourier coefficients z(γj ) is known due to
(20), we need to know the values of the arguments αj of z(γj ). For this, we use the following
conditions on the arguments α1, α2, . . . , α7:
α7 − α1 − α2 − α3 = πk, α7 − αs+3 − αs = πk, αm+3 − αj+3 + αm − αj = πk,
α4 − α2 − α3 = π2 k, α5 − α1 − α3 =
π
2
k, α6 − α1 − α2 = π2 k, (40)
α4 + α5 − α1 − α2 − 2α3 = πk, α4 + α6 − α1 − α3 − 2α2 = πk,
α5 + α6 − α2 − α3 − 2α1 = πk,
where s = 1, 2, 3; k ∈ Z and m, j are integers satisfying 1  m < j  3. In this section,
we give an algorithm for the unique (modulo (2)) determination of the potentials q of the
form (3) satisfying (40) from the invariants (15)–(17). In the following remark, we consider
geometrically the set of all potentials of the form (3) satisfying (40).
Remark 1. Since z(γ ) = z(−γ ), there exists one to one correspondence between the
trigonometric polynomials of the form (3) and the vectors (r1, α1, r2, α2, . . . , r13, α13) of the
subset
S =: (0,∞)13 ⊗ [0, 2π)13
of the space R26. We use conditions (40) as restrictions on the potential (3) and hence on
the set S. Denote by S ′ the subset of S corresponding to the set of the potential (3) satisfying
conditions (40). Conditions (40) means that we eliminate from the subset
D =: {(α1, α2, . . . , α7) : α1 ∈ [0, 2π), α1 ∈ [0, 2π), α2 ∈ [0, 2π), . . . , α7 ∈ [0, 2π)}
of R7 the following six-dimensional hyperplanes:
{α7 − α1 − α2 − α3 = πk}, {α7 − αs+3 − αs = πk}, {αm+3 − αj+3 + αm − αj = πk},{
α4 − α2 − α3 = π2 k
}
,
{
α5 − α1 − α3 = π2 k
}
,
{
α6 − α1 − α2 = π2 k
}
,
{α4 + α5 − α1 − α2 − 2α3 = πk}, {α4 + α6 − α1 − α3 − 2α2 = πk},
{α5 + α6 − α2 − α3 − 2α1 = πk}
of R7 = {(α1, α2, . . . , α7)}, where s = 1, 2, 3; k ∈ Z and m, j are integers satisfying
1  m < j  3. In this notation, we have
S = (0,∞)13 ⊗ [0, 2π)6 ⊗ D, S ′ = (0,∞)13 ⊗ [0, 2π)6 ⊗ D′,
where D′ is obtained from D by eliminating the above six-dimensional hyperplanes. It is clear
that the 26-dimensional measure of the set S\S ′ is zero. Since the main result (theorem 4) of
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this section is concerned with the potentials corresponding to the set S ′, we investigate almost
all the potentials of the form (3).
Since the operators L(q(x − τ)) for τ ∈ F have the same Bloch eigenvalues, we may fix
τ , that is, take one of the functions q(x − τ), which determines three of the arguments.
Theorem 3. There exists a unique value of τ ∈ F such that the following conditions hold:
α(τ, γ1) = α(τ, γ2) = α(τ, γ3) = 0, (41)
where {γ1, γ2, γ3} is a basis of the lattice  and α(τ, γ ) = arg(q(x − τ), ei〈γ,x〉).
Proof. Let ω1, ω2, ω3 be a basis of  satisfying
〈γi, ωj 〉 = 2πδi,j (42)
and F = {c1ω1 + c2ω2 + c3ω3 : ck ∈ [0, 1), k = 1, 2, 3} be a fundamental domain R3/ of
. If τ ∈ F, then we have τ = c1ω1 + c2ω2 + c3ω3. Therefore, using the notations of (3), (4)
and (41), one can readily see that
α(τ, γ ) = arg(q(x − τ), ei〈γ,x−τ 〉 ei〈γ,τ 〉) = α(γ ) − 〈γ, τ 〉. (43)
This with (42) yields α(τ, γk) = α(γk) − 2πck which means that (41) is equivalent to
2πck = α(γk), where α(γk) ∈ [0, 2π), 2πck ∈ [0, 2π) and k = 1, 2, 3. Thus, there exists a
unique value of τ = c1ω1 + c2ω2 + c3ω3 ∈ F satisfying (41). 
By theorem 3 and equation (4), without loss of generality, it can be assumed that
α1 = α2 = α3 = 0, z(γi) = ai > 0, ∀ i = 1, 2, 3. (44)
Using (43), one can easily verify that the expressions on the left-hand side of the inequalities in
(40) do not depend on τ . Therefore, using assumption (44) one can readily see that condition
(40) has the form
α7 = πk, αj = π2 k, α7 − αj = πk, αm ± αj = πk, (45)
where k ∈ Z; j = 4, 5, 6; m = 4, 5, 6 and m = j . Using the notation of (39) and taking into
account that rj rm sin(αj ± αm) = bjam ± bmaj , rj rm = 0 (see (4)), we see that (45) can be
written in the form
b7 = 0, ajbj = 0, b7aj − a7bj = 0, bjam ± bmaj = 0, (45.1)
where j = 4, 5, 6; m = 4, 5, 6; and m = j.
The equality (q(−x), ei〈a,x〉) = (q(x), ei〈a,x〉) shows that the imaginary part of the Fourier
coefficients of q(x) and q(−x) take the opposite values. Therefore, taking into account the
first inequality of (45.1), for fixing the inversion q(x) −→ q(−x), in the set of potentials of
the form (3) satisfying (40), we assume that
b7 > 0. (46)
Now using (44), (45.1), (46) and the invariants (20), (25)–(28), (34), (35), we give an
algorithm for finding the Fourier coefficients z(a) for all a ∈ Q. Let us emphasize the main
points of the reconstruction algorithm and the relevant data for this algorithm. By (20), |z(a)|
for a ∈ Q(1, 1, 1) is an invariant. Since the first multiplicands A1(a, b) and A2(a, b) on the
right-hand side of the invariants (25)–(28) and (34), (35) are the known nonzero numbers (see
10
J. Phys. A: Math. Theor. 44 (2011) 155202 O A Veliev
theorems 1 and 2), we can also use the second multiplicands of them as invariants too. Namely,
we use the following 24 invariants, denoted by s1, s2, . . . , s24, as relevant data:
si = |z(γi)|, s4 = |z(γ2 + γ3)|, s5 = |z(γ1 + γ3)|, s6 = |z(γ1 + γ2)|
s7 = Re(z(−γ1 − γ2)z(γ1)z(γ2)), s8 = Re(z(−γ1 − γ3)z(γ1)z(γ3)),
s9 = Re(z(−γ2 − γ3)z(γ2)z(γ3)), s9+ı = Re(z(−γ )z(γ − γi)z(γi)),
s12+i = Re(z(γ − 2γi)z(γi − γ )z(γi)), s15+i = Re(z2(−γi)z(γ )z(2γi − γ )),
s19 = Re(z2(−γ1)z(γ1 + γ2)z(γ1 − γ2)), s20 = Re(z2(−γ2)z(γ2 + γ1)z(γ2 − γ1)),
s21 = Re(z2(−γ1)z(γ1 + γ3)z(γ1 − γ3)), s22 = Re(z2(−γ3)z(γ3 + γ1)z(γ3 − γ1)),
s23 = Re(z2(−γ2)z(γ2 + γ3)z(γ2 − γ3)), s24 = Re(z2(−γ3)z(γ3 + γ2)z(γ3 − γ2)),
(47)
where i = 1, 2, 3, γ = γ1 + γ2 + γ3, the invariants sk are obtained from (20), (25), (27), (28),
(35) and (34) for k = 1, 2, . . . 6, k = 7, 8, 9, k = 10, 11, 12, k = 13, 14, 15, k = 16, 17, 18
and k = 19, 20, . . . , 24, respectively. The main points of the reconstruction is the following.
It follows from the definition of s1, s2, s3 (see the first row of (47)) and from (44) that
z(γi) = si > 0, ∀ i = 1, 2, 3. (F1)
Thus, the Fourier coefficients z(γ1), z(γ2) and z(γ3) are expressed in terms of s1, s2 and s3
respectively. In the following theorem, using (F1) and the invariants s4, s5, . . . , s24, we find
formulas (F2)–(F10) that express all the other Fourier coefficients in terms of the invariants
s1, s2, . . . , s24.
Theorem 4. The invariants (47) determine constructively and uniquely, modulo inversion and
translation (2), all the potentials of the form (3) satisfying (40).
Proof. To determine the potential (3), we find all the Fourier coefficients step by step by using
the invariants (47).
Step 1. In this step using the invariants s4, s5, . . . , s9 and relations (F1), (45.1) and (46), we
find
z(γ1 + γ2), z(γ1 + γ3), z(γ2 + γ3), z(γ1 + γ2 + γ3). (48)
The invariants s7, s8, s9 and formula (F1) give the real parts a4, a5, a6 (see (39)) of the Fourier
coefficients z(γ2 + γ3), z(γ1 + γ3), z(γ1 + γ2):
a4 = s9
s2s3
, a5 = s8
s1s3
, a6 = s7
s1s2
. (F2)
Then, using the invariants s4, s5, s6, we find the absolute values of the imaginary parts of these
Fourier coefficients. Thus, due to the notations of (38) and (39), we have
z(γ2 + γ3) = a4 + it4|b4|, z(γ1 + γ3) = a5 + it5|b5|, z(γ1 + γ2) = a6 + it6|b6|,
(49)
where |bm| for m = 4, 5, 6 are the known real numbers and tm is the sign of bm, that is, either
−1 or 1. To determine t4, t5, t6, we use the invariants s9+i for i = 1, 2, 3 (see (47)). Using
(F1), the invariant s10, which is s9+i for i = 1, the obvious relations z(a) = z(−a), and the
notations γ = γ1 + γ2 + γ3 = γ7, z(γj ) = aj + ibj (see (38), (39)), we obtain the equation
a4a7 + t4|b4|b7 = s10
s1
(50)
11
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with respect to the unknowns a7 and b7. In the same way, from the invariant s9+i for i = 2, 3,
we obtain
a5a7 + t5|b5|b7 = s11
s2
, (51)
a6a7 + t6|b6|b7 = s12
s3
. (52)
By (45.1), t5|b5|a4 − t4|b4|a5 = 0, t6|b6|a4 − t4|b4|a6 = 0, and t6|b6|a5 − t5|b5|a6 = 0.
Therefore, finding b7 from the systems of equations generated by pairs {(50), (51)}, {(50),
(52)}, {(51), (52)}, and taking into account (46), we obtain the inequalities
a4
s11
s2
− a5 s10s1
t5|b5|a4 − t4|b4|a5 > 0,
a4
s12
s3
− a6 s10s1
t6|b6|a4 − t4|b4|a6 > 0,
a5
s12
s3
− a6 s11s2
t6|b6|a5 − t5|b5|a6 > 0,
(53)
respectively. Now we prove that relations (50)–(53) determines uniquely the unknowns
a7,b7, t4, t5, t6. Suppose in contrast that there exists two different solutions (a7, b7, t4, t5, t6)
and (a′7,b′7, t ′4, t ′5, t ′6) of (50)–(53). Clearly, if two components of the triple (t ′4, t ′5, t ′6) take
the opposite values of the corresponding components of the triple (t4, t5, t6), then all the
inequalities in (53) do not hold simultaneously. Therefore, at least, two components of
(t ′4, t
′
5, t
′
6) must be the same with the corresponding two components of (t4, t5, t6). It can be
assumed, without loss of generality, that t ′4 = t4 and t ′5 = t5. Then, it follows from the system
of equations (50) and (51) that a′7 = a7, b′7 = b7. Since b6b7 = 0 due to (45.1), it follows from
(52) that t ′6 = t6. Thus, without loss of generality, we can assume that b4 > 0, b5 > 0, b6 > 0,
that is, t4 = t5 = t6 = 1. Then, the Fourier coefficients in (48) can be determined from
(50)–(53). Namely, by (38) and (39), we have
z(γ2 + γ3) = a4 + ib4, z(γ1 + γ3) = a5 + ib5, z(γ1 + γ2) = a6 + ib6, (54)
z(γ1 + γ2 + γ3) = a7 + ib7, (55)
where, it follows from the invariants s4, s5, s6 and (F2) that
b4 =
√
(s2s3s4)2 − s29
s2s3
> 0, b5 =
√
(s1s3s5)2 − s28
s1s3
> 0, b6 =
√
(s1s2s6)2 − s27
s1s2
> 0
(F3)
and from (50) and (51) that
a7 =
b4
s11
s2
− b5 s10s1
b5a4 − b4a5 , b7 =
a4
s11
s2
− a5 s10s1
b5a4 − b4a5 . (F4)
Step 2.In this step using the invariants s19, s20, . . . , s24, and (45.1), we find
z(γ1 − γ2), z(γ1 − γ3), z(γ2 − γ3). (56)
From s19 and the equalities z(−γ1) = z(γ1) = s1 (see (F1)), z(γ1 + γ2) = a6 + ib6,
z(γ1 − γ2) = a8 + ib8 (see (38), (39)), we obtain an equation
a6a8 − b6b8 = s−21 s19, (57)
with respect to the unknowns a8 and b8, since a6 and b6 are known due to (F2) and (F3). From
s20, in the same way, we obtain
a6a8 + b6b8 = s−22 s20. (58)
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Since a6b6 = 0 due to (45.1), from (57) and (58), we find a8 and b8:
a8 = s
−2
1 s19 + s
−2
2 s20
2a6
, b8 = s
−2
2 s20 − s−21 s19
2b6
. (F5)
Now instead of the pair {s19, s20} using the pair {s21, s22}, we obtain
a9 = s
−2
1 s21 + s
−2
3 s22
2a5
, b9 = s
−2
3 s22 − s−21 s21
2b5
, (F6)
where z(γ1 − γ3) = a9 + ib9 (see (38), (39)) and then using the pair {s23, s24} we obtain
a10 = s
−2
2 s23 + s
−2
3 s24
2a4
, b10 = s
−2
3 s24 − s−22 s23
2b4
, (F7)
where z(γ2 − γ3) = a10 + ib10 (see (38), (39)).
Step 3.In this step using the invariants s12+i and s15+i for i = 1, 2, 3, we find
z(γ2 + γ3 − γ1), z(γ1 + γ3 − γ2), z(γ1 + γ2 − γ3). (59)
Using s12+i and s15+i for i = 1 and taking into account that γ = γ1 + γ2 + γ3, z(a) = z(−a),
z(γ2 + γ3 − γ1) = a11 + ib11 (see (38), (39)), we obtain the equations
a4a11 + b4b11 = s−11 s13, (60)
a7a11 + b7b11 = s−21 s16 (61)
with respect to the unknowns a11 and b11, where a4, b4 and a7, b7 are defined by (F2), (F3)
and (F4). Since a4b7 − b4a7 = 0, due to (45.1), from these systems of equations we obtain
a11 = b4s
−2
1 s16 − b7s−11 s13
a4b7 − b4a7 , b11 =
a4s
−2
1 s16 − a7s−11 s13
a4b7 − b4a7 . (F8)
In the same way, using s12+i , s15+i for i = 2 and for i = 3, we find the following formulas for
z(γ1 + γ3 − γ2) = a12 + ib12 and z(γ1 + γ2 − γ3) = a13 + ib13 :
a12 = b5s
−2
2 s16 − b7s−12 s13
a5b7 − b5a7 , b12 =
a5s
−2
2 s16 − a7s−12 s13
a5b7 − b5a7 , (F9)
a13 = b6s
−2
3 s16 − b7s−13 s13
a6b7 − b6a7 , b13 =
a6s
−2
3 s16 − a7s−13 s13
a6b7 − b6a7 . (F10)
The theorem is proved. 
Formulas (F1)–(F10) shows that conditions (45.1) can be written in terms of the
spectral invariants s1, s2, . . . , s24. Using the notations p = s1s2s3, p1 =
√
(s2s3s4)2 − s29 ,
p2 =
√
(s1s3s5)2 − s28 , p3 =
√
(s1s2s6)2 − s27 , one can easily verify that
a3+i = s10−i si
p
, b3+i = pisi
p
and the relations b7 = 0, b7aj − a7bj = 0 for j = 4, 5, 6 are equivalent to
s21s9s11 − s22s8s10 = 0,
(
s21s9s11 − s22s8s10
)
s10−i −
(
s21s11p1 − s22s10p2
)
pi = 0
for i = 1, 2, 3 (see (F2) and (F3)). Therefore, (45.1), in terms of the invariants, has the form
s21s9s11 − s22s8s10 = 0, sis10−ipi = 0,(
s21s9s11 − s22s8s10
)
s10−i −
(
s21s11p1 − s22s10p2
)
pi = 0, s10−kpi ± pks10−i = 0,
(45.2)
where i = 1, 2, 3; k = 1, 2, 3; and k = i. Thus, from theorem 4 we obtain the following.
Corollary 1. If the spectral invariants s1, s2, . . . , s24 of L(q), where q is a potential of the
form (3), are given and satisfy (45.2), then one can determine the potential q constructively
and uniquely, modulo (2), by formulas (F1)–(F10).
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4. On the stability of the algorithm
We determine constructively the potential from the Bloch eigenvalues in two steps. In the first
step, we have determined the invariants from the Bloch eigenvalues in [10]. In the second
step, we found the potential from the invariants in section 3 of this paper. In this section, we
consider the stability of the problems studied in both steps.
First, using the asymptotic formulas (13), (19) and (4) of [10], denoted here as (13[10]),
(19[10]) and (4[10]), we consider the stability of the invariants (15)–(17) with respect to
the errors in the Bloch eigenvalues for the potential of the form (3). For this let us recall
the formulas of [10] that will be used here. In [10], the spectral invariants are expressed by
the Bloch eigenvalues of the Schro¨dinger operator L(qδ) with the directional potential qδ(x)
(see (11)), where δ is a visible element of . The function qδ depends only on one variable
s = 〈δ, x〉 and can be written as
qδ(x) = Qδ(〈δ, x〉), where Qδ(s) =
∑
n∈Z
z(nδ) eins, (62)
that is, Qa(s) is obtained from the right-hand side of (11) by replacing 〈a, x〉 with s. The Bloch
eigenvalues and the Bloch functions of the operator L(qδ) are
λj,β(v, τ ) = |β + τ |2 + μj(v), j,β(x) = ei〈β+τ,x〉ϕj,v(s),
where β ∈ δ, τ ∈ Fδ =: Hδ/δ, j ∈ Z, v ∈ [0, 1), μj (v) and ϕj,v(s) are the eigenvalues
and eigenfunctions of the operator Tv(Qδ) generated by the boundary value problem:
−|δ|2y ′′(s) + Qδ(s)y(s) = μy(s), y(2π) = ei2πvy(0), y ′(2π) = ei2πvy ′(0).
In [10], we constructed a set of eigenvalue, denoted by 	j,β(v, τ ), of Lt(q) satisfying
	j,β(v, τ ) = |β + τ |2 + μj(v) + 14
∫
F
|fδ,β+τ |2|ϕj,v|2 dx + O(ρ−3a+2α1 ln ρ), (13[10])
where β ∼ ρ, j = O(ρα1), α1 = 3α, a = 406α, α = 1432 , −3a + 2α1 = − 10136 and
fδ,β+τ (x) =
∑
γ :γ∈Q(1,1,1)\δR
γ
〈β + τ, γ 〉z(γ ) e
i〈γ,x〉. (63)
We say that a(ρ) is of order b(ρ) and write a(ρ) ∼ b(ρ) if there exist positive constants c1
and c2 such that c1|b(ρ)| < |a(ρ)| < c2|b(ρ)| for ρ  1. To consider the stability of the
invariants (15)–(17) with respect to the errors in the band functions, we use (13[10]) and the
following asymptotic decomposition of μj(v) and
∣∣ϕj,v(s)∣∣2:
μj(v) = |jδ|2 + c1
j
+
c1
j 2
+ · · · + cn
jn
+ O
(
1
jn+1
)
, (AD1)
|ϕj,v(s)|2 = A0 + A1(s)
j
+
A2(s)
j 2
+ · · · + An(s)
jn
+ O
(
1
jn+1
)
, (AD2)
where
c1 = c2 = 0, c3 = 116π |δ|3
∫ 2π
0
|Qδ(t)|2 dt (64)
(see [7] and [1]). In [10], we proved that if qδ(x) has the form (12), then
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A0 = 1, A1 = 0, A2 = Q
δ(s)
2
+ B1|z(δ)|2, A3 = B2Qδ(s) + B3|z(δ)|2,
A4 = B4Qδ(s) + B5((z(δ))2 ei2〈δ,x〉 + (z(−δ))2 e−i2〈δ,x〉) + B6,
(19[10])
where B1, B2, . . . , B6 are the known constants.
Theorem 5. Let q(x) be the potential of the form (3), satisfying (40). If the Bloch eigenvalues
of order ρ2 of L(q) are given with accuracy O(ρ− 10136 ln ρ), then one can determine the spectral
invariants (15)–(17), constructively and uniquely, with accuracy O(ρ− 97108 ln ρ).
Proof. First, using the asymptotic formula (13[10]), we write explicitly the asymptotic
expression of the invariants
μj(v), J (δ, b, j, v) =
∫
F
|qδ,b(x)ϕj,v(〈δ, x〉)|2 dx (4[10])
determined constructively in [10], where υ ∈ (0, 12)∪ ( 12 , 1), j ∈ Z, qδ,b(x) is defined in (14),
δ ∈ Q(1, 1, 1), and b is a visible element of δ, in terms of the Bloch eigenvalues with an
estimate of the remainder term. Let s1b1, s2b2, . . . , smbm be the projections of the vectors of
the set Q(1, 1, 1)\δR onto the plane Hδ, where si ∈ R and bi ∈ δ (see 24). If bi ∈ bjR,
where i > j, then we do not include bi to the list of projections, that is, b1, b2, . . . , bm are
pairwise linearly independent. Consider the planes P(δ, bk) for k = 1, 2, . . . , m. It is clear
that the set Q(1, 1, 1)\δR is the union of the pairwise disjoint sets P(δ, bk) ∩ (Q\δR) for
k = 1, 2, . . . , m. To find the spectral invariants (4[10]), we write fδ,β+τ (x) (see (63)) in the
form
fδ,β+τ (x) =
m∑
k=1
Fδ,bk,β+τ (x), (65)
where
Fδ,bk,β+τ (x) =
∑
γ :γ∈P(δ,bk)∩(Q\δR)
γ
〈β + τ, γ 〉z(γ ) e
i〈γ,x〉. (66)
Clearly, if γ ∈ P(δ, bk)\δR and γ ′ ∈ P(δ, bl)\δR for l = k, then γ ′ + γ /∈ δR. Therefore,
taking into account that ϕj,v(〈δ, x〉) is a function of 〈δ, x〉, we obtain∫
F
〈Fδ,bk,β+τ (x), Fδ,bl ,β+τ (x)〉|ϕj,v(〈δ, x〉)|2dx = 0, ∀ l = k.
This with (65) implies that∫
F
|fδ,β+τ |2|ϕj,v|2 dx =
m∑
k=1
∫
F
|Fδ,bk,β+τ |2|ϕj,v|2 dx. (67)
In [10] (see (58) of [10]), we proved that for each b0 ∈ δ there exists β0 + τ such that
|β0 + τ | ∼ ρ, 13ρa < |〈β0 + τ, b0〉| < 3ρa,
and 	j,β0(v, τ ) satisfies (13[10]). Since bk ∈ δ, there exist βk + τ such that
1
3ρ
a < |〈βk + τ, bk〉| < 3ρa (68)
and 	j,β0(v, τ ) satisfies (13[10]). From (68) we see that cos θk,k = O(ρa−1) = o(1), where
θs,k is the angle between βs + τ and bk. Therefore, cos θs,k ∼ 1 for s = k and hence
〈βs + τ, bk〉 ∼ ρ (69)
for all s = k. If b0 /∈ b1R ∪ b2R ∪ · · · ∪ bmR, then (69) holds for k = 0 and s =
1, 2, . . . , m.
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Now substituting the orthogonal decomposition |δ|−2〈γ, δ〉δ + |bk|−2〈γ, bk〉bk of γ for
γ ∈ P(δ, bk) ∩ (Q\δR) into the denominator of the fraction in (66), and taking into account
that β + τ ∈ Hδ, 〈β + τ, δ〉 = 0, we obtain
Fδ,bk,β+τ (x) =
|bk|2
〈β + τ, bk〉qδ,bk (x),
where qδ,bk (x) is defined in (14). This with (4[10]) implies that∫
F
|Fδ,bk,β+τ |2|ϕj,v|2 dx =
|bk|4
(〈β + τ, bk〉)2 J (δ, bk, j, v). (70)
Substituting (67) and (70) into (13[10]) and then instead of β writing βs for s =
0, 1, . . . , m, we obtain the system of m + 1 equations:
μj(v) +
m∑
k=1
|bk|4
4(〈βs + τ, bk〉)2 J (δ, bk, j, v) = 	j,βs (v, τ ) + |βs + τ |
2 + O(ρ−3a+2α1 ln ρ), (71)
with respect to the unknowns μj(v), J (δ, b1, j, v), J (δ, b2, j, v), . . . , J (δ, bm, j, v). By (68)
and (69) the coefficient matrix of (71) is (ai,j ), where ai1 = 1 for i = 1, 2, . . . , m + 1 and
ak,k ∼ ρ−2a, as,k ∼ ρ−2, ∀ k > 1, ∀ s = k. (72)
Expanding the determinant  of the matrix (ai,j ), one can readily see that the highest order
term of this expansion is the product of the diagonal elements of the matrix (ai,j ) which is of
order ρ−2ma and the other terms of this expansions are O(ρ−2m). Therefore, we have
 ∼ ρ−2ma. (73)
Now we are going to use the fact that the right-hand side of (71) is determined with error
O(ρ−3a+2α1 ln ρ), if the Bloch eigenvalues of order ρ2 of L(q) are given with accuracy
O(ρ−3a+2α1 ln ρ). Let k, k,0 and k,1 be the determinant obtained from  by replacing sth
elements of the kth column by
	j,βs (v, τ ) + |βs + τ |2 + O(ρ−3a+2α1 ln ρ), 	j,βs (v, τ ) + |βs + τ |2)
and O(ρ−3a+2α1 ln ρ), respectively. One can easily see that
1 − 1,0 = 1,1 = O(ρ−2ma−3a+2α1 ln ρ),
k − k,0 = k,1 = O(ρ−2ma−a+2α1 ln ρ)
(74)
for k > 1. Therefore, solving the system (71) by Cramer’s rule and using (73) and (74), we
find μj(v) and J (δ, bk, j, v) with errors O(ρ−3a+2α1 ln ρ) and O(ρ−a+2α1 ln ρ), respectively.
Now using (AD1) for j ∼ ρα1 , where n is chosen so that jn+1 > ρ3a, and taking into
account that μj(v) is determined with error O(ρ−3a+2α1 ln ρ), we consider the invariant (15).
In (AD1) replacing j by kj, for k = 1, 2, . . . , n, we obtain the system of n equations
c1
jk
+
c2
(jk)2
+ · · · + cn
(jk)n
= μjk(v) + |jkδ|2 + O
(
1
jn+1
)
, (75)
with respect to the unknowns c1, c2, . . . , cn. The coefficient matrix of this system is (ai,k),
where ai,k = 1(j i)k for i, k = 1, 2, . . . , n. Therefore, the determinant of (ai,k) is
1
j
1
j 2
· · · 1
jn
1
n!
det(vi,k),
where vi,k = vk−1i , vi = 1i , that is, (vi,k) is the Vandermonde matrix and
det(vi,k) =
∏
1j<in
(
1
i
− 1
j
)
.
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Now solving the system (75) by Cramer’s rule and using the arguments used for solving (71),
we find c3 with an accuracy O(ρ−3a+5α1 ln ρ), since the elements of the third column is of
order ρ3α1 and the right-hand side of (75) is determined with error O(ρ−3a+2α1 ln ρ). Thus,
formula (64) gives the invariant (15) with error O(ρ−3a+5α1 ln ρ).
To consider the invariants (16) and (17), we use (AD2), where j ∼ ρα1 and n can be
chosen so that jn+1 > ρa . In (AD2) replacing j by kj, for k = 1, 2, . . . , n + 1, and using it in
J (δ, bs, j, v) (see (4[10])), we obtain the system of n + 1 equations:
J0(δ, bs) +
J1(δ, bs)
jk
+
J2(δ, bs)
(jk)2
+ · · · + Jn(δ, bs)
(jk)n
= J (δ, bs, j, v), (76)
with respect to the unknowns J0(δ, bs), J1(δ, bs), . . . , Jn(δ, bs), where
Jk(δ, bs) =
∫
F
|qδ,bs (x)|2Ak(〈δ, x〉) dx.
In the above we proved that the right-hand side of (76) is determined with errorO(ρ−a+2α1 ln ρ).
Therefore, instead of (75) using (76) and repeating the arguments used in the finding of c3, we
find J0(δ, bs), J1(δ, bs), . . . , J4(δ, bs)with accuracyO(ρ−a+6α1 ln ρ). Then using (19 [10]), we
determine the invariants (16) and (17) with the accuracy O(ρ−a+6α1 ln ρ), where a−6α1 = 97108

Proposition 3. Let q(x) be the potential of the form (3), satisfying (40). If the Bloch eigenvalues
of order ρ2 of L(q) are given with accuracy ε, where 1  ε  ρ− 15154 , then one can determine
the invariants (15)–(17), constructively and uniquely, with accuracy ρ 10354 o(ε).
Proof. Since O(ρ−3a+2α1 ln ρ) = o(ε) (see (13[10])), (71) can be written in the form
μj(v) +
m∑
k=1
|bk|4
4(〈βs + τ, bk〉)2 J (δ, bk, j, v) = 	j,βs (v, τ ) + |βs + τ |
2 + o(ε). (71.1)
Instead of (71) using (71.1), that is, instead of O(ρ−3a+2α1 ln ρ) using o(ε), and repeating
the arguments that were used in solving (71) we find μj(v) and J (δ, bk, j, v) with errors
o(ε) and o(ρ2aε), respectively. In the same way from (75) and (76) (everywhere instead
of O(ρ−3a+2α1 ln ρ) using o(ε), and repeating the arguments that were used in the proof
of theorem 5) we find the spectral invariants (15)–(17) with accuracy ρ2a+4α1o(ε), where
2a + 4α1 = 824432 = 10354 
Note that proposition 3 differs from theorem 5. In the former one, the error ε does not
depend on the order ρ2 of the given eigenvalues. We expect that this simplifies the real
applications.
Now using formulas (F1)–(F10) (see the proof of theorem 4), we prove that if the spectral
invariants s1, s2, . . . , s24 (see (47)) of L(q), where q is a potential of the form (3), are given and
satisfy (45.2), then one can determine the potential q constructively and uniquely, modulo (2),
with error (M + h)ε, where M is explicitly expressed by s1, s2, . . . , s24 and h → 0 as ε → 0.
To determine M, we introduce the following notations. By (39) the Fourier coefficients of (3)
are z(γj ) = aj + ibj , where, by formulas (F1)–(F10), aj and bj are explicitly expressed by
s1, s2, . . . , s24. Indeed, using (F2) and (F3) in (F4)–(F7), we write aj and bj for j = 7, 8, 9, 10
in terms of s1, s2, . . . , s24. Then, using (F2), (F3) and (F4) in (F8)–(F10), we write aj and bj for
j = 11, 12, 13 in terms of s1, s2, . . . , s24. Thus, aj and bj are the functions of s1, s2, . . . , s24:
aj = aj (s1, s2, . . . , s24), bj = bj (s1, s2, . . . , s24) for j = 1, 2, . . . , 13. Introduce the functions
fj (ε) = aj (s1 + ε, s2 + ε, . . . , s24 + ε), gj (ε) = bj (s1 + ε, s2 + ε, . . . , s24 + ε)
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and define M by
M = 2
∑
j=1,2,...,13
√(
dfj (0)
dε
)2
+
(
dgj (0)
dε
)2
.
Theorem 6. If the spectral invariants (47) of L(q), where q is a potential of the form (3), are
given with error ε and satisfy (45.2), then the potential q can be determined constructively
and uniquely, modulo (2), with error (M + h)ε in the C∞ metric, where ε  1 and h → 0 as
ε → 0.
Proof. (a) In section 3 (see corollary 1) we proved that if the invariants s1, s2, . . . , s24 satisfy
conditions (45.2), then one can determine the potential q. Due to the above notation, q has the
form
q(x) =
13∑
j=1
((fj (0) + igj (0)) ei〈γj ,x〉 + (fj (0) − igj (0)) ei〈−γj ,x〉).
Since the expressions in (45.2) continuously depend on the invariants s1, s2, . . . , s24, the
conditions on (45.2) hold if these invariants are replaced by s1 +ε, s2 +ε, . . . , s24 +ε for ε  1.
Therefore, by corollary 1 one can construct the potential
qε(x) =:
13∑
j=1
((fj (ε) + igj (ε)) e
i〈γj ,x〉 + (fj (ε) − igj (ε)) ei〈−γj ,x〉)
from the data s1 + ε, s2 + ε, . . . , s24 + ε. Thus, to prove the theorem, that is, to prove the
inequality supx |qε(x) − q(x)| < (M + h)ε, it is enough to show that
fj (ε) − fj (0) =
(
dfj (0)
dε
+ hj
)
ε, gj (ε) − gj (0) =
(
dgj (0)
dε
+ h˜j
)
ε (77)
for j = 1, 2, . . . , 13, where hj → 0 and h˜j → 0 as ε → 0. It follows from (F1) that (77)
holds for j = 1, 2, 3. To prove (77) for j > 3, we use the mean-value formulas
fj (ε) − fj (0) = dfj (εj )dε ε, gj (ε) − gj (0) =
dgj (ε˜j )
dε
ε,
where εj ∈ (0, ε), ε˜j ∈ (0, ε) and prove that
dfj (εj )
dε
= dfj (0)
dε
+ hj ,
dgj (ε˜j )
dε
= dgj (0)
dε
+ h˜j . (78)
Let us prove (78). It follows from (44) and (45.1) that the denominators of the fractions in
formulas (F2)–(F10) are nonzero numbers. Therefore, the denominators of the fractions taking
part in the expressions of fj (ε) and gj (ε) are nonzero numbers for ε  1. Moreover, by direct
calculations one can readily see that dfj (ε)dε and
dgj (ε)
dε are continuous functions at ε = 0. It
means that (78) holds and the theorem is proved. 
The consequence of theorems 5 and 6 is the following.
Corollary 2. Let q(x) be the potential of the form (3) satisfying (40). If the Bloch eigenvalues of
order ρ2 of L(q) are given with accuracy O(ρ− 10136 ln ρ), then one can determine the potential
q constructively and uniquely, modulo (2), with accuracy O(ρ− 97108 ln ρ).
The consequence of proposition 3 and theorem 6 is the following.
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Corollary 3. Let q(x) be the potential of the form (3) satisfying (40). If the Bloch eigenvalues
of order ρ2 of L(q) are given with accuracy ε, where 1  ε  ρ− 15154 , then one can determine
the potential q, constructively and uniquely, with error ρ 10354 o(ε) in the C∞ metric.
Proof. It follows from proposition 3 that the invariants (15)–(17) can be determined with
accuracyρ 10354 o(ε). Then, using (47) and taking into account that the first multiplicandsA1(a, b)
and A2(a, b) on the right-hand sides of the invariants (25)–(28) and (34), (35) are nonzero
constants of order 1, we conclude that the invariants s1, s2, . . . , s24 can be determined with
accuracy ρ 10354 o(ε). Therefore, the proof follows from theorem 6. 
5. Uniqueness theorems
First we consider the Hill operator H(p) generated in L2(R) by the expression l(q) =:
−y ′′(x) + p(x)y(x), when p(x) is a real-valued trigonometric polynomial
p(x) =
N∑
s=−N
ps e
2isx, p−s = ps, p0 = 0. (79)
Let the pair {λk,1, λk,2} denote, respectively, the kth eigenvalues of the operator generated
in L2[0, π ] by the expression l(q) and the periodic boundary conditions for k even and the
anti-periodic boundary conditions for k odd. It is well known that (see [1], theorem 4.2.4)
λ0,1 = λ0,2 < λ1,1  λ1,2 < λ2,1  λ2,2 < λ3,1  λ3,2 < · · · < λn,1  λn,2 < · · · .
The spectrum Spec(H(p)) of H(p) is the union of the intervals [λn−1,2, λn,1] for n = 1, 2, . . . .
The interval γn =: (λn,1, λn,2) is the nth gaps in the spectrum of H(p). Since the spectrum of
the operators H(p(x)) and (H(p(x + τ)), where τ ∈ (0, π), are the same, we may assume,
without loss of generality, that p−N = pN = μ > 0. We use the following formula obtained
in [5] (see theorem 2 in [5]) for the length |γn| of the gap γn:
|γn| = 4n
μ
(
μe2
8n2
) n
N
∣∣∣∣∣
N−1∑
k=0
Ak(n)
(
1 + O
(
ln n
n
))∣∣∣∣∣ , (80)
where
Ak(n) = exp
⎡⎣2inkπ
N
+ 2n
N−1∑
j=1
λj
((
1
2
μn−2
) 1
N
e2ikπ/N
)j⎤⎦ (81)
and λj algebraically depends on the Fourier coefficients of p(x).
From (81) one can readily see that
|Ak(n)| < exp(an1− 2N ), |Ak(n)| > exp(−an1− 2N ), ∀ k = 0, 1, . . . , (N − 1), (82)
where
a =
N−1∑
j=1
aj , aj = sup
k
∣∣∣∣∣∣Re(2λj
((
1
2
μ
) 1
N
e2ikπ/N
)j ∣∣∣∣∣∣ . (83)
This and (80) imply that
|γn| < 4n
μ
(
μ e2
8n2
) n
N
2N ean
1− 2
N
. (84)
Using (82)–(84) we prove the following.
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Theorem 7. Let p˜(x) be a real-valued trigonometric polynomial of the form
p˜(x) =
K∑
s=−K
p˜se
2isx, p˜−s = p˜s, p˜−K = p˜K = ν > 0.
If Spec(H(p)) = Spec(H(p˜)), then K = N, where p(x) is defined in (79).
Proof. Suppose K = N . Without loss of generality, it can be assumed that K < N . We
consider the following two cases.
Case 1. Assume that λj = 0 for all values of j . Then, from (81) for n = lN, l ∈ N we obtain
that Ak(n) = 1 for all k. Therefore, by (80), we have
|γn| = 4n
μ
(
μe2
8n2
)l
N
(
1 + O
(
ln n
n
))
, ∀n = lN. (85)
Applying (84) for the length |δn| of the nth gap δn in the Spec(H(p˜)), that is, replacing N and
μ by K and ν respectively and arguing as in the proof of (84), we see that there exist a positive
number b such that
|δn| < 4n
ν
(
νe2
8n2
) n
K
2K ebn
1− 2
K
. (86)
Since the fastest decreasing multiplicands of (85) and (86) are n−2l and n− 2nK respectively
and K < N, it follows from (85) and (86) for n = lN that |γlN | > |δlN | for l  1, which
contradicts the equality Spec(H(q)) = Spec(H(p˜)).
Case 2. Assume that λj = 0 for some values of j . Let us prove that the equalities
|γlN | = |δlN |, |γlN+1| = |δlN+1|, . . . , |γlN+N−1| = |δlN+N−1| (87)
for l  1 cannot be satisfied simultaneously. Suppose in contrast that all equalities in (87)
hold. Using (80), (86) and taking into account that(
ν e2
8n2
) lN+m
K
(
μ e2
8n2
)− lN+m
N
ebn
1− 2
K = O(n−αn)
for 0 < α < lN+m
K
− lN+m
N
, from (87) we obtain
N−1∑
k=0
Ak(lN + m)
(
1 + O
(
ln l
l
))
= O(l−αl), ∀ m = 0, 1, . . . (N − 1). (88)
Let us consider Ak(lN + m) in detail. It can be written in the form
Ak(lN + m) = exp
(
2imkπ
N
)
eck(lN+m), ck(lN + m) =
N−1∑
j=1
Mj(k)(lN + m)
1− 2j
N , (89)
where Mj(k) is a complex number. Using the mean value theorem, we obtain
ck(lN + m) − ck(lN) = m
N−1∑
j=1
Mj(k)(lN + θ(k))
− 2j
N = O(l− 2N ), (90)
where θ(k) ∈ [0,m] for all k. Now using (89), (90) and taking into account that
ez = 1 + O(z) as z → 0, we obtain
Ak(lN + m) = exp
(
2imkπ
N
)
Ak(lN)(1 + O(l−
2
N )). (91)
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Therefore, (88) has the form
N−1∑
k=0
exp
(
2imkπ
N
)
Ak(lN) (1 + o(1)) = O(l−αl), m = 0, 1, . . . (N − 1). (92)
Consider (92) as a system of equations with respect to the unknowns
A0(lN), A1(lN), . . . , AN−1(lN). Using the well-known formula for the determinant of
the Vandermonde matrix (vm,k), where vm,k = vkm, vm = exp
( 2imπ
N
)
, we see that the main
determinant of this system is
(1 + o(1)) det(e
2imkπ
N )N−1k,m=0 = (1 + o(1))
∏
0m<k(N−1)
(e
2ikπ
N − e 2imπN ).
Thus, solving (92) by Cramer’s rule we obtain Ak(lN) = O(l−αl), for k = 0, 1, . . . (N − 1),
which contradicts the second inequality in (82). The theorem is proved. 
Now using this theorem we prove a uniqueness theorem for the three-dimensional
Schro¨dinger operator. For this, first, we prove the following lemma.
Lemma 1. Let q˜(x) be an infinitely differentiable periodic potential of the form
q˜(x) =
∑
a∈Q(1,1,1)˜
qa(x), (93)
where
q˜a(x) =
∑
n∈Z˜
z(na) ein〈a,x〉, z˜(0) = 0 (94)
and z˜(na) =: (˜q(x), ein〈a,x〉) is the Fourier coefficients of q˜. If the equalities
z˜(nγi) = 0, z˜(nγj ) = 0, ∀ n ∈ Z\{−1, 1} (95)
hold, then
I˜1(γi + γj , γi) = A1(γi + γj , γi)Re(˜z(−γi − γj )˜z(γi )˜z(γj )), (25a)
I˜1(γi − γj , γi) = A1(γi − γj , γi)Re(˜z(−γi + γj )˜z(γi )˜z(−γj )), (26a)
I˜2(γi, γj ) = A2(γi, γj )Re(˜z(−γi))2˜z(γi + γj )˜z(γi − γj )) (34a)
for i = 1, 2, 3; j = 1, 2, 3; i = j, where γ1, γ2, γ3, A1(a, b) and A2(a, b) are defined in
theorems 1 and 2, respectively, I˜1(a, b) and I˜2(a, b) are the invariants (16) and (17) for the
operator L(˜q).
Proof. By the definition of I˜1(γi + γj , γi) (see (16) and (14)) we have
I˜1(γi + γj , γi) =
∫
F
|˜qγi+γj ,β(x)|2(˜q)γi+γj (x) dx, (96)
where β is defined by (24),
q˜γi+γj ,β(x) =
∑
c∈D
c
〈β, c〉 z˜(c) e
i〈c,x〉, (97)
and D = {c ∈ (P (γi, γj )∩)\(γi + γj )R : z˜(c) = 0}. It follows from (93) that if c ∈ D, then
c = ka, where k is an integer, and a belongs to the set P(γi, γj ) ∩ Q)\(γi + γj )R. Since this
set is {γi, γj ,−γi,−γj , γi − γj ,−(γi − γj )} and (95) holds, we have
D = {γi, γj ,−γi,−γj } ∪ {k(γi − γj ) : k ∈ Z}. (98)
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Therefore, repeating the proof of (32), we see that
I˜1(γi + γj , γi) = 2 Re
( ∞∑
n=1
z˜(−n(γi + γj ))
∑
c∈D
〈n(γi + γj ) − c, c〉
(〈c, β〉)2 z˜(n(γi + γj ) − c)˜z(c)
)
.
(99)
It follows from (98) that if n > 1 and c ∈ D, then n(γi +γj )−c /∈ D and z˜(n(γi +γj )−c) = 0.
Hence, from (99) we obtain
I˜1(γi + γj , γi) = 2 Re
(˜
z(−(γi + γj ))
∑
c∈D
〈(γi + γj ) − c, c〉
(〈c, β〉)2 z˜((γi + γj ) − c)˜z(c)
)
. (100)
Using this instead of (32) and repeating the proof of (25), we obtain (25a). In (25a) replacing
γj by −γj , we obtain (26a).
Now let us prove (34a). It follows from (95) that
(˜q)γi (x) = z˜(γi) ei〈γi ,x〉 + z˜(−γi) e−i〈γi ,x〉).
Therefore, I˜2(γi, γj ) has the form
I˜2(γi, γj ) =
∫
F
|˜qγi ,β(x)|2(((˜z(γi))2 ei2〈γi ,x〉 + (˜z(−γi))2 e−i2〈γi ,x〉) dx (101)
(see (17)), where β is defined by (24),
q˜γi ,β(x) =
∑
c∈E
c
〈β, c〉 z˜(c) e
i〈c,x〉, (102)
E = {c ∈ (P (γi, γj ) ∩ )\γiR : z˜(c) = 0}. Arguing as in the proofs of (98) and (99), we see
that
E = {γj ,−γj } ∪ {k(γi − γj ) : k ∈ Z} ∪ {n(γi + γj ) : n ∈ Z}. (103)
I˜2(γi, γj ) = 2 Re
(˜
z2(−γi)
∑
c∈E
〈γi + c, γi − c〉
(〈c, β〉)2 z˜(γi + c)˜z(γi − c)
)
. (104)
If c = k(γi − γj ), where k = 0, or c = n(γi + γj ), where n = 0, then at least one of the
vectors γi −c and γi +c does not have the form c = sa, where s ∈ Z, a ∈ P(γi, γj )∩Q)\γiR,
and hence by (93) we have z˜(γi + c)˜z(γi − c) = 0. Therefore, the summation in (104) is taken
over c ∈ {±γj } and (34a) holds. 
Now we prove a uniqueness theorem for the periodic, with respect to the lattice ,
potentials q(x) of C1(R3) subject to some constraints only on the directional potentials (see
(10), (11)) qγ1(x), qγ2(x) and qγ3(x), where {γ1, γ2, γ3} is a basis of  satisfying (6). Note
that the directional potential qa(x) is a function Qa(s) of one variable s =: 〈x, a〉 ∈ R, where
the function Qa(s) is obtained from the right-hand side of (11) by replacing 〈x, a〉 with s, that
is, Qa(〈x, a〉) = qa(x) (see (62)). Let V be the set of all periodic,with period 2π, functions
f ∈ C1(R) such that Spec (H(f )) = Spec (H(μ cos s)) for some positive μ. Denote by W
the set of all periodic, with respect to the lattice , functions q(x) of C1(R3) whose directional
potentials qγk (x) for k = 1, 2, 3 satisfy the conditions
Qγk ∈ (C1(R)\V ) ∪ T , ∀ k = 1, 2, 3, (105)
where T is the set of all trigonometric polynomial. Thus, we put condition only on the
directional potentials qγ1(x), qγ2(x) and qγ3(x). All the other directional potentials, that is,
qa(x) for all a ∈ S\{γ1, γ2, γ3}, where S is the set of all visible elements of , are arbitrary
continuously differentiable functions.
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Theorem 8. Let q be the potential of the form (3), satisfying (40). If q˜ ∈ W and the Bloch
eigenvalues of the operators L(q) and L(˜q) coincide, then q˜ is equal to q modulo (2).
Proof. Let q˜ be a function of W whose Bloch eigenvalues coincide with the Bloch eigenvalues
of q. By theorem 6.1 of [2] the Bloch eigenvalues of L(˜qa) coincide with the Bloch eigenvalues
of L(qa). It implies that the spectrum of H(Q˜a) coincides with the spectrum of H(Qa), where
Q˜a(〈x, a〉) = q˜a(x). Since the length of the nth gap in the spectrum ofH(Qa) satisfies (84), the
same inequality holds for the nth gap of H(Q˜a). It implies that q˜a is an infinitely differentiable
function for all visible elements a of  (see [7]). Thus, q˜(x) is an infinitely differentiable
function and due to [10] the operator L(˜q) has the invariants (15)–(17) denoted by I˜ (a),
I˜1(a, b), I˜2(a, b). Since the Bloch eigenvalues of L(q) and L(˜q) coincide, we have
Spec(H(Q˜a)) = Spec(H(Qa)), I˜ (a) = I (a), I˜1(a, b) = I1(a, β), I˜2(a, b) = I2(a, b) (106)
(see theorem 5 of [10]). We need to prove that q˜(x) ∈ {q(sx + τ) : τ ∈ F, s = ±1}. For this,
it is enough to show that there exist τ ∈ F, s ∈ {−1, 1} such that q˜(sx − τ) = q(x). The draft
scheme of the proof is as follows. In theorem 4, we proved that if q(x) has the form (3), then
its Fourier coefficients z(a) for a ∈ Q(1, 1, 1) can be defined uniquely, modulo (2), from the
invariants (25)–(28), (34) and (35). Here, we prove that if the band functions of the operators
L(q) and L(˜q) coincide, then q˜ has the form (3) and the operator L(˜q) has the spectral
invariants, denoted by (25a)–(28a), (34a), (35a) and obtained from formulas (25)–(28), (34),
(35) respectively by replacing everywhere z(a) with z˜(a). Then, using the arguments of the
proof of theorem 4 and fixing the inversion and translations (2), we prove that z˜(a) = z(a) for
a ∈ Q(1, 1, 1).
Since qa(x) = 0 for a ∈ S\Q(1, 1, 1), equality (15) and the second equality of (106)
imply that q˜ has the form (93). Now, to show that q˜(x) has the form (3), we prove that
z˜(na) = 0, ∀|n| > 1, a ∈ Q(1, 1, 1). (107)
By (44) we have Qγk (s) = ak cos s, where ak > 0 and k = 1, 2, 3. Therefore, by the first
equality of (106), Q˜γk ∈ V . On the other hand, we have Q˜γk ∈ (C1(R)\V ) ∪ T (see (105).
Thus, Q˜γk ∈ T . Then, it follows from theorem 7 that (107) holds for a ∈ {γ1, γ2, γ3}. Hence,
all the conditions of lemma 1 hold and we have formulas (25a), (26a) and (34a). Besides,
it follows from the second equality of (106) that|˜z(γi)| = |z(γi)|. By theorem 3 there exists
τ ∈ F such that
arg(˜q(x − τ), e−i〈γk,x〉) = 0, ∀ k = 1, 2, 3.
Without loss of generality, we denote q˜(x − τ) by q˜ and its Fourier coefficients by z˜(a). Thus,
z˜(γi) = z(γi) = ai > 0, ∀ i = 1, 2, 3. (108)
Therefore, (25), (26), (25a), (26a) and (106) imply that
Re(˜z(γi ± γj )) = Re(z(γi ± γj )). (109)
By using the obvious equalities (see (15) and the second equality of (106))
∞∑
n=1
2|˜z(n(γi ± γj ))|2 = I˜ (γi ± γj ) = I (γi ± γj ) = 2|z(γi ± γj )|2, (110)
we obtain
|Im(˜z(γi ± γj ))|  |Im(z(γi ± γj ))|. (111)
On the other hand, using (34), (34a), (108) and (106), we obtain
Re(˜z(γi + γj )˜z(γi − γj )) = Re(z(γi + γj )z(γi − γj )).
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This with (109) and (111) implies that
|Im(˜z(γi ± γj ))| = |Im(z(γi ± γj ))|. (112)
Thus, by (109) and (112), we have
|˜z(γi ± γj )| = |z(γi ± γj )|. (113)
Therefore, from (110) we see that (107) holds for a = γi ± γj . Hence, we have
z˜(n(γi ± γj ) = 0, z˜(nγm) = 0, ∀n ∈ Z\{−1, 1}, (114)
where i, j,m are different integers satisfying 1  i, j,m  3. Now instead of (95) using
(114), that is, instead γi and γj in (95) taking γi ± γj and γm, respectively, and repeating the
proof of lemma 1, we obtain that
I˜1(γ, γi) = A1(γ, γi)Re(˜z(−γ )˜z(γ − γi )˜z(γi)), (27a)
I˜1(2γi − γ, γi) = A1(2γi − γ, γi)Re(˜z(γ − 2γi )˜z(γi − γ )˜z(γi)), (28a)
I˜2(γi, γ − γi) = A2(γi, γj )Re(˜z(−γi))2˜z(γ )˜z(2γi − γ )) (35a)
for i = 1, 2, 3; i = j, where γ = γ1 + γ2 + γ3.
One can readily see that formulas (25a)–(28a), (34a), (35a) are obtained from formulas
(25)–(28), (34), (35), respectively, by replacing everywhere z(a) with z˜(a). Moreover, by
(108), (109) and (112), we have
a˜i = ai, ∀i = 1, 2, . . . , 6; b˜i = ±bi, ∀i = 4, 5, 6, (115)
where a˜i + ib˜i = z˜(γi). As in step 1 in the proof of theorem 4, using (27a) for i = 1, 2, 3 and
taking into account (115), we obtain the equations
a4a˜7 + t˜4|b4 |˜b7 = s10s−11 (50a)
a5a˜7 + t˜5|b5 |˜b7 = s11s−12 , (51a)
a6a˜7 + t˜6|b6 |˜b7 = s12s−13 , (52a)
where t˜m is the sign of b˜m, that is, either −1 or 1 and s1, s2, . . . , are the invariants defined
in (47). It follows from (45.1) that the main determinants of the systems of equations, with
respect to the unknowns a˜7, b˜7, generated by pairs (50a), (51a), (50a), (52a), (28a), (52a)
are not zero. Finding b˜7 from (50a), (51a) and taking into account (53), we see that b˜7 = 0.
Therefore, for fixing the inversion q˜(x) −→ q˜(−x), we assume that b˜7 > 0. Using this and
finding b˜7 from the systems generated by pairs (50a), (51a), (50a), (52a), (51a), (52a), we
obtain the inequalities
a4s11s
−1
2 − a5s10s−11
t˜5|b5|a4 − t˜4|b4|a5 > 0,
a4s12s
−1
3 − a6s10s−11
t˜6|b6|a4 − t˜4|b4|a6 > 0,
a5s12s
−1
3 − a6s11s−12
t˜6|b6|a5 − t˜5|b5|a6 > 0.
(53a)
One can readily see that relations (50a)–(53a) with respect to the unknowns a˜7, b˜7, t˜4, t˜5, t˜6
are obtained from (50)–(53) by replacing the unknowns a7, b7, t4, t5, t6 with a˜7, b˜7, t˜4, t˜5, t˜6.
Since we proved that (50)–(53) has a unique solution, we have a7 = a˜7, b7 = b˜7, t4 = t˜4,
t5 = t˜5, t6 = t˜6. This with (115) implies that
a˜i = ai, b˜i = bi, ∀ i = 1, 2, . . . , 7. (116)
In steps 2 and 3 of theorem 4 using the invariants (28), (34), (35) we have determined all
other Fourier coefficients of q provided that ai and bi for i = 1, 2, . . . , 7 are known. Since
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the invariants (28a), (34a), (35a) are obtained from the invariants (28), (34), (35) by replacing
everywhere ai and bi with a˜i and b˜i respectively, and (116) holds, we have
z˜(a) = z(a), ∀ a ∈ Q(1, 1, 1). (117)
This with equalities (15), (20), (106) and (94) implies that (107) holds for all a ∈ Q(1, 1, 1).
Therefore, it follows from (93), (107) and (117) that q˜(x) = q(x). 
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