I. INTRODUCTION

D
IRECT torque and flux control, commercially known as DTC, is widely adopted for ac motor drives due to its fast dynamic characteristics and robust implementation. The direct control of the flux linkage vector amplitude and phase facilitates the exploitation of the inverter voltage and current limits in the flux-weakening speed region [1] , [2] , [22] . The ease of implementation of DTC and the insensitiveness to the parameters of the controlled machine are precious for flux-weakening operation and related applications.
The direct flux vector control (DFVC) combines the features of the DTC with the ones of current vector controller: constant switching frequency and straightforward limitation of the current amplitude [3] . The closed-loop controlled variables are the amplitude of the stator flux linkage and the current component in quadrature with the flux vector. These two are combined to obtain direct flux and torque control. So far, two proportional-integral (PI) regulators were used for the two control loops. A third PI regulator handles the maximum torque per The authors are with the Department of Energy, Politecnico di Torino, 10129 Turin, Italy (e-mail: barbaraboazzo@polito.it; gianmario.pellegrino@polito.it).
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voltage (MTPV) limit [3] . This paper presents a model-based version of the DFVC where the PI regulators are replaced by closed-form equations producing the inverter voltage reference values from the torque and flux linkage amplitude set points and feedbacks. The proposed approach has three main advantages: 1) no need for PI calibration; 2) the MTPV limit handled via a simple saturation block; and 3) the dynamic response of closedloop control is invariant with the torque and speed operating point (whereas PI regulators would require gain adaptation throughout the torque-speed domain [18] ). A review of the principles of predictive controllers and DFVC is first reported. Then, the novel algorithm is introduced and its key blocks described mathematically and commented. The key enabling technology for the proposed control algorithm is the predictive current and flux linkage observer. It is known that the delay of actuation of the digital controller can produce chattery responses, in model-based control. Hence, the observer performs one-step-ahead extrapolation of the system states and controlled variables to compensate for such delay [4] . The tests presented in this paper refer to a permanent-magnet (PM)-assisted synchronous reluctance (PMASR) motor drive, purposely chosen for its extremely nonlinear magnetic behavior. Within the class of PM synchronous machines, this machine can be considered as the most challenging example of nonlinear magnetic model. Therefore, the predictive flux and current observer incorporates real-time reevaluation of the dq apparent inductances at every sampling time. However, machines with simpler magnetic models can be controlled with this algorithm, as a subcase of the presented machine example. Simulation and experimental results are reported, including performance comparison with two state-of-the-art control techniques: current vector control (CVC) [5] and PI-based DFVC [3] .
The original contributions of this paper are as follows: 1) the load angle error is expressed explicitly, via a closed-form equation; 2) the control algorithm has the machine parameters segregated in a single block in nonmanipulated form, for the sake of minimum tuning and commissioning effort; and 3) the torque reversal of highly salient machines is first analyzed. Depending on the machine type, torque reversal can become critical when the flux vector is directly controlled.
II. BASICS OF THE PROPOSED CONTROL
The stator flux coordinates d s q s are defined in Fig. 1 See http://www.ieee.org/publications_standards/publications/rights/index.html for more information. position θ, and the angular frequency ω. The rotor reference dq is also used throughout this paper, when dealing with the magnetic model of the machine.
A. Digital Implementation and Predictive Observer
The model-based control algorithm takes advantage of the inverse model of the electrical machine, to relate the control errors to the output voltage commands via explicit equations. The technical challenges associated with the design of such control are the nonlinear magnetic model, common to all saturated or salient PM machines, and the one-step delay of actuation introduced by the digital controller.
This implementation is based on space vector modulation at constant switching frequency, and the sampling period coincides with the switching period of the modulation. Fig. 2 provides graphical representation of the sequence of events during consecutive sample instants and serves as an introduction of the notations adopted in the remainder of this paper. The real-time digital controller samples the measured quantities at fixed time instants, t k being the present one. The notation (k − 1) indicates the past value t k−1 = t k − T s . The voltage command reference v * (k) is evaluated after the sampling at t k and executed at time t k+1 = t k + T s . The reference at k turns into the actual voltage at k + 1, i.e., v * (k) = v(k + 1) and is active between t k+1 and t k+2 .
Variables with a "hat" in Fig. 2 are observed quantities. When the hat is associated to k + 1, it means that the observed quantity is also predicted at execution time k + 1. The literature [4] , [6] , [7] points out that the extrapolation of the machine states at one step ahead is useful for the correct evaluation of the reference voltages and to avoid chattery response [8] , [9] . Thus, the digital controller processes data available at sampling time t k to extrapolate the machine states at execution time t k+1 . This task is fulfilled by the "Predictive Observer" block, described later in this paper.
Going back to Fig. 2 , it must be noticed that the flux linkage and current references (" * " superscript) are reached after two sampling periods, e.g., λ * (k) = λ(k + 2). One-step delay accounts for time from sampling to execution (k to k + 1), and the second is the one needed to complete the execution of the voltage command (commands are latched from k + 1 to k + 2). This is to say that dead-beat control has an execution delay of two beats. For large step variations of the torque and flux linkage reference, the time to target grows further, due to the finite volt-seconds supplied by the power converter in one sampling period. Model errors deteriorate the response and further prolong the time to target, because the calculated voltage vector is deviated and the control response becomes chattery.
B. DFVC Scheme
The block diagram of the proposed control algorithm is reported in Fig. 3 . From left to right, the reference torque signal T * is first found. The flux linkage reference is determined from T * according to the maximum torque per ampere (MTPA) strategy. The flux reference is therefore saturated to comply with the inverter voltage limit. Below the corner speed, such saturation is ineffective. The saturated flux linkage reference λ * is used to produce the quadrature current reference i * qs , via the inverse of the torque (1), given the number of pole pairs p, i.e.,
The second reference quantity i * qs is also saturated, to account for the converter current limit I max . After the respective saturations, the control errors are calculated and then manipulated with closed-form equations to obtain the reference voltage vector and then the inverter commands.
C. Maximum Current and Voltage Limitations
Let I max be the maximum inverter current; the limit applied to i qs is
The magnitude of the flux linkage vector is saturated according to the electrical operating speed ω and the available voltage V max . In formulas,
V max is proportional to the dc-link voltage V dc , by way of a scale factor depending on the choice of exploiting or not the overmodulation region of the converter. R s is the stator resistance. Its contribution can be neglected in (3) in some cases, depending on the motor power rating.
D. MTPV Limit
In [3] and [12] , the MTPV limited region is exploited by limitation of the load angle to an appropriate maximum value. The task would normally require one additional PI regulator. Instead, this new implementation has the torque angle error Δδ in explicit form in the q s control loop (see the red box in Fig. 3 ). Direct saturation of the load angle error is possible, in place of the dedicated PI regulator.
III. MODEL-BASED CONTROL BLOCKS
This section introduces the blocks in the "Inverse Machine Model" red rectangle in Fig. 3 . The blocks are described from right to left.
A. Voltage Equation
The voltage equations reported to the flux linkage reference frame d s q s are
In discrete-time form, with sampling period T s , the equations become
where the control errors Δλ * and Δδ * are
The discrete form (5) was obtained with forward Euler discretization, with reference to the sampling period going from k + 1 to k + 2. This in consideration of the definitions given in Section II-A: time k reference voltages are equal to actual voltage from time k + 1 to k + 2. Therefore, flux vector set points λ * (k), δ * (k) will be reached at time k + 2, after the execution of v * (k) is completed. The assumption under (5) and (6) 
B. Magnetic Model
The magnetic model of the PM synchronous machine is experimentally identified and stored in the form of dq flux linkage lookup tables. Experimental flux linkage curves are reported in Fig. 5 , for the machine under test. The lookup tables are used in the flux observer, as shown later, in Section IV-A. However, when coming to online model manipulation, it is convenient to introduce an approximated model based on dq inductances, i.e.,
The PM flux linkage is represented by the single parameter λ m , whereas inductances L d and L q vary with i d and i q due to saturation and cross-saturation effects. Cross-saturation has no dedicated terms L dq , L qd in (7), but its effects are implicitly taken into account in the form of L d variations with i q and L q variations with i d [10] . As an example, Fig. 5(b) shows the apparent dq inductances of the motor under test here, corresponding to the experimental flux linkage curves in Fig. 5(a) . The ratings of the machine are reported in Table I . In the following, the dependence of L d , L q from the i d , i q operating condition will be taken into account even if not explicitly expressed for the sake of a shorthand notation. The effect of λ m detuning due to temperature variation is commented later in this paper.
C. Load Angle Equation
Torque expression in dq coordinates is
To put in evidence the state variables λ and δ, the i d , i q components are first expressed in terms of λ d , λ q , λ m by inversion of (7). Hence, the dq flux components of (8) are turned into polar coordinates, i.e., λ d = λ cos(δ), λ q λ sin(δ), to obtain expression
where ξ = L q /L d is the saliency ratio. The two terms in the parentheses account for permanent magnet and reluctance torque contributions. As usual for DTC, torque can be regulated via the amplitude and phase angle of the flux linkage vector. This section presents the mathematical derivation of how the load angle δ is related to i qs and λ. The dq magnetic model (7) is expressed in the stator field oriented frame d s q s by a rotation by δ, i.e.,
The inductance terms L ds , L qs , and
Magnetic equations (10) and (11) are manipulated to find a relationship between the control errors Δλ and Δi qs and the load angle variation Δδ. The d s and q s components of (10) are time differentiated, leading to (13a) and (14a), respectively. The former refers to the d s component of (10) and the latter to the q s component, i.e.,
The time derivative of i ds is eliminated by equalizing the right-hand sides of (13a) and (14a). The variables left after simplification of i ds are λ, i qs , and δ, i.e.,
After further manipulation, the load angle variation in the discrete-time domain is
where
The load angle variation (16) 
coming from the predictive observer. 4) Finally, the reference voltages ν * dq (k) and ν * qs (k) are calculated using the voltage equations in discrete-time form (5). According to (16), the load angle variation is coupled to both the direct and quadrature axes d s q s . It must be noticed that the d s coupling is related to the reluctance torque and vanishes in nonsalient machines (ξ = 1). When the saliency ratio is close to 1, the d s and q s control channels are ideally decoupled. However, all saturated synchronous machines tend to have ξ = 1, also the ones that are isotropic geometricwise, because of saturation. The use of the general expression (16) is convenient, for the sake of control accuracy and general validity of the approach.
D. MTPV Operation
The MTPV limit or the pull-out torque limit is encountered at high speed, if the converter current is larger than the machine characteristic current [11] . The MTPV (or maximum torque per flux amplitude) condition is found mathematically by equaling to zero the torque versus load angle partial derivative. Equation (18) is obtained by differentiation of (9), i.e.,
If the solution λ = 0 is excluded, (18) becomes
Equation (19) defines the pull-out torque condition as implicit relationship between the load angle δ and the flux amplitude λ, given the machine parameters. Paper [12] shows that the MTPV trajectory (19) is well approximated by a constant load angle δ max in the dq flux linkage plane. The load angle must be limited, in absolute value, to stay under δ max . Such task was implemented in [12] by means of a closed-loop regulator. Instead, the MTPV is handled here by explicit saturation of the load angle to δ max , as represented in the block diagram in Fig. 3 . Thus,
This is another key simplification of the proposed algorithm with respect to previous schemes. It is worth highlighting that the left-hand side of (19) is also the denominator of the control (16), that is to say that the MTPV region is a singularity in the domain of the DFVC, as it is also true for DTC. In other words, for |δ| > δ max , the denominator of (16) becomes negative, and the torque controller sees a positive feedback and instability. The limitation of δ to the correct maximum value ensures MTPV exploitment and control stability at the same time. As said, the same considerations are valid also for the more popular DTC.
IV. CURRENT AND FLUX OBSERVER
The flux and current predictive observer presented here operates in consecutive steps.
1) The stator flux linkage vector is observed at the present time t k with a standard scheme.
2) InductancesL d (k) andL q (k) are derived from observed flux linkages and current measurements. 3) The current vector is extrapolated at time k + 1 from current measurements and voltage references at time k, in consideration of the just estimated inductances. 4) The flux linkage vector at time k + 1 is calculated from the t k+1 extrapolated currents and the t k estimated inductances. The flux observer is schematically described in Fig. 4 . Torque estimate at t k+1 is also evaluated. The rotor position measured at time k is used in the diagram in Fig. 4 for coordinate transformation to the dq rotor frame from the αβ stator frame and vice versa.
A. Observed Flux at Present Time t k
The flux linkage estimate at t k comes from the well-known closed-loop combination of the voltage and current models of the machine [13] . The voltage model (21) , in stator coordinates αβ, is integrated for estimate of the stator flux linkages. The voltage commands at time t k−1 are used as voltage signal, i.e.,
The observer error signal uses the "current model" flux estimates, i.e.,
The observer gain g (rad/s) sets the crossover angular frequency between the low-and high-speed estimation methods. In turn, the voltage model is predominant above g (rad/s), whereas the current model serves the low-speed region ω < g (rad/s). The current model (22) consists of two lookup tables, with input the dq current measurements at t k .
The 2-D lookup tables are derived from the experimental identification of the machine under test. The flux linkage curves are reported in Fig. 5(a) . They were obtained with the method described in [14] . Other identification techniques are valid as well [10] , [15] . Because the current model is critical only in the Table I low-speed region (ω < g (rad/s)), a very accurate identification of the magnetic model is not always compulsory. Simplified magnetic models can be effective, for example, if low-speed operation at full load is not required, or where the starting torque is moderate and also with machines having less pronounced inductance variations inductances with i d , i q . Moreover, selfcommissioning methods for seamless identification are under way [19] .
B. Adaptive Evaluation of L d and L q
The flux linkages observed at time k in the stationary frame αβ are counter-rotated to the dq synchronous frame to obtainλ
The dq inductances are derived according to the three-parameter magnetic model (7), i.e.,
The inductances (23) contain real-time full information about the magnetic state of the machine, coming from the time k observed flux linkage vector. At low speed, such information comes from the LUTs, whereas at high speed, it comes from back electromotive force integration. The next subsections show how L d (k), L q (k) are used for extrapolation of the current and flux linkage vectors at time k + 1. Moreover, they are also used in the control (16). Fig. 5(b) and (c) shows the values of L d and L q across the dq current domain for the motor under test. The contours were derived from the flux linkage curves in Fig. 5(a) , by application of (23). It is evident that, at least for this machine, the real-time adaptation (23) 
C. Current Prediction
The dq voltages (24) are integrated in discrete form (25) for prediction of the stator current components at time t k+1 , i.e.,
It is assumed that the dq inductances do not vary during one sampling period. In Fig. 4 , the exponentials in (25) have been substituted with their first-order approximations.
D. Flux Linkage at Time t k+1
The flux linkagesλ
, and L q (k) according to (7) . Finally, the outputs needed for the control are obtained, as indicated in Fig. 4: • amplitude of the stator flux linkage vectorλ(k + 1);
• flux phase angle, referred both to the αβ stationary framê ϑ(k + 1) and the dq synchronous frameδ(k + 1); • quadrature component of stator currentî qs (k + 1).
V. SIMULATION AND EXPERIMENTS
Experimental tests and simulations were carried out on a PMASR motor drive for validation of the proposed control scheme. Other two control techniques, based on PI closed-loop control, are also considered, for the sake of comparison. Table I summarizes the ratings of the drive under test. The PMASR motor is designed for traction, and its rotor stack is represented in Fig. 6(a) , showing the multiple-barrier-per-pole structure. The drive control was first tested in simulation using MATLAB/Simulink. Then, a dedicated experimental rig was used, equipped with a dSPACE 1103 PPC controller board [16] and an incremental encoder with 512 cycles per revolution. Fig. 6(b) reports a picture of the experimental setup. The red rectangles put in evidence the motor under test and the power converter. The computer on the table is the dSPACE host computer.
A. Torque Step Response
The torque step and torque reversal responses are reported, to assess the dynamic response of the proposed control. The plots in Fig. 7 compare the experimental and simulated responses to a 5-N · m torque reference step. The shaft of the machine under test is free, no outside load is applied to it, and the speed is zero at the time of the torque reference step and grows after the torque step. The final speed is low (< 100 r/min).
B. Comparison With PI-Based Controllers
In Fig. 8 , the 5-N · m torque step test is repeated against two nonpredictive competitors: the PI-based DFVC of [3] and a standard CVC. The CVC uses MTPA lookup tables to produce the i * d , i * q reference values according to the torque reference. The torque response of the proposed DFVC and that of the CVC are comparable, whereas the PI-based version of the DFVC has a slower response. Different settings of the PI regulators of this latter controller could produce a better response at the expense of worse behavior in other situations. This to say that the PI-based DFVC would need adaptation of the q s regulator parameters according to the operating point to reproduce the same response of the predictive DFVC algorithm presented here. Instead, the CVC has a very good dynamic response, but it is less handy than the DFVC when dealing with the flux weakening and the MTPV high-speed region [17] .
The response of the predictive DFVC to the 5-N · m reference step, as shown in Figs. 7 and 8 , is non dead beat. No controller could be dead beat in these circumstances, due to the limited volt-seconds available in one beat and the significant flux linkage excursion involved in the 5-N · m torque variation. All PM machines with a high per-unit inductance (that is, the ones with flux-weakening capability, salient or not) require substantial volt-second variations for torque regulation, independently of the adopted controller.
C. Torque Reversal
Torque reversals can produce transient overcurrent, unhandled by the maximum current limitation block in Fig. 3 . Fig. 9(a) reports the simulated flux linkage trajectories during a torque reversal transient, for the different control techniques. The torque is reversed between plus and minus 34 N · m, corresponding to the maximum current overload (I max = 35 Apk). This issue is specific of very salient machines as the one under analysis.
In Fig. 9(a) , the CVC drives the flux linkage vector safely along a vertical line, with the d-component nearly constant and the q-components panning between maximum positive and maximum negative for torque transition.
DFVC, on the contrary, imposes a swift rotation of the flux linkage vector by regulation of the torque angle δ: the flux linkage follows a semicircular trajectory indicated with "DFVC" in Fig. 9(a) . Start and end points are the same of the CVC cases, but the magnetic states explored during the excursion are very different. In Fig. 9(b) , the current trajectories corresponding to Fig. 9(a) are reported, in the i d , i q plane. The flux vector rotation imposed by the DFVC produces the transient overcurrent indicated with "DFVC," which leads the current vector amplitude up to three times the I max current limit, and over, even in presence of the i * qs saturation block in Fig. 3 . Provided the large saliency of the machine, the current peak is reached when the flux linkage vector is aligned with the minimum inductance axis (d−). In other words, being the flux amplitude constant, the current along the minimum inductance axis is magnified. The same tests on a poorly salient machine (single-layer interior PM motor) did not evidence the problem.
The countermeasure used here is called "flux clamping" (FC) and consists in limiting the flux amplitude when the load angle is close to zero. When the observed δ angle is close to zero, then the flux linkage amplitude is set to be equal to the opencircuit flux linkage value. In Fig. 9 , the FC is applied to both the DFVC techniques, showing acceptable results. The proposed controller is indicated as MB-DFVC in the figure (MB stands for "model based"). The details of the "FC" implementation are not reported, for the sake of brevity. Moreover, this is a side aspect of the algorithm proposed here, limited to the niche of PMASR machines. Fig. 11 compares the flux linkages and currents predicted by the observer with the actual machine states, in simulation. The flux linkage components are identical at all times, transients included, whereas the d-axis current has small discrepancies at the beginning and at the end of the torque transient.
D. Phase Current Waveforms
E. States Prediction as Key Enabling Technology
Moreover, additional experimental tests were carried out to put in evidence the consequences of incorrect implementation of this enabling block. If the values of currents and flux linkages at the present instant t k are used instead of the t k+1 predicted ones, the controlled quadrature current and the torque are affected by an intrinsic oscillatory behavior, as suggested by the plots reported in red in Fig. 12 . A ready mitigation of such undesired effect is to apply an attenuation coefficient k a (< 1) [8] , [9] to the delta angle error in the q s voltage equation, i.e., factor can be used instead of k + 1 states prediction, at the expense of a reduced dynamic response. In Fig. 12 , the nonpredictive case is reported with k a = 1.0 (oscillatory) and k a = 0.4 (slow response), showing that the torque response is slower than the ones obtained in Figs. 7 and 8 .
Simulation tests were carried out to quantify the effects of the adaptive inductances calculation. The plots in Fig. 13 summarize the results. The torque reference is varied in four steps from 0 to 30 N · m at standstill. The two situations 1) It is inaccurate in terms of steady-state value.
2) The dynamic response is sometimes underdamped and sometimes not. 3) A higher noise is noticed at all torque levels.
Steady-state error comes from flux estimation error. With wrong inductances, time k + 1 observed flux is wrong both in amplitude and phase, and so will the delivered torque be. The misestimate of the feedback causes the steady-state error. Going to the erratic dynamic response, this comes from the combination of the flux vector misestimate, which introduces error in (5) mainly through Δλ and Δδ, with the direct effect of wrong L d (k), L q (k) into (16). Therefore, the voltage vector is affected by several errors, whose consequences can be less or more severe according to the distance of the adopted L d , L q constants from actual values in same operating conditions. Augmented noise is an expected trend, when dealing with model errors in model-based control.
G. Detuning From PM Temperature Variation
The temperature of PMs has the effect of detuning the control parameter λ m . Such parameter affects L d (k). L q (k) evaluation and therefore calculation ofλ d (k + 1),λ q (k + 1). The PMassisted machine under test has a low per-unit PM flux linkage: in Fig. 5(a) , the PM flux linkage is evidenced with a circle and is 0.06 V · s, whereas the q flux linkage can go to 0.4 V · s and beyond. This to say that the effect of PM temperature is hardly visible with this machine. Tests run with different machines are reported in [20] , showing that a misestimate of the control parameter λ m produces torque misestimate. If the temperature effect is not compensated, a hot machine produces less torque than the reference one. This effect is very similar to what happens with other controllers, such as CVC: a hot machine gives less torque than a cold machine, for the same current. When required by the application, the control can be augmented with one of the techniques for λ m detuning compensation existing in the literature, such as the one in [21] .
H. Flux Weakening Operation
The closed-loop speed control response is documented in Figs. 14 and 15 . An 8000-r/min speed reference step is applied to account for the current and voltage limited speed operating region, including the MTPV region. Fig. 14 reports the speed and torque responses for PI-DFVC and PA-DFVC. As expected, the waveforms of the two algorithms are superimposed. Fig. 15 reports the controlled variables λ, i qs , the intermediate control variable δ, and the machine phase currents and duty cycles. The speed region indicated as "current limitation" is the voltage and current limited region [5] , whereas the MTPV speed region is the one where the load angle delta is constant and maximum (δ max = 124
• ). 
VI. CONCLUSION
A model-based version of the DFVC algorithm has been presented and successfully tested in simulation and experiments. Closed-form equations are used for the calculation of the converter commands, including the original evaluation of the load angle error in explicit form.
The inverter voltage and current limits are exploited in a model-independent manner, as usual for direct-flux-type controllers. The MTPV limit is handily exploited due to the mentioned explicit expression of the load angle error.
The observer presented in this paper is the key element of this implementation. The machine parameters are segregated in a single block, included in the observer, in the nonmanipulated form of flux linkage lookup tables, directly coming from experimental identification. The dq inductances are evaluated online in real time, and this improves the control precision and avoids chattering.
The comparison with PI-based DFVC and CVC confirms that the proposed controller retains the advantageous properties of direct flux and torque controllers, with ease of flux weakening and good torque dynamics. With respect to current vector control, the presented algorithm reduces the model manipulation burden, at the expense of a more complicated flux observer scheme.
Torque reversal conditions were investigated to put in evidence the risk of overcurrent, when flux linkage amplitude is imposed to a machine with high saliency. A countermeasure called flux clamping has been proposed and tested.
