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Abstract
Among Monte Carlo techniques, the importance sampling requires fine
tuning of a proposal distribution, which is now fluently resolved through it-
erative schemes. The Adaptive Multiple Importance Sampling (AMIS) of
Cornuet et al. (2012) provides a significant improvement in stability and
effective sample size due to the introduction of a recycling procedure. How-
ever, the consistency of the AMIS estimator remains largely open. In this
work we prove the convergence of the AMIS, at a cost of a slight modifi-
cation in the learning process. Contrary to Douc et al. (2007a), results are
obtained here in the asymptotic regime where the number of iterations is
going to infinity while the number of drawings per iteration is a fixed, but
growing sequence of integers. Hence some of the results shed new light on
adaptive population Monte Carlo algorithms in that last regime.
2010 Mathematics Subject Classification. Primary 65C05; secondary 60F17.
Key words and phrases. Monte Carlo methods, importance sampling, sequential
Monte Carlo, population Monte Carlo, adaptive algorithms, triangular array.
1 Introduction
The aim of Monte Carlo techniques is to approximate a target distribution Π(·) on
some spaceX with a weighted sample. Namely, they output a system of particles
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Xe ∈ X (indexed by e ∈ E), with their weights ωe ∈ [0;∞). Then, the discrete
measure
Π̂E(·) =
∑
e∈E
ωeδXe(·)
serves as an approximation of the target Π(·). And the Monte Carlo scheme is
said to be consistent if, for a large class of functions ψ : X → R, the sum∫
ψ(x)Π̂E(dx) =
∑
e ωeψ(xe) tends to the integral Π(ψ) =
∫
ψ(x)Π(dx) when the
sample size (i.e., the cardinality of the index set E) tends to infinity. Let us as-
sume that the target Π has a density pi(·) with respect to a reference measure dx.
Among the Monte Carlo methods, Importance Sampling (see Hesterberg, 1988,
1995; Ripley, 1987) consists in drawing Xe from a proposal probability Q with
density q(·) and then in weighting this draw with ωe = pi(Xe)/q(Xe) to take into
account the discordance between the sampling distribution and the target. The
precision of the importance sampling approximation becomes very unsatisfactory
when the importance weight ωe has high variance, see Owen and Zhou (2000).
Such problematic cases arise when the proposal distribution Q is not well adapted
to the target Π or when the space X is of high dimensionality. Practically, the
fine tuning of the proposal measure for a given target is difficult. However, there
are adaptive techniques to learn the proposal probability sequentially (see Liu,
2008; Rubinstein and Kroese, 2004; Pennanen and Koivu, 2004). Among these
adaptive methods, the PMC scheme of Cappe´ et al. (2004), generalised in the D-
kernel paradigm (see Douc et al., 2007a,b; Cappe´ et al., 2008), aims at building a
mixture distribution by minimising some optimality criterion (Kullback-Leibler,
variance,. . . ). Given a parametric family of distributions Q(θ) indexed by θ ∈ Θ,
Cappe´ et al. (2008) seek the optimal proposal Q(θ∗) for a given target Π by esti-
mating θ∗ sequentially on successive samples.
In many real problems where computing pi(Xe) (hence the importance weight)
is time consuming, recycling the successive samples generated during the learn-
ing process is essential. To this end, Cornuet et al. (2012) introduce the Adaptive
Multiple Importance Sampling (AMIS), combining multiple importance sampling
methods and adaptive techniques. The AMIS is a sequential scheme in the same
vein as Cappe´ et al. (2008). During the learning process, the AMIS tries suc-
cessive proposal distributions, say Q
(̂
θ1
)
, . . . ,Q
(̂
θT
)
. Each stage of the iterative
process estimates a better proposal Q
(̂
θt+1
)
, by minimising a criterion such as, for
instance, the Kullback-Leibler divergence between Q(θ) and Π. But the novelty of
the AMIS is the following recycling procedure of all past simulations. At iteration
t, the AMIS has already produced t samples:
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X11 , . . . , X
1
N1 ∼ Q
(̂
θ1
)
,
X21 , . . . , X
2
N2 ∼ Q
(̂
θ2
)
,
...
Xt1, . . . , X
t
Nt ∼ Q
(̂
θt
)
with respective sizes N1,N2, . . . ,Nt. Then the scheme derives a new parameter θ̂t+1
from all those past simulations. To that purpose, the weight of Xki (k ≤ t, i ≤ Nk)
is updated with
pi
(
Xki
)/  t∑
`=1
N`
Ωt
q
(
Xki , θ̂`
) , (1)
where θ̂1, . . . , θ̂t are the parameters generated throughout the t past iterations,
x 7→ q(x, θ) is the density of Q(θ) with respect to the reference measure dx and
Ωt = N1 + N2 + · · · + Nt is the total number of past particles. The importance
weight (1) is inspired by the techniques of Veach and Guibas (1995). Owen and
Zhou (2000) popularise those techniques to merge several independent importance
samples and even propose a more refined and stabilising alternative, named deter-
ministic multiple mixture. On various numerical experiments where the target is
the posterior distribution of some population genetics data sets, Cornuet et al.
(2012) and Sire´n et al. (2010) show considerable improvements of the AMIS in
Effective Sampling Size (denoted further ESS, see Liu, 2008, chapter 2). In such
settings where calculating pi(Xki ) is drastically time consuming, a recycling pro-
cess makes sense. However, no proof of convergence had yet been provided in
Cornuet et al. (2012). It is worth noting that the weight (1) introduces long mem-
ory dependence between the samples, and even a bias which was not controlled
by theoretical results. The main purpose of this paper is to fill in this gap, and
to prove the consistency of the algorithm at the cost of a slight modification in
the adaptive process. We suggest learning the new parameter θ̂t+1 on the last sam-
ple Xt1, . . . , X
t
Nt
weighted with the classical pi
(
Xti
)/
q
(
Xti , θ̂t
)
for all i = 1, . . . ,Nt.
The only recycling procedure is in the final output that merges all the previously
generated samples using (1).
In Douc et al. (2007a) for instance, the consistency of the adaptive population
Monte Carlo schemes is proven assuming that the number of iterations, say T , is
fixed and that the number of simulations within each iteration, N = N1 = N2 =
3
· · · = NT , goes to infinity. We decided to adopt a more realistic asymptotic set-
ting in this paper. Contrary to these last results, the convergence of Theorem 4
holds when N1, . . . ,NT is a growing, but fixed sequence and T goes to infinity.
Hence the proofs of Theorem 2 provide new insights on adaptive PMC in that last
asymptotic regime. The convergence of θ̂t to the target θ∗ relies on a weak law of
large numbers on triangular arrays (see Chopin, 2004; Douc and Moulines, 2008;
Cappe´ et al., 2005, Chapter 9), and a clever application of the Chebyshev inequal-
ity to obtain the almost sure consistency. The consistency of the final merging
with weights given by (1) is not a straightforward consequence of asymptotic the-
orems. Its proof requires the introduction of a new weighting
pi(Xki )
/
q(Xki , θ
∗) (2)
that is more simple to study, although biased and non explicitly computable (be-
cause θ∗ is unknown). Under the set of assumptions given below, this last weight-
ing scheme is consistent (see Proposition 11) and is comparable to the actual
weighting given by (1), which yields the consistency proven in Theorem 4.
The paper is organised as follows. The modification of the original AMIS is
detailed in Section 2. The main results are in Section 3. The proofs are in Sections
4 and 5. At last, in Section 6, we compare the performance of our new algorithm
against the original AMIS and a scheme with a naive recycling strategy.
2 Modifications of the AMIS scheme
When compared with the recursive algorithm of Cappe´ et al. (2008), the novelty
in the AMIS of Cornuet et al. (2012) lies in the recycling process at each itera-
tion and in the final system which includes all particles generated during the T
iterations of the adaptive process. Hence, the AMIS estimation of the integral
Π(ψ) =
∫
ψ(x)Π(dx) is
Π̂AMIST (ψ) =
1
ΩT
T∑
t=1
Nt∑
i=1
 pi(Xti)
Ω−1T
∑T
k=1 Nkq(X
t
i , θ̂k)
ψ(Xti), (3)
based on the weights given in (1).
The scheme we propose relies on the same ideas: we fit the proposals assum-
ing that the optimal proposal is at θ = θ∗, whatever the criterion we believe in
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Algorithm 1 Modified AMIS
Require: an initial parameter θ̂1 and increasing sample sizes N1, . . . ,NT .
1: for t = 1→ T do
2: for i = 1→ Nt do
3: draw Xti from Q(̂θt)
4: compute ωti = pi(X
t
i)
/
q(Xti , θ̂t).
5: end for
6: compute θ̂t+1 = N−1t
∑Nt
i=1 ω
t
ih(X
t
i)
7: end for
8: set ΩT = N1 + · · · + NT
9: for t = 1→ T do
10: for i = 1→ Nt do
11: update ωti = pi(X
t
i)
/
Ω−1T
∑T
k=1 Nkq(X
t
i , θ̂k)
12: end for
13: end for
14: return
(
X11 , ω
1
1
)
, . . . ,
(
X1N1 , ω
1
N1
)
, . . . ,
(
XT1 , ω
T
1
)
, . . . ,
(
XTNT , ω
T
NT
)
(Kullback-Leibler divergence, variance criteria, moment fits,. . . ). The only con-
dition is that we are able to write the optimal parameter as θ∗ =
∫
h(x)Π(dx),
where h is an explicitly known function, so that
θ̂t+1 =
1
Nt
Nt∑
i=1
pi(Xti)
q(Xti , θ̂t)
h(Xti). (4)
Our process ends with the recycling of all past particles by updating all weights
with (1). But, contrary to Cornuet et al. (2012), the calibration of the new param-
eter θt+1 only considers the current sample Xt1, . . . , X
t
Nt
. We hope improvements in
the accuracy of θt+1 against previous estimations by requiring that the sample size
Nt grows at each iteration. As a consequence, the influence of the first estimations
θ̂1, . . . , θ̂t−1 decreases significantly in the mixture of the denominator of the impor-
tance weight (1).
The modified AMIS is given in Algorithm 1. The learning process between
lines 1 and 7 draws a sequence of samples from which it calibrates gradually the
parameter θ. The new value of the proposal’s parameter we compute at line 6
depends only on the last sample we have drawn. This is the only discrepancy
from the original algorithm of Cornuet et al. (2012). Here, the recycling process
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producing the final output is silently done by updating the weights of all produced
samples between lines 9 and 13. Finally, we should note that, if calculating pi(x)
is time consuming, the value computed at line 4 should be stored in memory to
perform the update at line 11 during the recycling process.
3 Consistency results
We state here our main results (on the learning process in Paragraph 3.2, and on the
final output in Paragraph 3.3). For the sake of clarity, their proofs are postponed
to Sections 4 and 5. We begin with some hypothesis on the parametric family of
proposals.
3.1 Assumptions on the proposals
We assume that the space Θ is a subset of the space Rd endowed with the Euclidian
norm ‖·‖. The setX is a subset of a finite-dimensional vector space, equiped with
a reference measure dx. All Q(θ) for θ ∈ Θ and Π are absolutely continuous with
respect to the reference measure. They have densities q(x, θ) and pi(x) respectively.
The minimal hypothesis for importance sampling schemes to provide consistent
estimates is that Π is absolutely continuous with respect to all proposals: ∀θ ∈ Θ,
Π  Q(θ). Hence we assume that q(x, θ) = 0 implies pi(x) = 0.
Without loss of generality, we might assume that X and Θ are both open
subsets of Euclidian spaces, and that both pi(x) and q(x, θ) are positive for all x ∈
X , θ ∈ Θ. Besides we can note that θ̂t+1 is defined in (4) as a linear combination of
(random) values of h, and the only fact we can safely affirm on the coefficients of
this combination is that they are positive. Therefore, for the algorithm not to stop,
any positive linear combination of elements of Θ should fall into Θ. In particular,
this implies that Θ cannot be a bounded subset of a Euclidian space.
We also impose some regularity conditions on the family of proposals {Q(θ)}θ∈Θ
which will ensure consistency of our procedure. For all x ∈ X , θ 7→ q(x, θ) is
continuous on Θ, and the joint function (x, θ) 7→ q(x, θ) is lower semicontinuous
on X × Θ. Moreover, when θ → θ∗, q(·, θ) converges to q(·, θ∗) uniformly over
compact sets, i.e., for any compact subset K ofX ,
‖q(·, θ) − q(·, θ∗)‖K,∞ := sup {|q(x, θ) − q(x, θ∗)| : x ∈ K}
converges to 0.
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3.2 Consistency of the learning process
We focus here on the learnt θ̂t defined in (4) and show convergence to the optimal
parameter θ∗ =
∫
h(x)pi(x)dx. Sadly, the AMIS weight of a particle, see (3), is
an average over the path in the parameter space being taken during the sequential
algorithm. Weak consistency, i.e., convergence in probability, is not enough to
control such averages, as there exists no CesA˜ ro Lemma for the convergence in
probability, see for instance Billingsley (1995), exercise 20.23 p. 272. Thus, we
decided to rely on almost sure convergence. The challenge is to prove that the
sequential algorithm do not accumulate Monte Carlo errors over iterations. Let us
introduce the following class of functions.
Definition 1. A function ψ : X → Rd belongs to the class G 2(Rd) if and only if∫
pi2(x)‖ψ(x)‖2/q(x, θ)dx is finite for all θ in Θ and depends continuously on θ.
We can interpret the integrability condition in the above definition as follow:
the classical importance Monte Carlo algorithm that estimate Π(ψ) has finite vari-
ance whatever the importance distribution in the parametric family. With such
assumptions on the function h used to learn the optimal parameter, and a condi-
tion on the sample sizes, we can show the following result.
Theorem 2. If h ∈ G 2(Rd), the estimate θ̂t tends to θ∗ in probability when t → ∞.
If, additionally,
∑
t 1/Nt < ∞, then θ̂t → θ∗ almost surely.
The proof, which is in Section 4, consists of two parts. In the first part, we
prove the convergence in probability using the weak law of large numbers on tri-
angular arrays given in the Appendix. Afterwards, since h ∈ G 2(Rd), conditionally
on θ̂t, the next estimate θ̂t+1 is the sum of an iid and square integrable sample of
size Nt. Thus, using the Chebyshev inequality artfully, and the weak law of large
number, we obtain the almost sure convergence.
3.3 Consistency of the final recycling scheme
The remaining part of our results deals with the final output that merges all the
samples. More precisely, Theorem 4 below says that the empirical sum of a func-
tion ψ on the merged, re-weighted sample provides a consistent approximation of
the integral Π(ψ). The class of integrands ψ ∈ L1(Π) for which the above holds is
determined by the following class of functions.
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Definition 3. A function ψ : X → R belongs to the class H 2(R) if and only if
the integral
∫ [
pi(x)ψ(x)
/
q
(
x, θ∗
)]2q(x, θ)dx is finite for all θ ∈ Θ and is a function
of θ that is continuous at θ = θ∗.
Likewise, the above class of functions might be interpreted in terms of quadratic
moments. Note that, if ψ is inH 2(R), then ψ is in L1(Π). And finally, set
mε(x) := inf{q(x, θ) : θ ∈ B¯(θ∗, ε)} (5)
where the infimum is actually attained because θ 7→ q(x, θ) is continuous, there-
fore positive onX . We are now in a position to state the following strong consis-
tency.
Theorem 4. Assume that h ∈ G 2(Rd) and ∑t 1/Nt < ∞. Moreover, assume that,
for some ε > 0, ψ(·)q(·, θ∗)/mε(·) is in H 2(R). Then, the sum over the final
weighted sample Π̂AMIST (ψ) given in (3) tends almost surely to
∫
ψ(x)pi(x)dx when
T → ∞.
The function q(·, θ∗)/mε(·) is larger than 1 on X , and goes to 1 as ε → 0.
Hence the assumption that ψ(·)q(·, θ∗)/mε(·) is inH 2(R) is a bit stronger than just
ψ is inH 2(R).
4 Proofs of the convergence during the learning pro-
cess
This Section is devoted to the proof of Theorem 2. We first collect useful lemmas
on the class G 2(R2), then rely on the weak law of large number of triangular arrays
to obtain the convergence in probability. Finally, we prove the almost convergence
of the learnt parameters.
4.1 Technical results on the functions of class G 2(Rd)
The following lemma deals with the continuity condition imposed in G 2(Rd). With
this result, it becomes obvious that, if some function ψ belongs to G 2(Rd), and if
ϕ is another function such that ‖ϕ(x)‖ ≤ ‖ψ(x)‖ for all x ∈ X , then ϕ is also in
G 2(Rd).
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Lemma 5. Assume that, for any θ ∈ Θ, the integral
vψ(θ) :=
∫
pi2(x)‖ψ(x)‖2/q(x, θ)dx
is finite. Fix θ ∈ Θ. These conditions are equivalent: (i) the function vψ is contin-
uous at θ; and (ii) when θ′ → θ,∫
pi2(x)‖ψ(x)‖2
∣∣∣∣∣ 1q(x, θ′) − 1q(x, θ)
∣∣∣∣∣ dx→ 0.
Proof. Clearly, (ii) implies (i). It remains to show that (i) implies (ii), that is to
say, if we assume (i), then, for any sequence θn that converges to θ, limn An = 0,
where
An :=
∫
pi2(x)‖ψ(x)‖2
∣∣∣∣∣ 1q(x, θn) − 1q(x, θ)
∣∣∣∣∣ dx.
To this aim, fix a random variable X with distribution pi and set
Zn := pi(X)‖ψ(X)‖2
/
q(X, θn), Z = pi(X)‖ψ(X)‖2
/
q(X, θ)
so that E(Zn) = E|Zn| =
∫
pi2(x)‖ψ(x)‖2
/
q(x, θn)dx. With the continuity conditions
on the family Q(θ), Zn → Z (almost) surely, and with (i), E|Zn| → E|Z|. Hence Zn
is uniformly integrable and An = E|Zn − Z| tends to 0. 
In order to apply Theorem 15, we will also need the uniform integrability on
compact set written below.
Lemma 6. If ψ is in G 2(Rd), on any compact set K ⊂ Θ, we have
lim
η→+∞ supθ∈K
∫
pi(x)‖ψ(x)‖1
{
pi(x)‖ψ(x)‖
q
(
x, θ
) > η} dx = 0.
Proof. Fix a compact set K. Since 1{|y| > η} ≤ η−1|y| for any y ≥ 0, we have∫
pi(x)‖ψ(x)‖1
{
pi(x)‖ψ(x)‖
q
(
x, θ
) > η} dx ≤ η−1 ∫ pi2(x)‖ψ(x)‖2
q(x, θ)
dx.
The last integral depends continuously on θ and, consequently, is bounded by
some finite M on the compact set K. Therefore
sup
θ∈K
∫
pi(x)‖ψ(x)‖1
{
pi(x)‖ψ(x)‖
q
(
x, θ
) > η} dx ≤ M
η
,
and the desired result is proven. 
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4.2 Proof of weak consistency of Theorem 2
We define the σ-fields Ft = σ(X11 , . . . , X1N1 , . . . , Xt−11 , . . . , Xt−1Nt−1) which form a fil-
tration. We will derive the convergence applying Theorem 15 on the triangular
array given by
Vt,i :=
pi
(
Xti
)
Ntq
(
Xti , θ̂t
)h(Xti).
Indeed, we have θ̂t+1 =
∑Nt
i=1 Vt,i The main difficulty here is in checking assumption
(iii) of that theorem. Below, we begin by proving that θ̂t is tight, then we check
that assumption (iii) of Theorem 15 is true, and conclude our proof.
Tightness of θ̂t. We have
∥∥∥̂θt+1∥∥∥ ≤ 1Nt
Nt∑
i=1
pi
(
Xti
)
q
(
Xti , θ̂t
)∥∥∥h(Xti)∥∥∥.
Moreover
E
 pi(Xti)q (Xti , θ̂t)
∥∥∥h(Xti)∥∥∥∣∣∣∣∣∣Ft
 = ∫ pi(x)∥∥∥h(x)∥∥∥dx,
therefore E
(∥∥∥̂θt+1∥∥∥) ≤ Π (∥∥∥h∥∥∥). Then Markov’s inequality leads to
lim
c→+∞supt
P
(‖̂θt‖ > c) ≤ lim
c→+∞
Π
(‖h‖)
c
= 0.
Hence, the sequence
{̂
θt}t≥1 is tight.
Checking condition (iii) of Theorem 15. We have to show that, for any η > 0,
the following S t tends to 0 in probability, with
S t :=
Nt∑
i=1
E
[∥∥∥Vt,i∥∥∥1{∥∥∥Vt,i∥∥∥ > η}∣∣∣∣Ft] = ∫ pi(x)∥∥∥h(x)∥∥∥1 pi(x)‖h(x)‖q(x, θ̂t) > Ntη
 dx
= I(Ntη, θ̂t) by setting I (η, θ) :=
∫
pi(x)‖h(x)‖1
{
pi(x)‖h(x)‖
q(x, θ)
> η
}
dx.
Fix any ε > 0. Using tightness of θ̂t proven above, we might introduce a
compact set Kε such that, for all t ≥ 1, P(̂θt < Kε) ≤ ε. On the event {̂θt < Kε}, we
10
have I(Ntη, θ̂t) ≤ I(0, θ̂t) = pi(‖h‖). Furthermore, on the event {̂θt ∈ Kε},
I(Ntη, θ̂t) ≤ sup
θ∈Kε
∫
pi(x)‖h(x)‖1
{
pi(x)‖h(x)‖
q(x, θ)
> Ntη
}
dx. (6)
Lemma 6 implies that the right-hand side of (6) goes to 0 since Ntη tends to
infinity. Thus,
lim supE(I(Ntη, θ̂t)) ≤ pi(‖h‖) lim sup P (̂θt < Kε) ≤ pi(‖h‖)ε.
Since ε was arbitrary, we have proven that S t → 0 in L1(P) hence in probability,
and condition (iii) is fulfilled.
Conclusion. We are now in a position to apply Theorem 15. Condition (i) is
satisfied because, by construction, given Ft, the random variables Vt,i, for 1 ≤ i ≤
Nt are conditionally independent and E
[‖Vt,i‖ ∣∣∣Ft] < +∞. Condition (ii) is easy to
check because, here,
Nt∑
i=1
E
[∥∥∥Vt,i ∥∥∥ ∣∣∣∣Ft] = ∫ ‖h(x)‖pi(x)dx
is not random (thus is a tight sequence). And condition (iii) has been proven
above. Hence the conclusion of Theorem 15 is true and the proof is completed.

4.3 Proof of the almost sure convergence of Theorem 2
Bounding the conditional probabilities. Fix ε > 0. Using that, conditionally
on θ̂t = θ, the Xti’s are iid from distribution Q(θ), we have
Var
(∥∥∥̂θt+1 − θ∗∥∥∥∣∣∣∣̂θt = θ) = 1Nt
∫ ∥∥∥∥∥ pi(x)q(x, θ)h(x) − θ∗
∥∥∥∥∥2 q(x, θ)dx
=
1
Nt
∫ {∥∥∥∥∥ pi(x)q(x, θ)h(x)
∥∥∥∥∥2 − 2 〈 pi(x)q(x, θ)h(x), θ∗
〉
+ ‖θ∗‖2
}
q(x, θ)dx
=
v(θ) − ‖θ∗‖2
Nt
where v(θ) =
∫
pi(x)2‖h(x)‖2/q(x, θ)dx is finite and continuous because h ∈ G 2(Rd).
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With the continuity assumption, v(θ) − ‖θ∗‖2 is bounded from above by some
finite constant, Kε say, on the compact ball, B¯(θ, ε) say, centered on θ∗, of radius
ε and the conditional Chebyshev inequality gives, for all θ ∈ B¯(θ∗, ε),
P
( ∥∥∥∥̂θt+1 − θ∗∥∥∥∥ > ε∣∣∣∣̂θt = θ) ≤ Kε
ε2Nt
. (7)
Multiplying by 1{θ ∈ B¯(θ∗, ε)} on both side of the above inequality and integrating
over the distribution of θ̂t leads to
P
( ∥∥∥∥̂θt+1 − θ∗∥∥∥∥ > ε∣∣∣∣‖̂θt − θ∗‖ ≤ ε) ≤ Kε
ε2Nt
. (8)
Proving the almost sure convergence. Now, we recall that θ̂t forms a (time-
inhomogeneous) Markov chain. Thus, using (8),
P
( T ′⋂
t=T
‖̂θt+1 − θ∗‖ ≤ ε
)
= P
(
‖̂θT+1 − θ∗‖ ≤ ε
) T ′−1∏
t=T+1
P
(
‖̂θt+1 − θ∗‖ ≤ ε
∣∣∣∣∣‖̂θt − θ∗‖ ≤ ε)
≥ P
(
‖̂θT+1 − θ∗‖ ≤ ε
) T ′−1∏
t=T+1
(
1 − Kε
ε2Nt
)
.
And, when T ′ → ∞, we obtain
P
(⋂
t≥T
‖̂θt+1 − θ∗‖ ≤ ε
)
≥ P
(
‖̂θT+1 − θ∗‖ ≤ ε
) ∏
t≥T+1
(
1 − Kε
ε2Nt
)
.
Applying the logarithm on the product and classical results on series, because∑
t 1/Nt is finite, the infinite product
∏
t(1 − Kε/ε2Nt) converges (that is to say
the limit is finite and strictly positive). In particular, the remainder of the infinite
product in the right hand side of the above inequality tends to 1 when T → ∞.
Furthermore, because of the convergence in probability proven in Paragraph 4.3,
P
(
‖̂θT+1 − θ∗‖ ≤ ε
)
tends also to 1 and thus
lim
T→∞P
(⋂
t≥T
‖̂θt+1 − θ∗‖ ≤ ε
)
= 1.
And we have proved that lim supT→∞ ‖̂θT − θ∗‖ ≤ ε almost surely. Since ε is
arbitrary, this proves the desired almost sure convergence.
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5 Proof of the convergence of the final recycling scheme
The last step is to prove Theorem 4, i.e., that the AMIS estimator
Π̂AMIST (ψ) =
1
ΩT
T∑
t=1
Nt∑
i=1
pi
(
Xti
)
Ω−1T
∑T
k=1 Nkq
(
Xti , θ̂k
)ψ(Xti),
which is the result of the unique recycling step of our scheme, is consistent for the
integral Π(ψ) for a large class of functions ψ. To this aim, we set
Π̂∗T (ψ) :=
1
ΩT
T∑
t=1
Nt∑
i=1
pi(Xti)
q
(
Xti , θ∗
)ψ(Xti), (9)
(which cannot be computed in practice because θ∗ is unknown). Note that the
auxiliary variable defined in (9) is a (weighted) average of the random variables
p̂i∗t (ψ) given by
p̂i∗t (ψ) :=
1
Nt
Nt∑
i=1
pi(Xti)
q
(
Xti , θ∗
)ψ(Xti).
We also define
I∗ψ(θ) :=
∫ [
pi(x)ψ(x)
q(x, θ∗)
]
q(x, θ)dx (10)
which is the conditional expectation of pi∗t (ψ) knowing that θ̂t = θ.
The proof is organised as follows. After stating useful lemmas, we prove that
the sequence of auxiliary variables are strongly consistent. We then show that the
difference between our estimator and this auxiliary variable, namely Π̂AMIST (ψ) −
Π̂∗T (ψ), tends to 0 almost surely. Hence the consistency stated in Theorem 4.
5.1 Technical results on the function of classH 2(R)
The proof of the following results, which deal with the continuity condition im-
posed in the definition of G 2(R), is left to reader, be very similar to the proof
of Lemma 5. Likewise, this lemma implies that, if some function ψ belongs to
H 2(R), and if ϕ is another function dominated by ψ, then ϕ ∈H 2(R).
Lemma 7. Assume that, for any θ ∈ Θ, the integral
wψ(θ) :=
∫
pi2(x)ψ2(x)
/
q2
(
x, θ∗
)
q(x, θ)dx
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is finite. These conditions are equivalent: (i) wψ is continuous at θ∗; and (ii) when
θ → θ∗, ∫
pi2(x)ψ2(x)
q2
(
x, θ∗
) ∣∣∣q(x, θ) − q(x, θ∗)∣∣∣dx→ 0.
We also need the following to control the conditional expected values of pi∗t (ψ).
Lemma 8. If, ψ ∈H 2(R), then the integrals I∗ψ(θ) defined in (10) are well defined
for all θ and the map I∗ψ is continuous at θ = θ
∗.
Proof. Fix any θ ∈ Θ. If Xθ is a random variable with distribution Q(θ), then
Yθ = pi(Xθ)ψ(Xθ)/q(Xθ, θ∗) is square integrable since ψ is inH 2(R). Hence Yθ is a
L1-random variable and its expected value, namely Iψ(θ) is well defined.
Now, set g(x) = pi(x)ψ(x)/q(x, θ∗). We have |g(x)| ≤ max(1, g2(x)), thus∫
|g(x)|∣∣∣q(x, θ)−q(x, θ∗)∣∣∣dx ≤ ∫ ∣∣∣q(x, θ)−q(x, θ∗)∣∣∣dx+∫ g2(x)∣∣∣q(x, θ)−q(x, θ∗)∣∣∣dx
The first integral in this bound goes to 0 because of Scheffe´’s Theorem, see e.g.
Billingsley (1995), Theorem 16.12 p. 215. The second integral goes also to 0,
because ψ is inH 2(R) and because of Lemma 7. Whence
|I∗ψ(θ) − I∗ψ(θ∗)| ≤
∫
|g(x)|∣∣∣q(x, θ) − q(x, θ∗)∣∣∣dx→ 0. 
5.2 Convergence of some auxiliary variables
Proposition 9. Assume that h ∈ G 2(Rd), ∑t 1/Nt is finite and ψ ∈ H 2(R). When
t → ∞, (̂pi∗t (ψ)− I∗ψ(̂θt−1)) tends to 0 almost surely. Moreover, under those assump-
tions, I∗ψ(̂θt)→ I∗ψ(θ∗) = Π(ψ).
Proof. The last result follows from Theorem 2 and continuity of I∗ψ at θ
∗ proven
in Lemma 8. Adapting the proof written in Paragraph 4.2, we also have that(̂
pi∗t (ψ) − I∗ψ(̂θt−1)
)
tends to 0 in probability
The rest of the proof is inspired from the part of the proof of Theorem 2 written
in Paragraph 4.3. Fix ε > 0. Set ∆t+1 = p̂i∗t+1(ψ) − I∗ψ(̂θt), At+1 =
{
|∆t+1| ≤ ε
}
∩{
‖̂θt+1 − θ∗‖ ≤ ε
}
and A¯t+1 the complementary event. We have
E
{
(∆t+1)2
∣∣∣∣̂θt = θ} = 1Nt
[ ∫ (
pi(x)ψ(x)
/
q
(
x, θ∗
))2
q
(
x, θ
)
dx − I∗(θ)2
]
.
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and the term between brackets is bounded from above by some finite K′ε for any
θ ∈ B¯(θ∗, ε) because ψ ∈H 2(R). Thus, for all θ ∈ B¯(θ∗, ε),
P
(
A¯t+1
∣∣∣∣̂θt = θ) ≤ P (|∆t+1| > ε ∣∣∣∣̂θt = θ) + P (‖̂θt+1 − θ∗‖ ≥ ε∣∣∣∣̂θt = θ)
≤ K
′
ε + Kε
ε2Nt
,
where we have used the Chebyshev inequality and resorted (7) to bound the first
and second probabilities respectively. Hence P
(
A¯t+1
∣∣∣∣At) ≤ K/Nt for some finite
K. Now, since (∆t, θ̂t) is a (time-inhomogeneous) Markov chain, we have
P
 ∞⋂
t=T
At+1
 ≥ P (AT+1) ∞∏
T=t
(
1 − K
Nt
)
The above infinite product tends to 1 since
∑
t 1/Nt is finite. And P (AT+1) → 1
because both ∆T+1 and ‖̂θT+1 − θ∗‖ tends to 0 in probability. 
We shall now recall that the auxiliary variable Π̂∗T (ψ) is a weighted average of
the p̂i∗t (ψ) for t = 1, . . . ,T which are controlled by Proposition 9 proven above. The
following Lemma is obvious, using Cesa`ro Lemma on sequence of (non random)
vectors.
Lemma 10. Let {Ut} be a sequence of random vectors and U another random
vector. If {bt} is a sequence of positive real numbers such that Bt = b1+. . .+bt tends
to infinity, then the event
{
Ut → U
}
is included in the event
{
B−1t
∑t
k=1 bkUk →
U∞
}
.
This Cesa`ro Lemma and Proposition 9 above leads to the following.
Proposition 11. Assume that h ∈ G 2(Rd), ∑t 1/Nt is finite and ψ ∈H 2(R). Then
Π̂∗T (ψ) −→ Π(ψ) almost surely.
Proof. Because of Proposition 9, p̂i∗t (ψ) tends almost surely to Π(ψ) =
∫
ψ(x)pi(x)dx.
Applying Lemma 10 with bt = Nt yields the convergence of Π̂∗T (ψ). 
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5.3 Controlling the discrepency between the AMIS estimator
and the auxiliary variable
The convergence of Π̂AMIST (ψ)−Π̂∗T (ψ) towards 0 almost surely is proven in Propo-
sition 13 below, whose proof relies on some preliminary result given in Lemma 12.
To this end, we define the function DT
( · ) : X 7→ R+ by
DT
(
x
)
= Ω−1T
T∑
k=1
Nkq
(
x, θ̂k
)
which appears in the denominator of the updated weight (1). Because of the con-
sistency of the learning scheme proven in Section 4, we are able to show in the
following lemma that this denominator resembles the denominator of the classical
importance weight, when the proposal distribution is Q(θ∗).
Lemma 12. Let K be a compact subset of Θ. The event
{̂
θt → θ∗
}
is included in
the event where
lim
T→+∞
∥∥∥∥∥q(·, θ∗)DT (·) − 1
∥∥∥∥∥
K,∞
= 0.
Proof. Denote by mε,K the infimum of mε(x) on K, where mε(·) is the function
defined in (5). Actually, mε,K is the infimum of the lower semicontinuous function
(x, θ) 7→ q(x, θ) on the compact set K × B¯(θ∗, ε). Since a lower semicontinuous
function attains its lower bound on any compact set, and q(x, θ) > 0 for all x and
θ, the infimum mε,K is positive.
Now fix a point of the probability space in the event
{̂
θt → θ∗
}
. There, there
exists some tε such that, for all t > tε, ‖̂θt − θ∗‖ < ε. Hence, for all T > tε, and all
x ∈X ,
DT (x) ≥ 1
ΩT
T∑
k=tε+1
Nkq(x, θk) ≥ ΩT −Ωε
ΩT
mε(x) where Ωε =
tε∑
k=1
Nk.
Therefore∣∣∣∣∣q(x, θ∗)DT (x) − 1
∣∣∣∣∣ ≤ ΩT(ΩT −Ωε)mε(x) |q(x, θ∗) − DT (x)|
≤ ΩT
(ΩT −Ωε)mε,K Ω
−1
T
T∑
t=1
Nk
∥∥∥∥q(·, θ∗) − q(·, θ̂t)∥∥∥∥
K,∞
. (11)
The bound in (11) is uniform on K and goes to 0 using Lemma 10, which leads to
the desired result. 
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We can now state and prove the result controlling the difference between the
AMIS estimator and the auxiliary variable Π̂∗T (ψ).
Proposition 13. Assume that h ∈ G 2(Rd) and ∑t 1/Nt < ∞. Moreover, assume
that, for some ε > 0, ψ(·)q(·, θ∗)/mε(·) is inH 2(R). Then
lim
T→+∞ Π̂
AMIS
T (ψ) − Π̂∗T (ψ) = 0 almost surely.
Proof. Fix α > 0. The integral∫ ∣∣∣∣ψ(x)∣∣∣∣q(x, θ∗)mε(x) pi(x)dx
is finite because |ψ(·)|q∗(·)/mε(·) ∈ H 2(R). Therefore we can find some compact
subset K ofX such that∫
X \K
∣∣∣∣ψ(x)∣∣∣∣q(x, θ∗)mε(x) pi(x)dx < α.
Now, set ψ1(x) := ψ(x)1{x ∈ K}, ψ2(x) := ψ(x)1{x < K} so that ψ(x) = ψ1(x) +
ψ2(x). And consider the event
E =
{̂
θt → θ∗
}
∩
{
Π̂∗T (|ψ1|)→ Π(|ψ1|)
}
∩
{
Π̂∗T (|ψ2|)→ Π(|ψ2|)
}
∩
{
Π̂∗T (ϕ)→ Π (ϕ)
}
.
where ϕ(x) := |ψ2(x)|q(x, θ∗)
/
mε(x). With Theorem 2 and Proposition 11, this
event is of probability 1. Moreover, note that, because of (5), q(x, θ∗)/mε(x) ≥ 1
and thus
Π(|ψ2|) ≤ Π(ϕ) =
∫
X \K
|ψ2(x)|q(x, θ
∗)
mε(x)
pi(x)dx < α. (12)
Then, using linearity of the operators Π̂AMIST and Π̂
∗
T , we have∣∣∣∣Π̂AMIST (ψ) − Π̂∗T (ψ)∣∣∣∣ ≤ ∣∣∣∣Π̂AMIST (ψ1) − Π̂∗T (ψ1)∣∣∣∣ + ∣∣∣∣Π̂AMIST (ψ2) − Π̂∗T (ψ2)∣∣∣∣
≤
∣∣∣∣Π̂AMIST (ψ1) − Π̂∗T (ψ1)∣∣∣∣ + Π̂AMIST (|ψ2|) + Π̂∗T (|ψ2|). (13)
The first term in the right hand side of (13) can be controlled as follow:
∆T :=
∣∣∣∣Π̂AMIST (ψ1) − Π̂∗T (ψ1)∣∣∣∣ ≤ 1ΩT
T∑
t=1
Nt∑
i=1
pi(Xti)
∣∣∣∣ψ1(Xti)∣∣∣∣
q(Xti , θ∗)
∥∥∥∥∥q(·, θ∗)DT (·) − 1
∥∥∥∥∥
K,∞
≤
∥∥∥∥∥q(·, θ∗)DT (·) − 1
∥∥∥∥∥
K,∞
Π̂∗T (|ψ1|).
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On the event E, using Lemma 12, the first term of the last bound goes to 0, and
Π̂∗T (|ψ1|)→ Π(|ψ1|). Hence limT ∆T = 0 on E.
On the event E, the second term of the right hand side of (13) can be bounded
by
Π̂AMIST (|ψ2|) ≤
1
ΩT
T∑
t=1
Nt∑
i=1
pi(Xti)|ψ2(Xti)|
q(Xti , θ∗)
q(Xti , θ
∗)
DT (Xti)
≤ ΩT
ΩT −Ωε Π̂
∗
T
(
|ψ2(·)|q(·, θ
∗)
mε(·)
)
=
ΩT
ΩT −Ωε Π̂
∗
T (ϕ) (14)
using the fact that, on E, there exists a tε such that, for all t > tε, ‖̂θt − θ∗‖ < ε.
Hence, for all T > tε, and all x ∈X ,
DT (x) ≥ 1
ΩT
T∑
k=tε+1
Nkq(x, θk) ≥ ΩT −Ωε
ΩT
mε(x) where Ωε =
tε∑
k=1
Nk.
On the event E, Π̂∗t (ϕ) converges to Π(ϕ) which is smaller than α because of (12).
Moreover, (ΩT −Ωε)/ΩT → 1. Hence, on the event E,
lim sup
T
Π̂AMIST (|ψ2|) ≤ α
And, finally, on the event E, the third term of the right hand side of (13)
converges to Π(|ψ2|) which is smaller than α using (12). Hence, on E,
lim sup
T
Π̂∗T (|ψ2|) ≤ α
Reporting in (13), we obtain that, on the event E of probability 1,
lim sup
T
∣∣∣∣Π̂AMIST (ψ) − Π̂∗T (ψ)∣∣∣∣ ≤ 2α.
Because α is arbitrary small, we have proven the desired result. 
5.4 Conclusion of the proof of Theorem 4
Proposition 11 gives the convergence of the auxiliary variable Π̂∗T (ψ) towards the
integral Π(ψ) almost surely, while the discrepency between the AMIS estimator
and this auxiliary variable becomes negligeable almost surely (Propositon 13).
Whence the almost sure convergence of the estimator Π̂AMIST (ψ) to the integral
Π(ψ), and then the proof of Theorem 4 is completed. 
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6 Numerical experiments
We provide here a detailed numerical example on which we have compared
(a) an iterative and adaptive algorithm learning θ with a naive recycling strategy
at the end;
(b) the original AMIS of Cornuet et al. (2012) and
(c) our modified AMIS with its recycling step only at the end.
We refer the reader to Cornuet et al. (2012) for the orginal algorithm (b). The
algorithm (c) is the main topic of this paper, and is described with great details in
Section 2. At last, algorithm (a) follows the same code lines, but stops at line 7
and returns a merging of all past samples without updating the weights computed
at line 4. In this example, the target is the posterior distribution when conducting a
Bayesian analysis on a population genetic data set. It turns out that our algorithm
was the most powerful for a given computational cost, that is to say, for a given
number of simulations from proposals.
A Bayesian model in population genetics. This example comes from a pop-
ulation genetic problem. More precisely, we want to conduct a Bayesian analy-
sis of a genetic data set D to infer mutation and migration rates in a parametric
model. Assume that the species of interest is composed of two large populations
at equilibrium, one on an island and the other one on the mainland. The para-
metric model we have used is coalescent based, and is detailed, for instance in
Donnelly and Tavare´ (1995) and Rousset and Leblois (2012). The genetic data
come from two samples of individuals corresponding respectively to the two pop-
ulations, genotyped at five independent microsatellite loci.
The model is composed of two populations, whose effective population sizes
are both equal to 10000. We restrict the demographic scenario of this model to a
symmetric migration between the two populations, and the migration rates are the
supposed to be the same in both directions. We consider the mutation model SMM
(Single Mutation Model). Our data set which we denote by D is simulated on five
independent loci. At each locus we simulate the genotypes of individuals, using
the software IBDSim of Leblois et al. (2009). For this data set, we set the mutation
rate xmut to 2.3 and the symmetric migration rate xmig to 0.04. In this example,
the likelihood of a data set `
(
D |xmut, xmig
)
is the product of five integrals. Each
integral represents the likelihood of the data set at a given locus. In this study,
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Figure 1: Comparison of the three algorithms (a), (b) and (c) over 100 replicates based on
distances between the discrete probability function given by the output and the target in the
population genetic example. Left: Cramer-von-Mises distances. Middle: L2-distances.
Right: L∞-distances.
we approximate these integrals through importance sampling methods. These
approximations are provided by the software Migraine of Rousset and Leblois
(2012).
We consider a uniform prior on the set X = (10−1, 10) × (10−3, 0.5), thus
simplifying the expression of the posterior density to
pi
(
xmut, xmig|D) ∝ `(D |xmut, xmig)1X (xmut, xmig). (15)
Hence the target pi(x) is the posterior distribution on a two dimensional param-
eter x = (xmig, xmut) when the prior is a non informative uniform distribution on
some set X . This example is actually typical of situations where the density of
the target pi(x) is of high computational cost. With coalescent based models, the
likelihood, thus the posterior density pi(x), is an integral over a latent process that,
by chance, is computed via importance sampling too, see De Iorio et al. (2005)
and Rousset and Leblois (2012).
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Tuning of the algorithms. The family of proposals in the three sequential algo-
rithms is composed of bivariate Gaussian distributions, conditioned (or truncated)
on the supportX of the prior distribution. The parameter of the proposal is a four
dimensional vector θ = (µmig, µmut, σ2mig, σ
2
mut), whose first two coordinates give
the position of the mode and last two coordinates give the marginal variances of
the diagonal covariance matrix. For each realization of a scheme, we set T = 45
and Nt = N × t where N = 100.
Results. Performances of the sampling algorithms were compared as follows.
Instead of looking at the estimates of Π(ψ) for various integrands ψ, we decided
here to evaluate the outputs with distances between the discrete measure induced
by the weighted final samples and the target. In Figure 1, we have represented
the Cramer-von Mises, the L2- and the L∞- distances between the empirical distri-
bution function F̂T (x) of the final weighted samples and the distribution function
F(x) of the target, i.e., the posterior distribution. Furthermore, since the density of
the target cannot be written with a close formula in the concrete example, we shall
describe how F(x) was computed. Following an idea of R. Leblois and F. Rousset,
estimates of pi(x) were computed for values of x ranging a regular 500 × 500 grid
of the support of the prior distribution. The estimation error was then decreased
using a kriging model on pi(x), assuming regularity conditions of that posterior
density. Of course, this sharp approximation comes at a much higher computa-
tional cost than any run of the Monte Carlo algorithms we compare here.
The results presented in Figure 1 exhibit a clear advantage to our modified
AMIS, namely (c), in front of (a), the sequential scheme with a naive recycling
and (b), the original AMIS, whatever the distance. Thus, modifying the original
AMIS was not only a way to obtain the theoretical results of Section 3, but also a
real improvement of the original algorithm. One of the reason that might explain
this phenomenon is that the recycling scheme of the original AMIS introduces a
bias on θ during the learning process which tends to accumulate, and thus is large
enough to degrade the output quality when compared to our modified AMIS.
7 Conclusion and discussion
For a certain class of functions, we derived strong consistency of our modified
AMIS. We proved a strong law of large numbers for a large class of integrands
characterized by regularity conditions and for a general family of proposals. We
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assumed that the size of the samples at each stage, namely Nt, tends to infinity
rather quickly so that
∑
t 1/Nt is finite. This condition might be unsatisfactory
but is due to the fact that we only assumed that pi(X)‖h(X)‖/q(X, θ) has a finite
quadratic moment when X ∼ Q(θ). In future research, we could try to relaxe
the hypotheses on Nt, assuming that the above random variable has exponential
moments and using a large deviation inequalities instead of the Chebyshev bound.
Besides, another route might be taken to prove theoretical results on the mod-
ified AMIS, based on Markovian arguments. Indeed, when the sample size does
not vary between iterations during the learning process, i.e., when N1 = N2 =
. . . = NT = N, the sequence of pairs (Xt1:N , θ̂t) form a Markov chain. And the
final sum in (3) might be traited using results on averages over a path of a Markov
chain. But we have left this route for future works.
The present paper does not conduct a comprehensive numerical comparison
between the original AMIS and our algorithm, because we focused here on theo-
retical results. But the numerical experiment presented above is a serious example
exhibiting an advantage to our modification of the AMIS.
Finally two important, methodological issues have not been tackle in this the-
oritical work. The first one deals with the initialization of the AMIS. The original
paper of Cornuet et al. (2012) proposed an answer based on a logistic sample
when nothing is known on the target. We stress here that the starting distribution
is of great practical consequence: for instance, if the first sample misses a mode
of the target distribution, we have almost no chance to see it during the whole
process. That was summed up by Cornuet et al. (2012) as the “what-you-get-is-
what-you-see” nature of the AMIS. Likewise, a recurring numerical question on
the AMIS concerns the allocation of the overall computational cost (given by the
final system size ΩT ). To optimize allocation, one could propose and study alloca-
tion strategies on different iterations via the sequence N1, . . . ,NT . We also believe
that the winner in the competition between the original and the modified AMIS
depends also on this allocation strategy
Appendix – Weak law of large numbers on triangular
arrays
The following result is a multidimensional generalisation of the weak law of large
numbers given in Chapter 9 of Cappe´ et al. (2005). In the following, all random
variables are assumed to be defined on a joint probability space
(
Ξ,F ,P) and
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{
Nt
}
t≥1 denotes an increasing sequence of integers. In those theorem as well as
throughout this paper, we used the notion of tightness of random variables that we
recall here. (See Billingsley (1995), p. 336 for more details)
Definition 14. A sequence of random vectors {Un} is tight if
lim
η→∞ supn≥1
P
(∥∥∥Un∥∥∥ ≥ η) = 0.
We have the following law of large numbers.
Theorem 15. Let
{
Vt,i
}
1≤i≤Nt be a triangular array of random vectors on R
d, and
let
{Ft}t≥1 be a sequence of σ-fields. Assume that the following conditions hold
true.
(i) The Vt,i for i = 1, . . . ,Nt are conditionally independent given Ft, and for
any t and i = 1, . . . ,Nt, E
[∥∥∥Vt,i∥∥∥∣∣∣∣Ft] < +∞.
(ii) The sequence
{∑Nt
i=1 E
[∥∥∥Vt,i∥∥∥∣∣∣∣Ft]}
t≥1
is tight.
(iii) For any positive η,
lim
t→+∞
Nt∑
i=1
E
[∥∥∥Vt,i∥∥∥1{∥∥∥Vt,i∥∥∥ > η}∣∣∣∣Ft] = 0 in probability.
Then,
lim
t→∞
Nt∑
i=1
{
Vt,i − E
[
Vt,i
∣∣∣∣Ft]} = 0 in probability.
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