ABSTRACT According to the Karush-Kuhn-Tucker condition, the Pareto set (PS) of a continuous m-objective optimization problem is a continuous (m − 1)−D piecewise manifold. Based on this regularity property, the ratio of the sum of the first (m − 1) largest eigenvalue of the population's covariance matrix to the sum of the whole eigenvalue can be employed to illustrate the degree of convergence of the population. This paper proposes a new algorithm, named DE/RM-MEDA, which hybridizes differential evolution (DE) and estimation of distribution algorithm (EDA) for multiobjective optimization problems (MOPs) with the complicated PS. In the proposed algorithm, EDA extracts the population distribution information to sample new trial solutions by establishing a probability model, while DE uses the individual information to create others new individuals through the mutation and crossover operators. At each generation, the number of new solutions generated by the two operators is adjusted by the above-defined ratio. The proposed algorithm is validated on nine tec09 problems. The sensitivity and the scalability have also been experimentally investigated in this paper. The comparison results between DE/RM-MEDA and the other two state-of-theart evolutionary algorithms, namely NSGA-II-DE and RM-MEDA, show that the proposed algorithm is highly competitive algorithms for solving MOPs with complicated PSs in terms of convergence and diversity metrics.
I. INTRODUCTION
Without loss of generality, a multi-objective optimization problem(MOP) can be stated as follows:
Minimize F(x) = (f 1 (x), . . . , f n (x)) subject tox ∈
where n i=1 [a i , b i ] is decision space of the parameter x and x = (x 1 , . . . , x n ) T ∈ is a decision variable vector. F : → R m consists of m objective function f i (x), i = 1, . . . , m, and R m denotes the objective space.
Usually, since the objectives in (1) contradict each other, no point in can minimize all the objectives simultaneously. Pareto-optimal solutions, which is called the Pareto set(PS),
The associate editor coordinating the review of this manuscript and approving it for publication was Wei Wei. are the optimal tradeoff solutions among different objectives and its mapping to the objective space is the Pareto front(PF).
A vector u = (u 1 , . . . , u m ) is said to dominate another vector v = (v 1 , . . . , v m ) (denoted by u ≺ v) if and only if u i ≤ v i , ∀i ∈ i, . . . , m and u = v. A point x * ∈ is Pareto-optimal or non-dominated solution if there is no point such that x ≺ x * . That is to say, any improvement in a Pareto optimal solution in one objective will certainly lead to a deterioration in at least one other objectives.
During the past three decades, different methods have been presented to deal with the multi-objective optimizations problems(MOPs). Because of their weak assumptions and global search ability, multi-objective evolutionary algorithms(MOEAs) have been attracting an increasing attention. A number of MOEAs have been proposed, such as MOGA [1] , NPGA [2] , NSGA [3] , NSGA-II [4] , PAES [5] , PESA [6] , PESA-II [7] ,SPEA [8] , SPEA-II [9] , MOPSO [10] , RM-MEDA [11] , MOEA/D [12] , IBEA [13] . MOEAs exhibit brilliant performance in various field [14] - [16] . There are many reproduction operators in MOEAs. Different reproduction operators have their own characters and are suitable for different situations. This paper focus on two of them in the follow.
• DE-based approaches: The different evolution (DE) algorithm [17] - [19] , which was originally proposed for scalar objective optimization, combines several parent solutions by crossover and mutation operators to create candidate solutions. And it has obtained an increasing attention among multi-objective optimization [20] since it can be implemented simply and solve problems efficiently. Its strong global convergence ability and robustness makes it is suitable for solving optimization problems in complex environments that cannot be solved by conventional mathematical programming methods. Such as PDE [21] , NSGA-II-DE [22] . Meanwhile, for its control parameters, the scaling factor F and the crossover rate CR [23] are not easy to set properly [24] . The literature [25] presented a new taxonomy of parameter settings in evolutionary and offered several guidelines for designing and implementing adaptive DE algorithms.
• Probabilistic model-based approaches: As one of the probabilistic model-based EA, the estimation of distribution algorithm (EDA) [26] does not use traditional crossover or mutation operators to generate offspring solutions. It explicitly extracts global statistical information from parent solutions through a probabilistic models and new solutions are sampled from the model [26] - [28] . Instead of the individual location information, EDAs emphasize the population distribution information and have the ability to deal with hard problems which has linkages or dependencies among decision variables [30] - [32] . While EDA is high computational cost and low efficiency when an inappropriate probabilistic model is selected. Many hybrid MOEAs have been proposed. Different operators are hybridized in [33] and [34] , and local search operators and global search operators are hybridized in [35] . DE and EDA have their own characteristics and advantages. The former uses the individual location information and the later emphasizes the population distribution information [36] . Following the idea in [37] and [38] , combining these two mechanisms is a natural choice to use their own characteristics to deal with hard MOPs. RM-MEDA [11] exhibits remarkable performance in various fields as a probabilistic model based MOEA. This paper proposes a new hybrid algorithm named DE/RM-MEDA, which some of the new solutions are generated by DE and the rest by EDA. And the ratio of solutions generated by two mechanisms is self-adaptive adjustment.
According to the Karush-Kuhn-Tucker(KKT) [39] , [40] condition, the Pareto set of a continuous m-objective optimization problem is a continuous (m-1)-D piecewise manifold. Based on this regularity property, a parameter is employed, which is the ratio of the sum of the first (m-1) largest eigenvalue of the population's covariance matrix to the sum of the whole eigenvalue, to illustrate the degree of convergence of the population. DE/RM-MEDA proposed in this paper is different from RM-MEDA as follows:
• In DE/RM-MEDA, both the information of individual location and the global population distribution information are used to generate trial solutions by employed DE and EDA. While RM-MEDA is only based on EDA.
• In DE/RM-MEDA, a parameter is employed to illustrate the degree of the convergence of the population. And the number of new solution generated by two methods is adjusted by the parameter. In the remainder of this paper, the framework of DE/RM-MEDA algorithm is introduced in section 2. In section 3, the experiment results and analysis are presented, and the sensitivity of introduced parameters and the scalability to the variable size are investigated too. Finally, the conclusions and future works are drawn in Section 4.
II. PROPOSED ALGORITHM A. THE ALGORITHM OF RM-MEDA
It can be induced from the KKT condition that under mild conditions, for continuous m-objective optimization problem, the Pareto set is a continuous (m-1)-D piecewise manifold. So the population in the decision space will be gradually scattered round the truly PS as the search continues. Based on this idea, in each generation, RM-MEDA firstly partitions the population into K disjoint clusters to approximate the PS by the (m-1)-D Local PCA algorithm instead of K-means clustering method in which a cluster centroid is a point. For each clusters, RM-MEDA builds a probabilistic model by extracting the distribution information of parent solutions for the generation of new solutions instead of employing crossover and mutation operators. And the number of new solutions generated in each cluster is proportional to the volume of the cluster.
B. THE ALGORITHM OF DE/RM-MEDA
In DE/RM-MEDA, the DE operator is also employed to generate new solutions. Meanwhile, the number of new solutions generated by the two mechanisms is adaptive adjustment in each cluster.
At each generation, DE/RM-MEDA maintains: -a population of N solutions p = {x 1 , . . . , x N } -their objective values {f (x 1 ), . . . , f (x N )} The algorithm works as follows.
In the following, we would like to make some comments on the algorithm.
C. PARTITION
Partition P into K clusters (i.e. S 1 , S 2 , . . . , S K ) by Local PCA algorithm rather than the widely used K-means clustering For a N-dimensional finite subset S, let |S| be the cardinality of S. The mean and the covariance matrix of the points in S are respectively
The ith unity eigenvector corresponding to ith largest eigenvalue of the matrix Cov is seen as the ith principal component marked as U i . Let L m−1 be the affine (m-1)-dimensional principal subspace of the points is S and its mathematical expression is
The Euclidean distance between x and its projection in
where let λ j i be the ith largest eigenvalue of the covariance matrix of the points in S j . The p which is used as the index of the convergence is the ratio of the first (m-1) biggest eigenvalues and all eigenvalues.
The (m-1)-D Local PCA algorithm which is similar to RM-MEDA works as follows.
D. REPRODUCTION
In each cluster, the new solutions are generated by two mechanisms. Two parameters are introduced here, α and β, to adjust the numbers of new individuals generated by the two mechanisms. The number of new solutions generated by modeling and by DE operators are k1 and k2 respectively. The basic idea is to set the number of new solutions generated by , i = 1, . . . , K to be an affine (m-1)-dimensional space including an individual randomly chosen from P 2: Repeat: 2.1: Partition the individual in P into K disjoint clusters based on the following rular {s 1 , s 2 , . . . , s K }.
, i = 1, . . . , K , according the individuals in S j 3: until the partition results no longer change.
Algorithm 3 y ← GaussianSample(S j ) 1: calculate the mean value of the cluster as
2: calculate the covariance matrix of the points in as
3: build the probability model. Set
, where let λ j i be the ith largest eigenvalue of the covariance matrix of the points in S j . Generate a point x from ψ j and a noise vector ε from N (0, σ j I ), where I is the n × n identity matrix. 4: return x = x + ε DE operator in a certain range. (α +β * p) is used to donate the proportion of new solutions generated by Gaussian model.
For example, when α and β are 0.1 and 0.7, the maximum and minimum percentage of new solutions generated by Gaussian Probabilistic Model operator are 10% and 80% respectively.
The Gaussian model building and sampling are given in Algorithm 3, and the DE operator is illustrated in algorithm 4. The procedure of reproduction is shown in Algorithm 5.
Various DE variants have been presented in [41] and [42] . DE generates new solutions by crossover and mutation operators. In this paper, the polynomial mutation operator [43] has been employed. The Gaussian probabilistic model operator utilizes the distribution information efficiently. It works as follows. In order . . x n is generate as follows:
where the parameter rand is a uniform random number from [0,1] 3: perform a mutation operator on x to produce a new solution
where u k and l k are lower and upper bounds of the kth decision variable.
Algorithm 5
Reproduction 1: let
where vol(ψ j ) is the volume of the sjth (m-1)-dimensional manifold, and
is the number of new solutions produced in jth cluster. 
III. EXPERIMENTAL RESULTS
In this section, DE/RM-MEDA is applied to nine benchmark problems with complicated Pareto sets which were introduced in [22] . NSGA-II-DE and RM-MEDA [11] are used for the comparison study.
A. PARAMETERS SETTINGS
The parameters setting in the experiments study is as follows:
• The number of decision variables are 30 in F1-F5 and F9, and 10 in F6, F7 and F8. All algorithms are executed 30 times independently. The algorithms is stopped after 500 generations. The population is 600 for F6 and 300 for the others.
• In DE and polynomial mutation, CR=0.9 and F=0.5, η = 20 and p m = 1/n.
• In DE/RM-MEDA, α and β which are used to adjust the number of new solutions generated by two methods are set to be 0.2 and 0.6.
• In RM-MEDA, the number of cluster K is 5.
• All the algorithms are implemented in C++.
B. PERFORMANCE METRIC
The performance of the proposed algorithm is assessed by the inverted generational distance (IGD) which denotes convergence metric. Let P * be a set of uniformly distributed points in the objective space along the PF. Let P be an approximation to the PF, the inverted generational distance from P * to P is defined as where d(v, P) is the minimum Euclidean distance between v and the points in P. The inverted generational distance denotes both the diversity and convergence metric, which represents the distance between the set of the true Pareto-optimal fronts and the set of an approximation to the PF. The smaller the value of IGD(P * , P) is, the better of the diversity and convergence ability of the proposed algorithm is. 500 and 1000 evenly distributed points in PF are respectively selected as P * for each test instance with two and three objectives.
C. INSTANCE WITH VARIOUS PS SHAPES
The nine test instances proposed in [22] have complicated PS shapes which could cause difficulties for MOEAs. Firstly, we compare DE/RM-MEDA with RM-MEDA and NSGA-II-DE on six test instances: F1-F6. F1-F5 have two objectives with same convex PF shape, and F6 has three objectives. Meanwhile, in the decision space, the PS of F1-F5 are various nonlinear curves and F6 a nonlinear 2-D surface.
The mean and standard deviation of the IGD-metric values of the 30 final populations are presented in Table 1 . The evolution of the average IGD of the nondominated solutions in the current populations versus generations obtained by the three algorithms over 30 runs are shown in Fig.3 . Since single metric is hard to rank different algorithms appropriately, Fig.1 and Fig.2 show the distribution of the final populations with the lowest IGD-metric values obtained in 30 runs of the proposed algorithm on each test instance for DE/RM-MEDA and RM-MEDA, respectively. In the Fig.1 and Fig.2 While it is obvious that DE/RM-MEDA can cover the whole PFs and PSs on F1 and F3-F6 but failed on F2.
D. INSTANCE WITH MANY LOCAL PARETO FRONTS
The three algorithms are tested on F7 and F8 which have many local Pareto solutions to study the global search ability. Table 1 indicates that DE/RM-MEDA performs better than NSGA-II-DE and slightly better than RM-MEDA. It can be observed from Fig.3 that DE/RM-MEDA has better convergence speed than the other two algorithms on the two instances. Fig.2 and Fig.3 show that DE/RM-MEDA performs better than RM-MEDA especially on F8 in terms of the distributions of final populations. The reason is that DE/RM-MEDA has a better ability to cover the local optimal PSs.
These experimental results suggest that the performance of the three algorithms will be deteriorated by the presence of many local Pareto optimal solutions. Collaboration between individual information and population distribution information enables DE/RM-MEDA to achieve better performance.
E. INSTANCE WITH CONCAVE PARETO FRONTS
Difference from the instances in the above two subsections, for PS, F9 is the same as F2. but F9 has a concave PF. Table 1 shows that DE/RM-MEDA has the lowest IGD in the three algorithms. Fig.3 also indicates that DE/RM-MEDA has a better performance on the convergence speed. Fig.1 and Fig.2 show that DE/RM-MEDA beat RM-MEDA on this instance. So, a concave PF does hinder the performance of the three algorithms and the DE/RM-MEDA is not very sensitive to PF shapes. And the performance of RM-MEDA is worse than DE/RM-MEDA without the DE operator. While a concave PF indeed hinder the performance of the three algorithms, and the DE/RM-MEDA is not very sensitive to the PF shapes compared with RM-MEDA. Table 2 . It is obvious that the performance of the algorithm becomes worse as the dimension of the independent variable increases. In this sections, we investigate the parameters α and β which are used to adjust the numbers of new solutions generated by the two mechanisms in each clusters [44] - [46] . In the experiments, α and β are set to be 0.1-0.7, 0.2-0.6 and 0.3-0.6. In the Fig.5 , the blue represents α = 0.1, β = 0.7, the green α = 0.2, β = 0.6, the yellow α = 0.3, β = 0.6.
The mean values of the results obtained by DE/RM-MEDA under different α and β are shown in Fig.5 . It is evident that DE/RM-MEDA is less sensitive to the setting of α and β besides F7. 
2) SENSITIVITY TO THE NUMBER OF CLUSTERS
In this section, F6 is tested on different cluster numbers to study the sensitivity to the number of clusters of the proposed algorithm. The mean IGD-Metric values versus the numbers The proposed algorithm can reduce the IGD-metric under 0.1 after 5000 function evaluations. It is also clearly shown in Fig.7 that DE/RM-MEDA makes a better performance in terms of convergence speed as the number of clusters increase. So it is clearly that DE/RM-MEDA is less sensitive to the number of clusters.
H. COMPARISON BETWEEN DIFFERENT OPERATORS
In this part, we compare DE/RM-MEDA algorithm with DE/RM-MEDA-1 and DE/RM-MEDA-2, where DE/RM-MEDA-1 is DE/RM-MEDA without polynomial mutation, and DE/RM-MEDA-2 is DE/RM-MEDA without basic DE algorithm. We run the three algorithms 30 times respectively. Ranks of the results obtained by the three algorithms on seven test instances are given in Fig.8 . It is obvious that the DE/RM-MEDA get the best results when the two operators work together.
I. THE WILCOXON SIGNED RANKS TEST
Since two samples not necessarily represent two different populations, we employed Wilcoxon signed ranks test [47] , [48] to compare the different algorithms. Let R + denotes the sum of ranks for the test problems in which the first algorithm performs better than the second, and R − denotes the sum of ranks for the opposite. As the Table 3 states, DE/RM-MEDA shows a significant improvement over the others.
IV. CONCLUSIONS
It hasn't been well studied how to utilize the individual and population distribution information efficiently to generate new trial solutions based on the framework of non-dominated sorting. Meanwhile, the ratio of the sum of the first (m-1) largest eigenvalue of the population's covariance matrix to the sum of the whole eigenvalue hasn't been employed to illustrate the degree of convergence of the population. A hybrid algorithm named DE/RM-MEDA is proposed in this paper for multi-objective problems with complicated PS shapes. In our approach, the Gaussian probabilistic model based operator and the DE operator are employed to generate new solutions collaboratively. At each generation, the number of new solutions generated by the two operators is adjusted by the ratio. The bigger the ratio is, the more new solutions will generated by Gaussian probabilistic model. The new algorithm combines individual and population information efficiently to balance the exploitation and the exploration search abilities.
Experimental studies have shown that overall, the new algorithm proposed in this paper performs better than NSGA-II-DE and RM-MEDA on a set of test instances with complicated PS shapes. The scalability to variable size and the sensitivity of parameter have also been experimentally studied. The statistical results show that the collaboratively of two kind of information is efficient and effective.
The characters of others different offspring operators should also be investigated besides the new algorithm. The strengths and weaknesses of different offspring operators should also be thoroughly studied. Such study will be beneficial to the development of the MOEAs and to solve MOPs efficiently. There are several research avenues worthwhile exploring in the future. First, Combination of others different kind of information or others offspring generators could be worthwhile studying. Second, employ the hybrid mechanism in others algorithmic frameworks, for example the decomposition based. 
