We propose a novel collision-avoidance algorithm for the active type RFID regarding an indoor tracking system. Several well-known collision avoidance algorithms are analyzed considering the adequacy for the indoor tracking system. We prove the superiority of the slotted ALOHA in comparison with CSMA for short and fixed length packets like an ID message in RFID. Observed results show that they are not applicable for active type RFID in terms of energy efficiency. Putting these all together, we propose a dedicated collision avoidance algorithm considering the unique features of the indoor tracking system. The proposed method includes a scheduled tag access period (STAP) as well as a random tag access period (RTAP) to address both of the static and dynamic characteristics of the system. The system parameters are determined through a quantitative analysis of the throughput and energy efficiency. Especially, some mathematical techniques have been deployed to obtain the optimal slot count for RTAP. Finally, simulation results are provided to illustrate the performance of the proposed method with variations of the parameters.
Introduction
As the use of wireless devices has become pervasive, many service venders have started to provide services based on the location of a mobile station. These services mostly provide environmental information such as location of the nearest restaurant. Such GPS based services offer comparably low resolution. Moreover, those services are restricted to outdoor use only, and thus it is difficult to introduce an add-on service with an existing mobile device for indoor environment. Hence, dedicated systems based on active type RFID or infrared (IR) [1] [2] are generally employed for indoor localization.
A typical IR based tracking system utilizes exiting LAN infrastructure inside a building with dedicated IR beacons. These beacons are usually installed on the ceiling of a room emitting light signal periodically. A badge attached to a mobile entity, say a laptop, receives this signal and determines its own location by reading the ID of the beacon embedded in the signal. Then it notifies the server about its location via the LAN. This system provides comparably higher resolution that is proportional to the density of the beacons. However, its usage is restricted in many ways due to its innate characteristics. First, it cannot cover a wide area because of its line of sight (LOS) propagation that in turn results in many invisible areas [4] . To cover the entire area, there should be many IR beacons incurring higher cost. Second, the badges consume considerable amount of power due to the scheme of the system, and hence inefficient for battery powered mobile entities. In contrast to the system that identifies a tag location by its own transmission, an IR badge should be alert always since the badge should listen to the beacon signal and transmit its position back to the system.
Related Work-Existing Collision Avoidance Methods

Probabilistic Methods
The collision could be avoided if all nodes can exchange the information of when to transmit. However, in most communication systems, packets are generated randomly hence making it difficult to avoid the collisions deterministically. Instead, each node tries to reduce the probability of the collision by randomly selecting the time to transmit. This kind of effort to reduce the collision is called probabilistic collision avoidance method. ALOHA is a typical probabilistic mechanism where each node tries to transmit as soon as they get a packet and if it does not receive an ACK from the party, it retransmits the packet. In this case, the maximum channel utilization is only 17% [4] . On the other hand, slotted ALOHA, an enhanced version of ALOHA, shows the maximum channel utilization of 37% [4] . In this method, each tag synchronizes the beginning of its transmission at a fixed moment called a slot rather than transmitting immediately [5] [6] . Since a node can transmit a packet at any moment in pure ALOHA, it can be overlapped with other packets partially. This can yield the entire colliding duration up to two times longer than the packet length. However, if all packets from all nodes are synchronized, that is all transmissions start at the same moment, then the colliding packet duration would be only the length of a packet. However, still there is a problem. In order to implement the slotted ALOHA, all nodes should have a certain mechanism to synchronize with each other. In most cases, this is done by letting the nodes hear a synchronization signal called a beacon. Whenever a node wants to transmit a packet it should first find a synchronization beacon, which consumes extra energy.
More sophisticated probabilistic collision avoidance method is so-called Carrier Sense Multiple Access (CSMA). With the CSMA, each node senses the channel to see if another transmission is ongoing prior to its own transmission. If a node detects the channel is busy, it postpones the transmission with a certain strategy [3] [4] . Depending on the strategy, there are many variations of CSMA. For example, in the standard of wireless LAN protocol IEEE 802.11, each node keeps sensing the channel to detect the end of the current channel occupancy. On the other hand, in IEEE 802.15.4, a node does not keep listening once it detects the channel is busy. Instead, it backs off for a random number of slots, and senses the channel again. The main reason of the variation is power consumption. Since most wireless devices are mobile devices, they are very sensitive to the power consumption problem. CSMA can utilize the slotted channel by synchronizing the beginning of each transmission as in slotted ALOHA [3] . Many parameters affect the throughput of CSMA, and thus it is hard to mention about the effective channel utilization in a lump. It is, however, clear that most of the CSMA show much better performance than the (slotted) ALOHA [3] . The defect of CSMA is that it consumes much more power than the (slotted) ALOHA to sense the channel. The key difference between IEEE 802.11 and IEEE 802.15.4 is also related to this power consumption. The main idea of IEEE 802.15.4 is to reduce the power consumption by not continuing to sense the channel even when the channel is busy.
From these perspectives, IEEE 802.15.4 could be considered for our objective-indoor mobile tracking based on active RFID. Nevertheless, it is not efficient to adapt IEEE 802.15.4 in the pristine form since the key design assumption is completely different from that of the RFID system. IEEE 802.15.4 has been designed for data communication between nodes, and thus the packet length needs to be variable. On the other hand, RFID system is for the identification of a tag, hence fixed and short packet length suffices. These features prevent us from exploiting the advantages of CSMA because it requires a process of detecting the channel status called a clear channel assessment, or CCA. To perform CCA successfully, a tag has to listen to the channel for a certain amount of time that varies depending on the physical channel encoding. That is, a packet frame shorter than the threshold time cannot be detected by the CCA yielding the CSMA useless [4] . Therefore, the CCA mechanism may not be useful for an RFID system with a short and fixed length packet. We have presented a simulation result of performance comparison between slotted CSMA and slotted ALOHA varying the ratio of two slot counts (Fig. 1) . For the same duration, each method can have different slot count depending on the minimum CCA duration and packet length. For example, with the fixed length ID packet of 10 symbols, a slot length for the slotted ALOHA would be set to the same 10 symbols. On the other hand, the slotted CSMA would set the slot length to the minimum CCA duration regardless of the packet length. Therefore, if the minimum CCA duration is five symbols, the slotted CSMA would have two times more slots than the slotted ALOHA for the same duration. During the simulation (Fig. 1) , the slot count of slotted ALOHA was fixed to 1000 while that of the slotted CSMA was varied from 1000 to 4000 and thus varying the slot count ratio from 1.0 to 4.0. The simulation was repeated three times for 700, 1000, and 1300 tags, respectively. As it can be easily inferred, the throughput of the slotted CSMA will increase as the slot count increases, hence the CCA duration will get shorter. Slotted ALOHA shows better performance until the slot count ratio reaches 2.0 (Fig. 1) . Moreover, the throughput is only 10% higher even when the ratio is 4.0. Considering that the power consumption is a critical key for the battery powered mobile entities, the small amount of the performance degradation is negligible in return for the power saving. Consequently, slotted ALOHA is better suited than the slotted CSMA for short and fixed packet length as in RFID system.
Deterministic Methods
As mentioned previously, RFID is not for data communication, but for a process of tag identification. Unlike other communication systems, RFID system does not have to assume random transmissions. In other words, a transmission scheduling is possible as long as the tags can be identified within a given period. Generally, however, specific list of the available tags cannot be known at any moment, and thus a completely deterministic scheduling is impossible. Nevertheless, there is still a chance to schedule the tag transmissions under certain conditions. If a reader (or a receiver) can detect a collision in a bit unit, it can schedule the tags to avoid collisions in next interrogation by suppressing half of the collided tags. Since there are only two cases, zero or one for a bit, it can recognize a tag in constant time by interrogating the tags for each bit of zero and one, respectively. For example, if the first bit of a transmitted tag ID collides, it is clear that there are both tags with the first bit of zero and one. Therefore, the interrogator can suppress either of the tags with the first bit zero or one to avoid collision in the next interrogation. Finally, the reader can recognize a full tag ID by repeating this process for each tag bit [5] [7] . This kind of scheme is called a deterministic collision avoidance method. As the name implies, this method can acquire a tag ID in constant time, but it requires a large number of interrogations for single tag identification. For example, the required number of interrogations for a specific tag with the basic binary search algorithm [4] is: 2 log log n I BBS  (1) where n is the number of available tags.
Fig. 1.
Simulated channel utilization for slotted ALOHA and slotted CSMA varying the ratio of packet length to CCA length. The simulation was repeated three times for 700, 1000, and 1300 tags, respectively. The slot count for the slotted ALOHA was fixed to 1000 for all cases Likewise, the required interrogation count with n available tags regarding bit-by-bit binary search tree algorithm [8] [9] proposed by Auto-ID center is:
where j is length of the ID bits. As shown in (1) and (2), the required number of interrogations is directly proportional to the number of available tags. The problem is that all tags should keep listening all the time. For the passive type RFID, the power is supplied by the magnetic field of interrogation, it is free from the energy efficiency issue. Active type RFID, however, should consider the energy efficiency seriously since tags are activated by their own batteries. Consequently, pure deterministic algorithms that do not consider the energy efficiency are not applicable for the active type RFID.
System Analysis
System Configuration
The system for which we are developing the collision avoidance algorithm is a domain specific indoor tracking system based on active RFID. In this system, the entire domain is divided into several areas. Then control units, called base station (BS), are installed at specific locations for each divided area. The BS is used to control transmission congestion within the area, hence playing a key role in our algorithm. Apart from the BS, readers are installed more densely considering the transmission coverage of a tag. Finally, it is assumed that tags be scattered around the entire domain. They are attached to either a person or an asset having a free will to move around anywhere. That is, a tag could appear or disappear in the control area of a BS anytime.
Design Considerations
Several characteristics of the aforementioned system should be considered in designing the algorithm. First, the most important feature is that the tags tend to be motionless for most of the time rather than continuously moving around. For example, an employee, the carrier of a tag, would spend most of his or her working hours in a certain area. It is true even when the tag is attached to an asset such as a laptop. This static characteristic of a tag provides us with a chance of scheduling, hence improving the performance rather than entirely relying on a probabilistic approach. Second, the interval between two successful transmissions should be considered as a key factor in designing the system. Considering that the main purpose of the system is the management of the resources, the identification period is one of the key parameters in terms of consistency. In addition, absence of the tag is usually judged by the elapsed time from last reception, and thus the maximum interval should be bounded by a certain range. Finally, energy efficiency is a key design consideration as well. The tags for active type RFID are supplied with the power by their own batteries. Since most of the indoor tracking applications do not allow a frequent charging or replacement of batteries, the lifetime of the battery is a key factor for the successful introduction of the system. Therefore, the algorithm should consider an aspect of efficient power consumption as well as the throughput.
Proposed Algorithm
Behavioral Description
As mentioned previously, tags have both of the static and dynamic aspects. The static characteristic that a tag tends to stay in a specific area motivates scheduling of the tags. On the other hand, the dynamic characteristic that a tag can join or leave the control area freely should also be taken under consideration. To reflect the probabilistic behavior, the idea of slotted ALOHA has been borrowed in our algorithm. That is, a certain amount of time is allocated for the newly joined tags for random transmission. We call the period Random Tag Access Period, or RTAP. If a tag succeeds the transmission during RTAP, BS turns the tag into a scheduled mode by describing the required information in the ACK packet. Then the tag is provided with an exclusive slot so that a successful transmission is guaranteed from the next turn. We call the set of these exclusively allocated slots a Scheduled Tag Access Period, or STAP. The remaining work is to combine the STAP with RTAP. As mentioned previously, the identification interval is one of the important system parameters. For this, we define a term 'ROUND' as a required interval between two successful transmissions and let this include a STAP for a guaranteed successful transmission. The rest of the ROUND is filled with RTAP(s). First, a newly joined tag in the control area starts in random mode and tries to search a RTAP beacon by waking up periodically. Every RTAP beacon includes an ID of the base station as well as the number of slots in the following RTAP. Once a tag finds the RTAP beacon, it transmits its ID at a randomly chosen slot during the following RTAP. If no other tag has transmitted during the slot, which indicates successful transmission, then the BS replies to the tag with an ACK packet that contains the required information to turn the tag into scheduled mode. For example, it would contain the allocated slot index in STAP, and the duration until the next STAP beacon so the tag can fall into sleep mode, hence saving the energy. On the other hand, if more than two tags transmit at a same slot causing a collision, the BS would skip the ACK for the slot. Then the tags that fail to receive the ACK would fall into a sleep mode until next RTAP starts. For the second try, the effort of finding the RTAP beacon could be omitted or minimized since the previous RTAP beacon may contain the duration until the next RTAP. Then, the tag that woke up at the next round would choose the slot randomly and transmit the ID packet again. Since each tag would choose the slot randomly for every RTAP, no synchronized continuous failure would not been forced. That is, a collision incurred by two tag transmissions at a same slot may not be repeated during the next RTAP since those tags would choose the next transmission slot randomly, and hence different slots.
From the discussion above, it is obvious that the ROUND length should be longer than maximum STAP length. Since the maximum STAP length is automatically determined by the available tag count, the length of ROUND is merely dependent of the required RTAP length. Meanwhile, the average period of tag identification is directly proportional to the ROUND length. Normally, the maximum period is bounded by the characteristic of the application. For instance, a tag attached to a person may need to be identified every few seconds considering the walking speed of the person. Actually, the faster the identification period is, the better it is for almost every application. Practically, however, the minimum period is also bounded by the required life cycle of the tag battery, which is directly proportional to the ROUND length. Consequently, it is more reasonable to decide the ROUND length first, considering the requirements of the application as well as the life cycle of the battery. Then, the RTAP length is automatically determined to be the rest of the ROUND length excluding the STAP length.
STAP Management
Once a tag is scheduled, an exclusive slot is allocated in STAP and assigned for the tag. Therefore, the transmission always succeeds as long as the tag stays in the control area of the BS. On the other hand, if a scheduled tag leaves the area, hence failing to transmit at the expected slot in STAP, the tag will turn itself into random mode starting to seek an RTAP beacon in the new area. Meanwhile, the BS will also notice the absence of the tag by failing to receive the tag transmission at the expected slot in STAP. Then it marks the slot as 'empty' for further use rather than shrinking the STAP immediately. If a slot in the middle of STAP is removed, all other slots after the removed one should be shifted forward incurring a cost of informing the corresponding tags. To avoid this redundancy, the slot is removed only when the failure occurs at the end of the STAP (Fig. 3) .
Fig. 3. Slot adjustment at the end of the STAP
Decision on Optimal RTAP Count
Starting the slot count of the STAP at zero, it is adjusted dynamically as the tags join or leave the scope. The rest of the ROUND is allocated for RTAP(s). If the range is dedicated to a single RTAP, resulting in only one beacon signal, the listening time to find the beacon could be lengthy, incurring waste of power consumption. On the other hand, if the range is divided into an excessively large number of RTAPs, it may decrease the rate of successful transmission due to the relatively small number of slots than that of the ready-to-transmit tags. Therefore, it is important to decide a proper slot count of RTAP. Once the slot count in a RTAP is determined, the number of RTAPs in a ROUND can be automatically determined since the length of ROUND is a fixed value. Assuming that n unscheduled tags are ready-to-transmit by hearing the RTAP beacon signal, the probability that a tag successfully transmits at a specific slot can be calculated as follows:
where L is the number of slots in the RTAP. Since there are L slots in the RTAP, the probability of successful transmission through the RTAP period is:
If we assume that during the RTAP a tag is allowed to transmit only once, the average trial count until the transmission succeeds is:
Now, we define a cost function J as follows:
J(n,L) = Listening Power + Transmission Power + Trial Duration
where s is the slot length, b is the length of beacon signal, ,  ,and  are coefficients for listening power, transmission power, and the trial duration before the successful transmission, respectively. Equation (6) illustrates the overall cost regarding the power consumption and duration for a successful transmission. Thus, L should be determined in such a way that minimizes the cost function J. Rewriting (6) yields:
Since differentiating 1 J with respect to L is a complicated process, differentiating 1 J taking a monotonically increasing function log yields: 
From (8) and (9), it is obvious that 1 J has a minimum at L = n. On the other hand, 2 J is a monotonically decreasing function, and thus has no minimum. The coefficient  indicates a relative importance of the power consumption for transmission, and hence is much smaller than the other coefficients. In addition, n, the number of tags, is generally more than dozens or hundreds yielding the big optimal L for 1 J . Therefore, the impact of 2 J can be ignored. To sum up, an optimal slot count L for the entire cost function J can be determined in the same way as the optimal L for 1 J :
Meanwhile, the probability that a specific slot remains empty can be obtained as:
Then, the expected count of the empty slots is:
Since we can measure the empty slot count empty E from the result of previous RTAP, the number of transmitted tags can be estimated as:
After an RTAP with a certain slot count L, the number of transmitted tags during the RTAP can be obtained probabilistically as in (13) . Then from (10), the optimal slot counter for the next RTAP can be determined as: (14) where succ N is the number of successfully transmitted tags during the last RTAP. Meanwhile, the increment of RTAP slot count increases the effort of finding the beacon signal as well, hence incurring increased power consumption. For this reason, small and fixed number of RTAP slots is preferred in terms of energy efficiency. Hence, we make the RTAP beacon include a transmission probability trans P with which a tag decides whether to transmit or not. Since the optimal slot count can be acquired by analyzing previous RTAP, the same throughput can be achieved by adjusting trans P with any L. Then the number of available ready-to-transmit tags can be calculated as:
where prev trans P  is the transmission probability used in the previous RTAP. Then the optimal transmission probability for the next RTAP can be obtained as follows:
where L is a fixed slot count in a single RTAP. Since the optimal throughput can be obtained regardless of L, we can determine the slot count merely in terms of energy efficiency.
Simulations
Steady-State Stability of STAP
As described in section 4.2, the slot count of STAP is not immediately re-adjusted upon the disappearance of a scheduled tag. The slot is simply marked as empty and reused for a newly joined tag. The slot is removed only when the scheduled tag at the last slot in STAP disappears. Therefore, it is important that the number of STAP slot be maintained at a certain level without diverging. 4 shows the simulation result of the steady-state stability regarding the STAP slot count. We first assumed that there are 100 tags already in the control area. Then the tag arrivals and departures were randomly generated at the rate of 0.1, 1 and 10 [tags/sec]. As the ROUND repeats, the slot count in the STAP keeps increasing. Once it is saturated, it changes no more. Consequently, the steady-state-stability of the system regarding the STAP slot count is guaranteed as long as the average arrival rate is equal to or less than the departure rate.
Channel Utilization
To assess the validity of the optimal slot count in terms of channel utilization, we performed a simulation with variations of available tag counts. Since our algorithm employs two different periods, STAP and RTAP, the channel utilization should be considered for each period, respectively.
During the STAP, all slots are exclusively allocated guaranteeing perfect transmission. Thus, it is meaningless to consider the channel utilization of STAP alone. Instead, we performed some analysis and simulations to prove the efficiency of our algorithm by comparing with the hybrid super frame of IEEE 802.15.4 MAC. The superframe can have an active and an inactive portion. The active portion consists of 16 equally divided time slots that are further separated into contention access period (CAP) and contention free period (CFP). Any device wishing to communicate during the CAP shall compete with other devices using a slotted CSMA-CA mechanism as in the RTAP of our proposed method. On the other hand, the CFP also contains up to seven guaranteed time slots (GTSs), The IEEE 802.15.4 fixes the duration of the superframe to 960 symbols (one symbol corresponds to 4 bits, assuming 2.4 GHz frequency band and 250Kbps of bit rate). Thus, each slot can accommodate 30 bytes, and the minimum duration of the GTS slot becomes 30 bytes as well. If we employ the IEEE 802.15.4 MAC for our application, the best throughput can be obtained when the entire superframe is dedicated to CFP with the maximum number of GTS, seven. Since each GTS is exclusively allocated to a single tag and so is the CFP beacon, the superframe would consist of eight time slots allowing seven tags to transmit their IDs during the period. Thus, the best channel utilization of the IEEE 802.15.4 MAC for the tag identification can be obtained as follows: (17) where I is the length of the ID packet transmitted from a tag. On the contrary, each slot in our proposed method exactly fits the required packet length yielding no waste for an ID transmission. Since the STAP requires a fixed size beacon only once during the entire tag transmission, the channel utilization can be calculated as:
where B is length of the beacon and n is the number of scheduled tags. Considering that the ID length is just a few bytes in most cases, I would be much less than 30, yielding a low channel utilization of CFP. Contrarily, the number of available tags could be more than hundreds or thousands yielding comparably higher channel utilization from (18) . Fig. 5 depicts the estimated channel utilizations for both of the algorithms with variations of I. As expected, our method shows much higher throughput. The length of a time slot in the superframe is a constant value, which is much longer than the ID packet. Thus, short and fixed size packets as used in our application cause waste of bytes in a time slot, yielding low throughput. In addition, the strict limitation in the number of GTSs also incurs the decrease of throughput with excessive number of beacons. Meanwhile, Fig. 6 depicts the simulation results regarding the channel utilization of RTAP. As derived in section 4.3, the best throughput is obtained when the slot count in RTAP is the same as the available tag count. It is also noted that the maximum throughput converges to a constant value regardless of the available tag count. Since the optimal slot count of RTAP is the same as the available tag count, the maximum channel utilization can be calculated from (4) by replacing n with L. The calculated optimal channel utilization is illustrated in Fig. 7 with the simulation result. As in the result of Fig. 6 , the maximum channel utilization in Fig. 7 also converges to 0.37. 
System Performance
Once a tag is scheduled, it does not affect the performance of the system anymore. Thus, we merely focus on the performance of the RTAP. There are two key performance parameters for the RTAP. One is the scheduling time for a newly joined tag and the other is the power that a tag consumes until it is scheduled. This includes an average listening time for a beacon searching as well as the number of required RTAP count for a successful transmission. Although the system can be constructed based on any kind of physical layer, we assumed the standard IEEE 802.15.4 for being pragmatic. The data rate was set to 250 Kbps and 8 bytes of the physical layer data were appended to each packet (6 bytes preamble and 2 bytes FCS). Data size for RTAP beacon, STAP beacon, Tag identification packet and the ACK were set to 7, 4, 2, and 8 bytes, respectively. Finally, the number of RTAP slots is fixed to 30 and the simulation was performed varying the number of unscheduled tags from 100 to 2000 by step size of 100. Since the transmission probability is calculated based on the optimal slot count analysis derived in section 4.3, the fixed count of RTAP slots does not affect the throughput. For example, if the slot count were doubled, the transmission probability would be doubled as well, hence maintaining the optimal slot count. 8 depicts the average scheduling time for a tag. As the graph shows, the increment of the scheduling time is linearly proportional to the increment of the unscheduled tag count. It proves that the system maintains a constant throughput, which is optimal regardless of the tag count, by running the optimal slot count mechanism. Moreover, there are few cases of such massive emerging of unscheduled tags except for the starting time of the system. Thus, the result seems quite acceptable in practical manner.
Likewise, simulations for the listening and transmission times of a tag until it be scheduled were performed. Since, most of the power consumption happens during listening and transmission phase, the accumulated time for those duration is a key performance parameter in terms of the power consumption. Fig. 9 and Fig. 10 show the average listening and transmission times of a tag, respectively, with variations of unscheduled tag counts. As shown in Fig. 9 , the listening time linearly increases with the increment of the unscheduled tag count. The transmission time, however, is almost a constant value regardless of the unscheduled tag count. It also results from the scheme of the optimal slot count maintenance. As the number of unscheduled tags increases, the transmission probability is adjusted to maintain the optimal slot count. Therefore, the trial count of transmission is always maintained at minimum, and hence the constant and minimal transmission duration. On the other hand, a tag has to listen to the beacon every time it wakes up for the transmission decision. As the number of unscheduled tags increases, the transmission probability is decreased suppressing the transmissions. Thus, a tag requires more RTAPs for being scheduled. Nevertheless, thanks to the optimal throughput mechanism, the increment of listening time can be kept linear regardless of the absolute number of unscheduled tag count. If no scheduling were performed, the probability of successful transmission would dramatically decrease, causing an exponential increment of listening time. For example, under the normal slotted ALOHA, the throughput soon hits the top and starts to fall down as the number of tags increases.
Conclusion
Most of the existing collision avoidance methods are designed for passive type RFID or data communication system. The methods for passive type RFID do not consider the power consumption at all since the tags are activated by the interrogation itself. On the other hand, a data communication system assumes a variable and comparably longer packet length. Contrarily, an RFID system is concerned with the identification of tags rather than data transferring, hence uses short and fixed length packets. Moreover, tags for an indoor tracking system have both of the static and dynamic features. In this paper, we have proposed a dedicated collision avoidance algorithm for indoor tracking system using active type RFID. A preliminary analysis of the existing methods has been performed regarding the proposed system. Then we have proposed an effective collision avoidance scheme for indoor tracking system by exploiting the unique characteristics of the system. In addition, the required parameters have been determined through mathematical analysis for the best throughput. Several simulations have conducted that illustrate the efficiency of the proposed system. Since most of the indoor tracking systems employ dedicated hardware, the collision avoidance scheme is highly likely to be self-implemented. Especially, the quantitative analysis of the throughput is essential for the efficient system operation. As a result, our proposed scheme seems to be extremely useful for those who develop indoor tracking systems.
