Abstract. We prove the Remling's Theorem on canonical systems and discuss the connection between Jacobi and Schrödinger equation and canonical systems.
Introduction
This paper deals with the canonical system of the following form [10] , [13] , [16] , [9] ] in various context. The Jacobi and Schrödinger equations can be written into canonical systems with appropriate choice of H(x). In addition, the canonical systems are closely connected with the theory of de Branges spaces and the inverse spectral theory of one dimensional Schrödinger equations, see [13] .
Recently, in the spectral theory of Jacobi and Schrödinger operators, the Remling's theorem, published in the Annals of Math in 2011 (see [14] ), has been one of the most popular results. It has revealed some new fundamental properties of absolutely continuous spectrum of Jacobi and Schrödinger operators that changed the perspective of many mathematicians about the absolutely continuous spectrum. In this paper we will prove the Remling's Theorem on canonical systems. This paper has been organized as follows: In section 2, we discuss the Weyl theory of canonical systems following the analogous treatment of Weyl theory of Jacobi and Schrödinger equations. In section 3 we discuss the basic definitions and space of Hamiltonians in order to state the main theorem. In section 4 we prove our main theorem using the similar techniques from [14] , more specifically we prove the Breimesser-Pearson theorem on canonical systems which is in fact the foundation for the proof of the Remling's theorem. Finally we show the connection between Jacobi and Schrödinger equations with canonical systems in section 5.
Weyl Theory
Let u α , v α be the solution of 1.1 with the initial values u α (0, z) = cos α − sin α and v α (0, z) = sin α cos α , α ∈ (0, π].
For z ∈ C + , want to define m α (z) ∈ C as the unique coefficient for which
Consider a compact interval [0, N ] and let z ∈ C + , define the unique coefficient m β N (z) as follows, f (x, z) = u(x, z) + m β N (z)v(x, z) satisfying f 1 (N, z) sin β + f 2 (N, z) cos β = 0.
Clearly this is well defined because u(x, z) does not satisfies the boundary condition at N. Otherwise z ∈ C + will be an eigen value for some self-adjoint relation of the system 1.1 as explained in [1] . From the boundary condition f 1 (N, z) sin β + f 2 (N, z) cos β = 0 at N we get 
This is a fractional linear transformation. As a function of t ∈ R it maps real line to a circle. So for fixed z ∈ C + , C N (z) is a circle. Hence for any complex number
From this identity the equation of the circle C N (z) is given by |m − c| 2 = r 2 where
Let us write τ y = zy if and only if Jy ′ = zH(x)y. Suppose f and g are the solutions of 1.1 then we have the following identity, called the Green's Identity.
Using the Green's identity we have,
Hence from 2.2 we see that
Thus it follows that m is an interior of C N if and only if
and m ∈ C N (z) if and only if
For z ∈ C + , the radius of the circle C N (z) is given by
and therefore m is inside C N1 . Let us denote the interior of C N (z) by IntC N (z) and suppose
These are called the Wyle Disks. These Wyle Disks are nested. That is D N +ǫ (z) ⊂ D N (z) for any ǫ > 0. From 2.7 we see that r N (z) > 0, and r N (z) decreases as
Thus for a given z ∈ C + as N → ∞ the circles C N (z) converges either to a circle C ∞ (z) or to a point m ∞ (z). If C N (z) converges to a circle, then its radius r ∞ = lim r N is positive and 2.7 implies that v ∈ L 2 (H, R + ). Ifm ∞ is any point on
The same argument holds ifm ∞ reduces to a point m ∞ . Therefore, if Im z = 0, there always exists a solution of 1.1 of class ∈ L 2 (H, R + ).In the case C N (z) → C ∞ (z) all solutions are in L 2 (H, R + ) for Im z = 0 and this identifies the limit-circle case with the existence of the circle C ∞ (z) . Correspondingly, the limit-point case is identified with the existence of the point m ∞ (z). In this case C N (z) → m ∞ there results lim r N = 0 and 2.7 implies that v is not of class L 2 (H, R + ). Therefore in this situation there is only one linearly independent solution of class L 2 (H, R + ). In the limit circle case m ∈ C N if and only 2.6 holds. Since f (x, z) = u(x, z) + mv(x, z), it follows that m is on C ∞ if and only if
From 2.4, it follows that m is on the limit circle if and only if lim
From the above discussion we proved Theorem 2.1. [6] (1) The limit-point case (r ∞ = 0) implies that 1.1 has precisely one
The identity 2.6 shows that m β N (z) are holomorphic functions mapping upperhalf plane to itself. The poles and zeros of these functions lie on the real line and are simple. In the limit-point case, the limit m ∞ (z) is a holomorphic function mapping upper-half plane to itself. In limit-circle case, each circle C N (z) is traced by points m = m β N (z) as β ranges over 0 ≤ β < π for fixed N and z. Let z 0 be fixed, Im z 0 > 0. A pointm ∞ (z 0 ) on the circle C ∞ (z 0 ) is the limit point of a sequence m βj Nj (z) with N j → ∞ as j → ∞. In [1] we showed that tr H ≡ 1 implies the limit-point case. We would like to consider 1.1 to have limit-point case. If the Hamiltonian H in a canonical system does not have trace norm 1, then we can always pass the equivalent canonical system with the Hamiltonian H having trace norm 1. More precisely we use the change of variable t(x) = . From now onward we will consider a canonical system with tr H ≡ 1. This will reduce our system to have limit-point case.
3. Topologies on the space of Hamiltonian.
We need to consider the space of Hamiltonians and a suitable topology on it so that the space is compact. With the topology we have, we want to work with the basic object like m functions of the canonical system. Let M (R) denotes the set of Borel measures on R. Consider the space
We would like to define a metric on V 2×2 . We will follow the same procedure as in 4.1. Let C c (R) denotes the space of all continuous functions on R with compact support, the continuous functions vanishing outside of a bounded interval. This space C c (R) is complete with respect to the . ∞ norm. Pick a countable dense subset {f n : n ∈ N} ⊂ C c (R), the continuous functions of compact support. Let
Clearly d is a metric on V 2×2 . Moreover, V 2×2 , d is a compact metric space.
We can now consider canonical system with measures as Hamiltonian.
If I ⊂ R is an compact interval and B(I) denotes the space of all complex valued bounded Borel measurable functions on I.Then B(I) is complete with respect to the metric given by ρ(f, g) = ||f − g|| u where the norm on B(I) is ||f || u = sup x∈I |f (x)|.
Clearly the space B(I) 2 is complete with respect to the metric given by ρ(f, g) = ||f − g|| u where ||f || u = sup x∈I |f 1 (x)| + sup x∈I |f 2 (x)|. Let f ∈ B(I) 2 , we call f a solution to the equation 3.1 if and only if
In order to show the existence of a solution of the equation 3.1, define a map on
and show that T is a contraction mapping.
This shows that T is a contraction mapping, so it has a unique fixed point say
. As already seen that tr H(x) ≡ 1 implies the limit point at the both end points.
This means that for z ∈ C + there exists (unique up to a factor) solutions
where u(x, z) and v(x, z) are any two linearly independent solutions of 3.1. Let x ∈ R, and α = 0, the Dirichlet boundary condition at x that is u 1 (x, z) = v 2 (x, z) = 0, v 1 (x, z) = u 2 (x, z) = 1, the Titchmarsh-Weyl m-functions of the system 3.1 are alternately defined as m ± (x, z) = ± f± 2 (x,z) f± 1 (x,z) . Recall that m ± (x, z) are Herglotz functions. So the boundary value of these m functions are defined by m ± (x, t) ≡ lim y→0 m ± (x, t + iy).
for almost every t ∈ A and for some x ∈ R.
The set of reflectionless hamiltonian on A is denoted by R(A). Notice that the equation 3.2 is independent of the choice of boundary condition and the choice of a point. Suppose 3.2 is true for a boundary condition α at 0. Let m
Here m α + (z) ∈ C is a unique number such that
On the other hand, exactly in the same way,
By simple calculation we can see that
2 is independent of the choice of the point. Suppose
be solutions with the boundary conditions at 0.
. Suppose m ± (0, z) ∈ C be the unique
In another way,
By calculation we see that
As already mentioned, the Weyl m-functions m(x, .) are Herglotz functions and by the Herglotz representation theorem they have unique integral representation of the form,
for some positive Borel measure ν on R with 1 t 2 +1 dν < ∞ and numbers a ∈ R, b ≥ 0. We call the measure ν in above integral representation of m as spectral measure of the system 1.1.
Recall that a Borel measure ρ on R is called absolutely continuous if ρ(B) = 0 for all Borel sets B ⊂ R of Lebesgue measure zero. By the Radon-Nikodym Theorem, ρ is absolutely continuous if and only if dρ = f (t)dt for some density f ∈ L 1 loc (R), f ≥ 0. If ν is supported by a Lebesgue null set that is, there exists a Borel set B ⊂ R with |B| = ρ(B c ) = 0, then we say that ρ is singular. By Lebesgue's decomposition theorem, any Borel measure ρ on R can uniquely decomposed into absolutely continuous and singular parts:
The essential support Σ e of a Borel measure ρ on R is the complement of a largest open set U ⊂ R such that ρ(U ) = 0.
Let µ be a measure on R. The shift by x of the measure µ , denoted by S x µ, is defined by
If µ ∈ V 2×2 is such that dµ = H(t)dt is a locally integrable Hamiltonian H, then this reduces to the shift map (S x H)(t) = H(x + t).
Definition 3.2. The ω limit set of the Hamiltonian µ ∈ V 2×2 under the shift map is defined as,
Then as in [15] we can see that ω(µ) ⊂ V 2×2 is compact, non-empty and S is a homeomorphism on ω(µ). Moreover, ω(µ) is connected.
Main theorem and its proof
We are now ready to state the Remling's theorem for Canonical System on R + . In order to prove this theorem we approach the similar way as in [15] . Let µ ∈ V 2×2 is a whole line Hamiltonian. We write µ ± for the restrictions of µ to R ± . Denote the set of restrictions by V ± = {µ ± : µ ∈ V 2×2 }.
Let H denote the set of all Herglotz functions, that is H = {F :
Proof. We have µ + = H + (x)dx. By Theorem 1 in [3] for every canonical system with Hamiltonian H + there is unique m + (0, z). Conversely for every m + ∈ H there exists a unique Hamiltonian H + on R + such that m + is a Wyle coefficient of the canonical system corresponding to H + . So µ + → M + is one-to-one. Next we show that the map is homeomorphism. Consider the canonical system 1.1 on R + . Suppose
Let u n be the solution of Canonical System with Hamiltonian H n (x). Let K be a compact subset of C + contained in a ball B(0, R). Suppose a subinterval [0, η] be such that η = 1 8R . We claim that u n has convergent subsequence on [0, η]. Define the operators T n :
T n are uniformly bounded. So the Neumann series (1
{u n (x) = n ∈ N} is uniformly bounded in n on [0, η] and locally uniformly in z. Similar argument shows that u n remains bounded on [η, η + p] so that u n are eventually bounded uniformly on [0, N ]. Moreover, u n are equicontinuous. Let ǫ > 0 be given. Since u n are solutions for the system 1.1 we have,
By ArzellaAscolli Theorem {u n } has convergent subsequence say u nj → u. We show that u satisfies the Canonical System corresponding to H(x).
This proves the continuity of the map on the interval [0, N ]. Inverse of a continuous map on compact set is also continuous. Hence the map is homeomorphic. Exactly, the same way µ − ←→ M − is also a homeomorphism.
Breimesser-Pearson Theorem on canonical systems. For
2 +y 2 dt, denotes the harmonic measure in the upper-half plane. For any G ∈ H and t ∈ R we define ω G(t) (S) as the limit
For complete description about the Herglotz functions and harmonic measures, see [15] . 
for all Borel set A, S ⊂ R, |A| < ∞.
Notice that if the limit in the value distribution exists, it is unique. Theorem 4.5.
[15] Suppose F n , F ∈ H, and let a n , a, and ν n , ν be the associated numbers and measures, respectively, from the integral representation of Herglotz function. Then the following are equivalent:
(1) F n (z) → F (z) uniformly on compact subsets of C + ; (2) a n → a and ν n → ν weak * on M(R ∞ ), that is,
Remling's theorem is in fact a reformulation of Breimesser-Pearson theorem which state as follows 
Moreover, the convergence is uniform in S.
We prove this theorem on canonical systems using the same technique as in [15] . The hyperbolic distance of two points w, z ∈ C + is defined as
Hyperbolic distance and harmonic measure are intimately related as follows,
for any z, w ∈ C + and any Borel set S ⊂ R. Moreover, if 
where
Proof. Denote the wronskian
. Using the Greens's Identity we have,
Now at x = N , we have,
Therefore,
.
Let w be real. The denominator on the right side is of the form A + Bw + Cw 2 , where A ≥ 0, C ≥ 0 and B is real. The denominator has minimum value A − B 2 4C . Hence,
Using equation 4.1 we get,
Here,
If w is not real, w = Rew + iY, Y > 0 then u − iY v is also a solution and we have,
Also from above equation,
Since the equation 4.1 is valid for u − iY v we get,
,
Hence the lemma is proved for general case.
Corollary 4.8. With the notation above, we have
Proof. From above lemma we have
where I = I(N, z) is the integral defined by I(N, z) = ( Imz)
Now lets look at the ratio 2 Imz
where C is the center of the Weyl circle. Since the center of the Weyl circle is continuously depend on z it is uniformly bounded on a compact subset of C + . So
This implies that I → ∞ as n → ∞.
We are now ready to prove Theorem 4.6. We follow the similar approach for the proof of Theorem 4.6 as in [2] .
Proof of Theorem 4.6 : Let A ⊂ Σ ac , |A| < ∞ and let ǫ > 0 be given. We first define a partition A = A 0 ∪ A 1 ∪ A 2 , .... ∪ A N of disjoint subsets such that |A 0 | < ǫ, A j is bounded for j ≥ 1. We also require that m + (t) ≡ lim y→0+ m + (t+iy) exists and m + (t) ∈ C + on N j=1 A j . To find A j 's with these properties, first of all put all t ∈ A for which m + (t) does not exist or does not lie in
Subdivide K into finitely many subsets of hyperbolic diameter less than ǫ, then take the inverse images under m + of these subsets, and finally intersect with K ′ to obtain the A j for j ≥ 1. It is then true that m + (N, t) exists and lies in C + for arbitrary N ∈ R if t ∈ N j=1 A j . Moreover, we need m j ∈ C + such that
such m j can be defined as m j = m + (t j ) for any fixed t j ∈ A j . By Lemma 4.3, there is a number y > 0 such that , for arbitrary Herglotz function F , for any Borel subset S of R and for all j = 1, 2, ......., n we have the estimate
We can define y for each value of j ; so y is a function of j. However, by taking the minimum value of y(j) as j runs from 1 to n we my assume y is independent of j.
u1(N,z)+mjv1(N,z) for any z ∈ C + . We shall complete the proof of the theorem by showing that, for j ≥ 1, (i): Aj w m+(N,t) (S)dt is close to the integral Aj ω Mj (N,t) (S)dt where M j (N, t) = u2(N,t)+mjv2(N,t) u1(N,t)+mjv1(N,t) and that (ii): A ω m−(N,t) (−S)dt is close to the same integral for all N sufficiently large.
Proof of (i):
We have
Hence, for fixed N and t, the mapping from m + (t) to m + (N, t) is a Mobius transformation with real coefficients and discriminantu 1 v 2 − v 1 u 2 = 1. and γ is invariant under Mobius transformations. Now from 4.1 we see that
By equation 4.2 we see that,
and integration with respect to t over A j gives the estimate 
As in the case of y we may choose N 0 to be independent of j. Let m − (N, z) = − v2(N,z) v1(N,z) . Following the similar argument to that in the proof of (i), for any z = t+iy we have the estimate 
Since ǫ was arbitrary, the theorem follows.
Proof of Theorem 4.1:
The proof is basically same as in [15] , however let me sketch:
Let ν ∈ ω(µ). Then there exists a sequence x n → ∞ such that d(S xn µ, ν) → 0. Then by Lemma 4.2 we have that for t ∈ Σ ac and all intervals S with rational end points. We can also assume that M ± (t) = lim y→0+ M (t + iy) exists for these t. Moreover, if M − (t) ∈ R, then, by choosing small intervals about this value for −S, we see that
By 4.11 we get,
In the case when M − (t) ∈ R we already have M + (t) = −M − (t). So 4.12 holds for almost every t ∈ Σ ac , that is ν ∈ R(Σ ac ). This completes the proof. If we consider a Schrodinger equation of the form,
then it is equivalent with the Dirac system Proof. Note that, since H(x) = e Let T s (x, z 2 ), T d (x, z) and T c (x, z) denote the transfer matrices of the Schrodinger equation 5.4, the Dirac system 5.5 and the canonical system 5.6 respectively. Then,
It follows that 
