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ON.LEARNING HOW TO PREDICT 
* 
(A Keynote Speech) 
Pater J.. Denni ng 
The organizers of this symposium suggested that I am in 
a unique position to comment on the future of Computer Per-
formance Evaluation. "Why," I asked. "Any one of us can 
predict the future. The problem is to discover who is 
right." To avoid the risk of failure , I decided to concen-
trate my message on a constructive approach to the future: I 
decided to suggest things that you can do to make the future 
come out well. Because we Performance Evaluators are arti-
sans of models, whose primary applications are primarily for 
prediction, I will concentrate on the issue of getting 
closer agreement between performance models and real com-
puter sys terns. 
My message is this: Think not of building a good model 
of the world, but of building the world more like a good 
model. And then experiment with the result!ng system. 
^Presented at the CPEUG Conference, October 15, 1979. 
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The first part of this message is of course hyperbole. 
Much of the world is not of our making; we must be content 
to find models that aid our understanding of nature. But 
the worid of compute rs is manmede. We have a real oppor tun-
ity to guide its course. Rather than passively accept the 
often-futile assignment to model each new ope rating system 
that we do not understand, we can actively push for operat-
ing systems tha t con fo rm closely to models we do unde rstand. 
Such operating systems would be less mysterious and more 
predictable. 
The second part of this massage is even more serious. 
Many excellent ideas have failed to make the passage from 
the world of research to the world of practice. This is 
because no one bothered to carry out the final experiment --
comparing the proposed system with existing systems. There 
is, sadly, a lack of experimentation with large software 
systems. Experimentation builds physical intuition, which, 
in many of us, is not well developed. Experimentation 
greases the channel of technology transfer. 
PRECEDENTS IN SOFTWARE ENGINEERING 
The idea of tuning a system to a model, rather than a 
model to a system, at first seems strange. It has not been 
popul ar among oper a t i ng sys terns d es ig no trs , many of whom 
believe the resulting system would be less flexible, or that 
it would not utilize resources efficiently, or that it would 
be a bad system. Yet many operating systems have so much 
flexibility that we do not know how to control them; contem-
plate, for example, the many tunable parameters of IBM's 
MVS. Many operating systems exert such poor control over 
resource contention that unstable operation results when 
high utilizations are attempted; contemplate, for example, 
thrashing in virtual memory systems. Many operating systems 
are so complex that one cannot tell whether they are bad or 
good; indeed, some of the most understandable systems today 
are the simplest and most structured -- UNIX and BS700 are 
examples. 
But I do not want to rely on such vague arguments. Let 
ine turn to the world of Software Engineering for precedents 
to the idea of building software more like models. Consider 
these developments: 
1. Str uctured Prog rammi ng. We are advised to refrain 
from arbitrary program structures, restricting our-
selves to simple forms that correspond directly to 
the standard proof schemata of case enumeration and 
mathematical induction. The resulting program 
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corresponds closely to an intuitive (well understood) 
model of mathematical proof. 
2. Typed Languages. We are advised to employ program-
ming languages that force explicit declarations of 
all data types, and that provide elementary types 
such as strings and records. In return for these 
restrictions, we get automatic type checking from our 
compilers, proper mode conversions, and error check-
ing in subroutine linkages. The resulting programs 
correspond closely to intuitive models of data. 
3. Abstract Data Types. We are advised to employ pro-
gramming languages which allow the programmer to 
extend the basic set of data types. Syntac tic fo rms 
permit the programmer to localize the definition of a 
class of objects to a single pi ace in the prog ram, to 
restrict direct access only to procedures (opera-
tions) authorized access to the given type of 
objects, to hide detailed information about the 
implementation from the user, and to prevent side 
effects. The resulting programs correspond closely 
to an intuitive model of programs as a hierarchy of 
abstract machines that interact only along well 
defined interfaces. 
A. Distr ibuted Processes. We are advised to consider 
networks of disjoint processes as models of distri-
buted computing. These processes share no memory and 
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interact only by messages sent over specified chan-
nels. The resulting "prog rain" corres ponds closely 
with our intuitive notion of autonomous processors in 
a dataflow network. 
Borne skeptics have argued that al] these concepts are 
so constraining that the resulting system will be larger and 
more complex than a software system programmed in tradi-
tional ways. This may be true for small programs, but large 
systems are different. Brinch Hansen's experience with the 
Solo Operating System, written in Concurrent Pascal, shows 
that the structure helps designers avoid unwanted redun-
dancy, leading thereby to a considerably simpler design for 
the same set of functions. 
The four kinds of models noted above share four basic 
properties: 
1. There is an underlying intuitive model that closely 
resembles the structure of the problem being 
addressed. (This is sometimes called the "semantic 
structure.") 
2. The end product, a program or set of programs, has a 
structure that closely resembles the intuitive model. 
(This is sometimes called the "syntactic structure.") 
3. The end product is highly modular. Each of the com-
ponents is independent of the others, except to the 
extent of its interactions via clearly defined 
interfaces. Information flow across the interfaces 
is carefully controlled. 
4. The modules form a hierarchy. Each can be refined f 
into smaller modules, and each is the component of a 
larger module. 
When I suggest building systems to conform to a model, 
I have in mind precisely the kind of activity already prac-
ticed by software engineers. We begin with a good semantic 
model, an intuitive model that deals with the problem in a 
natural way. We build the system so that its physical 
structure closely mirrors the abstract structure of the 
model. We rely heavily on modularity, so that the separate 
components of the system have much stronger interactions 
internally than between them, and so that all interactions 
between components are explicit. 
If we fo1low these pa tterns, we will constr uc t sys terns 
whose behavior is understandable. Instabilities can be 
eliminated because interactions between components are all 
explicit and subject to control. A correction to the model, 
designed to improve the performance of the system, can be 
implemented easily because semantic changes have immediate 
interpretations in the physical structure of the system. 
Finding intuitive models for the structure of software 
systems is not enough. We also need convincing evidence 
that the result is better than the so ftware that came 
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before. Experience has shown that the model of proof under-
lying structured prog r amrni ng and the mod el of data under yl -
ing typed languages are good models. Experience with 
abstract data types is limited (I know of only four working 
compilers in the U.S.); Brinch Hansen's Solo Operating Sys-
tem, which is expressed in 1300 lines of Concurrent Pascal, 
illustrates the simplifying power of the technique. Experi-
mentally tested models of distributed processes have yet to 
be designed. 
To illustrate these ideas, I will consider four exam-
ples. In each case, a model was used to structure a system 
in order to elicit the desired behavior, and experiments 
were performed to test the results. The models are: IBM's 
TSO (Time Sharing Option), IBM's MVS (Multiple virtual 
Storage for the 370 series), optimal multiprog rammed memory 
management, and queueing network models of computer systems. 
I will comment on the role played by experiments in bringing 
each of these models into practice. 
Example 1 -- TSO 
After he showed in 1935 that the machine repairman 
model of queueing theory was an excellent model of CTSS at 
MIT, Allan Scherr went on to IBM, where he was given the 
unenviable task of devising a performance model for TSO. It 
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did not take long for him to conclude that TSO was intract-
able, so he set about modifying TSO to fit the machine 
repairman model. This was duly done. Accurate forecasts of 
TSO throughput and response time were then possible. 
Scherr's insight was significant. 
A UNIX enthusiast is reputed to have said that using 
TSO is like kicking a dead whale along the beach. This is 
not the fault of Scherr's model. Scherr was asked to rescue 
TSO, not to design a better time sharing system. At least 
it can be said that the reasons for TSO's poor performance 
were well understood. Major improvements, which would have 
required fundamental changes to the architecture of the 3fi0 
and to O.S., were out of the question. 
Example 2 — MVS 
Nearly a dozen years ago, I suggested the concept of 
partitioning the workload into classes whose jobs had simi-
lar demands, and guaranteeing a portion of the processing 
and memory hardware to each class. I was attracted to this 
idea because one could then specify how much hardware would 
be needed in each class to meet the performance guarantees. 
(Performance guarantees take the form of throughput minima 
or response time maxima for each class.) This idea was not 
taken seriously because it appear ed wasteful -- idle 
resources in one class could not be reallocated to work off 
a backlog in another class, and a considerable amount of 
online instrumentation would be needed to be sure each class 
received its guaranteed resources. 
The designers of MVS rediscovered part of this idea. 
MVS pe rmi ts use rs to define "per fo rmanc e g roups" and to 
specify minimum resources to be associated with each perfor-
mance group. MVS continually monitors its own performance 
for conformity to the performance objectives in effect at 
each time. The designers of MVS did not consider it waste-
ful, in terms of the potential benefits, to reserve 
resources and to employ a lot of instrumentation. 
Aside from the concept of partitioning the system's 
resources among job classes, MVS is not based on a previ-
ously understood model of a system. It provides numerous 
parameters for each job class. A group at IBM Research in 
Yorktown, NY, is busily seeking a model of MVS which, given 
the settings of the parameters, would calculate performance 
measures for each job class. Performance consultants are 
frequently asked to "tune" MVS by generating values for all 
parameters from a smaller set of independent parameters. 
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Example 3 -- Mul tiprogrammed Memory Management 
Around 1967, during the middle stages of the design of 
Multics, Jerry Saltzer characterized the ultimate objctive 
of the resource allocator in a multiprog rammed, virtual 
memory system. He said that the problem is to find a com-
pletely a utorna tic mechani sm wi th at most one external param-
eter that can be tuned once to bring the system's throughput 
near optimum for a wide range of workloads. Since that time 
several hundred researchers have addressed various aspects 
of the problem, ranging from analysis of paging algorithms 
and program behavior, across measurements on programs and 
experiments with real systems, to queueing network studies 
of optimal feedback controls. The collective results of all 
this research have produced impressive evidence that the 
so-called "working set dispatcher" would be a solution of 
Saltzer's Problem. A working set dispatcher has three main 
componen ts: 
1. Processes will be either active or inactive. Only 
the active ones are allowed to hold space in main 
memory or use processing elements. 
2. Simple hardware will measure the working set of each 
active process by determining the backward reference 
intervals, in virtual time, of each page loaded in 
the main store. The measurement of a process's work-
ing set will not be influenced by any other processes 
in the system. One global value of the working set 
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parameter (the window) suffices to cause all the 
space-times of active processes to be near minimum, 
which thereby maximizes system throughput. 
3. The highest priority active inactive process will be 
activated only when there is space in memory suffi-
cient to hold its working set. This is an implicit 
form of load control. 
I know of two experimental dispatchers constructed 
along these lines. Even without hardware support for work-
ing set detection, these systems performed significantly 
better with the working set dispatcher in operation. One 
was the CP-67 system at Grenoble, France, and the other was 
on the Edinburgh Multi Access System, in Scotland. As was 
d emons tra ted on the MANIAC II machine at Los Alamos in 1971, 
the hardware required is cheap — about a dozen flipflops 
costing $20 per page frame at that time. Had such hardware 
been available to the designers of the working set dispatch-
ers for the Grenoble and Edinburgh systems, even more signi-
ficant improvements would have been observed. 
The area of multiprogrammed memory management has, 
therefore, exhibited both model development and ex perimental 
testing of hypo theses. Paradoxically, all this knowledg e 
remains largely unused in real or planned operating systems. 
Most modern operating systerns use the memory policy called 
CLOCK, a fifteen-year-old design based on a FIFO list of all 
pages and on usage bits. Because this policy does not 
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distinguish pages among programs, it cannot guarantee each 
prog ram a minimum space-time resident set and it canno t 
avoid thrashing without an auxiliary load controller. The 
main argument for CLOCK is its simple implementation. Yet, 
experimental evidence clearly shows that a we11 tuned CLOCK 
is still significantly worse than a poorly tuned working set 
dispatcher. (This includes all overhead.) Because interac-
tions among processes are not controlled by CLOCK — that 
is, the principle of modularity is not enforced -- it has 
proved quite difficult to model CLOCK accurately. 
One can understand that modifying a fifteen-year-old 
operating system to incorporate five-year-old results may 
not be cost effective. But one has difficulty understanding 
the VAX DEC'S advanced virtual memory machine, which has no 
usage bits on its page frames! One has difficulty under-
standing why new operating systems or memory technologies do 
not attempt to employ these results. 
I am not sure how to reconcile the existence of a 
well-developed, tested model for optimal multiprogrammed 
memory management with the lack of operating systems that 
employ the model. There are many pieces in the puzzle --
one has to examine a large body of evidence to see why the 
working set dispatcher solves Saltzer's Problem. Perhaps 
few are aware of it. 
But I speculate that the major difficulty lies in the 
widespread belief that advanced memory technology will soon 
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be so cheap that automatic feedback controls for memory 
management will be worn out relics. Those who believe th i s 
feel little need to build working set dispatchers. They 
feel little need for hardware to support memory management. 
The problem wi th this belief is that it is wrong. One 
of the first things I was told about computers in 1954 was 
that virtual memory would not live long because desk-top 
computers with ample memory and cheap processing would soon 
arrive. The predicted memory technology arrived on schedule 
-- but virtual memory is still here. There are two reasons. 
First, it is in human nature to push frontiers, applying 
computers to ever larger problems beyond the capacity of the 
available main memory. Second, multilevel memories will 
always be more cost effective than monolithic memories. 
(This is because a random access memory, which provides a 
separate access path to each memory location, is always more 
expensive than a circulating store, which needs just one 
access path.) The need for reliable long term storage sys-
tems and data management systems is shifting the problem of 
sharing from multiprogramming the main store to multipro-
gramming the secondary store. The dimensions and scales of 
the problem change, but not its basic concepts. 
The need for the concepts of virtual memory will be 
wi th us for a long time to come, and so wi11 the need fo r 
the concepts of the working set dispatcher. 
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Example 4 -- Queue ing Ne twor k Models 
Queueing network models have become immensely popular. 
I think, this is less because they work, than because they 
are intuitive. Not only do they embody the natural 
behavioral concepts of systems -- concepts such as job 
flows, backlogs, and response times -- but their computa-
tional algorithms are extraordinarily efficient. So strong 
is the intuitive appear of queueing network models that they 
would be used even if we did not know that operational 
assumptions can replace the stochastic in their derivations. 
Queueing network models are also attractive because 
they strongly embody the property of modularity I noted ear-
lier -- in this case called "decomposability". A subsystem 
can be replaced with a single service station whose output 
rate under a given instantaneous load is the same as the 
long-term throughput of the subsystem under a constant load. 
This replacement will be nearly exact if the subsystem 
interacts weakly with other subsystems. Using decomposi-
tion, we can reduce complex systems to simple networks whose 
behavior is easily understood. 
Queueing network models give excellent results when the 
systems they model are constituted of nearly-decomposable 
subsystems. A useful rule of thumb is that a subsystem, or 
a service station, is perfectly decomposable when the coef-
ficient of variation of times between job completions is 
exactly 1, and nearly decomposable when this coefficient is 
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less than 2. (The coefficient of variation is the ratio of 
the standa rd dev i a t ion to the mean; it measures the skewness 
of the distribution.) 
Researchers have been seeking approximations for the 
common case of systems containing indecomposable service 
stations. Not surprisingly, the most successful approxima-
tions are derived from decomposable queueing network models. 
Starting with a queueing network model whose parameters are 
the mean total service requirements at the network's sta-
tions, these methods iteratively alter the model's parame-
ters to incorporate the empirical coefficients of variation 
of service. The best of these methods converge on a decom-
posable model that approximates the real system's 
throughputs to within 10% and mean queue lengths to within 
25£, for coefficients of variation all the way up to 10. 
This may be sufficient for most practical cases. 
Queueing network models also show why a station of high 
coefficient of variation is indecomposable: the occasional 
very long blocks the majority of jobs, which are very short 
in comparison. A large dispersion in job sizes generates 
backlog s no t accoun ted fo r in decomposable models. Queueing 
network models also tell us that stations with multiple 
internal paths, by which subsequently arriving short jos can 
bypass the occasional long one, are nearly decomposable. In 
other words, serialism is the enemy of decomposabi1ity, 
while parallelism is its friend. 
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The familiar round robin schedule is a practical way to 
approximate a "processor sharing" station, which processes 
all waiting jobs in parallel. It has been used for years in 
time sha r i ng systems to prevent long jobs from blocking 
short jobs by monopolizing the processor. The central 
server queueing network, which is a good model of the active 
part of most operating systems, has enough internal paral-
lelism so that under real operating conditions, its output 
process has low coefficient of variation. {We have observed, 
for example, a coefficient of variation of 1.05 in our sys-
tem at Purdue, indicating nearly perfect d ecomposab i1i ty.) 
This means that the "central subsystem" is decomposable and 
can be accurately replaced by a single station in a high 
level model of the system, irrespective of the details of 
CPU and I/O usage within the subsystem. 
These examples suggest a possible way of tuning a sys-
tem so that it becomes more like a good model: indecompos-
able subsystems can be modified by introducing more internal 
parallelism. The resulting system will behave more like an 
intuitive model. It will easier to understand and predict. 
CONCLUSIONS 
In computer science, we use models quantitatively and 
qualitatively. Quantitatively, the model gives a set of 
equations by which we can calculate the values of certain 
variables from measurements of others. Qualitatively, the 
model helps us better understand the relations among the 
parts of the system — to bring complexity under control. 
We are accus tomed to thinking of per fo rmance models 
quantitatively and software models qualitatively. But many 
of our analytic performance models have the very properties 
that make software models valuable: an intuitive basis 
natural to the problem at hand, a physical structure that 
closely resembels the intuitive basis, and hierarchical 
modularity. I am suggesting, therefore, that we try to 
apply performance models in the design of large software 
systems. The result would be software systems whose 
behavior is not only understandable, but predictable. 
You must apply this advice wisely. A system that con-
forms to a well understood model may be understandable 
without having acceptable performance, as illustrated by 
TSO. A system may set out to conform to a model so general 
that its many independent parameters confound understanding 
and complicate tuning, as illustrated by MVS. 
In following this advice , you may be 1ed to proposals 
for improving the design of a system. But if you want your 
proposal accepted, you must back it up with experimental 
fac ts. Those who implement systerns are notoriously conser-
vative. Unless your case is supported by data, they will 
not pay you much heed. You must experiment to succeed. 
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The need for experimenting with proposals to discover 
whether they are meritorious is not widely recognized in the 
field. Experimental facilities in both universities and 
industry are generally inadequate. Without facilities, and 
without a commitment to testing, there will be no experi-
menting. Without experimenting, there will be no technology 
transfer, no passage of ideas from the world of research to 
the wo rid of practice. 
Adequate experimenting does not ensure that an idea 
will be accepted into practice. Although the solution of 
the memory management problem is well supported by data and 
has been successfully implemented in at least two experimen-
tal systems, its transfer into practice has been blocked by 
the naive notion that cheap memory will save us from our 
current problems. This notion, born of a lack of physical 
intuition as would be fostered by experimentation, holds 
that cheap microprocessors and new memory technology will 
soon obviate all that we have learned about pro tecting 
objects sto red in a shared memory sys terns. Th i s no tion com-
pletely misunderstands the nature of the problems solved by 
our approaches to memory. 
So go and study ways of tuning systems to fit models. 
Experiment with your results. And do not think hardware 
technology is going to solve your software problems. 
