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Abstract
Inspired by the Dirac notation, a new set of symbols, the Probability Bracket 
Notation (PBN) is proposed for probability modeling. By applying PBN to discrete 
and continuous random variables, we show that PBN could play a similar role in 
probability spaces as the Dirac notation in Hilbert vector spaces. The time evolution
of homogeneous Markov chains with discrete-time and continuous-time are
discussed in PBN. Our system state p-kets are identified with the probability 
vectors, while our system state p-bra can be identified with Doi’s state function and 
Peliti’s standard bra. We also suggest that, by transforming from the Schrodinger 
picture to the Heisenberg picture, the time-dependence of a system p-ket of a
homogeneous MC can be shifted to the observable as a stochastic process.
1. Introduction   
Dirac’s vector bracket notation (VBN) is a very powerful tool to manipulate vectors in 
Hilbert spaces [1]. It has been widely used in Quantum Mechanics (QM) and Quantum 
Field Theories. The main beauty of VBN is that many formulas can be presented in a 
symbolic abstract way, independent of state expansions or basis selections, which, when 
needed, is easily done by inserting a unit operator.
Inspired by the great success of VBN for vectors in Hilbert spaces, we now propose the 
Probability Bracket Notation (PBN), a new set of symbols for probability modeling in 
probability spaces. In PBN, we define symbols like probability bra (p-bra), p-ket, p-
bracket, p-basis, the system p-ket/bra, the unit operator, the expectation value and more, 
as their counterparts of VBN. We show that PBN has functionality similar to VBN: many 
probability formulas now can also be presented in an abstract way, independent of p-
basis. 
We then apply PBN to describe time evolution of discrete-time and continuous-time 
homogeneous Markov chains (MC) [2-4]. We can identify time-dependent system p-kets 
with so-called probability vectors ([2], §11.1). We find that our system state p-bra can be
identified with the state function or standard bra introduced in Doi-Peliti Techniques [5-
7]. Finally, we suggest that, by transforming from the Schrodinger picture to Heisenberg
picture, the time-dependence of a system p-ket can be shifted to the random observable,
now representing a stochastic process.
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2. Probability Bracket Notation and Random Variables
Discrete random variable: We define a probability space (Ω, X, P) of a discrete random 
variable (observable) X as follows: the set of all elementary events ω, associated with a 
discrete random variable X, is the sample space Ω, and
For , ( ) , : ( ) ( ) 0, ( ) 1i i i i i i iiX x P P m m            (2.1)
Proposition 1 (Probability event-bra and evidence-ket):  Let A   and B   , 
1. The symbol ( | ( |P A A represents a probability event bra, or P-bra;
2. The symbol |B) represents a probability evidence ket, or P-ket.
Proposition 2 (Probability Event-Evidence Bracket):  The conditional probability of 
event A given evidence B in the sample space Ω is denoted by the bracket or p-bracket, 
and it can be split into a P-bra and a P-ket, similar to a Dirac bracket:
( ) | | | |
( | ) ( | ) ,  if 0 1
( ) | | | |
P A B A B B
P A B A B
P B B
     
 (2.2a)
-braket ( | ) -bra : ( | ( |, P-ket : | )P P A B P P A A B  (2.2b)
By definition, the p-bracket has the following properties for discrete sample space Ω: 
( | ) 1P A B if A B   (2.3)
( | ) 0P A B if A B   (2.4)
We can see that p-bracket is not the inner product of two vectors. For any event E   , the 
probability P(E) now can be written as:
( ) ( | )P E P E  (2.5)
Here |Ω) is called the system p-ket. The P-bracket defined in (2.2) now becomes:
( ) ( | )
( | )
( ) ( | )
P A B P A B
P A B
P B P B
   
 (2.6a)
Therefore, we have the following important property expressed in PBN:
For and , ( | ) 1B B P B       (2.6b)
The Bayes formula (see [2], §2.1) now can be expressed as:
( | )( | ) ( | ) ( | )
( | ) ( | )
( | ) ( | )
B A A P B A P A
P A B A B
B P B
   
  (2.7)
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The set of all elementary events in Ω forms a complete mutually disjoint basis:
, , ( ) 1
i
i i j ij i ii
m            (2.8)
Proposition 3 (Discrete P-Basis and Unit Operator): Using Eq. (2.1-4) and definition 
(2.7), we have following properties for basis elements in (Ω, X, P):
| ) | ), ( | ( | , ( | ) 1, ( | ) ( )j j j j j j j i iX x X x P P m            (2.9)
The complete mutually-disjoint events in (2.9) form a probability sample basis (or p-
basis) and a unit (or identity) operator:
1
( | ) , | ) ( | | ) ( | .i j ij i iiP P P I           (2.10)
The system p-ket, |Ω), now can be right-expanded as:
| ) | ) | ) ( | ) ( ) | )i i i i
i i
I P m          (2.11)
While for the system p-bra, (Ω|, has its left-expansion as:
(2)
( | ( | ( | ) ( | ( |i i ii iP P I P P        (2.12)
The two expansions are quite different, and †( | [| )]   . But their p-bracket is consistent 
with the requirement of normalization:
, 1 , 1 1
1 ( ) ( | ) ( | ( ) | ) ( ) ( )
N N N
i j j j ij ii j i j i
P P P m m m                 (2.13)
Proposition 4 (Expectation Value): The expected value of the observable X in Ω now can 
be expressed as:
( ) ( | | ) ( | | ) ( | ) ( )
x x
X X E X P X P X x P x x m x             (2.14)
If F(X) is a continuous function of observable X, then it is easy to show that:
( ) ( ( )) ( | ( ) | ) ( ) ( )
x
F X E F X P F X F x m x       (2.15)
Joint random variable: Let 1 2, , nN N N be random variables associated with a 
probability space. Suppose that the sample space (i.e., the set of possible outcomes) of Ni
is the set i . Then the joint random variable (or random vector) is denoted as N

 = (N1,
N2, . . . , Nn). The sample space of N

is the Cartesian product of the i ’s:
1 2 n     (2.16)
Proposition 5 (Factor Kets): The sample space of joint variable N

now can be written as:
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


n
i
i
1
)|)| (2.17)
The factor system p-kets | )i have the following properties:
( | ) 1, | ) | ) | ) | ), ( | ( | ( | ( |i i i j j i i j j iP P P P P             (2.18)
As an example, in Fock space, we have the following basis from the occupation numbers
, ' , '| ) | ) , ( | ') | ) ( |i ii i n n n n niN n n n P n n n P n I            (2.19)
The expectation value of an occupation number now is given by:
( | | ) ( | | ) ( | )i i i i i ikN P N P N k P k          (2.20)
If sets A and B are mutually independent in Ω, we have following equivalence:
( | ) ( | )  and , ...A B A BP A B P A A B          (2.21)
Proposition 6 (Continuous P-basis and Unit Operator): Eq. (2.9-10) can be extended to 
probability space (Ω, X, P) of a continuous random variable X,
| ) | ), ( | ( | , ( | ) 1, : ( ) ( | )X x x x P x X P x x P x P x f x P x      (2.22)
( | ') ( '), | ) ( |
x
P x x x x x dx P x I

   (2.23)
We can see that it is consistent with the normalization requirement:
( | ) ( | | ) ( | ) ( | ) ( | ) ( ) 1
x x
P P I P x dx P x dx P x dx f x
 
              (2.24)
The expected value E(X) can be easily extended from (2.14):
( ) ( | | ) ( | | ) ( | ) ( )
x x
X X E X P X P X x dx P x dx x f x
 
            (2.25)
We have seen basis-independent expressions in PBN are similar to those in Dirac VBN.
The expectation value of a continuous function of the observable is just one example:
: ( ) ( ( )) ( | ( ) | ), ( | ) 1PBN F X E F X P F X P         (2.26)
ˆ ˆ ˆ: ( ) ( ( )) | ( ) | , | 1VBN F X E F X F X            (2.27)
Let us give one more such application. The conditional expectation of X given H   in 
the continuous base (2.22) can be expressed in PBN as [4]:
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( | ) ( | | ) ( | | ) ( | ) ( | )E X H P X H P X x dx P x H x dx P x H      (2.28)
(2.2)
( | )
where ( | )
( | )
P x H
P x H
P H
   (2.29)
Then, we can show (see §3.2 of [4]):
( | | ) ( | ) ( | | ), ( | ) 0BP X P B P X B where P B      1 (2.31)
Here ( )A 1 is an indicator function of A , defined by [4]:
1,  if A
( )
0,  if AA
 
   
1 (2.30)
Proof: It is trivial for discrete states. But for continuous case, as mentioned in §3.2 of 
Ref. [4], the proof needs to use measure theory. Our proof in PBN seems not to need that:
(2.29)
(2.28)
( | | ) ( | | ) ( | ) ( | | ) ( | )
( | )
( | | ) ( | ) ( | ) ( | )
( | )
( | )
( | ) ( | ) ( | )
( | )
( | ) ( | | ) 
B Bx x B
x B
x B x B
x B
x B
P X dx P X x P x dx X x P x
dx x P x
dx P x x P x dx x P x P B
P B
dx x P x B
P B P B dx x P x B
P B
P B P X B
 

 


       

      

 
   
  
 
 
 
1 1
            
But one should also pay attention to the differences between PBN and Dirac VBN. For 
example, with continuous basis (2.22), we have:
: | ) | ) ( | ), ( | ( |, ( | ) ( | ) 1PBN dx x P x P dxP x P dxP x            (2.31)
2: | | | , | | |, | | | | 1VBN dx x x dx x x dx x                      (2.32)
3. Probability Vectors and Homogeneous Markov Chains
We assume our probability space (Ω, N, P) has the following stationary discrete p-basis 
from observable N (occupation number, or a state-labeling operator in some examples):
1
ˆ | ) | ), ( | ) , | ) ( |
N
i j i
N i i i P i j i P i I    (3.1)
Homogeneous discrete-time MC:  The transition matrix element Pij is defined as [2]:
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1 1
( | ) ( , 1| , ), 1
N
i j t t ijj
P P X j X i P j t i t P       (3.2)
In matrix form, if we define a probability row vector (PRV) at t = 0 as u(0), then P acting
on the PRV from right t times gives the PRV at time = t ([2], theorem 11.2):
( ) (0) ( ) (0), or :t t t ti j jiu u P u u P  (3.3)
Proposition 7 (Time-dependent System P-ket): we use the following system p-ket, to 
represent a probability column vector
| ) | ) ( | ) ( , ) | ), ( | ) ( , ) 1
N N N
t t i t ii i i
i P i m t i P m t           (3.4)
The time evolution equation (3.3) can be written as:
0 0 0
ˆ ˆ| ) ( ) | ) ( ,0) | ) ( ) | )T tt P U t U t       (3.5)
Proposition 8 (Time-dependent Expectation): The expectation value of a continuous 
function F of Nˆ  can be expressed as:
ˆ ˆ( ) ( | ( ) | ) ( | ( ) | ) ( | ) ( ) ( , )t t ii iF N P F N P F i i P i F i m t          (3.6)
We can map p-bra and p-ket into vector space by using Dirac notation:
( | ( | | |, | ) | | | ( , ) |t t t ii i i iP P i i i i m t i                   (3.7)
Then the expectation expression Eq. (3.6) can be rewritten in Dirac notation as:
ˆ| ( ) | | ( ) | | ( ) ( , )t t ii iF n F i i i F i m t          (3.8)
Homogeneous continuous-time MC:  In Dirac notation, the master equation of a 
continuous MC can be written as [5-7]:
ˆˆ ˆ| ( ) | ( ) , | ( ) ( ) | (0) | (0)Ltt L t t U t e
t
            
 (3.9)
The vector-ket here can be mapped to a system p-ket as:
ˆ
0 0
ˆ ˆ| ) | ), | ) ( ) | ) | )Ltt t tL U t et
        
 (3.10)
Using the p-basis in Eq. (2.19), Eq. (3.6-8) now can be written as:
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ˆ ˆ| ) ( )| ), ( | ( |, ( ) ( | ( ) | )t tn nm n n P n F n P F n               (3.11)
Doi’s definition of a state function [5-6] now can be identified as our system p-bra:
ˆ ˆ ˆ( | ( | | |, ( ) | ( ) | ( ) ( | ( ) | )tn nP P n s n F n s F n t P F n                    (3.12)
Note that the vector-basis here can be mapped from the p-basis in Eq. (2.19):
, ' , '
1
ˆ | | , | | , | '
i ii i n n n nn
i
n n n n n n I n n  

                (3.13)
In Peliti’s formalism [7], the vector-basis (from population operator n) is normalized in a 
special way, therefore, the left expansion of the system p-bra is also changed:
,
1
| | , | !
! m nn
n n I m n n
n
      (3.14)
(2.3)
1 1
( | ( | ( | ) ( | ( |
! !n n
P P I P n P n P n
n n
 
      (3.15)
Mapping (3.15) to vector space, it is nothing else, but the standard bra introduced in [7]:
1 1 ˆ ˆ ˆ ˆ( | ( | | |, [ ] | | ( ) ( | | )
! ! tn n
P P n n E F F F t P F
n n
                  (3.16)
Proposition 9 (The Heisenberg Picture of an Observable): We call Eq. (3.5) and (3.10)
the evolution equations in the Schrodinger picture. Now we introduce the Heisenberg 
picture of the observable, similar to what is used in QM:
1
0
ˆ ˆ ˆ ˆ ˆ| ) ( ) | ) ( ) ( ) ( )t U t X t U t X U t
     (3.17)
Based on ˆ ( )U t , we can introduce following time-dependent elementary bras and kets:
1ˆ ˆ| , ) ( ) | ), ( | ( ) ( , |, ( , | ', ) ( | '), ( | , ) 1x t U t x P x U t P x t P x t x t x x P x t     (3.18)
1 1ˆ ˆ ˆ ˆ ˆ ˆ ˆ( ', | ( ) | , ) ( ' | ( ) ( ) ( ) ( ) | ) ( ' | | ) ( '| )P x t X t x t P x U t U t X U t U t x P x X x xP x x    (3.19)
The probability density now can be interpreted in the two pictures: 
0 0
ˆ( , ) ( | ) ( | ( ) | ) ( , | ) ( , | )tf x t P x P x U t P x t P x t        (3.20)
In the last step, we have used the fact that in the Heisenberg picture: 0| ) | )   .
Proposition 10 (The Time-dependent Unit Operator): Eq. (3.17-19) also provides us with
a time-dependent unit operator:
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1 1 1ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )X t U t X U t U t X U t U t IU t X t I t     (3.21)
where:  ( ) | , ) ( , | (discrete);  ( ) | , ) ( , |  (continuous)i iiI t x t P x t I t dx x t P x t   (3.22)
And the expectation value of the stochastic process ( )X t can be manipulated as:
ˆ ˆ ˆ( | ( ) | ) ( | ( ) ( ) | ) ( | ( )| , ) ( , | )P X t P X t I t dx P X t x t P x t       
( , | ) ( | ) ( | | )t tdx x P x t dx x P x P X        (3.23)
This suggests that a stochastic process ( )X t of a continuous MC can be thought as an
operator in the Heisenberg picture, and its expectation value can be found from its 
Schrodinger picture. Moreover, if a stochastic process ( ) tX t X is a homogeneous MC, 
we can always set 0 0X  , and obtain the following useful property [3-4]:
( ) ( | )t s s t s sP X X x X X x      
0( | ) ( | ) ( , | ) ( | ) ( , )t t tP X X x P X x P x t P x f x t            (3.24)
More details and examples can be seen in our drafts online, Ref. [8], where a comparison 
of PBN with Dirac Notation is given in the two tables of Appendix A, and a derivation of 
master equation (3.10) for homogeneous MC of continuous-state is given in Appendix B. 
Of course, more investigations need to be done to verify the consistency (or correctness), 
usefulness and limitations of our propositions.
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