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Abstract
In this paper new two-dimensional goodness of fit tests are proposed.
They are of supremum-type and are based on different types of character-
izations. For the first time a characterization based on independence of
two statistics is used for goodness-of-fit testing. The asymptotics of the
statistics is studied and Bahadur efficiencies of the tests against some close
alternatives are calculated. In the process a theorem on large deviations
of Kolmogorov-type statistics has been extended to the multidimensional
case.
Keywords: large deviations, Bahadur efficiency, independence characteri-
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1 Introduction
Goodness of fit testing has for a long time been an important topic in statistics.
In recent times the approach of constructing tests based on characterizations of
distributions has become very popular. Starting from [28], [14] and [15] there
have been plenty of tests proposed based on various types of characterizations.
Some of them can be found in [2], [4], [10], [1], [17], etc.
A large portion of these tests are based on empirical distribution functions
and their comparison in some norm. A notable representative is the test using
the supremum (L∞) norm, so-called Kolmogorov-type test.
For purpose of measuring the quality of test an important tool is its asymp-
totic efficiency. Since the limiting distribution of the Kolmogorov-type statistics
is not Gaussian, the classical Pitman approach to measure the asymptotic ef-
ficiency is not applicable. Therefore the Bahadur efficiency has emerged as a
natural choice. Its popularity has been increased with the development of large
deviation theory. For a large deviation results of Kolmogorov-type statistics see
[20].
The Bahadur efficiency of some tests based on characterizations has been
studied in many papers (see e.g. [5], [23], [12], [24], [11], [16], [29], [30], [31]).
In all of them except [27] the supremum is considered over a subset of the real
line, i.e. over one dimensional set.
Here we propose some tests that have supremum statistic over two dimen-
sional set (subset of R2). When constructing goodness of fit tests based on
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characterizations, this situation naturally arises in the following circumstances.
For example, consider a characterization of univariate distribution based on
a functional equation with two parameters. A famous example is the lack of
memory property
1− F (x+ y) = (1− F (x))(1 − F (y)),
that characterizes the exponential distribution. A test based on this property
was examined by Tchirina ([27]).
Another possibility is the characterization of univariate distribution based on
independence of two statistics. Besides, such test statistics may appear when
characterizing multivariate distributions or even when constructing standard
goodness of fit tests for multivariate distributions. If the components of this
multivariate distribution are independent such testing is also closely related to
testing the hypotheses of independence.
In this paper we study goodness of fit tests based on characterization of two
types, namely functional equations and the independence of two statistics. The
functional equations type tests have been considered before, while this is the
first goodness of fit test based on independence characterization.
The paper is organized as follows. In section 2 we present large deviation
theorem for supremum type statistics. In section 3 we present the character-
izations and test statistics. Their local Bahadur efficiencies are presented in
section 4.
2 Supremum-type Statistics and their Large De-
viations
In this section we present a theorem which extends the result od Nikitin ([20])
to cover the multidimensional parameter case.
Since our test statistics are based on some U -statistics we present the fol-
lowing theorem on large deviation which is stated and proved in [22].
Theorem 2.1 Consider the U-statistic of degree m ≥ 1
Un =
1(
n
m
) ∑
1≤i1<···<im≤n
Φ(Xi1 , ..., Xim) (1)
with centered, bounded, and non-degenerate real-valued kernel Φ so that
EΦ(X1, ..., Xn) = 0, |Φ(x1, ..., xn)| ≤M,
and σ2 = Eϕ2(X1) > 0 with ϕ(y) = E(Φ(X1, ..., Xn)|X1 = y). Than we have
lim
n→∞
1
n
logP (Un ≥ ε) := −gΦ(ε) = −
∞∑
j=2
bjε
j , (2)
where the series converges for sufficiently small ε > 0 and b2 =
1
2m2σ2 .
For more theory on U-statistics we refer to [13] and [26].
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Consider the statistics of the form
Kn = sup
t∈T
∣∣Un(Xm, t)∣∣,
where {Un(t), t ∈ T } is a family of U-statistics of order m with centered,
bounded, non-degenerate kernel Φ, and T = [a1, b1]×· · ·×[ap, bp] ⊂ Rp. Besides,
we suppose that the family Un(t) is non-degenerate, i.e. its variance function
σ2ϕ(t) = E(ϕ
2(X1, t)) > 0 for t in interior of T except in finite number of points.
Denote
σ20 = sup
t∈T
σ2ϕ(t).
Moreover, we suppose that the family Un(t) satisfies condition called mono-
tonicity in parameter. We generalize its definition from [20] to multidimensional
case. Suppose there exist sequences of partitions AN of the set T
AN =
{ p∏
i=1
[t
(i)
ki
, t
(i)
ki+1
], ki = 0, ..N − 1, i = 1, ..., p
}
(3)
such that the nodes of the partition do not coincide with zeros of variance
function and for any i and ki holds
sup
t∈
p∏
i=1
[t
(i)
ki
,t
(i)
ki+1
]
Un(t) ≤ Un(t(1)k1+1, ..., t
(p)
kp+1
) + ∆n(N), (4)
where the sequence ∆n(N) converges to zero rapidly enough. That is, there
exist the sequence τN which converges to zero when N →∞ such that
lim
N→∞
lim
n→∞
1
n
logP{∆n(N) > τN} = −∞.
Theorem 2.2 Let {Un(t), t ∈ T } be non-degenerate family of U -statistics with
kernels Φ(x, t) which is bounded and centered for all t and satisfies the condition
monotonicity in parameter. Than for ε > 0 the following limit holds true
lim
n→∞
1
n
logP{Kn ≥ ε} = − inf
t∈T
gφ(ε, t), (5)
where gφ(ε, t) is defined in (2). For sufficiently small ε this limit can be repre-
sented as
gK(ε) := inf
t∈T
gφ(ε, t) =
ε2
2m2σ20
+O(ε3), ε→ 0. (6)
This theorem is a generalization of ([20], theorem 2.3). The proof is analogous
so we omit it here.
The test statistics we are going to study in this paper will be two-dimensional,
and based on some characterizations of univariate distribution. For example,
consider a characterization based on independence of two functions of random
variables. Let X1, X2, ..., Xm be i.i.d. random variables from a distribution F
and let the independence of ω1(X1, ..., Xm) and ω2(X1, ..., X2) characterize the
distribution F . Let G1, G2 and H be their marginal and common distribution
functions, respectively. The characterization then can be expressed as
H(t1, t2) = G1(t1)G(t2), t1, t2 ∈ R.
3
Using U-empirical distribution functions we can make the following test statis-
tics
sup
t1,t2
|Hn(t1, t2)−Gn(t1, t2)|, (7)
where Gn(t1, t2) is product of marginal empirical distribution functions. Here
we take Hn(t1, t2) =
∑
I{ω1(X) < t1, ω2(X) < t2}. It is known that in two
dimensions the distribution functions, and therefore the empirical d.f.’s are
not uniquely defined. For example Hn(t1, t2) can be defined as
∑
I{ω1(X) >
t1, ω2(X) < t2}. This may cause some incoveniences when constructing multi-
variate tests (see e.g. [6]). However, our test statistic (7) is invariant to any
choice of distribution function.
3 The Characterizations and the Tests
We now present three characterizing theorems of three different distributions.
The first two characterizations, of the functional equation type, for Pareto and
logistic distributions, can be found in [8].
Characterization 3.1 Let the distribution function F of the random variable
X be continuous non-negative random variable. Then the following equality
1− F (xy) = (1− F (x))(1 − F (y)) for x, y > 1,
holds if and only if X follows Pareto distribution with the distribution function
F (x) = 1− x−λ, x > 1, λ > 0.
Characterization 3.2 Let the distribution function F of the random variable
X be continuous and symmetric about the origin. Then the following equality
1− F (x+ y)
(1− F (x))(1 − F (y)) =
F (x+ y)
F (x)F (y)
holds if and only if X follows logistic distribution with the distribution function
F (x) =
1
1 + e−λx
, x ∈ R, λ > 0. (8)
The third characterization, of independence type, can be found in [7].
Characterization 3.3 If X and Y are i.i.d. random variables with an ab-
solutely continuous distribution and if min{X,Y } and |X − Y | are indepen-
dent, then both X and Y have exponential distribution with distribution function
F (x) = 1− e−λx, x > 0, λ > 0.
Next we shall present the tests based on the above characterizations and
examine their asymptotics.
3.1 Goodness-of-fit Test for Pareto Distribution
Let X1, . . . , Xn be a sample from non-negative continuous distribution F . In
order to test the composite null hypothesis H0 that the sample is from Pareto
distribution we use the following test statistic
4
KPn = sup
t1,t2>1
|HPn (t1, t2)−GPn (t1, t2)|,
where
HPn (t1, t2) =
1(
n
2
) ∑
1≤i1<i2≤n
1
2!
∑
pi(1:2)
I{Xipi(1) > t1}I{Xipi(2) > t2}
and
GPn (t1, t2) =
1
n
n∑
i=1
I{Xi > t1t2},
are symmetrized U -empirical distribution functions and pi(1 : r) represents the
set of all r! permutations of the set 1, . . . , r.
If X follows Pareto distribution with shape parameter λ than Xλ follows
Pareto distribution with shape parameter 1. Since the test statistic is invariant
to such transformations we can take without loss of generality λ = 1.
For a fixed t1 > 1 and t2 > 1 the expression H
P
n (t1, t2) − GPn (t1, t2) is a
U -statistic with symmetric kernel
ΞP (X,Y, t1, t2) =
1
2
I{X > t1}I{Y > t2}+ 1
2
I{X > t2}I{Y > t1}
−1
2
I{X > t1t2} − 1
2
I{Y > t1t2}.
Its projection on X is
ξP(s) =E(ΞP(X,Y, t1, t2)|X = s) = − 1
2t1t2
+
1
2t2
I{s > t1}
+
1
2t1
I{s > t2} − 1
2
I{s > t1t2}.
The variance of this projection is
σ2P(t1, t2) =
−1 + t1 − t2 + t1t2
4t21t
2
2
I{t1 < t2}+ −1− t1 + t2 + t1t2
4t21t
2
2
I{t1 ≥ t2}.
(9)
The plot of this function is shown in Figure 1.
We find that
σ2P = sup
t1>1,t2>1
σ2P(t1, t2) = σ
2
P(1.414, 1.414) = 0.0625.
Therefore the family of our test statistics is non-degenerate.
Limiting distribution of the statistic KPn is unknown, but it can be shown
that the U -empirical process
νPn (t1, t2) =
√
n
(
HPn (t1, t2)−GPn (t1, t2)
)
, t1 > 1, t2 > 1
weakly converges in D(1,∞) as n → ∞ to certain centered Gaussian field
ν(t1, t2) (see [25]). Then the sequence of statistics
√
nKPn converges in dis-
tribution to the random variable supt1≥0,t2≥0 |ν(t1, t2)| but it is impossible to
find explicitly its distribution.
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Figure 1: Plot of the function σ2P(t1, t2),
3.2 Goodness-of-fit Test for Logistic Distribution
Let X1, . . . , Xn be a sample from a real-valued continuous distribution F . In
order to test the composite null hypothesis H0 that the sample is from the
logistic distribution (8) we use the following test statistic
KLn = sup
t1,t2∈R
|HLn (t1, t2)−GLn(t1, t2)|,
where
HLn (t1, t2) =
1(
n
3
) ∑
i1<i2<i3
1
3!
∑
pi(1:3)
I{Xipi(1) < t1+t2}I{Xipi(2) > t1}I{Xipi(3) > t2}
GLn(t1, t2) =
1(
n
3
) ∑
i1<i2<i3
1
3!
∑
pi(1:3)
I{Xipi(1) > t1+t2}I{Xipi(2) < t1}I{Xipi(3) < t2}.
Since the statistic is invariant to sample transformations of the type λX , we
can take λ = 1.
For a fixed t1 > 1 and t2 > 1 H
L
n (t1, t2) − GLn(t1, t2) is a U -statistic with
symmetric kernel
ΞL(X1, X2, X3, t1, t2) =
1
6
∑
pi(3)
(
I{Xi1 < t1 + t2}I{Xi2 > t1}I{Xi3 > t2}
−I{Xi1 > t1 + t2}I{Xi2 < t1}I{Xi3 < t2}
)
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Its projection on X1 under H0 is
ξL(s, t1, t2) =E(ΞL(X1, X2, X3, t1, t2)|X1 = s) = −1 + e
t1 + et2 + et1+t2
3(1 + et1)(1 + et2)(1 + et1+t2)
− e
t2(1 + et1)
3(1 + et2)(1 + et1+t2)
I{s > t1} − e
t1(1 + et2)
3(1 + et1)(1 + et1+t2)
I{s > t2}
+
1 + et1+t2
3(1 + et1)(1 + et2)
I{s > t1 + t2}
The expression for the variance function σ2L is too complicated to display. Its
plot is given in the Figure 2. The supremum of the variance function is
Figure 2: Plot of the function σ2L(t1, t2),
σ2L = sup
t1,t2
σ2L = σ
2
L(0.669, 0.669) = 0.00945.
Therefore the family of kernels ΞL(X, t1, t2)) is non-degenerate. Using similar
arguments to the previous test statistic we can show that the corresponding
random process converges to a Gaussian process while the distribution of the
statistic KLn remains unknown.
3.3 Goodness-of-fit Test for Exponential Distribution
Let X1, . . . , Xn be a sample from non-negative continuous distribution F . In
order to test the composite null hypothesis H0 that the sample is from expo-
nential distribution we use the following test statistic free of scale parameter
λ
KEn = sup
t1,t2>0
|HEn (t1, t2)−GEn(t1, t2)|,
where
GEn(t1, t2) =
1(
n
2
) ∑
1≤i<j≤n
I{min(Xi, Xj) ≤ t1, |Xi −Xj | ≤ t2},
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HEn (t1, t2) =
1(
n
2
) ∑
1≤i<j≤n
I{min(Xi, Xj) ≤ t1} · 1(n
2
) ∑
1≤k<l≤n
I{|Xk −Xl| ≤ t2}.
For a fixed t1 > 0 and t2 > 0 the expression H
E
n (t1, t2) − GEn(t1, t2) is the
U -statistic with the following kernel:
ΞE(X,Y, Z,W, t1, t2) =
1
2
I{min(X,Y ) ≤ t1}
(
I{|X − Y | ≤ t2} − I{|Z −W | ≤ t2}
)
+
1
2
I{min(Y, Z) ≤ t1}
(
I{|Y − Z| ≤ t2} − I{|X −W | ≤ t2}
)
.
The projection of this family of kernels on X under H0 is
ξE(s, t1, t2) = E(ΞE (X,Y, Z,W, t1, t1)|X = s) = 1
2
P{min(Y, s) ≤ t1, |Y − s| ≤ t2}
− 1
2
P{min(Y, s) ≤ t1, |Z −W | ≤ t2}+ 1
2
P{min(Y, Z) ≤ t1, |Y − Z| ≤ t2}
− 1
2
P{min(Y, Z) ≤ t1, |s−W | ≤ t2}.
After some calculations we get
ξE(s, t1, t2) =
1
2
e−s−2t1−t2
(− 1 + es + et2(−es + et2)I{s > t2}
− et1I{s > t1}(es − et1 + et2(−es + et1+t2)I{s > t1 + t2})
)
Now we calculate the variances of these projections σ2K(t1, t2) under H0.
σ2E (t1, t2) =
1
12
e−5t1−3t2
(
(−1 + et1)2(−1− et1 + et2 + e2t2)I{t1 ≤ t2}
+ (−1 + et2)2(−1 + et1 − et2 + e2t1)I{t1 > t2}
)
The plot of this function is shown in Figure 3.
Figure 3: Plot of the function σ2E(t1, t2),
We find that
σ2E = sup
t1,t2≥0
σ2E(t1, t2) = σ
2
E(0.453, 0.669) = 0.0223.
Therefore, our family of kernels ΞE(X,Y, Z,W, t1, t2) is non-degenerate. The ar-
guments about the asymptotic distribution are analogous to the previous cases.
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4 Bahadur efficiency of the proposed tests
In this section we calculate Bahadur efficiency of the proposed tests with respect
to some common alternatives. First, we give a brief summary of Bahadur’s
theory.
The Bahadur efficiency can be expressed as the ratio of Bahadur exact slope,
function describing the rate of exponential decrease for the attained level under
the alternative, and double Kullback-Leibler distance between null and alterna-
tive distribution. More details on Bahadur theory can be found in [3], [18].
The Bahadur exact slopes are defined as follows. Suppose that the sequence
{Tn} of test statistics under alternative converges in probability to some finite
function b(θ). Suppose also that the following large deviations limit
lim
n→∞
n−1 lnPH0 (Tn ≥ t) = −f(t) (10)
exists for any t in an open interval I, on which f is continuous and {b(θ), θ >
0} ⊂ I. Then the Bahadur exact slope is
cT (θ) = 2f(b(θ)). (11)
The exact slopes always satisfy the inequality
cT (θ) ≤ 2K(θ), θ > 0, (12)
where K(θ) is the Kullback-Leibler distance between the alternative H1 and the
class of distributions with densities {gλ(x)} defined by null hypothesis H0, i.e.
K(θ) = inf
λ>0
∫ ∞
0
ln[g(x, θ)/gλ(x)]g(x, θ) dx. (13)
In view of (12), the local Bahadur efficiency of the sequence of statistics Tn
is naturally defined as
eB(T ) = lim
θ→0
cT (θ)
2K(θ)
(14)
The local Bahadur efficiency is measured for alternative distributions that
are close to the null. Therefore we define the following class of alternatives.
Let G = {G(·, θ), θ ≥ 0}, be a family of distributions with densities g(·, θ),
such that G(·, 0) belongs to the null family of distributions, and the regularity
conditions from ([18], Chapter 6) hold. Denote h(x) = g′θ(x, 0). It is obvious
that
∫∞
−∞ h(x)dx = 0.
Now we return to our test statistics.
In order to apply the Theorem 2.2 we need to show that the condition of
monotonicity in parameter holds for our test statistic. We shall show it holds
for statistic KEn , for the others it is analogous and simpler.
Similarly to [20], let us divide the intervals [a1, b1] and [a2, b2] into N parts
with the following nodes tki,N = log
N
N−i , k = 1, 2, i = 1, ..., N . The nodes
are taken such that N parts have probability 1/N under null hypothesis. Put
Ti,j,N = [t
(1)
i,N , t
(1)
i+1,N ]× [t(2)j,N , t(2)j+1,N ], i, j = 1, 2, ..., N For fixed i, j
sup
(t1,t2)∈Ti,j,N
|HEn (t1, t2)−GEn(t1, t2)| ≤ GEn(t(1)i+1,N , t(2)j+1,N )−HEn (t(1)i+1,N , t(2)j+1,N )
+HEn (t
(1)
i+1,N , t
(2)
j+1,N )−HEn (t(1)i,N , t(2)j,N ).
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Thus
∆n(N) = H
E
n (t
(1)
i+1,N , t
(2)
j+1,N )−HEn (t(1)i,N , t(2)j,N ).
We have
∆n(N) =
1(
n
2
) ∑
1≤r≤s
I{min(Xr, Xs) ∈ [t(1)i,N , t(1)i+1,N ], |Xr −Xs| ∈ [t(2)j,N , t(2)j+1,N ]}
≤ 1
n2
∑
1≤r≤s
I{min(Xr, Xs) ∈ [t(1)i,N , t(1)i+1,N ]}.
Let τN be the sequence of real numbers that converges to zero. Put Ti =
[t
(1)
i,N , t
(1)
i+1,N ]. Then
P{∆N > τN} ≤ P
{ 1(
n
2
) ∑
1≤r≤s
I{min(Xr, Xs) ∈ Ti} ≥ τN
}
≤ P
{ 1(
n
2
) ∑
1≤r≤s
I{Xr ∈ Ti} ≥ τN
}
+ P
{ 1(
n
2
) ∑
1≤r≤s
I{Xs ∈ Ti} ≥ τN
}
≤ P
{ 2
n− 1
∑
1≤r≤s
I{Xr ∈ Ti} ≥ τN
}
= P
{ n∑
r=1
I{Xr ∈ Ti} ≥ n− 1
2
τN
}
.
Since the summands have the same distribution and are independent the sum
has a binomial distribution B(n, 1
N
). Applying the inequality from [19] and
putting τN = (logN)
− 12 (see also [20]), for sufficiently large N we get
P{∆N > τN} ≤ e−(n−1)
√
logN .
Therefore the condition of the monotonicity in parameter holds.
Since our three kernels are non-degenerate, centered and bounded we can
find the large deviation function from (10) using Theorem 2.2. We present them
together in the following lemma.
Lemma 4.1 Let ε > 0. The large deviations for statistics KPn , K
L
n and K
E
n are
all analytic for sufficiently small ε and the admit the following representations:
•
fP(ε) = 2ε2 + o(ε2), ε→ 0,
•
fL(ε) = 5.87ε2 + o(ε2), ε→ 0,
•
fE(ε) = 0.715ε2 + o(ε2), ε→ 0.
In the following lemma we derive the limit in probability of our test statistics
under alternative hypotheses.
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Lemma 4.2 For a given alternative density g(x; θ) whose distribution belongs
to G
bP(θ) = 2θ sup
t1,t2>1
∣∣∣
∞∫
1
ξP(x; t1, t2)h(x)dx
∣∣∣ + o(θ), θ → 0. (15)
bL(θ) = 3θ sup
t1,t2∈R
∣∣∣
∞∫
−∞
ξL(x; t1, t2)h(x)dx
∣∣∣ + o(θ), θ → 0. (16)
bE(θ) = 4θ sup
t1,t2>0
∣∣∣
∞∫
0
ξE(x; t1, t2)h(x)dx
∣∣∣ + o(θ), θ → 0. (17)
Proof. We prove only (15). The others are analogous.
Using Glivenko-Cantelli theorem for U -empirical distribution functions [9]
we have
bP(θ) = sup
t1,t2>1
|P{X > t1, Y > t2} − P{X > t1t2}|
= sup
t1,t2>1
∣∣∣
∞∫
t1
∞∫
t2
g(x; θ)g(y; θ)dxdy −
∞∫
t1t2
g(x; θ)dx
∣∣∣.
Denote aP(θ) =
∞∫
t1
∞∫
t2
g(x; θ)g(y; θ)dxdy −
∞∫
t1t2
g(x; θ)dx. It is easy to see that
aP(0) = 0. The first derivative of aP(θ) along θ at θ = 0 is
a′P(0) =
∞∫
t1
∞∫
t2
h(x)y−2dxdy +
∞∫
t1
∞∫
t2
h(y)x−2dxdy
∞∫
t1t2
h(x)dx
= 2
∞∫
1
h(x)
( 1
2t2
I{x > t1}+ 1
2t1
I{x > t2} − 1
2
I{x > t1t2}
)
dx
= 2
∞∫
1
h(x)ξP (x)dx. (18)
Expanding the function aP(θ) in Maclaurin’s series we obtain (15). 
In what follows we shall calculate the local Bahadur efficiency of our tests
for some alternatives.
4.1 Statistic KP
n
The alternatives we are giong to use are the following
• a mixture alternative with density
g(x, θ) =
1− θ
x2
+
βθ
xβ+1
, x > 1, θ ∈ (0, 1) (19)
11
• a Ley-Paindaveine alternative with density
g(x, θ) =
1
x2
− piθ cos
(
pi(1 − 1
x
)
)
x2
, x > 1, θ ∈ (0, 1
pi
)
(20)
The double Kullback-Leibler distance for close alternatives can be expressed
as (see [24])
2KP(θ) = θ2
( ∞∫
1
x2h2(x)dx −
( ∞∫
1
h(x) ln xdx
)2)
+ o(θ2). (21)
For the mixture alternative (19) we get that the function from (18) is
a′P(0) =
1
2(t1t2)1+2β
(
I{t1 < t2}(t1+2β1 tβ2 + t12βt1+β2 − (t1t2)1+β − (t1t2)2β
+ t1+β1 t
2β
2 − t1+2β1 tβ2 ) + I{t1 > t2}(tβ1 t1+2β2 + t11+βt2β2 − (t1t2)1+β
− (t1t2)2β + t2β1 t1+β2 − tβ1 t1+2β2 )
)
.
For β = 6 its plot is given in Figure 4.
Figure 4: Plot of the function a′P(0), mixture alternative with β = 6
The supremum is attained at the point (1.43,1.43) and it is equal to 0.170.
The double Kullback-Leibler distance is 1.58. Using (14), Lemmas 4.1 and 4.2
and (21) we obtain that the local Bahadur efficiency is 0.29.
For the second alternative using same reasoning we get that the local Ba-
hadur efficiencies is 0.23.
4.2 Statistic KL
n
For logistic distribution there are no standard alternatives so we consider the
following
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• a shifted logistic distribution with density
g(x, θ) =
e−(x−θ)
(1 + e−(x−θ))2
, x ∈ R, θ ∈ (0, 1), (22)
• a generalized logistic distribution (GLD) with density
g(x, θ) =
(1 + θ)e−x
(1 + e−x)2+θ
, x ∈ R, θ ∈ (0, 1). (23)
In case of the family of logistic distribution in the expression (13) it is not
possible to find the infimum analytically. Therefore we cannot derive a general
expression similar to (21) and we must calculate it for each alternative sepa-
rately. Using the theorem on implicit function to solve extremal problems we
find that in the case of alternative (22) we have that λ˜(θ) that minimizes the
Kullback-Leibler distance is λ˜(θ) = 1+o(θ), θ → 0, while in the case of alterna-
tive (23) we have that this minimum is attained for λ˜(θ) = 1− 0.35θ+ o(θ). In-
serting these values into (13) and expanding it into Maclaurin series we get that
double Kullback-Leibler distances for small θ are 0.33θ2+o(θ2) and 0.82θ2+o(θ2)
respectively.
For shifted logistic alternative the function a′L(0) analogous to (18) is too
complicated to display. Its plot is given in Figure 5.
Figure 5: Plot of the function a′L(0), shifted logistic alternative
The supremum is attained at the origin and it is equal to 0.0417.
Using (14), Lemmas 4.1 and 4.2 and the expression for the double Kullback-
Leibler distance from the above paragraph, we obtain that the local Bahadur
efficiency for this alternative is 0.55. In case of the generalized logistic alternative
the same reasoning produces 0.43.
4.3 Statistic KE
n
As alternatives to exponential distribution we consider two standard alternatives
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• a Makeham alternative with density
g(x, θ) =
(
1 + θ(1− e−x))e−x−θ(e−x−1+x), θ > 0, x ≥ 0 (24)
• a Weibull alternative with density
g(x, θ) = (1 + θ)xθe−x
1+θ
, θ > 0, x ≥ 0. (25)
It can be shown ([21]) that for small θ equation (13) can be expressed as
2KE(θ) =
( ∞∫
0
h2(x)exdx−
( ∞∫
0
xh(x)dx
)2)
· θ2 + o(θ2). (26)
In case of Makeham alternative we get
a′E(0) =
1
6
e−3t1−2t2(−1 + et1)(−1 + et2).
Its plot is given in Figure 6.
Figure 6: Plot of the function a′E(0), Makeham alternative
The supremum is attained at the point (0.405,0.693) and it is equal to
0.00617.
Using Using (14), Lemmas 4.1 and 4.2 and (26) we find that the local Ba-
hadur efficiency is 0.38. In case of Weibull alternative the same procedure gives
the efficiency of 0.20.
5 Conclusion
In this paper we proposed and analyzed three tests for three different dis-
tributions based on different types of characterizations. They all have two-
dimensional Kolmogorov-type statistics and are consistent against any alterna-
tive. They are also free of corresponding parameter λ which enables us to test
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the composite null hypotheses. We calculated their local Bahadur efficiencies
against some alternatives. To be able to do this we gave a general large deviation
theorem that could be applied to our statistics. The efficiencies are reasonable
and comparable to some other Kolmogorov-type tests based on characteriza-
tions.
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