In this short note we consider wave equations with a periodic in time dissipation and discuss the effect of parametric resonance in the framework of energy estimates. The approach is based on a treatment for a generalized Mathieu equation related to the periodic dissipation term.
Introduction
We consider the Cauchy problem u + 2b(t)u t = 0, u(0, ·) = u 1 , u t (0, ·) = u 2
for a damped wave equation. As usual we denote by = ∂ 2 t −∆ the d'Alembertian. The Cauchy data u 1 and u 2 are assumed to be from Sobolev scale u 1 ∈ H s and u 2 ∈ H s−1 . For most of the results we will use energy data with s = 1.
Under rather weak assumptions on the coefficient function b(t) (e.g. local integrability) the Cauchy problem (1) is well-posed in Sobolev scale and there exists a unique solution u = u(t, x) which belongs to the space
For the coefficient funtion b = b(t) we make the assumptions
• b(t) ≥ 0,
• b(t) = b(t + T ) for some T > 0 and all t,
• b(t) is not constant.
Using the second assumption we immediately obtain that the hyperbolic energy E(u; t) = 1 2 |u t | 2 + |∇u| 2 dx (3)
for all t and is thus a monotonically decreasing function in t. The aim of this paper is to investigate the influence of periodic dissipation terms on the decay rate of the energy for data localized in frequency space.
Representation of solutions
The translation invariance of the Cauchy problem allows us to reduce the considerations by a partial Fourier transform to an ordinary differential equation.
with a pair of fundamental solutions Φ j (t, ξ) to (5) subject to the initial conditions
We will not solve (5) directly. We will use the transformation
to reduce it to the following generalized Mathieu equation
where λ = |ξ| 2 and
It follows from our assumptions on b(t) that φ(t) is a periodic and non-constant function of t. We denote by C φ (λ, t) and S φ (λ, t) a pair of fundamental solutions to (9) with C φ (λ, 0) = ∂ t S φ (λ, 0) = 1 and ∂ t C φ (λ, 0) = S φ (λ, 0) = 0. By the aid of these functions we obtain
Using Liouville theorem it follows that the Wronskian satisfies
for all t. Furthermore, we know that C φ (λ, t + T ) and S φ (λ, t + T ) is a pair of solutions to (9) and therefore, there exists a matrix X(λ) with
It is called the monodromy matrix of (9) and our choice of the initial conditions implies that
Using that det X(λ) = 1 we see that this matrix has either a real double eigenvalue |κ| = 1 or two different eigenvalues κ 1/2 with product one. These eigenvalues describe the structure of solutions to (9).
Lemma 1 (Floquet, [1] ). Let κ = exp(µT ) ∈ spec X(λ) be an eigenvalue of X(λ). Then there exists a T -periodic function f (t) such that
The numbers µ (defined only modulo 2πi) will be denoted as characteristic values or characterisitic exponents of (9).
Using this Lemma we can describe the asymptotic properties of C φ and S φ as t → ∞. In the case of two real eigenvalues they are linear combinations of the two solutions e ±µt f ± (t),
µ and f ± depending on λ. As t goes to infinity only the increasing solution is of interest for us.
The eigenvalues depend in a complicated way on the spectral parameter λ, as the following result from [2] shows.
Lemma 2. There exist two monotonically increasing sequences λ 0 , λ 1 , λ 2 . . . andλ 1 ,λ 2 . . ., both tending to infinity and satisfy
such that for λ ∈ [−∞, λ 0 ) and λ ∈ (λ k , λ k ) the eigenvalues of X(λ) are real and distinct and for λ ∈ (λ k ,λ k+1 ) complex of modulus 1 and conjugate to each other.
It is possible thatλ k = λ k , but in the generic case these numbers are different.
3 Discussion of a-priori estimates
Intervals of stability
The intervals (λ k ,λ k+1 ) are referred to as intervals of stability of equation (9). If |ξ| 2 belongs to such an interval, the solutions C φ (|ξ| 2 , t) and S φ (|ξ| 2 , t) are bounded in t and therefore we obtain by (11) the following first decay result.
Theorem 3. Assume |ξ|
2 belongs to an interval of stability of (9). Then the fundamental solutions Φ j (t, ξ) of (5) satisfy
where
is the mean value of the coefficient function b = b(t).
Especially, if we use data u 1 , u 2 with Fourier support inside the regions
we expect exponential decay with the prescribed decay rate exp(−β * t).
To prove this we have to see that the constants C ξ satisfy certain uniform bounds in ξ. But this follows from well-posedness of the Cauchy problem in Sobolev scale. Indeed we have
and therefore we can estimate
uniform in ξ ∈ stable b .
Intervals of instability
In the following we consider the intervals of instability (λ k , λ k ), which do not contain the point λ = 0. From the trivial estimate (3) we conclude that the characteristic value µ(λ) (we take the positive one here) satisfies
The same argumentation as above may be used to get estimates uniform in ξ over the intervals of instability.
Theorem 4. Assume |ξ| 2 belongs to an interval of instability of (9). Then the fundamental solutions Φ j (t, ξ) of (5) satisfy
where β * is the mean value of the coefficient function b = b(t) and µ(λ) denotes the positive characteristic value of (9).
Estimate (23) can be sharpened for λ > 0 to µ(λ) < β * , which implies exponential decay.
Before proving this lemma we give the following (equivalent) statement.
Corollary 6. For problem (1) in a bounded domain with Dirichlet boundary conditions the energy of solutions decays exponentially.
Proof. Assume that there exists λ * > 0 with µ(λ * ) = β * . Then λ * is interior point of an interval of instability of (9). Let further Ω be a bounded domain (e.g. a ball in R 2 with suitable chosen radius) such that the least eigenvalue of −∆ equipped with Dirichlet boundary conditions coincides with λ * and ψ(x) be a corresponding eigenfunction. Then we consider the initial boundary value problem (1) with Dirichlet boundary conditions and data u 1 (x) = Aψ(x) and u 2 (x) = Bψ(x). The choice of A = f + (λ * , 0) and B = ∂ t f + (λ * , 0) yields as solution (due to the cancellation of the exponentials)
which is periodic in t. In view of (3) a solution can only be periodic if it is constant, this gives f + (λ * , t) = const. But this would imply λ * = φ(t) or f + (λ * , t) ≡ 0. Both is a contradiction.
Hence, there exists no such λ * .
The neighbourhood of ξ = 0
In a first step we review the relation between our coefficient function b = b(t) and the function φ(t) = b 2 (t) + b ′ (t). The function φ(t) is not arbitrary because b(t) is a global (and periodic) solution to this nonlinear ordinary differential equation and thus the choice of b(0) and φ(t) is essential. (This is also the background of Lemma 5.)
Setting ξ = 0 in (5) gives an equation which can be solved immediately. It holds
A comparison with (11) can be used to represent b(t) in terms of C φ (0, t) and S φ (0, t). It follows
and therefore 
It is T -periodic if and only if (1, b (0)) is a left eigenvector of X(0).
Furthermore, the assumptions on b = b(t) imply that exp(±β * T ) are the eigenvalues of X(0) and 0 lies in an interval of instability. Formal application of Theorem 4 yields no decay (which is correct in view of the representations (25)).
From β * > 0 we get that 0 is interior point of an interval of instability and if we denote by µ(λ) the positive characteristic value of (9) we get an analytic function of λ which can be expanded in a MacLaurin series
Furthermore, a system of fundamental solutions of (9) is given by
with T -periodic real functions f ± (λ, ·) depending analytically on λ. We know that f ± (0, t) > 0 has no zeros. As solutions of a second order differential equation these functions are not allowed to have zeros of higher multiplicity. Therefore, f ± (λ, t) > 0 for all t and λ inside the corresponding interval.
The decay properties of solutions to (1) depend on the first non-zero coefficient in the MacLaurin series (28).
Lemma 8. It holds α 1 < 0.
Proof. The proof follows by explicit calculation using the fundamental system of solutions to (9) for λ = 0 in terms of b(t).
Note that,
such that
The latter expression can be calculated. Using (11), (25),
and that ∂ λ C φ (λ, t) (and ∂ λ S φ (λ, t) resp.) satisfy
we get integral representations of the form
Plugging in all formulas we see that positive terms cancel and it remains
which is obviously negative. This completes the proof of this lemma.
Remark: If we assume further, that the data belong to L 1 , the decay rates can be improved by the further factor (1 + t) −n/4 .
(2) But, it destroys the structure of the high-frequency asymptotics for damped waves, as it is described in [4] as a modified hyperbolic behaviour.
(3) From the observations of this paper there arise several interesting questions. It shows that oscillations in the dissipation term may have almost no influence on the decay estimates. This is completely different from oscillations in the propagation speed as pointed out by Yagdjian in [5] . There a periodic coefficient completely destroys the possibility of Strichartz type decay estimates for solutions. It is interesting to ask how sharp bounds on estimates for derivatives on the dissipation term look like, in order to get the Matsumura type decay estimates like stated in [6] for the case of monotone time dependent coefficients.
The fact that the behaviour for small frequencies is essentially the same like for constant dissipation allows to ask for generalizations of the diffusion phenomenon studied by Nishihara [7] for the case of time-periodic dissipation terms or more generally dissipation terms including oscillations.
