Abstract. We propose a new method to estimate Wasserstein distances and optimal transport plans between two probability distributions from samples in high-dimension. Unlike plug-in rules that simply replace the true distributions by their empirical counterpart, we propose a new regularization method that leverages the clustered nature of data that is often encountered in practice. Our theoretical results indicate that this method overcomes the curse of dimensionality. This theoretical guarantee is supported by numerical experiments on high-dimensional data for various tasks, including domain adaptation in single-cell RNA sequencing data.
INTRODUCTION
Optimal transport (OT) was born from a simple question by Gaspard Monge in the eighteenth century [Mon81] and has since flourished into a rich mathematical theory two centuries later [Vil03, Vil09] . Recently, OT and more specifically Wasserstein distances, which include the so-called the earth mover's distance [RTG00] as a special example, have proven valuable for varied tasks in machine learning [BBR06, Cut13, CD14a, SRGB14b, FZM + 15, SCDD15, GCPB16, GK16, RCP16, GPC17], computer graphics [BVDPPH11, dGBOD12, SRGB14a, SdGP + 15, BPC16], geometric processing [dGCSAD11, SGB13] , image processing [GPC15, RP15] , and document retrieval [MSY + 14, KSKW15] . These recent developments have been supported by breakneck advances in computational optimal transport in the last few years that allow the approximation of these distances in near linear time [Cut13, AWR17] .
In these examples, Wasserstein distances and transport plans are estimated from data. Yet, understanding the statistical stability of optimal transport is still in its infancy and practical performance is often disconnected from known theoretical results. In particular, current methodological advances focus on computational benefits but often overlook statistical regularization to address § Supported by the James S. McDonnell Foundation, the Eric and Wendy Schmidt Fund for Strategic Innovation, the Israel Council for Higher Education, and the John Harvard Distinguished Science Fellows Program within the FAS Division of Science of Harvard University.
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stability to sampling noise. We propose a new implicit regularization that employs Wasserstein barycenters [AC11, CD14b] with finite support as a natural statistical regularizer to estimate the Wasserstein distance and the transport plan between two distributions from samples. Our motivation comes from single-cell RNA sequencing data where ad-hoc methods for domain adaptation have recently been proposed to couple datasets collected in different labs and with different protocols [HLMM17] , and even across species [BHS + 18] . Despite a relatively successful application of OT-based methods in this context [SST + 17], the very high-dimensional and noisy nature of this data calls for robust statistical methods. We show in this paper that our proposed method does lead to improved results for this application.
This paper is organized as follows. We begin by reviewing optimal transport and Wasserstein barycenters in § 2, and we provide an overview of our results in § 3. Next, we introduce in § 4 a new estimator for the Wasserstein distance between two probability measures that is statistically more stable than the naive plug-in estimator traditionally. This stability guarantee is not only observed in the numerical experiments provided in § 6 but also backed by the theoretical results of § 5. Notation. We denote by · the Euclidean norm over IR d . For any x ∈ IR d , let δ x denote the Dirac measure centered at x. For any two real numbers a and b, we denote their minimum by a ∧ b. For any two sequences u n , v n , we write u n v n when there exists a constant C > 0 such that u n ≤ Cv n for all n. If u n v n and v n u n , we write u n v n . We denote by 1 n the all-ones vector of IR n , and by e i the ith standard vector in IR n . Moreover, we denote by and the element-wise multiplication and division respectively.
For any map f :
Given a measure µ, we denote its support by supp(µ).
BACKGROUND ON OPTIMAL TRANSPORT
In this section, we gather the necessary background on optimal transport. We refer the reader to [San15, Vil03, Vil09] for more details. Wasserstein distance. Given two probability measures P 0 and P 1 on IR d , let Γ(P 0 , P 1 ) denote the set of couplings between P 0 and P 1 so that γ ∈ Γ(P 0 ,
The 2-Wasserstein distance 1 between two probability measures P 0 and P 1 on is defined as
Under regularity conditions, for example if both P 0 and P 1 are absolutely continuous with respect to the Lebesgue measure, it can be shown that the optimal coupling γ * in (2) exists, is unique and is deterministic. In other words, the support of γ * is of the form {(x, T (x)) : x ∈ supp(P 0 )}. In this case, we call T a transport map. In general, however, γ * is unique but for any x 0 ∈ supp(P 0 ), the support of γ * (x 0 , ·) may not reduce to a single point, in which case, the map x → γ * (x, ·) is called transport plan.
Wasserstein space. The space of probability measures with finite 2nd moment equipped with the metric W 2 is called Wasserstein space and denoted by W 2 . It can be shown that W 2 is a geodesic space: given two probability measures P 0 , P 1 ∈ W 2 , the constant speed geodesic connecting P 0 and P 1 is the curve {P t } t∈[0,1] defined as follows. Let γ * be the optimal coupling defined as the solution of (2) and for t ∈ [0, 1], let π t : IR d × IR d → IR be defined as π t (x, y) = (1 − t)x + ty, then P t = (π t ) # γ * . The measures P t , t ∈ (0, 1) are called interpolant.
The interpolant P 1/2 corresponding to the geodesic midpoint plays the role of an average between the probability measures P 0 and P 1 known as the Wasserstein Barycenter between P 0 and P 1 . Unlike the mixtures (P 0 + P 1 )/2, it takes the geometry of IR d into account. Akin to the Euclidean barycenter, this notion may be extended to capture the average between more than two distributions.
Wasserstein barycenters. The now-popular notion of Wasserstein barycenters (WB) was introduced in [AC11] as a generalization of the geodesic midpoint P 1/2 . In its original form, a WB can be any probability measure on IR d , but algorithmic considerations led Cuturi and Doucet [CD14b] to restrict the support of a WB to a finite set of size k. Let D k denote the set of probability distributions supported k points:
For a given integer k, the k-Wasserstein BarycenterP between N probability measures P 0 , . . .
In general (2) 
RESULTS OVERVIEW
Ultimately, in all the data-driven applications cited above, Wasserstein distances must be estimated from data. While this is arguably the most fundamental primitive of all OT based machine learning, the statistical aspects of this question are often overlooked at the expense of computational ones. We argue that standard estimators of both W 2 (P 0 , P 1 ) and its associated optimal transport plan suffer from statistical instability. The main contribution of this paper is to overcome this limitation by injecting statistical regularization.
Previous work. Let X ∼ P 0 and Y ∼ P 1 and let X 1 , . . . , X n (resp. Y 1 , . . . , Y n ) independent copies of X (resp. Y ). 2 We call X = {X 1 , . . . , X n } and Y = (Y 1 , . . . , Y n ) the source and target datasets respectively. Define the corresponding empirical measures:
Perhaps the most natural estimator for W 2 (P 0 , P 1 ), and certainly the one most employed and studied, is the plug-in estimator W 2 (P 0 ,P 1 ). A natural question is to determine the accuracy of this estimator. This question was partially addressed by Sommerfeld and Munk [SM17] , where the rate at which ∆ n := |W 2 (P 0 ,P 1 ) − W 2 (P 0 , P 1 )| vanishes is established. They show that ∆ n n −1/2 if P 0 = P 1 and ∆ n n −1/4 if P 0 = P 1 . Unfortunately, these rates are only valid when P 0 and P 1 have finite support. Moreover, the plug-in estimator for distributions IR d has been known to suffer from the curse of dimensionality at least since the work of Dudley [Dud69] . More specifically, in this case, ∆ n n −1/d when d ≥ 3 [DY95] . One of the main goals of this paper is to provide an alternative to the naive plug-in estimator by regularizing the optimal transport problem (2). Explicit regularization for optimal transport problems was previously introduced by Cuturi [Cut13] who adds an entropic penalty to the objective in (2) primarily driven by algorithmic motivations. Closer to our setup are [CFT14] and [FPPA14] ; both consider sparsity-inducing structural penalties that are relevant for domain adaptation and computer graphics, respectively. While the general framework of Tikhonov-type regularization for optimal transport problems is likely to bear more fruit in the light of specific problems, we propose a general-purpose method that performs implicit regularization, unlike the previous approaches. Our contribution. The core contribution of this paper is to repurpose k-Wasserstein barycenters in order to construct an estimator of the Wasserstein distance that is more stable and accurate under sampling noise. As a byproduct, our estimator also yields an estimator of the optimal coupling in (2) that can in turn be used in domain adaptation where optimal transport has recently been leveraged [CFT14, CFTR17] . To achieve this goal, we implicitly regularize the optimal transport problem (2) by routing geodesics between empirical distributions through a probability measure of size k. We call the k points that form the support of this probability measure geodesic hubs. As we will see, these geodesic hubs can be constructed from k-Wasserstein barycenters for which efficient implementation is readily available.
At the level of the points X i , Y j , rerouting geodesics consists in first transporting X i ∼P 0 to its corresponding hub and then scattering each hub to the corresponding Y j s as illustrated on the right. As shown in § 5, interfacing empirical distributions to distributions with finite support alleviateŝ P 0P 1 the curse of dimensionality by leveraging the clustered nature of the data that is often observed in practice. Note that this strategy also yields a transport plan. We use this last feature to improve on domain adaptation a.k.a transductive learning, a strategy in semi-supervised learning to transfer label information from a source dataset to a target dataset. Regularized optimal transport has proved to be an effective tool for supervised domain adaptation where label information is used to build an explicit Tikhonov regularization [CFT14] . Instead, we favor an unsupervised approach to domain adaptation, more in the spirit of [GSSG12] where unlabeled datasets are matched and then labels are transported from the source to the target. We argue that both approaches, supervised and unsupervised, have their own merits but the unsupervised approach is more versatile and calibrated with our biological inquiry regarding single cell data integration.
REGULARIZATION VIA GEODESIC HUBS
To estimate the Wasserstein distance between P 0 and P 1 , we use the fact geodesic hubs provide implicit regularization for the optimal transport problem (2). As we show in Section 5, below, this regularization provides significant statistical benefits by exploiting natural cluster structure of the data. Our proposed method relies on the following general principle: for distributions arising in practice, the map x → γ * (x, ·) − x should be be approximately constant over clusters of the data. In other words, the optimal transport plan should prescribe to transport two points from the same cluster in the same way.
Algorithm 1 GeodesicHubOT
Input: Sampled points X , Y, parameter ε Output: Hubs M, transport plans γ0, γ1
One naïve way enforce this principle is to partition the source dataset into k clusters C 1 , . . . , C k with centroids µ 1 , . . . , µ k using k-means for example. Similarly, partition the target dataset into k clusters C 1 , . . . , C k with centroids µ 1 , . . . , µ k . The optimal transport plan between the empirical measures of the centroids might then provide a crude estimate of the optimal transport at the population level. However, since the clustering step is performed independently on the two distributions, the clusterings C 1 , . . . , C k and C 1 , . . . , C k may not be compatible. This motivates the definition of geodesic hubs, which combine the notion of clustering with the geometry of optimal transport.
Given two empirical distributionsP 0 andP 1 , we define their geodesic hubs of order k to be
The word "geodesic" reflects that the distribution H lies as close as possible to the geodesic betweenP 0 andP 1 in W 2 , subject to the constraint that H have support of size at most k.
Algorithm 2 UpdatePlans
Require:
Moreover, as we will shortly see, the hubs H induces a simultaneous "soft" clustering on bothP 0 andP 1 . Our experimental results show that this renders the resulting clusterings more geometrically meaningful than independent clusterings obtained by applying k-means independently on each point cloud.
Geodesic hubs can be used to estimate the Wasserstein distance between the source and target distribution as well as a near optimal transport plan. At a high level, each hub connects a cluster of points in the source dataset to a cluster of points in the target dataset. The collection of hubs induces coupled partitions of the source and target datasets. However, using transport plans rather than transport maps leads to a more subtle notion of cluster that we call soft clusters where fractional points are allowed.
Definition 1. Given λ ∈ [0, 1], a soft cluster with size λ of x 1 , . . . , x n ∈ IR d is a sub-probability measure C given by
The centroid of C is defined by µ(C) = 1 λ n i=1 α i x i . Moreover, we say that a collection C 1 , . . . , C k of soft clusters of x 1 , . . . , x n ∈ IR d with respective size λ 1 , . . . , λ k is a partition if λ 1 + · · · + λ k = 1.
Next, let H = k j=1 λ j δ h j ∈ D k , be calculated from (4) For = 1, 2, let γ denote the optimal coupling between H andP . It induces a partition of the source and target datasets into k soft clusters j = 1, . . . , k as follows:
The above an estimatorŴ of the Wasserstein distance W 2 2 (P 0 , P 1 ):
Note that it only measures the distance between distributions of centroids in order to alleviate the curse of dimensionality. Moreover, (4) induces a coupling between centroids of the source and target distribution. We make use of this coupling to push the source distribution in a stable way towards a distribution that is not exactly the targetP 1 . Instead, it aligns the centroids of the clusters for each distribution but not individual points. This feature is particularly useful in domain adaptation. More specifically, letγ be the optimal coupling arising in (4). The estimated target distribution is given byT #P0 , wherê
Algorithm 3 UpdateHubs
Our core algorithmic technique involves computing a k-Wasserstein Barycenter as in (2). This problem is non-convex in the variables M and (γ 0 , γ 1 ), but it is separately convex in each of the two. Therefore, it admits an alternating minimization procedure similar to Lloyd's algorithm for k-means [Llo82] , which we give in Algorithm 1. The update with respect to the hubs H = {h 1 , . . . , h k }, given plans γ 0 and γ 1 can be seen to be a quadratic optimization problem, with the explicit solution
, leading to Algorithm 3.
In order to solve for the optimal (γ 0 , γ 1 ) given a value for the hubs H = {h 1 , . . . , h k }, we add the following entropic regularization terms [Cut13] to the objective function (4):
where ε > 0 is a small regularization parameter. This turns the optimization over (γ 0 , γ 1 ) into a projection problem with respect to the Kullback-Leibler divergence, which can be solved by a type of Sinkhorn iteration, see [BCC + 15] and Algorithm 2. For small ε, this will yield a good approximation to the optimal value of the original problem, but the Sinkhorn iterations become increasingly unstable. We employ a numerical stabilization strategy due to [Sch16, CPSV16] . Also, an initialization for the hubs is needed, for which we suggest using a k-means clustering of either X or Y.
THEORY
In this section, we give theoretical evidence that the use of geodesic hubs makes our procedure more robust. In particular, we show that using geodesic hubs can overcome the "curse of dimensionality" generally inherent to the use of Wasserstein distances on empirical data. We show that, despite the fact that the unregularized quantity W 2 2 (P 0 ,P 1 ) approaches W 2 2 (P 0 , P 1 ) very slowly, the empirical objective W 2 2 (P,P 0 ) + W 2 2 (P,P 1 ) in (4) approaches the population objective W 2 2 (P, P 0 ) + W 2 2 (P, P 1 ) uniformly at the parametric rate, thus significantly improving the dependence on the dimension. Theorem 1. Let P be a measure on IR d supported on the unit ball, and denote byP an empirical distribution comprising n i.i.d. samples from P . Then with probability at least 1 − δ,
A simple rescaling argument implies that this n −1/2 rate holds for all compactly supported measures.
Our results complement and generalize known results from the literature on k-means quantization [Pol82, RC06, MP10] . Indeed, as noted above, the k-means objective is a special case of a squared W 2 distance to a discrete measure [Pol82] . Theorem 1 therefore recovers the n −1/2 rate for the generalization error of the k-means objective; however, our result applies more broadly to any measure ρ with small support. Though the parametric n −1/2 rate is optimal, we do not know whether the dependence on k or d in Theorem 1 can be improved. We discuss the connection between our work and existing results on K-means clustering in Section A of the Appendix.
The proof of Theorem 1 relies on the following propositions, which shows that controlling the gap between W 2 2 (ρ, P ) and W 2 2 (ρ, Q) is equivalent to controlling the distance between ν and µ with respect to a simple integral probability metric [Mül97] .
We make the following definition.
Definition 2. A set S ∈ IR d is a n-polyhedron if S can be written as the intersection of n closed half-spaces.
We denote the set of n-polyhedra by P n . Given c ∈ IR d and S ∈ P k−1 , define
Proposition 5.1. Let P and Q be probability measures supported on the unit ball in IR d . The
To obtain Theorem 1, we use techniques from empirical process theory to control the right side of (5.1) when Q =P .
Proposition 5.2. There exists a universal constant C such that, if P is supported on the unit ball and X 1 , . . . , X n ∼ µ are i.i.d., then
With these tools in hand, the proof of Theorem 1 is elementary.
Proof of Theorem 1. Proposition 5.1 implies that IE sup
To show the high probability bound, it suffices to apply the bounded difference inequality (see [McD89] ) and note that, ifP andP differ in the location of a single sample, then for any ρ, we have the bound |W 2 2 (ρ,P ) − W 2 2 (ρ,P )| ≤ 4/n. The concentration inequality immediately follows.
EXPERIMENTS
We illustrate our theoretical results with numerical experiments on both simulated and real highdimensional data. Aligning single cell RNA expression data is an important challenge in computational biology [HLMM17,WRY16,KKS + 15], and we demonstrate that optimal transport regularized by geodesic hubs achieves state of the art performance.
6.1 Estimating W 2 2 for fragmenting hypercube We consider P 0 = Unif([−1, 1] d ), the uniform distribution on a hypercube in dimension d and P 1 = T # (P 0 ), the push-forward of P 0 under a map T , defined as the distribution of Y = T (X), if X ∼ P 0 . We choose T (X) = X + 2 sign(X) (e 1 + e 2 ), where the sign is taken element-wise. As can be seen in Figure 1 , this splits the cube into four pieces which drift away. This map is the subgradient of the convex function
and hence an optimal transport map by Brenier's Theorem, [Vil03, Theorem 2.12]. The optimal transport cost thus can be explicitly calculated to be
We compare the results of computing optimal transport on samples and the associated empirical optimal transport cost with the estimator (4), as well as with a simplified procedure that consists in first performing k-means on bothP 0 andP 1 and subsequently calculating the W 2 distance between the centroids. The left subplot of Figure 2 shows that geodesic hub OT provides a substantially better estimate of the W 2 distance compared to the empirical optimal transport cost, especially with larger n. Moreover, from the center subplot of the same figure, we deduce that a linear scaling of samples with respect to the dimension is enough to guarantee bounded error, while in the case of an empirical coupling, we see a growing error. Finally, in order to choose the number of hubs, k, in practice, we propose plotting the estimated W 2 distance with varying k as done in the right subplot of Figure 2 . It should be chosen to ensure that the estimation is stable with respect to k. 
Batch correction for single cell RNA data
The recent advent of single cell RNA sequencing (scRNA-Seq) has enabled genome-wide RNA profiling for thousands of single cells. This has revolutionized the ability of biomedical data scientists to characterize cell types and states, follow differentiation pathways, and reconstruct regulatory programs that control transitions through distinct cellular states (reviewed in [WRY16, KKS + 15]). As data is accumulated by different labs and technologies, over different conditions, and for different organisms, there is an urgent need for methods to robustly integrate and align these different datasets [BHS + 18, HLMM18, CPB + 18].
Here we show that optimal transport achieves state of the art results for this task of aligning single cell datasets. We align two haematopoietic datasets collected by different scRNA-seq protocols in two different laboratories. This comparison was originally performed in [HLMM18] . The first dataset [NHS + 16] was generated using SMART-seq2 protocol [PFB + 14] , while the second dataset [PAG + 15] was generated using the MARS-seq protocol [JKKS + 14] . In both datasets, a ground-truth classification of cells by type was based on the expression profiles of known marker genes.
We measure performance in the spirit of domain adaptation: how well can we infer the cell-type labels in one dataset using the labels in the other dataset? We compare the performance of geodesic hub coupling (GH) to the following baselines: (a) independent majority vote on k nearest neighbors (unadjusted euclidean distance) in the target set (NN), (b) optimal transport (OT), (c) entropically regularized optimal transport (OT-ER), (d) OT with group lasso penalty (OT-L1L2) [CFT14] , (e) two-step method in which we first perform k-means and then perform optimal transport on the k-means centroids (k-means OT), (f) Subspace Alignment (SA) [FHST13] , (g) Transfer Component Analysis (TCA) [PTKY11] , and (h) mutual nearest neighbors (MNN) [HLMM18] . After projecting the source data onto the target set space, we predict the label of each of the source single cells by using a majority vote over the 20 nearest neighbors single cells in the target dataset. The results are shown in Table 1 
APPENDIX A: POLYHEDRAL QUANTIZATION AND K-MEANS CLUSTERING
In this section, we establish the core geometric properties of the quantity W 2 2 (ρ, P ), where ρ is a measure supported on at most k points. These properties lead to the definition of an empirical quantizer, which will be the key object in the proof of Theorem 1.
We first review some facts from the literature. It is by now well known that there is an intimate connection between the k-means objective and the squared Wasserstein 2-distance [Pol82, Ng00, CR12] . This correspondence is based on the following observation, more details about which can be found in [GL00] : given fixed points c 1 , . . . , c k and a measure P , consider the quantity
where the minimization is taken over all probability vectors w := (w 1 , . . . , w k ). Note that, for any measure ρ supported on {c 1 , . . . , c k }, we have the bound
On the other hand, this minimum can be achieved by the following construction. Denote by {S 1 , . . . , S k } the Voronoi partition [OBSC00] of IR d with respect to the centers {c 1 , . . . , c k } and
, then (id, T ) P defines a coupling between P and ρ which achieves the above minimum, and
The above argument establishes that the measure closest to P with prescribed support of at most k points is induced by a Voronoi partition of IR d , and this observation carries over into the context of the K-means problem [CR12] , where one seeks to solve
The above considerations imply that the minimizing measure will correspond to a Voronoi partition, and that the centers c 1 , . . . , c k will lie at the centroids of each set in the partition with respect to P . As above, there will exist a map T realizing the optimal coupling between P and ρ, where the sets In the case when ρ is an arbitrary measure with support of size k-and not the solution to an optimization problem such as (A) or (A)-it is no longer the case that the optimal coupling between P and ρ corresponds to a Voronoi partition of IR d . The remainder of this section establishes, however, that, if P is absolutely continuous with respect to the Lebgesgue measure, then there does exist a map T such that the fibers of points in the image of T have a particularly simple form: like Voronoi cells, the sets {cl(T −1 (c i )} k i=1 can be taken to be simple polyehdra.
Definition 3. A function T : IR d → IR d is a polyhedral quantizer of order k if T takes at most k values and if, for each x ∈ Im(T ), the set cl(T −1 (x)) is a (k − 1)-polyhedron and ∂T −1 (x) has zero Lebesgue measure.
We denote by Q k the set of k-polyhedral quantizers whose image lies inside the unit ball of IR d .
Proposition A.1. Let P be any absolutely continuous measure in IR d , and let ρ be any measure supported on k points. Then there exists a map T such that (id, T ) P is an optimal coupling between P and ρ and T is a polyhedral quantizer of order K.
Proof. Denote by ρ 1 , . . . , ρ k the support of ρ. Standard results in optimal transport theory [San15, Theorem 1.22] imply that there exists a convex function u such that γ is of the form (∇u, id) P . Let S i = (∇u) −1 (ρ i ).
Since ∇u(x) = ρ j for any x ∈ S j , the restriction of u to S j must be an affine function. We obtain that there exists a constant β j such that
Since ρ j has nonzero mass, the fact that γ is a coupling between ρ and P implies that P (S j ) > 0. Since P is absolutely continuous with respect to the Lebesgue measure, S j has nonempty interior. If x ∈ int(S j ), then ∂u(x) = {ρ j }, which implies in particular that for all y ∈ IR d , u(y) ≥ ρ j , y + β j .
Employing the same argument for all j ∈ [k] yields
On the other hand, if x ∈ S i , then
We can therefore take u to be the convex function
Therefore cl(S i ) can be written as the intersection of k − 1 halfspaces. Moreover, ∂S i ⊆ j =i {y ∈ IR d : ρ i , x + β i = ρ j , x + β j }, which has zero Lebesgue measure, as claimed.
APPENDIX B: PROOF OF PROPOSITION 5.1
By symmetry, it suffices to show the one-sided bound
We first show the claim for P and Q which are absolutely continuous. Fix a ρ ∈ D k . Since P and Q are absolutely continuous, we can apply Proposition A.1 to obtain that there exists a T ∈ Q k such that W 2 2 (ρ, P ) = IE P X − T (X) 2 .
Let {c 1 , . . . , c k } be the image of T , and for i ∈ 
Since ρ = T P and Q and P are absolutely continuous with respect to the Lebesgue measure, we have
Combining the above bounds yields
where the supremum is taken over c ∈ IR d satisfying c ≤ 1 and S ∈ P k−1 . If v = 1, then
Finally, since this bound holds for all ρ ∈ D k , taking the supremum of the left side yields the claim for absolutely continuous P and Q.
To prove the claim for arbitrary measures, we reduce to the absolutely continuous case. Let δ ∈ (0, 1) be arbitrary, and let K δ be any absolutely continuous probability measure such that, if Z ∼ K δ then Z ≤ δ almost surely. Let ρ ∈ D K . The triangle inequality for W 2 implies
where the final inequality follows from the fact that, if X ∼ Q and Z ∼ K δ , then W 2 2 (Q, Q * K δ ) ≤ IE X − (X + Z) 2 ≤ δ 2 . Since ρ and Q are both supported on the unit ball, the trivial bound W 2 (ρ, Q) ≤ 2 holds. If δ ≤ 1, then W 2 (ρ, Q * K δ ) ≤ 3, and we obtain
The same argument implies
Likewise, for any x and c in the unit ball, if z ≤ δ, then by the exact same argument as was used above to bound |W 2 2 (ρ,
Let Z ∼ K δ be independent of all other random variables, and denote by IE Z expectation with respect to this quantity. Now, applying the proposition to the absolutely continuous measures P * K δ and Q * K δ , we obtain
It now suffices to note that, for any S ∈ P k−1 and any z ∈ IR d , then set S − Z ∈ P k−1 . In particular, this implies that z → sup c,S
is constant, so that the expectation with respect to Z can be dropped. We have shown that, for any δ ∈ (0, 1), the bound
holds. Taking the infimum over δ > 0 yields the claim.
APPENDIX C: PROOF OF PROPOSITION 5.2
In this proof, the symbol C will stand for a universal constant whose value may change from line to line. For convenience, we will use the notation sup c,S to denote the supremum over the feasible set c : c ≤ 1, S ∈ P k−1 .
We employ the method of [MP10] . By a standard symmetrization argument [GN16] , if g 1 , . . . , g n are i.i.d. standard Gaussian random variables, then the quantity in question is bounded from above by
Given c and c in the unit ball and S, S ∈ P k−1 , consider the increment (f c,S (x) − f c ,S (x)) 2 . If x ∈ S S and x ≤ 1, then (f c,S (x) − f c ,S (x)) 2 ≤ max x − c 4 , x − c 4 ≤ 16 .
On the other hand, if x / ∈ S S , then
Therefore, for any x in the unit ball,
This fact implies that the Gaussian processes We control the two terms separately. The first term can be controlled using the VC dimension of the class P k−1 [VČ71] by a standard argument in empirical process theory (see, e.g., [GN16] Proof. If X ∼ µ, then (X, T (X)) is a coupling between µ and T µ. Combining this coupling with the optimal coupling between T µ and ν and applying the gluing lemma [Vil09] Lemma D.2. The class P K−1 satisfies VC(P k−1 ) ≤ Cdk log k.
Proof. The claim follows from two standard results in VC theory:
• The class all half-spaces in dimension d has VC dimension d + 1 [DGL96, Corollary 13.1].
• If VC(C) ≤ n has VC dimension at most n, then the class C s := {c 1 ∩ . . . c s : c i ∈ C ∀i ∈ [s]} has VC dimension at most 2ns log(3s) [BEHW89, Lemma 3.2.3].
Since P k−1 consists of intersections of at most k − 1 half-spaces, we have VC(P k−1 ) ≤ 3(d + 1)(k − 1) log(3(k − 1)) ≤ Cdk log k for a universal constant C.
