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The modification of the Vlasov equation, in its standard form describing a charged particle distri-
bution in the six-dimensional phase space, is derived explicitly within a formal Hamiltonian approach
for arbitrarily curved spacetime. The equation accounts simultaneously for the Lorentz force and
the effects of general relativity, with the latter appearing as the gravity force and an additional
force due to the extrinsic curvature of spatial hypersurfaces. For an arbitrary spatial metric, the
equations of collisionless hydrodynamics are also obtained in the usual three-vector form.
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I. INTRODUCTION
The Vlasov theory for curved spacetime is well de-
veloped, yet has been receiving but scant attention in
plasma physics. The reason for this may be that the ex-
isting theory relies on covariant formulation [1, 2], which
renders difficult to use the intuition available through
standard formulations of plasma physics. The so-called
3+1 formalism could help solve this problem, by project-
ing the general relativistic (GR) equations on the more
conventional three-dimensional (3D) space; specifically,
the Maxwell’s equations and the particle motion equa-
tions can be put in a three-vector form similar to that
in the Minkowski metric [3–10]. However, a question re-
mains how exactly the Vlasov equation, in its standard
form describing a charged particle distribution in the 6D
phase space [11], is modified when spacetime is curved.
To answer this question is the main purpose of the
present paper. The same problem was previously ad-
dressed ad hoc for a specific metric in Refs. [12, 13] and
more generally in Refs. [14, 15]. However, in the lat-
ter case, electromagnetic interactions were not included,
and the spacetime basis was not identified that would
yield conventional three-vector equations of collisionless
plasma hydrodynamics (see below). To close the theory,
one thereby needs to specify the 3+1 equations of charged
particle motion explicitly and in the form analogous to
that commonly used for the Minkowski metric [11].
The routine approach to these equations that involves
the full-fledged machinery of differential geometry [6–10]
cannot be employed for this purpose. Also, their general
form is reported by different authors in different forms
which are neither manifestly equivalent, nor always ac-
curate [16]. Thus, it seems warranted to rederive the
corresponding equations from scratch, particularly, in the
Hamiltonian representation that is immediately applica-
ble to the Vlasov theory. A spin-off here is that, once
the Hamiltonian formalism is developed, the covariant
approach used in Refs. [14, 15] becomes unnecessary. In-
stead of generalizing Refs. [14, 15] then, one can as well
make the 3 + 1 Vlasov theory self-contained and refor-
mulate it in a manner familiar from the standard plasma
physics. This constitutes the second purpose of our pa-
per.
Finally, our third purpose is to derive hydrodynamic
equations from the Vlasov theory in curved spacetime in
their usual three-vector form. Unlike approaches postu-
lating a hydrodynamic closure [13, 17–19], this will yield
a fundamental fluid treatment of plasmas in the collision-
less limit, where the commonly used ideal-fluid approxi-
mation [3, 5, 18, 20] does not apply.
Specifically, our results can be summarized as follows.
The three-dimensional dynamics of a charged particle in
an arbitrary spacetime metric, traditionally addressed
within differential geometry, is reformulated in terms of
linear algebra and Hamiltonian formalism. The modifica-
tion of the Vlasov equation, in its standard form describ-
ing a charged particle distribution in the 6D phase space,
is then derived explicitly. The equation accounts simul-
taneously for the Lorentz force and the effects of general
relativity, with the latter appearing as the gravity force
and an additional force due to the extrinsic curvature
of spatial hypersurfaces. For an arbitrary spatial met-
ric, the equations of collisionless hydrodynamics are also
obtained in the usual three-vector form.
The paper is organized as follows. In Sec. II, we restate
the 3 + 1 formalism by amending the approach that was
adopted in Ref. [3]. In Sec. III, we derive the equations
of individual charged particles interacting with an elec-
tromagnetic field in space with an arbitrary metric. In
Sec. IV, we obtain the Vlasov equation in a number of
equivalent forms. In Sec. V, we derive the equations of
collisionless hydrodynamics. In Sec. VI, we summarize
our main results. Supplementary calculations showing
how our formalism relates to that in Ref. [3] are given in
Appendix.
II. SPACETIME GEOMETRY
In this section, we restate the 3 + 1 formalism, which
is based on the so-called slicing approach summarized
in Ref. [3] (not to be confused with the 1 + 3 formal-
ism, which is based on the so-called threading approach
[5, 21]). Our purpose is to restate the known theory in
a systematic, self-contained, and yet concise and simple
form, relying on the reader’s background in linear alge-
bra rather than differential geometry; hence, the rules of
2index manipulation, still required, are included here. For
reviews and other formulations, see Refs. [3, 5–10, 21–25].
A. Metric tensor and index manipulation
First, let us provide a brief introduction to the part of
tensor analysis that will allow a reader, assumed familiar
with linear algebra, to understand the rest of the paper
(excluding the Appendix, which contains no new results).
Suppose that the spacetime is equipped with a metric
tensor gˆ (the caret is to denote rank-two tensors), which
then defines a scalar product for any given four-vectors
X and Y,
X · Y ≡ gˆ(X,Y), (1)
as a symmetric bilinear form. Consider a set of basis
vectors eµ, where the Greek indexes span from 0 to 3.
Then, each vector X can be decomposed as X = eµX
µ
(and similarly for Y; summation over repeated indexes is
assumed), yielding
X · Y = gµνXµY ν , gµν = gνµ ≡ gˆ(eν , eµ). (2)
Unlike in the Euclidean (or Minkowski) space, the met-
ric coefficients gµν = eµ · eν may not form a diagonal
matrix, i.e., eµ are not orthogonal to each other. Hence,
additional, “dual” basis vectors eµ are introduced [26] via
eµ · eν = δµν , (3)
which can also be understood as the definition of the
“mixed” metric coefficients gµν = gν
µ = δµν . Then, the
vector components Xµ in the original basis, or the so-
called contravariant components, can be found as Xµ ≡
eµ ·X. On the other hand, one may as well define the so-
called covariant components as the vector components
Xµ in the dual basis, as Xµ ≡ eµ · X; then,
Xµ = eµ · eνXν = gµνXν . (4)
Finally, let us define the inverse metric tensor gˆ−1 with
the metric coefficients denoted as gµν = gνµ (the symme-
try being inherited from that of gµν); hence, from Eq. (4),
Xµ = gµνXν . (5)
Then, Eq. (2) can be equivalently put as
X · Y = gµνXµY ν = gµνXµYν = XµYµ = XµY µ. (6)
In addition to the four-vector space, we will also be
dealing with a three-vector space (Sec. II C), with objects
to be denoted with bold (X instead of X). For those,
the same rules of index manipulation apply, except with
the metric tensor ηij (instead of gµν) and Latin indexes
(instead of Greek indexes), spanning from 1 to 3. For
further reading on tensor analysis in application to the
general relativity, one is referred, e.g., to Refs. [27–29].
B. Spacetime basis
Suppose that time t ≡ x0 (assuming the speed of light
is equal to one) is defined as some function of space-
time location, such that constant-t hypersurfaces Σt are
space-like. Introduce three arbitrary basis vectors ei(x
µ)
as tangent to these surfaces; hence the generalized coor-
dinates xi in Σt, which we denote as space. Then, an
arbitrary infinitesimal four-vector dx is decomposed as
dx = ei dx
i + e0 dt, (7)
where e0 is the basis vector along the time axis, yet to be
defined. Since the four-gradient ∇t is normal to Σt (and
thus orthogonal to ei), Eq. (7) yields
∇t · dx = (∇t · e0) dt. (8)
On the other hand,
dt =
∂t
∂xµ
dxµ = ∇t · dx. (9)
Then, from Eq. (8), one obtains
∇t · e0 = 1, (10)
meaning that ∇t is dual to e0, i.e., ∇t = e0.
Consider a normalized vector
n = −α∇t, (11)
where α is a scalar function such that
n · n = −1, (12)
and the sign is chosen assuming the metric signature
(−,+,+,+) (13)
(That is, n is the time-like unit normal to Σt.) Then,
Eq. (10) finally rewrites as
n · e0 = −α. (14)
Equation (14) is the only requirement on how e0 should
be defined. Although the time axis could be normal to Σt
(like n and ∇t), in general, e0 can also have a component
β tangent to Σt. Thus, from Eqs. (12) and (14), the
general form of this basis vector is [Fig. 1(a)]
e0 = αn+ β, (15)
and the latter can be understood in two different ways.
If e0 is imposed, then functions α and β are used to
parameterize the given basis B0 ≡ (e0, ei). Alternatively,
one may be allowed to choose e0 as needed; in that case,
α and β are free parameters, and it may be convenient to
pick them differently depending on a problem of interest.
3FIG. 1: Schematic of the spacetime bases (not in scale). (a) Here n is the unit normal to the space hypersurface Σt; e0 is
the basis vector that determines the time axis (t-axis); e1 is the spatial basis vector (the other two spatial dimensions are not
shown); ζ∗ = αn determines ζ-axis; α is the lapse function; β is the shift vector. (b) The vectors (e0, ei) form the basis B0; also
shown is the dual basis (e0, ei). (c) The vectors (ζ∗, ei) form the basis Bζ ; also shown is the dual basis (ζ
∗, e¯i).
To understand the physical meaning of the functions
α and β, consider the coordinate form of n in B0:
n0 ≡ e0 · n = ∇t · n = −(n · n)/α = 1/α, (16)
ni ≡ ei · n = [ei · (e0 − β)]/α = −βi/α, (17)
n0 ≡ e0 · n = (αn+ β) · n = −α, (18)
ni ≡ ei · n = −α (ei · e0) = 0, (19)
or, in a compressed form,
nµ = (1/α,−βi/α), nµ = (−α, 0i) (20)
[cf. Fig. 1(a) and (b)]. Then, due to Eq. (12), one can
treat n(xµ) as the four-velocity of some observer at xµ,
which we call, after Ref. [3], a fiducial observer (FO).
Introducing the FO proper time τFO, one gets [Eq. (20)]
α = dτFO/dt. (21)
Therefore, α is called the “lapse function”. Similarly, βi
can be understood as minus the spatial velocity of FO,
meaning that βi determine the rate at which the coordi-
nate mesh on Σt is shifting with respect to FO; thus, β is
called the “shift vector”. Since the latter is not a physi-
cal velocity, it can be arbitrary, including superluminal,
and therefore e0 is not necessarily a time-like vector.
C. Spatial metric
To switch from a spacetime, where an arbitrary vector
X is decomposed as [see Eq. (15)]
X = eiX
i + (αn+ β)X0, (22)
to the three-vector representation, construct the spatial
vector space as follows. Introduce a symmetric tensor
hµν = δ
µ
ν + n
µnν , (23)
or hˆ = Iˆ+ nn (where Iˆ is the unit tensor), to project X on
the plane tangent to Σt:
X¯ ≡ hˆ · X = X+ (n · X) n. (24)
Since hˆ · n = 0, directly from Eq. (22) one can see that
X¯µ = (0, X i + βiX0). (25)
For X¯ is a tensor contraction, X¯µ transform as vector
components by definition, and thus so do X¯ i (but not
necessarily X i). On the other hand, X¯0 ≡ 0; hence,
X ≡ (X¯1, X¯2, X¯3) (26)
can be considered as a spatial three-vector.
Consider a length element in Σt:
dx · dx ≡ dx¯idx¯i = dx¯µdx¯µ, (27)
where we used that dx¯0 = 0. Notice further that
dx¯ = hˆ · dx¯, (28)
and thus dx¯µ = hµνdx¯
ν . Then, Eq. (27) yields
dx · dx = hµνdx¯µdx¯ν = ηijdx¯idx¯j , (29)
where we introduced ηij ≡ hij to distinguish the four-
tensor hµν from its spatial part, which represents a sym-
metric three-tensor. From Eq. (29), it is then convenient
to address ηij as the spatial metric. One hence defines
the mixed and contravariant metric tensors through
ηij = η
ikηkj = δ
i
j . (30)
This allows raising and lowering indexes as
ηijX¯j = X¯
i, ηijX¯
j = X¯i, (31)
where the covariant components satisfy
X¯i = Xi, (32)
as flows from Eq. (24) and ni = 0. Hence, a three-vector
scalar product can be defined as
X ·Y ≡ ηijX¯ iY¯ j = ηijX¯iY¯j = X¯ iY¯i = X¯iY¯ i. (33)
4D. Spacetime metric
The three-vector components, Eq. (25), can be under-
stood as components of X in the basis Bζ ≡ (ζ∗, ei), with
the dual basis being (ζ∗, e¯i), where
ζ∗ = αn, ζ
∗ = −α−1n, (34)
and e¯i = hˆ·ei [Fig. 1(c)]. Denoting the vector components
in Bζ with underbars, one obtains, in particular, that
¯
nµ = (α−1, 0i),
¯
nµ = (−α, 0i), (35)
and, for vectors X¯ projected on the plane tangent to Σt
[Eq. (24)],
¯
X¯µ = (0, X¯ i),
¯
X¯µ = (0, X¯i). (36)
In other words, the components of spatial four-vectors
are the same in B0 and Bζ , and will not be distinguished
from now on. Finally, from dx = αn dt+dx¯ [see Eq. (22)],
we get
dx = ζ∗ dt+ dx¯, (37)
so dζ ≡ ζ∗·dx equals dt. (Yet, when taking partial deriva-
tives, one must distinguish ζ-axis, along which x¯i are
fixed, from x0-axis, or t-axis, along which xi are fixed.)
Hence, an arbitrary spacetime interval can be put as
dx · dx = −α2dt2 + dx · dx. (38)
Therefore, in the basis Bζ, the metric tensor is repre-
sented by a block-diagonal matrix
gµν =
( −α2 0
0 ηij
)
. (39)
III. SINGLE PARTICLE MOTION
In this section, we derive the motion equations for indi-
vidual charged particles interacting with an electromag-
netic field in space with an arbitrary metric ηij . We con-
sider both the coordinate and the vector form of these
equations. Particularly, this explains how Eq. (3.8) in
Ref. [3], similar to those, can be obtained without using
the concept of a covariant derivative (also see Appendix).
Additional information on the Hamiltonian formalism for
the particle motion in curved spacetime can be found in
Ref. [30].
A. Canonical equations
Consider a particle with mass m and charge q inter-
acting with an electromagnetic four-potential A, so the
particle action S reads as (see, e.g., Refs. [30, 31])
S =
∫ (
−m√−dx · dx+ qA · dx
)
. (40)
Introduce the particle Lagrangian L through S =
∫
Ldt.
Hence, from Eq. (38), one gets
L = −mκ−1 + qAj(v¯j − βj) + qA0, (41)
where the velocity components read as [Eq. (25)]
v¯i ≡ dx¯i/dt = vi + βi, (42)
and, with v · v ≡ v2, κ is given by
κ
−1 =
√
α2 − v2. (43)
(As before, the bold symbol v denotes a three-vector
with components v¯i, not vi ≡ dxi/dt.) Then, one puts
Eq. (41) in the following form:
L = −m
√
α2 − v2 + qv ·A+ qAζ , (44)
where Aj = A¯j [Eq. (32)] and
Aζ ≡ ζ∗ · A = A0 − βjAj (45)
is the covariant component of A along ζ-axis.
The three canonical momenta P¯i, completing the
canonical pairs (x¯i, P¯i), are defined as P¯i = ∂L/∂v¯
i, or
P¯i = mκηij v¯
j + qA¯i. (46)
Using Eqs. (31) and (32), one obtains then:
P¯i = mκv¯i + qA¯i = mκvi + qAi. (47)
Thus, the three P¯i given by Eq. (46) are equal to the
covariant components of the corresponding four-vector P.
Similarly, the kinetic momenta,
p¯i = P¯i − qA¯i, (48)
equal
p¯i = mκηij v¯
j = mκvi, (49)
and thus coincide with the corresponding components of
the particle four-momentum p. Therefore, the formally
introduced variables P¯i and p¯i satisfy (unlike Pi and pi)
the index manipulation rules introduced in Sec. II C.
Hence, invert Eq. (49) as
v¯i =
ηij p¯j
mκ
. (50)
This allows the particle Hamiltonian,
H = P¯iv¯
i − L = α2mκ − qAζ , (51)
to be expressed as a function of p¯i. Specifically,
κ = γ/α, γ =
√
1 + p2/m2, (52)
thus, H rewrites as
H = αmγ − qAζ , (53)
5where, in terms of the canonical momentum P, one has
γ =
√
1 + (P− qA)2/m2. (54)
Finally note that, since one can also put the latter as
γ =
1√
1−V2
, (55)
where V is the particle velocity as seen by FO,
V ≡ v
α
=
1
α
dx
dt
=
dx
dτFO
, (56)
one can understand γ as the particle Lorentz factor as
measured by FO.
The canonical equations are now obtained as follows.
For the coordinates, dx¯i/dt = ∂H/∂P¯i yield the already
known equation
dx¯i
dt
=
αp¯i
γm
= v¯i. (57)
For the canonical momenta, one has dP¯i/dt = −∂H/∂x¯i,
or
1
α
dP¯i
dt
= mγg¯i +
∂ηjk
∂x¯i
p¯j p¯k
2mγ
+
q
α
(
∂A¯ζ
∂x¯i
+
∂A¯j
∂x¯i
v¯j
)
,
(58)
where we substituted
∂ηjm
∂x¯i
= −ηℓmηjk ∂ηkℓ
∂x¯i
(59)
[from differentiating Eq. (30)] and introduced g¯i (not to
be confused with the metric tensor gˆ) as components of
the three-vector
g = −∇ lnα. (60)
(Unlike ∇, which is the gradient in the 4D space, the
bold symbol ∇ denotes the gradient in the 3D space.)
Using Eq. (48), one then gets for the kinetic momenta:
1
α
dp¯i
dt
= mγg¯i +
∂ηjk
∂x¯i
p¯j p¯k
2mγ
+ Λ¯i, (61)
with Λ¯i being the Lorentz force:
Λ¯i =
q
α
[
∂A¯ζ
∂x¯i
− ∂A¯i
∂ζ
+
(
∂A¯j
∂x¯i
− ∂A¯i
∂x¯j
)
v¯j
]
. (62)
B. Lorentz force
Consider expressing Λ¯i in terms of
Fµν =
∂Aν
∂xµ
− ∂Aµ
∂xν
, (63)
which falls under the definition of a tensor (see, e.g.,
Sec. 83 in Ref. [29] or Sec. 4.2 in Ref. [28]). By anal-
ogy with the Minkowski spacetime, write this so-called
electromagnetic tensor (Sec. 90 in Ref. [29]) as
Fµν = nµE¯ν − nνE¯µ + ǫλµνκB¯κnλ. (64)
Here E¯ and B¯ are four-vectors with zero time components
(hence the bars), ǫλµνκ is the permutation pseudotensor:
ǫλµνκ =
√−g [λµνκ], (65)
[λµνκ] is the permutation symbol, and
g ≡ det gµν = −α2η, η ≡ det ηij , (66)
the equality flowing from Eq. (39). [This form ensures
that Fµν is indeed a tensor and introduces the exact
amount of free parameters (the six nonzero components
of E¯ and B¯) to define an antisymmetric matrix like Fµν .]
In terms of Fµν , Eq. (62) rewrites as
Λ¯i =
q
α
(
¯
Fiζ +
¯
Fij v¯
j
)
, (67)
where
¯
Fµν are the corresponding components of Fµν in
the basis Bζ. From Eq. (64), one gets
¯
Fiζ = −
¯
nζE¯i + ǫλiζjB¯
j
¯
nλ, (68)
where we utilized Eq. (36) for the spatial four-vectors.
Employing Eq. (35) in the form
¯
ni = 0,
¯
nζ = −α,
¯
nλ = α−1δλζ , (69)
one gets
¯
Fiζ = αE¯i + α
−1ǫζiζjB¯
j = αE¯i, (70)
because [ζiζj] = 0. Similarly,
¯
Fij = ǫλijkB¯
k
¯
nλ = α−1
√−g [ζijk]B¯k
=
√
η [ζijk]B¯k =
√
η [ijk]B¯k = ǫijkB¯
k. (71)
Here we use ǫijk =
√
η [ijk] to define the permutation
three-pseudotensor ǫijk. Unlike Eq. (16) in Ref. [22], this
is a standard definition of ǫijk, which automatically en-
sures that the Lorentz force has a three-vector form.
Finally, Eq. (67) rewrites as
Λ¯i = q
(
E¯i + α
−1ǫijk v¯
jB¯k
)
. (72)
With the definition (56), one hence obtains that Λ¯i can
be regarded as covariant components of the three-vector
Λ = q (E+V ×B) . (73)
Equation (73) is similar to that in the Minkowski space.
However, notice the difference between V that enters
here and the velocity v = dx/dt [Eq. (57)]; in particular,
see Appendix for comparison with Ref. [32]. Notice also
that, within the three-vector formalism that we adopt,
the shift vector β does not explicitly enter the above
derivation of the Lorentz force, unlike in Ref. [22]. It can
be reintroduced, though, by substituting v¯j = vj + βj
[Eq. (42)]. Contrary to Ref. [25], the so-called transport
velocity vj ≡ dxj/dt here is also a three-vector, e.g., be-
cause it equals the difference of three-vectors v¯j and βj .
6C. Metric-caused forces
Now let us revert to Eq. (61) and calculate the effect
due to the metric ηij . First, raise the index using
dp¯ℓ
dt
=
d(ηℓip¯i)
dt
= ηℓi
dp¯i
dt
+
(
∂ηℓi
∂ζ
+ v¯k
∂ηℓi
∂x¯k
)
p¯i. (74)
Substituting Eq. (57) and employing Eq. (30), one ob-
tains (similarly to Sec. 87 in Ref. [29]):
1
α
dp¯ℓ
dt
= − Γ¯
ℓ
kj p¯
j p¯k
mγ
+mγg¯ℓ − η
ℓi
α
∂ηij
∂ζ
p¯j + Λ¯ℓ, (75)
where Γ¯ℓkj = Γ¯
ℓ
jk are given by
Γ¯ℓjk =
ηℓi
2
(
∂ηik
∂x¯j
+
∂ηij
∂x¯k
− ∂ηjk
∂x¯i
)
, (76)
also known as connection coefficients, or Christoffel sym-
bols, associated with the metric ηij (Chap. 4 in Ref. [28]).
Introduce what is called the extrinsic curvature of the
spatial surfaces Σt as [33]
K¯ij = − 1
2α
∂ηij
∂ζ
(77)
(see, e.g., Ref. [5] or Sec. 21.5 in Ref. [27]). Then,
1
α
dp¯ℓ
dt
= − Γ¯
ℓ
kj p¯
j p¯k
mγ
+mγg¯ℓ + 2K¯ℓj p¯
j + Λ¯ℓ, (78)
where K¯ℓj = η
ℓiK¯ij , in agreement with the standard rules
of spatial index manipulation [Eqs. (31)].
In Eq. (78), the first term on the right-hand side is due
to the generally non-Euclidean form of ηij , the second one
is the gravity force, and the third one is due to the cur-
vature of Σt considered as a subspace of spacetime (while
ηij , being the own metric of Σt, may or may not exhibit
an intrinsic curvature). The vector equation that we will
now derive illustrates these forces in further detail.
D. Vector equation
It can be shown (Sec. 8.5 in Ref. [27]) that
Γ¯ℓkj = e
ℓ · ∂ek
∂x¯j
, (79)
where ek are the basis three-vectors tangent to Σt, and
eℓ are those of the dual three-vector basis. Then,
1
α
dp¯ℓ
dt
+
Γ¯ℓkj p¯
j p¯k
mγ
=
eℓ
α
·
[
ek
dp¯k
dt
+ p¯k(v ·∇)ek
]
=
1
α
[
eℓ · d(ekp¯
k)
dt
− eℓ · ∂ek
∂ζ
p¯k
]
. (80)
The first term in the square brackets equals the ℓth pro-
jection of dp/dt, whereas the second one can be repre-
sented as follows. First, notice that the expression
eℓ · ∂ek
∂ζ
= e¯ℓ · ∂e¯k
∂ζ
(81)
coincides with the connection coefficient Γℓkζ associated
with the 4D metric gµν (rather than ηij), written in the
basis Bζ. Similarly to Eq. (76), we can write then
Γℓkζ = ¯
gℓλ
2
(
∂
¯
gλζ
∂
¯
xk
+
∂
¯
gλk
∂
¯
xζ
− ∂¯gkζ
∂
¯
xλ
)
, (82)
where the underbars show that the expression is eval-
uated in Bζ . From Eq. (39), both covariant and con-
travariant metric elements with mixed (i.e., space-time)
coefficients are zero. Then, since
¯
xζ ≡ ζ, one gets
Γℓkζ = ¯
gℓj
2
(
∂
¯
gjζ
∂
¯
xk
+
∂
¯
gjk
∂ζ
− ∂¯gkζ
∂
¯
xj
)
=
1
2 ¯
gℓj
∂
¯
gjk
∂ζ
=
1
2
ηℓj
∂ηjk
∂ζ
. (83)
Comparing this with Eq. (77), we obtain
eℓ · ∂ek
∂ζ
= −αK¯ℓk. (84)
Hence, Eq. (78) rewrites as the following vector equation,
independent of the spatial basis:
1
α
dp
dt
= mγg+ Kˆ · p+ q (E+V ×B) . (85)
[Note the unit coefficient in the term Kˆ · p, unlike in
Eq. (78).] For an alternative representation of Eq. (85)
and comparison with similar representations found in lit-
erature, see Appendix.
IV. VLASOV EQUATION
There are several ways to introduce the distribution
function f describing the 3D motion in Σt that natu-
rally extrapolate the one from the Minkowski spacetime.
In this section, we will show that those definitions are
equivalent; yet, the equation for f can take various forms.
(Notice also that, when electromagnetic interactions are
included, one may need to close the Vlasov theory with
the Maxwell’s equations. For those, see, e.g., Eqs. (3.4)
in Ref. [3] and also our Appendix for the notation.)
A. Liouville theorem
First, let us define f as the particle density in the 6D
phase space, that is,
f = dN/dΩ, (86)
7where dN is the number of particles in the phase volume
element dΩ. In this case, the Vlasov equation can be
derived immediately from the Liouville theorem (Sec. 3 in
Ref. [34]). Namely, the latter says that dΩ is conserved;
then, since dN is also constant, one gets
df
dt
= 0, (87)
that is, f is conserved along the particle 6D trajectories.
Yet these trajectories do not have to be expressed
through canonical variables. For example, one may con-
sider f as a function of x¯i and p¯i. Then, in agree-
ment with Ref. [15], Eq. (87) rewrites like that for the
Minkowski spacetime (see, e.g., Chap. 8 of Ref. [11]), i.e.,
∂f
∂ζ
+
dx¯i
dt
∂f
∂x¯i
+
dp¯i
dt
∂f
∂p¯i
= 0, (88)
and one can use Eqs. (57) and (78) for dx¯i/dt and dp¯i/dt
to close it.
B. Divergence form
To connect f with measurable quantities, dΩ in
Eq. (86) is derived as follows. From Sec. III A, it flows
that the canonical variables are contravariant compo-
nents x¯i and the canonical momenta are covariant com-
ponents P¯i. Since ∣∣∣∣∂(x¯
i, P¯i)
∂(x¯j , p¯j)
∣∣∣∣ = 1, (89)
one can also use kinetic momenta, though; then,
dΩ = d3x¯∗d3p¯∗, (90)
where d3x¯∗ ≡ dx¯1 dx¯2 dx¯3 and d3p¯∗ ≡ dp¯1 dp¯2 dp¯3 [35].
(From now on, asterisk denotes whether upper or lower
indexes are assumed.)
Hence, one needs to find how d3x¯∗ and d3p¯∗ are con-
nected with the invariant physical volumes in the coordi-
nate and momentum spaces [14]. Since both of those are
vector spaces with the metric ηij , one can write
dVx = √η d3x¯∗, dVp = √η d3p¯∗. (91)
Thus,
dΩ =
1
η
∣∣∣∣ ∂(x¯
i, p¯i)
∂(x¯j , p¯j)
∣∣∣∣ dVxdVp. (92)
Since p¯i = ηij p¯
j, the Jacobian here equals η; therefore,
dΩ = dVxdVp. (93)
This means that f , originally defined as the phase-space
density [Eq. (86)], is also the density in (x¯i, p¯i) space:
f =
dN
dVxdVp , (94)
in agreement with Ref. [14].
This result allows yet another representation of the
Vlasov equation, which is derived as follows. First,
rewrite Eq. (94) as
ηf =
dN
d3x¯∗d3p¯∗
, (95)
which means that ηf can be considered as the density fη
in (x¯i, p¯i) space, if the latter is assigned the Euclidean
volume form (so the elementary volume is not dVxdVp
but rather d3x¯∗ d3p¯∗). Then, the particle current along
x¯i-axis is ji
x
= fηdx¯
i/dt, and the current along p¯i-axis
is ji
p
= fηdp¯
i/dt, yielding that the particle conservation
law reads as usual,
∂f η
∂ζ
+
∂ji
x
∂x¯i
+
∂ji
p
∂p¯i
= 0 (96)
(because the 6D space is considered Euclidean). Then,
using that fη = ηf , one gets
∂ (ηf )
∂ζ
+
∂
∂x¯i
(
dx¯i
dt
ηf
)
+
∂
∂p¯i
(
dp¯i
dt
ηf
)
= 0, (97)
which we henceforth call the divergence form of the
Vlasov equation. Equation (97), considered in combi-
nation with Eq. (57) for dx¯i/dt and Eq. (78) for dp¯i/dt
[and Eq. (72) for Λ¯i], represents the main result of this
paper. In Sec. V, it will also be used to yield three-vector
equations of collisionless plasma hydrodynamics.
C. Other representations
The variables (x¯i, p¯i) are natural for describing dynam-
ics on spatial hypersurfaces Σt, because they allow for
vector interpretation and are also self-contained (e.g., p0
and p0 do not need to be considered). Yet, let us show
how our formalism extrapolates to the original variables
(xi, pi), particularly, to compare with Ref. [14].
In the form (87), the Vlasov equation in variables
(xi, pi) can be written immediately as
∂f
∂t
+
dxi
dt
∂f
∂xi
+
dpi
dt
∂f
∂pi
= 0, (98)
in agreement with Ref. [15]. Correspondingly, the equa-
tions for dxi/dt and dpi/dt can be obtained, e.g., from
Eqs. (57) and (78), since
dxi
dt
=
dx¯i
dt
− βi, dp
i
dt
=
dp¯i
dt
− d(β
ip0)
dt
(99)
[cf. Eqs. (25) and (42)]. Here p0 is given by
p0 = m
dx0
dτ
≡ m dt
dτ
= mκ =
mγ
α
, (100)
8τ is the particle proper time, and [see Eq. (52)]
γ =
√
1 + ηij p¯ip¯j/m2 =
√
1 + ηijpipj/m2, (101)
the latter equality (to be used below) being due to
p¯i = pi. (102)
Similarly, the divergence form is derived as follows.
First, using Eq. (102), rewrite Eq. (90) in the form
dΩ =
∣∣∣∣ ∂(x¯
i, pi)
∂(xj , pj)
∣∣∣∣ d3x∗d3p∗ = d3x∗d3p∗ ≡ r d3x∗d3p∗,
(103)
where r is the following Jacobian:
1
r
=
∣∣∣∣∂p
j
∂pi
∣∣∣∣ . (104)
Combine Eq. (103) with Eq. (86), so one gets
rf =
dN
d3x∗d3p∗
. (105)
Then, by analogy with Eq. (97), we immediately obtain
∂ (rf )
∂t
+
∂
∂xi
(
dxi
dt
rf
)
+
∂
∂pi
(
dpi
dt
rf
)
= 0, (106)
again in agreement with Ref. [14].
Now let us show how the expression for r is derived
(without introducing the “mass shell” used in Ref. [14]).
First, employ Eq. (102), yielding
∂pj
∂pi
=
∂
∂p¯i
(
p¯j − βjp0) = ηji − βj ∂p0
∂pi
. (107)
Then, using Eq. (100) together with Eq. (101), one gets
∂p0/∂pi = v¯
i/α2, so Eq. (107) rewrites as
∂pj
∂pi
= ηji − v¯
iβj
α2
= ηjiwji, w
j
i = δ
j
i −
viβ
j
α2
, (108)
and therefore 1/r = w/η, where w ≡ detwj i. One of the
ways to find the determinant of wj i, which is a 3× 3 ma-
trix, is through a brute-force calculation. A somewhat
more elegant (and independent of the number of dimen-
sions, albeit longer) way would be to see that wj i is a
tensor of rank (1, 1), and thus w is independent of the
(spatial) basis. Hence, one can consider the basis such
that β points, say, along z-axis. Then, βj = δjzβ
z , in
which case one immediately finds w = 1 − vzβz/α2. In
the invariant form, this result is expressed through the
scalar product of v and β; therefore,
r =
η
1− v · β/α2 . (109)
[When β = 0, one gets r = η, and Eq. (106) becomes
equivalent to Eq. (97), because (x¯i, p¯i) are then the same
as (xi, pi) and t-axis coincides with ζ-axis.] Using that
p0 = g0µp
µ, with gµν expressed [5] in the basis B0 [rather
than Bζ , as in Eq. (39)] and Eqs. (100) and (66), one can
also rewrite Eq. (109) as
r =
p0
p0
det gµν . (110)
Hence, our result agrees [36] with that in Ref. [14].
V. HYDRODYNAMIC EQUATIONS
Finally, let us consider moments of the Vlasov equation
to obtain equations of collisionless hydrodynamics. To
preserve the vector form of the dynamic equations, we
use (x¯i, p¯i) variables. Correspondingly, the average of an
arbitrary function χ over the momentum distribution is
defined as
〈χ〉 = 1
N
∫
χf dVp =
√
η
N
∫
χf d3p¯∗, (111)
where N stands for the particle density in the 3D space:
N =
∫
f dVp = √η
∫
f d3p¯∗ (112)
(not to be confused with the particle proper density [5]).
Integrating Eq. (97) over d3p¯∗ yields
∂
∂ζ
(N
√
η) +
∂
∂x¯i
(
αNU¯ i
√
η
)
= 0, (113)
where we introduced the flow velocity, as measured by
FO, according to U = 〈V〉. Using the expression for the
3D divergence operator written in the metric ηij (see,
e.g., Sec. 4.7 in Ref. [28]), one can rewrite Eq. (113) as
1√
η
∂
∂ζ
(N
√
η) +∇ · (αNU) = 0. (114)
This represents the continuity equation, which could also
be obtained from the particle conservation in the 4D
spacetime, by requiring that the four-divergence of the
particle flow be zero [3].
As our next step, let us multiply Eq. (97) by p¯j and
then integrate over d3p¯∗ again. In this case, one obtains
1√
η
∂
∂ζ
(
N P¯j√η)+ 1√
η
∂
∂x¯i
(
αNU¯ iP¯j√η)
+ αN Γ¯jkℓU¯
kP¯ℓ + [∇ · (αΠˆ)]j = αN(F + Kˆ ·P)j .
(115)
Here we introduced the average momentum P = 〈p〉, the
average force on a particle
F = m〈γ〉g+ Kˆ ·P + q (E+U×B) , (116)
9and the pressure tensor
Π¯jk =
∫
(p¯j − P¯j)(V¯ k − U¯k) f dVp, (117)
so one can interpret the fourth term in Eq. (115) as jth
component of its divergence (Sec. 4.7 in Ref. [28]):
[∇ · (αΠˆ)]j = 1√
η
∂
∂x¯k
(
αΠ¯jk
√
η
)
+ Γ¯jkℓΠ¯
ℓk. (118)
With Eq. (114) taken into account, Eq. (115) rewrites as
1
α
∂P¯j
∂ζ
− (Kˆ ·P)j + (U ·∇)P¯j + Γ¯jkℓU¯kP¯ℓ
= − 1
αN
[∇ · (αΠˆ)]j + F¯ j . (119)
Then, following the same argument as in Sec. III D, one
obtains the vector equation
[
1
α
∂
∂ζ
+ (U ·∇)
]
P = − 1
αN
∇ · (αΠˆ)
+m〈γ〉g+ Kˆ ·P + q (E+U×B) , (120)
similar to that in the Minkowski metric.
Higher moments of the Vlasov equation, which could
yield a hydrodynamic closure like in Refs. [37–40], can be
obtained analogously, and most easily for a nonrelativis-
tic motion (γ ≈ 1). Those are not discussed here, but
are addressed separately in our Ref. [41], where we con-
template the evolution of linear waves in a metric with
nonzero Kˆ. Examples showing how the above equations
can be used for applied calculations are also given in
Ref. [41].
VI. CONCLUSIONS
In this paper, the 3D dynamics of a charged particle
in an arbitrary spacetime metric gµν , traditionally ad-
dressed within differential geometry, is reformulated in
terms of linear algebra (Sec. II) and Hamiltonian formal-
ism (Sec. III). The modification of the Vlasov equation,
in its standard form describing a charged particle distri-
bution in the 6D phase space, is then derived explicitly,
in two equivalent forms [Eqs. (88) and (97)]. The equa-
tion accounts simultaneously for the Lorentz force and
the effects of general relativity, with the latter appearing
as the gravity force and an additional force due to the
extrinsic curvature Kˆ of spatial hypersurfaces Σt. For
an arbitrary spatial metric, the equations of collision-
less hydrodynamics are also obtained in the usual three-
vector form [Eqs. (114) and (120)]; for their applications,
see our Ref. [41]. Another form of the Vlasov equation,
which does not lead to vector equations but, on the other
hand, allows for an arbitrary spacetime basis B0, is also
derived [Eqs. (98) and (106)] within the new formalism
and agrees with the results reported in Refs. [14, 15].
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Appendix A: Another form of the particle motion
equation
Although Eq. (85) is sufficient for our purposes, let us
explain how our notation relates to that from the widely
cited Ref. [3] (see also Refs. [6, 8–10]). First of all, the
derivative on the left-hand side of Eq. (85) is the same
as (the spatial part of) the four-vector
hˆ · d(hˆ · p)
dτFO
= γ−1hˆ · d(hˆ · p)
dτ
, (A1)
where τ is the particle proper time, dτ = dτFO/γ; thus,
Eq. (85) coincides with Eq. (3.8) in Ref. [3]. Following
Ref. [3], expand this derivative as
dp
dτFO
= Dτp+
1
α
(v ·∇)p = Dτp+ (V ·∇)p. (A2)
Here Dτ is called the Fermi-Walker derivative,
Dτp ≡ 1
α
∂p
∂ζ
. (A3)
which applies to both the components p¯i and the basis
vectors ei that constitute the three-vector p = eip¯
i. (The
index τ denotes differentiating with respect to τFO rather
than τ .) One can further rewrite Dτp as
Dτp =
1
α
(
ei
∂p¯i
∂ζ
+
∂ei
∂ζ
p¯i
)
. (A4)
Hence, its projection on the ℓth axis equals
(Dτp)
ℓ =
1
α
∂p¯ℓ
∂ζ
− K¯ℓkp¯k, (A5)
where we used Eq. (77). Reverting to the vector form,
one can write then
Dτp = Dτp− Kˆ · p (A6)
(cf. Eq. (2.16b) in Ref. [3]), where, by definition,
Dτp ≡ Dτ (eℓp¯ℓ) = eℓ
α
∂p¯ℓ
∂ζ
. (A7)
That is, the new derivative Dτ acts on the vector compo-
nents but does not affect ei. Notice now that, in the basis
Bζ, the partial derivatives of vector components with re-
spect to ζ coincide with the Lie derivatives along ζ∗ ≡ αn
10
(see, e.g., Ref. [5]). Since this holds for all components
of Dτp, the latter can be given the following covariant
definition:
Dτp = eℓ
α
(£αnp¯)
ℓ, (A8)
that is, αDτ can be understood as (the spatial part of)
the Lie derivative along αn (cf. Eq. (2.13) in Ref. [3]).
Similarly, one can introduce yet another Lie derivative,
now along the original time axis e0 (rather than ζ∗). Us-
ing Eq. (15), one obtains
£t ≡ £e0 = £αn +£β. (A9)
Thus, for three-vectors,
£tp = αDτp+£βp (A10)
(cf. Eq. (2.16c) in Ref. [3]). Again use that, in the basis
B0, the Lie derivative along e0 coincides with the partial
derivative with respect to t: (£tp¯)
ℓ = ∂p¯ℓ/∂t. Then,
£tp¯ = eℓ(£tp¯)
ℓ = eℓ
∂p¯ℓ
∂t
. (A11)
In other words, £t can be understood as the time deriva-
tive, which differentiates the vector components but not
the basis vectors in B0.
Combining the above formulas, one gets
Dτ = α
−1(£t −£β)− Kˆ. (A12)
Hence, the particle motion equation, Eq. (85), rewrites
equivalently as
α−1 [£t + (v ·∇)]p = mγg+ 2Kˆ · p+ α−1£βp
+ q (E+V ×B) , (A13)
where Kˆ can be alternatively put as [3]
Kˆ = −σˆ − (θ/3) Iˆ, (A14)
with σˆ being the traceless “shear tensor”, θ = Tr Kˆ being
the volume expansion rate, and Iˆ being the unit tensor.
(Also, see Ref. [3] and Sec. 21.5 in Ref. [27] for the relation
between Kˆ and n(xµ).) This allows a direct comparison
of our result with that given in Eq. (17) in the widely
cited Ref. [32]. Particularly, one can see that the latter
must be corrected in the following aspects: (i) the time
derivative that enters Eq. (A13) is, strictly speaking, the
Lie derivative £t; (ii) the velocity v on the left-hand
side is different from V on the right-hand side [Eq. (56)];
(iii) the Lorentz factor γ is determined by V but not
v [Eq. (55)]; (iv) the gravitational force mγg enters the
right-hand side with the plus sign rather than the minus
sign.
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