Abstract-In a heartbeat classification procedure, the detection of QRS complex waveforms is necessary. In many studies, this heartbeat extraction function is not considered: the inputs of the classifier are assumed to be correctly identified. This communication aims to redefine classical performance evaluation tools in entire QRS complex classification systems and to evaluate the effects induced by QRS detection errors on the performance of heartbeat classification processing (normal versus abnormal). Performance statistics are given and discussed considering the MIT/BIH database records that are replayed on a real-time classification system composed of the classical detector proposed by Hamilton and Tompkins, followed by a neural-network classifier. This study shows that a classification accuracy of 96.72% falls to 94.90% when a drop of 1.78% error rate is introduced in the detector quality. This corresponds to an increase of about 50% bad classifications.
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I. INTRODUCTION
The problem of heartbeat classification has been widely explored in the literature [1] - [8] . However, real-time classification systems often necessitate the detection of the cardiac beats before any classification procedure. The cardiac beats are also refered to QRS complex shapes where the letters stand for the three successive main phases of a cardiac cycle. In such classification systems, classical performance evaluation tools become irrelevant since the detection errors are not taken into account in the classification statistics. In this communication, we therefore propose to:
• redefine the classical performance evaluation tools taking the entire classification system into consideration; • experimentally discuss the influence of the detection stage on classification results;
• give material for finding the best compromise between the quality of the detector, the quality of the classifier, and the computational time in real-time classification systems. In order to achieve these goals, we implemented a simple real-time classification system on an electronic board. The proposed system is composed of a QRS complex extractor (detection part) followed by a normal or abnormal peak recognition step (classification part). Abnormal beats are opposed to normal beats according to their QRS waveform shapes.
For instance, a normal/abnormal classification system may be useful for Holter monitoring where only the critical parts as well as the cardiac history (i.e., peak-to-peak intervals) are of medical interest. It is not worth recording the healthy electrocardiographic (ECG) samples. The amount of data can therefore be drastically reduced and the entire breakdown will be shorter since the physician will devote his or her expertise to the critical parts of the ECG signal, while also taking into account the peak-to-peak intervals of the entire monitoring.
Several algorithms have been proposed in the literature for the detection and classification of ECG beats. Since our system has to be embedded with real-time processing constraints, the computation cost must be low. Various approaches (wavelets [9] , [10] ; filter banks [11] ; and neural networks [12] ) have been investigated to improve the quality of the detectors. However, the gain obtained is generally offset by the greater complexity of the algorithms, involving higher computational costs. It is the reason why the well-known Hamilton and Tompkins [13] , [14] detector has been chosen here. Similarly, many methods have been investigated for the classification part (neural networks [1] - [3] , fuzzy theory [3] , [5] , support vector machine [4] , higher order spectral techniques [6] , and hidden Markov models [7] , . . .). A neural-network approach has been adopted in this study because its parallel processing implementation is well adapted to real-time constraints. Finally, we tested the system on the Massachusetts Institute of Technology-Beth Israel Hospital Arrythmia Database (MIT-BIH) [15] since this database is commonly used for performance evaluations of detection or classification algorithms.
This communication is organized as follows. The classification system is introduced in the second part. Such a system leads to the redefinition of the performance evaluation tools in the third part. These new tools are tested on real data in the fourth part, considering real-time classification of the MIT/BIH recordings. The communication ends with discussions and conclusions.
II. NORMAL/ABNORMAL REAL-TIME BEAT CLASSIFICATION SYSTEM After digitizing the analog ECG signal through a 16-b analog-todigital converter (ADC) using a 360-Hz sampling rate, the algorithmic part is divided into two main functions (Fig. 1) .
1) The ECG beat extractor detects QRS complex waveforms and extracts ECG waveform patterns after they have been normalized and centered about the fiducial point. Two versions of the Hamilton and Tompkins detector have been real time implemented [13] , [14] : the first one includes the search back procedure (SB+) and the second one does not (SB0). 2) the neural-network classifier that is fed by Fourier coefficients of the ECG waveform patterns provided by the previous stage. The classifier is a multilayer perceptron (MLP) [16] with 16 input nodes (16 first absolute values of the 128 Fourier samples excluding the dc component), four neurons in the hidden layer, and one output neuron. Each neuron labeled 1 to 5 has four inputs and one output with the classical associated sigmoidal activation function y j (n) = (1)=(1 + e 0v (n)+ ), where n is the number of QRS pattern to be classified and j is the neuron number. The value v j (n) is the net internal activity level of neuron j and is equal to v j (n) = Fig. 1 . Normal/abnormal beat classification: The ECG beat extraction function is compounded in the first two blocks; the neural-based classification function is compounded in the last two blocks.
w 5i y i (n). The output S(n) = y 5 (n) is compared to a threshold = 0:5 to make the decision. The weights w ji and bias j are computed with the software SNNS [17] w 1i = f7:62 The two output classes separate the normal beats (expert annotations "N" and "A") from the abnormal beats (expert annotations "L," "R," "B," "a," "J," "S," "V," "r," "F," "e," "j," "n," "E," "/," "f," "Q," and "?"). The detector is implemented on a digital signal processor (DSP TMS320VC5402, Texas Instruments). The preprocessing of the input delivered to the neural network is also computed on the DSP. The neural network is parallel processed on a field-programmable gate array architecture (FPGA XC2S200, Xilinx).
III. REDEFINING PERFORMANCE EVALUATION TOOLS
Heartbeat detection consists in discriminating at any time a QRS complex from the noise. In fact, this detection problem may be formulated as a binary classification problem, in which the two classes are the noise signal and the QRS complex signal. The same statistical tools will therefore be used to evaluate the performances of both classifiers: the QRS complex/noise classifier and the normal/abnormal beat classifier. However, the statistics for the noise class will not be defined since they do not provide any useful information.
A. Sensitivity S and Positive Predictivity P + Making the decision within the ith class may be true or false. Each right decision increments true numbers whereas each erroneous decision increments false numbers in the following statistics: the true positive number (T P i ) stands for the right classification number among the patterns belonging to the ith class; the false positive number (F P i ) is the number of patterns that were found to be in the ith class while they did not belong to this class; the false negative number (F N i ) is the number of patterns that were not found to be in the ith class while they belonged to this class. Note that with only the two classes {normal, abnormal}, the following relations hold: F P Normal = F N Abnormal and F P Abnormal = F N Normal .
The comparison of classification performance is carried out from the values given by the sensitivity S and the positive predictivity P + . Classically, sensitivity is the percentage of patterns truly assigned to the class i among all the patterns really belonging to this class (expert decision). Positive predictivity (also named specificity) is the percentage of patterns truly assigned to the class i among all of the patterns assigned to this class by the classifier (machine decision). These statistics quantify each kind of error in the decision making since S involves F N and P + involves F P . Considering the single detector or the single classifier, these definitions clearly hold. However, they are no longer valid when considering the global classifier composed of both the classifier and the detector where detection errors must be taken into account.
In particular, the detection errors lead to a number of classified beats that may be different from the number of beats presented at the input of the global classifier. This difference is due to the erroneous F N QRS and F P QRS decisions. The F NQRS are the number of beats which have not been detected at the first stage. These beats will thus never be classified. However, these beats are known to be either normal or abnormal beats so the F NQRS number may be broken down as F NQRS = F NQRS + F NQRS (medical expertise separation). On the other hand, the F P QRS number introduces new false QRS beats. Since these waveforms are detected, they will be classified as normal (F P QRS ) or abnormal (F P QRS ) while they do not belong to either of these classes. So the false alarm detection rate may be broken down as F P QRS = F P QRS + F P QRS 
Regarding S i , all of the beats classified by the experts as belonging to the class i may become correctly classified (incrementing the number T P i ) or become classified in the other class (incrementing the number F N i ) or even lost forever (incrementing the number F N QRS ). Regarding P + i , all of the beats classified by the machine to the class i may come from correctly classified beats (incrementing the number T P i ) from misclassified beats (incrementing the number F P i ) or from the false alarm beats generated by the detector (incrementing the number F P QRS ).
B. Total Classification Accuracy (TCA)
The quality of the beat classification machine is classically evaluated through the total classification accuracy (TCA) which corresponds to the fraction of good classifications among the number of beats to be classified. Regarding the global classification machine, the TCA is not sufficiently pertinent since it does not take into account the false alarms generated by the detector. For example, if the classification machine is characterized by a 100% TCA rate (estimated with no detection errors), the physician will have total confidence in the classification task even if the F P QRS attains a high level. In that case, when these nonexisting beats are classified as abnormal beats, the machine will alert the physician without any reason. Similarly, a 100% TCA rate combined with a high level F N QRS could lead to a dramatic situation because of a lack of complex analyses. For all of these reasons, the TCA must be redefined in order to take into account not only the quality of the classifier but also the quality of the detector.
For the physician, the classification system is a black box characterized by an estimated TCA which needs to reflect the observations. In order to retrieve confidence in the TCA, we propose a novel definition 
The false alarm number F P QRS really stands for nonclassifications. Since the classification is binary, all of the F P QRS beats could be considered as misclassifications. Let us now consider the missed detections F N QRS. If all of these beats could be correctly detected, the worst case that could occur would be a misclassification of all these beats. So the F P QRS + F N QRS beats are included in the TCE definition that describes the worst case. Finally, the TCA is computed as the complementary value of the TCE. These redefined statistics have been used to characterize the realtime classification process of 23 free records of the MIT/BIH database. In order to evaluate the influence of the detection stage on the classification performance, the results for three detectors are presented (Table I) : the detector is perfect (the beats are actually extracted by the cardiologist's expertise); the detector makes erroneous decisions at the mean rate of 0.85% (result for the single detector when the search back rule is implemented, label SB+); the detector makes twice as many erroneous decisions at the mean rate of 1.78% (result for the single detector when no search back rule is implemented, label SB0).
IV. DISCUSSION
From the results presented in Table I , it can be seen that our system shows coherent performance values in comparison with other single detectors or classifiers [8] , [9] , [11] . In fact, the only objective performance comparison that can be made is with the detector proposed by Hamilton and Tompkins. Our results (0.85% detection error rate) slightly differ from those presented in [14] (0.52%) because not all of the refinements suggested in [14] have been implemented in order to optimize the computation time.
A. General Comments on the Results
For those records where the proportion of a given class with respect to the other class is highly unbalanced, the results in percentage of S and P + are clearly not significant. This explains that specificity and positive predictivity may vary from the extreme percentages 0% to 100% or even not a number (NaN). This is the case for the files 100, 101, 103, 107, 209, and 214 (see Tables I and II where the number of expert beats in the normal or abnormal class is less than or equal to 2).
Our system presents high P + values with around 96% of the classified beats that are correctly assigned. Concerning S , from a medical point of view, a high S Abnormal rate is preferable to a high S Normal rate since the alarms are triggered on abnormal events. Our classifier shows the opposite tendency (94.02% versus 98.14%). However, at a S Abnormal = 94:02% rate, the clinician will have at his or her disposal, a sufficient number of abnormal beats for his or her expertise.
The search back method is a rule of reduced threshold backward detection that is triggered whenever no beat is detected during more than 150% of the previous eight beat-to-beat intervals median elapsed time [14] . The analysis of the evolution of the TCA according to the quality of the detector (Table II) shows the efficiency of the search back rule for a few records: 106, 201, 210, 213, 214, and, more particularly, 208 (where F N QRS decreases from 462 to 46). Overall, the search back method strongly decreases the F N QRS number (821 to 182 counts) while increasing the F P QRS number (223 to 314 counts) at the same time. The influence of these detection errors on the quality of classification is discussed in the next section.
B. Influence of the Detection Errors on the S and P + Statistics
The quality of detection globally seems to have no influence concerning normal beats: the 1.78% detection error rate induced by the SB0 detector-with respect to a perfect detector-does not really change S Normal and P + Normal (Table I) . On the contrary, concerning abnormal beats, the drop affecting the sensitivity becomes serious when working with imperfect detectors. The observed difference of 4.12% between S Normal and S Abnormal with a perfect detector now drops to 8.74% when the SB0 detector is used. At a reduced scale, the observed difference of 0.49% between P + Normal and P + Abnormal becomes 0.98% with the SB0 detector. This bad news concerning the statistics for abnormal beats may be significant and suggests that the quality of detection should not be neglected within a classification procedure.
C. Influence of the Detection Errors on the TCA Statistics
A coherent behavior of the TCA with respect to the quality of the detector is observed on average in Table I : the TCA decreases with the deterioration of the detection performances. An error rate of 1.78% at the first detection stage produces a loss of 1.82% in the TCA ratio (Table I) . However, this ratio may individually lose about 16% (record 208) or even gain about 0.7% (record 200).
In particular, the biggest deterioration is shown in record 208 with an increase from 46 (SB+) to 462 (SB0) in the F N QRS number (Table II) . The result is a marked decrease in the classification ratio from TCA (SB+) = 93:13% to TCA (SB0) = 79%. Note that the F N QRS number is mainly due to the contribution of abnormal beats. Indeed, the F N QRS number at the denominator of S Abnormal makes sensitivity dramatically decrease from 91.96% (ideal detector) to 58.00% (detector with SB0 procedure) whereas minor changes are observed in the other cases for S and P + . Thus, the importance of having a good detection stage is once again demonstrated.
In average, this study shows that a classification accuracy of 96.72% falls to 94.90% (Table I ) when a drop of 1.78% error rate is introduced in the detector quality. Thus, for quite good classifiers, particular care must be taken with the quality of the first detection stage since this increases the number of bad classifications by about 50%. In this case, it is worth trying to improve the detection algorithm, provided that the real-time constraint is fulfilled.
V. CONCLUSION
In this communication, we have redefined the performance evaluation tools for characterizing a complete classifier, which consists of a detector followed by a single classifier. The detection errors are introduced in these new definitions, providing more coherent statistics for the clinician. These new statistics increase safety since they now provide reliably lower limits for the performance values. We experimentally tested these new tools on the MIT/BIH database with a dedicated real-time hardware and software architecture.
The proposed tools can be applied considering other kinds of algorithms and architectures. The comparison between various implementation configurations therefore becomes objective.
Even if an exhaustive comparative study is not presented in this communication, the results obtained are quite significant. Indeed, the MIT/BIH database presents a great diversity of pathologies, exhibiting a good panel of QRS waveforms morphologies. The results show that the detection stage has a reduced influence concerning the sensitivity for normal beats and the positive predictivity for normal/abnormal beats. This suggests that the classification system may be improved by investigating the classification stage. Nevertheless, care must be taken with the detector stage that may deteriorate the total classification error rate by about 50%, considering a drop of a 1.78% error rate in the detection quality. In conclusion, the higher the performance of the classifier is, the greater the impact of the detector will be.
