Minimum mean square error (MMSE) estimation of block sparse signals from noisy linear measurements is considered. Unlike in the standard compressive sensing setup where the non-zero entries of the signal are independently and uniformly distributed across the vector of interest, the information bearing components appear here in large mutually dependent clusters. Using the replica method from statistical physics, we derive a simple closed-form solution for the MMSE obtained by the optimum estimator. We show that the MMSE is a version of the Tse-Hanly formula with system load and MSE scaled by a parameter that depends on the sparsity pattern of the source. It turns out that this is equal to the MSE obtained by a genieaided MMSE estimator which is informed in advance about the exact locations of the non-zero blocks. The asymptotic results obtained by the non-rigorous replica method are found to have an excellent agreement with finite sized numerical simulations.
I. INTRODUCTION
Compressive sensing (CS) [1] , [2] tackles the problem of recovering a high-dimensional sparse vector from a set of linear measurements. Typically the number of observations is much less than the number of elements in the vector of interest, making naive reconstruction attempts inefficient. In addition to being an under-determined problem, the measurements may suffer from additive noise. Under such conditions, the signal model for the noisy CS measurements can be written as
where x ∈ R N is the sparse vector of interest, A ∈ R M ×N the measurement matrix, and n ∈ R M represents the measurement noise. By assumption, M < N and only some of the elements of x are non-zero. The task of CS is then to infer x, given A, y and possibly some information about the sparsity of x and the statistics of the noise n.
In this paper, the vector x is assumed to have a special block sparse structure. Such sparsity patterns have recently been found, e.g., in multiband signals and multipath communication channels (see, e.g., [3] - [6] and references therein). More precisely, the source is considered to be K block sparse so that for any realization of x its information bearing entries occur in at most K non-overlapping clusters. This is markedly different from the conventional sparsity assumption in CS, where the individual non-zero components are independently and uniformly distributed over x. Given the K block sparse source, we study the minimum mean square error (MMSE) estimation of x, assuming full knowledge of the statistics of the input x and the noise n. Albeit this is an optimistic scenario for practical CS problems, it provides a lower bound on the MSE for any other reconstruction method. Also, knowing the benefits of having the statistics of the system at the estimator gives a hint how much the sub-optimum blind schemes could improve if they were to learn the parameters of the problem.
The main result of the paper is the closed-form MMSE for the CS of block sparse signals. The solution turns out to be of a particularly simple form, namely, the Tse-Hanly formula [7] where the system load and MSE are scaled by a parameter that depends on the sparsity pattern of the source. This is found to be equal to the MSE obtained by a genie-aided MMSE estimator that is informed in advance the locations of the nonzero blocks. The result implies that if the statistics of the block sparse CS problem are known, the MMSE is independent of the knowledge about the positions of the non-vanishing blocks.
Finally, we remark that the analysis in the paper are obtained via the replica method (RM) from statistical physics. Albeit the RM is non-rigorous, it has been used with great success for the large system analysis of, e.g., multi-antenna systems [8] , [9] , code division multiple access [10] , [11] , vector precoding [12] , iterative receivers [13] and compressed sensing [14] - [17] . The main difference here compared to [9] - [17] is that the elements of the K block sparse vector x are neither independent nor identically distributed. This requires a slight modification to the standard replica treatment, as detailed in the Appendix.
A. Notation
The probability density function (PDF) of a random vector (RV) x ∈ R N (assuming one exists) is written as p(x) and conditional densities are denoted p(x | · · · ). The related PDFs postulated by the estimator are denoted q(x) and q(x | · · · ), respectively. For further discussion on the so-called generalized posterior mean estimation using true and postulated probabilities, see for example, [10] , [11] , [13] . We denote y ∼ p(y) = g N (y | µ; Σ) for a RV y that is drawn according to the N -dimensional Gaussian density g N (y | µ; Σ) with mean µ ∈ R N and covariance Σ ∈ R N ×N . For a vector x that is drawn according to a Gaussian mixture density, we have
where the density parameters ω r satisfy R r=1 ω r = 1 and ω r ≥ 0 for all r = 1, . . . , R.
We write 1 Q ∈ R Q for the all-ones vector having Q elements, and given vectors
T ∈ R N R on the main diagonal and zeros elsewhere. Superscript T denotes the transpose of a matrix.
II. SYSTEM MODEL A. Block Sparsity
Let N = QR, where Q, R are positive integers, be the length of the sparse vector x. Furthermore, let x be composed of R equal length sub-vectors {x r } R r=1 , that is,
Instead of considering strict block sparsity where some of the sub-vectors {x r } R r=1 are exactly equal to zero [3] - [6] , we let x be drawn from the Gaussian mixture density
where K is an integer,
for ω k,l ≥ 0.
Here ω k denotes the probability of observing k information bearing blocks in a realization of x, L k the number of different combinations how these blocks can be arranged in x, and ω k,l the probabilities related to these arrangements. We let the diagonal covariance matrices in (4),
be distinct for all (k, l) = (k , l ). The block diagonals {d (k,l) r } are allowed to take only two values
where the parameters δ 2 and σ 2 x represent the expected signal powers of the sparsity inducing and information bearing components of x, respectively. Conditioned on the event that x has k non-vanishing blocks, the mean per-component variance of the source vector reads
is not strictly block sparse if δ 2 > 0, but the approximation gets more accurate as δ 2 approaches zero.
Definition 1. Let σ 2 x = 1 and assume that x is a RV with density (4). We say x is an approximately K sparse RV if δ 2 σ 2 x and all covariance matrices {D k,l } satisfy (6) -(8). If δ 2 → 0 + , we simply say that x is a K block sparse RV.♦ For later use, we write the mean per-component variance of the vector x that follows Definition 1 as (cf. (4) and (8))
We also remark that p(x) does not factorize as R r=1 p(x r ), making the block sparse model considered in the present paper different to that of [18] , where the information bearing blocks were assumed to be mutually independent.
B. Posterior Mean Estimation
Let x be drawn according to (4) and assume that we observe the noisy measurements y in (1) . We assume that the noise n ∼ g M (n | 0; σ 2 I M ) is Gaussian and independent of the signal x and the measurement matrix A. Furthermore, we let A be independent of x with independent identically distributed (IID) Gaussian entries with zero mean and variance 1/M . Given the above assumptions, let
be the signal model postulated by the estimator. We assign the postulated densities q(x) and q(ñ) to the input and noise vectors, respectively. In the following, q(ỹ | A,x) = q(ỹ = y | A,x) means that the realizations of the postulated measurement vectorsỹ match the outputs y of the true signal model (1), but it can be that the input q(x) = p(x) and noise q(ñ) = p(n) statistics are mismatched. If we define an expectation operator
a (mismatched) MMSE estimator of x for the linear model (1), given y, A, q(x) and q(ỹ | A,x), is then simply x q . Lemma 1. The MMSE estimator for the signal model (1) reads x p , i.e., q = p for all densities.
Proof: The result follows by simple algebra and is omitted due to space constraints. Proposition 1. The MMSE estimator for the K block sparse signal x with density (4), given noisy measurements (1), reads
where
and
Proof: Let A ∈ R N ×N be a symmetric positive definite matrix. Then, using Gaussian integrals 
where all matrices are assumed to be of proper size and B, C invertible, yields Proposition 1.
Given the MMSE estimator of Proposition 1, we are now interested in computing the per-component MSE
when the dimensions of A grow large with fixed ratio β = N/M , and the number of blocks R = N/Q stays finite. The desired result is obtained in two steps: 1) the replica method is used in Sec. III-A to show that the original problem can be transformed to a simpler one in the large system limit; 2) the solution to the transformed problem is given in Sec. III-B.
III. MAIN RESULTS

A. Equivalent AWGN Channel
Define an additive white Gaussian noise (AWGN) channel
where x follows Definition 1 and ξ 2 > 0 denotes the noise variance. Furthermore, let
be an expectation operator similar to (11) , but related to the AWGN channel (21). By Proposition 1, the optimum MMSE estimator of x given the channel outputs z reads
We denote the per-component MSE of the estimates x p by
where the second equality holds since (23) are MMSE estimates and, thus, uncorrelated with the estimation error. Claim 1. Let x be (approximately) K block sparse as given in Definition 1. In the large system limit when M, N, Q → ∞ with finite and fixed ratios β = N/M and R = N/Q,
where mse(σ 2 ) is given in (20) and mse eq (ξ 2 ) in (27). The noise variance ξ 2 > 0, on the other hand, is the solution to the fixed point equation
Proof: The proof is based on the replica method (see, e.g., [8] - [17] for similar results in communication theory and signal processing) from statistical physics. The main difference to the standard approach is that here the elements of the input vector x are neither independent nor identically distributed. Thus, the decoupling result proved for the CDMA systems [11] cannot be straightforwardly extended to our case. Alternative derivation is sketched below and in part in the Appendix.
To start, let us define a modified partition function related to the posterior mean estimator (11) as [19] Z(y, A, λ) = e λ Tx q(y | A,x)q(x)dx,
where λ ∈ R N is a constant vector. The posterior mean estimator of x given in (11) can then be written as the gradient with respect to (w.r.t) λ at λ = 0 of the free energy, i.e.,
Similarly, if (31) is the optimum MMSE estimate, that is q = p, the average error covariance is obtained as the expectation of the Hessian of the free energy at λ = 0, namely
where the expectations are w.r.t. the joint density of (y, A). Unlike in [19] , however, direct computation of the free energy is not possible here. We thus resort to the non-rigorous RM to calculate the (normalized) free energy and then use relation (32) to obtain the final result. Details are in the Appendix.
B. Performance of MMSE Estimation of Block Sparse Signals
Claim 1 asserts that the MSE of the estimator (12) in the original setting (1) can be obtained in the large system limit from (27). Given Claim 1 holds, we get the following proposition that is stated without proof due to space contraints. 
where ξ 2 is the solution of (29) and κ is given in (9) . For the special case δ 2 → 0 + , we have the closed form solution
(34) where we denotedκ = κ(0, 1) for notational convenience.
Remark 1. Note that the MSE is independent of the distribution {ω k,l } L k l that makes up ω k (see (5) ). ♦ Remark 2. As δ 2 → 0 + , the noise variance (34) becomes the Tse-Hanly solution [7] for equal power users but with a modified user loadβ =κβ. The MSE, on the other hand, is the Tse-Hanly MMSE, multiplied byκ. This implies that in the MSE sense, there is no loss in not knowing the positions of the zero blocks in advance if we use the optimum MMSE receiver, δ 2 → 0 + and the system is very large. For practical settings with limited numerical precision and finite sized sensing matrices, however, this does not strictly hold.♦ Corollary 1. The MMSE estimator (12) has the same MSE in the large system limit as a genie-aided MMSE estimator that knows in advance the positions of the non-zero blocks in x.
To empirically verify the analytical results, we have plotted in Fig. 1 the MSE of estimator (12) , obtained via computer simulations. The theoretical MSE given in Proposition 2 is given as well. In all simulation cases we have set ω k,l = ω = 1/ K k=1 L k so that ω k = ωL k . For the selected cases the theory matches Monte Carlo simulations very well.
IV. CONCLUSIONS
Minimum mean square error estimation of block sparse signals from noisy linear measurements was considered. The main result of the paper is the closed-form MMSE for the CS of such signals. The solution turned out to be of a particularly simple form, namely, the Tse-Hanly formula with a scaling by a parameter that depends on the sparsity pattern of the source. The result implies that if the statistics of the block sparse CS problem are known, the MMSE is independent of the knowledge about the positions of the non-vanishing blocks.
APPENDIX DERIVATION OF CLAIM 1
Let us assume that the normalized free energy
is self-averaging w.r.t. the quenched randomness (A, y) when N → ∞. Then (35) can be written as
where u is a real parameter. Exchanging the limits and employing the replica trick by writing the power of u using the set {x [a] } u a=1 of replicated random vectors gives
where x [a] are IID with density p(x) and
(38) The next step in the replica method is to treat u as an integer while calculating the expectations, but in the end take the limit as if u was real valued. Unfortunately, this step is non-rigorous and there is no proof yet under which conditions f rm equals f . For more discussion and details, see, e.g., [8] - [13] .
Now, let
where the expectation is w.r.t. {x [a] } u a=0 and the equality is up to an additive term e O(1/N ) (see [10, Appendix II] for details) that vanishes in (37) as N → ∞. The sample
The integrals w.r.t. y and v can then be assessed by using (16) , resulting to
where we wrote
. To compute the expectations w.r.t., {x [a] } u a=0 in (40), we write the measure of the matrix Q (u) as 
whereQ (u) ∈ R (u+1)×(u+1) is a symmetric matrix and φ (u)
is the moment generating function of (42). We also denoted x
,n ] ∈ R u+1 , where n = (r − 1)Q + q for r = 1, . . . , R and q = 1, . . . , Q in the notation of (3). To make the optimization problems in (43) and (44) tractable, we assume that their solutions are the replica symmetric matrices (see, e.g., [8] - [13] on discussion about this assumption)
respectively, where q 1,1 , q 1,2 ,q 1,1 ,q 1,2 are real parameters. From the extremum in (43), we obtainq 1,1 = 0 and
where q 1,1 and q 1,2 are left as arbitrary but fixed parameters for now. Using (16) is the replica symmetric free energy, where only the last term depends on λ and is therefore relevant for the following.
Let us now denote ξ 2 = 1/q 1,2 , so that lim u→0 ∂ ∂u log φ 
Recalling that p(x) = p(x), by (31) we can then interpret
as the MMSE estimator (22), that is related to (12) via the equivalent channel (23). Similarly, one can verify that
is the corresponding sample error covariance matrix. Given the replica symmetric free energy (50) equals the true free energy (35), that is, f = f rm−rs , by (32) the the average MSE mse eq (ξ 2 ) = lim
matches (27) and converges to mse(σ 2 ) in the large system limit. When λ = 0, on the other hand, we get from the extremum in (44) that mse eq (ξ 2 ) = lim N →∞ 1 N E{ x 2 } − E{ x p 2 } = q 1,1 − q 1,2 , (57) which completes the derivation.
