A variational inequality problem with a mapping g : < n ! < n and lower and upper bounds on variables can be reformulated as a system of nonsmooth equations F (x) = 0 in < n . Recently, several homotopy methods, such as interior-point and smoothing methods, have been employed to solve the problem. All of these methods use parametric functions and construct perturbed equations to approximate the problem. The solution to the perturbed system constitutes a smooth trajectory leading to the solution of the original variational inequality problem. The methods generate iterates to follow the trajectory. Among these methods Chen-Mangasarian and Gabriel-Mor e proposed a class of smooth functions to approximate F . In this paper, we study several properties of the trajectory de ned by solutions of these smooth systems. We propose a homotopy-smoothing method for solving the variational inequality problem, and show that the method converges globally and superlinearly under mild conditions. Furthermore, if the involved function g is an a ne function, the method nds a solution of the problem in nite steps. Preliminary numerical results indicate that the method is promising.
Introduction
We consider the following variational inequality problem (VIP). Given a continuously di erentiable mapping g : < n ! < n , l 2 f< ?1g n ; and u 2 f< 1g n ; where l < u. Find x 2 l; u] such that (y ? x) T g(x) 0; for any y 2 l; u]:
Such problem is called a box-constrained VIP or mixed complementarity problem in 6, 9, 11, 15, 17, 18, 19, 24] . We denote this problem by VI(l; u; g). Several algorithms have been developed for solving VIP 17, 20] . In the last few years, smoothing methods have been studied extensively. Smoothing methods for solving VI(l; u; g) are based on the reformulation of nonsmooth equations These methods use parametric smooth functions and construct perturbed equations to approximate nonsmooth equations (1.1). The solution to the perturbed system constitutes a smooth trajectory leading to the solution of the original VIP.
In contrast with Newton methods using generalized Jacobian 3, 15, 16, 35], smoothing methods have a notable advantage that they can be extended to solve nonsmooth problems in function spaces 7, 10, 26] . In fact, smoothing methods are closely related to splitting methods for solving nonsmooth equations in function spaces for which the nonlinear function can be split into smooth and nonsmooth parts. Such problems arise from di erential equations with nondi erentiable terms, nonsmooth compact xed point problems, etc. In particular, a class of problems arise in optimal control problems for parabolic partial di erential equations with bound constraints on the control. In a survey paper 26], Kelley considered the splitting methods for solving the nonsmooth equations x(t) ? P(K(x))(t) = 0; (1.2) where K is a completely continuous map from L 1 ( ) to C( ) for some bounded However, there are several fundamental distinctions. For example, the Gabriel-Mor e approximation function is not convex. Consequently, Assumptions A1, A2, A4 in 5], which play an important role in their proof, do not hold for the Gabriel-Mor e approximation function.
In section 3, we modify a smoothing Newton method for solving VI(l; u; g), which was originally proposed in 9]. The new method simpli es the " update step in the Chen-Qi-Sun method without loss of its feature that it solves a system of linear equations at each step and generates iterates converging to a solution of (1.1) globally and superlinearly when g is a uniform P function. Moreover, motivated by the nite convergence result of other algorithms 16, 42], we use a Newton step in the new method. The resulting method nds a solution of VI(l; u; g) in nite steps, if the involved function g is an a ne function, It is notable that the existence of smooth path and global convergence of the smoothing method requires the same condition that g be a P 0 function and the level sets fx : kF(x)k ?g with ? > 0 be bounded. Like the central path in interior point methods, the smooth path plays a key role in smoothing methods although it does not appear in algorithms.
We have tested the hybrid Newton-smoothing method with three approximation functions on seven types of samples which contain 27 linear VIPs and 4 nonlinear VIPs. Our preliminary numerical results reported in section 4 show that the new method is promising.
Some words about our notation are in order. Let N = fi : i = 1; 2; : : : ; ng: The n n identity matrix is denoted by I. The i-th row of an n n matrix M is denoted by M i . We use k k to denote the Euclidean norm. Let e denote the vector of ones, i.e. e = (1; 1; : : : ; 1) T : We denote < + = f" : " 2 <; " 0g and < ++ = f" : " 2 <; " > 0g:
2 Smoothing approximations Let : < ! < + be a density function with a bounded absolute mean, that is The three density functions used in our computational experiment satisfy these two conditions. See section 4. Note that if the second moment of is bounded, then satis es (2.1) and (2.2). The condition (2.2) is new. We introduce it to establish a strong complementarity error bound in Theorem 2.1 below. By using (2.3), a smooth approximation function can be generated by an appropriate density function. The following proposition is known. Proposition 2.1 7, 9, 19] . The function f : < n < ++ ! < n de ned by (2.3) satis es the following four conditions.
(i) For any (x; ") 2 < n < ++ ; jF i (x) ? f i (x; ")j "; i = 1; 2; : : : ; n:
(2.4) (ii) f is continuously di erentiable with respect to the variable x, and for any 
It is shown in 9] that f 0 (x) 2 @ C F(x) for any x 2 < n where @ C F(x) is the generalized Jacobian at x. This property is called Jacobian consistency property in 9]. However, the de nition of the generalized Jacobian and the semismoothness for superlinear convergence 9, 35] are restricted in < n . In order to make smoothing methods applicable in function spaces, we use the de nition of f 0 (x) and the directional derivative consistency property in this paper. We now develop the following proposition which will be used in our analysis. Hence, we obtain the ( part of (2.9) from (2.13) and (2.14).
Assume that t (a + b)=2. Then following the same argument above, we can
show that h(t) mid(a; b; t). This implies the ) part of (2.9). So the proof of (2 .9) is completed.
Notice that suppf g = < implies that for any ; satisfying < ,
Using this fact and following the above argument, we can prove (2.11).
To study the smooth path de ned by the smooth equations f(x; ") = 0 for " > 0,
we introduce a generalized complementarity problem. Let z 2 < n and E be a diagonal matrix whose diagonal elements are In either case, y i 0.
Therefore (2.18) holds and hence x 2 X: The assumption supp( ) = < implies that vanishes in any nontrivial interval.
In such case, from shows that x(") is approximately feasible, and the distance from x(") to the feasible set goes to zero as " goes to zero. Result 3 shows that the complementarity gap goes to zero quadratically in ". Hence, the solution trajectory x("), if it exists, converges to the solution set of the VIP as " ! 0.
The following corollary further illustrates the behavior of the trajectory for NCP. x) is monotone and the NCP has a strictly complementary solution, which property is possessed by most interior-point algorithms.
We now turn our attention to the existence of the trajectory de ned by fx("; r) : f(x; ") = r; " > 0; r 2 < n g:
The following two assumptions will be used to establish a su cient condition for the existence of a solution to f(x; ") = r; where r is a given n-dimensional vector.
A1. The level sets D(?) = fx 2 < n : kF(x)k ?g are bounded for all positive numbers ?:
A2. For any " > 0 and x 2 < n , f x (x; ") is nonsingular.
Assumptions related to A1 and A2 have been used in several papers on smoothing methods. We state some results here. (ii) g is a P 0 function and suppf g = < 19].
Many interior-point algorithms (e.g. 28, 41] ) for solving the NCP use the following assumption AIP. g is monotone and the set of all the strictly positive feasible solutions S ++ (g) = fx 2 < n : g(x) > 0; x > 0g is nonempty. The existence of a feasible interior point is the standard assumption for any interior point algorithm, and the monotonicity of g is necessary for LCP to have a convex objective 41]. The existence and uniqueness of trajectories de ned by fx("; 0) : f(x; ") = 0; " > 0g were established in 5, 28] under assumption AIP. It is interesting to see the relation between interior point methods and smoothing methods from the di erence of assumptions A1, A2 and AIP.
Since the monotonicity is stronger than the P 0 property, the assumption AIP implies A2 for smooth functions with suppf g = <. However, neither of the two assumptions A1 and AIP implies the other. A1 does not imply AIP, because the uniform P property satis es A1 but fails to satisfy the monotonicity. Nevertheless, the following proposition shows that AIP implies the boundedness of certain level sets for the NCP. Theorem 2.3 Suppose that assumptions A1 and A2 hold, then for any " > 0 and r 2 < n , there is a solution x("; r) of f(x; ") = r. Furthermore, if g is a P 0 function and suppf g = <: Then, x("; r) is unique.
Proof: Let = 3 Algorithm and convergence
In this section, we propose a hybrid Newton-smoothing algorithm for solving VI(l; u; g). We show that the algorithm converges globally and superlinearly under assumptions A1 and A2. Furthermore, the method is nitely convergent, if g(x) = Mx + q; where M is an n n matrix and q is an n-dimensional vector. In this case, we denote the linear variational inequality problem by VI(l; u; M; q).
We 3 Otherwise, let k+1 = k and " k+1 = " k :
Algorithm 3.1 is a modi cation of the smoothing method proposed in 9]. This algorithm simpli es the " update step in 9] and has nite convergence property for linear box constrained VIP. Hence by (2.4), for j 0
where = p n: Since K is in nite, K is in nite and hence k j ! 0 and " k j ! 0, as j ! 1: Therefore, the whole sequence fx k g satis es (3.5). For a xed i, we consider two cases. Theorem 3.2 Suppose that A1 and A2 hold. Assume that for an accumulation point x of fx k g, there are an open ballB :=B(x ; r) = fx : kx?x k < rg and a positive number such that for any x 2B, f 0 (x) is nonsingular and kf 0 (x) ?1 k . Then x is a solution of (1.1) and fx k g converges to x superlinearly. Moreover, if g has a locally Lipschitz continuous derivative around x , the convergence rate is quadratic. In addition, if g is an a ne function, the convergence is nite.
Proof: By Theorem 3.1, x is a solution of (1.1) Moreover, if g has a locally Lipschitz continuous derivative, F is directionally di erentiable of degree 2 at x . Thus
Following the argument in (3.15), we obtain the quadratic convergence rate.
The nite convergence follows from Lemma 3.1 and that k 2 K for all k k . Remark 3.1 If g is a uniform P function, by Theorem 4.3 in 19], for any x 2 < n , f 0 (x) is nonsingular. Hence, by Proposition 2.3, Algorithm 3.1 converges globally and superlinearly for VI(l; u; g), and converges globally and nitely for VI(l; u; M; q); assuming only that g is a uniform P function. It is notable that global convergence of Algorithm 3.1 only requires that g be a P 0 function and the level sets fx : kF(x)k ?g with ? > 0 be bounded. Furthermore, Algorithm 3.1 converges to the solution set of the NCP, if g is monotone, S ++ (g) is nonempty and the starting point is in a certain level set.
Numerical experiments
We numerically tested Algorithm 3.1 with seven examples containing 27 linear box constrained VIPs and 4 nonlinear VIPs. We use three smooth approximation functions which are generated by (2.3) and density functions satisfying (2.1) and (2.2). (cf. 5, 6, 7, 8, 9, 15, 19, 23, 36] ). The three density functions have a common property: (?s) = (s). By (2.6), this implies that for any x 2 < n , the derivatives f x (x; ") of the three smooth approximation functions have the same limit f 0 ( The stopping criterion was kF(x k )k 10 ?8 . Numerical results were obtained using Matlab 4.2c on a Sun 2000 workstation. These testing problems are constructed from some testing problems for LCP and NCP. We added di erent lower and upper bounds on the variables. We report the iterations k, the total numbers of line search steps P k i=1 m i and CUP time in Table 1 { Table 5 for solving these problems with di erent dimensions in Example 1 { Example 5. We report the iterations k, the numbers of iterations where the Newton step in Step 1 was accepted and the number of iterations where the smooth step and line search were taken in Step 2 and the function values at the nal step kF(x k )k in Table 6 and Table 7 for solving these problems in Example 6 and Example 7. The three smooth approximation functions perform similarly in our numerical test. Example 4.6 We randomly generated 100% dense A 2 < n n and q 2 < n whose elements distributed in (?5; 5). We used the QR decomposition of A to get an orthogonal matrix Q. We randomly generated a diagonal matrix D 2 < n n whose Table 2 show that the hybrid Newton-smoothing method takes only a few iterations for the LCP. It is notable that the LCP is relatively easier than the problem having di erent 
