This paper presents an innovative real time 2-dimensional position feedback method, which processes visual input data from a target image on an actively-controlled planar pixel matrix. The objective is to demonstrate the ability to position an X-Y stage with high resolution, using direct position sensing of a dynamically controlled image. In order to achieve high spatial resolution using a pixel array as a target, an algorithm that processes both the geometric shape and the grayscale intensities of the image is implemented. The test platform consists of an X-Y stage carrying a Liquid Crystal Display (LCD) screen that is imaged by a stationary digital camera. The pixel intensities on the LCD screen are modified dynamically to provide 2-dimensional position command inputs that translate to the desired stage motion. The digital images acquired by the camera are used to provide position error feedback to the controller. Experimental results show that direct position sensing is possible to a certain degree of accuracy. However, in order to match today's CNC machines' accuracy levels further processing of the digital images is required. A noise reduction algorithm to filter the fluctuations of the measurements in the digital images is proposed as future work, as well as other considerations.
INTRODUCTION
In the manufacturing sector, the accuracy and tolerance of a final product is critical to the value of the product. Computer Numerical Control (CNC) machines are widely used in mass production, since they provide high production rates, while also achieving the basic accuracy requirements of massproduced parts. One of the determining factors of resolution and accuracy of CNC machines is the type of the sensors used for axis positioning, e.g. linear or rotary encoders. However, these sensors typically cannot sense all positioning error sources such as axis error motions, axis alignment errors, and thermally induced errors. This paper describes a new and potentially more efficient and inexpensive approach for position feedback control systems. By introducing a digital camera and an actively controlled target (digital image on LCD screen) into the control loop, it may be possible to match common CNC machines' accuracy levels with fewer sensors and avoid error mapping. The proposed system aims to provide high accuracy position feedback for arbitrary planar motions, all measured with a single sensor. The proposed sensor is able to directly sense all in-plane axis motions and axis alignment errors (e.g. straightness and yaw motions of the axes, and squareness errors between the axes), and include their effects inside the control loop.
BACKGROUND
Machine errors are one of the major contributors to production part inaccuracies, and therefore must be minimized.
MACHINE ERROR
Based on the current configurations, one could argue that virtually all computer controlled multi-axis positioning systems operate under overall open-loop conditions. Although the individual axes of these machines do have positional feedback sensors and closed-loop control, the actual coordinates of the tool control point (TCP) are not directly sensed. Instead, the axis positions, as measured by the sensors, are combined in a kinematic model of the machine to estimate the tool coordinates. For low precision applications, this approach is entirely adequate, but for high precision applications (e.g. coordinate measuring machines or semiconductor manufacturing equipment), the "as-built" machine does not exactly match the designed kinematic model, resulting in tool point positioning errors. The position error is the difference between the actual position and the desired position. For a typical 3-axis Cartesian machine, such as a milling machine, the tool coordinates are typically obtained directly from the readings of the X, Y, and Z axis position sensors. However, due to the imperfect construction of the guideways and the drive systems, as well as thermal expansion, and finite stiffness of the structure, these machines also possess 6 small positioning error components for each axis that are a function of the axis position: displacement errors along the 3 coordinate directions, rotational errors about the 3 coordinate axes, and 3 squareness errors associated to the relative alignments of the axes.
In general, there are three types of positioning errors in machining equipment: geometric errors (including straightness, squareness and rotational error), temperatureinduced errors caused by thermal expansion of the components, and force induced errors (e.g. cutting force during machining).
Thermal errors are typically the largest contributor to machine tool inaccuracies. Different heat sources, such as that coming from the machine drives or heat generated by the cutting process, affect the thermal state of the machine and the workpiece. The time-variant nature of these errors, the required assumptions about the temperature distributions between the discrete temperature sensors, and the difficulty in analyzing the heat flow in the machine structure, increase the difficulty and complexity of the corresponding correction algorithms {Ramesh #15; Tseng #62; Bryan #47; Chen #26}.
ERROR COMPENSATION
In order to increase the accuracy of machine tools, hardware improvement and software error compensation methods are desired {Woody #20}. Therefore, many studies and research have been carried out in investigating machine tool accuracy. A variety of error compensation solutions, such as error mapping, Homogeneous Transformation Matrices (HTM), rigid body kinematics and artificial intelligence control have been developed to address these issues. Some researchers even combine thermal and geometric models to predict the state of the machine under different conditions {Hocken, 2001 #5}.
Although error compensation methods are able to correct positioning errors to a certain level of accuracy, this only happens after performing error mapping on the machine and after the correction signal is fed back through the control loop; this, of course, is time consuming and inefficient {Woody, 2007 #65}. Even when using complex and detailed models, the individual error for the mathematical equation still has to be measured or predicted {Mou, 1994 #66}.
Additionally, other studies have used neural networks to address and compensate the thermal induced errors of a machine {Chen #37; Srinivasa #61; Mou, 1994 #66; Mize #57; Mize, 2000 #56}. Although the induced error is indeed reduced, it takes several days to collect the data just to initiate the training process of the neural network {Srinivasa, 1996 #61}.
A common pattern of most error compensation algorithms is the tedious task of creating geometric and thermal models and performing measurements required to parameterize these models. Additionally, the selection of calibration instruments, sensor placement, and complexity of thermal deformations represent major challenges in improving the accuracy of the system {Jun, 1997 #39}. As more and more sensors are added to the machine, calibration and tuning become more complicated tasks.
METHODOLOGY -DIRECT SENSING FOR TOOL POSITION
Most error compensation algorithms serve mainly as path correction sub-systems to the original CNC motion control system. These sub-systems supply corrected input signals, based on the error mapping algorithm.
Figure 1(a) shows the nominal kinematic model of a position control machine, assuming perfect axis geometry, i.e. perfectly linear motion and orthogonal axes. However, the "as-built" machine guides look more like the dashed lines on the same figure. When one wishes to position the tool at some arbitrary spatial coordinate, the commands to the individual axes are obtained from the nominal (imperfect) kinematic model. The individual axis controllers then move the machine to this position as indicated by the axis scales. Thus, the imperfections in the nominal kinematic model lie outside the feedback loop, and therefore cannot be sensed nor corrected. Error compensation schemes simply modify the commanded positions to the axis controllers based on a pre-calibrated model of the machine. Figure 1(b) shows the same machine with a multi-DOF spatial position sensor, used to directly monitor the position of the tool. When a position command is issued, the position error vector is the difference between the actual position, as measured by the multi-DOF sensor, and the commanded position. The vector is then decomposed into individual axis position errors by the imperfect machine model. If the model errors are relatively small, the system will drive the tool towards the correct position. In this case, the imperfect machine model is inside the feedback loop, and its effects on the machine accuracy are reduced or eliminated.
In this research, direct 2-DOF sensing of the tool position is provided by visual feedback, from an actively controlled image on an LCD screen, using a digital camera. In this testbed, the desired motion trajectory of the stage is embodied as a time-varying sequence of images streamed on the LCD screen. The illuminated pixels on the display are captured in real time by the digital camera, and the stage motion control system attempts to keep the displayed image in the proper location with respect to the camera image plane. The result is an innovative online multi-DOF position feedback system. Hence, the design is more similar to a vision-based tracking controller than to a typical multi-axis machine. Additionally, because the sensor (camera) simultaneously monitors multiple degrees-of-freedom of the moving stage (X and Y displacements and Z rotation), the machine controller now becomes a MIMO (multi-input, multioutput) system as opposed to an assembly of SISO (single input-single output) systems. Therefore, the proposed camera-LCD sensing setup eliminates the reliance on the kinematic model, used to derive position targets for independent axes. This method also avoids traditional error compensation techniques, along with their associated cost and complexity.
PROOF OF CONCEPT

VISUAL APPROACH AND CONTROL SYSTEM
A mathematical model of the image acquisition process must be developed and integrated into the control system model, in order to understand the functionality of the same and optimize performance.
VISION
One of the key factors of using image acquisition devices for position feedback is the challenge of achieving an accurate mapping between the image coordinate system and physical displacement of the system. The pinhole camera model has been commonly used for this purpose ([17] ) and is also being used here to determine the displacement resolution of the proposed implementation. Figure 4 shows a pinhole camera model, where the image plane (IP) represents our camera image plane, the (X,Y,Z) axes are parallel to the corresponding (X,Y,Z) axes of the reference coordinate system shown in Figure 2 , and the Z axis goes through the principal point (PP) of the camera plane. PP is also considered the reference point (origin) for the generation the motion commands.
For a target point C, with coordinates (X,Y,Z) in the coordinate system of Figure 4 , the x-axis (which of course can be extended to the y-axis) coordinate on the IP can be calculated as follows
where X and Z are the X-and Z-coordinates of point C, respectively, and f is the focal length of the camera lens. Notice that, following the setup described in section 3.1, C is actually a point on the LCD screen, represented by one or more pixels.
We now focus on developing an equation for the resolution of the proposed configuration (Figure 2 and Figure 3 ), which incorporates (1) into our setup context. Hence we define our theoretical resolution function as r=F (ε,M,G) , where r represents the minimum achievable (measurable) displacement along the x-axis of the IP, ε is the IP pixel size (camera), and M is the physical magnification of a pixel from the LCD screen to the image plane. The third variable in our equation, G, is one of the key components of this innovative approach. G represents the number of discrete grayscale levels used by the algorithm to achieve high precision displacements. By introducing parameter G it is possible to contemplate nongeometrical features of the object of interest, such as pixel intensity, for data extraction.
Figure 4: Pinhole camera model
From the resolution function it is clear that the only two parameters that need to be defined are M and G, since ε is known from the camera specifications. Hence the remaining part of this section will be dedicated to this task, in order to define r. A typical digital camera has a pixel size between 5 and 10 um. In order to achieve sub-micron resolution, an extreme sub-pixel resolution method must be developed. To achieve this, we use an intensity-weighted centroid calculation where the grayscale value of each pixel is used to weight its contribution to the centroid. The formula for the x-axis centroid on the image plane, assuming the image under analysis is a 1-D array of N pixels, is
where x i is the location of pixel i, with respect to the origin, measured in pixels, and g i is the grayscale value of that pixel.
Notice that for an 8 bit grayscale image, G equals 256, since the range of possible values for g i is 0 to 255. The pixel magnification M, indicates the number of LCD pixels that map to a single pixel on the image plane. If the size of a pixel on the LCD screen is δ µm, and the size of a pixel on the image plane is ε µm (see Figure 5 (a)) then based on these values a slight modification of (1) yields
One way of modifying the magnification is by adjusting parameters d and f (note that d+f=Z) as shown in Figure 5 (a). Alternatively, the focal length, f, associated with the camera lens can be set to a desired value by an appropriate selection of the optical components.
From Figure 5 (b) it is clear that the (1) and (3) only hold, if the reference points on the IP and the LCD screen coincide with the intersection of the Z-axis with the IP and the LCD plane, respectively. We define these reference points as u 0 (u 0 =(x 0 , y 0 )) and v 0 (v 0 =(X 0 , Y 0 )), respectively. Then it follows that a vector v on the LCD maps to a vector u on the IP, based on the following equation
For the same example of a 1-D array of N pixels presented before, and using (4), it is possible to calculate the resultant displacement x due to a variation in X. If the variation in X, which we call ΔX c , is represented by a centroid variation on the LCD screen, then we can define our resolution function as the resulting displacement in x, which we call x desired , as follows
Notice that G, the grayscale range, is actually implicit in the centroid calculation X c . The same procedure used to calculate (5) can be applied to obtain the resolution in the y-axis. Table 1 and Table 2 show the theoretical resolution obtained from (5), after varying the centroid position on the LCD screen, and the distance d, respectively. The other parameters are set to fixed values, based on either our setup values, or the typical values. Figure 6 shows the block diagram of the proposed system, where C(s) is the PID controller, G(s) is the plant model (servo motor) and K a is the rotary to linear conversion gain. The vision process is performed by H 1 , vision acquisition, and H 2 image processing algorithm. Notice that H 1 is affected by a noise source η X from the acquisition method. 
CONTROL SYSTEM: BLOCK DIAGRAM
Finally, gain K a in Figure 6 provides the rotary-to-linear conversion. Table 3 shows the setup values of the servo motor (data provided by {Aerotech #31}). 
SENSOR MODEL: H 1
For the block diagram in Figure 6 a single sensor is used to generate the feedback data. As explained in section 3.1 a single digital camera replaces the need of individual axis sensors. A homogeneous transformation allows the complete description of the control point C (see Figure 4) on the image plane, as follows
Normalization yields the same result obtained in section 4.1
These are the undistorted camera coordinates. Coming back to the block diagram presented in Figure 6 , it is clear that the position measurements are affected by noise associated with the image acquisition process, and also associated with the intensity uncertainties of the pixels on the LCD screen. This disturbance is described by
The next step in the image acquisition process is the generation of the digital image from the input data. This step is divided in two sub-steps: pixel mapping and interpolation. The first sub-step is used to find the best pixel match from the input data, while the second one ensures that the floating point pixel intensities, resulting from the first sub-step, are rounded off to integer values according to the surrounding pixel intensities.
Several techniques have been implemented to perform a "best fit" pixel mapping, which involve linear regression and leastsquare error calculation {D. Chu #68; D. Chu #68}. 2-and 3-tone encoding algorithms could also be used to reduce the effects of noise.
After the image I(x,y) is created, it is ready to be analyzed by the Image Processing block, H 2 . As stated in section 4.1 the basic requirement for the image processing algorithm is the generation of sub-pixel data, and its conversion to sub-micron measurements. This is done by performing the centroid calculation described by (2).
Controller Simulation
Controller simulation was carried out in Matlab to examine the stability and response of the servo motors and to tune the PID controller. The PID gains were manually tuned to ensure fast settling time and low overshoot. The simulation was performed using the PID transfer function C(s), and Plant model G(s), shown in (10) and (6) respectively.
(10) Figure 7 shows the step response of the controller with the best-fit gains: K p =100, K I = 50 and K D =100. This response has a settling time of 0.005 sec and a 3.5 percent overshoot, which fulfills the needs of our system. These gains are also used in the real time controller to run the experiments in section 5.
EXPERIMENTS
Experiments were developed to assess the following:
1. Coarse control: control system validation based on pattern detection and pattern tracking 2. Fine control: sensitivity of the system to X-axis displacements using a fixed image
The first test intends to track a moving point on the LCD screen, and thereby validate the ability of the sytem to perform position sensing of a low resolution target. The second test assesses the high resolution sensitivity of the testbed to the stage motion. Hence, instead of changing the centroid (grayscale) on the display, the centroid of a fixed image is calculated continuously for small displacements on the X-axis. These displacements simulate micron variations on the centroid of the displayed image.
TEST 1 -POINT TRACKER
The target image is a 5 pixel radius circular dot with no grayscale weighting. The target dot is illuminated at random positions on the LCD screen, while the control system commands the motion of the X and Y axes to align the target with the center of the image (point (320,240) for a 640x480 image).
(a) (b) The point tracking experiment shows that the proposed method is able to perform pattern detection and position sensing of a low resolution target. The result also supports the use of visual data for the control loop.
TEST 2 -SENSITIVITY
The sensitivity of the stage to command displacements in the order of microns is tested. At the same, validation of the simulation results in Table 1 and Table 2 is desired. Figure 9 shows the variations on the centroid calculation with respect to a reference point 0, due to step displacements of 5 µm on the X-axis, for a range of ±20 µm. For this test the distance between the LCD and the camera, d, is 9.29 mm. For each displacement a sample of 781 measurements, over a period of 1minute, was taken. The vertical arrays of dots on the graph are the computed centroid location for each of the 781 measurements. The results in Figure 9 show that the fluctuations in the measurements, due to noise, prevent our system from sensing displacements of 20 µm or less along the X-axis. Note that many of the test points for -20 µm overlap with those taken for 0 µm.
The previous test was repeated for d=100.86 mm; the results are shown in Figure 10 . Since M is smaller, and as expected from the mathematical model, smaller variations are detected from the same displacements as in the previous test. Furthermore, from the slope of the best fit lines, it is clear that the sensitivity of the vision system improves as d decreases (camera closer to LCD). A slope of -0.0052 pxls/µm in Figure  9 , compared to a slope of -0.0008 pxls/µm in Figure 10 indicates that it is easier for the system to overcome noise problems as d approaches 0. However, in both cases noise makes reliable sensing of small displacements problematic. The theoretical and experimental magnifications for the tests of Figure 9 and Figure 10 were calculated. The results are shown in Table 4 Table 4 . This aspect can be associated to distortion on the acquired images, which can be corrected by a calibration procedure. However, distortion errors are commonly high in areas of the image that are closer to the borders, while they are almost zero in those areas closer to the geometric center (point (320,240) for a 640x480 image). Hence, for test 1 and in general for high precision measurements near the center of the image, calibration is not required.
CONCLUSION
Initial results show that direct multi-DOF position control, using a dynamic target (image) and an image acquisition process is possible. This alternative can mitigate the current issues of error compensation complexity and cost faced by many machine designers.
The first test (coarse control) demonstrates the ability to perform low resolution pattern detection, and also supports the use of visual data for the control loop.
Although theoretical results in Table 1 and Table 2 suggest achievable resolutions of 1.5 µm and 2.3 µm, respectively, the second test demonstrates that displacements of less than 20 µm cannot be detected without additional processing of the digital images. Hence, a noise reduction algorithm, for accurate displacement measurements is needed.
FUTURE WORK
Our initial results motivate research needs in the following areas:
 High resolution pattern matching and pattern detection, by matching 3 rd or higher order polynomials using interpolation or least squares techniques, can provide better and more robust displacement measurements.  Use of image correlation for planar motion estimation.  As it is known, a common LCD screen has refresh rates in the range of 50-100 HZ, while most digital cameras can only capture images in the range of 20-100 FPS. These rates are several orders of magnitude smaller than the processing rates of a common PID controller (normally in the order of KHz). Since both the LCD screen and the digital camera are being used to generate the control data, these ranges represent a time delay in the control loop. In order to address this issue, a trajectory path predictor must be designed to predict the intermittent points of the system. An augmented system configuration is shown in Figure 11 . 
