Technical Disclosure Commons
Defensive Publications Series
November 2020

Techniques to Read Aloud and Enhance Text Content
N/A

Follow this and additional works at: https://www.tdcommons.org/dpubs_series

Recommended Citation
N/A, "Techniques to Read Aloud and Enhance Text Content", Technical Disclosure Commons, (November
05, 2020)
https://www.tdcommons.org/dpubs_series/3747

This work is licensed under a Creative Commons Attribution 4.0 License.
This Article is brought to you for free and open access by Technical Disclosure Commons. It has been accepted for
inclusion in Defensive Publications Series by an authorized administrator of Technical Disclosure Commons.

: Techniques to Read Aloud and Enhance Text Content

Techniques to Read Aloud and Enhance Text Content

Abstract:
This publication describes techniques to read text aloud and enhance text content to
produce an audio experience. A user identifies text to read (e.g., news articles, email threads,
social-media feeds, stories) on their computing device and saves the text to a Text Manager. The
Text Manager may use a machine-learned model implemented on the computing device to produce
high-quality text-to-speech that, for example, is conversational, well-paced, uses correct pauses,
and uses an appropriate tone based on context. The machine-learned model may also determine
context of the text to determine, for example, relevant sounds or music that may enhance the
speech. The user can queue multiple pieces of content and listen at their leisure.
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Background:
Users frequently have more text content that they want to read than their schedules permit.
In an example, a user may desire to read the newspaper, catch up on emails, or read their social
media-feed highlights, each of which may require reading text on the user interface of a computing
device (e.g., smartphone). If the user has a busy schedule, they may not have sufficient time to
read the text. As a result, the user may have to either compromise an activity to catch up on their
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reading or forgo reading the material to remain on schedule. Some reading material (e.g., the
news) is time-sensitive, providing a dilemma for the user. As a result, there are barriers preventing
a user from reading desired text.
Audio-content consumption is on the rise with audiobooks, podcasts, and so forth. Some
users want to multitask while catching up on reading content using their computing devices. In an
example, a user may want to listen to their new emails while driving to work. A process for
consuming reading material as an audio experience can vary across computing devices, oftentimes
using a text-to-speech (TTS) technique.
The operation of the TTS technique may, for example, normalize a text input by converting
the raw text (e.g., which includes abbreviations, numbers, symbols) to written words. The words
of the text may be assigned phonetic transcriptions using, for example, the phonetic alphabet. Text
may be additionally categorized by prosody (e.g., rhythm, stress, intonation, tone) to determine
the most appropriate emotion(s) associated with the text to be included with the speech. In an
example, if a sentence ends with a question mark, the speech may include inflections to convey
the inquisitory nature of the text. This symbolic linguistic representation of the text may be
converted to synthetic speech waveforms and played as an audio file, for example, on the operating
system or an application of a computing device. TTS techniques may be developed with the goal
of preserving the natural speech of the text, but the operation of the TTS technique can vary across
computing devices with various levels of successful engagement of the user with the audio
experience.
To create an engaging audio experience, the user may desire, for example, a TTS that is
conversational, well-paced, or includes relevant music. This enhanced TTS can make the reading
material a more enjoyable audio experience for the user. Furthermore, the user may want to listen
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to several TTS audio recordings at their leisure. It can be difficult to remember a long reading list,
especially if the user is not ready to listen to the content at the present moment. As a result, many
users do not utilize the functionality provided by TTS techniques on a computing device.

Description:
This publication describes techniques to read text aloud and enhance text content to
produce an audio experience. While the example computing device described in this publication
is a smartphone, other types of computing devices can also support the techniques described
herein.
A computing device may include one or more processors, transceivers for transmitting data
to and receiving data from a base station (e.g., wireless access point, another computing device),
sensors (e.g., a location sensor, an image sensor), a computer-readable medium (CRM), and an
input/output device (e.g., a display, a speaker, a microphone). The CRM may include any suitable
memory or storage device, for example, random-access memory (RAM), static RAM (SRAM),
dynamic RAM (DRAM), non-volatile RAM (NVRAM), read-only memory (ROM), or flash
memory. The CRM includes device data (e.g., user data, multimedia data, applications, and/or an
operating system of the device), which are executable by the processor(s) to enable the techniques
described herein. The device data may include a Text Manager. The computing device performs
operations under the direction of the Text Manager to collect text input from the user, save the
content to the CRM, determine the context of the text, convert the text to speech, enhance the
speech, and allow the user to queue saved content.
In an example, the user may identify text to read on their computing device from multiple
categories including, for example, news articles, email threads, social-media feeds, and stories as
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shown in Figure 1. The operation of saving input text to the Text Manager may include clicking
on a designated Text Manager icon located on a system-level access point (e.g., the volume tracker)
of the computing device. In an example, if the user would like to read the morning news but does
not have enough time before work, the user may identify the news article to read on their
computing device and save the text by clicking a Text Manager icon available on the user interface.
The text content may be saved into a queue to allow the user to revisit the content at a convenient
time. Furthermore, if the user has numerous news articles to read, for example, each article can
be added to the queue and accessed at a later time.

Figure 1
A user of the computing device may be provided with controls allowing the user to make
an election as to both if and when systems, applications, and/or features described herein may
enable collection of user information (e.g., information about the social network of a user, reading
history, browsing history, email content, preferences of the user, a current location of the user),
and if the user is sent content and/or communications from a server. In addition, certain data may
be treated in one or more ways before it is stored and/or used, so that personally identifiable
information is removed. For example, the identity of a user may be treated so that no personally
identifiable information can be determined for the user. In another example, the geographic
location of the user may be generalized where location information is obtained (e.g., to a city, ZIP
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code, or state level), so that a particular location of a user cannot be determined. Thus, the user
may have control over what information is collected, how that information is used, and what
information is provided to the Text Manager.
Once a user identifies and saves text to read aloud on their computing device, the Text
Manager may utilize a high-quality TTS technique, for example, to create a podcast-type audio
experience. The TTS technique may use a machine-learned (ML) model implemented on the CRM
of the computing device to create conversational TTS. The ML model may be a standard neuralnetwork-based model with corresponding layers required for processing input features like fixedside vectors, text embeddings, or variable-length sequences. The ML model may be implemented
as one or more of a support vector machine (SVM), a recurrent neural network (RNN), a
convolutional neural network (CNN), a dense neural network (DNN), one or more heuristics, other
machine-learning techniques, a combination thereof, and so forth.
The ML model is trained to classify, for example, the words, punctuation, and phrases in
the text to determine the emotional context of the text (e.g., excitement, fear, love) and generate
audio speech that preserves that emotion. In an example, the operation of the ML model may use
natural language understanding to create TTS that is read at a slow pace, with correct pauses, and
uses inflections when appropriate. If the text reads, “It was a dark and stormy night,” the speech
may convey drama in the tone of voice. If the text reads, “Once upon a time, in a faraway land,”
the speech may convey a tone of wonder in the voice.
From the context of the text determined by the ML model, the Text Manager may further
enhance the speech into an audio experience. The operation of enhancing the speech using the
ML model may include adding, for example, relevant sounds, music, and images to create an
engaging experience for the user based on context. In an example, if the text reads, “It was a dark
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and stormy night,” the ML model may determine that adding the sound of thunder, rain, or
lightning to the background could enhance the speech. If the text reads, “The knight drew his
sword to slay the dragon,” the ML model may determine that the sound of a sword, the roar of a
dragon, and an epic/thrilling musical theme song could be added to the speech to enhance the
experience.
Once the user is ready to listen to the audio content, they may choose from a text in their
saved queue on the Text Manager. Listening to audio content on the Text Manager of a computing
device may not require the user to have the text open at the same time. In an example, the user
could have their computing device in a bag while listening to the audio content with a set of
headphones plugged into the computing device. This may allow the user to multitask while
listening to the audio content (e.g., listening to the news while walking to a coffee shop). If instead
the user desires to have the text open on the user interface of the computing device, the Text
Manager may provide system treatments to enhance the experience, for example, by highlighting
text or showing relevant images.
This high-quality, enhanced, conversational TTS may encourage users to consume text
more often even if they do not have time to read it directly.
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