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Abstract
The past decade has seen the rise of cheap and ubiquitous access to cameras,
especially by its systematic embedding into mobile phones. In conjunction with the
increase of network bandwidth and a large worldwide commitment to online social
media, we face today a tremendous amount of multimedia data.
The rate at which the quantity of data increases is sufficiently high to prohibit
the idea of the traditional but cumbersome and lengthy process of human-driven
data organization and labelling. This induces a need of automatic processing of
multimedia data. Image classification is a good example of such a task.
In this work a new method for automatic image classification is proposed. It relies
on a compact representation of images using sets of sparse binary features. This work
first evaluates the Fast Retina Keypoint binary descriptor and proposes improvements
based on an efficient descriptor representation. The efficient representation is
created using dimensionality reduction techniques, entropy analysis and decorrelated
sampling.
In a second part, the problem of image classification is tackled. The traditional
approach uses machine learning algorithms to create classifiers, and some works
already propose to use a compact image representation using feature extraction
as preprocessing. The second contribution of this work is to show that binary
features, while being very compact and low dimensional (compared to traditional
representation of images), still provide a very high discriminant power. This is
shown using various learning algorithms and binary descriptors.
These years a scheme has been widely used to perform object recognition on
images, or equivalently image classification. It is based on the concept of Bag of
Visual Words. More precisely, an image is described using an unordered set of visual
words, that are generally represented by feature descriptions. The last contribution
of this work is to use binary features with a simple Bag of Visual Words classifier.
Tests of performance for the image classification are performed on a large database
of images.
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Introduction
Introduction
Today we face an unprecedented data deluge for which we need automatic and intelligent
processing. Indeed, as we entered in the era of free and easy to use social media, the
amount of data available online becomes overwhelming. This can be explained by the
fact that this data can be extremely redundant (i.e. present in many places in different
quality or format), poorly indexed and sometimes of questionable quality.
To summarize in one word, the Big Data we have access to is highly disorganized.
Given the fact that some portion of it is not associated with semantic information, one
cannot rely on metadata and must thus devise data-aware processing.
We can split the organization into two category of tasks : clustering and classification.
The first one is needed to automatically create groups of similar objects and the latter is
needed to add meaningful semantic information to it. Of course, these two operations
should be interconnected as they can highly benefit from one another.
One of the digital data type which occurs the most is visual image-based content such as
pictures, videos, scanned documents, and so on. As humans we have still a clear superi-
ority over artificial computer based vision, especially for tasks related to identification,
recognition and classification. We are so good at this that we seem to forget how difficult
the task is. One fact which makes it especially challenging is that recognition relies on
memory and in fine on learning.
That is why automatic processing of image-based content is currently still considered
as a hard problem and involves many fields of research such as image processing, computer
vision, machine learning and large scale databases.
In this work, we address the image classification task, while keeping in mind this Big
Data context. We thus propose an efficient method for image classification based on a
compact representation of images using sparse binary features.
The first part of this work will remind theoretical foundations needed to develop feature-
based image classification methods. In the first section we will review the feature-
based image description pipeline and describe different keypoint detectors and descriptor
extractors. In the second section several concepts of dimensionality reduction techniques
will be presented, as they can be useful to create more compact representation of high-
dimensional data. The third section is an overview of machine learning methods both for
clustering and classification tasks.
In the second part, we will first propose an improvement of the Fast Retina Keypoint
binary feature descriptor. We will evaluate the potential of description of a compact
representation of the descriptor using distance preserving dimensionality reduction, entropy
analysis and decorrelated sampling. In the last section we will start by evaluating the
discriminant power of binary descriptors in the context of image classification and finally
use a Bag of Visual Words classifier with sparse binary features to perform image
classification on a challenging image dataset.
–1–
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1 Feature-based image description
1.1 Purpose
An image, with the meaning of digital raster image, is a two dimensional array of discrete
values, potentially multi-channel. This pixel array representation is useful to store and
display images or for general image processing but is not suitable for several kind of
processing techniques. One of the reason to prefer an alternative representation is that
an image is a very high-dimensional object, i.e. it is a vector in Zw×h×cq , where w is the
width, h the height, c the number of channels and q the quantization level. A typical
example would be a full HD color image with each color channels quantized on 8 bits.
The space in which lives the image is huge1 and thus prevents several kind of processing,
especially those very sensitive to dimensionality such as machine learning, as we will see
in the following sections.
Even if the space in which an image lives is of high-dimension, it happens that most
images come from the real world and thus contain non-distinctive parts (such as patches
of uniform color). It becomes then very useful to extract only meaningful parts of the
image, in other words to retrieve only a small amount of very discriminative image areas.
A common way in computer vision to fulfil this purpose is to find locations containing a
lot of information, and then to describe them using their local pixel neighbourhood. Such
points are generally called keypoint features (or interest points), and their description is
generally referred to as descriptors.
The feature-based image description is thus a collection of features and their respective
descriptors. The problem of high-dimensionality of the standard representation is solved
since descriptors live in (arbitrarily) low-dimensional spaces. Let us note that in general a
feature is not restricted to interest points but can be anything which has a high discriminant
power (e.g. edges). In this work we will however only consider keypoint features
in our feature-based image representation. Many techniques rely on this alternative
representation either for its compact form or for its focus on interest points. Numerous
examples can be found in the literature such as use in object retrieval [38][24], 3D stereo
reconstruction [50] or image stitching [7][46] to name a few.
1.2 Feature points detection
As stated above, the first requirement of the feature-based image representation is to find
discriminative image patches. This process is commonly known as feature detection and
has been solved using several approaches. The common goal of the many techniques is to
find locations at the center of image patches which have to be easy to track. The patches
need to be highly textured (as uniform color is impossible to track), possess a strong
contrast (i.e. high image gradient) and at the same time avoid the aperture problem
[25][34] [3]. Intuitively, the only kind of feature which respects these constraints is a
patch that possess at least a pair of sufficiently orthogonal gradient directions. A typical
example is a patch containing a corner, which explains why this process is sometimes
called corner detection.
1 in Z6082560256
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Auto-correlation based detection
A simple way to measure the quality of a keypoint is to compute the autocorrelation
associated to its patch, i.e. to compute the correlation between the patch and small shifts
of itself :
RII(∆u) =
∑
i
I(xi)I(xi + ∆u) (1)
where I is the image patch, xi a pixel location and ∆u a shift. A good and stable
keypoint would yield a strong local minimum.
Using the Taylor Series expansion of the shifted term I(xi + ∆u) ≈ I(xi) +∇I(xi), one
can derive the following formulation of the autocorrelation2 :
RII(∆u) = ∆uTA∆u (2)
with
A = w ∗ ∇I∇IT = w ∗

∂2I
∂x2
∂2I
∂x ∂y
∂2I
∂y ∂x
∂2I
∂x2
 (3)
where w is a weighting factor accounting for the local autocorrelation estimate and ∗
represents the convolution operation.
An eigenvalue analysis of the matrix A gives two eigenvalues and two corresponding
eigenvectors defining an ellipse. From the autocorrelation matrix and its eigenvalues
(λmin, λmax), various ways of detecting keypoints have been proposed.
In Shi and Tomasi [44] they used the minimum eigenvalue λmin, while in Harris [23]
they used the quantity3 λminλmax−α(λmin +λmax)2 to name the two most famous. The
general method used by all these auto-correlation based detectors is the same :
1. compute the partial derivatives4 (generally noted Ix and Iy) using a convolution
with derivatives of Gaussians
2. compute the outer product of [Ix Iy] to get the autocorrelation matrix A
3. compute a measure based on eigenvalues analysis
4. choose all points where this measure has a value above a given threshold
These detectors, while giving reasonably good results, are quite simple and can be
improved by considering scale, rotation and affine invariance. We will give a brief overview
of different detectors providing robustness to one or more of these characteristics.
2see [47] for a full derivation
3this quantity can be efficiently computed as it is simply det(A)− α · trace(A)2
4 ∂I
∂x
and ∂I
∂y
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Scale-invariant detection
The robustness to scale (or scale invariance) is a highly desired property for a keypoint
feature detector since the image scale is a priori unknown. Indeed, a simple example
would be different pictures of the same object with different levels of zoom. In such a
case, a large-scale (i.e. low gradient frequency) feature would not be detected at a fine
image scale. To overcome this issue, the simplest solution would be to detect features at
different scales and accounting for all the detections at each scale. However the adopted
solution was a bit different, mainly to improve the efficiency. Indeed, the authors of [33]
and [36] choose to select features that were stable in space (in the sense of the previous
section) and in scale at the same time, instead of taking all detected features at each
scale.
The well known Scale Invariant Feature Transform (SIFT) feature detector uses such
a space and scale combination for the detection [33]. The authors proposed to use a
pyramid of Difference of Gaussian, and then to search for maxima in both scale and space
at the sub-octave level. The location at the sub-pixel level is then computed using a
quadratic interpolation.
It is worth noting that the features detected by the SIFT detector are different from
the ones detected by auto-correlation based detectors such as Harris detectors. In fact
the features of the two kinds of algorithms are rather complementary5.
Efficient detection
The detectors presented above provide features of very good quality but are computation-
ally intensive and can thus be impossible to use in real-time applications, e.g. for mobile
devices or even in very large scale configurations. This is why some research has been
done in order to provide very efficient detectors.
One of the most famous detectors, designed to be very efficient, is the detector
called Features from Accelerated Segment Test (FAST)[41]. It is a morphological feature
detector, meaning it is based on morphological operations rather than convolutional-based
operations. It does not require second order derivatives and thus no prior denoising. This
difference accounts for a large part in the efficiency gain.
The FAST criterion for corner detection works as follows. A ring of pixels around a
given point is considered (i.e. the segment test). If a given number of consecutive pixels
in the ring have sufficient difference in intensity than the pixel of the central point, then
the latter is considered as a detected keypoint. The authors of FAST proposed a learned
sequence of pixel evaluations lowering the number of tests to perform (i.e. accelerated
segment test) and thus improving a bit more the efficiency of the detection. Finally a
non-maximal suppression step is performed to remove corners which have an adjacent
corner with a higher response.
This method was improved by the authors of [35] who proposed the Adaptive and
Generative Accelerated Segment Test (AGAST) feature detector. Their work uses the
same segment test as the FAST, but the authors proposed to use optimal decision trees
to provide a generic accelerated segment test and thus avoid the learning step of FAST.
FAST and AGAST are very efficient detectors which provide corners of good quality.
However they lack scale and rotation invariance as the detection is done in space only.
To overcome this issue the authors of [31] proposed an extension of the AGAST detector
called Binary Robust Invariant Scalable Keypoints (BRISK).
The method used in BRISK relies on scale-space detection. For this purpose, a scale-
space pyramid of n octaves and sub-octaves are created by half-sampling. A step of FAST
5see for example [47] p.215
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detection is done in each octaves and sub-octaves using a same threshold. The following
step is a non-maximal suppression in both scale and space. This means that a point is
considered as a valid keypoint if (1) it has a greater FAST score than its neighbours in the
scale domain in its own layer and (2) it is also greater than the corresponding scores in
layers above and below it. Finally, the true scale of the point is determined by quadratic
interpolation, and the location at sub-pixel level is defined as the closest maxima in the
corresponding scale.
The rotation invariance is not provided by the detector but by the corresponding
BRISK descriptor which will be presented in the next section.
1.3 Keypoint description
Once the features are detected, i.e. the keypoints are found, they have to be described.
Usually this is done using a local neighbourhood of pixels around the keypoint location.
Several characteristics can be desired for a good keypoint descriptor. First, the size
(i.e. dimension) of the descriptor need to be bounded to a sufficiently small value, in
order to keep the benefits of the feature-based image representation, and to be able to
match features efficiently. For matching purposes, the description should be descriptive
enough to allow a good discrimination but at the same time robust to variations of the
surrounding pixels of the point corresponding to a same object. Robustness can be wanted
for in-plane rotation, scale, affine or perspective transformation, compression noise, etc.
As we saw in the previous section, scale and rotation information can be provided by the
detector.
The keypoint descriptors were traditionally real-valued, as they generally encode
normalized difference of gradients (i.e. orientations). We will first look at some of the
classical ones and then present more recently developed binary descriptors.
1.3.1 Real-valued descriptors
SIFT
One of the most famous and widely used keypoint descriptor is the SIFT, introduced at
the same time as the detector which was briefly described before. The description of a
detected keypoint is done using the following method.
• The image in the pyramid whose scale is the closest to the keypoint scale is selected,
• A Gaussian weighting function centered on the keypoint is applied to give more
importance to the pixels near the center of the patch,
• The patch is discretized in a square grid of 16 cells.
• A 8-bin histogram of gradients is computed for each cell.
• The 128 (16 x 8) values are normalized and form the SIFT descriptor.
This description is supposed to provide invariance to various parameters such as viewpoint
or illumination changes. The final SIFT descriptor is a 128-dimensional real valued vector.
Many extensions of the SIFT descriptor have been proposed such as PCA-SIFT[28]
that replaces the Gaussian weighted histogram of gradients by a Principal Component
Analysis (PCA) applied to the normalized grid of gradients. Another example is the Color
SIFT[53] which uses an opponent color model instead of the standard mono-component
grey values intensity model. More recently, a method called RootSIFT was proposed
in [4] which essentially does not modify the descriptor but the metric used to compute
–8–
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distances between them. According to the paper, taking the Hellinger distance instead of
the usual Euclidean distance improves the matching of the descriptors.
SURF
Another well known algorithm for keypoint description is the Speeded-Up Robust Features
(SURF)[6] descriptor6. It relies on integral images to approximate convolutions, which
provides an appreciable improvement in efficiency (compared to SIFT for example).
The descriptor extraction algorithm of SURF works as follows :
• A weighting Gaussian function centered at the keypoint is applied
• The general orientation is computed using sums of Haar wavelet filter responses.
• The patch is divided to form a square grid (oriented in the direction of the general
orientation computed in step (2)). The grid consists of 16 cells (called subregions).
• Orientations inside each cell is computed using Haar wavelet filter responses.
• A vector of 4 different sums of the orientations is computed in each cell.
• The 64 (16 x 4) values are normalized and form the SURF descriptor.
Variants such as SURF-36 (3x3 grid) or SURF-128 (extended set of features) are based on
the same method. The SURF descriptor is supposed to provide invariance to illumination,
viewpoint and contrast variations. The standard SURF descriptor is a 64-dimensional
real valued vector.
1.3.2 Binary descriptors
As we will introduce binary descriptors let us first define the notation. We will denote
the finite field of two elements GF (2) with the Hamming distance metric7 as Z2.
All the descriptors we reviewed above were high-dimensional real-valued vectors.
But since floating point values need to be encoded as binary strings of 32 bits8, the
vector corresponding to a descriptor of 128 floating point values is in fact a much higher
dimensional binary vector.
A solution to this problem of poor distribution of the information over the usable
bits can be to provide a better encoding and rely generally on hashing applied to the
real-valued descriptor [2][24][38]. But one might want to use this huge space directly by
using binary descriptors.
Other advantages of the binary descriptors are that they can be more compact that
traditional descriptors9 and they are much faster to match. Indeed a matching between
binary descriptors makes use of the Hamming distance which can be implemented as a
XOR operation followed by a bit count and such operations can be computed extremely
efficiently even on low-end or mobile devices.
6SURF provides in fact both detector and descriptor
7later noted | . |H
8for most single-precision implementations of real value variables
9since there is a one-to-one correspondence between the number of dimension and the number of bits
required to encode it
–9–
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BRIEF
The Binary Robust Independent Elementary Features (BRIEF)[9] descriptor is a good
example of binary descriptor which possess the qualities we just described. In addition to
these, the BRIEF descriptor provides a descriptor extraction algorithm that is way faster
than any standard real-valued descriptor.
The description extraction is fairly simple and follows these steps :
• A Gaussian smoothing is applied to the patch.
• The difference of intensity of 512 pairs10 of pixels is computed and thresholded
using a step function. In other words the descriptor is formed of the 512 values
computed as the binary sign of the pairs differences.
• The location of the pairs is precomputed and randomly drawn from a Gaussian
distribution centered at the keypoint.
By itself BRIEF is neither scale nor rotation invariant. This is why the authors of [42]
proposed an extension of BRIEF providing rotation invariance and more robustness to
noise that is called Oriented BRIEF (ORB).
BRISK
Inspired by the efficiency of the BRIEF descriptors, the authors of the BRISK detector
proposed an associated binary descriptor. The description is also a binary sign of a
differences between pairs of locations. The two main differences with BRIEF is that
BRISK is a rotation invariant descriptor and uses a special pattern to sample the pairs
instead of a random distribution. The algorithm for the extraction of the descriptor is
the following :
1. A concentric sampling pattern is created.
2. A set of long range pairs and a set of short range pairs are created.
3. The global orientation is estimated using the set of long range pairs.
4. The sampling pattern is rotated in the direction of the computed orientation.
5. In order to avoid noise, the sampling pattern defines Gaussians centered at each
point, so that the differences of the pairs are in fact differences of Gaussians
6. The descriptor is constructed using a determinitic set of 512 short range pairs
FREAK
Extending the works of [31] on the BRISK descriptor, the authors of [1] proposed a
descriptor called Fast Retina Keypoint (FREAK) to continue on the way of bitstream
containing Differences of Gaussians. They proposed a new sampling pattern inspired by
the human retina that has two main differences with the one proposed in BRISK. The
Gaussians are called receptive fields in reference to the human retina.
The first contribution is an allocation of the receptive fields using a concentric
distribution and of size exponentially increasing with the distance to the keypoint. The
second contribution is to choose a pattern that creates overlaps between the different
receptive fields.
10256 pairs for BRIEF-32
–10–
1 Feature-based image description
The sampling pattern given in the original implementation of the FREAK descriptor
contains 43 receptive fields, which leads to 903 possible pairs. For efficiency purposes and
to avoid having too much correlation between the pairs, the authors propose a method to
select a subset of 512 pairs from the 903.
This process is referred to as pairs selection and we will develop it more in the second
part of this work. It is also a good example of a concept called dimensionality reduction,
which is the subject addressed in the next section.
–11–
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2.1 Purpose
Dimensionality reduction (also called dimension reduction) is a very general subject and
can be used in many fields such as numerical analysis, machine learning, data mining and
databases. It is very useful in particular for all the domains that suffer from the so-called
curse of dimensionality. This term refers to the problems occurring as the volume of a
space increases very fast in function of its dimension, resulting with a sparse repartition
of the data. The problem is that statistical methods are often not suitable to process
sparse data. In other words, as the dimension grows, the amount of data needed to avoid
sparsity (and thus ensure valid statistics) grows exponentially. The sparse repartition of
the data also makes data association and organization very inefficient. Dimensionality
reduction is thus often used to tackle this problem.
Another argument for dimensionality reduction is the fact that in many cases, some
dimension can contain redundant information or even no information (e.g. white noise).
In this case, dimensionality reduction can even improve the quality of the data. A very
well known example of dimensionality reduction is the Principal Component Analysis
(PCA) which is an orthogonal linear transformation that uses the eigenvectors of the
covariance matrix to select a new basis which maximizes the variance on each direction
(also called component). PCA is widely used and has many implementations.
2.2 Distance preserving dimensionality reduction
In a general setup, only a subset of the metrics or properties of the data can be preserved
in the process of dimensionality reduction. If a given metric is the only thing we need to
measure in the high-dimensional space, then we need a projection to a low-dimensional
space which preserves only this metric. Distance preserving dimensionality reduction is a
good example of this concept.
2.2.1 Random Projection in R
Random projection is a technique which is used to project points from a high-dimensional
Euclidean space to a low-dimensional subspace whose basis is chosen randomly. More
precisely, let us have a set of n-dimensional points that we would like to project to
a k-dimensional subspace, with k < n. The projection can be represented by n × k
orthonormal projection matrix. The projection is thus said to be orthogonal. If we have
a vector u in a n-dimensional space, let us call its projection in a k-dimensional space v,
then the projected vector will be :
v =
√
n
k
RTu (4)
where R is the random projection matrix.
The columns of R form a basis of the k-dimensional subspace, and are chosen randomly.
In other words this is a simple projection with a rescaling, which is needed in order to
have E[‖v‖2] = ‖u‖2.
The interesting property of random projection is that it is a distance preserving
dimensionality reduction. It is due to the Johnson-Lindenstrauss lemma which states in
essence that a collection of high-dimensional points can be embedded into a much lower
dimensional space without changing relative distances between them.
–13–
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Theorem 1. (Johnson-Lindenstrauss lemma) Let  ∈ (0, 12 ). Let Q ⊂ Rn be a set of n
points and k = 20 logn2 . Then there exists a Lipschitz mapping f : Rd → Rk such that :
(1− ε)‖u− v‖2 ≤ ‖f(u)− f(v)‖2 ≤ (1 + ε)‖u− v‖2
for all u, v ∈ Q
The initial proof of this theorem can be found in the original paper [27]. A simpler proof
was given later by the authors of [12] who also proved several extensions of the original
lemma. Essentially they proved a similar result where the entries of the random projection
matrix were independent samples of a normal distribution N(0, 1). This is formalized in
the following theorem.
Theorem 2. (Norm preservation - Gaussian) Let u ∈ Rn. Assume that the entries of the
projection matrix R ⊂ Rk×n are sampled independently from N(0, 1). Let v = 1√
k
RTu.
Then,
(1) E
[‖v‖2] = ‖u‖2
(2) P
[|‖v‖2 − ‖u‖2| ≥ ε‖u‖2] ≤ 2e−(ε2 − ε3)k4
As emphasized by the authors, the distribution does not need to be Gaussian, and other
distributions with certain properties11 are also valid for the projection matrix creation
(e.g. by sampling a uniform random variable U(−1, 1)). It is also worth noting that as
a corollary of the previous theorems, inner products are also preserved under random
projection. For the proof see [12].
2.2.2 Random Projection in Z2
As we saw in the previous section, some objects like binary descriptors are not in Rn
but in Zn2 , with the Hamming distance for metric instead of the Euclidean distances.
Then it is interesting to know if the random projection preserves Hamming distances of a
projection from Zn2 to Zk2 , since we already saw that it was preserving Euclidean distance
from Rn to Rk. Note that since all binary vectors and matrices are in the finite field of
two elements ( GF (2) ), all operations are done modulo 2.
The process of random projection, given a vector u ∈ Zn2 , will yield a vector v ∈ Zk2
such that :
v = RTu
where R is the random projection matrix whose entries are independently picked as 1
with probability p and 0 with probability 1− p.
Since the Johnson-Lindenstrauss lemma cannot be applied directly in Z2, it has an
analogous formulation, formalized in the following theorem.
11for details see [12]
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Theorem 3. (Random projection in Z2) Let 0 ≤  ≤ 12 and 1 ≤ l ≤ n. Let each entry of
a n × k matrix R be chosen independantly to be 1 with probability p = 
2
l
and 0 otherwise.
Let u,v be two points in Zn2 and u′, v′ be obtained as
u′ = RTu, v′ = RT v
There is a constant C such that with probability at least 1− 2e−C4k,
(a) If |u− v|H < l4 , then |u
′ − v′|H < (1 + )kp l4
(b) If l4 ≤ |u− v|H <
l
2 , then |u− v|H < (1− )kp ≤
|u′ − v′|H
|u− v|H ≤ (1 + )kp
(c) If |u− v|H > l2 , then |u
′ − v′|H > (1− )kp l4
As we can see, this lemma is weaker than the original Johnson-Lindenstrauss lemma for
the Euclidean case. Indeed, within a certain interval, distances are preserved within an
-margin, but all smaller distances are bounded above, and bigger distances bounded
below. In other words, small distances can be shrunked and big distances can be stretched.
2.2.3 Locality Sensitive Hashing
Locality-sensitive hashing (LSH) is another method of dimensionality reduction. It is aimed
at hashing high-dimensional data in a way that preserves similarity with some probability.
The technique was first introduced in [26] and improved in [21] with application to
sublinear-time similarity searching. The concept is formalized with the following definition.
Definition 1. (LSH Families) Assume that S is a metric space with distance function
d(., .) and let B(q, r) = {p : d(q, p) ≤ r with q, p ∈ S} be the set of elements in S within
distance r of q. A family H of functions h : S → U is said to be (r1, r2, p1, p2)-sensitive
for the metric d(., .) if for h randomly chosen among H and for any q, p ∈ S
(1) If p ∈ B(q, r1), then PH [h(q) = h(p)] ≥ p1
(2) If p /∈ B(q, r2), then PH [h(q) = h(p)] ≤ p2
In addition, a local-sensitive family is said to be useful when the following inequalities
are satisfied : p1 > p2 and r1 < r2.
It is interesting to look at the special case where the distance function is the Hamming
distance, i.e. d(., .) = d(., .)H . In that case, vectors are in the Hamming hypercube. Then
one can formulate the following proposition :
Proposition 1. (Bit sampling with Hamming distance) Assume that S is the Hamming
n-dimensional hypercube with the Hamming distance function d(., .) = d(., .)H . Let
p = (p1, p2, . . . , pn) ∈ S and let H be the family of bit sampling functions, i.e. H = {hi :
hi(p) = pi∀i}. Then for any r,  the family H is (r, r(1 + ), 1− rn , 1− r(1+)n )-sensitive.
The proof of this proposition can be found in [26].
2.3 Heuristic methods
For some problems which are hard to solve, direct and globally optimal methods may be
either hard to find or hard to implement. In such cases, heuristic methods may be valid
alternatives. They tend to find suboptimal solutions but are generally fast, or present a
different kind of trade-off.
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2.3.1 Greedy dimensionality reduction
Greedy algorithms are very simple and common kind of algorithm using heuristics. By
definition, an algorithm is said to be greedy when it follows this general heuristic : each
time where there is a choice to be made, the locally optimal option is chosen.
A greedy algorithm for distance preserving dimensionality reduction could be designed
this way. Let us assume that the initial dimension is n and the target dimension is k < n.
Instead of finding the best distance preserving dimensionality reduction from n to k,
which would be globally optimal, we can use the following method : split the reduction
into n− k steps, and at each step choose the locally optimal solution. In other words, we
start by reducing the dimension from n to n− 1, and then from n− 1 to n− 2, and so on
so forth until k is reached.
2.3.2 Genetic Algorithms
Genetic Algorithms belong to the class of artificial evolutionary systems, and more precisely
to evolutionary algorithms[17]. Evolutionary algorithms were inspired by the principles of
natural evolution and molecular genetics in order to tackle hard optimization problems,
find best class of programs or design circuits. These principles can be summarized as (1)
population survival, (2) creation of diversity, (3) application of selection, and (4) genetic
characteristics transmission.
Genetic algorithms are based on the following principles. Different solutions of a
problem form a population. An individual is a specific solution to a problem and is called
the phenotype and its genetic representation the genotype. The process of selection is the
concept which makes optimization possible and can be summarized this way : the different
phenotypes of the individuals are evaluated and given a quantitative value (generally
referred to as fitness score), then under the process of reproduction, the genotypes
corresponding to high fitness scores phenotypes are copied many more times than the one
corresponding to low fitness scores phenotypes. The binary encoding of the individuals is
one of the specificity of genetic algorithms. The general form of a genetic algorithm is
iterative and follows these steps:
1. Initialization : a population of a certain size is created randomly (and if possible
uniformly spread across the solution space).
2. Evaluation : The population is evaluated using a fitness function.
3. Selection : The individuals with the lowest fitness score are removed.
4. Reproduction : The remaining individuals are duplicated so as to refill the pool.
5. Mutation and crossover : Randomly selected individuals of the pool undergo
modifications via genetic operators such as mutation and crossover .
The stages from (2) to (5) are repeated until a sufficiently good solution is found.
The selection phase is what makes this method heuristically based, whereas the mutation
and crossover processes allow the method to step out of local optima. Genetic algorithms
have proven to be very valid methods for hard problems such as the travelling salesman
problem [29]. Genetic algorithms are well suited especially for the case of dimensionality
reduction using sub-sampling. For example if we want to minimize a cost by projecting
high-dimensional points from space of dimension n to dimension k < n. We have to
search for the best sub-sampling of k coordinate among n, which generates a search space
L of size
(
n
k
)
. Then we can use solutions in L as the population, with a binary encoding,
and the cost as the fitness function.
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3.1 Purpose
Machine learning can be defined as the field of study at the intersection of computer
science and statistics, aimed at creating programs and algorithms that can be said to
learn. The fundamental aspect of machine learning is that the tasks are solved by the
analysis of datasets. Machine learning can be separated into several different categories
such as supervised learning, unsupervised learning, reinforcement learning, etc.
Machine learning techniques have been able to solve tasks which are extremely difficult
or even impossible to solve using ordinary algorithms. Examples are numerous : face
detection, spam filtering, speech recognition and brain computer interfaces to name a few.
3.2 Unsupervised learning
In the taxonomy of machine learning algorithms, we can find unsupervised learning
among the main classes. Basically, the algorithm needs to learn a model of the input
data without feedback about correctness of the model or previously known or desired
output. Clustering techniques are good examples of unsupervised learning, also known as
unsupervised classification analysis.
3.2.1 k-means
The method of k-means clustering (or simply k-means) takes unlabeled input data and
gives as output a k-partition of the data. The k partitions, here called clusters, are
disjoint and non-hierarchical. Thus, each data sample is labeled as belonging to one of the
clusters. The partitioning tries to minimize the within cluster sum-of-squares objective
function :
J(µ1, . . . , µk) =
k∑
j=1
∑
i∈Cj
|xi − µj |2 (5)
where Ci, i = 1 . . . k are the partitions (i.e. disjoints sets of data points) and µi, i =
1 . . . k the centroids corresponding to each cluster Ci.
The k-means method is highly dependent of the initialization of the clusters and has no
guarantee to converge to the global minimum of the objective J . The standard algorithm
was first proposed by Lloyd [32] and has also been proposed by Forgy [18], which is why
the algorithm is generally referred to as Lloyd’s algorithm (or Lloyd-Forgy algorithm).
k-means algorithm (Lloyd-Forgy)
• Initialization : choose k centers by setting their centroids µ1, . . . , µk to random
values.
• Assignment step : assign each data sample to the closest cluster :
C
(t)
i =
{
xp :
∥∥xp − µ(t)i ∥∥ ≤ ∥∥xp − µ(t)j ∥∥ ∀ 1 ≤ j ≤ k} (6)
where xp is the sample to assign.
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• Update step : compute the new centroid for each cluster from the current
assignations :
µ
(t+1)
i =
1
|C(t)i |
∑
xj∈C(t)i
xj (7)
• Alternate between assignment and update step until there is no more change in
assignations.
Let us emphasize that this algorithm will converge, i.e. find a minimum, but it can be
a local minimum of J . It is also very sensitive to the initialization step. Furthermore,
the number of clusters k has to be given to the algorithm, so if the number of clusters if
unknown a priori a different strategy has to be used.
Since the algorithm is quite fast, it is possible to tackle these problems by running
the algorithm several times. Then a good way to compare different clustering solutions is
to use the objective function J . For the initialization problem, one can run the algorithm
multiple times, each time with different initial centers, and choose the instance which
exhibits the lowest value of J . To find the good number of clusters, a simple strategy is
to start with one cluster, apply the previous method to mitigate the initialization bias,
increment the number of clusters and iterate until J is minimal (or after its decrease
between iteration n and n+ 1 is under a certain threshold).
Another common problem of the k-means method is that it assumes that the covariance
of the data is normalized, as it is in fact a special case of Expectation-Minimization (EM)
using uncorrelated data. If it is not the case, one can compute the covariance matrix
Σ = E
[
(X − µ)(X − µ)T ] (8)
where X is the matrix of data samples and µ = E[X].
And then normalize the data using the inverse of the covariance matrix
X ′ = XΣ−1/2 (9)
For the initialization problem a new algorithm k-means++ has been proposed[5]. The
method provides a distribution of initial cluster centers which allows the algorithm to
converge quickly to a clustering with small error (with respect to the optimal clustering).
3.2.2 k-means in Z2
The k-means method presented in the previous section works in Euclidean spaces but
need small modifications to be applied in Z2. In the assignment step, data samples are
assigned to their closest cluster using Euclidean distance. For this step, it is sufficient to
replace the metric by the Hamming distance. In the update step, the centroid is computed
using the geometric mean of all points currently associated to the cluster. The closest
equivalent to the geometric mean in Z2 is to take the component-wise median, which is
equivalent to maximum voting for each component.
3.2.3 Hierarchical clustering
In k-means we saw that the algorithm was designed when the number k of clusters
was known a priori, even if we discussed a method for unknown k using repetitions.
Also, k-means provides a flat clustering, with no hierarchical information. Hierarchical
clustering is a method which tackle these two issues.
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Hierarchical clustering can be of two different types, it can be either agglomerative
or divisive. In agglomerative clustering, the algorithm starts with each data sample as
a single cluster and then iteratively merge clusters to form bigger clusters. In divisive
clustering, the algorithm starts with all data considered as a big cluster and iteratively
divides the cluster into smaller clusters. In both cases, the process continues until a
certain number of clusters is found, or until an extremum of an objective function is
reached.
To be able to select which subset of points will be merged or split a new proximity
measure between subsets has to be introduced. This is generally called the linkage metric.
Several kinds of linkage exists which can have a big impact on performance or quality of
the clusters.
The most common linkages are :
• Single Linkage : The distance between two clusters Ci and Cj is the distance
between the closest pair of points.
d(Ci, Cj) = min
n,m
{d(pi,n, pj,m)} with n ∈ [1, . . . , |Ci|] and m ∈ [1, . . . , |Cj |] (10)
• Complete Linkage : The distance between two clusters Ci and Cj is the distance
between the farthest pair of points.
d(Ci, Cj) = max
n,m
{d(pi,n, pj,m)} with n ∈ [1, . . . , |Ci|] and m ∈ [1, . . . , |Cj |] (11)
• Average Linkage : The distance between two clusters Ci and Cj is the average
distance between all pairs of points.
d(Ci, Cj) =
1
|Ci||Cj |
|Ci|∑
n=1
|Cj |∑
m=n
d(pi,n, pj,m) (12)
The agglomerative algorithm works as follows :
1. Initialization : create as many clusters as the number of data points, and assign
one point per cluster.
2. Agglomeration step : find the closest clusters according to the linkage metric
and merge them taking either the mean or the median to define the new cluster
center.
3. Iterate the agglomeration step until some criterion is fulfilled e.g. some minimal
number of clusters is found or the maximal distance between clusters has reached a
threshold.
And the divisive algorithm works as follows :
1. Initialization : create one cluster containing all points.
2. Division step : choose the cluster having the farthest pair of point or the maximum
variance and split it into two clusters.
3. Iterate the division step until some criterion is fulfilled e.g. some maximal number
of clusters is found or the within cluster maximal distance has reached a threshold.
The result of these algorithms is a hierarchical clustering which forms a tree diagram
called a dendrogram. This hierarchical structure provides a way to examine the clustering
at different scales.
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3.3 Supervised learning
Another main type of machine learning algorithms is supervised learning. In short, a
supervised learning algorithm will try to learn a model of the input data using a feedback
about the correctness of the model or desired output. Classification tasks are very often
solved using supervised learning algorithm.
3.3.1 Support Vector Machine
Support Vector Machines (SVMs) are very famous algorithms used for classification and
regression problems. They belong to the class of sparse kernel machines and are maximum
margin classifiers12, meaning that they minimize the classification error and maximize
the geometric margin at the same time.
In its original form [54], the SVM is a binary decision machine, meaning it supports
only two classes and cannot provide posterior probabilities. The method was first proposed
as a linear classifier, but was then extended to handle non-linearly separable problems
with the use of kernel functions.
As other so-called kernel methods, SVM handle non-lineraly separable problems by
projecting points in a higher dimensional space using a mapping φ : L → S where L
is the original space and S the higher-dimensional space. The goal is that by applying
x′ = φ(x) we get a linearly separable problem in L.
However, finding φ can be very difficult. To solve this issue, kernel methods rely on a
principle called the kernel trick. It relies on the observation that the only operation that
we want to perform in the high-dimensional space is computing inner-products. We thus
only need to find a function allowing to compute inner-products in L without defining the
mapping φ explicitly. This function k(., .) is called the kernel function and must respect
a few properties.
One of the most important is that the kernel functions need to respect Mercer’s
condition. That is, ∫∫
k(x, y)g(x)g(y) dxdy ≥ 0. (13)
for all square integrable functions g(x).
Also most kernel functions assume that the high dimensional space L is a Reproducing
Kernel Hilbert Space. This is often referred to as the reproducing property of the kernel.
Simply put, it states that the evaluation of the inner product of two functions in L yields
a function in L.
The most used kernels are :
• Polynomial kernels : k(x1,x2) = (γx1Tx2 + c)p, with γ > 0, c ∈ R and p ∈ N.
• Hyperbolic Tangent kernels : k(x1, x2) = tanh(γx1Tx2 + c) , with γ > 0 and c ∈ R.
• Gaussian Radial Basis Function kernels : k(x1,x2) = e(−γ‖x1−x2‖2), with γ > 0.
Many variations of SVMs exist and a good review can be found in [8].
12Current implementations use soft margins [11].
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3.3.2 k-Nearest Neighbours
The k-Nearest Neighbours (kNN) method is a very simple method generally used for
classification. The learning step is in fact virtually inexistant since it consists only of
keeping the list of training samples and their associated labels in memory.
The classification of a new sample is then done by applying a majority voting of its k
nearest neighbours in the feature space. In other words, the label of the new sample is
computed as the label having the highest occurance in its neighbors.
Although simple, the kNN can provide very good results in classification tasks. It
has however several drawbacks. The first one is that, counter to most of the learning
algorithms, the learning step is very quick, but the classification of new samples can be
time consuming. Indeed, the search of nearest neighbors in high-dimensional space has a
relatively high complexity, in function of the number of elements in the space.
As we see, the kNN method does not scale well, and becomes impossible to use for
very large scale datasets both in terms of storage of the training set and in terms of
classification query time. The complexity of the nearest neighbor search can be mitigated
using special datastructures such as k-d trees.
The method can also suffer from a non-uniform distribution in the number of training
samples per category. Indeed, if some category is over represented with respect to the
others, it implies a bias in the majority voting.
3.3.3 Gradient Boosted Trees
Gradient Boosted Trees (GBT) is a method which applies gradient boosting to simple
decision trees ; it was introduced in [19] and improved in [20]. It is mainly designed
to solve regression problems, but can solve classification problems too using specifically
designed loss functions.
The method of gradient boosting is a generalization of standard boosting technique to
arbitrary loss functions. As with boosting, the goal is to combine weak learners together
to create a strong learner. It is an iterative method which will create a model of improving
precision. The refinements of the models are done with an iterative re-weighting of the
loss function (similarly as the re-weighting of incorrectly classified samples in standard
boosting).
Based on this principle the GBT algorithm tries to solve a solution to a regression
problem of input set T and of loss function L(y, f) by constructing a regression model
f(x) iteratively. Each iteration is greedy and creates a single regression tree computed
using the gradient of the loss function computed for the current state of the model. After
n iterations, the model is :
f(x) = f0 + ν
n∑
i=1
ti(x) (14)
where ti(x) is the result of the regression tree i and ν ∈ [0, 1] the shrinkage parameter.
For regression problems, simple loss functions can be used, such as squared or absolute loss
(i.e. L(y, f) = 12 (y−f(x))2 or L(y, f) = |y−f(x)|). But since the gradient boosting works
for any loss function one can also use functions which may allow to solve classification.
Indeed, let us assume that we have a k-class classification problem to solve. Now,
let us associate loss function fi to each class ci, then we can compute the general loss
function as :
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L(y, f1, . . . , fk) = −
k∑
i=1
1(y = k) ln
(
E[fk(x)]∑k
i=1 E[fi(x)]
)
(15)
Using the GBT algorithm with such a loss function, one can do classification by computing
the predicted class kˆ of a sample x as:
kˆ = max
i
fi(x) ,∀i ∈ [1, . . . , k] (16)
Soon after the first method was proposed, its author proposed a small improvement
called Stochastic Gradient Boosting that was designed to avoid overfitting. In essence the
modification consisted in taking a random subset of the training data to train the weak
regression tree instead of the full training set.
3.3.4 Bag of Words model
The term Bag of Words (BoW) comes from linguistics and refers to a way of representing
language as a bag of words. More specifically it was first used in natural language
processing to give a simple representation of language.
The general method to use a BoW model is to first construct a vocabulary. It can
be constructed with different goals, but should essentially be discriminative. It can be
constructed by agglomeration of many texts. It should obviously not contain very common
words (such as "it", "and", etc.) and not be too large. Then the BoW representation
associated to a vocabulary V of a text t is a normalized sparse histogram of words in V
constructed using the words in t, i.e. a vector of occurrences.
The model in itself is not useful but is used as a preprocessing step for various
algorithms. A simple example is the Spam filtering by Bayesian filtering. The method
works as follows :
1. Construct two BoW ; one created from spam emails and the other from normal
emails.
2. Train a naive Bayesian classifier using these two classes of samples
3. Classify a new sample x by first computing its two BoW representation and then
let the classifier predict its class.
Bag of Visual Words
The BoW model has been extended out of language processing and have proved useful
especially in computer vision. In this context, this model is sometimes called Bag of
Visual Words (BoVW). The BoVW model has been used in object retrieval [38], mobile
visual search [51], scene categorization [16] and content based image indexing and retrieval
[40].
The general method to create a BoVW model is derived from the initial BoW model.
That is, first a vocabulary needs to be constructed. This is generally done using feature-
based representation of images. The general method to create a vocabulary (also called
codebook) of size n is the following :
• Detect and extract features from a set of images.
• Apply a clustering method to find k representatives in the feature space.
• The set containing the k representatives is defined as the vocabulary.
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Recently, hierarchical clustering has been used instead of flat clustering and have been
shown to yield to good performance. In this context, the codebook is sometimes called a
Vocabulary Tree.
The BoVW representation of an image I given a vocabulary V is then created using
the following steps :
• Detect and extract features in I using the same detectors and descriptors than the
one used to create the vocabulary.
• Find the visual words (also called codewords) corresponding to each feature by
assigning its closest codeword in V using a nearest neighbour search.
• Create a sparse histogram of the codewords in I with respect to the codebook V .
• The normalized sparse histogram is the BoVW representation of I.
As for text-based BoW, this representation is not really useful in itself but is used
as preprocessing before using learning algorithms. In fact this method could also be
considered as dimensionality reduction, as it projects k high-dimensional vectors (i.e.
descriptors) to a unique vector of occurrence of fixed size |V |.
Bag of Hash Bits
A variation of the BoVW called Bag of Hash Bits (BoHB) model has been proposed in
[24]. In this work it is proposed to use LSH functions to map descriptors directly to
words (or in this case to hash bits). This methods has two advantages over the BoVW
method. First, there is no need to create a vocabulary which has a high computational
cost if the desired size of the codebook is big and also if the training set contains many
samples. The second advantage is to simplify the mapping between a descriptor and its
corresponding codeword, avoiding the nearest neighbour search in the codebook.
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4.1 Dimensionality reduction
4.1.1 Motivation
The FREAK descriptor, as we saw previously, computes values based on difference of
intensity between several receptive fields. There are thus n(n−1)2 possible pairs13 for n
receptive fields. Even for a few receptive fields, since there is O(n2) corresponding pairs,
the vector of the descriptor can be considered as living in a high-dimensional space.
This kind of binary descriptor is designed to be fast to compute, even on mobile
devices, which is why they are represented in compact integer format. Also they are most
of the time used in feature-based image representations. In this setup, several tasks will
need fast nearest neighbour search (e.g. panorama stitching, visual search) and other
will imply the use of machine learning algorithms (e.g. image classification) which are
very sensitive to the dimensionality of the data. There is thus a need to reduce the
dimensionality while preserving the information contained in the descriptor.
A descriptor can be used in two ways, either by directly using the information
contained in the vector, or to match it to other descriptors. Matching is clearly the most
frequent use of descriptors and is based on comparisons by distance. A descriptor q is
said to match a descriptor p ∈ T , where T is a set containing multiple descriptors, if
d(q, p) < d(q, p′) ∀p′ ∈ T, p′ 6= p, with d(., .) is a distance between descriptors, and more
precisely the Hamming distance in the case of binary descriptors.
This is then a perfect case to apply distance preserving dimensionality reduction which
would allow to solve descriptors matching in the low dimensional space almost as well as
in the high dimensional space.
4.1.2 Distance preserving dimensionality reduction
In section 2 of this work we saw multiple techniques to reduce the dimensionality while
preserving good pairwise distances. To be able to evaluate the quality of the dimensionality
reduction, let us define the objective function as the mean of the error between the distance
in the low-dimensional space and the distance in the original high-dimensional space.
Definition 2. (lp projection error metric) Let us have S ⊂ Zn2 a set of binary descriptors
and L ⊂ Zk2 the set corresponding to the projection of all elements from S to L using
some function f : S → L. Assume that k < n. Then the lp projection error metric is
defined as
Ep(f) =
2
|S|(|S| − 1)
∑
u,v∈S,u 6=v
∥∥∥n
k
|f(u)− f(v)|H − |u− v|H
∥∥∥
p
(17)
where ‖.‖p is the lp-norm and |.|H the Hamming distance.
Formulated as an optimization problem, the dimensionality reduction task consists in
finding the best projection function f? minimizing the projection error f? = minf Ep(f)
with f : S → L. To simplify the problem, one can restrict f to the class of linear functions,
i.e. f(u) = RTu where R is the n× k projection matrix.
Ideally, f should even consist only of pair sampling14 (i.e. pair selection) and thus
avoid linear combination of pairs. This way, the description extraction phase can be done
13
(
n
2
)
= n!2!(n−2)! =
n(n−1)
2
14more formally, the projection matrix R has exactly one non-zero value per column.
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quicker since there is no need to compute the values corresponding to the non-selected
pairs neither to project via matrix multiplication. This extra constraint tends to discard
random projection techniques, as there is no possibility to control the construction of the
projection matrix, whose entries are selected randomly.
This process of dimensionality reduction was applied to the problem of FREAK pairs
selection. In the current version of FREAK, a subset of 512 default best pairs from the 903
possible pairs have been selected using pairwise variance maximization and decorrelated
selection.
The goal of this first contribution is to find the 512 pairs which best approximate
distance between full descriptors (i.e. 903 dimensional descriptors). The objective
functions to minimize were either the l1 projection error metric (E1) or the l2 projection
error metric (E2). These functions have been evaluated on a set of more than 106
descriptors coming from random images15.
Evaluation set
To avoid evaluating the error on the set Dp containing all the O(1012) pairs of descriptors,
a small subset Sp ⊂ Dp of all descriptor pairs is created. But instead of taking the element
of the subset at random, the goal is to devise a way of creating a subset with a good
entropy of descriptors. The proposed method to construct the subset is the following :
Given a set of descriptors D, an initially empty subset S ⊂ D and a target size m.
• Select a descriptor di randomly by picking i ∈ U [0, |D|].
• Let S′ = S ∪ {di}. If H(S′) ≥ H(S)− |S| then add di to S.
• Repeat the procedure until |S| = b
√
1 + 8m+ 1
2 c
16.
where U [0, |D|] is the discrete uniform random variable and H(S) is the entropy of
the subset computed as
H(S) =
n∑
i=0
Hb(Si) = −
n∑
i=0
∑
j∈{0,1}
P[Si = j] log2(P[Si = j]) (18)
with Si is the vector formed by all the i-th element of all descriptors in S, and
P[Sn = j] =
1
|Sn|
|Sn|∑
i=0
1(Sn[i] = j) (19)
where 1 is the indicator function.
Using this method the set of descriptors S has a good entropy, which means that S is a
subset of D that has a good variety of descriptors. The subset of pairs Sp is then created
by exhaustive enumeration of the pairs in the set of descriptors S and is guaranteed to
have a size very close to the target size m.
15creative commons images from flickr.com
16it comes from the fact that an exhaustive enumeration of all non identical pairs of S gives a set of
size m = |S|(|S|−1)2
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Genetic algorithm
As one of the methods used to solve the dimensionality reduction problem we implemented
a genetic algorithm. Indeed, if the problem to solve is to find a good pair selection from
the set of all pairs, we have a combinatorial number of possibilities, more specifically(903
512
) ≈ 5.32 · 10266 different possible pair selection.
In the theoretical part we saw the generic approach of genetic algorithms applied
to dimensionality reduction by fixed sub-sampling. More specifically, the goal of this
implementation is to find the best subset of 512 pairs from the 903 available.
At first, a genetic representation is needed. A simple yet effective one consists in
defining the genotype as a binary vector in Z9032 where each 1 means that the corresponding
pair index is sampled, with a Hamming weight of 512. Unfortunately this representation
is problematic since crossover and mutation operators can yield genotypes of different
Hamming weight, and would need an artificial refining.
A simple solution based on the previous one is to define the genotype as a list of
512 integers corresponding to pairs indices. In this case the phenotype is defined as the
projection function corresponding to the sub-sampling of the pairs indices encoded by the
genotype.
The fitness function can be easily chosen to be −Ep, as we want to minimize Ep and
the selection process tends to maximize the fitness function.
Having defined both the genetic representation and the fitness function, we can describe
the genetic algorithm :
1. Initialization : the population is filled with individuals picked uniformly at random
from the solution space, until the pool has size N . Also an evaluation set Sp is
created using the method described above.
2. Evalutation : each individual gi in the pool with corresponding phenotype fi is
given a quantitative score si using si = −Ep(fi).
3. Selection : all the K best individuals (i.e. having the highest fitness score) are
selected with probability pbs, and all the remaining ones are selected with probability
prs.
4. Reproduction : selected individuals are duplicated randomly in order to get back
a pool of size N . Individuals with a higher fitness score have a higher probability of
being duplicated.
5. Crossover : All individuals issued of the reproduction process undergo a random
number of crossovers nco determined by a Poisson distribution of parameter λco.
6. Mutation : A number nmutants of mutants are chosen in the pool. The number
nmutants is picked randomly according to a Poisson distribution of parameter
λmutants. The mutants are altered in nmutations positions, where the number is
determined by a Poisson distribution of parameter λmutations.
The steps (2) to (6) are repeated iteratively a number of time niter.
The parameters used for this algorithm were the following : N = 500, K = 0.3 · N ,
pbs = 0.95, prs = 0.2, λco = 5, λmutants = 0.05 ·N , λmutations = 16 and niter = 3000. The
sampling of the Poisson distributions has been implemented using the inverse transform
method.
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Greedy dimensionality reduction
To find a subset of pairs index, a simple and very efficient greedy dimensionality reduction
algorithm can be designed. As described in the theoretical part, such a method will
decompose the dimensionality reduction from n to k into n− k steps. At each step, the
goal is to find the subset of pairs which minimizes the Ep metric.
The proposed algorithm follows this sequence of steps :
1. Initialize the subset of pairs Pc as the full set of pairs of size n. The goal is to
iteratively remove pairs to have |Pc| = k with k < n.
2. Enumerate all possible subsets Pn ⊂ Pc of size |Pc| − 1, and compute the Ep metric
for each one.
3. Set the new Pc as the Pn which had the minimal value of Ep. If |Pc| = k exit ; else
go back to step (2).
This algorithm will always converge in n(n+ 1)− k(k + 1)2 evaluations of the metric
Ep.
Random projection
As we said above, random projection methods are not guaranteed to yield pairs sampling
projections, since they provide linear projection in Z2. But since the random projection
could be better than pairs sampling methods, it is worth a deeper evaluation.
As we already saw, the theorem is weaker than its analogous formulation in R and
we must thus define a range in which the distances are preserved. For the theorem to
be applicable we need to choose the parameters l and . This choice is crucial as it
determines the range where the projection is distance preserving.
The range is defined as r = [ l4 ;
l
2 ] and thus its size can be computed as
sr =
l
2 −
l
4 (20)
But we also want to have the constraint kp = 1 so that distances are not distorted. Thus :
kp = k 
2
l
= 1 ⇐⇒ k = l
2
(21)
Then to find the biggest range we need to solve the following optimization problem.
Maximize sr with k =
l
2
,  ∈ [0, 12 ] and l ∈ [1, n].
The solution to this problem with n = 903 and k = 512 is  = 0.5 and l = 128, which
produces a range r = [32, 128] of size sr = 96.
The first remark is that the range r is applied to Hamming distances in Z9032 , so the
real range of distances is [0, 903]. This implies that the widest range where distances are
preserved by random projection covers actually only 96903 ≈ 10% of all possible distances.
This problem could be mitigated if we knew a priori that most distances were in this
specific range, but we have no prior distribution of the descriptors or their distances. So
we can only conclude that due to the weakness of random projection in Z2, we cannot
use it for this specific application.
This does not imply that random projection in Z2 is not useful in general. In fact, it has
been proved to yield interesting results for Approximate Nearest Neighbours search. The
authors of [55] mitigated the problem due to the short range of non-distorted projections
by using multiple projections. Although interesting, this would not be applicable to our
problem as storing only one matrix is already not desirable.
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Results
We can see in Figure 1 the error measured using E1 and E2 metric of the two subsets
of pairs computed using dimensionality reduction methods, a random set of pairs and
the default subset of pairs of FREAK. First, we can see that dimensionality reduction
techniques work yielding pairs with the smallest error. Then we can see that the default
pairs have a very large error even compared to random pairs. This question is addressed
in the next section.
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Figure 1: This graph shows the errors in E1 and E2 metrics of subsets of 512
pairs obtained using three dimensionality reduction techniques and using the
default pairs. The labels are the different methods and the default pairs.
4.1.3 Correlation bias
As we saw, the proposed methods of distance preserving dimensionality reduction are
effective, and yield subset of pairs with low distortion with respect to the full set of pairs.
Also, the results show that the default pairs for FREAK perform very poorly in both E1,
E2 metrics. In fact they are even worse than random.
The explanation comes from the fact that the metrics used for dimensionality reduction
make an implicit hypothesis which is not valid in practice. Indeed, the proposed metrics
Ep assume that all the information contained in the high-dimensional vector is relevant.
Unfortunately, this is not the case for the specific problem of FREAK pairs selection.
As it is already stated in the original paper, "many of the pairs might not be useful to
efficiently describe an image"[1]. Indeed, if we look at the FREAK pattern we can note
its strong symmetry which implies a potentially high correlation between some pairs. The
correlation is in fact the justification of the pairs selection in the work of [1]. This is why
the authors propose a method which produces a decorrelated set of high-variance pairs.
Let us make the claim stronger, the correlation between pairs is not only a source of
inefficiency, i.e. not contributing positively to the descriptors, but can have a negative
contribution. Indeed, there is a possibility that the power of description of the descriptors
is not linearly related to the number of pairs used to create them. For example, it may
be better to get a specific structured set rather than the full set.
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If so, then some pairs can be considered as noise and must be discarded from the
descriptors. To be more specific, this is not necessarily some pairs which always perform
bad, but pairs relative to a subset of pairs. From now on, let us refer to this phenomenon
as the correlation bias.
Since we made a stronger claim about the correlation between pairs, let us devise
an experiment to show it more clearly. A standard measure used to assess the quality
of a descriptor is the recall vs. precision test. And the authors of [37] have proposed a
framework, widely used, to perform this kind of descriptors performance evaluation.
Let us then use this practical evaluation to see if it gives some support to the claim.
The selection of 512 pairs coming from the pairs sampling dimensionality reduction
techniques presented above, along with original default pairs, random pairs and full 903
pairs are compared using a recall vs. 1−precision measure.
Results
As we can observe in Figure 2 that all the pairs performing well in the Ep metric yield
similar recall precision curves, but they are also similar to the random pairs, which is
not a very good point. Also, the default pairs, while having a very bad result in the Ep
metric, outperforms quite systematically the three other sets of pairs.
These results seem to confirm the problems linked to the correlation bias. In the next
section we will try to find a solution which solves the problem of the correlation bias,
while keeping in mind an optimization using distance preserving dimensionality reduction.
4.1.4 Pairs selection
Since the dimensionality reduction using Ep metric seem to provide a low practical interest
in itself for the problem of FREAK pairs selection, we can see how it can be combined
with other heuristics to make it really useful in practice.
As a starting point let us first recall the pairs selection method proposed in [1] and
formalize it a bit. From the paper and the current implementation we can summarize the
algorithm :
1. Gather a matrix D containing full descriptors of keypoints detected on a dataset of
images.
2. On each column Di of D (i.e. pair-wise) compute the linear deviation from the
maximum mean (i.e. si = 0.5− E[Di])
3. Reorder the columns of D so as to sort them in decreasing si order.
4. Then select the pairs starting with the first column and enumerating in order,
adding them if they do not exceed a given threshold of correlation with the already
selected pairs.
In order to give a higher level view, we can split the algorithm into two distinct stages
:
• Scoring : compute a score for each pair and order them accordingly.
• Sampling : run through the pairs in scoring order so as to avoid the correlation
bias.
The next contribution of this work is to elaborate on this more general method. The goal
is to have both a good scoring and sampling schemes.
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Figure 2: These plots show the resulting recall precision curves obtained using
the evaluation framework provided by Mikolajczyk and Schmid [37] using pairs
coming from dimensionality reduction techniques, random and default pairs.
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4.1.5 Scoring
A scoring scheme can be defined as a value associated to each individual pair of receptive
field. More formally, let us give the following definition. The full-size freak descriptor
corresponds to a vector d ∈ Z9032 . A score is thus a vector s ∈ R903. Let us define that
the higher the score is, the better the pair is evaluated.
The first idea is to reuse some methods of the dimensionality reduction part to compute
scores. However, most of them are only designed to search a specific combinatorial space,
and cannot yield a pairwise score. The genetic algorithm falls in this category, and the
random projection method does not evaluate the pairs.
The greedy method however can be adapted to provide a score. Indeed one can avoid
to stop the greedy reduction when the target dimension is reached and let it go through all
pairs. The score is then defined in the following manner : set the Ep norm of the current
iteration as the score corresponding to the removed pair. Such a score thus corresponds
to the tendency to preserve high-dimensional distances.
Instead of looking at distance preserving pairs, one can look at simple statistical
criteria to compute scores. We thus look at pairs having a strong discriminant power.
Variance
In [1], the proposed criterion is based on variance estimation. The method was described
above and need a matrix of full descriptors D based on detection and description of
keypoints in a dataset of images. As it is often the case with statistical methods, one
must be especially careful about the creation of the dataset. Indeed, the claim made in
the paper is that a discriminant feature is associated to high-variance.
Entropy
Instead of computing a mean-based estimate of the variance, one can use the entropy.
The scoring is very similar as the previous one, but the quantity computed is different. If
D is a matrix with one descriptor per raw, and Dn the n-th column of D, then the score
of the pair n is
sn = Hb(Dn) =
∑
i∈{0,1}
P[Dn = i] log2(P[Dn = i]) (22)
where P[Dn = k] is computed as before.
Note that the same comment as the one made about the variance apply about the design
of the matrix D.
4.1.6 Sampling
The sampling scheme we propose is a refined version of the original sampling described in
[1] and reminded above. The proposition is to avoid using a fixed threshold ρmax given
as a parameter but to view it as a parameter to optimize.
Indeed, the goal is to get pairs as few correlated as possible. We can thus try to find
the minimal value of ρmax for which the resulting set of pairs is of sufficient size. Given a
matrix D of full size descriptors (one per raw), S a scoring scheme for the pairs, let us
define the correlation between two rows Dn, Dk of D as :
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ρn,k =
Cov[Dn, Dk]√
V ar[Dn]
√
V ar[Dk]
=
∑|Dn|
i=0 (Dn(i)− E[Dn])(Dk(i)− E[Dk])√∑|Dn|
i=0 (Dn(i)− E[Dn])2
√∑|Dk|
i=0 (Dk(i)− E[Dk])2
where E[Dn] =
1
|Dn|
|Dn|∑
i=0
Dn(i).
Let us now define P as the set of all pairs indexes, Ps ⊂ P as the set of selected pairs
indexes and Pr = P \ Ps as the set or remaining pairs indexes. The optimization problem
we have is thus :
Find the set Ps such that ρmax is minimized with
ρmax = max |ρn,k|, ∀n, k ∈ Ps (23)
and the following constraints :
1. |Ps| = 512
2. the pairs are added iteratively in the order given by S.
The algorithm proposed to solve this problem is iterative and is described below.
Data: A set S of ordered pairs indices and a parameter .
ρmax = 0.1 and ρstep = 0.1 ;
exit = false ;
while not exit do
Sc = S ;
Ps = {} ;
while |Ps| < 512 and Sc not empty do
select the first pair index s in Sc ;
remove s from Sc ;
if ρn,s < ρmax, ∀n ∈ Ps then
add s to Ps ;
end
if |Ps| = 512 then
if ρstep >  then
ρstep =
ρstep
2 ;
ρmax = ρmax − ρstep ;
else
exit = true ;
end
break ;
end
if Sc is empty then
ρmax = ρmax + ρstep ;
end
end
end
Algorithm 1: Optimally decorrelated sampling
A typical value for  is 10−5.
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4.1.7 Results
Many sets of pairs have been generated for testing. The creation always used the following
steps :
1. Compute one or more scores and order the pairs indices accordingly
2. Use the algorithm described above to get an optimally decorrelated set of pairs.
The scoring is based on three different methods, i.e. variance (var), entropy (ent) and
greedy dimensionality reduction (dr). There is thus seven possible scoring schemes :
1-scores (var, ent, dr), 2-scores (var+ent, var+dr, ent+dr) and 3-score (var+ent+dr).
In Figure 3, the results using different pairs resulting from scoring including variance
scoring are represented. We can see that all variance based curves are approximately the
same (the var+ent being the best of them). They overall perform better than default
pairs except for one case (Wall 1-4 viewpoint) where they have a worst result and two
(Trees 1-4 blur and Bark 1-4 rotation and scale) where the yield similar performances.
In Figure 4, the results using different pairs resulting from scoring including entropy
scoring are represented. In this case we can see that the dr+ent method has a different
behaviour than the other ones. Indeed, dr+ent is either clearly better or slightly worst
than the other entropy based pairs (from which var+ent is the best). One of the entropy
based method is systematically better than the default pairs, either var+ent or dr+ent.
In Figure 5, the results using different pairs resulting from scoring including dimensionality
reduction scoring are represented. There is not much more to say about the different
curves present as dr alone does not reveal much, and the other cases have already be
covered.
In Figure 6, we can see the results coming from all scoring consisting of only 1 method.
We can observe a similar trend already seen above. Indeed, all 1-score pairs perform very
similarly (with var being consistently the best). And default pairs are globally worse,
perform best on Wall 1-4 and equally well on Trees 1-4 and Bark 1-4.
In Figure 7, the last of the series, we can observe all scoring consisting of 2 methods.
Again, the best performance are achieved using either var+ent or dr+ent, with a slightly
best average performance of the dr+ent method.
To summarize, the proposed method for pairs selection works since it provides pairs which
outperform default pairs. We can also see that combination of two scoring methods is
better than only one method and also than all of them together.
We can also assess the validity of all scoring methods, especially the entropy based
which combines very well with other methods.
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Figure 3: These plots show the resulting recall precision curves obtained using
the evaluation framework provided by Mikolajczyk and Schmid [37] with pairs
coming from variance-based scoring techniques and the default pairs.
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Figure 4: These plots show the resulting recall precision curves obtained using
the evaluation framework provided by Mikolajczyk and Schmid [37] with pairs
coming from entropy-based scoring techniques and the default pairs.
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Figure 5: These plots show the resulting recall precision curves obtained using
the evaluation framework provided by Mikolajczyk and Schmid [37] with pairs
coming from dimensionality reduction based scoring techniques and the default
pairs.
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Figure 6: These plots show the resulting recall precision curves obtained using
the evaluation framework provided by Mikolajczyk and Schmid [37] with pairs
coming from only one scoring technique and the default pairs.
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Figure 7: These plots show the resulting recall precision curves obtained using
the evaluation framework provided by Mikolajczyk and Schmid [37] with pairs
coming from the combination of two scoring techniques and the default pairs.
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A typical application which can benefit of feature-based image description is image
classification. The task of image classification, or object recognition, is a very important
one and has a huge potential. The problem is however extremely difficult to solve.
Many datasets have been created as incentives to research in this particular area.
Among many can we cite the Caltech-101[15] and Caltech-256[22] which are sets of 9104
(resp. 30608) non pre-conditioned images with 101 (resp. 256) object categories, the NORB
dataset [30] containing 48600 images of 5 categories of toys taken under controlled and
varying illumination and viewpoint conditions, or more recently the ImageNet database
containing currently more than 14 millions images[13].
The authors of ImageNet also organized a challenge called Large Scale Visual Recogni-
tion Challenge, which is an opportunity for researchers to compare their work. A similar
well-known challenge is the Pascal Visual Object Classes Challenge[14]. Both challenges
had a 2012 edition.
As we can see, image classification is still a very current research topic in both machine
learning and computer vision areas. We will not review here all the different techniques
used to tackle this problem, but we can however make a distinction between two general
approaches. Let us summarize the task of classification as
1. Find suitable preprocessing and apply it to the images.
2. Use a machine learning algorithm to classify the data.
Then the first approach will focus on the preprocessing step, while the other will focus
on the design of the learning algorithm. In fact, the focus generally depends on the field
of specialization of the researchers. So computer vision specialists will try to find very
clever preprocessing techniques and then use relatively simple learning, while machine
learning researchers will maybe apply simpler preprocessing and focusing more on very
sophisticated learning methods.
The preprocessing step very important for the learning stage to perform well, especially
for very high-dimensional data such as images as we know that most learning algorithm
are very sensitive to the dimension of the input. This is why the feature-based image
description is a very interesting model and has been used in many works of image
classification such as [48][52][45][43].
It is worth noting that until now, and to the best of our knowledge, almost all results
in image classification or visual search use the most famous real-valued descriptors such as
SIFT and SURF17. The final contribution of this work is to show that binary descriptors
can be very valuable alternatives to real-valued descriptors even for challenging tasks
such as image classification18.
5.1 Image classification with one descriptor
5.1.1 Setup
As a first application of binary descriptors used for image classification it can be inter-
esting to measure their descriptive power. The tests have been done using the NORB
database[30]19, briefly introduced above. The database contains five different categories
17we can refer to [51][24] [39] [38] [4]
18Another very different reason to find alternatives to SIFT and SURF is the fact that both are
patented and thus not free of use.
19more precisely the "small" dataset
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of objects. The images are in grey scales, taken with different lighting and different
viewing conditions. Samples images from the dataset are shown in Figure 8 The images
are dispatched between a training and a testing set, each containing 24300 images.
The goal is then to train a classifier using the training set and then to test its
performance on the testing set. The general method of image classification has been
applied so there is a preprocessing stage followed by a learning stage. In order to be
able to measure the ability of the descriptors to describe an image sufficiently well for
classification a "ground truth" measure has been defined.
5.1.2 Preprocessing stage
Ground truth
To be able to measure the capacity of the descriptors to extract meaningful information
about the images we need to compare it to the full images. Since all the images have
the same size, 96 by 96 pixels, which is not too big, it is possible to feed the learning
algorithms directly with a high-dimensional vector representing the pixel values. Actually,
this is one of the reason to choose the NORB dataset to perform this experiment, since
otherwise a scale normalization and a possibly mandatory resizing would be needed.
In this raw form, the images are linearized row by row into a vector x ∈ R9216. A
simple and standard preprocessing is then applied to x in order to normalize it (statistically
speaking) :
xn =
x− µx
σx
(24)
with µx = E[x] and σx =
√
E[x− µx].
The ground truth is thus the result of the learning and testing using this normalized
vector form as input.
Descriptors representation
In order to provide a test framework unbiased by the detection, all the are given a unique
keypoint located at the center of the images, whose scale diameter is the same as the
image patch size. Each image is thus represented by only one descriptor.
The descriptors evaluated and their parameters are :
• the FREAK descriptor. A 512-bit (64 bytes integer) descriptor, using the default
pairs, with a pattern scale of 6.2 and 3 octaves.
• the BRISK descriptor. A 512-bit (64 bytes integer) descriptor with a pattern scale
of 0.5 and 3 octaves.
• the ORB descriptor. A 256-bit (32 bytes integer) descriptor with a pattern scale of
1.2 and the default parameters.
The parameters were chosen empirically as yielding the best performance.
The preprocessing step in the descriptor representation consist only of the extraction
of the descriptor. No further preprocessing were done as it could have biased the results.
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Figure 8: This is a small sample of NORB image database. Each column is associated to
a sample of 6 images coming from one category. They are (from left to right) 0 - animal,
1 - human, 3 - plane, 4 - truck and 5 - car.
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5.1.3 Learning stage
The training of the classifier is done in the following way. The set of images used for
training is created by picking at random in the training database until the target number
of images gathered. If all examples are used, a random shuﬄing is applied to the set
to avoid any bias. As it is a supervised classifier training, the labels according to each
image is read at the same time. The labels are categorical (i.e. number from 0 to 4). The
learning stage was performed using different algorithms.
The algorithms tested and their parameters are :
• a multi-class C-SVM algorithm using a Radial Basis Function (RBF) kernel with
parameter γ = 20, C = 7 and termination criterion of itermax = 1000 and  = 10−6.
• a k-NN classification algorithm with parameter maxk = 3.
• a GBT algorithm with a Deviance Loss function, 300 boosting iterations a shrinkage
of 0.1, a subsample portion of 0.9 and max depth of 10.
These parameters were chosen as offering good classification performance while keeping
a reasonable bound on the training time.
5.1.4 Testing stage
The performance of the different descriptors and learning algorithms were evaluated via
classification on the testing database. The metric chosen to evaluate performance is the
proportion of correct classification over the total number of testing images. Note that the
training and testing sets are disjoint.
5.1.5 Results
As it can be seen on Figure 9, the descriptors yield very good performances. We can
see that the ground truth measure has the best performance, but this was expected.
From these results, we can assess than binary descriptors, while being very compact and
designed for speed, still provide a very high discriminant power.
These results also show that descriptors form a good association with usual machine
learning algorithms for the task of image classification as they provide good classification
performance while greatly reducing the training time. Indeed a look at Figure 11 shows
that descriptors have a training time systematically two orders of magnitude below the
ground truth training time, independently of the learning algorithm.
From Figures 10 and 11 we can give a quick evaluation of the learning algorithms
chosen for this test. The first thing to observe is that GBT and SVM have almost exactly
the same performances. Good performances were expected from SVM as it is known
to give good results for this kind of classification tasks but it appears that GBT is a
very valid alternative. Furthermore, GBT training time is almost one order of magnitude
faster than SVM training time.
The kNN algorithm, while yielding reasonably good performances is consistently
outperformed by SVM and GBT. Of course, the training time is very fast (from two to
three order of magnitude faster than the other two), by design of the algorithm. Given
its poor scalability to very large databases and its average performance, we can discard
the kNN algorithm from the possible candidates of large scale image classification.
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Figure 9: This graph presents the best, average and worst performance of each
data representation. The labels are the following : GT is for Ground Truth and
the others labels are the descriptors acronyms. The performance is measured as
the percentage of correct classifications done in the testing set.
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Figure 10: This graph presents the best, average and worst performance of each
learning algorithm. The labels are the different classifiers. The performance is
measured as the percentage of correct classifications done in the testing set.
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Figure 11: This graph presents the time needed to train the different learning
algorithms in function of the data representation. The time axis uses a logarithmic
scale, i.e. the unit of time is log10 s.
5.2 Bag of Visual Words classification
5.2.1 Setup
A commonly used framework for large scale image classification and image-based retrieval
uses a feature-based representation of images mapped to visual words and finally uses
Vocabulary Trees (VT) to classify images. This basic method is generally improved using
Geometry Verification (GV) and various re-ranking methods.
As we already said, most methods following this pipeline use real-valued descriptors,
generally SIFT or SURF in the feature extraction part. The goal is to show that binary
descriptors can be a valid alternative and that the compressed form we proposed in this
work can potentially be much more efficient by skipping the mapping to visual words,
since the compressed features can already be used as words.
The object classification task was performed on the Caltech-256 dataset which is a
challenging dataset of relatively large scale. And since the best scores on this dataset are
currently around 50% of global correct classification [49], this tends to assess the difficulty
of the task.
Indeed if we compare to the NORB dataset, where each category had nearly 5000
images for training, the number of training images by category in the Caltech-256 is
around 60. The training must be able to generalize on very few examples. Also the visual
similarity between objects of a same category are sometimes not obvious, as it can be
seen on Figure 12.
The goal of this last experiment is to train a classifier using a Bag of Visual Word and
then evaluate its performance on the Caltech-256 dataset. Mostly for practical reasons,
no re-ranking or geometric verification was implemented. In order to provide a baseline of
this simple implementation, a classification using SIFT descriptors was performed. Then
another classification using FREAK as a choice of binary descriptor has been done.
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Figure 12: This is a small sample of the Caltech-256 image database. Each column is
associated to a samples of 6 images coming from one category. They are (from left to
right) 084.giraffe, 245.windmill, 170.rainbow, 025.cactus and 030.canoe.
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5.2.2 Algorithm
The method implemented follows the general implementation of a BoVW classification
algorithm. It can be summarized as the following sequence :
1. Train a vocabulary V of n visual words, by clustering a set of descriptors into n
clusters and taking each cluster center as a visual word.
2. Run through all training images, detect and extract features. Then map the
extracted descriptors to their closest visual words in V . Finally make an histogram
per image of the n visual words and normalize it.
3. Train a classifier using histograms of visual words as input.
For the baseline the detector was BRISK, the descriptor SIFT, the clustering method
k-means in R using k-means ++ initialization and the classifier à multiclass C-SVM.
For the naive binary approach the detector was BRISK, the descriptor FREAK, the
clustering method k-means in Z2 and the classifier a multiclass C-SVM.
5.2.3 Results
As we it can be seen in Figure 13, the proposed method for classification is working. Indeed,
the results are well above random classification (which would be < 1%) and increase with
the number of training images. Of course, one cannot hope to reach high performances
with such a simple method, but a performance above 10% is already respectable.
But the main goal of this experiment was to see if binary descriptors were able to
provide similar performance than standard real-valued descriptors such as SIFT. On this
matter, the results are outstanding since the FREAK-based classification consistently
outperforms the SIFT-based one.
Let us emphasize that each point on the graph correspond to tests done with cross-
validation. This means that each result is the average of 10 runs, for which independently
randomly sampled training and testing sets were created. There is thus a very low
probability of statistical bias.
Figures 14 and 15 represents the confusion matrices corresponding to FREAK-based
classification for 5 and respectively 35 training samples per category. Let us recall that a
confusion matrix is defined as a matrix C for which an entry ci,j is the number of times a
sample of class i is classified as being of class j. A perfect classification would thus yield
an scaled identity matrix.
Confusion matrices help to determine the classification distribution. They can also
be used to determine the global performance by computing the average of the diagonal.
We can for example see in Figure 14 the confusion matrix of a low performance result
(i.e. < 4%). We can see a diagonal, but it is not very clear, and we can see many vertical
lines. One is especially bright, and it means that this specific class had the tendency to
capture all classifications.
The Figure 15 shows the classification for a better result (i.e. > 10%). In this one,
the diagonal is much more easy to notice and there are still vertical lines, but they do not
dominate in any way.
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Figure 13: This graph presents the global performance of the BoVW classification
in the Caltech-256 database. The performance is given for both FREAK and
SIFT based methods. The x-axis is the number of training examples by category
and the y-axis the percentage of correct classification done in the testing set.
The number of samples used for testing is 25 by category.
Figure 14: This figures represents the 256 × 256 confusion matrix generated after a
10 runs cross-validation of the FREAK-based classification with 5 training samples by
category. The matrix is displayed in jet-color.
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Figure 15: This figures represents the 256 × 256 confusion matrix generated after a
10 runs cross-validation of the FREAK-based classification with 35 training samples by
category. The matrix is displayed in jet-color.
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In conclusion let us review the proposed evaluations and contributions. We first proposed
to formulate the FREAK pairs selection as an optimization of distance preserving dimen-
sionality reduction. We saw that this formulation was incomplete to generate a good
subset of pairs due to the phenomenon which we called the correlation bias. We thus
devised a general method for pairs selection based on scoring and decorrelated sampling.
The performance achieved by this technique outperformed the current implementation of
FREAK.
This work on FREAK pairs selection shows how important the context is when
designing algorithms with direct real-world applications. Indeed, the correlation bias is
not obvious to infer in an abstract and general framework.
On the other hand, we saw that very theoretical concepts such as entropy analysis
and distance preserving dimensionality reduction can yield very good results in empirical
tests. While promising, the random projection technique has been shown as not suitable
for this problematic. Indeed, the weaker version of the Johnson Lindenstrauss lemma in
Z2 makes it not applicable to pairs selection.
In a second time, we used binary descriptors to solve the problem of image classification.
The experiment on the NORB dataset showed that binary descriptors, while simple and
compact, are very discriminative and are close in performance to much higher dimensional
representation of images. They especially provide a boost in training time of two to three
orders of magnitude which is fundamental for very large scale experiments.
The last experiment was designed to assess the validity of binary descriptors in Bag of
Visual Words classification, which had always been performed using classical real-valued
descriptors. The results showed that binary descriptors have their role to play in image
classification since they perform even better than traditional descriptors. Of course, these
preliminary results should be confirmed and built upon in future research.
Future work
Many aspect of this work can lead to extensions, but here are some interesting aspects
that would benefit of more research.
FREAK
Pattern extension
As other binary descriptors, FREAK provide very good performance for a small cost and
can be extended. Since we saw that patterns can be very correlated, a possible work
would be to create a pattern yielding more dimensions and then apply the same kind of
pairs selection to obtain a descriptor with even more discriminant power. A color model
could also be associated to the intensity based values.
Compression
As we exposed before, one of the goal of designing a binary descriptor is to provide
a more compact representation than the traditional real-valued descriptors. An other
advantage is the integer representation, along with the Hamming distance, both having a
very beneficial impact for the embedded and mobile computations.
However, even this representation is not sufficiently compact in a context like mobile
visual search for example. Indeed, the pipeline for mobile visual search generally imply
the use of a server and thus the transmission of the features or the storage of a database
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on the mobile side. This is why some authors chose to design compressed descriptors, for
example Compressed Histograms of Gradients (CHoGs)[10].
We also saw that Bag of Hashs models made use of hashed features to create a
vocabulary. In this way, instead of clustering complete descriptors as in the Bag of Visual
Word model, and thus having to match query descriptors to their closest visual words, a
very interesting future work would be to compress the descriptor directly to a vocabulary
word.
This impose some quality on the compressed feature which has to project the descriptors
in a way which create a good tesselation of the descriptors distribution. Ideally, the space
of compressed features should have a high entropy, or in other words, each compressed
descriptor should correspond to an equal number of original descriptors. Maximum
entropy encoding techniques could provide very valuable techniques to create such a
compressed feature.
Image Classification
Bag of Visual Words
Image classification using BoVW has been extensively done these recent years, using
real-valued descriptors. This work is the first towards a reproduction of the pipeline using
binary descriptors, but some experiments should be designed to assess the validity of
binary descriptors based BoVW classification. Especially, a state of the art BoVW with
Geometric Verification and re-ranking should be implemented.
Machine learning in Z2
We saw in this work that the k-means algorithm could be easily extended in Z2. But
many algorithms such as SVMs always assume that samples are in Euclidean spaces and
use norms and inner-products accordingly. An interesting future work would be to extend
SVMs and other classification algorithms in Z2 as they could be much more efficient.
Deep learning
As we saw, image classification is very challenging. A way to explore would be to
combine different classification techniques in a hierarchical manner to provide a better
performance. Boosting and bagging techniques are generally used to group very weak and
simple learners, but could be also very valid meta-algorithms applied to already complex
algorithms.
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Technical remarks
The different methods proposed in this work have been implemented using Open Source
libraries and Software, and the code can be made available upon request. The implemen-
tation was done in C++ using the Qt framework20 as the main frame. The OpenCV
library21 was used for almost all vision and machine learning algorithms.
Since almost all techniques introduced in this project are computationally intensive,
parallelization was implemented on every critical component. It was achieved via multi-
core implementation (using the Intel Threading Building Blocks libraries22) at the CPU
level and CUDA23 implementation at the GPU level.
A list of hardware and software used for implementation is presented at page 59.
To give an idea, k-means clustering more than 4 millions of points in 2000 clusters
would take more than 120 hours using a single thread program. The parallelization is
thus not only desirable but it becomes mandatory for such large scale computation.
The Caltech-256 database is relatively large scale since it contains more than 30000
images. But it has also been chosen so that all operations can be performed in RAM.
Really huge image collection containing millions of images imply the use of databases
which need to be sufficiently fast.
It is thus crucial to do research while keeping in mind this Big Data context, and this
is why compact representation such as binary descriptors are really valuable.
20http://qt.digia.com/
21http://opencv.org/
22http://threadingbuildingblocks.org/
23http://www.nvidia.com/object/cuda_home_new.html/
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Hardware
In this project the following development platforms were used :
Desktop Computer i7 3770K A
• CPU : Intel Core i7 3770K, 4 cores (8 threads) @ 4.5 GHz
• Memory : 32GB RAM @ 1600 MHz
• GPU : Asus GeForce GTX 680, 1536 CUDA cores.
• Base system : Ubuntu 12.04 LTS 64bit
Desktop Computer i7 3770K B
• CPU : Intel Core i7 3770K, 4 cores (8 threads) @ 4.8 GHz
• Memory : 32GB RAM @ 1600 MHz
• GPU : Asus GeForce GTX 660, 1344 CUDA cores.
• Base system : Ubuntu 12.04 LTS 64bit
Software
The following software and libraries were used :
• GCC 4.6.3 with glibc 2.15
• QtCreator 2.4.1 with Valgrind 3.7.0
• Qt libraries 4.8.0
• Intel TBB library 2.0
• OpenCV library 2.4.3-148-g7f542e3
• CUDA libraries 3.0
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