Abstract. We expand some, mostly nonnegative rational functions of one or two variables in the series of Chebyshev polynomials. If such a series is multiplied by the density that makes Chebyshev polynomials orthogonal then we obtain Fourier series expansion of certain probabilistic density in the case of rational function of one variable or Lancaster expansion in the case of function of two variables. We study also the general case of rational function of order n depending (symmetrically) on n parameters and find (at least theoretical) expansion.
Introduction
The purpose of this note is to recall known and establish new, simple, expansions of some rational functions of one and two variables in the series of Chebyshev polynomials. If such series is multiplied by the density that makes Chebyshev polynomials orthogonal then we would get orthogonal series converging in mean square as well as in almost everywhere sense. Specifically preferred would be those rational functions that would be nonnegative on the segment [−1, 1] in the case of functions of one variable or on the square [−1, 1] × [−1, 1] in the case of bivariate functions. This would lead to new probability densities on compact sets.
To fix notation we will denote by {T n (x)} n≥0 Chebyshev polynomials of the first kind while {U n (x)} n≥0 will denote Chebyshev polynomials of the second kind. Recall that these two families satisfy the same 3-term recurrence (1.1) T n+1 (x) = 2xT n (x) − T n−1 (x), with different initial conditions. Namely U 0 (x) = T 0 (x) = 1, T 1 (x) = x and U 1 (x) = 2x. Recall also that polynomials T n are orthogonal with respect to the density f C (x) = 1/(π √ 1 − x 2 )I (−1,1) while polynomials U n are orthogonal with respect to the density f W (x) = 2 π √ 1 − x 2 called semicircle or Wigner distribution. In the sequel we will use exchangeably a n and (a 1 , . . . , a n )
T . In particular we will analyze the properties of distributions with the following densities:
Here ϕ T denotes the generating function of polynomials T n , i.e. ϕ T (x|a) = ∞ j=0 a j T j (x) defined for |a| < 1 and B n is suitable constant. Obviously B 1 = 1. We will assume that |a i | < 1, i = 1, . . . , n. It is well known that
It is easy to notice that ϕ T is positive for all |a| , |x| < 1. Specially interesting will be cases with even n and parameters a i forming conjugate pairs. Let us recall that the similar to the density (1.2) case involving Chebyshev polynomials of the second kind was analyzed in [5] .
The paper is organized as follows. In the next section we recall some known and obtain some new expansions of rational functions of one and two variables in the series of Chebyshev polynomials. This is done for the sake of completeness of the paper. The Section 3 contains our main results concerning expansion of the density (1.2) in the Fourier series of Chebyshev polynomials of the first kind as well as particular cases for n = 2, 3, 4 including cases with parameters a i forming conjugate pairs. Finally longer proofs are shifted to the last Section 4.
Auxiliary results
Let us denote for simplicity:
and let us recall the so called Poisson-Mehler expansion formula presented and proved in e.g. [1] , [2] , [6] considered for q = 0 gives:
convergent everywhere for |x| , |y| ≤ 1 |ρ| < 1 since max |x|≤1 |U n (x)| = (n + 1) and the series j≥0 ρ j (j + 1) 2 is convergent.
convergent almost everywhere for |x| , |y| ≤ 1 |ρ| < 1.
Proof. Is shifted to Section 4
As a corollary we get the following fact:
Proof. (2.8) and (2.9) First we take x = y in (2.2), secondly we use the formula T 2n (x) = 2T 2 n (x) − 1 and change ρ to ρ 2 . (2.10) We put y = x in (2.3).
Densities
Theorem 1. For ∀n ≥ 1 and parameters a n mutually different we get
where we denoted b n,k (a n ) = n j=1,j =k
Besides we have an expansion:
Proof. Is shifted to Section 4.
To describe briefly constants B n (a n ) let us define the following symmetric functions:
As a corollary we have:
P4(a4)+7−3S2(a4)+S3(a4)(S1(a4)−S3(a4))−S4(a4)(4−2S2(a4)+3S4(a4)) . Let us start with n = 2. We have the following observation: Corollary 3. Density f 2T (x|a 1 , a 2 ) has the expansion:
where
2−a1a2 . Proof. Following assertions of Theorem 1 all one has to calculate are coefficients t j (a 1 , a 2 ). Recall that:
Following this we have:
3.1. Complex parameters. In this subsection we will consider complex parameters a i , i = 1, . . . , n but assume that n is even and parameters a i form conjugate pairs. To fix notation let us assume that first two parameters form first conjugate pair, the third and forth the second conjugate pair and so on. Let us denote
where we denoted
where as before y = cos θ.
allows the following expansion:
Proof. We use (3.4). Next we observe:
Corollary 5. i)
Proof. i) The first formula comes straightforwardly from (3.5). The second one comes from application of (2.8).
ii) We utilize the fact that ∀n ≥ 2 :
U n (y) 1 − y 2 dy = 0 and
T n (y) 1 − y 2 dy = 0 while
U 1 (y) 1 − y 2 dy = 0 and
Notice that f 2 (x|y, ρ) as well as the densities exposed in Corollary 5 are conditional densities. Hence in particular for every |y| ≤ 1 and |ρ| < 1 we get 1 −1 f 2 (x|y, ρ)dx = 1 or for every |ρ| < 1 we get
Besides shapes of f 2 for different y and ρ are very versatile. For example we have plots of f 2 (x|y, ρ) for |x| < 1 for different values of y and ρ Here red plot is for y = .5, ρ = .5, blue for y = −1/5, ρ = 4/5, green for y = 1/4, ρ = 3/4. One can notice that for some values of y and ρ the plot has one maximum at some x ∈ (−1, 1).
Further as n > 2 is concerned we have:
is a conditional density i.e. ∀ |y 1 | ,
+ 4ρ 1 ρ 2 y 1 y 2 , S 1 (a 4 ) = 2ρ 1 y 1 + 2ρ 2 y 2 . Now we use Corollary 2 and get P 4 (a 4 
Remark 2. As one can check with a help of Mathematica this time for some values of y 1 , y 2 , ρ 1 , ρ 2 the plot of f 4 has two maxima for some two values of x ∈ (−1, 1).
Proofs
Proof of the Proposition 1. First let us show (2.3). We will use (2.1) and T n (x) = U n (x) − xU n−1 (x). We have:
and finally
Hence we have an equation:
where we denoted B = B(x, y|ρ) =
and consequently
Hence we have shown (2.3) and (2.4). Using , well known relationship that T n (x) = (U n (x) − U n−2 (x))/2, n ≥ 1 we have
Now we use formula U n+1 (x) = 2xU n (x) − U n−1 (x) getting:
.
Inserting in (4.3) we get (2.2). Thus we have shown (2.2) and (2.7). Now to show (2.5) we have denoting A(x, y) =
A(x, y) = 2y
since T −1 (y) = y. Now iterating we obtain equation:
Now we use (2.2). Finally to get (2.6) we put y = x in equation (4.1, 4.2).
Proof of the Theorem 1. First we will prove expansion (4.4)
Proof is by induction start with n = 2 and decomposition of
2 )γ(a 2 , a 1 ) 4(a 2 − a 1 )(1 − a 1 a 2 )(1 + a 2 2 − 2a 2 x) , which we get by direct calculation. Now let us assume that (4.4) is true for n = m. Hence .
We use this expansion in (4.5) and get .
applied to (a 1 , a m+1 ) , . . . , (a m , a m+1 ). The next observation is the following:
1 + a k (1 − a 2 m+1 ) (a k − a m+1 )(1 − a k a m+1 ) = γ(a k , a m+1 ) (a k − a m+1 ) (1 − a k a m+1 ) .
