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vRESUME
Cette these developpe un outil de simulation destine au design d'instruments de tomographie
par induction magnetique (MIT pour Magnetic Induction Tomography). Ce simulateur per-
met d'investiguer la possibilite d'utiliser la methode d'imagerie par tomographie par induction
magnetique an de faire la conception d'un dispositif sans-contact capable de detecter une
hemorragie a l'interieur du cra^ne humain. La methode specique de calcul numerique utili-
see pour la simulation du dispositif de me^me que le calcul de la sensibilite avec la methode
directe (introduite dans cette these) et la resolution du probleme inverse, qui reconstruit une
carte de la conductivite a partir des resultats de simulation, sont optimises an de simuler
un dispositif operant a 50 kHz. Ce dispositif est capable de detecter le changement de la
conductivite dans une gamme se rapprochant de celle des tissus biologiques.
Le fonctionnement de base de la tomographie par induction magnetique repose sur les mesures
des proprietes electromagnetiques dites passives telles que la conductivite. L'utilisation d'une
telle methode pour detecter les hemorragies cerebrales se justie par le fait que la conductivite
du sang est plus elevee que la conductivite des autres tissus constituant le cerveau. Une autre
application potentielle de cette methode est le suivi en temps reel, de maniere non invasive,
de l'alteration des tissus qui peut s'observer a partir d'un changement de conductivite, par
exemple les problemes respiratoires, la guerison de plaies ainsi que les processus ischemiques.
Les bobines d'induction dans le dispositif de tomographie par induction magnetique pro-
duisent un champ magnetique primaire dans la region d'intere^t (ROI pour Region of Interest)
et ce champ alternatif induit des courants alternatifs (courants de Foucault) dans les regions
conductrices. Ces courants induits produisent a leur tour un champ magnetique secondaire
dans la region d'intere^t. Ce champ magnetique secondaire produit un champ aux bobines de
reception qui est utilise pour reconstruire la distribution de la conductivite dans la region
d'intere^t.
Un de important concernant l'etat de l'art de ces dispositifs est la detection du signal se-
condaire en presence du signal primaire, qui est plusieurs ordres de grandeur plus fort. Le
dispositif presente utilise une geometrie pour l'induction et la detection specialement concue
pour operer dans les basses frequences avec un ratio signal sur bruit acceptable de me^me
qu'une conguration du detecteur qui est moins sensible au champ primaire. La methode
directe du calcul de la matrice de sensibilite introduite dans cette these nous fournit une
methode numerique robuste pour la reconstruction d'images, ce qui resulte en une qualite
d'image superieure par rapport aux autres methodes proposees dans la litterature.
Les congurations du systeme que nous presentons impliquent une forme cylindrique avec
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6 bobines d'excitation concentriques qui sont placees a dierentes hauteurs sur la surface
externe. Ces bobines produisent un signal primaire dont la majorite des lignes de champ sont
paralleles a l'axe principal du cylindre ou est place l'objet d'intere^t. Ce champ induit alors
des courants de Foucault (courants de conduction et courants de deplacement) dans les re-
gions conductrices, ce qui genere un champ magnetique secondaire. Ce champ secondaire est
detecte par 80 bobines de reception (16 rangees de detecteurs places a 5 hauteurs dierentes)
qui sont placees sur les parois du cylindre de maniere perpendiculaire au plan des bobines
d'excitation.
La simulation de ce dispositif necessite un modele mathematique comprenant le probleme
direct et le probleme inverse. Le probleme direct est la simulation mathematique du systeme,
qui resout les equations de Maxwell dans la region d'intere^t avec les conditions frontiere ade-
quates.
Le probleme impliquant les courants de Foucault est resolu par l'utilisation d'un modele
connu sous le nom d'equations de Maxwell completes (traduction libre de full Maxwell's
equations). Ce probleme est resolu par la methode des elements nis (elements en peripherie,
traduction libre de edge elements) en considerant les fonctions de Whitney de premier ordre.
Le modele est compare a des solutions analytiques connues pour des geometries simples. Le
probleme direct nous permet d'obtenir l'amplitude des champs magnetiques et electriques
qui sont detectables, la distribution et l'ordre de grandeur des courants de Foucault ainsi que
le changement de phase du champ magnetique detecte qui est cause par la partie conductrice
de la region d'intere^t.
A partir du probleme direct, la matrice de sensibilite peut e^tre extraite, ce qui est neces-
saire an de resoudre le probleme inverse. Les methodes disponibles pour extraire la matrice
de sensibilite, par exemple le theoreme de reciprocite de Geselowitz, sont generalement des
formulations independantes du probleme direct considere. Cependant, pour notre modele, la
sensibilite est calculee directement par la dierentiation numerique de l'equation d'Helmholtz
par rapport aux proprietes electriques. Cette methode pour calculer la matrice de sensibilite
(la methode directe) est introduite dans cette these et les resultats de la reconstruction pour
cette methode sont compares avec ceux provenant du theoreme de reciprocite applique aux
problemes de tomographie par induction magnetique. La matrice de sensibilite peut reveler
a quel point la sensibilite d'une partie de la region d'intere^t peut e^tre aectee par un change-
ment quelconque de courant ou de conductivite (de me^me que pour d'autres proprietes). De
plus, extraire la matrice de sensibilite permet de calculer la direction de sensibilite maximale
a un changement de conductivite dans une certaine partie de la region d'intere^t, ce qui per-
met de determiner le meilleur arrangement et emplacement des detecteurs. L'extraction de
la matrice de sensibilite par la methode directe, a partir des outils permettant de resoudre
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ce modele, n'est pas une ta^che simple. Ainsi, le modele direct doit e^tre developpe dans son
entierete dans MATLAB.
Le probleme inverse (la description de la structure interne du systeme fournie par des don-
nees indirectes) est ensuite resolu a l'aide de la matrice de sensibilite et des methodes dispo-
nibles dans la litterature (ces methodes sont courantes pour la tomographie par impedance
electrique). Pour le probleme inverse, resolu par la methode du maximum a posteriori, les
approches lineaires et non lineaires ont ete utilisees an de reconstruire la conductivite. L'ap-
proche lineaire est prometteuse pour l'imagerie dierentielle an de conrmer l'apparition
d'une lesion si nous disposons au prealable d'informations concernant la conductivite nor-
male de la te^te et du cra^ne. Cependant, l'approche lineaire amene a des valeurs erronees de
la conductivite. L'approche non lineaire a egalement ete implementee an de permettre le
calcul de la valeur absolue de la conductivite sans aucune information prealable. Toutefois,
l'approche non lineaire est cou^teuse au point de vue des ressources computationnelles et donc
faire la tomographie par induction magnetique en utilisant notre methode n'est pas envisa-
geable pour calculer la valeur absolue de la conductivite.
La conguration des senseurs adoptee pour notre dispositif, dont le positionnement des cap-
teurs est perpendiculaire aux bobines d'excitation, amene un avantage au point de vue de
la soustraction du champ primaire, ce qui est un de constant dans l'operation des autres
dispositifs de ce type. Les signaux ont ete simules pour dierentes hauteurs de disque dans
le cylindre et dierentes locations de la lesion a l'interieur du disque. La distribution de la
conductivite est ensuite reconstruite a partir du changement de voltage induit dans les sen-
seurs.
Les resultats du probleme de reconstruction concernant le modele du disque dans le dispositif
propose, en considerant que le niveau de bruit est constant et vaut 1% du signal maximal
detecte, montrent un ratio de signal sur bruit de 40 dB. Les capteurs magnetiques utilises
pour construire ce dispositif devraient e^tre capables de detecter des champs de 10 pT avec
ce me^me ratio signal sur bruit.
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ABSTRACT
This thesis develops a simulation package for the design of Magnetic Induction Tomogra-
phy (MIT) instruments and exploit the simulator to investigate the possibility of using the
magnetic induction tomography imaging method to design a non-contact device capable of
detecting a blood hemorrhage inside the skull. The specic numerical method (full Maxwell's
equation) used for simulation of the device, followed by calculation of the sensitivity with
the direct method (introduced in this dissertation) and a regularized inverse solver which re-
construct the conductivity map from the simulation outputs (magnetic eld), are optimized
to simulate a device operating at 50 kHz. This device is capable of detecting the change in
conductivity in ranges close to biological tissues.
MIT operates based on the measurement of passive electromagnetic properties such as con-
ductivity. The rationale behind using this method for detecting cerebral stroke is based on
the fact that the conductivity of the blood is larger than that of the other tissues in the head.
Other potential medical applications for this device are real-time, non-invasive monitoring
of tissue alterations which are reected in the change of the conductivity, e.g. ventilation
disorders, wound healing and ischemic processes.
The inductive coils in the MIT device produce a primary magnetic eld in the region of
interest (ROI) and this alternating magnetic eld induces alternating (eddy) currents in the
conductive regions. These eddy currents, in turn, generate a secondary magnetic eld in
the ROI. This secondary magnetic eld generates a eld at the receivers, which is used to
reconstruct the conductivity distribution of the ROI.
An important challenge in the state of art devices is the detection of the secondary signal
in the presence of the primary signal, which is orders of magnitude stronger. The device
uses a geometry in induction and detection designed to operate in low frequencies with ac-
ceptable SNR and detector conguration that is least sensitive to the primary eld. The
direct method of calculating the sensitivity matrix introduced in this thesis provides us with
a robust numerical method for image reconstruction which results in superior image quality
compared to other proposed methods in the state of the art.
The proposed congurations involves a cylindrical shape device with 6 concentric excitation
coils which are located at dierent heights on the outer surface of the cylinder. These coils
produce a primary magnetic eld with majority of the eld lines parallel to the main axis
of the cylinder, where we position the object of interest. This primary eld induces eddy
currents (conduction and displacement current) in the conductive regions of the ROI, which
generate a secondary magnetic eld. The secondary magnetic eld is detected in 80 sensors
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(16 arrays of sensors at 5 dierent heights), which are located on the cylinder walls perpen-
dicular to the plane of excitation coils.
The simulation of this device requires a mathematical model consisting of a forward and an
Inverse problem. The forward problem is the mathematical simulation of the device, which
solves Maxwell's equations in the ROI with the appropriate boundary conditions.
The problem is known as the eddy current problem is solved using a model known as full
Maxwell's equations. The eddy current problem is solved using a nite element method (edge
basis) considering the rst order Whitney functions. The model is bench-marked with avail-
able analytic solutions for known geometries. The forward problem provides us with the
magnitude and direction of the detectable magnetic and electric eld, eddy current size and
distribution and also the phase change in the detected magnetic eld, which is caused by the
conductive area in the ROI.
From the forward problem, the sensitivity matrix is extracted that is used in solving the
reconstruction problem. Methods available for extracting the sensitivity matrix, like using
the Geselowitz reciprocity theorem, are mainly independent formulations regardless of the
method used in solving forward problem. However, in our model, the sensitivity is directly
calculated by the rigorous numerical dierentiation of the governing equation (Helmholtz) in
the forward problem, with respect to the electrical properties. This method of calculating
the sensitivity matrix (the direct method) is introduced in this thesis and the results of re-
construction for this method are compared with results from the reciprocity theorem. The
sensitivity matrix shows how sensitive is the secondary eld of an area in ROI to any change
in current or conductivity of other areas (as well as other properties such as permittivity).
Furthermore, extracting the sensitivity matrix could allows one to systematically investigate
the most sensitive direction to the conductivity change in certain area, at any position in the
region of interest to nd the the best arrangement and alignment for the sensors. Extracting
the sensitivity matrix with the direct method, from available packages which are capable of
solving the forward model, is not a straightforward task. Therefore, the forward model is
fully developed in MATLAB.
The inverse problem (the description of the internal structure of a system given by indirect
data) is then solved using the sensitivity matrix and available methods known for solving
inverse problems in the literature (These matrix inversion methods are common with Elec-
trical Impedance Tomography). In the inverse problem, which is solved using the maximum
a posterior method, both the linear and non-linear approach were taken to reconstruct con-
ductivity. The linear approach is promising for dierential imaging performed on a head
modelled as a disk with dierent conductivity layers to conrm the appearance of the lesion,
if we have prior information about the conductivity of the background (the head and the
xskull). However, the linear method will produce an inaccurate conductivity values. The
non-linear approach has also been implemented to calculate the absolute value of the con-
ductivity without prior information. However, the non-linear method is not computationally
cost-wise and therefore performing Magnetic Induction Tomography with using the method
is not suitable for calculating the absolute value of the conductivity.
The conguration of the sensors adopted in this device, which is positioning the receivers
perpendicular to the excitation coils, makes it advantage in subtraction of the primary signal
which has been a main challenge in operation of such devices. The signals were simulated
for dierent height of the disk in the cylinder and dierent locations of the lesion in the disk
model. The conductivity distribution is then reconstructed from the corresponding voltage
changes induced in the sensors.
The results of the reconstruction problem performed on the disk model using the proposed
device for a constant noise level, which is considered to be 1% of the maximum detected
signal, shows a SNR of 40 dB. Magnetic sensors used for building this device should be able
to detect 10 pT elds at this SNR.
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1CHAPTER 1 INTRODUCTION
Prelude
The fundamental laws necessary for the mathematical treatment of a large part of physics
and the whole of chemistry are thus completely known, and the diculty lies only in the fact
that application of these laws leads to equations that are too complex to be solved.
Paul Dirac
1.1 Introduction to tomographic impedance techniques
Tomographic techniques for imaging passive electromagnetic properties such as conductivity,
permittivity and permeability of materials have been active research elds over recent decades.
The oldest of these techniques, Electrical Impedance Tomography (EIT) involves a series of
contact electrodes for injecting the currents in a region of interest (ROI) and detecting the
resulted voltage (Adler et Guardo, 1996). Pairs of electrodes, in dierent congurations, are
used to excite a current inside the conductive medium and other pairs are used to detect the
voltages. The voltages are used for the determination of the conductivity and permittivity
values of the medium. The EIT image reconstruction problem can be modelled by numerical
treatment of the Laplace equation (Kobylianskii et al., 2016). Dynamic EIT (the measure-
ment of conductivity change) has been suggested because of its increased sensitivity and the
ability to compensate unknowns. Dynamic EIT may be applied in studying the physiological
process which modify the electrical conductivity of biological tissue (Adler et al., 1998).
Another technique is known as Electrical Capacitance Tomography (ECT) (Yang et Peng,
2002). It is very similar to EIT, but it measures the resulting capacitance. This technique is
suggested for imaging of materials with low permittivity and negligible conductivity.
The most recent of the tomographic techniques, Magnetic Induction Tomography (MIT), is
a non-invasive imaging technique, which is sensitive to all passive electromagnetic properties,
such as conductivity, permittivity and permeability of the ROI (Holder, 2004 ; Soleimani et
Lionheart, 2006 ; Merwa et al., 2004). This imaging technique requires a combination of coils
for inducing eddy currents in the ROI and magnetic eld sensors for recording their responses.
In contrast with EIT, which requires electrodes contacting on the object of interest, the mea-
surement of magnetic eld is contactless, and therefore it is more advantages to the EIT
2techniques. In addition, MIT can be performed to reconstruct the conductivity of a medium
within insulating boundaries (brain within the skull) in contrast to EIT which is not plausible
for such applications, as contact electrodes can not inject currents inside the medium (Brown,
2009).
In a MIT imaging device, excitation coils are used to induce alternating magnetic eld inside
the ROI. This magnetic eld will produce currents in conductive areas inside the ROI, which
produce secondary magnetic eld detectable at sensors. The pattern and size of the detected
secondary eld for various excitation patterns is used to measure the absolute or dierential
value of conductivity in the ROI. In most MIT setups reported so far, the eld is measured
inductively using the same coils used for excitation. The basics of extracting the conductivity
map from electrical measurements and its resolution is discussed in Appendix (A).
Industrial interest in this type of non-invasive imaging method includes applications in control
or visualization of pipelines (Griths, 2001 ; Borcea, 2002). More recent interests are appli-
cations of this method in medical monitoring areas, where EIT or MIT devices are used to
take a cross sectional images of properties of human body tissues (Wei et al., 2012). The
fact that MIT devices have lower design and operational cost compared with other imaging
techniques, such as Magnetic Resonance Imaging (MRI) and Computerized (or computed)
Tomography (CT scan), makes this technique an attractive alternative (Griths, 2001).
In addition, MIT devices are capable of real time imaging, which makes them good candi-
dates for medical monitoring purposes, as this task is associated with measuring the change in
properties of the biological tissues rather than their absolute measured values. After nding
the sensitivity matrix of the device, the image is reconstructed with a matrix multiplication
which does not require considerable amount of time.
Potential medical applications usually aim at the characterization of biological tissues by
means of detection of a change in their complex conductivity. The motivation for measuring
the electrical properties is their characteristic dependence on the (patho-) physiological state
of tissues, especially hydration and membrane disorders. Medical applications so far suggested
include imaging of limbs or of the brain, e.g. for the monitoring of brain edema, measurement
of human body composition, and monitoring of wound healing (Griths, 2001 ; Holder, 2004).
The possibility of using a MIT device as a tool for diagnosis rather than monitoring has
not yet been veried and is still a subject of active research with multi-frequency MIT de-
vices. In the state of the art MIT devices, this imaging technique has not produced images
3with sucient resolution for diagnoses (Rosell-Ferrer et al., 2006). However, in principle non-
linear calculations may be done to reconstruct the absolute conductivity values, from the
detected eld with a MIT device (although with a high computational cost).
There are still challenges in magnetic tomographic measurements, such as nding an ecient
method for subtraction of the primary magnetic eld in the sensors to enhance the detection
of the secondary eld. Also, the low density of eddy currents in the ROI specially at the
center, which is farther from the induction coils, result in low secondary magnetic eld in
those regions. These challenges have been addressed but not overcame in the state of art MIT
which will be discussed in Chapter (2).
Furthermore, Biomedical MIT is constraint by the low absolute value of the conductivity
of biological tissues, which produces very small secondary magnetic eld compared to the
primary applied eld. In order to make this secondary magnetic eld stronger and relatively
easier to detect, as this eld inductively detected by coils is proportional to the square of fre-
quency, most biomedical MIT devices in the state of the art are proposed to operate in MHz
frequency. However, such devices have not been applied in practice, as their performance is
limited by crosstalk, since the secondary magnetic eld signal produced at MHz by the tissue
falls below the noise level. This noise is largely due to the capacitive crosstalks of the electro-
nics operating in MHz frequency. This practical problem has not been addressed in the state
of the art of MIT and a resolution for it is addressed in this dissertation by investigation of
the feasibility performing the imaging in radio frequency regime. It is also worth mentioning
that recent progress in giant magneto impedance sensors (Dufay et al., 2013a), oering the
possibility of vector magnetometery with much higher spatial resolution and signicantly less
crosstalk than inductive coils, have not yet been explored for MIT.
1.2 Objectives
The general objective of this dissertation is to develop a general platform that calculates the
secondary magnetic elds for any given conguration of currents and electrical properties of
the ROI. Therefore the governing equations (Helmholtz) of such platform will not consider
any simplications and can be used to investigate any MIT design. The platform will also be
able to reconstruct the conductivity map of ROI using the value of the secondary magnetic
eld at the sensors. More specically, I will :
1. Develop the general solution to the forward Helmholtz equation and implement it in a
numerical package.
4In order to calculate the magnitude of the secondary magnetic eld produced by the
conductive area in the ROI at the sensors, in other words simulation of this device
performance, we solve the Helmholtz boundary value problem Eq.(3.15). The answer
to the Helmholtz equation is the primary and the secondary magnetic vector potential
given all the currents and the electrical properties everywhere in the ROI. The answer
to this boundary value problem is unique for every device given the specications of
the induction currents position and properties of the medium. The magnitude of se-
condary magnetic eld at the operation frequency of the device is useful in terms of
specication of the required sensors. As previous devices suer for capacitive crosstalks
of the electronics operating high frequency, we try to lower the frequency provided the
secondary magnetic eld signal is still large enough for detection.
Commercial solvers are available capable of this task. However, our second objective
requires the formulation to be fully developed. We have developed the formulation in
MATLAB to tackle the numerical calculations.
2. Calculate the Jacobian matrix using the direct method by variational formulation of the
Helmholtz equation.
We reconstruct the conductivity map of ROI using the secondary magnetic eld cal-
culated with nite element solver. In order to do so, we have to address the inverse
Helmholtz equation which is, given the magnetic potential everywhere in the ROI,
what is the conductivity distribution of the medium. The inverse Helmholtz equation
in MIT, like the inverse Poisson equation in EIT, usually involves nding the Jacobian
matrix of the system. The Jacobian matrix of any system is a measure of sensitivity of
the solutions of the dierential equation to the change of the the equation parameters.
Then the inverse Helmholtz problem for nding the distribution of parameter (conduc-
tivity) is solved by nding the inverse of the Jacobian matrix. Therefore, calculating
a more accurate Jacobian matrix provides us with more accurate calibration of the
device. The detected magnetic eld is converted to the conductivity map by a matrix
multiplication of the values with the inverse of Jacobian matrix.
There exist several methods in calculating the Jacobian matrix of this device which
are discussed in following section. We implement the direct method for calculation of
the Jacobian matrix, which involves direct dierentiation of the Helmholtz equation
for discrete values. This method has not been used in MIT. As the performance of
any linearized model depends on the accuracy of the of the linear modeling, we show
that the direct method of sensitivity calculation improves the overall performance in
reconstruction (less artifacts). There are more advantages in using the direct method
5for calculation of the Jacobian which will be discussed in Chapter (6).
3. Reconstruct the conductivity map of the ROI using the detected eld at the sensors.
Once the Jacobian matrix is calculated, we have to nd the inverse of this matrix to
calculate the conductivity map. The Jacobian matrix calculated with any method suf-
fers from the fact that the inverse Helmholtz equation is ill-posed. That is when the
conductivity of a certain region in the space is altered, the alteration of secondary ma-
gnetic eld is not considerable. In mathematical terms, the Jacobian matrix has a large
conditioning number and therefore can not be inverted using regular methods. Each
row of the matrix provides a linear equation, while the conditioning number is measure
of dependency of the rows (equations). A large dependency number will result in a close
to zero determinant, and therefore the matrix cannot be normally inverted. Therefore,
we use regularization methods to lower this conditioning number, and then we use the
maximum a posterori method to calculate the inverse of the Jacobian.
4. Test the developed numerical MIT imaging package to perform contrast imaging on a
simple model
It has been shown that EIT responds linearly to many physiological processes involving
movement of a uid of a constant conductivity into the ROI, resulting in an enlarge-
ment of the area covered by uid (Adler et Guardo, 1996). Cerebral edema is brain
swelling caused by excess uid inside the skull. In this dissertation, as a model to study
the performance of the calculation, we investigate the possibility of monitoring the de-
velopment of cerebral edema, an alteration in the conductivity of brain tissue, using a
MIT device proposed to function at a frequency of 50 kHz. In this step, a rather crude
model of the tissues inside the head is adopted, along with a relatively modest array of
exciting coils and detectors. The objective here is to test the simulator and to assess
the feasibility of the approach using a targeted biomedical application. The rationale
behind using the MIT imaging technique for such application is that the conductivity
of blood is comparatively large with respect to tissues in the head and thus the signal
produced by the blood lesion is comparatively larger with respect to other biological
constituents. In addition, this magnetic eld signal can be detected in the presence of
the insulating skull, where contact electrodes of EIT may not perform well in detection
(Merwa et al., 2004).
61.3 Methodology
In the following chapters, the method for numerical calculation of the excitation and the de-
tected eld for a device is presented. The general methodology involves the numerical solution
of a partial dierential equation (inhomogeneous Helmholtz equation) by the nite element
method (FEM). The steps involved to achieve the reconstructed map of the conductivity are
as follows :
1. The formulation of the dierential equation describing the general magnetic induction
boundary value problem.
2. The variational formulation of the dierential equation as implied by the FEM method.
3. Discretization of the ROI and and the choice of appropriate basis functions.
4. Computer programming and solution of the numerical problem (MATLAB)
5. Calculation of the sensitivity matrix (Jacobian) by nding the derivative of the magnetic
eld or voltage with respect to electrical properties
6. Reconstruction of the conductivity map using the secondary magnetic eld and sensi-
tivity matrix
7. Graphical representation of the results in 2D and 3D
Steps (1)-(4) are what is called the forward problem, and are treated in Chapter (3). After
step (4), the formulation derived in previous steps is implemented in MATLAB and numerical
calculations results are used in the following steps. Steps (5) and (6) are covered in Chapters
(4) and (5), respectively. The graphical representations and a detailed discussions of the re-
sults are presented in Chapter (6). The forward problem, sensitivity matrix calculation and
inverse problem (Steps (6) and(7)) constitute the three main sub-problems of this simulation
and each can be addressed in various ways.
1.3.1 The forward problem
To assess and design an MIT system, simulation results are very informative beforehand. For
the given geometrical conguration of induction coils and detectors introduced in the next
chapter, the associated forward problem is solved to simulate the experiment results. The
forward problem provides us with the values of the primary and the induced magnetic eld
in the entire ROI.
There exist several methods in the literature for formulating the forward problem such as
nite element and nite volume (Hollaus et al., 2004b ; Adler et Guardo, 1996 ; Gencer et
7Tek, 2000 ; Gencer et Tek, 1999 ; Tanguay et al., 2007 ; Watson et al., 2008). The choice of
the forward problem approach along with appropriate boundary conditions (BC), which is
well formulated to be numerically robust is the rst step. In MIT, the Maxwell's equations,
with the applicable BC, govern every electrical and magnetic activities inside the ROI. The
four Maxwell's equations can be combined into one inhomogeneous Helmholtz equation, to
be solved in the quasi-static regime with specic boundary conditions.
There are several approaches to solve this boundary value problem in the literature. Simpli-
ed versions of mathematical formulation are more widely used for MIT compared to other
methods, as the computational costs are high in order to develop a full model. The simpli-
cations are mainly neglecting the displacement current term eects which is much smaller
in magnitude than the conduction current in biological tissues. Neglecting the displacement
current reduces the problem to solving the magnetostatic problem outside of a conductor.
However, with the discussion in chapter 2, we see that this is no longer true for frequencies
above 1 MHz.
In order to nd solutions for dierential equations in arbitrary geometries, which do not have
very special symmetry or which consist of many interacting components, numerical methods
like nite elements are classic approaches. In this method, the ROI is divided into small unit
cells of rectangular or tetrahedron shapes in 3D. Then the vectorial Helmholtz equation is
solved by nding the weight factor that can be assigned to a set of basis functions, dened
on the edges of these unit cells (when ROI is divided into tetrahedrons, the basis set has
six members, each dened in the direction of one edge). The fact that the basis functions
are dened on the edges of the voxels (tetrahedron elements), simplify the implementation
of the boundary conditions between unit cells and the boundary cylinder to the form of vec-
tor identities. These conditions should be imposed on this basis functions for the numerical
calculation of this vectorial equation.
The method presented here for the forward problem does not exclude the eects of the
displacement currents, and is accompanied by an appropriate choice of gauge and the calcu-
lation of the sensitivity matrix using direct dierentiation. The method used for calculation
of the sensitivity matrix proposed in this dissertation leads to a more accurate reconstructed
conductivity map, compared to the widely used method in the state of art MIT devices.
Commercial nite element solver packages are available which are able to solve the inhomo-
geneous Helmholtz equation numerically. However, calculation of the sensitivity matrix using
the direct method requires pieces of information from the source code which is not accessible
or hard to extract from commercially available FEM packages such as COMSOL. Therefore
formulation for the forward problem is developed fully in a MATLAB.
In Chapter (3), we solve the eddy current(forward) problem using full Maxwell's equations.
8This method will help us to explore the theoretical limits of the problem without simplica-
tions. The eddy current problem is solved using the nite element method (edge elements)
with rst order Whitney functions as the basis for the vector eld for a proper gauge. Our
numerical calculations are veried using available analytic solutions.
1.3.2 The sensitivity matrix (Jacobian)
The magnetic eld B at the position of the sensors is sensitive to all passive electromagnetic
properties. Quantication of such a dependence is obtained by the sensitivity analysis. It
species the answer to the following question : if you make a small change in the electrical
properties of one element, what happens to the eld on all the other elements (interaction is
considered with n other neighbouring elements). The changes in the values of the B eld in
all the ROI are given by the the product of the sensitivity matrix and the changed value of
the conductivity.
There are several methods available in the literature for calculation of the Jacobian (Hollaus
et al., 2004b ; Scharfetter et al., 2006). In EIT, adjoint eld method is used as a fast method
for calculation of the sensitivity (Gomez-Laberge et Adler, 2007 ; Polydorides et Lionheart,
2003 ; Aghasi et Miller, 2012). The method uses variational form of Poisson equation to nd
an approximation for the sensitivity matrix. The fast calculation method for the sensitivity
matrix in MIT, uses the Geselowitz reciprocity theorem (Mortarelli, 1980) and variate the
Eq.(4.25) to nd an approximation to the sensitivity matrix (Corson et Lorrain, 1962). Both
methods consider only the linear terms in their variational formulation, and the sensitivity
matrix calculation using these method requires simulation of two forward problem (See chap-
ter (4)). Therefore, calculation of the sensitivity matrix using the adjoint eld method in
EIT and the Geselowitz reciprocity theorem in MIT can be done independent of the forward
problem formulation that is used for calculating the secondary eld (the two required elds
values can be calculated using any method).
We introduce the direct method in calculating the sensitivity matrix, and show that it per-
forms better than the reciprocity theorem. The direct method extracts the sensitivity matrix
from the numerical forward problem applied for the simulation. This sensitivity analysis may
be used to nd the most sensitive orientation for the sensors around the ROI. The sensiti-
vity matrix calculated using this novel method, developed in Chapter (4), is implemented in
the inverse problem in Chapter (5). The sensitivity matrix is calculated using two dierent
methods (reciprocity theorem and our direct method) and the reconstruction results are com-
pared in Chapter (6).
9The calculation of the sensitivity matrix is the original contribution of this thesis. Methods
for forward and the inverse problem have been around for decades and have been widely
discussed in the literature.
1.3.3 The inverse problem
The inverse of Helmholtz problem is determining the conductivity distribution of the medium
given the magnetic potential everywhere in the ROI. If we could specify the values of the
primary and secondary magnetic potential as a continuous function with a well-dened rst
derivative everywhere in ROI, an accurate solution would be expected for the inverse problem
using the Green's function of Helmholtz equation.
In practice input data are discrete magnetic eld values around the ROI. In the numerical
models, the maximum number of points for the magnetic vector calculated in the space corres-
ponds to the number of elements used in the calculation. These points may not be expressed
in terms of a continuous function with a well-dened rst derivative. However, If the eld for
all these points are used, the inverse Helmholtz might converge to a conductivity distribution
with some numerical treatments, and higher number elements improve the chances of conver-
gence of the numerical method. But in practice, the magnetic eld can only be measured on
the boundary of ROI and for considerably fewer position of elements. Therefore solution to
the practical problem deals with a considerable numerical instability.
The solution of the inverse problem converts the eld detected by the sensors into a 3D
conductivity map. The complete inverse problem is a non linear problem. However, a linear
approximation of the problem may be used for nding the change in conductivity (monito-
ring), considering a priori information about the conductivity of the background. For nding
the absolute value of conductivity, it is possible to solve the inverse problem iteratively. The
linear and non-linear calculation are done in Chapter (6). However, the high computation
costs suggests that MIT is not suitable for absolute imaging (non-linear reconstruction).
There exist extensive attempts and methods to nd numerical solution. Dierent inverse me-
thods for reconstruction are available in the literature (Scharfetter et al., 2006 ; Rosell-Ferrer
et al., 2006 ; Soleimani et Lionheart, 2006). Some methods are known not to be applicable
for medical use. These methods include the weighted back projection, as a results of the low
contrast in conductivity in biological tissues (The best algorithm for a particular situation
depends on the exact nature of the problem).
For example, there are statistical training methods like the genetic algorithm in which the
system is trained with results from known ROI. However, these methods are very sensitive
to the conditions under which the system is trained. Therefore, the method lacks being re-
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producible, for instance if the device is moved into another room with dierent conditions.
Therefore, it is not a robust method for our application.
The inverse reconstruction methods that have been used in EIT, including the Newton-one-
step error reconstructor (NOSER) or more recent ones, such as the truncated singular value
decomposition (TSVD) or Variance uniformization (VU), may also be used in MIT (Schar-
fetter et al., 2006) as the EIT inverse problem is more ill-posed compared to the MIT inverse
problem (the sensors position are xed in MIT while not in EIT).
Other examples involves Iterative methods such as the Gauss-Newton approach are suggested
for linearization of this kind of nonlinear problem, along with an appropriate regularization
method. This method can be very time consuming when the number of elements increases.
Hence a complete iterative run requires signicant computing power, as the sensitivity ma-
trix should be extracted in each iteration. However, in practice, most features of a dierential
image can already be recognized very satisfactorily after the rst iteration, which is a linear
approximation. This fact has led to the development of the so-called NOSER method. This
method is especially appropriate for dynamical imaging where only the change in the conduc-
tivity between two dierent states of the object under investigation (e.g. lung ventilation)
are of interest (Borges et al., 1999) compared to the absolute conductivity values.
Generally, as the inverse problem in the case of EIT has been extensively done in the litera-
ture, we can safely say that it is possible to use the same inverse reconstruction method for
MIT, as the challenges and conditioning number of the matrices are the same. The feasibility
of solving such inverse problems have been shown for similar problems in the literature (Tan-
guay et al., 2007 ; Casanova et al., 2004 ; Borges et al., 1999 ; Soleimani et Lionheart, 2006 ;
Adler et Guardo, 1996). In Chapter (5), the inverse problem is solved using the NOSER
method.
1.3.4 Performing dierential imaging of the conductivity
We will use this numerical package to perform contrast imaging using a MIT device, which
is introduced in next chapter, on a simplied model of the head tissues. We use a disk model
with radii of a average sized head and three conductivity layers which represent the main
three biological tissues in the head (skull, white or gray matter, and blood). The cylindrical
device has dimensions that can perform this imaging on a real head size. In order to inves-
tigate the calculate images, we will x some performance factors such as the number and
position of the induction and detection coil (according to the size of the ROI to perform
enough measurements) and the operation frequency, which are discussed in section.(2.4). We
use this device to detect a xed volume and value of a conductivity contrast (between the
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blood and white matter) at three dierent positions of the ROI.
We use following criteria to study the reconstructed images : The reconstruction error (nor-
malized error of reconstructed conductivity of mesh cells) for the image. The point spread
function (PSF) which describes the response of an imaging system to a point source and
quanties the spread of the point size. This merit is then used to extract the resolution
(1/mm) of the image.
We have calculated these criteria and used it to compare the reconstructed conductivity
using two sensitivity calculation methods, the direct method that is introduced in this thesis
in chapter (4) and the other known as the reciprocity theorem (Scharfetter et al., 2006).
In following chapter, we discuss the state of art biomedical MIT devices and investigate the
possible improvement that can be made to the devices.
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CHAPTER 2 STATE-OF-THE-ART IN MIT DEVICES AND POSSIBLE
IMPROVEMENT OF THE PERFORMANCE
2.1 State-of-the-art in biomedical MIT devices
Various setups have been proposed and designed for MIT and various congurations of exci-
tation and detection coils have been implemented. The rst experimental measurement and
picture provided by MIT is reported by Korjenevsky 's group from objects with conductivities
of 7 Sm 1 at 20 MHz (Korjenevsky et al., 2000). Even though electromagnetic screening was
done by the means of a metal sheet, the images are not informative for biological applications
as a result of of the noise level of the electronics of the device operating at this frequency.
Scharfetter's group (Scharfetter et al., 2006) have reported low resolution near the center of
ROI, regardless of the inverse method used in producing the picture. It was reported that
these low resolutions at the center are associated with the lack of induced eddy currents
around the center of ROI (geometrical constraints). The group has used gradiometry at fre-
quencies near 250 kHz and produced images in the case of conductivity of 0.8 Sm 1 of the
target (around biological conductivity range) (Igney et al., 2005).
In any design, the detection of the secondary induced eld in presence of the stronger pri-
mary eld is a challenge, as the primary magnetic eld masks the secondary eld. There is
agreement among groups working in the eld that gradiometry (subtraction of the signals
in a pair of dierential coils) is a good approach for detection of the secondary signal, as
removing the primary signal is not an experimentally easy task (See Section (2.2)). However,
there are other methods for subtraction of the primary eld such as positioning the sensors
in a direction less sensitive to this eld.
In order to obtain a larger secondary signal, it was proposed that bio-medical MIT sys-
tems should use higher frequencies (Holder, 2004), as they are investigating materials with
low conductance. However, the limitations in the electronics at higher frequencies such as
parasitic capacitance crosstalk (Guardo, 2013) prevent high frequency imaging from being
practical. For example, a reasonably good wire of one meter has capacitance of some pF, at
the relatively high frequency of 10 MHz. The detected signal at this frequency can be mixed
with a considerable amount of noise (parasitic capacitance) signal according to this eect in
the wire (detection constraints).
A recent apparatus proposed by (Zolgharni et al., 2009b,a) was used to develop a model
which is able to detect hemorrhagic cerebral strokes. This model, which is simulated at 10
MHz (not favorable in terms of practical electronics), is used to detect development of a
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reasonable size lesion within the skull. Blood has a relatively high conductivity 1:097 Sm 1
at 10 MHz compared to other brain main tissues like gray or white matter (0:18 Sm 1 on
average at 10 MHz), and will provide a relatively high contrast in the resulting image, which
makes it detectable in its background. However, performing and building a device operating
at 10 MHz has not yet been tested considering the electronic limitations which aects the
secondary magnetic eld signal detection.
Models so far developed in MIT for bio-medical applications have not been successful in
modeling a practical device due to various constraints which will be discussed in following
sections. In order to elaborate more on practical modeling of such device, in the following
sections, we discuss various opportunities for improvement.
In the following sections, we discuss the physical properties of biological tissues that funda-
mentally aect the performance. We show that potential improvement in the performance of
the device can be achieved by geometrical modications, alternative detection methods, and
a suitable conguration of sensors.
2.2 Estimation of eddy currents in biological tissues
Properties of biological tissues directly inuence the design of the MIT system. Furthermore,
even methods in the inverse problem are aected by the properties of biological tissues. For
example, as the contrast between the properties of biological tissue are low, using the \weigh-
ted back projection" image reconstruction method for the inverse problem do not produce
acceptable results (Griths, 2001 ; Vauhkonen et al., 2008 ; Adler et al., 1998). Table (2.1)
shows the typical values of conductivity and relative permittivity of the biological tissues
which are constituents of the ROI. Generally, biological tissues are low in conductivity and
permittivity, and have a permeability close to that of free space 0 = 4  10 7 Hm 1
(Griths, 2001). As a consequence, the induced currents are small and this leads to small
secondary magnetic eld.
Displacement currents induced in the biological tissue are in phase with eld and are pro-
portional to the square of the frequency. So, in case of the detection of the displacement
currents, if we go up in frequency, detected signals are stronger. For instance, the secondary
eld detected in muscle which consists mainly of water ( =1 Sm 1) at 10 MHz is detected
to be 1 percent of the original signal in the device used by (Scharfetter et al., 2001). The total
change in the amplitude of the signal is (1 + (0:01)2)
1
2   1 = 0:00005 or 0:005% of the total
signal. The change in amplitude will be slightly larger than this because of the permittivity
of the water. This value is still smaller than the signal (jB=Bj < 0.25), at a frequency of
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200 kHz for industrial MIT (Peyton et al., 1996).
Table 2.1 Dielectric properties (experimental) at 50 kHz (our frequency range of interest for
measurements) assigned to each tissue type (Gabriel et al., 1996c,b,a).
Tissue  Conductivity S m 1  Relative permittivity "
"0
Muscle 0.4 1:5 104
Blood 0.6 2:1 103
Skull 0.035 2 102
Skin (Dry) 0.04 2 104
Fat 0.025 300
Brain gray matter 0.15 3 103
Brain white matter 0.11 1 103
The skin depth  can be estimated for each of the tissues by Eq. (3.18) substituting the
eective conductivity eff = j   {!r0j instead of the conductivity. This value for muscle
at 50 kHz is about 8.9 meter, while at 10 MHz is about 0.28 meter, which shows that our
measurement is not limited by the skin depth at 50 kHz, but starts to be limited at 10 MHz
frequency.
It has been suggested that one cannot go beyond 2 MHz in frequency for imaging biologi-
cal tissues because of  dispersion (associated with the polarization of cellular membranes
and protein and other organic macro-molecules) that happens in biological tissues in higher
frequencies (Somersalo et al., 1992). As stated before, the eect of capacitive noise from elec-
tronics, on the main signals also increases as we go higher in frequency. A working frequency
should be selected which also considers these biological limitations along with other limita-
tions.
The electrical properties of tissues and blood, like conductivity and relative permittivity are
frequency dependent and are reported in the literature from experimental results and also
some models (Gabriel et al., 1996c,b,a).
Generally, dielectric constants of biological tissues decrease with increasing of frequency, while
conductivities are weakly dependent on frequency and can be considered to be constant bet-
ween 10 Hz and 10 MHz. Dielectric properties are assumed to be isotropic, and the relative
permeability of all tissues is considered to be unity (0) in this study. The reported values in
Table (2.1) are the electrical properties for a frequency of 50 kHz which are used throughout
our simulations.
15
2.3 Possible improvements in the performance
The specic application of the MIT device will critically aect the factors that are consi-
dered for its optimization. For bio-medical application, the design of the system is mainly
aected by low intrinsic contrast in conductivity of the region and also low absolute value of
conductivity of materials, which inuence the size and density of the eddy currents and the
corresponding secondary magnetic elds.
Devices proposed in the literature for Bio-medical MIT imaging may be improved by two
types of modications :
1. Modications of the geometrical layout of the device (e.g. position of the induction
coils) in order to increase the value of the induced current at the center of the ROI.
2. Modifying the detection method to increase the signal to noise ratio (SNR) of the data
used for reconstruction, by changing of the type and the number of sensors and their
orientations to reject the primary eld.
These opportunities are used to make improvement to the state of art devices. The details of
each item is discussed in the following sections.
2.3.1 Modication in the induction geometry
The layout of excitation coils and detectors of the MIT device inuences both the induction
and the detection of the secondary signal. Excitation coils generate magnetic elds, which
induce eddy currents in conducting regions and these currents produce secondary magnetic
elds in the ROI, which are informative for nding the unknown desired property. As the
secondary eld is much lower in amplitude ( 10 2 to 10 6 times that of the primary eld
depending upon frequency and induction coil congurations), the rst challenge is thus to
design a detector conguration for the secondary eld in the presence of background primary
eld (Griths, 1999). Dierent congurations and frequencies of excitation, have a direct
eect on the density and distribution of eddy currents. In the induction of eddy currents,
present devices using local exciting coils suer from the fact that as you get further away
from the inducing coil, the magnetic eld of the small coil falls of with 1
r3
(as the eld can be
approximated by dipole eld). Thus the induced primary magnetic eld is the lowest at the
center of the ROI and therefore less eddy current is distributed in the ROI.
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Figure 2.1 Schematic presentation of eddy currents distribution for excitation loops on the
sides. Lower density of eddy currents at the center of ROI is due to its' comparably larger
distance from the coils
Schematic presentation of eddy currents are shown in Fig.(2.1) for excitation loops on the
sides. The thickness of each ellipse refers to the density of eddy current in that area. The ar-
rows correspond to the magnitude of the Z component of secondary magnetic eld (thickness
of arrows are proportional to the strength of the eld). The eddy current densities, therefore
the strength of the eld lines is less in the middle of ROI in the case of excitation from the
sides.
As reported by (Scharfetter et al., 2006), the density of the primary induced eld is low at
the center in this type of excitation. Therefore the density of the eddy currents is low in the
middle of the ROI. The resulted sensitivity to the change in conductivity is minimum near
the center of the ROI and increases when moving towards the border (Merwa et Scharfetter,
2008), in this type of induction.
In detection of the secondary signals, even if the secondary eld is a result of proper induction
and is present everywhere in ROI for detection, present devices suer from the fact that as
sensors are detecting from the sides at the same height as the induction coils, they cannot
properly detect the eld in the center of ROI due to their distances and orientations ( 1
r3
).
In summary, a change in the induction and detection geometries might enable us to induce
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and detect stronger components of the magnetic eld which would potentially improve the
overall imaging results. The proposed MIT device uses concentric coils parallel to x-y plane
for induction. This induction method will provide a more uniform exciting eld within the
ROI, provided no signicant eddy current screening is eective (which is correct at 50 kHz),
we expect stronger induction at the center of ROI.
2.3.2 Enhancement of performance in the detection
Dierent detection techniques have been used in the literature for detection of the secondary
eld, using inductive coils as sensors, each proper for specic geometries and applications.
Some congurations use the same set of coils for both induction and detection. Other me-
thods, like using compensation coils can be made mechanically very stable with most of the
primary signal canceled out (Igney et al., 2005). However, this method can only cancel out
the primary signal of one excitation coil position at a time, the one which is directly in front
of it. Also, phase sensitive detection can also be used to exploit the phase lag of the secondary
signal. To improve the measurement precision, we should nd a method for better subtraction
of the primary signal.
Another method focuses on favorable orientation of the detecting coil that makes it less sensi-
tive to the primary eld (Watson et al., 2004). This approach considers the sensitivity proles
of the sensor to the secondary eld for the specic congurations. The sensor then is placed
in a direction with maximum sensitivity. This method has aected the design of our device,
for nding the position and orientation of the sensors. For detection, we have used a circular
array of coil sensors, perpendicular to the x-y plane located on the outer surface of ROI and
as a result, they are less sensitive to the primary eld in the z direction.
The low conductance of biological tissues require higher frequencies for producing a stronger
secondary eld. However, parasitic capacitance cross-talk resulting from electronics will in-
troduce peaks to the detected elds that are almost as large as secondary eld.
Furthermore, the eld range of the sensors limits the performance of the device. The primary
eld is up to 106 stronger than the secondary eld. Therefore sensors should be able to be
functional in a wide range and should be able to detect changes of an order of pT in the eld
for frequencies around tens of kHz.
As well as the orientation, using dierent types of sensors can improve the performance.
Giant Magneto Impedance (GMI) sensors are smaller in size (less limitation on the number
of sensors and their orientation) compared to the coils and experience less cross-talks due to
their structure. Therefore, the spatial resolution of the device can be increased using GMI
sensors.
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Recent studies (Merwa et Scharfetter, 2008) show that it is essential to run simulations for
designing of a MIT device, in order to answer questions such as what resolution can be achie-
ved or what type of receivers and in which conguration, is a necessity in order to achieve
the desired requirements. Sensor characteristics such as the sensitivity, the dynamic range
and the measurable eld range will aect the spatial resolution of the image (Griths et al.,
1999 ; Hollaus et al., 2004a).
2.3.3 Considerations on the spatial resolution
The resolution of an imaging technique, whether electrical or magnetic, is limited by the
number of independent measurements done on the system. The model developed in Appen-
dix.(A) illustrate this criterion.
There is a fundamental limit to the resolution, and that is the amount of available information
in the data. This information depends on the measurements made, or the possible combina-
tion of induction and detection. In the case of MIT the number of independent measurement
is usually much lower than the number of voxels (under-determined system). Furthermore,
the measurements are correlated to a certain degree which further reduces the available in-
formation.
In addition, if we consider the presence of noise, the spatial resolution of the reconstructed
image from MIT data now depends on two major factors (Guardo, 2013). The rst is the
number of linearly independent measurements that can be made with a chosen conguration
of coils and sensors. The second is the signal-to-noise ratio (SNR) of the detected signal.
In order to design an optimized non-contact tomographic device with a proper resolution,
for any application (Biomedical, Industrial and etc.), we have considered several geometrical
factors and also wide range of detection methods. The location of objects inside the ROI, the
number of excitation coils and their congurations, and the number of receivers and their
congurations are important factors in designing a proper device which will be considered in
the device proposed in the next section.
So far, the achievable resolution in EIT devices was shown to be suitable for in vivo functional
imaging of for instance, lung ventilation or gastric emptying, etc (Coulombe et al., 2005). In
principle, this could be the case for MIT and studies done so far supports this hypothesis
(Zolgharni et al., 2009b). The present resolution of MIT devices are insucient for anatomi-
cal studies in which other modalities are more appropriate (MRI, CT-scan, etc). However,
the option of multi-frequency MIT is an approach to improve the device performance by ad-
ditional measurements. With more informative imaging results, multi-frequency MIT could
be more eective in diagnosis areas (Zolgharni et al., 2010).
19
2.4 Proposed device specications
This device is specically proposed for the detection of the lesions in the brain. We will
simulate a three tissue cylindrical disk model as the brain containing a cylinder of raised
conductivity, simulating the oedema. The cylindrical ROI with a diameter 45 cm and height
of 50 cm is shown in Fig.(2.2). The ROI dimensions are proposed to be suitable to surround
average human head with a average diameter of 20 com and its average height (22 cm). The
yellow boundary area indicated in Fig.(2.2).a is a cylindrical region with the radius 30 cm
and the same height which is solely dedicated to position the head. Therefore, this yellow
line is also the boundary of our reconstruction mesh.
Around this yellow boundary area, there are six concentric circular induction coils with a dia-
meter 30 cm parallel to each other and positioned 10 cm apart from each other, positioned
at dierent heights of the ROI cylinder. In between each induction coil, array of 16 detection
coils with a diameter of 10 cm is placed perpendicular to the induction coils. This detection
coil radius of 50 mm has been used before in MIT setups to detect similar eld range from
cerebral hemorrhage (Zolgharni et al., 2009a).
The exact position of each detector shown in Fig.(2.2) is assigned to the center of each circular
coil or GMI sensors. GMI sensors are also promising for this application as their performance
result (detectable eld range) suggests (Dufay et al., 2013b ; Guardo, 2013). Position of the
other sensors can be obtained by transforming the coordinates of a given sensor by 22.5 de-
grees step rotation around the Z axis.
2.4.1 The head model
The simulated device should detect the secondary magnetic eld associated with the change
in the background conductivity, as the lesion with dierent electrical properties emerges. The
head is estimated with a disk model with a radius of 20 cm and the thickness of 10 cm, having
three layers with distinct electrical properties as shown in Fig.(2.2).
The electrical properties (conductivity, permittivity, permeability) are substituted by the
values of the skull for the outer layer, an average over the of gray and white matter for the
middle layer and the blood properties for the inner layer. Even though the model is a crude
estimation of the real head model, it is conventional to study the feasibility of detection
of stroke at certain frequency using simple geometries such as circular or cylindrical brain
models (Scharfetter et al., 2006).
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Figure 2.2 Magnetic induction tomography device (top gure) for detection of haemorrhagic
cerebral edema operating at 50 kHz. The position of the excitation coil parallel to the x-
y plane (the six round green coils) is specied. One of sixteen detection coils in each row
between the excitation currents is shown with their positions (location of the others each
can be nd by 22.5 degree rotation along the z axis). The yellow square region is the region
which we perform the reconstruction of the conductivity. The brain is modeled as a disk with
distinct electrical properties (bottom gure) in each layer which will be used as targets in
the cylindrical ROI.
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These simple models can be implemented to answer so many primary questions such as what
is the value of the secondary signal for a certain conductivity contrast size at a certain fre-
quency or the achievable resolution. More realistic head models like a twelve layer head mesh
have been used by (Zolgharni et al., 2009b). Using this more realistic mesh model is neces-
sary as the assumption of uniform conductivity of the background (white and gray matter)
is not entirely true for a complex tissue like brain. This nonuniform background will produce
additional noise in conductivity reconstruction. However, as this more realistic mesh requires
more computation resources, we have decided to use the simple model to address feasibility
study and the realistic head mesh as the subject of future works.
2.4.2 The geometry for induction and detection
One of the drawbacks in state of the art devices, discussed in section (2.3.1), is the lower
resolution of the reconstructed image at the center of ROI. The higher the densities of the
eddy currents in the ROI, more information and higher resolution are expected. As a result of
this geometry used for induction, the primary magnetic eld is almost uniform in the entire
ROI, which results in stronger eddy currents at the center of ROI. This concentric induction
pattern produces a uniform density of eld and therefore eddy currents in the ROI, could
potentially provide higher resolution reconstructed images at the center of ROI.
The perpendicular positioning of receiver coils with respect to the induction coils make the
sensors less sensitive to the strong primary signal in Z direction and therefore will result in
higher signal to noise ratio of the secondary signal at the sensors (Watson et al., 2005).
2.4.3 The number of induction and detection coils
Ultimately, the number of independent measurements bound the spatial resolution (this num-
ber is much lower than the number of voxels or pixels in the image reconstruction method).
As shown by (Tanguay et al., 2007), more than 100 measurements is required to obtain de-
sired resolution in 2D. For example a 2D medium discretize into 1010 pixels, we will need
at least 100 linearly independent measurements to obtain a solution. With 1010 pixels the
spatial resolution is around 10 % of the object's diameter.
With 6 induction coils, the number of detectors will determine the number of independent
measurements (see appendix (A)). The number of induction and detection coils are chosen
so that we can achieve a total of 96 eective pixel at each layer between the induction coils.
Considering that each layer in the yellow region has an additional array of sensors on its top
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and bottom row providing additional information to this 96, combination number of induc-
tion coils and detectors provides enough data point for a 2D layer.
Our magnetic induction tomography device has (516) 80 detectors (see Fig.(2.3)) cove-
ring the entire inside wall of the cylindrical ROI, excluding its top and bottom surfaces, to
maximize the number of independent measurements in 3D. The detection coils around the
ROI will provide 480 independent measurement in 3D (96 measurement at each level). As
the induction and detection coil are not the same in this device, the number of independent
measurements is not half of 480 (See appendix (A)).
2.4.4 The operation frequency
The induced signal for a given conductivity contrast is proportional to amplitude and fre-
quency of the excitation eld. The skin depth value (given by Eq.(3.18)) estimated for the
head tissue is about 8.9 meter at 50 kHz, while is about 0.28 meter at 10 MHz, which starts
to be comparable to the size of the head model and therefore starts to be limited at 10 MHz
frequency. Therefore, in principle we could operate up to about 10 MHz before the skin eect
starts to screen the center region. However, at higher frequency, there are also noise and
crosstalk problems.
The amplitude of the primary eld is also limited due to the amount of electromagnetic ex-
posure that is safe for a certain tissue. The signal absorption rate (SAR) is associated with
each tissue and informs us about the amount of electromagnetic eld which can be induced in
the ROI. The amount of energy in the induced electromagnetic eld (absorbed by the tissue)
is proportional to the square of frequency (Eq.( ??)). We investigate our device for exposure
safety using the SAR criteria in section.(6.5.6).
And last, but not least, for the targeted application the conductivity contrast is higher at
lower frequency. The conductivity contrast due to the ischaemic stroke, which is a result of
cell swelling and reduction of the intracellular space, is eected the most at low (kHz) fre-
quencies (Horesh et al., 2005). Holder has shown in an animal model that the conductivity
changes can be by as much as 60% at 50 kHz (Holder, 1992).
The eective conductivity (eff = j   {!r0j) contrast between blood and normal brain
tissue is greatest at frequencies below 10 kHz (Gabriel et al., 1996c). MIT researchers are
now designing hardware for operation down to these frequency (Scharfetter et al., 2008).
However, a compromise has to be made between the higher signal to noise ratios, which is
proportional to frequency and is higher for higher frequencies, and the conductivity contrast
between the two tissues which is higher at lower frequencies.
The frequency of 50 kHz will result in a contrast (between blood and average of white and
gray matter) of a factor 8, which is better than the factor of 6 which happens at 10 MHz fre-
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quency. Also our simulation results show that for an average size contrast of lesion produces
a change secondary magnetic eld of pT order of magnitude which is detectable by the both
sensor types proposed at such frequency (Guardo, 2013). Even though the displacement cur-
rent are more dominant in higher frequencies (proportional to the square of the frequency),
we have considered a complete Full Maxwell's model for the numerical simulation which in-
cludes the displacement currents and therefore it can be applied generally for all frequencies.
Therefore, considering all of the above, 50 kHz appears to be a sounded operation frequency
for the purpose of our simulations. The change in the contrast of eective conductivity for
the blood and the brain with respect to frequency is not considerable between frequencies of
10 to 100 kHz (Gabriel et al., 1996c). Therefore using for instance 75 kHz will not produce a
signicant change in the secondary magnetic eld detectable at the sensors.
2.5 Simulation procedure for primary excitation eld and secondary eld com-
putation
We excite each coil from the six parallel concentric excitation coils one by one. For simplicity,
the simulation described for this model considers a unit excitation current (1 A). The coil de-
tectors record the B eld perpendicular to its surface and the corresponding induced voltage
V each time. We use six excitation pattern data sets as the input for the inverse problem.
The integration of the A-vector (magnetic vector potential) on the edges of elements, where
sensors are located, species the corresponding induced voltage V of the secondary eld in
an equivalent one turn coil (see chapter (3)).
The inverse problem may take components of B or its corresponding induced voltage V as
the input. The one used in this reconstruction problem is V.
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Figure 2.3 Sensor arrangment around the ROI. There are 5 arrays of 16 detecors, arranged
symmetrically on the surface walls of the cylindrical ROI with radius 45 cm and height 50
cm. The distance between the sensor arrays and the surface wall shown in this gure is for
clarity. Excitation coils with radius 30 cm are shown in green.
The forward formulation calculates the secondary B-eld produced by the object of inter-
est in any of the elements. Such B magnetic elds are known everywhere in the ROI as a
vector with 3 components in each element (tetrahedra). The output of the inverse problem
(the conductivity dierence map) is calculated for fewer mesh elements compared to the
number of mesh elements that the forward calculation has used for the secondary magnetic
eld. Simulated measurement data were generated using the model phantoms, and Gaussian
pseudo-random noise was added to the data.
As the device does not have sensors within the ROI, measurement of the secondary magnetic
eld is only plausible on the surface of the cylinder of the ROI . Therefore, sensor arrays are
xed on the outer surface and around the object of interest. The number of sensors on the
surface, (80 sensors, as shown in Fig. (2.3)) times six (number of possible excitation with 6
coils) identies the number of possible measurement (480). In practice, some measurements
are dependent, and as a result, the rows in the sensitivity matrix are not very distinct (See
Chapter (6)).
For more realistic models, noise is added to this system at dierent Gaussian levels (in the mo
order of standard deviation). They have been added to the simulated data as the simulation
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errors. However, other eects like the displacement of the disk in the ROI (movement of the
head) may also be modeled and is a subject proposed for the future work. This error may be
calculated by nding the sensitivity matrix for the case that the coordinates of the induction
coils are each shifted by a nite amount (given the symmetry of the problem, displacement
of the disk is equivalent to a shift in the induction coils).
The procedure for obtaining a reconstructed conductivity image for the MIT device proposed
in this dissertation are as follows :
1. Starting with a ROI lled with air, we apply current in each excitation coil (shown in
green) individually and measure the resulting magnetic eld and their corresponding
induced voltage in all sensors. The medium within the ROI has the electrical properties
of free space. We call this calculated V p that is the primary voltage. This procedure is
done for each coil and V is recorded for 80 sensors.
2. We consider the ROI with the object of interest (target with properties of biological tis-
sue) inside it. The disk contains two concentric conductive regions, the inner one being
the white or gray matter, and the outer layer being the skull. The value of electrical
properties for these regions are prior information provided to the problem. (See Chapter
(5)). In other words, we have estimated that in measurement of the conductivity, its
value is known approximately in the conductive region of the ROI (we are interested to
detect the change in this conductivity value). We apply the currents in each excitation
coil one by one and record the induced voltage V 1 and calculate the sensitivity SV for
each excitation coil. When it comes to the inverse problem, we assemble the sensitivity
matrix for each measurement (each coil running) on the top of the other one, to get the
complete sensitivity matrix for six excitation pattern. Therefore, the main sensitivity
matrix of the device is six times in dimension of that for one excitation coil.
3. We add the eect of cerebral edema, by considering it as blood with its corresponding
electrical properties at 50 kHz. We apply these conditions by changing the conductivity
of the conductive elements of a certain area (a circle at the center of the white and gray
matter disk). Then we apply the excitation currents again and calculate V 2 which is
the induced voltage in the presence of the lesion.
4. As the secondary magnetic eld signals are in phase quadrature with the primary signal
and relatively very small in magnitude, V1
Vp
and V2
Vp
are eectively the phase angle (See
Chapter (3)). The phase dierence , is a measure of the signal due to the lesion and
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is given by :
 =
V2   V1
Vp
(2.1)
5. This phase dierence is used as the input of the reconstruction procedure, using the
sensitivity matrix is found in the second step.
If the phase dierence  is large enough compared to the noise level, the change in conduc-
tivity is detectable.
A monitoring device (Dynamic MIT)
The results presented in Chapter (6) show that using the direct method for calculating the
sensitivity instead of the reciprocity theorem, the reconstructed image of the dierential
conductivity has less noise and the target image is better localized compared to its original
shape and position. The direct method is promising in low frequency dierential MIT ima-
ging, despite its computational cost for calculation of the sensitivity matrix. However, the
method is not preferred for absolute imaging of the conductivity value.
The direct method used in calculation of the sensitivity matrix, has shown improvement
in the accuracy of the reconstructed conductivity required for monitoring compared to the
other methods. When the sensitivity matrix is calculated once, the mathematical procedure
for conductivity map reconstruction corresponding to certain eld measurement is a matrix
multiplication which is a relatively fast procedure (about 4 seconds). This fact makes real
time imaging feasible with this device and may acquire a dynamic conductivity map of the
ROI. The detailed investigation of a real-time device is beyond the scope of this document
and is introduced as a subject of future work in Chapter (7).
In the following chapter, the general solution of the forward problem is developed and then
the nite element method (FEM) is applied to evaluate the A (magnetic vector potential)
eld which is used to calculate the B eld and the voltage and phase change (2.1) it induces
in the coil sensors.
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CHAPTER 3 FORWARD PROBLEM FORMULATION FOR MAGNETIC
INDUCTION TOMOGERAPHY
3.1 Solutions to Maxwell's and Helmholtz equations
The purpose of solving the forward problem is to compute the secondary eld signal resulting
from a primary exciting eld for a given setup (geometry, electrical properties distribution
and electrical stimulations). Therefore, the forward problem results in calculated values of
the magnetic eld, as 3D vector distribution in the space for each element of ROI with a
specic conductivity, permittivity and permeability distributions all over the region.
The full Maxwell's equations method is the name which refers to our forward problem. We
show that Maxwell's equations lead to the inhomogeneous Helmholtz equation. The solution
to this vectorial equation is a continuous vector eld in 3D space. In what follows, we will
break the ROI into small cells in order to attack the problem numerically using FEM. The
edge element formulation for the homogeneous Helmhotlz equation has been developed by
(Reddy et al., 1994). The edge element formulation for the inhomogeneous equation is in-
troduced and implemented in the following section and the results are bench-marked with
analytic solutions.
Solutions to the inhomogeneous Helmholtz equation as a partial dierential equation (PDE),
depend critically upon the BC and also upon the form of the in-homogeneous term. With
these considerations, there might exist a Green's function as a general solution. However,
this is not the case for most practical problems and these major groups of PDEs should be
treated numerically in most cases.
3.1.1 Maxwell's equations and a proper gauge
We begin with Maxwell's equations :
r D =  (3.1)
r B = 0 (3.2)
r E =  @B
@t
(3.3)
rH = J+ @D
@t
(3.4)
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where E is the electric eld, B is the magnetic eld, and  and J are the charge and current
density respectively.
Assuming a linear homogeneous and isotropic and dispersion-less medium, we can use the
local constitutive relation for the electrical displacement D and the auxiliary eld H to write
them in terms of E and B :
D = "E (3.5)
H =
1

B (3.6)
where " is the permitivity and  is the permeability of the material.
As the magnetic eld B is divergence-less, it can be expressed with the aid of a vector
potential (Griths, 1999) :
B = rA (3.7)
Using Eqs.(3.3) and (3.7) we may write :
r E =  @(rA)
@t
r (E+ @A
@t
) = 0
(3.8)
If the curl of some quantity vanishes, then that quantity can be written as the gradient of a
scalar.
E+
@A
@t
=  rV
) E =  @A
@t
 rV (3.9)
The rst term on the right-hand side of Eq.(3.4) can be decomposed into the external current
Js and conduction current (J = E). So the Eq.(3.4) can be written as :
rB = Js + E+ "@E
@t
(3.10)
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using the phaser notation for E and B and A.
E(r; t) = E(r) exp({!t)
B(r; t) = B(r) exp({!t)
A(r; t) = A(r) exp({!t)
(3.11)
In Eq.(3.11), { =
p 1 and ! is the angular frequency. Substituting Eqs.(3.7) and (3.9) into
Eq.(3.10), we obtain :
rrA = Js + ( @A
@t
 rV ) + " @
@t
( @A
@t
 rV ) (3.12)
After rearrangement of terms in Eq.(3.12) and dividing both sides by , we get :
1

rrA+ ({!   "!2)A+ (   {"!)rV = Js (3.13)
Solving this equation in a specic gauge will specify a set of A and V which are the necessary
factors in the calculation of the total magnetic eld. Its form suggests that if we use the
temporal gauge (V=0) and let the electric eld be totally dependent upon A, Eq.(3.13) is the
inhomogeneous Helmholtz equation. Choosing this gauge is benecial while implementing the
nite element formulations as it cancels the last term on the left hand side of the equation. In
classical electromagnetism, according to gauge theory, one can add the gradient of a function
f to the vector eld A, as long as the time derivative of the same function f is simultaneously
subtracted from V (Griths, 1999).
A = A+rf
V  = V   @f
@t
(3.14)
In temporal gauge (V =0), the time derivative of the function f is set equal to V. The
gradient of the function f which satises the former statement, is what is added to A, which
is given by Eq. (3.13).
Considering temporal gauge, the inhomogeneous Helmholtz equation is :
1

rrA+ ({!   "!2)A = Js (3.15)
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which is used in our the numerical calculation. The solution to Eq.(3.15) will specify the B
eld. It is convenient to dene :
2 = !2"  {! (3.16)
where  is the complex wave number which depends upon the material properties and the
operation frequency. It has real and imaginary parts. If we consider  =  + { then
 = [
!
2
r
(1 + (
!

)2)  !

]
 = [
!
2
r
(1 + (
!

)2) +
!

] (3.17)
 is called attenuation constant and  is a measure of the radian phase shift per meter (the
phase constant). The wavelength  and the skin depth  (the distance wave needs to travels
before it decays by e 1) are dened as :
 =
2

 =
1

(3.18)
In this calculation, we do not neglect the skin eect.
For an excitation frequency ! if the skin depth is large compared with the thickness of the
sample, which will normally be the case for biological tissue, then the secondary eld lags
primary signal by 90 degrees and phase sensitive detection can be an option (Griths, 2001).
With  dened, our equation will become :
1

rrA  2A = Js (3.19)
Where A is our vector potential which has this general form :
A = Axx^+ Ayy^ + Az z^ (3.20)
In the following section, the nite element method is used to develop a numerical algorithm
which solves the Helmholtz equation.
31
3.2 Finite element method formulation
The Finite Element Method (FEM) is a numerical technique which nds approximate solu-
tions for partial dierential equations. It uses the variational method to solve the problem
by minimizing an associated error function. Similar to the idea that connecting many small
straight lines can approximate a large curve, FEM provides methods for connecting many
simple element equations over many small sub-domains, nite elements, to approximate a
more complex equation over a larger domain.
There are two widely known FEM methods for the numerical treatment of PDEs : Nodal
Basis and Edge Basis. The former is suitable for scalar PDEs and the weighting functions
(Whitney function) are used as a basis in the variational formulation. These bases are de-
ned at the corner of each element and have such properties as having a well dened gradient,
which is necessary for development of the weak formulation of equations like Eq.(3.15). In
the weak formulation process, the goal is to reduce the second order derivatives (higher order
derivatives) to rst order derivatives (lower order derivatives), which is helpful in the sense
that we have fewer constraints on the continuity of the test functions. The Edge Basis is
suitable for vectorial PDEs (a PDE with an N dimensional vector as the answer), for which
the weighting functions used for variational formulation (Whitney functions) are dened on
the edges of the elements, with such properties as having a well dened curl. This is useful
while applying any condition to a vector set. These basis functions are known to be inside
the H (Curl) space in mathematics and have specic properties which make them suitable
for solving specic equations (Zolgharni et al., 2009b).
The nodal basis functions are not good candidates for the vector elds, as the BC often takes
the form of a specication of only the part of the vector eld which is tangent to the boun-
dary. With nodal basis, physical constraints must be transformed into linear relationships
between Cartesian coordinate and at the node where the boundary changes direction.
There are advantages in using the edge element basis approach for vectorial PDE's :
1. The edge elements basis imposes the continuity of the tangential components of the
vector eld which has the form of the BC in the physical problems (Maxwell's BC for
continuity of elds)
2. The Dirichlet BC which species the values that a solution needs to take on along the
boundary of the ROI can easily be imposed on this basis.
3. The interelement BC which species the values that a solution needs to take on the
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boundaries between the elements are automatically obtained through the natural BC
(The inter-element B.C. are similar to the boundary conditions imposed on Maxwell's
equation at the boundary of a conducting material)
4. As the edge bases are chosen to be divergence free, non-physical solutions are comple-
tely and automatically eliminated.
We investigate the properties of the edge element basis in 3D as we use them as to solve the
Helmholtz equation. In the following sections we carry out the weak formulation of Eq.(3.19)
using the variational method carried out on the edge basis.
3.3 Variational formulation
Finite element methods are based on the variational formulation of partial dierential equa-
tions. The weak formulation is the variational form of the PDE, which transforms it to a
simpler form. That completely equivalent form is then used with the discretized model in
numerical calculations. In most cases, the method transforms a second order PDE to an
equivalent rst order PDE, which is easier to solve.
We consider the test function W (weighting function used for variational calculation, which
is the rst order Whitney function), to be dened below :
W = Wxx^+Wyy^ +Wz z^ (3.21)
This test function can have a general form. Therefore, the formulations developed are general
treatments. We multiply the W with the Eq.(3.19) from the right and integrate it over the
volume 
 (the whole region) :ZZZ



W  r  ( 1

rA)  2W A

d
 =
ZZZ


W  Jsd
 (3.22)
Using the vector identity (Griths, 1999)
A  (rB) = (rA) B r  (AB)
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We can write :ZZZ


(rW)  ( 1

rA)d
 =
ZZZ


2W Ad
 +
ZZZ


W  Jsd
 +
ZZZ


r 

W 1

r A

d

| {z }
Boundary Term
(3.23)
The boundary term can be converted to a simpler surface integral with the aid of the diver-
gence theorem ZZZ


r A d
 =
ZZ
 
A  n^ d 
where   is the boundary surface of volume 
 and also this vector identity :
(AB)  n^ =  A  (n^B)
where n^ is the normal unit vector. Then Eq.(3.23) will reduces to :ZZZ


(rW)  ( 1

rA)d
 =
ZZZ


2W Ad
 +
ZZZ


W  Jsd
 
ZZ
 
W 

n^ 1

rA

d  (3.24)
Equation (3.24) is the weak formulation of the inhomogeneous Helmholtz equation and is
subjected to boundary conditions in the following section. The rst order derivatives are
what make this equation easier to work with, compared with the Helmholtz equation which
has second order derivatives.
3.4 Boundary conditions and the nal equation
The whole domain 
 consists of a conducting region 
C and a non-conducting region 
N
(
= 
C [ 
N). The conducting region also consists of dierent conducting materials : 
iC ,
i = 1, 2,   , M, so that 
C = 
1C [ 
2C [    
MC . The exciter and sensor are in 
N .
The magnetic and the electric eld should be tangentially continuous at all the interfaces
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of the material. In Maxwell's equations, the normal component of the magnetic eld is also
required to be continuous, but this not the case for the vectors satisfying the wave equa-
tion. The conditions are summarized in the following equation using proper vector notation
(Zolgharni et al., 2009b) :
[n^ 1

rA] = 0
[n^A] = 0
n^A = 0 (3.25)
Figure 3.1 A schematic of all the forward problem boundary conditions.
In above equation, [...] denotes the dierence and n^ is the outward normal vector on each
boundary. Considering these boundary conditions, the last term on the right-hand side of
Eq.(3.24) will be zero. A schematic of the forward problem boundary conditions is shown in
Fig.(3.1).
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3.5 Edge element basis in 3D
We need a basis set to express our vector eld. In the presence of tetrahedral elements, Carte-
sian coordinates can be replaced by a more convenient basis, which handles the BC precisely
and more straightforwardly. We discretize our volume with the rst order tetrahedral ele-
ments as shown in Fig. (3.2). A tetrahedron has four nodes and six edges. Our test function
basis, which is also used as the basis for our vector eld A is dened on this tetrahedron.
A =
6X
m=1
emWm (3.26)
The six redundant, unknown, vector edge elements Wm are associated with e1, e2,    , e6.
Figure 3.2 Dening the rst order weighting function on a tetetrahedron and its edges.
Therefore, the total A associated with each element is given by Eq.(3.26).
The Whitney functions are used as the test function. There exist dierent classes whose de-
grees of freedom and other mathematical properties are known. We use a known Whitney
function which is proper for solving the Helmholtz equation (Reddy et al., 1994), as it satises
vector identities which the solution to the Helmholtz equation needs to satisfy (for example
being divergenceless).
Our function is a rst order Whitney function which has 6 degrees of freedom. From the same
class of functions, second order Whitney function have 20 degrees of freedom which provide
more computation accuracy at the cost of more complexity of formulation.
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Edge, m Node i Node j
1 1 2
2 2 3
3 1 3
4 1 4
5 2 4
6 3 4
Table 3.1 Numbering of the edges for a single element.
We considerWm, the rst order Whitney function with six vectors as edges which are dened
by :
Wm = Lm(tirtj   tjrti); (3.27)
where m is the edge number, i and j stand for nodes that are connecting the edge m, Lm
being the length of the edge m, and ti and tj being the simplex coordinates associated with
nodes i and j (subscription t denote tangential). The connection between the edge number
m and i and j indexes is presented in Table (3.1).
The simplex coordinates (volume coordinates) are given by
t1 =
V1
V
; (3.28)
t2 =
V2
V
; (3.29)
t3 =
V3
V
; (3.30)
t4 =
V4
V
; (3.31)
which V is the volume of the tetrahedron and it is given by :
V =
1
6

1 x1 y1 z1
1 x2 y2 z2
1 x3 y3 z3
1 x4 y4 z4

; (3.32)
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The other V 1,   , V 4 are dened as follows :
V1 =
1
6

1 x y z
1 x2 y2 z2
1 x3 y3 z3
1 x4 y4 z4

; (3.33)
V2 =
1
6

1 x1 y1 z1
1 x y z
1 x3 y3 z3
1 x4 y4 z4

; (3.34)
V3 =
1
6

1 x1 y1 z1
1 x2 y2 z2
1 x y z
1 x4 y4 z4

; (3.35)
V4 =
1
6

1 x1 y1 z1
1 x2 y2 z2
1 x3 y3 z3
1 x y z

: (3.36)
For any node (i= 1, 2, 3, 4), ti is given by
ti =
ati + btix+ ctiy + dtiz
6V
(3.37)
where the ati, bti, cti and d ti are cofactors picked from V 1,   , V 4 for m = 1,    6. From
Eqs.(3.27) and (3.37), We can nd Wm :
Wm =
Lm
36V 2
[(Axm +Bxmy + Cxmz)x^
+(Aym +Bymx+ Cymz)y^
+(Azm +Bzmx+ Czmy)z^] (3.38)
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where :
Axm = atibtj   atjbti
Bxm = ctibtj   ctjbti
Cxm = dtibtj   dtjbti
Aym = atictj   atjcti
Bym = btictj   btjcti =  Bxm
Cym = dtictj   dtjcti
Azm = atidtj   atjdti
Bzm = btidtj   btjdti =  Cxm
Czm = ctidtj   ctjdti =  Cym (3.39)
It cane be veried that the Wm will satisfy the following conditions :
t^m Wm =
(
1 edge m
0 otherwise
(3.40)
where t^m is a unit vector along the edge (orthonormality condition).
Expressing A in the same basis of weighting function Wm (Eq.(3.26)) and substitute in
Eq.(3.24) and considering the boundary conditions, we have for n= 1,    , 6 :
6X
m=1
ZZZ
N
1


(rWm)  (rWn)

emd

 
6X
m=1
ZZZ
N
2j

Wm Wn

emd
 =
ZZZ
N

Wn  Js

d
 (3.41)
The integration is over the volume of one tetrahedron. In matrix form (shown with brackets)
as Eq. (3.43) represent 6 equations for each n, it can be written as an eigenvalue equation for
one tetrahedron : 
Zel

  2j

Tel

e

=

Jel

(3.42)
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where 
Zel

=
ZZZ
N
1


(rWm)  (rWn)

d


Tel

=
ZZZ
N

Wm Wn

d


Jel

=
ZZZ
N

Wm  Js

d
: (3.43)
Solving Eq.(3.42), which is an eigenvalue equation, yields the sets of [e] needed in Eq.(3.26)
and species A.
Further analytic rearrangement of Eq.(3.43) is a necessity for their implementation in nu-
merical calculations.

Zel

can be written, using the form of Wm introduced in Eq.(3.38)
as 
Zel

=
LmLn
(18V 2)2

CzmCzn   CzmCyn   CymCzn + CymCyn
CxmCxn   CxnBzn  BzmCxn +BzmBzn
BymByn  BymBxn  BxmByn +BxmBxn

: (3.44)
Further, in order to implement

Tel

in our numerical calculations, we have to carry out inte-
grals which contain terms like x, xy, x2. These terms with their respective coecient should
be integrated over the volume of one element. These integrals can be calculated according
to the following relations which are each calculated using the geometrical properties of a
tetrahedron and the nodes' coordinates. The integral is taken over the volume of an element
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(tetrahedron).
ZZZ
N
x dxdydz =
4X
i=1
xi = xtet
ZZZ
N
y dxdydz =
4X
i=1
yi = ytet
ZZZ
N
z dxdydz =
4X
i=1
zi = ztet
ZZZ
N
xy dxdydz =
4X
i=1
xiyi + 16xtetytet
ZZZ
N
yz dxdydz =
4X
i=1
yizi + 16ytetztet
ZZZ
N
xz dxdydz =
4X
i=1
xizi + 16xtetztet
ZZZ
N
x2 dxdydz =
4X
i=1
x2i + 16x
2
tet
ZZZ
N
y2 dxdydz =
4X
i=1
y2i + 16y
2
tet
ZZZ
N
z2 dxdydz =
4X
i=1
z2i + 16z
2
tet (3.45)
Then

Tel

can be written as 
Tel

=
LmLn
1296V 3
10X
k=1
Ik (3.46)
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Where indexed Ik are as follows :
I1 = (AxmAxn + AymAyn + AzmAzn)
I2 = (AymByn + AynBym + AzmBzn + AznBzm)xtet
I3 = (AxmBxn + AxnBxm + AzmCzn + AznCzm)ytet
I4 = (AxmCxn + AxnCxm + AymCyn + AynCym)ztet
I5 =
1
20
(BzmCzn +BznCzm)
 4X
i=1
xiyi + 16xtetytet

I6 =
1
20
(BxmCxn +BxnCxm)
 4X
i=1
yizi + 16ytetztet

I7 =
1
20
(BymCyn +BynCym)
 4X
i=1
xizi + 16xtetztet

I8 =
1
20
(BymByn +BznBzm)
 4X
i=1
x2i + 16x
2
tet

I9 =
1
20
(BxmBxn + CznCzm)
 4X
i=1
y2i + 16y
2
tet

I10 =
1
20
(CxmCxn + CynCym)
 4X
i=1
z2i + 16z
2
tet

(3.47)
Each element of the (61) current matrix

Jel

can be calculated using the inner product of
current vector
Js = [Jx; Jy; Jz] (3.48)
and the Wm which is given by Eq.(3.38). The product is the value of the current on each
edge of the element. If the current components are not a function of coordinates, the result
can be written as : 
Jel

=
Lm
36V
4X
i=1
ki; (3.49)
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where
k1 = (AxmJx + AymJy + AzmJz)
k2 = (BymJy +BzmJz)xtet
k3 = (BxmJx + CxmJz)ytet
k4 = (CxmJx + CymJy)ztet (3.50)
Knowing

Zel

and

Tel

, we can specify

e

which speciesA on each element. After nding
A, the average B eld normal to the surface dened by the edges can be obtained from the
voltage that would be induced in a virtual one turn detection coil along the constituent edges
and is calculated by line integration over the constituent edges of the A vector :
V =
I
E:dl =  {!
I
A:dl (3.51)
3.6 Assembling the global matrix
Eq.(3.42) and other subsequent matrix equations developed up to this point may be solved
for one element. Therefore, these equations are local. Connecting the elements requires a
matrix assembly to turn Eq.(3.42) into a global equation. This assembly will preserve the
form of the equation. In order to get the global matrix, we have to connect all the elements
and also apply inter-element BC. Every edge is labeled from 1 to 6 (m subscript).
In order to assemble the global matrix equation, which has the same form as Eq.(3.42), we
should have two maps. Any two connected nodes will give us one edge. So the rst map is
the map between the connected nodes (which two nodes are connected). The second map will
specify which nodes belong to a given element.
We start by assigning each edge in the mesh a global number and then remove the duplicates
(If one edge is common to two neighboring elements, it should be counted once). To get a
sense of how the global matrix Z is calculated, suppose that the edge numbering process
has resulted in edges with global numbering of (59,60,63,144,146,151) for element number 1.
Then the matrix element Z1;3 in

Zel

is positioned in Z59;63 in the global matrix. As

Zel

is a symmetric matrix, Z63;59 in the global matrix will have the same value. So the global
matrix Z is also a symmetric matrix. The procedure is the same for building the global T
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matrix. In this map, the form of the Eq.(3.42) is preserved :
(Z  2jT)e = J (3.52)
This equation includes the complete formulation and its boundary conditions. In Eq.(3.52),
the dimension of e and J is the number of the edges. It should be stated that j in Eq.(3.52)
is only multiplied by the matrix elements in T which correspond to the voxel j. However as
we need to take its derivative for calculation of the sensitivity matrix elements for each j
voxel, it was not included in the denition of the T matrix.
In order to show the fact our developed formulation with our specic temporal gauge will
result in the correct calculation of the magnetic eld B after the treatments of the Helmholtz
equation. In the following section, we have simulated examples that analytic solution exist
for verication.
3.7 Validation of the forward problem formulation
In order to verify the forward problem formulation and check the numerical accuracy of the
method, we have reproduced the results for some geometries for which analytical solutions
exist and are well-known. As a benchmark test, calculation of the magnetic eld B and the
vector potential A for a long straight wire and for a pair of Helmholtz coils are performed
and compared to the analytical solution.
In general, visualization of a 3D vector eld, capable of showing both magnitude and di-
rection is challenging. Therefore, the following graphing method was implemented for better
illustration. For vectors of the same length, the width of the arrows shows their magnitude.
For vectors of the same width, the length of the arrows shows their magnitude.
3.7.1 Long straight wire
It is well known that for an innitely long wire, the magnetic eld B in free space forms
concentric circles around the wire. The magnetic potential vector A mimics the direction of
the current (Griths, 1999) in Coulomb gauge (r A = 0). Figures (3.3) and (3.4) show the
numerically calculated results for the vector potential A and the magnetic eld B, respecti-
vely for this case, in the temporal gauge (V = 0).
The magnetic vector potential of a nite but very long straight wire of length L carrying a
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steady current I can be found from :
A(r) =
0
4
I ln

L
r
(1 +
r
1 + (
r
L
)2))

z^ (3.53)
where r is the radial distance from the wire. The Eq.(3.53) specify the Z component of the
vector potential. The X and Y components cancel out due to the cylindrical symmetry.
The red line in the middle of the Fig.(3.3) and Fig.(3.4) shows the current ow. The bottom
and top divergence of vectors in Fig.(3.4) is the result of the fact that the current appears
suddenly in ROI as a source and disappears in a sink, as a real wire has a nite length, and
the end eects on eld lines are not negligible.
The numerical treatment of the Helmholtz equation for a ROI for a straight wire parallel to
the Z axis surrounded by air in the middle, will produce the familiar results presented ion
page 238 of (Griths, 1999) textbook. Therefore, as it can be seen in Fig.(3.4), using the
temporal gauge does not change the direction of A. However the gradient which adds to A
in Eq.(3.14) to take it to temporal gauge changes in its magnitude. Therefore the values of
A are not equal to those in Coulomb gauge.
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Figure 3.3 The magnetic vector potential, A vector eld numerically calculated in temporal
gauge for a straight wire in 3D (Side view on the top - Top view on the bottom).
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Figure 3.4 Magnetic eld, B vector eld numerically calculated for a straight wire in 3D (Side
view on the top - Top view on the bottom).
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The values for Eq.(3.53) are calculated in the Coulomb gauge. The vector eld A, no matter
which gauge is chosen, allows us to us nd the B eld. In the numerical case, the gauge
is temporal as we discussed. Calculations in both gauges result in the same magnetic eld
values. For 1 ampere of current, the analytically calculated magnetic eld using :
B =
0I
2r
(3.54)
is compared with the numerically calculated eld in Fig.(3.5). The average dierence is 0.016
% of the value given by the formula.
Figure 3.5 The analytically calculated magnetic eld of a wire (blue) and the numerically
calculated magnetic eld of a wire computed at 5 points (red). The average dierence is 0.01
% of the analytically calculated value.
This method for comparison of elds was used at larger distances from the wire, to assure
that we are far enough from the wire ends so that their eect on the eld is neglected. As this
model shows a sudden emergence of current in the ROI, the verication for the magnitude
of the eld is limited to areas less aected by the disturbance.
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3.7.2 Helmholtz coils
For validating the primary eld produced by current carrying coils, we use the Helmholtz
coils conguration which is known to produce a uniform magnetic vector eld B between two
coils. The analytical expression for the magnetic eld of a current carrying coil, only for a
point along the axis passing through its center is given by :
B(z) =
0IR
2
2(z2 +R2)
3
2
(3.55)
where R is the radius of the coil. The eld for two Helmholtz coils along their central axis
can be calculated using this expression for the eld of each coil. Equation (3.55) has been
used to produce the graph in Fig. (3.6).
Figure 3.6 The magnetic eld Bz calculated using Eq.(3.55) for two coils located at z = 0:5
(coils 4) and z =  0:5 (coils 3). The indicated values are the points used for validation of
the numerical calculations. The points between these two heights are the points with almost
uniform magnetic eld.
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Figures (3.7) and (3.8) shows the interpolated surface for the z component of the magnetic
eld B, as well as the points used for this interpolation at two dierent heights. Figure (3.7)
is the magnetic eld value Bzcalculated at z = 0 exactly between the two coils. Uniform
eld for the area exactly between the coils (z = 0) is observed as expected. The numerically
calculated values shows 0:01 % dierence with the analytical value calculated at z = 0 .
Figure (3.8) is the magnetic eld value calculated at z = 1:5 above the two coils. The value
of the magnetic eld has dropped as the analytical model predicted and the eld is no longer
uniform at this height.
The A vector will mimic the current direction (Griths, 1999). Figures (3.9) and (3.10) show
the simulated results for the case of the currents in coils 3 and 4. The vectors' orientations
show the direction of B or A elds. As expected, there exists a uniform magnetic eld region
in the middle of the cylinder. The eld streamlines are parallel in the middle, as shown in the
top view. The A vector however forms concentric circles in the same direction as the current
and decreases in value as we go toward the center of the coils.
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Figure 3.7 The magnetic eld Bz calculated at z = 0 using nite element method for two
coils located at z = 0:5 (coils 4) and z =  0:5 (coils 3). The eld is uniform exactly at z = 0
as expected (Side view on the top - Top view on the bottom).
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Figure 3.8 The magnetic eld Bz calculated at z = 1:5 using nite element method for two
coils located at z = 0:5 (coils 4) and z =  0:5 (coils 3). The eld is nonuniform as we go
farther vertically from the coils (Side view on the top - Top view on the bottom).
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Figure 3.9 The numerically calculated magnetic potential, A vector eld in temporal gauge
for two loops of wire in 3D (Side view on the top - Top view on the bottom). The top view
shows that circles are concentric.
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Figure 3.10 The numerically calculated magnetic eld, B vector eld for two loops of wire
(Helmholtz coils) in 3D (Side view on the top - Top view on the bottom).
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3.7.3 Summary
In summary, in the forward problem we seek to solve Eq.(3.19) in the ROI. In order to carry
out that task, our volume is discretized in tetrahedral shaped elements and Eq.(3.19) is writ-
ten as Eq.(3.52) in matrix form. Once A is obtained, the magnetic eld B at the position of
the detectors can be obtained. It can then be used for image reconstruction. With a working
forward problem, we are one step away from the image reconstruction. That step is extracting
the sensitivity matrix or Jacobian. It tells us how sensitive is the calculated eld to all passive
electromagnetic properties. The sensitivity matrix shows us how the eld changes everywhere
if we change the conductivity or permitivity or permeability of an element. Methods and steps
of extraction of the sensitivity matrix are discussed in Chapter (4).
3.8 Visualization of the eddy currents
Finally, we consider a thick disk with conductivity of 1.09 Sm 1 with a current running in
the two inducting coils (1 and 5) above and below of the disk, at dierent vertical distances
(height) from the disk (The disk is positioned between 3 and 4). The conduction current also
known as eddy(E) , the displacement current ({!E), the induced secondary magnetic eld,
B and its corresponding A are shown in the following gures.
Figure (3.11) shows the thick disk and its induced conduction current (E). As may be seen
in the gure, the density of current is highest on the surface and reduces as we go toward the
center due to the skin eect. The information used in the calculation of the eddy currents
density may be used to calculate the skin depth using Eq (3.18). The density of current at the
bottom the disk is much lower than at the top. This is a result of the asymmetry of the coils
distances. These two gures show that we can calculate both eddy current and displacement
current and verify that they are not in phase.
Figure (3.12) shows the displacement current ({!E) in the thick disk. As may be seen in the
gure, the density of current is less than the conduction current on the surface as we are in a
regime with low ! in RF frequencies (50 kHz) and as !=  1 (we chose the conductivity of
the disk to be around biological conductivity). It can be seen that like the conduction current,
it also reduces as we go toward the center. The skin depth can be calculated with Eq.(3.18).
Moreover, as expected, the density of the current on the bottom the disk is much lower than
at the top. The vector potential, A and the magnetic eld, B are shown in Fig.(3.13) and
Fig.(3.14) from dierent view points.
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Figure 3.11 Conduction currents produced on a disk as the result of inductions from two coils
numerically calculated at dierent vertical distances from the top and bottom surfaces (Side
view on the top - Top view on the bottom).
56
Figure 3.12 Displacement currents produced on a disk as the result of inductions from two
coils numerically calculated at dierent vertical distances form the top and bottom surface
(Side view on the top - Top view on the bottom).
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Figure 3.13 The numerically calculated secondary magnetic potential, A vector eld in tem-
poral gauge produced by eddy currents on the disk surface. The side view shows that the
vectors curl around the disk (a, b and c are areas with dierent densities of A) (3D side view
on the top - 2D side view on the bottom).
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Figure 3.14 The numerically calculated secondary magnetic eld, B vector eld produced
by eddy currents on the disk surface. The side view shows that the density of the vectors is
maximum in the middle of the disk (3D side view on the top - 2D side view on the bottom).
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CHAPTER 4 SENSITIVITY MATRIX CALCULATION
4.1 Sensitivity matrix
In general, sensitivity analysis for a system is concerned with the propagation of uncertain-
ties in mathematical models and analysis of the inuence of parameters on the state of the
system (in our case the parameter is conductivity). By calculating the sensitivity with res-
pect to various electromagnetic properties, we can predict the response of the system for a
perturbation imposed upon it.
The sensitivity matrix is a very informative tool in the design process for a MIT system. At
any point in space, the most sensitive direction for sensing the secondary eld signal can be
calculated. This is benecial in the positioning of the sensors and also can be used to select
dierent combinations of sensors in order to focus on a certain area in the ROI.
We start with introductory mathematical denitions and then we extract the sensitivity ma-
trix from formulations developed in Chapter (3).
Let's consider a system depending upon n input parameters p =[p1; :::; pn]
T (pn can be a
conductivity distribution) with m output values u = [u1; :::; um]
T ( un can be a eld set
detected at all sensors). This system can be modeled mathematically using a function
F : (D  Rn ! Rm) : p! u = F(p) (4.1)
well dened on an open domain D. The properties of such a model are fully determined by
F which could be any map or matrix. However, F cannot always be known explicitly. For
instance, in nite element calculations, F(p) might be the calculated value at n predened
points or edges. Evaluation of F in that case corresponds to evaluation of a matrix (Oster-
mann, 2005 ; Hairer et al., 2010). Most numerical models developed to investigate physical
models have matrix structures which satisfy the the denition of Eq.(4.1).
We investigate the behavior of F in a hyper spherical domain SDR(q) with radius R around
the point q 2 D
SDR(q) = fq 2 Rn :k p  q k Rg (4.2)
The k    k shows a norm on Rn. By reducing the radius, we can always assume that this
sphere lies in the domain D of F. For instance, we are interested in a distributed conduc-
tivity p over the ROI, which is close enough to a reference distribution q. If F is Frechet
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dierentiable at q, meaning there exists a mn matrix J such that for p 2 SDR(q)
lim
p!q
k F(p)  F(q)  J  (p  q) k
k p  q k = 0 (4.3)
Then, the matrix J is the Jacobian matrix of F at point q
J = F
0
(q) =

@F1
@p1
(q)    @F1
@pn
(q)
...
...
@Fm
@p1
(q)    @Fm
@pn
(q)
 (4.4)
The existence of all partial derivatives of F at q is a necessary condition for Frechet dieren-
tiabllity.
If the behavior of the system can be characterized by a Frechet dierentiable function
u = F(p), Its sensitivity with respect to the parameter pj at the point q is dened as
sj =
@u
@pj
=
@F
@pj
jp=q (4.5)
which is given by the j th column of the Jacobian matrix F
0
(q). For instance, if we change
the conductivity pj of the j cell, the resulting change in the measured eld is the product
of sensitivity and the changed value. It is convenient to write all these partial derivatives
(sensitivities) in an mn matrix
S = F
0
(q) (4.6)
The sensitivity matrix S gives us the variation of the output values for small changes in the
parameters
F(p)  F(q) ' S  (p  q) (4.7)
for k p q k suciently small. Larger values of the dierence can be divided in small enough
dierence values, which can be implemented iteratively. This essentially is the condition for
any perturbative calculations (Stanley et Stewart, 2002).
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4.2 Inverse solution of a dierential equation
Finding the inverse solution for a dierential equation governing physical models is a chal-
lenging procedure. If a problem is identied well-posed by Hadamard denition (a unique
solution exists and the behavior is continuous with change in the initial condition), there is
a good chance that the inverse equation can be solved using a stable numerical algorithm
on a computer. Inverse problem is often (almost always) ill-posed (Kabanikhin, 2008). For
example, the inverse heat equation is not a well-posed problem, as the boundary condition
does not provide enough to nd the temperature distribution as a function of time, and a
unique solution is not guaranteed unless with some additional information. If the problem
is not well-posed (ill-posed), it needs to be re-formulated in the process of numerical treat-
ment. Generally the numerical treatment of an ill-posed problem, is done by additional prior
assumptions, such as smoothness of solution. This process is known as regularization, and is
discussed in Chapter (5).
The Jacobian matrix which is extracted in the next section shows that even large changes in
the conductance of tissue can cause only small changes in the voltages values induced in the
coils. By Hadamard denition, such inverse problem is called ill-posed.
4.2.1 Condition of a matrix
In numerical analysis and matrix calculations, the term condition normally arises. The
concept is very close to that of sensitivity. The term is used to classify how sensitively the
solution of a problem depends on its input data. Condition number is a way to quantify such
a dependence.
The problem p ! F(p) is called well-posed in SDR(q) if and only if there exists a constant
L(R) 0 such that for all p 2 SR(q)
k F(p)  F(q) k L(R) k p  q k (4.8)
The Lipschitz constant L(R) may be chosen here to be minimum without loss of any generality
(Ostermann, 2005). L(R) is called the condition number of Eq.(4.1) in SR(q) and describes
the maximum amplication of parameter variations in SR(q). With appropriate regularity
assumptions, it can be shown that
lim
R!0
L(R) =k F0(q) k (4.9)
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The operator norm of the sensitivity matrix is the limit of the corresponding condition num-
bers. This shows that condition is just a rough estimation for sensitivity.
An ill-conditioned problem is indicated by a large condition number. Even if the problem
is well-posed, it may still be ill-conditioned if the condition number is large (which it is in
our case). It might be the case that the solution is continuous with respect to the initial
conditions, but it suers from numerical instability when solved with nite precision or when
errors are added to the data. It means that a small error in the initial data can result in
much larger errors in the answers. It is observed that our solution's behavior does not change
continuously with the initial conditions (Kabanikhin, 2008).
4.2.2 The inverse MIT problem
The inverse MIT problem is known as an ill-conditioned and ill-posed problem. The sensiti-
vity map for a conductive background diers extensively from a free space background and
it is necessary to recalculate the Jacobian in each step. This is what makes the measurement
of absolute value of conductivity far from its true value in linear approximations. However,
the true value can be reached using the iterative solutions which is discussed in Chapter(5).
The mathematical procedure for extracting the sensitivity matrix form Eq.(3.52) using the
direct method will be discussed in the following section.
4.3 The idea of a direct method
Consider a function B(x,), which species the value of magnetic eld of each point of x co-
ordinate for given a conductivity distribution  in a medium. The function B(x,) represents
an output of the simulated device which is used in a reconstruction algorithm to produce the
conductivity map. But in practical measurement devices, one can measure the magnetic eld
for a limited number of points along the x axis. In order to approximate a function using a few
points, the values of the function as well as the values of the nth derivative of that function
with respect to  are required (higher orders of derivative provide a better approximation to
the function). This statement is also true in nding a vector set containing the information
about the values, as well as directions of the magnetic eld, instead of a function. In the linear
approximation, the function (vector set) is specied by its values and the values of the rst
derivative. Therefore to specify B(x,), we need its values at sensor positions and the rst
derivative of B(x,), which in each element can be calculated with respect to conductivity,
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using the chain rule.
For the non-linear reconstruction, the derivative is calculated in iterations until the desired
degree of accuracy is satised for the approximated function. For monitoring purpose, which
is equivalent to calculating the change in the values of the function, the linear approximation
is shown to be a promising criterion for the dierential detection in EIT (Adler et Guardo,
1996).
The direct method is a new approach introduced in the next section to calculate the rst
derivative (or in an iteration) of the conductivity value function with respect to eld from
the same formulation which simulates the secondary magnetic eld values. The calculation of
the sensitivity matrix using this approach can considerably improve the calibration precision
of model and therefore results of a practical MIT device.
4.3.1 Extraction of the sensitivity matrix - The direct method
We begin with Eq.(3.52)
(Z  2jT)e = J (4.10)
Then, e can be written as :
e = (Z  2jT) 1J (4.11)
Taking the derivative of both sides with respect to j(each element has its own conductivity
and vector [e] is sensitive to each one) will produce :
@e
@j
=
@[Z  2jT] 1J
@j
(4.12)
We expand Eq.(4.12) using the product rule of dierentiation :
@e
@j
=
@[Z  2jT] 1
@j
J+ [Z  2jT] 1
@J
@j
(4.13)
The term @J
@j
is zero as the external current is not dependent upon . The second term in
Eq.(4.13) is zero. The term (Z   2jT) is a matrix. However, in Eq.(4.13) the derivative of
the inverse needs to be calculated. In order to nd the derivative of the inverse we write :
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@I
@j
=
@
@j
(Z  2jT)(Z  2jT) 1 (4.14)
where I is the identity matrix. Assigning :
M = (Z  2jT) (4.15)
and knowing that the derivative on the identity matrix is zero we can write :
0 =
@M
@j
M 1 +M
@M 1
@j
(4.16)
Multiplying both terms in Eq.(4.16) byM 1 and rearrangement on both sides of the equation
results in the following equation, which species the relation between the derivative of the
inverse of a matrix and itself.
@M 1
@j
=  M 1@M
@j
M 1 (4.17)
Using Eqs. (4.13) and (4.17) we may write :
@e
@j
=  M 1@M
@j
M 1J| {z }
e
(4.18)
The term M 1J is substituted with e. As the matrix M is explicit function of k and not of
, from the chain rule we obtain :
@e
@j
=
@e
@j
@j
@j
(4.19)
Calculating the @e
@j
rst using Eq.(4.18) :
@e
@j
=  (Z  2jT) 1( 2jT)e (4.20)
The second term in the right side of the Eq.(4.20) is @M
@j
.
Using Eq.(3.16),
@j
@j
is :
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@j
@j
=
 {!
2
p
j!2   {!j
(4.21)
Using Eqs.(4.20) and (4.21) we can rewrite Eq.(4.19) :
Sj =
@e
@j
= (Z  2jT) 12jTe
 {!
2
p
j!2   {!j
(4.22)
Z andT are both square matrices of dimension (mm) wherem is the number of independent
edges, e is a column vector of dimension (1  m), and Sj is the j th column of the sensitivity
matrix that is calculated for the j th element. The sensitivity matrix S of dimension (mj )
calculated for the set e can be used along with Eqs.(3.26) and (3.7) to calculate SB which
is the sensitivity matrix calculated with respect to the magnetic eld B at sensors positions.
This is suitable for solving the inverse problem using the calculated values of the B eld. S
can also be used along with Eqs.(3.26) and (3.51) to calculate SV which is the sensitivity
matrix calculated with respect to the voltage induced by the eld at the sensor and is suitable
for reconstruction of the conductivity from the induced voltages at the sensor, instead of their
corresponding B eld.
This procedure can be carried out for each element with respect to  and  and  of all
the other elements. For example, for each excitation in the case of having a number of 960
elements (which has 1349 independent edges), the procedure in Eq.(4.22) has to be carried
out (1349  960) times for calculation of the sensitivity with respect to , and three times of
that for all the passive electromagnetic properties. Therefore, building the sensitivity matrix
or the Jacobian is the most time consuming part of the calculation.
The computation costs are high in terms of the amount of memory needed for the calculation.
In our largest mesh with 155253 elements, 234 Gb of memory were needed to build the
sensitivity matrix.
For each conguration of excitation currents for a given conductivity distribution in the
region of interest (the initial condition), we have to carry out the sensitivity analysis once.
As there are six dierent excitation patterns, the sensitivity matrix is calculated six times.
In practical measurements, the detected eld at the sensors for each excitation pattern is
used to construct the conductivity map, along with the sensitivity matrix calculated for that
excitation.
The same procedure for  and  yields the expressions :
@e
@j
= (Z  2jT) 12jTe
!2
2
p
j!2   {!j
(4.23)
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@e
@j
= (
1
j
Z  2jT) 1
Z
2j
e (4.24)
Eqs. (4.22), (4.23) and (4.24) are general equations that can be used for any excitation current
and mesh conguration to calculate the sensitivity.
4.4 Fast calculation of the sensitivity matrix using the reciprocity theorem
The reciprocity theorem and its extension for non-quasi static elds (Mortarelli, 1980) have
been used extensively in EIT and MIT for calculation of the sensitivity matrix.
In EIT the method is as well known as adjoint eld method (Adler et Guardo, 1996) which
uses the variational formulation of the Laplace equation along with a linear approximation
to nd an expression for the change in the conductivity. The method is also known as a fast
method for calculation of the sensitivity matrix, as there exist a method known as direct
method (requiring more computation time and power) for calculation of the EIT sensitivity
matrix (Gomez-Laberge et Adler, 2007).
No direct method had been proposed for calculation of MIT sensitivity matrix, other than
the one introduced in the previous section. However, the fast method for calculation of the
sensitivity matrix in MIT developed by Geselowitz is derived from Eq. (4.25), which is a
result of reciprocity theorem in electromagnetism (Geselowitz, 1971). The theorem states
that for two distinct coils, the ux produced by coil a in coil b when a current is running
in a, is identical to the ux produced in coil a while the same current is running in coil b.
Using this principle along with the physical mutual energy concept we can write (Corson et
Lorrain, 1962) : Z


r  (E H   E H)d
 = 0: (4.25)
Indices  and  denote two dierent electromagnetic elds elds at the same spatial point
but which are produced in two dierent situations. The index  is the case when the eld is
produced by the excitation coil is on while the receiver coil is o with the object in the ROI.
The index  applies when we run the current in the receiver coil with the same distribution
of conductivity in the ROI, but now with the excitation coil turned o.
Using the vector identity :
r (EH  E H) = H (rE) E(rH ) H(rE )+E (rH) (4.26)
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and using Maxwell's equations (3.3) and constitutive laws (3.6), we can nd the change in
the mutual impedance (Somersalo et al., 1992) :
Z =  
Z


( + {!    + {! )LL d
 +
Z


(    )KK d
 (4.27)
which can be written in this more compact form :
Z =  
Z


( + {!)LL d
 +
Z


KK d
 (4.28)
where factors K and L are dened as :
L =
 {!(Ap +As +rV)
I
L =
 {!(Ap +As +rV )
I 
K =
rAp +rAs
I
K =
rAp +rAs 
 I 
(4.29)
The index p in Ap corresponds to the primary eld vector potential and s in As is the
secondary eld vector potential. This formulation is not exact, as it considers a linear approxi-
mation. In order to get Eq. (4.27), after substituting for E and B using Maxwell's equations
(3.3) and constitutive laws (3.6), only the linear terms of the Eq. (4.26) are kept. Also this
formulation does not take into account any net current in the ROI (Hollaus et al., 2004a). In
order to implement Eq. (4.28) in the nite element method the integrals can be split up into
sums of integrals over the nite element volumes. Then the change in the impedance can be
calculated for the element j using :
Z =  
nFEX
j=1

(j + {!j)
Z

j
LL d


+
nFEX
j=1

j
Z

i
KK d


(4.30)
where nFE is the number of elements used in the nite element formulation. The specic
contributions coming from the individual nite elements to the overall change in the mutual
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impedance can be clearly seen in (4.30). The sensitivity matrixGSmaps the material changes
assigned to the nite elements to the voltage change in the receiver coil.
V = I:GS:
(
 + {!

)
(4.31)
The entries in the sensitivity matrix GS for the nite element j are shown in :
GSLj =
Z

j
LL d

GSKj =
Z

j
KK d
 (4.32)
The calculation of the sensitivity map using this method requires only two forward problems
to be solved to calculate Ap and As everywhere while the current is running in the trans-
mitter coil and Ap and As while the current is running in the receiver coil. Computation
of the sensitivity matrix using reciprocity principle is faster than the direct nite element
method.
In the following chapter, using the sensitivity matrix, we introduce our method to solve the
inverse problem. The inverse problem is usually ill-posed and needs regularization in the pre-
sence of data inaccuracies. The numerical singularity happens because of the fact that some
of the eigenvalues of Z and T matrices of the forward operator are very small. This causes a
strong amplication of the errors in the conductivity domain.
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CHAPTER 5 INVERSE PROBLEM FOR MIT
5.1 The inverse problem
The inverse problem frequently arises in experimental situations when the description of the
internal structure of a system is given by indirect noisy data (compared with the forward
problem, estimation of the response of a system with a given complete specication of the
internal structure).
In the last step, we want to interpret the conduction map from measurement of the secondary
eld. There are several methods developed in the literature, some of which are introduced
briey throughout this chapter. Then, the method used is elaborated in more detail.
The forward mapping problem can be described as :
B = F() (5.1)
F is a map that includes geometrical properties as well as the estimated conductivity infor-
mation. It is a map that takes , a vector describing the conductivity of all cells, to B which
is the vector of all the B elds at the potential detecting positions , and this for a given
excitation current. In other words, each mode of excitation (each individual exciting coil)
will give rise to a distinct forward problem such as Eq.(5.1). Then the corresponding inverse
problem could be dened as :
 = F 1(B) (5.2)
So the problem is the nding of an inverse map which is not in most cases simply the inverse
of a square matrix. As F might not even be a square matrix : If there are m eld measu-
rements and we are looking for conductivity n voxels, then F is mn matrix which does
not have an inverse unless m=n. That is why the solution of an inverse problem often is a
compromise which results from an optimization problem. This requires methods such as the
Maximum Likelihood Estimation (MLE) or the Maximum Aposteriori Estimation (MAP),
which are discussed below.
The solution of Eq.(5.2) requires that the target region be discretized into voxels. A grid of
tetrahedral nite elements of rst order are employed here.
In order to develop the method and formulations for the inverse problem, we introduce the
concepts of conditional probability and Bayes rule. We need to discuss the likelihood of a
an event and methods to maximize that likelihood in order to deduce the Gauss-Newton
approach, which is our method for the inverse problem. We use the single step Gauss-Newton
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approach, for the dierential imaging. This can be used to measure the dierence in the
secondary magnetic eld when there is change in the conductivity of the ROI compared to
the initial conductivity distribution. We have also used the iterations of this method to cal-
culate the sensitivity matrix each time to be able to reconstruct the absolute value of the
conductivity more accurate.
5.1.1 Maximum likelihood estimation
The maximum likelihood method is the procedure for nding the value of one or more parame-
ters for a given statistic (distribution of a certain quantity of interest, such as the conductivity
distribution) which makes the known likelihood distribution a maximum.
Given the knowledge that event B has occurred (Data of B eld values), what is the proba-
bility that event A (certain conductivity distribution) happens ? This is the question of the
conditional probability. The statement is written in the following form :
P (AjB) = P (A \B)
P (B)
(5.3)
This gives us a fraction of B that also containsA.
For example, taking the population of Canada as a sample, we dene the occurrence Xi which
can take the values of zero and one, where zero is the individual being male and one is the
individual being female (Xi is an event with two possible outcomes). If p is the probability
(given knowledge) of nding a female individual in town, then maximum likelihood function
is just the fraction of individuals. Given the following likelihood function :
f(Xijp) = pXi(1  p)Xi (5.4)
Then the likelihood of the events are :
f(1jp) = p1(1  p)0 = p (5.5)
f(0jp) = p0(1  p)1 = 1  p (5.6)
For dierent values of i (Xi is an event with N possible outcomes), the likelihood function
has the following form :
f(X1 = x1; X2 = x2; X3 = x3;    ; XN = xN jp) =
NY
i=1
pxi(1  p)1 xi (5.7)
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where xi is the value that Xi takes in our model. Given this likelihood function, we can
nd the maximum of that function by taking its derivative with respect to the probability p
(taking log and then derivative). The maximum likelihood probability pML in this case is the
average.
pML = X =
1
N
NX
i=1
Xi (5.8)
MLE is a well-known method for estimating a parameter of distribution. For example, if we
are interested in the conductivities of voxels, but we are unable to measure the conductivity
of every single voxel in a ROI due to some constraints, MLE is a good candidate method.
Assuming that the conductivities are normally distributed with some unknown mean and
variance, the mean and variance can be estimated with MLE while only knowing the conduc-
tivities of some voxels as a sample of the overall population of voxels. MLE will do this by
taking the mean and variance as parameters and nds particular parametric values that make
the observed results the most probable given the model.
Given the data D = (x1; x2;    ; xn) (xn 2 IRd can be vectors or scalars) in d dimensional
real space, we can assume a family of distributions fp;  2 g on IRn. If D is a sample with
the mean p (possible conductivity distribution) for some  2 , MLE will estimate the true
value of parameter that is originating D. MLE is a MLE for  if
MLE = argmax(P (Dj))  2  (5.9)
This means that we have to nd the value of  which makes the argument maximum. (In
our specic problem, D is a set of all magnetic eld vectors (d=3) in n voxels, while  is the
conductivity distribution of those n voxels,  is a set of all possible conductivity distribu-
tions, and p is the probability of that conductivity).
The method is relatively easy to use and interpret as the distribution is invariant under
re-parametrization. However, it lacks any representation for the uncertainty. Moreover, the
existence and uniqueness of the MLE is not always guaranteed. The method also suers from
over-tting of the data.
These drawbacks are the reason that MLE is not directly used in the inverse problem. Howe-
ver, modications to MLE will provide us with a tool which is known to be suitable for this
type of problem. This method is introduced in the next section.
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5.1.2 Maximum a posteriori estimation
It may happen that we have a priori information about the physical process whose parameters
we want to estimate. Such information can come either from scientic knowledge of the
physical process or from previous empirical evidence. In our case, the prior information is
knowing that we are imaging a model of the brain, with a certain size and certain expected
values of conductivity in a region. This prior information will result in a more specic answer
to the question how a parameter (conductivity) aects the data (collected B elds).
MAP is a method based on MLE that employs an augmented optimization objective which
incorporates a prior distribution over the quantity one wants to estimate.
Given the data D = (x1; x2;    ; xn) in IRd, we can assume a joint distribution P (D; ) on
IRd. The goal is to nd a good value of  for D, where  is the parameter from which the
data comes from. MAP is a MAP estimation for  if
MAP = argmax(P (jD))  2  (5.10)
where Eq.(5.10) is the a posteriori distribution on . If we compare Eqs.(5.9) and (5.10), the
dierence is the order of D and . There is an inversion in conditional probability. Bayes rule
tells us how to do this inversion :
P (BjA) = P (AjB)P (B)
P (A)
: (5.11)
This may be veried using Eq.(5.3). In our forward problem, the question is : what is the B
eld in all voxels given the conductivity distribution. So the inverse problem question follows :
given the B eld, what is the most probable conductivity distribution. The Bayes statistic is
used to reverse the conditional probability in the forward problem for the inverse problem.
In the following section, we nd the MAP , given the data set D, and  as a random variable.
5.2 Implementation of maximum a posteriori estimation
for a multivariate Gaussian
The rst order estimate of the change in the calculated distribution magnetic eld B with
respect to a variable  (conductivity, permittivity or permeability distribution in the cells)
using the rst order perturbation (Taylor expansion) is given by :
B =
@B
@
 (5.12)
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The derivative is just the denition of the sensitivity matrix, which we replace with SB, as
introduced in the previous chapter. The form of the Eq.(5.12) is the same if we write it for
voltage while the sensitivity matrix changes to SV (V =
@V
@
). We use the general term
S, for convenience and write :
B = S + n (5.13)
and the variable n introduces noise into the system (Gaussian noise in our case). We need
to calculate the MAP for the Eq.(5.13). In the development of the nal equations we use
notations B and  instead of their changes for notation simplications. The corresponding
MAP formulation can be written (Using Bayes law) as :
 = argmaxP (jB) = P (Bj)P ()
P (B)
(5.14)
P(B) does not vary with respect to  and does not eect the maximum. Then Eq.(5.14)
reduces to
 = argmaxP (Bj)P (): (5.15)
In order to solve Eq.(5.15), we need to have an estimation of P (Bj) and P (). We assume
they are normally distributed (Gaussian), N (, 2), where  is the mean and 2 the standard
deviation. However, as B in our formulation is a vector, we have used a multivariate Gaussian
for this estimation. Multivariate Gaussian is a generalization of the univariate distribution
(regular Gaussian) to higher dimensions. A random vector is said to be n-variate normally
distributed if every linear combination of its' n components has a univariate normal distri-
bution.
Consider X = fx1; x2; x3;    ; xig where the xi are independent and each can be estimated
by N (i, 
2
i ) with i being the mean and i the standard deviation of the ith parameter.
Then the multivariate Gaussian N (, C) is n normal distribution in IRn where C is the semi
denite symmetric matrix called the covariance matrix. Covariance of two parameters X and
Y is dened as :
Cov(X;Y ) = E(XY )  E(X)E(Y ) (5.16)
where E is the expected value of that parameter. If xi and xj are independent, then the
Cov(xi; xj) = 0 and the covariance matrix is just the diagonal matrix of variances.
C =

21    0
...
...
0    2i
 (5.17)
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The diagonal is just Cov(xi; xi) which equals 
2
i . We may write P (Bj) as follows :
P (Bj) = N(S; N) (5.18)
where the term S in the distribution is the mean value and the variance  N is the noise.
P () can also be written in terms of a multivariate Gaussian :
P () = N(0; ) (5.19)
0 is zero in our case as we want the values of , which represent the dierence in electrical
properties, to be zero. Using Eqs.(5.18) and (5.19) we may rewrite Eq.(5.15) :
 = argmax(N(S; n)N(0; )) (5.20)
where the rst term N(S; n) is given by :
N(S; n) =
1
(2)
N
2
p
 n
exp( 1
2
(B  S)T  1n (B  S)) (5.21)
and the second term N(0; ) is given by :
N(0; ) =
1
(2)
N
2
p
 
exp( 1
2
(   0)T  1 (   0)) (5.22)
each being a multivariate Gaussian. In order to maximize the argument, we do the Log
transformation (Log is a monotonic function) which makes calculations of the matrix more
straightforward. Eq.(5.15) is then rewritten as :
 = argmax(log(P (Bj)P ()))
= argmin( 1
2
(B  S)T  1n (B  S) 
1
2
(   0)T  1 (   0))
= argmin((B  S)T  1n (B  S) + (   0)T  1 (   0)) (5.23)
In this nal form of Eq.(5.23) the term (B   S)T  1n (B   S) is called delity to the
measurement and the term (   0)T  1 (   0) is called delity to the prior information.
Taking the derivative of the expression with respect to  and setting it equal to zero give us
an expression for  :
MAP = ((S
T  1n S+  
 1
 ))
 1ST  1n B+ ((S
T  1n S+  
 1
 ))
 1  1 0 (5.24)
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Considering 0 = 0 will eliminate the second term of the Eq.(5.24). Then, in the rst term
the expression ((ST  1n S +  
 1
 ))
 1ST  1n is just a pseudo inverse of the sensitivity matrix
S as the inverse might not be calculated simply by inverting the matrix depending on the
conditioning of the Matrix. The sensitivity matrix is not always a square matrix and can-
not be simply inverted since the number of measurements is generally less than the number
of unknown conductivity variations. We can replace the sensitivity matrix SB with GSB
according to Eqs. (4.22) and (4.30) to compare the reconstructed images of the reciprocity
method and the direct method.
Equation (5.24) is the main formula that we use in our inverse problem (considering the fact
that  and B both correspond to the change in the quantities). The inverse problem may
take components of B or its corresponding induced voltage V as the input. The one used
in this reconstruction problem is V. Using the general Eq. (5.24) and replacing B with 
(2.1) and S with SV , we can estimate changes in the conductivity of the ROI.
As the problem is ill-posed, any discrete linearized approach will be ill conditioned. To over-
come this problem, we have included the prior information into the system. This regularizes
the ill posed problem. In our case, this prior information will be the location of the head and
a prior guess as to the conductivity which we want to determine.
The noise terms can be written as  n = nI and   = I (I being the identity matrix)
and values of the sigma (standard deviation) determines the amount of regularization used
in the inversion. The ratio of 
n
is known as  in the literature and is called the regulariza-
tion parameter. It acts like a weighting factor to nd a balance between the delity to the
measurement and delity to the prior information.
By choosing dierent forms of the covariant matrix, we can build dierent regularization me-
thods. Using the unit matrix is called the Tikhonov-regularization method which is known for
penalizing high values of the reconstructed conductivity changes. Using the number of nearest
neighbor of the element i in the covariance matrix will lead to a regularization method cal-
led Neighboring matrix. In this dissertation, we have used the identity matrix regularization
method. Other regularization methods can be used in this inverse problem which is a subject
of future work.
5.3 Iterative Gauss-Newton approach
In practice, even though a linear reconstruction algorithm will often successfully locate an
isolated inclusion in a homogeneous background (like detection of a lesion in the gray matter
background), a nonlinear method is needed to reconstruct more complicated conductivity
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distributions, such as several nearby objects .
The non-linear image reconstruction problem consists in reconstructing the absolute value of
the conductivity of the ROI knowing the detected values of B magnetic eld. This can be
done using iterative solutions based on the optimization methods. However, the inverse pro-
blem is ill-posed and any discrete linearized approximation will be ill conditioned. Moreover,
the measurement of the B eld contains uncertainties and limited precision, which is included
in the simulation in the parameter ( n). In order to partially overcome this problem, we add
prior information (initial guess) for conductivity value to regularize the ill-posed problem.
The regularized Gauss-Newton method uses repeated linearization to overcome the non-
linearity, and incorporates a priori information about the unknown conductivity to obtain
a stable solution of the inverse problem. That's why the linearization used in the forward
problem, to get the Jacobian matrix or Frechet derivative of the forward map, is an important
part of such methods.
A row of the Jacobian matrix can be interpreted as a map which shows the sensitivity of
a given measurement to a small change in conductivity of each element of the mesh. These
sensitivity maps depend strongly upon the background conductivity, from which the linea-
rization has been carried out. If the sensitivity matrix is calculated for the device before
considering the prior information, the linear reconstruction provides less accurate conducti-
vity values compared to the case that is calculated when the prior information is added.
When applying Newton's method, we use the prior information on the conductivity  to
calculate the sensitivity matrix for this parameter and using the calculated B eld to get
. Then for this updated value of conductivity (incremented by  in each iteration), the
sensitivity matrix should be recalculated and the procedure iterates until convergence. If the
solution of the inverse problem is close to the initial guess, the method typically converges.
Fig.(5.1) shows the steps schematically. This procedure is time consuming, hence a com-
plete iterative identication run requires signicant computing power, bottleneck being the
calculation of the sensitivity matrix. In this dissertation we use the Newton-one-step error
reconstructor (NOSER) for the dierential imaging and iterate it n steps for the absolute
imaging (It means that n = 1 will just be the NOSER). The iteration is terminated when
the residual error falls below the measurement accuracy of conductivity, which we set at 10 6
Sm 1.
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Figure 5.1 Flow chart showing the steps and conditions of the iterative solution.
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CHAPTER 6 SIMULATION RESULTS
6.1 Simulation details
We use the proposed device in the section (2.4) to run the forward simulation and the in-
verse reconstruction. The cylindrical geometry and dimensions of the ROI were chosen based
on the requirements of performing dierential imaging of the lesion in the head. There are
six concentric excitation coils surrounding the area dedicated to the head (Fig.(2.2)) with a
radius 30 cm parallel to each other and there are ve layers of 16 detection coils of radius
5 cm surrounding the ROI (sensors) and perpendicular to the excitation coils at each level.
In total 80 sensors cover the whole region of interest wall which we use their detected eld
value for reconstruction of the conductivity.
The excitation frequency is 50 kHz which was chosen based on the fact that lower frequencies
are better candidates for detection of the conductivity contrast due to the ischaemic stroke
(Horesh et al., 2005 ; Holder, 1992 ; Gabriel et al., 1996c), as these frequencies provide higher
contrast between the blood and the white matter. Furthermore, as discussed in chapter (2)
lower frequencies are better candidates in terms of lowering the noise due to electronic ele-
ments of the device.
The excitation current of 1 A was chosen to induce the primary eld. Even though tissue
heating is known to be negligible in MIT (Holder, 2004), we made sure the system is opera-
ting within the safety limit in terms of the amount of electromagnetic exposure. This will be
discussed more in section.(6.5.6).
To avoid the subtleties of working with more complex head mesh in a feasibility study for
the contrast detection, we decided to use a simpler model. The head is estimated with a disk
model with a radius of 20 cm and the thickness of 10 cm, having three layers with distinct
electrical properties as shown in Fig.(2.2). This model can be provide us with answer to pre-
liminary questions such as what is the value of the secondary signal for a certain conductivity
contrast size at a certain frequency or what is the achievable resolution, which are very useful
in early stages of designing a MIT device.
We use this device to calculate the expected eld at the sensors for a conductivity contrast
with a xed volume for three dierent locations of the disk. We will calculate the sensitivity
matrix and then use the calculated eld and sensitivity for reconstruction of the conductivity
map of ROI. We investigate the reconstruction problem for two method of sensitivity calcula-
tion introduced in chapter (4) and use following performance criteria to compare them : We
calculate the reconstruction error (normalized error of reconstructed conductivity) for the
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image. The error function is dened in Section.(6.5) in Eq.(6.2) and it quanties the die-
rence between the reconstructed conductivity and the true values of the target conductivity.
Then we calculate the point spread function, also related to spatial resolution (1/mm), which
inform us about how a point source is blurred and distorted through to imaging system and
can highlight the appearance of artifacts in the image. It is dened in Appendix (B) and
mostly exploited in Section.(6.6.1). The PSF is then used to extract the resolution of the
image.
6.1.1 Computational details
The forward and inverse problems have been developed in MATLAB. Objects are dened
with symmetrical layers each having dierent electrical properties. The interactions of the
ROI with the magnetic eld produces dierent currents in each region and such interaction
is quantied in the magnitude of the detected signal. The program was bench-marked with
known classical models and qualitative results for the forward problems that were presented
in Chapter (3).
This work has been done using a 2.2 GHz Core-i7 Intel CPU with shared RAM that was
extended to 234 Gb for the full calculation of the sensitivity matrix for the largest mesh. The
coding materials are available as a separate le.
Table (6.1) shows the details of numerical calculations and species the computational re-
quirements for simulation of the disk model. For calculations which needed more number of
RAMs, supercomputer clusters were used. The results in this chapter are calculated using
three mesh set that were used in the forward and one for the inverse problem as listed in
Table (6.1). The smallest mesh has 3840 number of elements, which is more than the total
independent measurements in 3D and therefore suitable for the inverse problem in 3D. The
rst column shows the number of the elements, the second column shows the number of the
edges (degrees of freedom in the numerical model or the number of calculated Whitney func-
tion basis), the third column shows the run time for the full forward problem (F.P), which
includes the calculation of the sensitivity matrix and the last column is the gigabytes RAMs
that were used for forward simulation.
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Table 6.1 Details of meshes used for the forward problem calculations.
No. of Elements No. of Edges Run time of the Full F.P dedicated RAM
3,840 4,924 43 minutes 12 Gb
61,440 75,114 3 Weeks and 2 days 64 Gb
155,253 182,305 8 weeks and 4 days 234 Gb
Figure 6.1 A slice of the ROI showing the possible orientation of surfaces that can be used
for placing induction and detection coils. For this conguration of excitation and detection,
the sensor positioned on the vertical surface is less sensitive to measurement of the primary
magnetic eld, compared to the horizontal one. Therefore vertical position is prefered in
terms of primary coil eld cancelation.
We used a mesh with a larger number of elements for the forward problem compared to in-
verse problems. The rationale is that we wanted to have a precise forward model with having
more voxels in development of the model. This will allow us calculate the sensitivity at more
points in the space. However, as the resolution is bounded by the total number of independent
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measurement, fewer number of voxels (number of elements) were used in the mesh for the
inverse problem.
The mesh used for the inverse problem has 3840 elements for 3D reconstruction, which is
much less than the number of elements used for the disk forward problem (155253 elements).
A slice of the ROI (between the coils no. 4 and 5) is shown in Fig.(6.1). The excitation cur-
rent is simulated along the edges shown with blue line. The vertical sensing surface is used
to model the sensor and the induced voltage in the sensor is calculated by integration of the
A vector along the edges of the red square. The sensor arrangement for this slice, along with
numbers attributed to this sensors in this chapter is shown in Fig.(6.2). The a located at
[7.5,0,0], b [5,0,0] and c [0,0,0] are three dierent positions`of the disk in the ROI which the
detection of the contrast is investigated.
Figure 6.2 Schematic gure showing the relative sensors position and their attributed position
numbers. The positions of the conductive area is shown by circles a, b and c
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6.2 Secondary eld range
In order to investigate that our sensors are suitable in terms of the detectable eld range in a
MIT device, it is useful to know what eld values are expected due to a certain conductivity
contrast. The change in the detected magnetic eld at the sensor depends on the conductivity
contrast value, the volume of the contrast, the distance of the contrast from the sensor, as
well as the frequency and magnitude of the excitation current.
At a xed frequency, the excitation current should provide a primary eld within the safety
zone in terms of the amount of exposure of the tissue to electromagnetic radiations. As this
radiation is proportional to the square of frequency and the excitation current (Eq.(6.6)),
at a xed frequency there exist a maximum allowable excitation current that will result in
the strongest secondary eld. However, this maximum excitation current at 50 kHz is more
constrained by electronics (driving high AC currents in the excitation coil) rather than the
amount of electromagnetic radiations. We have used 1 A for the excitation current and will
show in this section that the resulting secondary eld is of pT order. This eld can be detec-
ted with our sensors and used for a successful reconstruction. However the excitation current
can be increased to increase the secondary magnetic eld, provided we stay in the safety zone
in terms of the amount of exposure of the tissue to electromagnetic radiations. This topic
will be more discussed in section.(6.5.6).
Figure 6.3 The change in the secondary magnetic eld in the red and blue sensors. The
circular blue dots are the detected change in the magnetic eld value at position a, the green
astricks show the change in magnetic eld at position b, and the red triangles show the change
in the magnetic eld at position c
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Fig.(6.3) shows the value of the change in magnetic eld due to the contrast while the
current of 1A is running in the excitation coil number 4. For a xed contrast volume, we
use the forward simulator developed in chapter (3) to calculate the change in secondary
magnetic eld at two sensors (blue and red indicted in the Fig.(6.3)) at the position 5 shown
in Fig.(6.2). We calculate the change in secondary magnetic eld value for two sensors at 3
dierent positions a, b and c in the ROI as indicated in Fig.(6.2).
The secondary eld due to the the disk which has the conductivity average of the gray and
white matter has the order of some nT, while the contrast due to the blood with xed volume
of 75 cm3 produces the change in the magnetic eld in the order of some pT.
The linear change of the eld with respect to conductivity is the result of using the linear
model of the Helmholtz equation. The slope of the line connecting the blue or red markers
shows how sensitive a position in ROI is to the conductivity contrast. We will elaborate more
on the sensitivity concept in section (6.3.1).
Using coils or GMI sensors can accommodate a good detection at tens of pT. Therefore,
for the case of the blood lesion which corresponds to the contrast value of 0.59, the signals
are promising, specially for the red sensor at positions a and b. However the conductivity
contrast which result in a change in magnetic eld which is lower than 10 pT will be harder
detection targets for these sensors.
Even if for instance the eld of 4 pT at a sensor which is close to the contrast is detected
well, the other sensors in the ROI will detect relatively smaller elds due to the fact that they
have larger distance from the contrast, and therefore considering the reconstruction noise,
there might not be enough information to locate and reconstruct this contrast.
6.3 Reconstructed targets
The reconstruction package calculates the primary and secondary magnetic elds and the
Jacobian for reconstructing a general conductivity map.
The results of the inverse problem for two forward model simulations are presented in the
following sections. The targets in the ROI are selected to investigate certain aspects of the
imaging problem.
For the rst target, we try to detect two small conductive elements whose volume sizes are
smaller than one percent of the volume of ROI. The inverse problem for this case is done
only with one iteration.This example works as a benchmark test for the inverse problem as
we change value of an element with a known position to simulate the forward problem and
use the calculated magnetic eld values for reconstruction, to verify that the inverse problem
nds the same element in the reconstruction using the eld at the sensors.
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This example reveals that small sized perturbations cannot be properly detected in dieren-
tial imaging, even in the cases of perfect, noise free imaging as the number of voxels is much
less than the number of the independent measurements.
The second target is a disk as an estimation of the head shape and volume. The disk has a
thickness of 10 cm and contains two concentric regions with properties of certain biological
tissue. The outer region is has the properties of the skull and the inner region has the gray
and the white matter properties averaged (the true average is used due to their real propor-
tion in the brain). While using the disk as the target, we introduce the lesion alteration by
changing the electrical properties of certain elements at the center of the disk in the region
which was lled with the white and gray matter. The sensitivity of each sensor is calculated
for three dierent radial position of the disk in the ROI.
For the disk target, the dynamic MIT imaging is done using NOSER which was introduced in
previous chapter. The conductivity values calculated for this altered region is 65% dierent
from the original values with an optimized regularization parameter which is almost the same
as the state of art devices (Zolgharni et al., 2009a). The simulation results for a disk model as
an estimation for the head, dynamic MIT is a promising approach for monitoring the cerebral
edema development after the surgery or where monitoring of the brain for uid is of interest.
For the disk model, we solve the inverse problem using iteration as well to compute the ab-
solute values of conductivity. In this case, the absolute value of the conductivity is calculated
after 5 iterations the residual error falls below the measurement accuracy, and the iteration
stops. The position of the lesion alteration is determined more accurately using the nonlinear
approach. However, the computation time is long for the forward problem simulation and
calculation of the sensitivity matrix at each step of iteration. This fact suggest that using
this method along with an MIT device is not a good candidate to measure the absolute
conductivity value considering the computational costs.
6.3.1 Most sensitive direction
As discussed in Chapter (2), one of main challenges in MIT is subtraction of the primary
signal. In general, primary eld compensation is possible by aligning the detector coils along
the magnetic eld streamline such that there is no net ux passing through it. In order to
reach this goal, we use the sensitivity matrix elements to interpret the direction that is less
sensitive to the primary signal.
The sensitivity matrix elements are complex numbers of form : S=Sr+{Si. The real part of
the sensitivity shows how sensitive is a sensor to the primary signal or the displacement
current. Using the conguration introduced in Fig.(6.1), the vertical sensing surface shown
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in red shows lower values of the real part of sensitivity prole compared to the horizontal
sensing surface. This means that this sensing direction is less sensitive to the primary signal.
As the contribution of displacement current in the secondary eld at 50 kHz is small, an
optimized direction for the sensor is the one with smallest real value of sensitivity.
This is an optimization method which can be used to nd the best conguration and orien-
tations for the sensors. For a symmetrical situation, like the object of interest at the center,
choosing a completely vertical set of sensors produces a negligible S r compared to S i. The
sensor conguration shown in Fig.(2.3) is the optimized sensor conguration (for the object
at the center) according to the symmetry of the system. However if the disk is displaced from
the center, vertical orientation is not the direction least sensitive to the primary signal.
Figure 6.4 Imaginary part of sensitivity prole versus the radial displacement for two sensors
at angular position 5 and two dierent heights. The inset shows the six coils, two detectors
and the disk. The red dots are for the sensor between excitation coil 4 and 5 (the same level
with the object shown in yellow). The blue dots are sensitivity values for the sensor at the
same angular position between excitation coil 3 and 4.
The S i is the sensitivity to the secondary signal (mainly from the conduction current) which
should be maximum for an ideal conductivity measurement. After various simulations of pos-
sible conguration, it is observed that this S i value is not necessarily maximum when sensors
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are completely vertical and depends on the location of the object in the ROI, as well as
the excitation coil height from x -y plane. Therefore, sensors may be tilted to become more
sensitive to some locations in the ROI. Equivalently, dierent set of sensors rather than the
sixteen shown in Fig. (6.2) could be used for this purpose.
Fig.(6.4) shows the imaginary value of sensitivity in mV for two sensors, which are vertically
positioned at two dierent heights from the base of ROI as the object of interest is moved
along the x axis (along the radius and toward the center of the cylinder). It can be seen that
for the sensor in the red position, the maximum sensitivity happens for around positions b
and a while for the blue sensor happens in position c. It is also observed that the overall
sensitivity prole for the red sensor is more than the blue sensor, which demonstrate that the
signal from sensors located at the same height as the object of interest have major contribu-
tion in the reconstruction.
However, for reconstruction of an object at c (shown as a yellow disk directly in front of the
red sensor) the blue sensor is also eective and a combination of blue and red sensor provides
enough sensitivity along the x axis. However the sensitivity value in the center of the ROI is
still lower compared with other positions.
As a future work discussed in Chapter (7), using the sensitivity analysis, an optimized model
in terms of the excitation coils location and sensors direction can be developed for a speci-
c conductivity distribution such as in the human head. This model is expected to have a
better performance at the center of ROI, compared to the current device. The optimization
method (Gursoy et Scharfetter, 2009) works based on the principle of making the rows in
the sensitivity matrix more independent by changing the excitation patterns and the sensor
orientations.
The symmetry in the current model shown in Fig.(6.1), suggests that for the head located at
the center of the ROI, with 6 excitation coils centered at the cylinder axis, the least sensitive
direction to the primary signal (the one with most cumulative value of imaginary sensitivity
prole at all 80 sensors) is the vertical position. However, this arrangement is suggested base
on a limited number of simulations and it is not unique.
6.4 Case I : Two selected elements
Figure (6.5) shows the reconstructed conductivity value for all the elements, when we only
change the conductivity of one element. We reconstruct conductivity when we change the
conductivity of an element which is located almost at the center of ROI (element number
300) and other one located close to the surface of ROI (element number 3585). Two dif-
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ferent locations were chosen for the altered elements to discuss the amount of artifact in
the reconstructed conductivity map based on the element distance from the sensors. We set
their conductivity to have the value of conductivity of blood. The other elements have the
air conductivity (almost non-conductive =310 15 Sm 1). The volume of each element is
approximately 0.3% of the total volume of ROI.
The total of 80 sensors on the surface were used to measure the eect of this small size
perturbation, with a total of 480 measurements. We have used the same mesh (3840) for the
forward and the inverse problem to keep track of the element for the benchmark. We change
the conductivity value for this element while keeping the properties for the other elements
constant.
In Fig.(6.5).a, the signal corresponding to the reconstructed conductivity value of element
300, the one that was modied, is marked with red dash. Green marked signals in Fig.(6.5).a
correspond to reconstructed conductivity for elements which are in fact nonconducting. These
elements are mainly neighboring elements of the element 300 which are responsible for the
blurring eect.
This behavior is also observed in Fig.(6.5).b when we change the conductivity of element
number 3585 marked with red dash and its neighboring elements, which are in fact noncon-
ducting marked with green dash. When the conductivity is changed in both elements and
perform the reconstruction, the two signals add, as shown in Fig.(6.5).c.
The element 300 is located at the center of the ROI and therefore further from the sensors
compared with the element 3585 which is located close to the cylinder surface. If we refer
to the red marked signal as main signal and green marked signal as reconstruction noise in
Fig.(6.5).a, and compare it to Fig.(6.5).b, it is evident that the element closer to the surface
(3585) is located more accurately as it has a larger value ratio of signal to noise. However, as
number of elements contributing to this noise for element 300 is less than that of the other
element, the element at the center is less blurred compared to the one close to the sensors.
The sensitivity matrix in this simulation is computed according to the electrical properties of
air, assigned to all elements in the ROI. As for the small value of air conductivity (3  10 15
Sm 1), the sensitivity matrix is ill-conditioned with a larger conditioning number compared
to the sensitivity matrix calculated with the prior information. Therefore, the calculation of
the sensitivity matrix for a less conductive background takes longer time than the calculation
for a more conductive background.
As a result of this larger conditioning number, the conductivity values calculated for the
elements are up to three times their real values (inaccurately), for one iteration. Further,
even though the conductivity value is the same for both selected elements, the element closer
to the surface of the cylinder (and the sensors) shows a greater conductivity value in the
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reconstructed image.
This imposes a limitation in locating small perturbations as the inverse solution in this case
can not nd the exact location of element. Depending on the cut-o signal we consider for the
reconstruction, the number of artifacts in the image changes. This ambiguity is amplied by
symmetries present in the relative position of the detection and excitation coils with respect
to the voxel (element) being considered.
In producing the conductivity map, the green marked conductive elements in Fig.(6.5) blurs
the targeted element. For a symmetrically shaped object, they usually produce rings of less
conductive areas around the object of interest. This will make the reconstructed image blurry.
Fig.(6.6) shows the element number 3585 and its neighboring elements. The element itself has
more conductivity but some less conductive elements (green marked signals) appear around
it.
Artifacts are results of the linearization of the numerical solution and the fact that the number
of independent measurements made is less than the number of voxels with unknown conduc-
tivity (no noise was added in this measurement). It can be concluded that prior information,
such as the ranges of the conductivity in the ROI and the position of the disk (head), are
important for detecting the change in conductivity with the linear method. We will verify
such detection in the next section, while simulating the disk model.
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Figure 6.5 Reconstructed conductivity in Sm 1 when we change the conductivity of element
no.(300) located close to the center of the cylinder (a), Reconstructed conductivity in Sm 1
when we change the conductivity of element no.(3585) located close to the outer surface (b),
Reconstructed conductivity in Sm 1 when we change the conductivity of both elements(c).
The marked in red signal is the detected element, while the marked in green signals are the
elements which produce the shadow images in reconstruction.
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Figure 6.6 Reconstructed image for one conductive element (3585) located on the surface of
the cylinder with the conductivity of 0.6 Sm 1. Shadows of the reconstructed elements are
less in intensity compared to the element (3585).
6.5 Case II : A disk with two concentric conductive regions
The disk consists of two concentric cylinders with dierent values of conductivity, chosen to
represent an estimation of the head target. The outer ring has the electrical properties of the
skull and the inner one has the gray and the white matter electrical properties averaged. The
outer radius ratio of the gray matter to skull section is 8 to 10. The sensitivity matrix in
this case is calculated with the brain properties as the background for the object of interest.
The conductivity and relative permitivity of the tissues given in Table (2.1) were used in
calculation of the sensitivity matrix. After calculation of the sensitivity matrix, and also V p
and V 1, a lesion with the volume of 75 cm
3 (5% of the disk volume) is added at the center
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of the disk. A constant phase noise level was added to the simulated data before performing
the inversion. The level of the noise is determined after the rst simulation and using the
secondary eld value to nd a proper level noise. As the signal-to-noise ratio (SNR) is dened
as follows :
SNR = 20 log10
US
UN
(6.1)
with U S being the signal voltage and UN being the noise voltage, We add 1% of the maxi-
mum of  as a reasonable noise value to the simulated data as uncorrelated Gaussian noise
which result in 40 dB of SNR.
Figure 6.7 Error in (linear) reconstructed conductvity value with respect to the regularization
parameter .
Dierent noise levels require dierent regularization parameters (dened in section (5.2))
in order to obtain satisfying image. Figure (6.7) shows the value of error as a function of
the regularization parameter . The parameter is optimized by computing the error by the
following formula :
E =
k true  rec k
k true k (6.2)
where true is the vector with all the true values of the conductivity used in the forward
problem and rec is the vector for all the reconstructed conductivities. The sign k    k
shows the L2 norm and the error value is plotted as percentage. The minimum error in the
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conductivity value happens when the regularization parameter  has the value 2  10 8,
which corresponds to 63% error in calculating the conductivity value, using the linear ap-
proximation.
6.5.1 Phase change due to modeled cerebral edema development
The phase change  is computed for the 16 sensors at the same level as the disk and for
three positions. The phase change values,  are shown in Fig.(6.8) along with their corres-
ponding disk positions. The value of the phase change for all the three cases are in the range
of milli-degrees. This phase change is only according to the development cerebral edema and
as may be seen in the gure, The maximum value of  falls o as the disk gets further from
the sensor as the inductive coupling of lesion and the detection coil is less according to their
distances. This phase change value is much larger for the head itself as an alteration. The
phase change relative to the empty detector volume when the disk without the lesion was
introduced (V1
Vp
) has the maximum of 1403 mo (milli-degrees).
Figure 6.8 The phase change  in each sensor measured at the same level with the disk, for
positions : a in red, b in blue and c in green.
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Figure 6.9 The phase change detected in each measurement for positions : a in blue, b in
green and c in red. Data is sorted from largest to smallest.
In modeling of the disk with the lesion at position a, 31% of the signal or 149 of the total 480
measurements done ranged between 20 mo (milli-degrees) to 74 mo in . From the detected
signals, 71% or 340 measurement are above 3 mo.
In this case, 1% of the maximum signal which is about 1 mo is added to the data in form
of a Gaussian noise, before they are used for the inverse problem. The distribution of the
phase change versus the number of measurement is given in Fig.(6.9) for the three dierent
positions. The poorest performance in terms of the detected phase change is when the object
located at the center, as it have the maximum distance with the detectors. However, even in
this case 20 % of the signals are above 20 mo.
Figure (6.10) shows the calculated conductivity proles that were obtained using the detec-
ted phase change. It shows how the conductivity changes as we move along the x axis at the
same z level with the disk. The conductivity distribution for position b is more widespread
than the others, which indicates that the spread of lesion in the reconstructed image of the
conductive area is larger at this position. At position c, it is observed that the conductivity
is not computed to be zero on the walls of ROI (contrary to the model), which will produce
shadows of the conductive area on the walls of ROI that can be seen in Fig.(6.10).
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Figure 6.10 The conductivity prole computed at z=10 cm (between coils 4 and 5) at the
same level with the disk as the fuction of the radial displacement r.
6.5.2 Linear reconstruction of the conductivity map in 2D
With the optimized regularization parameter the inverse problem is solved for the targets
shown in the Fig.(6.12) and the reconstructed conductivity map is given in Fig.(6.13) . The
conductive area which can be seen for all the three cases, is indicative of cerebral edema
developed within the skull. The value of the reconstructed conductivity for the lesion is o
by 63% from the actual value. This issue is the direct result of linearization of a non-linear
problem. We can use iterations to nd the correct value of conductivity for this area. For our
objective, which is monitoring the contrast, results in Fig.(6.13) are sucient to admit the
presence of the lesion. However, the model still lacks the precise resemblance of the disk to
the human head and further investigation with a real head model, which is necessary for this
conrmation.
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Figure 6.11 The lesion modeled at location c and its linear reconstruction conductivity
contrast map in 2D
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Figure 6.12 The lesion modeled at location b and its linear reconstruction conductivity
contrast map in 2D
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Figure 6.13 The lesion modeled at location a and its linear reconstruction conductivity
contrast map in 2D
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6.5.3 Linear reconstruction of the conductivity map in 3D
Fig.(6.14) shows the result of the linear reconstruction of the conductivity map in 3D for the
same arrangements, with the disk at three dierent locations. The shadows appearing around
the surface of ROI, indicating those elements in the map is the result of the linearization of
the problem (they do not appear in the non-linear model).
There are more shadow elements in the reconstructed conductivity map when the object of
interest is at a position which is more symmetrical with respect to the sensor positions (at c).
6.5.4 Nonlinear reconstruction of the conductivity map in 3D
Fig.(6.15) shows the nonlinear reconstruction of the same target with the lesion inside the
disk. In this case, we have only considered position c which showed the lowest signal value
and applied iteration to nd the correct value of conductivity.
In each iteration, the sensitivity is re-calculated and the iteration continues until the dierence
between the reconstructed conductivity and the true value is less than 1 percent. Fig.(6.16)
shows how the answer converges in each step. The error in Fig.(6.16) is computed using
Eq.(6.2).
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Figure 6.14 Linear reconstruction of the conductivity map in 3D for the lesion at three
dierent locations of ROI.
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Figure 6.15 Nonlinear reconstruction of the conductivity map in 3D for a disk with the lesion
at the center of ROI.
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Figure 6.16 Error in the calculated conductivity value in each iteration step.
6.5.5 Calculation of the primary and secondary magnetic eld
The values for the primary and secondary magnetic eld measured in each sensor are shown
in Fig.(6.17) and (6.18) at 50 kHz, while 1 A current is running in each excitation coil. The
primary eld (of order 10 5 Tesla) shown in Fig.(6.17) , for the case that all excitation coils
are running. Even thought the primary eld is stronger in the middle of the cylinder with its
direction mainly along the cylinder axis, sensors located in the middle will read lower signals
compared to the sensors at two ends of the cylinder, where the magnetic eld is not uniform
and have a noticeable ux inside the coils.
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Figure 6.17 The primairy B-eld value for each sensor (1 to 80) while all excitation coils are
running.
In Fig.(6.18), the green cylinder shows the actual position of enumerated sensors around the
ROI. The Secondary magnetic eld is shown in Fig.(6.18) while the current is running in coil
number 1, which is the farthest induction coil from the object and will produce the minimum
values of the secondary magnetic eld in all the sensors, as a result of its maximum distance
from the disk. Sensors in the middle and the top row are the most eective sensors in the
reconstruction.
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Figure 6.18 The secondary B-eld in the presence of the disk without the lesion for each
sensor (1 to 80) while current is running in coil number 1.
The signal which should be detected for conductivity reconstruction is the dierence that the
lesion causes in this secondary eld. That dierence eld is shown in Fig.(6.19) using a 2D
graph, and in Fig.(6.20) using the cylinder surface to represent the alteration of secondary
magnetic eld in each sensor. This eld is in the pico-Tesla range.
Magnetic sensors used for this device should be able to detect magnetic eld changes of the
order of some pico-Tesla. GMI sensor with 100 T eld range and the noise level of 10 pTp
Hz
can be integrated with the device for such performance (Dufay et al., 2013a). In addition
their small form factor (microwires as the sensing element) could allow for a large density of
sensors, possibly leading to much better spatial resolution.
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Figure 6.19 The change in the secondary eld signal measured for each sensor produced by
the lesion at the position a.
Figure 6.20 The change in the secondary eld signal for each sensor, produced by the lesion at
the position c. The cylindrical representation shows the location of the disk (between coils 4
and 5) and corresponding eld dierence at each sensor (the surface elements of the cylinder)
when excitation coil 1 is running.
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6.5.6 Signal absorption rate (SAR)
For safety reasons, it is important to calculate the amount of power absorbed by tissues
from the electromagnetic eld. Even though tissue heating is known to be negligible in MIT
(Holder, 2004), we can use our forward model to calculate its value. The specic absorption
rate SAR which can be calculated using wave-matter interaction theory for a material is given
by
SAR(x) =
(x)jE(x)j2
2(x)
(6.3)
where M is the mass density of the tissue and which is 1850 (kgm
 3) for skull and 1030
(kgm 3) for the white or gray matter. In order to obtain a rough estimate of SAR and
its dependency on the driving eld amplitude and frequency, let us assume a long cylinder
of radius a, characterized by a conductivity  . It is submitted to a uniform longitudinal
sinusoidal alternating eld of amplitude H 0 and angular frequency !, such as would be
produce by a long solenoid around the cylinder. Using Faraday law, the electric eld at the
surface (where the eld is maximum) is calculated to be
E = {
!0a
2
H0 (6.4)
and the maximum average power density dissipated in Wkg 1 is
P =
E2
2M
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This estimation hold for the quasistatic case (  a), which is veried in our case and it
assumes a uniform excitation eld and conductive object, which could be justied in a rough
estimation. Estimating the eld by H0 =
NI0
L
, we have :
SAR = P =
E2
2M
'= ( a
2
L2
)
20
32M
!2N2I20 (6.6)
Therefore, the SAR is proportional to the square of the induction current, the number of
turns in the excitation coil (N ) and the frequency. For a xed value of the frequency, one
can increase the induction current or the number of turns to produce stronger secondary
magnetic eld until it gets limited by the electronics (for example the induction coil resis-
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tance), provided that the SAR for tissues do not go above the safety limits. The International
Electrotechnical Commission (IEC) requirement for MRI scanners, place a limit of 10 watt
per kilograms for the head averaged over 6 min.
Using our full Maxwell's forward model, we can calculate the electric eld anywhere in ROI
(without any approximation) and use Eq. (6.3) to calculate the SAR. The computed SAR
with exciter 4 activated with current of 1 A (excitation current) which is known to provide
the strongest eld in the disk has the maximum of 1.8  10 4 Wkg 1 (watts per kilogram) at
the disk center for the gray matter (with the conductivity of 0.15 Sm 1) and 5 10 5 Wkg 1
on the circumference of the disk for the skull (with the conductivity of 0.035 Sm 1).
Thus the SAR calculated for MIT at this frequency is many orders of magnitude lower than
this limit and therefore this MIT device will produce negligible heating and is safe to be
applied for monitoring due to its low absorption rate. This result shows that we can increase
the excitation current in our device to get stronger secondary magnetic eld at 50 kHz and
still be working in a safe SAR zone.
By considering the short term exposure limit of 10 W/kg, we could potentially increase
the factor (NI) by a few hundreds ( 300) and still be within the safe exposure limit (see
Eq.(6.6)). Therefore, there is still room for improvement in the amplitude of the secondary
magnetic eld at 50 kHz using more number of turns in the excitation coils. If we chose to
stay on the safe side and consider the long term environmental exposure for SAR which is
0.08 W/kg (Ahlbom et al., 1998) for the whole body, we can still have a 20-fold increase in
the primary eld, which should result in a 20-fold increase in the secondary eld.
Finally, if we increase the frequency from 50 kHz to 1 MHz, Eq.(6.6) shows a 20-fold increase
in SAR. However, for a magnetometer such as GMI, the gain in SNR operating from 50 kHz
to 1 MHz would be far less than that. This subject should be more investigated in future
works.
6.6 Comparison between two methods of calculating the sensitivity matrix
The reconstruction result is directly inuenced by the accuracy of the sensitivity matrix.
Fig.(6.21) shows the reconstructed conductivity of the lesion located at position c (center of
ROI) obtained using two dierent sensitivity matrix S (direct method) andGS (reciprocity
theorem). The reconstruction error is calculated using Eq.(6.2) and an optimal regularization
parameter is found for each method (S = 8  10 8 and GS = 7  10 13). As it can be
seen in Fig.(6.22), the reconstruction error for the direct method is 63% and 68% for the re-
ciprocity theorem. Therefore, the image reconstructed using the reciprocity theorem contains
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more artifacts compared to the direct method.
Figure 6.21 Reconstructed images of the conductivity distribution in Sm 1, using S calcu-
lated with the direct method on the right and GS calculated using the reciprocity theorem
on the left, for position c.
Figure 6.22 Error in reconstructed conductvity value with respect to the regularization pa-
rameter  for reconstrctions using direct method and reciprocity theorem.
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Figure 6.23 Reconstructed images of the conductivity distribution in Sm 1, using S calcu-
lated with the direct method on the left and GS calculated using the reciprocity theorem
on the right, for position b.
Figure 6.24 Error in reconstructed conductvity value with respect to the regularization pa-
rameter  for reconstrctions using direct method and reciprocity theorem.
Fig.(6.23) shows the reconstructed lesion located at position b using two dierent sensitivity
matrix S (direct method) and GS (reciprocity theorem). Fig.(6.24) shows their corres-
ponding errors in conductivity calculation, while they are reconstructed using dierent re-
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gularization parameter. At the value of the optimized parameter, the reconstruction error is
minimum and in this case the error is 60% for the direct method and 64% for the reciprocity
theorem. Therefore, the image reconstructed using the reciprocity theorem contains more
artifacts compared to the direct method.
6.6.1 Comparison of point spread function (PSF) and spatial resolution
In order to provide a more quantitative comparison between the two methods we use the
concept of the point spread function (PSF).The method for calculation of PSF is presented
in Appendix (B). We can characterize the resolution of the MIT imaging with Raleigh crite-
rion. Accordingly, two point shaped perturbation are still separable if their PSF overlaps in
such a way that peak of the rst one coincides with the rst zero crossing of the second one.
In the case of sinc-shaped PSF the lowest separable distance is equivalent to the 64% width
of PSF (Scharfetter et al., 2006).
We calculate the PSF using the sensitivity matrix used for each method rather than a gra-
phical analysis. Therefore, the PSF in MIT depends on the location of the perturbation, the
geometry of the object under investigation and the regularization factor used in calculating
the inverse of the sensitivity matrix. Furthermore, in MIT the PSF is not isotropic function
which varies the same in all directions and therefore the resolution is anisotropic. This will
result in dierent spreading and resolution along X and Y direction.
The PSF and resolution for both direct and reciprocity theorem methods, which were cal-
culated on this nite element model, were mapped to a cubic grid. Mapping is done by
assigning the value in the respective nite element to the nearest cube (the distance between
their center of gravity is minimal). The resolution for the particular voxel is calculated by
the means of 64% width of the PSF (resolution = 1/widthPSF ) with the units (1/mm) as
a function of the radial position within the cylinder. In short, the PSF reects how much a
point image is blurred and distorted and the width of the PSF is an indicator of the smal-
lest feature that can be spatially resolved by the device operating in the simulated conditions.
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Figure 6.25 The PSF for the direct method and reciprocity theorem method for the point
[0,0,0].
We calculate the PSF for all the cubic voxels at the position x=[-150 :5 :150] (x between -150
mm and 150 mm step 5 mm), y=[-150 :5 :150] and z=[-150 :5 :150] for each method. Then we
evaluate PSF at position [0,0,0] which represent the location c and at position [5,0,0] which
represent the location b for each method. Then we calculate the resolution for each method.
The PSF for the direct method and reciprocity theorem method for the points [0,0,0] and
[5,0,0] are shown in Fig. (6.25) and Fig. (6.26). These gure can be interpreted as follows : If
there is a point perturbation at position [0,0,0] or position [5,0,0], how this point is going to
spread in the ROI. Fig. (6.25) shows the spread of the point perturbation at position [0,0,0]
toward the edge of ROI, which justies the side artifacts appears in Fig.(6.21) at in that
region. The same is true for Fig. (6.26) and the aritfacts in Fig.(6.23).
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Figure 6.26 The PSF for the direct method and reciprocity theorem method for the point
[5,0,0].
The resolution as a function of the radial position of a point object within the cylinder for
both method is depicted in Fig. (6.27). The reciprocal of the resolution is around 40 mm in
the center and 20 mm close to the surface. As it can be seen in the gure, the direct method
shows better resolution overall and specically at the center point [0,0,0] (location c) and
also at [5,0,0] (location b), where the comparisons were made between the two methods.
Scharfetter (Scharfetter et al., 2006) has calculated the normalized resolution (inverse of the
ratio between the Raleigh-width and the cylinder radius) using reciprocity theorem method
for a device (one array of 16 excitation coils and 32 detection coils arranged around a cylindri-
cal ROI with a radius of 125 mm) simulated at 100 kHz for dierent regularization methods.
Comparing the calculated resolution for the Tikhonov regularization method (same as ours)
of the Scharfetter device at 100 kHz with our device, shows signicant improvement of the
resolution in the region between 50 mm radius and 100 mm radius region.
For instance, exactly at the center [0,0,0], the value of the resolution reported by (Scharfetter
et al., 2006) is 0.025 (1/mm), which is 0.03 (1/mm) in our device using the direct method
and 0.0275 (1/mm) using the reciprocity theorem . The resolution value is 0.045 (1/mm) at
the closest point to the sensors in Scharfetter device. In our device this value is 0.057 using
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the direct method and 0.053 using the reciprocity theorem method (1/mm). At point [7.5,0,0]
which is located in the middle distances from the sensors, our resolution is 0.0457 using direct
method (1/mm) and 0.044 (1/mm) using reciprocity theorem method, while Scharfetter is
0.023 (1/mm). As expected, the uniform induction eld has provided better resolution at
some central regions of ROI.
Figure 6.27 Resolution of the direct method and reciprocity theorem method calculated as a
function of displacemnt in X direction.
It should also be noted that the device simulated by Scharfetter (Scharfetter et al., 2006) has
calculated the resolution for 4 dierent cases of SNR from noise free to 50 dB. The results
presented in this dissertation has considered 40 dB SNR in all the calculations and the results
taken for comparison from (Scharfetter et al., 2006) were at 50 dB. In both cases, uncorrela-
ted Gaussian noise was added to the data (provides a certain SNR) in order to simulate the
noise of the receiver channels. This type of noise, although are commonly used in simulations
of these kinds, is not completely true for real situation. In addition the noise of excitation
coils is propagated to all of receiver coils, and result in certain amount of correlated noise in
all the receiver channels. These kinds of correlated noise modeling needs more specications
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about the hardware used in the device. However we disregarded this fact in this simulation
for simplicity at this stage. We considered one percent of the maximum signal as uncorrela-
ted Gaussian noise which result in 40 dB of SNR. Other studies have also considered other
noise in their model in MHz frequencies (Zolgharni et al., 2009a) has resulted in a successful
reconstruction. There is an agreement that MIT imaging that between 40 to 60 dB SNR is
necessary for a successful reconstruction. However, the quality of such reconstruction depends
on the regularization method which we tried to address by optimizing the regularization pa-
rameter.
The quality of the reconstruction also depends on accurate calculation of the sensitivity ma-
trix which is the accuracy of the linear model. The reciprocity theorem in MIT provide a fast
calculation method for calculation of the sensitivity, therefore is widely used in simulations.
We showed a direct calculation method, even though considerably more time consuming can
provide more accurate linear model. However, the calculation of the sensitivity for dierential
imaging only needs to be done once(one time training of the model).
The number of elements used for calculation is directly connected with the accuracy of the
forward model, as more elements means more total number of eigenvectors to simulate a
vector eld in the ROI. This accuracy can also be increased by using higher order Whitney
function such as second order Whitney functions which has 20 eigenvectors which are used
in COMSOL simulators. However, as the goal was to calculate the sensitivity, avoiding more
complex formulation to simulate the forward model is compensated with more number of
elements.
This was not done only to simulate the forward problem. The sensitivity is the direct nume-
rical derivative of the forward model and therefore its accuracy is dependent on the number
of elements in the forward model. The model used for comparison of the results uses 80000
number of meshes.
The measurements made with our cylindrical MIT device demonstrate the feasibility of de-
tection of the stroke in a simple disk model. However, within each tissue type in real head
model, there are non-uniformities which will change the smoothness of the background. Mo-
reover, non linear methods are not computationally ecient even in this simple model using
the direct method of sensitivity calculation. Therefore, time dierence imaging (after and be-
fore the lesion) where only the lesion itself is detected, is the only realistic application of the
MIT device which uses the direct method for reconstruction. The use of various frequencies
in order to dene a frequency signature for the stroke and other head tissues is also be an
advantages approach (Zolgharni et al., 2009a).
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CHAPTER 7 CONCLUSION AND FUTURE WORKS
7.1 Conclusion
A simulation tool has been developed to help designing a MIT device along with a methodo-
logy for improving the reconstruction result. We developed a general solution to the forward
Helmholtz equation, considering both displacement and eddy current and implemented it in
a numerical package using MATLAB to tackle the numerical calculations. For numerical cali-
bration of the device, a new method of calculating the sensitivity matrix is introduced which
improve the quality of the reconstructed image (less artifacts). We calculated the Jacobian
matrix using the direct method by variation of the Helmholtz equation and reconstructed
the conductivity map of the ROI using the calculated eld at the sensors and applied it to
investigate the possibility of monitoring the development of cerebral edema, an alteration in
the conductivity of brain tissue.
Our device exhibits dierent location, size and orientation exciting coils and detectors as
compared to most of the state of art MIT devices. A frequency of 50 kHz was chosen based
on limitations from practical measurement constraints, so that capacitive crosstalk (electro-
nics noise) would be smaller than the secondary magnetic eld signal produced by the tissues.
Moreover, another safety factor known as signal absorption rate (SAR) of biological tissue,
makes lower frequencies better candidates for operation, as less energy and heat is transferred
to the ROI. In fact, a preliminary analysis of SAR for the situation we have modelled shows
that we could still increase the primary eld excitation by a few hundreds, while keeping be-
low the limit of 10 W/kg. However, the frequency should not be lowered to a value at which
the secondary eld signal is too weak to be detected, and therefore masked in the presence
of the stronger background primary eld.
The total number of independent measurement made with this device were 480 with 20% of
the measurements above 20 m0 in the case of the object at the center of ROI (worst case in
terms of the phase dierence values). Reconstruction of the lesion in this case tolerates less
number of measurements (up to 40% of measurement less than 20 m0 can be omitted) at the
cost of a more blurry image.
The sensitivity analysis can be used in designing the detector conguration for improving the
detection of the secondary signal. In our model, using the cylindrical symmetry, the sensors
were arranged to receive minimum ux due to the primary signal. Therefore the sensors were
placed perpendicular to the induction coil on the walls of the cylinder.
As an example, the detection of lesion within the head using a disk model has been investi-
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gated, using the full Maxwell's equation for the forward problem approach and maximum a
posteriori method along with Tikhonov regularization for the inverse problem. This investi-
gation shows that the lesion produces the phase change of milli-degrees order of magnitude
in this MIT device at the frequency of 50 kHz .
The amount detected signal is sucient to conrm the presence of the lesion in three in-
vestigated locations. It was also demonstrated that the maximum detected phase change is
dependent on the location of the lesion. The feasibility of the reconstruction from the detec-
ted signal is demonstrated in the presence of added Gaussian noise at the level of 1% of the
maximum detected phase change. It will produce 40 dB SNR which is known to be achievable
by GMI sensor with 100 T eld range and the noise level of 10 pTp
Hz
.
The detection of the lesion in the disk model was conrmed for a large peripheral stroke of
size 75 cm3 for the conductivity contrast of 7 times at 50 kHz. Using an excitation current of
1 A (that is the number of turns in the coil times the excitation current), this perturbation
perturbation caused signals between 2 to 25 pico-tesla as shown in Fig. (6.19) when it was
located at the closest location to the sensors (position a). When the disk is shifted toward
the center these elds fall between 8 to 13 pico-tesla as shown in Fig. (6.20). This signal
is directly related to the exciting eld, which can be increased by a factor of several hun-
dreds before we reach the limit imposed by SAR, the volume of the perturbation as well as
the conductivity contrast and the location of the implied perturbation. Therefore, answering
questions such as what contrast size and volume can be reconstructed can only be answered
in terms of a specic device. We have only investigated the feasibility of detection of a certain
conductivity volume at a xed frequency for three dierent locations of the ROI. Zolgharni
(Zolgharni et al., 2009a) have reported a successful reconstruction of a peripheral stroke of
size 49 cm3 at 10 MHz.
The absolute reconstructed values for the conductivity of the ROI using the detected ma-
gnetic eld in this model were not the same as their true values (65% dierence in the rst
iteration), due to the linear approximation. But it was demonstrated that the we can nd
the conductivity values more accurately, when non linear iterative inverse method were used.
However, as the non linear method is not ecient computationally, the author believes that
performing MIT, specically with the direct sensitivity calculation method is not suitable for
absolute detection of the conductivity values due to the computational cost.
Comparisons were made for two method of extraction the sensitivity matrix that is used for
the image reconstruction. Results showed that the direct method produces images with higher
resolution and less noise compared to that calculated with reciprocity theorem. However, the
computational cost is higher for the direct method. As the calculation of the sensitivity ma-
trix is done once for the specic conguration of an operating device, the method producing
116
more accurate results is advantages to the fastest method.
Real-time imaging is possible with the current MIT device, as each inverse problem takes
around 10 seconds once the sensitivity is calculated and that can even be reduced by reduc-
tion in number of the measurements for a cross sectional image.
In a real model of the brain with a complex structure, there are challenges from the nonuni-
form conductivity of the background which will result in varying conductivity contrasts. This
varying contrast will introduce extra noise in the conductivity reconstruction. Furthermore,
MIT devices are very sensitive to the electronic noise and should be properly shielded to be
functional.
For ischemic stroke treatment, the clot dissolving drug is eective if administered within
three hours of the primary symptoms, but this can only be undertaken if a haemorrhagehas
been denitely excluded. MIT oer a low-cost rapid imaging technique as an alternative to
aid initial diagnose and provide continuous monitoring of the brain. This method can also be
used for monitoring the lung ventilation (where EIT is now most being used) to provide a
contactless measurements. Other biomedical applications can be proposed concerning tissue
alterations which changes the passive electromagnetic properties.
Other than bio-medical prospective, this method provides us with a powerful tool for any
kind of non-destructive testing involving materials with dierent electrical properties. For
instance, this technique can be use in geology to study and detect fossils within the rock seg-
ments. However, the device should be tuned for the specic conductivity ranges to perform
the best for its specic application.
7.2 Future Work
The model introduced here was developed as a rst stage of designing a more complete MIT
system, and used particularly to show the feasibility of dierential MIT imaging of the lesion
at 50 kHz. However, as structured mesh were used throughout the calculations, the model
makes certain assumptions in terms of considering the head shape as a disk and its layers'
properties are limited to skull and white matter. We did not consider the presence of the
other biological tissues present in the head which could eect the measurement.
The rst immediate step for further investigation of this subject is to use a real head mesh
with dierent size and location of the lesion. After working with the proposed device and
simulating various forward and inverse problem, the author believes that there might be
certain advantages in using the excitation pattern introduced by (Tanguay et al., 2007) which
consists of 8 o axis excitation coils at each level (total of 48 excitation coils). In this excitation
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pattern, the rows in sensitivity matrix were tested to be more independent from one another,
which means the number of independent measurement can be increased in the cross section.
The performance criteria suggested the integration of GMI sensors with the MIT device. Their
small size allows for higher density of sensors around ROI without any cross-talk between
these sensors, and therefore higher spatial resolution.
The eect of increasing the excitation current within the allowed SAR values should be
investigated in our system to see if we can improve the system imaging performance by
stronger primary eld. However, this will need additional information on the electronic devices
and the maximum current we can drive in a certain coil based on its size and resistance.
In order to provide investigate the optimal the sensor position and orientation, optimization
algorithm are available to nd the most inuential sensors. There are criteria for checking
the independence of the sensitivity matrix rows, which can be used to nd the most ecient
conguration of the sensors. The technique can be used for the sensitivity matrix calculated
using the direct method to nd the optimum conguration. With this optimization method,
it is even possible to look at a specic place in ROI with more resolution using the weighed
sensitivity concept. For an optimum practical device, sensitivity analysis provides valuable
information which can be integrated in the design process.
The MAP method used for the inverse problem is among the most applied method for EIT
and MIT for imaging materials of low conductivity. However, there are several regularization
method that are commonly used along with MAP which are potentially capable of providing
better images. The inverse problem should be solved using various regularization method and
then the best method for our specic device can be picked. In literature, inverse problems
of MIT devices has been solved using dierent regularization method (Scharfetter et al.,
2006) and comparison have been made for a specic device. However, the performance of the
method is aected by the device properties and the results can not be generalized to other
devices and should be investigated on the same system.
Overall, the system can still be subjected to various improvement for building a practical
device capable of this specic application in MIT.
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Postlude
The scientist has a lot of experience with ignorance and doubt and uncertainty, and this
experience is of very great importance, I think. When a scientist doesn't know the answer
to a problem, he is ignorant. When he has a hunch as to what the result is, he is uncertain.
And when he is pretty damn sure of what the result is going to be, he is still in some doubt.
We have found it of paramount importance that in order to progress, we must recognize our
ignorance and leave room for doubt. Scientic knowledge is a body of statements of varying
degrees of certainty some most unsure, some nearly sure, but none absolutely certain. Now,
we scientists are used to this, and we take it for granted that it is perfectly consistent to be
unsure, that it is possible to live and not know. But I don't know whether everyone realizes
this is true. Our freedom to doubt was born out of a struggle against authority in the early
days of science. It was a very deep and strong struggle : permit us to question to doubt to
not be sure. I think that it is important that we do not forget this struggle and thus perhaps
lose what we have gained.
Richard P. Feynman
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APPENDIX A Resolution criteria
The main idea of EIT or MIT is relatively simple and is depicted in Fig.(A.1). Consider a
two dimensional conductive plane with unknown conductance values of its' surface. One way
to nd a conductivity map of such plane is to apply a current between two dierent nodes
(points on the edge) and measurement of the voltage at the two other dierent locations. We
need a certain number of measurements in order to map the conductance of the surface for a
desired resolution. As it can be seen in Fig.(A.1), the problem equivalently can be modeled as
series of parallel and orthogonal resistors, with unknown and unequal resistances, that map
the whole surface.
Figure A.1 Modelling the conductivity of a surface with a series of resistors
The current is applied on dierent locations around the perimeter and the voltage is mea-
sured at dierent sites for the applied current. Increasing the number of nodes will increase
the number of independent measurements (dierent nodes' combination leads to independent
measurements) and therefore the resolution is increased.
In this example, we can say as the number of resistors increases, in other words, as the num-
ber of white squares go up, we are going higher in the resolution. This implies that for a
conducting surface, the number of measurements uniquely determines the resolution in the
case of ideal measurements. In Fig.(A.1), if we switch the connections, which is to apply
the current from red labeled lines and measure the voltage from the black labeled lines, the
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measurement is not an independent measurement. This reduces the number of independent
measurements by a factor of 2 for all the possible four point measurement permutations.
Quantitatively speaking, for a square of side L, and spacing d between the nodes, there exist
2L
d
(L
d
  1) numbers of resistors which map the surface and 4L
d
numbers of nodes which will
result in 1
2
( 4L
d
)!
4!( 4L
d
 4)! numbers of independent measurements.
As shown by (Tanguay et al., 2007), more than 100 measurements is required to obtain de-
sired resolution in 2D. For example a 2D medium discretize into 1010 pixels, we will need
at least 100 linearly independent measurements to obtain a solution. With 1010 pixels the
spatial resolution is around 10 % of the object's diameter.
In MIT measurements, we need a combination of coils for inducing eddy currents in the
body tissues (similar to the applied current) and magnetic eld sensors for recording their
responses (similar to the voltage pick ups). In the case of N inducting coils and M pick up
coils, NM
2
independent measurements could be made (The factor of 2 appears for the same
reason). However, in practice, theoretically independent measurements might be not com-
pletely independent in practice as they might produce almost the same sets of equations.
This is a result of the amount of symmetry in the ROI. Our simulations have suggested that
the less symmetrical the induction method is, the more number of practically independent
measurements result in (See Chapter (6)).
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APPENDIX B Point spread function
The point spread function (PSF) is calculated by mapping the true parameter (conductivity)
value  to the reconstructed ones  using the reconstruction equation (Scharfetter et al.,
2006) :
B = S
 (B.1)
Eq. (B.1) is the linear model of the forward problem. In the inverse problem we use the
calculated B and multiply it by the pseudo inverse of the sensitivity matrix Sinv to get the
reconstructed conductivity using following equation :
 = SinvB = SinvS
 =M (B.2)
and Sinv is given by
Sinv = ((S
T
 
 1
n S +  
 1
 ))
 1ST 
 1
n (B.3)
Where  N is the variance of added noise and   is the variance of conductivity. The matrix
M is the multiplication of the inverse and the pseudo inverse.
Considering the following equation which is the last step made in Eq.(B.2)
 =M (B.4)
If we assumeM as the identity matrix, which is ideal result of multiplication of a matrix and
its inverse, we should get the same values of actual and reconstructed conductivity. However,
M deviate from the identity in the case Sinv S and this deviation shows smearing of the
available information (conductivity of a voxel) over the imaging plane and provides the typical
diuse images in MIT. The ith column of M is then the shifted PSF for the ith voxel (Liu
et al., 2002).
