This paper considers mismeasurement of the dependent variable in a general linear index model, which includes qualitative choice models, proportional and additive hazard models, and censored models as special cases. The monotone rank estimator of Cavanagh and Sherman (1998) is shown to be consistent in the presence of any mismeasurement process that obeys a simple stochastic-dominance condition. The emphasis is on measurement error which is independent of the covariates, but extensions to covariate-dependent measurement error are also discussed. We consider the proportional hazard duration model in detail and apply the estimator to mismeasured unemployment duration data from the Survey of Income and Program Participation (SIPP).
Introduction
The issue of measurement error has been studied extensively in econometrics but almost exclusively with respect to the independent variables. The studies that have considered mismeasurement of the dependent variable have focused on misclassification of responses in qualitative choice models (e.g., Hausman et. al. (1998) and Poterba and Summers (1995) ).
Strangely enough, mismeasurement of continuous dependent variables has received almost no attention (aside from the passing remark in econometrics textbooks that additive errors in the classical linear model do not affect the consistency of least squares regression).
This paper provides a treatment of mismeasured dependent variables in a general linear index model, which includes qualitative choice models, proportional and additive hazard models, and censored models as special cases. The emphasis is on measurement error which is independent of the covariates, although extensions to covariate-dependent measurement error are also considered.
Parametric techniques are discussed first. The general conclusion is that parametric estimation results in inconsistent estimates of the parameters of interest if the mismeasurement is incorrectly modeled (or ignored altogether). Once one moves away from a simple model of misclassification (as in the binary choice model), parametric estimation becomes quite cumbersome; moreover, the likelihood of correctly modeling the mismeasurement is greatly reduced.
Semiparametric estimation, using the monotone rank estimator of Cavanagh and Sherman (1998) , is proposed as an alternative to parametric estimation.
1 The advantage of the semiparametric approach is that the mismeasurement need not be modeled at all. The basic insight is that the monotone rank estimates of the coefficient parameters remain consistent as long as an intuitive sufficient condition is satisfied.
One way of thinking about the measurement error is that the observed dependent variable 1 Other semiparametric estimators of linear index models, like those of Ichimura (1993) and Powell et. al. (1989) , could be used in the presence of mismeasured dependent variables. The rank estimator has been chosen since estimation of the parameters of interest does not require the use of kernels or the choice of bandwidth parameters. The maximum rank correlation estimator of Han (1987) could also be used, under the same sufficient condition presented in this paper. (See Sherman (1993) for the asymptotic distribution of the maximum rank correlation estimator.) The monotone rank estimator is used due to its quicker computation speed.
is a realization from a random variable that depends on the true underlying dependent variable (the "latent dependent variable"). A sufficient condition for consistency of monotone rank estimation is that the random variable associated with a larger latent dependent variable first-order stochastically dominates the random variable associated with a smaller latent dependent variable.
The paper is organized as follows. Section 2 describes the general model of interest, formalizes the mismeasurement process, and introduces three illustrative examples. Section 3 describes maximum likelihood estimation methods in the presence of mismeasurement, focusing on the examples from Section 2. Section 4 introduces the semiparametric approach, formalizes the sufficient condition for consistency, and interprets the condition in the context of the examples. Section 5 extends the semiparametric approach to situations in which the measurement error in the dependent variable is dependent upon covariates. Section 6 considers the proportional hazard model in detail. Existing parametric and semiparametric estimation techniques are inconsistent when durations are mismeasured, as illustrated by Monte Carlo simulations. The monotone rank estimator is used to estimate an unemployment duration model using data from the Survey of Income and Program Participation (SIPP) and the results are compared to those obtained using traditional techniques. Finally, Section 7 concludes.
The Model
Consider the following model, which is an extension of the generalized regression model of Han (1987) . The latent dependent variable is described by
where g is an unknown function with strictly positive partial derivatives everywhere. 2 The model given by (1) is quite general. For instance, it includes models with nonlinearity on the left-hand side,
and models with nonlinearity on the right-hand side,
where f is strictly increasing. Both of these models have entering additively, though that is not a restriction made in (1).
If there is no mismeasurement of the dependent variable, the observed dependent variable y would be a deterministic function of y * . Let d : R → R be the (weakly) increasing function defining y in terms of y * . For instance, the binary choice model has d(z) = 1(z > 0), the traditional censored model has d(z) = z · 1(z > 0), and a model with no censoring has d(z) = z. This deterministic specification is the one considered by Han (1987) .
To introduce the possibility of mismeasurement, one can instead model y as a stochastic function of the underlying y * , where the distribution of y has the conditional c.d.f. given by F y|y * (v|t) = Pr(y ≤ v|y * = t).
For most of this paper, it is assumed that the mismeasurement is independent of x:
Pr(y ≤ v|y * = t, x) = Pr(y ≤ v|y * = t).
Extension to covariate-dependent measurement error is considered in a later section.
The case of perfectly measured dependent variables corresponds to a c.d.f. with a single jump from zero to one. If d denotes the deterministic function described above, then
We consider three simple models of mismeasurement below. In each example, the observed dependent variable takes on a different form. The first and second examples consider the case of discrete-valued dependent variables, with the first example focusing on the binarychoice case. The third example considers the case of a continuous dependent variable. The duration model application considered in Section 6 can be thought of as a hybrid of the second and third examples. The unemployment durations take on integer values (corresponding to the number of weeks of unemployment), but the range of possible durations is large enough that viewing the dependent variable as continuous is a good approximation.
Example 1: Binary Choice with Misclassification
Following Hausman et. al. (1998) , assume that there is some probability (independent of x) that the binary response will be misclassified. The latent dependent variable is y * = xβ o + , and the misclassification errors are
The conditional c.d.f. F y|y * is
No matter how negative y * is, there is a positive probability (equal to α 0 ) that the response will be misclassified as a one. Thus, for negative y * , F y|y * jumps from 0 to 1 − α 0 at 0 and from 1 − α 0 to 1 at 1. The conditional c.d.f. for positive y * also has two jumps.
This model is a bit simplistic since one might want to allow the probability of misclassification to depend on the level of y * . In addition, the model has a discontinuity at y * = 0 for α 0 = α 1 . The misclassification could instead be modeled with the function α : 
Then, α s,s is the probability that a response is correctly classified, and t α s,t = 1 by definition. We can represent this misclassification with a (transition) matrix
with the elements of each row adding up to one.
where v denotes the integer part of v.
As in Example 1, a more complicated model could allow the misclassification probabilities to depend on the actual level of y * rather than just the subset S s to which it belongs.
Example 3: Mismeasured Continuous Dependent Variable
Consider a setting in which the dependent variable is continuous and can take on any real value. Assume that the observed dependent variable is a function of the latent dependent variable and a random disturbance, 
Under the further assumptions that h η is continuous and η has positive density everywhere along the real line, there exists a functionh such that
Combining (16) and (17) gives
where G is the c.d.f. of η.
Parametric Estimation
In this section, the focus will be on parametrization of the measurement model and maximum likelihood estimation of the parametrized model. The basic assumption needed for this approach is that the mismeasurement can be modeled in terms of a finite-dimensional parameter. At the true value of the parameter, the underlying conditional c.d.f. F y|y * will be modeled correctly; for all other values, the c.d.f. will be modeled incorrectly. Technicalities concerning identification will be avoided for the most part, though some issues will be considered in the examples below.
Example 1 continued
Under a parametric assumption on the c.d.f. of , Hausman et. al. (1998) discuss maximum likelihood estimation of (β o , α 0 , α 1 ) in the simple model of misclassification discussed in the previous section. If the mismeasurement has been modeled incorrectly (e.g., if the misclassification probabilities depend on the level of y * rather than just its sign), the estimates will be inconsistent; a more complicated likelihood function would need to be specified.
Example 2 continued
The probabilities for the observed dependent variable are given by
where y * = xβ o + . Assume the cutoff points for the sets S 1 , S 2 , . . . , S K are known by the researcher (e.g., 
subject to the constraints t α s,t = 1 for each s. If no other restrictions are placed on the misclassification probabilities, there are K(K − 1) parameters to be estimated in addition to β o and σ. For large K, this approach is cumbersome and will result in inefficient estimates.
Depending on prior knowledge about the misclassification, though, one might be willing to impose further restrictions on the misclassification probabilities. An example would be that the observable variable is at worst misclassified into an adjacent cell (i.e., a s,t = 0 if |s − t| > 1), in which case only 2(K − 1) additional parameters are estimated.
As in the binary choice case, consistency depends on the correct specification of the misclassification process. If the misclassification depends on the level of y * and not just the subset S s to which it belongs, maximization of the above likelihood function will yield inconsistent estimates.
Example 3 continued
Recall that G denotes the c.d.f. of η and define f y * |x as the conditional density of y * .
Then, the c.d.f. of the observable dependent variable y can be written as
where the second equality follows from (18). To form a parametrized likelihood function, we need to parametrize both G and f y * |x , which requires parametric assumptions on the distributions of η and , respectively. The parametrization of f y * |x also requires knowledge of the function g from (1). For simplicity, assume that the parametric assumptions are fully described by the parameters σ η and σ . The further assumptions needed are that h (and thereforeh) is known (e.g., it is known whether the mismeasurement is additive or multiplicative),h is differentiable with respect to its second argument, and G is differentiable.
Then, differentiation of (21) yields the likelihood function
Equation (22) is similar to likelihoods used to capture heterogeneity, in which mixing distributions are used to model random effects. Maximization of (22) 
Semiparametric Estimation
In this section, we discuss semiparametric estimation in the presence of mismeasured dependent variables. The approach described is extremely useful when the researcher suspects mismeasurement but lacks any additional prior information for forming a reliable model of mismeasurement. Even if the researcher is confident of the underlying mismeasurement process, the semiparametric approach can, at the very least, serve as a useful specification check of the model.
The section is organized as follows. First, we discuss the monotone rank estimator (MRE) developed by Cavanagh and Sherman (1998) . Second, we describe an intuitive sufficient condition for the consistency of the estimator in the presence of mismeasured dependent variables. The key insight is that the consistency of the semiparametric estimator does not require a model of the measurement error. Third, we interpret the sufficient condition in the context of our examples.
The Monotone Rank Estimator
The MRE, as defined by Cavanagh and Sherman (1998) , is the vectorβ MRE that maximizes the objective function 
Since the ranking of x i b is unaffected by the scale of b (i.e., Rank(
, β o is only identified up-to-scale using the MRE and a normalization (
The key condition needed for consistency ofβ MRE is
By "increasing in z" (here and in the following conditions), we mean that H(z) is a nonconstant, increasing function of z (see Assumption (A1) in the appendix). The monotonicity condition (25) says that, on average, higher xβ o are associated with higher y. This "correlation" is maximized by the objective function (23).
Sufficient Condition for Consistency
The monotonicity condition is satisfied for the latent variable y * in the model given by (1).
That is,
To have the monotonicity condition hold for the observed dependent variable y when there is mismeasurement, it suffices to have
A sufficient condition for (27), and thus for (25), is that the distribution of y for a higher y * first-order stochastically dominates the distribution of y for a lower y * . This result is analogous to the result in microeconomics that a portfolio having returns which first-order stochastically dominate the returns of another portfolio results in higher expected utility. The "returns" here correspond to the distribution of y (conditional on y * ) and the "utility function"
corresponds to the increasing function M (·).
We now state the basic consistency theorem. The underlying assumptions and proof are in the appendix.
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Theorem 1 Under suitable assumptions (in appendix),β MRE (for any choice of increasing M ) is an asymptotically normal,
Condition (i) corresponds to first-order stochastic dominance in the weak sense for t 1 > t 2 .
Condition (i) combined with condition (ii) corresponds to first-order stochastic dominance in the strong sense for t 1 >t > t 2 . The asymptotic distribution forβ MRE is derived in Cavanagh and Sherman (1998) .
The usefulness of this theorem is that the stochastic-dominance conditions have an intuitive interpretation when mismeasurement of the dependent variable is a potential problem.
The question that the researcher needs to ask herself is, "Are observational units with larger 'true' values for their dependent variable more likely to report larger values than observational units with smaller 'true' values?" For the application discussed later in this paper, that of unemployment duration, we expect that the answer to this question is "yes."
The Examples Revisited
In this section, we discuss the stochastic-dominance conditions of Theorem 1 in the context of the examples that were introduced in Section 2.
Example 1 continued
From the conditional c.d.f.'s in (9) and (10), the stochastic-dominance conditions require Unlike the parametric approach of Section 3, the MRE remains consistent if the misclassification probabilities are functions of the level of y * . With the function α(t) given by (11), the stochastic-dominance conditions are satisfied if α(t) is weakly increasing everywhere and strictly increasing along some region having positive probability.
Example 2 continued
In this setting, the stochastic-dominance conditions have discretized representations.
Condition (i) is equivalent to
and condition (ii) is equivalent to
Looking at the transition matrix A defined in (13), the first condition means that the elements of the first column must be weakly decreasing as you go down row-by-row, the sum of the elements of the first two columns must be weakly decreasing as you go down row-by-row, and so on. Alternatively, the elements of the K-th column must be weakly increasing as you go down row-by-row, the sum of the elements of the last two columns must be weakly increasing as you go down row-by-row, and so on. The second condition has a similar interpretation.
As in Example 1, the MRE will be robust to situations in which the misclassification probabilities are functions of the level of y * . Conditions analogous to those above can be derived rather easily.
The model of mismeasurement given by (15) satisfies the stochastic-dominance conditions. To see this, write the conditional c.d.f. as
where G is the c.d.f. of η. Differentiating with respect to t yields
where g(s) = dG(s)/ds and h j is the derivative of h with respect to the j-th argument.
Thus, conditions (i) and (ii) hold.
Unlike the parametric approach, there is no need to specify the function h or the distribution G. As long as h has positive partial derivatives and η is i.i.d., the MRE will be consistent. This result is rather strong considering the wide range of mismeasurement models described by (15).
Covariate-Dependent Measurement Error
In this section, we modify the MRE to handle measurement error in the dependent variable that is not independent of the covariates. We limit our attention to dependence upon a single covariate, x 1 . 6 We consider two cases below.
The first case covers discrete x 1 , where the stochastic-dominance conditions of Theorem 1 hold for each subgroup of observations having the same value for x 1 but not necessarily across different values of x 1 . For instance, if measurement error differs systematically for union workers and non-union workers, then the conditions may not hold for the whole sample but will hold for the subsample of union workers and the subsample of non-union workers.
The second case covers continuous x 1 , where some cutoff S exists such that those observations having x 1 < S and those having x 1 > S satisfy the stochastic model, but the whole sample doesn't necessarily satisfy it.
Dependence upon a Discrete Covariate
Let the range of x 1 be {1, . . . , K}. Then, the basic idea is to use the MRE on each subgroup for which the stochastic-dominance conditions apply. Since all the observations in a subgroup have the same value for x 1 , we lose identification of β 1 . Note that
where "−1" indicates all components but the first. Within a subgroup, x 1 β 1 is the same for all the observations and has no effect on the rankings of xβ o within the subgroup. The focus, then, is to estimate β −1 up to scale.
The MRE can be used to estimate β −1 consistently within each subgroup. For each
over the set
, where the subscript j indicates that the function applies to the observations within the subgroup defined by x 1 = j. Then, we can take a linear combination of the subgroup estimates to yield a consistent estimateβ −1 for the whole sample. For instance,β
Since the asymptotic distribution of eachβ j −1 is known, the asymptotic distribution ofβ −1 follows simply.
7
Having estimated β −1 , one can do a specification test of this model for measurement error against the alternative of covariate-independent measurement error. The latter allows for consistent estimation of β o using MRE on the whole sample. The covariance of these estimators can be derived using results from Abrevaya (1999) , allowing for a χ 2 -test of their difference.
The key for the asymptotic argument is that each n j → ∞ as n → ∞. 8 Rejection based on the χ 2 -test statistic may be caused by something other than the behavior of the measurement error. For instance, the same estimators and specification test apply when x 1 -dependent heteroskedasticity is suspected (violation of equation (1)). That is, the observations within the subgroups partitioned by x 1 are homoskedastic but possibly heteroskedastic across subgroups.
Dependence upon a Continuous Covariate with Cutoff
The basic idea here is the same as for the discrete case. The difference is that continuity of x 1 retains the identification of β 1 , since even within subgroups x 1 β 1 will differ across observations due to the continuity. We consider a single cutoff point S, so that the observations are split into two subgroups, defined by x 1 < S and x 1 > S. Then, let the estimatorsβ 1 andβ 2 maximize (over the set B) the objective functions
respectively, where the subscript indicates the subgroup to which the function applies. Then, a consistent estimateβ isβ
where n 1 is the number of observations having x 1 < S.
A specification test can be constructed here in the same manner as above. Also, multiple cutoff points can be handled by defining additional subgroups appropriately.
Application to Duration Models
In this section, we consider dependent variable mismeasurement in the context of duration models. Beginning with a brief review of the proportional hazard model, we discuss the potential problem of unspecified heterogeneity and its equivalence to mismeasured durations for a certain class of models. We consider several parametric and semiparametric estimation techniques, including the Cox partial likelihood and the Han-Hausman-Meyer flexible MLE.
We demonstrate inconsistency of these estimators when durations are mismeasured. The MRE remains consistent when the mismeasurement follows the form discussed in the previous section. Our results are illustrated in Monte Carlo simulations under different specifications.
Finally, we estimate an unemployment duration model using data from the Survey of Income and Program Participation (SIPP) to see the effects of mismeasured durations. Few studies have taken into account mismeasurement of unemployment spells in estimating a duration model. One exception is Romeo (1995) , which explicitly models the measurement error (using cross-validation data) and forms a parametric likelihood incorporating the errors-in-variables and a flexible hazard specification. Since the MRE doesn't require an explicit model of the measurement error, the consistency of the coefficient parameters using our approach does not depend on correct specification of the errors-in-variables. Also, the likelihood approach of Romeo (1995) is quite cumbersome since the likelihood is complicated and requires numerical integration.
The Proportional Hazard Model
We briefly review the proportional hazard model, which has been used extensively in empirical analysis of duration data in economics; for a more complete treatment, see Kalbfleisch and Prentice (1980) or Lancaster (1990, pp. 245ff ).
We consider a standard proportional hazard model with exponential index, where the
where − follows an extreme value distribution (with density function f (u) = e u exp(−e u )).
When the baseline hazard is strictly positive, the integrated baseline hazard is strictly increasing with well-defined inverse. We can then write the duration t as a closed-form function of xβ o :
Negating (38) puts the proportional hazard model into the latent variable context of equation (1):
so that
has g 1 > 0 ∀ .
Unobserved Heterogeneity
We can introduce unobserved heterogeneity into the proportional hazard model by specifying the hazard function as
where the heterogeneity term u is independent of x. This model satisfies (1) with
Parametric Estimation: Weibull model
The most often used parametrization of the proportional hazard model is the Weibull model where the baseline hazard is specified as
For the Weibull model, the integrated baseline hazard is H o (τ ) = τ α , so that equation (38) simplifies to
This simple model can be estimated using either OLS or MLE. The latter is generally used if there is right-censoring (the censoring point is observed rather than a completed duration), with the likelihood function modified appropriately.
When unobserved heterogeneity is included, the Weibull model becomes
Lancaster (1985) notes that this heterogeneity can arise from multiplicative measurement error in the dependent variable. Ift = e η t is the observed (mismeasured) duration and the true duration t satisfies (44), then
so that the observed durationt can be thought of as arising from a Weibull model with heterogeneity, as in equation (45). Without censoring, least-squares regression of − ln t on x yields consistent estimates of (β o /α) if η is independent of x. The mean of η can be non-zero since it will be absorbed in the constant term of the regression. If the value of α is assumed (e.g., α = 1 is the "unit exponential model") and the assumed value is correct, then the OLS estimate of β o is consistent. Usually, though, we are interested in estimating α. In the model without heterogeneity, one can estimate the variance of ( /α) using the residuals from the regression of − ln t on x. An estimate of α can be imputed since is known to have an extreme-value distribution. Using the same method when durations are mismeasured but the mismeasurement is ignored, the residuals are used to estimate the variance of ( /α − η).
Since the variance of ( /α − η) is larger than the variance of ( /α), the imputed estimate of α will be too low.
9 The resulting estimate of β o , then, will be biased toward zero even though the estimates of the ratios of the coefficients are consistent.
Lancaster ( 
Semiparametric Estimation
We discuss two approaches, the Cox partial likelihood and the Han-Hausman-Meyer flexible MLE, that estimate proportional hazard models without parametrizing the baseline hazard.
Both approaches have the virtue of flexibility, but both are inconsistent in the presence of mismeasured durations.
The Cox (1972) partial-likelihood approach estimates β o without specifying the baseline 9 We assume η is also independent of .
hazard. The estimation uses only information about the ordering of the durations and maximizes the partial likelihood function
where R(i), the "risk set" of observation i, contains all observations that survive at least until time t i :
The estimator works in the presence of right censoring but does not handle ties (equal durations) in a natural way.
In a Monte Carlo study, Ridder and Verbakel (1983) show that neglected heterogeneity results in inconsistent partial likelihood estimates that are attenuated toward zero. Our results for mismeasured durations are similar, and the intuitive reason for inconsistency is straightforward: mismeasurement causes durations to be ordered incorrectly. As a result, the risk sets used in the partial likelihood function are wrong. We can write the first-order conditions resulting from (46):
Letting n → ∞ and evaluating at the true parameter β yields
The problem is that we observe incorrect risk sets R(i) rather than R(i), and in general,
we'll have
so that the MLE estimate does not correspond to the first-order condition given by (49).
Another approach, developed by Han and Hausman (1990) and Meyer (1990) , has similar difficulties when durations are mismeasured. Unlike partial likelihood estimation, the HanHausman-Meyer (HHM hereafter) approach handles ties in a natural way and also extends easily to unobserved heterogeneity. The basic idea of the HHM estimator is to group the
and maximize the likelihood function
where F is the extreme value c.d.f. The δ k 's are jointly estimated, with their true value being ln H o (c k ) for each k. The result is a step function estimate of the baseline hazard along with the estimates of β o . For the extension to unobserved gamma heterogeneity, see Han and Hausman (1990) .
Mismeasurement in the HHM framework causes durations to be classified in incorrect intervals. This misclassification results in misspecification of the likelihood function and inconsistent estimation. The extent of the problem will depend on the form of the mismeasurement (i.e., how often the observed durations fall into the wrong interval).
MRE Estimation
Since the proportional hazard model with unobserved heterogeneity is a special case of the general model in (1), the MRE will consistently estimate β o up-to-scale when the mismeasurement satisfies the conditions of Theorem 1. It is important to note that "random" right-censoring (i.e., the distribution of the censoring time is independent of the covariates) will also not affect the consistency of the MRE. With right-censoring, (39) becomes
where the censoring time C * is independent of x. This specification still satisfies (1), with
Monte Carlo results
For the Monte Carlo experiments in this section, we sample covariate values from the unemployment-spell dataset used in the following section. The "observed" dependent vari-ables are created from specifications of the underlying hazard function and the mismeasurement process. Three covariates are considered:
corresponding to the number of children, an indicator variable for marriage status, and the natural log of the replacement ratio (benefit divided by wage). The three chosen covariates are discrete, binary, and continuous, respectively. See Table 5 for descriptive statistics on these variables.
In our Monte Carlo designs, we consider two different baseline hazard specifications for the proportional hazard model. The first is the exponential baseline hazard, which is constant (equivalent to a Weibull hazard with α = 1). The second is a log-logistic baseline hazard, which takes the general form
and has integrated hazard function H o (τ ) = ln(1 + γτ α ). Our simulations consider the loglogistic hazard with α = 3 and γ = 2, which is non-monotonic (first increasing and then decreasing); see Kiefer (1988) for more details.
For each simulation, a given number of observations (either 500 or 1000) are drawn at random from the SIPP extract in order to yield the three covariates x 1 , x 2 , and x 3 . Then, a "true" duration (denoted t) is generated according to (38), using one of the two baseline hazards specified above. The true value of β o is 0.25 for the coefficient of x 1 , 1.00 for the coefficient of x 2 , and -0.50 for the coefficient of x 3 . 11 The true exponential durations have mean 22.4 and standard deviation 31.4, and the true log-logistic durations have mean 7.2 and standard deviation 3.2.
For the observed duration (denotedt), we consider four different models of measurement error:
10 Only three covariates were used so that many simulations for the various estimators could be conducted. 11 The location parameter was set to 4 for the exponential hazard and 8 for the log-logistic hazard.
Model 1:t = t (no measurement error)
Model 2 In each of the models, the resulting observed durationt is positive. Models 2 and 3 are multiplicative measurement-error models; in both models, the expected value of the scaling factor is equal to one. Model 4 is an additive measurement-error model. Tables 1 and 2 report the exponential simulation results for sample sizes of 500 and 1000. Tables 3 and 4 report the log-logistic simulation results for sample sizes of 500 and 1000. For each estimator and design, the mean and standard deviation of the estimates from 100 simulations are reported. Results are reported for the three estimators discussed in Section 6.1.3 (the Cox partial likelihood estimator, the HHM estimator, and the HHM estimator that allows for gamma heterogeneity).
12 The MRE estimation results (using M (·) = Rank(·)) are in the final column of each table. Since the MRE estimates β o up-to-scale, the estimates from each simulation were normalized so that the estimate vector had length one (i.e., the magnitude of the spells. For Models 2 and 3, the exponential estimates are attenuated toward zero. The HHM gamma estimator is less biased toward zero since it allows for heterogeneity, but since the mismeasurement is not a gamma distribution the HHM gamma estimator remains biased (especially for Model 2). For the log-logistic simulations, the Cox and HHM estimators are biased for Models 2-4 with the HHM gamma estimator being the least biased.
The MRE seems to be relatively insensitive to the form of mismeasurement. Across the four tables, the MRE estimates for the normalized parameter vector seem unbiased. As expected, the standard deviations for the MRE estimates increase with the severity of the measurement error. The other three estimators are biased for the normalized parameter in certain instances. In Table 2 , the Cox and HHM estimators for Model 2 yield coefficient estimates on x 3 which are too negative and coefficient estimates on x 2 which are too small; the bias on these estimates are around 5-10%. The bias actually seems to have gotten worse (in comparison to Table 1 ) with more observations. For Model 3 with exponential hazard, the estimates on x 1 and x 3 are biased upwards. For Model 4 with exponential hazard, the estimators do well since the mismeasurement is not too severe. In Table 4 , the log-logistic
Cox and HHM estimates in Model 2 for the normalized parameter are quite biased (especially the coefficient on x 3 ). There are also slight biases evident in Models 3 and 4.
These simulations suggest that the Cox and HHM estimates of β o will be biased in the presence of mismeasurement and that the Cox and HHM estimates of β o up-to-scale can also be biased. In the next section, we consider an empirical example with a much larger sample size than the simulations considered here. Since the bias of the Cox and HHM estimators will not disappear with an increase in sample size, the MRE seems appropriate for estimation of the parameter vector up-to-scale.
Mismeasured Duration Data in the SIPP
Several studies have examined the extent of measurement error in reporting of unemployment durations, particularly in the Current Population Survey (CPS) and the Panel Study of Income Dynamics (PSID). While we use the Survey of Income and Program Participation (SIPP), the same stylized facts should apply. We highlight a few of the regularities that have been found:
Reporting errors are widespread. Poterba and Summers (1984) , using Reinterview Surveys for the CPS, compare month-to-month questionnaires and find that 37% of unemployed workers overstated unemployment duration (i.e., their estimate in a given month was more than five weeks larger than their estimate in the preceding month). This percentage counts only those responses which are inconsistent, which is a lower bound on the percentage of responses which are incorrect. Mathiowetz and Duncan (1988) , using a validation study of the PSID, find that the average absolute difference between interview response and company records for reporting of unemployment hours was 45 hours (per year) in 1981 and 52
hours (per year) in 1982. A more disturbing finding by Mathiowetz and Duncan (1988) is that many unemployment spells, particularly those lasting less than three months, are not reported at all in the PSID.
Longer spells have more reporting errors. The evidence supports the conventional wisdom that people have trouble accurately recalling events which occurred long ago. Bowers and Horvath (1984) find that only 8-20% of workers who are unemployed for over a year give consistent responses in the CPS. Poterba and Summers (1984) have a similar finding.
Responses tend to be focal. Since people don't always keep detailed records of their unemployment spells, they tend to give "focal responses" when questioned about their unemployment duration. For instance, people are more likely to say that they were unemployed for two months rather than seven weeks or nine weeks. Sider (1985) finds that modes in the PSID data occur at durations corresponding to monthly, quarterly, half-yearly, and yearly points.
One explanation that has been given to account for certain spikes is that unemployment benefits usually run out after 26 weeks (half a year) or 39 weeks (three-quarters of a year) so that many people go back to work at these times. This explanation can only account for a fraction of the focal responses since spikes appear at other regular intervals and the same 26-week and 39-week spikes are also seen among workers who have not yet completed their unemployment spells.
Demographic variables do not explain the mismeasurement.
There has been no evidence that individual characteristics have an effect on the likelihood of reporting error. Three of the previously discussed studies (Bowers and Horvath (1984) , Mathiowetz and Duncan (1988) , and Poterba and Summers (1984) ) regress some function of reporting error on demographic variables including age, education, race, and sex. In each instance, the coefficients on the demographic variables are insignificant.
13 Factors which are significant in explaining reporting errors include the length of the unemployment spell, the time between the spell and the interview, and the reason for unemployment (layoff, temporary layoff, voluntary leave, etc.) .
Studies of measurement error in the SIPP have focused on whether or not people correctly report participation in government transfer programs. The SIPP is a longitudinal panel study that interviews people eight times at four-month intervals and collects monthly data on earnings, participation in government transfer programs, assets and liabilities, and employment history. Marquis and Moore (1990) match responses in the SIPP against federal and state administrative records to determine the extent of reporting errors. They find that reporting error for participation is quite small (about 1.5% for unemployment insurance participation). The reporting error for change in participation is also small (about 0.6% for unemployment insurance participation). An interesting finding is that people are twice as likely to report change in participation "on seam" as they are to report change in participation "off seam." ("On seam" means that the change in participation occurs in two adjacent months that fall in different interview periods.) This "seam bias" is akin to the focal response errors discussed above. People tend to over-report participation change "on seam" since it is a focal response to say that the change has occurred just recently rather than recalling when in the last four months it actually occurred.
Unlike Marquis and Moore (1990) , our primary concern is with the mismeasurement of unemployment durations and not the mismeasurement of participation in the UI program.
Our sample consists of 15,103 males between the ages of 21 and 55 who experience an unemployment spell between 1986 and 1992 and are eligible for UI benefits. 14 In our sample, 4,205 (27.8%) receive UI benefits at some point during their spell. There are 2,237 (14.8%) people whose unemployment spell is right-censored, meaning that the spell was ongoing when the interviewee left the SIPP. Table 5 reports summary statistics for the full sample and subsample of UI recipients and non-recipients. Standard deviations for the non-indicator variables are given in parentheses.
The uncensored spells of UI recipients last an average of 6.61 weeks longer than the uncensored spells of non-recipients. A higher percentage of UI recipients are married (67%) than are non-recipients (57%). Previous weekly wage and, in turn, benefit eligibility is higher for those receiving UI. Many of the other characteristics are similar across UI recipients and non-recipients.
To highlight the focal response phenomenon in the data, we show several histograms of unemployment duration. Figures 1 and 2 graph durations for all right-censored spells and all uncensored spells, respectively. The x-axis is labeled at four-month intervals, corresponding to the time between successive interviews. The spikes for the right-censored sample are quite noticeable. The spikes for the uncensored sample are also present, but they are less noticeable due to the large number of spells that last fewer than four months. We estimate a proportional hazard model using the previously discussed estimation techniques. In Table 6 , we report coefficient estimates obtained from Weibull MLE, Cox partial likelihood, HHM MLE, and HHM MLE with gamma heterogeneity. The variable names are fairly self-explanatory. The demographic variables are all dummy variables with the exception of kids, which is the number of children. The age dummies (age31to40, age41to50, age51up) are all zero for men between the ages of 21 and 30.
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The education dummies (hsdgrad, somecoll, collgrad) are all zero for high school dropouts. As a result, the coefficient estimates on these dummies should be interpreted as comparisons to the excluded groups. The variables wage and benefit correspond to the pre-unemployment weekly wage and weekly unemployment benefit eligibility, respectively.
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We allow for the possibility that UI recipients and non-recipients behave differently by having separate coefficients on ln(wage) and ln(benefit) for the two groups. In the table, the variable UI indicates that the worker received UI benefits at some point during his unemployment spell. One would expect UI recipients to be more sensitive to benefit levels than non-recipients. We have also allowed the coefficients on ln(wage) and ln(benefit) to differ from each other. Many empirical studies have focused on the effect of the "replacement rate"
(the ratio of benefits to earnings) on unemployment spells, implicitly constraining the two coefficients to be of equal magnitude and opposite sign. 17 The approach taken here allows for a test of the replacement-rate approach (for both recipients and non-recipients).
A positive (negative) coefficient indicates that the associated variable causes longer (shorter) unemployment spells. The results are quite similar across the columns of Table 6 .
None of the signs on the coefficients are too surprising. The estimates indicate that the following groups (all other things being equal) have longer unemployment spells: older workers, workers with fewer children, single workers, high school dropouts, and non-white workers.
The effects of previous wage and level of unemployment benefits also have the predicted signs. Those with higher previous wage (and, thus, higher opportunity cost of remaining unemployed) have shorter spells. Those with higher UI benefits have longer spells.
The Weibull estimate of α (the variable parametrizing the hazard in (44)) is 0.5979 (with a standard error of 0.0068), indicating a decreasing baseline hazard. There is evidence of 16 Eligibility rather than actual receipt is used to deal with selection issues and possible misreporting. The benefit eligibility was calculated using a UI simulator created by Jon Gruber which takes into account the regional UI laws pertaining to the given worker and the reported quarterly wages before unemployment. See Gruber (1997) heterogeneity from the HHM estimates in the final column of Table 6 . The unobserved heterogeneity is assumed to be a gamma distribution with mean 1 and variance 1/θ. Using the delta method, the estimate of θ yields a variance estimate of 1.1490 (with standard error of 0.0187) which is significantly different from zero.
Due to the presence of mismeasured durations and the evidence of heterogeneity, the MRE seems like an appropriate estimator for this data. In Table 7 , we report the results from estimation of the proportional hazard model using the MRE with M (y) = y, the identity function.
18 As a comparison, we also list the results from the Weibull, Cox, HHM, and HHM with gamma heterogeneity. Since the MRE only identifies the parameters up to scale, all of the coefficient estimates have been rescaled so that each estimate vector has length one. The standard errors and 95% confidence intervals for the MRE were constructed using bootstrap estimates. 19 The standard errors for the other estimates were derived using the delta method.
The first important point about the MRE results concerns their precision. Semiparametric estimation always involves a tradeoff between precision and flexibility. Oftentimes, allowing for too much flexibility of the model results in estimates which are too imprecise to be meaningful in practice. In our application, though, the estimates remain statistically significant. Almost all of the demographic variables retain the predicted signs, and the 95% confidence intervals imply statistical significance since they do not contain zero (except for collgrad).
The MRE coefficient estimates of the demographic variables are generally in agreement with the estimates of the other techniques. The striking difference between the MRE results and the other estimates is the effect of UI benefit levels on unemployment duration. The benefit coefficients for both UI recipients and non-recipients are not significantly different from zero. For a given wage, the variation in benefit levels seems to have little effect on the length of unemployment. This is not to say that benefits have no effect on unemployment duration; benefit eligibility, after all, is a function of previous wage. The HHM estimates for the benefit coefficients are the only ones that fall within the 95% confidence interval of the MRE estimates. The only other estimator that allows for heterogeneity (HHM allowing for gamma heterogeneity) has significantly positive estimates for both the recipients' benefit coefficient and the non-recipients' benefit coefficient, which is quite different from the conclusion from the MRE estimates.
The estimates can also be used to test the applicability of the replacement-rate model.
To simplify matters, we introduce notation for the four parameters of interest: 
The hypothesis underlying the replacement-rate model for non-recipients is 
The p-values associated with tests of these two hypotheses using the non-MRE estimates is shown in Table 8 . All four techniques reject the replacement-rate model for non-recipients.
Only the HHM estimates provide evidence against the replacement-rate model for recipients.
The HHM estimates accounting for heterogeneity have a p-value of 0.928, which provides support for the replacement-rate model. As for the MRE estimates, confidence intervals were 
Conclusion
This paper has proposed semiparametric estimation in the presence of mismeasured dependent variables in a general linear index model. The stochastic-dominance condition of Section 4 is a strong result in that it applies to many forms of mismeasurement and is easy for the researcher to interpret. In addition, use of the MRE doesn't require any prior model of the mismeasurement. The MRE estimates indicate the relative impact of covariates on y * . In order to say anything about either the conditional expectation of y * given x or the baseline hazard function, the researcher would need to explicitly model the mismeasurement process. In the binarychoice model, Hausman et. al. (1998) use the MRE to estimate β o up-to-scale and then derive conditional expectations and marginal effects from the mismeasurement model described in Section 2. Future research might consider specific mismeasurement models for unemployment-spell data and determine which quantities of interest can be estimated in conjunction with the semiparametric approach discussed in this paper.
