We study an optimal control problem for a quasilinear parabolic equation which has delays in the highest order spatial derivative terms. The cost functional is Lagrange type and some terminal state constraints are presented. A Pontryagin-type maximum principle is derived.
Introduction
The classical Fourier's law q(t,x) = -kVy(t,x), (1.1) relating the heat flux q(t, x) and the temperature y(t,x), and the conservation of energy equation (1.2) lead to the classical heat equation:
cy,(t,x)+Vq(t,x) = 0,

y,(t,x) = -Ay(t,x).
(1.3) c Equation (1.3) has an infinite propagation speed for a finite thermal pulse, which is not physical. A modified Fourier's law was introduced in [9] by Gurtin and Pipkin for general heat conduction problems of materials with memory (see [16] also):
t,x) = -f
Jo q(t,x) = -a(s)Vy(t-s,x)ds,
(1.4) [2] Optimal control for quasilinear retarded parabolic systems 533 where a (s) is called the heat-flux relaxation function. If we assume a little more general memory pattern for the materials, the above might even be replaced by q{t,x) = -[ Vy{t-s,x)n(ds), (1.5) Jo for some Borel measure fi (-) . Combining (1.5) with (1.2), we obtain
Ay(t -s, x)n(ds).
(1.6)
y,(t, x) = -f c Jo
This is a parabolic equation with delays in the highest spatial derivative term. See [5, p. 176] (and [17] also) for an earlier study of a modified Fourier's law. If further taking into account the source/sink of the heat (which could be regarded as a control), we will have a general nonhomogeneous linear parabolic equation having delays in the highest order spatial derivative terms. In the case that the material is nonlinear, the equation can be nonlinear. For extensive studies of such equations, see [2, 7, 20] and the recent book [18] by Tanabe. In this paper, we study an optimal control problem for an abstract delay equation in a Hilbert space, motivated by the heat conduction problems discussed above. The following is a typical example of such systems:
y,{t,x) -y xx (t,x) o f(t,y xx (t + d,x),u(t,x))d6
= / « ( f -r 1 , * ) , « ( * , * ) ) , (t,x)e(0,T)x (0,1), d-7) y(t, x) = <p(t, x), (t, x) e [-r, 0] x (0, 1), y(t,O) = y«,l)=O, t € ( 0 , r ) ,
where t h e / and g,'s are some maps and the r, e (0, r] are some positive constants. In the above, y(-, •) is regarded as the state and «(-, •) is the control. The cost functional could be, say,
Liping Pan and Jiongmin Yong [3] y(t -r h x), y x (t -n,x) appear as well. On the other hand, we are allowed to have some terminal state constraints, of which the following is a typical example:
Note that in (1.7), delays appear in the highest order spatial derivative terms and there are possibly countably many discrete delays. Moreover, the highest spatial derivatives also appear in the cost functional (1.8) and in the terminal state constraint (1.9). In [20] , the authors established the existence and uniqueness as well as some properties of the solutions of equations more general than (1.7) (in an abstract setting). Based on the results of [20] , we are going to derive a Pontryagin-type maximum principle for the corresponding optimal control problem in this paper. The major mathematical difficulty comes from the fact that since the control domain U is not necessarily convex, we have to use spike perturbation of the control. On the other hand, since the presented terminal state constraint is in some "small" space (relative to the space M 2 = H x L 2 (0, T; H), see Section 2), we need some fine estimates on the perturbed trajectories under the spike-type variation of the control. This will be achieved by an approximation technique. We point out that the usual vector measure technique used in [11, 12] cannot be directly applied here.
There is an extensive literature on the optimal control of infinite dimensional retarded evolution equations (see [1, 6, [13] [14] [15] 19, 21] and the references cited therein). Most of the above-mentioned works, however, deal with systems with delays appearing in the lower order spatial derivatives, except [6] , which studies an LQ problem for a linear system with one (discrete) delay in the highest order spatial derivative term. For finite dimensional cases, see [3, 4] ; and for general results of infinite dimensional optimal control theory, see [12] (as well as [8, 10, 11] ).
The rest of the paper is organized as follows. In Section 2, we formulate our optimal control problem. In Section 3, we state the main result of this paper-the maximum principle. Section 4 is devoted to some auxiliary results which are crucial to the proof of the main result. A proof of the maximum principle is given in Section 5. [4] Optimal control for quasilinear retarded parabolic systems 535 and the terminal state constraint takes the form:
3)
The optimal control problem is to minimize (2.2) subject to (2.1) and (2.3), over the set of all admissible controls. We now make the above precise. Let H be a Hilbert space with inner product (•, • > and the induced norm Since e*' is exponentially stable, the following operator P e -Sf (H) is well-defined: 
On the other hand, for any 5 > 0, we have (under (HI)) 
These are the functions which appeared in (2.1) and (2.2).
The following result is a refinement of Lemma 3.2 found in [20] . As in [20] , we may assume all the functions involved are Borel measurable (if necessary, we may make Borel measurable modifications).
(-r, T;2>(A)) andu(-) e <%, themap t \-+ F(t, x,, u(t)) is in L 2 (0, T; H), where x, stands for x(t+0), d € [-r, 0].
Moreover, for any t 0 6 [0, T] and S € [0, r] with to + S < T, we have that
PROOF. The first conclusion follows from [20] . We now prove the estimate (2.21). By (2.19) 
tu-r J[-(r/\(tt)+S-t)),t-IQ] /
Hereafter, the pair (x 0 , <p(-)) e X x L 2 (-r, 0;^(/4)) will be fixed. Sometimes we write x(-; «(•)) to emphasize the dependence of the solution *(•) on the control M() € '2;'. Next, we let Q be a convex and closed subset in X x L 2 (-r, 0; 5?(A)). Then, by Proposition 2.2, we see that the terminal state constraint (2.3) is meaningful. We let % ad be the set of all «(•) € % such that the corresponding trajectory x (•; «(•)) satisfies the constraint (2.3).
Clearly, under (H1)-(H3), for any «(•) € ^, the cost functional (2.2) is welldefined. The nonemptiness of the set W ad is the problem of controllability which will not be discussed here. In this paper, we consider the optimal control problem associated with the system (2.1), the terminal constraint (2.3) and the cost functional (2.2), assuming that *2S ad is nonempty. Our optimal control problem can be stated as follows.
(2.25)
Any ii(-) € W ad satisfying (2.25) is referred to as an optimal control, the corresponding trajectory x(-; £(•)) and the pair (x(-; «(•)), «(•)) are called an optimal trajectory and pair, respectively. We will derive some necessary conditions for optimal pairs in the next section.
Main result
In this section, we state our main result and make some simple remarks. Let «(•) € t,x,,u(t))-F(t,x,,u(t) ), We call @ the reachable set of the variational system (3.1). Next, we introduce the adjoint system of the variational system. To this end, let us first define the maps (DF)' and (DF 
(DF)(t,x,,u(t))%, = / f I (t,9,x(t),x(t + 9),u(t))%(t)(i(d6)
•
)'. For any (*(•), «(•)) € L 2 (-r, T;3>(A)) xW, t € [0, T] and -r.O]
+ I fyO -9, 9, x(t -9),x(t), u(t -9))'rjri_t -•/[-r.OJ (DF°y«, x,, 11(0) = I f°0, 9,x(t),x(t + 6), u(t))v(d9)
J
f?(t-e,9,x(t-9),x(t),u(t-9))v(dd). (3.6)
In the above, f stands for yj/{t -9), 9 e [-r, 0]. We note that
and <L l . (3.8)
Thus we may let f x {t, 0)' : H' = H -*• 9)(A)' be the adjoint operator of f x (t, 9).
Clearly, for any rjf(-) € L 2 (0, T + y;H), the first term on the right-hand side of (3.5) is well-defined. Similarly, the second term is also well-defined. In (3.5) and (3.6), we have taken the convention that the functions and measures are extended to be zero out of their domains. For example, f y (s,9,x,y,u)=0, f°(s,9,x,y,u) = 0, ifs > T.
Clearly, we have
UDF)'(;x.,u(-))1r eL 2 (0, T;9(A)'), V^(-) 6 L 2 (0, T + r; H), \ (DF°)'(-, *., «(•)) € L 2 (0, T; 9{A)%
By some routine calculations, we further have 
') (defining <p(t) to be zero for t £ [-r, 0]). Now the adjoint system (along the optimal pair (x(), «(•))) reads as follows:
I ((DF)(t, x,, u(tm,, if(t)) H dt=\ ((DF)'(t, x,, u(t))p, W))9M.9W
dt > Jo Jo ,i
I (DF°)(t,x,, u(tm,dt= f ({DF°)'(t,x,, H(0), '•Jo Jo (DF)'(t, x,, u(t))f + rfr\DF o y(t,x t ,u{t)) + <p(t-T) = O, t € (0, T), in 9{A)', (3.11) xfr(T)€X', if(t)=O, t>T.
Let us now define the Hamiltonian: V(f, z(-), «) e [0, T] x C([-r, 0]; ^(A)) x U and (V°, \/r)€Rx H, H(t, z(-), u, if 0 , ^) = f°F\t, z(-), H) + {if, F(t, z(-), M)>. (3.12)
As with F and F°, we see that for any z e L 2 (-r, 0; ^(A)), the above is also well-defined. We are now ready to state our main result. REMARK 3.2. From [11, 12] , we know that (H4) holds provided one of ^ and Q is finite codimensional. The condition that Q be finite codimensional should be relatively easy to check.
Auxiliary lemmas
In this section, we present some lemmas which will play crucial roles in the proof of our main result. Take S e (0, T] to be fixed. We now look at the following: 
11--
This leads to [15] (4.25) (4.26)
Combining (4.23) and (4.26), we obtain (4.18) by induction.
Proof of Theorem 3.1
In this section, we give a proof of Theorem 3.1. Letw(-) e ^/ ad be the given optimal control a n d i ( ) be the corresponding optimal trajectory. We denote 
We know that (^, d(-, •)) is a complete metric space ( [11, 12] ). For any w(-) 6 "1/, we denote (-r, 0;^(A)), in a manner similar to that used in [11, 12] , for some sequence e -> 0, we have 
The above holds for all M ( ) e fy. Thus the maximum condition (3.9) follows. Finally, the transversality condition (3.14) follows from (5.24). Hence the proof of Theorem 3.1 is complete.
