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Abstract
Merging asymptotic expansions of arbitrary length are established for the distribu-
tion functions and for the probabilities of suitably centered and normalized cumulative
winnings in a full sequence of generalized St. Petersburg games, extending the short ex-
pansions due to Cso¨rgo˝, S., Merging asymptotic expansions in generalized St. Petersburg
games, Acta Sci. Math. (Szeged) 73 297–331, 2007. These expansions are given in terms
of suitably chosen members from the classes of subsequential semistable infinitely divisible
asymptotic distribution functions and certain derivatives of these functions. The length
of the expansion depends upon the tail parameter. Both uniform and nonuniform bounds
are presented.
AMS 1980 subject classification: Primary 60F05, 60E07; secondary 60G50.
Keywords: merging asymptotic expansions, semistable distribution functions, St. Peters-
burg games.
1 Introduction
For p ∈ (0, 1) and α > 0, consider a generalized St. Petersburg game in which the gain X
of a gambler is such that P
{
X = rk/α
}
= qk−1p for k ∈ N := {1, 2, . . . }, where q := 1 − p
and r := 1/q. We refer to Cso¨rgo˝ (4) for a brief introduction to both the history and the
mathematics of this game. Let X1, X2, . . . be the gambler’s gains in a sequence of independent
repetitions of the game, with Sn := X1+ · · ·+Xn standing for the total winnings in n games,
1
n ∈ N. The main purpose of the present paper is to study the asymptotic behaviour of the
distributions of Sn. Note that E(X
α) =∞ and E(Xβ) <∞ for all β ∈ (0, α), namely,
E(Xβ) =
p
qβ/α − q =: µ
α,p
β .
Remark that even for β > α, a virtual moment µα,pβ < 0 may be defined by this formula. In
the finite-variance case α > 2, the central limit theorem is valid, namely,
lim
n→∞
P
{
Sn − µα,p1 n
aα,pn
≤ x
}
= Φ(x) for all x ∈ R, (1.1)
where R is the real line, aα,pn := σα,p
√
n with σα,p :=
√
µα,p2 − [µα,p1 ]2, and Φ is the
standard normal distribution function. In the infinite-variance case α = 2 the underlying
distribution is still in the domain of attraction of the normal law and (1.1) holds with the
choice aα,pn :=
√
pr n logr n, see Cso¨rgo˝ (4). By standard results for normal approximation,
one can derive rate of convergence in the central limit theorem (1.1). Namely, there exist
constants C(α, β, p) > 0 and C(α, p) > 0 such that for all n ∈ N and x ∈ R,
∣∣∣∣P{Sn − µα,p1 naα,pn ≤ x
}
− Φ(x)
∣∣∣∣ ≤

C(α,β,p)
1+|x|β
1√
n
, if 3 ≤ β < α,
C(3,p)
1+x2
logr n√
n
, if α = 3,
C(α,p)
1+x2
1
n(α−2)/2
, if 2 < α < 3,
C(2,p)
1
logr n
, if α = 2,
see Osipov (16) and Petrov (19, Theorem V.13) for α > 3, Hall (11, Theorem 4.1) for
2 < α ≤ 3, Hall (12, Corollary 1) for α = 2, and Cso¨rgo˝ (4). Moreover, if 2 < β < α ≤ 3
then there exists a bounded decreasing function εα,pβ : [1,∞) → [0,∞) with limu→∞ ε
α,p
β (u) = 0
such that for all n ∈ N and x ∈ R,∣∣∣∣P{Sn − µα,p1 nσα,p√n ≤ x
}
− Φ(x)
∣∣∣∣ ≤ εα,pβ
(√
n(1 + |x|))
(1 + |x|β)n(β−2)/2 ,
see Osipov and Petrov (18). The standard results for asymptotic expansion in the central limit
theorem (1.1) (see Petrov (19, Theorems VI.1–5)) are not applicable, since the characteristic
function of the gain X in one game
fα,p(t) := E
(
eitX
)
=
∞∑
k=1
eitr
k/α
qk−1p, t ∈ R, (1.2)
does not satisfy Crame´r’s continuity condition lim sup
t→∞
|fα,p(t)| < 1. Indeed, fα,p is an almost
periodic function (see, e.g., Katznelson (13, VI.5)), hence for all ε > 0, there exists Λ > 0
such that for every T > 0, there exists τ ∈ (T, T +Λ) such that sup
t∈R
|fα,p(t)− fα,p(t+ τ)| < ε.
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Particularly, |fα,p(0)− fα,p(τ)| < ε, consequently, lim sup
t→∞
|fα,p(t)| = 1. However, for α > 3,
in the non-lattice case r1/α /∈ N, a short expansion is valid, namely,
sup
x∈R
(1 + |x|3)
∣∣∣∣P{Sn − µα,p1 nσα,p√n ≤ x
}
− Φ(x)− Q
α,p
1 (x)√
n
∣∣∣∣ = o( 1√n
)
,
as n→∞ with
Qα,p1 (x) :=
µα,p3
6
√
2π[σα,p]3
(1− x2) e−x2/2, x ∈ R,
see Bikelis (2). In the lattice case r1/α ∈ N, a longer expansion with the usual remainder
term can be obtained by adding extra terms to the expansion, see Osipov (17) and Petrov (19,
Theorem VI.6).
In the finite-variance lattice case α > 2 and r1/α ∈ N, the local limit theorem is also
valid, namely,
lim
n→∞
[√
n
r1/α
P{Sn = s} − Φ′α,p
(
s− µα,p1 n√
n
)]
= 0 (1.3)
for all s ∈ r1/αN, where Φα,p(x) := Φ(x/σα,p), x ∈ R. For α > 3, the rate of convergence is
sup
s∈r1/αN
∣∣∣∣√nr1/α P{Sn = s} − Φ′α,p
(
s− µα,p1 n√
n
)∣∣∣∣ = O( 1√n
)
,
see Petrov (19, Theorem VII.6). For 2 < α ≤ 3, a nonuniform bound
sup
s∈r1/αN
(
1 +
∣∣∣∣s− µα,p1 n√n
∣∣∣∣2
)∣∣∣∣√nr1/α P{Sn = s} − Φ′α,p
(
s− µα,p1 n√
n
)∣∣∣∣
=
O
(
logr n√
n
)
if α = 3,
O
(
1
n(α−2)/2
)
if 2 < α < 3,
is available, see Hall (11, Theorems 5.4 and 5.5). There is also an expansion in the local limit
theorem (1.3), namely, for 3 ≤ β < α,
sup
s∈r1/αN
(
1 +
∣∣∣∣s− µα,p1 n√n
∣∣∣∣⌊β⌋
)∣∣∣∣√nr1/α P{Sn = s} − (Uα,pβ,n)′
(
s− µα,p1 n√
n
)∣∣∣∣ = o( 1n(⌊β⌋−2)/2
)
,
where ⌊y⌋ := max{k ∈ Z : k ≤ y} denotes the lower integer part of a number y ∈ R, where
Z := {0,±1,±2, . . . }, and
Uα,pβ,n(x) := Φ(x) +
⌊β⌋−2∑
k=1
Qα,pk (x)
nk/2
is the usual approximating function in the asymptotic expansion in the central limit theorem,
where the functions Qα,pk , k ∈ N, are defined in an appropriate way, see Petrov (19, Theorem
VII.16).
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From now on, we assume α ∈ (0, 2). Then the distribution function of X is not slowly
varying at infinity, hence it is not in the domain of attraction of any (stable) distribution, that
is, Sn cannot be centered and normalized to have a proper limit distribution, see Cso¨rgo˝ (4).
However, the sequence (Sn−cα,pn )/n1/α has proper limit distributions along some subsequences
of N with centering sequence
cα,pn :=

pn
q1/α−q = µ
α,p
1 n, if α 6= 1,
pr n logr n, if α = 1.
(1.4)
The appropriate subsequences are regulated by the position parameter
γn :=
n
r⌈logr n⌉
∈ (q, 1], (1.5)
which describes the location of n = γnr
⌈logr n⌉ between two consecutive powers of r = 1/q,
where ⌈y⌉ := min{k ∈ Z : k ≥ y} denotes the upper integer part of a number y ∈ R. The
possible proper limit distributions are semistable infinitely divisible distributions {Gα,p,γ : q <
γ ≤ 1} with exponent α, where Gα,p,γ can be given by its characteristic function
gα,p,γ(t) =
∫ ∞
−∞
eitx dGα,p,γ(x) = e
yα,pγ (t), t ∈ R, (1.6)
where
yα,pγ (t) :=

∞∑
k=−∞
(
exp
{
itrk/α
γ1/α
}
− 1
)
pγ
qrk
, if α ∈ (0, 1),
itpr logr
1
γ
+
0∑
k=−∞
(
exp
{
itrk/α
γ1/α
}
− 1− itrk/α
γ1/α
)
pγ
qrk
+
∞∑
k=1
(
exp
{
itrk/α
γ1/α
}
− 1
)
pγ
qrk
, if α = 1,
∞∑
k=−∞
(
exp
{
itrk/α
γ1/α
}
− 1− itrk/α
γ1/α
)
pγ
qrk
, if α ∈ (1, 2),
for all t ∈ R, see Cso¨rgo˝ (4) and (6). It can be shown that for any subsequence {nk}∞k=1 of
N, the sequence (Snk − cα,pnk )/n
1/α
k converges weakly as k → ∞ if and only if there exists
γ ∈ (q, 1] such that ⌈logr nk⌉ − logr nk → logr 1γ (mod 1) as k →∞, and in this case
lim
k→∞
P
{
Snk − cα,pnk
n
1/α
k
≤ x
}
= Gα,p,γ(x) for all x ∈ R,
see Cso¨rgo˝ (8) and Cso¨rgo˝ and Dodunekova (9). It should be noted that the special classical
case α = 1, p = 1/2 and nk = 2
k has been described by Martin-Lo¨f (15). The above result
suggests a merging approximation of the distribution of (Sn− cα,pn )/n1/α by Gα,p,γn. It turns
out that the rates of merge is reasonably fast. Cso¨rgo˝ (4) proved that
sup
x∈R
∣∣∣∣∣P
{
Sn − cα,pn
n1/α
≤ x
}
−Gα,p,γn(x)
∣∣∣∣∣ =

O
(
1
n
)
, if α ∈ (0, 1),
O
(
[logr n]
2
n
)
, if α = 1,
O
(
1
n(2−α)/α
)
, if α ∈ (1, 2).
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In fact, the constants in these bounds are given explicitely by Cso¨rgo˝ (4). For α ∈ (0, 1],
Cso¨rgo˝ (8) derived short asymptotic expansions in the merging approximations, namely, for
α ∈ (0, 1),
sup
x∈R
∣∣∣∣∣P
{
Sn − µα,p1 n
n1/α
≤ x
}
−Gα,p,γn(x) +
1
2n
G(0,2)α,p,γn(x)
∣∣∣∣∣ =
O
(
1
n2
)
, if 0 < α ≤ 1
2
,
O
(
1
n1/α
)
, if 1
2
< α < 1,
for α = 1,
sup
x∈R
∣∣∣∣∣P
{
Sn − pr n logr n
n
≤ x
}
−G1,p,γn(x)−
pr logr n
n
G
(1,1)
1,p,γn(x) +
p2r2[logr n]
2
2n
G
(2,0)
1,p,γn(x)
∣∣∣∣∣ = O
(
1
n
)
,
and for 1
2
< α < 1, in the non-lattice case r1/α /∈ N,
sup
x∈R
∣∣∣∣∣P
{
Sn − µα,p1 n
n1/α
≤ x
}
−Gα,p,γn(x) +
1
2n
G(0,2)α,p,γn(x)−
µα,p1
n1/α
G(1,1)α,p,γn(x)
∣∣∣∣∣ = o
(
1
n1/α
)
,
where, for α ∈ (0, 2), p ∈ (0, 1), γ ∈ (q, 1] and k, j ∈ {0, 1, 2, . . . }, the function G(k,j)α,p,γ can
be given as a function of bounded variation on the whole R with Fourier–Stieltjes transform
g(k,j)α,p,γ(t) =
∫ ∞
−∞
eitx dG(k,j)α,p,γ(x) = (−it)k [yα,pγ (t)]j ey
α,p
γ (t), t ∈ R, (1.7)
satisfying limx→−∞G
(k,j)
α,p,γ(x) = 0. The function G
(k,j)
α,p,γ can also be given by
G(k,j)α,p,γ(x) =
∂k+jGα,p,γ(x, u)
∂xk ∂uj
∣∣∣∣
u=1
, x ∈ R,
where, for each u > 0, the function x 7→ Gα,p,γ(x, u) is a semistable infinitely divisible
distribution function given by its characteristic function t 7→ gα,p,γ(t, u) defined by
gα,p,γ(t, u) =
∫ ∞
−∞
eitx dGα,p,γ(x, u) = e
u yα,pγ (t), t ∈ R,
see Cso¨rgo˝ (8).
The aim of the present paper is to establish asymptotic expansions of arbitrary length for
α ∈ (0, 1) ∪ (1, 2), improving the approximation. First, in order to establish candidates for
the approximating functions, a formal infinite expansion of the characteristic functions of the
cumulative winnings is derived in Section 2, which can be turned into a formal infinite expansion
of the distribution functions of the cumulative winnings. Next, in Section 3, a uniform bound
is given in case α ∈ (0, 1) ∪ (1, 2). Its proof, carried out in Section 4, is based on Esseen’s
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classical lemma. In Section 5 a nonuniform bound is presented for α ∈ (1, 2). Its proof in
Section 6 is based on a lemma of Osipov (17). The convergence rate of the expansion of length
ℓ is O
(
1
n1/α
)
for α ∈ [1
ℓ
, 1
)∪ (1, 2− 1
ℓ
]
. In the non-lattice case the remainder O
(
1
n1/α
)
will
be reduced to o
(
1
n1/α
)
. These convergence rates seem to be optimal. The optimality might be
studied by the ”leading term” approach of Hall (11). In case α = 1 one can not improve the
short expansion of length 2 obtained by Cso¨rgo˝ (8) by taking a longer expansion, since all the
extra terms of a formal infinite expansion are of smaller order than the remainder term O
(
1
n
)
.
We also give asymptotic expansions of length ℓ in local merging theorems with uniform bound
for α ∈ (0, 1) and α = 1, and with nonuniform bound for α ∈ (1, 2), with convergence rates
O
(
1
nℓ
)
, O
(
[logr n]
2ℓ
nℓ
)
and O
(
1
nℓ(2−α)/α
)
, respectively.
Recently Kevei (14) derived uniform merging asymptotic expansions for distribution func-
tions from the domain of geometric partial attraction of a semistable law.
2 Construction of a formal infinite expansion
For fixed α ∈ (0, 2) and p ∈ (0, 1), consider the suitably centered and normalized cumulative
winnings (Sn−cα,pn )/n1/α. We derive a formal infinite expansion (not taking into consideration
its convergence) for the characteristic function
fα,pn (t) := E
(
eit(Sn−c
α,p
n )/n
1/α
)
, t ∈ R,
in terms of the Fourier–Stieltjes transforms g
(k,j)
α,p,γn, k, j ∈ {0, 1, 2, . . .}. By (1.2),
fα,pn (t) =
[
fα,p(t/n
1/α)
]n
e−itc
α,p
n /n
1/α
=
[
1 +
xα,pn (t)
n
]n
e−itc
α,p
n /n
1/α
(2.1)
for t ∈ R, where
xα,pn (t) := n
(
fα,p(t/n
1/α)− 1) = n ∞∑
k=1
(
exp
{
itrk/α
n1/α
}
− 1
)
qk−1p.
It is easy to check that
xα,pn (t) = y
α,p
γn (t) + it
cα,pn
n1/α
+Rα,pn,1,2(t), t ∈ R, (2.2)
where the position parameter γn is given in (1.5), the function y
α,p
γ stands in the exponent
in the definition (1.6) of the characteristic function gα,p,γ, and for k ∈ {2, 3, . . .} and t ∈ R,
Rα,pn,1,k(t) := −
∞∑
m=⌈logr n⌉
(
exp
{
it
rm/αγ
1/α
n
}
−
k−1∑
j=0
(it)j
j! rjm/α γ
j/α
n
)
pγn
q
rm, (2.3)
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see Cso¨rgo˝ (4, page 833). This series is absolutely convergent on the whole line R for each
k ≥ 2 (see Cso¨rgo˝ (8, page 322) for k = 2), thus
Rα,pn,1,k(t) = −
pγn
q
∞∑
m=⌈logr n⌉
∞∑
j=k
(it)j rm
j! rjm/α γ
j/α
n
= −p
q
∞∑
j=k
(it)j
j! γ
(j−α)/α
n
∞∑
m=⌈logr n⌉
qm(j−α)/α
= −p
q
∞∑
j=k
(it)j q⌈logr n⌉(j−α)/α
j! γ
(j−α)/α
n (1− q(j−α)/α)
= −p
q
∞∑
j=k
(it)j
j! (1− q(j−α)/α)n(j−α)/α = n
∞∑
j=k
µα,pj
j!
(
it
n1/α
)j
. (2.4)
Consequently, we have the formal expansion
fα,pn (t) = exp
{
− it c
α,p
n
n1/α
+ n log
(
1 +
xα,pn (t)
n
)}
= exp
{
− it c
α,p
n
n1/α
+ xα,pn (t) + n
∞∑
k=2
(−1)k+1
k
(
xα,pn (t)
n
)k}
= exp
{
yα,pγn (t) + n
∞∑
j=2
µα,pj
j!
(
it
n1/α
)j
+ n
∞∑
k=2
(−1)k+1
k
(
xα,pn (t)
n
)k}
.
First consider the case α ∈ (0, 1) ∪ (1, 2). Then by (2.2) and (1.4), we have
fα,pn (t) = exp
{
yα,pγn (t) + n
∞∑
j=2
µα,pj
j!
(
it
n1/α
)j
+
+ n
∞∑
k=2
(−1)k+1
k
[
yα,pγn (t)
n
+
∞∑
ℓ=1
µα,pℓ
ℓ!
(
it
n1/α
)ℓ]k}
= ey
α,p
γn (t) exp
{
n
∞∑
k=0
∞∑
j=0
dα,pk,j
(
− it
n1/α
)k (yα,pγn (t)
n
)j}
,
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where the coefficients dα,pk,j are polynomials of the virtual moments µ
α,p
ℓ , ℓ ∈ N, such that
dα,p0,0 = d
α,p
0,1 = d
α,p
1,0 = 0. Remark that
dα,p0,2 = −
1
2
, dα,p1,1 = µ
α,p
1 , d
α,p
2,0 = −
1
2
[µα,p1 ]
2 +
1
2
µα,p2 ,
dα,p0,3 =
1
3
, dα,p1,2 = −µα,p1 , dα,p2,1 = [µα,p1 ]2 −
1
2
µα,p2 , d
α,p
3,0 = −
1
3
[µα,p1 ]
3 +
1
2
µα,p1 µ
α,p
2 −
1
6
µα,p3 ,
dα,p0,4 = −
1
4
, dα,p1,3 = µ
α,p
1 , d
α,p
2,2 = −
3
2
[µα,p1 ]
2 +
1
2
µα,p2 , d
α,p
3,1 = [µ
α,p
1 ]
3 − µα,p1 µα,p2 +
1
6
µα,p3 ,
dα,p4,0 = −
1
4
[µα,p1 ]
4 +
1
2
[µα,p1 ]
2µα,p2 −
1
6
µα,p1 µ
α,p
3 −
1
8
[µα,p2 ]
2 +
1
24
µα,p4 .
Following Christoph and Wolf (3, Section 4.3), using the Taylor expansion of the exponential
function, we obtain a formal power series expansion
fα,pn (t) = e
yα,pγn (t)
{
1 +
∞∑
k=0
∞∑
j=−⌊k/2⌋
k+j∑
m=max{1,−j}
wα,pm,k,j (−it)k [yα,pγn (t)]j+m
m!n
k
α
+j
}
,
where
wα,pm,k,j :=

0, if −⌊k/2⌋ ≤ j < Lm,k,∑′
k1+···+km=k
s1+···+sm=j+m
dα,pk1,s1 . . . d
α,p
km,sm
, if j ≥ Lm,k,
with
Lm,k := max{−⌊k/2⌋,−m,m− k}.
The summation
∑′
in the definition of wα,pm,k,j is carried over all nonnegative integers
k1, . . . , km, s1, . . . , sm, such that k1 + · · · + km = k, s1 + · · · + sm = j + m, and
(kj, sj) /∈ {(0, 0), (1, 0), (0, 1)}. Finally, we conclude a formal expansion
fα,pn (t) = gα,p,γn(t) +
∞∑
k=0
∞∑
j=−⌊k/2⌋
k+j∑
m=max{1,−j}
wα,pm,k,j g
(k, j+m)
α,p,γn (t)
m!n
k
α
+j
, (2.5)
where the position parameter γn is introduced in (1.5), the characteristic function gα,p,γ is
defined in (1.6), and the function g
(k, j)
α,p,γ is given in (1.7). Replacing each term by its inverse
Fourier-Stieltjes transform, this may be turned into a formal expansion
P
{
Sn−µα,p1 n
n1/α
≤ x
}
= Gα,p,γn(x) +
∞∑
k=0
∞∑
j=−⌊k/2⌋
k+j∑
m=max{1,−j}
wα,pm,k,j G
(k, j+m)
α,p,γn (x)
m!n
k
α
+j
,
for x ∈ R.
8
Now consider the case α = 1. Then by (2.2) and (1.4), we have
f1,pn (t) = exp
{
y1,pγn (t) + n
∞∑
j=2
µ1,pj
j!
(
it
n
)j
+ n
∞∑
k=2
(−1)k+1
k
[
y1,pγn (t) + itpr logr n
n
+
∞∑
ℓ=2
µ1,pℓ
ℓ!
(
it
n
)ℓ]k}
= ey
1,p
γn (t) exp
{
n
∞∑
k=0
∞∑
j=0
d1,pk,j
(
− it
n
)k (y1,pγn (t) + itpr logr n
n
)j}
,
where the coefficients d1,pk,j are now polynomials of the virtual moments µ
1,p
ℓ with only ℓ ≥ 2,
such that d1,p0,0 = d
1,p
0,1 = d
1,p
1,0 = 0. Remark that a formula for d
1,p
k,j can be obtained from the
formula for dα,pk,j , α ∈ (0, 1) ∪ (1, 2), by replacing α by 1 and µ1,p1 by 0. Hence following
Christoph and Wolf (3, Section 4.3), now we obtain a formal power series expansion
ey
1,p
γn (t)
{
1 +
∞∑
k=0
∞∑
j=−⌊k/2⌋
k+j∑
m=max{1,−j}
w1,pm,k,j (−it)k [y1,pγn (t) + itpr logr n]j+m
m!nk+j
}
for f1,pn (t), t ∈ R, which may be turned into a formal expansion
P
{
Sn − pr n logr n
n
≤ x
}
= G1,p,γn(x) +
∞∑
k=0
∞∑
j=−⌊k/2⌋
k+j∑
m=max{1,−j}
w1,pm,k,j
m!nk+j
×
j+m∑
ℓ=0
(
j +m
ℓ
)
[−pr logr n]ℓG(k+ℓ, j+m−ℓ)1,p,γn (x),
for x ∈ R. On the other hand, the above formula for f1,pn (t), and hence the above expansion
for P
{
Sn−pr n logr n
n
≤ x
}
in case α = 1 can be obtained from the formula for fα,pn (t),
α ∈ (0, 1) ∪ (1, 2), and from the expansion for P
{
Sn−µα,p1 n
n1/α
≤ x
}
by replacing α by 1 and
µ1,p1 by pr logr n.
3 Uniform bounds in asymptotic expansions
For α ∈ (0, 1) ∪ (1, 2), p ∈ (0, 1), n ∈ N and ℓ ∈ {0, 1, . . . }, introduce
Gα,pn,ℓ (x) := Gα,p,γn(x) +
2ℓ∑
k=0
ℓ−k∑
j=−⌊k/2⌋
k+j∑
m=max{1,−j}
wα,pm,k,j G
(k,j+m)
α,p,γn (x)
m!n
k
α
+j
9
for x ∈ R. The function Gα,pn,ℓ consists of all terms of order n−
k
α
−j with k + j ≤ ℓ of the
formal expansion. Remark that Gα,pn,0 = Gα,p,γn, and
Gα,pn,1 = Gα,p,γn +
dα,p0,2 G
(0,2)
α,p,γn
n
+
dα,p1,1 G
(1,1)
α,p,γn
n
1
α
+
dα,p2,0 G
(2,0)
α,p,γn
n
2
α
−1
= Gα,p,γn −
G
(0,2)
α,p,γn
2n
+
µα,p1 G
(1,1)
α,p,γn
n
1
α
−
(
[µα,p1 ]
2 − µα,p2
)
G
(2,0)
α,p,γn
2n
2
α
−1 ,
Gα,pn,2 = G
α,p
n,1 +
dα,p0,3 G
(0,3)
α,p,γn +
1
2
[dα,p0,2 ]
2G
(0,4)
α,p,γn
n2
+
dα,p1,2 G
(1,2)
α,p,γn + d
α,p
0,2 d
α,p
1,1 G
(1,3)
α,p,γn
n1+
1
α
+
dα,p2,1 G
(2,1)
α,p,γn +
1
2
(
[dα,p1,1 ]
2 + 2dα,p2,0d
α,p
0,2
)
G
(2,2)
α,p,γn
n
2
α
+
dα,p3,0 G
(3,0)
α,p,γn + d
α,p
1,1 d
α,p
2,0 G
(3,1)
α,p,γn
n
3
α
−1 +
1
2
[dα,p2,0 ]
2G
(4,0)
α,p,γn
n
4
α
−2
= Gα,pn,1 +
8G
(0,3)
α,p,γn + 3G
(0,4)
α,p,γn
24n2
− µ
α,p
1
(
2G
(1,2)
α,p,γn +G
(1,3)
α,p,γn
)
2n1+
1
α
+
2
(
2[µα,p1 ]
2 − µα,p2
)
G
(2,1)
α,p,γn +
(
3[µα,p1 ]
2 − µα,p2
)
G
(2,2)
α,p,γn
4n
2
α
−
(
2[µα,p1 ]
3 − 3µα,p1 µα,p2 + µα,p3
)
G
(3,0)
α,p,γn + 3µ
α,p
1
(
[µα,p1 ]
2 − µα,p2
)
G
(3,1)
α,p,γn
6n
3
α
−1
+
(
[µα,p1 ]
2 − µα,p2
)2
G
(4,0)
α,p,γn
8n
4
α
−2 .
For α = 1, p ∈ (0, 1), n ∈ N and ℓ ∈ {0, 1, . . . }, introduce
G1,pn,ℓ(x) := G1,p,γn(x) +
2ℓ∑
k=0
ℓ−k∑
j=−⌊k/2⌋
k+j∑
m=max{1,−j}
w1,pm,k,j
m!nk+j
×
j+m∑
ℓ=0
(
j +m
ℓ
)
[−pr logr n]ℓG(k+ℓ, j+m−ℓ)1,p,γn (x),
for x ∈ R. The function G1,pn,ℓ consists of all terms containing n−k−j with k + j ≤ ℓ of the
formal expansion. Remark that G1,pn,0 = G1,p,γn, and
G1,pn,1 = G1,p,γn −
G
(0,2)
1,p,γn
2n
+
[pr logr n]G
(1,1)
1,p,γn
n
−
(
[pr logr n]
2 − µ1,p2
)
G
(2,0)
1,p,γn
2n
,
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G1,pn,2 = G
1,p
n,1 +
8G
(0,3)
1,p,γn + 3G
(0,4)
1,p,γn
24n2
− [pr logr n]
(
2G
(1,2)
1,p,γn +G
(1,3)
1,p,γn
)
2n2
+
2
(
2[pr logr n]
2 − µ1,p2
)
G
(2,1)
1,p,γn +
(
3[pr logr n]
2 − µ1,p2
)
G
(2,2)
1,p,γn
4n2
−
(
2[pr logr n]
3 − 3[pr logr n]µ1,p2 + µ1,p3
)
G
(3,0)
1,p,γn
6n2
− 3[pr logr n]
(
[pr logr n]
2 − µ1,p2
)
G
(3,1)
1,p,γn
6n2
+
(
[pr logr n]
2 − µ1,p2
)2
G
(4,0)
1,p,γn
8n2
.
The functions Gα,pn,1, α ∈ (0, 2), are almost the same as the approximating functions Gα,pn ,
α ∈ (0, 2), of Cso¨rgo˝ (8). They differ only in the coefficients of their last terms, which does
not make difference in the convergence rates if α ∈ (0, 1], but the functions Gα,pn,1, α ∈ (1, 2),
give better approximations than Gα,pn , α ∈ (1, 2), of Cso¨rgo˝ (8).
The main results of this section are contained in the following
Proposition 3.1. For ℓ ∈ N,
sup
x∈R
∣∣∣∣∣P
{
Sn− µα,p1 n
n1/α
≤ x
}
−Gα,pn,ℓ−1(x)
∣∣∣∣∣ =

O
(
1
nℓ
)
, if 0 < α < 1
ℓ
,
O
(
1
n1/α
)
, if 1
ℓ
≤ α < 1 or 1 < α ≤ 2− 1
ℓ
,
O
(
1
nℓ(2−α)/α
)
, if 2− 1
ℓ
< α < 2.
For ℓ ∈ {2, 3, . . . }, α ∈ (1
ℓ
, 1
) ∪ (1, 2− 1
ℓ
)
and r1/α /∈ N,
sup
x∈R
∣∣∣∣∣P
{
Sn− µα,p1 n
n1/α
≤ x
}
−Gα,pn,ℓ−1(x)
∣∣∣∣∣ = o
(
1
n1/α
)
.
In case ℓ = 1, the approximating function is Gα,pn,0 = Gα,p,γn, and Proposition 3.1 gives
back the rates of merge for 0 < α < 1 and 1 < α < 2, due to Cso¨rgo˝ (4). Certain terms of
Gα,pn,ℓ−1 are of the same or of a smaller order than the remainder terms O
(
1
n1/α
)
or o
(
1
n1/α
)
.
Using boundedness of the functions G
(k,j)
α,p,γn (see Cso¨rgo˝ (8, Lemma 6)), the expansions may
be simplified as follows.
Theorem 3.1. For ℓ ∈ {2, 3, . . . }, α ∈ [1
ℓ
, 1
ℓ−1
) ∪ (2− 1
ℓ−1 , 2− 1ℓ
]
and r1/α ∈ N,
sup
x∈R
∣∣∣∣∣P
{
Sn− µα,p1 n
n1/α
≤ x
}
− G˜α,pn,ℓ−1(x)
∣∣∣∣∣ = O
(
1
n1/α
)
;
for ℓ = 2, α ∈ (1
2
, 1
) ∪ (1, 3
2
)
, or for ℓ ∈ {3, 4, . . . }, α ∈ (1
ℓ
, 1
ℓ−1
] ∪ [2− 1
ℓ−1 , 2− 1ℓ
)
, and
for r1/α /∈ N,
sup
x∈R
∣∣∣∣∣P
{
Sn− µα,p1 n
n1/α
≤ x
}
− ˜˜Gα,pn,ℓ−1(x)
∣∣∣∣∣ = o
(
1
n1/α
)
,
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where the approximating functions are given by
G˜α,pn,ℓ−1 :=

Gα,p,γn +
ℓ−1∑
j=1
j∑
m=1
wα,pm,0,j G
(0,j+m)
α,p,γn
m!nj
, if α ∈ (0, 1),
Gα,p,γn +
ℓ−1∑
j=1
(−1)j([µα,p1 ]2 − µα,p2 )j G(2j,0)α,p,γn
m! 2j nj(2−α)/α
, if α ∈ (1, 2),
and ˜˜Gα,pn,ℓ−1 := G˜
α,p
n,ℓ−1 +
µα,p1 G
(1,1)
α,p,γn
n1/α
.
If ℓ = 2 then the approximating function is
G˜α,pn,1 =

Gα,p,γn −
G
(0,2)
α,p,γn
2n
, if α ∈ (0, 1),
Gα,p,γn −
(
[µα,p1 ]
2 − µα,p2
)
G
(2,0)
α,p,γn
2n(2−α)/α
, if α ∈ (1, 2),
and for α ∈ (0, 1) the result has been obtained by Cso¨rgo˝ (8). The approximating functions
for ℓ = 3, ℓ = 4 and α ∈ (0, 1) are
G˜α,pn,2 = G˜
α,p
n,1 +
8G
(0,3)
α,p,γn + 3G
(0,4)
α,p,γn
24n2
,
G˜α,pn,3 = G˜
α,p
n,2 −
12G
(0,4)
α,p,γn + 8G
(0,5)
α,p,γn +G
(0,6)
α,p,γn
48n3
.
4 Proof of Proposition 3.1
Fix ℓ ∈ N and α ∈ (0, 1) ∪ (1, 2). The strategy of the proof is the same as the proof of
the Proposition of Cso¨rgo˝ (8). It is based on Esseen’s classical result (see Petrov (19, Theorem
5.2)).
Lemma 4.1 (Esseen). Let F be a distribution function and G be a differentiable function
of bounded variation on R with Fourier–Stieltjes transforms f(t) =
∫∞
−∞ e
itx dF (x) and
g(t) =
∫∞
−∞ e
itx dG(x), t ∈ R, such that G(−∞) := limx→−∞G(x) = 0. Then
sup
x∈R
|F (x)−G(x)| ≤ b
2π
∫ T
−T
∣∣∣∣f(t)− g(t)t
∣∣∣∣ dt+ cb supx∈R |G′(x)|T
for every choice of T > 0 and b > 1, where cb > 0 is a constant depending only on b,
which can be given as cb = 4bd
2
b/π, where db > 0 is the unique root d of the equation
4
π
∫ d
0
sin2 u
u2
du = 1 + 1
b
.
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We apply this lemma for F (x) = P
{
Sn−µα,p1 n
n1/α
≤ x
}
and G(x) = Gα,pn,ℓ−1(x), x ∈ R. By
Lemma 6 of Cso¨rgo˝ (8), Gα,pn,ℓ−1 is a differentiable function of bounded variation on R with
Gα,pn,ℓ−1(−∞) = 0. The Fourier–Stieltjes transform of Gα,pn,ℓ−1 is
gα,pn,ℓ−1(t) = e
yα,pγn (t)
{
1 +
2ℓ−2∑
k=0
ℓ−k−1∑
j=−⌊k/2⌋
k+j∑
m=max{1,−j}
wα,pm,k,j (−it)k [yα,pγn (t)]j+m
m!n
k
α
+j
}
,
for t ∈ R. The aim of the following discussion is to find an appropriate estimate for |fα,pn (t)−
gα,pn,ℓ−1(t)| if |t| ≤ T α,pn,ℓ−1 with appropriate T α,pn,ℓ−1. Recalling formula (2.1) for fα,pn , we have
fα,pn (t) = exp
{
−itµα,p1 n(α−1)/α + n log
(
1 +
xα,pn (t)
n
)}
, (4.1)
provided |xα,pn (t)| < n. In order to estimate |xα,pn (t)|, we will use formula (2.2) for xα,pn (t)
containing yα,pγn (t) and R
α,p
n,1,2(t). Cso¨rgo˝ (4, Lemma 3), (8, Lemma 3) proved the following
crucial estimates.
Lemma 4.2 (Cso¨rgo˝). For arbitrary α ∈ (0, 1)∪ (1, 2) and p ∈ (0, 1), there exists Cα,p1 > 0
such that, uniformly in γ ∈ (q, 1],
Re(yα,pγ (t)) ≤ −Cα,p1 |t|α, |yα,pγ (t)| ≤ Cα,p1 |t|α, t ∈ R.
Applying this lemma, we can derive the following estimates.
Lemma 4.3. For arbitrary k ≥ 2, α ∈ (0, 1) ∪ (1, 2) and p ∈ (0, 1), there exists Cα,p1,k > 0
such that for all n ∈ N,
|Rα,pn,1,k(t)| ≤ Cα,p1,k
|t|k
n(k−α)/α
, t ∈ R.
Further, for arbitrary α ∈ (0, 1) ∪ (1, 2) and p ∈ (0, 1), there exist Cα,p2 > 0 and Cα,p3 > 0
such that for all n ∈ N and |t| ≤ Cα,p2 n1/α,
|xα,pn (t)|
n
≤ 1
2
, |xα,pn (t)| ≤
C
α,p
3 |t|α, if 0 < α < 1,
Cα,p3 |t|n(α−1)/α, if 1 < α < 2.
Proof. By the elementary inequality∣∣∣∣∣eiu −
k−1∑
j=0
(iu)j
j!
∣∣∣∣∣ ≤ |u|kk! , u ∈ R, (4.2)
we obtain
|Rα,pn,1,k(t)| ≤
pγn
q
∞∑
m=⌈logr n⌉
|t|k
k! rkm/α γ
k/α
n
rm =
p |t|k
k! q γ
(k−α)/α
n
q⌈logr n⌉(k−α)/α
1− q(k−α)/α
=
p
k! (q − qk/α)
|t|k
(γnr⌈logr n⌉)(k−α)/α
= −µ
α,p
k
k!
|t|k
n(k−α)/α
,
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for all t ∈ R, hence the statement is satisfied with Cα,p1,k = −µα,pk /k! > 0.
By (2.2), Lemma 4.2 and the estimate for Rα,pn,1,2,
|xα,pn (t)| ≤ Cα,p1 |t|α + |µα,p1 ||t|n(α−1)/α + Cα,p1,2
|t|2
n(2−α)/α
, t ∈ R, (4.3)
hence for |t| ≤ Cα,p2 n1/α,
|xα,pn (t)|
n
≤ Cα,p1 (Cα,p2 )α + |µα,p1 |Cα,p2 + Cα,p1,2 (Cα,p2 )2 ≤
1
2
for all sufficiently small Cα,p2 > 0. If 0 < α < 1 then, by (4.3), for |t| ≤ Cα,p2 n1/α,
|xα,pn (t)| ≤ |t|α
{
Cα,p1 + |µα,p1 ||t|1−αn(α−1)/α + Cα,p1,2 |t|2−αn(α−2)/α
}
≤ |t|α {Cα,p1 + |µα,p1 |(Cα,p2 )1−α + Cα,p1,2 (Cα,p2 )2−α} .
If 1 < α < 2 then again by (4.3), for |t| ≤ Cα,p2 n1/α,
|xα,pn (t)| ≤ |t|n(α−1)/α
{
Cα,p1 |t|α−1
n(α−1)/α
+ |µα,p1 |+
Cα,p1,2 |t|
n1/α
}
≤ |t|n(α−1)/α {Cα,p1 (Cα,p2 )α−1 + |µα,p1 |+ Cα,p1,2Cα,p2 } ,
establishing the case 1 < α < 2.
Remark that Cso¨rgo˝ (4) also derived these estimates for |xα,pn (t)|.
For k ∈ {0, 1, 2, . . . } and |t| ≤ Cα,p2 n1/α, introduce
Rα,pn,2,k(t) :=
∞∑
j=k
1
j!
[
Rα,pn,1,2(t) +R
α,p
n,3,2(t)
]j
, (4.4)
where
Rα,pn,3,k(t) :=
∞∑
j=k
(−1)j+1
j
[xα,pn (t)]
j
nj−1
. (4.5)
Then, by Lemma 4.3, for |t| ≤ Cα,p2 n1/α, we may write
n log
(
1 +
xα,pn (t)
n
)
= n
∞∑
j=1
(−1)j+1
j
(
xα,pn (t)
n
)j
= xα,pn (t) +R
α,p
n,3,2(t).
Next we separate all the terms of order n−
k
α
−j with k + j ≤ ℓ− 1 of the formal expansion
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of fα,pn . By (4.1), (2.2) and (2.4), for |t| ≤ Cα,p2 n1/α,
fα,pn (t) = exp
{−itµα,p1 n(α−1)/α + xα,pn (t) +Rα,pn,3,2(t)}
= exp
{
yα,pγn (t) +R
α,p
n,1,2(t) +R
α,p
n,3,2(t)
}
= ey
α,p
γn (t)
∞∑
j=0
1
j!
[
Rα,pn,1,2(t) +R
α,p
n,3,2(t)
]j
= ey
α,p
γn (t)
{
1 +
ℓ−1∑
j=1
1
j!
[
Rα,pn,1,2(t) +R
α,p
n,3,2(t)
]j
+Rα,pn,2,ℓ(t)
}
= ey
α,p
γn (t)
{
1 +
ℓ−1∑
j=1
1
j!
[
ℓ−j+1∑
k=2
µα,pk (it)
k
k!n
k
α
−1 +
ℓ−j+1∑
k=2
(−1)k+1
k
[xα,pn (t)]
k
nk−1
+
+Rα,pn,1,ℓ−j+2(t) +R
α,p
n,3,ℓ−j+2(t)
]j
+Rα,pn,2,ℓ(t)
}
.
Using notation
x˜α,pn,m(t) := y
α,p
γn (t) +
m∑
j=1
µα,pj (it)
j
j!n
j
α
−1 , t ∈ R, m ∈ N, (4.6)
by (2.2), we obtain
xα,pn (t) = x˜
α,p
n,m(t) +R
α,p
n,1,m+1(t), t ∈ R, m ∈ N,
and then
fα,pn (t) = gα,p,γn(t)
{
1 +
ℓ−1∑
j=1
1
j!
[
R˜α,pn,4,ℓ−j+1(t)
]j
+Rα,pn,5,ℓ(t) +R
α,p
n,2,ℓ(t)
}
,
where, for m ∈ N with m ≥ 2,
R˜α,pn,4,m(t) :=
m∑
k=2
µα,pk (it)
k
k!n
k
α
−1 +
m∑
k=2
(−1)k+1
k
[x˜α,pn,m−k+1(t)]
k
nk−1
, (4.7)
Rα,pn,5,ℓ(t) :=
ℓ−1∑
j=1
1
j!
j∑
s=1
(
j
s
)[
Rα,pn,6,ℓ−j+1(t)
]s [
R˜α,pn,4,ℓ−j+1(t)
]j−s
, (4.8)
with
Rα,pn,6,m(t) := R
α,p
n,1,m+1(t) + R˜
α,p
n,3,m(t) +R
α,p
n,3,m+1(t), (4.9)
R˜α,pn,3,m(t) :=
m∑
k=2
(−1)k+1
k nk−1
k∑
u=1
(
k
u
)[
Rα,pn,1,m−k+2(t)
]u [
x˜α,pn,m−k+1(t)
]k−u
. (4.10)
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Clearly
∑ℓ−1
j=1
[
R˜α,pn,4,ℓ−j+1(t)
]j
/j! consists of certain terms of the formal infinite expansion (2.5)
of fα,pn (t), and all the terms of order n
− k
α
−j with k + j ≤ ℓ − 1 of (2.5) are contained in∑ℓ−1
j=1
[
R˜α,pn,4,ℓ−j+1(t)
]j
/j!. Consequently, for all |t| ≤ Cα,p2 n1/α,
ℓ−1∑
j=1
1
j!
[
R˜α,pn,4,ℓ−j+1(t)
]j
=
2ℓ−2∑
k=0
ℓ−k−1∑
j=−⌊k/2⌋
k+j∑
m=max{1,−j}
wα,pm,k,j (−it)k [yα,pγn (t)]j+m
m!n
k
α
+j
+Rα,pn,7,ℓ(t), (4.11)
where Rα,pn,7,ℓ(t) contains only terms of order n
− k
α
−j with k + j ≥ ℓ. Finally, we recognize
that
fα,pn (t) = g
α,p
n,ℓ−1(t) + e
yα,pγn (t)Rα,pn,ℓ (t) for all |t| ≤ Cα,p2 n1/α, (4.12)
where
Rα,pn,ℓ (t) := R
α,p
n,7,ℓ(t) +R
α,p
n,5,ℓ(t) +R
α,p
n,2,ℓ(t).
In order to estimate the remainder term Rα,pn,ℓ , we need the following lemmas. Recall the
definition (4.5) of Rα,pn,3,k.
Lemma 4.4. For all k ∈ N, α ∈ (0, 1) ∪ (1, 2), p ∈ (0, 1) and n ∈ N,
|Rα,pn,3,k(t)| ≤
2|xα,pn (t)|k
k nk−1
, for all |t| ≤ Cα,p2 n1/α.
Proof. By Lemma 4.3,
|Rα,pn,3,k(t)| ≤
|xα,pn (t)|k
k nk−1
∞∑
j=k
∣∣∣∣xα,pn (t)n
∣∣∣∣j−k ≤ |xα,pn (t)|kk nk−1
∞∑
m=0
1
2m
,
for all |t| ≤ Cα,p2 n1/α.
Lemma 4.5. For arbitrary ℓ ∈ N, α ∈ (0, 1) ∪ (1, 2) and p ∈ (0, 1), there exists Cα,p2,ℓ > 0
such that for all n ∈ N and |t| ≤ Cα,p2 n1/α,
|Rα,pn,5,ℓ(t)|+ |Rα,pn,7,ℓ(t)| ≤

Cα,p2,ℓ
|t|(ℓ+1)α + |t|2ℓα
nℓ
, if 0 < α < 1,
Cα,p2,ℓ
|t|2+(ℓ−1)(2−α) + |t|2ℓ
nℓ(2−α)/α
, if 1 < α < 2.
Proof. A term of order n−
k
α
−j of Rα,pn,7,ℓ(t) is contained in the formal infinite expansion (2.5)
of fα,pn (t), hence it has the form
wα,pm,k,j (−it)k [yα,pγn (t)]j+m
m!n
k
α
+j
,
where k ≥ 0, j ≥ −⌊k/2⌋ and 1 ≤ m ≤ k + j. By Lemma 4.2, we have∣∣∣∣∣(−it)k [yα,pγn (t)]j+mn kα+j
∣∣∣∣∣ ≤ (Cα,p1 )j+m |t|k+(j+m)αn kα+j , n ∈ N, t ∈ R.
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For all n ∈ N and |t| ≤ Cα,p2 n1/α,
|t|k+(j+m)α
n
k
α
+j
≤

(Cα,p2 )
k(1−α) |t|(k+j+m)α
nk+j
, if 0 < α < 1,
(Cα,p2 )
(k+2j)(α−1) |t|(k+j)(2−α)+mα
n(k+j)(2−α)/α
, if 1 < α < 2.
Since Rα,pn,7,ℓ(t) contains only terms of order n
− k
α
−j with k + j ≥ ℓ of the formal infinite
expansion (2.5) of fα,pn (t), and 1 ≤ m ≤ k + j, we obtain the estimate for |Rα,pn,7,ℓ(t)|. For
the estimate of |Rα,pn,5,ℓ(t)| we derive from Lemmas 4.2, 4.3 and 4.4 the estimates
|x˜α,pn,m(t)| ≤
C3,m|t|
α, if 0 < α < 1,
C3,m|t|n(α−1)/α, if 1 < α < 2,
|R˜α,pn,3,m(t)| ≤

C3,m
|t|2+(m−1)α
n
2
α
+m−2 , if 0 < α < 1,
C3,m
|t|m+1
n
m+1
α
−1 , if 1 < α < 2,
|R˜α,pn,4,m(t)| ≤

C3,m
|t|2α
n
, if 0 < α < 1,
C3,m
|t|2
n(2−α)/α
, if 1 < α < 2,
|Rα,pn,6,m(t)| ≤

C3,m
|t|(m+1)α
nm
, if 0 < α < 1,
C3,m
|t|m+1
n
m+1
α
−1 , if 1 < α < 2,
for all n ∈ N and |t| ≤ Cα,p2 n1/α and with sufficiently large constants C3,m > 0. The last
two inequlaities imply the estimate for |Rα,pn,5,ℓ(t)|.
Lemma 4.6. For arbitrary ℓ ∈ N, α ∈ (0, 1) ∪ (1, 2) and p ∈ (0, 1), there exist Cα,p4,ℓ > 0
and εα,p ∈
(
0, Cα,p2
]
such that for all n ∈ N and |t| ≤ εα,p n1/α,
|Rα,pn,2,ℓ(t)| ≤

Cα,p4,ℓ
|t|2ℓα eCα,p1 |t|α/2
nℓ
, if 0 < α < 1,
Cα,p4,ℓ
|t|2ℓ eCα,p1 |t|α/2
nℓ(2−α)/α
, if 1 < α < 2.
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Proof. Recalling the definition (4.4) of Rα,pn,2,ℓ, for all n ∈ N and |t| ≤ Cα,p2 n1/α,
|Rα,pn,2,ℓ(t)| ≤
∞∑
j=ℓ
1
j!
(|Rα,pn,1,2(t)|+ |Rα,pn,3,2(t)|)j
≤
(|Rα,pn,1,2(t)|+ |Rα,pn,3,2(t)|)ℓ
ℓ!
∞∑
j=ℓ
(|Rα,pn,1,2(t)|+ |Rα,pn,3,2(t)|)j−ℓ
(j − ℓ)! (4.13)
=
(|Rα,pn,1,2(t)|+ |Rα,pn,3,2(t)|)ℓ
ℓ!
e|R
α,p
n,1,2(t)|+|Rα,pn,3,2(t)|.
By Lemmas 4.3 and 4.4, for all n ∈ N and |t| ≤ Cα,p2 n1/α,
|Rα,pn,1,2(t)|+ |Rα,pn,3,2(t)| ≤ Cα,p1,2
t2
n(2−α)/α
+
|xα,pn (t)|2
n
.
If α ∈ (0, 1) then by Lemma 4.3, for all n ∈ N and |t| ≤ εα,p n1/α with εα,p ∈
(
0, Cα,p2
]
,
|Rα,pn,1,2(t)|+ |Rα,pn,3,2(t)| ≤ Cα,p1,2
t2
n(2−α)/α
+
(Cα,p3 )
2 |t|2α
n
≤ [Cα,p1,2 (εα,p)2−2α + (Cα,p3 )2] |t|2αn (4.14)
≤ [Cα,p1,2 (εα,p)2−2α + (Cα,p3 )2] (εα,p)α |t|α ≤ 12Cα,p1 |t|α (4.15)
for sufficiently small εα,p > 0. Applying in the inequality (4.13) the estimates (4.14) and (4.15)
for
(|Rα,pn,1,2(t)|+ |Rα,pn,3,2(t)|)ℓ and e|Rα,pn,1,2(t)|+|Rα,pn,3,2(t)|, respectively, we obtain the statement for
α ∈ (0, 1).
If α ∈ (1, 2) then for all n ∈ N and |t| ≤ εα,p n1/α with εα,p ∈
(
0, Cα,p2
]
,
|Rα,pn,1,2(t)|+ |Rα,pn,3,2(t)| ≤
[
Cα,p1,2 + (C
α,p
3 )
2
] t2
n(2−α)/α
(4.16)
≤ [Cα,p1,2 + (Cα,p3 )2] (εα,p)2−α |t|α ≤ 12Cα,p1 |t|α (4.17)
for sufficiently small εα,p > 0. Applying in the inequality (4.13) the estimates (4.16) and (4.17)
for
(|Rα,pn,1,2(t)|+ |Rα,pn,3,2(t)|)ℓ and e|Rα,pn,1,2(t)|+|Rα,pn,3,2(t)|, respectively, we obtain the statement for
α ∈ (1, 2).
By (4.12), the first inequality of Lemma 4.2, and Lemmas 4.5 and 4.6, we obtain
Lemma 4.7. For arbitrary ℓ ∈ N, α ∈ (0, 1) ∪ (1, 2) and p ∈ (0, 1), there exists Cα,p5,ℓ > 0
such that for all n ∈ N and |t| ≤ εα,p n1/α,
|fα,pn (t)− gα,pn,ℓ−1(t)| ≤

Cα,p5,ℓ
|t|(ℓ+1)α + |t|2ℓα
nℓ
e−C
α,p
1 |t|α/2, if α ∈ (0, 1),
Cα,p5,ℓ
|t|2+(ℓ−1)(2−α) + |t|2ℓ
nℓ(2−α)/α
e−C
α,p
1 |t|α/2, if α ∈ (1, 2).
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Now by Lemma 4.1,
∆α,pn,ℓ := sup
x∈R
∣∣∣∣∣P
{
Sn − µα,p1 n
n1/α
≤ x
}
−Gα,pn,ℓ−1(x)
∣∣∣∣∣ ≤ bπ∆α,pn,ℓ,1 + cb∆α,pn,ℓ,2
for every b > 1, where
∆α,pn,ℓ,1 :=
∫ εα,p n1/α
0
|fα,pn (t)− gα,pn,ℓ−1(t)|
|t| dt,
∆α,pn,ℓ,2 :=
Mα,pn,ℓ
εα,p n1/α
with Mα,pn,ℓ := sup
x∈R
∣∣∣∣dGα,pn,ℓ−1(x)dx
∣∣∣∣ .
By Lemmas 4 and 6 of Cso¨rgo˝ (8), supn∈NM
α,p
n,ℓ < ∞, and hence ∆α,pn,ℓ,2 = O
(
1
n1/α
)
for all
fixed ℓ ∈ N. Using the simple fact that∫ ∞
0
tβe−Ct
α
dt <∞, β > −1, C > 0, (4.18)
by Lemma 4.7 we obtain
∆α,pn,ℓ,1 = O
(
1
nℓ
+
1
nℓ(2−α)/α
)
. (4.19)
Consequently, we conclude ∆α,pn,ℓ = O
(
1
nℓ
+ 1
nℓ(2−α)/α
+ 1
n1/α
)
, which implies the first statement.
The reduction of the order O
(
1
n1/α
)
to o
(
1
n1/α
)
when ℓ ∈ {2, 3, . . . }, α ∈ (1
ℓ
, 1
)∪(1, 2− 1
ℓ
)
and r1/α /∈ N is based on the following classical result due to Esseen (10).
Lemma 4.8 (Esseen). If f is the characteristic function of a non-lattice distribution, then
for every fixed ε > 0, there exists a sequence λn →∞ such that∫ λn
ε
|f(t)|n
t
dt = o
(
e−
√
n/2
)
as n→∞.
It is easy to check that the distribution of X is non-lattice if and only if r1/α /∈ N. Thus
there exists a sequence λα,pn →∞ such that
Iα,pn :=
∫ λα,pn n1/α
εα,p n1/α
|fα,pn (t)|
t
dt =
∫ λα,pn n1/α
εα,p n1/α
|fα,p(t/n1/α)|n
t
dt
=
∫ λα,pn
εα,p
|fα,p(s)|n
s
ds = o
(
e−
√
n/2
)
= o
(
1
n1/α
)
as n→∞.
Clearly (4.19) implies ∆α,pn,ℓ,1 = o
(
1
n1/α
)
as n → ∞ for α ∈ (1
ℓ
, 1
) ∪ (1, 2− 1
ℓ
)
. Hence by
Lemma 4.1 now with T = λα,pn n
1/α we have
∆α,pn,ℓ ≤
b
π
(
∆α,pn,ℓ,1 + I
α,p
n + I
α,p
n,ℓ
)
+ cb
Mα,pn,ℓ
λα,pn n1/α
=
b
π
Iα,pn,ℓ + o
(
1
n1/α
)
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as n→∞, where
Iα,pn,ℓ :=
∫ ∞
εα,p n1/α
|gα,pn,ℓ−1(t)|
t
dt = O
(
nℓ−2e−C
α,p
1 (εα,p)
α n
)
= o
(
1
n1/α
)
as n→∞, using Lemma 4.2 and the simple fact that∫ ∞
n
uβe−u du = O(nβe−n), β ∈ R. (4.20)
Thus ∆α,pn,ℓ = o
(
1
n1/α
)
as n→∞ for α ∈ (1
ℓ
, 1
) ∪ (1, 2− 1
ℓ
)
.
5 Nonuniform bounds in asymptotic expansions
The main results are contained in the following
Proposition 5.1. For ℓ ∈ {2, 3, . . .} and α ∈ (1, 2− 1
ℓ
]
,
sup
x∈R
(1 + |x|)
∣∣∣∣∣P
{
Sn − µα,p1 n
n1/α
≤ x
}
−Gα,pn,ℓ−1(x)
∣∣∣∣∣ = O
(
1
n1/α
)
.
For ℓ ∈ N and α ∈ (2− 1
ℓ
, 2
)
,
sup
x∈R
(1 + |x|)
∣∣∣∣∣P
{
Sn − µα,p1 n
n1/α
≤ x
}
−Gα,pn,ℓ−1(x)
∣∣∣∣∣ = O
(
1
nℓ(2−α)/α
)
.
For ℓ ∈ {2, 3, . . . }, α ∈ (1, 2− 1
ℓ
)
and r1/α /∈ N,
sup
x∈R
(1 + |x|)
∣∣∣∣∣P
{
Sn − µα,p1 n
n1/α
≤ x
}
−Gα,pn,ℓ−1(x)
∣∣∣∣∣ = o
(
1
nℓ(2−α)/α
)
.
For ℓ = 1 and α ∈ (1, 2), we have a nonuniform rate of merge
sup
x∈R
(1 + |x|)
∣∣∣∣∣P
{
Sn − µα,p1 n
n1/α
≤ x
}
−Gα,p,γn(x)
∣∣∣∣∣ = O
(
1
n(2−α)/α
)
.
Certain terms of Gα,pn,ℓ−1 are of the same or of a smaller order than the remainder terms
O
(
1
n1/α
)
or o
(
1
n1/α
)
. Using the boundedness of the functions G
(k,j)
α,p,γn, the expansions may
be simplified as follows. Recall the definition of the approximation functions G˜α,pn,ℓ and
˜˜Gα,pn,ℓ
from Theorem 3.1.
Theorem 5.1. For ℓ ∈ {2, 3, . . . } and α ∈ (2− 1
ℓ−1 , 2− 1ℓ
]
,
sup
x∈R
(1 + |x|)
∣∣∣∣∣P
{
Sn − cα,pn
n1/α
≤ x
}
− G˜α,pn,ℓ−1(x)
∣∣∣∣∣ = O
(
1
n1/α
)
.
For ℓ = 2, α ∈ (1, 3
2
)
, or for ℓ ∈ {3, 4, . . . }, α ∈ [2− 1
ℓ−1 , 2− 1ℓ
)
, and for r1/α /∈ N,
sup
x∈R
(1 + |x|)
∣∣∣∣∣P
{
Sn− µα,p1 n
n1/α
≤ x
}
− ˜˜Gα,pn,ℓ−1(x)
∣∣∣∣∣ = o
(
1
n1/α
)
,
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6 Proof of Proposition 5.1
Fix ℓ ∈ N and α ∈ (1, 2). The proof is based on a result due to Osipov (17) (see Petrov
(19, Lemmas 6.7, 6.8) and Hall (11, Lemma 1.1); note that the result has been stated only for
k ≥ 2, but the proof works for k = 1 as well).
Lemma 6.1 (Osipov). Let F be a distribution function and G be a differentiable function of
bounded variation on R with Fourier–Stieltjes transforms f(t) =
∫∞
−∞ e
itx dF (x) and g(t) =∫∞
−∞ e
itx dG(x), t ∈ R, such that G(−∞) = limx→−∞G(x) = 0, G(+∞) = limx→+∞G(x) = 1,
and ∫ ∞
−∞
|x|k |d(F (x)−G(x))| <∞
with some k ∈ N. Then the function Hk(x) := xk(F (x) − G(x)), x ∈ R, is of bounded
variation on R with Fourier–Stieltjes transform
hk(t) =
∫ ∞
−∞
eitx dHk(x) =
k!
(−it)k
k∑
j=0
(−t)j
j!
dj(f − g)(t)
dtj
,
for t ∈ R with t 6= 0, and there exists ck > 0 such that
sup
x∈R
(1 + |x|k)|F (x)−G(x)|
≤ ck
∫ T
−T
∣∣∣∣f(t)− g(t)t
∣∣∣∣ dt+ ck ∫ T−T
∣∣∣∣hk(t)t
∣∣∣∣ dt + ck supx∈R(1 + |x|k)|G′(x)|T
for every choice of T > 0.
We apply this lemma for F (x) = F α,pn (x) = P
{
Sn−µα,p1 n
n1/α
≤ x
}
and G(x) = Gα,pn,ℓ−1(x),
x ∈ R, introduced in Section 3. By Lemma 6 of Cso¨rgo˝ (8), Gα,pn,ℓ−1 is a differentiable function
of bounded variation on R with Gα,pn,ℓ−1(−∞) = 0 and Gα,pn,ℓ−1(+∞) = 1. Since α ∈ (1, 2),
the expectation E(X) of the gain in one game is finite, which implies
∫∞
−∞ |x| dF α,pn (x) =
E
∣∣∣Sn−µα,p1 nn1/α ∣∣∣ <∞. By Lemma 6 of Cso¨rgo˝ (8), α ∈ (1, 2) also implies ∫∞−∞ |x| |dGα,pn,ℓ−1(x)| <
∞, since Gα,pn,ℓ−1 is a linear combination of the continuously differentiable functions G(k,j)α,p,γ,
k, j ∈ {0, 1, 2, . . .}, γ ∈ (q, 1], and ∫∞−∞ |x| |dG(k,j)α,p,γ(x)| = ∫∞−∞ |x||G(k+1,j)α,p,γ (x)| dx < ∞.
Consequently,∫ ∞
−∞
|x| |d(F α,pn (x)−Gα,pn,ℓ−1(x))| ≤
∫ ∞
−∞
|x| dF α,pn (x) +
∫ ∞
−∞
|x| |Gα,pn,ℓ−1(x))| <∞.
By Lemma 6.1, the function Hα,pn,ℓ−1(x) := x(F
α,p
n (x) − Gα,pn,ℓ−1(x)), x ∈ R, is of bounded
variation on R with Fourier–Stieltjes transform
hα,pn,ℓ−1(t) =
∫ ∞
−∞
eitx dHα,pn,ℓ−1(x) =
i
t
(fα,pn (t)− gα,pn,ℓ−1(t))− i
d(fα,pn − gα,pn,ℓ−1)(t)
dt
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for t ∈ R with t 6= 0. Now we apply Lemma 6.1 for T = εα,pn1/α with εα,p > 0 from
Lemmas 4.6 and 4.7, and we obtain
∆˜α,pn,ℓ := sup
x∈R
(1 + |x|)
∣∣∣∣∣P
{
Sn − µα,p1 n
n1/α
≤ x
}
−Gα,pn,ℓ−1(x)
∣∣∣∣∣
≤ 2c1
(
∆˜α,pn,ℓ,1 + ∆˜
α,p
n,ℓ,2 + ∆˜
α,p
n,ℓ,3
)
+ c1∆˜
α,p
n,ℓ,4,
where
∆˜α,pn,ℓ,1 :=
∫ εα,p n1/α
0
|fα,pn (t)− gα,pn,ℓ−1(t)|
|t| dt,
∆˜α,pn,ℓ,2 :=
∫ εα,p n1/α
0
|fα,pn (t)− gα,pn,ℓ−1(t)|
|t|2 dt,
∆˜α,pn,ℓ,3 :=
∫ εα,p n1/α
0
1
|t|
∣∣∣∣d(fα,pn − gα,pn,ℓ−1)(t)dt
∣∣∣∣ dt,
∆˜α,pn,ℓ,4 :=
M˜α,pn,ℓ
εα,p n1/α
with M˜α,pn,ℓ := sup
x∈R
(1 + |x|)
∣∣∣∣dGα,pn,ℓ−1(x)dx
∣∣∣∣ .
By Lemmas 4 and 6 of Cso¨rgo˝ (8), supn∈N M˜
α,p
n,ℓ < ∞, and hence ∆˜α,pn,ℓ,4 = O
(
1
n1/α
)
for all
fixed ℓ ∈ N. By (4.19), we have ∆˜α,pn,ℓ,1 = O
(
1
nℓ(2−α)/α
)
. By (4.12) and Lemmas 4.2, 4.5 and
4.6 we obtain
∆˜α,pn,ℓ,2 ≤
∫ εα,p n1/α
0
|Rα,pn,ℓ (t)| e−C
α,p
1 |t|α
|t|2 dt = O
(
1
nℓ(2−α)/α
)
.
The aim of the following discussion is to find an appropriate estimate for
∣∣∣d(fα,pn −gα,pn,ℓ−1)(t)dt ∣∣∣ if
|t| ≤ εα,p n1/α. Using formula (4.12), first we calculate the derivatives of the ingredients of
fα,pn − gα,pn,ℓ−1. The function yα,pγ is differentiable and
dyα,pγ (t)
dt
=
∞∑
k=−∞
(
exp
{
itrk/α
γ1/α
}
− 1
)
ipγ(α−1)/α
qrk(α−1)/α
, t ∈ R, (6.1)
since α ∈ (1, 2) implies absolute convergence of this series. Differentiability of yα,pγ implies
that for each m ∈ N, the function x˜α,pn,m, introduced in (4.6), hence, for each m ≥ 2, the
function R˜α,pn,4,m, given in (4.7), and hence for each k ∈ N, the function Rα,pn,7,k, defined in
(4.11), is differentiable on the whole R. For each k ≥ 2, the function Rα,pn,1,k, given in (2.3),
is differentiable and
dRα,pn,1,k(t)
dt
= −
∞∑
m=⌈logr n⌉
(
exp
{
it
rm/αγ
1/α
n
}
−
k−2∑
j=0
(it)j
j! rjm/α γ
j/α
n
)
ipγ
(α−1)/α
n
q
rm(α−1)/α, (6.2)
for t ∈ R, since α ∈ (1, 2) implies absolute convergence of this series. Differentiability of
x˜α,pn,m, m ∈ N, and Rα,pn,1,k, k ≥ 2, imply that for each m ≥ 2, the function R˜α,pn,3,m, given in
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(4.10), is differentiable on the whole R. Recalling formula (2.2), we obtain differentiability of
the function xα,pn , and
dxα,pn (t)
dt
=
dyα,pγn (t)
dt
+ iµα,p1 n
(α−1)/α +
dRα,pn,1,2(t)
dt
, t ∈ R. (6.3)
For each k ∈ N, the function Rα,pn,3,k, defined in (4.5), is differentiable for |t| < Cα,p2 n1/α and
dRα,pn,3,k(t)
dt
=
dxα,pn (t)
dt
∞∑
j=k−1
(−1)j [xα,pn (t)]j
nj
, |t| < Cα,p2 n1/α, (6.4)
since by Lemma 4.3, α ∈ (1, 2) implies absolute convergence of this series for |t| < Cα,p2 n1/α.
For each k ∈ N, the function Rα,pn,2,k, given in (4.4), is differentiable for |t| < Cα,p2 n1/α and
dRα,pn,2,k(t)
dt
=
(
dRα,pn,1,2(t)
dt
+
dRα,pn,3,2(t)
dt
)
Rα,pn,2,k−1(t), (6.5)
for |t| < Cα,p2 n1/α. Differentiability of Rα,pn,1,k, k ≥ 2, R˜α,pn,3,m, m ∈ N, and Rα,pn,3,k, k ∈ N,
imply that for each m ≥ 2, the function Rα,pn,6,m, given in (4.9), and hence for each k ∈ N,
the function Rα,pn,5,k, introduced in (4.8), is differentiable for |t| < Cα,p2 n1/α. Consequently by
(4.12), we conclude
d(fα,pn − gα,pn,ℓ−1)(t)
dt
= ey
α,p
γn (t)
(
dRα,pn,2,ℓ(t)
dt
+
dRα,pn,5,ℓ(t)
dt
+
dRα,pn,7,ℓ(t)
dt
)
+
dyα,pγn (t)
dt
(
fα,pn (t)− gα,pn,ℓ−1(t)
)
, |t| < Cα,p2 n1/α.
In order to estimate
∣∣∣d(fα,pn −gα,pn,ℓ−1)(t)dt ∣∣∣, we need the following lemmas.
Lemma 6.2. For arbitrary α ∈ (1, 2) and p ∈ (0, 1), there exists Cα,p4 > 0 such that,
uniformly in γ ∈ (q, 1],
Im
(
dyα,pγ (t)
dt
)
≤ −Cα,p4 |t|α−1,
∣∣∣∣dyα,pγ (t)dt
∣∣∣∣ ≤ Cα,p4 |t|α−1, t ∈ R.
Proof. These estimates can be derived in the same way as the inequality (4) in the proof of
Lemma 3 of Cso¨rgo˝ (4) and the second statement of Lemma 3 in Cso¨rgo˝ (8), using (6.1).
The following lemmas can be proved as Lemmas 4.3, 4.4, 4.5, 4.6 and 4.7, respectively.
Lemma 6.3. For arbitrary k ≥ 2, α ∈ (1, 2) and p ∈ (0, 1), there exists Cα,p5,k > 0 such
that for all n ∈ N, ∣∣∣∣dRα,pn,1,k(t)dt
∣∣∣∣ ≤ Cα,p5,k |t|k−1n(k−α)/α , t ∈ R.
Further, for arbitrary α ∈ (1, 2) and p ∈ (0, 1), there exists Cα,p5 > 0 such that for all
n ∈ N and |t| ≤ Cα,p2 n1/α, ∣∣∣∣dxα,pn (t)dt
∣∣∣∣ ≤ Cα,p5 n(α−1)/α.
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Lemma 6.4. For arbitrary k ≥ 2, α ∈ (1, 2) and p ∈ (0, 1), there exists Cα,p6,k > 0 such
that for all n ∈ N and |t| ≤ Cα,p2 n1/α,∣∣∣∣dRα,pn,3,k(t)dt
∣∣∣∣ ≤ Cα,p6,k |t|k−1n(k−α)/α .
Lemma 6.5. For arbitrary ℓ ∈ N, α ∈ (1, 2) and p ∈ (0, 1), there exists Cα,p7,ℓ > 0 such
that for all n ∈ N and |t| ≤ Cα,p2 n1/α,∣∣∣∣dRα,pn,5,ℓ(t)dt
∣∣∣∣ + ∣∣∣∣dRα,pn,7,ℓ(t)dt
∣∣∣∣ ≤ Cα,p7,ℓ |t|1+(ℓ−1)(2−α) + |t|2ℓ−1nℓ(2−α)/α .
Lemma 6.6. For arbitrary ℓ ∈ N, α ∈ (1, 2) and p ∈ (0, 1), there exists Cα,p8,ℓ > 0 such
that for all n ∈ N and |t| ≤ εα,p n1/α,∣∣∣∣dRα,pn,2,ℓ(t)dt
∣∣∣∣ ≤ Cα,p8,ℓ |t|2ℓ−1 eCα,p1 |t|α/2nℓ(2−α)/α .
Lemma 6.7. For arbitrary ℓ ∈ N, α ∈ (0, 1) ∪ (1, 2) and p ∈ (0, 1), there exist Cα,p9,ℓ > 0
such that for all n ∈ N and |t| ≤ εα,p n1/α,∣∣∣∣d(fα,pn − gα,pn,ℓ−1)(t)dt
∣∣∣∣ ≤ Cα,p9,ℓ |t|1+(ℓ−1)(2−α) + |t|2ℓ−1+αnℓ(2−α)/α e−Cα,p1 |t|α/2.
By Lemma 6.7 and the inequality (4.18), we obtain ∆˜α,pn,ℓ,3 = O
(
1
nℓ(2−α)/α
)
. Consequently,
we conclude ∆˜α,pn,ℓ = O
(
1
nℓ(2−α)/α
+ 1
n1/α
)
, which implies the first statement.
The reduction of the order O
(
1
n1/α
)
to o
(
1
n1/α
)
when ℓ ∈ {2, 3, . . . }, α ∈ (1, 2− 1
ℓ
)
and
r1/α /∈ N is based again on Lemma 4.8. By this lemma, there exists a sequence λα,pn → ∞
such that ∫ λα,pn
εα,p
|fα,p(s)|n
s
ds = o
(
e−
√
n/2
)
as n→∞.
Then
I˜α,pn,1 :=
∫ λα,pn−1 n1/α
εα,p n1/α
|fα,pn (t)|
t
dt =
∫ λα,pn−1
εα,p
|fα,p(s)|n
s
ds
≤
∫ λα,pn−1
εα,p
|fα,p(s)|n−1
s
ds = o
(
e−
√
n−1/2
)
= o
(
1
n1/α
)
as n→∞,
and similarly,
I˜α,pn,2 :=
∫ λα,pn−1 n1/α
εα,p n1/α
|fα,pn (t)|
t2
dt = o
(
n−1/α e−
√
n−1/2
)
= o
(
1
n1/α
)
,
as n→∞. By (2.1),
dfα,pn (t)
dt
= n(α−1)/α
(
fα,p(t/n
1/α)
)n−1
f ′α,p(t/n
1/α) e−itµ
α,p
1 n
(α−1)/α − iµα,p1 n(α−1)/α fα,pn (t). (6.6)
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It is easy to check that f ′α,p(t) = iE(Xe
itX) for all t ∈ R, thus |f ′α,p(t)| ≤ µα,p1 for all t ∈ R,
hence
I˜α,pn,3 :=
∫ λn−1n1/α
εα,pn1/α
1
t
∣∣∣∣dfα,pn (t)dt
∣∣∣∣ dt = o(n(α−1)/α e−√n−1/2) = o( 1n1/α
)
,
as n→∞. By Lemma 6.1 now with T = λα,pn−1 n1/α,
∆˜α,pn,ℓ ≤ 2c1
3∑
j=1
(
∆˜α,pn,ℓ,j + I˜
α,p
n,j
)
+ 2c1
˜˜Iα,pn,ℓ + c1
M˜α,pn,ℓ
λα,pn−1 n1/α
as n→∞,
where, by the first inequality of Lemma 4.2, formula (6.1), and the statement (4.20),
˜˜Iα,pn,ℓ :=
∫ ∞
εα,p n1/α
( |gα,pn,ℓ−1(t)|
t
+
|gα,pn,ℓ−1(t)|
t2
+
1
t
∣∣∣∣dgα,pn,ℓ−1(t)dt
∣∣∣∣)dt
= O
(
nℓ−2−
1
α e−C
α,p
1 (εα,p)
αn
)
= o
(
1
n1/α
)
, as n→∞.
Thus ∆˜α,pn,ℓ = o
(
1
n1/α
)
as n→∞ for α ∈ (1, 2− 1
ℓ
)
.
7 Uniform and nonuniform bounds in asymptotic expan-
sions in local merging theorems in the lattice case
Theorem 7.1. For ℓ ∈ N and r1/α ∈ N,
sup
s∈r1/αN
∣∣∣∣∣n1/αr1/α P{Sn = s} − (Gα,pn,ℓ−1)′
(
s− cα,pn
n1/α
)∣∣∣∣∣ =

O
(
1
nℓ
)
, if 0 < α < 1,
O
(
[logr n]
2ℓ
nℓ
)
, if α = 1,
O
(
1
nℓ(2−α)/α
)
, if 1 < α < 2.
In case ℓ = 1 Theorem 7.1 implies for all 0 < α < 2 the local merging theorem
lim
n→∞
[
n1/α
r1/α
P{Sn = s} −G′α,p,γn
(
s− cα,pn
n1/α
)]
= 0
for all s ∈ r1/αN.
Theorem 7.2. For ℓ ∈ N, α ∈ (1, 2) and r1/α ∈ N,
sup
s∈r1/αN
(
1 +
|s− µα,p1 n|
n1/α
)∣∣∣∣∣n1/αr1/α P{Sn = s} − (Gα,pn,ℓ−1)′
(
s− µα,p1 n
n1/α
)∣∣∣∣∣ = O
(
1
nℓ(2−α)/α
)
.
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8 Proof Theorems 7.1 and 7.2
First we prove Theorem 7.1. Fix ℓ ∈ N and α ∈ (0, 2) such that r1/α ∈ N. We have
fα,pn (t) = E
(
eit(Sn−c
α,p
n )/n
1/α)
=
∑
u∈r1/αN
eit(u−c
α,p
n )/n
1/α
P{Sn = u},
for all t ∈ R, hence for every s ∈ r1/αN,∫ πn1/α/r1/α
−πn1/α/r1/α
e−it(s−c
α,p
n )/n
1/α
fα,pn (t) dt
=
∑
u∈r1/αN
P{Sn = u}
∫ πn1/α/r1/α
−πn1/α/r1/α
eit(u−s)/n
1/α
dt =
2πn1/α
r1/α
P{Sn = s}.
(In fact, this is the inversion formula for probabilities.) By Lemma 4 in Cso¨rgo˝ (8),(
Gα,pn,ℓ−1
)′
(x) =
1
2π
∫ ∞
−∞
e−itxgα,pn,ℓ−1(t) dt, x ∈ R.
Thus we have
Dα,pn,ℓ := sup
s∈r1/αN
∣∣∣∣∣n1/αr1/α P{Sn = s} − (Gα,pn,ℓ−1)′
(
s− cα,pn
n1/α
)∣∣∣∣∣ ≤ 1π (Dα,pn,ℓ,1 + Jα,pn + Jα,pn,ℓ ) ,
where
Dα,pn,ℓ,1 :=
∫ εα,p n1/α
0
|fα,pn (t)− gα,pn,ℓ−1(t)| dt,
Jα,pn :=
∫ πn1/α/r1/α
εα,p n1/α
|fα,pn (t)| dt,
Jα,pn,ℓ :=
∫ ∞
εα,p n1/α
|gα,pn,ℓ−1(t)| dt,
with εα,p > 0 from Lemma 4.6.
First consider the case α ∈ (0, 1) ∪ (1, 2). Then by Lemma 4.7,
Dα,pn,ℓ,1 = O
(
1
nℓ
+
1
nℓ(2−α)/α
)
.
Moreover,
Jα,pn =
∫ πn1/α/r1/α
εα,p n1/α
∣∣∣∣fα,p( tn1/α
)∣∣∣∣n dt = n1/α ∫ π/r1/α
εα,p
|fα,p(t)|n dt
≤ πn
1/α
r1/α
(
sup
t∈[εα,p, π/r1/α]
|fα,p(t)|
)n
= O
(
1
nℓ
+
1
nℓ(2−α)/α
)
,
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since
sup
t∈[εα,p, π/r1/α]
|fα,p(t)| < 1. (8.1)
(This follows from the fact that the gain X in one game takes values also in the lattice r1/αZ,
the maximal span of a lattice L with P{X ∈ L} = 1 is r1/α, hence supt∈H |E(eitX)| < 1
for all compact set H ⊂ R with H ∩ 2π
r1/α
Z = ∅, see, e.g., Bhattacharya and Ranga Rao (1,
§21).)
By Lemma 4.2,
Jα,pn,ℓ = O
(
nℓ−2 e−C
α,p
1 (εα,p)
α n
)
= O
(
1
nℓ
+
1
nℓ(2−α)/α
)
,
and we obtain the statement for α ∈ (0, 1) ∪ (1, 2).
In case α = 1, in order to estimate D1,pn,ℓ,1, we need an analogue of Lemma 4.7.
Lemma 8.1. For arbitrary ℓ ∈ N and p ∈ (0, 1), there exist C1,p5,ℓ > 0 and ε1,p > 0, such
that for all n ∈ N and |t| ≤ ε1,p n,
|f1,pn (t)− g1,pn,ℓ−1(t)| ≤ C1,p5,ℓ
|t|ℓ+1 + |t|2ℓ
nℓ
(
1 + logr
2n
|t|
)2ℓ
e−C
1,p
1 |t|/2.
Proof. It can be derived in a similar way as Lemma 4.7. First recall that there exists C1,p1 > 0
such that, uniformly in γ ∈ (q, 1], we have |y1,pγ (t)| ≤ C1,p1 (1 + logr |t|) |t| for all t ∈ R, see
Cso¨rgo˝ (8, Lemma 3). There exists C1,p1 > 0 such that, uniformly in γ ∈ (q, 1], we have
Re(y1,pγ (t)) ≤ −C1,p1 |t| for all t ∈ R, see inequality (4) in the proof of Lemma 3 of Cso¨rgo˝ (4).
Next one can show, as in Lemma 4.3, that there exist C1,p2 > 0 and C
1,p
3 > 0 such that for
all n ∈ N and |t| ≤ C1,p2 n,
|x1,pn (t)|
n
≤ 1
2
, |x1,pn (t)| ≤ C1,p3 |t|
(
1 + logr
2n
|t|
)
.
The expression for f1,pn (t) if |t| ≤ C1,p2 n has the same form as in case α ∈ (0, 1) ∪ (1, 2) by
replacing α by 1 and µ1,p1 by pr logr n, hence
x˜1,pn,m(t) := y
1,p
γn (t) + itpr logr n+
m∑
j=2
µ1,pj (it)
j
j!nj−1
.
Lemma 4.4 is valid for α = 1 as well. As in Lemma 4.5, there exists C1,p2,ℓ > 0 such that for
all n ∈ N and |t| ≤ C1,p2 n,
|R1,pn,5,ℓ(t)|+ |R1,pn,7,ℓ(t)| ≤ C1,p2,ℓ
|t|ℓ+1 + |t|2ℓ
nℓ
(
1 + logr
2n
|t|
)2ℓ
.
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As in Lemma 4.6, there exist C1,p4,ℓ > 0 and ε1,p ∈ (0, C1,p2 ] such that for all n ∈ N and
|t| ≤ ε1,p n,
|R1,pn,2,ℓ(t)| ≤ C1,p4,ℓ
|t|2ℓ
nℓ
(
1 + logr
2n
|t|
)2ℓ
eC
1,p
1 |t|/2,
and we obtain the statement of the lemma.
Now by Lemma 8.1, we obtain D1,pn,ℓ = O
(
[logr n]
2ℓ
nℓ
)
. Clearly, J1,pn = O
(
[logr n]
2ℓ
nℓ
)
can be
proved as in case α ∈ (0, 1)∪ (1, 2). Consequently, J1,pn,ℓ = O
(
[logr n]
2ℓ
nℓ
)
, and we conclude the
statement of Theorem 7.1 for α = 1.
In order to prove Theorem 7.2, first we recall that α ∈ (1, 2) implies E(X) < ∞, and
hence E
∣∣∣Sn−µα,p1 nn1/α ∣∣∣ <∞, and the characteristic function fα,pn of Sn−µα,p1 nn1/α is differentiable and
dfα,pn (t)
dt
=
∑
u∈r1/αN
i(u− µα,p1 n)
n1/α
eit(u−µ
α,p
1 n)/n
1/α
P{Sn = u}, t ∈ R.
Consequently, for every s ∈ r1/αN,∫ πn1/α/r1/α
−πn1/α/r1/α
e−it(s−µ
α,p
1 n)/n
1/α
(
dfα,pn (t)
dt
)
dt
=
∑
u∈r1/αN
i(u− µα,p1 n)
n1/α
P{Sn = u}
∫ πn1/α/r1/α
−πn1/α/r1/α
eit(u−s)/n
1/α
dt
=
i(s− µα,p1 n)
n1/α
2πn1/α
r1/α
P{Sn = s}.
By Lemmas 4 and 6 in Cso¨rgo˝ (8), α ∈ (1, 2) implies
ix
(
Gα,pn,ℓ−1
)′
(x) =
1
2π
∫ ∞
−∞
e−itx
(
dgα,pn,ℓ−1(t)
dt
)
dt, x ∈ R.
Thus we have
D˜α,pn,ℓ := sup
s∈r1/αN
|s− µα,p1 n|
n1/α
∣∣∣∣∣n1/αr1/α P{Sn = s} − (Gα,pn,ℓ−1)′
(
s− µα,p1 n
n1/α
)∣∣∣∣∣
≤ 1
π
(
D˜α,pn,ℓ,1 + J˜
α,p
n + J˜
α,p
n,ℓ
)
,
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where
D˜α,pn,ℓ,1 :=
∫ εα,p n1/α
0
∣∣∣∣dfα,pn (t)dt − dg
α,p
n,ℓ−1(t)
dt
∣∣∣∣ dt,
J˜α,pn :=
∫ πn1/α/r1/α
εα,p n1/α
∣∣∣∣dfα,pn (t)dt
∣∣∣∣ dt,
J˜α,pn,ℓ :=
∫ ∞
εα,p n1/α
∣∣∣∣dgα,pn,ℓ−1(t)dt
∣∣∣∣dt.
By Lemma 6.7 and inequality (4.18), D˜α,pn,ℓ,1 = O
(
1
nℓ(2−α)/α
)
. Using (6.6) and the inequalities
(8.1) and |f ′α,p(t)| ≤ µα,p1 , t ∈ R, we obtain J˜α,pn = O
(
1
nℓ(2−α)/α
)
. By Lemma 6.2, J˜α,pn,ℓ =
O
(
1
nℓ(2−α)/α
)
, and by Theorem 7.1, we conclude the statement of Theorem 7.2.
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