This paper describes a new approach for fracture characterization by integrating all of the available data, geology, petrophysics, core analysis and production data. Our approach in fracture characterization produces normalized distributions for fracture presence and anisotropic connectivity. The normalized information is directly imported into the 3D flow simulator, where it can be scaled during sensitivity analyses. This fast approach enables the testing of the effect of the fracture indicators and their influence on the limits of fracture presence.
Introduction
Review of the SPE literature reveals that most of the technical papers published on fracture characterization are concluded with the numerical simulation of single well pressure transient analysis 1, 2, 3 or stream tube modeling between two wells 4 . Few papers mention history matching with 3D flow simulation models as a part of fracture characterization 5, 6, 7 . This gives the impression that, upon application of one of the eloquent fracture characterization techniques available, success is declared and the resulting model is provided to the reservoir engineer. Not mentioned is the reservoir engineer's task to obtain a satisfactory history match to complete the reservoir characterization process.
Integrated reservoir characterization can only be achieved through the completion of the history matching exercise. Without deliberating on the accuracy of the numerical models, the pitfalls of history matching and the perceived quality of the results, it is sufficient to say that 3D flow simulation of the historical performance of the field is the best method available to verify and update reservoir characterization. Hardly any significant financial decision is made without the verification of the integrity of the static model through numerical simulation.
Obviously, most of the history matching process involves the alteration of the static model parameters. For consistency and accuracy, any alteration of the static model should be verified or performed by the technical staffs that were originally responsible in its development.
Should the alteration of the static model require days, weeks or months of additional work, a shortcut is usually taken. Mostly, these shortcuts result in inaccurate and inconsistent reservoir characterization, which ultimately jeopardize the credibility of the model in predicting future performance of the reservoir.
For single porosity systems, recently available commercial products provide speedy alteration of the static model, thus an update for simulation can be achieved within hours if not minutes. Unfortunately, the same cannot be stated for the dual porosity systems. Considering the stochastic nature of most of the available techniques, these processes involve matching of the transient well test performances or tracer tests. They also require flow based upscaling of permeability to simulation grids. For dual porosity systems, we may not achieve the desired alteration speed in the near future.
Here we propose a technique to improve the speed for the updating of the fracture parameters that are used in dual porosity numerical simulation models. This technique was developed over the past four years and we look forward to its refinement in the future. It has proven to be successful in each of the integrated fractured reservoir study undertaken by the authors. It has reduced the time spent on history matching while maintaining the integrity of the static model.
There are two objectives in this paper. The first objective is to highlight two sources of quantifiable fracture characterization data that are slight variations of what is widely used: fracture porosity from conventional log analysis, and fracture presence and connectivity from multiple scale/oriented cumulative curvature analysis. We hope that additional work can be carried out by organizations to further improve the development and utilization of these data. The second objective is to describe a short and integrated process for the completion of fracture characterization through history matching of 3D reservoir simulation models.
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The Numerical Simulation Perspective
Reiterating on the fact that the completion of the reservoir characterization requires a successful history matching process, it is important to review the capability of commercially available numerical simulators. The common ground of the commercially available finite difference reservoir simulation packages is the dual-porosity approach. For the fracture continuum, numerical simulators require data for porosity, directional permeability, spacing (Lx, Ly, Lz), and compressibility (equivalent description to rock compressibility). Additional data are required for more sophisticated simulators that have coupled geomechanical modeling capabilities. Here, our focus will be on these minimum requirements.
In the current dual-porosity numerical simulators, there are only two media for flow: matrix and fracture. This limitation results in the lumping of all the fractures that were developed through the initial fracture characterization study into a single porosity value per simulation grid block. In such lumping, the critical constraint is the capillary pressure function that is to be used for the fracture medium of the numerical simulation model. While most commercial models allow for the specification of fracture capillary pressure functions, commonly a zero value representing gravity segregated flow (later pseudoized to vertical equilibrium) is used.
This constraint on two porosity values per block forces an initial decision on the inclusion of characterized micro fractures that may have non-zero capillary pressure. Vugular porosity which is believed to have zero capillary pressure can be lumped into the fracture medium if they are believed to be in direct communication with the fracture network. If vugular porosity is to be lumped into the matrix, then pseudo capillary pressure and relative permeability curves have to be generated for the matrix for each simulation block 8 . For transmissibility calculations among the simulation cells that contain fractures, numerical simulators use the effective fracture permeability.
Effective fracture permeability is the product of directional permeability and porosity.
Should the fracture porosity value include significant amount of vugular porosity, the simulation data set should explicitly contain the effective permeability information that must be externally calculated by excluding the vugular porosity.
Most reservoir simulators cannot accommodate tensorial permeability for fracture connectivity. Prior to the evaluation of the fracture permeability, the anisotropy directions have to be considered. Usually, the present-day maximum horizontal stress direction is selected as the major anisotropy direction. For Cartesian grids, this leaves the perpendicular direction for the minor anisotropy direction. Upon orientation of the simulation grid in the anisotropy directions, the estimation or upscaling of the directional fracture permeability for reservoir simulation can be addressed. The importance of the grid orientation to the present-day maximum horizontal stress direction is amplified if the numerical model is to be used in simulating water or gas injection that can alter the local stress distribution.
When considering the most commonly used formulation to quantify the surface area available for matrixfracture exchange, the smallest dimension among the Lx, Ly and Lz parameters is the dominating factor. Together with matrix porosity, these parameters form the matrix-fracture exchange coefficient. The exchange coefficient has a narrow range of values where it influences the transition time for flow between the fracture and matrix. Above a certain threshold value it plays a limited role. The Lz parameter has another significant influence. In most simulators, it constrains the extent of multi-phase displacement within the fracture blocks by limiting the capillary equilibrium between the fracture and matrix blocks. The magnitude of the Lz parameter has a significant effect on the estimate of recoverable hydrocarbons in multi-phase systems.
Time Critical Perspective
The SPE literature contains valuable technical papers on the existing fracture characterization methods.
An excellent recent review of available technologies is provided by Heffer, et. al. 10 . For the purposes of generality, they can be grouped into three major approaches. The first approach uses a continuum model 11 and the process is relatively fast. The second approach uses stochastic modeling techniques to generate discrete fracture network (DFN) realizations 12 that have to be upscaled for porosity and permeability. The third approach uses kinematic restoration modeling and has the highest potential in generating most realistic results. There are also other hybrid techniques that combine the above three approaches.
The third approach which yields the most accurate fracture characterization requires a history matching exercise in itself to replicate the reservoir structure. From the perspective of turn-around time, should the initial fracture characterization not yield a satisfactory dynamic flow model, the alteration of the kinematic model and the upscaling of the fracture parameters (if possible) require significant time.
The second approach relies on stochastic realizations and the results must be tested against reservoir performance. The testing and elimination of realizations through simulation of transient well test data is time consuming, but it improves the understanding of fracture connectivity. From the perspective of turn-around time, the DFN approach suffers because it requires flow based upscaling, and the upscaled permeability is affected by the magnitude and ratio of present-day stress.
From the perspective of turn-around time, the continuum models offer the highest potential. On the negative side, these models yield relatively speculative results on fracture connectivity and the distribution of fracture porosity. The reason for this perception is the inability of the analysis of structural variation (derivative and curvature) to adequately predict the location and intensity of the fractures. We believe that our modified approach on curvature analysis revives this method.
Fracture Porosity
Presently, the common source of the data on fracture porosity is the visual logs. The interpretation of these logs yield fracture orientation, frequency and aperture. It is also possible to identify the conductive fractures. Even if we assume that the log interpretation yields undisputed results, typically a small fraction of the more recent wells have this valuable information, and none of the older wells. As stated earlier, one of the objectives of this paper is to highlight additional sources of data, and the first one relates to fracture porosity. Over the years, the following technique was refined through application in our projects, and has provided us with valuable data that could not be obtained otherwise.
Historically, it has been possible to identify the presence of fractures through the observation of "kicks" in the resistivity logs. While this has been a widely used approach, it only provides a qualitative identification.
To achieve quantification, we investigated using the petrophysical log results. Standard petrophysical analysis provides results on the total porosity (matrix plus fracture) and the water saturation associated with this total porosity. Similar to the observation of "kicks" in the resistivity logs, the presence of hydrocarbon filled fractures results in the reduction of the logcalculated water saturation values.
In this approach, to quantify the fracture porosity, one has to estimate the initial water saturation of the matrix. This happens to be simple if the matrix is at irreducible water saturation. For fracture quantification within the waterhydrocarbon transition zone, it is necessary to complete the matrix capillary pressure characterization first. Since this task is always done as a part of an integrated study, no additional time or effort is required. A side benefit is the comparison of the core analysis results to the log analysis results on the shape and thickness of the transition zone, which provides an opportunity for revisions. If special core analysis data is limited or missing, the application of this procedure results in the development of the capillary pressure relationships and along with the determination of the free water level from log analysis.
For accurate characterization and comparison of the transition zone, lithotypes must be identified through well logs. Within each lithotype, the relationship of capillary entry pressure (height above free water level) and irreducible water saturation to rock quality or porosity must be found. For reservoirs without any natural fractures, a neural network approach can be adopted for this evaluation. For fractured reservoirs, we recommend manual techniques due to the irregularity of water saturation caused by natural fractures. Finally, the comparison of the matrix water saturation calculated through capillary equilibrium calculations to that of the water saturation from the logs provides quantification of the porosity associated with the fractures. Using this technique, it is not possible to estimate the fracture porosity when the reservoir is below the free water level. For hydrocarbon reservoirs, the lack of fracture characterization below the free water level should not be an important issue.
For systems with low matrix porosity (such as some carbonate reservoirs found in Mexico), a simple proportionality can be used to estimate the fracture porosity. This proportionality was described in earlier publications 13 . Higher matrix porosity systems require a non-linear relationship for the estimation of fracture porosity, as the presence of fractures can result in disproportionate reduction in the water saturation calculated through well log analysis.
Should one wish to follow through the process described above, the fracture porosity can be estimated for all the wells that have standard suites of logs. Using the wells that contain visual logs, it is possible to further refine the calculations. The drastic increase in the available data on the fracture presence and porosity should benefit all approaches adopted in fracture characterization.
The capillary pressure characterization method applies to both fractured and non-fractured reservoirs and can be developed in a short amount of time with great precision. For a single porosity system, figure 1 shows the water saturation calculated from the capillary pressure model compared to the water saturation calculated by the petrophysical model. Figure 2 shows the application of this technology for dual porosity systems in the determination of fracture porosity.
Fracture Presence
Characterization of fractures at the wellbores does not result in fracture characterization of the reservoir. Unlike matrix properties that can be correlated through variograms, fracture presence cannot be correlated among the wells. To achieve fracture characterization for the reservoir one must consider two more parameters.
The first of these parameters is the fracturability of each stratum. Fortunately, the rock fracturability is influenced by the make-up of the matrix.
Once estimated, it can be correlated among the wells just as any other matrix property. A short list of parameters that influence the fracturability of a stratum contains measurable items such as shale content, matrix porosity, and presence of brittle lithotypes. Neural networks 14, 15 or manual methods can be used to find the weight factors for each parameter in describing the overall fracturability of the matrix.
The second parameter that influences the presence of fractures is the kinematic history of the reservoir. While we may not know the exact sequence of events that any reservoir may have gone through, it is possible to evaluate the presentday structure in detail. Ultimately, all three major fracture characterization approaches use the present-day structural information. It is usually accepted that where curvature exists, the fractures can exist. The reverse is not believed to be true. For areas with no calculated curvature, such as strike-slip faults with no vertical displacement, fractures may still be present.
The information obtained from curvature analysis is another source of data that has been improved through our studies. Standard analysis is usually accomplished through the use of structural modeling software on the smallest mapping grid size. For example, if the grid size that is used for mapping is 100 feet, the curvature can be calculated as the second derivative at any point for the 200 feet scale. Usually again, these curvature values are calculated in the direction of the mapping grid system, such as north-south and east-west.
When curvatures are calculated at the smallest mapping scale, they are severely affected by the displacement of the mappable faults. When the curvature calculation scale is increased, the effect of the faults is reduced, and it becomes possible to calculate the bends in the structure. For improved evaluation, the faults can be flattened (restored).
Consistent with the applicability of fractal theory on faults and fractures, the larger scales of curvature calculations should indicate smaller fractures. To account for all sizes of fractures, multiple scales of curvature calculations should be combined into a single map. Our tests showed that the combination of different scales with equal weights yields the most realistic picture. This cumulative curvature map only reflects the possibility of having fractures should the formation at that particular location have fracturability.
An additional improvement that was added to the above procedure is the selection of the direction for the curvature calculations. The analysis of the reservoir structure and the estimate of the paleo stress directions that caused the existing faulting and fractures may require curvature calculations in different directions than the mapping standard of north-south and east-west directions.
It is our belief that the capability of evaluation of the curvatures at larger scales and different directions has drastically improved our ability to estimate fracture presence and intensity. In fact, we were able to observe curvature even at the extensional portion of a strike-slip fault. To highlight the capabilities of the technique, consider the example provided in figure 3 . Here, the tip of a strike-slip fault is presented. Standard curvature calculations of 100 meters (50m grid) in the main mapping directions are shown in figures 4 and 5. When the grid is tilted by 15 degrees from North to East, and the curvature calculation scale is increased to 400 meters, the curvature due to compressional and extentional effects can be observed (figure 6). These are further amplified when a higher curvature scale of 1000 meters is used ( figure 7) . When curvature calculations from 200 to 1000 meter scales are combined, the features due to compression and extension are still preserved (Figure 8 ). To complete the picture for characterization, figure 9 shows the cumulative curvature calculated in the perpendicular direction.
Fracture Connectivity
If the present-day maximum horizontal stress direction (S h,max ) is different than that of the historical stress directions that were used in the above curvature calculations, it will be necessary to evaluate the curvature in the S h,max direction as well. This process assures that the anticipated fracture connectivity anisotropy can be accounted for. Here we assume that the S h,max enhances the connectivity of fractures that are in the same direction, and reduces the connectivity in the perpendicular direction. Even though the absolute scale of the fracture connectivity cannot be determined, the connectivity modifier distribution in two directions can be evaluated.
Matrix-Fracture Exchange Parameters
The DFN models have the most improved capability for the quantification of the matrix dimensions (Lx, Ly, and Lz) as they are tuned to reflect the fracture frequency and orientation observed in the wellbores. As mentioned earlier, in numerical simulators, the smallest of these parameters has the most influence in matrix-fracture exchange calculations. It also happens to be that the fractures that have the smallest spacing (in wellbores) have the largest influence on the fracture frequency calculations and the estimation of fracture porosity. Thus, with a minor simplification it is possible to assume that the smallest of the Lx, Ly and Lz terms is inversely proportional to the fracture frequency and the upscaled fracture porosity.
Completing the Picture
No matter which technique is used in fracture characterization, the absolute values that are calculated for the fracture porosity, permeability and sigma are speculative. Conversely, each technique with some confidence can generate a three dimensional distribution for these parameters. Since the same observed fracture data and fracture indicators are used for the characterization, if not today, then ultimately we should expect the results to be similar among the techniques that survive technical scrutiny.
For example, almost all of the techniques rely on the present structure of the formation. The structure map and its derivatives and curvatures ultimately influence how the fractures are distributed -if the rock can be fractured. Thus, the disagreement among different techniques cannot be on the distribution of fractures due to the structure, but on the amplitude of its effect on fracture porosity and permeability, and the areal limits of fracture porosity (presence).
The 3D variation in fracturability should follow the same path. The distribution of fracture intensity due to the fracturability of the rock should be similar in different techniques, but varying interpretations may result in disagreements in the extent and frequency of the fractures.
Finally, on the issue of directional permeability we have the same situation. Unless tested against transient well test data, interference tests, or history matching, the absolute value of the fracture permeability cannot be calculated. Yet, the distribution of the fracture connectivity should be similar if the different techniques yield similar fracture distribution. The biggest disagreement on the fracture connectivity may be the effect of the present-day stress on the permeability, and hence its conversion to anisotropic directional permeability.
The Integrated Process
Since the objective is to achieve integrated characterization through history matching in a timely manner, the reservoir engineer needs more information than just the upscaled initial fracture distribution model. Additionally, the engineer has to understand that most of the upscaled values may be inaccurate in amplitude but reliable in their distribution. Time may not be available to redevelop the fracture model, but the effect of fracture indicators on the existing model can be analyzed.
The simplest fracture indicator to analyze is the fracturability of the rocks. As described before, rock fracturability is influenced by the shale content, brittleness of the lithotypes and matrix porosity. During the fracture modeling, these parameters are tuned using the fracture information from the wells, thus the upper and lower bounds of the fracturability correlation should be reliable. However, in between the wells, the best estimates of these parameters are used to determine the extent of fracturability. Unlike fracture intensity, all of the controlling parameters for fracturability are mappable, and the areal extent of the fracturability limits can be tested. The alteration of the fracturability map will modify the fracture presence in the simulation model. It should be noted that if the inter-layer shales are extended or reduced in area, the vertical communication of the fractures can be effected as well.
The next fracture indicator to analyze is the cumulative curvature. The question that has to be answered is: What is the minimum value of curvature where the fractures cease to exist? In testing of the minimum limit of curvature for the presence of fractures, one has to make sure that the observed and quantified fractures from the well logs are not violated. This approach obviously assumes that the structural curvature is correlated to fracture presence.
Should there be a need to modify the presence of fractures at their limits, the consequences should be considered. For example, any variation of fracture porosity or its distribution should be reflected onto the fracture frequency, hence the Lx, Ly, Lz parameters used in the simulators.
As mentioned earlier, the distribution of fracture permeability (on logarithmic scale) rather than its absolute value should be a reliable outcome of a fracture characterization study. The present-day maximum horizontal stress may enhance the permeability in one direction and limit it in the other. Modification of the anisotropy of the fracture connectivity within the simulation model does not require further analysis or modification of any fracture indicator.
In our recent integrated studies, these sensitivity analyses were used extensively. Besides the usually effective history matching parameters such as fault conductivity and aquifer connectivity, the strongest sensitivities were found in the interpretation of the extent of the fractures and the permeability anisotropy. The modifications in fracture extent and anisotropic permeability did not violate the underlying assumptions of the original fracture model, as the updated fracture models were consistent with the simulation results.
The quantifiable benefit of this approach is the relatively short amount of time consumed by the whole exercise. Since every person has a different perspective in measuring the quality of a history match, it will not be fair to cite the elapsed days taken to obtain satisfactory results. On the other hand, we can state that the time savings was over 75 percent of that which could have been anticipated for a non-integrated history matching effort where the engineers were to be left to their own devices. We are unable to estimate the time savings compared to a fully integrated history matching effort where the fracture model is updated, tuned and upscaled concurrently with the numerical simulation model.
Bush Dome Field Example
Background. The Bush Dome Field is the world's only helium gas storage reservoir. The storage field is located about 15 miles northwest of Amarillo, TX. Bush Dome is the largest of several secondary domes in the Cliffside field. The reservoir, originally discovered in 1924, has an unusually high helium content (1.8%) in the native hydrocarbon gas. The reservoir was in primary production for 37 years before the helium storage operations started in 1961. The Bureau of Land Management (BLM) was under the directive to maintain a helium conservation program, injecting surplus helium production from the gas refining operations in the extended Panhandle region. Starting in 2003, the BLM is required by law (Helium Privatization Act of 1996) to begin production of the stored helium in order to recover all of the helium in storage by Dec 2015.
The Bush Dome reservoir is a complex dolomite structure that is highly fractured with anhydrate deposits that affect the connectivity. Figure 10 shows the structure top of the field.
Characterization of the fractures and the identification of flow barriers caused by the anhydrate deposits were the major challenges in the history matching portion of this study.
Initial Fracture Characterization. Since this field is very old, none of the wells have any visual log data. We used the standard log analysis results and the above mentioned inhouse method for fracture porosity quantification. Through summations, the fracture porosity values were evaluated for each well within each formation layer. Later, they were constrained by the fracturability and curvatures, and upgridded for the simulation model.
The relative fracturability for each well and each formation in the Bush Dome reservoir was calculated by using shale fraction, fracture porosity and the inverse of matrix porosity calculated from the logs. Due to the limited suite of old logs, it was not possible to evaluate a breakdown of lithotypes, thus, the earlier calculated fracture porosity values were given some weight in fracturability determination.
Thicknesses of interlayer shales were analyzed and a relationship for vertical connectivity of the fractures through the shales was proposed. This relationship was later tested and finalized during the history match.
The above analysis showed that the relative fracturability increased significantly for the deeper layers. A sample fracturability map for one of the layers is presented in figure 11 .
The structural map of the top of the Brown Dolomite (figure 10) was used for the curvature calculations. The curvature analysis showed that the maximum connectivity for the Bush Dome reservoir should be observed around wells Bi-A3, Bi-A13, Bi-A5, Bu-A4 and Bi-A11. The cumulative curvature maps in the major and minor anisotropy directions are presented in figures 12 and 13.
The fracturability and the cumulative curvature analyses were combined to obtain a final relative connectivity model. The results indicated that the highest connectivity is in the vicinity of the two domes and between the faults, surrounded by wells Bi-A3, Bi-A2, Bi-A5, Bi-A14 and Bi-A6. The relative connectivity maps in the major and minor stress directions for the same layer are shown in figures 14 and 15.
Numerical Simulation Model. A 4-component compositional dual-porosity simulation model was built for the Bush Dome reservoir. A compositional model was selected to accurately represent the methane-helium mixing and to track the injected components; helium and nitrogen. Despite the fact that this is a gas phase model with connate water, the molecular diffusion of the injected helium from fracture into matrix creates complications. The matrix properties and fracture frequency have a significant impact on the mass transport (molecular diffusion) of helium in and out of the matrix. Fracture porosity, anisotropic permeability and the distribution thereof govern the momentum transport. Thus, a reasonable history match cannot be obtained without the accurate determination of the magnitude and the distribution of the fracture characterization parameters.
The available historical data for the Bush Dome reservoir consisted of 6,650 static pressure measurements and 2,844 helium mole fraction measurements, over 78 years of history for 26 wells. To achieve a satisfactory history match, the reservoir properties of the static model were fine tuned. It took two weeks and 30 runs to roughly tune the fracture parameters and connectivity in the vertical direction. Another four weeks and over 120 simulation runs were needed to settle the fault properties, sub-seismic flow barriers, and local tuning.
In total, six weeks were spent to achieve a satisfactory match. Figure 16 shows the helium concentration map at the end of the history. The abrupt discontinuity of the helium concentration due to flow barriers was verified by the extremely close history match attained by the wells that are in close proximity.
Overall, it can be concluded that the quality of the history match was very good to excellent for the Bush Dome reservoir simulation model. Most of the uncertainties of the model (faults, fractures, and barriers) were addressed during the history matching exercise. Figures 17 and 18 are two example plots for wells Bi-A3 and Bu-A4. The excellent match for pressure and helium fraction together with the extensive amount of observed data can be seen in these figures.
Sen Field Example
Background. The Sen Field is located approximately 34 km due north of Villahermosa, in the State of Tabasco, Mexico. Oil production from the Sen Field is primarily derived from the fractured Middle and Upper Cretaceous limestones. Figure 19 shows the structure map of the top of the Upper Cretaceous. Commercial production from the field started in 1987. As of 2002, 22 production wells had been drilled, and among them 8 were abandoned at different dates due to the water invasion from the underlying aquifer.
Sen Field is a highly faulted and fractured volatile oil reservoir with an active aquifer. In terms of connectivity, it is highly anisotropic and the level of anisotropy varies areally in the field. The matrix is very tight and it is mostly filled with water. The fluid storage and flow are governed by the fractures and vugs that are present in the field. Considering the factors that influence oil recovery, the determination of the fracture distribution and connectivity was the primary focus of the reservoir characterization effort.
Initial Fracture Characterization. The history matching phase of the integrated study began long before the initial fracture characterization was completed. Hence, for the preliminary simulation model, the fracture parameters were distributed conventionally, following the historical perspectives, simple small-scale curvature analysis and nonquantifiable guidelines.
As expected, the conventional distribution yielded low connectivity away from the faults and high connectivity close to the faults, where a small-scale curvature analysis would indicate. Based on the production tests, tight areas were highlighted and honored. Needless to say, this history matching effort was fruitless, as the low productivity wells that are in the vicinity of the faults created significant problems. Local adjustments without consistency were made to match the performance of the wells.
The reason why the preliminary model is mentioned here is to provide a comparative picture. Using the preliminary model, an excellent reservoir engineer spent several months in tuning of the fracture parameters of the numerical simulator to approach a history match. Based on the standards of the 1990s, the match could have been declared satisfactory. Figure 20 shows the map of the i-directional fracture permeability for one of the layers as the result of this effort. As the initial fracture characterization task was completed, it provided a basis for comparison.
For the initial characterization our in-house model (continuum based approach) was utilized. The total porosity from the well logs was split into fracture and matrix porosity values based on the capillary equilibrium concept. The consistency of the fracture porosity model was verified by comparison to the production tests of isolated zones within the wellbores.
The fracturability model was tuned using shale content, matrix porosity and lithotypes, and was later used as a constraint for the fracture porosity distribution. Fracture connectivity calculations in the major and minor stress directions were based on multi-scale cumulative curvature analysis that is described earlier.
The new connectivity model provided the explanations for the failed preliminary history matching effort. The low productivity wells that are in the vicinity of the faults had been drilled where cumulative curvature happened to be extremely small. More importantly, the productive wells that are away from the faults were found to have fracture connectivity. For comparison, figure 21 shows the final fracture permeability in i-direction for the same simulation layer that is referred to above (figure 20).
The new distribution of the connectivity (based on multiscale cumulative curvature) had an immediate impact on the wells' response in the simulation model, especially on the low productivity wells in the vicinity of the faults. Figures 22 and 23 compare the history matching results for two wells, prior to and after the adoption of the new connectivity model. The improvements observed in the history match quality were significant.
Numerical Simulation Model.
A 5-component dual-porosity compositional simulation model was built for the Sen Field. The Sen Field wells can be categorized in three groups: The high productivity wells with no water production, the high productivity wells with high water production and the low productivity wells with water production. The focus of the history match was to address and model these different behaviors observed for the wells.
Considering the objectives of the study, the quality of the history match obtained was excellent. Our objectives in this study were to validate and improve upon the reservoir description, and to understand and explain the behavior of the wells.
The final history match was obtained by tuning of the fracture connectivity model in two (anisotropic) directions. Combination of different curvature scales and the assessment of limiting curvature values for the fracture presence were evaluated. Figure 24 compares two of the cumulative curvature scales that were tested. These sensitivity analyses consumed 4 weeks and the history match was finalized with minor corrections around certain wells within 3 additional weeks.
Figures 25 through 27 show the history match quality for three wells that have completely different production behavior. Figure 25 is a high productivity well that is located in the most fractured portion of the reservoir. Unlike most other high productivity wells, the water production is not rapid. This observed behavior is due to the lack of permeability anisotropy in this region, and is consistent with the connectivity model.
Sen-25 (figure 26) is also located in the most productive region of the reservoir. But, it is next to a conductive fault and has been abandoned due to high water production. The model was able to match the sharp water invasion profile with ease. Figure 27 shows the typical behavior of the low productivity wells that have rapid water invasion. This region of the field has few fractures with significant anisotropy. The quality of the pressure match is evident in the plot.
Immediate Impact on Field Operations. Based on the fracture characterization through the history matching process, sweet spots were identified for further exploitation of the field. A new delineation for a dry well (Sen-113) was designed. Upon drilling and completion at the recommended location, the productivity of the new well was tested to be several thousand barrels of oil per day.
In the northern portion of the field, formations with higher fracturability and connectivity were identified, and were proposed for exploitation. Existing non-productive wells were deepened and commercial success was achieved.
Conclusions
Fracture porosity quantification from standard suites of logs was tested through integrated studies and was found to give satisfactory results. The procedure provides a significant increase in the data available for fracture characterization, especially for the reservoirs with limited amount of visual logs.
Higher scale structural curvature calculations were found to indicate fracture presence where smaller scales could not. Consistent with the fractal distributions of faults and fractures, cumulative curvature calculations can incorporate different sizes of fractures into a single map.
Our approach in fracture characterization produces normalized distributions for fracture presence and anisotropic connectivity. The normalized information is directly imported into the 3D flow simulator, where it can be scaled during sensitivity analyses. This fast approach enables the testing of the effect of the fracture indicators and their influence on the limits of fracture presence.
From our experience, this approach significantly reduces the amount of time required for integrated history matching of fractured reservoirs. 
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