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Overview 
 
 
The Internet and the cellular telephony system are the two most influential 
communication systems of the last years. The arrival of the IP Multimedia 
Subsystem (IMS) promises to help service providers to deploy a complete 
array of real-time, customized business and consumer multimedia services 
over any access network. IMS is an integrated solution that defines a generic 
architecture for offering Voice over IP (VoIP) and advanced multimedia 
services. 
 
This project describes a hybrid fixed-mobile peer-to-peer superdistribution 
system deployed over an IMS platform. This superdistribution service is aligned 
with the current interests of telecommunication operators that desire to offer 
services with large user acceptance and that involve a massive access to the 
service without collapsing their network infrastructure. Operators can increase 
their revenues for connectivity and Digital Rights Management (DRM)-based 
license distribution of the multimedia content, depending on the content and on 
the desired business model. 
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CHAPTER 1. Introduction 
 
1.1. Project opportunities 
 
In the last years, the telecommunication market has experimented a fast 
transformation into a market in which the boundaries between the traditional 
telecommunication sectors, entertainment and Internet service providers are 
diluting. This phenomenon is mainly driven by the improvements in the 
connectivity bandwidth, the impact of Web 2.0 and the media distribution. 
 
The fixed platforms have been adapted appropriately to this new situation. 
However, mobile platforms are not following the same successful trends. Since 
the deployment of the highly anticipated 3G networks and the launch of 
sophisticated multimedia devices, the promise of cross fixed-mobile services 
and “the Internet world in your hand” are present, but never accomplished. 
There are some factors that are slowing down the adoption of new business 
models. One of the most important factors is the operator constraints. 
 
Operators have always wanted to control their users’ services as much as they 
can. It has been impossible for them in fixed platforms, but in the mobile 
paradigm the situation is very different. Since there are a wide variety of mobile 
platforms that divide the target market and the abusive connectivity prices, 
service providers have a worst return of investment (ROI) due to the limited 
user base. However, nowadays the advances in information technology and 
communications are promoting an evolution of the philosophy of the 
telecommunication operators; slowly moving from a centralized vision to a more 
distributed one. With the objective of attracting new consumers and generating 
new profits, operators are studying alternative business models to adapt 
services with a massive acceptance from the users. 
 
Operators are also considering the option that third party providers or final users 
were able to develop their own services over their infrastructure. With that in 
mind, they will provide service deployment platforms and development 
Application Programming Interfaces, both open for their user communities. With 
that approach, operators can provide a cost effective service deployment 
platform at the same time as being able to control the services access. The 
operators have chosen the IP Multimedia Subsystem (IMS) as the standard for 
the architectural design. The IMS is the unified telecommunication industry 
approach toward an All-IP network architecture that merges the paradigms and 
technologies of the Internet with the mobile and fixed telecommunication 
worlds. 
 
In this context, one of the open points that have to be carefully studied, from an 
operator point of view, is the deployment of multimedia Peer-to-Peer services 
and the right management of the media resources. It is a key point for the 
operator to have some control over their resources, which the users can share 
and distribute, with the minimum impact for the users. 
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The proposal of this project consists of an integration of the Digital Rights 
Management (DRM) mechanisms over an IMS platform. Over this platform an 
advanced DRM superdistribution service have been implemented, in which 
users act at the same time as consumers and producers of content while the 
content is being reproduced. This superdistribution hybrid service allows the 
sharing and dissemination of multimedia resources over both fixed and mobile 
networks and clients. 
 
This superdistribution service is aligned with the current interests of 
telecommunication operators that desire to offer services with large user 
acceptance and that involve a massive access to the service without collapsing 
their network infrastructure. Operators can increase their revenues due to 
connectivity and DRM-based license distribution of the multimedia content, 
depending on the content and on the desired business model. 
 
This project is inside the framework of DRMSolution-NG project. It is a 
European Celtic project, which main goal is to develop new advanced OMA 
DRM v2 based services to attract content providers and improve user 
experience in an interoperable and convergent environment. Telefonica I+D, 
i2CAT Foundation, and a group of French companies form the consortium 
created for DRMSolution-NG. This project is the result of a collaboration 
agreement between the UPC and the i2CAT Foundation. 
 
 
1.2. Objectives 
 
The main objective of this project is the study and design of a service 
deployment platform and the design and implementation of an advanced 
service based on a hybrid fixed-mobile controlled media distribution using a 
Peer-to-Peer approach. 
 
In the first stage, the study of the content delivery platform is made. It is 
composed by an IMS platform enhanced with DRM capabilities to enforce the 
media consumption control. Therefore, in this stage these two involved 
technologies will be theoretically studied. After that, the functional requirements 
must be defined and, as a result, a design of the platform components and a 
integration between the technologies will be proposed. 
 
Once finished the theoretical evaluation and the design of the delivery system, 
the second stage consists in the basic deployment of the platform to test some 
functionalities. However, the full platform deployment is out of the scope of the 
project while it will be allocated in a parallel work line. 
 
The fourth stage is one of the key points in the project. It involves the service 
design. Firstly, the main component of the service, the Peer-to-Peer protocol, 
will be accurately designed. The rest of the service will be designed around the 
protocol, with the system efficiency, easy porting between platforms and the 
modularity in mind. 
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Finally, in the fifth stage, the service will be implemented in order to test the real 
capabilities and some of the performance of the protocol. A full-functional 
implementation of the service is out of the scope of this project, as the final 
implementation is scheduled later than this project. 
 
 
1.3. Project structure 
 
In this first chapter the project motivations have been described, as well as the 
main objectives. It also offers a short vision of the project scope. 
 
In the second chapter the deliver system is presented, in which a theoretical 
vision of the technologies that build the system is shown. After that, the system 
specification and functionalities are described, followed by the design of the 
whole content delivery system, showing the integration between the studied 
technologies. Finally, there is depicted the deployment parts related to this 
project. 
 
The third chapter offers a theoretical view of the possible approaches for a 
peer-to-peer overlay design. Once an approach is selected, the specifications 
and design of the peer-to-peer protocol are shown, placing special attention to 
the protocol components architecture. 
 
In the fourth chapter, the hybrid fixed-mobile service is described and the 
proposed use cases are presented. After that, the chapter shows the 
functionalities of the service, as well as their design. Finally, the real work done 
is depicted in the implementation section where the most important 
implementation decisions and problems will be shown. 
 
At last, the fifth chapter gathers the final conclusions of the whole project, 
indicating the reached objectives. Likewise, the weak points and the future 
works are unveiled. 
 
In the Annex 1, the full class diagram of the service could be shown. It 
represents using UML the architecture as well as the operations and methods 
implemented in every class. 
 
Finally, In the Annex 2 the paper “Hybrid Fixed-Mobile P2P Superdistribution” is 
placed, published and presented in an annual conference meeting. It represents 
the dissemination efforts made in the scope of this project. 
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CHAPTER 2. Content delivery system 
 
2.1. Introduction 
 
This chapter describes mainly the server-side content delivery system. The 
purpose is to create an operator platform to deploy services at the same time as 
allowing third parties to add their own services taking advantage of the platform 
access architecture. Consequently, the operator could control all the service 
deployments as well as user access to these services, while the third parties 
reduce the deployment costs. 
 
The main aim of the platform is the media content delivery. A very important 
constraint of this project is that these contents consumption must be controlled 
using Digital Rights Management (DRM) procedures. In the other hand, the 
media distribution must be in a Peer-to-Peer way to reduce the server capacity 
and bandwidth, reducing even more the deployment costs. It also allow users to 
share the download costs, accelerating the download process and allowing the 
users without direct connection with the system to get contents through other 
peers. 
 
Nevertheless, the mixed solution of using DRM in a P2P scenario involves a 
technological challenge. The only suitable approach is to use the 
superdistribution model, which allows users to share the protected content and 
the purchase (if needed) is done at the consumption time. 
 
It is important to take into account that the system and the service must be 
designed and implemented for fixed and mobile devices. Consequently, the 
operator platform chosen is an IP Multimedia Subsystem, which is mainly 
conceived to provide access to mobile devices through 3G connectivity while 
also could bring access to fixed network users. In the other hand, to implement 
the DRM superdistribution capabilities, the OMA DRM v2 standard has been 
chosen. OMA (Open Mobile Alliance) standards are present in a wide range of 
mobile devices and the OMA DRM specification is focused to mobile devices 
interoperability, offering the desired superdistribution use case. 
 
The architecture and design of the system are strongly related to the selected 
technologies. 
 
This chapter shows a theoretical analysis of these two technologies. After that, 
the required system functionalities are described, as well as the whole system 
architecture and the proposed integration of the DRM capabilities in the IMS 
platform. Finally, the system deployment will be shown, focusing on the parts 
related to this project. In addition this section specifies the specific 
implementations used in the user-side and server-side components. 
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2.2. IP Multimedia Subsystem 
 
The IP Multimedia Subsystem (IMS) is a global, access-independent and 
standard-based IP connectivity and service control architecture that enables 
various types of multimedia services to end users using common Internet-based 
protocols. 
 
This services platform is principally designed to be used by operators and is 
becoming a standard approach to deploy services for them. Its framework 
nature and standard interfaces allow the deployment of services in a shorter 
time to market and with less effort. Because IMS connects different networks 
(PLMN, PSTN, DSL, Wi-Fi, Cable, etc.), operators can provide services that 
operate over multiple networks and terminals in a seamless manner to better 
serve users based on their preferences and circumstances.  
 
IMS uses the Session Initiation Protocol (SIP) to establish, maintain and 
terminate sessions while Diameter is used as an AAA (Authorization, 
Authentication and Accounting) protocol. 
 
IMS was initially developed by the Third Generation Partnership Project (3GPP) 
to meet the requirements of GSM operators seeking to deploy IP applications 
over their 3G wireless networks. It basically comprises three layers: 
Connectivity Layer, Control Layer and Service Layer. 
 
IMS network architecture has been defined to be access independent. This 
means that the access technology used to transport user SIP messages to the 
IMS network does not impact the functionality of the IMS network itself. 
Consequently, any access can be used. 
 
 
2.2.1. IMS Architecture 
 
IMS decomposes the networking infrastructure into separate functions with 
standardized interfaces between them. Each interface is specified as a 
reference point, which defines both the protocol over the interface and the 
functions between which it operates.  
 
The 3GPP architecture is split into three main planes or layers, each of which is 
described by a number of equivalent names: Service or Application Plane, 
Control or Signalling Plane, and User or Transport Plane. Fig. 2.1 shows the 
design. 
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Fig. 2.1. IMS architecture 
 
 
The connectivity layer comprises devices (routers, switches, etc) both for the 
backbone and the access network (multiple type of network access permitted).  
 
The control layer comprises network control servers to manage call or session 
set-up, modification and release. Several roles of SIP servers, collectively called 
CSCF (Call Session Control Function) are used to process SIP signaling 
packets in the IMS. In the security and user subscription functions, they are the 
AuC (Authentication Center) and the HSS (Home Subscriber Server) that 
communicate with CSCF in order to provide security management for 
subscribers. The interconnections with other operator networks and/or other 
types of networks are handled by border gateways (BGCF).  
 
The service layer comprises application and content servers to execute value 
added services for the user. Generic service enablers as defined in the IMS 
standard are implemented as services in a SIP application server, which is the 
native server in IMS.  
 
At IMS terminal level the devices must behave like SIP User Agent (UA) to 
support SIP signaling and additionally support RTP flows for multimedia 
services. 
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2.3. Digital Rights Management 
 
Digital Rights Management (DRM) is a term that refers to access control 
technologies developed with the purpose of limiting usage of digital content. 
This consumption control is enforced using encryption technologies that permit 
content owners to control the user access to that digital content, mainly creative 
media such as video or music. 
 
It is often assumed that DRM technology is a unitary piece of software that can 
protect content. In fact, DRM comprises a wide variety of technologies and 
services, some of which may reside on a user’s device, others on a network 
server or on the network. DRM solutions provide end-to-end applications 
incorporating the encryption technologies and the corresponding services for 
controlled digital distribution. Such technologies can be embedded into many 
components, from those that reside on a single device (such as PDA) to those 
to be found in commercial Internet Server. 
 
In order to manage and protect intellectual property, it is essential to have 
adequate identification and description related to the available content. Such 
data needs to be persistently associated with the content itself so that various 
applications can have access to it. The main technologies to enforce it are 
fingerprinting, watermarking and digital signatures. 
 
Specific content protection technologies have been developed for different 
target content. AACS (Advanced Access Control System) is one of the 
standards for content distribution intended to restrict copying of HD DVD and 
Blu-Ray Discs. Another DRM technology is HDCP (High-bandwidth Digital 
Content Protection). It allows control of audio and video as it travels across 
Digital Visual Interface (DVI) or High Definition Media Interface (HDMI). Its 
specification is proprietary and a license is needed to implement it.  
 
FairPlay (DRM technology created by Apple Inc) is an example of DRM applied 
to online purchasing of content. It is built into the QuickTime multimedia 
software and used by the iPhone, iPod, iTunes, and iTunes Store. Any 
protected song purchased from the iTunes Store with iTunes is encoded with 
FairPlay. FairPlay digitally encrypts AAC audio files and prevents users from 
playing these files on unauthorized computers. 
 
 
2.3.1. OMA DRM 
 
The scope of OMA DRM is to enable the controlled consumption of digital 
media objects by allowing content providers to offer more flexible services as 
ensures controlled consumption of the contents. As such, DRM extends beyond 
the physical delivery of content into managing the content lifecycle. 
 
In the OMA DRM architecture, functional entities are used to embody different 
roles in the DRM system. The functional entities are logical and need not to 
represent physical nodes. It’s not mandatory to implement all the entities 
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described, it depends on the needs of the implementation. From the point of 
view of digital rights management, the following functional entities have been 
identified: 
 
 
 
 
Fig. 2.2. OMA DRM Functional Entities 
 
 
• DRM Agent: Physically located in the user device, the DRM Agent 
embodies a trusted agent that is responsible of enforcing the controlled 
use of the DRM content. 
 
• Content Issuer: It’s an entity that delivers DRM Content to DRM Agents. 
OMA DRM defines the format of DRM Content and the ways it can be 
transported to DRM Agent. 
 
• Rights Issuer: The rights issuer is an entity that assigns permissions 
and constraints to DRM Content, and generates Rights Objects. A Rights 
Object is an XML document that governs how DRM Content may be 
used. DRM Content cannot be used without their associated Rights 
Object. 
 
• Off-device Storage: DRM Content is inherently secure, and may be 
stored by user’s off-device. This may be used for backup purposes. 
 
OMA DRM makes a logical separation of DRM Content and Rights Object. They 
may be requested separately or together, and they may be delivered separately 
or at the same time. Rights Object is cryptographically bound to a specific DRM 
Agent, so only that agent can access it. This enables superdistribution, as users 
can freely pass contents between them. Moreover, if rights issuers support it, a 
Rights Object may be bounded to a group of DRM Agents. This is known as a 
Domain. 
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The OMA DRM specification defines the format and the protection mechanism 
for DRM Content and for the Rights Object. 
 
 
2.3.1.1. Security model 
 
In any DRM solution is critical to ensure the controlled consumption of the 
protected content. The two major threats are the access to DRM Content 
without complies with the Rights Object constraints and creation of illegal copies 
of valuable content. 
 
DRM protection is enforced at the point of consumption. This is modeled in the 
OMA DRM by the introduction of a DRM Agent. Its role is to enforce 
permissions and constraints and to control access to DRM Content at the user 
side. 
 
The basic steps for distributing DRM Content can be summarized as follows: 
 
1. Content packaging: Content is packaged in a DCF (secure content 
container), encrypted with a symmetric encryption key. The DCF 
contains additional information of the media (vendor, version, etc) and a 
URI to obtain the Right Object where the content encryption key to 
unlock the content is located. 
 
2. DRM Agent Authentication: All DRM Agents have a unique 
public/private key pair and a certificate. The certificate also includes 
information of the device. This allows the content and rights issuer to 
authenticate a DRM Agent using standard PKI procedures. DRM Agent 
must perform the DRM Authentication before it obtains the Rights Object 
in order to allow the Rights Issuer to bind the Rights Object with the DRM 
Agent.  
 
3. Rights Object generation: A Rights Object is an XML document. It is 
associated to content, expressing the permissions and constraints of it. 
 
4. Rights Object protection: Sensitive parts of Rights Objects must be 
encrypted before the delivery, bounding the Rights Object with the DRM 
Agent. It ensures that only a specified DRM Agent can access the 
content. This operation and the one above are done in the Rights Issuer, 
so the DRM Agent must have been authenticated. 
 
5. Delivery: Since DRM Content and Rights Object are inherently secure; 
they can be delivered using any transport mechanism. They can be 
delivered together or separately. 
 
A single Rights Object may be associated with multiple pieces of DRM Content 
(group of contents). Conversely, a single piece of DRM Content can be 
associated with multiple Rights Objects. 
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2.3.2. OMA DRM use cases 
 
The following section describes some example models for content distribution 
and consumption. All these use cases are contemplated in OMA DRM v2 
specification. 
 
Concretely, for this project the basic pull model has been used for the download 
of contents while the streaming of DRM content model has been used for the 
live streaming mode. Both models must be combined with the superdistribution 
model in order to allow the content sharing between peers. 
 
 
2.3.2.1. Basic pull model 
 
A user selects content to download by browsing to some web site, and confirms 
the terms of the purchase. The content issuer identifies and protects content 
(packaging). Device capabilities can be detected using advertised MIME-type 
support, UAProf, etc. 
 
The rights issuer generates a Rights Object for the content and the target DRM 
Agent. A Rights Object includes permissions appropriate for the transaction and 
the content encryption key. Finally, the Rights Object is protected in a way that 
makes it accessible only to the target DRM Agent. DRM Content and the 
protected Rights Object are then delivered to the DRM Agent. 
 
 
 
 
Fig. 2.3. Basic pull model sequence 
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2.3.2.2. Push model 
 
An alternative distribution model is to push content directly to a device using 
MMS, WAP Push or similar, without a preceding discovery process. 
 
The content issuer/rights issuer may have some previous knowledge of a user 
and a particular DRM Agent (by subscriptions), so that content and a Rights 
Object can be correctly formatted and packaged for delivery. The Rights Issuer 
has the needed information about the DRM Agent because the DRM 
Authentication is performed in the subscription time. For example, the user may 
have registered to receive a daily background image, or the hit song of the 
week. In this case the process would go through the same steps as above, but 
delivery of DRM Content and Rights Objects would be over WAP Push or MMS. 
 
 
 
 
Fig. 2.4. Content Push sequence 
 
 
2.3.2.3. Streaming of DRM content 
 
To distribute protected streams, the streaming token is acquired from the 
Content Issuer portal and the associated Rights Object governs the access to 
the streams. The client, after receiving the session headers, can connect to the 
Rights Issuer and acquire the necessary Rights Object, which in turn will 
provide the necessary information for the client to be able to decode the 
streams and render the content. 
 
A streaming token is a piece of data that the streaming player uses to 
determine the location of streaming media, possibly also to determine 
properties of the streaming session or streams, and to set up and start the 
delivery of streaming media. 
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Fig. 2.5. Streaming of DRM content sequence 
 
 
2.3.2.4. Superdistribution 
 
A given client who has downloaded content from a Content Issuer can in turn 
distribute this DRM Content to other devices using various networked links as 
well as removable media. This DRM Content is encrypted and is not usable by 
the receiving device until the associated rights are acquired for the content. The 
device that receives this super-distributed content will discover the Rights Issuer 
URL within the DRM Content headers and use this information to connect to the 
Rights Issuer portal to acquire the rights. 
 
DRM content may have preview headers, so is possible to consume an instant 
preview before to purchase the content and acquire de Rights Object. If the 
provider wants to charge the user for the instant preview, the acquisition of a 
Rights Objects is required. 
 
This is the most important use case as it let use the P2P distribution model with 
protected content. 
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Fig. 2.6. Superdistribution sequence 
 
 
2.4. System functionalities and design 
 
The contents delivery system takes profit of some of the functionalities that offer 
the technologies explained in the section above. As said before, the system 
architecture by which the services are deployed is made up of an IMS platform 
enhanced with DRM capabilities to control the media superdistribution. 
 
 
2.4.1. Overview of delivery system functionality 
 
The IMS-based platform must provide a client management, which must bring 
access only to the authenticated users to maintain an access control to the 
system and their services. It will also be needed to track the user activity to 
make a correct accounting. The client management must also control the user 
permissions in order to control the access to services. 
 
The main system functionality is to allow the deployment of services, which 
could be accessed through the IMS interface. For this project, the system 
provides the live streaming and download of contents as a service based on a 
P2P distribution. These services are concentred in the IMS tracker. The system 
must control the access to this tracker and provide their contact information (IP 
address and port) to the users, at the same time as providing a unique P2P 
identifier to the users. 
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The system must control the content consumption protecting the contents with 
DRM encryption. As said before, the system uses OMA DRM v2 to implement 
the DRM capabilities as it offers the possibility to use superdistribution of 
contents for the downloading and streaming use cases, decreasing the 
infrastructure costs. 
 
Summarizing, the service functionalities are: 
 
1. Client management to authenticate users, authorizing them to access the 
services. 
 
2. Offer possibilities to deploy services, concretely the download and 
streaming of media contents, but also others. 
 
3. Protect and control the contents consumption using DRM capabilities. 
 
4. Offer the superdistribution model to share the DRM protected contents. 
 
 
2.4.2. System architecture 
 
The whole system architecture is depicted in the diagram below. The client 
subsystems can access the server side services through the IMS platform that 
acts as an entry point for the users as well as a deploying platform for the 
operators. 
 
 
 
 
Fig. 2.7. Whole system architecture 
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The server side subsystems in the above figure are the ones proposed to 
deploy the P2P hybrid super-distribution and other services. The diagram above 
describes the whole system components designed for the DRMSolution NG 
project, but for this project a reduced number of these modules have been 
taken into account. This diagram is intended only to have the full-picture of the 
system. The marked modules are the ones designed specifically for this project. 
 
The main server-side subsystems are described below. 
 
• DRM Platform: It implements all the functionalities offered by DRM 
technologies, like registration, rights acquisition, license and domain 
management, etc. It represents the core of the DRM System. 
 
• DRM Manager: This subsystem offers an interface for the content 
providers as well as the advertisers to perform the tasks related with the 
management of their contents and advertisements, as well as license, 
rights and domains. 
 
• Client Manager: This subsystem is in charge of keeping the user profile 
updated with the available service usage information (consumption, 
sharing between users, etc.) from other subsystems.  
 
• DRM protected Content Repository: This is a data repository where it 
is possible to store the recorded content that can be proposed to an end-
user by the delivery platform. It is holding all the necessary information 
used by the web service to help the end-user to select content of 
interest. 
 
• Browsing Server: The Browsing server send to the platform users the 
description of valuable content held in the DRM protected Content 
Repository. 
 
• Tracker: This subsystem assists the communication between peers that 
share the selected content. The tracker also acts as a peer, delivering 
contents from the file server 
 
 
2.4.3. OMA DRM integration in IMS 
 
OMA DRM specifies several use cases, including super distribution, allowing 
the distribution of content between users. At the consumption time users are 
redirected to IMS platform to obtain the rights for the content consumption. In 
this section, an integration method between IMS and OMA DRM components is 
proposed. 
 
The next figure describes at high level the components involved on a controlled 
content delivery using OMA DRM in the IMS architecture. 
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Fig. 2.8. OMA DRM interaction with IMS 
 
 
1. DRM Agent joins the service provider’s IMS architecture and also gets 
into the DRM authentication Service. The DRM Agent sends their key 
and certificate to the DRM authentication service. 
 
2. DRM authentication service adds the user key and certificate to the user 
information, binding the IMS identity with the DRM Agent security 
information. At this point the system has all the needed information about 
the user stored in the HSS. 
 
3. The user decides to access to the buying service and buy some media 
content. 
 
4. The Buying service establishes a communication with the media service, 
formed by a DRM Content issuer and a DRM Rights issuer. It notifies to 
the media server the identity of the user and the protected content to 
send. 
 
5. In order to create a Rights Object to enforce the controlled consumption 
of the content, the Rights issuer needs the user’s key and certificate. It 
queries the HSS and obtains all the security parameters. 
 
6. The DRM Content and the Rights Object are packaged in the media 
server and can be delivered to the user. The media content and the 
rights object are inherently secure; therefore any transport mechanism 
can be used (e. g. HTTP). 
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2.5. System deployment 
 
This section shows the deployment of the system components designed for this 
project, including the user-side components. The figure below depicts their 
location and interaction interfaces. Note that this deployment diagram is 
designed to be used in different media distribution services, not only for the 
hybrid fixed-mobile P2P superdistribution, which means that new services could 
be implemented expanding the system functionalities. 
 
 
 
 
Fig. 2.9. System deployment 
 
 
2.5.1. User-side components 
 
The user-side module is composed by many functional entities. The device can 
be either a fixed device (PC) or a mobile device. In this case, mobile device 
components are shown. For a fixed device most of the components are the 
same, except the SIM-based DRM Agent and, of course, the operating system 
module. 
 
Starting from the top, there is the user interface, composed by the graphical 
user interface, which needs a specific implementation for any of the services 
and the player component. This component could be used by all the 
applications that need a DRM-enabled player as it offers a defined interface to 
interact with. The player allows different implementations to be adapted to the 
system. For example, for this project, two implementations have been 
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implemented; one based on Video LAN for the fixed devices and a second one 
based on the mobile player CorePlayer for the cell phones and PDA devices. 
 
Under the user interface, the application functional entity is placed. It contains 
all the service-specific modules. In the figure 2.9 can be seen the basic service 
modules for this project, which are the P2P Manager that comprises all the P2P 
superdistribution operations and the DRM Proxy module that acts as a DRM 
relay to bring access to the system’s DRM components to the peers who don’t 
have direct connectivity with the IMS platform. Finally, a SIP stack module is 
present. It is a shared module between the entire services since it is used as an 
interface to interact with the IMS platform using the SIP protocol. 
 
All the application modules have been implemented in Microsoft’s .NET C# 
language. It is an object oriented language that is easily portable to supported 
mobile devices. Therefore, the porting between the fixed and the mobile 
systems could be done in an easy way. It also offers a good and extended 
mobile framework to deploy native applications in Microsoft’s mobile operative 
systems. 
 
The DRM Agent functional entity will be implemented in the SIM card for the 
mobile devices. The AKA module, used to perform the authentication on the 
system, and the Identity module, which is in charge of store the user identity 
parameters, form the SIM component. This functional entity must provide a 
defined interface to the application entity in order to allow the application 
modules to perform the DRM actions needed. In addition, the DRM Agent 
communicates directly with the DRM system to authenticate the user identity 
through the OSCP protocol. 
 
Finally, the Operative System functional entity is placed. It contains the OS 
specific functionality modules, like the network-specific access, database 
access or the GPS capabilities of the devices. For the mobile devices, the 
selected operative system is Windows CE. 
 
Windows CE platform is required in order to develop the client side services on 
.Net technology, which allows the objects oriented development in C# or C++. 
In order to have different communication possibilities, device must be Bluetooth, 
UMTS and Wi-Fi enabled. 
 
 
2.5.2. Server-side components 
 
Like the user-side subsystem, the server-side module is composed by many 
functional entities that are grouped under the IMS platform. OpenIMS is the 
selected open source platform to deploy the content delivery system. 
 
The Fraunhofer Institute FOKUS launched the Open IMS Playground in July 
2004. The FOKUS Open IMS Playground is a testbed that brings together all 
major IMS core components (especially the FOKUS Open Source IMS Core). 
The Playground is a unique open and vendor-independent IMS test 
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environment that can be used as a testbed by academic and industrial 
institutions for early prototyping of new IMS related components, protocols, and 
applications, as well as for testing and benchmarking of components. 
 
The application layer and the IMS core network form the IMS functional entity. 
The IMS core network is basically composed by the CSCF components and the 
HSS. These components have been explained in section 2.2.1.  
 
The application layer is divided in two modules: the application server and the 
DRM module. The application server contains all the system’s services, which 
can be owned by the operator or third parties. The client subsystem can access 
these services through the IMS platform using the SIP protocol. In the other 
hand, the DRM module is formed mainly by the Responder module, which 
receives the OSCP petitions from the DRM Agent and perform the needed 
security tasks obtaining the user credentials from the IMS core components. 
The interaction between the DRM responder and the IMS core network have 
been depicted in section 2.4.3. 
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CHAPTER 3. Peer-to-Peer Protocol 
 
3.1. Introduction 
 
Peer-to-Peer (P2P) is a computing model in which some nodes perform a 
computing task collaboratively. In contrast with the centralized system 
architectures, on a P2P system the peers can take the role as both clients and 
servers. 
 
 
     
 
Fig. 3.1. Peer-to-Peer vs. centralized model 
 
 
The media distribution method for this project is based on a P2P schema. 
Consequently, the contents superdistribution will be done in a practically 
decentralized way. As the users must access the service through an IMS 
platform, there is a centralized component that can be used to gather all the 
peers and contents. The most important benefit of using P2P distribution is that 
the centralized distribution entity needs less processing capacity and bandwidth 
to serve the contents. The central server must be ready to provide contents to 
all the requesting peers, but thanks to the P2P distribution, statistical 
multiplexing can be done reducing significantly the deployment cost of the 
system. The distributed nature of P2P networks also increases the robustness 
of the system in case of failure. 
 
The design and implementation of the P2P protocol is one of the most important 
parts of this project. As will be seen in chapters above, there are two main use 
cases for the media distribution: the download of contents and the media 
stream. Being the main use case the media streaming, the P2P protocol design 
is mostly related to live streaming distribution. 
 
In this chapter, a state of the art about the streaming P2P alternatives will be 
shown, focusing in the chosen solution. After this theoretical analysis the project 
P2P protocol solution will be explained, describing their design and the 
workflow of the protocol. 
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3.2. Live P2P Streaming methods 
 
In a Peer-to-Peer model the different receivers are organized in an overlay 
network, in which every protocol can create their own topology. Nevertheless, 
the most interesting classification is the one related to the overlay network 
management. Using this criterion, live P2P streaming protocols can be basically 
classified in two categories: source-driven and data-driven approaches. 
Topologies built in the overlay can be identical but the way to construct them is 
different depending on the approach. 
 
 
3.2.1. Live P2P categorization 
 
3.2.1.1. Source-driven approach 
 
According to this approach, a control plan and a data plan are differentiated. 
Data plan is used to send data to all peers while control plan is used to manage 
the group and dynamicity of peers (arrivals and departures). Usually, data plans 
result from control plans. Some real protocol examples for this approach are: 
Peercast, Narada, Nice, Zigzag and Bullet. 
 
• Peercast control plan is a tree, the root of which is the source of the 
stream and data plan uses the same tree. 
 
• Differently, Narada control plan is a mesh between peers, and data plan 
is a tree built on top of the mesh, where the root is the source. 
 
• Nice defines hierarchical organization of peers into a cluster, and data 
plan is again a tree built on top of the control plan. 
 
• Zigzag is working like Nice with a clustering control plan and a tree data 
plan, but seems to improve nodes degree metrics compared to Nice. 
 
• Bullet builds a tree for control plan and data plan but adds some 
mechanisms that make it less dependent of the overlay topology. 
 
For all of these protocols, control plan can be radically different from each other 
but data plan is always a spanning tree built on top of control plan and where 
the root is the source. A data plan, which is a tree where the root is the source, 
characterizes source-driven approach. Basically, source-driven approach 
transposes network layer multicast to applicative layer. 
 
 
3.2.1.2. Data-driven approach 
 
Unlike source-driven approach, data-driven approach does not clearly separate 
control plan and data plan. Peers exchange control messages about data 
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availability in the network. Each peer chooses its neighbourhood according to 
the data it wants. Protocols like DONet use gossip algorithms and there is not 
really a control plan or a data plan built in the overlay. 
 
Gossip algorithm is based on the following mechanisms: an entity wishing to 
send a message to all the other entities, send it to randomly selected entities. 
These entities send it again randomly to other entities. At the end, this 
mechanism makes the message possible in order to be transmitted to all 
receivers without a clearly defined topology in the overlay. 
 
A main difficulty to resolve for group communication implemented at applicative 
layer is the dynamicity of the hosts. Actually, it is inconsistent to structure the 
overlay in a fixed topology if the hosts are very dynamic, because arrivals and 
departures of hosts can have a deep impact on the overlay network. That is 
why data-driven approach, which does not really structure the overlay, could be 
less sensitive to dynamicity of hosts, and then could be the best approach to 
use for live P2P streaming protocols. 
 
 
3.2.2. Chosen approach 
 
Contrasting with P2P file sharing, in live P2P media streaming the data stream 
must be constant in order to assure a smooth video/audio playback. Source-
driven implementations, building a tree-based data plan, is a very good 
approach in environments in which the peer dynamicity is very low. However, in 
scenarios where the arrival and departures of the nodes are frequent, a tree 
topology is very vulnerable since a single peer departure can detriment the 
media stream reception of many peers (specially if the departing peer is near 
the root). 
 
As some researches have demonstrated, data-driven protocols are a better 
approach for live P2P streaming applications. For this project a comparison 
between data-driven and source-driven approach made by Pierre et Marie 
Curie - Paris6 university [1] has been taken as reference. As can be seen in this 
paper, a data-driven approach has a much better performance when getting the 
first packet, distribution of the clients in the overlay structure and also in data 
packet losses rate. 
 
In the graphs above the comparison between three implementations of 
Peercast, a well-known source-driven system, and DONet, a data-driven 
system can be seen. 
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Fig. 3.2. Data-driven vs. source-driven analytical results 
 
 
The first graph shows that in a Peercast implementation, the distance to the 
source is smaller than in DONet. However in a data-driven system it is not an 
important parameter since peers don’t have to cross the entire network to get 
the stream from the source. 
 
The other two graphs shows data packet losses rates related to peer 
departures. So, they are related to the dynamicity of the P2P network. As can 
be seen, data-driven system losses are smaller. Data-driven systems resist 
massive departures of peer thanks to redundancy information about other peers 
and make the clients less dependent on the overlay structure. 
 
Taking into account all these results, the chosen approach for this project’s 
peer-to-peer protocol is a data driven approach. Concretely, the protocol design 
is based on the system used in the comparison: CoolStreaming/DONet [2]. 
 
 
3.2.2.1. CoolStreaming/DONet 
 
DONet is a data-driven overlay network for efficient live media streaming. The 
core operational principles in DONet are simple: every peer exchanges 
periodically their data availability with a set of partners that are getting the same 
contents, retrieves unavailable data from one or more partners and supplies 
available data to other partners. DONet generic design with its main 
components is shown in the figure below. 
 
 
 
Fig. 3.3. DONet generic node diagram 
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The tree main modules in the diagram are: membership manager, which helps 
the node to maintain a partial view of the overlay nodes; partnership manager, 
which establishes and maintains the partnership to share contents with other 
nodes; scheduler, which schedules the transmission of video data. 
 
For each segment of video stream, a DONet node can be a receiver, a supplier 
or both. DONet has been designed to afford three main features: 
 
1. Easy to implement: DONet don’t have to construct and maintain a 
complex global structure. 
 
2. Efficient: Data forwarding is dynamically determined according to data 
availability. 
 
3. Robust: The periodically updated data availability and the establishment 
of partnerships allow the system to adapt itself to quick switching among 
multi-suppliers. 
 
Nevertheless, CoolStreaming/DONet is not a complete protocol specification. 
DONet provides for developers a way to follow to implement a data-driven P2P 
system without full-specified parameters and functionalities. For this project, a 
DONet-based peer-to-peer protocol has been designed and implemented. 
 
It’s important to notice that DONet is focused on a P2P overlay without any 
centralized node, delegating the search for contents and members to a pure 
gossip-based protocol. Since the distribution system in this project is based on 
a tracker in the IMS platform, this centralized element can be used to assist the 
member and content searches. Consequently, the peer-to-peer protocol will 
modify the DONet design in some aspect. Next sections describe the protocol 
design and workflow. 
 
 
3.3. Protocol specifications and design 
 
As said before, this protocol is based in DONet. Therefore, it is a data-driven 
P2P protocol for live streaming; despite it can also work in file download mode. 
The main differences between this protocol and the DONet specification rely in 
the use of a central node, called central tracker. 
 
 
3.3.1. Overview of P2P protocol functionality 
 
P2P protocol is an application layer protocol with two independent 
functionalities: control functionality and data transfer functionality. As it is a 
data-driven protocol, the control plan and data plan are not clearly separated 
and can use the same communication channels. 
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Control plan can establish, modify and terminate membership relations between 
peers. Thanks to these relations every peer has a partial view of the global 
overlay network. When the control plan is started it automatically try to discover 
new members and to establish membership relation with them. This auto-
discovering is done dynamically depending on the contents the peer is 
requesting. Basically, every peer notifies its available contents and their 
popularity in the overlay network, hence the auto-discovery is also associated to 
this published information. 
 
In addition, when a peer starts to get some content, the control plan 
automatically establishes partnerships with the peer’s members. When 
partnerships are established, the partner peers exchanges periodically their 
data availability between them. Consequently, every single peer can have a 
partial view of the overlay and can create map tables (called buffer maps) that 
have information about the available parts of a content linked to the partners 
who own these parts. 
 
Data plan is in charge of requesting the peer’s partners for data parts. This plan 
uses the buffer map table built in the control plan to have an updated view of 
the available data parts of their partners. Data plan automatically starts a 
scheduling algorithm that decides what data part have to be requested to a 
determined peer. These decisions are done taking into account different 
parameters, balancing the data flows between some peers. Redundancy is 
allowed in this plan; a peer can request to more than one peer a part of the data 
if it considers it a key part in the stream. 
 
Therefore, the basic P2P protocol functionality is as follows: 
 
1. Establishment of membership relations with other peers. 
 
2. Establishment of partnership relations with some members for each 
content the peer is downloading. 
 
3. Share the available data with the peer’s partners and form buffer maps. 
 
4. Request needed data parts and serves available data parts to requesting 
peers. 
 
 
3.3.2. Architecture 
 
To accomplish the functionalities described in the previous section, P2P 
protocol architecture has been designed in a modular way. Each module is 
intended to perform a set of isolated functions, offering a defined interface to 
describe how to interact with them. The modularity of design allows the stand-
alone implementation of every separated module, as makes the future module 
exchange, and functionality extensions easier. 
 
The figure below shows the different components and their relation. 
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Fig. 3.4. P2P protocol architecture 
 
 
As can be seen, there are some differences between this and the DONet 
architecture, while the overall structure is very similar. The functionality of every 
module is described as follows. 
 
 
3.3.2.1. Membership & Partnership Manager 
 
Firstly, is important to differentiate between the two types of relationship that 
peers can establish: memberships and partnerships. The partial view a peer 
has from the overlay network is represented in their memberships as the peer 
establishes a membership relation with all the discovered nodes. On the other 
hand, the partnership relation is established between members who are sharing 
the same content and want to start to exchange parts. Therefore, the 
partnership relation is related to a specific content and can be considered as a 
subgroup of the membership relations of a peer. 
 
This module contains an updated list with all the peer’s memberships and 
partnerships. This list is named members cache (mCache) and contains all the 
information about other peers, retrieved from the periodically sent membership 
messages. In addition to the published information, the manager maintains a 
relation between the members and the partnerships established using a simple 
list with the member identifiers linked with the content with which the 
partnership has been established. This second list is called partners cache 
(pCache). These two lists compose a complete information table about the 
partial view the peer has from the overlay network and their relations. 
 
Peer-to-Peer Protocol  27 
One of the main functionalities of this module is to handle the received 
messages from other peers, updating the mCache with the newest information 
or adding new entries if receives for first time information from an unknown 
member. It also has a timer to detect the inactivity of the members, deleting 
them from the mCache after a specified maximum idle time. 
 
This module contains all the local peer social information. This information is 
exchanged through membership messages periodically. The responsibility of 
this module is to send the membership messages to the peer members and 
buffer map availability to their partners. 
 
The Membership & Partnership module communicates directly with the network 
interface to send and receive the messages (membership, partnership and 
buffer map messages). It also actively communicates with the Member 
Scheduler, described below, to discover new members. In addition, this module 
has to offer some methods to get members information that are used by almost 
all the other modules in the architecture. Upper layers (i.e. a graphical user 
interface) also can use these methods to show information to the user about 
peer social status and to interact with the known members (i.e. to get contents 
list directly from a member). 
 
 
3.3.2.2. Member Scheduler 
 
The P2P protocol contains two schedulers, being this one the simpler. Its main 
function is to observe the number of members and partner related to a specific 
content. When the number of members that shares a certain content with the 
local peer is lower than defined minimum members count, Member Scheduler 
notifies the Membership & Partnership Manager which will request other peers 
to discover new members. 
 
In the same context, when a member becomes useless because it doesn’t 
share any content with the local peer, or their buffer map information is not well-
updated enough, is the role of Member Scheduler to notify it in order these 
members and/or their partnerships could be eliminated and replaced. 
 
Consequently, the function of this scheduler is to maintain the quality of the 
partial view the peer has from the whole overlay. Thanks to that, good 
redundant ways could be taken when problems in the media reception appear 
and new members must be requested to establish a partnership. With a good-
quality partial view this process could be fast enough to don’t compromise the 
media playback. 
 
 
3.3.2.3. Content Manager 
 
This module manages all the contents: receiving downloads and streams and 
the contents the peer is sharing. Once the user has added a content, it is 
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managed as any other, the only difference is the Data Scheduler will not 
request parts of this media, as the peer is the content provider. 
 
This module must maintain a list with the contents full information and another 
with the identifiers of the active contents: the ones that are being requested or 
provided by the local peer. 
 
 
The Content Manager is the only module that has direct access to the buffer of 
each content, so it has to manage and provide methods that other modules can 
use to access to the media data. It has also access to the buffer maps. 
Therefore, the function of this module is to create, manage and delete new 
buffer/buffer map pairs for each active content in the local peer, at the same 
time as provides an interface to other modules to get data from the buffers and 
information from the buffer maps. 
 
This module communicates with the network interface to request the required 
data parts and the data requests from other peers. As said before, it also has 
direct interaction with buffers and buffer maps. Of course, it has a relation with 
the Membership & Partnership Manager in order to get information about the 
partners who has to be requested for data parts. Finally, the decision of which 
data part is requested to which peer is done in the Data Scheduler. Thus, 
Content Manager also communicates with that module. 
 
 
3.3.2.4. Data Scheduler 
 
It is the second P2P protocol scheduler. Its task is much more complex and 
critical than the Member Scheduler. This module main function is to decide 
which data part must be requested to a specific peer. 
 
Given the buffer maps of the local peer and that of its partners, Data Scheduler 
must schedule the requests in an optimized way. As the protocol is designed to 
work in two modes (downloading and streaming), this scheduler must 
discriminate the contents in these two modes, applying different scheduling 
ruler for each one. 
 
For a homogenous and static network, a simple round-robin scheduler may 
work well, but for a dynamic and heterogeneous network, a more intelligent 
scheduler is necessary. The scheduling algorithm tries to meet two constraints: 
the playback deadline for each segment, and the heterogeneous streaming 
bandwidth from the partners. Hence, Data Scheduler must collect partner’s 
information in order to characterize their response. 
 
As the requests are done in an asynchronous mode, Data Scheduler must track 
the requested peers and data parts in a queue, using timers to determine when 
a request/response have been lost and must be resent. Consequently, a 
communication with the Content Manager is needed. When the manager 
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receives a response from a peer it must notify the Data Scheduler to delete the 
request from the queue. 
 
 
3.3.2.5. Player Adapter 
 
Peer-to-Peer protocol is designed to be player-independent. To achieve his 
topic this module is necessary. Player Adapter is an interface between the 
player and the content Manager, which have to send the media data to the 
selected player taking into account the player characteristics. At least, two 
player adapters must be implemented: one for the download mode and one for 
the streaming mode. 
 
Player Adapter for the download mode must rebuild the original media content 
from the received data parts and store it in a file in the local peer’s system. On 
the other hand, the streaming mode Player Adapter is more complex. A specific 
implementation is required for every different player, which must communicate 
with the player according to their defined interface. Generally, the streaming 
adapters need to implement a buffering control to assure a smooth playback 
and flow control to avoid the overflow of the player’s buffer. 
 
Content Manager notifies the Player Adapter for every data part arrival, thus the 
adapter can interact immediately. This interaction is very important in an 
asynchronous delay-sensitive service like the media streaming. 
 
 
3.3.2.6. Search Engine 
 
The Search Engine is designed as an interface to implement different models of 
content searchers. It defines a method to get the contents list directly from a 
peer and a method to make a search by search-word. This second method 
must implement the desired search mechanism. 
 
 
3.3.2.7. Network Manager 
 
Finally, the Network Manager module provides a network abstraction to the P2P 
protocol. This module offers methods to send messages to a single peer or to 
several of them. These methods get the message to be sent and the 
destination, and there is a method for every transport mode (TCP and UDP). As 
a result, the protocol could use one or both of this transport modes in a easy 
configurable way. 
 
This manager also receives the messages from other peers and dispatches 
them to the correct manager. 
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3.3.3. Data structures 
 
Beyond the architecture modules, some data types have been defined to store 
data information. The main data structures defined are present in the 
architecture diagram (Buffer and Buffer Map), but other data structures are 
necessary to organize efficiently the information related to data and the other 
peers. Defined data structures are described next. 
 
 
3.3.3.1. Data Chunk 
 
A Data Chunk is an association of media information and represents the 
minimum data unit for the P2P protocol. A single Data Chunk can contain many 
data units from the media source, depending on their length. Source nodes 
create the Data Chunks, gathering together some data units from the media 
stream. 
 
The Data Chunk composition can be configured to generate length-fixed chunks 
or time-fixed chunks, depending on the needs of the application. In order to 
maintain an accurate scheduling and flow control in this time-sensitive protocol, 
the management must be done in the time domain. Consequently, if the length-
fixed approach is chosen, a time domain conversion is needed. Taking into 
account that the P2P protocol is not bounded to a specific media codec or data 
rate, a precise knowledge of the media parameters is mandatory. As will be 
seen later, for this project the time-fixed chunks have been chosen. Every Data 
Chunk contains a configurable amount of media seconds, thus the size of each 
Data Chunk is variable, especially when using variable bit rate codecs. 
 
 
 
 
Fig. 3.5. Data Chunk structure 
 
 
As can be seen in the figure above, an identifier and a variable array of bytes 
compose the Data Chunk. The idChunk header identify the data part in the 
stream or download and is used by the overlay network members as a unique 
identifier to publish and request the desired data parts. The data array contains 
a variable amount of media data units from the media source. 
 
3.3.3.2. Chunk Buffer 
 
This structure groups a number of chunks, building a buffer for a specific 
content. As a result a peer contains as many Chunk Buffers as active contents. 
The number of chunks it can store determines the length of the buffer. This 
length is configurable, since it would mainly depend on the memory capabilities 
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of the device. It is an important design constraint in view of the fact that the P2P 
protocol is designed for a hybrid fixed-mobile scenario. 
 
 
 
 
Fig. 3.6. Chunk Buffer structure 
 
 
A content identifier, since there is a buffer for each content, and an array of 
Data Chunks compose the Chunk Buffer structure. Then, knowing the content 
and chunk identifier, a concrete part of the media stream could be acquired very 
fast, with a low computational cost. The Chunk Buffer must provide methods to 
the Content Manager to get a specific chunk and to add new ones to the buffer. 
It also must manage the buffer to control how new Data Chunks are added and 
what is the next to be sent to the Player Adapter. This management is critical 
since the buffer must maintain old Data Chunks to be provided to requesting 
peers. 
 
It is possible to classify two types of buffer operation, depending on the way it 
manages the chunks: 
 
• Closed and fixed windowed buffers: in this type of operation, the peers 
will generate fixed length buffers. Once a buffer is completed, the peer 
will make it available for other peers to get parts of it; and the peer will 
create another buffer to complete. This operation is not very efficient, 
although is very simple to manage. The main problem is that peers take 
too much time to make available to other peers the chunks they get. 
 
• Sliding windowed buffer: in this type of operation, peers will add into 
and read from chunks at the same time. This operation is quite 
complicated to manage, but it is the most efficient way to handle with 
buffers. 
 
Finally, the sliding windowed buffer has been chosen. The management must 
maintain consistently the state of the buffer interacting with the Buffer Map to 
have the real information map updated. As a result, the Chunk Buffer is a 
circular buffer, with an indexer that tracks the first buffer position. 
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3.3.3.3. Buffer Map 
 
Buffer Map structure represents the peer’s data availability for a specific media 
content. Every peer has it’s own Buffer Maps with the Data Chunks that the 
peer has, and a collection of Buffer Maps from their partners. Taking a look into 
these two tables, the Data Scheduler can know the unavailable data and 
indentify the partners who have it. 
 
 
 
 
Fig. 3.7. Buffer Map table 
 
 
It is important to notice that the Buffer Map only contains the chunk identifiers, 
not the Data Chunk itself. 
 
The Buffer Map offers methods to manipulate the maps, adding and removing 
available Data Chunk identifiers, at the same time as methods to request the 
availability and to get an array with the next unavailable Data Chunks that must 
be requested. 
 
 
3.3.4. Messages 
 
For the communication between peers, a set of messages has been defined, 
which can be classified as requests and responses. All the messages inherit 
from a Message class in order to abstract the lower layers from the message 
types. It allows expanding the P2P protocol capabilities with new messages 
changing the minimum number of modules. As follows, a brief description of the 
messages is shown.  
 
• Message: This is the standard message, by which all other messages 
inherit. It contains the standard fields, used in every message and the 
identifiers of the messages types. Therefore, Message contains the peer 
identifier, the content identifier to determine to which content is related 
and the message type. 
 
• BufferMapInfoMessage: This message is used to share the data 
availability between peers. It contains the Buffer Map data structure 
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related to a determined content. These messages are sent periodically 
every time unit for each active content. The time unit is configurable. 
 
• ContentsReqMessage: Its function is to request the contents that match 
with a search word. If the search word is empty, the requested peer 
responses with all their contents. 
 
• ContentsRespMessage: It is the response message generated from a 
ContentsReqMessage. It contains a list with the contents that match the 
search word. 
 
• DataChunkReqMessage: This message is used to request a Data 
Chunk of a media content. It only contains the chunk identifier. 
 
• DataChunkRespMessage: It is the response to a chunk request. It 
contains the Data Chunk structure requested. 
 
• MembersReqMessage: It is sent to a member to request new ones that 
are sharing the specified content. 
 
• MembersRespMessage: If a peer receives a MembersReqMessage 
and knows other peers that are sharing the specified content, a message 
of this type is generated, containing a list with the members information. 
 
• PartnershipReqMessage: This message is sent to request the 
establishment of a partnership for the specified content. It doesn’t 
contain any specific field. 
 
• PartnershipRespMessage: It is the response to a partnership request. 
The message contains the response to the petition (affirmative or 
positive). If the response is positive, the partnership is established 
between the two peers for the specified content. 
 
• PartnershipRemoveMessage: This message is used to remove a 
partnership between two peers for a specific content. This message 
doesn’t generate any response, as the peer who receives it automatically 
removes the partnership, at the same time as the peer who sent the 
message. 
 
• MembershipMessage: This message is sent periodically in order to 
announce the peer existence and status to maintain updated the overlay 
information. It contains a list with the identifiers of their active contents, a 
sequence number to determine if the information is properly updated, the 
network contact information (IP address and port), a time to live to 
determine when the peer has left the system and finally the number of 
partners to show their popularity in the overlay. 
 
The usage of these messages is described in the next section. 
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3.3.5. Overview of operations 
 
This section shows the workflow of the P2P protocol and their interaction with 
the IMS Tracker. It is important to take into account that this centralized element 
can be considered as any other peer in the network, and is using the same P2P 
protocol design and implementation. 
 
The IMS tracker can act as any other peer, distributing the whole content, but 
has information about all the nodes in the network overlay, so it can redirect the 
newly joined nodes to another active node in order to do load balancing. The 
data acquisition sequence occurs as follows for the first user in the system: 
 
 
Fig. 3.8. Communication with IMS Tracker sequence 
 
 
1. Alice wants to download a live streaming content. She access to the 
content browser and when selects her desired content, content browser 
redirects her to the IMS tracker. 
 
2. Alice requests the IMS tracker for the content, and sends a membership 
message to announce her existence. 
Peer-to-Peer Protocol  35 
 
3. Since she is the first user in the system; the IMS tracker cannot redirect 
her to other peer. The tracker updates its mCache with Alice’s 
information and the tracker sends its information in a list of members. 
Consequently, Alice and the IMS tracker establish a partnership and 
begin to exchange their buffer maps. 
 
4. Alice creates a table with buffer map information of her partners, allowing 
her to view the data availability and the nodes that have the data. 
Therefore, Alice request to her partners the data chunks that she misses, 
using a scheduling algorithm. In this case, the tracker is the only partner 
and it has a full buffer map with all the content parts available. 
 
5. Finally, Alice obtains the data chunks and stores it in their buffer. Alice 
(and all the peers) must update and distribute her buffer map to her 
partners. 
 
Supposing that the system has several active peers, the sequence may change 
in complexity, but the algorithm remains as before. For this case, the system is 
composed by the tracker and two nodes (Alice and Bob). Alice and Bob have a 
partnership with the IMS tracker and among them. This scenario is depicted in 
the figure below. 
 
 
 
 
Fig. 3.9. Overlay topology 
 
 
A new node wants to join the system (Charles). 
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Fig. 3.10. Three users scenario sequence 
 
 
1. Charles wants to download the same media than Alice and Bob. When 
he selects this content in the content browser, is redirected to the tracker. 
 
2. Charles sends a membership message to the tracker requesting the 
content and it stores his information in its mCache. 
 
3. In order to load the balance, the tracker redirects the new node to Alice, 
which acts as a deputy of the tracker. Charles repeats the request to 
Alice, and she responds Charles with a list of members with the content 
(Alice, Bob and the tracker). Charles stores the member’s information in 
his mCache. At this point he can establish a partnership relation with 
some of the nodes in the list. Charles decided to create a partnership 
with Alice and Bob, and then they begin to exchange their buffer maps. 
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4. Alice, Bob, and Charles create a table with the buffer map information of 
all the nodes. Therefore all the peers can request to others the media 
parts that they miss. 
 
5. Finally all the nodes acquire the data parts and update and notify the 
changes in their buffer maps. When Charles has some media parts in his 
buffer map, he can start distributing the stream to Alice and/or Bob. 
 
In both scenarios, all the nodes exchange membership messages to announce 
themselves periodically. All the peers that have a partnership established 
update and send its buffer map information. 
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CHAPTER 4. P2P Superdistribution Service 
 
4.1. Introduction 
 
The service consists in a real-time transmission (streaming) and download of 
media content over a semi-unorganized P2P network between different types of 
devices, but mainly focused on mobile technologies. 
 
 
 
 
Fig. 4.1. Service Topology 
 
 
The service is based on a centralized tracker where the contents are published 
and the distribution is made over the IMS platform. It is also possible for some 
nodes to share the content with other nodes through Internet, using the 
information provided by the central tracker. 
 
The central tracker has the information of the requests to the IMS service. By 
this way, it can detect that some nodes are downloading the same content, so 
they can share some parts of them in order to save network load in the 
centralized IMS service. This is only possible if the nodes in charge to share the 
content have a flat fee connection and enough computing capabilities. 
 
The main node devices download the content from IMS or from other nodes. By 
the way, one of the nodes that are downloading the content takes the role of 
local tracker and keeps the information of all the nodes that are interested in 
this content. At this time, all devices in the scope of the peer-tracker can get the 
contact information of other nodes in order to obtain the media flow. 
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At the same time, the peers that receive the media from source peers can be 
also source peers for new peers that get into the network or that cannot reach 
any of the main nodes. 
 
In this chapter, a full service definition is done. First, the service topology is 
explained, taking a look on the different node types. After, the proposed use 
cases are shown becoming in the service specifications and functionalities. 
Finally this chapter explains the design and implementation decisions taken. It 
is important to separate the first sections, which explain the full-service 
definition, and the last section, which shows the real work done. The service is 
still in development phase, thus some of the functionalities are not implemented 
yet. 
 
 
4.2. Service topology 
 
Two types of nodes can be distinguished in the overlay network, depending on 
the connectivity they have with the IMS platform and other peers. 
 
 
4.2.1. Main nodes 
 
These peers have a 3G, Wireless or fixed Internet connection and can contact 
with the IMS service or other nodes not in his scope through Internet. 
 
These nodes are going to be source nodes of the media content, since they will 
download the media from the IMS or other source nodes and will transmit it to 
the other peers in his scope. The Partnership Manager will be the controller of 
the associations with other peers, either in the local network or through Internet, 
and the Download Manager is going to decide which part is being downloaded 
and who is the peer getting it from. 
 
In each network, it should exist, at least, one of these nodes. It is also possible 
to exist two or more of them. In this case, they will share the cost of the 
download, trying to agree to get different parts of the original content from the 
IMS using the information in the central tracker. 
 
To make nodes to agree which part is downloading each one, two different 
ways using the P2P architecture over Internet are proposed: 
 
• It is possible to make users to authenticate as members of a group 
against the IMS. Once the system knows that some nodes are in the 
same local network and they want to get the same content, it is possible 
to offer them different parts of the same content. 
 
• Another possibility is to make nodes to agree before to ask for the 
content. Through the Bluetooth or Wi-Fi network and knowing how heavy 
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is the media they want to get, they can negotiate which part is getting 
each one. 
 
These nodes are going to be also a local tracker. They will keep the contact 
information of the P2P peers to allow nodes in their scope to join the network. 
One of them is going to act also as a DRM proxy, retrieving to the central DRM 
Rights Issuer the rights for new nodes in the network and becoming the DRM 
domain manager to allow or disallow new nodes to join the streaming. 
 
 
4.2.2. Local nodes 
 
These nodes only have connection with other nodes of the network. They 
create an ad-hoc network over Wireless or Bluetooth with other devices to get 
from and share with other nodes the media flow. 
 
These nodes will be mainly receivers of the media flows, although they will also 
retransmit the contents to other nodes in the network, specially the ones outside 
of the scope of main nodes. In these nodes, the Partnership Manager will also 
control the associations with other peers and the Download Manager will control 
which part is being downloaded and who is the peer getting it from. 
 
They will get the DRM rights to open the media using the local tracker as a 
DRM proxy to contact with the DRM Rights Issuer. 
 
 
4.3. Use cases 
 
There are two differentiated use cases of the proposed service, depending on 
the nature of the media content. The difference is mainly in the way the DRM is 
used to control the access to the media flow. 
 
 
4.3.1. Private content 
 
An example of the application of the streaming service with private content 
would be the next story:  
 
Dave is in a party with twelve friends. Just three of them have a 3G mobile 
phone, but all of them would like to see a video that Jim recorded in the last 
party. 
 
As we said, just Dave, Emily and Eric have a 3G phone with connection to 
Internet. Eric had published his video in the IMS service, so Dave, Emily and 
him could download and see it in their devices. However, what all friends want 
is to see the video in their terminals, so they decide to use the new streaming 
service. 
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Dave, Emily and Eric’s phones agree to download a different part of the whole 
content, so they can share the download cost. As soon as they have some part 
of the content, Eric’s phone takes the tracker role and publishes the new media 
streaming, with Eric, Emily and Dave’s phones as source nodes. Eric is also 
offered to take the role of the DRM domain manager, in order to allow only his 
friends to open the media content. His phone will act as a DRM proxy between 
the nodes with no connectivity to the IMS and the DRM Rights Issuer. 
 
After that, all friends turn on the Bluetooth function or Wi-Fi of their phones and 
they create an ad-hoc network. All friends contact to Eric’s phones (the local 
tracker) and ask the system to get the streaming of the video in the last party. 
Eric can see in his screen that is asking to get the content and he allows just his 
friends to watch it, giving them a new DRM object that he retrieves to the DRM 
Authentication Manager in the IMS. 
 
At this time, Dave, Emily and Eric’s phones start the streaming of the content 
through the ad-hoc network and all their friends can see the video in his mobile 
phone. 
 
 
4.3.2. Commercial content 
 
An example of the application of the streaming service with commercial content 
would be the next story: 
 
Five friends meet at a pub to drink some beers. Jim talks about the last video of 
a very famous pop star and Nick remember that his phone company just 
created a service to watch and share videos with some friends through the 
mobile phone. 
 
Nick gets into the new service and he buys the rights to watch the video and 
share it with four friends. Since the video is being downloaded by hundred of 
people in that moment, Nick’s phone is given the information of other four 
devices in Internet that would transfer him the content by P2P connection. 
 
While Nick is downloading the media, his friends turn on the Bluetooth 
connection in their mobile phones. Nick’s phone took the role of local tracker 
and DRM domain manager. All his friends’ mobiles ask for a DRM object to 
Nick’s phone and he answers them with the DRM object he got from de DRM 
Rights Issuer, able to open the content in four more devices than Nick’s phone. 
 
Once all the phones have the rights to open the media content, Nick’s phone 
start sharing the video through the Bluetooth network. 
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4.4. Service specifications and functionalities 
 
According to the use cases presented in the section above and the service 
topology, the next high-level functionalities and specifications could be 
stipulated: 
 
• Two operation modes: The service must provide two operation modes; 
one to download media content to be stored in the device, and a second 
one to get stream live (or not) content. 
 
• User content: Users can publish their own contents. For example, if one 
of the users has downloaded a protected media content, it can be re-
shared as a live stream. Also, if it is a personal content that don’t need 
security, it can be published for any user in the system and share it with 
the community. 
 
• Peer-to-peer: The service must implement a P2P mechanism in order to 
create an overlay in which the contents could be shared in a cooperative 
way. 
 
• Optimal content management: It is a time-sensitive service. 
Consequently, the content management must be optimized in the 
application logic and the player to have a smooth and low-delay video 
playback. 
 
• Optimal network management: The efficiency in the network layer is 
critical in an intensive information transfer application like this. If reliability 
must be guaranteed, timers and retransmissions must be implemented. 
In addition, the overall throughput has to be minimized, reducing the 
control layer impact and the overhead in the data-transfer layer. 
 
• Asynchronous behaviour: Since the service is based in a P2P data 
transfer, it could not use a blocking request-response model. Every peer 
in the system will serve data parts and also request parts to other peers. 
These requests and responses will arrive asynchronously; hence the 
service must work in an asynchronous mode to improve the computing 
efficiency. It makes the service much more complex, making necessary 
the implementation of notifiers and handlers, but it is the only way to 
have a real and optimized P2P service without an abusive use of 
multithreading. 
 
• Platform-independent design: The service design must be done for 
any object oriented language and platform. It can be done using 
interfaces to define the module operations, and specific implementation 
of these interfaces for the concrete platform. 
 
• Easy fixed-mobile porting: A logical separation of the functionalities in 
layers is very important to allow an easy porting between the fixed and 
mobile versions of the service. It also helps to port the service to other 
platforms. 
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• Minimize service-specific architecture: As said before, the system 
(also the user-side) is conceived to be multi-service. As all the service 
must share some functionality, like the IMS access to the server-side 
services, minimizing the service-specific components enables the 
reusability between services. To do it standard modules must be 
designed, especially in the network layer. 
 
• Management of the content protection: As the contents could be 
protected with DRM, the service must manage it. Most of the DRM 
operations are done in the player at the consumption time. Moreover, 
sometimes the main nodes must act as DRM proxies to forward the 
rights requests. 
 
• Group management: As explained in the topology and use cases 
sections, ad-hoc networks must be created and managed by the group. 
The members of the ad-hoc network also have to synchronize between 
them to share the downloading costs, taking every main node a different 
part of the stream. 
 
For this project, every of these constraints have been designed and 
implemented, except the last two points. Therefore, the presented service 
doesn’t support DRM protected content and only main nodes topology has been 
implemented. 
 
As it is shown in section 5.3, these missing functionalities are scheduled in 
future works, but the limited time of this project has reduced the implementation 
goals with regard to the design. 
 
 
4.5. Service architecture 
 
As can be seen in the described service specifications, an accurate design is 
very important to achieve all the project’s goals. The core of the service is the 
peer-to-peer protocol which design is full explained in section 3.3. 
 
Like the P2P protocol, all the service design is highly modular and most of the 
modules have well-defined interfaces to facilitate the interaction and the 
overriding with different implementations. 
 
The service architecture is based in a three-layer architecture. In software 
engineering, three-layer architecture is a software design pattern in which, the 
presentation, the application processing and the data management are 
logically separate processes and are developed and maintained as 
independent modules. Apart from the usual advantages of modular 
software with well-defined interfaces, the three-layer architecture is 
intended to allow any of the three layers to be upgraded or replaced 
independently as requirements or technology change. 
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Since the system works in asynchronous mode, the data transfer methods 
between layers uses an event-based mechanism. The well-defined event-based 
mechanism, taking advantage of the defined interfaces and the fully logical 
separation, allows to reuse some of the modules in other media services. 
 
 
 
 
Fig 4.2. Service three-layer architecture 
 
 
The three-layer architecture has the following layers: 
 
1. Interface: This layer is in charge of formatting the data to present it to 
the users. It also contains the player to play the media content streams 
or downloads. 
 
2. Business Logic: This layer comprises principally the peer-to-peer 
protocol modules. It is in charge of the data management and the 
creation of the messages to be sent to the Integration layer. 
 
3. Integration: This layer enables the interaction between the upper layers 
and the network interface. 
 
In the sections below, the design decisions and a more concrete architecture 
description, as well as the implementation will be shown. The full service 
architecture, including the data structures can be seen in the Annex 1. 
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4.5.1. Interface layer 
 
The graphical user interface is out of the scope of the project objectives. 
Therefore, there isn’t any specific design for it. As will be seen next, a test one 
has been implemented, using a not-embedded player and unidirectional 
communication between layers. In order to allow the events notifications to the 
user interface, a programming interface must be defined. In addition, the player 
must be embedded inside the user interface. 
 
 
4.5.1.1. Interface implementation 
 
The Interface layer is the one that has more changes between the fixed and the 
mobile version. In fact, these two implementations are absolutely different. The 
fixed interface has been implemented for Windows PC systems, using .NET 
Framework, while the mobile one has been implemented for Windows CE 
systems, using .NET Compact Framework. In the next figure these test 
interfaces could be seen. 
 
 
 
 
Fig. 4.3. Test user interfaces 
 
 
Both interfaces share the same functionalities. They have a configuration 
section, which allows to select the network interface and port to receive the 
messages, as well as two fields to specify the IMS tracker IP and port. There is 
also a form to publish contents in the overlay, selecting between two modes: 
download and stream. Finally, the interfaces contain some lists to show the 
status of the member and their relations and controls to search and request 
contents. 
 
As said before, the player is not embedded in the application. Hence, every 
version of the interface launches a stand-alone player to display the media 
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contents. For the fixed mobile the player used is Video LAN, while for the 
mobile version CorePlayer is used. Both players allows almost any media 
format and also are able to open media streams in many streaming methods. 
 
 
4.5.2. Business Logic layer 
 
The Business Logic layer is mainly composed by the peer-to-peer protocol 
components. The figure below shows the complete Business Logic layer 
architecture. 
 
 
 
 
Fig. 4.4. Business Logic architecture 
 
 
In addition to the P2P protocol components, some other modules are used. The 
IMS Manager, which doesn’t have implementation for this project, defines the 
methods to integrate the service with the IMS platform and will implement the 
full SIP stack. 
 
The Stream Source Manager is in charge of the management of the stream 
generation in the source nodes. It contains all the stream sources, represented 
by the Stream Source VLC instances. As can be seen, Video LAN is also used 
to create the stream from a file stored in the source node. 
 
 
4.5.2.1. Business Logic implementation 
 
This section describes only the most important implementation decisions and 
issues. 
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As is specified in the P2P protocol design, this layer contains two schedulers: 
one for the data and other for the members. Both schedulers are very simple 
implementations, doing the required tasks but taking some “dummy” decisions. 
The implementation of optimized schedulers is out of the scope of the project, 
as it needs an accurate design and implementation, which are almost 
impossible to achieve because of the time constraints of the project. 
 
From the implementation point of view, one of the most important components 
is the Player Adapter group. The service implements three player adapters. 
One is for the downloads, which receives and stores the data parts and, when 
the download is finished, reassembles the data parts in a file stored in the 
device. The other two adapters are for the media streaming: one for each player 
(VLC implementation for the fixed users and CorePlayer implementation for 
mobile users). Both adapters are almost identical. 
 
The streaming adapter must create a stream to the player from the data 
acquired in the P2P distribution system. For every active content, the adapter 
opens an instance of the player with the proper configuration parameters to 
receive an UDP stream. All these parameters and the player instance are 
represented in the Stream End Point class. The data arrives from the P2P 
overlay in an unstructured way and the player redirects these data parts to the 
player generating an UDP stream socket. 
 
In order to have a continuous playback, the stream can’t be interrupted because 
of the lack of arrival media parts. To avoid this situation, some buffering is done 
before to start sending parts to the player, at the same time as the scheduler 
must ensure the continuous acquisition of media parts. 
 
In the other hand, a control flow must be performed. If the media parts arrive 
faster than the rate of the media stream the system becomes unstable. All the 
players have a finite queue to reproduce media streams. If the average arrival 
rate (λ) is higher than the service rate (µ), the traffic intensity (ρ) takes values 
higher than 1. 
 
ρ = λ⁄µ      (4.1) 
 
If the traffic intensity is higher than 1, the finite queue of the system would 
rapidly growth to the infinite, becoming a buffer overflow with the consequent 
data losses. 
 
To avoid this situation a token bucket flow control have been implemented. A 
token bucket is a common algorithm used to control the amount of data that is 
injected into a system, allowing for bursts of data to be sent. The data parts 
contains a second of media, thus tokens are generated every second and 
stored in a token buffer. Every time a token is generated or a data part arrives, 
if new data are available to send and almost one token is available on the token 
buffer, the data is taken from the P2P buffer and sent to the player. The token 
buffer length must be smaller or equal to the player buffer to don’t overflow the 
player buffer. 
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Fig. 4.5. Token Bucket architecture 
 
 
If data arrival rate is lower than one data part per second, tokens will be stored 
to allow a controlled bursting. In the other hand, if data arrives faster than one 
part per second, it will be stored in the P2P buffer, waiting for new tokens 
generation. It makes the system stable and allows a smooth content playback. 
 
 
4.5.3. Integration layer 
 
The Integration layer abstracts the higher layers from the access to the 
operative system, at the same time as provides a service-independent 
networking management based in messages. The data managers and the 
network manager compose it.  
 
 
 
 
Fig. 4.6. Integration architecture  
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The data managers are specific for this service. Their function is to provide a 
well-defined interface to the Business Logic layer to send messages to the 
network. The interfaces offer methods that receive the information as 
parameters and then construct the correct message. Messages are defined as 
data structures based on a standard message structure. It makes possible to 
reuse the whole Integration layer in other services, since only new data 
managers and messages must be implemented. Finally, the data manager 
receive messages from the network and transform them into calls to the 
Business Logic interfaces, abstracting completely the higher layers from the 
messages and the network. 
 
The network management comprises its own subsystem architecture to provide 
a reusable, configurable and optimized usage of the system network 
capabilities. 
 
The Network Manager itself is in charge of dispatch the arrived messages to the 
correct data manager. It also contains the instance of the Coder and the two 
transport mechanisms, which are used to initialize the Coder. A Transport 
Address, a data structure that contains the IP address, the port and the 
transport mechanism, represents the connections. It makes the Integration layer 
extensible to new transport mechanisms, just implementing and defining new 
transport modes. The Coder module sends the data with the specified transport, 
formatting the data to be sent. 
 
All the communications of the service use TCP connections to improve the 
service reliability. The cost of establishing and closing a TCP connection is very 
high, resulting in big delays and low throughput if the amount of data transferred 
is small. Taking into account that data parts, as well as control messages are 
very light and the peers that establishes a membership relation are in constant 
contact, a Connection Manager has been implanted. This module main function 
is to maintain opened, manage and close connections depending on the 
membership context. Therefore, a TCP connection between two related peers is 
opened once and maintained while their relation remains. 
 
 
4.5.3.1. Integration implementation 
 
Principally, two interesting issues were found in the implementation process: the 
data formatting and the reusability of TCP connections. 
 
In order to provide platform interoperability, the data sent to the network must 
be formatted with a mechanism that both the sender and the receiver could 
understand. Since the service is implemented in C#, the .NET binary 
serialization was used, serializing the message classes and sending it through 
TCP sockets. However, when porting the service to the mobile platform, even 
using .NET Compact Framework, it doesn’t support the .NET binary 
serialization. The only solution is to format the data with a shared mechanism 
between the two platforms. 
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As a solution, XML serialization has been implemented. The XML serialization 
is much less optimal than the binary one in delay and weigh, but is the only 
shared between the two platforms. It is scheduled to implement a proprietary 
serialization schema in future works. Some classes have been overridden and 
adapted because of their incompatibility with the XML serialization. 
 
At last, the reusability of the TCP connections is not a trivial issue. The 
Connection Manager module is in charge of the management of these 
persistent connections. Every connection is represented by the Connection 
object, which contains a the socket connection and implements a state machine 
to detect where the messages start and finish as one message could be sent in 
many TCP packets. The connection isn’t closed after the message is sent, so is 
not possible to detect when the entire message has arrived. Then, 
synchronization between the sender and the receiver is mandatory. 
 
At the connection level, a start and finish header is added to the formatted 
message, as well as a field indicating the length of the payload data. If the 
receiver reads a start header, next read the length of the packet. Then the 
socket reads the indicated number of bytes and checks if after that, the end 
header is placed. If everything is correct, the data received is sent to the coder 
to get the original message. The system has an error-recovery mechanism. If 
some problem appears, the data received is discarded and a searching for a 
message-start pattern is done. 
 
 
4.5.4. General considerations 
 
Commonly in the three layers and because of the asynchronous nature of the 
service, most of the modules are mandatory unique instances. Since the 
relations of the modules are very meshed, the singleton pattern to access the 
methods of the modules is used. A unique class (named Application) acts as a 
gathering point to get any of the singleton instances. 
 
It has been designed in this way because of the impossibility of using generic-
interface singleton calls without losing the abstraction of the concrete 
implementations. Having multiple threads accessing methods of unique-
instanced objects needs an accurate management of the access because of the 
concurrency. Methods that modify global variables or data structures must block 
the multiple accesses to prevent inconsistencies. 
 
Finally, there are a lot of parameters in the service that are directly related to 
the efficiency of the system, like time-out and retransmission timers, buffer 
lengths, etc. It is out of the scope of this project the testing to get the correct 
values of these parameters. However, all the service design has the efficiency 
and optimization in mind. Because of that, all the parameters in the service are 
fully configurable through a configuration class. 
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CHAPTER 5. Conclusions 
 
5.1. Reached objectives 
 
The specified objectives at the start of the project have been successfully 
reached. 
 
This project had two main objectives: the study and design of a content delivery 
system based in an IMS platform with DRM capabilities and the design and 
implementation of a hybrid fixed-mobile controlled media distribution service 
using Peer-to-Peer. These two objectives were not totally independent, since 
both parts must work together to reach a specific set of goals, despite every 
part had it’s own functional requirements. Therefore, both objectives have been 
completed with the full picture in mind. 
 
Throughout the project development, a theoretical vision of the IMS and OMA 
DRM technologies was acquired, which allowed designing the content delivery 
system taking into account the technologies limitations, as well as their strong 
points for the integration. As a result, system architecture is proposed and 
deployment tests are being done at the time of this project presentation. 
 
In the other hand, the whole service, including a full-featured P2P protocol, has 
been designed specifically for this project, without adapting any existing 
implementation. The design was made using UML notation and thinking in the 
code reusability and easy porting between platforms. Since the service was 
planned for mobile devices, the computational and network efficiency was a 
very important constraint that had been taken into account, as can be seen in 
the service design and implementation section. 
 
Finally, the service has been implemented following the previous design. Some 
changes in the course of development were made in the design, but the overall 
architecture has been respected. It rewards the design efforts made. 
 
Because of the lack of a real deployment testbed of the proposed system with 
all the functionalities, no integration between the service and the system is 
done. Although it is out of the scope of the project objectives, it would have 
been good to have some integration. 
 
 
5.2. Environmental impact 
 
Since it is a software development, the only environmental impact lies in the 
energetic expenses generated to carry out this project. 
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5.3. Improvements and next steps 
 
As said before, the project is still in the development phase. Consequently, 
many things in the project could be improved. 
 
At the time of this project presentation, some bugs have been found, and are 
pending to be solved. Although some test programs have been created to test 
specific functionalities, an intensive test set is necessary to detect new bugs. In 
the same line, the service parameters are fully configurable. Some tests could 
be done to get the most correct values for the better service efficiency. 
 
One of the most important parts of the service is the data scheduler. Its heuristic 
determines the performance of the whole system. For a homogenous and static 
network, a simple round-robin scheduler may work well, but for a dynamic and 
heterogeneous network, a more intelligent scheduler is needed. The accurate 
design and implementation of this scheduler is necessary to get a reliable 
service. 
 
Some of the designed features have been taken out of the scope of the project 
because of time constraints, but are scheduled to be finished before the end of 
the DRMSolution-NG project. These features mainly include the ad-hoc mobile 
network design and implementation and the DRM proxy functionality design and 
implementation. 
 
In the other hand, the deployment of the content delivery system should be 
finished soon, and the integration between the platform and the service must be 
done. To do it, a full SIP stack must be implemented in the service to allow the 
user registration in the system and the access to the application services. 
 
 
Bibliography  53 
Bibliography 
 
 
[1] Thomas Silverston and Oliver Fourmaux, “Source vs Data-driven 
Approach for Live P2P Streaming” Proceedings of the International Conference 
on Networking, International Conference on Systems and International 
Conference on Mobile Communications and Learning Technologies 
(ICNICONSMCL’06), 2006. 
 
[2] Xinyan Zhang; Jiangchuan Liu; Bo Li; Yum, Y.-S.P., 
“CoolStreaming/DONet: a data-driven overlay network for peer-to-peer live 
media streaming”, INFOCOM 2005. 24th Annual Joint Conference of the IEEE 
Computer and Communications Societies. Proceedings IEEE , vol.3, no., pp. 
2102-2111 vol. 3, 13-17 March 2005 
 
[3] 3GPP, 3rd Generation Partnership Project; Technical Specification 
Group Core Network and Terminals; IP multimedia call control protocol based 
on Session Initiation Protocol (SIP) and Session Description Protocol (SDP); 
Stage 3 (Release 7). TS 24.229, V7.4.0 (2006-06).  
 
[4] OpenIMS,  http://www.openimscore.org/  
 
[5] Bechtold, S. “The Present and Future of Digital Rights Management 
Automated Production of Cross Media Content for Multi-Channel Distribution”, 
2006. AXMEDIS '06. Second International Conference on Dec. 2006 Page(s):6 
- 7 Digital Object Identifier 10.1109/AXMEDIS.2006.52 
 
[6] Kalker, T., "DRM Interoperability," Computational Intelligence and 
Security, 2007 International Conference on, vol., no., pp.xxiii-xxiii, 15-19 Dec. 
2007 
 
[7] 3GPP, http://www.3gpp.org/ 
 
[8] W. Hiroshi, S. Junichi. “A Service-Oriented Design Framework for Secure 
Network Applications”. In Proc. of the 30th IEEE International Conference on 
Computer Software and Applications Conference (COMPSAC 2006).  
 
[9] M. Hurtado, A. Oller, and J. Alcober, "The SIP-CMI Platform- An Open 
Testbed for Advanced Integrated Continuous Media Services," TridentCom 
2006.  
 
[10] G. Camarillo, M. García, “IP Multimedia Subsystem (IMS): Merging the 
Internet and the Cellular Worlds”, Wiley 2006. 
 
[11] OMA,  http://www.openmobilealliance.org/ 
 
 

Service architecture  55 
ANNEX 1. Service architecture 
 
This section shows the full class diagram of the service, including the data 
structures in UML notation. The size of the diagram makes unreadable the 
diagrams in the printed version. Please, look into the digital document version 
for a proper vision. 
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Fig A.1. Service architecture 
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Fig. A.2. Data structures architecture
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ANNEX 2. Dissemination 
 
In this section, the paper “Hybrid Fixed-Mobile P2P Superdistribution” is 
presented. This paper was sent and accepted in the 2008 edition of the 
Network and Electronic Media Summit (NEM Summit 2008), which aims to be a 
major annual conference and exhibition devoted to the field of Network and 
Electronic Media and ICT at large. The paper was presented on October 13-15, 
2008 in Saint-Malo, France with a very good acceptance. 
 
This publication represents the dissemination efforts done in the scope of this 
project. Some other dissemination activities are planned for the near future. 
Concretely, more specific papers related to the peer-to-peer protocol 
implementation and the content delivery system are scheduled. 
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Abstract: The Internet and the cellular telephony system 
are the two most influential communication systems of the 
last years. The arrival of the IP Multimedia Subsystem 
(IMS) promises to help service providers to deploy a 
complete array of real-time, customized business and 
consumer multimedia services over any access network. 
IMS is an integrated solution that defines a generic 
architecture for offering Voice over IP (VoIP) and 
advanced multimedia services. 
This paper describes a hybrid fixed-mobile P2P super-
distribution system. This super-distribution service is 
aligned with the current interests of telecommunication 
operators that desire to offer services with large user 
acceptance and that involve a massive access to the service 
without collapsing their network infrastructure. Operators 
can increase their revenues for connectivity and Digital 
Rights Management (DRM)-based license distribution of 
the multimedia content, depending on the content and on 
the desired business model. 
Keywords: P2P, Live Streaming, IMS, DRM 
1 INTRODUCTION 
Advances in information technology and communications are 
promoting an evolution of the philosophy of the 
telecommunication operators; slowly moving from a 
centralized vision to a more distributed one. With the 
objective of attracting new consumers and generating new 
profits, operators are studying alternative business models to 
adapt services with massive acceptance from the users. We are 
fundamentally talking about Peer-to-Peer (P2P) services like 
multimedia resource sharing, video on demand, P2P 
television, etc. 
They are also considering the option that third party providers 
or the final users can develop their own services over their 
operator infrastructure. For that, they will provide service 
deployment platforms and development APIs, both open for 
their user communities. 
In this context, one of the open points that have to be carefully 
studied, from an operator point of view, is the deployment of 
multimedia P2P services and the right management of the 
multimedia resources. It is a key point for the operator to have 
some control over the multimedia resources that the users can 
share and distribute. 
Our proposal consists in an integration of the DRM 2.0 [3] 
mechanisms over an IMS platform. In our testbed we have 
used the open source OpenIMS [2] platform. Over this 
platform we have implemented an advanced DRM super-
distribution service [4] over IMS [1]. This super-distribution 
hybrid service allows the sharing and dissemination of 
multimedia resources over both fixed and mobile networks 
and clients. 
In a client-server fully centralized scenario, the content is 
provided by a source (streaming server) that is serving several 
streams as the clients connect to it. Although multiple load 
balancing and clustering techniques exist, the computational 
capacity and the bandwidth are limited in this scenario. When 
the server arrives at this congestion point it begins to discard 
connections or it provides low quality to the connected clients. 
An accurate dimensioning at the operator side is an especially 
critical aspect in this type of environments. 
For minimizing operator requirements, our service follows a 
P2P paradigm for the live multimedia streaming over a hybrid 
mobile and fixed environment. Our approach is very similar to 
the one in the CoolStreaming application [5]. It allows the 
service users to simultaneously share multimedia content over 
the 3G platforms and other LAN or PAN networks (Wi-Fi, 
Bluetooth, etc.). 
Users act at the same time as consumers and producers of 
content while the content is being reproduced. A key element 
here is the scheduling algorithm that works with different 
sources, each one with its different bandwidth. The scheduler 
asks for small parts (chunks) of the multimedia content to the 
different nodes that act as sources using an heuristic approach. 
This heuristic uses environment information provided by a 
gossip algorithm and economical criteria taking into account 
the different links and bandwidths. This tries to keep a balance 
in the resource allocation and the different node types. 
Users consume multimedia resources in a progressive way and 
the different source locations are totally transparent to them, 
as they receive and reproduce the content as it comes from a 
unique original source. 
When several users stream content in a cooperative way, they 
can maximize the streaming performance while minimizing 
downloading cost as they share the access network. With the 
proposed architecture the benefits are immediate in terms of 
fault tolerance, scalability, transparency and reliability. 
This super-distribution service is aligned with the current 
interests of telecommunication operators that desire to offer 
services with large user acceptance and that involve a massive 
access to the service without collapsing their network 
infrastructure. Operators can increase their revenues for 
connectivity and DRM-based license distribution of the 
multimedia content, depending on the content and on the 
desired business model. 
 The remaining of this paper is organized as follows. First, the 
whole system architecture is presented, describing the main 
components such as the IMS platform and the DRM system, 
as well as their integration. Second, the hybrid fixed-mobile 
P2P super-distribution system is described, focusing on the 
architecture and the implementation design. Finally, some 
conclusions summarize the most significant aspects of this 
paper. 
 
2 SYSTEM ARCHITECTURE 
The system architecture by which the services are deployed is 
made up of an IMS platform enhanced with DRM capabilities 
to control the media distribution. 
IMS was initially developed by the Third Generation 
Partnership Project (3GPP [6]) to meet the requirements of 
GSM operators seeking to deploy IP applications over their 
3G wireless networks. It basically comprises three layers: 
Connectivity Layer, Control Layer and Service Layer. 
The connectivity layer includes devices (routers, switches, 
etc.) both for the backbone and the access network (multiple 
type of network access permitted). 
The control layer includes network control servers for 
managing call or session set-up, modification and release. 
Several tasks of SIP servers, collectively called CSCF (Call 
Session Control Function) are used to process SIP signaling 
packets in the IMS. Among the security and user subscription 
functions there are the AuC (Authentication Center) and the 
HSS (Home Subscriber Server), which communicate with 
CSCF in order to provide security management for 
subscribers. The interconnections with other operators’ 
networks and or other types of networks are handled by border 
gateways (BGCF). 
 
 
Figure 1. IMS architecture 
 
The service layer includes application and content servers in 
order to execute value added services for the user. Generic 
service enablers defined in the IMS standard are implemented 
as services in a SIP application server [8], which is the native 
server in IMS.  
At IMS terminal level the devices must behave like SIP User 
Agent (UA) to support SIP signaling and additionally support 
RTP flows for multimedia services. 
 
DRM is a term that refers to access control technologies 
developed with the purpose of limiting usage of digital 
content. It is enforced by using encryption technologies that 
permits content owners to control the user access to that 
digital content, mainly creative media such as video or music.  
It is often assumed that DRM technology is an unitary piece 
of software that can protect content. In fact, DRM comprises a 
wide variety of technologies and services: some of them may 
reside on a user’s device, other may reside on a network 
server or on the network. 
DRM solutions provide end-to-end applications incorporating 
the encryption technologies and the corresponding services for 
controlled digital distribution. Such technologies can be 
embedded into many components, from those that reside on a 
single device (such as PDA) to those that can be found in a 
commercial Internet Server. 
Managing rights to digital content requires persistent 
identification clarity and usage rules to rely on in order to 
provide unambiguous instructions to a computer program used 
to protect content. 
To manage and protect intellectual property, it is essential to 
having adequate identification and description related to the 
available content. Such data needs to be persistently 
associated with the content itself so that various applications 
can have access to it. The main technologies to enforce it are 
fingerprinting, watermarking and digital signatures. 
2.1 DRM integration in IMS platform 
For the integrated platform, OMA DRM system has been 
chosen. OMA (Open Mobile Alliance) [10] is a 
standardization body that develops open standards for the 
mobile phone industry. The scope of OMA DRM is to enable 
the controlled consumption of digital media objects by 
allowing content providers to offer more flexible services 
ensured by controlled consumption of the contents. In this 
way, DRM goes beyond the physical delivery of content, 
arriving to manage the entire content lifecycle. 
In any DRM solution it is critical to ensure the controlled 
consumption of the protected content. The two main threats 
are the access to DRM Content which does not comply with 
the Rights Object constraints and the creation of illegal copies 
of valuable content. 
DRM protection is enforced at the point of consumption. This 
is modeled in the OMA DRM by the introduction of a DRM 
Agent. Its role is to enforce permissions and constraints and to 
control access to DRM Content at the user side. 
The basic steps for distributing DRM Content can be 
summarized as follows. 
  
• Content packaging: Content is packaged in a DCF (secure 
content container), encrypted with a symmetric encryption 
key. The DCF contains additional information about the 
media (vendor, version, etc.) and a URI to obtain the Right 
Object where the content encryption key that unlocks the 
content is located. 
• DRM Agent Authentication: All DRM Agents have a 
unique public/private key pair and a certificate. The 
certificate also includes information about the device. This 
allows the content and rights issuer to authenticate a DRM 
Agent using standard PKI procedures. DRM Agent must 
perform the DRM Authentication before it obtains the 
Rights Object in order to allow the Rights Issuer to bind 
the Rights Object with the DRM Agent.  
• Rights Object generation: A Rights Object is an XML file. 
It is associated with content, expressing the permissions 
and constraints of it. 
• Rights Object protection: Sensitive parts of Rights Objects 
must be encrypted before the delivery, bounding the 
Rights Object with the DRM Agent. It ensures that only a 
specified DRM Agent can access the content. This 
operation and the one above are done in the Rights Issuer, 
so the DRM Agent must have been authenticated. 
• Delivery: Since DRM Content and Rights Object are 
inherently secure, they can be delivered using any 
transport mechanism. They can be delivered together or 
separately. 
OMA DRM specifies several use cases, including super 
distribution, allowing the distribution of content between 
users. At the consumption time users are redirected to IMS 
platform to obtain the rights for the content consumption. 
The next figure describes at high level the components 
involved in a controlled content delivery using OMA DRM in 
the IMS architecture. 
 
Figure 2. OMA DRM and IMS interaction 
 
1. DRM Agent joins the service provider IMS architecture 
and also gets connected to the DRM authentication 
service. The DRM Agent sends its key and certificate to 
the DRM authentication service. 
2. DRM authentication service adds the user key and 
certificate to the user information, binding the IMS 
identity with the DRM Agent security information. At 
this point the system has all the information about the 
user stored in the HSS. 
3. The user decides to access to the buying service and buy 
some media content. 
4. The buying service establishes a communication with the 
media service, formed by a DRM Content issuer and a 
DRM Rights issuer. It notifies to the media server the 
identity of the user and the protected content to send. 
5. In order to create a Rights Object to enforce the 
controlled consumption of the content, the Rights issuer 
needs the user’s key and certificate. It requests the HSS 
and obtains all the security parameters. 
6. The DRM Content and the Rights Object are packaged in 
the media server and can be delivered to the user. The 
media content and the rights object are inherently secure; 
therefore any transport mechanism can be used (e. g. 
HTTP). 
2.2 System architecture 
The whole system architecture is depicted in the diagram 
below. The client subsystems can access to the server side 
services through the IMS platform that acts as an entry point 
for the users as well as a deploying platform for the operators. 
 
 
Figure 3. System architecture 
 
The server side subsystems in the above figure are the ones 
proposed to deploy the P2P hybrid super-distribution. The 
main subsystems are described below. 
• DRM Platform: It implements all the functionalities 
offered by DRM technologies, like registration, rights 
acquisition, license and domain management, etc. It 
represents the core of the DRM System. 
• DRM Manager: This subsystem offers an interface for the 
content providers as well as the advertisers to perform the 
tasks related with the management of their contents and 
advertisements, as well as license, rights and domains. 
• Client Manager: This subsystem is in charge of keeping 
the user profile updated with the available service usage 
information (consumption, sharing between users) from 
other subsystems.  
• DRM protected Content Repository: This is a data 
repository where it is possible to store the recorded content 
 that can be proposed to an end-user by the delivery 
platform. It is holding all the necessary information used 
by the web service to help the end-user to select content of 
interest. 
• Browsing Server: The Browsing server send to the 
platform users the description of valuable content held in 
the DRM protected Content Repository. 
• Tracker: This subsystem assists the communication 
between peers that share the selected content. The tracker 
also acts as a peer, delivering contents from the file server. 
 
3 P2P HYBRID SUPER-DISTRIBUTION 
The service consists in a real-time transmission (streaming) of 
media content over a semi-unorganized P2P network between 
different types of devices, but mainly focused on mobile 
technologies. 
 
Figure 4. Service topology 
 
The service is based on a centralized tracker where the 
contents are published and the distribution is made over the 
IMS platform. It is also possible for some nodes to share the 
content with other nodes through Internet, using the 
information provided by the central tracker. 
The central tracker has the information of the requests to the 
IMS service. By this way, it can detect that some nodes are 
downloading the same content, so they can share some parts 
of them in order to save network load in the centralized IMS 
service. This is only possible if the nodes in charge to share 
the content have a flat fee connection and enough computing 
capabilities. 
The main node devices download the content from IMS or 
from other nodes. By the way, one of the nodes that are 
downloading the content takes the role of local tracker and 
keeps the information of all the nodes that are interested in 
this content. At this time, all devices in the scope of the peer-
tracker can get the contact information of other nodes in order 
to obtain the media flow. 
At the same time, the peers that receive the media from source 
peers can be also source peers for new peers that get into the 
network or that cannot reach any of the main nodes. 
3.1 Node types 
Two types of nodes can be distinguished in the overlay 
network, depending on the connectivity they have with the 
IMS platform and other peers. 
3.1.1 Nodes with direct connection to the IMS Service 
(Main nodes) 
These peers have a 3G or Wireless Internet connection and 
can contact with the IMS service or other nodes not in his 
scope thorough Internet. 
These nodes are going to be source nodes of the media 
content, since they will download the media from the IMS or 
other source nodes and will transmit it to the other peers in his 
scope. The Partnership Manager will be the controller of the 
associations with other peers, either in the local network or 
through Internet, and the Download Manager is going to 
decide which part is being downloaded and who is the peer 
getting it from. 
In each network, it should exist, at least, one of these nodes. It 
is also possible to exist two or more of them. In this case, they 
will share the cost of the download, trying to agree to get 
different parts of the original content from the IMS using the 
information in the central tracker. 
To make nodes to agree which part is downloading each one, 
we propose two different ways using the P2P architecture over 
Internet: 
• It is possible to make users to authenticate as members of a 
group against the IMS. Once the system knows that some 
nodes are in the same local network and they want to get 
the same content, it is possible to offer them different parts 
of the same content. 
• Another possibility is to make nodes to agree before to ask 
for the content. Through the Bluetooth network and 
knowing how heavy is the media they want to get, they 
can negotiate which part is getting each one. 
These nodes are going to be also a local tracker. They will 
keep the contact information of the P2P peers to allow nodes 
in their scope to join the network. One of the is going to act 
also as a DRM proxy, retrieving to the central DRM Rights 
Issuer the rights for new nodes in the network and becoming 
the DRM domain manager to allow or disallow new nodes to 
join the streaming. 
3.1.2 Nodes with connection just with other nodes or 
main nodes (Nodes) 
These nodes only have connection with other nodes of the 
network. They create an ad-hoc network over Wireless or 
Bluetooth with other devices to get from and share with other 
nodes the media flow. 
These nodes will be mainly receivers of the media flows, 
although they will also retransmit the contents to other nodes 
in the network, specially the ones outside of the scope of main 
nodes. In these nodes, the Partnership Manager will also 
control the associations with other peers and the Download 
Manager will control which part is being downloaded and 
who is the peer getting it from. 
  
They will get the DRM rights to open the media using the 
local tracker as a DRM proxy to contact with the DRM Rights 
Issuer. 
3.2 Use cases 
There are two differentiated use cases of the proposed server, 
depending on the nature of the media content. The difference 
is mainly in the way the DRM is used to control the access to 
the media flow 
3.2.1 Private content 
An example of the application of the streaming service with 
private content would be the next story:  
Dave is in a party with twelve friends. Just three of them have 
a 3G mobile phone, but all of them would like to see a video 
that Jim recorded in the last party. 
As we said, just Dave, Emily and Eric have a 3G phone with 
connection to Internet. Eric had published his video in the 
IMS service, so Dave, Emily and him could download and see 
it in their devices. However, what all friends want is to see the 
video in their terminals, so they decide to use the new 
streaming service. 
Dave, Emily and Eric’s phones agree to download a different 
part of the whole content, so they can share the download 
cost. As soon as they have some part of the content, Eric’s 
phone takes the tracker role and publishes the new media 
streaming, with Eric, Emily and Dave’s phones as source 
nodes. Eric is also offered to take the role of the DRM domain 
manager, in order to allow only his friends to open the media 
content. His phone will act as a DRM proxy between the 
nodes with no connectivity to the IMS and the DRM Rights 
Issuer. 
After that, all friends turn on the Bluetooth function of their 
phones and they create an ad-hoc network. All friends contact 
to Eric’s phones (the local tracker) and ask the system to get 
the streaming of the video in the last party. Eric can see in his 
screen who is asking to get the content and he allows just his 
friends to watch it, giving them a new DRM object that he 
retrieves to the DRM Authentication Manager in the IMS. 
At this time, Dave, Emily and Eric’s phones start the 
streaming of the content through the Bluetooth network and 
all their friends can see the video in his mobile phone. 
3.2.2 Commercial content 
An example of the application of the streaming service with 
commercial content would be the next story: 
Five friends meet at a pub to drink some beers. Jim talks 
about the last videoclip of a very famous pop star and Nick 
remember that his phone company just created a service to 
watch and share videoclips with some friends through the 
mobile phone. 
Nick gets into the new service and he buys the rights to watch 
the video and share it with four friends. Since the videoclip is 
being downloaded by hundred of people in that moment, 
Nick’s phone is given the information of other four devices in 
Internet that would transfer him the content by P2P 
connection. 
While Nick is downloading the media, his friends turn on the 
Bluetooth connection in their mobile phones. Nick’s phone 
took the role of local tracker and DRM domain manager. All 
his friends’ mobiles ask for a DRM object to Nick’s phone and 
he answers them with the DRM object he got from de DRM 
Rights Issuer, able to open the content in four more devices 
than Nick’s phone. 
Once all the phones have the rights to open the media content, 
Nick’s phone start sharing the videoclip through the Bluetooth 
network. 
 
3.3 Service architecture 
The client side service architecture is divided in three layers. 
Every layer defines a set of interfaces to interact with, making 
each independent of the specific implementation. It is very 
useful in an environment where different types of devices 
have to share the same service. 
 
 
Figure 5. Service Architecture 
  
• Interface: The interaction point with the user. A specific 
implementation is needed for every device type. 
• Business Logic: The core of the system. In this layer the 
actions of each service are performed and it must be 
unique for all the implementations. 
• Integration: Abstracts the superior layers for the 
interaction with the OS. Consequently, a specific 
implementation is required for each device type, although 
all the services in the same device can share a single 
implementation. 
3.3.1 Business logic architecture 
This layer performs all the P2P operation. The architecture is 
based in CoolStreaming, a gossip-based architecture. Some 
modifications have been done over the CoolStreaming 
specification to adapt the architecture for the IMS central 
tracker and the ad-hoc mobile nodes. It also has been added 
some components to manage the consumption rights of DRM 
content. 
  
Figure 6. Business logic architecture 
 
There are four key modules. (1) The membership/partnership 
manager maintains a partial view of the overlay network and 
establishes and maintains the partnership with other peers. (2) 
The scheduler determines what peer must be requested for a 
stream section, and the content manager contains the buffering 
components to request, receive and manage the stream. (3) 
DRM manager is in charge of perform all the management 
operations related to the control of the media consumption. 
Finally, (4), the IMS manager is used to interact with the IMS 
platform in order to authenticate the user in the system and to 
get access to the server side service (content browsing). 
3.3.2 Integration architecture 
The most important component in the integration layer is the 
network manager. This component receives messages from 
the higher components, and sends it to a destination. By this 
way, the higher components are abstracted from the OS and 
the connection technology. The operations requested by the 
business logic are packaged in messages in the network 
manager upper components. 
Under the network manager a specific transport mechanism 
have been implemented for a .Net environment. This transport 
is independent of the service, so any component can use it. 
The data transmission can use UDP or TCP transactions. TCP 
connections are managed and maintained to be reusable for 
different logical connections in a bidirectional way; hence 
only one TCP connection between two peers is used. It 
supposes a higher scalability for the whole system. 
 
4 CONCLUSIONS 
The proposed service allows the multimedia content super-
distribution in an easy, fast and scalable way. By using open 
networks to create local distribution networks we try to 
minimize the consumed bandwidth in the operator network. 
This local adhoc network can be Bluetooth, Wi-Fi or any 
future IP-enabled technology that are available to the 
terminals. 
In addition, this service is integrated in IMS, the operator’s 
reference architecture; this allows the integration with existing 
and future standard-based services while can be deployed 
easily over high-bandwidth 3G networks empowering their 
usage. P2P services like the one proposed in this paper can 
produce new incomes to the operators and interesting services 
to the users. In addition, P2P flexibility, reliability and 
efficiency can improve the distribution of common content. 
DRM techniques can be used not only for controlling illegal 
media sharing but also for personal content security. PAN 
networks are inherently insecure and distributing personal 
multimedia content can be made more safely by protecting the 
media with a DRM domain key. This assures that only the 
persons on the domain can view the protected media. 
Finally, the software infrastructure developed for this project 
has been developed with flexibility and reusability in mind 
and can be easily used for new added value services in both 
the operator and the terminal layers. For example, a location 
based service is also being developed using most of the 
components described in this paper. 
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