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Abstract
Linear discriminant analysis (LDA) is a classical
method for dimensionality reduction, where dis-
criminant vectors are sought to project data to a
lower dimensional space for optimal separability of
classes. Several recent papers have outlined strate-
gies for exploiting sparsity for using LDA with high-
dimensional data. However, many lack scalable meth-
ods for solution of the underlying optimization prob-
lems. We propose three new numerical optimization
schemes for solving the sparse optimal scoring formu-
lation of LDA based on block coordinate descent, the
proximal gradient method, and the alternating direc-
tion method of multipliers. We show that the per-
iteration cost of these methods scales linearly in the
dimension of the data provided restricted regulariza-
tion terms are employed, and cubically in the dimen-
sion of the data in the worst case. Furthermore, we
establish that if our block coordinate descent frame-
work generates convergent subsequences of iterates,
then these subsequences converge to the stationary
points of the sparse optimal scoring problem. We
demonstrate the effectiveness of our new methods
with empirical results for classification of Gaussian
data and data sets drawn from benchmarking repos-
itories, including time-series and multispectral X-ray
data, and provide Matlab and R implementations of
our optimization schemes.
1 Introduction
Sparse discriminant techniques have become popu-
lar in the last decade due to their ability to provide
increased interpretation as well as predictive perfor-
mance for high-dimensional problems where few ob-
servations are present. These approaches typically
build upon successes from sparse linear regression,
in particular the LASSO and its variants (see Hastie
et al. [2013, Section 3.4.2] and Hastie et al. [2015]), by
augmenting existing schemes for linear discriminant
analysis (LDA) with sparsity-inducing regularization
terms, such as the `1-norm and elastic net.
Thus far, little focus has been put on the optimiza-
tion strategies of these sparse discriminant methods,
nor their computational cost. We propose three novel
optimization strategies to obtain discriminant direc-
tions in the high-dimensional setting where the num-
ber of observations n is much smaller than the am-
bient dimension p or when features are highly corre-
lated, and prove their convergence. The methods are
proposed for multi-class sparse discriminant analy-
sis using the sparse optimal scoring formulation with
elastic net penalty proposed in [Clemmensen et al.,
2011]; adding both the `1- and `2-norm penalties
gives sparse solutions which, in particular, are com-
petitive when high correlations exist in feature space
due to the grouping behaviour of the `2-norm. The
first two strategies are proximal gradient methods
based on modification of the (fast) iterative shrinkage
algorithm [Beck and Teboulle, 2009] for linear inverse
problems. The third method uses a variant of the al-
ternating direction method of multipliers similar to
that proposed in [Ames and Hong, 2016]. We will
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see that these heuristics allow efficient classification
of high-dimensional data, which was previously im-
practical using the current state of the art for sparse
discriminant analysis. For example, if a diagonal or
low-rank Tikhonov regularization term is used and
the number of observations is very small relative to
p, then the per-iteration cost of each of our algo-
rithms is O(p); that is, the per-iteration cost of our
approach scales linearly with the number of features
of our data. Finally, we provide implementations of
our algorithms in the form of the R package accSDA1
and Matlab software2.
1.1 Existing approaches for sparse
LDA
We begin with a brief overview of existing sparse dis-
criminant analysis techniques. Methods such as [Fan
and Fan, 2008, Tibshirani et al., 2003, Witten and
Tibshirani, 2011] assume independence between the
features in the given data. This can lead to poor
performance in terms of feature selection as well as
predictions, in particular when high correlations ex-
ist. Thresholding methods such as [Shao et al., 2011],
although proven to be asymptotically optimal, ignore
the existing multi-linear correlations when threshold-
ing low correlation estimates. Thresholding, further-
more, does not guarantee an invertible correlation
matrix, and often pseudo-inverses must be utilized.
For two-class problems, the results of [Mai and Zou,
2013] established an equivalence between the three
methods described in [Clemmensen et al., 2011, Mai
et al., 2012, Wu et al., 2008]. These three approaches
are formulated as constrained versions of the Fisher’s
discriminant problem, the optimal scoring problem,
and a least squares formulation of linear discriminant
analysis, respectively. For scaled regularization pa-
rameters, [Mai and Zou, 2013] showed that they all
behave asymptotically as Bayes rules. Another two-
class sparse linear discriminant method is the linear
programming discriminant method proposed in [Cai
and Liu, 2011], which finds an `1-norm penalized es-
timate of the product between covariance matrix and
difference in means.
The sparse optimal scoring (SOS) problem was
originally formulated in [Clemmensen et al., 2011]
as a multi-class problem seeking at most K − 1
sparse discriminating directions, whereas [Mai and
Zou, 2013] was formulated for binary problems. Mai
and Zou later proposed a multi-class sparse discrimi-
nant analysis (MSDA) based on the Bayes rule formu-
1Available at https://github.com/gumeo/accSDA and
https://cran.r-project.org/web/packages/accSDA
2Available at http://bpames.people.ua.edu/software
lation of linear discriminant analysis in [Mai and Zou,
2015]. It imposes only the `1-norm penalty, whereas
the SOS imposes an elastic net penalty (`1- plus `2-
norm). Adding the `2-norm can give better predic-
tive performance, in particular when very high cor-
relations exist in data. MSDA, furthermore, finds all
discriminative directions at once, whereas SOS finds
them sequentially via deflation. A sequential solution
can be an advantage if the number of classes is high,
and a solution involving only a few directions (the
most discriminating ones) is needed. On the other
hand, if K is small, finding all directions at once, may
be advantageous, in order to not propagate errors in
a sequential manner.
Finally, the zero-variance sparse discriminant anal-
ysis approach of [Ames and Hong, 2016] reformulates
the sparse discriminant analysis problem as an `1-
penalized nonconvex optimization problem in order
to sequentially identify discriminative directions in
the null-space of the pooled within-class scatter ma-
trix. Most relevant for our discussion here is the use
of proximal methods to approximately solve the non-
convex optimization problems in [Ames and Hong,
2016]; we will adopt a similar approach for solving
the SOS problem.
2 Proximal Methods for Sparse
Discriminant Analysis
In this section, we describe a block coordinate de-
scent approach for (approximately) solving the sparse
optimal scoring problem for linear discriminant anal-
ysis. Proposed in [Hastie et al., 1994], the optimal
scoring problem recasts linear discriminant analysis
as a generalization of linear regression where both
the response variable, corresponding to an optimal
labeling or scoring of the classes, and linear model
parameters, which yield the discriminant vector, are
sought. Specifically, suppose that we have n × p
data matrix X, where the rows of X correspond to
observations in Rp sampled from one of K classes;
we assume that the data has been centered so that
the sample mean is the zero vector 0 ∈ Rp. Opti-
mal scoring generates a sequence of discriminant vec-
tors and conjugate scoring vectors as follows. Sup-
pose that we have identified the first k − 1 discrimi-
nant vectors β1, . . . ,βk−1 ∈ Rp and scoring vectors
θ1, . . . ,θk−1 ∈ RK . To calculate the kth discrimi-
nant vector βk and scoring vector θk, we solve the
2
optimal scoring criterion problem
arg min
θ∈RK ,β∈Rp
‖Y θ −Xβ‖2
s.t. 1nθ
TY TY θ = 1,
θTY TY θ` = 0 ∀` < k,
(1)
where Y denotes the n×K indicator matrix for class
membership, defined by yij = 1 if the ith observation
belongs to the jth class, and yij = 0 otherwise, and
‖ · ‖ : Rn → R denotes the vector `2-norm on Rn
defined by ‖y‖ =
√
y21 + y
2
2 + · · ·+ y2n for all y ∈ Rn.
We direct the reader to [Hastie et al., 1994] for further
details regarding the derivation of (1).
A variant of the optimal scoring problem which em-
ploys regularization via the elastic net penalty func-
tion is proposed in [Clemmensen et al., 2011]. As
before, suppose that we have identified the first k− 1
discriminant vectors β1, . . . ,βk−1 and scoring vectors
θ1, . . . ,θk−1. To calculate the kth sparse discrimi-
nant vector βk and scoring vector θk, as the optimal
solutions of the optimal scoring criterion problem
arg min
θ∈RK ,β∈Rp
‖Y θ −Xβ‖2 + γβTΩβ + λ‖β‖1
s.t. 1nθ
TY TY θ = 1,
θTY TY θ` = 0 ∀` < k,
(2)
where Y ∈ Rn×K is again the indicator matrix for
class membership, λ and γ are nonnegative tuning
parameters, Ω is a p × p positive definite matrix,
and ‖ · ‖1 : Rp → R denotes the vector `1-norm
on Rp defined by ‖x‖1 = |x1| + |x2| + · · · + |xp| for
all x ∈ Rp. That is, (2) is the result of adding regu-
larization to the optimal scoring problem using a lin-
ear combination of the Tikhonov penalty term βTΩβ
and the `1-norm penalty ‖β‖1; we will provide further
discussion regarding the choice of Ω in Section 2.4.
The optimization problem (2) is nonconvex, due to
the presence of nonconvex spherical constraints. As
such, we do not expect to find a globally optimal solu-
tion of (2) using iterative methods. In [Clemmensen
et al., 2011], a block coordinate descent method to
iteratively approximate solutions of (2) is proposed.
Specifically, suppose that we have an estimate (θt,βt)
of (θk,βk). To update θ
t, we fix β = βt and solve
the optimization problem
θt+1 = arg min
θ∈RK
‖Y θ −Xβt‖2
s.t. 1nθ
TY TY θ = 1,
θTY TY θ` = 0 ∀` < k.
(3)
The subproblem (3) is nonconvex in θ, however, it
is known that (3) admits an analytic solution and
can be solved exactly in polynomial time (see Clem-
mensen et al. [2011, Section 2.2] for more details).
Indeed, we have the following lemma.
Algorithm 1: Block Coordinate Descent for
SDA (2)
Data: Given initial iterate θ0 ∈ RK
Data: Approximate solution (θ∗,β∗) of (2).
for t = 0, 1, 2 . . . until converged
Update βt as the solution of (5) with θ = θt
using the solution returned by one of
Algorithm 3, Algorithm 4, Algorithm 5, or
Algorithm 6.
Update θt+1 by
w = (I −QkQTkD)D−1Y TXβt,
θt+1 =
w√
wTDw
end
Lemma 2.1 The problem (3) has optimal solution
θt+1 = s(I −QkQTkD)D−1Y TXβt, (4)
where D = 1nY
TY , Qk is the K × k matrix
with columns consisting of the k − 1 scoring vec-
tors θ1, . . . ,θk−1 and the all-ones vector e ∈ RK ,
and s is a proportionality constant ensuring that
(θt+1)TDθt+1 = 1.
For completeness, we provide a proof of Lemma 2.1
in Appendix A. After we have updated θt+1, we ob-
tain βt+1 by solving the unconstrained optimization
problem
βt+1 = arg min
β∈Rp
‖Y θt+1 −Xβ‖2 + γβTΩβ + λ‖β‖1. (5)
That is, we update βt+1 by solving the generalized
elastic net problem (5). It is suggested in [Clem-
mensen et al., 2011] that (2) can be solved using the
algorithm proposed in [Zou and Hastie, 2005]. Unfor-
tunately, this approach carries a per-iteration compu-
tational cost on the order of O(mnp+m3), where m
is the desired number of nonzero coefficients, which
is prohibitively expensive if both p and m are large;
for example, if m = cp for some constant c ∈ (0, 1),
then the per-iteration cost scales cubically with p.
Our primary contribution is a collection of algo-
rithms for solving the elastic net problem (5). Specif-
ically, we propose three new algorithms, each based
on the evaluation of proximal operators. We will see
that these algorithms require significantly fewer com-
putational resources than the elastic net algorithm if
we exploit structure in the regularization parameter
Ω.
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2.1 Proximal Algorithms for the Gen-
eralized Elastic Net Problem
Given a convex function f : Rp → R, the proximal
operator proxf : R
p → Rp of f is defined by
prox
f
(y) = arg min
x∈Rp
{
f(x) +
1
2
‖x− y‖2
}
,
which yields a point that balances the competing ob-
jectives of being near y while simultaneously mini-
mizing f . The use of proximal operators is a classical
technique in optimization, particularly as surrogates
for gradient descent steps for minimization of non-
smooth functions. For example, consider the opti-
mization problem
min
x∈Rp
f(x) + g(x), (6)
where f : Rp → R is differentiable and g : Rp → R
is potentially nonsmooth. That is, (6) minimizes an
objective that can be decomposed as the sum of a
differentiable function f and nonsmooth function g.
To solve (6), the proximal gradient method performs
iterations consisting of a step in the direction of the
negative gradient −∇f of the smooth part f followed
by evaluation of the proximal operator of g: given
iterate xt, we obtain the updated iterate xt+1 by
xt+1 = prox
αtg
(xt − αt∇f(xt)), (7)
where αt is a step length parameter. If both f and g
are differentiable and the step size αt is small, then
this approach reduces to the classical gradient descent
iteration: xt+1 ≈ xt−αt∇f(xt)−αt∇g(xt). We di-
rect the reader to the recent survey article [Parikh
and Boyd, 2014] for more details regarding the proxi-
mal gradient method and proximal operators in gen-
eral.
In [Beck and Teboulle, 2009], the authors con-
sider a specialization of the proximal gradient
method, called the iterative soft-thresholding algo-
rithm (ISTA) to the `1-reguarlized linear inverse
problem
min
x∈Rn
‖Ax− b‖2 + λ‖x‖1, (8)
where A ∈ Rm×n, b ∈ Rm are known, and λ > 0 is
a regularization parameter chosen by the user; here
b is often noisy measurements of an unknown vec-
tor or signal x by the sampling matrix A. The pri-
mary contribution of [Beck and Teboulle, 2009] is
an accelerated variant of ISTA, called fast iterative
soft-threshold (FISTA), and a convergence analysis
establishing the non-asymptotic global rate of conver-
gence of both ISTA and FISTA; we’ll delay further
Algorithm 2: Backtracking algorithm for ISTA
Data: Start with L0 > 0 and scaling parameter
η > 1
. Result: Minimizer x∗ of F .
for t = 0, 1, 2 . . . until converged
for k = 0, 1, 2 . . . until step size accepted
Update step length
L¯ = ηkLt−1, α =
1
L¯
Update iterate using proximal gradient
step (7):
xt+1 = prox
α¯g
(
xt + α¯∇f(xt))
Determine whether to accept update or
increment step length:
if F (xt+1) ≤ f(xt) +∇f(xt)T (xt+1 −
xt) + L¯2 ‖xt+1 − xt‖2 + g(xt+1)
Accept update: Lt = L¯, αt = α¯.
break.
end
end
end
discussion of FISTA until Section 2.2. Although mo-
tivated by the linear inverse problem (8), the analysis
of [Beck and Teboulle, 2009] focuses on the more gen-
eral problem of minimizing the sum f + g, where f is
differentiable with Lipschitz continuous gradient and
g is potentially nonsmooth. In this case, a Lipschitz
constant of ∇f is used as a constant step size in (7)
or the step length is chosen using the backtracking
rule given by Algorithm 2. The following theorem es-
tablishes that the sequence of iterates generated con-
verges sublinearly to the optimal function value of
F := f + g at a rate no worse than O(1/t); see [Beck
and Teboulle, 2009, Theorem 3.1].
Theorem 2.1 Let the function F : Rn → R be de-
composable as F (x) = f(x)+g(x), where f is differ-
entiable with Lipschitz continuous gradient; let L be
a Lipschitz constant such that
‖∇f(x)−∇f(y)‖ ≤ L‖x− y‖
for all x,y ∈ Rn. Suppose that F has minimizer
x∗ ∈ Rn. Let {xt}∞t=0 be the sequence of iterates
generated by (7) with constant step size α = 1/L or
by Algorithm 2. Then there exists constant c > 0
such that
F (xt)− F (x∗) ≤ cL‖x
0 − x∗‖2
t
(9)
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for all t.
Expanding the residual norm term ‖Y θ−Xβ‖2 in
the objective of (5) and dropping the constant term
shows that (5) is equivalent to minimizing
F (β) =
1
2
βTAβ + dTβ + λ‖β‖1, (10)
where A = 2(XTX + γΩ) and d = −2XTY θt+1.
We can decompose F as F (β) = f(β) + g(β), where
f(β) = 12β
TAβ+dTβ and g(β) = λ‖β‖1. Note that
F is strongly convex if the penalty matrix Ω is posi-
tive definite; in this case (10) has unique minimizer.
Note further that f is differentiable with
∇f(β) = Aβ + d.
Moreover, the proximal operator of the `1-norm term
g(β) = λ‖β‖1 is given by
prox
λ‖·‖1
(y) = sign(y) max{|y| − λe,0} =: Sλ(y);
see [Parikh and Boyd, 2014, Section 6.5.2]. The prox-
imal operator Sλ = proxλ‖·‖1 is often called the soft
thresholding operator (with respect to the threshold
λ) and sign : Rp → Rp and max : Rp × Rp → Rp
are the element-wise sign and maximum mappings
defined by
[sign(y)]i = sign(yi) =
 +1, if yi > 00, if yi = 0−1, if yi < 0
and [max(x,y)]i = max(xi, yi). Using this decompo-
sition, we can apply the proximal gradient method to
generate a sequence of iterates {βt} by
βt+1 = sign(pt) max{|pt| − λαte,0}, (11)
where
pt = βt − αt∇f(βt) = βt − αt(Aβt + d); (12)
here, e and 0 denote the all-ones and all-zeros vectors
in Rp, respectively. Our proximal gradient algorithm
is summarized in Algorithm 3. It is important to note
that this update scheme is virtually identical to that
of the iterative soft thresholding algorithm (ISTA)
for linear inverse problems (see Beck and Teboulle
[2009]). Here, our problem and update formula dif-
fers only from that typically associated with ISTA in
the presence of the Tikhonov regression term βTΩβ
in our model. As an immediate consequence, we see
that the sequence of function values {F (βt)} gener-
ated by Algorithm 3, with an appropriate choice of
step lengths {αt}, converges sublinearly to the opti-
mal function value of (10) at a rate no worse than
O(1/t) (compare to Beck and Teboulle [2009, Theo-
rem 3.1]).
Algorithm 3: Proximal gradient method for
solving the elastic net subproblem (5)
Data: Initial iterate β0 and sequence of step
lengths {αt}∞t=0.
Result: Solution β∗ of (5).
for t = 0, 1, 2 . . . until converged
Update gradient term by (12):
pt = βt − αt(Aβt + d).
Update iterate using proximal gradient step
(11):
βt+1 = sign(pt) max{|pt| − λαte,0}
end
Theorem 2.2 Let {βt} be generated by Algorithm 3
with initial iterate β0 and constant step size αt = α ∈
(0, 1/‖A‖) or step sizes chosen using the backtracking
scheme given by Algorithm 2, where ‖A‖ = λmax(A)
denotes the spectral norm of A equal to the largest
magnitude eigenvalue of A. Suppose that β∗ is a
minimizer of F . Then there exists constant c such
that
F (βt)− F (β∗) ≤ c‖A‖‖β
0 − β∗‖2
t
(13)
for any t ≥ 1.
As an immediate consequence of Theorem 2.2, the
sequence of iterates generated by Algorithm 3 con-
verges to the unique minimizer of (5) if the penalty
parameter Ω is chosen to be positive definite. In-
deed, in this case, the sequence of iterates {βt} con-
verges to a solution with optimal value; since strongly
convex functions have unique minimizers, {βt} must
converge to β∗. If we choose Ω to be positive semidef-
inite, then any limit point of the sequence of iterates
generated by Algorithm 3 is a minimizer of (5); we
will see that using such a matrix may have attractive
computational advantages despite this loss of unique-
ness.
It is reasonably easy to see that the quadratic term
of F is differentiable and has Lipschitz continuous
gradient with constant L = ‖A‖; this is the signifi-
cance of the ‖A‖ term in (13). In order to ensure con-
vergence in our proximal gradient method, we need
to estimate ‖A‖ to choose a sufficiently small step
size α. Computing this Lipschitz constant may be
prohibitively expensive for large p; one can typically
calculate ‖A‖ to arbitrary precision using variants of
the Power Method (see Golub and Van Loan [2013,
Sections 7.3.1, 8.2]) at a cost of O(p2 log p) float-
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ing point operations. Instead, we could use an up-
per bound L˜ ≥ L to compute our constant step size
α = 1/L˜ ≤ 1/L. For example, when Ω is a diagonal
matrix, we estimate ‖A‖ by
‖A‖ = 2‖γΩ +XTX‖
≤ 2γ‖diag(Ω)‖∞ + 2‖X‖2F ≈
1
α
,
where diag(M) ∈ Rp is the vector of diagonal entries
of the matrix M ∈ Rp×p Here, we used the triangle
inequality and the identity ‖XTX‖ ≤ ‖X‖2F , where
‖X‖F denotes the Frobenius norm of X defined by
‖X‖F =
√√√√ n∑
i=1
p∑
j=1
x2ij .
The Frobenius norm and, hence, this estimate of ‖A‖
can be computed using only O(np) floating point op-
erations.
2.2 The Accelerated Proximal Gradi-
ent Method
The similarity of our method to iterative soft thresh-
olding and, more generally, our use of proximal gra-
dient steps to mimic the gradient method for min-
imization of our nonsmooth objective, suggests that
we may be able to use momentum terms to accelerate
convergence of our iterates. In particular, we modify
the fast iterative soft thresholding algorithm (FISTA)
described in [Beck and Teboulle, 2009, Section 4] to
solve our subproblem. This approach extends a vari-
ety of accelerated gradient descent methods, most no-
tably those of Nesterov [Nesterov, 1983, 2005, 2013],
to minimization of composite convex functions; for
further details regarding the acceleration process and
motivation for why such acceleration is possible, we
direct the reader to the references [Allen-Zhu and
Orecchia, 2014, Bubeck et al., 2015, Flammarion and
Bach, 2015, Lessard et al., 2016, O’Donoghue and
Candes, 2015, Su et al., 2014, Tseng, 2008].
We accelerate convergence of our iterates by tak-
ing a proximal gradient step from an extrapolation
of the last two iterates. Applied to (6), the acceler-
ated proximal gradient method features updates of
the form
yt+1 = xt + ωt(x
t − xt−1) (14)
xt+1 = prox
αg
(yt+1 − α∇f(yt+1)), (15)
where ωt ∈ [0, 1) is an extrapolation parameter; a
standard choice of this parameter is t/(t+3). Apply-
ing this modification to our original proximal gradient
Algorithm 4: Accelerated proximal gradient
method for solving (5) with constant step size
Data: Initial iterates β0 = β−1, step length α,
and sequence of extrapolation parameters
{ωt}∞t=0.
Result: Solution β∗ of (5).
for t = 0, 1, 2 . . . until converged
Update momentum term by (14):
yt = βt + ωt(β
t − βt−1).
Update gradient term by (12):
pt = yt − α(Ayt + d).
Update iterate using proximal gradient step
(11):
βt+1 = sign(pt) max{|pt| − λαe,0}.
end
algorithm yields Algorithm 4. Modifying the back-
tracking line search of Algorithm 2 to use the accel-
erated proximal gradient update yields Algorithm 5.
It can be shown that the sequence of iterates gener-
ated by either of these algorithms converges in value
to the optimal solution of (5) at rate O(1/t2) (see
Beck and Teboulle [2009, Theorem 4.4]).
Theorem 2.3 Let {βt} be generated by Algorithm 4
with initial iterate β0 and constant step size αt =
α ∈ (0, 1/‖A‖). Then there exists constant C > 0
such that
F (βt)− F (β∗) ≤ C‖A‖‖β
0 − β∗‖2
t2
(16)
for any t ≥ 1 and minimizer β∗ of F .
2.3 The Alternating Direction
Method of Multipliers
We conclude by proposing a third algorithm for min-
imization of (10) based on the alternating direction
method of multipliers (ADMM) for minimizing sep-
arable functions under linear coupling constraints.
The ADMM solves problems of the form
min
x∈Rp,y∈Rm
{f(x) + g(y) : Ax+By = c} , (17)
via an approximate dual gradient ascent, where f :
Rp → R, g : Rm → R, A ∈ Rr×p,B ∈ Rr×m,
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Algorithm 5: Accelerated proximal gradient
method for solving (5) with backtracking line
search
Data: Initial iterates β0 = β−1, initial Lipschitz
constant L0 > 0, scaling parameter η > 1,
and sequence of extrapolation parameters
{ωt}∞t=0.
Result: Solution β∗ of (5).
for t = 0, 1, 2 . . . until converged
for k = 0, 1, 2 . . . until step size accepted
Update step length
L¯ = ηkLt−1, α =
1
L¯
Update iterate using accelerated
proximal gradient step (11):
yt = βt + ωt(β
t − βt−1)
pt = yt − α(Ayt + d)
βt+1 = sign(pt) max{|pt| − λαe,0}.
Determine whether to accept update or
increment step length:
if
(βt+1−yt+1)T
(
L¯
2 I −A
)
(βt+1−yt+1) ≥
0
Accept update: set Lt = L¯ and
αt = α¯.
break.
end
end
end
and c ∈ Rr; we direct the reader to the recent sur-
vey [Boyd et al., 2011] for more details regarding the
ADMM.
Recall that the minimization of the composite func-
tion F defined in (10) can be written as the uncon-
strained optimization problem
min
β∈Rp
F (β) = min
β∈Rp
1
2
βTAβ + dTβ + λ‖β‖1. (18)
We can rewrite (18) in an equivalent form appropri-
ate for the ADMM by splitting the decision variable
β ∈ Rp as two new variables x,y ∈ Rp with an ac-
companying linear coupling constraint x = y. Under
this change of variables, we can express (18) as
min
x,y∈Rp
1
2x
TAx− xTd+ λ‖y‖1
s.t. x− y = 0. (19)
The ADMM generates a sequence of iterates using ap-
proximate dual gradient ascent steps as follows. The
augmented Lagrangian of (19) is defined by
Lµ(x,y, z) =
1
2
xTAx− xTd+ λ‖y‖1
+ zT (x− y) + µ
2
‖x− y‖2
for all x,y, z ∈ Rp; here, µ > 0 is a penalty param-
eter controlling the emphasis on enforcing feasibility
of the primal iterates x and y. To approximate the
gradient of the dual functional of (19), we alternately
minimize the augmented Lagrangian with respect to
x and y. We then update the dual variable z by a
dual ascent step using this approximate gradient.
Suppose that we have the iterates (xt,yt, zt) after
t steps of our algorithm. To update x, we take
xt+1 = arg min
x∈Rp
Lµ(x,y
t, zt)
= arg min
x∈Rp
1
2
xT (µI +A)x− xT (d+ µyt − zt).
Applying the first order necessary and sufficient con-
ditions for optimality, we see that xt+1 must satisfy
(µI +A)xt+1 = d+ µyt − zt. (20)
Thus, xt+1 is obtained as the solution of a linear sys-
tem. Note that the coefficient matrix µI+A is inde-
pendent of t; we take the Cholesky decomposition of
µI +A = BBT during a preprocessing step and ob-
tain xt+1 by solving the two triangular systems given
by
BBTxt+1 = d+ µyt − zt.
When the generalized elastic net matrix Ω is diago-
nal, or M := µI + 2γΩ is otherwise easy to invert,
we can invoke the Sherman-Morrison-Woodbury for-
mula (see Golub and Van Loan [2013, Section 2.1.4])
to solve this linear system more efficiently; more de-
tails will be provided in Section 2.4. In particular, we
see that
(µI + 2γΩ + 2XTX)−1
= M−1 − 2M−1XT (I + 2XM−1XT )−1XM−1;
computing this inverse only requires computing the
inverse of M and the inverse of the n × n matrix
I + 2XM−1XT .
Next y is updated by
yt+1 = arg min
y∈Rp
Lµ(x
t+1,y, zt)
= arg min
y
λ‖y‖1 + µ
2
‖y − xt+1 − zt/µ‖2.
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Algorithm 6: Alternating direction method of
multipliers for solving (5)
Data: Start with initial iterates x0 = y0 and
step length µ.
Result: Solution β∗ = x∗ = y∗ of (5).
for t = 0, 1, 2 . . . until converged
Update x by (20):
(µI +A)xt+1 = d+ µyt − zt..
Update y using soft thresholding (21):
yt+1 = Sλ(x
t+1 + zt/µ)
Update z using approximate dual ascent
(22):
zt+1 = zt + µ(xt+1 − yt+1)
end
That is, yt+1 is updated as the value of the soft
thresholding operator of the `1-norm at z
t/µ+ xt+1:
yt+1 = Sλ(x
t+1 + zt/µ). (21)
Finally, the dual variable z is updated using the ap-
proximate dual ascent step
zt+1 = zt + µ(xt+1 − yt+1). (22)
This approach is summarized in Algorithm 6. It is
well-known that the ADMM generates a sequence of
iterates which converge linearly to an optimal solu-
tion of (17) under certain strong convexity assump-
tions on f and g and rank assumptions on A and
B, all of which are satisfied by our problem (19)
when Ω is positive definite (see, for example, Deng
and Yin [2012]). It follows that the sequence of iter-
ates {xt,yt, zt} generated by Algorithm 6 converges
to a minimizer of F (β); that is, xt − yt → 0 and
F (xt), F (yt) converge linearly to the minimum value
of F .
2.4 Computational Requirements
To motivate the use of our proposed proximal meth-
ods for the minimization of (5), we briefly sketch the
per-iteration computational costs of each of our meth-
ods. We will see that for certain choices of regular-
ization parameters, the number of floating point op-
erations needed for each iteration scales linearly with
the size of the data.
The most expensive step of both the proximal gra-
dient method (Algorithm 3) and the accelerated prox-
imal gradient method (Algorithm 4) is the evaluation
of the gradient ∇f . Given a vector β ∈ Rp, the gra-
dient at β is given by
∇f(β) = Aβ = 2
(
XTX + γΩ
)
β
= 2XTXβ + 2γΩβ.
The product XTXβ can be computed using O(np)
floating point operations by computing y = Xβ and
then XTy. On the other hand, the product Ωβ re-
quires O(p2) flops for unstructured Ω. However, if we
use a structured regularization parameter Ω we can
significantly decrease this computational cost. Con-
sider the following examples:
• Suppose that Ω is a diagonal matrix: Ω =
Diag(u) for some vector u ∈ Rp+. Then the
product Ωβ can be computed using O(p) flops:
(Ωβ)i = uiβi.
Moreover, we can estimate the Lipschitz con-
stant ‖A‖ for use in choosing the step size α
by
‖A‖ ≤ 2γ‖Ω‖+ 2‖X‖2F = 2γ‖u‖∞ + 2‖X‖2F ,
which requiresO(np) flops, primarily to compute
the norm ‖X‖2F .
• If the use of diagonal Ω is inappropriate, we
could store Ω in factored form Ω = RRT where
R ∈ Rp×r, and r is the rank of Ω. In this case,
we have
Ωβ = R(RTβ),
which can be computed at a cost of O(rp) flops.
Thus, if we use a low-rank parameter Ω, say r ≤
O(n), we can compute the gradient using O(np)
flops. Similarly, we can estimate the step size α
using
‖A‖ ≤ 2‖R‖2F + 2‖X‖2F
(computed at a cost of O(rp+ np) flops).
In either case, using a diagonal Ω or low-rank factored
Ω, each iteration of the proximal gradient method
or the accelerated proximal gradient method requires
O(np) flops. Similar improvements can be made if
Ω is tridiagonal, banded, sparse, or otherwise nicely
structured.
Similarly, the use of structured Ω can lead to sig-
nificant improvements in computational efficiency in
our ADMM algorithm. The main computational bot-
tleneck of this method is the solution of the linear
system in the update of x:
(µI +A)xt+1 = d+ µyt − zt.
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Without taking advantage of the structure of A, we
can solve this system using a Cholesky factorization
preprocessing step (at a cost of O(p3) flops) and sub-
stitution to solve the resulting triangular systems (at
a cost of O(p2) flops per-iteration). However, we can
often use the Sherman-Morrison-Woodbury Lemma
to solve this system more efficiently using the struc-
ture of A. Indeed, fix t and let b = d + µyt − zt.
Then we update x by
x = (µI +A)−1b.
If M = µI + 2γΩ then we have
(µI +A)−1 =
(
µI + 2γΩ + 2XTX
)−1
=
(
M + 2XTX
)−1
= M−1 + 2M−1XT
(
I + 2XM−1XT
)−1
XTM−1.
The matrix I + 2XM−1XT is n × n, so we may
solve any linear system with this coefficient matrix us-
ing O(n3) flops; a further O(n2p) flops are needed to
compute the coefficient matrix if given M−1. Thus,
the main computational burden of this update step is
the inversion of the matrix M . As before, we want to
choose Ω so that we can exploit its structure. Con-
sider the following cases.
• If Ω = Diag(u) is diagonal, then M is also di-
agonal with
[M−1]ii =
1
µ+ 2γui
.
Thus, we require O(p) flops to compute M−1v
for any vector v ∈ Rp.
• On the other hand, if Ω = RRT , where R ∈
Rp×r, then we may use the Sherman-Morrison-
Woodbury identity to compute M−1:
M−1 =
1
µ
I − 2γ
µ2
R
(
I +
2γ
µ
RTR
)−1
RT .
Therefore, we can solve any linear system with
coefficient matrix M at a cost of O(r2p) flops
(for the formation and solution of the system
with coefficient matrix I + 2γµ R
TR).
In either case, we never actually compute the matri-
ces M−1 and (µI +A)−1 explicitly. Instead, we up-
date x as the solution of a sequence of linear systems
and matrix-vector multiplications, at a total cost of
O(n2p) flops (in the diagonal case) or O((r2 + n2)p)
flops (in the factored case). Thus, if the number
Prox Grad ∇f ‖A‖
Diagonal O(np) O(np)
Rank r O(rp+ np) O(rp+ np)
Full rank O(p2) O(p2 log p)
ADMM (µI +A)x = b
Diagonal O(n3 + n2p)
Rank r O(n3 + n2p+ r2p)
Full rank O(p3)
Table 1: Upper bounds on floating point operation
counts for most time consuming steps of each al-
gorithm. For our (accelerated) proximal gradient
method, these are the matrix-vector multiplication to
compute the gradient ∇f and the estimation of the
Lipschitz constant using ‖A‖ ≤ 2 (‖Ω‖+ ‖X‖2F ) to
define the step length; for ADMM, this is the solution
of the linear system in the update of x.
of observations n is much smaller than the num-
ber of features p, then the per-iteration computation
scales roughly linearly with p. Table 2.4 summarizes
these estimates of per-iteration computational costs
for each proposed algorithm. Further, we should note
that these bounds on per-iteration cost assume that
the iterates β and x are dense; the soft-thresholding
step of the proximal gradient algorithm typically in-
duces β containing many zeros, suggesting that fur-
ther improvements can be made by using sparse arith-
metic.
2.5 Convergence of our block coordi-
nate descent method
In this section, we investigate the convergence prop-
erties of our block coordinate descent method (Algo-
rithm 1). Our two main results, Theorem 2.4 and
Theorem 2.5, are specializations of standard results
for alternating minimization algorithms; we include
these results and their proofs for completeness.
We first note that the Lagrangian L : RK ×Rp ×
R×Rk−1 → R of (2) is given by
L(θ,β, ψ,v) = ‖Y θ −Xβ‖2 + γβTΩβ + λ‖β‖1
+ ψ(θTY TY θ − n) + vTUθ, (23)
where UT = (Y TY θ1,Y
TY θ2, . . . ,Y
TY θk−1).
Note that the Lagrangian is not a convex function in
general. However, L is the sum of the (possibly) non-
convex quadratic ‖Y θ−Xβ‖2 +ψ(θTY TY θ−n) +
γβTΩβ+vTUθ and the convex nonsmooth function
λ‖β‖1; therefore, L is subdifferentiable, with subdif-
ferential at (β,θ) given by the sum of the gradient of
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the smooth term at (β,θ) and the subdifferential of
the convex nonsmooth term at (β,θ).
We now provide our first convergence result, specif-
ically, that Algorithm 1 generates a convergent se-
quence of function values.
Theorem 2.4 Suppose that the sequence of iterates
{(θt,βt)}∞t=0 is generated by Algorithm 1. Then the
corresponding sequence of objective function values
{F (θt,βt)}∞t=0 defined by
F (θ,β) := ‖Y θ −Xβ‖2 + γβTΩβ + λ‖β‖1
is convergent.
Proof: Suppose that, after t iterations, we have iter-
ates (θt,βt) with objective function value F (θt,βt).
Recall that we obtain βt+1 as the solution of (5).
Moreover, note that βt is also feasible for (5). This
immediately implies that
F (θt,βt) ≥ F (θt,βt+1).
On the other hand, θt+1 is the solution of (3) with
β = βt+1. Therefore, we have
F (θt,βt) ≥ F (θt,βt+1) ≥ F (θt+1,βt+1).
It follows that the sequence of function values
{F (θt,βt)}∞t=1 is nonincreasing. Moreover, the objec-
tive function F (θ,β) is nonnegative for all θ and β.
Therefore, {F (θt,βt)}∞t=1 is convergent as a mono-
tonic bounded sequence.
We also have the following theorem, which es-
tablishes that every convergent subsequence of
{(θt,βt)}∞t=1 converges to a stationary point of (2).
Theorem 2.5 Let {(θt,βt)}∞t=1 be the sequence
of points generated by Algorithm 1. Suppose
that {(θtj ,βtj )}∞j=1 is a convergent subsequence of
{(θt,βt)}∞t=1 with limit (θ∗,β∗). Then (θ∗,β∗) is
a stationary point of (2): (θ∗,β∗) is feasible for (2)
and there exists ψ∗ ∈ R and v∗ ∈ Rk−1 such that
0 ∈ ∂L(θ∗,β∗, ψ∗,v∗),
where ∂L(θ,β, ψ,v) denotes the subdifferential of the
Lagrangian function L with respect to the primal vari-
ables (θ,β).
To prove Theorem 2.5, we first establish the fol-
lowing lemma, which establishes that the limit point
(θ∗,β∗) minimizes F with respect to each primal
variable with the other fixed; that is, θ∗ minimizes
F (·,β∗) and β∗ minimizes F (θ∗, ·).
Lemma 2.2 Let {(θt,βt)}∞t=1 be the sequence of
points generated by Algorithm 1. Suppose that
{(θtj ,βtj )}∞j=1 is a convergent subsequence of
{(θt,βt)}∞t=1 with limit (θ∗,β∗). Then
F (θ,β∗) ≥ F (θ∗,β∗) (24)
F (θ∗,β) ≥ F (θ∗,β∗) (25)
for all feasible θ ∈ Rk and β ∈ Rp.
Proof: We first establish (25). Consider (θtj ,βtj ).
By our update step for β, we note that
βtj = arg min
β∈Rp
F (θtj ,β).
Thus, for all j = 1, 2, . . . , we have F (θtj ,β) ≥
F (θtj ,βtj ) for all β ∈ Rp. Taking the limit as j →∞
and using the continuity of F establishes (25).
Next, note that, for every j = 1, 2, . . ., we have
θtj+1 = arg min
θ∈RK
F (θ,βtj )
s.t. θTY TY θ = n
θTY TY θ` = 0 ∀` < k.
This implies that
F (θ,βtj ) ≥ F (θtj+1,βtj )
≥ F (θtj+1,βtj+1)
≥ F (θtj+1 ,βtj+1)
by the monotonicity of the sequence of function val-
ues and the fact that tj < tj + 1 ≤ tj+1. Taking the
limit as j →∞ and using the continuity of F estab-
lishes (24). This completes the proof.
We are now ready to prove Theorem 2.5.
Proof: (of Theorem 2.5). The form of the subd-
ifferential of L implies that (gθ, gβ) ∈ ∂L(θ,β, ψ,v)
if and only if
gθ = 2(1 + ψ)Y
TY θ − 2Y TXβ +UTv (26)
gβ ∈ 2(XTX + γΩ)β − 2XTY θ + λ∂‖β‖1 (27)
for all v ∈ Rk−1 and ψ ∈ R. Equation (25) implies
that β∗ = arg minβ∈Rp F (θ
∗,β). Thus, by the first
order necessary conditions for unconstrained convex
optimization, we must have
0 ∈ ∂
(
1
2
(β∗)TAβ∗ + dTβ∗ + λ‖β∗‖1
)
(28)
= 2(XTX + γΩ)β∗ − 2XTY θ∗ + λ∂‖β∗‖1;
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here ∂‖β‖1 denotes the subdifferential of the `1-norm
at the point β.
On the other hand, (24) implies
θ∗ = arg min
θ∈RK
‖Y θ −Xβ∗‖2
s.t. θTY TY θ = n,
2θTY TY θ` = 0, ∀ ` < k.
(29)
Moreover, the problem (29) satisfies the linear inde-
pendence constraint qualification. Indeed, the set of
active constraint gradients
{2Y TY θ, 2Y TY θ1, . . . , 2Y TY θk−1} is linearly in-
dependent for any feasible θ ∈ RK by the Y TY -
conjugacy of {θ,θ1, . . . ,θk−1}. Therefore, there exist
Lagrange multipliers ψ∗, v∗ such that
0 = 2(1 + ψ∗)Y TY θ∗ − 2Y TXβ∗ +UTv∗ (30)
by the first-order necessary conditions for optimality
(see Nocedal and Wright [2006, Theorem 12.1]). We
see that 0 ∈ ∂L(θ∗,β∗, ψ∗,v∗) by combining (28)
and (30). This completes the proof.
3 Numerical Simulations
We next compare the performance of our proposed
approaches with standard methods for penalized dis-
criminant analysis in several numerical experiments.
In particular, we compare the implementations of
the block coordinate descent method Algorithm 1
where each discriminant direction β is updated using
the proximal gradient method given by Algorithm 3
(SDAP), the accelerated proximal method given by
Algorithm 4 (SDAAP), and the alternating direction
method of multipliers given by Algorithm 6 (SDAD),
with the Sparse Zero Variance Discriminant Analysis
(SZVD) method proposed in Ames and Hong [2016],
and the algorithm for solving the sparse optimal scor-
ing problem proposed in Clemmensen et al. [2011].
All simulations were conducted using R version 3.2.3
and our heuristics are implemented in R as the pack-
age accSDA3. The runs on the benchmarking data
sets were performed on a laptop with an i7-8700K
processor clocked at 3.70GHz. The runs on the syn-
thetic data sets were performed on a cluster where
each node had an Intel Xeon E5-2660 v2 CPU clocked
at 2.20GHz.
3.1 Classification of Spectral and
Time Series Data
We first apply each of these methods to learn classi-
fication rules for the following data sets: the Peni-
3Available at https://github.com/gumeo/accSDA and
https://cran.r-project.org/web/packages/accSDA
cillium (Pen) data set from [Clemmensen et al.,
2007] of multi-spectral images of three Penicillium
species that are almost visually indistinguishable
(p = 3542,K = 3, n = 36, training sample size
= 24, testing sample size = 12); Electrocardiogram
measurements (ECG) of a 67-year old male taken on
two dates, five days apart, before and after corrective
cardiac surgery (p = 136,K = 2, n = 884, training
size = 23, testing size = 861); food spectrogram ob-
servations of either Arabica or Robusta variants of
instant coffee (p = 286,K = 2, n = 56, training size
= 28, testing size = 28); food spectrogram obser-
vations of extra virgin olive oil originating from one
of four countries (p = 570,K = 4, n = 60, training
size = 30, testing size = 30). The final three data
sets were obtained from the UC Riverside time series
classification repository [Keogh et al., 2006]. We use
each heuristic to obtain q = K−1 sparse discriminant
vectors and then perform nearest-centroid classifica-
tion after projection onto the subspace spanned by
these discriminant directions. The results of our ex-
periments are summarized in Table 2.
The sparse discriminant analysis heuristics SDAP,
SDAAP, SDAD, and SDA require training of the reg-
ularization parameters γ, Ω, and λ. In all exper-
iments, we set γ = 10−3 and Ω to be the p × p
identity matrix Ω = I. We train the remaining pa-
rameter λ using N -fold cross validation. Specifically,
we choose λ from a set of potential λ of the form
λ¯/2c for c = 9, 8, 7, . . . ,−1,−2,−3 and λ¯ chosen so
that the problem has nontrivial solution for all con-
sidered λ. Note that (10) has optimal solution given
by β∗ = A−1d if we set λ = 0; this implies that
choosing
λ¯ =
(β∗)Td− 12 (β∗)TAβ∗
‖β∗‖1
ensures that there exists at least one solution β∗ with
value strictly less than zero. We pick as our regular-
ization parameter the value of λ with fewest aver-
age number of misclassification errors over training-
validation splits amongst all λ which yield discrimi-
nant vectors containing at most 15% nonzero entries.
We set the number of folds N = 5, 5, 7, 15 for Pen,
ECG, Coffee, and Olive oil data sets respectively. We
terminate each proximal algorithm in the inner loop
after 1000 iterations or a 10−5 suboptimal solution is
obtained; the outer block coordinate descent loop is
stopped after a maximum number of 250 iterations
or a 10−3 suboptimal solution has been found. The
augmented Lagrangian parameter µ = 2.5 was used
in all experiments in the ADMM method (SDAD).
The backtracking versions of SDAP and SDAAP use
the value of L¯ = 0.25 for the initial estimate of the
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Time Series Measures SDAP SDAAP SDAD SDAPbt SDAAPbt SDA
Pen numErr 0 0 0 0 0 0
p = 3542 fracErr 0 0 0 0 0 0
K = 3 feats 688 365 57 1242 1106 109
ntrain = 24 fracFeats 0.10 0.05 0.01 0.18 0.16 0.02
ntest = 12 time 1386.23 23.37 152.61 1477.16 181.15 610.35
ECG numErr 23 86 79 25 85 42
p = 136 fracErr 0.3 0.10 0.09 0.03 0.10 0.05
K = 2 feats 20 11 22 12 16 16
ntrain = 23 fracFeats 0.15 0.08 0.16 0.09 0.12 0.12
ntest = 861 time 11.26 4.04 10.37 26.7 12.48 0.98
Coffee numErr 0 0 0 0 0 0
p = 286 fracErr 0 0 0 0 0 0
K = 2 feats 22 20 43 34 36 4
ntrain = 28 fracFeats 0.08 0.07 0.15 0.12 0.13 0.01
ntest = 28 time 36.47 5.82 24.59 46.21 19.76 2.47
OliveOil numErr 3 5 2 2 5 3
p = 570 fracErr 0.1 0.17 0.07 0.07 0.17 0.10
K = 4 feats 60 26 122 73 60 60
ntrain = 30 fracFeats 0.04 0.02 0.07 0.04 0.04 0.04
ntest = 30 time 230.48 54.41 173.66 455.69 188.12 185.40
Table 2: Comparison of classification performance of benchmarking data. Each block reports the number of
classification errors on out-of-sample testing observations (numErr), fraction of classification errors (fracErr),
number of nonzero features used for classification (feats), fraction of nonzero features (fracFeat), and time
(in seconds) needed to train the discriminant vectors (time).
Lipschitz constant and η = 1.25 for the scalar multi-
plier.
We train any regularization parameters in SZVD
using a similar procedure. In particular, we set the
maximum value of the regularization parameter γ to
be βˆ
T
Bβˆ/‖βˆ‖1, where βˆ is the optimal solution of
the unpenalized SZVD problem and B is the sample
between-class covariance matrix of the training data,
and choose γ from an exponentially spaced grid using
N -fold cross-validation; this approach is consistent
with that in [Ames and Hong, 2016]. The number of
folds N for each data set was identical to that in the
SDA cross validation scheme described above. We se-
lect the value of γ which minimizes misclassification
error amongst all sets of discriminant vectors with
at most 35% nonzero entries; this acceptable spar-
sity threshold is chosen to be higher than that in the
SDA experiments, due to the tendency of SZVD to
misconverge to the trivial all-zero solution for large
values of γ. We stop SZVD after a maximum of 1000
iterations or a solution satisfying the stopping tol-
erance of 10−5 is obtained. We use the augmented
Lagrangian penalty parameter β = 2.5 in SZVD in
all experiments.
3.2 Gaussian data
We performed similar simulations investigating effi-
cacy of our heuristics for classification of Gaussian
data. In each experiment, we generate data consist-
ing of p-dimensional vectors from one of K multi-
variate Normal distributions. Specifically, we obtain
training observations corresponding to the ith class,
i = 1, 2, . . . ,K, by sampling 25 observations from the
multivariate Normal distribution with mean µi ∈ Rp
with entries indexed by 100(i−1), . . . 100i equal to 0.7
and all remaining entries equal to 0, and covariance
matrix Σ ∈ Rp×p constructed as follows.
• Type 1 data: in the first set of simulations, all
features are correlated with Σij = r for all i 6= j
and Σii = 1 for all i. We conduct the experiment
for all K ∈ {2, 4}, r ∈ {0, 0.1, 0.5, 0.9}.
• Type 2 data: in the second set of simulations, Σ
is a block diagonal matrix with 100×100 blocks.
For each pair of indices (i, j) in the same block we
set Σij = r
|i−j|, and set Σij = 0 otherwise. As
before, we repeat the experiment for each K ∈
{2, 4}, r ∈ {0, 0.1, 0.5, 0.9}.
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For each experiment, we sample 250 testing obser-
vations from each class in the same manner as the
training data.
For each (K, r) pair we generate 20 data sets and
use nearest centroid classification following projec-
tion onto the span of the discriminant directions to
test the five LDA heuristics SDA, SDAP, SDAAP,
SDAD, and SZVD. All input parameters are defined
as in Section 3.1. We train any regularization pa-
rameters in the same fashion as in Section 3.1 using
N -fold cross validation; we set a maximum fraction of
nonzero features to 0.3 in the cross validation scheme.
Tables 3, 4, 5, and 6 summarize the results of these
experiments.
3.3 Multispectral X-ray images and Ω
of varying rank
To demonstrate empirically the improvement in run-
time obtained by using a low-rank Ω in the elastic-net
penalty, we perform pixelwise classification on multi-
spectral X-ray images, like presented in [Einarsson
et al., 2017]. The multispectral X-ray images are
scans of food items, where each pixel contains 128
measurements (channels) corresponding to attenua-
tion of X-rays emitted at different wavelengths (See
Fig. 1). The measurements in each pixel thus give
us a profile for the material positioned at that pixel’s
location (See Fig. 2).
We start by preprocessing the scans similar to
[Einarsson et al., 2017] in order to remove scanning
artifacts and normalize the intensities between scans.
We scale the measurements in each pixel by the 95%
quantile of the corresponding 128 measurements in-
stead of the maximum. This scaling approach is more
robust in the sense that it is less sensitive to outliers
compared to using the maximum.
We create our training data by manually selecting
rectangular patches from six scans. We have three
classes, namely background, minced meat and for-
eign objects. We further subsample the observations
to have balanced number of observations, where the
class foreign objects was under represented. In the
end we have 521 observations per class, where each
observation corresponds to a single pixel. This data
was used to generate Fig. 2. For training we use 100
samples per class, and the rest is allocated to a final
test set.
This process yields 128 variables per observation,
but in order to get more spatially consisted classifi-
cation, we also include data from the pixels located
above, to the right, below and to the left of the
observed pixel. Thus we have p = 5 · 128 = 640
variables per observation. The measurements corre-
sponding to our observation are thus indexed accord-
ing to spatial and spectral position, i.e., observation
xi has measurements xijk, where j ∈ {0, 1, 2, 3, 4} in-
dicates which pixel the measurement belongs to (cen-
ter, above, right, bottom, left), and k ∈ {1, 2, ..., 128}
indicates which channel.
We can impose priors according to these relation-
ships of the measurements in the Ω regularization
matrix. We assume that the errors should vary
smoothly in space and thus impose a Mate´rn covari-
ance structure on Ω−1 [Mate´rn, 2013]:
Cν(d) = σ
2 2
1−v
Γ(ν)
(√
2ν
d
ρ
)ν
Kν
(√
2ν
d
ρ
)
. (31)
The Mate´rn covariance structure (31) is governed
by the distance d between measurements. In (31), Γ
refers to the gamma function and Kν is the modified
Bessel function of the second kind. For this example
we assume that all parameters are 1, except that ν
is 0.5. We further assume that the distance between
measurements xijk and xij′k′ from observation i is
the Euclidean distance between the points (xj , yj , zk)
and (xj′ , yj′ , zk′), where xj , yj , xj′ , yj′ ∈ {−1, 0, 1}
and zk, zk′ ∈ {1, 2, ..., 128}. The distance is thus the
same as in the image grid (center, top, bottom, left,
right pixel location), and z-dimension corresponds to
the channel.
We use a stopping tolerance of 10−5 and a maxi-
mum of 1000 iterations for the inner loop using the
accelerated proximal algorithm, and a stopping tol-
erance of 10−4 and maximum 1000 iterations for the
outer block-coordinate loop. The regularization pa-
rameter for the l1-norm is selected as λ = 10
−3 and
γ = 10−1 for the Tikhonov regularizer. We present
the run-time for varying r in Fig. 3 and the accu-
racy with respect to varying r in Fig. 4. There is a
clear linear trend in rank r for the increase in run-
time; this agrees with the analysis of Section 2.4. We
also estimate the accuracy for a identity regulariza-
tion matrix, i.e., Ω = I, with the same regularization
parameters γ and λ and achieve accuracy of 0.948,
which is approximately the same accuracy as when
using Ω400. To demonstrate the effect that the rank
of Ω has on computational complexity, we obtain the
singular value decomposition of Ω =
∑p
i=1 σiuiv
T
i ,
and construct a low-rank approximation to Ω us-
ing the first r singular vectors and singular values:
Ωr =
∑r
i=1 σiuiv
T
i . We supplied the same parame-
ters to the function sda from the library sparseLDA;
sda required 267 seconds to run and achieved an ac-
curacy of 0.949. The maximum accuracy is achieved
with the full regularization matrix, which is 0.957.
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Figure 1: Grayscale images of different channels from
a minced meat sample generated with a multispec-
tral X-ray scanner after all preprocessing. From left
to right are channels 2, 20, 50 and 100. The con-
trast decreases the higher we go in the channels and
the variation in the measurements increases. Some
foreign objects can be seen as small black dots.
0.00
0.25
0.50
0.75
1.00
0 50 100
Channels
N
or
m
a
liz
e
d 
At
te
nu
a
tio
n
Label Air/No Item Minced Meat Foreign Objects
Average Material Profiles After Preprocessing
Figure 2: Profiles of materials seen in Fig. 1 over the
128 channels. The profile for each type of material,
displayed here, is averaged over 500 pixels.
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Figure 3: Running time when the rank of the elastic
net coefficient matrix Ω is varied using Accelerated
Proximal Gradient. The running time also includes
the creation of the low-rank approximated Ω matrix.
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Figure 4: Test accuracy when the rank of the elastic
net coefficient matrix Ω is varied using Accelerated
Proximal Gradient.
3.4 Commentary
Our proximal methods for sparse discriminant analy-
sis provide an improvement over the existing SDA
approach in terms of classification error in almost
all experiments, while we see a significant improve-
ment in terms of computational resources used by
the accelerated proximal gradient method (SDAAP)
and ADMM (SDAD) over SDA. This improvement
in run-time is most significant when applied to the
Penicillium and synthetic data sets. This is not a
coincidence. The per-iteration complexity of these
methods is on the order of O(p) floating point opera-
tions per-iteration, compared to O(p3) of the classical
SDA method. We see this improvement is most sig-
nificant when p is large, as it is for the Penicillium
data set, where the per-iteration cost of O(p3) flops
is prohibitive. This improvement is not observed as
acutely when p is small; in fact, SDA exhibits the
shortest run-times for both the ECG and Coffee data
sets, where p is the smallest. It is important to note
that the slow convergence of the proximal gradient
method (SDAP) without acceleration yields signif-
icantly longer run-times despite the improved per-
iteration cost. We should also note that our use of
cross validation causes significant variation in the per-
formance of our heuristics for the ECG data set. This
is because the trained discriminant vectors are sen-
sitive to the split in the validation process, as the
training set can become unbalanced.
4 Conclusion
We have proposed new algorithms for solving the
sparse optimal scoring problem for high-dimensional
linear discriminant analysis based on block coordi-
nate descent and proximal operator evaluations. We
observe that these algorithms provide significant im-
provement over existing approaches for solving the
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SOS problem in terms of efficiency and scalability.
These improvements are most acute in the case that
specially structured Tikhonov regularization is em-
ployed in the SOS formulation; for example, the com-
putational resources required for each iteration scales
linearly with the dimension of the data if either a
diagonal or low-rank matrix is used. Moreover, we
establish that any convergent subsequence of iterates
generated by one of our algorithms converges to a
stationary point. Finally, numerical simulation es-
tablishes that our approach provides an improvement
over existing methods for sparse discriminant analy-
sis in terms of both quality of solution and run-time.
These results present several exciting avenues for
future research. Although we focus primarily on the
solution of the optimal scoring problem under reg-
ularization in the form of a generalized elastic net
penalty, our approach should translate immediately
to formulations with any nonsmooth convex penalty
function. That is, the framework provided by Algo-
rithm 1 can be applied to solve the SOS problem (2)
obtained by applying an arbitrary convex penalty to
the objective of the optimal scoring problem (1). The
resulting optimization problem can be approximately
solved by alternately minimizing with respect to the
score vector θ using the formula (4) and with respect
to the discriminant vector β by solving a modified
version of (5). The proximal methods outlined in
this paper can be applied to minimize with respect
to β if the regularization function is convex, how-
ever it is unlikely that the computational resources
necessary for this minimization will scale as favor-
ably as with the generalized elastic net penalty. On
the other hand, the convergence analysis presented
in Section 2.5 extends immediately to this more gen-
eral regularization framework. Of particular interest
is the modification of this approach to provide means
of learning discriminant vectors for data containing
ordinal labels, data containing corrupted or missing
observations, and semi-supervised settings.
Finally, the results found in Section 2.5 provide
compelling evidence that any convergent subsequent
of iterates generated by our block coordinate descent
approach must converge to a stationary point. How-
ever, it is still unclear what conditions ensure that
the sequence of iterates is convergent, or at what
rate these subsequences converge; further study is re-
quired to better understand the convergence proper-
ties of these algorithms. Similarly, despite the empiri-
cal evidence provided in Section 3, it is unknown what
conditions ensure that data is classifiable or when
data can have its dimension reduced using sparse op-
timal scoring and, more generally, linear discriminant
analysis. Extensive consistency analysis is needed to
determine theoretical classification error rates for dis-
tinguishing random variables drawn from distinct dis-
tributions.
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Appendix A. Proof of Lemma 2.1
To begin, we note that (3) has trivial solution θ = e
for every β = βt ∈ Rp. Indeed, Y e = e by the struc-
ture of the indicator matrix Y and
∑n
i=1 xij = 0 for
all j = 1, 2, . . . , p because our data has been centered
to have sample mean equal to 0. This implies that (3)
has the hidden constraint θTY TY e = 0. Therefore,
we may reformulate (3) as
min
θ∈RK
‖Y θ −Xβ‖2
s.t. θTY TY θ = n,
θTY TY e = 0,
θTY TY θ` = 0 ` < k.
(32)
We wish to show that (32) has optimal solution θˆ
given by
θˆ =
w√
wTDw
, (33)
where w = (I −QkQTkD)D−1Y TXβ.
To do so, note that (32) satisfies the
linear independence constraint qualifi-
cation because the constraint gradients
{2Y TY θ,Y TY e,Y TY θ1, . . . ,Y TY θk−1} are
linearly independent. Moreover, the optimal value
of (32) is bounded below by 0. Therefore, (32)
has global minimizer, θˆ, which must satisfy the
Karush-Kuhn-Tucker conditions, i.e., there exists
v ∈ Rk, ψ ∈ R such that
Y TY θˆ−Y TXβ+ψY TY θˆ+Y TY Qkv = 0, (34)
where Qk = [e,θ1,θ2, . . . ,θk−1]. We consider the
following two cases.
First, suppose that Y TXβ /∈ range
(
Y TY Qk
)
.
Rearranging (34) yields
θˆ =
1
1 + ψ
(
Y TY
)−1 (
Y TXβ − Y TY Qkv
)
.
(35)
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We choose the dual variables ψ and v so that θˆ is
feasible for (32). It is easy to see that the conjugacy
constraints are equivalent to QTk Y
TY θˆ = 0, which
holds if and only if
0 = QTk (Y
TXβ − Y TY Qkv)
= QTk Y
TXβ −QTk Y TY Qkv
= QTk Y
Tβ − nv,
where the last equality follows from the fact that
eTY TY e = θTi Y
TY θi = n for all i = 1, 2, . . . , k−1.
It follows immediately that
v =
1
n
QTk Y
TXβ. (36)
Substituting (36) into (35) yields
θˆ =
1
1 + ψ
(
(Y TY )−1Y TXβ − 1
n
QkQ
T
k Y
TXβ
)
=
1
n(1 + ψ)
(
D−1Y TXβ −QkQTk Y TXβ
)
=
1
n(1 + ψ)
(
I −QkQTkD
)
D−1Y TXβ
=
1
n(1 + ψ)
w, (37)
where D = 1nY
Y Y and we choose ψ ∈ R so that
θˆ
T
Dθˆ = 1:
n(1 + ψ) = ±
√
wTDw. (38)
To complete the argument, note that
‖Y θˆ −Xβ‖2
=n∓ 2√
wTDw
βTXTY (D−1 −QkQk)Y TXβ
+ βTXTXβ.
Note further that the matrix Y QkQ
T
k Y
T has decom-
position
Y QkQ
T
k Y
T = Y eeTY T+Y θ1θ
T
1 Y
T + · · ·
+ Y θk−1θTk−1Y
T .
The conjugacy of the columns of Qk implies that
Y QkQ
T
k Y
T has eigenvectors Y θ1, . . .Y θk−1,
and Y e, each with eigenvalue n; since
rank(Y QkQ
T
k Y
T ) = k, all remaining eigenval-
ues of Y QkQ
T
k Y
T must be equal to 0. Moreover,
for any z = Y θi, i = 1, 2, . . . , k − 1, or z = Y e, we
have
Y (D−1 −QkQTk )Y Tz = (n− n)z = 0.
The matrix D−1 is a positive definite diagonal ma-
trix, with (i, i)-th entry equal to |Ci|/n where |Ci| de-
notes the number of observations belonging to class i;
this implies that Y D−1Y T is positive semidefinite.
This establishes that the matrix Y (D−1−QkQk)Y T
is positive semidefinite and thus ‖Y θ−Xβ‖2 is min-
imized by θˆ with ψ = +
√
wTDw/n− 1.
Second, suppose that Y TXβ ∈ range
(
Y TY Qk
)
.
This implies that there exists some v ∈ Rk such that
Y TXβ = Y TY Qkv.
Substituting into the objective of (32), we see that
‖Y θ −Xβ‖2 = θTY TY θ − 2θTY TXβ + βTXTXβ
= n− 2θTY TY Qkv + βTXTXβ
= n+ βTXTXβ
for every feasible solution θ of (32). This implies that
every feasible solution of (32) is also optimal in this
case. In particular, θˆ given by (37) is feasible for (32)
and, therefore, optimal.
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Dataset Measures SDAP SDAAP SDAD SZVD SDA
p = 500 numErr 9.50 (11.52) 9.00 (11.63) 6.75 ( 5.95) 1.55 ( 2.14) 113.75 (13.04)
r = 0 fracErr 0.02 ( 0.02) 0.02 ( 0.02) 0.01 ( 0.01) 0.00 ( 0.00) 0.23 ( 0.03)
K = 2 feats 81.90 (36.86) 88.55 (36.04) 91.45 (30.93) 135.15 (25.09) 8.00 ( 0.00)
fracFeats 0.16 ( 0.07) 0.18 ( 0.07) 0.18 ( 0.06) 0.27 ( 0.05) 0.02 ( 0.00)
time 31.57 ( 2.46) 24.87 ( 1.43) 131.32 ( 2.18) 59.62 (12.12) 22.76 ( 1.28)
p = 500 numErr 6.85 ( 7.68) 7.35 ( 9.83) 7.95 ( 5.69) 0.75 ( 0.85) 117.50 (16.38)
r = 0.1 fracErr 0.01 ( 0.02) 0.01 ( 0.02) 0.02 ( 0.01) 0.00 ( 0.00) 0.24 ( 0.03)
K = 2 feats 83.60 (33.42) 89.85 (36.61) 77.25 (27.37) 139.85 (16.73) 8.00 ( 0.00)
fracFeats 0.17 ( 0.07) 0.18 ( 0.07) 0.15 ( 0.05) 0.28 ( 0.03) 0.02 ( 0.00)
time 49.73 ( 7.95) 27.46 ( 2.10) 132.95 ( 0.95) 60.76 (13.60) 23.18 ( 1.09)
p = 500 numErr 1.90 ( 2.90) 1.90 ( 3.21) 0.45 ( 0.83) 0.00 ( 0.00) 94.10 (25.14)
r = 0.5 fracErr 0.00 ( 0.01) 0.00 ( 0.01) 0.00 ( 0.00) 0.00 ( 0.00) 0.19 ( 0.05)
K = 2 feats 75.25 (29.70) 85.95 (36.60) 71.65 (15.16) 143.40 (14.25) 8.00 ( 0.00)
fracFeats 0.15 ( 0.06) 0.17 ( 0.07) 0.14 ( 0.03) 0.29 ( 0.03) 0.02 ( 0.00)
time 214.63 (27.34) 37.01 ( 3.90) 130.33 ( 1.80) 56.28 ( 8.51) 22.86 ( 1.43)
p = 500 numErr 4.80 (20.30) 4.80 (21.00) 0.00 (0.00) 0.00 ( 0.00) 19.65 (20.88)
r = 0.9 fracErr 0.01 ( 0.04) 0.01 ( 0.04) 0.00 (0.00) 0.00 ( 0.00) 0.04 ( 0.04)
K = 2 feats 51.70 (25.75) 75.65 (35.88) 94.00 (9.28) 164.65 (12.91) 8.00 ( 0.00)
fracFeats 0.10 ( 0.05) 0.15 ( 0.07) 0.19 (0.02) 0.33 ( 0.03) 0.02 ( 0.00)
time 194.13 (25.24) 28.80 ( 3.11) 135.31 (1.58) 60.82 (17.93) 23.96 ( 2.30)
p = 500 numErr 32.60 (14.55) 25.70 (16.15) 9.15 ( 6.11) 11.95 ( 7.06) 191.45 (24.85)
r = 0 fracErr 0.03 ( 0.01) 0.03 ( 0.02) 0.01 ( 0.01) 0.01 ( 0.01) 0.19 ( 0.02)
K = 4 feats 252.80 (68.10) 279.05 (66.02) 522.95 (14.24) 426.50 (42.82) 69.05 ( 0.22)
fracFeats 0.17 ( 0.05) 0.19 ( 0.04) 0.35 ( 0.01) 0.28 ( 0.03) 0.05 ( 0.00)
time 33.29 ( 2.46) 65.23 ( 3.02) 424.30 ( 4.71) 476.76 (90.16) 805.62 (37.15)
p = 500 numErr 44.35 (17.85) 33.80 (11.99) 5.30 ( 2.94) 28.55 (29.26) 245.05 (23.44)
r = 0.1 fracErr 0.04 ( 0.02) 0.03 ( 0.01) 0.01 ( 0.00) 0.03 ( 0.03) 0.25 ( 0.02)
K = 4 feats 262.80 (60.28) 296.20 (54.55) 540.55 (18.04) 381.80 (85.53) 69.00 ( 0.00)
fracFeats 0.18 ( 0.04) 0.20 ( 0.04) 0.36 ( 0.01) 0.25 ( 0.06) 0.05 ( 0.00)
time 87.99 (13.43) 71.69 ( 4.08) 430.38 ( 7.55) 467.19 (86.11) 787.50 (58.68)
p = 500 numErr 7.25 ( 5.95) 3.85 ( 3.07) 0.00 ( 0.00) 3.75 ( 7.30) 153.50 (28.41)
r = 0.5 fracErr 0.01 ( 0.01) 0.00 ( 0.00) 0.00 ( 0.00) 0.00 ( 0.01) 0.15 ( 0.03)
K = 4 feats 263.65 (21.94) 309.00 (21.22) 597.80 (23.67) 361.85 ( 68.06) 69.00 ( 0.00)
fracFeats 0.18 ( 0.01) 0.21 ( 0.01) 0.4 ( 0.02) 0.24 ( 0.05) 0.05 ( 0.00)
time 352.05 (29.60) 90.43 ( 8.89) 444.74 (10.22) 541.43 (144.59) 804.96 (52.84)
p = 500 numErr 3.40 ( 6.06) 3.40 ( 7.38) 0.00 ( 0.00) 25.00 ( 77.45) 4.70 ( 5.39)
r = 0.9 fracErr 0.00 ( 0.01) 0.00 ( 0.01) 0.00 ( 0.00) 0.02 ( 0.08) 0.00 ( 0.01)
K = 4 feats 223.70 (127.38) 193.40 (33.13) 796.20 (52.95) 355.25 (135.89) 69.00 ( 0.00)
fracFeats 0.15( 0.08) 0.13 ( 0.02) 0.53( 0.04) 0.24 ( 0.09) 0.05 ( 0.00)
time 343.42 ( 21.42) 72.44 ( 6.31) 510.91 (11.66) 446.70 (158.79) 785.33 (32.50)
Table 3: Results for Type 1 synthetic data. All results are listed in the format “mean (standard deviation)”.
In all experiments, ntrain = 25K and ntest = 250K.
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Dataset Measures SDAP SDAAP SDAD SZVD SDA
p = 500 numErr 9.50 (11.52) 9.00 (11.63) 6.75 (5.95) 1.55 (2.14) 113.75 (13.04)
r = 0 fracErr 0.02 (0.02) 0.02 (0.02) 0.01 (0.01) 0.00 (0.00) 0.23 (0.03)
K = 2 feats 81.90 (36.86) 88.55 (36.04) 91.45 (30.93) 135.15 (25.09) 8.00 (0.00)
fracFeats 0.16 (0.07) 0.18 (0.07) 0.18 (0.06) 0.27 (0.05) 0.02 (0.00)
time 28.84 (2.26) 25.38 (1.41) 132.87 (1.27) 62.44 (12.85) 23.16 (1.12)
p = 500 numErr 8.95 (10.77) 7.40 (8.64) 8.20 (5.86) 3.15 (5.56) 111.05 (15.26)
r = 0.1 fracErr 0.02 (0.02) 0.01 (0.02) 0.02 (0.01) 0.01 (0.01) 0.22 (0.03)
K = 2 feats 93.95 (48.19) 94.75 (34.30) 86.45 (23.69) 132.80 (28.13) 8.00 (0.00)
fracFeats 0.19 (0.10) 0.19 (0.07) 0.17 (0.05) 0.27 (0.06) 0.02 (0.00)
time 28.36 (2.37) 24.67 (1.42) 133.24 (1.13) 60.39 (10.04) 23.02 (0.99)
p = 500 numErr 25.50 (13.74) 19.95 (9.98) 22.55 (8.11) 12.80 (7.88) 116.55 (18.14)
r = 0.5 fracErr 0.05 (0.03) 0.04 (0.02) 0.05 (0.02) 0.03 (0.02) 0.23 (0.04)
K = 2 feats 72.25 (36.20) 81.85 (27.66) 75.25 (18.45) 136.45 (35.10) 8.00 (0.00)
fracFeats 0.14 (0.07) 0.16 (0.06) 0.15 (0.04) 0.27 (0.07) 0.02 (0.00)
time 31.44 (2.76) 26.17 (1.70) 128.89 (1.97) 72.51 (17.74) 24.74 (1.15)
p = 500 numErr 99.50 (12.53) 99.15 (11.48) 110.25 (11.64) 116.15 (16.75) 133.75 (16.25)
r = 0.9 fracErr 0.20 (0.03) 0.20 (0.02) 0.22 (0.02) 0.23 (0.03) 0.27 (0.03)
K = 2 feats 59.65 (34.47) 66.85 (31.87) 92.10 (22.81) 132.90 (22.27) 8.00 (0.00)
fracFeats 0.12 (0.07) 0.13 (0.06) 0.18 (0.05) 0.27 (0.04) 0.02 (0.00)
time 51.49 (7.20) 66.02 (2.43) 116.43 (4.31) 120.82 (20.72) 30.57 (2.10)
p = 500 numErr 32.60 (14.55) 25.70 (16.15) 9.15 (6.11) 11.95 (7.06) 191.45 (24.85)
r = 0 fracErr 0.03 (0.01) 0.03 (0.02) 0.01 (0.01) 0.01 (0.01) 0.19 (0.02)
K = 4 feats 252.80 (68.10) 279.05 (66.02) 522.95 (14.24) 426.50 (42.82) 69.05 (0.22)
fracFeats 0.17 (0.05) 0.19 (0.05) 0.35 (0.01) 0.28 (0.03) 0.05 (0.00)
time 36.22 (3.18) 65.45 (3.14) 427.83 (7.06) 443.24 (77.38) 705.49 (67.77)
p = 500 numErr 43.00 (19.26) 28.45 (15.98) 10.75 (4.72) 18.58 (9.36) 196.65 (25.32)
r = 0.1 fracErr 0.04 (0.02) 0.03 (0.02) 0.01 (0.00) 0.02 (0.01) 0.20 (0.03)
K = 4 feats 253.35 (74.60) 299.60 (83.63) 537.20 (24.01) 419.53 (45.13) 69.00 (0.00)
fracFeats 0.17(0.05) 0.20 (0.06) 0.36 (0.02) 0.28 (0.03) 0.05 (0.00)
time 36.90 (2.38) 67.01 (2.33) 430.11 (7.51) 475.23 (83.24) 742.81 (46.20)
p = 500 numErr 89.80 (20.86) 84.70 (22.96) 62.55 (10.24) 125.90 (93.66) 230.80 (25.47)
r = 0.5 fracErr 0.09 (0.02) 0.08 (0.02) 0.06 (0.01) 0.13 ( 0.09) 0.23 (0.03)
K = 4 feats 259.95 (52.78) 281.00 (47.87) 560.85 (20.69) 383.35 (68.22) 69.05 (0.22)
fracFeats 0.17 (0.04) 0.19 (0.03) 0.37 (0.01) 0.26 ( 0.05) 0.05 (0.00)
time 41.62 (4.27) 72.10 (2.82) 415.59 (5.75) 483.74 (121.77) 854.26 (51.16)
p = 500 numErr 368.10 (37.14) 366.20 (29.92) 453.15 (32.76) 502.65 (29.87) 391.85 (18.91)
r = 0.9 fracErr 0.37 (0.04) 0.37 (0.03) 0.45 (0.03) 0.50 ( 0.03) 0.39 ( 0.02)
K = 4 feats 189.25 (82.78) 269.55 (96.00) 867.25 (46.11) 416.20 (55.93) 69.25 ( 0.44)
fracFeats 0.13 (0.06) 0.18 (0.06) 0.58 (0.03) 0.28 ( 0.04) 0.05 ( 0.00)
time 103.07 (6.48) 100.21 (7.28) 400.24 (11.51) 1034.96 (148.44) 1096.82 (118.89)
Table 4: Results for Type 2 synthetic data. All results are listed in the format “mean (standard deviation)”.
In all experiments, ntrain = 25K and ntest = 250K.
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Dataset Measures SDAP SDAPbt SDAAP SDAAPbt SDAD
p = 500 numErr 10.85 (10.94) 9.70 (10.09) 12.60 (11.18) 5.60 (10.29) 12.25 (4.40)
r = 0 fracErr 0.02 (0.02) 0.02 (0.02) 0.03 (0.02) 0.01 (0.02) 0.02 (0.01)
K = 2 feats 76.65 (35.14) 75.85 (27.13) 68.95 (26.70) 116.10 (41.37) 63.20 (4.35)
fracFeats 0.15 (0.07) 0.15 (0.05) 0.14 (0.05) 0.23 (0.08) 0.13 (0.01)
time 67.88 (3.22) 833.49 (14.24) 50.10 (0.66) 341.87 (5.57) 112.16 (0.72)
p = 500 numErr 6.90 (8.38) 5.45 (7.57) 10.45 (10.78) 3.70 (5.89) 10.40 (3.59)
r = 0.1 fracErr 0.01 (0.02) 0.01 (0.02) 0.02 (0.02) 0.01 (0.01) 0.02 (0.01)
K = 2 feats 78.95 (28.13) 90.45 (37.62) 70.65 (25.99) 106.50 (32.13) 63.40 (5.47)
fracFeats 0.16 (0.06) 0.18 (0.08) 0.14 (0.05) 0.21 (0.06) 0.13 (0.01)
time 107.35 (16.69) 712.61 (12.68) 54.99 (3.22) 380.27 (10.02) 124.90 (2.82)
p = 500 numErr 1.45 (2.16) 1.40 (2.19) 2.35 (2.78) 0.70 (1.63) 0.50 (0.83)
r = 0.5 fracErr 0.00 (0.00) 0.00 (0.00) 0.00 (0.01) 0.00 (0.00) 0.00 (0.00)
K = 2 feats 73.95 (27.71) 77.05 (30.09) 67.15 (26.89) 107.10 (40.63) 68.30 (6.14)
fracFeats 0.15 (0.06) 0.15 (0.06) 0.13 (0.05) 0.21 (0.08) 0.14 (0.01)
time 608.50 (57.66) 777.07 (40.32) 83.02 (8.91) 382.49 (8.39) 108.38 (0.91)
p = 500 numErr 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.05 (0.22) 0.00 (0.00)
r = 0.9 fracErr 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
K = 2 feats 83.95 (25.46) 83.95 (25.46) 127.45 (55.30) 126.95 (61.77) 94.00 (9.28)
fracFeats 0.17 (0.05) 0.17 (0.05) 0.25 (0.11) 0.25 (0.12) 0.19 (0.02)
time 373.35 (29.85) 429.37 (24.18) 86.49 (6.60) 387.19 (24.06) 127.02 (3.90)
p = 500 numErr 15.30 ( 9.82) 15.30 ( 9.82) 23.10 (12.17) 15.60 (11.21) 9.15 (6.11)
r = 0 fracErr 0.02 ( 0.01) 0.02 ( 0.01) 0.02 (0.01) 0.02 (0.01) 0.01 (0.01)
K = 4 feats 326.20 (101.56) 326.20 (101.56) 276.65 (91.62) 329.70 (86.63) 522.95 (14.24)
fracFeats 0.22 ( 0.07) 0.22( 0.07) 0.18 (0.06) 0.22 (0.06) 0.35 (0.01)
time 62.48 ( 2.42) 1276.92 (46.92) 106.86 (2.99) 1151.02 (37.41) 613.81 (19.02)
p = 500 numErr 33.95 (15.17) 33.95 (15.17) 29.55 (17.29) 23.75 (32.70) 5.30 (2.94)
r = 0.1 fracErr 0.03 (0.02) 0.03 (0.02) 0.03 (0.02) 0.02 ( 0.03) 0.01 (0.00)
K = 4 feats 287.70 (65.17) 287.70 (65.17) 303.70 (76.70) 384.20 (108.67) 540.55 (18.04)
fracFeats 0.19 (0.04) 0.19 (0.04) 0.20 (0.05) 0.26 ( 0.07) 0.36(0.01)
time 209.76 (24.47) 1509.73 (55.24) 133.22 (6.37) 1124.25 (39.43) 453.65 (6.82)
p = 500 numErr 3.55 (3.62) 3.55 (3.62) 3.85 (3.07) 3.15 (3.62) 0.00 (0.00)
r = 0.5 fracErr 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00) 0.00 (0.00)
K = 4 feats 302.50 (30.84) 302.50 (30.84) 309.00 (21.22) 341.80 (69.80) 597.80 (23.67)
fracFeats 0.20 (0.02) 0.20 (0.02) 0.21 (0.01) 0.23(0.05) 0.40 (0.02)
time 702.73 (29.81) 1108.16 (33.74) 160.39 (14.50) 1092.52 (39.17) 508.87 (15.70)
p = 500 numErr 7.50 (14.76) 3.60 (6.59) 3.40 (7.38) 2.45 (3.41) 0.00 (0.00)
r = 0.9 fracErr 0.01 ( 0.01) 0.00 (0.01) 0.00 (0.01) 0.00 (0.00) 0.00 (0.00)
K = 4 feats 202.35 (112.25) 191.80 (86.54) 193.40 (33.13) 198.50 (62.15) 796.20 (52.95)
fracFeats 0.13 ( 0.07) 0.13 (0.06) 0.13 (0.02) 0.13 (0.04) 0.53 (0.04)
time 519.18 (36.52) 564.09 (44.68) 91.06 (8.90) 633.67 (17.40) 593.18 (9.42)
Table 5: Results for Type 1 synthetic data. All results are listed in the format “mean (standard deviation)”.
In all experiments, ntrain = 25K and ntest = 250K. We used fixed score vectors given by the projection of
θ = (1, 2, . . . ,K) on to the feasible region of (2), as opposed to the randomly sampled initial scoring vectors
used in the simulations summarized in Tables 3 and 4.
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Dataset Measures SDAP SDAPbt SDAAP SDAAPbt SDAD
p = 500 numErr 10.85 (10.94) 9.70 (10.09) 12.60 (11.18) 5.60 (10.29) 12.25 (4.40)
r = 0 fracErr 0.02 (0.02) 0.02 (0.02) 0.03 (0.02) 0.01 (0.02) 0.02 (0.01)
k = 2 feats 76.65 (35.14) 75.85 (27.13) 68.95 (26.70) 116.10 (41.37) 63.20 (4.35)
fracFeats 0.15 (0.07) 0.15 (0.05) 0.14 (0.05) 0.23 (0.08) 0.13 (0.01)
time 65.89 (3.03) 732.29 (59.02) 52.96 (2.33) 330.48 (9.44) 111.11 (1.58)
p = 500 numErr 13.00 (11.02) 8.50 (9.90) 14.30 (12.07) 7.45 (12.43) 13.20 (5.19)
r = 0.1 fracErr 0.03 (0.02) 0.02 (0.02) 0.03 (0.02) 0.01 (0.02) 0.03 (0.01)
k = 2 feats 69.70 (25.69) 87.00 (35.76) 66.95 (26.05) 117.55 (40.23) 64.15 (4.90)
fracFeats 0.14 (0.05) 0.17 (0.07) 0.13 (0.05) 0.24 (0.08) 0.13 (0.01)
time 63.54 (3.94) 713.47 (32.68) 50.43 (0.96) 329.37 (12.36) 111.79 (1.97)
p = 500 numErr 24.80 (12.76) 24.25 (12.49) 23.50 (10.19) 19.70 (10.05) 24.95 (7.02)
r = 0.5 fracErr 0.05 (0.03) 0.05 (0.02) 0.05 (0.02) 0.04 (0.02) 0.05 (0.01)
k = 2 feats 71.75 (25.73) 73.60 (25.64) 68.90 (21.12) 97.10 (39.14) 64.60 (6.32)
fracFeats 0.14 (0.05) 0.15 (0.05) 0.14 (0.04) 0.19 (0.08) 0.13 (0.01)
time 70.54 (4.17) 724.34 (34.87) 53.17 (1.36) 339.85 (13.03) 110.70 (2.14)
p = 500 numErr 95.00 (10.72) 94.35 (10.65) 96.25 (10.85) 97.80 (10.34) 110.05 (11.38)
r = 0.9 fracErr 0.19 (0.02) 0.19 (0.02) 0.19 (0.02) 0.20 (0.02) 0.22 (0.02)
k = 2 feats 67.55 (34.45) 71.80 (29.58) 67.15 (26.39) 79.25 (32.91) 82.90 (9.97)
fracFeats 0.14 (0.07) 0.14 (0.06) 0.13 (0.05) 0.16 (0.07) 0.17 (0.02)
time 129.85 (13.63) 818.49 (36.75) 68.90 (2.30) 394.60 (13.24) 100.49 (2.36)
p = 500 numErr 15.30 ( 9.82) 15.30 ( 9.82) 23.10 (12.17) 15.60 (11.21) 9.15 (6.11)
r = 0 fracErr 0.02 ( 0.01) 0.02 ( 0.01) 0.02 (0.01) 0.02 (0.01) 0.01 (0.01)
k = 4 feats 326.20 (101.56) 326.20 (101.56) 276.65 (91.62) 329.70 (86.63) 522.95 (14.24)
fracFeats 0.22 ( 0.07) 0.22 ( 0.07) 0.18 (0.06) 0.22 (0.06) 0.35 (0.01)
time 59.29 ( 3.11) 1286.99 (65.08) 103.05 (2.83) 1109.64 (34.96) 439.55 (6.42)
p = 500 numErr 24.45 (19.18) 22.21 (16.80) 25.25 (12.09) 28.85 (19.55) 10.75 (4.72)
r = 0.1 fracErr 0.02 ( 0.02) 0.02 ( 0.02) 0.03 ( 0.01) 0.03 ( 0.02) 0.01 (0.00)
k = 4 feats 336.20 (123.02) 341.05 (124.41) 310.10 (110.61) 357.25 (106.35) 537.20 (24.01)
fracFeats 0.22 ( 0.08) 0.23 ( 0.08) 0.21 ( 0.07) 0.24 ( 0.07) 0.36 (0.02)
time 65.46 ( 2.40) 1288.82 (69.13) 109.13 ( 2.55) 1065.56 (40.87) 438.60 (5.75)
p = 500 numErr 81.00 (15.61) 81.00 (15.61) 88.25 (22.15) 88.05 (30.30) 62.55 (10.24)
r = 0.5 fracErr 0.08 (0.02) 0.08 (0.02) 0.09 (0.02) 0.09 (0.03) 0.06 (0.01)
k = 4 feats 281.05 (25.36) 281.05 (25.36) 289.75 (61.76) 334.65 (95.71) 560.85 (20.69)
fracFeats 0.19 (0.02) 0.19 (0.02) 0.19 (0.04) 0.22 (0.06) 0.37 (0.01)
time 71.26 (5.40) 1158.02 (60.57) 113.39 (4.88) 1098.42 (38.58) 413.33 (6.68)
p = 500 numErr 359.60 (20.36) 366.55 (18.10) 357.30 (17.17) 371.90 (24.76) 453.15 (32.76)
r = 0.9 fracErr 0.36 (0.02) 0.37 ( 0.02) 0.36 (0.02) 0.37 ( 0.02) 0.45 (0.03)
k = 4 feats 297.95 (95.81) 269.95 (118.74) 243.00 (50.40) 242.15 (81.42) 867.25 (46.11)
fracFeats 0.20 (0.06) 0.18 ( 0.08) 0.16 (0.03) 0.16 ( 0.05) 0.58 (0.03)
time 136.56 (8.61) 1365.36 (90.77) 132.12 (7.84) 1197.91 (112.01) 445.67 (10.00)
Table 6: Results for Type 2 synthetic data. All results are listed in the format “mean (standard deviation)”.
In all experiments, ntrain = 25K and ntest = 250K. We used fixed score vectors given by the projection of
θ = (1, 2, . . . ,K) on to the feasible region of (2), as opposed to the randomly sampled initial scoring vectors
used in the simulations summarized in Tables 3 and 4.
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