Abstract System combination has proved to be a successful technique in the pattern recognition field. However, several difficulties arise when combining the outputs of tasks, e.g. machine translation, that generates structured patterns. So far, machine translation system combination approaches either implement sophisticated classifiers to select one of the provided translations, or generate new sentences by combining the ''best'' subsequences of the provided translations. We present minimum Bayes' risk system combination (MBRSC), a system combination method for machine translation that gathers together the advantages of sentence-selection and subsequence-combination methods. MBRSC is able to detect and utilize the ''best'' subsequences of the provided translations to generate the optimal consensus translation with respect to a particular performance metric. Experiments show that MBRSC obtains significant improvements in translation quality, and a particularly competitive performance when applied to languages with scarce resources.
Introduction
Machine translation (MT) is a fundamental technology that is emerging as a core component of language processing systems. However, after a major development boost in the early nineties, MT technology seems to have reached a technical plateau nowadays [6, 32] . The combination of multiple MT systems is a promising research direction to overcome this stagnation. The key idea of system combination [12] is that it is often very difficult to find the real best system for the task at hand, while different systems (for instance, trained on different data or using different learning paradigms) can exhibit complementary strengths and limitations. Therefore, a proper combination of various systems could be more effective than using a single monolithic system.
The combination of outputs from multiple systems have been found to improve performance in a number of classification task such as part-of-speech tagging [40] , text categorization [28] and speech recognition [16] . However, unlike part-of-speech tagging or text categorization where the classes are atomic units (either a part-of-speech or a category), classes in a translation task are sequences (sentences of words). When combining MT systems, we can consider either the full sentence or the individual words as the atomic classes, which leads to two different MT system combination approaches.
MT system combination methods that consider the full sentences as the classification classes implement the socalled sentence-selection approach. The decision on the consensus translation is taken as a selection of one of the translation provided by the individual MT systems [5, 11, 13, 33, 37] . Their main limitation is that they cannot generate new translations that include ''good'' subsequences from different individual sentences. In exchange, they can implement sophisticated classifiers such as minimum Bayes' risk classifiers [14] , which constitutes their main virtue.
In contrast, MT system combination methods that consider the individual words as the classification classes implement the so-called subsequence-combination approach. These methods detect which subsequences of words in the individual translations are ''correct'', and combine them to generate a consensus translation with reduced error [16] . Unfortunately, the translations provided by the individual systems can be of different length or have a different word order. Therefore, a synchronization (alignment) step is required to detect which is the correspondence between the subsequences of the different translations. The consensus translation is given by the highest scoring path throughout the so-called confusion network defined by the computed alignment [1, 20, 22, 30, 38] . These methods have one obvious advantage over sentence-selection: they can generate new consensus translations that potentially contain the ''best'' subsequences of the individual translations. However, they have to deal with the challenging word alignment problem that has a substantial effect on combination performance [20] . Moreover, these methods also require additional data to train complex search models that score the paths throughout the confusion network, which hinders their application to languages with scarce resources.
We present minimum Bayes' risk system combination (MBRSC), a method designed to gather together the advantages of sentence-selection and subsequence-combination methods. MBRSC can detect the ''best'' subsequences of the provided translations, and combine them into a new consensus translation which is optimal with respect to a particular performance measure. We choose the BLEU score [36] as our performance measure of interest. BLEU considers a sentence as a vector of n-gram 1 occurrences rather than a word sequence. Therefore, BLEU can compare sentences without the need of a word alignment between them. Additionally, BLEU is the standard performance measure for MT, thus, by using loss function based on BLEU, we are optimizing our system towards the most widespread translation quality measure.
Compared with sentence-selection methods, MBSRC also implements a sophisticated classifier, and, additionally, it is able to generate new consensus translations that include the ''best'' subsequences from different individual translations. Regarding subsequence-combination methods, MBRSC has several advantages over the dominant confusion network approach: -Translations do not have to be synchronized which avoid the limitations imposed by the alignment. -The full target language is explored in the search for the consensus translation.
-A minimum Bayes' risk classifier is implemented. Thus, the consensus translations are optimal with respect to the final evaluation measure. -The consensus translation is computed directly from the translations of the individual systems, i.e., no additional data is required which allows the effective application of MBRSC to languages with scarce resources.
The basic concept of MBRSC was first described in a conference publication [17] . Additionally, it was compared against different state-of-the-art combination methods in the system combination task of the sixth workshop on statistical machine translation [18] . Despite the encouraging reported results, this initial implementation of MBRSC presented some flaws that prevent the method from revealing its full potential. For example, the gradient ascent algorithm described to generate the consensus translations depends on an initial input translation which makes the algorithm prone to get stuck in local optima.
Here, we work on the foundations of [17] and propose a new search algorithm for MBRSC that overcomes the potential problems of the originally-proposed gradient ascent algorithm. To do that, we formalize the generation of the consensus translation as a dynamic programming [3] problem. Dynamic programming provides a solid, wellknown framework, within which accurate algorithms can be derived. However, due to the huge search space involved (all possible target language sentences), this approach is finally implemented as a beam search [23] in practice. We present an exhaustive description of the proposed beam search algorithm, providing efficient solutions to the different modules that comprise it.
The rest of the article is organized as follows. Section 2 reviews the basics of Bayesian decision theory and introduces minimum Bayes' risk classifiers. Section 3 describes MBRSC including the new beam search algorithm proposed in this article. Experimental results are presented in Sect. 4. Finally, we conclude with a summary in Sect. 5.
Minimum Bayes' risk classifiers
Let x 2 X be a domain of objects, and Y ¼ fy 1 ; . . .; y C g a set of classes. A classification system is defined by a classification function (C : X ! Y) that maps each object to one class [14] . Given a loss function LðCðxÞ; y 0 Þ that measures the error of classifying object x into class CðxÞ knowing that the correct class is y 0 , the performance of a classification function is measured through the Bayes' risk 2 : 1 We will refer as n-gram to a sequence of n consecutive words in a sentence.
RðCðxÞÞ ¼ E PrðyjxÞ ½LðCðxÞ; y 0 Þ ð1Þ
The optimal classification function b CðÁÞ minimizes the Bayes' risk for each object [4] , the so-called minimum Bayes' risk (MBR) classifier: 
Unfortunately, many loss functions of interest (e.g. BLEU) are nonlinear, and so Eq. 3 does not apply. However, these loss functions usually are functions of features of y 0 . That is, they can be expressed as e Lðy; Uðy 0 ÞÞ for a feature mapping U : Y ! R n . Based on this observation, DeNero et al. [10] proposed to follow the structure of Eq. 3 also for nonlinear functions, choosing a class y based on the feature expectations of y 0 :
y % arg min y2Y e Lðy; E Prðy 0 jxÞ ½Uðy 0 ÞÞ ð4Þ
Note that for nonlinear loss functions, this MBR classifier over features differs from the exact MBR classifier in Eq. 2, but MT system combination results reported in [10] showed that there were no significant difference in performance between the two approaches. The main advantage of the MBR formulation over features in Eq. 4 is that the computation of the Bayes' risk is independent of the number of classes which largely simplifies its implementation. The main computational challenge that remains is the well-studied search problem (arg min y2Y operation). The exact formulation of the search problem depends of the particular loss function under consideration, but it can be solved through several general purpose techniques such as dynamic programming [3] or branch-and-bound [27] , that additionally can implement beam search [23] to improve their efficiency.
Minimum Bayes' risk system combination
We now present the details of the system combination method under study: minimum Bayes' risk system combination (MBRSC). Section 3.1 presents the probabilistic translation model of MBRSC and its MBR formulation for BLEU. Section 3.2 describes the process to train the free parameters of the model. Finally, Sect. 3.3 describes the proposed beam search algorithm that generates the consensus translation. Figure 1 gives an overview of the process followed by MBRSC to generate a consensus translation.
MBRSC model
Let fC 1 ; . . .; C k ; . . .; C K g denote K individual MT systems. Under the assumption that the systems are statistically independent, we model the multisystem classifier as a weighted ensemble of systems [24] :
where P k ðy j xÞ denotes the probability distribution over translations modeled by system C k . Free parameters a ¼ fa 1 ; . . .; a k ; . . .; a K g are scaling factors that can be interpreted as a measure of the importance of each individual system ( P K k¼1 a k ¼ 1). The optimal classification function for the ensemble model in Eq. 5 is an instance of the MBR classifier in Eq. 2:
We choose the widespread BLEU [36] score as loss function. BLEU computes the geometric mean of the precision of n-grams of various lengths between a candidate and a reference translation. This geometric average is multiplied by a factor that penalizes translations shorter than the reference, namely the brevity penalty. Following the standard BLEU implementation, we consider n ¼ 4 as the maximum n-gram length. Formally, the BLEU score between a candidate y and a reference translation y 0 is given by: where W n ðyÞ is the set of n-grams of size n in y, # w ðyÞ represents the count of n-gram w in translation y and jyj denotes its length.
BLEU is a percentage with a value of one denoting an exact match between y and y 0 . Thus, the arg min y2Y
in Eq. 6 is substituted by an arg max y2Y . Finally, the BLEU-based MBR classifier for the ensemble is formulated as:
This MBR classifier has a high temporal complexity in OðjYj 2 Á K Á IÞ, where jYj denotes the number of possible target language sentences, and I represents the maximum sentence length given that BLEU ðy; y 0 Þ has a computational complexity in Oð max ðjyj; jy 0 jÞÞ. Since BLEU ðy; y 0 Þ references y 0 only via its n-gram counts 3 , we can follow [10] and approximate Eq. 10 by choosing a translation y based on n-gram count expectations: 
the n-gram count expectations can be computed in advance, thus Eq. 11 has a computational complexity in OðjYj Á IÞ.
To compute the expected n-gram counts, all systems should share the same candidate translations. However, due to differences in generative capabilities, training data selection, and various pruning techniques, the domain of translations of the different systems are always not identical in practice. Our approach is to compute the count expectations individually for each system 4 and combine these counts according to the ensemble weights a. If a probability distribution over translations is not available, e.g. translations generated by non-statistical MT systems, we can use a uniform distribution or assign a rank-based probability [38] to each translation.
MBRSC training
The objective of the training procedure is to obtain suitable values for the free parameters a of the ensemble model. By ''suitable'', we mean parameter values that yield good translation quality on unseen data, the socalled minimum error rate training (MERT) [35] . Given a function Qðy; y 0 Þ that measures the quality of a translation y with respect to a reference translation y 0 , our goal is to obtain the parameter values that maximize the translation quality of the consensus translations generated by MBRSC for a representative training set fðx 1 ; y 1 Þ; . . .; ðx S ; y S Þg:
QðCðx s ; aÞ; y s Þ ð14Þ where function Cðx s ; aÞ returns the consensus translation for source sentence x s given by the MBRSC decision function (Eq. 11) using parameter values a. We solve this 3 The brevity penalty is also a function of n-gram counts:
optimization problem with the downhill-simplex algorithm [31] using BLEU as quality function.
MBRSC search
We now address the search problem also referred to as generation or decoding. Its goal is to solve Eq. 11 which involves to find for a given source sentence the translation of maximum expected BLEU score among all possible target language sentences. The main difficulty in the computation of Eq. 11 is the potentially infinite number of target language sentences y 2 Y that have to be considered as candidate translations during the search process. A similar search problem also arises in conventional MT models which have been demonstrated to be an NP-complete problem [25, 43] , so we cannot expect to develop efficient algorithms to perform an exact search. We formalize the MBRSC search as a dynamic programming problem [3] . Search is then interpreted as a sequence of decisions that incrementally generate new translation hypotheses y 0 . Starting with an empty hypothesis, each decision expands a hypotheses of size i À 1 with one new target vocabulary word y 2 R to create a hypothesis of size i. This search space can be represented as a directed acyclic graph where the states denote partial hypotheses and the edges are labeled with expansion words. Figure 2 shows an example of the two first expansions in the search graph when combining three sentences. We avoid repeated computations by traversing the search graph in a topological order, thus performing a breadth-first exploration of the search space. In other words, before we process a node, i.e., expand a hypothesis, we have to make sure that we have visited all predecessor states. We can easily guarantee the topological order by processing the nodes according to the size of the partial hypotheses.
Each possible expansion of a partial hypothesis will be assigned a score representing its expected BLEU score. Among all possible paths of the search graph, we are interested in that of the highest score. As explained above, a state of the graph represents a partial hypothesis, however only the n-gram counts of the partial hypothesis are required to compute its score. Two partial hypotheses sharing the same n-grams are indistinguishable, and we are only interested in the hypothesis of higher score. According to these considerations, each state of the graph can be represented by a specific bag (namely a specific multiset) N of n-grams. We define QðN Þ ¼ fq; yg, where q is the maximum score of a path leading from the initial state to the state ðN Þ, and y is the highest-scoring hypothesis in the state. The usage of N and y may seem redundant, however, while N allows to distinguish between hypotheses, the actual ordered sequence of words y is required to generate the subsequent expanded hypothesis. We also define b Q ¼ fq;ŷg as the final state of the optimal translationŷ. Finally, we obtain the following dynamic programming recursion equations: where $ is the end-of-sentence symbol that denotes a complete translation, and Hðy; yÞ returns the new n-grams y: "we"
y: "certainly" y: "we are"
y: "we must"
y: "certainly we"
Fig
given the hypothesis y p =''we are faced with'' and the expansion word y=''enormous'', the expanded hypothesis y e = ''we are faced with enormous'' contains four 5 n-grams more than y p : ''enormous'', ''with enormous'', ''faced with enormous'', and ''are faced with enormous''.
As defined in the dynamic programming equations, every target language word is a potential expansion option for each partial translation. However, not all word sequences form correct natural language sentences. E.g., given the partial translation y p =''we are faced with'', it is clear that word y=''enormous'' can be a valid expansion option while word y=''with'' cannot. Thus, we consider y 2 R [ f$g as a valid expansion word for partial hypothesis y p only if at least one of the new n-grams in the resulting expanded hypothesis y e ¼ y p y has a expected n-gram count above zero. Formally, the set of expansion words Dðy p Þ for a partial hypothesis y p is given by:
This dynamic programming search is optimal. Unfortunately, due to the exponential number of states 6 , we cannot expect to efficiently obtain the optimal consensus translation. To speed up the search, we use a beam search algorithm [23] with pruning. Specifically, for each size i, we keep only the N best-scoring hypotheses and discard the rest of them. To assure a fair competition between hypotheses, the score of each of them is given by a combination of its score so far, and an estimate of the rest score to complete the translation. Following [19] , we apply a light search process (considering at each step the single best expansion) to estimate the score of the complete translation that can be obtained from the hypothesis. This score is then used as the complete score of the hypothesis.
Algorithm 1 shows the pseudocode of the dynamic programming beam search algorithm with pruning. It takes as input the set of n-gram count expectations (E Pðy 0 jxÞ ½# w ðy 0 Þ), the number of hypotheses to keep after pruning (N), and the maximum translation length under consideration (I). We use some auxiliary functions: Hðy; yÞ returns the set of new n-grams generated in the expansion of hypothesis y with word y, DðyÞ returns the set of valid expansion words for y, Sðy; E Pðy 0 jxÞ ½# w ðy 0 ÞÞ returns the complete score (current score plus rest score estimation) of y, and Pði; NÞ is a function that prunes out search states that represent partial hypotheses of size i keeping only the N best-scoring ones for future expansions. The first loop in Algorithm 1 assures that the search graph is traversed in topological order. Additionally, it introduces an upper bound to the maximum translation size under consideration, and thus, to the number of iterations of the algorithm. At each iteration, line 4 loops over the states that remain from the previous iteration, i.e., non-pruned states that store a translation of size i À 1. For each of these predecessor states, line 6 loops over the corresponding expansion words. Given a predecessor state ðN p Þ that stores a hypothesis y p , and a valid expansion word y, we compute the complete score (current score plus rest score estimation) q e of the expanded hypothesis y e ¼ y p y (line 8). Then, if the expansion word is the end-of-sentence symbol (y ¼¼ $), the expanded hypothesis is a complete translation, and if it improves the score (q) of the best consensus translation so far, we update this optimal translation (lines 9-12). For any other expansion words, we first compute the bag of n-grams N e of the expanded hypothesis (line 14). Then, if the score q e of the expanded hypothesis improves the score stored in the corresponding successor state ðN e Þ (line 16), we update the state. Finally, we prune out states that represent lowscoring hypotheses of current size i (line 18).
This beam search algorithm with pruning has a computational complexity in OðI 2 Á N Á DÞ, where N denotes the pruning parameter that controls the number of predecessor states in line 4, D denotes the maximum number of expansion words in line 6, and I is the maximum translation size in line 3. The extra OðIÞ factor is given by the score computation 7 in line 8. Note that the computational complexity of Algorithm 1 does not depend on the number of translations provided by the individual systems.
Experiments
We now describe the experiments performed to study the soundness of the proposed system combination method. First, we describe the evaluation criteria used in the experimentation. Then, we present results for several comparative experiments between different setups of MBRSC. Finally, we compare MBRSC with several other state-of-the-art system combination algorithms.
Evaluation criteria

Translation quality measures
We used two well-established automatic measures to evaluate the quality of the consensus translations: BLEU [36] , and TER [41] . BLEU measures the geometric average of the n-gram precisions multiplied by a factor that penalizes short translations, see Eq. 7. TER measures the percentage of words that must be edited to convert the candidate translation into the reference translation; valid edit operations are: deletion, insertion and substitution of single words and shift of word sequences. Each measure assumes a different definition of ''translation quality''. BLEU is a percentage that measures to which extent the candidate translation contains the same information as the reference translation. A 100 % BLEU value denotes a candidate translation equal to the reference. In contrast, TER aims at measuring the amount of work needed to fix a candidate translation. Thus, TER is an error measure where a 0 % denotes a perfect matching between the candidate translation and the reference. Since MBRSC is designed to optimize BLEU, we expect translation quality improvements in BLEU to be particularly important. We also report TER scores to independently assess BLEU results.
Statistical significance
We apply statistical significance testing to establish that an observed performance difference between two methods is in fact significant, and has not just arisen by chance. The usual approach is to state as null hypothesis: ''Methods A and B do not differ with respect to the evaluation measure of interest''. Then, we determine the probability, namely the p value, that an observed difference has arisen by chance, given the null hypothesis. If the p value is lower than a predefined significance level (usually p\0:01, or p\0:05) we can reject the null hypothesis. To do that, we use randomization tests [34] , specifically a randomization version of the paired t test based on [9] 
Nþ1 (1 is added to achieve an unbiased estimate) Initially, we use an evaluation measure QðÁÞ (e.g. BLEU) to determine the absolute difference between the original outcomes of methods A and B. Then, we repeatedly create shuffled versions A 0 and B 0 of the original outcomes, determine the absolute difference between their evaluation metrics, and count the number of times N ! that this difference is equal or larger than the original difference. To create the shuffled versions of the data sets, we iterate over each data point in the original outcomes and decide based on a simulated coin-flip whether data points should be exchanged between A and B. The p value is the proportion of iterations in which the absolute difference in evaluation metric was indeed larger for the shuffled version (corrected to achieve an unbiased estimate).
Comparative experiments
First, we performed comparative experiments to evaluate the influence of the different features of MBRSC on MT quality. These experiments were performed on FrenchEnglish, from the translation task of the 2009 Workshop on Statistical Machine Translation 8 [7] . We combined the outputs of the five statistical MT systems that submitted lists of n-best translation options to the task. Table 1 shows the average number of translation options for each source sentence, and case insensitive BLEU scores for the single best translation of each system. System outputs were tokenized and lower-cased before performing the combination. We report case-insensitive evaluation results to factor out the effect of true-casing of the English words from the effect of computing a consensus translation. Table 2 displays case-insensitive BLEU and TER results for the computed consensus translations. We used different setups of MBRSC to generate consensus translations that combine all the translation options provided by the five individual systems. On average, for each source sentence we combined about 450 translations. We also report results for the best and worst individual systems, and for an oracle experiment where the expected n-gram counts were computed directly from the reference translations.
As a baseline, we present results for a conventional sentence-selection MBR classifier [15] for the ensemble model in Eq. 5. The risk of each candidate translation was computed by exhaustively calculating its BLEU score with respect to the rest of the translations (Eq. 10). Results in Table 2 show that this baseline already resulted in a substantial improvement over the best individual system: þ1:0 BLEU points and À0:5 TER points.
We replicated this baseline sentence-selection experiment using n-gram count expectations to compute the loss (Eq. 11) and obtained the same BLEU and TER scores than the baseline. These results indicate that MBR over feature expectations is an accurate approximation to the exact MBR classifier even for nonlinear loss functions such as BLEU, a finding consistent with prior research [10] .
Then, we generated consensus translations using the beam search algorithm described in Sect. 3.3; a pruning parameter value N ¼ 100 was used. Results showed a slight performance improvement: þ0:4 BLEU points over sentence-selection search, and þ0:1 BLEU points over the gradient ascent search algorithm described in [17] . Since we used the same n-gram count expectations in all three experiments, these BLEU improvements imply that beam search was able to generate better translations than the translations already provided by the individual systems (sentence-selection search), and that it explores a broader search space than the gradient ascent search.
Finally, we automatically optimized the values of free parameters a in a separate development set which further improved performance of MBRSC: þ0:2 BLEU points and À0:2 TER points. These scarce improvements are rather surprising given that a much larger improvement, þ1 BLEU points, was obtained in the development set. We hypothesize that this is due to overfitting: in fact, the optimized weight for one of the systems was very small. This can happen if the quality of a system varies between datasets. In this case, the importance of these systems in determining the consensus translation may be underestimated. Nevertheless, this final experiment showed a statistically significant improvement (p ¼ 0:0003) of þ0:6 BLEU points and À0:6 TER points over baseline. Table 3 shows examples of how the translation quality can be improved with system combination. Here, the consensus translation is compared with the translation of the best individual system, as well as with a human reference translation. We performed one last comparative experiment (oracle) to measure the upper bound for the performance of MBRSC. Instead of expected counts, we generated consensus translations using n-gram counts computed directly from the reference translations. Naturally, oracle results showed a huge improvement in performance over the best individual system. Since MBRSC barely explores onetenth of this potential, we conclude that refinements in the estimation of n-gram count expectations could have the potential to boost translation quality.
Additionally, we evaluated the performance of MBRSC as a function of the number of translation options combined. For each source sentence only a subset of translation options are combined to generate the consensus translation, namely the top scoring ones. Figure 3 compares MBRSC against the baseline sentence-selection search algorithm. Additionally, we report significance level of the difference in performance between them 9 . We mark two standard levels of significance, 0:01 and 0:05, for reference. MBRSC consistently outperformed baseline, although these differences were not statistically significant below 100 translation options. This is not surprising since the search space for the baseline sentence-selection method grows linearly with the number of translation options while for MBRSC it grows exponentially. Thus, as more translation options were used MBRSC was able to explore a broader space which involved a statistically significant difference in performance when combining 100 translation options or more.
Comparison with state-of-the-art system combination methods
We now compare MBRSC against several state-of-the-art subsequence system combination techniques. These experiments were performed on the official evaluation sets from the system combination task 10 of the 2011 Workshop on Statistical Machine Translation [8] . Consensus translations were generated for both translation directions of the following language pairs: Czech-English (cz-en), GermanEnglish (de-en), Spanish-English (es-en) and FrenchEnglish (fr-en). For each translation direction, we combined the outputs of all the system that submit translations to the translation task. In contrast to the previous experiments, for each source sentence only single best translations were provided by each individual system. Thus, each experiment combined only about ten translations. 
Single MT
Simply complete, through the usb connector, the device of music from the computer MBRSC It is enough to fill, through the usb connector, the music from the computer Reference It 's enough to fill the device with music using the usb from the computer
For their operation to be effective, they have indeed need much less clients as a classic operator
MBRSC
For their operation to be effective, they need far fewer customers than a classic operator
Reference In order to function effectively , they require many fewer customers than a classic operator does Parameter optimization was performed for both methods 9 Similarly as done in [2] , we give p values on a logarithmic scale. Note that 10 À4 is the smallest possible p value that can be computed with 9; 999 shuffles in the randomized test. 10 http://www.statmt.org/wmt11/system-combination-task.html. Table 4 compares the performance of MBRSC with respect to the various systems that participate in the system combination task. For the sake of simplicity, we show results only for the four (out of ten) best-performing systems. All these system combination methods align the provided translations to build a consensus network, and compute the consensus translation as the highest-scoring path through the network in the style of [16] . They differ in the alignment method and the path-scoring models used. We report results only for cz $ en and de $ en translation directions. Experiments for other directions lead to similar conclusions.
It is important to note that the experimental conditions of this task favored consensus network methods. On the one hand, only single-best translations were available so the n-gram count expectations could not be smoothly estimated and were biased to those single translations. On the other hand, organizers allowed the use of any additional data which permits network methods to train their complex search models. However, we found that even in this pessimistic setting MBRSC was the best performer for en ! cz and en ! de, and was between the top-performing systems for the rest of translation directions.
Not surprisingly, MBRSC scored particularly high for those translation directions (cz and de) whose target language had scarcer resources. For these languages, networkbased systems simply did not had enough data to train their complex network search models. In fact, many participants submitted consensus translations for only a limited number of translation directions. In contrast, MBRSC does not require any additional data. Since the consensus translation is directly computed from the provided translation options, MBRSC obtained competitive results in all translation directions. These results confirm the soundness and generality of the proposed system combination technique.
Conclusion
We have described minimum Bayes' risk system combination (MBRSC) a new subsequence system combination approach for MT. MBRSC is able to detect and combine the ''best'' parts of the provided translations to generate the optimal consensus translation with respect to the BLEU score.
Despite its simplicity, MBRSC provides strong performance by leveraging different modeling, training and search techniques. We have performed a thorough analysis of how individual features of the algorithm influence the translation quality, and have compared the overall performance with the upper bound achievable by the algorithm. These comparative experiments showed that MBRSC significantly outperforms MBR sentence-selection techniques. Additionally, we compared MBRSC with several state-ofthe-art subsequence combination systems in the system combination task of the 2011 workshop on statistical machine translation. Experiments show that even in this pessimistic setting, better suited for the dominant networkbased techniques, MBRSC obtained competitive results specially for languages with scarce resources. 
