We consider a family of variational problems involving generalized Gauss graphs. Roughly, we are interested in the problem of minimizing a functional defined in a class of surfaces constrained to include a given fixed rectifiable set. As a particular case, one has the following example: Given a rectifiable set M , find a mass minimizer among all null boundary generalized Gauss graphs of surfaces which include M as a subset. Particular attention is paid to the case of curves in the plane.
Introduction.
The variational problems where the functional to minimize depends on manifolds and involves curvatures are far to be exhaustively investigated. Probably the most important example of functional of this type is Willmore's one, introduced in the sixties (see [23] , [24] ) and recently reconsidered by Leon Simon who proved a beautiful existence result in the genus one case (see [21] , [22] ). For an introductory presentation of Willmore problem one can refer to [18] .
General theories about minimizing functionals depending on curvatures can be found in [12] and in [5] . In both of these papers the authors spend a lot of work to define a generalized notion of surface endowed with a curvature tensor and to look into its properties. So Hutchinson defines the curvature varifolds while Anzellotti, Serapioni and Tamanini get the notion of generalized Gauss graph.
A comparison between such generalizations can be found in [9] . Further investigations and applications involving them are given, for example, in [2] , [4] , [10] , [13] , [14] and [15] .
Here we consider a family of variational problems involving generalized Gauss graphs. Roughly, we are interested in the problem of minimizing a functional defined in a class of surfaces constrained to include a given fixed rectifiable set. As a particular case, one has the following example:
Given a rectifiable set M , find a mass minimizer among all null boundary generalized Gauss graphs of surfaces which include M as a subset. The Section 5 is devoted to the presentation of the problem and to get the existence. In 6 we prove that a factor of a minimizer has to be itself a minimizer of a suitable "restricted" problem. Finally, particular attention is paid to the case of curves in the plane, which is discussed in 7. The Sections 2 and 3 recall some standard terminology and the needed preliminaries about generalized Gauss graphs. Some basic facts, particularly with regard to the factors of a generalized Gauss graph, are proved in 4.
Notation.
For the general terminology we refer to the classical literature about geometric measure theory (see [11] , [17] and [20] ). Rectifiable currents are the main tools we will work with.
Let U be an open subset of a given euclidean space. Then we shall denote by D h (U ) the set of h-dimensional currents in U , while R h (U ) and I h (U ) will be the subspace of rectifiable currents and the subspace of integral currents, respectively. According to a completely standard notation, the set of smooth differential h-forms having compact support in U will be denoted by D h (U ). If T is a h-dimensional current, then we define
where M is the usual mass of currents. Throughout this paper, we will deal with a generalized notion of Gauss graph for surfaces of dimension n and codimension k. Thus, the ambients where our surfaces and their generalized Gauss graphs are immersed will be respectively the euclidean spaces R N and
, where:
and S 1 denotes the set of unit vectors in the argument space (see Definition 3.1 below). As we shall soon see, it is convenient to introduce a further copy of R N which has to be kept distinguished from the ambient space. By specifying the variable name into the notation, we will denote them by R i.e.,z
z j e j . Given a couple of positive integers (H and h such that H ≥ h), we adopt the usual notation for multi-indices sets:
Also we need to extend this notation to infinite indices:
I(∞, h) := ∪ H I(H, h)
and
The short notation for wedge products will be often used. For example:
The letter y will be adopted to denote the variable of Λ k R Ñ x equipped with the basis {ε β } β∈I (N,k) , so that we may consistently confuse Λ k R will be denoted p and q, respectively. The linear subspace associated to a non zero simple multivector τ will be called "the enveloping subspace of τ " (according to [16] ).
Both the standard inner product and the dual pairing for all the vector spaces we will deal with will be denoted by
The only notion of "length" we will need is the natural one induced by · , · , namely:
For h = 1, . . . , n, the stratum h of a vector
is defined as follows:
Throughout the paper we will consider at most the strata 0 and 1 of the multi-vectors we will deal with. For example, we will need the following measures related to a current
Obviously, such a definition makes sense for all h = 0, 1, . . . , n.
Finally we will adopt the standard inclusion and equality symbols to denote the corresponding notions "in measure". For example, if A and B are H h -measurable sets, then "A ⊂ B" will mean H h (A\B) = 0.
Generalized Gauss graphs: Some well-known fact.
Let us begin this section by recalling the definition of generalized Gauss graph. 
, where is the Hodge operator in R N x with respect to the canonical basis, so that ϕ(x, y) = β∈I(N,k) σ(β,β)y β dxβ. A current belonging to curv n (Ω) will be called a "generalized Gauss graph".
The following remark explains why the foregoing definition extends the classical notion of Gauss graph.
Remark 3.1. Let M be a n-dimensional surface, embedded in R N x , smooth, oriented and with smooth boundary ∂M ⊂ M . We say that a n-dimensional
is a Gauss graph of M when it is the graph of τ , where τ is a smooth orientation of M i.e. a smooth field of unit simple n-vectors tangent to M . Obviously, there exist only two Gauss graphs of M , namely, given a smooth orientation τ , the graphs of τ and − τ.
Note that, given a Gauss graph G of M , one can immediately recover the smooth orientation τ such that G is the graph of τ . In fact
has to hold at all (x, y) ∈ G. Now, denoting by ν a smooth extension to R N x of the map that associates x ∈ M with the unique y such that (x, y) ∈ G (so that ν |M = τ ), it is natural to consider the one multiplicity rectifiable current T carried by G and oriented by
It is easy to check that T ∈curv n (R N x ). Indeed, the orthogonality between the enveloping spaces of y and η(x, y), at all (x, y) ∈ G, is just expressible in terms of T by means of conditions (ii) and (iii) in Definition 3.1 (see also Proposition 3.1(1) below), while (iv) is clearly fulfilled just thanks to the choice, suitably made, of the orientation η. Furthermore, any current of the form [[G, ση, 1]], where σ : G → {±1} is H n measurable, continues to verify (ii) and (iii) but only T , among them, satisfies (iv).
The following couple of propositions recalls all we shall need in this paper about generalized Gauss graphs. For a more exhaustive presentation of the subject see [1] , [5] , [8] and [9] .
is fulfilled if and only if the enveloping subspaces of η(x, y) and
is simple, its enveloping subspace is orthogonal to the tangent subspace of pG at x and p
The factors of a generalized Gauss graph are generalized Gauss graphs themselves.
Definition 4.1. We say that a countable family
The currents T j will be called factors of T .
We recall from [11, 4.2.25 ] that every T ∈ I n (R M ) has a proper decomposition whose factors are indecomposable currents in I n (R M ). This section is devoted to prove that every factor of a null boundary generalized Gauss graph has to be a null boundary generalized Gauss graph itself.
if and only if
i.e., j M(∂T j ) ≤ 0, whence we conclude the proof of "only if ". The vice versa is trivial.
Then one has:
Proof. Let us consider the family of H n -rectifiable sets defined as follows:
for all β ∈ I(∞). They constitute a "natural partition" of G and, as one can check by a simple calculation, they satisfy the following conditions:
As a consequence, we have:
Hence, by localizing, it follows that
We remark that this conclusion cannot be drawn directly from (4.4) since θ (β) could be zero somewhere. By (4.5) and (4.2), one obtains:
and then, as the opposite inclusion is obvious, the proof of (1) is concluded.
To prove (2), let us define
as follows:
As G j ⊂ G and (4.1) holds, one has:
. By the arbitrariness of ω, it follows that
On the other hand, by (4.1) again, one has also
Now (2) becomes evident by recalling (4.6) again.
Proof. Let us note that ∂T j = 0 immediately follows from Proposition 4.1 which implies also that
Then we can apply Proposition 4.2 to obtain
To conclude, we have only to check that also (iv) of Definition 3.1 is satisfied. But this easily follows by using again (4.7) together with Proposition 3.1, as the calculation below shows (let
Remark 4.1. Let us assume the hypotheses of Proposition 4.2 be verified. Then the following two simple consequences of the proposition can be given.
First.
for all j, whenever T (1) T (0) . This fact, along with Proposition 4.3, is interesting with regard to the links between generalized Gauss graphs and curvature varifolds. More precisely, if T (1) T (0) holds then T and all its factors T j induce curvature varifolds (see [9] for details).
Second. Let
be a Borel measurable function such that
Then we can define the real measure 
as the following computation shows:
When f ≥ 0, Proposition 4.2 and monotone convergence theorem imply that (4.8) holds without any further condition on θ, even if
In particular, taking f ≡ 1, one recovers the mass condition in (4.1).
The problem.
Given a n-dimensional rectifiable set M ⊂ R N , a non negative constant c and a current B ∈ R n−1 (R 
. Then we say that: (1) F is lower semi-continuous if
(2) F is coercive if in every set S ⊂ Σ such that F(S) is bounded there exists a sequence that converges weakly to an element of S.
We shall show that, if F is lower semi-continuous and coercive, then the problem above has a solution. First of all we need the stability of the condition p(spt T ) ⊃ M with respect to the weak convergence in curv n (R N ).
. Then, by the area formula and Proposition 3.2, we get:
In particular, one has
. Now the thesis follows by an usual localization argument.
Remark 5.1. In Proposition 5.1 the hypothesis T j ∈curv n (R N ) is crucial in the sense that the thesis can be false if one assumes only that spt
Here is an example. Example (n = k = 1). Let σ be a straight segment in R 2 and let {u j } ⊂ S 1 (R 2 ) be a sequence converging to u. If T j is the one dimensional, multiplicity one, rectifiable current carried by the couple of segments σ × {u} and σ × {u j } endowed with opposite orientations, then one has spt T j ⊂ R 2 × S 1 (R 2 ), p(spt T j ) = σ and T j T := 0. Now, by the direct method, we easily obtain the existence result. 
where
has to satisfy some conditions that allow E to be nice for our minimum problem. For example, if f is Borel measurable and f ≥ ε > 0 then E is coercive.
In order that E be lower semi-continuous, one can assume, for example, the "adequateness" condition on f (introduced in [5] , see also [7] ).
Finally we obtain the following result. 
A factor of a minimizer is a minimizer.
Let M be a n-dimensional rectifiable subset of R N x such that I M,0 0 is non empty and consider a functional
such that the restriction
has a minimizer T . For example this is true when F is non negative, lower semi-continuous and coercive, by Proposition 5.2.
is a proper decomposition of T , then Proposition 4.3 implies that
for all j, whereby one can wonder if T j minimizes the functional
The following proposition gives an answer.
Proposition 6.1. Let G be non negative and subadditive. Moreover, assume that
Proof. It is enough to prove the thesis for j = 1. Furthermore, one can assume that the decomposition consists of just two factors since also
has to hold, as the following computation shows:
Similarly, we have also
is a proper decomposition of T . So the thesis is reduced to the following one:
. In order to prove it, let us take T 1 ∈ I M1,0 0 and note that
In fact, one has Σ ∈ curv n (R N ) and
holds by Proposition 6.2 below. As T is a minimizer of F, (6.3) implies that
F(T ) ≤ F(Σ).
Hence
i.e.,
that is just (6.2). Now let us state and prove the result used in the proof of Proposition 6.1.
Proposition 6.2. Let there be given a rectifiable
) be such that the following hypotheses hold:
Proof. For the sake of shortness we shall adopt the following notation:
. Then (ii) and the area formula imply that, for all non negative g ∈ C 0 c (R N x ), one has:
Hence the conclusion follows by localizing, once proved that
In order to verify such inclusion, we note that M ⊂ P ⊂ P 1 ∪ P 2 has to hold, by (i) and (iii). Thus, by (iv), we get:
i.e., just what we need.
The following proposition is an easy consequence of Proposition 5.3, Proposition 6.1 and Remark 4.1. Let {T j } be a rectifiable proper decomposition of T . We have
by Remark 4.1. Moreover, as f is non negative, one has also that G is non negative and subadditive. Then Proposition 6.1 implies that T j minimizes the functional
The case of the curves in the plane.
This section is devoted to investigate the properties of a solution T of our problem when M is a closed and piecewise smooth curve in R 2 and B = 0, c= 0 and
Note that M has finite length, since
Let S ⊂ M be the set of the singular points of M , namely the ones at which the tangent line to M doesn't exist. If M is simple then, by recalling Jordan's theorem (see for example [6] ), one can define the outward normal map to M :
Let the graph of ν be denoted by G ν and consider the rectifiable setG ν ⊂ M × S 1 (R 2 ) obtained by filling the holes of G ν , over every P ∈ S, by means of an arc of {P } × S 1 (R 2 ) in the cheapest way (in the sense of the mass). As G ν must have finite measure,G ν has finite measure provided that the total length of the added arcs is finite. Analogously, by considering the inward normal in place of the outward one, we getG −ν .
The generalized Gauss graphs carried byG ν andG −ν will be called "natural Gauss graphs of M ". Remark 7.1. One could hurriedly conclude that the natural Gauss graphs always have to be minimizers. The following example shows that this guess is false.
Example (the double-comb). Let C h be the "double-comb" set pictured below respectively for h = 2 and h = 3
. . , h, denote the "double-teeth" that form C h ; here there is an explanatory figure, in the case h = 3.
h h h h h h h h h h h h h h h h h h
Then, let ν h and ν (j) h be the outward normal map to ∂C h and ∂C (j) h respectively and consider the multiplicity one generalized Gauss graphs
respectively (let us recall that they are uniquely determined, by the second statement in Proposition 3.1).
Furthermore let
h .
It is obvious that
for h big enough. In fact:
where α h is the tooth angle. We obtain
whence the conclusion follows. By a simple calculation one can check that the same idea doesn't work if one takes the "more convex" simple-comb.
We shall prove that the convexity condition on M is enough for the minimality of the natural Gauss graphs, just as one expects (probably a suitable weaker condition allowing "slightly nonconvex" M 's could be sufficient).
Let us introduce some notation which will be useful in the rest of the section.
Let S ⊂ R Now we are ready to state the first proposition.
is nonzero and null-boundary then one has
Proof. To prove the first statement, note that, as R 
The statement (2) immediately follows from Proposition 3.1(3 
The area formula implies that 
and 
i.e., just the thesis.
The following result is a corollary of Proposition 7.1. By Proposition 7.1 we have:
whence we get the first part of the thesis and also that θ ≡ 1 (7.1) and spt Σ ∪ R G = G. 
. . , h).
Now assume h ≥ 2: we shall get a contradiction. By (7.1) and Proposition 4.2 one has that
Moreover, by (7.2), we know that
. . , h. It follows that G j ⊂ R G for j = 1, . . . , h and hence G ⊂ R G . The opposite inclusion holds by Proposition 3.1(3), whereby we obtain R G = G.
As ∂T = 0 and G has to be Lipschitz (see [11, 4.2 .25]), we conclude that G has no hole and thus
We get
which cannot be true, being h ≥ 2.
The following proposition improves the previous one.
Proposition 7.3. Let M be convex. Then a generalized Gauss graph is a minimizer if and only if it is a natural Gauss graph of M .
Proof. By Proposition 7.2 we have only to prove that a minimizer has to be a natural Gauss graph.
