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Résumé
Nous calculons le déterminant
Dn+1 =
∣∣∣∣∣yjui − xjvilj − ki
∣∣∣∣∣
1≤i,j≤n+1
comme fonction du dernier des sextuplets (u, v, k;x, y, l), en exprimant le ré-
sultat sous une forme qui reproduit celle des entrées de Dn+1.
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1 Introduction
Considérons un opérateur différentiel de Sturm-Liouville sur un intervalle I =
]a, b[, de la forme H(f) = −(pf ′)′ + qf , et l’équation aux valeurs propres associée :
H(f)(t) = −p(t)f ′′(t)− p′(t)f ′(t) + q(t)f(t) = λf(t) (1)
Si g est un vecteur propre pour la valeur propre µ, un calcul familier donne :
(µ− λ)
∫ t1
t0
f(t)g(t) dt =
∫ t1
t0
∣∣∣∣∣f −pf ′′ − p′f ′ + qfg −pg′′ − p′g′ + qg
∣∣∣∣∣ dt =
[
−p
∣∣∣∣∣f f ′g g′
∣∣∣∣∣
]t=t1
t=t0
(2)
Si nous supposons que f et g sont assujetties toutes deux à la même condition initiale
en t = t0, nous obtenons la formule classique (µ 6= λ) :∫ t1
t0
f(t)g(t) dt = p(t1)
g(t1)f ′(t1)− g′(t1)f(t1)
µ− λ
(3)
1
Nous supposons ici pour simplifier que nos fonctions sont à valeurs réelles, ainsi le
terme de gauche peut être vu comme un produit scalaire. Il est souvent utile (en par-
ticulier pour calculer des projections orthogonales) de savoir calculer le déterminant
d’une matrice de Gram G = (
∫
fi(t)gj(t) dt)1≤i,j≤n formée avec ces produits scalaires.
On peut écrire le déterminant comme une intégrale multiple ([7, II, Nr 68]), le résultat
est du type d’un produit scalaire formé par intégration sur un pavé n-dimensionnel,
il ressemble plus au terme de gauche de l’équation (3) qu’à son terme de droite.
Nous montrons qu’il existe d’autres expressions, qui elles sont du type du terme
de droite de l’équation (3). Quittant le domaine de l’Analyse, il s’agit d’évaluer le
déterminant
D =
∣∣∣∣∣yjui − xjvilj − ki
∣∣∣∣∣
1≤i,j≤n+1
(4)
dépendant de 6n + 6 indéterminées (ui, vi, ki; xi, yi, li), 1 ≤ i ≤ n + 1. C’est ce que
nous faisons ici, en isolant le dernier sextuplet (u, v, k; x, y, l) et en montrant une
identité
1
d
D =
Y U −XV
l − k
(5)
où d est le mineur n× n principal de D (ne dépendant pas de (u, v, k; x, y, l)), et où
U , V , X, et Y sont des fonctions de (u, v, k; x, y, l) et des autres variables, mais avec
la propriété que U et V ne dépendent pas de (x, y, l) et que X et Y ne dépendent
pas de (u, v, k).
Les entrées
yu− xv
l − k
de nos déterminants ont une forme que l’on retrouve très
souvent. Nous avons déjà cité la théorie des opérateurs différentiels, on peut aussi
évoquer par exemple les noyaux reproduisants de la théorie des polynômes orthogo-
naux (donnés par la formule de Christoffel-Darboux [8, 10]). L’identité (5) montre
donc que la formation de déterminants en ces noyaux reproduisants donne un résultat
de la même forme caractéristique (dans certains contextes, il peut être utile suivant
les cas de faire des permutations du style U ↔ V , X ↔ −Y , ou même de modifier U ,
V , X, Y par des facteurs imaginaires ou même encore d’en prendre des combinaisons
linéaires appropriées).
On retrouve comme cas particulier (pour lequel (xi, yi, li) = (ui, vi, ki), 1 ≤ i ≤ n)
le résultat obtenu dans [1, Thm. 2]. Nous y posions la question de l’établir par des
calculs de déterminants, sans faire de récurrence sur leur taille. En fait, il suffit
pour cela de prendre pour point de départ la formule (équivalente au Thm. 4.2 de
Okada dans [6]) que nous avons présentée dans [2, Thm. 1] et de poursuivre le calcul
avec l’aide du cas particulier commun aux identités de Jacobi ([4], [5, VI, §175]) et
de Sylvester ([9], [5, VI, §197]) et de quelques observations auxiliaires. Nous incluons
toutes les démonstrations nécessaires afin d’éviter au lecteur non familier de la théorie
des déterminants d’avoir à se reporter à d’autres sources.
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2 Énoncé du théorème principal
Nous considérons 6n + 6 indéterminées (ui, vi, ki; xi, yi, li), 1 ≤ i ≤ n + 1, et
posons u = un+1, v = vn+1, k = kn+1, x = xn+1, y = yn+1, l = ln+1. Nous notons
Dn+1(u, v, k; x, y, l) le déterminant de taille (n+ 1)× (n+ 1) :
Dn+1(u, v, k; x, y, l) =
∣∣∣∣∣yjui − xjvilj − ki
∣∣∣∣∣
1≤i,j≤n+1
(6)
Soit Dn son mineur n× n principal situé en haut à gauche. Posons :
Un =
1
Dn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
...
...
··
yjui − xjvi
lj − ki
·· ui
...
...
··
yju− xjv
lj − k
·· u
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n+1×n+1
Xn =
1
Dn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
...
...
··
yjui − xjvi
lj − ki
··
yui − xvi
l − ki
...
...
·· xj ·· x
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n+1×n+1
(7)
Vn =
1
Dn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
...
...
··
yjui − xjvi
lj − ki
·· vi
...
...
··
yju− xjv
lj − k
·· v
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n+1×n+1
Yn =
1
Dn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
...
...
··
yjui − xjvi
lj − ki
··
yui − xvi
l − ki
...
...
·· yj ·· y
∣∣∣∣∣∣∣∣∣∣∣∣∣∣
n+1×n+1
(8)
Théorème. On a
Dn+1(u, v, k; x, y, l)
Dn
=
Yn(x, y, l)Un(u, v, k)−Xn(x, y, l)Vn(u, v, k)
l − k
(9)
3 Preuve
Soit
E = (−1)
n(n+1)
2
∏
1≤i,j≤n+1
(lj − ki) ·
∣∣∣∣∣yjui − xjvilj − ki
∣∣∣∣∣
1≤i,j≤n+1
(10)
où l’on rappelle que u = un+1, v = vn+1, etc. . .
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D’après [6, Thm. 4.2] ou [2, Thm. 1], plus précisément sous sa forme [2, éq. (21)],
E =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
u1 u2 ·· un u x1 x2 ·· xn x
k1u1 k2u2 ·· knun ku l1x1 l2x2 ·· lnxn lx
...
... ··
...
...
...
... ··
...
...
kn1u1 k
n
2u2 ·· k
n
nun k
nu ln1x1 l
n
2x2 ·· l
n
nxn l
nx
v1 v2 ·· vn v y1 y2 ·· yn y
k1v1 k2v2 ·· knvn kv l1y1 l2y2 ·· lnyn ly
...
... ··
...
...
...
... ··
...
...
kn1 v1 k
n
2 v2 ·· k
n
nvn k
nv ln1y1 l
n
2y2 ·· l
n
nyn l
ny
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(11)
Preuve. Il est simple d’aller de (11) à (10). Soit E ′ le déterminant défini dans (11).
SoitK (resp. L) la matrice dont la ie ligne est (ki−11 , . . . , k
i−1
n , k
i−1) (resp. (li−11 , . . . , l
i−1
n , l
i−1),
1 ≤ i ≤ n + 1), et soit Du la matrice diag(u1, . . . , un, u), et sim. Dv, Dx, Dy. Alors
E ′ =
∣∣∣∣∣KDu LDxKDv LDy
∣∣∣∣∣ =
∣∣∣∣∣KDu 00 KDv
∣∣∣∣∣
∣∣∣∣∣I D−1u K−1LDxI D−1v K−1LDy
∣∣∣∣∣
= det(K)2 det(DuK−1LDy −DvK−1LDx)
(12)
Soit C1(t), . . ., Cn+1(t) des polynômes de degrés au plus n, et C la matrice ayant
leurs coordonnées dans (1, t, . . . , tn) en lignes. Alors CK = (Ci(kj)) et CL = (Ci(lj)).
Posons A(t) =
∏
1≤i≤n+1(t− ki) et prenons Ci(t) = A(t)/(t− ki). On obtient K−1 =
diag(A′(ki)−1)C donc K−1L = diag(A′(ki)−1)(Ci(lj)) et
K−1L = diag1≤i≤n+1(A
′(ki)−1)(
1
lj − ki
) diag1≤j≤n+1(A(lj)) (13)
Donc
E ′ = det(K)2
∏
i
A′(ki)−1
∏
j
A(lj) det(
uiyj − vixj
lj − ki
)1≤i,j≤n+1 (14)
= (−1)
n(n+1)
2
∏
1≤i,j≤n+1
(lj − ki) det(
yjui − xjvi
lj − ki
)1≤i,j≤n+1 (15)
Ainsi effectivement E = E ′.
On va utiliser un cas particulier commun aux identités de Jacobi (voir [5, VI,
§175]) et de Sylvester ([9], [5, VI, §197]).
Proposition (Jacobi, [4]). Soit n > 2, et M = (mij) une matrice n × n. Notons
E = detM et soit D le mineur obtenu dans E en supprimant les deux premières
lignes et les deux premières colonnes. Alors
ED =
∣∣∣∣∣M11 M12M21 M22
∣∣∣∣∣ (16)
4
avec Mij le mineur obtenu de E en supprimant la ie ligne et la je colonne. Une
identité semblable vaut pour deux lignes quelconques et deux colonnes quelconques.
Preuve de l’identité de Jacobi. Il suffit de faire la preuve avec les entrées de M des
indéterminées indépendantes. Il existe une (unique) combinaison λ3C3 + · · ·+ λnCn
des colonnes de numéros allant de 3 à n qui, soustraite à la première colonne C1,
annule tous ses éléments sauf les deux du haut. De même il existe une combinaison
µ3C3 + · · · + µnCn qui, soustraite à la colonne C2 annule tous ses éléments sauf les
deux premiers. Si l’on transforme le déterminant E par ces combinaisons, on a alors
une forme par bloc et
E =
∣∣∣∣∣m11 −
∑
3≤j≤n λjm1j m12 −
∑
3≤j≤n µjm1j
m21 −
∑
3≤j≤n λjm2j m22 −
∑
3≤j≤n µjm2j
∣∣∣∣∣ ·D (17)
Or dans le calcul du mineur M11 par exemple, la même soustraction (une fois seule-
ment) de colonnes donne immédiatement M11 = (m22−
∑
3≤j≤n µjm2j) D. Idem pour
les trois autres mineurs et on trouve donc
E =
∣∣∣∣∣∣∣
M22
D
M21
D
M12
D
M11
D
∣∣∣∣∣∣∣ ·D =
M11M22 −M12M21
D
(18)
ce qui prouve le résultat.
Remarque. Cette proposition est le cas k = 2 de l’énoncé plus général suivant, qu’on
démontrerait à l’identique : soit E = |mij| de taille n×n, soit k < n, soit F le mineur
(n− k)× (n− k) diagonal inférieur droit dans E, soit G = |gij|1≤i,j≤k le déterminant
k×k avec gij le mineur (n−k+1)×(n−k+1) de E obtenu en bordant F par mij (et
miq, k+1 ≤ q ≤ n, mqj, k+1 ≤ q ≤ n). Alors G = F k−1E. Sylvester [9] a un énoncé
encore plus général en bordant par plusieurs lignes et colonnes. Et en ce qui concerne
Jacobi, il s’agit du calcul des mineurs de l’adjoint (formé avec les co-facteurs) de E.
Considérons K = |m˜ij|1≤i,j≤k le mineur principal k × k de l’adjoint E˜ (k ≥ 2). En
appliquant ce qui vient d’être montré à E privé de la ie ligne et de la je colonne, on a
g˜ij = F k−2m˜ij. Donc K = F k(2−k)G˜ = F k(2−k)Gk−1 = FEk−1. Ceci est la formule de
Jacobi, qui calcule les mineurs de E˜. Pour des énoncés synthétiques avec des lignes et
colonnes arbitraires, voir l’article Déterminants, section F, de [3]. Notre proposition
est F(3), Jacobi est F(2) et (le cas particulier vu ici de) Sylvester est F(4).
Nous appliquons ceci au déterminant de l’équation (11), en considérant les quatre
entrées knu, knv, lnx, lny dont nous notons les co-mineurs, respectivement Y , X , V,
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et U . À la limite pour l →∞ on a l−nE = (−1)n+1xV + yU +O(1
l
). Or :
E = (−1)
n(n+1)
2
∏
1≤i,j≤n
(lj−ki)(l−k)
∏
1≤i≤n
(l−ki)
∏
1≤j≤n
(lj−k)
∣∣∣∣∣∣∣∣∣∣
...
...
· · ·
yjui−xjvi
lj−ki
· · · yui−xvi
l−ki
...
...
∣∣∣∣∣∣∣∣∣∣
1≤i,j≤n+1
(19)
lim
l→∞
l−nE = (−1)
n(n+1)
2
∏
1≤i,j≤n
(lj−ki)
∏
1≤j≤n
(lj−k)
∣∣∣∣∣∣∣∣∣∣
...
...
· · ·
yjui−xjvi
lj−ki
· · · yui − xvi
...
...
∣∣∣∣∣∣∣∣∣∣
1≤i,j≤n+1
(20)
V = (−1)
n(n−1)
2
∏
1≤i,j≤n
(lj − ki)
∏
1≤j≤n
(lj − k)
∣∣∣∣∣∣∣∣∣∣
...
...
· · · yjui−xjvi
lj−ki
· · · vi
...
...
∣∣∣∣∣∣∣∣∣∣
1≤i,j≤n+1
(21)
U = (−1)
n(n+1)
2
∏
1≤i,j≤n
(lj − ki)
∏
1≤j≤n
(lj − k)
∣∣∣∣∣∣∣∣∣∣
...
...
· · · yjui−xjvi
lj−ki
· · · ui
...
...
∣∣∣∣∣∣∣∣∣∣
1≤i,j≤n+1
(22)
À la limite pour k →∞ on a k−nE = uY + (−1)n+1vX +O( 1
k
). Or :
E = (−1)
n(n+1)
2
∏
1≤i,j≤n
(lj−ki)(l−k)
∏
1≤i≤n
(l−ki)
∏
1≤j≤n
(lj−k)
∣∣∣∣∣∣∣∣∣∣∣∣∣
...
· · ·
yjui−xjvi
lj−ki
· · ·
...
· · ·
yju−xjv
lj−k
· · ·
∣∣∣∣∣∣∣∣∣∣∣∣∣
1≤i,j≤n+1
(23)
lim
k→∞
k−nE = (−1)
n(n−1)
2
∏
1≤i,j≤n
(lj − ki)
∏
1≤i≤n
(l − ki)
∣∣∣∣∣∣∣∣∣∣∣∣
...
· · ·
yjui−xjvi
lj−ki
· · ·
...
· · · yju− xjv · · ·
∣∣∣∣∣∣∣∣∣∣∣∣
1≤i,j≤n+1
(24)
Y = (−1)
n(n−1)
2
∏
1≤i,j≤n
(lj − ki)
∏
1≤i≤n
(l − ki)
∣∣∣∣∣∣∣∣∣∣∣∣
...
· · · yjui−xjvi
lj−ki
· · ·
...
· · · yj · · ·
∣∣∣∣∣∣∣∣∣∣∣∣
1≤i,j≤n+1
(25)
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X = (−1)
n(n+1)
2
∏
1≤i,j≤n
(lj − ki)
∏
1≤j≤n
(l − ki)
∣∣∣∣∣∣∣∣∣∣∣∣
...
· · · yjui−xjvi
lj−ki
· · ·
...
· · · xj · · ·
∣∣∣∣∣∣∣∣∣∣∣∣
1≤i,j≤n+1
(26)
Avec les quantités U , V, X , et Y ainsi définies on obtient :
ED = YU − XV (27)
D = (−1)
n(n−1)
2
∏
1≤i,j≤n
(lj − ki) ·
∣∣∣∣∣yjui − xjvilj − ki
∣∣∣∣∣
1≤i,j≤n
(28)
Avec Un, Vn, Xn, Yn, Dn définis par (7), (8),
U = (−1)
n(n+1)
2
∏
1≤i,j≤n
(lj − ki)
∏
1≤j≤n
(lj − k)DnUn (29)
V = (−1)
n(n−1)
2
∏
1≤i,j≤n
(lj − ki)
∏
1≤j≤n
(lj − k)DnVn (30)
X = (−1)
n(n+1)
2
∏
1≤i,j≤n
(lj − ki)
∏
1≤i≤n
(l − ki)DnXn (31)
Y = (−1)
n(n−1)
2
∏
1≤i,j≤n
(lj − ki)
∏
1≤i≤n
(l − ki)DnYn (32)
On obtient finalement
(−1)n
∣∣∣∣∣yjui − xjvilj − ki
∣∣∣∣∣
1≤i,j≤n+1
∣∣∣∣∣yjui − xjvilj − ki
∣∣∣∣∣
1≤i,j≤n
= (−1)nD2n
YnUn −XnVn
l − k
(33)
ce qui prouve le Théorème.
Au passage, nous avons obtenu par cette preuve des représentations de Un, Vn,
Xn et Yn à l’aide de déterminants de taille (2n+ 1)× (2n+ 1) :
Un =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
u1 u2 ·· un u x1 x2 ·· xn
k1u1 k2u2 ·· knun ku l1x1 l2x2 ·· lnxn
...
... ··
...
...
...
... ··
...
kn1u1 k
n
2u2 ·· k
n
nun k
nu ln1x1 l
n
2x2 ·· l
n
nxn
v1 v2 ·· vn v y1 y2 ·· yn
k1v1 k2v2 ·· knvn kv l1y1 l2y2 ·· lnyn
...
... ··
...
...
...
... ··
...
kn−11 v1 k
n−1
2 v2 ·· k
n−1
n vn k
n−1v ln−11 y1 l
n−1
2 y2 ·· l
n−1
n yn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(−1)n(−1)
n(n−1)
2
∏
1≤i,j≤n(lj − ki)Dn
∏
1≤j≤n(lj − k)
(34)
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Vn =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
u1 u2 ·· un u x1 x2 ·· xn
k1u1 k2u2 ·· knun ku l1x1 l2x2 ·· lnxn
...
... ··
...
...
...
... ··
...
kn−11 u1 k
n−1
2 u2 ·· k
n−1
n un k
n−1u ln−11 x1 l
n−1
2 x2 ·· l
n−1
n xn
v1 v2 ·· vn v y1 y2 ·· yn
k1v1 k2v2 ·· knvn kv l1y1 l2y2 ·· lnyn
...
... ··
...
...
...
... ··
...
kn1 v1 k
n
2 v2 ·· k
n
nvn k
nv ln1y1 l
n
2y2 ·· l
n
nyn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(−1)
n(n−1)
2
∏
1≤i,j≤n(lj − ki)Dn
∏
1≤j≤n(lj − k)
(35)
Xn =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
u1 u2 ·· un x1 x2 ·· xn x
k1u1 k2u2 ·· knun l1x1 l2x2 ·· lnxn lx
...
... ··
...
...
... ··
...
...
kn1u1 k
n
2u2 ·· k
n
nun l
n
1x1 l
n
2x2 ·· l
n
nxn l
nx
v1 v2 ·· vn y1 y2 ·· yn y
k1v1 k2v2 ·· knvn l1y1 l2y2 ·· lnyn ly
...
... ··
...
...
... ··
...
...
kn−11 v1 k
n−1
2 v2 ·· k
n−1
n vn l
n−1
1 y1 l
n−1
2 y2 ·· l
n−1
n yn l
n−1y
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(−1)n(−1)
n(n−1)
2
∏
1≤i,j≤n(lj − ki)Dn
∏
1≤i≤n(l − ki)
(36)
Yn =
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
u1 u2 ·· un x1 x2 ·· xn x
k1u1 k2u2 ·· knun l1x1 l2x2 ·· lnxn lx
...
... ··
...
...
... ··
...
...
kn−11 u1 k
n−1
2 u2 ·· k
n−1
n un l
n−1
1 x1 l
n−1
2 x2 ·· l
n−1
n xn l
n−1x
v1 v2 ·· vn y1 y2 ·· yn y
k1v1 k2v2 ·· knvn l1y1 l2y2 ·· lnyn ly
...
... ··
...
...
... ··
...
...
kn1 v1 k
n
2 v2 ·· k
n
nvn l
n
1y1 l
n
2 y2 ·· l
n
nyn l
ny
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(−1)
n(n−1)
2
∏
1≤i,j≤n(lj − ki)Dn
∏
1≤i≤n(l − ki)
(37)
Dans chacune de ces expressions apparaît au dénominateur la quantité
D = (−1)
n(n−1)
2
∏
1≤i,j≤n
(lj − ki)
∣∣∣∣∣yjui − xjvilj − ki
∣∣∣∣∣
1≤i,j≤n
(38)
qui est à chaque fois le mineur 2n× 2n obtenu en supprimant dans le dénominateur
la ligne et la colonne contenant, respectivement, knu, knv, lnx, lny.
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4 Un déterminant factorisant
Nous examinons le cas particulier :
xi = ui, yi = −vi, li = −ki, 1 ≤ i ≤ n (39)
1 ≤ i, j ≤ n =⇒
yjui − xjvi
lj − ki
=
uivj + vjui
ki + kj
(40)
Les formules (7) et (8) montrent qu’en considérant Un, Vn, Xn, Yn comme fonctions
de trois variables, les n triplets (ui, vi, ki), 1 ≤ i ≤ n étant fixés, on a les relations :
Xn(u,−v,−k) = Un(u, v, k) (41)
Yn(u,−v,−k) = −Vn(u, v, k) (42)
Dn+1(u, v, k; x, y, l)
Dn
=
Un(u, v, k)Vn(x,−y,−l) + Vn(u, v, k)Un(x,−y,−l)
k + (−l)
(43)
Si nous imposons les relations supplémentaires x = u, y = −v, l = −k, nous obtenons
la factorisation
Dn+1(u, v, k)
Dn
=
1
k
Un(u, v, k)Vn(u, v, k) (44)
L’équation (34) donne comme valeur de Un :∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
u1 u2 ·· un u u1 u2 ·· un
k1u1 k2u2 ·· knun ku −k1u1 −k2u2 ·· −knun
...
... ··
...
...
...
... ··
...
kn1u1 k
n
2u2 ·· k
n
nun k
nu (−1)nkn1u1 (−1)
nkn2u2 ·· (−1)
nknnun
v1 v2 ·· vn v −v1 −v2 ·· −vn
k1v1 k2v2 ·· knvn kv k1v1 k2v2 ·· knvn
...
... ··
...
...
...
... ··
...
kn−11 v1 k
n−1
2 v2 ·· k
n−1
n vn k
n−1v (−1)nkn−11 v1 (−1)
nkn−12 v2 ·· (−1)
nkn−1n vn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(−1)
n(n+1)
2 Dn
∏
1≤i,j≤n(ki + kj)
∏
1≤j≤n(k + kj)
(45)
On fait les
[
n
2
]
permutations de lignes 2k ↔ 2k + n + 1, 1 ≤ 2k ≤ n. Puis, lorsque
n est impair il faut aussi mettre la (n+ 1)e ligne en dernière position. On a donc un
signe (−1)n(−1)
n(n−1)
2 = (−1)
n(n+1)
2 . Puis, on soustrait les n premières colonnes des n
dernières. Ceci met le déterminant sous une forme par blocs, et donne, si n est pair :
Un =
∣∣∣∣∣∣∣∣∣∣∣
u1 u2 ·· un u
k1v1 k2v2 ·· knvn kv
...
... ··
...
...
kn1u1 k
n
2u2 ·· k
n
nun k
nu
∣∣∣∣∣∣∣∣∣∣∣
n+1×n+1
∣∣∣∣∣∣∣∣∣∣∣
v1 v2 ·· vn
k1u1 k2u2 ·· knun
...
... ··
...
kn−11 u1 k
n−1
2 u2 ·· k
n−1
n un
∣∣∣∣∣∣∣∣∣∣∣
n×n
2−nDn
∏
1≤i,j≤n(ki + kj)
∏
1≤j≤n(k + kj)
(46)
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et pour n impair :
Un =
∣∣∣∣∣∣∣∣∣∣∣
u1 u2 ·· un
k1v1 k2v2 ·· knvn
...
... ··
...
kn−11 u1 k
n−1
2 u2 ·· k
n−1
n un
∣∣∣∣∣∣∣∣∣∣∣
n×n
∣∣∣∣∣∣∣∣∣∣∣
v1 v2 ·· vn v
k1u1 k2u2 ·· knun ku
...
... ··
...
...
kn1u1 k
n
2u2 ·· k
n
nun k
nu
∣∣∣∣∣∣∣∣∣∣∣
n+1×n+1
2−nDn
∏
1≤i,j≤n(ki + kj)
∏
1≤j≤n(k + kj)
(47)
L’équation (35) donne comme valeur de Vn :∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
u1 u2 ·· un u u1 u2 ·· un
k1u1 k2u2 ·· knun ku −k1u1 −k2u2 ·· −knun
...
... ··
...
...
...
... ··
...
kn−11 u1 k
n−1
2 u2 ·· k
n−1
n un k
n−1u (−1)n−1kn−11 u1 (−1)
n−1kn−12 u2 ·· (−1)
n−1kn−1n un
v1 v2 ·· vn v −v1 −v2 ·· −vn
k1v1 k2v2 ·· knvn kv k1v1 k2v2 ·· knvn
...
... ··
...
...
...
... ··
...
kn1 v1 k
n
2 v2 ·· k
n
nvn k
nv (−1)n+1kn1 v1 (−1)
n+1kn2 v2 ·· (−1)
n+1knnvn
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(−1)
n(n−1)
2 Dn
∏
1≤i,j≤n(ki + kj)
∏
1≤j≤n(k + kj)
(48)
On fait les
[
n
2
]
permutations de lignes 2k ↔ 2k + n, 1 ≤ 2k ≤ n. Puis, lorsque n est
impair il faut aussi mettre la dernière ligne en (n + 1)e position. On obtient, pour n
pair :
Vn =
∣∣∣∣∣∣∣∣∣∣∣
u1 u2 ·· un
k1v1 k2v2 ·· knvn
...
... ··
...
kn−11 v1 k
n−1
2 v2 ·· k
n−1
n vn
∣∣∣∣∣∣∣∣∣∣∣
n×n
∣∣∣∣∣∣∣∣∣∣∣
v1 v2 ·· vn v
k1u1 k2u2 ·· knun ku
...
... ··
...
...
kn1 v1 k
n
2 v2 ·· k
n
nvn k
nv
∣∣∣∣∣∣∣∣∣∣∣
n+1×n+1
2−nDn
∏
1≤i,j≤n(ki + kj)
∏
1≤j≤n(k + kj)
(49)
et pour n impair :
Vn =
∣∣∣∣∣∣∣∣∣∣∣
u1 u2 ·· un u
k1v1 k2v2 ·· knvn kv
...
... ··
...
...
kn1 v1 k
n
2 v2 ·· k
n
nvn k
nv
∣∣∣∣∣∣∣∣∣∣∣
n+1×n+1
∣∣∣∣∣∣∣∣∣∣∣
v1 v2 ·· vn
k1u1 k2u2 ·· knun
...
... ··
...
kn−11 v1 k
n−1
2 v2 ·· k
n−1
n vn
∣∣∣∣∣∣∣∣∣∣∣
n×n
2−nDn
∏
1≤i,j≤n(ki + kj)
∏
1≤j≤n(k + kj)
(50)
La même technique, en partant de (11), permet la factorisation de Dn+1 (et de
10
Dn). On obtient :
Dn+1 = 2n+1
∣∣∣∣∣∣∣∣∣∣∣∣∣
u1 u2 ·· un u
k1v1 k2v2 ·· knvn kv
k21u1 k
2
2u2 ·· k
2
nun k
2u
...
... ··
...
...
· · ·
∣∣∣∣∣∣∣∣∣∣∣∣∣
n+1×n+1
∣∣∣∣∣∣∣∣∣∣∣∣∣
v1 v2 ·· vn v
k1u1 k2u2 ·· knun ku
k21v1 k
2
2v2 ·· k
2
nvn k
2v
...
... ··
...
...
· · ·
∣∣∣∣∣∣∣∣∣∣∣∣∣
n+1×n+1∏
1≤i,j≤n+1(ki + kj)
(51)
Dn =
∣∣∣∣∣uivj + vjuiki + kj
∣∣∣∣∣
n×n
= 2n
∣∣∣∣∣∣∣∣∣∣∣
u1 u2 ·· un
k1v1 k2v2 ·· knvn
...
... ··
...
· · ·
∣∣∣∣∣∣∣∣∣∣∣
n×n
∣∣∣∣∣∣∣∣∣∣∣
v1 v2 ·· vn
k1u1 k2u2 ·· knun
...
... ··
...
· · ·
∣∣∣∣∣∣∣∣∣∣∣
n×n∏
1≤i,j≤n(ki + kj)
(52)
Donc le déterminant ∣∣∣∣∣∣∣∣∣∣∣∣∣
u1 u2 ·· un u
k1v1 k2v2 ·· knvn kv
k21u1 k
2
2u2 ·· k
2
nun k
2u
...
... ··
...
...
· · · · · · · · ·
∣∣∣∣∣∣∣∣∣∣∣∣∣
n+1×n+1
(53)
divisé par son mineur principal de taille n × n et par le produit
∏
1≤j≤n(k + kj) est
égal, pour n pair à Un (dans ce cas il y a knu en position (n+ 1, n+1) dans (53)) et
pour n impair à Vn (dans ce cas il y a knv en position (n+1, n+1)). Le déterminant∣∣∣∣∣∣∣∣∣∣∣∣∣
v1 v2 ·· vn v
k1u1 k2u2 ·· knun ku
k21v1 k
2
2v2 ·· k
2
nvn k
2v
...
... ··
...
...
· · · · · · · · ·
∣∣∣∣∣∣∣∣∣∣∣∣∣
n+1×n+1
(54)
divisé par son mineur principal de taille n × n et par le produit
∏
1≤j≤n(k + kj) est
égal à Vn pour n pair (il y a alors knv en bas à droite dans (54)) et à Un pour n
impair (knu en bas à droite dans (54)). Conformément à (44), le quotient Dn+1
Dn
est
égal à 1
k
UnVn (pour x = u, y = −v, l = −k).
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