shows the same slice through the data obtained using cubic interpolation together with the histogram of the high resolution intensities within the central voxel. The vertical red line indicates the value m. In (C) all high resolution voxels within each low resolution voxel have been set to the same value, namely the highest value found by cubic interpolation. Panels (D) and (E) display randomized data, where the high resolution intensity distribution was described by a normal distribution centered at m and with a sigma of m/4 and m respectively. In the latter case negative values where set to 0.
Supplementary Figure 6. Influence of the high resolution distribution of the elements
within each low resolution voxel on the pore network stability simulation. The response of the pore network of the FCC particle to pore blocking by the poisoning metals was tested by applying a series of resistance thresholds to remove pore channels (edges of the pore network) with resistance values above the respective threshold. The simulation was performed separately for each of the five data sets displayed in Supplementary Figure 5 . Panel (A) reports the maximum pseudo-voltage determined for the network after the edges have been removed. In (B) the number of sink nodes (nodes at the surface) that have been disconnected from the network (in percent; a node is removed when there is no edge of the network left connecting to it) is plotted and panel (D) reports the same for source nodes (nodes in Zeolite domains). The plot in (C) shows number of edges that have been removed (in percent of all edges of the network).
Supplementary Methods:
Hard X-ray full-field transmission X-ray microscopy Hard X-ray full-field transmission X-ray microscopy was performed at beamline 6-2C of the Stanford Synchrotron Radiation Lightsource at the SLAC National Accelerator Laboratory.
Details of the experimental setup can be found elsewhere 1 . X-rays at 8500 eV were selected using a double Si(111)-crystal monochromator for illumination of the sample. Tomography data was collected from 0 to 179.5 degrees with an angular step size of 0.5 degrees, which enabled a high quality reconstruction of the 3D structure of the FCC particle using the Filtered Back Projection (FBP) algorithm. Two horizontally adjoined fields of view (FOV) of 30 x 30 µm 2 were acquired at each viewing angle extending the total FOV to cover the entire particle with a diameter of about 40 µm. The voxel size of the 3-D reconstruction was at 32×32×32 nm 3 , and was further binned to a size of 64×64×64 nm 3 in order to mitigate the requirement of large scale computing resources during quantification and modeling of the complex 3-D pore network and to account for the achieved effective 3-D spatial resolution. The effective 3-D spatial resolution was estimated by performing a Fourier Shell Correlation analysis 2 of the tomography data: the full tomography data set (0 to 179.5 degrees) was split into to two subsets such that the first data set contained images recorded at odd projection angles and the second images recorded at even projection angles. The FRC curve displayed in Supplementary Figure 1 shows that the effective 3D spatial resolution determined using the 1 bit criterion was 98.2 nm (0.326 reciprocal pixels of 32 nm size). TXM data processing was performed using TXM-Wizard 3 , an in-house developed software package. The evaluation of the pore throat distribution was performed using a numerical solid expansion method 4 , indicating that the majority of the macro pore throats were found at a size of ~320 nm. This is clearly larger than the achieved effective spatial resolution, which therefore is sufficient for resolving those macro pore channels in the 3D architecture of the FCC particle that act as "highways" for both crude molecules entering the catalyst particle and product molecules leaving it.
Hard X-ray fluorescence tomography
The hard X-ray µ-XRF imaging experiment was performed at beamline 2-3 of the Stanford
Synchrotron Radiation Lightsource at the SLAC National Accelerator Laboratory. A double crystal monochromator was used to select X-rays at 8500 eV that were further focused by a K-B mirror to a spot size of 2 µm, which was then used for raster scanning the sample. Data acquisition of µ-XRF images was performed using the software package SMAK 5 . More details about the experimental setup can be found elsewhere 6 .
Raster scans were performed in fly scan mode with a dwell time of 100 microseconds for each pixel to improve the data acquisition speed. Tomography was performed with angular steps of 2 degrees. The 2D XRF maps recorded at each angle were evaluated using fluorescence peak fitting of every single pixel XRF spectrum using PyMca Figure 2 ), which complicates a precise quantification for those two metals. For Ca on the other hand a clear peak is visible in the XRF spectrum, confirming its presence, although at much lower concentrations than the other evaluated metals.
Although the V K-lines overlap with the La L-lines in the XRF spectrum, a good deconvolution of their signals was possible, confirmed by the fact that V and La are not perfectly correlated (see Figure 1 ), i.e. regions in the particle exist that show elevated V concentrations but low amounts of La.
The 2D XRF maps generated by PyMca 7 were then reconstructed into 3D elemental distributions applying an Algebraic Reconstruction Technique (ART) available in the software package TXM-
The obtained 3-D matrices were resampled to a pixel size of 64×64×64 nm 3 using cubic interpolation in order to match the high resolution nano-TXM data. Here it is important to note that in this correlative imaging experiment, the single FCC particle under study was loaded into a Kapton capillary that was mounted in the same sample holder, which could directly be transferred between the two beamlines, allowing straightforward registration of the 3-D data.
Furthermore, in order to remove/minimize artifacts in the XRF data caused by the self-absorption effect, we simultaneously recorded the transmitted X-ray intensity during the raster scan (further denoted as the STXM data) and developed an algorithm to perform an effective self-absorption correction (see below).
Correction of self-absorption effects in micro XRF tomography
The so-called self-absorption effect is a well-known challenge in the evaluation of XRF tomography data. In order to remove/minimize artifacts caused by this effect, we also recorded the transmission X-ray intensity in the µ-XRF raster scan (STXM data) and developed an algorithm to perform the correction.
The µ-XRF signal emitted from a certain voxel within the 3D structure has to travel through the sample before the XRF detector can record it. This causes absorption of the XRF signal by the sample itself ('self-absorption') that depends on several factors, including the relative position of the voxel, the 3-D density distribution, and the 3-D elemental distribution in the sample. An absolute correction of this effect is therefore complicated by the complexity of composition and heterogeneity of the studied sample.
In this work, we developed a simplified correction procedure using a priori knowledge of the experimental setup geometry, the average bulk density of the sample, the average elemental composition of the FCC particle, and the energy of the XRF emission lines. First the recorded STXM data was used to perform an initial tomography reconstruction, which provided the distribution of the 3D optical density recorded at 8500 eV. Then, putting together all a priori information, we constructed a 3D correction matrix by cumulatively summing the 3D optical density map along the direction from the sample to the detector and further scaled it by an energy dependent factor that takes into account the elemental composition of the sample. This approach effectively calculates the average X-ray absorption of the emitted radiation for all X-ray fluorescence energies and all voxel positions in the sample using the X-ray absorption coefficient µ and Beer-Lambert's law.
The effect of the above-explained method for self-absorption correction is illustrated in This approach provides a simple and fast method for correcting self-absorption effects but is limited by the assumption that every voxel contains the same element concentration ratios.
Voxels that contain very different ratios will have a different value of the X-ray absorption coefficient µ, for example in the unlikely case that a voxel contains pure Ni. However, because self-absorption is directly proportional to the length of the radiation path within the material (following Beer-Lambert's law), significant self-absorption effects are only expected for greater sample thicknesses, i.e. for a path through many voxels. This in turn means that the stronger this effect becomes, the more likely it is that the actual absorption coefficient for the total radiation path length becomes the average absorption coefficient of the material. In the specific case of FCC particles the above assumptions are further supported by the fact that more than 90% of the material consists of Al, Si and O 8 , which means that the absorption coefficient is dominated by elements that are fairly homogenously distributed 9 and are further not strongly absorbing at the X-ray energies of interest (i.e. energies equal and larger than the Ca K-alpha line at 3.69 keV).
A more complex (and computationally expensive) approach for correcting the µ-XRF tomography data would be to modify the above described correction into an iterative method.
The correction achieved in the iterations leads to an improved distribution of elements of interest and thus can affect the amount of self-absorption for each individual voxels. The secondary absorption is another factor that needs to be taken into consideration in the iterations, due to the complexity in the elemental composition. However, we expect the amount of improvement that can possibly be achieved by this complicated iterative method to be very limited for this study, because of the small size of the particle relative to the X-ray absorption length.
Inter-elemental correlation analysis
As discussed in the section above, distributions of multiple elements were recorded simultaneously during XRF mapping, and were further quantified by performing XRF peak fitting. The obtained results allow analyzing correlations among these elements in a quantitative manner. The degree of spatial bimodal elemental correlation offers unique insight into the poisoning metal accumulation mechanisms. Using the entire 3-D data set in this correlation analysis ensured that a sufficiently large number of data points (voxels) were used, in turn assuring the statistical significance of the results.
In these plots voxels that contained no or very low elemental concentrations of both elements have been removed to avoid that this large number of 'empty' voxels dominates the correlation.
Specifically, if a voxel contained less than 5% of the maximum concentration of element A and B respectively, it was not considered in the bimodal spatial correlation of A and B. This ensured that voxels with low or no concentrations of element A but high concentrations of element B (and vice versa) were not removed.
Resistor network model
In our model every node of the pore network is connected to its neighboring nodes via a resistor with a value R (in Ohm) that is determined via the formula:
where L (in nm) is the length of the pore channel, D (in nm 2 ) its average cross section, and ρ the specific resistance. In the first calculation ρ was set to 1 (Ohm × nm) for all points of the pore network to exclusively assess the effect of the macro pore geometry as reconstructed from nano-TXM data. The equivalent resistance was then determined for each source node of the network,
i.e. nodes of the network in regions of highest La concentrations (≥ 60% of the maximum La intensity), as measured by µ-XRF. This equivalent resistor value of each source node was obtained via nodal analysis, where each source node was defined as a current source of 1 A and all sink nodes (surface nodes) were set to be at 0 V (ground). The 60% threshold for La intensities was used to isolate regions of highest La intensity while accounting for the limited resolution of the XRF instrument and is somewhat arbitrary. It is known that zeolite domains in FCC catalyst particles have sizes between a few hundreds of nanometers to 1-2 microns [10] [11] [12] , which are below the resolution achieved in the XRF data. This lack in resolution blurs the distribution of zeolite domains and the XRF data can therefore be understood as probability map for finding pure zeolite domains. The highest probability of finding a pure zeolite domain correlates with the highest La intensities and was therefore used to identify zeolite domains.
In the second step the nodal analyses was performed using the relative elemental concentrations of Fe, Ni, Ca, and V as detected by µ-XRF in each point of the pore channel to increase the specific resistance ρ of the resistor that represents the respective pore channel. Specifically, ρ of each path connecting two nodes (i.e. one resistor) was determined as 1 + the sum of the average elemental concentrations of Fe, Ni, Ca, and V along the path -analogue to a conducting wire with length L, cross section D, and a specific resistance that depends on the elemental concentrations along the pore channel. In this way every connection ('edge') of the network was assigned a unique (pseudo-electrical) resistance value that was based on the respective metals 3D concentration distributions. This allowed establishing a relative measure of the 'resistance' each metal poison poses to molecules traveling from source to sink nodes, assuming that higher metal concentration means stronger pore blockage.
The result of the nodal analysis of these two resistor networks provides a pseudo-electric potential in every node of the network, which in turn allows determining an equivalent resistor value between all sink nodes (at ground) and each source node of the network following Ohm's law.
In order to quantify and visualize relative changes in particle accessibility, we determined changes in the distributions of pseudo-electrical potential ( Figure 3C and H) and equivalent resistance ( Figure 3G and I) by computing the difference between normalized distributions obtained with and without considering the presence of the metals Fe, Ni, V, and Ca. Normalized distributions were used to exclusively determine changes in the distribution, because these changes show how the network responds to local changes in resistance due to the presence of the metals.
In order to test the response of the pore network to complete pore blocking (i. Here it is important to note that we used the resistivity value as determined by equation 1 and not simply the sum of metal concentrations in order to take the specific pore geometry into account.
More specifically, because specific resistance ρ and pore channel cross section D are anticorrelated for constant resistance narrower pores are removed at lower metal concentrations than larger ones.
Re-evaluating the interconnectivity of the pore network
When removing resistors with resistance values above the threshold from the resistor network, the whole network has to be re-evaluated with respect to interconnectivity because removing connections in a network can lead to the formation of isolated sub-networks or nodes. These individual nodes or sub-networks of interconnected nodes are disconnected from the main network, and may or may not continue to contribute to the mass transport through the network.
This in turn can significantly influence the calculated potential distribution, especially when many sub-networks are created at lower resistor thresholds (i.e. when many resistors are removed). Three possible situations have to be considered: a) Individual nodes or sub-networks that are connected to one or more source nodes but no longer to the surface (one or more sink nodes); the potential of these nodes cannot be determined, but being connected to source nodes, these regions have very high voltages (they are 'under high pressure'). In order to visualize these regions, which are excluded from mass transport, they were set to the maximum voltage determined for the remaining system. b) Individual nodes or sub-networks that are no longer connected to source nodes. These regions are at 0 V pseudo-electrical potential (independent of being connected to sink nodes).
c) Regions that are no longer part of the main (largest) network, but are still connected to at least one source and one sink node. These sub-networks are available for mass transport and are therefore included in the calculation of the potential distribution.
Influence of the XRF resolution
The developed resistor network model is based on the correlation between lower resolution micro-XRF and higher resolution nano-TXM data. As shown schematically in Figure   2A , there are 31x31x31 high-resolution voxels of 64x64x64 nm 3 (nano-TXM data) within each one of the lower resolution voxels of ~2x2x2 µm 3 (micro-XRF data grid; more precisely voxels of 1984nm edge length). In order to correlate micro-XRF and nano-TXM data (see section 'Hard X-ray fluorescence tomography') we applied commonly used cubic interpolation of the micro-XRF data to ensure that the two data sets have identical voxel sizes. This was implemented in order to avoid the 'hard edges', i.e. a sudden change in the metal concentration among adjacent voxels (see Supplementary Figure 5A ), which is an artifact caused by the limited spatial resolution in the micro-XRF measurement and is not expected to exist in the sample. The effect of cubic interpolation is demonstrated in Supplementary Figures 5A and 5B. However, as the actual high resolution 3D distribution of the elements within each one of the low resolution micro-XRF voxels is unknown, one could think of different possible fine-length-scale metal distributions having the same average value, the latter being the quantity that is in fact acquired through the micro-XRF measurement.
In order to assess the influence and related uncertainty of the unknown high-resolution distribution of the elements within each low-resolution voxel, we repeated the entire pore network analysis several times, each time using a different distribution function. Supplementary Figure 5 shows the low resolution XRF data (Supplementary Figure 5A , displayed is the sum of the element specific XRF counts; see section 'Resistor network model'), the data obtained by cubic interpolation (Supplementary Figure 5B) , the data set where all high resolution voxels within each low resolution voxel were set to the highest value obtained by cubic interpolation (Supplementary Figure 5B) , and two randomized data sets, using a normal distribution of values within each low resolution voxel (Supplementary Figures 5D and 5E ). In each data set the central voxel (indicated by the black square) was inspected as an example to show the effect of the different distribution functions applied. For the micro-XRF data set (Supplementary Figure 5A) each low-resolution voxel has one value m, which was experimentally measured by the micro-XRF instrument and can be interpreted as the mean value of the intensity distribution of the corresponding high resolution voxel group. After cubic interpolation the same voxel now contains 31x31x31 high-resolution voxels with an intensity distribution shown by the map and the histogram in Supplementary Figure 5B . The value m is indicated by the vertical red line in the histogram. A known effect in (monotone) cubic interpolation is 'overshooting', which can cause the signal to exceed its steady state value. In our application this effect can produce count rates in some interpolated voxels that are slightly higher than the values found in the original low-resolution voxels. This is visible when inspecting the range of the color bars in Supplementary Figures 5A and 5B . In order to inspect the effect of an increased count rate we therefore also generated a data set where each high-resolution voxel was set to the highest count rate generated by cubic interpolation (Supplementary Figure 5C) . This effectively simulates a low resolution data set with a higher average value than the one measured by micro-XRF (see histogram in Supplementary Figure 5C ) and therefore allows to assess a) the influence of using data that was not 'smoothed' by cubic interpolation and b) the effect of higher metal concentrations on the performed resistor network modeling. Finally, in order to test how the unknown 3D intensity distribution of the metals within each low resolution voxel affects the resistor network modeling, we randomized the distribution within each one of the low resolution that for the data sets that have the same micro-XRF intensity distribution the response of the pore network is very similar (black, green, blue, and cyan plots in Supplementary Figure 6 ). As expected the data sets generated by cubic interpolation (black) and using a sigma of m/4 (green) result in a behavior that is most similar to the one using the 'raw' XRF data (cyan plot). More specifically, for these three data sets the network collapses at the same threshold value of 7
(where all edges have been removed). The reason for this similarity is based on the fact that the number of removed edges and sink nodes (nodes at the surface of the particle) is almost identical for those data sets. This has to do with the fact that even though the values of high-resolution voxels have been randomized within each coarse micro-XRF voxel, the highest metal concentrations, which play a dominant role in the pore network response and, ultimately, in its collapse, are still found in the surface regions of the particle. This observation is also confirmed by inspecting the data set with a higher mean value for each low resolution voxel (red plot): as expected the network's response shows a very similar trend but starts earlier and is completed at a threshold value of 9 instead of 7. Finally, we can also assess the behavior of a highly nonuniform data set generated using a random normal distribution with a sigma value of m (the blue plot). This data set is interesting as it also provides feedback on the influence of the pore network morphology, which is now 'tested' by using fewer, highly localized 'hot spots' of metal concentration that will now block the pore network at fewer locations, but at higher thresholds. A highly interconnected network like the one we observed in the studied FCC particle is therefore expected to collapse at a later stage, providing alternative pathways when only specific, individual routes are blocked by these highly localized metal concentrations. This is in fact what we observe when inspecting the plots reported in Supplementary Figure 6 . While a larger number of edges (pore channels) are removed already at higher thresholds (Supplementary Figure 6C , blue plot down to thresholds of ~20), the collapse of the pore network starts later than for the other data sets with identical metal distribution at the coarse length scale (black, green, cyan), because alternative pathways are still available for facilitating mass transport. The complete collapse of the network, defined as the threshold at which all edges have been removed, is finally reached at a value of 6, which is lower than in the other scenarios.
These findings are not only in excellent agreement with and support the conclusions drawn on the basis of the evaluation of the data set used in the main text of the manuscript (the data set generated by cubic interpolation), but also provide an effective assessment of a possible uncertainty introduced by the discrepancy in spatial resolution of nano-TXM and micro-XRF data. The results of our simulations using different element distributions within each low resolution micro-XRF voxel show that although the developed resistor network model is clearly sensitive to the differences in the metal distributions, the overall response of a highly interconnected network, such as the one found in the studied FCC particle, is dominated by the distribution of metal concentration at relatively coarse scale that corresponds to the low resolution micro-XRF voxels. As expected, such a highly interconnected network is even more stable against increasingly non-uniform distributions (see for example the data set generated using a value of sigma = m).
We therefore conclude that in the presented case the uncertainty introduced by correlating lower resolution micro-XRF data with higher resolution nano-TXM data through cubic interpolation of the XRF data to match the voxel size does not significantly affect the quantification and overall result of the resistor network modeling. One reason for this relative stability of the network response against different element distributions is related to its high interconnectivity.
Finally we would like to point out that a high standard deviation distribution of metal concentrations within the coarse voxels at ~ 2x2x2 microns 3 (as used in the data set shown in Supplementary Figure 5E ) is very unlikely in reality. In an industrial reaction unit, the deposition of the poisoning metal on a single FCC particle accumulates over long time periods. As a result, it is more likely that the distributions of the poisoning metals within the FCC particle have low spatial frequency characteristics, i.e. the concentration distribution is varying relatively slowly and without abrupt jumps among adjacent voxels. This statement is supported by recent imaging results showing the Fe distribution in an industrial FCC particle at even higher resolution (<15nm in 2D mapping) than was achieved here using TXM 10 .
