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1. Introduction
Let G = (V(G), E(G)) be a simple and finite graph. A tree is a connected acyclic graph. A unicyclic
graph is a connected graph in which the number of edges equals the number of vertices. For two
vertices x and y (x = y), the distance between x and y is the number of edges in a shortest path joining
x and y. The diameter of graph G is the maximum distance between any two vertices of G.
Let A(G) be the adjacency matrix of a graph G, and let λ1(G), λ2(G), . . . , λn(G) be the eigenvalues
in non-increasing order of A(G). The number
∑n
i=1 λki (G) (k = 0, 1, 2, . . . ) is called the kth spectral
moment of G, denoted by Sk(G) (or Sk). Note that S0 = n, S1 = l, S2 = 2m, S3 = 6t, where n, l, m,
t denote the number of vertices, the number of loops, the number of edges, the number of triangles,
respectively (see [4]). Let S(G) = (S0(G), S1(G), . . . , Sn−1(G)) be the sequence of spectral moments
of G. For two graphs G1 and G2, we shall write G1 =S G2 if Si(G1) = Si(G2) for i = 0, 1, . . . , n − 1.
Similarly we have G1 <S G2 (“G1 comes before G2 in S-order") if for some k (1  k  n − 1) we have
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Fig. 1. Graphs U4, U5, B4,B5.
Si(G1) = Si(G2) for i = 0, 1, . . . , k − 1 and Sk(G1) < Sk(G2). We shall write G1 S G2 if G1 <S G2 or
G1 =S G2. S-order has been used in producing graph catalogues and might be preferable precisely to
the spectral radius order because of certain phenomena exhibited by unicyclic graphs (see [3,4]).
Many results on the spectra of graphs can be found in the literature (see, for example, [1,2,5,6]).
But few results on the S-order of graphs have been obtained. Cvetkovic´ and Rowlinson [4] studied the
S-order of trees and unicyclic graphs and characterized the first and last graphs, in S-order, of all tree
and all unicyclic graphs with given girth, respectively. Wu and Liu [7] gave the last  d
2
 + 1 graphs, in
S-order, of all trees with order n and diameter d.
For 2  d  n − 2, let Un,d = {G : G is a unicyclic graph with order n and diameter d}. Un,2 only
contains one unicyclic graph if n  6. For 3  d  n−5, we give the last d+ d
2
−2 unicyclic graphs,
in S-order, in the setUn,d (see Theorem3.10). In addition, for the cases d = n−4 and d = n−3, the last
2n− 11 and last n+ n
2
− 7 unicyclic graphs in the set Un,d are also given respectively (see Theorems
3.11 and 3.12). For d = n − 2, all unicyclic graphs have an S-order (see Theorem 3.2). We prove these
results in Section 3. In Section 2, we give some preliminaries which are useful for the proofs of our
main results. Also in Section 2, we correct a result that appeared in [7] (see Lemma 2.2).
2. Preliminaries
We first quote a well-known result from [4].
Lemma 2.1 [4]. The kth spectral moment of G is equal to the number of closed walks of length k.
Let Pn, Cn, K1,n−1 be a path, a cycle and a star of order n, respectively. Let Un be a graph obtained
from Cn−1 by attaching a leaf to one vertex of Cn−1, and let B4 (B5) be the graph obtained from two
cycles C3, C
′
3 of length 3 by identifying one edge (vertex) of C3 with one edge (vertex) of C
′
3 (see Fig. 1).
Let F be a graph. An F-subgraph of G is a subgraph of Gwhich is isomorphic to F . LetφG(F) (orφ(F))
be the number of all F-subgraphs of G. The following result gives an interpretation of the fourth, fifth
and sixth spectral moments.
Lemma 2.2. For every graph G, we have
(i) S4 = 2φ(P2) + 4φ(P3) + 8φ(C4) (see [4]);
(ii) S5 = 30φ(C3) + 10φ(U4) + 10φ(C5) (see [7]);
(iii) S6 = 2φ(P2)+12φ(P3)+6φ(P4)+12φ(K1,3)+12φ(U5)+36φ(B4)+24φ(B5)+24φ(C3)+
48φ(C4) + 12φ(C6).
Proof. (iii) Vertices that belong to a closed walk of length 6 induce in G a subgraph isomorphic to P2,
P3, P4, K1,3, U5, B4, B5, C3, C4 or C6. Since the number of closed walks of length 6 which span these
subgraphs is 2, 12, 6, 12, 12, 36, 24, 24, 48 and 12, respectively, the assertion holds. 
Remark. The following result is from [7].
For every graph G, S6 = 2φ(P2) + 12φ(P3) + 6φ(P4) + 12φ(K1,3) + 12φ(U5) + 36φ(B4) +
24φ(B5) + 24φ(C3) + 40φ(C4) + 12φ(C6). Now we take C4 as an example. The left side equals 128,
and the right side is 120. We see that this result does not hold and Lemma 2.2(iii) corrects it. 
The degree of a vertex v of graph G, denoted by dG(v) or d(v), is the number of edges incident to
the vertex v. Let Gu and Hv be two graphs with u ∈ V(G) and v ∈ V(H). We shall denote by GuHv the
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graph obtained from Gu and Hv by identifying u and v. The following result gives an important graph
operation which is useful in Section 3.
Lemma 2.3. Let G, H be non-trivial connected graphs with u, v ∈ V(G) andw ∈ V(H). If dG(u) < dG(v),
then S4(GuHw) < S4(GvHw).
Proof. From Lemma 2.2(i), we have
S4(GvHw) − S4(GuHw)
= 4
[(
dG(v) + dH(w)
2
)
−
(
dG(v)
2
)
−
(
dG(u) + dH(w)
2
)
+
(
dG(u)
2
)]
= 4dH(w)(dG(v) − dG(u)) > 0.
Then S4(GuHw) < S4(GvHw). 
Lemma2.4 [7]. Let G be a non-trivial connected graphwith u ∈ V(G). Suppose that two paths of lengths a,
b (a  b  1)areattached toG by their endvertices at u, respectively, to formG∗a,b. ThenG∗a+1,b−1 <S G∗a,b.
A connected subgraphH of G is called a tree-subgraph (or cycle-subgraph) ifH is a tree (or contains
at least one cycle).
Lemma 2.5. Let G be a non-trivial connected graph with u, v ∈ V(G). Suppose that two paths of lengths
a, b are attached to G by their end vertices at u and v, respectively, to form Ga,b, where a  0 and b  0.
The following results hold:
(i) If 1  a  b and dG(u) > 1, then Ga−1,b+1 <S Ga,b.
(ii) Suppose t is a positive integer. If t  a < b + t and dG(u) > 1, then Ga−t,b+t <S Ga,b.
(iii) If a < b and dG(u) > dG(v), then Ga,b <S Gb,a.
Proof. (i) Note that Sj(Ga−1,b+1) = Sj(Ga,b), j = 0, 1, 2, 3. We distinguish the following two cases.
Case 1. a = 1. Thus b  1. By Lemma 2.2(i), we have
S4(Ga,b) − S4(Ga−1,b+1) = S4(G1,b) − S4(G0,b+1)
= 4
[(
dG(u) + 1
2
)
+
(
dG(v) + 1
2
)
+ b − 1
]
− 4
[(
dG(u)
2
)
+
(
dG(v) + 1
2
)
+ b
]
= 4
[(
dG(u) + 1
2
)
− 1 −
(
dG(u)
2
)]
= 4(dG(u) − 1) > 0.
Then Ga−1,b+1 <S Ga,b.
Case 2. a > 1. By Lemma 2.2(i), S4(Ga−1,b+1) = S4(Ga,b).
Let Hk(G) = {H : H is a tree-subgraph of G and |E(H)|  k2 } and H′k(G) = {H : H is a cycle-
subgraph of G and |E(H)|  k}. Note that tree-subgraphs only generate even closed walks. Then Sk(G)
is related to the number of tree-subgraphs inHk(G) and the number of cycle-subgraphs inH′k(G).
For any H ∈H′k(Ga,b), where 5  k  2(a+ 1),H′k(Ga,b) contains an H-subgraph, that is, there is a
subgraphH′ ∈H′k(Ga−1,b+1)withH ∼= H′, and vice versa. For anyH ∈Hk(Ga,b), where 5  k  2a+1,
Hk(Ga,b) contains an H-subgraph, that is, there is a subgraph H′ ∈Hk(Ga−1,b+1) with H ∼= H′, and
vice versa.
Then,when5  k  2a+1, for anyH ∈Hk(Ga,b)∪H′k(Ga,b)andH′ ∈Hk(Ga−1,b+1)∪H′k(Ga−1,b+1),
we have φGa,b(H) = φGa−1,b+1(H′) if H ∼= H′. Therefore Sk(Ga,b) = Sk(Ga−1,b+1).
Now we consider k = 2a + 2. For any H ∈H′2a+2(Ga,b) and H′ ∈H′2a+2(Ga−1,b+1), we have
φGa,b(H) = φGa−1,b+1(H′) if H ∼= H′. For any H ∈H2a+2(Ga,b)\{Pa+2} and H′ ∈H2a+2(Ga−1,b+1)\
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{Pa+2}, we have φGa,b(H) = φGa−1,b+1(H′) if H ∼= H′. So we only need to compare the number of
Pa+2-subgraphs of Ga,b and the number of Pa+2-subgraphs of Ga−1,b+1. We have
φGa−1,b+1(Pa+2) = φGa−1,b(Pa+2) + 1.
Similarly we have φGa,b(Pa+2) = φGa−1,b(Pa+2) + dG(u).
Since dG(u) > 1, φGa−1,b+1(Pa+2) < φGa,b(Pa+2). Hence S2a+2(Ga−1,b+1) < S2a+2(Ga,b), and thus
Ga−1,b+1 <S Ga,b.
The proofs of (ii) and (iii) are similar to that of (i). So we omit the proof of (ii).
(iii) For a = 0, S4(Gb,a) − S4(Ga,b) = 4
[(
d(u)+1
2
)
−
(
d(v)+1
2
)]
> 0, and thus Ga,b <S Gb,a.
For a > 0,we only need to compare the numbers of Pa+3-subgraphs ofGa,b andGb,a.We candeduce
thatφGa,b(Pa+3) = φGa,a(Pa+3)+dG(v)+b−a−1 andφGb,a(Pa+3) = φGa,a(Pa+3)+dG(u)+b−a−1.
Then φGa,b(Pa+3) < φGb,a(Pa+3), and thus Ga,b <S Gb,a. 
3. Main results
Form  n and d  n − 1, set Un,d,m = {G : G ∈ Un,d and the length of the only cycle in G ism}.
Lemma 3.1. If G1 ∈ Un,d,3 and G2 ∈ Un,d,m where m > 3, then G2 <S G1.
Proof. Note that Sj(G1) = Sj(G2), j = 0, 1, 2. Since S3(G1) > 0 and S3(G2) = 0, S3(G2) < S3(G1)
and thus G2 <S G1. 
Let Xd(k) (1  k  d−1) be the unicyclic graph created from a path Pd+1 = v0v1...vd by attaching
a new vertex vd+1 and edges vd+1vk−1, vd+1vk and let Xn,d(k, p1, p2, . . . , pd−1, pd+1) be the unicyclic
graph obtained from graph Xd(k) by attaching pi pendant vertices to vi for i = 1, 2, ..., d − 1, d + 1,
where n = d+ 2+ p1 + p2 + · · ·+ pd−1 + pd+1, pi  0. Let Xn,d,k,l (2  k  d− 1) be the unicyclic
graph obtained from graph Xd(k) by attaching n−d−2 pendant vertices to vl where 1  l  d−1 or
l = d+1. Let X′n,d,k(p) (2  k  d−1) be the unicyclic graph obtained from graph Xd(k) by attaching
p pendant vertices to vk and n − d − p − 2 pendant vertices to vk−1, where 1  p  n − d − 3. See
Fig. 2.
LetWd(k) (1  k  d−1) be the unicyclic graph created fromapath Pd+1 = v0v1...vd by attaching
two new vertices x and y and edges xy, xvk , yvk. Let Wn,d(k, p1, p2, . . . , pd−1) be the unicyclic graph
obtained from graph Wd(k) by attaching pi pendant vertices to vi for i = 1, 2, ..., d − 1, where
n = d + 3 + ∑d−1i=1 pi, pi  0. Let Wn,d,k be the unicyclic graph obtained from graph Wd(k) by
attaching n − d − 3 pendant vertices to vk . See Fig. 2.
We usually use Xn,d,k for Xn,d,k,k, and we see that Un,2 = {Xn,2,1}, where n  6. Nowwe introduce
some new notations. Set Y(n, i) = Xn,n−2,i. Let Y ′(n, i) be the unicyclic graph created from C4 =
v0v1v2v3 by attaching Pi and Pn−2−i to v0 and v2, respectively. We can see that Un,n−2 = {Y(n, i) :
1  i   n−1
2
} ∪ {Y ′(n, i) : 1  i   n
2
 − 1}.
Theorem 3.2. All unicyclic graphs in Un,n−2 have the following S-order: Y ′(n, 1) <S Y ′(n, 2) <S · · · <S
Y ′(n,  n
2
 − 1) <S Y(n, 1) <S Y(n, 2) <S · · · <S Y(n,  n−12 ).
Proof. By Lemma 3.1, we have Y ′(n, j) < Y(n, i).
By Lemma2.5(i), we have Y(n, 1) <S Y(n, 2) <S · · · <S Y(n,  n−12 ) and Y ′(n, 1) <S Y ′(n, 2) <S· · · <S Y ′(n,  n2 − 1).
Then the result follows. 
Nowwe consider Un,d where 3  d  n− 3. For graphsWn,d,k , Xn,d,k,l and X′n,d,k(p), the following
results are clear from Lemma 2.2(i).
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Fig. 2. Some unicyclic graphs of diameter d.
Proposition 3.3. Let Wn,d,k, Xn,d,k,l , X
′
n,d,k(p) be the graphs shown in Fig. 2. Then
(i) S4(Xn,d,k,k) = 2n + 4d + 4
(
n−d+1
2
)
+ 4 where k > 1.
(ii) S4(Wn,d,k) = 2n + 4d + 4
(
n−d+1
2
)
.
(iii) S4(Xn,d,k,l) = 2n+ 4d+ 4
(
n−d
2
)
+ 12where k > 1, l ∈ {1, 2, ..., d− 1, d+ 1} and l = k− 1, k.
(iv) S4(X
′
n,d,k(p)) = 2n + 4
[
d − 2 +
(
p+3
2
)
+
(
p′+3
2
)]
, where p′ = n − d − 2 − p and 1  p 
n − d − 3.
Proposition 3.4. Let Wn,d,k, Xn,d,k,l , X
′
n,d,k(p) be the graphs shown in Fig. 2. Then
(i) S4(Xn,d,k,k) > S4(Wn,d,q) and S4(Xn,d,k,k) > S4(Xn,d,m,l)where k > 1, m > 1, l ∈ {1, 2, ..., d−
1, d + 1} and l = m − 1,m.
(ii) S4(Xn,d,k,k) > S4(X
′
n,d,m(p)) where k > 1.
Proof. (i) It is immediate from Proposition 3.3.
(ii) By the fact that S4(Xn,d,k,k) − S4(X′n,d,m(p)) = 4
[
3 +
(
n−d+1
2
)
−
(
p+3
2
)
−
(
p′+3
2
)]
=
4
[
3 +
(
p+p′+3
2
)
−
(
p+3
2
)
−
(
p′+3
2
)]
= 4pp′ > 0, then we have S4(Xn,d,k,k) > S4(X′n,d,m(p)). 
Proposition 3.5. Let Wn,d,k, Xn,d,k,l , X
′
n,d,k(p) be the graphs shown in Fig. 2.
(i) Suppose m > 1, 1  l  d − 1 and l = m − 1,m. If n − d = 3, then S4(Wn,d,k) = S4(Xn,d,m,l).
If n − d > 3, then S4(Wn,d,k) > S4(Xn,d,m,l).
(ii) Supposem > 1. If n−d = 3, then S4(Wn,d,k) = S4(Xn,d,m,d+1) and S5(Wn,d,k) < S5(Xn,d,m,d+1).
If n − d > 3, then S4(Wn,d,k) > S4(Xn,d,m,d+1).
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(iii) Suppose m > 1. If n − d = 4, then S4(Wn,d,k) = S4(X′n,d,m(p)) and S5(Wn,d,k) < S5(X′n,d,m(p)).
If n − d > 4, then S4(Wn,d,k) > S4(X′n,d,m(p)).
Proof. (i) By the fact that S4(Wn,d,k)− S4(Xn,d,m,l) = 4
[(
n−d+1
2
)
−
(
n−d
2
)
− 3
]
= 4(n−d−3), then
the result follows.
(ii) Similar to (i), we can prove that S4(Wn,d,k) = S4(Xn,d,m,d+1) for n − d = 3 and S4(Wn,d,k) >
S4(Xn,d,m,d+1) for n − d > 3.
For G = Wn,d,k , φG(U4) = n − d − 1. For G = Xn,d,m,d+1, φG(U4) = n − d. By Lemma 2.2(ii), we
have S5(Wn,d,k) < S5(Xn,d,m,d+1).
(iii) Note that S4(Wn,d,k) − S4(X′n,d,m(p)) = 4
[
2 +
(
n−d+1
2
)
−
(
p+3
2
)
−
(
p′+3
2
)]
= 4(pp′ − 1). If
n − d = 4, then p = p′ = 1 and thus S4(Wn,d,k) = S4(X′n,d,m(p)). If n − d > 4, then p  2 or p′  2
and hence S4(Wn,d,k) > S4(X
′
n,d,m(p)).
For G = Wn,d,k , φG(U4) = n − d − 1. For G = X′n,d,m(p), φG(U4) = n − d. By Lemma 2.2(ii), we
have S5(Wn,d,k) < S5(X
′
n,d,m(p)). 
Proposition 3.6. Let Xn,d,k,l be the graphs shown in Fig. 2. Then S5(Xn,d,k,d+1) > S5(Xn,d,m,l) where
k > 1, m > 1, 1  l  d − 1 and l = m − 1,m.
Proof. We see that φG(U4) = n − d for G = Xn,d,k,d+1, and φG(U4) = 2 for G = Xn,d,m,l . By Lemma
2.2(ii), S5(Xn,d,k,d+1) > S5(Xn,d,m,l). 
As a corollary of Propositions 3.5 and 3.6, we have the following result.
Corollary 3.7. Let Wn,d,k, Xn,d,k,l , X
′
n,d,k(p) be the graphs shown in Fig. 2.
(i) If n − d > 4, then Xn,d,m,l <S Wn,d,k and X′n,d,m(p) <S Wn,d,k where m > 1, l ∈ {1, 2, . . . , d −
1, d + 1} and l = m − 1,m.
(ii) If n− d = 4, then Xn,d,m,l <S Wn,d,k <S X′n,d,q(p)where m > 1 and l ∈ {1, 2, . . . , d−1, d+1}
and l = m − 1,m.
(iii) If n − d = 3, then Wn,d,k <S Xn,d,q,d+1 and Xn,d,m,l <S Xn,d,q,d+1 where m > 1, q > 1,
1  l  d − 1 and l = m − 1,m.
Set Wn,d = {Wn,d,k : 1  k   d2}, X n,d = {Xn,d,k,l : 2  k  d − 1 and l = 1, 2, . . . , d −
1, d + 1} and X ′n,d = {X′n,d,k(p) : 3  d  n − 4, 2  k  d − 1 and 1  p  n − d − 3}.
Lemma 3.8. If G ∈ Un,d\(Wn,d ∪ X n,d ∪ X ′n,d), then S4(G) <S S4(Wn,d,1).
Proof. Let C be the only cycle of G. If |V(C)| > 3, then S4(G) <S S4(Wn,d,1) by Lemma 3.1. Now we
consider |V(C)| = 3. Suppose v0 and vd are two vertices whose distance is d. Let Pd+1 = v0v1 . . . vd
be a shortest path from v0 to vd in G. Set V1 = V(Pd+1) ∩ V(C). Then 0  |V1|  2. We distinguish
the following three cases.
Case 1. |V1| = 1. Denote by vk the only vertex that belongs to V(Pd+1) and V(C). Let Hi be the
subgraph of G − E(Pd+1) which contains vi, 1  i  d − 1. Set
pi =
⎧⎪⎨
⎪⎩
|V(Hi)| − 1 if i = k,
|V(Hi)| − 3 if i = k.
By Lemma 2.3, there exists a unicyclic graph G1 ∼= Wn,d(k, p1, p2, . . . , pd−1) such that S4(G) 
S4(G1) and the equality holds if and only if G ∼= G1.
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Fig. 3. Graphs G and G′
x′G
′′
vk
.
Suppose pm > 0 wherem = k. Without loss of generality we may assume thatm < k. Then
S4(Wn,d(k, p1, . . . , pm, . . . , pk, . . . , pd−1))<S4(Wn,d(k, p1, . . . , 0, . . . , pk+pm, . . . , pd−1)).
Repeating the above operation, we can obtain
S4(G1)  S4(Wn,d,k)
and the equality holds if and only if G1 ∼= Wn,d,k. Therefore S4(G)  S4(Wn,d,k) and the equality holds
if and only if G ∼= Wn,d,k . By the fact that G ∼= Wn,d,k , then S4(G) < S4(Wn,d,k). By Proposition 3.3(ii),
we have S4(Wn,d,k) = S4(Wn,d,1), and thus S4(G) < S4(Wn,d,1).
Case 2. |V1| = 0. Let P be the shortest path from C to Pd+1. Let P intersect Pd+1 and C at vk and
x, respectively. Let G′ be the connected subgraph of G − E(P) which contains x. Set V2 = V(G′)\{x}
and G′′ = G − V2. In G′, we relabel the vertex x by x′; see Fig. 3. Then G = G′x′G′′x . By Lemma 2.3, we
have S4(G) = S4(G′x′G′′x ) < S4(G′x′G′′vk). Note that the path Pd+1 intersects the only cycle with only one
vertex inG′
x′G
′′
vk
andG′
x′G
′′
vk
∈ Un,d. Similar as the proof of Case 1,we can prove S4(G′x′G′′vk)  S4(Wn,d,1)
and thus S4(G) < S4(Wn,d,1).
Case 3. |V1| = 2. We may assume that the vertices belonging to both Pd+1 and C are vk−1
and vk where 1  k  d − 1, and the vertex in C other than vk−1 and vk is vd+1. Let Hi be
the subgraph of G − E(Pd+1) − E(C) which contains vi, where i = 1, 2, . . . , d − 1, d + 1. Set
pi = |V(Hi)| − 1 for i = 1, 2, . . . , d − 1, d + 1. By Lemma 2.3, there exists a unicyclic graph
G2 ∼= Xn,d(k, p1, p2, . . . , pd−1, pd+1) such that S4(G)  S4(G2) and the equality holds if and only if
G ∼= G2. We consider the following two subcases.
Subcase 3.1. k = 1. By Lemma 2.3, we have S4(G2)  S4(Xn,d(1, t, 0, . . . , 0)) and the equal-
ity holds if and only if G2 ∼= Xn,d(1, t, 0, . . . , 0), where t = d−1i=1 pi + pd+1. Therefore S4(G) 
S4(Xn,d(1, t, 0, . . . , 0)) and the equality holds if and only if G ∼= Xn,d(1, t, 0, . . . , 0). By the fact
that Xn,d(1, t, 0, . . . , 0) ∼= Wn,d,1, then S4(G)  S4(Wn,d,1) and the equality holds if and only if
G ∼= Wn,d,1. Since G ∼= Wn,d,1, S4(G) < S4(Wn,d,1).
Subcase 3.2. 1 < k  d − 1. If pk = 0 and pk−1 = 0, then there exists pl > 0, where l ∈{1, 2, . . . , d − 1, d + 1} and l = k − 1, k. By Lemma 2.3, we have S4(G2)  S4(Xn,d,k,l) and the
equality holds if and only if G2 ∼= Xn,d,k,l . Therefore S4(G)  S4(Xn,d,k,l) and the equality holds if
and only if G ∼= Xn,d,k,l . Since G ∼= Xn,d,k,l , S4(G) < S4(Xn,d,k,l). By Propositions 3.5(i) and 3.5(ii),
S4(G2) < S4(Wn,d,1).
If pk > 0 or pk−1 > 0, then we may assume that pk > 0. Let t′ = d−1i=1 pi − pk + pd+1. If
t′ > 0, then, by Lemma 2.3, we have S4(G2)  S4(X′n,d,k(pk)) and the equality holds if and only if
G2 ∼= X′n,d,k(pk). Since G ∼= X′n,d,k(pk), we can obtain S4(G) < S4(X′n,d,k(pk)). By Proposition 3.5(iii),
S4(G) < S4(Wn,d,1).
If t′ = 0, then letpbe thenumberofedges incident tovk in thesubgraphHk. Clearlyp  pk . Ifp = pk ,
thenG ∼= Xn,d,k,k ∈ X n,d, a contradiction. Thus p < pk . By Lemma2.3,we have S4(G2)  S4(X′n,d,k(p))
and the equality holds if and only if G2 ∼= X′n,d,k(p). Therefore S4(G)  S4(X′n,d,k(p)) and the equality
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holds if and only if G ∼= X′n,d,k(p). Since G ∼= X′n,d,k(p), we can obtain S4(G) < S4(X′n,d,k(p)). By
Proposition 3.5(iii), we have S4(G) < S4(Wn,d,1). This completes the proof. 
Let (Xn,d,k)
∗ = Xn,d,d+1−k .
Lemma 3.9. Let Wn,d,k, Xn,d,k,l , X
′
n,d,k(p) be the graphs shown in Fig. 2. Then
(i) Wn,d,1 <S Wn,d,2 <S · · · <S Wn,d, d
2
.
(ii) (Xn,d,2)
∗ <S Xn,d,2 <S (Xn,d,3)∗ <S Xn,d,3 <S · · · <S (Xn,d, d
2
)∗ <S Xn,d, d
2
if d is even.
(iii) (Xn,d,2)
∗ <S Xn,d,2 <S (Xn,d,3)∗ <S Xn,d,3 <S · · · <S (Xn,d, d−1
2
)∗ <S Xn,d, d−1
2
<S Xn,d, d+1
2
if d
is odd.
(iv) Xn,n−3,2,d+1 <S Xn,n−3,3,d+1 <S · · · <S Xn,n−3, n
2
−1,d+1.
(v) X′n,n−4,2(1) <S X′n,n−4,3(1) <S · · · <S X′n,n−4, n−1
2
−1(1).
Proof. (i) It follows from Lemma 2.4.
(ii) For 2  k  d
2
, we have Xn,d,d+1−k <S Xn,d,k by Lemma 2.5(iii). Therefore (Xn,d,k)∗ <S Xn,d,k .
For 2  k  d
2
− 1, we have Xn,d,k <S Xn,d,d−k by Lemma 2.5(ii), and thus Xn,d,k <S (Xn,d,k+1)∗.
Then the result follows.
(iii) The prove is similar to that of (ii).
(iv) For 3  k   n
2
 − 1, we have Xn,n−3,k−1,d+1 <S Xn,n−3,k,d+1 by Lemma 2.5(i).
(v) With the same argument as (iv), we can obtain (v). 
Theorem 3.10. (i) If d is even and 3  d  n − 5, then the last d + d
2
− 2 graphs, in the S-
order, among all unicyclic graphs in U(n, d) are X
n,d, d
2
, (X
n,d, d
2
)∗, X
n,d, d
2
−1, (Xn,d, d
2
−1)∗, …, Xn,d,2,
(Xn,d,2)
∗, W
n,d, d
2
, W
n,d, d
2
−1, …, Wn,d,1.
(ii) If d is odd and 3  d  n− 5, then the last d+ d−1
2
− 2 graphs, in the S-order, among all unicyclic
graphs in U(n, d) are X
n,d, d+1
2
, X
n,d, d−1
2
, (X
n,d, d−1
2
)∗, …, Xn,d,2, (Xn,d,2)∗, Wn,d, d−1
2
, W
n,d, d−1
2
−1, …,
Wn,d,1.
Proof. It follows from Proposition 3.4, Corollary 3.7 and Lemmas 3.8 and 3.9. 
Similarly, we can deduce the following theorems.
Theorem 3.11. (i) If n is odd and n  7, then the last n + n−1
2
− 7 graphs, in the S-order, among
all unicyclic graphs in U(n, n − 3) are Xn,n−3, n−3
2
, (Xn,n−3, n−3
2
)∗, Xn,n−3, n−5
2
, (Xn,n−3, n−5
2
)∗, …,
Xn,n−3,2, (Xn,n−3,2)∗, Xn,n−3, n−3
2
,d+1, Xn,n−3, n−5
2
,d+1, …, Xn,n−3,2,d+1.
(ii) If n is even and n  6, then the last n + n
2
− 7 graphs, in the S-order, among all unicyclic graphs in
U(n, n − 3) are Xn,n−3, n−2
2
, Xn,n−3, n−4
2
, (Xn,n−3, n−4
2
)∗, …, Xn,n−3,2, (Xn,n−3,2)∗, Xn,n−3, n
2
−1,d+1,
Xn,n−3, n
2
−2,d+1, …, Xn,n−3,2,d+1.
Theorem 3.12. (i) If n is even and n  8, then the last 2n − 11 graphs, in the S-order, among all
unicyclic graphs in U(n, n − 4) are Xn,n−4, n−4
2
, (Xn,n−4, n−4
2
)∗, (Xn,n−4, n−6
2
), (Xn,n−4, n−6
2
)∗, …,
Xn,n−4,2, (Xn,n−4,2)∗, X′n,n−4, n
2
−2(1), X
′
n,n−4, n
2
−3(1), …, X
′
n,n−4,2(1), Wn,n−4, n−4
2
, Wn,n−4, n−6
2
,
…, Wn,n−4,1.
(ii) If n is odd and n  7, then the last 2n − 11 graphs, in the S-order, among all unicyclic graphs in
U(n, n− 4) are Xn,n−4, n−3
2
, (Xn,n−4, n−5
2
), (Xn,n−4, n−5
2
)∗, …, Xn,n−4,2, (Xn,n−4,2)∗, X′n,n−4, n−3
2
(1),
X′
n,n−4, n−5
2
(1), …, X′n,n−4,2(1), Wn,n−4, n−5
2
, Wn,n−4, n−7
2
, …, Wn,n−4,1.
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