Deep neural network based speaker embeddings become increasingly popular in the text-independent speaker recognition task. In contrast to a generatively trained i-vector extractor, a DNN speaker embedding extractor is usually trained discriminatively in the closed set classification scenario using softmax. The problem we addressed in the paper is choosing a dnn based speaker embedding backend solution for the speaker verification scoring. There are several options to perform speaker verification in the dnn embedding space. One of them is using a simple heuristic speaker similarity metric for scoring (e.g. cosine metric). Similarly with i-vector based systems, the standard Linear Discriminant Analisys (LDA) followed by the Probabilistic Linear Discriminant Analisys (PLDA) can be used for segregating speaker information. As an alternative, the discriminative metric learning approach can be considered. This work demonstrates that performance of deep speaker embeddings based systems can be improved by using Cosine Similarity Metric Learning (CSML) with the triplet loss training scheme. Results obtained on Speakers in the Wild and NIST SRE 2016 evaluation sets demonstrate superiority and robustness of CSML based systems.
Introduction
I-vector-based systems are widely recognized as state-of-the-art solutions to the text-independent speaker verification problem [1, 2, 3] . Nonetheless, this problem is gradually gaining attention from the deep learning perspective. Particularly, studies [2, 4] make use of the ASR deep neural network (ASR DNN) in order to divide acoustic space into senone classes, and the classic total variability (TV) model is applied to discriminate between speakers in that space afterwards [1] .
In such phonetic discriminative DNN-based systems two major techniques can be distinguished. The first one uses DNN posteriors to calculate Baum-Welch statistics, and the second one uses bottleneck features together with speaker specific features (MFCC) for a full TV-UBM system training.
Deep learning frameworks are a powerful tool for complex data analysis [5, 6, 7, 8, 9] , and many researches consider training deep non-linear extractors as a solution to the direct speaker discrimination task. Several solid studies demonstrate the advantages of deep end-to-end solutions for discriminating speakers directly in the text-dependent task [10, 11] . Papers [12, 13] describe a deep network extracting a small speaker footprint that is used to discriminate between speakers.
Paper [14] presents a well-performing implementation of a DNN extractor based on the speaker discriminative approach in the text-independent task. One of the key features of the proposed system is the time-delay neural network architecture of the extractor [15] with a statistics pooling layer designed to accumulate speaker information from the whole speech segment into a single vector called an x-vector. Extracted from an intermediate layer of the neural network which comes after the statiscics pooling layer, x-vectors demonstrate properties similar to those of i-vectors from total variability space, which makes it possible to effectively use them in the standard Linear Discriminant Analysis (LDA) followed by Probabilistic Linear Discriminant Analysis (PLDA) [16, 17, 18] backend for segregating speaker information.
Our recent paper [19] demonstrates two alternative deep speaker extractor configurations which are trained with the help of the margin based angular softmax layer instead of the usual softmax classification layer. The work [19] also presents a wellperforming similarity metric learning approach as an alternative to standard LDA-PLDA backend model.
The learning of the distance/similarity metric between pairs of the compared samples and investigation of loss functions have a great importance for a variety of tasks, especially in the visual recognition domain. Most investigations consider metric learning on the linear models [20, 21, 22] because they are more convenient to be optimized and allow to avoid overfitting. The nonlinear metric models are also of the interest [23, 24, 25] and improve the recognition performance on some tasks, but they can be prone to overfitting. This paper presents an advanced comparative study of applying cosine similarity metric learning (CSML) [26] approach for DNN-based speaker embeddings to discriminate speakers. Unlike [26] we apply the triplet loss objective function in order to train the transformation matrix parameters of cosine similarity metric. We compare the proposed backend technique with commonly used cosine and LDA-PLDA approaches for different types of deep extractors and in different conditions. We evaluate the considered speaker recognition systems on the NIST SRE 2010 det 5 protocol, the NIST SRE 2016 and the Speaker-in-the-Wild challenge protocols.
Deep speaker embeddings
Recent works [27, 14, 19] show successful implementations of the discriminatively trained deep non-linear extractors in the text-independent speaker discrimination task. According to our observations the two main differences between DNN-based speaker embedding extractors are neural network architectures and their training strategies. This section briefly describes three types of extractors we investigate in the paper. All of them take 23 mel-frequency cepstral coefficients as input [19] and are based on utilizing statistics pooling layer [14] to accumulate speaker specific information over time.
X-vectors
The X-vector system is based on a successful implementation of a deep neural network extractor (X-vectorNet) of the speaker specific information presented in [14] . The regular softmax cross entropy loss function is used to train X-vector extractor by using natural-gradient (NG) modification [28] of the stochastic gradient descend (SGD) algorithm.
Frame layers constitute the time-delay deep neural network (TDNN) part of the system that extracts high-level features from the input signal with a gradually expanding context. After that, the stats pooling layer folds features along the time axis by aggregating their mean and standard deviation statistics. Eventually, these statistics are forwarded to segment levels of the network that employ fully-connected layers to extract an x-vector.
Max pooling embeddings
The paper [19] demonstrates how an alternative training objective can be used to tune the extractor. More specifically, angular softmax layer with a proper angular margin instead of the usual softmax classification layer can be used to discriminate speakers in the training set. Two different neural network architectures are proposed for speaker embedding extraction. One of them (SpeakerMaxPoolNet) is based on max-pooling layers. This modification of the original TDNN-based extractor [14] includes layer-wise context shrinking when passing from bottom to top layers with addition of max pooling operations at each frame layer. Notably, this approach reduces network size and speeds up computations. One other tweak is the parametrization of the rectified linear unit (ReLU) activation function (PReLU) [29] .
The segment-level part of the network is also modified. Here we use Max-Feature-Map (MFM) activation [30] in place of ReLU. In contrast to the commonly used ReLU function that suppresses a neuron by a threshold (or bias), MFM suppresses a neuron by a competitive relationship. By doing so the MFM activation acts as an embedded feature selector.
After the classifier is trained, the last fully-connected layer with its angular softmax activation is removed from the network in order to obtain an extractor of high-level representations for speaker specific information.
We refer the reader to [19] for more details about angular margin softmax and max pooling embeddings system.
Deep residual embeddings
There are two ways to expand the context in the TDNN architecture: either by widening it at each frame-level layer, or by deepening the network to accumulate richer context with a higher level of feature abstraction. Our deepest architecture for speaker embedding extraction is represented by a deep neural network with TDNN residual blocks (SpeakerResNet) which was also proposed in our previous work [19] . Similarly to max pooling embedding approach the extractor is trained with angular softmax layer.
Our SpeakerResNet architecture is a deep extractor consisting of time-delay layers with shallow frame-level contexts, which are set to 3. The segment-level part of the network is the same as in SpeakerMaxPoolNet. Speaker embeddings are extracted from the last MFM layer.
Baseline backend models
In our experiments we investigate the performance of the speaker embeddings with a backend and without one. In the last case simple cosine similarity metric is applied for verification.
Similarly to the i-vectors, LDA followed by PLDA [18] can be used in the DNN-based speaker embedding space.
Cosine scoring
Simple cosine scoring (1) is very common in biometric verification tasks. When using cosine scoring on centered and usually whitened embeddings x1 , x2 one measures speaker similarity by computing the correlation coefficient:
(1)
Probabilistic linear discriminant analysis
The PLDA is successfully used in speaker recognition to specify a generative model of the i-vector presentation. It is assumed that a speaker embedding can be modeled as:
where m is the mean of embeddings, y denotes the speakerdependent latent variable with standard normal prior, and is the normally distributed residual noise with zero mean and precision Λ. Expectation-maximization (EM) algorithm is used to estimate the parameters of the PLDA model (V, Λ) as presented in [17] . After the PLDA model is trained on the development set it can be used in speaker recognition. The PLDA model makes it possible to calculate the marginal likelihood for target and imposter hypothesis, and correspondingly the PLDA score:
It should be noted that for speaker recognition tasks the PLDA model performs better when LDA projection and length normalization are used as preprocessing steps [31] .
Cosine similarity metric learning
The discriminative metric learning approach can be viewed as an alternative to simple cosine metric or LDA-PLDA backend for deep speaker embeddings. According to the formulation of the CSML [26] , a linear transformation A must be learned to compute cosine similarities (CS) on a pair (x1, x2) as follows:
where the transformation matrix A is upper triangular. Under this constraint A T A is positive-definite. Unlike [26] we set the triplet loss objective function for training A:
where da,p,n = sa,p − sa,n is the difference between similarity scores sa,p and sa,n. T is a collection of training triplets which is formed from a training dataset. A triplet (a, p, n) contains an anchor sample a as well as a positive p = a and a negative n example of the anchor's identity. As it can be seen, the minimization of L increases the relative margin between positive and negative examples, that makes for reducing recognition error on training and evaluation sets.
The metric learning algorithm is presented below: 
We optimize (5) with regard to matrix A by using Adam optimizer implemented in the publicly-available Tensorflow framework [32] . Matrix A is initialized by the identity matrix. At each optimization step, a triplet loss is formulated by sampling a batch of the training set. The optimization settings are as follows: a batch size of 50, a learning rate of 10 −4 . To ensure an upper triangular view of matrix A we apply masking of elements under diagonal. Inputs of the algorithm are pairs of embeddings x ∈ R d and speaker labels y ∈ N from a training set. For each anchor a within a batch we calculate similarities Sa,b and split f (·) them into s Cross validation test is used for early stopping during the training process. As demonstrated in [33] convergence rate of the optimization procedure depends on the ability to choose useful triplets that give a large loss value. To satisfy this condition, we include in the collection of training triplets all positive examples and only 1500 hardest among all negative examples for selected anchors.
Experimental setup

Systems configurations
For the x-vector extractor we follow the configuration presented in [27] . For SpeakerMaxPoolNet and SpeakerResNet systems we follow our previous setups [19] .
It should be noted that all speaker embeddings we used have the same dimension of 512. In LDA-PLDA scenario we use LDA to reduce the dimension to 200 and apply a simplified gaussian PLDA model with 200 eigenvoices on the centered and length-normalized embeddings. Our CSML settings are described in Section 4. For the x-vector based system we apply whitening and length normalization of embeddings as the preprocessing steps for CSML as the best setup. In the other cases, we applied only length normalization without whitening.
Note that we did not use any adaptation methods apart from centering on in-domain development set for all of the systems under consideration.
Training datasets
We prepared multiple training sets during our series of experiments. For preliminary "clean" conditions studies, we used NIST's 1998-2008 datasets for training with no data augmentation.
In our main experimental setup we used telephone speech as training data. It includes Switchboard2 Phases 1, 2, and 3, Switchboard Cellular and data from NIST SREs from 2004 through 2010. In addition, we used data augmentation as it was done in [34] . Augmentation increases the amount and diversity of the training data. In total, there were about 55,000 recordings from 5,277 speakers in this training part, a major part of which is English speech. Additionally we used Russian speech subcorpus named "RusTelecom" to extend training set. RusTelecom is a Russian speech corpus of telephone data, collected from callcenters in Russia. The training part of the RusTelecom database consists of approximately 70000 sessions from 11087 speakers.
Evaluation datasets and metrics
For "clean" conditions studies we used the NIST 2010 evaluation dataset for testing under the det5 protocol with pooled gender trials.
Our experimental setup also includes evaluation on the Speaker-in-the-Wild [35] (SITW) and NIST SRE 2016 [36] datasets. In the case of NIST SRE 2016 we used the unequalized protocol.
We report results in terms of equal error-rate (EER) and the minimum detection cost function (DCF) with PTarget = 10 −2
and PTarget = 10 −3 . and SpeakerResNet extractors corespondingly. Note that the final numbers in system names indicate the number of layers in the extractor. These results show that LDA-PLDA scoring does not improve the performance relatively to simple cosine similarity scoring. The best results we obtained were produced by proposed CSML-based systems. Another observation is that the deepest architecture SpeakerResNet with 44 layers slightly outperforms other configurations. For our futher experiments we decided to exclude so deep configuration for system training simplification. Unfortunately, at this time DNN speaker embedding systems are still unable to surpass i-vector baseline systems in terms of quality in clean conditions (see [27, 19] ). Tables 2 and 3 present the results for systems trained according to our "in-the-wild" experimental setup. In this case we focused on all three extractors: x-vectorNet, SpeakerMaxPoolNet7, SpeakerResNet24. One can observe that cosine scoring is not suitable for x-vector based systems while SpeakerMaxPoolNet7 and SpeakerResNet24 perform well. These results are also consistent with the results obtained in the "clean" conditions (see Table 1 ). The main reasons of this effect are different training strategies and optimizing loss functions. In contrast to regular softmax, angular softmax loss is specifically designed to be used with cosine similarity and trains the last network layers accordingly [8, 19] .
Results and discussion
We observe that the x-vector based LDA-PLDA system needs in-domain centering more than other studied systems (see Tables 2, 3 ). As shown in the tables, using CSML backend is effective and leads to the performance improvement in comparison to LDA-PLDA and simple cosine scoring.
Note that when trained with augmented data, the DNNbased speaker embedding systems significantly outperform our previous i-vector-based systems on SITW protocol [37] .
Conclusions
A comparative study of different backend solutions for DNNbased speaker embeddings are presented in the paper. This work demonstrates that cosine similarity metric learning approach can be effectively used for speaker verification in the DNN embeddings domain. The performance of deep speaker embeddings based systems can be improved by using CSML with the triplet loss training scheme in both "clean" and "inthe-wild" conditions. Results obtained on the Speakers in the Wild and the NIST SRE 2016 evaluation sets demonstrate robustness of the CSML based systems. It is interesting to note that the proposed CSML backend model has two times fewer parameters than the PLDA model.
The successful implementation of the triplet loss CSML learning scheme for backend parameters gives grounds to hope that such strategy is suitable for whole deep speaker extractor fine tuning. This will be the topic of our further research.
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