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ON PERMUTATION CHARACTERS AND SYLOW p-SUBGROUPS OF Sn
EUGENIO GIANNELLI AND STACEY LAW
Abstract. Let p be an odd prime and let n be a natural number. In this article we determine
the irreducible constituents of the permutation module induced by the action of the symmetric
group Sn on the cosets of a Sylow p-subgroup Pn. As a consequence, we determine the number
of irreducible representations of the corresponding Hecke algebra H(Sn, Pn,1Pn).
1. Introduction
In this article we answer a question of Alex Zalesski (private communication with the first
author) concerning the decomposition into irreducible constituents of the permutation character
(1Pn)
xSn , where Sn is the symmetric group of degree n, p is an odd prime and Pn is a Sylow
p-subgroup of Sn. More precisely, our main result determines all of the irreducible constituents
of (1Pn)
xSn in characteristic 0. We recall that the set Irr(Sn) of ordinary irreducible characters
of the symmetric group is naturally in bijection with the set P(n) of partitions of n. For any
λ ∈ P(n) we let χλ ∈ Irr(Sn) be the corresponding irreducible character.
Theorem A. Let p ≥ 5 be a prime, let n be a natural number and let λ ∈ P(n). Then
χλ is not an irreducible constituent of (1Pn)
xSn if and only if n = pk for some k ∈ N and
λ ∈ {(pk − 1, 1), (2, 1p
k−2)}.
If p = 3, then χλ is not an irreducible constituent of (1Pn)
xSn if and only if n = 3k for some
k ∈ N and λ ∈ {(3k − 1, 1), (2, 13
k−2)}, or n ≤ 10 and λ is one of the following partitions:
(2, 2); (3, 2, 1); (5, 4), (24 , 1), (4, 3, 2), (32 , 2, 1); (5, 5), (25).
Ignoring for a moment the few exceptions arising for small symmetric groups at the prime 3,
Theorem A shows that given any natural number n ∈ N which is not a power of p, the restriction
to Pn of any irreducible character ofSn has the trivial character 1Pn as a constituent. We remark
immediately that this clearly does not hold for p = 2. For instance, the sign representation of Sn
restricts irreducibly and non-trivially to a Sylow 2-subgroup of Sn. More generally, when n is a
power of 2, [3, Theorem 1.1] shows that no non-trivial irreducible character of odd degree of Sn
appears as an irreducible constituent of (1Pn)
xSn , where Pn ∈ Syl2(Sn). The above observations
underline that for the prime 2 the situation is notably less regular than for odd primes; we believe
that in this case a very large proportion (almost half) of the irreducible characters of Sn are
not irreducible constituents of the discussed permutation character. Nevertheless, at the time
of this writing we do not have a conjecture for a characterization of the subset of partitions of
n labelling irreducible characters appearing as constituents of (1Pn)
xSn when p = 2.
Let H := H(Sn, Pn,1Pn) be the Hecke algebra naturally corresponding to the permuta-
tion character (1Pn)
xSn . (We refer the reader to [2, Chapter 11D] for the complete definition
and properties of this correspondence.) It is well known that the number of irreducible rep-
resentations of H equals the number of distinct irreducible constituents of the corresponding
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permutation character (see for example [2, Theorem (11.25)(ii)]). Therefore our Theorem A has
the following consequence.
Corollary B. Let p be an odd prime and let n > 10 be a natural number. If n 6= pk (respec-
tively n = pk) then the Hecke algebra H has exactly |P(n)| (respectively |P(n)| − 2) irreducible
representations.
As explained in [2, Theorem 11.25(iii)], understanding the dimensions of the irreducible rep-
resentations of H is equivalent to determining the multiplicities of the irreducible constituents
of (1Pn)
xSn . For this reason we believe that it would be extremely interesting to find a solution
to the following problem.
Question. Is there a combinatorial description of the map f : P(n) −→ N0, where f(λ) equals
the multiplicity of χλ as an irreducible constituent of (1Pn)
xSn ?
A second consequence of Theorem A is a precise description of the constituents of the per-
mutation character (1Qn)
xAn , where An is the alternating group of degree n and Qn is a Sylow
p-subgroup of An. We recall that the ordinary irreducible characters of the alternating group
An can be labelled as Irr(An) = {χ
λ
y
An
| λ 6= λ′ ∈ P(n)} ∪ {χλ± | λ = λ′ ∈ P(n)}, where λ′
is the partition conjugate to λ (see [9, Chapter 2.5]).
Theorem C. Let p ≥ 5 be a prime, let n be a natural number and let ψ ∈ Irr(An). Then ψ is
not an irreducible constituent of (1Qn)
xAn if and only if n = pk for some k ∈ N and ψ = χλy
An
with λ ∈ {(pk − 1, 1), (2, 1p
k−2)}.
If p = 3, then ψ ∈ Irr(An) is not an irreducible constituent of (1Qn)
xAn if and only if
n = 3k for some k ≥ 2 and ψ = χλ
y
An
with λ ∈ {(3k − 1, 1), (2, 13
k−2)}, or n ≤ 10 and
ψ ∈ {χ(2,1)±, χ(2,2)±, χ(3,2,1)±, χλ
y
An
} where λ ∈ {(5, 4), (24 , 1), (4, 3, 2), (32 , 2, 1), (52), (25)}.
Theorem C follows immediately from Theorem A by observing that when p is odd, Qn is a
Sylow p-subgroup of Sn.
We conclude by mentioning that Theorem A gives information on the eigenvalues of the
irreducible representations of Sn, at elements of odd prime power order. This may already be
known to experts, but we were not able to find a reference in the literature.
Corollary D. Let p ≥ 5 be a prime and let n be a natural number. Let λ ∈ P(n) and let
Ξλ be the representation of Sn affording χ
λ. If n is not a power of p, or if n = pk but λ /∈
{(pk − 1, 1), (2, 1p
k−2)}, then Ξλ(g) has an eigenvalue equal to 1 for any g ∈ Sn of prime power
order.
We remark that an analogous study was done extensively in [10] in the case of Chevalley
groups. The case of elements of prime order was discussed in [11] for quasi-simple groups.
2. Notation and Preliminaries
2.1. Characters of wreath products. Let G be a finite group and let R be a subgroup of
Sn for some n ∈ N. We denote by G
×n the external direct product of n copies of G. The
natural action of Sn on the direct factors of G
×n induces an action via automorphisms of Sn
(and therefore of R ≤ Sn) on G
×n, giving the wreath product G ≀ R := G×n ⋊ R. As in [9,
Chapter 4], we denote the elements of G ≀ R by (g1, . . . , gn; r) for gi ∈ G and r ∈ R. Let V be
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a CG-module affording the character φ, with C-basis e1, . . . , ed. We let V
⊗n := V ⊗ · · · ⊗ V︸ ︷︷ ︸
n
be
the corresponding CG×n-module. The left action of G ≀ R on V ⊗n defined by
ei1 ⊗ · · · ⊗ ein 7→ g1(eir−1(1))⊗ · · · ⊗ gn(eir−1(n)), i1, . . . , in ∈ {1, . . . , d}
for any element (g1, . . . , gn; r) ∈ G ≀ R turns V
⊗n into a C(G ≀ R)-module. We denote by φˆ the
character afforded by V ⊗n as a C(G ≀ R)-module. For any ordinary character ψ of R, we let ψ
also denote its inflation to G ≀R and let
X (φ;ψ) := φˆ · ψ
be the ordinary character of G ≀ R obtained as the inner tensor product of φˆ and ψ.
Let φ ∈ Irr(G) and let φ×n := φ × · · · × φ denote the corresponding irreducible character
of G×n. From the description of irreducible characters of wreath products, for example in [9,
Chapter 4], we deduce that φˆ ∈ Irr(G ≀ R) is an extension of φ×n. For ψ ∈ Irr(R) we have that
X (φ;ψ) = φˆ · ψ ∈ Irr(G ≀R | φ×n),
where Irr(G ≀ R | φ×n) is the set of irreducible characters χ of G ≀ R whose restriction χ
y
G×n
contains φ×n as an irreducible constituent. Indeed, Gallagher’s Theorem [7, Corollary 6.17] gives
Irr(G ≀R | φ×n) = {X (φ;ψ) | ψ ∈ Irr(R)}.
More generally, if H ≤ G and ψ ∈ Irr(H) then we denote by Irr(G | ψ) the set of characters
χ ∈ Irr(G) such that ψ is an irreducible constituent of the restriction χ
y
H
.
2.2. The representation theory of Sn and their Sylow p-subgroups. For each n ∈ N,
Irr(Sn) is naturally in bijection with P(n), the set of all partitions of n. For λ ∈ P(n) (also
written λ ⊢ n), the corresponding irreducible character is denoted by χλ. We recall that the
Young diagram [λ] corresponding to the partition λ = (λ1, λ2, . . . , λk) is the subset of the plane
defined by:
[λ] = {(i, j) ∈ N×N | 1 ≤ i ≤ k, 1 ≤ j ≤ λi},
where we view the diagram in matrix orientation, with the node (1, 1) in the upper left corner.
For λ a partition, λ′ denotes the partition conjugate to λ. The size of λ is denoted by |λ|; that
is, λ ⊢ |λ|.
Let n ∈ N. Throughout this article, p denotes a fixed odd prime and Pn denotes a Sylow p-
subgroup of Sn. We recall some facts about Sylow subgroups of symmetric groups, and refer the
reader to [9, Chapter 4] for a more detailed discussion. Clearly P1 is the trivial group while Pp
is cyclic of order p. More generally, Ppi = (Ppi−1)
×p⋊Pp = Ppi−1 ≀Pp ∼= Pp ≀ · · · ≀Pp (p-fold wreath
product). Let n =
∑t
i=0 bip
i be the p-adic expansion of n. Then Pn ∼= P
×b0
p0
×P×b1
p1
×· · ·×P×btpt .
2.3. The Littlewood–Richardson Rule. Letm,n ∈ N withm < n. For µ ⊢ m and ν ⊢ n−m,
the Littlewood–Richardson rule (see [8, Chapter 16]) describes the decomposition into irreducible
constituents of induced character
(χµ × χν)
xSn
Sm×Sn−m
.
Before we recall the Littlewood–Richardson rule, we introduce some notation and technical
definitions. By a skew shape γ we mean a set difference of Young diagrams [λ \ µ] for some
partitions λ and µ with [µ] ( [λ], and |γ| := |λ| − |µ|. By convention, the highest row of [λ] for
a partition λ is numbered 1, but the highest row of a skew shape γ = [λ \ µ] need not be the
highest row of [λ].
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Definition 2.1. Let λ = (λ1, . . . , λk) ∈ P(n) and let C = (c1, . . . , cn) be a sequence of positive
integers. We say that C is of type λ if
|{i ∈ {1, . . . , n} : ci = j}| = λj
for all j ∈ {1, . . . , k}. We say that an element cj of C is good if cj = 1 or if
|{i ∈ {1, 2, . . . , j − 1} : ci = cj − 1}| > |{i ∈ {1, 2, . . . , j − 1} : ci = cj}|.
Finally, we say that the sequence C is good if cj is good for every j ∈ {1, . . . , n}.
Theorem 2.2. [Littlewood–Richardson rule] Letm,n ∈ N withm < n. Let µ ⊢ m and ν ⊢ n−m.
Then
(χµ × χν)
xSn
Sm×Sn−m
=
∑
λ⊢n
cλµν χ
λ
where cλµν equals the number of ways to replace the nodes of [λ \µ] by natural numbers such that
(i) The sequence obtained by reading the numbers from right to left, top to bottom is a good
sequence of type ν;
(ii) The numbers are weakly increasing along rows;
(iii) The numbers are strictly increasing down columns.
Let ν be a partition. We call a way of replacing the nodes of a skew shape γ with |ν| boxes
by numbers satisfying conditions (i)-(iii) of Theorem 2.2 a Littlewood–Richardson filling of γ of
type ν. It is easy to see that every skew shape has at least one Littlewood–Richardson filling.
Moreover, the coefficients described in Theorem 2.2 are symmetric: cλµν = c
λ
νµ for all partitions
µ, ν and all partitions λ ⊢ |µ| + |ν|. For convenience, let LR(γ) denote the set of all possible
types of Littlewood–Richardson fillings of a skew shape γ. We write γ ∼= [λ] if γ is a translation
of the Young diagram of the partition λ, and we denote by γ◦ the 180◦-rotation of γ (up to
translation).
We record below three useful lemmas.
Lemma 2.3. [1, Lemma 4.4] Let µ and γ be partitions such that [γ] ( [µ]. The following are
equivalent:
(i) |LR([µ \ γ])| = 1;
(ii) There is a unique Littlewood–Richardson filling of [µ \ γ];
(iii) [µ \ γ] ∼= [ν] or [µ \ γ]◦ ∼= [ν], for some partition ν ⊢ |µ| − |γ|.
Lemma 2.4. Let γ be a skew shape. Suppose the non-empty rows of γ are numbered 1 ≤ r1 <
r2 < . . . < rt. Then in any Littlewood–Richardson filling of γ, the boxes in row ri can only be
filled with numbers from {1, 2, . . . , i}, for all 1 ≤ i ≤ t.
Proof. This is immediate from conditions (i)-(iii) of Theorem 2.2. 
Lemma 2.5. Let γ be a skew shape and let m = |γ| ≥ 4. Suppose (m − 1, 1) ∈ LR(γ). Then
one of the following holds:
(i) γ ∼= [(m− 1, 1)] or γ◦ ∼= [(m− 1, 1)];
(ii) LR(γ) ∩ {(m), (m − 2, 2), (m − 2, 1, 1)} 6= ∅.
Proof. Since (m− 1, 1) ∈ LR(γ), no three boxes of γ lie in the same column, and γ has at most
one column containing two boxes. Suppose (i) does not hold. Then (m) ∈ LR(γ) if (a) no two
boxes of γ lie in the same column; or (m− 2, 1, 1) ∈ LR(γ) if (b) γ has precisely two connected
components, one of which is a row of m − 2 boxes and the other of which is a column of two
boxes.
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Now assume γ satisfies neither (a) nor (b). Then γ has a unique connected component δ
whose boxes lie in exactly two rows, say rows j and j+1, and each of the other components lies
entirely within one row. Moreover, if δ = γ is the unique connected component then δ has at
least two boxes in each of rows j and j+1, while if δ contains only two boxes then by assumption
γ has at least three connected components. In all instances, (m− 2, 2) ∈ LR(γ). 
3. The prime power case
Let p be an odd prime. The aim of this section is to prove Theorem A for n = pk. As we
will see, this is the crucial part of the article. In fact, the complete statement for all natural
numbers follows relatively easily from the prime power case.
Definition 3.1. From now on we let ∆(pk) = P(pk)r {(pk − 1, 1), (2, 1p
k−2)}.
For the convenience of the reader, we state here the main object of our section.
Theorem 3.2. Let k ∈ N and λ ⊢ pk 6= 9. Then 〈χλ
y
P
pk
,1P
pk
〉 = 0 if and only if λ /∈ ∆(pk). If
pk = 9 then 〈χλ
y
P9
,1P9〉 = 0 if and only if λ ∈ {(8, 1), (5, 4), (4, 3, 2), (3
2 , 2, 1), (24 , 1), (2, 17)}.
Our proof is by induction on k ∈ N. We start by stating and proving the base case k = 1.
Lemma 3.3. Let n ∈ N and suppose n ≤ p. Let λ ⊢ n. Then 〈χλ
y
Pn
,1Pn〉 = 0 if and only if
n = p and λ ∈ {(p − 1, 1), (2, 1p−2)}.
Proof. If n < p then Pn = 1 and the statement obviously holds. If n = p then Pp is cyclic of
order p and so
〈χλ
y
Pn
,1Pn〉 =
1
p
(
(p− 1) · χλ(σ) + χλ(1)
)
,
where σ is a p-cycle in Sp. By the Murnaghan–Nakayama rule (see [9, 2.4.7]), χ
λ(σ) = (−1)l
if λ is a hook and l is the leg length of λ, and χλ(σ) = 0 otherwise. Thus 〈χλ
y
Pn
,1Pn〉 = 0
if and only if λ is a hook of odd leg length and χλ(1) = p − 1. This holds if and only if
λ ∈ {(p − 1, 1), (2, 1p−2)}. 
We record another easy and useful fact.
Lemma 3.4. Let n ∈ N and λ ⊢ n. Then χλ
y
Pn
= χλ
′
y
Pn
.
Proof. We know that χλ
′
= χλ · sign(n) where sign(n) is the sign character of Sn. Since p is
odd, Pn is contained in the alternating subgroup of Sn, and the assertion follows. 
The following proposition is one of the key steps in our proof of Theorem 3.2.
Proposition 3.5. Let {µ1, . . . , µp} be a subset of P(p
k) of size at least 2, such that for all
1 ≤ i ≤ p, we have 〈χµi
y
P
pk
,1P
pk
〉 6= 0. Let λ ∈ P(pk+1) be such that χµ1 × · · · × χµp is an
irreducible constituent of (χλ)
y
S
×p
pk
. Then 〈χλ
y
P
pk+1
,1P
pk+1
〉 6= 0.
Proof. Let G = Spk+1 , let B = S
×p
pk
≤ Spk+1 and set ψ = χ
µ1×· · ·×χµp ∈ Irr(B). Let P = Ppk+1
be such that P = C ⋊D where P×p
pk
∼= C ≤ B and where Pp ∼= D ≤ G. Let R be a subgroup of
G isomorphic to Sp, naturally acting on B by permuting (as blocks for its action) the p direct
factors of B. Hence H := B ⋊ R is such that B ≤ H ≤ G and H ∼= Spk ≀ Sp. We choose R
containing D in order to have P ≤ H. Since χλ ∈ Irr(G | ψ), there exists χ ∈ Irr(H | ψ) such
that 〈χλ
y
H
, χ〉 6= 0.
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Let A = {µ1, . . . , µp} and let a = |A|. Then (without loss of generality, up to a reordering of
the partitions in A) there exist partitions γ1, . . . , γa ∈ P(p
k) and a partition (i1, i2, . . . , ia) ⊢ p
such that γ1 = µ1 = µ2 = . . . = µi1 , γ2 = µi1+1 = . . . = µi1+i2 , and so on. Let I be the subgroup
of R such that B ⋊ I is the stabilizer of ψ in H. Clearly I ∼= Si1 ×Si2 × · · · ×Sia ≤ Sp.
From the description of irreducible characters of wreath products given for example in [9,
Chapter 4.3], we have that for all j ∈ {1, . . . , a} there exists νj ⊢ ij such that χ = φ
xH
B⋊I
, where
φ = X (γ1; ν1)× · · · × X (γa; νa) ∈ Irr(B ⋊ I).
(Here we denoted by X (γ; ν) the character X (χγ ;χν). This lighter notation will be used again
later on in the article.) Recalling that P = C ⋊D, Mackey’s restriction formula gives
χ
y
P
= φ
xH
B⋊I
y
P
=
∑
g∈P\H/B⋊I
(
φg
y(B⋊Ig)
(B⋊Ig)∩(C⋊D)
)xP
=
∑
g∈P\H/B⋊I
(
φg
y(B⋊Ig)
C
)xP .
The last equality holds because for all g ∈ H we have that Ig ∩ D = 1, since D ∼= Pp but I
contains no elements of order p as a ≥ 2. Considering the double coset representative g = 1 ∈ H,
we have that φ
y
C
xP is a summand of χy
P
. Moreover,
φ
y
C
= N · (χγ1
y
P
pk
)×i1 × · · · × (χγa
y
P
pk
)×ia = N
(
χµ1
y
P
pk
× · · · × χµp
y
P
pk
)
,
where N =
∏a
j=1 χ
νj (1) ∈ N. Hence, 1C is an irreducible constituent of φ
y
C
and therefore
1C
xP is a summand of φy
C
xP and of χy
P
. This along with Frobenius reciprocity shows that
〈χλ
y
P
,1P 〉 ≥ 〈χ
y
P
,1P 〉 ≥ 〈1C
xP ,1P 〉 = 〈1C ,1PyC〉 = 1.

In light of Proposition 3.5, we will now focus on the study of the restriction of irreducible
characters of Spk+1 to the Young subgroup S
×p
pk
. For this reason, we introduce the following
notation.
Definition 3.6. Let k ∈ N and let q ∈ {2, 3, . . . , p}. We let D(q, pk) be the subset of P(qpk) con-
sisting of all partitions λ ⊢ qpk such that the restriction (χλ)
y
S
×q
pk
has an irreducible constituent
of the form χµ1 × · · · × χµq satisfying µi ∈ ∆(p
k) for all i, and the µi are not all equal.
Our next goal is to show that D(p, pk) is a very large subset of ∆(pk+1). First we observe the
following easy property.
Lemma 3.7. Let λ ∈ P(qpk). Then λ ∈ D(q, pk) if and only if λ′ ∈ D(q, pk)
Proof. We know that χλ
′
= χλ · sign(Sqpk). Moreover, we observe that the set ∆(p
k) is closed
under conjugation of partitions. Since (sign(Sqpk))
y
S
×q
pk
= sign(Spk) × · · · × sign(Spk), the
statement follows. 
Proposition 3.8. Let k ∈ N be such that pk 6= 3. Then
D(p, pk) = P(pk+1) \ {(pk+1), (pk+1 − 1, 1), (2, 1p
k+1−2), (1p
k+1
)}.
Proof. The proof of this statement is postponed to Section 4. 
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We are now ready to prove Theorem 3.2.
Proof of Theorem 3.2. We proceed by induction on k ≥ 1 for p ≥ 5 and on k ≥ 3 for p = 3. The
base case for p ≥ 5 follows from Lemma 3.3, while the assertion may be verified computationally
for k ≤ 3 if p = 3. Now assume the statement holds for k ∈ N. To ease the notation let n = pk+1,
P = Pn and let A be the set defined by
A = {λ ⊢ n | 〈χλ
y
P
,1P 〉 6= 0}.
From Proposition 3.5, used together with the inductive hypothesis, we deduce that D(p, pk) ⊆ A.
Moreover, both (n), (1n) ∈ A since χ(n)
y
P
= 1P = χ
(1n)
y
P
. Hence we have that ∆(n) ⊆ A, by
Proposition 3.8. To conclude we need to show that (n − 1, 1) and (2, 1n−2) are not in A. By
Lemma 3.4 it suffices to show that (n − 1, 1) /∈ A.
Let B = S×p
pk
≤ Spk ≀Sp ≤ Spk+1 and let C ≤ B where C
∼= P
×p
pk
. From [6, Lemma 3.2] and
the Littlewood–Richardson rule we see that χ(n−1,1)
y
B
= (p− 1)1B +Θ, where
Θ =
p−1∑
i=0
(χµ × 1× · · · × 1)σ
i
, µ = (pk − 1, 1) and σ is a p-cycle in (Spk ≀Sp)rB.
From [4, Theorem 4.2 and Proposition 4.3] there exists ν ∈ {(p − 1, 1), (2, 1p−2)} such that
χ(n−1,1)
y
S
pk
≀Sp
= X ((pk); ν) + ∆,
where ∆ is a sum of irreducible characters of Spk ≀ Sp whose degree is divisible by p. Since
X ((pk); ν)
y
B
= (p − 1)1B , we have that ∆
y
B
= Θ. Using the inductive hypothesis, we see
that 1P
pk
is not a constituent of χµ
y
P
pk
. Hence 〈Θ
y
C
,1C〉 = 0. Together these show that
〈∆
y
C
,1C〉 = 〈Θ
y
C
,1C〉 = 0 and we deduce that 〈(χ
(n−1,1))
y
P
,1P 〉 = 〈X ((p
k); ν)
y
P
,1P 〉.
Finally by Lemma 3.3 we know that 〈χν
y
Pp
,1Pp〉 = 0. Since 1P = X (1Ppk ,1Pp) we deduce
that 〈X ((pk); ν)
y
P
,1P 〉 = 0, whence 〈(χ
(n−1,1))
y
P
,1P 〉 = 0 as required. Thus the statement of
the theorem holds for k + 1. This concludes the proof. 
4. The proof of Proposition 3.8
The goal of this section is to give a complete proof of Proposition 3.8. In order to do this
we will show that a more general fact (see Proposition 4.2 below) holds. In order to state
Proposition 4.2, we first need to introduce the following notation.
Definition 4.1. For q ∈ {3, 4, . . . , p}, let
A(q, pk) := P(qpk) \ {(qpk), (qpk − 1, 1), (2, 1qp
k−2), (1qp
k
)}.
For q = 2, let
A(2, pk) := P(2pk) \ {(2pk), (2pk − 1, 1), (pk , pk), (2p
k
), (2, 12p
k−2), (12p
k
)}.
Proposition 4.2. Let k ∈ N be such that pk /∈ {3, 5}. Then D(q, pk) = A(q, pk), for all
q ∈ {2, 3, . . . , p}.
Remark 4.3. We excluded the case pk = 5 from the statement of Proposition 4.2 for the sole
reason that this statement is false if q = 2 and pk = 5. Nevertheless Proposition 3.8 holds for
pk = 5, as we will remark at the end of this section.
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The rest of this section is devoted to proving Proposition 4.2, by induction on q. A fundamen-
tal tool is the operator Ωq : P(qn)→ P((q − 1)n). This was first defined in [5, Section 3] and it
is recalled below for the convenience of the reader. Given compositions µ and ν, we denote by
µ⋆ the unique partition obtained by reordering the parts of µ, and by µ ◦ ν the composition of
|µ|+ |ν| obtained by concatenating µ and ν.
Definition 4.4. Let q and n be natural numbers with q ≥ 2. Let λ ∈ P(qn). We can uniquely
write λ as λ = (µ ◦ ν)⋆ where µ is the partition consisting of all the parts of λ that are not
divisible by q and ν is the partition consisting of all the parts of λ that are multiples of q. In
particular we have that
λ =
(
(k1q + x1, . . . , ktq + xt) ◦ (r1q, . . . , rsq)
)⋆
, (∗)
where k1 ≥ k2 ≥ · · · ≥ kt ≥ 0, r1 ≥ r2 ≥ · · · ≥ rs > 0 and where xj ∈ {1, . . . , q − 1} for all
j ∈ {1, . . . , t}. Since λ ⊢ qn there exists ζq(λ) ∈ N0 such that x1 + x2 + · · · + xt = ζq(λ)q.
Notice that ζq(λ) =
1
q (x1 + · · · + xt) ≤ t ·
q−1
q ≤ t. We denote by Aλ the multiset of q-residues
{x1, . . . , xt}. We define a total order ≻ on the indexing set {1, 2, . . . , t} as follows. Let i, j be
distinct elements in {1, . . . , t}. If xi > xj then i ≻ j. When xi = xj then we let i ≻ j if and
only if i > j.
We denote by λ≻ the composition
λ≻ = (ki1q + xi1 , ki2q + xi2 . . . , kitq + xit),
where i1, . . . , it ∈ {1, . . . , t} are such that i1 ≻ i2 ≻ · · · ≻ it.
Definition 4.5. Given λ as in equation (∗) above we let Ωq(λ)≻ be the composition defined
by Ωq(λ)≻ =
(
λ≻ − (ki1 + 1, . . . , kiζq (λ) + 1, kiζq (λ) , . . . , kit)
)
. Moreover we denote by Ωq(λ) the
partition of (q − 1)n defined by Ωq(λ) =
[
Ωq(λ)≻ ◦ (r1(q − 1), . . . rs(q − 1))
]⋆
.
The partition Ωq(λ) should be thought of as being obtained from λ by multiplying each part
of λ by q−1q , with appropriate rounding. In particular, for all i we have that λi − Ωq(λ)i ∈
{⌊λiq ⌋, ⌊
λi
q ⌋+ 1}, and so
q−1
q λi − 1 < Ωq(λ)i <
q−1
q λi + 1.
Example 4.6. Let q = 3, n = 16 and let λ = (9, 8, 7, 7, 6, 4, 4, 3) ⊢ 48. Then we have that
ζ3(λ) = 2 and that Ω3(λ) = (6, 5, 5, 5, 4, 3, 2, 2).
Lemma 4.7. Let q, n ∈ N be such that q ≥ 2 and n ≥ 5. Let λ ⊢ qn. Then
[λ \ Ωq(λ)] /∈ {[(n− 1, 1)], [(n − 1, 1)]
◦}.
Proof. Let Ω := Ωq(λ). Suppose for a contradiction that [λ \Ω] ∼= [(n− 1, 1)]. Then there exists
j ∈ N such that λj − Ωj = n − 1, λj+1 − Ωj+1 = 1 and Ωj = Ωj+1. Thus λj ≥ (n − 2)q and
λj+1 < 2q. It follows that Ωj ≥ (n − 2)(q − 1) > 2(q − 1) ≥ Ωj+1, which is a contradiction.
Similarly, let us now assume that [λ \ Ω] ∼= [(n − 1, 1)]◦. Then there exists j ∈ N such that
λj −Ωj = 1, λj+1−Ωj+1 = n− 1 and λj = λj+1. It follows that λj < 2q whilst λj+1 ≥ (n− 2)q,
which is a contradiction. 
We will also need the following technical lemma.
Lemma 4.8. Let pk /∈ {3, 5} and let λ = (λ1, . . . , λt) ∈ A(2, p
k). Suppose that t, λ1 < p
k. If
Ω2(λ) ∈ {(3, 1
pk−3), (22, 1p
k−4)} then λ ∈ D(2, pk)
Proof. The key idea in this proof is that there are very few partitions λ ∈ P(2pk) such that
Ω = Ω2(λ) ∈ {(3, 1
pk−3), (22, 1p
k−4)}. We list all of them below. Moreover, for each of these
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partitions we explicitly exhibit a pair γ, δ ∈ ∆(pk) such that γ 6= δ and such that cλγ,δ 6= 0.
Clearly this implies that λ ∈ D(2, pk).
Suppose that Ω = (3, 1p
k−3), then t = pk − 2 or pk − 1. By Definition 4.5, 1 ≤ λt ≤ λpk−2 ≤ 3
and 5 ≤ λ1 ≤ 7. If λt = 3, or λt = 2 and t = p
k − 1, then |λ| > 2pk which is a contradiction. If
λt = 2 and t = p
k − 2 then λ = (5, 3, 2p
k−4) or (6, 2p
k−3). Now assume that λt = 1. If t = p
k − 1
and λt−2 ≥ 2, then λ = (6, 2
pk−4, 12), (5, 3, 2p
k−5, 12) or (5, 2p
k−3, 1). If t = pk − 1 and λt−2 = 1,
or t = pk − 2, then by Definition 4.5 we have Ωpk−2 = 0, which is a contradiction.
In the table below we list the aforementioned possibilities for λ (first column) and exhibit a
pair γ, δ ∈ ∆(pk) such that γ 6= δ and such that cλγ,δ 6= 0 (second column).
λ γ, δ
(5, 3, 2p
k−4)
(3, 2, 1p
k−5), (4, 1p
k−4)
(6, 2p
k−3)
(6, 2p
k−4, 12) (4, 1p
k−4), (3, 1p
k−3)
(5, 3, 2p
k−5, 12)
(3, 2, 1p
k−5), (3, 1p
k−3)
(5, 2p
k−3, 1)
Now let Ω = (22, 1p
k−4), then t = pk − 2 or pk − 1. By Definition 4.5, 1 ≤ λt ≤ 3 and
3 ≤ λ1, λ2 ≤ 5. If λt = 3 then |λ| > 2p
k, a contradiction. If λt = 2 then λ = (3, 3, 2
pk−3),
(5, 3, 2p
k−4), (4, 4, 2p
k−4), (4, 3, 3, 2p
k−5) or (34, 2p
k−6). Finally, suppose that λt = 1. If t =
pk − 1 and λt−2 ≥ 2, then λ = (5, 3, 2
pk−5, 12), (4, 4, 2p
k−5, 12), (4, 3, 3, 2p
k−6, 12), (34, 2p
k−7, 12),
(4, 3, 2p
k−4, 1) or (33, 2p
k−5, 1). If t = pk − 1 and λt−2 = 1, or t = p
k − 2, then by Definition 4.5
we have Ωpk−2 = 0, which is a contradiction.
As done for the previous case, in the tables below we list the aforementioned possibilities for
λ and exhibit a pair γ, δ ∈ ∆(pk) such that γ 6= δ and such that cλγ,δ 6= 0.
λ γ, δ
(3, 3, 2p
k−3)
(22, 1p
k−4), (3, 2, 1p
k−5)
(5, 3, 2p
k−4)
(4, 4, 2p
k−4)
(3, 2, 1p
k−5), (4, 2, 1p
k−6)
(4, 3, 3, 2p
k−5)
(34, 2p
k−6) (3, 2, 1p
k−5), (3, 2, 2, 1p
k−7)
λ γ, δ
(5, 3, 2p
k−5, 12)
(3, 2, 1p
k−5), (3, 1p
k−3)
(4, 4, 2p
k−5, 12)
(4, 3, 3, 2p
k−6, 12)
(4, 3, 2p
k−4, 1)
(33, 2p
k−5, 1)
(34, 2p
k−7, 12) (3, 2, 1p
k−5), (23, 1p
k−6)
Thus in all cases, λ ∈ D(2, pk). 
We now turn to the proof of Proposition 4.2. The proof is done by induction on q for each
fixed p and k. For the remainder of this section, fix p an odd prime and k ∈ N such that
pk 6= 3, 5. We begin with the case where q = 2.
Proposition 4.9. Let pk 6= 3, 5. Then D(2, pk) = A(2, pk).
Proof. It is easy to check that D(2, pk) ⊆ A(2, pk). Hence we now let λ = (λ1, λ2, . . . , λt) ∈
A(2, pk) and we aim to show that λ ∈ D(2, pk). To ease the notation, we let χλ
y := χλy
S
pk
×S
pk
for the rest of this proof. First suppose t ≥ pk and consider the partition µ obtained from λ by
reducing the length of each of the last pk parts of λ by one. More precisely we have
µ = (λ1, . . . , λt−pk , λt−pk+1 − 1, λt−pk+2 − 1, . . . , λt − 1) ⊢ p
k.
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Then (1p
k
) ∈ LR([λ \ µ]). If µ ∈ ∆(pk) \ {(1p
k
)} then λ ∈ D(2, pk). Otherwise, µ ∈
{(1p
k
), (2, 1p
k−2), (pk − 1, 1)}. If µ = (1p
k
) then by inverting the process used to construct
µ from λ, we deduce that λ ∈ {(12p
k
), (2p
k
)}. But this would imply that λ /∈ A(2, pk), which
is a contradiction. Thus µ cannot be equal to (1p
k
). In the following table, we consider the
remaining possibilities for µ (first column) and list the consequent possibilities for λ (second
column). When a resulting candidate for λ lies in A(2, pk), we exhibit γ, δ ∈ ∆(pk) such that
γ 6= δ and χγ × χδ is an irreducible constituent of χλ
y (third column), and hence we deduce
that λ ∈ D(2, pk).
µ λ γ, δ
(1p
k
)
(12p
k
) /∈ Ap(k, 2) −
(2p
k
) /∈ Ap(k, 2) −
(2, 1p
k−2)
(2, 12p
k−2) /∈ Ap(k, 2) −
(2p
k−1, 12) ∈ Ap(k, 2) (2
2, 1p
k−4), (23, 1p
k−6)
(3, 2p
k−2, 1) ∈ Ap(k, 2) (3, 1
pk−3), (22, 1p
k−4)
(pk − 1, 1)
(pk − 1, 1p
k+1) ∈ Ap(k, 2) (p
k − 2, 12), (1p
k
)
(pk − 1, 2, 1p
k−1) ∈ Ap(k, 2) (p
k − 2, 2), (1p
k
)
(pk, 2, 1p
k−2) ∈ Ap(k, 2) (p
k − 2, 2), (3, 1p
k−3)
In light of the above discussion we may now assume that t < pk. By Lemma 3.7, we may also
assume λ1 < p
k. Let Ω = Ω2(λ) ⊢ p
k and let γ = [λ \ Ω]. If Ω ∈ ∆(pk) and there exists some
ν ∈ LR(γ) with ν ∈ ∆(pk) \ {Ω}, then λ ∈ D(2, pk). Otherwise, either
Ω ∈ {(pk − 1, 1), (2, 1p
k−2)}, or Ω ∈ ∆(pk) and LR(γ) ⊆ {(pk − 1, 1), (2, 1p
k−2),Ω}.
Since λ1 < p
k then Ω 6= (pk − 1, 1). If Ω = (2, 1p
k−2) then we immediately deduce that t = pk−1
and λt ∈ {2, 3}, by Definition 4.5. If λt = 3 then |λ| > 2p
k, a contradiction. Therefore λt = 2
and thus λ ∈ {(32, 2p
k−3), (4, 2p
k−2)}, a subset of D(2, pk) by direct verification. Hence we can
assume Ω ∈ ∆(pk) and LR(γ) ⊆ {(pk − 1, 1), (2, 1p
k−2),Ω}.
First suppose (pk − 1, 1) ∈ LR(γ). Then γ /∈ {[(pk − 1, 1)], [(pk − 1, 1)]◦} by Lemma 4.7.
Therefore, there exists ν ∈ LR(γ)∩{(pk), (pk−2, 1, 1), (pk−2, 2)} by Lemma 2.5. Since λ1 < p
k
and pk > 5 we deduce (from Definition 4.5) that Ω /∈ {(pk), (pk − 2, 1, 1), (pk − 2, 2)}. Thus
λ ∈ D(2, pk) since Ω 6= ν and χΩ × χν is an irreducible constituent of χλ
y.
Next suppose (2, 1p
k−2) ∈ LR(γ). By Lemma 2.4, γ must have at least pk−1 non-empty rows,
so t ≥ pk − 1. Thus t = pk − 1 and λi − Ωi = 2 for a unique i ∈ {1, 2, . . . , t} while λj − Ωj = 1
for all j 6= i, since |γ| = pk. If γ ∼= [(2, 1p
k−2)] then Ω = (up
k−1) for some u ∈ N. But then 2pk =
|λ| = u(pk − 1) + pk, a contradiction. Also, if γ◦ ∼= [(2, 1p
k−2)] then λ = (up
k−1) for some u ∈ N.
But then u(pk− 1) = 2pk, a contradiction since pk > 3. Hence γ /∈ {[(2, 1p
k−2)], [(2, 1p
k−2)]◦}. It
is now easy to see that there exists some ν ∈ LR(γ)∩{(22, 1p
k−4), (3, 1p
k−3)}. Thus λ ∈ D(2, pk):
by Lemma 4.8 if Ω = ν, or by considering the constituent χΩ × χν if Ω 6= ν.
Finally we may assume that LR(γ) = {Ω}, and so either γ ∼= [Ω] or γ◦ ∼= [Ω], by Lemma 2.3.
If γ ∼= [Ω] then we deduce from Definition 4.5 that λ is a rectangle of even width and odd
height. More precisely, λ = ((2pb)p
a
) for some a + b = k, with a, b ≥ 1 since λ ∈ A(2, pk).
Let µ = ((2p
b
)c, d + 1, 1p
a−c−1) where pk − pa = c(2pb − 1) + d and 0 ≤ d < 2pb − 1. Note
that c ≥ 1 and pa ≥ c + 1. In particular, µ1 = λ1 and µ
′
1 = λ
′
1, and [λ \ µ]
◦ ∼= [ν] for
some partition ν. Hence LR([λ \ µ]) = {ν} by Lemma 2.3. Since ν1 = 2p
b − 1, we have that
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ν /∈ {µ, (pk − 1, 1), (2, 1p
k−2)}. Therefore, χµ × χν is a constituent of χλ
y such that µ 6= ν and
µ, ν ∈ ∆(pk), and thus λ ∈ D(2, pk). Finally, if γ◦ ∼= [Ω] then we find similarly that the top row
of γ is row 1 (since Ω 6= (1p
k
)). Thus λ is again a rectangle. It now suffices to consider λ of even
height and odd width, but then λ ∈ D(2, pk) by Lemma 3.7. 
We are now ready to show that Proposition 4.2 holds.
Proof of Proposition 4.2. We proceed by induction on q. The base step q = 2 follows from
Proposition 4.9. We now fix q ≥ 3 and assume that A(q−1, pk) = D(q−1, pk). Let λ ∈ A(q, pk).
Our aim is to show that there always exists a pair (µ, ν) ∈ A(q − 1, pk) × ∆(pk) such that
χµ × χν is an irreducible constituent of the restriction of χλ to S(q−1)pk × Spk . Using the
inductive hypothesis this immediately implies that λ ∈ D(q, pk).
Let λ = (λ1, . . . , λt) ∈ A(q, p
k) and let m := (q − 1)pk. First suppose t ≥ pk and let
µ = (λ1, . . . , λt−pk , λt−pk+1 − 1, λt−pk+2 − 1, . . . , λt − 1) ⊢ m.
Clearly (1p
k
) ∈ LR([λ \µ]). Hence if µ ∈ A(q− 1, pk) then λ ∈ D(q, pk), as remarked above. We
now analyse case by case the few possible situations where µ /∈ A(q− 1, pk). If µ = (m) then by
inverting the process used to construct µ from λ, we deduce that λ ∈ {(m, 1p
k
), (m+1, 1p
k−1)}.
In both cases we have that
χ(p
k) × · · · × χ(p
k)︸ ︷︷ ︸
q−1
×χ(1
pk ) is an irreducible constituent of (χλ)
y
S
×q
pk
.
Therefore λ ∈ D(q, pk). In the following table, we consider the remaining possibilities for µ (first
column) and list the consequent possibilities for λ (second column). When a resulting candidate
for λ lies in A(q, pk), we exhibit µ1, . . . , µq ∈ ∆(p
k) such that µi are not all equal and such that
χµ1 × · · · × χµq is a constituent of χλ
y
S
×q
pk
(third column). Hence we deduce that λ ∈ D(q, pk).
µ λ µ1, . . . , µq
(m)
(m, 1p
k
) ∈ Ap(k, q) (pk), . . . , (pk)︸ ︷︷ ︸
q−1
, (1p
k
)
(m+ 1, 1p
k−1) ∈ Ap(k, q)
(m− 1, 1p
k+1) ∈ Ap(k, q) (p
k − 2, 1, 1), (pk), . . . , (pk)︸ ︷︷ ︸
q−2
, (1p
k
)
(m− 1, 1) (m− 1, 2, 1p
k−1) ∈ Ap(k, q) (p
k − 2, 2), (pk), . . . , (pk)︸ ︷︷ ︸
q−2
, (1p
k
)
(m, 2, 1p
k−2) ∈ Ap(k, q) (p
k − 2, 2), (pk), . . . , (pk)︸ ︷︷ ︸
q−2
, (3, 1p
k−3)
(2, 1m−2) (2, 1qp
k−2) /∈ Ap(k, q) −
(1m) (1qp
k
) /∈ Ap(k, q) −
(pk, pk) if q = 3
(pk, pk, 1p
k
) ∈ Ap(k, 3)
(pk), (pk), (1p
k
)
(pk + 1, pk + 1, 1p
k−2) ∈ Ap(k, 3)
(2p
k
) if q = 3
(2p
k
, 1p
k
) ∈ Ap(k, 3)
(22, 1p
k−4), (22, 1p
k−4), (1p
k
)
(3p
k
) ∈ Ap(k, 3)
Now we may assume t < pk. By Lemma 3.7, we may also assume λ1 < p
k. Consider
Ω = Ωq(λ) ⊢ m and let γ = [λ \ Ω]. Since [Ω] ⊂ [λ], the above assumptions imply Ω ∈
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A(q − 1, pk). Therefore if LR(γ) ∩ ∆(pk) 6= ∅, then λ ∈ D(q, pk) by induction. So suppose
LR(γ) ⊆ {(pk − 1, 1), (2, 1p
k−2)}.
If (pk − 1, 1) ∈ LR(γ) then LR(γ) ∩ {(pk), (pk − 2, 2), (pk − 2, 1, 1)} 6= ∅, by Lemmas 4.7
and 2.5. This is clearly a contradiction. Thus LR(γ) = {(2, 1p
k−2)} and so by Lemma 2.3 we
have that γ ∼= [(2, 1p
k−2)] or γ◦ ∼= [(2, 1p
k−2)].
If γ ∼= [(2, 1p
k−2)], then t = pk − 1 and Ω = (up
k−1) for some u ∈ N. But then qpk = |λ| =
u(pk − 1) + pk implies that pk divides u. Since q ≤ p, we must have k = 1 and q = p = u, giving
λ = (p + 2, (p + 1)p−2) ⊢ p2. Since
χ(p−2,1,1) × χ(5,1
p−5) × (χ(p))×(p−2) is an irreducible constituent of χλ
y
S
×p
pk
,
we have that λ ∈ D(p, p). By a similar argument, we see that if γ◦ ∼= [(2, 1p
k−2)], then necessarily
we have k = 1, q = p− 1 and λ = (pp−1) ∈ D(p− 1, p).
Thus A(q, pk) ⊆ D(q, pk). Since it is easy to see from the Littlewood–Richardson rule that
(pk+1), (pk+1− 1, 1), (2, 1p
k+1−2) and (1p
k+1
) do not belong to D(q, pk), then A(q, pk) = D(q, pk)
as claimed. 
As a corollary, we can now show that Proposition 3.8 holds. This was the original main goal
of this section.
Proof of Proposition 3.8. The statement follows from Proposition 4.2 by setting q = p, whenever
pk 6= 5. If pk = 5 then direct verification shows that D(5, 5) = A(5, 5). 
5. Proof of Theorem A
In this final section we prove Theorem A of the introduction for all odd primes p and all
natural numbers n. First, we prove Theorem A when p ≥ 5.
Proposition 5.1. Let p ≥ 5 be an odd prime and n ∈ N. Let λ ⊢ n. Then 〈χλ
y
Pn
,1Pn〉 = 0 if
and only if n = pk for some k ∈ N and λ ∈ {(pk − 1, 1), (2, 1p
k−2)}.
Proof. Let Σ(n) denote the sum of the p-adic digits of n, that is, the sum of the digits when
n is expressed in base p. We prove the assertion by induction on Σ(n), with Theorem 3.2 and
Lemma 3.3 providing the base case Σ(n) = 1.
Now assume that n > p and that Σ(n) ≥ 2. Let pk be the largest p-adic digit of n and let
m = n − pk. Clearly k > 0 and Σ(m) = Σ(n) − 1. For any pair (µ, ν) ∈ P(m) × P(pk) we say
that (µ, ν) is a suitable pair for λ ∈ P(n) if
cλµ,ν 6= 0 and 〈χ
µ
y
Pm
,1Pm〉 · 〈χ
ν
y
P
pk
,1P
pk
〉 > 0.
We denote by S(λ) the set of suitable pairs for λ. It is clear that if S(λ) 6= ∅ then 〈χλ
y
Pn
,1Pn〉 >
0, since Pn ∼= Pm × Ppk . We will now show that S(λ) 6= ∅ for all λ ∈ P(n).
First suppose that Σ(m) > 1 and let λ ∈ P(n). Theorem 3.2 together with the inductive
hypothesis shows that
S(λ) = {(µ, ν) ∈ P(m) ×∆(pk) | cλµ,ν 6= 0}.
If λ2 ≥ 2 then there exists ν ∈ ∆(p
k) such that [ν] ⊆ [λ]. Hence LR([λ \ ν])× {ν} ⊆ S(λ) 6= ∅.
Otherwise λ is a hook partition. Since |λ| > pk, there exists some hook partition ν /∈ {(pk −
1, 1), (2, 1p
k−2)} such that [ν] ⊂ [λ]. Therefore again we have LR([λ \ ν])× {ν} ⊆ S(λ) 6= ∅.
Now we may assume that Σ(m) = 1, that is, m = pl ≤ pk for some integer l. If l = k and
λ /∈ A(2, pk) then S(λ) contains ((pk), (pk)) or ((1p
k
), (1p
k
)) and so is non-empty. Otherwise,
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λ ∈ A(2, pk) = D(2, pk) and we deduce that S(λ) 6= ∅ by Proposition 4.2. Suppose finally
that k > l. As above, |λ| > pl implies that there exists some µ ∈ ∆(pl) such that [µ] ⊂ [λ].
Let ν ∈ LR([λ \ µ]). If ν ∈ ∆(pk) then (µ, ν) ∈ S(λ) 6= ∅. Otherwise, LR([λ \ µ]) ⊆ {(pk −
1, 1), (2, 1p
k−2)}. By Lemmas 2.5 and 2.3, we must have
[λ \ µ] ∈ {[(pk − 1, 1)], [(pk − 1, 1)]◦, [(2, 1p
k−2)], [(2, 1p
k−2)]◦}.
Since k > l we can immediately rule out [(pk−1, 1)]◦ and [(2, 1p
k−2)]◦. Hence if µ = (µ1, . . . , µs),
we must have either (a) λ = (µ1 + p
k − 1, µ2 + 1, µ3, . . . , µs) and µ1 = µ2, or (b) λ =
(µ1, . . . , µs, 2, 1
pk−2) and µs ≥ 2. However, any partition satisfying (b) is conjugate to a
partition satisfying (a), so by Lemma 3.4 it remains to consider (a). In this case, we let
µ˜ = (µ1 + 1, µ2, . . . , µs−1, µs − 1). Hence we have (p
k) ∈ LR([λ \ µ˜]). Moreover, µ1 = µ2
implies that µ˜ 6= (pl − 1, 1). Hence (µ˜, (pk)) ∈ S(λ) unless µ˜ = (2, 1p
l−2). But in this case we
would have µ = (1p
l
), λ = (pk, 2, 1p
l−2) and therefore ((22, 1p
l−4), (pk − 2, 1, 1)) ∈ S(λ) 6= ∅.
Thus in all instances we have found a suitable pair for λ ⊢ n, and hence 〈χλ
y
Pn
,1Pn〉 > 0. 
Finally we conclude this article by verifying Theorem A for p = 3.
Proposition 5.2. Let p = 3. Then 〈χλ
y
Pn
,1Pn〉 = 0 if and only if n = 3
k for some k ∈ N and
λ ∈ {(3k − 1, 1), (2, 13
k−2)}, or n ≤ 10 and λ is one of the following partitions:
(2, 2); (3, 2, 1); (5, 4), (24 , 1), (4, 3, 2), (32 , 2, 1); (5, 5), (25).
Proof. The same argument as in the proof of Proposition 5.1 shows that the assertion holds for
all n ∈ N divisible by 27. Since the assertion may be verified computationally for n ≤ 27, it
remains to consider n of the form 27t+ u where t, u ∈ N and u < 27.
Given λ ⊢ n, it is clear that there exists µ ⊢ 27t (and if 27t is a power of 3, say 3k, we
can further choose µ such that µ ∈ ∆(3k)) such that [µ] ⊂ [λ]. Let ν ∈ LR([λ \ µ]). If
u /∈ {3, 4, 6, 9, 10}, then
〈χλ
y
Pn
,1Pn〉 ≥ 〈χ
µ × χν
y
P27t×Pu
,1P27t×Pu〉 = 〈χ
µ
y
P27t
,1P27t〉 · 〈χ
ν
y
Pu
,1Pu〉 > 0.
Now assume u ∈ {3, 4, 6, 9, 10} and let T (3) = {(2, 1)}, T (4) = {(2, 2)}, T (6) = {(3, 2, 1)},
T (9) = {(8, 1), (5, 4), (4, 3, 2), (32 , 2, 1), (24 , 1), (2, 17)} and T (10) = {(5, 5), (25)}. Again there
exists µ ∈ P(u) \ T (u) satisfying [µ] ⊂ [λ], so if 27t is not a power of 3 then we may take any
ν ∈ LR([λ \ µ]) to see that 〈χλ
y
Pn
,1Pn〉 ≥ 〈χ
µ
y
Pu
,1Pu〉 · 〈χ
ν
y
P27t
,1P27t〉 > 0.
Otherwise, let 27t = 3k for some k ≥ 3. The above argument applies unless LR([λ \ µ]) ⊆
{(3k − 1, 1), (2, 13
k−2)}. By Lemmas 2.5 and 2.3,
[λ \ µ] ∈ {[(3k − 1, 1)], [(3k − 1, 1)]◦, [(2, 13
k−2)], [(2, 13
k−2)]◦}.
But u ≤ 10, so letting µ = (µ1, . . . , µs), we must have either (a) λ = (µ1+3
k−1, µ2+1, µ3, . . . , µs)
and µ1 = µ2, or (b) λ = (µ1, . . . , µs, 2, 1
p3−2) and µs ≥ 2. However, any partition satisfying (b) is
conjugate to a partition satisfying (a), so by Lemma 3.4 it remains to consider (a). If µ = (1u),
then λ = (3k, 2, 1u−2) and χλ
y
P
3k
×Pu
has χ(3
k−2,2) × χ(3,1
u−3) as a constituent. Otherwise,
χλ
y
P
3k
×Pu
has χγ × χ(u) as a constituent where γ = (u1 + 3
k − u, µ2, . . . , µs) ∈ ∆(3
k). 
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