Models for time series count data include several proposed by Zeger and Qaqish (1988) , subsequently generalized into the GARMA family. The GAR(1) model is examined in detail. The maximum likelihood estimation of the parameters will be discussed and the properties of Pearson and randomized residuals will be examined.
Introduction
Many of the time series recorded in practice consist of count data, in which each observation represents the number of events occurring at a point in time or in a given time interval. Examples include the number of cases of a particular disease reported each month. Especially when the counts are low, standard Gaussian time series models may need to be replaced by other models more suitable for count data, based on the Poisson distribution or another discrete distribution on the non-negative integers.
A number of models of this type have been developed. In this article, regression models for time series count data will be examined. These models, originally proposed by Zeger and Qaqish (1988) , have been considered subsequently by several other authors (see, in particular, Kedem and Fokianos, 2002) and extended by Benjamin, Rigby, and Stasinopoulos (2003) . In these models, Vasiliki Karioti's main interest is in time series analysis. Email: vaskar@otenet.gr. Chrys Caroni is Associate Professor in the Department of Mathematics. Her research work is mainly on multivariate outliers and reliability. E-mail: ccar@math.ntua.gr each observation y t in the series is represented as a Poisson variate which is conditionally independent of previous observations, given its mean, but whose mean depends on the previous observations -1 1 ,..., t y y and possibly on covariates. These are examples of observationdriven models for time-dependent data in the terminology introduced by Cox (1981) . In the simplest case, with first-order dependence and no covariates: In this article, the basic model is examined from several points of view relevant to its practical application to data. Principally, the performance of maximum likelihood estimation of the parameters and the properties of the residuals from the models are examined.
Models
Following Zeger and Qaqish (1988) 
This defines a class of models called generalized autoregressive moving average models (GARMA: Benjamin, Rigby, and Stasinopoulos, 2003) . A special case of GARMA arises when the conditional distribution for t y (given t D ) is Poisson and g the canonical link function as in standard GLM, that is, the logarithm. Equation (1) becomes: (Li, 1994) . In the special case of 0, = j φ and p = 1, the model (2) is GAR(1) with the form: 
Let the vector of model parameters to be estimated be denoted by η . Then 
Closed-form expressions are not available for the estimation of η . Consequently, the likelihood must be maximised numerically. The BCOAH subroutine was used from the IMSL library to minimize the negative of the loglikelihood. This employs a modified Newton method and a user-supplied Hessian. Zeger and Qaqish (1988) fitted their models by quasilikelihood estimation. Benjamin, Rigby, and Stasinopoulos (2003) fitted GARMA models by maximum likelihood using iteratively weighted least squares.
Simulation study To examine the GAR(1) model from several points of view relevant to its practical application to data, a numerical study of simulated data was carried out. The limitation to first-order autoregression is common throughout the time series literature, chiefly for practical reasons (Greene, 2000) . Because there is only one autoregressive parameter θ 1 , its subscript will be dropped from this point on. To generate a realization of a time series of length m for selected values of µ , θ and c, the GAR (1) model (4) was used to generate a sequence of m + 50 counts, starting from a Poisson deviate. The pseudorandom number generator RNPOI from the IMSL library was used to generate Poisson deviates. The first 50 counts were discarded and the remaining m values were retained for analysis. A relatively short series of m = 50 observations and longer series of m = 150 observations were examined.
From (4), the parameter c appears in the likelihood only in the terms, if any, that immediately follow a zero. If there are few zeros in the series, then there is very little information available for the estimation of c. If desired, its estimation can be avoided in order to simplify the likelihood equations. As well, a very flat likelihood surface (with respect to c) can be avoided by dividing the series into blocks. A block ends when a zero occurs, and the following block starts with the next non-zero outcome. The overall likelihood is the product of the likelihoods of the separate blocks, each of which is conditional on the first member of the block, and it is a function of θ and µ only. The minor drawback of this procedure is that some information is lost, because the overall likelihood consists not of m -1 but m -1 -m 0 terms, where m 0 is the number of zeros occurring within the series.
Results Table 1 Tables 1 and 2 shows that µ is estimated relatively much more precisely thanθ . Table 3 shows the correlation between estimates of θ and µ . Correlations appear to be a decreasing function of θ and also of µ , but do not depend heavily on the length of the series. For the larger values of µ (= 4, 6) and for θ positive or moderately negative, the estimates of the two parameters are virtually uncorrelated. Figure 1 shows that, even though the counts are quite low ( µ =2), the Pearson residuals within a series do not depart from normality as much as might be expected, so although the randomized quantile residuals (Figure 2) give an improvement, this does not seem to be important. However, across series the Pearson residuals depart markedly from a normal distribution (Figure 3 ) in the extreme tails whereas the randomized quantile residuals have much better behavior (Figure 4 ). In the corresponding Figures 5-8 for series of length 150, it can be seen that the Pearson residuals are quite satisfactory; therefore there is little scope for the randomized quantile residuals to offer any improvement. (1) with m = 150, µ = 4, θ = -0.6. Table 4 presents results on the distribution of the residuals in relation to the 5% and 1% critical values of the standard normal distribution. Binomial standard errors of these simulated exceedance probabilities with n = 2000 are about 0.5% for the 5% point and about 0.2% for the 1% point. There is a moderate tendency for the exceedance probabilities to be lower than the nominal values, which would lead to conservative tests based on the normal distribution. Fitting logistic regression models with factors µ ,θ and the type of residual (Pearson or randomized) confirmed a difference between the exceedance probabilities of the two residuals for m = 50 at the 5% point (logistic regression coefficient for randomized versus Pearson = 0.154 with standard error 0.029) but not at the 1% point (-0.067, s.e. 0.067). Table 4 . Simulated exceedance probabilities (x1000) of normal 5% and 1% critical values of a randomly selected Pearson residual (P) and randomized residual (R). Each entry is based on 2,000 simulations of the GAR (1) Greene (2000) , "The first-order autoregression has withstood the test of time and experimentation as a reasonable model for underlying processes that probably, in truth, are impenetrably complex" (p.531).
The results also show that the Pearson residuals do not depart from normality as much as might have been expected. However, the randomized residuals are available for use, if preferred, and their distribution seems to be very close to normal. Sometimes there are objections to using randomization within statistical analysis but, as Dunn and Smyth (1996) pointed out, these do not apply when the aim is to look at the overall pattern of residuals, which is what happens when all the residuals within one run are being considered. On the other hand, the random element does become an issue when specific residuals are being examined. This is the case when, for instance, extreme values are under consideration as potential outliers.
Although the simulation results show that the normal distribution applies quite well even at the 1% points, outlier detection may be based on much more extreme values than this (for example, when Bonferroni adjustments are used). (4) is the necessity for introducing * t y . This is an artificial device to enable the series to restart from zero, which otherwise would be an absorbing state. As remarked above, the amount of information available on the parameter c is very small and it is preferred to ignore it entirely by dividing the series up into blocks. This is only an issue when µ is small, because otherwise the chances of reaching zero are negligible. On the other hand, this case may be the most interesting for the application of these models. It is noted that Benjamin, Rigby, and Stasinopoulos (2003) did not discuss this problem and in their example (which includes many zeroes) they appear simply to have used c = 0.1 without estimation. Kedem and Fokianos (2002) used examples without zeroes.
During the course of the investigations, the alternative model (5) was also examined. It was found that the likelihood surface tends to be very flat with respect to c. Because of this practical problem, but especially because of the dislike of the unrealistic device of adding a constant to every observation, this work has not been pursued and was not reported in this article. Another model, replacing both (4) and (5), could allow a random quantity (independent of other parts of the model and other time periods) to be added to each observation. This could be a much more satisfactory physical model of immigration from elsewhere than is offered by the existing proposals.
