Now suppose tests are applied yearly to students of a certain level over a period of T years. For simplification purposes, we suppose that the number of students tested in each school does not vary through the years, under the hypothesis that no student will change schools over this period, or fail an year. It is now reasonable to assume that the intercept of the regression at the student level is changing over time, as well as by school, if you take into account that characteristics of the schools could be changing over time.
We will also suppose that the intercept of the regression at the school level is changing over time through an autoregressive structure. That reflects that other characteristics of the school, which are not specified in the model, can also be affecting the scores of the students -and these characteristics may vary smoothly in time. The proposed model becomes:
β 0,jt = β 0,t + β 3 x 3jt + β 4 x 4jt + β 5 x 5jt + u jt , u jt ∼ N (0, σ
β 0,t = β 0,t−1 + w t , w t ∼ N (0, σ 
where y ijt denotes the score obtained by the i th student of the j th school at the t th year.
Note also that the variables measured at the school level are now indexed by time. The age of the students can be considered fixed if we work, for example, with the age given at the beginning of the experiment.
For this example, the coefficients related to gender and age are fixed. Note, however, that they could also be varying by school, time or both. Similarly, the slope coefficients at the second level of the hierarchy: β 3 , β 4 and β 5 , could also be varying over time.
In matrix notation, the above model can be written as
β 2,t = I 4 β 2,t−1 + w t , w t ∼ N 4 (0, W ), t ≥ 1,
where I k denotes a k × k identity matrix. y t is a vector of size n where the first n 1 elements represent the scores of the students of the 1 st school, the following n 2 elements represent the scores of the students of the 2 nd school, and so on, for a fixed time t. That way, n = n 1 + n 2 + · · · + n J . X 1t is a matrix of dimension n × 3J, obtained by the direct sum of the matrices θ 1j , j = 1, · · · , J, where θ 1j is a n j ×3 matrix with all the elements in the firt column being equal to one, and the i th elements of the second and third columns being the gender and the age of the i th student of the j th school. β 1,t is a vector of order 3J × 1 of coefficients, where the first n 1 sequences of three elements are given by β 0,1t , β 1 and β 2 (the coefficents corresponding to the first school); the following n 2 sequences of three elements are given by β 0,2t , β 1 and β 2 (the coefficents corresponding to the second school), and so forth. v 1t is a vector of errors n × 1 and V 1 = I n σ 2 . Analogously, X 2t is a matrix 3J × 4, obtained by the direct sum of the matrices θ 2j , where θ 2j is a 1 × 4 matrix with unitary elements in the first column and the other three columns being the values of the covariates at the second level of the hierarchy for school j; β 2,t and v 2t are vectors of coefficients and errors, respectively, of dimension 4 × 1 and V 2 = I J σ 2 u . w t is a vector of size 4, with the first element representing the error term in equation (3) and the other elements being constant and equal to zero (as β 3 , β 4 and β 5 do not vary in time). That way, W is a 4 × 4 matrix with element [1, 1] equal to σ (4)); the structural equation describes the structure of hierarchy of the regression parameters (as in (5)); and the system equation describes the evolution of the parameters through time (as in (6)). For a linear hierarchical model of three levels, these equations can be written, respectively, as:
observation equation:
structural equation:
system equation:
where n is the total number of observations, v 1t , v 2t , v 3t and w t are disturbance terms which are independent; X 1t , X 2t , X 3t and G t are known matrices possibly incorporating explanatory variables; V 1t , V 2t , V 3t and W t are variance-covariance matrices that can be allowed to vary over time; β i is a vector of coefficients of size r i , i = 1, · · · , 3, with
Hierarchical models of higher levels can be easily obtained adding extra levels in the structural equations. The two levels model can be obtained setting X 3t to be the identity matrix, and V 3t to be a matrix of null elements.
Other simple hypothetical examples are presented bellow to illustrate the use of these models.
Example 2: weight measurements in a population of patients under treatment
Suppose that the variation of weight in a population of patients under the same kind of experimental treatment is being investigated. Since the beginning of the experiment, a different sample of patients is selected every week from the population and weighted, for a total of T weeks. Suppose that at the t th week, a sample of size n t is selected. To model the variation of weight through time, we can use a simple two-stage model, given by:
structural equations:
system equations:
This model is a collection of the steady models of West and Harrison (1997) , which are related through similar mean levels. The β i,t s are the observation levels assumed to form an exchangeable (with respect to index i) sample of means with common mean µ t . Note that the mean µ t is allowed to vary over time -the treatment can cause average weight loss or weight gain through time. This model can be written in the matrix notation as in (7)- (10):
where
w . 1 n represents a n-dimensional vector of ones.
Example 3: weight measurements in a population of children with malnutrition
The second example can be illustrated by the following experiment: A population of children with malnutrition is being treated with a caloric diet. As in example 2, a different sample (of size n t ) of children is selected from the population at the t th week of the experiment and weighted. Differently from the previous example, however,the children are expected to gain weight through time. The model proposed in example 1
can therefore be modified to accommodate this expected growth in the average weight.
The proposed model for this example can be written as:
),
).
Note that the expected growth of the mean µ t is specified by the system equations.
This model can be represented in the matrix notation as in (11)- (13), where y t and β 1,t are defined as before and
Inference will be presented here from the Bayesian point of view. To do so, it will be necessary to specify prior distributions for all the unknown parameters of the model.
More details about the Bayesian approach can be seen in Chapter 4. Our aim for this kind of modeling is usually to obtain the posterior distribution of these parameters and perform forecasting for future observations. In this section, some basic results which were presented in Gamerman and Migon (1993) will be reviewed.
Let us define D t as all the information obtained up to time t, including the observations y = {y 1 , · · · , y t } and the prior information, represented by D 0 . We assume therefore
We can represent the (k-stage) dynamic hierarchical model as:
with initial prior β k,0 |D 0 ∼ N (m k,0 , C k,0 ). Note that the matrices X it , i = 1, · · · , k − 1 and G t are assumed known.
Updating and forecasting: known variances case
At this point, let us also assume that the variances V it are known. Even though it is in most cases an unrealistic assumption, it enables us to obtain the basic updating and forecasting operations. Under that assumption, Gamerman and Migon (1993) showed that the model specified by equations (14)- (16), considering the prior
gives the following prior, posterior and predictive distributions:
• the prior distribution at time t is given by
, and
• the predictive distribution one step-ahead is given by
• the posterior distribution at time t is given by
Gamerman and Migon (1993) also show that h-steps-ahead forecasts, h > 1, can be easily obtained from this result. Suppose we are interested in predicting y t+h given D t , or in other words, we want to obtain the distribution of y t+h |D t . Note that y t+h |β 1,t+h ∼ N (X 1,t+h β 1,t+h , V 1,t+h ), and
Then, the distribution of β k,t+h |D t ∼ N (a kt (h), R kt (h)) can be recursively obtained (West and Harrison, 1997 ) with a kt (h) = G t+h a kt (h − 1) and R kt (h) = G t+h R kt (h −
1)G
T t+h + W t+h with starting values a kt (0) = m kt and R kt (0) = C kt . Successive integrations give:
where f t (h) and Q t (h) are analogous to f t and Q t as defined previously, substituting a it and R it by a it (h) and R it (h). 
with moments recursively defined as
and initialized at t = n with m n in = m in and C n in = C in , where
Updating and forecasting: unknown variances case
As stated before, the hypothesis that the variances in the model are known is hardly ever realistic in a real application. In many applications, however, is it reasonable to suppose independence of the errors in the observation equation, such that
where N is the dimension of y t . A conjugate analysis is possible when all the variances V it , W t and C k0 are scaled by σ 2 , an unknown factor, with an Inverted Gamma prior distribution:
The model can be written as in (14)- (16) with the variances multiplied by the factor σ 2 .
The distribution of σ 2 can be updated at time t by IG(n t /2, d t /2) where n t = n t−1 + n
The results presented by equations (13), (14) and (15) remain valid except that all variances should be multiplied by σ 2 . The predictive distribution (one-step ahead) in this case (after integrating σ 2 out) is obtained by replacing the Normal distributions by a Student T distributions with n t degrees of freedom and substituting σ 2 by its estimate d t /n t . The posterior distribution is also obtained by substituting the Normal by a Student T distribution, but in this case with n t−1 degrees of freedom, and the estimate for σ 2 is given by d t−1 /n t−1 . We denote the Student T distribution with mean m, ν degrees of freedom and variance-covariance matrix
In a more realistic approach, however, just one unknown factor presented here and extensions of these models that will be presented in chapter 5.
Model Extensions
In this section, extensions to the Dynamic Hierarchical Models will be presented, including examples illustrating applications to real data-sets. In Section 4.1, the Matrix-variate
Dynamic Hierarchical Models will be presented as a multivariate extension to the univariate case already introduced. In Section 4.2, a particular case of this model will be considered, imposing a parametric structure to account for the spatial correlation between observations made in different locations in space. In Section 4.3, an extension to observations in the exponential family will be presented.
Matrix-variate Dynamic Hierarchical Models
Suppose q observations are made through time in r different locations in space such that y 1t , · · · , y qt represent q vectors of observations of dimension r × 1. Data with this structure can be easily found in the literature for the study of environmental processes.
As an example, in many locations around the world, monitoring stations are implemented to monitor the air quality, measuring concentrations of all kinds of pollutants at a certain periodicity. q observations of certain pollutants made through time, and registered at r different locations, can be seen as q vectors of observations of dimension r × 1. In this section, the Hierarchical Dynamic Models for univariate responses will be extended to responses of this kind, leading to the Matrix-variate Hierarchical Dynamic Models.
To introduce the notation, Section 4.1.1 presents the Matrix-variate Dynamic models.
The Matrix-variate Hierarchical Dynamic Models are then presented in Section 4.1.2 as a simple extension. Inference to these models is presented in Section 4.1.3, and finally Section 4.1.4 presents an application.
Matrix-variate Dynamic Models
Let y 1t , · · · , y qt represent q vectors of observations of dimension r×1, with the i th element of each vector representing an observation made at location i. If we denote
we have a matrix of observations through time. West and Harrison (1989) define a Matrix-variate Dynamic Model by the equations:
• y t is the r × q observations matrix in time t;
• X t is a known matrix of regressors r × p;
• β t is the matrix of unknown parameters;
• v t is a matrix of errors;
• G t is a known evolution matrix p × p;
• w t is the matrix of evolutions of errors p × q;
It is assumed that β t and v t are independent, β t−1 and w t are independent, and v t and w t are independent. Under the hypotheses of normality, the errors v t and w t , which are matrices, will follow a matrix-variate normal distribution. If Z is a random matrix of dimension r × q, we say that Z has a matrix-variate normal distribution with right covariance matrix Σ and left covariance matrix C, denoted by
, where vec(Z) represents the vectorization of the matrix Z in columns.
As an example, suppose that q types of pollutants are observed in r different locations in space, resulting in a r × q matrix of observations, for a fixed period of time t. If this matrix follows a N (M , C, Σ) distribution, then M is a r × q matrix of means, the left matrix C is r × r, and represents the correlation of the observations in space, and the right matrix Σ is q × q and represents the correlation between the different kinds of pollutants. Note that in this model, C and Σ are not identifiable, and
If the observations of each variable of interest are not correlated in space at a given period of time t, then C = I r . If the observations are independent at a fixed period of time and fixed location in space, then Σ = I q .
Hierarchical Formulation of the Model
The Matrix-variate Hierarchical Dynamic Models are an extension of the model described above, and it is an extension of the Hierarchical Dynamic Models, where for each period of time, we observe a matrix of observations instead of a vector. This model can be written, as defined by Landim and Gamerman (2000) , as follows:
. . .
where, for a fixed period of time t,
• y t is the r × q observations matrix;
• β i,t , i = 1, · · · , k are regression coefficients matrixes of order r i × q;
• X it are known matrices of regressors of order r i−1 × r i , with r 0 = r, i = 1, · · · , k;
• G t is the known evolution matrix r k × r k ;
• w t is the matrix of evolutions of errors p × q.
We assume that β i,t and v it are independent, i = 1, · · · , k, β k,t−1 and w t are independent, and v 1t , v 2t , · · · , v kt and w t are independent. Matrices V 1 , V 2 , · · · , V k and W are considered to be known, and for simplicity, are considered to be fixed over time.
Note that a restriction is made, stating that part of the conditional covariance between elements of y t , which account for the different responses, is specified in Σ. The same restriction is imposed to the conditional covariances of β 1,t , β 2,t , · · · , β k,t , with all sharing the same structure Σ to account for the covariance between elements coming from different responses. This assumption is usually made in multivariate dynamic models (see, for example, West and Harrison (1997, ch. 16 ) and Quintana (1987) ), and it is reasonable since the magnitude of the covariance between elements at different hierarchical levels are not imposed to be the same. The models above could be specified and operated without this restriction but that would substantially increase parameter dimensionality.
To complete the specification of the model presented above, it is necessary to specify prior distributions for the unknown parameters of the model. Usual choices of priors, used by West and Harrison (1997) , Quintana (1987) and Landim and Gamerman (2000) , are the following:
Inference
As in the beginning of Section 3, we will start this section presenting results of inference based on the assumption that V 1 , V 2 , · · · , V k and W are known. Conditionally on the value of Σ, it is possible to obtain the distributions of β i,t |D t−1 , y t |D t−1 and β i,t |D t analytically. These results are given below, and the demonstration can be found in Landim and Gamerman (2000) . For t = 1, 2, · · · and i = 1, · · · , k,
The posterior distribution of Σ can also be obtained analytically, and it is given by:
with n t = n t−1 + N and
Unconditionally on Σ, the distributions of Θ it |D t−1 , y t |D t−1 and β i,t |D t become Student T, given by:
where T (a, R, n, S) denote the Matrix Variate Student T distribution with mean a, left side covariance matrix R, n degrees of freedom and right side covariance matrix S. If Z is a random matrix such that Z ∼ T (a, R, n, S) then vec(X) ∼ T (vec(a), n, R ⊗ S).
Equivalently to the case of Univariate Hierarchical Dynamic Linear Models, forecasts h-steps-ahead, or the distribution of (y t+h |D t , Σ), can be obtained.
When the variance matrices V 1 , V 2 , · · · , V k , W and Σ are unknown, it is not possible to obtain the distributions of β i,t |D t−1 , y t |D t−1 and β i,t |D t analytically. In that case, numerical methods can help obtaining approximations for these distributions.
Under the Bayesian point of view, prior distributions must be specified for these quantities. Landim and Gamerman (2000) considered independent Inverted Wishart prior distributions for all of the variance-covariance matrices, and a Normal prior distribution
The joint posterior distribution of (
Even though it is not possible to obtain the posterior distribution of the model parameters analytically, it is possible to obtain their full conditional distributions. Landim and Gamerman (2000) showed that the full conditional distribution for each of the parameters β i,t , t = 1, · · · , n, i = 1, · · · , k is Normal and the full conditional distribution for the variance parameters V 1 , V 2 , · · · , V k , W and Σ is Inverted Wishart. That is, it is possible to obtain samples from the posterior distribution of these parameters using Gibbs Sampling, which is an MCMC algorithm. Details of how to obtain the full conditional distributions and the proposed algorithm can be seen in Landim and Gamerman region for a fixed period of time t. That way, the response variable in the model can be represented by
. . . y ijt = β 1,ijt + β 2,ijt y i1,t−1 + β 3,ijt y i2,t−1 + ijt , i = 1, · · · , 6, j = 1, 2 and t = 1, · · · , 56. In matrix notation, we can write:
where X 1t is given by:
, and the matrix of autoregressive coefficients is given by:
For each j = 1, 2, and fixed period of time t, the parameters β 1 , β 2 and β 3 are supposed to have the same mean for every location i, as specified by the equations bellow:
where i = 1, · · · , 6. That way, we can write the matrix β 1,t in the form:
where X 2t is 18 × 3 and it is given by
the hyperparameters matrix is given by
The evolution matrix is given by:
To complete the model, Inverted Wishart distributions were set as the prior distributions for the parameters V 1 , V 2 , W and Σ, and a Normal distribution was set as the prior distribution for β 2,0 |Σ. 
Spatially Structured Matrix-variate Dynamic Hierarchical Models
In this section we describe a class of models proposed by Paez et al. Other applications of multilevel modeling taking spatial structures into consideration can be seen in Chapter 33.
General model Framework
The model presented in this section is a special case of the model described by equations (20) to (23). Without loss of generality, the model will be described for a two-level hierarchical dynamic model. A simple extension can be made to obtain models of higher hierarchical levels. Suppose we observe q (q > 1) response variables in a discrete set of periods of time t = 1, ..., T and set of locations {s 1 , ..., s r } in a continuous space S.
Analogously to equations (20) to (23), the matrix-variate hierarchical dynamic space-time model can be written as:
for t = 1, ..., T . We assume that the matrices X 1t , X 2t and G t are known, with X 1t
and X 2t possibly incorporating the values of explanatory variables. The dimensions of the matrices in equation (24)-(26) are the same as specified previously for the equations (20)-(23).
A spatial structure can be incorporated in the variance matrices V 1 and V 2 , being specified through parametric structures describing spatial dependency. In particular, one 
Pollution in the Northeast of the United States
This example was presented in Paez et al. (2008) , and refers to a data-set made available by the Clean Air Status and Trends Network (CASTNet) at the web site www.epa.gov/castnet.
CASTNet is the primary source for data on dry acidic deposition and rural ground-level ozone in the United States. It consists of over 70 sites across the eastern and western United States and is cooperatively operated and funded by the United States Environmental Protection Agency (EPA) with the National Park Service.
When dealing with pollutants (and most environmental data-sets), the main interest is usually to be able to explain some possible causes of variation as well as to be able to perform predictions. In this particular example, the interest is to model and make predictions of levels of two pollutants: (it is slowly decreasing), as well as their amplitude (which is slowly increasing). These variations suggest the use of a hierarchical model with varying intercept and also varying coefficients of sine and co-sine waves. It is intuitive, however, that these coefficients are not independent for each period of time or location in space, but rather vary smoothly in these dimensions. This should also be considered in the model spacification.
A logarithmic transformation was applied to the observed levels of both pollutants.
Preliminary analysis showed strong correlation between the transformed response variables log(SO 2 ) and log(N O can be seen in Figure 2 ).
The authors compared the interpolation performance between two univariate models (one for each response variable) and one bivariate model (where the two response variables are jointly modeled). They showed an advantage of working under the multivariate model, which was described by the authors through the following equations:
where y t = (y 1t , y 2t ), with y 1t = log(SO 2 ) t and y 2t = log(N O 3 ) t . Sinuses and cosinuses waves were used as explanatory variables to explain the seasonality present in the observations, so for each location
T . Note that this model is a special case of the model specified by equations (24)- (26), where V 1 = I r , V 2 = C ⊗ V , X 2t = I 3 and G t = I 3 . The spatial structure is specified through a spatial correlation function which defines matrix C.
In this application, the spatial correlation function was specified in the Matérn family (Matérn, 1986; Handcock and Stein, 1993) , which is given by
where K κ is the modified Bessel function of order κ. This is a flexible family, containing the exponential function (φ = 0.5), and the squared exponential function, which is the limiting case when κ → ∞. κ is a range parameter that controls how fast the correlation decays with distance, and φ is a smoothness (or roughness) parameter that controls geometrical properties of the random field. d ij is a measure of distance between the locations of observation.
As the scale and range parameters in the Matérn family cannot be estimated consis- as can be seen in Figure 4 , for both log(SO 2 ) and log(N O 3 ). Thus, the use of temporally varying coefficients seems to be justified in this application. An interpolation of β 1 was performed at an equally spaced grid of points, for a fixed period of time t = 342. Figure 5 shows a significant spatial variation of the elements of β 1 , which supports the importance of allowing these parameters to vary in this dimension. Thus, the use of spatially varying coefficients also seems to be justified in this application. The variation of these elements is smooth in space, specially for the coefficients of sine and co-sine of log(N O 3 ). Based on the interpolated coefficients β 1 , the response process y t is also interpolated at t = 342.
Each value sampled from y 1,342 and y 2,342 received an exponential transformation, so that a sample of values in the original scale of the pollutants SO 2 and N O 3 were obtained. 
Dynamic Hierarchical Models: Exponential Family Observations
The methodology which will be introduced here was presented by Hansen (2009) and it is an extension of the previous models to observations in the exponential family.
The motivation for this extension is that, sometimes, it is not possible to work under the hypothesis of normality of the observations that otherwise could be modeled through the Hierarchical Dynamic Models with structure in space proposed by Paez et al. (2008) .
Measurements of rainfall are an example of observations that could benefit from this new approach, as they cannot be assumed to be normally distributed. It is reasonable, however, to assume that they come from another distribution belonging to the exponential family.
General Model Framework
Consider a set of discrete periods of time: t = 1, · · · , T , where for every t, q variables are observed in r different locations in space s 1 , · · · , s r . Let y t be the r × q observation matrix. Suppose that the distribution of y t belongs to the exponential family. A family of distributions is said to belong to the exponential family if the probability density function (or probability mass function, for discrete distributions) can be written as:
where h(x), A(λ), T i (x) and η i (λ), i = 1, · · · , s are known functions. We will use the notation X ∼ EF (µ) to denote that the random variable (either a scalar, vector or matrix) X follows a distribution coming from the exponential family with mean µ.
Suppose that y t has mean φ t and that φ t can be modeled through a function of a regression equation in which the covariate effects vary smoothly through time and space.
This function is called link function and it links the linear predictor to the mean of the distribution function as in the Generalized Linear Models (Nelder and Weddenburn, 1972) . The model can be specified as bellow:
where g(µ t ) is a known link function and the other quantities are defined as in (24)-(26).
Application: Rainfall data-set in Australia
In this section we present an application of the models presented above to a single response variable consisting of measurements of rainfall in r = 15 monitoring stations in Australia (Hansen, 2009 ). Here the observations can be assumed as coming from a Gamma distribution, which belongs to the exponential family. We denote by y t (s i ) the amount of rainfall observed in time t and location s i . We assume that y t (s i ) follows a Gamma distribution with mean φ t (s i ) and coefficient of variation η denoted by y t (s i ) ∼ G(φ t (s i ), η). 
log(φ t (s i )) = β 1,t (s i ),
β 2,t = β 2,t−1 + w t , w t ∼ N (0, σ 
where β 1,t = (β 1,t (s 1 ), · · · , β 1,t (s r )). To complete the model specifications, prior distributions for the unknown model parameters must be specified. Hansen (2009) works with vaguely informative priors. As in the previous applications, β 2,0 follows a Normal distribution and W follows an Inverted Gamma distribution. The prior distribution for ρ, which is also a variance parameter, was set to be an Inverted Gamma as well. Gamma priors were specified for η and λ. Samples of the posterior distribution of the unknown parameters were obtained through MCMC, using Gibbs Sampling and Metropolis-Hastings. 
Concluding Remarks
In this chapter we presented a methodological review on hierarchical dynamic models and generalizations of these models to accommodate multivariate responses, spatial variation of regression coefficients and observations in the exponential family.
The models presented here are very flexible, permitting the smooth variation of regression coefficients in time and/or space, and they can be applied to model data in many areas of interest. In this chapter we presented examples and applications made with real data-sets focusing mainly on environmental problems. The interest in this kind of application is usually to do time forecasting and interpolation in space, which can be easily done under the proposed methodology.
Inference is made under the Bayesian point of view. Usually for models like the ones presented in this chapter, the posterior distributions of the unknown parameters are not analytically tractable, and numerical methods must be used to approximate these distributions. In the applications presented here, MCMC methods were used.
