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Nazim B.KERIMOV, Ziyatkhan S. ALIYEV
ON OSCILLATION PROPERTIES OF THE
EIGENFUNCTIONS OF A FOURTH ORDER
DIFFERENTIAL OPERATOR
Abstract
The spectral problem for a fourth order ordinary differential operator is in-
vestigated. The oscillation properties of the eigenfunctions and their derivatives
are established.
Let’s consider the boundary-value problem(
p (x) y′′
)′′ − (q (x) y′)′ = λρ (x) y, 0 < x < l, (1)
y′ (0) cosα− (py′′) (0) sinα = 0, (2.a)
y (0) cosβ + Ty (0) sinβ = 0, (2.b)
y′ (l) cos γ +
(
py′′
)
(l) sin γ = 0, (2.c)
y (l) cos δ − Ty (l) sin δ = 0, (2.d)
where λ is a spectral parameter, the functions p (x) , q (x) , ρ (x) are strictly posi-
tive and continuous on [0, l] , p (x) has absolutely continuous derivative, q (x) is ab-
solutely continuous on [0, l] and α, β, γ, δ are real constants, such that 0 ≤ α, β, γ ≤
pi/2, pi/2 < δ < pi and
Ty =
(
py′′
)′ − qu′. (3)
The present paper is devoted to study of oscillation properties of the eigen-
functions of oscillation properties of the eigenfunctions of boundary-value problem
(1)-(2). The basic result of this paper is the oscillation theorem (theorem 4).
The oscillation properties of the eigenfunctions of boundary-value problem (1)-
(2) provided 0 ≤ δ ≤ pi/2 have been investigated in detail in [1]. In this work it is
investigated only positive eigenvalues and corresponding eigenfunctions of problem
(1)-(2). In this connection in the paper [1] the following two cases are excluded: (i)
α = γ = 0 and β = δ = pi/2, (ii) any three of parameters α, β, γ, δ are equal to pi/2.
In reality, only the case β = δ = pi/2 is to be excluded. Let’s prove this.
It is known, that the least eigenvalue of boundary-value problem (1)-(2) is a
minimum of Relay’s ration
R [y] =
(
l∫
0
(
py′′2 + qy′2
)
dx+N [y]
)(
l∫
0
ρy2dx
)−1
, (4)
where N [y] is a functional, which takes only nonnegative values (see [2, p.160) or
[1, p.64]).
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Let β = δ = pi/2. The direct testing shows, that the function y (x) ≡ c0 =
const 6= 0 (x ∈ [0, l]) is an eigenfunction of boundary-value problem (1)-(2), corre-
sponding to the eigenvalue λ = 0. The simplicity of the eigenvalue λ = 0 follows
from the fact, that the corresponding eigenfunction y (x) must satisfy the relation
y′ (x) ≡ 0 (x ∈ [0, l]) (see (4)).
Let λ = 0 is an eigenvalue of boundary-value problem (1)-(2). From formula (4) it
follows, that for the corresponding eigenfunction y (x) it is true y′ (x) ≡ 0 (x ∈ [0, l]),
that is equivalent to y (x) ≡ c0 = const 6= 0 (x ∈ [0, l]). Boundary conditions (2a)
and (2c) are automatically satisfied at that. For fulfillment of boundary conditions
(2b) and (2d) the condition β = δ = pi/2 is to be fulfilled.
As in [1], to study the oscillation properties of eigenfunctions and their derivatives
we’ll use the Prufer-type transformation
u (x) = r (u) sinψ (x) cos θ (x) , (5.a)
u′ (x) = r (x) cosψ (x) sinϕ (x) , (5.b)(
pu′′
)
(x) = r (x) cosψ (x) cosϕ (x) , (5.c)
Tu (x) = r (x) sinψ (x) sin θ (x) . (5.d)
Let’s write equation (1) in equivalent form
U ′ =MU, (6)
where
U =

y
y′
py′′
Ty
 , M =

0 1 0 0
0 0 1/p 0
0 q 0 1
λρ 0 0 0
 .
Assuming w (x) = ctgψ (x) and using transformation (5) in (6) we’ll obtain the
system of first order differential equations with respect to the functions r, w, θ, ϕ of
the following form:
r′ = [sin 2ψθ sinϕ+
(
q +
1
p
)
cos2 ψ sin 2ϕ+
+sin 2ψ sin θ cosϕ+
λρ
2
sin2 ψ sin 2θ]
r
2
, (7.a)
w′ = −w2 cos θ sinϕ+ 1
2
(
q +
1
p
)
w sin 2ϕ+ sin θ cosϕ− λρ
2
w sin 2θ, (7.b)
θ′ = −w sinϕ sin θ + λρ cos2 θ, (7.c)
ϕ′ =
1
p
cos2 ϕ− q sin2 ϕ− 1
w
sin θ sinϕ. (7.d)
Let’s cite some statements from [1].
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Lemma 1. (see [1], p.59, lemma 2.1). Let y (x, λ) be a nontrivial solution
of differential equation (1) at λ > 0. If y, y′, y′′ and Ty are nonnegative at x = a
(but not all zero), then they all are positive for x > a. If y,−y′, y′′ and −Ty are
nonnegative at x = a (but not all zero), then they all are positive for x < a.
Theorem 1. (see [1], p.61, theorem 3.1). Let y (x, λ) be a nontrivial
solution of problem (1), (2.a), (2.c) at λ > 0. Then the Jacobian J [y] = r3 cosψ
sinψ of the transformation (5) does not vanish in (0, l).
The following lemma holds:
Lemma 2. At every fixed λ ∈ C there exits the unique (to within constant
factor) nontrivial solution y (x, λ) of problem (1), (2.a), (2.b), (2.c).
Proof. Denote by ϕk (x, λ)
(
k = 1, 4
)
the solutions of equation (1), normalized
at x = 0 by Cauchy conditions
ϕ
(s−1)
k (0, λ) = δks
(
s = 1, 3
)
, Tϕk (0, λ) = δk4, (8)
where δks is a Kronecker’s symbol.
We’ll search the function y (x, λ) in the form
y (x, λ) =
4∑
k=1
Ckϕk (x, λ) , (9)
where Ck
(
k = 1, 4
)
are some constants.
Suppose, that in boundary conditions (2.a), (2.b), (2,c) α 6= 0, β 6= 0, γ 6= 0.
From (8), (9) and from boundary conditions (2.a), (2.b) it follows, that
C3 =
C2
p (0)
ctgα, C4 = −C1ctgβ
holds. From here and from (9) we’ll obtain
y (x, λ) = C1 {ϕ1 (x, λ)− ϕ4 (x, λ) ctgβ}+ C2
{
ϕ2 (x, λ) + ϕ3 (x, λ)
ctgα
p (0)
}
. (10)
Taking into account (8), (10) and (2.c) for definition of C1 and C2 we’ll obtain
the relation
C1α
∗ (λ) + C2β∗ (λ) = 0,
where
α∗ (λ) =
{
ϕ′1 (l, λ) ctgγ + p (l)ϕ
′′
1 (l.λ)
}− ctgβ {ϕ′4 (l.λ) ctgγ + p (l)ϕ′′4 (l, λ)} , (11)
β∗ (λ) =
{
ϕ′2 (l, λ) ctgγ + p (l)ϕ
′′
2 (l.λ)
}− ctgα
p (0)
{
ϕ′3 (l.λ) ctgγ + p (l)ϕ
′′
3 (l, λ)
}
. (12)
To complete the proof of lemma 2 in the considered case it suffices to show, that it
holds
|α∗ (λ) |+ |β∗ (λ) | > 0. (13)
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From lemma 1 and from (8) it follows, that at λ > 0 the inequalities ϕ′k (l, λ) > 0,
ϕ′′k (l, λ) > 0
(
k = 1, 4
)
are true. From here and from (12) obtain the truth of (13)
at λ > 0.
Let λ ∈ C/R+. Let’s prove the truth of (13). Really, otherwise the functions
φ1 (x, λ) = ϕ1 (x, λ)− ctgβϕ4 (x, λ) , φ2 (x, λ) = ϕ2 (x, λ) +
ctgα
p (0)
ϕ3 (x, λ) (14)
are the solutions of problem (1), (2.a), (2.b), (2.c). It is obvious, that any linear
combination of the functions φ1 (x, λ) and φ2 (x, λ) is also the solution of this prob-
lem. The eigenvalues of boundary-value problem (1)-(2) at δ = 0 are positive (see
[1] or theorem 3 of the given paper). Hence, φ1 (l, λ) 6= 0 and φ2 (l, λ) 6= 0. Let’s
define the function υ (x, λ) by the following way:
υ (x, λ) = φ1 (x, λ)φ2 (l, λ)− φ2 (x, λ)φ1 (l, λ) .
It is obvious, that υ (l, λ) = 0. Then the function υ (x, λ) is an eigenfunction of
problem (1)-(2) at δ = 0, corresponding to the eigenvalue λ ∈ C/R+. The obtained
contradiction proves the truth of (13).
The rest cases are considered similarly. Lemma 2 is proved.
Remark 1. From proof of lemma 2 it is obvious, that solution of problem (1),
(2.a), (2.b), (2.c), i.e. the function y (x, λ) for each fixed x ∈ [0, l] may be considered
an entire function of λ. In particular, in the case α 6= 0, β 6= 0, γ 6= 0, the function
y (x, λ) has the form
y (x, λ) = β∗ (λ)φ1 (x, λ)− α∗ (λ)φ2 (x, λ) ,
where α∗ (λ) , β∗ (λ) , φ1 (x, λ) , φ2 (x, λ) are defined by relations (11), (12) and (14).
As the functions ϕk (x, λ)
(
k = 1, 4
)
and their derivatives for each fixed x ∈ [0, l] are
entire functions of λ, then y (x, λ) for each fixed x ∈ [0, l] is also an entire function
of λ.
Lemma 3. The eigenvalues of boundary-value problem (1)-(2) are real and
form no more than countable set, having no finite limit points. All eigenvalues of
boundary-value problem (1)-(2) are simple.
Proof. The reality of eigenvalues follows from self-adjointness of boundary-value
problem (1)-(2).
Let y (x, λ) be a solution of problem (1), (2.a), (2.b), (2.c). Then the eigenvalues
of problem (1)-(2) are the roots of the equation
Φ (λ) ≡ y (l, λ) cos δ − Ty (l, λ) sin δ = 0. (15)
The entire function Φ (λ) doesn’t vanish at nonreal λ. Consequently, it is not
equal to zero identically. Therefore, its zeros form no more than countable set,
having no finite limit point.
By virtue of (1) we have
(Ty (x, µ))′ y (x, λ)− (Ty (x, λ))′ y (x, µ) = (µ− λ) ρ (x) y (x, λ) y (x, µ) .
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Integrating this identity in limits from 0 to l, using the formula of integration by
parts and taking into account (2.a), (2.b), (2.c) we obtain
y (l, λ)Ty (l, µ)− y (l, µ)Ty (l, λ) = (µ− λ)
l∫
0
ρ (x) y (x, λ) y (x, µ) dx. (16)
Deriving the both parts of (16) by (µ− λ) and by the next limiting passage as µ→ λ
we’ll obtain
y (l, λ)
∂
∂λ
Ty (l, λ)− Ty (l, λ) ∂
∂λ
y (l, λ) =
l∫
0
ρ (x) y2 (x, λ) dx . (17)
Let’s prove, that equation (15) has only simple roots. Really, if λ = λ∗ is a
multiple root of equation (15), then the equalities
y (l, λ∗) cos δ − Ty (l, λ∗) sin δ = 0,
cos δ
∂
∂λ
y (l, λ∗)− sin δ ∂
∂λ
Ty (l, λ∗) = 0
hold.
Using the last two equalities in (17) at λ = λ∗ we have
l∫
0
ρ (x) y2 (x, λ∗) dx = 0,
that is contradiction. Lemma 3 is proved.
Lemma 4. Let y (x, λ) be a nontrivial solution of problem (1), (2.a), (2.b), (2.c)
and one of the following conditions be fulfilled: (i) λ < 0; (ii) λ = 0, β ∈ [0, pi/2).
Then Jacobian J [y] = r3 cosψ sinψ of the transformation (5) does not vanish in
(0, l).
Proof. Suppose, that the statement of lemma 4 is not true and at the some
point x1 ∈ (0, l) it holds sinψ cosψ = 0. The following cases are possible: (a)
sinψ (x1, λ) = 0; (b) cosψ (x1, λ) = 0.
Let λ < 0. Let’s consider case (a). Then by virtue of (5) it holds y (x1, λ) =
Ty (x1, λ) = 0. Suppose, that y (x, λ) > 0 at the left neighbourhood U (x1) of
the point x1. Then from (1) it follows, that (Ty (x, λ))
′ < 0 at x ∈ U (x1). So,
Ty (x, λ) > 0 at x ∈ U (x1). From (2.b) it follows, that y (0, λ)Ty (0, λ) ≤ 0. Then
there exists the point x0 ∈ [0, x1) such that y (x0, λ)Ty (x0, λ) = 0 and
y (x, λ)Ty (x, λ) > 0 (x0 < x < x1) . (18)
Let Ty (x0, λ) = 0. Hence, there exists the point ξ0 ∈ (x0, x1) such that
(Ty (x, λ))′x=ξ0 = 0. From here and from equation (1) we obtain y (ξ0, λ) = 0.
The last equality contradicts to inequality (18).
Let y (x0, λ) = 0. Hence, there exists the point η0 ∈ (x0, x1) such that y′ (η0, λ) =
0. It is obvious, that y (η0, λ) > 0, T y (η0, λ) > 0. Let’s define the number
δ0 ∈
(
0, pi2
)
by the following way: δ0 = arctg
y(η0,λ)
Ty(η0,λ)
. So, the function y (x, λ) is
a solution of boundary-value problem (1)-(2) at l = η0, γ = 0, δ = δ0. As the
eigenvalues of boundary-value problem (1)-(2) at l = η0, γ = 0, δ = δ0 are positive,
then we obtain the contradiction. Hence, sinψ (x, λ) 6= 0 (0 < x < l) at λ < 0.
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Let λ < 0 and (b) hold. By virtue of (5) we have y′ (x1, λ) = y′′ (x1, λ) = 0. It is
obvious, that y (x1, λ) 6= 0 and Ty (x1, λ) 6= 0. Really, if y (x1, λ) = 0, then y (x, λ)
is an eigenfunctions of boundary-value problem (1)-(2) at γ = pi/2, δ = 0, l = x1,
that contradicts to the condition λ < 0. By the similar way the case Ty (x1, λ) = 0
is excluded.
As Ty (x1, λ) 6= 0, then it is obvious, that the point x1 is a point of local ex-
tremum of the function y′ (x, λ). Suppose, that y′ (x, λ) > 0 at the deleted neigh-
bourhood V (x1) of the point x1. Then y′′ (x, λ) < 0 at the left neighbourhood
V − (x1) of the point x1 and y′′ (x, λ) > 0 at the right neighbourhood V + (x1) of the
point x1. From here and from condition (2.a) it follows, that there exists the point
x0 ∈ [0, x1) such that y′ (x0, λ) y′′ (x0, λ) = 0 and
y′ (x, λ) > 0, y′′ (x, λ) < 0 (x ∈ (x0, x1)) . (19)
Suppose, that y′ (x0, λ) = 0. Then there exists the point ξ0 ∈ (x0, x1) such that
y′′ (ξ0, λ) = 0. The last relation contradicts to (19).
Let y′′ (x0, λ) = 0. Then there exists the point ξ0 ∈ (x0, x1) such that
(p (x) y′′ (x, λ))′x=ξ0 = 0. From (19) it follows, that
Ty (x0, λ) =
(
p (x) y′′ (x, λ)
)′
x=ξ0
− q (ξ0) y′ (ξ0, λ) < 0.
Besides, Ty (x1, λ) = (p (x) y′′ (x, λ))′x=x1 − q (x1) y′ (x1, λ) = p (x1) y′′′ (x1, λ) > 0.
Hence, there exists the point η0 ∈ (ξ0, x1) such that Ty (η0, λ) = 0.
We’ll define the number γ0 ∈
(
0,
pi
2
)
by the following equality:
γ0 = −arctg
p (η0) y′′ (η0, λ)
y′ (η0, λ)
.
It is easy to check, that y (x, λ) is an eigenfunction of boundary-value problem
(1)-(2) at γ = γ0, δ = pi/2, l = η0, that contradicts to the condition λ < 0.
Let now λ = 0, β ∈ [0, pi/2). Let’s consider case (a). From (1) it follows,
that Ty (x, 0) ≡ const (0 ≤ x ≤ l). Hence, by virtue (5.d) we have: Ty (x, 0) ≡ 0
(0 ≤ x ≤ l). Multiplying this equality by the function y (x, λ) and integrating the
obtained identity from 0 to l, we obtain
p (l) y′′ (l, 0) y′ (l, 0)− p (0) y′′ (0, 0) y′ (0, 0)−
−
l∫
0
(
p (x) y′′2 (x, 0) + qy′2 (x, 0)
)
dx = 0. (20)
By virtue of conditions (2.a) and (2.c) we have
p (l) y′′ (l, 0) y′ (l, 0) ≤ 0, p (0) y′′ (0, 0) y′ (0, 0) ≥ 0. (21)
From here and from (20) we obtain, that y (x, 0) ≡ const. As sinψ (x1, 0) = 0, then
y (x, 0) ≡ 0 (0 ≤ x ≤ l), that is contradiction.
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Let λ = 0, β ∈ [0, pi/2) and cosψ (x1, 0) = 0, where x1 is some point from (0, l).
By virtue of (5) we have
y′ (x1, 0) = y′′ (x1, 0) = 0. (22)
Let’s prove, that in the considered case Ty (0, 0) 6= 0. Really, if Ty (0, 0) =
0, then from (2.b) it follows, that y (0, 0) = 0. Besides, from (1) obtain, that
Ty (x, 0) ≡ const = 0 (0 ≤ x ≤ l). Using (20), (21) and taking into account the
equality y (0, 0) = 0, we conclude, that y (x, 0) ≡ 0 (0 ≤ x ≤ l). The last is contra-
diction.
As Ty (x, 0) = Ty (0, 0) 6= 0 (0 ≤ x ≤ l), then from (3) it follows, that y′′′ (x1, 0) 6=
0. So, x1 is a double zero of the function y′ (x, λ). Without losing generality, it is
possible to consider, that y′′′ (x1, 0) > 0. Hence, Ty (x1, 0) = p (x1) y′′′ (x1, 0) > 0
and besides, at the some right neighbourhood of the point x1 it holds
y′ (x, 0) > 0, y′′ (x, 0) > 0. (23)
Let’s assume, that (x1, l0) is an interval of maximum length, where inequality
(23) is true. It is obvious, that y′ (l0, 0) ≥ 0, y′′ (l0, 0) ≥ 0.
Let y′ (l0, 0) = 0. Then from (22) it follows, that for some point ξ ∈ (x1, l0) it
holds y′′ (ξ, 0) = 0. The last contradicts to (23).
Let y′′ (l0, 0) = 0. As p (x1) y′′ (x1, 0) = p (l0) y′′ (l0, 0) = 0, then again there
exists the point ξ ∈ (x1, l0) such that (p (x) y′′ (x, 0))′x=ξ = 0. Hence Ty (ξ, 0) =
(p (x) y′′ (x, 0))′x=ξ−q (ξ) y′ (ξ, 0) < 0. On the other hand it holds Ty (x, 0) ≡ const =
Ty (x1, 0) (0 ≤ x ≤ l), that is contradiction.
So, we’ve shown, that l0 = l and y′ (l, 0) > 0, y′′ (l, 0) > 0. The last contradicts
to condition (2.c). The proof of lemma 4 is completed.
Let y (x, λ) be a nontrivial solution of problem (1), (2.a), (2.b), (2.c) and either
λ ∈ R/ {0}, or λ = 0 and β ∈ [0, pi/2). Suppose, that θ (x, λ) and ϕ (x, λ) are
corresponding functions from (5). Without losing generality, we can define the
initial value of these functions by the following way:
θ (0, λ) = β − pi
2
, (24)
ϕ (0, λ) = α. (25)
The proof of this fact is completely made by scheme of the proof of theorem 3.1
from [3] (see theorem 3.3 from [1]).
The following two statements are proved in [1].
Theorem 2. (see theorem 4.2 from [1]). Let y (x, λ) be a nontrivial solution
of problem (1), (2.a), (2.b), (2.c) at λ > 0. Then θ (l, λ) is a strictly increasing
continuous function of λ.
Theorem 3. (see theorems 5.4 and 5.5 from [1]). The eigenvalues of
boundary-value problem (1)-(2) at δ ∈ [0, pi/2] (except the case β = δ = pi/2) form
infinitely increasing sequence {µk (δ)}∞1 such that
0 < µ1 (δ) < µ2 (δ) < ... < µn (δ) < ...,
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θ (1, µn (δ)) = (2n− 1)
pi
2
− δ. (26)
Besides, the eigenfunction ϑδn (x), corresponding to the eigenvalue µn (δ) , has exactly
(n− 1) simple zeros in the interval (0, l), and the function Tϑδn (x) has exactly n
zeros on the segment [0, l].
Remark 2. In the case β = δ = pi/2 the first eigenvalue of boundary problem
(1)-(2) is equal to zero and the corresponding eigenfunction is constant. In this case
the statement of theorem 3 is true at n ≥ 2.
Obviously, the eigenvalues µn = µn (0) and νn = µn
(pi
2
)
(n ∈ N) are zeros of the
entire functions y (l, λ) and Ty (l, λ), respectively. Besides we note that by theorem
2 and equality (23) the relation ν1 < µ1 < ν2 < µ2 < ... is valid.
Let’s consider the function
Ty (l, λ)
y (l, λ)
at λ ∈ K ≡
∞⋃
k=0
(
µk, µk+1
)
, where µ0 = −∞.
From (16) at λ, µ ∈ K we have
Ty (l, µ)
y (l, µ)
− Ty (l, λ)
y (l, λ)
= (µ− λ)
l∫
0
ρ (x) y (x, µ) y (x, λ) dx
y (l, µ) y (l, λ)
. (27)
Deriving both parts of (27) by (µ− λ) and by the next limiting passage as µ→ λ
we’ll obtain
∂
∂λ
(
Ty (l, λ)
y (l, λ)
)
=
l∫
0
ρ (x) y2 (x, λ) dx
y2 (l, λ)
> 0. (28)
So, we proved the following statement.
Lemma 5. The function
Ty (l, λ)
y (l, λ)
in each of the interval
(
µk, µk+1
)
(k = 0, 1, 2, ...) is a strictly increasing function of λ.
Lemma 6. Let y (x, λ) be a nontrivial solution of problem (1), (2.a), (2.b),
(2.c). Then it holds the relation
lim
λ→−∞
Ty (l, λ)
y (l, λ)
= −∞. (29)
Proof. Without losing generality, it may be considered that
l∫
0
ρ (x) y2 (x, λ) dx =
1. As it is proved in [4, p.353-354] it holds the inequality
y2 (l, λ) ≤ c0
√
1∫
0
q (x) y′2 (x, λ) dx+ c1, (30)
where c0 and c1 are positive constants, dependent only on the functions q (x) and
ρ (x).
Multiplying both parts of (1) by the function y (x, λ) and integrating this identity
by x in the limits from 0 to l, we’ll obtain
y (l, λ)Ty (l, λ)− y (0, λ)Ty (0, λ)− p (l) y′ (l, λ) y′′ (l, λ)+
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+p (0) y′ (0, λ) y′′ (0, λ) +
l∫
0
q (x) y′2 (x, λ) dx+
l∫
0
ρ (x) y′′2 (x, λ) dx = λ. (31)
By virtue of boundary conditions (2.a), (2.b), (2.c) the inequalities
p (l) y′ (l, λ) y′′ (l, λ) ≤ 0, y (0, λ)Ty (0, λ) ≤ 0, p (0) y′ (0, λ) y′′ (0, λ) ≥ 0
are true. From here and from (31) it follows, that
lim
λ→−∞
y (l, λ)Ty (l, λ) = −∞. (32)
From lemma 5 it implies, that as λ → −∞, the ratio Ty (l, λ)
y (l, λ)
has finite or
infinite limit. Suppose, that
lim
λ→−∞
Ty (l, λ)
y (l, λ)
= −a0, (33)
where 0 < a0 < +∞. Taking into account (32) and (33) we’ll obtain, that
lim
λ→−∞
y2 (l, λ) = +∞. From here and from (30) we have
lim
λ→−∞
l∫
0
q (x) y′2 (x, λ) dx = +∞. (34)
By virtue of (33) at the sufficiently large by module negative values of λ the
inequality
∣∣∣∣Ty (l, λ)y (l, λ)
∣∣∣∣ ≤ a0 is true. From here and from (31), (30) at those values of
λ we’ll obtain
λ ≥
l∫
0
q (x) y′2 (x, λ) dx− |y (l, λ)Ty (l, λ)| ≥
l∫
0
q (x) y′2 (x, λ) dx− a0y2 (l, λ) ≥
≥
l∫
0
q (x) y′2 (x, λ) dx− a0c0
√
l∫
0
q (x) y′2 (x, λ) dx− a0c1 ≥
≥
√
l∫
0
q (x) y′2 (x, λ) dx
√ l∫
0
q (x) y′2 (x, λ) dx− a0c0
− a0c1,
that by virtue of (34) is contradiction. Lemma 6 is proved.
Remark 3. It is easy to note, that if λ < 0 or λ = 0 and β ∈ [0, pi
2
), then
Ty (l, λ)
y (l, λ)
< 0; besides, if λ = 0 and β =
pi
2
, then Ty (l, λ) = 0.
Lemma 7. Let y (x, λ) be a nontrivial solution of problem (1), (2.a), (2.b),
(2.c). If λ ≤ 0, then y (x, λ) 6= 0 at 0 < x < l; if λ < 0 or λ = 0, β ∈ [0, pi2 ), then
Ty (x, λ) 6= 0 at 0 < x < l.
Proof. Let θ (x, λ) be corresponding function from (4), where either λ < 0, or
λ = 0 and β ∈ [0, pi
2
). From (24) it follows, that θ (0, λ) = β − pi
2
∈
[
−pi
2
, 0
]
.
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Let λ = 0 and β ∈ [0, pi
2
). By virtue of (1) we have Ty (x, 0) ≡ const (0 ≤ x ≤ l).
As on the base of remark 3 it is true the y (l, 0)Ty (l, 0) < 0, then it is obvious, that
Ty (x, 0) ≡ c0 6= 0 (0 ≤ x ≤ l). So, θ (x, 0) 6= kpi (k ∈ Z) at 0 ≤ x ≤ l.
Let’s note, that by virtue of equality (5.a) and (5.d) the following equality is
true:
sgn (y (l, 0)Ty (l, 0)) = sgn (sin θ (l, 0) cos θ (l, 0)) .
Hence
θ (l, 0) ∈
(
−pi
2
, 0
)
. (35)
Let λ < 0. Let’s prove, that θ (l, λ) ∈
(
−pi
2
, 0
)
. First of all suppose, that
β ∈ [0, pi
2
). From (7.c) it follows, that the function θ (x, λ) takes the value of the
form kpi (k ∈ Z) strictly decreasing and therefore
θ (x, λ) < 0 (0 < x < l) .
Let θ (l, λ) ∈ (− (m0 + 1)pi,−m0pi) , where m0 is some fixed nonnegative integer.
As y (l, λ)Ty (l, λ) < 0, then it is obvious, that it holds
θ (l, λ) ∈
(
−m0pi − pi2 ,−m0pi
)
. (36)
If m0 = 0, then θ (l, λ) ∈
(
−pi
2
, 0
)
. Suppose, that m0 ≥ 1. As θ (l, λ) is a continuous
function of λ ∈ (−∞,+∞), then by virtue of (35) and (36) we can state the existence
of the point λ0 ∈ (λ, 0) such that θ (l, λ0) ∈
(
−pi,−pi
2
)
. Hence and from (5.a), (5.d)
we have y (l, λ0)Ty (l, λ0) > 0, that contradicts to remark 3. Consequently, in the
considered case
θ (l, λ) ∈
(
−pi
2
, 0
)
. (37)
It is obvious, that θ (l, λ) is a continuous function on β ∈
[
0,
pi
2
]
. Since θ (l, λ) ∈(
−pi
2
, 0
)
at λ < 0 and β ∈ [0, pi
2
), then θ (l, λ) |β=pi/2 = lim
β→pi
2
−0
θ (l, λ) ∈
[
−pi
2
, 0
]
.
Then on the base of inequality y (l, λ)Ty (l, λ) < 0 we’ll obtain, that θ (l, λ) ∈(
−pi
2
, 0
)
at β =
pi
2
.
Suppose, that the statement of lemma, relating to the function y (x, λ) is not
true and let x1 ∈ (0, l) be nearest point to zero, at which y (x1, λ) = 0.
Let’s consider 5 cases.
Case 1. Let λ < 0 and β ∈
(
0,
pi
2
)
. On the base of Lemma 4 from (5.a) it
follows, that θ (x1, λ) = −pi2 . Under the condition y
′ (x1, λ) = 0 the function y (x, λ)
is a solution of boundary-value problem (1)-(2), where l = x1 and γ = δ = 0, that
contradicts to the condition λ < 0. Hence, y′ (x1, λ) 6= 0. From here and from (5.b)
we’ll obtain, that ϕ (x1, λ) 6= 0. On the base of (7.c), lemma 4 and definition of the
function w (x, λ) it holds the relation θ′ (x1, λ) = −w (x1, λ) sinϕ (x1, λ) 6= 0. Hence,
θ′ (x1, λ) < 0. As θ (l, λ) ∈
(
−pi
2
, 0
)
, then there exists the point x2 ∈ (x1, 1) such
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that θ (x2, λ) = −pi2 (it is considered, that x2 is a point, having this property and
closest to x1). So, y (x1, λ) = y (x2, λ) = 0. Then at the some point ξ ∈ (x1, x2) we
have y′ (ξ, λ) = 0. Let’s note, that at x ∈ (x1, x2) it is true the θ (x, λ) ∈
(
−pi,−pi
2
)
.
From here and from relations (5.a), (5.d) we’ll obtain
y (x, λ)Ty (x, λ) = r2 (x, λ) sin2 ψ (x, λ) cos θ (x, λ) sin θ (x, λ) > 0, (38)
where 0 < x1 < x < x2 < l.
Let’s define the angle δ1 by the following way: δ1 = arctg
Ty (ξ, λ)
y (ξ, λ)
. By virtue
of (38) it holds δ1 ∈
(
0,
pi
2
)
.
It is easy to note, that the function y (x, λ) is nontrivial solution of boundary-
value problem (1)-(2), where l = ξ and γ = 0, δ = δ1. The last contradictions to
the condition λ < 0.
Case 2. Let λ = 0 and β ∈
(
0,
pi
2
)
. Then Ty (x, λ) ≡ c0 6= 0 (0 ≤ x ≤ l) ,
θ (0, λ) ∈ (−pi2 , 0) , θ (l, λ) ∈ (−pi2 , 0). Hence, θ (x, λ) ∈ (−pi, 0). Then the proof is
made similarly to the proof of case 1.
Case 3. Let λ < 0 and β = 0. Then θ (0, λ) = −pi
2
. By virtue of (37) and
by virtue of the fact that θ (x, λ) takes the value of the form kpi (k ∈ Z) strictly
decreasing, then it holds either
−pi
2
< θ (x, λ) < 0 (0 < x < x1) , (39)
or inequality
−pi < θ (x, λ) < −pi
2
(0 < x < x1) . (40)
At fulfillment of inequality (39) the proof of the statement y (x, λ) 6= 0 (0 < x < l)
is made similarly to the proof of case 1.
Let (40) hold. As y (0, λ) = y (x1, λ) = 0, then at the some point ξ ∈ (0, x1) it
holds y′ (ξ, λ) = 0. Besides, relation (38) will be satisfied at x ∈ (0, x1). Then the
proof of the statement y (x, λ) 6= 0 (0 < x < l) is made similarly to the proof of case
1.
Case 4. Let λ = 0, β = 0. Then relations θ (0, 0) = −pi
2
, θ (l, 0) ∈ −
(pi
2
, 0
)
,
Ty (x, 0) ≡ c0 6≡ 0 (0 ≤ x ≤ l) , θ (x, 0) ∈ (−pi, 0) (0 < x < l) are true. Then again
the proof is made similarly to the proof of case 1.
Case 5. And now let λ = 0 and β =
pi
2
. From (2.b) it follows, that Ty (0, 0) = 0.
By virtue of (1) we have Ty (x, 0) ≡ 0 (0 ≤ x ≤ l) We have met the similar situation
by proving lemma 4 (see (20) and (21))and there it was established, that y (x, 0) ≡
const (0 ≤ x ≤ l). As y (x1, 0) = 0, then we have y (x, 0) ≡ 0 (0 ≤ x ≤ l). We obtain
the contradiction.
In cases 1-4 practically it is proved, that if λ < 0 or λ = 0, β ∈ [0, pi
2
), then
θ (x, λ) ∈
(
−pi
2
, 0
)
at 0 < x < l. Hence, by virtue of (5.d) we have Ty (x, λ) 6= 0 at
x ∈ (0, l). The proof of lemma 7 completed.
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Now let’s prove the basic result of the present paper.
Theorem 4. The eigenvalues of boundary-value problem (1)-(2) at δ ∈
(pi
2
, pi
)
form the infinitely increasing sequence {λn (δ)}∞n=1 such that
λ1 (δ) < λ2 (δ) < ... < λn (δ) < ...,
at that λn (δ) > 0 at n ≥ 2. Besides
a) the eigenfunction yδn (x), corresponding to the eigenvalue λn (δ) has exactly
(n− 1) simple zeros in the interval (0, l);
b) if β ∈ [0, pi
2
), then the function Tyδn (x) has exactly (n− 1) simple zeros in
the interval (0, l);
c) if β =
pi
2
, then the function Tyδ1 (x) has no zeros in the interval (0, l), and
the function Tyδn (x) (n ≥ 2) has exactly (n− 2) simple zeros in the interval (0, l);
d) if β ∈ [0, pi
2
), then there exists δ0 ∈ (pi/2, pi) such that λ1 (δ) > 0 at δ ∈(
pi
2 , δ0
)
, λ1 (δ) = 0 at δ = δ0 and λ1 (δ) < 0 at δ ∈ (δ0, pi);
e) if β =
pi
2
,then λ1 (δ) < 0.
Proof. Let y (x, λ) be a nontrivial solution of problem (1), (2.a), (2.c). The
function F (λ) =
Ty (l, λ)
y (l, λ)
by virtue of lemma 5 is a strictly increasing contin-
uous function in the interval (−∞, µ1). From lemma 6 and from the equality
y (1, µ1) = 0 it follows, that lim
λ→−∞
F (λ) = −∞, lim
λ→−µ1−0
F (λ) = +∞ and besides,
this function takes each value from (−∞,+∞) only at unique point of the interval
(−∞, µ1). Hence, there will be found a unique value λ1 (δ) ∈ (−∞, µ1), for which
Ty (l, λ1 (δ))
y (l, λ1 (δ))
= ctg δ, i.e. condition (2.d) is fulfilled. It is obvious, that λ1 (δ) is the
first eigenvalue of problem (1)-(2). At β ∈ [0, pi
2
) it is easy to remark (see remark
3), that if ctgδ >
Ty (l, 0)
y (l, 0)
, then λ1 (δ) > 0; if ctgδ =
Ty (l, 0)
y (l, 0)
, then λ1 (δ) = 0; if
ctgδ <
Ty (l, 0)
y (l, 0)
then λ1 (δ) < 0. Let’s note that the number δ0 appearing in the
formulation of theorem 4, is defined by equality δ0 = arcctg
Ty (l, 0)
y (l, 0)
.
Statement e) follows from the fact, that if β =
pi
2
and λ = 0, then Ty (l, λ) = 0
(see again remark 3).
Let β ∈ [0, pi2 ). The function F (λ) at λ ∈ [0, µ1) continuously increase from the
negative value
Ty (l, 0)
y (l, 0)
to (+∞). Then the equation F (λ) = 0 has unique solution
ν1 ∈ (0, µ1), which is the eigenvalue of problem (1)-(2) at δ =
pi
2
.
Let
Ty (l, 0)
y (l, 0)
< ctgδ. Then it is true the inequality
0 < λ1 (δ) < ν1 < µ1. (41)
On the base of theorem 2 from (41) it follows, that θ (l, λ1 (δ)) < θ (l, ν1). Be-
sides, by virtue of (26) we have θ (l, ν1) = 0. Consecuently, θ (l, λ1 (δ)) < 0. It is
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obvious, that θ (l, λ1 (δ)) > −pi2 . Really, otherwise for some λ
∗ ∈ [λ1 (δ) , µ1) the
equality θ (l, λ∗) = −pi
2
would be true and λ∗ would be an eigenvalue of boundary-
value problem (1)-(2) at δ = 0, that is contradiction. So,
−pi
2
< θ (l, λ1 (δ)) < 0. (42)
It is known (see theorem 5.1 and 5.2 from [1]), that if λ > 0, that the function
θ (x, λ) takes value of the form
kpi
2
(k ∈ Z) only strictly increasing. Hence, from (42)
it follows, that −pi2 < θ (x, λ1 (δ)) < 0 at 0 < x < l. The last is equivalent to that
the functions yδ1 (x) = y (x, λ1 (δ)) and Ty
δ
1 (x) have no zeros in the interval (0, l).
As was proved above, if ctgδ =
Ty (l, 0)
u (l, 0)
, then λ1 (δ) = 0; if ctgδ <
Ty (l, 0)
u (l, 0)
,
then λ1 (δ) < 0.Then on the bases of lemma 7 the functions yδ1 (x) and Ty
δ
1 (x) have
no zeros in the interval (0, l).
In case β =
pi
2
we have λ1 (δ) < 0. Consequently again by lemma 7 the functions
yδ1 (x) and Ty
δ
1 (x) have no zeros in the interval (0, l).
The function F (λ) is strictly increasing continuous function in the interval(
µk, µk+1
)
, where k is a fixed natural number. As above, it is easy to be con-
vinced, that there exists the unique value λk+1 (δ) ∈
(
µk, µk+1
)
, for which 0 >
Ty (l, λk+1 (δ))
y (l, λk+1 (δ))
= ctgδ. It is obvious, that λk+1 (δ) is the (k + 1) the eigenvalue of
problem (1)-(2).
In the interval
(
µk, µk+1
)
the equation F (λ) = 0 has a unique solution νk+1 =
µk+1
(pi
2
)
, where
µk < λk+1 (δ) < νk+1 < µk+1. (43)
On the base of theorem 2 from (43) it follows the inequality
θ (l, µk) < θ (l, λk+1 (δ)) < θ (l, νk+1) . (44)
Hence, by virtue of (26) from (44) we’ll obtain
(2k − 1) pi
2
< θ (l, λk+1 (δ)) < 2k
pi
2
. (45)
As above, using theorems 5.1., 5.2 from [1] and equalities (24), (25), it is easy
conclude, that at x ∈ (0, l) it holds
−pi
2
< θ (x, λk+1 (δ)) < 2k
pi
2
and the function θ (x, λk+1) in turn takes the values of the form
mpi
2
(m = 1, 2, ..., 2k)
at increasing of the argument x ∈ (0, l). It is obvious, that the eigenfunction yδk+1 (x)
corresponding to the eigenvalue λk+1 (δ), in the interval (0, l) has k simple zeros; at
the β ∈ [0, pi2 ) function Tyδk+1 (x) has k simple zeros in the interval (0, l); at β =
pi
2
the function Tyδk+1 (x) has (k − 1) simple zeros in the interval (0, l). Theorem 4 is
proved.
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