This paper presents an analysis of uncertainty in hydraulic modelling of floods, focusing on the inaccuracy caused by inflow errors and parameter uncertainty. In particular, the study develops a method to propagate the uncertainty induced by, firstly, application of a stage-discharge rating curve and, secondly, parameterisation of a onedimensional hydraulic model by way of the power function and the conditioning of Manning's roughness coefficients. The proposed methodology was applied to a 98 km reach of the River Po, Italy. Model performance was evaluated using two independent sets of observed water levels in the river reach within a generalised likelihood uncertainty estimation framework. The inflow uncertainty was found to have a greater contribution to the overall uncertainty of the 1D model than the roughness parameters. Independent parameter conditioning and validation, as well as the uncertainty analysis, showed satisfactory model performance. When conditioned on one flood event, the model adequately simulated flood levels and high water marks for another (independent) event, as the observations were within 90% confidence interval of the simulation ensemble.
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Introduction
Flood disasters pose an ever-present danger to people and the environment, as witnessed in the recent flood occurrences in Bangkok in 2011 and Jakarta in 2013. The response to flood hazard is generally based on the construction and reinforcement of structural defences, and the implementation of non-structural measures such as land use, urban planning and the provision of flood forecasting and warning (Kidson and Richards, 2005) . To ensure safe habitation of floodplains and plan appropriate risk reduction measures, knowledge of the spatial distribution of the flood hazard is necessary (Loucks et al., 2005) .
The achievement of 'as accurate as possible' characteristics of the flood hazard is a research challenge that is widely addressed.
Flood mitigation methodologies to deal with prior flood warning, quantification of envisaged disasters, uncertainty in flood risk management tools and coping mechanisms are continuously being researched (e.g. McCarthy et al., 2007; Montanari, 2007; . These initiatives are bolstered by the availability of ever-increasing computer power and new models developed to analyse hydro-meteorological inputs and generate flood warnings and estimates of flood extent and other specific hazard characteristics; new information sources such as spatial data derived from satellite imagery are also increasingly becoming available (Bates, 2012; Di Baldassarre et al., 2009a , 2009b Schumann et al., 2009) . These improvements in flood risk management tools and methodologies result in a reduction of flood risk.
One-dimensional (1D) hydraulic modelling is commonly used in computationally intensive applications such as Monte Carlo analysis and probabilistic mapping of outputs (e.g. Di Baldassarre et al., 2009a; Quiroga et al., 2013) . Reduced-complexity two-dimensional (2D) hydraulic model codes are gaining popularity, given their computational efficiency when compared with fully physically based 2D model codes, and have even been applied in large-scale flood inundation case studies (e.g. Bates et al., 2010; Dottori and Todini, 2011; Hunter et al., 2005a Hunter et al., , 2005b Neal et al., 2012) . The selection of hydraulic models is typically based on a trade-off among the different factors of physical realism, computational efficiency, consistency with the quantity and quality of input and observation data, and objectives of the specific study.
The primary data requirements of 1D hydraulic models are the system boundary conditions (upstream and downstream) and terrain characteristics such as the topography and effective roughness values (Pappenberger et al., 2005 . Discharge hydrographs (often derived from measured water levels using rating curves) are typically used as the upstream boundary condition. Water level measurement accuracy is reported to be relatively high, with commonly used measurement instruments having an accuracy ranging from 2 to 15 mm (Boiten, 2008) . However, indirectly observed river discharges are affected by significant uncertainty (Clarke, 1999; Di Baldassarre and Montanari, 2009 ).
The rating curve is an empirical relation between the measured water level and the discharge in an open channel. Parameterisation of the rating curve is dependent on the accuracy of measurement of the discharge and water levels. However, these measurements are affected by uncertainty, broadly classified either as random natural occurring errors or due to lack of knowledge of the behaviour of the natural system (Braca, 2008) . Some of the main sources of rating curve error Neal et al. show an example of a practical case in which the rating curve for a gauging station had to be revised using a hydraulic model due to significant inconsistency in the measured rating curve and the actual flood event. Sources of rating curve error include those induced by j geometrical changes in the cross-section configuration due to sediment transport j vegetation growth and depletion and the resulting effect on bed roughness j the time interval with which rating curves are updated j the presence of unsteady flow and backwater effects (Boiten, 2008; Di Baldassarre and Montanari, 2009; A rating curve is a cross-section-specific relationship between the water stage and the corresponding flow discharge and is often represented by a piecewise power law or polynomial functions to fit observed water levels and discharge data (Braca, 2008; Fenton, 2001) . In this study, rating curves were derived by fitting a power-law function with two parameters (Di Baldassarre and Montanari, 2009; Herschy, 1999) to contemporaneous observations of river flow and water stage. The power function is widely used for stage-discharge rating curves because of its parsimony and hydraulic justifications (Fenton, 2001; Petersen-Øverleir, 2005) . Functions that are more complex have been developed to better capture transitions to overbank flow. For instance, Reitan and Petersen-Øverleir (2009) proposed the use of multiple powerlaw segments. However, the use of these complex functions is often complicated by a limited number of direct measurements of water levels and discharge during floods, which are needed to parameterise the power-law segments related to high flow conditions. Thus, a single power-law curve is often considered a reasonable compromise and is used for many rivers (Di Baldassarre and Montanari, 2009). Additionally, in the river reach considered in this study, the direct measurements of discharge and water levels do not significantly deviate from a power-law curve (Franchini et al., 1999) .
Operational river flow measurements and monitoring should be carried out to a high quality (ISO, 1996; ISO, 2010 ). During the actual water level measurements, components of uncertainty and changing channel properties result in errors and, consequently, the rating curve uncertainty has a significant effect on hydraulic model output (Hunter et al., 2007; Schmidt, 2002) . Fuzzy-based approaches (e.g. Westerberg et al., 2011) and analysis of errors (e.g. Di Baldassarre and Montanari, 2009; Domeneghetti et al., 2012) have been applied to characterise the uncertainty.
This study looks at the estimation of uncertainty in flood modelling, considering both inflow inaccuracy and model parameter uncertainty. The discharge uncertainty was derived through the rating curve by sampling from the distributions of the parameters of the power law. Parameter distributions were based on prior knowledge of possible ranges for the river gauging stations in the reach. An ensemble of input hydrographs was generated from the distributions of the parameters and was used to define the input inaccuracy in the hydraulic modelling.
Study area and model set-up
The study was carried out on a 98 km river reach (CremonaBorgoforte) of the River Po, Italy ( Figure 1 ). It was anticipated that the use of a 1D model would be viable given the predominant 1D flow in a heavily embanked river, especially during high (and flood) flows. In total, 68 cross-sections were used; these were derived from a 2 m digital elevation model (DEM). The DEM was prepared in 2005 by augmenting floodplain data derived from laser scanners mounted on aircraft and, for the river bathymetry, multi-beam sonar was used. In addition, cross-sections from a field survey were acquired from the Interregional Authority of the River Po in 2005 (Di Baldassarre et al., 2009a) .
The 1D hydraulic model HEC-RAS (Brunner, 2010a ) was used to carry out the simulations. A time step of 1 min was used to fulfil the Courant condition and ensure stability of the model runs (Brunner, 2010a) t <˜x u 1:
where˜t is the computation time step,˜x is the cross-section spacing and u is the flood wave velocity (Brunner, 2010b) .
The model was set up with the upstream boundary condition hydrograph and a normal depth for the downstream boundary condition. This depth was calculated using Manning's formula
(Brunner, 2010a) where A is the area and R is the hydraulic radius, which are a function of the water depth (h), S o is the userspecified friction slope, Q is the discharge and n is Manning's roughness coefficient.
The choice of the normal-depth downstream boundary condition, as opposed to using the observed water levels, was made to reduce backwater effects of using the observed water levels on the simulated water levels at the gauging stations. Water levels from two gauging stations (Cassalmaggiore and Boretto) were used in the evaluation of the model performance using the root mean square error (RMSE) (Hall, 2001) RMSE
where N is the number of simulations, h(t ) represents the observation at an instantaneous time t andĥ h is the simulated water level given the parameter set Ł at the same time.
The uncertainty analysis was carried out using the generalised likelihood uncertainty estimation (Glue) approach, given its ease of understanding and implementation (Beven, 2006; Beven and Binley, 1992) . The interested reader is referred to Beven (2006) and Stedinger et al. (2008) for further reading about alternative likelihood measures and approaches to implementing the Glue methodology. Behavioural model sets were selected where the RMSE values were found to be less than 1 . 0 m. The choice of the rejection threshold for the RMSE is comparable to the policy of the Po River basin authority whereby a freeboard of 1 m is applied to the designed dyke levels (Brandimarte and Di Baldassarre, 2012) 
where w i is the weight assigned to objective function values for each behavioural simulation. The likelihood weights were then rescaled to a cumulative sum of 1.
The Monte Carlo analysis toolbox was used for the uncertainty analysis (Wagener and Kollat, 2007) . Identifiability plots were used to show the marginal distributions of the behavioural parameter sets (based on the likelihood). The plots consisted of a bar chart and a superimposed cumulative distribution (Wagener et al., 2002) . A total of 10 000 model simulations were run for each configuration of input parameters for the uncertainty analysis. This number was chosen based on two considerations -relative stabilisation of the mean and standard deviation of the output variable (water level).
Input inaccuracy
The inaccuracy of the upstream boundary condition was attributed to the rating curve uncertainty. For this study, a singlesegment power function was chosen for the conversion of water levels to generate the discharge hydrograph. Inflow inaccuracy Cremona gauging station 
was attributed to the function parameters AE and â. The water level corresponding to zero discharge H 0 was taken from the cross-section geometry (Boiten, 2008) Q
( Herschy, 1999) . Figures 2 and 3 show the resulting ensembles of the rating curve and upstream boundary condition (Cremona gauging station, October 2000 flood event) achieved by varying the values of the rating curve parameters.
Model conditioning
Two prominent high-magnitude flood events were experienced in the river reach in November 1994 and October 2000 (Arpa, 1994 (Arpa, , 2000 . A statistical analysis of the historical discharge at Pontelagoscuro (a station downstream of the reach) approximated discharges of 12 000 m 3 /s and 8000 m 3 /s as having return periods of 100 years and 10 years respectively (Marchi et al., 1995 (Marchi et al., , 1996 . Consequently, the November 1994 and the October 2000 flood events, with estimated peak discharges of 10 800 and 11 800 m 3 /s respectively were categorised as high-magnitude events (see Di .
The model was run in a Monte Carlo based framework to assess the parameter uncertainty using Glue. A prior uniform distribution for the rating curve parameters was used. The November 1994 event was taken as the dataset to condition the model and the October 2000 event was used for validation and uncertainty analysis. Parameter distributions were taken as AE , U(4, 12) and â , U(2 . 3, 3 . 0); these ranges were based on previous estimates of the parameters for the gauging stations along the reach (Arpa, 1994 (Arpa, , 2000 . The roughness coefficients that were used in this study were chosen from the documented ranges roughness parameters (Chow, 1959) 
Model validation
The roughness and rating parameter (effective) values, for use in the validation of the model using the October 2000 flood event, were sampled from the empirical distributions of the parameters derived from the model conditioning (Figure 4 ).
The model ensemble was able to simulate the peak of the flood event within a 90% confidence interval (CI). However, the model was not able to simulate the kink in the observed data (see Figure  5 ). This was attributed to the floodwater flowing out of bank, similar to the findings reported by Di Baldassarre and Montanari (2009) . Given the availability of the high water marks of the October 2000 flood event, the model was also tested in simulating this observation. Figure 6 shows that the model ensemble performed well in the simulation of the high water marks within a confidence interval of 90%. Thus, the parameter uncertainty analysis was based on the available water levels at the internal gauging stations.
Uncertainty analysis
The uncertainty analysis was based on the October 2000 flood event and the water levels at the two internal gauging stations. The analysis was carried out in three cases corresponding to the following uncertainty sources Figure 8 shows the results of the case 2 ensemble. The ensemble resulted in a large number of non-behavioural models and an exception was made to use a threshold of 1 . 5m for the RMSE to show results for the case.
Discussion
The results of the uncertainty analysis showed that the main channel roughness was more sensitive than the floodplain roughness, which is similar to results reported in other studies (e.g. Werner et al., 2005) .The sensitivity of the main channel roughness (see Figures 4, 8 and 9 ) is attributed to the high conveyance capacity of the main channel section, most especially for the predominant 1D flow (e.g. Werner et al., 2005) . However, for the combined analysis (case 3) the powerfunction parameter â (therefore the inflow uncertainty) is the most sensitive. This is evident from the distinct identifiability plot Figure 4 , whereby the posterior distribution shows a strong central tendency in contrast to the prior uniform distribution. Additionally, the results of cases 1 and 3 (Figures 7 and 9) show that the power-function parameters are more dominant in achieving a higher likelihood value when compared with case 2 (Figure 8 ), whereby the roughness parameters were unable to adequately produce behavioural models.
Figures 8 and 9 (cases 2 and 3) show that the optimal main channel roughness values were 0 . 0365 m 1=3 /s and 0 . 02 m 1=3 /s respectively; this implies that the power-function and the roughness parameters compensate for each other (e.g. Romanowicz and Beven, 2003) . Consequently, the discussion and deductions were carried out with reference to a set of parameters rather than single values.
In the case of the power-function parameters, parameter â is more sensitive than AE; in Figures 4, 7 and 9, â shows a distinct distribution with a central tendency. Given that the parameter is an exponent (Equation 5), the contribution to the magnitude of the discharge is high.
The results of this study show that the 1D HEC-RAS model effectively simulates the peak discharge within the 90% CI of the model simulation ensembles, which is evident in Figure 5 . However, in the same figure, the observation data show a kink in the observed data, which was not simulated by the model. Considering the fact that the River Po is heavily embanked, with primary and secondary dykes (Marchi et al., 1995 (Marchi et al., , 1996 , this inability of the model to adequately simulate this observed kink shows that the lateral (2D) flow effects of out-of-bank flow could not be effectively simulated. In addition, the HEC-RAS model uses the vertically divided channel method (VDCM) to calculate the discharge conveyance. The VDCM does not account for the turbulent momentum exchanges between the main channel flow and the floodplain flow, thus resulting in errors in the simulated discharge (Lambert and Sellin, 1996; Myers et al., 2001; Werner and Lambert, 2007) ; the discrepancy thus may be attributed to the model structure error. In the 1D model, the only parameters that can be adjusted are the roughness coefficients to compensate for this additional energy loss, which may be inadequate, especially for river channels with varying local conditions (see Figure 8 ). The use of higher order models or hybrid models (1D-2D) could overcome the inability of the 1D model to simulate lateral flows (e.g. Prestininzi et al., 2011) . Essentially, such a decision would be taken by considering the nature of the channel Flood modelling: parameterisation and inflow uncertainty Mukolwe, Di Baldassarre, Werner and Solomatine geometry and local conditions, and available computation capacity. Figure 9 shows that, for the best performing models, the value of the floodplain roughness was high. This is attributed to the fact that, during the October 2000 event, the channel experienced a peak flow (estimated as a 1:100 year flood). As the water depth increases, the main channel and the floodplain sections of the river behave as one channel with predominant 1D flow (Figure 10) , and the shear stress between the flow in the main channel and the floodplain decreases; this means that the sensitivity of the floodplain roughness increases.
A comparison of the parameters in Figures 4, 7 and 8 shows that the power-function parameters are more significant in matching the discharge of the October 2000 flood event ( Figure 7 ) as compared with the roughness parameters ( Figure 8 ). Thus, inclusion of the power-function parameters as well as the roughness parameters (Figure 9 ) shows the ability of the model ensemble to achieve a better fit of the observed and simulated water levels. Moreover, given the disparity of local and global performance measures (see Pappenberger et al., 2007) , the inclusion of variable power-function parameters gives the model greater flexibility to simulate the water levels and high water marks (along the length of the reach) when conditioned on water level data (see Figures 5 and 6 ). The choice of the rejection threshold, while conditioning the model, and the resulting model ensemble validation in Figures 5 and 6 indicate that the rejection criteria may have been lowered to get a narrower CI band. The subjective choice of the rejection criteria may thus be guided by the accuracy of the simulated water levels.
Conclusions
A methodology for the inclusion of input uncertainty (resulting from rating curve inaccuracy) and roughness conditions propagated through a 1D hydraulic model has been presented. Four coefficients were parameterised (two for the rating curve and two for the roughness specification in the model) and analysed within the Glue framework. Model performance was based on the two internal gauging stations using the RMSE as the objective function, whereby the rejection criterion for non-behavioural models was an RMSE value of 1 m.
The model was conditioned and validated using two independent flood events. The resulting model was able to simulate observed water levels and the high water marks of the October 2000 flood event, when conditioned on the observed November 1994 flood event water levels, due to significance of inflow inaccuracy.
The inclusion of the uncertainty of the rating curve parameters allows for an ensemble of input hydrographs to be sampled to represent uncertainties resulting from local effects at the gauging station; more specifically, for 1D hydraulic models where the model structure is predominantly governed by 1D flow with all energy losses due to friction and turbulence lumped on to the roughness parameters. Increasing the parameterisation by including the rating curve parameters gives the model more flexibility to represent uncertainties in the channel roughness and inputs. However, when inflow inaccuracy is considered, there is a possibility for the inadequacy of the model structure to be compensated by the roughness values.
Analysis of the parameters showed a complex relationship whereby the parameters compensate each other. Evaluation and subsequent deductions using the model should then be done by analysing the parameters as a combined set. The increase in parameterisation increased the ability of the model to simulate the input inaccuracy and the effective roughness. It is proposed that the increased hydraulic model parameterisation (to account for input uncertainty) and information on parameter behaviour may be included in probabilistic outputs to end users. Thus, the probabilistic output would give users information on the level of certitude of the model output when compared with the different sources of uncertainty. 
