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1 Introduction
This note is a survey of the author's papers [19, 20] on the Cauchy problem for the
Korteweg-de Vries (KdV) equation:½
@tu+ @3xu = @x(u
2) ; u : Rt £ Rx ! R or C;
u(0; x) = u0(x):
(1)
The KdV equation, which was originally derived by Korteweg and de Vries [21] as a
model equation for the propagation of shallow water waves along a canal, appears in
various phases of mathematical physics. It is also well-known as one of the simplest
partial di®erential equations that have complete integrability.
Our principal aim is to prove the local well-posedness (LWP for short) of (1) in
a particular Sobolev space H¡3=4(R). Here, we mean by LWP in Hs that for any
r > 0, there exists a time T = T (r) > 0 such that for any initial data u0 with
Hs-norm less than r, we can ¯nd a solution to the Cauchy problem in Ct([0; T ];Hsx),
which is unique in some sense and depends continuously on the initial datum. As a
corollary, we will obtain the global well-posedness (that is, the above T can be any
large number; GWP for short) of (1) in the real-valued setting in H¡3=4(R), and also
GWP of the Cauchy problem for the modi¯ed Korteweg-de Vries (mKdV) equation:½
@tv + @3xv = §@x(v3) ; v : Rt £ Rx ! R ;
v(0; x) = v0(x)
(2)
in H1=4(R). The mKdV equation is linked with the KdV equation through the Miura
transform v 7! u := c1@xv+ c2v2. In fact, if v is a smooth solution to the defocusing




2 (resp. u := 3ip
2
@xv ¡ 32v2) solves the real-valued (resp. complex-
valued) KdV equation. The Miura transform behaves roughly like a derivative, so
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the result for mKdV at a certain regularity is similar to that for KdV at one lower
regularity.
We shall establish LWP by means of the iteration method. For the KdV equation,







0)@3x [@x(u(t0)2)] dt0; ( =: ©(u)(t) )
and then show that © is a contraction mapping on a certain Banach space ST included
in Ct([0; T ];Hsx) with some T > 0. To do this, the following linear and bilinear
estimates are basically needed:





















°°@x(uv)°°NT · C°°u°°ST °°v°°ST
with some Banach space for nonlinearity NT . It is important how to design the
working function space ST (and also NT ) for these estimates. In particular, the last
bilinear estimate is usually crucial and the hardest to establish, especially in low
regularity.
1.1 Known results
The Cauchy problem (1), (2) have been extensively studied. For the LWP results
by the iteration method, we ¯rst recall that Kenig, Ponce, and Vega [14] obtained
LWP in Hs(R), with s > 3=4 for (1) and with s ¸ 1=4 for (2). The proof was achieved




Well-posedness theory for the KdV equation has made substantial progress since
Bourgain [2] introduced the Fourier restriction method, namely the iteration in the
Bourgain spaces Xs;b de¯ned by
Xs;b :=
©






where h¢i := (1 + j ¢ j2)1=2 and bu denotes the spacetime Fourier transform of u. The
previous result was improved to s ¸ 0 in [2] with a new bilinear estimate in the
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Bourgain spaces. Kenig, Ponce, and Vega continued the analysis in these spaces and
established the bilinear estimate°°@x(uv)°°Xs;b¡1 · C°°u°°Xs;b°°v°°Xs;b
with some b > 1=2, ¯rst for s > ¡5=8 ([15]), and for s > ¡3=4 later ([16]). LWP
in the corresponding regularity follows from this estimate. Thus, it is natural to try
to establish the above bilinear estimate for s · ¡3=4 if one wishes to obtain the
well-posedness for that regularity.
However, it is known that when s < ¡3=4 the data-to-solution operator fails to be
uniformly continuous as a map from Hs to Ct(Hsx); see [17, 3]. They also showed
the same result for the mKdV equation for s < 1=4. Although such results do not
necessarily imply the ill-posedness of the Cauchy problem, the uniform continuity of
the solution operator is a necessary condition for the validity of the iteration method.
We now focus on the remaining case s = ¡3=4. Unfortunately, it was shown in
[16, 23] that the crucial bilinear estimate in the Bourgain space does not hold at this
regularity for any b 2 R. Therefore, to obtain the remaining LWP in H¡3=4, we have
to iterate in a space di®erent from Xs;b, or abandon the direct iteration method. The
latter approach was taken in [3]. They obtained the existence result for (1) in H¡3=4
by combining (slightly modi¯ed) Miura transform with the corresponding LWP for
the mKdV equation in H1=4 obtained in [14].
1.2 I-method
In general, the global well-posedness is obtained by pasting the local results. How-
ever, the basic LWP, which gives the existence time T » °°u0°°¡® with some ® > 0 and
the estimate sup
0·t·T
°°u(t)°° · C°°u0°°, is not su±cient by itself, because in each step,
the initial datum may grow exponentially and provide the exponentially-decaying ex-
istence time. Therefore, we need some a priori estimate on the growth of the solution
which bounds the data uniformly in each step. For instance, the L2 conservation of
the real-valued KdV solution together with LWP in L2 immediately yields GWP of
(1) in L2 in the real-valued setting. Similarly, GWP of (2) in H1 can be obtained
from the conservation of Hamiltonian and the L2-norm, and the local results in H1.
However, we have no conservation law below these regularities; 0 > s ¸ ¡3=4
for KdV and 1 > s ¸ 1=4 for mKdV. In this situation, the so-called \I-method"
introduced by Colliander, Keel, Sta±lani, Takaoka, and Tao plays a great role in
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constructing global solutions. For real-valued (1), they ¯rst constructed an almost
conserved quantity to obtain GWP for s > ¡3=10 ([6]), and then introduced some
correction terms to improve the result to the same regularity as the above LWP,
s > ¡3=4 ([7]). This result was also combined with the Miura transform to obtain
GWP of (2) for s > 1=4. The I-method has been applied to GWP for a variety of
nonlinear evolution equations and other topics; see [24] and references therein.
Now we recall the result for KdV in [6] to outline the I-method. Let N À 1
and s < 0. We de¯ne I = Is;N as the spatial Fourier multiplier with the symbol
ms;N (») = ms(j»j=N), wherems(r) : R+ ! R+ is a smooth monotone function which
equals 1 for r · 1 and rs for r ¸ 2.








following variant of the LWP result holds for s > ¡3=4.
Lemma 1 ([6]). Let s > ¡3=4. Then, there exists b > 1=2 such that for any u0 2 Hs,
a solution u(t) 2 Ct([0; ±];Hsx) to (1) exists on [0; ±] with ± ¸ c
°°Iu0°°¡®L2 and satis¯es°°Iu°°
X0;b±






v 2 X0;b; u(t) = v(t) for 0 · t · ± ª:
Another important feature of the operator I is the almost conservation of°°Iu(t)°°
L2
.
Lemma 2 ([6]). Let u(t) be a real-valued solution to the KdV equation on the time










for 0 · t · ±.
We see that the quantity
°°Iu(t)°°
L2
is not bounded, but it may grows polynomially,
rather than exponentially. In fact, it follows from Lemmas 1 and 2 that if s > ¡3=4
and the real-valued initial datum u0 satis¯es
°°Iu0°°L2 · 1, then we can iterate the
local theory O(N
3
4¡") times until the norm
°°Iu(t)°°
L2
becomes greater than 2. We
thus obtain solutions at least on [0; O(N
3
4¡")] from such initial data.
For general data, we utilize the scaling argument. The KdV equation is invariant
under the scaling transform
u(t; x) 7! u¸(t; x) := ¸¡2u(¸¡3t; ¸¡1x); ¸ > 0:
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If the datum satis¯es
°°Iu(0)°°
L2
·M , then we ¯rst rescale it so that°°Iu¸(0)°°
L2
· CM¸¡ 32¡sN¡s = 1 , ¸ » (MN¡s) 23+2s ;
and solve the equation from the rescaled datum. Rescaling back to the original
one, we obtain a solution on the time interval [0; O(¸¡3N
3
4¡")]. Therefore, we can





4¡" = 1. This condition is equivalent to ¡6s3+2s < 34 , or s > ¡3=10, and
GWP for these s follows.
To show GWP in H¡
3




and improve the decay with respect to N in Lemma 2.
See [7] for details.
1.3 Main results
As seen above, the LWP theory for the KdV and the modi¯ed KdV equations has
been completed in some sense. However, we point out that the above result for KdV
in H¡3=4 is relatively weak, compared with that for s > ¡3=4. Firstly, the uniqueness
of solutions was obtained only in the image of the Miura transform. Recall that in
the case s > ¡3=4, it was shown that solutions are unique in the Bourgain space
Xs;b. We ¯nd it di±cult to verify whether a given function is in the Miura image or
not. Secondly, we do not have the control of their local solutions in a function space
well adapted to the I-method, such as Xs;b. This is why GWP for real-valued (1) in
H¡3=4 and GWP for (2) in H1=4 were left open.
From this point of view, it is quite interesting to investigate the strong LWP for (1)
in H¡3=4 by the iteration method. Our main result precisely deals with this issue.
Of course, we have to change the working space from Xs;b. Our function space X
will be some Besov-like generalization of the Bourgain space X¡3=4;1=2 with slight
modi¯cation in low frequency (see the de¯nition in the next section).
Theorem 1 ([19]). The Cauchy problem (1) is locally well-posed in H¡3=4(R). More




¯¯ °°u0°°H¡3=4 · r ª into XT \ Ct([0; T ];H¡3=4x (R)) for some
T = T (r) > 0 (XT is the time restricted space of X). Moreover, the solutions of (1)
on the time interval [0; T ] are unique in the class XT .
To prove the uniqueness, we follow the argument given in [22] for quadratic non-
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linear SchrÄodinger equations. This theorem, combined with the I-method (and the
Miura transform), yields the global results for real-valued KdV (and mKdV). The
proof is almost identical with the case of Xs;b for s > ¡3=4, because our function
space X is very close to the usual Bourgain spaces (in fact satis¯es the embedding
X¡3=4;b ,! X ,! X¡3=4;1=2 for any b > 1=2).
Corollary 1. The Cauchy problem (1) is globally well-posed in H¡3=4(R) in the real-
valued case, and the Cauchy problem (2) (focusing or defocusing) is globally well-posed
in H1=4(R).
Note that in Lemma 1, the time of local existence is determined by
R jIu(t)j2 dx,
which is not agree with almost conserved quantity
R
(Iu(t))2 dx for the complex -
valued KdV. Nonetheless, we can also have the global well-posedness for the focusing
modi¯ed KdV, which is transformed into the complex-valued KdV by the Miura
transform. For details, we refer to [7].
In the next section, we discuss how to construct the space X which yields the
crucial bilinear estimate. For the entire proof of the desired estimates and the main
theorem, see [19].
2 Construction of working space
As mentioned above, our main task to prove LWP is the construction of spacetime
function space satisfying the linear and the bilinear estimates, since the Bourgain
spaces X¡3=4;b no longer yield the bilinear estimate. In this section, we shall recall
some counterexamples to it, and then see how to modify the Bourgain spaces so that
these examples may be suitably controlled.
We ¯rst prepare some notations for convenience. Let us ¯x a smooth function
q0 : R ! [0; 1] which is equal to 1 on [¡5=4; 5=4] and supported in [¡8=5; 8=5]. For
N > 0 and j = 1; 2; : : :, de¯ne
qN (») := q0( »N )¡ q0( 2»N ); p0 := q0; pj := q2j ;
and then denote the Fourier multipliers with respect to x corresponding to q0, qN , p0,
and pj by Q0, QN , P0, and Pj , respectively. Note that fPj g1j=0 is an inhomogeneous
Littlewood-Paley decomposition, and that QN with N > 0 is the frequency-localizing
operator satisfying supp qN ½ f 5N8 · j»j · 8N5 g, qN ´ 1 on f 4N5 · j»j · 5N4 g.
6
2.1 Counterexamples to Xs;b- bilinear estimate; two nonlinear interactions
We begin with the following examples.
Proposition 1 ([16, 20]). Let b 2 R. Then, there exists c > 0 such that the following
holds.
(i) For any N À 1, there exist uN ; vN 2 S(R2t;x) satisfying QNuN = uN , QNvN =
vN , and °°Q0@x(uNvN )°°X¡3=4;b¡1 ¸ cN 32 b¡ 34 °°uN°°X¡3=4;b°°vN°°X¡3=4;b :
(ii) For any N À 1, there exist uN ; vN 2 S(R2t;x) satisfying QNuN = uN , Q0vN =
vN , and °°@x(uNvN )°°X¡3=4;b¡1 ¸ cN 34 hN 32 bi¡1°°uN°°X¡3=4;b°°vN°°X¡3=4;b :
This proposition says that the bilinear estimate in X¡3=4;b°°@x(uv)°°X¡3=4;b¡1 · C°°u°°X¡3=4;b°°v°°X¡3=4;b (3)
fails to hold for b > 1=2 by (i), and for b < 1=2 by (ii).
We shall omit the precise de¯nition of uN and vN , while they are sketched in
Figure 1. We observe that the example in (i) consists of high-frequency functions
supported in the frequency space along the curve ¿ = »3, and their product (or, in
frequency, their convolution) is concentrated near the frequency origin (thus in the
low-frequency region). We call such interactions high-high-low. On the other hand,
the example in (ii) is the interaction between functions of high frequency and low
frequency, which produces a high-frequency component near the curve, so we call
it high-low-high interaction. We need to design the working space in which we can
control these two typical interactions at a time.
The bilinear estimate (3) also fails in the case b = 1=2, but the divergence order is
logarithmic in N rather than power in N as Proposition 1.
Proposition 2 ([23]). Let 0 < ® < 1=2. Then, there exists c > 0 such that the
following holds: For any N À 1, there exist uN ; vN 2 S(R2t;x) satisfying QNuN = uN ,
















Figure 1. Two typical nonlinear interactions described in Proposition 1. In
the context of the bilinear estimate (3) for b 6= 1=2, they produce some power










Figure 2. The example of high-high-low interaction described in Proposition 2,
which breaks the bilinear estimate in X¡3=4;1=2 with logarithmic divergence.
As sketched in Figure 2, this example of high-high-low type is much more com-
plicated than the previous one. We point out that the high-frequency function is
supported also in the region distant from the curve ¿ = »3 in contrast to the coun-
terexamples in Proposition 1. In fact, uN consists of " logN components dyadi-
cally supported away from the curve (0 < " ¿ 1). Each of these components uN;j
(1 · j · " logN), which has some positive X¡3=4;1=2-norm aj , interacts with vN and
outputs the component, whose norm is
°°@x(uN;jvN )°°X¡3=4;¡1=2 & aj°°vN°°X¡3=4;1=2 ,
at almost the same part of the low-frequency region f j»j · 1 g. The norm of the total
output is then at least
°°vN°°X¡3=4;1=2§aj , while the norm of uN is equal to the `2-sum
of those of uN;j 's;
°°uN°°X¡3=4;1=2 » (§a2j )1=2. Putting aj = j®¡1 (0 < ® < 1=2) for
instance, we have the divergence of O((logN)®).
2.2 Modi¯cation in high frequency; Besov-type Xs;b spaces
We have seen that the bilinear estimate inX¡3=4;b, (3), fails for any b 2 R, and that
the divergence in the case b = 1=2 is logarithmic, better than the other cases. There-
fore, we shall start from X¡3=4;1=2 and modify it to endure the nonlinear interaction
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described in Proposition 2.
In the analysis with the Bourgain spaces, in fact, such logarithmic divergences of
estimates often occur in such a \critical" regularity. (This may be di®erent from the
critical regularity with respect to the scaling.) One standard way to avoid this is
the `1-Besov modi¯cation (in the temporal direction) of the Bourgain spaces. This
is similar to the space B1=22;1 (R) as a modi¯cation of H1=2(R), which has many good
properties such as the embedding into the space of bounded continuous functions.
Such Besov-type Bourgain spaces were used ¯rst in the context of the wave map
equations ([26]), and have appeared in a number of literature. For instance, see
[5, 11] for the Kadomtsev-Petviashvili equations, [4, 13, 10] for the Benjamin-Ono and
related equations, [22, 25, 1, 18] for the (quadratic) nonlinear SchrÄodinger equations,
and [12] for the SchrÄodinger map.













The usual Xs;b-norm is equivalent to the above norm with the `1k-sum replaced by
`2k. Note that X
s;b;1 is slightly stronger than Xs;b. In what follows, for convenience,
we write X+ and X¡ to denote X¡3=4;1=2;1 and X¡3=4;1=2, respectively. (We use \+"
or \¡" sign in relation to the \stronger" or the \weaker" structure.)
The counterexample in Proposition 2 can be well controlled if we measure the high-
frequency function uN in X+, because its X+-norm is now the `1-sum of aj 's. When
we work at the bottom regularity, similar issues may arise, and the space Xs;1=2;1 is
considered generally as a good substitute for Xs;1=2.
However, no one could show the bilinear estimate in X+ for the KdV equation.
This fact suggests that, for the KdV case, one can not restore the bilinear estimate
in X¡3=4;b by just making the `1-Besov modi¯cation. That would be the main reason
why this problem of much interest had been left open since the bilinear estimate for
s > ¡3=4 was established in [16]. The second result of us, Proposition 3 below,
clari¯es that this di±culty is essential and the bilinear estimate in X+ actually fails.
To control the nonlinear interaction described in Proposition 2, we decide to use
the stronger X+ structure in high frequency. Then, it seems natural to consider two
candidates for our working space ¯rst; one is X+ and the other is X0 de¯ned by°°u°°
X0
:=





























Table 1. Various divergences in the bilinear estimates for s = ¡3=4.
The only di®erence between them is their structures in low frequency. Unfortunately,
it turns out that neither X+ nor X0 yields the bilinear estimate, so the Besov modi-
¯cation is actually not su±cient by itself.
Proposition 3 ([20]). Let 0 < ® < 1=2. Then, there exists c > 0 such that the
following holds:
(i) For any N À 1, there exist uN ; vN 2 S(R2t;x) satisfying QNuN = uN , QNvN =
vN , and °°Q0h@t + @3xi¡1@x(uNvN )°°X+ ¸ c(logN)®°°uN°°X+°°vN°°X+ ;
where h@t + @3xi¡1 is the Fourier multiplier with the symbol h¿ ¡ »3i¡1.
(ii) For any N À 1, there exist uN ; vN 2 S(R2t;x) satisfying QNuN = uN , Q0vN =
vN , and °°h@t + @3xi¡1@x(uNvN )°°X+ ¸ c(logN)®°°uN°°X+°°vN°°X¡ ;°°h@t + @3xi¡1@x(uNvN )°°X¡ ¸ c(logN)®°°uN°°X¡°°vN°°X¡ :
Note that the bilinear estimates in X+ and X0 are disproved by the examples
given in (i) and (ii) (with the ¯rst estimate), respectively. Also, in addition to
Proposition 2, the second estimate in (ii) re-proves the failure of the bilinear estimate
in X¡ = X¡3=4;1=2. More precisely, (i) shows that low-frequency structure of the
space X+ is too strong to control the high-high-low interactions. However, if we
replace it with the weaker structure X¡ in low frequency and employ X0, then
it is too weak to control the high-low-high interactions. Moreover, the high-low-
high interactions also break the bilinear estimate in X¡. Thus, we can sum up the
divergences in bilinear estimates for the regularity s = ¡3=4 as Table 1.
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2.3 Modi¯cation in low frequency
Let us look into details of examples given in Proposition 3, which are sketched in
Figure 3 and precisely de¯ned in [20].
For (i), " logN components of the function uN are all supported near the curve
¿ = »3, unlike the example given in Proposition 2. Thus, the stronger X+-norm of uN
is still given by the `2-sum. On the other hand, we see that the output components
are supported in the low-frequency region between N¡1=2 and 1, and also dyadically
separated with respect to ¿ ¡ »3. Thus, the norm of the output amounts to the
`1-sum if we employ the `1-Besov structure in low frequency. Remark that all the
`pk-norms are equivalent if a function is restricted near the curve ¿ = »
3 since there
is no summation over k in such a case, and that the modi¯cation from `2k to `
1
k has
an e®ect only when a function is supported away from the curve.
For (ii), the low-frequency function vN has " logN components between 0 and
N¡1=2, and its X¡-norm is given by the `2-sum. We see that outputs of the inter-
action of these components with uN fall onto almost the same frequency position
near the curve. Therefore, the norm of the output is the `1-sum, no matter which
structure we use in high frequency.
We thus have to ¯nd the norm weaker than X+ and stronger than X¡ in low
frequency so that we can simultaneously control the high-high-low and the high-
low-high interactions. It is then worth noting that two interactions in Proposition 3
come from di®erent parts of the low-frequency region separated by the fuzzy boundary
j»j » N¡1=2. This suggests that we may use X+ in very low frequency f j»j . N¡1=2 g
and use X¡ in middle frequency fN¡1=2 . j»j < 1 g. In fact, it turns out in the
end that the high-high-low interaction can be controlled in very low frequency even
if we assume the stronger structure X+ there, and that the high-low-high can be still
controlled under the weaker structure X¡ in middle frequency.
Although the boundary j»j » N¡1=2 depends onN , we can exactly execute this idea
by making use of another feature that both of two interactions in Proposition 3 come
from the low-frequency region along the line ¿ = 3N2». We ¯rst de¯ne D ½ R2¿;» by
D := f j»j < 1; j¿ j > j»j¡3 g;
which is essentially equal to our `middle-frequency' region f ¿ » 3N2»; N¡1=2 . j»j <
1; N À 1 g (see Figure 4). Then, the working space X is de¯ned by
12




















































°°PDu°°X¡ + °°(1¡ PD)u°°X+ ;
where PD is the frequency-localizing operator to the set D. (Since the interactions in
Proposition 3 only come from the ¯rst and third quadrants, it may be more natural
to use weaker norm in the region D \ f ¿» > 0 g. One can also show the bilinear
estimate from this de¯nition, because it does not make any di®erence which of X+
and X¡ we use in the second and fourth quadrants of the low frequency region. We
take the above de¯nition of the set D just for the sake of simplicity.)
For this X we can establish the desired bilinear estimate°°h@t + @3xi¡1@x(uv)°°X · C°°u°°X°°v°°X ;
as well as linear estimates. However, X¡ is not embedded into Ct(H
¡3=4
x ), and nor is









The space Y has also appeared in previous works, originally in [8]. We can prove a
similar bilinear estimate for Y ,°°h@t + @3xi¡1@x(uv)°°Y · C°°u°°X°°v°°X :
Since X+ ,! Y ,! Ct(H¡3=4x ), in proving the above estimate, we may restrict the left
hand side to the middle-frequency region D where we use the weaker norm X¡. The
proof is in fact much easier than that of the bilinear estimate in X. These estimates
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enable us to apply the iteration method in the space X \ Ct(H¡3=4x ); see [19] for
details.
2.4 Remarks
Recently, Guo [9] obtained the same well-posedness results independently. The
iteration method was also used in a modi¯cation of the Bourgain space, which is
identical with ours in high frequency. The only di®erence is in low frequency f j»j ·




, while our space has
the norm of °°PDu°°X0;1=2 + °°(1¡ PD)u°°X0;1=2;1 ( + °°u°°L1t L2x ):
These structures share some common properties. For instance, both are weaker than
X+ = X¡3=4;1=2;1, which is for the high frequency part, and stronger than Ct(H
¡3=4
x ).
However, there is no inclusion relation between two spaces. One of the features of
our space X is that it is de¯ned totally on the frequency space R2¿;» similarly to the
standard Bourgain spaces, in contrast to the space in [9] de¯ned on the physical space
R2t;x in low frequency. Such structure is compatible with the I-method and admits
the identical proof for the global well-posedness as the previous one ([7]) working on
the standard Xs;b with s > ¡3=4. See Remark 2.3 in [19] for further comments.
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