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Abstract
We construct in projective differential geometry of the real dimen-
sion 2 higher symmetry algebra of the symplectic Dirac operator /Ds
acting on symplectic spinors. The higher symmetry differential opera-
tors correspond to the solution space of a class of projectively invariant
overdetermined operators of arbitrarily high order acting on symmet-
ric tensors. The higher symmetry algebra structure corresponds to a
completely prime primitive ideal having as its associated variety the
minimal nilpotent orbit of sl(3,R).
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1 Introduction
It is always desirable to convert a purely algebraic construct into its
geometrical realization with the hope to gain its better understanding,
as well as a potential generalization of the former algebraic structure.
The present article is an example of this phenomenon: the algebraic
structure is the algebra of higher symmetries of the symplectic Dirac
operator /Ds (cf. the seminal work [13]) realized in projective differ-
ential geometry of the real dimension two. This algebra corresponds
to a completely prime primitive ideal which has as its associated va-
riety the minimal nilpotent orbit of the complexification of sl(3,R),
while the geometric realization pursued in our article relies on the use
of certain class of projectively invariant systems of differential equa-
tions of arbitrarily high order together with the convenient calculus of
symmetric powers of projective adjoint tractor bundle. Consequently,
our geometric construction can be generalized to any smooth manifold
equipped with a projective differential structure, thereby making con-
tact with the appearance of linear and bilinear differential invariants
for a given (curved) projective structure.
There is a well established notion of higher symmetry operators for
a system of partial differential equations given by differential operators
which preserve its solution space, see e.g. [17], [18], [19]. In the case
when the symmetry algebra is derived from a semi-simple Lie algebra,
there is its direct relationship to the fundamental structural properties
of semi-simple Lie algebra including ideal structure in its universal en-
veloping algebra, its adjoint group orbit structure, etc. The geometric
approach, allowing to construct these algebraic invariants locally on
manifolds with a geometric structure, has been successfully completed
in the case of Laplace operator and conformal differential structure,
[7], and since then many other cases were treated (cf. the bibliography
and extensive references therein.)
The present article is devoted to analogous questions in the case of
symplectic Dirac operator /Ds in the real dimension two. The first or-
der differential symmetries of /Ds were already identified with sl(3,R),
cf. [2]. As we shall observe, the algebra of higher symmetries leads
to projective differential structure and the minimal nilpotent orbit of
the complexification of sl(3,R). We shall construct the vector space
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of symmetries as the solution space of a class of projectively invari-
ant overdetermined systems of arbitrarily high order (a substantial
difference from the known cases with a uniform bound on the orders
of higher symmetry differential operators) studied on a locally flat
projective manifold. The most convenient geometrical language al-
lowing a uniform treatment is based on tractor bundles for projective
parabolic geometries, cf. [4]. Projectively invariant cup product al-
lows to introduce associative algebra structure on higher symmetries
of /Ds, and leads to an identification of the higher symmetry algebra
with an ideal in the universal enveloping algebra of the complexifica-
tion of sl(3,R) given by a quantization of the coordinate ring of its
minimal nilpotent orbit.
2 Summary of the results
The present section is a brief and non-technical summary of the con-
tent of our article. Throughout the article we work over a smooth man-
ifold M equipped with projective geometric structure. We shall focus
particularly on the real dimension 2, where in addition we assume
the structure group to be the double cover of SL(2,R) ∼= Sp(2,R).
(This is needed to introduce the symplectic spinors.) We shall use
the Penrose abstract indices a, b, . . . for tensor bundles, together with
the Einstein summation convention understood. That is, Ea = T
∗M ,
Ea = TM , Eab =
⊗2 TM etc., and we shall use the same notation for
the spaces of sections. Symmetric tensor products will be denoted by
round brackets, e.g. S2TM = E(ab). We shall use suitable projectively
invariant calculus based on the notion of Cartan geometries, and we
refer to [4] for details. We use the notation N for natural numbers
1, 2, . . ., while N0 for 0, 1, 2, . . .. The abbreviation ”lot” denotes lower
order terms of a given differential operator with a fixed order and sym-
bol, and all considered operators are differential. We denote by tf the
trace-free part of the corresponding bundle. For example, tf(Eab) de-
notes the bundle of trace-free endomorphisms of TM . Though we are
interested mainly in M of real dimension 2, we shall discuss relevant
projectively invariant overdetermined operators in any dimension.
We shall introduce the symplectic Dirac operator in the case of
real even dimension 2n ≥ 2. This means that we start with (M,ω,∇),
a smooth manifold M equipped with symplectic 2-form ωab and sym-
plectic covariant derivative ∇ fulfilling ∇aωbc = 0. The symplectic
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2-form ωab allows the identification of TM with T
∗M . A double cover
of the symplectic structure gives rise to the associated (the typical fiber
being infinite dimensional) bundle of symplectic spinors S = S+⊕S−
induced from the Segal-Shale-Weil representation, [13]. As was al-
ready mentioned, by abuse of notation we denote by S also the space
of sections of S. The symplectic Clifford algebra can be realized via
symplectic gamma-matrices γa ∈ Ea ⊗ EndS, satisfying
γaγb − γbγa = 2ωab. (2.1)
Here vaγa : S± → S∓ for any vector field v
a ∈ Ea. Then the symplectic
Dirac operator /Ds (cf., [11, 5]) is defined as
ωrsγs∇r : S± → S∓.
We refer to [14] for a thorough discussion of the notion of convenient
analysis and differential operators acting on sections of infinite dimen-
sional bundles over finite dimensional smooth manifolds.
Denoting the space of differential operators acting on S by Diff(S),
we term O ∈ Diff(S) a higher symmetry or briefly a symmetry of /Ds
provided there exists another differential operator O′ ∈ Diff(S) such
that
/DsO = O
′ /Ds. (2.2)
Operators of the form O = T /Ds for some differential operator T ∈
Diff(S) are called trivial symmetries. Since the composition of symme-
tries is also a symmetry, the vector space of symmetries is an algebra
denoted A′ together with the ideal A′′ ⊂ A′ of trivial symmetries. The
aim of our article is to understand the quotient-algebra A := A′/A′′ in
the case of /Ds. The filtration Diff
k(S) ⊆ Diff(S) by order of operators
induces filtration Ak = A∩Diffk(S) on the algebra A. In dimension 2
and for the flat connection ∇, a direct computation shows that the Lie
algebra of first order symmetries of /Ds is isomorphic to sl(3,R), [2].
Further, invariance of /Ds with respect to the projective geometrical
structure was recognized in [15]. This conclusion does not apply in
higher dimensions 2n ≥ 4 and not much is known in this direction.
Assume the real dimension equals to 2. Then we can extend the
symplectic structure (M,ω,∇) to the projective class of connections
[∇]. (Notice the choice ∇ˆ ∈ [∇] uniquely determines a symplectic form
ωˆ such that ∇ˆaωˆab = 0.) Then the Lie algebra of first order symme-
tries of /Ds is indeed the algebra of infinitesimal projective symmetries
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for (M, [∇]), [2]. Further, we shall need density bundles E(w) for
a weight w ∈ R with standard notational convention in the projec-
tive geometry. That is, the bundle of volume forms is isomorphic to
E(−3). In analogy to [8], the bundle of suitably weighted projective
frames (or rather its double cover) leads to the associated bundle of
projective/symplectic spinors denoted by S again (see section 3.3 for
details). We put S±(w) := S± ⊗ E(w). Then we have a projectively
invariant version of the symplectic Dirac operator,
/Ds := ω
rsγs∇r : S±(−
3
4)→ S∓(−
9
4 ), (2.3)
in the sense that ωrsγs∇r does not depend on the choice of ∇ ∈ [∇]
for this particular choice of weights.
Results in [15] and [2] presume the existence of a flat connection in
the projective class [∇]. This corresponds to the notion of projectively
flat structures, see section 3.2 for a precise definition. Indeed, char-
acterizing symmetries of /Ds on curved projective manifolds is much
more complicated problem, hence we assume (M, [∇]) is projectively
flat for the rest of this section.
Principal symbols of operators in Diffk(S(w)) are sections of SkTM⊗
End(S), where End(S) is the bundle of symplectic Clifford algebras
with the typical fiber isomorphic to (3.1). Assuming O ∈ Diffk(S)
is a symmetry of /Ds, we first observe that, modulo /Ds, the principal
symbol of O is a section of SkTM = (SkTM ⊗ 1) ⊆ SkTM ⊗End(S),
see Corollary 12. Moreover, given a section σ ∈ SkTM , we construct
a canonical operator Oσ ∈ Diffk(S(w)) with the principal symbol σ
for any w ∈ R, cf. (3.27). Another ingredient are the differential con-
straints for principal symbols σ ∈ SkTM of symmetries of /Ds. They
are provided by a family of overdetermined projectively invariant dif-
ferential operators Φk acting on S
kTM and introduced in section 3.2,
cf. (3.15). Now we are ready to characterize the algebra of symmetries
A of /Ds as a vector space:
Theorem 1. (i) Given σ ∈ SkTM , the operator Oσ is a symmetry
of /Ds if and only if Φk(σ) = 0.
(ii) The operator O ∈ Diffk(S) is a symmetry of /Ds if and only if
O is, modulo trivial symmetries, of the form
O = Oσ[k] +Oσ[k−1] + . . . +Oσ[0] : S(−34 )→ S(−
3
4)
where σ[i] ∈ S
iTM and Φi(σ[i]) = 0 for all i = 0, . . . , k. This in
particularly means that O, modulo a trivial symmetry, preserves the
decomposition S(−34) = S+(−
3
4)⊕ S−(−
3
4 ).
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This theorem follows from Theorem 13 and the discussion before
this theorem.
The zero order symmetries are given by multiplication with a con-
stant zero order differential operators, i.e. A0 ∼= R. Further, we write
explicitly the first order symmetries (modulo constants): an operator
O ∈ A1/A0 is a symmetry of /Ds if and only if
O = σr∇r +
1
4 (∇rσ
s)γrγs +
1
3(∇rv
r), (2.4)
O′ = σr∇r +
1
4(∇rσ
s)γrγs +
5
6 (∇rv
r) (2.5)
modulo trivial symmetries. Here the symbol σa of O,O′ satisfies pro-
jectively invariant overdetermined differential system Φ1(σ) = 0:
Φ1(σ) = tf(∇(a∇b)σ
c + Ricabσ
c),
with Ricab the Ricci tensor of ∇. That is, principal symbols of first
order symmetries (modulo constants A0) are exactly infinitesimal pro-
jective symmetries isomorphic to the Lie algebra sl(3,R). Of course,
this is expected since /Ds is a projectively invariant differential opera-
tor, cf. [15].
The algebra structure on A is the content of our second main result
proved in Section 5.
Theorem 2. The algebra of symmetries A of /Ds is isomorphic to
the quotient of the tensor algebra
∞⊕
k=0
⊗k
(
sl(3,R)
)
by a two sided ideal
generated by quadratic relations
I ⊗ I¯ − I ⊠ I¯ − 12 [I, I¯] +
1
32〈I, I¯〉K
for I, I¯ ∈ sl(3,R). Here [ , ] and 〈 , 〉K are the Lie bracket and the
Killing form on sl(3,R), respectively, and ⊠ denotes the Cartan prod-
uct.
Equivalently, A is the quotient of the universal enveloping algebra
U(sl(3,R)) by a two sided ideal generated by quadratic relations
II¯ + I¯I − 2I ⊠ I¯ + 116 〈I, I¯〉K .
The ideal defined on the last display corresponds to a completely
prime primitive ideal having as its associated variety the minimal
nilpotent orbit of the complexification of sl(3,R), cf. [12, 21, 10, 9].
The present article can be regarded as a geometric construction of this
exceptional ideal.
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3 Symplectic spinors and projective ge-
ometry
3.1 Symplectic spinors
We present basic algebraic preliminaries related to the construction
and realization of symplectic spinors, cf. [11, 5]. The metaplectic Lie
group Mp(2n,R) is the non-trivial double covering of the symplec-
tic Lie group Sp(2n,R) of automorphisms of the standard symplec-
tic space (R2n, ω). Their Lie algebras are denoted by mp(2n,R) and
sp(2n,R), respectively. The symplectic spinor representation for the
metaplectic Lie algebra mp(2n,R) is given by two simple metaplectic
modules of the Segal-Shale-Weil representation, modeled on the vec-
tor space of polynomials on a Lagrangian subspace Rn of (R2n, ω).
The C-algebra of endomorphisms of their direct sum is called sym-
plectic Clifford algebra (or, the Weyl algebra) and is isomorphic to
the quotient of the tensor algebra T (R2n) by a two sided ideal I:
Cls(R
2n, ω) := T (R2n)/〈I〉,
I = {eiej − ejei = 2ωij | i, j = 1, . . . , 2n, ei, ej ∈ R
2n}.
(3.1)
We denoted by e1, . . . , e2n a basis of R
2n and ωab = ω(ea, eb).
The inverse of the symplectic 2-form ωab is denoted ω
ab, and we use
the convention ωjaωjb = δ
a
b with the summation over j = 1, . . . , 2n
understood. The composition of the isomorphisms ωab : TM → T
∗M ,
va 7→ ω
ajvj, and ω
ab : T ∗M → TM , va 7→ ωjav
j , is then the identity
endomorphism of TM :
va 7→ ω
ajvj 7→ ωkaω
kjvj = va. (3.2)
This is equivalent to ωab = −δ
a
b, ωa
b = δa
b. As for the scalar product
induced by the symplectic form, we have vjwj = ω
jkvkωljw
l so that
vjw
j = −vjwj .
We denote basis elements e1, . . . , e2n of R
2n by γ1, . . . , γ2n when
regarded as generators of Cls(R
2n, ω), i.e., γi ∈ T
∗M ⊗ Cls(R
2n, ω)
for all i = 1, . . . , 2n. Then
γiγj − γjγi = 2ωij , γ[iγj] = ωij,
where their traces are
γkγk = −2n, γkγ
k = 2n, (3.3)
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and the commutator with symmetrized product of γ’s is
γaγ(a1 . . . γaj) − γ(a1 . . . γaj)γa = 2j ωa(a1γa2 . . . γaj) (3.4)
for any j ∈ N. As already indicated, in the present article we are
mostly concerned with the case n = 1.
We have the inclusion sp(2n,R) ∼= S2R2n ⊆ Cls(R
2n, ω) realized
by quadratic elements in the generators R2n ⊆ Cls(R
2n, ω). This
promotes to the bundle level as follows: the section F ab ∈ E(ab) acts
on ϕ ∈ S by
ϕ 7→ F (ϕ) = −14F
abγaγbϕ,
where the coefficient 14 ensures this indeed corresponds to the Lie
algebra representation. If n = 1, this can be expressed as the action
of endomorphisms F ab ∈ tf(E
a
b),
ϕ 7→ 14F
a
bγaγ
bϕ. (3.5)
The symplectic Dirac operator /Ds acts on symplectic spinors in-
duced from the half-integral Segal-Shale-Weil S˜L(2,R)-representation,
[13], [11]. It was introduced in the seminal work [13] for the purpose of
geometric quantization on any symplectic manifold with a metaplectic
structure. In (2.3), the algebraic map TM ⊗ S± → S∓ follows from
the embedding of TM into the bundle of symplectic Clifford algebras,
and ∇ denotes the induced symplectic covariant derivative on S±.
3.2 Projective geometry and tractor calculus
Projective structure on a smooth manifoldM of real dimension greater
than equal to 2 is a class [∇] of torsion-free volume preserving con-
nections, which define the same family of unparametrized geodesics.
A connection is projectively flat if and only if it is locally equivalent
to a flat connection, which means there exists a local isomorphism
with the flat model of n-dimensional homogeneous projective geome-
try on RPn equipped with the flat projective structure given by the
absolute parallelism. The homogeneous model of projective geom-
etry in the real dimension 2 is RP2 ≃ G/P , where G ≃ SL(3,R)
and P ⊂ G the parabolic subgroup stabilizing the line [v] ∈ R3
generated by a non-zero vector v in the defining representation R3
of G. The construction of associated vector bundles induced from
half integral modules of P (e.g., the simple metaplectic submodules
of the Segal-Shale-Weil representation for the metaplectic group) on
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G/P requires the double (universal) cover G˜ = S˜L(3,R) and its
parabolic subgroup P˜ . The Lie group S˜L(3,R) acts transitively on
S2 ≃ CP1, the double (universal) cover of RP2, with parabolic sta-
bilizer P˜ = (GL(1,R)+ × S˜L(2,R)) ⋉ R
2. The double (universal)
cover S˜L(3,R)/P˜ ≃ S2 ≃ CP1 is a symplectic manifold, while RP2 is
non-orientable and hence not symplectic.
Further, we follow conventions for projective structures as in [1].
Recall the notation E(w) for density bundles, w ∈ C. The difference
between two connections ∇, ∇̂ ∈ [∇] for a given projective structure
[∇] is controlled by a one-form Υa := ∇a log(f), f ∈ E ≡ C
∞(M).
Specifically, we have
∇ˆaα = ∇aα+ wΥaα, α ∈ E(w),
∇ˆaV
b = ∇aV
b + ΥaV
b + ΥcV
cδba, V
b ∈ Eb, (3.6)
∇ˆaµb = ∇aµb − Υaµb − Υbµa, µa ∈ Ea.
The curvature tensor Rab
c
d of ∇ is defined by (∇a∇b−∇b∇a)V
c =
Rab
c
pV
p and it decomposes as
Rab
c
d =Wab
c
d + 2δ[a
c
Pb]d,
where the Schouten tensor Pab is symmetric. Note the Ricci tensor
equals to Ricab = (n−1)Pab. HereWab
c
d is projectively invariant (and
irreducible) Weyl tensor, and the Cotton-York tensor Yabc := 2∇[aPb]c
is projectively invariant in dimension 2. The projective structure
(M, [∇]) is locally flat if and only ifWab
c
d = 0 (in dimension 2n ≥ 3) or
Yabc = 0 (for n = 1). There is a ∇-parallel volume form ǫ ∈ Λ
2nT ∗M
and we have the projective volume form ǫ ∈ Λ2nT ∗M(2n + 1) which
is parallel for any ∇ ∈ [∇]. Any choice ∇ ∈ [∇] in dimension 2 gives a
symplectic structure ω = ǫ and we shall use the notation ω in this di-
mension. Similarly, we have the weighted version ωab = ǫab ∈ E[ab](3)
with its dual ωab ∈ E [ab](−3)
We shall write sections of the standard projective tractor bundle
EA = Ea(−1) +
✞
✝ E(−1), resp. its dual EA = E(1) +
✞
✝ Ea(1) using the
injectors Y A, XA, resp. YA, XA as(
σa
ρ
)
= Y Aaσ
a +XAρ ∈ EA, resp.
(
ν
µa
)
= YAν +XA
aµa ∈ EA.
(3.7)
These splittings of EA and EA are determined by choices of projective
connections and we call them projective splittings. The change of the
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splitting under the change of connection parametrized by Υa ∈ Ea is(̂
σa
ρ
)
=
(
σa
ρ− Υaσ
a
)
, i.e. Yˆ Aa = Y
A
a +X
AΥa, Xˆ
A = XA and
(̂
ν
µa
)
=
(
ν
µa + Υaν
)
, i.e. YˆA = YA −XA
aΥa, XˆA
a = XA
a.
That is, XA ∈ EA(1), XA
a ∈ EA
a(−1) are invariant and Y Aa ∈
EAa(1), YA ∈ EA(−1) depend on the choice of the projective scale. We
assume the normalization of these in which YAX
B +XA
cY Bc = δA
B ,
i.e., YCX
C = 1 and XC
aY Cb = δ
a
b.
The normal covariant derivative is given by
∇c
(
σa
ρ
)
=
(
∇cσ
a + ρδc
a
∇cρ− Pcpσ
p
)
and ∇c
(
ν
µa
)
=
(
∇cν − µc
∇cµa + Pcaν
)
, i.e.
∇cY
A
a = −X
A
Pca, ∇cX
A = Y Ac, ∇cYA = XA
a
Pca, ∇cXA
a = −Y Aδc
a,
and its curvature Ω has the form
Ωab
E
F = Y
E
eXF
fWab
e
f −X
EXF
fYabf ∈ E[ab] ⊗Ad.
That is, Ad := tf(E
E
F ) is the projective adjoint tractor bundle, hence
the curvature action on EC is (∇a∇b −∇b∇a)FC = −Ωab
D
CFD.
We shall be interested in symmetric tensor powers of Ad ⊆ E
A
B .
Injectors for the bundle EAB defined as
Ya
A
B := Ya
AYB, Za
bA
B := Ya
AXbB ,
WAB := X
AYB, X
bA
B := X
AXbB , (3.8)
are acted upon by the covariant derivative,
∇cY
A
aB = −PcaW
A
B + PcbZa
bA
B ,
∇cZab
A
B = −PcaX
bA
B − Ya
A
Bδc
b,
∇cW
A
B = Yc
A
B + PacX
aA
B,
∇cX
bA
B = Zc
bA
B −W
A
Bδc
b. (3.9)
As for the tensor product of injectors, we have
Zb
aB
RZd
cR
C = Zb
cB
Cδd
a, Zr
bR
BX
sA
R = δr
sXbAB ,
XbBRYd
R
C = W
B
Cδd
b, XrRBW
A
R = X
rA
B ,
XbRCYd
B
R = Zd
bB
C , Zr
sA
RYa
R
B = δ
s
aYr
A
B , (3.10)
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and their contractions are
Ya
A
BX
bB
A = δa
b, Za
bA
BZc
dB
A = δa
dδc
b, WABW
B
A = 1, (3.11)
respectively. By (3.7), we write sections of Ad as
IAB :=

 vaµab | ϕ
ρa

 = vcYcAB + µdcZdcAB + ϕWAB + ρcXcAB,
where the trace-free condition µaa + ϕ = 0, equivalent to I
A
A = 0,
is implied by sl(3,R)-irreducibility. The set of formulas (3.9) can be
rewritten as
∇c

 vaµab | ϕ
ρa

 = ∇c(vdYdAB + µdeZdeAB + ϕWAB + ρddXdAB)
=

 ∇cva − µac + ϕδac∇cµab + vaPcb + ρbδac | ∇cϕ− vaPca − ρc
∇cρa + ϕPac − µ
b
aPcb

 ,
(3.12)
where µaa + ϕ = 0 is preserved by the tractor covariant derivative. If
IAB ∈ Ad is covariantly constant,
∇cI
A
B = ∇c

 vaµab ϕ
ρa

 = 0, (3.13)
then the top slot va ∈ Ea satisfies the projectively invariant equation
tf
(
∇(a∇b)v
c + Pabv
c
)
= 0. (3.14)
This follows from (3.12) after a short computation. Moreover, this
equation is equivalent to ∇cI
A
B = 0 on projectively flat manifolds.
If we use ωab and consider va ∈ Ea(3), the previous display converts
into ∇(a∇bvc) + P(abvc) = 0 due to specific properties of projective
geometry in the real dimension 2. The equation (3.14) is the special
case of the projectively invariant first BGG operator on symmetric
tensors,
Φ : E(a1...ak) → tf(E(c0...ck)
(a1...ak)
)
∼= E(c0...cka1...ak))(−3(k+1)),
σa1...ak 7→ tf
(
∇(c0 . . .∇ck)σ
a1...ak
)
+ lot.
(3.15)
The following lemma is easily verified.
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Lemma 3. The projection Π : EAB → E
a defined on sections by
 vaµab ϕ
ρa

 7→ va, (3.16)
has projectively invariant differential splitting Σ : Ea → EAB given by
va 7→
(
Σva
)A
B = Ya
A
Bv
a + Za
bA
B
(
(∇bv
a)o +
1
6δb
a∇cv
c
)
− 13W
A
B∇cv
c − XaAB(
1
3∇a∇b + Pab)v
b. (3.17)
Apart from the adjoint tractor bundle Ad, we shall need the bun-
dles tf
(
E(A1...Ak)(B1...Bk)). Analogously as above, we have the projec-
tion Π and its differential splitting Σ (by abuse of notation we use
the same letters as in Lemma 3)
Π : tf
(
E(A1...Ak)(B1...Bk)
)
→ E(a1...ak),
Σ : E(a1...ak) → tf
(
E(A1...Ak)(B1...Bk)
)
,
(3.18)
i.e. Π ◦ Σ = id. The existence of projectively invariant splitting Σ
follows from the BGG machinery. Moreover, Σ is unique in the projec-
tively flat case and, under certain normalization condition, also in the
curved case. This is known as the BGG splitting operator and hence-
forth will be our choice of Σ. It follows from the BGG machinery that
Σ has the following essential property:
Proposition 4. Assume (M, [∇]) is a projectively flat structure and
let σa1...ak ∈ E(a1...ak). Then Φ(σ) = 0 if and only if ∇Σ(σ) = 0. That
is, there is a bijective correspondence
{σa1...ak ∈ E(a1...ak) | Φ(σ) = 0}
1:1
←→ ⊠ksl(3,R).
We recall the notation ⊠ksl(3,R) for the k-th Cartan power of
sl(3,R) in ⊗ksl(3,R), k ∈ N.
3.3 Projective connection on symplectic spinors
From now on we assume n = 1 and use the symplectic form ωab =
ǫab ∈ E[ab](3). Then the symplectic spinor bundle can be realized
and described in projective geometry similarly to the spinor bundle
in conformal geometry, cf. [8]. It is convenient to induce bundles
from symplectic frames of Ea(
3
2) where the pairing 〈µ, ν〉 = ω
abµaνb is
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projectively invariant for µa, νa ∈ Ea(
3
2). We have a weighted version
of symplectic gamma matrices γa,
γaγa − γ bγa = 2ωab, γa ∈ Ea ⊗ (EndS)(
3
2 ),
cf. (2.1), which generate the bundle of weighted Clifford algebras. The
projective transformation (3.6) implies
∇̂aµb = ∇aµb+
1
2Υaµb−Υbµa = ∇aµb−Γa
c
bµc, where Γabc = ωa(bΥc).
Considering Γa
c
b as a one form valued in the bundle of Lie algebras
sl(2,R) and using the action (3.5), we obtain
∇̂aϕ = ∇aϕ−
1
4Γa
c
bγcγ
bϕ = ∇aϕ+
1
4Υaϕ−
1
4γaΥsγ
sϕ, ϕ ∈ S.
By (3.6), we obtain the weighted version
∇ˆaϕ = ∇aϕ+ (w +
1
4 )Υaϕ−
1
4γaΥsγ
sϕ, ϕ ∈ S(w). (3.19)
Lemma 5. The symplectic Dirac operator /Ds = γ
a∇a acting on S(w)
is projectively invariant differential operator if and only if w = −34 ,
/Ds : S(−
3
4)→ S(−
9
4). (3.20)
Proof. This results from the contraction of (3.19) by γa.
Next we observe there is a spinor version of the ThomasD-operator
DA : E(w)→ EA(w−1), [1]. Its analogue acting on symplectic spinors
is given as follows:
Theorem 6. The tractor D-operator acting on S(w) and defined by
DA : S(w)→ S(w − 1)⊗ EA,
DA = (4w + 3)(w +
1
4)YA + (4w + 3)X
b
A∇b + γbX
b
A /Ds, (3.21)
is a projectively invariant first order differential operator.
The projective invariance of DA is a straightforward consequence
of the transformation property (3.19). In the case w = −34 , DA re-
duces to the invariant bottom slot of the standard tractor bundle and
hence /Ds is projectively invariant operator for this value of w in a full
agreement with Lemma 5. Another interesting case corresponds to
w = −14 for which DA reduces to the projectively invariant symplectic
twistor differential operator acting on spinors,
∇a +
1
2γa /Ds : S(−
1
4 )→ Ea ⊠ S(−
1
4).
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Theorem 7. The tractor operator D acting on S(w) and defined by
DBA : S → tf(E
B
A)⊗ S(w), (3.22)
ϕ 7→ DBAϕ :=

 01
4γ
aγbϕ+ (−
w
3 +
1
4)δ
a
bϕ |
2w
3 ϕ
∇aϕ


or in terms of injectors by
DBA = Ya
AXbB
(
1
4γ
aγb + (−
w
3 +
1
4 )δb
a
)
+ 2w3 X
AYB +X
AXbB∇b,
(3.23)
is a projectively invariant first order differential operator. We have
the commutation relation of invariant differential operators
/DsD
B
A = D
B
A /Ds : S(−
3
4)→ tf(E
B
A)⊗ S(−
9
4) (3.24)
Proof. The first claim, related to projective invariance, is straight-
forward and follows from the transformation properties of injectors
Ya
A,XbB ,X
A, YB and ∇. The second claim (3.24) follows from an
explicit computation. Then
/DsD
B
A = (−PcaX
bA
B − YaB
Aδc
b)(14γ
cγaγb +
1
2γ
cδb
a)
− 12γ
c(Yc
A
B + PacX
aA
B) + γ
c(Zc
bA
B −W
A
Bδc
b)∇b
+ Zbc
A
B(
1
4γ
cγaγb +
1
2γ
cδb
a)∇c −
1
2W
A
Bγ
c∇c + X
bA
Bγ
c∇c∇b
= Ya
A
B(−
1
4
γcγaγc −
1
2γ
a − 12γ
a) + Zba
A
B(γ
a∇b +
1
4γ
cγaγb∇c +
1
2γ
cδb
a∇c)
+WAB(−γ
cδc
b∇b −
1
2γ
c∇c) + X
bA
B(−
1
4Pcaγ
cγaγb −
1
2Pcaγ
cδb
a
− 12γ
cPac + γ
c∇c∇b).
The identities (2.1) and (3.3) imply the coefficient of Ya
A
B is zero.
The operator of WAB quotients from the right through /Ds.
Let us now discuss the operator coefficient of XbAB . The curvature
of ∇ acts on symplectic spinors as ∇a∇b −∇b∇a = −
1
4Rab
c
dγcγ
d. In
the real dimension 2 holds the curvature identity Rab
c
d = δa
cPbd −
δb
cPad, hence
γcRcb
e
fγeγ
f = γc(δc
ePbf − δb
ePcf )γ eγ
f
= −2γfPbf − γ
cγbγ
fPcf = −4γ
fPbf − γ
cγfγbPcf .
The substitution for γc∇c∇b results in the contribution X
bA
B∇b /Ds.
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The operator coefficient of Zba
A
B can be rewritten as
1
2γ
a∇b −
1
2γb∇
a + 14γ
aγb /Ds +
1
2δ
a
b /Ds, hence in the real dimension 2 we get
1
2γ
a∇b −
1
2γb∇
a = 12δ
a
bγ
c∇c =
1
2δ
a
b /Ds,
because any 2-form is proportional to ωab and the application of trace
results in the constant 12 on the right hand side. A further simplifica-
tion gives Zba
A
B(δ
a
b +
1
4γ
aγb) /Ds.
All the three non-trivial contributions quotient from the right by
/Ds, and it is elementary to see that the overall expression equals to the
composition DBA /Ds as claimed in (3.24). The proof is complete.
It is an immediate consequence of (3.22) that D preserves irre-
ducible components S±(w). We shall need the explicit formulae for
DBA acting on ϕ ∈ S(−
3
4) and ψ ∈ S(−
9
4):
DBAϕ = Y
A
a X
b
B(
1
4γ
aγb +
1
2δb
a)ϕ− 12X
AYBϕ+X
AXbB∇bϕ, (3.25)
DBAψ = Y
A
a X
b
B(
1
4γ
aγb + δb
a)ψ − 32X
AYBψ +X
AXbB∇bψ. (3.26)
Combining the BGG splitting Σ in (3.18) with the operator D, we
obtain a differential operator Oσ on symplectic spinors with the pre-
scribed symbol σ. Specifically, we have the map
Qk : E(a1...ak) → Diffk(S(w)),
σa1...ak 7→
(
Σ(σ)
)A1...Ak
B1...BkD
B1
A1 . . .D
Bk
Ak ,
(3.27)
where Diffk(S(w)) denotes the space of differential operators acting
on S(w) of order ≤ k. It follows from the properties of Σ and D that
Q(σ) has indeed the symbol σ, i.e., for σa1...ak ∈ E(a1...ak) we have
Qk(σ) = σa1...ak∇a1 . . .∇ak + lot : S(w)→ S(w) (3.28)
for any w ∈ R. Let us note that it follows from invariance of Σ and
D that Qk yields the projectively invariant bilinear operator (σ, ϕ) 7→(
Ok(σ)
)
(ϕ) for ϕ ∈ S(w).
Recall that /Ds is projectively invariant for a specific weight com-
puted in Lemma 5. To construct higher symmetries of /Ds, we shall
need operators Qk(σ) for these specific weights. We put
Oσ := Qk(σ) : S(−34)→ S(−
3
4),
O
σ
:= Qk(σ) : S(−94)→ S(−
9
4),
(3.29)
where Oσ preserves S±(−
3
4 ) and similarly for O
σ
. The crucial infor-
mation relating Oσ to Φ(σ) is provided by the following lemma:
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Lemma 8. Let σ and Σ(σ) be as above. Then[
∇b
(
Σ(σ)
)]A1...Ak
B1...BkD
B1
A1 . . .D
Bk
Ak =
= (14)
k
(
Φ(σ)
)
b
c1...cka1...akγc1 . . . γ ckγa1 . . . γak : S(w)→ Eb ⊗ S(w).
Proof. First, we need to use the properties of ∇b
(
Σ(σ)
)
. It follows
from the BGG machinery, cf. [3], that
∇b
(
Σ(σ)
)A1...Ak
B1...Bk =Za1
c1A1
B1 . . .Zak
ckAk
Bk
(
Φ(σ)
)
bc1...ck
a1...ak
+
k∑
i=1
X . . .X︸ ︷︷ ︸
i
Z . . .Z︸ ︷︷ ︸
k−i
µi,
where we suppressed all abstract indices in the second summand. Here
µi is a section of suitable bundle which we do need to know explicitly.
Secondly, it follows from (3.22) for the composition
DB1A1 . . .D
Bk
Ak =
= Zc1
a1B1
A1 . . .Zck
akBk
Ak
[
(14)
ktf
(
γc1γa1 . . . γ
ckγak
)
+ trace terms
]
+ remaining terms containing X, Y, Z and W.
Now combining Z . . .Z-terms of both displays yields the right hand
side as stated in lemma. Since
(
Φ(σ)
)
bc1...ck
a1...ak is totally trace free,
the ”trace terms” in the previous display cannot contribute. In ad-
dition we exploit the notion of homogeneity given by h(Y) := 1,
h(Z) := 0 and h(X) := −1, extended to concatenations of Y, Z and X
in an obvious way. Now since X . . .XZ . . .Z-terms of ∇b
(
Σ(σ)
)
with
at least one X have homogeneity ≤ −1 and all “remaining terms” in
the previous display have homogeneity ≤ 0, lemma follows.
Now we substitute w = −34 and use (3.24) to conclude:
Theorem 9. Assume (M, [∇]) is a projectively flat structure, and
σa1...ak ∈ E(a1...ak) for k ∈ N. Then the operator /DsO
σ − O
σ
/Ds :
S(−34)→ S(−
9
4) satisfies
/DsO
σ −O
σ
/Ds = (
1
4)
k
(
Φ(σ)
)bc1...cka1...akγbγc1 . . . γckγa1 . . . γak .
In particular, Oσ is a symmetry of /Ds if and only if Φ(σ) = 0.
Notice that once we define Oσ and O
σ
as the left multiplication
by σ and Φ(σ) as the differential dσ, the theorem holds for k = 0 as
well.
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4 Symbols and construction of higher
symmetries of /Ds
Let us consider a k-th order differential operator O on weighted sym-
plectic spinors. Its principal symbol is σa1...ak ∈ E(a1...ak) ⊗ End(S±),
and
End(S±) ∼=
⊕
i∈N0
E(b1...b2i)(−3i) (4.1)
since the typical fiber of End(S) is isomorphic to Cls(R
2,ω) up to a
weight, cf. (3.1). The decomposition (4.1) implies that σa1...ak can be
written as
σa1...ak =
∑
i∈N0
σa1...akb1...b2ii , σ
a1...akb1...b2i
i ∈ E
(a1...ak)(b1...b2i)(−3i),
where all σa1...akb1...b2ii up to finitely many vanish. Thus we have for
any w ∈ R
O :S±(w)→ S±(w),
ϕ 7→
∑
i∈N0
σa1...akb1...b2ii γb1 . . . γb2i∇a1 . . .∇akϕ+ lot
(4.2)
where we have explicitly mentioned the leading term of O. The sub-
spaces E(a1...ak)(b1...b2i) are in general not irreducible, namely, we have
a distinguished Cartan component E(a1...akb1...b2i) ( E(a1...ak)(b1...b2i).
Moreover, one easily observes that once σa1...akb1...b2ii lives in the com-
plement to the Cartan component it gives rise to the operator
σa1...akb1...b2ii γb1 . . . γb2i∇a1 . . .∇ak
which factors through the symplectic Dirac operator /Ds = ω
rsγr∇s
for the weight w = −34 . Henceforth we specialize to this weight and
conclude
Lemma 10. The operator O from (4.2) has, modulo /Ds, the principal
symbol
σa1...ak =
∑
i∈N0
σa1...akb1...b2ii , σ
a1...akb1...b2i
i ∈ E
(a1...akb1...b2i)(−3i).
We shall turn our attention to properties of the principal symbol
for O in order to become a symmetry of /Ds, i.e., /DsO = O
′ /Ds for
some operator O′. The following lemma concerns algebraic properties
of such symbols.
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Proposition 11. Assume the principal symbol of O is non-trivial in
the sense that σa1...akb1...b2ii 6= 0 for some i ≥ 1. Then, modulo /Ds,
the composition /DsO is a differential operator of order k + 1 and its
principal symbol is non-vanishing.
Proof. We shall consider the composition /DsO which is an operator
of order at most k + 1. In fact, we need just the leading term in this
composition. Applying ωrsγr∇s to O as given in (4.2) yields, modulo
/Ds,
/DsO = 4
∑
i∈N0
iσa1...akb1...b2ii ω
rsωrb1γb2 . . . γ b2i∇s∇a1 . . .∇ak + lot
= 4
∑
i∈N0
iσa1...akb1...b2ii γb2 . . . γ b2i∇b1∇a1 . . .∇ak + lot
using Lemma 10 and (3.4).
Next, consider the principal symbol σ¯ of the operator O /Ds for
some O. Specifically, we shall need the component of σ¯ with 2i− 1 of
γ ’s which we denote by σ¯i. This yields the component in the leading
term of O /Ds of the form
σ¯a1...akb1b2...b2ii γb2 . . . γb2i∇b1∇a1 . . .∇ak with
σ¯a1...akb1b2...b2ii ∈ E
(a1...akb1)(b2...b2i)(−3(2i−1)2 ).
We highlight the fact that σa1...akb1...b2ii lives in E
(a1...akb1b2...b2i), whereas
σ¯a1...akb1b2...b2ii lives in its complement. Consequently, the differential
operator /DsO − O /Ds cannot have order ≤ k, hence the proof fol-
lows.
Corollary 12. If O is a symmetry of /Ds then, modulo /Ds, the prin-
cipal symbol of O is
σa1...ak = σa1...ak0 ∈ E
(a1...ak).
That is, σa1...akb1...b2ii = 0 for all i ≥ 1.
Given σa1...ak , we can use the operator Oσ from (4.2). Assuming O
is a symmetry of /Ds, both operators O andO
σ have the same principal
symbol, cf. (3.28). Therefore, we have O = Oσ +O′ with O′ of order
k− 1. Denote the symbol of O′ by (σ′)a1...ak−1 ∈ E(a1...ak−1)⊗End(S).
This generally decomposes according to the number of γ ’s. But since
O is a symmetry of /Ds and /DsO
σ has zero order by Theorem 9, it
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follows from Proposition 11 applied to O′ that in fact (σ′)a1...ak−1 ∈
E(a1...ak−1). Thus we have
O = Oσ +Oσ
′
+O′′
with O′′ of order k − 2, and by inductive procedure (with respect to
the stritly decreasing order on the algebra of differential operators)
we conclude that after finitely many steps every symmetry O of /Ds
reduces, modulo /Ds, into the form
O = Oσ[k] +Oσ[k−1] + . . .+Oσ[0] : S(−34)→ S(−
3
4), where
σa1...ai[i] ∈ E
(a1...ai), i = 0, . . . , k.
(4.3)
Here we have introduced a new notation: comparing the last two
displays, we have σ[k] = σ, σ[k−1] = σ
′, etc.
The final statement on the characterization of symbols of higher
symmetries of /Ds is a direct consequence of Theorem 9 and Corollary
(4.3):
Theorem 13. The operator O is a symmetry of /Ds if and only if
Φ(σ[i]) = 0 for all i = 0, . . . , k, cf. (3.15).
This result, together with Proposition 4 and Theorem 9, completes
the description of Ak as a vector space,
Ak =
k⊕
i=0
⊠
ksl(3,R).
The dimension of the right hand side can be easily computed from
dim⊠ksl(3,R) = (k + 1)3, cf. [16].
In order to construct symmetry differential operators for /Ds ex-
plicitly, we start with parallel sections IAB , I¯
A
B ∈ E
A
B of the adjoint
tractor bundle Ad for sl(3,R), cf. (3.13). Let us first observe that
the composition IBAI¯
D
CD
[A
[BD
C]
D] decomposes into irreducibles for
sl(3,R) according to
[I, I¯ ]AB = − (I
A
RI¯
R
B − I¯
A
RI
R
B),(
I ⊙ I¯
)
o
A
B =
(
IARI¯
R
B + I¯
A
RI
R
B
)
o
,
〈I, I¯〉 = IRS I¯
S
R. (4.4)
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Note the latter pairing is related to the Killing form 〈 , 〉K on sl(3,R)
by 〈 , 〉 = 16〈 , 〉K . We denote the sl(3,R)-irreducible Cartan compo-
nent in the tensor product IAB ⊗ I¯
C
D by
(
I ⊠ I¯
)(A
(B
C)
D). We have(
I ⊙ I¯
)A
B =
(
IARI¯
R
B + I¯
A
RI
R
B
)
= [I, I¯ ]AB + 2I¯
A
RI
R
B , (4.5)
where the leading term of the adjoint tractor expansion equals
I¯ARI
R
B = Yr
A
B
(
vs(∇sv¯
r)o +
1
6v
r(∇tv¯
t)− 13v
r(∇tv¯
t)
)
+ ”lower adjoint tractor slots” (4.6)
and implies equality in the leading adjoint slot expansion(
I ⊙ I¯
)
o
A
B = Yr
A
B
(
vs(∇sv¯
r) + v¯s(∇sv
r)− 23v
r(∇tv¯
t)− 23 v¯
r(∇tv
t)
)
+ ”lower adjoint tractor slots”. (4.7)
Lemma 14. The first order differential operator Sv = IABD
B
A,
where v is a solution of (3.14) and so is the projective component
of the parallel tractor IAB, equals to
Sv := IABD
B
A = v
r∇r +
1
4 (∇rv
s)γrγs +
1
3(∇tv
t). (4.8)
It is a first order symmetry operator of /Ds with symbol v
r∇r. The
equivalence relation (2.2) is for Sv completed by the operator
S¯v := IABD¯
B
A = v
r∇r +
1
4 (∇rv
s)γrγs +
5
6(∇tv
t). (4.9)
The Lie algebra structure on first order symmetry operators given by
parallel tractors IAB , I˜
A
B ∈ E
A
B is [I, I˜ ]
A
B [D,D]
B
A with the leading
term [v, v˜]a∇a. Here [v, v˜]
a is the Lie bracket of vector fields v and v˜.
Proof. The first part of the claim follows from Theorem 13, and the
explicit formulas for Sv and S¯v from (3.17), (3.25), (3.26). Analo-
gously, we have
[I, I˜ ]AB = −Ya
A
Rv
a
(
Zr
s
B
R((∇sv˜
r)o +
1
6δs
r(∇tv˜
t)
)
− 13W
R
B(∇tv˜
t)
)
− Ya
R
B v˜
a
(
Zr
s
R
A((∇sv
r)o +
1
6δs
r(∇tv
t)
)
− 13W
A
R(∇tv
t)
)
+ Ya
R
Bv
a
(
Zr
s
R
A((∇sv˜
r)o +
1
6δs
r(∇tv˜
t)
)
− 13W
A
R(∇tv˜
t)
)
+ Ya
A
Rv˜
a
(
Zr
s
B
R((∇sv
r)o +
1
6δs
r(∇tv
t)
)
− 13W
R
B(∇tv
t)
)
+ ”lower adjoint tractor slots”
= Ya
A
B
(
vs(∇sv˜
a)− v˜s(∇sv
a)
)
+ ”lower adjoint tractor slots”
= YAa B [v, v˜]
a + ”lower adjoint tractor slots”, (4.10)
which proves the second half of the claim.
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5 Algebra of higher symmetries of /Ds
In the present section we analyze the algebra structure on the vector
space of higher symmetries of /Ds. Following Lemma 14, the first order
symmetries generate the tensor algebra of higher symmetry differential
operators and hence we have to produce sl(3,R)-invariant decompo-
sition of the composition of operators DBA. As we shall argue in the
end of this section, it is sufficient to compute it just for DBAD
D
C .
Throughout this section we assume w = −34 .
Lemma 15. The composition of two operators DBA, see (3.25), equals
to
DBAD
D
C =
= Zb
aB
AZd
cD
C
(
1
16γ
bγaγ
dγc +
1
8(γ
bγaδ
d
c + γ
dγcδ
b
a) +
1
4δ
b
aδ
d
c
)
− 12(Zb
aB
AW
D
C + Zb
aD
CW
B
A)(
1
4γ
bγa +
1
2δ
b
a) +
1
4W
B
AW
D
C
− XbBAYd
D
C(
1
4γ
dγb + δ
d
b ) +X
bB
AZd
cD
C(
1
4γ
dγc∇b +
1
2δ
d
c∇b + δ
d
b∇c)
+ Zb
aB
AX
dD
C(
1
4γ
bγa +
1
2δ
b
a)∇d −
3
2X
bB
AW
D
C∇b −
1
2W
B
AX
dD
C∇d
+ XbBAX
dD
C(∇b∇d −
1
4Pbrγ
rγd − Pbd). (5.1)
Proof. The proof is a straightforward computation based on (3.25),
(3.9) and (3.10).
The composition DBAD
D
C can be invariantly decomposed accord-
ing to the sl(3,R)-module structure on the second tensor power of
its adjoint representation. We shall first examine the skew-symmetric
part of this tensor product, which induces the Lie algebra structure
on the linear span of symmetry operators DAB . In fact, we shall show
that the skew-symmetric component in their composition contains just
the adjoint representation.
Lemma 16. The skew-symmetric component of (5.1) is given by
DBAD
D
C − D
D
CD
B
A =
= 18Zb
aB
AZd
cD
C(γ
bγcδa
d − γdγaδc
b + γcγaω
bd + γ bγdωac)
− (XbBAYd
D
C − Yd
B
AX
bD
C)(
1
4γ
dγ b + δ
d
b )
+ (XbBAZd
cD
C − Zd
cB
AX
bD
C)δb
d∇c
− (XbBAW
D
C −W
B
AX
bD
C)∇b . (5.2)
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Proof. This is a straightforward consequence of Lemma 15. We notice
that the contribution
XbBAX
dD
C
(
− 14Rbd
r
sγrγ
s − 12Pr[bγ
rγd]
)
(5.3)
is trivial due to the projective curvature tensor identity in real di-
mension 2, Rbd
r
sγ rγ
s = 2Ps[dγb]γ
s, and an elementary identity in the
symplectic Clifford algebra.
Lemma 17. The commutator in the composition of DBA and D
D
C ,
[D,D]A
B = (tr(D ∧ D))A
B = DBRD
R
A − D
R
AD
B
R, (5.4)
is related to (5.2) via
DBAD
D
C − D
D
CD
B
A =
2
3δ[A
(D[D,D]C]
B) − 23δ(C
[B [D,D]A)
D]. (5.5)
Proof. We recall the formula for the tractor volume form ǫ[ABC] :=
X [AYb
BY C]cω
bc, which satisfies the following properties:
ǫEACXaAX
c
C =
1
3X
Eωac,
ǫEACXb[AYC] = −
2
3X
AYe
EYc
CωecXb[AYC] =
1
3Ye
Eωeb. (5.6)
The contraction of
2D(B [AD
D)
C] =
1
2Y
B
bY
D
dX
a
AX
c
C
(
γ (bγd)ωac + 2δ
(b
[aγ
d)γc]
)
−X(BY D)dX
b
[AYC]
(
1
2γ
dγb + δ
d
b
)
+ 2X(BY D)dX
b
[AX
c
C]δ
d
[b∇c]
− 2X(BXD)Xb[AYC]∇b (5.7)
by ǫEAC yields (notice that the last two terms on the last display
cancel out after contraction by ǫ due to (5.6))
ǫEACD(B [AD
D)
C] =
1
3X
(EYb
BYd
D)γ (bγd) − 13Ye
(EXBYd
D)γ (dγb) = 0.
(5.8)
This result implies immediately that the only irreducible component in
the skew-symmetric part of the composition is the Lie bracket, which
completes the proof.
Lemma 18. The skew-symmetric component in the composition of
two operators DAB contains only the trace part, and can consequently
be simplified as
[D,D]BC = D
B
RD
R
C − D
R
CD
B
R = 3D
B
C . (5.9)
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Proof. We apply the trace δAD to (5.2), and use the identities (3.9),
(3.10) and (3.11):
[D,D]BC =
1
8Zb
cB
C
(
2γ bγc + 2δc
b + γcγ
b + γbγc
)
− δbdW
B
C(
1
4γ
dγb + δ
d
b) + Zd
bB
C(
1
4γ
dγb + δ
d
b)
+ XcBCδ
b
dδb
d∇c + X
bB
C∇b. (5.10)
By elementary manipulations in the symplectic Clifford algebra, the
last display equals to
3
(
Zb
cB
C(
1
4γ
bγc +
1
2δc
b)− 12W
B
C + X
bB
C∇b
)
, (5.11)
which proves by (3.25) the statement of the lemma.
Now we pass to the analysis of the symmetric part
(D⊙ D)BA
D
C = D
B
AD
D
C + D
D
CD
B
A (5.12)
of the composition DABD
C
D. The following notation turns out to be
convenient for our purposes:(
D2
)A
B = D
A
RD
R
B + D
R
BD
A
R, 〈D,D〉 = D
S
RD
R
S, D
2
o = tf
(
D2
)
.
(5.13)
Lemma 19. The composition DRBD
A
R of D
R
B is given by
DRBD
A
R =
1
8Zd
aA
B(−3γ
dγa − 10δa
d) + XaABδb
d(14γ
bγa +
1
2δa
b)∇d
− 32X
cA
B∇c +
1
4W
A
B. (5.14)
Consequently, we have
(D2)
A
B = −δ
A
B +
1
2X
bA
Bγb /Ds,
(D2o)
A
B =
1
2X
bA
Bγb /Ds. (5.15)
Proof. The first equality (5.14) is the trace component of Lemma (15).
By (5.9), we have
(D2)
A
B = D
A
RD
R
B + D
R
BD
A
R = (D
A
RD
R
B − D
R
BD
A
R) + 2D
R
BD
A
R
= 3DAB + 2D
R
BD
A
R, (5.16)
and the substitution from an elementary formula
DRBD
A
R = −
3
2D
A
B −
1
2δ
A
B +
1
4X
bA
Bγ b /Ds (5.17)
implies (5.15). We used the identity decomposition δAB = Za
aA
B +
WAB in order to separate the trace and the trace free components.
The proof is complete.
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Lemma 20. The symmetric component in the composition of two
operators DAB equals to
1
2 (D
A
BD
C
D + D
C
DD
A
B) = D
(A
(BD
C)
D) + D
[A
[BD
C]
D], (5.18)
where
D(A(BD
C)
D) = tf
(
D(A(BD
C)
D)
)
+ 25δ
(A
(B
(
D2o
)C)
D)
+ 112δ
(A
(Bδ
C)
D)〈D,D〉,
D[A[BD
C]
D] = − 2δ
[A
[B
(
D2o
)C]
D] −
1
6δ
[A
[Bδ
C]
D]〈D,D〉. (5.19)
Moreover, 〈D,D〉 = −32 .
Proof. As for the term D(A(BD
C)
D), we can write
D(A(BD
C)
D) =tf
(
D(A(BD
C)
D)
)
+ A˜δ(A(B
(
D2o
)C)
D)
+ B˜δ(A(Bδ
C)
D)〈D,D〉 (5.20)
for some A˜, B˜ ∈ C. The double trace δC
D, δA
B of the first equality
in (5.19) implies B˜ = 112 , while its first trace δC
D gives after the
substitution for B˜ the value A˜ = 25 . The second equality in (5.19) for
D[A[BD
C]
D] is proved analogously.
The last claim follows by taking the trace component of the first
equality in (5.15), or equivalently (5.17). The proof is complete.
Lemma 21. Let IAB, I¯
A
B ∈ E
A
B be parallel sections of the projective
adjoint tractor bundle. Then IABD
B
A, I¯
A
BD
B
A are first order sym-
metry operators of /Ds, and there is sl(3,R)-invariant decomposition
IABD
B
AI¯
C
DD
D
C =
(
I ⊠ I¯
)(A
(B
C)
D)D
B
AD
D
C +
6
5
(
I ⊙ I¯
)A
B
(
D2o
)B
A
+ 16 [I, I¯ ]
A
B[D,D]
B
A +
1
8〈I, I¯〉〈D,D〉. (5.21)
Proof. By (3.24) and the assumption that I, I¯ are parallel tractors,
IABD
B
A and I¯
A
BD
B
A are first order symmetry operators of /Ds.
Secondly, we have by Lemma 17 and Lemma 20
IAB I¯
C
DD
B
AD
D
C =
1
2I
A
B I¯
C
D(D
B
AD
D
C + D
D
CD
B
A)
+ 12I
A
B I¯
C
D(D
B
AD
D
C − D
D
CD
B
A)
=
(
I ⊠ I¯
)(A
(B
C)
D)D
B
AD
D
C
+ IAB I¯
C
D
(
2
5δ
(B
(A
(
D2o
)D)
C) − 2δ
[B
[A
(
D2o
)D]
C]
)
+ IAB I¯
C
D
(
1
12δ
(B
(Aδ
D)
C)〈D,D〉 −
1
6δ
[B
[Aδ
D]
C]〈D,D〉
)
+ 13I
A
B I¯
C
D
(
δ[A
(B [D,D]C]
D) − δ(A
[B[D,D]C)
D]
)
,
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and the substitution of identities (4.4) yields the claim. The proof is
complete.
Theorem 22. Let IAB , I¯
A
B ∈ E
A
B be parallel sections of the projec-
tive adjoint tractor bundle Ad corresponding to the first order symme-
try operators Sv = IABD
B
A and S
v¯ = I¯ABD
B
A of /Ds. Then their
composition equals
Sv◦S v¯ = IABD
B
AI¯
C
DD
D
C
=
(
I ⊠ I¯
)(A
(B
C)
D)D
B
AD
D
C +
1
2 [I, I¯ ]
A
BD
B
A −
3
16 〈I, I¯〉 mod /Ds,
(5.22)
hence the symmetry algebra of /Ds is isomorphic to the quotient of
the tensor algebra
∞⊕
k=0
⊗k
(
sl(3,R)
)
by a two sided ideal generated by
quadratic relations
I ⊗ I¯ − I ⊠ I¯ − 12 [I, I¯ ] +
3
16 〈I, I¯〉. (5.23)
Equivalently, the symmetry algebra of /Ds is the quotient of the uni-
versal enveloping algebra U(sl(3,R)) by a two sided ideal generated by
quadratic relations
II¯ + I¯I − 2I ⊠ I¯ + 38〈I, I¯〉, I, I¯ ∈ sl(3,R). (5.24)
Proof. The proof goes along the same lines as in e.g., [7], so we shall
give just a brief account of its exposition.
The identification of g = sl(3,R) with differential symmetries is
given by the mapping IAB 7→ I
A
BD
B
A, where I
A
B is a parallel section
of the projective adjoint tractor bundle Ad. This extends to
g⊗ . . .⊗ g 7→ (IABD
B
A) . . . (I¯
C
DD
D
C) (5.25)
with IAB⊗ . . .⊗ I¯
D
C ∈ g⊗ . . .⊗g, and hence to the full tensor algebra⊕
k⊗
kg by linearity.
The first step in the proof is to express the composition IABD
B
AI¯
C
DD
D
C
for IAB , I¯
A
B ∈ g in terms of canonical symmetries. This was already
done in Lemma 21.
To finish the proof, we have the following observations. The map-
ping (5.25) determines an associative algebra morphism
⊕
k ⊗
kg→ A
with A the algebra of symmetries, cf. the paragraph beyond (2.2),
which is surjective as a consequence of the fact that the canonical
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symmetries IAB arise in the range of (5.25) (cf., Lemma 21). We
want to find all relations, that is to identify the two-sided ideal of this
algebra morphism. As we already identified the generators of the ideal
(5.23), it remains to show that this ideal is large enough to have A as
the resulting quotient.
Since we know A as a vector space, cf. Section 4, it is suffi-
cient to consider the associated graded algebra (the symbol algebra
of A.) The corresponding graded ideal contains I ⊗ I¯ − I ⊠ I¯ for
I, I¯ ∈ g, hence contains the skew-symmetric component of the ten-
sor product g ∧ g. Therefore, we can pass to symmetric tensors ⊙g
in the tensor algebra and write I for the ideal in ⊙g defined as the
image of (5.23). Now we claim that as for the associated graded
A =
⊕
kA
k, where the Ak are defined as the g-submodules satisfying
Ak = {F (A1 (B1
...
...
Ak)
Bk) with all traces zero} ⊂ ⊙
kg.
To finish the proof, we need to show the vector space decomposition
⊙kg = Ak ⊕ Ik for Ik := I ∩ ⊙kg. This is based on the following
observation: (
g⊗Ak−1
)
∩
(
Ak−1 ⊗ g
)
= Ak, (5.26)
which is elementary to check directly for sl(3,R) (and at the same time
holds for sl(n,R) in general): the inclusion ⊇ is obvious, and to prove
the inclusion ⊆ we consider FA1B1
...
...
Ak
Bk living in the intersection
on the left hand side of the display. Then
FA1B1
...
...
Ai ...Aj ...
...
Ak
Bk = F
A1
B1
...
...
Aj ...Ai ...
...
Ak
Bk
for any 1 ≤ i < j ≤ k. A similar conclusion holds for the symmetry
in the collection of lower indices as well as for the trace-freeness.
The final step relies on the following standard fact in the represen-
tation theory of simple Lie algebras. There is a projection ⊙kg→ Ak
such that the induced projections P k : ⊙kg → g ⊗ Ak−1 and P˜ k :
⊙kg→ Ak−1 ⊗ g have their kernels in g⊗ Ik−1 and Ik−1 ⊗ g, respec-
tively. In particular, it is contained in Ik for both cases. By standard
dimensional considerations in linear algebra,
⊙kg =
(
Im(P k) ∩ Im(P˜ k)
)
⊕
(
Ker(P k) + Ker(P˜ k)
)
(5.27)
for all k ≥ 3, so the claim above follows. This completes the proof of
theorem.
It is well known (cf., [20], Section 4) that the representation of
sl(3,R) on Ker( /Ds) is an unitary irreducible representation equiva-
lent to the exceptional representation associated with the minimal
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nilpotent orbit of sl(3,R), cf. [6], [12], [21]. This result is based on
the analysis of K-types in the underlying Harish-Chandra module of
Ker( /Ds). We note that in the case of simple Lie algebras An, n ∈ N,
the Joseph ideal in U(g) is not uniquely defined and there is a one
parameter family of completely prime primitive ideals having as its
associated variety the minimal nilpotent orbit.
6 Comments and open questions
Let us conclude by observing that higher symmetries of /Ds for di-
mensions 2n > 2 are not induced from a semi-simple Lie algebra of
symmetries. In particular, it is straightforward to see that for (R2n, ω)
and the flat symplectic connection ∇, a general first order symmetry
differential operator is of the form
O = va∇a +
∞∑
j=0
γa1 . . . γa2jwja1...a2j , w
j
a1...a2j
∈ E(a1...a2j )
(with wja1...a2j = 0 for almost all j ∈ N0) and the symbol v
a fulfilling
the differential system
∇(a∇bvc) = 0 and ∇
[avb]0 = 0, (6.1)
where the subscript 0 indicates the “trace-free” part with respect to
ω.
Prolonging this system, we obtain the bundle T := Ea ⊕ E(ab) ⊕ E
with the connection
∇c
(
va
w(ab) ϕ
)
=
(
∇cva − wca − ϕωca
∇cwab | ∇cϕ
)
for (va, wab, ϕ) ∈ Ea ⊕ E(ab) ⊕ E . In particular, the solution space of
the system (6.1), i.e., the Lie algebra of first order symmetries of /Ds,
is isomorphic to the space of covariantly constant sections of T . This
ismorphism is given by the projection to the top slot in one direction
and by the differential splitting
va 7→
(
va
∇(avb) |
1
n
ωkl∇kvl
)
.
in the opposite direction. From this one can easily see that the solution
space is a Lie algebra given by the semidirect product of sp(n) ⊕ R
with its representation on R2n.
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So far we discussed higher symmetries for projectively flat mani-
folds in the real dimension 2 and indicated an analogous problem for
flat affine symplectic manifolds in higher dimensions. The curved set-
ting is far more complicated. However, we expect that at least the
case of second order symmetries is this task manageable in the sense
that one can find symmetry operators explicitly on the assumption of
certain curvature conditions.
We shall analyze these questions in more detail elsewhere.
Acknowledgments
P. Somberg and J. Sˇilhan acknowledge the financial support from the
grant GA CR P201/12/G028.
References
[1] Bailey T.N., Eastwood M.G., Gover A.R., Thomas’s structure
bundle for conformal, projective and related structures, Rocky
Mountain J. Math. 24 (1994), no. 4, 1191-1217.
[2] De Bie H., Hol´ıkova´ M., Somberg P., Basic Aspects of
Symplectic Clifford Analysis for the Symplectic Dirac Op-
erator, Adv. Appl. Clifford Algebras (2017) 27: 1103.
https://doi.org/10.1007/s00006-016-0696-4.
[3] Calderbank D.M.J., Diemer T., Differential invariants and curved
Bernstein-Gelfand-Gelfand sequences. J. Reine Angew. Math. 537
(2001), 67-103.
[4] Cˇap A. and Slova´k J., Parabolic Geometries I: Background and
General Theory, Mathematical Surveys and Monographs, vol.
154, 2009, ISBN-13: 978-0-8218-2681-2.
[5] Cahen, M., Gutt, S. and Rawnsley, J. H., Symplectic Dirac oper-
ators and Mpc -structures, General Relativity and Gravitation,
Vol. 43 (No. 12), 3593–5617, 2011.
[6] Dixmier J., Ideaux maximaux dans l’alge´bre enveloppante dune
alge´bre de Lie semisimple complexe, C. R. Acad. Sci. Paris 214,
1972, 228–230.
28
[7] Eastwood M. G., Higher symmetries of the Laplacian, Ann. of
Math. (2) 161, 2005, 1645–1665.
[8] Eastwood M. G., Ryan J., Monogenic Functions in Conformal
Geometry, SIGMA, Volume 3, 084, 14 pages, 2007.
[9] Eastwood M. G., Somberg P., Soucˇek, Special tensors in the de-
formation theory of quadratic algebras for the classical Lie alge-
bras, J. Geom. Phys. 57 (2007), no. 12, 2539-2546.
[10] Garfinkle D., A New Construction of the Joseph ideal, Ph.D.
thesis, M.I.T., 1982.
of Math. Studies n. 97, 225–244 (1981).
[11] Habermann K., The Dirac operator on symplectic
spinors, Ann. Glob. Anal. Geom. 13, 155–168, 1995,
https://doi.org/10.1007/BF01120331.
[12] Joseph A., The minimal orbit in a simple Lie algebra and its as-
sociated maximal ideal, Annales scientifiques de l’E´cole normale
supe´rieure 9, Issue 1, 1976, 1–29.
[13] Kostant B., Symplectic Spinors. Symposia Mathematica, vol.
XIV, pp. 139–152, Cambridge University Press, Cambridge, 1974.
[14] Kriegl A., Michor P., A Convenient Setting for Global Analysis,
Amer. Math. Soc, Providence, RI (1993).
[15] Krˇizˇka L., Hol´ıkova´ M. and Somberg P., Projective structure,
S˜L(3,R) and the symplectic Dirac operator, Archivum Mathe-
maticum, 52, 2016, No. 5, 313–324.
[16] Landsberg J.M., Manivel L., A universal dimension formula for
complex simple Lie algebras. Adv. Math. 201 (2006), no. 2, 379-
407.
[17] Miller W., Jr., Symmetry and Separation of Variables, Addison-
Wesley, Publ., Co., Reading, Mass., 1977.
[18] Olver P. J., Equivalence, Invariants, and Symmetry, Cambridge
University Press, ISBN: 978-0-511-60956-5, 1995.
[19] Olver P. J., Applications of Lie Groups to Differential Equations,
Graduate Texts in Mathematics, volume 107, Springer-Verlag
New York, ISBN 978-0-387-95000-6, 1993.
29
[20] Orsted B., Generalized gradients and Poisson transform,
Se´minaires et Congre`s 4, 2000, 235–249.
[21] Torasso P., Quantification ge´ome´trique, ope´rateurs
d’entrelacement et repre´sentations unitaires de SL(3,R),
Acta Math. 150, 1983, no. 3–4, 153–242.
Petr Somberg: Mathematical Institute of Charles University,
Sokolovska´ 83, Prague, Czech Republic, somberg@karlin.mff.cuni.cz
Josef Sˇilhan: Inst. of Math. and Stat. of Masaryk University,
Building 08, Kotla´rˇska´ 2, 611 37, Brno, Czech Republic, silhan@math.muni.cz
30
