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We investigate thermodynamic and dynamical stability of a family of six-dimensional braneworld
solutions with de Sitter branes. First, we investigate thermodynamic stability in terms of de Sitter
entropy. We see that the family of solutions is divided into two distinct branches: the high-entropy
branch and the low-entropy branch. By analogy with ordinary thermodynamics, the high-entropy
branch is expected to be stable and the low-entropy branch to be unstable. Next, we investigate
dynamical stability by analysing linear perturbations around the solutions. Perturbations are de-
composed into scalar, vector and tensor sectors according to the representation of the 4D de Sitter
symmetry, and each sector is analysed separately. It is found that when the Hubble expansion
rates on the branes are too large, there appears a tachyonic mode in the scalar sector and the
background solution becomes dynamically unstable. We show analytically that the onset of the
thermodynamic instability and that of the dynamical instability exactly coincide. Therefore, the
braneworld model provides a new example illustrating close relations between thermodynamic and
dynamical instability.
PACS numbers: 04.20.-q, 04.70.Dy, 04.50.+h, 11.25.Mj
I. INTRODUCTION
The braneworld scenario, in which matter fields are confined on a brane in higher dimensional spacetime, has been
one of the most exciting subjects in the research into the early universe. As the early universe is supposed to have
experienced a rather high-energy epoch, studies of the dynamics of the early universe might reveal as yet undiscovered
imprints of extra dimensions to us.
In our previous studies [1, 2, 3] we considered a 6-dimensional braneworld model with one or two 3-branes. The
shape and the size of the extra dimensions are stabilized by magnetic flux of a U(1) gauge field and the geometry
on each brane is either Minkowski or de Sitter. Since all moduli are stabilized, it is expected that the 4-dimensional
Einstein gravity should be recovered on each brane. In Ref. [1] we analyzed how the Hubble expansion rate on each
brane changes when the brane tension changes. The resulting relation between the Hubble expansion rate and the
brane tension can be considered as an effective Friedmann equation, which in turn defines an effective Newton’s
constant. It was shown that at sufficiently low Hubble expansion rates, the effective Newton’s constant resulting from
this analysis agrees with that inferred by simply integrating extra dimensions out. The stability of this model was
investigated in Ref. [2, 3], where it was shown that the background with Minkowski branes is always stable against
linear perturbations with axisymmetry in the extra dimensions.
The purpose of this paper is to study stability of backgrounds with de Sitter branes. This is not just a trivial
extension of the previous analysis but actually results in a qualitatively different picture. Indeed, the background
becomes unstable when the Hubble expansion rate becomes too large. (For other models, see for example [4, 5, 6, 7, 8].)
We shall obtain the critical expansion rate at which the background becomes unstable and interpret this behavior in
terms of de Sitter thermodynamics.
Spacetimes with horizons appear mysterious in many respects. An observer does not have causal contact with any
events beyond a horizon and, in this sense, the horizon separates the region behind it from the observer’s side. Thus,
from the observer’s viewpoint, information beyond the horizon is completely irrelevant (as far as classical evolution in
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2the observable region is concerned). This, nothing but a restatement of the definition of horizons, suggests a coarse-
grained description of a physical system in or of a spacetime with horizons. It is therefore not totally surprising that
a spacetime with horizons exhibits properties analogous to those of thermodynamics. Indeed, in the case of black
holes such properties are known as black hole thermodynamics 1.
Black hole entropy, defined as one quarter of horizon area in Planck units, is central to black hole thermodynamics.
The second law of black hole thermodynamics states that black hole entropy never decreases classically. Its semi-
classical extension, known as the generalized second law, states that the sum of black hole entropy and matter entropy
does not decrease. These second laws are direct analogues of the second law of ordinary thermodynamics and restrict
directions in which a physical system involving black holes can evolve. In ordinary thermodynamics it is due to the
second law that entropy can be used to analyze stability of a thermodynamic system. Therefore, the validity of the
second law of black hole thermodynamics suggests potential use of black hole entropy to guess stability of a system
including black holes or objects (branes, strings, rings, and so on) [10, 11, 12, 13, 14, 15, 16]. (Also, for a review see
e.g. [17] and references therein.)
The close connection between black hole event horizons and thermodynamics can be extended to event horizons in
cosmological models with a positive cosmological constant [18]. The de Sitter thermodynamics includes concepts of
de Sitter temperature and de Sitter entropy.
In this paper we shall extend the de Sitter entropy to our braneworld set-up with two extra dimensions and use it to
“predict” the stability condition for the backgrounds with de Sitter branes. Intriguingly, the simple “prediction” by
de Sitter entropy completely agrees with the result of rather involved analysis of linear perturbations. This is really
non-trivial and may be considered as an evidence showing the usefulness of de Sitter entropy and, more generally,
holographic principle [19, 20].
The rest of this paper is organized as follows. In Sec. II we briefly review our 6-dimensional braneworld model
with de Sitter branes. In Sec. III we study thermodynamic stability of the spacetime by using entropy. In Sec. IV, in
order to investigate dynamical stability we consider linear perturbation around the background solution. In Sec. V
we summarize the results and discuss them.
II. 6D BRANE MODEL WITH WARPED FLUX COMPACTIFICATION
We consider a 6D Einstein–Maxwell system described by the action
I =
1
16πG6
∫
d6x
√−g
(
R− 2Λ6 − 1
2
FMNF
MN
)
, (1)
where Λ6 is the 6D bulk cosmological constant (Λ6 > 0) and FMN = ∂MAN − ∂NAM is the field strength of the U(1)
gauge field AM introduced to stabilize the extra dimensions. (We use units with G6 = 1 where G6 is the 6D Newton’s
constant unless otherwise noted.) The braneworld solution is
ds26 = r˜
2ds24 +
dr˜2
f˜(r˜)
+ f˜(r˜)dφ˜2, AMdx
M = A˜(r˜)dφ˜, (2)
where
f˜(r˜) = k − Λ6
10
r˜2 − M˜
r˜3
− b˜
2
12r˜6
, A˜(r˜) =
b˜
3r˜3
, (3)
and ds24 is the metric of the 4-dimensional spacetime with a constant curvature k, i.e. de Sitter (k > 0), Minkowski
(k = 0), or anti-de Sitter (AdS) (k < 0) spacetime. Without loss of generality, we can normalize k to ±1 except for
the Minkowski (k = 0) case. We consider the range of parameters in which f˜(r˜) has two positive roots, and locate
two 3-branes at the positions of the two roots r˜ = r± (0 < r− < r+). We call the branes at r˜ = r± the r˜±-branes,
respectively. The tension of each brane determines a conical deficit in the extra dimensions. To be precise, the period
of the angular coordinate (φ˜ ∼ φ˜+∆φ) is given by
∆φ =
2π − 8πσ+
|f˜ ′(r+)/2|
=
2π − 8πσ−
|f˜ ′(r−)/2|
, (4)
1 For a review see e.g. [9] and references therein.
3where σ± are tensions of the branes at r˜ = r±.
This braneworld model includes two compact extra dimensions and two 3-branes at r˜ = r± with the tensions σ±.
For k = +1, the geometries on the brane at r˜ = r± are the 4D de Sitter spacetimes with the Hubble expansion rates
h± = 1/r±, respectively. For k = 0, the brane geometry is the Minkowski spacetime. In each case the energy scale
on each brane is scaled by the warp factor r˜2 depending on the position of the brane. The role of the U(1) field is to
stabilize extra dimensions with magnetic flux.
Now, for later convenience we re-scale coordinates and parameters of the geometry with the 4D Hubble parameter
h+ on the r+-brane in the following manner:
r˜ → r
h
, φ˜→ hφ, M˜ → M
h5
, b˜→ b
h4
, x˜µ → hxµ, (5)
where we have omitted the subscript “+” of h+ and the tilde denotes re-scaled quantities. After this re-scaling, we
obtain
ds26 = r
2gµνdx
µdxν +
dr2
f(r)
+ f(r)dφ2, AMdx
M = A(r)dφ, (6)
where
f(r) = h2 − Λ6
10
r2 − M
r3
− b
2
12r6
, A(r) =
b
3r3
. (7)
Here gµν is the metric of the 4D de Sitter spacetime with the Hubble parameter h. The metric function now satisfies
f(α) = f(1) = 0, where α ≡ r−/r+ is the ratio of the warp factors at the branes and, at the same time, describes how
the geometry of the 2D extra dimensions is warped. Note that in the special case α = 1 the geometry is not warped
but locally a round sphere.
Advantages of this re-scaled parameterization are as follows. First, the new parameters and coordinates remain
finite and regular in the limit where the geometries on the branes become Minkowski. Second, since the warp factor
evaluated at the r+-brane is unity (r = 1), many quantities rooted in these coordinates have physical meaning as
observables measured by observers on the r+-brane. As we will see later, a Kaluza–Klein (KK) mass measured on the
r+-brane remains finite in the α→ 0 limit, while that on the r−-brane diverges. Hence, it is useful (in particular for
the purpose of numerical calculations) to use quantities measured on the r+-brane. Of course, if we know the value
of a quantity measured on the r+ brane then we can easily obtain the corresponding value measured on the r−-brane
by multiplying the warp factor α, e.g., h− = h+/α, m
2
− = m
2
+/α
2, and so on, where m± is the KK mass observed on
the r±-brane.
We introduce another convenient parameter β. From f(α) = f(1) = 0 we obtain the relation
h2 +
b2
12α3
=
Λ6(α
4 + α3 + α2 + α+ 1)
10(α2 + α+ 1)
. (8)
Since b2 ≥ 0, the Hubble parameter h has a maximum value hmax(α) for a given α. Hence we define β by
β ≡ h
2
hmax(α)2
=
10(1 + α+ α2)
Λ6(1 + α+ α2 + α3 + α4)
h2, (9)
which is the squared Hubble parameter h2 on the r+-brane normalized by hmax(α). Alternatively, β could be defined
as h2− normalized by its maximum value, but the two definitions are actually equivalent. Thus, β describes how much
the 4D part of the metric is curved. When β = 0, the 4D spacetime becomes flat 2. In contrast, in the maximal case
(β = 1), the flux disappears: b = 0.
For a fixed bulk cosmological constant Λ6 and a fixed discrete parameter k (= 0, 1), the solution is locally parame-
terized by the two parameters b and M. However it is more convenient to use the pair of dimension-less parameters
(α, β), both of which run over the finite interval [0, 1]. This parameterization includes both k = 1 (0 < β ≤ 1) and
k = 0 (β = 0) cases, and treats the de Sitter and the Minkowski branes in the common way.
In the following sections we use the parameters (α, β) and the coordinates (r, φ, xµ) to describe the background
geometry.
2 In fact, if β < 0 then the solution represents a braneworld with AdS branes. In this paper, however, we shall not consider this case,
focusing only on the de Sitter (0 < β ≤ 1) and Minkowski (β = 0) branes.
4III. THERMODYNAMIC STABILITY
As stated in the introduction, one of the main subjects in this paper is the close connection between thermodynamic
and dynamical properties of spacetimes. In particular, we shall see exact agreement between thermodynamic and
dynamical stabilities for the 6-dimensional brane world solutions described in the previous section. In this section
we discuss thermodynamic stability by using the de Sitter entropy. We also point out the close relation between the
specific heat and the effective Friedmann equation.
A. Entropy argument
In the 4-dimensional Einstein gravity, a de Sitter space has entropy given by one quarter of the area of the hori-
zon [18]. This is an analogue of the well-known black hole entropy and has been the basis of holographic arguments
for de Sitter spaces [19, 20].
In the 6D braneworld background solution, each point in the 2D extra dimensions corresponds to a 4D de Sitter
space. Therefore, we shall define the de Sitter entropy in our context by one quarter of the area of the cosmological
horizon integrated over the extra dimensions, i.e., one quarter of the volume of the 4-dimensional surface foliated by
de Sitter horizons:
S ≡ A4
4G6
, (10)
where A4 is the 4-dimensional volume given by
A4 = 4π
h2
∫ 1
α
r2dr
∫ ∆φ
0
dφ =
4π
3h2
(1− α3)∆φ, (11)
and G6 is the 6D Newton’s constant. Note that, for the convenience of the discussion, we have temporarily restored
G6 in this paragraph. Actually, it is easy to show that this definition agrees with the definition of the 4D de Sitter
entropy that observers on each brane would adopt. The area of the de Sitter horizon and the Newton’s constant on
the r±-brane are, respectively, given by
A+ = α−2A− = 4π
h2
(12)
and
1
GN+
=
α2
GN−
=
1
G6
∫ 1
α
r2dr
∫ ∆φ
0
dφ. (13)
Thus, the 4D de Sitter entropies on the r±-branes are
S± ≡ A±
4GN±
, (14)
respectively. These do indeed agree with the above definition based on the horizon area integrated over the extra
dimensions:
S+ = S− = S. (15)
In the 4D picture, the integration over extra dimensions is taken care of by the above formula of the 4D Newton’s
constant (13). Since the three different definitions agree, we have a unique definition of de Sitter entropy in our
braneworld set-up.
To investigate the thermodynamic stability of the system, it is useful to consider the de Sitter entropy as a function
of conserved quantities. The family of solutions described in the previous section has three conserved quantities: the
total magnetic flux and the tensions of two branes. The total magnetic flux Φ is given by
Φ =
∫ 1
α
Frφdr
∫ ∆φ
0
dφ =
b
3α3
(α3 − 1)∆φ. (16)
5By Eq. (4), tensions σ± of the r±-branes are expressed as
σ± =
2π − κ±
8π
, (17)
respectively, where κ± are defined by
κ+ = −1
2
f ′(1)∆φ, κ− =
1
2
f ′(α)∆φ. (18)
Since there is one-to-one correspondence between σ± and κ±, we can consider the de Sitter entropy S as a function
of either (Φ, σ+, σ−) or (Φ, κ+, κ−).
Variables S, Φ and κ± defined above are proportional to ∆φ. Because of this trivial dependence, we can eliminate
∆φ from all thermodynamic considerations by properly normalizing the variables. In particular, in Appendix A it is
shown that the entropy normalized by κ−, Ŝ ≡ S/κ−, satisfies the differential relation
dŜ =
( π
3h4
)
dη +
(
πb
3h4
)
dΦ̂, (19)
where η ≡ κ+/κ−, and Φ̂ ≡ Φ/κ− is the normalized total flux. This means that the normalized entropy Ŝ is a function
of the two variables η and Φ̂: Ŝ(η, Φ̂). Hereafter, η and Φ̂ are to be considered as two independent thermodynamic
variables. This accords with the observation made in the previous section: the family of solutions are parameterized
by two parameters (α, β) after proper scaling of variables. The angular period ∆φ has been eliminated so that Ŝ, η
and Φ̂ do not depend on it.
Note that the normalization factor 1/κ− is just a fixed constant from the viewpoint of observers on the r+-brane
since these observers are to see the response of the 4D geometry induced on the r+-brane to the change of the tension
σ+ or equivalently, κ+. In particular, with κ− fixed, we have
dη = − 8π
κ−
dσ+. (20)
Thus, the relation (19) is relevant for observers on the r+-brane (but not for those on the r−-brane). Alternatively,
we could write down a differential relation relevant for observers on the r−-brane by normalizing the variables by
the factor 1/κ+, which is a constant from the viewpoint of observers on the r−-brane. In this sense, we have two
conceptually different pictures: one from r+-brane perspectives and the other from r−-brane perspectives. The result
of the thermodynamic stability analysis does not depend on the picture: the result from one picture completely
agrees with that from the other picture. In the following, we shall see the thermodynamic stability from the r+-brane
perspectives. Thus, unless there is a possibility of confusion, we omit the subscripts “±”.
Fig. 1 shows the graph of the normalized de Sitter entropy Ŝ as a function of the conserved quantities η and Φ̂.
As we can easily see, Ŝ(η, Φ̂) is not single-valued but actually double-valued in some part of its domain. It is also
easy to see that derivatives of Ŝ(η, Φ̂) are singular on a part of the boundary of the domain. We call this part of the
boundary of the domain the critical curve. Different points on the surface Ŝ = Ŝ(η, Φ̂) represent different background
solutions, i.e. different spacetimes. (There is no background solution outside the domain of Ŝ(η, Φ̂).) Therefore, the
critical curve divides the family of solutions into two distinct branches: one with larger Ŝ and the other with smaller
Ŝ. We call them the high-entropy branch and the low-entropy branch, respectively. By definition, these two branches
merge on the critical curve. Note that in some region of the low-entropy branch, Ŝ(η, Φ̂) is single-valued.
If the de Sitter entropy has any physical meaning like entropy in ordinary thermodynamics then the high-entropy
branch must be thermodynamically preferred in some sense and must be more stable than the low-entropy branch.
The spacetime is marginally stable on the critical curve. These observations are based only on our intuition that the
de Sitter entropy should play a role similar to that of entropy in ordinary thermodynamics. Nonetheless, surprisingly,
we shall see in the next section that these observations correctly “predict” the result of rather detailed analysis of
dynamical stability against linear perturbations.
We now derive an explicit equation describing the critical curve. For this purpose, we consider the coordinate
transformation from (α, β) defined in the previous section to (η, Φ̂) defined above. As we shall see below, the critical
curve is the set of points where this coordinate transformation becomes singular. As noticed in Sec. II, α (∈ (0, 1])is
the ratio of the warp factors of two branes and describes the shape of the two-dimensional extra space. On the other
hand β (∈ [0, 1]) represents the curvature of 4D de Sitter space normalized by the maximum value h2max(α) for a given
α. Since the background solution is uniquely specified by (α, β) up to the scaling explained in the previous section,
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FIG. 1: The normalized entropy bS as a function of η and bΦ. Different points on the surface bS = bS(η, bΦ) represent different
background solutions, and there is no background solution outside the domain of bS(η, bΦ). It is easily seen that bS(η, bΦ) is not
single-valued but actually double-valued in some part of its domain. Thus, the family of background solutions has two branches,
divided by a critical curve on which some derivatives of bS(η, bΦ) are singular. The high-entropy branch is thermodynamically
preferred to the low-entropy branch.
any (properly normalized) quantities can be rewritten as functions of (α, β). In particular, we have two single-valued
functions η(α, β) and Φ̂(α, β) as a map (α, β)→ (η, Φ̂). The entropy Ŝ is also a single-valued function of (α, β) and,
thus, the critical curve is determined by vanishing Jacobian determinant of this map:∣∣∣∣∣∂(η, Φ̂)∂(α, β)
∣∣∣∣∣ = 0. (21)
This condition can be solved with respect to β to give the following expression for the critical value of β:
βcri(α) =
1
12(1 + α+ α2)2(1 + α+ α2 + α3 + α4)
[
11 + 33α+ 66α2 + 85α3 + 90α4 + 85α5 + 66α6 + 33α7 + 11α8
− (1 + α)(1 + 2α+ 4α2 + 2α3 + α4)
√
1 + 34α3 + α6
]
.
(22)
This is the analytic expression for the critical curve. As we see later, βcri(1) = 2/3 (or, h
2
cri = Λ6/9 and b
2
cri = 6h
2
cri)
is nothing but the critical value for stabilizing the extra dimensions like in Freund–Rubin compactification [7].
B. Effective Newton’s constant
We have seen that the (normalized) de Sitter entropy is not a single-valued function but actually a double-valued
function of the conserved quantities (η, Φ̂) in some region of the domain. This observation has led us to a rather
natural stability criterion that the high-entropy branch should be stable and that the low-entropy branch should be
unstable. This is a global statement: we would not be able to say one of the two branches should be stable or unstable
without knowing the existence of the other branch.
In this subsection, we look at the stability from a different viewpoint, considering the effective Friedmann equation
investigated in Ref. [1]. In particular, we shall see that the thermodynamic stability is equivalent to the positivity of
an effective Newton’s constant. Note that, while the thermodynamic stability is a global statement, the positivity of
the effective Newton’s constant is a local statement.
In our previous work [1] we showed that the 4D Friedmann equation is recovered on the brane at sufficiently low
energy as the response of the 4D Hubble expansion rate to the change of the brane tension. To be more precise, for
small Hubble expansion rates h, h2 is expanded as
h2 =
8πGN
3
∣∣∣∣
σ=σ0
(σ − σ0) +O((σ − σ0)2), (23)
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FIG. 2: The Hubble expansion rate squared, h2, as a function of η and bΦ. For small h2, (∂h2/∂η)bΦ is negative. However, as
h2 increases, the slope turns over and (∂h2/∂η)bΦ becomes positive. (This figure is identical to Fig. 3 of Ref. [1].)
where σ is the brane tension and the 4D Newton’s constant GN is obtained by simply integrating extra dimensions
out as (13). The constant σ0 is the value of σ for the Minkowski brane (h = 0) and depends on Φ and σ−, which are
actually constants from the viewpoint of observers on the r+-brane. Note that the 4D Newton’s constant GN defined
as (13) is always positive.
The terms of order O((σ − σ0)2) and higher are small compared with the linear term if the Hubble expansion rate
is sufficiently lower than the energy scale set by the bulk cosmological constant. However, for larger h2, the higher
order corrections become relevant and h2 is no longer approximately linear. Moreover, as we can see from Fig. 2, h2
is not necessarily an increasing function of the brane tension. Indeed, if h2 is larger than a critical value then it is a
decreasing function of the brane tension. To make this peculiar behavior more quantitative, let us define the effective
Newton’s constant Geff on the r+-brane by
Geff =
3
8π
(
∂h2
∂σ+
)
Φ,σ−
, (24)
and characterize the critical value by 1/Geff = 0. For h smaller (or larger) than the critical value, Geff is positive (or
negative, respectively).
Note that, since this effective Newton’s constant runs as the Hubble expansion rate h changes, the exact agreement
with GN is met only in the h
2 → +0 limit. The agreement in this limit itself is a rather non-trivial consequence
of the dynamics of bulk spacetime as explicitly shown in [1], but physical interpretation is simple. While GN was
determined via the coefficient of the contribution of the graviton zero mode to the higher dimensional action, Geff here
incorporates contributions of all Kaluza–Klein modes as well as the zero mode. Since Kaluza–Klein contributions are
irrelevant at low energies, these two definitions should agree. On the other hand, at high energies the Kaluza–Klein
modes become relevant and make Geff deviate from GN.
In order to examine the curve 1/Geff = 0, the following observation is useful:
Geff = − 3
κ−
(
∂h2
∂η
)
bΦ
= − 6h
κ−
∣∣∣∣∣∂(h, Φ̂)∂(α, β)
∣∣∣∣∣
/∣∣∣∣∣∂(η, Φ̂)∂(α, β)
∣∣∣∣∣ . (25)
Since h and Φ̂ are single-valued smooth functions of (α, β), the Jacobian |∂(h, Φ̂)/∂(α, β)| does not diverge. Hence, Geff
diverges if and only if the denominator |∂(η, Φ̂)/∂(α, β)| vanishes. This condition is nothing but Eq. (21) characterizing
8the critical curve, which divides the parameter space of background solutions into the high-entropy branch and the
low-entropy branch. Therefore,
Critical curve ⇔ 1/Geff = 0,
High-entropy branch ⇔ 1/Geff > 0,
Low-entropy branch ⇔ 1/Geff < 0. (26)
Additionally, it is worth mentioning that the effective Newtion’s constant has a connection with thermodynamic
quantities on the brane. In the 4D case we can define a temperature of the de Sitter space by the Hubble parameter
H as T = H/2π. Then, in a straightforward manner, the specific heat is given by
T
(
∂S
∂T
)
= − 2π
GNH2
. (27)
Now, concerning the 4D de Sitter brane, we consider a specific heat regarding T = h/2π as its temperature. From
Eq. (19) we obtain
T
(
∂S
∂T
)
bΦ,σ−
= κ−h
(
∂Ŝ
∂h
)
bΦ
=
πκ−
3h3
(
∂η
∂h
)
bΦ
= − 2π
Geffh2
. (28)
This expression is the same as that of the 4D de Sitter space except for its gravitational “constant.” For the 4D de
Sitter brane the sign of the specific heat will change on the critical curve also. Hence, from the viewpoint of the 4D
effective theory, we conclude that the effective Newton’s constant on the brane determines thermodynamic properties
of the braneworld.
IV. DYNAMICAL STABILITY
In the previous section we have discussed the thermodynamic stability of the 6D braneworld model as a property
of the background solution. Now let us investigate the dynamical stability of this spacetime. For this purpose, we
consider linear perturbations around the background solution. Perturbations are decomposed into scalar-, vector- and
tensor-sectors according to the representation of the 4D de Sitter symmetry. If the mass squared of the Kaluza–Klein
modes m2 is negative, then the corresponding mode is tachyonic and unstable.
Since the background spacetime forms a two-parameter family of solutions, the system of the perturbation equations
depends on two parameters (α,β). We investigate the lowest mass squared m2(α, β) in each sector as a function of
the two parameters in the square domain 0 ≤ α ≤ 1, 0 ≤ β ≤ 1. Our strategy for attacking the problem is as
follows. First, we analytically solve the perturbation equations in the α = 1 case for arbitrary β ∈ [0, 1], and obtain
m2(α = 1, β) on the side α = 1 of the square domain. Next, by successively applying the relaxation method, we
numerically calculate m2(α, β) as α changes from 1 to 0 for every β. In each step of the second procedure, the result
of the previous step with a slightly larger value of α is used as an initial guess for the relaxation method.
A. Scalar perturbation
As shown in Appendix C, the scalar perturbation with an appropriate gauge choice is given by
gMNdx
MdxN = r2(1 + Φ2Y )gµνdx
µdxν + [1 + (Φ1 +Φ2)Y ]
dr2
f
+ [1− (Φ1 + 3Φ2)Y ]fdφ2,
AMdx
M = (A+ aφY )dφ,
(29)
where Y is the scalar harmonics on the 4D de Sitter space satisfying
∇2Y −m2Y = 0. (30)
Here, ∇µ is the covariant derivative associated with the 4-dimensional de Sitter spacetime with the Hubble h. The
Einstein equation and the Maxwell equation are reduced to the following two perturbation equations for Φ1 and Φ2:
Φ′′1 + 2
(
f ′
f
+
5
r
)
Φ′1 −
4Λ6
f
(Φ1 +Φ2) +
m2 + 18h2
r2f
Φ1 = 0,
Φ′′2 +
4
r
Φ′2 +
m2
2r2f
(Φ1 + 2Φ2) = 0,
(31)
9where the prime denotes the derivative with respect to r, and m2 is the eigenvalue of the harmonics.
The boundary conditions at r = α, 1 are obtained by setting the coefficients of 1/f in (31) to zero at the brane
positions, as in [2]. Hence we have
2f ′Φ′1 − 4Λ6(Φ1 +Φ2) +
m2 + 18h2
r2
Φ1
∣∣∣∣
r=α,1
= (Φ1 + 2Φ2)|r=α,1 = 0. (32)
An alternative and more rigorous derivation of the boundary conditions is to use the formalism developed in [3]. The
result is
fΦ1|r=α,1 = [2f ′Φ2 + (fΦ1)′]r=α,1 = 0. (33)
These two sets of boundary conditions lead to the same Taylor expansion of Φ1 and Φ2 in the neighborhood of the
boundaries and, thus, are equivalent.
In the original coordinate system (r, φ) the geometry in the α = 1 limit appears to be singular because two positive
roots of f(r) corresponding to the brane positions coincide. Actually, the proper distance between the r±-branes
remains finite and it turns out that the apparent singularity due to coordinate artifacts is removed by appropriate
coordinate transformations. Indeed, in the coordinate system (w,ϕ) defined by
w =
2r − (1 + α)
1− α , ϕ = (1− α)φ, (34)
the geometry is obviously regular in the α = 1 limit. Note that the coordinate w ranges over the interval [−1, 1].
Since the branes are always located at w = ±1 for any α (even for α = 1), the new coordinate w is more useful for
numerical calculation than the original one r. Therefore we rewrite the perturbation equation in terms of w as
∂2wΦ1 + 2
{
∂wf¯
f¯
+
5(1− α)
[(1− α)w + (1 + α)]
}
∂wΦ1 − 1
f¯
(Φ1 +Φ2) +
2µ2 + 18h2/Λ6
[(1− α)w + (1 + α)]2f¯ Φ1 = 0,
∂2wΦ2 +
4(1− α)
[(1 − α)w + (1 + α)]∂wΦ2 +
µ2
[(1− α)w + (1 + α)]2f¯ (Φ1 + 2Φ2) = 0,
(35)
where
f¯(w) ≡ f(r)
Λ6(1− α)2
=
1
40(1− α)2
{
−[(1− α)w + (1 + α)]2 + 4(1 + α+ α
2 + α3 + α4)β
1 + α+ α2
+
32(1 + α)[1 + α2(1 + α2 + α4)(1 − β)− (1 + α3)β]
[(1− α)w + (1 + α)]3(1 + α+ α2) −
256α3(1 + α+ α2 + α3 + α4)(1 − β)
[(1− α)w + (1 + α)]6(1 + α+ α2)
} (36)
and
µ2 =
m2
2Λ6
. (37)
The boundary condition is written as
2∂wf¯∂wΦ1 − (Φ1 +Φ2) + 2µ
2 + 18h2/Λ6
[(1 − α)w + (1 + α)]2Φ1
∣∣∣∣
w=±1
= 0,
(Φ1 + 2Φ2)|w=±1 = 0.
(38)
1. Analytic solution for α = 1
Now we show the analytic solution for α = 1. In this case the geometry of the extra dimensions becomes locally
a round 2-sphere as in Ref. [21] and the warp factor is a constant. Hence, the background spacetime for α = 1
corresponds to the football-shaped extra dimensions [22, 23].
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In the α = 1 limit, the perturbation equations (35) are reduced to
(1− w2)∂2wΦ1 − 4w∂wΦ1 −
(
2− 4µ
2
4− 3β
)
Φ1 − 8
4− 3βΦ2 = 0,
(1− w2)∂2wΦ2 +
2µ2
4− 3β (Φ1 + 2Φ2) = 0.
(39)
and the boundary conditions are given by
−2w(4− 3β)Φ′1 − 4Φ2 + (−4 + 3β + 2µ2)Φ1
∣∣
w=±1
= 0, Φ1 + 2Φ2|w=±1 = 0. (40)
The solution satisfying these boundary conditions is
Φ
(±)
1 = −2Pn(w) +
4− 3β
2µ2(±)
[n(n+ 1)Pn(w) − 2wP ′n(w)], Φ(±)2 = Pn(w), (41)
up to an overall constant, where n = 0, 1, 2, · · · , and Pn is the Legendre function of the first kind. We obtain the mass
spectrum of the scalar perturbation as
µ2 = µ2(±) ≡
2− 3β + n(1 + n)(4 − 3β)±
√
(2− 3β)2 + 12n(1 + n)(1 − β)(4 − 3β)
4
. (42)
The mass of the lowest mode is given by
µ2(+)(n = 0) = 1−
3
2
β. (43)
Thus, for β ≥ 2/3, the lowest µ2 becomes negative and the background spacetime is destabilized[5, 6, 7].
2. The lowest mass of the KK mode
Now we numerically solve the perturbation equations and obtain the lowest KK mass of the scalar mode for general
α. Using the analytic solution for α = 1 as a first initial guess, we solve the problem for a slightly smaller value
of α by the relaxation method. Then, as we change α to smaller values towards 0 step by step, we in turn use the
numerical solution of the previous step as an initial guess for the relaxation method and obtain the mass squared for
each α and β.
Fig. 3 shows m2 for the lowest mode of the scalar perturbation. For β = 0, which means the 4D spacetime is the
Minkowski, we have reproduced the result of our previous study [2] that there is no unstable (i.e. neither massless nor
tachyonic) mode. We find that as β becomes larger, namely as the Hubble parameter on the brane becomes larger,
m2 decreases and eventually becomes negative. Therefore we conclude that when the Hubble on the brane is too large
the extra dimensions are destabilized and such configurations are unstable for general α. In addition, in the case of
vanishing flux (β = 1) the configurations are always unstable.
3. The threshold massless mode
Supported by the result shown in Fig. 3, the assumption that m2 is a continuous function of α and β is made.
Hence, it must vanish on the boundary between the stable and unstable regions. In other words, there should appear
a massless mode as one moves from the stable/unstable region to the unstable/stable region.
We can actually obtain this threshold massless mode analytically. The general solution of (31) with m2 = 0 is given
by
Φ1 =
1
f
( c1
r3
+
c2
r6
+ c3r
2 +
c4
r
)
, Φ2 =
5
2Λ6
(
4c3 +
c4
r3
)
, (44)
where ci(i = 1, 2, 3, 4) are arbitrary constants. By imposing the boundary conditions (33), we will be able to obtain
the boundary between the stable and the unstable region on the (α, β) plane, where the massless modes appear. The
boundary conditions lead to α
2 α−1 α7 α4
1 1 1 1
6Λ6α
6 12Λ6α
3 −20b2α3 + 4Λ6α11 − 120Mα6 −5b2 + 4Λ6α8 − 30Mα3
6Λ6 12Λ6 −20b2 + 4Λ6 − 120M −5b2 + 4Λ6 − 30M

c1c2c3
c4
 =
000
0
 , (45)
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FIG. 3: m2 for the lowest mode of the scalar perturbation. When β = 0 the 4D spacetime is the Minkowski. As β becomes
larger (i.e. the 4D Hubble becomes larger), m2 decreases and eventually becomes negative beyond some value of β. The line
represents the boundary between the stable and the unstable region, where the massless modes appear.
whereM and b are functions of (α, β) determined by f(α) = f(1) = 0. In order for this equation to allow a non-trivial
solution for (c1, c2, c3, c4), the determinant of the matrix must vanish. From this condition, we obtain the relation
between (α, β) as
β = βcri(α) ≡ 1
12(1 + α+ α2)2(1 + α+ α2 + α3 + α4)
[
11 + 33α+ 66α2 + 85α3 + 90α4 + 85α5 + 66α6 + 33α7 + 11α8
− (1 + α)(1 + 2α+ 4α2 + 2α3 + α4)
√
1 + 34α3 + α6
]
.
(46)
This relation is exactly identical with (22), which defines the critical curve on which the high-entropy branch and the
low-entropy branch merge. The threshold massless mode divides the whole square (α, β)-domain into positive and
negative m2 regions, while the critical curve in Sec. III divides the whole square (α, β)-domain into high- and low-
entropy regions. Therefore, the high-entropy and the low-entropy branches in Fig. 1 exactly agree with the positive
and negative m2 regions in Fig. 3, respectively. This fact implies that in this spacetime thermodynamically preferred
configurations are dynamically stable, while thermodynamically non-preferred ones have tachyonic modes and become
dynamically unstable. The onset of dynamical instability coincides with the onset of thermodynamic instability. This
is similar to the Gubser–Mitra conjecture for extended black objects [13, 14].
B. Vector perturbation
As shown in Appendix C, the vector perturbation with an appropriate gauge choice is given by
gMNdx
MdxN = r2gµνdx
µdxν + 2h(T)φV(T)µdx
µdφ+
dr2
f
+ fdφ2,
AMdx
M = a(T)V(T)µdx
µ +Adφ,
(47)
where V(T)µ is the vector harmonics on the 4D de Sitter space, which satisfies the transverse condition, ∇µV(T)µ = 0.
The Einstein equation and the Maxwell equation are reduced to two perturbation equations with respect to h(T)φ and
12
a(T),
1
r4
[
r6
(
h(T)φ
r2
)′]′
− 2b
r4
a′(T) +
m2 + 6h2
r2f
h(T)φ = 0,
(r2fa′(T))
′ + b
(
h(T)φ
r2
)′
+m2a(T) = 0,
(48)
where m2 is the eigenvalue of vector harmonics on the de Sitter space with the Hubble constant h:
∇2V(T)µ − (m2 + 3h2)V(T)µ = 0, ∇µV(T)µ = 0. (49)
It is again convenient to use the coordinates (w,ϕ) defined in Eq. (34) which do not have any singular behaver in
the limit α→ 1. The perturbation equations and the boundary conditions requiring regularity at the brane positions
are written in the coordinates (w,ϕ) as
1
r4
∂w
[
r6∂w
(
Ψ2
r2
)]
− 1
r4
∂wΨ1 +
µ2 + 3h2/Λ6
2r2f¯
Ψ2 = 0,
∂w(r
2f¯∂wΨ1) +
b2
2
∂w
(
Ψ2
r2
)
+
µ2
2
Ψ1 = 0,
(50)
and
(µ2 + 3h2/Λ6)Ψ2|w=±1 = 0,
r2∂wf¯∂wΨ1 +
b2
2
∂w
(
Ψ2
r2
)
+
µ2
2
Ψ1
∣∣∣∣
w=±1
= 0,
(51)
where
Ψ1 ≡ ba(T), Ψ2 ≡
h(T)φ
1− α. (52)
Note that the factor (1 − α)−1 in the definition of Ψ2 reflects the fact that the relation between the original angular
coordinate φ and the new coordinate ϕ includes the factor (1 − α): h(T)φdφ = Ψ2dϕ. On the other hand, the factor
b in the definition of Ψ1 is not essential but is just to absorb the factor b in the perturbation equations.
1. Analytic solution for α = 1
For α = 1 the perturbation equations become
∂w[(1− w2)∂wΨ1] + 8(1− β)
4− 3β ∂wΨ2 +
4µ2
4− 3βΨ1 = 0,
(1− w2)[∂2wΨ2 − ∂wΨ1] +
4µ2 + 2β
4− 3β Ψ2 = 0,
(53)
where µ2 = m2/2Λ6. The solution satisfying the boundary conditions is given by
Ψ
(±)
1 (w) =
(
β ±
√
β2 + 8n(1 + n)(1 − β)(4 − 3β)
)
Pn(w),
Ψ
(±)
2 (w) =
(4 − 3β)(1− w2)P ′n(w)
β ±
√
β2 + 8n(1 + n)(1− β)(4 − 3β) ,
(54)
up to an overall constant, and the mass spectrum of the vector perturbation µ2 is
µ2 = µ2(±) ≡
n(1 + n)(4 − 3β)− β ±
√
β2 + 8n(1 + n)(1− β)(4 − 3β)
4
, (55)
where n = 0, 1, 2, · · · for µ2(+) and n = 1, 2, · · · for µ2(−). There are two lowest mass modes for µ2(+)(n = 0) and
µ2(−)(n = 1), and both are massless. In other words the vector perturbations have two zero modes:
Ψ1 = ba(T) = c1 + 8c2(1− β)2w, Ψ2 = h(T)ϕ = c2
4− 3β
8
(1 − w2), (56)
where c1 and c2 are arbitrary constants. As shown below for general α, these two zero modes represent physical
degrees of freedom of the Maxwell field and the gravi-photon.
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FIG. 4: m2 for the first two KK modes of the vector perturbation. When α = 1, the values correspond to µ2(+) for n = 1 (left)
and µ2(−) for n = 2 (right). These are non-negative for the entire region of (α, β).
2. Zero modes for general α
For general α we find two zero modes corresponding to the above ones as
a(T) = c1 + c2A, h(T)φ = c2f, (57)
where c1 and c2 are arbitrary constants. It is obvious that the degree of freedom represented by c1 originates from
the original 6D Maxwell field and, thus, is associated with the 4D part of the U(1) gauge symmetry. On the other
hand, as seen below, the other degree of freedom represented by c2 is associated with coordinate transformation of
the angular coordinate φ and, thus, can be regarded as a gravi-photon.
We now see this explicitly. Let us consider an infinitesimal U(1) gauge transformation represented by a parameter
χ(x) and an infinitesimal coordinate transformation φ → φ + ξ(x), where χ(x) and ξ(x) depend only on the 4D
coordinates. Under these, the µ-components of the perturbation of the U(1) gauge potential and the (µφ)-components
of the metric perturbation transform as
δAµ → δAµ + ∂µχ+A∂µξ, hµφ → hµφ + f∂µξ, (58)
and all other components are unchanged. Thus, if we define two 4-vectors a
(1)
µ and a
(2)
µ as
δAµ = a
(1)
µ +Aa
(2)
µ , hµφ = fa
(2)
µ , (59)
then the above transformation law is rewritten as two separate U(1) gauge transformations:
a(1)µ → a(1)µ + ∂µχ, a(2)µ → a(2)µ + ∂µξ. (60)
Clearly, c1 and c2 above are coefficients of the transverse components of a
(1)
µ and a
(2)
µ , respectively.
Thus, any instability will not occur for these two modes.
3. Stability and the 1st KK mode for general α
Having seen that the two zero modes of the vector perturbation remain massless for any α, we will now examine
the 1st KK modes for general α numerically. Fig. 4 shows m2 for the first two KK modes of the vector perturbation.
We find that m2 is non-negative for the entire region of (α, β). Therefore, there are no unstable modes in the vector
sector.
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C. Tensor perturbation
The tensor perturbation is given by
gMNdx
MdxN = r2(gµν + h(T)T(T)µν)dx
µdxν +
dr2
f
+ fdφ2,
AMdx
M = Adφ,
(61)
where T(T)µν is the tensor harmonics on the 4D de Sitter space, which satisfies the transverse and traceless conditions,
∇µT(T)µν = T(T)µµ = 0, and
∇2T(T)µν − (m2 + 2h2)T(T)µν = 0. (62)
The perturbed Einstein equation becomes
1
r2
(r4fh′(T))
′ +m2h(T) = 0, (63)
and there is no relevant equation coming from the Maxwell equation. With the coordinate w, this is written as
1
[(1− α)w + (1 + α)]2 ∂w
{
[(1− α)w + (1 + α)]4f¯∂wh(T)
}
+ 2µ2h(T) = 0. (64)
1. Analytic solution for α = 1
For α = 1 the perturbation equation becomes
∂w[(1 − w2)∂wh(T)] +
4µ2
4− 3βh(T) = 0. (65)
The regular solution is given by
h(T) = Pn(w), (66)
where Pn is the Legendre function of the first kind. The KK mass squared µ
2 is
µ2 =
4− 3β
4
n(n+ 1), (67)
where n = 0, 1, 2, · · · . It is obvious that the lowest-mass mode is n = 0 and it is massless, representing the 4D graviton.
2. General α
For the tensor perturbation it is clear that the zero mode is h(T) = const., i.e., a homogeneous mode. Fig. 5 shows
m2 for the first KK mode of the tensor perturbation. We find that m2 for the KK modes is non-negative3 for the
entire region of (α, β). Therefore, there is no unstable mode in the tensor sector. (See e.g. [27].)
V. SUMMARY AND DISCUSSION
In this paper we have studied stability of the 6D braneworld solution with 4D de Sitter branes from two different
perspectives.
3 It is known that for tensor modes on the de Sitter background the region m2 < 2h2 is forbidden by unitarity [24, 25]. Also, the masses
in the region 2h2 < m2 < 9
4
h2 are called complementary series [26]. Now, the masses for the KK modes satisfy m2 ≥ 9
4
h2.
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FIG. 5: m2 for the first KK mode of the tensor perturbation. The lower plane describes the particular mass, m2 = 9h2/4, for
the tensor mode on the de Sitter space.
One is thermodynamic stability of the braneworld solution. We have defined the de Sitter entropy in the six-
dimensional braneworld by one quarter of the area of the cosmological horizon integrated over the extra dimensions.
We have seen that this definition agrees with the 4-dimensional de Sitter entropy defined on each brane. As shown in
Fig. 1, the de Sitter entropy as a function of the conserved quantities η and Φ̂ is not single-valued but double-valued.
Therefore, the de Sitter entropy divides the family of solutions into two branches, one with higher entropy (the high-
entropy branch) and the other with lower entropy (the low-entropy branch), and defines the boundary between them
(the critical curve).
The other is dynamical stability of the background solutions against linear perturbations. Perturbations are de-
composed into the scalar-, vector- and tensor-sectors, according to the 4-dimensional de Sitter symmetry, and we have
calculated the lowest mass squared in each sector. We have found that when the Hubble expansion rate on the brane
is larger than a critical value, there is a tachyonic mode in the scalar sector and thus the background is unstable.
At the critical value, there appears a threshold massless mode in the scalar sector. On the other hand, there is no
unstable mode in the vector- and tensor-sectors.
We have found that the critical value at which the threshold massless mode appears is exactly on the critical curve
dividing the family of solutions into the high-entropy branch and the low-entropy branch. Therefore, we have shown
that the low-entropy branch is dynamically unstable while the high-entropy branch is dynamically stable. Moreover,
we have also seen that the 4-dimensional effective Newton’s constant is positive in the high-entropy branch and
negative in the low-entropy branch. In summary, we have shown the equivalence of the following three conditions:
• Thermodynamic stability.
• Dynamical stability.
• Positivity of the effective Newton’s constant.
The close connection between thermodynamic stability and dynamical stability has already been pointed out in
the literature [10, 11, 13]. The result of the present paper, thus, adds yet another example to the list of systems
exhibiting the close connection between thermodynamic and dynamical properties. In the previous examples in the
literature, however, one has to rely on numerical analysis to show the equivalence and the boundary between stable
and unstable regions is not obtained rigorously. On the other hand, our system was simple enough to obtain the
boundary analytically. In this sense, we may say that the analysis in the present paper is the first example in which
the equivalence between thermodynamic stability and dynamical stability was proved. Moreover, we have shown that
for our gravitational system the thermodynamic and dynamical properties of the spacetime is closely related to the
sign of the effective Newton’s constant.
Non-linear evolution of the unstable solutions is one of the important subjects for the near future. While we
have shown that the low-entropy branch is unstable, our analysis is limited by the linearized approximation and we
do not know to what final state the spacetime will evolve from the low-entropy branch. A naive guess is that the
system should evolve to the corresponding solution in the high-entropy branch with the same values of the conserved
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quantities, but there remains the possibility that the system might evolve towards a big crunch singularity or evolve to
another unknown configuration [8]. Indeed, as seen from Fig. 1, for a solution in the low-entropy branch with a very
large Hubble parameter close to the maximum value, there is no corresponding solution in the high-entropy branch.
However, one can show that there is a solution with AdS branes for the same conserved quantities η and Φ̂. This
indicates that the FRW cosmology on the brane in this regime should evolve towards a big crunch singularity unless
there is another unknown stable solution without 4D maximal symmetry. It is worthwhile seeking such solutions
without 4D maximal symmetry and also analyzing properties of solutions with AdS branes [28]. The whole phase
structure including the high- and low-entropy branches, the AdS branch and possibly other new branches is unexplored.
Inclusion of general matter on the brane is also an interesting subject as a future work. In the present set-up,
the 4D spacetime on the branes has the maximal symmetry and the stress energy tensor on the brane is restricted
to the form of vacuum energy, or brane tension. It is certainly interesting to investigate dynamical stability and
thermodynamic properties of the braneworld with more general Friedmann universe and matter contents on the
brane. For this purpose, we need some extensions of the model to include arbitrary matter on the codimension-2
brane [29, 30, 31, 32]. It is also interesting to consider supergravity extensions.
We expect that the close connection between thermodynamic stability and dynamical stability could be extended
to models with branes of higher codimensions, i.e. models with more extra dimensions. We hope to investigate this
subject in the future. Here, as the first step, let us briefly discuss extensions to models with more extra dimensions
but without branes. We consider general Freund–Rubin flux compactifications with dSp×Sq. The (p+q)-dimensional
action is
I =
1
16π
∫
dp+qx
√−g
(
R− 2Λ− 1
q!
F 2q
)
, (68)
where Fq is the q-form field for stabilizing the q-sphere. The metric and the q-form flux are given by
ds2 = −dt2 + e2htd~x2p−1 + ρ2dΩ2q , (69)
and
Fq = bǫµ1···µq , (70)
where ǫµ1···µq is the volume element of the q-sphere. The Einstein and Maxwell equations reduce to two algebraic
equations:
(q − 1)ρ−2 − (p− 1)h2 = b2,
(q − 1)2ρ−2 + (p− 1)2h2 = 2Λ. (71)
The entropy S is given by
S =
Ωp−2
4hp−2
Ωqρ
q = −Ωp−2Φ
4hp−2b
, (72)
where Φ is the total flux defined as Φ ≡ −bρqΩq and Ωp−2,q are respectively the volume of the unit (p− 2)-sphere and
q-sphere. From (71) we can express S as a function of one parameter. In this case we can also see that the entropy
S(Φ) as a function of Φ is not single-valued and splits into a high-entropy branch and a low-entropy branch. The
critical point dividing into two branches becomes
h2cri =
2Λ(p− 2)
(p− 1)2(p+ q − 2) , b
2
cri =
(p− 1)(p+ q − 2)
(p− 2)(q − 1) h
2
cri, (73)
which is determined by dS/dh = 0. These values are nothing but the threshold at which a tachyonic mode appears
in the scalar sector [7]. Therefore, we have shown the equivalence of thermodynamic stability and dynamical stability
in the general Freund–Rubin flux compactifications with dSp× Sq. It is worthwhile investigating a similar relation in
models with branes of codimensions higher than two.
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APPENDIX A: THERMODYNAMIC RELATIONS
In this appendix, we show the thermodynamic relations in the 6D braneworld solution with the 4D de Sitter space.
The brane positions are determined by the two positive roots of f(r) = 0, where
f(r) = h2 − Λ6
10
r2 − M
r3
− b
2
12r6
. (A1)
Eliminating M from the conditions f(1) = 0 and f(α) = 0, we obtain
h2(1− α3)− Λ6
10
(1 − α5)− b
2
12α3
(α3 − 1) = 0, (A2)
and this yields
κ+ + κ−α
4 = −1
2
f ′(1) +
1
2
f ′(α)α4 =
Λ6
10
(1 − α5)− b
2
4α3
(α3 − 1)
= h2(1 − α3)− b
2
3α3
(α3 − 1)
=
3h4
4π
A− bΦ.
(A3)
This is the relation between the total area of the horizon A, the total magnetic flux of U(1) field Φ, and the proper
periods at the brane positions κ± which are respectively defined as
A = ∆φ
∫ 1
α
r2dr
4π
h2
=
4π
3h2
(1− α3)∆φ,
Φ =
∫
Frφdr ∧ dφ = b
3α3
(α3 − 1)∆φ,
(A4)
and
κ+ = −1
2
f ′(1)∆φ, κ− =
1
2
f ′(α)∆φ. (A5)
Here ∆φ is a given period of the angular coordinate φ of extra dimensions. Recalling Eq. (4), we find κ± = 2π−8πσ±
where σ± are tensions of the r±-brane. We note that Eq. (A3) is similar to the thermodynamic relation for the 6D
RNdS black hole.
Furthermore we can obtain the differential relation for the above quantities which is similar to the first law of black
hole mechanics. The parameters of this spacetime are determined by two equations, f(1) = 0 and f(α) = 0; then the
variation of parameters in the two equations becomes
f ′(α)dα + 2hdh− dM
α3
− b
6α6
db = 0,
2hdh− dM− b
6
db = 0.
(A6)
Eliminating dM, we have
κ−dα
4 −Ad
(
3h4
4π
)
+Φdb = 0. (A7)
Although the period of the angular coordinate, ∆φ, is necessary for determining the global geometry of the space-
time, locally it is irrelevant. In other words, A, Φ and κ± in Eq. (A3) are “extensive” quantities with respect to the
normalization of ∆φ. Therefore we express the above relations in terms of following “intensive” quantities, η ≡ κ+/κ−,
Â ≡ A/κ−, and Φ̂ ≡ Φ/κ−. Using these quantities normalized by κ− it is convenient to discuss the case with the
tension of the r−-brane fixed. From Eqs. (A3) and (A7), we have
η + α4 =
3h4
4π
Â − bΦ̂, (A8)
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and
dα4 − Âd
(
3h4
4π
)
+ Φ̂db = 0. (A9)
Combining these two equations we obtain another expression,
dη =
3h4
4π
dÂ − bdΦ̂. (A10)
When the tension of the r−-brane is fixed, the variation of η is directly related to the variation of the tension of the
r+-brane, i.e., dη = −dσ+. In this sense the above expression is important.
APPENDIX B: EUCLIDEAN ACTION
In this appendix, we revisit the derivation of the thermodynamic relations from the Euclidean action. (See, for
example, [10].) We take an ansatz for the Euclidean 6D metric with topology S2 × S4,
ds2 = X(r)2dφ2 + Y (r)2dr2 + r2[(1 − h2ρ2)dτ2 + (1− h2ρ2)−1dρ2 + ρ2dΩ2], (B1)
and for the U(1) field,
AMdx
M = A(r)dφ. (B2)
The 4-dimensional part of the metric is a 4-sphere with the radius h, which is the Euclidean continuation of the 4D
de Sitter space with the Hubble parameter h by the Wick rotation of the time coordinate τ → iτ . The Euclidean
time τ has a period ∆τ = 2π/h related with the de Sitter temperature.
We obtain a component of the Einstein tensor,
Gφφ =
2
r4
[
r3
(
1
Y 2
− h2
)]′
, (B3)
and the non-vanishing components of the energy-momentum tensor are
T φφ = T
r
r = −T µµ = 1
2
(
A′
XY
)2
. (B4)
The nontrivial Maxwell equation is (
r4A′
XY
)′
= 0, (B5)
which is integrated to yield
r4A′
XY
= −b, (B6)
where b is the integration constant.
The component of Einstein equation, Gφφ − T φφ + Λ6 = 0 is
2
r4
[
r3
(
1
Y 2
− h2
)]′
+ Λ6 − b
2
2r8
= 0, (B7)
and it is easily integrated to obtain
1
Y 2
= h2 − Λ6
10
r2 − b
2
12r6
− M
r3
, (B8)
whereM is the integration constant. The Ricci scalar and the field strength are
R = − 4
r4
[
r3
(
1
Y 2
− h2
)]′
− 2
r4XY
(
r4X ′
Y
)′
, (B9)
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and
− 1
2
FMNF
MN = −
(
A′
XY
)2
. (B10)
The Euclidean action is given by
IE = − 1
16π
∫
d6xE
√
g
(
R− 2Λ6 − 1
2
FMNF
MN
)
= −∆φ
16π
4πβ
∫ 1/h
0
ρ2dρ
∫ 1
α
dr
{
−4XY
[
r3
(
1
Y 2
− h2
)]′
− 2
(
r4X ′
Y
)′
− 2Λ6r4XY − r
4A′2
XY
}
= −∆φβ
6h3
∫ 1
α
dr
{
bA′ −
(
r4X ′
Y
)′}
= − β
6h3
(bΦ + κ+ + α
4κ−),
(B11)
where
∆φ
X ′
Y
∣∣∣∣
r=α
= κ+, ∆φ
X ′
Y
∣∣∣∣
r=1
= −κ−, (B12)
and
Φ ≡ ∆φ(A|r=1 −A|r=α). (B13)
Note that κ± and Φ are the boundary data held fixed in the current action. Here, β is the inverse of the temperature
of the de Sitter horizon, i.e., β ≡ ∆τ .
Two 3-branes are located at r = α, 1, so we require
X(α) = X(1) = 0. (B14)
The regularities at r = α, 1 lead to 1/Y 2|r=α,1 = 0, and we obtain
h2 − Λ6
10
α2 − b
2
12α6
− M
α3
= h2 − Λ6
10
− b
2
12
−M = 0. (B15)
From these two conditions we can determine the two integration constants b,M:
M(α, h) = (1 + α3)h2 − Λ6(1− α
8)
10(1− α3) , b
2(α, h) =
6Λ6α
3(1 − α5)
5(1− α3) − 12α
3h2, (B16)
The reduced action I∗ for fixed κ± and Φ is
I∗(Φ, κ+, κ−;α, h) ≡ − π
3h4
(bΦ+ κ+ + α
4κ−). (B17)
Extremizing this action with respect to α and h gives us
∂I∗
∂α
= − π
3h4
(
∂b
∂α
Φ+ 4α3κ−
)
= 0,
∂I∗
∂h
=
4π
3h5
(bΦ + κ+ + α
4κ−)− π
3h4
∂b
∂h
Φ = 0.
(B18)
These two conditions are reduced to
Φ/κ− = 4α
3
(
∂b
∂α
)−1
, κ+ + κ−α
4 =
3h4
π
S∗ − bΦ, (B19)
where S∗ is defined as
S∗(Φ;α, h) ≡ πΦ
12h3
∂b
∂h
= −πα
3Φ
bh2
. (B20)
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We denote (α, h) satisfying the conditions (B19) for given κ± and Φ as αe(Φ, κ+, κ−) and he(Φ, κ+, κ−), and we have
a classical action
I[Φ, κ+, κ−] ≡ I∗(Φ, κ+, κ−;αe, he) = − π
3h4e
(beΦ+ κ+ + α
4
eκ−)
= −S∗(Φ;αe, he) ≡ −S[Φ, κ+, κ−],
(B21)
where be ≡ b(αe, he). Moreover, the differential relation is given by
dS = −dI = π
3h4e
(bedΦ + dκ+ + α
4
edκ−), (B22)
or by using “intensive” variables Ŝ, Φ̂ and η we obtain the alternative expression
dŜ =
π
3h4
(bdΦ̂ + dη), η + α4 =
3h4
π
Ŝ − bΦ̂. (B23)
From the conditions (B19) we obtain the stationary points of I∗, in other words, a series of classical equilibrium
solutions. To see the (thermodynamic) stability of the solutions, we have to know which of the equilibrium solutions
has the minimum of I (or the maximum of S) for given Φ and κ±. For example, requiring one of the conditions,
∂I∗/∂α = 0, we regard I∗ as an one-parameter function of h. (Note that Φ and κ± are fixed.) Then, we have
dI∗
dh
=
∂I∗
∂h
+
∂I∗
∂α
(
∂α
∂h
)
Φ,κ−
=
∂I∗
∂h
,
d2I∗
dh2
=
∂2I∗
∂h2
+
∂2I∗
∂h∂α
(
∂α
∂h
)
Φ,κ−
.
(B24)
At a stationary point they become
dI∗
dh
∣∣∣∣
αe,he
= 0,
d2I∗
dh2
∣∣∣∣
αe,he
= − 4
h
[
∂S∗
∂h
+
∂S∗
∂α
(
∂α
∂h
)
Φ,κ−
]
= − 4
h
(
∂S
∂h
)
Φ,κ−
.
(B25)
Hence, the condition for taking a minimum value of I (a maximum value of S) for fixed Φ and κ± is given by(
∂S
∂h
)
Φ,κ−
< 0. (B26)
APPENDIX C: GAUGE CHOICE
1. Harmonics on dS4
We give definitions of scalar, vector, and tensor harmonics on the 4D de Sitter space. gµν is the metric of the 4D de
Sitter space with the Hubble parameter h, namely, Rµναβ = h
2[gµαgνβ − gµβgνα], and ∇µ is the covariant derivative
associated with gµν .
The scalar harmonics Y satisfies
∇2Y = m2Y. (C1)
The vector harmonics V(T)µ satisfies
[∇2 − 3h2]V(T)µ = m2V(T)µ, ∇µV(T)µ = 0, (C2)
and V(L)µ is defined as
V(L)µ = ∂µY.
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The tensor harmonics h(T)µν satisfies
[∇2 − 2h2]T(T)µν = m2T(T)µν , ∇µT(T)µν = T(T)µµ = 0, (C4)
and T(TL,LL,Y)µν is defined by
T(TL)µν ≡ ∇µV(T)ν +∇νV(T)µ,
T(LL)µν ≡ ∇µV(L)ν +∇νV(L)µ −
1
2
gµν∇αV(L)α
= 2∇µ∇νY − m
2
2
gµνY,
T(Y)µν ≡ gµνY.
(C5)
2. Gauge choice
We expand the perturbed metric in harmonics of the 4D de Sitter space with the Hubble parameter h as
δgMNdx
MdxN =habY dx
adxb
+ 2(h(T)aV(T)µ + h(L)aV(L)µ)dx
adxµ
+ (h(T)T(T)µν + h(TL)T(TL)µν + h(LL)T(LL)µν + h(Y)T(Y)µν)dx
µdxν ,
(C6)
where Y , V(T,L), and T(T,TL,LL,Y) are scalar, vector, and tensor harmonics, respectively. Greek indices µ, ν, · · · run
over the 4D de Sitter space and Latin indices a, b, · · · run over the 2D extra dimensions (r, φ). The coefficients hab,
h(T)a, h(L)a, h(T), h(TL), h(LL), and h(Y) depend only on r assuming that the perturbations are axisymmetric. The
perturbations of the U(1) gauge field can be expanded as
δAMdx
M = aaY dx
a + (a(T)V(T)µ + a(L)V(L)µ)dx
µ, (C7)
The infinitesimal coordinate transformation and U(1) gauge transformation are
δgMN → δgMN − LξgMN , δAM → δAM + ∂Mχ− LξAM . (C8)
Also, the gauge parameters can be expanded as
ξMdx
M = (ξ(T)V(T)µ + ξ(L)V(L)µ)dx
µ + ξaY dx
a, χ = χ(Y)Y. (C9)
The tensor-type component is gauge invariant:
h(T) → h¯(T) = h(T). (C10)
The vector-type components transform as
h(TL) → h¯(TL) = h(TL) − ξ(T), h(T)r → h¯(T)r = h(T)r − ξ′(T) +
2
r
ξ(T),
h(T)φ → h¯(T)φ = h(T)φ, a(T) → a¯(T) = a(T),
(C11)
where the prime denotes the derivative with respect to r. Choosing ξ(T) = h(TL), we have h¯(TL) = 0. With this gauge
choice we use new variables. Using a part of perturbed Einstein equation we obtain algebraically
h(T)r =
C
r2f
, (C12)
where C is an arbitrary constant for m2 = −6h2, or C = 0 for m2 6= −6h2. When m2 = −6h2, this constant
corresponds to the pure gauge mode for tensor perturbations because ∇µT(TL)µν = [∇2+3h2]V(T)ν = 0 and T(TL)µµ =
2∇µV(T)µ = 0. Hence we can choose C = 0.
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The scalar-type components transform as
h(LL) → h¯(LL) = h(LL) − ξ(L), h(Y) → h¯(Y) = h(Y) −
m2
2
ξ(L) − 2rfξr,
h(L)r → h¯(L)r = h(L)r − ξ′(L) +
2
r
ξ(L) − ξr, h(L)φ → h¯(L)φ = h(L)φ − ξφ,
hrr → h¯rr = hrr − 2ξ′r −
f ′
f
ξr, hrφ → h¯rφ = hrφ − ξ′φ +
f ′
f
ξφ,
hφφ → h¯φφ = hφφ − ff ′ξr, a(L) → a¯(L) = a(L) + χ(Y) −A
ξφ
f
,
ar → a¯r = ar + χ′(Y) −A
(
ξφ
f
)′
, aφ → a¯φ = aφ −A′fξr.
(C13)
Choosing
ξ(L) = h(LL), ξr = h(L)r − h′(LL) +
2
r
h(LL),
ξφ = f
∫ r
C′
dρ
hrφ(ρ)
f(ρ)
, χ(Y) = −a(L) +A
ξφ
f
,
(C14)
where C′ is an arbitrary constant, we have h¯(LL) = h¯(L)r = h¯rφ = a¯(L) = 0. With this gauge choice we redefine each
component as follows:
h¯(Y) ≡ Ψ, h¯(L)φ ≡ h(L)φ, h¯rr ≡ (Φ1 +Φ2)/f,
h¯φφ ≡ −(Φ1 + 3Φ2)f, a¯r ≡ ar, a¯φ ≡ aφ.
(C15)
Moreover, using parts of the perturbed Einstein and Maxwell equations we algebraically obtain the following relations
for four variables:
Ψ = Φ2, h(L)φ = Cf, ar = −
A′
f
h(L)φ = −CA′, aφ =
1
A′
[
f ′Φ2 +
1
2r2
(fr2Φ1)
′
]
, (C16)
where C is an arbitrary constant for m2 = 0, or C = 0 for m2 6= 0. This constant corresponds to the residual
(homogeneous) gauge freedom, ξφ = Cf and χ(Y) = CA. We can set C = 0, i.e., h(L)φ = ar = 0.
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