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Abstract
In this paper we present a numerical framework in the Large Eddy Simulation context for modelling cavitation
dynamics at various back pressures. The focus is on cavitation present in micro-orifices such as modern fuel
injectors. The numerical simulation of the two-phase flow is performed following the so called "one-fluid approach".
Two different models for the estimation of the volume of fluid function α are assessed. The main difference between
the two models tested, is that Model 1 relies on the solution of an additional equation for tracking α with source terms
to account for phase change while Model 2 is based on local phase and thermodynamic equilibrium assumptions
that allow the formation of a parameter free equilibrium model. Results in terms of void fraction and pressure will be
compared with the experimental data from [7]. Moreover, since cavitation is a phenomenon affected considerably
by eddies that occur on similar time and length scales as the bubble dynamics, the sensitivity of the predictions to
the turbulence models used is assessed.
Introduction
When the local pressure of a liquid passing through a narrow passage drops below the vapour pressure, a phe-
nomenon known as hydrodynamic cavitation occurs, and it is characterised by nucleation, growth, and collapse
of vapour bubbles. The bubbles are formed in the regions of low pressure and then collapse via a rather violent
mechanism as they move towards a higher pressure zone affecting the jet formed at the exit of the orifice and the
subsequent atomisation when injectors are of interest. The low pressure is expected in the regions of high velocity
such as the throat of a venturi or through an orifice, according the Bernoulli equation. Cavitation can also develop
in a turbulent shear layer due to the formation of local cores of fluid vortices in submerged jets. Although the phe-
nomenon nowadays is present in a wide range of applications, and thus attracts the interest of various research
communities i.e. ship and engine manufacturers, bioengineers, chip designers etc., the first systematic work stems
its origins at the 19th century. The pioneering work of Reynolds sheded light to the unusual behaviour of ship
propellers at high rotational speeds [4].
Since then, systematic research on cavitation has contributed immensely toward improving the design of macro-
scale hydraulic machinery such as propellers, pumps or tidal stream turbines. In these hydraulic machinery, cavita-
tion is caused mostly by a rotational movement and can limit performance, lower efficiency, modify the hydrodynam-
ics of the flow, introduce severe structural vibration, generate acoustic noise, choke flow, and cause catastrophic
damage [5, 13, 15]. As an impeller’s (in a pump) or propeller’s (as in the case of a ship) blades move through a
fluid, low-pressure areas are formed as the fluid accelerates around and moves past the blades. The faster the
blade moves, the lower the pressure around it can become. As it reaches vapour pressure, the fluid vaporises and
forms small bubbles of gas. Prediction of cavitation in these cases involves a good understanding of the large scale
vortical structures created by the rotational movement.
Small scale systems like their large-scale counterparts are also susceptible to the effects of cavitation. Up to date
most of the studies at small scale devices have focused on the development of cavitation in novel fuel system
injectors [2, 6, 25, 26] while studies for micro and nano scale systems -smaller than injectors- remain limited [9, 17,
18,27]. Modern fuel injectors handle pressures up to 3000 bar and consist of holes of O(100µm) producing droplets
as small as 0.1µm. High pressure operating conditions make the devices prone to cavitation formation (in the form
of bubble cloud and/or of a film appearing at the inlet corner) and erosion. The onset of cavitation is mainly due to
the reduction of cross-sectional area at the inlet of the injector pipe. This leads to the formation of a vena contracta
with lower static pressure. If that pressure reaches the vapour pressure, the liquid inside the recirculation region
is transformed into vapour. Furthermore, cavitation is enhanced by the presence of vortices within the flow. Due
to centrifugal forces, the local pressure in the cores of these vortices is lower than in the surrounding liquid, and
additional cavitation bubbles may be generated in a similar way to propellers.
Apart from fuel injector systems a range of other microfluidic devises used in various applications are susceptible
to cavitation. Systems like micro-injectors, micro-valves, micro-reactors, lab-on-chip systems, etc., often involve
the passage of liquid through various micro-orifices inside intricate micro-channels. In these devices it has been
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reported that with varying flow rates cavitation starts as isolated bubbles and develops to a single larger cavity
located in the middle of the office and the liquid flows on both sides of the cavity [18]. The operating conditions
in these systems can be different from fuel injectors operating at lower pressures (O(10bars)) and using orifice
sizes (O(10µm)). Since size scaling is one of the most challenging issues, knowledge obtained in conventional
scales should be carefully applied to micro scale. Even if the classical laws of hydrodynamics are valid at micro-
scale, micro-machined devices exhibit some special peculiarities not attainable in larger ducts. For example with
microfluidic devices, surface tension effects become predominant. Moreover, micro-fabrication nowadays gives
very smooth surfaces and thus the residence time of any nuclei in a low pressure area is reduced because of the
smallest sizes of the restricted area. Consequently, when increasing the volume flow rate through the micro-orifices,
the transition from a single liquid phase to a cavitating two-phase flow is delayed with respect to the critical value
of the cavitation number associated with vapour pressure in the minimum section area [17]. The onset of cavitation
arises suddenly in these devices and the two phase flow is consistent with high shear rate cavitation in micro-orifices
and with sheet cavitation for the micro-venturi geometries.
Overall it can be argued that although any fluid handling device regardless of its size is vulnerable to cavitation once
apposite hydrodynamic conditions are encountered, the actual critical point that the cavitation will be initiated and
its dynamics are affected by the scale of the device and the operating conditions. Computational Fluid Dynamics
(CFD) are a very useful tool for understanding the physics of these systems, especially for the small scale ones that
experiments might be hard to perform and the scaling laws do not commonly apply. Thus, parallel to the continuing
effort to obtain better experimental information on cavitation under conditions as realistic as possible, there is a need
for the development of generalised mathematical models to predict this phenomenon for a wide range of operating
conditions and scales. Three are the important parameters that need to be considered for the formulation of such
a model a) the description of the two phases and the phase change mechanism b) the effect of turbulence c) the
effect of interfacial phenomena. Up to date although significant progress has been made in developing various
numerical frameworks for the characterisation of specific types of cavitation regimes at a given set of operating
conditions [8–10, 16, 21, 22] is still not clear if existent frameworks are capable of predicting the transition from one
type of cavitation to another at increasing back pressures.
The novelty of this work lies in the fact that we assess the performance of two commonly used cavitation frameworks
in various cavitation regimes. To do so, the flow through a well-known cavitation channel [7] is simulated under
cavitating and non-cavitating conditions adopting the Large Eddy Simulation (LES) approach. The amount of vapor
present in each computational cell is calculated two ways: a) the Volume of Fluid (VOF) method ( [12]) using the
simplified Rayleight-Plesset Equation [20] within the context of the model proposed by [21]. This approach for the
rest of the paper will be indicated as Model 1 b) a local phase and thermodynamic equilibrium model (Model 2)
following [9]. Both models are implemented within the so called "one fluid approach" that will be described in more
details in the following sections [12]. An additional goal of this paper is to identify the sensitivity of the above two
frameworks to the models used for coupling of phase change phenomena and turbulence occurring at the small
scales and the effect on the large scales. The experimental flow configuration is described in section "Experimental
Set Up" while the mathematical model employed with the two variants of the cavitation models is described in the
section "Numerical Set Up". What is rather unique to the experimental set up used here -in comparison to previous
simplified experimental nozzle configuration ( [28]) used for numerical validations- is that results are obtained with
x-ray computed tomography (CT). This technique allows for capturing the time-averaged void fraction distribution in
a quasi-steady pipe flow and for visualizing the cavitation structures inside the nozzle that could not be visualized by
simple photographic images. Thus a more coherent model assessment can be performed. Results are presented
in section ”Results and Discussion” followed by the ”Conclusion section”. Within the results section the role of the
surface tension effect for the operating conditions under consideration is also briefly discussed.
Experimental Set Up
Experiments were performed in a purpose-built nozzle (see Fig. 1) for which cross-sectional CT-measurements
complemented by photographic images and pressure measurements were obtained. The basic idea of CT is to
create a 3D image of the interior of the object using a large number of line integrals over the attenuation coefficients.
Thus, it has been possible to visualize and quantify structures inside a cavitation region, which are usually invisible
in photographic visualization. Water flows from the pipe into the nozzle entrance and is guided through three slits
towards the outside between an aluminum cylinder and the outer shell of the nozzle. The cylinder has no sharp
edges at the end in order to avoid flow separation at this point. The flow is then guided towards the direction of
the cavitation channel. The length of the channel is 100 mm and its diameter is 20 mm. Cavitation is triggered
by a) the abrupt 90o flow turn at the entrance of the channel and b) the distance between the front of the cylinder
and the entrance to the cavitation channel (X) that controls the entrance velocity. This combination causes a low
static pressure at the entrance of the channel resulting in cavitation. For the current investigation X is 6mm. After
the cavitation channel, the diameter of the nozzle increases to 70 mm in order to raise the pressure and cause the
collapse of cavitation. The pressure was measured at six positions in the cavitation channel: (a) 5 mm, (b)12 mm,
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(c) 20 mm, (d) 27 mm, (e) 55 mm and (f) 95 mm relative to the cavitation channel entrance.
Figure 1. Nozzle design from [7]. The black box denotes the area that experimental data are presented
In order to quantify dynamically similar cavitating conditions and associate lab scale experimental observations to
real life phenomena a dimensionless number known as cavitation number (Cη) has been used in the literature. For
the current investigation the cavitation number was calculated based on p1 and p2 as following:
Cn =
p1 − p2
p2 − pv,sat (1)
where pv,sat is the vapor pressure of water. Here it should be mentioned that in reality all flows will have some value
of Cn whether cavitating or not.
This underlying assumption of introducing a dimensionless number as the cavitation number is that flows with the
same Cn regardless of the size of the geometry or their operating conditions will present similar cavitation behaviour.
It is expected that at small values of Cn (small ∆P=p1 - p2) the flow will be single-phase. As the cavitation number
increases, nucleation will first occur at some value of Cn dependent on experimental conditions and fluid properties.
This is usually denoted as incipient cavitation and defined by a critical cavitation number Ccr. In the current work it
is identified experimentally as 0.75. Further increase in the cavitation number (further increase of ∆P for our case)
above this value will cause an increase in the number of vapour bubbles. The rate growth of bubbles is affected by
the thermodynamic properties of the liquid and vapour, which are also functions of the temperature of the liquid.
For our study the effect of temperature is considered negligible and the water is considered at room temperature. In
modern injection systems that are characterized by flexible operation with various inlet conditions what is of interest
from design point of view is to be able to predict the transition from one cavitation regime to the other based on
a limited number of parameters (such as the Cn number). However as it has been reported in many previous
studies [24] in reality building a global transition regime map from non-cavitating to cavitating flows is not an easy
task and cannot be fully characterised by Cn. Various other parameters affect the value of Ccr that the transition
occurs such as viscous effects, turbulence effects, residence time etc.. This difficulty is even more pronounced in
small scale devices such as micro-orifices that experiments indicate that the transition from a single liquid phase
to a cavitating two-phase flow is delayed with respect to the critical value of the cavitation number associated with
vapour pressure in the minimum section area [17] because of the residence time. On a positive note though the
above parameters are much less sensitive when cavitation is already fully developed such as in the case of high
pressure fuel nozzles or medium and large scale devices, justifying the continued use of the Cn number along with
the Re number as the two most widely used non-dimensional parameters for such studies.
With the nozzle described above it is possible to recreate a large range of cavitation types such as cloud-like
cavitation, bubble cavitation and even film cavitation at higher flow rates. These different cavitation regimes are well
described in [4]. The experimental conditions considered in this study are as follows:
Table 1. Summary of experimental conditions [7].
Case Name u(m s−1) p1 (mbar) p2 (mbar) Cn
No Cavitation CN05 7.3 1397 958 0.5
Bubble Cavitation CN1.05 10.5 1835 903 1.05
Film Cavitation CN1.5 12.1 2210 916 1.5
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Numerical Set Up
The most straight forward modelling approach of cavitation is known as "two fluid model" [8, 10]. Each phase is
governed by an individual set of transport equations for mass, momentum, and total energy, weighted by the phase
indicator function known as volume fraction. The individual transport equations for the two phases are coupled at the
liquid-vapour phase interface by exchange terms for mass, momentum, and energy, respectively. These methods
have been implemented either in a pure Eulerian way or most commonly in an Eulerian/Lagrangian framework. An
alternative approach is the so called "one fluid approach". The idea behind this method is that instead of having
an individual set of transport equations for each phase, in every computational cell liquid and vapour are treated
as one continuum. The amount of volume that each phase occupies in this "mixture" fluid results from a phase
indicator function known as volume of fluid α. The value of α can result either from an additional transport equation
for tracking α with source terms to account for phase change (Transport Equation Model (TEM)) [1, 16, 21] or local
phase and thermodynamic equilibrium is assumed and then a parameter free thermodynamic equilibrium model
results [9, 22]. Within the TEM framework different cavitation models have been suggested either based on the
classical Rayleigh equation [20,21] or analytical and semi analytical models [16]. The advantage of these models is
that they can capture both bubbles above and below the grid size (such as the cavitation present in micro devices)
however their disadvantage is that they use empirical constants to adjust the rates of phase change to experimental
data. The equilibrium models on the other hand ignore the effect of the interfacial forces between different phases
and thus these models are more appropriate for high speed nozzle flows, that the effect of surface tension is
minimised resulting in an homogeneous mixture of bubbles and liquid in each cell such as in diesel fuel injectors.
Their main advantage is their simplicity. There is no need to solve an additional transport equation for the vapour
volume fraction, since the fluid above the vapour pressure is defined as a liquid, the fluid below the vapour pressure
as vapour and the change of density with pressure is defined by an equation of state.
Flow Field Governing Equations
In the current work the numerical simulation of the two-phase flow is performed in the framework of the one-fluid
approach within an Open Source code (OpenFoam) [12]. The governing equations for conservation of mass and
momentum accounting for phase change in the LES context are as follows:
∂ρ
∂t
+
∂ρ˜u
∂xi
= 0 (2)
∂ρu˜i
∂t
+
∂ρu˜iu˜j
∂xj
= − ∂p
∂xi
+ µ
∂
∂xj
∂u˜i
∂xj
− ∂ρτ
sgs
ij
∂xi
+ F˜i (3)
LES is based on the idea of computing the large, energy-containing eddy structures (filtered quantities) which are
resolved on the computational grid, whereas the smaller, more isotropic, sub grid structures (sgs) are modelled. In
the above equations the over bars and tildes represent the spatially filtered and density weighted filtered values with
the filter width respectively. The filter width is taken as the cube root of the local grid cell volume. The effect of the
small scales is obtained through the sub-grid scale stress term (τsgsij = u˜iuj − u˜iu˜i) that must be modelled. The
modelling of this term in reality defines the coupling of phase change and turbulence and will be discussed in the
section ”Sub-Grid Scale Modelling”. If additional effects of pressure jump conditions due to surface tension and the
interface curvature are included then an additional source term in the momentum equation (Fi), [3] is added. We
will maintain the term Fi for Model 1 while it will be removed for simulations with Model 2 to be consistent with the
equilibrium assumption. Some results that show the sensitivity of predictions of Model 1 to this term will be shown
in the following sections as well.
The equations of motion are closed with the constitutive relations for the density ρ and the dynamic viscosity µ:
ρ = αρv + (1− α)ρl (4)
µ = αµv + (1− α)µl (5)
where subindices l and v stand for liquid and vapour phases. For the simulation of the two phase mixture the
following (see Table 2) thermodynamic properties have been used
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Phase Indicator Function Model
To close the system of equations, an additional relation is needed for the phase indicator function α. The value of
α in each computational cell can result either from an additional transport equation for tracking α with source terms
to account for phase change or if local phase and thermodynamic equilibrium is assumed an algebraic relation can
be constructed. More details for the two different approaches will be presented in the next paragraphs.
Model 1: Transport Equation Model
The filtered transport equation for α results in the following form
∂ρva˜
∂t
+
∂ρva˜ui
∂xi
= m˙ (6)
The source term in the volume fraction equation m˙ is modelled through the Rayleight-Plesset (R-P) equation [4],
which describes the growth of a single vapour bubble in a liquid:
RB
d2RB
dt2
+
3
2
〈dRB
dt
〉2 = pB − p∞
ρl
− 4vl
RB
dRB
dt
− 2σ
ρlRB
(7)
In this equation, RB is the bubble radius, νl is the kinematic viscosity of the liquid phase, σ the surface tension
coefficient and pB and p∞ stand for the bubble and the far-field pressure, respectively. In the absence of non-
condensable gases, pB is equal to the saturated vapour pressure of the fuel, psat,v. Neglecting the viscous and
surface tension terms, the previous equation can be integrated in time to obtain the so-called Rayleigh equation.
R˙B = sign(psat,v − p∞)
√
2
3
[psat,v − p∞]
ρl
(8)
In order to derive the mass transfer rate m˙ as a function of RB . Sauer and Schnerr [21] assumed that cavitation is
initiated from very small identical spherical nuclei that are uniformly distributed in the liquid; n0 being the number of
micro-bubbles per unit volume. The vapour volume fraction can then be expressed as:
α =
4pi
3
n0R
3
B
1 + 4pi
3
n0R3B
(9)
and the vapour mass source term is given by the following expression, where C is a fitting coefficient.
m˙ = C
ρvρl
ρ
(1− α)α3R˙B
RB
(10)
Model 2: Homogeneous Equilibrium Model
An alternative approach is to close the right hand side of Eq.(6) by introducing a relaxation time τ [9,14]
m˙ = −ρv(α˜v − α˜v,eq)
τ
(11)
where αv,eq denotes the local equilibrium vapour volume fraction. If we consider that τ → 0 the flow is assumed to
be in local thermodynamic and phase equilibrium therefore αv = αv,eq at each point in space and time which allows
us to compute the vapour volume fraction immediately from the mixture density ρ and the saturation densities of the
liquid and the vapour phases at the equilibrium temperature T without solving Eq.(6).
αv = αv,eq =
{
0, if ρ ≥ ρl,sat(T )
ρl,sat(T )−ρ
ρl,sat(T )−ρv,sat(T ) else
(12)
Table 2. Thermodynamic properties of water
psat(mbar) ρl,sat (kg/m3) ρv,sat (kg/m3)
23.4 998.1618 0.01731
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Sub - Grid Scale Modelling
Flow through small scale nozzles, is usually highly turbulent. Although the current experiment was run under steady-
state conditions, all flow features and, in particular, cavitation structures, are expected to behave transiently and to
exhibit short time scales. This dynamic behaviour since not all scales are resolved needs to be captured through
accurate modelling of the sgs terms appearing in the filtered equations of momentum and volume fraction. Looking
at Eq.(6) the term ∇α˜ui for the simple case of an incompressible flow is equal to u˜i∇α˜ + ∇u˜′iα, where u˜′iα is
unclosed and requires modelling. In the current study we ignore this term following the suggestion from work in LES
context modelling high speed liquid jets [11]. For Eq. 6 we can consider that implicit LES is used and no sgs model
is implemented. The numerical effects of the discretisation are assumed to mimic the physics of the unresolved
turbulent motions. Thus the only term that maintains the explicit coupling of the effect of small scales to the large
scales is τsgsij .
To solve the sgs component τsgsij there are several models. Two are the most popular types of models i.e. a)
algebraic eddy viscosity models in which the stress tensor τsgsij is related to the resolved strain rate tensor S˜ij by
means of a scalar eddy viscosity given by an algebraic equation b) one-equation eddy viscosity models. Both model
groups are based on the Boussinesq hypothesis [23] associating τsgsij with a sgs turbulent viscosity µT . The idea is
that the momentum transfer caused by turbulent eddies can be modelled with an eddy viscosity in the same way the
momentum transfer caused by the molecular motion in a gas can be described by a molecular viscosity as following
τsgsij −
1
3
τkkδij = −2µT S˜ij (13)
where S˜ij is the rate-of-strain tensor for the resolved scale defined by
S˜ij =
1
2
〈 ∂u˜i
∂xj
+
∂u˜j
∂xi
〉 (14)
However their main difference is that one-equation sgs models overcome the deficiency of local balance assumption
between the sgs energy production and dissipation adopted in algebraic models. Such a phenomenon may occur
in high Reynolds number flows and/or in the cases of coarse grid resolutions. In this paper we asses two models
(one of each group).
The Wall-Adapting Local Eddy-viscosity model (WALE) [19] in an algebraic eddy viscosity models that the eddy
viscosity is modelled as following:
µT = ρ∆
2 (S
d
ijS
d
ij)
(3/2)
(S˜ijS˜ij)5/2 + (SdijS
d
ij)
5/4
(15)
with∆ = CwV 1/3 (for our case Cw= 0.325) and
Sdij =
1
2
(g˜2ij + g˜
2
ji)− 1
3
δij g˜
2
kk g˜ij =
∂u˜i
∂xj
(16)
The main difference between the proposed WALE model in comparison to other models of this group, is that the
sgs viscosity is dynamically computed with the square of the velocity gradient tensor rather than the resolved strain
rate used in Smagorinsky-type models. This velocity tensor can not only account for the effects of both strain and
rotation rate of the smallest resolved turbulence fluctuations, but also recovers the proper near-wall scaling for the
eddy viscosity without requiring dynamic procedure. Moreover, the WALE model is invariant to any coordinate
translation or rotation and no test-filtering operation is needed, it is therefore well suitable for LES in complex
geometries [19].
The second model used here is the Kinetic Energy Model (KEM) [29] that belongs to the category of one-equation
eddy viscosity models and defines µT with the help of the sgs kinetic energy (ksgs) that results from the solution of
an additional equation
µT = Ck∆k
1/2
sgs (17)
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The sgs stress can then be modeled as
τsgsij −
2
3
ksgsδij = −2µT S˜ij (18)
It should be noticed that both the proposed models have been used in the literature mostly in gas flows and much
less in liquid or mixture flows.
Results and Discussion
Cavitation characterization and corresponding pressure curves
Figure 2 shows various types of cavitation through photographic images of the cavitation channel at increasing
Cn numbers. In the experimental pictures the white areas represent the vapour phase and the black areas the
liquid phase. The images are compared with the contour plots of the mean volume fraction of the water. At low
Cn (Cn=0.5) no cavitation structures are present in the pictures however as the Cn number is increasing and the
pressure changes more abruptly a combination of bubble and cloud-like cavitation starts emerging. At Cn= 1.5 the
liquid starts to separate completely from the wall. Although in the CFD calculations it is not possible to separate
the exact type of cavitation it is clear that the transition from one form to the other is accurately reproduced as well
as the extent of the channel that is covered by the vapour phase. Both models predict almost no cavitation at the
lowest Cn number and wall cavitation starting at the entrance of the channel that covers almost the full length of
the channel at the highest Cn number. However they have different behaviour at the intermediate number. In both
models cavitation develops at the walls of the channel and covers almost a third of the channel (up to 30 mm ).
Model 1 though predicts also vapour present in the center of the channel. Another visible difference between these
two models is that Model 1 predicts an earlier detachment of the wall of the vapour phase.
Figure 2. Experimental photographs [7] and the corresponding CFD calculation of three Cn numbers.
In order to provide a more qualitative description of the transition between the various cavitation areas Fig. 3 is
included to show the comparison of the axial values of experimental pressure (symbols) with the numerical values
for Model 1 and 2 at the three different cavitation numbers. Overall the comparison is good for all three Cn numbers
for both models although Model 1 appears to provide better results for some areas. Close to the entrance of the
channel pressure is low because of the abrupt turn of the flow while towards the exit of the channel the pressure
rises again causing the collapse of the cavitation structures. For both Cn = 1.05 and 1.5 the pressure at the entrance
area is very low (∼25mbar) which is predicted very well for both models. Model 1 provides better predictions for Cn
= 1.05 at the area 40-80mm however at the exit both models under predict pressure. For Cn = 1.5 the predictions are
very similar. The lack of experimental data between 60 -80 mm makes it difficult to asses, which model, provides
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better comparison. For the low cavitation number there are distinct difference between the two models which is
rather surprising considering that for this case the flow is mostly single phase.
Figure 3. Comparison of the axial values of experimental pressure (symbols) with the numerical values for Model 1 and 2 at the
three different cavitation numbers
Following, we move in looking into more details the case of Cn = 1.5 that the flow speed is higher and thus it is
more indicative of fuel injection systems. The results for the spatial-averaged void fraction in the cavitation channel
are presented in Fig. 4,5. The colour contours represent the value of α; values higher than 1 represent the solid
wall made of Perspex [7]. Figure 4 shows a cross section that allows the visualisation of the cavitation extent
inside the channel (highlighted with a white ellipse in the experimental figure). The darker the color the stronger
the cavitation. Both models predict the extent of cavitation area correctly however Model 1 is more accurate in
terms of cavitation strength. Figure 5 shows cross-sectional CT images at different axial positions. Close to the
entrance of the cavitation channel (Fig. 5(a)), cavitation is concentrated in an annulus at the sharp edge at the
entrance in a film like formation. Further downstream, cavitation increases in strength in the middle of the channel
as it is evident by the higher void fraction. The liquid has completely separated from the wall (see Fig.5(b)). Within
figures Fig.5(d) and (e), cavitation still increases inside the liquid core until reaching the exit (Fig.5(f)). Both models
reproduce this behaviour although the strength predicted is higher at the entrance than the experiments and thus
an earlier decay is also predicted as we move downstream. A distinct difference with the experiments is that both
models predict detachment of the wall of the cavitation structures (Fig.5(d) onwards) something that is not indicated
in the experiments. Finally at the exit that vapor and water phase have fully mixed as can be seen from the nearly
constant value of αa Model 2 performs better since it is based on a mixture approximation.
Figure 4. Cross section plane for Cn = 1.5 showing an additional cavitation zone in the center of the liquid core (ellipse)
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Figure 5. Cross-sectional CT images for Cn = 1.5 at different axial positions labelled from (a) to ( f )
The effect of surface tension modelling and turbulence modelling
The comparison of the previous section was mostly focused on the similarities and differences in the performance of
the two cavitation frameworks. All calculations where performed with the WALE turbulence model. In this section we
focus on Model 1 that appears to provide better prediction from Model 2 for theCn number range under consideration
and we examine the sensitivity of this model to the turbulence and surface tension modelling. Figure 6 shows the
contour plots for the two different turbulence models under consideration WALE (left) and KEM (right) with and
without (Fi=0) considering the effect of surface tension. It can seen that although overall both models have similar
behaviour there are two distinct differences. WALE model predicts a stronger cavitation region at the center of the
channel which is more compatible with the experimental pictures of the previous section (see Fig. 4,5 ). Moreover,
as expected, WALE model has a better behaviour at the wall and predicts a later detachment of the vapour cloud.
As we saw in the previous section, the experiments indicate detachment at 90mm and thus in reality both models
need further improvement for the wall treatment when cavitation is of interest. No visible difference can be noticed
in terms of surface tension modelling between both models.
Figure 6. Contour plots for the two different turbulence models under consideration WALE (left) and KEM (right) with(up) and
without (down, Fi=0) considering the effect of surface tension
9
ILASS – Europe 2016, 4-7 Sep. 2016, Brighton, UK
Although Cn=1.5 is more appropriate number to asses the turbulence modelling it is rather expected that the surface
tension does not play any role in the performance of the two models. Thus we include an additional comparison
for Cn=0.5 (see Fig. 7 ) that the flow velocity is lower and thus surface tension is expected to play role. It can be
seen that at this number there is a distinct difference between the two scenarios considered. When surface tensions
considered an additional term is added to the momentum equation that plays the role of a drag force. Thus as it can
be seen that the flow is ’slower’ resulting in higher pressure and thus more limited cavitation. This might explain the
discrepancies of Fig. 3 between the two cavitation models for Cn=0.5 and 1.05. It should be noticed that here the
scaling for α is from 0.5-1 which reveals that even at Cn= 0.5 both models predict very weak cavitation close to the
walls (∼ α =0.9).
Figure 7. Contour plots for velocity and volume fraction with(up) and without (down, Fi=0) considering the effect of surface
tension for WALE model at Cn=0.5
Conclusions
In this paper we present a numerical framework for modelling the dynamics of cavitation at various back pressures.
Although significant progress has been made the last decade in developing numerical methods for the characteri-
sation of specific types of cavitation at a given set of operating conditions it is still not clear if existent frameworks
are also capable of predicting the transition from one type of cavitation to another at increasing back pressures.
In this work we attempt to asses the predicting capabilities of two well know cavitation models both based on the
one fluid approach (a VOF approach (Model 1) and an equilibrium mixture approach (Model 2)) for the prediction
of a range of cavitation phenomena including cloud-like cavitation, bubble cavitation and film cavitation. Results
in terms of void fraction and pressure will be compared with the experimental data from [7]. Experiments were
performed in a purpose-built nozzle for which cross-sectional CT-measurements complemented by photographic
images and pressure measurements were obtained and thus both qualitative and quantitative comparison can be
performed even within the cavitation channel. Moreover, since cavitation is a phenomenon affected considerably by
eddies that occur on similar time and length scales as the bubble dynamics, the accurate resolution of turbulence
is necessary. Thus, different turbulence models will be assessed in terms of the prediction of the interaction of the
two phase mixture and the underlying flow field especially close to the wall. The conclusions of the work presented
in this paper can be summarized as following:
a) Overall a good agreement is succeeded with both models for all the three cavitation numbers. Model 1 appears
marginally better for some areas although a more detailed comparison is required for safe conclusions. The chal-
lenge for further comparisons is that existent experiments in the literature are limited mostly to qualitative rather
quantitative measurements. More studies following x-ray computed tomography technique would be of great impor-
tance for modellers.
b) Both models have similar behaviour at high cavitation numbers however there are some distinct differences at
low caviation numbers. This is attributed to the effect of surface tension that is explicitly included for Model 1 while
ignored for Model 2 because of the equilibrium assumption. Here we should note that Model 2 has in reality been
suggested originally for high speed flows (that the equilibrium assumption might be reasonable) while Model 1 might
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offer better predictions for microfluidic devices that the flows are governed by surface tension
c) Although for cavitation numbers up to Cn=1.5 both models have similar behaviour, in order to make reasonable
comparisons for higher Cn numbers a robust compressible framework for both models is required. Currently Open-
FOAM allows for a compressible implementation of Model 2 although no compressible version of Model 1 exists
within the same code.
d) At higher Cn numbers the turbulence modeling is of particular importance as well. For the Cn range under in-
vestigation WALE model provides better results since it provides a better treatment of the viscosity term at the wall.
It should be kept in mind that all turbulence models used in the context of multi-phase flows stem their origin from
observations on gas flows which might lead to some inaccuracies when the frameworks are directly extended to
two-phase flows.
e) Since the current trend in numerical modelling of cavitation in the literature is using LES within the one fluid
approach the effect of modelling the sgs terms of Eq. 6 should be considered in future studies.
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