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Abstrakt 
Obor získávání znalostí z dat je poměrně mladý a stále více se rozvíjí. Tato bakalářská práce se 
zabývá problematikou dolování víceúrovňových asociačních pravidel. Diskutovány jsou čtyři metody 
dolování těchto pravidel. Dále nabízí náhled do návrhu a implementace aplikace. V závěru jsou pak 





Knowledge discovery from data scope is quite a young concept but is becoming more and more 
popular. This bachelor’s thesis is engaged in mining multiple level association rules. There are four 
different methods of investigation discussed. These offer an insight into the problem of concept and 
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Získávání znalostí z dat se stává stále populárnějším odvětvím práce s daty, které expanduje do 
mnoha různých oborů. Dnešní doba a uspěchaný životní styl  si vynucuje rychlé a efektivní řešení 
určitých situací. Aniž by si to člověk uvědomoval, dělá dennodenně nepřeberné množství rozhodnutí. 
Některá z nich však potřebují důkladnou analýzu, která nemusí být vždy triviální. Právě v takových 
případech nachází své uplatnění tento interesantní obor. 
Ve své bakalářské práci jsem se zaměřil na jednu ze stěžejních částí této problematiky, kterou 
je samotné dolování znalostí. Konkrétně jsem se orientoval na dolování víceúrovňových asociačních 
pravidel. Tato oblast mě zaujala, protože se pořád více rozšiřuje a její praktické využití se neustále 
zvyšuje. Je to dáno obrovským množstvím dat a jejich snadnou dostupností. 
Hlouběji se seznámíme s používaným algoritmem Apriori a přiblížíme si čtyři možné přístupy 
dolování výše zmíněných pravidel. 
Cílem práce bylo vytvoření aplikace v programovacím jazyce Java, která bude uvedené 
přístupy implementovat a zhodnotit dosažené výsledky. 
Kapitola 2 nabízí komplexní náhled na oblast získávání znalostí. Nejprve je popsáno, co 
motivovalo vznik tohoto oboru, poté následuje rozdělení celého procesu do jednotlivých kroků. 
Specifikujeme typy dolovacích úloh a různá data, s nimiž tyto pracují. V závěru této kapitoly si pak 
určíme, jak vlastně poznáme, jestli jsou nalezené vzory opravdu zajímavé. 
Třetí kapitola tvoří teoretický základ práce. Je zacílena na asociační pravidla jako taková a na 
jejich dolování. Popíše využití asociačních pravidel v praxi, definuje pojem asociačního pravidla a 
kriteria, podle kterých se člení. Ve své druhé části seznámí čtenáře jakým způsobem se postupuje při 
dolování. Dozvíme se podstatu algoritmu Apriori a oněch čtyřech přístupů k dolování 
víceúrovňových pravidel, které jsou hlavní náplní práce. 
Čtvrtá kapitola se zabývá návrhem aplikace. Je navrženo grafické uživatelské rozhraní, 
interakce s uživatelem a proces dolování. Na třech diagramech v jazyce UML je systematicky a 
názorně zobrazeno, jak bude aplikace pracovat. 
Kapitola 5 slouží jako průvodce implementací. Ve svém obsahu líčí implementaci 
uživatelského rozhraní, vysvětluje, jakým způsobem jsou ukládána data v databázi, a podrobně 
poukazuje na řešení procesu dolování. Na konci ještě zmiňuje, jak jsou zpracovány chyby a jak na ně 
aplikace reaguje. 
Kapitola 6 dokumentuje provedené testy s vytvořenou aplikací. Na základě jejich výsledků jsou 
zhodnoceny a porovnány implementované algoritmy. 
Závěrečná kapitola shrnuje získané poznatky a diskutuje další možná pokračování projektu. 
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2 Získávání znalostí z databází 
Kapitola uvede čtenáře do problematiky získávání znalostí. Nastiňuje různé možnosti aplikace 
v praxi, popisuje jednotlivé kroky celého procesu. Dále rozebírá, s jakými druhy dat se může pracovat 
a jaké je rozdělení dolovacích úloh. V závěru je pak rozebráno, jaké výsledky jsou považovány za 
zajímavé, a tedy požadované. Kapitola je z části převzata z [1] a [2]. 
2.1 Co vedlo ke vzniku? 
Stále zvětšující se množství dat v posledních letech způsobuje ztrátu orientace a možnosti vyčtení  
užitečné informace. Tento problém vedl ke vzniku tohoto oboru. Získávání znalostí z databází je v [1] 
popsáno jako extrakce nebo dolování zajímavých modelů dat a vzorů, které jsou netriviální, skryté, 
dříve neznámé a potenciálně užitečné. Jinými slovy jde o informace, které nezískáme žádným SQL 
dotazem, které nejsou na první pohled viditelné a mají nějaký význam v dalším užití. V souvislosti se 
získáváním znalostí se můžeme setkat i s dalšími názvy jako jsou „dolování (z) dat“ anglicky „data 
mining“, které nejsou úplně přesné (viz kapitola  2.2). 
Získávání znalostí má velice široký záběr aplikace. Patří mezi ně analýza trhu a marketing. 
Jedná se o rozřazení zákazníků do skupin, které mají stejné nebo podobné vlastnosti. Dá se tak 
například zjistit popis zákazníků, kteří společnost již přestali využívat a poté se zaměřit na stávající 
zákazníky s podobnými rysy a zaujmout je například nějakou výhodnou nabídkou, aby neodešli ke 
konkurenci. Dalším využitím je detekce podvodů a neobvyklého chování. Zde se nehledají 
podobnosti, ale naopak takové vzory, které vybočují z normálu. Dají se takto detekovat neobvyklé 
bankovní transakce nebo neobvyklé chování jedinců. 
Jednou z často využívaných aplikací je analýza nákupního košíku. Jde o získání častých, tzv. 
„frekventovaných“ vzorů, které signalizují zboží často kupované společně. Například pokud si 
zákazník koupí auto, ve většině případů si koupí rovněž autorádio. Tyto vztahy se nazývají asociační 
pravidla a budou předmětem této práce. Jiným případem analýzy nákupů lze zjistit profil zákazníků  a 
podle toho upravit reklamní nabídky apod. 
2.2 Proces získávání znalostí 
Celý proces se dělí do několika kroků: 
1. Čištění dat – jedná se o odstranění šumu a nekonzistence dat 
2. Integrace dat – integrace dat pocházejících z více zdrojů. Kroky čištění a integrace se často 
provádějí společně a výsledná data jsou uložena do datových skladů. 
3. Výběr dat – výběr dat relevantních pro analýzu. 
4. Transformace dat – transformace dat do ustálené podoby. Transformací rozumíme 
například sumarizaci nebo agregaci. 
5. Dolování dat – hlavní část celého procesu získávání znalostí. Úkolem je nějakou konkrétní 
metodou získat vzory nebo model dat. 
6. Zhodnocení modelů a vzorů – výběr zajímavých vzorů z hlediska míry použitelnosti 
7. Prezentace výsledků – prezentace získaných znalostí pomocí vizualizace 
Z tohoto rozdělení vyplývá, že samotné dolování je jedním krokem v celém procesu získávání 




2.3 Druhy dat pro získávání znalostí 
Dolovat znalosti můžeme na různých datech. K nejčastějším patří relační databáze. Relační databáze 
jsou tvořeny tabulkami s unikátními jmény. Jeden řádek tabulky reprezentuje jeden objekt a sloupce 
tabulky reprezentují atributy tohoto objektu. 
Hojně využívané pro dolování jsou také datové sklady. Datový sklad je skladiště informací 
shromážděných z více zdrojů. Data v datových skladech jsou sumarizovaná a organizovaná kolem 
hlavních objektů. Jelikož slouží k analýze, musí ukládat data za určité období (např. 5 let). Datový 
sklad bývá modelován jako multidimenzionální datová kostka. 
Dalším zdrojem jsou transakční databáze. Obecně je to soubor záznamů, kde jeden záznam 
reprezentuje jednu transakci. Transakcí rozumíme transakci obchodní jako je např. nákup. Transakce 
se skládá z identifikátoru transakce a seznamu položek, které tuto transakci tvoří. Mohou zahrnovat i 
další tabulky například s informacemi o prodávaném zboží nebo zákaznících. Tyto databáze budeme 
využívat k dolování asociačních pravidel. 
Z ostatních zdrojů jsou to multimediální databáze, textové databáze, databáze časových řad, 
databáze sekvencí, proudy dat (informace z bezpečnostních kamer, telefonní hovory) apod. 
2.4 Typy dolovacích úloh 
2.4.1 Deskriptivní úlohy 
Deskriptivní úlohy popisují obecné vlastnosti analyzovaných dat. 
Úloha nazvaná popis konceptu/třídy říká, že data mohou být popsána nějakou třídou nebo 
konceptem. Jako příklad mohou být uvedeni zákazníci, kteří nikdy nenakoupí  za více finančních 
prostředků, než mají v plánu, takto budou zařazení do konceptu šetřílků. Popis konceptu-třídy se získá 
buď charakterizací, nebo diskriminací dat. Charakterizace je chápána jako sumarizace dat dané třídy a 
popis obecnými výrazy. Například je možno tvrdit, že klienti banky, jež mají zřízenou hypotékou ve 
výši 6 milionů,  jsou trvale zaměstnání a mají příjem minimálně 40 tisíc. Diskriminace funguje 
způsobem, že cílová třída se porovnává s jednou nebo více třídami jinými. Hledají se atributy, ve 
Obrázek 2.1: Kroky získávání znalostí (převzato z [3]) 
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kterých se třídy liší. Zůstaneme-li u klientů banky, můžeme zjistit, že klienti splácející hypotéku bez 
problému, vlastní ze 70% vysokoškolský titul a  disponují vysokým příjmem. Kdežto 60% klientů se 
středoškolským vzděláním a středním příjmem, mají se splácením problém. 
Další úlohou je získávání frekventovaných vzorů. Frekventované vzory jsou vzory často se 
objevující v datech. Dolováním frekventovaných vzorů získáváme zajímavé asociace a vztahy. Do 
této kategorie spadají asociační pravidla, o nichž si více řekneme v následující kapitole. 
2.4.2 Prediktivní úlohy 
Prediktivní úlohy využívají stávajících dat k získání předpovědí. 
Mezi prediktivní úlohy patří klasifikace a predikce. Klasifikace sestavuje model popisující 
rozdělení současných objektů do tříd. Tento model je poté využit pro predikci třídy u dat, jejichž 
zařazení není známé. 
Ve shlukové analýze patřící rovněž do prediktivních úloh, jde o odhalení tříd objektů 
s podobnými vlastnostmi. K objektům patřícím do jedné třídy je pak možno přistupovat hromadně. Se 
zvyšujícím objemem dat je shlukování stále potřebnější. 
Mezi posledními dvě úlohy, které zmíním, patří analýza odlehlých objektů a analýza evoluce. 
Pokud nehledáme časté vzory, nýbrž hodnoty, které se od ostatních odlišují, rozhodneme se pro 
analýzu odlehlých objektů. Analýza evoluce popisuje modely pro objekty, jejichž chování se mění 
v čase. Dolováním v těchto datech můžeme vyzískat pravidelnosti ve vývoji a na jejich základě určit 
vývoj budoucí. 
2.5 Jsou nalezené vzory užitečné? 
Systémy pro získávání znalostí jsou při současném rozsahu schopny vygenerovat tisíce až miliony 
vzorů či pravidel. Otázkou zůstává, zda je můžeme všechny označit za použitelné a zajímavé. 
Považujeme vzory za zajímavé, pokud splňují tyto čtyři body: 
• jsou snadno srozumitelné pro člověka 
• jsou validní pro nová nebo testovací data s nějakou mírou určitosti 
• mají potenciál k využití  
• musí být nová  
Zajímavé vzory jsou poté považovány za znalosti. Míru zajímavosti můžeme určit subjektivně 
– je dána posouzením analytika, nebo objektivně. K objektivnímu posouzení slouží některé veličiny, 
za všechny si jmenujme podporu a spolehlivost u asociačních pravidel, které budou předmětem 
vysvětlení ve třetí kapitole. 
Ne vždy dokáže dolovací systém najít všechny zajímavé vzory. Zdůrazněme, že to někdy 
z hlediska větší efektivity není ani vyžadováno. Práce dolovacích systémů spočívá v postupném 
odfiltrování nezajímavých vzorů, a to na základě objektivních měr zajímavosti. Ty tyto míry jsou při 
dolování velice důležité, protože určují časové i prostorové nároky algoritmu a kvalitu jeho výsledku. 
 










3 Dolování asociačních pravidel 
Tato kapitola nabízí podrobnější pohled na dolování asociačních pravidel. Nejdříve shrnuje motivaci, 
proč je vlastně dobré se zabývat asociačními pravidly. Bude uvedena definice samotného asociačního 
pravidla i se svými parametry (podporou a spolehlivostí) a rozdělení podle nejčastějších kritérií. 
Proces dolování je popsán na jednoúrovňových asociačních pravidlech pomocí základního algoritmu 
Apriori. Na konci nás kapitola hlouběji uvede do problematiky víceúrovňových asociačních pravidel 
a jejich dolování z transakčních databází. Kapitola je z části převzata z [1] a [2]. 
3.1 K čemu asociační pravidla? 
Jak již bylo zmíněno v úvodu, asociační pravidla reprezentují zajímavé vztahy objevující se ve 
velkém množství dat. Tyto vztahy pomáhají člověku udělat patřičné se rozhodnutí. Například při 
vývoji léků můžeme určit, jaké druhy DNA reagují na testovanou látku. Bioinformatika spadá zřejmě 
společně s marketingem do nejčastějších aplikací asociačních pravidel. Mezi typické úlohy analýzy 
nákupního košíku patří nalezení takových produktů, které se objevují v nákupech pohromadě. Na 
základě těchto informací je pak možno upravit rozmístění zboží v obchodě. Další zajímavou 
vlastností je získání posloupností, ve kterých bylo zboží koupeno, a následně podle nich upravovat 
speciální nabídky či letáky. 
 
 
Obrázek 3.1: Motivace k dolování asociačních pravidel(převzato z [2]) 
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3.2 Pojem asociační pravidlo 
Uvažujme všechny produkty, které obchod nabízí. Přítomnost tohoto produktu může být zastoupena 
booleovskou proměnnou k tomuto produktu přiřazenou. Transakce pak může být reprezentována 
vektorem těchto booleovských hodnot. Informace o společné koupi pak může být prezentována jako 
asociační pravidlo. 
Asociační pravidlo definujeme takto (převzato z [1]): 
Nechť { },...,, 321 iiiI =   je množina položek. Dále nechť D je množina transakcí, kde 
každá transakce T je množina položek taková, že IT ⊆ . Ke každé transakci přísluší 
unikátní identifikátor TID. Nechť A je množina položek. Říkáme, že transakce T 
obsahuje A, pokud TA ⊆ .Asociační pravidlo je implikace ve tvaru BA⇒ , kde 
TA ⊂ , TB ⊂  a ∅=∩ BA . 
 
Asociační pravidlo má dvě metriky sloužící k rozhodnutí, zda je zajímavé. Jsou to tzv. podpora 
a spolehlivost. Máme-li asociační pravidlo BA⇒ , pak spolehlivost s (z anglického support) tohoto 
pravidla je pravděpodobnost, že transakce obsahuje BA ∪ . Jinak řečeno s % ze všech transakcí 
obsahuje BA ∪ . Podpora se spočítá pomocí vzorce: 
( )
N
nBAs =⇒ ,                                                                (3.1) 
Pomocí pravděpodobnosti je výpočet podpory uveden ve vzorci 3.2.  
   ( ) ( )BAPBAs ∪=⇒                                                           (3.2) 
Podpora c (z anglického confidence) asociačního pravidla je pravděpodobnost, že transakce 
obsahující A rovněž obsahuje B. Vzorec pro výpočet spolehlivosti má tvar: 
( ) ( ) ( )( )As
BAsABPBAc ∪==⇒ | .                                                 (3.3) 
Podpora a spolehlivost se uvádí v procentech. Pravidla mající větší podporu a spolehlivost než 
požaduje uživatel se označují jako silná asociační pravidla. 
3.3 Rozdělení asociačních pravidel 
Asociační pravidla můžeme rozdělit do několika skupin podle různých kritérií. V této kapitole si 
uvedeme tři nejčastější. 
Podle typů hodnot obsažených v pravidle 
Pokud pravidlo obsahuje pouze hodnotu vyjadřující přítomnost položky, je toto pravidlo tzv. 
Booleovské. Příkladem takového pravidla je: koupí (X, auto) ⇒  koupí (X, autorádio). 
Naproti tomu kvantitativní asociační pravidlo popisuje vztahy mezi kvantitativními atributy. 
V takovýchto pravidlech jsou kvantitativní hodnoty atributů rozděleny do intervalů. Např. 






Podle dimenzí obsažených v pravidle 
Jestliže se jak na levé, tak na pravé straně pravidla vyskytuje stejná dimenze, označuje se jako 
jednodimenzionální.  Jako příklad může být booleovské pravidlo z předchozího odstavce, kde se 
vyskytuje jediná dimenze koupí. 
Pravidla, ve kterých se objevují dvě a více dimenzí jsou tzv. pravidla vícedimenzionální. 
Typickou ukázkou je výše uvedené kvantitativní pravidlo se třemi dimenzemi. 
Podle úrovní abstrakce  
Jak napovídá název této práce, je možné získávat pravidla na různých úrovních abstrakce – tzv. 
víceúrovňová pravidla. Vezmeme-li pravidla koupí (X, auto) ⇒  koupí (X, autorádio) a 
koupí (X, auto) ⇒  koupí (X, autorádio Sony) vidíme, že autorádio se vyskytuje ve dvou úrovních 
abstrakce.  
Pravidla pracující s jedinou úrovní se nazývají jednoúrovňová. 
3.4 Dolování booleovských asociačních pravidel 
z transakční databáze 
Ačkoliv se tato práce zabývá dolováním víceúrovňových asociačních pravidel, vysvětlíme si nejprve 
základní algoritmus na jednoúrovňových pravidlech. K rozšíření na víceúrovňová se dostaneme 
v další podkapitole. 
Abychom mohli dolovat asociační pravidla, je nutné vědět, která z nich budou považována za 
zajímavá. Jak už jsme si řekli, tuto vlastnost nám určují podpora a spolehlivost. To znamená, že musí 
být specifikovány minimální hodnoty obou těchto veličin, a to dříve než započne samotné dolování. 
Vlastní proces můžeme rozdělit do dvou kroků. V prvním kroku dochází k vygenerování 
frekventovaných množin. Frekventovaná množina je množina položek, jejíž podpora je větší nebo 
rovna minimální zadané. Z těchto frekventovaných množin se ve druhém kroku vytvoří asociační 
pravidla. Nyní se na oba kroky podíváme podrobně. 
3.4.1 Algoritmus Apriori 
Algoritmus Apriori je klíčový algoritmus pro generování frekventovaných množin. Jméno tohoto 
algoritmu napovídá, že využívá předchozí znalost (prior = dřívější). Apriori iterativně využívá  
k-množiny k vytvoření (k+1)-množin. První krok – vytvoření 1-množin – se děje průchodem databází 
s transakcemi a vybráním všech položek, které splňují minimální podporu. Výsledkem je sada  
1-množin, a ta se označuje jako L1 (dříve se frekventované množiny označovaly jako velké – large). 
Z L1 se vytvoří L2 a tímto způsobem se postupuje pořád dál až do doby, kdy se nepodaří vyhledat 
žádnou frekventovanou množinu.  
Za velice důležitou vlastnost tohoto algoritmu nazýváme tzv. Apriori vlastnost, která říká, že 
každá neprázdná podmnožina frekventované množiny je rovněž frekventovaná. Algoritmus apriori 
má dvě fáze: 
1. Spojovací krok – k vytvoření Lk (všech k-množin) je třeba vygenerovat množinu kandidátů 
Ck spojením Lk-1 se sebou sama. Nechť l1 a l2 jsou množiny z Lk-1. Ke spojení l1 a l2 dojde 
pokud jejich prvních k-2 prvků je shodných a poslední prvek l1 je menší než poslední 
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prvek l2. Algoritmus apriori předpokládá, že položky v k-množinách jsou lexikograficky 
uspořádané. Výsledná množina po spojení vypadá následovně: 
l1[1], l1[2], l1[3], …, l1[k-1], l2[k-1]. Díky podmínce u posledních prvků nedochází 
k duplicitám a zároveň je vygenerovaná k-množina seřazena.  
2. Vylučovací krok – množina kandidátů Ck je nadmnožinou Lk, a to znamená, že její prvky 
mohou, ale nemusí být frekventovanými množinami. Abychom zjistili pro každého 
kandidáta, zda splňuje minimální podporu, je nutný průchod databází. Je-li množina 
kandidátů velká, může tato operace trvat dlouho. A právě zde se využívá Apriori vlastnosti 
ke zredukování počtu kandidátů. Pokud existuje nějaká (k-1)-množina, která je 
podmnožinou kandidátní k-množiny a není obsažena v Lk-1 (není frekventovaná), pak je 
tato kandidátní množina odstraněna. 
Obrázek 3.1 je znázorňuje postup při generování frekventovaných množin algoritmem Apriori. 
Minimální podpora je nastavena na 50%, to jest počet výskytů 2 a více. Jak vidíme v prvním kroku, 







Obrázek 3.2: Ukázka algoritmu Apriori (převzato z [1]) 
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3.4.2 Další možné algoritmy  
Existuje mnoho různých variant, které se snaží o zvýšení efektivity algoritmu Apriori. Jsou zaměřeny 
především na snížení počtu čtení z databáze, redukci počtů kandidátů a náročnosti počítání jejich 
podpory. Mezi některé z těchto možností patří: 
• Rozdělení databáze na části – databáze se rozdělí na několik nepřekrývajících se částí a 
v každé z nich se najdou frekventované množiny. Tyto lokální množiny jsou kandidáty na 
globální frekventované množiny. 
• Redukce transakcí – vygenerují se frekventované množiny a všechny transakce, které 
neobsahují frekventované 1-množiny se odstraní. 
• Vzorkování – vybere se vzorek dat a doluje se nad tímto vzorkem dat. Většinou s o něco 
málo sníženou hodnotou. Většinou je vzorek tak velký, aby výpočet mohl proběhnout 
v paměti počítače. Dosáhne se velkého zrychlení za cenu snížení přesnosti. 
• Počítání množin na základě hašování – při čtení 1-množin z každé transakce, rovnou 
generujeme všechny 2-množiny pro danou transakcí a rozdělujeme je do košů hašovací 
tabulky. Pokud je počet položek v koši menší než zadaná podpora, 2-množiny 
korespondující s tímto košem také není frekventovaná. 
• Dynamické počítání množin – tato metoda vytvoří síť všech frekventovaných množin. Poté 
v jednom průchod databází je možné kontrolovat podporu i k-množin, jejichž podmnožiny 
byly během průchodu označeny za frekventované. 
Největší nevýhodou algoritmu Apriori je generování velkého množství kandidátů na 
frekventované množiny. Algoritmus, jenž nepotřebuje tento náročný krok, se nazývá tzv. metoda FP-
stromu (také metoda vzrůstu frekventovaných množin). Databáze je zkomprimována do FP-stromu, 
který udržuje informace o asociacích položek. Tato metoda je mnohem rychlejší než algoritmus 
Apriori. Podrobnosti o tomto algoritmu najdete v [1] a [2]. 
3.4.3 Od frekventovaných množin k asociačním pravidlům 
Máme-li již vytvořeny všechny frekventované k-množiny, zbývá vytvoření asociačních pravidel. Při 
generování se vychází ze vzorce 3.3 následovně. Pro každou frekventovanou množinu l se vygenerují 
všechny její neprázdné podmnožiny s. Poté se pro každou neprázdnou podmnožinu s vytvoří pravidlo 
ve tvaru s ⇒ ( l - s). 
Jelikož jsou pravidla generována z frekventovaných množin, je jisté, že splňují minimální 
podporu. Pokud rovněž spolehlivost tohoto pravidla spočítaná podle vztahu 3.3 dosahuje minimální 
požadované hodnoty, je toto pravidlo označeno jako silné. 
Jako ukázku si vygenerujeme asociační pravidla pro frekventovanou množinu {B ,C ,E} 
z obrázku 3.2. Všechny její neprázdné podmnožiny jsou {B, C}, {B, E}, {C,E}, {B}, {C} a {E}. Pro 
tyto množiny budou vytvořena pravidla: 
B ∧ C ⇒ E spolehlivost = 2/2 = 100% 
B ∧ E ⇒ C spolehlivost = 2/3 = 66% 
C ∧ E ⇒ B spolehlivost = 2/2 = 100% 
B ⇒ C ∧ E spolehlivost = 2/3 = 66% 
C ⇒ B ∧ E spolehlivost = 2/3 = 66% 
E ⇒ B ∧ C spolehlivost = 2/3 = 66% 
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3.4.4 Víceúrovňová asociační pravidla 
Položky v databázi bývají často uspořádány hierarchicky (obrázek 3.3). Hledání silných 
asociačních pravidel mezi položkami na nejnižší úrovni abstrakce může být kvůli různorodosti těchto 
položek velice obtížné.  
Jelikož transakcí, v nichž se společně vyskytuje např. „bezdrátová klávesnice Genius“ a 
„laserová tiskárna Canon“ je minimální počet, zajímavými se stávají pravidla až na úrovni vyšší 
(mezi položkami „klávesnice“ a „tiskárna“). 
 
  
Víceúrovňová pravidla se obvykle generují shora dolů, tzn. asociační pravidla jsou generována 
nejdříve na nejvyšší úrovni a poté na úrovních nižších. Existují dva přístupy, a to s použitím 




V prvním případě, s využitím konstantní podpory, je podpora stále stejná nezávisle na 
úrovních. Nevýhodu však spatřujeme v tom, že položky na nižší úrovni konceptuální hierarchie se 
v transakcích nevyskytují tak často. Proto, když nastavíme podporu příliš vysokou, nezískáme mnoho 
zajímavých pravidel na úrovni nižší. V opačném případě, je-li podpora příliš nízká, dochází k získání 
asociací téměř mezi všemi koncepty vyšší úrovně. 
Druhým možným přístupem je podpora redukovaná. Spočívá v tom, že při zanoření o úroveň 
níže se sníží hodnota minimální podpory. Pro tento přístup existují čtyři strategie: 
• Snížení nezávisle na úrovních – nejjednodušší strategie z těchto čtyř. Konceptuální 
hierarchie se prochází po úrovních, aniž by probíhalo zjišťování, zda byl předchůdce 
frekventovaný. 
• Filtrování úrovně k-množinou – po vygenerování kandidátů na nižší úrovni jsou testováni 
pouze ti, jejichž rodičovská k-množina byla na vyšší úrovni frekventovaná (množina 
{laserová tiskárna, notebook IBM} je testována jen v případě, že je frekventovaná množina 
{tiskárna ,notebook} apod.). Tento postup znemožní vznik pravidel mezi položkami, pro 
jejichž uzly nebylo vytvořeno pravidlo na vyšší úrovni. 
Obrázek 3.4: Konstantní podpora (vlevo) a redukovaná podpora (vpravo) 
Obrázek 3.3: Uspořádání zboží podle konceptuální hierarchie (převzato z [2]) 
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• Filtrování úrovně jednou položkou – ke kontrole podpory na nižší úrovni dochází jen 
v případě, je-li rodičovský uzel frekventovaný. Nevýhoda spočívá v tom, že některé 
položky, které by byly frekventované díky snížení podpory, nejsou uvažovány, a tím 
ztrácíme nějaká pravidla. 
• Kontrolované filtrování úrovně jednou položkou – u tohoto přístupu se kromě podpory 
zavádí tzv. práh zanoření. Pokud je uzel na vyšší úrovni frekventovaný, nebo alespoň 
splnil práh zanoření, probíhá testování i na jeho následnících. Logicky hodnota prahu 
zanoření musí být menší než hodnota minimální podpory. Tímto je umožněn vznik pravidel 
i z položek, které neměly frekventované předchůdce. 
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4 Návrh 
Cílem této práce bylo vytvořit aplikaci v jazyce Java s grafickým uživatelským rozhraním, která se 
připojí k databázi a pomocí čtyř různých metod bude z této transakční databáze dolovat víceúrovňová 
asociační pravidla. Pro svou rozšířenost byla vybrána databáze MySQL. Výsledná pravidla budou 
uložena v databázi a zobrazena uživateli. Program dokáže pracovat s daty rozdělenými do dvou 
úrovní konceptuální hierarchie. Funkčnost programu bude ověřena na vzorku dat a výsledky všech 
čtyř metod budou porovnány a následně zhodnoceny. Jak máme možnost vidět na obrázku 4.1, 
rozdělil jsem aplikaci do dvou celků. První tvoří grafické rozhraní, druhý se stará o vlastní výpočet. 
Tím, že je grafická část oddělena, nabízí se v případě potřeby možnost doimplementovat načtení 
konfigurace např. z nějakého konfiguračního souboru a spustit aplikaci v rámci konzole.  
4.1 Grafické uživatelské rozhraní 
Jelikož musí uživatel zadat poměrně mnoho údajů, podle kterých bude samotné dolování probíhat, je 
ovládání aplikace přes grafické rozhraní pohodlnější, než ovládání z konzole. Program bude mít sedm 
obrazovek, které uživatele provedou celým procesem. O přepínání těchto obrazovek se stará třída 
MainWindow. 
Po spuštění se objeví první obrazovka reprezentovaná třídou ChooseDB, kde jsou vyžádány 
údaje sloužící k připojení k databázi. Transakční databáze bývá složena ze třech tabulek – tabulky 
transakcí, tabulky skupin zboží a tabulky položek. V následujících třech oknech (třídy 
ChooseTransaction, ChooseGroup a ChooseItem) se po uživateli požaduje, aby tyto tři tabulky 
postupně specifikoval. Vždy má na výběr ze všech tabulek obsažených v databázi a náhled na několik 
řádků dané tabulky. To nejen usnadní zvolení správné tabulky, ale také výběr sloupců, které jsou 
relevantní a se kterými bude aplikace pracovat. 
Po úspěšné identifikaci těchto tabulek již zbývá jen nastavit parametry dolování. Toto 
nastavení umožní třída ChooseParameters. Zde se zadají údaje jako minimální podpora, minimální 
spolehlivost a hodnota, o kterou se sníží podpora při zanoření níže v konceptuální hierarchii. Je-li 
zvolený algoritmus kontrolované filtrování položkou, pak se stává nutností ještě uvést práh zanoření. 
Jako výchozí je nastaven algoritmus nezávisle na úrovních. Změnit jej lze v nabídce algoritmus. 
K poslednímu údaji, jenž je nutné vyplnit, patří název tabulky, do které budou uložena asociační 
pravidla. Pravidla budou uložena ve třech tabulkách (viz kapitola 5.2) a proto budou ze zadaného 
názvu další dvě jména tabulek. Mezi další možnosti, které nabídne toto okno patří možnost ponechat 
v databázi tabulky s frekventovanými množinami. 
Než uživatel spustí dolování, má možnost pohybovat se mezi těmito okny. Údaje, které zadal, 
zůstávají při pohybu mezi okny nastaveny na dříve zadané hodnoty. Pouze v případě vrácení se na 
výběr databáze dochází ke znovu připojení a hodnoty se již nepamatují. 
Třída ShowState zobrazuje uživateli stav, ve kterém se aplikace právě nachází. Po dokončení 
výpočtu je výsledek prostřednictvím třídy ShowRules zobrazen uživateli. Pravidla jsou stránkována 
po padesáti řádcích na obrazovku. 
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Obrázek 4.1: Diagram užití – interakce s uživatelem 
4.2 Jádro aplikace 
Rozhraní mezi GUI a vlastním dolováním tvoří třída Programm. Veškeré údaje zadané uživatelem se 
uchovávají ve třídě Configuration. Každý ze čtyř implementovaných algoritmů tvoří jednu třídu, 
která dědí od abstraktní třídy Mining. První část, generování k-množin, se provádí pomocí algoritmu 
Apriori. Jelikož se množiny generují na dvou úrovních abstrakce, pro každou úroveň je vytvořena 
třída AprioriGroupLevel, respektive AprioriItemLevel. Obě tyto třídy dědí od třídy Apriori. Po 
vygenerování frekventovaných množin následuje vytvoření asociačních pravidel z těchto množin. 
Frekventovaná množina je zapouzdřena ve třídě Kset a její vlastností je, že dokáže vygenerovat 
všechny své neprázdné podmnožiny a pro každou z nich vytvořit asociační pravidlo. Třída 

















Obrázek 4.3:Sekvenční diagram metody run() ve třídě Mining 
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5 Implementace 
Tato kapitola se zabývá implementací aplikace. Seznámí čtenáře s implementací nejdříve grafického 
rozhraní, nabídne pohled na zpracování dat v databázi a nakonec popíše proces dolování. 
5.1 Implementace uživatelského rozhraní 
Aplikace začíná ve třídě Programm, kde se nachází metoda main(). V té se vytvoří objekty tříd 
Configuration a MainWindow. Třída Configuration slouží pouze pro uchování nastavených hodnot od 
uživatele a její metody jsou tzv. přístupové umožňující manipulaci s těmito hodnotami. Co se grafické 
části týče, zvolil jsem postup vytvoření jednoho okna, ve kterém se bude měnit obsah. Okno, neboli 
rám, reprezentuje třída MainWindow, která dědí od třídy JFrame. Pomocí její metody setContent() se 
pak nastavuje její obsah. Všechny třídy tvořící tento obsah dědí od třídy Panel. Veškeré grafické 
komponenty a třídy použité v aplikaci jsou z balíku javax.swing.  
5.2 Práce s databází 
5.2.1 Ukládání dat v databázi 
Generované frekventované množiny je zapotřebí ukládat v databázi. Jelikož se počet prvků zvětšuje 
s každým krokem algoritmu Apriori, bylo by nutné pro každé k vytvořit vlastní tabulku příslušných  
k-množin. Lepším přístupem je rozdělit k-množinu do dvou tabulek (viz tabulky 5.1 a 5.2). Každá 
množina je identifikovaná jednoznačným identifikátorem ID množiny. Protože se generování 
frekventovaných množin provádí na dvou úrovních konceptuální hierarchie, je nutné mít tuto dvojici 
tabulek pro obě úrovně. 
ID množiny k podpora 
25 4 12,3 
28 4 17,6 
Tabulka 5.1: Tabulka množin 
ID množiny pořadí ID položky 
4 1 256314 
4 2 3215423 
Tabulka 5.2: Tabulka položek 
 
Asociační pravidla se ukládají do třech tabulek. V tabulce pravidel (tabulka 5.3) jsou uloženy 
vlastnosti pravidla a úroveň konceptuální hierarchie, nad kterou pravidlo vzniklo. Jeho levá a pravá 
část jsou uloženy v tabulkách reprezentujících hlavu a tělo pravidla (tabulky 5.4 a 5.5). 
 
Tabulka 5.3: Tabulka asociačních pravidel 
 
ID pravidla ID položky 
234 256314 
234 523142 
Tabulka 5.4: Položky hlavy pravidla 
ID pravidla ID položky 
234 452123 
235 4512364 
Tabulka 5.5: Položky těla pravidla 
 
ID pravidla podpora spolehlivost úroveň 
234 42,3 66,4 1 
235 37,9 78,2 2 
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5.2.2 Komunikace s databází 
Pro kontakt s databází jsem vytvořil třídu DBConection. Třída je navržena a implementována podle 
návrhového vzoru singleton. To zajišťuje existenci vždy právě jedné instance této třídy. Další 
vlastností tohoto vzoru je jeho globální přístupnost. Přístup zajišťuje statická metoda 
getDbConnection(). Všechny databázové dotazy jsou připravovány rovněž v rámci této třídy. Metody 
třídy vidíme na obrázku 5.1. Connect() je metoda sloužící k vytvoření spojení s databází. Toto spojení 
je ukončeno metodou closeConn(). Pro zrychlení práce s databází jsou vytvořeny nad některými 
sloupci tabulek indexy. K čemu slouží ostatní metody a jak fungují, bude popsáno dále. 
 
Obrázek 5.1: Třída DBConnection sloužící ke komunikaci s databází 
5.3 Proces dolování  
O celý průběh procesu dolování se stará třída Mining. Protože samotné dolování je spuštěno ve 
vlastním vlákně, dědí tato třída od třídy Thread z balíku java.lang. V této aplikaci jsou 
implementovány čtyři různé způsoby, které dávají možnost dolovat víceúrovňová asociační pravidla. 
Každý z těchto algoritmů je reprezentován vlastní třídou. Jsou to třídy LevelIndependent, KSetFilter, 
ItemFilter a ControlledItemFilter. Jelikož se liší jen v několika málo věcech, dědí od abstraktní třídy 
Mining. Metoda, kterou se odlišují, je v této třídě definována jako abstraktní.  
Jakmile uživatel zadá všechny údaje a spustí výpočet, dojde k zavolání metody startChecking() 
grafické třídy MainWindow (bude popsána dále) a startMining() třídy Programm. Ta načte ze třídy 
Configuration algoritmus, který si zvolil sám uživatel. V závislosti na algoritmu se vytvoří objekt 
příslušné třídy a pomocí metody start() dojde k vytvoření nového vlákna a zajistí se volání metody 
run(). Tato metoda zabezpečovat kompletní průběh dolování. Nejdříve se připraví databáze. Jsou 
vytvořeny tabulky pro uložení množin a pravidel. Nad některými sloupci ze vstupních tabulek jsou 
vytvořeny indexy pro zrychlení vyhledávání v databázi. Celou tuto inicializační část má na starost 
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metoda initializeDatabase() databázové třídy. Když je vše připraveno, může začít dolování, které 
rozvrhneme na dva kroky. 
5.3.1 Generování frekventovaných množin 
Algoritmus apriori sloužící ke generování frekventovaných množin je zapouzdřen do abstraktní třídy 
Apriori. Za abstraktní se může nazvat proto, že od ní dědí třídy AprioriGroupLevel – realizující 
tvorbu frekventovaných množin na vyšší úrovni konceptuální hierarchie – a AprioriItemLevel, která 
reprezentuje vytvoření množin na úrovni nižší. 
Abstraktní metoda aprioriGen() je ve třídě AprioriGroupLevel implementována tak, že provádí 
volání metod makeNextLevel() a po ní checkSupport(), dokud se prvně jmenované metodě daří 
vytvářet další kandidáty na k-množiny. Vytvoření množin provádí metoda generateKSet() třídy 
DBConection. Tato metoda dokáže vygenerovat na základě k (k+1)-množiny pro danou úroveň 
abstrakce. Sestaví příslušný sql dotaz a vykoná jej v databázi. Výsledkem jsou požadovaní kandidáti. 
Tímto byl proveden spojovací krok Apriori. Vylučovací krok probíhá tím způsobem, že voláním 
metody pruneCandidate() pro každou množinu dojde ke kontrole, zda jsou všechny její podmnožiny 
frekventované. Pokud kandidát vyhoví, je uložen do databáze. V opačném případě se neukládá a dále 
neuvažuje. Následuje kontrola podpory pomocí metody checkSupport(), která volá metodu 
databázové třídy checkSupportHigh(). Podle hodnoty k načte všechny tyto k-množiny, spočítá jejich 
podporu a jakmile hodnota podpory nevyhovuje minimální zadané, daného kandidáta z databáze 
odstraní. 
Pro třídu AprioriItemLevel je metoda aprioriGen() mírně odlišná. Kromě toho, že se vytváří 
množiny na nižší úrovni (tudíž z jiných tabulek), spočívá největší rozdíl ve volání metody 
filterCandidate(). Je to abstraktní metoda třídy Mining a každá ze tříd daného algoritmu ji 
implementuje jiným způsobem. 
Ve třídě LevelIndependent tato metoda neprovádí nic, protože v algoritmu nezávisle na 
úrovních nedochází k žádnému filtrování. 
Třída KsetFilter tuto metodu implementuje. Dochází v ní k volání metody filterKSet() třídy 
DBConection, která sestaví dotaz sloužící ke zjištění, jestli byla rodičovská k-množina frekventovaná. 
Pokud tato podmínka není splněna, dojde ke smazání množiny z databáze.  
Ve zbývajících dvou třídách ItemFilter a ControlledItemFilter tato metoda volá metodu 
filterItem() z databázové třídy pouze po vygenerování 1-množin. Ta zkontroluje, zda-li je rodičovský 
uzel frekventovaný, v opačném případě smaže tuto 1-množinu.  
Teprve po provedení filtrování následuje kontrola podpory. Na této úrovni se však v metodě 
checkSupport() volá jiná metoda, a sice checkSupportLow(), která zajistí smazání k-množin, které 
nevyhovují snížené hodnotě minimální podpory. 
 Byl-li algoritmus nastaven na kontrolované filtrování úrovně k-množinou, 1-množiny na vyšší 
úrovni nebyly porovnávány s minimální podporou, ale s prahem zanoření. To znamená, že některé 
z nich nesplňují minimální podporu a je nutné je odstranit z databáze. O to se postará metoda 
removeTreshhold() zavoláním stejnojmenné metody třídy DBConection. 
5.3.2 Tvorba asociačních pravidel 
Po úspěšném vytvoření frekventovaných množin na obou úrovních zbývá vygenerovat asociační 
pravidla. Ty se vytvoří nejdříve na vyšší, posléze na nižší úrovni. Tvorba pravidel je provedena 
metodou třídy Mining s názvem makeRules(), která pouze zavolá metodu checkThrough() 
z databázové třídy. Tato metoda si nejdříve zjistí, jaké nejvyšší hodnoty k se při generování k-množin 
dosáhlo a poté načítá pro všechny k od k = 2 do maximální zjištěné hodnoty příslušné k-množiny 
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z databáze. Každá takováto množina je zapouzdřena třídou Kset. Pomocí metody getSupportById() je 
získána hodnota podpory této množiny. V metodě makeRules() této třídy pak postupně dochází 
k rozdělení množiny na všechny neprázdné podmnožiny a jejich  doplněk  vzhledem k původní 
množině. Následuje vytvoření asociačního pravidla z každé takové dvojice. Asociační pravidlo je 
zapouzdřené ve třídě AssociationRule. V tuto chvíli přichází na řadu výpočet spolehlivosti pravidla, 
k němuž je zapotřebí znát hodnotu podpory jeho levé strany (hlavy). Tu získáme voláním metody 
getSupportByItems() třídy DBConection. Uložení pravidla obstará metoda checkAndSave(), která 
nejprve porovná vypočítanou spolehlivost s minimální požadovanou. Pokud pravidlo podmínku 
splňuje, dojde k jeho uložení. 
Stejný postup je pak dodržován při tvorbě pravidel na nižší úrovni abstrakce. Pouze se tvoří 
z jiných tabulek a  při jejich ukládání dochází k uložení s jiným příznakem úrovně. Po vytvoření 
asociačních pravidel zařídí  metoda restoreDatabase() smazání vytvořených indexů a nezrušil-li 
uživatel přednastavené mazaní k-množin, jsou smazány rovněž. 
5.3.3 Kontrola stavu 
Protože dolování asociačních pravidel nelze označit za triviální problém, trvání tohoto procesu může 
být poměrně dlouhé. Obzvláště, když uživatel nastaví parametry tak, že minimálním hodnotám bude 
odpovídat obrovské množství asociací. 
Z tohoto důvodu jsem v aplikaci implementoval zobrazování stavu, ve kterém se aplikace při 
dolování nachází. Jak bylo zmíněno výše, před spuštěním samotného procesu je volána metoda 
startChecking(). Zajistí totiž vznik nového objektu třídy CheckState. Tato třída dědí stejně jako 
Mining od třídy Thread, takže kontrola stavu probíhá v dalším vlákně. V časovém intervalu se vždy 
dotáže, jaký je aktuální stav, a tento stav zobrazí uživateli. 
5.4 Zpracování chyb 
Ke zpracování výjimek jsem implementoval třídu DatabaseException. Tato třída v sobě nese jak 
anglický text vyvolané výjimky, tak český text, který shrnuje o jakou výjimku jde. Jakmile je 
zachycena výjimka, zobrazí se uživateli modální dialogové okno typu JoptionPane ohlašující chybu. 
V jeho název tvoří český text, v jeho obsahu se pak vyskytuje anglický text popisující přesnější 
příčinu chyby. 
Pokud se databázová chyba stala během zadávání parametru, je uživatel vrácen o jednu obrazovku 
zpět, s možností jiné volby vstupních hodnot. Jakmile však nastane chyba během operace dolování, je 
uživatel vrácen na úvodní obrazovku (připojení k databázi). 
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6 Výsledky 
Tato kapitola shrnuje dosažené výsledky s implementovanou aplikací. Jako vzorek dat pro otestování 
aplikace posloužila databáze nákupů obchodního řetězce Glóbus, kterou mi poskytl vedoucí práce 
Ing. Vladimír Bartík, Ph.D. Tvoří ji tři tabulky – pokladna, skzbozi a zbozi, které po řadě odpovídají 
tabulce transakcí, vyšší a nižší úrovni konceptuální hierarchie. Pro účely této aplikace jsem musel 
upravit tabulku pokladna. V nynější podobě má tabulka pokladna 3288 řádků. Obsahuje informace o 
nákupech – ke každému ID transakce určuje, jaké položky byly v tomto nákupu obsaženy. Tabulka 
skzbozi reprezentuje vyšší úroveň konceptuální hierarchie. Přiřazuje název skupiny zboží pro všechna 
ID těchto skupin. Dosahuje 138 záznamů. Poslední tabulka –  zbozi – pro každou položku na nižší 
úrovni konceptuální hierarchie stanovuje její název a do jaké skupiny spadá. V této tabulce je 62154 
záznamů. 
6.1 Srovnání algoritmů pro stejné parametry 
6.1.1 Popis testu 
Po delším zkoušení s databází bylo zjištěno, že na vyšší úrovni abstrakce bude vhodné pracovat 
s hodnotou podpory 15%. Na úrovni nižší nebylo vygenerováno žádné pravidlo s minimální podporou 
nastavenou na hodnotu 6%. 
Proto byly tento test na základě těchto vědomostí zvoleny následující hodnoty: 
• minimální podpora: 15% 
• minimální spolehlivost: 30% 
• snížení podpory při zanoření: 13,6% (neboli podpora na nižší úrovni abstrakce 1,4%) 
• práh zanoření: 10% (pouze v případě algoritmu Kontrolované filtrování úrovně položkou) 
Úkolem bylo vydolovat asociační pravidla s těmito hodnotami pomocí každého 
z implementovaných algoritmů a porovnat jejich výsledky. 
6.1.2 Výsledky testu 
Největšího počtu vygenerovaných asociačních pravidel dosáhl algoritmus Nezávisle na úrovních. 
Naopak nejméně pravidel se podařilo vygenerovat pomocí algoritmu Filtrování úrovně k-množinou. 
Podíváme-li se na příklad pravidel, která tento algoritmus neodhalil, ale u ostatních se nacházela, 
vidíme, že tato pravidla nemají svoji rodičovskou k-množinu frekventovanou. Příklad takového 
pravidla: JM Eidam30%  ∧ čaj ⇒ Rohlík hlad.(1,45%, 100%). Rodičovská k-množina pro toto 
pravidlo: {SÝRY, ČAJ, Chléb/pečivo} nebyla frekventovaná.  
Algoritmus Kontrolované filtrování úrovně položkou, a sice oproti algoritmu Filtrování 
položkou, dokázal získat díky prahu zanoření dvě pravidla navíc, která jsou následující: 
• LI K.ŘízkyCh ⇒ Odnosná tašk (1.82%, 71.3%)  
• Toal. papír ⇒ Rohlík hlad. (1.45%, 49.99%)  
Algoritmus Nezávisle na úrovních vyzískal zcela logicky nejvíce pravidel. Je to zapříčiněno 
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Obrázek 6.1: Výsledky implementovaných algoritmů 
6.2 Vliv minimální podpory na počet pravidel 
Tento test odhaluje, jaký vliv má minimální podpora na počet vygenerovaných asociačních pravidel. 
Pro každý ze čtyřech implementovaných algoritmů spustíme proces dolování třikrát. Každé spuštění 
probíhá s různou minimální podporou. Spolehlivost zůstane stejná pro všechny tři pokusy (30%). 
Rovněž snížení podpory bude vždy nastaveno vůči hodnotě podpory tak, aby vyšla hodnota podpory 
na nižší úrovni stejná (1,4%). V případě algoritmu Kontrolované filtrování úrovně dosahuje hodnota 
prahu zanoření o 5% méně než podpora. Minimální podpora bude postupně nastavena na 10%, 15% a 
20%. 
6.2.1 Nezávisle na úrovních 
Jak vidíme v tabulce 6.1, počet vygenerovaných pravidel na vyšší úrovni s klesající podporou o 5% 
rapidně klesá. Počet pravidel na úrovni nižší se neliší, jelikož zde nemá měnící se podpora vyšší 
úrovně žádný vliv.  
 
 Podpora 10% Podpora 15% Podpora  20% 
Pravidla na vyšší úrovni 209 50 18 
Pravidla na nižší úrovni 262 262 262 
Pravidla celkem 471 312 280 
Tabulka 6.1: Výsledky algoritmu Nezávisle na úrovních 
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6.2.2 Filtrování úrovně k-množinou 
Z výsledků algoritmu Filtrování úrovně k-množinou můžeme vyčíst, že podpora frekventovaných 
množin má velký vliv na počet pravidel na úrovni nižší. 
 
 Podpora 10% Podpora 15% Podpora  20% 
Pravidla na vyšší úrovni 209 50 18 
Pravidla na nižší úrovni 181 165 151 
Pravidla celkem 390 215 169 
Tabulka 6.2: Výsledky algoritmu Filtrování k-množinou 
 
6.2.3 Filtrování úrovně položkou 
Všimněme si, že, ačkoliv se podpora zvyšuje, počet pravidel na nižší úrovni není nijak extrémně 
ovlivněn.  
 
 Podpora 10% Podpora 15% Podpora  20% 
Pravidla na vyšší úrovni 209 50 18 
Pravidla na nižší úrovni 254 252 245 
Pravidla celkem 463 302 263 
Tabulka 6.3: Výsledky algoritmu Filtrování úrovně položkou 
6.2.4 Kontrolované filtrování úrovně položkou 
Výsledky tohoto algoritmu jsou v zásadě o jeden sloupec „posunuty“ oproti algoritmu Filtrování 
úrovně položkou. Je tomu tak z toho důvodu, že podpora roste o 5%, a práh zanoření je ve výsledku o 
5% snížená podpora. 
 
 Podpora 10% Podpora 15% Podpora  20% 
Pravidla na vyšší úrovni 209 50 18 
Pravidla na nižší úrovni 260 254 252 
Pravidla celkem 469 304 270 
Tabulka 6.4: Výsledky algoritmu Kontrolované filtrování úrovně položkou 
6.2.5 Srovnání vlivu podpory na počet pravidel u jednotlivých 
algoritmů 
Jak je patrné z obrázku 6.2, největší vliv hodnoty podpory na počet vygenerovaných pravidel na nižší 
úrovni abstrakce sledujeme o algoritmu Filtrování úrovně k-množinou. Téměř stejně ovlivněny jsou 



























Obrázek 6.2: Vliv minimální podpory na počet pravidel na nižší úrovni abstrakce 
 
6.3 Zhodnocení výsledků 
Na základě získaných výsledků můžeme říci, že byly ověřeny teoretické předpoklady všech 
algoritmů. Shrneme-li to od algoritmu s nejmenším počtem pravidel, potvrdil se předpoklad, že u 
filtrování úrovně k-množinou přicházíme o zajímavá asociační pravidla. V našem prvním testovém 
případě je jich 97 v porovnání s nejúspěšnějším algoritmem, což je téměř třetina. V případě testování 
nedosahoval tento algoritmus nejrychlejších časů, ale to je dáno tím, že kontrolování, zda byla 
rodičovská k-množina frekventovaná, je poměrně náročné. Menší časovou náročnost pak algoritmus 
má až pro vyšších hodnotách k při tvorbě k-množin. Těch v tomto případě nedosahujeme, a proto 
nelze tvrdit, že tento algoritmus je nejrychlejší. 
Další tři algoritmy se od sebe neliší takovým propastným rozdílem, přesto se může stát, že pro 
větší objemy dat tento rozdíl naroste. 
Co se týče vlivu podpory na množství vygenerovaných pravidel, je to opět algoritmus 
Filtrování k-množinou, který vykazuje největších rozdíly. 
Závěrem bych dodal, že při dolování asociačních pravidel velmi záleží na nastavení parametrů 
dolování. Je nutností znát databázi. Od věci není si vyzkoušet dolovat pravidla několikrát s různými 
požadavky na podporu a spolehlivost. 
 
 




Cílem této práce bylo nastudovat problematiku dolování dat, a sice její konkrétní oblast - dolování 
víceúrovňových asociačních pravidel a poté implementovat aplikaci schopnou tyto pravidla dolovat. 
Aplikaci jsem dokázal úspěšně naimplementovat podle zmíněného návrhu. Všechny čtyři 
implementované algoritmy mohu prohlásit za funkční, což plně dokazuje kapitola 6, v níž jsou 
uvedeny testy, které aplikace bez problému zvládla. Získané výsledky byly diskutovány rovněž v této 
kapitole. 
Došlo-li by k případnému vylepšení tohoto projektu, mohlo by se týkat rozšíření pro více 
databází, a to oproti současné MySQL. Ke zvýšení efektivity by pravděpodobně vedlo použití některé 
varianty z vylepšených algoritmů Apriori, nebo jiných. Za další eventuální rozšíření bych považoval 
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Příloha 1.  CD obsahující zdrojové soubory aplikace, spustitelnou aplikaci (jar), adresář projektu 
z vývojového prostředí Netbeans, adresář s použitou databází Glóbus, tuto práci ve 
formátu pdf, manuál a dokumentaci.  
