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Abstract
Mention discovery, entity linking, and grounding are crucial steps in natural language understanding.
Compared with named entities, the detection and linking of nominals are relatively little studied but essential
since the grounding of nouns enriches information for humans that read documents. In this thesis, we
address those problems by extending the Illinois Cross-lingual Wikifier with nominal linking and sense
disambiguation. We train a nominal detector with the dictionary post-process to discover nominal mentions
and classify them into predefined type categories. For the nominal linking, we propose a co-reference model
that captures the pairwise features between the named entity and the nominal, and we integrate it with
several linking heuristics. Finally, we ground nouns to their Wikipedia titles by adjusting the ranker of the
Wikifier with extra features and the training on common nouns. Our proposed approaches show competitive
performances on the benchmark datasets.
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Over the past decades, Internet has become one of the primary sources where people share news and gain
knowledge. Web knowledge bases such as Wikipedia or Freebase which grow dramatically in recent years
are crucial in knowledge acquisition. A considerable amount of those resources are stored in the format of
text. Thus, Natural Language Processing (NLP) has become famous as a way to understand the text and
extract useful knowledge automatically from a vast amount of data.
1.1 Motivation
Understanding entities and concepts mentioned in the text is an essential step for NLP. With the goal
of enriching information for humans that read documents and providing context to automated systems, we
must discover the entity and then link it. For example, given a sentence below:
Barack Hussein Obama II was the former president of the United States.
We are concerned with the mentions ”Barack Hussein Obama II” and ”former president of the United
States”. A named entity is a real-world object, such as persons, locations, organizations, etc., which is
denoted by a proper name. In the above example, ”Barack Hussein Obama II” is a person named entity.
Named entity recognition and linking are relatively well-studied problems. However, having only the ability
to understand named entities is never enough. To perform further knowledge NLP extraction, we should
discover nominal entity mentions and link them. We need to recognize the nominal ”president” and know
it co-refers to the named entity ”Barack Hussein Obama II”.
Nominal linking with co-reference resolution provides precious context to automated systems, but some-
times a human reader may be more interested in the meaning of the mention instead of the entity it refers.
For instance, in the above example, a human reader might also want to know the meaning of ”president”
instead of it co-refers to ”Obama”. In those cases, grounding ”president” to corresponding sense President
(A common title for the head of state in most republics) is crucial.
Furthermore, many text resources are not written in English, but machine translation is still a not-well-
solved problem. However, there is a way to understand the concept by linking and grounding the mentions
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without entire translation. Resources like Wikipedia provide a precious support for us to obtain knowledge.
If we can handle the text in a foreign language, it will undoubtedly help the computer to extract information.
1.2 Challenges
The definition of nominal entities is ambiguous. Some researchers think all the nouns should be nominals,
while some consider those referring to the real entity. In the following thesis, we take the definition of nominal
from The Text Analysis Conference (TAC) Knowledge Base Population (KBP) 2016: A nominal mention
consists of a common noun which refers to an entity in place of a name. We will give the rigorous nominal
definition in Chapter 3.
Identifying which parts of the text are nominals are not trivial, and even humans can be confused to
determine what is nominal. For instance, the title or the modifier should not be nominals.
President Obama signed a bill today.
”President” here is not a nominal mention because it only functions as a modifier. Detecting such nominal
mentions is hard while exposing them in different languages is even harder, and the nominal can also overlap
with name entities.
Besides, nominal entity linking requires the solutions to several subproblems. The correct entity linking
of nominals consists of at least two parts: the discovery and linking of named entities, and the co-reference
resolution. Taking the example above, we need to discover the named entity ”Barack Hussein Obama II”,
link it to the correct knowledge base and then know that the nominal ”president” co-refers to this named
entity. Sometimes, a nominal is not co-referable but still has to be linked. For example, the nominal ”world”
is the planet Earth and all life upon it, but ”world” does not necessary to be co-referred to other name
entities.
The grounding of nouns, on the other hand, has no co-reference but needs disambiguation. To auto-
matically understand the president is, we need to generate high-quality candidate knowledge base entries
and ground the mention to the most appropriate entry. For example, given the mention president, we can
have the candidate Wikipedia titles President, The President (1928 film), President (card game),




In this thesis, we extend the named entity discovery and linking system, Illinois Cross-Lingual Wikifier
[Tsai et al., 2016] [Tsai and Roth, 2016], from named entities to nominals and nouns. In Chapter 2 we
introduce some background knowledge of this thesis, including the related tasks and the components of the
Wikifier.
In Chapter 3, we give the definition of nominals and the approach we use to discover them with machine
learning models. We combine named entity recognition techniques with dictionaries and achieve promising
performance in English, Spanish, and Chinese.
Chapter 4 describes the nominal linking task. We propose a co-reference model that captures the pairwise
features between the named entity and the nominal. We also we combine the model with several heuristics
to link those non-co-referable mentions and integrate them with the named entity linking in the Wikifier.
We address the grounding of nouns by extending the Wikifier in Chapter 5. We point out that the
indirect supervision from the Wikifier might be appropriate when we are disambiguating common nouns,
so we experiment with two adjustments. We train a ranker on the annotation of all nouns and introduce






2.1.1 Named entity recognition
Named entity recognition (NER) is a subtask of information extraction that aims to identify named
entities and classify them into predefined categories, e.g., persons, organizations, or locations. For example,
given the following sentence:
Barack Obama visited Houston last week.
The objective of NER is to identify the two named entities [Barack Obama]person and [Houston]location.
Recent machine learning techniques perform well in NER with a large amount of data. Typical ma-
chine learning approaches formulate NER as a sequence tagging problem, including Hidden Markov Model
[Rabiner, 1989], Conditional Random Fields [Lafferty et al., 2001], and sequential application of Perceptron
or Winnow [Collins, 2002].
Furthermore, [Ratinov and Roth, 2009] analyzes fundamental design challenges and misconceptions that
underlie NER system. They reach the state-of-the-art performances with simple averaged perceptron algo-
rithms. NER is closely related to entity linking as the first step to identify entity mentions, which we will
explain more about in the later sections.
2.1.2 Word sense disambiguation and entity linking
A word can contain multiple senses and be ambiguous. For example, consider the following cases:
The bank accommodates Tom with a loan.
We stand on the river bank to fish.
The first bank refers to a financial institution while the second one is the side of the river. The task of
word sense disambiguation (WSD) is to assign the correct sense to the ambiguous word automatically. Early
WSD approach uses dictionary-based methods with knowledge encoded in lexical resources to disambiguate
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the words. More recently, [Mihalcea and Csomai, 2007] use the hyperlinked text in Wikipedia articles to
generate annotated training data automatically and disambiguate nouns. Traditionally, the grounding target
knowledge base of the WSD task is WordNet [Miller et al., 1990].
Entity linking (EL) includes a set of similar tasks from named entity disambiguation. There are three
significant differences between WSD and EL:
1. The goal of WSD is to disambiguate common nouns or verbs, while EL focuses on named entities that
consist of more than one words.
2. The target knowledge base of WSD is usually lexical resources such as WordNet, while EL usually links
to encyclopedia resources such as Wikipedia or Freebase [Ratinov et al., 2011], [Cheng and Roth, 2013].
3. EL requires co-reference resolutions to solve the linking of nominals because the linking targets are
”entities”.
Recently, [Moro et al., 2014] propose a unified graph-based approach to combine WSD and EL although
they do not handle the co-reference issue.
2.2 Wikification
Wikification is the task of entity linking with Wikipedia as the target knowledge base. In our work, we
extend the works from [Tsai et al., 2016] and [Tsai and Roth, 2016] to keep the ability of cross-lingual entity
linking. The Wikifier mainly consists of 3 steps: mention detection, candidate generation, and candidate
ranking.
2.2.1 Mention detection
[Tsai et al., 2016] use the state-of-the-art NER model of [Ratinov and Roth, 2009] as the base model.
The base model that uses a regularized averaged perceptron has been shown to be competitive in NER and
text chunking [Ratinov and Roth, 2009]. Given a data point (x, y), a perceptron algorithm is w. Averaged
perceptron takes the linear combination of all the perceptrons wi with a weight si, where si indicates the






[Tsai et al., 2016] extends the base model with additional Wikification features. They disambiguate
words to Wikipedia entries and obtain useful information for NER from the corresponding Freebase types
and Wikipedia categories.
2.2.2 Candidate generation
Given a mention, the candidate generation step produces a list of Wikipedia titles that are the can-
didates to link. They obtain the mention-candidate key-value pairs from anchor text and redirects. The
anchor text is the surface text of the hyperlink, and the redirects are the same title string is redirected
to in the Wikipedia. For example, given the mention surface ”Chicago”, they generate the candidates
Chicago (band), Chicago (magazine), Chicago River by the above web link pieces of information.
However, the above approach may generate lots of title candidate a given mention, but lots of them
barely appear. To filter out those rare candidates, they calculate the prior probability P (title|mention),
which is the fraction of times that the title is the target page of the given mention. Most of the entity linking
systems only keep top k candidates from the full candidates set. If there’s no candidate, then the mention
will be linked to ”NIL”, which means the knowledge base doesn’t contain the entry.
Cross-lingual candidate generation also uses the above algorithm to map the corresponding English title.
There is an extra lookup of the second dictionary if the above methods find no candidates. They split the
hyperlinked mention string into tokens and map them to the Wikipedia titles.
2.2.3 Candidate ranking
Given the mention m and its candidates Cm, the candidate ranking step finds the most relevant candidate





where φ(m, c)i is the dimension i of the pairwise feature representation, and wi is the weight of it. The
weights are learned by linear ranking SVM model [Fan et al., 2008]. The features are extracted pairwisely
to capture the information between the mention and the candidate title. The pairwise features include the
cosine similarities between the title embeddings and the context embeddings, other mentions, and previous
titles. Some features like the probability of the surface given the title and the probability of the title given




3.1 Definition of nominals
In this thesis, we want to automatically discover nominal mentions that refers to specific, real-world
individual entities. To show the effectiveness of our nominal discovery algorithms in the multilingual setting,
we apply it on English, Spanish, and Chinese. The nominal mention we discuss here is nominal ”head”,
which is the word that contains the core entity of the chunk. For example, given the sentence
The scientist who invented the theory of relativity passed away in 1955.
Instead of finding the nominal chunk ”the scientist who invented the theory of relativity”, we focus on the
nominal head ”scientist”. Discovering the nominal at the head level makes the mention boundaries clearer
and prevents nested nominal mentions. In English or Spanish, a head is are usually one word, but it’s often
more than one word in Chinese.
Besides, in the nominal discovery step, we need to detect not only the mention spans but also the mention
types. According to Text Analysis Conference (TAC) Knowledge Base Population (KBP) [Ji et al., 2016],
we categorize the nominal mentions into five types:
1. Facilities (FAC): A facility is a functional, primarily human-made structure, e.g., a building or a
museum.
2. Geopolitical entities (GPE): A Geopolitical entity refer to a physical location and a population with
prevalent types including a country, a state, or a city.
3. Locations (LOC) : Location entities are places that do not have a political component or natural
structures such as world or space.
4. Organizations (ORG): ORGs are groups of people with organizational structure, e.g., a company or a
government.
5. Persons (PER): A person entity is an individual but not a group of people. For example, the president
or the artist is a PER nominal mention, while families, sisters are not valid PER.
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The nominal mention should refer to real-world entities, but general concepts are not nominal mentions.
Considering the following case,
When a killer is apprehended, he will be charged with murder,
Here, ”killer” is not a nominal mention because it should refer to a general concept of a person who kills
someone but not a specific person.
3.2 Nominal detector
To determine whether a noun refers to a real-world individual entity is non-trivial. Here we introduce a
supervised learning framework that trains a nominal mention detector from annotated data.
3.2.1 Machine learning model
We use the same regularized averaged perceptron algorithm that has been shown to be competitive in
NER and text chunking [Ratinov and Roth, 2009]. It uses expressive features to achieve the state-of-the-art
performance on the named entity recognition task.
For the representation of text segments, we focus on the most popular schema - BIO. BIO suggests we
classify the token between the Beginning, the Inside and the Outside of the text segments. Given the chunk
labels for the task, this results in 11 classification categories: {FAC, GPE, LOC, ORG, PRE} X {B, I} +
{O}. Though our model can be applied to any length of mentions, for English and Spanish the mention
head are usually length 1, so most of the positive tags are B. However, mentions in Chinese text are usually
longer, so there is a greater proportion of I-tags.
3.2.2 Feature extraction
The algorithm considers each word from the text in order (the “focus word”), and features are extracted
for each. We use a subset of the features used for Illinois NER in [Ratinov and Roth, 2009], and characterize
them in terms of three types:
1. Lexical features: Lexical features are the features that are extracted from the surface of a word.
(a) Forms: the surface form of a word and its neighbor words. This kind of feature is essential for
nominal detection because many of the nominals appear multiple times with the same surface
form.
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(b) Capitalization: whether the word is capitalized. This feature is useful to filter out modifiers for
languages such as English, e.g., “President Obama”, though it does not help for Chinese.
(c) Word Type Information: whether the word is composed of lowercase letters, uppercase letters, or
digits. Nominals are seldom purely numerical expressions.
(d) Affixes: the prefix and the suffix of a word. Suffixes are effective for identifying common nominals
– for example, the suffix ”-ist” in the words “scientist” or “artist”.
(e) Previous tag pattern: the surface form of the current word, the surface form of the previous word,
and the tag predicted for that word.
2. Non-lexical features: Non-lexical features go beyond the surface form of the focus word.
(a) Previous tags: the predicted tag of the word before focus word. In Chinese, this feature is vital
because, for I- tags, the previous tag must be a B- tag.
(b) Tag context: Given the word we are predicting and the next two words, we use statistics for
tag sequences for word trigrams and their predicted tags over the previous 1000 words in the
document.
3. External Resources: We also use Brown clusters features that are obtained from the hierarchical
clustering of words based on the contexts they occur.
3.2.3 Post-Process with dictionaries
The set of nominals is smaller than that of named entities, and many of the nominals in the test data
may also be in the training data. However, the machine learning model can be overfitting, so we introduce
a post-processing step to relieve the potential overfitting phenomenon. We build a dictionary from the gold
annotations in the training data, calculate the number of (nominal+type) appears, and add the N frequent
nominals into the dictionary. The valid nominals to be added shouldn’t be stop words and their length
should be longer than two characters (For Chinese, they should be longer than one character). Filtering
those stop words and short nominals, e.g., ”one”, help us build the dictionary with high quality.
When testing, if we encounter a word that is in the dictionary but was not detected by the model, we
annotate it as a nominal head mention and categorize it with its most popular type. For example, given
that we have seen “government” in the gold annotations with high frequency, we put it into the dictionary.




The Text Analysis Conference (TAC) is a series of evaluation workshops organized to encourage research
in Natural Language Processing and related applications. Entity Discovery and Linking (EDL) is one of its
track and aims to link each mention to its knowledge base entry, or a newly created NIL entry if it doesn’t
have a corresponding knowledge entry. We take the gold annotations from 2016 TAC trilingual EDL track
[Ji et al., 2016]. There are 503 annotated documents (168 English documents, 168 Spanish documents, and
167 Chinese documents), which consists of documents in both the discussion format and the news format.
We train on those annotations but reserve 50 documents for tuning the parameters, including the number
of frequent nominals we add into the dictionary.
To evaluate the performance of our mention discovery, we test on the evaluation data of TAC 2017
trilingual EDL track. We compare our proposed method with [Haoruo Peng, 2015] 1 that is also a supervised
mention detector extending the Illinois NER [Ratinov and Roth, 2009]. Both models train on the same data.
We also show the performance of a simple baseline that adds all the valid nominals into the dictionary and
detects the mentions without any machine learning model. Our evaluation metrics are precision, recall, and
F-1 score.
2016 Development Set
English (750 nominals) Spanish (475 nominals) Chinese (437 nominals)
Pr Re F1 Pr Re F1 Pr Re F1
Proposed method 75.40 69.47 72.31 76.46 60.84 67.76 54.36 48.51 51.27
[Haoruo Peng, 2015] 78.10 71.33 74.56 78.31 54.62 64.35 49.85 37.56 42.83
Simple baseline 53.94 78.53 63.95 52.55 67.37 59.04 30.41 61.78 40.75
2017 Test Set
English (1726 nominals) Spanish (1915 nominals) Chinese (2348 nominals)
Pr Re F1 Pr Re F1 Pr Re F1
Proposed method 69.91 56.55 62.52 75.13 53.00 62.16 49.68 26.58 34.63
[Haoruo Peng, 2015] 68.18 52.88 60.19 74.12 48.30 58.49 41.71 16.39 23.54
Simple baseline 44.97 63.91 52.79 48.64 65.22 55.72 38.64 50.98 43.96
Table 3.1: The performance of mention span matches across the three languages. (Adding top 25 frequent
nominals into the dictionary)
Table 3.1 shows the performances of mention span matches. For English and Spanish, our proposed
method outperforms the two baselines on the 2017 test set regarding F-1 score. Although [Haoruo Peng, 2015]
has a better performance on the 2016 English development set, our method performs better on the 2017
test set. However, the nominal detection in Chinese is hard, and the simple baseline has the best perfor-
1Illinois Mention Detector (https://github.com/CogComp/cogcomp-nlp/tree/master/md)
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mance on the 2017 test set, which implies that the two learning-based approaches may have overfitted the
Chinese annotations. But with the post-processing dictionary, our proposed method generalize better than
[Haoruo Peng, 2015] because the dictionary works as the regularizer. Table 3.2 shows the performances of
mention span matches + type matches, and our proposed method also has the best performances in English
and Spanish.
2016 Development Set
English (750 nominals) Spanish (475 nominals) Chinese (437 nominals)
Pr Re F1 Pr Re F1 Pr Re F1
Proposed method 71.78 66.13 68.84 73.55 58.53 65.18 54.10 48.28 51.03
[Haoruo Peng, 2015] 73.43 67.07 70.10 75.00 52.31 61.63 48.32 36.41 41.52
Simple baseline 51.01 74.27 60.48 48.44 62.11 54.43 29.50 59.95 39.55
2017 Test Set
English (1726 nominals) Spanish (1915 nominals) Chinese (2348 nominals)
Pr Re F1 Pr Re F1 Pr Re F1
Proposed method 66.33 53.65 59.32 70.76 49.92 58.54 47.69 25.51 33.24
[Haoruo Peng, 2015] 64.15 50.70 56.63 69.63 45.38 54.95 39.76 15.63 22.44
Simple baseline 41.58 59.10 48.82 45.44 60.94 52.06 34.25 45.19 38.96
Table 3.2: The performance of mention span matches + type matches across the three languages. (Adding
top 25 frequent nominals into the dictionary)
Figure 3.1 and Figure 3.2 shows the change of performance in the 2016 development set corresponding to
the number of top N frequent nominals we add into the dictionary. Here we are playing a precision and recall
trade-off. Initially, our nominal mention detection models have higher precision but lower recall. Adding
the top N frequent nominals into the dictionary increases the recall but hurts the precision because some
of the added nominals are not always valid in context. In English (Figure 3.1), the best F1 score happens
when N = 0, which means we cannot improve it by adding the nominals. For Spanish and Chinese, however,
the dictionary post-process helps to reduce the gap between precision and recall which is larger and improve
the overall F-1. Table 3.3 also shows the difference of performance on the 2017 test set when we ablate the
post-processing step, which results in a trade-off between precision and recall.
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Figure 3.1: The performances of the mention span matches on the 2016 development set (English)




w/o dict 73.00 54.06 62.12
with dict 69.91 56.55 62.52
Spanish
w/o dict 77.16 47.62 58.90
with dict 75.13 53.00 62.16
Chinese
w/o dict 60.41 17.42 27.04
with dict 49.68 26.58 34.63
Table 3.3: The comparison between with/without the post-processing dictionaries of the nominal mention
detection (top N = 25, tuned from the TAC 2016 development set). The numbers are for the nominal




This chapter describes the process for linking the detected nominal heads to the corresponding entities.
For example, given the following short paragraph:
Apple released new details about iPhone X. The company moved to speed up production as pre-orders loom.
The nominal “company” should be linked to knowledge base entry Apple; the correct linking can be de-
termined via co-reference resolution. However, sometimes the linking may not involve co-reference resolution.
Consider the following example:
China is the world’s most populous country. Its government aimed to control the population growth.
Here the named entity “China” refers to the country the People’s Republic of China while the nomi-
nal “government” should be linked to Government of China and thus there is no co-reference information,
but the mention is still linkable. Those non-co-referable but linkable nominals are usually ORGs and LOCs.
On the other hand, if the target knowledge base entry doesn’t exist, we should link the nominal to NIL
(unlinkable), which is also called the NIL identification task. For instance, consider:
My friend told me an interesting story yesterday.
Here the nominal “friend” has type PER, but “my friend” may not have a Wikipedia page. In summary, a
nominal mention can be (1) co-referable and linkable; (2) co-referable and unlinkable; (3) non-co-referable
and linkable; or (4) non-co-referable and unlinkable. For those co-referable nominals, we propose a pairwise
learning model to co-refer the nominals with named entities, and we use several linking heuristics to link
those non-co-referable nominals.
4.1 Prerequisite: Named entity recognition and linking
We need to recognize name entities and link them before linking nominals. For example, if we have
”Obama” linked to the correct knowledge base entry, then we can link the co-referred nominal ”president”
to the knowledge base entry of ”Obama”.
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we use Illinois Cross-Lingual Wikifier [Tsai et al., 2016] [Tsai and Roth, 2016] described in Section 2.2
to perform the named entity discovery and linking on English, Spanish, and Chinese. Given a document,
it uses NER models to detect named entities mentions. Then, for each mention, it generates Wikipedia
title candidates by looking at the titles that that anchor text links to, and a linear ranking SVM is trained
based on this indirect supervision to calculate the similarity between the mention surface form and the title.
Finally, the named entity mentions are linked to the corresponding Wikipedia or Freebase. Once we have the
linked named entities and the detected nominal mentions, we are ready to proceed further nominal linking
algorithms.
4.2 Co-reference between nominals and named entities
4.2.1 Co-reference candidate generation
Given a nominal mention, we generate the co-referred candidates by looking into the nearest named
entities. We look into the previous p named entities and q latter named entities with the same type so that
there are entirely p+q=k candidates. In practice, we make p = 2 and k = 3 and it reaches over 85% of
coverage. Also, those types provide a strong constraint so that we only generate quality candidates. For
example, the named entity ”Apple Inc.” and the nominal ”company” are both ORG mentions.
4.2.2 Pairwise co-reference feature extraction
Once we have the named entity candidates, we adopt a pairwise learning approach to co-refer them with
nominals. Given a nominal (NOM) and the named entity (NAM), we extract pairwise features that represent
the similarities between NOM and NAM. Here are some of the features we use:
1. The distance between NOM and NAM: This is a powerful feature because many nominals still
co-refer to the nearest named entity.
2. The type of the nominal (FAC, GPE, LOC, ORG, PER): We train one co-reference model for
all the types, so we encode the types and make our model able to adjust to different types.
3. Whether NOM is the substring of NAM (regardless of the capitalization): For example,
the nominal ”city” is a substring of ”Traverse City”
4. Whether NOM is the substring of NAM’s Freebase fine types: We gather precious information
from the Freebase fine-grained types. For example, ”Kiev” is the capital city of Ukraine, and its
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Freebase types contain ”independent city”. Given a nominal ”city”, we should check whether the
nominal matches any of the Freebase types. For Chinese and Spanish, the nominals are translated into
English by Google translation. Note that we get the fine-grained types from the Freebase Mid because
we can eliminate some noisy types if we have already disambiguated the named entity.
5. Combinational search in Wikipedia candidates: The motivation of this feature is to capture
the occurrence relation between NOM and NAM in Wikipedia. We check whether the string concate-
nation [NOM] + [NAM] and [NAM] + [NOM] has any Wikipedia title candidate. For example, the
combination of the nominal ”president” and the named entity ”Obama” has title candidates, while
”dancer” and ”Obama” don’t. Thus, we know the former NOM-NAM pair has a stronger correlation.
4.2.3 Ranking and linking
With those features, we train a linear ranking SVM [Fan et al., 2008]. For every nominal mention, the
actual NOM-NAM pair should be ranked higher than other negative pairs. We also have a confidence
threshold that we will only believe in prediction if the prediction score is larger than zero; otherwise, we
just co-refer the nominal to the nearest named entity. After having the co-referred named entity, we link
the nominal to the knowledge base of that named entity, and it could be NIL if the named entity itself links
to NIL.
4.3 Linking heuristics
In this section, we will introduce heuristics that are helpful to link non-co-referable nominals, which are
usually ORGs and LOCs. Given the linked named entities and the discovered nominal mentions, we propose
the linking heuristics after the observation on the TAC 2016 evaluation data. Note that the default option
is linking the nominal to NIL if we cannot link them by those heuristics or by the coreference component.
Combination Freebase search between NAM-GPE and NOM-ORG
Many of the nominal ORGs (NOM-ORG) cannot be co-referred to any named entity but still link to a
knowledge base entry. For instance, in the China’s government example above, the named entity ”China” is
a country, but the nominal ”government” should link to Chinese Government. We propose a combination
search to discover the target knowledge base entry. First, we calculate the majority named GPE (NAM-GPE)
in a document; then we do the following search in Freebase and link
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1. For English, search “[NOM-ORG] [NAM-GPE]”, “[NAM-GPE] [NOM-ORG]”, and “[NOM-ORG] of
[NAM-GPE]”
2. For Spanish, search “[NOM-ORG] [NAM-GPE]”, “[NAM-GPE] [NOM-ORG]”, and “[NOM-ORG] de
[NAM-GPE]”
3. For Chinese, search “[NOM-ORG][NAM-GPE]” and “[NAM-GPE][NOM-ORG]”
For example, we will check whether ”government of China”, ”China government”, and ”government China”
are in Freebase. In this case, we can find the knowledge base entry of ”government of China” and link
NOM-ORG to it.
Substring matching of Wikipedia title candidates
Wikipedia title candidates can also represent potential knowledge base entries to link. For example,
the nominal ”government” should be linked to government of China, which is also in the Wikification
candidates of ”China”. We also find the majority NAM-GPE in a document, gather the Wikipedia title
candidates of this NAM-GPE, and check whether the candidate contains the nominal in its title. Note that
the title also needs to include all the tokens of the NAM-GPE for Chinese. We apply this rule on ORG
nominals if we cannot link them by the combination Freebase search above.
Surface-mid Majority
Some nominal mentions, such as ”space” (the universe) or ”world” (Earth), are usually linked to fixed
knowledge base entry regardless of context. Here we introduce a simple majority vote: For each kind of
nominal surface, we calculate the surface to Mids counts. When testing, given the mention surface we only
link the nominal to the majority Mid. We apply this trick on LOC nominals.
4.3.1 Experiments
We train our co-reference model on the gold annotation data from TAC 2016 trilingual EDL track and
test on the 2017 evaluation data as we did in Section 3.3. The data contains the nominal mentions that link
to Freebase. Here we assume we have the perfect named entity recognition / linking and perfect nominal
detection so that we can evaluate our performance without the influence of other components.
Table 4.1 shows the precision, recall, and F-1 score of the co-reference component. In this experiment,
we compare the baseline that co-refers the nominal to the nearest name entity with the same type. Overall,
our co-reference component has a better performance. Surprisingly, the baseline has already reached over
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Precision Recall F1-Score
English Nearest co-ref 40.13 63.38 49.15
(863 co-referables) Proposed model 44.00 70.10 54.07
Spanish Nearest co-ref 41.98 67.43 51.75
(998 co-referables) Proposed model 44.60 68.74 54.10
Chinese Nearest co-ref 33.27 57.54 42.16
(862 co-referables) Proposed model 36.03 67.55 47.04
Table 4.1: The comparison between the nearest co-reference (baseline) and the proposed co-reference model.
We measure the precision, recall, and F-1 score of those co-referable nominals. The proportion of co-referable
nominals in (English, Spanish, Chinese) = (50.06%, 52.25%, 36.71%)
40% of the F-1score, which suggests that the distance and the types play important roles in the co-reference
between the named entities and the nominals.
English Spanish Chinese
FAC 79.13 (254) 79.90 (204) 90.17 (173)
GPE 61.78 (225) 63.87 (238) 57.72 (421)
LOC 42.14/72.14 (140) 35.53/65.79 (152) 40.27/68.02 (519)
ORG 40.99/46.58 (483) 30.65/33.33 (522) 29.56/39.10 (734)
PER 71.22 (622) 63.98 (794) 71.26 (501)
Overall 60.32/64.33 54.29/57.43 50.34/59.45
All NILs (baseline) 48.43 36.18 46.76
Table 4.2: The nominal linking accuracies over every type and every language on the 2017 evaluation
dataset. For LOC and ORG, we show the numbers without/with the linking heuristics. And the numbers
in the parentheses are the number of mentions.
Table 4.2 shows that performances and the numbers of each type. The baseline we compare to is linking
all the nominals to NILs, which is a strong majority vote because the most frequent target KB entry of
nominals is NIL. Our linking algorithms show their effectiveness compared with the baseline. For the ORGs
and LOCs, it’s not enough to only do the co-reference because many of them are non-co-referable but
linkable, so we also need to apply the linking heuristics.
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Chapter 5
The Grounding of Nouns
In this chapter, we want to ground nouns to their true senses by disambiguating them. Taking the same
example in 4,
Apple released new details about iPhone X. The company moved to speed up production as pre-orders loom.
Instead of linking the company to the named entity Apple Inc., we want to ground it to the Wikipedia
title company (commercial association of people). Our goal is to disambiguate the mention company
from other senses, e.g., Company (military unit) or Company (film).
5.1 Sense disambiguation with the Wikifier
We assume that the senses we are grounding are within the Wikification candidates. By capturing the
relation between the mention and the candidates, we can perform the sense disambiguation. Here we adopt
the same linear ranking SVM described in 2.2 and the features the same in [Tsai and Roth, 2016]. The model
is trained from the anchor text and the redirected information of Wikipedia under indirect supervisions.
5.1.1 Experiments
To experiment, we use the dataset from SemEval 2013 Task 12 [Navigli et al., 2013] and SemEval
2015 Task 13 [Moro and Navigli, 2015]. Those two datasets have the annotations for a broader range of
words. They annotate named entities, nominals, common nouns and verbs that are grounded to BabelNet,
Wikipedia, and WordNet in multiple languages. We take the annotations of mentions that are grounded to
English and Spanish Wikipedia, where the annotated mentions are mostly nouns.
We take the idea in [Navigli et al., 2013] and construct the Most Frequent Title (MFT) baseline which is
similar to the Most Frequent Sense (MFS) baseline in [Navigli et al., 2013]. Given the mention, the baseline
simply grounds the mention to its most popular Wikipedia title by its probability. This kind of frequency-
based baseline has been shown powerful in [Navigli et al., 2013] and we can reach over 50% of accuracy by
just predicting the most popular titles because most of the time the nouns refer to its common sense.
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Table 5.1 shows the recall of the candidate generation (recall@6), the accuracy of the ranker, and the
overall performances. Our methods outperform the MFT baseline on both datasets. Figure 5.1 shows the
trade-off between recall of the candidate generation and the accuracy of the ranker in English. With more
candidates generated, we should get higher candidate recall, but the ranking accuracy will go down. In our
experiment, N = 6 has the best overall performance.
English Spanish
SemEval13 SemEval15 SemEval13 SemEval15
Candidate recall 84.86 81.57 90.67 85.81
Ranking accuracy 78.27 75.32 82.20 80.58
Overall accuracy (candidate+ranking) 66.43 61.44 74.52 69.14
MFT (baseline) 61.11 55.30 72.08 60.59
Table 5.1: The performance of the Wikifier compared with the baseline.
Figure 5.1: The performances V.S. the number of English Wikification candidates (Left: SemEval13, Right:
SemEval15)
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5.2 Adjusting the ranker to common nouns
5.2.1 From Wikipedia indirect supervision to the annotation
The previous ranker trains on the indirect supervisions in the Wikipedia, which may not be appropriate
for common nouns. For example, when we write down ”Thursday”, we usually refer to the day of the week
following Wednesday, but we have the hyperlink that goes to Thursday (band) in the Wikipedia. To
further adjust the distribution of the training data, we perform an experiment that trains the ranker on the
Semeval13 dataset and evaluates it on the Semeval15 dataset.
5.2.2 Adding features for common nouns
Another experiment is to extend the feature space because common nouns may need other features
besides the features in [Tsai and Roth, 2016] which were designed for entities. We introduce three kinds of
extra features that may be useful for the common nouns:
1. Whether the mention and the Wikipedia title have the same string match: For example,
the mention ”document” usually is grounded to the Wikipedia title document.
2. Whether the mention and the title have the same suffix: This feature also helps us to put
more emphasis on those simple string matching candidates.
3. The cosine similarities of the topic embedding and the context embeddings: We get the
topic from the words in the parentheses of the Wikipedia titles. For example, given the Wikipedia title
Tablet (pharmacy) , we know ”pharmacy” is the topic. We then use the multilingual embeddings
from [Tsai and Roth, 2016] and obtain five kinds of context embeddings : (1) Context window =
30; (2) Context window = 100; (3) Context window = 200; (4) Embeddings of other mentions; (5)
Embeddings of the mentions before this mention. And we calculate the cosine similarity between the
title embedding and the first three context embeddings as features. As for the latter two, we get the
cosine similarity between the topic embedding and mention that has the minimum / maximum cosine
similarity with the topic embedding.
5.2.3 Experiments
We evaluate the ranker accuracies on the SemEval15 dataset by adding the above two adjustments. To
measure the effectiveness of the above two adjustments, we also classify the mentions into two categories. If
a mention has the same format as its the gold annotation after Snowball Stemming [Porter, 2001], we call it
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an easy mention; otherwise, it’s a hard mention. For example, if a mention ”countries” should be grounded
to the Wikipedia title country, it is an easy mention.
English
Easy Hard Overall
Baseline 87.77 63.45 75.32
Baseline + Train on annotations 93.09 59.90 76.10
Baseline + Train on annotations + Extra features 95.21 62.94 78.70
Spanish
Easy Hard Overall
Baseline 90.09 69.23 80.58
Baseline + Train on annotations 90.57 73.37 82.94
Baseline + Train on annotations + Extra features 90.09 76.33 83.99
Table 5.2: Ranking accuracies after adding the two adjustments.
Table 5.2 shows the ranking accuracies of adding the two adjustments. In English, There’s an improve-
ment by using the annotated data on easy mentions because Semeval13 and Semeval15 have the similar
data distribution that they both annotate all nouns. When adding those extra features, we gain another
improvement on the easy mentions. As for Spanish, surprisingly, the improvements come from the hard
mentions, which does not match our original intuition of the two adjustments, but this might suggest that
our extra features, mainly the topic embedding, may potentially be helpful for named entities. In sum, our




In this thesis, we discuss the nominal discovery, nominal linking, and the grounding problem by extending
the named entity recognition and linking of the Wikifier. The nominals contain rich information for natural
language understanding, but they are relatively little-studied compared with named entities. By defining
the problem rigorously and combine it with the existing Wikifier, we can achieve better performances than
the baselines.
In Chapter 3, we extend the named entity recognition model to nominals. With careful feature selections,
we can detect the nominals at the head level in English, Spanish, and Chinese. Furthermore, we propose a
post-process stage with dictionaries that relieves the phenomenon of overfitting by increasing the recall.
In Chapter 4, We discuss the nominal linking problem by proposing a pairwise learning framework
that learns the co-reference information between named entities and nominals. We also introduce several
heuristics, including Combination Freebase Search and Substring Matching of Wikipedia Candidates, which
were able to link those non-co-referable nominals. By combining the co-reference model and the linking
heuristics, we have a promising result on the nominal linking problem.
On the other hand, we formulate the grounding of nouns as a sense disambiguation problem. With the
help of the Wikifier, we can generate Wikipedia title candidates with high quality and ground to them in
English, Spanish, and potentially any other languages. Finally, we point out the issues of the ranker when
it is applied to common nouns, so we make the adjustments of the training data and introduce several extra
features that improve the performance of the original ranker.
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