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Abstract
We present an “algebraic treatment” of the analytical Bethe ansatz for open spin chains
with soliton non preserving (SNP) boundary conditions. For this purpose, we introduce abstract
monodromy and transfer matrices which provide an algebraic framework for the analytical Bethe
ansatz. It allows us to deal with a generic gl(N ) open SNP spin chain possessing on each site
an arbitrary representation. As a result, we obtain the Bethe equations in their full generality.
The classification of finite dimensional irreducible representations for the twisted Yangians are
directly linked to the calculation of the transfer matrix eigenvalues.
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Introduction
A great interest for generalizations of integrable quantum spin chains has recently appeared. This
renewed interest is primarily due to new applications of these spin chains in various fields, such as
condensed matter [1, 2, 3, 4, 5, 6, 7, 8], integrable relativistic quantum field theories [9, 10, 11, 12],
quantum chromodynamics theory [13, 14] or AdS/CFT correspondence [15, 16, 17]. In this context,
an important development was the definition of integrable quantum spin chain with non-trivial
boundaries. Usually, in the framework of spin chain models, these boundaries are characterized by a
matricial solution to the reflection equation [18, 19]. However, “new” types of boundaries have been
introduced in [20, 21, 22] where the matrix is now solution of the so-called soliton non preserving
(SNP) reflection equation. This equation was intensively studied from a mathematical point of view
to define the algebras called twisted Yangians [23, 24]. Later, it has been used to introduce boundaries
in the affine Toda field theories [25, 26, 27, 28].
In our previous work [29], we used the classification of irreducible finite dimensional representa-
tions of the Yangian and of the reflection algebra to construct and solve spin chains where each sites
are associated to a different representation of gl(N ). In the present paper, we extend this procedure
to the SNP case. Indeed, the classification of the representations of the twisted Yangian provided in
[30] allows us to obtain the spin chain with non-soliton preserving boundaries where each spin of the
chain can be in different representations.
This article is organized as follows. In the first three sections we recall elementary notions on the
Yangian of gl(N ), the twisted Yangian and the representations of the Yangian. These sections provide
all the definitions needed for the article to be self-contained. We also introduce the transfer matrix
and determine its symmetry algebra, which is consequently the one of the considered spin chain. In
section 4, the classification of the twisted Yangian are described, as well as the fusion procedure, to
obtain constraints on the transfer matrix. Using these constraints, we then determine the dressing
functions for a general transfer matrix eigenvalue. Finally, we compute the Bethe equations, by
analytical Bethe ansatz, for the general SNP gl(N ) spin chain.
1 Yangian Y(gl(N )
We will consider the gl(N ) invariant R matrices [31, 32]
Rab(λ) = IN ⊗ IN −
~ Pab
λ
, (1.1)
where Pab is the permutation operator
Pab =
N∑
i,j=1
Eij ⊗Eji (1.2)
and ~ is the free deformation parameter. It satisfies the following properties
(i) Yang–Baxter equation [33, 31, 32, 34, 35]
Rab(λa − λb) Rac(λa) Rbc(λb) = Rbc(λb) Rac(λa) Rab(λa − λb) (1.3)
1
(ii) Unitarity
Rab(λ) Rba(−λ) = ζ(λ) IN ⊗ IN , (1.4)
where Rba(λ) = PabRab(λ)Pab = R
tatb
ab (λ) = Rab(λ) and
ζ(λ) =
(
1−
~
λ
)(
1 +
~
λ
)
. (1.5)
It obeys [AaAb, Rab(λ)] = 0 for A ∈ End(CN ).
The Yangian Y(gl(N )) [36] is the complex associative unital algebra with the generators {L(n)ij |1 ≤
i, j ≤ N , n ∈ Z≥0} subject to the defining relations
[L
(r+1)
ij , L
(s)
kl ]− [L
(r)
ij , L
(s+1)
kl ] = L
(r)
kj L
(s)
il − L
(s)
kj L
(r)
il , (1.6)
where r, s ∈ Z≥0 and L
(0)
ij = δij . These relations are encoded in a simple equation, called FRT
exchange relation [37]
Rab(λa − λb) La(λa) Lb(λb) = Lb(λb) La(λa) Rab(λa − λb) , (1.7)
where the generators are gathered in the following matrix (belonging to End(CN )⊗Y(gl(N ))[[λ−1]])
L(λ) =
N∑
i,j=1
Eij ⊗ Lij(λ) =
N∑
i,j=1
Eij ⊗
∑
r≥0
~r
λr
L
(r)
ij =
∑
r≥0
~r
λr
L(r) . (1.8)
The quantum determinant qdetL(λ) is a formal series in λ−1 with coefficients in Y(gl(N )) defined
as follows
qdetL(λ) =
∑
σ∈SN
sgn(σ) L1,σ(1)(λ− ~N + ~) · · ·LN ,σ(N )(λ) , (1.9)
where SN is the permutation group of N indices. A well-known result (see e.g. [38]) establishes
that the coefficients of qdetL(λ) are algebraically independent and generate the center of Y(gl(N )).
There exists an equivalent definition of the quantum determinant which will be used in the following
as well:
qdetL(λ) AN = LN (λ− ~N + ~) · · ·L1(λ) AN . (1.10)
where AN is the antisymmetriser operator, a one-dimensional projector in (C
N )⊗N , i.e.
Am(e1 ⊗ · · · ⊗ em) =
1
m!
∑
σ∈Sm
sgn(σ) eσ(1) ⊗ · · · ⊗ eσ(m) . (1.11)
For the study of spin chains, it is useful to introduce the following morphisms of Y(gl(N )):
Inversion
inv : L(λ) 7−→ L−1(λ) (1.12)
2
Sign
sg : L(λ) 7−→ L(−λ) , (1.13)
Transposition
t : La(λ) 7−→ L
ta
a (λ) , (1.14)
where ta is a generalised transposition (defined below) acting in space a only.
Shift
sa : L(λ) 7−→ L(λ+ a) , a ∈ C (1.15)
The three first mapping are idempotent algebra anti-morphisms, while the last one is an algebra
automorphism.
The generalised transposition t, which depends on a sign θ = ±1, is related to the usual transposition
T by, for any matrix A,
At = V −1AT V where

V = antidiag(1, 1, . . . , 1) , for which V 2 = θ = 1
or
V = antidiag
(
1, . . . , 1︸ ︷︷ ︸
N/2
, −1, . . . ,−1︸ ︷︷ ︸
N/2
)
, for which V 2 = θ = −1 .
(1.16)
The second case is forbidden when N is odd.
The elements of L−1(λ) are computed in terms of L(λ) by
L−1(λ− ~N + ~) =
(
qdetL(λ)
)−1
L∗(λ) , (1.17)
where L∗(λ) is the quantum comatrix, i.e. the entries L∗ij(λ) of L
∗(λ) are (−1)i+j times the quantum
determinants of the submatrices of L(λ) obtained by removing the ith column and jth row.
In the following, L(λ) will be denoted by Lap(λ) since we deal with tensor products of Yangian.
The index a is the auxiliary space index (i.e. the space on which Eij acts) and p is the quantum
space index (i.e. the space on which L
(r)
ij acts). Starting from local operators Lap(λ) (1 ≤ p ≤ ℓ)
acting on different spaces, one constructs a non-local algebraic object, the monodromy matrix
Ta(λ) = La1(λ) La2(λ) . . . Laℓ(λ) ∈ End(C
N )⊗ (Y(gl(N )))⊗ℓ (1.18)
which satisfies the defining relations of the Yangian
Rab(λa − λb) Ta(λa) Tb(λb) = Tb(λb) Ta(λa) Rab(λa − λb) . (1.19)
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2 Algebraic transfer matrix for twisted Yangian
2.1 K matrix
In order to study open spin chains with soliton non-preserving boundary conditions, we need to use
subalgebras of Yangians called twisted Yangians, Y±(N ) [24]. The sign + or − allows us to choose
between the two types of twisted Yangians (orthogonal or symplectic). First, we need to introduce
numerical matrices, called K matrices, which are solutions to the soliton non-preserving reflection
equation1 [24]
Rab(λa − λb) Ka(λa) R
ta
ab(−λa − λb − ~ρ) Kb(λb) =
Kb(λb) R
ta
ab(−λa − λb − ~ρ) Ka(λa) Rba(λa − λb) , (2.1)
In this case, the K matrix is interpreted as the reflection of a soliton on the boundary, coming back
as an anti-soliton. The solutions of (2.1) have been classified in [21]:
Proposition 2.1 Any invertible solution of the soliton non-preserving reflection equation (2.1) is a
constant matrix (up to a multiplication by a scalar function) such that Kt = εK with ε = ±1.
In the following, we restrict ourselves to the case where Ka is diagonal and is given by
K = diag(ζ1, . . . , ζN ) with ζk = ε ζk , ζk 6= 0 and ε = ±1 . (2.2)
The variables ζk are
[
N+1
2
]
free parameters of the model.
Let us remark that when N is odd, one must take ε = +1 to ensure the invertibility of K (and
θ = +1 in this case), while for N even, there are four choices (θ = ±1, ε = ±1).
2.2 Twisted Yangians
The twisted Yangians are constructed as subalgebras of the Yangian Y(gl(N )). Starting from the
generators T (λ) of Y(gl(N )) introduced in (1.8), we define
Sa(λ) = Ta(λ)Ka Ta
ta(−λ− ~ρ) . (2.3)
S(λ) generates the algebra Y θε(N ) whose exchange relations1 are given by
Rab(λa − λb) Sa(λa) R
ta
ab(−λa − λb − ~ρ) Sb(λb) =
Sb(λb) R
ta
ab(−λa − λb − ~ρ) Sa(λa) Rba(λa − λb) . (2.4)
This relation is a direct consequence of (1.15), (1.14) and (2.1). The matrix S(λ) satisfies a supple-
mentary symmetry relation
Staa (λ) = ε Sa(−λ− ~ρ)−
θ ~
2λ+ ~ρ
(
Sa(−λ− ~ρ)− Sa(λ)
)
. (2.5)
1There exist different definitions of this relation depending upon the shift ρ of the spectral parameter in Rta
ab
.
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As in equation (1.8), we define
S(λ) =
N∑
i,j=1
Eij ⊗ Sij(λ) =
+∞∑
n=0
S(n)
λn
. (2.6)
The commutation relations (2.4) and the symmetry relation (2.5) show that S(1) generates a so(N )
(resp. a sp(N )) algebra when θε = 1 (resp. θε = −1), subalgebras in Y θε(N ) [24].
One can show that Y θε(N ) has a non-trivial center generated by the coefficients of the following
series, the so-called Sklyanin determinant sdetS(λ) defined by
S<aN ...a1>(λ)AN = AN S<aN ...a1>(λ)AN = sdet S(λ)AN (2.7)
where
S<aN ...a1>(λ) =
(
←−∏
2≤k≤N
Sak(λk)R
ta
k
akak−1(−λk − λk−1 − ~ρ) . . . R
ta
k
aka1(−λk − λ1 − ~ρ)
)
Sa1(λ1) (2.8)
and λk = λ− ~(k − 1). It satisfies the following relation
sdet S(λ) = sdetK(λ) qdet T (λ) qdet T (−λ− ~(ρ−N + 1)) , (2.9)
with
sdetK(λ) = ζ1ζ2 . . . ζN
2λ− (θε+ 1)n~+ ~+ ~ρ
2λ− 2n~+ ~+ ~ρ
and n =
[
N
2
]
. (2.10)
2.3 Transfer matrix and symmetry of the model
The transfer matrix is defined by
s(λ) = tra (Sa(λ)) =
N∑
i=1
Sii(λ) (2.11)
and satisfies a crossing relation deduced from (2.5)
s(λ) =
2λ ε+ ~(ρ ε− θ)
2λ+ ~(ρ− θ)
s(−λ− ~ρ) . (2.12)
This relation differs from the one given in [21], where the case ε = +1 is treated in the fundamental
representation, because of the definitions (2.3) and (2.4) used here (see footnote 1). The commutation
relations defining the twisted Yangian allows us to show
[s(λ), s(µ)] = 0 . (2.13)
This commutation of the transfer matrix guarantees the integrability of the model characterized by
the Hamiltonian which is any linear combination of the coefficients of s(λ). The following proposition
gives the symmetry of the model.
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Proposition 2.2 For a generic K matrix, the transfer matrix s(λ) describing soliton non-preserving
open spin chain models admits as symmetry algebra the direct sum of
[
N+1
2
]
copies of G where
G =

sp(2) algebras when θ = −1 and ε = 1
so(2) algebras when θ = 1 and ε = 1
U(1) algebras when ε = −1.
(2.14)
If K contains p equal parameters in the set {ζj | 1 ≤ j ≤ N /2}, then the corresponding symmetry
subalgebra generated by the direct sum of the p algebras sp(2) (resp. so(2) or U(1)) is enlarged to an
sp(2p) (resp. so(2p) or U(p)) algebra.
In the particular case where N = 2n+ 1 and ζn+1 is equal to the above p parameters, the symmetry
subalgebra generated by the direct sum of the p + 1 algebras so(2) (resp. U(1)) is enlarged to an
so(2p+ 1) (resp. U(p + 1)) algebra.
Proof: Starting from (2.4), taking the trace in space a and looking at the coefficient of λ−1b and Eij ,
one gets [
s(λ) , S
(1)
ij
]
= ~ (ζi − ζj)
(
Sij(λ) + (S
t)ij(λ)
)
. (2.15)
This shows that when ζi = ζj, S
(1)
ij commutes with s(λ), which leads to the different cases given in
the proposition, taking into account the algebra generated by S(1) (see above).
Let us remark that in proposition 2.2 all the symmetry algebras have the same rank
[
N+1
2
]
.
3 Representations
In the following, it will be necessary to find the irreducible finite-dimensional representations of the
twisted Yangians in order to construct soliton non-preserving open spin chains. For such a purpose,
we reproduce the techniques used in [30] to classify these representations. The first step consists in
constructing the representations of the local operators Lap. We then deal with the tensor product of
these representations using (1.18). Finally, we obtain representation of the twisted Yangian by (2.3).
3.1 Evaluation representation of local operator
Let {eij} be a basis of the Lie algebra gl(N ). The finite-dimensional irreducible representation of
gl(N ), M(α), with highest weight α = (α1, . . . , αN ) and associated to the highest weight vector v
is characterized by
ekj v = 0 , 1 ≤ k < j ≤ N (3.1)
ekk v = αk v , 1 ≤ k ≤ N , (3.2)
where α1, . . . , αN ∈ C.
The following algebra homomorphism from Y(gl(N )) to U(gl(N )) (universal enveloping algebra of
6
gl(N )) 2
Lij(λ) 7−→ δij −
~ eji
λ
, (3.3)
allows us to build the evaluation representation Mλ+a(α) of Y(gl(N )) from M(α) satisfying
Ljk(λ) v = 0 , 1 ≤ k < j ≤ N (3.4)
Lkk(λ) v =
(
1−
~ αk
λ+ a
)
v , 1 ≤ k ≤ N . (3.5)
It is important for the following to remark that the previous relations imply that the entries of the
matrix (λ+ a)L(λ) are analytical.
The representation Mλ((1, 0, . . . , 0)) associated to the gl(N ) fundamental representation of L(λ)
provides the R matrix (1.1).
3.2 Representation of the Yangian
The evaluation representations of L(λ) allow us to build a representation of T (λ). Indeed, evaluating
each of the local operator Lan(λ) in a representation Mλ+an(α
n) for 1 ≤ n ≤ ℓ, the tensor product
built on
Mλ+a1(α
1)⊗ · · · ⊗Mλ+aℓ(α
ℓ) (3.6)
provides a finite-dimensional representation for T (λ).
Denoting by vn the highest weight vector associated to αn = (αn1 , . . . , α
n
N ), the vector
v+ = v1 ⊗ · · · ⊗ vℓ (3.7)
is the highest weight vector of the representation (3.6), i.e.
Tjk(λ) v
+ = 0 , 1 ≤ k < j ≤ N (3.8)
Tkk(λ) v
+ =
ℓ∏
n=1
(
1−
~ αnk
λ+ an
)
v+ , 1 ≤ k ≤ N . (3.9)
For later convenience, we introduce the following polynomials, so-called Drinfeld polynomials:
Pk(λ) =
ℓ∏
n=1
(λ+ an − ~ α
n
k) . (3.10)
We will be interested only in the irreducible finite-dimensional representations of the monodromy
matrix. Indeed, when the representation is reducible, the Bethe ansatz does not give all the eigen-
values of the transfer matrix. There exists a necessary and sufficient criterion for a tensor product
of Yangian representations to be irreducible [39, 29].
2To be compatible with the pseudo-vacuum as usually defined in the study of spin chain models, the convention
used here for the homomorphism differs from the one introduced in [30]. The link between the two conventions is
provided by the Yangian automorphism T (λ) 7−→ T T (−λ).
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4 Spin chains with non preserving boundary conditions
4.1 Representations of Y θε(N )
The monodromy matrix used to construct open spin chains with non-preserving boundary conditions
is constructed from the realization of the Yangian (1.18) and takes the following form
Sa(λ) = La1(λ) . . . Laℓ(λ) Ka L
ta
aℓ(−λ− ~ρ) . . . L
ta
a1(−λ− ~ρ) . (4.1)
In order to study the representations of Y θε(N ), we start from the Yangian representations introduced
in section 3. Let Mλ(α) be an evaluation representation of L(λ) with the highest weight vector v.
We easily see that v is the highest weight vector of Lt(λ) with
Ljk(λ) v = Lkj(λ) v = 0 , 1 ≤ k < j ≤ N (4.2)
Lkk(λ) v = Lkk(λ) v =
(
1−
~ αk
λ
)
v , 1 ≤ k ≤ N , (4.3)
where Ljk(λ) are the matrix elements of the matrix Lt(λ) and the overlined indices 1 ≤ k ≤ N are
defined by
k = N + 1− k . (4.4)
It is known [30] that any finite-dimensional representation of Y θε(N ) is a highest weight representa-
tion. They can be constructed in the following way:
Theorem 4.1 Let us consider the Yangian highest weight representationMλ+a1(α
1)⊗. . .⊗Mλ+aℓ(α
ℓ)
with highest weight vector v+ = v1⊗ . . .⊗vℓ. We change the normalization in order to have analytical
eigenvalues:
Ŝa(λ) =
ℓ∏
i=1
(λ+ ai)(−λ− ~ρ+ ai) Sa(λ) and ŝ(λ) = traŜa(λ) . (4.5)
Then the realization (4.1) generates a Y θε(N ) highest weight representation, whose highest weight
vector is also v+ with
Ŝjk(λ) v
+ = 0 , 1 ≤ k < j ≤ N (4.6)
Ŝkk(λ) v
+ = ζkσk(λ) v
+ , 1 ≤ k ≤
N + 1
2
, (4.7)
Ŝkk(λ) v
+ =
ζk
2λ+ ~ρ
((
2λ+ ~(ρ− θε)
)
σk(λ) + θε~ σk(λ)
)
v+ ,
N
2
+ 1 ≤ k ≤ N (4.8)
where
σk(λ) = Pk(λ)Pk(−λ− ~ρ) . (4.9)
Let us recall that the ζi are the elements of the diagonal K matrix satisfying eq. (2.2).
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Proof: The equalities (4.6) and (4.7) are a consequence of (4.2) and (4.3) as well as of a direct
computation using the Yangian commutation relations. The last relation (4.8) is computed from the
previous ones using (2.5).
Remark that the functions σk(λ) obey the crossing relations
σk¯(−λ− ~ρ) = σk(λ) . (4.10)
For a given representation, the Sklyanin determinant is given by
sdet Ŝ(λ) = sdetK(λ)
N∏
k=1
σk(λ− ~(N − k)) . (4.11)
4.2 An automorphism of the twisted Yangian
The following map
S(λ) −→ Sˇ(λ) =
sdet S(−λ + ~(N /2− 1− ρ))
sdetK(−λ+ ~(N /2− 1− ρ))
S−1(−λ− ~(N /2 + ρ)) (4.12)
= qdet T (−λ + ~(N /2− 1− ρ)) qdet T (λ+ ~N /2)
×
(
T (λ+ ~N /2)t
)−1
K−1 T −1(−λ− ~(N /2 + ρ)) (4.13)
is an automorphism of the twisted Yangien [30]. In order to deal with analytical entries, we change
the normalization of Sˇ(λ) as follows:
S˜(λ) =
N−1∏
k=1
(
ℓ∏
i=1
(
λ+ ai − ~(N /2− k)
)(
− λ+ ai − ~(N /2− k + ρ)
))
Sˇ(λ) (4.14)
One can show that the vector v+ is also a highest weight vector for S˜(λ) with
S˜jk(λ) v
+ = 0 , for 1 ≤ k < j ≤ N (4.15)
S˜kk(λ) v
+ =
1
ζk
σ˜k(λ) v
+ , for 1 ≤ k ≤
N + 1
2
(4.16)
and for N
2
+ 1 ≤ k ≤ N ,
S˜kk(λ) v
+ =
θ~
2λ+ ~ρ
S˜k¯k¯(λ) v
+ +
2ελ+ ~(ερ− θ)
2λ+ ~ρ
S˜k¯k¯(−λ− ~ρ) v
+ . (4.17)
where
σ˜k(λ) =
k−1∏
j=1
σj(−λ− ~(N /2 + ρ− j))
N∏
j=k+1
σj(−λ− ~(N /2 + ρ− j + 1)) . (4.18)
The equality (4.16) is computed similarly to (4.7). The relation (4.17) follows from the crossing
relation (2.5) satisfied by Sˇ(λ). Note that the functions σ˜k(λ) also obey the crossing relation
σ˜k¯(−λ− ~ρ) = σ˜k(λ) . (4.19)
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The transfer matrix s˜(λ) = traS˜a(λ) satisfies the commutation relations
[s˜(λ), s˜(µ)] = 0 , [s˜(λ), ŝ(µ)] = 0 (4.20)
and the crossing relation
s˜(λ) =
2λ ε+ ~(ρ ε− θ)
2λ+ ~(ρ− θ)
s˜(−λ− ~ρ) . (4.21)
The Liouville contraction [24] allows us to find a constraint between ŝ(u) and s˜(u):
s˜(u)ŝ(u− ~N /2) =
(
1 +
~θ
2u− ~(N − ρ)
)(
ε−
~θ
2u+ ~ρ
) N∏
k=1
σk(u+ ~(N /2 + k)) + sf(u) . (4.22)
This relation is computed by using the following equality (see ref. [24])
Q12
N
R12(−2u+ ~(N − ρ))S˜1(u)R12(2u+ ~ρ)Ŝ2(u− ~N /2)
=
Q12
N
(
1 +
~θ
2u− ~(N − ρ)
)(
ε−
~θ
2u+ ~ρ
) N∏
k=1
σk(u+ ~(N /2 + k)) (4.23)
where Q12 = P
t1
12 and Q12/N is a one-dimensional projector.
4.3 Analytical Bethe ansatz
4.3.1 Pseudo-vacuum
As in the case of the closed spin chains, the first step of the analytical Bethe Ansatz consists in
finding a particular eigenvalue of the transfer matrix s(λ). This eigenvalue is computed thanks to
the highest weight vector v+. Indeed, one gets
ŝ(λ) v+ =
N∑
k=1
Ŝkk(λ)v
+ = Λ0(λ) v+ (4.24)
where
Λ0(λ) =
N∑
k=1
gk(λ) σk(λ) . (4.25)
The functions gk(λ) depend on the boundary and are given by
gk(λ) =

ζk
2λ+ ~(ρ+ θ)
2λ+ ~ρ
, 1 ≤ k ≤
N
2
,
ζk if N is odd and k =
N+1
2
ζk
2λ+ ~(ρ− θε)
2λ+ ~ρ
,
N
2
+ 1 ≤ k ≤ N
(4.26)
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while the functions σk(λ) depend on the choice of the representation and are given by (4.9). Note
that, although gk(λ) has a pole at λ = −~ρ/2, the residue resλ=−~ρ/2 Λ
0(λ) vanishes, so that the
eigenvalue is indeed analytical.
The functions gk(λ) satisfies the following relation
gk(λ) =
2λε+ ~(ρε− θ)
2λ+ ~(ρ− θ)
gk(−λ− ~ρ) . (4.27)
4.3.2 Dressing functions and fusion procedure
The analytical Bethe ansatz states that all the eigenvalues of ŝ(λ) can be written as
Λ(λ) =
N∑
k=1
gk(λ) σk(λ) Dk(λ) , (4.28)
where the dressing functions Dk(λ) are rational functions and need to be determined. The crossing
relations (2.12), (4.10) and (4.27) imply that
Dk(λ) = Dk(−λ− ~ρ) for 1 ≤ k ≤ N . (4.29)
This latter relation is sufficient to prove that the residue of Λ(λ) at λ = −~ρ/2 vanishes.
In order to further constrain the dressing functions, we use the Sklyanin determinant to fuse N
auxiliary spaces according to [N ]⊗N = [1]⊕ . . . . We start with the decomposition
K+(λ)S<aN ...a1>(λ) = K
+(λ)S<aN ...a1>(λ)AN +K
+(λ)S<aN ...a1>(λ) (1− AN ) (4.30)
where S<aN ...a1>(λ) has been introduced in (2.8),
K+(λ) =
−→∏
2≤k≤N
(
R
ta
k
aka1(λk + λ1 + ~ρ) · · ·R
ta
k
akak−1(λk + λk−1 + ~ρ)
)
(4.31)
and λk = λ−~(k−1). Using the property (2.7) and taking the trace over the auxiliary spaces a1,. . . ,
aN , we get after some calculation
3
2λ+ ~(ρ− 2N + 2)
2λ+ ~(ρ−N + 1)
N−1∏
j=1
2λ+ ~(ρ− 2j + 2)
2λ+ ~(ρ− 2j + 1)
ŝ(λN ) · · · ŝ(λ1)
=
2λ+ ~
(
ρ− (3− θ)n+ 1
)
2λ+ ~(ρ− 2n+ 1)
sdet Ŝ(λ) + sf(λ) (4.32)
where n =
[
N
2
]
. Applying relation (4.32) on an ŝ(λ) eigenvector, we obtain using relation (2.9) the
fusion relation for the soliton non-preserving dressing functions:
D1(λ− ~N + ~) . . .DN (λ) = 1 . (4.33)
3The introduction of K+(λ) in the process is essential to show that the l.h.s. is a function of the transfer matrix
solely.
11
4.3.3 Dressing functions for s˜(λ)
The entries of S˜(λ) are analytical. Therefore, we can use the analytical Bethe ansatz to compute the
eigenvalues of s˜. One gets
s˜(λ) v+ =
N∑
k=1
S˜kk(λ)v
+ = Λ˜0(λ) v+ (4.34)
where
Λ˜0(λ) =
N∑
k=1
g˜k(λ) σ˜k(λ) . (4.35)
The functions g˜k(λ) depend on the boundary and are given by
g˜k(λ) =
1
ζ2k
gk(λ) for 1 ≤ k ≤ N (4.36)
and the functions σ˜k(λ) are given by relation (4.18). Let us remark, en passant, that we have the
relations
σ˜k+1(λ)
σ˜k(λ)
=
σk(−λ− ~(N /2 + ρ− k))
σk+1(−λ− ~(N /2 + ρ− k))
(4.37)
which allows us to relate the irreducibility criterion for S˜(λ) to the ones of S(λ), in accordance with
the automorphism (4.12).
At this point, using the same ansatz than in the case of Λ(λ), the above eigenvalue can be dressed
to obtain all the eigenvalues of S˜(λ)
Λ˜(λ) =
N∑
k=1
g˜k(λ) σ˜k(λ)D˜k(λ) . (4.38)
Using the crossing relations (4.21), (4.27) and (4.19), the dressing functions satisfy the following
crossing:
D˜k(λ) = D˜k(−λ− ~ρ) . (4.39)
Through a fusion procedure with the Sklyanin determinant of S˜, the following constraint is obtained:
D˜1(λ−N~+ ~) . . . D˜N (λ) = 1 . (4.40)
Finally, from (4.22) one gets
D˜N (λ)D1(λ− ~N /2) = 1 . (4.41)
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4.3.4 Constraints for the dressing functions
Guided by the results given in [20, 21] for SNP spin chains in the fundamental representation, we
assume that the dressing functions are rational functions of the form
Dk(λ) =
M (k−1)∏
j=1
λ+ u
(k−1)
j
λ− λ(k−1)j −
~ (k−1)
2
λ+ v
(k−1)
j
λ+ λ
(k−1)
j −
~ (k−1)
2
M (k)∏
j=1
λ+ w
(k)
j
λ− λ(k)j −
~ k
2
λ+ x
(k)
j
λ+ λ
(k)
j −
~ k
2
, (4.42)
where M (0) = M (N ) = 0 and u
(k)
j , v
(k)
j , w
(k)
j and x
(k)
j are coefficients to be determined. A similar
assumption is made for the form of D˜k(λ).
Let us remark that the above form is also dictated by the SNP reflection equation which shows that
the exchange relations for the twisted Yangian generators always imply both R(λ−µ) and R(λ+µ).
Having in mind the algebraic Bethe ansatz construction for the transfer matrix eigenvectors, we may
conclude that the corresponding eigenvalues consist of terms of the form f(λ− λj) f(λ+ λj), hence
the form (4.42) assumed here.
Imposing the constraints (4.29) and (4.33) for the dressing functions D(λ), the constraints (4.39)
and (4.40) for the dressing functions D˜(λ) and finally the constraint (4.41) between the two types
of dressing functions, we obtain sufficient constraints to determine u
(k)
j , v
(k)
j , w
(k)
j and x
(k)
j (and also
the D˜(λ) parameters) in terms of λ
(k)
j . The dressing functions become, for 1 ≤ k ≤ [
N−1
2
],
Dk(λ) =
M (k−1)∏
j=1
λ− λ(k−1)j −
~ (k+1)
2
λ− λ(k−1)j −
~ (k−1)
2
λ+ λ
(k−1)
j −
~ (k+1)
2
λ+ λ
(k−1)
j −
~ (k−1)
2
M (k)∏
j=1
λ− λ(k)j −
~ (k−2)
2
λ− λ(k)j −
~ k
2
λ+ λ
(k)
j −
~ (k−2)
2
λ+ λ
(k)
j −
~ k
2
. (4.43)
When N = 2n and ρ 6= −N /2, we have the following particular form for Dn(λ)
Dn(λ) =
M (n−1)∏
j=1
λ− λ(n−1)j −
~ (n+1)
2
λ− λ(n−1)j −
~ (n−1)
2
λ+ λ
(n−1)
j −
~ (n+1)
2
λ+ λ
(n−1)
j −
~ (n−1)
2
×
M (n)∏
j=1
λ− λ(n)j −
~ (n−2)
2
λ− λ(n)j −
~ n
2
λ+ λ
(n)
j −
~ (n−2)
2
λ+ λ
(n)
j −
~ n
2
λ− λ(n)j +
~ (n+2+2ρ)
2
λ− λ(n)j +
~ (n+2ρ)
2
λ+ λ
(n)
j +
~ (n+2+2ρ)
2
λ+ λ
(n)
j +
~ (n+2ρ)
2
(4.44)
whereas for N = 2n+ 1, we have the following particular form for Dn+1(λ)
Dn+1(λ) =
M (n)∏
j=1
λ− λ(n)j −
~ (n+2)
2
λ− λ(n)j −
~ n
2
λ+ λ
(n)
j −
~ (n+2)
2
λ+ λ
(n)
j −
~ n
2
λ− λ(n)j +
~ (n+2+2ρ)
2
λ− λ(n)j +
~ (n+2ρ)
2
λ+ λ
(n)
j +
~ (n+2+2ρ)
2
λ+ λ
(n)
j +
~ (n+2ρ)
2
(4.45)
The other dressing functions, Dk(λ) for [
N+1
2
] < k ≤ N , are determined by the crossing relations
(4.29) and (4.39).
Note that when N = 2n and ρ = −N /2, one has to modify the form (4.44). Indeed, in that case,
the second line of (4.44) is a square, which has to be omitted. This leads to the simpler form:
Dn(λ) =
M (n−1)∏
j=1
λ− λ(n−1)j −
~ (n+1)
2
λ− λ(n−1)j −
~ (n−1)
2
λ+ λ
(n−1)
j −
~ (n+1)
2
λ+ λ
(n−1)
j −
~ (n−1)
2
M (n)∏
j=1
λ− λ(n)j −
~ (n−2)
2
λ− λ(n)j −
~ n
2
λ+ λ
(n)
j −
~ (n−2)
2
λ+ λ
(n)
j −
~ n
2
(4.46)
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4.3.5 Bethe equations
By imposing that the vanishing of the λ = λ
(k)
p + ~k2 residue of Λ(λ), we obtain a supplementary
constraint between the parameters λ
(n)
j called Bethe equations. For 1 ≤ k <
[
N+1
2
]
, these equations
read
gk(λ
(k)
p + ~k2 )σk(λ
(k)
p + ~k2 )
gk+1(λ
(k)
p + ~k2 )σk+1(λ
(k)
p + ~k2 )
= −
M (k−1)∏
j=1
ê−1(λ
(k)
p , λ
(k−1)
j )
M (k)∏
j=1
ê2(λ
(k)
p , λ
(k)
j )
M (k+1)∏
j=1
ê−1(λ
(k)
p , λ
(k+1)
j )
(4.47)
where
êx(λ, µ) =
λ− µ− ~x
2
λ− µ+ ~x
2
λ+ µ− ~x
2
λ+ µ+ ~x
2
(4.48)
The last equation (λ = λ
(n)
p +
~n
2
residue) depends on the parity of N and on the choice of ρ.
For N = 2n and ρ 6= −N /2, this equation reads
gn(λ
(n)
p + ~n2 )σn(λ
(n)
p + ~n2 )
gn+1(λ
(n)
p + ~n2 )σn+1(λ
(n)
p + ~n2 )
=
−
M (n−1)∏
j=1
ê−1(λ
(n)
p , λ
(n−1)
j )ê−1(λ
(n)
p + ~(n+ ρ), λ
(n−1)
j )
M (n)∏
j=1
ê2(λ
(n)
p , λ
(n)
j )ê2(λ
(n)
p + ~(n+ ρ), λ
(n)
j ) (4.49)
In the particular case where ρ = −N
2
, this equation reduces to
gn(λ
(n)
p + ~n2 )σn(λ
(n)
p + ~n2 )
gn+1(λ
(n)
p + ~n2 )σn+1(λ
(n)
p + ~n2 )
= −
M (n−1)∏
j=1
ê−1(λ
(n)
p , λ
(n−1)
j )
2
M (n)∏
j=1
ê2(λ
(n)
p , λ
(n)
j ) (4.50)
While for N = 2n+ 1, it writes
gn(λ
(n)
p + ~n2 )σn(λ
(n)
p + ~n2 )
gn+1(λ
(n)
p + ~n2 )σn+1(λ
(n)
p + ~n2 )
= −
M (n−1)∏
j=1
ê−1(λ
(n)
p , λ
(n−1)
j )
×
M (n)∏
j=1
ê2(λ
(n)
p , λ
(n)
j ) ê−1(λ
(n)
p + ~
N + 2ρ
2
, λ
(n)
j ) (4.51)
5 Discussion
Having specified the spectrum and Bethe ansatz equations for rational periodic and open spin chains
in [29] and in this article, the next natural step is the derivation of the spectrum and the Bethe ansatz
equations for the q-deformed case, for both periodic and open boundaries. This may be achieved by
employing the analytical Bethe ansatz techniques, however the ultimate goal is the formulation of a
generic algebraic Bethe ansatz method for deriving not only the spectrum and Bethe ansatz for any
14
irreducible representation of e.g Y(glN )), Uq(glN ), but also finding the corresponding eigenvectors.
Such a process will exclusively rely on the exchange relations emerging from the Yang–Baxter or
reflection equation, depending on the choice of the boundary conditions. This project is of great
mathematical and physical relevance, and is under current investigation.
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