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Distributed saddle-point subgradient algorithms
with Laplacian averaging
David Mateos-Nu´n˜ez Jorge Corte´s
Abstract—We present distributed subgradient methods for min-
max problems with agreement constraints on a subset of the
arguments of both the convex and concave parts. Applications
include constrained minimization problems where each con-
straint is a sum of convex functions in the local variables of
the agents. In the latter case, the proposed algorithm reduces
to primal-dual updates using local subgradients and Laplacian
averaging on local copies of the multipliers associated to the
global constraints. For the case of general convex-concave saddle-
point problems, our analysis establishes the convergence of the
running time-averages of the local estimates to a saddle point
under periodic connectivity of the communication digraphs.
Specifically, choosing the gradient step-sizes in a suitable way, we
show that the evaluation error is proportional to 1/
√
t, where t
is the iteration step. We illustrate our results in simulation for
an optimization scenario with nonlinear constraints coupling the
decisions of agents that cannot communicate directly.
I. INTRODUCTION
Saddle-point problems arise in constrained optimization via
the Lagrangian formulation and, more generally, are equivalent
to variational inequality problems. These formulations find
applications in cooperative control of multi-agent systems, in
machine learning and game theory, and in equilibrium prob-
lems in networked systems, motivating the study of distributed
strategies that are guaranteed to converge, scale well with the
number of agents, and are robust against a variety of failures
and uncertainties. Our objective in this paper is to design and
analyze distributed algorithms to solve general convex-concave
saddle-point problems.
Literature review: This work builds on three related areas:
iterative methods for saddle-point problems [2], [3], dual
decompositions for constrained optimization [4, Ch. 5], [5],
and consensus-based distributed optimization algorithms; see,
e.g., [6], [7], [8], [9], [10], [11] and references therein. His-
torically, these fields have been driven by the need of solving
constrained optimization problems and by an effort of paral-
lelizing the computations [12], [13], [14], leading to consensus
approaches that allow different processors with local memories
to update the same components of a vector by averaging
their estimates. Saddle-point or min-max problems arise in
optimization contexts such as worst-case design, exact penalty
functions, duality theory, and zero-sum games, see e.g. [15],
and are equivalent to the variational inequality framework [16],
which includes as particular cases constrained optimization
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and many other equilibrium models relevant to networked
systems, including traffic [17] and supply chain [18]. In a
centralized scenario, the work [2] studies iterative subgradient
methods to find saddle points of a Lagrangian function and
establishes convergence to an arbitrarily small neighborhood
depending on the gradient stepsize. Along these lines, [3]
presents an analysis for general convex-concave functions
and studies the evaluation error of the running time-averages,
showing convergence to an arbitrarily small neighborhood
assuming boundedness of the estimates. In [3], [19], the
boundedness of the estimates in the case of Lagrangians is
achieved using a truncated projection onto a closed set that
preserves the optimal dual set, which [20] shows to be bounded
when the strong Slater condition holds. This bound on the
Lagrange multipliers depends on global information and hence
must be known beforehand.
Dual decomposition methods for constrained optimization are
the melting pot where saddle-point approaches come together
with methods for parallelizing computations, like the alternat-
ing direction method of multipliers [5]. These methods rely
on a particular approach to split a sum of convex objectives
by introducing agreement constraints on copies of the primal
variable, leading to distributed strategies such as distributed
primal-dual subgradient methods [8], [11] where the vector of
Lagrange multipliers associated with the Laplacian’s nullspace
is updated by the agents using local communication. Ulti-
mately, these methods allow to distribute global constraints
that are sums of convex functions via agreement on the
multipliers [21], [22], [23]. Regarding distributed constrained
optimization, we highlight two categories of constraints that
determine the technical analysis and the applications: the first
type concerns a global decision vector in which agents need
to agree, see, e.g., [24], [9], [25], where all the agents know
the constraint, or see, e.g., [26], [27], [9], where the constraint
is given by the intersection of abstract closed convex sets. The
second type couples local decision vectors across the network,
and is addressed by [28] with linear equality constraints,
by [21] with linear inequalities, by [22] with inequalities given
by the sum of convex functions on local decision vectors,
where each one is only known to the corresponding agent,
and by [23] with semidefinite constraints. The work [28]
considers a distinction, that we also adopt here, between
constraint graph (where edges arise from participation in
a constraint) and communication graph, generalizing other
paradigms where each agent needs to communicate with all
other agents involved in a particular constraint [29], [30].
When applied to distributed optimization, our work considers
2both kinds of constraints, and along with [28], [21], [22],
[23], has the crucial feature that agents participating in the
same constraint are able to coordinate their decisions without
direct communication. This approach has been successfully
applied to control of camera networks [31] and decomposable
semidefinite programs [32]. This is possible using a strategy
that allows an agreement condition to play an independent
role on a subset of both primal and dual variables. Our novel
contribution tackles these constraints from a more general
perspective, namely, we provide a multi-agent distributed
approach for the general saddle-point problems under an
additional agreement condition on a subset of the variables of
both the convex and concave parts. We do this by combining
the saddle-point subgradient methods in [3, Sec. 3] and the
kind of linear proportional feedback on the disagreement
typical of consensus-based approaches, see e.g., [6], [7], [9],
in distributed convex optimization. The resulting family of
algorithms solve more general saddle-point problems than
existing algorithms in the literature in a decentralized way, and
also particularize to a novel class of primal-dual consensus-
based subgradient methods when the convex-concave function
is the Lagrangian of the minimization of a sum of convex
functions under a constraint of the same form. In this par-
ticular case, the recent work [22] uses primal-dual perturbed
methods which enhance subgradient algorithms by evaluating
the latter at precomputed arguments called perturbation points.
These auxiliary computations require additional subgradient
methods or proximal methods that add to the computation
and the communication complexity. Similarly, the work [23]
considers primal-dual methods, where each agent performs
a minimization of the local component of the Lagrangian
with respect to its primal variable (instead of computing a
subgradient step). Notably, this work makes explicit the treat-
ment of semidefinite constraints. The work [21] applies the
Cutting-Plane Consensus algorithm to the dual optimization
problem under linear constraints. The decentralization feature
is the same but the computational complexity of the local
problems grows with the number of agents. The generality
of our approach stems from the fact that our saddle-point
strategy is applicable beyond the case of Lagrangians in
constrained optimization. In fact, we have recently considered
in [33] distributed optimization problems with nuclear norm
regularization via a min-max formulation of the nuclear norm
where the convex-concave functions involved have, unlike
Lagrangians, a quadratic concave part.
Statement of contributions: We consider general saddle-point
problems with explicit agreement constraints on a subset
of the arguments of both the convex and concave parts.
These problems appear in dual decompositions of constrained
optimization problems, and in other saddle-point problems
where the convex-concave functions, unlike Lagrangians, are
not necessarily linear in the arguments of the concave part.
This is a substantial improvement over prior work that only
focuses on dual decompositions of constrained optimization.
When considering constrained optimization problems, the
agreement constraints are introduced as an artifact to distribute
both primal and dual variables independently. For instance,
separable constraints can be decomposed using agreement on
dual variables, while a subset of the primal variables can still
be subject to agreement or eliminated through Fenchel conju-
gation; local constraints can be handled through projections;
and part of the objective can be expressed as a maximization
problem in extra variables. Driven by these important classes
of problems, our main contribution is the design and analysis
of distributed coordination algorithms to solve general convex-
concave saddle-point problems with agreement constraints,
and to do so with subgradient methods, which have less
computationally complexity. The coordination algorithms that
we study can be described as projected saddle-point subgra-
dient methods with Laplacian averaging, which naturally lend
themselves to distributed implementation. For these algorithms
we characterize the asymptotic convergence properties in terms
of the network topology and the problem data, and provide
the convergence rate. The technical analysis entails computing
bounds on the saddle-point evaluation error in terms of the
disagreement, the size of the subgradients, the size of the states
of the dynamics, and the subgradient stepsizes. Finally, under
assumptions on the boundedness of the estimates and the sub-
gradients, we further bound the cumulative disagreement under
joint connectivity of the communication graphs, regardless of
the interleaved projections, and make a choice of decreasing
stepsizes that guarantees convergence of the evaluation error
as 1/
√
t, where t is the iteration step. We particularize our
results to the case of distributed constrained optimization with
objectives and constraints that are a sum of convex functions
coupling local decision vectors across a network. For this class
of problems, we also present a distributed strategy that lets
the agents compute a bound on the optimal dual set. This
bound enables agents to project the estimates of the multipliers
onto a compact set (thus guaranteeing the boundedness of the
states and subgradients of the resulting primal-dual projected
subgradient dynamics) in a way that preserves the optimal dual
set. Various simulations illustrate our results.
II. PRELIMINARIES
Here we introduce basic notation and notions from graph
theory and optimization used throughout the paper.
A. Notational conventions
We denote by Rn the n-dimensional Euclidean space, by In ∈
R
n×n the identity matrix in Rn, and by 1n ∈ Rn the vector of
all ones. Given two vectors, u, v ∈ Rn, we denote by u ≥ v the
entry-wise set of inequalities ui ≥ vi, for each i = 1, . . . , n.
Given a vector v ∈ Rn, we denote its Euclidean norm, or two-
norm, by ‖v‖2 =
√∑n
i=1 v
2
i and the one-norm by ‖v‖1 =∑n
i=1 |vi|. Given a convex set S ⊆ Rn, a function f : S → R
is convex if f(αx+ (1−α)y) ≤ αf(x) + (1−α)f(y) for all
α ∈ [0, 1] and x, y ∈ S. A vector ξx ∈ Rn is a subgradient of f
at x ∈ S if f(y)−f(x) ≥ ξ⊤x (y−x), for all y ∈ S. We denote
by ∂f(x) the set of all such subgradients. The function f is
concave if −f is convex. A vector ξx ∈ Rn is a subgradient
of a concave function f at x ∈ S if −ξx ∈ ∂(−f)(x). Given
3a closed convex set S ⊆ Rn, the orthogonal projection PS
onto S is
PS
(
x
) ∈ arg min
x′∈S
‖x− x′‖2. (1)
This value exists and is unique. (Note that compactness could
be assumed without loss of generality taking the intersection
of S with balls centered at x.) We use the following basic
property of the orthogonal projection: for every x ∈ S and
x′ ∈ Rn, (PS(x′)− x′)(x′ − x) ≤ 0. (2)
For a symmetric matrix A ∈ Rn×n, we denote by λmin(A)
and λmax(A) its minimum and maximum eigenvalues, and for
any matrix A, we denote by σmax(A) its maximum singular
value. We use ⊗ to denote the Kronecker product of matrices.
B. Graph theory
We review basic notions from graph theory following [34].
A (weighted) digraph G := (I, E ,A) is a triplet where
I := {1, . . . , N} is the vertex set, E ⊆ I × I is the edge
set, and A ∈ RN×N≥ 0 is the weighted adjacency matrix with
the property that aij := Aij > 0 if and only if (i, j) ∈ E .
The complete graph is the digraph with edge set I × I.
Given G1 = (I, E1,A1) and G2 = (I, E2,A2), their union
is the digraph G1 ∪ G2 = (I, E1 ∪ E2,A1 + A2). A path is an
ordered sequence of vertices such that any pair of vertices
appearing consecutively is an edge. A digraph is strongly
connected if there is a path between any pair of distinct
vertices. A sequence of digraphs
{Gt := (I, Et,At)}t≥1 is
δ-nondegenerate, for δ ∈ R>0, if the weights are uniformly
bounded away from zero by δ whenever positive, i.e., for
each t ∈ Z≥1, aij,t := (At)ij > δ whenever aij,t > 0. A
sequence {Gt}t≥1 is B-jointly connected, for B ∈ Z≥1, if for
each k ∈ Z≥1, the digraph GkB ∪ · · · ∪ G(k+1)B−1 is strongly
connected. The Laplacian matrix L ∈ RN×N of a digraph G
is L := diag(A1N )− A. Note that L1N = 0N . The weighted
out-degree and in-degree of i ∈ I are, respectively, dout(i) :=∑N
j=1 aij and din(i) :=
∑N
j=1 aji. A digraph is weight-
balanced if dout(i) = din(i) for all i ∈ I, that is, 1⊤NL = 0N .
For convenience, we let LK := IN − 1N 1N1⊤N denote the
Laplacian of the complete graph with edge weights 1/N . Note
that LK is idempotent, i.e., L2K = LK. For the sake of the
reader, Table I collects some shorthand notation.
M = 1
N
1N1
⊤
N
LK = IN −M Lt = diag(At1N )− At
M = M⊗ Id LK = LK ⊗ Id Lt = Lt ⊗ Id
TABLE I: Notation for graph matrices employed along the
paper, where the dimension d depends on the context.
C. Optimization and saddle points
For any function L :W×M→ R, the max-min inequality [35,
Sec 5.4.1] states that
inf
w∈W
sup
µ∈M
L(w, µ) ≥ sup
µ∈M
inf
w∈W
L(w, µ). (3)
When equality holds, we say that L satisfies the strong max-
min property (also called the saddle-point property). A point
(w∗, µ∗) ∈ W ×M is called a saddle point if
w∗ = inf
w∈W
L(w, µ∗) and µ∗ = sup
µ∈M
L(w∗, µ).
[15, Sec. 2.6] discusses sufficient conditions to guarantee the
existence of saddle points. Note that the existence of saddle
points implies the strong max-min property. Given functions
f : Rn → R, g : Rm → R and h : Rp → R, the Lagrangian
for the problem
min
w∈Rn
f(w) s.t. g(w) ≤ 0, h(w) = 0, (4)
is defined as
L(w, µ, λ) = f(w) + µ⊤g(w) + λ⊤h(w) (5)
for (µ, λ) ∈ Rm≥0 × Rp. In this case, inequality (3) is called
weak-duality, and if equality holds, then we say that strong-
duality (or Lagrangian duality) holds. If a point (w∗, µ∗, λ∗)
is a saddle point for the Lagrangian, then w∗ solves the con-
strained minimization problem (4) and (µ∗, λ∗) solves the dual
problem, which is maximizing the dual function q(µ, λ) :=
infw∈Rn L(w, µ, λ) over Rm≥0×Rp. This implication is part of
the Saddle Point Theorem. (The reverse implication establishes
the existence of a saddle-point –and thus strong duality–
adding a constraint qualification condition.) Under the saddle-
point condition, the optimal dual vectors (µ∗, λ∗) coincide
with the Lagrange multipliers [36, Prop. 5.1.4]. In the case
of affine linear constraints, the dual function can be written
using the Fenchel conjugate of f , defined in Rn as
f⋆(x) := sup
w∈Rn
{x⊤w − f(w)}. (6)
III. DISTRIBUTED ALGORITHMS FOR SADDLE-POINT
PROBLEMS UNDER AGREEMENT CONSTRAINTS
This section describes the problem of interest. Consider closed
convex sets W ⊆ Rdw , D ⊆ RdD , M ⊆ Rdµ , Z ⊆ Rdz and
a function φ : W × DN ×M × ZN → R which is jointly
convex on the first two arguments and jointly concave on the
last two arguments. We seek to solve the constrained saddle-
point problem:
min
w∈W,D∈DN
D
i=Dj , ∀i,j
max
µ∈M, z∈ZN
zi=zj , ∀i,j
φ(w,D,µ, z), (7)
where D := (D1, . . . ,DN ) and z := (z1, . . . , zN). The
motivation for distributed algorithms and the consideration of
explicit agreement constraints in (7) comes from decentralized
or parallel computation approaches in network optimization
and machine learning. In such scenarios, global decision
variables, which need to be determined from the aggregation
of local data, can be duplicated into distinct ones so that each
agent has its own local version to operate with. Agreement
constraints are then imposed across the network to ensure
the equivalence to the original optimization problem. We
explain this procedure next, specifically through the dual
decomposition of optimization problems where objectives and
constraints are a sum of convex functions.
4A. Optimization problems with separable constraints
We illustrate here how optimization problems with constraints
given by a sum of convex functions can be reformulated in
the form (7) to make them amenable to distributed algorithmic
solutions. Our focus are constraints coupling the local decision
vectors of agents that cannot communicate directly.
Consider a group of agents {1, . . . , N}, and let f i : Rni ×
R
dD → R and the components of gi : Rni × RdD → Rm be
convex functions associated to agent i ∈ {1, . . . , N}. These
functions depend on both a local decision vector wi ∈ Wi,
with Wi ⊆ Rni convex, and on a global decision vector D ∈
D, with D ⊆ RdD convex. The optimization problem reads as
min
wi∈Wi, ∀i
D∈D
N∑
i=1
f i(wi,D)
s.t. g1(w1,D) + · · ·+ gN (wN ,D) ≤ 0. (8)
This problem can be reformulated as a constrained saddle-
point problem as follows. We first construct the corresponding
Lagrangian function (5) and introduce copies {zi}Ni=1 of
the Lagrange multiplier z associated to the global constraint
in (8), then associate each zi to gi, and impose the agreement
constraint zi = zj for all i, j. Similarly, we also introduce
copies {Di}Ni=1 of the global decision vector D subject to
agreement, Di = Dj for all i, j. The existence of a saddle
point implies that strong duality is attained and there exists a
solution of the optimization (8). Formally,
min
wi∈Wi
D∈D
max
z∈Rm
≥0
N∑
i=1
f i(wi,D) + z⊤
N∑
i=1
gi(wi,D) (9a)
= min
wi∈Wi
D∈D
max
zi∈Rm≥0
zi=zj , ∀i,j
N∑
i=1
(
f i(wi,D) + zi
⊤
gi(wi,D)
) (9b)
= min
wi∈Wi
D
i∈D
D
i=Dj , ∀i,j
max
zi∈Rm≥0
zi=zj , ∀i,j
N∑
i=1
(
f i(wi,Di) + zi
⊤
gi(wi,Di)
)
.
(9c)
This formulation has its roots in the classical dual decom-
positions surveyed in [5, Ch. 2], see also [37, Sec. 1.2.3]
and [4, Sec. 5.4] for the particular case of resource allocation.
While [5], [37] suggest to broadcast a centralized update of
the multiplier, and the method in [4] has an implicit projection
onto the probability simplex, the formulation (9) has the
multiplier associated to the global constraint estimated in a
decentralized way. The recent works [21], [22], [23] implicitly
rest on the above formulation of agreement on the multipliers
Section V particularizes our general saddle-point strategy to
these distributed scenarios.
Remark III.1. (Distributed formulations via Fenchel con-
jugates): To illustrate the generality of the min-max prob-
lem (9c), we show here how only the particular case
of linear constraints can be reduced to a maximization
problem under agreement. Consider the particular case of
minwi∈Rni
∑N
i=1 f
i(wi), subject to a linear constraint
N∑
i=1
Aiwi − b ≤ 0,
with Ai ∈ Rm×ni and b ∈ Rm. The above formulation
suggests a distributed strategy that eliminates the primal vari-
ables using Fenchel conjugates (6). Taking {bi}Ni=1 such that∑N
i=1 b
i = b, this problem can be transformed, if a saddle-
point exists (so that strong duality is attained), into
max
z∈Z
min
wi∈Rni , ∀i
N∑
i=1
f i(wi) +
N∑
i=1
(z⊤Aiwi − z⊤bi) (10a)
= max
z∈Z
N∑
i=1
(− f i⋆(−Ai⊤z)− z⊤bi) (10b)
= max
zi∈Z, ∀i
zi=zj , ∀i,j
N∑
i=1
(− f i⋆(−Ai⊤zi)− zi⊤bi), (10c)
where Z is either Rm or Rm≥0 depending on whether we have
equality or inequality (≤) constraints in (8). By [38, Prop.
11.3], the optimal primal values can be recovered locally as
wi
∗
:= ∂f i
⋆
(−Ai⊤zi∗), i ∈ {1, . . . , N} (11)
without extra communication. Thus, our strategy general-
izes the class of convex optimization problems with linear
constraints studied in [28], which distinguishes between the
constraint graph (where edges arise from participation in a
constraint) and the network graph, and defines distributed with
respect to the latter. •
B. Saddle-point dynamics with Laplacian averaging
We propose a projected subgradient method to solve con-
strained saddle-point problems of the form (7). The agreement
constraints are addressed via Laplacian averaging, allowing
the design of distributed algorithms when the convex-concave
functions are separable as in Sections III-A. The generality
of this dynamics is inherited by the general structure of the
convex-concave min-max problem (7). We have chosen this
structure both for convenience of analysis, from the perspec-
tive of the saddle-point evaluation error, and, more importantly,
because it allows to model problems beyond constrained
optimization; see, e.g., [16] regarding the variational inequality
framework, which is equivalent to the saddle-point framework.
Formally, the dynamics is
wˆt+1 = wt − ηtgwt (12a)
Dˆt+1 = Dt − σLtDt − ηtgDt (12b)
µˆt+1 = µt + ηtgµt (12c)
zˆt+1 = zt − σLtzt + ηtgzt (12d)
(wt+1,Dt+1,µt+1, zt+1) = PS
(
wˆt+1, Dˆt+1, µˆt+1, zˆt+1
)
,
where Lt = Lt ⊗ IdD or Lt = Lt ⊗ Idz , depending on the
context, with Lt the Laplacian matrix of Gt; σ ∈ R>0 is the
5consensus stepsize, {ηt}t≥1 ⊂ R>0 are the learning rates;
gwt ∈ ∂wφ(wt,Dt,µt, zt),
gDt ∈ ∂Dφ(wt,Dt,µt, zt),
gµt ∈ ∂µφ(wt,Dt,µt, zt),
gzt ∈ ∂zφ(wt,Dt,µt, zt),
and PS represents the orthogonal projection onto the closed
convex set S := W × DN ×M × ZN as defined in (1).
This family of algorithms particularize to a novel class of
primal-dual consensus-based subgradient methods when the
convex-concave function takes the Lagrangian form discussed
in Section III-A. In general, the dynamics (12) goes beyond
any specific multi-agent model. However, when interpreted
in this context, the Laplacian component corresponds to the
model for the interaction among the agents.
In the upcoming analysis, we make network considerations
that affect the evolution of LtDt and Ltzt, which measure the
disagreement among the corresponding components of Dt and
zt via the Laplacian of the time-dependent adjacency matrices.
These quantities are amenable for distributed computation,
i.e., the computation of the ith block requires the blocks Djt
and zjt of the network variables corresponding to indexes j
with aij,t := (At)ij > 0. On the other hand, whether the
subgradients in (12) can be computed with local information
depends on the structure of the function φ in (7) in the context
of a given networked problem. Since this issue is anecdotal for
our analysis, for the sake of generality we consider a general
convex-concave function φ.
IV. CONVERGENCE ANALYSIS
Here we present our technical analysis on the convergence
properties of the dynamics (12). Our starting point is the
assumption that a solution to (7) exists, namely, a saddle
point (w∗,D∗,µ∗, z∗) of φ on S := W × DN ×M ×ZN
under the agreement condition on DN and ZN . That is, with
D∗ = D∗⊗1N and z∗ = z∗⊗1N for some (D∗, z∗) ∈ D×Z .
(We cannot actually conclude the feasibility property of the
original problem from the evolution of the estimates.) We then
study the evolution of the running time-averages (sometimes
called ergodic sums; see, e.g., [23])
wavt+1 =
1
t
t∑
s=1
ws, D
av
t+1 =
1
t
t∑
s=1
Ds,
µavt+1 =
1
t
t∑
s=1
µs, z
av
t+1 =
1
t
t∑
s=1
zs.
We summarize next our overall strategy to provide the reader
with a roadmap of the forthcoming analysis. In Section IV-A,
we bound the saddle-point evaluation error
tφ(wavt+1,D
av
t+1,µ
av
t+1, z
av
t+1)− tφ(w∗,D∗,µ∗, z∗). (13)
in terms of the following quantities: the initial conditions, the
size of the states of the dynamics, the size of the subgradients,
and the cumulative disagreement of the running time-averages.
Then, in Section IV-B we bound the cumulative disagreement
in terms of the size of the subgradients and the learning
rates. Finally, in Section IV-C we establish the saddle-point
evaluation convergence result using the assumption that the
estimates generated by the dynamics (12), as well as the
subgradient sets, are uniformly bounded. (This assumption can
be met in applications by designing projections that preserve
the saddle points, particularly in the case of distributed con-
strained optimization that we discuss later.) In our analysis,
we conveniently choose the learning rates {ηt}t≥1 using the
Doubling Trick scheme [39, Sec. 2.3.1] to find lower and upper
bounds on (13) proportional to √t. Dividing by t finally allows
us to conclude that the saddle-point evaluation error of the
running time-averages is bounded by 1/
√
t.
A. Saddle-point evaluation error in terms of the disagreement
Here, we establish the saddle-point evaluation error of the
running time-averages in terms of the disagreement. Our first
result, whose proof is presented in the Appendix, establishes a
pair of inequalities regarding the evaluation error of the states
of the dynamics with respect to a generic point in the variables
of the convex and concave parts, respectively.
Lemma IV.1. (Evaluation error of the states in terms of
the disagreement): Let the sequence {(wt,Dt,µt, zt)}t≥1
be generated by the coordination algorithm (12) over a
sequence of arbitrary weight-balanced digraphs {Gt}t≥1 such
that supt≥1 σmax(Lt) ≤ Λ, and with
σ ≤ (max{ dout,t(k) : k ∈ I, t ∈ Z≥1 })−1. (14)
Then, for any sequence of learning rates {ηt}t≥1 ⊂ R>0 and
any (wp,Dp) ∈W ×DN , the following holds:
2(φ(wt,Dt,µt, zt)− φ(wp,Dp,µt, zt)) (15)
≤ 1ηt
(‖wt −wp‖22 − ‖wt+1 −wp‖22)
+ 1ηt
(‖MDt −Dp‖22 − ‖MDt+1 −Dp‖22)
+ 6ηt‖gwt‖22 + 6ηt‖gDt‖22
+ 2‖gDt‖2(2 + σΛ)‖LKDt‖2 + 2‖gDt‖2‖LKDp‖2.
Also, for any (µp, zp) ∈M×ZN , the analogous holds,
2(φ(wt,Dt,µt, zt)− φ(wt,Dt,µp, zp)) (16)
≥ − 1ηt
(‖µt − µp‖22 − ‖µt+1 − µp‖22)
− 1ηt
(‖Mzt − zp‖22 − ‖Mzt+1 − zp‖22)
− 6ηt‖gµt‖22 − 6ηt‖gzt‖22
− 2‖gzt‖2(2 + σΛ)‖LKzt‖2 − 2‖gzt‖2‖LKzp‖2.
Building on Lemma IV.1, we next obtain bounds for the sum
over time of the evaluation errors with respect to a generic
point and the running time-averages.
Lemma IV.2. (Cumulative evaluation error of the states
with respect to running time-averages in terms of disagree-
ment): Under the same assumptions of Lemma IV.1, for any
(wp,Dp,µp, zp) ∈W ×DN ×M×ZN , the difference
t∑
s=1
φ(ws,Ds,µs, zs)− tφ(wp,Dp,µavt+1, zavt+1)
6is upper-bounded by u(t,wp,Dp)2 , while the difference
t∑
s=1
φ(ws,Ds,µs, zs)− tφ(wavt+1,Davt+1,µp, zp)
is lower-bounded by − u(t,µp,zp)2 , where
u(t,wp,Dp) ≡ u
(
t,wp,Dp, {ws}ts=1, {Ds}ts=1
) (17)
=
t∑
s=2
(‖ws −wp‖22 + ‖MDs −Dp‖22)( 1ηs − 1ηs−1
)
+ 2η1
(‖w1‖22 + ‖wp‖22 + ‖D1‖22 + ‖Dp‖22)
+ 6
t∑
s=1
ηs(‖gws‖22 + ‖gDs‖22)
+ 2(2 + σΛ)
t∑
s=1
‖gDs‖2‖LKDs‖2 + 2‖LKDp‖2
t∑
s=1
‖gDs‖2,
(18)
and u(t,µp, zp) ≡ u
(
t,µp, zp, {µs}ts=1, {zs}ts=1
)
.
Proof: By adding (15) over s = 1, . . . , t, we obtain
2
t∑
s=1
(φ(ws,Ds,µs, zs)− φ(wp,Dp,µs, zs))
≤
t∑
s=2
(‖ws −wp‖22 + ‖MDs −Dp‖22)( 1ηs − 1ηs−1
)
+ 1η1
(‖w1 −wp‖22 + ‖MD1 −Dp‖22)
+ 6
t∑
s=1
ηs(‖gws‖22 + ‖gDs‖22)
+ 2(2 + σΛ)
t∑
s=1
‖gDs‖2‖LKDs‖2 + 2‖LKDp‖2
t∑
s=1
‖gDs‖2.
This is bounded from above by u(t,wp,Dp) because ‖MD1−
Dp‖22 ≤ 2‖D1‖22+2‖Dp‖22, which follows from the triangular
inequality, Young’s inequality, the sub-multiplicativity of the
norm, and the identity ‖M‖2 = 1. Finally, by the concavity
of φ in the last two arguments,
φ(wp,Dp,µ
av
t+1, z
av
t+1) ≥
1
t
t∑
s=1
φ(wp,Dp,µs, zs),
so the upper bound in the statement follows. Similarly, we
obtain the lower bound by adding (16) over s = 1, . . . , t and
using that φ is jointly convex in the first two arguments,
φ(wavt+1,D
av
t+1,µs, zs) ≤
1
t
t∑
s=1
φ(ws,Ds,µs, zs),
which completes the proof.
The combination of the pair of inequalities in Lemma IV.2
allows us to derive the saddle-point evaluation error of the
running time-averages in the next result.
Proposition IV.3. (Saddle-point evaluation error of running
time-averages): Under the same hypotheses of Lemma IV.1,
for any saddle point (w∗,D∗,µ∗, z∗) of φ on W × DN ×
M× ZN with D∗ = D∗ ⊗ 1N and z∗ = z∗ ⊗ 1N for some
(D∗, z∗) ∈ D × Z , the following holds:
− u(t,µ∗, z∗)− u(t,wavt+1,Davt+1)
≤ 2tφ(wavt+1,Davt+1,µavt+1, zavt+1)− 2tφ(w∗,D∗,µ∗, z∗)
≤ u(t,w∗,D∗) + u(t,µavt+1, zavt+1) . (19)
Proof: We show the result in two steps, by evaluating the
bounds from Lemma IV.2 in two sets of points and combining
them. First, choosing (wp,Dp,µp, zp) = (w∗,D∗,µ∗, z∗) in
the bounds of Lemma IV.2; invoking the saddle-point relations
φ(w∗,D∗,µavt+1, z
av
t+1) ≤ φ(w∗,D∗,µ∗, z∗)
≤ φ(wavt+1,Davt+1,µ∗, z∗)
where (wavt ,Davt ,µavt , zavt ) ∈W ×DN ×M×ZN , for each
t ≥ 1, by convexity; and combining the resulting inequalities,
we obtain
−u(t,µ
∗, z∗)
2
≤
t∑
s=1
φ(ws,Ds,µs, zs)− tφ(w∗,D∗,µ∗, z∗)
≤ u(t,w
∗,D∗)
2
. (20)
Choosing (wp,Dp,µp, zp) = (wavt+1,Davt+1,µavt+1, zavt+1) in
the bounds of Lemma IV.2, multiplying each by −1 and
combining them, we get
− u(t,w
av
t+1,D
av
t+1)
2
≤
(
tφ(wavt+1,D
av
t+1,µ
av
t+1, z
av
t+1)
−
t∑
s=1
φ(ws,Ds,µs, zs)
)
≤ u(t,µ
av
t+1, z
av
t+1)
2
. (21)
The result now follows by summing (20) and (21).
B. Bounding the cumulative disagreement
Given the dependence of the saddle-point evaluation error
obtained in Proposition IV.3 on the cumulative disagreement
of the estimates Dt and zt, here we bound their disagreement
over time. We treat the subgradient terms as perturbations
in the dynamics (12) and study the input-to-state stability
properties of the latter. This approach is well suited for
scenarios where the size of the subgradients can be uniformly
bounded. Since the coupling in (12) with wt and µt, as well
as among the estimates Dt and zt themselves, takes place only
through the subgradients, we focus on the following pair of
decoupled dynamics,
Dˆt+1 = Dt − σLtDt + u1t (22a)
zˆt+1 = zt − σLtzt + u2t (22b)
(Dt+1, zt+1) = PDN×ZN
(
Dˆt+1, zˆt+1
)
,
where {u1t}t≥1 ⊂ (RdD )N , {u2t}t≥1 ⊂ (Rdz)N are arbitrary
sequences of disturbances, and PDN×ZN is the orthogonal
projection onto DN ×ZN as defined in (1).
The next result characterizes the input-to-state stability proper-
ties of (22) with respect to the agreement space. The analysis
builds on the proof strategy in our previous work [40, Prop.
V.4]. The main trick here is to bound the projection residuals
7in terms of the disturbance. The proof is presented in the
Appendix.
Proposition IV.4. (Cumulative disagreement on (22) over
jointly-connected weight-balanced digraphs): Let {Gs}s≥1
be a sequence of B-jointly connected, δ-nondegenerate,
weight-balanced digraphs. For δ˜′ ∈ (0, 1), let
δ˜ := min
{
δ˜′, (1− δ˜′) δ
dmax
}
, (23)
where
dmax := max
{
dout,t(k) : k ∈ I, t ∈ Z≥1
}
.
Then, for any choice of consensus stepsize such that
σ ∈
[ δ˜
δ
,
1− δ˜
dmax
]
, (24)
the dynamics (22a) over {Gt}t≥1 is input-to-state stable with
respect to the nullspace of the matrix LˆK. Specifically, for any
t ∈ Z≥1 and any {u1s}t−1s=1 ⊂ (RdD)N ,
‖LKDt‖2 ≤ 2
4‖D1‖2
32
(
1− δ˜
4N2
)⌈ t−1B ⌉
+ Cu max
1≤s≤t−1
‖u1s‖2 ,
(25)
where
Cu :=
25/32
1− (1− δ˜4N2 )1/B
(26)
and the cumulative disagreement satisfies
t′∑
t=1
‖LKDt‖2 ≤ Cu
(
‖D1‖2
2 +
t′−1∑
t=1
‖u1t‖2
)
. (27)
Analogous bounds hold interchanging Dt with zt.
C. Convergence of saddle-point subgradient dynamics with
Laplacian averaging
Here we characterize the convergence properties of the dynam-
ics (12) using the developments above. In informal terms, our
main result states that, under a mild connectivity assumption
on the communication digraphs, a suitable choice of decreas-
ing stepsizes, and assuming that the agents’ estimates and
the subgradient sets are uniformly bounded, the saddle-point
evaluation error under (12) decreases proportionally to 1√
t
. We
select the learning rates according to the following scheme.
Assumption IV.5. (Doubling Trick scheme for the learning
rates): The agents define a sequence of epochs numbered by
m = 0, 1, 2, . . . , and then use the constant value ηs = 1√2m in
each epoch m, which has 2m time steps s = 2m, . . . , 2m+1−1.
Namely,
η1 = 1 , η2 = η3 = 1/
√
2 ,
η4 = · · · = η7 = 1/2, η8 = · · · = η15 = 1/
√
8 ,
and so on. In general,
η2m = · · · = η2m+1−1 = 1/
√
2m. •
Note that the agents can compute the values in Assump-
tion IV.5 without communicating with each other. Figure 1
provides an illustration of this learning rate selection and com-
pares it against constant and other sequences of stepsizes. Note
that, unlike other choices commonly used in optimization [14],
[15], the Doubling Trick gives rise to a sequence of stepsizes
that is not square summable.
Iteration, t
100 102 104 106
10−6
10−5
10−4
10−3
10−2
10−1
100
Doubling Trick
Constant .05
Constant .2
1/
√
t
1/t
Fig. 1: Comparison of sequences of learning rates. We com-
pare the sequence of learning rates resulting from the Dou-
bling Trick in Assumption IV.5 against a constant stepsize,
the sequence {1/√t}t≥1, and the square-summable harmonic
sequence {1/t}t≥1.
Theorem IV.6. (Convergence of the saddle-point dynamics
with Laplacian averaging (12)): Let {(wt,Dt,µt, zt)}t≥1 be
generated by (12) over a sequence {Gt}t≥1 of B-jointly con-
nected, δ-nondegenerate, weight-balanced digraphs satisfying
supt≥1 σmax(Lt) ≤ Λ with σ selected as in (24). Assume
‖wt‖2 ≤ Bw, ‖Dt‖2 ≤ BD, ‖µt‖2 ≤ Bµ, ‖zt‖2 ≤ Bz ,
for all t ∈ Z≥1 whenever the sequence of learning rates
{ηt}t≥1 ⊂ R>0 is uniformly bounded. Similarly, assume
‖gwt‖2 ≤ Hw, ‖gDt‖2 ≤ HD, ‖gµt‖2 ≤ Hµ, ‖gzt‖2 ≤ Hz
for all t ∈ Z≥1. Let the learning rates be chosen according to
the Doubling Trick in Assumption IV.5. Then, for any saddle
point (w∗,D∗,µ∗, z∗) of φ on W × DN ×M × ZN with
D∗ = D∗⊗1N and z∗ = z∗⊗1N for some (D∗, z∗) ∈ D×Z ,
which is assumed to exist, the following holds for the running
time-averages:
−αµ,z + αw,D
2
√
t− 1 ≤φ(w
av
t ,D
av
t , z
av
t ,µ
av
t )− φ(w∗,D∗, z∗,µ∗)
≤ αw,D + αµ,z
2
√
t− 1 , (28)
where αw,D :=
√
2√
2−1 αˆw,D with
αˆw,D := 4(B
2
w +B
2
D) + 6(H
2
w +H
2
D)
+HD(3 + σΛ)Cu
(
BD + 2HD
)
, (29)
and αz,µ is analogously defined.
Proof: We divide the proof in two steps. In step (i), we
use the general bound of Proposition IV.3 making a choice
of constant learning rates over a fixed time horizon t′. In
8step (ii), we use multiple times this bound together with
the Doubling Trick to produce the implementation procedure
in the statement. In (i), to further bound (19), we choose
ηt = η
′ for all s ∈ {1, . . . , t′} in both u(t′,w∗,D∗) and
u(t′,wavt′+1,D
av
t′+1). By doing this, we make zero the first two
lines in (17), and then we upper-bound the remaining terms
using the bounds on the estimates and the subgradients. The
resulting inequality also holds replacing (wavt′+1,Davt′+1) by
(w∗,D∗),
u(t′,wavt′+1,D
av
t′+1) ≤ 2η′
(‖w1‖22 +B2w + ‖D1‖22 +B2D)
+ 6(H2w +H
2
D)η
′t′
+2(2 + σΛ)HD
t′∑
s=1
‖LKDs‖2 + 2‖LKDavt′+1‖2HDt′ . (30)
Regarding the bound for u(t′,w∗,D∗), we just note that
‖LKD∗‖2 = 0, whereas for u(t′,wavt′+1,Davt′+1), we note that,
by the triangular inequality, we have
‖LKDavt′+1‖2 =
1
t′
‖LK
( t′∑
s=1
Ds
)‖2 ≤ 1
t′
t′∑
s=1
‖LKDs‖2.
That is, we get
u(t′,w∗,D∗) ≤ u(t′,wavt′+1,Davt′+1)
≤ 2η′
(‖w1‖22 +B2w + ‖D1‖22 +B2D)+ 6(H2w +H2D)η′t′
+ 2HD(3 + σΛ)
t′∑
s=1
‖LKDs‖2. (31)
We now further bound
∑t′
s=1 ‖LKDs‖2 in (27) noting that
‖u1t‖2 = ‖ηtgDt‖2 ≤ ηtHD = η′HD , to obtain
t′∑
s=1
‖LKDs‖2 ≤Cu
(
‖D1‖2
2 +
t′−1∑
s=1
η′HD
)
≤Cu
(‖D1‖2
2 + t
′η′HD
)
.
Substituting this bound in (31), taking η′ = 1√
t′
and noting
that 1 ≤ √t′, we get
u(t′,wavt′+1,D
av
t′+1) ≤ α′
√
t′, (32)
where
α′ := 2(‖w1‖22 + ‖D1‖22 +B2w +B2D) + 6(H2w +H2D)
+ 2HD(3 + σΛ)Cu
(‖D1‖2
2 +HD
)
.
This bound is of the type u(t′,wavt′+1,Davt′+1) ≤ α′
√
t′, where
α′ depends on the initial conditions. This leads to step (ii).
According to the Doubling Trick, for m = 0, 1, . . . ⌈log2 t⌉,
the dynamics is executed in each epoch of t′ = 2m time
steps t = 2m, . . . , 2m+1 − 1, where at the beginning of
each epoch the initial conditions are the final values in the
previous epoch. The bound for u(t′,wavt′+1,Davt′+1) in each
epoch is α′
√
t′ = αm
√
2m, where αm is the multiplicative
constant in (32) that depends on the initial conditions in the
corresponding epoch. Using the assumption that the estimates
are bounded, i.e., αm ≤ αˆw,D, we deduce that the bound in
each epoch is αˆw,D
√
2m. By the Doubling Trick,
⌈log2 t⌉∑
m=0
√
2m = 1−
√
2
⌈log2 t⌉+1
1−√2 ≤ 1−
√
2t
1−√2 ≤
√
2√
2−1
√
t,
we conclude that
u(t,w∗,D∗) ≤ u(t,wavt+1,Davt+1) ≤
√
2√
2−1 αˆw,D
√
t.
Similarly,
−u(t,µ∗, z∗) ≥ −u(t,µavt+1, zavt+1) ≥ −
√
2√
2−1 αˆµ,z
√
t.
The desired pair of inequalities follows substituting these
bounds in (19) and dividing by 2t.
In the statement of Theorem IV.6, the constant Cu appearing
in (29) encodes the dependence on the network properties.
The running time-averages can be updated sequentially as
wavt+1 :=
t−1
t w
av
t +
1
twt without extra memory. Note also that
we assume feasibility of the problem because this property
does not follow from the behavior of the algorithm.
Remark IV.7. (Boundedness of estimates): The statement
of Theorem IV.6 requires the subgradients and the estimates
produced by the dynamics to be bounded. In the literature
of distributed (sub-) gradient methods, it is fairly common to
assume the boundedness of the subgradient sets relying on
their continuous dependence on the arguments, which in turn
are assumed to belong to a compact domain. Our assumption
on the boundedness of the estimates, however, concerns a
saddle-point subgradient dynamics for general convex-concave
functions, and its consequences vary depending on the appli-
cation. We come back to this point and discuss the treatment
of dual variables for distributed constrained optimization in
Section V-A. •
V. APPLICATIONS TO DISTRIBUTED CONSTRAINED
CONVEX OPTIMIZATION
In this section we particularize our convergence result in Theo-
rem IV.6 to the case of convex-concave functions arising from
the Lagrangian of the constrained optimization (8) discussed
in Section III-A. The Lagrangian formulation with explicit
agreement constraints (9c) matches the general saddle-point
problem (7) for the convex-concave function φ : (W1× · · · ×
WN )× DN × (Rm≥0)N → R defined by
φ(w,D, z) =
N∑
i=1
(
f i(wi,Di) + zi
⊤
gi(wi,Di)
)
. (33)
Here the arguments of the convex part are, on the one hand, the
local primal variables across the network, w = (w1, . . . , wN )
(not subject to agreement), and, on the other hand, the
copies across the network of the global decision vector,
D = (D1, . . . ,DN) (subject to agreement). The arguments of
the concave part are the network estimates of the Lagrange
multiplier, z = (z1, . . . , zN) (subject to agreement). Note
that this convex-concave function is the associated Lagrangian
for (8) only under the agreement on the global decision
9vector and on the Lagrange multiplier associated to the global
constraint, i.e.,
L(w,D, z) = φ(w,D ⊗ 1N , z ⊗ 1N ). (34)
In this case, the saddle-point dynamics with Laplacian aver-
aging (12) takes the following form: the updates of each agent
i ∈ {1, . . . , N} are as follows,
wˆit+1 =w
i
t − ηt(dfi,wit + d⊤gi,wit z
i), (35a)
Dˆ
i
t+1 =D
i
t + σ
N∑
j=1
aij,t(D
j
t − Dit)
− ηt(dfi,Dit + d⊤gi,Dit z
i), (35b)
zˆit+1 = z
i
t + σ
N∑
j=1
aij,t(z
j
t − zit) + ηtgi(wit), (35c)

w
i
t+1
Dit+1
zit+1

 =


PWi
(
wˆit+1
)
PD
(
Dˆ
i
t+1
)
P
R
m
≥0
∩B¯(0,r)
(
zˆit+1
)

 , (35d)
where the vectors dfi,wit ∈ Rni and dfi,Dit ∈ RdD are subgra-
dients of f i with respect to the first and second arguments,
respectively, at the point (wit,Dit), i.e.,
dfi,wit ∈ ∂wif i(wit,Dit), dfi,Dit ∈ ∂Df i(wit,Dit), (36)
and the matrices dgi,wi ∈ Rm×ni and dgi,D ∈ Rm×dD
contain in the lth row an element of the subgradient sets
∂wig
i
l(w
i
t,D
i
t) and ∂Dgil(wit,Dit), respectively. (Note that these
matrices correspond, in the differentiable case, to the Jacobian
block-matrices of the vector function gi : Rni ×RdD → Rm.)
We refer to this strategy as the Consensus-based Saddle-Point
(Sub-) Gradient (C-SP-SG) algorithm and present it in pseudo-
code format in Algorithm 1.
Note that the orthogonal projection of the estimates of the
multipliers in (35d) is unique. The radius r employed in its
definition is a design parameter that is either set a priori or
determined by the agents. We discuss this point in detail below
in Section V-A.
The characterization of the saddle-point evaluation error un-
der (35) is a direct consequence of Theorem IV.6.
Corollary V.1. (Convergence of the C-SP-SG algorithm):
For each i ∈ {1, . . . , N}, let the sequence {(wit,Dit, zit)}t≥1
be generated by the coordination algorithm (35), over a
sequence of graphs {Gt}t≥1 satisfying the same hypotheses
as Theorem IV.6. Assume that the sets D and Wi are compact
(besides being convex), and the radius r is such that B¯(0, r)
contains the optimal dual set of the constrained optimiza-
tion (8). Assume also that the subgradient sets are bounded,
in Wi ×D, as follows,
∂wif
i ⊆ B¯(0, Hf,w) , ∂Df i ⊆ B¯(0, Hf,D),
∂wig
i
l ⊆ B¯(0, Hg,w) , ∂Dgil ⊆ B¯(0, Hg,D),
for all l ∈ {1, . . . ,m}. Let (w∗,D∗, z∗) be any saddle point
of the Lagrangian L defined in (34) on the set (W1 × · · · ×
WN )×D × Rm. (The existence of such saddle-point implies
that strong duality is attained.) Then, under Assumption IV.5
Algorithm 1: C-SP-SG algorithm
Data: Agents’ data for Problem (8): {f i, gi,Wi}Ni=1, D
Agents’ adjacency values {At}t≥1
Consensus stepsize σ as in (24)
Learning rates {ηt}t≥1 as in Assumption IV.5
Radius r s.t. B¯(0, r) contains optimal dual set for (8)
Number of iterations T , indep. of rest of parameters
Result: Agent i outputs (wiT )
av
, (DiT )
av
, (ziT )
av
Initialization: Agent i sets wi1 ∈ Rni , Di1 ∈ RdD ,
zi1 ∈ Rm≥0, (wi1)av = wi1, (Di1)av = Di1,
(zi1)
av = zi1
for t ∈ {2, . . . , T − 1} do
for i ∈ {1, . . . , N} do
Agent i selects (sub-) gradients as in (36)
Agent i updates (wit,Dit, zit) as in (35)
Agent i updates (wit+1)
av
= t−1t (w
i
t)
av
+ 1tw
i
t,
(Dit+1)
av
= t−1t (D
i
t)
av
+ 1tD
i
t ,
(zit+1)
av
= t−1t (z
i
t)
av
+ 1t z
i
t
end
end
for the learning rates, the saddle-point evaluation error (28)
holds for the running time-averages:
−αµ,z + αw,D
2
√
t− 1 ≤φ(w
av
t ,D
av
t , z
av
t )− L(w∗,D∗, z∗)
≤ αw,D + αµ,z
2
√
t− 1 , (37)
for αw,D and αµ,z as in (29), with
Bµ =Hµ = 0, Bz =
√
Nr,
Bw =(
N∑
i=1
diam(Wi)2)1/2, BD =
√
N diam(D),
H2w =N(Hf,w + r
√
mHg,w)
2, H2z =
N∑
i=1
( sup
wi∈Wi
gi(w
i))2,
H2D =N(Hf,D + r
√
mHg,D)
2,
where diam(·) refers to the diameter of the sets.
The proof of this result follows by noting that the hypotheses
of Theorem IV.6 are automatically satisfied. The only point
to observe is that all the saddle points of the Lagrangian L
defined in (34) on the set (W1×· · ·×WN)×D×Rm≥0, are also
contained in (W1×· · ·×WN)×D×B¯(0, r). Note also that we
assume feasibility of the problem because this property does
not follow from the behavior of the algorithm.
Remark V.2. (Time, memory, computation, and communi-
cation complexity of the C-SP-SG algorithm): We discuss
here the complexities associated with the execution of the C-
SP-SG algorithm:
• Time complexity: According to Corollary V.1, the
saddle-point evaluation error is smaller than ǫ if
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αw,D+αµ,z
2
√
t
≤ ǫ. This provides a lower bound
t ≥ (αw,D + αµ,z
2ǫ
)2
,
on the number of required iterations.
• Memory complexity: Each agent i maintains the
current updates (wit,Dit, zit) ∈ Rni × RdD × Rm,
and the corresponding current running time-averages
((wit)
av
, (Dit)
av
, (zit)
av
) with the same dimensions.
• Computation complexity: Each agent i makes a
choice/evaluation of subgradients, at each iteration, from
the subdifferentials ∂wif i ⊆ Rni , ∂Df i ⊆ RdD , ∂wigil ⊆
R
ni
, ∂Dg
i
l ⊆ RdD , the latter for l ∈ {1, . . . ,m}. Each
agent also projects its estimates on the set Wi×D×Rm≥0∩
B¯(0, r). The complexity of this computation depends on
the sets Wi and D.
• Communication complexity: Each agent i shares with
its neighbors at each iteration a vector in RdD × Rm.
With the information received, the agent updates the
global decision variable Dit in (35b) and the Lagrange
multiplier zit in (35c). (Note that the variable Dit needs to
be maintained and communicated only if the optimization
problem (8) has a global decision variable.) •
A. Distributed strategy to bound the optimal dual set
The motivation for the design choice of truncating the pro-
jection of the dual variables onto a bounded set in (35d)
is the following. The subgradients of φ with respect to the
primal variables are linear in the dual variables. To guarantee
the boundedness of the subgradients of φ and of the dual
variables, required by the application of Theorem IV.6, one can
introduce a projection step onto a compact set that preserves
the optimal dual set, a technique that has been used in [3], [19],
[22]. These works select the bound for the projection a priori,
whereas [9] proposes a distributed algorithm to compute a
bound preserving the optimal dual set, for the case of a global
inequality constraint known to all the agents. Here, we deal
with a complementary case, where the constraint is a sum of
functions, each known to the corresponding agents, that couple
the local decision vectors across the network. For this case,
we next describe how the agents can compute, in a distributed
way, a radius r ∈ R>0 such that the ball B¯(0, r) contains the
optimal dual set for the constrained optimization (8). A radius
with such property is not unique, and estimates with varying
degree of conservativeness are possible.
In our model, each agent i has only access to the set Wi
and the functions f i and gi. In turn, we make the important
assumption that there are no variables subject to agreement,
i.e., f i(wi,D) = f i(wi) and gi(wi,D) = gi(wi) for all i ∈
{1, . . . , N}, and we leave for future work the generalization
to the case where agreement variables are present. Consider
then the following problem,
min
wi∈Wi, ∀i
N∑
i=1
f i(wi)
s.t. g1(w1) + · · ·+ gN(wN ) ≤ 0 (38)
where each Wi is compact as in Corollary V.1. We first
propose a bound on the optimal dual set and then describe
a distributed strategy that allows the agents to compute it. Let
(w˜1, . . . , w˜N ) ∈ W1 × · · · × WN be a vector satisfying the
Strong Slater condition [20, Sec. 7.2.3], called Slater vector,
and define
γ := min
l∈{1,...,m}
−
N∑
i=1
gil (w˜
i), (39)
which is positive by construction. According to [19, Lemma
1] (which we amend imposing that the Slater vector belongs
to the abstract constraint set (W1 × · · · × WN )), we get that
the optimal dual set Z∗ ⊆ Rm≥0 associated to the constraint
g1(w1) + · · ·+ gN(wN ) ≤ 0 is bounded as follows,
max
z∗∈Z∗
‖z∗‖2 ≤ 1
γ
( N∑
i=1
f i(w˜i)− q(z¯)), (40)
for any z¯ ∈ Rm≥0, where q : Rm≥0 → R is the dual function
associated to the optimization (38),
q(z) = inf
wi∈Wi, ∀i
L(w, z)
= inf
wi∈Wi, ∀i
N∑
i=1
(
f i(wi) + z⊤gi(wi)
)
=:
N∑
i=1
qi(z).
(41)
Note that the right hand side in (40) is nonnegative by weak
duality, and that q(z¯) does not coincide with −∞ for any
z¯ ∈ Rm≥0 because each set Wi is compact. With this notation,
N∑
i=1
f i(w˜i)− q(z¯) ≤ N
(
max
j∈{1,...,N}
f j(w˜j)− min
j∈{1,...,N}
qj(z¯)
)
.
Using this bound in (40), we conclude that Z∗ ⊆ Zc, with
Zc :=Rm≥0 ∩ B¯
(
0,
N
γ
(
max
j∈{1,...,N}
f j(w˜j)− min
j∈{1,...,N}
qj(z¯)
))
.
(42)
Now we briefly describe the distributed strategy that the
agents can use to bound the set Zc. The algorithm can be
divided in three stages:
(i.a) Each agent finds the corresponding component w˜i of a
Slater vector.
For instance, if Wi is compact (as is the case in Corollary V.1),
agent i can compute
w˜i ∈ argminwi∈Wi gil(wi).
The resulting vector (w˜1, . . . , w˜N ) is a Slater vector, i.e., it
belongs to the set
{(w1, . . . , wN ) ∈W1 × · · · ×WN :
g1(w1) + · · ·+ gN(wN ) < 0},
which is nonempty by the Strong Slater condition.
(i.b) Similarly, the agents compute the corresponding compo-
nent qi(z¯) defined in (41). The common value z¯ ∈ Rm≥0
does not depend on the problem data and can be 0 or
any other value agreed upon by the agents beforehand.
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(ii) The agents find a lower bound for γ in (39) in two
stages: first they use a distributed consensus algorithm
and at the same time they estimate the fraction of agents
that have a positive estimate. Second, when each agent is
convinced that every other agent has a positive approxi-
mation, given by a precise termination condition that is
satisfied in finite time, they broadcast their estimates to
their neighbors to agree on the minimum value across
the network.
Formally, each agent sets yi(0) := gi(w˜i) ∈ Rm and si(0) :=
sign(yi(0)), and executes the following iterations
yi(k + 1) = yi(k) + σ
N∑
j=1
aij,t(y
j(k)− yi(k)), (43a)
si(k + 1) = si(k) + σ
N∑
j=1
aij,t
(
sign(yj(k))
− sign(yi(k))), (43b)
until an iteration k∗i such that Nsi(k∗i ) ≤ −(N − 1); see
Lemma V.3 below for the justification of this termination
condition. Then, agent i re-initializes yi(0) = yi(k∗) and
iterates
yi(k + 1) = min{yj(k) : j ∈ N out(i) ∪ {i}} (44)
(where agent i does not need to know if a neigh-
bor has re-initialized). The agents reach agreement about
mini∈{1,...,n} yi(0) = mini∈{1,...,n} yi(k∗) in a number of
iterations no greater than (N − 1)B counted after k∗∗ :=
maxj∈{1,...,N} k∗j (which can be computed if each agent
broadcasts once k∗i ). Therefore, the agents obtain the same
lower bounds
yˆ :=Nyi(k∗∗) ≤
N∑
i=1
gi(w˜i),
γ := min
l∈{1,...,m}
−yˆl ≤ γ,
where the first lower bound is coordinate-wise.
(iii) The agents exactly agree on maxj∈{1,...,N} f j(w˜j) and
minj∈{1,...,N} qj(z¯) using the finite-time algorithm
analogous to (44).
In summary, the agents obtain the same upper bound
r :=
N
γ
(
max
j∈{1,...,N}
f j(w˜j)− min
j∈{1,...,N}
qj(z¯)
)
,
which, according to (42), bounds the optimal dual set for the
constrained optimization (38),
Z∗ ⊆ Zc ⊆ B¯(0, r).
To conclude, we justify the termination condition of step (ii).
Lemma V.3. (Termination condition of step (ii)): If each
agent knows the size of the network N , then under the same
assumptions on the communication graphs and the parameter
σ as in Theorem IV.6, the termination time k∗i is finite.
Proof: Note that yi(0) is not guaranteed to be negative
but, by construction of each {gi(w˜i)}Ni=1 in step (i), it holds
that the convergence point for (43a) is
1
N
N∑
i=1
yi(0) =
1
N
N∑
i=1
gi(w˜i) < 0. (45)
This, together with the fact that Laplacian averaging preserves
the convex hull of the initial conditions, it follows (inductively)
that si decreases monotonically to −1. Thanks to the exponen-
tial convergence of (43a) to the point (45), it follows that there
exists a finite time k∗i ∈ Z≥1 such that Nsi(k∗i ) ≤ −(N − 1).
This termination time is determined by the constant B of
joint connectivity and the constant δ of nondegeneracy of the
adjacency matrices.
The complexity of the entire procedure corresponds to
• each agent computing the minimum of two convex func-
tions;
• executing Laplacian average consensus until the agents’
estimates fall within a centered interval around the aver-
age of the initial conditions; and
• running two agreement protocols on the minimum of
quantities computed by the agents.
VI. SIMULATION EXAMPLE
Here we simulate1 the performance of the Consensus-based
Saddle-Point (Sub-) Gradient algorithm (cf. Algorithm 1) in
a network of N = 50 agents whose communication topology
is given by a fixed connected small world graph [41] with
maximum degree dmax = 4. Under this coordination strategy,
the 50 agents solve collaboratively the following instance of
problem (8) with nonlinear convex constraints:
min
wi∈[0,1]
50∑
i=1
ciwi
s.t.
50∑
i=1
−di log(1 + wi) ≤ −b. (46)
Problems with constraints of this form arise, for instance,
in wireless networks to ensure quality-of-service. For each
i ∈ {1, . . . , 50}, the constants ci, di are taken randomly
from a uniform distribution in [0, 1], and b = 5. We compute
the solution to this problem, to use it as a benchmark, with
the Optimization Toolbox using the solver fmincon with an
interior point algorithm. Since the graph is connected, it
follows that B = 1 in the definition of joint connectivity. Also,
the constant of nondegeneracy is δ = 0.25 and σmax(L) ≈
1.34. With these values, we derive from (24) the theoretically
feasible consensus stepsize σ = 0.2475. For the projection
step in (35d) of the C-SP-SG algorithm, the bound on the
optimal dual set (42), using the Slater vector w˜ = 1N and
z¯ = 0, is
r =
N maxj∈{1,...,N} cj
log(2)
∑N
i=1 di −N/10
= 3.313.
1The Matlab code is available at https://github.com/DavidMateosNunez/Consensus-based-Sa
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For comparison, we have also simulated the Consensus-Based
Dual Decomposition (CoBa-DD) algorithm proposed in [23]
using (and adapting to this problem) the code made available
online by the authors2. (The bound for the optimal dual set
used in the projection of the estimates of the multipliers is the
same as above.) We should note that the analysis in [23] only
considers constant learning rates, which necessarily results in
steady-state error in the algorithm convergence.
We have simulated the C-SP-SG and the CoBa-DD algorithms
in two scenarios: under the Doubling Trick scheme of Assump-
tion IV.5 (solid blue and magenta dash-dot lines, respectively),
and under constant learning rates equal to 0.05 (darker grey)
and 0.2 (lighter grey). Fig. 2 shows the saddle-point evaluation
error for both algorithms. The saddle-point evaluation error of
our algorithm is well within the theoretical bound established
in Corollary V.1, which for this optimization problem is
approx. 1.18× 109/√t. (This theoretical bound is overly con-
servative for connected digraphs because the ultimate bound
for the disagreement Cu in (26), here Cu ≈ 3.6 × 106, is
tailored for sequences of digraphs that are B-jointly connected
instead of relying on the second smallest eigenvalue of the
Laplacian of connected graphs.) Fig. 3 compares the network
cost-error and the constraint satisfaction. We can observe that
the C-SP-SG and the CoBa-DD [23] algorithms have some
characteristics in common:
• They both benefit from using the Doubling Trick scheme.
• They approximate the solution, in all metrics of Fig. 2 and
Fig. 3 at a similar rate. Although the factor in logarithmic
scale of the C-SP-SG algorithm is larger, we note that this
algorithm does not require the agents to solve a local
optimization problem at each iteration for the updates
of the primal variables, while both algorithms share the
same communication complexity.
• The empirical convergence rate for the saddle-point eval-
uation error under the Doubling Trick scheme is of
order 1/
√
t (logarithmic slope −1/2), while the empirical
convergence rate for the cost error under constant learning
rates is of order 1/t (logarithmic slope −1). This is
consistent with the theoretical results here and in [23]
(wherein the theoretical bound concerns the practical
convergence of the cost error using constant learning
rates).
VII. CONCLUSIONS AND IDEAS FOR FUTURE WORK
We have studied projected subgradient methods for saddle-
point problems under explicit agreement constraints. We have
shown that separable constrained optimization problems can
be written in this form, where agreement plays a role in
making distributed both the objective function (via agreement
on a subset of the primal variables) and the constraints (via
agreement on the dual variables). This approach enables the
use of existing consensus-based ideas to tackle the algorithmic
solution to these problems in a distributed fashion. Future
extensions will include, first, a refined analysis of convergence
for constrained optimization in terms of the cost evaluation
2The Matlab code is available at http://ens.ewi.tudelft.nl/∼asimonetto/NumericalExample.zip.
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Fig. 2: Saddle-point evaluation error |φ(wavt , zavt ) −
L(w∗, z∗)|. The lines in grey represent the same algorithms
simulated with constant learning rates equal to 0.2 (lighter
grey) and 0.05 (darker grey), respectively.
error instead of the saddle-point evaluation error. Second, more
general distributed algorithms for computing bounds on La-
grange vectors and matrices, which are required in the design
of truncated projections preserving the optimal dual sets. (An
alternative route would explore the characterization of the
intrinsic boundedness properties of the proposed distributed
dynamics.) Third, the selection of other learning rates that
improve the convergence rate of our proposed algorithms.
Finally, we envision applications to semidefinite programming,
where chordal sparsity allows to tackle problems that have the
dimension of the matrices grow with the network size, and also
the treatment of low-rank conditions. Particular applications
will include efficient optimization in wireless networks, con-
trol of camera networks, and estimation and control in smart
grids.
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APPENDIX
Here we present the proofs of the results Lemma IV.1 and
Proposition IV.4 stated in Section IV.
Proof of Lemma IV.1: In this proof we extend the
saddle-point analysis for the (centralized) subgradient methods
in [3, Lemma 3.1] by incorporating the treatment on the
disagreement from our previous work in [40, Lemma V.2].
We first define [
rw,t+1
rD,t+1
]
:=
[
wt+1 − wˆt+1
Dt+1 − Dˆt+1
]
. (47)
Since Id−σLt is a stochastic matrix (because σ satisfies (14)),
then its product by any vector is a convex combination of the
entries of the vector. Hence, the fact that Dt ∈ DN implies
that Dt−σLtDt ∈ DN . Using this together with the definition
of orthogonal projection (1), we get
‖rD,t+1‖2 = ‖PDN
(
Dˆt+1
)− Dˆt+1‖2
≤‖(Dt − σLtDt)− Dˆt+1‖2 = ηt‖gDt‖2. (48)
Similarly, since wt ∈W , we also have
‖rw,t+1‖2 = ‖PW
(
wˆt+1
)− wˆt+1‖2
≤‖wt − wˆt+1‖2 = ηt‖gwt‖2.
Left-multiplying the dynamics of wt and Dt from (12a)
and (12b) (in terms of the residual (47)) by the block-diagonal
matrix diag(INd,M), and using MLt = 0, we obtain[
wt+1
MDt+1
]
=
[
wt
MDt
]
+
[ −ηtgwt + rw,t+1
−ηtMgDt +MrD,t+1
]
. (49)
Subtracting (wp,Dp) ∈ W × DN on each side, taking the
norm, and noting that M⊤ = M and M2 = M, we get
‖wt+1 −wp‖22 + ‖MDt+1 −Dp‖22 (50)
= ‖wt −wp‖22 + ‖MDt −Dp‖22
+ ‖ − ηtgwt + rw,t+1‖22 + ‖ − ηtMgDt +MrD,t+1‖22
− 2ηtg⊤wt(wt −wp)− 2ηtg⊤Dt(MDt −MDp)
+ 2r⊤w,t+1(wt −wp) + 2r⊤D,t+1(MDt −MDp).
We can bound the term −g⊤Dt(MDt −MDp) by subtracting
and adding Dt −Dp inside the bracket and using convexity,
− g⊤wt(wt −wp)− g⊤Dt(MDt −MDp) (51)
= − g⊤Dt(MDt −Dt)− g⊤Dt(Dp −MDp)
− [g⊤wt g⊤Dt]
[
wt −wp
Dt −Dp
]
≤ g⊤DtLKDt − g⊤DtLKDp
+ φ(wp,Dp,µt, zt)− φ(wt,Dt,µt, zt) ,
where we have used LK = INdD −M and the fact that gwt ∈
∂wφ(wt,Dt,µt, zt) and gDt ∈ ∂Dφ(wt,Dt,µt, zt). Using
this bound and (50), we get
2(φ(wt,Dt,µt, zt)− φ(wp,Dp,µt, zt)) (52)
≤ 1ηt
(‖wt −wp‖22 − ‖wt+1 −wp‖22)
+ 1ηt
(‖MDt −Dp‖22 − ‖MDt+1 −Dp‖22)
+ 2g⊤DtLKDt − 2g⊤DtLKDp
+ 1ηt ‖−ηtgwt + rw,t+1‖22 + 1ηt ‖−ηtMgDt +MrD,t+1‖22
+ 2ηt r
⊤
w,t+1(wt −wp) + 2ηt r⊤D,t+1(MDt −Dp).
We now bound each of the terms in the last three lines of (52).
First, using the Cauchy-Schwarz inequality, we get
g⊤DtLKDt − g⊤DtLKDp ≤ ‖gDt‖2(‖LKDt‖2 + ‖LKDp‖2).
(53)
For the terms in the second to last line, using the triangular
inequality, the submultiplicativity of the norm, the fact that
‖M‖2 ≤ 1, and the bound (48), we have
‖−ηtMgDt +MrD,t+1‖2 ≤ ‖−ηtMgDt‖2 + ‖MrD,t+1‖2
≤ ηt‖M‖2‖gDt‖2 + ‖M‖2‖rD,t+1‖2 ≤ 2ηt‖gDt‖2, (54)
and, similarly,
‖− ηtgwt + rw,t+1‖2 ≤ 2ηt‖gwt‖2.
Finally, regarding the term r⊤D,t+1(MDt − Dp), we use the
definition of rD,t+1 and also add and subtract Dˆt+1 inside the
bracket. With the fact that MDp ∈ DN (because D is convex),
we leverage the property (2) of the orthogonal projection to
derive the first inequality. For the next two inequalities we use
the Cauchy-Schwarz inequality, and then the bound in (48)
for the residual, and also the definition of Dˆt+1, the fact that
MDt−Dt = −LKDt, and the triangular inequality. Formally,
r
⊤
D,t+1(MDt −MDp) = r⊤D,t+1(MDt − Dˆt+1) (55)
+
(PDN(Dˆt+1)− Dˆt+1)(Dˆt+1 −MDp)
≤ r⊤D,t+1(MDt − Dˆt+1) ≤ ‖rD,t+1‖2‖MDt − Dˆt+1‖2
≤ ηt‖gDt‖2 ‖− LKDt + σLtDt + ηtgDt‖2
≤ ηt‖gDt‖2
(
(1 + σΛ)‖LKDt‖2 + ηt‖gDt‖2
)
,
where in the last inequality we have also used a bound for
the term ‖LtDt‖2 invoking Λ that we explain next. From
the Courant-Fischer min-max Theorem [42] applied to the
matrices L⊤t Lt and L2K (which are symmetric with the same
nullspace), we deduce that for any x ∈ RN ,
x⊤L⊤t Ltx
λmax(L⊤t Lt)
≤ x
⊤
L
2
Kx
λn−1(L2K)
,
where λn−1(·) refers to the second smallest eigenvalue, which
for the matrix L2K = LK is 1. (Note that all its eigenvalues are
1, except the smallest that is 0.) With the analogous inequality
for Kronecker products with the identity Id, the bound needed
to conclude (55) is then
‖LtDt‖2 =
√
D⊤t L
⊤
t LtDt
≤
√
λmax(L⊤t Lt) D
⊤
t L
2
KDt = σmax(Lt) ‖LKDt‖2.
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Similarly to (55), now without the disagreement terms,
r
⊤
w,t+1(wt −wp)
= r⊤w,t+1(wt − wˆt+1) +
(PW(wˆt+1)− wˆt+1)(wˆt+1 −wp)
≤ r⊤w,t+1(wt − wˆt+1)
≤‖rw,t+1‖2‖wt − wˆt+1‖2 ≤ η2t ‖gwt‖22.
Substituting the bounds (53), (54) and (55), and their counter-
parts for wt, in (52), we obtain
2(φ(wt,Dt,µt, zt)− φ(wp,Dp,µt, zt)) (56)
≤ 1ηt
(‖wt −wp‖22 − ‖wt+1 −wp‖22)
+ 1ηt
(‖MDt −Dp‖22 − ‖MDt+1 −Dp‖22)
+ 2‖gDt‖2(‖LKDt‖2 + ‖LKDp‖2) + 6ηt‖gwt‖22
+ 4ηt‖gDt‖22 + 2‖gDt‖2
(
(1 + σΛ)‖LKDt‖2 + ηt‖gDt‖2
)
and (15) follows. The bound (16) can be derived similarly,
requiring concavity of φ in (µ, z).
Proof of Proposition IV.4: Since both dynamics in (22)
are structurally similar, we study the first one,
Dt+1 = Dt − σLtDt + u1t + rD,t+1, (57)
where rD,t+1 is as in (47) and satisfies (similarly to (48)) that
‖rD,t+1‖2 = ‖PDN
(
Dˆt+1
)− Dˆt+1‖2
≤‖(Dt − σLtDt)− Dˆt+1‖2 = ‖u1t‖2.
The dynamics (57) coincides with that of [40, eqn. (29)]
where, in the notation of the reference, one sets et :=
u1t + rD,t+1. Therefore, we obtain a bound analogous to [40,
eqn. (34)],
‖LKDt‖2 ≤ ρ⌈
t−1
B ⌉−2
δ˜
‖D1‖2 +
t−1∑
s=1
ρ
⌈ t−1−sB ⌉−2
δ˜
‖es‖2 , (58)
where ρδ˜ := 1− δ˜4N2 . To derive (25) we use three facts: first‖et‖2 ≤ ‖u1t‖2 + ‖rD,t+1‖2 ≤ 2‖u1t‖2; second,
∑∞
k=0 r
k =
1
1−r for any r ∈ (0, 1) and in particular for r = ρ1/Bδ˜ ; and
third,
ρ−1
δ˜
= 1
1−δ˜/(4N2) ≤ 11−1/(4N2) = 4N
2
4N2−1 ≤ 43 .
The constant Cu in the statement is obtained recalling that
r = ρ
1/B
δ˜
=
(
1− δ˜
4N2
)1/B
.
To obtain (27), we sum (58) over the time horizon t′ and
bound the double sum as follows: using r = ρ1/B
δ˜
for brevity,
we have
t′∑
t=2
t−1∑
s=1
rt−1−s‖es‖2 =
t′−1∑
s=1
t′∑
t=s+1
rt−1−s‖es‖2
t′−1∑
s=1
‖es‖2
t′∑
t=s+1
rt−1−s ≤ 1
1− r
t′−1∑
s=1
‖es‖2.
Finally, we use again the bound ‖et‖2 ≤ 2‖u1t‖2.
