Introduction {#s1}
============

The recent development of highly efficient direct-electron detectors and powerful new image processing algorithms has led to rapid progress in the resolutions obtained by electron cryo-microscopy (cryo-EM) structure determination. The new detectors yield higher signal-to-noise ratios (SNRs) than conventional detection devices ([@bib12]), and are fast enough to record multiple images, that is movies, during typical exposure times. The latter allows correction for sample movements that are caused by interactions with the incoming electron beam ([@bib4]; [@bib5]). Last year, we reported an algorithm for beam-induced movement correction of individual ribosome particles, which allowed us to calculate a reconstruction with a level of detail down to 4 Å resolution from only 35,000 (asymmetric) ribosome particles ([@bib3]). Around the same time, [@bib9] reported an algorithm to correct for the movement of much larger fields of views, which they used to calculate a 3.3 Å map for the 20S proteasome from 1.8 million asymmetric units. More recently, these techniques were also used to calculate a 3.2 Å map for the large subunit of the yeast mitochondrial ribosomal subunit ([@bib2]), a 3.4 Å structure of the F~420~-reducing \[NiFe\] hydrogenase ([@bib1]), and a 3.4 Å structure of the TRPV1 ion channel ([@bib10]).

This paper describes an advance on our previously described beam-induced movement correction algorithm. The original algorithm followed particle movement by determining the relative rotations and translations of individual particles in running averages of several movie frames with respect to a common reference map. However, this approach does not work well for particles that are much smaller than ribosomes, because too low SNRs in the movie frames prohibit accurate orientation determination. Although the approach by [@bib9] suffers less from lower SNRs in smaller particles (because each field of view contains many of them), it is less suited to model the complicated movement patterns that we and others have observed ([@bib7]; [@bib4]; [@bib3]) (also see [Figure 1](#fig1){ref-type="fig"}). In addition, neither of the two algorithms accounts for the observation that low frequencies in the data survive higher electron doses than the high frequencies ([@bib21]; [@bib8]; [@bib19]). The approach presented here addresses both issues: it deals with relatively small particles by considering the movements of multiple particles together, yet is still able to model complex movement patterns, and it formulates a resolution-dependent radiation damage model.10.7554/eLife.03665.002Figure 1.Beam-induced movement tracks.A representative micrograph for each of the four test cases is shown, on top of which 50-fold exaggerated beam-induced particle movements are plotted. The original tracks as estimated for running averages of several movie frames for each particle independently are shown in blue; the fitted linear tracks are shown in white. The start and end points of the fitted tracks are indicated with green and red dots, respectively. The orange circles indicate the 2σ~NB~ distance for one of the particles on the micrographs. Note that tracks are only shown for those particles that were selected for the final reconstruction after 2D and 3D classification. Also note that the relatively small movement tracks for γ-secretase only represent the beam-induced motion that was not already corrected for in the algorithm by [@bib9].**DOI:** [http://dx.doi.org/10.7554/eLife.03665.002](10.7554/eLife.03665.002)

Approach {#s2}
========

In our previous contribution ([@bib3]), we observed beam-induced rotations for ribosome particles of only a few degrees, which is comparable to the accuracy with which orientations of the individual particles could be determined. This agreed with previous observations by others ([@bib5]), and prompted us to investigate a beam-induced movement correction algorithm that only considers particle translations. The new approach builds on the original one, where running averages of several movie frames of individual particles are (only translationally) aligned against a common reference. Because for small particles these translations become noisy, the new approach fits straight tracks through them, and includes all neighbouring particles on the same field of view in these weighted least-squares fits. More specifically, for each particle *p*, the program independently minimizes the least squares target below for both the X- and Y-components of the particle coordinates in the field of view:$$\underset{\alpha_{p},\beta_{p}}{min}\left( {\sum\limits_{p'}{w_{p'}{\sum\limits_{f}\left( {\Delta x_{p'} - \alpha_{p} - \beta_{p}f} \right)^{2}}}} \right),$$where the first summation runs over all particles *p*′ in the field of view; *w*~*p*′~ is calculated as a Gaussian function of the distance between particles *p* and *p*′; the second summation runs over all movie frames *f = 1,...,F*; *Δx*~*p*′~ is the difference in (either X- or Y-) coordinate between the refined position of the average particle *p*′ and the refined position of its movie frame *f*; and *α*~*p*~ and *β*~*p*~ are the intercept and slope parameters of the fitted movement track for particle *p* in the X- or Y-direction. The user controls the standard deviation σ~NB~ of the Gaussian function that defines all *w*~*p*′~. Smaller values for σ~NB~ result in fewer neighbouring particles effectively contributing to the linear fits, so that less noise may be removed, but more complicated movement patterns may be described. In cases where the beam-induced motions may not be modelled by straight tracks, for example for bent or zig-zag tracks, this method will not yield good results. In such cases, a hybrid approach, as also used for the γ-secretase example below, may be useful to correct for large, possibly non-straight movements using the algorithm by [@bib9] and correct for finer movements using the one described here.

The fall-off of information content with frequency in cryo-EM data is often modelled by a Gaussian using a B-factor, in analogy to the temperature factor in X-ray crystallography ([@bib15]). The new movie processing approach exploits a similar model to describe the dose-dependent signal fall-off throughout the recorded movies by estimating a (relative) B-factor for each movie frame. The most common procedure to estimate B-factors in cryo-EM structure determination, by analyzing the Guinier plot of the logarithm of the amplitudes (*τ*) of a reconstruction versus the square of the frequency (*ν*^2^ = 1/*δ*^2^), only works for reconstructions where the signal extends beyond *ν* = 1/10 Å^−1^ ([@bib15]). Because reconstructions from individual movie frames often do not reach that resolution, an alternative analysis was devised. Instead of estimating absolute B-factors for each movie frame, the alternative approach merely estimates 'relative B-factors' that describe how much faster (or slower) the signal in reconstructions from individual frames drops with frequency compared to the average reconstruction from all movie frames. If the signal in a reconstruction from a single movie frame of all particles drops faster than the signal in a reconstruction from all movie frames, then the relative B-factor will be negative; if the signal in the single-frame reconstruction drops slower, the relative B-factor will be positive. Assuming equal noise power spectra (σ^2^) in all single-frame reconstructions, the ratio of the amplitudes of the signal in reconstructions from each individual movie frame (*f*) versus the average reconstruction from all movie frames (*a*) may be calculated as:$$\frac{\tau_{f}\left( \nu \right)}{\tau_{a}\left( \nu \right)} = \sqrt{\frac{FSC_{f}\left( \nu \right) - FSC_{f}\left( \nu \right)FSC_{a}\left( \nu \right)}{FSC_{a}\left( \nu \right) - FSC_{f}\left( \nu \right)FSC_{a}\left( \nu \right)}},$$where *FSC*~*f*~ and *FSC*~*a*~ are Fourier shell correlation curves calculated between two independently refined halves of the data for the individual frame and average reconstructions; and one uses *τ*^2^(*v*)*/σ*^2^(*v*) *= SNR*(*v*) *= FSC*(*v*)/{1*−FSC*(*v*)}. Plotting the logarithm of *τ*~*f*~(*v*)/*τ*~*a*~(*v*) versus the square of the frequencies then produces a 'relative Guinier' plot, that is, it describes the fall-off of signal of an individual movie frame relative to the average reconstruction from all movie frames. Fitting straight lines through the relative Guinier plot can then be used to derive the relative B-factors, *B*~*f*~, and the intercepts of the fitted lines with the Y-axis, *C*~*f*~, which represent frequency-independent components of the relative signals. In these plots, useful frequencies for fitting straight lines were observed from approximately 1/20 Å^−1^ to the frequency where *FSC*~*f*~ = 0.143. The intercept *C*~*f*~ and the slope *B*~*f*~ of these fits are then used to calculate a frequency-dependent weight, *w*~*f*~, for all movie frames as:$$w_{f}\left( \nu \right) = \frac{\exp\left( {\frac{B_{f}}{4}\nu^{2} + C_{f}} \right)}{\sum_{f'}w_{f'}\left( \nu \right)}.$$

Finally, because out-of-plane rotations are not considered in the new approach, one may apply the in-plane translations from the fitted tracks for all movie frames of each particle, and then sum the movie frames using the frequency-dependent weights described above. This creates a set of new 'polished' average particles with increased SNRs, which may again be used in subsequent 2D or 3D classifications or refinements. It is useful to consider that, since all Guinier plots are calculated relative to the same average reconstruction, the absolute values of *B*~*f*~ and *C*~*f*~ do not matter in the calculation of the weighted average particles: only the differences between these values for different movie frames determine the relative contribution of each movie frame to each frequency shell (*v*). Also, because of the summation in the nominator above, the sum of all *w*~*f*~(*v*) over all movie frames remains unity within each frequency shell. Therefore, the re-weighting of the movie frames thus does not comprise an overall sharpening or dampening of the data, and the estimation of an overall absolute B-factor (as in the last row of [Table 1](#tbl1){ref-type="table"}) remains relevant.10.7554/eLife.03665.003Table 1.Overview of the results**DOI:** [http://dx.doi.org/10.7554/eLife.03665.003](10.7554/eLife.03665.003)γ-Secretaseβ-GalactosidaseComplex-IMitoribosome large sub-unitMolecular mass (MDa)0.17[\*](#tblfn1){ref-type="table-fn"}0.451.01.9Data set characteristics Sample supportQuantifoil R1.2/1.3Quantifoil R1.2/1.3Quantifoil R0.6/1Quantifoil R2/2 continuous carbon MicroscopeTitan KriosPolaraTitan KriosTitan Krios DetectorK2-SummitFalcon-IIFalcon-IIFalcon-II Pixel size (Å)1.761.771.711.34 No. movie frames15243217 Exposure time (s)151.51.91 Electron dose (e^−^/Å^2^)37243225 No. particles144,54534,03245,61847,114Prior to movie processing Resolution (Å)4.9[†](#tblfn2){ref-type="table-fn"}4.35.93.9 B-factor (Å^2^)−119[†](#tblfn2){ref-type="table-fn"}−107−170−85Original movie processing Running average frames7775 CPU time (hr)372069016,0608030 Resolution (Å)5.44.45.73.23 B-factor (Å^2^)−199−166−228−76New movie processing Running average frames7775 σ~NB~300300200100 CPU time (hr)94047059601300 Resolution (Å)4.54.04.83.3 B-factor (Å^2^)−85−95−143−54[^1][^2]

Results and discussion {#s3}
======================

The new approach was tested on four previously published cryo-EM data sets on particles of varying size: human γ-secretase ([@bib11]), *Escherichia coli* β-galactosidase ([@bib18]; [@bib6]; [@bib22]), bovine complex-I ([@bib23]), and the large sub-unit (LSU) of the yeast mitochondrial ribosome ([@bib2]). The data set on the γ-secretase complex was recorded on a Gatan K2-Summit detector; all other data sets were recorded on an FEI Falcon-II detector. Because the K2 detector aims to count single-electron events, it has to be used at a much lower dose rate than the Falcon-II, which integrates charge during the exposure. Consequently, the γ-secretase data were recorded using relatively long exposures of 15 s. To correct for linear drift during this time, the recorded fields of view were first subjected to the algorithm by [@bib9], and then to the particle-based correction described here. A similar hybrid strategy, but using the original movie processing approach, was also applied to F~420~-reducing \[NiFe\] hydrogenase ([@bib1]). The other three data sets were recorded with exposures of 1--2 s, and only particle-based movement correction was performed. The results are summarized in [Table 1](#tbl1){ref-type="table"}. Whereas the original movie processing algorithm does not improve resolution for particles smaller than 500 kDa, the new approach yields significant improvements for all four cases.

[Figure 1](#fig1){ref-type="fig"} shows a representative field of view for each of the four samples. The movement tracks after application of the original movie processing algorithm (but omitting rotational searches) become increasingly noisy for smaller particles, whereas for the mitoribosomes the assumption of linear movements appears to be reasonable. All four samples exhibit complex movement patterns that could not be described as a single correlated movement, but which are captured by the fitted linear tracks. The user may control two parameters to adequately model these patterns. Firstly, the width of the running averages of the movie frames to be used in the alignment of each particle will represent a compromise between how precisely movements for individual particles may be modelled, and how noisy the estimated tracks will be. Secondly, complex movement patterns on the field of view may need relatively small values of σ~NB~, whereas too small values will lead to noise in the fitted tracks, as fewer particles are taken into account. In general, one may use running averages of fewer movie frames (i.e., less accumulated electron dose) and smaller values for σ~NB~ for larger particles. The number of frames in the running averages can only be an odd number. For large particles such as ribosomes, a running average that accumulates approximately 5 electrons/Å^2^ (five frames in the example below) is often a good choice. For smaller particles, running averages that correspond to larger doses may be necessary, for example 17 electrons/Å^2^ (seven frames) for the γ-secretase example below and 7 electrons/Å^2^ (seven frames) for β-galactosidase and complex-I. The precise values of σ~NB~ are less critical, in particular for relatively large particles. In practice, constructing plots like those in [Figure 1](#fig1){ref-type="fig"} is useful for determining suitable values for both parameters.

[Figure 2](#fig2){ref-type="fig"} shows the relative B-factors (*B*~*f*~) and intercepts (*C*~*f*~) as estimated for all four data sets, as well as the corresponding frequency-dependent weights for each movie frame. Overall, *B*~*f*~ and *C*~*f*~ values decrease with higher electron dose, which may be attributed to the relatively faster disappearance of signal at high resolution through radiation damage. Interestingly, however, consistently low values for *B*~*f*~ are also observed for the first few movie frames. This is in agreement with observations made by others ([@bib4]; [@bib5]; [@bib9]; [@bib16]; [@bib22]) that during the initial stages of sample irradiation relatively large beam-induced movements occur, while sample movement slows down at higher electron doses. Given that electron diffraction spots at 3 Å resolution from bacteriorhodopsin crystals lose 99% of their intensity after a dose of only 3 electrons/Å^2^ ([@bib19]), the initial sample movement is extremely detrimental to high-resolution structure determination. Therefore, stopping the initial movement altogether would be a very powerful way to further increase resolution, but this has not yet been achieved with existing sample preparation or imaging techniques. Instead, the movie processing algorithm proposed here down-weights the high-frequency contributions of the first few movie frames, as well as those of the later, high-dose frames. This represents an attractive alternative to merely omitting such frames (e.g., see [@bib10] and [@bib1]), since these frames may still contribute useful information to the reconstruction process, particularly at low resolution.10.7554/eLife.03665.004Figure 2.Radiation-damage weighting.For each of the four test cases, estimated values for *B*~*f*~ and *C*~*f*~ (top) and the resulting frequency-dependent relative weights (bottom) are shown for all movie frames. The first, third, and last movie frames of each data set are highlighted in green, red, and blue, respectively. For these movie frames, the relative Guinier plots as described in the main text and the linear fits through them are shown in [Figure 2---figure supplement 1](#fig2s1){ref-type="fig"}. For example, in the γ-secretase case, the third movie frame has the least negative relative B-factor (*B*~*f*~), and therefore this frame contributes the most of all movie frames to the weighted average at the high frequencies (and hence the red band gets broader towards the right-hand side of the relative-weight figure). In contrast, the first and last movie frames have much larger negative B-factors because they suffer from large initial beam-induced motion and radiation damage, respectively. Therefore, these movie frames contribute relatively little to the weighted average at the higher frequencies (and hence the green and blue bands decrease in width towards the right-hand side of the relative-weight figure). Because beam-induced motion and radiation damage affect the low frequencies to a much smaller extent, for the low frequencies all movie frames contribute more or less equally to the weighted average. Therefore, each band is more or less the same width on the left-hand side of the relative-weight figure, although the exact relative weights are dominated by *C*~*f*~ on this side of the plot.**DOI:** [http://dx.doi.org/10.7554/eLife.03665.004](10.7554/eLife.03665.004)10.7554/eLife.03665.005Figure 2---figure supplement 1.Relative Guinier plots (solid lines) and the linear fits through those (dashed lines) for the first, third, and last movie frames of each data set in green, red, and blue, respectively.**DOI:** [http://dx.doi.org/10.7554/eLife.03665.005](10.7554/eLife.03665.005)

[Figure 3](#fig3){ref-type="fig"} shows the map improvement that results from the new movie processing approach. For all four data sets the reconstructed density is significantly improved, thus allowing identification of finer biologically relevant details like separated β-strands or RNA bases in the maps. The new approach outperforms the original one for the three smaller complexes. Only for the mitoribosome LSU, does the new approach yield a map with 0.05 Å lower resolution than the original approach, although this difference is hard to appreciate in the maps (see [Figure 3---figure supplement 1](#fig3s1){ref-type="fig"}). Probably, for particles of several megadaltons in size, the determination of rotations and translations is (just about) accurate enough to follow particle rotations during the movies (also see [@bib4] and [@bib5]), and the omission of rotational searches in the new approach may actually affect the results to a small extent. (For small particles the accuracy with which such particles may be aligned is the limiting factor, and omitting rotational searches in the movie refinement will probably not have a noticeable effect.) Nevertheless, when weighed against the significant speed-up obtained by omitting the rotational searches from the original movie processing approach (a factor of 6 for the mitoribosome data set), even for large particles the new approach may still be preferred over the original one. However, the major advance of the new movie processing approach lies in its applicability to smaller particles. Whereas the original approach was limited to large particles, the new one yields map improvements for a wide range of particles, now bringing resolutions at which β-strands become separated within reach for particles smaller than 200 kDa. The new approach has been implemented in the 1.3 release of the open-source RELION program ([@bib17]), where it is called 'particle polishing'. Apart from the data sets presented here, it has been used already in the structure determination to 3.2 Å resolution of the cytoplasmic ribosome of the *Plasmodium falciparum* parasite in complex with the antibiotic emetine as well ([@bib24]). Hopefully, in the future it will contribute positively to the structure determination of a wide range of other cryo-EM samples.10.7554/eLife.03665.006Figure 3.Map improvement.Representative parts of the density maps for all four test cases before (left of the arrow) and after the new movie processing approach (right of the arrow).**DOI:** [http://dx.doi.org/10.7554/eLife.03665.006](10.7554/eLife.03665.006)10.7554/eLife.03665.007Figure 3---figure supplement 1.The same part of the mitoribosome large sub-unit map as shown in [Figure 3](#fig3){ref-type="fig"}, but after application of the original movie processing approach, as described in [@bib3].**DOI:** [http://dx.doi.org/10.7554/eLife.03665.007](10.7554/eLife.03665.007)

Materials and methods {#s4}
=====================

All data sets were recorded using 300 keV electrons. The γ-secretase, β-galactosidase, and mitoribosome data sets were recorded manually; the complex-I data set was recorded automatically using the EPU software from FEI. For all data sets, fields of views that showed signs of significant drift, charging, or astigmatism were discarded. For the γ-secretase data, this assessment was made after alignment using the algorithm by [@bib9]. Movies on the Falcon-II detectors on the Polara and Titan Krios microscopes were intercepted using a system that was developed in-house ([@bib3]). CTF parameters were estimated using CTFFIND3 ([@bib13]), and the particles were picked in a semi-automated manner, using EMAN2 ([@bib20]) for the mitoribosome, and RELION for the three other data sets. Selection of particles for the final 3D reconstruction was performed using reference-free 2D class averaging and 3D classification in RELION ([@bib17]), and the final maps before and after movie processing were calculated using RELION's 3D auto-refine, followed by automated B-factor sharpening ([@bib15]) and correction for the MTF of the detector. All resolutions were based on the gold-standard FSC = 0.143 criterion ([@bib18]), and FSC curves were corrected for the effects of soft masking by high-resolution noise substitution ([@bib6]). Density figures were made using UCSF Chimera ([@bib14]).
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Thank you for sending your work entitled "Beam-induced motion correction for sub-MegaDalton cryo-EM particles" for consideration at *eLife*. Your article has been favorably evaluated by John Kuriyan (Senior editor), Werner Kühlbrandt (Reviewing editor), and 3 reviewers, one of whom, Yifan Cheng, has agreed to reveal his identity.

The Reviewing editor and the reviewers discussed their comments before we reached this decision, and the Reviewing editor has assembled the following comments to help you prepare a revised submission.

All the reviewers agreed that the manuscript represents an important advance in high-resolution cryo-EM of sub-MDa particles and should be published in *eLife* as quickly as possible. However, three reviewers raised the concern that more detail needs to be added to the description of the procedure, so that others can reproduce and apply it to their data.

Please address the following points in a revised manuscript:

1\) The description of how linear tracks are fitted through particles in each frame is vague. As this is a method-oriented paper, a detailed description is necessary.

2\) The first formula in the Approach section is not intuitive. It is not clear how this formula is derived. Again, a clear description is necessary.

3\) Results and Discussion: "The user may control two parameters..." Presumably these are the width and sigma(NB) of the Gaussian. Can you provide some guidance how they should best be chosen?

4\) [Figure 1](#fig1){ref-type="fig"}. Why are the tracks shorter and sparser for the smallest particles, and also for complex-1 relative to beta-galactosidase and ribosomes? One might expect the smaller particles to move more. Does the plot show only the second stage of correction for gamma-secretase? Some comment on this would help, even if these are just arbitrary selections from the data sets.

5\) It would be good to have an idea of how many particles were grouped for tracking in each case.

6\) [Figure 2](#fig2){ref-type="fig"}. The striped plots of relative weight are difficult to understand. Why are they shown as bands of variable width? Does this indicate some range of values the extent of which varies with frequency?

7\) [Figure 2--figure supplement 1](#fig2s1){ref-type="fig"}. How can the Guinier plot increase with frequency (image 1 of beta-galactosidase)?

8\) Is it possible to estimate the extent to which the resolution of smaller particles is limited by out-of-plane rotations, which are not corrected?

10.7554/eLife.03665.009

Author response

*1) The description of how linear tracks are fitted through particles in each frame is vague. As this is a method-oriented paper, a detailed description is necessary*.

The following paragraph was added:

"More specifically, for each particle *p*, the program independently minimizes the least squares target below for both the X- and Y components of the particle coordinates in the field of view:

$\underset{\alpha_{p},\beta_{p}}{min}\left( {\sum\limits_{p'}{w_{p'}{\sum\limits_{f}\left( {\Delta x_{p'} - \alpha_{p} - \beta_{p}f} \right)^{2}}}} \right)$,

where the first summation runs over all particles *p'* in the field of view; *w*~*p*~*'* is calculated as a Gaussian function of the distance between particles *p* and *p'*; the second summation runs over all movie frames *f=1,...,F*; Δ*xp'* is the difference in (either X- or Y-) coordinate between the refined position of the average particle *p'* and the refined position of it's movie frame *f*; and α~*p*~ and β~*p*~ are the intercept and slope parameters of the fitted movement track for particle *p* in the X or Y-direction. The user controls the standard deviation σ~NB~ of the Gaussian function that defines all *w*~*p*~*'*. Smaller values for σ~NB~ result in fewer neighboring particles effectively contributing to the linear fits, so that less noise may be removed, but more complicated movement patterns may be described."

*2) The first formula in the Approach section is not intuitive. It is not clear how this formula is derived. Again, a clear description is necessary*.

The following explanation was added above the formula:

"Instead of estimating absolute B-factors for each movie frame, the alternative approach merely estimates "relative B-factors*"* that describe how much faster (or slower) the signal in reconstructions from individual frames drops with frequency compared to the average reconstruction from all movie frames. If the signal in reconstruction from a single movie frame of all particles drops faster than the signal in a reconstruction from all movie frames then the relative B-factor will be negative; if the signal in the single-frame reconstruction drops slower the relative B-factor will be positive."

Below the formula, the following sentence was added: "and one uses τ^2^(v)/σ^2^(v) = *SNR*(v) = *FSC*(v)/{1-*FSC*(v)}."

Also, at the end of the Approach section, the following sentences were added:

"It is useful to consider that, since all Guinier plots are calculated relative to the same average reconstruction, the absolute values of B~f~ and C~f~ do not matter in the calculation of the weighted average particles: only the differences between these values for different movie frames determine the relative contribution of each movie frame to each frequency shell (v). Also, because of the summation in the nominator above, the sum of all w~f~(v) over all movie frames remains unity within each frequency shell. Therefore, the re-weighting of the movie-frames does not comprise an overall sharpening or dampening of the data, and the estimation of an overall absolute B-factor (as in the last row of [Table 1](#tbl1){ref-type="table"}) remains relevant."

3\) Results and Discussion: "The user may control two parameters..." Presumably these are the width and sigma(NB) of the Gaussian. Can you provide some guidance how they should best be chosen?

The following text was added:

"The number of frames in the running averages can only be an odd number. For large particles such as ribosomes, a running average that accumulates approximately 5 electrons/Å2 (5 frames in the example below) is often a good choice. For smaller particles, running averages that correspond to larger doses may be necessary, e.g., 17 electrons/Å^2^ (7 frames) for the gammasecretase example below and 7 electrons/Å^2^ (7 frames) for beta-galactosidase and complex-I. The precise values of σ~NB~ are less critical, in particular for relatively large particles. In practice, making plots like the ones in [Figure 1](#fig1){ref-type="fig"} are useful to determine suitable values for both parameters."

*4)* [*Figure 1*](#fig1){ref-type="fig"}*. Why are the tracks shorter and sparser for the smallest particles, and also for complex-1 relative to beta-galactosidase and ribosomes? One might expect the smaller particles to move more. Does the plot show only the second stage of correction for gamma-secretase? Some comment on this would help, even if these are just arbitrary selections from the data sets.*

In the legend to [Figure 1](#fig1){ref-type="fig"}, the following text was added:

"Note that tracks are only shown for those particles that were selected for the final reconstruction after 2D and 3D classification. Also note that the relatively small movement tracks for γ-secretase only represent the beam-induced motion that was not already corrected for in the algorithm by Li et al."

*5) It would be good to have an idea of how many particles were grouped for tracking in each case*.

An orange circle indicating the 2σ~NB~ distance was added to each of the micrographs in [Figure 1](#fig1){ref-type="fig"}.

*6)* [*Figure 2*](#fig2){ref-type="fig"}*. The striped plots of relative weight are difficult to understand. Why are they shown as bands of variable width? Does this indicate some range of values the extent of which varies with frequency?*

Understanding these plots is important! The following text was added to the legend of [Figure 2](#fig2){ref-type="fig"}:

"For example in the γ-secretase case, the third movie frame has the least negative relative B-factor (B~f~), and therefore this frame contributes the most of all movie frames to the weighted average at the high-frequencies (and hence the red band gets broader towards the right-hand side of the relative-weight figure). On the contrary, the first and last movie frames have much larger negative B-factors because they suffer from large initial beam-induced motion and radiation damage respectively. Therefore, these movie frames contribute relatively little to the weighted average at the higher frequencies (and hence the green and blue bands decrease in width towards the right-hand side of the relative-weight figure). Because beam-induced motion and radiation damage affect the low frequencies to a much smaller extent, for the low frequencies all movie frames contribute more-or-less equally to the weighted average. Therefore, each band is more-or-less the same width on the left-hand side of the relative-weight figure, although the exact relative weights are dominated by C~f~ on this side of the plot."

*7)* [*Figure 2--figure supplement 1*](#fig2s1){ref-type="fig"}*. How can the Guinier plot increase with frequency (image 1 of beta-galactosidase)?*

The following text in the Approach section now makes this explicit:

"If the signal in reconstruction from a single movie frame of all particles drops faster than the signal in a reconstruction from all movie frames then the relative B-factor will be negative; if the signal in the single-frame reconstruction drops slower the relative B-factor will be positive."

8\) Is it possible to estimate the extent to which the resolution of smaller particles is limited by out-of-plane rotations, which are not corrected?

The following sentence was added to the Discussion:

"For small particles the accuracy with which such particles may be aligned is the limiting factor, and omitting rotational searches in the movie refinement will probably not have a noticeable effect."

[^1]: The molecular mass of γ-secretase is 170 kDa of protein, plus 60 kDa of disordered glycosylation. The density for the glycosylation was not visible in the electron microscopy map.

[^2]: As also explained in the main text, the γ-secretase images were first subjected to the movie processing algorithm of [@bib9]. The resolution and B-factor reported here are after application of that algorithm, but before the original or the new particle-based approach.
