We construct by purely representation-theoretic methods fuzzy versions of an arbitrary complex Grassmannian M = Gr n (C n+m ), i.e., a sequence of matrix algebras tending SU (n + m)-equivariantly to the algebra of smooth functions on M . We also show that this approximation can be interpreted in terms of the Berezin-Toeplitz quantization of M . Furthermore, we use branching rules to prove that the quantization of every complex line bundle over M is given by a SU (n + m)-equivariant truncation of the space of its L 2 -sections.
Introduction
The idea of approximating the algebra C ∞ (M ) of complex-valued smooth functions on a manifold M by a sequence of matrix algebras A N ∼ = Mat (d N , C) with
d N ∞ appears naturally at least in two contexts. First, in the Berezin-Toeplitz quantization of a compact Kähler manifold (M , ω) with integral Kähler form ω. Denoting the N -th power of the pre-quantization line bundle L (with first Chern form equal to ω) by L ⊗N and its holomorphic section module Γ hol (M , L ⊗N ) by H N , the algebra A N := End C (H N ) is of course isomorphic to a matrix algebra. The Toeplitz quantization map T N : C ∞ (M ) −→ A N is defined by associating to a function f multiplication of holomorphic sections of L ⊗N by f followed by projection on the space of holomorphic sections (compare [6, 7] resp. [5] for geometric resp. analytic aspects of Toeplitz quantization). Work of several authors, culminating in a paper of M. Bordemann, E. Meinrenken and M. Schlichenmaier, shows that the sequence of matrix algebras A N N ≥1 converge, in a certain sense, to C ∞ (M ) ( [4] , see also e.g. [18] ).
Secondly, the goal of preserving symmetries in quantum theories with cut-offs, led to the consideration of "fuzzy manifolds" in theoretical physics. The name stems from the idea that given a periodic function f = k∈Z a k e k (with e k (x) = exp(2πikx)), developped as a Fourier series, the truncated sum |k|≤N a k e k gives a "fuzzy signal" (i.e., a fuzzy image in image transmission), but on the other hand the truncation is compatible with the S 1 -action and is giving more and more accurate information upon letting N tend to infinity.
Going from S 1 to S 2 this concept becomes even more interesting. Identify S 2 with the homogeneous space SU (2)/S(U (1) × U (1)) and recall that
where V l is the space of homogeneous complex polynomials of degree l in two variables. Then, since
by auto-duality of the V l and the usual Clebsch-Gordan rule, the algebra
) but carries a non-commutative multiplication as well. Starting with work of J. Madore and collaborators (see, e.g., [15, 16] ), the non-commutative geometry of these matrix algebras A N , approximating C ∞ (S 2 ), was developped in some detail with the goal of getting finite results in quantum (field) theory without using renormalization theory methods (compare, e.g., [9] ).
In this article we use representation theory, and more precisely branching rules from SU (n + m) to S(U (n) × U (m)), to give a simple and short proof of the fact that a complex Grassmannian M allows for an approximation of its function algebra C ∞ (M ) by matrix algebras A N , and we identify these algebras A N with the endomorphism algebras naturally arising in the Berezin-Toeplitz quantization of M as a compact Kähler manifold. Furthermore, we employ the above mentioned branching rules to truncate section spaces of complex line bundles over M .
Let us now describe the content of this article in some more detail. In Section 2, we generalize and simplify the above description of the fuzzy 2-sphere (S 2 ∼ = P 1 (C)), analogous results of H. Grosse and A. Strohmaier for P 2 (C) (see [10] ) and similar, independently obtained results of B.P. Dolan and co-workers (see [2] and [8] ) on projective spaces and Grassmannians. We obtain by purely representationtheoretic methods that all complex Grassmannians M = Gr n (C n+m ) allow for a sequence of linear subspaces E N N ≥1 in their function algebra C ∞ (M ) such that E N ⊂ E N +1 and N ≥1 E N is dense in C ∞ (M ), and such that E N is isomorphic to a matrix algebra A N . In Section 3, we recall very briefly the Berezin-Toepliz quantization procedure (à la [6, 7] and [4] ) and prove that E N is in fact naturally identified with End C (Γ hol (M , L ⊗N )) via the Toeplitz quantization map T N . Let us note that this result does not come alone from general properties of T N but needs extra arguments from representation theory. Using now the convergence results of [4] we can easily explain in which sense the sequence of algebras A N N ≥1 converges to the commutative algebra C ∞ (M ). In section 4,
we first decompose the space L 2 (M , L ⊗k ) of L 2 -sections of the k-th power of L, the dual of the determinant bundle over M . Recall here that every complex line bundle over M is (up to isomorphism) of the form L ⊗k for some k ∈ Z. We then consider the "SU (n + m)-equivariant quantization" of the bundle L ⊗k −→ M in the sense of, e.g., E. Hawkins (see [11, 12] ). This quantization is given by a sequence of
, that converge in a certain sense, to be defined below, to the
Using results based on combinatorial analysis proved in [3] , we show that
Fuzzy Grassmannians
In this section, we shall give an elementary proof of the fact that the algebra of complex smooth functions on a complex Grassmann manifold Gr n (C n+m ) can be approximated by a sequence of matrix algebras.
As a Riemannian symmetric space, Gr n (C n+m ) is diffeomorphic to M = G/K with G = SU (n + m) and K = S(U (n) × U (m)). We assume without loss of generality n ≥ m and we fix on M the metric induced by the Killing form.
Let λ = (λ 1 , ..., λ n+m−1 ) be a dominant integral form of SU (n + m), i.e., λ 1 , ..., λ n+m−1 are integers satisfying λ 1 ≥ ... ≥ λ n+m−1 ≥ 0. We shall denote by V λ the unique (up to isomorphism) SU (n + m)-module with highest weight λ. Let us recall the following result (see, e.g., [3] ):
Proposition 1 As SU (n + m)-modules, we have
terminant line bundle over the Grassmanniann Gr n (C n+m ), and denote by L its dual bundle. As homogeneous vector bundles over M , we have the isomorphism 
Let now τ respectively. If τ λ denotes an arbitrary irreducible representation of U (n + m) with highest weight λ , then one can prove (see, e.g., [3] ) that the multiplicity m τ 
where C λ 
(ii) for m ≥ 2, λ is of the form
We shall denote by E N the unique subspace of L 2 (M ) which is, as a SU (n + m)-module, isomorphic to
. Note that we have proved the following theorem :
Remark 1. Let us underline that this purely representation-theoretic theorem singles out subspaces
) that are isomorphic to matrix algebras and that satisfy E N ⊂ E N +1 for all N . This sharpens general procedures giving surjective maps from C ∞ (M ) to matrix algebras (see the following section).
Berezin-Toeplitz quantization of Grassmannians
We continue to use the notations of the previous section and recall parts of the theory of the so-called "Berezin-Toeplitz quantization", as developped, e.g., in [6] and [4] . We show here that -in the case of M a complex Grassmannian -the Toeplitz quantization map T N , restricted to the subspace Let ψ N µ ∈ V N µ be a normalized highest weight vector with weight N µ. Let P N : V N µ −→ V N µ be the orthogonal projector given by
Denote by π the irreducible unitary representation which corresponds to the Gmodule V N µ . One easily verifies that π(g) P N π(g) −1 is the projector onto the "coherent state" associated to x = gK ∈ M (compare [7] ). Thus the coherent state map used in the Berezin-Toeplitz quantization of Kähler manifolds (see [6] ) is here equal to
(we switch notations from V N µ to H N in "geometric contexts", i.e., when we want to think in term of the "quantization of the manifold M ". Of course
If π * is the representation dual to π and (ψ N µ ) * (ψ) := ψ , ψ N µ V N µ for ψ ∈ V N µ , then we have
for all g ∈ G. Setting ρ := π ⊗ π * and ϕ N µ := ψ N µ ⊗ (ψ N µ ) * , one simply writes
Let ε (N ) be the "ε-function" of Rawnsley ([17] ) for the bundle L ⊗N . Since the G-action lifts to the total space L ⊗N , this function is of course constant. Furthermore, [6] . Normalizing the volume to one, the proof of Proposition 3.1 of [18] now yields the following expression for the Toeplitz quantization map
where Ω is the normalized G-invariant measure associated to the Kähler metric on M . From this expression, it follows that the map T N is G-equivariant.
Let the map σ
for A ∈ A N and x ∈ M . The function σ N (A) is called the covariant Berezin symbol of the operator A ∈ A N . Obviously, σ N is G-equivariant.
Theorem 2 We have
(2) the restriction t N := T N E N is bijective.
Proof. Let us first prove point (1). Recall that
Then there exists a unique (up to a phase) normalized
for all k ∈ K, where π b denotes the irreducible unitary representation corresponding to the G-module W (b). We set
On A N , we consider the scalar product given by
Take an element l ∈ I \ I N and let A ∈ A N . We have
Since ρ ∼ = b∈ I N π b by Theorem 1, the orthogonality relations for the compact Lie group G (see, e.g., [14] ) imply that
= 0. This shows that σ N (A) ∈ E N .
Next, we shall prove point (2) . To this end, we fix l ∈ I \ I N and v l ∈ W (l). With the above definitions, we have for
, we can deduce that
for all f ∈ C ∞ (M ). Using now the fact that T N :
, we conclude that the linear map t N := T N E N is also surjective and hence bijective. This completes the proof of the lemma.
where f N = e N (f ). Together with a standard C 0 -version of the theorem of Peter and Weyl (see, e.g., [20] ), this yields the result of point (1). To prove the second point of the proposition, we first note that
From Theorem 4.1 of [4], we have for all
As shown by Bordemann, Meinrenken and Schlichenmaier (see the second remark on page 291 of [4] , and Section 4 of [19] ), one has
Thus point (2) follows, since of course (
Remark 2. Let us observe that -in principle -one could avoid here the "heavy machinery" of [4] and [19] to prove ( ) and ( ). First of all, since each Grassmannian is equivariantly embeddable in a projective space, ( ) can be proven more directly by use of Calabi's diastatic function (see [4] , pp. 289-290). The idea of choosing appropriate holomorphic sections v N of L ⊗N used there can be realized quite concretely here. Given f in C ∞ (M ) there exist a g 0 in G such that 289-290 ).
yielding ( ). Notice also that the function gK
E. Hawkins shows in fact in the cited section (see pp. 527-528 of [11] ) that for all f, h in C ∞ (M )
Though we are not interested in the ensuing non-associative product (
, an adaptation of his approach should allow for a direct proof of ( ) for certain homogeneous spaces, notably for complex Grassmannians.
Remark 3. Let f and h be in C ∞ (M ). If we set
then we immediately obtain that
i.e., we have a (non-commutative but associative) multiplication (f , h) −→ f N h that tends to the commutative product f h as N → ∞.
Remark 4. Similar associative products as in the preceeding remark are constructed by A.V. Karabegov in [13] for M a generalized flag manifold. In contrast to our method based on elementary branching rules, his approach makes strong use of harmonic analysis and Lie theory.
Truncations of the space of sections of complex line bundles
The quantization of smooth vector bundles over compact Kähler manifolds is defined and studied by E. Hawkins in [11, 12] , aiming for a generalization of the Berezin-Toeplitz quantization procedure. Let L be, as before, the dual of the determinant line bundle over the Grassmannian M = Gr n (C n+m ) (n ≥ m ≥ 1). We show here that the quantization of L ⊗k (k ∈ Z) is in fact given by a SU (n + m)-equivariant truncation of the space of its L 2 -sections.
In general, if E −→ X is a smooth complex vector bundle of finite rank over a compact Kähler manifold X, Hawkins defines the "quantization of E" in case that the Kähler form ω on X is integral, i.e., there is a holomorphic line bundle L −→ X "quantizing (X, ω)" in the sense that there is a metric connection on L having ω as curvature. Given a metric connection ∇ on E and thus on E * , the Dirac-type operator 
where Π N is the usual Szegö projector, v a section of E, ψ ∈ H E N and v, ψ is the section of L ⊗N given by "contracting v with the E * -part of ψ". Otherwise stated, if locally ψ = ϕ ⊗ s with ϕ a section of E * and s a section of
A main result in this setting is now the following :
Proposition 3 (Lemma 4.1 of [12] ) For any function f ∈ C ∞ (X) and any section v ∈ Γ ∞ (X, E), 
i.e., we can take the sequence M E N as the quantization of E −→ X (given ω on X).
Thus coming back to X = M = Gr n (C n+m ) and E = L ⊗k respectively, we consider M L ⊗k N the quantization of the line bundle L ⊗k . Since L = Det * is the quantizing bundle of M with ω the natural Kähler form of M , we have that
as SU (n + m)-module. Thus by the Borel-Weil theorem, H L ⊗k N is irreducible for k ∈ Z and N > Sup{0 , k}, and then isomorphic to
be the space of square integrable sections of L ⊗k . Our goal in this section is to prove that the module
This gives a simple and natural way of describing this quantization of L ⊗k .
By a result in [3] , we have the following generalization of Proposition 1:
Proposition 4 For k ∈ Z, one has the following isomorphisms of SU (n + m)-modules : Thus we obtain the following isomorphisms of SU (n + m)-modules :
(1) for m = 1, is well-defined, independently of the choice of Φ k N , and can be considered as a "fuzzy Bochner-Laplacian". Clearly, the spectrum of (∇ * k ∇ k ) N on M L ⊗k N satisfies the relation :
and thus it can be deduced from the computation of Spec ∇ * k ∇ k ( Γ ∞ (M , L ⊗k )) (see [3] , Proposition 6).
