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Abstract
Given a set of positive numbers, the max–min partition problem asks for a k-partition such that the minimum part is maximized.
The min–ratio partition problem has the similar deﬁnition but the objective is to minimize the ratio of the maximum to the minimum
parts. In this paper, we analyze the performances of the longest processing time (LPT) algorithm for the two problems. We show
that the tight bounds of the LPT are, respectively (4k − 2)/(3k − 1) and 75 .
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1. Introduction
Given a multi-set S of positive numbers and an integer k > 1, a set k-partition problem asks to partition S into k
disjoint parts so as to optimize some objective function. For different applications, different objective functions may be
deﬁned. Most of the previous studies on the set partition problems were devoted to the min–max partition and known
as the scheduling problem on identical parallel machines. In such a problem, we want to ﬁnd the partition minimize
the weight of the maximum part, in which the weight of a part, or a subset, is deﬁned by the sum of the elements in
the subset. The study of the min–max partition motivates to scheduling jobs to identical machines since the maximum
part represents the complete time of the whole work.
The min–max partition problem is obviously NP-hard since it includes the PARTITION problem ([SP12] in [4]) as a
special case when k = 2, in which we are given a set of integers and asked if these integers can be partitioned into two
sets of equal sum. The longest processing time (LPT) algorithm begins with k empty sets, and inserts the elements into
the smallest set one by one and from large to small. In Graham’s classic paper [6], it was shown that the maximum part
of the k-partition delivered by the LPT is at most 43 − 13k times the optimal. Following a suggestion of Kleitman and
Knuth, he also showed the existence of a polynomial time approximation scheme (PTAS) for the max–min k-partition
for ﬁxed k. This result was improved by Sahni to a FPTAS [10]. Hochbaum and Shmoys [7] presented a PTAS for the
case that k is not ﬁxed.
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Motivated to a storage allocation problem, Chandra andWong [1] analyzed the LPT algorithm for the L2 metric and
proved a 2524 worst case upper bound. Let w(Q) denote the sum of the elements in a set Q. In this problem, the cost
function of a partition Q is deﬁned by∑Q∈Q w(Q)2. The bound was slightly improved in [9], but the tight bound is
now still open. Goldberg and Shapiro [5] showed a tight bound 3736 for the special case that the input numbers can be
partitioned into k parts of equal sum.
In this paper, we consider two other objective functions, the max–min and the min–ratio. For the max–min partition
problem, the goal is to maximize the minimum part; and for themin–ratio partition problem, the cost function is deﬁned
by the ratio of the largest part to the smallest part. We analyzed the approximation ratios of the LPT algorithm for
the two objective functions. It is shown that the LPT partition is a (4k − 2)/(3k − 1)-approximation of the max–min
partition, and its max-to-min ratio is at most 75 times the optimal.
The motivation of studying the two cost functions is quit straightforward. For example, when the input numbers
represent some proﬁts to be distributed, it may be more important to ensure the smallest part instead of the largest
part. A more general and possibly also more important concern is the fairness. Trying to deﬁne a measurement of how
even a partition is, we propose the max-to-min ratio as the objective function. Another possible measurement is the
difference between the largest and the smallest parts. But, if the difference was used as the measurement, there would
be no straightforward way to deﬁne the relative performance ratio of an algorithm. Several probabilistic analyses of the
absolute difference delivered by the LPT and other algorithms are available in the literature, for example, [2,3,8,11,12].
It should be noted that the L2 metric is also a measurement of how even a partition is. A partition with smaller L2
metric has a smaller variance, deﬁned by
∑
Q∈Q(w(Q) − A)2 in which A is the average of w(Q)’s.
When k = 2, both the max–min and the min–ratio problems are equivalent to the min–max problem. But, in
general, they are different for k > 2. As a counterexample, let S = {4, 7, 8, 9, 10, 16} and k = 3. The partition
Z1 = {{4, 16}, {8, 9}, {7, 10}} is a min–ratio partition with ratio 2017 , while Z2 = {{16}, {10, 9}, {4, 7, 8}} is a min–max
partition with cost 19. In the aspect of min–ratio, Z1 is better than Z2, but Z2 would be better if min–max was the
objective function.
The remaining sections are organized as follows. In Section 2, we introduce the LPT algorithm and some notations,
and derive some sufﬁcient conditions that the LPT delivers a optimal partition in Section 3, which are helpful for our
analysis. In Section 4, we show the tight bound for the minimum part, and the min–ratio objective function is discussed
in Section 5. Finally, we give concluding remarks in Section 6.
2. Preliminaries
In this paper, a set is a multi-set, i.e., the elements in a set is not necessarily distinct. The weight of a set of numbers
is the sum of all its elements. Let S = {si |1 in} be the set of positive numbers to be partitioned. We shall always
assume that sisi+1 for each i in this paper. A k-partition of S is max–min if it maximizes the minimum part of any
k-partition of S. Similarly, a partition is min–max or min–ratio if it minimizes the maximum part or minimizes the ratio
of the largest to the smallest part. A partition obtained by the LPT algorithm will be referred to as an LPT partition.
We use C∗min(S, k) to denote the weight of the maximized minimum part in any k-partition of S. Similarly C∗max(S, k)
denotes the weight of the minimized maximum part. Let Q = {Qi |1 ik} denote the partition obtained by the LPT,
and qi = w(Qi) for each i.
Let QM and Qm be, respectively, a largest and a smallest parts in the LPT partition. Also let CLPTmin (S, k) = qm and
CLPTmax (S, k) = qM be, respectively, the weights of the smallest and the largest parts of an LPT k-partition of S. In the
following, we shall sometimes omit S or k in C∗min(S, k) and other similar notations if there is no confusion.
For a set Z of numbers, let min(Z) and max(Z) denote, respectively, the minimum and maximum elements in Z.
Similarly, for a partitionZ , let min(Z) andmax(Z) denote, respectively, the weights of theminimum and themaximum
parts in Z . For the completeness, the LPT algorithm is given below.
Algorithm LPT
Input: A set S = {si |1 in} of positive numbers and an integer k, in which sisi+1 for each i.
Output: A k-partition Q = {Qi |1 ik}.
1. For i ← 1 to k do
2. Qi ← ∅;
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3. For i ← 1 to n do
4. insert si into a set of currently smallest weight in Q;
5. Output Q.
Let p be the last element put by the LPT into a part of the largest weight. An element si will be called a “large” element
if sip, and a “small” element otherwise. Note that, by our deﬁnition and the LPT rule, any element after p in the
input sequence cannot be equal to p and is therefore a small element.
The following theorem is from Graham’s work, which shows a tight bound of the largest part of the LPT partition:
Theorem 1 (Graham [6]). CLPTmax ((4k − 1)/3k)C∗max, and this bound is tight.
The following is an instance of which the maximum part of the LPT partition meets the bound:
{2k − 1, 2k − 1, 2k − 2, 2k − 2, . . . , k + 1, k + 1, k, k, k}.
The sets consists of two of every integer from k + 1 to 2k − 1 and three k’s. For this instance, the LPT algorithm pairs
up 2k − i with k + i − 1 for each 1 ik and leaves the remaining element k to any one of the parts. It results in a
maximum part of weight 4k − 1. However, in the min–max partition, element 2k − i is paired up with k + i for each
1 ik − 1 and the three k’s are put together. All parts in the min–max partition have the same weight 3k.
3. Optima delivered by the LPT
In this section, we derive some sufﬁcient conditions that the LPT delivers a max–min or a min–max partition. These
properties are helpful for the analysis of the general case in the remaining sections.
Lemma 2. If |Qi |2 for each Qi ∈ Q, then Q is max–min.
Proof. Let |S| = 2k − h, 0hk − 1. Since each part contains one or two elements, by the LPT rule, the element
sk−i is paired up with sk+1+i for 0 ik − h − 1. If the smallest part contains only singleton, i.e., sh, the result is
obvious.
Otherwise, let the smallest part Qm = {sa, sb}, a < b. For each i > h, we have siqm. Suppose by contradiction
that Q∗ is a max–min partition and min(Q∗) > qm. First we observe that each si , ih, must be in a part of singleton,
or otherwise there exists a part containing only an element sj , j > h, and having weight no larger than qm. Similarly,
in Q∗, there cannot be any part containing more than two elements. As a result, the element sa must be paired up with
an element larger than sb. However, it means that some element si , i > a, is paired up with an element less than or
equal to sb, and it results in a part of weight no more than qm. Consequently, we conclude that Q is a max–min k-
partition. 
Lemma 2 is not true for the min–max partition. For example, let k = 3 and S = {5, 3, 3, 2, 2, 2}. The LPT delivers a
3-partition {{5, 2}, {3, 2}, {3, 2}}. Each part contains only two elements and the weight of the largest part is 7. However,
we can see that {{5}, {3, 3}, {2, 2, 2}} is a min–max partition and the largest part has weight 6. In the next lemma, we
derive a sufﬁcient condition for min–max, which is stronger than that of max–min.
Lemma 3. If |Qi |2 for each Qi ∈ Q and min(QM)w(QM)/3, then Q is a min–max k-partition.
Proof. Recall thatQM is a largest part inQ. If the largest part contains only singleton, the result is obvious. Otherwise,
let sa and sb, a < b, be the two elements in QM . By the LPT rule, we have ak < b = 2k − a + 1. For any element
si , ia, if si is paired up with an element equal to or larger than sb, it results in a subset of weight at least sa + sb. For
otherwise, the elements in {s1, s2, . . . , sa} must be put in different subsets, and the elements in {sa+1..sb} need to be
put in the remaining (k − a) subsets. Since there are b − a = 2k − 2a + 1 elements put in (k − a) subsets, at least
one of the subsets contains three of the elements. Since sbw(QM)/3 and sisb for any ib, the subset containing
three of the elements has weight at least w(QM). 
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In the following, we show a stronger condition that the LPT partition simultaneously maximizes the total weight of
the smallest t parts for every tk. Let Wt(V ) denote the sum of the smallest t numbers in a set V of numbers. For
a partition V , we also use Wt(V) to denote the total weight of the smallest t parts in the partition. First we derive the
following simple property.
Proposition 1. Suppose that V = {vi |1 ik} is a set of numbers and 1abk. Let u1 and u2 be two numbers
such that u1 + u2 = va + vb and V ′ = V ∪ {u1, u2} − {va, vb}. If |u1 − u2| |va − vb|, Wt(V ′)Wt(V ) for any
1 tk.
Proof. Without loss of the generality, we assume that vivi+1 for each i and u1u2. Since u1 + u2 = va + vb and
|u1 − u2| |va − vb|, we have vau1u2vb, and the non-decreasing sequence of the elements of V ′ is
v1, . . . , va−1, va+1, . . . , u1, vc, . . . , u2, vd, . . . , vb−1, vb+1, . . . , vk.
We divide it into the following cases.
• For any t < a or tb, it is clear that Wt(V ) = Wt(V ′).
• For a t < c − 1, Wt(V ′) = Wt(V ) − va + vt+1Wt(V ).
• For c − 1 t < d , Wt(V ′) = Wt(V ) − va + u1Wt(V ).
• For d t < b,Wt(V ′) = Wt(V )−va −vt +u1+u2. Since u1+u2 = va +vb and vbvt , we haveWt(V ′)Wt(V ).
Consequently Wt(V ′)Wt(V ) for any 1 tk. 
Lemma 4. If |Qi |2 and min(Qi)w(Qi)/3 for each Qi ∈ Q, then, for any tk, Q is a k-partition maximizing
the total weight of the smallest t parts of any k-partition of S.
Proof. Since |Qi |2 for each i, we can assume that |S| = 2k − h. By the LPT rule, sk−i is paired up with sk+1+i for
0 ik − h − 1, and each of the largest h elements, i.e., si , ih, is left alone in an individual part.
Let Q∗ be a k-partition maximizing the total weight of the smallest t subsets of any k-partition of Q for some tk.
We shall show that Q∗ can be transformed to Q by a series of adjustments without reducing the total weight of the
smallest t parts. First, if there exists an empty part, we move an element from any part containing more than one element
to the empty part. It is easy to see that the adjustment does not reduce Wt(Q∗), and we can assume that there is no
empty part.
Second, we adjust Q∗ such that, for each ih, si is in a part of singleton. Suppose that, for some ih, si is in a
part of more than one element. By the pigeonhole principle, there exists sj , j > h, in a part of singleton. We exchange
si and sj . Since sisj , by Proposition 1, the adjustment does not reduce Wt(Q∗). Such adjustments can be continued
until each si , ih, is in a part of singleton.
Third, we show how to adjust Q∗ such that no part contains more than two elements. Let Q1 be a part containing
more than two elements and y be the smallest element in Q1. By the pigeonhole principle, there exists si , i > h, in
a part Q2 of singleton. We move y from Q1 to Q2. Clearly
(w(Q1) − y) − (si + y) < w(Q1) − si .
Since sish+12s2k−h2yw(Q1) − y,
(w(Q1) − y) − (si + y) − ysi − w(Q1).
Consequently |(w(Q1)− y)− (si + y)|w(Q1)− si , and by Proposition 1, the adjustment does not reduce Wt(Q∗).
After the above adjustments, each si , ih, is in a part of singleton, which coincides with that in the LPT partition.
All the other elements are in parts of doubleton. For any a < b < c < d, if sa is paired up with sc and sb is paired up
with sd , we exchange sc and sd . Since sasbscsd , we have
|(sb + sc) − (sa + sd)| |(sa + sc) − (sb + sd)|
and by Proposition 1, the adjustment does not reduce Wt(Q∗). It is not hard to see that the adjustment can be continued
until each sk−i , 0 ik − h − 1, is paired up with sk+1+i , which is just the partition delivered by the LPT. 
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4. The minimum part of the LPT
In this section, we show that CLPTmin ((3k − 1)/(4k − 2))C∗min for any set S and any k |S|. First we exclude the
following case. The proof is omitted since it is obvious.
Claim 5. Suppose that the largest part in Q contains only one element, i.e., the largest element s1. Then,
CLPTmin (S, k)((3k − 1)/(4k − 2))C∗min(S, k) if CLPTmin (S′, k − 1)((3(k − 1) − 1)/(4(k − 1) − 2))C∗min(S′, k − 1),
in which S′ = S − {s1}.
In the remaining of this section, we shall assume that the largest part of an LPT partition contains at least two
elements.
Before giving a complete proof, let us see the simplest case that k = 2. Our goal is to show that
C∗min(S, 2)
6
5
CLPTmin (S, 2). (1)
In our notations, Q = {QM,Qm} and p = min(QM). Let S− be the set of all large elements, i.e., elements larger than
or equal to p. Since C∗min(S, 2)C∗min(S−, 2) + w(S − S−) and qm = CLPTmin (S−, 2) + w(S − S−),
C∗min(S, 2)
qm
 C
∗
min(S
−, 2) + w(S − S−)
CLPTmin (S−, 2) + w(S − S−)
 C
∗
min(S
−, 2)
CLPTmin (S−, 2)
.
That is, the relative performance of LPT on S− is at least as bad as that on S, and we can assume that p is the last, and
also the smallest, element in our analysis.
By the LPT rule, qM − pqm. If p 25qm, we have that
C∗min(qM + qm)/2qm + p/26qm/5.
For otherwise we assume that p > 2qm/5, which implies that |Qm|2 and |QM |3. If QM or Qm contains only one
large element, we can see that C∗min = qm. Similarly, if |QM | = 2, by Lemma 2, the LPT partition is also a max–min
partition, and therefore we only have to focus on the case that |QM | = 3 and |Qm| = 2. However, for this case, the
minimum part of the max–min partition consists of the largest two elements since there is no element larger than 3p/2.
In other words,
C∗min(S−, 2)(qm − p) + (qM − 2p)2(qm − p) 65qm
and this completes the proof.
Now we turn to the general case k2. When showing the bound for 2-partition, we can assume that p is the last
element.This property also appeared inGraham’s proof for the bound of themaximumpart. However, it does not hold for
showing the bound of the minimum part when k > 2. For example, let S = {50, 50, 40, 40, 30, 30, 30, 29} and k = 3.
The LPT partition is {{50, 30, 30}, {50, 30, 29}, {40, 40}}, and parts of the max–min one are {50, 50}, {40, 30, 30}, and
{40, 30, 29}. We have C∗min(S)/CLPTmin (S) = 9980 . By deﬁnition, p = 30, S− = S − {29}, and CLPTmin (S−) = 80. But the
max–min partition of S− is {{50, 40}, {50, 40}, {30, 30, 30}}, and C∗min(S−)/CLPTmin (S−) = 90/80. That is, the LPT may
perform better on the truncated instance, and therefore it is not sufﬁcient to only show the bound with the assumption
that p is the last element. The lack of the property makes our analysis more involved.
Lemma 6. If qM((4k − 1)/(3k − 1))qm, then C∗min((4k − 2)/(3k − 1))qm.
Proof. Since C∗min is not larger than the average of all elements, we have
C∗minqm +
k − 1
k
(qM − qm).
If qM((4k − 1)/(3k − 1))qm, we have
C∗minqm +
k − 1
k
(qM − qm)qm +
(
k − 1
k
)(
k
3k − 1
)
qm = 4k − 23k − 1qm. 
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In the remaining of this section, we shall assume that
qM >
4k − 1
3k − 1qm. (2)
Since qMqm + p, the assumption also implies
p >
k
3k − 1qm. (3)
The next property directly follows Eq. (3), and the proof is omitted.
Lemma 7. If C∗min2(qm − p), C∗min((4k − 2)/(3k − 1))qm.
For any set Qi in the LPT partition, let q¯i be the total weight of the large elements in Qi . Without loss of the
generality, let q¯k = mini q¯i , i.e., Qk is the smallest part in the LPT partition of the large elements. Let  = qm − q¯k
and q¯k = (r + 1)p. Deﬁne f (si) = si/(rp) for a large element si ; and f (si) = 0 if si is a small element. Also
let f (Z) = ∑x∈Z f (x) for a set Z and f (Z) = ∑Z∈Z f (Z) for a partition Z . Obviously, for a ﬁxed set S and any
partition Z of S, the value f (Z) = f (S) is an invariant.
Proposition 2. If Qk contains more than one large element or there exists a part containing three large elements, any
part has at most one element larger than rp.
Proof. Note that in this case r1. If there are more than one large elements in Qk , both the largest and the second
largest elements in Qk are less than or equal to rp. Then, by the LPT rule, no part can have two elements larger than rp.
On the other hand, let Qi have 3 large elements. Since qi(r + 2)p, both the largest and the second largest elements
in Qi are less than or equal to rp, and the result is similar. 
Obviously, f (Qk) = 2. For any other set, we claim the following result.
Proposition 3. If Qk contains more than one large elements or there exists a part containing three large elements,
f (Qi)3 for each Qi .
Proof. First, by assumption (3), each part contains at most three large elements. If Qi has 3 large elements, none of its
elements is larger than rp. Otherwise the total weight ofQi would be larger than qM = (r+2)p. Therefore f (Qi) = 3.
If Qi contains two large elements z1 and z2, z1z2, by Proposition 2, z2rp, and f (z2) = 1. Furthermore, z12r
since z1 +z2(r +2)p and z2p. Therefore f (z1)2, and consequently f (Qi)3. Finally, ifQi has only one large
element, f (Qi)3 since w(Qi)(r + 2)p3rp. 
In the next lemma, we show the bound for the case that p is the smallest element, i.e., there is no any small element.
Lemma 8. If p is the smallest element in S, CLPTmin (S, k)((3k − 1)/(4k − 2))C∗min(S, k) for any 2k |S|.
Proof. If there is no part containing three elements, by Lemma 2, Q is a max–min partition. For otherwise, we
assume that there exists at least one part consisting of three elements. By Proposition 3 and f (Qm) = 2, we know
that f (S) < 3k. Therefore, for any k-partition Z , there exists a part Z ∈ Z such that f (Z) < 3, which implies
w(Z)2rp = 2(qm − p). Then, the result follows Lemma 7. 
Now we discuss the case that p is not the smallest element. To simplify the proof, we are going to construct a set S+
from S by augmenting the elements in a consecutive subsequence, and the analysis will be performed on S+.
Let |S| = n and p be the ath largest element in S, i.e., p = sa . Let b, b > a, be the smallest index such that (1) sb is in
the smallest part; or (2) sb is put together with another element smaller than or equal to sa . For our convenience, we add
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p=sa
Qm Qm
QM
Qk
QM
Qk
sb
p=sa
sb
qk
Fig. 1. The augmented input instance.
a dummy element sn+1 = 0 such that one of the above two situations must occur. Consider the set S+ = {yi |1 in}
obtained from S as follows.
• For ia or ib, let yi = si .
• For otherwise (a < i < b), let yi = qM − (qj − si) where Qj is the part containing yi , i.e., we augment the smallest
element in Qj such that Qj has the total weight equal to qM .
The augmented instance is illustrated in Fig. 1. By the construction of S+, we observe some properties. Let Q+j =
{yi |si ∈ Qj } for each j andQ+ be the collection of allQ+j ’s. First, for any a < i < b, yisa sincew(Qj )−siqM −sa
by the LPT rule. Similarly, we have yiyj if a < i < j < b. Consequently, the sequence {yi}ni=1 is also sorted from
larger to smaller. Since we only replace the smallest elements in some parts, the following property is obvious and the
proof is omitted.
Proposition 4. Q+ is an LPT partition of S+.
Since S+ is the same as S except that some elements are augmented, it is easy to see that the smallest part in a
max–min partition of S+ is not smaller than that of S. Furthermore, since the smallest part of the LPT partitions of S
and S+ are the same, we have the next result.
Proposition 5. C∗min(S+, k)/CLPTmin (S+, k)C∗min(S, k)/CLPTmin (S, k).
In the remaining paragraphs of this section, we shall show that CLPTmin (S+, k)((3k − 1)/(4k − 2))
C∗min(S+, k), and then the bound of CLPTmin (S, k) directly follows Proposition 5. To simplify the notations, in the re-
maining of this section, we shall use the notations S, Q, and Qi instead of the symbols with a superscript “+”, with the
understanding that all these notations are deﬁned on the augmented set.
Proposition 6. If Qi contains more than one small elements, then qiqm + .
Proof. Let y1 and y2, y1y2, be the smallest two elements in Qi . By the LPT rule,
qi − y2qm (4)
or otherwise y2 should be put in Qm. Furthermore, since q¯k is the minimum before putting any small element,
qi − (y1 + y2) q¯k. (5)
By (4) and (5), we have y1qm − q¯k = . Therefore
qiqm + y2qm + y1qm + 
and the proof is completed. 
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Proposition 7. In an LPT partition, any part containing an element smaller than or equal to  has total weight at most
qm + .
Proof. Suppose that a part Q contains an element smaller than or equal to . By the LPT rule, w(Q) − min(Q)qm,
and we have w(Q)qm + min(Q)qm + . 
Proposition 8. Suppose that Qm contains a small element si . If Q contains an element sj and j > i, the total weight
of Q is at most qm + .
Proof. Since si is a small element, by deﬁnition, qm − si q¯k . Therefore si and the result follows Proposi-
tion 7. 
Proposition 9. Suppose that there exists a part Q having a small element si and another small element y, ysi . Any
part containing an element sj , j > i, has total weight at most qm + .
Proof. Since si and y are small elements, by deﬁnition, w(Q) − si − y q¯k . By the LPT rule, w(Q) − yqm, and
therefore siqm − q¯k = . Since sj si, the result follows Proposition 7. 
The convenience of deﬁning the augmented set is that we have the following lemma.
Lemma 9. In Q, a part containing a small element has weight at most qm + .
Proof. By the construction of the augmented set S+, a part Q contains a small element sj only if
• there exists another small element in Q; or
• Qm contains a small element si and ij ; or
• there exists another part Q′ containing a small element si , i < j , and another small element.
The result follows Propositions 6, 8 and 9. 
Our analysis is divided into the following cases.
• Case 1: qM3p. We shall show that C∗min2(qm − p), and the proof is further divided into the following two
subcases.
◦ Case 1.1: Qk contains more than one large element or there exists a part containing three large elements.
◦ Case 1.2: Otherwise.
• Case 2: qM < 3p.
Case 1.1: In this case, in addition to qM3p, we also assume that Qk contains more than one large element or there
exists a part containing three large elements in the LPT partition. Let Q = Q1 ∪ Q2, in which Q1 is the collection of
parts containing small elements. For each Qi ∈ Q1, let Q′i be the set obtained by the following rules.
For any element s ∈ Qi ,
• if rp < s < (r + 1)p, cut s into rp and s − rp; and
• if (r + 1)ps, cut s into rp, p, and s − (r + 1)p.
Also let Q′i = Qi for Qi ∈ Q2. Remember that f (si) = si/(rp) for a large element si . Also note that r1 since
qM3p.
Proposition 10. If Q′i contains a small element, f (Q′i ) < 3.
Proof. First we show thatQi has at most two large elements. By Lemma 9, qiqm+. By the LPT rule, qM q¯k+p =
qm −  + p. By assumption (2), we have
p  qM − qm + 
>
4k − 1
3k − 1qm − qm + 
= k
3k − 1qm + 
 k
3k − 1 (qm + ).
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Then, since qi < 3p, there are at most two large elements in Qi . If Qi has only one large element s, there are two large
elements rp and p in Q′i , and therefore f (Q′i ) = 2. Note that s − (r + 1)p < p since w(Qi) < qM . If Qi has two
large elements, by Proposition 2, only one may be larger than rp, and it must be less than (r + 1)p. After the cutting
process, Q′i contains two large elements, both less than or equal to rp. Then we also have f (Q′i ) = 2. 
Let S′ =⋃1 ik Q′i be the set of all elements after the cutting process.
Proposition 11. The sum of all small elements in S′ is at most 2t, in which t is the number of parts containing a small
element.
Proof. For each Qi ∈ Q1, by Lemma 9,
w(Q′i ) = w(Qi)qm +  = (r + 1)p + 2.
Since the sum of large elements in any part is at least q¯k = (r + 1)p, the result follows. 
Now we show an upper bound of the minimum part.
Lemma 10. For case 1.1, the minimum part of any k-partition of S is at most 2(qm − p).
Proof. Obviously, C∗min(S′, k)C∗min(S, k) since S′ is obtained from S by cutting some of its elements. Similarly
f (Q′i )f (Qi) for each i. We shall show the bound on S′. By Proposition 3, f (Q′i )3 for each i. Furthermore, if
Q′i contains a small element, by Proposition 10, f (Q′i ) < 3. Suppose that there are t parts containing at least one
small element. We have f (S′)3k − t . That is, in any k-partition, there are t parts, said Zi , 1 i t , such that∑t
i=1 f (Zi)2t . By Proposition 11, the sum of all small elements is at most 2t. Therefore,
t∑
i=1
w(Zi)2trp + 2t
and consequently the minimum part is at most 2rp + 2 = 2(qm − p). 
Case 1.2: In this case, we assume that qM3p, Qk contains only one large element, and each part containing at
most two large elements in the LPT partition. Suppose that there are t parts in Q, each of which is a smallest part or
contains a small element. Let S− be the set of large elements in S and Q− be the LPT partition of S−. By Lemma 9,
we have an upper bound of the sum of all the small elements:
w(S) − w(S−) tqm + (t − 1) − Wt(Q−). (6)
Remember that Wt denote the total weight of the smallest t parts in a partition.
Proposition 12. For any k-partition Z of S−,
Wt(Z)Wt(Q−) + (t − 1)(r − 1)p/2.
Proof. Let S− = {si |1 i2k − h}, in which sisi+1. Let Q− = {Yi |1 ik}. Since each part in Q− contains one
or two elements, we can assume that Yi = {si} for 1 ih, and Yi = {si, s2k−i+1} for h < i k. By the assumption
of this case, q¯k = sh = w(Yh) and sksh/2. Also note that p = s2k−h. Consider a set X = {xi |1 i2k − h}, in
which xi = si if sish/2, and xi = sh/2 otherwise. In other words, we augment some elements such that each one
is at least sh/2. Note that only the smaller element of a part of cardinality two may be augmented. Let Xi = {xi}
for 1 ih, and Xi = {xi, x2k−i+1} for h < ik. It is obvious that X = {Xi |1 ik} is an LPT k-partition of
X. Since |Xi |2 and min(Xi)w(Xi)/3 for each i, by Lemma 4, X is a k-partition maximizing the total weight of
the smallest t parts of any k-partition of X. Since X is obtained by only augmenting some elements, Wt(Z)Wt(X ).
Since w(Xi) − w(Yi)sh/2 − p = (r − 1)p/2 for i > h, Wt(X )Wt(Q−) + (t − 1)(r − 1)p/2. This completes
the proof. 
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Lemma 11. For Case 1.2, C∗min2(qm − p).
Proof. Let Z∗ be a max–min partition. By (6) and Proposition 12,
Wt(Z∗) tqm + (t − 1)(r − 1)p/2 + (t − 1)
and therefore
C∗min  Wt(Z∗)/t
= qm + t − 1
t
((r − 1)p/2 + ). (7)
Since CLPTmin = qm = (1 + r)p +  and r1, we have
(r − 1)p
2
+  = (1 + r)p +  − (r + 3)p
2
= qm − (r + 3)p2
 qm − 2p.
Then,
C∗minqm +
t − 1
t
(qm − 2p) < 2(qm − p).  (8)
Combining Lemmas 10 and 11, we have the next corollary.
Corollary 12. If qM3p, C∗min2(qm − p).
Then, the bound directly follows Lemma 7.
Corollary 13. If qM3p, C∗min((4k − 2)/(3k − 1))CLPTmin .
Case 2: Now we turn to the case that qM < 3p. In the next lemma, we show an upper bound of the minimum part.
Lemma 14. If qM < 3p, C∗min(S, k)qm + ((k − 1)/k).
Proof. Suppose that there are t parts in Q, each of which is a smallest part or contains at least one small element. Let
S− be the set of all large elements. Let Q−i = Qi ∩ S− and Q− = {Q−i |1 ik}. First, it is clear that Q− is an LPT
partition of S−. Since w(Q−M) = w(QM) < 3p, we can see that |Q−i |2 and min(Q−i ) > w(Q−i )/3 for each i. By
Lemma 4, Q− is a k-partition maximizing the total weight of the smallest t parts of any k-partition of S−. Let Z be a
max–min k-partition of S. We have
Wt(Z)Wt(Q−) + w(S) − w(S−). (9)
By Lemma 9, a set containing a small element has weight at most qm + . Since the smallest part has weight qm,
Wt(Q−) + w(S) − w(S−) tqm + (t − 1). (10)
Since C∗min(S, k)Wt(Z)/t , by Eqs. (9) and (10), we obtain
C∗min(S, k)qm +
t − 1
t
qm + k − 1
k
. 
Proposition 13.  < (k/(3k − 1))qm.
Proof.  = qm − q¯kqm − (qM − p)qm − qM/2. By our assumption (2), qM > ((4k − 1)/(3k − 1))qm, and
therefore
 < qm − 4k − 12(3k − 1)qm =
2k − 1
2(3k − 1)qm <
k
3k − 1qm. 
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Lemma 15. For Case 2, C∗min((4k − 2)/(3k − 1))CLPTmin .
Proof. By Lemma 14, C∗minqm + ((k − 1)/k). Since CLPTmin = qm,
C∗min/CLPTmin 1 +
(
k − 1
k
)(

qm
)
. (11)
By Proposition 13,

qm
<
k
3k − 1
and we have that
C∗min/CLPTmin < 1 +
k − 1
3k − 1 =
4k − 2
3k − 1 . 
We summarize the analysis of the minimum part of the LPT in the following theorem.
Theorem 16. The LPT is a (4k − 2)/(3k − 1)-approximation algorithm for the max–min partition problem, and the
bound is tight.
Proof. The bound directly follows Corollary 13 and Lemma 15. To show the tightness of the bound, observe the
following instance:
S = {(2k − 1), (2k − 1), (2k − 2), (2k − 2), . . . , (k + 1), (k + 1)} ∪ S′,
in which S′ consists of k + 1 elements, each equal to k. For this instance, the LPT partition consists of (k − 1) parts of
weight 4k−1 and one part of weight 3k−1. Consider a k-partition Z = {Zi |1 ik}, in whichZ1 = {2k−1, 2k−1}
and Zi = {2k − i, k + i − 2, k} for 2 ik. Since each Zi has the same weight 4k − 2, Z is a max–min k-partition of
S, and it completes the proof. 
For example, if k = 3, S = {5, 5, 4, 4, 3, 3, 3, 3}. The LPT 3-partition
Q = {{5, 3, 3}, {5, 3, 3}, {4, 4}}
and the max–min partition is
{{5, 5}, {4, 3, 3}, {3, 4, 3}}.
We can see that CLPTmin = 8, C∗min = 10, and the approximation ratio meets the bound (4k − 2)/(3k − 1) = 10/8.
5. The ratio of the largest to the smallest
In this section we show that the LPT is a (7/5)-approximation of the min–ratio k-partition. By ∗(S), we denote the
minimum ratio of the largest to the smallest part among all k-partition of S, i.e.,
∗(S) = min
Z
max(Z)
min(Z) ,
in which Z is any k-partition of S. Let L(S) = CLPTmax (S)/CLPTmin (S) denote the ratio of the LPT k-partition of S. We shall
simply use ∗ and L when there is no confusion. First, if qM 75qm, it is obvious that 
L 75
∗ since ∗1. Therefore,
we shall assume that qM > 75qm in the remaining paragraphs.
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Lemma 17. If C∗max = qM , L 75∗.
Proof. If C∗max = qM ,
L
∗

(
qM
qm
)/(C∗max
C∗min
)
= C
∗
min
qm
.
By Theorem 16,
C∗min
qm
 4k − 2
3k − 1 <
7
5
. 
If the largest part contains only singleton, i.e., qM = s1, it is obvious that CLPTmax = qM , and the desired upper bound
follows the above lemma. Hence, as in the previous section, we shall assume that |QM | > 1. Also, let q¯k = (1 + r)p,
and the analysis is divided into the two cases qM3p and qM < 3p.
Case 1: In this case, qM3p. In the following, we shall distinguish the input set S and its augmented set S+. Let p′
be the smallest element in the largest part of the LPT partition of the augmented set S+ and q¯k = (1+r)p = (1+r ′)p′.
Since p′p, r ′r1. By the assumption that qM > 75qm and p′qM − qm, we have p′ > 25qm. Remember that q¯i
is the sum of the large elements in Qi .
Lemma 18. If qM3p, C∗max(S)3p′.
Proof. Deﬁne a function g(V ) =∑x∈V x/p for any subset V of S. Since q¯i q¯k2p for any i, we have g(Qi)2.
Obviously g(QM)3, and therefore g(S) > 2k. In any k-partition of S, there exists a part Q such that g(Q)3, i.e., a
part of weight at least 3p. The proof is then completed by pp′. 
Lemma 19. If qM3p, L(S) 75∗(S).
Proof. By Corollary 12, C∗min(S+)2(qm − p′). Since C∗min(S)C∗min(S+), we have C∗min(S)2(qm − p′). By
Lemma 18, C∗max(S)3p′. Therefore
L(S)
∗(S)

(
qM
qm
)/(C∗max
C∗min
)

(
qm + p′
qm
)(
2(qm − p′)
3p′
)
= 2
3
(
qm
p′
− p
′
qm
)
<
2
3
(
5
2
− 2
5
)
= 7
5
. 
Case 2: In this case, qM < 3p.
Lemma 20. For Case 2, L(S) < 75
∗(S).
Proof. Let S− be the set of large elements. Since qM < 3p, each set Qi contains at most two large elements. By
Lemma 3, we have C∗max(S−) = CLPTmax (S−) = qM . Since S− ⊂ S, it is obvious that C∗max(S−)C∗max(S), and therefore
C∗max(S) = qM . Then, the result follows Lemma 17. 
We conclude the result of this section.
Theorem 21. The LPT is a 75 -approximation algorithm for the min–ratio partition problem, and the bound is tight.
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Proof. The approximation ratio directly follows Lemmas 19 and 20. To show the tightness of the bound, consider an
instance that S = {3, 3, 2, 2, 2} and k = 2. It is not hard to see that the max-to-min ratio of the LPT partition is 75 ,
while the optimal ratio is 1. 
6. Concluding remarks
In this paper, we show the tight bounds of the LPT algorithm for the max–min and the min–ratio partition problems.
Our future work includes several interesting open questions, such as
• What are the tight bounds of the differencing method [8] for the two problems?
• What is the tight bound of the LPT algorithm for the L2 metric [1]?
• How good can we approximate the two problems in polynomial time?
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