Introduction
Electromagnetic disturbances influencing transmission channel are common issue in industrial electronics and telecommunication systems [1, 2, 3, 4, 5] . Many of the arising problems, as for instance: changes of transmission channel properties, effects of electromagnetic disturbances, fluctuations of reflected radar signal, outlier measurements, intended jamming, may be modelled as modification of measurement noise parameters [6, 7, 8] . These changes has stochastic character and should be described as a process with adequate distribution [9, 10, 11, 12, 13] for instance: Rice, Rayleigh, t-student, K-distribution, Weibull. These are heavy-tailed distributions. As can be seen in Fig. 1 , where examples of probability density functions (pdf) of the mentioned distributions are presented, these distributions are characterised by long tails. This feature allows to describe wide range of outlier noise values, which for example are characteristic effects of electromagnetic disturbances. Thus heavy-tails represent the appearance of big values of noise variance, exceeding many times the mean value. This is clearly seen in Fig. 2 . Unfortunately in practice, typical linear estimators are usually tuned to mean value of noise parameters. Obviously that leads to exacerbation of estimation performance. Thus a special approach to estimation is needed in such conditions. Estimation method may utilise the multi-Gaussian approximation approach [6] . Its idea is based on the approximation of a given distribution by sum of normal distributions. An example of heavy-tailed distribution approximation is shown in Fig. 3 . 
M=10 Gaussian pdfs
Such composition allows to calculate the combined estimate as a weighted sum of estimates obtained in filters constructed for each Gaussian distribution [6, 7, 14, 15] , where weights depend on posterior probabilities. This suboptimal estimation approach is flexible and allows to 
The scope of the paper is to propose an estimation algorithm for condition of heavy-tailed distribution of measurement noise variance. The algorithm is designated for real time systems. Estimation algorithm is based on multi-Gaussian approximation of the distribution. The algorithm of adaptive estimator calculates current a posteriori probability of the measurement noise variance level and uses it for adjusting the filter matrix gain. The idea of the proposed method was presented by author in [15] and is described in details in next section. Then, the results of simulation investigations are presented.
Estimation algorithm
The most widely used mathematical model of the diverse systems has a form of state space description, which in case of discrete-time system is the following:
is white Gaussian sequence with zero mean and covariance matrix Q(k).
The measurement process is modelled by the following observation equation:
mean observation noise with a covariance matrix R(k).
For problems stated in the introduction, the estimation algorithm should take into consideration measurements taken in presence of noise with unknown variance sequence R(k). A general approach leads to a solution where the dynamic system state vector estimate
can be found [6, 14, 16] as a conditional mean of the following form:
Unfortunately, as shown in [6, 14] the optimal solution to (3) cannot be implemented in practice, thus some suboptimal solution should be utilized. The proposed solution is based on the multi-Gaussian approximation of heavy-tailed R(k) distribution. In this case the state vector estimate (3) may be expressed as the weighted sum of M partial estimates corresponding to each Gaussian component. Each of these partial estimates can be calculated by prediction of the estimates obtained at the previous time step. Weights depend on the a posteriori probability of validity of certain Gaussian component. The idea of the proposed algorithm has the following form:
is partial estimate corresponding to the m-th Gaussian distribution. The a posteriori probability
Utilizing
is the estimate extrapolation calculated in typical way:
is combined gain matrix calculated as weighted sum of partial gains The partial gain matrix K m (k), which is related to the m-th approximating Gaussian distribution, is calculated as follows:
where: extrapolation covariance matrix
is calculated in typical way:
The estimation covariance matrix P(k/k) should take into account information on errors from all M partial estimates, which results in the formula:
where: where S(k) is covariance matrix of innovation process: shown by (11) . In correlated case the Markov chain description should be used [6] .
denotes the Gaussian probability density function of the predicted estimate.
Simulation results
The performance of the proposed algorithm was investigated in simulations with use of Monte Carlo method with N=10000 runs performed in Matlab environment. The results presented below were carried out for the third-order system describing movement of the object. In this case the state vector x(k) consists of three components: position, velocity and acceleration. The parameters of the equations (1) and (2) were assumed as follows: The gain may reach up to 60%. The number of approximating pdfs also influences performance characteristics. Simulation experiments revealed that the optimal value of M should be selected according to the distribution type and parameters. M should be chosen within the range between 3 and 10.
Conclusions
The paper presents an adaptive estimation method for systems where measurement noise variance is described by heavy-tailed distribution. The proposed algorithm is derived with use of multi-Gaussian approximation of the noise variance distribution. The filter calculates a posteriori probability of the measurement noise variance level and uses it for adjusting the filter matrix gain. The simulation results have shown that the proposed method reveals better performance than Kalman filter that applies average value of observation noise variance. The performance gain increases with increase of relevancy of the distribution tail. The proposed filter does not considerably differ from the optimal filter.
