





МЕТОДЫ ПОВЫШЕНИЯ ЭФФЕКТИВНОСТИ ОБМЕНА ДАННЫМИ  
В МУЛЬТИПРОЦЕССОРНЫХ СИСТЕМАХ 
 
Предлагаются методы ускорения обмена данными в мультипроцессорных системах с общей маги-
стралью, основанные на множественном оконном доступе к локальной памяти процессоров. Рассмат-
ривается возможность синхронизации процедур обмена по шине данных и шине управления. 
Methods of data transaction acceleration in global-bus multi-processor systems based on multiple window 
processor local memory access are proposed. Possibility of transaction synchronization through data and 
control buses is considered.  
 
Введение 
Широкое внедрение автоматических сис-
тем управления техническими комплексами 
и технологическими процессами требует 
ускоренного проектирования вычисли-
тельных средств для решения различных по 
сложности задач обработки информации в 
режиме реального времени.  
Перспективным направлением создания 
промышленного ряда систем для управления 
различными объектами и технологическими 
процессами является использование масшта-
бируемых параллельных вычислительных 
систем, построенных на однотипных процес-
сорных модулях.  
Модульный принцип построения про-
граммных и аппаратных средств позволяет 
ускорить разработку систем и снизить их 
стоимость. При таком подходе к орга-
низации систем путем масштабирования мо-
жет быть обеспечена необходимая произво-
дительность систем, которая определяется 
конкретными условиями применения. 
Возможность масштабирования наиболее 
эффективно реализуется на основе маги-
стральной топологии, когда в качестве ком-
муникационной среды для обмена информа-
цией между процессорными модулями испо-
льзуется общая магистраль. Изменение числа 
процессорных модулей в этом случае не тре-
бует модификации коммуникационной сре-
ды системы. 
Время обработки информации в паралле-
льных системах зависит не только от эффек-
тивности распараллеливания задачи, скорос-
ти обработки параллельных ветвей, но и от 
эффективности процедур обмена данными 
между процессорными модулями.  
Следовательно, важной проблемой повы-
шения эффективности параллельной обрабо-
тки информации является создание методов 
и средства ускорения обмена данными меж-
ду процессорными модулями в мультипро-
цессорных системах с общей магистралью. 
 
Архитектура систем  
с общей магистралью 
Наиболее простыми с точки зрения тех-
нической реализации являются мульти-
процессорные системы c общим адресным 
пространством [1-7]. Системы с такой архи-
тектурой, построены на базе одинаковых 
процессоров, то есть являются симметрич-
ными мультипроцессорами (symmetric 
multipro-cessor) или SMP-системами. Общая 
память используется не только для хранения 
системной информации и обмена между 
процессорами, но и для хранения программ 
процессоров. Процессоры обращаются к па-
мяти за командами, что приводит к непроиз-
водительным затратам времени на ожидание 
доступа и разрешение конфликтов. Наличие 
в каждом процессорном модуле кэш-памяти 
уменьшает число конфликтов, однако в этом 
случае возникают трудности с обеспечением 
когерентности данных, что усложняет взаи-
модействие процессоров.  
В системах с такой организацией памяти 
используется небольшое число процессоров 
(например, SMP-серверы обычно строятся на 
основе 2, 4 или 8 процессоров), то есть воз-
можность масштабирования весьма ограни-
чена. 
Уменьшение числа конфликтных ситуа-
ций может быть достигнуто за счет исполь-
зования в каждом процессорном модуле соб-
ственной локальной памяти, в которой хра-
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нится программа данного процессора [2, 5, 
8]. Процессор взаимодействует со своей па-
мятью через локальную магистраль, а с об-
щей памятью через системную (общую) ма-
гистраль. Такие системы относятся к классу 
систем с неоднородным доступом к памяти 
(NUMA-системы).  
Для ускорения обмена данными между 
процессорами в системах может быть преду-
смотрен непосредственный доступ каждого 
процессора к определенной области адресно-
го пространства локальной памяти других 
процессоров, называемой коммуникаци-
онной памятью [8]. За счет организации ин-
терфейса, доступ к такой памяти возможен 
как со стороны локальной, так и со стороны 
системной магистрали.  
К недостаткам систем с коммуникаци-
онной памятью следует отнести то, что с 
увеличением числа процессорных модулей 
все больший объем адресного пространства 
локальной памяти каждого процессора выде-
ляется на коммуникационную память. Сок-
ращение объема индивидуальной локальной 
памяти в каждом процессорном модуле яв-
ляется одним из важных факторов, ограни-
чивающих число процессоров в системе.  
Для устранения указанного недостатка 
может быть использован оконный механизм 
доступа к локальной памяти каждого про-
цессора со стороны системной магистрали 
[2]. Устройство доступа, реализующее меха-
низм окна, подключается между системной и 
локальной магистралями. В адресном про-
странстве общей памяти для каждой локаль-
ной памяти выделяется адрес для регистра 
адреса и регистра данных устройства досту-
па. В регистр адреса записывается началь-
ный адрес локальной памяти, к которой 
осуществляется доступ со стороны систем-
ной магистрали. Передача данных (чтение 
или запись) осуществляется через регистр 
данных. При этом адрес в регистре адреса 
модифицируется (например, прибавляется 
или вычитается константа).  
Для сравнительной оценки систем с раз-
ной архитектурой на функциональном уров-
не будем учитывать коэффициент эффектив-
ности использования системной магистрали, 
который определяется по формуле  
M
NNK DS +=СМ ,                        (1) 
где SN – число обращений к системной ма-
гистрали для инициализации и синхрониза-
ции процедур обмена (непроизводительные 
затраты времени); DN  – число обращений к 
системной магистрали для передачи непос-
редственно данных;  M – число передавае-
мых слов.  
Коэффициент СМK  определяет среднее 
число обращений к системной магистрали 
для передачи одного слова между компо-
нентами системы. При равной скорости об-
работки параллельных ветвей алгоритмов 
система с меньшим значением СМK  будет за-
трачивать меньше времени на решение задач 
за счет более быстрого межпроцессорного 
обмена. 
Определение СМK  в общем случае являет-
ся нетривиальной задачей и требует разрабо-
тки программ (если известна система ко-
манд) или, по крайней мере, алгоритмов си-
нхронизации и пересылки данных на этапе 
проектирования системы.  
Системы с оконным доступом позволяют 
эффективно использовать адресное про-
странство при обмене данными между про-
цессорными модулями, но требуют непроиз-
водительных затрат времени на подготовку 
обмена. К ним относятся затраты времени на 
синхронизацию обмена, захвата и инициали-
зацию окна. Для синхронизации применяют 
флажки в локальной памяти процессоров, а 
для захвата окна (ограждения от других про-
цессоров на время пересылки данных) испо-
льзуют семафоры в общей памяти. 
Исследуя алгоритм обмена данными для 
систем с оконным доступом в соответствии с 




+= ,                    (2) 
где ОКN  – суммарное число обращений к ма-
гистрали для проверки и захвата семафоров 
каждым из процессоров. 
При большом числе процессоров и боль-
шой связности графа обмена данными ОКN  
может достигать больших значений и, следо-
вательно, существенно влиять на время ре-
шения задач. 
Ниже показана возможность сокращения 
непроизводительных затрат времени обмена 
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данными для систем с оконным доступом к 
памяти. 
Методы ускорения обмена  
данными 
Для повышения эффективности межпро-
цессорного обмена в децентрализованных 
системах можно применить механизм мно-
жественного оконного доступа к локальной 
памяти. 
Для описания систем будем использовать 
MSBC-модель [9], которая учитывает рас-
пределение памяти и особенности доступа к 
адресному пространству процессоров.  
Организация системы на функциональном 
уровне показана на рис. 1. В адресном про-
странстве общей памяти GM каждому про-
цессору Pi выделено по два адреса для обра-
щения к каждой локальной памяти:  
WAij – адрес регистра начального адреса ма-
ссива, WDij – адрес регистра данных (j – но-
мер локальной памяти LMj, к которой осу-
ществляется обращение). 
К локальной памяти LMi подключено од-
но окно с множественным доступом, на ко-
торое выделяется W=2(n-1) адресов в общей 
памяти системы. Число окон с множествен-
ным доступом в системе равно числу n про-
цессоров. Укрупненная структурная схема 
окна с множественным доступом показана на 
рис. 2.  
Регистры начальных адресов образуют 
блок памяти начальных адресов (ПНА), вы-
полненный в виде СОЗУ.  
Перед началом обмена с процессором Pj 
процессор Pi записывает по адресу WAji на-
чальный адрес локальной памяти LMj, с ко-
торого начинается пересылка массива. Об-
мен выполняется посредством стандартных 
циклов обращения процессора Pi к WDij.  
Данные при этом пересылаются через 
блок данных БД. При каждом обращении со-
ответствующий адрес в ПНА увеличиваться 
или уменьшается, что автоматически делает 
доступным очередной адрес LMj. Аналогич-
ным образом с LMj могут одновременно и 
без предварительного захвата окна работать 
и любые другие процессоры, так как возни-
кающие конфликты обращения к системной 
магистрали разрешаются стандартными ап-

















































Рис. 1. Граф управляющих потоков (а) и 
карта распределения памяти (б) системы 
с множественным оконным доступом 
Доступ к локальной памяти процессоров 
не требует предварительного захвата окон. 
Синхронизацию можно осуществить с по-
мощью флажков, находящихся в локальной 
памяти процессоров. Процессор, который 
подготовил в своей локальной памяти мас-
сив данных для пересылки настраивает окно 
процессора, который должен принять дан-
ные, захватывая магистраль на один цикл. В 
следующем цикле он производит установку 
флажка. Проверка флажка осуществляется 
процессором в своей локальной памяти, то 
есть системная магистраль для этого не ис-
пользуется.  











Рис. 2.  Устройство множественного  
доступа: УДЛМ – устройство доступа к 
локальной магистрали; ИСМ – интерфейс 
системной магистрали; БД – буфер  
данных; ПНА – память начальных  
адресов; СМА – схема модификации  
адресов; МА – мультиплексор адреса. 
Если флажок установлен, процессор на-
страивает необходимое окно (за один цикл), 
а затем пересылает массив данных в свою 
локальную память. Для пересылки одного 
слова системная магистраль захватывается 
один раз. Завершив пересылку массива, про-
цессор устанавливает флажок в памяти дру-
гого процессора. Если флажок записывается 
по адресу, который автоматически установи-
лся в окне, то для этого нет необходимости 
лишний раз выполнять инициализацию окна. 
При такой организации обмена NS=4. Дейст-
вительно, магистраль два раза используется 
для настройки окна и два раза для установки 
флажков. Для пересылки данных к магистра-
ли необходимо обратиться ND=M раз. 
С учетом (1) коэффициент эффективности 
использования магистрали можно записать 
как 
M
K 41)1(СМ += .                    (3) 
Сравнивая выражения (2) и (3), видно, что 
предложенный метод повышает скорость 
межпроцессорного обмена по сравнению с 
простым оконным доступом, поскольку от-
падает необходимость захвата окон. С уве-
личением длины передаваемого массива сре-
днее число обращений к системной магист-
рали для пересылки одного слова стремится 
к минимальному значению – одному обра-
щению. Однако при пересылке небольших 
массивов информации непроизводительные 
расходы в большей степени сказываются на 
скорость обмена. 
Уменьшить непроизводительные расходы 
можно с помощью следующего метода синх-
ронизации обмена по шине управления. Ор-











- управление прерываниями 
Рис.3. Система с синхронизацией обмена 
по шине управления 
Для установки флажков синхронизации 
системная магистраль в данном случае не 
используется. Процессор Pi для установки 
флажка синхронизации в локальной памяти 
процессора Pj формирует сигнал требования 
прерывания для этого процессора. Подпро-
грамма обработки соответствующего преры-
вания в процессоре Pj устанавливает (сбра-
сывает) флажок в своей локальной памяти. 
Состояние флажка проверяется в нужный 
момент времени основной программой об-
мена данными. Аналогично процессор Pj из-
меняет состояние флажка в локальной памя-
ти процессора Pi. 
Для формирования сигнала требования 
прерывания выделяются адреса в локальной 
памяти процессоров. Запись слова по данно-
му адресу через соответствующий интерфейс 
запускает контроллер прерывания, который 
реализует процедуру инициализации преры-
вания. 
Таким образом, для пересылки массива 
только один раз используется системная ма-
гистраль для инициализации окна, после че-
го непосредственно пересылается массив 
данных. Следовательно, для данного метода 
получим 
M
K 11)2(СМ += .                    (4) 
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Очевидно, что количество обращений к 
системной магистрали в данном случае ме-
ньше, чем для предыдущего метода.   
Сравнение эффективности  
методов 
При сравнении выражений (2), (3) и (4), 
очевидно, что предложенные методы выиг-
рывают в эффективности обмена по сравне-
нию с известным, поскольку при большой 
связности графа межпроцессорного обмена 
ОКN  в выражении (2) может достигать 
больших значений.  
Сравнивая предложенные методы (см. 
табл. 1), можно сделать вывод, что синхро-
низация по шине управления более эффекти-
вна при передаче между процессорами небо-
льших массивов данных (примерно до 32 
слов). Действительно, для передачи массива 
из 8 слов системная магистраль используется 
меньше приблизительно на 30%, а для 16 
слов – на 18%.  
С увеличением длины передаваемых мас-
сивов различия между методами относите-
льно использования системной магистрали 
становятся незначительными. В этом случае 
следует отдать предпочтение первому из 
предложенных методов, поскольку его реа-
лизация требует меньших аппаратурных за-
трат. 
Табл. 1. Сравнение методов 
M  4 8 16 32 
)2(/)1( СМСМ KK  1,6 1,33 1,18 1,1 
 
Выводы 
Предложенные методы обмена данными, 
как показано выше, обеспечивают уменьше-
ние числа обращений к системной магистра-
ли. Это создает предпосылки для ускорения 
вычислений и, как следствие, расширения 
области применения мультипроцессорных 
систем, повышения качества управления и 
моделирования в режиме реального времени.  
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