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Abstract. We propose a class of numerical integration methods for stochastic Poisson systems
(SPSs) of arbitrary dimensions. Based on the Darboux-Lie theorem, we transform the SPSs
to their canonical form, the generalized stochastic Hamiltonian systems (SHSs), via canonical
coordinate transformations found by solving certain PDEs defined by the Poisson brackets of
the SPSs. An α-generating function approach with α∈ [0,1] is then used to create symplectic
discretizations of the SHSs, which are then transformed back by the inverse coordinate transfor-
mation to numerical integrators for the SPSs. These integrators are proved to preserve both the
Poisson structure and the Casimir functions of the SPSs. Applications to a three-dimensional
stochastic rigid body system and a three-dimensional stochastic Lotka-Volterra system show
efficiency of the proposed methods.
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1 Introduction
Poisson systems form a class of important mechanical systems whose long history dates back
to the 19th century ( [9, 15, 25]). As a generalizatioin of the Hamiltonian systems which are de-
fined on even-dimensional symplectic manifolds, the poisson systems possess similar but extended
structural properties, and can be defined on Poisson manifolds of arbitrary dimensions. They have
a large scope of applications, such as in astronomy, robotics, fluid mechanics, electrodynamics,
quantum mechanics, nonlinear waves, and so on ( [39]). Unlike Hamiltonian systems where plenty
literatures are available on their numerical approximations, there have not been as many studies
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2on numerical simulations for the Poisson systems. One of the main challenges for numerical ap-
proximations of the Poisson systems is that such approximations depend on the concrete structure
matrix, which makes it difficult to establish general methodologies ( [11, 15]).
Symplectic methods for Hamiltonian systems have been developed during the last decades
( [11, 15, 32]). They find applications in many fields where Hamiltonian systems appear, and are
proved to be much superior than non-symplectic methods in long time simulation, due to their
ability of preserving the symplectic structure of the original systems (see e.g. [4,5,17]). Structure-
preserving algorithms of a broader sense are then aroused which seek for preservation of more
structural conservation law in numerical discretization, such as energy, momentum, etc. (see
e.g. [8, 14, 18]). The Poisson structure is an extension of the symplectic structure to arbitrary-
dimension and variable structure matrices, and is reduced to the symplectic structure when the
structure matrices degenerate to the even-dimensional symplectic matrix J. It is an intrinsic struc-
ture of the Poisson systems. However, it has been observed that, symplectic methods in general
do not preserve the Poisson structure ( [11, 15, 34]). Therefore, there is a need to develop Poisson
integrators which can inherit the Poisson structure of the Poisson systems. Such attempts have
been made for deterministic cases in e.g. [7, 13, 19, 22, 27, 33, 36, 39] etc.
In recent years, there arise some numerical studies on certain special stochastic Poisson sys-
tems (SPSs). [6] proposed a class of energy-preserving numerical methods for stochastic Poisson
systems where the deterministic and stochastic Hamiltonians vary by a constant. These methods
are proved to preserve quadratic Casimir functions as well. [23] constructed a class of explicit
parametric stochastic Runge-Kutta methods with truncated random variables for such stochas-
tic Poisson systems, and showed that these methods are energy-preserving for suitable parame-
ters, and can be of any prescribed convergence orders. For stochastic Poisson systems of even
dimensions and invertible structure matrices, [16] investigates structure-preserving Runge-Kutta
and partitioned Runge-Kutta type methods. Up to now, we have not seen numerical analysis on
structure-preserving algorithms for general stochastic Poisson systems with arbitrary dimensions,
different Hamiltonians and multiple noises.
In this paper, we propose a class of numerical methods for general stochastic Poisson systems.
By appropriate coordinate transformations, we rewrite the SPSs into their canonical forms, which
are generalized stochastic Hamiltonian systems (SHSs). Then we apply a stochastic α-generating
function approach to construct symplectic schemes for the resulted SHSs, and transform the sym-
plectic schemes back to numerical schemes for the SPSs afterwards. The so-proposed methods
are shown to preserve the Poisson structure and the Casimir functions of the SPSs. Suitable coor-
dinate transformations are found by solving certain partial differential equations. As applications,
we apply the proposed methods to a three-dimensional stochastic rigid body system and a three-
dimensional stochastic Lotka-Volterra system.
Contents of the paper are organized as follows. In Section 2 we introduce the concept of
stochastic Poisson systems, and prove that they possess the Poisson structure, and the Casimir
functions are invariant quantities of the SPSs. In Section 3 we use the α-generating function
approach and the Darboux-Lie theorem to construct numerical methods for the SPSs, and apply
them to the stochastic rigid body system and the stochastic Lotka-Volterra system. Numerical
experiments are illustrated in section 4, followed by a few concluding remarks in Section 5.
32 The stochastic Poisson systems (SPSs)
Consider the following d-dimensional stochastic Poisson system
dy=B(y)
(
∇K0(y)dt+
m
∑
r=1
∇Kr(y)◦dWr(t)
)
,
y(t0)=y0, (2.1)
where t∈ [t0,T], y∈Rd, W(t)= (W1(t),··· ,Wm(t)) is an m-dimensional standard Wiener pro-
cess defined on a complete filtered probability space (Ω,F ,P ,{Ft}t≥0), and the symbol “◦”
represents the Stratonovich product. y0 satisfies
(a) E|y0|2<∞, with|·| being the Euclidean norm, and
(b) y0 isF0−measurable. (2.2)
B :Rd 7→Rd×d and Ki :Rd 7→R (i= 0,··· ,m) are sufficiently smooth functions, and we assume
the coefficients
a(y) :=B(y)∇K0(y), br(y) :=B(y)∇Kr(y) (r=1,.. .,m)
satisfy the conditions guaranteeing existence and uniqueness of the solution of the stochastic dif-
ferential equations system (2.1) (see e.g. [31]), namely,
|a(x)−a(y)|+
m
∑
r=1
|br(x)−br(y)|≤D1|x−y|, x, y∈Rd, for some D1>0; (2.3)
|a(y)|+
m
∑
r=1
|br(y)|≤D2(1+|y|), y∈Rd, for someD2>0. (2.4)
It is also known that (see e.g. [31]), under the conditions (2.2)-(2.4), the solution y(t,y0,ω) of
(2.1) will not blow up in finite time interval [t0,T], namely E[
∫ T
t0
|y(t)|2dt]<∞.
Further, B(y)=
(
bij(y)
)∈Rd×d is skew-symmetric, that is,
bij(y)=−bji(y), (2.5)
and satisfies the condition
d
∑
s=1
(
∂bij(y)
∂ys
bsk(y)+
∂bjk(y)
∂ys
bsi(y)+
∂bki(y)
∂ys
bsj(y)
)
=0, (2.6)
for all i, j,k. In addition, we assume that B(y) is of constant rank d−l = 2n with l ≥ 0. The
SPS (2.1) will degenerate to the stochastic Hamiltonian system (SHS) ( [28, 29]) when the matrix
B(y)= J−1=
[
O −In
In O
]
with d=2n.
42.1 The Poisson structure and Casimir functions of the SPSs
As was given in [15] for deterministic cases, the structure matrix B(y) characterized by the prop-
erties (2.5 )and (2.6) defines the Poisson bracket {F,G} of two smooth functions F(y) and G(y)
as
{F,G}(y) :=
n
∑
i,j=1
∂F(y)
∂yi
bij(y)
∂G(y)
∂yj
, (2.7)
or in vector notation
{F,G}(y)=∇F(y)TB(y)∇G(y). (2.8)
The Poisson bracket{·,·} is bilinear, skew-symmetric, and satisfies the Jacobi identity
{{F,G},H}+{{G,H},F}+{{H,F},G}=0,
and the Leibniz rule
{F ·G,H}=F ·{G,H}+G ·{H,F}.
A map ϕ :U→Rd (where U is an open set inRd) is called a Poisson map if it commutes with the
Poisson bracket, namely,
{F◦ϕ,G◦ϕ}(y)={F,G}(ϕ(y)), (2.9)
for all smooth functions F,G defined on ϕ(U). An identical expression of (2.9) that we use in the
following discussion is [
∂ϕ(y)
∂y
]
B(y)
[
∂ϕ(y)
∂y
]>
=B(ϕ(y)). (2.10)
The equivalence of (2.9) and (2.10) can be proved easily by using the vector formulation of the
Poisson bracket (2.8) and the differential chain rule.
Lemma 2.1. ( [9,15,25]) Suppose that the matrix B(y) defines a Poisson bracket and is of constant
rank d−l=2n in a neighborhood of y0∈Rd. Then there exist functions P1(y),. . .,Pn(y),Q1(y),. . .,Qn(y),
and C1(y),. . .,Cl(y) satisfying
{Pi,Pj}=0, {Pi,Qj}=−δij, {Pi,Cs}=0,
{Qi,Pj}=δij, {Qi,Qj}=0, {Qi,Cs}=0,
{Ck,Pj}=0, {Ck,Qj}=0, {Ck,Cs}=0
(2.11)
for i=1,.. .,n, j=1,.. .,n,k=1,.. .,l,s=1,.. .,l, on a neighborhood of y0. The gradients of Pi,Qj,Ck
(i,= 1,.. .,n, j= 1,.. .,n, k= 1,.. .,l) are linearly independent, so that the Rd→Rd mapping y→
(P1(y),. . .,Pn(y),Q1(y),. . .,Qn(y),C1(y),. . .,Cl(y)) constitutes a local change of coordinates to
canonical form.
Lemma 2.1 is also called the Darboux-Lie theorem. Next we use this theorem to prove the
Poisson structure of the stochastic Poisson systems.
Theorem 2.1. Under the conditions (2.2)-(2.6), for each t, almost surely, the solution flow ϕt of
the stochastic Poisson system (2.1) is a Poisson map wherever it is defined.
5Proof. Under the conditions (2.2)-(2.4), almost surely, there exists an unique solution y=
y(y0,t,ω) of (2.1), where ω∈Ω0⊂Ω with P(Ω0)=1.Due to (2.5) and (2.6), B(y) of (2.1) can
define a Poisson bracket, and is of constant rank d−l=2n by assumption. Then, according to the
Darboux-Lie theorem, there exist functions P1(y),. . .,Pn(y),Q1(y),. . .,Qn(y), andC1(y),. . .,Cl(y)
satisfying (2.11) such that the gradients of Pi,Qj,Ck (i,=1,.. .,n, j=1,.. .,n, k=1,.. .,l) are linearly
independent, and the mapping
y→ y¯=: (P1(y),. . .,Pn(y),Q1(y),. . .,Qn(y),C1(y),. . .,Cl(y)) := θ(y)
constitutes a change of coordinates. The invertible Jacobian matrix of the coordinates transforma-
tion is
∂y¯
∂y
=
(∇P1(y),··· ,∇Pn(y),∇Q1(y),···∇Qn(y),∇C1(y),··· ,∇Cl(y))>=:A(y).
Then according to the vector representation of the Poisson bracket (2.8), as well as (2.11), we have
∂y¯
∂y
B(y)
∂y¯
∂y
>
=A(y)B(y)A(y)>
=

{P1,P1} ··· {P1,Pn} {P1,Q1} ··· {P1,Qn} {P1,C1} ··· {P1,Cl}
... ··· ... ... ··· ... ... ··· ...
{Pn,P1} ··· {Pn,Pn} {Pn,Q1} ··· {Pn,Qn} {Pn,C1} ··· {Pn,Cl}
{Q1,P1} ··· {Q1,Pn} {Q1,Q1} ··· {Q1,Qn} {Q1,C1} ··· {Q1,Cl}
... ··· ... ... ··· ... ... ··· ...
{Qn,P1} ··· {Qn,Pn} {Qn,Q1} ··· {Qn,Qn} {Qn,C1} ··· {Qn,Cl}
{C1,P1} ··· {C1,Pn} {C1,Q1} ··· {C1,Qn} {C1,C1} ··· {C1,Cl}
... ··· ... ... ··· ... ... ··· ...
{Cl ,P1} ··· {Cl ,Pn} {Cl ,Q1} ··· {Cl ,Qn} {Cl ,C1} ··· {Cl ,Cl}

=
0 −I 0I 0 0
0 0 0
=(J−1 0
0 0
)
. (2.12)
Then, for each ω∈Ω0, it holds for y=y(y0,t,ω) that
dy¯=
∂y¯
∂y
dy=
∂y¯
∂y
(
B(y)
(
∇K0(y)dt+
m
∑
r=1
∇Kr(y)◦dWr(t)
))
=
∂y¯
∂y
(
B(y)
(
∂y¯
∂y
>
∇H0(y¯)dt+ ∂y¯
∂y
> m
∑
r=1
∇Hr(y¯)◦dWr(t)
))
=
(
J−1 0
0 0
)(
∇H0(y¯)dt+
m
∑
r=1
∇Hr(y¯)◦dWr(t)
)
, (2.13)
6where Hi(y¯)=Ki(y) for i=0,1··· ,m. Note that the Stratonovich chain rule is necessary for the
validity of (2.13). The number of the zero rows in the structure matrix
(
J−1 0
0 0
)
is l, depending
on the rank 2n of the matrix B(y), since 2n+l=d by assumption. Denote y¯=(Z(y)>,C(y)>)>,
where
Z(y)=(P(y)>,Q(y)>)>, P(y)=(P1(y),··· ,Pn(y))>,
Q(y)=(Q1(y),··· ,Qn(y))>, C(y)=(C1(y),··· ,Cl(y))>,
then (2.13) is equivalent to
dZ = J−1
(
∇ZH0(Z,C)dt+
m
∑
r=1
∇ZHr(Z,C)◦dWr(t)
)
, (2.14)
dC = 0, (2.15)
where the first equation is a 2n-dimensional stochastic Hamiltonian system with constant param-
eters C. Due to the symplecticity of the SHSs ( [28, 29, 35]), and with the help of the formulation
(2.14), we can derive that, for each t, almost surely, the flow ψt(y¯0) of the system (2.13) satisfies
∂ψt(y¯0)
∂y¯0
(
J−1 0
0 0
)
∂ψt(y¯0)
∂y¯0
>
=
(
J−1 0
0 0
)
, (2.16)
where y¯0= θ(y0). Moreover, since it holds
ψt(y¯0)= θ(ϕt(y0)),
taking partial derivative with respect to y0 on both sides of the above equation, we have
∂ψt(y¯0)
∂y¯0
= θ′(ϕt(y0))
∂ϕt(y0)
∂y0
A(y0)−1. (2.17)
Substituting (2.17) into (2.16), we get
θ′(ϕt(y0))
∂ϕt(y0)
∂y0
B(y0)
∂ϕt(y0)
∂y0
>
θ′(ϕt(y0))>=
(
J−1 0
0 0
)
, (2.18)
due to (2.12). Note that θ′(ϕt(y0))= A(ϕt(y0)), then with replacing y in (2.12) by ϕt(y0), we
obtain the equivalent form of (2.18)
∂ϕt(y0)
∂y0
B(y0)
∂ϕt(y0)
∂y0
>
=B(ϕt(y0)), (2.19)
almost surely, for any t and any y0, as long as the solution remains in the definition domain of B
and Ki (i=0,.. .,m). This ends the proof. 
7Remark 2.1. We note that, the existence of ∂ϕt(y0)∂y0 can be assured by continuous differentiabil-
ity of B(·) and twice continuous differentiability of Ki(·) (i= 0,.. .,m). Denote z= ∂ϕt(y0)∂y0 =
(z1,. . .,zd), where zj=
∂ϕt(y0)
∂yj0
(j=1,.. .,d) is the j−th column of z. The SDE for zj obtained by
formally taking partial derivative with respect to yj0 on both sides of (2.1) is
dzj=M0(t,y0)zjdt+
m
∑
r=1
Mr(t,y0)zj◦dWr(t), zj(t0)= ej, (2.20)
where ej is the j-th column of the d-dimensional identity matrix, Mi(t,y0)∈Rd×d (i= 0,.. .,m)
and
Mi(t,y0)=B′(ϕt(y0))(∇Ki(ϕt(y0)))+B(ϕt(y0))∇2Ki(ϕt(y0)). (2.21)
From (2.21) we see that, for any given y0, if B(·) is continuously differentiable and Ki(·) (i=
0,.. .,m) are twice continuously differentiable, Mi(t,y0) are Rd×d-valued continuous functions of
t, which are then bounded in norm on [t0,T]. Thus the linear SDE (2.20) has a unique solution zj
almost surely (j=1,.. .,d).
We call (2.13) the canonical form of the SPS (2.1), which is a generalized stochastic Hamilto-
nian system, and the transformation θ the canonical transformation.
Similar to the deterministic case (see e.g. [15]), we call a function C(y) a Casimir function of
the system (2.1) if
∇C(y)>B(y)=0 for all y, almost surely. (2.22)
Thus, by (2.1) and the Stratonovich chain rule, we have
dC(y)=∇C(y)>B(y)
(
∇K0(y)dt+
m
∑
r=1
∇Kr(y)◦dWr(t)
)
=0.
Therefore, each Casimir function C(y) is a first integral of its corresponding SPS. The existence
and concrete forms of the Casimir functions depend merely on the structure matrix B(y) of the
SPS, whatever the Hamiltonians Ki(y) (i=0,··· ,m) are.
2.2 SPSs in applications
Here we present two concrete models of stochastic Poisson systems in applications.
2.2.1 The stochastic rigid body system (SRB) ( [6, 24])
Consider the system
dy=B1(y)∇K1(y)(dt+c1◦dW(t)), (2.23)
8where y=(y1,y2,y3)>, K1(y) := 12
(
y21
I1
+
y22
I2
+
y23
I3
)
, I1, I2, I3 and c1 are constants and
B1(y)=
 0 −y3 y2y3 0 −y1
−y2 y1 0
.
Since the matrix B1(y) satisfies the conditions (2.5) and (2.6), B1(·) is continuously differen-
tiable, K1(·)is twice continuously differentiable, (2.23) possesses the Poisson structure (2.19).
The Casimir function of (2.23) is a quadratic function
C1(y) :=
1
2
(
y21+y
2
2+y
2
3
)
,
since ∇C1(y)>B1(y) = 0. Given the initial value (y01,y02,y03)>, the Casimir function C1(y) is
always equal to the constant C1= 12
(
(y01)
2+(y02)
2+(y03)
2).
The stochastic rigid body system has many physical applications. For instance, it can be used
to describe the roll motion of the ship under impact of severe weather conditions ( [2])
2.2.2 The stochastic Lotka-Volterra system (SLV) ( [6])
Consider the system
dy=B2(y)∇K2(y)(dt+c2◦dW(t)), (2.24)
where y=(y1,y2,y3)>, K2(y)= aby1+y2−ay3+νlny2−µlny3 is a continuous function,
B2(y)=
 0 ry1y2 bry1y3−ry1y2 0 y2y3
−bry1y3 −y2y3 0
,
and a, b, c2, r, ν, µ are constants. Note that the system (2.24) can be regarded as belonging to a
generalization of the stochastic Lotka-Volterra systems (9) in [26], but of Stratonovich sense.
We can check the condition (2.22) to know that C2(y) := 1r lny1−blny2+lny3 is the Casimir
function of the stochastic Lotka-Volterra system. Given the initial value (y01,y
0
2,y
0
3)
>, the Casimir
function C2(y) is always equal to the constant C2= 1r lny01−blny02+lny03. Moreover, it can be
verified that, with positive initial value y0, the solution to (2.24) remains positive almost surely.
The stochastic Lotka–Volterra system characterizes the population systems under stochastic
influences which are inevitable and unignorable. For instance, [26] reveals that the environmental
noises can suppress the potential population explosion.
3 Numerical solution of the SPSs
3.1 The transformation to canonical form
By the Darboux-Lie theorem, a SPS can be transformed to a generalized SHS. Our strategy is
to first construct symplectic schemes for the generalized SHS, and then transform them back to
obtain Poisson schemes for the SPS. The following are the details of this procedure:
9• Given the d-dimension SPS (2.1), find the Casimir functions C1(y)≡C1,. . ., Cl(y)≡Cl by
solving∇C(y)>B(y)=0, where l=d−2n, and 2n is the rank of the anti-symmetric matrix
B(y). Denote C(y)=(C1(y),··· ,Cl(y))>.
• Use the coordinate transformation y¯=θ(y) as described in the proof of Theorem 2.1, which
has an invertible Jacobian matrix A(y)=θ′(y)= ∂y¯∂y , to transform the structure matrix B(y)
to A(y)B(y)A(y)T.
• Let A(y)B(y)A(y)T=B0 with B0 being the constant structure matrix of a generalized SHS,
e.g., B0=
[
J−12n×2n 02n×(d−2n)
0(d−2n)×2n 0(d−2n)×(d−2n)
]
, to solve for the coordinate transformation
y¯= θ(y)=(P1(y),··· ,Pn(y),Q1(y),··· ,Qn(y),C1(y),··· ,Cl(y))>, (3.1)
and its inverse y= θ−1(y¯). Note that the last l coordinates in (3.1) are just the l Casimir
functions (by concrete calculations, or referring to the proof of the Darboux-Lie Theorem
in e.g. [15]). Then we obtain the generalized SHS
dy¯=B0
(
∇H0(y¯)dt+
m
∑
r=1
∇Hr(y¯)◦dWr(t)
)
, (3.2)
where Hi(y¯) = Ki(y) (i= 0,1,··· ,m). As discussed for (2.14)-(2.15), if we denote y¯=
(Z(y)>,C(y)>)>, where
Z(y)=(P(y)>,Q(y)>)>, P(y)=(P1(y),··· ,Pn(y))>,
Q(y)=(Q1(y),··· ,Qn(y))>, C(y)=(C1(y),··· ,Cl(y))>,
then (3.2) is equivalent to
dZ = J−1
(
∇ZH0(Z,C)dt+
m
∑
r=1
∇ZHr(Z,C)◦dWr(t)
)
, (3.3)
dC = 0, (3.4)
where (3.3) is a stochastic Hamiltonian system (SHS) with constant parameter vector C.
• Given initial value y0 of the SPS (2.1), we can get Z0 = (P(y0)>,Q(y0)>)>. Apply a
symplectic scheme Zj+1=ψh(Zj,C) to the SHS (3.3) with constant parameters C, where
Zj+1= (Pj+11 ,. . .,P
j+1
n ,Q
j+1
1 ,. . .,Q
j+1
n )
> (j= 0,1,2,···) denotes the (j+1)-th step numer-
ical value that approximates Z(t0+(j+1)h) of the solution of (3.3). Then use the in-
verse transformation y=θ−1(y¯) to transform y¯j+1=((Zj+1)>,C>)> back to yj+1, namely,
yj+1 = θ−1(y¯j+1), to obtain the numerical value yj+1 (j = 0,1,2,···) that approximates
y(t0+(j+1)h) of the solution of (2.1), which we denote by yj+1= ϕh(yj) = θ−1(y¯j+1),
where y=(y1,. . .,yd)>.
10
Theorem 3.1. The above obtained numerical schemes yj+1= ϕh(yj) are stochastic Poisson inte-
grators for the stochastic Poisson system (2.1), namely, they preserve both the Poisson structure
and the Casimir functions of the SPS (2.1) almost surely.
Proof. Since y¯= θ(y)=(P(y)>,Q(y)>,C(y)>)>, then
ψh(Pj,Qj,C)= θ(ϕh(yj))=(P(ϕh(yj))>,Q(ϕh(yj))>,C(ϕh(yj))>)>, (3.5)
(Pj,Qj,C)= θ(yj)=(P(yj)>,Q(yj)>,C(yj)>)>. (3.6)
Thus we have C(ϕh(yj))=C(yj)≡C (j=0,1,··· .), since the ‘C’ part in the scheme ψh is invariant.
Therefore, the scheme ϕh(y) preserves the Casimir functions. Next we show it also preserves the
Poisson structure, i.e.,
∂ϕh(yj)
∂yj
B(yj)
∂ϕh(yj)
∂yj
>
=B(ϕh(yj)), j=0,1,··· . (3.7)
Denote θ(yj)=: y¯j, and LHS := ∂ϕh(y
j)
∂yj B(y
j) ∂ϕh(y
j)
∂yj
>
. Then we have
LHS=
∂ϕh(yj)
∂ψh(y¯j)
∂ψh(y¯j)
∂y¯j
∂y¯j
∂yj
B(yj)
∂y¯j
∂yj
>
∂ψh(y¯j)
∂y¯j
>
∂ϕh(yj)
∂ψh(y¯j)
>
.
Due to A(y)B(y)A(y)>=B0, it holds
LHS=
∂ϕh(yj)
∂ψh(y¯j)
∂ψh(y¯j)
∂y¯j
[
J−1 0
0 0
]
∂ψh(y¯j)
∂y¯j
>
∂ϕh(yj)
∂ψh(y¯j)
>
.
Since ψh(y¯j) is a symplectic scheme, we have
∂ψh(y¯j)
∂y¯j
[
J−1 0
0 0
]
∂ψh(y¯j)
∂y¯j
>
=
[
J−1 0
0 0
]
,
wherefore,
LHS=
∂ϕh(yj)
∂ψh(y¯j)
[
J−1 0
0 0
]
∂ϕh(yj)
∂ψh(y¯j)
>
.
We know that ψh(y¯j)= θ(ϕh(yj)), thus
∂ϕh(yj)
∂ψh(y¯j)
=[A(ϕh(yj))]−1. Again due to
A(ϕh(yj))B(ϕh(yj))A(ϕh(yj))>=B0,
we have
LHS=B(ϕh(yj)), j=0,1,··· .
Note that all the derivations above are under ‘almost surely’ sense. 
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3.2 The α-generating function approach for symplectic integration
The generalized Hamiltonian system (3.2) can also be written as (2.14)-(2.15), where we only
need to solve (2.14). Given initial values (p,q), (2.14) can be written as the following standard
SHS
dP=−∂H0(P,Q)
∂Q
dt−
m
∑
r=1
∂Hr(P,Q)
∂Q
◦dWr(t), P(t0)= p,
dQ=
∂H0(P,Q)
∂P
dt+
m
∑
r=1
∂Hr(P,Q)
∂P
◦dWr(t), Q(t0)=q,
(3.8)
where P,Q,p,q∈Rn. Assume that the Hamiltonian functions Hr (r= 0,.. .,m) belong to C∞. In
addition, we also suppose that, for any (P,Q)∈R2n, (P¯,Q¯)∈R2n, there exist L1>0 and L2>0
such that
m
∑
r=0
(∣∣∇pHr(P,Q)−∇pHr(P¯,Q¯)∣∣+∣∣∇qHr(P,Q)−∇qHr(P¯,Q¯)∣∣)
+
1
2
m
∑
r=1
∣∣σ′r(P,Q)σr(P,Q)−σ′r(P¯,Q¯)σr(P¯,Q¯)∣∣≤L1(|P− P¯|+|Q−Q¯|),
and
m
∑
r=0
(∣∣∇pHr(P,Q)∣∣+∣∣∇qHr(P,Q)∣∣)+ 12 m∑r=1|σ′r(P,Q)σr(P,Q)|≤L2(1+|P|+|Q|),
where σr(P,Q) =
(−∇qHr(P,Q)>,∇pHr(P,Q)>)>. The above two conditions guarantee the
local existence and uniqueness of the solution of the SHS (3.8).
The phase flow of (3.8) preserves the symplectic structure ( [28–30]), which, using the differ-
ential 2-form, can be characterized as
dP(t)∧dQ(t)=dp∧dq, ∀t≥ t0.
A symplectic numerical method {Pk,Qk}k with (P0,Q0)=(p,q) is a method that can preserve the
symplectic structure, namely,
dPk+1∧dQk+1=dPk∧dQk, ∀ k≥0. (3.9)
As was shown in [10, 12, 15, 37], a mapping (p>,q>)>→ (P>,Q>)> is symplectic if there exists
a locally smooth generating function S(q,Q,t), such that
P>dQ−p>dq=dS(q,Q) (3.10)
for every fixed t. In stochastic case, the generating function S(q,Q,t,ω) can be obtained by solving
the stochastic Hamilton-Jacobi partial differential equation [3, 10, 37, 38]
∂tS(q,Q,t,ω)=−H0
(
∂S
∂Q
,Q
)
dt−
m
∑
r=1
Hr
(
∂S
∂Q
,Q
)
◦dWr(t), (3.11)
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with initial conditions ∂S∂Qi (q,q,t0)+
∂S
∂qi
(q,q,t0) = 0 (i= 1,··· ,n). The notion S(q,Q,t,ω) rep-
resents a family of real valued stochastic processes with parameter (q,Q)∈R2n, which can be
regarded as a random field with parameters (q,Q,t) ( [10]). If S(q,Q,t,ω) is a C∞function of
(q,Q) for almost every ω for each t, it can be regarded as a C∞ value process ( [21]). It can be
proved that, under certain conditions( see [3, 10, 21]), a local solution S(q,Q,t,ω) of (3.11) can
almost surely generate the flow ϕt : (p>,q>)>→ (P(t)>,Q(t)>)> (t∈ [t0,τ]) of the SHS (3.8)
via the relation
P(t)=
∂S(q,Q(t),t)
∂Q
, p=−∂S(q,Q(t),t)
∂q
,
if the matrix
(
∂2S
∂qi∂Qj
)
is almost surely invertible in t∈ [t0,τ] where τ> t0 is a stopping time.
In addition to the aforementioned generating function S(q,Q,t), with different coordinates,
there can be other kinds of generating functions ( [10, 12, 15, 37]). We unify and extend them to
the α-generating functions with parameter α∈ [0,1] in the following.
Denote Pˆ=(1−α)p+αP, Qˆ=(1−α)Q+αq with α∈ [0,1]. We have the following theorem
regarding the α-generating function Sˆα(Pˆ,Qˆ,t).
Theorem 3.2. A mapping (p>,q>)>→ (P>,Q>)> is symplectic if there exist the generating
functions Sˆα(Pˆ,Qˆ,t) (α∈ [0,1]), such that the following equations hold for every fixed t,
a)p>dQˆ+Q>dPˆ=d
[
Pˆ>Qˆ
]
+αdSˆα, ifα∈ (0,1]; (3.12)
b)P>dQˆ+q>dPˆ=d
[
Pˆ>Qˆ
]
−(1−α)dSˆα, ifα∈ [0,1);or uniformly (3.13)
c)
[
1(0,1](α)p
>+1[0,1)(α)P>
]
dQˆ+
[
1(0,1](α)Q
>+1[0,1)(α)q>
]
dPˆ
=
[
1(0,1](α)+1[0,1)(α)
]
d
[
Pˆ>Qˆ
]
+
[
α1(0,1](α)−(1−α)1[0,1)(α)
]
dSˆα,
for α∈ [0,1]. (3.14)
Proof. 1A(α) denotes the indicator function of the set A. We first consider the case for
α∈ (0,1). Note that (3.10) is valid (see e.g. [10, 15, 37]).
Multiplying both sides of (3.10) by α(1−α), we obtain
αP>d[(1−α)Q]−(1−α)p>d[αq]=α(1−α)dS.
Adding the term αP>d[αq]−(1−α)p>d[(1−α)Q] to both sides of the equation above, we get
αP>dQˆ−(1−α)p>dQˆ=α(1−α)dS+αP>d[αq]−(1−α)p>d[(1−α)Q],
which leads to
dQˆ>(αP)=αP>dQˆ+Qˆ>d[αP]
=α(1−α)dS+αP>d[αq]−(1−α)p>d[(1−α)Q]+(1−α)p>dQˆ
13
+(1−α)Q>dPˆ−(1−α)Q>d[(1−α)p]+αq>d[αP]
=α(1−α)dS+(1−α)(p>dQˆ+Q>dPˆ)−(1−α)2d
[
Q>p
]
+α2d
[
P>q
]
.
Based on the fact that
αP>dQˆ+Qˆ>d[αP]+(1−α)2d
[
Q>p
]
−α2d
[
P>q
]
=(1−α)d
[
Pˆ>Q
]
,
we have
α(1−α)dS+(1−α)(p>dQˆ+Q>dPˆ)=(1−α)d
[
Pˆ>Q
]
. (3.15)
For α∈ (0,1), it can be derived that (3.15) is equivalent to both of the following equations
p>dQˆ+Q>dPˆ=d
[
Pˆ>Q
]
−αdS, (3.16)
P>dQˆ+q>dPˆ=d
[
Pˆ>q
]
+(1−α)dS, (3.17)
via eliminating 1−α or α from (3.15), respectively. (3.16) implies that there exists function
Sˆα= Pˆ>(Q−q)−S, (3.18)
such that (3.12) holds for α∈ (0,1), namely,
p>dQˆ+Q>dPˆ=d
[
Pˆ>Qˆ
]
+αdSˆα,
and (3.17) suggests to let
(1−α)Sˆα= Pˆ>(Qˆ−q)−(1−α)S, (3.19)
which then satisfies (3.13) for α∈ (0,1), i.e.,
P>dQˆ+q>dPˆ=d(Pˆ>Qˆ)−(1−α)dSˆα.
It is not difficult to see from the derivation that, for α∈(0,1), (3.12) and (3.13) are equivalent,
and (3.18) and (3.19) are equivalent as well. If α=1, we can check that Sˆ1(P,q,t) is just the first
kind of generating function S1(P,q,t) ( [10, 15, 37]), which satisfies (3.12) and (3.18). If α= 0,
Sˆ0(p,Q,t) corresponds to the second kind of generating function S2(p,Q,t) ( [1, 15]), which
satisfies (3.13) and (3.19). Thus (3.12) and (3.13) are proved, and (3.14) is a naturally unified
expression of (3.12) and (3.13) for all α∈ [0,1]. 
Remark 3.1. When α= 12 , the function Sˆ 12 (Pˆ,Qˆ,t) is the third kind of generating function
S3( P+p2 ,
Q+q
2 ,t) (see e.g. [15]).
Similar to S(q,Q,t,ω), the generating functions Sˆα(Pˆ,Qˆ,t,ω) with α∈ [0,1] can also be as-
sociated with the stochastic Hamilton-Jacobi partial differential equation. Following a similar
procedure of proving Theorem 2.1 in [10], we can prove the following theorem.
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Theorem 3.3. Let Sˆα(Pˆ,Qˆ,t,ω) (α∈[0,1]) be a locally smooth solution of the stochastic Hamilton-
Jacobi partial differential equation
∂tSˆα(Pˆ,Qˆ,t,ω)=
m
∑
r=0
Hr
(
Pˆ−(1−α)∂Sˆα
∂Qˆ
,Qˆ+α
∂Sˆα
∂Pˆ
)
◦dWr(t) (3.20)
with initial value Sˆα(Pˆ,Qˆ,t0)=0, dW0(t)=dt, such that almost sure Sˆα(Pˆ,Qˆ,t,ω),∂Sˆα(Pˆ,Qˆ,t,ω)/∂Pˆ
and ∂Sˆα(Pˆ,Qˆ,t,ω)/∂Qˆ are local Stratonovich semi-martingales, continuous on (Pˆ,Qˆ,t) and C∞
value processes. If in addition there exists a stopping time τ > t0 almost surely such that the
matrix
(
∂2Sˆα(Pˆ,Qˆ,t,ω)
∂Pˆi∂Qˆj
)
is almost surely invertible for t0 ≤ t < τ, then the mapping (p,q) 7→
(P(t,ω),Q(t,ω)) (t0≤ t<τ) defined by
P(t,ω)= p− ∂Sˆα(Pˆ,Qˆ,t,ω)
∂Qˆ
, Q(t,ω)=q+
∂Sˆα(Pˆ,Qˆ,t,ω)
∂Pˆ
(3.21)
is the flow of the SHS (3.8).
The integral form of the stochastic Hamilton-Jacobi PDE (3.20) under its initial condition is
Sˆα(Pˆ,Qˆ,t,ω)=
m
∑
r=0
∫ t
t0
Hr
(
Pˆ−(1−α)∂Sˆα
∂Qˆ
,Qˆ+α
∂Sˆα
∂Pˆ
)
◦dWr(s), (3.22)
where Pˆ,Qˆ are regarded as parameters. Following the idea for deterministic case in [12], since Hr
(r=0,.. .,m) are assumed to be C∞, we can perform a Stratonovich-Taylor expansion of (3.22) by
expanding the integrands Hr
(
Pˆ−(1−α) ∂Sˆα
∂Qˆ
,Qˆ+α ∂Sˆα
∂Pˆ
)
at (Pˆ,Qˆ), which will assume the follow-
ing formal series expansion of Sˆα:
Sˆα(Pˆ,Qˆ,t,ω)=∑
γ
Gαγ(Pˆ,Qˆ)Jγ, (3.23)
where
Jγ=
∫ t
0
∫ sl
0
···
∫ s2
0
◦dWj1(s1)◦dWj2(s2)◦···◦dWjl (sl) (3.24)
with multi-index γ=(j1, j2,··· , jl), ji ∈{0,1,··· ,m}, (i= 1,··· ,l), l≥ 1. To determine the coeffi-
cients Gαγ(Pˆ,Qˆ) in (3.23), one can substitute the ansatz (3.23) into (3.22) to compare like powers
of t. To this end, we first introduce the following notations:
• Denote by l(γ) and γ− the length of γ and the multi-index resulted from discarding the
last index of γ, respectively.
• Define γ∗γ′=(j1,··· , jl , j′1,··· , j′l′) where γ=(j1,··· , jl) and γ′=(j′1,··· , j′l′).
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• Let
Λγ1,γ2=

{(j1, j′1),(j′1, j1)}, if l= l′=1,
{Λ(j1),γ2−∗(j′l′),γ2∗(j1)}, if l=1,l′ 6=1,
{Λγ1−,(j′1)∗(jl),γ1∗(j′1)}, if l 6=1,l′=1,
{Λγ1−,γ2 ∗(jl),Λγ1,γ2−∗(j′l′)}, if l 6=1,l′ 6=1,
where the concatenation ′∗′ between a set of multi-indices Λ and γ is Λ∗γ={β∗γ|β∈Λ}.
• For k>2, Λγ1,···,γk={Λβ,γk |β∈Λγ1,···,γk−1}.
Now, we use the same technique in [10], to substitute the series expansion (3.23) into the
stochastic Hamilton-Jacobi partial differential equation (3.20) and take Taylor’s series expansions
of Hr at (Pˆ,Qˆ) (r=0,··· ,m), to obtain the following expression of Sˆα(Pˆ,Qˆ,t):
Sˆα(Pˆ,Qˆ,t)=
m
∑
r=0
∫ t
0
Hr(Pˆ,Qˆ)◦dWr(s)+
∞
∑
i=1
1
i!
d
∑
k1,···,ki=1
i
∑
j=0
∂iHr(Pˆ,Qˆ)
∂Pˆk1 ···∂Pˆk j∂Qˆk j+1 ···∂Qˆki
·1Cji (α−1)jαi−j ∑
γ1,···,γi
∂Gγ1
∂Qˆk1
··· ∂Gγj
∂Qˆk j
∂Gγj+1
∂Pˆk j+1
··· ∂Gγi
∂Pˆki
∫ t
0
i
∏
k=1
Jγk ◦dWr(s). (3.25)
Due to the relation ( [20])
i
∏
k=1
Jγk= ∑
β∈Λγ1,···,γn
Jβ,
and after equating coefficients on both sides of the equation (3.25), we obtain
Gαγ=
l(γ)−1
∑
i=1
1
i!
d
∑
k1,···,ki=1
i
∑
j=0
∂iHr(Pˆ,Qˆ)
∂Pˆk1 ···∂Pˆk j∂Qˆk j+1 ···∂Qˆki
Cji (α−1)jαi−j
· ∑
l(γ1)+···+l(γi)= l(γ)−1
γ−∈Λγ1,··· ,γi
∂Gγ1
∂Qˆk1
··· ∂Gγj
∂Qˆk j
∂Gγj+1
∂Pˆk j+1
··· ∂Gγi
∂Pˆki
(3.26)
for γ=(i1,··· ,il−1,r) with l>1, i1,··· ,il−1,r taking values from {0,1,··· ,m} without duplication.
If there are duplicates in γ, one can still use the formula after assigning different subscripts to the
duplicates. For l(γ)=1, i.e., γ=(r), Gαr =Hr(Pˆ,Qˆ). In sum, the generating function Sˆα can be
expressed as
Sˆα=H0 J0+
m
∑
r=1
Hr Jr+(2α−1)
n
∑
k=1
∂H0
∂Qˆk
∂H0
∂Pˆk
J(0,0)
+
m
∑
r=1
m
∑
s=1
n
∑
k=1
(
α
∂Hr
∂Qˆk
∂Hs
∂Pˆk
+(α−1)∂Hr
∂Pˆk
∂Hs
∂Qˆk
)
J(s,r)
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+
m
∑
r=1
n
∑
k=1
(
α
∂Hr
∂Qˆk
∂H0
∂Pˆk
+(α−1)∂Hr
∂Pˆk
∂H0
∂Qˆk
)
J(0,r)
+
m
∑
r=1
n
∑
k=1
(
(α−1)∂H0
∂Pˆk
∂Hr
∂Qˆk
+α
∂H0
∂Qˆk
∂Hr
∂Qˆk
)
J(r,0)+··· .
To construct a symplectic numerical scheme with desired mean-square order K via truncating
the generating functions, [1, 10] proposed the following procedure: First replace every multiple
Stratonovich integral in a generating function S by its equivalent combination of multiple Itoˆ
integrals. Then, truncate the series of S to include all terms containing Itoˆ integrals with multi-
index γ belonging to the set AK :={γ : l(γ)+n(γ)≤2K,or,l(γ)=n(γ)=K+0.5} with n(γ)
being the number of zero components in γ.
Regarding our α-generating function Sˆα, for example, if K=1 and m=1, the truncated gen-
erating function is
S¯α=H0 I(0)+H1 I(1)+(2α−1)
∂H1
∂Qˆ
∂H1
∂Pˆ
(
I(1,1)+
1
2
I(0)
)
,
which produces the following symplectic schemes according to the relation (3.21)[
Pn+1
Qn+1
]
=
[
Pn
Qn
]
+ J−1∇S¯((1−α)Pn+αPn+1,(1−α)Qn+1+αQn). (3.27)
In fact, (3.27) is the same as the θ-method introduced in [30], where its mean-square conver-
gence rate is given based on the fundamental theorem on mean-square convergence.
The α-generating function approach enriches the generating function theory of constructing
symplectic schemes for Hamiltonian systems. It allows continuously varying choice of α from
[0,1], and creates a large class of symplectic integrators. The α-generating function approach
itself is of theoretical and practical significance, though we only embed it in this paper into the
integration strategy for SPSs, to construct symplectic methods for the SHSs resulted from the
canonical transformation acted on the SPSs.
3.3 Applications to the SRB and SLV systems
We use our integration strategy for stochastic Poisson systems to solve numerically a stochastic
rigid body system and a stochastic Lotka-Volterra system. We first set up appropriate coordinate
transformation to transform the SPSs to their canonical forms, i.e., the generalized stochastic
Hamiltonian systems, and use the α-generating function method to create symplectic schemes for
the SHSs. Then we perform the inverse coordinate transformation on the symplectic schemes to
get the Poisson integrators for the original SPSs, which we call the ‘α-generating schemes’ for
brevity. Certain non-canonical coordinate transformation method will also be illustrated.
3.3.1 The three-dimensional stochastic rigid body system
Recall the stochastic rigid body system
dy=B1(y)∇K1(y)(dt+c1◦dW(t)), y(0)=(y01,y02,y03)>, (3.28)
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where K1= 12
(
y21
I1
+
y22
I2
+
y23
I3
)
, I1, I2, I3,c1 are constants, and
B1=
 0 −y3 y2y3 0 −y1
−y2 y1 0
.
It possesses the Casimir function
C1(y)=
1
2
(y21+y
2
2+y
2
3)≡
1
2
(
(y01)
2+(y02)
2+(y03)
2)=:C1.
First we look for a coordinate transformation y¯(y) = (y¯1(y),y¯2(y),y¯3(y))> with invertible
Jacobian matrix
A(y)=
(
Aij(y)
)
=
(
∂y¯i
∂yj
)
(i, j=1,2,3)
such that
A(y)B1(y)A(y)>=B0, (3.29)
where B0 can be 0 −1 01 0 0
0 0 0
,
0 0 −10 0 0
1 0 0
, or
0 0 00 0 −1
0 1 0
.
Now we take the first matrix above to be B0. Then (3.29) is equivalent to the following equations
with respect to the Poisson bracket defined by B1
{y¯1,y¯1}=0, {y¯1,y¯2}=−1, {y¯1,y¯3}=0,
{y¯2,y¯1}=1, {y¯2,y¯2}=0, {y¯2,y¯3}=0,
{y¯3,y¯1}=0, {y¯3,y¯2}=0, {y¯3,y¯3}=0.
(3.30)
Due to anti-symmetry of the Poisson bracket, the nine equations above can be reduced to the
following three equations
{y¯2,y¯1}=1, {y¯3,y¯1}=0, {y¯3,y¯2}=0. (3.31)
The last two equations above imply that we can choose y¯3=C1, according to the property of the
Casimir functions. The first equation can be expressed explicitly as
(A12A23−A13A22)y1+(A13A21−A11A23)y2+(A11A22−A12A21)y3=1. (3.32)
This is actually a partial differential equation with respect to y¯1(y1,y2,y3) and y¯2(y1,y2,y3), which
possesses possibly many variants of solutions. If we let, e.g., y¯1= y2, then the equation (3.32)
becomes
A23y1−A21y3=1, (3.33)
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and it can be verified that y¯2=arctan
(
y3
y1
)
solves the equation (3.33). Thus, we find the following
coordinate transformation
y¯1=y2, y¯2=arctan
(
y3
y1
)
, y¯3=C1, (3.34)
and its inverse
y1=
√
2C1− y¯21cos(y¯2), y2= y¯1, y3=
√
2C1− y¯21sin(y¯2). (3.35)
Simultaneously, we obtain the stochastic Hamiltonian system of y¯1 and y¯2
d
[
y¯1
y¯2
]
=
[
0 −1
1 0
]
∇H(y¯1,y¯2)(dt+c1◦dW(t)), (3.36)
where
H(y¯1,y¯2)=
1
2I1
(2C1− y¯21)cos2(y¯2)+
1
2I2
y¯21+
1
2I3
(2C1− y¯21)sin2(y¯2).
Next we apply the symplectic scheme (3.27), which is given by the α-generating function ap-
proach and of mean-square order 1, to the SHS (3.36). Substituting the derivatives of the Hamil-
tonian function
∂H
∂y¯1
=
(
1
I2
− cos
2(y¯2)
I1
− sin
2(y¯2)
I3
)
y¯1,
∂H
∂y¯2
=
(
1
2I3
− 1
2I1
)
(2L− y¯21)sin(2y¯2),
∂2H
∂y¯21
=
1
I2
− cos
2(y¯2)
I1
− sin
2(y¯2)
I3
,
∂2H
∂y¯22
=
(
1
I3
− 1
I1
)
(2L− y¯21)cos(2y¯2),
∂2H
∂y¯1∂y¯2
=
(
1
I1
− 1
I3
)
y¯1sin(2y¯2)
into (3.27), we obtain the following symplectic scheme
Pn+1=Pn−
(
1
2I3
− 1
2I1
)(
2C1− P¯2n
)
sin(2Q¯n)(h+c1∆Wn)
+c21Cα(2C1− P¯2n)P¯n
(
cos(2Q¯n)
(
1
I2
− cos
2(Q¯n)
I1
− sin
2(Q¯n)
I3
)
−sin2(2Q¯n)
(
1
2I3
− 1
2I1
))
∆W2n
Qn+1=Qn+
(
1
I2
− cos
2(Q¯n)
I1
− sin
2(Q¯n)
I3
)
P¯n(h+c1∆Wn)
+c21Cα
(
1
I2
− cos
2(Q¯n)
I1
− sin
2(Q¯n)
I3
)(
3
2
P¯2n−C1
)
sin(2Q¯n)∆W2n
(3.37)
where P¯n=(1−α)Pn+αPn+1, Q¯n=αQn+(1−α)Qn+1, Cα=
(
α− 12
)( 1
I1
− 1I3
)
with α∈ [0,1].
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These are symplectic schemes which are implicit. To fix the problems caused by the unbound-
edness of ∆Wn=
√
hξn, we follow the method given in [28] to truncate the N (0,1)-distributed
random variable ξn to another bounded random variable ζn. In detail,
ζn=

ξn, if |ξn|≤Ah,
Ah, if ξn>Ah,
−Ah, if ξn<−Ah,
where Ah=
√
2k|lnh|, k≥1. It is also indicated in [28] that, the truncation error can be merged
into the error of the numerical scheme by choosing sufficiently large parameter k, which should
be at least 2K if the numerical scheme containing such a truncation is expected to possess root-
mean-square convergence order K. In our numerical tests in Section 4 we take k=4.
By the inverse coordinate transformation (3.35), we get the following α-generating schemes
for the original stochastic rigid body system (3.28)
Y1n=
√
2C1−P2n cos(Qn), Y2n=Pn, Y3n=
√
2C1−P2n sin(Qn). (3.38)
It is easy to see that (3.38) preserves the Casimir function, since
(Y1n)
2+(Y2n)
2+(Y3n)
2=2C1.
Moreover, it inherits the Poisson structure of the stochastic rigid body system (3.28), according to
the proof of Theorem 3.1.
On the other hand, the quadratic form of the Casimir function
C1(y)=
1
2
(y21+y
2
2+y
2
3)≡C1
motivates a spherical coordinate transformation φ : (θ1,θ2)→ (y1,y2,y3), i.e.
y1=Rcosθ1cosθ2, y2=Rcosθ1sinθ2, y3=Rsinθ1, (3.39)
where R=
√
2C1.
Using the inverse mapping of φ, we have that
dθ1=R
(
1
I2
− 1
I1
)
cosθ1sinθ2cosθ2(dt+c1◦dW(t)),
dθ2=Rsinθ1
(( 1
I1
− 1
I3
)
cos2θ2−
( 1
I3
− 1
I2
)
sin2θ2
)
(dt+c1◦dW(t)).
(3.40)
We can apply the midpoint rule, which corresponds to the scheme (3.27) with α= 12 , to the system
(3.40), to get
Θ1n+1=Θ
1
n+R
(
1
I2
− 1
I1
)
cosΘ¯1nsinΘ¯
2
ncosΘ¯
2
n(h+c1ζn
√
h),
Θ2n+1=Θ
2
n+RsinΘ¯
1
n
(( 1
I1
− 1
I3
)
cos2Θ¯2n−
( 1
I3
− 1
I2
)
sin2Θ¯2n
)
(h+c1ζn
√
h),
(3.41)
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where Θ¯1n=
1
2 (Θ
1
n+Θ1n+1) and Θ¯
2
n=
1
2 (Θ
2
n+Θ2n+1). Then by the mapping (3.39), we obtain the
following scheme for the original stochastic rigid body system (3.28)
Y1n=RcosΘ
1
ncosΘ
2
n, Y
2
n=RcosΘ
1
nsinΘ
2
n, Y
3
n=RsinΘ
1
n, (3.42)
which naturally satisfies
(Y1n)
2+(Y2n)
2+(Y3n)
2=2C1,
meaning that the scheme (3.42) preserves the Casimir function.
Alternatively, we can also convert the SDE (3.40) to its equivalent Itoˆ form, and then use the
Euler-Maruyama method or Milstein method, together with the spherical coordinate transforma-
tion, to construct numerical schemes preserving the Casimir function of the stochastic rigid body
system (3.28). In the following, we call numerical schemes resulted from the spherical transfor-
mation for the stochastic rigid body system (3.28) the ‘spherical schemes’.
Next we derive the root mean-square convergence order of the spherical schemes. Denote a
numerical scheme applied to (3.40) by {Pn,Qn}Nn=0, and its spherically transformed scheme for
the original stochastic rigid body system (3.28) by {X1n,X2n,X3n}Nn=0.
Theorem 3.4. If the scheme {Pn,Qn}Nn=0 applied to (3.40) is of root mean-square convergence
order k, then {X1n,X2n,X3n}Nn=0 for (3.28) is also of root mean-square convergence order k, that is,
for any T>0 with 0= t0< t1< ···< tN=T, h= tj+1−tj (j=0,··· ,N−1),
E
∥∥∥(y1(T),y2(T),y3(T))−(X1N ,X2N ,X3N)∥∥∥2=O(h2k). (3.43)
Proof. Since the coefficients of (3.40) are globally Lipschitz continuous, the scheme {Pn,Qn}Nn=0
which is of root mean-square convergence order k has finite moments. Using the coordinate trans-
formation φ, the left hand side of (3.43) can be written as
I=E‖φ(θ1(T),θ2(T))−φ(PN ,QN)‖2.
Using the Lipschitz continuity of the mapping φ, we have
I ≤E‖φ(θ1(T),θ2(T))−φ(θ1(T),QN)‖2+E‖φ(θ1(T),QN))−φ(PN ,QN)‖2
≤KE‖θ2(T)−QN‖2+KE‖θ1(T)−PN‖2=KO(h2k),
where K is a sufficiently large number independent of h. 
It follows from Theorem 3.4 that the numerical scheme (3.42) has root mean-square conver-
gence order 1, since the midpoint rule (3.41) is of root mean-square order 1.
Remark 3.2.
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• We can see from the proof above that, if the system resulted from a coordinate transfor-
mation ϕ, e.g. the system (3.40), has globally Lipschitz continuous coefficients, and the
transformation ϕ is Lipschitz continuous, then the numerical schemes before and after the
inverse transformation ϕ−1, for the transfromed system and the original SPS, respectively,
have the same root mean-square convergence order.
• For the canonical transformation (3.34), however, we see that it is not globally Lipschitz
continuous, which causes difficulties for theoretical analysis on the root mean-square con-
vergence order of the numerical scheme (3.38) arising from this coordinate transformation.
This is also the case for the scheme (3.50) in Section 3.3.2. We will then illustrate empirical
analysis of the mean-square order of (3.38) and (3.50) via numerical tests.
3.3.2 The three-dimensional stochastic Lotka-Volterra system
Consider the stochastic Lotka-Volterra system
dy=B2(y)∇K2(y)(dt+c2◦dW(t)), y(0)=(y01,y02,y03)>, (3.44)
where y0i >0 (i=1,2,3), K2= aby1+y2−ay3+vlny2−µlny3,
B2=
 0 ry1y2 bry1y3−ry1y2 0 y2y3
−bry1y3 −y2y3 0
,
and a,b,c2,r,v,µ are constants. As described in Section 2.2.2, its solution is positive for all t almost
surely, and the Casimir function is
C2(y)=
1
r
lny1−blny2+lny3≡ 1r lny
0
1−blny02+lny03=:C2. (3.45)
Analogous to the procedure for the stochastic rigid body system, we first look for a canonical
coordinate transformation y¯=(y¯1(y),y¯2(y),y¯3(y))> with Jacobian matrix A(y)=
∂y¯
∂y satisfying
A(y)B2(y)A(y)T=B0 :=
 0 1 0−1 0 0
0 0 0
. (3.46)
Solving the partial differential equation systems (3.46) based on the Poisson bracket defined by
B2, we find the following coordinate transformation
y¯1= lny3, y¯2=−lny2, y¯3=C2,
and its inverse
y1=exp(r(C2− y¯1−by¯2)), y2=exp(−y¯2), y3=exp(y¯1). (3.47)
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Then, denoting (y¯1,y¯2)=(P,Q), we get the following SHS driven by multiplicative noise
d
[
P
Q
]
=
[
0 −1
1 0
]
∇H(P,Q)(dt+c2◦dW(t)), (3.48)
where H(P,Q)=−abexp(r(C2−P−bQ))−exp(−Q)+vQ+aexp(P)+µP. More explicitly,
d
[
P
Q
]
=
[
0 −1
1 0
][
abrexp(r(C2−P−bQ))+aexp(P)+µ
ab2rexp(r(C2−P−bQ))+exp(−Q)+v
]
(dt+c2◦dW(t)).
Applying the symplectic scheme (3.27) to (3.48), we get
Pn+1=Pn−(h+c2ζn
√
h)
[
ab2rexp(r(C2− P¯n−bQ¯n))+exp(−Q¯n)+v
]
−cαζ2nh
[
−2a2b4r3exp(2r(C2− P¯n−bQ¯n))
−(rb+1)abrexp(r(C2− P¯n−bQ¯n)−Q¯n)
−rb(vabr+µab2r)exp(r(C2− P¯n−bQ¯n))
−a2b3r2exp(r(C2− P¯n−bQ¯n)+ P¯n)
−aexp(P¯n−Q¯n)−µexp(−Q¯n)],
Qn+1=Qn+(h+c2ζn
√
h)[abrexp(r(C2− P¯n−bQ¯n))+aexp(P¯n)+µ]
+cαζ2nh
[−2a2b3r3exp(2r(C2− P¯n−bQ¯n))
−abr2exp(r(C2− P¯n−bQ¯n)−Q¯n)
−(vabr2+µab2r2)exp(r(C2− P¯n−bQ¯n))
+(1−r)a2b2rexp(r(C2− P¯n−bQ¯n)+ P¯n)
+aexp(P¯n−Q¯n)+avexp(P¯n)], (3.49)
where cα = c22(α− 12 ), P¯n = (1−α)Pn+αPn+1, Q¯n = αQn+(1−α)Qn+1, α ∈ [0,1]. Then, by
using the inverse transformation (3.47), we obtain the following numerical scheme for the original
stochastic Lotka-Volterra system (3.44)
Y1n=exp(r(C2−Pn−bQn)), Y2n=exp(−Qn), Y3n=exp(Pn). (3.50)
Obviously, the α-generating schemes (3.50) preserve the positivity of the solution of the orig-
inal stochastic Lotka-Volterra system. Moreover, it can be easily verified that they also preserve
the Casimir function (3.45) of the system. Using the proof for Theorem 3.1, we can show that
the α-generating schemes (3.50) preserve the Poisson structure of the stochastic Lotka-Volterra
system (3.44).
4 Numerical illustrations
4.1 The stochastic rigid body system
In this subsection we demonstrate the numerical behavior of the α-generating schemes (3.38), and
that of the spherical scheme (3.42) for the stochastic rigid body system (3.28).
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Figure 1: Sample paths of y1, y2 and y3 produced by the α-generating schemes and the spherical scheme
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Figure 1 shows the sample paths of y1, y2 and y3 of the stochastic rigid body system (3.28)
produced by the α-generating schemes (3.38) with α=0 (Figure 1(a)), α=1 (Figure 1(b)), α=0.5
(Figure 1(c)), and by the spherical scheme (3.42) (Figure 1(d)). The reference solutions of y1, y2
and y3 (blue) are approximated by midpoint rule with time step 10−5. The constants take the value
I1=
√
2+
√
2
1.51 , I2=
√
2−0.51
√
2
1.51 , I3=1, c1=0.2. The initial values of y are y
0
1=y
0
2=
1√
2
,
y03=0. We take time step h=0.01, err=10
−12 as the error bound for stopping the inner iterations
within each time step by implementing the implicit schemes. We can see that, all the numerical
sample paths coincide very well with the reference solutions.
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Figure 2: Numerical evolution of the Casimir function by the α-generating schemes, the spherical scheme,
and the Euler-Maruyama scheme
Figure 2 illustrates the evolution of the Casimir produced by the α-generating schemes with
α=0,0.5,1, and the spherical scheme, each with a different initial value of (y01,y
0
2,y
0
3) giving differ-
ent Casimir values C1. Figure 2(a) shows clearly the exact preservation of the Casimir function by
the α-generating schemes and the spherical scheme. Figure 2(b) compares the Casimir evolution
by the α-generating schemes and the spherical scheme with that by the Euler-Maruyama scheme.
We can see that the Euler-Maruyama scheme fails to preserve the Casimir function. Note that by
using the Euler-Maruyama scheme, for consistency, we need to transform the system (3.28) to its
equivalent Itoˆ SDE. In Figure 2(a), for α= 0, we take y01= y
0
2=
1√
2
, y03= 0, that is C1= 12 . For
α=0.5, y01=y
0
2=
1
2 , y
0
3=0, then C1= 14 . For α=1, y01=y02= 13 , y03=0, then C1= 19 . For the spherical
scheme, y01= y
0
2=
1
4 , y
0
3= 0, then C1= 116 . T=100. In Figure 2(b), for comparison between the
α=0.5-generating scheme and the Euler-Maruyama scheme, we let y01=y
0
2=
1√
2
, y03=0, and for
that between the spherical and the Euler-Maruyama scheme, we let y01=y
0
2=
1
2 , y
0
3=0. T=500.
In both subfigures, h=0.01. Other data are the same with those for Figure 1.
Figure 3 shows the root mean-square convergence order of the α-generating schemes with
α= 0,0.5,1, and that of the spherical scheme. From Figure 3(a) we see that the α-generating
schemes have root mean-square order 1, and the α=0.5-generating scheme is with smaller error
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Figure 3: Mean-square order of the α-generating schemes and the spherical scheme
than α=0 and 0.5, and the lines for α=0 and 1 coincide visually. We can see from Figure 3(b) that
the spherical scheme is also of root mean-square convergence order 1. In both subfigures we take
h= [0.005,0.01,0.02,0.04], T= 10, and 500 samples for approximating the expectations. Other
data are the same with those for Figure 1.
4.2 The stochastic Lotka-Volterra system
In this section we observe the behavior of α-generating schemes (3.50) for the stochastic Lotka-
Volterra system (3.44) via numerical experiments.
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Figure 4: Sample paths of y1, y2 and y3 produced by the α-generating schemes (3.50)
Figure 4 shows the sample paths of y1,y2,y3 produced by the scheme (3.50) with α=0 (Figure
4(a)), α= 1 (Figure 4(b)) and α= 0.5 (Figure 4(c)). The reference solutions are simulated by
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midpoint rule with time step 10−5. The time step used in the numerical schemes is h=0.01. The
initial data are y01= 2, y
0
2= 0.9, y
0
3= 0.5. The constants are a=−2, b=−1, c2= 0.2, r=−0.5,
µ= 2, v= 1. We can observe very good coincidence between the numerical and the reference
solutions.
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Figure 5: Casimir evolution and mean-square order of the α-generating schemes (3.50)
Figure 5(a) compares the numerical evolution of the Casimir function produced by the scheme
(3.50) with α=0.5 (red solid) and by the explicit (green dash-dotted) and implicit Euler-Maruyama
(blue dotted) schemes. Obviously the explicit and implicit Euler-Maruyama methods can not
preserve the Casimir function, while the α-generating scheme (3.50) can. The data are the same
with those for Figure 4.
Figure 5(b) shows the root mean-square convergence order of the scheme (3.50) with α=0,1
and 0.5. We see that they are of root mean-square convergence order 1, and the α= 0.5 scheme
(pink) has the smallest error among the three. We take h=[0.005,0.01,0.02,0.04] for plotting the
lines, T= 2, and 500 samples for approximating the expectation. Other data are the same with
those for Figure 4.
5 Conclusions
The proposed numerical algorithms based on the Darboux-Lie theorem and the α-generating func-
tion approach for stochastic Poisson systems of arbitrary dimensions are proved to be efficient and
structure-preserving for both the Poisson structure and the Casimir functions. It provides a large
variety of stochastic Poisson integrators.
Beyond the efficiency of the numerical methods, verified theoretically and numerically, we
also emphasize the flexibility of the algorithm, in that it allows free choice of α∈[0,1], and different
canonical coordinate transformations.
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