INTRODUCTION
Based on estimates of their exposure from galactic cosmic rays (GCR), solar cosmic rays and radioactive cargo, aircrews of commercial aircraft are among the mostly highly occupationally exposed persons in the world (Table 1 ) (1) . GCR is an everpresent source of exposure, and the most important source for long-term monitoring. The other sources are transient, much less predictable and only rarely exceed GCR intensity during any particular flight.
An increased risk of fatal cancer is the principal health concern associated with exposure to ionizing radiation at the relatively low doses received by crewmembers. There is also evidence of ionizing radiation inducing cataracts in astronauts and miscarriages at unusually low doses (2, 3) . Other known effects from ionizing radiation include damage to the central nervous system, and increased risk of cardiovascular disease (4) . For the child of a crewmember irradiated during prenatal development, the greatest risks are death in utero and fatal cancer. A child is also at risk of inheriting genetic defects because of the radiation received by one or both parents before the child's conception.
At today's commercial flight altitudes, the GCR environment is well characterized for the set of solar activity conditions of the past several decades (5) (6) (7) (8) . There are many models to choose among that give a fairly accurate assessment of doses accumulated over a career of flying, some of them are based entirely on fits to available survey data (9) . However, these tools are inadequate for the new era of flight that approaches. Suborbital commercial flights could begin on a regular basis within a few years, and multi-hour balloon flights at 30 km (11 g cm −2 ) are already offered to those seeking to view the blackness of space and curvature of the Earth (10) . While suborbital rocket-plane flights will reach greater altitudes, the balloon flights offer significant time at altitudes well above the limits of most existing models.
The difficulty of extreme altitude GCR dosimetry comes from the presence of fully ionized lithium and other heavier nuclei in the primary GCR spectrum. Primary nuclides up to and including iron are considered potentially important sources of biological dose in interplanetary space (11) . Lei et al. calculate that while protons would contribute almost 60% of the absorbed dose to a spacecraft occupant from GCR behind a shield of 1 g cm −2 polyethylene, protons would contribute only about 20% of the dose equivalent. In terms of health effects in high-altitude aircraft and spacecraft crewmembers resulting from exposure to these particles, these are among the least understood particles present in the GCR spectrum. Collectively, they most often are referred to as HZE (high nuclear charge, Z, and energy, E) particles or sometimes as metals (the more common name in astronomy). These atomic nuclei traveling at relativistic speeds produce ionization tracks of extreme density, resulting in unique biological damage that is still poorly understood. In the past, they were often converted into constituent nucleons prior to transport in atmospheric transport calculations (called the superposition approximation) to simplify the transport problem. This resulted in increasingly inaccurate calculations for altitudes above the Pfotzer maximum (almost all HZE flux is already broken into lighter nuclear fragments or nucleons before reaching this altitude).
CARI-7A was developed to overcome several limitations of CARI-6: the altitude limit for calculations has been extended from 27 to 100 km; the superposition approximation is now an option, not a requirement; a Disc Operating System (DOS) emulator is not needed on modern systems; the user can now choose from multiple GCR models; Forbush decreases and geomagnetic storm effects are now included directly; particle flux, modern effective dose and ambient dose equivalent (H * (10)) dose outputs are new options (12, 13) .
METHODS

Overview
CARI-7A extends to GCR particle spectra the methods of calculation of solar energetic particle dose rates used in Copeland et al., using an updated transport code (14) . It uses modern GCR models, combined with atmospheric shower data calculated using the well proven Monte Carlo particle transport software MCNPX 2.7.0, which is capable of modeling high energy nuclear interactions of HZE with atmospheric atoms (15, 16) . This makes use of the superposition approximation unnecessary. To build CARI-7A, MCNPX 2.7.0 was used to calculate a database of atmospheric particle spectra resulting from isotropically incident primary GCR particles with energies up to 1 TeV at selected altitudes. The particle spectra at each altitude were then converted to doses using published sets of fluence-to-dose conversion coefficients. With these base data, the atmospheric response to the incident GCR fluence could be scaled to match the GCR fluence for any past or future conditions. The resulting model was then compared with measurements and with other models capable of like calculations. To the extent possible, comparisons were made at both commercial flight altitudes and altitudes above the Pfotzer maximum. At lower altitudes this included many of the most well-known flight dose calculator programs, while at higher altitudes results from NAIRAS and PHITS were used (17, 18) . A basic description follows. Variations from the description of CARI-7 in the work of Copeland (12) indicate recent modifications.
GCR Models
There are multiple models available to provide the GCR environment at the top of the atmosphere. Based on a NASA evaluation of GCR models, two are currently included in CARI-7A: the ISO 15390:2004 (ISO) model and the Badhwar and O'Neill 2011 (BO11) model (19) (20) (21) . The ISO and BO11 models are two of the best modern models available. Each of these models provides the GCR spectrum at Earth's orbit (i.e. at a distance of 1 AU from the Sun), but away from Earth's magnetic field, by means of solar modulation of an assumed constant local interstellar GCR spectrum (LIS). As incorporated, each model retains its own LIS and solar modulation. These models can readily be replaced or new models added with little or no (in the case of a pre-calculated custom spectrum) coding effort.
To account for Forbush decreases and other minor variations in solar activity on the scale of an hour to a day from transient space weather, flux is modulated in direct proportion (1:1) to hourly changes in neutron monitor count rate fluctuations at a highlatitude, near-sea-level monitor, as proposed by Lantos (22) . For times prior to October 1995, after which it was shut down, Deep River neutron monitor data are used. From then to present, data from the Apatity neutron monitor are used.
Particles
While it varies with solar activity, the interplanetary cosmic radiation consists of about 85% protons, 14% α-particles and 1% heavier nuclei, and fluxes for elements heavier than iron are orders of magnitude less than iron (23) . Primary GCR chosen for transport (H-Fe ions for nuclear transport, equivalent p and n fluxes for the superposition approximation) were selected on the basis of expected importance to the dose rates in the atmosphere. In addition to these ions, other particles transported were: neutrinos, kaons, muons, pions, photons, e + , e the top of the atmosphere using effective vertical cutoff rigidity (R V ) grids as the basic data to generate high-pass filters for access to the atmosphere at the user entered location and altitude (24) (25) (26) (27) (28) (29) . Al Anid's method is used to adjust the effective vertical cutoff rigidity during geomagnetic disturbances having a Kp index greater than 5 (i.e. geomagnetic storms) (30) . Once the effective vertical cutoff is calculated, the sky above the horizon at the target location and altitude is divided into 900 ∼1.9°by 20°sectors based on average zenith and azimuth angles (roughly the minimum needed to stabilize the numerical integration when including zenith and azimuth related effects). Two options are available to the user for handling the cutoff rigidities during atmospheric transport.
For the first option, R V is assigned to all sectors, i.e. R V is used as the cutoff rigidity for the whole sky. In this approach, particles entering the atmosphere from any direction with rigidity below R V are rejected. Clem et al. used the Monte Carlo radiation transport code FLUKA coupled to their neutron monitor response functions, to estimate the accuracy of this approximation for locations of measurements at sea level during their 1994-95 ship-born latitude survey (31, 32) . They found the vertical cutoff to be within 10% of apparent cutoff from 2 to 13 GV, with the accuracy improving (in terms of per cent difference) at larger cutoffs. Analysis by Dorman et al. of a more recent (1996-97) and extensive (~1-17 GV) Italian ship-born latitude survey confirmed the earlier findings (33) . The second option uses the method of Smart and Shea, based on Störmer's equation, to calculate nonvertical cutoffs,
where R α is the cutoff rigidity in angular direction α, ε the angle from zenith, ϕ the azimuthal angle measured clockwise from magnetic north and λ is the geomagnetic latitude (34, 35) .
GCR in Earth's Atmosphere
The model atmosphere used was a 100 km deep version of the 1976 US Standard Atmosphere adapted for use in MCNPX (14, 36) . It consists of a single profile representing the idealized, steady-state atmosphere for moderate solar activity. MCNPX 2.7.0 was used to calculate the atmospheric particle fluence spectra per unit primary particle fluence resulting from GCR ions interacting with the atmospheric constituents. Primaries entered the model atmosphere isotropically at 100 km altitude with energies from 1 MeV to 1 TeV, at 1×, 2×, and 5× for each order of magnitude. This was considered fine enough to minimize computation time while still providing some detail of variations within each power of ten. Because charged nuclei with energies below 1 MeV are quickly stopped (e.g. a 1 MeV He-4 ion has a range of about 0.6 cm in dry air at STP), 1 MeV was chosen as the minimum energy for primary GCR ions (37) . The upper limit of 1 TeV was adopted based on discussions with MCNPX developers (38) . Reasons for this included: photon and electron models go out of range at 50 GeV and begin extrapolating; particles not transported deposit their energies locally in MCNPX and proton and neutron transport is not verified at energies beyond 1 TeV.
When treating the MCNPX calculated shower data as beam-like in CARI, as an alternative treatment of the angle-dependent cutoff rigidities, a zenith-dependent slant function approximating a Chapman function is included:
where X is the vertical depth in g cm −2 and ε is again the angle from zenith in radians (39) . A radiation length of 132 g cm −2 is used when extrapolating results to slant depths exceeding 1035 g cm
, the maximum depth of calculated isotropic shower data (40) .
Options
CARI-7A offers the user four options for transport of atmospheric showers:
(1) Use R V as the cutoff rigidity for all angles of approach and use the isotropic shower data as is (as was done with SPE protons and alphas in the work of Copeland et al. (14) ). (2) Treat the isotropically incident shower as is, and use angle-dependent cutoff rigidities to limit isotropic shower entry using Equation (1). (3) Use R V as the cutoff rigidity for all angles of approach, and treat the isotropically incident shower data as if it were beam-like, using slant depths calculated with Equation (2). (4) Treat shower data as beam-like, use both angledependent cutoff rigidities and slant depths.
For each of the four transport options, showers may be constructed using either the full set of nuclear transport shower data (i.e. protons through iron nuclei enter the atmosphere, referred to as nuclear transport below) or with superposition approximation treatment of the shower data (after geomagnetic filtering, alphas and heavier ions enter the atmosphere as equivalent added fluences of free neutrons and protons of the same energy per nucleon).
Fluence to Dose Conversion
Five output options are available: atmospheric particle fluence, effective dose based on ICRP Pub. 60 recommendations (E 60 ), effective dose based on ICRP Pub. 103 recommendations (E 103 ), ambient dose equivalent H*(10), and whole-body absorbed dose (41) (42) (43) . For any of the doses, either the total or the dose from a specific particle can be calculated (a complete list of 37 particles is in the work of Copeland (12) ). While close to the Earth, isotropic-from-above exposure models are more realistic than isotropic models of vehicle occupant irradiation (44) . However, sufficiently large sets of fluence-to-dose conversion coefficients to be useful for aviation cosmic ray dosimetry only exist for isotropic, posterior-anterior and anterior-posterior exposures (for isotropic irradiation imagine being at the center of a radioactive sphere, the radiation is the same from all directions, isotropic-from-above irradiation is analogous to being inside a radioactive dome with a radiation absorbent floor) (45) (46) (47) (48) (49) (50) (51) . CARI-7A uses isotropic exposure coefficients, since these provided the best match to the isotropic-from-above exposure coefficients where matching coefficients could be compared. For particles where coefficients for H * (10) are unavailable, coefficients for E 103 are directly used as substitutes. For particle energies outside the range in the tables, values at the extremes are used.
Flight Doses
Flight doses are calculated by integrating single location doses along the flight path calculated from the user input flight data. It is assumed that the flight follows a flight path described by a geodesic (i.e. the shortest possible route) between origin and destination airports and starts at the beginning of the hour specified (if any). The geodesic route information is calculated using the programs FORWARD and INVERSE (52) . In calculation of the flight path, a constant speed is assumed, as are constant rates of climb and descent. Output is calculated for each minute of the flight and summed for the total.
Program Uncertainties
In the sense that CARI-7A treats MCNPX shower data, the GCR models and the fluence-to-dose conversion coefficients as constants, results are deterministic, i.e. they are always the same for the same calculation. The reported uncertainties are only statistical and analogous to the uncertainties reported with the fluence-to-dose coefficients calculated with FLUKA and particle fluence uncertainties reported by MCNPX (12, 15, 16, 44, 45) . They are the accumulated statistical uncertainty of the results in terms of the calculation process. When combined assuming independence and normality, these vary with altitude and vertical cutoff rigidity, coming to about 0.5% (0.1-0.8%) for effective dose (to the degree the data are not truly independent, etc., this is underestimated). The low statistical uncertainty in the shower data is the result of over five million core-hours of simulations on the High-Performance Aerospace Medical Research Computing System (HiPARCoS) cluster at the US Federal Aviation Administration's Civil Aerospace Medical Institute in OK City, OK and Compute Canada's High Performance Computing Virtual Laboratory (HPCVL).
There are several other sources of uncertainty in the models which are larger than this, including known weaknesses in the methods, such as: the lack of local magnetic field effects in MCNPX with regards to particle paths; disregard of re-entrant particles; GCR model differences (evident from comparison of ISO and BO11 results included below); approximations used to assign unknown fluence-todose conversion coefficients, such as the heavy ion coefficients; the assignment of effective vertical cutoff rigidities; effect of aircraft structure and loading and the atmosphere model (12, 31, 33, 34, (53) (54) (55) (56) . Combining the estimated uncertainties from these sources and a safety factor of 2 for a single point calculation at 250 g cm −2 resulted in an estimated uncertainty of 33%. Tables 2-5 show calculated altitude profiles for effective dose, E 103 , for conditions of ICRU solar minimum and solar maximum at both near the geomagnetic equator and at polar latitude, calculated using the two GCR models and nuclear transport, both with and without angle-dependent cutoffs and slant depths. Results calculated using the ISO GCR model are very similar to those calculated using the BO11 GCR model, but consistently higher at R V = 17 GV.
RESULTS AND VERIFICATION
Results
The results calculated using the zenith and azimuth dependent options indicate the non-vertical cutoff effect is weak, suggesting a maximum reduction of about 4%. Of course, because the shower data at each depth going into the dose calculations were not generated originally from beams of primaries but from primaries leaving the whole top of the atmosphere isotropically, using the data in this beam-like way is an approximation. Excessive attenuation is expected at great depths, and indeed, while differences are slight at low depths, near sea level the doses are close to a factor of three lower.
Comparison with Measurements
Most of the calculations shown in this section used the BO11 GCR model and nuclear transport. Reasoning for these choices was (1) the BO11 model is believed to be the more accurate of the two GCR models (21) ; (2) while non-vertical magnetic cutoffs have been found by Felsberger et al. to be important at low latitude and altitude using PLOTINUS, a Options: (1) isotropic showers, R α = R V ; (2) isotropic showers, R α from Equation (1); (3) shower data treated as beams using Equation (2), R α = R V and (4) shower data treated as beams using Equation (2), R α from Equation (1). a Options: (1) isotropic showers, R α = R V ; (2) isotropic showers, R α from Equation (1); (3) shower data treated as beams using Equation (2), R α = R V and (4) shower data treated as beams using Equation (2), R α from Equation (1).
results in Tables 2-5 indicate that for the methods used here the effect was weak (57) ; (3) the shower data are from simulated isotropic irradiation of the whole sky; and (4) nuclear transport is more realistic than the superposition approximation at high altitudes (58) .
Measurements at high altitudes
High-altitude ER-2 airplane flights were part of the Atmospheric Ionizing Radiation 2 (AIR-2) research campaign in support of high-speed civilian transport a Options: (1) isotropic showers, R α = R V ; (2) isotropic showers, R α from Equation (1); (3) shower data treated as beams using Equation (2), R α = R V and(4) shower data treated as beams using Equation (2), R α from Equation (1). a Options: (1) isotropic showers, R α = R V ; (2) isotropic showers, R α from Equation (1); (3) shower data treated as beams using Equation (2), R α = R V and (4) shower data treated as beams using Equation (2), R α from Equation (1).
aircraft development in the late 1990s (59, 60) . For these flights several instruments were mounted inside the ER-2, and the airplane flew mostly at altitudes near 20 km. In Figure 1 , CARI-7A calculations using both the GCR models (ISO and BO11) with angle-dependent cutoff rigidities and non-vertical depths, and nuclear transport are shown with TEPC data from the AIR-2 North-South flights. The dip in dose equivalent rate values at cutoff rigidities near 0 GV is the result of mid-flight descents to make lower-altitude measurements at that cutoff. The dip in dose equivalent rate at cutoff rigidity near 5 GV is because the airplane was close to its origin airport at cutoff rigidity 4.4 GV and had not yet reached cruising altitude or just started final descent.
In Table 6 , total neutron flux results calculated using multiple options are shown, along with the neutron flux measurements made during the AIR-2 campaign (53, 61, 62) . Calculations without using any angular dependencies are very good, even with superposition, while the fully beam-like use of the data results in increasingly too much attenuation with increasing depth. Table 7 shows whole-body absorbed dose calculations (using the BO11 GCR model, angular cutoffs, depth related corrections and nuclear transport) compared with High Altitude Radiation Environment Study (HARES) data from May and June 1971 collected with a 20-cm diameter tissue equivalent LET spectrometer developed at Brookhaven National Laboratory (63, 64) . These measurements were part of a joint program by NASA, FAA and USAF to measure dose rates commercial and supersonic transport cruise altitudes and were estimated to be 15-20% uncertain at the 90% confidence level considering counting statistics, estimated calibration and amplifier setting errors, and temperature effects. Agreement is excellent. (59, 60) . Error bars shown are for TEPC measurements. In each case, model calculations used angle-independent calculations and nuclear transport. Table 6 . Neutron flux as measured on AIR-2 flights and as calculated using four different transport option combinations available in CARI-7A (53, 61, 62) . a The 95% confidence levels for the measurements are ±8, ±8, ±13, and ±16%. b The fluxes were calculated as follows: ϕ I , using the ISO GCR model and the standard transport options (use nuclear data without angular dependencies for cutoff rigidity or depth); ϕ B , as ϕ I , but using the BO11 GCR; ϕ B,S , as ϕ B , but using the superposition approximation; and ϕ B,A , as ϕ B , but with all angle-dependent options. a Data are reported with 90% confidence intervals, assuming an overall uncertainty of ±20%. In the source report uncertainties for specific data points were not reported; but a range of ±15-20% was estimated by the authors.
Measurements at commercial flight altitudes
levels [FL] 310, 350 and 390 [flight level is the aviation industry standard for reporting altitudes and is equivalent to feet in hundreds, thus, FL 300 is equivalent to an altitude of about 9 km or an atmospheric depth of 306 g cm −2 ]) (8) . It is intended to be used as verification data for more routine methods of dose assessment (i.e. models). The set was derived from over 20 000 measurements made from 1992 to 2006, using a variety of instruments, and analyzed with the Bayesian analysis methods used to create the flight dose calculation computer software FDOScalc (7) . ICRU considers models suitable for aviation dosimetry if results are consistently within 30% of the standard data. Figure 2 shows per cent deviations of CARI-7A calculations (using the BO11 GCR model and nuclear transport for HZEs) of H * (10) relative to the ICRU data. Agreement is again excellent, with the per cent difference varying from −4 to 14%, with means and medians at each altitude close to 5%. Tables 8-10 show comparisons of calculations (again using the BO11 GCR model and nuclear transport for HZEs) with TEPC measurements. The TEPC data in Tables 8 and 9 is from DLR flights from Fairbanks, AK, US to Frankfurt, Germany on 23 May 2008 and from Dusseldorf, Germany to Mauritius (an island nation in the southern Indian Ocean) on 13-14 February 2008, respectively, as reported by Mertens et al. (17) . In all, H * (10) dose rates around 14 locations during these flights are averaged such that comparable calculations can be made with CARI-7A. For the 14 measurements CARI-7A deviates by an average of +5%, consistent with the comparison to the ICRU data set. In Table 10 TEPC data are flight dose measurements of H * (10) on flights reported by Lewis et al. (65) . Again the average deviation is +5%, with the calculated flight totals within the relative uncertainty of 18% reported for the measured doses on 12 of the 13 flights. The notable exception is the trans-equatorial route, for which the dose equivalent is overestimated by 34%.
Comparisons with Models
High altitudes Figure 3 shows the effective dose profile as calculated by CARI-7A (BO11 GCR model) with and without using superposition, EXPACS v3.00 (based on PHITS), NAIRAS (based on HZETRN), and a special variant of CARI-6 (based on LUIN2000) modified to remove the altitude restriction and calculate effective dose as recommended in ICRP Pub. 103 (13, 17, 18, 66, 67) . In the calculations done for the figure with EXPACS, which uses the ISO GCR model but with different solar modulation, fluence to effective dose coefficients are taken from ICRP Publications 116 and 123, except for when energies went out of the ICRP range (68, 69) . In these cases coefficients are those calculated by Sato et al. (46, 47) . The coefficient set used was thus almost identical to those used by CARI-6W and CARI-7A. In NAIRAS, the BO11 GCR model is used, but (17) . Figure 2 . Per cent deviation of calculations from the ICRU reference data set (8) . Model calculations used BO11 GCR, angle-independent rigidities and depths, and nuclear transport.
fluence-to-dose conversion coefficients are calculated differently. For neutrons and protons the coefficients are used directly, while for heavier particles the coefficients are scaled to the proton coefficients by (Z eff ) 2 /A, where Z eff is the effective charge, which takes into account the electron capture by HZE particles at low energies. Also, muons and pions are not transported in NAIRAS. The match of CARI-7A with NAIRAS and EXPACS, the other two models with nuclear transport, is quite good at commercial altitudes. All three calculations are in reasonable agreement (±30%) at altitudes between 40 and 300 g cm −2 but NAIRAS drifts away at the highest and lowest altitudes. Regarding the superposition approximation, agreement between CARI-6 (based on LUIN) and the CARI-7A calculation using superposition significantly deviate from the rest of the group as altitude increases, with CARI-7A drifting away from CARI-6 at the lowest altitudes (13) . As expected, CARI-7A run using and EXPACS agree very well at the highest Table 9 . Comparison with DLR in-flight TEPC measurements on a flight from Dusseldorf, Germany to Mauritius on [13] [14] February 2008 (17) . Figure 3 . ICRP Pub. 103 effective dose rate versus atmospheric depth as calculated at by: CARI-7A using BO11 GCR, angle-independent rigidities and depths, and nuclear transport; EXPACS; CARI-6, which uses superposition; CARI-7A as before but using superposition instead of nuclear transport; and NAIRAS.
altitudes, before transport methods play a significant role. The influence of fluence to dose coefficients choice is evident from the large difference between NAIRAS and CARI-7A (and EXPACS). Considering the differences in transport codes and dose calculation techniques, the results show surprisingly good agreement at the most common commercial flight altitudes.
Commercial flight altitudes
The 2012 EURADOS report contains extensive comparisons of several modern models (AVIDOS, CARI-6, EPCARD.Net, FDOSCalc, IASON-FREE, JISCARD EX, PANDOCA, PCAIRE, PLANETOCOSMICS [Bern model], QARM and SIEVERT), but doses are reported in an anonymous manner to avoid to endorsing any one model more favorably than any of the others (9) . Table 11 shows calculated dose rates at flight level 350 during solar minimum conditions at locations with magnetic vertical cutoff rigidities of 0, 5, 10 and 15 GV. In addition to CARI-7A calculations (using the BO11 GCR model, angular cutoffs, depth related corrections and nuclear transport for HZEs) and the median calculation reported by EURADOS, the table contains NAIRAS calculations (not available when the EURADOS report was assembled), and ICRU Rep. 84 reference data, which provides an independent benchmark for all the models (8, 17) .
DISCUSSION
All comparisons with measurements are consistent in terms of trends. With respect to dose rates, there is as an upward trend relative to measurements in the calculated dose rates as depth increases, which for H * (10) is about 5% high at commercial altitudes, and somewhat lower relative to the ER-2 measurements. Since the dose equivalent data are mostly TEPC data, the differences between TEPC dose equivalent conversion to H * (10) and theoretical H * (10) may play some role. Also, in the case of the HARES data, some difference is certainly the result of comparing different quantities: calculated wholebody-averaged absorbed dose and measured TEPC absorbed dose. The trend when comparing neutron flux with the Bonner sphere data are similar to trends when comparing calculations to the TEPC dose equivalent, but the neutron data are sparse.
There is also an interesting periodicity relative to cutoff at all three altitudes of the ICRU data. The reason for this trend is unknown.
Despite all the shortcomings, comparisons of the CARI-7A model dose rates and flight doses with measurements and other models are excellent at all altitudes currently important to aviation.
CARI-7A is superior to CARI-6 for those seeking to calculate H * (10) or E 103 , as there is no provision in most CARI-6 releases for calculating those kinds of doses (conversion factors could be used, of course) or doses at altitudes above FL 600. For those calculating E 60 at commercial flight altitudes, there is little to be gained by moving to CARI-7A from CARI-6, except that CARI-7A can run without a DOS emulator on modern operating systems, as it is built in a more cross-platform compatible manner.
In regards to future developments in CARI-7A, GCR model choices will be expanded with more recent models such as that of Mathiä et al., the newer Badwhar and O'Neill 2014 model, and any update to the ISO standard model (which was examined for possible update in 2013, but left unchanged) (20, (70) (71) (72) . Solar particle event spectra are also being considered. As reported by Sato, as simple slant function, while shown to be within a factor of two here for dose calculations at most altitudes, can be improved (73) . Other developments currently underway in CARI-7A include: conversion to use of official ICRP E 103 coefficients where possible, optimization of interpolation and numerical integration methods to best match table data shapes, allowance for incorporation of thin shields of vehicle structure materials (besides equivalent atmospheric depth) in the calculations, to improve accuracy for flights at the edge of space and for commercial space flights spending significant time in a few grams per centimeter square of atmosphere or less; and expanding output options to include particle spectra. Also, a less scientifically oriented and faster running version of CARI-7 derived from CARI-7A, similar to CARI-6 in simplicity of upkeep and output, is planned for release as soon as it is ready.
The aviation community would benefit from more complete sets of fluence-to-dose conversion coefficients using isotropic-from-above exposure, including a Calculated with BO11, using angle-independent cutoff rigidities and nuclear transport. b Median of 11 codes (9) . At 5 GV and 10 GV data are for FL 370 and are thus overestimates. c Methods used by Wissmann et al. to create FDOScalc applied to an expanded set of measurements (7, 8) .
coefficients for HZE particles. Also, another useful study would be an evaluation of the influence of aircraft structure on the dose rate to occupants as related to altitude and vehicle size and primary structural materials. This would establish, more definitively, altitudes above which vehicle structure (traditionally ignored for calculations of doses to aircraft occupants, but not for spacecraft occupants) of lightly shielding vehicles should be accounted for in some way when calculating doses to vehicle occupants. Of course, for such high altitude vehicles, designers are likely to use a less general approach to radiation exposure analysis. 
