Introduction
Clustered data can arise in a variety of applications. Cluster sampling is often used when natural groups occur in the target population. These groupings may be based on laboratories or clinics for patients, schools for students, litters for rats, etc. In addition to biological and health science studies, cluster sampling is also used extensively in national surveys. Still another example of clustered data is the data arising in longitudinal studies. Then the measurements on the individuals (clusters) are taken repeatedly over a time interval.
If the clustering in the data is simply ignored, there can be a serious underestimation of the variability. The true standard deviation of the sample mean as an estimator of the population mean, for example, may be much larger than its estimate under the iid assumption. This underestimation will further result in confidence intervals that are too narrow and p-values that are too small. Therefore an adjustment to standard statistical methods depending on cluster sizes and on the amount of intra-cluster correlation are needed.
Most of the theoretical work for the analysis of longitudinal or clustered data with univariate response variables assumes a parametric model. Extensions of univariate sign and rank tests to cluster-correlated data have been recently proposed in the literature [1] [2] [3] [4] [5] [6] [7] [8] . Recently, Larocque [9] , Nevalainen et al. [10, 11] , Larocque et al. [12] developed multivariate extensions of the sign test and the median to multivariate cluster-correlated data.
In this paper we consider unweighted and weighted signed-rank tests for the one-sample multivariate location problem with clustered data. After the assumptions and notation in Section 2, Section 3 gives all the formulas, which are needed to apply the tests in practice. The asymptotic theory necessary for power calculations is presented with more technical details in Section 4. How to construct an affine invariant version of the test is shown in Section 5. The performance of the tests is then illustrated in terms of ARE and with simulations, and the paper ends with an example of a real data analysis. These are given in the two final Sections 6 and 7.
Notation and assumptions
Suppose that we have n clusters with fixed cluster sizes m 1 , . . . , m n and N = n i=1 m i is the total number of observations. Let x ij = x ij1 , . . . , x ijp be the p-component vector corresponding to the jth observation in the ith cluster, j = 1, . . . , m i ; i = 1, . . . , n. Write
for the p × m i matrix of observations in the ith cluster, and X = (X 1 , . . . , X n ) for the whole p × N data matrix. Throughout the paper we assume that n > p.
Careful consideration of the design is necessary when the statistical analysis of the data is planned. The p-values and the confidence intervals are usually calculated using the asymptotic distribution of the test statistic. The asymptotic distribution is based on the distributional and design assumptions. The distributional assumptions are assumptions on the marginal and joint distribution of the multivariate measurements. The assumptions often are that all the (marginal) distributions of the observation vectors are the same, and that the observations within a cluster are exchangeable (implying, for example, that all the intra-cluster correlations are the same). Formally, the distributional assumptions needed for asymptotically distributionfree test are:
Assumptions (A1)-(A3) are the ones used for the asymptotic test while the conditionally distribution-free test needs Assumptions (A1) and
In the paper we use spatial signs, spatial ranks and spatial signed-ranks in the test construction. A multivariate extension of the univariate sign, the spatial sign of vector x ij , is defined as
where · denotes the Euclidean length. Thus, the spatial sign is a p-variate unit vector whenever x ij = 0. The spatial rank of the observation x ij among all observations is defined by
and the spatial signed-rank, centered around the origin, is given by
The spatial ranks are centered as clearly i j R x ij = 0. The theoretical counterparts are
and
For tests in the unbalanced designs, we also define the weighted spatial rank and weighted spatial signed-rank of x ij as
The weights w = (w 1 , . . . , w n ) are assumed to be non-negative and satisfy i m i w i = N. The weighted spatial ranks are then centered in the sense that i j w i R w x ij = 0. When all the w r 's are set to one we get regular (unweighted) spatial rank and signed-rank R(x ij ) and Q x ij . For convenience denote by
the sums of weighted spatial ranks and weighted spatial signed-ranks over the ith cluster, i = 1, . . . , n.
For deriving the limiting distribution we also need assumptions on the design and on the chosen weights w i . Assumptions (B1)-(B3) then require that there are positive constants M, c 1 and c 2 such that, as n → ∞,
Note that our setup is different from the one in [2] who consider the situation where the cluster size is random and possibly correlated with the data distribution (informative cluster sizes).
Multivariate signed-rank tests
Let X = (X 1 , . . . , X n ) be a sample from a distribution satisfying Assumptions (A1)-(A3) or (A1) and (A4). We wish to test the hypothesis H 0 : µ = 0 versus H 1 : µ = 0 where µ is the symmetry center given in (A2) or (A4). In this Section we provide the formulas to implement the tests in practice. The results given here are discussed in more detail in the next Section and are proved in the Appendix.
An unweighted test for balanced designs
First consider the unweighted multivariate signed-rank test which is a natural choice for balanced designs for which
The covariance matrix of N 1/2 U under the null hypothesis can simply be estimated bŷ
Then, under Assumptions (A1)-(A3) and (B1)-(B3), with w 1 = · · · = w n = 1, the limiting null distribution of the quadratic form of the test statistic
U is a chi-squared distribution with p degrees of freedom. The asymptotically distribution-free version of the test uses p-values based on this approximation.
A weighted test for unbalanced designs
Consider the unbalanced design, where the cluster sizes m i are allowed to be different from cluster to another. The design can be taken into account by adding weights to the signed-ranks as well as to the clusterwise sums to signed-ranks so that the test statistic is
The null covariance matrix of N 1/2 U w is now estimated bŷ
If Assumptions (A1)-(A3) and (B1)-(B3) hold, then the limiting null distribution of the quadratic form
is again a chi-squared distribution with p degrees of freedom. 
The selection of weights on the basis of data is discussed in [12] .
A sign change test version
A conditionally distribution-free version of the test may be found under Assumption (A1) and (A4) only. Let s = (s 1 , . . . , s n ) be a n-vector of ±1's. Then, under the null hypothesis
The value of the test statistic calculated for (
as Q is an odd function.
Assume now that s is independent of X = (X 1 , . . . , X n ) and has a uniform distribution over its 2
n possible values. Clearly
The p-value obtained using the sign change test is the probability that the value of the squared test statistic with random signs exceeds the original value of the test statistic, that is,
In practice, the p-value is estimated using for example 1000 simulated values of s. The conditioning argument yields a conditionally distribution-free (exact) test appropriate also for small samples, whereas the test relying on the limiting distribution requires a large number of clusters and is only asymptotically distribution-free.
Asymptotics
Next we find the limiting distributions of the weighted (and unweighted) test statistic under the null hypothesis as well as under a sequence of contiguous alternatives.
The test statistic
is asymptotically equivalent to a weighted U-statistic with kernel size 2. The projection statistic is then defined as a sum of independent random variables,
as shown in the Appendix. In the Appendix we also prove that 
The detailed proofs are in the Appendix. We now have the following: The limiting distributions of the weighted Hotelling's test and weighted spatial sign test was given in [12] . The limiting distributions of these test statistics are noncentral chi-squared distributions with p degrees of freedom and similar noncentrality parameter but with different matrices A, B and C. See [10] for the formulas. The asymptotic relative efficiencies of the tests (Pitman efficiencies) are given as the ratios of the noncentrality parameters. We list some Pitman efficiencies in Section 6.
Affine invariant version of the test
The multivariate weighted signed-rank test does not possess the important property of affine invariance. The invariance property means that H w (GX) = H w (X) holds for all nonsingular p × p matrices G. The p-value then does not depend on the chosen coordinate system. We next show how an invariant version of the weighted spatial signed-rank test can be constructed.
Let V X = V(X) be any affine equivariant shape matrix satisfying V GX ∝ GV X G . Then a test conducted on pre-standardized data H w V −1/2 X X is affine invariant (V 1/2 denotes the symmetric square root of V). The affine invariance follows from the fact that the test statistic is invariant under rotations and homogeneous rescaling; we can simply rewrite
X is an orthogonal matrix up to a constant. Assume next that V X is a root-N consistent estimate of the population shape matrix V. Then using V X instead of V in the test construction has no effect on the limiting distribution: Theorem 3. Let V X = V(X) be the shape matrix with respect to the origin, meaning that V(s 1 X 1 , . . . , s n X n ) = V(X 1 , . . . , X n ) for all s 1 = ±1, . . . , s n = ±1. Assume also that
The affine invariant test H w V −1/2 X X also inherits the spherical case efficiencies of the test H w (X) and extends them to the elliptic case. Proposals for general estimation strategies of shape with clustered data have been discussed in [9, 12, 10] . As in [13] we recommend the use of the affine equivariant signed-rank shape matrix together with the multivariate signed-rank test, but indeed any √ N-consistent estimator would suffice. R functions for estimating the shape are available in the SpatialNP package [14] . 6. Efficiency comparisons
Distributions, sampling designs and tests
In our simulation study, the observations were generated from the model
where a i , ij and d i are mutually independent. The distribution of a i , ij and d
respectively. The marginal distributions of the x ij is then a multivariate t distribution with ν degrees of freedom. The multivariate normal case is obtained when ν → ∞. In this model, the parameter ρ = τ 2 /(τ 2 + σ 2 ) is the intra-cluster correlation. We consider 3-variate (p = 3), 5-variate (p = 5) and 10-variate (p = 10) t 3 , t 10 and normal distributions with intra-cluster correlation ρ = 0.2.
To see the effect of weights on the power of the test, we compared weighted and unweighted test versions for 3-variate data under The designs are presented in Table 1 . The asymptotically distribution-free and conditionally distribution-free versions of the new unweighted and weighted spatial signed-rank tests in the t 3 case are compared in Section 6.2. A comparison of unweighted and weighted Hotelling's T 2 tests, the unweighted and weighted spatial sign tests [12] , and the asymptotically distribution-free versions of the unweighted and weighted spatial signed-rank tests are given in Section 6.3. Note that, in the case of symmetry, the signedrank test, the sign test and the Hotelling's T 2 test are tests for the same population quantity, symmetry center. These tests can be naturally used in the asymmetry cases as well but they are not comparable any more (they are not testing for the same null hypothesis any more). Closed form expressions for matrices B and C needed for the signed-rank test are not available. Therefore they were replaced with numerical estimates. The estimates are not very accurate when the dimension is high and degrees of freedom is low. The spatial sign tests and spatial signed-rank tests are used without pre-transformation of the data (the distribution is spherical). The weights used were always similar, the optimal weights for Hotelling's T 2 test,
In our simulations, we also assume that we know the true value ρ = 0.2. (Of course in practice it should be estimated;
this has been discussed in [12] ). The simulations are used to compare the tests and the choices are in favour of classical Hotelling's T 2 . All tests were performed at the 5% level.
Comparisons of asymptotically distribution-free and conditionally distribution-free versions
The results in the comparisons between the two practical versions of the multivariate spatial signed-rank tests are presented in Fig. 1 
Comparisons of unweighted and weighted sign test, signed-rank test and Hotelling's test
The empirical and asymptotical power comparisons for the three different distributions (multivariate t 3 , multivariate t 10 and multivariate normal) for 3-variate data are presented in Figs. 2-4 . We did not use the weighted versions of the tests for the balanced designs as the optimal weights are equal to one. In the case of balanced designs and for the t 3 distribution, the multivariate sign test is most powerful and the Hotelling's T 2 test least powerful, as expected. In the balanced t 10 cases, Hotelling's T 2 is still worst but the differences seem minimal. Surprisingly, in the balanced multivariate normal case, all the tests seem to behave quite similarly.
In the unbalanced designs the power order between different tests remains quite the same as in the balanced case. In all cases, the weighted versions of the tests clearly outperform the unweighted ones. The powers in the unbalanced cases are much smaller than those in the corresponding balanced cases although the sample sizes are much larger; this is due to the fact that, for these choices, the data from balanced designs carry much more information. Table 2 lists asymptotic relative efficiencies of the signed-rank test and sign test with respect to the Hotelling's T 2 test for 3-, 5-and 10-variate t distributions. The cluster sizes in the balanced and unbalanced designs are as in the simulation study. The differences between tests seem to increase with the dimension. The relative efficiencies of the signed-rank and sign test are generally high and quite the same for balanced and unbalanced cases.
A real data example

Description of the data sets
The hemodynamic data analysed here were collected as follows. Thirty-three voluntary individuals (clusters) visited the research clinic on four different days. Each individual was then measured in a horizontal position (rest) and in an upright position (tilt). The bivariate difference between systolic and diastolic blood pressure measurements in the two positions (rest-tilt) is used as the outcome. Blood pressure is usually measured in the sitting position and it is expected that the position has an effect on the values. A natural null hypothesis is that there is no difference between the rest and tilt measurements on the average.
We then analyse two data sets: Fig. 2 . The empirical and asymptotic powers of different tests when the data is from trivariate t 3 distribution. The tests are the unweighted and weighted signed-rank test (solid line), the unweighted and weighted sign test (dashed line) and the unweighted and weighted Hotelling's T 2 test (dotted line).
Table 2
The asymptotic relative efficiencies of the signed-rank* (sign) test relative to Hotelling's T 2 test for selected multivariate p-variate t distribution (ρ = 0.20).
Cluster sizes can be seen from The original complete data set is illustrated in Fig. 5 . It seems quite obvious that the symmetry center is not at the origin. It is clear that the measurements with the same individual are not independent. If one would use tests assuming independent and identically distributed data when there is intra-cluster correlation present, then it is more than likely that the type I errors are going to be too big and p-values are going to be too small [9,1,2,5].
Testing procedures and results
Affine invariant adjusted versions of multivariate signed-rank test, multivariate sign test [12] and Hotelling's T 2 test are used. Both unweighted and weighted statistics are considered. The affine invariant version of sign test is calculated using Tyler's transformation matrix [15] . The weights used in the analysis are always the optimal weights for the Hotelling's T 2 . We choose ρ = 0.178 for the blood pressure data. The value was estimated from the whole data using the canonical correlation procedure of [12] with 100 repetitions.
For the complete balanced data, all the p-values are smaller than 0.001. In average the value of systolic blood pressure decreased and the value of diastolic blood pressure increased when the position was changed from rest to tilt. In case of the incomplete unbalanced data, the results from different tests remain significant; the p-values from the weighted tests are even smaller than those coming from the unweighted ones. The test results can be found in Table 3 .
To study the robustness of the procedures we change the observed values of some individuals and recalculate the p-values after the changes. The manipulations are made for the unbalanced data only (n = 20) and the changes are
• Outlier 1: The observed value of one strategically chosen individual on one day is multiplied by a huge constant 100 000.
• This then implies that 
converges in probability to 0 (Theorem 1.8.C (Chebyshev WLLN) in [16] ). Therefore
and the limiting distribution of √ NÛ w is then that of
The multivariate central limit theorem for independent, but not identically distributed random vectors is then used to prove the asymptotic normality of the test statistic. We use Theorem 1.9.2.B in [16] , a multivariate extension of Lindeberg-Feller theorem. Write 
is multivariate normal with zero mean value and covariance matrix c 1 B + c 2 C.
Proof of Theorem 2. We consider only the multivariate case p > 1. For the univariate case, see [8] . Write S(x; δ, ) = (I p + )(x + δ) (I p + )(x + δ) and S (x; δ, ) = S(x; δ, )I( x > ).
We have an expansion 
