In order to increase the number of bookings and revenue, most free-floating (electric) bicycle sharing operators periodically move bicycles to high demand areas (a process known as rebalancing). As rebalancing is time and cost intensive, an important question that arises is which bikes should be moved and which bikes are expected to be booked by the users within an acceptable period of time.
I. INTRODUCTION
The number of (e-)bike sharing systems and operators has been steadily increasing in the last decade. This development has been propelled by the global trends of the sharing economy and the societal and political goal to move towards a more sustainable transport system [1] . In parallel, innovations in smartphone and battery technology have enabled a fifth generation of bicyclesharing systems to emerge, which offer a free-floating service and high-end electric bicycles. These innovations have the potential to change the landscape of bicyclesharing: they render services more competitive and thus bear the potential of establishing e-bike sharing as a new mode of urban transportation [2] .
Introducing a bicycle-sharing system to a new city comes with a number of operational challenges. In order to recover costs and to make profit, bicycles have to exceed a minimum utilization rate. (E-)bike sharing operators thus seek to minimize the time to the next booking event after a trip has ended. As transportation demand patterns in a city are often asymmetric (origindestination flows may be higher in one direction than in the other), an operational measure to decrease the time between bookings and increase the utilization rate is rebalancing [3] , [4] . Rebalancing can be performed directly by the operator (usually by transporting the bicycles with trucks to high demand areas) or by the users themselves (through incentive systems). In either case the operator has to devise a rebalancing strategy and determine which bicycles should be moved where. For this purpose bicycles that need to be moved have to be identified. Predicting time to booking and using the predictions to flag bicycles for rebalancing may be a way to decrease idle times and thus improve operations. In many cases, previous methods for optimizing operations were designed for station-based systems and can often not be directly applied to free-floating systems.
In this paper, we analyse the time to booking of ebikes in a free-floating e-bike-sharing system in Zurich, Switzerland. For this purpose, two well-known survival analysis models are used: the Cox proportional hazards model and random survival forests. Spatial characteristics, time of day and week, as well as precipitation and temperature measurements are used to model time to booking. Based on the results, the potential of the two models to decrease idle times is discussed.
II. BACKGROUND A. (E-)Bike-Sharing
The number of bicycle-sharing systems has grown rapidly in the last decade. This growth is part of a continuing trend that has began in the 2000s and has strongly accelerated after 2005 [5] , [1] . With new mobility services on the horizon, such as service bundles that combine several modes, the trend may even accelerate further [6] . These developments have also led to an increasing research interest in operational questions. One of those questions is how to optimally deal with asymmetric demand patterns and how to perform rebalancing. In [3] nine (docked) bicycle-sharing systems in Europe and in the USA are analyzed. The study shows that a wide variety of rebalancing strategies exist in practice and that operators have to cope with the sometimes conflicting goals of satisfying service level agreements and optimizing customer experience and revenue. Strategies include minimizing station outages indiscriminately (which is sometimes required by service level agreements) and focusing on "high value" stations that produce a high number of trips. The latter can mean that bicycles are placed close to the origins of trips (e.g. close to transit hubs in the morning peak) or that bicycles are periodically moved to other desirable locations (e.g. uphill) [3] . However, these considerations only partially extend to free-floating systems. The state of docked bicycle-sharing systems can easily be monitored by measuring station occupancy. In free-floating systems there are no discrete locations where bicycles have to be placed and thus different strategies have to be employed to monitor and optimize operations.
In [2] booking data from a free-floating e-bike sharing system in Zurich, Switzerland are analyzed with spatial regression models. The models show that spatial characteristics, especially population and workplace density, but also proximity and availability of public transportation infrastructure are related to the number of bookings in a zone. The high explanatory power of the spatial regression models indicated that the models could also be useful for predicting demand. Using the same dataset as [2] , the analysis in this paper seeks to answer the question whether spatial characteristics could also explain differences in times to booking. Spatial differences in times to booking could indicate an overor undersupply of bicycles in a certain area. Such an analysis could thus be used to detect a need for further rebalancing.
III. DATA AND METHODS

A. Data
The analysis is based on data from a free-floating e-bike-sharing system in Zurich, Switzerland called "Smide." The dataset consists of 72'648 trips in the period of April to November 2017. For each bike and booking, the previous end time was subtracted from the start time of the booking in order to obtain time to booking. As the previous end time was not available for all bookings, 69'282 booking events remained for the analysis. For a more detailed descriptive analysis of the dataset refer to [2] . Table I shows the variables that were used in the modelling process. The full set of variables includes spatial characteristics of the zone of a bike's location, number of bikes in the vicinity, weather data and time of day. Figure 1 shows the average time to booking per raster cell (cells with less than thirty observations were excluded from the analysis). Times to booking vary between 3 and 16.5 hours with the mean at 10.6 hours (and a median of 10.7 hours). Zones at the fringe of the service area seem to exhibit higher times to booking. However, the spatial pattern is weak.
B. Descriptive Statistics
Survival times range between 1.0 and 145.6 hours with the mean at 10.8 hours and a median of 6.1 hours ( Figure 2 ). The cumulative distribution of times to booking (Figure 2 b) provides interesting insights regarding operations of the system: at 24 hours and 59 hours, the number of unbooked bikes decreases sharply and discontinuously, which most likely indicates an intervention by the operator. Thus, only bikes with times to booking less than 24 hours were included in the analysis in order to exclude these interventions. Figure 3 shows the spatial distribution of start locations of all bookings and for bicycles that have not been booked in the last 24, 48 and 72 hours (subfigures b to c). Only 10% of bikes exhibit a time to booking over 24 hours. Subfigure d shows that bikes with a survival time over 72 hours are concentrated in one location. As this location corresponds to the address of the operator in 2017, these bikes are most likely undergoing maintenance. 
C. The Cox Proportional Hazards Model
The effects of spatial characteristics, precipitation and time of day on the probability of a booking event was investigated with a Cox proportional hazards model [7] 1 . In the the Cox proportional hazards model the time-dependent baseline hazard function h 0 (t) is left unspecified and it is assumed that the covariates have a multiplicative (i.e. proportional) effect. A general way to write the hazard function is h(t) = Ψh 0 (t). It is typically assumed that the hazard responds exponentially to a vector of covariates z such that Ψ = exp(zβ).
We use j to denote the j'th time to booking. For an individual booking event i at time t j the hazard function can be written as h i (t j ) = Ψ i h 0 (t j ) = exp(z i β)h 0 (t j ). The probability of observing an individual booking event i at its corresponding time t j can be written as
where R j denotes the "risk set," i.e. is the set of individuals that are at risk for failure at time t j (and thus all bookings with a time to booking greater or equal than the booking at t j ). The partial likelihood function is obtained as a product of the terms L j for all times to bookings:
where D denotes the set of all booking events. The (logarithm) of the partial likelihood function can then be maximized to obtain estimates for the model parameters. Note that censored events do not enter the partial likelihood function. 1 We follow the notation of [8, pp. 55-64].
The validity of the Cox model hinges on the proportional hazards assumption. This assumption can be checked by calculating the scaled Schoenfeld residuals and testing for the independence of the residuals with time [9] .
D. Cox Model Specification
A Cox model including all variables of Table I was estimated. However, as the model violated the proportional hazards assumption (global Schoenfeld residuals (SR) test, p <0.001), two feasible reduced model were specified (equation 1 and 2). The reduced model included a dummy variable for zones within 500 m of the main train station (HB_500), the number of bikes within 300 meters (bikes_within_300), the population count in the zones of the bikes' locations (stat_pop), the workplace count (stat_F T E) and the median taxable income (income). Equation 2 introduces a quadratic population count term (stat_pop 2 ) to capture a nonlinear effect.
It was expected that the proximity to the main train station, the population count, income and the workplace count in the respective zone of a bike's location have a positive effect on the hazard (i.e. a positive effect on the instantaneous booking event rate). The number of bikes in the vicinity were expected to have a negative effect. 
E. Random Survival Forests
An alternative method for estimating and predicting times to booking are random survival forests. Random survival forests were introduced by [10] and are an extension to the random forests method for survival analysis. Random forests are generated by bagging classification and regression trees [11] , [12] .
An advantage of the random survival forests model over the Cox proportional hazards model is that it does not rely on the restrictive proportional hazards assumption and thus allows for the inclusion of a larger number of predictors. A disadvantage is that statistical inference is less straightforward. We use the "randomForestSRC" package for R to estimate the random survival forests [13] .
F. Random Survival Forests: Model Parameters and Variables
Random survival forests were estimated using the following variables: zone_id, bikes_within_300, dist_HB, dist_urban_rail, stat_pop, stat_F T E, stat_F T E_pop, high_pt_acc, pax, income, num_gastro, bike_inf ra, GA_share, temp_cold, temp_hot, weekend_dummy and time. The precipitation variable (precip_dummy) was excluded due to its negative variable importance. The number trees was set to 1000 and the minimum node size was set to 180.
IV. RESULTS
A. Cox Proportional Hazards Model
Two Cox proportional hazards models were estimated using the specifications in section III-D (model 1 and model 2). The likelihood-ratio tests indicate that both models fit the data better than the null model and the concordance indices suggest that the models perform (slightly) better than random. Population count in the zone of a bike's location has a negative effect on the booking probability. However, the effect is non-linear: an initial decrease of booking probability is offset by the quadratic term at a population count of 1'500 (167 persons/ha). Income and the number of bikes in the vicinity have no effect. Table III shows 
B. Random Survival Forests
V. Discussion
The Cox model indicated that the number of bikes in the vicinity has no effect on the instantaneous booking rate of a bike. This was not expected, but it could indicate that the number of bikes in the system could be further increased. The effect of the population count in the zone of a bike's location is non-linear: an initially decreasing effect of increasing population density is offset at higher population densities. The booking probability in medium density areas may be lower than in very low density areas as those areas might be locations of attractive leisure activities.
The random survival forests model is not limited by the restrictive proportional hazards assumption and thus more variables could be included. Besides the spatial characteristics, time of day proved to be an important predictor for time to booking. Distance to the the main station and urban rail stations were important predictors as well. The plots of the marginal effect of the variables (Figure 4 and 5) confirm the non-linear effect of the population density: an initial increase of time to booking is offset by a decrease at higher population densities. Hot weather is associated with a lower time to booking, while cold weather has the opposite effect. The effect of time as a predictor loosely follows general demand patters: bikes that are placed in the morning tend to have a lower time to booking than bikes that are placed in the evening.
VI. Limitations
Overall, the predictive capability of the models is low. This could indicate two things: firstly, the available aggregate (spatial) variables may not be optimal to predict time to booking. The effect of aggregate variables, such as population density or distance to train stations may be overshadowed by characteristics of the micro location. For example, a bike could be located at a central place, but it might not be visible or accessing the road directly from the location may be difficult (e.g. it might be placed in a full bicycle rack or getting to the location might require a customer to cross the street first). Thus, an operator trying to better understand times to booking may want to collect additional data on the bikes' locations. This could for example be done by incentivicing users to take a picture of the bike and its surroundings after ending a trip. Secondly, the low predictive capability could be a result of the fact that the system is already well balanced. Smide incentivises users to assist rebalancing the system with so called "bonus zones". If a bike is placed in these zones (which are typically located in central areas) the user receives a compensation of 5 to 10 minutes of booking time. Spatial variations in times to booking could be seen as an indicator of how well the system is balanced and whether there is a need for further rebalancing.
VII. Conclusion
Two survival analysis methods were used to model time to booking for a free-floating e-bike sharing system in Zurich, Switzerland: the Cox proportional hazards model and random survival forests. The models provided plausible insights about the relationship of aggregate locational characteristics with time to booking. However, the model fit (as measured by the concordance index) was comparatively low for both models. Random survival forests performed better than the Cox models and operators that are less interested in statistical inference may thus prefer to use random survival forests.
The predictive capability of the models might be further improved by including additional variables of the micro location of the (e-)bikes. While some information on the micro location may be collected by analyzing the GPS location in more detail, operators could collect additional information by incentivizing users to take a picture of the bicycle and its surrounding. Additional relevant features could afterwards be derived from the pictures. The collection and the effect of micro location variables on time to booking could be a topic of future research. Furthermore, spatial variations in times to booking are also related to the state of balance of the system and rebalancing efforts by the operator. It can be argued that in a well balanced system, these variations should naturally be low and thus spatial variations of times to booking could be seen as an indicator for the state of balance. A time to booking analysis could be useful to identify unrealized potentials to increase the operational efficiency of the system. In its simplest form, such an analysis could be purely descriptive, consisting of a plot of average times to bookings such as Figure 1 .
The approach in this paper may be employed in practice: dividing the service area in zones and monitoring average times to booking may be a good way to monitor the relationship between supply and demand of (e-)bikes. The coefficient of variation could be calculated and monitored over time. Furthermore, predicting times to booking may require measuring further variables associated with the micro location. Users could be incentivized to collect such data.
