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Abstract
Orbifold generalizations of the ordinary and modified melting crys-
tal models are introduced. They are labelled by a pair a, b of positive
integers, and geometrically related to Za × Zb orbifolds of local CP
1
geometry of the O(0) ⊕O(−2) and O(−1) ⊕ O(−1) types. The par-
tition functions have a fermionic expression in terms of charged free
fermions. With the aid of shift symmetries in a fermionic realization of
the quantum torus algebra, one can convert these partition functions
to tau functions of the 2D Toda hierarchy. The powers La, L¯−b of the
associated Lax operators turn out to take a special factorized form
that defines a reduction of the 2D Toda hierarchy. The reduced inte-
grable hierarchy for the orbifold version of the ordinary melting crystal
model is the bi-graded Toda hierarchy of bi-degree (a, b). That of the
orbifold version of the modified melting crystal model is the rational
reduction of bi-degree (a, b). This result seems to be in accord with
recent work of Brini et al. on a mirror description of the genus-zero
Gromov-Witten theory on a Za ×Zb orbifold of the resolved conifold.
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1 Introduction
Recently, we extended our previous work [1, 2] on the integrable structure
of a modified melting crystal model to open string amplitudes of topolog-
ical string theory on a generalized conifold [3]. The modified meting crys-
tal model is essentially a reformulation of open string amplitudes, or local
Gromov-Witten invariants, on the resolved conifold. Brini [4] conjectured,
and partially proved at low orders of genus expansion, a mirror-theoretic cor-
respondence between the local Gromov-Witten theory of the resolved conifold
and the Ablowitz-Ladik hierarchy [5, 6]. In the course of refining this obser-
vation, Brini and his collaborators [7] reformulated this integrable hierarchy
as a special “rational reduction” of the 2D Toda hierarchy [8, 9]. We consid-
ered this issue from a different route once developed for the ordinary melting
crystal model [10, 11]. Technical clues therein are —
(i) a fermionic expression of the partition function,
(ii) an associated fermionic realization of the quantum torus algebra,
(iii) algebraic relations called “shift symmetries” in this algebra,
(iv) a matrix factorization problem that solves the initial value problem in
the Lax formalism.
Armed with these tools, we proved that the Ablowitz-Ladik hierarchy indeed
underlies the modified melting crystal model [1, 2], and extended this result
to a generalized conifold [3]. This generalized conifold is of the bubble type,
namely, its web diagram is a linear chain of repetition of the web diagram of
the resolved conifold. The relevant integrable hierarchy in this case is a kind
of generalized Ablowitz-Ladik hierarchy that is realized as a reduction of the
2D Toda hierarchy.
In this paper, we present yet another extension of our study on the melt-
ing crystal models. This work is motivated by a very recent paper of Brini et
al. [12] on a general scheme of rational reductions of the 2D Toda hierarchy
and its application to the mirror theory of a toric Calabi-Yau orbifold. They
proposed a large class of rational reductions, and proved that the dispersion-
less limit of a particular reduction captures the genus-zero Gromov-Witten
theory of a Za×Zb orbifold of the resolved conifold. Remarkably, the reduced
integrable hierarchy therein, too, is a generalized Ablowitz-Ladik hierarchy,
but totally different from ours. In the case of the orbifold, the a-th and b-th
powers of the Lax operators L, L¯−1 of the 2D Toda hierarchy are expected
to take the “rational” form
La = BC−1, L¯−b = DCB−1,
2
where D is a non-zero constant, normalized to 1 in the setting of Brini et al.,
and B and C are difference operators of the form
B = ea∂s + β1(s)e
(a−1)∂s + · · ·+ βa(s),
C = 1 + γ1(s)e
−∂s + · · ·+ γb(s)e
−b∂s
on the 1D lattice with coordinate s. In the case of the bubble type [3], the
Lax operators themselves take the rational form
L = Be(1−N)∂sC−1, L¯−1 = DCe(N−1)∂sB−1,
where N is the number of repetition of the conifold diagram, D is a non-zero
constant, and B and C are difference operators of the form
B = eN∂s + β1(s)e
(N−1)∂s + · · ·+ βN(s),
C = 1 + γ1(s)e
−∂s + · · ·+ γN(s)e
−N∂s .
One of our goals is to derive the former — “the rational reduction of bi-degree
(a, b)” in the terminology of Brini et al. [12] — from a generalized melting
crystal model.
Such a melting crystal model can be found in the work of Bryan et al.
[13] on an orbifold version of the method of topological vertex [14]. They
illustrated their method with two examples. One of them is local CP1a,b
geometry, namely, the total space of the bundle O(−1)⊕O(−1) over a Za×Zb
orbifold CP1a,b of CP
1. This, too, is an orbifold generalization of the resolved
conifold. The orbifold topological vertex construction gives a generating
function of Donaldson-Thomas invariants of this Calabi-Yau threefold. Its
main part may be thought of as a generalized melting crystal model. We call
this model an orbifold melting crystal model . In the non-orbifold case where
a = b = 1, this model reduces to the modified melting crystal model. We
shall show that this orbifold version of the modified melting crystal model
is indeed accompanied by the rational reduction of bi-degree (a, b) of the 2D
Toda hierarchy.
In the same sense, one can construct an orbifold version of the ordinary
melting crystal model. Geometrically, this amounts to local CP1a,b geometry
of the O(0)⊕O(−2) type. We shall show, as another goal, that this orbifold
model corresponds to the bi-graded Toda hierarchy of bi-degree (a, b) [15, 16].
This integrable hierarchy is a reduction of the 2D Toda hierarchy for which
the Lax operators satisfy the reduction condition
La = D−1L¯−b,
3
where D is a non-zero constant that is usually normalized to 1. Both sides
of this condition become a difference operator of the form
L = ea∂s + α1(s)e
(a−1)∂s + · · ·+ αa+b(s)e
−b∂s .
When a = b = 1, L reduces to the well known Lax operator of the 1D
Toda hierarchy. Just like the 1D Toda hierarchy [17, 18, 19], the bi-graded
Toda hierarchy can be extended by extra logarithmic flows [16], and has
been applied to the Gromov-Witten theory of an orbifold of CP1 [20, 21]. In
the case of the orbifold melting crystal model, both sides of the reduction
condition are further factorized as
La = D−1L¯−b = BC,
where B and C are difference operators of the same form as those in the
rational reduction of bi-degree (a, b). Our previous melting crystal model
with “two q-parameters” [22] 1 turns out to be a special case of this orbifold
model.
The most prominent characteristic of the orbifold cases is that the powers
La, L¯−b of L, L¯−1 rather than L, L¯−1 themselves show up in the reduction
condition. This affects the correspondence between the coupling constants
tk, t¯k of the models and the time variables of the 2D Toda hierarchy as well.
From a technical point of view, this characteristic is related to fractional
framing factors in the orbifold topological vertex construction [13]. We shall
encounter their avatars in our calculations. They are responsible for the
emergence of the powers La, L¯−b of the Lax operators.
This paper is organized as follows. The orbifold version of the ordinary
model is referred to as the first orbifold model . The orbifold version of the
modified model is distinguished as the second orbifold model . Throughout the
paper, these models are treated in a fully parallel way. Section 2 is devoted
to formulation of these models. Sections 3 and 4 are focused on implications
of the fermionic expression of the partition functions. Section 5 and 6 present
the aforementioned results on the Lax operators. Let us explain the contents
in more detail.
In Section 2, these two orbifold models are defined as models of random
partitions, and translated to the language of charged free fermions. The
Boltzmann weights of the partition functions are built from special values of
the infinite-variable Schur functions sλ(x), x = (x1, x2, . . .). These weights
are deformed by external potentials Φk(λ, s), where k = 1, 2, . . . in the first
orbifold model and k = ±1,±2, . . .. in the second orbifold model. Note that
1Note that this model is not directly related to the so called “refinement”.
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these potentials depend on the lattice coordinate s as well. The partition
function Za,b(s, t) of the first orbifold model is a function of s and a set
of coupling constants t = (t1, t2, . . .). The partition function Z
′
a,b(s, t, t¯) of
the second orbifold model depends on s and two sets of coupling constants
t = (t1, t2, . . .) and t¯ = (t¯1, t¯2, . . .).
In Sections 3 and 4, these partition functions are converted to tau func-
tions of the 2D Toda hierarchy. This is a somewhat lengthy and complicated
generalization of the calculations for the ordinary [10, 11] and modified [1, 2]
melting crystal models. We start from the fermionic expression of the parti-
tion functions that does not look like tau functions. This expression contains
the generators eH(t) and eH¯(t¯) of time evolutions. H(t) and H¯(t¯) are lin-
ear combinations of fermion bilinears Hk and H−k that are elements of a
fermionic realization of the quantum torus algebra. We use the aforemen-
tioned shift symmetries of this algebra to transform H±k’s to elements of the
U(1) current algebra, namely, infinitesimal generators of time evolutions of
the 2D Toda hierarchy. By these calculations, the partition functions turn
out to be, up to a relatively simple prefactor, tau functions of the 2D Toda
hierarchy (Theorems 1 and 2).
In Sections 5 and 6, these special solutions of the 2D Toda hierarchy are
re-interpreted in the Lax formalism. To this end, we make use of a matrix
factorization problem that determines the dressing operators W, W¯ and the
Lax operators L, L¯. (These operators are translated to Z × Z matrices in
advance.) Fortunately, the factorization problem in the present setting can
be solved explicitly at the initial time t = t¯ = 0. This enables us, after some
algebra, to derive the factorized form of La and L¯−b at the initial time. Since
the factorized form is known to be preserved by all time evolutions of the 2D
Toda hierarchy, this is enough to deduce the conclusion (Theorem 3).
2 Orbifold melting crystal models
2.1 Partition functions
The ordinary melting crystal model [23, 24] and its resolved conifold version
[25, 26] are defined, respectively, by the partition functions
Z =
∑
λ∈P
sλ(q
−ρ)2Q|λ|, (2.1)
Z ′ =
∑
λ∈P
sλ(q
−ρ)s tλ(q
−ρ)Q|λ|, (2.2)
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where P denotes the set of all partitions λ = (λi)
∞
i=1,
tλ the conjugate (or
transposed) partition of λ, |λ| the sum of all parts λi, and sλ(q
ρ) the special
value of the infinite-variable Schur function sλ(x), x = (x1, x2, . . .) [27], at
q−ρ =
(
q1/2, q3/2, . . . , qn−1/2, . . .
)
.
The orbifold models are obtained by replacing the Boltzmann weights as
sλ(q
−ρ)2 → sλ(p1q
−ρ, . . . , paq
−ρ)sλ(r1q
−ρ, . . . , rbq
−ρ)
and
sλ(q
−ρ)s tλ(q
−ρ)→ sλ(p1q
−ρ, . . . , paq
−ρ)s tλ(r1q
−ρ, . . . , rbq
−ρ)
in the foregoing partition functions Z and Z ′. Here p1, p2, . . . , pa and r1, r2, . . . , pb
are two sets of parameters of these models, and (p1q
−ρ, . . . , paq
−ρ) and (r1q
−ρ, . . . , rbq
−ρ)
stand for the union of
piq
−ρ =
(
piq
1/2, piq
3/2, . . . , piq
n−1/2, . . .
)
, i = 1, . . . , a
and
rjq
−ρ =
(
rjq
1/2, rjq
3/2, . . . , rjq
n−1/2, . . .
)
, j = 1, . . . , b,
respectively. Since the Schur functions are symmetric functions, one can do
such regrouping and reordering of arguments freely. The partition functions
of the orbifold models are sums of these Boltzmann weights over all partitions:
Za,b =
∑
λ∈P
sλ(p1q
−ρ, . . . , paq
−ρ)sλ(r1q
−ρ, . . . , rbq
−ρ)Q|λ|, (2.3)
Z ′a,b =
∑
λ∈P
sλ(p1q
−ρ, . . . , paq
−ρ)s tλ(r1q
−ρ, . . . , rbq
−ρ)Q|λ|. (2.4)
Z ′a,b is essentially the Donaldson-Thomas partition function of local CP
1
a,b
geometry presented by Bryan et al. [13].
By the Cauchy identities
∑
λ∈P
sλ(x1, x2, . . .)sλ(y1, y2, . . .) =
∞∏
m,n=1
(1− xmyn)
−1,
∑
λ∈P
sλ(x1, x2, . . .)s tλ(y1, y2, . . .) =
∞∏
m,n=1
(1 + xmyn),
(2.5)
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the partition functions turn into the product form
Za,b =
a∏
i=1
b∏
j=1
M(pirjQ, q), (2.6)
Z ′a,b =
a∏
i=1
b∏
j=1
M(−pirjQ, q)
−1, (2.7)
where M(x, q) denotes the MacMahon function
M(x, q) =
∞∏
n=1
(1− xqn)−n.
Remark 1. Since homogeneity of the Schur functions imply the identities
sλ(p1q
−ρ, . . . , paq
−ρ) = sλ
(
p1
pa
q−ρ, . . . ,
pa−1
pa
q−ρ, q−ρ
)
p|λ|a ,
sλ(r1q
−ρ, . . . , rbq
−ρ) = sλ
(
r1
rb
q−ρ, . . . ,
rb−1
rb
q−ρ, q−ρ
)
r
|λ|
b ,
(2.8)
one can normalize the parameters of the models as
pa = rb = 1 (2.9)
by replacing Q→ Q(parb)
−1.
Remark 2. Since
sλ(q
−ρ/a) = sλ(q
(1−a)/2aq−ρ, q(3−a)/2aq−ρ, . . . , q(a−1)/2aq−ρ),
sλ(q
−ρ/b) = sλ(q
(1−b)/2bq−ρ, q(3−b)/2bq−ρ, . . . , q(b−1)/2bq−ρ),
these orbifold models reduce to the modifications
Z˜a,b =
∑
λ∈P
sλ(q
ρ/a)sλ(q
ρ/b)Q|λ|, (2.10)
Z˜ ′a,b =
∑
λ∈P
sλ(q
ρ/a)s tλ(q
ρ/b)Q|λ| (2.11)
of the ordinary models (2.1) and (2.2) when the parameters are specialized
as
p1 = q
(1−a)/2a, p2 = q
(3−a)/2a, . . . pa = q
(a−1)/2a,
r1 = q
(1−b)/2b, r2 = q
(3−b)/2b, . . . rb = q
(b−1)/2.
This is an unexpected link with our previous work on a melting crystal model
with two q-parameters [22]. The previous model coincides with Z˜a,b when the
q-parameters q1, q2 therein are specialized as
q1 = q
1/a, q2 = q
1/b. (2.12)
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2.2 Fermionic formulation
The setup for the fermionic formulation [28] is the same as our earlier work
[10, 11]:
(i) Fourier modes ψn, ψ
∗
n of the 2D free fermion fields ψ(z), ψ
∗(z) are la-
belled by integers n ∈ Z, and satisfy the anti-commutation relations
ψmψ
∗
n + ψ
∗
nψm = δm+n,0, ψmψn + ψnψm = 0, ψ
∗
mψ
∗
n + ψ
∗
nψ
∗
m = 0.
(ii) The Fock space and its dual space are decomposed to the charge-s
sectors for s ∈ Z. An orthonormal basis of the charge-s sector is given
by the ground states
〈s| = 〈−∞| · · ·ψ∗s−1ψ
∗
s ,
|s〉 = ψ−sψ−s+1 · · · | −∞〉
and the excited states
〈s, λ| = 〈−∞| · · ·ψ∗λi+s−i+1 · · ·ψ
∗
λ2+s−1
ψ∗λ1+s,
|s, λ〉 = ψ−λ1−sψ−λ2−s+1 · · ·ψ−λi−s+i−1 · · · | −∞〉
labelled by partitions λ = (λi)
∞
i=1 ∈ P.
(iii) The action of the fermion bilinears
L0 =
∑
n∈Z
n:ψ−nψ
∗
n:, W0 =
∑
n∈Z
n2:ψ−nψ
∗
n:,
Hk =
∑
n∈Z
qkn:ψ−nψ
∗
n:, Jk =
∑
n∈Z
:ψ−nψ
∗
n+k:
on the Fock space, where : : denotes the normal ordering with respect
to the vacuum states 〈0|, |0〉, preserves the charge-s sector. J0, L0,W0
and Hk’s are diagonal with respect to the basis {|λ, s〉}λ∈P :
〈λ, s|J0|µ, s〉 = δλµs, (2.13)
〈λ, s|L0|µ, s〉 = δλµ
(
|λ|+
s(s+ 1)
2
)
, (2.14)
〈λ, s|W0|µ, s〉 = δλµ
(
κ(λ) + (2s+ 1)|λ|+
s(s+ 1)(2s+ 1)
6
)
, (2.15)
〈λ, s|Hk|µ, s〉 = δλµΦk(λ, s), (2.16)
8
where
κ(λ) =
∞∑
i=1
((
λi − i+
1
2
)2
−
(
−i+
1
2
)2)
and
Φk(λ, s) =
∞∑
i=1
(qk(λi+s−i+1) − qk(s−i+1)) +
1− qks
1− qk
qk.
(vi) The vertex operators [29, 30]
Γ±(z) = exp
(
∞∑
k=1
zk
k
J±k
)
, Γ′±(z) = exp
(
−
∞∑
k=1
(−z)k
k
J±k
)
and the multi-variable extensions
Γ±(x) =
∏
i≥1
Γ±(xi), Γ
′
±(x) =
∏
i≥1
Γ′±(xi)
to x = (x1, x2, . . .), too, preserve the charge-s sector. The matrix
elements become skew-Schur functions [27, 28]
〈λ, s|Γ−(x)|µ, s〉 = 〈µ, s|Γ+(x)|λ, s〉 = sλ/µ(x),
〈λ, s|Γ′−(x)|µ, s〉 = 〈µ, s|Γ
′
+(x)|λ, s〉 = s tλ/ tµ(x).
(2.17)
A fermionic expression of Za,b can be derived as follows. Note that the
special values of the Schur functions in the Boltzmann weights of Za,b can be
expressed in a fermionic form as
sλ(p1q
−ρ, · · · , paq
−ρ) = 〈0|Γ+(p1q
−ρ) · · ·Γ+(paq
−ρ)|λ, 0〉,
sλ(r1q
−ρ, · · · , rbq
−ρ) = 〈λ, 0|Γ−(rbq
−ρ) · · ·Γ−(r1q
−ρ)|0〉.
Normalize pa and rb as shown in (2.8) and (2.9), and introduce new param-
eters P1, P2, . . . , Pa−1 and R1, R2, . . . , Rb−1 as
pi = Pi · · ·Pa−1 for i = 1, 2, . . . , a− 1, pa = 1,
rj = Rj · · ·Rb−1 for j = 1, 2, . . . , b− 1, rb = 1.
(2.18)
Recall that setting pa = rb = 1 does not lead to loss of generality. The
products of Γ±’s in the expression of the Schur functions thereby become
Γ+(p1q
−ρ) · · ·Γ+(pa−1q
−ρ)Γ+(q
−ρ)
= Γ+(P1 · · ·Pa−1q
−ρ) · · ·Γ+(Pa−1q
−ρ)Γ+(q
−ρ)
= (P1 · · ·Pa−1)
−L0Γ+(q
−ρ)PL01 Γ+(q
−ρ)PL02 · · ·Γ+(q
−ρ)PL0a−1Γ+(q
−ρ)
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and
Γ−(q
−ρ)Γ−(rb−1q
−ρ) · · ·Γ−(r1q
−ρ)
= Γ−(q
−ρ)Γ−(Rb−1q
−ρ) · · ·Γ−(Rb−1 · · ·R2q
−ρ)Γ−(Rb−1 · · ·R1q
−ρ)
= Γ−(q
−ρ)RL0b−1Γ−(q
−ρ) · · ·RL02 Γ−(q
−ρ)RL01 Γ−(q
−ρ)(R1 · · ·Rb−1)
−L0 .
The scaling property
uL0Jku
−L0 = u−kJk, k ∈ Z, (2.19)
of Jk’s and its consequences
Γ+(vq
−ρ)uL0 = uL0Γ+(uvq
−ρ), uL0Γ−(vq
−ρ) = Γ−(uvq
−ρ)uL0 (2.20)
have been used here. Since the leftmost factor (P1 · · ·Pa−1)
−L0 and the right-
most factor (R1 · · ·Rb−1)
−L0 disappear as they hit the vacuum vector, the
fermionic expression of the special values of the Schur functions can be rewrit-
ten as
sλ(p1q
−ρ, . . . , pa−1q
−ρ, q−ρ)
= 〈0|Γ+(q
−ρ)PL01 Γ+(q
−ρ)PL02 · · ·Γ+(q
−ρ)PL0a−1Γ+(q
−ρ)|λ, 0〉
and
sλ(r1q
−ρ, . . . , rb−1q
−ρ, q−ρ)
= 〈λ, 0|Γ−(q
−ρ)RL0b−1Γ−(q
−ρ) · · ·RL02 Γ−(q
−ρ)RL01 Γ−(q
−ρ)|0〉.
Thus the partition function Za,b can be cast into the fermionic expression
Za,b = 〈0|Γ+(q
−ρ)PL01 Γ+(q
−ρ)PL02 · · ·Γ+(q
−ρ)PL0a−1Γ+(q
−ρ)QL0
× Γ−(q
−ρ)RL0b−1Γ−(q
−ρ) · · ·RL02 Γ−(q
−ρ)PL01 Γ−(q
−ρ)|0〉. (2.21)
In the same way, using the primed versions
s tλ(r1q
−ρ, . . . , rb−1q
−ρ, q−ρ)
= 〈λ, 0|Γ′−(q
−ρ)RL0b−1Γ
′
−(q
−ρ) · · ·RL02 Γ
′
−(q
−ρ)RL01 Γ
′
−(q
−ρ)|0〉
and
Γ′+(vq
−ρ)uL0 = uL0Γ′+(uvq
−ρ), uL0Γ′−(vq
−ρ) = Γ′−(vq
−ρ)uL0 (2.22)
of the foregoing relations as well, one can derive the following fermionic
expression of Z ′a,b:
Z ′a,b = 〈0|Γ+(q
−ρ)PL01 Γ+(q
−ρ)PL02 · · ·Γ+(q
−ρ)PL0a−1Γ+(q
−ρ)QL0
× Γ′−(q
−ρ)RL0b−1Γ
′
−(q
−ρ) · · ·RL02 Γ
′
−(q
−ρ)PL01 Γ
′
−(q
−ρ)|0〉. (2.23)
Note that the Γ−’s in the expression of Za,b are replaced by Γ
′
−’s.
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2.3 Deformations by external potentials
The deformed partition functions Za,b(s, t) and Z
′
a,b(s, t, t¯), t = (t1, t2, . . .),
t¯ = (t¯1, t¯2, . . .), are defined as
Za,b(s, t) =
∑
λ∈P
sλ(p1q
−ρ, . . . , paq
−ρ)sλ(r1q
−ρ, . . . , rbq
−ρ)
×Q|λ|+s(s+1)/2eΦ(λ,s,t) (2.24)
and
Z ′a,b(s, t, t¯) =
∑
λ∈P
sλ(p1q
−ρ, . . . , paq
−ρ)s tλ(r1q
−ρ, . . . , rbq
−ρ)
×Q|λ|+s(s+1)/2eΦ(λ,s,t,t¯), (2.25)
where
Φ(λ, s, t) =
∞∑
k=1
tkΦk(λ, s),
Φ(λ, s, t, t¯) =
∞∑
k=1
tkΦk(λ, s) +
∞∑
k=1
t¯kΦ−k(λ, s).
Under the normalization of parameters as shown in (2.18), 2 these partition
functions can be converted to a fermionic form as
Za,b(s, t) = 〈s|Γ+(q
−ρ)PL01 Γ+(q
−ρ)PL02 · · ·Γ+(q
−ρ)PL0a−1Γ+(q
−ρ)QL0eH(t)
× Γ−(q
−ρ)RL0b−1Γ−(q
−ρ) · · ·RL02 Γ−(q
−ρ)PL01 Γ−(q
−ρ)|s〉 (2.26)
and
Z ′a,b(s, t, t¯) = 〈s|Γ+(q
−ρ)PL01 Γ+(q
−ρ)PL02 · · ·Γ+(q
−ρ)PL0a−1Γ+(q
−ρ)QL0eH(t,t¯)
× Γ′−(q
−ρ)RL0b−1Γ
′
−(q
−ρ) · · ·RL02 Γ
′
−(q
−ρ)PL01 Γ
′
−(q
−ρ)|s〉, (2.27)
where
H(t) =
∞∑
k=1
tkHk, H¯(t¯) =
∞∑
k=1
t¯kH−k, H(t, t¯) = H(t) + H¯(t¯).
2To absorb the extra factors p
|λ|
a and r
|λ|
b in (2.8) into redefinition of Q in this s-
dependent setting, we have to correct these partition functions by the overall factor
(parb)
s(s+1)/2. Za,b(s, t) and Z
′
a,b(s, t, t¯) in the fermionic expression stand for those cor-
rected partition functions.
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3 Partition function as tau function: First
orbifold model
3.1 Shift symmetries of quantum torus algebra
Let V
(k)
n , k,m ∈ Z, denote the fermion bilinears
V (k)m = q
−km/2
∑
n∈Z
qkn:ψm−nψ
∗
n:
that includes Hk’s and Jk’s as particular cases:
Hk = V
(k)
0 , Jk = V
(0)
k .
These fermion bilinears give a realization of (a central extension of) the 2D
quantum torus algebra. Namely, they satisfy the commutation relations
[V (k)m , V
(l)
n ]
=
{
(q(lm−kn)/2 − q(kn−lm)/2)(V
(k+l)
m+n − δm+n,0
qk+l
1−qk+l
) if k + l 6= 0,
(q−k(m+n) − qk(m+n))V
(0)
m+n +mδm+n,0 if k + l = 0.
(3.1)
The case where k = l = 0 reduces to the commutation relations
[Jm, Jn] = mδm+n,0 (3.2)
of the U(1) current algebra, whereas Hk’s are commutative.
The shift symmetries [10, 11, 1, 2] act on these fermion bilinears. Actually,
there are three different types of shift symmetries:
(i) For k > 0 and m ∈ Z,
Γ+(q
−ρ)
(
V (k)m −
qk
1− qk
δm,0
)
Γ+(q
−ρ)−1
= (−1)kΓ−(q
−ρ)−1
(
V
(k)
m+k −
qk
1− qk
δm+k,0
)
Γ−(q
−ρ). (3.3)
(ii) For k > 0 and m ∈ Z,
Γ′+(q
−ρ)
(
V (−k)m +
1
1− qk
δm,0
)
Γ′+(q
−ρ)−1
= Γ′−(q
−ρ)−1
(
V
(−k)
m+k +
1
1− qk
δm+k,0
)
Γ′−(q
−ρ). (3.4)
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(iii) For k,m ∈ Z,
qW0/2V (k)m q
−W0/2 = V (k−m)m . (3.5)
These algebraic relations are used to convert the fermionic expression
(2.26), (2.27) of the partition functions to tau functions. This comprises two
parts:
1. In the first part, eH(t) and eH¯(t¯) are moved to the leftmost or rightmost
position of the operator product. Note that eH(t) and eH¯(t¯) commute
with QL0 . The first two sets (3.3) and (3.4) of the shift symmetries are
used in this procedure.
2. When the first part is finished, Hk = V
(k)
0 and H−k = V
(−k)
0 in e
H(t)
and eH¯(t¯) turn into V
(k)
ak and V
(−k)
−bk . In the second part, V
(k)
ak and V
(−k)
−bk
are transformed to V
(0)
ak = Jak and V
(0)
−bk = J−bk. The operator q
W0/2
in (3.5) is an avatar of “framing factors” in the topological vertex con-
struction [14]. In the orbifold case, those framing factors are replaced
by “fractional” ones [13]. We shall use such a variant of (3.5) in the
subsequent calculations.
Although mostly parallel to the case of the previous models [10, 11, 1, 2],
this procedure in the present setting becomes considerably complicated. This
section is focused on the partition function Za,b(s, t) of the first orbifold
model. The partition function Z ′a,b(s, t, t¯) of the second orbifold model is
considered in the next section.
3.2 Moving eH(t) towards the left
Let us explain how to move
eH(t) = exp
(
∞∑
k=1
tkV
(0)
k
)
towards the left through the product of PL0i Γ+(q
−ρ)’s in (2.26). This is a
repetition of processes in which the exponential operator overtakes each unit
PL0i Γ+(q
−ρ) of the operator product. In these processes, the exponent itself
as well as the product of PL0i Γ+(q
−ρ)’s are altered.
At the first stage where exp
(∑∞
k=1 tkV
(k)
0
)
overtakes PL0a−1Γ+(q
−ρ), Γ+(q
−ρ)
turns into Γ−(q
−ρ)Γ+(q
−ρ), and several c-number factors and an operator of
the form Γ−(· · · )
−1 are generated.
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Proposition 1.
Γ+(q
−ρ)PL01 · · ·Γ+(q
−ρ)PL0a−1Γ+(q
−ρ) exp
(
∞∑
k=1
tkV
(k)
0
)
= exp
(
∞∑
k=1
tkq
k
1− qk
)
a−1∏
i=1
M(Pi · · ·Pa−1, q)
−1 · Γ−(P1 · · ·Pa−1q
−ρ)−1
× Γ+(q
−ρ)PL01 · · ·Γ+(q
−ρ)PL0a−2Γ+(q
−ρ) exp
(
∞∑
k=1
t′kV
(k)
k
)
× PL0a−1Γ−(q
−ρ)Γ+(q
−ρ), (3.6)
where
t′k = (−1)
kP−ka−1tk.
Proof. The proof consists of three steps. First, use the first shift symmetry
(3.3) in the specialized form
Γ+(q
−ρ)V
(k)
0 Γ+(q
−ρ)−1 −
qk
1− qk
= (−1)kΓ−(q
−ρ)−1V
(k)
k Γ−(q
−ρ).
This implies the operator identity
Γ+(q
−ρ) exp
(
∞∑
k=1
tkV
(k)
0
)
= exp
(
∞∑
k=1
tkq
k
1− qk
)
× Γ−(q
−ρ)−1 exp
(
∞∑
k=1
(−1)ktkV
(k)
k
)
Γ−(q
−ρ)Γ+(q
−ρ),
hence
Γ+(q
−ρ)PL01 · · ·Γ+(q
−ρ)PL0a−1Γ+(q
−ρ) exp
(
∞∑
k=1
tkV
(k)
0
)
= exp
(
∞∑
k=1
tkq
k
1− qk
)
Γ+(q
−ρ)PL01 · · ·Γ+(q
−ρ)PL0a−1
× Γ−(q
−ρ)−1 exp
(
∞∑
k=1
(−1)ktkV
(k)
k
)
Γ−(q
−ρ)Γ+(q
−ρ).
Second, move the newly generated operator Γ−(q
−ρ)−1 towards the left. This
can be achieved by repeated use of the scaling property (2.20) and the com-
mutation relation
Γ+(uq
−ρ)Γ−(vq
−ρ)−1 =M(uv, q)−1Γ−(vq
−ρ)−1Γ+(uq
−ρ) (3.7)
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as follows:
Γ+(q
−ρ)PL01 · · ·Γ+(q
−ρ)PL0a−1Γ−(q
−ρ)−1
=
a−1∏
i=1
M(Pi · · ·Pa−1, q)
−1 · Γ−(P1 · · ·Pa−1q
−ρ)−1
× Γ+(q
−ρ)PL01 · · ·Γ+(q
−ρ)PL0a−2Γ+(q
−ρ)PL0a−1.
Lastly, use the scaling property
uL0V (k)m u
−L0 = u−mV (k)m (3.8)
of V
(k)
m ’s to move P
L0
a−1 to the right of the exponential operator as
PL0a−1 exp
(
∞∑
k=1
(−1)ktkV
(k)
k
)
= exp
(
∞∑
k=1
(−1)kP−ka−1tkV
(k)
k
)
PL0a−1.
At the next stage, exp
(∑∞
k=1 t
′
kV
(k)
k
)
overtakes PL0a−2Γ+(q
−ρ). the calcu-
lations are fully parallel to the first stage. The first step is to use the operator
identity
Γ+(q
−ρ) exp
(
∞∑
k=1
t′kV
(k)
k
)
= Γ−(q
−ρ)−1 exp
(
∞∑
k=1
(−1)kt′kV
(k)
2k
)
Γ−(q
−ρ)Γ+(q
−ρ)
that follows from the specialized shift symmetry
Γ+(q
−ρ)V
(k)
k Γ+(q
−ρ)−1 = (−1)kΓ−(q
−ρ)−1V
(k)
2k Γ−(q
−ρ).
The second and third steps are to move Γ−(q
−ρ)−1 towards the left end and
PL0a−2 to the right of the exponential operator. This leads to the algebraic
relation
Γ+(q
−ρ)PL01 · · ·Γ+(q
−ρ)PL0a−2Γ+(q
−ρ) exp
(
∞∑
k=1
t′kV
(k)
k
)
=
a−2∏
i=1
M(Pi · · ·Pa−2, q)
−1 · Γ−(P1 · · ·Pa−2q
−ρ)−1
× Γ+(q
−ρ)PL01 · · ·Γ+(q
−ρ)PL0a−3Γ+(q
−ρ) exp
(
∞∑
k=1
t′′kV
(k)
2k
)
× PL0a−2Γ−(q
−ρ)Γ+(q
−ρ),
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where
t′′k = (−1)
kP−2ka−2 t
′
k.
The overtaking process can be repeated until the transformed exponential
operator overtakes all Γ+(q
−ρ)’s and PL0i ’s. The net result reads as follows.
Proposition 2.
Γ+(q
−ρ)PL01 · · ·Γ+(q
−ρ)PL0a−1Γ+(q
−ρ) exp
(
∞∑
k=1
tkV
(k)
0
)
= exp
(
∞∑
k=1
tkq
k
1− qk
) ∏
1≤i≤j≤a−1
M(Pi · · ·Pj, q)
−1
× Γ−(q
−ρ)−1
a−1∏
j=1
Γ−(P1 · · ·Pjq
−ρ)−1 · exp
(
∞∑
k=1
TkV
(k)
ak
)
× Γ−(q
−ρ)Γ+(q
−ρ)PL01 · · ·Γ−(q
−ρ)Γ+(q
−ρ)PL0a−1Γ−(q
−ρ)Γ+(q
−ρ), (3.9)
where
Tk = (−1)
akP
−(a−1)k
1 P
−(a−2)k
2 · · ·P
−k
a−1tk. (3.10)
Thus, as eH(t) in (2.26) is transferred to the left end of the operator
product, the terms tkHk in H(t) are transformed to TkV
(k)
ak . One can thereby
rewrite the left half of the fermionic expression (2.26) as
〈s|Γ+(q
−ρ)PL01 · · ·Γ+(q
−ρ)PL0a−1Γ+(q
−ρ)QL0eH(t)
= exp
(
∞∑
k=1
tkq
k
1− qk
) ∏
1≤i≤j≤a−1
M(Pi · · ·Pj, q)
−1 · 〈s| exp
(
∞∑
k=1
TkV
(k)
ak
)
× Γ−(q
−ρ)Γ+(q
−ρ)PL01 · · ·Γ−(q
−ρ)Γ+(q
−ρ)PL0a−1Γ−(q
−ρ)Γ+(q
−ρ)QL0 . (3.11)
Note that Γ−1− ’s disappear because 〈s|J−k = 0 for k > 0.
3.3 Converting Za,b(s, t) to a tau function
To interpret Za,b(s, t) as a tau function, V
(k)
ak ’s in (3.11) have to be trans-
formed to Jak’s. This can be achieved by the following variant of the third
shift symmetry (3.5).
Lemma 1. For k ∈ Z,
qW0/2aV
(k)
ak q
−W0/2a = Jak. (3.12)
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Proof.
qW0/2aV
(k)
ak q
−W0/2a = q−ak
2/2
∑
n∈Z
qknqW0/2a:ψak−nψ
∗
n:q
−W0/2a
= q−ak
2/2
∑
n∈Z
qkn+(ak−n)
2/2a−n2/2a:ψak−nψ
∗
n:
= Jak.
By (3.12), one can substitute
V
(k)
ak = q
−W0/2aJakq
W0/2a
in (3.11). Since q−W0/2a turns into a c-number factor as
〈s|q−W0/2a = q−s(s+1)(2s+1)/12a〈s|,
one can rewrite (3.11) as
〈s|Γ+(q
−ρ)PL01 · · ·Γ+(q
−ρ)PL0a−1Γ+(q
−ρ)QL0eH(t)
= exp
(
∞∑
k=1
tkq
k
1− qk
)
q−s(s+1)(2s+1)/12a
∏
1≤i≤j≤a−1
M(Pi · · ·Pj, q)
−1
× 〈s| exp
(
∞∑
k=1
TkJak
)
qW0/2aΓ−(q
−ρ)Γ+(q
−ρ)PL01 · · ·
× Γ−(q
−ρ)Γ+(q
−ρ)PL0a−1Γ−(q
−ρ)Γ+(q
−ρ)QL0 . (3.13)
This expression of the left half of (2.26) shows that Za,b(s, t) is essentially
a tau function of the KP hierarchy. To see a link with the bi-graded Toda
hierarchy, however, the right half of (2.26), too, has to be rewritten as follows.
Lemma 2.
Γ−(q
−ρ)RL0b−1Γ−(q
−ρ) · · ·RL01 Γ−(q
−ρ)|s〉
= Γ−(q
−ρ)Γ+(q
−ρ)RL0b−1Γ−(q
−ρ)Γ+(q
−ρ) · · ·RL01 Γ−(q
−ρ)Γ+(q
−ρ)qW0/2b|s〉
× q−s(s+1)(2s+1)/12b
∏
1≤i≤j≤b−1
M(Ri · · ·Rj , q)
−1. (3.14)
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Proof. Insert Γ+(q
−ρ)Γ+(q
−ρ)−1 to the right of each of Γ−(q
−ρ)’s as
Γ−(q
−ρ)RL0b−1Γ−(q
−ρ) · · ·RL01 Γ−(q
−ρ)|s〉
= Γ−(q
−ρ)Γ+(q
−ρ)Γ+(q
−ρ)−1RL0b−1Γ−(q
−ρ)Γ+(q
−ρ)Γ+(q
−ρ)−1 · · ·
× RL01 Γ−(q
−ρ)Γ+(q
−ρ)Γ+(q
−ρ)−1|s〉.
The rightmost Γ+(q
−ρ)−1 disappears as it hits |s〉. By the commutation
relation (3.7), one can move the other Γ+(q
−ρ)−1’s towards the right end of
the operator product. The transformed operators Γ+(R1 · · ·Rjq
−ρ)−1, j =
1, . . . , b− 1, hit |s〉 and disappear. The outcome reads
Γ−(q
−ρ)RL0b−1Γ−(q
−ρ) · · ·RL01 Γ−(q
−ρ)|s〉
= Γ−(q
−ρ)Γ+(q
−ρ)RL0b−1Γ−(q
−ρ)Γ+(q
−ρ) · · ·RL01 Γ−(q
−ρ)Γ+(q
−ρ)|s〉
×
∏
1≤i≤j≤b−1
M(Ri · · ·Rj, q)
−1.
Lastly, rewriting |s〉 as
|s〉 = qW0/2b|s〉q−s(s+1)(2s+1)/12b,
one obtains (3.14).
The inner product of (3.13) and (3.14) yields the following final expression
of Za,b(s, t).
Proposition 3.
Za,b(s, t) = fa,b(s, t)〈s| exp
(
∞∑
k=1
TkJak
)
g|s〉, (3.15)
where
fa,b(s, t) = exp
(
∞∑
k=1
tkq
k
1− qk
)
q−s(s+1)(2s+1)(1/12a+1/12b)
×
∏
1≤i≤j≤a−1
M(Pi · · ·Pj , q)
−1 ·
∏
1≤i≤j≤b−1
M(Ri · · ·Rj , q)
−1 (3.16)
and
g = qW0/2aΓ−(q
−ρ)Γ+(q
−ρ)PL01 · · ·Γ−(q
−ρ)Γ+(q
−ρ)PL0a−1Γ−(q
−ρ)Γ+(q
−ρ)QL0
× Γ−(q
−ρ)Γ+(q
−ρ)RL0b−1Γ−(q
−ρ)Γ+(q
−ρ) · · ·RL01 Γ−(q
−ρ)Γ+(q
−ρ)qW0/2b.
(3.17)
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Actually, one can derive another expression of Zab(s, t) based on the same
operator g as follows. This is a reason why we modify the right half of (2.26)
as shown in (3.14).
Proposition 4.
Za,b(s, t) = fa,b(s, t)〈s|g exp
(
∞∑
k=1
T¯kJ−bk
)
|s〉, (3.18)
where
T¯k = (−1)
bkR
−(b−1)k
1 R
−(b−2)k
2 · · ·R
−k
b−1tk. (3.19)
Proof. Derivation of (3.18) is fully parallel to the case of (3.15) except that
eH(t) is moved towards the right. Start from the specialization
Γ+(q
−ρ)V
(k)
−k Γ+(q
−ρ)−1 = (−1)k
(
Γ−(q
−ρ)−1V
(k)
0 Γ−(q
−ρ)−
qk
1− qk
)
of the first shift symmetry (3.3). This implies that
exp
(
∞∑
k=1
tkV
(k)
0
)
Γ−(q
−ρ) =
(
∞∑
k=1
tkq
k
1− qk
)
× Γ−(q
−ρ)Γ+(q
−ρ) exp
(
∞∑
k=1
(−1)ktkV
(k)
−k
)
Γ+(q
−ρ)−1.
Sending Γ+(q
−ρ)−1 towards the right beyond the product ofRL0i ’s and Γ−(q
−ρ)’s,
one obtains the algebraic relation
exp
(
∞∑
k=1
tkV
(k)
0
)
Γ−(q
−ρ)RL0b−1Γ−(q
−ρ) · · ·RL01 Γ−(q
−ρ)
= exp
(
∞∑
k=1
tkq
k
1− qk
)
a−1∏
i=1
M(Ri · · ·Rb−1, q)
−1 · Γ−(q
−ρ)Γ+(q
−ρ)RL0b−1
× exp
(
∞∑
k=1
t¯′kV
(k)
−k
)
Γ−(q
−ρ)RL0b−2Γ−(q
−ρ) · · ·RL01 Γ−(q
−ρ)
× Γ+(R1 · · ·Rb−1q
−ρ)−1,
where
t′k = (−1)
kR−kb−1tk.
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This relation amounts to (3.6). Repeating this transfer procedure leads to
the following counterpart of (3.9):
exp
(
∞∑
k=1
tkV
(k)
0
)
Γ−(q
−ρ)RL0b−1Γ−(q
−ρ) · · ·RL01 Γ−(q
−ρ)
= exp
(
∞∑
k=1
tkq
k
1− qk
) ∏
1≤i≤j≤b−1
M(Ri · · ·Rj , q)
−1
× Γ−(q
−ρ)Γ+(q
−ρ)RL0b−1Γ−(q
−ρ)Γ+(q
−ρ) · · ·RL01 Γ−(q
−ρ)Γ+(q
−ρ)
× exp
(
∞∑
k=1
T¯kV
(k)
−bk
)
Γ+(q
−ρ)−1
b−1∏
j=1
Γ+(R1 · · ·Rjq
−ρ)−1.
In much the same way, one can derive counterparts of (3.11), (3.13), (3.14).
Equation (3.18) is an immediate consequence of these algebraic relations.
Equations (3.15) and (3.18) show that the partition function Za,b(s, t) of
the first orbifold model is related to the tau function
τ(s, t, t¯) = 〈s| exp
(
∞∑
k=1
tkJk
)
g exp
(
−
∞∑
k=1
t¯kJ−k
)
|s〉 (3.20)
of the 2D Toda hierarchy [31] restricted to a subspace of the full time evo-
lutions. The existence of the two expressions (3.15) and (3.18) implies the
identity
〈s| exp
(
∞∑
k=1
TkJak
)
g|s〉 = 〈s|g exp
(
∞∑
k=1
T¯kJ−bk
)
|s〉 (3.21)
of the restricted tau functions or, equivalently, the operator identities
(−1)akP
−(a−1)k
1 P
−(a−2)k
2 · · ·P
−k
a−1Jakg
= (−1)bkR
−(b−1)k
1 R
−(b−2)k
2 · · ·R
−k
b−1gJ−bk, k = 1, 2, . . . . (3.22)
These algebraic relations characterize tau functions of the bi-graded Toda
hierarchy of bi-degree (a, b) [15, 16]. We shall reconfirm this fact in the Lax
formalism.
In summary, we have proved the following relation to the bi-graded Toda
hierarchy.
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Theorem 1. The partition function Za,b(s, t) is related to the tau function
(3.20) of the 2D Toda hierarchy in two ways as
Za,b(s, t) = fa,b(s, t)τ(s,T , 0) = fa,b(s, t)τ(s, 0,−T¯ ), (3.23)
where
T = (0, . . . , 0︸ ︷︷ ︸
a−1
, T1, 0, . . . , 0︸ ︷︷ ︸
a−1
, T2, . . . 0, . . . , 0︸ ︷︷ ︸
a−1
, Tk, . . .),
T¯ = (0, · · · , 0︸ ︷︷ ︸
b−1
, T¯1, 0, · · · , 0︸ ︷︷ ︸
b−1
, T¯2, . . . , 0, · · · , 0︸ ︷︷ ︸
b−1
, T¯k, . . .).
Tk’s and T¯k’s are obtained from tk’s as shown in (3.10) and (3.19). The pref-
actor fa,b(s, t) is built from exponential and MacMahon functions as shown
in (3.16). The generating operator (3.17) of the tau function satisfies the
algebraic relations (3.22) that characterize the bi-graded Toda hierarchy of
bi-degree (a, b).
Remark 3. In the non-orbifold (a = b = 1) case, (3.21) reduces to the identity
〈s| exp
(
∞∑
k=1
tkJak
)
g|s〉 = 〈s|g exp
(
∞∑
k=1
tkJ−bk
)
|s〉,
which implies that τ(s, t, t¯) is a function of t− t¯,
τ(s, t, t¯) = τ(s, t− t¯).
The reduced function τ(s, t) is a tau function of the 1D Toda hierarchy.
Moreover, (3.23) takes the simpler form
Z1,1(s, t) = f1,1(s, t)τ(s, ι(t), 0) = f1,1(s, t)τ(s, 0,−ι(t)),
where
ι(t) = (−t1, t2,−t3, . . . , (−1)
ktk, . . .),
thus both T and T¯ coincide with ι(t).
Remark 4. In the orbifold model, the reduced time variables T and T¯ of the
tau function are full of gaps . Namely, the coupling constants tk, k = 1, 2, . . .
of the orbifold model show up only at every a-steps in T and every b-steps
T¯ , and the other components of T and T¯ are set to 0. This is related to the
structure of the Lax operators in the Lax formalism.
Remark 5. The operators qW0/2a and qW0/2b in the definition (3.17) of g are
avatars of fractional framing factors in the orbifold topological vertex con-
struction [13].
Remark 6. As mentioned in Remark 2, our previous melting crystal model
with two q-parameters is a special case of the present orbifold model. This
explains why the same bi-graded Toda hierarchy emerges therein when the
q-parameters are specialized as shown in (2.12) [22].
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4 Partition function as tau function: Second
orbifold model
4.1 Moving eH¯(t¯) towards the right
To convert the fermionic expression (2.27) of Z ′a,b(s, t, t¯) to a tau function,
we split eH(t,t¯) as
eH(t,t¯) = eH(t)eH¯(t¯)
and move eH(t) and eH¯(t¯) towards the left and the right, respectively. Since
the transfer procedure for eH(t) is exactly the same as in the case of Za,b(s, t),
let us explain how to move
eH¯(t¯) = exp
(
∞∑
k=1
t¯kV
(−k)
0
)
towards the right. The whole procedure is parallel to the case of eH(t).
The following algebraic relation amounts to (3.6).
Proposition 5.
exp
(
∞∑
k=1
t¯kV
(−k)
0
)
Γ′−(q
−ρ)RL0b−1Γ
′
−(q
−ρ) · · ·RL01 Γ
′
−(q
−ρ)
= exp
(
−
∞∑
k=1
t¯k
1− qk
)
a−1∏
i=1
M(R1 · · ·Rj , q)
−1 · Γ′−(q
−ρ)Γ′+(q
−ρ)RL0b−1
× exp
(
∞∑
k=1
t¯′kV
(−k)
−k
)
Γ′−(q
−ρ)RL0b−2Γ
′
−(q
−ρ) · · ·RL01 Γ
′
−(q
−ρ)
× Γ′+(R1 · · ·Rb−1q
−ρ)−1, (4.1)
where
t¯′k = R
−k
b−1t¯k.
Proof. The proof is parallel to that of (3.6). First, use the second shift
symmetry (3.4) in the specialized form
Γ′+(q
−ρ)V
(−k)
−k Γ
′
+(q
−ρ)−1 = Γ′−(q
−ρ)−1V
(−k)
0 Γ
′
−(q
−ρ) +
1
1− qk
.
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This implies the operator identity
exp
(
∞∑
k=1
t¯kV
(−k)
0
)
Γ′−(q
−ρ) = exp
(
−
∞∑
k=1
t¯k
1− qk
)
× Γ′−(q
−ρ)Γ′+(q
−ρ) exp
(
∞∑
k=1
t¯kV
(−k)
−k
)
Γ′+(q
−ρ)−1,
hence,
exp
(
∞∑
k=1
t¯kV
(−k)
0
)
Γ′−(q
−ρ)RL0b−1Γ
′
−(q
−ρ) · · ·RL01 Γ
′
−(q
−ρ)
= exp
(
−
∞∑
k=1
t¯k
1− qk
)
Γ′−(q
−ρ)Γ′+(q
−ρ) exp
(
∞∑
k=1
t¯kV
(−k)
−k
)
Γ′+(q
−ρ)−1
×RL0b−1Γ
′
−(q
−ρ) · · ·RL01 Γ
′
−(q
−ρ).
Second, use the commutation relation
Γ′−(uq
−ρ)−1Γ′+(vq
−ρ) =M(uv, q)−1Γ′+(vq
−ρ)Γ′−(uq
−ρ)−1 (4.2)
of the primed operators to move the newly generated operator Γ′+(q
−ρ)−1
towards the right as
Γ′+(q
−ρ)−1RL0b−1Γ
′
−(q
−ρ) · · ·R1Γ
′
−(q
−ρ)
=
b−1∏
i=1
M(Ri · · ·Rb−1, q)
−1 · RL0b−1Γ
′
−(q
−ρ) · · ·RL01 Γ
′
−(q
−ρ)
× Γ′+(R1 · · ·Rb−1q
−ρ)−1.
Lastly, use the scaling property (3.8) to move RL0b−1 to the left of the expo-
nential operator as
exp
(
∞∑
k=1
t¯kV
(−k)
−k
)
RL0b−1 = R
L0
b−1 exp
(
∞∑
k=1
R−kb−1t¯kV
(−k)
−k
)
.
Thus as exp
(∑∞
k=1 t¯kV
(−k)
−k
)
overtakes Γ′−(q
−ρ)RL0b−1, t¯kV
(−k) and Γ′−(q
−ρ)
turns into t¯′kV
(−k)
−k and Γ
′
−(q
−ρ)Γ′+(q
−ρ). Moreover, several c-number factors
and an operator factor of the form Γ′+(· · · )
−1 are generated.
Repeating this overtaking process, one obtains the following counterpart
of (3.9).
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Proposition 6.
exp
(
∞∑
k=1
t¯kV
(−k)
0
)
Γ′−(q
−ρ)RL0b−1Γ
′
−(q
−ρ) · · ·RL01 Γ
′
−(q
−ρ)
= exp
(
−
∞∑
k=1
t¯k
1− qk
) ∏
1≤i≤j≤b−1
M(Ri · · ·Rj , q)
−1
× Γ′−(q
−ρ)Γ′+(q
−ρ)RL0b−1Γ
′
−(q
−ρ)Γ′+(q
−ρ) · · ·RL01 Γ
′
−(q
−ρ)Γ′+(q
−ρ)
× exp
(
∞∑
k=1
T¯kV
(−k)
−bk
)
Γ′+(q
−ρ)−1
b−1∏
j=1
Γ′+(R1 · · ·Rje
−ρ)−1, (4.3)
where
T¯k = R
−(b−1)k
1 R
−(b−2)k
2 · · ·R
−k
b−1t¯k. (4.4)
4.2 Converting Z ′a,b(s, t, t¯) to a tau function
We now proceed to converting (2.27) to a tau function. Since the left half of
this expression is the same as that of (2.26), one can use (3.13) as it is.
As regards the right half of (2.27), the forgoing operator identity (4.3)
implies that
eH¯(t¯)Γ′−(q
−ρ)RL0b−1Γ
′
−(q
−ρ) · · ·RL01 Γ
′
−(q
−ρ)|s〉
= exp
(
−
∞∑
k=1
t¯k
1− qk
) ∏
1≤i≤j≤b−1
M(Ri · · ·Rj , q)
−1
× Γ′−(q
−ρ)Γ′+(q
−ρ)RL0b−1Γ
′
−(q
−ρ)Γ′+(q
−ρ) · · ·
× RL01 Γ
′
−(q
−ρ)Γ′+(q
−ρ) exp
(
∞∑
k=1
T¯kV
(−k)
−bk
)
|s〉. (4.5)
Moreover, one can use the identity
qW0/2bV
(−k)
−bk q
−W0/2b = J−bk (4.6)
in place of (3.12) to rewrite the last part of (4.5) as
exp
(
∞∑
k=1
T¯kV
(−k)
−bk
)
|s〉 = q−W0/2b exp
(
∞∑
k=1
T¯kJ−bk)
)
qW0/2b|s〉
= qs(s+1)(2s+1)/12bq−W0/2b exp
(
∞∑
k=1
T¯kJ−bk)
)
|s〉.
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Consequently, the right half of (2.27) can be expressed as
eH¯(t¯)Γ′−(q
−ρ)RL0b−1Γ
′
−(q
−ρ) · · ·RL01 Γ
′
−(q
−ρ)|s〉
= exp
(
−
∞∑
k=1
t¯k
1− qk
)
qs(s+1)(2s+1)/12b
∏
1≤i≤j≤b−1
M(Ri · · ·Rj , q)
−1
× Γ′−(q
−ρ)Γ′+(q
−ρ)RL0b−1Γ
′
−(q
−ρ)Γ′+(q
−ρ) · · ·
×RL01 Γ
′
−(q
−ρ)Γ′+(q
−ρ)q−W0/2b exp
(
∞∑
k=1
T¯kJ−bk
)
|s〉. (4.7)
The inner product of (3.13) and (4.7) yields the following expression of
Z ′a,b(s, t, t¯).
Proposition 7.
Z ′a,b(s, t, t¯) = f
′
a,b(s, t, t¯)〈s| exp
(
∞∑
k=1
TkJak
)
g′ exp
(
∞∑
k=1
T¯kJ−bk
)
|s〉, (4.8)
where
f ′a,b(s, t, t¯) = exp
(
∞∑
k=1
tkq
k − t¯k
1− qk
)
q−s(s+1)(2s+1)(1/12a−1/12b)
×
∏
1≤i≤j≤a−1
M(Pi · · ·Pj , q)
−1 ·
∏
1≤i≤j≤b−1
M(Ri · · ·Rj , q)
−1 (4.9)
and
g′ = qW0/2aΓ−(q
−ρ)Γ+(q
−ρ)PL01 Γ−(q
−ρ)Γ+(q
−ρ) · · ·PL0a−1Γ−(q
−ρ)Γ+(q
−ρ)QL0
× Γ′−(q
−ρ)Γ′+(q
−ρ)RL0b−1Γ
′
−(q
−ρ)Γ′+(q
−ρ) · · ·RL01 Γ
′
−(q
−ρ)Γ′+(q
−ρ)q−W0/2b.
(4.10)
(4.8) shows that the partition function Z ′a,b(s, t, t¯) is related to the tau
function
τ ′(s, t, t¯) = 〈s| exp
(
∞∑
k=1
tkJk
)
g′ exp
(
−
∞∑
k=1
t¯kJ−k
)
|s〉 (4.11)
of the 2D Toda hierarchy restricted to a subspace of the full time evolutions.
Unlike the first orbifold model, the generating operator (4.10) seems to satisfy
no particular algebraic relation like (3.22).
In summary, we have proved the following relation to the 2D Toda hier-
archy.
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Theorem 2. The partition function Z ′a,b(s, t, t¯) is related to the tau function
(4.11) of the 2D Toda hierarchy as
Z ′a,b(s, t, t¯) = f
′
a,b(s, t, t¯)τ
′(T ,−T¯ ), (4.12)
where
T = (0, . . . , 0︸ ︷︷ ︸
a−1
, T1, 0, . . . , 0︸ ︷︷ ︸
a−1
, T2, . . . 0, . . . , 0︸ ︷︷ ︸
a−1
, Tk, . . .),
T¯ = (0, · · · , 0︸ ︷︷ ︸
b−1
, T¯1, 0, · · · , 0︸ ︷︷ ︸
b−1
, T¯2, . . . , 0, · · · , 0︸ ︷︷ ︸
b−1
, T¯k, . . .).
Tk’s and T¯k’s are obtained from tk’s and t¯k’s as shown in (3.10) and (4.4).
The prefactor f ′a,b(s, t) is built from exponential and MacMahon functions as
shown in (4.9).
Remark 7. The reduced time variables T and T¯ in (4.12) have the same
“gaps” structure as in the case of (3.23). These gaps disappear in the non-
orbifold (a = b = 1) case.
Remark 8. The structure of the generating operator (4.10) is reminiscent of
that of the generating operator for open string amplitudes on generalized
conifolds of the bubble type [3]. An essential difference is the emergence of
the fractional framing factors qW0/2a, q−W0/2b in place of the ordinary ones
qW0/2, q−W0/2.
5 Initial values of dressing operators
5.1 Matrix representation of generating operators
The generating operators of Toda tau functions are non-degenerate elements
of the Clifford group ĜL(∞) [28]. 3 Such a Clifford operator is given by the
exponential eXˆ of a fermion bilinear
Xˆ =
∑
m,n∈Z
xmn:ψ−mψ
∗
n:
or a product of such exponential operators. Fermion bilinears of this form
are in-one-to-one correspondence with Z× Z matrices
X =
∑
m,n∈Z
xmnEmn, Emn = (δimδjn)i,j∈Z,
3To give regular solutions of the Toda hierarchy, they have to satisfy the extra condition
〈s|g|s〉 6= 0 as well for all s ∈ Z.
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and satisfy the commutation relation
[Xˆ, Yˆ ] = [̂X, Y ] + c(X, Y ),
where c(X, Y ) is a c-number cocycle of gl(∞). These fermion bilinears thus
form a central extension ĝl(∞) of gl(∞). Clifford operators g correspond to
Z× Z matrices A = (aij)i,j∈Z by the Bogoliubov transformation
gψng
−1 =
∑
m∈∈Z
ψmamn
on the linear span of ψn’s. If g is given by the exponential e
Xˆ of a fermion
bilinear Xˆ, A becomes the exponential eX of the associated matrix X .
Building blocks of the generating operators (3.17) and (4.10) can be trans-
lated to Z×Z matrices as follows. In matrix representation (for which we use
the same notations as those of fermion bilinears), the fundamental fermion
bilinears L0,W0, Jk can be expressed as
L0 = ∆, W0 = ∆
2, Jk = Λ
k, (5.1)
where
∆ =
∑
n∈Z
nEnn, Λ =
∑
n∈Z
En,n+1.
Note that Λ and ∆ amount to the shift operator e∂s and the multiplication
operator s on the spatial lattice Z of the Toda hierarchy:
Λ←→ e∂s , ∆←→ s. (5.2)
QL0 , PLli , R
L0
j , q
W0/2a and q±W0/2b are Clifford operators, and their matrix
representation can be obtained from the matrix representation of L0,W0 as
QL0 =
∑
n∈Z
QnEnn, P
L0
i =
∑
n∈Z
P ni Enn, R
L0
j =
∑
n∈Z
RnjEnn,
qW0/2a =
∑
n∈Z
qn
2/2aEnn, q
±W0/2b =
∑
n∈Z
q±n
2/2bEnn.
(5.3)
In the same way, matrix representation of the one-variable vertex operators
Γ±(z) and Γ±(z) can be calculated as
Γ±(z) = exp
(
∞∑
k=1
zk
k
Λ±k
)
= (1− zΛ±1)−1,
Γ±(z) = exp
(
−
∞∑
k=1
(−z)k
k
Λ±k
)
= 1 + zΛ±1.
(5.4)
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Consequently, Γ±(q
−ρ) and Γ′±(q
−ρ) become infinite products of the form
Γ±(q
−ρ) =
∞∏
i=1
(1− qi−1/2Λ±1)−1,
Γ′±(q
−ρ) =
∞∏
i=1
(1 + qi−1/2Λ±1),
(5.5)
which may be thought of as matrix-valued quantum dilogarithm [32, 33].
Thus the generating operators (3.17) and (4.10) correspond to the follow-
ing matrices:
U = q∆
2/2aΓ−(q
−ρ)Γ+(q
−ρ)P∆1 Γ−(q
−ρ)Γ+(q
−ρ) · · ·P∆a−1Γ−(q
−ρ)Γ+(q
−ρ)Q∆
× Γ−(q
−ρ)Γ+(q
−ρ)R∆b−1Γ−(q
−ρ)Γ+(q
−ρ) · · ·R∆1 Γ−(q
−ρ)Γ+(q
−ρ)q∆
2/2b, (5.6)
U ′ = q∆
2/2aΓ−(q
−ρ)Γ+(q
−ρ)P∆1 Γ−(q
−ρ)Γ+(q
−ρ) · · ·P∆a−1Γ−(q
−ρ)Γ+(q
−ρ)Q∆
× Γ′−(q
−ρ)Γ′+(q
−ρ)R∆b−1Γ
′
−(q
−ρ)Γ′+(q
−ρ) · · ·R∆1 Γ
′
−(q
−ρ)Γ′+(q
−ρ)q−∆
2/2b.
(5.7)
5.2 Matrix factorization problem
Given a generating operator g of the tau function, the associated solution of
the 2D Toda hierarchy in the Lax formalism can be captured by a matrix
factorization problem [34, 35, 36] of the form
exp
(
∞∑
k=1
tkΛ
k
)
U exp
(
−
∞∑
k=1
t¯kΛ
−k
)
=W−1W¯ , (5.8)
where U is a matrix representation of g, W = W (t, t¯) is a lower triangular
matrix with all diagonal elements being equal to 1, and W¯ = W¯ (t, t¯) is an
upper triangular matrix with all diagonal elements being non-zero, namely,
W = 1 + w1Λ
−1 + w2Λ
−2 + · · · ,
W¯ = w¯0 + w¯1Λ + w¯2Λ
2 + · · · ,
where wn’s and w¯n’s are diagonal matrices and w¯0 is invertible.
W and W¯ play the role of the dressing operators. They satisfy the Sato
equations
∂W
∂tk
= −
(
WΛkW−1
)
<0
W,
∂W
∂t¯k
=
(
W¯Λ−kW¯−1
)
<0
W,
∂W¯
∂tk
=
(
WΛkW−1
)
≥0
W¯ ,
∂W¯
∂t¯k
= −
(
W¯Λ−kW¯−1
)
≥0
W¯ ,
(5.9)
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where ( )≥0 and ( )<0 denote the projection to the upper and strictly lower
triangular parts, i.e.,(∑
m,n
amnEmn
)
≥0
=
∑
m≤n
amnEmn,
(∑
m,n
amnEmn
)
<0
=
∑
m>n
amnEmn.
The Lax operators
L = Λ + u1 + u2Λ
−1 + · · · ,
L¯−1 = u¯0Λ
−1 + u¯1 + u¯2Λ + · · · ,
where un’s and u¯n’s are diagonal matrices, are obtained by “dressing” the
shift matrices Λ±1 as
L = WΛW−1, L¯−1 = W¯Λ−1W¯ , (5.10)
and satisfy the Lax equations
∂L
∂tk
= [Bk, L],
∂L
∂t¯k
= [B¯k, L],
∂L¯−1
∂tk
= [Bk, L¯
−1],
∂L¯−1
∂t¯k
= [B¯k, L¯
−1],
(5.11)
where
Bk = (L
k)≥0, B¯k = (L¯
−k)<0.
Solving the factorization problem (5.8) for bi-infinite matrices directly
is an extremely tough problem unlike its analogue for finite or semi-infinite
matrices [34]. In a sense, the fermionic construction of tau functions is an
alternative approach to this issue [31]. In a cynical view, this approach
simply converts a tough problem to another one, namely, to evaluating the
right hand side of (3.20).
It is therefore remarkable that the factorization problem for the matrices
(5.6) and (5.7) can be solved explicitly at least at the initial time t = t¯ = 0.
Proposition 8. The generating matrices (5.6) and (5.7) can be factorized
as
U =W(0)
−1W¯(0), U
′ = W ′(0)
−1W¯ ′(0), (5.12)
where
W(0) = q
∆2/2a
a+b∏
k=1
Γ−(Q
(k)q−ρ)−1 · q−∆
2/2a,
W¯(0) = q
∆2/2a
a+b∏
k=1
Γ+(Q
(k)−1q−ρ) · (P1 · · ·Pa−1QRb−1 · · ·R1)
∆q∆
2/2b,
(5.13)
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and
W ′(0) = q
∆2/2a
a∏
i=1
Γ−(Q
(i)q−ρ)−1 ·
b∏
j=1
Γ′−(Q
(a+j)q−ρ)−1 · q−∆
2/2a,
W¯ ′(0) = q
∆2/2a
a∏
i=1
Γ+(Q
(i)−1q−ρ) ·
b∏
j=1
Γ′+(Q
(a+j)−1q−ρ)
× (P1 · · ·Pa−1QRb−1 · · ·R1)
∆q−∆
2/2b.
(5.14)
The new constants Q(i)’s are defined as
Q(1) = 1, Q(i) = P1 · · ·Pi−1, i = 2, . . . , a,
Q(a+1) = P1 · · ·Pa−1Q,
Q(a+j) = Q(a+1)Rb−1 · · ·Rb−j+1, j = 2, . . . , b.
(5.15)
Proof. One can use the matrix version
Γ+(vq
−ρ)u∆ = u∆Γ+(uvq
−ρ), u∆Γ−(vq
−ρ) = Γ−(uvq
−ρ)u∆,
Γ′+(vq
−ρ)u∆ = uL0Γ′+(uvq
−ρ), u∆Γ′−(vq
−ρ) = Γ′−(uvq
−ρ)u∆
(5.16)
of (2.20) and (2.22) to collect P∆i ’s, R
∆
j ’s and Q
∆ in U and U ′ to the right
end of the matrix product as
U = q∆
2/2a
a∏
i=1
Γ−(Q
(i)q−ρ)Γ+(Q
(i)−1q−ρ)
×
b∏
j=1
Γ−(Q
(a+j)q−ρ)Γ+(Q
(a+j)−1q−ρ) · (P1 · · ·Pa−1QRb−1 · · ·R1)
∆q∆
2/2b
and
U ′ = q∆
2/2a
a∏
i=1
Γ−(Q
(i)q−ρ)Γ+(Q
(i)−1q−ρ)
×
b∏
j=1
Γ′−(Q
(a+j)q−ρ)Γ′+(Q
(a+j)−1q−ρ) · (P1 · · ·Pa−1QRb−1 · · ·R1)
∆q−∆
2/2b.
Since Γ±’s and Γ
′
±’s are commutative, one can move Γ−’s to the left side,
Γ+’s and Γ
′
+’s to the right side, and insert 1 = q
−∆2/2a · q∆
2/2a in the middle
to achieve the factorization (5.12).
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This result implies that W(0), W¯(0) and W
′
(0), W¯
′
(0) are nothing but the
initial values W |t=t¯=0, W¯ |t=t¯=0 of the dressing operators for the special solu-
tions of the 2D Toda hierarchy defined by the tau functions (3.20) and (4.11).
These initial values, in turn, determine the initial values L|t=t¯=0, L¯|t=t¯=0 of
the Lax operators by the dressing relation (5.10). This eventually leads to
a precise characterization of these special solutions as we shall show in the
next section.
6 Structure of Lax operators
6.1 Initial values of Lax operators: First orbifold model
Let L(0) and L¯(0)
−1 denote the initial values of the Lax operators determined
by U . As it turns out below, it is L(0)
a and L¯(0)
−b rather than L(0) and L¯(0)
−1
themselves that play a fundamental role in the subsequent consideration.
One can find their explicit form from (5.13).
The following are technical clues for these calculations.
Lemma 3.
q−∆
2/2aΛaq∆
2/2a = qa/2q∆Λa,
u∆q∆
2/2bΛ−bq−∆
2/2bu−∆ = ubq−b/2q∆Λ−b.
(6.1)
Proof. Do straightforward calculations.
Lemma 4.
Γ−(uq
−ρ)−1q∆Γ−(uq
−ρ) = q∆(1− uq−1/2Λ−1),
Γ+(u
−1q−ρ)q∆Γ+(u
−1q−ρ)−1 = q∆(1− u−1q1/2Λ).
(6.2)
Proof. To derive the first identity, one can use the scaling property (5.16)
and the infinite product form (5.5) to rewrite the left hand side as
Γ−(uq
−ρ)−1q∆Γ−(uq
−ρ) = q∆Γ−(uq
−1q−ρ)−1Γ−(uq
−ρ)
= q∆
∞∏
i=1
(1− uqi−3/2Λ−1) ·
∞∏
i=1
(1− uqi−1/2Λ−1)−1
= q∆(1− uq−1/2Λ−1).
In the same way, the second identity can be derived as
Γ+(u
−1q−ρ)q∆Γ+(u
−1q−ρ)−1 = q∆Γ+(u
−1qq−ρ)Γ+(u
−1q−ρ)−1
= q∆
∞∏
i=1
(1− u−1qi+1/2Λ)−1 ·
∞∏
i=1
(1− u−1qi−1/2Λ)
= q∆(1− u−1q1/2Λ).
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Plugging (5.13) into the dressing relations
L(0)
a = W(0)Λ
aW(0)
−1, L¯(0)
−b = W¯(0)Λ
−bW¯(0)
−1
and applying (6.1), one can express L(0)
a and L¯(0)
−b as
L(0)
a = qa/2q∆
2/2a
a+b∏
k=1
Γ−(Q
(k)q−ρ)−1 · q∆Λa
a+b∏
k=1
Γ−(Q
(k)q−ρ) · q−∆
2/2a
= qa/2q∆
2/2a
a+b∏
k=1
Γ−(Q
(k)q−ρ)−1 · q∆
a+b∏
k=1
Γ−(Q
(k)q−ρ) · Λaq−∆
2/2a
and
L¯(0)
−b = (P1 · · ·Pa−1QRb−1 · · ·R1)
b
× q−b/2q∆
2/2a
a+b∏
k=1
Γ+(Q
(k)−1q−ρ) · q∆Λ−b
a+b∏
k=1
Γ+(Q
(k)−1q−ρ)−1 · q−∆
2/2a
= (P1 · · ·Pa−1QRb−1 · · ·R1)
b
× q−b/2q∆
2/2a
a+b∏
k=1
Γ+(Q
(k)−1q−ρ) · q∆
a+b∏
k=1
Γ+(Q
(k)−1q−ρ)−1 · Λ−bq−∆
2/2a.
By repeated use of (6.2), one can rewrite these expressions as
L(0)
a = qa/2q∆
2/2aq∆
a+b∏
k=1
(1−Q(k)q−1/2Λ−1) · Λaq−∆
2/2a (6.3)
and
L¯(0)
−b = (P1 · · ·Pa−1QRb−1 · · ·R1)
b
× q−b/2q∆
2/2aq∆
a+b∏
k=1
(1−Q(k)−1q1/2Λ) · Λ−bq−∆
2/2a. (6.4)
Because of the identity
a+b∏
k=1
(1−Q(k)−1q1/2Λ) · Λ−b =
a+b∏
k=1
(−Q(k)−1q1/2) ·
a+b∏
k=1
(1−Q(k)q−1/2Λ−1) · Λa,
L(0)
a and L¯(0)
−b turn out to coincide with each other up to a constant factor:
L¯(0)
−b = (P1 · · ·Pa−1QRb−1 · · ·R1)
b
a+b∏
k=1
(−Q(k)−1) · L(0)
a.
Moreover, since
a+b∏
k=1
(1−Q(k)q−1/2Λ−1) ·Λa =
a∏
i=1
(Λ−Q(i)q−1/2) ·
b∏
j=1
(1−Q(a+j)q−1/2Λ−1),
the foregoing results (6.3) and (6.4) can be restated in the following form.
Proposition 9. La(0) and L¯
−b
(0) can be factorized as
L(0)
a = D−1L¯(0)
−b = B(0)C(0), (6.5)
where
B(0) = q
a/2q∆
2/2aq∆
a∏
i=1
(Λ−Q(i)q−1/2) · q−∆
2/2a, (6.6)
C(0) = q
∆2/2a
b∏
j=1
(1−Q(a+j)q−1/2Λ−1) · q−∆
2/2a, (6.7)
D = (P1 · · ·Pa−1QRb−1 · · ·R1)
b
a+b∏
k=1
(−Q(k)−1). (6.8)
B(0) and C(0) are polynomials in Λ
±1 of the form
B(0) = Λ
a + β1(0)Λ
a−1 + · · ·βa(0),
C(0) = 1 + γ1(0)Λ
−1 + · · ·+ γb(0)Λ
−b,
(6.9)
where βi(0)’s and γj(0)’s are diagonal matrices.
6.2 Initial values of Lax operators: Second orbifold
model
Let L′(0) and L¯
′
(0)
−1 denote the initial values of the Lax operators determined
by U ′. In this case, too, L(0)
a and L¯(0)
−b play a fundamental role. Let us
derive their explicit form from (5.14).
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Technical clues are the identities (6.1), (6.2) and their variants
u∆q−∆
2/2bΛ−bq∆
2/2bu−∆ = ubqb/2q−∆Λ−b, (6.10)
Γ′−(uq
−ρ)−1q∆Γ′−(uq
−ρ) = q∆(1 + uq−1/2Λ−1)−1 (6.11)
and
Γ+(u
−1q−ρ)q−∆Γ+(u
−1q−ρ)−1 = q−∆(1− u−1q−1/2Λ)−1,
Γ′+(u
−1q−ρ)q−∆Γ′+(u
−1q−ρ)−1 = q−∆(1 + u−1q−1/2Λ).
(6.12)
By the identities (6.1) and (6.10) and the dressing relations
L′(0)
a = W ′(0)Λ
aW ′(0)
−1, L¯′(0)
−b = W¯ ′(0)Λ
−bW¯ ′(0)
−1,
L′(0)
a and L¯′(0)
−b can be expressed as
L′(0)
a = qa/2q∆
2/2a
a∏
i=1
Γ−(Q
(i)q−ρ)−1 ·
b∏
j=1
Γ′−(Q
(a+j)q−ρ)−1
× q∆
b∏
j=1
Γ′−(Q
(a+j)q−ρ) ·
a∏
i=1
Γ−(Q
(i)q−ρ) · Λaq−∆
2/2a
and
L¯′(0)
−b = (P1 · · ·Pa−1QRb−1 · · ·R1)
b
× qb/2q∆
2/2a
a∏
i=1
Γ+(Q
(i)−1q−ρ) ·
b∏
j=1
Γ′+(Q
(a+j)−1q−ρ)
× q−∆
b∏
j=1
Γ′+(Q
(a+j)−1q−ρ)−1 ·
a∏
i=1
Γ+(Q
(i)−1q−ρ)−1 · Λ−bq∆
2/2a.
By (6.2), (6.11) and (6.12), the right hand side can be simplified as
L′(0)
a = qa/2q∆
2/2aq∆
a∏
i=1
(1−Q(i)q−1/2Λ−1)
×
b∏
j=1
(1 +Q(a+j)q−1/2Λ−1)−1 · Λaq−∆
2/2a (6.13)
34
and
L¯′(0)
−b = (P1 · · ·Pa−1QRb−1 · · ·R1)
b
× qb/2q∆
2/2aq−∆
a∏
i=1
(1−Q(i)−1q−1/2Λ)−1
×
b∏
j=1
(1 +Q(a+j)−1q−1/2Λ) · Λ−bq−∆
2/2a. (6.14)
Since
qa/2q∆
a∏
i=1
(1−Q(i)q−1/2Λ−1) ·
b∏
j=1
(1 +Q(a+j)q−1/2Λ−1)−1 · Λa
= qa/2q∆
a∏
i=1
(Λ−Q(i)q−1/2) ·
b∏
j=1
(1 +Q(a+j)q−1/2Λ−1)−1
and
qb/2q−∆
a∏
i=1
(1−Q(i)−1q−1/2Λ)−1 ·
b∏
j=1
(1 +Q(a+j)−1q−1/2Λ) · Λ−b
= qb/2
a∏
i=1
(1−Q(i)−1q1/2Λ)−1 ·
b∏
j=1
(1 +Q(a+j)−1q1/2Λ) · Λ−bq−bq−∆
=
a∏
i=1
(−Q(i)) ·
b∏
j=1
Q(a+j)−1 ·
b∏
j=1
(1 +Q(a+j)q−1/2Λ−1)
×
(
qa/2q∆
a∏
i=1
(Λ−Q(i)q−1/2)
)−1
,
the foregoing results (6.13) and (6.14) can be restated as follows.
Proposition 10. L′(0)
a and L¯′(0)
−b can be factorized as
L′(0)
a = B′(0)C
′
(0)
−1, L¯′(0)
−b = D′C ′(0)B
′
(0)
−1, (6.15)
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where
B′(0) = q
a/2q∆
2/2aq∆
a∏
i=1
(Λ−Q(i)q−1/2) · q−∆
2/2a, (6.16)
C ′(0) = q
∆2/2a
b∏
j=1
(1 +Q(a+j)q−1/2Λ−1) · q−∆
2/2a, (6.17)
D′ = (P1 · · ·Pa−1QRb−1 · · ·R1)
b
a∏
i=1
(−Q(i)) ·
b∏
j=1
Q(a+j)−1. (6.18)
B′(0) and C
′
(0) are polynomials in Λ
±1 of the form
B′(0) = Λ
a + β ′1(0)Λ
a−1 + · · ·β ′a(0),
C ′(0) = 1 + γ
′
1(0)Λ
−1 + · · ·+ γ′b(0)Λ
−b,
(6.19)
where β ′i(0)’s and γ
′
j(0)’s are diagonal matrices. The inverse matrices of B
′
(0)
and C ′(0) are understood to be power series of Λ
±1 of the form
B′(0)
−1 = β ′a(0)
−1 − β ′a−1(0)β
′
a(0)
−1Λβ ′a(0)
−1 + · · · ,
C ′(0)
−1 = 1− γ′1(0)Λ
−1 + · · · .
(6.20)
6.3 Reductions of 2D Toda hierarchy
The factorized expressions (6.5) and (6.15) of the initial values of the Lax
operators imply that these special solutions of the 2D Toda hierarchy belong
to the following reductions.
(i) Bi-graded Toda hierarchy of bi-degree (a, b) [15, 16]: This reduction is
characterized by the algebraic relation
La = D−1L¯−b, (6.21)
where D is a non-zero constant. D can be normalized to D = 1 by
rescaling t¯k’s. Under the reduction condition (6.21), both sides become
a Laurent polynomial
L = Λa + α1Λ
a−1 + · · ·+ αa+bΛ
−b (6.22)
of bi-degree (a, b) in Λ with αk’s being diagonal matrices. The Lax
equations (5.11) of the 2D Toda hierarchy thereby reduce to the Lax
equations
∂L
∂tk
= [Bk,L],
∂L
∂t¯k
= [B¯k,L] (6.23)
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for the reduced Lax matrix L. L and L¯−1 can be reconstructed from L
as fractional powers
L
1/a = Λ + u1 + u2Λ
−1 + · · · ,
L
1/b = u¯0Λ
−1 + u¯1 + u¯2Λ + · · ·
of two different (descending and ascending) types. A special case of
this reduction is obtained by assuming the factorization
La = D−1L¯−b = BC (6.24)
of La and L¯−b, where B and C are polynomials in Λ±1 of the form
B = Λa + β1Λ
a−1 + βa,
C = 1 + γ1Λ
−1 + · · ·+ γbΛ
−b
(6.25)
with βi’s and γj’s being diagonal matrices. It is easy to see that the
factorized form (6.24) of La and L¯−b is preserved by the time evolutions
of the 2D Toda hierarchy. The proof is fully parallel to the case of
the rational reductions [12]. Thus the initial values L(0) and L¯(0)
−1
determine a special solution of the bi-graded Toda hierarchy of bi-
degree (a, b).
(ii) Rational reduction of bi-degree (a, b) [12]: This reduction is character-
ized by the factorization
La = BC−1, L¯−b = DCB−1, (6.26)
where B and C are matrices of the same form as (6.25) and D is a
non-zero constant. D can be normalized to D = 1 by rescaling t¯k’s.
The inverse matrices B−1 and C−1 are understood to be power series
of Λ±1 of the form
B−1 = β−1a − βa−1β
−1
a Λβ
−1
a + · · · ,
C−1 = 1− γ1Λ
−1 + · · · .
(6.27)
L and L¯−1 can be reconstructed from B and C as
L = (BC−1)1/a = Λ + u1 + u2Λ
−1 + · · · ,
L¯−1 = (DCB−1)1/b = u¯0Λ
−1 + u¯1 + u¯2Λ + · · · .
As shown by Brini et al. [12], the factorized form (6.26) of La and L¯−b is
preserved by the time evolutions of the 2D Toda hierarchy. The reduced
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integrable hierarchy is a generalization of the Ablowitz-Ladik hierarchy
[5, 6] or, equivalently, the relativistic Toda hierarchy [37, 38, 39], which
amounts to the case where a = b = 1 [7]. Thus the initial values L′(0)
and L¯′(0)
−1 determines a special solution of the rational reduction of
bi-degree (a, b).
We have thus arrived at the following conclusion.
Theorem 3.
(i) The generating matrix (5.6) determines a special solution of the 2D
Toda hierarchy for which the Lax operators have the factorized form
(6.24) at all time. The first orbifold model thus corresponds to a special
solution of the bi-graded Toda hierarchy of bi-degree (a, b).
(ii) The generating matrix (5.7) determines a special solution of the 2D
Toda hierarchy for which the Lax operators have the factorized form
(6.26) at all time. The second orbifold model thus corresponds to a
special solution of the rational reduction of bi-degree (a, b).
Remark 9. In the case of open string amplitudes on a generalized conifold of
the bubble type [3], the Lax operators take yet another factorized form
L = BΛ1−NC−1, L¯−1 = DCΛN−1B−1, (6.28)
where and B and C are polynomials in Λ±1 of the form
B = ΛN + β1Λ
N−1 + · · ·+ βN ,
C = 1 + γ1Λ
−1 + · · ·+ γNΛ
−N
(6.29)
with βi’s and γi’s being diagonal matrices. An obvious difference between
(6.26) and (6.28) is that the former, unlike the latter, contains the powers
La, L¯−b of the Lax operators. This difference stems from the difference of the
framing factors, namely, q∆
2/2a, q∆
2/2b in the orbifold case and q∆
2/2 in the
ordinary (a = b = 1) case. The fractional framing factors q∆
2/2a, q∆
2/2b yield
the terms Λa,Λ−b in (6.1) and (6.10). These powers of Λ±1 eventually turn
into the powers La, L¯−b of L, L¯−1.
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