In this paper, an approach to deal with model uncertainty using norm-optimal iterative learning control (ILC) is mentioned. Model uncertainty generally degrades the convergence and performance of conventional learning algorithms. To deal with model uncertainty, a worst-case norm-optimal ILC is introduced. The problem is then reformulated as a convex minimization problem, which can be solved efficiently to generate the control signal. The paper also investigates the relationship between the proposed approach and conventional norm-optimal ILC; where it is found that the suggested design method is equivalent to conventional norm-optimal ILC with trial-varying parameters. Finally, simulation results of the presented technique are given.
Introduction
Iterative learning control (ILC) has been widely The remainder of this paper is organized as follows.
Section II provides the background on norm-optimal ILC and then presents the robust ILC problem. Section III formulates the developed optimal ILC approach, and section IV compares the developed robust ILC with conventional norm-optimal ILC. Simulation results are given in Section V, and Section VI concludes this paper.
Problem Formulation

System representation
The ILC design is considered in discrete time, where the discrete time instants are labelled by k = ⋯ and q denotes the forward time shift 
Let    and   denote the impulse responses of    and  respectively. And let  be the Toeplitz operator, that is,
then   is given by
where,
In the lifted form, the set   translates into the following set
To obtain a tractable reformulation of the robust ILC design, the set   is replaced by an outer approximation:
where ∥∥ ∞ is the induced matrix 2-norm. Hence, we replace ∥∥ ∞ ≤   ∥∥≤ , and extend the set of lower triangular Toeplitz matrices to     With the first replacement, we also extend the set   since for stable, causal, LTI system , it holds that∥∥≤ ∥∥ ∞ [19] . In addition, equality holds for  → ∞.
Norm-optimal ILC
Norm-optimal ILC is an optimization-based ILC design, where the control signal is computed by minimizing the following performance index with respect to
where Q and R are symmetric positive definite matrices, and S is a symmetric positive semi-definite ma-
In the cost function,   is the   -th trial tracking error, and is given by
Hence the cost function  depends on both   and .
In classical norm-optimal ILC, the error   is replaced by the nominal estimated error    by assuming   . This leads to the following ILC update law.
The update algorithm is nominal monotonically con-
Note that there is a tradeoff between performance and robustness in the design of a classical norm-optimal ILC controller by determining Q, R and S [1]. For instance, robust monotonic convergence can be achieved by increasing S, but it then reduces the convergent performance. This compromise motivates our robust ILC design approach such that both monotonic convergence and high performance are achieved.
In this work, a problem to minimize the cost function (6) without the assumption    is considered.
And robust norm-optimal ILC design considering the following worst-case optimization problem is proposed.
where substituting (7) into (6) yields
In the next sections, the solution of this optimization problem is investigated.
Robust ILC Design
This section presents the proposed robust ILC algorithm, and consequently, analyses its convergence.
Robust ILC Algorithm
In order to find the worst-case cost function with respect to  in (9), let us consider the following maximization problem:
By setting
the constraint ∥∥≤ . can be reformulated as
The maximization problem (11) is then transformed into the following equivalent problem:
In fact, for any   that satisfies the constraint (13), the corresponding ∥∥≤  can be obtained as follows:
if       ≠ . Otherwise,  can be any matrix with ∥∥≤ .
It is worth stressing that strong duality holds for (14) thanks to the S-procedure [20] . Introducing the Lagrangian multiplier , the Lagrangian function is expressed as
Maximization over   yields the following Lagrange dual functions: 
As a consequence, the dual problem of (11) 
Convergence
We now analyze convergence of the proposed robust . As a result, we obtain the following inequality:
which shows the monotonic convergence of the robust ILC design. In addition, the relationship
demonstrates the monotonic convergence of the worst-case cost function.
Interpretation of the Results as
Adaptive ILC
This section discusses the relationship between the developed robust approach and the classical norm-optimal ILC formulation. At first, the optimization problem (19) is rewritten as follows. where,
where    are      dependent on    and are calculated by using
After that, the optimal    is found from the following optimization problem: 
Simulation
Consider the uncertain plant: 
Conclusion
The major contribution of this paper is a robust ILC design that can guarantee monotonic convergence in the presence of additive model uncertainty. The proposed robust ILC design approach corresponds to a convex optimization problem that can be solved
efficiently. An interpretation of the robust ILC approach as an adaptive norm-optimal ILC with trial-varying learning gains is also investigated. The effectiveness of the proposed control scheme is confirmed from simulation results. The connection between robust ILC and adaptive norm-optimal ILC for both robustness and fast learning purposes will be further studied in the future works.
