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1. Einleitung
In den letzten Jahrzehnten haben numerische Verfahren bei der Analyse strömungsmecha-
nischer Probleme in immer stärkerem Maße an Bedeutung gewonnen (Computational Fluid
Dynamics, CFD). Die dabei behandelten Aufgabenstellungen haben mit zunehmender Com-
puterleistung und -kapazität sehr komplexe Ausmaße angenommen. Der vermehrte Einsatz
numerischer Methoden liegt nicht zuletzt in den Fortschritten begründet, die bei der interdis-
ziplinären (Ingenieurwissenschaften, Mathematik und Informatik) Entwicklung realitätsna-
her Modelle und effizienter Algorithmen gemacht worden sind. Die heutigen CFD-Verfahren
sind in der Lage, die wesentlichen physikalischen Strömungsphänomene adäquat aufzulösen
und zu berücksichtigen. Dabei liefern sie immer schneller zuverlässige Ergebnisse. Weitere
Vorteile gegenüber aufwendigen und teuren Experimenten, für die die CFD als verläßliches
und günstiges Werkzeug zusätzlich zur Verfügung steht, besitzt die numerische Simulation
auch dadurch, daß die Berechnungen von geringem finanziellen Aufwand sind, und daß die
Veränderung von Parametern, die die Strömung beeinflussen, denkbar einfach ist.
Ein großes Entwicklungs- und Forschungspotential besteht in der numerischen Simulation
von komplizierten physikalischen Problemen mit sich kontinuierlich bewegender Berandung
des Strömungsgebietes. Dies sind beispielsweise Anwendungen in der Aeroelastik oder die
Berechnung ganzer Trajektorien von zum Teil neuartigen Flugeräten in der Luft- und Raum-
fahrtindustrie. So geht man bei der numerischen Berechnung von aeroelastischen Fragestel-
lungen zunächst von einem starren, unverformten Flügel aus. Im Verlaufe der Rechnung ver-
formt sich der Flügel aufgrund der Interaktion zwischen aerodynamischen und der struktur-
mechanischen Kräften. Bei der Berechnung von Flugtrajektorien, bei der sowohl der An-
stellwinkel des Flugeräts als auch die Stellung seiner Steuerklappen veränderlich sind, treten
gewollt große Geometrieänderungen der umströmten Struktur auf, die Einfluß auf wichtige
aerodynamische Kennzahlen und Derivativa haben.
Die konventionellen, derzeit verwendeten Verfahren zur numerischen Strömungssimulation
sind für Probleme mit sich verändernden Geometrien nur bedingt geeignet. Um der Zeit-
abhängigkeit des betrachteten Gebiets Rechnung zu tragen, muß sowohl das Verfahren zur
Lösung der diskretisierten strömungsmechanischen Gleichungen angepasst werden als auch
ein robuster und sehr effizienter Gitterdeformationsalgorithmus zur Verfügung stehen, der das
numerische Rechengitter an die Bewegung der umströmten Oberfläche koppelt.
1.1. Stand der Technik
In der Literatur ist für das numerische Verfahren, bei dem bestehende Gitter unter Beibehal-
tung der Struktur des Rechengebietes durch Verschiebung von Gitterpunkten an die Deforma-
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tion der umströmten Struktur angepaßt werden, der Begriff des „dynamischen Gitters“ ge-
prägt worden. Bisher liefern die auf diesem Gebiet zum Einsatz kommenden Verfahren al-
lerdings nur bei vergleichsweise einfachen Problemstellungen ausreichend gute Ergebnis-
se [131].
Neben der Erhaltung der Qualität des Gitters im Hinblick auf Orthogonalität (bei struktu-
rierten oder blockstrukturierten Gittern) bzw. nicht zu spitzen Winkeln (bei unstrukturierten
Netzen) und Glattheit, gehört außerdem ein vertretbarer Rechenzeit- und Speicherplatzbe-
darf des numerischen Verfahrens im Vergleich zum Strömungslöser zu den Anforderungen
an den Gitterdeformationsalgorithmus. Weiterhin sollte er in der Lage sein, beliebig komple-
xe Gitter nahezu qualitätserhaltend zu verformen. Dies schließt insbesondere solche Gitter
ein, die gerade in der Nähe der bewegten Oberfläche sehr kleine Zellen mit großen Seitenver-
hältnissen besitzen, um Grenzschichten aufzulösen. Dabei dürfen keine negativen Gittervolu-
mina auftreten und bei blockstrukturierten oder hybriden Gittern muss an den Blockgrenzen
mindestens C0-Stetigkeit, besser noch C1-Stetigkeit, um auch Knicke in den Gitterlinien zu
vermeiden, gewährleistet sein, damit das Gitter an den Blockschnittflächen nicht auseinan-
derklafft.
Federanalogie
Die in der Literatur am weitesten verbreitete Vorgehensweise zur Erstellung „dynamischer
Gitter“ ist die sogenannte Federanalogie [11, 12, 13, 14, 96, 107] im Sinne eines fiktiven Fe-
derfachwerks. Dabei werden die Kanten jeder einzelnen Gitterzelle durch in Längsrichtung
dehnbare Federn ersetzt, die durch räumliche Gelenke (Knoten) untereinander verbunden
sind und bei vorgegebener Verformung des Randes die inneren Knoten des Gitters durch Zug
und Druck in ihre neue Lage bringen. Die Federsteifgkeiten werden dabei antiproportional
zu einer wählbaren Potenz der Länge der jeweiligen Zellkante gesetzt. Das dabei entstehen-
de lineare Gleichungssystem für das statische Gleichgewicht des fiktiven Federfachwerks
wird iterativ gelöst. Durch diesen recht einfachen Ansatz kann die Federanalogie sowohl bei
strukturierten als auch bei unstrukturierten Gittern, in denen keine hängenden Knoten auftre-
ten, eingesetzt werden. Der entscheidende Nachteil liegt jedoch in ihrem hohen Rechen- und
Speicheraufwand sowie in ihren beschränkten Fähigkeiten: Einerseits gehen in den iterativen
Lösungsprozeß stets alle Knoten des Gitters ein, was das Verfahren rechen- und speicherin-
tensiv macht, andererseits treten bei komplexen Geometrien oder großen Deformationen der
Struktur leicht Überschneidungen der Gitterlinien und damit negative Jacobi Determinanten
bzw. negative Volumina auf. Die unzureichende Qualität des deformierten Gitters liegt darin
begründet, daß die Federn wegen der Gelenkverbindungen einer Scherung der Gitterzellen
keinen Widerstand entgegensetzen und somit keine Winkeltreue gewähren können. Verschie-
dene im Folgenden vorgestellte Erweiterungen des Federanalogiemodells bringen zwar eine
Verbesserung dieser Nachteile, machen das Verfahren insgesamt jedoch wesentlich ineffizi-
enter.
Degand und Farhat [44] erweitern das System aus linearelastischen Federn beispielsweise
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Abbildung 1.1.: Prinzipskizze zur Federanalogie (hier unstrukturiertes Netz): Die Kanten jeder Gitter-
zelle werden durch linearelastische Federn ersetzt.
um fiktive Drehfedern in den Knotenpunkten eines unstrukturierten Netzes, die die Scherung
der Zellen verringern. Dies ermöglicht größere Deformationen bei weniger Verlust an Gitter-
qualität, durch die gestiegene Anzahl der zu lösenden Gleichungen wird die Rechenzeit des
Verfahrens allerdings nahezu verdoppelt.
Für strukturierte Gitter führt Lee-Rausch et al. [94, 95] in den hexaederförmigen Gitterzellen
zusätzlich zu den Kantenfedern diagonale Federelemente ein, die die Verzerrung der Zellen
einschränken. Auch hier wird das Gleichungssystem signifikant vergrößert, was die Effizienz
des Verfahrens drastisch reduziert. Eine erneute Erweiterung von Blom [19], der weitere Pa-
rameter zur Wahl der Federsteifigkeiten einführt, die die Kantenfedern in Wandnähe und die
Drehfedern bei spitzen Winkeln steifer machen, liefert insgesamt bessere Gitter, kann jedoch
die Effizienz des Verfahrens nicht erhöhen. Gerade bei sehr feinen Gittern mit vielen Punk-
ten in Oberflächennähe und großen Deformationen können negative Volumina trotzdem nicht
verhindert werden.
Ebenfalls denkbar wäre eine elliptische Nachglättung des Gitters mit den in Kapitel 3.1.2.2
erläuterten Methoden für strukturierte Gitter oder eine von Blom [19] beschriebene Nach-
glättung mit Hilfe der Federanalogie für unstrukturierte Netze, jedoch sind diese Verfahren
aufgrund ihres iterativen Charakters sehr zeitintensiv.
Strukturanalogiemodelle
Ein anderer strukturmechanisch basierter Ansatz wird von Johnson und Tezduyar [83] ver-
folgt. Sie fassen das numerische Rechengitter als linearelastisches Hookesches Medium auf
und gelangen über die Navier-Gleichung der linearen Elastizitätstheorie auf einen iterativen
Deformationsalgorithmus. Verschiedene Ansätze für den E-Modul, beispielsweise als Funk-
tion des Zellvolumens oder abhängig vom Abstand der Gitterzelle zur deformierten Ober-
fläche, sollen die Qualität des neuen Gitters sicherstellen. Für die Deformation von Gittern
mit vielen Knoten ist bei diesem Modell allerdings ein hoher Rechen- und Speicheraufwand
notwendig.
Ausgehend von einem fundamentalen Satz der Kontinuumsmechanik, der für kleine Ver-
formungen Gültigkeit besitzt und besagt, daß eine allgemeine Deformation als eine lineare
Kombination aus einer Starrkörpertranslation, einer Starrkörperrotation und Dehnungen ent-
lang der Hauptdehnungsachsen dargestellt werden kann [53], untersucht Wick in seinen Ar-
beiten [165,166,167,168,169,170] die oben beschriebene Federanalogie und das Strukturmo-
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dell und stellt deren Versagen bei Starrkörperrotation fest. Für große Verformungen können
solche Methoden nur unzureichende Ergebnisse liefern, weil die Verknüpfungen von Dre-
hungen und Verzerrungen dann multiplikativ sind. Auf einer von Jacquotte [77] ursprünglich
zur Gittergenerierung und -optimierung entwickelten Varationsmethode aufbauend, erweitert
Wick den strukturmechanischen Ansatz im Sinne hyperelastischer Materialien und beschreibt
den Zustand des Materials mit Hilfe einer Energiefunktion, die abhängig ist von der Refe-
renzkonfiguration und dem rechten Cauchy-Green-Tensor, der ein Maß für den vollständigen
Verzerrungsanteil der Deformation darstellt. Dieses Verfahren liefert auch bei großen Verfor-
mungen des Gitters sehr gute Ergebnisse, wo das Federmodell versagt. Wick stellt allerdings
auch fest, daß bei moderaten Verformungen, wie sie bei aeroelastischen Anwendungen über-
wiegend vorkommen, bereits das linearelastische Gitterverformungsmodell eine ausreichend
gute Gitterqualität bei einem wesentlich geringeren Rechenzeitbedarf liefert [168]. Der Vor-
teil der Methode liegt darin, daß sie sowohl auf strukturierte Gitter wie auch auf unstruktu-
rierte Netze einschließlich solcher mit hängenden Knoten anwendbar ist.
Störungsmethode
Tsai et. al. [158] verwenden einen Ansatz, der die iterativen Methoden aus den ersten bei-
den Abschnitten dieses Kapitels mit den Verfahren der algebraischen Deformation koppelt.
Dabei wird lediglich ein sehr grobes Gitter mit Hilfe der Federanalogie deformiert, wäh-
rend die restlichen Gitterpunkte durch Interpolation bestimmt werden. Bei der Anwendung
(a) Ausgangsgitter (b) Verschiebung der Gitter-
eckpunkte
(c) Deformation der Gitterkan-
ten
(d) Transfinite Interpolation
der Punkte im Gitterinneren
Abbildung 1.2.: Prinzipskizze zur Störungsmethode
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auf blockstrukturierte Gitter gehen in das iterativ zu lösende Gleichungssystem beispiels-
weise lediglich die durch linearelastische Federn verbundenen Eckpunkte der Blöcke ein.
Um Blockscherung vorzubeugen, werden zusätzlich auch die Blockdiagonalen als Federn
modelliert. Sind so die Deformationen der Ecken und Kanten der Blöcke bestimmt, werden
die Gitterpunkte der Blockseitenflächen durch zweidimensionale, die inneren Knoten durch
dreidimensionale transfinite Interpolation berechnet. Das prinzipielle Vorgehen ist in Abbil-
dung 1.2 skizziert. Dabei ist der jeweils bereits aktualiserte Teil des deformierten Gitters in
schwarz, das Ausgangsgitter in grau dargestellt.
Der Vorteil dieser Vorgehensweise liegt in ihrer automatischen Anwendung auf strukturierte
Gitter, da durch die Federkopplung alle durch eine Bewegung der Oberfläche zu bewegenden
Blöcke in den Deformationsprozeß einbezogen werden. Die Schwachstelle dieser Methode
liegt zum einen darin begründet, daß durch die gelenkig mitteinander verbundenen Federn
keine Orthogonalitätsbedingungen eingehalten werden können und dadurch eine Beibehal-
tung der im Initialgitter vorhandenen Qualität nicht gewährleistet werden kann. Darüberhin-
aus sind blockstrukturierte Gitter auf Blockebene in der Regel unstrukturiert. Dies kann durch
die gelenkige Verbindung der Federn sogar zu einer drastischen Verschlechterung der Gitter-
qualität führen. Weiterhin kommt es, genau wie bei den vorher beschriebenen Verfahren, auch
bei der Störungsmethode zu negativen Gittervolumina, wenn die umströmte Oberfläche große
Deformationen erfährt.
Algebraische Gitternachführung
Den in den ersten beiden Abschnitten beschriebenen iterativen stehen die direkten, algebrai-
schen „dynamischen Gitter“ gegenüber, wobei die Position der bewegten Gitterpunkte mit
Hilfe von Interpolationsverfahren ermittelt wird. Generell finden algebraische Deformations-
methoden bei strukturierten oder blockstrukturierten Gittern Verwendung, da nur in diesen
Gittern Koordinatenrichtungen existieren, die den effizienten Einsatz von Interpolationsalgo-
rithmen möglich machen.
Bhardwaj et al. [18], Byun und Guruswamy [36], Reuther et al. [113] und Ji und Liu [82] ver-
wenden einfachste, eindimensionale algebraische Methoden zur Gitterdeformation bei zwei-
dimensionalen Problemen: Gitterpunkte, die auf einer Gitterlinie senkrecht (radial) zur de-
formierten Oberfläche liegen, werden gemäß der Bewegung der Struktur mitbewegt. Diese
Vorgehensweise ist äußerst schnell, funktioniert allerdings nur für kleine Deformationen zu-
verlässig. Bei großen Verschiebungen werden Gitter schlechter Qualität erzeugt und für kom-
plexe Geometrien oder Gittertopologien kann es schwer sein, radiale Richtungen überhaupt
zu identifizieren. Außerdem versagt der Algorithmus bei mehreren, sich relativ zueinander
bewegenden Oberflächen.
Für strukturierte zweidimensionale Einblock Gitter schlagen Morton, Melville und Visbal
in [101] die Verwendung sogenannter Blendfunktionen vor. Bei diesem Ansatz wird mit ei-
ner nichtlinearen Interpolationsmethode zwischen einem starr mit der deformierten Oberflä-
che mitbewegten Gitter und dem Ausgangsgitter interpoliert. Dies garantiert die Erhaltung
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der Gitterqualität in der Nähe der deformierten Struktur. In [66] wird vom Autor die Aus-
wirkung verschiedener Blendfunktionen auf die Gitterqualität und eine erste Erweiterung
auf Mehrblockgitter beschrieben. Eine Verallgemeinerung auf beliebige blockstrukturierte
Gitter ist mit dieser Methode jedoch sehr schwierig, da das Hauptproblem der algebrai-
schen Deformation gerade in der Bestimmung der Verschiebungen der Eckpunkte und Kan-
ten der einzelnen Blöcke liegt. Zum einen beinhaltet die Verwendung von Blendfunktionen
eine bestimmte Richtung der Interpolation, zum anderen kann a priori nicht angegeben wer-
den, welche Blöcke einer Deformation unterworfen werden müssen. Werle beschränkt sich
in [164] aus diesem Grund auf spezielle Topologien dreidimensionaler multiblockstrukturier-
ter Gitter, die in den Arbeiten von Britten, Braun und Reimer erfolgreiche Anwendungen
findet [27, 30, 31, 110].
Eine erste Erweiterung der algebraischen Deformationsmethoden in Richtung der Störungs-
methode wird von Dubuc et. al. [45] für zweidimensionale Multiblock Gitter gegeben. Die
Autoren bestimmen a priori, welche Blöcke deformiert werden dürfen und prägen auf den
Ecken dieser Blöcke eine Bewegung ähnlich der vorgegebenen Oberflächendeformation auf.
Die Blockkanten werden dann mit einer nichtlinearen Interpolation bestimmt. Der entschei-
dende Nachteil dieser Methode liegt darin, daß der Benutzer vor Beginn der Strömungssimu-
lation festlegen muß, welche Blöcke deformiert und welche festgehalten werden. Hartwich
et al. erweitern diese Vorgehensweise auf dreidimensionale Multiblock Gitter unter Verwen-
dung eines sogenannten „Master-Slave“ Konzeptes [64]. Die Eckpunkte ( „Slaves“ ) der
einzelnen Blöcke werden in ihrer Verschiebung an die Lageänderung der Oberflächenpunkte
( „Master“ ) gekoppelt. Dabei führen sie ihre Bewegung in Abhängigkeit vom zugehörigen
„Master“ -Punkt aus. Die Gitterpunkte im Inneren der Blöcke werden mit Hilfe der transfini-
ten Interpolation (vgl. Kapitel 3) bestimmt. Eine Anwendung dieser Techniken auf Einblock-
gitter wird in der Arbeit von Yongsheng, Steen, Trygg-Wilander und Shyy [171] gegeben.
Ein ähnlicher Ansatz, der gleichzeitig einen weiteren Schritt hinsichtlich Automatisierbar-
keit des Algorithmus darstellt, wird von Spekrijse et al. in [140] beschrieben. Dabei wird
die Verschiebung der Block-Ecken und -Kanten eines blockstrukturierten Gitters mit Hilfe
einer Volumen-Spline-Interpolation an die Bewegung der umströmten Oberfläche gekoppelt.
Anschließend werden zunächst die Deformationen der Punkte in den Blockseitenflächen und
schließlich die der inneren Gitterpunkte mit einer transfiniten Interpolation nach Eriksson
(siehe Kapitel 3) bestimmt. Damit ist die vorgeschlagene Gitterdeformationsmethode rein al-
gebraisch und nicht-iterativ. Die Bestimmung der Knotenverschiebungen mit Hilfe der trans-
finiten Interpolation ist sehr schnell. Die Verschiebung der Kanten hingegen ist aufwendig,
beinhaltet aber vergleichsweise wenig Punkte. Aufgrund der nichtphysikalischen Eigenschaf-
ten der Volumen-Spline-Interpolation ist eine Scherung der Gitterzellen nicht ausgeschlossen,
so dass bei großen Bewegungen der Oberfläche negative Volumen drohen.
Boucke [21,22] stellt in seinen Arbeiten einen Algorithmus vor, der die Vorteile der beschrie-
benen iterativen Verfahren und die der algebraischen Methoden miteinander verbindet. Aus-
gewählte Gitterlinien bilden darin ein grobes Gitter und werden als fiktives Rahmentragwerk
aus miteinander verschweißten Dehn-Biege-Torsionsstäben aufgefaßt. Dieses wird gemäß der
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Bewegung der umströmten Struktur verformt und anschließend die Lage der übrigen Gitter-
punkte durch einen Interpolationsalgorithmus bestimmt. Die physikalischen Eigenschaften
dieses Rahmentragwerks und die damit verbundene Qualtität des deformierten Gitters lassen
diesen Ansatz sehr vielversprechend erscheinen. Er bildet die Ausgangsbasis des in dieser Ar-
beit verwendeten „dynamischen Gitters“ . Die Methode wird in Kapitel 4 detailliert erläutert,
wo auch die daran vorgenommenen Änderungen beschrieben werden.
1.2. Zielsetzung dieser Arbeit
Der Schwerpunkt dieser Arbeit liegt in der Weiterentwicklung und Effizienzsteigerung eines
neuartigen dynamischen Gitterdeformationsalgorithmus und dessen Anwendung auf komple-
xe, technisch relevante Problemstellungen. Numerische Strömungsberechnungen unter Ver-
wendung dieser „dynamischen Gitter“ werden präsentiert.
Hauptaugenmerk lag bei der Verfahrensentwicklung darauf, daß das Verfahren in verschie-
denen Bereichen der numerischen Strömungssimulation zum Einsatz kommen soll und aus
diesem Grund unterschiedliche Eigenschaften vereinen muß. So werden am Lehr- und For-
schungsgebiet für Mechanik im Rahmen des Sonderforschungsbereiches 401 „Strömungsbe-
einflussung und Strömungs-Struktur-Wechselwirkung an Tragflügeln“ aeroelastische Un-
tersuchungen durchgeführt, bei denen ein sehr effizientes Verfahren zur Gitterdeformation
notwendig ist, da das Rechengitter in nahezu jeder Iteration des Strömungslösers an die
neuen geometrischen Gegebenheiten angepaßt werden muß. Für das nationale Technologie-
programm ASTRA (Ausgewählte Systeme und Technologien für zukünftige Raumtransport
Anwendungen) wurden Berechnungen für den wiederverwendbaren Raumgleiter PHOENIX
durchgeführt [59, 128]. Ziel ist es, lediglich ein einziges Gitter zu generieren und damit
die gesamte Shuttle-Trajektorie zu berechnen. Dabei sollen nicht nur der Anstellwinkel des
Raumgleiters sondern parallel dazu auch Klappenbewegungen simuliert werden können. Dies
erfordert ein sehr robustes Verfahren, das in der Lage ist, auch große Deformationen des
umströmten Körpers zu behandeln, da z.B. Klappenwinkel von bis zu 40o vorzusehen sind.
Darüberhinaus muss die Deformationsmethode Rechengitter von sehr guter Qualität liefern,
die unter anderem eine genaue Vorhersage der aerodynamischen Koeffizienten und Deriva-
tiva erlauben, die für Aussagen über die Flugstabilität und Trimmbarkeit eines Fluggerätes
zwingend erforderlich sind.
Im folgenden Kapitel werden zunächst die dem strömungsmechanischen Modell zugrunde-
liegenden Bilanz- und Materialgleichungen dargestellt. Kapitel 3 ist der verwendeten nume-
rischen Methode gewidmet. Dabei liegt der Schwerpunkt auf der Generierung der für die
Anwendung benötigten Rechengitter. In Kapitel 4 erfolgt die Beschreibung des erweiterten
Gitterdeformationsalgorithmusses. Der Einsatz dieses Verfahrens steht im Mittelpunkt von
Kapitel 5. Dort werden die Ergebnisse der durchgeführten numerischen Simulationen mit
experimentell ermittelten Daten verglichen und Rechenergebnissen anderer Autoren gegen-
übergestellt. Dabei zeigt sich, daß die Ergebnisse der in dieser Arbeit vorgenommenen nume-
rischen Simulationen komplexer Strömungen in guter Übereinstimung mit dem experimentell
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gewonnenen Datensatz stehen.
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2. Grundlagen der Kontinuumsmechanik und
strömungsmechanisches Modell
Das mathematische Modell, das zur idealisierten Beschreibung von strömendem Gas i.a. Ver-
wendung findet, wird als Kontinuumsmechanik fluider Medien bezeichnet [5,7,16]. Innerhalb
dieser Theorie wird die diskrete Struktur des atomaren bzw. molekularen Aufbaus des Fluids
durch Feldbeschreibungen mit kontinuierlicher Massenverteilung ersetzt. Die Eigenschaften
des Gases werden dabei im Gegensatz zur Teilchenphysik nicht durch Angabe der Ortsko-
ordinaten aller Gasmoleküle und durch deren Geschwindigkeit oder Impulse, sondern durch
wenige makroskopische Größen, wie beispielsweise Volumen V , Druck p oder Masse m,
beschrieben.
Eine wesentliche Grundannahme der Kontinuumsmechanik ist die Wahrung des Zusammen-
hangs. Dies bedeutet, daß benachbarte „materielle“ Punkte des Kontinuums auch nach be-
liebiger Bewegung benachbarte Punkte bleiben. Aus dieser Annahme folgt, daß sich bei der
Deformation eines Körpers dessen geometrisches Volumen und Gestalt zwar ändern können,
dieses aber stets aus denselben materiellen Punkten besteht. In diesem Sinne spricht man
von einem materiellen Volumen. Dasselbe gilt sinngemäß für ein „materielles“ Teilvolumen
V = V (t) des Körpers.
Unter der Voraussetzung, daß in einem beliebigen, von der Zeit abhängigen, materiellen Teil-
volumen V = V (t) eines „Gaskörpers“ ausreichend viele Gasteilchen vorhanden sind, wer-
den sämtliche seiner Eigenschaften als kontinuierlich verteilt angenommen [3, 4]. Dies er-
möglicht zu jedem Zeitpunkt t für jeden beliebigen Raumpunkt x die Definition von soge-
nannten Zustandsgrößen. Grundlegend ist dabei die Massendichte, die als Grenzwert
ρ(x, t) := lim
∆V→0
∆m
∆V
=
dm
dV
definiert ist. Die Integration dieser Gleichung über ein beliebiges Volumen
m =
∫
V (t)
ρ(x, t) dV ,
bedeutet also eine Mittelung über die Dichte innerhalb eines „materiellen“ Volumens, d.h. die
Massenverteilung in einem Körper wird durch Betrachtung von infinitesimalen Volumina
verschmiert.
Die zur Masse m proportionalen Größen, wie die über das „materielle“ Volumen V integrier-
ten Größen Impulsdichte ρ(x, t)v(x, t) oder Energiedichte ρ(x, t) etot(x, t), heißen Quanti-
tätsgrößen. Sie unterscheiden sich von den Intensitätsgrößen, die unabhängig von der Masse
sind, wie beispielsweise der Spannungstensor T , der thermodynamische Druck p oder die
Temperatur T .
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2.1. Bilanzgleichungen der Kontinuumsmechanik
Zeitliche Änderungen einer Quantitätsgröße f = f(x, t) (skalar, vektoriell oder tensoriell)
innerhalb eines gedanklich aus dem Kontinuum herausgeschnittenen materiellen Volumens
V (t) setzen sich zusammen aus Änderungen der Größe im Inneren des Volumens selbst (Pro-
duktionsdichte σ(f)), aus Fernwirkungen (l(f)), die kein Übertragungsmedium benötigen, wie
z.B. Wärmestrahlung oder Fernkräfte, und aus Schnittgrößen (Flußdichte J (f)), gleichbedeu-
tend mit dem Fluß über die geschlossene Oberfläche ∂V (t) des Volumens. Für ein solches
materielles Volumenelement ergibt sich die allgemeine integrale Bilanzgleichung einer spe-
zifischen Größe zu:
D
Dt
∫
V (t)
f dV =
∫
V (t)
σ(f) dV +
∫
V (t)
l(f) dV +
∮
∂ V (t)
J (f)en dA , (2.1)
mit dem nach außen gerichteten Einheitsnormalenvektor en.
Mit Hilfe des Reynolds’schen Transporttheorems, vgl. z.B. [7,8,39], welches für stetige Grö-
ßen f Gültigkeit besitzt und die kinematischen Verhältnisse der Zeitableitungen von Integra-
len über materielle Mannigfaltigkeiten beschreibt, und des Satzes von Gauß (f sei bezüglich
aller Variablen hinreichend oft stetig differenzierbar) erhält man
D
Dt
∫
V (t)
f dV =
∫
V (t)
∂f
∂t
dV +
∮
∂ V (t)
f ◦ v en dA =
∫
V (t)
[
∂f
∂t
+ div (f ◦ v)
]
dV . (2.2)
Die multiplikative Verknüpfung durch das Symbol ◦ bedeutet „Tensorprodukt“ . Ist f ein
Skalar, so kennzeichnet es die einfache Multiplikation. Einsetzen dieser Gleichung in die
allgemeine Bilanzgleichung (2.1) liefert:
∫
V (t)
∂f
∂t
dV = −
∫
V (t)
div (f ◦ v) dV +
∫
V (t)
div
(
J (f)
)
dV +
∫
V (t)
l(f) dV +
∫
V (t)
σ(f) dV . (2.3)
Entscheidend bei dieser Umformung ist der Übergang von der (massefesten) substantiellen
Ableitung D•
Dt
zur lokalen Zeitableitung ∂•
∂t
, die zeitliche Änderungen an einem ortsfesten
Punkt im Strömungsgebiet angibt.
Die oben erwähnten drei Quantitätsgrößen Masse, Impuls und Energie bezeichnet man als
Erhaltungsgrößen, da in ihrem Fall die Produktionsdichte σ(f) Null ist. Quantitätsgrößen,
die keine Erhaltungsgrößen sind, sind beispielsweise die innere Energie
∫
ρ e dV oder die
kinetische Energie
∫
1
2
ρv2 dV . Speziell für die drei genannten Erhaltungsgrößen ergibt sich
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unter Verwendung von Gleichung (2.3) aus der allgemeinen Bilanzgleichung (2.1):
∫
V (t)
[
∂ρ
∂t
+ div (ρv)
]
dV = 0 , (2.4)
∫
V (t)
[
∂(ρv)
∂t
+ div (ρv ◦ v − T )− ρb
]
dV = 0 , (2.5)
∫
V (t)
[
∂(ρetot)
∂t
+ div (ρetotv − v T + q)− ρ (vb+ q˙)
]
dV = 0 , (2.6)
vgl. exemplarisch auch Anderson [3, 4] und Becker [15]. In diesen Gleichungen bezeichnet
b den Vektor der am Volumen angreifenden Fernkräfte (spezifische Massenkraft, englisch:
„bodyforce“ ), q den Wärmestromvektor, q˙ die direkte Volumen-Wärmezufuhr (englisch:
„body heat supply“ ) und e die spezifische Gesamtenergie. T steht für den Spannungstensor,
der nach dem Boltzmann-Axiom als symmetrisch angenommen wird1.
Da das materielle Volumen V (t) beliebig gewählt werden kann, insbesondere auch belie-
big klein, erhält man unter der Voraussetzung der stetigen Differenzierbarkeit der einzelnen
Feldgrößen2 aus den globalen Bilanzgleichungen (2.4)-(2.6) die sogenannten lokalen Bilanz-
gleichungen:
∂ρ
∂t
+ div (ρv) = 0 , (2.7)
∂(ρv)
∂t
+ div (ρv ◦ v − T )− ρb = 0 , (2.8)
∂(ρetot)
∂t
+ div (ρetotv − vT + q)− ρ(vb+ q˙) = 0 . (2.9)
Da in der Kontinuumsmechanik für Fluide sowohl stetige als auch unstetige Lösungen der
Bilanzgleichungen von physikalischer Bedeutung sein können, sind die oben getroffenen Dif-
ferenzierbarkeitsvoraussetzungen der physikalischen Feldgrößen nicht für jedes Teilvolumen
erfüllt. Wiederum liefert das Reynolds’sche Transporttheorem – diesmal für ein materielles
Volumen, das eine Diskontinuitätsfläche enthält – eine Möglichkeit, diese Bilanzen darzu-
stellen [7,8,39]. Das gelingt auch für den Fall, daß die Diskontinuitätsfläche sich relativ zum
Material bewegt. Die Unstetigkeit innerhalb des betrachteten Volumens erfordert es, die in
dieser Gleichung auftretenden Volumenintegrale in Integrale über die einzelnen Teilvolumi-
na V + und V − zu unterteilen und den Differentiationsprozeß entsprechend der Leibniz-Regel
auf jedes Teilvolumen anzuwenden. Dabei treten Oberflächenintegrale über die Anteile ∂V +,
∂V − von ∂V und Integrale entlang der Diskontinuitätsfläche SD auf. Damit ergibt sich aus
1In diesem Fall ist der Drehimpuls ebenfalls eine Erhaltungsgröße.
2Die Stetigkeit muß explizit gefordert werden, da in die Herleitung dieser Art von Bilanzgleichungen der Satz
von Gauß eingeht.
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Gleichung (2.2) für ein materielles Volumen mit einer Unstetigkeitsfläche:
D
Dt
∫
V (t)
f dV =
∫
V (t)
∂f
∂t
dV +
∮
∂V (t)
f ◦ v n dA−
∫
SD(t)
f ◦ vD nD dA . (2.10)
Dadurch unterscheiden sich die beiden Gleichungen (2.2) und (2.10) äußerlich nur um einen
Term entlang der Diskontinuitätsfläche, wobei
f := f+(x, t)− f−(x, t) für x ∈ SD
gilt. Dieses um den Diskontinuitätsterm erweiterte Transporttheorem wird in die allgemeine
Bilanzgleichung (2.1) eingesetzt. Durch das Zusammenziehen des Volumens V (t) auf die
Unstetigkeitsfläche, was dazu führt, daß die Volumenintegrale verschwinden, und eine an-
schließende Kontraktion auf einen Punkt innerhalb dieser Fläche, ergeben sich die lokalen
Sprungbeziehungen unter Verwendung der Definition uD := (v − vD) enD zu:
ρ uD = 0 , (2.11)
ρv uD − T enD = 0 , (2.12)
ρ etot uD − (T v − q) enD = 0 . (2.13)
Darin ist enD der lokale Einheitsvektor normal zur Unstetigkeit und uD die Ausbreitungs-
geschwindigkeit der Diskontinuitätsfläche. Als physikalisch sinnvolle Unstetigkeiten unter-
scheidet man im allgemeinen durchströmte Diskontinuitäten mit uD 6= 0 (Stoßwellen) und
mit uD = 0 (Kontaktunstetigkeiten). Für letztere wird Gleichung (2.11) gegenstandslos, wäh-
rend in den beiden Gleichungen (2.12) und (2.13) der jeweils erste Summand verschwindet,
so daß Gleichung (2.12) eine Stetigkeitsaussage über den Spannungsvektor auf der Kontakt-
fläche darstellt und die Gleichung (2.13) dann die Stetigkeit der Summe aus Wärmestrom
und Leistung der Reibungsspannungen auf der Kontaktfläche bedeutet.
SD
nD
vD
V
V
V
V
SD
SD
-
-
-
+
+
+
Abbildung 2.1.: Materielles Volumen V (t) mit einer Diskontinuitätsfläche SD.
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2.2. Materialgesetze für Gase mit Reibung und Wärmeleitung
Faßt man die drei Komponenten der Impulsbilanz (2.5) als drei eigenständige Gleichungen
auf, so stehen insgesamt fünf nichtlineare Gleichungen zur Berechnung der in den Erhal-
tungsgleichungen (2.4)-(2.6) vorkommenden unbekannten Größen Dichte, Impuls und totale
Energie sowie der vorzugebenden äußeren Fernkraft b und der Wärmestrahlung q˙ zur Ver-
fügung. Das entstandene Gleichungssystem reicht jedoch nicht aus, um das physikalische
Problem vollständig zu beschreiben, da eine explizite Form des Spannungstensors T und des
Wärmestromvektors q sowie eine kalorische und eine thermische Zustandsgleichung fehlen,
um die thermodynamischen Zustandsgrößen des Fluids anzugeben.
Die Intensitätsgrößen Temperatur T und Druck p stehen über die thermische Zustandsglei-
chung in Abhängigkeit voneinander [3, 4]. Für ein ideales Gas lautet diese Gleichung
p = ρRT , (2.14)
mit der spezifischen Gaskonstanten R.
Die thermische Zustandsgleichung reicht jedoch zur vollständigen Beschreibung des Gaszu-
standes nicht aus, da der Druck p lediglich durch die ebenfalls unbekannte Temperatur T
ersetzt worden ist. Es wird also eine weitere Gleichung benötigt, mit deren Hilfe man die
spezifische innere Energie e bzw. die spezifische Enthalpie h = e + p/ρ eines Gases in Ab-
hängigkeit von i.a. zwei thermodynamischen Zustandsgrößen bestimmen kann. Für ideales
Gas sind innere Energie und Enthalpie Funktionen der absoluten Temperatur allein mit e = o
für T = 0 (absoluter Nullpunkt):
de = cv dT , dh = cp dT
mit
cv =
∂e
∂T
∣∣∣∣
1/ρ
, cp =
∂h
∂T
∣∣∣∣
p
= cv +R .
cv bzw. cp sind die spezifischen Wärmen bei konstantem spezifischen Volumen 1/ρ bzw. kon-
stantem Druck p. Im allgemeinen sind cv und cp für ein ideales Gas Funktionen der Tempe-
ratur T . Für perfekte Gase sind cv und cp konstant, so daß
e = cv T , h = cp T (2.15)
gilt (kalorische Zustandsgleichung).
Der Isentropenexponent γ beschreibt das Verhältnis von isobarer zu isochorer Wärmekapa-
zität und nimmt unter Annahme perfekten Gasverhaltens einen konstanten Wert über einen
großen Temperaturbereich (γ = cp/cv = 75 für Luft) an. Damit gilt
cp =
γ
γ − 1 R , cv =
1
γ − 1 R .
Mit Hilfe der thermischen (Gleichung (2.14)) und der kalorischen Zustandsgleichung (Glei-
chung (2.15)) kann der statische Druck über die innere Energie ausgedrückt werden:
p = (γ − 1) ρ e . (2.16)
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Damit wird die Zahl der Unbekannten um eine Größe reduziert.
Das Wärmeleitungsmodell nach Fourier wird als Ansatz für den Wärmestromvektor q in den
Gleichungen (2.6), (2.9) und (2.13) benutzt. Dieser wird als lineare, homogene Funktion des
Temperaturgradienten angesetzt, so daß sich bei isotropem Material unter Vernachlässigung
von Diffusionsvorgängen eine sehr einfache Gesetzmäßigkeit angeben läßt:
q = −k grad (T ) . (2.17)
Das negative Vorzeichen in dieser Gleichung ist damit zu erklären, daß Wärme stets nur
in entgegengesetzter Richtung des Temperaturgradienten fließt. Darin ist k > 0 eine nur
vom thermodynamischen Zustand abhängige Materialgröße, die sogenannte Wärmeleitzahl
oder thermische Leitfähigkeit. Sie ist temperaturabhängig und wird nach experimentellen
Ergebnissen mit der Scherviskosität µ und der spezifischen Wärmekapazität bei konstantem
Druck cp über die Prandtlzahl (Pr = 0.72 für Luft) ins Verhältnis gesetzt:
k =
µ cp
Pr
. (2.18)
Nach dem Stokes-Ansatz [122] wird der Spannungstensor T in einen isotropen Druckanteil
p und einen viskosen Anteil T v aufgeteilt:
T = −p I + T v . (2.19)
Ist das Fluid in Ruhe, so verschwindet der viskose Spannungstensor. Analog zur linearen
Elastizitätstheorie wird durch den Stokes’schen Ansatz ein linearer, homogener Zusammen-
hang zwischen dem Tensor der Dehngeschwindigkeiten D und dem Spannungstensor herge-
stellt:
T v = V : D ,
wobei V ein Tensor 4. Stufe ist (Viskositätstensor). Unter der Annahme eines isotropen
Fluids und der Symmetrie des Spannungstensors bleiben von den ursprünglich 81 unbekann-
ten Komponenten des Viskositätstensors lediglich zwei noch zu bestimmende Komponenten
übrig. Damit erhält man das Materialgesetz für Newton’sche Fluide [16]:
T v = µ (grad (v) + (grad (v))T ) + µV div (v) I , (2.20)
τij = µ
(
∂vi
∂xj
+
∂vj
∂xi
)
+ µV
∂vλ
∂xλ
δij (kartesisch) ,
mit den beiden voneinander unabhängigen Materialkoeffizienten µ (Scherviskosität) und µV
(Volumenviskosität). Die Koeffizienten µ und µV werden entsprechend den Materialgeset-
zen der Kontinuumsmechanik, der phänomenologischen Thermodynamik oder mit Hilfe der
kinetischen Gastheorie bestimmt. Verwendet man in Gleichung (2.20) anstelle von µV die
Druckzähigkeit µp mit µp = µV + 2/3, so erhält man:
T v = µ
(
grad (v) + (grad (v))T − 2
3
(div (v))I
)
+ µp (div (v)) I . (2.21)
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Approximiert man den thermodynamischen Druck durch den isotropen Anteil des Span-
nungstensors, so verschwindet die Druckviskosität (Stokes Hypothese), und es verbleibt le-
diglich die Scherviskosität, die mit Hilfe des Sutherland Gesetzes als reine Funktion der Tem-
peratur dargestellt werden kann
µ(T ) =
√
γ M∞
Re∞
(
T
T∞
) 3
2 T∞ + 110K
T + 110K
. (2.22)
Eine gute Übersicht der gebräuchlichen Ansätze und Modelle zur Schließung der Bilanz-
gleichungen bieten beispielsweise die Dissertation von Schubert [124] oder die Bücher von
Anderson [3, 4].
2.3. Navier-Stokes-Gleichungen
Einsetzen der Materialgleichungen und idealisierenden Annahmen für das Gas (2.16), den
Wärmestromvektor (2.17) und den Spannungstensor (2.20) in die Bilanzgleichungen für
die Erhaltungsgrößen Dichte (2.4), Impulsdichte (2.5) und Energiedichte (2.6) führt auf ein
in sich geschlossenes System von nichtlinearen, partiellen Differentialgleichungen, die so-
genannten Navier-Stokes’schen Gleichungen. Unter Vernachlässigung von Fernkräften und
Wärmestrahlung können sie wie folgt geschrieben werden:∫
V (t)
∂U
∂t
dV +
∮
∂V (t)
F n dA = 0 . (2.23)
Darin ist U = (ρ, ρv, ρetot)T = (ρ, ρvx, ρvy, ρvz, ρetot)T der Vektor der Erhaltungsgrößen
mit den drei kartesischen Geschwindigkeitskomponenten vx, vy, vz und n der nach außen ge-
richtete Einheitsnormalenvektor. Der Flußvektor F wird in einen reibungsfreien, konvektiven
Anteil F c, der auch den Druck enthält, und einen dissipativen Anteil F d, in den die Effekte
der Reibung und Wärmeleitung aufgenommen werden, zerlegt:
F = F c − F d ,
mit
F c =


ρu
ρvxv + pex
ρvyv + pey
ρvzv + pez
(ρetot + p)v


, F d =


0
τxλ eλ
τyµ eµ
τzν eν
T v − q


(2.24)
und den kartesischen Einheitsvektoren ei, i = (1, 2, 3)
.
= (x, y, z). In (2.24) wird gemäß der
Einstein’schen Summenkonvention über doppelt auftretende griechische Indices summiert.
Auf Grund ihrer komplexen Struktur lassen sich geschlossene analytische Lösungen der
Navier-Stokes-Gleichungen in der Regel nicht angeben [3,4]. Aus diesem Grund werden zur
Ermittlung approximativer Lösungen dieser Differentialgleichungen numerische Verfahren,
wie sie beispielsweise in Kapitel 3.2 beschrieben werden, eingesetzt [2].
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Da die Angabe analytischer Lösungen der in Kapitel 2 hergeleiteten Navier-Stokes-Gleichun-
gen für komplexe, anwendungsrelevante Probleme bisher nicht möglich ist, werden seit dem
Beginn der 60er Jahre des letzten Jahrhunderts numerische Verfahren zusätzlich zu theroreti-
scher Analyse und experimentellen Untersuchungen, zur Berechnung approximativer Lösun-
gen eingesetzt und stetig weiterentwickelt.
Mit steigender Rechner- und Speicherkapazität wachsen die Möglichkeiten, numerische Me-
thoden für immer komplexere Anwendungen einzusetzen, allerdings steigen damit gleichzei-
tig die Anforderungen an die Numerik. Eine grundlegende Voraussetzung zur Anwendung
eines numerischen Verfahrens besteht in der räumlichen Diskretisierung des für die Strö-
mung relevanten, physikalischen Rechengebietes. Diesen nichttrivialen Prozeß – von nicht
zu unterschätzendem zeitlichen Aufwand – bezeichnet man als Gittergenerierung. Die Qua-
lität des daraus entstehenden numerischen Rechengitters hat entscheidenden Einfluß auf die
Konvergenz des Verfahrens und die zu erwartende Güte der numerischen Lösung.
Darauf aufbauend bilden die räumliche und zeitliche Approximation der fundamentalen Bi-
lanzgleichungen (2.23), kombiniert mit einem iterativen Lösungsschema, den Rumpf eines
allgemeinen numerischen Verfahrens (vgl. Kapitel 3.2).
3.1. Gittergenerierung
Aus Gründen der Übersichtlichkeit werden in den folgenden Abschnitten die Grundlagen der
Gittergenerierung ausschließlich für zweidimensionale Probleme beschrieben. Eine Erwei-
terung in die dritte Raumdimension wird für die algebraischen Gittergenerierungstechniken
kurz angedeutet (Abschnitt 3.1.2.1), entfällt aber im Abschnitt 3.1.2.2 über die Gitterglättung
mittels elliptischer Differentialgleichungen. Es sei dazu exemplarisch auf die Arbeiten der
Gruppe um Thompson [151, 157] sowie von Soni [130], Hilgenstock [76] und Niederdrenk
und Brodersen [102] verwiesen.
3.1.1. Klassifizierung von numerischen Rechengittern
Die Diskretisierung des betrachteten, physikalischen Rechengebietes resultiert in einer end-
lichen Anzahl von Punkten im Raum, an denen die gesuchten Größen, wie z.B. Dichte, Ge-
schwindigkeit oder Druck näherungsweise berechnet werden können. Die heutzutage gängi-
gen Methoden, wie z.B. Finite Differenzen, Finite Volumen oder Finite Elemente Verfahren,
benutzen zur Bestimmung dieser Größen und gegebenenfalls ihrer Ableitungen in den einzel-
nen diskreten Punkten auch deren Nachbarpunkte. Dies führt zu sogenannten Rechengittern,
die sich, charakterisiert durch die Verbindung der einzelnen Gitterpunkte untereinander, grob
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in zwei Klassen einteilen lassen: „strukturierte“ und „unstrukturierte“ Gitter. Die Gitter-
punkte innerhalb „strukturierter Gitter“ besitzen eine stets gleiche Anzahl von Nachbarpunk-
ten bzw. Nachbarzellen, und es existieren eindeutige Koordinatenrichtungen, wohingegen bei
„unstrukturierten Netzen“ jeder Gitterpunkt eine beliebige Anzahl ihn umgebender Gitter-
punkte haben kann und die Punkte keine Ordnung besitzen müssen. Abbildung 3.1 zeigt im
linken Teil ein strukturiertes Gitter, im rechten Teil den Ausschnitt aus einem unstrukturierten
Netz, das keine hängenden Knoten enthält. Als solche bezeichnet man Knoten, die in Bezug
auf eine der angrenzenden Zellen zwar auf dem Zellrand, aber nicht in einer Zellecke liegen.
Abbildung 3.1.: Strukturiertes Rechengitter (links) und Ausschnitt aus einem unstrukturierten Netz
(rechts).
Entscheidende Kriterien für beide Gitterklassen sind einerseits die Glattheit der Punktevertei-
lung, da große Sprünge in den Metriktermen des Gitters zu Instabilitäten im Lösungsalgorith-
mus bis hin zu falschen Ergebnissen führen können [38, 89, 129, 152, 156, 157]. Andererseits
ist die lokale Gitterpunktdichte ein wichtiger Aspekt bei der Generierung von Rechengittern.
Sie ist von großer Bedeutung für die Effizienz eines numerischen Lösungsverfahrens und die
erreichbare Genauigkeit der Lösung. Eine hohe Punktdichte verbessert das Auflösungsver-
mögen der im Integrationsgebiet auftretenden Gradienten physikalischer Größen, erhöht aber
ebenso die zur Lösungsermittlung benötigte Rechenzeit.
Beide erwähnten Gittertypen haben Vor- bzw. Nachteile. So benötigen unstrukturierte Netze
eine wesentlich komplexere Datenstruktur innerhalb des Lösungsalgorithmus, besitzen aber
eine viel höhere Flexibilität in Bezug auf lokales Vergröbern oder Verfeinern des Netzes. Dar-
überhinaus ist die Generierung unstrukturierter Netze auch für komplexe Rechengebiete äu-
ßerst einfach [55]. Auf der anderen Seite erlauben strukturierte, körperangepaßte Gitter eine
bessere Formulierung der Randbedingungen, was insbesondere für Strömungssimulationen
wichtig ist. Weiterhin führt die in ihnen bereits enthaltene Struktur zu einer sehr einfachen
Datenverwaltung innerhalb des numerischen Verfahrens.
Zusammenfassend kann gesagt werden, daß die Entscheidung, die der Anwender zwischen
der Benutzung unstrukturierter Netze oder der Verwendung strukturierter Rechengitter zu
treffen hat, in erster Linie durch den zur Verfügung stehenden Lösungsalgorithmus für die
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diskretisierten physikalischen Gleichungen bestimmt wird [54, 119]. Für die numerischen
Strömungsberechnungen innerhalb dieser Arbeit stand das auf blockstrukturierten Rechen-
gittern (vgl. Abschnitt 3.1.1.2) operierende Finite-Volume Verfahren FLOWer (siehe Kapi-
tel 3.2), welches unter der Federführung des Instituts für Entwurfsaerodynamik des DLR
Braunschweig im Rahmen des Verbundprojekts MEGAFLOW [92] entwickelt wurde, zur
Verfügung. Aus diesem Grund werden in den folgenden Abschnitten lediglich die Grundla-
gen der algebraischen und elliptischen Gittergenerierung für strukturierte Gitter dargestellt.
Zur Behandlung der Thematik unstrukturierter Gitter sei auf die Bücher von P. L. George [55]
und G. F. Carey [37] verwiesen, deren Autoren sich vorwiegend mit Techniken zur Erstellung
von unstrukturierten Netzen, wie z.B. Delauny Triangulierung, Advancing Front Methode
oder hybriden Gittertechniken.
3.1.1.1. Strukturierte Gitter
Den Anwendungsproblemen im Bereich der Fluidmechanik liegen die in Kapitel 2 beschrie-
benen partiellen Differentialgleichungen zugrunde, die in der Regel mit Finite Differenzen,
Finite Volumen oder, in variationeller Formulierung, Finite Elemente Verfahren numerisch
gelöst werden. Dabei handelt es sich im allgemeinen um Anfangs-Randwertprobleme (AR-
WP), die eine korrekte Implementierung der Rand- und Anfangsbedingungen aus Grün-
den der Genauigkeit und Konsistenz zwingend erfordern. Der große Einfluß dieser Bedin-
gungen auf die Lösung der diskretisierten Gleichungen macht die Verwendung von struk-
turierten, körperangepaßten Gittern mit krummlinigen Koordinatensystemen erstrebenswert
[38,89,117,129,137,151,152,156,157,163]. Die Konstruktion solcher Gitter wird durch die
in der Literatur weit verbreitete „Sponge-Analogie“ (Sponge=Schwamm, engl.) und die De-
finition sogenannter „branch-cuts“ ermöglicht [38,55,117,129,157,163]. Die Idee bei diesem
Vorgehen ist folgende: Man stelle sich einen rechteckigen Schwamm vor, in dessen Inneres
ein kartesisches, äquidistantes Gitter eingezeichnet wird. Dieser Schwamm kann nun dazu
genutzt werden, ein beliebiges Rechengebiet auszufüllen, indem er entsprechend deformiert
wird. Die rechteckige, logische Form des eingezeichneten Gitters bleibt dabei in jedem Fall
erhalten. Die mathematische Formulierung dieser Idee ist gleichbedeutend mit einer Trans-
formation des physikalischen Rechengebiets mit den kartesischen Koordinaten x = (x, y)
auf eine einfachere Region, den numerischen (oder logischen) Raum – vorzugsweise das
Einheitsquadrat – mit den Koordinaten ξ = (ξ, η). Dabei soll die Abbildung x : C → D des
Einheitsquadrats C = [0, 1]2 auf das physikalische Rechengebiet D differenzierbar sein und
eine in C nicht verschwindende Jacobi-Determinante
J = xξ yη − xη yξ (3.1)
besitzen. Dieses Vorgehen ist in Abbildung 3.2 dargestellt. Mit der oben getroffenen Voraus-
setzung, daß die Determinante nirgendwo innerhalb des numerischen Raumes verschwindet,
kann die Existenz der Umkehrabbildung ξ(x) bewiesen werden [99]. Erfüllt die Gitterabbil-
19
3. Numerische Methode
h
x
N( )x
W( )h O( )h
S( )x
numerischerRaum
(1,0)(0,0)
(0,1) (1,1)
C
y
x
N( )x
O( )h
S( )x
physikalischer Raum
W( )h
D
x( , )x h
x(x,y)
Abbildung 3.2.: Transformationen zwischen physikalischem und numerischem Raum
dung außerdem die Bedingungen
x(ξ, 0) = xS(ξ) , x(ξ, 1) = xN(ξ) , x(0, η) = xW (η) , x(1, η) = xO(η) (3.2)
an den Rändern des physikalischen Rechengebietes, wobei die stetigen Randkurven xS(ξ),
xN(ξ), xW (η), xO(η) : [0, 1]→ IR2 gegeben sind, so ist die Anpassung an die vorgegebene
Kontur sichergestellt und die Ränder des numerischen Raumes werden auf die Ränder des
physikalischen Rechengebiets abgebildet (Abbildung 3.2). In diesem Zusammenhang spricht
man in der Literatur von „körperangepaßten Gittern“ [2, 89, 157]. Aus Sicht der Umkehrab-
bildung ξ(x) bilden ξ und η ein krummliniges Koordinatensystem in D.
Dieser Ansatz vereinfacht die Angabe und Implementierung der Randbedingungen innerhalb
des numerischen Algorithmus zur Lösung der Bilanzgleichungen, verlangt aber auch, daß die
zu lösenden Gleichungen ebenfalls in das Koordinatensystem des logischen Raumes transfor-
miert werden müssen. Mathematische Grundlagen und ausführliche Beschreibungen dieser
2
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Abbildung 3.3.: Transformation zwischen physikalischem und numerischem Raum mit übereinstim-
mender Konnektivität in beiden Räumen; H-Gitter.
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Abbildungen vom physikalischen in den numerischen Raum finden sich beispielsweise in
Knupp und Steinberg [89], dem einführenden Buch über CFD von Anderson [2] und dem für
die Gittergenerierung fundamentalen Buch von Thompson et al. [157].
Die einfachste Anwendung der oben beschriebenen Abbildungen sind die sogenannten H-
Gitter, bei denen die Konnektivität, oder logische Verbindung der Gitterpunkte untereinander,
in beiden Räumen, dem numerischen wie dem physikalischen, beibehalten wird. Dies ist in
Abbildung 3.3 dargestellt. Die im physikalischen Raum nicht-äquidistant verteilten Gitter-
punkte werden im numerischen Raum auf ein äquidistantes Gitter im Einheitsquadrat abge-
bildet, mit dem Nachteil, daß der umströmte Körper im numerischen Raum zu einer Linie
(zwischen den Punkten 5 und 6) degeneriert, die Punkte auf dieser Linie aber zu verschie-
denen Punkten auf dem Profil gehören. Um eine eineindeutige Transformation zu erhalten,
muß ein innerer Schnitt ( „branch-cut“ ) parallel zu dieser Linie in das Gitter eingefügt wer-
den [38, 54]. Entlang dieses Schnittes müssen dann Übergangsbedingungen zwischen den
beiden Gitterhälften vorgegeben werden.
3 2
14
h
x
2
3 4
1
h
x
Abbildung 3.4.: Transformation zwischen physikalischem und numerischem Raum für den Gittertyp
O-Gitter und Konnektivität im numerischen Raum.
Abbildung 3.4 zeigt die Topologie eines O-Gitters. Bei dieser Konfiguration besteht die ei-
ne Familie von Koordinatenlinien (η = konst.) aus geschlossenen Kurven im physikali-
schen Raum (ähnlich dem Buchstaben O). Dicker eingezeichnete Linien repräsentieren Be-
reiche mit vorzugebenden Randbedingungen. Der rechte Teil der Abbildung zeigt die Trans-
formation in den numerischen Raum und verdeutlicht die Konnektivität über den „branch-
cut“ zwischen den Punkten 1 und 2 bzw. 3 und 4. In diesem Bereich ist die Vorgabe einer
periodischen Randbedingung notwendig.
Eine negative Eigenschaft der beschriebenen O-Gitter sind die großen Gitterpunktabstände
in einiger Entfernung vom inneren Rand. Gerade für Strömungssimulationen, die z.B. den
Nachlauf von Profilen untersuchen, ist dieser Umstand von erheblichem Nachteil. Abhil-
fe schafft in diesem Fall eine Gittertopologie, wie sie in Abbildung 3.5 skizziert ist. Die
η = konst. Linien sind offene Kurven in Form des Buchstabens C. Dieser Sachverhalt gibt
dem Gittertyp den Namen C-Gitter. Der Unterschied zum O-Gitter besteht im wesentlichen
darin, daß der innere Schnitt zusammen mit dem inneren Rand die erste η-Linie bilden und
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Abbildung 3.5.: Transformation zwischen physikalischem und numerischem Raum für den Gittertyp
C-Gitter und zusätzlicher Darstellung der Konnektivität im numerischen Raum.
die letzte η-Linie nur einen Teil der äußeren Berandung darstellt. Der Rest des äußeren Ran-
des wird duch die Linien ξmin und ξmax gebildet. Auch bei diesem Gittertyp werden auf
dem inneren Schnitt Periodizitäts-Randbedingungen vorgegeben. Damit ist die Möglichkeit
gegeben, z.B. für Strömungsprobleme die Anzahl der Gitterpunkte in der Nähe des inneren
Randes zu erhöhen.
Einen Überblick über diese speziellen, strukturierten Gittertypen und eine gute Beschreibung
der vorzugebenden Randbedingungen an den inneren Schnitten findet sich beispielsweise in
Carstens [38], Jacquotte [77] oder Rung, Xue, Yan, Schatz und Thiele [119].
Bei dreidimensionalen Problemen läßt sich das Gitter als eine Kombination der oben be-
schriebenen Gittertypen angeben. Denkt man beispielsweise an die Vernetzung eines einfa-
chen Tragflügels, so wird meist ein C-Gitter in Strömungsrichtung und ein O-Gitter in Spann-
weitenrichtung1 verwendet. Man spricht dann von einem C-O-Gitter. Gebräuchlich sind zur
strukturierten Vernetzung von Tragflügeln auch C-H- oder O-H-Gitter, vgl. [51,109,147,157].
Eine Anwendung der hier beschriebenen Gittertypen auf physikalisch komplexe Probleme
wird in Kapitel 3.1.3 gegeben.
3.1.1.2. Blockstrukturierte Gitter
In den Anfängen der Gittergenerierung wurde versucht, das physikalische Rechengebiet stets
auf genau ein Quadrat (oder einen Würfel) im numerischen Raum abzubilden. Um Singulari-
täten der Abbildungsvorschrift (und damit Faltungen im Rechengebiet) zu vermeiden, wurden
innere Schnitte eingeführt und passende Randbedingungen in den Gittergenerierungsprozeß
integriert [157]. Mit steigender Rechnerkapazität wurden die Anwendungen und damit auch
die Lösungsgebiete geometrisch komplizierter. Schnell wurde deutlich, daß eine einzige Ab-
bildung nicht ausreicht, um komplizierte Geometrien mit adäquaten, qualitativ hochwertigen
1Die umlaufenden Gitterlinien werden dann durch Fortsetzung über die Symmetrieebene hinaus zu geschlos-
senen Kurven in Form eines O.
22
3.1. Gittergenerierung
2
3
4
5
78
9 10
11
12
13
14
15
16
17
6
1
AC
B
A
C
B
2
16
1
12 14
7 8 9 10
11 1213 14
15
4 5
17
6
11 13
3
Abbildung 3.6.: Physikalisches und numerisches Rechengebiet eines blockstrukturierten Gitters be-
stehend aus drei C-Gittern mit stetiger Punkteverteilung an den Blockgrenzen; Kon-
nektivität des Rechengebietes im numerischen Raum.
Gittern zu versehen [20, 118, 125]. Indem das physikalische Rechengebiet zunächst in klei-
nere, weniger komplexe, einfacher zu handhabende Blöcke unterteilt wird, die unstrukturiert
angeordnet sein können, ist der Ansatz der strukturierten Gitter um einen unstrukturierten
Aspekt erweitert worden. Innerhalb jedes einzelnen Blockes wird ein strukturiertes Gitter
generiert.
Die Blockdekomposition ist einerseits entscheidend für die Qualität des daraus resultieren-
den blockstrukturierten Gitters, sie ist auf der anderen Seite allerdings bestenfalls semi-
automatisch zu realisieren [138,139] und erfordert ein hohes Maß an Benutzerinteraktion (in
ungünstigen Fällen bis zu mehrere „Mann-Monate“ ). Abbildung 3.6 zeigt sowohl den phy-
sikalischen (links) wie auch den numerischen Rechenraum für ein blockstrukturiertes Gitter,
das sich aus drei Blöcken (A, B und C) zusammensetzt. Jeder Block besteht aus einem struk-
turierten Gitter vom C-Typ, die Komposition der einzelnen Blöcke ist jedoch unstrukturiert
(siehe z.B. Gitterpunkt 11/12, bei dem nicht vier, sondern sechs Gitterzellen zusammensto-
ßen). Die fett skizzierten Linien im linken Teil der Abbildung bezeichnen sowohl Ränder mit
vorzugebenden Randbedingungen als auch innere Schnitte zwischen den einzelnen Blöcken.
Im rechten Bild ist zusätzlich die Konnektivität der einzelnen Gitterblöcke untereinander dar-
gestellt.
Die Klasse der blockstrukturierten Gitter läßt sich durch die Art, wie die Gitter an den Block-
grenzen miteinander verbunden sind, weiter unterscheiden. Im oben gezeigten Beispiel sind
die Gitterpunkte auf den Blockgrenzen Bestandteil jedes der angrenzenden Blöcke (stetige
Gitterpunkteverteilung). Dies erschwert die Gittergenerierung, da bereits bei der Konstruk-
tion der Blockgrenzen diesem Vorgehen Beachtung geschenkt werden muß [42, 43, 139].
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Eine weitere Möglichkeit besteht darin, bei der Gittergenerierung mehr Freiheitsgrade an den
Blockgrenzen zuzulassen. Dabei müssen die Gitterpunkte auf den Blockgrenzen nicht not-
wendigerweise zusammenfallen (hängende Knoten). Dies wiederum stellt eine höhere An-
forderung an den Strömungslöser, da ein konservativer Datenaustausch, d.h. Erhaltung der
bilanzierten Größen Masse, Impuls und Energie, gewährleistet werden muss [67].
Die Gittergenerierung innerhalb jedes einzelnen Blockes kann automatisch mit den in den
folgenden Abschnitten beschriebenen Gittergenerierungstechniken für strukturierte Gitter ge-
schehen.
3.1.2. Grundlagen der Generierung strukturierter Gitter
3.1.2.1. Algebraische Gittergenerierung
Bei den Verfahren der algebraischen Gittergenerierung werden die Koordinaten der einzel-
nen Gitterpunkte durch Interpolationsalgorithmen bestimmt. Diese Interpolation geschieht
zwischen den das Rechengebiet begrenzenden Randkurven (2D) oder -flächen (3D) und
evtl. zusätzlichen, geeigneten Zwischenkurven bzw. -flächen innerhalb des Lösungsgebietes.
Dabei müssen diese Zwischenkurven nicht notwendigerweise Bestandteil des Rechengitters
sein [46]. Insbesondere durch die für den Bereich des Computer Aided Design (CAD) entwi-
ckelten Verfahren steht eine große Anzahl hochentwickelter algebraischer Interpolationsme-
thoden zur Verfügung (z.B. [23, 127]). Nicht zuletzt wegen ihrer Schnelligkeit und Effizienz
stellen diese Verfahren eine Basis für die meisten Anwendungen der Gittergenerierung dar.
Darüberhinaus erlauben die Algorithmen eine gute Kontrolle über die Verteilung und Positi-
on der einzelnen Gitterpunkte innerhalb des zu vernetzenden Gebietes. Der Nachteil besteht
in einem Mangel an Robustheit, gerade in komplexen Gebieten, in denen dann Faltungen und
Metrikdiskontinuitäten, wie z.B. große Volumensprünge zwischen benachbarten Gitterzellen,
auftreten können. Dies gilt insbesondere dann, wenn diese Diskontinuitäten bereits innerhalb
der Randkurven bzw. -flächen vorhanden sind (z.B. scharfe Kanten des umströmten Körpers).
Ausgangspunkt für die Gittergenerierung innerhalb eines festgelegten, zweidimensionalen
Rechengebiets ist eine Punkteverteilung auf den das Rechengebiet umgebenden Randkurven
bzw. -flächen. Zur Berechnung der Randknoten steht eine nahezu unbegrenzte Anzahl an
Verfahren zur Verfügung. Dies sind Methoden, die besipielsweise auf partiellen Differenti-
algleichungen, Minimierungsproblemen oder Gewichtungsfunktionen beruhen. Einen guten
Überblick über die in der Praxis verwendeten Methoden und eine ausführliche Beschreibung
dieser „eindimensionalen Gittergenerierung“ bieten die Bücher von P. Knupp und S. Stein-
berg [89] und von Thompson et al. [157].
Transfinite Interpolation
Das grundlegende Verfahren der algebraischen Gittergenerierung ist die Transfinite Interpo-
lation (TFI). Sie geht zurück auf eine Arbeit von Gordon und Hall [60] aus dem Jahr 1973
und wurde ursprünglich im Gebiet des CAD eingesetzt. Ausführliche Beschreibungen fin-
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den sich in [61, 157]. Viele Autoren haben zur Weiterentwicklung und Verbesserung dieses
Verfahrens beigetragen. Hier sind sicherlich an erster Stelle Eiseman [46, 47, 48, 49, 50] und
Eriksson [51, 52, 126] zu nennen. Gute Beschreibungen und Applikationsbeispiele der TFI
finden sich in den Arbeiten von vielen verschiedenen Autoren, z.B. [97, 114, 115] und [121].
Die Grundbausteine der TFI bilden die sogenannten unidirektionalen Interpolationen [68,
89, 119] entlang lediglich einer krummlinigen Koordinate mit einer beliebigen Anzahl von
Stützstellen innerhalb des Rechengebietes. Seien K + 1 Kurven {vk(ξ), k = 0, 1, . . . , K}
gegeben (siehe Abbildung 3.7), die als Interpolationskurven zur Gittergenerierung dienen,
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Abbildung 3.7.: Algebraische Gittergenerierung mit dem Mehr-Kurven Verfahren.
mit v0(ξ) dem unteren und vK(ξ) dem oberen Rechengebietsrand, so ist durch
f(ξ, η) :=
K∑
k=0
Φk(η)vk(ξ) (3.3)
mit Φk(ηj) = δjk eine allgemeine unidirektionale Interpolationsfunktion für zwei Raumdi-
mensionen definiert. Aus der Definition ergibt sich sofort f(ξ, ηj) = vj(ξ) für 0 ≤ j ≤ K.
Die einfachste Wahl für die Funktionen Φk sind die Lagrange Basispolynome vom Grad K:
Φk(η) =
K∏
j=0 ,j 6=k
η − ηj
ηk − ηj , (3.4)
mit ηj = j/K. Die damit definierten K + 1 Kurven dienen zur Konstruktion des Gitters
im Inneren des Rechengebietes. Dadurch, daß nur zwei der das Rechengebiet begrenzenden
Kurven in den Interpolationsalgorithmus eingehen, liefert eine unidirektionale Interpolation
allein im allgemeinen unbrauchbare Gitter. Andere Interpolationsfunktionen, wie Hermite-
Polynome oder Splines sind zur Verbesserung der Gitterqualität denkbar [68, 114, 115], lie-
fern aber angewendet als unidirektionale Interpolationen keinen wesentlichen Vorteil. Da die-
se Interpolationen aber idempotente Projektionsoperatoren sind, bilden sie die Grundlage der
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klassischen multidirektionalen Transfiniten Interpolation. Benötigt werden dazu zwei Fami-
lien von Kurven (vgl. Abbildung 3.7):
vk(ξ) , 0 ≤ k ≤ K ,
rl(η) , 0 ≤ l ≤ L . (3.5)
Darin sind zusätzlich zu den oben bereits erwähnten Bedingungen für die vk(ξ), r0(η) die
linke und rL(η) die rechte Begrenzung des Rechengebietes. Weiterhin müssen die gegebenen
Kurven die Konsistenzbedingungen
rl(ηk) = vk(ξl) , 0 ≤ k ≤ K , 0 ≤ l ≤ L (3.6)
erfüllen. Die Projektionsoperatoren mit den Interpolationsfunktionen Φk und Ψl werden de-
finiert als:
P η = P η(ξ, η) =
K∑
k=0
Φk(η)vk(ξ) , (3.7)
P ξ = P ξ(ξ, η) =
L∑
l=0
Ψl(ξ) rl(η) . (3.8)
Darin ist P η die unidirektionale Interpolation in η-Richtung, P ξ die unidirektionale Interpo-
lation in ξ-Richtung. Eine Kombination dieser beiden Projektoren liefert zunächst:
P ξP η = P ξP η(ξ, η) :=
L∑
l=0
K∑
k=0
Φk(η)Ψl(ξ)rl(ηk) =
L∑
l=0
K∑
k=0
Φk(η)Ψl(ξ)vk(ξl) . (3.9)
Dieser Operator erfüllt die geforderten Konsistenzbedingungen (3.6) per Definition, aber
reproduziert nicht die geforderten Randbedingungen. Durch die Definition der Booleschen
Operatorsumme, die sich zusammensetzt aus den Projektoren (3.7), (3.8) und (3.9), ergibt
sich die klassische Transfinite Interpolation zu:
f(ξ, η) := P ξ ⊕ P η := P ξ + P η − P ξP η , 0 ≤ ξ, η ≤ 1 . (3.10)
Für die Wahl K = L = 1 und lineare Lagrange Basispolynome erhält man unter Benutzung
der Bezeichnungen aus Abbildung 3.7:
f(ξ, η) = (1− ξ) r0(η) + ξ r1(η) + (1− η)v0(ξ) + η v1(ξ) (3.11)
− [(1− ξ) (1− η)v0(0) + ξ (1− η)v0(1) + ξ η v1(1) + (1− ξ) η v1(0)] .
Für die Gittergenerierung in drei Raumdimensionen werden zur Definition der TFI drei unab-
hängige, unidirektionale Interpolationen (Projektoren), P ξ, P η und P ζ , benötigt. Das Pro-
dukt P ξ P ηP ζ interpoliert die acht Eckpunkte des Würfels im numerischen Rechengebiet.
Durch die Definition der Booleschen Summe
P ξP η ⊕ P ηP ζ ⊕ P ζP ξ (3.12)
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werden die 12 Kanten des Würfels und durch
P ξ ⊕ P η ⊕ P ζ (3.13)
die 6 Seitenflächen interpoliert. Insgesamt erhält man durch Kombination der drei unidirek-
tionalen Interpolationen und der Projektoren (3.12) und (3.13) durch die Definition einer
Booleschen Summe und einer analogen Vorgehensweise wie bei der zweidimensionalen Git-
tergenerierung die dreidimensionale TFI:
f(ξ, η, ζ) = P ξ + P η + P ζ − P ξP η − P ξP ζ − P ηP ζ + P ξP ηP ζ (3.14)
Eine ausführliche Herleitung und Beschreibung der transfiniten Interpolation findet sich bei-
spielsweise bei Jacquotte [77] oder in dem Buch von Knupp und Steinberg [89]. Eriksson
schlägt in seinen Arbeiten die Verwendung anderer Interpolationsfunktionen vor [51,52], auf
die in Kapitel 4.2.3 noch Bezug genommen wird.
3.1.2.2. Gitterglättung mittels elliptischer Differentialgleichungen
Die mit algebraischen Methoden erzeugten Gitter haben in der Regel zwei schwerwiegen-
de negative Eigenschaften: Sie transportieren in den Randkurven bzw. -flächen vorhandene
Krümmungssprünge oder Knicke in das Gitterinnere, was zu Faltungen des Gitters inner-
halb des Gebietes führen kann. Außerdem besitzt der Anwender kein geeignetes Werkzeug
um Metriksprüngen (z.B. Volumenänderungen benachbarter Gitterzellen oder Knicken in den
Gitterlinien) vorzubeugen. Es besteht aber die Notwendigkeit, innerhalb des Rechengebietes
eine möglichst glatte Verteilung der Gitterpunkte zu erzielen und dabei gleichzeitig über die
Möglichkeit zu verfügen, die Position der einzelnen Punkte zu steuern. Aus diesen Gründen
haben algebraische Verfahren meist die Aufgabe, ein Gitter als Startlösung für die nichtlinea-
ren Poisson-Gleichungen der elliptischen Gittergenerierung zur Verfügung zu stellen. Diese
Gleichungen werden im vorliegenden Abschnitt in Bezug auf die Gittergenerierung hergelei-
tet.
In der Arbeit von Lamby [93] wird zunächst der Zusammenhang zwischen der Glätte (im
Sinne der Minimierung von
(∫
D
‖∇ξ‖22dx
) 1
2 ) eines Rechengitters und den harmonischen
Differentialgleichungen
ξxx + ξyy = 0 (3.15)
dargelegt. Ein Vertauschen der Rollen der abhängigen und unabhängigen Variablen transfor-
miert Gleichung (3.15) in den logischen Raum und führt auf den sogenannten „Winslow-
Gittergenerator“ (vgl. Knupp/Steinberg [89] oder Thompson [157]):
αxξξ − 2β xξη + γ xηη = 0 (3.16)
mit den Metrik-Koeffizienten
α = xη
2 + yη
2 , β = xξ xη + yξ yη , γ = xξ
2 + yξ
2 . (3.17)
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Eine Interpretation dieser Metrikterme zeigt, daß α ein Maß in η-Richtung, γ ein Maß in ξ-
Richtung und β ein Maß für die Abweichung von der Orthogonalität der Gitterzelle darstellt
[19]. Dabei verschwindet β genau dann, wenn die Gitterlinien senkrecht aufeinander stehen.
Die transformierten Laplace-Gleichungen (3.16) stellen ein System elliptischer Differenti-
algleichungen dar, dessen Lösung zusammen mit vorgegebenen Punkteverteilungen auf den
Rändern des Rechengebietes faltungsfreie Gitter produziert. Die Faltungsfreiheit folgt für
analytische Lösungen aus dem Maximumsprinzip für harmonische Funktionen [129]. Durch
die Eigenschaften des Laplace-Operators werden glatte Gitter innerhalb des Rechengebie-
tes erzeugt, jedoch ist die Gitterpunkteverteilung im Gebietsinneren nicht steuerbar und dar-
überhinaus weitestgehend unabhängig von der Punkteverteilung auf den Randkurven [93].
Ein weiteres Problem dieser Gleichungen ist in Abbildung 3.8 dargestellt. Die Gitterlinien
tendieren dazu, an konvexen Rändern abgestoßen und an konkaven Rändern angezogen zu
werden [38, 119, 129, 157].
Abbildung 3.8.: Verhalten der Lösung der Laplace–Gleichung in der Nähe konkaver und konvexer
Ränder des physikalischen Rechengebietes.
Eine Erweiterung der Gleichung (3.16) von der Gruppe um Thompson [151, 152, 154, 157]
führt auf das in der elliptischen Gitterglättung sehr häufig verwendete System von Poisson-
Gleichungen, welches sich nach Transformation in den numerischen Raum schreiben läßt
als:
γ xξξ − 2β xξη + αxηη + J2 (P xξ +Qxη) = 0 (3.18)
Darin ist J die Jacobi Determinante der Abbildungsvorschrift (vgl. Gleichung (3.1)). Mit
Hilfe der von ξ und η abhängigen Kontrollfunktionen P und Q, die auch als Quellterme be-
zeichnet werden, kann der Verlauf der Gitterlinien innerhalb des Rechengebiets beeinflußt
werden. Ihre prinzipielle Wirkung ist in Bild 3.9 schematisch dargestellt. Negative Werte des
Quellterms P (bzw. Q) bewirken eine Verschiebung der ξ (bzw. η)-Linien hin zu niedrigeren
Werten. Positive Werte von P (bzw. Q) hingegen verschieben die ξ (bzw. η)-Linien hin zu hö-
heren Werten von ξ (bzw. η). Damit kann den Nachteilen der Lösung der Laplace-Gleichung
entgegengewirkt werden, die Linien an konkaven Rändern zu verdichten und von konvexen
Rändern abzustoßen, wie in Abbildung 3.8 dargestellt. Dies ist gleichbedeutend mit einer
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Abbildung 3.9.: Prinzipieller Einfluß der Quellterme Q und P in den Poisson Gleichungen der ellipti-
schen Gitterglättung.
Steuerung der Liniendichte sowie der Winkel der Gitterlinien in der Nähe der Ränder des
Rechengebietes.
Die Wahl der Kontrollfunktionen ist einerseits nicht-trivial [130, 150, 157, 162] und die Lö-
sung der nichtlinearen Poisson-Gleichungen aufwendig zu bestimmen, andererseits ist es mit
einer geschickten Modellierung der Quellterme möglich, sehr gute, geglättete Rechengitter
zu generieren. Während zur effizienteren Lösung der Poisson-Gleichungen vorwiegend Mul-
tigrid Verfahren zum Einsatz kommen [78, 79, 105, 145], gibt es eine Vielzahl von Ansätzen
für die Wahl der Quellterme. Diesen Ansätzen ist gemein, daß die Kontrollfunktionen mit
Hilfe von vorgegebenen, gewünschten Gitterlinienabständen und Winkeln an den Rändern
des Rechengebietes bestimmt und von dort aus abklingend in das Innere interpoliert werden.
Dabei sind die Quellterme nicht a priori bekannt, sondern werden während des numerischen
Lösungsverlaufs iterativ neu bestimmt. Sie reagieren im allgemeinen sehr empfindlich auf
kleine Änderungen der Parameter, aus denen sie berechnet werden. Die bei den Laplace-
Gleichungen noch als Vorteil erwähnte Faltungsfreiheit kann dadurch nicht mehr garan-
tiert werden. Wichtige Quelltermansätze für die elliptische Gitterglättung stammen von Ste-
ger/Sorenson [132,133,135,146], Thompson, Thames und Mastin [98,154,155,157] (TTM)
und Thomas und Middlecoff [148, 149]. Der für die physikalischen Anwendungen innerhalb
dieser Arbeit favorisierte Ansatz zur Modellierung der Quellterme P und Q wird in einer
Arbeit von Hilgenstock [76] vorgestellt. Die Kontrollfunktionen werden gemäß dem aktuel-
len Abstand der ersten Gitterlinie vom Rand und den aktuellen Winkeln am Rand entspre-
chend den oben gemachten Ausführungen verändert. Der Betrag der Änderung wird durch
eine arctan Funktion geglättet. Mit Hilfe von Exponentialfunktionen werden die Quellterme
dann in das Gitterinnere interpoliert. Eine ausführliche Beschreibung und einen Vergleich der
verschiedenen Methoden findet man unter anderem in [68, 89, 129].
3.1.3. Gittergenerierung für komplexe physikalische Probleme
Die Generierung qualitativ hochwertiger strukturierter Rechengitter für numerische Strö-
mungsberechnungen ist trotz der Vielzahl der heutzutage zur Verfügung stehenden Mittel
[134, 153, 161] eine zeitaufwendige Aufgabe. In der Regel verfügt kein Gittergenerierungs-
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programm über alle zur Erzeugung eines blockstrukturierten Gitters benötigten Werkzeuge,
angefangen von der Oberflächenmodellierung über die Blockdekomposition des Rechenge-
bietes bis hin zur eigentlichen Generierung des Gitters. Aus diesem Grund werden in der
Regel mehrere Programmpakete verwendet, um ein Gitter für eine komplexe Anwendung
zu erstellen. Dabei ist die Synergie zwischen diesen einzelnen Codes im allgemeinen sehr
gering [1].
Die in dieser Arbeit verwendeten Gittergenerierungsprogramme sind einerseits der vom DLR
im Rahmen des Megaflow Projektes entwickelte Gittergenerator MegaCads [32, 33, 34] und
andererseits das kommerzielle Programmpaket ICEM CFD [103].
MegaCads ist ein interaktives, parametrisches Gittergenerierungssystem, welches dem Be-
nutzer ermöglicht, Netztopologien für blockstrukturierte Gitter am Bildschirm zu konstruie-
ren, Punkte auf Blockrändern zu verteilen, Oberflächennetze zu generieren und Blöcke mit
Volumennetzen zu füllen. Dabei stehen algebraische [51] und elliptische [76] Gittergenerie-
rungstechniken sowie einfache CAD Funktionen zur Verfügung. Die Flexibilität der Gitter-
generierung wird dadurch erhöht, daß die Software eine Erzeugung blockstrukturierter Gitter
auf der Grundlage unstrukturierter Blockeinteilung erlaubt.
Ein großer Nachteil des Gittergenerators MegaCads liegt in seinen sehr beschränkten Mög-
lichkeiten, CAD Daten zu importieren und weiter zu bearbeiten. Gerade für komplexe drei-
dimensionale Rechengebiete besteht der erste Schritt der Gittergenerierung aus einer Aufbe-
reitung der in einem beliebigen CAD Format vorliegenden numerischen Oberflächen. Häu-
fig sind diese Datensätze zur Herstellung eines Modells für experimentelle Untersuchungen
im Windkanal ausreichend genau, jedoch für die Gittergenerierung vollkommen unzuläng-
lich, da zwischen einzelnen Objektgruppen Knicke oder gar Löcher vorhanden sein können.
Bei den für diese Arbeit generierten Gittern kam aus diesem Grund der am Rechenzen-
trum der RWTH Aachen zur Verfügung stehende Gittergenerator ICEM CFD (in der Ver-
sion 4.2.2) zum Einsatz, der neben dem Import von CAD Datensätzen auch eine Vielzahl von
Werkzeugen zur Verfügung stellt, die umströmte Oberfläche zu bearbeiten und numerisch
„wasserdicht“ zu machen.
3.1.3.1. Die Hochauftriebskonfiguration des SFB 401 (2D)
Zur Durchführung einer Parametervariation, die die Position der einzelnen Bauteile der Hoch-
auftriebskonfiguration des SFB 401 relativ zueinander betrifft, wurde im Rahmen dieser Ar-
beit mit der Gittergenerierungssoftware MegaCads für die Referenzkonfiguration des SFB
401 [9, 100] im Hochauftrieb (L1/T2) ein blockstrukturiertes Gitter generiert. Da unter an-
derem der Einfluß der Position der Steuerelemente der Konfiguration im Fokus der numeri-
schen Untersuchungen stand (siehe Kapitel 5.1), wurde bei der Gittergenerierung besondere
Beachtung auf die Diskretisierung der Spalten zwischen Vor- und Hauptflügel bzw. zwischen
Hauptflügel und Klappe gelegt. Weiterhin macht die Auflösung der Strömungsphänomene
im Nachlauf jedes einzelnen Bauteils eine hohe Liniendichte erforderlich. Eine Diskretisie-
rung des Rechengebietes mit C-Gittern war aus den genannten Gründen für die Strömungssi-
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Abbildung 3.10.: Blockgrenzen der Diskretisierung des physikalischen Rechengebietes für die Hoch-
auftriebskonfiguration L1/T2 des SFB401.
mulation zu favorisieren. Abbildung 3.10 zeigt die Blockdekomposition des physikalischen
Rechengebietes für die Hochauftriebskonfiguration. Die Auflösung der oben beschriebenen
physikalischen Phänomene erforderte eine Einteilung in zunächst 127 Kontrollblöcke, um ei-
nerseits eine gute Kontrolle über die Lage der Gitterpunke zu gewährleisten und andererseits
auch die Hinterkanten und Nachläufe der einzelnen Bauteile adäquat aufzulösen.
Bei der Erstellung der Gitter in den einzelnen Blöcken kam die in MegaCads implementierte
Version der transfiniten Interpolation nach Eriksson [51] zum Einsatz. Durch die hohe Anzahl
an Kontrollblöcken, die eine nahezu rechteckige Form besitzen, war das Gitter bereits in wei-
ten Bereichen so gut, daß auf einen aufwendigen Iterationsprozess zur elliptischen Glättung
verzichtet werden konnte. Lediglich der Fernfeldbereich sowie die Blöcke unmittelbar an
der Kontur mußten mit einem iterativen Verfahren zusätzlich nachbehandelt werden. Dabei
fand das Quelltermmodell nach Hilgenstock [76] Verwendung, mit dessen Hilfe die nötige
Gittergüte in Wandnähe (Orthogonalität der Gitterlinien, Wandabstand der ersten Gitterlinie)
erreicht werden konnte. Die Quellterme waren dabei so gewählt, daß in den wesentlichen
Bereichen ein auf die Profiltiefe von 1m bezogener Wandabstand von 10−5m eingehalten
wurde und das Gitter somit auch für das Lösen der Navier-Stokes Gleichungen geeignet ist.
Die Anzahl der Gitterblöcke konnte durch Zusammenfassen jeweils mehrerer Kontrollblöcke
auf 8 reduziert werden. Detailansichten des so konstruierten blockstrukturierten Gitters mit
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Abbildung 3.11.: Diskretisierung des physikalischen Rechengebietes für die Hochauftriebskonfigura-
tion L1/T2 des SFB401 durch ein blockstrukturiertes Gitter.
insgesamt ca. 177.000 Punkten sind Abbildung 3.11 zu entnehmen.
3.1.3.2. Der Technologieträger PHOENIX
Bei komplexen, dreidimensionalen Anwendungen besteht die Notwendigkeit, die Oberfläche
des umströmten Körpers, die meist in Form von CAD Daten gegeben ist, für die Gitterge-
nerierung aufzubereiten. Den Ausgangspunkt für die numerische Untersuchung der in Ka-
pitel 5.2 im Detail beschriebenen PHOENIX Konfiguration (Referenz Konfiguration PHOE-
NIX 1.2C [143]) bildete ein IGES Datensatz, der sich insbesondere im Nasenbereich des
Demonstrators, an der Unterkante des Seitenleitwerks, beim Übergang Flügel-Rumpf, an der
Flügelspitze und im hinteren Bereich des Rumpfes als ungeeignet für die numerische Anwen-
dung von Strömungslösern erwies [73]. Mit Hilfe des Programmpaketes ICEM CFD [103]
wurden in einem ersten Schritt die einzelnen Schnittkurven aneinander angeglichen und für
die Gittergenerierung notwendige, fehlende Oberflächen ergänzt. Abbildung 3.12 zeigt die
Oberfläche des PHOENIX vor und nach der Bearbeitung mit einer exemplarischen Vergröße-
rung des hinteren Teils des Rumpfes. Gut erkennbar sind die Unebenheiten in der Nähe des
Übergangs zwischen Flügel und Rumpf auf der Flügeloberseite.
Nach Behandlung aller inkonsistenten Kurven und Flächen – die Problematik liegt im De-
tektieren dieser Stellen, da Ungenauigkeiten im hunderdstel Millimeterbereich aufgespürt
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Abbildung 3.12.: Gegebene CAD Oberfläche des Technologiedemonstrators PHOENIX. Hinterer Teil
des Rumpfes nach (a) und vor (b) der Bearbeitung mit ICEM-CFD.
werden müssen – entstand das abgebildete, numerisch wasserdichte Oberflächenmodell des
Technologieträgers PHOENIX.
Der nächste Schritt der Gittergenerierung besteht aus einer geeigneten Einteilung des physi-
kalischen Rechengebiets in einzelne Blöcke (“Blocktopologie”). Dabei liegt die Schwierig-
keit darin begründet, daß für Flugzeug- oder Raumtransporterkonfigurationen keine optimale
Gittertopologie existiert. Zwar existiert für jedes Bauteil – im vorliegenden Beispiel: Seiten-
leitwerk, Flügel und Rumpf – eine (lokal) optimale Gitterstruktur, jedoch ist die Komposition
dieser einzelnen Komponenten mit der Restriktion der stetigen Blockübergänge zu einer glo-
balen Gittertopologie aber im allgemeinen nicht ohne weiteres durchführbar [84,108,121]. Es
gilt also einen Kompromiss zu finden, der sowohl die geometrischen Aspekte des umströmten
Körpers in Betracht zieht, wie auch den zu erwartenden physikalischen Phänomenen Rech-
nung trägt.
Da sich die numerische Strömungssimulation für den Demonstrator PHOENIX auf super-
bzw. hypersonische Geschwindigkeiten beschränkt, und demzufolge ein nahe am Körper lie-
gender starker Bugstoß zu erwarten ist, liegt die Verwendung eines C-Gitters mit kleinem
Öffnungswinkel in Strömungsrichtung und ein O-Gitter in Spannweitenrichtung nahe. Zur
Vermeidung von Gittersingularitäten wurde stromauf, an der Nase des Körpers, ein H-Block
in die globale Gitterstruktur integriert.
Zu den geometrischen Aspekten, die es bei der Gittergenerierung zu beachten gilt, gehören
beim vorliegenden Fluggerät der stumpfe Rumpf, der mit 61o stark gepfeilte Flügel, der an
der Unterseite des Körpers angebracht ist, und das über das Rumpfende hinausragende Sei-
tenleitwerk. Unabhängig von der globalen Gitterstruktur wäre der stumpfe Rumpf mit einem
weiteren H-Gitter einfach zu handhaben, was aber aufgrund des überstehenden Seitenleit-
werks unmöglich ist. Deshalb entsteht auch hinter dem PHOENIX eine sehr komplizierte
Gitterstruktur, die ein weiteres C- wie auch ein H-Gitter enthält. Weiterhin wären für den
Flügel mit der stumpfen Hinterkante oder das ebenfalls stumpf endende Seitenleitwerk ein
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Abbildung 3.13.: Globale Blockstruktur des Rechengitters für die PHOENIX Konfiguration.
C- oder O-Gitter optimal. Zumindest für den Flügel ließ sich dieses Konzept nicht realisie-
ren, da er an der Unterseite des Rumpfes angebracht ist und jeder dieser Gittertypen an der
Schnittfläche Rumpf-Flügel zu einer inakzeptablen Gitterqualität geführt hätte. So wurde der
Bereich oberhalb des Flügels mit einem O-Gitter diskretisiert, während auf der Unterseite ein
H-Gitter verwendet wurde. Abbildung 3.13 zeigt die globale Struktur des C-O Gitters. Die
Gittertopologien um Flügel, Seitenleitwerk und den stumpfen Rumpf von PHOENIX sind in
Abbildung 3.14 dargestellt.
Nachdem die globale Blockeinteilung mit den im Gittergenerator MegaCads vorhandenen
CAD Funktionen vorgenommen war, wurden mehrere hundert Unterblöcke konstruiert, um
eine gute Kontrolle über die Lage der Netzpunkte und ein entsprechend hochwertiges Gitter
zu erhalten. Zum Einsatz kamen dabei die algebraische Gittergenerierung nach Eriksson [51],
die elliptische Glättung nach Hilgenstock [76] für zweidimensionale und die Glättung nach
Niederdrenk [102] für dreidimensionale Gitter. Die elliptische Glättung der einzelnen Gitter
wurde allerdings nur im Nahbereich des Körpers vorgenommen. Für die Blöcke im Fernfeld
und weit hinter dem PHOENIX ist die Gitterqualität, die man durch algebraische Gittergene-
rierung erhält, ausreichend gut. Die Abbildungen 3.15 bis 3.20 zeigen ausgewählte Ansichten
des komplexen Rechengitters.
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(a) Blockstruktur für den Flügel, das Seitenleitwerk
und den Bereich zwischen diesen beiden Bauteilen.
(b) Lokale Blockstruktur um das Seitenleitwerk und
Gittertopologie am Heck von PHOENIX.
Abbildung 3.14.: Detailansichten der Blockdekomposition für die PHOENIX Konfiguration.
Um eine befriedigende Auflösung der zu erwartenden physikalischen Effekte zu erzielen wur-
den auf der Oberfläche der PHOENIX-Halbkonfiguration in Umfangsrichtung ungefähr 96
Gitterpunkte, in Strömungsrichtung ca. 150 Gitterpunkte verwendet. Zum Schluß des Git-
tergenerierungsprozesses konnten passende, aneinandergrenzende Blöcke zusammengefaßt
werden, so daß das endgültige, dreidimensionale Gitter für die Navier-Stokes Rechnungen
aus 28 Blöcken und insgesamt ca. 4.5 Millionen Gitterpunkten besteht.
In den Gitterabbildungen wird der Nachteil der blockstrukturierten Gitter ohne hängende
Knoten deutlich: Wird zum Auflösen einer bestimmten Region, beispielsweise der Flügel-
oder der Seitenleitwerksspitze, eine große Anzahl an Gitterpunkten benötigt, müssen die zu-
gehörigen Gitterlinien durch das gesamte Rechengebiet, auch über Blockgrenzen hinweg,
geführt werden. Dies ist an den „Ringen“ mit hoher Gitterpunktdichte, die die PHOENIX
Oberfläche umgeben, gut zu erkennen. Da der maximal erlaubte Zeitschritt von der kleins-
ten Ausdehnung der Zelloberflächen abhängig ist, breitet sich, falls lokale Zeitschrittweiten
(vgl. Kapitel 3.2) verwendet werden, die Information in diesen Bereichen langsamer aus als
in den benachbarten Gebieten mit größeren Gitterzellen. Dies verursacht Störungen in der
Lösung, die nicht physikalischer Natur sind.
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Abbildung 3.15.: Symmetrie-Ebene des blockstrukturierten Gitters für die PHOENIX Konfiguration.
Abbildung 3.16.: Blockstrukturiertes Gitter in der Flügelmittelfläche der PHOENIX Konfiguration.
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(a) Gitteransicht in einer Koordinatenfläche senkrecht
zur Symmetrie-Ebene bei ca. 30% Rumpftiefe.
(b) Gitterfläche stromab des umströmten Körpers.
Abbildung 3.17.: Ansicht zweier Gitterflächen mit einer im numerischen Raum konstanten Koordina-
te, senkrecht zur Strömungsrichtung.
Abbildung 3.18.: Gitterausschnitt aus Symmetrie-Ebene und Flügelmittelfläche.
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Abbildung 3.19.: Symmetrie-Ebene und Gitterfläche in ca. 30% Rumpftiefe.
Abbildung 3.20.: Ansicht der Symmetrie-Ebene und Gittertstruktur im Gebiet hinter der PHOENIX
Konfiguration.
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3.2. Der Strömungslöser FLOWer
Zur Lösung der strömungsmechanischen Gleichungen wird das auf blockstrukturierten Re-
chengittern operierende Finite-Volume Verfahren FLOWer (in den Versionen 116.13+) ein-
gesetzt, welches unter der Federführung des Instituts für Entwurfsaerodynamik des DLR
Braunschweig im Rahmen des Verbundprojekts MEGAFLOW [90, 92] entwickelt wird. Es
integriert die Favre- und Reynolds-gemittelten Navier-Stokes-Gleichungen [40, 112, 124] für
dreidimensionale Strömungen thermisch und kalorisch perfekter Gase. Ursprünglich wurde
dieser Code für die numerische Berechnung von Tragflügelumströmungen im subsonischen
und transsonischen Bereich konzipiert. In den letzten Jahren wurden allerdings verschiede-
ne Upwind-Schemata und Turbulenzmodelle zur Simulation von super- und hypersonischen
Strömungen in das Programmpaket integriert [41, 160]. Diese Erweiterungen wurden viel-
fach sowohl im Rahmen von Experimenten validiert als auch mit anderen numerischen Ver-
fahren [40, 41, 159], nicht zuletzt mit den in dieser Arbeit erzielten Ergebnissen, verglichen.
3.2.1. Räumliche Diskretisierung der Navier-Stokes Gleichungen
Das numerische Rechengebiet wird durch blockstrukturierte Gitter (siehe Kapitel 3.1.1.2)
in Hexaederzellen unterteilt und die integrale Formulierung der Bilanzgleichungen aus Ka-
pitel 2 auf jedes einzelne Kontrollvolumen des Gitters angewendet. Dabei ist für moderate
Strömungsgeschwindigkeiten bis hin zu leichtem Überschall (bis etwa M∞ = 1.5) eine zen-
trale Diskretisierung des Gleichungssystems durchaus effizient und auch ausreichend.
Die räumliche Diskretisierung der Bilanzgleichungen (2.23) führt auf ein System von ge-
wöhnlichen Differentialgleichungen für die zeitliche Änderung der volumengemittelten Er-
haltungsgrößen W i,j,k, die der Summe der flächengemittelten Flüsse, Rci,j,k (konvektiv) und
Rvi,j,k (viskos), über die Zellgrenzen sowie der numerischen Dissipation Di,j,k entsprechen:
d
dt
(W )i,j,k = − 1
Vi,j,k
(
Rci,j,k −Rvi,j,k +Di,j,k
)
= Resi,j,k (3.19)
mit i = 1, 2, . . . , Ni, j = 1, 2, . . . , Nj und k = 1, 2, . . . , Nk und Vi,j,k dem Volumen der zum
Gitterpunkt (i, j, k) gehörenden Hexaederzelle. Der künstliche, dissipative Anteil,Di,j,k, der
auf einen Ansatz von Jameson [80, 81] zurückgeht, wird dem zentralen Verfahren beigefügt,
um hochfrequente Oszillationen während des iterativen Lösungsprozesses zu dämpfen.
Für höhere Strömungsgeschwindigkeiten (M∞ > 1.5) ist eine Beachtung der Signalausbrei-
tungsrichtung jedoch zwingend erforderlich, da bei der Ermittlung der neuen Zustandsgrö-
ßen mittels zentraler Differenzen zunehmend unphysikalische Werte eingehen, was z.B. zu
Überschwingern oder zur Verschmierung der Lösung in der Nähe von Stößen führt. Deswe-
gen werden die Werte, die in die Flussbilanz eingehen, gewichtet. Dazu werden im Hinblick
auf den gerichteten Informationstransport des reibungsfreien Teils des Gleichungssystems
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bei Hyperschallanwendungen die konvektiven Anteile und die durch Druckwellen beding-
ten Flussterme über das sogenannte Flux-Vector-Splitting mit Hilfe eines AUSM (Advection
Upstream Splitting Method) Schematas diskretisiert [91]. Nach wie vor werden die Reibungs-
terme durch zentrale Differenzen approximiert.
Mit geeigneter Extrapolation für die Konvektionsterme ist die AUSM Methode in stoßfreien
Gebieten von einer Genauigkeit zweiter Ordnung im Raum. Das Verfahren existiert in meh-
reren Varianten, von denen in dieser Arbeit die mit AUSMDV bezeichnete bevorzugt wird,
die von van Keuk in [159] in das FLOWer Programm integriert wurde.
Eine Erhöhung der formalen räumlichen Genauigkeitsordnung und Konsistenz mit den zen-
tralen Differenzen zweiter Ordnung, wie sie für die diffusiven Terme verwendet werden, wird
mit Hilfe einer MUSCL- (Monotonic Upstream Scheme for Conservation Laws) Extrapola-
tion erzeugt. Des Weiteren wird eine modifizierte van Albada Limiter-Funktion angewendet,
um die TVD (Total Variation Diminishing) Eigenschaften des Verfahrens sicherzustellen.
3.2.2. Stationäre Zeitintegration
Die oben beschriebene räumliche Diskretisierung der Gleichungen resultiert in einem System
gewöhnlicher Differentialgleichungen. Dieses ist bezüglich der Zeit t von erster Ordnung. Zur
Integration kommt in dem semi-diskreten Gleichungssystem (3.19) ein explizites 5-Schritt
Runge-Kutta Verfahren in Kombination mit diversen Maßnahmen zur Konvergenzbeschleu-
nigung, wie z.B. Multigridtechnik und lokalen Zeitschrittweiten für asymptotisch stationäre
Strömungen, zum Einsatz [109]. Für reibungsfreie Strömungsberechungen findet zusätzlich
noch die Enthalpiedämpfung Anwendung. Dazu geschieht die Integration für einen lokalen
Zeitschritt ∆ti,j,k in 5 Teilschritten und man erhält das allgemeine Verfahren:
W
(0)
i,j,k = W
n
i,j,k
W
(s)
i,j,k = W
(0)
i,j,k − αs
∆t
V
Res
(s−1)
i,j,k , s = 1, 2, . . . , 5 (3.20)
W n+1i,j,k = W
(5)
i,j,k
mit den Runge-Kutta-Stufenkoeffizienten:
α1 =
1
4
, α2 =
1
6
, α3 =
3
8
, α4 =
1
2
, α5 = 1 . (3.21)
Mit dieser Wahl ist das Verfahren von zweiter Ordnung genau in der Zeit. Im allgemeinen ist
der lokale Zeitschritt ∆ti,j,k bei expliziten Verfahren durch die Courant-Friedrichs-Lewy Sta-
bilitätsbedingung beschränkt. Diese setzt die physikalische Ausbreitungsgeschwindigkeit λ
mit der räumlichen Diskretisierungslänge ∆x und der Zeitschrittweite ∆t in Relation. Damit
ergibt sich die sogenannte CFL-Zahl2 zu:
CCFL =
λ∆t
∆x
. (3.22)
2Die CFL-Zahl ist auch interpretierbar als das Verhältnis von physikalischem zu numerischem Einflußgebiet.
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Die CFL-Zahl ist bei expliziter Zeitintegration aus Stabilitätsgründen auf Werte kleiner Eins
limitiert. Durch die Verwendung des oben beschriebenen expliziten 5-stufigen Runge-Kutta-
Verfahrens kann die Stabilitätsgrenze auf CCFL = 4 erweitert werden. Mit Hilfe des im-
pliziten Residuenglättens kann dieses Stabilitätskriterium um den Faktor 2 bis 3 erweitert
werden [109].
3.2.3. Randbedingungen
An den Einström-, Ausström- und Fernfeldrändern wird eine lokal eindimensionale reibungs-
freie Strömung normal zum Rand angenommen. Mit Hilfe der linearisierten Erhaltungs-
gleichungen werden die in das numerische Berechnungsgebiet hinein- bzw. herauslaufen-
den Charakteristiken bestimmt. Für hineinlaufende Charakteristiken werden die Zustands-
größen mittels linearisierter Gleichungen gemäß den entsprechenden Anströmwerten korri-
giert. Ansonsten werden die benötigten Randwerte aus dem Berechnungsgebiet selber extra-
poliert [109]. Da im Rahmen dieser Arbeit Überschallströmungen simuliert wurden, wurden
an den Einström- sowie den Fernfeldrändern alle Strömungsvariablen vorgegeben. An den
Ausströmrändern wurden alle Variablen linear entlang der Netzlinien interpoliert.
An ruhenden festen Wänden ist bei reibungsfreier Strömung die Normalkomponente des Ge-
schwindigkeitvektors gleich Null zu setzen. Im Falle einer reibungsbehafteten Strömung ist
an ruhenden festen Wänden die Haftbedingung zu erfüllen, indem alle Komponenten des Ge-
schwindigkeitvektors zu Null gesetzt werden. Die Energierandbedingung wird direkt durch
den diffusiven Wandflußterm aufgebracht, indem entweder für adiabate Wände der Beitrag
des diffusiven Wandintegrals zu Null gesetzt wird oder eine feste Wandtemperatur bei der
Berechnung des Energiebeitrags der Wandzellflächen zur Anwendung kommt.
Zur Einhaltung von Symmetrierandbedingungen werden die Erhaltungsgrößen entlang der
Symmetrieebene auf die zusätzlichen Randzellen (Ghost Cells) gespiegelt.
3.3. Parallelisierung
Aufgrund der sehr großen Punkteanzahl des Rechengitters zur approximativen Lösung der
Navier-Stokes Gleichungen für den Technologiedemonstrator PHOENIX (ca. 4.5 Mio. Git-
terpunkte) war die Durchführung von numerischen Strömungssimulationen in sequentieller
Form nicht möglich. Die Parallelisierung innerhalb des FLOWer-Codes basiert auf der Mes-
sage Passing Interface (MPI) Library, die den Datenaustausch zwischen den einzelnen Git-
terblöcken regelt, d.h. jeglicher Informationsaustausch innerhalb der parallelen Version des
FLOWer-Codes geschieht über die Blockgrenzen des Rechengitters. Einerseits limitiert die
Anzahl der Gitterblöcke damit die Zahl der zu verwendenden MPI Prozesse, andererseits
stellt eine extrem unterschiedliche Größe der einzelnen Blöcke im Hinblick auf die Gitter-
punkteanzahl ein Problem dar, wenn etwa der kleinste Block z.B. ca. 35000 und der größte
Block z.B. eine halbe Million Gitterpunkte besitzt. Werden nun für eine numerische Simu-
lation weniger MPI Prozesse gestartet als Gitterblöcke vorhanden sind, so verteilt FLOWer
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die Gitterblöcke über die Prozesse und sorgt selbständig für eine ausgewogene Verteilung der
Rechenlast.
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Abbildung 3.21.: Effizienz des FLOWer-Codes bei hybrider Parallelisierung.
Die Balken der hintersten Reihe in Abbildung 3.21 zeigen die Rechenzeit ( „wall-clock“ ) für
einen FLOWer-Lauf (10 Iterationen) auf dem SUN-HPC-Cluster des Rechenzentrums der
RWTH Aachen (SunFire E25K, Ultra Sparc IV Prozessoren 1,05 GHz) unter Verwendung
von 4 bis 24 MPI-Prozessoren. Dabei geschieht der Datenaustausch zwischen den einzelnen
MPI Prozessoren innerhalb des Clusters mittels des SunFireLink, wodurch die Daten mit
nahezu Speicherzugriffsgeschwindigkeit transferiert werden können. Klar zu erkennen ist,
daß wegen des Lastungleichgewichts aufgrund der stark unterschiedlichen Blockgrößen eine
Erhöhung der Anzahl der MPI Prozesse nicht notwendigerweise zu einer Reduktion der be-
nötigten Rechenzeit führt. Bis zu einer Anzahl von 8 Prozessen kann eine Beschleunigung der
Rechnung beobachtet werden. Darüberhinaus bleibt die benötigte Rechenzeit nahezu gleich,
was auf eine vermehrte Kommunikation zwischen den einzelnen Prozessen zurückzuführen
ist [69, 70, 141, 142]. Eine weitere Beschleunigung konnte durch die Nutzung sogenannter
Threads erzielt werden. Dabei handelt es sich um eine Parallelisierung der im Programm vor-
handenen Schleifen durch den Fortran-Compiler. Diese Art der Parallelisierung erwies sich
als effizient, da der FLOWer-Code ursprünglich auch für den Einsatz auf Vektor-Rechnern
konzipiert war und entsprechend strukturiert ist. Eine kombinierte, hybride Parallelisierung,
erhöhte die Effektivität des FLOWer-Codes drastisch. Die Diagramme 3.22 und 3.23, die von
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Abbildung 3.22.: Hybride Parallelisierung des FLOWer-Codes. Rechnung mit 6 MPI Prozessoren und
4 Threads pro Prozessor.
dem Laufzeitanalysewerkzeug Vampir im sogenannten „summary view“ ausgegeben wer-
den, zeigen die Prozessorauslastung und die Rechenzeit bei Verwendung von 6 MPI Prozes-
soren und 4 Threads bzw. 8 MPI Prozessoren und 3 Threads pro Prozessor. Darin steht jedes
Kreisdiagramm für einen MPI Prozess. Die Auswirkung der Thread-Anzahl wird auf diesen
Bildern nicht sichtbar. Die Anzahl der Threads trägt lediglich dazu bei, daß die Rechenphasen
durch die Shared-Memory-Parallelisierung verkürzt werden. Die grüne Fläche jedes Kreis-
Abbildung 3.23.: Hybride Parallelisierung des FLOWer-Codes. Rechnung mit 8 MPI Prozessoren und
3 Threads pro Prozessor.
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diagramms gibt die tatsächlich zur Berechnung verwendete Zeit an, die rote Fläche kenn-
zeichnet den Message-Passing-Overhead. Gut zu erkennen ist die verbesserte Auslastung der
einzelnen CPUs in Abbildung 3.23 gegenüber Abbildung 3.22, was sich auch deutlich in der
Rechenzeit niederschlägt. Mit 12 Minuten und 11 Sekunden bei 6 MPI Prozessoren und 4
Threads gegenüber 3 Minuten und 29 Sekunden wurde sie nahezu um den Faktor 4 reduziert.
Die Diagramme korrespondieren zu zwei in Abbildung 3.21 dargestellten Balken. Bemer-
kenswert ist, daß bei gleicher Anzahl von verwendeten Prozessoren (24 Stück) durch eine
Umverteilung von MPI Prozessen und Threads eine Verminderung der Rechenzeit von mehr
als 50% erzielt werden konnte. Eine weitere Zeitersparnis von ca. 10% bis 15% kann erreicht
werden, wenn nicht jedem MPI Prozess die gleiche Anzahl an Threads zugewiesen wird,
sondern diese noch mit Hilfe der in den Arbeiten von A. Spiegel und D. an Mey entwickel-
ten „Dynamic Thread Balancing“ Bibliothek (DTB) gezielt an die einzelnen MPI Prozesse
verteilt werden [141,142]. Die beschriebene Kombination von MPI und Multi-Threading mit
Hilfe des autoparallelisierenden Compilers erlaubt es, mehr Prozessoren gewinnbringend ein-
zusetzen, ohne daß das Lastungleichgewicht zu wartenden MPI-Prozessoren führt und somit
die parallele Effizienz mindert. Die im Ergebnisteil dieser Arbeit dargestellen numerischen
Simulationsergebnisse wurden sämtlich mit der hybrid parallelisierten Version des FLOWer-
Codes berechnet.
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Während instationärer Strömungsberechnungen mit bewegten Strukturen muss das numeri-
sche Rechengitter in jedem Rechenschritt an die neue Strömungssituation angepaßt werden.
Unter diesem Aspekt erscheint eine vom Benutzer gesteuerte, interaktive Methode zur Git-
ternachführung wenig sinnvoll, vielmehr sollte das Verfahren ohne größere Eingriffe des An-
wenders – im Idealfall vollautomatisch – anwendbar sein, so daß als wesentliche Eingabepa-
rameter nur das Ausgangsgitter sowie die Verschiebung der umströmten Oberfläche vorzuge-
ben sein sollten. Insbesondere instationäre aeroelastische Simulationen erfordern ein äußerst
effizientes Gitterdeformationsverfahren, so daß die in der Literatur weit verbreiteten iterativen
Verfahren für solche Anwendungen unbrauchbar sind. Darüberhinaus bieten „dynamische
Rechengitter“ auf Basis von algebraischen Deformationsalgorithmen nicht die notwendige
Robustheit, um auch große Bewegungen der Struktur zu erlauben. Aus diesem Grund wird in
den Arbeiten von Boucke [21, 22] ein Algorithmus der „fiktiven Rahmentragwerke“ vorge-
stellt, der die Vorteile der bekannten iterativen Verfahren und die der algebraischen Methoden
miteinander verbindet und auf blockstrukturierte Gitter anwendet. Seine allgemeine Vorge-
hensweise wird im folgenden Abschnitt kurz erläutert, bevor die im Rahmen dieser Arbeit
vorgenommenen Erweiterungen und effizienzsteigernde Maßnahmen in Kapitel 4.2 beschrie-
ben werden.
4.1. Die Methode der fiktiven Rahmentragwerke
Schematisch ist der Ablauf der Methode der fiktiven Rahmentragwerke in Abbildung 4.1 dar-
gestellt: Zunächst werden ausgewählte Linien, die für sich genommen ein sehr grobes Git-
ter oder Netz bilden, aus dem gegebenen, undeformierten Rechennetz extrahiert und als ein
System linearelastischer, masseloser Balken betrachtet. Sie werden an den Balkenkreuzungs-
punkten als fest miteinander verschweißt und in der elastischen Struktur als fest eingespannt
angenommen. Dadurch entsteht ein ebenes (2D) oder räumliches (3D), fiktives Rahmentrag-
werk. Durch die Verbindung der umströmten Oberfläche mit den fiktiven Balken wird ihre
Bewegung in das gesamte Rahmentragwerk propagiert und die Verschiebung jedes einzelnen
Balkenpunktes kann mit Hilfe eines Finite-Elemente Ansatzes bestimmt werden. Anschlie-
ßend wird die Lage der übrigen (inneren) Gitterpunkte basierend auf dem Verschiebungsfeld
der Rahmenpunkte durch eine gewichtete algebraische Interpolation berechnet.
Aufgrund der Annahme, daß das entstandene Rahmentragwerk masselos ist, ist die Existenz
einer Gleichgewichtslage, die zu einer gegebenen Verschiebung der Punkte der umströmten
Oberfläche gehört, sichergestellt. Diese stationäre Lösung wird aus dem Prinzip, daß die For-
mänderungsenergie ein Minimum annimmt, berechnet (rechte Hälfte der Abbildung 4.1) [22].
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Undeformiertes Ausgangsgitter
DeformiertesGitter
Undeformiertes, fiktives Rahmentragwerk
Fiktives Rahmentragwerk
aus Gitterinformationen
extrahieren
Deformation des
Rahmentragwerks
aus Oberflächenbe-
wegung bestimmen
Algebraische Interpolation
Deformiertes fiktives Rahmentragwerk
Abbildung 4.1.: Prinzipieller Ablauf der Netzdeformation mittels fiktiver Rahmentragwerke.
Das Gesamtpotential des Rahmentragwerks setzt sich zusammen aus der elastischen Form-
änderungsenergie Ui (inneres Potential) und dem Potential aller am Rahmentragwerk angrei-
fenden Lasten Ua. Dabei wird Ui gebildet mit Hilfe der generalisierten Verschiebungen u der
Finite-Elemente-Knoten des Rahmentragwerks und der (symmetrischen und positiv defini-
ten) Steifigkeitsmatrix K:
Ui =
1
2
uT Ku . (4.1)
Die Formänderungsarbeit Wa ist die Arbeit der aus den Randbedingungen (hier: vorgegebene
Verschiebungen der umströmten Oberfläche) abgeleiteten generalisierten Kräfte F :
Ua = −Wa = −uT F . (4.2)
Aus der notwendigen Bedingung des erwähnten Minimalprinzip für das Gesamtpotential des
fiktiven Rahmentragwerks, δ(Ui−Ua) = 0, leitet sich das zu lösende lineare Gleichungssys-
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tem für die Knotenverschiebungen her:
Ku = F . (4.3)
Dieses Gleichungssystem wird in den Arbeiten von Boucke mit einem Verfahren der kon-
jugierten Gradienten mit SSOR Vorkonditionierung (Symmetric Succesive Overrelaxation)
iterativ gelöst. Nachdem die Deformationen aller Balkenknotenpunkte somit bestimmt sind,
werden die neuen Positionen der restlichen, inneren Gitterpunkte mit Hilfe einer gewichteten
algebraischen Interpolation ermittelt.
Ein entscheidender Vorteil dieses neuen Algorithmus gegenüber den bisher in der Praxis
verwendeten Störungsmethoden oder der Federfachwerke liegt in den physikalischen Eigen-
schaften der verwendeten linearelastischen Balken begründet. Diese können sowohl Verschie-
bungen als auch Winkeländerungen übertragen und vermeiden damit unnötige Krümmungen
und Knicke1, was gleichbedeutend mit der Konservierung der Gitterqualtität, insbesondere
in Oberflächennähe und an Blockgrenzen, ist. Gleichzeitig ist damit die bei den Störungsme-
thoden [158] auftretende Problematik der Bestimmung der Blockgrenzen- bzw. Blockecken-
deformation gelöst worden. Weiterhin bleibt im Vergleich zur Federanalogie der Rechenauf-
wand gering, da sich im fiktiven Rahmentragwerk relativ zum gesamten Rechengitter nur sehr
wenige Punkte befinden. Dies macht das Verfahren effizient hinsichtlich zeitlichem Aufwand
und Speicherplatzbedarf.
In [22] wurde die Methode verwendet, um blockstrukturierte Gitter zu deformieren, jedoch
bietet sich für das Verfahren der fiktiven Rahmentragwerke ebenso die Anwendung auf belie-
bige (unstrukturierte oder hybride) Gitter an, sofern eine geeignete Auswahl an Gitterlinien
gefunden werden kann, so daß diese ein Rahmentragwerk bilden. Dabei ist zum einen die
Auswahl der elastisch zu modellierenden Gitterlinien zum anderen die verwendete Interpola-
tionsmethode entscheidend für die Qualität des Gitters nach der Deformation.
4.2. Erweiterung und Effizienzsteigerung des Verfahrens der
fiktiven Rahmentragwerke
Im Rahmen dieser Arbeit wurde für die numerische Strömungssimulation der Strömungs-
löser FLOWer, dessen Eigenschaften in Kapitel 3.2 beschrieben worden sind, verwendet.
Dieses numerische Verfahren arbeitet auf blockstrukturierten Gittern, die im allgemeinen auf
Blockebene unstrukturiert sind. Im Hinblick auf die im Teilprojekt B1 des Sonderforschungs-
bereichs SFB 401 durchgeführten instationären, aeroelastischen Simulationen [27,110] muß-
te der bestehende und in Abschnitt 4.1 erläuterte, Deformationsalgorithmus der fiktiven Rah-
mentragwerke weiterentwickelt, automatisiert und in seiner Effizienz deutlich gesteigert wer-
den. Weitere wichtige Einsatzgebiete des verbesserten und im Folgenden beschriebenen Ver-
fahrens sind die Berechnung der gesamten Flugtrajektorie des Technologiedemonstrators
1Diese können insbesondere bei den Federfachwerken auftreten, da die linearelastischen Federn in den Knoten
als gelenkig gelagert modelliert werden.
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PHOENIX mit einem einzigen Rechengitter (Kapitel 5.2) und die an der Hochauftriebskon-
figuration des Teilprojektes A3 im SFB 401 durchgeführten Parameterstudien zu Vorflügel-
und Klappenausschlägen [6] (Kapitel 5.1).
Die zur Gitterdeformation benötigte Rechenzeit des ursprünglichen Algorithmus der fikti-
ven Rahmentragwerke läßt sich grob in drei Phasen einteilen. Die Intialisierungsroutinen, in
denen zunächst die Daten des Rechengitters eingelesen2 und anschließend daraus die Stei-
figkeitsmatrix und der Lastvektor des Finite-Elemente-Verfahrens für das fiktive Rahmen-
tragwerk aufgebaut werden, benötigen einmalig einen gewissen Zeitanteil, weil dieser Teil
des Deformationsverfahrens lediglich zu Beginn einer (instationären) Strömungsberechnung
ein einziges Mal aufgerufen wird. Eine Beschleunigung dieses Programmabschnittes wurde
zwar durchgeführt, trägt daher zur eigentlichen Effizienzsteigerung des Programmes nicht
wesentlich bei.
Im zweiten Programmabschnitt wird das entstandene große, lineare Gleichungssystem mit
Hilfe eines vorkonditionierten SSOR konjugierte Gradienten Verfahren iterativ gelöst. Im
Gegensatz zu den Initialisierungsroutinen wird dieser Teil des Algorithmus i. a. in jedem
Schritt des Strömungslösers aufgerufen und stand somit genauso im Mittelpunkt der Effizi-
enzanalyse wie die abschließende Interpolation der Gitterpunkte, die letztendlich das neue,
deformierte Rechengitter liefert.
Die Maßnahmen, die im Rahmen dieser Arbeit zur Erweiterung und der Beschleunigung des
Deformationsalgorithmus ergriffen wurden, werden in den folgenden Abschnitten erläutert.
4.2.1. Auswahl der fiktiven Balken
Der logische Aufbau blockstrukturierter Gitter erlaubt eine direkte, nahezu automatische,
Extraktion eines geeigneten fiktiven Rahmentragwerks allein aus Informationen, die in der
Blockstruktur vorhanden sind.
Bei Verwendung des Verfahrens, welches in den Arbeiten von Boucke vorgestellt und in Ab-
schnitt 4.1 beschrieben worden ist, werden aus dem zu deformierenden Gitter die Blockkan-
ten und die umströmte Oberfläche extrahiert und in das Rahmentragwerk aufgenommen. Da
mit dieser Vorgehensweise nicht für alle Blocktopologien reguläre Rahmentragwerke entste-
hen, kann zusätzlich noch eine vom Benutzer frei wählbare Prozentzahl an inneren Gitterlini-
en in das Rahentragwerk integriert werden. Dieses algorithmisch einfache Vorgehen erzeugt
bereits in vielen Fällen ausreichend gute Rahmentragwerke, setzt aber ebenso ein hohes Maß
an Wissen über die vorhandene Blockstruktur des Gitters seitens des Benutzers voraus und
verwendet darüberhinaus nicht alle über das Gitter zur Verfügung stehenden Informationen.
Dies legt nahe, die Auswahl der in das Rahmentragwerk einzufügenden Gitterlinien weiter zu
automatisieren. Im folgenden soll dieses Vorgehen an einem einfachen Beispiel exemplarisch
erläutert werden.
2Dies sind neben den Gitterkoordinaten, den Gitter- bzw. Blockdimensionen auch Informationen über die
Blockstruktur, Segmentgrenzen und Nachbarschaftsverhältnisse der Gitterblöcke untereinander
48
4.2. Erweiterungen des Verfahrens der fiktiven Rahmentragwerke
(a) Blockkanten eines einzelnen Gitterblocks mit
unverformtem Oberflächensegment.
(b) Balkenauswahl des Originalverfahrens mit
zusätzlich ausgewählten Gitterlinien; deformier-
tes Oberflächensegment.
Abbildung 4.2.: Fiktives Rahmentragwerk bei Anwendung des Originalverfahrens nach A. Boucke
[21] mit zusätzlich eingefügten fiktiven Balken, angewandt auf einen einzelnen Git-
terblock mit einem einzelnen Oberflächensegment in einer der Blockseitenflächen.
Abbildung 4.2 (a) zeigt einen Gitterblock mit einem einzelnen Oberflächensegment3 an einer
der Blockseitenflächen. Dies könnte beispielsweise ein Teil eines blockstrukturierten Git-
ters oder das Rechennetz für die Strömung über eine ebene Platte sein. Ohne die für dieses
Beispiel notwendige Benutzerinteraktion würden lediglich die Blockkantenlinien und das zu
deformierende Oberflächensegment (grau unterlegt) in das aufzubauende fiktive Rahmentrag-
werk übernommen. Erst durch Einführung von Hilfsbalken entsteht ein reguläres Rahmen-
tragwerk, welches in Abbildung 4.2 (b) dargestellt ist. Dadurch wird gewährleistet, daß die
sich bewegende Oberfläche an das fiktive Rahmentragwerk gekoppelt wird.
Festzustellen bleibt, daß mit dem ursprünglichen Algorithmus jegliche Art von blockstruktu-
rierten Gittern deformiert werden kann, daß aber in vielen Fällen eine Interaktion seitens des
Benutzers erforderlich ist, um die sich bewegende Struktur an die bereits erkannten fiktiven
Balken zu binden (Abbildung 4.2 (b)). Ein genaues Positionieren der einzelnen Balken ist
dabei i.a. nicht möglich. Es wird zwar das bewegte Oberflächensegment mit dem bereits be-
stehenden Rahmentragwerk verbunden, und in den Gitterblockflächen wird ein akzeptables
Rechengitter entstehen, jedoch ist nicht sichergestellt, daß die Bewegung der Oberfläche auch
ausreichend gut in das Innere des Gitterblocks hinein transportiert wird.
Um das bereits für viele Anwendungen gut funktionierende Verfahren zu automatisieren und
die Gitterqualität auch in der dritten Dimension zu verbessern, wurde die bestehende Me-
thode hinsichtlich der Balkenauswahl im Rahmen dieser Arbeit wesentlich erweitert. Die
3Unter einem Gittersegment versteht man Gitterflächen mit gleicher Randbedingung. In obigem Beispiel be-
steht die Stirnfläche beispielsweise aus zwei Segmenten: Der Oberfläche und dem restlichen Bereich.
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Abbildung 4.3.: Fiktives Rahmentragwerk mit zusätzlichen aus der Gitterlogik gelesenen und inter-
pretierten Informationen, ohne Interaktion seitens des Benutzers.
in der Gitterlogik vorhandene Information der einzelnen Segmentgrenzen wird benutzt, um
weitere Gitterlinien in das Rahmentragwerk zu integrieren. An jedem Eckpunkt einer jeden
Kante aller Segmente des Gitterblocks werden die Gitterlinien als Balken in das fiktive Rah-
mentragwerk aufgenommen. Diese Vorgehensweise ist in Abbildung 4.3 skizziert. Durch das
Einfügen dieser Balken wird den beiden oben beschriebenen Schwächen der ursprünglichen
Methode Rechnung getragen: Zum einen wird die Oberfläche automatisch an physikalisch
sinnvollen Stellen, nämlich den Enden des Segmentes, an das Rahmentragwerk gekoppelt und
die Notwendigkeit des Eingriffs durch den Benutzer entfällt vollkommen. Weiterhin werden
auch Gitterlinien normal zur Segmentfläche (in den Block hinein) in das Rahmentragwerk
aufgenommen, wodurch die Gitterqualität im Inneren des Gitterblocks auch nach der Defor-
mation nahezu erhalten bleibt. Wichtig ist dabei, daß durch die zusätzlichen Balkenelemente
der Zeitaufwand für den Aufbau des fiktiven Rahmentragwerks nicht erhöht, sondern im Ge-
genteil durch eine Umstrukturierung des Initialisierungsteils des Computerprogrammes noch
reduziert wird. Durch die neu in das Tragwerk aufgenommenen Balken ist das zu lösende
Gleichungssystem außerdem nicht signifikant vergrößert worden und die durchzuführende
Interpolation der übrigen Gitterknoten kann durch die vermehrten Interpolationsstützstellen
gegebenenfalls mit stark vereinfachten algebraischen Verfahren durchgeführt werden.
4.2.1.1. Beispiel zur Linienauswahl für das Rahmentragwerk: Referenzprofil
des SFB 401 im Windkanal (2D)
Zur numerischen Strömungssimulation um ein Tragflügelprofil im Windkanal (2D) wurde
ein blockstrukturiertes Gitter generiert, welches aus 6 Blöcken und ca. 14500 Gitterpunkten
besteht. In Abbildung 4.4 (a) ist die Blockstruktur dieses Rechengitters dargestellt.
Während die Blöcke über, unter und vor dem Profil für die Deformation des blockstrultu-
rierten Gitters relativ unkritisch sind, treten bei Verwendung des ursprünglichen Algorithmus
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ohne Benutzerinteraktion genau dann Probleme auf, wenn Gitterblöcke vorhanden sind, de-
ren geometrische Streckungsverhältnisse im numerischen Raum sehr groß sind. Dies betrifft
einerseits die Auswahl der in das Rahmentragwerk aufzunehmenden Gitterlinien und anderer-
seits den Interpolationsalgorithmus, der das endgültige Gitter liefert. Abbildung 4.4 (a) zeigt
das bei Verwendung des ursprünglichen Algorithmus ohne Benutzerinteraktion aus dem Git-
ter extrahierte, irreguläre fiktive Rahmentragwerk vor (hellgrau) und nach der Deformation
(schwarz). Zur Verdeutlichung wurde das Profil einer großen Rotation (30o um die Profilnase)
und gleichzeitig einer moderaten Translation unterworfen, indem das Profil nach links und
nach oben verschoben wurde. Deutlich ist zu erkennen, daß durch die fehlende Abstützung
(a) Blockstruktur und gleichzeitig irreguläres fiktives Rahmentragwerk für das Gitter um das zweidimensionale
SFB Profil im Windkanal.
(b) Detail des irregulären, fiktiven Rahmentragwerks;
C-Block um das Tragflügelprofil.
(c) Ausschnitt des deformierten Gitters mit Detailan-
sicht an der Profilnase.
Abbildung 4.4.: Irreguläres fiktives Rahmentragwerk erstellt mit dem Verfahren aus [21] ohne Interak-
tion seitens des Benutzers. Undeformiertes Tragwerk hellgrau, verformtes Tragwerk
schwarz dargestellt.
bzw. Verbindung des Profils zum Rest des Rahmentragwerks, welches ausschließlich aus den
Blockkantenlinien besteht, die Gitterqualität verlorengeht. Das Profil kann nahezu unabhän-
gig vom Rest des Gitters bewegt werden, ohne daß die übrigen Blockgrenzen davon beein-
trächtigt oder mitbewegt werden. Die für dieses Beispiel vorgegebene Bewegung des Profils
reicht aus, um das Gitter mindestens im Nasenbereich des Profils für Strömungsberechnun-
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(a) Rahmentragwerk für das Gitter um das SFB Profil im Windkanal (2D), erweiterter Algorithmus.
(b) Detail des Rahmentragwerks; C-Block um das
Tragflügelprofil.
(c) Ausschnitt des deformierten Gitters mit Detailan-
sicht an der Profilnase.
Abbildung 4.5.: Fiktives Rahmentragwerk erstellt mit dem erweiterten Algorithmus. Undeformiertes
Tragwerk hellgrau, verformtes Tragwerk schwarz dargestellt.
gen unbrauchbar zu machen (siehe Abbildung 4.4 (c)), so fern das fiktive Rahmentragwerk
nicht durch Eingriff des Bnutzers mit zusätzlichen Balken ergänzt wird.
Durch die Erweiterung des Algorithmus werden automatisch zusätzliche Balkenelemente ein-
gefügt, die das fiktive Rahmentragwerk vervollständigen und verstärken. Dies geschieht je-
weils an den einzelnen Segmentgrenzen des Gitters, (Abb. 4.5 (a)). Besonders wichtig sind
in diesem Fall die Balkenelemente an der Profilhinterkante und im Nasenbereich, da dort die
größten Verschiebungen der Gitterpunkte auftreten. Die Balken, die in etwa 60% bis 70%
Profiltiefe im inneren Gitter in das Rahmentragwerk senkrecht zum Profil integriert worden
sind, sind dadurch begründet, daß der Gitterblock um das Profil herum sowohl nach oben, wie
auch nach unten, jeweils zwei Nachbarblöcke besitzt und sich dort (an der äußeren Block-
grenze) eine Segmentgrenze befindet.
Durch die in diesem Beispiel automatisch eingefügten Elemente wird der gesamte das Profil
umgebende Gitterblock mit der vorgegebenen Bewegung des Profils gekoppelt, was zu einer
deutlichen Verbesserung des Gitters, insbesondere im Nasenbereich des Profils, führt (siehe
Abbildung 4.5 (c)).
Mit Einführung der zusätzlichen fiktiven Balken wird das zu lösende Gleichungssystem zwar
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umfangreicher, da das Rahmentragwerk dichter wird. Die Lösungszeit mit einem GMRes
Verfahren wird für dieses Beispiel um ca. 10% gegenüber dem ursprünglichen Verfahren
erhöht. Allerdings gewinnt man damit gleichzeitig entscheidende Stützstellen für die nach-
folgende Interpolation der Gitterpunkte, was den Einsatz von einfacheren und schnelleren
Interpolationsmethoden ermöglicht. Hierdurch wird die Interpolationszeit um ca. 60% ver-
mindert. Der hauptsächliche Gewinn des erweiterten Verfahrens liegt neben der automati-
schen Extraktion des fiktiven Rahmentragwerks auch in der verbesserten Konvergenz der
Strömungslösung auf Grund der besseren Qualität des deformierten Gitters.
4.2.1.2. Beispiel zur Linienauswahl für das Rahmentragwerk: Geschachtelte
Quader (3D)
Um das korrekte Verhalten der neu in das fiktive Rahmentragwerk implementierten Balken zu
testen und den erweiterten Algorithmus gleichzeitig zu validieren, wurde ein 6-Block-Gitter
generiert, in dessen Inneren sich ein quaderförmiger Körper befindet. Diese Konfiguration
wurde gewählt, da sie einerseits ein überschaubares Rahmentragwerk liefert und andererseits
die Verformung bei Bewegung des Körpers voll dreidimensional ist. Abbildung 4.6 (a) zeigt
den undeformierten Ausgangszustand des Gitters. In das Rahmentragwerk integriert wurden
lediglich die Blockkanten aller 6 Blöcke sowie die vom Algorithmus zusätzlich automatisch
gefundenen Gitterlinien an den 8 Eckpunkten des inneren Quaders.
Da bei diesem Beispiel ein quaderförmiges Gitter um einen ebenfalls quaderförmigen Körper
herum generiert wurde, kreuzen sich die Gitterlinien, die zu jeweils unterschiedlichen Koor-
dinatenrichtungen gehören, in rechten Winkeln. Bei einer Verschiebung des inneren Quaders
entlang einer Koordinatenachse (z.B. entlang der y-Achse, siehe Abbildung 4.6 (b)) müssen
diese rechten Winkel aufgrund der physikalischen Eigenschaften der Rahmenstruktur erhal-
ten bleiben. In Abbildung 4.7 sind verschiedene Ansichten des deformierten Rahmentrag-
werks dargestellt. Gut zu erkennen ist, daß die Balken des Rahmentragwerks auch bei großer
Deformation die Fernfeldränder stets orthogonal verlassen und ebenfalls senkrecht mit dem
inneren Quader verbunden sind. Bei dem hier beschriebenen Beispiel fand die Bewegung des
Körpers nur entlang der y-Achse statt. Trotz der sehr groben Diskretisierung innerhalb des
Quaders ist der Balkenverlauf aufgrund der gewählten Materialparameter sehr glatt.
4.2.2. Lösung des linearen Gleichungssystems
Aus dem komplexeren Aufbau des fiktiven Rahmentragwerks im Vergleich zum Original-
verfahren resultiert, wie oben beschrieben, ein größeres zu lösendes lineares Gleichungssys-
tem. Der dazu bisher verwendete Lösungsalgorithmus ist ein vorkonditioniertes konjugierte
Gradientenverfahren (CG). Dabei dient, wie bereits erwähnt, eine symmetrische sukzessive
Überrelaxation als Vorkonditionierer. Obwohl das CG Verfahren gerade für symmetrische,
positiv definite Systeme, wie sie in diesem Fall vorliegen, effektiv ist und auch die Vorkondi-
tionierungsmatrix ohne zusätzlichen Aufwand aus der bestehenden Systemsteifigkeitsmatrix
53
4. Dynamische Rechengitter
gewonnen werden kann, war aufgrund der Implementierung des Lösers eine Möglichkeit zur
Effizienzsteigerung gegeben.
Im Rahmen der aeroelastischen Untersuchungen von Reimer [111] wurden sowohl statio-
näre als auch nicht–stationäre iterative Lösungsverfahren unter Verwendung der Programm-
bibliotheken ITPACK2C [85] und SPARSKIT [120] in den Gitterdeformationsalgorithmus
eingebracht. Beide Bibliotheken sind in der Lage eine Sparse-Matrix Darstellung zu verar-
beiten, wie sie im Netzdeformationsprogramm bereits verwendet wird. Sie berücksichtigen
darüberhinaus auch, daß die Systemmatrix dünn besetzt, positiv definit und symmetrisch ist.
Die Bibliothek ITPACK2C (ITeration PACKage) besteht aus einer Sammlung von FORT-
RAN-Routinen zur Lösung von großen, dünn besetzten Gleichungssystemen linearer, alge-
braischer Gleichungen durch beschleunigte iterative Algorithmen. ITPACK2C verbindet da-
bei grundlegende iterative Prozeduren, wie beispielsweise die Jacobi, die Successive Over-
relaxation (SOR) oder die SSOR Methode, mit Beschleunigungstechniken wie dem Konju-
gierte Gradienten Algorithmus. Die Bibliotheksroutinen können generell benutzt werden, um
beliebige lineare Gleichungssysteme mit positiven Diagonalelementen zu lösen, sind aber
am effizientesten bei Systemen mit symmetrischen positiv definiten oder schwach nicht-
symmetrischen Koeffizientenmatrizen. Aus den in der Bibliothek ITPACK2C zur Verfügung
stehenden Verfahren wurden ein SSOR-vorkonditioniertes CG-Verfahren, welches als Ver-
Z
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(a) Undeformierter Zustand des fiktiven Rah-
mentragwerks für den quaderförmigen Körper
innerhalb des blockstrukturierten Gitters.
Z
X
Y
(b) Deformiertes Rahmentragwerk. Körper entlang
der y-Achse translatorisch bewegt.
Abbildung 4.6.: Fiktives Rahmentragwerk erstellt mit dem erweiterten Verfahren für ein dreidimen-
sionales Testbeispiel. Validierung des Algorithmus im Hinblick auf Winkeltreue in
den Balkenkreuzungspunkten.
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Abbildung 4.7.: Ansichten des deformierten Rahmentragwerks (xy-Ebene, xz-Ebene und yz-Ebene).
gleich zum bestehenden CG-Lösungsalgorithmus herangezogen wurde, ein Jacobi-CG Ver-
fahren und ein symmetrisches Semi-Iteration SOR Verfahren (SSORSI) ausgewählt und in
das Deformationsprogramm implementiert. Details zu den einzelnen Verfahren werden in
[10] beschrieben. Der Quellcode dieser Bibliothek ist frei [104] und eine Beschreibung findet
sich in [85].
Aus der zweiten, frei zugänglichen Bibliothek, SPARSKIT, die eigens für Gleichungssysteme
mit Matrizen in Sparse-Darstellung entwickelt wurde, wurden die nicht-stationären Lösungs-
verfahren GMRES (Generalized Minmal RESidual) und BiCGSTAB (BiConjugate Gradient
STABilized) in das Gitterdeformationsprogramm aufgenommen. In beiden Fällen wird eine
Folge (bzw. zwei Folgen) von zueinander orthogonalen Vektoren konstruiert und daraus die
neue Lösungsapproximation berechnet. Um den Speicheraufwand möglichst gering zu halten
und die Krylov-Unterräume nicht zu groß werden zu lassen, wurden die sogenannten Restart-
Versionen der Algorithmen implementiert. Dies bedeutet, daß nur eine bestimmte, festgelegte
Anzahl der orthogonalen Vektoren gespeichert bleibt und die neue Lösung daraus berechnet
wird.
Als Vorkonditionierung wurde eine Variante der unvollständigen LU Zerlegung (ILUT) ver-
wendet. Weiterführende Aussagen über die speziellen Eigenschaften dieser Lösungsmetho-
den sowie der Vorkonditionierung finden sich beispielsweise in [10].
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4.2.2.1. Vergleich der im Gitterdeformationsprogramm implementierten
iterativen Lösungsverfahren
Als Testfälle zum Vergleich der verschiedenen, oben beschriebenen Lösungsmethoden für das
lineare Gleichungssystem dienten diverse blockstrukturierte Gitter mit sehr unterschiedlichen
Eigenschaften. Der Aufbau des jeweiligen fiktiven Rahmentragwerks führte auf unterschied-
lich komplexe und in ihrer Größe stark variierende Steifigkeitsmatrizen.
(a) Ausschnitt aus dem Rahmentragwerk um das Re-
ferenzprofil des SFB 401.
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(b) Vergleich der stationären und nicht-stationären ite-
rativen Lösungsverfahren.
Abbildung 4.8.: Deformiertes (schwarz) und undeformiertes Rahmentragwerk (hellgrau), extrahiert
aus dem zweidimensionalen, blockstrukturierten Gitter um das Referenzprofil des
SFB 401, und Konvergenzverlauf der Lösungsalgorithmen für das entstandene lineare
Gleichungssystem (ca. 1600 Gleichungen).
Ein mit ca. 1600 Gleichungen relativ kleines Gleichungssystem entstand aus dem block-
strukturierten Rechengitter (4 Blöcke) um das Referenzprofil BAC 3-11/RES/30/21 des Son-
derforschungsbereichs 401 [9, 100]. In das zu deformierende Rahmentragwerk wurden 514
der insgesamt 1536 Knoten aufgenommen. Obwohl das Profil nur einer moderaten Bewe-
gung unterworfen wurde (20o Rotation um die Profilnase und geringe Verschiebung), ist
eine Bewegung nahezu aller Blockgrenzen zu beobachten. Einen Ausschnitt aus dem un-
verformten (hellgrau) und dem ausgelenkten (schwarz) fiktiven Rahmentragwerks zeigt Ab-
bildung 4.8 (a).
Sämtliche in das Deformationsverfahren integrierte Lösungsmethoden wurden zur Lösung
des Gleichungssystems herangezogen. Teil (b) in Abb. 4.8 zeigt die Konvergenzhistorie der
verschiedenen Algorithmen. Erwartungsgemäß besitzt das Jacobi-CG Verfahren aus der IT-
PACK2C Bibliothek die schlechtesten Konvergenzeigenschaften. Am schnellsten wurde die
Lösung mit den beiden aus dem SPARSKIT eingebrachten Algorithmen ermittelt (BiCGStab
und GMRes(500)).
Das bereits im vorigen Abschnitt vorgestellte Beispiel des 2D SFB 401 Referenzprofils wur-
de als Testfall für die Gleichungssystemlöser herangezogen, da mit einer Erhöhung der An-
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(a) Ausschnitt aus dem extrem verdichteten fiktiven
Rahmentragwerk für das SFB 401 Referenzprofil im
Windkanal.
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(b) Vergleich der stationären und nicht-stationären
iterativen Lösungsverfahren.
Abbildung 4.9.: Deformiertes (schwarz) und undeformiertes Rahmentragwerk (hellgrau), extrahiert
aus dem zweidimensionalen, blockstrukturierten Gitter um das SFB 401 Referenz-
profil im Windkanal, und Konvergenzverlauf der Lösungsalgorithmen für das ent-
standene lineare Gleichungssystem (ca. 18000 Gleichungen).
zahl an Gitterblöcken auch die Bandbreite der Steifigkeitsmatrix steigt. Zusätzlich wurde das
automatisch aus der Blocktruktur extrahierte Rahmentragwerk mit einer hohen Anzahl an
weiteren Balken künstlich verdichtet, so daß das Gleichungssystem schließlich 18040 Glei-
chungen umfaßte. Es sei an dieser Stelle bemerkt, daß die Erhöhung der Balkenzahl zur
Generierung des deformierten Gitters nicht notwendig ist. Wie bereits erläutert, wäre es aus-
reichend, die automatisch vom Algorithmus gefundenen Gitterlinien als Balken in das Rah-
mentragwerk aufzunehmen, um den Erhalt der Gitterqualität zu garantieren. Abb. 4.9 zeigt
sowohl die fiktiven Rahmentragwerke (deformiert und undeformiert), als auch das Verhal-
ten der Lösungsalgorithmen bei diesem großen Gleichungssystem. Es zeigt sich, daß die aus
der SPARSKIT-Bibliothek stammenden Routinen auch für dieses Gleichungssystem einen
deutlichen Vorteil gegenüber den Verfahren aus ITPACK2C besitzen.
Als räumlicher Testfall wurde der Referenzflügel des Sonderforschungsbereichs an der Flü-
gelwurzel eingespannt und in Spannweitenrichtung parabelförmig durchgebogen (Spann-
weite des Flügels 1m, Durchbiegung 0, 25m an der Flügelspitze). Das selbständig aus der
Blockstruktur extrahierte und deformierte Rahmentragwerk ist in Abbildung 4.10 dargestellt.
Der Übersicht halber wurde auf die Darstellung des unverformten Rahmentragwerks verzich-
tet. Zusätzlich ist aber die verbogene Flügeloberfläche schattiert eingezeichnet worden. Das
so aufgestellte Gleichungssystem besitzt 33892 Gleichungen. Das Verhalten der unterschied-
lichen nicht-stationären Lösungsalgorithmen ist aber vergleichbar mit den beiden vorange-
gangenen Beispielen. Die Anzahl der durchgeführten Iterationen ist sogar geringer geworden,
allerdings ist aufgrund der gestiegenen Gleichungszahl der Aufwand für einen Näherungs-
schritt erhöht worden.
Abschließend werden zwei Beispiele vorgestellt, bei denen die Gleichungssystemlöser des
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(a) Automatisch aufgebautes, fiktives Rah-
mentragwerk für das dreidimensionale SFB
401 Referenzprofil.
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(b) Vergleich der stationären und nicht-stationären iterativen
Lösungsverfahren.
Abbildung 4.10.: Deformiertes fiktives Rahmentragwerk extrahiert aus dem dreidimensionalen block-
strukturierten Gitter um das SFB 401 Referenzprofil und Konvergenzverlauf der Lö-
sungsalgorithmen für das entstandene lineare Gleichungssystem (33892 Gleichun-
gen).
ITPACK2C versagten und zu keiner brauchbaren Näherungslösung kamen. Von den Verfah-
ren der SPARSKIT Bibliothek konnte das GMRes(500) Verfahren überzeugen.
(a) Fiktives Rahmentragwerk für die Hochauftriebs-
konfiguration (HAK) des SFB 401 Profils.
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(b) Vergleich der implementierten stationären und
nicht-stationären iterativen Lösungsverfahren.
Abbildung 4.11.: Deformiertes (schwarz) und undeformiertes Rahmentragwerk (hellgrau), extrahiert
aus dem zweidimensionalen, blockstrukturierten Gitter (8 Blöcke) der Hochauf-
triebskonfiguration (HAK) des SFB 401 Profils und Konvergenzverlauf der Lösungs-
algorithmen für das entstandene lineare Gleichungssystem (49375 Gleichungen).
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Balaji et al. [6] führten mit dem hier vorgestellten Deformationsalgorithmus mit einem drei-
teiligen Profil eine Parameterstudie für Klappen- und Vorflügelausschläge durch, wobei die
Verschiebungen und Drehungen den Bewegungsbereich einer Hochauftriebskonfiguration ab-
deckten. Einen kleinen Ausschnitt des aus dem 8-Block Gitter mit 176960 Gitterpunkten
automatisch extrahierten fiktiven Rahmentragwerks zeigt Abbildung 4.11 (a). Die Klappe
wurde in diesem Beispiel um 20o bezüglich des definierten Rotationsmittelpunkts ausgeschla-
gen [100]. Dargestellt sind wiederum der unverformte (hellgrau) und der deformierte Zustand
(schwarz). Trotz des eigentlich lokalen Ausschlags der Flügelklappe ist gut zu erkennen, wie
die Deformation auch Gitterlinien in der Nähe des Vorflügels bewegt. Die Gleichungssys-
temlöser der ITPACK2C-Bibliothek lieferten kein Ergebnis für das entstandene Gleichungs-
system und auch der bisher erfolgreich eingesetzte BiCGStab-Algorithmus divergierte und
lieferte eine unbrauchbare, weil nicht physikalisch sinnvolle, Lösung für das Rahmentrag-
werk (vgl. Abb. 4.11 (b)). Die maximale Anzahl an Iterationen dieses Algorithmus war auf
500 Schritte begrenzt.
(a) Fiktives Rahmentragwerk um den Technologie-
demonstrator PHOENIX.
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(b) Vergleich der stationären und nicht-stationären itera-
tiven Lösungsverfahren.
Abbildung 4.12.: Deformiertes Rahmentragwerk, extrahiert aus dem zweidimensionalen, blockstruk-
turierten Gitter um den Technologiedemonstrator PHOENIX, und Konvergenz-
verlauf der Lösungsalgorithmen für das entstandene lineare Gleichungssystem
(ca. 9500 Gleichungen).
Ähnlich verhalten sich die verschiedenen Lösungsalgorithmen auch bei dem fiktiven Rah-
mentragwerk, welches aus dem zweidimensionalen, blockstrukturierten Gitter um den Tech-
nologiedemonstrator PHOENIX extrahiert wurde. Die Kontur des Fluggeräts wurde um 20o
um dessen Schwerpunkt rotiert und zusätzlich leicht verschoben. Abbildung 4.12 (a) zeigt so-
wohl das deformierte als auch das undeformierte Rahmentragwerk. Auch für dieses Beispiel
versagten die Algorithmen der ITPACK2C-Bibliothek gänzlich. Das Original CG-Verfahren
mit SSOR Vorkonditionierer konvergierte langsam, die BiCGStab-Methode wurde nach der
maximalen Anzahl von 500 Iterationen abgebrochen und lieferte ein unbrauchbares defor-
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miertes Balkengeflecht. Lediglich der GMRes(500) Algorithmus konvergierte für beide Bei-
spiele nach ca. 40 Schritten.
Eine Zusammenfassung der Vergleichsergebnisse der verschiedenen Lösungsalgorithmen ist
in Abbildung 4.13 gegeben. In dieser Grafik ist die benötigte Zeit zur Lösung des Gleichungs-
systems über der Gesamtanzahl der Gleichungen aufgetragen. Alle Rechnungen wurden auf
einem Linux PC (2.0 GHz unter dem Betriebssystem Suse9.1 bei Single-Precision Genauig-
keit) durchgeführt. Klar zu erkennen ist, daß der Original SSOR-CG Algorithmus zwar für
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Abbildung 4.13.: Vergleich der einzelnen Gleichungssystemlöser. Residuum aufgetragen über der An-
zahl der durchgeführten Operationen.
alle Testfälle ein ausreichendes Ergebnis liefert, aber gleichzeitig mit Abstand das langsamste
Verfahren darstellt. Obwohl die Routinen der ITPACK2C-Bibliothek nicht in allen oben ge-
zeigten Beispielen anwendbar waren, zeigt sich dennoch ihre gute Implementierbarkeit. So
braucht beispielsweise das ITPACK2C SSOR-CG Verfahren nur knapp ein Drittel der Zeit,
verglichen mit dem Originalalgorithmus des Gitterdeformationsprogrammes. Die Ausreißer
des BiCGStab-Algorithmus bei knapp 10000 und bei 50000 Gleichungen sind nur bedingt
aussagekräftig, da die Lösungsberechnung wegen fehlenden Konvergenzverhaltens nach 500
Iterationen abgebrochen wurde. Als zuverlässigstes Verfahren stellte sich GMRes(500) mit
ILUT Vorkonditionierung heraus. Trotz erhöhter Anzahl an Gleichungen bleibt der zeitliche
Aufwand des Gleichungssystemlösers sehr begrenzt und nahezu konstant. Durch den Aus-
tausch des Lösungsalgorithmus kann die gesuchte Lösung bis zu 20 Mal schneller gefunden
werden.
Bei den hier gezeigten Beispielen handelt es sich um einmalige Deformationen, d. h. aus
einem vorgegebenen Gitter wurde ein fiktives Rahmentragwerk extrahiert und durch die Vor-
gabe einer Deformation der umströmten Oberfläche das deformierte Rahmentragwerk be-
stimmt. Bei aeroelastischen Berechnungen muß das Rechengitter i.a. in jedem Zeitschritt der
Strömungsberechnung an die neue Oberfläche angepaßt werden. Die Oberfläche bewegt sich
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aber von einem Rechenschritt zum nächsten nur minimal. Aus diesem Grund wurde der ge-
fundene Lösungsvektor als Startvektor für den nächsten Deformationsschritt bereitgestellt.
Dies führte zu einer weiteren Beschleunigung des Lösungsalgorithmus [111].
4.2.3. Interpolation der Punkte im Gitterinneren
Nachdem das Gleichungssystem zur Bestimmung der Deformation des fiktiven Rahmentrag-
werks gelöst worden ist, sind die Verschiebungen aller Gitterpunkte, die Bestandteil des Rah-
mentragwerks sind, bekannt. Eine algebraische Interpolation bietet sich bei den hier betrach-
teten blockstrukturierten Gittern zur Berechnung der neuen Positionen der übrigen Gitter-
punke an. Dabei wird abhängig von der Lage des zu interpolierenden Punktes eine zwei-
bzw. eine dreidimensionale Interpolationmethode benötigt. Das Vorgehen soll exemplarisch
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Abbildung 4.14.: Prinzipskizze zu den im Gitterdeformationsprogramm implementierten Interpolati-
onsmethoden. Dargestellt ist exemplarisch ein einzelner Gitterblock, dessen fiktives
Rahmentragwerk nur aus den Kanten des dargestellten Hexaeders besteht.
an einem einzigen Gitterblock erläutert werden. Angenommen, das fiktive Rahmentragwerk
bestehe aus den Kanten eines dreidimensionalen Blockes und deren Verschiebungen seien als
Lösung des Gleichungssystems bekannt (vgl. Abbildung 4.14), dann sind bei der Interpolati-
on der Lage eines beliebigen Gitterpunktes dieses Blockes folgende Szenarien denkbar:
1. Der zu interpolierende Punkt fällt mit einem der Hexaedereckpunkte (ei , i ∈ 1, . . . , 8)
oder einem Hexaederkantenpunkt (z. B. Si , i = 1, . . . , 12) zusammen. Somit kann sei-
ne Verschiebung aus dem Lösungsvektor des linearen Gleichungssystems direkt ent-
nommen werden.
2. Der Gitterpunkt liegt in einer der sechs Blockflächen4 (wie beispielsweise die Pi , i =
4Oder in einer Ebene, die durch zusätzlich in das Rahmentragwerk integrierte Elemente gebildet wird.
61
4. Dynamische Rechengitter
1, . . . , 6). Ein zweidimensionaler Interpolationsalgorithmus wird benötigt.
3. Der Gitterpunkt befindet sich in einer nicht unter 1. oder 2. fallenden Position und muss
somit dreidimensional interpoliert werden.
Das in der ursprünglichen Version implementierte algebraische Interpolationsverfahren für
die inneren Gitterpunkte ist robust und erlaubt große Deformationen der Struktur, ist auf der
anderen Seite aber auch sehr zeitintensiv. Dies liegt darin begründet, daß durch die nicht auto-
matisch gewährleistete Qualität des fiktiven Rahmentragwerks die geometrische Lage des zu
interpolierenden Gitterpunktes zu den benachbarten Balkenelementen stärker berücksichtigt
werden muß. Verwendung findet ein sowohl zwei- wie auch dreidimensional anwendbares
(bi- bzw. trilineares) Verfahren. Die algorithmisch aufwendig zu ermittelnden Interpolations-
koeffizienten berechnen sich aus Abständen entlang der Gitterlinien. Dabei wird sicherge-
stellt, daß Bereiche in der Nähe von fiktiven Balken auch nahezu parallel zu diesen verscho-
ben werden.
Durch die in den vorangegangenen Abschnitten erläuterten Verfahren zur Verbesserung der
Güte des fiktiven Rahmentragwerks reichen in den meisten Fällen wesentlich einfachere In-
terpolationsmethoden aus, die den Deformationsprozeß bei gleicher Robustheit wesentlich
beschleunigen. Basierend auf den dichteren Rahmentragwerken wurden die in Kapitel 3.1.2
erläuterten algebraischen Verfahren der transfiniten Interpolation in einer linearen und einer
von Eriksson modifizierten Variante [51, 52] zusätzlich in das Deformationsprogramm im-
plementiert. Dabei werden die Interpolationskoeffizienten in der TFI nicht mehr linear wie in
Gleichung (3.12) angesetzt. Die Randkurven in ξ und η-Richtung werden gemäß
v0(1) = 0 , v0(i) = v0(i− 1) +
√
(xi,0 − xi−1,0)2 + (yi,0 − yi−1,0)2
v1(1) = 0 , v1(i) = v1(i− 1) +
√
(xi,1 − xi−1,1)2 + (yi,1 − yi−1,1)2
r0(1) = 0 , r0(j) = r0(j − 1) +
√
(x0,j − x0,j−1)2 + (y0,j − y0,j−1)2
r1(1) = 0 , r1(j) = r1(j − 1) +
√
(x1,j − x1,j−1)2 + (y1,j − y1,j−1)2 (4.4)
parametrisiert, wobei die xi,j und yi,j die Koordinaten der Gitterpunkte auf der zu parametri-
sierenden Randkurve sind. Die Normalisierung erfolgt mit
Fk(i) =
vk(i)
vk(imax)
, Gk(j) =
rk(j)
rk(jmax)
, k = 0, 1 . (4.5)
Mit der Definition
Pi,j := 1− [(F1(i)− F0(i)) · (G1(j)−G0(j))] (4.6)
ergeben sich dann die Interpolationskoeffizienten zu:
ξi,j =
1
Pi,j
[F0(i) +G1(j) (F1(i)− F0(i))]
ηi,j =
1
Pi,i
[G0(j) + F1(i) (G1(j)−G0(j))] . (4.7)
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Diese Interpolationskoeffizienten sind in Gleichung (3.12) einzusetzen. Dabei werden die
neuen Koordinaten des zu interpolierenden Gitterpunktes auf Grundlage des Verschiebungs-
feldes der ihn umgebenden Balkenelemente bestimmt. Bei dem erweiterten Verfahren werden
im Gegensatz zu dem Ausgangsverfahren zusätzlich die Blockkanten- und Blockeckpunkte
automatisch zur Berechnung der Koeffizienten genutzt (vgl. Abbildung 4.14).
Abbildung 4.15.: Prinzipskizze zur Interpolationsreihenfolge: Vor der Interpolation aller räumlichen
Gitterpunkte werden zunächst die Verschiebungen der Punkte ermittelt, die in den
Blockseitenflächen oder einer aus Balkenelementen gebildeten inneren Gitterfläche
liegen (grau eingezeichnet).
Als weiteres Interpolationsverfahren wurde eine Idee von Potsdam und Guruswamy [106]
aufgegriffen und eine gerichtete Interpolation mit Hilfe sogenannter Blendfunktionen imple-
mentiert. Diese Blendfunktionen haben den großen Vorteil, die Gitterpunkte in der Nähe der
umströmten Oberfläche nahezu starr mitzubewegen. Diese Eigenschaft wirkt sich gerade an
diesen meist recht kritischen Stellen des Gitters positiv aus. Der Unterschied besteht darin,
daß normale transfinite Interpolationen mit Blendfunktionen arbeiten, die linear bezüglich
der Bogenlänge sind. Als Varianten wurden in dieser Arbeit exponentielle Blendfunktionen
zwecks Realisierung einer besseren Gitterqualität integriert.
Um neben der Bereitstellung weiterer Interpolationsmethoden, die einen Einfluß auf die Lauf-
zeit des gesamten Deformationsprogrammes haben, die Effizienz der Gitterdeformation wei-
ter zu steigern, wurde der Programmteil, der letztendlich das deformierte Gitter liefert, völlig
umstrukturiert. Alle neu implementierten Methoden benötigen zur Interpolation eines be-
liebigen Gitterpunktes mindestens Informationen in den Seitenflächen des ihn umgebenden
Balkenhexaeders (vergleiche Abbildung 4.14). Die diversen Varianten der transfiniten Inter-
polation machen darüberhinaus auch noch von den Verschiebungen in den Hexaederkanten
bzw. -ecken Gebrauch. Um zu gewährleisten, daß diese Informationen bei Bedarf bereits
vorliegen, werden zunächst alle zweidimensionalen Interpolationen in allen Gitterblöcken
durchgeführt. Dies umfaßt alle Seitenflächen der Blöcke, sowie Gitterflächen, die durch zu-
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sätzliche Balkenelemente innerhalb jedes einzelnen Blockes entstanden sind. Die beschrie-
bene Vorgehensweise ist in Abbildung 4.15 ddargestellt, in der für einen Gitterblock exem-
plarisch weitere Interpolationsebenen eingezeichnet wurden, die durch das Einfügen zusätz-
licher Balkenelemente generiert wurden. In die Interpolationen gehen als Koeffizienten nur
die Balkenverschiebungen ein, die als Lösung des linearen Gleichungssystems bereits gege-
ben sind. Besondere Sorgfalt muss dabei auf die Schnittflächen zwischen den verschiedenen
Gitterblöcken gelegt werden, damit zum einen alle dort zur Verfügung stehenden Interpolati-
onsinformationen ausgenutzt werden und andererseits die Gitter nach der Deformation nicht
auseinanderklaffen.
Sind auf diese Weise alle Gitterpunkte, deren Verschiebungen durch zweidimensionale In-
terpolationen ermittelt werden können, mit der Deformation des fiktiven Rahmentragwerks
mitbewegt worden, so liegen die für die dreidimensionalen Interpolationen benötigen Ver-
schiebungsinformationen vor und die restlichen, inneren Gitterpunkte, die in keiner aus Bal-
kenelementen gebildeten Fläche liegen, können durch Interpoliation bestimmt werden.
4.3. Anwendung des erweiterten Gitterdeformationsalgorithmus
Im Vordergrund der Entwicklung des Deformationsverfahrens stand neben der in Kapitel 4.2
beschriebenen Effizienzsteigerung und Erweiterung auch die einfache, nahezu automatische
Handhabung der neuen Methode. Da in dieser Arbeit die Anwendung des Deformationsal-
gorithmus ausschließlich auf blockstrukturierte Gitter vom FLOWer-Typ vorgesehen war, lag
es nahe, die Parameterübergabe konsistent zu dem von FLOWer praktizierten Vorgehen zu
gestalten. Dabei geschieht die Angabe der vom Benutzer zu spezifizierenden Parameter mit
Hilfe einer Steuerdatei. Über sogenannte Keywords oder Schlüsselworte wird das Verhalten
des Gitterdeformationsprogramms beeinflußt. Die vom Benutzer vorzugebenden Parameter
sind dabei im wesentlichen Daten für den Lösungsalgorithmus des linearen Gleichungssys-
tems, das verwendete Verfahren für die zwei- bzw. dreidimensionale Interpolation und Daten,
die das Material der fiktiven Balken beschreiben. Eine genaue Aufführung und Erklärung der
einzelnen zur Verfügung stehenden Steuerparameter wird in Anhang A gegeben.
Eine Kopplung des in dieser Arbeit weiterentwickelten Deformationsprogramms an den auch
von Braun und Reimer [28, 111] verwendeten Strömungslöser zeigt, daß der erweiterte Al-
gorithmus auch für aufwendige (instationäre) aeroelastische Untersuchungen sehr effizient
einsetzbar ist. Dabei ist zu bemerken, daß die Qualität der dort verwendeten Gitter auch nach
der Deformation nahezu erhalten bleibt und auf das eigentliche Gitterdeformationsmodul le-
diglich eine Zeitspanne von ca. 3% bis 5% der für eine aeroelastische Berechnung benötigten
Rechenzeit entfällt [111].
Während die Beschreibungen in Kapitel 4.2 die verbesserte Güte der fiktiven Rahmentrag-
werke zeigen und die gesteigerte Effizienz des Verfahrens erläutern, steht bei den folgenden
Beispielen die Frage des Erhalts der Gitterqualität auch bei großen Deformationen im Mit-
telpunkt. Die Gitter entstanden unter Anwendung des erweiterten Deformationsprogrammes
zum Teil ohne Kopplung an den Strömungslöser FLOWer. Das Beispiel in Abschnitt 4.3.3
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diente dagegen auch als Rechennetz für die Strömungsberechnung mit FLOWer.
4.3.1. Keil im Strömungskanal
Das erste Beispiel dient dem Vergleich mit Ergebnissen, die in den Arbeiten von Wick [165,
166, 168] vorgestellt werden. Abbildung 4.16 (a) zeigt die Konfiguration eines Kanals, in
dessen Strömung ein Verbrennungsprozeß stattfindet, der mit Hilfe eines keilförmigen Hin-
dernisses stabilisiert werden soll. Durch einen in der Strömung oszillierenden Keil kann eine
sich in dessen Nachlauf ausbildende Kármánsche Wirbelstraße beeinflußt werden. Das Gitter
Rotationsbewegung
desProfils
Strömungsrichtung
(a) Konfiguration für einen Strömungskanal mit keilförmigem Hindernis.
12
3
1
2
3
(b) Deformiertes Gitter mit Vergrößerung der kritischen Eckpunkte des Keilprofils.
Abbildung 4.16.: Konfiguration des Strömungskanals aus der Arbeit von Wick [168]. Ansicht des de-
formierten Gitters nach Rotation des Keils um 30o bezüglich seines Schwerpunkts.
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besteht aus sieben strukturierten Blöcken mit insgesamt 9500 Gitterpunkten. Die in das Rah-
mentragwerk aufgenommenen Gitterpunkte führen zu einem System mit 2920 Gleichungen.
Der implementierte GMRes Algorithmus ermittelt die genäherte Lösung innerhalb von 0.08s
(Linux PC, 1.8GHz). Die Interpolation der Gitterpunkte benötigt 0.2s. Abbildung 4.16 (b)
zeigt das Rechengitter, nachdem der Keil um 30o im Uhrzeigersinn um seinen Schwerpunkt
gedreht worden ist. Zusätzlich wurde der Bereich in der Nähe des Keils vergrößert dargestellt,
worin man gerade die gute Qualität des Gitters in der Nähe der Ecken des Keils erkennt. Ge-
rade diese Gebiete stellen bei derart großen Deformationen ein Problem für die anderen in
Kapitel 1 und in der Arbeit von Wick [168] beschriebenen Deformationsmethoden dar.
4.3.2. Aeroelastische Untersuchungen am ILB Flügel
Begleitend zu den im Rahmen des Teilprojektes B7/B9 des SFB 401 am Institut für Leichtbau
(ILB) der RWTH Aachen durchgeführten Experimenten, werden am Lehr- und Forschungs-
gebiet für Mechanik (LFM) numerische aeroelastische Untersuchungen für den dort verwen-
deten Rechteckflügel vorgenommen [123]. Dazu wurde der Strömungslöser FLOWer mit dem
in dieser Arbeit weiterentwickelten Gitterdeformationsprogramm gekoppelt [28,111]. Abbil-
dung 4.17 zeigt den unverformten und den durch aerodynamische Kräfte deformierten Flügel
im Bereich der Flügelspitze sowie eine Detailansicht des bei der Deformation aus dem Re-
chengitter extrahierten Rahmentragwerks. Das für die numerische Strömungssimulation zur
approximativen Lösung der Euler-Gleichungen verwendete Netz besteht aus 26 Blöcken und
ca. 857.000 Gitterpunkten.
Unverformter Flügel
Unverformter Flügel
Abbildung 4.17.: Gitter an der Flügelspitze für den unverformten und den verformten ILB-Flügel so-
wie Detailansicht des Rahmentragwerks.
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4.3.3. Technologiedemonstrator PHOENIX, 2D
Bei der numerischen Berechnung der Strömung um den Technologiedemonstrator PHOENIX
(siehe Kapitel 5.2) wurden für den Mittelschnitt in der Widerstandsebene zweidimensiona-
le Testrechnungen mit verschiedenen Anstellwinkeln und verschiedenen Rumpfklappenaus-
schlägen durchgeführt. Um gleichzeitig die Güte des Deformationsverfahrens zu überprüfen,
wurde der Anströmvektor nicht über die Eingabe der Randbedingun für den Strömungslöser
verändert, sondern der gesamte Raumgleiter im Rechengitter um seinen Schwerpunkt ge-
dreht, was tatsächlichen Flugmanövern direkt entspricht. Abbildung 4.18 zeigt das Rahmen-
tragwerk (ca. 3300 Elemente, die 9490 Gleichungen ergeben), das numerische Gitter sowie
einen vergrößerten Ausschnitt um die nach unten ausgeschlagene Rumpfklappe.
Abbildung 4.18.: Zweidimensionales Gitter für die Simulation der Strömung um den Technologie-
demonstrator PHOENIX. Der Gleiter wurde um 20o um seinen Schwerpunkt gedreht
und zusätzlich die Klappe am Rumpf um 40o nach unten ausgelenkt.
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4.3.4. Technologiedemonstrator PHOENIX, 3D
Numerische Strömungssimulationen, die die Konditionen von im Stoßwellenlabor (SWL)
der RWTH Aachen durchgeführten Experimenten nachbildeten, benötigten ein flexibles Git-
ter für das Halbmodell des Technologiedemonstrators PHOENIX. Die von Glößner unter
Hoch-Enthalpie Bedingungen ausgeführten Experimente [57, 58] entsprechen zwei Punkten
der HOPPER Wiedereintritts-Trajektorie [143]. Dies beinhaltet einerseits drei verschiedene
Anstellwinkel und andererseits zwei unterschiedliche Ausschläge der Rumpfklappe.
Das bei der numerischen Strömungssimulation zum Einsatz kommende Rechengitter ist aus-
führlich bereits in Kapitel 3.1.3 vorgestellt worden. Um nun auch die Klappenausschläge bei
den numerischen Untersuchungen zu verwirklichen, wurde mit Hilfe des beschriebenen De-
formationsalgorithmus aus dem vorhandenen Gitter ein Rahmentragwerk extrahiert, welches
in Abbildung 4.19 dargestellt ist. Der vergrößert herausgezeichnete Bildausschnitt zeigt das
Tragwerk im Gebiet der Flügelspitze bei der um 20o nach unten ausgeschlagenen Klappe.
Abbildung 4.19.: Dreidimensionales Rahmentragwerk für die Simulation der Strömung um den Tech-
nologiedemonstrator PHOENIX. Die Flügelklappe des Gleiters ist um 20o nach un-
ten ausgeschlagen.
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5.1. Die Hochauftriebskonfiguration des SFB 401
Eine komplexe, aerodynamisch anspruchsvolle Anwendung für das erweiterte und automati-
sierte Gitterdeformationsverfahren ist durch die im Sonderforschungsbereich 401 verwendete
Hochauftriebskonfiguration des SFB-Referenzprofils BAC 3-11/RES/30/21 gegeben. Sie ist
dem AGARD-Bericht AR-303 [100] entlehnt und wurde dort mit L1/T2 bezeichnet. Abbil-
dung 5.1 zeigt die aus Vorflügel (Slat), Hauptflügel und Klappe (Flap) bestehende dreiteilige
Anordnung zusammen mit den bei der numerischen Simulation variierten Parametern. In-
nerhalb des SFB 401 wurden erste Ergebnisse von numerischen Strömungsberechnungen für
eine bestimmte Konstellation der Parameter von Britten [29] bei der Erprobung des FLOWer-
Codes erzielt und den in dem angegebenen AGARD-Bericht aufgeführten experimentellen
Daten gegenübergestellt. Ebenfalls im Rahmen des Sonderforschungsbereiches wurden im
Institut für Luft- und Raumfahrt der RWTH Experimente an dieser Hochauftriebskonfigura-
tion durchgeführt. Um mit dem damals vorliegenden numerischen Verfahren eine Parame-
terstudie anzufertigen, die alle im Hochauftrieb auftretenden Relativpositionen der einzelnen
Flügelsegmente erfasst hätte, wäre die Generierung einer Serie von Gittern für alle verschie-
denen Stellungen des Vorflügels und der Klappen der Konfigurationen erforderlich gewesen.
Anströmung
Anstellwinkel
Vorflügel
Überhang
Vorflügel-
spalt
Klappenspalt
Vorflügel-
winkel Klappen-
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Klappen
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ds
Gs
Os Gf
Of
df
a
Abbildung 5.1.: L1/T2 Hochauftriebskonfiguration des BAC 3-11/RES/30/21 Profils des SFB 401.
Zusätzlich sind die Definitionen der in [6] variierten Parameter eingezeichnet.
Die in der Literatur bei der Berechnung der Umströmung von Hochauftriebskonfiguratio-
nen oftmals verwendeten unstrukturierten Gitter in Verbindung mit physikalisch adaptiven
Verfahren ermöglichen einerseits eine höhere Genauigkeit der Lösung. Sie erlauben jedoch
andererseits keine geometrische Adaption, so daß eine Veränderung der Profilgeometrie zur
Untersuchung des Einflusses auf die Strömung oder gar eine Profiloptimierung in enger Ver-
bindung mit der numerischen Strömungslösung ohne eine entsprechende Anpassung des Git-
ters nicht möglich ist. In [35] wird von Brodersen et. al die Kopplung des Gittergenerators
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MegaCads an den Strömungslöser FLOWer zwecks Änderung der Profilgeometrie vorgenom-
men. Dadurch, daß bei diesem Vorgehen allerdings lediglich die zu vernetzende Geometrie
ausgetauscht wird und der Gittergenerierungsprozeß als solcher nicht verändert wird, entste-
hen bei großen Bewegungen der einzelnen Bauteile qualitativ minderwertige Rechengitter.
Abhilfe schaffte das in Kapitel 4 vorgestellte, erweiterte Verfahren der fiktiven Rahmentrag-
werke zur Gitterdeformation, mit dessen Hilfe B. Renukumar et. al. [6] erfolgreich umfang-
reiche Parameterstudien für die drei-elementige L1/T2 Hochauftriebskonfiguration des SFB
401 durchführen konnte. Dabei wurden sechs wesentliche Parameter unabhänig voneinan-
der variiert: der Klappen- und Vorflügelspalt, der Klappen- und Vorflügel-Überhang und der
Klappen- und Vorflügelwinkel. Die Definition dieser Parameter ist Abbildung 5.1 zu entneh-
men. Die Spalt- und Überhang-Werte wurden mit der Profilsehnenlänge des Reiseflugprofils
normiert. Die für die Referenzkonfiguration nach [100] geltenden Größen, die die Lage von
Klappe und Vorflügel relativ zum Hauptflügel beschreiben, sind in Tabelle 5.1 aufgeführt.
Vorflügelspalt Gs 0.021 Klappenspalt Gf 0.028
Vorflügelüberhang Os −0.01 Klappenüberhang Of 0.0
Vorflügelwinkel δs 25o Klappenwinkel δf 20o
Tabelle 5.1.: Geometriedefinitionen der dreielementigen Hochauftriebskonfiguration des SFB 401.
Das für die numerischen Strömungsberechnungen mit dem Navier-Stokes-Löser QUAD-
FLOW verwendete Gitter besteht aus 8 Blöcken mit insgesamt 176960 Gitterpunkten. Das
Abbildung 5.2.: Rechengitter für die Strömungssimulation um die L1/T2 Hochauftriebskonfiguration
des SFB 401. Die Ansicht zeigt den Nahbereich um den Flügel sowie eine Detailan-
sicht des Spaltes zwischen dem Hauptflügel und der um 10o nach unten ausgeschla-
genen Flügelklappe.
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Abbildung 5.3.: Rechengitter für die Strömungssimulation um die L1/T2 Hochauftriebskonfiguration
des SFB 401. Die Ansicht zeigt den Nahbereich um den drei-elementigen Flügel so-
wie eine Detailansicht des Spaltes zwischen dem Hauptflügel und der um 20o nach
unten ausgeschlagenen Flügelklappe.
Abbildung 5.4.: Rechengitter für die Strömungssimulation um die L1/T2 Hochauftriebskonfiguration
des SFB 401. Die Ansicht zeigt den Nahbereich um den drei-elementigen Flügel so-
wie eine Detailansicht des Spaltes zwischen dem Hauptflügel und der um 30o nach
unten ausgeschlagenen Flügelklappe.
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Rechengebiet ersteckt sich jeweils 20 Profilsehnen stromauf und stromab des Hauptflügels.
Für die Deformationen des Gitters entsprechend der Variationen der sechs Geometriepara-
meter ergab sich ein Rahmentragwerk mit einem Gleichungssystem von 49375 Gleichungen.
Die Abbildungen 5.2 bis 5.5 zeigen jeweils zwei Ausschnitte des Rechengitters für ausge-
wählte Klappenausschläge von 10o bis 40o.
Wie bereits bei Abbildung 4.11 bemerkt, erhält man trotz lokaler Auslenkung (in diesem
Beispiel wurde nur die Flügelklappe bewegt, nicht aber der Vorflügel) eine Deformation des
gesamten Rahmentragwerks. In den Ausschnittsvergrößerungen der Abbildungen 5.2 bis 5.5
ist das Gitter für den Klappenspalt und das dortige Rahmentragwerk dargestellt, da in diesem
Fall die größten Verschiebungen der Gitterpunkte auftreten. Durch das dichte Balkengeflecht
in diesem Bereich (in den Abbildungen Rot eingezeichnet) konnte auch hier die ursprüngliche
Gittergüte nahezu erhalten werden. Erst bei einem Klappenausschlag von 40o stieß die Me-
thode an ihre Grenzen, wie in Abbildung 5.5 zu erkennen ist. Der langgestreckte Gitterblock
über der Flügelklappe wird einerseits sehr gedehnt und andererseits durch die mangelnde
Abstützung gegenüber der Klappe stark zusammengedrückt. Bei einer weiteren Erhöhung
des Klappenwinkels treten in diesem Bereich Überschneidungen von Gitterlinien und damit
negative Zellvolumina auf. Abhilfe schafft das Einfügen weiterer fiktiver Balken in diesen
Gitterblock.
Abbildung 5.5.: Rechengitter für die Strömungssimulation um die L1/T2 Hochauftriebskonfiguration
des SFB 401. Die Ansicht zeigt den Nahbereich um den drei-elementigen Flügel so-
wie eine Detailansicht des Spaltes zwischen dem Hauptflügel und der um 40o nach
unten ausgeschlagenen Flügelklappe.
In den Abbildungen 5.6 bis 5.11 sind Ergebnisse dargestellt, die mit dem Strömungslöser
QUADFLOW [24, 25, 26] unter Verwendung des von Spalart-Allmaras [136] eingeführten
Eingleichungs-Turbulenzmodelles ermittelt wurden. Die hier gezeigten Ergebnisse konzen-
trieren sich auf die Parametervariationen bzgl. der Flügelklappe. Eine detaillierte Analyse
72
5.1. Die Hochauftriebskonfiguration des SFB 401
aller numerischen Strömungsberechnungen zu den durchgeführten Parametervariationen fin-
det sich in [6]. An dieser Stelle soll im wesentlichen die Qualität der mit dem Deformati-
onsalgorithmus generierten Gitter demonstriert werden und lediglich auf einige ausgewählte
Ergebnisse, die die Variation des Klappenspaltes und des Klappenausschlages betreffen, ein-
gegangen werden. Dabei entsprechen die Einstellungen des Vorflügels der Referenzkonfigu-
ration (vgl. Tabelle 5.1).
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Abbildung 5.6.: Auftriebsbeiwert für M∞ = 0.197, Re = 3.52 · 106 und α = 12o als Funktion des
Klappenspalts Gf für verschiedene Klappenwinkel δf .
Abbildung 5.6 zeigt den Auftriebsbeiwert CA als Funktion des Klappenspalts Gf für vier
verschiedene Klappenstellungen δf = 15o, 20o, 25o und 30o. Die Anströmbedingungen sind
M∞ = 0.197, Re = 3.52 · 106 und α = 12o. Für jede der vier Klappeneinstellungen wur-
de ein lokales Maximum für den Auftriebsbeiwert CA gefunden. Für einen Anstellwinkel
von α = 12o, einen Klappenwinkel von δf = 20o und den gleichen Anströmbedingungen
ist in Abbildung 5.7 die Machzahlverteilung für vier verschiedene Klappenspaltwerte Gf
dargestellt. Bei größer werdendem Klappenspalt kann ein Anwachsen der Machzahl erkannt
werden. Die durch den Spalt beschleunigte Strömung sorgt einerseits für eine stärkere Saug-
spitze an der Klappenvorderkante, andererseits wird dadurch der Druck am hinteren Teil des
Hauptflügels reduziert. Dies ist Abbildung 5.8 zu entnehmen, in der der Druckbeiwert Cp
dargestellt ist, der definiert ist als Abweichung vom ungestörten Anströmdruck normalisiert
mit dem Staudruck q∞ = 12 ρ∞ u
2
∞:
Cp =
p− p∞
q∞
. (5.1)
Für δf = 20o beträgt der optimale Auftriebsbeiwert CAopt = 3.18. Er wird für einen Klap-
penspalt von Gf = 0.020 erreicht. Mit wachsendem Klappenwinkel δf tendiert die Größe des
Klappenspaltes zu kleineren Werten.
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Abbildung 5.7.: Machzahlverteilung in der Nähe der Flügelklappe bei M∞ = 0.197, Re = 3.52 · 106,
α = 12o und einem Klappenwinkel von δf = 20o für vier verschiedene Klappen-
spaltwerte Gf .
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Abbildung 5.8.: Druckbeiwert für alle drei Bauteile der L1/T2 Hochauftriebskonfiguration bei M∞ =
0.197, Re = 3.52 · 106, α = 12o und einem Klappenwinkel von δf = 20o für vier
verschiedene Klappenspaltwerte Gf .
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Abbildung 5.9 zeigt den Auftriebsbeiwert CA und die Gleitzahl CA/CW als Funktion des
Klappenausschlags δf für die Anstellwinkel α = 0.0o, 4.01o und 12.0o bei festem Klappen-
spalt Gf = 0.025 und Klappenüberhang Of = 0.0 bei einer Anströmung von M∞ = 0.197
und Re = 3.52 · 106. Mit wachsendem Klappenwinkel δf nimmt der Widerstand stärker zu
als der Auftrieb, so daß die Gleitzahl eher das lokale Maximum erreicht als der Auftrieb. Dies
ist gültig für alle untersuchten Anstellwinkel.
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(b) Gleitzahl als Funktion des Klappenausschlags.
Abbildung 5.9.: Auftriebsbeiwert und Gleitzahl als Funktion des Klappenausschlags δf bei Gf =
0.025 und Of = 0.0 für verschiedene Anstellwinkel (M∞ = 0.197, Re = 3.52 ·106).
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Abbildung 5.10.: Machzahlverteilung in der Nähe der Flügelklappe beiM∞ = 0.197,Re = 3.52·106,
α = 4.01o für vier verschiedene Klappenwinkel δf .
75
5. Ergebnisse
In Abbildung 5.10 ist die Machzahlverteilung im Nahbereich der Klappe für δf = 10o, 250,
34o und 40o dargestellt. Dabei betragen der Klappenspalt Gf = 0.025 und der Anstellwin-
kel α = 4.01o. Bei kleineren Klappenwinkeln bleibt die Ablösung der Strömung auf den
Bereich der Klappenhinterkante beschränkt. Bei größeren Klappenwinkeln wird die Ausdeh-
nung des Totwassergebietes in der Ausbuchtung des Hauptflügels reduziert. Die Änderungen
der Druckverteilung, die sich für die verschiedenen Klappenausschläge über der gesamten
Hochauftriebskonfiguration einstellen, sind in Abbildung 5.11 durch den Druckbeiwert dar-
gestellt.
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Abbildung 5.11.: Druckbeiwert der L1/T2 Hochauftriebskonfiguration für verschiedene Klappenstel-
lungen δf bei M∞ = 0.197, Re = 3.52 · 106 und α = 4.01o.
5.2. Der Technologieträger PHOENIX
Innerhalb des nationalen Forschungsprogramms ASTRA [17, 116, 128] wurde das Flugge-
rät PHOENIX als Modell für den Raumtransporter HOPPER konzipiert und entwickelt [59].
Dieser gilt als repräsentativ für mögliche zukünftige Projekte wiederverwendbarer Raum-
transporter [143, 144]. Das Modell besitzt eine Größe, die es auch als Demonstrator für die
Landefähigkeit auf einer Flugzeuglandebahn geeignet macht. Die Geometrie des Fluggerätes
inklusive der vorhandenen Steuerflächen sind in Abbildung 5.12 dargestellt. Die Abmessun-
gen sind in mm gegeben. Gut zu erkennen sind die für Raumfluggeräte typische geringe
Streckung und kleine Flügelfläche. Der im Querschnitt annähernd dreieckige Rumpf ermög-
licht eine gute Ausnutzung des Rumpfvolumens durch Treibstofftanks und die zu transpor-
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Abbildung 5.12.: Geometrie des Technologiedemonstrators PHOENIX.
tierende Nutzlast. Als Steuerflächen dienen sogenannte Inboard- und Outboardelevons, eine
Rumpfklappe, ein Seitenruder und Bremsklappen am hinteren Teil des Rumpfes.
Die zur Bildung der wichtigen aerodynamischen Beiwerte benötigten Bezugsgrößen für die
PHOENIX Konfiguration sind in Tabelle 5.2 aufgeführt. Diese sind zunächst die Rumpflänge
Lref , die Halbspannweite bref und die Bezugsflügelfläche Aref . Der aerodynamische Refe-
renzpunkt (Moment Reference Point, MRP, vgl. Abbildung 5.12) wird angegeben in Prozent
der Rumpflänge, von der Rumpfnase aus für xref und vom tiefsten Punkt des Rumpfes aus für
zref . Die beiden in der Tabelle auftretenden verschiedenen Schwerpunktlagen beziehen sich
auf experimentelle Daten, die von EADS Space Transportation zur Verfügung gestellt wurden
(68%Lref , vgl. Abschnitt 5.2.1), und auf Daten, die bei Experimenten im Stoßwellenlabor
(SWL) der RWTH Aachen ermittelt wurden (70%Lref , vgl. Abschnitt 5.2.2) [57, 58].
Rumpflänge Lref 6.0m
Halbspannweite bref 1.92m
Bezugsflügelfläche Aref 5.15m2
Lage des aerodyn. Referenzpunktes xref 0.68Lref bzw. 0.7Lref
Lage des aerodyn. Referenzpunktes yref 0
Lage des aerodyn. Referenzpunktes zref 0.0718Lref
Tabelle 5.2.: Bezugsgrößen der PHOENIX Konfiguration zur Bestimmung der aerodynamischen Bei-
werte.
Eine sehr präzise und verläßliche Vorhersage der Druckverteilungen und aerodynamischen
Beiwerte für Auftrieb, Widerstand oder Nick- und Giermomente, ist eine wichtige Forderung
an die numerische Strömungssimulation, da sie grundlegende Kennzahlen für die Auslegung
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und die Trajektorie des Flugkörpers sind. Aus diesem Grund werden zu ihrer Berechnung
Rechengitter sehr hoher Qualität und hochentwickelte numerische Rechenverfahren benötigt.
5.2.1. Berechnungen reibungsfreier Strömungen
Die Generierung eines für das physikalische Problem adäquaten Rechengitters ist ein we-
sentlicher Bestandteil des Lösungsprozesses und kann für komplexe Geometrien, wie die
PHOENIX-Konfiguration, nicht unabhängig von den numerischen Berechnungen geschehen.
Aus diesem Grund wird auf dem zuerst generierten Gitter eine vorläufige numerische Lö-
sung mit geringerer Genauigkeitsordnung und unter Vernachlässigung der Reibungsterme
(Euler-Gleichungen) berechnet. Anschliessend erfolgt eine Neuverteilung der Gitterpunkte
bzw. Erhöhung der Punkteanzahl in den Gebieten des Rechennetzes, in denen die bisher
nicht befriedigende Auflösung der dort vorherrschenden physikalischen Effekte dies erfor-
derlich macht. Da der Strömungslöser FLOWer kein physikalisch adaptives Verfahren ist,
muß diese Art der Gitterverfeinerung in einem sehr zeitaufwendigen Prozeß von Hand mit
Hilfe eines Gittergenerators erledigt werden [65, 71, 72, 74, 75].
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Abbildung 5.13.: Verteilung des Druckbeiwertes Cp als Konturplot und als Kurvendarstellung für die
Oberfläche von PHOENIX in der Widerstandsebene y = 0.
Daran anschliessend wurden dreidimensionale Strömungsberechnungen ohne Berücksichti-
gung von Reibungseffekten mit höherer (zweiter) räumlicher Genauigkeitsordnung für di-
verse Anström-Machzahlen und verschiedene Anstellwinkel durchgeführt. Einen Vergleich
zwischen zwei Ergebnissen für die Druckverteilung (Cp) in der Winderstandsebene, die mit
einem Upwind-Verfahren erster und einem Upwind-Verfahren zweiter Ordnung gewonnen
wurden, enthält Bild 5.13. Besonders auffällige Unterschiede sind bei der Kurvendarstellung
in der Nähe des Verdichtungsstoßes vor dem Seitenleitwerk und im Konturplot auf der Ober-
seite des PHOENIX in der Nähe des Bugstoßes zu beobachten [71, 72].
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Während der Berechnungen, bei denen die Reibungsterme keine Berücksichtigung fanden,
wurde zwischen einem Zwei-Ebenen W-Zyklus Multigridverfahren und einer Berechnung
auf nur einer Gitterebene hin- und hergeschaltet. Dies geschah zum einen, um langwellige
Oszillationen zu dämpfen, die aufgrund von unvorteilhaften Gitterabständen entstehen, und
zum anderen, um die Lösung für die Strömung im hinteren Heckbereich des Fluggerätes zu
stabilisieren. Für die Strömung in der Nähe der stumpfen Hinterkante des Flügels und des
Seitenleitwerks konnte im reibungsfreien Fall keine stationäre Lösung ermittelt werden. Da-
her zeigt das globale Dichteresiduum kein konvergentes Verhalten. Aus diesem Grund wurde
der Konvergenzverlauf des Auftriebs als Abbruchkriterium herangezogen. Zusätzlich wurden
ca. 3000 weitere Iterationen durchgeführt, nachdem der Auftriebsbeiwert bereits konvergiert
war, um sicherzustellen, daß auch alle anderen Strömungsgrößen im Lösungsgebiet – mit
Ausnahme des Nachlaufs – auskonvergiert sind.
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Abbildung 5.14.: Stromlinien und Machzahlverteilung in der Symmetrie-Ebene mit zusätzlichen
Stromlinien auf der Oberfläche des PHOENIX bei einer Anström-Machzahl M∞ =
2.21 und einem Anstellwinkel α = 10o.
Bild 5.14 stellt Stromlinien und Machzahlverteilung in der Symmetrie-Ebene für eine An-
ström-Machzahl M∞ = 2.21 und einen Anstellwinkel α = 10o dar. Die gezeigten Stromli-
nien simulieren ein Ölanstrichbild der PHOENIX-Oberfläche, wobei stromab nur diejenigen
Stromlinien über die Oberfläche hinaus fortgesetzt wurden, die innerhalb der Symmetrie-
Ebene y = 0 liegen. Aufgrund des Anstellwinkels α = 10o ist der Bugstoß oberhalb von
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PHOENIX schwächer als im unteren, angeströmten Bereich. Nach dem Bugstoß beschleu-
nigt die Strömung auf der Oberseite von PHOENIX wieder, bis sie auf die Kopfwelle trifft,
die sich vor dem Seitenruder einstellt. An der Seitenleitwerksspitze expandiert und beschleu-
nigt die Strömung über dem Seitenruder. Die Strömung entlang der Unterseite von PHOENIX
wird durch eine starke Expansion an der Hinterkante des Fluggeräts abgeschlossen.
Abbildung 5.15.: Isolinienverteilung des Druckbeiwertes Cp auf der Oberfläche von PHOENIX für
M∞ = 2.21 und einen Anstellwinkel α = 10o.
Die aerodynamischen Beiwerte und ihre Derivativa für die erwarteten bzw. angestrebten Flug-
bedingungen stellen ein wichtiges Auslegungskriterium für das Profil und die Trajektorie
eines Fluggerätes wie den PHOENIX dar [63, 86]. Bei Annahme reibungsfreier Strömung
können dabei nur die angreifenden Druckkräfte berücksichtigt werden. In diesem Zusammen-
hang zeigt Abbildung 5.15 die Isolinienverteilung des Druckbeiwertes auf der Oberfläche des
Transporters. Im hier beschriebenen reibungsfreien Fall sind die Vektoren des Kraftbeiwerts
Cfp und des Nickmomentenbeiwerts Cm ausschließlich Funktionen der Oberflächenintegrale
über den statischen Druck bzw. über das Druckmoment bezogen auf einen passenden Refe-
renzpunkt:
Cfp =
∮
A
p dA
1
2
ρ∞ u2∞ · Aref
, Cm =
∮
A
(r− rref )× p dA
1
2
ρ∞u2∞ · Aref Lref
, (5.2)
mit dem Momentenbezugspunkt rref = (xref , yref , zref ) = (0.68Lref , 0, 0.0718Lref ). Die
darin auftretenden Referenzgrößen sind die als aerodynamische Referenzlänge definierte
Strecke von der Nase des PHOENIX bis zur Hinterkante der Flügelklappe (Lref ) und die
Referenzfläche der Halbkonfiguration (Aref ) (vgl. Tabelle 5.2). Der Auftriebsbeiwert ist die
Projektion des Kraftbeiwerts normal zur ungestörten Anströmung, wohingegen der Wider-
standsbeiwert eine Projektion in Anströmrichtung ist. Da die numerische Strömungsberech-
nung lediglich für die Halbkonfiguration des PHOENIX durchgeführt wird, sind das Giermo-
ment und die Seitenkräfte identisch null. Der Auftriebs- sowie der Widerstandsbeiwert sind
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Abbildung 5.16.: Auftriebs- und Widerstandsbeiwert für verschiedene Anström-Machzahlen über
einen sehr großen Anstellwinkelbereich im Vergleich mit von EADS zur Verfügung
gestellten, experimentell gewonnenen Daten. Berechnungen ohne Berücksichtigung
der Reibung.
in Abbildung 5.16 dargestellt und mit von EADS zur Verfügung gestellten, experimentell
gewonnenen Daten verglichen. Der Auftriebsbeiwert hängt im untersuchten Bereich nahezu
linear vom Anstellwinkel ab. Dabei ist ein Auftriebsgradient ∂CA/∂α ≈ 1.432 festzustellen.
Es wird deutlich, daß bei moderaten, bei einer Landung realisierbaren Anstellwinkeln kei-
ne großen Auftriebsbeiwerte erreicht werden. Da der Demonstrator bei einem Anstellwinkel
von α ≈ 12o landen soll, werden sehr hohe Landegeschwindigkeiten benötigt [59, 86, 143].
Abbildung 5.16 zeigt außerdem einen parabelförmigen Verlauf für den Widerstandsbeiwert
CW als Funktion des Anstellwinkels. Dabei tritt der minimale Wert bei einem Anstellwinkel
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Abbildung 5.17.: Verhältnis von Auftriebs- zu Wiederstandsbeiwert (Gleitzahl) für verschiedene
Anström-Machzahlen und einen Anstellwinkelbereich von 0o bis 25o und Polare für
den Technologiedemonstrator. Berechnungen ohne Berücksichtigung der Reibung.
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α = 0o auf. Wie Abbildung 5.17, die einen Vergleich der berechneten Gleitzahl mit den von
EADS bereitgestellten Werten beinhaltet, zeigt, ergibt sich die maximale Gleitzahl von 2.2
bei einem Anstellwinkel von ca. 12o. Für die meisten anderen Anstellwinkel findet man noch
geringere Werte von CA/CW , so daß der größte Teil des PHOENIX Landeanfluges bei sehr
großen negativen Bahnwinkeln erfolgt [59, 86].
Die Abbildung 5.18 stellt abschließend den Momentenbeiwert für die Anström-Machzahlen
M∞ = 1.80 und M∞ = 2.21 innerhalb des gleichen Anstellwinkelbereichs für die im einfüh-
renden Abschnitt dieses Testfalls vorgestellten zwei Schwerpunktslagen von 68% und 70%
der Referenzlänge dar. Sowohl der Nickmomentenbeiwert Cm als auch seine Ableitung nach
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Abbildung 5.18.: Nickmomentenbeiwert für verschiedene Anström-Machzahlen und Schwerpunkts-
lagen aufgetragen über einem Anstellwinkelbereich von 0o bis 25o und über den
Auftriebsbeiwert. Berechnungen ohne Berücksichtigung der Reibung.
dem Anstellwinkel α, ∂Cm/∂α (Anstellderivativum) bzw. ∂Cm/∂CA stellen wichtige Koef-
fizienten für die Flugstabilität der Konfiguration dar. Kleine Änderungen des Anstellwinkels
müssen, damit statische Längsstabilität vorliegt, ein rückstellendes Nickmoment erzeugen.
Dies entspricht negativen Werten des Anstellderivativums. Für die kleinere der beiden un-
tersuchten Machzahlen ergibt sich ein stabiles Flugverhalten erst für große Anstellwinkel,
wohingegen das Anstellderivativum für M∞ = 2.21 und eine Schwerpunktlage bei 70%Lref
durchgängig negativ ist, was einer statischen Längsstabilität entspricht. Untersuchungen an
ähnlichen Fluggeräten (z.B. Space Shuttle) zeigen ebenfalls dieses in Abhängigkeit des An-
stellwinkels stark variierende Verhalten der Längsstabilität.
5.2.2. Strömungsberechnungen mit Berücksichtigung der Viskosität
Die realistische Beschreibung der Strömung erfordert die Berücksichtigung von Reibung und
Wärmeleitung, somit also die Lösung der Navier-Stokes Gleichungen. Zu deren approxima-
tiver Lösung wurden zusätzliche Gitterlinien in das dreidimensionale Rechengitter, welches
zur Lösung der Eulergleichungen verwendet wurde, eingefügt, um insbesondere die Grenz-
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schichten auflösen zu können. Das betroffene Gitter und die sich daraus ergebenden Re-
striktionen für die numerische Strömungssimulation sind bereits in Kapitel 3.1.3 ausführlich
beschrieben worden.
An dieser Stelle werden Ergebnisse zwei- und dreidimensionaler Strömungsberechnungen
präsentiert. Dazu gehören insbesondere die Berechnungsergebnisse bei ausgeschlagenen Flü-
gel- und Rumpfklappen des PHOENIX, die auf Gittern erzielt worden sind, die mit dem
erweiterten Gitterdeformationsalgorithmus durch Verformung des Ausgangsgitters erzeugt
wurden.
5.2.2.1. Zweidimensionale Strömungen mit Berücksichtigung der Viskosität
Eine Validierung des Gitterdeformationsalgorithmus fand unter anderem mit Hilfe von zwei-
dimensionalen Strömungsberechnungen um eine ebene Konfiguration entsprechend der Mit-
telebene y = 0 des PHOENIX statt. Dazu wurde zunächst ein ebenes, blockstrukturiertes
Rechengitter mit ca. 46000 Gitterpunkten generiert, das aus 5 Blöcken besteht und in Abbil-
dung 5.19 dargestellt ist.
Abbildung 5.19.: Rechengitter für die zweidimensionale Navier-Stokes-Strömungsberechnung um
den Mittelschnitt y = 0 der PHOENIX Konfiguration.
Bei den nachfolgenden Strömungsberechnungen wurde zunächst der Anstellwinkel über die
Strömungsrandbedingungen vorgegeben. Dabei wurden die Strömungsparameter so gewählt,
daß sie den im Stoßwellenlabor der RWTH Aachen durchgeführten Experimenten an der
PHOENIX Konfiguration entsprechen. Das Ergebnis einer Rechnung für eine Anström-Mach-
zahl M∞ = 6.9, eine Reynoldszahl Re = 1.3 · 106 und einen Anstellwinkel α = 20o bei
T∞ = 828K ist in Abbildung 5.20 zu sehen. Dargestellt ist der Druckbeiwert Cp sowohl
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Abbildung 5.20.: Verteilung des Druckbeiwertes Cp als Konturplot für das deformierte Rechengitter
sowie Vergleich der auf der Kontur berechneten Druckbeiwerte auf deformiertem
sowie undeformiertem Gitter (M∞ = 6.9, Re∞ = 1.3 · 106, T∞ = 828K und
α = 20o).
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Abbildung 5.21.: Verteilung des Druckbeiwertes Cp als Konturplot für das deformierte Rechengitter
sowie Vergleich der auf der Kontur berechneten Druckbeiwerte auf deformiertem
sowie undeformiertem Gitter (M∞ = 6.9, Re = 1.3 · 106, T∞ = 828K und α =
20o). Der Klappenwinkel der nach unten ausgeschlagenen Klappe beträgt δF = 20o.
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als Kontur- als auch als Linienplot. Deutlich zu erkennen ist der starke Bugstoß vor dem
Fluggerät und die Expansion unten am hinteren Ende des Rumpfes, die gleichbedeutend mit
einer deutlichen Abnahme des Druckbeiwertes ist. Anschließend wurde das erweiterte Git-
terdeformationsverfahren aus Kapitel 4 eingesetzt, um die Kontur des PHOENIX innerhalb
des Gitters (bei festgehaltenem Außenrand und körperfest bewegten Gitterpunkten auf der
PHOENIX-Oberfläche) um 20o gegen die Anströmung zu drehen (siehe Kapitel 4.3.3, Abbil-
dung 4.18). Bei den folgenden Strömungsberechnungen wurde dann die Anströmung parallel
zur x-Achse beibehalten und auf dem deformierten Gitter gerechnet. Abbildung 5.20 zeigt
den Konturplot des Druckbeiwertes, ermittelt auf dem deformierten Gitter. Zusätzlich ist der
auf dem undeformierten Gitter für die gleiche Anstellung 20o entlang der Flugkörperkontur
ermittelte Druckbeiwert (durchgezogene Linie) im Vergleich zu dem auf dem deformierten
Gitter berechneten Cp-Verlauf (Vierecksymbole) dargestellt.
Trotz der großen Auslenkung der PHOENIX-Kontur liefert das deformierte Gitter eine prak-
tisch identische Lösung mit einem Auftriebsbeiwert von CA = 0.384. Die Abbildungen 5.21
und 5.22 zeigen weitere Vergleichsrechnungen, bei denen zusätzlich zur Rotation der um-
strömten Oberfläche auch die Rumpfklappe mit Hilfe der Gitterdeformationsroutinen um
δF = 20
o bzw. δF = 40o ausgeschlagen wurde. Auch hier liegen die Kurven der unter-
schiedlichen Simulationen nahezu deckungsgleich aufeinander. Die Abweichung der auf den
unterschiedlichen Rechengittern bestimmten Auftriebs- und Druckbeiwerte lag unter 0.5%.
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Abbildung 5.22.: Verteilung des Druckbeiwertes Cp als Konturplot für das deformierte Rechengitter
sowie Vergleich der auf der Kontur berechneten Druckbeiwerte auf deformiertem
sowie undeformiertem Gitter (M∞ = 6.9, Re = 1.3 · 106, T∞ = 828K und α =
20o). Der Klappenwinkel der nach unten ausgeschlagenen Klappe beträgt δF = 40o.
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5.2.2.2. Dreidimensionale Strömungen mit Berücksichtigung der Viskosität
Die in diesem Kapitel vorgestellten numerischen Ergebnisse entstammen Simulationen mit
Lösung der Navier-Stokes Gleichungen unter Hoch-Enthalpie Bedingungen für verschiedene
Machzahlen, Anstellwinkel und Klappenausschläge des Fluggerätes. Ziel der hier beschriebe-
nen Untersuchungen ist die Bestimmung der aerodynamischen Koeffizienten für die PHOE-
NIX Konfiguration und gleichzeitige Validierung des numerischen Verfahrens anhand von
zur Verfügung stehenden experimentellen Daten.
Bed. p0 h0 p∞ T∞ u∞ M∞ Re∞
[MPa]
h
MJ
kg
i
[kPa] [K]
h
m
s
i
[−]
»
10
6
m
–
D-III 26,3 9,0 3,0 828 3950 6,9 1,3
Tabelle 5.3.: D-III Bedingungen des TH2-D Stoßwellenkanals im SWL der RWTH Aachen.
Die Experimente, die im Stoßwellenkanal TH2-D des SWL der RWTH Aachen unter den in
Tabelle 5.3 angegebenen D-III Bedingungen durchgeführt wurden, erlauben die zuverlässige
Messung der auf das Windkanalmodell wirkenden aerodynamischen Kräfte trotz eines sehr
geringen Zeitfensters von nur ca. 3.4ms [56, 57, 58]. Innerhalb der Testkampagnen wurden
Anstellwinkel α = 20.00, 27.50 und 35.00 und jeweils drei verschiedene Ausschläge δF = 00
(Clean Configuration), 200 und 400 der Rumpfklappe realisiert. Während der Experimente
wurden diese Rumpfklappeneinstellungen durch einen unter das Modell montierten Keil mit
entsprechendem Öffnungswinkel simuliert. Insofern entspricht die Heckgeometrie nicht ganz
der Geometrie des Flugdemonstrators. Die sich aus den Parametervariationen von Anstell-
und Klappenwinkel ergebenden Strömungskonfigurationen beziehen sich auf ausgezeichnete
Punkte in der Wiedereintrittstrajektorie des HOPPER/PHOENIX Fluggeräts [143].
Numerische Untersuchung der PHOENIX Clean Configuration
Bei den in diesem Abschnitt vorgestellten dreidimensionalen numerischen Untersuchungen
unter Berücksichtigung der Viskosität wurden die aus den Experimenten bekannten Anström-
daten als Randbedingungen vorgegeben. Dies sind die Reynoldszahl Re∞ = 1.3 · 106, die
Temperatur T∞ = 828K und die Anström-Machzahl M∞ = 6.9, bei verschiedenen Anstell-
winkeln α.
Ähnlich wie bei den in Kapitel 5.2.1 beschriebenen numerischen Simulationen, bei denen
Viskosität keine Berücksichtigung fand, wurden die hier vorgestellten Rechnungen unter Ver-
wendung einer Zwei-Ebenen W-Zyklus Multigrid Technik durchgeführt. Dabei wurde wie-
derum das Konvergenzverhalten des Auftriebsbeiwertes als Abbruchkriterium benutzt. Die
ersten Validierungsrechnungen bezogen sich auf die an der Clean Configuration durchgeführ-
ten Experimente. Die Abbildungen 5.23 (a) bis 5.25 (a) zeigen Farbschlieren-Aufnahmen, die
jeweils zu Beginn der Meßzeit eines jeden Experiments mit Hilfe eines richtungskodierten
Farbschlierenverfahrens im Stoßkanal aufgenommen wurden. Sie zeigen Dichtegradienten in
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(a) Farbschlieren-Aufnahme der Clean Configuration
bei α = 20o Anstellwinkel.
(b) Numerische Berechnung; Dichtegradienten im
Strömungsfeld.
Abbildung 5.23.: Farbschlieren-Aufnahme der Clean Configuration mit den experimentellen An-
strömdaten: M∞ = 6.9, α = 20o, T∞ = 828 K, Re∞ = 1.3 · 106 im Vergleich
zu unter den gleichen Randbedingungen ermittelten numerischen Ergebnissen. Be-
rechnungen unter Berücksichtigung der Reibung.
(a) Farbschlieren-Aufnahme der Clean Configuration
bei α = 27.5o Anstellwinkel.
(b) Numerische Berechnung; Dichtegradienten im
Strömungsfeld.
Abbildung 5.24.: Farbschlieren-Aufnahme der Clean Configuration mit den experimentellen An-
strömdaten: M∞ = 6.9, α = 27.5o, T∞ = 828 K, Re∞ = 1.3 · 106 im Vergleich zu
unter den gleichen Randbedingungen ermittelten numerisch Ergebnissen. Berech-
nungen unter Berücksichtigung der Reibung.
alle Richtungen, wobei jeder Richtung dabei einer Farbnuance entspricht. Als Schlieren-
kante wurde eine kreisförmige Blende verwendet [87, 88]. Zusätzlich zum Experimentalkör-
per ist in der linken unteren Ecke der Bilder die Stabwaage zu erkennen, die am Heck des
PHOENIX montiert wurde. Die Farbschlieren-Aufnahmen der Strömung sind im Vergleich
zu den in den Abbildungen 5.23 (b) bis 5.25 (b) dargestellten numerisch ermittelten Dich-
tegradienten im Strömungsfeld zu sehen. Da bei der numerischen Simulation das strömende
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(a) Farbschlieren-Aufnahme der Clean Configuration
bei α = 35o Anstellwinkel.
(b) Numerische Berechnung; Dichtegradienten im
Strömungsfeld.
Abbildung 5.25.: Farbschlieren-Aufnahme der Clean Configuration mit den experimentellen An-
strömdaten: M∞ = 6.9, α = 35o, T∞ = 828 K, Re∞ = 1.3 · 106 im Vergleich
zu unter den gleichen Bedingungen ermittelten numerischen Ergebnissen. Berech-
nungen unter Berücksichtigung der Reibung.
Medium als perfektes Gas angenommen wurden, während es bei den Experimenten durch
Verwendung des mit einem Knallgasgemisch operierenden detonationsgetriebenen Stoßwel-
lenkanals zu Realgaseffekten innerhalb des Testgases kommen kann, lassen sich die Stoß-
cp
1.65
1.32
0.99
0.66
0.33
0.00
M
∞
= 6.90
α = 27.5o
x
C p
12345678
0.0
0.5
1.0
1.5
2.0
Abbildung 5.26.: Verteilung des Druckbeiwertes Cp sowohl als Konturplot als auch als Kurvendar-
stellung für die Oberfläche von PHOENIX in der Symmetrie-Ebene; Navier-Stokes-
Lösung.
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Abbildung 5.27.: Machzahlverteilung in der Symmetrie-Ebene für die PHOENIX Clean Configuration
bei M∞ = 6.9, α = 27.5o, T∞ = 828 K und Re∞ = 1.3 · 106; Navier-Stokes-
Lösung.
8000
7000
6000
5000
4000
3000
2000
1000
M
∞
= 6.9
α = 27,5o
T [K]
Abbildung 5.28.: Temperaturverteilung in der Symmetrie-Ebene für die PHOENIX Clean Configura-
tion bei M∞ = 6.9, α = 27.5o, T∞ = 828 K und Re∞ = 1.3 · 106; Navier-Stokes-
Lösung.
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geometrien von Versuch und Numerik nur qualitativ miteinander vergleichen. Deutlich zu
erkennen sind sowohl in den Farbschlieren-Aufnahmen als auch in den Bildern, die die nu-
merischen Berechnung zeigen, der Bugstoß, dessen Stärke mit zunehmendem Anstellwinkel
auf der PHOENIX Oberseite abnimmt, und der Stoß an der Flügelvorderkante. In den Abbil-
dungen, die die numerischen Ergebnisse zeigen, wurde zusätzlich zu den Dichtegradienten in
der Symmetrie-Ebene bei einer Spannweite von ca. η = 1% vom Rumpf des Fluggeräts aus
eine weitere, parallele Schnittebene semi-transparent eingezeichnet. Dies ist zur Visualisie-
rung des Stoßes an der Flügelvorderkante notwendig. Die numerisch ermittelten Ergebnisse
und die experimentellen Daten zeigen für alle Anstellwinkel eine gute Übereinstimmung.
Abbildung 5.29.: Machzahlverteilung in der Symmetrie-Ebene und in einem dazu senkrechten Schnitt
in der Nähe der Nase des PHOENIX bei M∞ = 6.9, α = 27.5o, T∞ = 828 K und
Re∞ = 1.3 · 106; Navier-Stokes-Lösung.
Abbildung 5.26 zeigt die Verteilung des Druckbeiwertes Cp in der Symmetrie-Ebene als Kon-
turdarstellung im Feld und als Liniendarstellung auf dem Körper für die Anström-Machzahl
M∞ = 6.9, den Anstellwinkel α = 27.5o bei T∞ = 828K und Re∞ = 1.3 · 106. Stromab der
Nase fällt der Druck stark ab. Das sich auf der PHOENIX Oberseite ausbildende Druckpla-
teau endet unmittelbar stromauf des Seitenleitwerks, welches eine Druckerhöhung bewirkt.
Dieser Anstieg wird mit einer Expansion (kleiner Drucksprung) am Ende der Vorderkante
des Seitenleitwerks abgeschlossen.
Die Abbildungen 5.27 bis 5.31 sollen das Strömungsfeld um die Raumgleiterkonfiguration
verdeutlichen. In den Abbildungen 5.27 und 5.28 sind die Machzahl- und die Temperatur-
verteilung in der Symmetrie-Ebene bei gleichen Strömungsbedingungen dargestellt. Die An-
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strömung erfolgt von rechts, wo die in das Strömungsgebiet hineinkommenden Stromlinien
horizontal verlaufen. Aufgrund des hohen Anstellwinkels kann ein starker Bugstoß an der
Unterseite des Körpers und eine starke Expansion an der Hinterkante im Klappenbereich des
Fluggerätes ausgemacht werden. Der Staupunkt liegt auf der Unterseite der Nase, was zu ei-
ner starken Expansion der Strömung in Richtung der PHOENIX Oberseite führt (vgl. Abbil-
dung 5.29). Die Verdichtung hinter dem Bugstoß ist damit auf ein kleines Gebiet beschränkt
und die Strömung beschleunigt wieder, bis sie auf den Stoß vor dem Seitenleitwerk trifft,
welches aufgrund des großen Anstellwinkels vollständig im Windschatten des Rumpfes liegt.
Auf der Unterseite werden dort, wo die Expansion der Oberflächen-Unterseite auf das sub-
sonische Gebiet hinter dem PHOENIX trifft, ein Stoß und, weiter stromab, eine Scherschicht
generiert. Dies ist Abbildung 5.27 zu entnehmen. Der hohe Anstellwinkel führt zu einem
Nachlaufgebiet mit hohen Temperaturen hinter dem Fluggerät, was in Abbildung 5.28 zu er-
kennen ist. Durch die Annahme von idealem Gasverhalten steigt die numerisch berechnete
Temperatur im Staupunktbereich an der Nase des PHOENIX auf ca. 8000K an. Bei Model-
lierung der insbesondere in diesem Bereich stattfindenden Realgaseffekte im numerischen
Verfahren, gehen die dort berechneten Temperaturen um mehr als die Hälfte zurück [65].
Abbildung 5.30.: Dichte- und Temperaturverteilung in der Symmetrie- und einer weiteren, dazu senk-
rechten, Ebene für die PHOENIX Clean Configuration bei M∞ = 6.9, α = 27.5o,
T∞ = 828 K und Re∞ = 1.3 · 106; Navier-Stokes-Lösung.
Abbildung 5.30 zeigt die Dichte- und Temperaturverteilung sowohl in der Symmetrie- als
auch in einer dazu senkrechten Ebene mit z = konst. = 1.0. Entlang der Flügelvorderkante
entstehen durch die Interaktionen von Bug- und Flügelvorderkantenstoß große Dichtegradi-
enten, deren größten Werte dabei im mittleren Drittel des Flügels auftreten. Abbildung 5.31
zeigt den Druckbeiwert auf der PHOENIX Oberfläche. Gut zu erkennen ist der Staupunkt
auf der Unterseite der Nase des Fluggerätes sowie eine Druckerhöhung an der Vorderkan-
te der Tragflächen. Zusätzlich ist der Druckbeiwert im dreidimensionalen Strömungsfeld im
Bereich der Nase des PHOENIX dargestellt. Dabei zeigen liegen die roten Isolinien in der
Symmetrie-Ebene, wohingegen die in schwarz gezeichneten Isobaren in einer dazu senk-
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rechten Ebene liegen. Dieses Bild verdeutlicht die Expansion in Richtung der PHOENIX
Oberseite, bedingt durch den hohen Anstellwinkel α = 27.5o.
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Abbildung 5.31.: Druckbeiwert auf der Oberfläche der PHOENIX Clean Configuration und im Strö-
mungsfeld im Bereich der PHOENIX Nase bei M∞ = 6.9, α = 27.5o, T∞ = 828 K
und Re∞ = 1.3 · 106; Navier-Stokes-Lösung.
Aerodynamische Koeffizienten für die Clean Configuration
Ein gemeinsames Ziel der im Stoßwellenkanal durchgeführten Experimente und der numeri-
schen Strömungssimulationen war die Bestimmung der aerodynamischen Koeffizienten der
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Abbildung 5.32.: Auftriebs- und Widerstandsbeiwert für M∞ = 6.9, α = 20o, T∞ = 828 K, und
Re∞ = 1.3 · 106 aufgetragen über den Anstellwinkel im Vergleich mit von EADS
zur Verfügung gestellten und den im SWL experimentell gewonnenen Daten.
PHOENIX Konfiguration für hypersonische Fluggeschwindigkeiten. Die Abbildungen 5.32
und 5.33 zeigen einen Vergleich der verschiedenen Koeffizienten (CA und CW sowie Gleit-
zahl und Polare) zwischen den mit dem FLOWer Code ermittelten Größen, den experimen-
tell gewonnenen Werten sowie Daten, die von EADS bereitgestellt wurden. Während die
CA-Werte von Experiment und Numerik sehr gut übereinstimmen, liegt der numerisch er-
mittelte Widerstandsbeiwert für alle Anstellwinkel oberhalb der experimentellen Daten. Eine
Ursache für die Abweichung ist die Annahme perfekten Gasverhaltens, die zu Fehlern in der
Grenzschichtreibung führt. Eine weitere mögliche Erklärung ist die bei der Betrachtung der
Farbschlieren-Aufnahmen bereits erwähnte Waage hinter dem Modell des PHOENIX, die das
PHOENIX Gleitzahl
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Abbildung 5.33.: Verhältnis von Auftriebs- zu Wiederstandsbeiwert für M∞ = 6.9, α = 20o, T∞ =
828 K, und Re∞ = 1.3 · 106 aufgetragen über einen Anstellwinkelbereich von 15o
bis 40o sowie Polare des Technologiedemonstrators.
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Hecktotwasser verändert und so zu einer Verminderung des Widerstandes am Heck des um-
strömten Körpers beitragen kann. Außerdem wurde der in den numerischen Berechnungen
berücksichtigte Spalt zwischen Flügel und Rumpf beim Windkanalmodell nicht realisiert. Die
für die Machzahl M∞ = 6.0 eingetragenen, von EADS zur Verfügung gestellten, numerisch
ermittelten Werte sind nur bedingt aussagekräftig. Sie sind für alle Anstellwinkel geringer, da
sie für eine geringere Machzahl unter Vernachlässigung der Reibungskräfte berechnet wur-
den. Die Abweichungen der Gleitzahl in den Grafiken der Abbildung 5.33 sind mit dem im
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Abbildung 5.34.: Nickmomentenbeiwert für M∞ = 6.9, α = 20o, T∞ = 828 K, und Re∞ = 1.3 ·106
für einen Anstellwinkelbereich von 15o bis 40o.
Vergleich zum Experiment zu hohen mit FLOWer berechneten Widerstandsbeiwert zu erklä-
ren.
Wie Abbildung 5.34 zu entnehmen ist, sagen die numerischen Daten von EADS eine statische
Längsstabilität der PHOENIX Clean Configuration für eine Schwerpunktslage bei 68%Lref
erst ab einem Auftriebsbeiwert von CA ≥ 0, 45 voraus. In diesem Bereich wechselt das De-
rivativum ∂Cm/∂CA sein Vorzeichen und wird negativ. CA ≥ 0, 45 ist gleichbedeutend mit
einem ungefähren Anstellwinkel α knapp über 290 (siehe Abbildung 5.32). Dies ist sowohl in
den Experimenten als auch in den mit dem FLOWer Code ermittelten Daten gefunden wor-
den, auch wenn der Betrag des Nickmomentes in der numerischen Simulation mit FLOWer
stets geringer als in den im SWL durchgeführten Versuchen ausfällt.
Numerische Untersuchung der PHOENIX Konfiguration mit Klappenausschlag
In den Experimenten im SWL wurde der Einfluß des Ausschlags der Rumpfklappe auf die
Umströmung der PHOENIX Konfiguration untersucht. In Abbildung 5.12 ist diese Klappe
am Heck des PHOENIX, direkt untrhalb des Rumpfes zu erkennen. Zur Realisierung des in
den Experimenten untersuchten Ausschlags dieser Klappe wurde bei der numerischen Strö-
mungssimulation (mit Berücksichtigung der Reibung, dreidimensional) der in Kapitel 4.2
vorgestellte erweiterte Gitterdeformationsalgorithmus eingesetzt. Das sich dabei ergebende
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Bugstoß
Flügelvorder-
kantenstoß
Klappenstoß
(a) Farbschlieren-Aufnahme des PHOENIX bei einem
Anstellwinkel α = 20o und einem Rumpfklappenaus-
schlag δF = 20o.
(b) Numerische Berechnung; Dichtegradienten im
Strömungsfeld; Navier-Stokes-Lösung.
Abbildung 5.35.: Farbschlieren-Aufnahme der PHOENIX Konfiguration mit den experimentellen An-
strömdaten: M∞ = 6.9, α = 20o, T∞ = 828 K, Re∞ = 1.3 · 106 und δF = 20o im
Vergleich zu numerisch unter den gleichen Randbedingungen ermittelten Ergebnis-
sen.
fiktive Rahmentragwerk ist bereits in Kapitel 4.3.4 vorgestellt worden. Der Algorithmus er-
laubte dabei Bewegungen der Flügelklappe mit bis zu 40o Klappenausschlag nach unten.
Wie bereits bei der Clean Configuration werden die während der Experimente gemachten
richtungscodierten Farbschlieren-Aufnahmen [87, 88] benutzt, um einen qualitativen Ver-
(a) Farbschlieren-Aufnahme des PHOENIX bei einem
Anstellwinkel α = 20o und einem Rumpfklappenaus-
schlag δF = 40o.
(b) Numerische Berechnung; Dichtegradienten im
Strömungsfeld; Navier-Stokes-Lösung.
Abbildung 5.36.: Farbschlieren-Aufnahme der PHOENIX Konfiguration mit den experimentellen An-
strömdaten: M∞ = 6.9, α = 20o, T∞ = 828 K, Re∞ = 1.3 · 106 und δF = 40o im
Vergleich zu numerisch unter den gleichen Randbedingungen ermittelten Ergebnis-
sen.
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(a) Farbschlieren-Aufnahme des PHOENIX bei einem
Anstellwinkel α = 27.5o und einem Rumpfklappenaus-
schlag δF = 20o.
(b) Numerische Berechnung; Dichtegradienten im
Strömungsfeld; Navier-Stokes-Lösung.
Abbildung 5.37.: Farbschlieren-Aufnahme der PHOENIX Konfiguration mit den experimentellen An-
strömdaten: M∞ = 6.9, α = 27.5o, T∞ = 828 K, Re∞ = 1.3 · 106 und δF = 20o
im Vergleich zu numerisch unter den gleichen Randbedingungen ermittelten Ergeb-
nissen.
gleich des numerisch berechneten Dichtegradienten im Strömungsfeld mit den Gegebenhei-
ten im Stoßkanal durchzuführen. Dies geschieht für eine Anström-Machzahl M∞ = 6.9, die
gemessenen Anstellwinkel α = 20o, 27.5o und 35o sowie für nach unten ausgeschlagene
Klappe um Winkel δF = 20o und δF = 40o. In den Abbildungen 5.35 bis 5.40 werden die
(a) Farbschlieren-Aufnahme des PHOENIX bei einem
Anstellwinkel α = 27.5o und einem Rumpfklappenaus-
schlag δF = 40o.
(b) Numerische Berechnung; Dichtegradienten im
Strömungsfeld; Navier-Stokes-Lösung.
Abbildung 5.38.: Farbschlieren-Aufnahme der PHOENIX Konfiguration mit den experimentellen An-
strömdaten: M∞ = 6.9, α = 27.5o, T∞ = 828 K, Re∞ = 1.3 · 106 und δF = 40o
im Vergleich zu numerisch unter den gleichen Randbedingungen ermittelten Ergeb-
nissen.
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numerisch berechneten Dichtegradienten den Farbschlieren-Aufnahmen aus dem Stoßwel-
lenlabor gegenübergestellt.
In den vom SWL zur Verfügung gestellten Farbschlieren-Aufnahmen sind für alle gemes-
senen Anstellwinkel und Klappenausschläge der Bug- und der Flügelvorderkantenstoß zu
(a) Farbschlieren-Aufnahme des PHOENIX bei einem
Anstellwinkel α = 35o und einem Rumpfklappenaus-
schlag δF = 20o.
(b) Numerische Berechnung; Dichtegradienten im
Strömungsfeld; Navier-Stokes-Lösung.
Abbildung 5.39.: Farbschlieren-Aufnahme der PHOENIX Konfiguration mit den experimentellen An-
strömdaten: M∞ = 6.9, α = 35o, T∞ = 828 K, Re∞ = 1.3 · 106 und δF = 20o im
Vergleich zu numerisch unter den gleichen Randbedingungen ermittelten Ergebnis-
sen.
(a) Farbschlieren-Aufnahme des PHOENIX bei einem
Anstellwinkel α = 35o und einem Rumpfklappenaus-
schlag δF = 40o.
(b) Numerische Berechnung; Dichtegradienten im
Strömungsfeld; Navier-Stokes-Lösung.
Abbildung 5.40.: Farbschlieren-Aufnahme der PHOENIX Konfiguration mit den experimentellen An-
strömdaten: M∞ = 6.9, α = 35o, T∞ = 828 K, Re∞ = 1.3 · 106 und δF = 40o im
Vergleich zu numerisch unter den gleichen Randbedingungen ermittelten Ergebnis-
sen.
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erkennen. Zusätzlich kann bei α = 20o und α = 27.5o und einem Klappenwinkel von je-
weils δF = 20o der sich an der Klappen-Scharnierlinie einstellende schräge Stoß sehr gut
identifiziert werden (vgl. Abbildung 5.35(a)). Dieser hat erheblichen Einfluß auf die ermittel-
ten Kraft- und Momentenbeiwerte. In den mit einem Anstellwinkel α = 350 durchgeführten
Experimenten sind die Leuchterscheinungen durch verbrennende Gaspartikel bereits hinter
dem Bugstoß so stark, daß sie die Lichtquelle der Schlierenoptik überstrahlen und damit
die Stoßgeometrie im Klappenbereich nicht mehr erkennen lassen [58]. Gleiches gilt für die
Farb-Schlierenaufnahmen bei kleinerem Anstellwinkel und einer um δF = 40o nach unten
ausgeschlagenen Klappe.
Die den Farbschlieren-Aufnahmen gegenübergestellten numerischen Ergebnisse zeigen die
Dichtegradienten im Strömungsfeld bei gleichen Anströmdaten. Bei den kleineren Anstell-
winkeln und einem Klappenwinkel von δF = 20o ist eine qualitativ gute Übereinstimmung
der Stoßstrukturen zu erkennen. Die Abbildungen 5.35 und 5.36 zeigen deutlich die Interakti-
on zwischen Bug- und Klappenscharnierstoß am Heck des Experimentalkörpers. Die dreidi-
mensionalen Strömungseffekte, die im Experiment im Bereich der ausgeschlagenen Rumpf-
klappe dadurch auftreten, daß die Klappe durch einen unter den PHOENIX montierten Keil
modelliert wurde, fanden in der numerischen Simulation allerdings keine Berücksichtigung.
Bedingt durch diesen Keil strömen im Experiment je nach Anstellwinkel und Klappenaus-
schlag unterschiedliche Mengen des Testgases seitlich an der Rumpfklappe vorbei, was Aus-
wirkungen auf die gemessenen aerodynamischen Kräfte und Momente haben kann. Bei den
numerischen Simulationen wurden zusätzlich nicht nur die in Abbildung 5.12 skizzierten
Rumpf- und Flügelklappen ausgeschlagen, sondern der gesamte, durch die Klappenschar-
nierlinie definierte Bereich an der Flügelhinterkante.
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(a) Machzahlverteilung in der Symmetrie-Ebene für
einen Klappenausschlag δF = 20o nach unten.
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(b) Machzahlverteilung in der Symmetrie-Ebene für
einen Klappenausschlag δF = 40o nach unten.
Abbildung 5.41.: Machzahlverteilung in der Symmetrie-Ebene für M∞ = 6.9, α = 27.5o, T∞ =
828 K, Re∞ = 1.3 · 106 und zwei verschiedene Klappenwinkel.
Zur Erläuterung des dreidimensionalen Strömungsfeldes zeigen die Abbildungen 5.41 und
5.42 die Machzahl- sowie die Temperaturverteilung in der Symmetrie-Ebene für die An-
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(a) Temperaturverteilung in der Symmetrie-Ebene für
einen Klappenausschlag δF = 20o nach unten.
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(b) Temperaturverteilung in der Symmetrie-Ebene für
einen Klappenausschlag δF = 40o nach unten.
Abbildung 5.42.: Temperaturverteilung in der Symmetrie-Ebene für M∞ = 6.9, α = 27.5o, T∞ =
828 K, Re∞ = 1.3 · 106 und zwei verschiedene Klappenwinkel.
(a) Dichteverteilung in der Symmetrie-Ebene für die
um δF = 20
o nach unten ausgeschlagene Klappe.
(b) Dichteverteilung in der Symmetrie-Ebene für die
um δF = 40
o nach unten ausgeschlagene Klappe.
Abbildung 5.43.: Dichteverteilung in der Symmetrie-Ebene für die PHOENIX Konfiguration für
M∞ = 6.9, α = 20
o
, T∞ = 828 K, Re∞ = 1.3 · 106 und zwei verschiedene
Klappenwinkel.
strömbedingungen M∞ = 6.9, α = 27.5o, T∞ = 828K, Re∞ = 1.3 · 106. Dargestellt sind
Ergebnisse für Klappenausschläge δF = 20o und δF = 40o. Die Stromlinien verdeutlichen die
starke Expansion am Heck des Flugkörpers. Durch die Interaktion von Klappenscharnier- und
Bugstoß wird der Bugstoß unterhalb der Konfiguration am Heck stark abgelenkt, so daß sich
ein zur Anströmung nahezu senkrechter Verdichtungsstoß ausbildet. Den damit verbundenen
starken Temperaturanstieg stellt Abbildung 5.42 dar. Dabei muss allerdings wieder beach-
tet werden, daß bei der numerischen Simulation ideales Gasverhalten angenommen wurde.
Abbildung 5.43 zeigt die Dichteverteilung in der Symmetrie-Ebene und verdeutlicht die Stoß-
konfiguration in der Nähe der ausgeschlagenen Klappe. Alle Abbildungen zeigen, daß die um
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20o nach unten ausgeschlagene Klappe lediglich eine leichte Ablenkung des Bugstoßes hin-
ter dem PHOENIX bewirkt, wohingegen die Interaktion der Stoßstrukturen bei einem Klap-
penwinkel δF = 40o zu einer starken Veränderung der Strömungsverhältnisse am Heck des
PHOENIX mit einem nahezu senkrecht zur Anströmung stehenden Verdichtungsstoß führt,
der bei einer Erhöhung des Anstellwinkels α noch weiter verstärkt wird.
Aerodynamische Beiwerte
Die Abbildungen 5.44 und 5.45 zeigen die numerisch berechneten aerodynamischen Kenn-
größen für die PHOENIX Konfiguration mit nach unten ausgeschlagener Flügelklappe im
Vergleich zu den vom SWL der RWTH zur Verfügung gestellten, im Stoßkanal gemessenen,
Daten. Abbildung 5.44 stellt Auftriebs- und Widerstandsbeiwert aufgetragen über dem An-
stellwinkel des Fluggerätes für einen großen Bereich verschiedener Klappenwinkel δF dar.
Während die numerisch ermittelten Auftriebsbeiwerte für den Klappenwinkel δF = 20o
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Abbildung 5.44.: Numerisch ermittelter Auftriebs- und Widerstandsbeiwert für M∞ = 6.9, Re =
1.3 · 106, und T∞ = 828K für verschiedene Klappenwinkel δF aufgetragen über
dem Anstellwinkel im Vergleich zu den im SWL experimentell gemessenen Daten.
gut mit den experimentellen Werten übereinstimmen, liegen die für einen Klappenausschlag
δF = 40
o berechneten Größen stets über den im Kanal gemessenen Auftriebsbeiwerten. Für
die in Abbildung 5.44 aufgetragenen Widerstandsbeiwerte befinden sich die numerisch be-
rechneten Werte für alle Anstellwinkel stets oberhalb der gemessenen Daten. Eine Erklärung
ist, wie im Falle der Clean Configuration, neben der Annahme perfekten Gasverhaltens die im
Experiment am Heck des PHOENIX angebrachte Stabwaage. Die numerischen Werte geben
aber andererseits das Derivativum ∂CW/∂α gut wieder. Der Betrag des in Abbildung 5.45
dargestellten Nickmomentes liegt in den numerischen Ergebnissen für alle Klappenwinkel
δF unterhalb der im Experiment gefundenen Werte, jedoch ist auch hier das Derivativum
∂Cm/∂α gut getroffen. Es wächst im untersuchten Anstellwinkelbereich mit dem Klappen-
winkel. Die Abbildung gibt darüberhinaus, wie bereits ausgeführt wurde, Aufschluß über die
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Abbildung 5.45.: Numerisch ermitteltes Nickmoment für M∞ = 6.9, Re = 1.3 · 106, und T∞ =
828K für verschiedene Klappenwinkel δF aufgetragen über dem Anstellwinkel
bzw. über dem Auftriebsbeiwert im Vergleich zu den im SWL experimentell ge-
messenen Daten.
statische Längsstabilität der PHOENIX Konfiguration. Das Derivativum ∂Cm/∂CA, kann
dem rechten Diagramm entnommen werden. Ein negatives Derivativum sorgt dafür, daß einer
Störung der Anströmung, die Veränderungen des Auftriebsbeiwertes und des Anstellwinkels
zur Folge hat, durch eine entsprechende Änderung des Nickmomentes entgegengewirkt wird.
Wie bereits in den Ausführungen zu Beginn dieses Kapitels beschrieben, sagen die von EADS
zur Verfügung gestellten Daten eine statische Längsstabilität der Clean Configuration erst ab
einem Anstellwinkel von α = 29o voraus. Diese Aussage behält auch für die PHOENIX
Konfiguration mit einem Klappenwinkel δF = 20o Gültigkeit. Für eine voll ausgeschlagene
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Abbildung 5.46.: Auftriebs- und Widerstandsbeiwert für M∞ = 6.9, α = 20o, Re = 1.3 · 106, und
T∞ = 828K aufgetragen über dem Klappenwinkel δF im Vergleich mit von EADS
zur Verfügung gestellten und den im SWL experimentell ermittelten Daten.
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Abbildung 5.47.: Numerisch ermitteltes Nickmoment für M∞ = 6.9, α = 20o, Re = 1.3 · 106, und
T∞ = 828K aufgetragen über dem Klappenwinkel δF bzw. über dem Auftriebs-
beiwert im Vergleich mit von EADS zur Verfügung gestellten und den im SWL
experimentell ermittelten Daten.
Klappe ergeben die von EADS bereitgestellten Daten statische Instabilität über dem gesam-
ten Anstellwinkelbereich. Die Experimente im Stoßwellenkanal und auch die im Rahmen
dieser Arbeit durchgeführten numerischen Simulationen zeigen jedoch, außer für die Clean
Configuration, ein anderes Verhalten [58]: Aus Abbildung 5.45 ergibt sich statische Stabi-
lität des PHOENIX für alle berechneten Anstellwinkel, wobei der Betrag des Derivativums
∂Cm/∂CA für steigenden Klappenwinkel noch zunimmt.
Ein wichtiger Aspekt der numerischen Strömungssimulation um wiederverwendbare Raum-
transportsysteme ist die Bestimmung der Klappeneffizienz ∂Cm/∂δF . Dieses Derivativum
besitzt ebenfalls ein negatives Vorzeichen, da ein negatives Nickmoment (“Nose down”)
durch einen Klappenausschlag nach unten induziert wird. Die Bedeutung der zuverlässi-
gen Vorhersage dieser wichtigen Kenngröße lässt sich an Hand des folgenden Beispiels be-
gründen: In den Berechnungen vor dem Start des Space Shuttle wurde die Klappeneffizienz
falsch vorhergesagt. Das Nickmoment Cm wurde in den Rechnungen drastisch unterschätzt,
die Klappeneffektivität deutlich überschätzt, was beim Wiedereintritt einen Ausschlag der
Klappen des Raumgefährts notwendig machte, der nahezu doppelt so groß war wie vorher-
gesagt [62]. Die Abbildungen 5.46 bis 5.51 geben Aufschluß über die numerisch bestimmte
Klappeneffizienz der PHOENIX Konfiguration, die dort den experimentellen Ergebnissen
von Glößner [57, 58] aus dem Stoßwellenlabor gegenübergestellt wird.
Vergleicht man die in den Abbildungen 5.46, 5.48 und 5.50 über dem Klappenwinkel auf-
getragenen Auftriebs- und Widerstandsbeiwerte, so läßt sich eine mit größer werdendem
Klappenwinkel wachsende Differenz der numerisch ermittelten Werte gegenüber den expe-
rimentellen Ergebnissen feststellen. Dabei liegen die numerischen Resultate stets über den
experimentell im Stoßwellenlabor gemessenen Werten. Eine mögliche Erklärung ist, daß bei
den Experimenten lediglich der Ausschlag der Rumpfklappe des PHOENIX durch einen Keil
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Abbildung 5.48.: Auftriebs- und Widerstandsbeiwert für M∞ = 6.9, α = 27.5o, Re = 1.3 · 106,
und T∞ = 828K aufgetragen über dem Klappenwinkel δF im Vergleich mit den im
SWL experimentell ermittelten Daten.
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Abbildung 5.49.: Numerisch ermitteltes Nickmoment für M∞ = 6.9, α = 27.5o, Re = 1.3 · 106, und
T∞ = 828K aufgetragen über dem Klappenwinkel δF bzw. über dem Auftriebsbei-
wert im Vergleich mit den im SWL experimentell ermittelten Daten.
unter dem Fluggerät simuliert wurde (vgl. Abschnitt 5.2), wohingegen in den numerischen
Untersuchungen der gesamte hintere Bereich des Flügels ausgeschlagen worden ist. Da-
mit erklären sich einerseits die höheren Auftriebs- und Widerstandsbeiwerte und andererseits
ebenfalls die wachsende Differenz zwischen den berechneten und den gemessenen Beiwerten
bei Erhöhung des Klappenausschlags. Aus den Abbildungen 5.47, 5.49 und 5.51 kann sowohl
die numerische wie auch die experimentell bestimmte Klappeneffektivität entnommen wer-
den. Sie steigt in dem untersuchten Bereich von α = 20o bis α = 35o mit zunehmendem
Anstellwinkel an.
Für Anstellwinkel α < 35o und einer Machzahl M∞ ≤ 6.9 geht aus den gezeigten Diagram-
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Abbildung 5.50.: Auftriebs- und Widerstandsbeiwert für M∞ = 6.9, α = 35o, Re = 1.3 · 106, und
T∞ = 828K aufgetragen über dem Klappenwinkel δF im Vergleich mit von EADS
zur Verfügung gestellten und den im SWL experimentell ermittelten Daten.
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Abbildung 5.51.: Numerisch ermitteltes Nickmoment für M∞ = 6.9, α = 35o, Re = 1.3 · 106, und
T∞ = 828K aufgetragen über dem Klappenwinkel δF bzw. über dem Auftriebs-
beiwert im Vergleich mit von EADS zur Verfügung gestellten und den im SWL
experimentell ermittelten Daten.
men für die Clean Configuration und die PHOENIX Konfiguration mit Klappenausschlag
hervor, daß eine Erhöhung des Anstellwinkels eine größere Auswirkung auf die aerody-
namischen Beiwerte hat, als der Ausschlag der Heckklappe. Erst bei höheren Machzahlen
(M∞ > 6.9) führt eine Vergrößerung des Klappenausschlags zu einem stärkeren Anstieg des
Auftriebs- und Widerstandsbeiwerts als eine weitere Erhöhung des Anstellwinkels. Eine wei-
tere Steigerung des Anstellwinkels (beispielsweise von α = 35o auf α = 40o) besitzt dann
weniger Einfluß auf die untersuchten aeordynamischen Kenngrößen. Dies ist identisch zu den
von Henze in [65] gefundenen Ergebnissen.
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Gegenstand der vorliegenden Arbeit ist die Automatisierung und Effizienzsteigerung eines
neuartigen Verfahrens zur Deformation von Rechengittern für die numerische Strömungs-
simulation und dessen Anwendung auf komplexe Konfigurationen. Eine am Anfang dieser
Arbeit vorgenommene Analyse der zur Zeit gebräuchlichen und meistverwendeten Gitterde-
formationsmethoden zeigt, daß deren Anwendung auf die praxisrelevanten Problemstellun-
gen, die in dieser Arbeit vorgestellt werden, sowohl in Bezug auf die erreichbare Qualität
der deformierten Rechengitter als auch aus Gründen der Geschwindigkeit der einzelnen Al-
gorithmen nicht effizient zu bewerkstelligen ist. Dies war der Anlass zur Entwicklung eines
neuartigen Verfahrens, das in den Arbeiten von Boucke erstmals im Zusammenspiel mit dem
Strömungslöser FLOWer angewendet und vorgestellt wurde [21, 22]. Ausgangspunkt dieser
Methode sind hochwertige Hexaeder-Rechengitter, welche mit den am Institut zur Verfügung
stehenden Gittergenerierungssoftwarepaketen MegaCads und ICEM CFD konstruiert wur-
den. Zur Gitterdeformation, die bei Bewegung oder Veränderung der umströmten Struktur
notwendig ist, werden aus dem vorhandenen Rechennetz ausgewählte Linien extrahiert und
als fiktives Rahmentragwerk aufgefasst. Dabei werden die Balken dieses Tragwerks an ihren
Kreuzungspunkten als fest miteinander verschweißt und in der Struktur auf der umströmten
Oberfläche als fest eingespannt modelliert. Dies führt einerseits zu einer physikalisch sinn-
vollen Bewegung der Blockgrenzen und andererseits zu einer Erhaltung der Gitterqualität.
Weiterhin ist der Algorithmus damit sowohl für strukturierte Gitter als auch für unstruktu-
rierte Netze anwendbar, sofern eine geeignete Auswahl an Gitterlinien zur Repräsentation
des fiktiven Rahmentragwerks gefunden werden kann. Nachdem die Verformung des fiktiven
Rahmentragwerks, aufbauend auf einer Geometrieänderung der umströmten Struktur, mittels
einer Finite-Elemente-Methode berechnet worden ist, wird abschließend die neue Lage der
inneren Gitterpunkte durch eine gewichtete, nichtlineare Interpolation bestimmt.
Den Ausgangspunkt für die Erweiterungen des Deformationsalgorithmus bei der Anwendung
auf blockstrukturierte Rechengitter bildet die Analyse der Gitterlogik. Sie erlaubt einen ho-
hen Grad an Automatisierung, was die Auswahl der Gitterlinien betrifft, die in das fiktive
Rahmentragwerk aufgenommen werden. So wird gewährleistet, daß die umströmte Struktur
ohne Interaktion seitens des Benutzers an physikalisch sinnvollen Stellen an das fiktive Rah-
mentragwerk gekoppelt wird. Diese Erweiterung brachte einerseits eine Vergrößerung des zu
lösenden linearen Gleichungssystems mit sich, der mit einer Implementierung von weiteren,
deutlich effizienteren Lösungsalgorithmen (GMRes, BiCGStab) begegnet wurde. Anderer-
seits liefert die Integration weiterer Balkenelemente aber auch eine höhere Anzahl an Stütz-
stellen für die Interpolation, so daß zusätzlich zu der vorhandenen, nichtlinearen Methode
zur Bestimmung der Lage der inneren Gitterpunkte ein wesentlich einfacherer Interpolati-
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onsalgorithmus, basierend auf den Verschiebungen der Punkte des fiktiven Rahmentragwerks
implementiert werden konnte.
Nach der Validierung des Algorithmus und einer Analyse der verschiedenen implementierten
Lösungsalgorithmen wird das erweiterte Verfahren der fiktiven Rahmentragwerke anschlies-
send erfolgreich auf komplexe, blockstrukturierte zwei- und dreidimensionale Rechengitter
angewendet. Das erste Anwendungsbeispiel zeigt Ergebnisse einer Parameterstudie, die alle
im Hochauftrieb auftretenden Relativpositionen der einzelnen Flügelsegmente des dreiele-
mentigen SFB Referenzprofils erfasst. Dabei lieferte der erweiterte Deformationsalgorith-
mus in der Kopplung mit dem innerhalb des Sonderforschungsbereichs 401 entwickelten
Strömungslösers QUADFLOW einen wichtigen und notwendigen Mechanismus, um die Re-
lativbewegungen zwischen den einzelnen Bauteilen zu simulieren. Realisiert wurden bei den
Strömungsberechnungen Ausschläge der Flügelklappe um bis zu 40o bei nahezu gleichblei-
bender Gitterqualität.
Die Arbeiten innerhalb des ASTRA Projektes umfassen einerseits die detaillierte Untersu-
chung von reibungsfreien und reibungsbehafteten Strömungen um den Technologieträger
PHOENIX und andererseits die präzise Vorhersage von aerodynamischen Beiwerten wie
Auftriebs-, Widerstands- und Nickmomentenbeiwert, für eine Vielzahl von Flugzuständen.
Die dazu verwendeten, hochwertigen, dreidimensionalen Rechengitter bestehen aus insge-
samt 28 Blöcken mit ca. 1.5 Millionen Gitterpunkten für die Lösung der Euler- und ca. 4.5
Millionen Gitterpunkten zur Lösung der Navier-Stokes-Gleichungen. Strömungsseitig kam
dabei der vom DLR entwickelte Strömungslöser FLOWer in den Versionen 116.13+ zum
Einsatz. Zur Bestätigung der numerisch berechneten Ergebnisse für die Clean Configuration
des Technologiedemonstrators liegen zusätzlich experimentelle Daten aus dem Stoßwellen-
labor der RWTH Aachen und von EADS vor. Die numerisch ermittelten aerodynamischen
Beiwerte zeigen dabei eine gute Übereinstimmung mit den experimentell gewonnenen Da-
ten. Um auch Klappenbewegungen des Fluggerätes zu modellieren, die Gegenstand einer
Experimentenkampagne des SWL waren, gelang es, den erweiterten Deformationsalgorith-
mus erfolgreich einzusetzen. Er erlaubte Klappenausschläge von bis zu 40o Klappenwinkel
zu simulieren. Die auf den betreffenden deformierten Netzen erzielten numerischen Ergeb-
nisse wurden erneut mit Daten von EADS und des SWL verglichen. Auch sie zeigen eine sehr
gute Übereinstimmung und lassen Rückschlüsse z.B. über die statische Stabilität des Flug-
gerätes zu. Die Erfahrung, die während der Anfertigung dieser Arbeit mit dem erweiterten
Gitterdeformationsverfahren gewonnen werden konnte, zeigt, daß der Algorithmus nahezu
als Black-Box-Verfahren angewendet werden kann, die resultierende Gitterqualität aber von
der zu Beginn der Gittergenerierung festgelegten Lage der internen Blockgrenzen des Gitters
abhängig ist. Zusätzlich ist eine weitere Beschleunigung der Interpolationsroutinen, gerade
im Hinblick auf die feste Kopplung mit dem Strömungslöser FLOWer und die Anwendung
auf aeroelastische Untersuchungen, wünschenswert. Dies ließe sich beispielsweise durch ei-
ne Parallelisierung der entsprechenden Programmteile realisieren, was aber nicht mehr im
Rahmen dieser Arbeit lag.
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Steuerparameter des erweiterten
Gitterdeformationsalgorithmus
In Anlehnung an den Strömungslöser FLOWer, der ebenfalls über Eingabedateien gesteuert
wird, muß zu Beginn einer Rechnung mit bewegten Oberflächen zusätzlich zu den FLOWer-
Dateien inp.dat, log.dat und grdf.dat bzw. grdu.dat eine Datei def.dat im Arbeitsverzeichnis
existieren. Diese enthält die Parameter für das Balkenmodell, die Deformation, die Interpo-
lationsmethode, den Lösungsalgortihmus für das Gleichungssystem und steuert die Ausgabe
des Deformationsmoduls. Die darin definierten Variablen werden nachfolgend aufgelistet und
stichwortartig erläutert.
Daten das Deformationsmodell betreffend
Keyword Variable Default Range Routine
TEST itest 0 0, . . . , 6 readdeform.f
0: Deformation gekoppelt mit dem FLOWer-Code
1: Verschiebung der Rumpfpunkte vorgeben
RESTART restart 0 0, 1 readdeform.f
Neuer Testfall (0) oder Restartdatei einlesen (1).
TIMOSH timo 1 0, 1 readdeform.f
Balkenmodell: Euler-Bernoulli (0) oder Timoshenko (1).
BORDER hold_border 1 0, 1 readdeform.f
Fernfeldränder sind frei beweglich (0) oder werden festgehalten (1).
IPOL2 i2pol 3 1, . . . , 5 readdeform.f
Interpolationstechnik der Gitterflächen
1: Interpolation nach Boucke [21]
2: Lineare Transfinite Interpolation
3: Eriksson TFI [51]
4: Lineare TFI + Wandgewichtung
5: Eriksson TFI + Wandgewichtung
IKOEFF exkoeff 2.5 readdeform.f
Exponent für Wandgewichtung; 0.0 bedeutet Eriksson TFI
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Keyword Variable Default Range Routine
IPOL3 i3pol 1 1, . . . , 3 readdeform.f
Interpolationstechnik der Gittervolumen
1: Interpolation nach Boucke [21]
2: Lineare Transfinite Interpolation
3: Eriksson TFI [51]
KNICK knicka 45.0 0.0, . . . , 90.0 readdeform.f
Fügt bei Knicken in der Oberfläche zusätzliche Balken ein
Parameter zur Lösung des Gleichungssystems
Keyword Variable Default Range Routine
ISOLSYS isolsys 31 0, . . . , 32 readsolve.f
Lösungsverfahren für das entstandene Gleichungssystem.
1: CG Verfahren mit Vorkonditionierer
21: ITPACK2C, Jacobi CG Methode
22: ITPACK2C, Symmetrisches SORCG Verfahren (SSORCG)
23: ITPACK2C, Symmetrische, semi-iteration method
31: SPARSKIT2, FGMRES Methode mit Vorkonditionierung
32: SPARSKIT2, BCGSTAB Methode mit Vorkonditionierung
ITERMX itermx 500 readsolve.f
Maximale Iterationszahl für ITPACK2C oder SPARSKIT2.
RRELTOL rreltol 10−9 readsolve.f
Relative Fehlergenauigkeit.
RABSTOL rabstol 10−9 readsolve.f
Absolute Fehlergenauigkeit. (Nur SPARSKIT2)
ORELAXA orelaxa 1.8 readsolve.f
Relaxationsparameter für ITPACK2C; Nur ISOLSYS=22 oder 23
ISTPCRI istpcri 1 −2, . . . , 2 readsolve.f
für SPARSKIT2; Konvergenzkriterium
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Deformationsdaten (itest≥1)
Keyword Variable Default Range Routine
TRANSLAT dUx, dUy, dUz - readdeform.f
Vorgegebene Verschiebung der Oberfläche. Anzugeben sind Verschie-
bungen in x, y und z-Richtung.
ROTPKT rotpkt(3) - readdeform.f
Vorgegebener Mittelpunkt einer Rotation (Winkel ROTPHI) um die
ROTACH Achse.
ROTACH rotach - 1, . . . , 3 readdeform.f
Rotationsachse; nur Koordinatenachsen (X=1,Y=2,Z=3).
ROTPHI rotphi - readdeform.f
Vorgegebene Verdrehung der Oberflächenpunkte. Mittelpunkt ROT-
PKT, Achse ROTACH.
KLHOP klap 0.0 readdeform.f
Vorgegebener Ausschlag der Hopper Klappe.
Steuerung der Ausgabe
Keyword Variable Default Range Routine
OUTPUT output 0 0, . . . , 3 readdeform.f
Ausgabe des deformierten Gitters in verschiedenen Formaten.
0: Keine Ausgabe; 1/3: FLOWer; 2/3: TECPLOT
OUTSOLV solsav 1 0, 1 readfiles.f
Lösungsvektor mit in der Restart-Datei (rest_def) speichern (1) oder
nicht (0).
OUTREST filrest 0 0, 1 readfiles.f
Restart-Datei (rest_def) nicht schreiben (0) oder schreiben (1).
OUTCONV filconv 0 0, 1 readfiles.f
Die Konvergenzdaten werden in die Datei conv_out geschrieben.
DEBNOD filnod 0 0, 1 readfiles.f
Knoten-Datei (Knoten.dat) nicht schreiben (0) oder schreiben (1). Da-
bei werden Rumpf-, Wand- und Symmetrieknoten in eine Datei ge-
schrieben).
DEBFRAM filfram 0 0, 1 readfiles.f
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Keyword Variable Default Range Routine
Rahmenmodell (Frame_or.dat und Frame_def.dat) nicht schreiben (0)
oder schreiben (1). Die Datei Frame_or.dat enthält das unverformte,
Frame_def.dat das ausgelenkte Rahmentragwerk.
Gitterdaten
Keyword Variable Default Range Routine
BLOCK defbl - 0, . . . ,DEFMD readblock.f
Anzahl der Gitter-Blöcke.
BLKnnn
Head Keyword. Flag zum Beginn eines neuen Blocks. Für jeden unter
BLOCK angegebenen Gitterblock muß ein Paket von Daten existieren
welches die Keywords IJKDIM und DENSITY enthält. nnn steht dabei
für die fortlaufende Nummer der Gitterblöcke (beginnend mit 001).
IJKDIM idim, jdim, kdim - readblock.f
Punkteanzahl des Blocks (i, j, k) (Entspricht der Punkteangabe in der
FLOWer Eingabedatei inp.dat, bzw. grdf.dat-1 oder log.dat-2).
DENSITY density(n,3) 0.0 0.0, . . . , 99.9 readblock.f
Prozentangabe für zusäzliche Balken (in i, j, k-Richtung).
BLKMAT blkmat 1 1, . . . , MAXMAT readblock.f
Material für die Balken dieses Blockes.
BLOCKEND Schließt den Gitterblock-Teil ab. Nach dem letzten Keyword des letzten
Blocks.
Daten, die das Balkenmaterial betreffen
Keyword Variable Default Range Routine
NMAT nmat - 1, . . . , MAXMAT inpdefdef.f
Anzahl der verschiedenen Materialien des Balkenmodells
MATERnnn
Head Keyword. Flag zum Beginn eines neuen Materials. Analog zum
Gitterblock-Teil werden auch die Materialien numeriert. Es müssen die
Keywords EMOD, GMOD, KAPPA und RADIUS folgen, die das Bal-
kenmaterial beschreiben.
EMOD dE_mod - inpdefdef.f
E-Modul des verwendeten Balkenmaterials.
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GMOD dG_mod - inpdefdef.f
Gleitmodul des verwendeten Balkenmaterials.
KAPPA dKappa - 0.0, . . . , 1.0 inpdefdef.f
Schubkorrekturfaktor
RADIUS dRad - inpdefdef.f
Radius der verwendeten (runden) Balken.
MATEND Schließt den Material-Teil ab. Nach dem letzten Keyword des letzten
Materials.
Beispiel einer Eingabedatei (def.dat)
Der Aufbau der Datei ist konsistent zu den Eingabedateien des FLOWer Pakets. Schlüssel-
worte leiten eine Zeile ein. Mit $$ können Kommentare in die Datei eingefügt werden. Es
folgt ein Beispiel einer Steuerdatei.
$$ def.dat fuer Deform.exe 2.0
$$-----------------------------------------
$$ General Control Data
TEST 1
RESTART 0
TIMOSH 1
BORDER 1
IPOL2 5
IKOEFF 1.5
IPOL3 1
KNICK 40.0
$$-----------------------------------------
$$ Solution Control Data
ISOLSYS 31
ITERMX 1000
RRELTOL 1.0E-9
RABSTOL 1.0E-9
$$ORELAXA 1.2
ISTPCRI 1
$$-----------------------------------------
$$ Deformation Control Data
TRANSLAT 0.2 0.2 0.0
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ROTPKT 0.0 0.5 0.0
ROTACH 2
ROTPHI 10.0
$$KLHOP 0.0
$$-----------------------------------------
$$ Output Control Data
OUTPUT 2
OUTSOLV 1
OUTREST 1
OUTCONV 1
DEBNOD 1
DEBFRAM 1
$$-----------------------------------------
$$ Gitterdaten
$$ Anzahl der Bloecke
BLOCK 2
$$-----------------------------------------
BLK001
IJKDIM 256 32 24
DENSITY 0.0 0.0 0.0
BLKMAT 2
$$ ---
BLK002
IJKDIM 256 32 16
DENSITY 0.0 0.0 0.0
BLKMAT 1
$$ ---
BLOCKEND
$$-----------------------------------------
$$ Materialdaten
$$ Anzahl der (verschiedenen) Materialien
NMAT 1
$$-----------------------------------------
MATER001
EMOD 100000.0
GMOD 100000.0
KAPPA 0.833
RADIUS 0.05
MATEND
$$-----------------------------------------
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