This article presents an analysis of experiments with statistical and neural parsing techniques for Urdu, a widely spoken South Asian language. We demonstrate state of the art constituency parsing results for an Urdu treebank. Urdu is a morphologically rich and is characterized by free word order. Language representation (e.g. input type, lemmatization, word clusters), part of speech tag set, phrase labels and the size of a training corpus are crucial for parsing such languages. In this article, probabilistic contextfree grammars, data-oriented parsing, and recursive neural network based models have been experimented with several linguistic features which show improvements in the parsing results. Features include syntactic sub-categorization of POS tags, empirically learned horizontal and vertical markovizations and lexical head words. These features enable dependency information for case markers and add phrasal and lexical context to the parse trees. The data-oriented parsing and recursive neural network model give an f-score of 87.1 by considering gold POS tags in the test set, on textual input, they show a performance with f-scores of 83.4 and 84.2, respectively. To overcome the issue of data sparsity due to the morphological richness, lemmatization and unsupervised word clustering have been performed. A treebank should cover most probable word orders of the language so that models can learn various orders accurately. To analyze the order coverage of the treebank and learning capability of different parsers, a test set has been prepared conditioning different word orders. This test set is evaluated with the best performing parsing models and with gold POS tags, f-scores are above 90 and on textual input, the average f-score is 87.6. INDEX TERMS Urdu, treebank, statistical parsing, morphological-richness, free word-order.
I. INTRODUCTION
Urdu is a morphologically rich language which is written in a version of the Arabic script. It is a widely spoken Indo-Aryan South Asian language with more than 160 million people all around the world speaking Urdu [1] . This paper presents state of the art parsing results for an Urdu treebank with phrase structure annotation. The treebank contains annotation layers including part of speech (POS) tags, phrase and functional labels. Urdu is highly inflectional and has free word order. Parsing morphologically rich languages (MRLs) like Urdu is not a trivial task. Several grammars and parsing techniques are available to parse natural languages. We have experimented with PCFGs, data-oriented parsing (DOP), lexicalized grammars and recursive neural network (RNN)
The associate editor coordinating the review of this manuscript and approving it for publication was Ruqiang Yan. parsing models to parse our treebank. Several linguistic features have been extracted and used to train the parsing models for Urdu. These features improve the learning capabilities of parsers and hence their results. These features include dependency information of Urdu case markers (POS subcategorization), head-words and phrasal context in parse trees.
Statistical parsing of MRLs leads to specific issues to be addressed first as discussed in [2] . Tsarfaty et al. [2] have raised three basic questions which are required to be answered to parse an MRL. 1) What is the language representation and input type? 2) How should morphological information be encoded at POS or phrase level? 3) How much data is required for training a statistical parser? This paper answers these questions and performs constituency parsing for Urdu. We have developed an Urdu treebank (CLE-UTB) with phrase structure annotation. The treebank contains the phrase labels as well as functional labels and it has 7,854 sentences with various lengths. The CLE-UTB contains the Urdu text in Arabic Unicode script and the same script has been used to perform training and testing. For the ease of readability, all examples in this paper are presented by using a Roman transliteration scheme from [3] .
The parsing models have been evaluated against a single test set which has been categorized into three groups; small, medium and long sentences. The evaluations have been performed on plain textual input as well as with gold POS tags. Data-oriented and RNN parsing models performed best on the CLE-UTB. Both parsers give an f-score of 87.1 with gold POS tags while they produce f-scores of 83.4 and 84.2 on textual input. The Lemmatization has been performed to reduce the data sparsity and it gave a subtle improvement in the f-scores for lexicalized PCFG parsing. Unsupervised word clustering groups the words into clusters based on their syntactic similarities. The statistical parsing has been experimented after replacing the words with their cluster labels by using the predictive exchange word clustering algorithm as discussed in [4] . It gave improvements in lexicalized parsing by f-scores of 0.8 and 1.2 on gold POS and textual input, respectively. Urdu has flexible word order therefore, best performing DOP and RNN parsing models were also evaluated against a test set which we categorized with different word orders. This test set contains the sentences having most probable subject-object-verb (SOV), object-subjectverb (OSV) and subject-verb (SV) word orders. These word orders are found by analyzing a grammar extracted from the CLE-UTB. All the sentences in our ordered test set have a length of 15 or less. Both parsers gave f-scores higher than 90 for gold POS and on textual input, they give an average f-score of 87.6. The automatic prediction of syntactic information for a language is helpful to perform several NLP tasks including machine translation [5] - [7] , automatic speech recognition [8] , text to speech [9] , text summarization [10] and social media text analysis [11] . The constituency parsing for Urdu was initiated to analyze syntax-prosody relationship for an annotated speech corpus. Constituents in a sentence would be helpful to predict prosodic breaks and intonation for an Urdu text to speech system. This work also provides a linguistic resource and paves a route towards advanced NLP for Urdu.
Section II presents the related works to parse Urdu, parsing techniques and parsing of morphologically rich languages. In section III, we discuss our corpus, its annotation method and dataset details. Section IV describes different grammar formalisms and features used for training. In section V, we present the experimental results and discuss the effect of lemmatization, word-clustering on the parsing results. Section V also presents the evaluation of parsing models against different word orders. Section VI discusses our findings and effectiveness of parsing models on different inputs. Section VII concludes the paper by presenting final remarks.
II. BACKGROUND
Natural language parsing techniques have been developed and improved for more than two decades. Most of the parsing models have been devised for English and they do not usually perform well for morphologically rich languages [2] . Statistical parsing for Urdu has been explored only partially as it requires an annotated corpus for training and testing syntactic parsers, although some research initiatives have been taken in previous few years [12] - [15] . Abbas [12] presented a nonstatistical parser which was a variation of the Earley's parser. The parser has been employed to parse Urdu sentences. It used a treebank grammar which was derived from the Urdu.KON-TB [16] . The Urdu.KON-TB has been developed by using a phrase structure annotation which also includes the morphological information. Abbas [12] compared parsing results with other Urdu and Hindi parsers and claimed to achieve an f-score of 87 percent. The Urdu.KON-TB has been further converted to dependency structure for dependency parsing [17] . The treebank already contained the information of phrase and functional labels. A head-word mechanism has been derived to map the grammatical labels on dependency labels. The well-known MaltParser [18] has been used for experiments by using different features and the best reported accuracy was 49% on the converted treebank. Another small treebank and parser have been introduced in [13] . This treebank contains only 500 sentences and the annotation scheme was largely derived by Penn Treebank [19] . They introduced syntactic labels to annotate religious categories of Urdu text. The parser was evaluated on 50 sentences and it achieved a recall of 80 percent. Mukhtar et al. [14] have developed a probabilistic parser for Urdu and have derived a PCFG from a small POS tagged corpus. The grammar contained phrase structure rules with probabilities. They implemented a shift-reduce parser which parsed 74 out of 100 sentences successfully. A Hindi-Urdu treebank (HUTB) was developed by using dependency structure which provides separate repositories for Urdu and Hindi [20] . The HUTB has been annotated by using the Paninian grammatical model [21] . The grammatical model annotates participants (karakas) and several additional grammatical relations in a sentence. A simple dependency parser for Hindi language is presented in [22] . The Urdu.KON-TB and a treebank reported in [13] are small phrase structure treebanks. On the other hand, our treebank is comparatively large resource which has been annotated from a balanced Urdu corpus. The treebank contains sufficient samples to train statistical parsers. Details of the treebank are discussed in section III.
A. PARSING TECHNIQUES
Statistical natural language parsing got an elevation in the 1990's after the development of the Penn Treebank [19] . Based on different techniques, multiple statistical parsers have been developed. The Penn Treebank played a vital role in the development of parsers as it has been used as a dataset to train and test parsing accuracies for English. After the Penn Treebank, development of treebanks for other languages were initiated including Arabic [23] , Chinese [24] , French [25] , German [26] . To this day, a number of treebanks exist for many languages with different annotation schemes, hence there are also statistical parsers with different machine learning techniques. Simple probabilistic contextfree grammars (PCFGs) are the basis of statistical parsing. PCFGs contain independent grammar rules with probabilities. Due to the inherently ambiguous nature of natural languages, parsers generate more than one parses for a single sentence. PCFGs perform disambiguation to find the most plausible parse tree [27] , [28] . Magerman [29] used a lexicalized grammar with decision trees to develop a syntactic parser for English. The parser outperformed previous grammar based parsers. Collins [30] and Charniak [31] gave a new direction to lexicalized parsing. Conditional probabilities were computed for lexicalized models. A head-driven parsing model along with bi-gram dependencies was developed in [32] and it gave better results as compared to [29] . A similar head-word based parsing model was developed in [31] . The head-word probability is dependent on the parent node while computing the rule probabilities as it showed better f-score as compared to [32] . Collins [30] further presented three generative head-driven parsing models. The first model uses the probability of left-hand side of a rule to compute the probability of right-hand side. The second model uses the information of adjuncts, complements and sub-categorization frames to annotate the treebank grammar. The third model computes the probabilities of wh-movement and traces. These models outperformed previous head-driven parsers at that time.
A parental annotation method for language tree representation has been introduced in [33] . The work states that rather than head words, parental labels can also be used to attach with parse trees to have contextual information. This scheme has been used in [34] to implement a parser with splitting non-terminals. They obtained improved parsing results, but lexicalized models are still the best performing. Although, we have used the parental annotation along with the lexicalized grammar models to add the contextual information in the trained models which further improved our parsing accuracies. The details of our horizontal and vertical annotations (Markovization) are discussed in section IV-D.3. Petrov et al. [35] have presented an un-lexicalized model by using an inside-outside algorithm. The model performs the splitting and merging of parental information with nonterminals on the basis of highest likelihood. The parser outperformed previous lexicalized and un-lexicalized parsers for English. Petrov and Klein [36] have further improved parsing results with hierarchical state splitting.
A new tide of treebank parsing has been developed in previous few years by exploiting the power of neural networks. Socher et al. [37] presented a parser which learns continuous phrase representations in the form of vectors. The parser has been trained on the Wall Street Journal (WSJ) and evaluated for sentences of length 15 or less. The parser achieved a better f-score, but the result is comparable with [34] . Another approach has been presented in [38] uses compositional vector grammar (CVG). The Penn Treebank has been used to train and test the parser and an f-score of 90.4 was achieved. The development of the applicability of neural networks is an exciting and novel approach to perform NLP tasks. In this paper, we also present experiments with RNN based parser on the CLE-UTB and f-scores are quite promising B. PARSING MRLS Adopting statistical parsing techniques to parse morphologically rich languages (MRLs) may or may not work properly. However, several efforts have been undertaken to parse MRLs by using statistical parsers that were originally designed to parse English. A Head-driven parsing model was applied to parse Czech with Model-2 of Collins' parser [39] . Czech like many other languages for example, Russian, Slovak, Slovene, Ukrainian, Polish and Serbo-Croatian is highly inflectional and has flexible word-order. The parser has given moderate accuracy as compared to English. The same applies to German which is an MRL with a free word-order and the parsing results are quite low [40] . Dubey and Keller [41] have shown that sister-head dependencies perform better contextual learning as compared to head-head dependencies for a relatively flat structured treebank. They also made improvements to German parsing by adding case and morphological information [42] . A PCFG using morphological information and head annotation performed the head-driven models for Modern Hebrew [42] . Similarly, The Italian ISST treebank has been parsed by Collins' Model-2 and results are low [43] . Adding parental annotation and horizontal markovization has not improved parsing results although, lemmatization improved the parsing results for French [44] . Unsupervised word clustering is another method to reduce the data sparsity because MRLs have lot of inflectional forms. A cluster represents a generic label for words with similar syntactic contributions in the corpus. Word clusters are usually achieved from a large unannotated text corpus. This method has shown improvements in the statistical parsing for MRLs. Candito and Seddah [45] experimented with statistical parsing for French by replacing words with cluster labels. The Brown clustering algorithm [46] has been used to perform unsupervised clustering. The f-score improved from 84.1 to 86.2. Clustering the lemma/POS pair even increased the f-score to 87.8. Koo et al. [47] performed dependency parsing on the Penn treebank and Prague treebank while using word clusters achieved from an unannotated corpus. They reported an increase of one percent in the parsing accuracy for both languages. In this paper, we have experimented the lemmatization as well as word clustering [4] to perform statistical parsing for Urdu treebank.
III. CORPUS
To perform statistical parsing for any language, a treebank is an essential data resource. A treebank for Urdu (CLE-UTB) [48] has already been developed with phrase structure annotation which has been used as a dataset for our experiments. The treebank contains multiple annotation layers that are POS, phrase and functional labels. The treebank contains 7,854 sentences with 148,575 tokens which belong to 15 different domains as shown in Table 1 . The corpus has been divided into train and test set according to text domains. The training set contains 6,881 sentences and 130,400 tokens and the test set contains 973 sentences with 18,175 tokens. As discussed in [2] , to parse a morphologically rich language statistically, one needs to figure out language and input representation, morphological influence on POS and phrase label set and the amount of data required for training. The following sections discuss these aspects of the treebank.
A. TOKENIZATION
Tokenization is a preliminary step for POS tagging, syntactic parsing and many other NLP tasks. Urdu is written in a version of the Arabic script which does not always use a space character as a word delimiter. The Unicode characters have the property to become joiners or non-joiners. If a word has the joiner character as a last letter, then a space is compulsory to separate the word from the next word. But if a word has a non-joiner as the last character, then a white space after the word is not compulsory to make the word shape. Urdu uses space character to make visually plausible shapes of words rather than separating words which may lead to word segmentation problem. That is, in a word, a character may required to be of non-joiner type and hence followed by a space character.
There are two types of word segmentation errors in Urdu, space omission and space insertion [49] . A character may have four different shapes, initial, medial, final and isolated. According to [49] , a simple space can be erroneous in five morphological situations that are affixations, compounding, reduplication, foreign words and abbreviations. Inserting a space character between these morphemes may produce two separate words and omitting such space may join two morphemes resulting in implausible words. In the treebank, all word segmentation situations have been handled manually by adding a zero width non-joiner (ZWNJ) character rather than white spaces. The ZWNJ is used to resolve the space insertion errors. It neutralizes the joining property of the previous character and doesn't visualize any space within a word.
B. PART OF SPEECH TAG SET
Part of speech tags represent syntactic categories of lexical items for a language. For a treebank, the task of POS tagging is indispensable. POS tags also perform word category disambiguation because a single word may have various tags according to its context. The Urdu POS tag set has gone through several iterations. Hardie [50] proposed a tag set which contains 350 tags. This tag set largely covers the morphological categories of the language but too many tags make it very difficult to train an automatic tagger and a parser as it would require a huge amount of training data. Sajjad and Schmid [51] proposed another tag set and trained a tagger with 42 tags for Urdu. Ahmad et al. [52] further simplified the tag set to 35 POS tags. They created a POS tagged corpus and trained tree-tagger which gave a tagging accuracy of 96.8% which is quite promising. The Urdu treebank has been annotated with the POS tag set presented in [52] . Second question of [2] is concerned about morphological information and phrase labels. The annotation scheme should cover all morpho-syntactic categories of a language. Morphological richness of a language also plays an important role in devising a labeling scheme. In Urdu, we worked with a fairly flat structure by ignoring some morphological categories. For instance, we used a single POS tag 'NN' for common nouns regardless of gender, number, respect and type. Similarly, the tag set categorizes main verbs into only two classes, infinitive verbs (VBI) and finite verbs (VBF). The auxiliary verbs have been divided into four categories hence with different tags. An Urdu verb may have many surface forms therefore, it is not feasible to have too many tags for each form. In the same way, adjectives use 'JJ' tag to mark all types of adjectives. Urdu also has a strong case system and usually these cases are represented with clitics [53] . The POS tag set uses single tag for all types of case marking clitics. Observing syntactic representations of these categories the tag set is limited to make it more practical. Phrase labels are used to mark syntactic categories based on head words and POS tags within constituents. The tag set has been inspired by Penn Treebank tag set however, there are several additional tags to mark word categories which are specific to Urdu language. For example, we use 'PSP' tag to mark case markers. Similarly, different POS tags have been used to mark demonstrative pronouns, relative demonstrative pronouns, relative personal pronouns, reflexive pronouns and reflexive APNA. The POS tagset also uses four tags to mark auxiliary verbs including tense, aspect, model and progressive auxiliaries.
C. BRACKETING
The treebank (CLE-UTB) has been developed in the form of XML trees, containing sentences in bracket notation. The corpus has been annotated with phrase structure labels which also contain the functional tags to mark the grammatical roles. The phrase label set has been derived from a universal phrase tag set [54] . The annotation scheme is compatible with the Penn Treebank tag set, however there are certain labels which annotate Urdu specific syntactic categories. The label set of the CLE-UTB contains 11 different phrase labels and nine functional labels. Table 2 shows a sample sentence with POS and phrase annotation.
D. DATASET
The third question raised in [2] is about the amount of data required to train a statistical parser. A sufficient sized treebank is crucial to perform statistical parsing. With respect to POS tags and phrase label sets our dataset contains enough samples for each syntactic category. Table 3 presents statistics of the CLE-UTB train and test sets.
The test set has been prepared in such a way that it contains sentences from all fifteen domains randomly as shown in Table 1 . Table 1 presents the details of train and test sentences and tokens. The test set is further divided into three categories according to sentence lengths that are, small; with length 10 or less, medium; with length between 11 and 25 and long; having a length greater than 25. The length of a sentence influences the parsing accuracy as smaller sentences have less complex syntactic structure as compared to longer ones. Length based division is helpful to analyze parsing accuracies for sentences with different number of tokens in them. The CLE-UTB covers all the syntactic categories as well as the probable word orders of the language and parsing results provide evidence towards the adequacy of the size of the treebank. However, lemmatization and word clustering have also been performed to reduce the problem of data sparsity. A finite-state morphological analyzer [55] has been used to develop a lemmatizer for the treebank. Further details of lemmatization and word clustering have been discussed in section V.
IV. GRAMMAR FORMALISMS AND PARSING FEATURES
Statistical parsing is helpful to understand the correct meaning of a sentence by finding the most probable parse tree. The treebank probabilities are computed to obtain most likely parse trees as a grammar may generate more than one parses. In this section, we present grammar formalisms, different parsing techniques and syntactic features which have been used to train different parsers.
A. PROBABILISTIC CONTEXT-FREE GRAMMARS (PCFGs)
A PCFG is induced from a treebank and is used to predict the parse trees for new sentences. In PCFGs the grammar rules are considered independent of one another. The probability of a rule is computed by dividing its frequency with the count of a left hand side of a rule where it appears as a head of a rule throughout the grammar. Equation 1 shows the mechanism for calculating independent rule probabilities.
Probability of a parse tree P(T) is estimated by the product of probabilities of grammar rules in the parse tree 'T' of a sentence 'S'.
A PCFG computes P(S) by maximizing the tree probability as shown by Equation 3 .
B. TREE SUBSTITUTION GRAMMAR (TSG)
Tree substitution grammars are another probabilistic approach proposed by [56] and were formalized by [57] . Data-oriented parsing (DOP) model which is based on treesubstitution grammar, considers all subtrees called fragments in a treebank to produce parse trees for new sentences. Currently, there are many variations with multiple applications of DOP models. A DOP model produces a large number of fragments depending on the size of a treebank resulting in many parse trees for a single input sentence. The model performs the disambiguation by probability distribution for trees. DOP model computes probabilities of fragments and derivations to estimate the probability of a parse tree.
f ∈Fx
In Equation 4 , Fx is the set of subtrees with x as a root. A derivation is the sequence of fragments producing a parse tree t. by left most substitution. Probability of a derivation is computed as shown by Equation 5 :
The simplest probability estimate for a fragment is the relative frequency estimate (RFE). It is computed by dividing the count of a fragment f in a treebank with count of all fragments with same non-terminal symbol as root.
The relative frequency estimate does not give the complete probabilistic interpretation. For all fragments in a treebank, it contributes a biased estimate as it would assign greater probability mass to larger fragments. Therefore an equal weight estimate was proposed by [58] , as shown in Equation 8 .
Equation 7 sums the division of counts of a fragment f of a parse tree t with total number of fragments. P(f) is computed by dividing the equal weight estimate of a fragment by the sum of all equal weight estimates of all fragments containing same non-terminal symbol as root. To estimate the probability of a parse tree t, DOP model sums the probabilities of all derivations of t and like PCFG it maximizes the likelihood to find out the most probable parse tree as shown by Equation 9 and 10.
We have trained and tested a Double DOP model on the CLE-UTB which is presented in [59] . The number of coarse PCFG derivations to prune has been set to 50 and max 200 best derivations to enumerate. Relative frequency estimator (RFE) has been chosen to estimate the most probable parses (MPP).
C. RECURSIVE NEURAL NETWORK BASED PARSER
Socher et al. [38] introduced a compositional vector grammar (CVG) for parsing by learning the syntactic structure as well as the semantics of words. For that purpose, they combined categories from a PCFG with the recursive neural networks (RNNs). This approach improved the parsing results and produced an f-measure of 90.4 for English. This work is in the continuation of an implementation of four models based on RNNs [37] . The word embeddings have been used to extract the word vectors [60] . These embeddings are represented in the form of a matrix and contain vectors for all tokens in the vocabulary with respect to fixed selected dimensions (like 25, 50 or 100). The sentence is a sequence of words and the vectors are extracted to create word-vector pairs. This is done by multiplying a matrix with a binary vector which contains one for the word index and all other zeros. In this way, the sentence is an ordered sequence of wordvector pairs. The POS tags are extracted for each word by using PCFG and are replaced with words so that the each pair has a POS tag and a word vector. The compositional vector grammar (CVG) finds the score for a predicted tree by summing the scores of all the nodes of a parse tree. The max-margin predicts an objective and trains the CVG so that the highest scoring tree is considered as correct among all other possible parses. The objective used for training and optimization are described by the following equations.
where, x i is the input sentence, Y (x i ) represents all possible trees for x i , y i is the correct tree for x i , (y i , y) is the margin loss with predicted tree, k = 0.1 for all experiments, (x i , y i ) is the set of training instance, s is the score function, θ represents parameters collection, λ is set to 10 −4 for the experiments and N (y i ) is the set of all nodes for tree y i . The RNN uses the vectors to get a correct parent node for the pair of terminals nodes (like p → bc). The dimensionality of a parent is same to the dimensionality of its children. For activation, both vectors from child nodes are concatenated to have the dimensions (2n×1) and multiplied with the weight matrix with dimensions (n×2n) then a nonlinearity function (tanh) is applied to the product vector. In a similar fashion, this output vector is used to predict the parent with other nodes. Rather than using a single weight matrix, CVG conditions the syntactic categories for each node which are extracted by using a PCFG. A syntactically untied recursive neural network (SU-RNN) was trained to learn such weights. The weight matrix are also dependent on the categories of child nodes. The score of a node is calculated by summing the linear score of the parent and log probability of the PCFG rule (rule: P → BC) as shown by Equation 14 .
s p (1) =
where v is vector of parameters which is trained and the CVG scores the whole tree by adding the score of all the nodes.
s (CVG (θ, x, y) 
For the training of the CVG, a PCFG parser has been used to cache top 200 trees for each training example in the CLE-UTB. At the second step, SU-RNN was used to train an objective as given in Equation 11 . To optimize the efficiency of the parser, beam search was used and the search considered the syntactic categories for all sentences which were in top 200 trees for that sentence. In our experimental setup, we set the value of λ to 10 −4 , minibatch size was set to 20, AdaGrad's learning rate was set to α = 0.1 and dimensionality of the word embedding matrix was set to 25 which gave best performance. For Urdu, word embedding matrix was extracted from a raw text corpus having 35 millions words.
D. FEATURES
Along with different grammar formalisms, syntactic, contextual and lexical features were experimented with parsing models. The following sections describe these features in more detail which have been used in our experiments.
1) BASELINE PCFG
Our baseline model is a probabilistic context-free grammar parser without using any type of contextual information. It uses the default POS tag set of the CLE-UTB.
2) UPDATED POS (POS2)
We observed that the existing POS tag set is designed to be flat, for example, it has a single tag (PSP) for all types of case markers (post-positions) regardless of their role in a syntactic structure. Similarly, punctuation symbols share a single tag i.e. PU. The Penn Treebank annotates punctuations and prepositions with different POS tags. Based on our initial parsing experiments, we updated the tag set. The tags for postpositions (clitics) and punctuations were divided into multiple categories. This categorization provided better parsing results as compared to flat tagging. Table 4 shows updated POS tags for these categories.
The tag PSP-G marks the genitive case (represented by clitics 'kA', 'kI' and 'kE'). The ergative case (PSP-E) represents the subject of a sentence and the accusative case (PSP-A) represents an object or a secondary object of a sentence. Dative subjects are also represented with the same clitic. Therefore, the tag 'PSP-A' was also used to annotate dative case marker. The tag 'PSP-SE' corresponds to two cases which are instrumental and ablative. These case markers also share the same clitic. Therefore, the same POS tag was used for them. There is another clitic that always occurs between two words and it was marked with the tag PSP-I. All other case marking clitics were tagged with 'PSP'. Similarly, the punctuation symbols have been divided into four groups which include period/question, coma/semicolon, exclamation/colon and other punctuations. The POS2 categorization for case markers was performed deterministically based on lexical items and their POS tags. The updated POS tag set provided a significant increase in the parsing results.
3) MARKOVIZATION
In a context-free grammar, production rules are considered to be independent without using any type of contextual information. Therefore, grammar rules with the same head (left-hand side) are considered to be used in the derivation of trees without keeping their context. For example, two production rules headed with an NP may look similar but they might have different contexts (parent and child nodes). The parse tree in Figure 1 shows two NPs with different contexts.
The left most NP is the subject while the other NP represents the object of the sentence. The first NP is the child node of the PP phrase which makes it subject as it is followed by the clitic 'nE' representing an ergative case. The contextual information has been embedded by using a parental annotation as shown in Figure 2 [33] .
A parental annotation can be vertical corresponding to the node parents as well as horizontal which corresponds to the sister-nodes. Table 5 shows a PCFG f-measures after experimenting with different markovization values to find the optimum ones for the treebank.
To perform experiments with the probabilistic context free grammars, both vertical and horizontal markovizations have been used. Values of these markovizations have been learned empirically so that the models perform better by avoiding the issue of data sparsity. These values have been achieved by setting vertical and horizontal value from 0 to 3. 
E. LEXICALIZED PCFG
Lexicalized grammars include head-words with the phrase labels to learn the context of constituents based on the syntactic contribution of tokens in a sentence. Head-driven grammars make more accurate parsers for English language. To parse Urdu by using a lexicalized head-word model based parsing techniques could be a challenging task as it is a highly inflectional language. Simple PCFG parsing models lack in lexical conditioning in the parse trees. The lexical information can be helpful to overcome ambiguities like prepositional phrase attachments [61] . Similarly, lexical conditioning can also be useful to resolve the ambiguity of complex predicate structure in Urdu grammars. Urdu employs complex verbal structures where nouns or adjectives are part of verbal predicate while keeping their syntactic categories intact [62] . The annotation scheme of the CLE-UTB annotates such nouns and adjectives as noun phrases and adjective phrases along with a functional label. The verb complex (verb phrase) is also present at the same level of a parse tree. In case of a complex predicate structure, the head-word of a verb complex is a light verb [63] . A light verb and a head word of the noun or adjective phrase which is the part of a complex predicate structure, provides a lexical conditioning in the grammar to learn the correct context for unseen sentences. Figure 3 demonstrates the lexical conditioning in the context of Urdu grammar.
In Figure 3 , the complex predicate structure has been parsed differently. The word 'peS' (to present) is making a complex verbal structure followed by a VC which contains a light verb 'kar' (do) as the head word of the constituent. In this sentence, the word 'peS' has a verbal meaning when translated into English but in Urdu it is a noun. It belongs to the class of common nouns and does not change surface forms as verbs do in Urdu. The parse tree in Figure 3(a) shows the output of a baseline PCFG parser where this structure has been parsed incorrectly. It showed a significant improvement in the f-scores while training with lexicalized grammars. To perform the parsing using lexicalized grammars, an accurate head word model is required which would be helpful for the lexical conditioning.
1) URDU HEAD-WORD MODEL
A head-word model was introduced in [30] for English language parsing and the parsers performed better. Urdu is generally a head-final language and has a different headword model. As Urdu has a strong case system, therefore it has a different head-word mechanism for them. The verbal structure of Urdu has a main verb (light verb in case of complex predicate structures) followed by auxiliary verbs. In this case, head-word is the left most lexical item. Urdu also has a prepositional structure, although it is not very frequent in normal text writings. Prepositional structure has the left word as the head word. A mixed head word model for Urdu has been derived to parse the language by using a lexicalized grammars rather than using left or right heads for all constituents. Although, we have experimented with a left-corner lexicalized PCFG by using left-head model. To analyze the head words, one hundred sentences have been annotated with phrasal heads manually and were evaluated with our new head model. The sentences have been tagged independently of the model while keeping the general intuitions. Overall accuracy of head identifications is greater than 95%. Table 6 shows the accuracy of our head model which was evaluated on manually annotated sentences.
2) HEAD-WORD ALGORITHM
To perform lexicalized parsing, a head-word model needs to be employed first. One option is the straight forward left head model which makes the left most lexical item the head of a phrase. However, there are more sophisticated head word models which have been devised empirically. To extract a lexicalized grammar from the CLE-UTB, we have devised a head model for Urdu due to different syntactic structures and bracket labels. Table 7 shows our algorithm for head-words based on the treebank labels. The left-most column shows phrase labels, the second column shows the direction to find heads and the third column presents a list of tags for each phrase label. The priority is from left to right of the tag list. Table7 contains the tags which are the part of our treebank. The Stanford parser [64] has been trained to extract and test a head based lexicalized grammar for the CLE-UTB. 
V. RESULTS
The test set has been divided into three subsets; small, medium and long as shown in Table 3 . This division helped to understand the performance of parsing models and the data sufficiency of the CLE-UTB. The parsing evaluation has been performed on textual input with gold POS and on plain text. The textual input with gold POS contains the Urdu text written in the Arabic script along with the correct POS tags. The parsing models predict syntactic structure while keeping the POS information intact. On the other hand, the input is simple Urdu text from the test corpus and parsing models predict the POS tags as well. All parsing models implement the well known Stanford POS tagger for the tagging task [65] . The tagger performed with a best accuracy of 97.24% on the Penn Treebank WSJ. The tagger also improved the accuracy as we incorporate different features in our training set. The POS tagging accuracy has been presented against each parsing model.
Starting from baseline PCFG parsing, multiple parsing models and formalisms have been experimented with and they demonstrate significant improvements in results. The syntactic categorization of the POS tag set played a vital role in the improvements for later experiments. The syntactic sub-categorization of the POS tag set increased the f-score significantly for both, sentences with gold POS as well as raw textual input for simple PCFG parser. It also increased the accuracy of the POS tagging significantly. Baseline models do not introduce the contextual information to learn and predict the distant syntactic structures, therefore markovization has been used to embed the contextual information. The vertical and horizontal markovization values have been derived empirically to mark parental and sister node annotations as shown in Table 5 . The PCFG with POS2 tag set setting the vertical and horizontal markovization values to two have been experimented which further improved the parsing by more than one and half points and the POS tagging accuracy crossed 95%. The DOP model has also been trained with markovization with maximum tree depth of three. The DOP model provides consistent parsing results but with markovization the model performed with an f-score of 87.1.
To perform lexicalized parsing, an efficient head-word model has been derived for the CLE-UTB. The results of the head word model against frequent constituent labels are presented in Table 6 . The straight forward left-head model has also been trained to acquire the lexical context of the constituents which gave parsing results in the same range as the PCFG models do. The lexical head-word model as presented in Table 7 improved the f-scores from 83.5 to 86.1 for gold POS and from 80.4 to 83.2 for textual input. The same lexicalized PCFG has been used with the RNN parser, which further improved the results. The RNN parser has been experimented with word embeddings for the CLE-UTB training set, containing 130 thousands tokens and for a large corpus containing 35 million words. The larger corpus improved the f-score from 86.4 to 87.1 while considering the gold POS and from 83.6 to 84.2 on textual input.
A. LEMMATIZATION
An Urdu verb can have seventeen inflectional forms and same number of additional forms for causatives and bi-causatives [55] . Urdu also has four levels of honorifics which further increase the underlying forms of verbs. In case of nouns, Urdu has forms against number and gender. To perform the statistical parsing for an MRL, a sufficiently large treebank is an essential data resource. However, lemmatization may help to reduce the data sparsity by mapping multiple surface forms of a single word onto its root form. The lexicalized parsing results have been analyzed after performing lemmatization for the open class words based on their POS tags. This process has been done automatically and a finite state morphological analyzer has been used as described in [55] . The experiments were performed based on different word classes which include common nouns, adjectives, adverbs, and verbs. Three experiments have been set based on POS tags of the mentioned categories to demonstrate the effect of lemmas on the parsing results. In the first experiment, all the words in these classes were replaced with root forms. In the second experiment, the common nouns, adjectives, and adverbs were replaced with root forms. Finally, in the third experiment, only verbs were replaced with their lemmas which included finite verbs, infinitive verbs and auxiliary verbs. Table 9 shows the results for these experiments while parsing with a lexicalized PCFG [64] .
F-scores for the lexicalized parsing with and without gold POS are 86.1 and 83.2 but the lemmatization of open class words lowers the f-score to 86.0 and 82.4 respectively. A similar effect was observed after experimenting with the lemmas for common nouns, adjectives and adverb. In this case, f-scores remained in similar ranges, which are 85.9 with gold POS and 82.9 on textual input. However, the accuracy of POS tagging increased one point from 94.5 to 95.5. The lemmatization of verb phrases gave a small increase in f-scores. A verb phrase contains the six word classes including finite verbs, infinitive verbs, aspectual, tense, model and progressive auxiliaries. In this case, the parsing with gold POS gave an f-score of 86.2 and without gold POS it gave an f-score of 83.4. According to these f-scores, the lemmatization of only verb phrases gave an improvement in the f-scores as compared to the common nouns, adjectives and adverbs. There could be two possible reasons for these scores. First, an automatic morphological analyzer was used to extract the root forms. The accuracy of the morphological analyzer can be a reason. The second reason can be the nature of the morphological richness of Urdu language which is not very helpful to reduce the data sparsity. To understand the first reason, a quantitative analysis has been performed for the morphological analyzer which was used in the lemmatization process. Table 10 shows the quantitative results of the lemmatization process.
The percentage of verbs and auxiliary verbs which were mapped onto root forms is much higher as compared to nouns, adjectives and adverbs. On the other hand, verbs in Urdu contain many surface forms as compared to any other word class. Therefore, this nature of the morphological richness was responsible for an increase in the f-scores when used lemmas for verb phrases only. If the accuracy for other open class words as shown in Table 10 was as high as the verbs then it might also provide improvements in the f-scores. However, it can be concluded that lemmatization improves the lexicalized parsing results for morphologically rich languages like Urdu.
B. WORD CLUSTERING
The lemmatization provided subtle improvements in f-scores. Therefore, we have adopted another method to reduce data sparsity of our dataset. A word clustering algorithm groups words into classes according to their syntactic similarities. Words can be replaced with cluster labels in the corpus. The open class words are usually grouped into more classes while the closed class words remain in distinct classes. This division largely depends on the number of clusters chosen when applying a clustering algorithm. We have trained a predictive exchange word clustering algorithm 1 as described in [4] . It is a bidirectional, interpolated, refining and alternating (BIRA) algorithm which is based on the predictive exchange algorithm presented in [66] . The algorithm works on bidirectional bi-gram language model and uses alternating interpolated weights based on iterations. The model can be represented by Equations 19 and 20.
where w i is the ith word, c i is the ith class and λ is the interpolated weight.
1 https://github.com/jonsafari/clustercat
The weight λ alternates to 1 − λ when i mod a = 0 where a is an iteration number. The time complexity of the algorithm is O (2 × (B + |V |) × |C| × I ). Where B is a unique number of bi-grams in a training corpus, |V | is the vocabulary, |C| is the number of clusters and I is the number of iterations used to perform word clustering. An unannotated Urdu corpus has been used to achieve word clusters containing 35 millions words. Seven different cluster sets were trained containing one thousand to seven thousands classes (clusters). The lexicalized parsing has been performed for each clustered dataset. Table 11 shows the parsing results against different clustered datasets.
Similar to other experiments, the clustered dataset has been evaluated against small, medium and long sentences. Table 11 shows the incremental parsing results based on the number of word clusters. The parser performed best when trained on five thousands word classes. F-scores are 86.9 and 84.4 when evaluated on gold POS and clustered input respectively. Similarly, the POS tagging accuracy was also improved when increasing word clusters till five thousands classes. Parsing with more than five thousands word clusters, started decreasing the parsing and POS tagging accuracy. The word clustering method performed better than straight forward lemmatization.
C. FREE WORD-ORDER
Like many other South Asian languages, Urdu also allows a flexible word-order. Different orders of a same sentence produce a plausible syntactic structure and convey the same truth conditional meaning. It is essential that free constituent order is covered by a treebank. A suitable formalism is also required to capture this property of the language. The phrases within sentences can produce multiple combinations but the order of words within a phrase should remain intact. Figure 4 shows parse trees with different word orders for a sentence. Figure 4 shows three word orders of a sentence. The layout can produce more combinations of the phrase orderings but other combinations are not very probable in the corpus. According to the CLE-UTB, the most probable word orders in the corpus are SOV, OSV and SVO. To parse different word orders accurately, a computational parsing model is required which learns the word orders from a corpus. A corpus should also cover the probable word orders. To demonstrate the ability of best performing parsing models, we prepared a new test set containing sentences with different word orders. For that purpose, the existing test set has been used to collect the sentences. Simple and short sentences were selected having length of fifteen or less. Conjunctions (subordinate and coordinate) have been avoided for most sentences to extract TABLE 11. Labeled recall, labeled precision and f1 score for small, medium and long sentences against different numbers of word clusters. unambiguous orderings. Three word orders SOV (subject-object-verb), OSV (object-subject-verb) and SV (subject-verb) were included in the evaluation of parsers. The OSV structure has less number of sentences as compared to orders. Therefore, sentences from the SOV structure were updated to have OSV order. The positions of the subject and object constituents were swapped which resulted into OSV ordered sentences. This is important to note that all sentences in this test set were selected from the existing test set so that results remain comparable. Table 12 shows the details of our ordered test set.
The best performing DOP and the RNN lexicalized parsers were trained for evaluations. Table 13 shows the specifications of ordered test set and the parsing results.
The parsing results for the ordered test set were also computed with and without gold POS as shown in Table 13 . Both parsing models provide f-scores greater than 90 against SOV, OSV and SV sentences with gold POS. The DOP model performed better as compared to the RNN parser while using gold POS whereas the RNN parser gave higher f-scores when running without gold POS tags with a little margin. The RNN parser performs very well with SOV and OSV sentences whereas the f-score and tagging accuracy for SV sentences are comparatively low. However, overall parsing results for all three word orders are quite favorable. It can be concluded that the CLE-UTB covers the phrase free order property of the language and the DOP and RNN parsers are computationally capable of learning the word orders while performing the statistical constituency parsing for Urdu.
VI. DISCUSSION
Tsarfaty et al. [2] raised three concerns for parsing a morphologically rich language. The first concern was about the language representation and input type. In our parsing experiments, we have used three different representations of Urdu text and achieved parsing results. First representation is the plain Urdu text with surface forms. By using this representation, lexicalized PCFG parser performed with an f-score of 86.1 on gold POS tags and 83.2 by using predicted tags with a tagging accuracy of 95.7%. We implemented a lemmatizer to replace the surface forms with lemmas for open class words in the treebank and there was an improvement in the results. However, the f-scores are dependent on the accuracy of the lemmatizer. To resolve the issue of data sparsity, we further experimented with word clusters. Word clustering categorizes the tokens in groups based on word similarities. We have trained a lexicalized parser on different number of clusters from one thousand clusters to seven thousands clusters. Word clustering helped to improve the parsing results and achieved a best f-score by training five thousands clusters. The f-scores are 86.9 with gold POS tags and 84.4 on textual input. Word clusters produce better parsing results as compared to a lemmatized dataset for Urdu. The POS accuracy was also improved to 96.0% which is quite promising for an MRL. These experiments are evident to claim that the language representation is crucial to parse Urdu and is helpful to improve parsing results.
The second concern was about the morphological influence on POS and phrase label set. A POS tag set should have sufficient number of tags to represent word classes accurately. Too many tags will require a huge amount of annotated data for training. Our tag set does not categorize open class words in different classes for example nouns, adjective, adverbs and verbs are marked with one tag each. It reduces the data requirement but does not effect the automatic tagging. Similarly, our phrase label set has a relatively flat structure with 11 labels. We have empirically derived a syntactic categorization of POS tags for postpositions and punctuation symbols which improved the tagging accuracy and parsing f-scores. Updated tags gave a significant improvement of 7% in f-scores for a PCFG parsing model. Therefore, all the later models were trained and evaluated by using updated POS tag set (POS2). We have further experimented with vertical and horizontal non-terminal annotations. It improved the context of phrases without extending the phrase label set. This annotation improved the parsing results up to 1.8% and produced an f-score of 84.9 for gold POS and 80.5 for predicted tags by training a PCFG parser. For MRLs, simplified label sets are helpful for annotation which further can be updated to achieve better results.
The third concern was about the size of a dataset. The size of a dataset is dependent on the annotation label set. A linguistically well-defined annotation scheme can reduce the data requirements for MRLs. Our treebank has a relatively compact POS and phrase label set which have been updated automatically to achieve higher f-scores. The size of our treebank is quite sufficient to perform statistical parsing. Similarly, the treebank has sufficient samples with probable word orders of Urdu. The parsing f-scores for different word orders are quite promising which are evident that our dataset contains sufficient training samples for each word order.
This paper also presents a comprehensive comparison of parsing techniques on an Urdu treebank. These techniques include baseline PCFGs, data-oriented parsing (DOP), lexicalized PCFGs and recursive neural network (RNN) based parsing. Addition to these models, several linguistic features were derived and trained which improved the results significantly. Updated POS tags, lemmatization and markovizations were experimented with PCFGs and were further trained with lexicalized PCFGs and RNN parsers. The DOP and the RNN parsers outperformed baseline PCFG and lexicalized PCFG parsers with a best f-score of 87.1. However, the RNN parser outperformed the DOP model with a higher f-score of 84.2 when evaluated on predicted tags. The RNN parser uses the power of neural networks to learn syntactic features from text and performs transfer learning by training word representations from a large plain text corpus. The parsing models produce higher f-scores for smaller sentences as compared to longer sentences. The RNN parser outperformed other models for longer sentences and provided a best f-score of 85.8. However, for smaller sentences, the DOP model performed better as compared to other models. By using maximum subtree height of two, it gave a best f-score of 93.1 for smaller sentences which is quite favorable. Overall, the RNN parser outperformed other parsing models when trained with Word2Vec word embeddings.
VII. CONCLUSION
We present the constituency parsing for Urdu language which is a morphologically rich and a free word-order South Asian language. Statistical parsing of an MRL faces problems of language representation, input type, influence of morphological information on POS and phrase labels and data requirements for training. An Urdu treebank (CLE-UTB) has been used for training and testing. The CLE-UTB has been annotated with phrase structure annotation. Assigning different POS tags to all inflectional forms (for instance Urdu verbs) may result in a large impractical tag set. However, comparatively a flat tag set has been devised based on the syntactic categorization. Phrase labels were also marked on the bases of head words and their POS tags. Parsing results are evident that the size of the CLE-UTB covers all syntactic categories and is sufficient for training the statistical parsers for Urdu.
Parsing experiments have been performed by employing different data representations and features to analyze improvements in results and syntax coverage of the treebank. The POS tag set has been updated by syntactic subcategorization for case markers and punctuation symbols which resulted in a significant improvements in f-measures for all models. For simple PCFGs, the updated POS (POS2) tag set increased the f-score from 76.2 to 83.1. Similarly, the markovization gave further improvements to PCFGs and DOP. The DOP model gave a highest f-score of 87.1 when trained with markovizations. The lexical conditioning is helpful to learn the correct context for phrases and lexical dependencies. A head-word model for Urdu has been derived. It performed better as compared to straight forward lefthead model and provided an f-score of 86.1. To reduce the data sparsity, lemmatization and unsupervised word clustering were performed. The lemmatization of verb phrases improved the f-score by 0.1 percent. However, word clustering improved f-scores when trained with five thousands clusters and produced better results as compared to lemmatization. Recursive neural network based parser has been trained with a text corpus of 35 million Urdu words to extract word embeddings. The performance of the RNN parser in terms of f-scores is better than the DOP model when evaluated on predicted tags. An additional test set was developed which categorized sentences of three different word orders. The DOP and the RNN parsers were used to parse the ordered test set and competent f-scores were achieved concluding the coverage of probable word orders in our treebank.
We present state of the art constituency parsing for Urdu. A well-defined POS tag set and annotated corpus work fine to perform the constituency parsing for Urdu. Different features are essential to provide satisfactory parsing results. It is hoped that this research will stimulate further investigation in statistical parsing on Urdu treebank. The future intentions are to reuse the syntactic structure and POS tag set to parse other South Asian languages which have similar syntactic structure. The re-usability of annotation scheme and parsing features will make a route towards processing low resourced South Asian languages.
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