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Abstract-In this correspondence, a computationally efficient method that combines the subspace and projection separation approaches is developed for R-dimensional (R-D) frequency estimation of multiple sinusoids, where R 3, in the presence of white Gaussian noise. Through extracting a 2-D slice matrix set from the multidimensional data, we devise a covariance matrix associated with one dimension, from which the corresponding frequencies are estimated using the root-MUSIC method. With the use of the frequency estimates in this dimension, a set of projection separation matrices is then constructed to separate all frequencies in the remaining dimensions. Root-MUSIC method is again applied to estimate these single-tone frequencies while multidimensional frequency pairing is automatically attained. Moreover, the mean square error of the frequency estimator is derived and confirmed by computer simulations. It is shown that the proposed approach is superior to two state-of-the-art frequency estimators in terms of accuracy and computational complexity.
Index Terms-Multidimensional frequency estimation, subspace method, projection separation.
I. INTRODUCTION
The topic of R-dimensional (R-D) frequency estimation, where R 3, has received extensive attention for its widespread applications in numerous fields such as MIMO wireless channel sounding [1] , mobile communications [2] , MIMO radar [3] , sonar, seismology and nuclear magnetic resonance spectroscopy [4] . Many high-resolution subspacebased parameter estimation techniques have been proposed to solve this problem such as multidimensional folding (MDF) [1] , unitary ES-PRIT [5] , improved MDF (IMDF) [6] , MUSIC [7] , rank reduction estimator (RARE) [8] , decoupled root-MUSIC [9] and higher-order singular value decomposition (HOSVD) [10] methods. Unitary ESPRIT, MDF and IMDF techniques are based on the conventional ESPRIT approach where it is difficult to directly utilize the original multidimensional data. Typically, they require to enlarge the received data to construct a 2-D matrix with larger size, and then employ the ESPRIT-based method to obtain the desired frequency pairs. Consequently, their computational burden is very heavy particularly when the data size is large. The RARE algorithm vectorizes the observed data to exploit the Vandermonde structure and matrix polynomials are constructed to find the frequencies of each dimension. However, computing the polynomial coefficients is a highly demanding job. In the decoupled root-MUSIC algorithm, R-D harmonic retrieval is decomposed into R 1-D problems by tensor decomposition [11] , [12] , which significantly reduces the computational load, but pairing of the R-D frequencies is required.
On the other hand, the HOSVD method utilizes the structure inherent in the received data at the expense of a high computational complexity. In this work, our main contribution is to devise an accurate and computationally efficient estimator for multidimensional frequencies in the presence of white Gaussian noise with the use of the subspace and projection separation techniques.
The rest of this correspondence is organized as follows. The development of the proposed estimator is presented in Section II. There are two basic estimation steps as follows. We first extract a 2-D slice matrix set from the R-D signal to construct a covariance matrix associated with the first dimension, from which the corresponding frequencies are estimated using the root-MUSIC method. With the use of the frequency estimates in the first dimension, a set of projection separation matrices is then devised to separate all frequencies in the remaining dimensions. Root-MUSIC method is again utilized to find these single-tone frequencies while multidimensional frequency pairing is automatically attained. In Section III, the computational complexity and mean square error (MSE) of the devised estimator are analyzed. Since our method exploits covariance matrices whose size is characterized by the number of sinusoids, its computational requirement is small when compared with the conventional schemes. Section IV includes numerical examples for validating the theoretical findings and evaluating the proposed approach by comparing with the IMDF [6] and HOSVD [10] 
with F being the number of sinusoids, which is assumed to be known a priori [13] . 
B. Estimation in First Dimension
For ease of presentation but without loss of generality, we start frequency estimation in the first dimension with the assumption that ! k;1 6 = ! l;1 ; k 6 = l. In tensor form, (1) Q are the noise-free and noise-only components of X X X , respectively. To reduce the dimension of X X X , we define X X X r ;r , which is a set of 2-D slice matrices extracting from X X X , as follows:
X X X r ;r = fX X X (m1; . 
with ( T and diag(a) being the conjugate transpose, transpose, and diagonal matrix with vector a as its main diagonal, respectively.
DefineR 1 as the sample covariance matrix of matrix set X X X 1;2 , which is computed aŝ (13) and I M is the M 1 2 M 1 identity matrix.
In order to circumvent the problem of degraded estimation performance in case of closely spaced frequencies in the same dimension, we further propose the forward-backward (FB) smoothing [14] , [15] covariance matrix ofR1:
where J M 2 M 2M is the exchange matrix with ones on its antidiagnoal and zeros elsewhere. The expected value ofR 
On the other hand,R tained from the F largest-magnitude roots inside the unit circle according to z = e j! .
C. Estimation in Remaining Dimensions
With the use of f! f;1 g, a set of projection matricesP ? f ; f = 
III. ALGORITHM ANALYSIS

A. Computational Complexity
The computational complexity of the proposed root-MUSIC algorithm is studied and the results are provided in Table I . In summary, ) and that of the HOSVD algorithm [10] is at least
where L r is the number of spatial smoothing subarrays in the rth dimension, r = 1; 2; ... ;R. Clearly, the proposed method is more computationally attractive than [6] and [10] .
B. Mean Square Error
Analogous to (18) and (33) Following [15] , the MSEs of the first dimension frequency estimates are computed as
where d f;1 = dg f;1 =d! f;1 , and is the expectation operator.
On the other hand, the MSEs of the frequency estimates in the remaining dimensions are 
where d f;r = dg f;r =d! f;r .
IV. SIMULATION RESULTS
Computer simulations have been conducted to evaluate the frequency estimation performance of the proposed approach for multiple 3-D and 4-D sinusoids in the presence of white Gaussian noise. The algorithms without and with FB smoothing, denoted by root MUSIC and FB root MUSIC, are examined. The average MSE of the rth dimension, denoted by AMSE r , is employed as the performance measure. All results provided are averaged from 200 independent runs. Apart from CRLB [6] , [17] and [18] , the performance of the proposed approach is compared with that of the IMDF [6] , HOSVD [10] algorithms. The signal power is defined as Figs. 1-3 . It is observed that although the MSE of the proposed approach in the first dimension is comparable with that of HOSVD scheme, the former is superior to [6] and [10] , with performance close to CRLB, in the remaining dimensions. The theoretical calculations of (38) and (39) also agree very well with the simulation results for sufficiently high SNR conditions. The above test is repeated with identical frequency scenario of f!1;r g = f0:1; 0:3; 0:4g; f!2;r g = method without FB smoothing performs the worst because there are identical frequencies in two dimensions. Nevertheless, the one with FB smoothing outperforms [6] and [10] for all dimensions and its performance attains CRLB in the second and third dimensions.
In the second experiment, the average computational time of the in- Again, we observe that the performance of the proposed estimation is comparable to those of the other two methods [6] and [10] . However, the proposed method attains the CRLB and is better than other the two methods for dimensions 2, 3, 4 at sufficiently high SNRs.
V. CONCLUSION
A new approach for frequency estimation of multidimensional sinusoids in additive white circular Gaussian noise has been developed.
The main idea in our methodology is to rearrange the R-D sinusoids as a series of 2-D slice matrices and combine the subspace and projection separation techniques. The frequencies in one dimension are first estimated using the root-MUSIC algorithm, which are then utilized to separate the frequencies in the remaining dimensions. Using the separated data, the remaining frequencies are then estimated one by one using the root-MUSIC method such that the multidimensional parameters are automatically paired. It is shown that the proposed algorithm is superior to the IMDF and HOSVD methods in terms of computational load and estimation performance.
