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Abstract
In this work we study the renormalization operator acting on piecewise
smooth homeomorphisms on the circle, that turns out to be essentially the
study of Rauzy-Veech renormalizations of generalized interval exchanges maps
with genus one. In particular we show that renormalizations of such maps
with zero mean nonlinearity and satisfying certain smoothness and combina-
torial assumptions converges to the set of piecewise affine interval exchange
maps.
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1. Introduction and results
One of the most studied classe of dynamical systems are orientation-
preserving diffeomorphisms of the circle. It may be classified according to
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their rotation number ρ(f) which, roughly speaking, measures the average
rate of rotation of orbits around the circle. When ρ(f) ∈ Q then f has a
periodic point and all other orbits will converge to some periodic orbit both
in the future and in the past. If ρ(f) is irrational then f has not periodic
point and its dynamics depends on the smoothness of f. Denjoy result ensures
that if f is C2 then it is conjugate to the rigid rotation of angle ρ(f). In this
context, it is a natural question to ask under what conditions the conjugacy is
smooth. Several authors, Herman [4], Yoccoz [17], Khanin and Sinai [7, 14],
Katznelson and Ornstein [6], have shown that if f is C3 or C2+ν and ρ(f)
satisfies certain diophantine condition then the conjugacy will be at least C1.
A natural generalization of diffeomorphisms of the circle are diffeomor-
phisms with breaks, i.e., f has jumps in the first derivative on finitely many
points. In this setting Khanin and Vul [9] show that for diffeomorphisms
with one break the renormalization operator converges to a two dimensional
space of the fractional linear transformation. Our first main result generalizes
results of Khanin and Vul [9] for finitely many break points. A key combina-
torial method in our proof is to consider a piecewise smooth homeomorphism
on the circle as a generalized interval exchange transformation.
Let I be an interval and let A be a finite set (the alphabet) with d ≥ 2
elements and P = {Iα : α ∈ A} be an A−indexed partition of I into subin-
tervals 3. We say that the triple (f,A,P), where f : I → I is a bijection, is a
generalized interval exchange transformation with d intervals (g.i.e.m. with
d intervals, for short), if f |Iα is an orientation-preserving homeomorphism
for each α ∈ A. Most of the time we will abuse the notation saying that f is
a g.i.e.m. with d intervals. The order of the subintervals in the domain and
image constitue the combinatorial data for f, where explicitly defined in the
next section.
When f |Iα is a translation we say which f is a standard i.e.m. Stan-
dard i.e.m. arise naturally as Poincar return maps of measured foliations
and geodesic flows on translation surfaces. But they are also interesting
examples of simple dynamical systems with very rich dynamics and have
been extensively studied for their own sake. When d = 2, by identifying
the endpoints of I, standard i.e.m. correspond to rotations of the circle and
generalized i.e.m. correspond to circle homeomorphisms.
In another article, Khanin and Sinai [7] show a new proof of M. Herman’s
3All the subintervals will be bounded, close on the left and open on the right.
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theorem. From the viewpoint of the renormalization group approach they
show the convergence of the renormalizations of a circle diffeomorphism to
the linear fixed point of the renormalization operator for diffeomorphisms of
the circle. We use a similar approach to study generalized interval exchange
maps of genus one.
1.1. Renormalization: Rauzy-Veech induction
To describe the combinatorial assumptions of our results, we need to in-
troduce the Rauzy-Veech scheme. This is a renormalization scheme. Renor-
malization group techniques are a very powerful tool in one-dimensional dy-
namics. For example see Khanin and Vul [9] for circle homeomorphisms and
de Melo and van Strien [3] for unimodal maps.
Following the algorithm of Rauzy [12] and Veech [15], for every i.e.m.
f without connections, we define the Rauzy-Veech induction by considering
the first return maps fn of f on a decreasing sequence of intervals I
n, with
the same left endpoint than I. The map fn is again generalized i.e.m. with
the same alphabet A but the combinatorial data may be different.
Given two intervals J and U , we will write J < U if their interior are
disjoint and x < y for every x ∈ J and y ∈ U . This defines a partial order in
the set of all intervals. Denote the lenght of an interval J by |J |.
Given a g.i.e.m. f : I0 → I0, with alphabet A. Let πj : A → {1, . . . , d},
with j = 0, 1, be bijections such that
Iα < Iβ
iff π0(α) < π0(β) and
f(Iα) < f(Iβ)
iff π1(α) < π1(β).
The pair π = π(f) = (π0, π1) is called the combinatorial data associated
to the g.i.e.m. f . We call
p = π1 ◦ π−10 : {1, . . . , d} → {1, . . . , d} (1)
the monodromy invariant of the pair π = (π0, π1). When appropriate we
will use the notation p = (p(1) p(2) ... p(d)) for the data combinatorial
of f. We also assume that the pair π = (π0, π1) is irreducible, i.e., for all
j ∈ {1, ..., d− 1} we have π1 ◦ π−10 ({1, ..., j}) 6= {1, ..., j}.
For each ε ∈ {0, 1}, define α(ε) = π−1ε (d). If |Iα(0)| 6= |f(Iα(1))| we say
that f is Rauzy-Veech renormalizable (or simply renormalizable, from now
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on). If |Iα(0)| > |f(Iα(1))| we say that the letter α(0) is the winner and the
letter α(1) is the loser. We say that f is type 0 renormalizable and we can
define a map Rˆ(f) as the first return map of f to the interval
I1 = I \ f(Iα(1)).
Otherwise |Iα(0)| < |f(Iα(1))|, the letter α(1) is the winner and the letter α(0)
is the loser, we say that f is type 1 renormalizable and we can define a map
Rˆ(f) as the first return map of f to the interval
I1 = I \ Iα(0).
We want to see R(f) as a g.i.e.m. To this end we need to associate to this
map a A-indexed partition of its domain. We do this in the following way.
The subintervals of the A− partition P1 of I1 are denoted by I1α. If f has
type 0, I1α = Iα. If α 6= α(0), I1α(0) = Iα(0) \ f(Iα(1)) and when f has type 1,
I1α = Iα if α 6= α(1), α(0), I1α(1) = f−1(f(Iα(1)) \ Iα(0)) and I1α(0) = Iα(1) \ I1α(1).
It is easy to see that in both cases (type 0 and 1) we have
R(f)(x) =
{
f 2(x), se x ∈ I1α(1−ε),
f(x), otherwise.
and (R(f),A,P1) is a g.i.e.m., called the Rauzy-Veech renormalization
(or simply renormalization, for short) of f . If f is renormalizable with type
ε ∈ {0, 1} then the combinatorial data π1 = (π10, π11) of R(f) is given by
π1ε := πε
and
and π11−ε(α) =


π1−ε(α), se π1−ε(α) ≤ π1−ε(α(ε)),
π1−ε(α) + 1, se π1−ε(α(ε)) < π1−ε(α) < d,
π1−ε(α(ε)) + 1, se π1−ε(α) = d.
Since π1 depends only on π and the type ε, we denote rε(π) = π
1.
A g.ie.m. is infinitely renormalizable if Rn(f) is well defined, for every
n ∈ N. For every interval of the form J = [a, b) we denote ∂J = {a}. We say
that a g.i.e.m f has no connection if
fm(∂Iα) 6= ∂Iβ for all m ≥ 1, α, β ∈ A with π0(β) 6= 1.
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This property is invariant under iteration of R. Keane [5] show that no con-
nection condition is a necessary condition for f to be infinitely renormaliz-
able.
Let εn the type of the n−th renormalization, αn(εn) be the winner and
αn(1− εn) be the loser of the n−th renormalization.
We say that infinitely renormalizable g.i.e.m. f has k−bounded com-
binatorics if for each n and β, γ ∈ A there exists n1, p ≥ 0, with |n−n1| < k
and |n− n1 − p| < k, such that αn1(εn1) = β, αn1+p(1− εn1+p) = γ and
αn1+i(1− εn1+p) = αn1+i+1(εn1+i)
for every 0 ≤ i < p.
We say that a g.i.e.m. f : I → I has genus one by Veech [16] (or belongs
to the rotation class by Nogueira and Rudolph [11]) if f has at most two
discontinuities. Note that every g.i.e.m. with either two or three intervals
has genus one. If f is renormalizable and has genus one, it is easy to see that
R(f) has genus one.
Given two infinitely renormalizable g.i.e.m. f and g, defined with the
same alphabet A, we say that f and g have the same combinatorics if
π(f) = π(g) and the the n−th renormalization of f and g have the same
type, for every n ∈ N. It follows that if πn(f) = πn(g) for every n, where
πn(f) is the combinatorial data of the n−th renormalization of f .
Definition 1.1. Let B2+νk , k ∈ N and ν > 0, be the set of g.i.e.m. f : I → I
such that
(i) For each α ∈ A we can extend f to Iα as an orientation-preserving
diffeomorphism of class C2+ν ;
(ii) the g.i.e.m. f has k−bounded combinatorics;
(iii) The map f has genus one and has no connection;
Let H be a non-degenerate interval, let g : H → R be a diffeomorphism
and let J ⊂ H be an interval. We define the Zoom of g in H, denoted
by ZH(g), the transformation ZH(g) = A1 ◦ g ◦ A2, where A1 and A2 are
orientation-preserving affine maps, which send [0, 1] into H and g(H) into
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[0, 1] respectively. Consider the set C2([0, 1],R) of all C2 functions g : [0, 1]→
R with the usual norm
dC2(f, g) :=
2∑
i=0
sup
x∈[0,1]
|D(i)f(x)−D(i)g(x)|,
where D(i)f and D(i)g denote the i-th derivative of f and g respectively.
Denote by M the set of Mo¨ebius transfomations M : [0, 1] → [0, 1] such
that M(0) = 0 and M(1) = 1. Note that M is an one-dimensional real Lie
group. Indeed any element M ∈M has the form
M = MN (x) =
xe
−N
2
1 + x(e
−N
2 − 1)
. (2)
for some N ∈ R and MN1 ◦MN2 = MN1+N2. Moreover MN is the unique
Mo¨ebius transformation M which sends [0, 1] onto [0, 1], M(0) = 0, M(1) =
1, and ∫ 1
0
D2M(x)
DM(x)
dx = N.
1.2. Main results
Theorem 1. Let f ∈ B2+νk . Then there are C = C(f) > 0 and 0 < λ =
λ(k) < 1 such that
dC2(ZInα (R
n(f)),MNnα ) ≤ Cλn
for all α ∈ A. Here
Nnα =
∫
Inα
D2Rn(f)(x)
DRn(f)(x)
dx.
In particular
dC2(ZInα (R
n(f)),M) ≤ Cλn.
We can say more about the mean nonlinearities Nnα . Denote by q
n
α ∈ N
the first return time of the interval Inα to the interval I
n, i.e., Rˆn(f)|Inα = f q
n
α ,
for some qnα ∈ N.
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Theorem 2. Let f ∈ B2+νk . Then there are C = C(f) > 0 and 0 < λ =
λ(k) < 1 such that
|Nnα −
∑qnα
i=1 |f i(Inα)|
|I|
∫
D2f(x)
Df(x)
dx| ≤ Cλ
√
n. (3)
In particular if ∫
[0,1]
D2f(x)
Df(x)
dx = 0
then |Nnα | < Cλ
√
n.
The rate of convergence obtained in (3) is enough for our purposes. In
the case of circle diffeomorphisms Khanin and Teplinsky [8] obtained an
exponential rate using a different approach.
Our third result is an almost direct consequence of Theorem 1 and 2.
Theorem 3. Let f ∈ B2+νk such that∫
[0,1]
D2f(x)
Df(x)
dx = 0.
Then there are C = C(k) > 0 and 0 < λ = λ(k) < 1 such that∣∣ZInα (Rn(f))− Id∣∣C2 ≤ C · λ√n for all α ∈ A.
The structure of this paper is as follows. In Section §2 we describe general
results on compositions of diffeomorfisms of class C2+ν . In Section §3 we
study renormalization of generalized interval exchange maps of genus one
and prove Theorem 1. In Section §4 we codify the dynamics of f using
an specially crafted symbolic dynamics to obtain finer geometric properties
of the partitions associated with renormalizations of f and we finally prove
Theorem 2 and Theorem 3.
This is the first of a series of two papers based on the Ph. D. Thesis of the
first author Cunha [1]. In the second work [2] we continue our study of the
renormalization operator for generalized interval exchange transformations
of genus one and its consequences, particularly the rigidity (universality)
phenomena in the setting of piecewise smooth homeomorphisms on the circle.
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2. Comparing compositions of C2+ν maps with Moebius maps
In this section, we show some results about composition of C2+ν dif-
feomorphisms, comparing these compositions with Moebius maps. Let f :
[a, b] → [f(a), f(b)] be an C2 orientation-preserving diffeomorphism. Define
the nonlinearity function nf : [a, b] → R by
nf (x) =
D2f(x)
Df(x)
= D(lnDf(x)).
Notice that
nf◦g(x) = nf (g(x))Dg(x) + nf(x),
consequently if fi are C
2 diffeomorphisms such that f = fn◦· · ·◦f1 is defined
in [a, b] we have
∫
[a,b]
D2f(x)
Df(x)
dx =
n∑
i=1
∫
f i−1[a,b]
D2fi(x)
Dfi(x)
dx. (4)
If [a, b] = [0, 1] we define
Nf =
∫
[0,1]
D2f(x)
Df(x)
dx.
The nonlinearity nf defines f up its domain and image. Indeed, given a
continuous function n : [0, 1]→ R there is unique C2-diffeomorphism f : [0, 1]→
[0, 1] such that f(0) = 0, f(1) = 1 and nf = n. Indeed, see Martens [10]
f(x) =
∫ x
0
exp
(∫ z
0
n(y)dy
)
dz∫ 1
0
exp
(∫ z
0
n(y)dy
)
dz
. (5)
Let f : [0, 1] → [f(0), f(1)] be an C2 orientation-preserving diffeomorphism.
If [a, b] ⊂ [0, 1], let f˜ = Z[a,b](f) be the Zoom of f in [a, b]. Then
nZ(f)(x) = (b− a) · nf (a+ x(b− a)). (6)
Suppose
|nf (x)− nf(y)| ≤ C0 · |x− y|ν. (7)
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for x, y ∈ [0, 1] and
|nf |C0[0,1] := sup
x∈[0,1]
{|nf (x)|} ≤ C1.
Then by (7) and (6) we have that
|nZ(f)(x)− nZ(f)(y)| ≤ C0 · δ1+ν and |nZ(f)|C0[0,1] ≤ C1 · δ, (8)
with x, y ∈ [0, 1] and δ = b− a. Note that
NZ(f) =
∫ 1
0
(b− a) · nf(a+ x(b− a)) dx =
∫
[a,b]
D2f(x)
Df(x)
dx. (9)
Proposition 2.1. Let f : [0, 1] → [f(0), f(1)] be an orientation-preserving
diffeomorphism of class C2+ν , [a, b] ⊂ [0, 1] and define f˜ = Z[a,b]f . Then
dC2(f˜ ,MNf˜ ) = O(δ
1+ν),
where δ = b− a.
Before we prove the Proposition 2.1 we prove the following lemma:
Lemma 2.2. Let N ∈ R. Let fN : [0, 1] 7→ [0, 1] be a diffeomorphism such
that nf (x) = N for all x ∈ [0, 1], f(0) = 0, f(1) = 1. Then
dC2(fN ,MN) = O(N
2).
Proof. By (5) we have
fN(x) =
∫ x
0
eNzdz∫ 1
0
eNzdz
=
eNx − 1
eN − 1 .
Therefore,
|fN(x)−MN(x)| =
∣∣∣∣∣e
Nx − 1
eN − 1 −
xe
−N
2
1 + x(e
−N
2 − 1)
∣∣∣∣∣
=
∣∣∣∣∣Nx+
N2x2
2
+O(N3)
N + N
2
2
+O(N3)
− x(1−
N
2
+O(N2))
1 + x(−N
2
+O(N2))
∣∣∣∣∣
=
∣∣∣∣x(1 + Nx2 − N2 ) + O(N2)− x(1 + Nx2 − N2 ) + O(N2)
∣∣∣∣
= O(N2).
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|DfN(x)−DMN(x)| =
∣∣∣∣∣ Ne
Nx
eN − 1 −
e
−N
2
[1 + x(e
−N
2 − 1)]2
∣∣∣∣∣
=
∣∣∣∣∣(1 +Nx+O(N
2))
(1 + N
2
+O(N2))
− e−N2 (1 + Nx
2
+ O(N2))2
∣∣∣∣∣
=
∣∣∣∣(1 +Nx)(1 − N2 ) + O(N2)− e−N2 (1 +Nx+O(N2))
∣∣∣∣
=
∣∣∣∣1− N2 +Nx+O(N2)− 1− N2 +Nx+O(N2)
∣∣∣∣
= O(N2).
|D2fN(x)−D2MN (x)| =
∣∣∣∣∣N
2eNx
eN − 1 −
−2e−N2 (e−N2 − 1)
[1 + x(e
−N
2 − 1)]3
∣∣∣∣∣
=
∣∣∣∣N +O(N2)− (N +O(N2))(1 + Nx2 + O(N2))3
∣∣∣∣
= O(N2).
Proof of Proposition 2.1. By Eq. (8) we have
|Nf˜ | ≤ |nf |C0[0,1]δ.
To simplify the notation, denote N˜ = Nf˜ . First note that
dC2(f˜ ,MN˜ ) ≤ dC2(f˜ , fN˜) + dC2(fN˜ ,MN˜ ).
In view of Lemma (2.2), only need to estimate the first term of the right
hand side. For this note that N˜ =
∫ 1
0
nf˜(s)ds = nf˜(θ) for some θ ∈ [0, 1]. If
|nf (x)− nf(y)| ≤ C0|x− y|ν,
then by Eq. (8) we have |nf˜ (x) − N˜ | = |nf˜(x) − nf˜(θ)| ≤ C0 · δ1+ν , so
nf˜(x) = N˜ +O(δ
1+ν). Then by (5) we obtain
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f˜(x) = x(1− N˜
2
+
N˜
2
x+O(δ1+ν)); (10)
Df˜(x) = 1 + N˜x− N˜
2
+ O(δ1+ν); (11)
D2f˜(x) = N˜ +O(δ1+ν). (12)
Using the estimates for fN˜ , DfN˜ and D
2fN˜ similar to those in the proof
of Lemma 2.2, the proof is complete.
From now on let fi : [0, 1] → [0, 1], i ∈ N be orientation-preserving
diffeomorphisms of class C2+ν , with fi(0) = 0, fi(1) = 1, and such that there
exist C0, C1 > 0 satisfying
|nfi(x)− nfi(y)| ≤ C0 · |x− y|ν. (13)
and
|nfi|C0[0,1] ≤ C1.
for every i ∈ N. Let [ai, bi] ⊂ [0, 1], δi = bi − ai, and f˜i = Z[ai,bi](fi),
Mi = MN
f˜i
,
f˜n1 = f˜n ◦ f˜n−1 ◦ · · · ◦ f˜1 and Mn1 = Mn ◦Mn−1 ◦ · · · ◦M1.
The following Proposition is the main result of this section. It compares
the compositions of f˜ ′is and M
′
is.
Proposition 2.3 (see also [9]). Let fi be as above. Then for every C2 > 0
there exists C3 > 0 with the following property. If
∑n
i=1 δi ≤ C2, then
|f˜n1 −Mn1 |C2 ≤ C3 · ( max
1≤j≤n
δj)
ν .
The proof of Theorem 1 in Khanin and Vul [9] is the main motivation to
Proposition 2.3. Since Proposition 2.3 is not stated explicitly in the paper
cited above in its full generality, we include the full argument for the sake of
completeness. Before we prove this proposition, we need some lemmas.
Lemma 2.4. There is C4 = C4(C1, C2) > 0 such that
e−C4 ≤ Df˜n1 (x) ≤ eC4 ,
for all x ∈ [0, 1] and for all n ≥ 0.
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Proof.
ln
Df˜n1 (x)
Df˜n1 (y)
= ln
Df˜n(f˜
n−1
1 (x)) ·Df˜n−1(f˜n−21 (x)) · · ·Df˜1(x)
Df˜n(f˜
n−1
1 (y)) ·Df˜n−1(f˜n−21 (y)) · · ·Df˜1(y)
=
n∑
j=1
lnDf˜j(f˜
j−1
1 (x))− lnDf˜j(f˜ j−11 (y))
=
n∑
j=1
∫ f˜j−11 (x)
f˜j−11 (y)
D2f˜j(s)
Df˜j(s)
ds
=
n∑
j=1
D2f˜j(zj−1)
Df˜j(zj−1)
|f˜ j−11 (x)− f˜ j−11 (y)|,
for some zj−1 ∈ [f˜ j−11 (y), f˜ j−11 (x)].
Therefore by (8) we have∣∣∣∣∣ln Df˜
n
1 (x)
Df˜n1 (y)
∣∣∣∣∣ ≤
n∑
j=1
∣∣∣∣∣D
2f˜j(zj−1)
Df˜j(zj−1)
∣∣∣∣∣ ≤ C1 ·
n∑
j=1
δj ≤ C1C2 = C4.
Taking y ∈ [0, 1] such that Df˜n1 (y) = 1 we have the result.
Lemma 2.5. There is C5 = C5(C1, C2) > 0 such that
|D2f˜n1 (x)| ≤ C5,
for all x ∈ [0, 1] and for all n ≥ 0.
Proof. Note that
|D2f˜n1 (x)| =
∣∣∣∣∣D
2f˜n1 (x)
Df˜n1 (x)
∣∣∣∣∣ · |Df˜n1 (x)|
=
∣∣∣∣∣
n∑
j=1
D2f˜j(f˜
j−1
1 (x))
Df˜j(f˜
j−1
1 (x))
·Df˜ j−11 (x)
∣∣∣∣∣ · |Df˜n1 (x)|
≤ e2C4
n∑
j=1
∣∣∣∣∣D
2f˜j(f˜
j−1
1 (x))
Df˜j(f˜
j−1
1 (x))
∣∣∣∣∣
≤ e2C4 · C1 ·
n∑
j=1
δj ≤ e2C4 · C1C2 = C5.
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Lemma 2.6. There are C6 = C6(C1, C2), C7 = (C1, C2) > 0 such that
e−C6 ≤ |DMn1 (x)| ≤ eC6 , |D2Mn1 (x)| ≤ C7, |D3Mn1 (x)| ≤ C8.
for all x ∈ [0, 1] and for all n ≥ 0.
Proof. Since M is a commutative Lie group, we have Mn1 = MN , where
N =
∑n
i=1Nf˜i By Eq. (8) we have |Nf˜i| < C1δi, so
|N | ≤ C1 · C2.
One can easily use Eq. (2) to obtain estimates for DiMn1 , i = 1, 2, 3.
Proof of Proposition 2.3. We write
f˜n1 −Mn1 =
n∑
i=1
Mni+1 ◦ f˜ i1 −Mni ◦ f˜ i−11 ,
where Mnn+1 = f
0
1 = Id. Then
|f˜n1 (x)−Mn1 (x)| ≤
n∑
i=1
∣∣∣Mni+1(f˜i ◦ f˜ i−11 )(x)−Mni+1(Mi ◦ f˜ i−11 )(x)∣∣∣
≤ eC6 ·
n∑
i=1
∣∣∣f˜i ◦ f˜ i−11 (x)−Mi ◦ f˜ i−11 (x)∣∣∣
≤ eC6 · C ·
n∑
i=1
δ1+νi
≤ eC6 · C · (max
1≤i≤n
δi)
ν
∑
i
δi
≤ eC6 · C · C2 · (max
1≤i≤n
δi)
ν ,
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where C > 0 is the constant given by Proposition 2.1.∣∣∣Df˜n1 (x)−DMn1 (x)∣∣∣ =
=
∣∣∣ n∑
i=1
[
DMni+1(f˜i ◦ f˜ i−11 (x)) ·Df˜i(f˜ i−11 (x))−
−DMni+1(Mi ◦ f˜ i−11 (x)) ·DMi(f˜ i−11 (x))
]
Df˜ i−11 (x)
∣∣∣
≤ eC4 ·
n∑
i=1
∣∣∣DMni+1(f˜i ◦ f˜ i−11 (x)) ·Df˜i(f˜ i−11 (x))−
−DMni+1(Mi ◦ f˜ i−11 (x)) ·DMi(f˜ i−11 (x))
∣∣∣.
Now, add and subtract the term DMni+1(f˜i ◦ f˜ i−11 (x)) ·DMi(f˜ i−11 (x)) in the
above expression to obtain∣∣∣Df˜n1 (x)−DMn1 (x)∣∣∣ ≤
≤ eC4 · eC6 ·
n∑
i=1
∣∣∣Df˜i(f˜ i−11 (x))−DMi(f˜ i−11 (x))∣∣∣
+eC4 · eC6 ·
n∑
i=1
∣∣∣DMni+1(f˜i ◦ f˜ i−11 (x))−DMni+1(Mi ◦ f˜ i−11 (x))∣∣∣
≤ eC4 · eC6 · C ·
n∑
i=1
δ1+νi + e
C4 · eC6 · C7 · C ·
n∑
i=1
δ1+νi
≤ eC4 · eC6 · (1 + C7) · C · C2 · (max
1≤i≤n
δi)
ν .
Now note that
D2f˜n1 (x)−D2Mn1 (x) = (I) + (II) + (III),
where
(I) =
n∑
i=1
D2Mni+1(f˜i ◦ f˜ i−11 (x)) ·
(
Df˜i(f˜
i−1
1 (x))
)2
·
(
Df˜ i−11 (x)
)2
−
n∑
i=1
D2Mni+1(Mi ◦ f˜ i−11 (x)) ·
(
DMi(f˜
i−1
1 (x))
)2
·
(
Df˜ i−11 (x)
)2
,
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(II) =
n∑
i=1
DMni+1(f˜i ◦ f˜ i−11 (x)) ·D2f˜i(f˜ i−11 (x)) ·
(
Df˜ i−11 (x)
)2
−
n∑
i=1
DMni+1(Mi ◦ f˜ i−11 (x)) ·D2Mi(f˜ i−11 (x)) ·
(
Df˜ i−11 (x)
)2
and
(III) =
n∑
i=1
DMni+1(f˜i ◦ f˜ i−11 (x)) ·Df˜i(f˜ i−11 (x)) ·D2f˜ i−11 (x)
−
n∑
i=1
DMni+1(Mi ◦ f˜ i−11 (x)) ·DMi(f˜ i−11 (x)) ·D2f˜ i−11 (x).
In (I) we first add subtract the term
n∑
i=1
D2Mni+1(f˜i ◦ f˜ i−11 (x)) ·
(
DMi(f˜
i−1
1 (x))
)2
·
(
Df˜ i−11 (x)
)2
and then we use Lemma 2.4 and Lemma 2.6 with estimates for the first
derivative of f˜n1 and M
n
1 , to obtain
|(I)| ≤ 2 ·max{C9, C10} · (max
1≤i≤n
δi)
ν , (14)
where C9 = C2 · C7 · C · e2C4(eC4 + eC6) and C10 = C · C2 · C8 · e2C4 · eC6 .
In (II), we first add and subtract the term
n∑
i=1
DMni+1(Mi ◦ f˜ i−11 (x)) ·D2f˜i(f˜ i−11 (x)) ·
(
Df˜ i−11 (x)
)2
and then we use Lemma (2.4) and Lemma (2.6) with estimates for the first
derivative of f˜n1 and M
n
1 , to obtain
|(II)| ≤ 2 ·max{C11, C12} · (max
1≤i≤n
δi)
ν , (15)
where C11 = C · C2 · C5 · C7 · e2C4 and C12 = C · C2 · e2C4+C6 .
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Finally we add and subtract the expression
n∑
i=1
DMni+1(f˜i ◦ f˜ i−11 (x)) ·DMi(f˜ i−11 (x)) ·D2f˜ i−11 (x)
in (III) and use again Lemma 2.4 and Lemma 2.4, obtaining
|(III)| ≤ 2 ·max{C13, C14} · (max
1≤i≤n
δi)
ν , (16)
where C13 = C · C2 · C5 · eC6 and C14 = C · C2 · C5 · C7 · eC6 .
Taking C3 = 6 ·max{C9, C10, C11, C12, C13, C14} we get the result.
3. Renormalization for genus one g.i.e.m.
Let f ∈ B2+νk be a g.i.e.m. with d intervals. If f has only one discontinuity
then if we identify the endpoints of its domain I we obtain a piecewise smooth
homeomorphism of the circle with irrational rotation. So we can apply the
Denjoy Theorem for these maps, proving the non existence of wandering
intervals. That is a main difference between genus on g.i.e.m. and those
with higher genus (even piecewise affine g.i.e.m. with higher genus can have
wandering intervals). In this section we will study this relation between genus
one g.i.e.m. and piecewise homeomorphisms of the circle in more details.
The combinatorial analysis next somehow extends the results of Nogueira
and Rudolph [11].
For the sake of simplify the notation, assume that f has only one discon-
tinuity. Note that f can be seen as a g.i.e.m. in f ∈ B0+1k with two intervals.
Indeed, if Iα = (cα, dα), where dα the the unique point of discontinuity of f ,
define
JA := ∪π0(β)≤π0(α)Iβ,
JB := ∪π0(β)>π0(α)Iβ .
Then (f, {A,B}, {JA, JB}) is a g.i.e.m. with two intervals. We can either
renormalize as a g.i.e.m. with d intervals , denoted by
Rd(f), R
2
d(f), R
3
d(f), . . .
or as a g.i.e.m. with two intervals, denoted
R2(f), R
2
2(f), R
3
2(f), . . .
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We call Rid the i-th d-renormalization of f and R
i
2 the i−th 2-renormalization
of f . If we see f as a homeomorphism of the circle then we can do the usual
renormalization of the circle. These sequence of renormalizations, denoted
Rirot(f) turns out to be just a acceleration of the Rauzy-Veech induction
consisting in the subsequence of 2-renormalizations Rni2 (f) defined in the
following way: n0 = 0 and ni+1 is the first n > ni whose type is distinct from
the type of the ni-th 2-renormalization.
The relation between the d and 2-renormalizations is given by the follow-
ing proposition
Proposition 3.1. Let f be a genus one g.i.e.m with d intervals in Bk with
only one discontinuity, where π1(α0) = 1 and π0(α1) = 1. One of the two
cases occurs
(A) We have
∪π1(β)≥π1(α1)f(Iβ) ⊂ ∪π0(β)≥π0(α0)Iβ.
Then f is 2-renormalizable of type 0 and R2(f) = R
n
d (f), where n is
the first d-renormalization where the letter α∗ wins from letter α0. Here
α∗ is such that f(cα0) ∈ Iα∗ .
(B) We have
∪π0(β)≥π0(α0)Iβ ⊂ ∪π1(β)≥π1(α1)f(Iβ).
Then f is 2-renormalizable of type 1 and R2(f) = R
n
d (f), where n is
the first d-renormalization where the letter α1 wins from letter α∗. Here
α∗ is such that cα∗ ∈ f(Iα1).
Proof. We are going to prove the Claim A. The proof of the Claim B is
similar. It is easy to see that when the letter α∗ wins from the letter α0 for
the first time, it wins with type 0. Using the notation defined in Eq. (1) the
Rauzy-Veech algorithm is given by
(p(1), p(2), . . . , p(s), . . . , p(d))
0→ (p(2), . . . , p(1), p(s), . . . , p(d)), (17)
where s is such that p(s) = 1, and
(p(1), . . . , p(r), . . . , p(d))
1→ (p(1), . . . , p(r), p(d), . . .), (18)
where r is such that p(r) = d.
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As by assumption f has only one discontinuity we have that p = (k...d 1...k−
1), where π1(α1) = k.
We assert that iterating the algorithm N times, with N = s+ r ≤ n− 1,
where n is such that the letter α∗ wins from the letter α0 for the first time,
we obtain that
pN = (k + s, . . . , d, k − r, . . . , k + s− 1, 1, . . . , k − r − 1), (19)
where 0 ≤ s ≤ d− k and 0 ≤ r ≤ k − 1 are such that
s = #{εm = 0 : 0 ≤ m ≤ N} and r = #{εm = 1 : 0 ≤ m ≤ N}.
For N = 1 the assertion is true because s = 0 and r = 1 or s = 1 and
r = 0. Assume that the formula (19) holds for N − 1. Then by formulas (17)
and (18) the assertion holds for N.
We know that εn = 0 and that p
n−1(1) = d. So
p = p0 = (k...d 1...k − 1) ε0→ · · · εn−1→ pn−1 = (d j...d− 1 1...j − 1).
Then pn = (j...d − 1 d 1...j − 1) which completes the proof.
Corollary 3.2. Let f be a genus one g.i.e.m with d intervals in Bk with
only one discontinuity. Then there exists a sequence mi < mi+1 such that
mi+1 −mi < d and
Ri2(f) = R
mi
d (f).
The next result gives us a relationship between Rrot(f), R2(f) and R(f).
Proposition 3.3. Let f be a g.i.e.m. such that γ(f) is k−bounded. Then
for all i ≥ 0
Rirot(f) = R
ki
2 (f) = R
nki
d (f).
Proof. The first equality follows by definition of Rrot and R2. The second
equality follows da Proposition 3.1.
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3.1. Bounded Geometry for maps in B2+νk
A classical result on the circle homeomorphisms of class P (absolutely
continuous homeomorphisms on the circle with bounded variation derivative)
is the following lemma, whose demonstration can be found in Herman [4].
Lemma 3.4. Let f be a g.i.e.m. with genus. Let n0 be the first n such that
Rn0d f has only one discontinuity and define ni such that R
ni
d f = R
i
rot(R
n0
d f).
Then for all i ≥ 0 and α ∈ A,
exp(−V ) ≤ DRnid f(x) ≤ exp(V ) for all x ∈ Iniα ,
where V = Var(logDf).
Lemma 3.5. Let f ∈ B2+µk . There is C16 > 0 such that
exp(−C16V ) ≤ DRndf(x) ≤ exp(C16V ) for all x ∈ In, n ∈ N.
Proof. Because f has k-bounded combinatorics, there exists C with the fol-
lowing property: Let i ≥ 0 be such that nki ≤ n < nki+1. Then for every
α ∈ A there exists a ≤ C such that (Rndf)(x) = (R
nki
d f)
a(x), for x ∈ Inα .
Now the lemma follows from Lemma 3.4.
Lemma 3.6 (Non-Colapsing Domains). Let f ∈ B2+µk . There is C17 > 1
such that
1
C17
≤ |I
n
α |
|Inβ |
≤ C17, for all α, β ∈ A and n ≥ 0.
Proof. Note that by Lemma 3.5 we have that for all α ∈ A
exp(−C16V ) ≤ |R
n(f)(Inα)|
|Inα |
≤ exp(C16V ). (20)
We claim that if the letter α⋆ is the winner in the n−level then
|Inα⋆|, |Rn(f)(Inα⋆)| ≤
k + 1− exp(−(2k + 1)C16V )
k + 1
|In|.
Indeed, otherwise by (20)
|Inα |, |Rn(f)(Inα)| <
exp(−(2k + 1)C16V )|In|
k + 1
<
min{|Inα⋆|, |Rn(f)(Inα⋆)|}
exp(2kC16V )k
.
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for every α 6= α⋆. As a consequence the letter α⋆ will be the winner for at
least k consecutive times, which contradicts f ∈ Bk. So there exists δ ∈ (0, 1)
such that
|In+1|
|In| ≥ 1− δ (21)
for every n. Note that by (20) we have
|In+1α | ≤ exp(C16V )|Inα |,
for every n and α. Moreover if α⋆ is the winner and β⋆ is the loser at the nth
level we have
|In+1β⋆ | ≤ exp(2C16V )|Inα⋆|.
So fix α, β ∈ A. Since β loses transitively from α after at most k renor-
malizations, we obtain
|In+kβ | ≤ exp(2kC16V )|Inα |, (22)
for every n, α and β. We claim that
|Inα | ≥
(1− δ)k exp(−2kC16V )
d
|In|.
Indeed, otherwise by (22)
|In+k| =
∑
β
|Inβ | ≤ (1− δ)k|In|,
which contradicts (21).
Lemma 3.7 (Non-Colapsing Images). Let f ∈ B2+µk . There is a constant
C18 > 1 such that
1
C18
≤ |R
n(f)(Inα)|
|Rn(f)(Inβ )|
≤ C18, for all α, β ∈ A and n ≥ 0.
Proof. Follows directly from Lemmas (3.5) and (3.6).
Proposition 3.8. Let f ∈ B2+µk and let α, β ∈ A be the winner and loser
letters of Rn(f), respectively. Then there is 0 < λ1 < λ2 < 1, such that
λ1 <
|(Rnf)1−ε(Inβ )|
|(Rnf)ε(Inα)|
< λ2, (23)
where ε ∈ {0, 1} is the type of Rn(f).
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Proof. If the quotient in (23) is too close to 0 then (Rnf)1−ε(Inβ ) is very small
compared to In, which contradicts either Lemma 3.6 or Lemma 3.7. If the
quotient in (23) is too close to 1 then |(Rn+1f)ε(In+1α )| = |(Rnf)ε(Inα)| −
|(Rnf)1−ε(Inβ )| is very small compared to In+1, what again contradicts either
Lemma 3.6 or Lemma 3.7.
By definition of renormalization operator we know that
[0, 1) =
∨
α∈A
qαn−1∨
i=0
f i(Inα),
where
∨
means disjoint union. Thus the elements f i(Inα) for all α ∈ A and
for all 0 ≤ i ≤ qαn − 1 form a partition which we denote by Pn. The norm of
Pn is defined by
|Pn| = max
α∈A
0≤i≤qαn−1
{|f i(Inα)|}.
The next result says that |Pn| tends to zero exponentially fast.
Proposition 3.9. Let f ∈ B2+νk . Then for n sufficiently large there is λ =
λ(λ1, λ2) with 0 < λ < 1 such that
|Pn+k| ≤ λ · |Pn|.
Proof. Let f in+k(In+kα ) ∈ Pn+k. There are αj ∈ A and 0 ≤ ij ≤ qαjj − 1 for
n ≤ j ≤ n+ k such that
f in(Inαn) ⊃ · · · ⊃ f ij(Ijαj ) ⊃ f ij+1(Ij+1αj+1) · · · ⊃ f in+k(In+kαn+k).
We claim that there exists j0 such that αj0 is the winner in the j0th level.
Indeed if α = αn = · · · = αn+k, let j0 be a level between levels n and n + k
such that α wins. Such level exists because f ∈ Bk. Otherwise there exists
j0 such that αj0+1 6= αj0 . This is only possible if αj0 is the winner and αj0+1
the loser in the j0-th level. By Proposition 3.8 and Lemma 3.5 we have
|f in+k(In+kαn+k)|
|f in(Inαn)|
≤
|f ij0+1(Ij0+1αj0+1)|
|f ij0 (Ij0αj0 )|
≤ λ < 1.
for some λ that depends only on V = V ar(logDf), λ1 and λ2.
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Proof of Theorem 1. Note that
ZInα(R
n(f)) = Zfqnα−1(Inα)(f) ◦ · · · ◦ Zf(Inα)(f) ◦ ZInα(f).
The intervals f i(Inα), i = 0, . . . , q
n
α−1 belong to the partition Pn. In particular
qnα−1∑
i=0
|f i(Inα)| ≤ 1
and by Proposition 3.9
sup
0≤i<qnα
|f i(Inα)| ≤ |Pn| ≤ λn/k−1.
So we can apply Proposition 2.3 to obtain that
|ZInα(Rn(f))−Mn1 |C2 ≤ C3 · λµ(n/k−1).
Recall that Ma ◦Mb = Ma+b. So
Mn1 = MN ,
where (see (9) and (4) )
N =
qnα−1∑
i=0
NZ
fi(Inα)
(f) =
qnα−1∑
i=0
∫
f i(Inα)
D2f(x)
Df(x)
dx =
∫
Inα
D2Rn(f)(x)
DRn(f)(x)
dx ∀α ∈ A.
4. Symbolic representation
To prove Theorem 2 and 3 we need a finer understanding of the geometry
of the partitions generated by the sequence of renormalizations. To this end
we will introduce a certain symbolic representation for the dynamics, that is
somehow a generalization of the symbolic representation introduced by Sinai
and Khanin [14]. Consider the set of letters
L = {(α, ε, n) s.t. α ∈ A, ε ∈ {0, 1}, n ∈ N}.
Define π3(α, ε, n) = n, π2(α, ε, n) = ε. We will use the notation ai for ai ∈ L
such that πn(ai) = i.
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In this section we construct a symbolic representation for the dynamics
of a g.i.e.m. f ∈ Bk. For each n we consider the partition of [0, 1] given by
P˜
n = {f i(Inα) s.t. α ∈ A and 1 ≤ i ≤ qαn}.
Let
Λ = [0, 1] \ ∪n ∪J∈P˜n ∂J.
We will define a function
s : Λ→ LN,
in the following way. We have s(x) = (ai)i∈N, ai ∈ L. If i = 0 then x ∈ f(I0β)
for some β and we define a0 = (β, 0, 0). If i > 0, let
ki−1(x) := min{k ≥ 0 s.t. fk(x) ∈ I i−1}.
Then either fki−1(x) ∈ I i, so fki−1(x) ∈ fi(I iβ) for some β and we define
ai = (β, 0, i), or f
ki−1(x) ∈ I i−1 \ I i, so fi−1(fki−1(x)) ∈ fi(I iβ) for some β and
we define ai = (β, 1, i). Note that in any case f
ki(x)(x) ∈ I iβ and π2(ai) = 0
if and only if ki(x) = ki−1(x).
4.1. Admissible cylinders and its properties
Given a finite subset S = {n1, n2, . . . , nk} ⊂ N, with #S = k and a finite
sequence an1 , . . . , ank ∈ L , with π3(ani) = ni we can consider the word
ω = ankank−1 . . . an1 .
For each word we can define the cylinder
[ω] = [ankank−1 . . . an1 ] = {x ∈ Λ s.t. sni(x) = ani, 1 ≤ i ≤ k}.
If this cylinder is not empty we will say that the word ω is admissible. Indeed
we can give a definition of admissible words just in terms of the combinatorial
data of the g.i.e.m. f .
We claim that the set whose elements are the closures of intervals in P˜n
is exactly the set of admissible cylinders of the form [anan−1 . . . a0]. Indeed
when n = 0 we have P˜0 = {f(Iα)}α∈A. Then
f(Iα) = [(α, 0, 0)]
Suppose by induction that we have verified that the set of all elements f i(Inα),
1 ≤ i ≤ qnα, is the set of admissible cylinders of the form [anan−1 . . . a0]. Recall
that αn(ε), αn(1 − ε) ∈ A are the winner and loser, respectively, if fn has
type ε. There are three cases:
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• If α 6= αn(1− ε) then In+1α ⊂ Inα and qαn+1 = qαn . So
f i(In+1α ) = [an+1an . . . a0]
for every 1 ≤ i ≤ qαn+1 = qαn , where an+1 = (α, 0, n + 1) and f i(Inα) =
[an . . . a0];
• If α = αn(1− ε) and 1 ≤ i ≤ qαn(ε)n we have
f i+(1−ε)q
αn(1−ε)
n (In+1αn(1−ε)) = [an+1an . . . a0]
where an+1 = (α
n(1− ε), ε, n+ 1) and f i(Inαn(ε)) = [an . . . a0];
• If α = αn(1− ε) and 1 ≤ j ≤ qαn(1−ε)n we have
f j+εq
αn(ε)
n (In+1αn(1−ε)) = [an+1an . . . a0],
where an+1 = (α
n(1− ε), 1− ε, n+ 1) and f j(Inαn(1−ε)) = [an . . . a0].
As a consequence, for any admissible word of the form an . . . a0, with
an = (α, χ, n) we have that the first entry times k1, k2, . . . , kn are constant
functions in [an . . . a0] and f
kn[an . . . a0] = fn(I
n
α).
Denote by ℓ(an . . . a0) the Lebesgue measure of the cylinder [an . . . a0].
The proof of Theorem 2 will be based on the ergodic properties of the se-
quence of random variables an = (αn, χn, n), αn ∈ A and χn ∈ {0, 1} with
respect to the Lebesgue measure.
If the word an−1 . . . a0 is admissible we can consider the conditional prob-
abilities
ℓ(an|an−1 . . . a0) = ℓ(an . . . a0)
ℓ(an−1 . . . a0)
.
Lemma 4.1. Let
ω1 = a
′
0 . . . a
′
n−1an . . . an+k,
ω˜1 = a
′′
0 . . . a
′′
n−1an . . . an+k
be admissible words. Denote ω2 = a
′
0 . . . a
′
n−1 and ω˜2 = a
′′
0 . . . a
′′
n−1. Then
A. Indeed π1(a
′
n−1) = π1(a
′′
n−1) =: β and there exist 1 ≤ i, j ≤ qn−1β such
that [ω2] = f i(I
n−1
β ) and [ω˜2] = f
j(In−1β ),
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B. In particular r = j − i is the unique r ∈ Z such that f r is a diffeomor-
phism on [ω2] and f
r([ω2]) = [ω˜2].
C. The integer r is also the unique integer such that f r is a diffeomorphism
on [ω1] and f
r([ω1]) = [ω˜1].
Proof. The uniqueness of r follows from the fact that f does not have peri-
odic points. Indeed if f r1 and f r2, r1 < r2, are diffeomorphisms on [ωi] and
f r([ωi]) = [ω˜i] for some i ∈ {1, 2} then the points in ∂[ωi] are fixed points of
f r2−r1, which is a contradiction. It remains to show the existence of r. We
will prove this by induction on k. Suppose k = 0. Denote an = (α, χ, n). Let
ε be the type of fn−1. By the previous discussion about the partitions P˜n,
there are three cases.
Case i. If α 6= αn−1(1− ε) then χ = 0 and
[ana
′
n−1 . . . a
′
0] = f
i(Inα)
[ana
′′
n−1 . . . a
′′
0] = f
j(Inα)
for some 1 ≤ i, j ≤ qαn = qαn−1, with f i(In−1α ) = [a′n−1 . . . a′0] and f j(In−1α ) =
[a′′n−1 . . . a
′′
0]. In particular α = π1(a
′
n−1) = π1(a
′′
n−1). So take r = i− j.
Case ii. If α = αn−1(1− ε) and χ = ε then
f i+(1−ε)q
α
n−1(Inα) = [ana
′
n−1 . . . a
′
0],
f j+(1−ε)q
α
n−1(Inα) = [ana
′′
n−1 . . . a
′′
0],
for some 1 ≤ i, j ≤ qαn−1(ε)n−1 with [a′n−1 . . . a′0] = f i(In−1αn−1(ε)) and [a′′n−1 . . . a′′0] =
f j(In−1αn−1(ε)). In particular α
n−1(ε) = π1(a′n−1) = π1(a
′′
n−1). So take r = i− j.
Case iii. If α = αn−1(1− ε) and χ = 1− ε then
f i+εq
αn−1(ε)
n−1 (Inα) = [ana
′
n−1 . . . a
′
0],
f j+εq
αn−1(ε)
n−1 (Inα) = [ana
′′
n−1 . . . a
′′
0],
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for some 1 ≤ i, j ≤ qαn−1 with [a′n−1 . . . a′0] = f i(In−1α ) and [a′′n−1 . . . a′′0] =
f j(In−1α ). Again we have α = π1(a
′
n−1) = π1(a
′′
n−1).Take r = i− j.
This completes the proof for k = 0. Suppose by induction we have proved
the statement for k − 1 ≥ 0. By the case k = 0 there exists a unique r such
that f r[a′0 . . . a
′
n−1an . . . an+k−1] = [a
′′
0 . . . a
′′
n−1an . . . an+k−1] in a diffeomorphic
way, and moreover r is the unique r such that f r[a′0 . . . a
′
n−1an . . . an+k] =
[a′′0 . . . a
′′
n−1an . . . an+k]. By induction assumption there exists a unique r
′
such that f r[a′0 . . . a
′
n−1] = [a
′′
0 . . . a
′′
n−1] and moreover r
′ is the unique integer
such that
f r[a′0 . . . a
′
n−1an . . . an+k−1] = [a
′′
0 . . . a
′′
n−1an . . . an+k−1].
So r = r′. This completes the proof.
Lemma 4.2. There are constants C19 > 0 and 0 < λ3 = λ3(λ) < 1 such that
e−C19λ
s
3 ≤ ℓ(an|an−1 . . . an−sa
′′
n−s−1 . . . a
′′
0)
ℓ(an|an−1 . . . an−sa′n−s−1 . . . a′0)
≤ eC19λs3 ,
provided both words are admissible.
Proof. Let
f i3(In−sα ) ⊂ f i2(Inβ ) ⊂ f i1(In+1γ ),
with 1 ≤ i3 ≤ qn−sα , be the intervals corresponding to words
(a′0, . . . , a
′
n−s−1, an−s, . . . , an), (a
′
0, . . . , a
′
n−s−1, an−s, . . . , an−1), (a
′
0, . . . , a
′
n−s−1),
respectively. By Lemma 4.1 there is j ∈ Z with 1 ≤ i3 + j ≤ qπ1(an−s)n−s , such
that
f i3+j(In−sα ) ⊂ f i2+j(Inβ ) ⊂ f i1+j(In+1γ )
are the intervals corresponding to words
(a′′0, . . . , a
′′
n−s−1, an−s, . . . , an), (a
′′
0, . . . , a
′′
n−s−1, an−s, . . . , an−1) and (a
′′
0, . . . , a
′′
n−s−1),
respectively. Denote
ρk :=
|f i2(In+1β )| · |f i1+k(Inγ )|
|f i1(Inγ )| · |f i2+k(In+1β )|
, 0 ≤ k ≤ j.
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We have
ρk+1 :=
∫
f i1+k(Inγ )
Df(s)ds∫
f i2+k(In+1
β
)
Df(s)ds
· |f
i2(In+1β )|
|f i1(Inγ )|
=
Df(si1+k) |f i1+k(Inγ )|
Df(si2+k) |f i2+k(In+1β )|
· |f
i2(In+1β )|
|f i1(Inγ )|
=
Df(si1+k)
Df(si2+k)
· ρk,
where si1+k ∈ f i1+k(Inγ ) and si2+k ∈ f i2+k(In+1β ). Furthermore,
exp{−C1 · |f i1+k(Inγ )|} ≤
Df(si1+k)
Df(si2+k)
≤ exp{C1 · |f i1+k(Inγ )|}. (24)
Then by (24) we have
exp{−C1
j−1∑
t=0
|f i1+t(Inγ )|} ≤ ρj ≤ exp{C1
j−1∑
t=0
|f i1+t(Inγ )|}.
However by Proposition 3.9,
j−1∑
t=0
|f i1+t(Inγ )| =
j−1∑
t=0
|f i3+t(In−sα )| ·
|f i1+t(Inγ )|
|f i3+t(In−sα )|
≤ C20 · λs3,
where C20 = C20(C17, C18, λ) > 0. Taking C19 = C1 ·C20 we obtain the result.
Lemma 4.3. There exists C21 = C21(C19, λ) > 0 such that for all n,m,
e−C21 ≤ ℓ(an+m, . . . , an|a
′
n−1, . . . , a
′
0)
ℓ(an+m, . . . , an|a′′n−1, . . . , a′′0)
≤ eC21 ,
provided both words (a′0, . . . , a
′
n−1, an, . . . , an+m) and (a
′′
0, . . . , a
′′
n−1, an, . . . , an+m)
are admissible.
Proof. The proof follows easily from Lemma 4.2 and the equations
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ℓ(an+m, . . . , an|a′n−1, . . . , a′0) =
m∏
i=0
ℓ(an+i|an+i−1, . . . , a′n−1, . . . , a′0),
ℓ(an+m, . . . , an|a′′n−1, . . . , a′′0) =
m∏
i=0
ℓ(an+i|an+i−1, . . . , a′′n−1, . . . , a′′0).
Lemma 4.4. Let ak . . . an, k ≤ n, and a′na′n+1 . . . a′n+m be two admissible
words, such that an = (α, χ, n), a
′
n = (α, χ
′, n). Then
ak . . . ana
′
n+1 . . . a
′
n+m
is admissible.
Proof. Since ak . . . an is admissible then there exists a0, a1, . . . , ak−1 such that
a0 . . . ak−1ak . . . an is admissible. If a′na
′
n+1 . . . a
′
n+m is admissible then there
exists an admissible word with the form a′0 . . . a
′
na
′
n+1 . . . a
′
n+m. Note that
the functions k1(x) = k
′
1, k2(x) = k
′
2, . . . , kn+m(x) = k
′
n+m are constant in
[a′0 . . . a
′
na
′
n+1 . . . a
′
n+m] and
fk
′
n[a′0 . . . a
′
na
′
n+1 . . . a
′
n+m] ⊂ fn(Inα).
The functions k1(x) = k1, k2(x) = k2, . . . , kn(x) = kn are constant in
[a0 . . . an] and
fkn[a0 . . . an] = fn(I
n
α).
In particular every x in the non empty set
J = f−knfk
′
n[a′0 . . . a
′
na
′
n+1 . . . a
′
n+m] ∩ Λ ⊂ [a0 . . . an]
belongs to the cylinder [a0 . . . ana
′
n+1 . . . a
′
n+m]. Indeed, since x ∈ [a0 . . . an]
we have si(x) = ai, ki(x) = ki, for 0 ≤ i ≤ n. Note that fkn(x) = fk′n(y), for
some y ∈ [a′0 . . . a′na′n+1 . . . a′n+m] ∩ Λ. Then
ki(x) = ki(y)− k′n + kn = k′i − k′n + kn
for n ≤ i ≤ n+m, since
fk
′
i−k′n+kn(x) = fk
′
i(y) ∈ I i,
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and moreover if kn ≤ j < k′i − k′n + kn then
f j(x) = f j−kn+k
′
n(y) 6∈ I i,
since 0 ≤ j − kn + k′n < k′i = ki(y) and if j < kn then
f j(x) 6∈ I i,
because j < kn ≤ ki(x). This implies that si(x) = a′i for n < i ≤ n +m.
Lemma 4.5. Let α, β ∈ A. For each n there is an admissible word an . . . an+k
with π1(an) = β, π1(an+k) = α.
Proof. Firstly we claim that if α ∈ A does not lose in the nth level then there
is an admissible word bnbn+1 such that π1(bn) = π1(bn+1) = α. Indeed in this
case fn+1(I
n+1
α ) ⊂ fn(Inα). This implies that the word (α, 0, n)(α, 0, n+ 1) is
admissible.
Second, if α loses and β ∈ A wins in the nth level then there is an admis-
sible word bnbn+1 such that β = π1(bn) and α = π1(bn+1) and an admissible
word b′nb
′
n+1 such that α = π1(b
′
n) = π1(b
′
n+1). Indeed if fn has type 1 then
we have that Inα ⊂ fn(Inβ ), Inα is not inside In+1 and enters In+1 after one iter-
ation of fn, landing in fn(I
n
α) = fn+1(I
n+1
α ), so the word (β, 0, n)(α, 1, n+ 1)
is admissible. Note also that fn(I
n
α) = fn+1(I
n+1
α ) so (α, 0, n)(α, 0, n + 1) is
admissible. if fn has type 0 then we have that fn+1(I
n+1
α ) ⊂ fn(Inβ ), so the
word (β, 0, n)(α, 0, n+1) is admissible. Furthermore fn(I
n
α) is not inside I
n+1
and it enters In+1 after one iteration of fn, landing in fn+1(I
n+1
α ), so the word
(α, 0, n)(α, 1, n+ 1) is admissible.
In particular, using Lemma 4.4 it follows that for every m ≥ 0, p > 0
and α ∈ A there exists a word ω = amam+1 . . . am+p such that π1(ai) = α for
every m ≤ i ≤ m+ p.
Now suppose that β wins from α in the (m−1)-th renormalization. Then
as we saw above (β, 0, m− 1)(α, ǫm−1, m) and ω are admissible. By Lemma
4.4 there exists a word (β, 0, m− 1)a′mam+1 . . . am+p such that π1(am+p) = α.
Finally, since f ∈ Bk, given α, β ∈ A, there exists a sequence of letters
αi, and levels ni, i ≤ s, n ≤ ni < ni+1 ≤ n + k for every i < s, such
that α0 = β, αs = α and αi wins from αi+1 in the nith level. So there are
admissible words aini . . . a
i
ni+1
such that π1(a
i
ni
) = αi and π1(a
i
ni+1
) = αi+1.
By Lemma 4.4 there is an admissible word an0 . . . ans such that π1(an0) = β
and π1(ans) = α.
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Since we already proved that there exist admissible words bn . . . bn0 and
cns . . . cn+k such that π1(bn0) = α, π1(bns) = α, π1(cns) = β, π1(cn+k) = β, by
Lemma 4.4 again it there exists a word of type
b′n . . . bn0an0+1 . . . ans−1cns . . . c
′
n+k
with π1(b
′
n) = α and π1(c
′
n+k) = β.
The proof of the following lemma is simple:
Lemma 4.6. There exists C22 > 0 such that for all n,m, and all admissible
words a′0 . . . a
′
n−k, a
′′
0 . . . a
′′
n−k, an . . . an+m
e−C22 ≤ ℓ(an+m . . . an|a
′
n−k . . . a
′
0)
ℓ(an+m . . . an|a′′n−k . . . a′′0)
≤ eC22 .
Proposition 4.7. There are C23 > 0 and 0 < λ4 < 1 such that
|ℓ(an|an−r . . . a0)− ℓ(an)| ≤ C23 · λ
√
r
4 ,
where r = [n
2
].
Proof. Indeed Proposition 4.7 is a Markov ergodic theorem and it can be
proved by the methods of the theory Markov chains, as in Khanin and Sinai
[7] (see also Sinai [13]). Thus, we shall describe only the main steps. Fix an
integer m, m ∼
√
n
2
and introduce a new probability measure on the words
of the form
a˜ = (anan−1 . . . an−m+k an−m . . . an−2m+k
an−2m . . . an−3m+k . . . an−(i−1)m . . . an−im+k an−im . . . a0)
by the formula
ℓ′(a˜) = ℓ(a0 . . . an−im)ℓ(an−(i−1)m . . . an−im+3|an−im . . . a0)
i−2∏
s=0
ℓ(an−sm . . . an−(s+1)m+k|an−(s+1)m . . . an−(s+2)m+k).
Here i ∼
√
n
2
. It follows easily from Lemma 4.2 that
exp(−C19 · λm3 · i) ≤
ℓ′(a˜)
ℓ(a˜)
≤ exp(C19 · λm3 · i). (25)
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The Lemma 4.6 shows that the Markov transition operator corresponding to
ℓ′ for the transition to m steps is a contraction for the apropriate Cayley-
Hilbert metric, and this contraction is uniformly smaller than 1 on each
step. Then the usual Ergodic Theorem for Markov chains shows that the
conditional probabilities ℓ′(an|an−im . . . a0) assymptotically do not depend
on an−im . . . a0. Due (25) the same holds for ℓ(an|an−im . . . a0). This gives
the desired result.
Denote by ℓ(α, ⋆, n) the Lebesgue measure of the union [(α, 0, n)]∪[(α, 1, n)].
Note that
ℓ(α, ⋆, n) =
∑qnα
i=1 |f i(Inα)|
|I| .
Proof of Theorem 2. For simplify the notation we use fn to denote R
n(f).
Let r = [n
2
].We rewrite
∫
Inα
D2fn(s)
Dfn(s)
ds in the following way. By the mean value
theorem for integrals
∫
Inα
D2fn(s)
Dfn(s)
ds =
∑
β∈A
qβr∑
j=1
∑
f i(Inα)⊂fj(Irβ)
∫
f i(Inα)
D2f(s)
Df(s)
ds
=
∑
β∈A
qβr∑
j=1
∑
f i(Inα)⊂fj(Irβ)
D2f(xαj )
Df(xαj )
· |f i(Inα)|,
where xαi ∈ f i(Inα). In a similar way we can choose yβj ∈ f j(Irβ) such that
∫
I
D2f(s)
Df(s)
ds =
∑
β∈A
qβr∑
j=1
D2f(yβj )
Df(yβj )
· |f j(Irβ)|.
So
∫
Inα
D2fn(s)
Dfn(s)
ds =
∑
β∈A
qβr∑
j=1
∑
f i(Inα)⊂fj(Irβ)
(
D2f(xj)
Df(xj)
− D
2f(yβj )
Df(yβj )
)
· |f i(Inα)|
+
∑
β∈A
qβr∑
j=1
∑
f i(Inα)⊂fj(Irβ)
D2f(yβj )
Df(yβj )
· |f i(Inα)|,
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Due to the smooth properties of f the first term is at most C24 · λ
n
2
ν
6 ,
where C24 = C24(λ, k) > 0 and 0 < λ6 = λ6(λ, k) < 1.We will now analyze
the second term.
∑
β∈A
qβr∑
j=1
∑
f i(Inα)⊂fj(Irβ)
D2f(yβj )
Df(yβj )
· |f i(Inα)| =
=
∑
β∈A
qβr∑
j=1
D2f(yβj )
Df(yβj )
· |f j(Irβ)|
∑
f i(Inα)⊂fj(Irβ) |f
i(Inα)|
|f j(Irβ)|
=
∑
β∈A
qβr∑
j=1
D2f(yβj )
Df(yβj )
· |f j(Irβ)| ·
[
ℓ
(
(α, ⋆, n) | [f j(Irβ)]
)
− ℓ
(
(α, ⋆, n)
)]
+ℓ
(
(α, ⋆, n)
)
·
∑
β∈A
qβr∑
j=1
D2f(yβj )
Df(yβj )
· |f j(Irβ)|
= (IV) + (V).
By Proposition 4.7 we have that (IV) = O(λ
√
n
2
4 ). Now observe that (V) is a
Riemann sum for the integral
∫
I
D2f(s)
Df(s)
ds. By Proposition 3.9 and ν-Holder
continuity of
D2f
Df
we have
(V) = ℓ
(
(α, ⋆, n)
)
·
∫
I
D2f(s)
Df(s)
ds+O(λn/k).
This finishes the proof.
Before proving the Theorem 3 we need the following lemma whose proof
is left to the reader.
Lemma 4.8. Let a, b ∈ R. Then for every C > 0 there is C25 > 0 such that
if |a|, |b| ≤ C then
|Ma −Mb|C2 ≤ C25 · |a− b|,
where Ma and Mb are defined in (2).
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Proof of Theorem 3. By assumption
∫
I
D2f(s)
Df(s)
ds = 0, so by Theorem 2 we
have ∣∣∣∣
∫
Inα
D2fn(s)
Dfn(s)
ds
∣∣∣∣ ≤ C26 · λ
√
n
2
4 .
Therefore by Lemma 4.8
∣∣∣∣M∫
Inα
D2fn(s)
Dfn(s)
ds
− Id
∣∣∣∣
C2
≤ C25 ·
∣∣∣∣
∫
Inα
D2fn(s)
Dfn(s)
ds− 0
∣∣∣∣ (26)
≤ C25 · C26 · λ
√
n
2
4 .
Theorem 1 together with (26) gives us that
∣∣ZInα (Rn(f))− Id∣∣C2 ≤ C27 · λ
√
n
2
4 .
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