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Wavelet shrinkage estimators are obtained by applying a shrinkage rule on the
empirical wavelet coefficients. Such simple estimators are now well explored and
widely used in wavelet-based nonparametrics. Results of Tao (1996, Appl. Comput.
Harmon. Anal. 3, 384–387) demonstrated that hard and soft thresholding shrinkage
estimators absolutely converge almost everywhere to the original function when
the threshold value goes to zero. Such natural and intuitive behavior of threshold
estimators is expected, yet this result does not translate to the Fourier expansions.
In this paper we show that almost everywhere convergence of shrinkage estimators
holds for a range of shrinkage rules, not necessarily thresholding, subject to some
mild technical conditions. Comments about the norm convergence are provided as
well. Ó 2000 Academic Press
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1. INTRODUCTION
The shrinkage estimation in nonparametric statistical problems had been the subject
of intensive research in recent years. Donoho and Johnstone [6] and Donoho et al. [7]
introduced and explored WaveShrink, a method for obtaining nonparametric statistical
function estimators based on the shrinking of empirical wavelet coefficients. When the soft
or hard thresholding is applied in the wavelet domain, it has been shown that the resulting
WaveShrink estimators possess asymptotic near-minimax optimality properties.
Many different shrinkage estimators have been proposed. Bruce and Gao [3] and
Gao [8] introduce the semisoft (firm) and nonnegative garrotte thresholding rules. They
demonstrate that the resulting shrinkage estimators share optimality properties possessed
by Donoho and Johnstone’s WaveShrink estimators. Abramovich et al. [1], Chipman
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et al. [4], Clyde et al. [5], and Vidakovic [15], among others, consider Bayesian shrinkage
estimators. Empirical coefficients in the wavelet domain are replaced by the posterior
location-estimators under suitably elicited Bayesian models. Several other shrinkage
methods, proposed by considering empirical distributions of wavelet coefficients, are used
in the wavelet practice.
In this paper we are interested in the behavior of shrinkage estimators when the
shrinkage rule δ(x) approaches x . For the hard and soft thresholding rules, Tao [14] proved
that the shrinkage estimator absolutely converges, almost everywhere, to the original
function, when the threshold value goes to zero. It is interesting that this result does not
hold for the Fourier decompositions. For a counterexample in the Fourier domain, see
Körner [11]. Körner (personal communication) exhibited an example of a continuous L2
function for which a truncated Fourier decomposition fails to converge almost everywhere.
The paper is organized as follows. In the subsequent section we give a brief overview of
some common explicit shrinkage rules. Section 3 contains our main result, while Section 4
contains the discussion. The proof of the main result is given in Section 5.
2. SOME SHRINKAGE RULES
The simplest wavelet nonlinear shrinkage technique is thresholding.
Thresholding is sometimes called the sampling operator by Approximation theorists.
It is common to all thresholding rules that the coefficient d subjected to thresholding is
replaced by zero if it is smaller, in absolute value, than a fixed threshold λ. Depending
on how d’s are processed when |d| is larger than λ, one can define different thresholding
policies. The two most common thresholding policies are hard and soft. The expressions
are given by
δh(d,λ)= d1(|d|> λ), d ∈R (1)
and
δs(d,λ)= (d − sign(d)λ)1(|d|> λ)= sign(d)(|d| − λ)+, d ∈R, (2)
respectively. The rules are depicted in Fig. 1.
Bruce and Gao [3] generalize hard and soft thresholding rules by introducing the
semisoft or firm shrinkage. The semisoft shrinkage rule (Fig. 2a) depends on two
nonnegative parameters, λ1 and λ2. The rule is defined as
δss(x,λ1, λ2)= sign(x)λ2(|x| − λ1)
λ2 − λ1 1(λ1 < |x| ≤ λ2)+ x1(|x|> λ2).
Note that
lim
λ2→∞
δss(x,λ1, λ2)= δs(x,λ1), and
lim
λ2→λ1
δss(x,λ1, λ2)= δh(x,λ1).
By selecting appropriate λ1 and λ2, Bruce and Gao [3] demonstrated that the semisoft
thresholding rule has, uniformly in θ , better risk than the hard shrinkage. In other words,
for any given λ there exist λ1 and λ2, λ1 < λ< λ2, such that for all θ
Rssλ1,λ2(θ) < R
h
λ(θ).
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FIG. 1. (a) Hard thresholding rule. (b) Soft thresholding rule.
FIG. 2. (a) Semisoft rule with λ1 = 1 and λ2 = 2. (b) nn-garrotte rule with λ = 1. (c) Hyperbola rule.
(d) Posterior median shrinkage rule from Abramovich et al. [1].
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FIG. 3. (a) The n-degree garrotte rule for n = 3, 10, and 50. (b) δ(x) = 0.25x + 0.75δh(x,λ). For
simplicity we will assume that the mother wavelet ψ is compactly supported; however the arguments in this
paper can easily be extended to the case where ψ is rapidly decreasing (i.e., one has an estimate of the form
|ψ(x)| ≤ CN(1+ |x|)−N for all N > 0). For details, see Stein [13].
Gao [8] explored the nonnegative garrotte (nn-garrotte) thresholding function (Fig. 2b)
with an analytic expression given by
δnng(x,λ)= (x − λ2/x)1(|x|> λ). (3)
He demonstrated, by simulation, that nn-garrotte thresholding has advantages over both
hard and soft thresholding in terms of risk and sensitivity to small perturbations in the
data.
The hyperbole rule is depicted in Fig. 2c. When the energies (squares) of wavelet coef-
ficients are soft-thresholded the resulting rule is given by δhy(x,λ) = sign(x)√x2 − λ21
(|x| ≥ λ). The thresholding rule introduced by Abramovich et al. [1] (Fig. 2d) is a posterior
median under a suitable Bayesian model in the wavelet domain.
As we mentioned in the Introduction, many shrinkage rules of interest are not
thresholding rules. For example, the n-degree garrotte shrinkage rule was considered by
Breiman [2] in the context of model selection for n= 1. It is defined as
δg(x,λ)= x
2n+1
(λ2n + x2n) . (4)
Note that the n-degree garrotte rule (Fig. 3a) converges to the hard thresholding rule when
n→∞ (except for x =±λ in which the rule has a constant value ±λ/2).
3. MAIN RESULT
We are interested in how well the shrinkage estimator describes the original function—in
particular, when the shrinkage is weak. It is expected that when the shrinkage rule δ(x,λ)
approaches x , the function estimator would approach the original function. For wavelet
76 TAO AND VIDAKOVIC
decompositions this is indeed the case. Tao [14] proved that for hard and soft shrinkage the
estimator absolutely converges almost everywhere to the decomposed function when the
threshold λ goes to zero.
Let ψ be a mother wavelet with compact support such that the generated family
{ψjk}j,k∈Z = {2j/2ψ(2j · −k)}j,k∈Z
constitutes an orthonormal basis of L2(R).
Let f be a function in some Lp(R) class, for some 1<p <∞. Then f has the wavelet
expansion
f ∼
∑
j,k
djkψjk,
where the wavelet coefficients djk are defined by
djk = 〈f,ψjk〉 =
∫
R
f (x)ψjk(x) dx.
Unless otherwise stated, all summations with respect to j are from −∞ to∞.
We consider a general class of shrinkage rules to approximate f , defined as follows.
DEFINITION 3.1. A function δ(x,λ) from R×R+→R is said to be a shrinkage rule
if there exist nonnegative constants 1 C and  such that for all λ > 0
|x| − |δ(x,λ)| ≤ Cλ, (5)
and
|δ(x,λ)| ≤ C|x|1+λ− , (6)
for all x ∈R.
If δ is a shrinkage rule, the shrinkage estimator Tλ = T δλ is defined by
Tλf (x)=
∑
j,k
δ(djk, λ)ψjk(x), λ > 0. (7)
In the course of the paper we will prove that the sum in (7) is absolutely convergent
almost everywhere.
THEOREM 3.1. If f ∈ Lp(R) for some 1≤ p <∞, then
lim
λ→0Tλf (x)= f (x), (8)
whenever x is a Lebesgue point of f and every ψjk .
In particular, we see that (8) holds for almost every x by Lebesgue’s differentiation
theorem (see Stein [13] and Helson [9]). Recall that a Lebesgue point of f is any point x
such that
lim
r→0
1
2r
∫ r
−r
|f (x + t)− f (x)|dt = 0.
1 The value of the constant C will vary from line to line.
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4. DISCUSSION
Note that the condition (6) is satisfied for the n-degree garrotte rule (with constants
in (6): C = 1 and  = 2n), since
|δg(x,λ)| ≤ |x| ·
(x
λ
)2n
,
when |x|< λ.
Notice, however, that the condition (6) is not satisfied for shrinkage rules that approach 0
too slowly. An example is
δ(x,λ)= 0.25x + 0.75δh(x,λ) (9)
(see Fig. 3b). To include such rules the condition (6) can be slightly generalized: There
exist nonnegative constants C and  such that for all λ > 0 there is an α ∈R such that
|δ(x,λ)− αx| ≤C|x|1+λ− (6′)
for all |x|< λ.
Theorem 3.2 continues to hold if (6) is replaced by (6′). This is because any estimator
T δλ given by a shrinkage rule obeying (5) and (6′) can be rewritten as αf + (1− α)T δ˜λ f ,
where δ˜ is a shrinkage rule obeying (5) and (6).
Thus, any shrinkage rule whose Taylor expansion is
δ(x,λ)= αx + xθ(x,λ),
where xθ(x,λ) obeys (5) and (6), produces an estimate that converges almost everywhere.
As regards the Lp convergence, which is also of interest to statisticians, it holds that
Tλf (x)→ f (x), in Lp,1 < p <∞. This is a consequence of the standard Littlewood–
Paley inequality, see Meyer [12],∥∥∥∥∑
j,k
dj,kψj,k
∥∥∥∥
p
∼
∥∥∥∥(∑
j,k
|dj,kψj,k |2
)1/2∥∥∥∥
p
, (10)
where the implicit constants in the ∼ relationship depend on p.
Thus, if dj,k = 〈f,ψj,k〉, then
‖Tλf − f ‖p =
∥∥∥∥∑
j,k
(δ(dj,k, λ)− dj,k)ψj,k
∥∥∥∥
p
∼
∥∥∥∥(∑
j,k
|δ(dj,k, λ)− dj,k|2|ψj,k|2
)1/2∥∥∥∥
p
by (10). To show that ‖Tλf −f ‖p goes to zero we use the dominated convergence theorem.
From our conditions on δ it follows
|δ(dj,k, λ)− dj,k| → 0 as λ→ 0,
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and
|δ(dj,k, λ)− dj,k| ≤ C|dj,k|.
Since the expression in (10) is finite, the claim follows.
The L1 convergence is also likely to fail, since wavelet systems do not form
unconditional bases of L1 (see Meyer [12]). However, we do not have an explicit example
of nonconvergence.
If f is only in L∞ (i.e., there is no decay assumption at infinity), then even the hard
shrinkage estimator is unbounded.
We provide a counterexample in terms of the Haar wavelets, which can be easily
modified for any other wavelet basis. This counterexample shows that both almost
everywhere convergence and norm convergence are impossible for L∞ functions.
Let f be given as
f (x)=
∞∑
n=1
(−1)n1(2n ≤ x < 2n+1).
This is an L∞ function supported on [1,∞). It vanishes on (0,1) and slowly alternates in
the sign. We find the hard shrinkage estimator Tλf (x) on (0,1). When x is in (0,1), the
only wavelets which are important are the ones for which k = 0, j < 0, i.e.,∑j<0 dj,0ψj,0.
However, a calculation shows that
dj,0 = 2j/2((−1)j2+ 2−j )/3,
so that
dj,0ψj,0 = ((−1)j2+ 2−j )/3.
Clearly, this series will fail to converge no matter how one samples it.
An interesting extension to Theorem 3.1 can be made; one can take the shrinkage rule
δ(x,λ) also depending on j, k, and f , i.e., take the rule δ(x,λ, j, k, f ). In fact one can
add various parameters, including random ones, as long as the conditions (5) and (6) are
satisfied uniformly with respect to these parameters.
Thus, for instance, one can choose to use the garrotte rule when j is even and the
semisoft rule when j is odd, and still get almost everywhere (and Lp,1 < p < ∞)
convergence.
5. PROOF OF THE MAIN THEOREM
As in Tao [14], we will prove this by bounding Tλf (x) by the Hardy–Littlewood
maximal function
Mf(x)= sup
r>0
1
2r
∫ r
−r
|f (x + t)|dt.
LEMMA 3.1. If Mf(x) is finite, then the sum Tλf (x) converges absolutely, and
|Tλf (x)| ≤ CMf (x),
where C depends only on the sampling operator δ.
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Proof of Lemma 3.1. Fix f , λ, and x; we may assume that Mf(x) is finite and non-
zero. We wish to prove that ∣∣∣∣∑
j,k
δ(djk, λ)ψjk(x)
∣∣∣∣≤ CMf (x). (11)
We may obviously restrict the summation to those (j, k) such that ψjk(x) 6= 0. Note that
for any given j there is only a finite number of k with this property, thanks to the compact
support assumption on ψ . Henceforth the pair (j, k) will always be assumed to have this
property.
We make the key observation that the wavelet coefficients djk decay as j →∞. More
precisely, we have
|djk| ≤ C2−j/2Mf(x). (12)
From the definition of ψjk we have the bound
|ψjk(x)| ≤ C2j/2. (13)
To prove (12), we see from the hypothesis ψj,k 6= 0 that ψj,k is supported on the interval
[x −C2−j , x +C2−j ]. Because of (13),
|dj,k| ≤ C2j/2
∫ x+C2−j
x−C2−j
|f (y)|dy ≤ C2−j/2Mf(x).
As in Tao [14], we define the critical scale J to be the unique integer such that
λ≤ 2−J/2Mf (x) < 2λ. (14)
We now break up the sum in (11) as∑
j,k
δ(djk, λ)ψjk(x)=
∑
j≥J,k
δ(djk, λ)ψjk(x) (15)
+
∑
j<J,k
djkψjk(x) (16)
+
∑
j<J,k
(δ(djk, λ)− djk)ψjk(x) (17)
and show that each of the three terms is absolutely convergent and controlled by the Hardy–
Littlewood maximal function.
We start with (15). From (5) and (13) we see that this term is bounded in magnitude by
C
∑
j≥J,k
|djk|1+λ−2j/2.
But by (12) this is bounded in turn by
C
∑
j≥J,k
(2−j/2Mf(x))1+λ−2j/2.
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The k index is irrelevant since there are only a finite number of k for each j . This sum now
becomes an absolute convergent geometric series in j , which is bounded by
C(2−J/2Mf (x))1+λ−2J/2,
which simplifies to CMf (x) by (14), as desired. Note that this argument also shows that
the sum in (15) is absolutely convergent.
We now consider (16). This expression is simply the linear projection operator PJ f (x),
and the bound |PJ f (x)| ≤ CMf (x) is well known (see, e.g., Kelly et al. [10], Tao [14]).
It is easily seen that this sum is absolutely convergent by using (13) and applying Hölder’s
inequality to get the bound
|djk| ≤ ‖f ‖p‖ψjk‖p′ ≤ C‖f ‖p2j/22−j/p′,
where p, p′ are such that 1/p+ 1/p′ = 1.
We now turn to the third term. From (6) and (13) this sum is bounded by
C
∑
j<J,k
λ2j/2.
The k index is again irrelevant, and the sum is an absolutely convergent geometric series
which sums to
Cλ2J/2 ≤ CMf (x)
by (14), as desired. This concludes the proof of Lemma 3.1.
Proof of Theorem 3.1. Let  > 0 be fixed, and let x be a Lebesgue point of f and every
ψjk . We will show that there exists L> 0 such that
|Tλf (x)− f (x)| ≤ C for all 0< λ<L, (18)
where the constant C is independent of . Taking → 0 we thus obtain the desired result.
Since f ∈ Lp(R) and x is a Lebesgue point of f , it is possible to find a function g ∈C∞0
such that
M(f − g)(x)≤ .
This can be achieved, for instance, by truncating f at infinity and then convolving the
truncated function with a smooth approximation to the identity.
By the standard approximation theory for wavelets (see Meyer [12]) one can approxi-
mate g by a function h which is a finite linear combination of wavelets h=∑j,k bjkψjk
such that
‖g − h‖∞ ≤ .
Combining these two estimates and noting that
F(x)≤MF(x)≤ ‖F‖∞
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whenever x is a Lebesgue point of F , we see that
|f (x)− h(x)| ≤M(f − h)(x)≤ C. (19)
To show (18), we write the left-hand side as
|Tλf (x)− f (x)| ≤ |Tλf (x)− Tλ(f − h)(x)− h(x)| + |Tλ(f − h)(x)| + |f (x)− h(x)|.
The last two terms are bounded by C by Lemma 3.1 and (19). Thus it remains to show
that
|Tλf (x)− Tλ(f − h)(x)− h(x)| ≤ C.
The left-hand side can be written as∣∣∣∣∑
j,k
(δ(djk, λ)− djk)− (δ(djk − bjk, λ)− (djk − bjk))ψjk(x)
∣∣∣∣. (20)
The summand vanishes if bjk = 0, so we may restrict the sum to those (j, k) for which
bjk 6= 0. But by (5) and the triangle inequality we have
|(δ(djk, λ)− dj,k)− (δ(djk − bjk, λ)− (djk − bjk))| ≤ Cλ≤ CL,
so (20) is bounded by
CL
∑
j,k:bjk 6=0
|ψjk(x)|.
The sum is finite since only finitely many of the bjk are nonzero. Thus, this expression can
be made to be less than C by choosing L sufficiently small. This concludes the proof of
the theorem.
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