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Abstract
We study the algebra of certain q-series, called bi-brackets, whose coefficients are given
by weighted sums over partitions. These series incorporate the theory of modular forms for
the full modular group as well as the theory of multiple zeta values (MZV) due to their
appearance in the Fourier expansion of regularised multiple Eisenstein series. Using the
conjugation of partitions we obtain linear relations between bi-brackets, called the parti-
tion relations, which yield naturally two different ways of expressing the product of two
bi-brackets similar to the stuffle and shuffle product of multiple zeta values. Bi-brackets
are generalizations of the generating functions of multiple divisor sums, called brackets,
[s1, . . . , sl] studied in [BK]. We use the algebraic structure of bi-brackets to define further
q-series [s1, . . . , sl]
 and [s1, . . . , sl]
∗ which satisfy the shuffle and stuffle product formulas
of MZV by using results about quasi-shuffle algebras introduced by Hoffman. In [BT] reg-
ularised multiple Eisenstein series G were defined, by using an explicit connection to the
coproduct on formal iterated integrals. These satisfy the shuffle product formula. Applying
the same concept for the coproduct on quasi-shuffle algebras enables us to define multiple
Eisenstein series G∗ satisfying the stuffle product. We show that both G and G∗ are given
by linear combinations of products of MZV and bi-brackets. Comparing these two regular-
ized multiple Eisenstein series enables us to obtain finite double shuffle relations for multiple
Eisenstein series in low weights which extend the relations proven in [BT].
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Introduction 2
1 Introduction
Multiple zeta values are natural generalizations of the Riemann zeta values that are defined
for integers s1 > 1 and si ≥ 1 for i > 1 by
ζ(s1, . . . , sl) :=
∑
n1>n2>···>nl>0
1
ns11 . . . n
sl
l
.
Because of its occurrence in various fields of mathematics and physics these real numbers
are of particular interest. The Q-vector space of all multiple zeta values of weight k is then
given by
MZk :=
〈
ζ(s1, . . . , sl)
∣∣ s1 + · · ·+ sl = k and l > 0〉
Q
.
It is well known that the product of two multiple zeta values can be written as a linear
combination of multiple zeta values of the same weight by using the stuffle or shuffle relations.
Thus they generate a Q-algebra MZ . There are several connections of these numbers to
modular forms for the full modular group. Some of them are treated in [GKZ], where
connections of double zeta values and modular forms are described. One of them is given
by double Eisenstein series Gs1,s2 ∈ C[[q]] which are the length two version of classical
Eisenstein series and which are given by a double sum over ordered lattice points. These
functions have a Fourier expansion given by sums of products of MZV and certain q-series
with the double zeta value ζ(s1, s2) as their constant term. In [Ba] the author treated
the multiple case and calculated the Fourier expansion of multiple Eisenstein series (MES)
Gs1,...,sl ∈ C[[q]]. The result of [Ba] was that the Fourier expansion of MES is again a linear
combination of MZV and q-series [s1, . . . , sl] ∈ Q[[q]], called brackets, with the corresponding
MZV as the constant term. For example it is
G3,2,2(τ ) =ζ(3, 2, 2) +
(
54
5
ζ(2, 3) +
51
5
ζ(3, 2)
)
(2πi)2[2] +
16
3
ζ(2, 2)(2πi)3[3]
+ 3ζ(3)(2πi)4[2, 2] + 4ζ(2)(2πi)5[3, 2] + (2πi)7[3, 2, 2] .
It turned out that the q-series [s1, . . . , sl], whose coefficients an are given by weighted sums
over partitions of n, are, independently to their appearance in the Fourier expansion of MES,
very interesting objects and therefore they were studied on their own in [BK]. There the
authors studied the algebraic structure of the space MD spanned by these brackets and we
will refine, generalize and use some of the results in this note.
Due to convergence issues the MES are just defined for s1, . . . , sl ≥ 2 and therefore there
are a lot more MZV than MES. A natural question was therefore the following
Question 1. What is a "good" definition of a "regularised" multiple Eisenstein series, such
that for each multiple zeta value ζ(s1, . . . , sl) with s1 > 1,s2, . . . , sl ≥ 1 there is a multiple
Eisenstein series
Gregs1,...,sl = ζ(s1, . . . , sl) +
∑
n>0
anq
n ∈ C[[q]]
with this multiple zeta values as the constant term in its Fourier expansion and which equals
the original multiple Eisenstein series in the case s1, . . . , sl ≥ 2?
By "good" we mean that these multiple Eisenstein series should have the same, or at
least as much as possible, algebraic structure as multiple zeta values, i.e. they should fulfill
the shuffle or/and the stuffle product. In [BT] the authors addressed this question and
they define (shuffle) regularised MES Gs1,...,sl , defined for all s1, . . . , sl ∈ N, which coincide
with the Gs1,...,sl in the case s1, . . . , sl ≥ 2 and which fulfill the shuffle product. In their
construction the authors consider certain q-series similar to the brackets which also fulfill
the shuffle product.
In this note we want to consider a more general class of q-series which we call bi-brackets.
We will see that the q-series appearing in the construction in [BT] are linear combination
of bi-brackets. Furthermore we will address the above question with respect to the stuffle
product and we will construct another (stuffle) regularised type of MES, denoted byG∗s1,...,sl ,
satisfying the stuffle product formula. The bi-brackets will also appear there and we will be
able to write G and G∗ as sums of products of MZV and bi-brackets which then enables
us to compare these two types of regularised MES.
Even when one is not interested in the question of extending the definition of MES we
want to emphasize the reader that these q-series are interesting by their own rights, since
they give a q-analogue of multiple zeta values with a nice algebraic structure. These q-
analogues have two ways to write the product of two such series similar to the shuffle and
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the stuffle product for MZV. For s1, . . . , sl ≥ 1, r1, . . . , rl ≥ 0 these q-series, which we call
bi-brackets, are given by[
s1, . . . , sl
r1, . . . , rl
]
:=
∑
u1>···>ul>0
v1,...,vl>0
ur11
r1!
. . .
urll
r1!
·
vs1−11 . . . v
sl−1
l
(s1 − 1)! . . . (sl − 1)!
· qu1v1+···+ulvl ∈ Q[[q]] .
In the first section we will interpret this sum as a weighted sum over partitions of a natural
number n. The conjugation of partitions will give us linear relations between the bi-brackets
which we therefore call the partition relation. We use this relation to prove a stuffle and
shuffle analogue of the product of two bi-brackets and obtain for example[
2, 3
0, 0
]
+
[
3, 2
0, 0
]
+
[
5
0
]
−
1
12
[
3
0
]
=
[
2
0
]
·
[
3
0
]
=
[
2, 3
0, 0
]
+ 3
[
3, 2
0, 0
]
+ 6
[
4, 1
0, 0
]
− 3
[
4
0
]
+ 3
[
4
1
]
.
Compare this with the "real" stuffle and shuffle product of multiple zeta values
ζ(2, 3) + ζ(3, 2) + ζ(5) = ζ(2) · ζ(3) = ζ(2, 3) + 3ζ(3, 2) + 6ζ(4, 1) .
Using the algebraic structure of the space of bi-brackets we define a shuffle [s1, . . . , sl]

and stuffle [s1, . . . , sl]
∗ version of the ordinary brackets as certain linear combination of bi-
brackets. These objects fulfill the same shuffle and stuffle products as multiple zeta values.
Both constructions use the theory of quasi-shuffle algebras developed by Hoffman in [H]. We
end the introduction by summarizing the results of this paper on bi-brackets and regularised
multiple Eisenstein series in the following two vaguely formulated theorems:
Theorem A. i) The space BD spanned by all bi-brackets
[
s1,...,sl
r1,...,rl
]
forms a Q-algebra
with the space of (quasi-)modular forms and the spaceMD of brackets as subalgebras.
There are two ways to express the product as a linear combination of bi-brackets which
yields a large family of linear relations.
ii) There are two subalgebras MD ⊂ BD and MD∗ ⊂ MD spanned by elements
[s1, . . . , sl]
 and [s1, . . . , sl]
∗ which fulfill the shuffle and stuffle products, respectively,
and which are in the length one case given by the bracket [s1].
For example we have similarly to the relation between MZV above
[2, 3]∗ + [3, 2]∗ + [5] = [2] · [3] = [2, 3] + 3[3, 2] + 6[4, 1] .
Denote by MZB ⊂ C[[q]] the space of all formal power series in q which can be written as
a linear combination of products of MZV, powers of (−2πi) and bi-brackets.
Theorem B. i) The shuffle regularised multiple Eisenstein series Gs1,...,sl ∈ C[[q]] de-
fined in [BT] can be written as a linear combination of products of MZV, powers of
(−2πi) and shuffle brackets [r1, . . . , rm]
, i.e. they are elements of the space MZB.
ii) For all s1, . . . , sl ∈ N and M ∈ N there are q-series G
∗,M
s1,...,sl
∈ C[[q]] (see Definition
6.12) which fulfill the stuffle product. If the limit G∗s1,...,sl := limM→∞G
∗,M
s1,...,sl
exists
it will be an element in MZB which still fulfills the stuffle product. In that case the
q-series G∗s1,...,sl will be called stuffle regularised multiple Eisenstein series.
iii) For s1, . . . , sl ≥ 2 both regularised multiple Eisenstein series equal the classical multiple
Eisenstein series, i.e. we have
Gs1,...,sl = G

s1,...,sl
= G∗s1,...,sl .
Content of this paper: In section 2 we will introduce bi-brackets and their generating
series. We will show that there are a natural linear relations between bi-brackets, called the
partition relations. In section 3 we prove that the algebra of bi-brackets has the structure of
a quasi-shuffle algebra in the sense of [H]. The partition relation will yield another way of
multiplying two bi-brackets which differs from the quasi-shuffle product and which therefore
yields linear relations similar to the double shuffle relations of MZV. The connection to
modular forms and the derivatives of bi-brackets will be subject of section 4. We will see
that relations between bi-brackets can be used to prove relations between modular forms
and vice versa. Section 5 will be devoted to the definition of the brackets [s1, . . . , sl]
 and
[s1, . . . , sl]
∗. For this we will recall the algebraic setup of Hoffman in this section. Finally in
section 4 we will recall the results of [BT] and the definition of the shuffle regularised MES
G. After this we will define the stuffle regularised MES G∗,M and G∗ by using a similar
approach as in the definition of G. We end section 4 by comparing these two regularised
MES in low weights.
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2 Bi-brackets and their generating series
As motivated in the introduction we want to study the following q-series:
Definition 2.1. For r1, . . . , rl ≥ 0, s1, . . . , sl > 0 and we define the following q-series[
s1, . . . , sl
r1, . . . , rl
]
:=
∑
u1>···>ul>0
v1,...,vl>0
ur11
r1!
. . .
urll
r1!
·
vs1−11 . . . v
sl−1
l
(s1 − 1)! . . . (sl − 1)!
· qu1v1+···+ulvl ∈ Q[[q]]
which we call bi-brackets of weight r1 + · · ·+ rk + s1 + · · ·+ sl, upper weight s1 + · · ·+ sl,
lower weight r1+ · · ·+ rl and length l. By BD we denote the Q-vector space spanned by all
bi-brackets and 1.
The factorial factors in the definition will become clear when considering their generating
functions and the connection to multiple zeta values. For r1 = · · · = rl = 0 the bi-brackets
are just the brackets [
s1, . . . , sl
0, . . . , 0
]
= [s1, . . . , sl]
as defined and studied in [BK]. The space spanned by all brackets form a differential Q-
algebra MD with the differential given by dq = q
d
dq
. We will see that the bi-brackets are
also closed under the multiplication of formal power series and therefore BD is a Q-algebra
with subalgebra MD (see Theorem 3.6).
Definition 2.2. For the generating function of the bi-brackets we write∣∣∣∣X1, . . . ,XlY1, . . . , Yl
∣∣∣∣ := ∑
s1,...,sl>0
r1,...,rl>0
[
s1 , . . . , sl
r1 − 1 , . . . , rl − 1
]
Xs1−11 . . .X
sl−1
l · Y
r1−1
1 . . . Y
rl−1
l .
These are elements in the ring BDgen = lim−→j
BD[[X1, . . . , Xj , Y1, . . . , Yj ]] of all generating
series of bi-brackets.
To derive relations between bi-brackets we will prove functional equations for their gen-
erating functions. The key fact for this is that there are two different ways of expressing
these given by the following Theorem.
Theorem 2.3. For n ∈ N set
En(X) := e
nX and Ln(X) :=
eXqn
1− eXqn
∈ Q[[q,X]] .
Then for all l ≥ 1 we have the following two different expressions for the generating functions:∣∣∣∣X1, . . . ,XlY1, . . . , Yl
∣∣∣∣ = ∑
u1>···>ul>0
l∏
j=1
Euj (Yj)Luj (Xj)
=
∑
u1>···>ul>0
l∏
j=1
Euj (Xl+1−j −Xl+2−j)Luj (Y1 + · · ·+ Yl−j+1)
(with Xl+1 := 0). In particular the partition relations holds:∣∣∣∣X1, . . . ,XlY1, . . . , Yl
∣∣∣∣ P= ∣∣∣∣Y1 + · · ·+ Yl, . . . , Y1 + Y2, Y1Xl,Xl−1 −Xl, . . . ,X1 −X2
∣∣∣∣ . (2.1)
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Proof. First rewrite the generating function as∣∣∣∣X1, . . . ,XlY1, . . . , Yl
∣∣∣∣ = ∑
s1,...,sl>0
r1,...,rl>0
u1>···>ul>0
v1,...,vl>0
l∏
j=1
u
rj−1
j
(rj − 1)!
v
sj−1
j
(sj − 1)!
qujvjX
sj−1
j Y
rj−1
j
=
∑
u1>···>ul>0
v1,...,vl>0
l∏
j=1
evjXjeujYj qujvj
The first statement follows directly by using the geometric series because∑
v>0
evXquv =
eXqu
1− eXqu
= Lu(X)
For the second statement set uj = u
′
1 + · · · + u
′
l−j+1 and v
′
j = v1 + · · · + vl−j+1 (i.e.
vj = v
′
l−j+1 − v
′
l−j+2 and vl+1 := 0) for 1 ≤ j ≤ l. This gives
qu1v1+···+ulvl = q(u
′
1+···+u
′
l
)v1+(u
′
1+···+u
′
l−1
)v2+···+u
′
1vl = q(v1+···+vl)u
′
1+···+v1u
′
l = qv
′
1u
′
1+···+v
′
l
u′
l
and the summation over u1 > · · · > ul > 0 and v1, . . . , vl > 0 changes to a summation over
u′1, . . . , u
′
l > 0 and v
′
1 > · · · > v
′
l > 0 and therefore we obtain∑
u1>···>ul>0
v1,...,vl>0
l∏
j=1
evjXjeujYj qujvj =
∑
v′1>···>v
′
l
>0
u′1,...,u
′
l
>0
l∏
j=1
e(v
′
l−j+1
−v′
l−j+2
)Xje(u
′
1+···+u
′
l−j+1
)Yj qv
′
j
u′
j
=
∑
v′
1
>···>v′
l
>0
l∏
j=1
ev
′
j
(Xl−j+1−Xl−j+2)Lv′
j
(Y1 + · · ·+ Yl−j+1)
which is exactly the representation of the generating function.
Compare the relation (2.1) to the conjugation (2.2) of partitions given at the end of this
section.
Remark 2.4. i) The bi-brackets and their generating series also give examples of what
is called a bimould by Ecalle in [E]. In his language the equation (2.1) states that the
bimould of generating series of bi-brackets is swap invariant.
ii) In [Zu] the author studied a variation of the bi-brackets, namely the series
Z
[
s1, . . . , sl
r1, . . . , rl
]
=
∑
m1,...,ml>0
d1,...,dl>0
mr1−11 d
s1−1
1 . . .m
rl−1
l d
sl−1
l q
(m1+···+ml)d1+···+mldl
(r1 − 1)!(s1 − 1)! . . . (rl − 1)!(sl − 1)!
,
which he calls multiple q-zeta brackets. These can be written in terms of bi-brackets
and vice versa. For this model the equation (2.1), which in [Zu] is called duality, has
the nice form
Z
[
s1, . . . , sl
r1, . . . , rl
]
= Z
[
sl, . . . , s1
rl, . . . , r1
]
.
Corollary 2.5. (Partition relation in length one and two) For r, r1, r2 ≥ 0 and s, s1, s2 > 0
we have the following relations in length one and two[
s
r
]
=
[
r + 1
s− 1
]
,[
s1, s2
r1, r2
]
=
∑
0≤j≤r1
0≤k≤s2−1
(−1)k
(
s1 − 1 + k
k
)(
r2 + j
j
)[
r2 + j + 1 , r1 − j + 1
s2 − 1− k , s1 − 1 + k
]
.
Proof. In the smallest cases the Theorem 2.3 gives∣∣∣∣XY
∣∣∣∣ = ∣∣∣∣YX
∣∣∣∣ and ∣∣∣∣X1,X2Y1, Y2
∣∣∣∣ = ∣∣∣∣ Y1 + Y2, Y1X2,X1 −X2
∣∣∣∣ .
The statement follows by considering the coefficients of Xs−1Y r and Xs1−11 X
s2−1
2 Y
r1Y r2
in these equations.
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Example 2.6. i) Some examples for the length two case:[
1, 1
1, 1
]
=
[
2, 2
0, 0
]
+ 2
[
3, 1
0, 0
]
,
[
3, 3
0, 0
]
= 6
[
1, 1
0, 4
]
− 3
[
1, 1
1, 3
]
+
[
1, 1
2, 2
]
,[
2, 2
1, 1
]
= −2
[
2, 2
0, 2
]
+
[
2, 2
1, 1
]
− 4
[
3, 1
0, 2
]
+ 2
[
3, 1
1, 1
]
,[
1, 2
2, 3
]
= −
[
4, 3
0, 1
]
+
[
4, 3
1, 0
]
− 4
[
5, 2
0, 1
]
+ 4
[
5, 2
1, 0
]
− 10
[
6, 1
0, 1
]
+ 10
[
6, 1
1, 0
]
.
ii) Another family of relations which can be obtained by the partition relation is[
{1}n
{0}j−1, 1, {0}n−j
]
=
n−j+1∑
k=1
[{1}k−1 , 2, {1}n−k ]
for 1 ≤ j ≤ n. For example:[
1
1
]
= [2] ,
[
1, 1, 1
0, 1, 0
]
= [1, 2, 1] + [2, 1, 1] .
Remark 2.7. We end the discussion on bi-brackets and their generating series by inter-
preting the coefficients of the bi-brackets as weighted sums over partitions which gives an
natural explanation for the partition relation (2.1). By a partition of a natural number n
with l parts we denote a representation of n as a sum of l distinct natural numbers, i.e.
15 = 4+4+3+2+1+1 is a partition of 15 with the 4 parts given by 4, 3, 2, 1. We identify
such a partition with a tuple (u, v) ∈ Nl × Nl where the uj ’s are the l distinct numbers
in the partition and the vj ’s count their appearance in the sum. The above partition of
15 is therefore given by the tuple (u, v) = ((4, 3, 2, 1), (2, 1, 1, 2)). By Pl(n) we denote all
partitions of n with l parts and hence we set
Pl(n) :=
{
(u, v) ∈ Nl ×Nl | n = u1v1 + · · ·+ ulvl and u1 > · · · > ul > 0
}
On the set Pl(n) one has an involution given by the conjugation ρ of partitions which can be
obtained by reflecting the corresponding Young diagram across the main diagonal. On the set
((4, 3, 2, 1), (2, 1, 1, 2)) =
ρ
−−−−−−−−→ = ((6, 4, 3, 2), (1, 1, 1, 1))
Figure 1: The conjugation of the partition 15 = 4+ 4+ 3+ 2+ 1+ 1 is given
by ρ(((4, 3, 2, 1), (2, 1, 1, 2))) = ((6, 4, 3, 2), (1, 1, 1, 1)) which can be seen by
reflection the corresponding Young diagram at the main diagonal.
Pl(n) the conjugation ρ is explicitly given by ρ((u, v)) = (u
′, v′) where u′j = v1+ · · ·+vl−j+1
and v′j = ul−j+1 − ul−j+2 with ul+1 := 0, i.e.
ρ :
(
u1, . . . , ul
v1, . . . , vl
)
7−→
(
v1 + · · ·+ vl, . . . , v1 + v2, v1
ul, ul−1 − ul, . . . , u1 − u2
)
. (2.2)
By the definition of the bi-brackets its clear that with the above notation they can be written
as [
s1, . . . , sl
r1, . . . , rl
]
:=
1
r1!(s1 − 1)! . . . rl!(sl − 1)!
∑
n>0
 ∑
(u,v)∈Pl(n)
ur11 v
s1−1
1 . . . u
rl
l v
sl−1
l
 qn .
The coefficients are given by a sum over all elements in Pl(n) and therefore it is invariant
under the action of ρ. As an example consider [2, 2] and apply ρ to the sum then we obtain
[2, 2] =
∑
n>0
 ∑
(u,v)∈P2(n)
v1 · v2
 qn =∑
n>0
 ∑
ρ((u,v))=(u′,v′)∈P2(n)
u′2 · (u
′
1 − u
′
2)
 qn
=
∑
n>0
 ∑
(u′,v′)∈P2(n)
u′2 · u
′
1
 qn −∑
n>0
 ∑
(u′,v′)∈P2(n)
u′22
 qn = [1, 1
1, 1
]
− 2
[
1, 1
0, 2
]
.
(2.3)
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This is exactly the relation one obtains by using the partition relation. Another trivial
connection to partitions is given by the following: The coefficients of the brackets of the
form [{1}l] count the number of partitions of length l. Summing over all length one therefore
obtains the generating functions of all partitions:∑
l>0
[{1}l] =
∑
n>0
p(n)qn =
∞∏
k=1
1
1− qk
.
3 The algebra of bi-brackets
The partition relations give relations in a fixed length. To obtain relations with mixed
length we need to consider the algebra structure on the space BD. For this we first consider
the product of bi-brackets in length one and then use the algebraic setup of quasi-shuffle
algebras for the arbitrary length case.
Lemma 3.1. Let Bk be the k-th Bernoulli number, then we get for all n ∈ N
Ln(X) · Ln(Y ) =
∑
k>0
Bk
k!
(X − Y )k−1Ln(X) +
∑
k>0
Bk
k!
(Y −X)k−1Ln(Y ) +
Ln(X) − Ln(Y )
X − Y
.
Proof. By direct computations one obtains
L(X) · L(Y ) =
1
eX−Y − 1
L(X) +
1
eY−X − 1
L(Y ) .
The statement follows then by the definition of the Bernoulli numbers
X
eX − 1
=
∑
n≥0
Bn
n!
Xn .
Lemma 3.2. The product of two generating functions in length one can be written as
i) ("Stuffle product for bi-brackets")∣∣∣∣X1Y1
∣∣∣∣ · ∣∣∣∣X2Y2
∣∣∣∣ = ∣∣∣∣X1,X2Y1, Y2
∣∣∣∣+ ∣∣∣∣X2,X1Y2, Y1
∣∣∣∣+ 1X1 −X2
(∣∣∣∣ X1Y1 + Y2
∣∣∣∣− ∣∣∣∣ X2Y1 + Y2
∣∣∣∣)
+
∞∑
k=1
Bk
k!
(X1 −X2)
k−1
(∣∣∣∣ X1Y1 + Y2
∣∣∣∣+ (−1)k−1∣∣∣∣ X2Y1 + Y2
∣∣∣∣) .
ii) ("Shuffle product for bi-brackets")∣∣∣∣X1Y1
∣∣∣∣ · ∣∣∣∣X2Y2
∣∣∣∣ = ∣∣∣∣X1 +X2, X1Y2 , Y1 − Y2
∣∣∣∣+ ∣∣∣∣X1 +X2,X2Y1, Y2 − Y1
∣∣∣∣+ 1Y1 − Y2
(∣∣∣∣X1 +X2Y1
∣∣∣∣− ∣∣∣∣X1 +X2Y2
∣∣∣∣)
+
∞∑
k=1
Bk
k!
(Y1 − Y2)
k−1
(∣∣∣∣X1 +X2Y1
∣∣∣∣+ (−1)k−1∣∣∣∣X1 +X2Y2
∣∣∣∣)
Proof. We prove i) and ii) by using the two different ways of writing the generating func-
tions given by Theorem 2.3.
i) By direct calculation it is∣∣∣∣X1Y1
∣∣∣∣·∣∣∣∣X2Y2
∣∣∣∣ = ∣∣∣∣X1,X2Y1, Y2
∣∣∣∣+ ∣∣∣∣X2,X1Y2, Y1
∣∣∣∣+∑
n>0
En(Y1 + Y2)Ln(X1)Ln(X2) .
Applying the Lemma 3.1 to the last term yields the statement.
ii) The partition relation in length one and two (P ) in (2.1) states∣∣∣∣X1Y1
∣∣∣∣ P= ∣∣∣∣Y1X1
∣∣∣∣ , ∣∣∣∣X1,X2Y1, Y2
∣∣∣∣ P= ∣∣∣∣ Y1 + Y2, Y1X2,X1 −X2
∣∣∣∣ ,
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and together with i) we obtain∣∣∣∣X1Y1
∣∣∣∣ · ∣∣∣∣X2Y2
∣∣∣∣ P= ∣∣∣∣Y1X1
∣∣∣∣ · ∣∣∣∣Y2X2
∣∣∣∣ i)= ∣∣∣∣ Y1, Y2X1,X2
∣∣∣∣+ ∣∣∣∣ Y2, Y1X2,X1
∣∣∣∣+ 1Y1 − Y2
(∣∣∣∣ Y1X1 +X2
∣∣∣∣− ∣∣∣∣ Y2X1 +X2
∣∣∣∣)
+
∞∑
k=1
Bk
k!
(Y1 − Y2)
k−1
(∣∣∣∣ Y1X1 +X2
∣∣∣∣+ (−1)k−1∣∣∣∣ Y2X1 +X2
∣∣∣∣)
P
=
∣∣∣∣X1 +X2, X1Y2 , Y1 − Y2
∣∣∣∣+ ∣∣∣∣X1 +X2,X2Y1, Y2 − Y1
∣∣∣∣+ 1Y1 − Y2
(∣∣∣∣X1 +X2Y1
∣∣∣∣− ∣∣∣∣X1 +X2Y2
∣∣∣∣)
+
∞∑
k=1
Bk
k!
(Y1 − Y2)
k−1
(∣∣∣∣X1 +X2Y1
∣∣∣∣+ (−1)k−1∣∣∣∣X1 +X2Y2
∣∣∣∣) .
Proposition 3.3. For s1, s2 > 0 and r1, r2 ≥ 0 we have the following two expressions for
the product of two bi-brackets of length one:
i) ("Stuffle product for bi-brackets")[
s1
r1
]
·
[
s2
r2
]
=
[
s1, s2
r1, r2
]
+
[
s2, s1
r2, r1
]
+
(
r1 + r2
r1
)[
s1 + s2
r1 + r2
]
+
(
r1 + r2
r1
) s1∑
j=1
(−1)s2−1Bs1+s2−j
(s1 + s2 − j)!
(
s1 + s2 − j − 1
s1 − j
)[
j
r1 + r2
]
+
(
r1 + r2
r1
) s2∑
j=1
(−1)s1−1Bs1+s2−j
(s1 + s2 − j)!
(
s1 + s2 − j − 1
s2 − j
)[
j
r1 + r2
]
ii) ("Shuffle product for bi-brackets")[
s1
r1
]
·
[
s2
r2
]
=
∑
1≤j≤s1
0≤k≤r2
(
s1 + s2 − j − 1
s1 − j
)(
r1 + r2 − k
r1
)
(−1)r2−k
[
s1 + s2 − j, j
k, r1 + r2 − k
]
+
∑
1≤j≤s2
0≤k≤r1
(
s1 + s2 − j − 1
s1 − 1
)(
r1 + r2 − k
r1 − k
)
(−1)r1−k
[
s1 + s2 − j, j
k, r1 + r2 − k
]
+
(
s1 + s2 − 2
s1 − 1
)[
s1 + s2 − 1
r1 + r2 + 1
]
+
(
s1 + s2 − 2
s1 − 1
) r1∑
j=0
(−1)r2Br1+r2−j+1
(r1 + r2 − j + 1)!
(
r1 + r2 − j
r1 − j
)[
s1 + s2 − 1
j
]
+
(
s1 + s2 − 2
s1 − 1
) r2∑
j=0
(−1)r1Br1+r2−j+1
(r1 + r2 − j + 1)!
(
r1 + r2 − j
r2 − j
)[
s1 + s2 − 1
j
]
Proof. i) By Lemma 3.2 it is
∣∣∣∣X1Y1
∣∣∣∣ · ∣∣∣∣X2Y2
∣∣∣∣ = ∣∣∣∣X1,X2Y1, Y2
∣∣∣∣+ ∣∣∣∣X2,X1Y2, Y1
∣∣∣∣︸ ︷︷ ︸
=:T1
+
1
X1 −X2
(∣∣∣∣ X1Y1 + Y2
∣∣∣∣− ∣∣∣∣ X2Y1 + Y2
∣∣∣∣)︸ ︷︷ ︸
=:T2
+
∞∑
k=1
Bk
k!
(X1 −X2)
k−1
(∣∣∣∣ X1Y1 + Y2
∣∣∣∣+ (−1)k−1∣∣∣∣ X2Y1 + Y2
∣∣∣∣)︸ ︷︷ ︸
=:T3
.
We are going to calculate the coefficient ofXs1−Xs2−12 Y
r1
1 Y
r2
2 in this equation. Clearly[
s1,s2
r1,r2
]
+
[
s2,s1
r2,r1
]
is the coefficient of T1 and by the use of
∑
s>0
cs
Xs−11 −X
s−1
2
X1 −X2
=
∑
s>0
cs
s−2∑
j=0
Xs−2−j1 X
j
2 =
∑
a,b>0
ca+bX
a−1
1 X
b−1
2
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one obtains
T2 =
1
X1 −X2
(∣∣∣∣ X1Y1 + Y2
∣∣∣∣− ∣∣∣∣ X2Y1 + Y2
∣∣∣∣) = ∑
s1,s2,r>0
[
s1 + s2
r − 1
]
Xs1−11 X
s2−1
2 (Y1 + Y2)
r−1
=
∑
s1,s2>0
r1,r2>0
(
r1 + r2 − 2
r1 − 1
)[
s1 + s2
r1 + r2 − 2
]
Xs1−11 X
s2−1
2 Y
r1−1
1 Y
r2−1
2 .
With a bit more tedious but similar calculation one shows that the remaining terms
are the coefficients of T3.
ii) This statement follows by a similar calculation as in i).
We now want to recall the algebraic setting of Hoffman for quasi-shuffle products and
give the necessary notations for the rest of the paper.
Definition 3.4. Let A (the alphabet) be a countable set of letters, QA the Q-vector space
generated by these letters and Q〈A〉 the noncommutative polynomial algebra over Q gen-
erated by words with letters in A. For a commutative and associative product ⋄ on QA,
a, b ∈ A and w, v ∈ Q〈A〉 we define on Q〈A〉 recursively a product by 1 ⊙ w = w ⊙ 1 = w
and
aw ⊙ bv := a(w ⊙ bv) + b(aw ⊙ v) + (a ⋄ b)(w ⊙ v) . (3.1)
By a result of Hoffman ([H]) (Q〈A〉,⊙) is a commutative Q-algebra which is called a quasi-
shuffle algebra.
Notation 3.5. Let us now recall some basic notations for the shuffle and the stuffle product
which are the easiest examples of quasi-shuffle products. Since we will deal with the shuffle
product for different alphabets simultaneously we will use some additional notations for this.
For the alphabet Axy := {x, y} set H = Q〈Axy〉 and H
1 = Hy. It is easy to see that H1 is
generated by the elements zj = x
j−1y with j ∈ N, i.e. H1 = Q〈Az〉 with Az := {z1, z2, . . . }.
By |w| we denote the the weight of a word w ∈ H which is given by the number of letters
(in the alphabet Axy) of w. On H
1 we have the following two products with respect to
the alphabet Az which we call the index-shuffle, denoted by  with ⋄ ≡ 0, and the stuffle
product, denoted by ∗ with zj ⋄ zi = zj+i, i.e. we have for a, b ∈ N and w, v ∈ H
1:
zaw zbv = za(w zbv) + zb(zaw v) ,
zaw ∗ zbv = za(w ∗ zbv) + zb(zaw ∗ v) + za+b(w ∗ v) .
(3.2)
By (H1z,) and (H
1
z, ∗) we denote the corresponding Q-algebras, where the subscript z
indicates that we consider the quasi-shuffle with respect to the alphabet Az. We can also
define the shuffle product on H1 with respect to the alphabet Axy, which we call the shuffle
product, and by (H1xy,) we denote the corresponding Q-algebra.
We now want to find a ⋄ and a suitable alphabet such that we can view the algebra of
bi-brackets as a quasi-shuffle algebra. For a, b ∈ N define the numbers λja,b ∈ Q for 1 ≤ j ≤ a
as
λja,b = (−1)
b−1
(
a+ b− j − 1
a− j
)
Ba+b−j
(a+ b− j)!
.
For the alphabet Abiz := {zs,r | s, r ∈ Z , s ≥ 1 , r ≥ 0} we define on QA
bi
z the product
zs1,r1  zs2,r2 =
(
r1 + r2
r1
) s1∑
j=1
λja,bzj,r1+r2 +
(
r1 + r2
r1
) s2∑
j=1
λjb,azj,r1+r2
+
(
r1 + r2
r1
)
zs1+s2,r1+r2
and on Q〈Abiz 〉 the quasi-shuffle product
zs1,r1w  zs2,r2v = zs1,r1(w  zs2,r2v) + zs2,r2(zs1,r1w  v) + (zs1,r1  zs2,r2)(w  v) .
Theorem 3.6. i) The product  on QAbiz is associative and therefore (Q〈A
bi
z 〉,) is a
quasi-shuffle Algebra.
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ii) The map
[
.
]
: (Q〈Abiz 〉,)→ (BD, ·) given by
w = zs1,r1 . . . zsl,rl 7−→ [w] =
[
s1, . . . , sl
r1, . . . , rl
]
fulfills [w  v] = [w] · [v] and therefore BD is a Q-algebra.
Proof. Using Proposition 2.3 in [BK] it is easy to see that[
s1, . . . , sl
r1, . . . , rl
]
=
∑
u1>···>ul>0
ur11
r1!
L˜is1(q
u1) . . .
urll
r1!
L˜isl (q
ul) , (3.3)
where L˜is(x) =
Li1−s(x)
(s−1)!
. Due to Lemma 3.1 (see also Lemma 2.5 in [BK]) we have
L˜ia(z) · L˜ib(z) =
a∑
j=1
λja,bL˜ij(z) +
b∑
j=1
λjb,aL˜ij(z) + L˜ia+b(z) ,
This proves the first statement and the second statement follows directly by the definition
of .
Remark 3.7. As we saw in the proof of Proposition 3.2 for the product of two length one
bi-brackets, the shuffle product of bi-brackets is obtained by applying the partition relation,
the stuffle product and again the partition relation. This of course works for arbitrary
lengths and yields a natural way to obtain the shuffle product for bi-brackets. To make
this precise denote by P : Q〈Abiz 〉 → Q〈A
bi
z 〉 the linearly extended map which sends a
word w = zs1,r1 . . . zsl,rl to the linear combination of words corresponding to the partition
relation. Using this convention the shuffle product for brackets can be written in Q〈Abiz 〉
for two words u, v ∈ Q〈Abiz 〉 as P (P (u)  P (v)), i.e. the stuffle and shuffle product for
bi-brackets can be written as
[u] · [v]
st
= [u  v] , [u] · [v]
sh
= [P (P (u) P (v))] . (3.4)
Remark 3.8. As mentioned in the introduction the bi-brackets can be seen as a q-analogue
of MZV: Define for k ∈ N the map Q[[q]]→ R∪{∞} by Zk(f) = limq→1(1− q)
kf(q), which
was introduced and discussed in [BK] for the subspace MD ⊂ Q[[q]]. On the bi-brackets
this map is given by the following: Assume that s1 > r1+1 and sj ≥ rj +1 for j = 2, . . . , l,
then, using the description (3.3) (see eg. Proposition 1 in [Zu]), we obtain
Zs1+···+sl
[
s1, . . . , sl
r1, . . . , rl
]
=
1
r1! . . . rl!
ζ(s1 − r1, . . . , sl − rl) .
Even though we don’t want to discuss this issue in this note it is worth mentioning that an
other motivation for considering the bi-brackets was to describe the kernel of the map Zk on
the space grWk MD. This connection will be subject of upcoming works. Applying the map
Zk to the equation (3.4) one obtains the stuffle and shuffle product formula for MZV (See
[Zu]). Finally we want mention that there are several other different types of q-analogues
which also have a stuffle and shuffle like structure (See for example [MMEF] and [Zh] for a
nice overview).
4 Derivatives and modular forms
In this section we want to discuss derivatives of bi-brackets with respect to the differen-
tial operator q d
dq
and their connections to modular forms. For this we first introduce the
following notations:
Definition 4.1. On BD we have the increasing filtrations FilW• given by the upper weight,Fil
D
•
give by the lower weight and FilL• given by the length, i.e., we have for A ⊆ BD
FilWk (A) :=
〈[s1, . . . , sl
r1, . . . , rl
]
∈ A
∣∣ 0 ≤ l ≤ k , s1 + · · ·+ sl ≤ k 〉
Q
FilDk (A) :=
〈[s1, . . . , sl
r1, . . . , rl
]
∈ A
∣∣ 0 ≤ l ≤ k , r1 + · · ·+ rl ≤ k 〉
Q
FilLl (A) :=
〈[s1, . . . , st
r1, . . . , rt
]
∈ A
∣∣ t ≤ l 〉
Q
.
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If we consider the length and weight filtration at the same time we use the short notation
FilW,Lk,l := Fil
W
k Fil
L
l and similar for the other filtrations.
Proposition 4.2. Let dq := q
d
dq
then we have
dq
[
s1, . . . , sl
r1, . . . , rl
]
=
l∑
j=1
(
sj(rj + 1)
[
s1 , . . . , sj−1 , sj + 1 , sj+1, . . . , sl
r1 , . . . , rj−1 , rj + 1 , rj+1 , . . . , rl
])
and therefore dq
(
FilW,D,Lk,d,l (BD)
)
⊂ FilW,D,Lk+1,d+1,l(BD).
Proof. This is an easy consequence of the definition of bi-brackets and the fact that
dq
∑
n>0
anq
n =
∑
n>0
nanq
n. Another way to see this is by the fact that the operator
dq on the generating series of bi-brackets can be written as
dq
∣∣∣∣X1, . . . ,XlY1, . . . , Yl
∣∣∣∣ = l∑
j=1
∂
∂Xj
∂
∂Yj
∣∣∣∣X1, . . . ,XlY1, . . . , Yl
∣∣∣∣ ,
which follows from
dq En(Y )Ln(X) = dq
enY eXqn
(1− eXqn)
=
nenY eXqn
(1− eXqn)2
=
∂
∂X
∂
∂Y
En(Y )Ln(X) .
Proposition 4.2 suggests that the bi-brackets can be somehow viewed as partial deriva-
tives of the brackets with total differential dq . In this part we want to give some explicit
results on the following conjecture which was inspired by numerical experiments and which,
with the above interpretation, states that the spaceMD is closed under partial derivatives.
Conjecture 4.3. The algebra BD of bi-brackets is a subalgebra of MD and in particular
we have
FilW,D,Lk,d,l (BD) ⊂ Fil
W,L
k+d,l+d(MD) .
Proposition 4.4. For l = 1 the conjecture 4.3 is true.
Proof. In [BK] the authors proved that dqMD ⊂MD. Due to Proposition 4.2 we therefore
have
[
s
r
]
∈MD, i.e. the Conjecture is true for the length one case.
Remark 4.5. In [BK2] it will be shown that up to weight k ≤ 7 every bi-bracket can be
written in terms of brackets, by giving upper bounds for the number of algebra generators
of bi-brackets.
For lower weight d = 1 Proposition 4.4 is given explicitly by the following reformulation
of Proposition 3.3 in [BK].
Proposition 4.6. For all k ≥ 1 it is[
k
1
]
= [k] · [1]−
∑
a+b=k+1
[a, b]− [k, 1] + [k]
= [k + 1] +
1
2
[k]−
∑
a+b=k+1
a>1
[a, b] +
k−1∑
j=2
Bk−j+1
(k − j + 1)!
[j] −
1
2
δk,1[1] ∈ Fil
W,L
k+1,2(MD)
Proof. The functions Ln(X) in the generating function fullfil the following differential
equation.
∂
∂X
Ln(X) = Ln(X)
2 + Ln(X) .
Therefore we get
∂
∂Y
∣∣∣∣XY
∣∣∣∣ =∑
n>0
enXLn(Y )
2 +
∑
n>0
enXLn(Y ) =
∑
n>0
enXLn(Y )
2 +
∣∣∣∣XY
∣∣∣∣ .
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The first term also appears in the product of two generating functions:∣∣∣∣XY
∣∣∣∣ · ∣∣∣∣0Y
∣∣∣∣ = ∑
n1>n2>0
en1XLn1 (Y )Ln2(Y ) +
∑
n2>n1>0
en1XLn1 (Y )Ln2(Y ) +
∑
n>0
enXLn(Y )
2
=
∣∣∣∣Y, YX, 0
∣∣∣∣+ ∣∣∣∣Y, Y0, X
∣∣∣∣+∑
n>0
enXLn(Y )
2 =
∣∣∣∣X,XY, 0
∣∣∣∣+ ∣∣∣∣X, 0Y, 0
∣∣∣∣+∑
n>0
enXLn(Y )
2 .
And therefore we obtain
∂
∂Y
∣∣∣∣XY
∣∣∣∣ = ∣∣∣∣XY
∣∣∣∣ · ∣∣∣∣0Y
∣∣∣∣− ∣∣∣∣X,XY, 0
∣∣∣∣− ∣∣∣∣X, 0Y, 0
∣∣∣∣+ ∣∣∣∣XY
∣∣∣∣ , (4.1)
which gives the first expression by considering the coefficient of Xk−1 in this equation. The
second statement follows from the explicit stuffle product for bi-brackets in Proposition 3.3:
[k] · [1] = [k, 1] + [1, k] + [k + 1] +
k∑
j=2
Bk−j+1
(k − j + 1)!
[j]− δk,1[1] .
There it not much known so far for the length two and arbitrary weight case of the
Conjecture 4.3. Using the shuffle brackets we will prove (see Proposition 5.9 ) that for all
s1, s2 ≥ 1 it is [
s1, s2
1, 0
]
,
[
s1, s2
0, 1
]
∈ FilW,Ls1+s2+1,3(MD)
It would be interesting to know whether the approach in the proof of proposition 5.9 also
works for higher lengths, or higher lower weight.
One motivation of considering (bi-)brackets is to build a connection between multiple
zeta values and modular forms. In the following we will show how to use the double shuffle
structure on the space of bi-brackets described above to prove relations between modular
forms. On the other hand we use results of modular forms to prove relations between
bi-brackets. For k ∈ N denote by
G˜k =
ζ(k)
(−2πi)k
+
1
(k − 1)!
∑
n>0
σk−1(n)q
n =
ζ(k)
(−2πi)k
+ [k] .
the Eisenstein series of weight k. For even k = 2n due to Euler we have ζ(2n) = (−1)
n−1B2n(2π)
2n
2(2n)!
and therefore G˜2n = −
1
2
B2n
(2n)!
+ [2n] =: β2n + [2n] ∈ Fil
W
2n(MD), for example
G˜2 = −
1
24
+ [2] , G˜4 =
1
1440
+ [4] , G˜6 = −
1
60480
+ [6] .
Proposition 4.7. i) The ring of modular forms M(Γ1) for Γ1 = SL2(Z) and the ring
of quasi-modular forms M˜(Γ1) are graded subalgebras of MD.
ii) The Q-algebra of quasi-modular forms M˜k(Γ1) is closed under the derivation dq and
therefore it is a subalgebra of the graded differential algebra (MD, dq).
iii) We have the following inclusions of Q-algebras
Mk(Γ1) ⊂ M˜(Γ1) ⊂ qMZ ⊂MD ⊂ BD .
Proof. LetMk(Γ1) (resp. M˜k(Γ1)) be the space of (quasi-)modular forms of weight k for Γ1.
Then the first claim follows directly from the well-known facts M(Γ1) =
⊕
k>1
M(Γ1)k =
Q[G˜4, G˜6] and M˜(Γ1) =
⊕
k>1
M˜(Γ1)k = Q[G˜2, G˜4, G˜6]. The second claim is a well known
fact in the theory of quasi-modular forms and a proof can be found in [Za] p. 49. It suffices
to show that the derivatives of the generators are given by
dq G˜2 = dq[2] = 5G˜4 − 2G˜
2
2 , dq G˜4 = 15G˜6 − 8G˜2G˜4 ,
dq G˜6 = 20G˜8 − 12G˜2G˜6 =
120
7
G˜24 − 12G˜2G˜6 ,
which can be easily shown by the double shuffle relations of bi-brackets.
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It is a well-known fact from the theory of modular forms that G˜24 =
7
6
G˜8 because the
space of weight 8 modular forms for SL2(Z) is one dimensional. We therefore have
1
720
[4] + [4] · [4] =
7
6
[8] .
Using the explicit stuffle product we get
[4] · [4] = 2[4, 4] + [8] +
1
360
[4]−
1
1512
[2] ,
which then gives the following relation in FilW8 (MD):
[8] =
1
40
[4] −
1
252
[2] + 12[4, 4] . (4.2)
The identity (4.2) can also be proven by using the double shuffle relations, i.e. G˜24 =
7
6
G8
can be proven since it is equivalent to it. One can check that
1
40
[4]−
1
252
[2] + 12[4, 4]− [8] = −4([3]
st
· [5] − [3]
sh
· [5]) + 3([4]
st
· [4]− [4]
sh
· [4]) ,
where the right hand side is clearly zero. This purely combinatorial approach to prove this
kind of relation is similar to the one in [S].
Let us now use the theory of modular forms to obtain relations between bi-brackets. It
is a well-known fact (see [Za] 5.2) that for two modular forms f and g of weight k and l the
nth-Rankin-Cohen Bracket, where n ≥ 0, given by
(f, g)n =
∑
a,b,≥0
a+b=n
(−1)a
(
k + n− 1
b
)(
l + n− 1
a
)
daq f d
b
q g
is a modular form of weight k + l + 2n. In the the case n > 0 this is a cusp form. For
f = G˜k = βk + [k] and g = G˜l = βl + [l] we obtain by using d
a
q
[
k
0
]
= (k+a−1)!a!
(k−1)!
[
k+a
a
]
, that
(G˜k, G˜l)n = δn,0βkβl + γ
n
k,l · C
2n
k,l ,
with γnk,l =
(k−1+n)!
(k−1)!
· (l−1+n)!
(l−1)!
and
C2nk,l = βk
[
l + n
n
]
+ (−1)nβl
[
k + n
n
]
+
∑
a,b,≥0
a+b=n
(−1)a
[
k + a
a
][
l + b
b
]
.
For all n ≥ 1 and all even k, l ≥ 4 the function C2nk,l ∈ Sk is therefore a cusp form of weight
k + l + 2n. This yields a source for relations between bi-brackets since the dimension of Sk
is smaller than the possible different C2nk,l . For example in weight 12 we have dimS12 = 1
and we have the two expressions ∆ = 12 ·5!2 ·C44,4 = 5! ·7! ·C
2
4,6 , with ∆ = q
∏
n≥0
(1− qn)24
being the unique normalized cusp form in this weight. This yields the following relations
between bi-brackets
7
[
5
1
]
·
[
6
0
]
− 7
[
4
0
]
·
[
7
1
]
+ 4
[
4
0
]
·
[
6
2
]
− 2
[
5
1
]
·
[
5
1
]
=
7
1440
[
7
1
]
−
1
360
[
6
2
]
+
1
8640
[
5
1
]
.
5 The spaces MD∗ and MD
In [H] it is shown, that every quasi-shuffle Algebra (Q〈A〉,⊙) is isomorphic to the shuffle
Algebra (Q〈A〉,). To make this precise define for a composition i1 + · · ·+ im = n, where
i1, . . . , im > 0, of a natural number n and a word w = a1a2 . . . an the following element in
Q〈A〉:
(i1, . . . , im){w} := (a1 ⋄ · · · ⋄ ai1)(ai1+1 ⋄ · · · ⋄ ai1+i2) . . . (ai1+···+im−1+1 ⋄ · · · ⋄ an) ,
where the product is given by the composition of words and ⋄ is the product onQA belonging
to ⊙. With this define the following two maps
exp⊙(w) =
∑
1≤m≤n
i1+···+im=n
1
i1! . . . im!
(i1, . . . , im){w} ,
log⊙(w) =
∑
1≤m≤n
i1+···+im=n
(−1)n−m
i1 . . . im
(i1, . . . , im){w} .
The spaces MD∗ and MD 14
Proposition 5.1. ([H],Thm. 2.5) The map exp⊙ is an algebra isomorphism from (Q〈A〉,)
to (Q〈A〉,⊙) with the inverse given by log⊙.
In other words this enables one to give an isomorphism between two arbitrary quasi-
shuffle algebras on the same alphabets. We will use this now to define a stuffle version for
the brackets and later on the generating series of bi-brackets to define the shuffle brackets.
Notice that for the brackets, i.e. bi-brackets with r1 = · · · = rl = 0, we also obtain
an homomorphism [.] : (H1z,) → (MD, ·) since we can view Az as a subset of A
bi
z . To
define the stuffle brackets [s1, . . . , sl]
∗, which fulfill the stuffle product, we use the above
proposition to deform the quasi-shuffle product  of the brackets into the stuffle product ∗,
i.e. we use the following compositions of maps to get a algebra homomorphism from (H1z, ∗)
to MD.
(H1z, ∗)
[... ]∗ //
log
∗

(MD, ·)
(H1z,) exp
// (H1z,)
[... ]
OO
Definition 5.2. Define for s1, . . . , sl ∈ N the stuffle bracket [s1, . . . , sl]
∗ as the image of
zs1 . . . zsl under the above map, i.e
[s1, . . . , sl]
∗ = [exp

(log∗(zs1 . . . zsl))] .
By MD∗ (resp. qMZ∗) we denote the spaces spanned by all (resp. all with s1 ≥ 1) stuffle
brackets and 1.
Remember that the quasi-shuffle product  for brackets was induced by the following
map on QA
zs1  zs2 =
s1∑
j=1
λjs1,s2zj +
s2∑
j=1
λjs2,s1zj + zs1+s2 =: zs1+s2 +
∑
j≥1
γjs1,s2zj ,
where we define the γjs1,s2 just for simplicity of the following formulas. Since log∗(zs1zs2) =
zs1zs2−
1
2
zs1+s2 and exp(zs1zs2) = zs1zs2+
1
2
zs1+s2+
1
2
∑
j
γjs1,s2zj we obtain exp(log∗(zs1zs2)) =
zs1zs2 +
1
2
∑
j
γjs1,s2zj , i.e.
[s1, s2]
∗ = [s1, s2] +
1
2
s1∑
j=1
λjs1,s2 [j] +
1
2
s2∑
j=1
λjs2,s1 [j] .
Similarly one computes the length three case and obtains
[s1, s2, s3]
∗ =[s1, s2, s3] +
1
2
∑
j≥0
γjs1,s2 [j, s3] +
1
2
∑
j≥0
γjs2,s3 [s1, j]−
1
12
∑
j≥0
γjs1+s2,s3 [j]
−
1
4
∑
j≥0
γjs1,s2+s3 [j] +
1
6
∑
j≥0
γjs1,s2 [j + s3] +
1
6
∑
j1,j2≥0
γj1s1,s2γ
j2
s3,j1
[j2] .
Example 5.3. For example we have [1] · [2, 1]∗ = [1, 2, 1]∗ +2[2, 1, 1]∗ + [3, 1]∗ + [2, 2]∗ with
[2, 1]∗ = [2, 1]−
1
4
[2], [3, 1]∗ = [3, 1] +
1
24
[2] −
1
4
[3], [2, 2]∗ = [2, 2]−
1
12
[2] ,
[2, 1, 1]∗ = [2, 1, 1]−
3
4
[2, 1] +
11
144
[2]−
1
24
[3] ,
[1, 2, 1]∗ = [1, 2, 1]−
1
4
[1, 2]−
1
4
[2, 1] +
1
72
[2] +
1
12
[3] .
By construction we have the following
Proposition 5.4. Up to lower weight the stuffle brackets equal the brackets and therefore
dim
(
grWk (qMZ)
)
= dim
(
grWk (qMZ
∗)
)
.
Proof. This follow directly from the fact that  and ∗ on H1z are equal up to lower weights.
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In Remark 6.6 we will see that the stuffle brackets can be used to define stuffle regularised
the multiple Eisenstein series. However as we will see, even though this version is easy to
write down, this will not yield the "best" definition and we will use a more complicated
construction.
We now want to define a q-series which is an element in BD and which fulfills the "real"
shuffle product of multiple zeta values. For e1, . . . , el ≥ 1 we generalize the generating
function of bi-brackets to the following∣∣∣∣X1, ... , XlY1, ... , Yl
e1, ... , el
∣∣∣∣ = ∑
u1>···>ul>0
l∏
j=1
Euj (Yj)Luj (Xj)
ej . (5.1)
So in particular for e1 = · · · = el = 1 these are the generating functions of the bi-brackets.
To show that the coefficients of these series are in BD for arbitrary ej we need to define the
differential operator DYe1,...,el := DY1,e1DY2,e2 . . .DYl,el with
DYj ,e =
e−1∏
k=1
(
1
k
(
∂
∂Yl−j+1
−
∂
∂Yl−j+2
)
− 1
)
.
where we set ∂
∂Yl+1
= 0.
Proposition 5.5. The coefficients of (5.1) are in BD and it is
DYe1,...,el
∣∣∣∣X1, . . . ,XlY1, . . . , Yl
∣∣∣∣ =
∣∣∣∣∣ Y1+···+Yl, ... , Y1Xl, Xl−1−Xl, ... , X1−X2e1, ... , el
∣∣∣∣∣ .
Proof. By ∂
∂X
Ln(X) = Ln(X)
2 + Ln(X) one inductively obtains
Ln(Y )
e+1 =
(
1
e
∂
∂Y
− 1
)
Ln(Y )
e =
e−1∏
k=1
(
1
k
∂
∂Y
− 1
)
Ln(Y ) ,
from which the statement follows after a suitable change of variables.
Notice that in the case e1 = · · · = el = 1 this is exactly the partition relation. We now
want to define the shuffle brackets [s1, . . . , sl]
 by using the following well-known fact :
Lemma 5.6. Let A be an algebra spanned by elements as1,...,sl with s1, . . . , sl ∈ N, let
H(X1, . . . ,Xl) =
∑
sj
as1,...,slX
s1−1
1 . . .X
sl−1
1 be the generating functions of these elements
and define for f ∈ Q[[X1, . . . ,Xl]]
f ♯(X1, . . . ,Xl) = f(X1 + · · ·+Xl, X2 + · · ·+Xl, . . . ,Xl) .
Then the following two statements are equivalent
i) The map (H1xy,)→ A given by zs1 . . . zsj 7→ as1,...,sl is an algebra homomorphism.
ii) For all r, s ∈ N it is
H♯(X1, . . . ,Xr) ·H
♯(Xr+1, . . . ,Xr+s) = H
♯(X1, . . . ,Xr+s)
|sh
(r+s)
r
,
where sh
(r+s)
r =
∑
σ∈Σ(r,s)
σ in the group ring Z[Sr+s] and the symmetric group Sr
acts on Q[[X1, . . . ,Xr]] by (f
∣∣σ)(X1, . . . ,Xr) = f(Xσ−1(1), . . . ,Xσ−1(r)) .
Proof. A Lemma of this type was used in [IKZ].
Theorem 5.7. For s1, . . . , sl ∈ N define [s1, . . . , sl]
 ∈ BD as the coefficients of the follow-
ing generating function
H

(X1, . . . ,Xl) =
∑
s1,...,sl≥1
[s1, . . . , sl]
Xs1−11 . . .X
sl−1
l
:=
∑
1≤m≤l
i1+···+im=l
1
i1! . . . im!
DYi1,...,im
∣∣∣∣X1,Xim+1, Xim−1+im+1, . . . ,Xi2+···+im+1Y1, . . . , Yl
∣∣∣∣∣∣Y=0 .
Then we have the following to statements
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i) The [s1, . . . , sl]
 fulfill the shuffle product, i.e.
H♯

(X1, . . . ,Xr) ·H
♯

(Xr+1, . . . ,Xr+s) = H
♯

(X1, . . . , Xr+s)
|sh
(r+s)
r
.
ii) For s1 ≥ 1, s2, . . . , sl ≥ 2 we have [s1, . . . , sl]
 = [s1, . . . , sl].
Proof. The first part of the proof is basically the same as in the discussion in section
4.1 in [BT] but with a reverse order and some changes in the notation. Consider the
alphabet A =
{(
y
n
)
| n ∈ N , y ∈ YZ
}
, where YZ is the set of finite sums of the elements in
Y = {Y1, Y2, . . . }. We denote a word in these letters by
(
y1,...,yl
n1,...,nl
)
. For two letters a, b ∈ A
define a ⋄ b ∈ A as the component-wise sum. With this we can equip Q〈A〉 with the quasi-
shuffle product ⊙ (3.1) and therefore obtain a quasi-shuffle algebra (Q〈A〉,⊙). It is easy to
see that the map (Q〈A〉,⊙)→ BDgen given by(
y1,...,yl
n1,...,nl
)
7−→
∣∣∣∣ 0, ... , 0y1, ... , yln1, ... , nr
∣∣∣∣
is an algebra homomorphism. Using now Proposition 5.1 the series h defined by the expo-
nential map
h(X1, . . . ,Xr) =
∑
1≤m≤n
i1+···+im=n
1
i1! . . . im!
∣∣∣∣∣ 0, ... , 0Y1, ... , Ymi1, ... , im
∣∣∣∣∣ ,
where Yj = Xi1+···+ij−1 + · · ·+Xi1+···+ij with X0 := 0, fulfills the (index-)shuffle product
i.e.
h(X1, . . . ,Xr) · h(Xr+1, . . . ,Xr+s) = h(X1, . . . ,Xr+s)
|sh
(r+s)
r
.
We now set H

(X1, . . . ,Xl) := h(Xl,Xl−1 −Xl, . . . ,X1 −X2) and by the same argument
as in Theorem 4.3 in [BT] it is
H♯

(X1, . . . ,Xr) ·H
♯

(Xr+1, . . . ,Xr+s) = H
♯

(X1, . . . ,Xr+s)
|sh
(r+s)
r
.
Combining the definition of h and H

we observe that H

(X1, . . . ,Xr) equals
∑
1≤m≤n
i1+···+im=n
1
i1! . . . im!
∣∣∣∣∣ 0, ... , 0Xr−i1+1, Xr−i1−i2+1−Xr−i1+1, ... , X1−Xr−i1−···−im−1+1i1, ... , im
∣∣∣∣∣ .
We now apply Proposition 5.5 to this and obtain i) of the Theorem. To prove ii) one checks
that the only summand on the right hand side, where all variables X2, . . . ,Xl appear, is
the one with i1 = · · · = im = 1 which is exactly [s1, . . . , sl]X
s1−1 . . .Xsl−1l . Therefore the
shuffle bracket [s1, . . . , sl]
 where s2, . . . , sl ≥ 2 is given by the bracket [s1, . . . , sl].
For low length we obtain the following examples:
Corollary 5.8. It is [s1]
 = [s1] and for l = 2, 3, 4 the [s1, . . . , sl]
are given by
i) [s1, s2]
 = [s1, s2] + δs2,1 ·
1
2
([
s1
1
]
− [s1]
)
,
ii) [s1, s2, s3]
 = [s1, s2, s3] + δs3,1 ·
1
2
([
s1, s2
0, 1
]
− [s1, s2]
)
+ δs2,1 ·
1
2
([
s1, s3
1, 0
]
−
[
s1, s3
0, 1
]
− [s1, s3]
)
+ δs2·s3,1 ·
1
6
([
s1
2
]
−
3
2
[
s1
1
]
+ [s1]
)
,
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iii) [s1, s2, s3, s4]
 = [s1, s2, s3, s4] + δs4,1 ·
1
2
([
s1, s2, s3
0, 0, 1
]
− [s1, s2, s3]
)
+δs3,1 ·
1
2
([
s1, s2, s4
0, 1, 0
]
−
[
s1, s2, s4
0, 0, 1
]
+ [s1, s2, s4]
)
+δs2,1 ·
1
2
([
s1, s3, s4
1, 0, 0
]
−
[
s1, s3, s4
0, 1, 0
]
+ [s1, s3, s4]
)
+δs2·s4,1 ·
1
4
([
s1, s3
1, 1
]
− 2
[
s1, s3
0, 2
]
−
[
s1, s3
1, 0
]
+ [s1, s3]
)
+δs3·s4,1 ·
1
6
([
s1, s2
0, 2
]
−
3
2
[
s1, s2
0, 1
]
+ [s1, s2]
)
+δs2·s3,1 ·
1
6
([
s1, s4
0, 2
]
−
[
s1, s4
1, 1
]
+
3
2
[
s1, s4
0, 1
]
+
[
s1, s4
2, 0
]
−
3
2
[
s1, s4
1, 0
]
+ [s1, s4]
)
+δs2·s3·s4,1 ·
1
24
([
s1
3
]
− 2
[
s1
2
]
+
11
6
[
s1
1
]
− [s1]
)
.
Proof. This follows by calculating the coefficients of the series G

in Theorem 5.7.
Proposition 5.9. For all s1, s2 ≥ 1 it is[
s1, s2
1, 0
]
,
[
s1, s2
0, 1
]
∈ FilW,Ls1+s2+1,3(MD)
Proof. First notice that from
[
s1,s2
1,0
]
∈ MD by the stuffle product for bi-brackets
[
s1
1
]
· [s2]
one deduces
[
s2,s1
0,1
]
∈ MD. Since the shuffle brackets fulfill the shuffle product we have
[s1, s2]
 · [1] = 2[s1, s2, 1]
 + 2[s1, 1, s2]
 + 2[1, s1, s2]
 +
∑
a,b,c≥2
νa,b,c[a, b, c]

for some νa,b,c ∈ Q. By Proposition 5.8 the brackets [s1, s2]
, [1, s1, s2]
 and [a, b, c] with
a, b, c ≥ 2 are elements of MD, i.e. 2[s1, s2, 1]
 + 2[s1, 1, s2]
 ∈ MD. Using the explicit
formula for the length three shuffle brackets it is easy so check that
2[s1, s2, 1]
 + 2[s1, 1, s2]
 =
{ [
s1,s2
1,0
]
, s2 > 1,
2
[
s1,1
0,1
]
, s2 = 1 .
mod MD ,
which proves the statement.
Finally we give some numerical results on the dimension of the space spanned by the shuf-
fle brackets [s1, . . . , sl]
. Denote by MD the Q-vector space spanned by all [s1, . . . , sl]

and 1 and qMZ spanned by those where s1 > 1. By the use of the computer the author
was able to give lower bounds for the dimension of grWk (MD
) for k ≤ 10 by using a fast
implementation of the bi-brackets in Pari GP
k 0 1 2 3 4 5 6 7 8 9 10
dim
(
grW
k
(qMZ)
)
≥ 1 0 1 2 3 6 10 18 32 56 100
Table 1: Lower bounds for dim
(
grWk (qMZ
)
)
.
We observe that these numbers coincide with the conjectured dimension for grWk (qMZ)
given in [BK]. Setting d′0 = 1, d
′
1 = 0, d
′
2 = 1, d
′
3 = 2, d
′
4 = 3 and for k ≥ 5:
d′k = 2d
′
k−2 + 2d
′
k−3 ,
we have the following conjecture.
Conjecture 5.10. The dimensions of grWk (qMZ) and gr
W
k (qMZ
) coincide and they are
given by
dim
(
grWk (qMZ)
)
= dim
(
grWk (qMZ
)
)
= d′k .
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Recall that by Proposition 5.4 this conjecture would also imply dim
(
grWk (qMZ
∗)
)
=
dim
(
grWk (qMZ
)
)
.
Remark 5.11. In the case of multiple zeta values the shuffle product is an easy consequence
of the expression as an iterated integral. It is therefore a natural question whether there is
also some kind of iterated integral expression from which the shuffle product follows. This
was done for other q-analogue models of MZV in [Zh] and [MMEF] by the use of iterated
Jackson integrals.
6 Multiple Eisenstein series G, G and G∗
In [BT] the authors defined regularized multiple Eisenstein series via the use of the coproduct
structure on the space of formal iterated integrals. We will recall the basic facts in the
following. Since in [BT] a different order in the definition of MZV was used we will use
the following definitions of MZV and MES for the rest of this section:
←
ζ (s1, . . . , sl) =
∑
0<n1<···<nr
1
ns11 · · ·n
sl
r
(s1, . . . , sl−1 ≥ 1, sl ≥ 2) ,
obviously we have
←
ζ (s1, . . . , sl) = ζ(sl, . . . , s1). For the multiple Eisenstein series we will
use a similar notation, i.e. the multiple Eisenstein series in [BT] are denoted
←
G here and
the relation to the multiple Eisenstein series G given in the introduction is
←
Gs1,...,sl(τ ) = Gsl,...,s1(τ )
and similarly
←
G and
←
G∗. The notation for multiple Eisenstein series G coincides with the
original paper [GKZ] and the work [Ba] on multiple Eisenstein series but differs from [BT].
Definition 6.1. For integers s1, . . . , sl−1 ≥ 2 and sl ≥ 3, we define the multiple Eisenstein
series
←
Gs1,...,sl(τ ) on H by
←
Gs1,...,sl(τ ) =
∑
0≺λ1≺···≺λr
1
λs11 · · ·λ
sl
r
,
where λi ∈ Zτ +Z are lattices points and the order ≺ on Z+Zτ is given by
m1τ + n1 ≺ m2τ + n2 :⇔ (m1 < m2 ∨ (m1 = m2 ∧ n1 < n2)) .
Remark 6.2. It is easy to see that these are holomorphic functions in the upper half plane
and that they fulfill the stuffle product, i.e. it is for example
←
G3(τ ) ·
←
G4(τ ) =
←
G4,3(τ ) +
←
G3,4(τ ) +
←
G7(τ ) .
The condition sl ≥ 3 is necessary for absolutely convergence of the sum. By choosing a
specific way of summation we can also restrict this condition to get a definition of
←
Gs1,...,sl(τ )
with sl = 2 which also satisfies the stuffle product (see [BT] for detail).
Recall that we denote by MZB ⊂ C[[q]] the space spanned by all q-series given by
products of MZV, powers of (−2πi) and bi-brackets. In [Ba] the Fourier expansion of
multiple Eisenstein series was calculated. In particular the results in [Ba] show that we can
consider Gs1,...,sl as well as
←
Gs1,...,sl to be elements in MZB by setting q = e
2πiτ . For
example
←
G2,3(τ ) =
←
ζ (2, 3) + 3
←
ζ (3)g2(q) + 2
←
ζ (2)g3(q) + g2,3(q) ∈ MZB ,
where for all s1, . . . , sl ≥ 1 we write gs1,...,sl(q) = (−2πi)
s1+···+sl [sl, . . . , s1]. We will also
use the following notation
gs1,...,sl(q) = (−2πi)
s1+···+sl [sl, . . . , s1]
 ,
g
(
s1,...,sl
r1,...,rl
)
(q) = (−2πi)s1+r1+···+sl+rl
[
sl, . . . , s1
rl, . . . , r1
]
.
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Later we will suppress the dependence of q and τ and just write gs1,...,sl instead of gs1,...,sl(q)
and similar for the other functions considered above.
Following Goncharov ([G]) the authors in [BT] consider the algebra I generated by the
elements I(a0; a1, . . . , aN ; aN+1), where ai ∈ {0, 1}, N ≥ 0, with the product given by the
shuffle product  together with relations coming from real iterated integrals (see [G] and
[BT] for details). This space has the structure of a Hopf algebra with the coproduct given
by
∆G (I(a0; a1, . . . , aN ; aN+1)) :=∑( k∏
p=0
I(aip ; aip+1, . . . , aip+1−1; aip+1)
)
⊗ I(a0; ai1 , . . . , aik ; aN+1),
(6.1)
where the sum runs over all i0 = 0 < i1 < · · · < ik < ik+1 = N + 1 with 0 ≤ k ≤ N .
The triple (I,,∆G) is a commutative graded Hopf algebra over Q. For integers n ≥
0, s1, . . . , sl ≥ 1, we set
In(s1, . . . , sl) := I(0; 0, . . . , 0︸ ︷︷ ︸
n
, 1, 0, . . . , 0︸ ︷︷ ︸
s1
, . . . , 1, 0, . . . , 0︸ ︷︷ ︸
sl
; 1).
In particular, we write I(s1, . . . , sl) to denote I0(s1, . . . , sl). The quotient space I
1 =
I/I(0; 0; 1)I also has the structure of a Hopf algebra with the same coproduct and due
to Proposition 3.2 in [BT] the elements I(s1, . . . , sl) form a basis of I
1, i.e. as a Q-algebra
the space I1 is isomorphic to (H1xy,) by sending I(s1, . . . , sl) to zs1 . . . zsl (Notice that
since the order changed, we write zj = yx
j−1 in this section). In the following we therefore
consider H1xy as a Hopf algebra with the above coproduct.
Proposition 6.3. [IKZ](shuffle & stuffle regularised MZV) There exist algebra homomor-
phisms Z : (H1xy,)→MZ and Z
∗ : (H1z, ∗)→MZ with
←
ζ(s1, . . . , sl) = Z
(zs1 . . . zsl)
and
←
ζ(s1, . . . , sl) = Z
(zs1 . . . zsl) such that
←
ζ(s1, . . . , sl) =
←
ζ∗(s1, . . . , sl) =
←
ζ (s1, . . . , sl)
for s1, . . . , sl−1 ≥ 1 and sl ≥ 2. They are uniquely determined by Z
(z1) = Z
∗(z1) = 0.
Proof. This follows from the results of section 2 in [IKZ].
We now recall the definition of
←
G from [BT].
Definition 6.4. For integers s1, . . . , sl ≥ 1, define the q-series
←
Gs1,...,sl (q) ∈MZB, called
(shuffle) regularized multiple Eisenstein series, as
←
Gs1,...,sl(q) := m
(
(Z ⊗ g) ◦∆G
(
zs1 . . . zsl
))
,
where g : (H1xy,) → C[[q]] is the algebra homomorphism defined by g
(zs1 . . . zsl ) =
gs1,...,sl (q) and m denotes the multiplication given by m : a⊗ b 7→ a · b.
We can view
←
G as an algebra homomorphism
←
G : (H1xy,) → MZB such that the
following diagram commutes
(H1xy,)
∆G //
←
G

(H1xy,)⊗ (H
1
xy,)
Z⊗ g

MZB MZ⊗C[[q]]
m
oo
Summarizing the results of [BT] we have
Theorem 6.5. [BT] For all s1, . . . , sl ≥ 1 and q = e
2πiτ with τ ∈ H the regularised multiple
Eisenstein series
←
Gs1,...,sl(q) have the following properties:
i) They are holomorphic functions on the upper half plane having a Fourier expansion
with the regularised multiple zeta values as the constant term.
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ii) They fulfill the shuffle product, i.e. we have an algebra homomorphism (H1xy,) →
MZB by sending the generators zs1 . . . zsl to
←
Gs1,...,sl(q).
iii) For integers s1, . . . , sl ≥ 2 they equal the multiple Eisenstein series
←
Gs1,...,sl (q) =
←
Gs1,...,sl(q)
and therefore they fulfill the stuffle product (see Remark 6.2) in these cases.
Theorem 6.5 provides a large family of linear relations between the
←
G, since one can
write the product
←
Gs1,...,sl (q) ·
←
Gr1,...,rm(q) in two different ways whenever one has
s1, . . . , sl, r1, . . . , rm ≥ 2 by using the stuffle and shuffle product formula. We will call
these relations the restricted double shuffle relations, since they are just a subset of all (fi-
nite) double shuffle relations of MZV, where the indices sj and ri are additionally allowed
to be 1 whenever j < l and i < m. We compare the number of both relations at the end of
this paper.
Numerical experiments suggest (see the dimension discussion at the end of [BT]), that
there are additional relations between the
←
G coming from the double shuffle relations where
some indices are also allowed to be 1. It is therefore interesting to understand the exact
failure of the stuffle product for the regularised multiple Eisenstein
←
G which seems not to
be covered best possible by the Theorem 6.5. In the following we want to sketch a possible
approach to answer this question. The basic idea is to define stuffle regularised multiple
Eisenstein series
←
G∗s1,...,sl which equals the shuffle regularised ones in most of the cases.
For this we need the following: For an arbitrary quasi-shuffle algebra Q〈A〉 define on the
following coproduct for a word w
∆H(w) =
∑
uv=w
u⊗ v .
Then it is known due to Hoffman ([H]) that the space (Q〈A〉,⊙,∆H) has the structure of
a bialgebra. With this we try to mimic the definition of the
←
G and use the coproduct
structure on the space (H1z, ∗,∆H) to define
←
G∗, i.e. we consider the following diagram
(H1z, ∗)
∆H //
←
G∗

(H1z, ∗)⊗ (H
1
z, ∗)
Z∗⊗ g∗

C[[q]] MZ⊗C[[q]]
m
oo
with a suitable choice of an algebra homomorphism g∗ : (H1z, ∗)→ C[[q]].
Remark 6.6. One naive way to define g∗ would be to define it on the generator w =
zsl . . . zsl by (−2πi)
s1+···+sl [sl, . . . , s1]
∗ which would yield stuffle regularised the multiple
Eisenstein series which coincide with the
←
G in the length one case. But already in length
two this differs from the original multiple Eisenstein series even when all sj ≥ 2 for example
it is
←
G2,3(τ ) =
←
G

2,3(τ ) =
←
ζ (2, 3) + 3
←
ζ (3)g2(q) + 2
←
ζ (2)g3(q) + g2,3(q)
but the naive approach would give
←
ζ (2, 3) + 2
←
ζ (2)g3(q) + g2,3(q). Even though these are
similar this seems not to be the definition we want and we need to find an alternative
definition for g∗ in the following such that
←
G∗ coincide with the original multiple Eisenstein
series.
Motivated by the calculation of the Fourier expansion of multiple Eisenstein series de-
scribed in [Ba] and [BT] we consider the following construction.
Construction 6.7. Given a Q-algebra (A, ·) and a family of homomorphism
{w 7→ fw(m)}m∈N
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from (H1z, ∗) to (A, ·), we define for w ∈ H
1
z and M ∈ N
Fw(M) :=
∑
1≤k≤l(w)
w1...wk=w
0<m1<···<mk<M
fw1(m1) . . . fwk (mk) ∈ A ,
where l(w) denotes the length of the word w and w1 . . . wk = w is a decomposition of w into
k words in H1z.
Proposition 6.8. For all M ∈ N the map from (H1z, ∗) to (A, ·) defined by w 7→ Fw(M)
is an algebra homomorphism, i.e. {w 7→ Fw(m)}m∈N is again a family of homomorphism as
in the Construction 6.7.
Proof. We use the coproduct structure on
(
H1z, ∗,∆H
)
to prove the statement by induction
over M . It is Fw(1) = 0 which clearly fulfills the stuffle product. For the induction step
one checks that Fw(M + 1) =
∑
uv=w
Fu(M)fv(M) which is exactly the image of w under
(F (M)⊗ f(M)) ◦∆H , i.e. it fulfills the stuffle product by the induction hypothesis.
For a word w = zs1 . . . zsl ∈ H
1 we also write in the following fs1,...,sl(m) := fw(m) and
similarly Fs1,...,sl(M) := Fw(M).
Example 6.9. Let fw(m) be as in the construction. In small lengths the Fw are given by
Fs1(M) =
∑
0<m1<M
fs1(m1) , Fs1,s2(M) =
∑
0<m1<M
fs1,s2(m1)+
∑
0<m1<m2<M
fs1(m1)fs2(m2)
and one can check directly by the use of the stuffle product for the fw that
Fs1(M) · Fs2(M) =
∑
0<m1<M
fs1(m1) ·
∑
0<m2<M
fs2(m2)
=
∑
0<m1<m2<M
fs1(m1)fs2(m2) +
∑
0<m2<m1<M
fs2(m2)fs1(m1) +
∑
0<m1>M
fs1(m1)fs2(m1)
=
∑
0<m1<m2<M
fs1(m1)fs2(m2) +
∑
0<m2<m1<M
fs2(m2)fs1(m1)
+
∑
0<m1<M
(fs1,s2(m1) + fs2,s1(m1) + fs1+s2(m1))
= Fs1,s2(M) + Fs2,s1(M) + Fs1+s2(M) .
Let us now give an explicit example for maps fw in which we are interested. For this we
need to define the following
Definition 6.10. For integers s1, . . . , sl ≥ 1 with s1, sl ≥ 2 we define a holomorphic function
Ψs1,...,sl(z) on C−Z called the multitangent function by
Ψs1,...,sl(z) =
∑
n1<···<nl
nj∈Z
1
(z + n1)s1 · · · (z + nl)sl
.
When l = 1 we refer to Ψs1(z) as the monotangent function.
In [Bo] the author uses the notation T enr ,...,n1(z) which corresponds to our Ψn1,...,nr (z)
and showed that the series defining Ψn1,...,nr (z) converges absolutely when n1, . . . , nr ≥ 2.
These functions fulfill (for the cases they are defined) the stuffle product. The multitangent
functions appear in the calculation of the Fourier expansion of the multiple Eisenstein series
←
Gs1,...,sl (see [Ba], [BT]), for example in length two it is
←
Gs1,s2(τ ) =
←
ζ (s1, s2)+
←
ζ (s1)
∑
m1>0
Ψs2(m1τ )+
∑
m1>0
Ψs1,s2(m1τ )+
∑
m1>m2>0
Ψs1(m1τ )Ψs2(m2τ ) .
One nice result of [Bo] is a regularization of the multitangent function to get a definition of
Ψs1,...,sl(z) for all s1, . . . , sl ∈ N. We will use this result together with the above construction
to recover the Fourier expansion of the multiple Eisenstein series.
Theorem 6.11. ([Bo]) For all s1, . . . , sl ∈ N there exist holomorphic functions Ψs1,...,sl on
H with the following properties
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i) Setting q = e2πiτ for τ ∈ H the map w 7→ Ψw(τ ) defines an algebra homomorphism
from (H1z, ∗) to (C[[q]], ·).
ii) In the case s1, sl ≥ 2 the Ψs1,...,sl are given by the multitangent functions in Definition
6.10.
iii) The monotangents functions have the q-expansion given by
Ψ1(τ ) =
π
tan(πτ )
= (−2πi)
(
1
2
+
∑
n>0
qn
)
, Ψk(τ ) =
(−2πi)k
(k − 1)!
∑
n>0
nk−1qn for k ≥ 2.
iv) (Reduction into monotangent function) Every Ψs1,...,sl(τ ) can be written as a MZ-
linear combination of monotangent functions. There are explicit ǫs1,...,sli,k ∈MZ s.th.
Ψs1,...,sl(τ ) = δ
s1,...,sl +
l∑
i=1
si∑
k=1
ǫ
s1,...,sl
i,k Ψk(τ ) ,
where δs1,...,sl = (πi)
l
l!
if s1 = · · · = sl = 1 and l even and δ
s1,...,sl = 0 otherwise.
For s1 > 1 and sl > 1 the sum on the right starts at k = 2, i.e. there are no Ψ1(τ )
appearing and therefore there is no constant term in the q-expansion.
Proof. This is just a summary of the results in Section 6 and 7 of [Bo]. The last statement
is given by Theorem 6 there.
Due to iv) in the Theorem the calculation of the Fourier expansion of multiple Eisenstein
series, where ordered sums of multitangent functions appear, reduces to ordered sums of
monotangent functions. The connection of these sums to the brackets, i.e. to the functions
g, is given by the following fact which can be seen by using iii) of the above Theorem. For
n1, . . . , nr ≥ 2 it is
gs1,...,sr (q) =
∑
0<m1<···<ml
Ψs1(m1τ ) . . .Ψsl(slτ ) .
For w ∈ H1z we now use the Construction 6.7 with A = C[[q]] and the family of homomor-
phism {w 7→ Ψw(nτ )}n∈N to define
g
∗,M (w) := (−2πi)|w|
∑
1≤k≤l(w)
w1...wk=w
∑
0<m1<···<mk<M
Ψw1(m1τ ) . . .Ψwk (mkτ ) .
From Proposition 6.8 and the Theorem 6.11 it follows that for all M ∈ N the map g∗,M is
an algebra homomorphism from (H1z, ∗) to C[[q]].
Definition 6.12. For integers s1, . . . , sl ≥ 1 andM ∈ N, we define the q-series
←
G∗,Ms1,...,sr (q) ∈
C[[q]] as the image of the word w = zs1 . . . zsl ∈ H
1
z under the algebra homomorphism
(Z∗ ⊗ g∗,M ) ◦∆H :
←
G∗,Ms1,...,sl (τ ) := m
(
(Z∗ ⊗ g∗,M ) ◦∆H
(
w
))
∈ C[[q]] .
For s1, . . . , sl ≥ 2 it is easy to see that the limit
←
G∗s1,...,sl(τ ) := lim
M→∞
←
G∗,Ms1,...,sl(τ )
exists and that we have
Proposition 6.13. For s1, . . . , sl ≥ 2 we have
←
Gs1,...,sl =
←
G∗s1,...,sl =
←
Gs1,...,sl .
Proof. This follows since the construction above was exactly the one which appears in the
calculation of the Fourier expansion of multiple Eisenstein series. See [Ba] and [BT] for
details.
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We now want to discuss whether for more general s1, . . . , sl ∈ N the limit of
←
G∗,Ms1,...,sl(τ )
as M → ∞ exists. Since it is a finite sum of ordered sums of multitangent functions we
can, by Theorem 6.11 iv), restrict to the case of ordered sums of monotangent functions and
powers of π, i.e. we want to determine when the limit of∑
0<m1<···<ml<M
f1(mτ ) . . . fl(mτ )
with fj(τ ) = Ψs(τ ) for some s ∈ N or fj(τ ) = 1 exists. One easily checks that this exactly
the case when fl(τ ) has no constant term, i.e. fl(τ ) 6= Ψ1(τ ) and fl(τ ) 6= 1. We deduce that
therefore the limit of
←
G∗,Ms1,...,sl(τ ) as M → ∞ exists when all Ψs1,...,sl ,Ψs2,...,sl , . . . ,Ψsl
have no constant term. Even though the Theorem 6.11 iv) just justifies this for the case
all sj ≥ 2 we see, by using the explicit reductions to monotangents given in [Bo], that for
low weights in fact the Ψ1,...,1(τ ) are the only multitangent functions with constant term.
This question remains open but seems to be crucial in order to get a definition of
←
G∗ for all
admissible indices. The functions g
(
s1,...,sl
r1,...,rl
)
, i.e. the bi-brackets, will appear in
←
G∗s1,...,sl
every time there is a j < l with sj = 1 as we will see in the following examples:
Example 6.14. i) We are going to calculate
←
G∗2,1,2. For this we use the table at the
end of [Bo] where one can find that Ψ2,1,2(z) = Ψ1,2(z) = Ψ2,1(z) = 0, therefore it is
←
G∗,M 2,1,2(τ ) =
←
ζ (2, 1, 2)∗ +
←
ζ (2, 1)∗
∑
0<m1<M
Ψ2(m1τ ) +
←
ζ (2)∗
∑
0<m1<m2<M
Ψ1(m1τ )Ψ2(m2τ )
+
∑
0<m1<m2<m3<M
Ψ2(m1τ )Ψ1(m2τ )Ψ2(m3τ ) .
Taking the limit M → ∞ and using the explicit forms of Ψk (k ≥ 1) and
←
ζ (2, 1)∗ =
−
←
ζ (1, 2) −
←
ζ (3) = −2
←
ζ (1, 2) we obtain
←
G∗2,1,2 = lim
M→∞
←
G∗,M2,1,2
=
←
ζ (2, 1, 2)− 2
←
ζ (1, 2)g2 +
←
ζ (2)
(
g1,2 +
1
2
g
(
2
1
)
−
(−2πi)
2
g2
)
+ g2,1,2 +
1
2
(
g
(
2,2
1,0
)
− g
(
2,2
0,1
)
− (−2πi)g2,2
)
=
←
ζ (2, 1, 2)− 2
←
ζ (1, 2)g2 +
←
ζ (2)g1,2 + g

2,1,2
=
←
G2,1,2 .
Similarly one can prove that
←
G1,2 =
←
G∗1,2,
←
G1,2,2 =
←
G∗1,2,2 and
←
G1,4 =
←
G∗1,4
from which we obtain the following stuffle product in weight 5:
←
G2 ·
←
G1,2 =
←
G2,1,2 + 2
←
G1,2,2 +
←
G3,2 +
←
G1,4 . (6.2)
ii) There are
←
G∗s1,...,sl that differ from
←
Gs1,...,sl . For example it is
←
G∗1,1,2 =
←
ζ (1, 1, 2)−
13
2
←
ζ (2)g2 − (−2πi)g1,2 +
1
2
g
(
1,2
0,1
)
−
3
8
(−2πi)g
(
2
1
)
+
1
4
g
(
2
2
)
+ g1,1,2 ,
←
G1,1,2 =
←
ζ (1, 1, 2)− 4
←
ζ (2)g2 − (−2πi)g1,2 +
1
2
g
(
1,2
0,1
)
−
3
12
(−2πi)g
(
2
1
)
+
1
6
g
(
2
2
)
+ g1,1,2 .
←
G1,1,2 −
←
G∗1,1,2 =
5
2
g2 +
1
8
(−2πi)g
(
2
1
)
−
1
12
g
(
2
2
)
6= 0
It is still an open question for which indices s1, . . . , sl we have
←
Gs1,...,sl =
←
G∗s1,...,sl .
The author wants to address this question in upcoming projects.
We end this paper by a comparison of different version of the double shuffle relations.
For this we write for words u, v ∈ H1, ds(u, v) = uv−u∗v ∈ H1, where the  is again the
shuffle product with respect to the alphabet {x, y} and ∗ the stuffle product with respect
to the alphabet {z1, z2, . . . }. Recall that H
0 denotes the set of all admissible words and set
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H2 = Q〈{z2, z3, . . . }〉 to be the span of all words in H
1 with no z1 occurring, i.e. the words
for which the multiple Eisenstein series G exists.
With this we define the numbers edsk (extended double shuffle relations of weight k),
fdsk (finite double shuffle relations of weight k) and rdsk (restricted finite double shuffle
relations of weight k) by
edsk := dimQ
〈
ds(u, v) ∈ H1 | |u|+ |v| = k, u ∈ H0, v ∈ H0 ∪ {y}
〉
Q
,
fdsk := dimQ
〈
ds(u, v) ∈ H1 | |u|+ |v| = k, u, v ∈ H0
〉
Q
,
rdsk := dimQ
〈
ds(u, v) ∈ H1 | |u|+ |v| = k, u, v ∈ H2
〉
Q
.
For the number of admissible generators of weight k which equals 2k−2 for k > 1, i.e. words
in H0, we write genk. By Theorem 6.5 we know that the number of relations between the
←
G of weight k is at least rdsk. But these relations don’t suffice to give all relations between
(shuffle) regularized multiple Eisenstein series since some of the finite double shuffle relations
which are not restricted are also fulfilled. The numbers dk and d
′
k defined by∑
k≥0
dkX
k =
1
1−X2 −X3
,
∑
k≥0
d′kX
k =
1−X2 +X4
1− 2X2 − 2X3
,
are the conjectured dimensions forMZk and gr
W
k (qMZ) (see [BK] Remark 5.7) respectively.
Since it is also conjectured that edsk is the number of all relations between MZV of weight
k one expects that dk = genk − edsk, which so far is not known. It was observed in [BT]
that up to weight 7 the dimension of
Ek =
〈 ←
Gs1,...,sl(q) | k = s1 + · · ·+ sl, l ≥ 0, s1, . . . , sl−1 ≥ 1, sl ≥ 2
〉
Q
seems to be the same as the dimension of grWk (qMZ), i.e. conjecturally d
′
k. We therefore
set cdsk := genk − d
′
k which gives the number of conjectured relations in gr
W
k (qMZ) which
coincide with the number of relations in Ek up to weight 7 due to the calculations of the
authors in [BT]. The following table gives an overview of these numbers up to weight 14.
k 1 2 3 4 5 6 7 8 9 10 11 12 13 14
edsk 0 0 1 3 6 14 29 60 123 249 503 1012 2032 4075
fdsk 0 0 0 1 2 7 16 40 92 200 429 902 1865 3832
cdsk := genk − d
′
k
0 0 0 1 2 6 14 32 72 156 336 712 1496 3120
rdsk 0 0 0 1 1 3 5 11 19 37 65 120 209 372
genk 0 1 2 4 8 16 32 64 128 256 512 1024 2048 4096
dk
?
= genk − edsk 0 1 1 1 2 2 3 4 5 7 9 12 16 21
d′
k
0 1 2 3 6 10 18 32 56 100 176 312 552 976
dim Ek ≥ 0 1 2 3 6 10 18 ? ? ? ? ? ? ?
Table 2: Comparison of the number of extended-, finite-, conjectured- and
restricted-double shuffle relations.
The last line give lower bounds of the dimension of the space Ek spanned by all admissible
shuffle regularized multiple Eisenstein series of weight k which are for k ≤ 5 exact since we
derived all relations up to this weight.
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