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Abstract—This article proposes and evaluates a technique to
predict the level of interference in wireless networks. We design a
recursive predictor that computes future interference values at a
given location by filtering measured interference at this location.
The parametrization of the predictor is done offline by translating
the autocorrelation of interference into an autoregressive moving
average (ARMA) representation. This ARMA model is inserted
into a steady-state Kalman filter enabling nodes to predict with
low computational effort. Results show good performance in
terms of accuracy between predicted and true values for relevant
time horizons. Although the predictor is parametrized for the case
of Poisson networks, Rayleigh fading, and fixed message lengths,
a sensitivity analysis shows that it also works well in more general
network scenarios. Numerical examples for underlay device-to-
device communications and a common wireless sensor technology
illustrate its broad applicability. The predictor can be applied
as part of interference management to improve medium access,
scheduling, and resource allocation.
Index Terms—Wireless systems, interference, prediction,
stochastic geometry, ARMA, Kalman filter.
I. INTRODUCTION
A. Motivation and Related Work
The management of interference has always been an es-
sential building block in the design and performance analysis
of wireless communication systems. Its importance will even
increase with the ongoing penetration of wireless connectivity
into industrial domains subject to high reliability constraints.
There are various strategies to handle interference [1]: The
choice of strategy mainly depends on the signal-to-interference
ratio (SIR) at the receiver. If interference is very weak, it
should be ignored and treated as noise. If interference is
stronger — about as strong as the desired signal — we want to
avoid it and allow only one node to transmit at a given time
or frequency in a certain spatial region. A broad spectrum
of such orthogonalization techniques has been developed and
widely used for this purpose, including medium access control
(MAC) protocols, scheduling, and radio resource allocation. If
interference is even stronger than the signal of interest, it is
favorable to allow interference and decode it at the receiver
rather than to avoid it (see [2]–[4]). Besides solutions on
minimizing the negative effects of interference, novel concepts
have emerged that consider the positive rather than the negative
aspects of interference and try to harness it for the benefit
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of the network [1]. Examples include the use of interference
for physical-layer security and energy harvesting from radio
signals. From the viewpoint of energy harvesting, for instance,
interference is a valuable source of energy that can be captured
by devices. Another perspective on interference management
is offered by interference alignment [5], which breaks with
the capacity limits of conventional orthogonal multiple access
techniques and is currently under intense investigation.
The paper at hand takes a very different perspective on
managing interference: we propose and evaluate a technique
for interference prediction that exploits analytical results on
the modeling of interference using stochastic geometry.
In this context, interference is described as a random vari-
able whose properties depend on several parameters includ-
ing node locations, mobility, and data traffic patterns. These
properties can be calculated in a given setup using tools from
stochastic geometry. Examples include the mean interference
(see [6], [7]), higher-order statistics [8], and distribution (see
[9]–[13]). These publications take into account the spatial fea-
tures of wireless networks, which is fundamentally different to
many “classical” works on interference modeling and analysis
(such as [12], [14]). The past years have also seen a branch of
research that analyzes how interference changes over time and
space [15]–[20]. Such interference dynamics can be described,
for example, in terms of the autocorrelation of the received
interference power (see [16], [21]). Correlation influences
the system behavior, such as the performance of diversity,
relaying, multiple-input multiple-output (MIMO), and MAC
protocols (see [17], [18], [22], [23]).
Despite these advances in interference modeling, this new
knowledge has not been exploited to actually improve the per-
formance of wireless systems. The state of research is not as
advanced as in channel modeling, where knowledge about the
channel dynamics, such as coherence time and decorrelation
distances, is indeed used in state-of-the-art technologies (e.g.,
space-time coding and MIMO). This gap from modeling to
design is the motivation for our research: the investigation
of concepts and solutions for interference prediction. At the
core of our work is the fundamental issue: How well can
we predict, in a probabilistic manner, the interference power
at a given location in a given network into the future? An
initial step in this direction is made in [24], where a simple
prediction technique based on low-complexity learning of
traffic patterns is proposed. The paper at hand presents a
conceptually completely different predictor and discusses the
problem more comprehensively.
B. Contributions and Overview
The key idea is to merge recent results on the autocorrelation
of interference [21] with recursive filtering to predict the
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2Fig. 1. Block diagram of the interference predictor.
level of interference into the future. Our contributions are as
follows:
• A method is presented to map the autocorrelation func-
tion of interference into an autoregressive moving av-
erage (ARMA) model suited for performing forecasts
from previous interference observations. This mapping
is calculated for the case of Poisson distributed nodes,
Rayleigh fading, and fixed message lengths.
• An offline and blind predictor is obtained by inserting the
ARMA representation of the interference process into a
Kalman filter. The time invariance of the model leads to
a steady-state gain of the Kalman predictor to perform
lightweight predictions at individual nodes.
• It is shown by simulations that the predictor outperforms
basic prediction approaches as well as predictors that
only account for the channel dynamics and disregard the
impact of the network traffic.
• A sensitivity analysis demonstrates the robustness of the
predictor against certain inaccuracies and model mis-
matches in its parameterization: it performs well with
traffic and node distribution models that are more general
than those used in its design.
A block diagram of the predictor design is given in Fig. 1.
The rest of the paper is organized as follows. Section II
introduces the system model including the parameters defining
the interference dynamics. Section III derives the interference
predictor, starting with the stochastic geometry models of
interference and progressing to the low-complexity recursive
predictor implementation. Section IV evaluates the predictor
performance in terms of accuracy; it includes a sensitivity
analysis and specific technology examples. Finally, Section V
provides conclusions and an outlook.
II. SYSTEM MODEL
A. System Setup
The system is described by the placement of nodes, their
data traffic behavior, and a radio channel model. Time is
discretized into slots t ∈ N0.
Nodes are distributed in a given area and move with a speed
ν following a time-discrete Brownian motion model [25]. The
location x of a node at time t+ τ is xt+τ = xt + νωτ , with
ωτ =
τ∑
t=1
ωt
d
=
√
τω0, (1)
where d= denotes equality in distribution and ωt are i.i.d.
two-dimensional Gaussian random variables of zero mean and
covariance matrix
Σ =
 0 √ 2pi√
2
pi 0
 . (2)
Each of the nodes is either transmitting or idle at a given
time t. The interference power i(t) at location ξ is caused
by the set of transmitting nodes (interferers). Each idle node
decides independently from other nodes whether to start a new
transmission of a message in the next time slot. On average, a
fraction µ of all nodes starts a new transmission. The message
duration is ` ∈ N slots. The wireless channel is described
by a standard model that includes path loss and small-scale
fading. A message transmitted at location x with power κ
causes interference at ξ with power
iξ(t) = κ g(x, ξ) h
2
x(t) (3)
with a distance-dependent path gain g(x, ξ) and a random vari-
able h describing signal fading due to multipath propagation
caused by reflections, diffraction, and other effects as well as
mobility of obstacles.
The parametrization of the predictor is done for the follow-
ing special case of the system model: The nodes are randomly
distributed according to a Poisson point process (PPP) Φ of
intensity λ. Such node placement with random access is of
widespread use in the literature to approximate wireless sensor
networks. In recent years this model has also been intensively
applied (with some considerations) to the analysis of cellular
networks in general and to device-to-device communication
technologies in particular (see [26]–[31]). The message du-
ration ` is the same for all transmissions, which yields an
expected traffic intensity of µ` interferers in each slot. The
path gain is modeled by g(x, ξ) = ‖x− ξ‖−α with path loss
exponent α > 2 and assuming some normalization. Small-
scale fading is modeled by Rayleigh fading with E
[
h2(t)
]
= 1.
The reception power is then exponentially distributed. The
widespread Jakes Doppler model [32] describes the continuous
time evolution of the wireless channel. It assumes uniform
scatterers directions which make it fit well a wide range of
propagation environments. Its autocorrelation function is given
by
ρJ(τ) = J0(2piτνmax), (4)
where J0(·) is the zeroth order Bessel function of the first
kind and νmax = ν the maximum expected mobile speed. We
define η as the time lag for which the channel autocorrelation
function first reaches zero. This system model is called base
system in the following.
3B. Interference
The overall interference at location ξ at time t is the sum
of the reception powers at ξ from all transmitting nodes. In
the case of Poisson networks, the consideration of a typical
location ξ is equal to the consideration at the origin o of the
plane R2 due to Slivnyak’s theorem (see [33], [34]). With the
given setup, the overall interference can thus be written as:
i(t) =
∑
x∈Φ
κ ‖x‖−α h2x(t) γx(t) , (5)
where γ(t) is a Bernoulli random variable indicating whether
node x is sending (γx(t) = 1) at time t or not (γx(t) =
0), condensing the information from the parameters µ and `.
The interference process in (5) is stationary [34] and changes
over time due to the time varying characteristics of the radio
channel and the traffic. These sources of time varying behavior
are captured by parameters η, µ, and `.
III. INTERFERENCE PREDICTION
A. Interference Correlation
One of the main approaches for channel prediction is based
on the exploitation of the autocorrelation characteristics of
the channel [35]. We take a similar approach for interference
prediction: our design starts from an analytical model for the
autocorrelation function associated to the interference process.
The autocorrelation of i(t) for two time instants t1 and t2 can
be given in terms of Pearson’s correlation coefficient
ρ(i(t1), i(t2)) =
cov[i(t1), i(t2)]
σ2i
, (6)
where cov[i(t1), i(t2)] = E[i(t1)i(t2)]−E[i(t1)]E[i(t1)] is the
covariance of i, σ2i its variance, and E[i] its expected value.
The correlation lag is denoted by τ = t2 − t1.
Expressions for this correlation are derived in [21] in a
variety of system setups. The system model that parametrizes
our predictor corresponds to Case (2, 2, 2) in [21], for which
ρ(i(t1), i(t2)) =
E
[
h2(t1)h
2(t2)
]
E[γ(t1)γ(t2)]
µ`E[h4(t)]
·∫
<2 g(x)E[g(x+ νωτ )]dx∫
<2 g(x)
2dx
,
(7)
where stationarity implies ρ(i(t1), i(t2)) = ρ(i(t2 − t1)),
which we denote ρ(τ) in what follows. The channel contribu-
tion is E
[
h2(t1)h
2(t2)
]
= J20 (2piτνmax) + 1. From this, and
using [21, Th.2] we obtain the interference correlation function
for the case where the channel is the sole source of correlation
as ρ(τ) = J20 (2piτνmax). The traffic contribution is
E[γ(t1) γ(t2)]=max
(
0, µ (`− τ))+ µ2
1−µ(`−1)
min(τ−1,`−1)∑
i=0
min(τ−i,`)∑
j=1
b g` c∑
k=0
(
g−k`+k
k
)
βg−k`(1−β)k ,
with g = τ − i− j, and β = 1− µ/(1− µ(`− 1)) being the
probability of having a slot with all nodes being idle.
Table I shows three combinations of parameter values to be
used in this paper. The first setup yields a highly correlated
interference, the second a moderate correlation, and the third
a low correlation. These setups are used to illustrate some
design steps and to assess the performance of the interference
predictor.
TABLE I
EXAMPLE SETUPS
Setup ν (m/slots) µ ` η
1 0.0077 0.01 10 50
2 0.0191 0.01 10 20
3 0.0765 0.01 10 5
Fig. 2 illustrates the impact of different correlation sources
for the overall interference. The upper plot shows the inter-
ference resulting from a time-varying channel (node mobility)
and time-varying traffic. The lower plot shows the interference
resulting from a time-varying channel only, with all nodes
transmitting all the time. The visible differences between the
traces in this example highlight the limitations of channel
prediction in an interference-dominated system.
Fig. 2. Example interference traces depicting the impact of traffic on the
interference dynamics. Part (a) shows a realization of Setup 1 from Table I.
Part (b) shows a realization of Setup 1 that ignores the traffic contribution
(µ = 1) and only accounts for the channel dynamics.
We now explain the design of an interference predictor that
harnesses the knowledge of the correlation expression (7) and
is practically feasible in a sense that nodes can implement the
predictor with limited computational resources and without
additional signaling overhead.
B. ARMA Approximation of ρ(τ)
ARMA models are extensively used in applications involv-
ing temporal stochastic processes. The Cramer-Wold theorem
[36, Ch. 17] states that every stationary stochastic process has a
moving average (MA) representation. When an autoregressive
(AR) component is also used, the ability to accurately repre-
sent the process with a limited number of parameters greatly
increases, making ARMA models particularly useful.
Typically, the ARMA representation of a process is identi-
fied from observing one of its realizations; the autocorrelation
4Fig. 3. Heatmaps showing the ARMA approximation MSE (dB) achieved by different (p, q) choices on three autocorrelation functions. Part (a) corresponds
to for Setup 1 from Table I, part (b) for Setup 1 simplified to have time-invariant channel conditions, and part (c) for the simplification of Setup 1 to have
time invariant traffic. The selected model orders, meeting an MSE target of -30 dB, are highlighted with red circles.
of the process is in general not known. Such identification
approach entails the need of having several observations
available from which to identify the model dimension and
its coefficients values. These observations constitute a form
of pilot signaling and can become impractically large in some
cases, depending on the dynamics of the process to represent.
Different to the typical case, we know ρ(τ) for a given system
model in terms of the sources of correlation considered in (7).
We are therefore interested in approximating it through an
ARMA model with a limited number of parameters.
The ARMA(p, q) representation of i(t) can be written as
p∑
n=0
an i(t− n) =
q∑
n=0
bn (t− n), q ≤ p, (8)
where the model orders p and q that achieve the equality are
in principle not known. The coefficients an and bn specify the
AR and MA components of the model, respectively, and (t)
is a zero-mean white noise process. The model is normalized
by setting a0 = b0 = 1.
The coefficients in (8) can be inferred from ρ(τ). Specifi-
cally, multiplying (8) by i(t−τ) and taking expectation yields
p∑
n=0
an ρ(τ − n) =
q∑
n=0
bnδ(n− τ), (9)
with the Dirac delta function δ(·). Specializing for τ = q +
1, . . . , q + p, the AR coefficients a1, . . . , ap can be found as
the solution to the resulting Yule-Walker equations [37] (see
Appendix A for calculation details).
In order to determine the MA coefficients, an auxiliary
sequence ψ(t) defined to equal each side of (8) is introduced.
Then:
E[ψ(t)ψ(t− τ)] =
p∑
m=0
p∑
n=0
am an ρ(τ+n−m) (10)
= σ2
q∑
m=0
bn bn+τ . (11)
Since all terms in the right hand side of (10) are known, by
equating that expression to (11), the terms b1, . . . , bq and σ2
can be solved for (see Appendix A).
Note from (9) and (10) that only the first p+q values of ρ(τ)
are involved in the computation of the model coefficients. For
a good representation, p+q should be large enough to capture
the main features of ρ(τ). If significant correlation exists for
large τ values, a decimation of ρ(τ) can be performed to
shorten the number of significant correlation lags prior to
the parameter determination, to keep p + q low. A scaling
down in frequency of the resulting ARMA model in the same
decimation factor is then performed to rescale the result.
C. ARMA Model Order Selection
The model orders p and q are unknowns used as design
parameters. The described coefficient determination depends
on these orders and is therefore not unique. Each (p, q)-
combination results in a certain approximation error for ρ(τ),
and several combinations result in very low approximation
error. However, not all (p, q)-pairs are suitable.
The availability of ρ(τ) allows a least square approach to
select the p and q. The feasible p and q combinations are
those for which ρˆp,q(τ) → ρ(τ) for τ → ∞. For this set,
and a largest significant correlation lag of T , the mean square
approximation error for pair (p, q) is
MSE(p, q) =
1
T
T∑
τ=1
(
ρ(τ)− ρˆp,q(τ)
)2
. (12)
Pair (p, q) is then chosen as that lowest order-p model meeting
a target approximation error. This selection criteria is illus-
trated in Fig. 3 for three different autocorrelation functions
derived from Table I, considering a model order of up to
p = 20, and T = 100. These examples show how the model
order is affected by the different sources of correlation.
To obtain the approximation errors in Fig. 3, it is necessary
to find the autocorrelation ρˆp,q(τ) in (12) associated to a
given (p, q)-combination, which we simply call ρˆ(τ) in the
5following. Using ρˆ(τ) in (9) and noting that δ(n − τ) =
E[i(t− τ)(t− n)] = 0 for τ > n, it follows that∑
n
an ρˆ(τ − n) = 0 for τ > q. (13)
Therefore, knowing the q + 1 nonzero values of δ(·) and the
p initial values of ρˆ(·), (13) can be solved recursively for all
values of ρˆ(·) beyond p that are needed to compute (12).
To obtain the required nonzero δ-values, we follow [36,
Ch. 17]. Multiplying (8) by (t − τ) and taking expectation
yields
τ∑
n=0
an δ(τ − n) = σ2 bτ , (14)
which can be rearranged as
δτ =
1
a0
(
bτσ
2
 −
τ∑
n=0
anδ(τ − n)
)
, (15)
to recursively find δ(0), δ(1), . . . , δ(q). The p initial values of
ρˆ(·) are obtained by substituting δ(0), δ(1), . . . , δ(q) and ρˆ(·)
in (9). Finally, the initial values of ρˆ(·) are used to compute
the succeeding ones using (13).
D. Recursive Interference Predictor
An efficient interference predictor can be constructed from
the derived ARMA(p, q) approximation of the interference
process. Expressing the model coefficients as polynomials
in the lag operator L and provided that the roots of the
polynomial on an are outside the unit circle, the interference
sequence results the filtered output of the noise sequence (t):
i(t) =
b0 + b1L+ . . .+ bqL
q
a0 + a1L+ . . .+ apLp
(t). (16)
This filter form suggest that it is possible to predict interfer-
ence samples iˆ(t+∆) by feeding the filter in (16) with a white
noise sequence. However, such open loop prediction has poor
accuracy given the sample autocorrelation dispersion between
different realizations of the interference process. Nevertheless,
a closed loop Kalman formulation of the filtering problem
gives accurate predictions as will be shown in the next section.
For deriving the Kalman filter recursion, we first map our
ARMA model into a state space form:
x(t+ 1) = Ax(t) +B(t) (17)
i(t) = Cx(t), (18)
with state vector x of size p× 1, transition matrix
A =

a1 a2 · · · ap−1 ap
1 0 · · · 0 0
0 1 · · · 0 0
...
...
. . .
...
...
0 0 · · · 1 0
 , (19)
and B = [1 0 · · · 0]T and C = [0 · · · 0 b0 · · · bq] of length p.
Assuming unitary process and measurement noise and fol-
lowing [38], the Kalman recursion for tracking i(t) can be
initialized with an all zeros state vector and a initial error
covariance P = BBT. At each iteration of the filter, the
measurement update is
M = PCT
(
CPCT + 1
)−1
(20)
x(t) = x(t) +M(i(t)−Cx(t)) (21)
P = (Ip −MC)P, (22)
with the innovation gain M and identity matrix Ip of size p.
The time update is
x(t+ 1) = Ax(t) +B(i(t)−Cx(t)) (23)
P = APAT +BBT. (24)
Since the interference model is time invariant the error
covariance P converges to a constant [38] and (20) to (24)
reduce to a steady-state Kalman filter of gain K
x(t+ 1) = Ax(t) +K(i(t)−Cx(t)). (25)
The interference prediction for a prediction horizon ∆ can
finally be found by extrapolating the state vector ∆ time slots
into the future on each iteration and using (18):
x˜ = A∆−1x(t+ 1), iˆ(t+ ∆) = Cx˜. (26)
The gain K can be computed offline, which reduces the
online effort of the predictor to the state update in (25) only,
and the extrapolation of the filter through (26).
Reconsider the block diagram in Fig. 1 to summarize how
the design steps are related. From a network model abstraction
the interference autocorrelation function is obtained from (7).
This correlation is used to parametrize an ARMA(p, q) model
that is finally inserted into a steady-state Kalman filter to com-
plete the offline design of the predictor. Predicted interference
samples iˆ(t+ ∆) are filtered samples of i(t).
IV. EVALUATION OF INTERFERENCE PREDICTION
A. Evaluation in the Base System Model
We now investigate the performance of the interference
predictor. As a first step, we apply the predictor to the base
system that was used for its parameterization: PPP, Rayleigh
fading, and fixed message lengths. The setups from Table I are
used with a node density of λ = 0.01 over an area of 10,000
square units, a path loss exponent α = 3, and all nodes using
unitary transmit power κ = 1.
The prediction performance is evaluated in terms of the
normalized mean square error:
NMSE =
∑
t(i(t+ ∆)− iˆ(t+ ∆))2∑
t i(t+ ∆)
2
, (27)
which is a commonly used metric in channel prediction [35],
as the normalization with the power of the input signal allows
to average realizations with different powers. Error results are
always averaged over 10,000 network realizations with 1,000
time slots interference sequences each.
Figure 4 plots the NMSE in Decibel (dB) over the pre-
diction horizon in slots. Three predictors are compared: the
interference predictor, a channel predictor, and a last value
predictor. The channel predictor uses the same methodology
but with ρ(τ) accounting for the channel as the sole source
6Fig. 4. Predictor evaluation for increasing node mobility. Comparison between the proposed interference predictor (blue), a channel predictor that ignores the
traffic influence (red), and a predictor that outputs as prediction its current observation (green). The baseline of using the mean value of the interference as
prediction is shown for reference.
of correlation (i.e., µ = 1), which illustrates the impact of
ignoring the traffic. The last value predictor simply takes
its current interference observation as prediction. It is a
performance reference for determining whether the low (but
extra) complexity of the proposed predictor is justified. A
“mean value predictor” serves as a baseline; it completely
disregards interference dynamics and uses the mean value
of the interference as prediction. As expected, the NMSE
increases with an increasing prediction horizon for all three
predictors in all setups. The interference predictor outperforms
both the channel and last value predictors. Mobility increases
from subplots (a) to (c) (i.e., setups 1 to 3 from Table I).
The channel predictor gets close to the interference predictor
for the low mobility scenario (a). For higher node speeds the
channel predictor quickly degrades to the last value prediction
reference. The interference predictor crosses the baseline in all
cases for a prediction horizon of 8 slots, significantly larger
than the 3 slots (Subfigure (a)) and 5 slots (Subfigures (b)
and (c)) obtained for the last value predictor. This justifies its
implementation cost.
Figure 5 deviates from Table I to explore the predictors
behavior as the length of the messages changes. We consider
Setup 1 with increasing message lengths. Longer messages
result in higher interference correlation and thus lower predic-
tion error. In all cases, the interference predictor outperforms
the others, with predictors performance clustering together
for longer messages. Note that for ` = 10 the interference
predictor attains horizons of 8 slots with an error below the
baseline, whereas the last value and channel predictors cross
above the baseline for an horizon of 5 slots.
Recalling that the model used for prediction is independent
of the individual realizations of the interference process,
Fig. 6 explores how the prediction error deviates from its
average value in Figures 4 and 5 for different realizations
of the network. While significant deviations exist for some
realizations, most concentrate in the vicinity of the mean error.
Fig. 5. Evaluation of the predictors for Setup 1 with different message lengths.
The mean value predictor baseline is shown for reference with solid, dashed,
and dotted trace for ` = 10, 50, and 100, respectively.
Fig. 6. NMSE distribution across network realizations. Results correspond
to the case labeled ` = 50 in Figure 5 with a prediction horizon of five time
slots.
7B. Sensitivity Analysis: Evaluation in Other System Models
We have seen that the interference predictor works well in
the base system model that was used for its design. It is now
of interest to evaluate as to whether it also works well in
systems with other modeling assumptions. In other words, we
are interested in how sensitive or robust the predictor is to
variations or errors in the assumptions.
1) System Model: This is why we evaluate the predictor
performance in (26) for the following models:
• The node locations are no longer a homogeneous PPP
but show some inhomogeneity.
• The message lengths are no longer fixed to ` but are
sampled from a Poisson distribution with parameter `.
The modeling of the node locations is generalized by
using an inhomogeneous random node distribution, in which
nodes might be clustered in groups or concentrate around
hotspots. Inhomogeneity is achieved by thinning the original
PPP realizations, such that nodes with at least a certain number
k of neighboring nodes within a distance r are kept [39]. Some
examples are shown in Fig. 7 with fixed r and increasing k.
Note that (7) does not contain λ, thus changes in the node
density resulting from the thinning process do neither affect
the interference correlation nor the predictor design.
Fig. 7. Example network realizations where clustering between nodes is
introduced. The original PPP (a) has an intensity λ = 0.01 over an area
of 200,000 square units. Distance parameter r is set to 40 and neighbors
cardinality k is set to 20 in (b), 30 in (c), and 40 in (d).
2) Performance Results: Figure 8 shows the NMSE of
the proposed interference predictor for both setups when the
interference samples at its input follow these alternative traffic
and node placement models instead of the base system model.
Subfigure (a) shows the impact of the design mismatch in
terms of the inhomogeneous node distribution. The predictor
exhibits a robust behavior for significantly high inhomo-
geneities. Deviations are marginal, and can only be appreciated
in the figure for k = 40 (see Figure 7 (d)). Subfigure (b)
reveals that the predictor is robust against the alternative traffic
model as long as the mean message length remains unchanged.
The deviations are within the averaging noise.
Fig. 8. Predictor sensitivity against (a) non-homogeneous nodes distribution
and (b) Poisson distributed messages lengths. Results labeled ` = 10
correspond to Setup 1 from Table I whereas those labeled ` = 100 extend
the message length of that setup.
C. Evaluation for Example Technologies
Finally, we investigate the performance for parameter values
that are typical in two current wireless technologies: Long
Term Evolution (LTE) used for cellular systems [40] and
IEEE 802.15.4 used for wireless sensor networks (WSN) [41].
This evaluation will highlight the versatility of our predictor.
We consider for this evaluation a message length of 20 slots.
1) System Parameters: Regarding LTE, we consider a
downlink with carrier frequency fc at the core 2 GHz band.
A base station decides the nodes to schedule on a specific
subcarrier (or block of contiguous subcarriers). Scheduling
decisions can be made every millisecond, defining a time
slot duration of one millisecond [40]. In order to effectively
harness predictions at the base station, prediction horizons
above five slots are required to compensate for the processing
delays involved [42]. We consider pedestrian mobility with a
maximum speed νmax of 1,67 m/s (6 km/h), and vehicular
speeds of 40 and 80 km/h. The maximum Doppler frequency
can be calculated as
∆f =
2νmax
c
fc, (28)
where c = 3 · 108 is the speed of light. Table II summarizes
the resulting parameter values.
Regarding the WSN, we consider a carrier frequency fc =
2.4 GHz. The standard defines messages lengths of a minimum
8TABLE II
LTE AND WSN SETUP
Scenario ν (km/h) µ η ∆∗f
LTE 1 6 0.01 225 0.022
LTE 2 40 0.01 35 0.148
LTE 3 80 0.01 17 0.296
WSN 6 0.01 50 0.125
∗ ∆f is normalized to the system time slot frequency.
of eight packets. With a packet duration of 577 µs, a time slot
duration of 4.6 ms results [41]. These values give a prediction
horizon of 23 ms for predicting five slots ahead. We use the
same pedestrian mobility as in LTE. The resulting parameters
values are summarized in Table II.
2) Performance Results: Figure 9 shows the predictor per-
formance for the two technologies. Shown is the ultimate
predictor performance when we map the prediction horizons to
the signal timing and expected channel dynamics from these
technologies. We find that for both it is possible to predict
beyond 5 slots ahead with an error below the mean interference
baseline. The gains against the channel and last value predictor
are in line with those in Figures 4 and 5.
Fig. 9. Predictor performance for the different LTE and WSN scenarios from
Table II.
V. CONCLUSIONS AND OUTLOOK
A novel methodology to exploit the stochastic characteri-
zation of interference dynamics for the design of a recursive
interference predictor has been presented. The predictor can
be implemented in the individual nodes due to its offline
parametrization and low computational complexity. A perfor-
mance analysis under matched and mismatched system condi-
tions has demonstrated the prediction accuracy and robustness.
Examples of prediction in LTE and sensor networks have
confirmed the versatility of the design.
Ongoing work addresses additional theoretical and practical
aspects of interference prediction. First, the presented predictor
will be implemented and tested in programmable radios.
Second, the impact of interference prediction on the network
dynamics will be studied: In contrast to channel prediction,
the utilization of interference prediction by the nodes acts on
the stochastic features of the interference process that is being
predicted, and its effect needs to be accounted for.
APPENDIX A: MAPPING ρ(τ) TO AN ARMA(p, q) MODEL
Starting from (9) and following [36, Ch. 17], we let τ take
values from 0 to p+ q to generate the following equation set
ρ(0) · · · ρ(p)
ρ(1) · · · ρ(0)
...
...
ρ(q) · · · ρ(p−q)
...
. . .
...
ρ(q+p) · · · ρ(q)


a0
a1
...
ap
 =

b0 b0 · · · b0
0 b0 · · · b0
...
...
. . .
...
0 0 · · · b0
...
...
...
0 0 · · · 0


b0
b1
...
bq
 .
(29)
Specializing for τ = q + 1, . . . , q + p we have
ρ(q) · · · ρ(q−p+1)
ρ(q+1) · · · ρ(q−p)
...
. . .
...
ρ(q+p) · · · ρ(q)


a1
a2
...
ap
=−a0

ρ(q+1)
ρ(q+2)
...
ρ(q+p)
 , (30)
which imposing a0 = 1 can be recognized to be the
Yule Walker equations to solve for for the AR coefficients
a1, . . . , ap [37].
For determining the MA coefficients consider (10) and (11)
from introducing sequence ψ(t). Note that all terms are known
from the solution of (30). Therefore, by running τ from 0 to
q we can generate the required set of equations to solve for
b1, . . . , bq and σ2 . These are
ψ(0)
ψ(1)
...
ψ(q)
 = σ2

b0 b1 · · · bq−1 bq
b1 b1 · · · bq 0
...
...
...
...
bq 0 · · · 0 0


b0
b1
...
bq
 (31)
= σ2

b0 b1 · · · bq−1 bq
0 b0 · · · bq−2 bq−1
...
...
...
...
0 0 · · · 0 b0


b0
b1
...
bq
 , (32)
which can be compactly written in matrix notation as
ψ = σ2M#b = σ2Mb, (33)
where ψ and b are the vector representation for sequence
ψ(t) and the MA coeffcients, respectively in (31). M# and
M stand for the matrices in (31) and (32) respectively. The
goal is to find the solution vector b for the nonlinear system
ψ − σ2M#b = 0. (34)
The solution for (34) is found iteratively and in particular, we
use the procedure from Tunnicliffe-Wilson [43] where the rth
approximation to the solution is computed from the (r− 1)th
instance as
br = br−1 +
{
σ2
(M# +M)}−1
r−1
(
ψ − σ2M#b
)
r−1 .
(35)
9As initialization we set σ2 = 1 and b1 = b2 = . . . = bq = 0
in (34). Upon convergence we normalize to have b0 = 1.
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