Abstract-Random key graphs have originally been introduced in the context of a random key predistribution scheme for securing wireless sensor networks (WSNs). Since then, they have appeared in applications spanning recommender systems, social networks, clustering and classification analysis, and cryptanalysis of hash functions. Random key graphs, denoted G(n; K, P ), form a class of random intersection graphs and can be described as follows: With Vn = {v1, . . . , vn} denoting the set of vertices, each vertex vi is assigned a set Si of K distinct keys that are selected uniformly at random from a key pool of size P . An undirected edge is then drawn between any pair of distinct vertices vi and vj if Si ∩ Sj = ∅. In this paper, we consider random key graphs with unreliable (i.e., randomly deleted) edges. Namely, let H(n; p) denote an Erdős-Rényi graph on vertices Vn = {v1, . . . , vn}, where an edge exists between any distinct pair of vertices vi and vj with probability p, independently from all other edges. The intersection of a random key graph and an Erdős-Rényi graph, denoted Gon(n; K, P, p) = G(n; K, P )∩H(n; p), corresponds to a random key graph with unreliable (Bernoulli) links, and can be a useful model in various real-world applications; e.g., with secure WSN application in mind, link unreliability can be attributed to harsh environmental conditions severely impairing transmissions. With parameters K, P , and p scaling with the number of vertices n, we derive asymptotically exact probabilities for three related graph properties in Gon(n; Kn, Pn, pn): i) kvertex-connectivity, ii) k-edge-connectivity, and iii) the minimum vertex degree being at least k, where a graph is k-vertexconnected (resp. k-edge-connected) if it remains connected despite the deletion of any (k − 1) vertices (resp. edges). Our results extend the literature on random key graphs in several directions, in particular providing the first analysis on the asymptotically exact probability of the connectivity of Gon(n; Kn, Pn, pn).
interest with applications spanning key predistribution in secure wireless sensor networks [1] , [3] , [7] [8] [9] , [15] , [24] , [28] [29] [30] [31] [32] [33] , [35] , [37] , [38] , clustering and classification analysis [16] , cryptanalysis of hash functions [2] , trust networks [15] , modeling "small-world" networks [31] , and recommender systems using collaborative filtering [19] . They belong to a larger class of random graphs known as random intersection graphs [3] , [16] , [26] ; in fact, they are referred to as uniform random intersection graphs by some authors [1] , [3] , [16] , [24] [25] [26] .
A random key graph, denoted G(n; K, P ), can be described as follows: Let V n = {v 1 , . . . , v n } denote the set of vertices in the graph, and assume available a pool of P keys. Each vertex v i is assigned K distinct keys that are selected uniformly at random from this key pool; these K keys are referred to as the key set of a vertex v i , which is denoted by S i . Two distinct vertices v i and v j are deemed adjacent, i.e., have an undirected edge in between, as long as they share at least one key; i.e., as long as S i ∩ S j = ∅. The terminology used here is borrowed from the context of WSNs, where the term "key" refers to a symmetric cryptographic key used for message encryption and authentication among sensors. In that context, the applicability of random key graph follows naturally as only those pairs of sensor who have a common key will be able to communicate securely. We remark that the terminology can be generalized to replace "keys" by any object such as activities, books, hobbies, movies, etc, making it possible to apply random key graphs in a wide range of areas.
In this paper, we consider random key graphs with unreliable links. Namely, let H(n; p) denote an Erdős-Rényi graph [4] , [10] , [14] on vertices V n = {v 1 , . . . , v n }, where an edge exists between any distinct pair of vertices v i and v j with probability p, independently from all other edges. The intersection of a random key graph and an Erdős-Rényi graph, denoted G on (n; K, P, p) = G(n; K, P ) ∩ H(n; p), corresponds to a random key graph with unreliable (Bernoulli) links, and can be a useful model in various real-world applications; e.g., with secure WSN application in mind, link unreliability can be attributed to wireless media of the communication, or to harsh environmental conditions severely impairing transmissions. We refer the reader to [38] for another application of G on (n; K, P, p) on large scale, distributed publish-subscribe services in online social networks.
Our main goal in this paper is to reveal the relationship between the parameters (n; K, P, p) and the connectivity properties of the corresponding graph G on (n; K, P, p). In partic-= ln n + (k − 1) ln ln n + α n n .
If lim n→∞ α n = α ∈ (−∞, +∞), then we have the following convergence results under the conditions that P n = Ω(n) and Kn Pn = o(1): i) lim n→∞ P G on (n; K n , P n , p n ) has a minimum vertex degree at least k. = e − e −α (k−1)! , ii) lim n→∞ P [ G on (n; K n , P n , p n ) is k-edge-connected. ] = e − e −α (k−1)! , and iii) lim n→∞ P [ G on (n; K n , P n , p n ) is k-vertex-connected. ] = e − e −α (k−1)! . A detailed discussion on the significance of this result is provided in Section I-C. For the moment, we find it useful to note that the left hand side of (1) corresponds to the probability that an edge exists between any pair of vertices in G on (n; K n , P n , p n ). In particular, 1 −
Pn−Kn Kn

/
Pn
Kn gives the probability that two vertices have a key in common in their key sets, and hence have an edge in between in the random key graph G(n; K n , P n ) [32] . With this in mind, the reader familiar with the literature on random graphs will already realize that our main results are analogous to the classical results by Erdős and Rényi [11] on the asymptotic property of the same three properties for Erdős-Rényi graphs H(n; p n ); more on this later in Section II-B.
Along the way to proving the main result given above, we also establish a Poisson convergence result for the number 1 Throughout the paper, k is a positive integer and does not scale with n; N 0 stands for the set of all positive integers; R is the set of all real numbers; and e is the base of the natural logarithm function, ln. We use the standard
of vertices in G on (n; K n , P n , p n ) with degree k − 1. Let φ h (n; K n , P n , p n ) denote the number of vertices in G on that have degree h; i.e., number of vertices with h edges incident on them. Then, with α : N 0 → R still defined through (1) and lim n→∞ α n = α ∈ (−∞, +∞) still in effect, we establish that
In other words, we show that φ k−1 (n; K n , P n , p n ) converges in distribution to a Poisson random variable with parameter λ. This result provides a little bit more information than part i) of the main result described above for the topology of G on , and constitutes an analog of the celebrated Poisson approximation result for Erdős-Rényi graphs [4] , [11] .
C. Significance of the Results
The problem studied in this paper has close ties with the popular network reliability problem [4, Section 7.5], described as follows: Starting with a fixed, deterministic graph J, obtain G(J; p) by deleting each edge of J independently with probability 1 − p. Network reliability problem is interested in finding the probability that G(J; p) is connected as a function of p. For an arbitrary graph J, this problem is shown [23] , [27] to be #P -complete, meaning that no polynomial algorithm exists for its solution, unless P = N P . With k = 1, our results given above constitute an asymptotic solution of the network reliability problem for random key graphs; as explained below our results provide the first asymptotical probability analysis for the 1-connectivity of G on . Although asymptotic in nature, these results can still provide useful insights about the reliability properties of random key graphs with number of vertices n being on the order of thousands; see Section II for numerical experiments.
From an application point of view, our results can be helpful in ensuring the desired level of network reliability in various applications where random key graphs are utilized. For example reliability against the failure of sensors or links is particularly important in WSN applications where sensors are deployed in hostile environments (e.g., battlefield surveillance), or, are unattended for long periods of time (e.g., environmental monitoring), or, are used in life-critical applications (e.g., patient monitoring). Moreover, the k-vertex-connectivity property studied in this paper is expected to be desirable in various network domains since it ensures the existence of at least k mutually disjoint paths between any two nodes in the network; see Menger's Theorem [4] . For wireless networks, this provides communication security against an adversary that is able to compromise up to k − 1 links by launching a node capture attack [5] ; i.e., two nodes can communicate securely as long as at least one of the k disjoint paths connecting them consists of links that are not compromised by the adversary. Furthermore, it enables flexible communication-load balancing across multiple paths so that network energy consumption is distributed without penalizing any access path [13] .
Graph
Property Results Work G on (n; K n , P n , p n ) k-connectivity & Min. vertex degree ≥ k exact probability this paper zero-one law [37] , [38] 1-connectivity & Absence of isolated vertices exact probability this paper zero-one law [29] G(n; K n , P n ) k-connectivity & Min. vertex degree ≥ k exact probability this paper zero-one law [25] (implicitly)
1-connectivity & Absence of isolated vertices exact probability [24] zero-one law [1] , [32] TABLE I Comparison of our main results with related work. For convenience, we write k-vertex connectivity and k-edge connectivity together as k-connectivity.
With respect to the literature available, our results provide extensions in several directions; see the paragraph below for details. In particular, our results complement the zeroone laws established in [37] , [38] for the k-connectivity of G on (n; K n , P n , p n ). With α n defined through (1), the authors established in [37] , [38] that
The same result was obtained for the two other graph properties as well, namely the k-edge-connectivity and minimum vertex degree being at least k. Put differently, the results in [37] , [38] cover the case where α = ±∞, whereas the results of the current paper cover the range α ∈ (−∞, +∞). We now discuss the practical importance of going beyond the zero-one laws and obtaining the asymptotically exact probability for all three properties. First, with zero-one laws, we are only provided with parameter choices which lead to k-connectivity almost surely or to a network that is not k-connected almost surely. For WSN applications, given the trade-offs involved between connectivity, security and memory load [12] , [29] , it would be more useful to have a complete picture, e.g., by obtaining the exact probability of k-connectivity for all parameter choices. In addition, there may be situations where the network designer is interested in having a guaranteed level of reliability (one-laws would provide conditions for that) but may also be interested in having a higher level of reliability without such guarantees (one-laws would fall short in providing this). Our results fill this gap. Finally, it is not possible to determine the width of the phase transition from zero-one laws; the width of the phase transition is often calculated by the difference in parameters that it takes to increase the probability of k-connectivity from (1 − q) to q, for some q < 0.5. In other words, it is not clear from zero-one laws how sensitive the probability of k-connectivity is to the variations in the parameters K n , P n , and p n . By providing exact asymptotic probabilities, our findings provide a clear picture of these intricate relationships.
D. Comparison with Related Work
Our results extend the literature on random key graphs in many directions. For random key graphs with unreliable links, i.e., for G on (n; K n , P n , p n ), we provide the first analysis on the probability of k-connectivity as well as on the probability of 1-connectivity. For random key graphs G(n; K n , P n ), we provide the first results on the asymptotically exact probability for k-connectivity with k ≥ 2. Our results also constitute an important milestone in the limited literature on the intersection of random graphs, by providing the first analysis on the asymptotically exact probabilities for the property of minimum vertex degree being at least k, k-edge-connectivity, and kvertex-connectivity. Much work in the broad area of random graphs focuses on a single model with the notion of adjacency requiring only a single condition to be satisfied. Recently, there has been considerable attention on intersecting different random graphs [17] , [18] , [21] , [22] , [29] , [33] , [34] , [37] , [38] . However, there has not been any work reporting result similar to ours on the asymptotically exact probability for any of the three properties above -of course, excluding the trivial case of intersecting an Erdős-Rényi graph with another Erdős-Rényi graph as the resulting intersection is still an Erdős-Rényi graph. Table I -C on the next page gives a more detailed comparison of our work with the literature.
E. Roadmap
We organize the rest of the paper as follows. We present the main results in Section II, together with a discussion and numerical experiments. In Section III, we detail the steps of establishing Theorem 1 through Lemma 2. Afterwards, Section IV reduces proving Lemma 2 to establishing Propositions 1 and 2. Section V provides useful lemmas, which are used to demonstrate Propositions 1 and 2 in Sections VI and VII, respectively. Finally, we conclude the paper in Section VIII.
II. MAIN RESULTS AND DISCUSSION
We introduce the main results in Theorem 1 below. Theorem 1. In graph G on (n; K n , P n , p n ) with P n = Ω(n) and Kn Pn = o(1), let the sequence α n for all n be defined through Fig. 1 . For graph Gon(n; K, P, p), Figure 1 (a) plots the probability of 1-vertex-connectivity versus K, while Figure 1 (b) plots the probability of 2-vertexconnectivity versus K. Both figures use n = 2, 000, P = 10, 000 and p = 0.2, 0.5, 0.8.
Theorem 1 presents asymptotically exact probabilities for three properties in graph G on : the property of minimum vertex degree being at least k, k-vertex connectivity, and k-edgeconnectivity. With p n = 1 for all n, G on (n; K n , P n , p n ) becomes a random key graph G(n, K n , P n ). Therefore, setting p n = 1, Theorem 1 provides asymptotically exact probabilities for all three properties in a random key graph. Furthermore, setting k = 1, we obtain from Theorem 1 the asymptotically exact probabilities of 1-vertex-connectivity, of 1-edge-connectivity, and of minimum vertex degree being at least one (i.e., of absence of isolated vertices) for G on .
The extra conditions P n = Ω(n) and Kn Pn = o(1) are enforced in Theorem 1 merely for technical reasons. Similar conditions appear in several other works on random key graphs; e.g., see [9] , [17] , [32] . In the context of secure WSNs, these conditions are deemed practical as they hold trivially in most implementations. In particular, it is noted [9] , [12] , [29] that the key pool size P n needs to be larger than the number of sensors n, and the number of keys K n per sensor needs to be several orders of magnitude smaller than P n for feasible operation of the WSN.
Our second main result establishes a Poisson convergence result for the number of vertices in G on (n; K n , P n , p n ) with degree k − 1. Let φ h (n; K n , P n , p n ) denote the number of vertices in G on that have degree h, for each h = 0, 1, . . ..
Theorem 2.
In G on (n; K n , P n , p n ) with P n = Ω(n) and Kn Pn = o(1), let the sequence α n be defined through (2) . If
In other words, as n → ∞, φ k−1 (n; K n , P n , p n ) tends to a Poisson distribution with parameter λ.
This result implies part i) of Theorem 1 and tells a little bit more about the topology of G on . With k = 1, it also shows that under suitable conditions, the number of isolated vertices (i.e., number of vertices with no incident edges) converges in distribution to a Poisson random variable. These results are analogs of the celebrated Poisson approximation results for Erdős-Rényi graphs; e.g., see [11, Theorem 3] and [4, Theorem 3.1].
A. Numerical Experiments
To check our analytical results in the non-asymptotic regime, we run simulations and illustrate the numerical results in Figure  1 . In all set of experiments, we fix the number of vertices at n = 2, 000 and the key pool size at P = 10, 000. For the link reliability probability p, we consider p = 0.2, 0.5, 0.8, while varying the parameter K from 3 to 21 in Figure 1 (a) and from 5 to 23 in Figure 1 (b). For each pair (K, p), we generate 1, 000 independent samples of G on (n; K, P, p) and count the number of times that the obtained graphs are k-vertex-connected, kedge-connected, or have minimum vertex degree at least k, where k = 1 in Figure 1 (a) and k = 2 in Figure 1 (b) . Then, the counts divided by 1, 000 give the empirical probabilities for the properties of interest. In all simulations, we observe that the empirical probabilities for all three properties are very close to each other, in accordance with Theorem 1. In Figure 1 (a) (resp. 1 (b)), the curves with legend "simulation" correspond to empirical probabilities that graph G on (n, K, P, p) is 1-vertexconnected (resp. 2-vertex-connected). The curves with legend "analysis" are obtained from our main result Theorem 1 in the following manner. Given n, K, P, p and k (k = 1 in Figure 1 (a) and k = 2 in Figure 1 (b) ), we first determine α from (2); i.e., from the equation
Then, the analytical approximation for the probability of kvertex-connectivity is obtained from e − e −α (k−1)! . We conclude that although our results are asymptotic in nature, they can already provide useful predictions for the probabilities of k-connectivity and 1-connectivity with the number of vertices n being on the order of a thousand.
B. Intuition behind the Main Result
The intuition behind our main results can easily be understood by observing that the left hand side of the scaling condition (2) is in fact the edge probability of the graph G on (n; K n , P n , p n ) as explained below.
Recall that V n = {v 1 , . . . , v n } is the set of vertices. We let E ij (resp., Γ ij and C ij ) denote the event that vertices v i and v j are adjacent in the graph G on (n; K n , P n , p n ) (resp., the random key graph G(n; K n , P n ) and the Erdős-Rényi graph H(n; p n )).
Clearly, E ij takes place if and only if Γ ij and C ij both occurs, and Γ ij means that vertices v i and v j have at least one key in common. Since each vertex independently selects K n keys uniform at random from a pool of P n keys, and we have P n ≥ 2K n for all n sufficient large from the condition
, which we denote by p s ; i.e.,
Then p s is the edge probability of the random key graph G(n; K n , P n ). Given P [C ij ] = p n , P [Γ ij ] = p s , the independence of C ij and Γ ij , and
Therefore, with p e denoting the edge probability of G on (n; K n , P n , p n ), we obtain
With the above in mind, our main results are exact analogs of the "classical" results by Erdős and Rényi [11, Theorems 2 and 3] for Erdős-Rényi graphs. In particular, they have shown [4] that with a sequence α n defined through p n = ln n+(k−1) ln ln n+αn n , the Erdős-Rényi graph H(n; p n ) satisfies
Similar results have been obtained for k-edge-connectivity and minimum vertex degree being at least k. To this end, although Erdős-Rényi graphs and random key graphs are not in general equivalent (e.g., they have vastly different behaviors for clustering coefficient and number of triangles [30] , [31] ), our results indicate that they tend to have analogous behaviors for k-connectivity when they are matched through their edge probabilities. Our results also indicate an analogous k-connectivity behavior between random key graphs with unreliable links and Erdős-Rényi graphs.
III. ESTABLISHING THEOREMS 1 AND 2
We write G on (n; K n , P n , p n ) as G on at some places for simplicity. Also, for clarity, Table II on the next page summarizes several notation that will be used below and their meaning. We will establish Theorems 1 and 2 by proving results on the number of vertices with a certain degree in graph G on . With φ h counting the number of vertices with degree h in G on , h = 0, 1, . . ., we will show that for any ≥ 0, probability P[φ h = ] is asymptotically equivalent to the probability that a Poisson random variable with mean λ h (defined below) takes the value of ; specifically,
where
To prove (5), we will use the method of moments as given by the following lemma taken from [6, Theorem 2.13]. Throughout the paper, for two positive sequences f n and g n , the relation f n ∼ g n means lim n→∞ f n /g n = 1.
Lemma 1 ([6, Theorem 2.13]). Let X n,i (n = 1, 2, . . . and i = 1, 2, . . . , n) be Bernoulli random variables. Define J n as n i=1 X n,i , and Ψ n,m as the m-th binomial moment of J n ; i.e.,
In view of Lemma 1, we introduce the following for graph G on . We let Φ n,h be the number of vertices with degree h in G on . With I n,h,i defined by
which equals the probability that in graph G on there are at least m vertices, each of which has degree h. We have
In graph G on , there are at least m vertices, each of which has degree h.
If Lemma 2 below holds, we substitute (8) into (7) and obtain
which with Lemma 1 gives rise to the desired result (5).
Lemma 2. Given P n ≥ 3K n for all n sufficiently large, K n = ω(1), and (2) with lim n→∞ α n = α ∈ (−∞, +∞), then for any integers m ≥ 1 and h ≥ 0, we have 
Notation
Meaning n number of vertices P n size of the key pool K n number of keys with each vertex G(n; K n , P n ) random key graph p n probability of each edge in G(n; K n , P n ) being reliable to consider graph intersection G on below H(n; p n ) Erdős-Rényi graph G on (n; K n , P n , p n ) or G on G(n; K n , P n ) ∩ H(n; p n ) V n = {v 1 , . . . , v n } the common vertex set of graphs G on (n; K n , P n , p n ), G(n; K n , P n ), and H(n; p n ) S i the key set of vertex v i , constructed by selecting K n keys uniformly at random from the pool of P n keys, for i = 1, 2, . . . , n S * i a specific realization of S i S * ij
i.e., event that vertices v i and v j have at least one key in common (event that vertices v i and v j are adjacent in random key graph G(n; K n , P n )) C ij event that vertices v i and v j are adjacent in Erdős-Rényi graph H(n; p n ) E ij Γ ij ∩ C ij ; i.e., event that vertices v i and v j are adjacent in G on (n; K n , P n , p n ) p s edge probability of random key graph G(n; K n , P n ) (i.e., p s = P [Γ ij ]) p e edge probability of G on (n; K n , P n , p n ) (i.e., p e = p s · p n ) φ h number of vertices with degree h in G on (n; K n , P n , p n ) for h = 0, 1, . . .
the indicator variable of event C ij ; i.e.,
there is an edge between v i and v j in H(n; p n ); 0, if there is no edge between v i and v j in H(n; p n ).
the set of all possible C m ; see (19) 
m is the event that there is no edge between any two of vertices
. . , v n }; and
i.e., M 
an arbitrary vertex in V m (i.e., w is an arbitrary element in {m + 1, m + 2, . . . , n}
the left hand side R.H.S.
the right hand side
where p e is given by (4) (i.e., p e = p n · 1 − We now explain why conditions of Theorem 1 imply Lemma 2's conditions K n = ω(1) and P n ≥ 3K n for all n sufficiently large, respectively. First, as given in [38, Lemma 7] , from P n = Ω(n) and (2) with |α n | = O(1), we obtain K n = Ω( √ ln n) = ω(1); note that lim n→∞ α n = α ∈ (−∞, +∞) implies |α n | = O(1). Second, Kn Pn = o(1) clearly leads to P n ≥ 3K n for all n sufficiently large.
The proof of Lemma 2 starts in Section IV. The key difficulty in establishing this result lies in the calculation of the probability term appearing in (8) and in obtaining efficient bounds for it. This is because, unlike Erdős-Rényi graphs, edge appearances are not independent [30] , [32] in the random key graph G(n; K n , P n ), and hence in G on . In a nutshell, these intricate correlations between the degrees of vertices v 1 , . . . , v m makes the calculation of the aforementioned probability term, and hence establishing our main results, difficult.
We now show Theorems 1 and 2 by Lemma 2 (or (5)).
A. Proving Theorem 1
In graph G on , we let δ be the minimum vertex degree, κ e be the edge connectivity, κ v be the vertex connectivity, respectively. The vertex connectivity of a graph is defined as the minimum number of vertices that need to be deleted to make it disconnected, and edge connectivity is defined similarly for the deletion of edges. Thus, the property of minimum vertex degree being at least k, k-edge-connectivity, k-vertex-connectivity are given by events δ ≥ k, κ e ≥ k and κ v ≥ k, respectively. For any graph, it holds [4] that δ ≥ κ e ≥ κ v . Therefore, we have
and
In [38, Lemma 6] , under P n = Ω(n), Kn Pn = o(1), Equation (2) with |α n | = o(ln ln n) (this clearly holds for Theorem 1 since we have |α n | = O(1) from lim n→∞ α n = α ∈ (−∞, ∞)), we have shown
In view of (9), (10), and (11), Theorem 1 will be completed once we show
i.e., result i) in Theorem 1.
We now demonstrate (12) . Clearly, event (δ ≥ k) is equivalent to event k−1 h=0 (φ h = 0) (i.e., no vertex has a degree falling in {0, 1, . . . , k − 1}). Hence, we obtain
and by the union bound, it holds that
In order to evaluate the bounds obtained (13) and (14), we now use (5) . First, we recall the expression of p e in (4) and calculate λ h specified in (6) . From (2) and (4), we have
Since k does not scale with n, given |α n | = O(1) from lim n→∞ α n = α ∈ (−∞, +∞), we obtain from (15) that
Applying p e ∼ ln n n and (15) to (6), and considering lim n→∞ α n = α ∈ (−∞, +∞), we establish
By (5) and (17), we conclude that as n → ∞,
Finally, (12) follows from (13), (14), and (18) . Hence, as explained before, Theorem 1 is proved.
B. Proving Theorem 2
As given in (17) , it holds that lim n→∞ λ k−1 = e −α (k−1)! , which along with (5) yields 
IV. THE PROOF OF LEMMA 2
To start with, we recall several notation that will be used throughout. V n = {v 1 , . . . , v n } is the vertex set in the three graphs H(n; p n ), G(n; K n , P n ), and G on (n; K n , P n , p n ). Recall that C ij denotes the event that an edge between vertices v i and v j exists in the Erdős-Rényi graph H(n; p n ). Then we set 1[C ij ] as the indicator variable of event C ij by
We denote by C m a m 2 -tuple consisting of all possible 1[C ij ] with 1 ≤ i < j ≤ m as follows:
Recalling S i as the key set on vertex v i , we define a m- 
S i consists of K n keys, selected unifomrly at random from the key pool of
We define
m is the event that there is no edge between any two of vertices v 1 , v 2 , . . . , v m in graph G on ; i.e.,
In graph G on , we define N i as the neighborhood set of vertex v i for i = 1, 2, . . . , m, and define the vertex set M j1j2...jm for all j 1 , j 2 , . . . , j m ∈ {0, 1} by M j1j2...jm := w w ∈ {v m+1 , v m+2 , . . . , v n }; and
. In other words, in graph G on , M j1j2...jm as a subset of {v m+1 , v m+2 , . . . , v n } constrains vertices, each of which is neighboring to vertex v i if j i = 1, and is not neighboring to vertex v i if j i = 0, for i = 1, 2, . . . , m. Clearly, the sets M j1j2...jm for j 1 , j 2 , . . . , j m ∈ {0, 1} are mutually disjoint.
and j1,j2,...,jm∈{0,1}:
We define a 2
Let E be the event that each of v 1 , v 2 , . . . , v m has a degree of h. Given L m ∈ L m , we define M m (L m ) as the set of M m under the condition that E occurs. Then it's straightforward to compute 
2 For a non-negative integer x, the term 0 x is short for 00 . . . 0 "x" number of "0"
, and the term 1 x is short for 11 . . . 1 "x" number of "1"
.
By (26), we further write P[E] as the sum of
From Remark 1 after Lemma 2, we will establish Lemma 2 once proving the following Propositions 1 and 2. In the rest of the paper, we will often use 1 + x ≤ e x for any x ∈ R and 1 − xy ≤ (1 − x) y ≤ 1 − xy + 1 2 x 2 y 2 for 0 ≤ x < 1 and y = 0, 1, 2, . . . (Fact 2 in [38] ). Proposition 1. Given P n ≥ 3K n for all n sufficiently large, (2) with |α n | = O(1), and K n = ω(1), we have
Proposition 2. Given P n ≥ 3K n for all n sufficiently large, (2) with |α n | = O(1), and K n = ω(1), we have
V. USEFUL LEMMAS AND THEIR PROOFS
In proving Propositions 1 and 2, we will use the following Lemmas 3 and 4.
Lemma 3. If P n ≥ 3K n , then for any three distinct vertices v i , v j and v t in graph G on and for any u = 0, 1, . . . , K n , we have
Lemma 4. Under P n ≥ 3K n and any T * m = (S * 1 , S * 2 , . . . , S * m ) ∈ T m (i.e., the key set S i of vertex v i is specified as S * i for i = 1, 2, . . . , m), the following results hold for any vertex v w ∈ V m (i.e., for any w ∈ {m + 1, m + 2, . . . , n}): we have
and for any i = 1, 2, . . . , m, we have
and p e ≤ 2 ln n n for all n sufficiently large.
A. The Proof of Lemma 3
We establish Lemma 3 given
B. The Proof of Lemma 4
Event v w ∈ M 0 m equals m i=1 E wi , where E wi is the event that there exists an edge between vertices v w and v i in G on . Therefore, by a union bound, the left hand side (L.H.S.) of (30) is no less than 1 −
− mp e ; and given Lemma 3, we establish (31) by
0 i−1 ,1,0 m−i equals the intersection of E wi and j∈{1,2,...,m}\{i} E wj , L.H.S. of (32) is at most P[E wi | T m = T * m ] = P[E wi ] = p e ; and given Lemma 3, we obtain (33) by
VI. THE PROOF OF PROPOSITION 1
We embark on the evaluation of (28) by computing For any j 1 , j 2 , . . . , j m ∈ {0, 1}, for any distinct vertices v w1 ∈ V m and v w2 ∈ V m , events (v w1 ∈ M j1j2...jm ) and (v w2 ∈ M j1j2...jm ) are not independent [24] , but are conditionally independent given (T m = T * m ) (with the key sets S 1 , S 2 , . . . , S m specified as S * 1 , S * 2 , . . . , S * m , respectively). Therefore,
for integers ≥ 1 and
To bound (35), we evaluate the right hand side (R.H.S.) of (36). First, from (37) and j1,j2,...,jm∈{0,1}
which holds by (23), we have
≤ n j1,j2,...,jm∈{0,1}:
Second, for any j 1 , j 2 , . . . , j m ∈ {0, 1} with m i=1 j i ≥ 1, there exists t ∈ {0, 1, . . . , m} such that j t = 1, so
where E wt is the event that there exists an edge between vertices v w and v t in graph G on .
Defining Λ by Λ = j1,j2,...,jm∈{0,1}:
we obtain from (38) that
Applying (41)- (44) to (36), we derive
m , there exist i 1 and i 2 with 1 ≤ i 1 < i 2 ≤ m such that vertices v i1 and v i2 are neighbors with each other. Hence,
where we use the union bound and |N i | = h.
m , there exist i 3 and i 4 with
where we also use the union bound and
m , we have
To use (46) in (45), we note np e > 1 for all n sufficient large from (16) , and also note
m , then for all n sufficient large,
Applying (35) and (47) to (28), we get for all n sufficient large,
To bound |M m (L * m )|, note that M m is a 2 mtuple. Among the 2 m elements of the tuple, each of |M j1j2...jm | j1,j2,...,jm∈{0,1}:
is at least 0 and at most h; and the remaining element |M 0 m | can be determined by (38) . The above argument uses for j t = 1 with t ∈ {0, 1, . . . , m} that
Using (49) 
A. Establishing (51)
From (30) and (31) L.H.S. of (53) is denoted by H n,m and evaluated below. For each fixed and sufficiently large n, we consider: a) p n < n −δ (ln n) −1 and b) p n ≥ n −δ (ln n) −1 , where δ is an arbitrary constant with 0 < δ < 1. a) p n < n −δ (ln n)
From p n < n −δ (ln n) −1 , (34) (namely, p e ≤ 2 ln n n ) and |S * ij | ≤ K n for 1 ≤ i < j ≤ m, it holds that 
Since S m is a set of K n keys, selected uniformly at random from a pool of P n keys, denoting m−1 i=1 S * i by v, then we obtain that for u ∈ [max{0, K n + v − P n }, K n ], 
For u / ∈ [max{0, K n + v − P n }, K n ], L.H.S. of (56) 
From ( 1 − K n P n − t
