Optimal control is an important field of study both in theory and in applications. Based on uncertainty theory, an expected value model of uncertain optimal control problem was studied by Zhu. In this paper, an optimistic value model for uncertain optimal control problem is investigated. Applying Bellman's principle of optimality, the principle of optimality for the model is presented. And then the equation of optimality is obtained for the optimistic value model of uncertain optimal control. Finally, a portfolio selection problem is solved by this equation of optimality.
Introduction
Optimal control theory is a branch of modern control theory, and can be traced to the end of the 1630s. Bellman, Pontryagin and Kalman made outstanding contributions for the study of optimal control theory. At the end of 1950s, Bellman created the method of dynamic programming, Pontryagin proposed the maximum principle, and Kalman published Kalman's filtering. Nowadays, optimal control theory has made a remarkable development, and has been widely applied in countless fields such as space technology, system engineering, economics, and medicine.
The complexity of the world makes the control systems we face uncertain in various forms. Among them, randomness is a type of uncertainty. The study of stochastic optimal control initiated in 1960s, especially for finance, such as Merton, 1 Fleming and Rishel. 2 However, subjective uncertainty also brings inherent vagueness to the survey. Besides randomness, fuzziness is also a classical uncertainty. The concept of fuzzy set was initiated by Zadeh Since then, credibility theory has developed very fast and widely, for example, investigations about train timetable problem 7, 8 and train scheduling problem 9, 10 have been presented by applying fuzzy programming methods. And recently, some work has been done in the fuzzy optimal control direction, for instance Refs. 11-14. Nevertheless, lots of human uncertainty behaves neither like randomness nor like fuzziness, such as oil field reserves, bridge strength, and enemy force. In order to deal with these phenomena, an uncertainty theory was founded 6 in 2007 and refined by Liu 15 in 2010 as a branch of axiomatic mathematics for modeling human uncertainty. Uncertain process and canonical process were introduced by Liu 16 as counterparts of stochastic process and Wiener process, respectively. Afterwards, the concept of uncertain differential equation was presented in 2008.
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Based on uncertain differential equation, Zhu 17 proposed the expected value model of uncertain optimal control problem in 2010. Applying dynamic programming method, Zhu 17 gave an equation of optimality as a counterpart of HJB equation, then solved an uncertain portfolio selection problem. Moreover, by the equation of optimality, Yao and Qin 18 proposed an uncertain linear quadratic control model in 2011. In 2012, Xu and Zhu, 19 Kang and Zhu 20 discussed uncertain bangbang optimal control for continuous time system and for multi-stage system, respectively.
Inspired by the preceding work, we make the research on uncertain optimal control in another approach. We consider making use of the optimistic value criterion to optimize the uncertain objective function. In next section, some basic concepts in uncertainty theory are reviewed. In Sec. 3, we establish an optimistic value model of uncertain optimal control problem, and present the principle of optimality based on Bellman's principle of optimality. In Sec. 4, the equation of optimality for the optimistic value model is given. In Sec. 5, we consider a portfolio selection model by using the equation of optimality.
Preliminaries
Let Γ be a nonempty set, and L a σ-algebra over Γ. Each element Λ ∈ L is called an event. An uncertain measure is a set function M defined on the σ-algebra L if it satisfies normality, self-duality, and countable subadditivity axioms. Gao 21 studied some properties of an uncertain measure.
An uncertain variable is a measurable function from an uncertainty space (Γ, L, M) to the set of real numbers. The uncertain variables ξ 1 , ξ 2 , . . . , ξ m are said to be independent if M { 
Definition 1. (Liu 6 ) Let ξ be an uncertain variable, and α ∈ (0, 1]. Then ξ sup (α) = sup {r|M {ξ ≥ r} ≥ α} is called the α-optimistic value to ξ; and ξ inf (α) = inf {r|M {ξ ≤ r} ≥ α} is called the α-pessimistic value to ξ. Example 1. Let ξ be a normal uncertain variable N(e, σ) (σ > 0) with the distribution Φ(x) = 1 + exp 6, 15 ) Assume that ξ is an uncertain variable. Then we have
Theorem 1. (Liu
Definition 2. (Liu 16 ) An uncertain process C t is said to be a canonical process if (i) C 0 = 0 and almost all sample paths are Lipschitz continuous;
(ii) C t has stationary and independent increments; (iii) every increment C s+t − C s is a normal uncertain variable with expected value 0 and variance t 2 . 16 ) Suppose C t is a canonical process, f and g are some given functions. Then
Definition 3. (Liu
is called an uncertain differential equation. A solution is an uncertain process X t that satisfies (1) identically in t.
Note that if X t is an uncertain vector, f and g are vector-value function and matrix-value function, respectively, C t is a multi-dimensional uncertain canonical process, then (1) is a multi-dimensional system of uncertain differential equations. And the existence and uniqueness theorem presented by Chen and Liu 22 still holds for multi-dimension case.
Optimistic Value Model
We cannot regard an uncertain variable as a real function to be optimized. How to rank two different uncertain variables? In fact, there are many approaches 23 to do so but there is not a best one.
We know that expected value is the weighted average of uncertain variables in the sense of uncertain measure. However, in some cases, we need to take other characters of uncertain variables into account. For instance, if test scores appear twolevel differentiation phenomenon, and the difference between higher performance and lower performance is too large, then average grade may not be considered only.
In this case, critical value (optimistic value or pessimistic value) of test scores may be discussed. We may investigate the problem such as that 95% of the test scores achieve how many points above.
Assume that C t = (C t1 , C t2 , . . . , C tk ) τ , where C t1 , C t2 , . . . , C tk are independent canonical processes, and the symbol v τ denotes the transpose of a vector or a matrix v. For any 0 < t < T , and confidence level α ∈ (0, 1), we introduce an optimistic value model of uncertain optimal control problem for multi-dimension case as follows.
where,
All functions mentioned are continuous. We first present the following principle of optimality.
Theorem 2. For any (t, x) ∈ [0, T ) × R n , and ∆t > 0 with t + ∆t < T , we have
where x + ∆X t = X t+∆t .
Proof. We denote the right side of (3) byJ(t, x). For arbitrary u ∈ U , it follows from the definition of J(t, x) that
where u| [t,t+∆t) and u| [t+∆t,T ] are control vector u restricted on [t, t + ∆t) and [t + ∆t, T ], respectively. Since for any ∆t > 0,
we have
Taking the supremum with respect to u| [t+∆t,T ] in (4), we get J(t, x) ≥ J(t, x).
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On the other hand, for all u, we have
≤J(t, x).
Hence, J(t, x) ≤J(t, x), and then J(t, x) =J(t, x). Theorem 2 is proved.
Equation of Optimality
Consider the uncertain optimal control problem (2). Now let us give a fundamental result called equation of optimality in optimistic value model.
where J t (t, x) is the partial derivative of the function J(t, x) in t, ∇ x J(t, x) is the gradient of J(t, x) in x, and · 1 is the 1-norm for vectors, that is,
Proof. By Taylor expansion, we get
where ∇ xx J(t, x) is the Hessian matrix of J(t, x). Substituting Eq. (6) into Eq. (3) yields that
Note that ∆X t = µ(t, x, u)∆t + σ(t, x, u)∆C t . It follows from (7) that
Let a = (a 1 , a 2 , . . . , a k ), B = (b ij ) k×k . Then we have
Because of the independence of C t1 , C t2 , . . . , C tk , we have
It follows from Theorem 4 in the Appendix that for any ε > 0 small enough, we have
[a∆C t + ∆C
By Eq. (8) and Inequality (9), for ∆t > 0, there exists a control u ≡ u ε,∆t such that
Dividing both sides of the above inequality by ∆t, we get
τ σ(t, x, u) 1 as ∆t → 0, where h 1 (ε, ∆t) → 0 and h 2 (∆t) → 0 as ∆t → 0. Letting ∆t → 0, and then ε → 0 results in
On the other hand, by Eq. (8) and Inequality (10), applying the similar method, we can obtain
Combining (11) and (12), we obtain Eq. (5). The theorem is proved. Remark 2. Note that in the case of stochastic optimal control, we cannot obtain the similar conclusion to (5) due to the difficulty of calculating optimistic value of the variables as the form of aξ + bξ 2 , where ξ is a normally distributed random variable, while random normal distribution function has no analytic expression.
Remark 3. Particularly, for one-dimension case, the equation of optimality has a simple form:
A Portfolio Selection Problem
Let us return to one of the classical problems in financial economics of allocating personal wealth among consumption, investment in a single risk asset, and a riskfree security. Under the assumption that the risk asset earns a random return, Merton 1 studied a portfolio selection expected value model by stochastic optimal control, and then Kao 24 generalized Merton's model. We assume that the risk asset earns an uncertain return, this portfolio selection problem may be solved by the optimistic value model of uncertain optimal control. Let X t be the wealth of an investor at time t, the investor allocates a fraction ω of the wealth in a sure asset and remainder in a risky asset. The sure asset produces a rate of return b. The risky asset yields a mean rate of return µ along with a variance of σ 2 per unit time. That is to say, the risky asset earns a return dr t in time interval (t, t + dt), where dr t = µdt + σdC t , and C t is a canonical process. Thus
Let α ∈ (0, 1) be a specified confidence level. Then a portfolio selection problem is provided by
where β > 0 and 0 < λ < 1. Conjecture that J x (t, x) ≥ 0. Then by the equation of optimality (13), we have
where L(ω) represents the term enclosed by the braces. The optimal ω satisfies
Substituting the preceding result into max ω L(ω), we obtain
We conjecture that J(t, x) = kx λ e −βt . Then J t = −kβx λ e −βt , J x = kλx λ−1 e −βt . Substituting them into (15) yields
So we get 
Remark 4. The conclusions obtained here are different from that in the case of expected value model of uncertain optimal control. 17 Here, the optimal fraction and the optimal reward depend on all the parameters β, λ, b, µ and σ. While the conclusions in the case of expected value model 17 depend on the parameters β, λ, b and µ. However, there are still some similar conclusions. Firstly, in both cases, the optimal fraction of investment on sure asset or risk asset is independent of total wealth. Secondly, the optimal reward J(t, x) of both two cases can be expressed as the product of a power function with respect to x and an exponential function with respect to t.
Conclusion
An optimistic value model of uncertain optimal control problem was introduced. The principle of optimality and a fundamental result called equation of optimality was presented for solving the model. Then a portfolio selection problem was solved as an application of the equation of optimality, where the results are different from the existing results for the expected value-based model.
