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eration. In solutions, we ﬁnd another kind of delta shock waves
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which only one state variable contains the Dirac delta function. We
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are proposed to solve the delta shock waves. Furthermore, we show
all of the existence and stability of solutions including the delta
shock waves to reasonable viscous perturbations. The generalized
Rankine–Hugoniot relation is also conﬁrmed. In particular, our the-
ory on the delta shock waves possesses the generality and prac-
ticability which can be conveniently and successfully applied to
those systems investigated by Korchinski (1977), Tan, Zhang and
Zheng (1991), Ercole (2000), Cheng and Yang (2011), etc. And we
also give a simpliﬁed approach to solve a 2-D Riemann problem for
the system studied by Tan and Zhang (1990) for the case 2 J+2 J−
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As is well known, for nonlinear hyperbolic systems of conservation laws, what the most important
feature is that no matter how smooth ﬂux functions, and even in the case of suﬃciently smooth
and small initial data, discontinuities may occur in the solutions. The theory of nonlinear hyperbolic
systems of conservation laws usually assumes the systems to be strictly hyperbolic with genuinely
nonlinear or linear degenerate characteristics. Moreover, general results on the existence of entropy
weak solutions to these systems are established only for initial values with small total variation, see
Glimm [16] and Lax [27]. However, it is recognized that most of the physical systems do not ﬁt into
the standard theory of hyperbolic systems of conservation laws. Since the 70s of 20th century, there
are nonclassical solutions in contrast to Glimm’s and Lax’s results, such as measure solutions, singular
shocks, etc. Especially, the discovery of a new type of nonlinear nonclassical wave, called delta shock
wave, has attracted the mathematicians and physicists’ widespread attention. A delta shock wave is a
generalization of an ordinary shock wave. Informally speaking, it is a kind of discontinuity, on which
at least one of the state variables may develop an extreme concentration in the form of a weighted
Dirac delta function with the discontinuity as its support. It is more compressive than an ordinary
shock wave in the sense that more characteristics enter the discontinuity line. Physically, the delta
shock waves are interpreted as the process of formation of the galaxies in the universe, or the process
of concentration of particles.
Since 1977, Korchinski [25] constructed his Riemann solutions by using generalized delta functions,
people started to explore the existence and uniqueness of nonclassical solutions involving delta func-
tions developing in the state variables. In the past two decades, the research of delta shock waves has
been intensively developed and becomes very active. There are lots of authors who have obtained a
great many excellent achievements with a series of half-baked theory concerning nonclassical solu-
tions for various hyperbolic systems of conservation laws. In their works, all one-dimensional systems
of conservation laws admitting delta shock waves focus on the particular cases of hyperbolic systems
of conservation laws {
ut +
(
F (u, v)
)
x = 0,
vt +
(
G(u, v)
)
x = 0,
(1.1)
and {
vt +
(
G(u, v)
)
x = 0,
(uv)t +
(
H(u, v)
)
x = 0,
(1.2)
where F (u, v), G(u, v), H(u, v) are smooth functions, linear with respect to v; u = u(x, t), v =
v(x, t) ∈ R; x ∈ R . Please make a special attention to the constrained condition that “F (u, v), G(u, v),
H(u, v) are linear with respect to v”.
In what follows, with great passion we present a more detailed review so as to show the generality
and practicability of our theory on the delta shock waves below.
In earlier 1977, Korchinski [25] in his unpublished PhD thesis considered the Riemann problem for
system
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ut +
(
1
2
u2
)
x
= 0,
vt +
(
1
2
uv
)
x
= 0.
(1.3)
Motivated by his numerical results, he constructed the unique Riemann solution and called it over-
compressive singular shock for certain values of initial data. General delta functions were deﬁned and
used ﬁrstly to prove his singular shocks satisfying (1.3) in the sense of distributions.
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⎧⎪⎨
⎪⎩
ut +
(
u2 − v)x = 0,
vt +
(
1
3
u3 − u
)
x
= 0. (1.4)
Based on asymptotic analysis on a viscosity approximation, they found that “the viscosity solution
does not always remain uniformly bounded as ε → 0+ , but instead approach singular distributions
similar to the modiﬁed Dirac delta function”. They introduced the singular shock wave. Then in [24],
by introducing a space of weighted measures with singular shock solutions, they used the Colombeau
theory approach, Dafermos–Diperna regularization and box approximations to construct approximate
solutions. In their papers, however, the notion of a singular shock solution has not been deﬁned,
and it is not clear in which sense the weak limits of the constructed approximate solutions (singular
shocks) satisfy system (1.4).
In 1990, Le Floch [28] established an existence of weak solutions to the Cauchy problem of system
{
ut + f (u)x = 0,
vt +
(
v f ′(u)
)
x = 0
(1.5)
with f ′′(u) > 0. The solution v is typically a bounded measure. They introduced the measure so-
lutions. See also [15] for the notion of multivalued solutions. Joseph [21] considered the Riemann
problem for the special case f (u) = u2/2. By using the explicit formulae of the Riemann solutions
(u, v) to a parabolic regularization system, he constructed the weak limit lim→0(u, v) = (u0, v0)
and deﬁned (u0, v0) as a delta shock wave type solution for certain initial values. Unfortunately, the
deﬁnition of a delta shock solution is ill-posed in his study. Later, Ding and Wang [13] established
the existence and uniqueness of discontinuous solutions to the Cauchy problem by employing the
potential function and Lebesgue–Stieltjes integral.
In 1990, when Tan and Zhang [49] studied the Riemann problem of two-dimensional Burgers-type
equations (see below (8.16), (8.17)), they independently discovered the delta shock wave, and used
it as parts in their solutions for certain initial data. Then, Tan, Zhang and Zheng [50] established the
existence, uniqueness and stability of delta shock waves to some viscous perturbations in the reduced
one-dimensional system
{
ut +
(
u2
)
x = 0,
vt + (uv)x = 0.
(1.6)
For the triangular system
{
ut + f (u)x = 0,
vt +
(
g(u)v
)
x = 0,
(1.7)
which contains the two systems (1.5) with g(u) = f ′(u) and (1.6) with f (u) = u2, g(u) = u as its
examples. With some mild assumptions on f and g , Huang [19] proved the existence and uniqueness
of discontinuous solutions. Ercole [14] obtained a delta shock solution as a limit of smooth solutions
by the vanishing viscosity method. Danilov and Mitrovic [10] described delta shock wave generation
from continuous initial data by using smooth approximations in the weak sense.
In 1998, Sheng and Zhang [46] discussed the Riemann problem for the zero-pressure ﬂow
{
ρt + (ρu)x = 0,
(ρu)t +
(
ρu2
) = 0, (1.8)x
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process of free particles sticking together under collision and the formation of large-scale structures in
the universe [40,1,55]. With viscous vanishing method, they obtained the solutions containing vacuum
and delta shock wave. The Riemann problem for the two-dimensional system was also considered and
two different kinds of structures of solutions were exhibited. Furthermore, Li and Zhang [29] extracted
the generalized Rankine–Hugoniot relation of delta shock wave to describe the relationship among the
location, propagation speed and weight, and they solved the 1-D and 2-D Riemann problems by using
this relation. More details on the studies of zero pressure gas dynamics involving delta shock wave,
please refer to the papers [31,30,5,57].
In 1999, the Riemann problem for a class of coupled systems
{
vt +
(
v f (u)
)
x = 0,
(vu)t +
(
vu f (u)
)
x = 0,
(1.9)
which includes the zero-pressure ﬂow (1.8) as a prototype when f (u) ≡ u, v  0, where v and u are
regarded as the density and velocity variables, respectively, f is smooth and strictly monotone, was
solved completely by Yang [56]. The Riemann solutions exactly include two kinds: delta shock waves
and vacuums. Under the generalized Rankine–Hugoniot relation and entropy condition, all of the ex-
istence, uniqueness, and stability of solutions to viscous perturbations were proved. See also [58] for
the Riemann problem with initial data containing Dirac delta functions.
In 2005, Y. Brenier [2] considered the Riemann problem for the isentropic Chaplygin gas dynamics
system
{
ρt + (ρu)x = 0,
(ρu)t +
(
ρu2 + p)x = 0, (1.10)
where p = −1/ρ is the Chaplygin pressure law. He obtained the solutions with concentration when
initial data belong to a certain domain in phase plane. In [17], Guo, Sheng and Zhang abandoned
this constraint and obtained the general solutions. Furthermore, they systematically studied the 2-D
Riemann problem and delivered some conjectures on the structures of solutions. Especially, Delta
shock waves appear in some cases. As for the 2-D system with a Chaplygin gas, see also [39]. In
addition, Cheng and Yang [6] have extended the results to the relativistic Chaplygin Euler equa-
tions.
As for delta shock waves, there are numerous excellent papers cited therein for related equations
and results. In [3,4], Chen and Liu identiﬁed and analyzed the phenomena of concentration, cavi-
tation and the formation of delta shocks and vacuum states in solutions to the Euler equation for
isentropic and nonisentropic ﬂuids as the pressure vanishes. With split delta functions, Nedeljkov and
Oberguggenberger [35] studied interactions of delta shock waves for a strictly hyperbolic system of
conservation laws from magnetohydrodynamics. This technique was applied to the transport equa-
tions in [45].
We specially mention that, in a series of papers [41,11,12,38,42], etc., Shelkovich et al. developed
the weak asymptotic method for studying the dynamics of propagation and interaction of different
singularities of quasi-linear differential equations and systems of conservation laws. In the framework
of the weak asymptotic method, by integral identities they introduced the deﬁnitions of δ-shock wave
type solutions for two classes of systems of conservation laws (1.1) and (1.2). Furthermore, in [38,42],
they solved the Cauchy problem for a 3× 3 “prolonged system”
⎧⎪⎨
⎪⎩
ut +
(
u2
)
x = 0,
vt + 2(uv)x = 0,
wt + 2
(
v2 + uw) = 0,
(p)x
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1,2, . . .) derivative of the Dirac delta function. The case n = 1 was studied in details. The general-
ized Rankine–Hugoniot conditions for δ- and δ′-shocks were derived, the stability of δ′-shocks to the
parabolic approximation of system (p) was established, the validity and naturalness of the deﬁni-
tions of δ- and δ′-shock wave were discussed, the corresponding Riemann problem was also solved
completely. It is very interesting for the type of δ′-shock solution of system (p) in which its second
component v may contain Dirac measures, the third component w may contain a linear combination
of Dirac measures and their derivatives, while the ﬁrst component u of the solution has bounded
variation. It is also noticed that the third equation in (p) is nonlinear for v and at the same time the
component v of the solution contains the Dirac delta function.
However, from the above discussions, one can observe the facts that the investigations on delta
shock waves have mostly been focused on the case that only one state variable develops the Dirac
delta function and the others have bounded variations; the constrained condition that “F (u, v),
G(u, v), H(u, v) are linear with respect to v” in the 2× 2 systems may not be dropped down; theory of
delta shock waves in the framework of the weak asymptotic method is too diﬃcult to be conveniently
applied in practice by the hydrodynamicists and engineers due to the lack of recondite mathematical
foundation. The researchers have been puzzled and confused by these questions corresponding to the
facts above for nearly 35 years.
In the present paper, our goal is to attack the three questions above. For this purpose, in advance
we abandon the constrain that “F (u, v), G(u, v) are linear with respect to v” in (1.1) to consider the
system
{
ut + (φu)x = 0,
vt + (φv)x = 0, (1.11)
where φ = φ(r) is a given smooth function of r = au+bv satisfying a2+b2 = 0, a and b are constants.
For the system (1.11) with general case φ = φ(u, v), Liu and Wang [32] proved the existence of global
solutions and clariﬁed some of the behaviors of solutions to the Cauchy problem. Moreover, this
system can also model the propagation of forward longitudinal and transverse waves in a stretched
elastic string which moves in a plane. It belongs to the Temple class [52,51], i.e., the shock curves
coincide with the rarefaction curves in phase plane. Keyﬁtz and Kranzer [22] studied system (1.11)
with φ = φ(u, v) being a general function of u and v . Their major contribution is to extend the
theory of strictly hyperbolic conservation laws to the non-strictly hyperbolic cases and proved the
existence of a weak solution to the Riemann problem. They also took the elastic string equations as a
typical example, in which φ = φ(r) = 1+ δ(r − 1)2/r with r2 = u2 + v2. However, their topics did not
mention the delta shock waves.
We are concerned with the Riemann problem for system (1.11) with initial data
(u, v)(0, x) =
{
(u−, v−), x < 0,
(u+, v+), x > 0.
(1.12)
Firstly, by the analysis on the phase plane, we construct ﬁve kinds of Riemann solutions with the
classical waves consisting of rarefaction waves, shocks and contact discontinuities for the cases r− < 0
and r− > 0, r+ > 0, respectively, where r± = au± + bv± .
Secondly, for the case r−  0 r+ , with the help of characteristic analysis, we prove that the delta
shock waves appear in solutions by calculating the total quantities of u, v and r = au + bv on the
discontinuity line, respectively. This method was successfully used in [50,46]. A distinctive feature for
this delta shock solution is that the Dirac delta functions develop in both state variables u and v
simultaneously. It is quite different from the previous ones on which only one state variable contains
the Dirac delta function. It is also strictly proved to satisfy the system in the sense of distributions.
Thus we obtain constructively the existence and uniqueness of the delta shock solutions for Riemann
problem (1.11), (1.12).
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we extracted the generalized Rankine–Hugoniot relation to describe the relationship among the loca-
tion and propagation speed of the discontinuity, rate of change of its weights (resp. strengths) and
reassignment of u and v on its discontinuity. By using Vol’pert’s product [54], we arrange the func-
tion φ = φ(r) of u and v to take certain values on this discontinuity line so that we can overcome
the diﬃculty of multiplication, that is we can multiply a Dirac delta function by a discontinuous func-
tion in both equations to be deﬁned in the sense of distributions. For the similar way, please refer to
[28,50,46,29,31,57,56,17,6] and cited therein. We emphasize that, instead of assignment of only one
component with a bounded variation in their studies, we develop the techniques for our reassignment
of a function or combination of both components containing delta measures in the present problem.
Here we point out that we do not need to use the more complicated Colombeau-type generalized
functions and solution concepts deﬁned in [36,37] and as stated above in the study of Shelkovich
et al. Furthermore, this generalized Rankine–Hugoniot relation applied in particular to the Riemann
problem (1.11), (1.12) can simply and conveniently solve the delta shock wave. The entropy condition,
which shows the delta shock wave is overcompressive in the sense that four characteristics from both
sides enter the discontinuity line, is also supplemented to guarantee uniqueness.
Fourthly, in order to study the stability of the obtained delta shock wave, we consider the corre-
sponding Riemann problem for the following viscous system
{
ut + (φu)x = εtuxx,
vt + (φv)x = εtvxx. (1.13)
This limiting viscosity approach was ﬁrst introduced by [53] and [8] to solve the Riemann problem
for a class of hyperbolic systems of conservation laws. Then this approach has been applied to the
various systems [9,47,48,18,50,46,14,31,5], etc. In our research, we successfully apply it to getting
our desires with a wonderful ﬂavor. We ﬁrstly prove that the viscosity regularized problem (1.13),
(1.12) possesses a smooth self-similar solution (uε(ξ), vε(ξ)) (ξ = x/t) for every ε > 0. Then we show
rigorously that our delta shock solutions of (1.11), (1.12) are weak star limits of (uε(ξ), vε(ξ)) as
ε → 0+ . From the resulting solution, it is well observed that r(x, t) = au(x, t) + bv(x, t) is always a
bounded monotone function of ξ = xt , while u(x, t) and v(x, t) may be unbounded along the ray x =
τ0t simultaneously. Especially, when r−  0 r+ , both u(x, t) and v(x, t) are a sum of step function
and a Dirac δ-function matching respective strengths with the discontinuity line x = σ t = (r+φ(r+) −
r−φ(r−))t/(r+ − r−) as their support. At the same time, the function r(ξ) is a step function, u(x, t)
and v(x, t) are required to take certain values satisfying φ(r(σ )) = σ on x = σ t , so that (1.11) holds in
the sense of distributions. These facts show that the delta shock solutions constructed in Section 3 are
stable to the reasonable viscous perturbations (1.13), and conﬁrm the generalized Rankine–Hugoniot
relation (4.2)–(4.3) proposed in Section 4.
Fifthly, we emphasize that our theory on the delta shock waves possesses the generality and
practicability which is more wieldy by the hydrodynamicists and engineers. To do so, we apply the
generalized Rankine–Hugoniot relation to these systems investigated by Korchinski [25] (1977), Tan,
Zhang and Zheng [50] (1991), Ercole [14] (2000), Cheng and Yang [7] (2011), etc., to resolve the delta
shock waves successfully. What a wonderful and simple way it is. Furthermore, we present a simpli-
ﬁed approach to solve a 2-D Riemann problem for the system studied by Tan and Zhang [49] (1990)
for the case 2 J+2 J− and obtain the explicit formulae of the delta shock waves under two dimensions,
we also clarify the properties including the locations, strengths and propagation speeds of these delta
shock waves which are vague in their solution. All these results are completely consistent with that
in [25,50,14,7,49]. Our results can be also applied to other 1-D and 2-D systems. Thus we have got
some solutions to the above-mentioned three questions. This is a well starting point for investigation
of delta shock waves in general hyperbolic systems of conservation laws.
Finally, by employing the second-order non-oscillatory central scheme [20], we simulate the delta
shock waves for the different cases of a, b. The numerical results are completely coincident with the
theoretical analysis.
Recently, we learn that in nonlinear chromatography, Mazzotti et al. [33,34] predicted theoretically
the occurrence of such a kind of delta shock wave and provided the detailed experimental evidence.
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as described by the nonlinear chromatography. Cheng and Yang [7] obtained this kind of delta shock
wave by solving the Riemann problem for a special chromatography equations. These just provide one
physical explanation and evidence for this type of delta shock wave.
In addition, we also learn that in [43], Shelkovich studied the system of nonlinear chromatography
equations
(
u j + a ju j
1+∑ns=1 us
)
t
+ (u j)x = 0, u j  0, j = 1,2, . . . ,n, x 0, t  0, (1.14)
where a j is a constant, j = 1,2, . . . ,n. He introduced a deﬁnition of δ-shock wave and derived the
Rankine–Hugoniot conditions. This type δ-shock solution developing in a special chromatography
equations was found in [7]. In his another paper [44], a class of systems of conservation laws
(u j)t +
(
u j f j(μ1u1 + · · · + μnun)
)
x = 0, x ∈ R, t  0, (1.15)
admitting δ-shocks was studied, where f j(·) is a smooth function, μ j is a constant, j = 1,2, . . . ,n.
Here any component u j can contain the Dirac delta function. Both the two papers are excellent which
contribute the important solutions towards two of the previously mentioned three questions. How-
ever, in their papers, the deﬁnitions of delta shock waves were all given by integral identities in the
framework of the weak asymptotic method. It involves not only many algebraic aspects, but also the
notion of a weak asymptotic solution which is one of the most important in this method. It is a
very diﬃcult technique for the hydrodynamicists and engineers how to construct a weak asymptotic
solution to the Cauchy problem of systems under consideration in the form of the sum of the singu-
lar ansatz regularized with respect to singularities and corrections. Although the system (1.11) in the
present paper also belongs to this class ones, our method is more preferable and practical for solving
the type of delta shock wave, which shows that the weak asymptotics method is not only one to solve
some problems related to this type δ-shocks.
The plan of this paper is as follows. In Section 2, we present some preliminary knowledge and con-
struct Riemann solutions. Section 3 veriﬁes that delta shock waves appear in the situation r−  0 r+ .
And the delta shock solutions are proved to satisfy system (1.11) in the sense of distributions. Then,
in Section 4, we propose the generalized Rankine–Hugoniot relation and entropy condition. In Sec-
tion 5, we show the existence of smooth solutions to the viscosity regularized problem (1.13), (1.12).
In Sections 6–7, we establish the limit solutions of (1.11), (1.12). Section 8 gives some applications
in systems of conservation laws, including solving a 2-D Riemann problem. Finally, the numerical
simulations for the delta shock waves are presented in Section 9.
2. Classical elementary waves and Riemann solutions
We consider the Riemann problem (1.11), (1.12). The characteristic roots and corresponding right
characteristic vectors of system (1.11) are
λ1 = φ, r1 = (b,−a)T ,
λ2 = φ + rφr, r2 = (u, v)T ,
satisfying
∇λ1 · r1 ≡ 0, ∇λ2 · r2 = r(rφ)rr, (2.1)
where the subscript r denotes the derivative with respect to r. Thus system (1.11) is non-strictly
hyperbolic and the set of umbilical points, on which the strictly hyperbolicity fails, is Σ =
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ear if r(rφ)rr = 0 and linearly degenerate if r(rφ)rr = 0.
In this paper, we assume
φr > 0, (rφ)rr > 0, φ(0) = 0. (2.2)
Then both λ1 and λ2 are monotone and strictly increasing with respect to r.
Since both (1.11) and (1.12) are invariant under the transformation (x, t) 
→ (αx,αt) (α > 0), the
solution must be a function of the single variable ξ = x/t . Then system (1.11) becomes
{−ξuξ + (φu)ξ = 0,
−ξ vξ + (φv)ξ = 0, (2.3)
and the initial condition (1.12) changes into the boundary condition
(u, v)(±∞) = (u±, v±), (2.4)
which is a two-point boundary value problem of ﬁrst-order ordinary differential equations with the
boundary value in the inﬁnity.
For smooth solutions, (1.11) satisﬁes
(−ξ + φ + auφr buφr
avφr −ξ + φ + bvφr
)(
du
dv
)
= 0, (2.5)
which provides either constant state
(u, v) = const, (2.6)
or singular solution, which is a wave of the ﬁrst characteristic family,
{
ξ = φ,
adu + b dv = 0, (2.7)
or rarefaction wave, which is a wave of the second characteristic family,
{
ξ = φ + rφr,
v du − u dv = 0. (2.8)
Integrating (2.7), we can get
{
ξ = φ,
au + bv = au− + bv−, (2.9)
which is indeed a constant discontinuity. We also integrate (2.8) and take the requirement λ2(r−) <
λ2(r) into account to obtain
R:
⎧⎨
⎩
ξ = φ + rφr,
u
v
= u−
v
, r− < r. (2.10)−
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In particular, we call it a backward rarefaction wave symbolized by
←−
R when r− < r < 0, and a forward
rarefaction wave symbolized by
−→
R when 0 < r− < r. From (2.10), we know that all possible states
which can be connect to (u−, v−) on the right by a rarefaction wave must be located on the curve
R(u−, v−): u/v = u−/v−(r− < r) in the (u, v)-plane, see Figs. 1–2.
For a bounded discontinuity at ξ = σ , the Rankine–Hugoniot condition
{−σ [u] + [φu] = 0,
−σ [v] + [φv] = 0 (2.11)
holds, where [p] = p− − p+ denotes the jump of p across the discontinuity. By solving (2.11), we
obtain contact discontinuity, which is a wave of the ﬁrst characteristic family,
J : ξ = φ(r−) = φ(r+) (r− = r+), (2.12)
and shock wave, which is a wave of the second characteristic family,
S:
⎧⎪⎪⎨
⎪⎪⎩
ξ = σ = r+φ(r+) − r−φ(r−)
r+ − r− ,
u+
v+
= u−
v−
.
(2.13)
The stability condition (entropy condition) for shocks can be deﬁned as “three incoming, one outgo-
ing”, that is, three of the characteristic lines on both side of shocks, two λ2 and one λ1 are incoming
with respect to the shocks, while the remaining one λ1 is outgoing. The stability condition implies
that
0< r < r−, (2.14)
or
r < r− < 0. (2.15)
5960 H. Yang, Y. Zhang / J. Differential Equations 252 (2012) 5951–5993Fig. 3. Characteristic analysis of the delta shock wave.
In particular, we call it a backward shock symbolized by
←−
S when r < r− < 0, and a forward shock
symbolized by
−→
S when 0< r < r− . As before, the state (u, v) located on the curve J (u−, v−): r− = r+
in the (u, v)-plane can be connected to (u−, v−) on the right by a contact discontinuity, and the states
(u, v) located on the curve S(u−, v−): u/v = u−/v− (r < r− < 0 or 0 < r < r−) in the (u, v)-plane
can be connected to (u−, v−) on the right by a shock.
Using these classical waves, one can construct the solutions of (1.11), (1.12) by the analysis method
in phase plane. From (2.10), (2.12) and (2.13), it is clear that when au− + bv− = au+ + bv+ or
u−/v− = u+/v+ , the Riemann solutions contain a single classical wave. For the other cases, we can
construct the solutions for ab > 0 as follows:
(1) r− < 0. There are three subcases shown in Fig. 1:
(a) when r+ < r− < 0, the solution is
←−
S + J ;
(b) when r− < r+  0, the solution is
←−
R + J ;
(c) when r− < 0< r+ , the solution is
←−
R + −→R .
(2) r− > 0, r+ > 0. There are two subcases shown in Fig. 2:
(d) when r+ > r−  0, the solution is J + −→R ;
(e) when r− > r+ > 0, the solution is J + −→S .
Similarly, we can get the Riemann solutions when ab < 0, and the solutions are the same as those
for ab > 0.
3. Delta shock solutions
In this section, for the case r−  0 r+ , we prove that the delta shock wave appears and this delta
shock solution satisﬁes system (1.11) in the sense of distributions.
On the one hand, when r−  0  r+ , as shown in Fig. 3, all characteristic lines of four families
from initial data will overlap in the domain Ω = {(x, t) | λ1(r+)t  x λ1(r−)t, t > 0}. It means that
the singularity of solution must develop in the domain Ω . At this moment, the Riemann solution
cannot be constructed by using the classical waves. Motivated by [49,50,29,57], etc., we can use the
delta shock wave to construct the solution.
On the other hand, let us calculate the total quantities of u, v and au + bv between −→S and J , and
discuss these corresponding limits, respectively, so as to explain the reason of occurrence of the delta
shock wave again.
For the boundary case r− > 0 = r+ , let us consider the limit of solution (u, v)(ξ) when u− , v−
and u+ are ﬁxed, au− + bv− > 0 and au+ + bv+ → 0+ . When r− > r+ > 0, the solution is J + −→S
shown in Fig. 4. The intermediate state (∗) determined by the intersection point of J (−) and S(+)
satisﬁes
au∗ + bv∗ = au− + bv−, u∗
v
= u+
v
,
∗ +
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which yield
u∗ = au− + bv−
au+ + bv+ u+, v∗ =
au− + bv−
au+ + bv+ v+.
Therefore
lim
au++bv+→0+
u∗ = ∞, lim
au++bv+→0+
v∗ = ∞. (3.1)
At this time, we have (r+φ(r+) − r∗φ(r∗))/(r+ − r∗) → φ(r−), here r∗ = au∗ + bv∗ , that is, the
propagation speed of shock wave
−→
S tends to that of contact discontinuity J , which implies
−→
S and J
coincide to form a new type of nonlinear hyperbolic wave. Now let us calculate the total quantities of
u, v and au + bv between −→S and J as au− + bv− > 0 and au+ + bv+ → 0+ . From the ﬁrst equation
of (2.3), it follows
0=
ξ= r+φ(r+)−r−φ(r−)r+−r− +0∫
ξ=φ(r−)−0
−ξ du + d(uφ(r))
= −(ξu)|ξ=
r+φ(r+)−r−φ(r−)
r+−r− +0
ξ=φ(r−)−0 +
ξ= r+φ(r+)−r−φ(r−)r+−r− +0∫
ξ=φ(r−)−0
u dξ + (uφ(r))
∣∣∣∣∣
ξ= r+φ(r+)−r−φ(r−)r+−r− +0
ξ=φ(r−)−0
,
which gives that if u+ = 0
lim
au++bv+→0+
ξ= r+φ(r+)−r−φ(r−)r+−r− +0∫
ξ=φ(r−)−0
u(ξ)dξ =
φ(r−)+0∫
φ(r−)−0
u(ξ)dξ = φ(r−)u+ = 0. (3.2)
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lim
au++bv+→0+
ξ= r+φ(r+)−r−φ(r−)r+−r− +0∫
ξ=φ(r−)−0
v(ξ)dξ =
φ(r−)+0∫
φ(r−)−0
v(ξ)dξ = φ(r−)v+ = 0. (3.3)
And one can calculate
lim
au++bv+→0+
ξ= r+φ(r+)−r−φ(r−)r+−r− +0∫
ξ=φ(r−)−0
(au + bv)(ξ)dξ =
φ(r−)+0∫
φ(r−)−0
(au + bv)(ξ)dξ
=
φ(r−)+0∫
φ(r−)−0
au(ξ)dξ +
φ(r−)+0∫
φ(r−)−0
bv(ξ)dξ
= φ(r−)(au+ + bv+) ≡ 0. (3.4)
The equalities (3.2) and (3.3) show that u(ξ) and v(ξ) possess the same singularity as a weighed
Dirac delta function at ξ = φ(r−) while (3.4) implies that au + bv has a bounded variation. We call
such a kind of nonlinear hyperbolic wave of (1.11) a delta shock wave. In this case, the inequality
λ2(r+) = λ1(r+) < σ = φ(r−) = λ1(r−) < λ2(r−) (3.5)
is valid, where σ = φ(r−) is the propagation speed of the delta shock wave. It means none of the four
characteristic lines on both side of the delta shock is outgoing.
For the other boundary case r− = 0> r+ , by analyzing the limit of solution (u, v)(ξ) when u+, v+
and u− are ﬁxed, au+ + bv+ < 0 and au− + bv− → 0− , we similarly have a delta shock wave with
σ+0∫
σ−0
u(ξ)dξ = −φ(r+)u−,
σ+0∫
σ−0
v(ξ)dξ = −φ(r+)v−, (3.6)
σ+0∫
σ−0
(au + bv)(ξ)dξ = −φ(r+)(au− + bv−) ≡ 0, (3.7)
and
λ2(r+) < λ1(r+) = σ = φ(r+) < λ1(r−) = λ2(r−). (3.8)
For the case r− > 0 > r+ , we suggest that the solution of the Riemann problem is also a delta
shock wave deﬁned by the speed σ = (r+φ(r+) − r−φ(r−))/(r+ − r−) satisfying
λ2(r+) < λ1(r+) < σ < λ1(r−) < λ2(r−). (3.9)
And if u+v− − u−v+ = 0, it follows that
H. Yang, Y. Zhang / J. Differential Equations 252 (2012) 5951–5993 5963σ+0∫
σ−0
u(ξ)dξ = −σ(u− − u+) +
(
u−φ(r−) − u+φ(r+)
)
= − r+φ(r+) − r−φ(r−)
r+ − r− (u− − u+) +
(
u−φ(r−) − u+φ(r+)
)
= bφ(r+) − φ(r−)
r+ − r− (u+v− − u−v+) = 0, (3.10)
σ+0∫
σ−0
v(ξ)dξ = −σ(v− − v+) +
(
v−φ(r−) − v+φ(r+)
)
= − r+φ(r+) − r−φ(r−)
r+ − r− (v− − v+) +
(
v−φ(r−) − v+φ(r+)
)
= −aφ(r+) − φ(r−)
r+ − r− (u+v− − u−v+) = 0, (3.11)
and
σ+0∫
σ−0
(au + bv)(ξ)dξ =
σ+0∫
σ−0
au(ξ)dξ +
σ+0∫
σ−0
bv(ξ)dξ ≡ 0. (3.12)
Therefore, for the case r−  0 r+ , we can obtain constructively the Riemann solutions by using
a delta shock wave, which is a discontinuity at ξ = σ and satisﬁes
σ = r+φ(r+) − r−φ(r−)
r+ − r− , (3.13)
and
λ2(r+) λ1(r+) σ  λ1(r−) λ2(r−). (3.14)
Next, we proceed to show this delta shock solution constructed above is a solution of (1.11) in the
sense of distributions for suitable choice of the weight w of the weighted delta function.
To do so, a two-dimensional weighted delta function w(t)δS supported on a smooth curve S =
{(x(s), t(s)): a < s < b} can be deﬁned by
〈
w(·)δs,ψ(·,·)
〉=
b∫
a
w
(
t(s)
)
ψ
(
x(s), t(s)
)√
x′(s)2 + t′(s)2 ds (3.15)
for any ψ ∈ C∞0 ((−∞,+∞) × [0,∞)).
With this deﬁnition, we choose the solutions u and v in delta shock wave to be
u = u0(x, t) + bw(t)δS , v = v0(x, t) − aw(t)δS , (3.16)
where S = {(σ t, t): 0 t < ∞},
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σ = r+φ(r+) − r−φ(r−)
r+ − r− ,
w(t) = t√
1+ σ 2 ·
φ(r+) − φ(r−)
r+ − r− (u+v− − u−v+),
in which H(x) is the Heaviside function that is 0 when x < 0 and 1 when x > 0, δ(x) is the delta
function.
Moreover, from (3.12) it can be observed that r = au + bv has a bounded variation, so we arrange
φ(r) on the discontinuous line x = σ t as
φ(r)|x=σ t = σ . (3.17)
Then we can multiply a delta function by a discontinuous function in a similar way to that in [50,46,
56,17,6], etc. Now, we give the deﬁnition of solutions to system (1.11) in the sense of distributions as
follows.
Deﬁnition 3.1. A pair (u, v) is called a delta shock wave type solution of (1.11) in the sense of dis-
tributions if there exit a smooth curve S and a weight w such that u and v are represented in the
following form
u = U (x, t) + bwδS , v = V (x, t) − awδS , (3.18)
U , V ∈ L∞ (R × (0,∞); R), w ∈ C1(S), φ(r)|S = σ , σ is the tangential derivative of curve S , and it
satisﬁes
〈u,ϕt〉 + 〈φu,ϕx〉 = 0,
〈v,ϕt〉 + 〈φv,ϕx〉 = 0 (3.19)
for all test functions ϕ ∈ C∞0 ((−∞,+∞) × [0,∞)), where
〈u,ϕ〉 =
+∞∫
0
+∞∫
−∞
Uϕ dxdt + 〈bwδS ,ϕ〉,
〈φu,ϕ〉 =
+∞∫
0
+∞∫
−∞
φ(aU + bV )Uϕ dxdt + 〈σbwδS ,ϕ〉,
and v has the similar integral identities as above.
Remark. The deﬁnition of a delta shock wave type solution can be introduced in the sense of mea-
sures as that in [46,29,56,3,4] along with φ(au + bv) being measurable with respect to u and v at
almost all t  0. However, the deﬁnition in the distribution sense is more common and comprehen-
sible for a generalized solution of systems under consideration. Besides, from (3.10), (3.11) as well as
Deﬁnition 3.1 and (3.16), (3.17), one can ﬁnd that the factor 1√
1+σ 2 arising in the line integrals is a
part of the weights, but it has no contribution to the strengths of delta shock waves, see also (7.11)
and (7.17) below.
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Proof. For any test function ϕ ∈ C∞0 ((−∞,+∞) × [0,∞)), we have
〈u,ϕt〉 + 〈φu,ϕx〉
=
+∞∫
0
+∞∫
−∞
(
ϕt + φ(au0 + bv0)ϕx
)
u0 dxdt +
+∞∫
0
bw(t)
(
ϕt(σ t, t) + σϕx(σ t, t)
)√
1+ σ 2 dt
=
+∞∫
0
σ t∫
−∞
(
ϕt + φ(au− + bv−)ϕx
)
u− dxdt +
+∞∫
0
+∞∫
σ t
(
ϕt + φ(au+ + bv+)ϕx
)
u+ dxdt
+
+∞∫
0
bw(t)
(
ϕt(t,σ t) + σϕx(t,σ t)
)√
1+ σ 2 dt
=
+∞∫
0
(
−(u− − u+)σ + u−φ(au− + bv−) − u+φ(au+ + bv+) − b
√
1+ σ 2 dw(t)
dt
)
ϕ dt
= 0,
which implies the ﬁrst equation of (3.19). In a completely similar way, the second equation of (3.19)
can be obtained. The proof is completed. 
4. Generalized Rankine–Hugoniot relation for delta shock waves
In this section, we will clarify the generalized Rankine–Hugoniot relation and entropy condition
for the delta shock waves, and then apply them to solving the Riemann problem (1.11), (1.12) for the
cases r−  0 r+ again.
Let us seek a solution of (1.11) in the following form
(u, v)(t, x) =
⎧⎨
⎩
(u1, v1)(t, x), x < x(t),
(bw(t),−aw(t))δ(x− x(t)), x = x(t),
(u2, v2)(t, x), x > x(t),
(4.1)
where (u1, v1)(t, x) and (u2, v2)(t, x) are piecewise smooth solutions of (1.11), x(t) ∈ C1 and δ(·) is
the standard Dirac measure. If (4.1) satisﬁes the relation
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
dx
dt
= σ ,
b
d
√
1+ σ 2w(t)
dt
= −σ [u] + [uφ(r)],
−ad
√
1+ σ 2w(t)
dt
= −σ [v] + [vφ(r)],
(4.2)
and
φ(r)|x=x(t) = σ , (4.3)
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is a generalized solution of (1.11) in the sense of distributions.
As a matter of fact, if (4.2) and (4.3) hold, for any test function ϕ ∈ C∞0 ((−∞,+∞) × [0,∞)),
using Green’s formulation and integrating by parts, we calculate
I = 〈u,ϕt〉 + 〈φu,ϕx〉
=
+∞∫
0
x(t)∫
−∞
(
ϕt + φ(au1 + bv1)ϕx
)
u1 dxdt +
+∞∫
0
+∞∫
x(t)
(
ϕt + φ(au2 + bv2)ϕx
)
u2 dxdt
+
+∞∫
0
(
ϕt
(
t, x(t)
)+ σϕx(t, x(t)))b√1+ σ 2w(t)dt
=
∮
u1φ(au1 + bv1)ϕ dt − u1ϕ dx−
∮
u2φ(au2 + bv2)ϕ dt − u2ϕ dx
−
+∞∫
0
b
d
√
1+ σ 2w(t)
dt
ϕ dt
=
+∞∫
0
(
φ(au1 + bv1) − σ
)
u1ϕ dt −
+∞∫
0
(
φ(au2 + bv2) − σ
)
u2ϕ dt −
+∞∫
0
b
d
√
1+ σ 2w(t)
dt
ϕ dt
=
+∞∫
0
(
−σ [u] + [uφ(au + bv)]− bd
√
1+ σ 2w(t)
dt
)
ϕ dt
= 0,
which shows the ﬁrst equation of (3.19). Setting v instead of u in the preceding proof of I , one
immediately get the second equation of (3.19). This claim is veriﬁed.
Relation (4.2)–(4.3) is called the generalized Rankine–Hugoniot relation. It describes the exact
relationship among the location, propagation speed, weight and reassignment of au + bv on the dis-
continuity.
To guarantee uniqueness, the discontinuity satisﬁes
λ2(r1) λ1(r1) σ  λ1(r2) λ2(r2), (4.4)
called the entropy condition which means that all the four characteristic lines on both sides of the
discontinuity are not outgoing.
A discontinuity satisfying (4.2)–(4.3) and (4.4) is called a delta shock wave for the system (1.11),
symbolized by δ.
In what follows, the generalized Rankine–Hugoniot relation will be applied in particular to the
Riemann problem (1.11), (1.12) for the case r−  0  r+ . At this moment, the Riemann problem is
quite simple. It is reduced to solving the system of ordinary differential equations (4.2)–(4.3) with
initial data
t = 0: x(0) = 0, w(0) = 0. (4.5)
By a simple calculation, one can obtain that
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⎪⎪⎪⎪⎪⎪⎩
σ = r+φ(r+) − r−φ(r−)
r+ − r− ,
x = σ t,
w(t) = 1√
1+ σ 2 ·
φ(r+) − φ(r−)
r+ − r− (u+v− − u−v+)t,
φ(r)|x=σ t = σ .
(4.6)
Because r−  0 r+ , we have
λ2(r−) λ1(r−) σ  λ1(r+) λ2(r+), (4.7)
which means the entropy condition (4.4) is valid. All the results are completely coincident with those
in Section 3.
5. Existence of solutions for viscous problem (5.1), (5.2)
In this section, we consider the existence of solutions of (1.13), (1.12). Performing the self-similar
transformation ξ = x/t , it follows that
{−ξuξ + (φ(r)u)ξ = εuξξ ,
−ξ vξ +
(
φ(r)v
)
ξ
= εvξξ ,
(5.1)
and
(u, v)(±∞) = (u±, v±), (5.2)
which are equivalent to
{−ξrξ + (φ(r)r)ξ = εrξξ ,
−ξuξ +
(
φ(r)u
)
ξ
= εuξξ ,
(5.3)
and
(r,u)(±∞) = (r±,u±), (5.4)
or
{−ξrξ + (φ(r)r)ξ = εrξξ ,
−ξ vξ +
(
φ(r)v
)
ξ
= εvξξ ,
(5.5)
and
(r, v)(±∞) = (r±, v±). (5.6)
These are all two-point boundary value problems of high-order ordinary differential equations with
the boundary value in the inﬁnity.
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r− > r+, (5.7)
because our focus is delta shock waves, the most interesting topic.
For (5.1), (5.2), we have the following main result of existence.
Theorem 5.1. There exists a smooth solution
(u, v) ∈ C2(−∞,+∞) × C2(−∞,+∞)
for the boundary value problem (5.1), (5.2).
To prove this theorem, we consider the following two-parameter family of boundary value prob-
lems
{−ξuξ + μ(φ(r)u)ξ = εuξξ ,
−ξ vξ + μ
(
φ(r)v
)
ξ
= εvξξ ,
(5.8)
and
(u, v)(±L) = (μu±,μv±) (5.9)
with μ ∈ [0,1] and L  1. (5.8), (5.9) are equivalent to
{−ξrξ + μ(φ(r)r)ξ = εrξξ ,
−ξuξ + μ
(
φ(r)u
)
ξ
= εuξξ ,
(5.10)
and
(r,u)(±L) = (μr±,μu±), (5.11)
or
{−ξrξ + μ(φ(r)r)ξ = εrξξ ,
−ξ vξ + μ
(
φ(r)v
)
ξ
= εvξξ ,
(5.12)
and
(r, v)(±L) = (μr±,μv±). (5.13)
When μ = 1 and L → +∞, (5.8)–(5.13) are reduced to (5.1)–(5.6).
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Theorem 5.2. Suppose that there is a constant M, depending at most on u+,u−, v+, v−, ε (and thus inde-
pendent of μ and L), such that every possible solution of (5.8), (5.9) satisﬁes
sup
ξ∈(−L,+L)
(∣∣u(ξ)∣∣+ ∣∣v(ξ)∣∣)< M. (5.14)
Then there exist solutions of (5.1), (5.2).
Thus it is suﬃcient to establish the estimate (5.14). To accomplish this, we have
Lemma 5.3. Let (r(ξ),u(ξ)) be a solution of (5.10), (5.11) on [−L, L] for some μ > 0. Assume r− > r+ , then
r(ξ) is strictly decreasing in [−L, L] and u(ξ) satisﬁes one of the followings:
(1) No critical points: u(ξ) is a monotone function on [−L, L];
(2) One critical point: (a) u(ξ) has a minimum at some τ with u(τ ) < 0; (b) u(ξ) has a maximum at some
σ with u(σ ) > 0;
(3) Two critical points: (a) u(ξ) has a minimum at τ and a maximum at σ with τ < σ satisfying u(τ ) < 0
and u(σ ) > 0; (b) u(ξ) has a maximum at σ and a minimum at τ with σ < τ satisfying u(σ ) > 0 and
u(τ ) < 0.
Proof. Assume that r(ξ) is not a constant. Suppose ξ0 ∈ [−L, L] is a critical point of r(ξ), then
r′(ξ0) = 0. Then, from the ﬁrst equation in (5.10), we can obtain r(n)(ξ0) = 0 for all n  2, which
means that r(ξ) is a constant in [−L, L]. This is a contradiction since r(ξ) is not a constant. All these
show that r(ξ) is monotone. In view of r− > r+ , we have r(ξ) is strictly decreasing in [−L, L].
From the second equation in (5.10), we can easily get that
(
μφ(r) − ξ)uξ + μuφ′(r)rξ = εuξξ . (5.15)
Assume u(ξ) has a minimum at τ . By (5.15), we get u(τ )φ′(r(τ ))r′(τ ) > 0 and therefore u(τ ) < 0
since r′(τ ) < 0. Similarly, suppose u(ξ) has a maximum at σ , then u(σ ) > 0.
Suppose that u(ξ) has three critical points σ1, τ and σ2 with σ1 < τ < σ2 in [−L, L], where σ1 and
σ2 are the maximum points, τ is the minimum points of u(ξ) in [−L, L]. Then u(σ1) > 0, u(τ ) < 0
and u(σ2) > 0. Thus there exist two points ξ1 ∈ (σ1, τ ) and ξ2 ∈ (τ ,σ2) such that u(ξ1) = u(ξ2) = 0.
Observing that u′(ξ1) < 0,u′(ξ2) > 0 and u(ξ) < 0 for ξ ∈ (ξ1, ξ2), integrating the second equation in
(5.10) over (ξ1, ξ2), we obtain that
0 < εu′(ξ2) − εu′(ξ1) = −
ξ2∫
ξ1
ξuξ dξ =
ξ2∫
ξ1
u(ξ)dξ < 0,
which is a contradiction. Similarly, when u(ξ) has two minimum points and one maximum point, we
can also conclude a contradiction. Thus u(ξ) has at most two critical points in [−L, L]. The proof is
complete. 
Lemma 5.4. Let (r(ξ),u(ξ)) be a solution of (5.10), (5.11) on [−L, L]. Then r(ξ) and u(ξ) are uniformly
bounded on [−L, L] with respect to μ ∈ [0,1] and L  1.
Proof. It is obvious that r(ξ) and u(ξ) in case (1) in Lemma 5.3 are uniformly bounded on [−L, L]
with respect to μ ∈ [0,1] and L  1.
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β∫
α
u(ξ)dξ −(β − α)u¯ − N (5.16)
for every internal (α,β) ∈ (−L, L), where u¯ =max{|u+|, |u−|} and N = u¯(φ(r−) − φ(r+)). In fact, set
θ1 = sup
{
ξ ∈ [−L,α) ∣∣ u(ξ)−u¯}
if u(α) < −u¯, while
θ1 = inf
{
ξ ∈ (α,β) ∣∣ u(ξ)−u¯}
if u(α)−u¯ (if this set is empty, (5.16) automatically satisﬁed). Similarly, we set
θ2 = inf
{
ξ ∈ (β, L] ∣∣ u(ξ)−u¯}
if u(β) < −u¯, while
θ2 = sup
{
ξ ∈ (α,β) ∣∣ u(ξ)−u¯}
if u(β)−u¯ (if this set is empty, (5.16) automatically satisﬁed). Since u(θ1) = u(θ2) = −u¯,
β∫
α
(
u(ξ) + u¯)dξ 
θ2∫
θ1
(
u(ξ) + u¯)dξ = −
θ2∫
θ1
ξuξ dξ. (5.17)
Noticing that uξ (θ1)  0, uξ (θ2)  0 and integrating the second equation in (5.10) over (θ1, θ2), we
obtain that
β∫
α
(
u(ξ) + u¯)dξ  εuξ (θ2) − εuξ (θ1) + μu¯(φ(r(θ2))− φ(r(θ1)))
 u¯
(
φ(r+) − φ(r−)
)= −N, (5.18)
which implies (5.16).
We now apply (5.16) to estimating u(ξ) from below for the situation (a) of case (2) in Lemma 5.3.
By (5.16), it follows that
−u¯ − N|τ − ξ |  u(ξ) u¯, ξ ∈ [−L, L]\{τ }. (5.19)
Without loss of generality, assume that u(τ ) < −u¯. Let us ﬁx ξ0 < τ such that u(ξ0)  −u¯. For any
ξ1 ∈ [ξ0, τ ), we let ξ2 denote the point in (τ , L) with the property u(ξ2) = u(ξ1) (such a point exists
since u(ξ1)−u¯). Integrating the second equation in (5.10) over (ξ1, ξ2), we obtain that
εuξ (ξ2) − εuξ (ξ1) = −
ξ2∫
ξ
ξuξ dξ + μu(ξ1)
(
φ
(
r(ξ2)
)− φ(r(ξ1))). (5.20)
1
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ξ2∫
ξ1
ξuξ dξ =
ξ2∫
ξ1
(
u(ξ) − u(ξ1)
)
dξ  0,
(5.20) gives that
εuξ (ξ1)μu(ξ1)
(
φ
(
r(ξ1)
)− φ(r(ξ2))) u(ξ1)(φ(r−) − φ(r+)). (5.21)
Integrating (5.21) with respect with ξ1 over (ξ0, τ ), we deduce that
u(τ ) u(ξ0)exp
(
A(τ − ξ0)
)
, (5.22)
where A = (φ(r−) − φ(r+))/ε.
Let ξ¯ < τ such that u(ξ¯ ) = −u¯, then ξ0 lies in the interval [ξ¯ , τ ). If τ − ξ¯ < 1, we choose ξ0 = ξ¯ ,
then from (5.22), we get
u(τ )−u¯eA . (5.23)
On the other hand, if τ − ξ¯  1, we choose ξ0 = τ − 1, from (5.19) and (5.22), we have
u(τ )
(
−u¯ − N
τ − ξ0
)
exp
(
A(τ − ξ0)
)= eA(−u¯ − N). (5.24)
The rest situation (b) of case (2) and case (3) in Lemma 5.3 can be proven similarly. The proof is
completed. 
Remark 5.5. Besides the estimate (5.16), we can obtain
β∫
α
u(ξ)dξ  (β − α)u¯ + N (5.25)
and
β∫
α
∣∣u(ξ)∣∣dξ  (β − α)u¯ + 2N (5.26)
for every (α,β) ∈ (−L, L).
Thus, there exists a constant M1 depending on u+,u−, v+, v− and ε while independent of μ and
L such that any solution of (5.10), (5.11) satisﬁes
sup
ξ∈(−L,L)
(∣∣r(ξ)∣∣+ ∣∣u(ξ)∣∣)< M1. (5.27)
Similarly, we can prove that there exists a constant M2 depending on u+,u−, v+, v− and ε while
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sup
ξ∈(−L,L)
(∣∣r(ξ)∣∣+ ∣∣v(ξ)∣∣)< M2. (5.28)
Noticing the inequalities
|a|∣∣u(ξ)∣∣− |b|∣∣v(ξ)∣∣+ ∣∣u(ξ)∣∣ ∣∣au(ξ) + bv(ξ)∣∣+ ∣∣u(ξ)∣∣
and
|b|∣∣v(ξ)∣∣− |a|∣∣u(ξ)∣∣+ ∣∣v(ξ)∣∣ ∣∣au(ξ) + bv(ξ)∣∣+ ∣∣v(ξ)∣∣,
from (5.27) and (5.28), we can obtain that there exists a constant M = M1 + M2 depending on
u+,u−, v−, v+ and ε while independent of μ and L such that any solution of (5.8), (5.9) satisﬁes
sup
ξ∈(−L,L)
(∣∣u(ξ)∣∣+ ∣∣v(ξ)∣∣)< M,
which is just the estimate (5.14). The proof of Theorem 5.1 is completed.
6. Existence of solutions of (1.11), (1.12) when uε(ξ) and vε(ξ) are uniformly bounded
In the last section, we have obtained the existence of a smooth solution (uε(ξ), vε(ξ)) of viscous
problem (5.1), (5.2) for every ε > 0. Moreover, one can ﬁnd that the same results in Lemma 5.3 are
valid for the solution (rε(ξ),uε(ξ)) of (5.3), (5.4). In what follows, we derive existence of solutions of
Riemann problem (1.11), (1.12).
When uε(ξ) and vε(ξ) are uniformly bounded in ε, we employ the following result, which
is an application of Theorem 3.2 in [8], to obtain the existence of a solution of Riemann prob-
lem (1.11), (1.12).
Theorem 6.1. For every ﬁxed ε > 0, let (uε(ξ), vε(ξ)) be a solution of (5.1), (5.2). Suppose the set
{(uε(ξ), vε(ξ)) | 0 < ε < 1} is of bounded variation. Then {(uε(ξ), vε(ξ)) | 0 < ε < 1} possesses a subse-
quence that converges a.e. on (−∞,+∞) to a pair functions (u(ξ), v(ξ)) of bounded variation. The pair
(u(ξ), v(ξ)) provides a weak solution to (1.11), (1.12).
Thus, to establish the existence of solutions of Riemann problem (1.11), (1.12), we need only prove
uε(ξ) and vε(ξ) are uniformly bounded in ε. Since rε(ξ) is always a monotone and decreasing func-
tion on (−∞,+∞), therefore it has a bounded variation with the property min(r−, r+)  rε(ξ) 
max(r−, r+) for every ε > 0. When uε(ξ) has no critical point, it has a bounded variation, which
leads to that vε(ξ) also has a bounded variation due to bvε(ξ) = rε(ξ) − auε(ξ). Thus, it remains to
discuss the case that uε(ξ) has one or two critical points on (−∞,+∞). For deﬁniteness, we consider
the representative case when uε(ξ) is strictly decreasing on (−∞, τ ε), attains its minimum at τ ε , and
is strictly increasing on (τ ε,+∞).
Let τ ε → τ0, |τ0|∞ as ε → 0 (pass to a further subsequence if necessary).
Theorem 6.2. If |τ0| = ∞, then {(uε(ξ), vε(ξ)) | 0< ε < 1} is uniformly bounded.
Proof. We ﬁrst assume that τ0 = −∞. By (5.19), we get that
−u¯ − N  uε(ξ) u¯ (6.1)
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that
0
(
uε(ξ0)
)′ = uε(2) − uε(1) 2u¯ + N. (6.2)
Let ε be so small that
φ
(
rε
(
τ ε
))− τ ε  1, (ξ0 − τ ε)/(φ(rε(τ ε))− τ ε) 2. (6.3)
Integrating the second equation in (5.3) over (τ ε, ξ0), we have that
uε(τ ε) = (φ(r
ε(ξ0)) − ξ0)uε(ξ0) − ε(uε(ξ0))′ +
∫ ξ0
τ ε u
ε(ξ)dξ
φ(rε(τ ε)) − τ ε
 −(N1 + 1)(u¯ + N) − (2u¯ + N) − (ξ0 − τ
ε)u¯ − N
φ(rε(τ ε)) − τ ε
−(N1 + 1)(u¯ + N) − (2u¯ + N) − 2u¯ − N
= −(N1 + 5)u¯ − (N1 + 3)N (6.4)
by virtue of (6.1) and (5.16), where N1 =max(|φ(r−)|, |φ(r+)|). The inequality (6.4) shows that uε(τ ε)
is uniformly bounded in ε from below. Therefore {uε(ξ) | 0< ε < 1} is uniformly bounded.
Moreover, noticing bvε(ξ) = rε(ξ) − auε(ξ), we immediately deduce that {vε(ξ) | 0 < ε < 1} is
uniformly bounded.
The case τ0 = +∞ can be treated similarly. The proof is complete. 
Next, we turn to the case |τ0| < ∞. The following points ξα and ξβ play an important role in the
discussion.
Theorem 6.3. Let ξεβ denote the unique point satisfying ξ
ε
β = φ(rε(ξεβ )) + rε(ξεβ )φ′(rε(ξεβ )) and ξβ the limit
of ξεβ as ε → 0+ (pass to a subsequence if necessary). Then ξβ = (r+φ(r+)− r−φ(r−))/(r+ − r−) and for any
δ > 0
lim
ε→0+
rεξ = 0, for |ξ − ξβ | δ,
lim
ε→0+
rε = r+, for ξ  ξβ + δ,
lim
ε→0+
rε = r−, for ξ  ξβ − δ (6.5)
uniformly in above intervals.
Proof. Take ξ0 = ξβ + δ/2 and let ε be so small that ξεβ < ξ0 − δ/4. From the ﬁrst equation in (5.3),
we have
(
rε(ξ)
)′ = (rε(ξ0))′ exp
( ξ∫
ξ0
φ(rε(s)) + rε(s)φ′(rε(s)) − s
ε
ds
)
. (6.6)
5974 H. Yang, Y. Zhang / J. Differential Equations 252 (2012) 5951–5993Integrating (6.6) over (ξ0, ξ0 + 1), one can get that
rε(ξ0 + 1) − rε(ξ0) =
(
rε(ξ0)
)′ ξ0+1∫
ξ0
exp
( ξ∫
ξ0
φ(rε(s)) + rε(s)φ′(rε(s)) − s
ε
ds
)
dξ. (6.7)
Notice that
ξ0+1∫
ξ0
exp
( ξ∫
ξ0
φ(rε(s)) + rε(s)φ′(rε(s)) − s
ε
ds
)
dξ

ξ0+1∫
ξ0
exp
( ξ∫
ξ0
(φ(rε) + rεφ′(rε))|rε=r+ − s
ε
ds
)
dξ
=
ξ0+1∫
ξ0
exp
(
(φ(rε) + rεφ′(rε))|rε=r+
ε
(ξ − ξ0) − ξ
2 − ξ20
2ε
)
dξ
 ε
1∫
0
exp
((
φ
(
rε
)+ rεφ′(rε))∣∣rε=r+t − ξ0t − t2/2)dt
 A · ε,
where
A =
1∫
0
exp
((
φ
(
rε
)+ rεφ′(rε))∣∣rε=r+t − ξ0t − t2/2)dt.
Then, from (6.7), it follows that
0
(
rε(ξ0)
)′  r+ − r−
Aε
, (6.8)
which combines with (6.6) to give
∣∣(rε(ξ))′∣∣ |r+ − r−|
Aε
exp
( ξ∫
ξ0
φ(rε(s)) + rε(s)φ′(rε(s)) − s
ε
ds
)
.
Now
φ
(
rε(s)
)+ rε(s)φ′(rε(s))− s
= φ(rε(s))+ rε(s)φ′(rε(s))− s − φ(rε(ξεβ ))− rε(ξεβ )φ′(rε(ξεβ ))+ ξεβ
= (((rεφ(rε))rr(rε)′)∣∣ξ=θ − 1)(s − ξεβ )
−δ/4.
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∣∣(rε(ξ))′∣∣ |r+ − r−|
Aε
exp
(
− δ
4ε
(ξ − ξ0)
)
for ξ > ξ0, (6.9)
which implies that rεξ (ξ) → 0 uniformly on ξ  ξβ + δ.
Letting ξ1 > ξβ + δ and noting
r+ − r(ξ1) =
+∞∫
ξ1
(
rε(ξ)
)′
dξ,
we immediately have
lim
ε→0+
rε(ξ1) = r+ (6.10)
uniformly by virtue of (6.9).
Similarly, the results for ξ  ξβ − δ can be obtained.
Finally, we take ψ ∈ C∞0 (ξ1, ξ2), where ξ1 < ξβ < ξ2. From the ﬁrst equation in (5.3), one can get
that
ε
ξ2∫
ξ1
rεψ ′′ dξ =
ξ2∫
ξ1
(
rε
(
ψ + ξψ ′)− rεφ(rε)ψ ′)dξ.
Letting ε → 0, we obtain that
ξβ∫
ξ1
(
r−
(
ψ + ξψ ′)− r−φ(r−)ψ ′)dξ +
ξ2∫
ξβ
(
r+
(
ψ + ξψ ′)− r+φ(r+)ψ ′)dξ = 0.
Therefore,
(r− − r+)
(
ξβ − r−φ(r−) − r+φ(r+)
r− − r+
)
ψ(ξβ) = 0, (6.11)
which yields that
ξβ = r−φ(r−) − r+φ(r+)
r− − r+
since r− > r+ and ψ is arbitrary. The proof is ﬁnished. 
Lemma 6.4. Let ξεα denote the unique point satisfying ξ
ε
α = φ(rε(ξεα)) and ξα is the limit of ξεα as ε → 0+
(pass to a subsequence if necessary). Then it follows that
(i) if r− > r+ > 0, then ξα = φ(r−) and ξα < ξβ ;
(ii) if 0> r− > r+ , then ξα = φ(r+) and ξα > ξβ ;
(iii) if r−  0 r+ , then ξα = ξβ = (r−φ(r−) − r+φ(r+))/(r− − r+).
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Suppose ξα < φ(r−), then ξα < (r−φ(r−) − r+φ(r+))/(r− − r+) = ξβ . By (6.5), we deduce that
limε→0 φ(rε(ξεα)) = φ(r−), which is a contradiction. Case (ii) can be treated similarly.
For case (iii), suppose r− > 0> r+ . If ξα < (r−φ(r−) − r+φ(r+))/(r− − r+) = ξβ , then
ξα = lim
ε→0φ
(
rε
(
ξεα
))= φ(r−)
by Theorem 6.3, which contradicts r+ < 0. In a similar way, ξα cannot be greater than (r−φ(r−) −
r+φ(r+))/(r− − r+). So ξα = ξβ = (r−φ(r−) − r+φ(r+))/(r− − r+). The cases r+ = 0 < r− and
r+ < 0= r− are treated similarly and lead to the same results. The proof is complete. 
Theorem 6.5. ξα is given in Lemma 6.4. If τ0 = ξα , then {(uε(ξ), vε(ξ)) | 0< ε < 1} is uniformly bounded.
Proof. We only consider the case (i) in Lemma 6.4. Cases (ii) and (iii) can be treated similarly. Suppose
τ0 > ξα = φ(r−). We integrate the second equation in (5.3) over (τ ε, τ0 + 1) to get that
ε
(
uε(τ0 + 1)
)′ = (τ ε − φ(rε(τ ε)))uε(τ ε)− (τ0 + 1− φ(rε(τ0 + 1)))uε(τ0 + 1) +
τ0+1∫
τ ε
uε(ξ)dξ.
Observing that (uε(τ0 + 1))′  0 and τ ε −φ(rε(τ ε)) τ ε −φ(r−) 12 (τ0 −φ(r−)) for ε small. There-
fore
uε
(
τ ε
)

(τ0 + 1− φ(rε(τ0 + 1)))uε(τ0 + 1) −
∫ τ0+1
τ ε u
ε(ξ)dξ
τ ε − φ(rε(τ ε))
− 2
τ0 − φ(r−)
[
(τ0 + 1+ N1)(u¯ + 2N) + 2u¯ + N
]
since |uε(τ0 + 1)| u¯ + 2N by (5.16) and
∫ τ0
τ ε u
ε(ξ)dξ  (τ0 + 1− τ ε)u¯ + N  2u¯ + N by (5.26) for ε
small, where N1 = max(|φ(r−)|, |φ(r+)|). Thus uε(τ ε) is uniformly bounded in ε from below. There-
fore uε(ξ) is uniformly bounded. The case τ0 < ξα = φ(r−) can be treated similarly.
Moreover, we can obtain that {vε(ξ) | 0 < ε < 1} is uniformly bounded by virtue of bvε(ξ) =
rε(ξ) − auε(ξ). The proof is complete. 
7. Existence of solutions of (1.11), (1.12) when uε(ξ) and vε(ξ) may tend to inﬁnity as τ0 = ξα
In this section, we discuss the case when uε(ξ) may tend to inﬁnity as τ ε → τ0 = ξα . We prove
that the family {(uε(ξ), vε(ξ)) | 0 < ε < 1} of (5.1), (5.2) can also generate solutions of the Riemann
problem (1.11), (1.12). In particular, when r−  0 r+ , the Riemann solutions of (1.11), (1.12) contain
delta shock waves.
Theorem 7.1. Let (uε(ξ), vε(ξ)) be a solution of (5.1), (5.2) and let uε(ξ) have its minimum at τ ε with τ ε →
τ0 = ξα as ε → 0. Then the sequence {(uε(ξ), vε(ξ)) | 0< ε < 1} possesses a subsequence that converges a.e.
to a pair of functions (u(ξ), v(ξ)) on (−∞,∞).
Proof. By (5.19), we know that uε(ξ) is uniformly bounded in ε on the ﬁnite domain I2 = [−2,
τ0 − 12 ] ∪ [τ0 + 12 ,2] (without loss of generality, we assume that |τ0| < 1). Applying Helly’s selection
theorem, there exists a convergent subsequence of {uε(ξ)} (still denoted by original one). Similarly,
we can extract a convergent subsequence of {uε(ξ)} on I3 = [−3, τ0 − 13 ] ∪ [τ0 + 13 ,3]. Continue this
process on each In = [−n, τ0 − 1n ] ∪ [τ0 + 1n ,n],n = 4,5, . . . . Finally, extract the diagonal element at
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function u(ξ) deﬁned on (−∞, τ0) ∪ (τ0,+∞).
Since bvε(ξ) = rε(ξ)−auε(ξ), vε(ξ) is uniformly bounded in ε. Similarly to the above, we can get
a sequence which is convergent at each ξ = τ0 to a function v(ξ) deﬁned on (−∞, τ0) ∪ (τ0,+∞).
The proof of this theorem is ﬁnished. 
Theorem 7.2. Assume that τ0 = ξα . Then for any δ > 0,
u(ξ) =
⎧⎨
⎩
u−, ξ < φ(r−) − δ,
u1, φ(r−) + δ < ξ < σ − δ,
u+, σ + δ < ξ
(7.1)
for r− > r+ > 0, where u1 = r−u+/r+ , σ = r−φ(r−)−r+φ(r+)r−−r+ ;
u(ξ) =
⎧⎨
⎩
u−, ξ < σ − δ,
u2, σ + δ < ξ < φ(r+) − δ,
u+, φ(r+) + δ < ξ
(7.2)
for 0> r− > r+ , where u2 = r+u−/r−;
u(ξ) = Hu(ξ − σ) + bw0δ(ξ − σ) (7.3)
for r− > 0> r+ , where
Hu(x) =
{
u−, x < 0,
u+, x > 0,
δ(x) is the Dirac function supported at x= 0, and bw0 = −σ [u] + [φ(r)u] is the strength.
Proof. We ﬁrst prove (7.1). At this moment, ξα = φ(r−) < ξβ = σ . We take ξ1, ξ2 with the property
−∞ < ξ1 < ξ2 < φ(r−) − δ. For each ψ ∈ C10(ξ1, ξ2), from the second equation in (5.3), it follows that
ε
ξ2∫
ξ1
uεψ ′′ dξ =
ξ2∫
ξ1
uε
(
ψ + ξψ ′ − φ(rε)ψ ′)dξ. (7.4)
By (5.19), we have
−u¯ − 2N
δ
 uε(ξ) u¯, for ξ ∈ (ξ1, ξ2), ε small. (7.5)
Letting ε → 0 in (7.4), using (5.26), (7.5), (6.5) and the Lebesgue dominated convergence theorem, we
obtain that
ξ2∫
ξ1
u
(
ψ + ξψ ′ − φ(r−)ψ ′
)
dξ = 0, for each ψ(ξ) ∈ C10(ξ1, ξ2), (7.6)
which leads to
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ξ1
u(ξ)ϕ′(ξ)dξ = 0, for each ϕ(ξ) ∈ C10(ξ1, ξ2) (7.7)
by setting ϕ(ξ) = ψ(ξ)(ξ − φ(r−)) since ξ − φ(r−) = 0 for ξ ∈ (ξ1, ξ2). Therefore u(ξ) is a constant
on (−∞, φ(r−) − δ), and thus u(ξ) = u− due to u(−∞) = u− . Similarly, we have u(ξ) = u+ for
ξ > σ + δ. By the same procedure as above, we claim that u(ξ) is a constant, denoted by u1, on
(φ(r−) + δ,σ − δ). In view of the Rankine–Hugoniot condition (2.11), we ﬁnd u1 = r−u+/r+ .
Similarly, one can prove (7.2). Now we turn to prove (7.3). Just as we did above, we have that
u(ξ) = u− for ξ < σ − δ; u(ξ) = u+ for ξ > σ + δ, (7.8)
and (r(ξ),u(ξ)) share the same discontinuity point ξ = σ . But the Rankine–Hugoniot condition (2.11)
is not satisﬁed for u(ξ), that is, −σ(u− − u+) + (u−φ(r−) − u+φ(r+)) = 0 if u+r− = u−r+ . Thus we
need to study in more detail the limiting behavior of uε(ξ) in the neighborhood of ξ = ξβ = ξα = σ
as ε → 0.
To do so, we take ψ ∈ C∞0 (ξ1, ξ2), ξ1 < σ < ξ2 and ψ(ξ) = ψ(σ ) for ξ in a small neighborhood of
the point σ . By (7.4), we have that
lim
ε→0
ξ2∫
ξ1
uε
(
ψ + ξψ ′ − φ(rε)ψ ′)dξ = 0. (7.9)
For any α1 and α2 near σ with α1 < σ < α2, from (7.9) and Theorem 6.3, we ﬁnd that
lim
ε→0
ξ2∫
ξ1
uε
(
ξ − φ(rε))ψ ′ dξ
= lim
ε→0
α1∫
ξ1
uε
(
ξ − φ(rε))ψ ′ dξ + lim
ε→0
ξ2∫
α2
uε
(
ξ − φ(rε))ψ ′ dξ
=
α1∫
ξ1
u−
(
ξ − φ(r−)
)
ψ ′ dξ +
ξ2∫
α1
u+
(
ξ − φ(r+)
)
ψ ′ dξ
= (u+φ(r+) − u−φ(r−) − (u+α2 − u−α1))ψ(σ ) −
α1∫
ξ1
u−ψ(ξ)dξ −
ξ2∫
α2
u+ψ(ξ)dξ.
Letting α1 → σ− and α2 → σ+ , we conclude that
lim
ε→0
ξ2∫
ξ1
uε
(
ξ − φ(rε))ψ ′ dξ = (σ [u] − [φ(r)u])ψ(σ ) −
ξ2∫
ξ1
Hu(ξ − σ)ψ(ξ)dξ. (7.10)
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lim
ε→0
ξ2∫
ξ1
(
uε − Hu(ξ − σ)
)
ψ(ξ)dξ = (−σ [u] + [φ(r)u])ψ(σ ). (7.11)
By the approximation process, (7.11) holds for all test function ψ ∈ C∞0 [ξ1, ξ2]. Thus we ﬁnd u(ξ) =
Hu(ξ − σ) + bw0δ(ξ − σ) on (−∞,+∞). The proof is ﬁnished. 
Theorem 7.3. Assume that τ0 = ξα and r−  0  r+ . Then r = Hr(ξ − σ) and φ(r(σ )) = σ is required so
that (1.11) holds in the sense of distributions, where
Hr(x) =
{
r−, x < 0,
r+, x > 0.
Proof. By the ﬁrst equation in (5.3) and similarly to the proof of Theorem 7.2, one can get that
lim
ε→0
ξ2∫
ξ1
(
rε − Hr(ξ − σ)
)
ψ(ξ)dξ = 0, (7.12)
which implies that r = Hr(ξ − σ).
Now we proceed to determine the value of φ(r(ξ)) at ξ = σ . Letting ξ1 < σ < ξ2,ψ ∈ C∞0 (ξ1, ξ2),
by the second equation in (5.3), it follows that
ξ2∫
ξ1
u
(
ψ + ξψ ′ − φ(r)ψ ′)dξ = 0. (7.13)
That is,
ξ2∫
ξ1
(
Hu(ξ − σ) +
(−σ [u] + [φ(r)u])δ(ξ − σ))(ψ + ξψ ′ − φ(r)ψ ′)dξ = 0. (7.14)
Therefore
(−σ [u] + [φ(r)u])(σ − φ(r(σ )))ψ ′(σ ) = 0
which reduces to φ(r(σ )) = σ since −σ [u]+[φ(r)u] = 0 and ψ is arbitrary. The proof is complete. 
Noticing that bvε(ξ) = rε(ξ) − auε(ξ), one can easily conclude that
Theorem 7.4. Assume that τ0 = ξα . Then for any δ > 0,
v(ξ) =
⎧⎨
⎩
v−, ξ < φ(r−) − δ,
v1, φ(r−) + δ < ξ < σ − δ,
v+, σ + δ < ξ
(7.15)
for r− > r+ > 0, where v1 = r−v+/r+ , σ = r−φ(r−)−r+φ(r+)r −r ;− +
5980 H. Yang, Y. Zhang / J. Differential Equations 252 (2012) 5951–5993v(ξ) =
⎧⎨
⎩
v−, ξ < σ − δ,
v2, σ + δ < ξ < φ(r+) − δ,
v+, φ(r+) + δ < ξ
(7.16)
for 0> r− > r+ ,where v2 = r+v−/r−;
v(ξ) = Hv(ξ − σ) + (−aw0)δ(ξ − σ) (7.17)
for r− > 0> r+ , where
Hv(x) =
{
v−, x < 0,
v+, x > 0,
and −aw0 = −σ [v] + [φ(r)v] is the strength of δ(x).
Theorems 7.2–7.4 have shown that when r−  0  r+ , suppose uε(ξ) and vε(ξ) are solutions of
(5.1), (5.2), then the limit functions u(ξ) and v(ξ) of uε(ξ) and vε(ξ) are a sum of step function
and a Dirac δ-function with strengths bw0 = −σ [u] + [φ(r)u] and −aw0 = −σ [v] + [φ(r)v], respec-
tively, where w0 = φ(r+)−φ(r−)r+−r− (u+v− − u−v+); the limit function r(ξ) of rε(ξ) is a step function and
φ(r(σ )) = σ is reduced, which coincides with the delta shock solutions constructed in Section 3, and
conﬁrms the generalized Rankine–Hugoniot relation (4.2)–(4.3) proposed in Section 4.
8. Applications in some systems of conservation laws
In this section, in order to present the generality and practicability of theory of our delta shock
waves, we simply resolve the delta shock waves for some representative systems of conservation
laws investigated in [25,50,14,7], etc. Besides, we use our results to solve a two-dimensional Riemann
problem for the simpliﬁed Euler equations studied by Tan and Zhang [49] and present an explicit
formula of the plane delta shock waves under two dimensions. All these results are consistent with
those in [25,50,14,7,49].
8.1. Korchinski’s model
Taking φ(r) = r, a = 1/2, b = 0, system (1.11) is reduced to system (1.3) investigated by Korchin-
ski [25] in 1977. When the Riemann initial data satisfy u−  0  u+ , the delta shock wave was
obtained in [25,15,21].
At this moment, from (4.2)–(4.3) it follows that the generalized Rankine–Hugoniot relation of delta
shock wave for the system (1.3) is
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
dx
dt
= σ ,
−σ [u] +
[
1
2
u2
]
= 0,
−1
2
√
1+ σ 2 dw(t)
dt
= −σ [v] +
[
1
2
vu
]
,
(8.1)
and
1
2
u
∣∣∣∣ = σ . (8.2)
x=x(t)
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computation, we get the delta shock wave⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩
σ = 1
2
(u− + u+),
x = σ t,
w(t) = 1√
1+ σ 2 (u+v− − u−v+)t,
u|x=σ t = (u− + u+).
(8.3)
This result completely coincides with that in [25].
8.2. Tan, Zhang and Zheng’s system
When we take φ(r) = r, a = 1, b = 0, system (1.11) becomes one-dimensional Burgers-type equa-
tions (1.6) studied by Tan, Zhang and Zheng [50] in 1991. They obtained the delta shock wave as
u−  0 u+ .
In this case, from (4.2)–(4.3), the generalized Rankine–Hugoniot relation of delta shock wave for
system (1.6) becomes ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
dx
dt
= σ ,
−σ [u] + [u2]= 0,
−
√
1+ σ 2 dw(t)
dt
= −σ [v] + [vu],
(8.4)
and
u|x=x(t) = σ . (8.5)
With the initial condition (4.5), by solving Eqs. (8.4) and (8.5), we obtain the following delta shock
wave ⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
σ = u− + u+,
x = σ t,
w(t) = 1√
1+ σ 2 (u+v− − u−v+)t,
u|x=σ t = u− + u+.
(8.6)
This result is consistent with that in [50].
8.3. The triangular system
It is obvious that the triangular system (1.7) with the following assumptions
f (u) = g(u)u, gu > 0, (ug)uu > 0, g(0) = 0, (8.7)
is just an example of system (1.11) by taking φ(r) = g(u), a = 1, b = 0, that is{
ut +
(
g(u)u
)
x = 0,
vt +
(
g(u)v
)
x = 0.
(8.8)
For the case u+  0 u− , Ecorle [14] in 2000 obtained the delta shock wave.
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(8.8) as follows
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
dx
dt
= σ ,
−σ [u] + [ug(u)]= 0,
−
√
1+ σ 2 dw(t)
dt
= −σ [v] + [vg(u)],
(8.9)
and
g(u)|x=x(t) = σ . (8.10)
With the initial data (4.5), from (8.9) and (8.10) we solve the delta shock wave
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
σ = u+g(u+) − u−g(u−)
u+ − u− ,
x = σ t,
w(t) = 1√
1+ σ 2 ·
g(u+) − g(u−)
u+ − u− (u+v− − u−v+)t,
g(u)|x=σ t = u+g(u+) − u−g(u−)
u+ − u− .
(8.11)
This result (8.11) is the same as that in [14] with condition (8.7).
8.4. Chromatography equations
Recently, Cheng and Yang [7] investigated the nonlinear chromatography equations
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
ut +
((
1+ 1
1− u + v
)
u
)
x
= 0,
vt +
((
1+ 1
1− u + v
)
v
)
x
= 0,
(8.12)
which is just a prototype of system (1.11) as φ(r) = 1+ 1/(1+ r), a = −1, b = 1. When −u− + v− 
0  −u+ + v+ , they found the another kind of delta shock wave in which the Dirac delta functions
develop simultaneously in both state variables.
At this moment, from (4.2)–(4.3), the generalized Rankine–Hugoniot relation of delta shock wave
can be directly written in the following
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
dx
dt
= σ ,
√
1+ σ 2 dw(t)
dt
= −σ [u] +
[(
1+ 1
1− u + v
)
u
]
,
√
1+ σ 2 dw(t)
dt
= −σ [v] +
[(
1+ 1
1− u + v
)
v
]
,
(8.13)
H. Yang, Y. Zhang / J. Differential Equations 252 (2012) 5951–5993 5983and
(
1+ 1
1− u + v
)∣∣∣∣
x=x(t)
= σ . (8.14)
Solving the ordinary differential equations (8.13) and (8.14) with (4.5) as initial data, we obtain
the delta shock wave
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
σ = 1+ 1
(1− u− + v−)(1− u+ + v+) ,
x = σ t,
w(t) = 1√
1+ σ 2 ·
u−v+ − u+v−
(1− u− + v−)(1− u+ + v+) t,(
1+ 1
1− u + v
)∣∣∣∣
x=σ t
= 1+ 1
(1− u− + v−)(1− u+ + v+) ,
(8.15)
which completely coincides with that in [7].
Besides, there are still lots of systems which can be solved in the same way, we do not list one by
one at here.
In the upcoming paragraph, we present a more interesting and practicable example of application.
8.5. A two-dimensional Riemann problem
In earlier paper [49] in 1990, Tan and Zhang studied the Riemann problem for the following 2-D
system of conservation laws
{
ut +
(
u2
)
x + (uv)y = 0,
vt + (uv)x +
(
v2
)
y = 0
(8.16)
which is obtained by letting p and ρ be constants of the conservation of momentum in 2-D Euler
equations. The Riemann initial data are
(u, v)(0, x, y) = (ui, vi) = (i), in the ith quadrant, i = 1,2,3,4, (8.17)
where (x, y) ∈ R2, (ui, vi), i = 1,2,3,4 are constant states satisfying the assumption:
(H) Outside a neighborhood N0 (N0 ⊂ R2 × R+) of the origin, each jump in the initial data projects exactly
one planar shock wave, contact discontinuity, centred rarefaction wave, or delta shock wave.
What we are most interested in is the solution for system (8.16) with initial states correspond-
ing to the two J+ and two J− case. In their work, Tan and Zhang found the delta shock wave and
constructed the solution which consisted of two J+ , two J− and two δ-shock waves besides four
constant states, see Fig. 5(b). These delta shock waves are two-dimensional in which the Dirac delta
functions develop simultaneously in both state variables u and v . However, it is unclear that in which
sense their delta shock solution satisﬁes (8.16). This is a stiff problem due to the diﬃculty of multi-
plication for two δ-functions and δ2 in both equations of (8.16). In addition, almost nothing is known
about the behavior of delta shock waves for the system (8.16).
In this subsection, using the theory of delta shock waves established in Sections 3–4, we focus our
attention on resolving the delta shock solution to system (8.16) with the two J+ and two J− initial
data.
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For this purpose, we seek the plane wave solution for (8.16) of the form
(u, v)(t, x, y) = (u, v)(t, X), X = α1x+ α2 y = (x, y) · N, (8.18)
where N = (α1,α2) denotes the normal of the plane X = α1x + α2 y = (x, y) · N = 0 and satisﬁes
α21 + α22 = 1. Then (8.16) changes into
{
ut +
(
u(α1u + α2v)
)
X = 0,
vt +
(
v(α1u + α2v)
)
X = 0,
(8.19)
which can be regarded as a particular system by taking φ(r) = r, r = α1u + α2v in (1.11).
Now we need to solve a Riemann problem of (8.19) with the following initial condition
t = s: (u, v)(s, X) =
{
(u−, v−), X < X0,
(u+, v+), X > X0,
(8.20)
where s is an initial time, X0 = (x, y)|t=s · N is a ﬁxed point. This Riemann problem can be solved in
the similar way as that of (1.11), (1.12). At this moment, when α1u− +α2v−  0 α1u+ +α2v+ , from
(4.2)–(4.3), the generalized Rankine–Hugoniot relation of (8.19) can be directly written as follows
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
dX
dt
= σ ,
α2
√
1+ σ 2 dw(t)
dt
= −σ [u] + [u(α1u + α2v)],
−α1
√
1+ σ 2 dw(t)
dt
= −σ [v] + [v(α1u + α2v)],
(α1u + α2v)|X=X(t) = σ .
(8.21)
By solving the ordinary differential equations with initial data
t = s: X(s) = X0, w(s) = 0, (8.22)
one can easily get
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⎪⎪⎪⎪⎩
σ = α1u− + α2v− + α1u+ + α2v+,
X(t) = X0 + σ(t − s),
w(t) = 1√
1+ σ 2 (u+v− − u−v+)(t − s),
α1u + α2v|X=X(t) = σ ,
(8.23)
which is the delta shock wave in (8.19), correspondingly the plane delta shock wave in (8.16). The
entropy condition (4.7) in this situation is obviously satisﬁed.
Next, we proceed to solve the Riemann problem for system (8.16) with the two J+ and two J−
initial data which should satisfy
u1 = u2 < 0< u3 = u4, v1 = v4 < 0< v2 = v3, (8.24)
as shown in Fig. 5(a), here and in the following, Ui denote the point Ui = (ui, vi), i© represent the
constant state (u, v) ≡ (ui, vi) in the ith quadrant, i = 1,2,3,4.
Take N1 = (1,0), N2 = (0,1). It is obviously seen that N1 points from 2©, 3© towards 1©, 4©, N2
from 3©, 4© towards 2©, 1©, respectively. Then (8.24) can be rewritten as
U1 · N1 = U2 · N1 < 0< U3 · N1 = U4 · N1,
U1 · N2 = U4 · N2 < 0 < U2 · N2 = U3 · N2. (8.25)
Under the assumption (H), in (t, x, y)-space, from system (8.19) one can easily ﬁnd that, in the
neighborhood of the origin, besides four constant states, the solution consists of four plane contact
discontinuities, which can be expressed in the following
J−12: (x, y) · N1 = (U1 · N1)t = (U2 · N1)t,
J+23: (x, y) · N2 = (U2 · N2)t = (U3 · N2)t,
J−34: (x, y) · N1 = (U3 · N1)t = (U4 · N1)t,
J+14: (x, y) · N2 = (U4 · N2)t = (U1 · N2)t. (8.26)
Now we solve Riemann problem (8.16), (8.17) with the condition (8.24) or (8.25). At the outset,
from outside the rectangle U1U2U3U4, for any time t = s, J−12 and J+23 interact at point A(sU2, s),
J−34 and J
+
41 interact at point B(sU4, s). Because the determination domains of constant states 1© and
3© overlap each other, we have to seek a delta shock wave which connects the states 1© and 3©.
At the point A, the interaction of J−12 and J
+
23 generates a delta shock wave δ
A
13 which stops at the
singular point U1 +U3. In view of the knowledge in Sections 3–4, from (8.19)–(8.23), we ﬁnd that δA13
must be a plane delta shock wave which has the following form
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
σ = α1u1 + α2v1 + α1u3 + α2v3,
X(t) = X0 + σ(t − s),
w(t) = 1√
1+ σ 2 (u3v1 − u1v3)(t − s),
α1u + α2v|X=X(t) = σ ,
(8.27)
and satisﬁes
t = s: (x, y)|t=s = sU2, w(s) = 0, (8.28)
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t = s: X0 = (U2 · N3)s, w(s) = 0, (8.29)
where X = (x, y) · N3, X0 = (x, y)|t=s · N3, and N3 = (α1,α2) are constants to be determined later. We
suppose that N3 from 3© towards 1© is the normal of the initial discontinuity separated from states
1© and 3©. Then from Section 3, we have
U3 · N3 > 0> U1 · N3, (8.30)
and δA13 satisﬁes the following a prior entropy condition
2(U1 · N3) < U1 · N3 < σ < U3 · N3 < 2(U3 · N3) (8.31)
and |N3| = 1.
From (8.27) and (8.29), one can get that
X(t) = (U2 · N3)s + (U1 · N3 + U3 · N3)(t − s)
= ((U1 + U3) · N3)t + ((U2 − U1 − U3) · N3)s. (8.32)
Then we choose N3 such that
(U2 − U1 − U3) · N3 = 0, (8.33)
which means that N3 is the normal of the line connecting the two points (sU2, s) and (s(U1 +U3), s)
on the plane t = s. Thus N3 is the normal of the initial discontinuity of δA13. Using (8.30), from (8.33)
we obtain that
N3 =
(
− v1√
v21 + u23
,
u3√
v21 + u23
)
. (8.34)
From (8.24)–(8.25), one can easily deduce the following inequalities
u3v3 > 0, u1v1 > 0, u3v1 < 0,
u3v3 − u1v1 < u3v3 − u3v1, u3v1 − u1v1 < u3v3 − u1v1,
u3v3 − u3v1 < 2(u3v3 − u3v1), u3v1 − u1v1 > 2(u3v1 − u1v1),
which immediately show that the entropy condition (8.31) holds. Therefore we conclude that
δA13:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
σ = (U1 + U3) · N3,
X(t) = (U1 + U3) · N3t,
w(t) = 1√
1+ σ 2 (u3v1 − u1v3)(t − s),
U · N3|X=X(t) = σ ,
(8.35)
where s is a parameter, N3 is given by (8.34).
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stops at the singular point U1 + U3, as follows
δB13:
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
σ = (U1 + U3) · N4,
X(t) = (U1 + U3) · N4t,
w(t) = 1√
1+ σ 2 (u3v1 − u1v3)(t − s),
U · N4|X=X(t) = σ ,
(8.36)
where s is a parameter, the normal
N4 =
(
v3√
u21 + v23
,− u1√
u21 + v23
)
(8.37)
satisﬁes
U3 · N4 > 0> U1 · N4, (8.38)
and points from 3© towards 1©. In addition, the entropy condition
2(U1 · N4) < U1 · N4 < σ < U3 · N4 < 2(U3 · N4), (8.39)
and |N4| = 1 hold.
Then the two plane delta shock δA13 and δ
B
13 match together with a singular line{
(x, y) · N3 = (U1 + U3) · N3t,
(x, y) · N4 = (U1 + U3) · N4t, (8.40)
which is the set of the singular points C : ((u1 + u3)t, (v1 + v3)t) = (U1 + U3)t in t > 0. The global
solution is shown in Fig. 5(b). Thus we obtain the explicit formulae of plane delta shock waves.
Moreover, from (8.35)–(8.36), we ﬁnd that the two plane delta shock waves have the same
strengths. However, they generally possess the different propagation speeds expressed as
(U1 + U3) · N3 = u3v3 − u1v1√
u23 + v21
, (U1 + U3) · N4 = u3v3 − u1v1√
u21 + v23
.
Especially, if u1 = −u3, v1 = −v3, both the two propagation speeds above are the same, while the
three points A, B and C are all located on a line at any time.
9. Numerical simulations for delta shock waves
In this section, we present some representative numerical results to conﬁrm the theoretical anal-
ysis for the delta shock waves mentioned in this paper. Many more numerical tests have been
performed to make sure that what are presented are not numerical artifacts.
Firstly, we simulate the delta shock solutions of Riemann problem of system (1.11) with
φ(au + bv) = au + bv . To discretize the system, we employ the second-order non-oscillatory cen-
tral schemes [20] with 100× 100 cells and CFL = 0.475.
According to the different signs of a and b, we exhibit the numerical results by two cases.
Case 1. a = 2, b = 5.
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Fig. 7. Numerical results of u (left) and v (right) for Data 2 at t = 1.
We take two groups of initial data as follows
Data 1: u− = 0.05, v− = 0.10, u+ = 0.30, v+ = −0.20,
Data 2: u− = 0.10, v− = 0.25, u+ = −0.20, v+ = −0.05.
From (4.6), it follows that the weight w(t) = 0.04√
1.04
t > 0 for Data 1, while w(t) = − 0.045√
1.64
t < 0 for
Data 2. The numerical results are presented by Figs. 6–8.
Case 2. a = 0.2, b = −0.3.
For this case, we also take two groups of initial data
Data 3: u− = 0.20, v− = 0.10, u+ = −0.10, v+ = 0.30,
Data 4: u− = −0.10, v− = −0.35, u+ = −0.40, v+ = 0.20.
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Fig. 9. Numerical results of u (left) and v (right) for Data 3 at t = 3.5.
Correspondingly, the weight w(t) = − 0.07√
1.01
t < 0 for Data 3, while w(t) = 0.16√
1.003025
t > 0 for Data 4.
The numerical results are given by Figs. 9–11.
From Figs. 6–11, one can clearly observe that both state variables u and v develop extreme con-
centrations, which are just the weighted Dirac delta functions. The narrow regions are up or down
sharp-angled, just like producing a ﬁnite amplitude change of electrical impulses, depending on the
signs of a, b and weights. The sum r = au+bv has a bounded variation and develops a classical shock
wave. All of the results are in completely coincident with the theoretical analysis.
Secondly, we simulate the delta shock solutions of Riemann problem (8.17) of system (8.16). To dis-
cretize the system, we employ the second-order non-oscillatory central schemes [20] with 600× 600
cells and CFL = 0.475. We take the initial data as follows
Data 5: u1 = −0.78, u2 = −0.78, u3 = 0.37, u4 = 0.37,
v1 = −0.69, v2 = 0.24, v3 = 0.24, v4 = −0.69.
The numerical results of solution are presented in Fig. 12.
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Fig. 11. Numerical results of 0.2u − 0.3v for Data 3 (left) and 4 (right).
From the given initial data 5, we can obtain the coordinates of points in Fig. 5(b).
A  (−0.234,0.072), B  (0.111,−0.207), C  (−0.123,−0.135),
and
N3 =
(
− v1√
v21 + u23
,
u3√
v21 + u23
)
=
(
0.69√
0.613
,
0.37√
0.613
)
.= (0.881,0.473), (9.1)
N4 =
(
v3√
u21 + v23
,− u1√
u21 + v23
)
=
(
0.24√
0.666
,
0.78√
0.666
)
.= (0.294,0.956). (9.2)
The formula (8.40) can be accurately written as
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0.69x+ 0.37y = −0.4494t,
0.24x+ 0.78y = −0.4494t. (9.3)
When t = 0.3, we can easily calculate that A(B) satisﬁes the ﬁrst (second) equation of (9.3) and
C satisﬁes (9.3). So the numerical results conﬁrm the corrections of theoretical analysis in Section 8.5.
We also notice that, because of the occurrence of singularity as the weighted Dirac delta functions,
some oscillations appear in the numerical experiments as shown in Fig. 12. It may be a challenge for
numerical schemes when delta shock waves develop in solutions.
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