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ABSTRACT: This paper is concerned with two questions in the decoherent histories
approach to quantum mechanics: the emergence of approximate classical predictability,
and the fluctuations about it necessitated by the uncertainty principle. It is in part a
continuation of an earlier paper on the uncertainty principle for quantum-mechanical his-
tories. We consider histories characterized by position samplings at n moments of time.
This includes the case of position sampling continuous in time in the limit n → ∞. We
use this to construct a probability distribution on the value of (discrete approximations
to) the field equations, F = mx¨+ V ′(x), at n− 2 times. We find that it is peaked around
F = 0; thus classical correlations are exhibited. We show that the width of the peak ∆F
is largely independent of the initial state. We show that the uncertainty principle takes
the form 2σ2 (∆F )2 ≥ h¯2/t2, where σ is the width of the position samplings, and t is the
timescale between projections. We determine the modifications to this result when the
system is coupled to a thermal environment, thus obtaining a measure of the comparative
sizes of quantum and thermal fluctuations. We show that the thermal fluctuations become
comparable with the quantum fluctuations under the same conditions that decoherence
effects come into play, in argreement with earlier work. We also study an alternative
measure of classical correlations, namely the conditional probability of finding a sequence
of position samplings, given that particular initial phase space data have occurred. We
use these results to address the issue of the formal interpretation of the probabilities for
sequences of position samplings in the decoherent histories approach to quantum mechan-
ics. Under appropriate conditions, which we describe, they admit an interpretation as a
statistical ensemble of classical solutions, with the probability of each individual classical
solution given by a smeared Wigner function of its initial data. We study the decoherence
properties of histories characterized by the value of the field equations, F , at a sequences
of times. We argue that they will be decoherent if their initial data are decoherent.
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I. INTRODUCTION
There has been considerable recent interest in the decoherent histories approach to
the quantum mechanics of closed systems [1,2,3,4,5,6,7,8,9,10,11,12,13,14]. Central to that
approach is the formula for the probability of a quantum-mechanical history:
p(α1, α2, · · ·αn) = Tr
(
Pnαn(tn) · · ·P
1
α1(t1)ρP
1
α1(t1) · · ·P
n
αn(tn)
)
(1.1)
Here, ρ is the initial density matrix of the system, and the histories of the system are char-
acterized by strings of projection operators P 1α1 · · ·P
n
αn at times t1 · · · tn. The projections
effect a partition of the possible alternatives αk of the system at time tk. They are positive
hermitian operators that are both exclusive and exhaustive:
PαPβ = δαβ Pα, (1.2)∑
α
Pα = 1 (1.3)
Evolution between each projection is described by the unitary evolution operator, e−
i
h¯
Ht,
and the time-dependent projections P kαk(t) appearing in (1.1) are given in terms of the
time-independent ones P kαk by
P kαk(tk) = e
i
h¯
H(tk−t0)P kαke
− i
h¯
H(tk−t0) (1.4)
Not all sets of histories may be assigned probabilities. Interference is generally an
obstruction to the probabilities satisfying the Kolmogorov axioms, and in particular, to the
requirement that they be additive on disjoint regions of sample space. The determination
of which sets may be assigned probabilities is carried out using the decoherence functional:
D(α, α′) = Tr
(
Pnαn(tn) · · ·P
1
α1(t1)ρP
1
α′
1
(t1) · · ·P
n
α′
n
(tn)
)
(1.5)
Here α denotes the string α1, α2, · · ·αn. If the decoherence functional vanishes for all
distinct pairs of histories α, α′, then there is no interference between them and probabilities
may be assigned. Sets of such histories are said to be consistent, or decoherent.
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We are concerned in this paper with the question of how the uncertainty principle
arises in formulations of quantum mechanics based on Eq.(1.1). This investigation was
commenced in a previous paper [15]. There it was argued that the uncertainty principle
appears as a lower bound on the Shannon information of (1.1), and is most generally of
the form,
I = −
∑
α1···αn
p(α1, · · ·αn) ln p(α1 · · ·αn)
≥ ln
(
VH
σ1σ
2
2 · · ·σ
2
n−1σn
)
(1.6)
In Eq.(1.6), σk is the width of the projection P
k
αk onto any continuous variable at time
tk, and VH is an elementary volume of history space, defined in Ref.[15]. For example, for
a history characterized by a position projection and a momentum projection immediately
afterwards, VH = 2pih¯. For more general histories, it is given in terms of the short time
limit of certain propagator prefactors.
A notion as basic as the uncertainty principle, however, must be expected to arise in
many different guises. In the present paper, we shall obtain a rather different expression of
the uncertainty principle for the particular but important case of histories characterized by
imprecise samplings of position at a sequence of times, including the case of sampling con-
tinuous in time. On general grounds, one would expect that successive position samplings
will be strongly correlated according to classical laws. Our first task is to demonstrate this.
There are a variety of different ways in which the notion of peaking about a classical his-
tory may be expressed. A particular method we shall focus on is to replace the n sampled
positions x¯1, x¯2 · · · x¯n with the initial data x¯1, k¯1 together with (discrete approximations
to) the value of the field equations F = mx¨+ V ′(x) at the remaining (n− 2) moments of
time. That is, in the case of samplings at equal time separations t,
k¯1 = m
(x¯2 − x¯1)
t
(1.7)
4
F¯i = m
(x¯i+1 − 2x¯i + x¯i−1)
t2
+ V ′(x¯i), i = 2, 3 · · · (n− 1). (1.8)
By integrating out the initial data x¯1, k¯1 one obtains a probability distribution on the
value of the field equations, p(F¯2, · · · F¯n−1). We shall demonstrate that this probability
distribution is largely independent of the initial state, ρ, and furthermore, it is peaked at
F¯i = 0. Classical correlations are thus exhibited.
The role of the uncertainty principle is to impose a restriction on the width ∆F of the
peak about F = 0. In particular, we shall show that this restriction generally takes the
form
σ2 (∆F )2 ≥
h¯2
2t2
(1.9)
where σ is the width of the position samplings. A similar result is derived for samplings
continuous in time. All of the above is discussed in Section 2, for the case of the free
particle, and in Section 3 for general potentials.
More germane to the decoherence programme is the question of modifications of the
uncertainty principle due to thermal fluctuations. Many models of decoherence involve
coupling a distinguished system to a thermal environment. Under such circumstances, one
would expect the width of the peak about classical histories to be broadened by thermal
fluctuations, and thus (1.9) will be modified. In Section 4, we therefore discuss the form
these modifications take. The question of thermal modifications for information-theoretic
measures of uncertainty has been discussed in Ref.[16]. Here, we shall compute the width
of the peak about F = 0 in the presence of thermal fluctuations. We thus determine
the regime in which thermal fluctutations become important in comparison to quantum
fluctuations. We find this regime to coincide with the regime in which decoherence effects
come into play. We also discuss the connection of this part of our work with that of
Gell-Mann and Hartle [2].
As stated, there are a number of ways of exhibiting classical correlations in a sequence
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of position sampling. In Section 5, we discuss an alternative method. This is to consider
the conditional probability distribution
p(x¯3, · · · x¯n|x¯1, k¯1) =
p(x¯1, k¯1, x¯3, · · · x¯n)
p(x¯1, k¯1)
(1.10)
This is the probability of the sequence x¯3 · · · x¯n, given that x¯1, k¯1 have occurred, where
we have used (1.7) to replace x¯2 with the initial momentum k¯1. Classical correlations are
exhibited if (1.10) is peaked about the classical solution with initial data x¯1, k¯1. We shall
show that this does indeed occur when the distribution p(F¯2, · · · F¯n−1) is peaked around
F¯i = 0. We use this result to discuss the general interpretation of the probabilities for
strings of position samplings.
The considerations of Section 2 to 5 are largely concerned with the properties of the
expression for the probabilities, Eq.(1.1), for the case of position samplings. They are
not concerned with how the decoherence condition is satisfied. This will be discussed in
Section 6. It will be argued that diagonality of the decoherence functional in the initial
data, x¯1, k¯1, together with the classical predictability indicated by the peak about F¯i = 0,
are sufficient to ensure the consistency of histories of F¯i’s. The discussion of decoherence
perhaps falls logically prior to that of classical correlations, in Section 2–5, but it is in
some ways easier to present the discussion in this order, since some of the discussion in
Section 6 relies on the results of earlier part of the paper. We summarize and conclude in
Section 7.
Classical predictability has of course been extensively discussed in the literature on the
decoherent histories approach [2,6,9,17]. What this paper has to add to the discussion is
a new method of exhibiting it. The approach is in some ways more systematic and precise
than, for example, that of Refs.[2,6], but the conclusions are the same. By contrast, the
question of the form of the uncertainty principle for quantum-mechanical histories has
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received very little attention in the literature†, and the main new results presented in this
paper consist of a study of this question.
Although aimed at the decoherent histories approach to quantum mechanics, the results
of this paper are not restricted to that approach. As will be explained in Section 6, the
formula (1.1) may also be thought of as the probability for a sequence of measurements in
the Copenhagen approach to the quantum mechanics of measured subsystems. Sections
2–5 are concerned with the mathematical properties of (1.1), and are largely independent
of which interpretational scheme one wishes to adopt.
II. PEAKING ABOUT CLASSICAL PATHS
The probability for a history consisting of n position samplings is
p(x¯1, x¯2, · · · x¯n) = Tr
[
Px¯ne
−iHt · · ·Px¯2e
−iHtPx¯1ρPx¯1e
iHtPx¯2 · · ·Px¯n
]
(2.1)
We take the samplings to be a time t apart, and the projections have the form
Px¯ =
∫
dx Υ(x− x¯) |x〉〈x| (2.2)
where Υ is a sampling function∗. The most appropriate choice for Υ is to take it to be a
function which vanishes outside an interval of size σ, such as
Υ(x− x¯) = θ
(
x− x¯+ 12σ
σ
)
θ
(
−x+ x¯+ 12σ
σ
)
(2.3)
In this case, x¯ is a discrete label. In this paper, we shall largely concentrate on the
technically easier case of a Gaussian
Υ(x− x¯) =
1
(2piσ2)
1
2
exp
(
−
(x− x¯)2
2σ2
)
(2.4)
† See, however, Ref.[18] for some steps in this direction in the context of the decoherent his-
tories approach. Also, the question of the uncertainty principle for position measurements
continuous in time has been considered by Mensky [19].
∗ See Ref.[20] for a thorough discussion of quantum mechanics for samplings distributed in
time.
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Here x¯ is now a continuous label and the projections are only approximately exclusive.
The probability (2.1) is a probability density, not a probability, even in the discrete case
(2.3). (The notation is therefore different to that used in Ref.[15]).
Given the distribution p(x¯1, x¯2, · · · x¯n), it turns out to be convenient to perform the
change of variables
k¯1 = m
(x¯2 − x¯1)
t
(2.5)
F¯i = m
(x¯i+1 − 2x¯i + x¯i−1)
t2
+ V ′(x¯i), i = 2, · · ·n− 1. (2.6)
as indicated in the Introduction. Thus k¯1 is a discrete approximation to the initial momen-
tum and F¯2, · · · F¯n−1 are discrete approximations to the field equations at (n − 2) times.
We now focus on the probability distribution p(x¯1, k¯1, F¯2, · · ·Fn−1), a distribution on the
initial data together with the value of the field equations at (n−2) times. If F¯2 · · · F¯n−1 are
integrated out, a phase space distribution is obtained. The expression of the uncertainty
principle for distributions of this type is discussed in Refs.[15,16] (see also the comments
in Section 5). On the other hand, if the initial data x¯1, k¯1 are integrated out, one obtains
a distribution on the value of the field equations,
p(F¯2, · · · F¯n−1) =
∫
dx¯1dk¯1 p(x¯1, k¯1, F¯2, · · · F¯n−1) (2.7)
We shall study this expression. We shall show, first of all, that (2.7) is typically peaked
about F¯i = 0, as one would expect. Secondly, we shall show that the width ∆F of the
peak is largely independent of the initial state. We shall compute the width explicitly, and
show that the uncertainty principle arises in the form,
σ2(∆F )2 ≥
h¯2
2t2
(2.8)
where σ is the width of the position projections and t is the time scale between the
projections.
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II(A). The Free Particle
Now we compute the probabilities p(x¯1, · · · x¯n) for the free particle. Explicitly, Eq.(2.1)
is
p(x¯1, x¯2, · · · x¯n) =
∫
dxndyn
n−1∏
k=1
dxkdyk δ(xn − yn) J(xk+1, yk+1, t|xk, yk, 0)
×
n∏
k=1
Υ(xk − x¯k)Υ(yk − x¯k) ρ(x1, y1) (2.9)
where J is the density matrix propagator. Introduce X = 12(x + y), ξ = x − y. For the
unitary free particle case J is then given by
J(xk+1, yk+1, t|xk, yk, 0) =
m
pih¯t
exp
(
im
h¯t
(Xk+1 −Xk)(ξk+1 − ξk)
)
(2.10)
It is convenient to write the initial density matrix ρ(x1, y1) in terms of its Wigner repre-
sentation [21],
ρ(x1, y1) = ρ(X1 +
1
2
ξ1, X1 −
1
2
ξ1) =
∫
dp e
i
h¯
pξ1 Wρ(p,X1) (2.11)
The probability (2.9) thus becomes,
p(x¯1, x¯2, · · · x¯n) =
∫ n∏
k=1
dXkdξk dp δ(ξn) e
i
h¯
pξ1 Wρ(p,X1)
× exp
(
im
h¯t
n−1∑
k=1
(Xk+1 −Xk)(ξk+1 − ξk)
)
×
( m
pih¯t
)n−1
×
n∏
k=1
Υ(Xk +
1
2
ξk − x¯k) Υ(Xk −
1
2
ξk − x¯k) (2.12)
Now performing the shifts Xk → Xk + x¯k, p→ p+m
(x¯2−x¯1)
t , and introducing k¯1 and F¯k,
defined above, Eq.(2.12) becomes,
p(x¯1, x¯2, · · · x¯n) =
∫ n∏
k=1
dXkdξk dp δ(ξn) Wρ(p+ k¯1, X1 + x¯1)×
( m
pih¯t
)n−1
9
× exp
(
im
h¯t
n−1∑
k=1
(Xk+1 −Xk)(ξk+1 − ξk)−
it
h¯
n−1∑
k=2
F¯kξk +
i
h¯
pξ1
)
×
n∏
k=1
Υ(Xk +
1
2
ξk) Υ(Xk −
1
2
ξk)
= N p(x¯1, k¯1, F¯2 · · · F¯n−1) (2.13)
where N is a Jacobean factor, which we do not give explicitly.
II(B). Approximate Projectors
At this stage the sampling functions Υ are general – they may be exact or Gaussians.
For simplicity we now work with Gaussian samplings, and so the labels x¯ are continuous.
As indicated at the beginning of this section, we may integrate out the F¯k to obtain a
distribution on the initial data. This leads to a distribution on the initial data given by
a smeared Wigner function. Its properties were worked out Refs.[22]. For us the more
interesting thing is to integrate out the initial data x¯1, k¯1. Carrying out the integration,
the Wigner function of the initial state drops out entirely†. The p integration may be
done, and the result is
p(F¯2, · · · F¯n−1) =
∫ n∏
k=1
dXkdξk δ(ξn) δ(ξ1)
× exp
(
im
h¯t
n−1∑
k=1
(Xk+1 −Xk)(ξk+1 − ξk)−
it
h¯
n−1∑
k=2
F¯kξk
)
×
n∏
k=1
Υ(Xk +
1
2
ξk) Υ(Xk −
1
2
ξk) (2.14)
(hereafter we ignore prefactors – they may be recovered in the final answer using normal-
ization conditions). Eq.(2.14) is the probability distribution function for the field equations
F¯k. Note that the independence of the initial state follows from the fact that the labels x¯
† Independence of the initial state in this context has previously been noted by Caves [20].
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are continous and the Wigner function could be integrated out. This would not be possible
in the discrete case.
Consider now the evaluation of (2.14). Let us first consider the case n = 3, for which
there is just one value of F¯k. The integrals are straightforwardly carried out and the result
is
p(F¯2) =
1
(2pi(∆F )2)
1
2
exp
(
−
F¯ 22
2(∆F )2
)
(2.15)
where the width is
(∆F )2 =
h¯2
2σ2t2
+
4m2σ2
t4
≥
h¯2
2σ2t2
(2.16)
Eq.(2.15) is peaked at F¯2 = 0. Its width satisfies the advertized inequality (2.8).
Clearly the inequality (2.16) approaches equality when σ2 << h¯t/m. The significance
of this regime was elucidated in Ref.[15]. The quantity m/h¯t is the prefactor in the prop-
agator (2.9) and has the interpretation as a density of paths. As discussed in Ref.[15], its
inverse h¯t/m thus has the interpretation as an “elementary volume of history space” (the
factor VH in Eq.(1.6)), analagous to the factor 2pih¯ for samplings of phase space. When
the sampling volume σ2 is much greater than the elementary volume, the width (2.16)
becomes independent of h¯, and the uncertainty is essentially classical uncertainty, due to
the imprecision of the sampling. On the other hand, the width approaches the uncertainty
principle limit (2.8) when the sampling volume is less than the elementary history space
volume.
More generally, we may evaluate (2.14) by taking the continuum limit. This involves a
few subtleties, so we describe it in some detail. In (2.14), insert the Gaussian projections
explicitly, and also perform the discrete version of an integration by parts. We thus obtain
p(F¯2, · · · F¯n−1) =
∫ n∏
k=1
dXkdξk δ(ξn) δ(ξ1)
× exp
(
−
im
h¯t
n−1∑
k=2
(ξk+1 − 2ξk + ξk)Xk −
it
h¯
n−1∑
k=2
F¯kξk
)
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× exp
(
−
n∑
k=1
[
X2k
σ2k
+
ξ2k
4σ2k
]
+
im
h¯t
[Xn(ξn − ξn−1)−X1(ξ2 − ξ1)]
)
(2.17)
We have introduced a different width σk for each moment of time. Also, we have for
notational convenience included ξn and ξ1 explicitly, even though the delta-functions set
them to zero. Next we carry out the integrals over Xn and X1, obtaining,
p(F¯2, · · · F¯n−1) =
∫ n∏
k=1
dXkdξk δ(ξn) δ(ξ1)
× exp
(
−
im
h¯t
n−1∑
k=2
(ξk+1 − 2ξk + ξk−1)Xk −
it
h¯
n−1∑
k=2
F¯kξk
)
× exp
(
−
n−1∑
k=2
[
X2k
σ2k
+
ξ2k
σ2k
])
× exp
(
−
m2σ2n
4h¯2t2
(ξn − ξn−1)
2 −
m2σ21
4h¯2t2
(ξ2 − ξ1)
2
)
(2.18)
Now we take the continuum limit, t → 0, n → ∞, with nt = T = constant. In order
that the exponential in the Gaussian smearing function go over to a well-defined continous
integral, it is also necessary to let σk → ∞ in the Gaussian projections, and introduce a
new width σ˜k = t
1
2σk which stays finite in the limit. The last exponentials in Eq.(2.18) thus
become delta-functions on the initial and final values of ξ˙, and one obtains the functional
integral,
p[F¯ (t)] =
∫
DξDX δ (ξ(0)) δ (ξ(T )) δ
(
ξ˙(0)
)
δ
(
ξ˙(T )
)
× exp
(
−
im
h¯
∫ T
0
dtX ξ¨ −
i
h¯
∫ T
0
dtF¯ ξ
)
× exp
(
−
∫ T
0
dt
[
X2
σ˜2
+
ξ2
4σ˜2
])
(2.19)
The boundary conditions on ξ are those indicated by the delta-functions; those on X
are that it is integrated over on every time slice. Now we may perform the functional
integration over X(t). The result is,
p[F¯ (t)] =
∫
Dξ δ (ξ(0)) δ (ξ(T )) δ
(
ξ˙(0)
)
δ
(
ξ˙(T )
)
12
× exp
(
−
∫ T
0
dt ξ
[
m2σ˜2
4h¯2
d4
dt4
+
1
4σ˜2
]
ξ −
i
h¯
∫ T
0
dtF¯ ξ
)
(2.20)
where an integration by parts has been performed, and the boundary conditions on ξ
invoked to drop the boundary terms. Finally, the functional integration over ξ may be
perform, with the formal result,
p[F¯ (t)] = exp
(
−
1
4h¯2
∫
dtdt′F¯ (t)G(t, t′)F¯ (t′)
)
(2.21)
Here, G(t, t′) is the Green function of the fourth order operator appearing in (2.20), i.e.,
[
m2σ˜2
4h¯2
d4
dt4
+
1
4σ˜2
]
G(t, t′) = δ(t− t′) (2.22)
with the boundary conditions that G and its first derivative vanish at both end points.
We shall not evaluate G(t, t′) exactly. However, it is clear that for small σ˜, one has
G(t, t′) ≈ 4σ˜2 δ(t− t′) (2.23)
and Eq.(2.21) may be written
p[F¯ (t)] ≈ exp
(
−
∫
dt
F¯ 2(t)
2(∆F )2
)
(2.24)
where
(∆F )2 ≈
h¯2
2σ˜2
(2.25)
It is also clear that (2.25) represents a lower bound because, from (2.20)–(2.22), the ne-
glected terms (involving the fourth derivative) broaden the width.
Note that this differs slightly from Eq.(2.8). This is due to the changing of the dimen-
sion of certain quantities in the continuum limit: σ˜ differs in dimension from σ by (time)
1
2 ,
and the natural definition of the width ∆F in (2.24) differs from that of the discrete case
by a similar factor.
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II(C). Exact Projectors
To show that the results are not qualitatively different, we now consider the case n = 3
(as in Eqs.(2.15), (2.16)) with exact projection operators, i.e., the sampling functions are
given by (2.3). With exact projectors, the probabilities for histories generally cannot be
computed exactly. We will therefore evaluate Eq.(2.13) in the interesting regime of small
σ.
In the case of exact projectors, the labels x¯k are discrete. Integrating out the initial
data we will therefore generally not obtain the result (2.14), i.e., the dependence on the
initial data will not drop out, and one is left with a factor of the form
∑
k¯1,x¯1
Wρ(p+ k¯1, X1 + x¯1) (2.26)
In the approximate projector case, the labels k¯, x¯ are continuous, and (2.26) is equal to
1, using the normalization of the Wigner function. This will not be true in the discrete
case, and some dependence on the initial state will remain. However, in the limit of small
σ, the discrete sum may be approximated by a continuous integral, (2.26) will then be
approximately equal to 1, and Eq.(2.14) will approximately hold, becoming exact in the
limit σ → 0.
The distribution of the value of the field equation, F¯2 is now
p(F¯2) =
( m
pih¯t
)2 ∫
dX3dX2dX1dξ2 exp
(
−
im
h¯t
ξ2(X3 − 2X2 +X1)−
it
h¯
ξ2F¯2
)
× Υ(X3) Υ(X2 +
1
2
ξ2) Υ(X2 −
1
2
ξ2) Υ(X1) (2.27)
The integrals over X1 and X3 are readily carried out with the result,
p(F¯2) =
( m
pih¯t
)2 ∫
dX2dξ2 exp
(
2im
h¯t
ξ2X2 −
it
h¯
ξ2F¯2
)
× Υ(X2 +
1
2
ξ2) Υ(X2 −
1
2
ξ2)
(
2h¯t
mξ2
)2
sin2
(
mξ2σ
2h¯t
)
(2.28)
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In the limit of small σ, the last two factors, arising from the integration over X1 and X3,
are approximately equal to σ2. Reverting to the variables x = X2 +
1
2ξ2, y = X2 −
1
2ξ2,
Eq.(2.28) may then be written in the form,
p(F¯2) =
(mσ
pih¯t
)2 ∣∣∣∣
∫ σ
2
−σ
2
dx exp
(
2im
h¯t
x2 −
it
h¯
F¯2x
)∣∣∣∣2 (2.29)
Now as discussed earlier, small σ means σ2 << h¯t/m. Since |x| < σ/2 in the integrand
of (2.29), the term quadratic in x will therefore be negligible. We may then approximately
evaluate the integral, with the result,
p(F¯2) ≈
4m2σ2
pi2t4F¯ 22
sin2
(
σt
2h¯
F¯2
)
(2.30)
We thus obtain agreement with the case of approximate projections: the distribution of
F¯2 is concentrated around F¯2 = 0, with a width ∆F ≈
h¯
σt for small σ.
III. GENERAL POTENTIALS.
In the last section we exhibited the peaking about classical paths for sequences of
position samplings of the form (2.1), and determined the width of the peaking. That
analysis was for the free particle. In this section, we extend it to the case of a particle in
a general potential.
Our starting point is again the expression (2.9) for a sequence of position samplings.
For general potentials, the density matrix propagator J cannot be given in closed form.
We will therefore use the WKB approximation for the propagator,
〈x′′, t′′|x′, t′〉 ≈ ∆(x′′, t′′|x′, t′) exp
(
i
h¯
S(x′′, t′′|x′, t′)
)
(3.1)
Here, S is the classical action between initial and final points. It satisfies the Hamilton-
Jacobi equation,
1
2m
(
∂S
∂x′′
)2
+ V (x′′) = −
∂S
∂t′′
(3.2)
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and similarly for the initial point x′, t′. The prefactor ∆ is given by,
∆(x′′, t′′|x′, t′) =
[
−
1
2piih¯
∂2S(x′′, t′′|x′, t′)
∂x′′∂x′
]1
2
(3.3)
The approximation (3.1) will be exact for linear systems, or in the short time limit.
The Hamilton-Jacobi equation may be solved in the short time limit for general po-
tentials. The solution, which will be needed later, is
S(x′′, t|x′, 0) =
A(x′′, x′)
t
+B(x′′, x′) t+O(t3) (3.4)
where
A(x′′, x′) =
1
2
m(x′′ − x′)2 (3.5)
B(x′′, x′) = −
1
(x′′ − x′)
∫ x′′
x′
dx V (x) (3.6)
We will use Gaussian projections. As we have seen, the case of exact projections is not
qualitatively different. In the WKB approximation (3.1), the probability for a sequence of
position sampling is
p(x¯1, x¯2, · · · x¯n) ≈
∫ n∏
k=1
dxkdyk δ(xn − yn) ρ(x1, y1)
× exp
(
i
h¯
n−1∑
k=1
[S(xk+1, tk+1|xk, tk)− S(yk+1, tk+1|yk, tk)]
)
× exp
(
−
n∑
k=1
(xk − x¯k)
2
2σ2k
−
n∑
k=1
(yk − x¯k)
2
2σ2k
)
(3.7)
(we do not include the prefactors explicitly). This expression becomes exact in the limit
that the time separation between projections goes to zero, and (3.7) then becomes a path
integral,
p[x¯(t)] =
∫
DxDy δ(xf − yf ) ρ(x0, y0)
× exp
(
i
h¯
S[x(t)]−
i
h¯
S[y(t)]
)
× exp
(
−
∫
dt
(x(t)− x¯(t))2
2σ˜2
−
∫
dt
(y(t)− x¯(t))2
2σ˜2
)
(3.8)
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(we use x0, xf , etc., to denote initial and final values in the path integral expressions).
Here, as in the previous section, σ˜(t) is the limit of t
1
2σk, as t→ 0, and σk →∞. In what
follows it will be convenient to work with both of these expressions. As in the case of the
free particle, we shall exhibit the peak about the classical fields equations, compute the
width of the peak, and find the limits on it imposed by the uncertainty principle.
Eqs.(3.7), (3.8) cannot be evaluated exactly, in general, except for the case of linear
systems, where all the integrals are Gaussians. However, the dominant behaviour may be
extracted in the limits of large and small σ˜.
For large σ˜, the action terms in (3.8) are allowed to oscillate rapidly, and by the
stationary phase approximation, the paths dominating the path integral will be the classical
paths connecting the initial and final points. Eq.(3.8) will therefore be approximately equal
to
p[x¯(t)] =
∫
dxfdyfdx0dy0 δ(xf − yf ) ρ(x0, y0)
× exp
(
i
h¯
S(xf , T |x0, 0)−
i
h¯
S(yf , T |y0, 0)
)
× exp
(
−
∫
dt
(xcl(t)− x¯(t))
2
2σ˜2
−
∫
dt
(ycl(t)− x¯(t))
2
2σ˜2
)
(3.9)
Here T is the total time duration of the history, xcl(t) denotes the classical path with
xcl(0) = x0, xcl(T ) = xf , and similarly for ycl(t). It is difficult to evaluate this expression
further, except for linear systems. However, it is clear that is peaked when x¯(t) lies along
a classical path. Furthermore, the width of the peak about the classical path will be due
almost entirely to the imprecision σ˜ in the specification of the path x¯, and not due to
quantum uncertainty. Given this, the width ∆F of the peak about F = 0 may in principle
be estimated, but we shall not do so here.
Now consider the case of small σ, and consider Eq.(3.7). As before, introduce the
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variables X = 12(x+ y), ξ = x− y. Eq.(3.7) may therefore be written,
p[x¯] =
∫ n∏
k=1
dXkdξk δ(ξn) ρ(X1 +
1
2
ξ1, X1 −
1
2
ξ1)
× exp
(
i
h¯
n−1∑
k=1
[
ξk+1
∂S
∂Xk+1
(k + 1|k) + ξk
∂S
∂Xk
(k + 1|k) +O(ξ3)
])
× exp
(
−
n∑
k=1
(Xk − x¯k)
2
σ2k
−
n∑
k=1
ξ2k
4σ2k
)
(3.10)
where we have introduced the notation, S(k+1|k) = S(Xk+1, tk+1|Xk, tk). Here, we have
expanded the action terms about ξk = 0, using the fact that small σk in the Gaussian
projection concentrates the contribution from ξk to the neighbourhood of ξk = 0. Next we
introduce the Wigner function of the initial density matrix, via (2.11), and rearrange the
actions terms using the discrete analogue of an integration by parts:
p[x¯] =
∫ n∏
k=1
dXkdξkdp1 δ(ξn) W (p1, X1) exp
(
i
h¯
ξ1
[
p1 +
∂S
∂X1
(2|1)
])
× exp
(
i
h¯
n−1∑
k=2
ξk
[
∂S
∂Xk
(k|k − 1) +
∂S
∂Xk
(k + 1|k)
])
× exp
(
−
n∑
k=1
(Xk − x¯k)
2
σ2k
−
n∑
k=1
ξ2k
4σ2k
)
(3.11)
The integration over ξk may now be performed, and one obtains,
p[x¯] =
∫ n∏
k=1
dXkdp1 W (p1, X1) exp
(
−
σ21
h¯2
[
p1 +
∂S
∂X1
(2|1)
]2)
× exp
(
−
n−1∑
k=2
σ2k
h¯2
[
∂S
∂Xk
(k|k − 1) +
∂S
∂Xk
(k + 1|k)
]2)
× exp
(
−
n∑
k=1
(Xk − x¯k)
2
σ2k
)
(3.12)
We would like now to take the continuum limit of this expression. Let tk+1 − tk = t,
and let σ˜2k = tσ
2
k, as in Section 2. Then we let t → 0 and σk → ∞ in such a way that σ˜k
remains finite. Now consider the derivatives of the Hamilton-Jacobi function appearing in
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Eq.(3.12). From Eqs.(3.4)–(3.6), it may be shown that in the limit t→ 0,
−
∂S
∂X1
(2|1) → mX˙0 (3.13)
−
1
t
(
∂S
∂Xk
(k|k − 1) +
∂S
∂Xk
(k + 1|k)
)
→ mX¨ + V ′(X) (3.14)
Now taking the limit, one obtains,
p[x¯(t)] =
∫
DX W (mX˙0, X0) exp
(
−
∫
dt
(X − x¯)2
σ˜2
)
× exp
(
−
∫
dt
σ˜2
h¯2
(
mX¨ + V ′(X)
)2)
(3.15)
This is the probability for a history characterized by continuous position samplings. This
expression is exact for linear systems.
It might seem that there is a contradiction between the continuum limit used above,
which involves σk → ∞, and the approximation, for non-linear systems, used in deriving
(3.10), which assumed small σk. The point is, however, that the derivation of (3.10)
requires that the Gaussian in ξk be strongly concentrated about ξk = 0. In the continuum
limit, this will be assured if σ˜ is small. For non-linear systems, Eq.(3.15) is therefore valid
for σ˜ sufficiently small to guarantee the validity of the expansion about ξk = 0 used to
derive Eq.(3.10).
The sum in (3.15) is over all paths X(t) and the integral is weighted by the Wigner
function of the initial data of the paths, X0, mX˙0. It strongly suggests that p[x¯] will be
peaked about paths satisfying the field equations, and that the width ∆F of the peak is
greater than about h¯/σ˜. These assertions are not completely watertight, however, partly
because the Wigner function is not positive in general. To make them so, we need to
compute the distribution of the value of the field equations, F¯ , as in Section 2.
To do this, we go back to Eq.(3.11) and take the continuum limit. The result is,
p[x¯] =
∫
DXDξdp0 δ(ξf ) W (p0, X0) exp
(
i
h¯
p0x0
)
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× exp
(
−
i
h¯
∫
dt ξ
(
mX¨ + V ′(X)
)
−
i
h¯
ξ0MX˙0
)
× exp
(
−
∫
dt
(X − x¯)2
σ˜2
−
∫
dt
ξ2
4σ˜2
)
(3.16)
Next we let X → X + x¯, p0 → p0 +m ˙¯x0, and then perform an integration by parts of the
X¨ term, with the result,
p[x¯] =
∫
DXDξdp0 δ(ξf ) W (p0 +m ˙¯x0, X0 + x¯0) exp
(
i
h¯
p0x0
)
× exp
(
i
h¯
mξ˙fXf −
i
h¯
mξ˙0X0
)
× exp
(
−
i
h¯
∫
dt ξ
(
m¨¯x+ V ′(x¯)
)
−
i
h¯
∫
dt
(
mξ¨X + ξV ′(X + x¯)− ξV ′(x¯)
))
× exp
(
−
∫
dt
X2
σ˜2
−
∫
dt
ξ2
4σ˜2
)
(3.17)
The term V ′(X + x¯) could be a source of some difficulty. However, we again use the fact
that σ˜ is small, and hence the Gaussian projector concentrates the contribution from the
integral over X to the region around X = 0. We may therefore make the approximation,
V ′(X + x¯) ≈ V ′(x¯) +XV ′′(x¯) +O(X2) (3.18)
Now we may carry out the integral over X . The integrals over the initial and final values
pull down delta-functions, and we regard the action terms as residing on the internal slices
only (as described in more detail using the explicit time slicing in Section 2). One obtains,
p[x¯] =
∫
Dξdp0 δ(ξ˙f )δ(ξ˙0)δ(ξf ) W (p0 +m ˙¯x0, X0 + x¯0) exp
(
i
h¯
p0ξ0
)
× exp
(
−ih
∫
dt ξF¯ −
∫
dt
ξ2
4σ˜2
)
× exp
(
−
∫
dt
σ˜2
4h¯2
(
mξ¨ + ξV ′′(x¯)
)2)
(3.19)
where F¯ = m¨¯x+ V ′(x¯).
Now we would like to integrate out x¯0 and m ˙¯x0 in p[x¯] to obtain p[F¯ ], the distribution
on the field equations. To do this, we are obliged to assume that V ′′(x¯) has limited depen-
dence on x¯. This will be good for systems close to linear systems. Also, the dependence
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on V ′′(x¯) will not matter in the limit of small σ˜. We thus obtain,
p[F¯ ] =
∫
dx¯0d(m ˙¯x0) p[x¯]
=
∫
Dξ δ(ξ˙f )δ(ξ˙0)δ(ξf )δ(ξ0) exp
(
−
i
h¯
∫
dt ξF¯
)
× exp
(
−
∫
dt ξ
(
m2σ˜2
4h¯2
d4
dt4
+
mσ˜2V ′′
2h¯2
d2
dt2
+
σ˜2V ′′
2
4h¯2
+
1
4σ˜2
)
ξ
)
(3.20)
where an integration by parts has been performed, and the boundary conditions invoked
to drop the boundary terms. Finally, the integral over ξ may be performed to yield a result
identical in form to Eq.(2.21), but now G(t, t′) is the Green function of the fourth order
operator appearing in (3.20). One may thus in principle compute the width of the peak.
We shall not carry this out explicitly, but is clear that the width will again satisfy,
(∆F¯ )2 ≥
h¯2
2σ˜2
(3.21)
We could in principle have deduced these results from Eq.(3.15) directly. However,
we chose to do it this way, taking Eq.(3.11) as our starting point, because the boundary
conditions in the resulting path integral expression (3.20), are much simpler than those on
X(t) in (3.15).
Mensky has previously given a similar result on the basis of a rather heuristic analysis
[19]. He argued that the uncertainty principle for histories consisting of continuous position
samplings takes the general form,
∆(path) ∆(field equation) ≥ h¯ (3.22)
where ∆(path) is the width of the specification of the path (here denoted σ), and ∆(field equation)
is the spead about the classial field equations (here denoted ∆F ). We thus confirm his
heuristic analysis.
In the case of the free particle, we were able to obtain an expression for the width
of the peak about F¯ = 0 that was completely independent of the initial conditions (for
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Gaussian slits). Here the dependence on x¯ through V ′′(x¯) in Eq.(3.19) meant that it was
not possible to integrate out the initial data as we did in Section 2, and obtain complete
independence of the initial state. Unlike the free particle case, therefore, the presence of a
potential means that some dependence on the initial conditions appears in the expression
for the width of the peak about F¯ = 0 (although it drops out in the limit of very small σ˜).
IV. SYSTEMS WITH THERMAL FLUCTUATIONS
We now consider a straighforward extension of the result of the previous sections to
include thermal fluctuations. Suppose our system is linearly coupled to an environment,
consisting of a bath of harmonic oscillators in a thermal state. Such models are frequently
studied in the context of decoherence studies, and non-equilibrium statistical mechanics
generally. We will give only the briefest of details here, since these models have been
discussed extensively elsewhere [2,9,23,24,25,26,27,28].
In the presence of thermal fluctuations, one would still expect the probabilities for
sequences of position samplings to become peaked about classical paths, but the width
of the peak will be broadened. Our aim is to show this explicitly, and determine the
comparative sizes of quantum and thermal fluctuations.
It is straighforward to show that in the presence of an environment, the probabilities
for histories are given by
p[x¯(t)] =
∫
DxDy δ(xf − yf ) ρ(x0, y0)
× exp
(
i
h¯
S[x(t)]−
i
h¯
S[y(t)] +
i
h¯
W [x, y]
)
× exp
(
−
∫
dt
(x(t)− x¯(t))2
2σ˜2
−
∫
dt
(y(t)− x¯(t))2
2σ˜2
)
(4.1)
This differs from Eq.(3.8) by the presence of the Feynman-Vernon influence functional
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phase, W [x, y], given by [27],
W [x(t), y(t)] =−
∫ t
0
ds
∫ s
0
ds′[x(s)− y(s)] η(s− s′) [x(s′) + y(s′)]
+ i
∫ t
0
ds
∫ s
0
ds′[x(s)− y(s)] ν(s − s′) [x(s′)− y(s′)] (4.2)
The explicit forms of the non-local kernels η and ν may be found in Refs.[23,26]. We
have assumed, as is typical in these models, that the initial density matrix of the total
system is simply a product of the initial system and environment density matrices, and
the initial environment density matrix is a thermal state at temperature T . Considerable
simplifications occur in a purely ohmic environment in the Fokker-Planck limit (a particular
form of the high temperature limit), in which one has
η(s− s′) = mγ δ′(s− s′) (4.3)
ν(s− s′) =
2mγkT
h¯
δ(s− s′) (4.4)
where γ is the dissipation.
The presence of the influence functional phase does not qualitatively change the deriva-
tion given in Section 3, and repeating the derivation, it is straighforward to show that one
has, in place of (3.19), (3.20),
p[F¯ ] =
∫
Dξ δ(ξ˙f )δ(ξ˙0)δ(ξf)δ(ξ0)
× exp
(
−
i
h¯
∫
dt ξF¯ −
∫
dtdt′ ξ(t)
(
1
4σ˜2
δ(t− t′) +
1
h¯
ν(t− t′)
)
ξ(t′)
)
× exp
(
−
∫
dt
σ˜2
4h¯2
(
mξ¨(t) + V ′′(x¯)ξ(t)−
∫
dt′η(t− t′)ξ(t′)
)2)
(4.5)
where
F¯ = m¨¯x(t) + V ′(x¯)−
∫
dt′η(t− t′)x¯(t′) (4.6)
A new feature of the derivation of (4.5) is that the presence of the noise kernel ν(t − t′)
considerably enhances the Gaussian peak about ξ = 0 in (3.10), and thus the expansion
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about ξ = 0 has a greater range of validity, namely, it is no longer restricted to the small
σ˜ regime. The validity of the expansion about X = 0 in (3.18), however, is not improved.
The integral over ξ is readily carried out to yield a result of the form (2.21). The
distribution p[F¯ ] will therefore be peaked about the classical field equations, F¯ = 0, but
modified by an extra term, in Eq.(4.6), which induces dissipation, and also renormalizes
the potential. Furthermore, the width of the peak is changed. In the limit of either small
σ˜, or that in which ν(t) is large (e.g., high temperature), or both, one has
〈F¯ (t)F¯ (t′)〉 =
h¯2
2σ˜2
δ(t− t′) + 2h¯ν(t− t′) (4.7)
where the left-hand side denotes an average in the distribution function (4.5). In the
Fokker-Planck limit, one has
〈F¯ (t)F¯ (t′)〉 ≈ 4mγkT δ(t− t′) (4.8)
These results are consistent with regarding the system, in this limit, as described by a
classical Langevin equation of the form,
m¨¯x+mγ ˙¯x+ V ′R(x¯) = n(t) (4.9)
where VR is the renormalized potential, and n(t) is a fluctuating force term with 〈n(t)〉 = 0
and two-point correlation function given by (4.8). We therefore recover classical Brownian
motion in the Fokker-Planck limit.
Similar results have been derived using different methods by Gell-Mann and Hartle
[2]. They used a distribution g[x¯(t), F¯ (t)] on x¯(t) and F¯ (t), obtained by a type of Wigner
transform of the decoherence functional. Like the Wigner function, their distribution is
not always positive. Here, by contrast, we have used an explicitly positive distribution
on the value of the field equations, p[F¯ (t)]. Also, the derivation given here exposes the
necessity, not evident from Ref.[2], to make the approximation (3.18) in the case of non-
trivial potentials.
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It is perhaps of interest to remark that the existence of the distribution g[x¯(t), F¯ (t)]
used by Gell-Mann and Hartle suggests, in analogy with the ordinary Wigner function
W (p, q), that x¯(t) and F¯ (t) are some kind of “canonically conjugate pair”. If this could
be made precise, it might supply the underlying reason why the uncertainty principle for
continuous histories has the form (3.21), involving a product of the widths of x¯ and F¯ .
These possibilities will be investigated elsewhere.
For us, the significance of the result (4.7) is that it indicates the respective regimes in
which quantum or thermal fluctuations dominate. In the Fokker-Planck limit, the thermal
fluctuations dominate the quantum ones when
8mγkT σ˜2
h¯2
>> 1 (4.10)
This is in fact also the condition for decoherence in quantum Brownian motion models
[2,6,29,30,31]. We therefore find that the regime in which thermal fluctuations dominate
the quantum ones coincides with the onset of decoherence. Essentially the same conclusion
was reached in Ref.[16], using a quite different measure of uncertainty (the Shannon infor-
mation used in Eq.(5.8) below). This in turn built on the earlier work of Hu and Zhang
[32].
V. ALTERNATIVE CHARACTERIZATIONS
OF CLASSICAL PEAKING
We have so far characterized peaking about classical paths using a distribution func-
tion on the value of the field equations, Eq.(2.7). Now we discuss an alternative method.
Consider the probability for a sequence of position samplings, (2.1). As we have discussed
before, let us replace x¯1, x¯2, with x¯1, k¯1 = m(x¯2 − x¯1)/t. For sufficiently small t, k¯1 is an
approximation to the initial momentum. Now consider the probability, p(x¯1, k¯1, x¯3, · · · x¯n),
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defined using this change of variables. From it, we may construct the conditional proba-
bility,
p(x¯3, · · · x¯n|x¯1, k¯1) =
p(x¯1, k¯1, x¯3, · · · x¯n)
p(x¯1, k¯1)
(5.1)
This is the probability of finding the sequence x¯3, · · · x¯n, given that x¯1, k¯1 have already
occurred. This conditional probability distribution provides an alternative measure of
classical peaking: the system exhibits classical correlations if (5.1) is strongly peaked
about the configuration for which x¯3 · · · x¯n lie along the classical path with initial data
x¯1, k¯1. We now show how this is related to the condition that Eq.(2.7) is peaked about
F¯ = 0.
For simplicity, we use samplings continuous in time, although we expect that the
results and approach are more general than this. Consider the probability for a history
of continuous position samplings, p[x¯(t)]. Instead of p[x¯(t)], consider the distribution
p[F¯ (t); x¯0, k¯0) on the field equations F¯ = m¨¯x+V
′(x¯) together with the initial data, x¯0, k¯0.
This distribution is a functional of F¯ (t), and a function of x¯0, k¯0, and we use the notation
[ ; ) to indicate this. It may be given explicitly in terms of p[x¯(t)] by the functional integral
expression,
p[F¯ (t); x¯0, k¯0) =
∫
Dx¯ p[x¯(t)] δ(x¯(0)− x¯0) δ(m ˙¯x(0)− k¯0) δ
[
m¨¯x+ V ′(x¯)− F¯
]
(5.2)
Introducing the continuum analogue of (5.1), we may write,
p[x¯(t)] = p[x¯(t)|x¯0, k¯0) p(x¯0, k¯0) (5.3)
so p[x¯(t)|x¯0, k¯0) is the probability of finding the history x¯(t), given that its initial data are
x¯0, k¯0. Inserting this in (5.2), we have for the distribution on the field equations,
p[F¯ (t)] ≡
∫
dx¯0dk¯0 p[F¯ (t); x¯0, k¯0)
=
∫
Dx¯ dx¯0dk¯0 p[x¯(t)|x¯0, k¯0) p(x¯0, k¯0)
× δ(x¯(0)− x¯0) δ(m ˙¯x(0)− k¯0) δ
[
m¨¯x+ V ′(x¯)− F¯
]
(5.4)
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Now we have shown extensively in previous sections that p[F¯ (t)] is strongly peaked about
F¯ (t) = 0. In other words, p[F¯ (t)] is essentially zero unless, F¯ is very close to zero. Using
(5.4), this means that
∫
Dx¯ dx¯0dk¯0 p[x¯(t)|x¯0, k¯0) p(x¯0, k¯0)
× δ(x¯(0)− x¯0) δ(m ˙¯x(0)− k¯0) δ
[
m¨¯x+ V ′(x¯)− F¯
]
≈ 0 (5.5)
unless F¯ is very close to zero. Now the terms in the integrand are all positive, and generally
non-zero with the exception of p[x¯(t)|x¯0, k¯0). This means that
p[x¯(t)|x¯0, k¯0) ≈ 0 (5.6)
unless F¯ = 0, i.e., unless x¯(t) satisfies the field equations. Furthermore, the delta-functions
ensure that x¯(0) = x¯0 and m ˙¯x(0) = k¯0. We therefore conclude that if p[F¯ (t] is peaked
around F¯ (t) = 0, then p[x¯(t)|x¯0, k¯0) is peaked about the solution x¯(t) to the field equations
with initial data x¯0, k¯0.
It is not hard to see that the converse is also true. If p[x¯(t)|x¯0, k¯0) is strongly peaked
about the classical solution x¯(t) with initial data x¯0, k¯0, then the functional integral in
(5.4) receives contributions only from paths x¯(t) such that m¨¯x + V ′(x¯) ≈ 0. From the
delta-functional in (5.4) it follows that p[F¯ (t)] will be concentrated around F¯ (t) = 0.
We now briefly comment on the formal interpretation of the probabilities for strings of
position samplings considered in previous sections. It is tempting to interpret expressions
such as (3.15) as the statement that the system is described by a statistical ensemble of
classical solutions, with the probability for each individual solution given by the Wigner
function of the initial density matrix.
This cannot be completely correct. Firstly, the Wigner function is not always positive.
Secondly, the coarse-grained histories x¯(t) are usually taken to be a decoherent set, i.e.,
they satisfy the probability sum rules. Regarding the probability p[x¯] for each history
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x¯(t) as a sum over initial data of probabilities for histories with each possible value of
initial data corresponds to a fine graining of the histories, under which decoherence is not
preserved. The above statement therefore requires a more careful formulation.
Let us start with the conditional probability (5.1). With some elementary rearrange-
ment, we may write,
p(x¯3, · · · x¯n) ≡
∫
dx¯1dk¯1 p(x¯1, k¯1, x¯3, · · · x¯n)
=
∫
dx¯1dk¯1 p(x¯3, · · · x¯n|x¯1, k¯1) p(x¯1, k¯1) (5.7)
Consider the two parts of the integrand in Eq.(5.7). First of all consider the conditional
probability. As we have seen above in the continuum case, this is strongly peaked about
configurations x¯3, · · · x¯n lying along the classical path with initial data x¯1, k¯1.
Next consider the quantity p(x¯1, k¯1). It is positive, by construction, and may be
interpreted as a quantum mechanical probability distribution for coarse-grained phase
space samplings. It is in fact equal to a smeared Wigner function, with a smearing just
sufficient to make it positive [22]. Furthermore, the uncertainty principle imposes limits
on the degree to which it may be peaked about a given region of phase space. This limit
may be expressed as a lower bound on its Shannon information,
I(X,K) ≡ −
∫
dx¯dk¯ p(x¯, k¯) ln p(x¯, k¯) ≥ ln
(
2pih¯
σxσk
)
(5.8)
where σx, σk are the widths of the position and momentum samplings [15]. More stringent
limits on the degree of peaking arise in the presence of thermal fluctuations (as discussed
in the previous section); these may also be expressed as a lower bound on the Shannon
information, generally greater than the lower bound in (5.8) [16].
Now we may say the following above about Eq.(5.7): it may be interpreted as the
statement that p(x¯3, · · · x¯n) corresponds to a statistical ensemble of classical solutions,
where the probability for each individual solution is given by the smeared Wigner function,
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p(x¯1, k¯1). The original statement is therefore in essence correct, but its precise formulation
requires coarse-graining over the first two position samplings.
VI. DECOHERENCE AND MEASUREMENTS
So far, we have largely been concerned in this paper with the mathematical properties
of the expression (1.1). As stated in the Introduction, the results of Section 2–5 are
not necessarily tied to a particular interpretational scheme, be it the decoherent histories
approach, or the Copenhagen approach to measured subsystems. We now discuss these
points in relation to the considerations of this paper. In particular, we need to discuss the
extent to which the histories discussed in Sections 2–5 satisfy the consistency condition,
that the decoherence functional (1.5) be diagonal:
D(α, α′) ≈ 0, for α 6= α′ (6.1)
6(A). The Significance of the
Uncertainty Relations for Histories
Consider a closed system and consider possible histories of alternatives of that system
characterized by strings of projections operators. A given set of histories will generally
not satisfy the decoherence condition (6.1), and probabilities cannot be assigned to the
histories. As is well known, decoherence is generally brought about by dividing the total
closed system into a distinguished subsystem coupled to the rest – the environment – and
considering histories characterized by projections onto the distinguished subsystem only.
An example of this type of model was discussed in Section 4. As stated there, decoherence
in this model is achieved when the parameters satisfy Eq.(4.10). Given a decoherent set
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of histories, one can then begin to discuss classical predictability, and this indeed we did
in Section 4. However, the usual quantum fluctuations about classical predictability are
accompanied by thermal ones, due to the coupling to the environment. As we saw in Section
4, the thermal fluctuations typically dominate in the regime in which there is decoherence.
This means that the uncertainty principle plays little physical role in situations of this
type, since the quantum fluctuations are completely swamped by the thermal ones.
As the coupling to the environment goes to zero, the thermal fluctuations go to zero
leaving just the quantum ones, but the degree of decoherence goes to zero also. The
probabilities (1.1) then no longer satisfy the decoherence condition (6.1). However, the
uncertainty relations such as (3.21) still maintain some mathematical utility, in that they
are relations that must be satisfied by the candidate probabilities (1.1) in the limit that
the coupling to the environment goes to zero. The fact that the probabilities are not
decoherent does not matter mathematically, because at no stage were the probability sum
rules assumed in deriving (3.21).
In the decoherent histories approach, the projections are not associated with measure-
ments by an external agency. They cannot be because the system is genuinely closed.
Rather, they are the way in which histories of the system are specified. The uncertainty
relations, with or without thermal modifications, represent fundamental limitations on the
precision with which the properties of system are intrinsically defined†.
There is an alternative way of thinking about the probabilities (1.1) in which the un-
certainty relations such as (3.21), without thermal fluctuations, play a more significant
role. This is the special case of a measurement situation. Again consider a closed quantum
system, so we are still in the framework of the decoherent histories approach. Let the sys-
tem consist of of a distinguished subsystem S, a measuring apparatus A, and the rest, the
environment, E . The subsystem S is isolated from the environment, but interacts in a very
† See Ref.[18] for more discussion of this and related points.
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particular way with the apparatus A and thus becomes correlated with it. The apparatus,
which is typically macroscopic, interacts with the environment. As a consequence, histories
of apparatus alternatives decohere. Histories of the distinguished subsystem alternatives
then also decohere, because they are correlated with decohering apparatus alternatives.
Furthermore, under these conditions it may then be shown that the probabilities for the
sequence of decohering subsystem alternatives is given by (1.1) [3,4,5].
We can therefore think of the probabilities of the form (1.1) as the probabilities of a
decoherent set of histories, if we regard them as the probabilities for a sequence of measured
alternatives of a distinguished subsystem. Indeed, the formula (1.1) is a familiar formula
in the Copenhagen approach to measured subsystems: it incorporates both the “collapse
of the wave function”, when a measurement is made, together with the unitary evolution
between measurements [33]. Here, it emerges from the decoherent histories approach in
the idealization of perfect correlation with the apparatus and perfect decoherence of the
apparatus alternatives [3].
For us, the point of this is that the interaction between the distinguished subsystem
and the measuring apparatus is not an arbitrary one, but is in principle carefully designed
so as to eliminate the environmental fluctuations suffered by the system described in Sec-
tion 4. Measurements could therefore be contemplated in which the lower limit (3.21) is
approached. The uncertainty relations such as (3.21) then do have physical significance;
indeed, they have their more familiar significance as limitations on the precision with which
certain quantities may be actually measured by an apparatus.
6(B). The Decoherence Functional
We now study in more detail the question of decoherence of the histories considered
in Section 2–5. We are generally concerned with histories characterized by sequences of
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position samplings, for which the decoherence functional is given by
D(x¯1, · · · x¯n|x¯
′
1, · · · x¯
′
n) = Tr
(
Px¯n(tn) · · ·Px¯1(t1) ρ Px¯′
1
(t1) · · ·Px¯′n(tn)
)
(6.2)
It is convenient to introduce the notation,
Cx¯1···x¯n = Px¯n(tn) · · ·Px¯1(t1) (6.3)
This object will be called a class operator. Histories characterized by sequences of alterna-
tives of the value of F¯i are obtained by coarse-graining the class operator (6.3). Precisely,
CF¯2···F¯n−1 =
∫
dx¯1 · · ·dx¯n
n−1∏
k=2
δ
(
m
(x¯k+1 − 2x¯k + x¯k−1)
t2
+ V ′(x¯k)− F¯k
)
Cx¯1···x¯n (6.4)
(where we are for convenience adopting a notation in which the sampled quantities x¯,
F¯ , etc., are continuous, but this is not an essential assumption). This is, incidently, an
example of spacetime coarse-graining [34] – a coarse-graining that cannot be expressed as
a sum of projection operators at a single moment of time. The decoherence functional for
the F¯i’s is then
D(F¯2 · · · F¯n−1|F¯
′
2 · · · F¯
′
n−1) = Tr
(
CF¯2···F¯n−1 ρ C
†
F¯ ′
2
···F¯ ′
n−1
)
(6.5)
Probabilities for histories are generally obtained from the diagonal components of the deco-
herence functional, D(F¯ , F¯ ) (where we use the shorthand F¯ to denote a string of F¯i’s). In
the earlier sections of this paper, we obtained the probability distribution p(F¯2, · · · F¯n−1)
by integrating out the initial data in the probabilities, i.e., incoherent summing. In ef-
fect, we carried out the operation (6.4) for the probabilities, not for the class operators.
The result is generally not the same as D(F¯ , F¯ ) which is obtained by coherent summing.
However, if the decoherence functional is diagonal in the first two position samplings (and
hence in the initial data x¯1, k¯1), then p(F¯ ) = D(F¯ , F¯ ). We shall assume this. It has the
following interesting consequence.
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The decoherence functional obeys a useful inequality bounding the size of the off-
diagonal terms by the corresponding diagonal ones [6]. For (6.5) it is,∣∣∣D(F¯ , F¯ ′)∣∣∣2 ≤ D(F¯ , F¯ ) D(F¯ ′, F¯ ′) (6.6)
Its intuitive content is that there can be no inteference with a history with D(F¯ , F¯ ) = 0.
In particular, it implies that consistency is automatically satisfied if the system has one
history with D(F¯ , F¯ ) = 1, and D(F¯ ′, F¯ ′) = 0 for all the other histories.
As we have shown in this paper, the distribution p(F¯2 · · · F¯n−1) is generally strongly
peaked about F¯i = 0. This means that there is in essence only one history with non-zero
probability: that with F¯i ≈ 0 at each moment of time. From the inequality (6.6), it is
therefore readily seen that the off-diagonal terms of the decoherence functional will be
strongly suppressed – the decoherence functional is essentially zero unless F¯i ≈ F¯
′
i ≈ 0
for i = 2, · · ·n − 1. We therefore see that decoherence of the first two position samplings,
together with the peak about F¯i = 0 of p(F¯ ) ensures decoherence of the F¯i’s.
Similar remarks hold for the probabilities defined by Eq.(5.7). Consider the decoher-
ence functional (6.2), and suppose a change of variables from x¯2 to the initial momentum
k¯1 is carried out, as discussed before. Now consider the decoherence functional obtained
by coarse-graining over the initial data, x¯1, k¯1. It is in general given by a sum over both
off and on diagonal terms in the initial data. However, if as before, we assume decoherence
in the initial data, then it is given by,
D(x¯3, · · · x¯n|x¯
′
3 · · · x¯
′
n) =
∫
dx¯1dk¯1 D(x¯1, k¯1, x¯3, · · · x¯n|x¯1, k¯1, x¯
′
3, · · · x¯
′
n) (6.7)
Now we again use the inequality from Ref.[6], of which (6.6) was an example:∣∣∣D(x¯3, · · · x¯n|x¯′3 · · · x¯′n)∣∣∣ ≤
∫
dx¯1dk¯1
[
p(x¯1, k¯1, x¯3, · · · x¯n)p(x¯1, k¯1, x¯
′
3, · · · x¯
′
n)
]1
2 (6.8)
Using the conditional probability defined by (5.1), this may be written∣∣∣D(x¯3, · · · x¯n|x¯′3 · · · x¯′n)∣∣∣ ≤
∫
dx¯1dk¯1 p(x¯1, k¯1)
×
[
p(x¯3, · · · x¯n|x¯1, k¯1)p(x¯
′
3, · · · x¯
′
n|x¯1, k¯1)
] 1
2 (6.9)
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As we showed in Section 5, the conditional probability p(x¯3, · · · x¯n|x¯1, k¯1) is strongly peaked
about the classical path with initial data x¯1, k¯1. That is, it is essentially zero unless
x¯3, · · · x¯n lie along that path. It follows that the right-hand side of (6.9) will be very small
unless x¯i ≈ x¯
′
i, for i = 3, · · ·n. We therefore find that the probabilities (5.7) are decoherent,
assuming the decoherence of the initial data, and given the classical predictability discussed
in Section 5.
It is perhaps of interest to note that it is essentially the correlation of x¯3, · · · x¯n with
x¯1, k¯1 that leads to their decoherence. It is often the case that decoherence of a given
subsystem arises as a result of its correlation with another subsystem. This correlation
may arise through interaction, although need not necessarily. The demonstration of the
connection between correlation with another system and decoherence proceeds in a manner
similar to that given above [35]. Here, the correlation is not with another system, but is
between successive values of positions and comes about as a consequence of the quantum
dynamics. One could, for example, imagine that the first two samplings are actual mea-
surements, or at least, interaction with another system. The decoherence of future histories
of position samplings is then assured because of their correlation with the decohered initial
data.
The considerations of this section are closely related to the detailed proofs given by
Omne`s of classical determinism in quantum mechanics [5,17]. He showed that an initial
quantum state ρ0 localized in phase space to a cell C0, will evolve under unitary evolution
to a state ρt localized to Ct, the classical evolution of C0. There will of course be errors,
due for example to wave packet spreading, and these can be estimated. But one would
expect them to be very small indeed if the cells are large compared to h¯, if the particle
is sufficiently massive, and if the period of evolution is not too long. Furthermore, sets
of histories characterized by an initial state and by (approximate) phase space projectors
of the type indicated above will be approximately consistent, essentially because there is
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only one history with non-zero probability, and the discussion after Eq.(6.6) applies. It is
essentially for these reasons that one might have anticipated the results of this section.
VII. SUMMARY AND CONCLUSIONS
We have studied quantum-mechanical histories characterized by sequences of position
samplings. We have shown, in two different ways that such samplings are strongly cor-
related according to classical laws: the probabilities of such histories are strongly peaked
about classical histories. The uncertainty principle arises as a lower bound on the width of
this peak, and we have computed the form of this lower bound explicitly. It generally has
the form (1.9) for samplings at a discrete set of times, and (3.21) for samplings continuous
in time. In the presence of thermal fluctuations it is broadened by the amount indicated
in Eq.(4.7). The corrections due to thermal fluctuations give an idea of the comparative
size of quantum and thermal fluctuations: the latter become important under the same
conditions that decoherence effects become important. The numerical value of these lower
bounds is generally very small indeed for macroscopic systems. In a sentence, our results
are therefore consistent with the statement that the deterministic evolution of macroscopic
systems emerges as an approximate feature of quantum mechanics, with an exceedingly
small error.
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