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Abstract
Las bases de datos han incluido la capaci-
dad de almacenar datos no estructurados tales
como ima´genes, sonido, texto, video, etc. La
problema´tica de almacenamiento y bu´squeda
en estos tipos de base de datos diﬁere de las
bases de datos cla´sicas, dado que no es posi-
ble organizarlos en registros y campos, y aun
cuando pudiera hacerse, la bu´squeda exacta
carece de intere´s. Es en este contexto donde
surgen nuevos modelos de bases de datos ca-
paces de cubrir las necesidades de almace-
namiento y bu´squeda de estas aplicaciones.
Nuestro intere´s se basa en el disen˜o de ı´ndices
eﬁcientes para estas nuevas bases de datos.
1 Contexto
El presente trabajo se desarrolla en el a´mbito
de la lı´nea Te´cnicas de Indexacio´n para Datos
no Estructurados del Proyecto Tecnologı´as
Avanzadas de Bases de Datos (22/F414), cuyo
objetivo es realizar investigacio´n ba´sica so-
bre manejo y recuperacio´n eﬁciente de infor-
macio´n no tradicional.
2 Introduccio´n
La informacio´n disponible en formato digital
aumenta dı´a a dı´a su taman˜o de manera ex-
ponencial. Gran parte de esta informacio´n in-
volucra el uso de datos no estructurados tales
como ima´genes, sonido, texto, video, etc. De-
bido a que no es posible organizar estos tipos
de datos en registros y campos, las tecnologı´as
tradicionales de bases de datos para almace-
namiento y bu´squeda de informacio´n no son
adecuadas en este a´mbito.
Es en este contexto donde surgen nuevos
modelos de bases de datos capaces de
cubrir las necesidades de almacenamiento y
bu´squeda de estas aplicaciones. Nuestro in-
tere´s se basa en el disen˜o de ı´ndices eﬁcientes
para estas nuevas bases de datos.
Bases de Datos Textuales (BDT) Una base
de datos de texto es un sistema que mantiene
una coleccio´n grande de texto, y provee acceso
ra´pido y seguro al mismo. Sin pe´rdida de ge-
neralidad, asumiremos que la base de datos de
texto es un u´nico texto T posiblemente alma-
cenado en varios archivos. Las bu´squedas en la
que el usuario ingresa un patro´n de bu´squeda
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y el sistema retorna todas las posiciones del
texto donde el patro´n ocurre, es una de las
bu´squedas ma´s comunes en este tipo de bases
de datos.
Mientras que en bases de datos tradicionales
los ı´ndices ocupan menos espacio que el con-
junto de datos indexado, en las bases de datos
de texto el ı´ndice ocupa ma´s espacio que el
texto, pudiendo necesitar de 4 a 20 veces el
taman˜o del mismo [5, 8]. Una alternativa para
reducir el espacio ocupado por el ı´ndice es bus-
car una representacio´n compacta del mismo,
manteniendo las facilidades de navegacio´n so-
bre la estructura. Pero en grandes colecciones
de texto, el ı´ndice au´n comprimido suele ser
demasiado grande como para residir en memo-
ria principal [6, 7]. Por esta razo´n, el estudio
de ı´ndices comprimidos y en memoria secun-
daria para bu´squedas en texto es un tema de
creciente intere´s.
Espacios Me´tricos El modelo de espacios
me´tricos permite formalizar el concepto de
bu´squeda por similitud en bases de datos no
tradicionales [2]. Un espacio me´trico esta´ for-
mado por un conjunto de objetos X y una
funcio´n de distancia d deﬁnida entre ellos que
mide cuan diferentes son. La base de datos
sera´ un subconjunto ﬁnito U ⊆ X .
Una de las consultas ma´s comunes en este
modelo de bases de datos es la bu´squeda por
rango. En esta bu´squeda dado un elemento
q ∈ X , al que llamaremos query y un radio de
tolerancia r, la bu´squeda por rango consiste en
recuperar los objetos de la base de datos cuya
distancia a q no sea mayor que r. Para evi-
tar examinar exhaustivamente la base de datos,
se preprocesa la misma por medio de un al-
goritmo de indexacio´n con el objetivo de cons-
truir una ı´ndice, disen˜ado para ahorrar ca´lculos
en el momento de la bu´squeda. En [2] se pre-
senta un desarrollo uniﬁcador de las soluciones
existentes en la tema´tica.
Bases de datos temporales .
Las base de datos temporales permiten al-
macenar y recuperar datos que dependen del
tiempo. Mientras que las bases de datos tradi-
cionales tratan al tiempo como otro tipo de
dato ma´s, este tipo de base de datos incorpora
al tiempo como una dimensio´n, distinguiendo
dos tipos de tiempos:
Tiempo va´lido expresa el tiempo durante el
cual una proposicio´n es cierta.
Tiempo transaccional: indica el momento que
los datos fueron incorporados a la base de
datos.
Bases de datos me´trico-temporales (BDMT)
Este modelo permite almacenar objetos no es-
tructurados con tiempos de vigencia asocia-
dos y realizar consultas por similitud y por
tiempo en forma simulta´nea. Formalmente un
Espacio Me´trico-Temporal es un par (U , d),
donde U = O × N × N , y la funcio´n d es de
la forma d : O × O → R+. Cada elemento
u ∈ U es una triupla (obj, ti, tf ), donde obj es
un objeto (por ejemplo, una imagen, sonido,
cadena, etc) y [ti, tf ] es el intervalo de vigen-
cia de obj. La funcio´n de distancia d, que
mide la similitud entre dos objetos, cumple
con las propiedades de una me´trica (positivi-
dad, simetrı´a y desigualdad triangular).
Un nuevo tipo de consulta son las denomi-
nadas me´trico-temporales que se deﬁnen for-
malmente en sı´mbolos como:
(q, r, tiq, tfq)d = {o/(o, tio, tfo) ∈ X ∧
d(q, o) ≤ r ∧ (tio ≤ tfq) ∧ (tiq ≤ tfo)}
La consulta implica buscar todos los objetos
o de la parte ﬁnita X del universo U que este´n
a una distancia a lo ma´s r de q, y que su tiempo
asociado t coincida (o se solape) con en tiempo
de la consulta.
Varios ı´ndices me´trico-temporales se han
propuesto en este a´mbito, todos estos ı´ndices
fueron desarrollados para ser eﬁcientes en
memoria principal.
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3 Lı´neas de Investigacio´n
3.1 Memoria Secundaria
3.1.1 Base de Datos Textuales
Un trie de suﬁjos es un ı´ndice que per-
mite resolver eﬁcientemente las operaciones
de bu´squedas en texto pero que necesita en es-
pacio 10 veces el taman˜o del texto indexado.
En [10] se presenta una nueva repre-
sentacio´n de un trie de suﬁjos que permite re-
ducir el espacio necesario para almacenar el
ı´ndice, eliminando la necesidad de mantener
los punteros explı´citos a los hijos. Esta repre-
sentacio´n tiene la ventaja de permitir un poste-
rior proceso de paginado para manejar eﬁcien-
temente el trie de suﬁjos en memoria secun-
daria [11].
Hemos disen˜ado una te´cnica de paginacio´n
para este ı´ndice basa´ndonos en la repre-
sentacio´n compacta del mismo. Nuestra
te´cnica de paginacio´n consiste en una ex-
tensio´n para a´rboles r-arios del paginado uti-
lizado en el Compact Pat Tree [3].
Al igual que el algoritmo presentado en [3],
nuestra te´cnica de paginado tambie´n particiona
el a´rbol en componentes conexas, denomi-
nadas partes, cada una de las cuales se alma-
cena en una pa´gina de disco.
El algoritmo procede en forma bottom-up
tratando de condensar en una u´nica parte un
nodo con uno o ma´s de los suba´rboles que de-
penden de e´l. En este proceso de particionado
las decisiones se toman en base a la profundi-
dad de cada nodo involucrado, donde la pro-
fundidad indica la cantidad de accesos a disco
que debera´ realizar el proceso de bu´squeda
para llegar desde esa parte a una hoja del a´rbol.
Para particionar un a´rbol, el algoritmo
comienza asignando cada hoja a una parte con
profundidad 1 y luego, en forma bottom-up,
procesa cada uno de los nodos de este a´rbol
r-ario segu´n las reglas que se explican a con-
tinuacio´n.
Sea x el nodo corriente a procesar. Se or-
denan los hijos del x de mayor a menor segu´n
su profundidad, y para aquellos hijos de igual
profundidad se ordenan de menor a mayor
segu´n su taman˜o. Se pueden presentar los si-
guientes casos:
Caso 1: x y su primer hijo de mayor profundi-
dad d entran en una pa´gina de disco:
• Colocamos en una misma parte x y tantos
hijos de x como entren en una pa´gina, te-
niendo en cuenta en este proceso el orden
ya establecido.
• Si en algu´n momento nos encontramos
que un hijo de x tiene profundidad j y no
entra en la pa´gina, los siguientes hijos con
profundidad j tampoco entrara´n (porque
esta´n ordenados por taman˜os). En este
caso se prosigue con los hijos con profun-
didad menor que j.
• Aplicamos el mismo proceso hasta recor-
rer todos los grupos de distintas profundi-
dades que existan para los hijos de x.
• Se cierran las partes de aquellos hijos que
no conforman la nueva parte creada.
• Si todos los hijos de mayor profundidad d
se han agregado a la nueva parte creada,
se establece que esta nueva parte tiene
profundidad d.
• Si algu´n hijo de mayor profundidad d es
cerrado, la profundidad de la nueva parte
se establece en d+ 1.
Caso 2: x y su primer hijo de mayor profun-
didad d no entran en una pa´gina de disco. En
este caso se cierran todas las partes hijas y se
crea una nueva parte para el nodo corriente con
profundidad d+1, donde d es el ma´ximo de las
profundidades de los hijos.
Estamos ﬁnalizando la implementacio´n de
esta propuesta para ya dar inicio a la eva-
luacio´n experimental.
XX Workshop de Investigadores en Ciencias de la Computacio´n 318
26 y 27 de Abril de 2018 RedUNCI - UNNE - ISBN 978-987-3619-27-4
3.1.2 Base de Datos Me´trico-Temporal
Varios ı´ndices me´trico-temporales se han
propuesto en este a´mbito, todos estos ı´ndices
fueron desarrollados para ser eﬁcientes en
memoria principal. Uno de ellos es el H-
FHQT presentado en [4], que resulta competi-
tivo en aquellos casos donde los objetos tienen
vigencia en un so´lo instante de tiempo. Nue-
stro objetivo es proponer una te´cnica de pagi-
nacio´n para que este ı´ndice resulte eﬁciente en
memoria secundaria.
El H-FHQT consiste en una lista de los in-
stantes va´lidos de tiempo, donde cada celda de
la lista contiene un ı´ndice FHQT [1] con el que
indexa todos los objetos vigentes en dicho in-
stante. Nuestra te´cica de paginacio´n tiene los
siguientes casos a considerar:
Caso 1: La lista de instantes de tiem-
pos va´lidos entra en memoria primaria pero
cada a´rbol correspondiente a cada instante de
tiempo reside en memoria secundaria. En este
caso hay dos situaciones a tener en cuenta:
• Cada a´rbol FHQT correspondiente a cada
instante de tiempo entra en una pa´gina de
disco. En este caso la paginacio´n es di-
recta, haciendo corresponder cada FHQT
con una pa´gina de de disco.
• Cada a´rbol FHQT correspondiente a cada
instante de tiempo no entra en una pa´gina
de disco, en este caso se procede a pa-
ginarlo con la te´cnica propuesta en la
seccio´n anterior.
Caso 2: Ni la lista de instantes de tiempos
va´lidos nia cada uno de los a´rboles FHQT cor-
respondientes a cada instante de tiempo entran
memoria principal. En este caso utilizamos
para la lista de instantes de tiempo va´lido un
a´rbol B (dado que allı´ se buscara´ por igualdad)
y para los a´rboles FHQT usamos la te´cnica de
paginado explicada en la seccio´n anterior.
Cabe sen˜alar que no existe hasta el momento
ningu´n ı´ndice en memoria secundaria para este
tipo de base de datos.
3.2 I´ndices Comprimidos
El objetivo de esta lı´nea es el estudio de ı´ndices
comprimidos para base de datos de texto con el
ﬁn de proponer te´cnicas alternativas que per-
mitan una mejora en tiempo del mismo, pero
que siga siendo competitivo en espacio. Como
ya lo menciona´ramos en la seccio´na anterior,
se ha realizado un estudio detallado de la rep-
resentacio´n compacta del trie de suﬁjos [10] y
de los algoritmos de bu´squeda sobre esta rep-
resentacio´n.
En [10] se propone mantener la topologı´a
del a´rbol a trave´s de la representacio´n de
pare´ntesis [9]. En esta representacio´n, para
poder navegar eﬁcientemente el a´rbol resolver
las siguientes operaciones sobre secuencias bi-
narias:
ﬁndclose(i) : retorna la posicio´n del
pare´ntesis que cierra que corresponde al
pare´ntesis que abre en la posicio´n i.
ﬁndopen(i) : retorna la posicio´n del
pare´ntesis que abre que corresponde
al pare´ntesis que cierra en la posicio´n i.
excess(i) : retorna la diferencia del nu´mero
de pare´ntesis que abren y el nu´mero de
pare´ntesis que cierra desde el principio a
la posicio´n i.
enclose(i) : retorna la posicio´n del pare´ntesis
ma´s cercano que encierra al nodo de la
posicio´n i
Empı´ricamente hemos detectado que una de
las funciones ma´s costosas de ejecutar es ﬁnd-
close(i) por lo que desarrollamos una te´cnica
para mejorar el desempen˜o de esta´ funcio´n,
y con ello el desempen˜o de toda la estruc-
tura. La te´cnica disen˜ada consiste en obtener
informacio´n en ciertos niveles del trie de suﬁ-
jos para que esta´ funcio´n se realice con mayor
eﬁciencia en esos niveles. El nivel hasta el
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cual se debe realizar la optimizacio´n es un
para´metro de nuestro algoritmo que se estable-
cera´ empı´ricamente. Ya se ha terminado la
etapa de desarrollo y nos encontramos en la
etapa evaluacio´n experimental.
4 Resultados Esperados
Se espera obtener ı´ndices eﬁcientes, tanto
en espacio como en tiempo, para el proce-
samiento de consultas en bases de datos tex-
tuales y en espacios me´tricos. Los mismos
sera´n evaluados tanto analı´ticamente como
empı´ricamente.
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