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ABSTRACT

Several new computational intelligence algorithms and their applications are
investigated in this thesis. First, a linear support vector machine decision tree (LSVMDT) is developed by building a binary tree with a linear support vector machine in each
tree node. It has built-in rare event detection mechanism, and allows efficient rule
extraction. Secondly, an efficient recursive update algorithm when new data becomes
available is derived for least squares support vector machines. This is very essential in
online learning. Thirdly, a three-layered learning system is proposed. It consists of a
random mapping stage and a learning stage with ordinary least squares, error-correcting
least squares, or a linear support vector machine. Next, the three-layered system with
ordinary least squares is further developed into a statistical, self-organizing learning
system (SSOLS). It incorporates automatic determination of the enhancement nodes
using validation, VC dimension, and efficient leave-one-out methods. The t-test pruning
procedure and the gradient descent update are used to make the network more compact.
The last past of this thesis investigates a real-world example of how computational
intelligence algorithms can be applied to automate the decision making processes in
manufacturing industries. Data are collected from a Six Sigma simulator that simulates an
advanced TV production line. Several computational intelligence algorithms are then
used to model this manufacturing process, and a global optimization technique is applied
to obtain the optimum input settings that result in maximum overall % yield. Comparison
with traditional methods such as Design of Experiments shows promise in deploying
computational intelligence algorithms in manufacturing enterprises of the future.

1

1. INTRODUCTION
1.1 Statement of Research
With recent advances in internet and computer technologies, we are now living in
a world overloaded with enormous amounts of information. Large amounts of data exist
in almost every area, ranging from banking and manufacturing industries, images from
earth remote sensing, to medical examination and DNA sequence analysis. Data become
so abundant nowadays that it is very difficult to keep track of and efficiently utilize them.
They usually contain valuable knowledge. One important example is in bioinformatics.
With the recent completion of the human genome project, the next logical step is to
analyze and study the interaction of hundreds and thousands of genes through running
microarray experiments. Another interesting example lies in drug manufacturing
industries. With over 36% of the costs spent in manufacturing [1], these industries always
hope to maximize the production % yield in the manufacturing process. However, the
actual process is rather complicated, and it is often difficult to uncover the input/output
dependency.
Computational intelligence algorithms then become essential to discover the
hidden knowledge in such data sets. They are to this information revolution like machines
to the industrial revolution. Here we define computational intelligence algorithms as
advanced computing algorithms that allow efficient extraction of knowledge from large
data sets, whether it is to classify (prediction) or to approximate a system model
(regression). This thesis considers only supervised learning, in which for each training
input vector x , there is a corresponding target output value z associated with it.
Computational intelligence algorithms attempt to learn the underlying relationship
between the inputs and outputs using computationally efficient methods. Mathematically,
zˆ = f (x, α )
(1.1)
where x is the input vector, ẑ is the estimated target, f is the model function generated
by computational intelligence algorithms, and α is the vector of adjustable parameters
for the model. Usually α is chosen to minimize a particular loss function. Training an
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algorithm simply means choosing the best α so that it generalizes well on future unseen
data.
Traditional learning algorithms include artificial neural networks, decision trees,
and more recently, support vector machines (SVMs). Artificial neural networks were
developed in late 1940s as computing models inspired by biological nervous systems [2],
[3], [4]. They have been applied in many different domains including classification,
pattern recognition, data mining, regression, prediction and system identification with
great success. An artificial neural network consists of a massive multi-layered
interconnection of simple processing units called neurons. Each neuron is linked to
certain of its neighbors with varying coefficients of connectivity that represent the
strengths of these connections. A simple feedforward neural network is built by
organizing the neurons in layers, with the outputs of the neurons in each layer connected
to the inputs of the neurons in the next layer. Training is accomplished by adjusting the
coefficients in each connection (weights) to achieve certain performance criteria with
respect to the training data. One major drawback of an artificial neural network is its
“black-box” like behavior. Because the neurons are all interconnected with one another
with nonlinear transformations, the mathematical model generated by an artificial neural
network is usually rather complicated, and thus difficult to interpret.
Decision trees are another popular data mining and machine learning tool. Two
major methods of decision trees are exemplified by CART [5] and C4.5 [6]. A binary
decision tree involves recursively partitioning the feature space into a set of rectangles by
splitting the input variables parallel or perpendicular to the coordinate axes. A simple
model, usually a constant, is fitted in each rectangle. Since only rectangles are
constructed in the feature space by a binary decision tree, sometimes it is rather
inefficient in dealing with nonlinear data sets. However, unlike artificial neural networks,
a decision tree has high interpretability. Rules in the form of if-then statements are easily
generated, and therefore, they are highly favorable in many applications in understanding
the underlying data patterns.
Both artificial neural networks and decision trees have become well established
for several decades already, but support vector learning is a rather new addition to the
data mining tools currently available. It involves implicitly mapping the input vectors to
the feature vectors through various kernel functions, and then constructing a linear
decision boundary with maximal margin width (classification) or a linear discriminant
function (regression) with the ε -insensitive loss function in the feature space for best
generalization. It is based on Vapnik’s statistical learning theory, which contains the
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following theorem for classification: with probability 1 − η , the expectation of the test
error R(α ) is upper bounded by the inequality [7]

where Remp (α )

 h(log(2l / h )+ 1)− log(η / 4 )
R(α ) ≤ Remp (α )+ 
(1.2)

l


is the empirical training error, α is the vector of user-adjustable

parameters of the learning algorithm, l is the total number of training data, and h is a
non-negative integer called the VC dimension. It is a measure of the capacity of the
learning system. Capacity is defined as the ability of the learning system to learn any
training set without error [8]. The larger the VC dimension is, the more power the
learning system possesses, and thus, the smaller the empirical error Remp (α ) becomes.
However, the second term on the right hand side of Eq. (1.2), which is called the VC
confidence, is monotonically increasing with h . Therefore, the minimum of R(α ), or in
other words, the best generalization performance, is achieved when a right balance is
struck between Remp (α ) and the VC confidence, which both depend on h . To be more
specific, the VC confidence depends on the class of functions chosen in the learning
algorithm, and Remp (α ) is a function of the user-defined parameters of a particular class
of functions selected.
Instead of solely minimizing Remp (α ), the SVM formulation attempts to minimize
both Remp (α ) and the VC confidence in a convex quadratic programming problem.
Details about the SVM formulation are given in Chapter 2. This is the main reason why
SVMs have remarkable generalization performance, and achieve comparable, and
sometimes, even better results than other machine learning algorithms.
Another advantage of a SVM is that it cures the curse of dimensionality. A SVM
is originally formulated in the primal form, but it can be converted to a dual form by
computing the Karush-Kuhn-Tucker conditions. In primal formulation, the number of
parameters that need to be determined is linearly related to the dimension of the feature
space, while in the dual formulation, the number of parameters is linearly related to the
total number of training data. Usually, the dimension of the feature space can get rather
large. For instance, for polynomial kernel functions, the dimension of the feature space is
 d + p − 1
 [8], where d is the dimension of the input space, and p is the degree
equal to 
p


of the polynomial kernel. By working in the dual formulation, the SVM avoids
computation in this high dimensional feature space, thus curing the curse of
dimensionality. In fact, the explicit mapping function does not need to be known at all.

4
This implicit mapping through kernel functions is such as elegant idea that it has already
been generalized to other learning algorithms as well, such as non-linear principal
component analysis [9].
The purpose of this thesis is two-fold: to investigate and to develop new
computational intelligence algorithms as further extensions of traditional learning
algorithms, and to verify their applicability on real-world data sets and examples. First,
we combined linear SVMs and decision trees to form a classification algorithm called a
linear support vector machine decision tree (LSVM-DT) [10]. Secondly, we developed an
efficient recursive update algorithm for least squares support vector machines (LSSVMs)
when new data are available [11]. LSSVMs originate from regular SVMs by changing the
inequality constraints to equality constraints, and by using the quadratic loss function.
Consequently, the LSSVM formulation becomes a linear programming problem, which
can be solved much faster and more efficiently than the quadratic programming problem
in regular SVMs. Thirdly, we developed a three-layered learning system, which consists
of a random mapping stage and a learning stage, which can either be an ordinary least
squares module, an error-correcting least squares module, or a linear SVM [12]. Fourthly,
the three-layered system with ordinary least squares was further modified to become a
statistical, self-organizing learning system (SSOLS) [13]. The SSOLS combines the ideas
of functional-link neural networks, the t-test pruning procedure, the gradient descent
update of the mapping stage, and the self-organization of number of enhancement nodes
using validation, VC dimension and efficient leave-one-out methods. The SSOLS is fast
to train, easy to deploy, and powerful enough in many applications.
Finally, to show how computational intelligence algorithms can be efficiently
used in real-world applications, we applied them to automate the decision processes in
manufacturing industries. In any manufacturing process, the performance (measured by
overall yield, cycle time, etc) depends on several input factors, such as machine
technology and operator skill. Computational intelligence algorithms and global
optimization techniques are applied to model this input/output relationship, and to adjust
the input factors to their optimum settings to maximize performance. We called this
system an automated intelligent manufacturing system (AIMS). In our specific example,
data were collected from a Six Sigma simulator that simulates an advanced large screen
TV production line [14]. Based on the experimental results, the AIMS competed well
against the traditional statistical method of Design of Experiments (DoE). The AIMS
could very well be the potential manufacturing enterprise of the future, in which the
manufacturing process is automated with little human input. It is especially important in
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new advanced technologies such as nanotechnology, biotechnology and pharmaceutical
industries, because these emergent industries usually involve numerous input factors that
cannot be tracked or monitored easily by humans.
1.2 Thesis Organization
This thesis is organized into seven chapters. Chapter 2 describes a new
computational intelligence algorithm called a linear support vector machine decision tree
(LSVM-DT) for classification problems. Chapter 3 introduces least squares support
vector machines (LSSVMs) and an efficient recursive update algorithm when new data
are available. Chapter 4 presents the three-layered learning system with a random
mapping stage and a learning stage based on either least squares learning, errorcorrecting least squares, or a linear support vector machine. In Chapter 5, the threelayered system with least squares learning is further developed into a new computational
intelligence algorithm called a statistical, self-organizing learning system (SSOLS).
Chapter 6 discusses in detail a real-world example, in which computational intelligence
algorithms are applied to model and optimize a simulated advanced TV manufacturing
process. Finally, conclusions and possible future research directions are presented in
Chapter 7.

6
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2. LINEAR SUPPORT VECTOR MACHINE DECISION TREES
This chapter introduces a new support vector learning algorithm to be referred to
as a Linear Support Vector Machine Decision Tree (LSVM-DT). It consists of a binary
tree structure with linear SVMs in all tree nodes and class labels in all leaves. During
training, multiple linear hyperplanes are constructed while traversing down the tree. The
LSVM-DT is capable of separating both linearly and non-linearly separable data. The
only parameter present in the algorithm is the regularization parameter C, whose value is
set to a small value for best performance. Its built-in rare event detection mechanism
allows the LSVM-DT to solve classification problems with under-represented or unproportional classes. This phenomenon occurs within the tree even if the classes initially
have equal prior probabilities. Easy rule extraction is another advantage of the LSVMDT. Experiments with different data sets show that the LSVM-DT achieves comparable
performance with a regular decision tree, polynomial and Gaussian SVMs.
2.1 Introduction
Support vector learning is a machine learning algorithm recently developed by
Vapnik [15]. Its idea originates from statistical learning theory, and it can be formulated
as a convex quadratic programming problem with inequality constraints. Extensive
research in the past few years has shown that support vector machines (SVMs) have
many attractive features and promising empirical performance over other conventional
learning algorithms in many real-world classification problems. For example, SVMs have
been used successfully for isolated handwritten digit recognition [16], face detection in
images [17], text categorization [18], and translation initiation sites recognition in
bioinformatics [19]. However, SVMs do suffer from a few drawbacks. First, they may
take a long time to train, especially when the training data size is large. Secondly, the
training algorithm is rather complex and difficult to implement. Thirdly, a few parameters
and the kernel function have to be chosen optimally by the user prior to training. Some
faster training algorithms, such as SVMLight [20] and Sequential Minimal Optimization
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(SMO) [21], [22] have already been developed to address the first and second problems.
The third problem, often known as the model selection problem, is still a challenging task
in support vector learning. Proper model selection is essential for good performance of
SVMs. Existing approaches use cross-validation and leave-one-out types of estimators to
select the best kernel function and its parameters [23]. However, these approaches can be
very time-consuming with large data sets. Another major problem that occurs frequently
in machine learning is rare event detection. Including SVMs, many learning algorithms
fail to detect the rare events because they tend to be ignored during training [24].
In this chapter we propose a new and efficient scheme to be referred to as a linear
support vector machine decision tree (LSVM-DT). The LSVM-DT uses a linear SVM as
a decision function in each tree node. The linear SVM in each node attempts to find a
separating hyperplane with maximal margin. The LSVM-DT also has built-in rare event
detection mechanism. Here we divide rare events into two categories based on their
occurrence. The first one may arise naturally in the original data set because of the lower
probability of occurrence of certain classes. This may also occur due to shortage of data
for certain classes. The second category may occur naturally during the course of LSVMDT training, due to its recursive divide-and-conquer approach. The LSVM-DT is capable
of detecting these two categories of rare events, and solving classification problems with
under-represented or un-proportional classes. The structure of the LSVM-DT also allows
efficient rule extraction because of the linearity of the decision hyperplanes. Moreover,
testing can be done in parallel. Experiments with different data sets show that the LSVMDT achieves comparable performance with conventional nonlinear SVMs using
polynomial and Gaussian kernel functions, and regular decision trees.
The idea of combining linear SVMs and decision trees has been investigated by
some researchers [25], [26]. Bennett and Auslender introduced a support vector decision
tree method for customer targeting in database marketing [25]. Their algorithm differs
from the LSVM-DT in the formulation of the linear SVM in each tree node. They
changed the margin maximization term in the quadratic optimization problem from 2norm w 2 to 1-norm, w 1 = ∑ w j , thus becoming a linear programming problem.
j

Unlike quadratic programming problem, there is no guarantee that a global and unique
maximizer exists in linear programming. In addition, the 2-norm and 1-norm can lead to
very large differences in the margin values in high dimensional spaces [27], thus resulting
in very different classifiers generated. Bennett and Auslender used data only from the
customer marketing database to test their support vector decision tree method, and their
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primary goal is a good rank ordering instead of testing accuracy, which is the criterion
traditionally used in machine learning. Wu et al proposed the FAT algorithm [26] that
uses the tree produced by OC1 (a perceptron decision tree learning system) as a starting
point, and maximizes its margins using SVMs at each decision. This involves finding for
each node the hyperplane that performs the same split as performed by the OC1 tree but
with the maximal margin. All perceptrons in the OC1 tree are replaced by the SVMs. In
other words, the decision tree is constructed twice, first by OC1 and then by the SVMs.
The LSVM-DT is different from these two algorithms in the following way: it uses a
simple divide-and-conquer approach. A linear SVM is computed during training and is
stored in each tree node as a decision function. In each iteration, the linear SVM
recursively attempts to construct a decision hyperplane with maximal possible margin in
the 2-norm sense with a built-in algorithm for rare event detection. Further details about
the LSVM-DT will be presented in subsequent sections.
2.2 Original SVM Learning Algorithm
The original SVM attempts to find the best separating hyperplane with largest
margin width and smallest number of training errors, as depicted in Figure 2.1. In this
figure, it is easy to imagine that there are infinitely many separating hyperplanes that are
capable of classifying the training data perfectly. However, the one that has the maximum
margin width usually gives the best generalization performance on future unseen data.
The idea of the SVM is to find such a separating hyperplane that gives the smallest
number of training errors by solving a convex quadratic programming problem.
Mathematically, it can be formulated as follows:
1
2
(2.1)
min w + C ∑ ξ i
2
i
subject to the constraints

(

T

)

yi x i w + b ≥ 1 − ξ i

ξi ≥ 0
where x i is the i-th data vector, yi is the binary (-1 or 1) class label of the i-th data
vector, ξ i is the slack variable, w is the weight vector normal to the hyperplane, C is
the regularization parameter, and b is the bias. It can be shown that the margin width is
equal to 2 / w , and that ∑ ξ i is an upper bound on the number of training errors [8]
i

because a misclassification occurs if ξ i is larger than one. Therefore, minimizing Eq.
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(2.1) is equivalent to maximizing the margin width and minimizing the cost of training
errors, and the regularization parameter C determines their relative importance in the
minimization.
xT w + b = 1
xT w + b = 0
x T w + b = −1

margi
n
width

Fig. 2.1: An example of a linear decision boundary.
Using Lagrangian formulation, the optimization problem in Eq. (2.1) can be
solved by minimizing the Lagrangian L p with respect to w, b and ξ i , which is often
known as the primal problem:
min
1
2
T
(2.2)
LP ≡ w + C ∑ ξ i − ∑ α i y i x i w + b − 1 + ξ i − ∑ µ i ξ i
w, b, ξ i
2
i
i
i
where α i , µ i ≥ 0 are the Lagrangian multipliers. However, this primal optimization

((

)

)

problem is often very difficult to solve. Its dual form, which is much easier to work with,
is obtained by computing the Karush-Kuhn-Tucker conditions [28] as follows:
∂L p
= w − ∑ α i yi x i = 0
(2.3)
∂w
i
∂L p
= −∑ α i y i = 0
(2.4)
∂b
i
∂L p
= C − α i − µi = 0
(2.5)
∂ξ i

((

T

)

)

α i yi x i w + b − 1 + ξ i = 0
µ iξ i = 0
αi ≥ 0
µi ≥ 0

(2.6)
(2.7)
(2.8)
(2.9)
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(

)

T

yi x i w + b − 1 + ξ i ≥ 0

(2.10)
(2.11)

ξi ≥ 0

By substituting Eqs. (2.3)-(2.5) into Eq. (2.2), we obtain the dual objective
function:
max
1
T
(2.12)
LD ≡ ∑ α i − ∑ α iα j y i y j x i x j
α
2 i, j
i
subject to the constraints
0 ≤ αi ≤ C

∑α y
i

i

=0

i

By Eq. (2.3), the optimal w is given by
w = ∑ α i yi x i

(2.13)

i

and the bias b can be computed by averaging all solutions for which ξ i = 0 in Eq. (2.6).
It should be noted that there is an α i for each training vector x i . Some of these α i ’s turn
out to be zero. Therefore, by referring to Eq. (2.13), the optimal w is only represented by
the training vectors x i ’s whose α i ’s values are non-zero. These training vectors are
called the support vectors. The decision function then becomes
f (x ) = sign(w T x + b )

(2.14)

The dual form in Eq. (2.12) corresponds to linear SVM learning. In nonlinear
SVM learning, the data vectors x i ’s are first mapped to a high dimensional Euclidean
space by a mapping function φ . After mapping, a linear decision hyperplane can be
T

constructed in this high dimensional space. Therefore, the dot product x i x j in Eq.
(2.12) should be replaced by the dot product in the high dimensional space φ (x i ) T φ (x j ) .
It may seem that the mapping function φ , which is usually very complex and hard to
compute, has to be determined, and its dot product has to be computed every time.
T
Fortunately, if the Mercer’s condition [15] is satisfied, then K (x i , x j )= φ (x i ) φ (x j ),
where K (x i , x j ) is called the kernel function. It is simply a function of the input vectors
x i and x j , and it can take on a few different forms, such as polynomial, Gaussian, and

hyperbolic tangent functions. Model selection refers to the optimal choice of the kernel
function and the parameters associated with it. Since in the LSVM-DT, we are restricting
to linear SVMs by working in the input space without any mapping, the kernel function is
simply the dot product of the input vectors x i and x j in the original input space, and
there is no other parameter associated with it, except for the regularization parameter C.
The dual problem used in the LSVM-DT algorithm is exactly the same as Eq. (2.12).
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2.3 LSVM-DT Algorithm
The LSVM-DT consists of a binary tree structure with a linear SVM in each tree
node, as shown in Figure 2.2. Initially, the algorithm is developed for two-class problems.
The multi-class problem is discussed in Section 2.4. During training, the linear SVM in
each node generates a linear decision hyperplane in the input space and separates the
input space into two regions. All data vectors in the negative (output of the linear SVM ≤
0) decision region are further fed into another linear SVM in the left child of the current
tree node for further training, while all data vectors in the positive (output of the linear
SVM > 0) decision region are further fed into another linear SVM in the right child of the
current tree node for further training. This process continues recursively until all vectors
are classified correctly, and a leaf node is reached. Here the class labels are assigned to
the leaf nodes.

Fig. 2.2: An example of a binary tree structure of the LSVM-DT.
Before describing the recursive training procedure, we first define a few terms.
Common class is defined as the class that has more data vectors in a two-class
classification problem. Similarly, rare class is defined as the class that has fewer data
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vectors. Class ratio is defined as the ratio of the number of data vectors in the common
class to that in the rare class.
Training Procedure
Initialize:
Set C to a predefined value, for example 1. Create a tree node and set its
parent pointer to NIL (i.e., this node is the root node). Create a pointer,
and set it to point to this tree node.
1.
Train a linear SVM. After training is done, check to see the following:
a.
if all data vectors lie on only one side of the decision hyperplane, then
randomly select vectors with replacement from the rare class and add
them to the data set until the class ratio reduces to a value close to 1. Now
we have a new data set that has almost equal numbers of data vectors in
both classes. Then train another linear SVM using this new data set. After
training is done, check to see the following:
i.
if all data vectors still lie on only one side of the decision
hyperplane, make the current tree node a leaf node, and assign to
this leaf node the class label according to the majority of the class
labels of the original data set before randomly adding vectors from
the rare class. Break out of the current recursion.
ii.
else, store the linear SVM in the node currently pointed to by the
pointer, and go to step 2.
b.
else, store the linear SVM in the node currently pointed to by the pointer,
and go to step 2.
2.
Separate all vectors in the data set into two subsets by the linear decision
hyperplane generated by the linear SVM in step 1.
3.
For all vectors lying in the negative side of the hyperplane (output of the linear
SVM ≤ 0), check to see the following:
a.

4.

if all of these vectors belong to the -1 class, assign the class label –1 to
this node and make it a leaf node. Break out of the current recursion.
b.
if not, create a new left child of the current tree node, set the pointer to
point to this left child, and recursively go to step 1.
For all vectors lying in the positive side of the hyperplane (output of the SVM >
0), check to see the following:
a.
if all of these vectors belong to the +1 class, assign the class label +1 to
this node and make it a leaf node. Break out of the current recursion.
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b.

if not, create a new right child of the current tree node, set the pointer to
point to this right child, and recursively go to step 1.

If all data vectors are linearly separable, the LSVM-DT classifies them correctly
in the first node and stops immediately, thus simply reducing to a linear SVM. On the
other hand, if the data vectors are linearly nonseparable, the LSVM-DT will try to
classify them as best as it can in the current tree node, and separate all vectors into two
subsets by the linear decision hyperplane (step 2). There are inevitably some
misclassified vectors in the two subsets. Each subset is then classified recursively by
other linear SVMs in deeper tree nodes (steps 3 and 4), and eventually these misclassified
vectors will be classified correctly. However, there are situations in which the linear
SVM fails to divide the linearly nonseparable data vectors into two subsets. Figure 2.3
obtained from [8] shows two such situations.

Fig. 2.3: Two examples in which a linear SVM fails to classify correctly [8].
The hyperplanes shown need to be generated so that the LSVM-DT can continue
to divide the data vectors into two subsets for further classification without getting stuck
in training. However, the optimal unique solution with a linear SVM is at w = 0, and b = 1 or +1, indicating that the same class label is assigned to all data vectors. This is due to
the uniqueness solution of the convex quadratic programming problem [8]. In some other
instances in which the data set is linearly nonseparable and has under- or unproportionally represented classes (i.e. rare events), all data vectors will often lie on only
one side of the hyperplane after training in the current node. The linear decision
hyperplane thus again fails to divide the data vectors into two subsets, and the LSVM-DT
cannot further classify the data vectors. In order to overcome this problem, we developed
a heuristic algorithm that randomly adds vectors from the rare class of the original data
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set with replacement until the class ratio reduces to a value close to one (step 1a). This
built-in rare event detection mechanism has been successfully applied to neural networks
to increase rare event detection probability [29]. It will be shown in Section 2.5 that this
method is equivalent to training SVMs with different C’s as proposed by Osuna et al [30]
and Chew et al [24]. Caution has to be taken here, as excessive use of step 1a will lead to
overfitting, a problem frequently occurring in other learning algorithms such as neural
networks and decision trees. This is especially true as the LSVM-DT progresses deep in
the tree. One way to address this problem is to add fewer and fewer vectors as the tree
depth increases. Post-pruning the tree after training is another method, which will be
discussed in detail in Section 2.7. Therefore, step 1 in the training procedure is crucial to
the success of the algorithm.
It is very important to note that the testing accuracy, or the generalization
performance of the LSVM-DT is rather insensitive to the value of the regularization
parameter C. Here we provide a simple justification for this fact. Referring to Eq. (2.1),
the value of C dictates the weighting factor given to the empirical training errors, because
∑ ξ i is an upper bound on the number of training errors [8]. Suppose a small value of C
i

is chosen. This implies a larger tolerance on the number of empirical training errors, and
thus more vectors may be classified incorrectly during training in the first tree node.
However, due to its recursive divide-and-conquer approach, these incorrectly classified
vectors are fed into the next left or right child nodes for further classification. Eventually,
all vectors are classified correctly without losing much generalization performance by
picking a small value of C. Experimental results in Section 2.9 agree with this fact.
In addition, a small C usually leads to faster training in the original convex
quadratic programming problem because the range of all feasible values of α i is upper
bounded by C in the dual formulation in Eq. (2.12). Therefore, the search space of α i is
greatly reduced, and so is the training time needed for a single linear SVM. However, a
LSVM-DT with a smaller C usually has more tree nodes than a LSVM-DT with a larger
C. Since each linear SVM in each node can be learned very fast due to the small value of
C, the overall training time of a LSVM-DT is still short, compared to a LSVM-DT with a
larger C. Experimental results in Section 2.9 are given to support this fact. Based on the
above reasoning, a small value of C, usually one, is preferred and is chosen for LSVMDT learning.
Classification of a test vector is done by traversing down the tree until a leaf node
is reached. If the output of the SVM in the current node is less than zero, we traverse to
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the left child of the node, and vice versa. The class label associated with the leaf node
reached is assigned to the test vector. The testing procedure is described below.
Testing Procedure
Initialize: Set the pointer to the tree root node.
1.
Input the test vector to the linear SVM pointed to by the pointer.
2.
Check the output of the SVM:
a.
if the output value is less than or equal to 0, set the pointer to point to the
left child of the current tree node.
b.
if the output value is greater than 0, set the pointer to point to the right
child of the current tree node.
3.
If the pointer points to a leaf node, assign the class label associated with this leaf
node to the test vector. If not, go to step 1.
2.4 Multi-Class LSVM-DT
Due to the tree structure, the LSVM-DT algorithm can easily be extended to solve
multi-class problems. In k-class problems, each node in the tree can have up to a
maximum of k children, and up to k(k-1)/2 linear SVMs are constructed in each node if
the one-against-one approach [31], [32] is used. Each linear SVM is trained using data
from two different classes. Correspondingly, k(k-1)/2 linear hyperplanes are constructed,
separating each class from one another. This process is repeated recursively as in a binary
LSVM-DT. During testing, each binary classification obtained from a linear SVM in each
node casts a vote, and the class label that has the maximum number of votes is selected as
the output of the current node. One of the children of the current node will be traversed
based on the current output, until a leaf is reached. The final class label stored in the leaf
node is assigned to the data vector.
2.5

Comparison Between the LSVM-DT Algorithm and Chew’s Algorithm for
Detecting Rare Events

In SVM learning, the optimal hyperplane is obtained by solving the convex
quadratic programming problem defined by Eq. (2.12), which is repeated again below
max
1
T
(2.12)
LD = ∑ α i − ∑ α iα j y i y j x i x j
α
2 i, j
i
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subject to the constraints
0 ≤ αi ≤ C

∑α y
i

i

=0

i

In situations where the training size is biased, i.e., one class has far more training
samples than the other class, Chew et al showed that the SVM trained with the original
algorithm will be biased towards the class with more training samples (common class)
and will achieve a low rare event detection probability [24]. They then proposed a
modified SV learning algorithm by using two different parameters C+ and C-, one for
each class. The convex quadratic programming problem can then be written as follows
max
1
T
(2.15)
LD ≡ ∑ α i − ∑ α iα j y i y j x i x j
α
2 i, j
i
subject to the constraints
0 ≤ α i ≤ C+

∀ y i = +1

0 ≤ α i ≤ C−

∀ y i = −1

∑α y
i

i

=0

i

In this section, we will show that the method of repeatedly adding vectors from
the rare class to the original training set is similar to Chew et al’s modified SV learning
algorithm described by Eq. (2.15). First, Eq. (2.12) can be written in matrix form as
max
1 T
T
(2.16)
LD = α 1 − α Qα
α
2
subject to the constraints
0 ≤α ≤ C
T

α y=0
T

T

T

where α = [α1 α 2 K α l ] , y = [y1 y 2 K y l ] , [Q ]ij = yi y j x i x j , and l is the total number
of training vectors. Suppose, without loss of generality, xl is a vector from the rare class.
Then we add this same vector to the training set and call it x l+1 . Now we have l+1
training vectors. Since x l+1 = xl , then the (l+1) × (l+1) matrix Q becomes
q1,l −1
q1,l
q1,l 
 q1,1 L L q1,l q1,l +1   q1,1 L
 M O
M
M   M O
M
M
M

 
 Q
QBN 
O
M
M  =  ql −1,1 L ql −1,l −1 ql −1,l ql −1,l  =  BB
Q= M


 
 Q NB Q NN 
M   ql ,1 L
ql ,l −1
ql ,l
ql ,l 
 ql ,1 L L ql ,l
 ql +1,1 L L L ql +1,l +1   ql ,1 L
ql ,l −1
ql ,l
ql ,l 

18
Both

and

α

y

are

T

α = [α 1 L

α l −1 α l α l +1 ] = [α B α N ]

y = [y1 L

T

y l −1

yl

also

partitioned

T

a

as
n

d

T

y l −1 ] = [y B

y N ] respectively. Since Q is symmetric ( QBN =

QNBT), we can decompose Eq. (2.16) as
max
1 T
1
T
T
T
LD = α B (1 − QBN α N ) − α B QBB α B − α N Q NN α N + α N 1
α B ,α N
2
2

(2.17 )

subject to the constraints
0 ≤α ≤ C
T

T

α B yB + α N yN = 0
The third term on the right side of Eq. (2.17) can be further simplified as
 q l ,l q l ,l   α l  1
1
1
T
2
α N Q NN α N = [α l α l +1 ]
= ql ,l (α l + α l +1 )


q
q
2
2
2
l ,l  α l +1 
 l ,l
Similarly, the first and last terms can also be written as
  q1,l

  q1,l 

q1,l 
 
 

 α l  

T
T
T
(
)
α B (1 − QBN α N ) = α B  1 −  M
M 
=
α
1
−
M
α
+
α


B
l +1 

 l
α l +1  
 




 ql −1,l 


 ql −1,l ql −1,l 

 

T

α N 1 = (α l + α l +1 )

(2.18)

(2.19)

(2.20)

Finally, by noting that yl = y l+1 , the second term on the left side of the equality
constraint in Eq. (2.17) can be expressed as
 y 
T
(2.21)
α N y N = [α l α l +1 ] l  = y l (α l + α l +1 )
 y l +1 
We see that α l and α l +1 appear as α l + α l +1 in Eqs. (2.18), (2.19), (2.20) and
(2.21). Now we replace α l + α l +1 by α ′ and substitute Eqs. (2.18), (2.19), (2.20) and
(2.21) into Eq. (2.17) to get
 q1,l 
max
1 T
1


T
LD = α B (1 −  M α ′) − α B QBB α B − ql ,l α ′ 2 + α ′
α B ,α '
2
2
ql −1,l 

(2.22)

subject to the constraints
0 ≤ α B ≤ C , 0 ≤ α ′ ≤ 2C
T

α B y B + α ′ yl = 0
In other words, training the SVM using x1 ,x 2 ,K K , x l ,x l +1 is equivalent to
training the SVM using x1 ,x 2 ,K K , x l with twice the parameter C for vectors from the
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rare class. Now suppose x1 ,x 2 ,K K , x l −1 are vectors from the common class and x l from
the rare class. To make the class ratio equal to one, x l is added l – 2 times to the training
set. From the proof above, this is equivalent to increasing C for x l by l –1 times, which
agrees with Chew’s algorithm.
Therefore, instead of adding vectors from the rare class, it is possible to increase
the rare event detection probability by having a larger C for vectors from the rare class.
However, there is one significant advantage of the method of randomly adding vectors
from the rare class. As suggested by Schölkopf et al [33], it is very easy to incorporate
prior knowledge about the data set to improve generalization by randomly adding
vectors. Instead of adding the exact same vectors from the rare class, a slight
modification based on prior knowledge is applied to the vectors added. These vectors are
called virtual support vectors. The SVM is trained using these new vectors, and better
generalization is expected.
2.6

Comparison Between the Method of Randomly Adding Vectors and the
Adaboost Algorithm

In this section, we will show that the method of randomly adding vectors from the
rare class is similar to the Adaboost algorithm when the number of iterations T is set to
two, and when the final output is taken as the output from the second iteration’s classifier
instead of the weighted sum of the classifiers in the first and second iterations.
Boosting is a general method for improving the accuracy of unstable learning
algorithms, such as decisions trees and neural networks. There are quite a few variants of
boosting algorithms, and in this section we will concentrate on the Adaboost algorithm,
which was introduced in 1995 by Freund and Schapire [27].
When the iteration number t equals one, the probability distribution D 1(i) is 1/m
for the i-th vector, where m is the total number of training data vectors. Let Δ be the
number of all vectors from the rare class, and assume all these vectors are classified
1 m−Δ
incorrectly. Then, ε1 = Δ/m, α1 = ln
 , and D2(i) is updated as
2  Δ 
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Δ
1
⋅

 m−Δ m

Z1
D2 (i ) = 
m−Δ 1

⋅

Δ
m

Z
1


if h1 (xi ) = y i (i.e., xi belongs to the common class )

(2.23)
if h1 (xi ) ≠ y i (i.e., xi belongs to the rare class )

where Z 1 is the normalization factor. Based on the new distribution D 2(i), we can
compute the new class ratio as
Δ
1 1
⋅ ⋅ ⋅ (m − Δ )
m − Δ m Z1
# of vectors in common class
(2.24)
Class Ratio =
=
=1
# of vectors in rare class
m−Δ 1 1
⋅ ⋅ ⋅Δ
Δ
m Z1
Therefore, at t = 2, having the new distribution D2(i) is similar to randomly adding
vectors from the rare class until the class ratio reaches one.
There is a subtle difference: in the Adaboost algorithm, the final output is the
weighted sum of the classifiers in the first and second iterations. On the other hand, by
randomly adding vectors from the rare class, the final output is taken as the output of the
classifier in the second iteration.
2.7 LSVM-DT in a Noisy Environment
In all previous sections, the input training data vectors are assumed to be noisefree. However, if outliers are present, the LSVM-DT attempts to learn the outliers and
achieves a nearly zero training error rate. If a new testing data set is fed into the LSVMDT, the testing error rate would usually be higher than learning without the outliers. This
adverse effect is known as overfitting, which also occurs in other learning algorithms
such as decision trees and neural networks. There are at least two approaches to solve this
problem. The first approach is to preprocess the training data by means of statistical
methods, such as k-th nearest neighbors [34]. All training vectors are first preprocessed to
remove the outliers from the training set before training the LSVM-DT. In k-th nearest
neighbors, for each training vector in the Euclidean space, we count its k-th nearest
neighbors. If the majority of the neighbors does not belong to the same class as the
training vector, then this training vector is detected to be an outlier, and is removed from
the training set. After every training vector has been checked for outliers, LSVM-DT
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training can start. Another similar statistical method is proposed by Knorr and Ng [35].
They define the unified notion of outliers as follows:
An object O in a dataset T is a UO(p,D)-outlier if at least fraction p of the objects
in T are greater than or equal to the distance D from O.
They also showed that if an object O is an outlier according to a specific statistical
discordancy test, then O is also a UO(p,D)-outlier for some suitably defined p and D.
Outlier detection can be carried out simply by following the above definition.
Another approach to outlier detection is to post-prune the tree after LSVM-DT
training. Regular decision trees also use the same approach to remove outliers and to
achieve better generalization. Since both methods utilize a tree structure, it is very natural
and easy to extend pruning methods for decision trees to the LSVM-DT. In decision tree
training, the tree is allowed to grow very big, then it is pruned back to a smaller tree to
prevent overfitting. There are many different pruning techniques, and Esposito et al
compared six most widely used pruning methods [36]. One of those methods is called
error-based pruning [6], which is used in C4.5. In error-based pruning, all nodes are
visited in a bottom-up post-order traversal strategy, and the error causing vectors are
assumed to be binomially distributed in all leaves. After training is done, the binomial
parameter p can be estimated from the number of error causing vectors and the total
number of vectors n reaching the leaf. The predicted error rate of a leaf is then n⋅p. The
predicted error rate of a branch is simply the sum of all predicted error rates of all leaves
in the branch. If the former is greater than the predicted error rate when the node is
removed, then the branch is pruned. This is the pruning method used in our experiments.
Another method is cost-complexity pruning [5], which is used in CART by
Breiman et al. It first generates a parametric family of subtrees according to some
heuristics. Then it uses another pruning data set or cross validation to estimate the true
error rate of each tree in the family. The tree that has the lowest error rate is chosen.
However, these pruning methods make some strong assumptions and are not statistically
sound [36]. Statistical methods should perform the best, but they are computationally
expensive.
2.8 Rule Generation by LSVM-DT
Although both LSVM-DTs and regular decision trees employ a binary tree
structure, they differ in dividing the decision hyperplanes in the input space; the decision
hyperplanes generated by regular decision trees are parallel or perpendicular to the
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feature axes, while there is no such restriction when using the LSVM-DT. Because of this
difference, the LSVM-DT is more flexible in generating the decision regions, and thus, it
achieves a better generalization, as shown in our experiments. Utgoff and Brodley
proposed a variant of decision trees called a Linear Machine Decision Tree [37]. It works
similar to the LSVM-DT, with the exception of using a thermal linear machine instead of
a linear SVM in each node. The Linear Machine Decision Tree can also generate decision
hyperplanes without the perpendicularity restriction mentioned above. Each thermal
linear machine has quite a few parameters to be chosen before training starts, compared
to only one parameter C in the linear SVM in the LSVM-DT. Convergence is another
issue in Linear Machine Decision Tree algorithm. Moreover, it is somewhat different to
extract meaningful rules from both the LSVM-DT and the Linear Machine Decision Tree
than from a regular decision tree. Recall that the decision function in each node in the
LSVM-DT is of the form
≤
(2.25)
wT x + b 0
>
To decide which branch to go to next or to classify the input vector, the dot
product of the weight vector in that node and the input vector is computed, and it is
compared to the bias. This process is repeated while traversing down the tree until a leaf
is reached. It is this dot product that makes rule extraction not so straightforward.
However, if we replace the dot product with a new variable y as
≤
y+b 0
>
≤
(2.26)
y −b
>
then essentially we are only comparing y with the bias in each node while traversing
down the tree. This is a very simple linear inequality that can be compared very fast. The
rules generated are very compact, and the total number of rules generated depends on the
total number of leaves. Two samples of rules and their corresponding trees are shown in
Tables 2.1 and 2.2. The corresponding experiments and the data sets used are discussed
in Section 2.9.2. Rules are easier to interpret than trees, especially when trees are large.
The only drawback of generating rules this way is that it does not provide much insight in
the input space, i.e., the rules are written in terms of the variables y instead of the input
vectors x.
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Table 2.1
Sample of rules generated by the LSVM-DT for the Hepatitis data set and the
corresponding tree.
If y1 <= -9.2402 y2 <= -0.4445 then Class 1
If y1 <= -9.2402 y2 > -0.4445 then Class 2
If y1 > -9.2402 y3 <= 0.3928 then Class 1
If y1 > -9.2402 y3 > 0.3928 then Class 2
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Table 2.2
Sample of rules generated by the LSVM-DT for the Cleveland data set and the
corresponding tree.
If y1 <= 0.6801 y2 <= -0.4709 y3 <= 3.3407 then Class 1
If y1 <= 0.6801 y2 <= -0.4709 y3 > 3.3407 then Class 2
If y1 <= 0.6801 y2 > -0.4709 y4 <= 0.4020 y5 <= 5.4105 y6 <= 2.1498 then
Class 1
If y1 <= 0.6801 y2 > -0.4709 y4 <= 0.4020 y5 <= 5.4105 y6 > 2.1498 then
Class 2
If y1 <= 0.6801 y2 > -0.4709 y4 > 0.4020 y7 > -6.9003 y8 <= 1.5239 then
Class 1
If y1 <= 0.6801 y2 > -0.4709 y4 > 0.4020 y7 > -6.9003 y8 > 1.5239 then
Class 2
If y1 > 0.6801 y9 <= 1.2388 y10 <= -2.3470 y11 <= -0.3121 then Class 1
If y1 > 0.6801 y9 <= 1.2388 y10 <= -2.3470 y11 > -0.3121 then Class 2
If y1 > 0.6801 y9 <= 1.2388 y10 > -2.3470 y12 <= -1.7550 then Class 1
If y1 > 0.6801 y9 <= 1.2388 y10 > -2.3470 y12 > -1.7550 then Class 2
If y1 > 0.6801 y9 > 1.2388 y13 <= -0.2084 then Class 1
If y1 > 0.6801 y9 > 1.2388 y13 > -0.2084 then Class 2
If y1 <= 0.6801 y2 > -0.4709 y4 > 0.4020 y7 <= -6.9003 then Class 1
If y1 <= 0.6801 y2 > -0.4709 y4 <= 0.4020 y5 > 5.4105 then Class 2
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An interesting application resulting from this rule extraction method is feature
selection or data compression. Consider a set of input data having very high dimension n.
After training the LSVM-DT, each node in the binary tree holds a linear SVM with a
particular weight vector and a bias term. Then, the dot products of the input vector are
computed with each weight vector to obtain the variables y1… ym, where m is the total
number of nodes in the tree. This is equivalent to a linear transformation from the input
space of dimension n to a feature space of dimension m. Mathematically,
(2.27 )
y = Wx
where W is a m-by-n matrix with each row as the weight vector in each node. The feature
vector y is of dimension m (usually much smaller than n), and should hold all the
necessary information for the classification task. Note that m is the total number of nodes
in the tree. To ensure m is much smaller than n, a small tree is preferable. Similar to
decision trees, a small LSVM-DT can often be obtained by pruning. The smaller the tree
is, the higher the data compression ratio.
In the above treatment of rule extraction, the input data vectors are continuousvalued. If they are binary-valued (i.e., either 1 or 0), rules can be extracted in the input
space without mapping to the feature space. This situation is not uncommon. For
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example, in bioinformatics, the ‘ATCG’ in genomic sequence is mapped to a 4-bit binary
code. Fu proposed the KT algorithm for generating rules in multilayer neural networks
[38]. Its basic idea is to search heuristically for the combination of the weights that
exceed the threshold (bias). Towell and Shavlik also proposed an algorithm similar to the
KT algorithm called the subset algorithm [39]. They also introduced another algorithm
called the MofN method for rule extraction. It explicitly searches for rules of the form:
If (M of the following N antecedents are true) then …
2.9 Experimental Results
2.9.1 Part I – Artificial datasets
The first part of the experiments involved classifying some artificially generated
sets of linearly nonseparable data using four algorithms: the proposed LSVM-DT,
nonlinear SVMs with polynomial and Gaussian kernels, and a regular decision tree. Twodimensional data sets were used so that the decision regions can be easily visualized in a
two-dimensional plot. Each linear SVM in the LSVM-DT was implemented using the
OSU SVM Classifier Matlab Toolbox [40] available at http://eewww.eng.ohiostate.edu/~maj/osu_svm, and the binary tree structure was implemented using the Matlab
routines written by Jonathan K. Su from the School of Electrical and Computer
Engineering, Georgia Institute of Technology. All the figures in the experiments were
generated in Matlab, and those figures for SVMs with polynomial and Gaussian kernels
were created using Steve Gunn’s Matlab SVM toolbox [41] available at
http://www.isis.ecs.soton.ac.uk/resources/svminfo. The figures for decision trees were
generated using the Matlab Decision Tree toolbox by Craig W. Codrington [42].
Figures 2.4a-h show the step-by-step construction of the decision regions in the
input space by the LSVM-DT for the first dataset. All data vectors are recursively
separated into two subsets by a linear decision hyperplane generated by a linear SVM in
each tree node. As shown in Figure 2.4 a, some data vectors are inevitably classified
incorrectly by the first linear decision hyperplane because the data set is linearly nonseparable. The LSVM-DT then continues to construct linear decision hyperplanes to
separate the data vectors until all are in the correct decision regions, as shown in Figures
2.4b-h. This confirms the success of the LSVM-DT for classifying linearly non-separable
data sets. Figures 2.5, 2.6 and 2.7 depict the decision regions generated by a polynomial
SVM, a Gaussian SVM and a decision tree, respectively. If we compare the decision
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regions shown in Figure 2.4h and Figure 2.7, it is obvious that the LSVM-DT generalizes
much better than the regular decision tree for the first dataset. This is because the
decision hyperplanes generated by the decision tree are parallel to the feature space axes
[34], whereas there is no such restriction in the LSVM-DT. Therefore, the LSVM-DT
seems to be more flexible in dividing the data vectors, and we should expect better
generalization performance using the LSVM-DT than using the decision tree. The results
for the second and third data sets are shown in Figures 2.8 through 2.11, and Figures 2.12
through 2.15, respectively. All these figures show that the decision regions generated by
the LSVM-DT resemble those that are generated by the polynomial and Gaussian SVMs.
However, for the fourth dataset, the decision regions generated by both the polynomial
and Gaussian SVMs look much smoother and more natural, as depicted in Figures 2.16
through 2.19. This is because the LSVM-DT can only generate linear decision
hyperplanes, and theoretically it takes an infinite number of straight lines to generate a
circle-like decision region. One may thus conclude that the LSVM-DT works inferior to
the nonlinear SVMs. However, in real-world situations where data are more abundant,
many more linear decision hyperplanes will be generated along the boundary between the
two classes, thus making the decision region almost circle-like, as shown in Figures 2.20
and 2.21. By the same argument, obtaining more data vectors, especially those near the
class boundaries, would make the LSVM-DT generate smoother decision regions in other
data sets as well. However, this requires more tree nodes and training more linear SVMs.
Therefore, it is natural to conclude that the LSVM-DT requires a heavier computational
load than nonlinear SVMs to achieve comparable generalization performance. However,
as the subsequent experiments show, by using a small value of C, the training time of
each individual linear SVM in each tree node can be greatly shortened. In addition, the
time taken in selecting the best kernel function and its parameters when using nonlinear
SVMs should be considered in order to have a fair comparison with the LSVM-DT
algorithm. As a result, although there are more linear SVMs required in the LSVM-DT
algorithm, the overall training time can still be shorter than nonlinear SVMs. This fact is
expected to remain valid in high dimensional spaces as well. Finally, Figure 2.22
illustrates the capability of the LSVM-DT in learning highly nonlinear and complex
decision regions.
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Fig. 2.4: The decision regions generated recursively by the LSVM-DT for the first
dataset in each tree node (C =10).
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Fig. 2.5: The decision region generated by
a SVM with polynomial kernel for the first
dataset (Degree = 2 and C = 10).

Fig. 2.6: The decision region generated by
a SVM with Gaussian kernel for the first
dataset ( σ 2 = 1 and C = 10).

Fig. 2.7: The decision region generated by
a decision tree using entropy splitting rule
for the first dataset.

Fig. 2.8: The decision region generated by
the LSVM-DT for the second dataset (C =
10). The numbers correspond to the order
of the decision boundaries drawn.

Fig. 2.9: The decision region generated by
a SVM with polynomial kernel for the
second dataset (Degree = 2 and C = 10).

Fig. 2.10: The decision region generated
by a SVM with Gaussian kernel for the
second dataset ( σ 2 = 0.5 and C = 10).
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Fig. 2.11: The decision region generated
by a decision tree using entropy splitting
rule for the second dataset.

Fig. 2.12: The decision region generated
by the LSVM-DT for the third dataset (C =
10). The numbers correspond to the order
of the decision boundaries drawn.

Fig. 2.13: The decision region generated
by a SVM with polynomial kernel for the
third dataset (Degree = 5 and C = 10).

Fig. 2.14: The decision region generated
by a SVM with Gaussian kernel for the
third dataset ( σ 2 = 0.5 and C = 10).

Fig. 2.15: The decision region generated
by a decision tree using entropy splitting
rule for the third dataset.

Fig. 2.16: The decision region generated
by the LSVM-DT for the fourth dataset (C
= 10). The numbers correspond to the order
of the decision boundaries drawn.
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Fig. 2.17: The decision region generated
by a SVM with polynomial kernel for the
fourth dataset (Degree = 2 and C = 10).

Fig. 2.18: The decision region generated
by a SVM with Gaussian kernel for the
fourth dataset ( σ 2 = 0.5 and C = 10).

Fig. 2.19: The decision region generated
by a decision tree using entropy splitting
rule for the fourth dataset.

Fig. 2.20: The decision region generated
by the LSVM-DT before pruning for the
fourth dataset with many more data added.

Fig. 2.21: The decision region generated
by the LSVM-DT after pruning for the
fourth dataset with many more data added.

Fig. 2.22: The decision region generated
by the LSVM-DT for a very complex
dataset.
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2.9.2 Part II – Outlier detection and real-world datasets
The second part of the experiments tested the LSVM-DT’s ability to detect and
remove outliers, as well as the performance of the LSVM-DT in multi-class problems.
Four outliers were added to the first data set used in Part I of the experiments. Figures
2.23 and 2.24 show the decision regions constructed by the LSVM-DT before and after
pruning, respectively. The pruning method used here was error-based pruning. These two
figures clearly illustrate that pruning successfully detects and removes the outliers in the
LSVM-DT algorithm. In addition, seven real-world data sets with higher dimensions
were used to evaluate the performance of the LSVM-DT with pruning. All data sets were
obtained from the UCI Machine Learning Repository [43]. Two of them contain more
than two classes. The information about these data sets is summarized in Table 2.3. Our
experimental setup followed closely the procedure by Esposito et al [36] of comparing
different methods of pruning decision trees: 70% of the samples in each data set was used
to train the LSVM-DT, and 30% was used as an independent test set for evaluating the
error rates. For each dataset, the training and testing of the LSVM-DT were performed 25
times, and both the size of the tree generated and the error rate were recorded. However,
unlike Esposito’s experiment, we first normalized the attribute values in each data set by
setting the mean of each attribute to zero with unit variance before training the LSVMDT. This pre-processing of data was performed to speed up training. The results are
reported in Tables 2.4 and 2.5. Also shown in these two tables are the best and worst
results of the nine different methods of pruning decision trees. It is evident from Table
2.4 that the LSVM-DT with pruning performs as well as the decision trees with different
pruning methods: the average error rate of the LSVM-DT lies within the best and worst
error rates of the decision trees, and in P. gene, Hepatitis, Cleveland and Iris data sets, the
LSVM-DT even attains a much lower average error rate than the best decision tree. It is
important to note that we did not fine tune the parameter C. A default value of one was
used in all experiments. Table 2.5 shows similar conclusions for the tree size. A closer
look at Tables 2.4 and 2.5 reveals that the standard deviations of the error rate and the
tree size of the LSVM-DT algorithm are generally greater than those of the decision
trees. This may indicate that the LSVM-DT algorithm is more sensitive to the underlying
data distribution. For almost all data sets used in the experiments, the sum of the average
error rate and the standard deviation of the LSVM-DT is still less than the sum of those
of the decision tree with pruning that gives the worst results.
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Fig. 2.23: The decision region generated
by the LSVM-DT before pruning for the
first dataset with four outliers added.

Fig. 2.24: The decision region generated
by the LSVM-DT after pruning for the first
dataset with four outliers added.

Table 2.3
Characteristics of the data sets used in Part II of the experiment.
Database
No. of classes
No. of attributes
No. of total data
samples
P. gene
2
57
106
Hepatitis
2
19
155
Cleveland
2
14
303
Pima
2
8
768
Australian
2
14
690
Iris
3
4
150
Glass
7
9
214
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Table 2.4
Average error rates (in %) of the LSVM-DT and decision trees obtained with best and
worst pruning methods.
Database
Decision tree with
Decision tree with
LSVM-DT
best pruning
worst pruning
P. gene
21.75±1.40
25.62±2.25
18.75±5.92
Hepatitis
20.17±0.936
21.36±1.32
17.36±5.02
Cleveland
27.65±0.887
30.07±1.08
23.03±4.33
Pima
25.88±0.438
30.0±0.433
28.47±2.46
Australian
14.59±0.344
18.47±0.393
15.03±1.32
Iris
5.065±0.626
11.667±2.62
2.76±2.34
Glass
35.31±1.35
41.81±1.86
36.88±5.76

Table 2.5
Average size of the LSVM-DT, smallest and largest decision trees obtained after various
pruning methods.
Database
Smallest decision Largest decision tree
LSVM-DT
tree after pruning
after pruning
P. gene
4.36±0.469
15.28±0.853
1±0
Hepatitis
1.36±0.151
9.08±0.479
3.72±1.34
Cleveland
4.12±0.533
30.76±1.028
15.84±3.76
Pima
2.84±0.411
70.88±1.159
59.52±9.61
Australian
2.52±0.289
52.72±2.162
20.4±5.15
Iris
3.125±0.151
5.4±0.265
1±0
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Glass

7.04±0.799

28.72±0.576

3.08±1.382

2.9.3 Part III – Effect of C on LSVM-DT
The third part of the experiments investigated the generalization performance and
the training time of the LSVM-DT for different values of C. This is done to justify the
fact that a small value of C is preferable in the LSVM-DT algorithm. The same five 2class real-world data sets from the UCI Machine Learning Repository were used. The
experimental setup here was the same as the second part of the experiment: for each data
set, the experiments were repeated 25 times, and the average testing error and the average
tree size were recorded. The training time refers to the total time taken to run all 25
repeated trials (including pruning the tree and classifying the test data) on a Pentium 4
1.6GHz machine with 128MB RAM. As shown in Figure 2.25, the testing error, which is
the average of 25 independent runs, is rather insensitive to the values of C, although there
is a gradual increase in Pima and Cleveland data sets. Figure 2.26 shows the inverse
relationship between C and the tree size before pruning: the larger C is, the smaller the
tree becomes. Figure 2.27 illustrates the fact that it takes longer to train the LSVM-DT
with a large C. These facts have already been explained in Section 2.3, and the
experimental results here strongly agree with our speculation in that section. In other
words, a small value of C usually results in faster LSVM-DT learning without noticeable
degradation in the generalization performance.
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Fig. 2.25: Plot of testing error versus C.
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Fig. 2.26: Plot of tree size versus C.
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Fig. 2.27: Plot of training time versus C.

2.9.4 Part IV – Rare event detection
The fourth part of the experiments verified the LSVM-DT’s ability to detect rare
events using two real-world data sets. The first dataset was obtained from John Platt’s
web site at http://www.research.microsoft.com/~jplatt/smo.html [21]. This is a web page
categorization data set that predicts whether a web page belongs to a category based on
the presence of 300 selected keywords on the page. The class ratio is about 30:1. The
second data set is a multispectral earth observation remotely sensed data covering a
mountainous area in Colorado [44]. Each channel comprises an image of 135 rows and
131 columns, all of which are coregistered. It has 10 ground cover classes, and two of
them with class ratio 9:1 were selected as the training set. This remote sensing data set is
a very difficult problem, so the accuracy obtained is considered acceptable [44]. Tables
2.6 and 2.7 show the detection probability, the false alarm rate and the overall accuracy
achieved. Detection probability is defined as the percentage of rare events that are
correctly classified as rare events, and false alarm rate is defined as the percentage of the
total number of events falsely declared as rare events. It can be seen that due to randomly
adding vectors from the rare class in each node, the LSVM-DT achieved a much higher
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detection probability than the other algorithms, confirming its success in detecting rare
events.

Table 2.6
Performance of the LSVM-DT compared with other algorithms in detecting rare events
using the web dataset.
Detection
False alarm rate
Overall accuracy
probability
LSVM-DT with C =
0.6368
0.1032
0.8891
1
LSVM-DT without
0.5046
0.0081
0.9774
randomly adding the
vectors from rare
class with C = 1
Polynomial SVM
0.4392
0.0203
0.9636
with degree = 2 and
C = 100
Gaussian SVM with
0.5046
0.0082
0.9773
σ 2 = 100 and C =
100
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Table 2.7
Performance of the LSVM-DT compared with other algorithms in detecting rare events
using the remote sensing dataset.
Detection
False alarm rate
Overall accuracy
probability
LSVM-DT with C =
0.7600
0.0286
0.9368
1
LSVM-DT without
0.3600
0.0286
0.8105
randomly adding the
vectors from rare
class with C = 1
Polynomial SVM
0.6800
0.0000
0.9158
with degree = 2 and
C = 100
Gaussian SVM with
0.4400
0.0000
0.8526
σ 2 = 100 and C =
100

2.10 Conclusions
The LSVM-DT proposed in this chapter consists of a binary tree structure with a
linear SVM in each node. The only parameter that has to be chosen beforehand by the
user is the regularization parameter C . Thus, the model selection problem is reduced to
just a single choice of the parameter C , which is usually set to a small value for best
performance. Its recursive divide-and-conquer approach enables the LSVM-DT to learn
linearly nonseparable data vectors. Classification of a test vector is done by traversing
down the binary tree until a leaf node is reached. If the output of the SVM in the current
node is less than zero, the left child of the node is traversed, and vice versa. The class
label associated with the leaf node reached is assigned to the test vector.
Depending on the complexity of the data set, the size of the binary tree may grow
very large, and it may contain many nodes. Since the LSVM-DT uses only linear SVMs
and therefore completely avoids kernel computation, the overall training and testing time
may still be short. If the data vectors are binary and sparse, the dot product can even be
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computed very efficiently, as noted in [22]. Post-pruning the tree can reduce the tree size
as well.
By adding vectors from the rare class, the linear SVMs are able to learn and
classify rare events. This built-in rare event detection mechanism is shown to be
equivalent to having a larger value of C for vectors from the rare class. In addition, by
choosing a small value of C, the LSVM-DT learning can be done very fast, even though
more vectors from the rare class are added for training. The binary tree structure also
gives interpretable classification rules, and outperforms conventional decision trees in
many occasions.
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3. RECURSIVE UPDATE ALGORITHM FOR LEAST SQUARES
SUPPORT VECTOR MACHINES
In this chapter an efficient recursive update algorithm for least squares support
vector machines (LSSVMs) is developed. Using the previous solution and some matrix
equations, the algorithm completely avoids training the LSSVM all over again whenever
new training samples are available. The gain in speed using the recursive update
algorithm is illustrated on four data sets from the UCI repository: the Statlog Australian
credit, the Pima Indians diabetes, the Wisconsin breast cancer, and the adult income data
sets. A brief introduction of the LSSVMs is first given in Section 3.1, followed by the
proposed recursive update algorithm in Section 3.2. Extension to regression problems is
presented in Section 3.3, and comments on the algorithm are given in Section 3.4.
Finally, the experimental results and the conclusions are reported in Sections 3.5 and 3.6,
respectively.
3.1 Least Squares Support Vector Machines (LSSVMs) for Classification
Least squares support vector machines (LSSVMs) are developed by Suykens and
Vandewalle [45]. A LSSVM originates from the classical SVM described in Chapter 2 by
changing the inequality constraints in the classical SVM formulation to the equality
constraints with a formulation in the least squares sense (quadratic loss function). It can
be formulated as the following optimization problem:
1
1 n
2
min w + C ∑ ei2
(3.1)
2
2 i =1
subject to the following equality constraints:
z i (w T ϕ (y i )+ b )= 1 − ei

i = 1K n

where n is the total number of training vectors, y i is the i-th data vector, z i is the binary
2

(-1 or 1) class label of the i-th data vector, ei is the squared error between the estimated
target label value for the i-th data vector and its corresponding true class label (-1 or +1),
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w is the weight vector, C is the regularization parameter, or called the error penalty, and

b is the bias.

The corresponding Lagrangian is given below:
n
1
1 n
2
LLSSVM = w + C ∑ ei2 − ∑ α i z i w T ϕ (y i )+ b − 1 + ei
2
2 i =1
i =1

[(

)

]

The Karush-Kuhn-Tucker (KKT) conditions are readily computed as [28]:
n
∂LLSSVM

=
0
→
w
=
α i z iϕ (y i )
∑

∂w
i =1

n
∂LLSSVM

= 0 → ∑α i zi = 0

∂b
i =1

∂LLSSVM

= 0 → α i = Cei
i = 1K n
∂ei

 ∂LLSSVM
= 0 → z i w T ϕ (y i )+ b − 1 + ei = 0
i = 1K n

 ∂α i

[

(3.2)

(3.3)

]

Since this is a convex optimization problem, any solution that satisfies all the
KKT conditions is the global minimizer [46], which is given by the solution to the
following set of linear equations:
0
zT  b   0 

1   v =  
(3.4)
z Ω + C I  α  1 n×1 


v
T
where α = [α 1 L α n ] , 1 n×1 is a n × 1 column vector containing all one’s, z is a n × 1
column vector containing the target labels for all training vectors, and Ω is the n × n
T
Hessian matrix with elements Ω ij = z i z j ϕ (y i ) ϕ (y j ). Using Mercer’s condition [15],
Ω ij = z i z j K (y i , y j )

(3.5)

where K (⋅,⋅) is the kernel function, which can take on a few different forms:
T

K (y , y i ) = y i y

(

T

(linear)

)

K (y , y i ) = y i y + 1

(

d

(3.6)

(polynomial) (3.7)
2

K (y , y i ) = exp − y − y i 2 / σ

2

)

(radial basis) (3.8)

In the case of the linear kernel, the optimum weight vector w can even be
explicitly computed using the first KKT condition in Eq. (3.3) once all α i and b are
known.
Unlike classical SVMs, the global minimizer is much easier to obtain in LSSVMs
by solving the set of linear equations Eq. (3.4) (instead of quadratic programming) using
any ordinary optimization package. However, this has to come with a price: sparseness of
the support vectors is lost. In classical SVMs, most of the Lagrangian multipliers α i ’s are
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zeros. This is not true in LSSVMs because the Lagrangian multipliers α i ’s are
proportional to the errors ei ’s, as shown in the third KKT condition in Eq. (3.3). A
pruning method has already been proposed to overcome this problem [47]. It has also
been shown that the LSSVM formulation is closely related to Fisher’s linear discriminant
analysis in the feature space with a regularization term (ridge regression) [48].
3.2 Recursive Update Algorithm for LSSVM
As mentioned before, the proposed recursive update algorithm is used in
situations whenever new training sample becomes available. This is a very common
situation in online adaptive learning problems. Similar work has been carried out by Mika
et al to improve the training algorithm for kernel Fisher discriminants [49].
Before describing the recursive algorithm in detail, the special case of the
Sherman-Woodbury Formula [50] in linear algebra, which is the key equation in the
algorithm, is first introduced.
If X is a (n + 1) × (n + 1) matrix partitioned as a bordered matrix as
 A u
X= T
a 
u
where A is a n × n matrix, u is a n × 1 column vector, and a is a scalar, then
 B q
X −1 =  T
(3.9)
t 
q
where B = A −1 + tA −1uu T A −1 , q = −tA −1u and t = 1 /(a − u T A −1u) .
Now suppose a new input training vector y new (and its corresponding class label
z new ) is available. Eq. (3.4) becomes:
 0
zT
z new   b   0 

 v
1
Ω+ I
p   α  = 1 n×1 
(3.10)
 z
C


pT
β  α new   1 
 z new
where p is a n × 1 column vector with elements pi = z i z new K (y i , y new ), and
1
2
β = z new
K (y new , y new )+ .
C
It is important to notice that the square matrix on the left side in Eq. (3.10) now
becomes a (n + 2) × (n + 2) matrix, as there is a new Lagrangian multiplier α new for the
new training vector y new . Now this square matrix can be partitioned into a bordered

matrix as follows:
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A new

[

]

zT

 0

= z

 z new

Ω+
pT

1
C

z new 
 A
p  =  Told
  s
β 

s
β 

(3.11)

where s T = z new p T .
Applying Eq. (3.9), the inverse of the new square matrix A new can be expressed in
terms of the inverse of the old square matrix A old and the column vector s, as depicted
below:
A new

−1

B
= T
q

q
t 

(3.12)

where
−1

−1

B = A old + tA old ssT A old

−1

(3.13)

−1

q = −tA old s
(3.14)
1
t=
(3.15)
−1
T
β − s A old s
In other words, the inverse of the new square matrix A new can be computed via

the above equations efficiently, without any matrix inversion.
v
Once obtaining the inverse of A new , the new optimum b, α and α new are given
by:
 b 
 0 
 αv  = A −1 1  =  B
new  n×1 
q T


α new 
 1  

 0 
q  
1 n×1
t   
 1 

(3.16)

A summary of this recursive update algorithm is given below.
Assuming the inverse of the square matrix A old is available after the initial training.
1. When a new training vector is available, compute s and β .
2. Compute B, q and t using Eqs. (3.13)-(3.15). The inverse of the new square matrix
 B q
−1
A new then becomes A new =  T
.
t 
q
v
3. Compute b, α and α new as in Eq. (3.16).
4. If there are more input training samples, then set A old := A new and go to Step 1,
otherwise, quit.
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3.3 Extension to Regression Problems
So far only classification problems are considered in the derivation of the efficient
recursive update algorithm for LSSVMs. To make the discussion complete, the extension
to regression problems is given in this section.
The primal formulation of the LSSVM for regression is as follows:
1
1 n
2
min w + C ∑ ei2
(3.17)
2
2 i =1
subject to the following equality constraints
ei = z i − (w T ϕ (y i )+ b )

i = 1K n

Here, zi is the target response value instead of the class label in classification
problems, and ei is simply the error between the real target response and the predicted
output by the LSSVM. Now, the Lagrangian and the Karush-Kuhn-Tucker (KKT)
conditions [28] become:
n
1
1 n
2
LLSSVM = w + C ∑ ei2 + ∑ α i z i − w T ϕ (y i )+ b − ei
(3.18)
2
2 i =1
i =1
n
∂LLSSVM

=
0
→
w
=
α iϕ (y i )
∑

∂w
i =1

n
∂LLSSVM

= 0 → ∑α i = 0

∂b
i =1
(3.19)

∂LLSSVM

= 0 → α i = Cei
i = 1K n
∂ei

 ∂LLSSVM
= 0 → z i − w T ϕ (y i )+ b − ei = 0
i = 1K n

 ∂α i

[ (

[

) ]

]

Rewriting the KKT conditions in matrix form, the following linear system in dual
formulation is obtained:
T
 0
1 n×1   b  0

(3.20)
1  v =
1 n×1 Ω + I  α  z 
C 

T
where Ω is a n × n Hessian matrix with elements Ω ij = ϕ (y i ) ϕ (y j )= K (y i , y j ).
Comparing Eq. (3.20) and Eq. (3.4), it can be easily seen that both are almost the same,
except that the vectors z and 1n×1 switch places. Therefore, it is very straightforward to
extend the recursive update algorithm to regression problems. Now A new here becomes:
A new

−1

B
= T
q

q
t 

(3.21)
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where
−1

−1

B = A old + tA old ssT A old

−1

−1

q = −tA old s
1
t=
−1
T
β − s A old s

[

(3.22)
(3.23)
(3.24)

]

sT = 1 pT
pi = K (y i , y new )

β = K (y new , y new )+
v
The optimum b, α and α new are given by

(3.25)
(3.26)

1
C

 b 
 0 
 αv  = A −1  z  =  B
new 


 q T
α new 
 z new  

(3.27 )
 0 
q 
z 


t
 z new 

(3.28)

3.4 Comments on the Recursive Update Algorithm
The gain in speed of the recursive update algorithm is due to the efficient matrix
inversion using the Sherman-Woodbury Formula. Whenever a new training sample is
available, the inverse of the matrix A has to be recomputed. Direct computation of the
inverse requires Ο(n 3 ) operations [51], whereas the update equations (Eqs. (3.13)-(3.15)
for classification, and Eqs. (3.22)-(3.24) for regression) of the recursive algorithm only
need Ο(n 2 ) operations, where n is the total number of training samples. The gain in
speed is even more noticeable when n is large.
The very first iteration of the recursive update algorithm requires the initial
solution to the set of linear equations in Eq. (3.4). If the number of training data is small,
this solution can be obtained by computing the inverse using direct methods, such as
Gaussian elimination and QR factorization, with Ο(n 3 ) operations [51]. However, if the
number of training data is large, the direct methods become impractical in terms of the
computational time. Iterative methods, such as the Jacobi and Gauss-Seidel methods, are
therefore preferable [52]. Once the initial training is done, future inverses, and
consequently, all α i ’s and b can be computed efficiently using the recursive update
algorithm whenever new training sample is available.

3.5 Experimental Results
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In order to test the efficiency of the proposed recursive update algorithm, four
real-world data sets from the UCI repository [43] were used: the Statlog Australian credit,
the Pima Indians diabetes, the Wisconsin breast cancer, and the adult income data sets.
They are all binary classification problems, and their characteristics are given in Table
3.1. Three kernel functions, RBF, linear, and polynomial functions, were used in the
experiment, and all three parameters C, d (in the case of the polynomial kernel function)
and _2 (in the case of the RBF kernel function) were set to their optimized values shown
in Table 3.2, which were obtained using a 10-fold cross-validation procedure, as reported
in [48]. In the 10-fold cross-validation procedure, the training data set is split into ten
subsets. A LSSVM is trained using nine sets and tested on the remaining set, and the
error rate is recorded. This process is repeated ten times, and the average error rate is
computed. This whole procedure now repeats again for different values of C, d and _2,
and their optimized values are chosen as those that give the lowest average error rate.
Table 3.1
Characteristics of the data sets used in the experiment (Note: Only a portion of the
original adult income data set is used in the experiment).
Data sets
No. of
No. of
No. of
No. of
No. of
classes
attributes
training
additional
testing
samples
training
samples
samples
Australian
2
14
413
70
207
Pima
2
8
438
110
220
Breast
2
9
389
98
196
Adult
2
14
1000
500
1000

2

RBF: _
RBF: C
Linear: C
Polynomial: d
Polynomial: C

Table 3.2
Optimized parameter values [48].
Australian
Pima
Breast
517.5625
57600
48.5809
1.23
1096.48
0.2188
0.005129
0.6166
0.02951
2
2
2
0.00389
0.00263
0.00389

Adult
100
10.47
0.1514
2
0.01122
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For all four data sets, all samples were split into three subsets: the original
training set, the additional training set for using the recursive update algorithm, and the
testing set. The original training set was used to train the initial LSSVM. Once the initial
training was done, additional samples from the additional training set were made
available to the trained LSSVM one by one. The testing set, which was completely
independent of the training set, was used to obtain the test accuracy of the trained
LSSVM. The test accuracy was computed every time whenever a new sample from the
additional training set became available. The recursive algorithm simply updates the
previous solution to obtain the new solution whenever a new sample is available. The
time it took is recorded in Table 3.3 after averaging over ten trials for all four data sets,
together with the time needed without using the recursive algorithm, that is, the LSSVM
was trained all over again whenever new additional sample was available. All simulations
were run on a Pentium 4 1.6GHz with 384 RAM machine.
Table 3.3
Comparison of the time taken (seconds) between the recursive algorithm and the regular
LSSVM for each data sets using RBF, linear and polynomial kernel functions.
RBF
Linear
Polynomial

No
recursive
Recursive
No
recursive
Recursive
No
recursive
Recursive

Australian
42.8108±0.3148

Pima
82.3795±0.1583

Breast
59.8498±0.0315

17.1907±0.3215
25.0282±0.3297

30.6372±0.0643
49.9916±0.0486

24.4328±0.0313
32.5439±0.0516

5.2233±0.2783
27.3828±0.2566

9.1608±0.0442
53.9812±0.0740

6.5485±0.0272
35.8889±0.0558

6.5280±0.2502

11.6252±0.0450

8.3110±0.0569

Adult
(4.2813±0.1017)
×103
1142.8±2.1945
(3.1656±0.3906)
×103
288.4749±0.9052
(3.2190±0.03052)
×103
384.00±6.2304

As Table 3.3 shows, the LSSVM with the recursive algorithm was much faster to
train than without using the recursive algorithm for all three kernel functions in all four
data sets. On average, the recursive algorithm was about five times faster, while the gain
in speed was less significant in the case of RBF kernel function. It may be due to the fact
that more computation was needed in the matrix update equations using the RBF kernel
function.
Table 3.4 illustrates how many times the recursive algorithm was faster for all
four data sets and all three kernel functions. The gain in speed for the adult income data
set was the most significant compared to the other three data sets, because the adult
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income data set has the largest number of training data. This observation has already been
explained in Section 3.3.
Table 3.4
Comparison of the factor of speed improvement when using the recursive update
algorithm.
Australian
Pima
Breast
Adult
RBF
2.490
2.689
2.450
3.746
Linear
4.792
5.457
4.970
10.97
Polynomial
4.195
4.643
4.318
8.383
We also compared the test accuracies obtained using both methods in Table 3.5,
and it turned out that they were exactly the same. This observation confirms the validity
of the proposed recursive algorithm.
Table 3.5
Comparison of the test accuracy (after the last additional sample is added) between the
recursive algorithm and the regular LSSVM for each data set using RBF, linear and
polynomial kernel functions.
Australian
Pima
Breast
Adult
RBF
No
0.1159
0.2364
0.0357
0.1680
recursive
Recursive
0.1159
0.2364
0.0357
0.1680
Linear
No
0.1159
0.2227
0.0408
0.2070
recursive
Recursive
0.1159
0.2227
0.0408
0.2070
Polynomial
No
0.1159
0.2182
0.0255
0.1704
recursive
Recursive
0.1159
0.2182
0.0255
0.1704
3.6 Conclusions
The recursive update algorithm for LSSVMs is introduced in this chapter. It is
used in situations where new training data are available after the initial LSSVM is
trained. By computing some simple matrix equations, it completely avoids training the
LSSVM all over again, thus making the LSSVM very adaptive in today’s online learning
problems.
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4. A THREE-LAYERED LEARNING SYSTEM WITH VALIDATION
AND HIGH GENERALIZATION ACCURACY
In this chapter, a new learning algorithm is introduced. Its structure consists of
two stages, a mapping stage and a learning stage, corresponding to three layers, namely,
the input layer, the hidden layer and the output layer. The input training vectors are
initially mapped to the feature vectors in the mapping stage by multiplying with a random
matrix, followed by a pointwise nonlinear transformation. This is done starting with only
one hidden node. In the learning stage, the feature vectors are fed into the least squares
learning module to obtain the estimated output vectors. This is made possible by
choosing the output layer linear. A separate validation data set is used to determine the
optimum dimension of the feature space. Since performance is tied to validation, high
generalization accuracy is guaranteed. Until the validation accuracy saturates, a hidden
node is added in each iteration, and the process is repeated. In this way, the number of
hidden nodes is also learned. The least squares learning module can also be replaced, for
example, by an error-correcting least squares module, or a linear support vector machine.
The chapter is organized into eight sections. Section 4.1 presents a brief
introduction of the three-layered learning system. Next, the three-layered learning system
with an ordinary least squares module and with an error-correcting least squares module
are discussed in Sections 4.2 and 4.3, respectively. An extension to weighted least
squares learning is presented in Section 4.4, and its comparison with the method of
randomly adding vectors is discussed in Section 4.5. Section 4.6 introduces another
modification to the three-layered learning system by using a linear support vector
machine (SVM) in the learning stage. The experimental results are reported in Section
4.7, and conclusions are given in Section 4.8.
4.1 Introduction
The proposed learning system consists of two stages, a mapping stage and a
learning stage, corresponding to three layers, namely, the input layer, the hidden layer
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and the output layer. The training vectors in the input layer are explicitly mapped to the
feature vectors in the hidden layer by a random weight matrix and a nonlinear
transformation. This is called the mapping stage. Starting with only one node in the
hidden layer, an extra node is appended in the hidden layer in each iteration. A separate
validation data set can be used here to determine the optimum number of nodes in the
hidden layer. The algorithm stops adding extra node in the hidden layer as the validation
error reaches the minimum value, thus preventing overfitting. The weight matrix that
connects the hidden layer to the output layer is then computed in the learning stage by
three methods: an ordinary least squares module, an error-correcting least squares
module, and a linear SVM. All three methods share the same mapping stage; they differ
only in the learning stage.
4.2 The Three-Layered Learning System with an Ordinary Least Squares Module
Similar to multilayered neural networks, there are three layers in the proposed
learning system: the input layer, the hidden layer and the output layer, as shown in Figure
4.1.

Fig. 4.1:

Diagram illustrating the proposed three-layered learning system.
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The training vectors, the feature vectors, and the label vectors are all organized in
matrix form as follows:
1 x1T 
1 y 1T 
 z 1T 




 
X = M M , Y = M M  and Z =  M 
1 x T 
1 y T 
z T 
n 
n 


 n 
where n is the total number of training vectors. X is a n × (d + 1) matrix, where d is the
dimension of the training vectors, Y is a n × (m + 1) matrix, where m is the dimension
of the feature vectors. The first column of the matrices X and Y represents the bias term
in the input and hidden layer. Recall that an extra hidden node is appended in each
iteration. In other words, m is equal to 1 in the first iteration, 2 in the second iteration,
and so on. Usually the final value of m when the algorithm stops as the validation error
T
saturates is much larger than d . Assuming a two-class classification problem, z i is
T

T

represented as [1 0] for class 1 and [0 1] for class 2, making Z a n × 2 matrix. This
is the 1-of-2 output representation. Generalization to l-class problems is discussed in
Section 4.7. The training vectors in the input layer are first mapped to the feature vectors
in the hidden layer by multiplying with a random (d + 1) × m matrix R with elements
uniformly distributed between –1 and 1. m is assumed to be greater than d , and the rows
of R are assumed to be linearly independent. Then, a non-linear transformation (usually
logarithmic sigmoid) takes place here in the feature space. The purpose of the random
matrix R and the non-linear transformation is to transform the input training vectors to a
higher dimensional feature space efficiently and quickly. Mathematically,
(4.1)
Y = [1 log sig ( X ⋅ R )]
where 1 is a n × 1 column vector with all elements equal to one (bias term), and the
logarithmic sigmoid function is performed on all entries of the matrix product X ⋅ R . It
can be mathematically written as follows:
1
(4.2)
log sig ( x) =
1 + e −x
T
In other words, each feature vector y i is a logarithmic sigmoid version of the
linear combination of the row vectors of the matrix R , with coefficients specified by the
T
elements of the training vector x i . The non-linear transformation is very crucial in
mapping to the high dimensional feature space. Without the non-linear transformation,
the feature vectors are just a linear combination of the row vectors of the matrix R .
Assuming the rows are linearly independent, the feature vectors will only lie in the d dimensional subspace spanned by these d row vectors after mapping. Therefore, the

55
feature vectors are still confined in the subspace with the same dimensionality d as the
input space, thus failing in mapping the input training vectors to a high dimensional
feature space. However, taking the non-linear transformation “moves” the feature vectors
off the d -dimensional subspace.
The matrix Y is then multiplied by another matrix P * to obtain the estimated
label vectors organized in matrix form Ẑ , as shown below
ˆ = Y ⋅ P*
(4.3)
Z
*
where P is a (m + 1) × 2 matrix to be learned by the least squares method. The estimated
class label of the i-th data vector is 1 if the first element of ẑ i is greater than the second
element, and 2 otherwise.
The two columns of P * are learned independently by the least squares method.
The optimum P* that minimizes the squared error between the true label matrix Z and
the estimated label matrix Ẑ is given by:
(4.4)
P* = Y + ⋅ Z
where Y + is the pseudo-inverse of Y , and it is given by 53):

(

Y + = YT Y

−1

)

YT

(4.5)

The dimension of the feature vectors m has to be carefully determined. First,
m + 1 has to be smaller than the total number of training vectors n to ensure Y has
independent columns for least squares learning. In addition, the testing error rate first
decreases gradually as m increases, then it reaches a minimum and starts to rise,
indicating the presence of overfitting. In order to determine the optimum m and prevent
overfitting, a separate validation data set is used to detect the onset of overfitting. The
algorithm starts with m = 1, and computes the matrices R and P* . The system is then
tested on the validation set, and the error rate is recorded. The algorithm repeats after
incrementing m by one. It stops when the validation error rate starts to increase from the
previous iteration. This value of m , which is determined by validation, is assumed to be
the optimum dimension of the feature space. In Chapter 5, two other methods of
determining m will be presented.
As m increases by one in each iteration, an extra column is appended to the
matrix Y . Instead of computing the least squares solution P* all over again, there are
well-established algorithms that efficiently compute the new solution from the previous
solution [54]. One such algorithm will be discussed in Chapter 5. Similarly, recursive
least squares learning can be used to update the least squares solution P* when more
input training vectors are available [54], [55].
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The algorithm of the three-layered learning system with the least squares module
is summarized below.
Initialize the maximum number of iterations.
1. Generate a random column vector R with elements uniformly distributed
between –1 and 1.
2. Compute the matrix Y by Y = [1 log sig ( X ⋅ R )], where X is the
input training matrix.
3. Obtain the least squares solution P* by performing least squares learning
using the matrix Y and the target label matrix Z.
4. Compute the validation error using a separate validation data set.
a. Quit if the validation error saturates or the maximum number of
iterations is reached.
b. Otherwise, right append an extra random column to R and go to
step 2.
It is not difficult to see why the three-layered system with a least squares learning
module is much faster to train than a classical three-layered backpropagation neural
network. The least squares learning is one-shot, while the classical neural network
iteratively adapts the weights in each layer until convergence. Moreover, there is only
one optimal solution in least squares learning because the squared error is a quadratic
function. However, the neural network may get stuck in some local minima.
Experimental results show that the proposed system achieves comparable performance
with classical neural networks.
4.3 The Three-Layered Learning System with an Error-Correcting Least Squares
Module
The ordinary least squares module in the learning stage can be replaced by an
error-correcting least squares module, which is based on the idea of parallel, selforganizing, hierarchical neural networks (PSHNNs) with continuous inputs and outputs
by Deng and Ersoy [56]. The structure of this three-layered system based on Deng’s
PSHNN algorithm is shown in Figure 4.2.
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Fig. 4.2:

Diagram illustrating the three-layered system with the errorcorrecting least squares module based on Deng’s parallel, selforganizing, hierarchical neural networks with continuous inputs
and outputs. Only three stages are shown in the diagram.

It consists of several stage least squares modules in which all training vectors are
fed after mapping to the feature vectors. The first least squares module is learned using
the true label matrix Z as the target, while the second least squares module is learned
using E1, the error matrix between the output of the first least squares module Ẑ1 and the
true label matrix Z, as the target, and the third least squares module is learned using E2,
the error matrix between the output of the second least squares module Ẑ 2 and the error
matrix of the first least squares module E1, as the target, and so on. Deng proved that the
squared norm error from each least squares module decreases as the number of stages
increases [56].
In each stage, an extra hidden node is added to correct the error of the previous
stage. In other words, each least squares module in Figure 4.2 has only one hidden node
and a bias node. This process is repeated until the validation error saturates. The final
estimated output matrix Ẑ f is taken as the sum of the estimated output matrix Ẑ i in each
stage. Below is the summary of the algorithm of the three-layered system with the errorcorrecting least squares module.
Initialize the maximum number of stages imax.
Set i = 1.
1. Generate and store a random column vector Ri with elements uniformly
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distributed between –1 and 1.
2. Compute the matrix Yi by Yi = [1 log sig ( X ⋅ R i )], where X is the input
training matrix.
3. If i = 1, obtain the least squares solution Pi by performing least squares
learning using the matrix Y i as the input and the true target matrix Z as the
target.
Else, obtain the least squares solution Pi by performing least squares learning
using the matrix Yi as the input and the error matrix Ei-1 as the target.
4. Compute the validation error using a separate validation data set.
a. Quit if the validation error saturates or the maximum number of
stages is reached, i.e., i > imax.
b. Otherwise, if i = 1, compute the error matrix Ei between the estimated
target matrix Ẑ i and the true target matrix Z, increment i by 1 and go
to step 1.
Else, compute the error matrix Ei between the estimated target matrix
Ẑ i and the error matrix Ei-1, increment i by 1 and go to step 1.
The mathematical derivation is exactly the same as that of the three-layered
system with the ordinary least squares module described in Section 4.2, except for the
fact that Y is now a n × 2 matrix because only one hidden node is added in each stage
(together with the bias term) to correct the error of the previous stage.
4.4 Weighted Least Squares Learning in the Learning Stage
The least squares learning module in the learning stage can be easily extended to a
weighted least squares learning module in situations where not all data vectors share the
same importance in the training process. One example that occurs frequently in today’s
data mining applications is rare event detection. Rare events are those data vectors that
occur very rarely in the training data set due to a low prior probability. They usually have
high informational value, and they can provide great insight into the underlying data
structure. However, a neural network or a least squares learning system that is trained
with unequal training data sizes in each class will usually classify almost all future data
vectors to the common events, failing to detect these rare events [29]. Therefore, much
emphasis should be given to these rare events. There are at least two ways to accomplish
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this. First, the data distribution is modified by randomly adding vectors from the rare
class with replacement to the training data set until the training sizes in each class are
about equal. This method has been used successfully to increase the rare event detection
probability in the LSVM-DT in Chapter 2 and in parallel, self-organizing, hierarchical
neural networks [29]. The second method, which is to weigh the rare events more heavily
than the common events, is described below.
Weighted least squares learning assigns larger weights to vectors from the rare
class when computing the squared error, which can be expressed as follows

ε = YP * − Z

n

2

([

T

]

= ∑ 1 y i ⋅ P * − zi
i =1

)
2

(4.6)

Here P * and Z are assumed to be column vectors. If 1-of-N output representation
is used as discussed in Section 4.2, then P * and Z become matrices, but they can be
broken down into N least squares learning problems, in which each column of P * is
learned using the corresponding column of Z as the target vector.
In weighted least squares learning, a set of positive weights is assigned to the data
vectors. Then, the weighted squared error becomes
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(4.7 )

In matrix form, it can be written as

ε w = WYP * − WZ

2

(4.8)

where W is the diagonal matrix with entries w1 , K , wn on the diagonal. This is the same
as the ordinary least squares problem with the new matrices WY and WZ . From Eqs.
(4.4) and (4.5), the vector Pw* that minimizes the weighted squared error is given by

(

Pw* = Y T W T WY

−1

)

Y T W T WZ

(4.9)

T

Since W is a diagonal matrix, W = W . Eq. (4.9) can be further simplified as
follows:

(

Pw* = Y T W 2 Y

−1

)

YT W 2 Z

(4.10)
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4.5 Comparison Between Weighted Least Squares Learning and The Method of
Randomly Adding Vectors from the Rare Class
It is interesting to compare weighted least squares learning and the method of
randomly adding vectors from the rare class in detecting rare events. The squared error is
again repeated below:

ε = YP * − Z

2

n

([

T

]

= ∑ 1 y i ⋅ P * − zi
i =1

)
2

(4.6)

Suppose the last row of the matrix Y is the feature vector from the rare class, and
it is added to the data set one more time, then the new matrix Y' and the new target
vector Z' become
1 y 1T 
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The new squared error then becomes
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Comparing the above equation with the weighted squared error in Eq. (4.7), it is
obvious that training Y' and Z' using the least squares method is equivalent to training
Y and Z using the weighted least squares method with the following n × n weight
matrix
1 L 0 0 
 M O M M

W=
M
0 L 1


2
0 L L
Therefore, the method of randomly adding vectors from the rare class amounts to
assigning random weights (greater than one) to vectors from the rare class and one to
vectors from the common class.

)
2
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4.6 The Three-Layered Learning System with a Linear Support Vector Machine
An important variation to the three-layered learning system can be generated by
using a linear support vector machine (SVM) in place of the least squares learning
module in the learning stage. The linear SVM algorithm has already been described in
detail in Chapter 2.
The dual form in Eq. (2.12) corresponds to linear SVM learning. A linear SVM is
simple and fast to compute, and only the regularization parameter C has to be adjusted.
The key disadvantage is its failure (or poor performance) in classifying linearly nonseparable data sets. On the other hand, in non-linear SVMs, the input training vectors are
implicitly mapped to the high dimensional feature space through kernel inner products.
The feature vectors are believed to be linearly separable in this high dimensional feature
space, so that a linear SVM can be constructed in this feature space. The choice of the
kernel function and the parameters associated with it often greatly affects the
performance of the classifier generated [23]. This is called the model selection problem in
SV learning. By explicitly mapping to a high dimensional feature space in the mapping
stage and restricting to a linear SVM in the learning stage, the proposed structure avoids
this model selection problem, without sacrificing its ability to classify linearly nonseparable data sets.
The algorithm of the three-layered system with a linear SVM is described below.
Initialize the maximum number of iterations and the value of C.
1. Generate a random column vector R with elements uniformly distributed
between –1 and 1.
~
2. Compute the matrix Y = log sig ( X ⋅ R ) , where X is the input training matrix.
3. Obtain the weight vector w and the bias b by training a linear support vector
~
machine using the matrix Y and the target label matrix Z.
4. Compute the validation error using a separate validation data set.
a. Quit if the validation error saturates or the maximum number of
iteration is reached.
b. Otherwise, right append an extra random column to R and go to step
2.
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The disadvantage of using a linear SVM in the learning stage is that currently
there is no efficient update algorithm when new data vectors become available or when
the dimension of the hidden layer increases. Therefore, the linear SVM has to be trained
all over again. One possible solution is to use a linear LSSVM described in Chapter 3,
because a linear LSSVM is usually much faster to train than a regular linear SVM, as
only a linear programming problem instead of a quadratic programming problem needs to
be solved. In addition, the recursive update algorithm discussed in Chapter 3 can be
applied here whenever new data are available if linear LSSVMs are used. As the
experiments in Section 4.8 show, the proposed system with a linear SVM gives
remarkable generalization performance even with a large number of hidden nodes.
4.7 Extension to Regression and Multi-Class Classification Problems
Regression and multi-class classification problems arise very frequently, and all
three versions of the three-layered system can be easily adapted to these problems.
For regression problems, the extension is straightforward: in the three-layered
learning systems with ordinary least squares and error-correcting least squares,
everything remains the same, except that the target vector Z now contains the real
response instead of the class labels (0 or 1) of the system, and the squared error loss
instead of the misclassification rate should be used as the performance measure. In the
three-layered learning system with a linear SVM, the linear classification SVM is
replaced by a linear regression SVM, which is discussed in Chapter 6.
For multi-class classification problems, in the three-layered learning systems with
ordinary least squares and error-correcting least squares, 1-of-l output representation is
used, and therefore, Z now becomes a n × l matrix, where l is the number of classes. In
other words, the least squares learning method is applied to each of the l outputs
independently. Everything else remains the same. In the three-layered learning system
with a linear SVM, the same one-against-one approach described in Section 2.4 for multiclass LSVM-DTs can be used.
4.8 Experimental Results
Three data sets were used in the experiments. The first one was artificially
generated in MATLAB with data points in the inner circle as class 1, and data points in
the outer ring surrounding the inner circle as class 2, as shown in Figure 4.3. Therefore,
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this data set is highly nonlinear. The same data set has also been used in Chapter 2 to test
the LSVM-DT ability to classify highly nonlinear data. The other two real-world data
sets, Cleveland and Australian, were obtained from the UCI data repository [43]. The
information about these data sets is given in Table 4.1. The linear SVM in the learning
stage was implemented in MATLAB using the OSU SVM Classifier MATLAB Toolbox
[40] available at http://eewww.eng.ohio-state.edu/~maj/osu_svm.

Fig. 4.3:

The two-dimensional artificial data set used in the experiment to test the
proposed algorithm’s ability to learn highly nonlinear data sets.
Table 4.1
Characteristics of the data sets used in the experiment.

Data sets

No. of
classes

No. of
attributes

Australian
Cleveland
Artificial
data set

2
2
2

14
14
2

No. of
training
samples
413
182
981

No. of
validation
samples
70
30
251

No. of
testing
samples
207
91
500
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data set
Figures 4.4, 4.5 and 4.6 show both the plots of the validation error and the testing
error versus the number of hidden nodes for all three data sets. Validation error refers to
the misclassification error rate when the system is tested on a separate validation set,
while the testing error refers to the misclassification error rate when the system is tested
on the testing data set. In all three cases, both error rates start off with rather large values
with the first few hidden nodes, but they decrease quite rapidly as the number of hidden
nodes increases. In addition, the testing error rate reaches the minimum value or saturates
at about the same number of hidden nodes as that of the validation error rate, indicating
that a separate validation set can be used to determine the optimum number of hidden
nodes for best generalization. Also, in Figures 4.4 and 4.5, in the case of using the
ordinary least squares module, both error rates start to rise again when the number of
hidden nodes continues to increase, after reaching the minimum point. This indicates the
onset of overfitting. However, in Figure 4.6, no overfitting effect is observed even when
the number of hidden nodes reaches 200 for the ordinary least squares module. This is an
expected observation because the artificial data set is noise-free and without any outlier,
and thus, the training data set is very similar to the testing data set.
It is interesting to notice that in all three figures, the error curves of the errorcorrecting least squares module and the linear SVM do not rise significantly even when
the number of hidden nodes reaches 400. This implies that the three-layered systems with
the error-correcting least squares module and the linear SVM are more immune to
overfitting. Moreover, in Figure 4.6 of the artificial data set, the error-correcting least
squares module requires more hidden nodes for the error rates to saturate. A probable
reason for this is that this artificial data set is highly nonlinear, and therefore requires
more nodes to correct the errors of the previous stages. Based on the experimental results,
it can be concluded that the three-layered system with a linear SVM yields the best
overall performance. Unfortunately, as mentioned in Section 4.6, there is currently no
efficient update algorithm for it. The computation time can therefore be long, especially
for large data sets.
In the three-layered system with the linear SVM, C was set to one in all data sets
for best performance based on validation. To investigate the effect of C on the system
performance, different linear SVMs with different values of C were trained using the
Cleveland data set. The results are shown in Figure 4.7. When C is 0.1 or 1, the testing
misclassification error rate is almost flat, indicating the absence the overfitting. However,
the effect of overfitting becomes more and more apparent as C increases to 10 or 100.
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This observation can be easily explained by referring to the SVM primal formulation in
Eq. (2.1). A large C gives more emphasis to the empirical training error, rather than the
margin width, which ties closely with the generalization ability. If C becomes too large,
then the SVM attempts to minimize solely the training error, and thus leading to
overfitting easily. In addition, a small C usually leads to shorter training time, a fact that
has already been explained in Section 2.3.
Finally, the error rates attained using all three methods were comparable to a
regular three-layered backpropagation neural network, as shown in Table 4.2.

Fig. 4.4:

Experiment results for the Australian data set using all three versions of
the three-layered system. The top graph shows the plot of the validation
error rate versus the number of hidden nodes. The bottom graph shows the
plot of the testing error rate versus the number of hidden nodes.
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Fig. 4.5:

Experiment results for the Cleveland data set using all three versions of
the three-layered system. The top graph shows the plot of the validation
error rate versus the number of hidden nodes. The bottom graph shows the
plot of the testing error rate versus the number of hidden nodes.
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Fig. 4.6:

Experiment results for the artificial data set using all three versions of the
three-layered system. The top graph shows the plot of the validation error
rate versus the number of hidden nodes. The bottom graph shows the plot
of the testing error rate versus the number of hidden nodes.
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Fig. 4.7: The effect of C on the validation and testing error misclassification rates for the
Cleveland data set using the three-layered system with a linear SVM.

Table 4.2
Three-layered backpropagation neural network performance results.
Number of hidden nodes

Testing error rate

Australian

150

0.1304

Cleveland

100

0.1648

Artificial data

100

0.0580

4.9 Conclusions
This chapter proposes a three-layered learning system, which is based on least
squares learning, parallel, self-organizing, hierarchical neural networks with continuous
inputs and outputs, and linear SVMs. Its structure is very easy to implement, and yet it

69
achieves good generalization performance because a separate validation data set is used
to determine the structure complexity. Except for the linear SVM, it also allows efficient
update of the learning system when new data are available and when the model
complexity increases incrementally. In addition, weighing factors can be easily
incorporated into the system for training with unequal data sizes in each class. This
situation occurs frequently in data mining and pattern recognition applications because
data from certain classes may be hard and difficult to obtain. Experimental results show
that all three versions of the three-layered system work very well, and the three-layered
system with the error-correcting least squares or the linear SVM even possesses strong
immunity to overfitting.
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5. A STATISTICAL, SELF-ORGANIZING
LEARNING SYSTEM
Chapter 4 discusses the three-layered learning system with ordinary least squares,
with error-correcting least squares, and with a linear support vector machine. In this
chapter, the three-layered learning system with ordinary least squares is further developed
into a new learning system called a statistical, self-organizing learning system (SSOLS),
which combines the ideas of functional-link neural networks, statistical hypothesis
testing, and self-organization of number of enhancement nodes. The reason for focusing
on the three-layered system with ordinary least squares is that its simplicity allows the
development and incorporation of many efficient algorithms, such as the recursive update
algorithm of adding and removing enhancement nodes, the efficient leave-one-out cross
validation method, the t-test procedure, and the ease of computing the VC dimension,
resulting in a powerful yet fast learning system.
Section 5.1 gives a brief overview of the SSOLS and some background
information. The architecture of the SSOLS is then discussed in Section 5.2, with the
efficient recursive algorithm of updating the least squares solution described in Section
5.3. Section 5.4 explains three different methods of determining the optimum number of
enhancement nodes, namely, the validation method, the efficient leave-one-out cross
validation method, and the VC dimension method. Section 5.5 discusses two
modifications to the mapping stage, the t-test procedure and the gradient descent update
algorithm, to reduce the number of enhancement nodes required. Section 5.6 extends the
SSOLS to classification problems. The experimental results are reported in Section 5.7,
and conclusions are given in Section 5.8.
5.1 Brief Overview of the SSOLS
Similar to a three-layered learning system described in Chapter 4, the SSOLS
consists of two stages, a mapping stage and a learning stage, corresponding to three
layers, namely, the input layer, the enhancement layer and the output layer. One major
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difference between the three-layered learning system in Chapter 4 and the SSOLS is that
there exist direct connections between the input layer and the output layer in the SSOLS,
resulting in the same structure as a functional-link network [57], [58]. Having such
connections makes dealing with data sets of linear nature easier and more efficient.
Figure 5.1 below depicts a typical functional-link network. As shown in the figure, the
input nodes and the enhancement nodes are cross-connected together by the enhancement
weight matrix, while the output nodes are connected to both the input nodes and the
enhancement nodes by another weight matrix, which is learned by the conjugate gradient
search method or least squares method [54]. The enhancement nodes serve as extra inputs
to the network.

Fig. 5.1:

A functional-link neural network [57].

Although the proposed SSOLS and a functional-link neural network share the
same structure, they differ significantly in the way they are constructed. In fact, the
SSOLS is based on the further development and modification of the functional-link
network. First, the SSOLS has built-in methods to determine the optimum number of
enhancement nodes and to prevent overfitting. More specifically, the SSOLS uses a selforganizing algorithm in building the network: starting with only one enhancement node,
an extra node is appended in each iteration. An estimation of the expected risk is
computed in every iteration using one of the three different methods, and is recorded in
each iteration. The self-organizing algorithm stops adding enhancement nodes when the
expected risk reaches the minimum value. Secondly, two inclusions to the mapping stage,
the t-test procedure and the gradient descent update algorithm, further reduce the number
of enhancement nodes required, resulting in a more compact network.
In the learning stage, the weight matrix that connects both the input layer and the
enhancement layer to the output layer is computed by the least squares method. The
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closed-form solution to the least squares method is very fast to compute, due to the
simple three-layered structure of the SSOLS.
5.2 Architecture of the SSOLS
As mentioned in Section 5.1, the SSOLS is similar to the three-layered system in
Chapter 4, except for the fact that there are direction connections between the input and
output layers in the SSOLS. As a result, the derivation of the SSOLS here is very similar
to Section 4.2. There are three layers in the SSOLS: the input layer, the enhancement
layer and the output layer. The input training vectors and the target vectors are organized
in matrix form, respectively, as follows:
1 x1T 
 z1 


X = M M  and Z =  M
1 x T 
 z n 
n 

where n is the total number of input training vectors. X is the n × (d + 1) input matrix,
and d is the dimension of the input training vectors. The first column of the matrix X
represents the bias term in the input layer. Assuming a regression problem with a single
output, Z is the n × 1 target vector containing the true target values for each input
training vector. In the case of l-output regression problems, Z is a n × l matrix in which
each column of Z is the target vector for each output. Generalization to classification
problems is discussed in Section 5.7.
The input training vectors in the input layer are mapped to the enhancement
vectors h i in the enhancement layer by first multiplying with a random (d + 1)× m
enhancement matrix R with elements uniformly distributed between –1 and 1, then by
passing the results through pointwise nonlinear transformations. The rows of R are
assumed to be linearly independent, and m is the number of enhancement nodes.
Assuming the logarithmic sigmoid function is used as the nonlinear transformation, the
enhancement vectors are organized in a matrix format as follows:
h1T 
 
H =  M = y (1) L y ( m ) = log sig (X ⋅ R ).
(5.1)
T
h n 
 

[

]

where the logarithmic sigmoid function is performed on all entries in the matrix product
X ⋅ R ; it can be mathematically written as
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1
(5.2)
1 + e −u
To simplify subsequent discussion, a new matrix, called the expanded input
matrix Y , is defined. It is simply formed by appending the enhancement matrix H to the
right of the input matrix X , as shown below:
Y = [X H ]
(5.3)
log sig (u ) =

The matrix Y is then multiplied by a vector P * to obtain the estimated target
vectors organized in matrix form Ẑ , as shown below:
ˆ = YP *
Z
(5.4)
*
where P is a (d + 1 + m )× 1 vector to be learned by the least squares method in the case
of a single output. Recall that both the input nodes and the enhancement nodes are
connected to the output nodes, and the vector P * contains the weights of these
connections. In the case of l-output regression problems, P * is a (d + 1 + m )× l matrix in
which each column of P * is learned independently by the least squares method.
The optimum P* that minimizes the squared error between the true target vector
Z and the estimated vector Ẑ is given by
P* = Y + Z
(5.5)
+
where Y is the pseudo-inverse of Y , given by [53]:

(

Y + = YT Y

−1

)

YT

(5.6)

where it is assumed that the number of data vectors is larger than the dimensions of the
input layer plus the enhancement layer.
Recall that an extra enhancement node is added in each iteration. In other words,
the dimension of the enhancement layer, m , is equal to 1 in the first iteration, 2 in the
second iteration, and so on. After a number of iterations, m usually becomes greater than
d . Similar to the three-layered system in Chapter 4, the value of m has to be carefully
determined. First, d + 1 + m has to be smaller than n, the total number of the input
training vectors, to ensure Y has independent columns for least squares learning. In
practice, the testing error rate first decreases gradually as m increases, then it reaches a
minimum and starts to rise, indicating the presence of overfitting. In order to determine
the optimum m and prevent overfitting, two other methods in addition to the validation
method described in Chapter 4 are proposed in Section 5.4 to detect the onset of
overfitting.
As m increases by one in each iteration, an extra column is appended to the right
of the matrix Y . Instead of computing the least squares solution P* all over again, the
recursive least squares algorithm that updates the new least squares solution from the
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previous one can be used. This algorithm is described very briefly in [54], but since it is a
central idea of the SSOLS, it will be discussed in detail in Section 5.3. Similarly, another
recursive least squares algorithm can be used to update the least squares solution P*
when new input training vectors are available [54], [55].
5.3 Recursive Update Algorithm of Computing the Least Squares Solution
The proposed SSOLS is self-organizing, in the sense that an enhancement node is
added in each iteration until overfitting occurs. Using a useful property in linear algebra,
a recursive update algorithm for the least squares solution can be derived whenever a new
enhancement node is added, without computing the solution all over again. This recursive
update algorithm is similar to the recursive update algorithm for LSSVMs in Chapter 3
and the order-recursive least squares filter in signal processing [59].
Before describing the algorithm in detail, the special case of the ShermanWoodbury Formula [50] in linear algebra, which has already been given in Chapter 3, is
repeated below.
If Q is a (n + 1) × (n + 1) matrix partitioned as a bordered matrix as
 A u
Q= T
a 
u
where A is a n × n matrix, u is a n × 1 column vector, and a is a scalar, then
 B q
Q −1 =  T
(5.7)
t 
q
where B = A −1 + tA −1uu T A −1 , q = −tA −1u and t = 1 /(a − u T A −1u) .
We denote Y ( j ) as the expanded input matrix of size n × (d + 1 + j ) in iteration j
in which j enhancement nodes have been added, and y ( j ) as the n × 1 vector of the j-th
enhancement node. Now suppose in iteration k, an extra enhancement node is added. This
is essentially equivalent to appending to the right of the matrix
Y ( k −1) = X y (1) L y ( k −1) an extra column vector y (k ) containing the values of the

[

]

added node for all training data. Then, the expanded input matrix Y (k ) in iteration k
becomes
Y ( k ) = Y ( k −1) y ( k )
(5.8)

[

]
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where y ( k ) = log sig (X ⋅ r ( k ) ), and r (k ) is the last column vector of the mapping matrix in
iteration k, i.e., R ( k ) = R ( k −1) r ( k ) . From Eqs. (5.5) and (5.6), the new optimum P* in

[

]

iteration k becomes

(

*

T

P (k ) = Y (k ) Y (k )

)Y
−1

(k )T

(k )T

Z

(5.9)

(k )

It appears that the inverse of the matrix Y Y has to be computed every time
an enhancement node is added. However, it turns out that this is not necessary. A closer
look at this matrix reveals that
Y ( k −1) T Y ( k −1) Y ( k −1) T y ( k ) 
T
Y ( k ) Y ( k ) =  ( k ) T ( k −1)
(5.10)

T
y ( k ) y ( k ) 
 y Y
T

It is important to notice that Y ( k −1) Y ( k −1) is a (d + k )× (d + k ) square matrix.
T

T

Similarly, Y ( k −1) y ( k ) is a (d + k )× 1 column vector, y ( k ) Y ( k −1) is a 1 × (d + k ) row
T

T

vector, and y ( k ) y ( k ) is a scalar. Therefore, Y ( k ) Y ( k ) is in the form of a bordered matrix
whose inverse can be easily computed. Using Eq. (5.7), we have
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 G v
T
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Y
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)
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As shown above, the inverse of the matrix Y
( k −1) T

.

y

(k )T

(k )

Y

)

(k )

in iteration k is expressed in

( k −1)

Y
terms of the inverse of the matrix Y
in iteration k − 1 . In other words, no
inverse computation is required whenever a new enhancement node is added, except in
the very first iteration k = 1 . The inverse of this matrix in subsequent iterations can be
computed efficiently using Eq. (5.11). Once this inverse is computed in each iteration, the
*

optimum P (k ) is readily given by the following equation:
T
 G v  Y ( k −1) 
*
P (k ) =  T
(5.12)

Z
s   y ( k ) T 
v
Multiplying out the right hand side of the above equation, and after simplifying,
we get
P ( k −1) * + s Y ( k −1) T Y ( k −1) −1 Y ( k −1) T y ( k ) y ( k ) T Z
ˆ ( k −1) − Z 
(k )*
P
=
(5.13)

T
ˆ ( k −1) − Z


− sy ( k ) Z

(

)

(

)

(

)
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ˆ ( k −1) is the estimated target vector in iteration k − 1 . P (k ) * is a d + 1 + k column
where Z
*

vector. As Eq. (5.13) shows, the first d + k components of P (k ) are simply the previous
*

least squares solution P ( k −1) plus an update term. It is interesting to see that both this
*

update term and the (d + 1 + k )-component (or the last component) of P (k ) contain the
ˆ ( k −1) − Z . Suppose in iteration k − 1 , the SSOLS learns the training target values
term Z

(

)
ˆ
perfectly, i.e., (Z

( k −1)

P ( k −1) * 
*
− Z = 0 , then P ( k ) = 
 . This certainly makes sense because
 0 

)

there is no reason to change the current least squares solution if it already gives a perfect
prediction on the training data.
Similar to the three-layered system in Chapter 4, weighted least squares learning
can be easily applied to the learning stage. The derivation is exactly the same as that in
Section 4.4.
5.4 Determination of the Optimum Number of Enhancement Nodes
If a SSOLS has too few enhancement nodes, it is not “powerful” enough to learn
the underlying data patterns, and thus generalizes poorly. On the other hand, a SSOLS
with excessive number of enhancement nodes usually results in overfitting. This is
because instead of learning the underlying data patterns and relationships, an overlycomplex system simply “memorizes” the training patterns, and possibly the noise as well
[60]. Therefore, it is imperative to determine the optimum number of enhancement nodes
in the SSOLS.
The criterion of determining the optimum number of enhancement nodes is to
choose one that gives the lowest possible expected risk (i.e., generalizes well). The
expected risk here is defined as the expectation of the testing squared error, assuming the
data are drawn from an unknown but fixed probability distribution P(x, z ). Using the
same notation as before, the expected risk is written as:
2
R(α ) = ∫ (z − zˆ (α )) dP(x, z )

(5.14)

where α is the vector of the adjustable parameters of the learning system, z is the vector
of the true target values, and ẑ is the vector of the estimated target values determined by
the learning system.
Usually, the training squared error starts off at a high value and gradually
decreases as the complexity or capacity of the learning system increases. In the case of
the SSOLS, the system complexity refers to the number of enhancement nodes. The
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training squared error may eventually reach zero if the system is complex enough.
However, the testing error behaves differently. It starts off at a high value, gradually
decreases as the number of enhancement nodes increases, but starts to increase again after
a certain number of enhancement nodes have been added. This indicates the onset of
overfitting. Figure 5.2 shows a typical plot of the training and testing squared errors
versus the number of enhancement nodes. The optimum number of enhancement nodes
should be the one that gives the smallest expected risk, or testing squared error. Since the
SSOLS incrementally increases the number of enhancement nodes in each iteration, the
algorithm should stop when the expected risk is detected to rise. Unfortunately, it is not
always possible to compute the expected risk because the underlying probability
distribution P(x, z ) is usually unknown. Therefore, a means to estimate the expected risk
seems necessary to determine the optimum number of enhancement nodes. To this end,
three methods are proposed: the validation method, the efficient leave-one-out cross
validation method, and the VC dimension method.
Overfitting occurs

Testing error

Optimum number of
enhancement nodes

Training error

Complexity
(Number of enhancement nodes)

Fig. 5.2: Plot of training error and testing error versus network’s complexity.
5.4.1 Validation method
Validation method uses a separate data set called validation set to estimate the
expected risk. The use of validation in model selection has a long and rich history [61],
[62], [63], [64]. In this method, the SSOLS is trained using the training data set and is
tested independently on the validation data set. Since the validation set is not used at all
in training the SSOLS, hopefully, the validation squared error is able to give an unbiased
and accurate estimation of the expected risk. This method is exactly the same as the
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method used in Chapter 4 in determining the optimum number of hidden nodes in the
three-layered system to prevent overfitting.
It is important to note that this validation method is very simple to implement, and
it almost always guarantees a good approximation of the expected risk if the validation
data set is sufficiently representative. In situations where data are scarce, it seems
unreasonable to further separate some data to form the validation set. In this case, the
leave-one-out method can be used to test for validation accuracy [64]. One disadvantage
of this validation method is that it is often difficult to come up with a guideline on how to
optimally split the data samples into training and validation data sets. Some researchers
suggested that the ratio of training data to validation data should be 2:1 [65], while others
believed that 4:1 is a sensible choice [60]. Fortunately, Kearns showed that a single fixed
ratio works nearly optimally for a wide range of target function complexity [66].
5.4.2 Efficient leave-one-out cross validation method
Leave-one-out cross validation is essentially an extreme case of multifold cross
validation, in which the SSOLS is first trained using all but one of the data samples, then
is tested against the left out sample. The squared error is recorded, and this procedure is
repeated n times until every training sample has been used as the left out sample. The
expected risk is estimated by the average squared error. Since the training phase has to be
repeated n times, in most cases, the leave-one-out cross validation is so computationally
intensive that it is not feasible in many learning algorithms. Fortunately, it turns out that
this computation can be performed very efficiently in the SSOLS because of the linear
least squares learning in the learning stage. It can be shown that [65]
e
(5.15)
e −i = i
1 − sii
where ei is the error between the true target value z i and the estimated value ẑ i when
the SSOLS is trained using all n samples, e−i is the leave-one-out error for the i-th
sample when the SSOLS is trained using the remaining n − 1 samples, and sii is the i-th
−1

diagonal element of the matrix Y (Y T Y ) Y T . Therefore, the average leave-one-out cross
validation squared error is given by
Errloo

1 n
1 n  e
2
= ∑ e−i = ∑  i
n i =1
n i =1  1 − sii





2

(5.16)
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Eq. (5.16) shows that the average leave-one-out cross validation squared error can
be computed in a single training using all n samples, instead of training the SSOLS n
times. This is therefore a considerable saving in the amount of computation required.
Another advantage of this method is that it does not require reserving part of the training
data for validation purposes. Therefore, this method eliminates the question of how to
split the data set optimally into training and validation sets. The major drawback of this
method, as noted by some researchers, is that the leave-one-out cross validation is
approximately unbiased for the true prediction error, but it can have high variance [65],
which leads to overestimation or underestimation of the expected risk.
5.4.3 VC dimension method
Another method using a measure of capacity called VC dimension is proposed. It
is based on Vapnik’s statistical learning theory [7], according to which, with probability
1 − η , the expected risk is bounded above by the following inequality:
R(h, α )≤

1 n
(z i − zˆ i (h, α ))2
∑
n i =1

η
 n 
h ln + 1 − ln 

4
1 −  h 


n



 +

(5.17 )

where α is the vector of the adjustable parameters of the learning system, h is the VC
dimension, n is the number of training vectors, z is the vector of the true target values,
ẑ is the vector of the estimated target values determined by the learning system, and the
⋅ + means max(⋅ ,0). The numerator is simply the empirical training squared
notation []
error, and the denominator is the correcting function. There are different correcting
functions besides the one proposed by Vapnik in Eq. (5.17), for example, Akaike’s finite
prediction error [67], Craven and Wahba’s generalized cross-validation [68], Shibata’s
model selector [69] and Schwartz criteria [70].
To compute the expected risk bound, one needs to obtain the VC dimension. For a
set of real-valued functions Q(z, α ), the VC dimension is defined as the maximal number
h of vectors z 1 , K z h that can be shattered by the complete set of indicators

θ {Q(z, α )− β }, where β takes values over the range of Q [7]. In many learning
algorithms, the VC dimension is rather difficult, if not impossible, to compute. However,
the SSOLS allows an easy way to compute the VC dimension, which is described below.
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Proposition: The VC dimension of the SSOLS at iteration k (i.e., with k
enhancement nodes) is equal to k+d+1, where d is the dimension of the input vectors,
assuming no two column vectors of the mapping matrix R are exactly the same.
To prove the above proposition, we used the fact that the VC dimension of a set
of functions that are linear in their parameters
n −1

f (x, α ) = ∑ α iφ i (x )+ α 0

(5.18)

i =1

equals n , the number of parameters of a set of functions [7]. It can be argued that the
output function produced by the SSOLS is of the exact same form as Eq. (5.18). Recall
that the only adjustable parameters in the SSOLS are the least squares coefficients in the
learning stage. These coefficients correspond to α i ’s in Eq. (5.18). If we let

xT ⋅ ei
φi (x ) = 
T
log sig x ⋅ ri

(

)

for 1 ≤ i ≤ d
for d + 1 ≤ i ≤ k + d

(5.19)

where ei is a a d × 1 column vector whose i-th element is 1 and all other elements are 0,
then the SSOLS is simply a set of functions that are linear in the least squares coefficients
(parameters), assuming ri ’s are generated randomly. Therefore, in iteration k , the VC
dimension of the SSOLS is equal to k + d + 1 ( k parameters associated with each
enhancement node, d parameters associated with each input dimension, plus one bias). A
more rigorous proof is given by Sontag [71].
Whenever an enhancement node is added, the VC dimension of the SSOLS
increases by one. The expected risk bound in Eq. (5.17) can then be readily computed
using the VC dimension in each iteration. The SSOLS stops adding enhancement nodes
when the expected risk bound starts to increase. This process actually implements and
agrees with Vapnik’s structural risk minimization principle, in which a nested sequence
of models of increasing VC dimensions h1 < h2 < L are created, and the model with the
smallest expected risk bound is chosen [7].
The major advantage of the VC dimension method is that a separate validation
data set is not required, and it is based on the statistical learning theory. However, it
should be noted that Eq. (5.17) only gives the upper bound of the expected risk; it does
not tell how close it is to the expected risk. As noted by some researchers, the bound is
rather loose in certain situations. Nevertheless, the VC risk bound in Eq. (5.17) serves as
an approximation to the true expected risk, as long as it follows the same trend as the true
expected risk when they are plotted against the VC dimension. In other words, the VC
dimension at which the minimum values of the true expected risk and the expected risk
bound should coincide closely. As the experiments show, they do coincide closely for
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most data sets, and therefore, the VC expected risk bound can be used as a method to
determine the optimum number of enhancement nodes.
The above three different methods suggest different ways to approximate the
expected risk. Referring back to the SSOLS training algorithm, starting with m = 0, the
system is trained using all n samples, and the expected risk is then estimated using one of
the three methods described above. The algorithm repeats recursively after incrementing
m (i.e., adding an extra enhancement node) by one and reestimating the expected risk
until it reaches the minimum value and starts to rise. In most situations, the plot of the
estimated expected risk versus the number of enhancement nodes is not smooth and
contains many local minima. Therefore, stopping at the very first iteration in which the
estimated expected risk starts to rise may only give a local minimum. Clearly, a more
sophisticated approach is needed to avoid this problem. The approach taken is by
averaging the gradient of the estimated expected risk using a running window of fixed
size w. In each iteration, the average gradient of the estimated expected risk is computed
for the previous w iterations. The magnitude of this average gradient is compared to a
threshold, which is often set to a value close to zero, and the algorithm keeps on adding
extra nodes until it is smaller than the threshold. The algorithm also terminates when the
training squared error (or the training misclassification rate in the case of classification
problems) or the magnitude of its average gradient reaches a value close to zero, or when
the maximum number of enhancement nodes is reached. The number of enhancement
nodes resulted when the algorithm stops corresponds to the optimum number of
enhancement nodes.
5.5 Methods of Reducing the Number of Enhancement Nodes
So far we have considered the SSOLS with a random mapping stage, i.e., the
(d + 1)× m mapping matrix R (m ) consisting of random elements uniformly distributed
between –1 and 1. The SSOLS with this random mapping stage is extremely fast to train
and achieves good results. However, due to its randomness, a large number of
enhancement nodes is usually required before the estimated expected risk reaches the
minimum value. To overcome this problem, we modified the random mapping stage in
two different ways to reduce the number of enhancement nodes required, resulting in a
simpler and more compact network.
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5.5.1 Application of the t-test procedure in statistics
The first method is based on hypothesis testing using t-test in statistics [72]. The
basic idea is to reject those enhancement nodes that are insignificant to the overall model.
In every iteration, a new enhancement node is first added, then the t-test procedure is
performed, and those enhancement nodes (not necessarily the most recently added node)
that are statistically insignificant are removed. This process is repeated continuously until
the estimated expected risk reaches the minimum value. Underlying this hypothesis
testing procedure using the t-test method is the assumption that the errors between the
estimated outputs from the SSOLS and the target outputs are normally and independently
distributed with mean zero [73]. We verified this assumption in the experiments to be
approximately true.
Using the same notation as before, in iteration k, the estimated output ẑ is written
as a linear combination of the input and enhancement nodes as follows:
zˆ = p 0 ⋅ 1 + p1 ⋅ x (1) + L + p d ⋅ x (d ) + p d +1 ⋅ h (1) + L + p d + k ⋅ h ( k )
(5.20)
where p 0 ,L , p d + k are the regression coefficients learned by least squares. In our
implementation, the bias term and the input variables x (1) ,L , x ( d ) are always assumed to
be significant (if not, they would have been removed by feature selection methods, such
as the principle component analysis), and therefore, the corresponding coefficients,
p 0 ,L , p d , are always retained. In addition, the linear nature of the data sets can always
be captured by keeping these coefficients. The t-test procedure is used to determine
which of the coefficients, p d +1 , L , p d + k , are insignificant, so that the corresponding
enhancement nodes are removed in the next iteration. For example, suppose pi is
declared as insignificant, then the i -th enhancement node is removed. This corresponds
to removing the entire (d + 1 + i )-th column of the expanded input matrix Y (k ) (i.e., the
y (d +1+i ) column).
The hypotheses for testing the significance of any individual coefficient, pi for
d + 1 ≤ i ≤ d + k , in iteration k are as follows:
H 0 : pi = 0

H 1 : pi ≠ 0
If the null hypothesis H 0 is rejected, then this implies that pi is significant and

the i -th enhancement node should be kept. The test statistic for this hypothesis is given
by [74]:
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t0 =

(

pi

T

where C ii is the diagonal element of Y ( k ) Y ( k )

) corresponding to p , and
−1

i

n

σˆ 2 =

(5.21)

σˆ 2 C ii

∑ (z
j =1

− zˆ j )

2

j

(5.22)
n − (k + d + 1)
The null hypothesis H 0 is rejected if t 0 > tα / 2,n −(k + d +1) , where α is often chosen
as 0.05. The critical value tα / 2,n −(k + d +1) is widely available in statistical textbooks.
The above t-test procedure is performed on all coefficients p d +1 , L , p d + k , and all
enhancement nodes corresponding to those coefficients whose null hypotheses are not
rejected are removed from the enhancement layer. In the next iteration, a new
enhancement node is added. This procedure is repeated until the estimated expected risk
reaches the minimum value and starts to rise.
In the case of l-output regression problems, a multivariate test called Wilks’
lambda statistic [75] can be used in place of the t-test method. The hypotheses for testing
the significance of the i -th enhancement node for d + 1 ≤ i ≤ d + k are as follows:
H 0 : pi = 0
H1 : p i ≠ 0
where p i is a 1 × l row vector containing the regression coefficients corresponding to the
i -th enhancement node. Similar to the t-test procedure, if the null hypothesis H 0 is
rejected, then this implies that p i is significant and the i -th enhancement node should be
kept. The test statistic for this hypothesis is given by [75]:
T

ZT Z − P* YT Z
Λ=

T

Z T Z − Pi*− YiT− Z

(5.23)

where P * and Y are the original least squares solution matrix and the original expanded
input data matrix with the i -th enhancement node included, respectively, and Pi*− and
Yi − are the least squares solution matrix and the expanded input data matrix with the i -th
enhancement node removed, respectively. Note that both P * and Z are matrices here.
⋅ denotes the determinant of the matrix. The null hypothesis H 0 is rejected if
Λ ≤ Λ α ,l ,1,n −(k + d +1) , where α is often chosen as 0.05. The Wilks’ lambda test is repeated

for all enhancement nodes in each iteration, and those nodes, whose null hypotheses are
not rejected, are removed from the enhancement layer.
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The recursive update algorithm whenever a new enhancement node is added was
discussed in Section 5.3. This algorithm is modified below so that it can be used when
enhancement nodes are removed, thus making the t-test procedure feasible in terms of
running time.
First, we will assume that the k-th enhancement node is the most recently added
node, and it is detected to be insignificant by t-test and is therefore to be removed. In

(

T

other words, our objective is to efficiently compute Y ( k −1) Y ( k −1)

)

−1

(

T

given Y ( k ) Y ( k )

).
−1

Referring to Eq. (5.11), the objective can be restated equivalently as expressing

(Y

( k −1) T

) in terms of G, v and s. Because (Y Y ) is symmetric, and
) + s(Y Y ) (Y y )(Y y )(Y Y )
G = (Y
Y
) (Y y )
v = − s (Y
Y

Y ( k −1)

−1

( k −1) T

( k −1) T

( k −1)

−1

( k −1) T

( k −1)

−1

( k −1) T

( k −1) T

( k −1)

( k −1)

( k −1) T

(k )

−1

−1

( k −1) T

(k )

T

( k −1) T

( k −1)

−1

and

(k )

Then,

(

) + v ⋅sv

T

) = G − v ⋅sv

T

T

G = Y ( k −1) Y ( k −1)

−1

(5.24)

After rearranging, we have

(Y
(

T

Once Y ( k −1) Y ( k −1)

)

−1

( k −1) T

Y ( k −1)

−1

(5.25)

is efficiently computed without any matrix inversion, the

new least squares solution corresponding to the k-th enhancement node removed is given
by
*

(

T

P ( k −1) = Y ( k −1) Y ( k −1)

)Y
−1

( k −1) T

Z

(5.26)

This concludes the efficient update algorithm when the most recently added
enhancement node needs to be removed.
Now we can begin the discussion of the scenario in which the detected-to-be-

(

T

removed enhancement node is not the most recently added one. Given Y ( k ) Y ( k )

) , the
−1

strategy here is to interchange both the row and column corresponding to the detected-tobe-removed enhancement node with the row and column of the most recently added node

(

T

so that both the last row and the last column of Y ( k ) Y ( k )

) correspond to the detected−1

to-be-removed enhancement node. Then, the previously described efficient update
algorithm for removing nodes can be applied. However, we still have to prove that
interchanging the rows and columns will not invalidate the efficient update algorithm. It
is known that the operation of interchanging any row or column of a k × k matrix A can
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be described by multiplying that matrix by a permutation matrix. More specifically,
interchanging the i-th row and the k-th (last) row of matrix A can be done by leftmultiplying A with a permutation square matrix as shown below:
A Interchanged = E left
(5.27)
i ,k ⋅ A
where A Interchanged is the resulting matrix after interchanging the i-th row and the k-th
(last) row, E left
i , k = [ e1

L

e i −1

ek

e i +1

L

e k −1

e i ], and e j is a k × 1

column vector whose j-th element is 1 and all other elements are 0. This can be easily
proved by rewriting Eq. (5.27) as follows:

 a1 
 M


 a i −1 


ai 

[ e1 L e i −1 e k e i +1 L e k −1 e i ]⋅  
A Interchanged =
(5.28)
a i +1


 M
a 
 k −1 
 a k 
= e1 ⋅ a1 + L + e i −1 ⋅ a i −1 + e k ⋅ a i + e i +1 ⋅ a i +1 + L + e k −1 ⋅ a k −1 + e i ⋅ a k
where a j is the j-th row of matrix A. It is very easy to see that e m ⋅ a n gives a k × k

matrix whose elements are all zeros except the m-th row, which is equal to a n . Therefore,
the terms e k ⋅ a i and e i ⋅ a k in Eq. (5.28) have the effect of interchanging the i-th row and
the k-th (last) row.
Similarly, to interchange the i-th column and the k-th (last) column of matrix A,
we need to right-multiply it by another permutation square matrix as follows:
A Interchanged = A ⋅ E iright
(5.29)
,k
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where A Interchanged is the resulting matrix after interchanging the i-th column and the k-th

(last) column, and E iright
,k

 e1T 


 M
 e Ti−1 
 T 
e
=  Tk  . The proof is very similar to that of interchanging the
e 
 i +1 
 M
e T 
 k −1 
 e Ti 

rows.
To interchange both the row and column corresponding to the detected-to-beremoved enhancement node, say the i-th node, and the row and column of the most
recently added node (i.e., the k-th node), we need to multiply the expanded input matrix
T

Y ( k ) Y ( k ) left and right by the above mentioned special matrices as follows:

(Y

(k )T

Y (k )

(

Taking the inverse of Y

[(Y

(k )T

Y (k )

)

(k )T

T

(k )
= E left
Y ( k ) ⋅ E right
d +1+ i , d +1+ k ⋅ Y
d +1+ i , d +1+ k

Interchanged

Y (k )

)

)

Interchanged

] = (E
−1

Interchanged

(

= E

(5.30)

, we have:

left
d +1+ i , d +1+ k

T

⋅ Y ( k ) Y ( k ) ⋅ E right
d +1+ i , d +1+ k

) (Y

−1
right
d +1+ i , d +1+ k

(k )T

Y

(k )

) (E
−1

)

−1

−1
left
d +1+ i , d +1+ k

)

(5.31)

T

The last line in the above equation is true because Y ( k ) Y ( k ) , E left
d +1+ i , d +1+ k and
left
right
E right
d +1+ i , d +1+ k are all invertible. Since E d +1+ i , d +1+ k and E d +1+ i , d +1+ k are orthonormal matrices,

−1

T

−1

T

left
right
right
then (E left
d +1+ i , d +1+ k ) = (E d +1+ i , d +1+ k ) and (E d +1+ i , d +1+ k ) = (E d +1+ i , d +1+ k ) [53]. Eq. (5.31)

now becomes

[(Y
It

(E

is

T
right
d +1+ i , d +1+ k

)

(k )T

very

Y (k )

)

−1
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] = (E
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) (Y
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T
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(k )T
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T
left
d +1+ i , d +1+ k
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T
left
d +1+ i , d +1+ k

)

= E right
d +1+ i , d +1+ k

(5.32)
and

= E left
d +1+ i , d +1+ k . Therefore,

[(Y

(k )T

Y (k )

)

Interchanged

] =E
−1

left
d +1+ i , d +1+ k

(

T

⋅ Y (k ) Y (k )

) ⋅E
−1

right
d +1+ i , d +1+ k

(5.33)

Eq. (5.33) above is the key equation in proving that interchanging the rows and
columns does not invalidate the efficient update algorithm for removing nodes; it shows
that by interchanging both the (d + 1 + i )-th column and (d + 1 + i )-th row with the

(d + 1 + k )-th column and (d + 1 + k )-th row of the expanded input matrix

(Y

(k )T

Y (k )

),
−1
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(

T

the resulting matrix is identical to the inverse of Y ( k ) Y ( k )

)

Interchanged

, which is the

(k )T

expanded input matrix Y Y ( k ) after interchanging both the (d + 1 + i )-th column and
(d + 1 + i )-th row with the (d + 1 + k )-th column and (d + 1 + k )-th row. Simply put,
taking the inverse first and interchanging the rows and columns next is equivalent to
interchanging the rows and columns first and taking the inverse next; the order of these
two operations does not matter.
Referring back to the efficient update algorithm for removing enhancement nodes,
suppose in iteration k, the t-test declares that the i-th enhancement node has to be
removed. We simply first interchange both the (d + 1 + i )-th column and (d + 1 + i )-th

(

T

row with the (d + 1 + k )-th column and (d + 1 + k )-th row of the matrix Y ( k ) Y ( k )

).
−1

Then, we apply Eq. (5.25) to obtain the updated inverse with the i-th enhancement node
removed, and the new least squares solution can be readily computed by Eq. (5.26). If n
enhancement nodes need to be removed, this procedure is simply repeated n times.
Experimental results show that this t-test procedure greatly reduces the number of
enhancement nodes required, and yet its computation time is short due to the recursive
update algorithm for removing nodes. Another advantage of using the t-test procedure is
the reduction of the overfitting effect, because only those enhancement nodes that are
significant in predicting future outputs will be added to the overall model. In fact, as
some experiment results show, by using the t-test procedure, the overfitting effect
diminishes greatly.
5.5.2 Iterative update of mapping vectors by gradient descent
The second method of reducing the number of enhancement nodes is to iteratively
update the mapping vectors. Instead of randomly generating a (d + 1)× 1 mapping column
vector r (k ) in each iteration, r (k ) is updated iteratively using gradient descent to
minimize the sum of squared error. In iteration k when the k-th enhancement node is
added, the sum of squared error can be written as
v v
ε = eTe
(5.34)
v
where e = Z − Y ( k −1)

[

y

(k )

Y ( k −1) T Y ( k −1)
⋅  ( k ) T ( k −1)
 y Y

]

−1

T
T
Y ( k −1) y ( k )  Y ( k −1) 
 ⋅
T
T ⋅Z
y ( k ) y ( k )   y ( k ) 

(5.35)

Note that the iteration index k corresponds to the iteration in which k
enhancement nodes have been added. A closer look at Eq. (5.35) reveals that ε is a
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function of r (k ) because y ( k ) = log sig (X ⋅ r ( k ) ). By the gradient descent algorithm, r (k )
is updated iteratively until convergence according to the following equation [46]:
r (k )

new

= r (k )

old

( )

− α ⋅ ∇ε r ( k )

old

(5.36)

where α is the step size, and ∇ε (r ) is the gradient vector of ε .
To compute ∇ε (r ), we concentrate on the i-th component, namely

∂ε
(r ), where
∂ri

1 ≤ i ≤ d + 1 . The iteration index k is dropped in the following derivation to simplify

notation.

v
∂ε
(r ) = 2evT ∂e (r )
∂ri
∂ri

(5.37)
−1

 YT Y
Y T y (r )   Y T 
(
)
[
]
∂
Y
y
r
⋅

 ⋅
T
T
T 
v
(
)
(
)
(
)
y
r
Y
y
r
y
r
y (r ) 
∂e



(r ) = −
⋅Z
and
∂ri
∂ri

(5.38)

Using chain rule, Eq. (5.38) becomes
−1

 YT 
 YT Y
Y T y (r ) 

∂
−1 ∂ 

T 
T
T
v
 YT Y

Y T y (r ) 
∂e
y (r ) 
y (r ) Y y (r ) y (r )
(r ) = −[Y y (r )]⋅  T
(
)
[
]
⋅
+
Y
y
r
⋅

T
∂ri
∂ri
∂ri
y (r ) Y y (r ) y (r )




 YT 
⋅
T 
y (r ) 

−1
Y T y (r )   Y T  
∂[Y y (r )]  Y T Y
+
⋅
⋅Z
 ⋅
T
T
T 
∂ri
y (r ) Y y (r ) y (r ) y (r )  

To

solve

Eq.

 YT Y
Y T y (r ) 
∂

T
T
y (r ) Y y (r ) y (r )
∂ri

(5.39),

we

need

to

compute

∂[Y y (r )]
∂ri

(5.39)
and

−1

as follows:
∂[Y y (r )] 
= 0
∂ri


∂y (r )

∂ri 

(5.40)

Using one of the properties of matrix calculus,
T

 Y Y
Y T y (r ) 
∂

T
T
y (r ) Y y (r ) y (r )
∂ri

−1

 YT Y
Y T y (r ) 
∂
−1
−1


T
T
T
 YT Y
Y T y (r ) 
Y T y (r ) 
y (r ) Y y (r ) y (r ) ⋅  Y Y
= −
⋅



T
T
T
T
∂ri
y (r ) Y y (r ) y (r )
y (r ) Y y (r ) y (r )
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∂y (r ) 

0
YT
−1

 Y Y
∂ri   Y T Y
Y y (r ) 
Y T y (r ) 
⋅
= −
T
 ⋅
 (5.41)
T
T
T
T
y (r ) Y y (r ) y (r )  ∂y (r ) Y 2y (r )T ∂y (r ) y (r ) Y y (r ) y (r )
 ∂r
∂ri 
i

T

T

−1

Both Eqs. (5.40) and (5.41) contain the term

∂y (r )
, which can be easily
∂ri

computed as follows by noting that y (r ) = log sig (X ⋅ r ):
 y1 (r )[1 − y1 (r )]x1i 
∂y (r ) 

=
M

∂ri
 y n (r )[1 − y n (r )]x ni 

(5.42)

where y j (r ) is the j-th component of the vector y (r ). Substituting Eq. (5.42) into Eqs.
 YT Y
Y T y (r ) 
∂

T
T
y (r ) Y y (r ) y (r )
∂[Y y (r )]

(5.40) and (5.41), we can compute
and
∂ri
∂ri

−1

. Then from

Eqs. (5.37) and (5.39), the gradient vector ∇ε (r ) can be obtained, and so is the gradient
descent update Eq. (5.36). Once r (k ) converges, we can add another vector of
enhancement nodes y ( k +1) = log sig (X ⋅ r ( k +1) ), and begin updating r ( k +1) again using the
same gradient descent algorithm.
It is very easy to generalize the above gradient descent update algorithm to loutput regression problems. The only difference is that the total sum of squared error now
becomes
l
v v
ε = ∑ eiT ei
(5.43)
i =1

v
ˆ (i ) , which is the sum of squared error for output i.
where ei = Z (i ) − Z

There are several remarks that are worth mentioning. First, the essence of the
gradient descent update algorithm is to search for the best mapping vector r (k ) that gives
the smallest possible least squared error ε , instead of randomly generating r (k )
whenever an enhancement node is added. Therefore, this gradient descent update
algorithm is very different from using the ordinary gradient descent algorithm in
minimizing the squared error directly. Secondly, as in many optimization algorithms, the
converged r (k ) may not give the global minimum of ε . This is not such a serious issue
here, as reaching global minimum is not necessary to reduce the number of enhancement
nodes. As the experiments show, achieving local minimum already greatly reduces the
number of enhancement nodes. Thirdly, this method may take a while to run, due to the
iterative update nature of the gradient descent algorithm. Therefore, it is not suitable in
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time-critical applications. Nonetheless, it does greatly reduce the number of enhancement
nodes required. Lastly, more sophisticated optimization algorithms, such as conjugate
gradient and quasi-Newton methods, can be used instead of the simple gradient descent
method for faster convergence [46].
It should also be noted that this iterative update of the mapping vectors by
gradient descent is not compatible with the efficient leave-one-out cross validation
method or the VC dimension method in determining the optimum number of
enhancement nodes. It is because by using the iterative update of the mapping vectors,
the VC dimension of the SSOLS is no longer equal to k+d+1 (See Section 5.4.3) because
the mapping vectors r (k ) are now considered as adjustable parameters of the SSOLS, as
they are updated iteratively in each iteration. Therefore, the VC dimension now becomes
difficult, if not impossible, to compute. The reason for the incompatibility of using the
efficient leave-one-out cross validation method together with the iterative update of the
mapping vectors is that as the mapping vectors are updated in each iteration to achieve
the lowest possible least squared error, the feature vectors become closer and closer to a
linear regression function in the feature space. They eventually become so similar to one
another that the leave-one-out cross validation error is about the same as the training
error, thus failing to capture the trend of the expected risk curve.
5.6 Extension to Classification Problems
All discussions previously mentioned in this chapter can be easily extended to
classification problems, which only differ from regression problems in representing the
desired target output vector/matrix Z . In l-class (C 0 , C1 , K , C l −1 ) problems using 1-of-l
output representation, the desired target outputs are given by the vector

[

z = z (0 )

z (1) L

]

T

z (l −1) , where

1 if class = C i
z (i ) = 
(5.44)
0 otherwise
We denote z (i ) as the i-th class desired target vector whose i-th component equals
to one and others equal to zero. Therefore, Z becomes a n × l matrix because the SSOLS

has l output nodes, one for each class. This output representation is exactly the same as
that used in the three-layered system described in Chapter 4. Once we obtain the

[

estimated output vectors zˆ = zˆ (0 )
the following equation:

zˆ (1) L

]

T

zˆ (l −1) , class assignment can be made by
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( )

Assigned Class = arg max zˆ (i )
i

(5.45)

It is interesting to notice that the above class assignment rule is equivalent to the
following minimum Euclidean distance class assignment rule:
2
Assigned Class = arg min zˆ − z (i ) 
(5.46)


i
This can be proved by first assuming ẑ (m ) is the largest in a l-class problem. Then,
by Eq. (5.45), the assigned class is m. To prove that Eq. (5.46) is equivalent to Eq. (5.45),
we need to show that zˆ − z (m )

2

is the minimum among all z (i ) . In other words, we need

to show
< zˆ − z (i )

2

zˆ − z (m ) − zˆ − z (i )

2

zˆ − z (m )

2

2

∀ i≠m

(5.47)

<0 ∀ i≠m

After expanding out the two-norm, we have
2

zˆ − z (m ) − zˆ − z (i )

2

2

(

)

l −1

2

l −1

2

( ) (

)

j =0
j≠m

2

2

j =0
j ≠i

2

2

( )

= zˆ (m ) − 1 + ∑ zˆ ( j ) − zˆ (i ) − 1 − ∑ zˆ ( j )

∀ i≠m

2

(
) ( ) ( ) ( )
= (zˆ ( ) ) − 2(zˆ ( ) )+ 1 + (zˆ ( ) ) − (zˆ ( ) ) + 2(zˆ ( ) )− 1 − (zˆ ( ) )
= −2(zˆ ( ) )+ 2(zˆ ( ) )
= zˆ (m ) − 1 + zˆ (i ) − zˆ (i ) − 1 − zˆ (m )
m

2

m

<0

m

i

2

i

2

i

m

2

i

(5.48)

(m )

This is because ẑ is the largest value by assumption. Similar procedure can be
used to prove the other direction, thus completing the proof.
In classification problems, the outputs ẑ (i ) of the SSOLS approximate the
conditional mean E (Z (i ) x ). This is because of the fact that the best prediction of Z (i ) is
the conditional mean E (Z (i ) x ), when the average squared error is used as the loss
function [65], and the SSOLS attempts to minimize the average squared error in the
learning stage. Another minor difference lies in the performance criteria. In regression
problems, the mean squared error is used as the performance measure, whereas in
classification problems, the misclassification rate should be used instead. Therefore, in
the validation method of adding enhancement nodes, the validation misclassification rate
is computed instead of the validation squared error in each iteration, and is used to decide
when to stop adding enhancement nodes to prevent overfitting. However, in the VC
dimension and the efficient leave-one-out cross validation methods, since Eqs. (5.16) and
(5.17) are only applicable in regression types of problems, therefore, the optimum
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number of enhancement nodes is determined by first locating the minimum of the mean
squared error (of the conditional mean) curve as in the regression problem, and then by
stopping at that particular number of enhancement nodes. This is the optimum number of
enhancement nodes. The corresponding misclassification rate at this particular number of
nodes is then obtained.
It can be further shown that only l − 1 output nodes are needed in the SSOLS in lclass problems. The last output node is dependent on the first l − 1 nodes.
Mathematically, it can be shown that
l −2

zˆ (l −1) = 1 − ∑ zˆ (i )

(5.49)

i =0

This fact also agrees nicely with the classical probability theory that the sum of all
the conditional probabilities equals one.
Here is the proof. First, suppose it is a two-class problem with 1-of-2 output
representation. The output target matrix Z can be partitioned as Z = Z (0 ) Z (1) . Since

[

]

1-of-2 output representation is adopted,
Z (1) = 1 − Z (0 )

(5.50)
where 1 is a n × 1 column vector with all ones. By Eq. (5.5), the least squares solution
P * is given by
P* = Y + Z

[
[Z ( )

= Y + Z (0 ) Z (1)
= Y+

]

(5.51)

1 − Z (0 )

0

]

The estimated output matrix Ẑ is then given by
ˆ = YP *
Z

[
= [YY

= YY + Z (0 ) YY + Z (1)
+

Z

(0 )

]

(5.52)

YY 1 − YY Z
+

+

(0 )

]

ˆ (0 ) = YY + Z (0 ) , then
If we let Z

ˆ (1) = YY + 1 − Z
ˆ (0 )
Z

(5.53)
−1
ˆ (0 )
= Y YT Y YT 1 − Z
and using the Sherman-Woodbury Formula in

(

[
]
Eq. (5.7), it can be shown that (Y Y ) Y 1 = [1 0
Y (Y Y ) Y
By partitioning Y as 1 Yremaining
T

−1

)

L

T

T

−1

T

T

0] . Thus,

1=1

due to the way Y is defined in Eq. (5.3). And, from Eqs. (5.53) and (5.54),
ˆ (1) = 1 − Z
ˆ (0 )
Z

(5.54)
(5.55)
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The above equation implies that the output node corresponding to Ẑ (1) is
redundant in least squares learning because Ẑ (1) can simply be obtained from 1 − Ẑ (0 ) .
This concludes the proof of a two-class problem. In a l-class problem,
l −2

Z (l −1) = 1 − ∑ Z (i )

(5.56)

i =0

Following the proof as in the two-class problems, we have
l −2

ˆ (l −1) = 1 − ∑ Z
ˆ (i )
Z

(5.57)

i =0

which indicates that the last output node is redundant.
Richard and Lippmann proved that the outputs of a neural network approximate
the posterior probabilities P(C i | x ) when the training data set is large [76]. Similarly, the
outputs ẑ (i ) of the SSOLS approximate the conditional mean E (Z (i ) x ), which is in fact
equal to the posterior probability P(C i | x ) because 1-of-l output representation is used.
Having a means to approximate the posterior probabilities is very useful, as Bayesian,
likelihood ratio test and other statistical analysis can be performed readily.
It is also very
interesting to notice that the self-organizing algorithm of adding enhancement nodes has
a close connection with the theory of sequential decision procedures in pattern
classification [77], in particular Wald’s sequential probability ratio test (SPRT) [78]. In
order to illustrate this, let us consider a two-class problem. After the n-th feature
measurement is taken, the classifier computes the sequential likelihood ratio
f (x1 , L , x n | C1 )
λn =
(5.58)
f (x1 , L , x n | C 2 )
where f (x1 , L , x n | C i ), i = 1, 2 , is the multivariate n-dimensional conditional probability
density function for class C i . The λ n computed is then compared with two stopping
boundaries A and B. If

λ n ≥ A, then the decision is x = [x1 L

T

x n ] ~ C1

(5.59)

and if
T

λ n ≤ B, then the decision is x = [x1 L x n ] ~ C 2
(5.60)
If B < λ n < A , then an additional feature measurement will be made. In the selforganizing algorithm, this additional feature measurement corresponds to adding an extra
enhancement node. As mentioned earlier in this section, the outputs of the SSOLS
approximate the conditional probabilities P(C i | x ), i = 1, 2 . From Bayesian Formula,
P(C i | x ) =

f (x | C i )P(C i )
f (x )

(5.61)
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where P(C i ) is the prior probability of class C i , and f (x ) is the probability density
function of x . After rearranging, we have
f (x | C i ) =

P(C i | x )f (x )
P(C i )

Substituting Eq. (5.62) into Eq. (5.58), we can write
P(C1 | x )P(C 2 )
λn =
P(C 2 | x )P(C1 )
zˆ (1)n
≈ (2 ) 2
zˆ n1

(5.62)

(5.63)

where the prior probabilities, P(C i ), i = 1, 2 , can be approximated by the proportion of
the training samples in each class. In other words, λ n can be approximated by Eq. (5.63)
in every iteration after an enhancement node is added. As more and more enhancement
nodes are added, the outputs of the SSOLS, zˆ (i ), i = 1, 2 , tend to get closer to either zero
or one (the desired outputs) because the mean squared error is decreasing. Therefore, λ n
will be either decreasing or increasing. Eventually, λ n will be either greater than A or
smaller than B, and thus, a decision will be made, as more and more enhancement nodes
are added. For multi-class problems, the generalized sequential probability ratio test
(GSPRT) can be used [79].
In Eqs. (5.59) and (5.60), A and B are usually chosen as functions of PF , the
probability of false alarm, and PM , the probability of miss, as follows [80]:
1 − PM
P
A=
and B = M
(5.64)
PF
1 − PF
In our algorithm discussed previously, PE , the probability of error, which is equal
to PF P(C1 )+ PM P(C 2 ), is estimated with the validation set. It is also possible to estimate
PF and PM separately, and to terminate learning in a way similar to the SPRT.
5.7 Experimental Results
5.7.1 Part I
Three regression data sets and five classification data sets were used in this part of
the experiment. The first one, Boston housing, was obtained from the UCI data repository
[43]. It is used to predict the median housing prices in suburban Boston area based on
thirteen continuous and one binary attributes. The second data set was abalone, which
was also obtained from the UCI data repository. It is used to predict the age of abalone
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from physical measurements. The third data set was generated by a function suggested by
Jerome Friedman [81]. It has been used quite often in regression analysis, and has the
following form:
2
y = 10 sin (π ⋅ x1 ⋅ x 2 )+ 20(x3 − 0.5) + 10 x 4 + 5 x5 + n
(5.65)
where n is an independent, identically distributed Gaussian random variable with zero
mean and variance equal to five. Each data point consists of five continuous attributes
x1 , K , x5 , and one target value y. All x1 , K , x5 were sampled from a uniform distribution
between 0 and 1.
The first four classification data sets were obtained from the UCI data repository.
The Australian data set is concerned with credit card approval in Australia. The Tic-TacToe data set encodes the complete set of possible board configurations at the end of
games. The Mushroom data set contains the description of hypothetical samples of edible
and poisonous mushrooms. The Iris data set is a well-known three-class problem for
classifying three types of iris plants. The last classification data set was aircraft remotely
sensed image data, called Flight Line C1, covering the southern part of Tippecanoe
county, Indiana [82]. It consists of eight spectral bands, representing eight classes of farm
products (alfalfa, corn, oats, red clover, soybean, wheat, bare soil, rye), and each band
signal value represents 256 gray levels. The information about these data sets is
summarized in Table 5.1. The attribute values in each data set were first normalized such
that the mean of each attribute was zero and its variance was one.
Table 5.1
Characteristics of the data sets used in the experiment.
Data sets

No. of
attributes

Classification
/ Regression
Regression
Regression
Regression

No. of
training
samples
401
2133
512

No. of
validation
samples
80
1000
512

No. of
testing
samples
25
1044
3125

Housing
Abalone
Friedman’s
function with
noise
Australian
Tic-Tac-Toe
Mushroom
Iris
Remote
sensing

14
8
5

14
9
20
4
8

Two-Class
Two-Class
Two-Class
Three-Class
Eight-Class

413
558
3046
100
1200

70
200
1016
25
400

207
200
4062
25
3000
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sensing
5.7.1.1 Experimental results using the original SSOLS with a random mapping
stage
This part of the experiment investigated the performance of the SSOLS with a
random mapping stage. All three methods (validation, efficient leave-one-out cross
validation, and VC dimension) were used to estimate the expected risk and to determine
the optimum number of enhancement nodes, as discussed in Section 5.4. The threshold
was set to 0.0001, and the window size w was set to 20. Figures 5.3-5.5 show the typical
plots of the training squared error, testing squared error, validation squared error, leaveone-out cross validation squared error, and the VC risk bound versus the number of
enhancement nodes for the three regression data sets. The algorithm was allowed to run
for many more enhancement nodes than necessary in order to show the effect of
overfitting. In reality, the algorithm stops when the magnitude of the average gradient of
the expected risk curve, which is approximated by either one of the three methods, is
smaller than the threshold, or when the training error curve or its magnitude of the
average gradient drops below the threshold. The cutoff points determined by the three
methods are shown by the vertical dashed lines in each figure. All three figures show
similar results, i.e., the training squared error starts off with rather large values and
decreases gradually as the number of enhancement nodes increases. The testing squared
error decreases in the beginning, then it starts to increase, indicating the effect of
overfitting. In general, the validation squared error curve, the efficient-leave-one-out
cross validation squared error curve, and the VC risk bound are able to capture the trend
of the testing squared error curve successfully, indicating that all three methods are able
to determine the optimum number of enhancement nodes.
Figures 5.6-5.10 show very similar results for the five classification data sets.
Here, the threshold was set to 0.0001, and the window size w was set to 20, except for the
Tic-Tac-Toe and the Mushroom data sets, in which w was set to 200 and 50, respectively,
to account for the higher variance of the validation misclassification rate. For the
classification data sets, the mean squared error plots are also shown in addition to the
misclassification rate plots, because the efficient leave-one-out cross validation and the
VC dimension methods require locating the minimum of the mean squared error curve to
determine the optimum number of enhancement nodes, as explained in Section 5.6. In
Figure 5.6 of the Australian data set, all error curves are pretty much flat, indicating that
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no enhancement node is needed. This implies that the Australian data set itself is highly
linearly-separable and a linear classifier is sufficient enough to classify them. However,
since there is a delay of 20 enhancement nodes because of the default window size, the
cutoff point is still at 20 enhancement nodes. In addition, no overfitting is observed for
the Mushroom data set. This may be due to the fact that the samples are hypothetically
generated without any noise or outlier.
Based on the experimental results, the validation method in general approximates
the expected risk the best and therefore yields the best results, compared to the efficient
leave-one-out cross validation and the VC dimension methods. However, the luxury of
having extra data for validation is sometimes unrealistic in some situations. It is also
interesting to notice that in all figures, the testing mean squared error curve is always
upper bounded by the VC risk bound. This observation agrees with Vapnik’s statistical
learning theory as given in Eq. (5.17).
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Fig. 5.3: A typical error plot of the housing data set using the SSOLS with a random
mapping stage. The three vertical dashed lines show the cut-off points when the system
terminates using the validation method, VC dimension method, and the leave-one-out
cross validation method.
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Fig. 5.4: A typical error plot of the abalone data set using the SSOLS with a random
mapping stage. The three vertical dashed lines show the cut-off points when the system
terminates using the validation method, VC dimension method, and the leave-one-out
cross validation method.
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Fig. 5.5: A typical error plot of the Friedman’s function (with noise) data set using the
SSOLS with a random mapping stage. The three vertical dashed lines show the cut-off
points when the system terminates using the validation method, VC dimension method,
and the leave-one-out cross validation method.
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Fig. 5.6a: A typical error plot of the Australian data set using the SSOLS with a random
mapping stage. The vertical dashed line shows the cut-off point when the system
terminates using the VC dimension method and the leave-one-out cross validation
method.
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Fig. 5.6b: A typical error plot of the Australian data set using the SSOLS with a random
mapping stage. The vertical dashed line shows the cut-off point when the system
terminates using the validation method.
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Fig. 5.7a: A typical error plot of the Tic-Tac-Toe data set using the SSOLS with a
random mapping stage. The vertical dashed line shows the cut-off point when the system
terminates using the VC dimension method and the leave-one-out cross validation
method.
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Fig. 5.7b: A typical error plot of the Tic-Tac-Toe data set using the SSOLS with a
random mapping stage. The vertical dashed line shows the cut-off point when the system
terminates using the validation method.
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Fig. 5.8a: A typical error plot of the Mushroom data set using the SSOLS with a random
mapping stage. The vertical dashed line shows the cut-off point when the system
terminates using the VC dimension method and the leave-one-out cross validation
method.
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Fig. 5.8b: A typical error plot of the Mushroom data set using the SSOLS with a random
mapping stage. The vertical dashed line shows the cut-off point when the system
terminates using the validation method.
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Fig. 5.9a: A typical error plot of the Iris data set using the SSOLS with a random
mapping stage. The vertical dashed line shows the cut-off point when the system
terminates using the VC dimension method and the leave-one-out cross validation
method.
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Fig. 5.9b: A typical error plot of the Iris data set using the SSOLS with a random
mapping stage. The vertical dashed line shows the cut-off point when the system
terminates using the validation method.
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Fig. 5.10a: A typical error plot of the remote sensing data set using the SSOLS with a
random mapping stage. The vertical dashed line shows the cut-off point when the system
terminates using the VC dimension method and the leave-one-out cross validation
method.
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Fig. 5.10b: A typical error plot of the remote sensing data set using the SSOLS with a
random mapping stage. The vertical dashed line shows the cut-off point when the system
terminates using the validation method.
5.7.1.2 Verification of the t-test procedure and the gradient descent update of the
mapping vectors in reducing the number of enhancement nodes
To test the ability of the t-test procedure and the gradient descent update
algorithm in reducing the number of enhancement nodes, the same data sets were used to
train the SSOLS.
For the SSOLS with the t-test procedure, the window size was set to 100, except
for the Tic-Tac-Toe data set, in which w was set to 300 to account for the higher variance
of the validation misclassification rate. The error plots obtained are shown in Figures
5.11-5.18. It should be noted that the x-axis in all figures here corresponds to the number
of iterations, instead of the number of enhancement nodes. This is because in the t-test
procedure, enhancement nodes are iteratively added to or removed from the SSOLS.
Therefore, it makes more sense to plot the error curves against the number of iterations.
The total number of enhancement nodes is also plotted against the number of iteration for
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all data sets. Figures 5.11-5.18 show that the validation error curve, the leave-one-out
cross validation error curve, and the VC bound are all able to capture the trend of the
testing error curve successfully for all data sets. It is also interesting to notice that for the
regression data sets, the number of enhancement nodes saturates after certain iterations,
and so are the error curves. This is an expected observation because the t-test procedure
only adds nodes that are statistically significant. Unnecessary enhancement nodes are
removed by the t-test procedure. The overfitting effect is thus greatly diminished.

Fig. 5.11a: A typical error plot of the housing data set using the SSOLS with the t-test
procedure. The three vertical dashed lines show the cut-off points when the system
terminates using the validation method, VC dimension method, and the leave-one-out
cross validation method.

112

Fig. 5.11b: A typical plot of the number of enhancement nodes versus the number of
iterations of the housing data set using the SSOLS with the t-test procedure.
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Fig. 5.12a: A typical error plot of the abalone data set using the SSOLS with the t-test
procedure. The three vertical dashed lines show the cut-off points when the system
terminates using the validation method, VC dimension method, and the leave-one-out
cross validation method.
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Fig. 5.12b: A typical plot of the number of enhancement nodes versus the number of
iterations of the abalone data set using the SSOLS with the t-test procedure.
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Fig. 5.13a: A typical error plot of the Friedman’s function (with noise) data set using the
SSOLS with the t-test procedure. The three vertical dashed lines show the cut-off points
when the system terminates using the validation method, VC dimension method, and the
leave-one-out cross validation method.
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Fig. 5.13b: A typical plot of the number of enhancement nodes versus the number of
iterations of the Friedman’s function (with noise) data set using the SSOLS with the t-test
procedure.
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Fig. 5.14a: A typical error plot of the Australian data set using the SSOLS with the t-test
procedure. The vertical dashed line shows the cut-off point when the system terminates
using the VC dimension method and the leave-one-out cross validation method.
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Fig. 5.14b: A typical error plot of the Australian data set using the SSOLS with the t-test
procedure. The vertical dashed line shows the cut-off point when the system terminates
using the validation method.
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Fig. 5.14c: A typical plot of the number of enhancement nodes versus the number of
iterations of the Australian data set using the SSOLS with the t-test procedure.
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Fig. 5.15a: A typical error plot of the Tic-Tac-Toe data set using the SSOLS with the ttest procedure. The vertical dashed line shows the cut-off point when the system
terminates using the VC dimension method and the leave-one-out cross validation
method.
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Fig. 5.15b: A typical error plot of the Tic-Tac-Toe data set using the SSOLS with the ttest procedure. The vertical dashed line shows the cut-off point when the system
terminates using the validation method.
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Fig. 5.15c: A typical plot of the number of enhancement nodes versus the number of
iterations of the Tic-Tac-Toe data set using the SSOLS with the t-test procedure.
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Fig. 5.16a: A typical error plot of the Mushroom data set using the SSOLS with the t-test
procedure. The vertical dashed line shows the cut-off point when the system terminates
using the VC dimension method and the leave-one-out cross validation method.
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Fig. 5.16b: A typical error plot of the Mushroom data set using the SSOLS with the t-test
procedure. The vertical dashed line shows the cut-off point when the system terminates
using the validation method.
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Fig. 5.16c: A typical plot of the number of enhancement nodes versus the number of
iterations of the Mushroom data set using the SSOLS with the t-test procedure.
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Fig. 5.17a: A typical error plot of the Iris data set using the SSOLS with the t-test
procedure. The vertical dashed line shows the cut-off point when the system terminates
using the VC dimension method and the leave-one-out cross validation method.
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Fig. 5.17b: A typical error plot of the Iris data set using the SSOLS with the t-test
procedure. The vertical dashed line shows the cut-off point when the system terminates
using the validation method.
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Fig. 5.17c: A typical plot of the number of enhancement nodes versus the number of
iterations of the Iris data set using the SSOLS with the t-test procedure.
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Fig. 5.18a: A typical error plot of the remote sensing data set using the SSOLS with the
t-test procedure. The vertical dashed line shows the cut-off point when the system
terminates using the VC dimension method and the leave-one-out cross validation
method.
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Fig. 5.18b: A typical error plot of the remote sensing data set using the SSOLS with the
t-test procedure. The vertical dashed line shows the cut-off point when the system
terminates using the validation method.
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Fig. 5.18c: A typical plot of the number of enhancement nodes versus the number of
iterations of the remote sensing data set using the SSOLS with the t-test procedure.
For the SSOLS with the gradient descent update of the mapping vectors, the
window size was set to 20. The error plots are illustrated in Figures 5.19-5.26, which are
very similar to Figures 5.3-5.10, in which the gradient descent update algorithm is not
used. As mentioned in Section 5.5, the efficient leave-one-out cross validation and the
VC dimension methods are not applicable when the gradient descent update is used in the
SSOLS. Therefore, only the validation error curves are plotted in these figures. As shown
in some of these figures, the validation method seems to overestimate the optimum
number of enhancement nodes. This is because of the delay of the window size of 20
nodes. One simple way to solve this problem is to stop at the mid-point of the window,
which is ten in this case. Nevertheless, the validation error curve is able to capture the
trend of the testing error curve very well in all data sets.
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Fig. 5.19: A typical error plot of the housing data set using the SSOLS with the gradient
descent update of mapping vectors. The vertical dashed line shows the cut-off point when
the system terminates using the validation method.
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Fig. 5.20: A typical error plot of the abalone data set using the SSOLS with the gradient
descent update of mapping vectors. The vertical dashed line shows the cut-off point when
the system terminates using the validation method.
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Fig. 5.21: A typical error plot of the Friedman’s function (with noise) data set using the
SSOLS with the gradient descent update of mapping vectors. The vertical dashed line
shows the cut-off point when the system terminates using the validation method.
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Fig. 5.22: A typical error plot of the Australian data set using the SSOLS with the
gradient descent update of mapping vectors. The vertical dashed line shows the cut-off
point when the system terminates using the validation method.
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Fig. 5.23: A typical error plot of the Tic-Tac-Toe data set using the SSOLS with the
gradient descent update of mapping vectors. The vertical dashed line shows the cut-off
point when the system terminates using the validation method.
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Fig. 5.24: A typical error plot of the Mushroom data set using the SSOLS with the
gradient descent update of mapping vectors. The vertical dashed line shows the cut-off
point when the system terminates using the validation method.
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Fig. 5.25: A typical error plot of the Iris data set using the SSOLS with the gradient
descent update of mapping vectors. The vertical dashed line shows the cut-off point when
the system terminates using the validation method.

139

Fig. 5.26: A typical error plot of the remote sensing data set using the SSOLS with the
gradient descent update of mapping vectors. The vertical dashed line shows the cut-off
point when the system terminates using the validation method.
Tables 5.2, 5.3 and 5.4 summarize the reduction in the number of enhancement
nodes required and the testing errors obtained for each data set using the validation
method, the efficient leave-one-out cross validation method, and the VC dimension
method, respectively. As the tables show, the reduction in the number of enhancement
nodes using the t-test procedure or the gradient descent update algorithm is quite
significant, especially in the Tic-Tac-Toe data set.
Table 5.5 compares the original SSOLS, the SSOLS with the t-test procedure, and
the SSOLS with the gradient descent update algorithm in terms of the running time and
the number of enhancement nodes required.
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Table 5.2
Approximate number of enhancement nodes and the testing error obtained using the
validation method for all data sets.
Data sets

Housing
Abalone
Friedman’s
function
with noise

Australian
Tic-Tac-Toe
Mushroom
Iris
Remote
sensing

Original SSOLS
Number of
Testing squared
enhancement
error
nodes
29
10.897
32
4.1638
78
2.0746

SSOLS with gradient descent
Number of
Testing squared
enhancement
error
nodes
24
10.533
28
4.3269
32
1.7103

SSOLS with t-test
Number of
Testing squared
enhancement
error
nodes
20
11.018
8
4.2392
18
1.319

Number of
enhancement
nodes
20
346
114
9
57

Number of
enhancement
nodes
22
71
4
2
32

Number of
enhancement
nodes
5
37
83
6
44

Testing
misclassification
rate
0.1208
0.1
0.0032
0
0.07267

Testing
misclassification
rate
0.1353
0.12
0
0.04
0.06133

Testing
misclassification
rate
0.1304
0.21
0.00197
0.04
0.06567

Table 5.3
Approximate number of enhancement nodes and the testing error obtained using the
efficient leave-one-out cross validation method for all data sets.
Data sets

Housing
Abalone
Friedman’s
function with noise

Australian
Tic-Tac-Toe
Mushroom
Iris
Remote sensing

Original SSOLS
Number of
Testing squared
enhancement
error
nodes
92
15.893
37
4.1596
86
2.0203

SSOLS with t-test
Number of
Testing squared
enhancement
error
nodes
20
11.361
7
4.2098
16
1.5571

Number of
enhancement
nodes
20
298
114
9
110

Number of
enhancement
nodes
6
37
82
6
55

Testing
misclassification
rate
0.1208
0.125
0.0032
0.04
0.06533

Table 5.4

Testing
misclassification
rate
0.1111
0.155
0.001723
0.04
0.06733
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Approximate number of enhancement nodes and the testing error obtained using the VC
dimension method for all data sets.
Data sets

Housing
Abalone
Friedman’s
function with noise

Australian
Tic-Tac-Toe
Mushroom
Iris
Remote sensing

Original SSOLS
Number of
Testing squared
enhancement
error
nodes
78
15.732
20
4.2589
20
5.771

SSOLS with t-test
Number of
Testing squared
enhancement
error
nodes
20
12.184
9
4.1903
12
1.8012

Number of
enhancement
nodes
20
200
114
9
75

Number of
enhancement
nodes
5
35
82
6
55

Testing
misclassification
rate
0.1208
0.115
0.0032
0
0.07

Testing
misclassification
rate
0.1304
0.125
0.001723
0.04
0.06733

Table 5.5
Comparison among the original SSOLS, t-test, and gradient descent update algorithm.
Speed
Size of network
Original SSOLS
Extremely fast
Usually rather big
SSOLS with the t-test
Fast
Compact
method
SSOLS with the gradient
Slow
Compact
descent update algorithm
5.7.1.3 Comparison with a three-layered backpropagation neural network
Table 5.6 compares the experimental results obtained using a three-layered
backpropagation neural network and the SSOLS for all the data sets. The number of
hidden nodes of the neural network was chosen using a traditional validation method:
several neural networks with different number of hidden nodes were trained using the
training data, and then tested on a separate validation data set. The optimum network size
(or the number of hidden nodes) was chosen as the one that gave the lowest validation
error. In this table, the SSOLS results correspond to the best results as reported in Tables
5.2-5.4. As shown in the table, the SSOLS achieved comparable testing accuracies as the
three-layered backpropagation neural network. In fact, the SSOLS outperformed the
three-layered backpropagation neural network in several data sets in terms of testing
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accuracy. One major advantage of the SSOLS over the three-layered backpropagation
neural network is its automatic efficient determination of the optimum network size using
one of the three methods discussed in Section 5.4.
Table 5.6
Performance comparison between the three-layered backpropagation neural network and
SSOLS.
Regression data
sets

Three-layered backpropagation
neural network
Number of
Testing mean
hidden nodes
squared error

Housing
Abalone
Friedman’s function
with noise
Classification data
sets

25
15
25

16.2189
4.1253
1.4908

Number of
hidden nodes

Testing
misclassification
rate

Australian
Tic-Tac-Toe
Mushroom
Iris
Remote sensing

150
50
5
5
50

0.1304
0.1740
0
0.04
0.0663

SSOLS
Number of
input nodes
plus
enhancement
nodes
39
18
24

Testing mean squared
error

Number of
input nodes
plus
enhancement
nodes
21
81
25
7
41

Testing
misclassification rate

10.533
4.1903
1.319

0.1111
0.12
0
0.04
0.06133

5.7.2 Part II
This part of the experiment investigated the SSOLS’s ability to classify a realworld multi-class hyperspectral remote sensing data set, and compared its performance
with other traditional statistical classification techniques. This data set used was entirely
different from the set used in Part I of the experiments; it was a 191-band airborne
hyperspectral data flightline over the Washington DC Mall area [83]. The sensor system
measured pixel response in 210 bands in the 0.4 to 2.4 µm region of the visible and
infrared spectrum. Bands in the 0.9 to 1.4 µm region where the atmosphere is opaque
have been omitted from the data set, leaving 191 bands. The data set contains 1208 scan
lines with 307 pixels in each scan line. The goal is to learn from a training data set of size
1031, and to classify a testing data set of size 8079 as accurately as possible into seven
ground cover types: Roofs, Street, Path, Grass, Trees, Water, and Shadow. Both the
training and testing data sets were selected from Washington DC Mall flightline data, and
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their class distribution information is given in Table 5.7. The attribute values in the data
set were first normalized such that the mean of each attribute was zero, and its variance
was one before training the SSOLS. The SSOLS used in this part of the experiment was
the one with the t-test procedure and the efficient leave-one-out cross validation method.
Table 5.7
Class distribution of the training and testing sets of the hyperspectral remote sensing data.
Class Name
Training data set
Testing data set
Roof
272
3834
Street
86
416
Path
76
175
Grass
201
1928
Trees
182
405
Water
120
1224
Shadow
94
97
Total
1031
8079
Figure 5.27a shows typical plots of the training squared error, leave-one-out cross
validation squared error, and testing squared error versus the number of iterations. The
SSOLS algorithm was allowed to run for many more iterations than necessary. The cutoff
point determined by the efficient leave-one-out cross validation method was shown by
the vertical dashed line in each figure. The threshold was set to 0.0001, and the window
size w was set to 40. All three square error curves start off with large values and decrease
gradually as the number of enhancement nodes increases. For this data set, the SSOLS
algorithm stopped at the 120th iteration, during which the leave-one-out cross validation
squared error curve was detected to reach the minimum value by the moving window
method.
Figure 5.27b shows the plot of overall training and testing error rates versus the
number of iterations. Similar to the squared error curves in Figure 5.27a, the overall
testing error rate gradually decreases as the number of iterations increases. At the cutoff
point, the recorded overall training and testing error rates are 0 and 0.156, respectively.
Figure 5.27c shows a typical plot of the number of enhancement nodes versus the
number of iterations. Recall that a new enhancement node was added and certain nodes
were removed by the t-test procedure in each iteration. According to this figure, there are
a total of 81 enhancement nodes at the cutoff point. In other words, the original 191-
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dimensional input space was mapped to a 272-dimensional (191+81) feature space in
which a linear least squares classifier was constructed.
To compare SSOLS’s performance with other existing statistical classification
techniques, we used Multispec [84], a data analysis software system for multispectral
image data, for this purpose. Four built-in classification techniques from Multispec were
used: quadratic maximum likelihood, Fisher linear likelihood, correlation, and matched
filter. Because of the high dimensionality of the data set (191 bands), it is generally a
good practice to perform feature extraction before using any of these statistical
classification techniques. Two feature extraction algorithms included in Multispec are
Decision Boundary Feature Extraction (DBFE) [85] and Discriminant Analysis Feature
Extraction (DAFE) [34], and they were both used in the experiments. It should be noted
that DAFE only provides features reliably up to one less than the number of classes
involved. Table 5.8 shows the training and testing accuracies for the SSOLS and these
traditional statistical classification techniques. It was observed that the overall testing
accuracy achieved by the SSOLS was the best among all other statistical techniques.
Although there were quite a few adjustable parameters in these statistical techniques, it is
pretty safe to conclude that the SSOLS performed at least as well as the traditional
statistical techniques.
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Fig. 5.27a: A typical square error plot of the hyperspectral image data set. The vertical
dashed line shows the cut-off point when the system terminates training using the leaveone-out cross validation method.

Fig. 5.27b: A typical plot of the testing misclassification rate of the hyperspectral image
data set.
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Fig. 5.27c: A typical plot of the number of enhancement nodes added versus the number
of iterations of the hyperspectral image data set.

Table 5.8
Overall training accuracy and testing accuracy obtained using different classification
techniques.
Classification
Without feature
DBFE with first ten
DAFE with first six
methods
extraction
features
features
Training Testing Training
Testing
Training
Testing
Quadratic
100
94.8
100
97.6
100
96.1
maximum
likelihood
Fisher linear
100
91.3
100
92.6
100
91.3
likelihood
Correlation
77.2
64.8
100
85.0
100
84.6
Matched filter
100
87.1
100
89.3
100
84.9
SSOLS

Training
100

Testing
98.4
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5.8 Conclusions
The proposed SSOLS combines the merits of different ideas: self-organizing
algorithm, functional-link networks, and statistical methods. As the number of
enhancement nodes is incremented by one in each iteration, the optimum number of
enhancement nodes can be easily and efficiently determined either by the validation
method, the efficient leave-one-out cross validation method, or the VC dimension
method, and thus, overfitting is avoided. The two modifications to the mapping stage, the
t-test procedure and the gradient descent update algorithm, greatly reduce the number of
enhancement nodes required. In addition, the SSOLS is extremely fast to train, thanks to
the recursive update algorithm in the learning stage. It is also very favorable in today’s
real-world applications. For example, online sequential learning and rare event detection
are made possible with the use of the recursive least squares method and the weighted
least squares method, respectively, in the learning stage.
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6. COMPUTATIONAL INTELLIGENCE ALGORITHMS FOR
MANUFACTURING ENTERPRISES OF THE FUTURE:
AUTOMATED INTELLIGENT MANUFACTURING SYSTEM
(AIMS)
This chapter is devoted to a real-world application of using computational
intelligence algorithms to automate manufacturing decision processes. Detailed
discussions, ranging from problem definition, methodology, contrast with existing
approaches, experimental setup and results will be presented.
There are five sections in this chapter. Sections 6.1 discusses the problem
statement, and Section 6.2 describes the basic structure of AIMS, which includes a
support vector method for regression, SVM model reduction methods, and the genetic
algorithm. Section 6.3 compares AIMS and design of experiments (DoE), and discusses
their differences. Experimental results are presented in Section 6.4. This chapter ends by
some conclusions in Section 6.5.
6.1 Problem Statement
Manufacturing industries are often concerned with producing higher quality
products, minimizing the cost and time of production, maximizing overall product yield,
etc. However, there are many factors or drivers that can affect them, and their interactions
and effects are often difficult to uncover. Take a simple TV production line as an
example. Some possible factors are environmental working conditions, layout of printed
circuit board, machine technology and operator skill. All these factors contribute to the
quality of the TV set in some ways, and thus affecting the overall yield, as poor quality
TV sets are discarded. To uncover the factors’ interactions and effects, and thereby to
improve the manufacturing process, a business strategy called Six Sigma is employed.
First advanced by Motorola around 1986 [86], Six Sigma is a scientific approach
to problem prevention/solving that involves rigorous training in the use of specialized
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measurement and statistical tools to help improve customer satisfaction by reducing
defects in products, processes, and services, cutting costs which is passed on to the
customer, eliminating waste and reducing the cycle time and its variation, which
translates to on-time delivery [87], [88]. Six Sigma consists of five aspects: d efine,
measure, analyze, improve, and control (DMAIC):
• Define...Identify (a) the customer or customers; i.e., individuals or entities that would
be impacted by the product in any way; (b) define the problem.
• Measure...Assess performance of this transactional process, for example, in terms of
unit costs, yields, and cycle time. Determine "hidden factory" (non value-added,
waste) costs, which would indicate potential for improvement in terms of fewer units
(services) produced to satisfy customer demand, reduced cost per unit, and decreased
cycle time.
• Analyze...Determine the relationship between system input and output variables.
Develop a strategy and prioritization for process improvement...what system elements
and performance metrics should one improve, and what is the impact on the system in
terms of creating new bottlenecks, etc.
• Improve...Apply Six Sigma tools to improve the process, implement improvements,
and assess their impact on process performance and customer satisfaction.
• Control...Position and monitor statistical process control (SPC) charts in real time to
(a) assess impact of process improvements on cost, yield, and cycle time; (b) detect
special causes or disturbances (anomalies, malfunctions) that can disrupt and
adversely affect system performance.
The first two phases or steps (define and measure) require creativity which can be
best performed by humans individually, or better yet, by teams brainstorming to define
the problem, determining appropriate performance measures, and identifying the
potential drivers of these performance metrics. The last three phases (analyze, improve,
and control) involve rigorous statistical analysis. The current common practice is to train
or hire statisticians to perform these three phases using tools such as DoE, response
surface design and optimization to model the manufacturing process/system. However, it
is difficult to train humans to understand and use these tools effectively and efficiently.
Moreover, the cost of such training is high and easily lost if not used repetitively, or if
there is turnover of trained personnel. In addition, recent advances in information
technology allow manufacturing industries to automate their data/information gathering
systems. It makes sense to further automate the statistical analysis part of the system.
Therefore, it is very desirable to develop an automated intelligent system using
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computational intelligence algorithms to do the last three phases, while freeing humans to
concentrate on the first two phases using their creativity, and thereby complementing the
decision-making process. Such an automated intelligent system is particularly beneficial
to emerging technologies as nanotechnology, biotechnology and pharmaceutical
industries, where we are dealing with nano and micro scales requiring very fast statistical
and computational intelligence tools and iterative global optimization techniques. Here,
very large numbers of variables, parameters, and dimensions are involved and human
intervention is minimal.
6.2 Structure of AIMS
AIMS is an automated intelligent manufacturing system that is capable of
modeling the factory operation and adjusting the input settings and configurations to
optimize system performance. It can complement, or maybe even replace, the classical
DoE methods. Unlike DoE, AIMS does not require any experimental designs. This can
save manufacturing industries huge amount of money and time.
The structure of AIMS consists of two major processes: 1. training a learning
algorithm such as a 2nd-order (or higher order) polynomial support vector machine
(SVM) for regression to model the factory system (the modeling process), and 2.
applying a global optimization algorithm such as the genetic algorithm (GA) to obtain the
optimum input settings that result in the highest overall yield (the optimization process).
SVM is a powerful machine learning and data mining tool that has already been
shown to possess excellent predictive power. Moreover, it will be shown in Section 6.2.1
that a 2nd-order polynomial SVM also possesses explanatory power. Having explanatory
power means the following mathematical model is produced:
z = w0 + w1 x1 + L + wm x m + wm +1 x12 + L + w2 m x m2 + w2 m +1 x1 x 2 + w2 m + 2 x1 x3 + L (6.1)
In other words, the response z is a linear combination of linear terms, quadratic
terms, and two-way interaction terms of the input variables xi’s. The above equation has
explanatory power because each w indicates the effect of each term on the output
response z. If w i is large, this implies that xi has a significant effect on z, assuming the
data have been normalized. If the manufacturing process is more complex, a higher order
polynomial SVM may be used instead to model the manufacturing process. Based on this
model constructed by the SVM or other learning algorithms, the GA, which is a wellknown global optimization technique that produces multiple possible solutions, can then
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be applied to obtain the optimum input settings for maximum yield, minimum number of
defects, etc.
6.2.1 Support vector method for regression
SVM for regression can be formulated as a quadratic programming (QP) problem.
The SV method for classification has already been discussed in Chapter 2, and below
introduces the SV method for regression.
The primal formulation of SVM is as follows [89]:
l
1
2
*
minimize w + C ∑ ζ i + ζ i
(6.2)
2
i =1
 z i − w T φ (x i ) − b ≤ ε + ζ i

*
subject to w T φ (x i ) + b − z i ≤ ε + ζ i
*

ζ i ,ζ i ≥ 0


(

)

where x i is the i-th data vector, z i is the output response of the i-th data vector, ξ i is the
slack variable, w is the coefficient vector of the decision function, C is the
regularization parameter, and b is the bias. In SVM for regression, a special loss
function, called the ε -insensitive loss function, is used. It penalizes deviations larger
than ε in a linear fashion, and zero otherwise. The regularization parameter C determines
2
the tradeoff between the flatness w , which relates to the generalization ability of the
*

decision function, and the deviations ζ i , ζ i larger than ε from the actual target values.
*

The relationship between ε and ζ i , ζ i is depicted in Figure 6.1.
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Fig. 6.1: The ε -insensitive loss function used in SVM [89].
Similar to the SVM for classification discussed in Section 2.2, the primal
formulation can be converted to a dual formulation using the Karush-Kuhn-Tucker
conditions [28] as follows:
l
l
1 l l
*
*
*
*
maximize − ∑ ∑ α i − α i α j − α j K (x i , x j )− ε ∑ α i + α i + ∑ z i α i − α i (6.3)
2 i =1 j =1
i =1
i =1

(

)(

)

(

*

(

)

 l
*
∑ α i − α i = 0
subject to  i −1
 0 ≤ α ,α * ≤ C
i
i

are the Lagrangian multipliers and K (⋅,⋅) is the kernel function, and it is

(

where α i , α i

)

)

equal to φ T (⋅)φ (⋅) if the Mercer’s condition [15] is satisfied.
The optimal w is given by
l

(

*

)

w = ∑ α i − α i φ (x i )
i =1

(6.4)

The corresponding decision function is given by
l

(

*

)

f ( x) = w T φ (x) + b = ∑ α i − α i K (x i , x )+ b
i =1

(6.5)

The kernel function K (⋅,⋅) can be a polynomial, a radial basis or a hyperbolic
tangent function. This implicit mapping (i.e., the mapping function φ (⋅) needs not be
known explicitly, only the kernel function) is intended to cure the curse of
dimensionality.
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To prove a 2nd-order polynomial kernel function produces a decision function
consisting of a linear combination of linear terms, quadratic terms, and two-way
interaction terms of the input variables, i.e., Eq. (6.1), we first need to show that the
mapping function for the 2nd-order polynomial kernel function is as follows:
T
φn (x ) = 2 ⋅ x1 L
2 ⋅ xn x12
2 ⋅ x1 x2 L
2 ⋅ x1 xn x22
2 ⋅ x2 x3 L
2 ⋅ x2 xn L xn2 1 (6.6)

[

]

where n is the dimension of the input vector x. In other words, it is to show that:
2

φ n (x ) φ n (y ) = (x T y + 1)
T

(6.7)

⋅ is given in Eq. (6.6).
where φ n ()

It is very easy to see that Eq. (6.7) is true for small n. However, it becomes
difficult to verify for large n. In order to prove this is true for all n, we can use the method
of mathematical induction. We first prove that it is true for n = 1 . For n = 1 ( x is simply
a scalar in this case),

φ1 (x ) =

[ 2⋅x

]

x12 1

1

T

Therefore,
 2 ⋅ y1 


φ1 (x ) φ1 (y ) = 2 ⋅ x1 x 1 ⋅  y12 
 1 


= 2 x1 y1 + x12 y12 + 1

[

T

]

2
1

And,

(x

T

2

)

2

y + 1 = (x1 y1 + 1)

= 2 x1 y1 + x12 y12 + 1
T

= φ1 (x ) φ1 (y )

Thus, it is true for n = 1 . Now suppose it is true for n = k , and we need to show
that it is also true for n = k + 1 . For n = k + 1 ,


2
T
x y + 1 =  [x1 L



(

)

 y1  

x k +1 ]⋅  M  + 1
 y k +1  

2

2

= (x1 y1 + L + x k +1 y k +1 + 1)

2

= [(x1 y1 + L x k y k + 1)+ x k +1 y k +1 ]
2

2

= (x1 y1 + L x k y k + 1) + 2 ⋅ (x1 y1 + L + x k y k + 1)⋅ x k +1 y k +1 + (x k +1 y k +1 )

Since the assumption holds for n = k , then
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(x1 y1 + L

=

[ 2x

1

2

T

x k y k + 1) = φ k (x ) φ k (y )

L

2xk

x12

L

2 x1 x 2

2 x1 x k

2 x 2 x3 L

x 22

2x2 xk

L

x k2











T
1 












]

And,

2

2(x1 y1 + L + x k y k + 1)⋅ x k +1 y k +1 + (x k +1 y k +1 ) =

[ 2x x

L

1 k +1

2 x k x k +1

2 x k +1

x k2+1

 2 y1 y k +1 


M 

⋅  2 y k y k +1 


 2 y k +1 
 y2

k +1



]

Combining the above two equations, it can be easily seen that
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y + 1 = φ k +1 (x ) φ k +1 (y )

for n = k + 1 . This concludes the mathematical induction.
Now recall that the decision function f (x) = w T φ (x) + b . Expanding out all the
terms, we have
f (x )= 2 w1 x1 + L + 2 wn x n + w11 x12 + 2 w12 x1 x 2 + L + 2 w1n x1 x n + w22 x 22 + 2 w23 x 2 x3 + L
+ 2 w2 n x 2 x n + L + wnn x n2 + w0 + b

which is a linear combination of linear terms, quadratic terms and two-way interaction
terms, thus completing the proof.
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6.2.2 SVM model reduction
A 2nd-order polynomial SVM always produces a linear output equation with
coefficients for all linear, interaction and quadratic terms. However, in real situations,
many of these terms, especially the interaction and quadratic terms, are not significant in
modeling the manufacturing process. In fact, by removing these insignificant terms, the
overall prediction accuracy can often be improved, due to the bias-variance trade-off
[65]. In addition, since a mathematical equation with fewer terms allows easier analysis
and interpretation, most manufacturing industries often prefer a simpler and more
compact equation, which is sufficient enough to model the manufacturing process.
Therefore, we applied a subset selection algorithm to the 2nd-order polynomial SVM to
remove insignificant terms.
There are two major subset selection algorithms: forward stepwise and backward
stepwise [90]. As the names suggest, the forward stepwise algorithm selects terms one by
one to form the final equation, while the backward stepwise algorithm starts with the full
equation with all terms and removes them one by one. For our purposes, we decided to
use the forward stepwise algorithm because the final equation usually consists of only a
few terms.
In the forward stepwise selection algorithm, we start with only the intercept
initially, and then sequentially add into the model the term that most improves the fit.
This fit is measured by the F statistic [65]:
~)
ˆ )− RSS (w
RSS (w
F=
(6.8)
~ )/ (N − k − 2)
RSS (w
where RSS is the residual sum of squares
N

2

m
m
m m


2
RSS (w ) = ∑  z i − w0 − ∑ xij w j − ∑ xij w j + m − ∑∑ xij xik w2 m + ( j −1) m + k  (6.9)
i =1 
j =1
j =1
j =1 k =1

~ is the set of the k+1
and ŵ is the set of the k coefficients of the current model, and w

coefficients after adding a term.
The term that has the highest F value is added to the model, and this procedure
repeats. It stops when no term produces a F value greater than 95th percentile of the
F1, N −k − 2 distribution.
It should be noted that when applying this forward stepwise selection procedure
(or the backward stepwise selection), the 2nd-order polynomial kernel function can no
longer be used. Recall that the 2nd-order polynomial kernel function corresponds to a full
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decision function with all linear, two-way interaction terms and quadratic terms included.
Whenever a term is selected in the forward stepwise procedure (or removed in the
backward stepwise procedure), it is very difficult, if not impossible, to find the
corresponding kernel function with the term selected (or removed). To solve this
problem, we resort to using the linear kernel function and manually including (or
excluding) the two-way interaction terms and quadratic terms in the input space. The
major drawback for this method is the computational load required. Suppose the
dimension of the input space is n. In the very first iteration, the total number of linear
SVMs that need to be trained in order to select the very first term can be computed as
follows:
number of trained linear SVMs = n + n + n(n − 1)/ 2
(6.10)
The first n corresponds to the number of linear terms, the second n corresponds to
the number of quadratic terms, and n(n-1)/2 corresponds to the number of two-way
interaction terms. Therefore, the total number of linear SVMs constructed is in the order
of O(kn 2 ) , where k is the total number of terms added to the final equation. To speed up
the training time, LSSVMs are used instead of the regular SVMs. LSSVMs are obtained
from regular SVMs by changing the inequality constraints to equality constraints and by
using the quadratic loss function, as discussed in Chapter 3. As a result, it becomes a
linear programming problem instead of a quadratic programming problem in regular
SVMs, and therefore it can be solved much faster.
Another heuristics for subset selection is also proposed. Its idea is to first
normalize all input training variables to zero mean and unity variance, and then to train a
2nd-order polynomial SVM using the normalized data. By inspecting the final equation,
those terms whose coefficients’ absolute values are less than a threshold (close to zero),
are removed, and another linear SVM is then trained using the terms remaining. Only two
SVMs are trained in this method. The justification behind this heuristics is that since all
input variables are normalized, those terms with small coefficients can be neglected
because they contribute very little to the output response. In other words, the response
does not change much if these terms are removed. A better measure is to look at the
overall sensitivity, which will be explained later in Section 6.4.2, instead of the
coefficients’ absolute value. Strictly speaking, the terms with small coefficients have to
be removed one by one, and the linear SVM has to be re-trained whenever a term is
removed. However, in order to save time, it may be possible to remove all terms with
small coefficients at once, and to train a linear SVM using the resulting terms.
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6.2.3 Genetic algorithm (GA)
The GA is a global search technique that mimics biological evolution [91]. It
starts with a population of potential solutions, and computes the fitness value for all
individuals using a user-defined objective function. The individuals are usually encoded
in binary format (0 or 1), and are called chromosomes. Integer-valued or real-valued
encoding can also be used. Within this population, chromosomes are selected with
replacement with probabilities according to their fitness. For instance, a chromosome
with a fitness value of 0.9 will be selected nine out of ten times. As a result, the betterfitted chromosomes can survive and produce offsprings in the next generation through
cross-over. Cross-over is a recombination operation in which genetic materials of the
parents’ chromosomes are exchanged to produce the offsprings. Mutation, which is a
sudden and random change of the genetic material of chromosomes, can occur during this
process as well. Over generations, the chromosomes in the population will become better
and better approximations to the global optimum. The best chromosome in each
generation is stored, and the final solution(s) can be chosen among these chromosomes.
Unlike steepest ascent or other traditional optimization methods, the GA does not
require the computation of the gradient vector, and it provides a number of potential
solutions to a given optimization problem.
6.3 Some Key Differences Between AIMS and DoE
6.3.1 Local vs. global searching technique
In DoE, data are collected around the current operating settings, then a factorial
design is performed, and if there is no curvature detected, the steepest ascent/descent
algorithm is used to move to the next optimum operating settings [73]. This process is
repeated until curvature is detected, as local optima always occur at the curvature. Once
curvature is detected, this signifies the presence of quadratic terms, and response surface
analysis is then performed to locate the local optimum. In short, DoE is a local searching
and optimization technique, which is prone to getting stuck at local optima. In contrast,
AIMS utilizes a global searching technique: an approximate mathematical model for the
factory is first constructed using a nonlinear regression model such as a SVM, then the
GA is used to find the global optimum operating settings.
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6.3.2 Data collection
In DoE, the experiment has to be carefully designed in such a way that data with
extreme values are selected and tested in mixed trials (orthogonal factorial design) [73].
In AIMS, training data are merely collected randomly all over the input space. Historical
data can be used too, and new data from the current operation of the process can be
continually added to the training data. In fact, our recursive update algorithm for
LSSVMs can be used whenever new data are available, without re-training the LSSVMs
all over again. Therefore, AIMS allows efficient use of data, without wasting any data
previously collected. This is particularly important in practice, as data collection is
usually expensive in manufacturing processes.
6.3.3 Online adaptiveness
Another major advantage of the AIMS over DoE is its ease of online real-time
adaptation to changing environments. The real manufacturing process is not a static
system. After the initial model is built, very often, the system’s implicit characteristics
and the optimum settings can change from time to time. A simple feedback loop can be
easily incorporated in AIMS to monitor the real manufacturing process and to update its
weights whenever new data are available, whereas DoE probably requires designing the
model all over again. The efficient recursive update algorithm for LSSVMs described in
Chapter 3 is very suitable here for this online real-time adaptation, if LSSVMs are used to
model the manufacturing process.
6.3.4 Automated learning
Another disadvantage of DoE is that it usually requires human decision making in
designing the model. For example, in DoE, the level of significance α has to be set
manually. Selecting the significant terms in the mathematical model is done by manually
checking the p-values and the Pareto Chart [92]. The manufacturing industries need to
train personnel with statistical knowledge to perform all these tasks and to analyze the
results. However, AIMS is automatic in learning (probably except for a few parameters
that need to be chosen by the user); the user simply feeds the training data into AIMS. It
then models the manufacturing process, and finally returns the optimum input settings.

160
Therefore, AIMS is virtually maintenance-free. The manufacturing industries should thus
save money and time by deploying it.
6.4 Experimental Results
Data were generated randomly from a uniform distribution using a Six Sigma
simulator, which simulates a new, advanced large screen TV production line [14]. It
consists of three sub-systems:
• Automatic Component Insertion (ACI)
• Manual Assembly (MA)
• Soldering (Sold)
For each sub-system, there are eight input variables X’s which are the causes of
six specific types of defects Z’s (output variables). Their descriptions and the range of the
input variables are given in Figure 6.2. After each sub-system, product is checked for
quality based on the values of Z’s: good, rework, and scrap. Reworked units are recycled
through operation until they become good or scrap. X’s and Z’s are related by a “hidden
function” through the simulation model. The optimal relationships are known. Using the
data from the simulator, a 2nd-order polynomial SVM is trained for each output Z in each
sub-system to discover the X-Z relationship, i.e.,
z = w0 + w1 x1 + L + wm x m + wm +1 x12 + L + w2 m x m2 + w2 m +1 x1 x 2 + w2 m + 2 x1 x3 + L (6.11)
The 2nd-order polynomial SVM was implemented in MATLAB using SVMlight
[20], a popular software for SVM simulations, and its MATLAB interface by
Schwaighofer [93]. The value of the regularization parameter C was chosen using the
validation method. The LSSVM used in the reduced SVM model was implemented in
MATLAB using the LS-SVMlab toolbox by Suykens et al [94]. A SSOLS with the t-test
procedure and the efficient leave-one-out method of determining the number of
enhancement nodes was also trained in MATLAB using the same data.
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Fig. 6.2: Description of the input factors and the output responses. The numbers
in the parentheses denote the range of the input factors. Also, Y1-Y6 in this figure are the
outputs Z1-Z6 of all three sub-systems.
All training input variables were first normalized to zero mean and unity variance.
After training all SVMs and the SSOLS, the GA was applied to each of the three subsystems based on the mathematical models generated by the SVMs or the SSOLS. The
GA was implemented in MATLAB using the GA toolbox by Chipperfield et al [95].
Most of the input variables are integer-valued, and so integer encoding was used. Since
there are six outputs in each sub-system, it is a multiple conflicting criteria optimization
problem. Therefore, the desirability function was used in the GA as the objective
function. It is given in Eq. (6.12).
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(6.12)

zˆ i > A
B ≤ zˆ i ≤ A
zˆ i < B

where ẑ i is the i-th estimated response from the SVM or the SSOLS, B is the target value
(0 in this case), A is the maximum acceptable response (it was set to 50 in the
experiments), and t is a subjective weight (it was set to 10 in the experiments). The
overall desirability D is simply the geometric mean of all individual desirabilities di. This
is the exact same desirability function used in DoE when dealing with multiple
conflicting criteria optimization problems. The GA gave the optimum input settings for
each sub-system. By using these optimum input settings in the simulator, the overall yield
should reach maximum with the learned model.
6.4.1 % yield achieved in different methods
Stepwise regression was also used in place of the SVM or the SSOLS for
comparison. The same set of data was used in order to make a fair comparison. The
stepwise regression was performed in Minitab using the built-in routine.
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True

Table 6.1
Optimum settings and % yield for each method used in the experiment.
ACI
MA
Solder
Overall
%
Optimum
%
Optimum input %
Optimum input settings %
Yield
input settings Yield settings x1 – Yield x1 – x8
Yield
x1 – x8
x8
1,5,0,0,0,1,1,0 100 NA,0,0,5,1,0,0 97.7 485,475,NA,
97.7 95.4
,0
830,5,10,NA,1

Best
1,5,0,0,0,1,1,0 100
student
(DoE)
Worst
1,5,0,0,1,1,1,1 74.3
student
(DoE)
Stepwise 1,5,0,0,0,1,1,0 100
regression
+ GA
AIMS
5,4,0,0,0,1,1,0 100
(full SVM
+ GA)
AIMS
5,5,0,0,0,1,1,0 100
(reduced
LSSVM +
GA)
AIMS
5,5,0,0,0,1,1,0 100
(SSOLS +
GA)
*NA means don’t care.

3,0,0,5,1,0,0,0 96.9 485,475,470,818,5,10,5,1 99.2 96.1

5,0,1,5,1,0,0,0 96.2 485,475,598,830,5,10,5,0 89.3 63.8

5,0,1,5,1,0,1,0 84.0 *See explanation in text

3,0,1,5,1,0,0,0 95.8 486,475,580,821,6,10,4,1 99.6 95.4

2,0,0,5,1,0,0,0 97.1 486,475,520,828,5,10,1,1 98.0 95.2

5,0,1,5,1,0,0,0 96.2 488,476,556,818,6,8,5,1 0.0

0.0

Five student groups were taught classical DoE methods in a course at Purdue
University, and as a class final project, they were asked to use DoE methods to obtain the
optimum input settings. The comparative results of all methods are shown in Table 6.1.
AIMS achieved almost the same % yield as the best student group. The stepwise
regression worked pretty well in ACI and acceptable in MA. However, in Solder, many
input settings gave the exact same highest objective function value, but most of these
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settings actually achieved very low % yield in the simulator. This is because the stepwise
regression failed to construct an accurate model for the Solder sub-system.
Although the full SVM model and the reduced LSSVM model gave slightly
different optimum input settings for all three sub-systems, the reduced LSSVM model
achieved the same % yields as the full SVM model, with the advantage that simpler
mathematical equations were generated.
The optimum input settings and the corresponding % yields obtained by the
SSOLS are given in the last row of Table 6.1. In ACI and MA sub-systems, the SSOLS
achieved excellent results as compared to the full SVM model, the reduced LSSVM
model and the best student performance. In Solder sub-system, the optimum settings
obtained were very close to the true optimum settings, with a small deviation in x1.
However, the % yield resulted was only about 20%, which was significantly below the
true optimum % yield. This indicates that the % yield is highly sensitive to the input
factor x1, i.e., a small deviation in x1 from its optimum value leads to a significant drop in
% yield. In order to verify this observation, the sensitivity analysis was performed.
6.4.2 Sensitivity analysis for the SSOLS model
Sensitivity analysis is the study of how the variations in the outputs of a model
can be related to variations in the model inputs [96]. It is performed in many model
building and control engineering applications to determine the impact of the changes in
the input factors on the outputs. There are two major approaches to sensitivity analysis:
the derivative-based approach [97], and the variance-based approach [98].
In the derivative-based approach, sensitivity is simply measured by computing the
2

 σ x ∂z 
 , where z and σ z are the output and its
normalized partial derivative S =  i ⋅

σ
∂
x
i 
 z
standard deviation, respectively, while xi and σ xi are the input factor and its standard
z
xi

deviation. It is assumed that in using this approach, a mathematical model relating the
output z and the input factors xi exists so that the partial derivative can be computed. This
is also called the local sensitivity analysis.
In the variance-based approach, the idea is to find out how much the average of the
variance of the output z decreases if one of the input factors xi is fixed (i.e., E (Var (z xi ))).
This approach does not require any mathematical model; the variances can be estimated
from a set of data samples using algorithms such as the Fourier amplitude sensitivity test
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(FAST) [99], [100], [101] and Sobol’ [102]. This is also called the global sensitivity
analysis.
In analyzing the sensitivity of the SSOLS for the Solder sub-system, the
derivative-based approach is used because the partial derivative can be readily computed
from the learned model, and we are only interested in the sensitivity analysis around the
current optimum input settings. It should be noted here that z, which is a certain type of
defect of the soldering process, is the output of the sub-system. In other words, we are
analyzing the effect on different types of defects as each input factor is varied. Carrying
out the differentiation with the same notation used in Chapter 5, we get
m
∂z j (x )
= pi +1 + ∑ p k + d +1 ⋅ hk (1 − hk )ri +1,k
(6.13)
∂xi
k =1

[

]

where m is the number of enhancement nodes, hk = log sig (1 x T ⋅ rk ) and rk and r i+1,k
are the k-th column and the (i+1,k)- element of the mapping matrix R, respectively. The
sensitivity of z j with respect to xi is given by
 σ x ∂z j (x )

S (x ) =  i ⋅
σ z

∂
x
i
 j


2

zj
xi

(6.14)

It should be noted that this is a multivariate sensitivity analysis problem, as there
are a total of six outputs z1 to z 6 in the Solder sub-system. Eq. (6.14) above only gives
the sensitivity measure of one particular z j . To compute the overall sensitivity for each
input factor xi , the method of weighted average is used, as suggested by [103]. It is given
by
6

Overall S xi (x ) =

∑S
j =1

zj
xi

6

∑σ
j =1

⋅ σ z2j

(6.15)
2
zj

This overall sensitivity measure is computed for all input factors x1 to x8 . Table 6.2
shows the overall sensitivity for each input factor in the Sold sub-system modeled by the
SSOLS.
Table 6.2
Overall sensitivity for each input factor in the Sold sub-system modeled by the SSOLS.
Overall
sensitivit
y

x1
0.2002

x2
0.0069

x3
0.0094

x4
0.0002

x5
0.0055

x6
0.0135

x7
0.0115

x8
0.1645
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The overall sensitivity for x1 is the largest among all input factors, indicating that
the Sold sub-system outputs depend heavily on the variation in x1 . As it is expected, a
small perturbation in x1 results in significant change in the sub-system outputs, and so is
the % yield. Therefore, after obtaining the optimum input settings given by the GA, new
data were collected around this current optimum settings according to the overall
sensitivity for each input factor, and another SSOLS was trained for this small region
around the current optimum settings. From Table 6.2, since the overall sensitivities for x1
and x8 are significant larger than the other input factors, the new data should be collected
in such a way that the variances of x1 and x8 are the largest. For x 2 to x5 , their values
should be pretty much set to their current optimum values, as their overall sensitivities
are much smaller. By using the sensitivity information in collecting the data, the number
of new data samples collected can be minimized. After training this second SSOLS, the
GA was applied again to obtain the optimum settings, which, together with the % yield,
are shown in Table 6.3. After this second training, the SSOLS was able to zoom in and
locate the settings that were much closer to the true optimum settings, as it achieved
about 86.6% overall yield.
Table 6.3
Optimum settings and % yield obtained from second SSOLS training for the Solder subsystem.
Solder
Overall % yield
Optimum input
% yield
settings x1 – x8
Second SSOLS
485, 475, 555, 818,
90.0
86.6
training
6, 9, 3, 1
It is perfectly understandable that the SSOLS performed comparably worse than
the 2nd-order polynomial SVM methods in the Solder sub-system. This is because the
data collected from the simulator were generated from certain first-order or second-order
polynomial equations (See Tables 6.5-6.7), which are of the same form as the 2nd-order
polynomial kernel function in SVMs. However, with sensitivity analysis, the SSOLS was
able to achieve an overall yield that was only about 8% worse than the SVM methods.
Moreover, in real manufacturing processes, the true model may not be in polynomial
form, and the SSOLS is expected to perform well together with fine tuning using
sensitivity analysis. The major drawback of the SSOLS is that the input factors are all
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coupled together to form the outputs, so the explanatory power is lost. Similar to
traditional neural networks, manufacturing personnel may complain about this “black
box”-like behavior of the SSOLS.
6.4.3 Data quantity and variability issues
We also compared how many data samples were needed for both DoE and AIMS.
As Table 6.4 shows, AIMS required significantly fewer data samples than the best
student group. It should be noted that the number of data samples required by the best
student group maybe somewhat inaccurate, as the class project did not set any limit on
the amount of data used. As a result, they probably used more data than needed in
running DoE. In real-world settings where each data sample collected costs money and
resources, they probably would use fewer data samples. In addition, the students have to
learn how to apply DoE methods, not to mention they spent over 100 hours in running the
DoE and analyzing the results, compared to almost instantaneous training of AIMS,
which probably requires only a few minutes in running the 2nd-order polynomial SVM
and the GA.

Best student (DoE)
AIMS

Table 6.4
Number of training data samples needed.
ACI
MA
446
250
200
200

Sold
1033
500

The amount of data needed for training AIMS varies from problem to problem.
For the Six Sigma problem using the full 2nd-order polynomial SVM model, the
relationship can be seen in Figure 6.3.

168

yield versus number of data samples
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Fig. 6.3: % yield versus the number of training data samples using the 2nd-order
polynomial full model SVM.
ACI and MA are comparatively easier to model than Sold because some inputs to
ACI and MA are binary (0 or 1), and the actual equation that generates the data for Sold
in the simulator contains quadratic terms. Therefore, Sold needs more data to model than
ACI and MA.
The data collected should have enough variability so that the input space is well
represented. If the data do not have enough variability and only part of the input space is
well represented, then the optimum input settings obtained from the GA will deviate
considerably from the true global optimum, unless the true global optimum is also in this
region. However, the GA should give the global optimum settings for this region.
6.4.4 Verification of the explanatory power by the SVM models
To verify the explanatory power of AIMS using a SVM, we compared the true
mathematical equations of the Six Sigma simulator with those obtained from AIMS using
a reduced 2nd-order polynomial LSSVM model. The results are shown in Tables 6.5-6.7,
one for each sub-system. As shown in all three tables, almost all actual outputs in the
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simulator are generated from Poisson random processes with means specified in the
parentheses. The only exception is Z2 in the ACI sub-system, in which Z2 is a Gaussian
random process.
Table 6.5
ACI system equations obtained from reduced SVM model.
Z
1

Z
2

Z
3

Z
4

Z
5

Z
6

True
Reduced
SVM
Reduced
SVM
(Normalized)
True
Reduced
SVM
Reduced
SVM
(Normalized)
True
Reduced
SVM
Reduced
SVM
(Normalized)
True
Reduced
SVM
Reduced
SVM
(Normalized)
True
Reduced
SVM
Reduced
SVM
(Normalized)
True

ACI system equation
Z1=Poisson(0.55 +7*X 6 -14.5*X
Z1=-0.2888+1.9783*X4+6.6771*X6-11.4362*X7+2.0

Z1=+30.8536+19.4698*X6-5.7205*X7-1.0

Z2=Gaussian(10.7 +7.9*X4, 1*Rand
Z2=11.0190-0.1567*X1+7.7701*X4-0.9949*X5

Z2=+14.453+3.887*X4+0.23205*X

Z3=Poisson(52.4 +6.7*X 1 -12*X2 +8*X5 -2*X
Z3=51.6403+6.7724*X1-15.1820*X2+16.2129*X5+2.2024*X8-1.9143*X1*X2
4.6960*X5*X8
Z3=+26.2173+2.9114*X1-22.3296*X2+6.9137*X5-3.8112*X1*X2+1.5803*X1*

Z4=Poisson(-4.1 +8*X 4 +4.2*X
Z4=0.6274+3.4955*X4-0.0895*X6+0.0242*X8

Z4=+2.982+2.8148*X4-0.26108*X6+1.1108*X

Z5=Poisson(-7.4 +8.5*X 3 +7.5*X
Z5=-0.2365+1.6763*X3+0.6704*X5+0.6404*X8-1.1664*X3*X

Z5=+2.2401+2.1577*X3-0.27223*X5+1.6428*X8-0.29133*X3*X

Z6=Poisson(0.08 +17*X 4 -7*X7 -6*X
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6

Z1

Z2

Z3

Z4

Z5

Reduced
SVM
Reduced
SVM
(Normalized)

Z6=-1.6973+0.6540*X1+0.6488*X2+17.7481*X4-0.1338*X7-

Z6=+5.4905+5.2892*X4-3.6276*X7-0.43376*X1*

Table 6.6
MA system equations obtained from reduced SVM model.
MA system equation
True
Z1=Poisson(47.1 -11*X4 +8*X8)
Reduced
Z1=48.8592-12.8181*X4SVM
3.3397*X7+10.1149*X8+0.5327*X4^2+1.1260*X4*X71.4190*X4*X8
Reduced
Z1=+18.5863SVM
13.851*X4+2.9526*X8+1.0552*X4^2+0.79262*X4*X7(Normalized)
0.99842*X4*X8
True
Z2=Poisson(-12.2 +12.3*X 2 +8.9*X3)
Reduced
Z2=-1.8478+1.3602*X1+1.3062*X2+0.0015*X3-0.1974*X1^2SVM
0.3400*X1*X2+8.4776*X2*X3
Reduced
Z2=+2.6479+2.2536*X2+2.0576*X3-0.4199*X1^2SVM
0.24796*X1*X2+2.1206*X2*X3
(Normalized)
True
Z3=Poisson(105-15*X4 +18*X5 +11*X6 +19*X7 -11*X4*X5 11.9*X5*X7)
Reduced
Z3=107.8862-15.6971*X4+10.1491*X5+11.0352*X6+16.8851*X7SVM
8.4920*X4*X5-11.4463*X5*X7
Reduced
Z3=+64.4014-28.2714*X4-10.3226*X5+5.5202*X6+5.4853*X7SVM
5.9754*X4*X5-2.8622*X5*X7
(Normalized)
True
Z4=Poisson(15.1 -3*X4 +9.7*X5 -2*X4*X5)
Reduced
Z4=15.3751-3.0292*X4+8.7502*X5-1.7462*X4*X5
SVM
Reduced
Z4=+8.2365-5.534*X4+1.7853*X5-1.2287*X4*X5
SVM
(Normalized)
True
Z5=Poisson(-7.86 +12.55*X 2 +7.9*X5)
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Reduced
SVM

Z6

Reduced
SVM
(Normalized)
True
Reduced
SVM
Reduced
SVM
(Normalized)

Z
1

Z
2

Z
3

Z
4

Z5=1.62101.5403*X1+4.3164*X2+0.3495*X5+0.6404*X6+0.6482*X7+0.2543*
X1^2+7.0939*X2*X5-1.3069*X6*X7
Z5=+3.6595+3.9922*X2+1.8948*X5+0.54106*X1^2+1.7734*X2*X
5-0.32696*X6*X7
Z6=Poisson(22.1 -7*X4 +13*X8)
Z6=21.0967+0.4241*X1+1.0905*X2+1.0599*X3-8.9831*X41.1564*X5-1.2053*X6+19.7919*X8-2.1853*X2*X3+0.8866*X4^23.5509*X4*X8+2.3314*X5*X6
Z6=+8.2646+0.6186*X1-7.8294*X4+4.6293*X80.54662*X2*X3+1.7563*X4^2-2.4984*X4*X8+0.58307*X5*X6

Table 6.7
Solder system equations obtained from reduced SVM model.
Sold system equation
True
Z1=Poisson(-712.4 +1.5*X 2 -5.4*X8)
Reduced
Z1=-807.9329+1.4478*X2+0.1081*X4+4.6770*X5+4.0880*X6-5.0654
SVM
Reduced
Z1=+35.1858+21.4883*X2+0.64797*X4-2.534*X8-1.1708
SVM
(Normalized)
True
Z2=Poisson(2683-3.3*X4)
Reduced
Z2=29164+0.0258*X1-70.7197*X4-22.1386*X6+4.9044*X7-0.0086*X1*X7+0.0429*
SVM
Reduced
Z2=-0.54728-1.3491*X4-0.20163*X6-0.18355*X1*X7+1.5387*X4^2+0.226
SVM
(Normalized)
True
Z3=Poisson(305824.1-1261*X1-3.5* X6+1.3* X1^2
Reduced
Z3=298670-1231.9*X1-4.6442*X6+1.2705*X1^2
SVM
Reduced
Z3=+290.3303+559.4131*X1-6.5479*X6+278.4748*X
SVM
(Normalized)
True
Z4=Poisson(489760.73-1980*X1+4.2*X5+2*X1^2+0.011*
Reduced
Z4=228620-1653.2*X1+440.0179*X4-36.5445*X5-37.2915*X6+1.6711*X1^2-0
SVM
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Z
5

Z
6

Reduced
SVM
(Normalized)
True
Reduced
SVM
Reduced
SVM
(Normalized)
True
Reduced
SVM
Reduced
SVM
(Normalized)

Z4=-38.233+249.6886*X1+8.6805*X5+366.2778*X1^2-9.6339*X4^

Z5=Poisson(0.02)
Z5=0.0222
Z5=+0.022222

Z6=Poisson(-74.33 +9.3*X 5)
Z6=-562.1092+1.6060*X1+0.7491*X4-17.0610*X5-23.5632*X6-0.0020*X1*X4

Z6=-0.92309+2.6292*X5-0.17375*X1*X4+0.24276*X4*X6+

As shown in all three tables, the reduced LSSVM model always contains terms
that appear in the true equations, plus some additional terms. This indicates that the
reduced LSSVM model is able to pick up the important terms, and the number of the
additional terms can be adjusted by changing the F-value in the F-statistic. A lower Fvalue usually results in more additional terms.
6.5 Conclusions
AIMS shows promise in replacing classical DoE methods in manufacturing
system optimization. It is automatic, requiring almost no human input. It has potential to
save companies time and money. It could very well be the potential manufacturing
enterprise of the future, especially for those emerging technologies such as
nanotechnology, biotechnology and pharmaceutical industries. These industries usually
involve numerous small components that cannot be tracked or monitored easily by
humans. Therefore, the successful deployment of AIMS has potential to play a critical
role in these emerging technologies.
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7. CONCLUSIONS
7.1 Conclusions
In this thesis, several new computational intelligence algorithms are presented.
First, the linear support vector machine decision tree (LSVM-DT) was developed. It uses
a linear SVM in each tree node as a decision function, and thus removes the restriction of
having perpendicular decision hyperplanes as in regular decision trees. Another
characteristic of the LSVM-DT is its ability to learn and classify rare events by using the
method of randomly adding vectors. We also proved that this method is equivalent to
having two different regularization parameters C+ and C-, one for each class, as proposed
by Chew et al. We also presented the connection between this method and the Adaboost
algorithm. Since a linear kernel function is used in the SVM in each tree node, the only
parameter that needs to be chosen by the user is C, which is often set to a small value for
fast learning. By doing so, the model selection problem is avoided, without sacrificing its
ability to classify nonlinear data sets. Easy rule extraction is also possible with the
LSVM-DT. Computer experiments show that the LSVM-DT works best in situations
with large data sets, especially with data along the decision boundaries.
We also studied the least squares support vector machines (LSSVMs), which
differ from regular SVMs in having equality constraints instead of inequality constraints.
This modification results in a linear programming problem, which can be solved much
faster than a quadratic programming problem in regular SVMs. Using the ShermanWoodbury Formula, an efficient recursive update algorithm for LSSVMs when new data
become available was developed. This recursive algorithm reduces the computations
required by an order of magnitude. The reduction becomes even more significant when
the number of training data samples is large, and thus, enabling LSSVMs to tackle online
adaptive learning problems.
We next developed a three-layered learning system that consists of a random
mapping stage and a learning stage, which can be computed by ordinary least squares,
error-correcting least squares or a linear SVM. Then, we further developed the three-
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layered system with ordinary least squares into a statistical, self-organizing learning
system (SSOLS). The SSOLS resembles a functional-link network structurally, but they
differ significantly in how they are trained or constructed. First, the SSOLS incrementally
adds an enhancement node in each iteration until the estimated expected risk reaches the
minimum. The expected risk is approximated by one of three different methods: the
validation, the efficient leave-one-out cross validation, or the VC dimension method.
Unlike many other learning algorithms, both the leave-one-out cross validation error and
the VC dimension can be computed very efficiently in the SSOLS, due to the threelayered structure with least squares learning. By doing so, the model selection problem is
solved efficiently by the automatic determination of the number of enhancement nodes.
However, the random mapping stage is rather inefficient, in the sense that usually a large
number of enhancement nodes is needed for reasonable performance. To deal with this
drawback, the SSOLS employs the t-test pruning procedure to selectively remove the
insignificant or “bad” enhancement nodes, and efficiently updates the least squares
solution accordingly. It is this efficient solution update that makes the t-test pruning
procedure feasible in terms of running time. In addition to the t-test pruning procedure,
the SSOLS incorporates a gradient descent method of updating the mapping weights to
minimize the smallest possible least squared error. The SSOLS was also extended to
classification problems with some minor changes.
Finally, a real-world data mining problem in advanced manufacturing was studied
with the developed algorithms in detail. The goal is to optimize the input settings to an
advanced TV manufacturing process so that the % yield is maximized. Data were
generated randomly from a Six Sigma simulator simulating the TV manufacturing
process. We developed an automated intelligent manufacturing system (AIMS) that first
models the manufacturing process using computational intelligence algorithms, then
optimizes the input settings using the genetic algorithm. The computational intelligence
algorithms used include a full 2-nd order polynomial SVM model, a reduced 2-nd order
polynomial LSSVM model, and the SSOLS. The performance of AIMS was compared to
traditional methodologies, such as DoE. Based on the comparison, AIMS with the full 2nd order polynomial SVM model and the reduced 2-nd order polynomial LSSVM model
worked remarkably well in terms of the % yield achieved, the training data needed, the
training time, and the ease of use. AIMS could very well be the foundation of
manufacturing enterprises of the future, especially in emergent technologies such as
nanotechnology, biotechnology, and pharmaceutical industries.

175
7.2 Possible Future Research
The following is an outline of future research topics.
1.
For the SVM-DT, further research is necessary to develop methods that are
more effective in preventing all data vectors from lying on only one side of
the hyperplane during training. The method of randomly adding vectors is
very easy to implement, but unfortunately it also leads to overfitting easily,
especially in deeper tree nodes. It is interesting to investigate the effects of
different pruning methods on the LSVM-DT as well.
2.
Instead of generating the mapping vectors randomly in the three-layered
system, a better measure such as maximizing the Bhattacharyya distance [34]
can be used. It is given by
Σ1 + Σ 2
−1
1
1
2
T  Σ + Σ2 
(7.1)
µ = (M 2 − M 1 )  1
 (M 2 − M 1 )+ ln
8
2
 2 
Σ1 ⋅ Σ 2
where M 1 , M 2 , Σ1 , and Σ 2 are the mean and covariance matrices of the data

3.

4.

from two-class problems. How to choose the mapping vectors such that the
Bhattacharyya distance is maximized is an open question.
In addition, for the three-layered system with a linear SVM, it is worth to
investigate how to choose the mapping vectors in such a way that the VC
dimension is minimized by restricting the radius of the sphere containing all
feature vectors, as the VC dimension is bounded by [7]
  R2 
(7.2)
h ≤ 1 + min m,  2  
  Δ 
where m is the dimension of the feature vectors, R is the radius, and Δ is the
margin width of the linear SVM. A learning system that gives the same
empirical training error but with a smaller VC dimension is always preferred,
according to Vapnik’s statistical learning theory.
Currently in the three-layered system with error correcting least squares, only
one node is added in each stage to correct the error of the previous stage. It
may be interesting to compare the results with adding several nodes in each
iteration instead of just one node. Adding more nodes may converge faster, as
one node is probably not “powerful” enough to correct the previous error.
Computer simulations in Section 4.8 for the artificial data set shows that the
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5.

6.

7.

8.

9.

three-layered system with error correcting least squares need more iterations
for convergence.
It is interesting to investigate the performance of the three-layered system with
a LSSVM in the learning stage. As Chapter 3 describes an efficient recursive
update algorithm for the LSSVM when new data are available, there probably
exists an efficient update algorithm when the dimension of the feature space
increases, thus speeding up the training time of the three-layered system.
For the SSOLS, the window size w has a great effect in determining the cutoff
point of the number of enhancement nodes. The value of w should be
proportional to the variance of the validation error. As a future research
direction, better and more reliable methods should be sought, such as taking
the mid-point of the window as the cutoff point.
AIMS should be tested on some real-world data, instead of data from a
simulator, to test its applicability. It is especially important to verify the
performance of AIMS with the SSOLS using some real-world data, other than
the data generated from a 2-nd order polynomial model in the simulator.
The AIMS should be modified to include feedback loops to deal with nonstationary manufacturing processes. It should be able to detect any
improvement in the manufacturing process, and to update the model
accordingly. The recursive update algorithms for LSSVMs and for SSOLSs
can be used here to update the solution efficiently.
In AIMS, the SVM model reduction can be performed in some other ways,
such as using sensitivity analysis. In addition, sensitivity analysis can be used
to suggest ways to collect training data so as to minimize the number of data
samples required.
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