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Abstract
Learning Robot Motion from Creative Human Demonstration
By Charles Dietzel
A thesis submitted in partial fulfillment of the requirements for the degree of Master of
Science at Virginia Commonwealth University.
Virginia Commonwealth University, 2022.
Major Director: Patrick Martin, Assistant Professor, Department of Electrical and
Computer Engineering
This thesis presents a learning from demonstration framework that enables a robot to learn
and perform creative motions from human demonstrations in real-time. In order to satisfy
all of the functional requirements for the framework, the developed technique is comprised of
two modular components, which integrate together to provide the desired functionality. The
first component, called Dancing from Demonstration (DfD), is a kinesthetic learning from
demonstration technique. This technique is capable of playing back newly learned motions
in real-time, as well as combining multiple learned motions together in a configurable way,
either to reduce trajectory error or to generate entirely novel motions based on user specified
parameters. DfD was utilized to enable a cooperative robot-human dance performance, and
that performance has been evaluated to demonstrate that DfD achieved its design goals.
The second component of this newly developed robot control framework, called Pose Energy
Correspondence Mapping (PECM), is a passive-observation based learning from demonstration technique which is used to convert human pose trajectories into corresponding robot
joint trajectories. This conversion process makes use of an energy based neural network
model in order to attempt to achieve high quality results with a minimally sized training
set. These two components have been combined together and the resulting framework has
been evaluated by means of a comparative survey between human-generated robot motions,
PECM-generated robot motions, and robot motions generated by a baseline neural network
technique. These survey results are analyzed and discussed in order to identify the strengths
and limitations of the newly developed framework.
x

Chapter 1
Introduction and Background

1.1

Introduction

In the near future, robots of various shapes and sizes will become increasingly intertwined in
people’s day-to-day lives in a variety of environments, such as in factories [1], highways [2],
and healthcare [3]. This increasing interdependence among humans and robots has revealed
a few significant shortcomings of many robot control frameworks in use today.
One major limitation of modern robots is the difficulty required to “teach” these robots
new skills. Previous generations of robots, such as those commonly used in factory assembly
lines, are limited to structured environments and predictable behaviors, with little ability to
generalize in novel or unexpected situations [1]. These robots are only capable of repeating
the trajectories and behaviors that they were manually programmed with by a human expert.
This form of robot control is effective in a heavily regulated environment alongside an expert
with the requisite knowledge to program and update the robot with new motions.
More recently, there has been a desire for robots that operate alongside humans in less
constrained conditions, without requiring expert intervention. One promising area of modern
research to resolve this problem is known as Learning from Demonstration (LfD) [3]. The
idea behind LfD is that instead of robots needing to be manually and explicitly programmed
1

with new behaviors by an expert, the robot learns new motions and behaviors directly from
humans in the environment by “watching” a human perform a demonstration of the motion
to be learned.
Even given that a robot can learn from human demonstrations, there are still many areas
in which current robot control systems struggle. For instance, many robots controlled by
LfD systems are unable to replay newly learned motions right away, requiring some computationally intensive and time consuming training process first [4]. Ideally, LfD techniques
would be designed such that they could reproduce newly demonstrated motions in real time.
In this way, it would be possible for the human performing the demonstration to get instant
feedback on how the demonstration was progressing and how the motion they intended to
demonstrate was being learned by the LfD algorithm.
Another useful feature which relatively few LfD methods possess is the ability to reduce
demonstration error using repeated demonstrations [5]. Due to human nature, it is inevitable
that when a demonstration is performed, there will be some minor mistakes or variations.
One way an LfD system could handle this problem would be to allow human demonstrators
to provide multiple demonstrations of each motion to be learned. The LfD system could then
perform some operation on this set of demonstrations to merge them into one “canonical”
demonstration with minimized error.
One other feature that is useful for an LfD system is the ability to creatively combine
multiple demonstrations [6]. The idea is that, after the robot is trained with a variety of
demonstrated motions to perform some task or tasks, a user may select combinations of
these motions to merge. The user would also be given the option to adjust parameters that
define exactly how this combination process would take place. The newly generated motion
resulting from this process would contain more complex and diverse motions than what the
robot originally learned, customized by the user specifically to perform a new motion without
requiring a new demonstration. One possible use for this sort of creative motion generation
would be in gesture-based human-robot interaction [7, 8], where motions could be generated
2

as needed to convey unique meanings from the robot to humans.
This thesis presents a novel robot control framework that satisfies the previously described
features and criteria. This control framework is split into two components, each of which
handles a different aspect of the robot’s operations. One component, known as Pose Energy
Correspondence Mapping (PECM), is a passive observation LfD technique which is designed
to solve the correspondence problem and to allow human demonstrations to be learned by the
robot quickly and effectively. The other component, known as Dancing from Demonstration
(DfD), is a robot control framework capable of playing back newly demonstrated motions
in real-time, using multiple demonstrations of the same motion to remove noise and errors,
and merge multiple different demonstrations to generate an entirely novel motion. These
two components are combined together and implemented on a real robot, and the quality of
the resulting control system is evaluated.

1.2
1.2.1

Background
Learning from Demonstration

Within LfD, there are three overarching methods by which tasks can be demonstrated to a
robot. The first of these is kinesthetic teaching, where a human physically moves a robot
manipulator through the motion being demonstrated [3]. This technique is convenient since
the motion to be learned is already provided in the robot’s own joint space. As such, it is
not necessary to map each learned motion from the human body to the different kinematics
of the robot. Also, this category of methods only requires the joint position sensors that are
built into the robot’s actuators, thereby reducing the total cost and complexity of the imitation learning system. However, humans cannot easily kinesthetically manipulate high-DoF
robots, heavy robots, or those robots with many different limbs that must move in coordinated ways, such as multi legged robots. This issue makes kinesthetic teaching infeasible in
those cases. Due to these limitations, recent research has been dedicated to developing task
3

demonstration methods that do not suffer from these issues.
Another LfD technique that alleviates some of these issues is the use of teleoperated
demonstrations [3]. This technique involves a human using a controller or remote input
device to manipulate the robot. Motion demonstrations are performed by using the controller
to make the robot perform an action. However, for teleoperation to work, a controller
interface must first be designed, which may be difficult or undesirable in many environments.
Additionally, the control device may not be intuitive or precise enough to allow the human
performing the demonstration to accurately reproduce the desired task behavior using the
robot. Due to the limitations of both of these approaches, for some imitation learning tasks,
neither teleoperation nor kinesthetic teaching are viable methods for task demonstration.
Research has also been done in developing task demonstration techniques using the idea
of passive observation [3]. Observation techniques use external sensors to measure and
record the pose and/or action of the human motion demonstrator directly. The captured
human motion data is mapped to a motion primitive or trajectory that the robot can use.
Observation LfD has a number of advantages, such as the fact that it can be applied to robots
of arbitrary size or complexity, an advantage over kinesthetic learning. It also requires no
external control mechanism to be developed, unlike teleoperated methods. It is also intuitive
for the human task demonstrator, only requiring them to perform a task with their own body
while their motion is being recorded by external sensors. However, as previously mentioned,
to make use of these recorded human motions, there must be some method of mapping them
onto a joint or trajectory space that the robot’s control system can utilize. As an additional
challenge, the robot and human action spaces often have significantly different degrees of
freedom. Solving this task of mapping an arbitrary human motion to a corresponding robot
motion is known as the correspondence problem [9].
Given these respective sets of strengths and limitations, it was decided to use observation
LfD for the PECM technique developed in this paper. It requires no controller, unlike teleoperated approaches, and much more feasible and intuitive on complex robots than kinematic
4

approaches. However, due to the selection of observation LfD, the correspondence problem
needs to be solved.

1.2.2

Solutions to the Correspondence Problem

The correspondence problem, which is the task of mapping human poses to some robot
action space is analogous to generating a policy in reinforcement learning (RL). In an RL
context, a policy is some mapping between a given system state and an action that corresponds to that state. In this context, the recorded human pose is the system state and
the corresponding desired robot joint positions are the corresponding action. Therefore, to
effectively implement observation-based LfD, it is necessary to generate a policy to perform
the task of mapping the recorded human pose states to corresponding robot actions [2]. To
do this, a variety of different approaches were considered.

Reinforcement Learning
One approach which immediately seems intuitive is to make use of reinforcement learning.
RL techniques such as Generative Adversarial Imitation Learning (GAIL) or Adversarial
Inverse Reinforcement Learning (ARIL) are designed to generate policies based on expert
demonstrations [10, 11]. By using these techniques, one could theoretically develop a policy
mapping human poses to robot joint space. However, essentially all RL techniques require
online training to generate a policy, meaning that they require the RL agent to explore its
environment. In practice, training an effective RL agent requires a computer simulation
of the environment, which can be explored significantly more quickly, cheaply, and safely
than the real world. In order to build a simulated environment that could algorithmically
determine the degree of correspondence between a human pose and a set of robot joint
angles, it would by definition require solving the correspondence problem. Therefore, since
no simulation environment of the correspondence problem can be built without first solving
the correspondence problem, RL cannot be used to train an agent to solve the correspondence
5

problem.

Behavioral Cloning
One alternative to reinforcement learning which does not need online training is known as
behavioral cloning [12]. Behavioral cloning is the name for a category of supervised learning
techniques which are designed to learn a policy exclusively using labeled demonstration
data. These techniques are not reinforcement learning based, and as such do not require a
simulation environment, meaning that they can be applied to practically any type of problem.
There are a few theoretical downsides to behavioral cloning techniques. First, since the only
information they have about the problem space is contained in the labeled demonstration
data, behavioral cloning techniques do not inherently generalize well beyond the context in
which they were trained [3]. Also, behavioral cloning assumes that each state action pair they
are trained on is i.i.d, which is not necessarily the case. When the i.i.d assumption is violated,
it can cause a compounding error problem where a small amount of error in one predicted
action can send the system to a configuration that the policy was not trained on. Eventually,
the system ends up in a state where the desired action is undefined by the training data,
resulting in completely nonsensical behaviors. The easiest way to compensate for these issues
is to provide more training data, which is one of the main reasons why behavioral cloning
techniques require more demonstration examples than comparable reinforcement learning
techniques. On the other hand, reinforcement learning techniques are less sample efficient
than behavioral cloning techniques since they must sample additional information about the
system’s behavior from the environment during training. This environment sampling process
is computationally intensive during training.
The current state-of-the-art (SOTA) behavioral cloning technique is known as Implicit
Behavioral Cloning (IBC), provided in [12], which describes the use of Energy-Based Models
(EBM) instead of traditional supervised learning models, which use Mean Square Error as
a metric. Because explicit models define a function, they are unable to directly represent
6

discontinuities in a problem space. They are also unable to represent set-valued functions.
EBM models define their input-output mapping implicitly, so they can represent a wider
space of possible policies more effectively. Since EBM models implicitly learn the “shape”
of the input-output mapping, they tend to generalize better than explicit models where
the problem space has little or no training data available. More details on the theoretical
advantages of EBMs in imitation learning are found in [13]. These properties significantly
improve the performance of IBC on many robotics tasks and benchmarks.

Offline Reinforcement Learning
A variant of reinforcement learning which does not require environment access is known as
offline reinforcement learning, also known as full batch reinforcement learning [14]. Offline
reinforcement learning can be thought of as a generalization of behavioral cloning with fewer
constraints. Like behavioral cloning, offline reinforcement learning agents learn exclusively
from a static dataset of previously obtained environment accesses. However, unlike in behavioral cloning, offline reinforcement learning datasets contain reward information associated
with specific actions, instead of providing the optimal action for each state. However, offline reinforcement learning datasets do not always have any reward information present for
certain actions within demonstrations. Additionally, offline reinforcement learning agents
can take into account multiple states and actions from the past, unlike behavioral cloning
techniques which make predictions only from the state at the current timestep. These properties make offline reinforcement learning techniques ideal for agent control problems without
the possibility of environment access. However, offline reinforcement learning is a recently
established field, being introduced for the first time in 2019 [15]. Additionally, training an
agent to perform a policy given only a fixed dataset of off-policy demonstrations with potentially sparse labels is a difficult task. As a result, it is conceivable that behavioral cloning
techniques may perform better on certain tasks than SOTA offline reinforcement learning
methods, given that behavioral cloning is a much older and more well studied problem. Also,
7

the added complexity of implementation required by offline reinforcement learning methods
may be undesirable for some tasks where behavioral cloning performs well by itself. Finally,
in general, reinforcement learning techniques train more slowly than comparable behavioral
cloning models, which may be a significant disadvantage in some cases.
There are a few offline reinforcement learning methods that are all competitive in various
benchmarks for SOTA. Each of these techniques are based on Q-learning, which is a technique originally designed for online reinforcement learning. One problem with this is that
offline reinforcement learning involves training the RL agent using datasets that significantly
differ from the previously learned policy, something which never happens in online reinforcement learning[15][16]. This discrepancy between the off-policy training data and the newly
learned behavior policy results in something called the “distribution shift” problem, where
the learned Q-function fails to accurately extrapolate the value of a given training sample
which is far from the distribution of previously learned data. In general, the extrapolation
error present in these cases is an overestimate of the true value of a given training sample.
This overestimation can result in the Q-function becoming disproportionately biased towards
out-of-distribution actions, which generally significantly harms the results of the learned policy at test time. The core innovation of each of these offline reinforcement learning methods
is some unique method of solving the distribution shift problem by simultaneously restricting the allowed extrapolation error from the Q-function while also allowing some reasonable
extrapolation to take place, so that the Q-function will eventually learn an optimal policy
given all the data in the training set.

Technique Comparison
To determine which of these approaches to use in solving the correspondence problem, current
SOTA techniques were collected and the theoretical advantages and justifications for each
technique were considered. Additionally, each of the previously described behavioral cloning
and offline reinforcement learning techniques were tested on the Adroit and FrankaKitchen
8

task sets of the D4RL benchmark suite [17]. The results of these analyses are presented in
Table 1.1.
Table 1.1: Comparison of Potential Techniques for Solving the Correspondence Problem
Technique
Name:
Implicit
Behavioral
Cloning (IBC)
[12]

Technique
Type:
Behavioral
Cloning

Technique
Description:
Supervised learning
approach formulated as a
conditional energy-based
modeling problem

Theoretical
Advantages:
Can represent
discontinuities and
multi-valued
functions with
arbitrary precision,
extrapolates well
outside training
data

Conservative
Q-Learning
(CQL) [16]

Offline
Reinforcement
Learning

Applies a regularization
term to its Q-function in
order to learn a
conservative estimate of
each true Q-value

Implicit
Q-learning
(IQL) [18]

Offline
Reinforcement
Learning

Instead of updating the
Q-function directly, an
approximation is used
which implicitly finds the
optimal in-distribution
action for a given state

Policy in the
Latent Action
Space (PLAS)
[19]

Offline
Reinforcement
Learning

Models the learned
policy in the latent
action space of a
Conditional Variational
Autoencoder, implicitly
constraining generated
actions within the
dataset distribution

Conservative
Q-value estimates
for
out-of-distribution
samples limit
distribution shift
problem, simple to
implement.
Easy to implement
and
computationally
efficient. Results
improve with
online fine-tuning
after being
initialized offline.
Allows
generalization
within the dataset.
Can be configured
to allow a
controlled amount
of
out-of-distribution
actions if desired.

Benchmark
Results:
Overall best
results of all
tested techniques.
Tends to do
especially well on
datasets of
high-quality
human
demonstrations.
Overall good
results, roughly
equivalent to
PLAS. Tends not
to do especially
well or poorly at
any task.
Overall excellent
results, better
than PLAS/CQL
but worse than
IBC. Tends to do
especially well on
easy tasks.
Overall good
results, roughly
equivalent to
CQL. Tends to do
especially well on
hard tasks and
poorly on easy
tasks.

IBC [12] tended to perform the best when full human demonstration datasets were available. By contrast, Conservative Q-Learning (CQL) [16], Implicit Q-learning (IQL) [18], and
Policy in the Latent Action Space (PLAS) [19] all traded positions as the best performer
when the dataset contained extraneous actions (not representing the desired policy). Overall, IBC had the best performance over the widest range of tasks compared to the other
9

techniques.
When evaluating which of these techniques is most optimal to use in solving the correspondence problem, the exact structure of the correspondence problem should be considered.
Specifically, the correspondence problem involves mapping some set of human poses trajectories to some set of robot joint trajectories. Since this dataset has been collected in our lab
under controlled conditions, it was possible to ensure that all the human/robot demonstrations were collected with no extraneous actions present. IBC performed best overall on the
D4RL benchmarks, and it performed especially well when tested on tasks with no extraneous
actions in the dataset [12]. IBC also has a number of theoretical advantages which make it
very compelling for use in robotics tasks. The combination of these advantages made IBC the
clear choice to select for solving the correspondence problem within our PECM technique.

1.2.3

Playback of Learned Motions

Using PECM or some other LfD technique, it is possible for the robot to generate joint
trajectories based on some demonstrated human motion. Given these joint trajectories, it
was also necessary to consider the best technique to playback these learned motions, while
satisfying the other desired criteria of the newly developed robot control system. As stated
in Section 1, the desired control system should be able to playback newly learned motions
in real time, use repeated demonstrations of the same motion to reduce error, and generate
novel motions using combinations of previously learned motions and motion parameters
provided by a human user. One important prior LfD technique, presented in [20], known as
Learning from Demonstration by Averaging Trajectories (LAT), already possessed many of
these desired attributes. LAT has a number of design limitations which render it unsuitable
for use here without modifications and improvements. However, given LAT’s flexible design,
it seemed possible to modify LAT in order to create DfD, an algorithm that would satisfy
all the desired criteria, and could be integrated successfully with PECM.

10

Chapter 2
Dancing From Demonstration
The first half of the robot control framework developed in this thesis is known as Dancing
from Demonstration (DfD), which was recently published in [6]. There are a wide variety of
techniques that can be used to enable a robot to learn motion data from human demonstrations. Once these robot motions are generated, some other technique is required to enable
the robot to perform these motions using its manipulator. DfD is a kinesthetic learning
from demonstration (LfD) technique capable of performing both of these functions. DfD
was initially conceived as a choreography framework to enable a robot-human duet dance
performance, as described in [6]. This original task requirement was the motivating factor
behind all of the design requirements and capabilities that DfD was developed with.
One of the primary design goals of DfD was to design an LfD system capable of learning,
processing, and replaying robot motions in real-time. In order to satisfy this requirement,
DfD was designed with a focus on simplicity and efficiency. Many other LfD systems, such
the Gaussian Process based approach described in [4], require several seconds to process a
single 10 second learned motion. This motion processing delay renders these techniques suboptimal for use cases that involve the learning and immediate playback of new motions. By
contrast, DfD is capable of processing a similar 10 second learned motion in under a second.
The benefit of this real-time operation capability is that it enables the robot to participate
11

in tasks where a robot and a human interact and cooperate simultaneously, including the
dance in [6].

It was also necessary for DfD to have the ability to learn new motions with only a very
small number of demonstration samples, or potentially just one. This also enabled its use in
real-time settings where time available to perform a motion demonstration was very limited.
Additionally, it was desirable for DfD to only require data from the robot’s proprioceptive
sensors in order to function. This way, DfD would be flexible even in environments where
external sensors were difficult or impossible to set up. These features were also necessary to
enable tasks such as duet in [6].

Additionally, DfD has the goal of enabling the robot to “modulate” multiple similar
motions, combining them together to create an entirely unique and novel motion. When
designing the motion modulation capability of DfD, there were two primary use-cases in
mind. One desired feature was for the modulator to be able to find the “average” of two or
more similar motions, as a means of smoothing out errors in the recording of any particular
motion. This way, if a human teacher demonstrated the same motion multiple times, the
various recordings of that motion could be combined into one refined version with minimal
recording errors or imperfections. The second desired feature for DfD was some method
by which multiple different recorded motions could be combined together to generate an
entirely new motion, “inspired” by the originals. Additionally, by adjusting the parameters
of the combination process, the exact degree to which each original motion influenced the
generated motion could be adjusted. This feature is primarily useful in creative contexts,
such as the dance performance in [6], where the robot is told to perform a new motion based
on some set of motions it already knows. By adjusting the modulation parameters, a variety
of new motions can be generated based on the same set of original motion recordings. This
enables a dance choreographer to easily modify the robot’s dance routine without needing
to record entirely new motions.
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2.1

Dancing from Demonstration Algorithm

In order to develop all of these capabilities for DfD, a technique known as Learning from
Demonstration by Averaging Trajectories (LAT) [20] was used as a basis. LAT came close to
satisfying many of the qualities desired in DfD, and was designed in a flexible way that was
easy to adapt and improve to achieve the desired functionality. LAT was originally designed
as a robot control system for performing manipulator motions that physically interacted
with an object from the environment.
To make use of LAT, the robot user first kinesthetically manipulates the robot arm to
demonstrate a desired motion which performs some task involving moving an environment
object. This process can be repeated a desired number of times for each motion. Once the
user is satisfied with the performed motion demonstrations, the LAT algorithm then uses
all demonstrations of that motion to learn one finalized motion, constraining that finalized
motion depending on the position of the environment object throughout the demonstrations.
Because of this design choice, LAT required that each motion demonstration have at least
one interaction with some object external to the robot, and the position of that object
relative to the robot needed to be tracked with sensors throughout the motion. This was
undesirable behavior for DfD, which needed to be able to reproduce motions without any
object interactions and without the use of external sensors that could be used to track the
position of external objects. Additionally, while LAT was not very computationally complex,
it was still possible to make efficiency improvements by redesigning its underlying algorithm.
One algorithm fundamental to the functionality of LAT is known as Dynamic Time
Warping (DTW) [21], which is a method of time-aligning two similar signals that have some
unknown time offset from each other. DTW has a few shortcomings, such as the fact that the
alignment quality degrades rapidly as the signals to be aligned become more dissimilar, such
as with the addition of noise. Additionally, DTW can only perform alignment of two signals
at once, meaning that three or more signals must be aligned through some other approach.
The most effective approach to do this involves DTW Barycenter Averaging (DBA) [22],
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which generates even worse results than regular DTW, since it involves iteratively applying
DTW to each signal until convergence is reached. Thus, any signal artifacts that would
have been generated by DTW are equally bad or worse when using DBA, because error
from each iteration accumulates. Additionally, LAT does not use DBA, instead choosing to
use an approach where every possible pair of signals is DTW aligned, and the alignments
are kept only for the pairs including the particular signal with the lowest total warping
distance. This alternative method of aligning more than two signals has worse efficiency and
time-complexity than DBA, while still resulting in significant error.
One major improvement that was made to LAT during the design process of DfD was
to replace DTW [22] with Soft-DTW [23]. Soft-DTW is a variation of DTW that uses a
soft-min operator instead of the min operator used in DTW. This has the effect of greatly
improving alignment results for noisy signals, without significantly increasing computational
complexity. Additionally, while the limitation of only being able to align two signals still
exists, Soft-DBA generates results that are significantly better than those of DBA, and so
Soft-DBA has been used to replace the multi-signal DTW technique used by LAT.

Algorithm Design and Implementation
The DFD algorithm [6], enumerated in Algorithm 1, operates on robot joint trajectories
and generates new robot motions with desired modulation parameters. Figure 2.1 illustrates
the process for the WaveLeft example gesture that was developed for the performance in
[6]. More formally, assume that a human demonstrates a finite number of motions that
track with an index, s ∈ S ⊂ N. Each demonstration is captured as a sequence of joint
angle vectors, θ ∈ Rn , where n is the number of robot manipulator joints, at some set
sample rate, r, for a time duration, ds . Therefore, we define a recorded demonstration as
Ds = {(k, θ(k))|k = 0, ..., rds }. The left plot of Figure 2.1 shows three demonstrations
sampled at 50Hz, each with their own value for ds .
The user supplies the set of demonstrations, {Ds }, m ≤ s desired demonstrations, and
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Algorithm 1 Dancing from Demonstration algorithm
Require: Set of demonstrations, {Ds }, number of motions to modulate, m, weight vector,
W
M ← {(Dj , W )|j = 1, ..., m}
Davg ←
P soft-dtw-barycenter(M )
lw ← m
i=1 wi |Di |
Dw ← resample(Davg , lw )
Maligned ← soft-dtw-align(M, Dw )
Dmodulated ← weighted-avg(Daligned , W )
return Dmodulated
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Figure 2.1: This figure demonstrates how the DfD algorithm operates on the elbow joint angle’s demonstrated trajectory as part of our WaveLeft example gesture. The plot on the left shows the captured
demonstration set with three motions, e.g. s = 3. The middle plot shows the output of the Soft-DTW
alignment process when we set m = s and use a balanced weight vector of W = [ 31 13 13 ]. The resulting
trajectories have the same start and end points based on the value of lw . The plot on the right shows the
final modulated motion using the weight vector.

a vector of m modulation weights, W ∈ Rm . We define this modulation set as M =
P
{(Dj , W )|j = 1, ..., m}, where ∀wi ∈ W, m
i=1 wi = 1. In our example in Figure 2.1, we use
a balanced weight vector, W = [ 13

1 1
];
3 3

however, a user may choose any combination that

satisfies the weight constraint.
This modulation set is fed into a Soft-DTW barycenter averaging [23] procedure1 and
the modulated set Davg = {(k, θ(k))|k = 0, ..., l} is generated, where l = maxs∈S |Ds |.
Pm
The weighted length lw =
i=1 wi |Di | is computed, and the new trajectory is then resampled to length lw , which results in the an approximate modulated demonstration, Dw =
{(k, θ(k))|k = 0, ..., lw }. Soft-DTW alignment is applied to the original demonstrations in
1

https://tslearn.readthedocs.io/en/stable/
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the modulation set, M , and the approximate demonstration, Dw , resulting in a new motion
set, Maligned = {(Daligned,j , W )|j = 1, ..., m}. The middle plot in Figure 2.1 shows this
alignment to the weighted average of the demonstration lengths, lw . Finally, the weighted
average of each Daligned,j with its corresponding weight in W results in the final motion,
Dmodulated . Based on our example’s balanced weighting, one can see in Figure 2.1’s right plot
that the modulated motion looks like the average of the inputs. This approach allows a user
to experiment with a mixture of weights to achieve a desired motion effect from the robot,
while also keeping the core characteristics of the initial motion demonstrations.

2.2

Performance Results

Since the primary novel feature of DfD is a motion modulation process designed to enable
creative motion generation and dance choreography, we chose to evaluate DfD by performing
a robot-human dance as described in [6]. The robot model used in the performance was an
Interbotix LoCoBot equipped with a 5 degree-of-freedom (DOF) manipulator arm. The DfD
algorithm was implemented in ROS and a state machine framework called FlexBE [24] was
used in order to design and modify the performance structure.
The performance venue that we used did not have any spatial localization system for the
robot to use, so the robot’s position estimation was based entirely on its internal odometry.
Since the performance was only about 5 minutes long, odometry error did not have much
time to accumulate, so the negative effect of the resulting positional inaccuracy was not
large enough to significantly impact the performance. That said, plans are in progress to
implement another spatial positioning sensor to reduce the robot’s position estimation error
in future performance tasks.
The performance2 is split into three sections. The first minute of the performance happens
at the front of the stage, where the human dancer improvises a new motion during the
performance and teaches three different samples of it to the robot using DfD, as shown in
2

https://vimeo.com/678480077/
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Figure 2.2. After the new motion has been demonstrated in this way, DfD motion modulation
is applied in order to smooth out any demonstration error that may have been present. The
robot then immediately plays this modulated motion back as shown in Figure 2.3, visually
demonstrating that it has successfully learned this new gesture primitive. This motion
learning process makes use of most of the capabilities that DfD has been designed with.
First, the robot must learn a new motion with a very small amount of training data, only
a few demonstration samples. Also, DfD must be able to modulate these multiple motion
demonstrations in order to generate one combined motion with reduced demonstration error.
Finally, the whole process must run in real-time, so that the robot can immediately play
back the motion and continue the performance after modulation is complete.

Figure 2.2: The beginning of section one of the
performance, where the human dancer is teaching an improvised motion to the robot

Figure 2.3: The end of section one of the performance, where the robot is playing back the
newly learned motion

After section one of the performance is complete, the robot begins stage two, where it
plays back a sequence of pre-recorded motion primitives in sync with its human partner while
moving across the stage, as shown in Figure 2.4. This phase of the performance makes use
of the final functionality built into DfD, the ability to creatively generate new motions as
some user specified blend of a set of pre-existing motion demonstrations. More specifically,
all of the motions that are played back during this section are the result of the DfD creative
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motion modulation process.
Finally, in section three of the performance, the robot and human separate as shown in
Figure 2.5, and each performs a dance solo across the stage from one another. After they
have both finished their solo, they meet back up at the front of the stage for the end of the
performance, where they both perform the same motion in sync once again. Throughout
section two and three of the performance, the new motion that the robot learned in part one
is played back multiple times in order to add an element of dynamicism.

Figure 2.5: Section three of the performance,
where the human and robot separate to perform
their own dance solos

Figure 2.4: Section two of the performance,
where the human and robot are performing the
same motion in sync

This robot-human duet was performed multiple times, each time with a different motion
being improvised and taught to the robot in phase one. Each time it was performed, this
dance performance worked successfully. This demonstrates that DfD is an effective LfD
framework for use in real-time, creative motion learning environments where minimal training
data is available.
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Chapter 3
Pose Energy Correspondence
Mapping
The development and use of DfD in the robot/human dance in [6] resulted in the recognition
of certain limitations with the approach. Specifically, DfD is a kinesthetic LfD technique,
meaning that a human demonstrator must physically grab and move around the robot’s
manipulator to teach a new motion. This kinesthetic teaching process is slow, clunky, and
does not scale well to larger robots and/or robots with manipulators that have higher degrees
of freedom. A better LfD method was desired to solve these issues and research was then
performed in order to identify the best possible design for this new technique. As described
in Section 1.2, observation LfD is the ideal demonstration type for the new method, and
IBC [12] was selected as the best technique to solve the observation LfD correspondence
problem. These two techniques have been combined in an effort to replace the kinesthetic LfD
functionality built into DfD, and the resulting method is called Pose Energy Correspondence
Mapping (PECM).
At a high level, the challenge of PECM, like all passive observation based LfD techniques,
is in solving the correspondence problem. The correspondence problem is the task of finding
some algorithmic method of mapping a set of human motion sensor observations to a cor19

responding set of robot control outputs that represents that same motion. The difficulty is
that, in general, many plausible mappings are possible and it is unclear what the ideal mapping is. Any model or algorithm that performs this task is considered a generative model,
which takes human pose data as an input and generates a corresponding robot control output. Over the last few years, a great deal of research has been done regarding the numerous
advantages of energy-based models (EBMs) when applied in generative contexts. Therefore,
PECM makes use of EBMs in order perform to its pose mapping task.
Given human pose observations o and corresponding robot goal action a, a classical
explicit feed-forward neural network Fθ , parameterized by θ, is structured in the form â =
Fθ (o). By contrast, an analogous energy-based model Eθ is structured in the form â =
arg mina Eθ (o, a) [12].
EBMs are a subcategory of what are known as contrastive learning models. These models,
described in [25], are designed to learn some representation of each input which simultaneously minimizes that input’s distance from other similar inputs and maximizes the distance
from dissimilar inputs. In other words, these models attempt to learn a function with outputs that correspond to the density of similar data in each part of the dataset. Therefore,
these models can be said to learn the data density distribution of the dataset. By learning
this data distribution, the model can then be used to generate new robot actions similar to
those that correspond to human pose observations similar to those in the dataset.
In order to train and generate prediction samples from such a model, a more complex
process is required compared to an explicit neural network. The goal of the training process
is to generate the energy function Eθ that defines the density function of some desired model
data distribution. In order to do this, a loss function known as InfoNCE [12] is used which
works as follows.
Given some dataset of I observations and corresponding actions {oi , ai }, it is first necessary to compute the data bounds amin and amax for each category in a [12]. Next, some
−1
batch of N −1 action counter-examples {ãni }N
n=1 is generated for each oi by random sampling
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from the rectangular region constrained by amin and amax [26]. Each set Ai of N samples,
comprised of N − 1 counter-examples and one corresponding positive sample ai , is used to
optimize the InfoNCE loss function:

LInfoNCE = −

I
X
i=1

"

#

e−Eθ (oi ,ai )

log PN

j=1

j

e−Eθ (oi ,Ai )

EBMs provide additional complications at inference time compared to explicit neural
networks, due to the need to find arg mina Eθ . The value of a that satisfies this minimum
condition cannot be found directly, and instead must be found using some type of iterative
optimization process. PECM utilizes a Markov chain Monte Carlo (MCMC) optimization
method known as stochastic gradient Langevin dynamics (SGLD) [12, 27]. Given some
training sample index i, some counter-example index n, and some markov chain iteration
index k, the formula for SGLD is:

k

λ
ãni = k−1 ãni − ∇a Eθ (oi , k−1 ãni ) + λω k , ω k N (0, σ)
2

For each counter-example, the MCMC chain is run a fixed number of langevin iterations,
defined by the parameter K. To increase the stability of the training process, a gradient
penalty is added [12], defined as:

Lgrad =

I N
−1
X
X

max 0, ||∇a Eθ (oi , K ãni )||∞ − M

2

i=1 n=1

M is a scaling factor known as the gradient margin that determines the relative magnitude
of the gradient vs the noise in SGLD. To combine the InfoNCE loss and gradient penalty into
the overall PECM loss function, the two losses are added together as L = LInfoNCE + Lgrad
[12].
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3.1

Theoretical Advantages

Energy-based models have a number of theoretical advantages which make them ideal for
robotics and human pose mapping applications. One such advantage is in modeling behaviors
with discontinuities [12]. Explicit neural network models are comprised of repeated layers
of continuous functions such as addition, multiplication, and some non-linear activation
function. All of these are continuous functions, and no combination or nesting of continuous
functions can produce a nonlinear function. Therefore, any time an explicit neural network
model is tasked with learning discontinuous behaviors, the resulting model will represent, at
best, a very steep continuous slope connecting the two sides of the discontinuity. By contrast,
EBMs model discontinuities natively, with arbitrarily high precision. Because EBM inference
is performed with a gradient descent step that finds the local minimum energy value for a
given observation, any observation that is in the ”watershed” of a certain minimum energy
action will predict that action. Thus, infinitesimal changes to an EBM’s input observation
can result in arbitrarily large changes in the model’s predicted action output, as would be
expected when modeling a discontinuity.
One case where effective modeling of discontinuities is helpful is in handling robot manipulator contact dynamics, where the system behavior changes completely once the manipulator
has made contact with a static object [13]. Another case where modeling discontinuities is
useful is in robotics path planning problems where a robot must swerve either right or left to
avoid an obstacle, but selecting the midpoint of those paths would result in the robot crashing into the obstacle. In general, any problem which requires an agent to select between
more than one distinct mode of operation contains a discontinuity. In the particular case of
PECM, there are often cases where multiple different robot arm actions could correspond to
a given human pose observation, but the average of all or any of them would not. Therefore,
PECM must select between multiple discontinuous behavior options.
Another context where EBMs have theoretically advantageous qualities is when extrapolating to data outside the training set. in [12], multiple test tasks were performed where an
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EBM and an explicit network were trained on a small amount of data, and the generalization
performance of those networks were compared. In one benchmark task, the networks were
trained with data from a variety of one dimensional functions with discontinuities. In each
case, the EBM was able to correctly infer the function’s behavior outside the training set by
linearly extrapolating the function’s behavior along the edges of the training distribution.
The explicit network was less successful in doing this, resulting in visible irregularities around
the training data boundary. In [27], EBMs were compared against two other generative models across five different out-of-distribution datasets. In this testing, EBMs perfomed the best
overall, and had the best generalizaton in four of the five tasks. These results indicate that
EBMs are good at finding the underlying patterns in data, even when tested on samples
dissimilar to what they were trained on. This is useful for PECM, where the goal is to learn
a mapping from any arbitrary human arm pose to a corresponding robot manipulator pose,
but the dataset will not include samples of every possible pose.
Another benchmark task that was performed in [12] was visual coordinate regression task,
where an EBM and an explicit network were presented with an image containing a single
green dot. The goal of the task was for each network model to determine the coordinate
position of the dot. The EBM performed well in this task, correctly generalizing to outof-distribution data with only 10 training samples. The explicit network, by contrast, was
unable to generalize outside of the training set even when given 30 training samples. The
fact that EBMs are unusually good at extrapolation and generalization makes them ideal
for tasks where only a small dataset is available, such as in PECM.

3.2
3.2.1

Model Training and Testing
Data Collection

The goal of the PECM pose mapping model is to solve the correspondence problem, thus
enabling any human pose to be mapped to some corresponding robot pose. In order to train
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the PECM model, a dataset of human motions and corresponding robot joint trajectories
was therefore collected. To ensure that the quality of the motions and corresponding robot
trajectories, all motions in the dataset were designed and recorded by trained dancers. Since
dancers have an excellent understanding of human body dynamics and are trained to think
flexibly about how motions can be represented in different contexts, it made sense that they
would be uniquely qualified to provide the motions for the dataset.
The training dataset consisted of 11 different corresponding human/robot motion pairs,
with 6 sample demonstrations for each. Each recorded motion was roughly 5 seconds long,
for a total of approximately 5.5 minutes of dataset recordings. While the dataset here was
small, one of the research questions here was to see if a small quantity of diverse pose
demonstrations would be sufficient for a neural network model to effectively generalize to a
much wider range of pose correspondences.
For each human motion in the dataset, one human pose trajectory was recorded using
an OAK-D depth camera as shown in Figure 3.1. The OAK-D camera was loaded with
the BlazePose human pose estimation model proposed in [28]. This enabled 3D full-body
human pose tracking, where keypoints along the body were quickly and accurately captured.
During each pose recording, human subjects were instructed to only move their arms when
generating each motion, as the focus of this research was to try to find a correspondence
between human arms motions and robot arm motions. Finding a correspondence between
an entire human body and a robot was beyond the scope of this thesis, and needs further
study.
For each human pose trajectory, one corresponding robot joint trajectory was also captured, such as the joint trajectory performed in Figure 3.2. The robot used for the data
collection and testing process is a Trossen Robotics LoCoBot WX200 Rover, with a 5 degreeof-freedom (DoF) manipulator. This robot manipulator was kinesthetically moved by the
same human subject who recorded the human pose trajectory. The human subject was instructed to move the manipulator in a way that they felt represented ”the same motion” as
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Figure 3.2: The robot playing back the corresponding human demonstrated robot motion

Figure 3.1: An example of the OAK-D depth
camera recording a human motion demonstration

the motion they had performed during the human pose recording session. The manipulator
joint trajectories were then recorded at 10Hz using the angle sensors built into the servo
motors. This robot motion recording process was done using the kinesthetic LfD technique
developed for DfD.
Once all the human and robot motions were collected, the data needed to be time25

aligned before it could be used for training. It seems reasonable to assume that a movement
performed by the human subject should always correspond to a movement of the robot
manipulator. Therefore, the gradient magnitude of each corresponding pair of human and
robot trajectories should be roughly the same. Thus, time-alignment was carried out by
performing Soft-DTW [23] on the gradient magnitude of each pair of motions. Soft-DTW
was used in place of DTW [21] because of its greater tolerance to noise and variation between
the two signals to be aligned. The full data collection and alignment procedure can be found
in Figure 3.3.
Figure 3.3: The full PECM data collection process
Human Demonstrator

Demonstrates corresponding human motion

Demonstrates corresponding robot motion

OAK-D depth camera with BlazePose pose
estimation model

Dancing from Demonstration kinesthetic LfD
system

Human motion recording

Robot motion recording

Compute gradient magnitude of each human
and robot motion

Robot motion gradient magnitude
Human motion gradient magnitude

Soft-DTW is applied to generate an
alignment matrix

Alignment matrix

The alignment matrix is used to align the robot/human motions

Final aligned motion pair

3.2.2

Training

Two neural network models were trained with this dataset. The first is the PECM model, and
the second is an explicit neural network baseline model using a mean squared error (MSE)
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loss function. Both models use a multilayer perceptron (MLP) structure. Hyperparameters
for each model can be found in Table 3.1 and Table 3.2.
Table 3.1: Pose Energy Correspondence Mapping Model Hyperparameters
Hyperparameter
Training iterations
Batch size
Sequence length
Learning rate
Learning rate decay
Learning rate decay steps
Network width
Network depth
Activation function
Layer spectral norm
Training counter-examples
Action boundary buffer
Gradient penalty
Gradient margin
Langevin iterations
Langevin learning rate init.
Langevin learning rate final
Langevin polynomial decay power
Langevin delta action clip
Langevin noise scale
Langevin 2nd iteration learning rate

Value
100000
512
3
0.001
0.99
100
256
8
ReLU
Not used
8
0.05
Final step only
1
100
0.1
0.00001
2
0.1
1
Not used

Most of these hyperparameters were selected because they were found to produce the
best results in benchmarks from [12]. Additionally, some parameters, such as model size,
training iterations, or batch size, were set to the same value in each model to ensure a
“fair” comparison between PECM and the baseline technique. However, the sequence length
of each of these models was set to 3, unlike any of the configurations described for those
benchmarks. This configuration choice was made in order to better enable the network to
learn to move like a human. More specifically, human muscles work by applying a force to
tendons and ligaments, which pull on bones, resulting in body motion. According to newton’s
second law, F = ma, and the mass of human body parts as well as robot joints remains
constant throughout any given motion. Therefore, throughout any human motion, muscular
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Table 3.2: Mean Squared Error Baseline Hyperparameters
Hyperparameter
Training iterations
Batch size
Sequence length
Learning rate
Learning rate decay
Learning rate decay steps
Network width
Network depth
Activation function
Dropout rate

Value
100000
512
3
0.0005
0.99
100
256
8
ReLU
0.1

force applied is proportional to the acceleration of the body part that muscle connects to.
This means that in order for a neural network to properly learn the ways in which humans
apply force using our muscles, the network training data must include information about the
acceleration of the body parts connected to those muscles. Using numerical differentiation,
it is possible to compute the acceleration of some object given three measurements of the
position of that object at different moments in time. Therefore, a sequence length of 3
provides the neural network with all the information it needs to accurately approximate the
forces being exerted by a human’s muscles throughout a given motion in the dataset. Having
this information should allow the network to more effectively learn how to map motions from
the human demonstrator to the robot.

3.2.3

Testing

In order to test the trained models, a set of three test motions was collected using the same
procedure that was described in Section 3.2.1. Given each of these human test motions as
input, inference was performed with each model to generate a corresponding robot motion.
These motions as well at the human demonstrated robot motions in the test set were then
played back on the robot using DfD and a video of each motion was recorded. A survey of
these motion videos was then created, where survey participants were shown video of each
human motion and a corresponding robot motion, and asked to rate these robot motions on
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a variety of criteria. The order of questions as well as the order of sections in the survey was
randomized, so that survey participants did not know which motions were which.
All survey questions involved survey participants rating the robots motion performance
on a scale of 1 (the worst) to 5 (the best). There were six categories of questions that survey
participants answered. The first two categories attempted to measure the quality of the
correspondence between each human motion and robot motion. The first of these correspondence questions asked specifically about the quality of the movement correspondence,
whereas the second correspondence question asked about the degree of correspondence of the
emotional feeling of each motion. Each of these question explicitly asked survey participants
how well the motions corresponded with each other. The next four categories of questions
were all asked in the form of a Likert scale, where survey participants were asked to rate
the robot motion on a scale according to some criteria or attribute of the motion. Question
categories three and four were each taken from the Godspeed Questionnaire [29], which is a
standardized set of survey questions for evaluating human-robot interaction techniques. The
Godspeed Questionnaire itself contains five sections, but only two of them were relevant to
evaluating PECM. The third question category was the Godspeed anthropomorphism questions, in order to evaluate how humanlike the generated motions appeared. Likewise, the
fourth question category was the Godspeed animacy questions, in order to evaluate how lifelike the generated motions appeared. The fifth and sixth question categories each consisted
of a single question, chosen to fill in the gaps and evaluate each motion correspondence in a
way that none of the preceding questions did. The fifth question category asked for a rating
of the smoothness of the robot motion, and the sixth asked about the balance and evenness
of the robot motion.
Much like the human demonstrators who provided all of the motions for the data collection process, all four of the survey participants were experienced dancers and choreographers,
with the least experienced among them having over 15 years of dance experience and more
than 5 years of choreography experience. The purpose of having dancers provide the sur29

vey responses was to ensure that the motions would be evaluated by someone with a deep
understanding of body dynamics and motion, theoretically making their responses more
accurate.
Figure 3.4: Average benchmark results from each question category. See Appendix A for full results of
each individual category.
Average Benchmark Results
5
4.5
4
3.5
3
2.5
2
1.5
1
How well do you think How well do you think
the robot motion
the robot motion
replicated the
replicated the feeling
movement of the
of the human motion?
human motion?

Anthropomorphism
Godspeed
Questionnaire

Animacy Godspeed
Questionnaire

Human Demonstrated Robot Motion

PECM

Choppy vs Smooth
Likert Scale

Unbalanced vs Even Geometric Mean of All
Likert Scale
Benchmarks

Baseline (MSE)

Table 3.3: Average benchmark results from each question category. See Appendix A for full results of each
individual category.
Survey Question Category

How well do you think the robot motion
replicated the movement of the human
motion?
How well do you think the robot motion
replicated the feeling of the human motion?
Anthropomorphism Godspeed Questionnaire
Animacy Godspeed Questionnaire
Choppy vs Smooth Likert Scale
Unbalanced vs Even Likert Scale
Geometric Mean of All Benchmarks

Human
Demonstrated
Robot Motion
3.333333333

PECM

Baseline
(MSE)

2.166666667

2.333333333

3.5

2.25

2.416666667

3.416666667
3.5
3.75
3.666666667
3.524953215

2.3
2.375
3.333333333
3
2.536458017

2.533333333
2.763888889
3.583333333
3.583333333
2.823775369

As shown in Figure 3.4 and Table 3.3, PECM performed worse than the MSE baseline
in every tested category. It should be noted that the hyperparameters of both models were
not tuned, which likely contributed negatively to these results. While PECM performed
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only slightly worse in correspondence metrics, it performed significantly worse in many of
the more qualitative metrics including Anthropomorphism, Animacy, and evenness. This
indicates that while the degree of correspondence was nearly as high for PECM as the
baseline, the nature of the motions generated by pecm was significantly less humanlike and
more robotic.
An important question to answer is, given all of the theoretical advantages that PECM
has, why did it fail to produce good results in this use case? It seems likely that this failure
is partially the result of a property of EBMs proven in [12], the fact that EBMs are capable
of representing a larger class of functions than normal explicit networks such as the MSE
baseline. While this would at first appear to be beneficial, this greater representational
power does mean that EBMs with equal model size have a greater capacity for overfitting
than explicit networks.
One factor that compounds this issue is the very small size of the training dataset used
in this research, which is largely due to the time consuming nature of collecting motion
correspondence data. In order to collect such data, a human subject must invent a new motion, record that motion in controlled conditions in view of a camera, invent a corresponding
robot arm motion, and then use DfD to kinesthetically teach that motion to the robot. This
process can take multiple minutes in some cases just to record one motion correspondence
that is a few seconds long. It can therefore take many hours to collect a dataset of any
decent size.
Additionally, not only is the dataset small, it also only contains only a small subset
of all possible human-robot motions. When an EBM was chosen as the neural network
technique underpinning PECM, it was hoped that the greater extrapolation capabilities of
EBMs would enable the model to learn a generalized mapping of all possible human motions
to all possible robot motions. Indeed, EBMs have been shown in [12] to perform well in
cases where the training dataset is small, being randomly sampled from a much larger and
more complete dataset. However, due to way the InfoNCE loss function works, any part
31

of the problem space that does not contain training samples will eventually be filled with
counterexamples, and the EBM will learn to avoid predicting those values. Therefore, in
cases where large regions of the problem space are missing from the training dataset entirely,
EBMs will struggle. As a result, PECM generates motions which tend to be very “modal”,
switching rapidly to whatever region of the problem space contained the most similar motion
from the training set.
Subjectively, this issue could be observed in many of the motions that were generated
by PECM. The motions appeared very jerky and aggressive, the robot manipulator often
moving rapidly even when the human demonstrator had only moved a small amount. These
moments of jerkiness were interspersed with periods of calm, where the PECM motions were
very smooth and high-quality. It seems likely that these regions of high quality results were
the areas of the problem space that contained the most training data. By contrast, the MSE
baseline generated motions that were never very jerky, but it never generated any portions
of motions which reached the same level of quality as PECM sometimes did. Additionally,
the MSE generated motions were always subdued, as if the network never quite knew what
to do. Thus, it would seem that EBMs degrade differently than MSE networks with insufficient training data. Explicit networks degrade by becoming less and less “confident”
in their predictions, resulting in motions that are dull and full of hesitation. By contrast,
EBMs degrade by remaining decisive in their predictions, but sometimes predicting the incorrect thing. Unfortunately, in the case of solving the correspondence problem, generating
a hesitant motion is better than generating a confidently wrong motion.
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Chapter 4
Conclusion

4.1

Conclusion

In this thesis, two robot control techniques were presented: DfD, a kinestethic LfD framework, and PECM, which is an observational LfD system conceptualized as a replacement for
the motion recording portion of DfD. DfD was developed as a simple and efficient motion
learning and playback system, capable of motion modulation with real-time performance.
This modulation process could be used either for motion smoothing, or for creative motion generation. DfD achieved its goals, being used successfully to enable a robot-human
duet dance performance. PECM was then designed as an extension of DfD, making use of
an Energy-based model to solve the correspondence problem and allow new motions to be
demonstrated much more easily. Robot motions generated by PECM were then compared
to motions generated by a baseline in a survey consisting of six different qustion categories.
PECM performed worse than the baseline in every category of the survey. The reasons
for this failure appear to be a combination of unforeseen deficiencies in the generalization
behavior of Energy-based models, as well as a lack of training data resulting in overfitting.
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4.2

Future Work

One area of future research related to this thesis is clear: develop a functional version of
PECM. There are two main categories of approaches by which this could be done. One possibility would be to continue developing a machine learning approach, potentially involving
some other neural network variety besides energy based models. For this to be practical, it
seems likely necessary to acquire significantly more training data than what was used in this
thesis, in order to avoid the same problems that PECM encountered. In fact, it is possible
that the collection of more training data alone would be enough to make PECM work, even
without any other technical changes. However, collecting that much training data would be
a slow process. Related to this, another interesting research thread would be to investigate
if there is any way to collect training data for this task more quickly and easily. If such a
method could be developed, then solving the correspondence problem with machine learning
would become significantly easier.
The other general approach to potentially solve the correspondence problem would be
to place less emphasis on machine learning, and instead make use of inverse and forward
kinematics based techniques. Given that humans and robots are both made of some set of
rigid links connected by joints, robot kinematics techniques could in theory be applied to
humans as well. It therefore seems possible to develop some method that can map poses
from a human to a robot, entirely without machine learning. A hybrid of these approaches
could also be developed. One idea in this area would be to use robot kinematics to develop
some sort of model that could interface with a neural network in order to make its learning
task easier.
Unrelated to PECM, research could also be done to expand and design further capabilities
for DfD. The motion modulation approach that DfD uses to generate novel motions is in
a relatively unexplored area of research, and it could potentially be extended with new
capabilities for dynamic motion generation. Alternatively, the motion smoothing capabilities
also provided by DfD could potentially be improved as well.
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Appendix A
Extra Figures and Tables
Figure A.1: Full results for the movement correspondence survey category.
How well do you think the robot motion replicated the movement of the human motion?
5
4.5
4
3.5
3
2.5
2
1.5
1
Motion 1

Motion 2

Motion 3

Human Demonstrated Robot Motion

PECM

Average

Baseline (MSE)

Table A.1: Full results for the movement correspondence survey category.
How well do you think the robot motion
replicated the movement of the human
motion?
Motion 1
Motion 2
Motion 3
Average

Human
Demonstrated
Robot Motion
2
3.5
4.5
3.333333333
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PECM

Baseline
(MSE)

2
2.25
2.25
2.166666667

2
2.25
2.75
2.333333333

Figure A.2: Full results for the feeling correspondence survey category.
How well do you think the robot motion replicated the feeling of the human motion?
5
4.5
4
3.5
3
2.5
2
1.5
1
Motion 1

Motion 2

Motion 3

Human Demonstrated Robot Motion

PECM

Average

Baseline (MSE)

Table A.2: Full results for the feeling correspondence survey category.
How well do you think the robot motion
replicated the feeling of the human motion?

Human
Demonstrated
Robot Motion
2.5
3.5
4.5
3.5

Motion 1
Motion 2
Motion 3
Average

PECM

Baseline
(MSE)

2.25
2.75
1.75
2.25

2
2.75
2.5
2.416666667

Figure A.3: Full results for the anthropomorphism survey category.
Anthropomorphism Godspeed Questionnaire
4.5

4

3.5

3

2.5

2

1.5

1
Motion 1

Motion 2

Motion 3

Human Demonstrated Robot Motion
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PECM

Baseline (MSE)

Average

Table A.3: Full results for the anthropomorphism survey category.
Anthropomorphism Godspeed
Questionnaire
Motion 1
Motion 2
Motion 3
Average

Human Demonstrated
Robot Motion
3.15
3.2
3.9
3.416666667

PECM
2.75
2.15
2
2.3

Baseline
(MSE)
2.6
2.55
2.45
2.533333333

Figure A.4: Full results for the animacy survey category.
Animacy Godspeed Questionnaire
4.5
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3

2.5
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Motion 1

Motion 2

Motion 3

Human Demonstrated Robot Motion

PECM

Average

Baseline (MSE)

Table A.4: Full results for the animacy survey category.
Animacy Godspeed
Questionnaire
Motion 1
Motion 2
Motion 3
Average

Human Demonstrated Robot
Motion
3.375
3.208333333
3.916666667
3.5

PECM
2.666666667
2.291666667
2.166666667
2.375

Baseline
(MSE)
3
2.75
2.541666667
2.763888889

Table A.5: Full results for the choppy vs smooth survey category.
Choppy vs Smooth Likert
Scale
Motion 1
Motion 2
Motion 3
Average

Human Demonstrated Robot
Motion
3.25
3.5
4.5
3.75
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PECM
3.5
3.5
3
3.333333333

Baseline
(MSE)
3.75
3.25
3.75
3.583333333

Figure A.5: Full results for the choppy vs smooth survey category.
Choppy vs Smooth Likert Scale
5
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Figure A.6: Full results for the unbalanced vs even survey category.
Unbalanced vs Even Likert Scale
5
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Human Demonstrated Robot Motion

PECM

Average

Baseline (MSE)

Table A.6: Full results for the unbalanced vs even survey category.
Unbalanced vs Even Likert
Scale
Motion 1
Motion 2
Motion 3
Average

Human Demonstrated Robot
Motion
3
3.25
4.75
3.666666667
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PECM
3
3.25
2.75
3

Baseline
(MSE)
3.5
3.5
3.75
3.583333333
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