Abstract. This paper is concerned with a boundedness of trace and extension operators for Besov spaces and Triebel-Lizorkin spaces on upper half space with variable exponents. To define trace and extension operators, we introduce a quarkonial decomposition for Besov spaces and Triebel-Lizorkin spaces with variable exponents on R n . Furthermore, we study trace and extension operators for Besov spaces and Triebel-Lizorkin spaces with variable exponents on upper half spaces R n + .
Introduction
The function spaces with variable exponent(s) have a long history since the discovery by Orlicz [19] and in recent years, these spaces received great attention in connection with electrorheological fluids [21] .
Besov spaces with variable exponents B s(·) p(·),q(·) (R n ) and Triebel-Lizorkin spaces with variable exponents F s(·) p(·),q(·) (R n ) were introduced by Almeida and Hästö [1] and Diening, Hästö and Roudenko [5] , respectively. Diening, Hästö and Roudenko [5] proved the atomic decomposition for F s(·) p(·),q(·) (R n ) and applied the result to trace theorem. Kempka [12] proved the atomic, molecular and wavelet expansion for 2-microlocal Besov and Triebel-Lizorkin spaces with variable integrability. But, in the case of Besov space, the summability index q is a constant. Recently, Moura, Neves and Schneider [15] proved the boundedness of the trace operator for 2-microlocal Besov spaces by using atomic decomposition, but summability index q is a constant. Present author [16] (R n ).
To prove a boundedness of the trace operator , we introduce quarkonial decompositions.
This paper concerns itself with quarkonial decompositions, trace operators and extension operators for Besov spaces and Triebel-Lizorkin spaces with variable exponents. First, we state atomic and quarkonial decompositions of Besov spaces and Triebel-Lizorkin spaces with variable exponents. Secondly, we extend trace operators to Besov spaces and Triebel-Lizorkin spaces with variable exponents. Finally, we study trace and extension operators for Besov spaces and Triebel-Lizorkin spaces with variable exponents on upper half spaces R n + .
Definition of Besov spaces and Triebel-Lizorkin spaces with variable exponents
Denote by P 0 (R n ) the set of all measurable functions p(·) : R n → (0, ∞) such that 0 < p − = ess inf x∈R n p(x), ess sup
For p ∈ P 0 (R n ), let L p(·) (R n ) be the set of measurable functions f on R n such that for some λ > 0,
The infimum of such λ will be denoted by ||f || L p(·) . The set L p(·) (R n ) becomes a quasi Banach function space equipped with the Luxemburg-Nakano norm ||f || L p(·) . More precisely, ||f || L p(·) = inf λ > 0 :
If Ω ⊂ R n is a measurable set, then we define ||f || L p(·) (Ω) = inf λ > 0 :
To define Besov and Triebel-Lizorkin spaces with variable exponents, we postulate the following conditions: There exists a positive constant C log (p) such that |p(x) − p(y)| ≤ C log (p) log(e + |x − y| −1 ) (x, y ∈ R n , x = y)
and there exist a positive constant C log (p) and real number p ∞ such that |p(x) − p ∞ | ≤ C log (p) log(e + |x|) (x ∈ R n ).
The set of all real valued functions p : R n → R satisfying (2) and (3) is written by C log (R n ).
To define Besov spaces with variable exponents, we use mixed Lebesgue sequence space ℓ q(·) (L p(·) ).
Let p(·), q(·) ∈ P 0 (R n ). The space ℓ q(·) (L p(·) ) is the collection of all sequences {f j } ∞ j=0 of measurable functions on R n such that
where
Since we assume that q + < ∞,
1 p(·) + 1 q(·) ≤ 1. Kempka and Vybíral [13] proved that || · || ℓ q(·) (L p(·) ) is a norm if p(·), q(·) ∈ P(R n ) satisfy either 1 ≤ q(x) ≤ p(x) ≤ ∞ alomost everywhere on R n or 1 p(x) + 1 q(x) ≤ 1 for almost all x ∈ R n . Furthermore, they proved that there exist p(·), q(·) ∈ P(R n ) satisfying inf x∈R n (p(·), q(·)) ≥ 1 such that a triangle inequality does not hold for || · || ℓ q(·) (L p(·) ) . This means that || · || ℓ q(·) (L p(·) ) does not always become a norm even if p(·) and q(·) satisfy p − , q − ≥ 1. However, we have following inequalities.
Lemma 2.1. (i) Let p(·) ∈ P 0 (R n ). Then
.
(ii) Let p(·), q(·) ∈ P 0 (R n ). Then
(iii) Let p(·), q(·) ∈ P 0 (R n ) and α = min q − , 1 min 1, p q
Proof. Let r = min(p − , 1) and
Then we see that 
This implies (i).
Next we will prove (ii). Let r = min(p − , q − , 1) and
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This implies (ii).
Finally, we will prove (iii). Let s = min q − , 1 , t = min 1, p q − , α = st and
) . Then we see that
Hence we have (iii).
The set Φ(R n ) is the collection of all systems
for every multi-index α, there exists a positive number c α such that
Let θ be a continuous function on R n or the sum of finitely many characteristic functions of
Here
) is the space of all sequences {g j } ∞ 0 of measurable functions on R n such that quasi-norms
2.1. Fundamental results for variable exponents analysis. Let A and B be positive constants or positive valued functions and c be a positive constant. In this paper, we use the following notations :
• If A ≤ cB hold, then we write A B.
• A B means B A.
• If A B and B A, then we write A ∼ B.
• If there exists a constant c such that A = cB, then we write A ≃ B.
When we emphasize that the constant c as above is depend on some parameters α, β, γ, · · · , then we use the following notations :
• We write A α,β,γ,··· B instead of A B.
• We write A ∼ α,β,γ,··· B instead of A ∼ B.
• We write A ≃ α,β,γ,··· B instead of A ≃ B.
Similarly to classical theory, the following Hölder type inequalities [10, Theorem 2.3] hold.
D. Cruz-Uribe et al. [2] proves the boundedness of classical operators, for example, singular integral operators and fractional integral operators on the space
is called Hardy-Littlewood maximal operator, where the supremum is taken over all balls B centered at x. Furthermore, let 0 < r ≤ 1. If f (·) is a complex-valued locally Lebesgueintegrable function on R n , then
is also called Hardy-Littlewood maximal operator. The next theorem is corresponding to the well-known maximal vector-valued inequality in the classical theory.
for all sequences
It is well-known that (5) does not always hold if q(·) ∈ B(R n ) is not a constant function. However, Diening et al. [5] showed the following helpful theorem which takes the place of Theorem 2.4. Let
for ν ∈ N 0 and a positive real number m.
loc -functions and m > n.
Almeida et al. [1] showed the following helpful theorem for
It is easy to see that the inequality 
loc -functions and m > 2n.
We often use the following relation between s(x) and s(y).
Then there exists a positive constant c such that
for all x, y ∈ R n and m > C log (s).
Lemma 2.9. Let r > 0, ν ∈ N 0 and m ≥ n + 1. Then there exists c = c(r, m, n) > 0 such that
and
The author [16] proved the following Theorem.
there exists a number c such that
, then there exists a number c such that
Therefore, we obtain the lifting properties as a corollary of Theorem 2.11.
Corollary 2.12 (Lifting properties
is a continuous map. Furthermore, we have following properties:
Embeddings for
In this section, we deal with embeddings for A
Definition 3.1. We define three linear spaces consist of bounded functions. Furthermore, we can prove the following embedding.
To prove Proposition 3.3, we need Theorem 3.4.
, then there exists a positive number c such that
where c is independent of j.
We can prove Theorem 3.4 by an argument similar to proof of [16, Theorem 4.7] . So we omit the proof. Now we prove Proposition 3.3.
Proof of Proposition
. Therefore, we see that
. 
This implies that
Proof. As we mentioned above, Sobolev embedding for B 
By taking the ℓ ∞ norm, we have f F
Almeida and Hästö [1] proved the following inclusion for A
We have the counterpart of (i) and (ii) of Proposition 3.6 for F
Decompositions of Besov and Triebel-Lizorkin spaces with variable exponents
In order to introduce a quarkonial decomposition for A [12] proved the atomic decomposition for 2-microlocal Triebel-Lizorkin with variable exponents and 2-microlocal Besov spaces with variable exponents, but summability index q was constant in the Besov case. In a case that all exponents are variable exponents in Besov spaces, Drihem [6] proved the atomic decomposition for B s(·) p(·),q(·) (R n ). As we mentioned in Introduction, Moura, Neves and Schneider [15] proved the boundedness of the trace operator for 2-microlocal Besov spaces by using atomic decomposition, but summability index was constant. By using the results, we obtain the boundedness of the Trace operator for B s(·) p(·),q (R n ) under the condition
In this condition, it was considered essential infimum and essential supremum to each variable exponent p(·) and s(· 
which takes the place of the condition (7).
In the space F s(·) p(·),q(·) (R n ) case, as we mentioned in Introduction, Diening, Hästö and Roudenko [5] proved the boundedness of Trace operator ( Theorem 5.1 (i) ). In this paper, we consider the further results of boundedness of Trace operator ( Theorem 5.1 (ii) ).
To this end, we slightly change the definition of smooth atom which was introduced in Diening, Hästö and Roudenko [5] and a part of results on atomic decompositions by Kempka [12] and Drihem [6] . Therefore, the next subsection 4.1 essentially overlap with the works of Kempka [12] and Drihem [6] .
4.1. Atomic decomposition for Besov and Triebel-Lizorkin spaces with variable exponents. We define σ p(·),q(·) and σ p(·) such that
where n is the spacial dimension.
We say that λ ∈ b (9) is finite and say that λ ∈ f (10) is finite.
Let a
n and let γ > 1.
(
The condition (13) is called moment condition. If L ≤ −1, then no moment condition (13) required.
To prove the trace theorem, we need Theorem 4.7. We define the family of [K, L] smooth atoms.
Definition 4.4.
(1) We say that {a ν,m } ν∈N0,m∈Z n is a family of smooth atoms for F
for some constant ǫ > 0.
(2) We say that {a ν,m } ν∈N0,m∈Z n is a family of smooth atoms for B
for some constant ǫ > 0. Kempka [12] proved the atomic decomposition for
(ii) A family of smooth atoms for F s(·) p(·),q(·) (R n ) was introduced by Diening, Hästö and Roudenko [5] . Diening, Hästö and Roudenko [5] defined the smooth atoms with
] > 0, then we do not need the moment condition for the family of smooth atoms. For this reason, Diening, Hästö and Roudenko [5] proved the boundedness of Trace operator under the condition
(iii) Let {a ν,m } ν∈N0,m∈Z n be a family of smooth atoms for A 
, q(·) and s(·) also have a limit at infinity, there exists compact sets
Let {a ν,m } ν∈N0,m∈Z n is a family of [K, L] smooth atoms. Then we need to check that
is a family of smooth atoms for A
Outline of the proof. Let ϕ ∈ S(R n ) arbitrary, ν 0 be as in Remark 4.5 and natural number k > ν 0 . Then we have
where Ω i and R are as in Remark 4.5 and the summation
Ωi hold. Therefore, by using same argument of [12, Lemma 6] and [6, Theorem 3], we can prove
is a family of smooth atoms for B
Remark 4.8. Theorem 4.7 is obtained by slightly changing a part of [6, Theorem 3] .
To denote the outline of the proof of Theorem 4.7, we need following two Lemma.
Lemma 4.9 ([6, Lemma 3]).
Let 0 < a < 1, 0 < q ≤ ∞ and δ > 0 and let {ǫ k } k∈N0 be sequence of positive real numbers, such that
The sequence {δ k :
where c depends only on a and q.
Lemma 4.10 ( [7, Lemma 3.3] ).
Let {ϕ j }, j ∈ N 0 be a resolution of unity and let a ν,m be an
where M is sufficiently large.
Outline of the proof of Theorem 4.
m∈Z n λ ν,m a ν,m . Without loss of generally, we assume that λ b s(·) p(·),q(·) = 1. By using the similar argument of the proof of Theorem 3 of [6] , it suffices to show that
where {ϕ j } j∈N0 is the resolution of unity as in Definition 2.2. Let 0 < r < max(1/q + , p − /q + ) and ν 0 as in Remark 4.5. Then we have
Firstly, we denote the outline of the proof of I i 1 for any i = 0, 1, · · · , R. Let fix non negative integer 0 ≤ i ≤ R. We define
Then we have 
Finally, we denote the outline of the proof of I 1. For any ν ∈ N 0 and m ∈ Z n , it is easy to see that ⌊L 
for j ≤ ν and
for j ≥ ν and
for j ≤ ν, where C = max(1, 2
It is easy to see that
Let ν = w. We estimate the right hand side of (23) . We have
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Then, by (21) and (22), we obtain
we see that
Then, by Lemma 4.9, we obtain
Therefore, we have
Therefore, we consider that (19) and (20) . We can use similar argument of the proof of [6, Theorem 3], we have (19) and (20) because ν < ν 0 − 1.
By using similar arguments of the outline of the proof of Theorem 4.7 and similar arguments about atomic decompositions [12] , we have the case of F
is a family of smooth atoms for F
To denote the outline of the proof of Theorem 4.11, we need the following Theorem and Lemmas. 
Lemma 4.13. Let 0 < t < 1, j, ν ∈ N 0 and {λ ν,m } ν∈N0,m∈Z n be positive. Furthermore let M > 0 be sufficiency large.
holds for any x ∈ R n .
(ii) Then
1/t holds for any x ∈ R n and for any positive real number α > 0, where h n is a positive number depend only on n.
Proof. (i) is proved in [6] . Hence we prove only (ii).
We use the argument similar to [6] . Let k ∈ N 0 . We define
Firstly we consider the case of ν ≤ j.
Let M = R + T and T > n t . Then we obtain
Therefore we have
where we use | ∪ m∈Ω k Q ν,m | ∼ 2 (k−ν)n . Using same argument in the proof of [6, Theorem 3], There exists a h n ∈ N 0 such that |x − y| ≤ 2 k−ν+hn for y ∈ ∪ m∈Ω k Q ν,m . This implies that y is located in some ball B(x, 2 k−ν+hn ) and that
(1 + 2 ν |x − y|) αt holds for any α > 0. Hence we see that
Since s(·) ∈ C log (R n ), we can prove that
where β = max(c log (s), s
Since R is sufficiency large such that
we get
Finally we consider the case of j ≤ ν. By using same argument as above, we have
This implies that
Therefore, it is easy to see that
by same argument as above. . Let p(·), q(·) ∈ P(R n ) with 0 < q − ≤ q + < ∞ and 0 < q − ≤ q + < ∞. For any sequences {g j } ∞ j=0 of nonnegative measurable functions on R n and δ > 0 let
for all x ∈ R n and j ∈ N 0 . Then with constant c = c(p, q, δ) we have
Now we prove Theorem 4.12.
As well as we mentioned in Remark 4. 
where {ϕ j } j∈N0 is the resolution of unity as in Definition 2.2. Let 0 < r < min(1, p − ). By using similar arguments of the outline of the proof of Theorem 4.7, we consider the following inequality
Then it suffices to show that I 1 and I i 1 for any i = 0, 1, · · · , R.
Then we have
and a 
where M is sufficiently large. Therefore, we have
Let ν = w. Then
We estimate J 1 . By (27), we obtain
Using similar arguments of the proof of [12, Theorem 3.13], we see that 
Therefore, we see that
By using similar calculation as above, we obtain
By the fact that M r is bounded on L p(·) , we have
Since K > s + , we have J r 2 < ∞ for any 0 < w < ν 0 − 1. By (28), (31) and J r 2 < ∞, we see that
Therefore, we have I ν0−1
4.2.
Quarkonial decomposition for Besov and Triebel-Lizorkin spaces with variable exponents : Regular case. In this Section 4.2, we fix a function ψ ∈ S(R n ) uniquely such that m∈Z n ψ(x − m) = 1 holds for any x ∈ R n . We also fix a number r > 0 such that
Here B(r) := {y ∈ R n : |y| < r}. .
and ess inf x∈R n s(·) − σ p(·) > 0 (Besov case).
Let β ∈ N n 0 , ν ∈ N 0 and m ∈ Z n . Then we define
Furthermore we assume ρ > r,
where r is as in (35). 
Then we have a quarkonial decompositions for
Furthermore we can choose a coefficient λ such that
Remark 4.18. In the classical setting, quarkonial decompositions of not only regular cases but also general cases for A 
, where Q(r) := {y ∈ R n : max(|y 1 |, |y 2 |, · · · , |y n |) ≤ r)}. Then 
holds, where l :
holds.
where y ∈ B(x, √ 2n2 −ν l ). Hence we see that
By Lemma 2.8 and M ≥ 2C log (s), we have
Thus (45) and (46) hold by Theorem 2.5 and 2.6.
) . Then, for any N ≫ 1, we have
Proof. By using integration by parts, we can see that
Hence we have (47).
From now, we prove Theorem 4.17.
Proof of Theorem 4.17. We divide the proof into the parts of sufficiency and necessity.
Sufficiency. Since we assume (40), we can take ǫ > 0 such that 0 < ǫ < ρ − r. Since
p(·),q(·) (R n ) and (42).
Then we can write
by Corollary 4.20. For any (ν, m) ∈ N 0 × Z n , we define
Then we rewrite (48) to
We can assume that ρ is a integer. By the Taylor expansion, we obtain
Since m∈Z n ψ(x − m) = 1, we see that
Since we can regard (50) as converging in the topology of L ∞ , we can change the order of summation. Hence we can rewrite (50) as
Next we consider the a s(·) p(·),q(·),ρ quasi norm of coefficients. Let l ∈ Z n , l 0 be a lattice point of [0, 2 ρ ) n and x ∈ Q ν+ρ,2 ρ l+l0 . By (47), we obtain
For each m ∈ Z n , we define (52) and Lemma 2.1, we see that
Since we can take N sufficiency large, we obtain
by Lemma 4.21, where Λ = {Λ ν,m } ν∈N0,m∈Z n . Hence we have
by ρ > r.
Finally, we prove ||Λ|| a
. Let η 1 = min(1, p − , q − ) and M be a sufficiency large. For any y ∈ Q ν,m , we have
by Lemma 2.9. Hence we see that
Since we have
we obtain ||Λ|| a
. This proves the necessity of quarkonial decomposition.
Application to Trace theory
Let n ≥ 2. In this Section, we consider the Trace operator
We write x = (x ′ , x n ) ∈ R n , where x ′ ∈ R n−1 and x n ∈ R. Furthermore, we writep(
(a) The operator Tr R n can be extended as a surjective and continuous mapping from
(b) The operator Tr R n can be extended as a surjective and continuous mapping from As we mentioned in Introduction, Diening, Hästö and Roudenko [5] proved Theorem 5.1-(1) for Triebel-Lizrokin spaces with variable exponents. In the case of Besov spaces with variable exponents, Moura, Neves and Schneider [15] proved Theorem 5.1-(1) for 2-microlocal Besov spaces wtih variable exponents, but summability index q was constant.
To prove Theorem 5.1, we need Lemma 5.3 and Lemma 5.6.
Triebel-Lizorkin case (56) is proved in [5, Lemma 7.1]. By using same argument of the proof of [5, Lemma 7.1], we can prove Besov case (57).
Proof. Triebel-Lizorkin case is proved in [5] . Hence we prove the Besov case by using similar argument in the proof of [5, Lemma 7.2] . We prove the case of p 1 (·) = p 2 (·), q 1 (·) = q 2 (·) and s 1 (·) = s 2 (·) in the lower half space because it is obvious that (58) holds if p 1 (·) = p 2 (·), q 1 (·) = q 2 (·) and s 1 (·) = s 2 (·) in the upper half space.
For m = (m ′ , 0) ∈ Z n , we put
for all other m ∈ Z n , we put E ν,m = Q ν,m . Since E ν,m is supported in the lower space when m n = 0, by Lemma 5.3, we see that
This complete the proof.
Triebel-Lizorkin case is proved in [5, Proposition 7.3] . By using same argument in the proof of [5, Proposition 7 .3], we can prove the Besov case.
Proof. By Corollary 5.5, it suffices to consider the case p(·), q(·) and s(·) independent of the n-th coordinate for
By assumptions for p(·), q(·) and s(·), we see that
By (61) and (62), we obtain
For any x n ∈ R, positive integers ν satisfying
consists of at most three non-zero members for any x ∈ R n . Hence we have
. By (63) and the equation as above, we see that
holds for any λ > 0. This implies that (60) holds.
Finally, we prove
Without loss of generality, we can assume
(R n ) = 1 and assume
and let
By Lemma 2.8, we obtain
. (67) By (67) and Theorem 2.5, we see that
On the other hand, without loss of generality, we can assume that
By using same argument, we have
Hence we see that
By (69) and Theorem 2.5, we see that
By (68) and (70), we have (65). Therefore, Lemma 5.6 holds by (60) and (65).
Let λ > 0 and µ > 0. Then we recall that
dx holds for any ν ∈ N 0 . This implies that
holds for any ν ∈ N 0 . Therefore, we obtain (71).
Secondly, we prove
By using the same argument of the proof of Lemma 5.6, we have (67) and (69). Hence we obtain (72).
Therefore, Lemma 5.7 holds by (71) and (72). Now, we can prove Theorem 5.1.
Proof of Theorem 5.1. Firstly, we prove that Tr R n is well-defined. We apply Theorem 4.17 as
Here we can take ψ in Definition 4.16 such that ψ(x) = µ(x 1 )µ(x 2 ) · · · µ(x n ), where µ is a 1-dimensional smooth function such that supp (µ) ⊂ (−1, 1) . By using the quarkonial decomposition, we extend Tr R n so that
By the support of µ and the definition of quarks, β n and m n are 0. Theorefore, we have
Finally, we prove the second assertion for Triebel-Lizorkin spaces. We fix j = 0, 1, 2, · · · , k.
Let g j ∈ Fs
(R n−1 ). We can write
by Theorem 4.17. Let L ≫ 1 and
Then we see that v j ∈ F s(·)+2L p(·),q(·) (R n ) by Theorem 4.17 and Lemma 5.6. We define
Then we see that the right hand side of
converges in the sense of F
(77) We can change the order Tr R n and summation in (77) because Tr R n is continuous on F
(78) Let
Recall that the definition of ψ(x) and quarks, we have
the support of µ, it is easy to see that µ (k) (0) = 0 for any k ∈ N. Hence we have
Therefore, we obtain
by (78) and (79). This implies that f = k j=0 h j satisfies the second assertion of TriebelLizorkin case. We can also prove the Besov case by using similar argument as above. 6 . Trace theorem for upper half space R n + We will extend Theorem 5.1 to Besov spaces and Triebel-Lizorkn spaces with variable exponents on R n + = {(x ′ , x n ) ∈ R n : x n > 0}. To do this, we define spaces B
Besov spaces with variable exponents on upper half plane B
) becomes a normed space equipped with the norm
Triebel-Lizorkin spaces with variable exponents on upper half plane F
becomes a normed space equipped with the norm
Then we have following theorem as well as A
. 6.1. Extension of Franke and Runst's lift operator. In this subsection, we extend the lifting operator introduced by Franke and Runst [9] . We construct a collection of operator {J σ } σ∈R such that following three conditions.
Proof. We will prove (1). Let
= 0 and Proposition 6.6. Therefore, we obtain
. (2) follows from the properties of J σ as an operator on A
An extension operator for
Then there exists an operator Ext N which is so called extension operator:
satisfying the following conditions.
is continuous.
Step 1. Let M ∈ N be a sufficiency large. Let δ 0,l be the Kronecker delta function. We define λ 1 , λ 2 , · · · , λ M ∈ R uniquely such that the following simultaneous equations
hold. Since a discriminant D of this simultaneous equation is some positive constant times Vandermonde determinant det{j i } i,j=1,··· ,M , we have D = 0. Hence λ 1 , λ 2 , · · · , λ M can be determined uniquely.
Let f ∈ B M (R n ) be defined a neighborhood of R n−1 × [0, ∞). Then f * ∈ B(R n ) because we defined f * : R n −→ C such that the differential coefficient of f * at boundary coincides with f .
Step 2. We consider the case that s(·) satisfy 0 > 
We have λ a , where λ = {λ 
We also define h * so that h * = 
Then, we prove g * = h * in the sense of S ′ (R n ). That is, we prove that g * depend only on f . Since A , g * and h * are uniformly continuous functions. Hence, it is sufficient to prove that g * (x) = h * (x) for any x ∈ R n . Since g and h are continuous functions and g| R n + = h| R n + in the sense of D ′ (R n ), g(x) = h(x) for any x = (x ′ , x n ) ∈ R n−1 × R, where x n > 0. By the continuity of g(x) and h(x), we have g(x) = h(x) for any x = (x ′ , x n ) ∈ R n−1 × R, where x n ≥ 0. This implies that g * (x) = h * (x) for any x ∈ R n + . By the definition of g * (x) and h * (x), we have g * (x) = h * (x) for any x ∈ R n .
Since g * depend only on f , we can consider 
Let λ β = {λ β ν,m } ν∈N0,m∈Z n and ǫ > 0 be sufficiently small such that 0 < ǫ < ρ − r. The right hand side of (97) is not a quarkonial decomposition. However we can regard 2 −(r+ǫ)|β| Ext by Lemma 2.1. This implies that Ext N is a continuous mapping and has desired properties.
Step 3. In this step, we reduce the condition 0 > Theorem 6.9. Assume that p(·), q(·) ∈ C log (R n ) ∩ P 0 (R n ).
(1) Let s(·) ∈ C log (R n ) satisfy ess inf exists, we see that (β,ν)∈U
By (103) and (104), the limit (102) exists in the sense of S(R n−1 ). Hence we obtain
Therefore, we see that Tr R n + does not depend on N because (99) and Tr R n [Ext N f (· ′ , · n + ǫ)] does not depend on N for any ǫ > 0.
Next, we prove that Tr R n + is a surjection. By the surjective of the operator Tr R n on R n , we prove
By using same argument of (105), we see that This complete the proof of (1).
The assertion (2) follows from (1) and Theorem 5.1.
