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02 On the scaling limit of planar self-avoiding walk
Gregory F. Lawler∗ Oded Schramm† Wendelin Werner‡
Abstract
A planar self-avoiding walk (SAW) is a nearest neighbor random walk path
in the square lattice with no self-intersection. A planar self-avoiding polygon
(SAP) is a loop with no self-intersection. In this paper we present conjectures
for the scaling limit of the uniform measures on these objects. The conjec-
tures are based on recent results on the stochastic Loewner evolution and non-
disconnecting Brownian motions. New heuristic derivations are given for the
critical exponents for SAWs and SAPs.
1 Introduction
A self-avoiding walk (SAW) in the integer lattice Z2 starting at the origin of length
n is a nearest neighbor path ω = [ω0 = 0, ω1, . . . , ωn] that visits no point more than
once. Self-avoiding walks were first introduced as a lattice model for polymer chains.
While the model is very easy to define, it is extremely difficult to analyze rigorously.
Let Cn denote the number of SAWs of length n starting at the origin. It is easy
to see that Cn+m ≤ Cn Cm, and hence subadditivity arguments imply that there is a
β, called the connective constant, such that
Cn ≈ βn, n→∞.
Here, and throughout this paper, we use ≈ to mean that the logarithms are asymp-
totic, so this can be written limn→∞ n
−1logCn = β. The value of β is not known
exactly and perhaps never will. It is known rigorously to be between 2.6 and 2.7
and has been estimated nonrigorously as β = 2.638 · · · (see [20, Section 1.2]). The
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connective constant is a nonuniversal quantity in that it varies from lattice to lattice;
it is believed that β =
√
2 +
√
2 on the honeycomb lattice [22]. It is conjectured that
Cn ∼ c nγ−1 βn, n→∞.
Here ∼ denotes asymptotic, c is a constant, and γ is a nontrivial critical exponent.
This critical exponent (as well as other critical exponents for SAWs) is expected to be
a universal quantity; in particular, unlike the connective constant, the exponent will
not change if we consider SAWs on a different (two-dimensional) lattice. Nienhuis
[22] gave the exact (but nonrigorous) prediction γ = 43/32 using a renormalization
group technique. This value was rederived (again nonrigorously) using conformal field
theory ideas (see [4, 5]). Another critical exponent ν is defined by the relation
〈|ω(n)|2〉 ≈ n2ν , n→∞. (1)
Here 〈·〉 denotes the expected value over the uniform measure on SAWs of length
n. Flory [8] was the first to conjecture ν = 3/4; the nonrigorous renormalization
group and conformal field theory approaches also give this exact value. None of these
approaches give a prediction for the scaling limit of SAWs as a measure on continuous
paths.
Mandelbrot [21] considered simulations of planar simple random walk loops (sim-
ple random walks conditioned to begin and end at the same point) and looked at
the “island” or “hull” formed by filling in all of the area that is disconnected from
infinity. He observed that the boundary of these hulls were simple curves with fractal
dimension about 4/3. Since the conjecture ν = 3/4 suggests that paths in a scaling
limit of SAWs should have dimension 4/3, he proposed the outer boundary of a Brow-
nian loop as a possible candidate for what he called“self-avoiding Brownian motion.”
In particular, he conjectured that the Hausdorff dimension of the outer boundary of
planar Brownian motion is 4/3
Recently, the authors [11, 12, 14] proved Mandelbrot’s conjecture for the dimension
of the planar Brownian frontier. The proof makes use of a new process introduced by
Schramm [24] called the stochastic Loewner evolution (SLEκ). This is a one parameter
family of conformally invariant processes, indexed by κ. It turns out that conformal
invariance of the Brownian hull combined with a certain “locality” property determine
its distribution. This distribution is essentially the same as that of the hull derived
from SLE6. The hull of SLE6 can be analyzed by studying a relatively simple one
dimensional stochastic differential equation and the dimension of the frontier can be
derived from this.
The main purpose of this paper is to study the current status of results relating
SAWs and SLEs (and to planar Brownian frontiers). In particular:
2
• We give precise formulations of the existence of the scaling limit conjecture,
i.e., we explain which measures on discrete SAWs should converge in the scaling
limit.
• We point out that if the scaling limit of SAWs exists and is conformally covari-
ant, then the scaling limit of SAWs is SLE8/3.
• Using rigorous exponent calculations for SLE8/3, we give (nonrigorous) pre-
dictions for the exponents γ, ν. In this way, we rederive the predictions ν =
3/4, γ = 43/32. At the present moment, we do not know how to prove the exis-
tence of the limit (nor, of course, how to prove that it is conformally covariant).
• We also give precise forms to the conjectures of Mandelbrot that the scaling
limit of SAPs is the outer boundary of loops of Brownian motion.
Recently, Tom Kennedy [9] did Monte Carlo tests of our prediction that the scaling
limit of SAW is SLE8/3 and found excellent agreement between the two distributions.
SAWs have been considered on the integer lattice Zd and the behavior depends
on the dimension. For d > 4, Hara and Slade proved that the scaling limit of (the
uniform measure on) SAWs is the same as the scaling limit of simple random walk,
i.e., Brownian motion. For d = 4, it is conjectured that the limit is also Brownian
motion, with a logarithmic scaling correction, and in d = 3, the SAW is expected to
have different exponents. See [20] for results on SAWs. Since we are interested in
properties of SAWs that arise from conformal invariance, we restrict this paper to
d = 2 (except that the result in the appendix is valid for all d).
We divide this paper into three parts. In the next section, we will discuss rigorous
results about SLE8/3. Proofs of most important facts will appear in [16]. In Section 3,
we define and discuss conjectures about critical exponents and scaling limits for SAWs
and SAPs. Here we are not rigorous, but we are precise in formulating conjectures,
in particular, on the assumption of conformal invariance or conformal covariance,
the latter term being used for measures that are invariant up to a scaling factor.
Sections 2 and 3 are independent of each other. In Section 4, we use the rigorous
properties of SLE8/3 and the conjectured properties of the scaling limit of SAWs to
conjecture what the scaling limit must be. In particular, we conclude (nonrigorously)
that the continumm limit of SAWs must be SLE8/3. We then use the rigorous values
of exponents for SLE8/3 to derive (nonrigorously) the exact values for ν, γ, and a
third “half plane” exponent ρ. In that section we label a number of statements as
“Predictions”. These are not to be interpreted as rigorous theorems but rather as
deductions from nonrigorous arguments. In other words, they are conjectures with
significant heuristic justification. Finally, the appendix adapts an argument of Madras
and Slade [20] to prove that the large n limit of half-space SAW exists.
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2 SLE and restriction
2.1 Motivation
One of the physicist’s key starting points for studying the behavior of long SAW
is the asumption (or conjecture) that it has a conformally invariant scaling limit.
Bearing in mind what conformal invariance means for planar Brownian motion (or
for those models for which it has now been proved to hold [25, 15]), one sees that
it is actually more natural to forget about the particular time parametrization and
to study paths that are stopped at an exit time (and possibly conditioned on the
value of their endpoint). For instance, the scaling limit of random walk started at
a given point and stopped at the first exit time of a domain is stopped Brownian
motion. Furthermore, the image of this path under a conformal map is another
stopped Brownian moton (more precisely, the image can be given a parameterization
so that it is a Brownian motion, see, e.g. [1, Theorem V.1.1]).
It can heuristically be argued (see §3.4.5), that scaling limits of long self-avoiding
walks remain self-avoiding. It is therefore natural to study measures on continuous
self-avoiding paths with prescribed endpoints (but non-prescribed length).
Suppose D is a bounded simply connected domain in C and z, w ∈ ∂D. Assume
that ∂D is smooth near z and w. Our goal is to find a measure that will be a candidate
for the scaling limit of a measure on SAWs from z to w in a grid approximation of
D. This should be a measure on simple curves from z to w staying in D that is
conformally invariant and also (in some sense) a “uniform measure” on such curves.
A notion of “uniform measure” requires some reference measure and at this point
we do not know what this reference measure would be, so this is rather vague. How-
ever, a uniform measure has the property that if it is restricted to a smaller set, it
remains uniform. For each D, z, w as above, let m#(z, w;D) denote such a “uniform”
measure (we will use the superscript # to indicate that these are probability mea-
sures). Then if D′ ⊂ D and is smooth near z and w, the restriction of m#(z, w;D) to
those curves that lie in D′ is also “uniform”. Hence the conditional law of γ restricted
to {γ ⊂ D′} should be m#(z, w;D′). We say that a family of probability measures
that satisfy this property is restriction covariant.
The conformal invariance asumption is naturally phrased as follows: For all
(z, w;D), (z′, w′;D′) and all conformal map f from D onto D′ with f(w) = w′ and
f(z) = z′, the image of the measure m#(z, w;D) under f (that we will denote by
f ◦ m#(z, w;D)) should be equal to m#(z′, w′;D′). We then say that such a fam-
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ily of measures is conformally invariant (we use the term covariant when there is a
multiplicative term, and invariance when there is identity between the measures).
Note that such a conformally invariant family of probability measures is completely
determined by m#(0,∞;H) (for instance) where H denotes the upper half-plane since
all other m#(z, w;D) are just the conformal images of this measure under a mapping
Φ from H onto D with Φ(0) = z and Φ(∞) = w. (Note that a hull connecting 0 and
∞ in H is unbounded, but we think of it as a compact subset of C ∪ {∞}.)
As we shall see in the next subsection, there exists in fact only one family of
probability measures m#(z, w;D) on simple curves that is conformally invariant and
restriction covariant.
2.2 Restriction measures (chordal)
In order to find such measures on self-avoiding curves, it is convenient to work in
a slightly more general setup, and to consider measures on hulls. If D is a simply
connected domain and z, w ∈ ∂D (such that ∂D is smooth near z and w), then a
hull connecting z and w in D is a compact set K with K ⊂ D ∪ {z, w} such that
D \K has exactly two connected components. Note that the image of a simple curve
in D connecting z and w is a hull. Moreover, if a finite collection of (not necessarily
simple) curves connecting z and w in D is given, then the curves generate a hull K
by “filling in the holes” of the union of the paths (more precisely, D \ K consists
of the two connected components of D minus the curves whose boundaries include
nontrivial arcs in ∂D).
Let D denote the class of all triplets (D, z, w) such that D is bounded simply
connected, z 6= w ∈ ∂D, and ∂D is smooth in the neighborhood of z, w.
Definitions. Suppose that for each (D, z, w) ∈ D, we have a probability measure
m#(z, w;D) on hulls from z to w staying in D. We call this family of measures a
conformal restriction (CR) family if it satisfies:
• Restriction covariance: if D′ ⊂ D, z, w ∈ ∂D ∩ ∂D′ and ∂D, ∂D′ agree near
z, w, then m#(z, w;D) restricted to the set of hulls that lie in D′ is a multiple
of the measure m#(z, w;D′).
• Conformal invariance: if f : D → D′ is a conformal transformation,
f ◦m#(z, w;D) = m#(f(z), f(w);D′).
Suppose m#(z, w;D) is a CR family. By conformal invariance, the family is deter-
mined by m#(0,∞;H), where H denotes the upper half plane. Conformal invariance
5
implies that m#(0,∞;H) is invariant under the maps z 7→ rz(r > 0). Suppose A is a
compact set not containing the origin such that H \ A is simply connected. By con-
sidering infinitesimal A, and using conformal invariance and the restriction property,
the following can be proved.
Lemma 1 ([16]). If m#(z, w;D) is a CR family, then there is an a > 0 such that
the m#(0,∞;H)-probability that a hull lies in H\A is Φ′A(0)a, where ΦA is the unique
conformal transformation of H \ A onto H with ΦA(0) = 0,ΦA(∞) =∞,ΦA(z′) ∼ z′
when z′ →∞.
Conversely, suppose that m#(0,∞;H) is a probability measure on hulls such that
for all A as above, the probability that a hull lies in H \ A is Φ′A(0)a. This uniquely
determines m#(0,∞;H) [16]. Define probability measures m#(z, w;D) by conformal
transformation. Then m#(z, w;D) gives a CR family that denote by CR(a). The
measure m#(z, w;D) will then be denoted by CRa(z, w;D).
It follows from the lemma that every CR family satisfies the symmetry relation
CRa(z, w;D) = CRa(w, z;D) and that CRa(z, w;D) is invariant under the anti-
conformal automorphisms of D which leave z and w invariant.
One can also define the corresponding measures
m(z, w;D) := |f ′(z)|a |f ′(w)|a m#(z, w;D),
where f is a conformal transformation ofD onto the unit disk U with f(z) = 1, f(w) =
−1. Although the map f is not uniquely defined, the quantity |f ′(z)| |f ′(w)| does
not depend on the choice of f . The family m(z, w;D) then satisfies the following
properties:
• Restriction invariance: if D′ ⊂ D, z, w ∈ ∂D ∩ ∂D′, ∂D, ∂D′ agree near z, w,
then m(z, w;D′) is equal to m(z, w;D) restricted to hulls that stay in D′.
• Conformal covariance: if f : D → D′ is a conformal transformation, then
f ◦m(z, w;D) is a multiple of m(f(z), f(w);D′). In fact,
f ◦m(z, w;D) = |f ′(z)|a |f ′(w)|a m(f(z), f(w);D′).
• Symmetry: m(z, w;D) = m(w, z;D).
Using Brownian motion, it is not difficult [16] (see also [18]) to construct the
CR(k) families for integer k:
• The CR(1) family is obtained from a half plane Brownian excursion, i.e., a
Brownian motion started at the origin conditioned never to leave the upper half
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plane (this can be obtained by letting the x-component move according to a
Brownian motion and the y-component according to an independent Bessel-3
process, which is the same as the l2 norm of a three dimensional Brownian
motion).
• If m#(z, w;D) is an CR(a) family and m#1 (z, w,D) is an CR(a1) family then
m#(z, w;D) × m#1 (z, w,D) gives an CR(a + a1) family. Here, the hull is ob-
tained from the union of the two independent hulls by “filling in the holes”. In
particular, for positive integers k, the CR(k) family is obtained from the hull of
the union of k independent Brownian excursions.
Note that the CR(k) families for integer k are not supported on simple paths. In [16],
all CR(a) families are determined and studied. It turns out that there is only one
value of a such that CR(a) is supported on simple paths.
Theorem 1 ([16]). (i) The CR(a) family exists for all a ≥ 5/8 and for no a < 5/8.
(ii) CR(5/8) is the only CR family supported on simple paths. The measure
CR5/8(0,∞;H) is chordal SLE8/3.
We describe chordal SLE8/3 in the next subsection.
2.3 Stochastic Loewner evolution
In this section, we briefly review the definition of the stochastic Loewner evolution;
see [11, 12, 24] for more details. First, let us loosely describe the motivation behind
the definition. Suppose that we wish to give a probability measure on curves γ :
[0,∞) → H. We are interested only in the curve and not in its parametrization; we
consider two curves to be the same if one is just a reparametrization of the other.
Suppose that an initial piece of the curve γ[0, t] is given. If γ is SAW, for example,
then the rest of the path is still SAW, in the domain with γ[0, t] removed. When
we combine this Markovian type property with a conformal invariance assumption,
we get the following. Suppose φ is a conformal transformation of the unbounded
component ofH\γ[0, t] onto H with φ(∞) =∞ and φ(γ(t)) = 0. Then the conditional
distribution of φ ◦ γ(s), t ≤ s <∞ given γ[0, t] is the same as (a time change of) the
distribution of γ[0,∞). If we assume this property and also a symmetry property
(the distribution is invariant under reflections about the imaginary axis), then the
only possible distribution for γ is chordal SLEκ as defined below.
Suppose γ : [0,∞) → H is a curve, and let Ht be the unbounded component
of H \ γ[0, t]. Let gt : Ht → H be the unique conformal transformation such that
gt(z)− z = o(1) as z →∞; gt has the expansion
gt(z) = z +
a(t)
z
+ · · · , z →∞.
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We suppose that γ(z) either is simple or “bounces off” itself; more precisely, we
assume that Wt = gt(γ(t)) is a continuous function from [0,∞) to R and the domains
Ht are strictly decreasing in t. In this case, a(t) is continuous, strictly increasing. We
can assume that a(t) = 2t; otherwise, we can reparametrize the curve so this is true.
Then gt satisfies the Loewner differential equation
∂tgt(z) =
2
gt(z)−Wt , g0(z) = z.
Conversely, we can start with a function Wt and obtain the maps gt by solving the
equation above. If things are sufficiently nice, then we can also define γ(t) = g−1t (Wt).
The (chordal) stochastic Loewner evolution with parameter κ ≥ 0 or chordal SLEκ is
the process obtained by choosing Wt = Bκt where B is a standard one-dimensional
Brownian motion. It has been shown [23, 15] that the curve γ(t) = g−1t (Wt) is almost
surely well defined for any κ. This defines SLEκ on the upper half plane. It can be
defined for other domains by conformal transformation (this uses the fact that SLEκ
in the upper half plane is invariant under scaling in an appropriate sense).
The qualitative behavior of the paths γ vary significantly as κ varies (see [23]).
In particular, for κ ≤ 4, the SLEκ paths are simple paths while for κ > 4 they have
self-intersections. For κ ≥ 8 the curves are space filling.
Let us now list some properties that are specific to the very special value κ = 8/3.
Proposition 2 ([16]). Suppose γ = γ[0,∞) is the path of chordal SLE8/3.
(i) If A ⊂ C \ {0} is a compact set such that H \A is simply connected and ΦA is
as in Proposition 1, then the probability that γ(0,∞) lies in H \A is Φ′A(0)5/8.
(ii) The Hausdorff dimension of γ is 4/3.
(iii) The hull of the union of eight independent copies of γ has the same law as
the law of the hull of the union of five Brownian excursions in the upper half plane
(as defined in the previous subsection).
(i) shows that SLE8/3 indeed gives the restriction family with a = 5/8. It is also
proved in [16] that for any other κ ≤ 4, the probability of staying in H \ A is not
given by Φ′A(0)
α for some α. However, these other values of κ are used to construct
the CR(a) families for a > 5/8 and this construction shows that these families are
not supported on simple paths. This characterization of SLE8/3 as the only CR(a)
family supported on simple paths will tell us that it is the only possible scaling limit
of SAW assuming the scaling limit exists and is conformally invariant
(iii) follows simply from the fact that both hulls give a realization of CR(5), which
is unique. (ii) then follows from the fact [11, 12, 14] that the boundary of the frontier,
or outer boundary, of planar Brownian motion has dimension 4/3.
(iii) shows that the frontier of a Brownian motion look locally the same as an
SLE8/3 and hence — provided that SLE8/3 is in some sense the scaling limit of SAW
— this agrees with Mandelbrot’s visual observation.
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2.4 Some consequences
The relation given by Proposition 2(iii) between Brownian excursions and SLE8/3
makes it possible to show that some other measures defined in terms of SLE8/3 or
Brownian excursions are equal.
Boundary loops. Motivated by possible scaling limits of self-avoiding walks in a
domain that start and end at the same boundary point, one can try to define an
SLE8/3 in D that starts and ends at z. It turns out that the natural measure is
in fact an infinite measure that one can view as the appopriately rescaled limit of
CR5/8(z, w;D) as w → z. In the upper half-plane, one defines
µbloop(0;H) = lim
ε→0
ε−2CR5/8(0, ε;H).
The relation between SLE8/3 and the Brownian excursion shows easily that if one
considers the limit when ε goes to 0 of ε−2 times the law of the “outer frontier” of a
Brownian excursion in H from 0 to ε, then one gets exactly 8
5
µbloop. We call µbloop
the boundary loop measure.
Another way to describe the measure on boundary loops at zero in the upper half
plane is to give the measure of the set of hulls that hit a set A. Suppose A ⊂ C \ {0}
is compact and H \A is simply connected. Let ΦA be the map as in Lemma 1. Then
the measure of the set of bubbles that hit A is
− 5
48
SΦA(0) ,
where
Sf := f
′′′
f ′
− 3f
′′2
2f ′2
,
is known as the Schwarzian derivative of f .
Non-intersecting SLE8/3’s. Similarly, one can consider the law of the hull of two
SLE8/3 that are “conditioned not to intersect”. The procedure here is to take the
law of two (independent) SLE8/3’s γ and γ
′, one from z to w in D and the other one
from z′ to w′ in the same domain D (where z, z′, w′, w are ordered clockwise on ∂D
say) and to condition these paths by γ ∩ γ′ = ∅. Then, one looks at the limit of this
measure when z′ → z and w′ → w. It turns out that the obtained law is exactly
the CR(2) family, i.e., it is the same as considering the union of two independent
Brownian excursions from z to w.
2.5 Radial case
One can raise analogous questions considering random paths that join an interior
point of a domain to a boundary point that should appear as scaling limits of some
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SAW. We will not do the whole analysis of restriction measures in this setup here,
but only briefly state some results concerning SLE8/3 and its relations to Brownian
frontiers. For symmetry reasons, the most natural domain to work in is the unit disk.
One wishes to study random paths from 0 to 1 in the unit disk.
Radial SLE8/3. A version of the stochastic Loewner evolution called radial SLE
defines such a path. Consider the initial value problem
∂tgˆt(z) = gˆt(z)
eiWt + gˆt(z)
eiWt − gˆt(z) , gˆ0(z) = z
where Wt = Bκt as above. If we write gˆt(z) = exp{ihˆt(z)} (in a neighborhood of
gˆt(z)) we can write this as
∂thˆt(z) = cot[
hˆt(z)−Wt
2
].
If κ ≤ 4, then γˆ(t) := gˆ−1t (eiWt) is a simple curve going from a point on the unit circle
to the origin staying in the unit disk U, and gˆt maps U \ γˆ[0, t] conformally onto U
with gˆt(0) = 0, g˜
′
t(0) = e
t. There is a close relationship between chordal SLEκ and
radial SLEκ for the same value of κ [12, Theorem 4.1]; for example, the Hausdorff
dimensions of the paths are the same. There is a special relationship that holds for
κ = 8/3: radial SLE8/3 evolves like the image of chordal SLE8/3 under the map
z 7→ eiz weighted so that the paths never form a loop about the origin [16, 17].
Theorem 2. The radial SLE8/3 is the unique stochastic Loewner evolution in U
(from 1 to 0) such that for all simply connected subdomain U of U containing the
origin whose boundary contains an open subarc of ∂U containing 1 the event γ ⊂ U
has positive probability (where γ denotes the SLE path) and if Ψ : U → U is the
conformal transformation with Ψ(U) = U,Ψ(0) = 0,Ψ(1) = 1, then the law of Ψ(γ)
conditionally on {γ ⊂ U} is equal to the law of γ itself. In fact,
P[γ ⊂ U ] = |Ψ′(1)|5/8 |Ψ′(0)|5/48. (2)
This is, of course, closely related to restriction covariance and conformal invariance
in the chordal case. Note the different exponents associated to the interior point and
to the boundary point.
Let m#(0, 1;U) denote the probability measure on curves in U given by radial
SLE8/3 started at 1. By conformal transformation, we then get a family of probability
measures m#(w, z;D) where D ranges over simply connected domains, z over points
in ∂D and w over points in D. As before, this family is restriction covariant and
conformally invariant, with the appropriate modifications of the definitions to the
radial setting.
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If f : U → D is a conformal transformation with f(U) = D, f(1) = z, f(0) = w
and f is smooth at 1, we let
m(w, z;D) = |f ′(1)|5/8 |f ′(0)|5/48 m#(w, z;D) = |f ′(1)|5/8 |f ′(0)|5/48f ◦m#(0, 1;U).
Just as in the chordal case, the measures m(z, w;D) are then conformally covariant
and restriction invariant.
Note that we have used the same notation here as for (chordal) CR families;
however, in this case w is an interior point so there is no inconsistency in notation.
The full-plane SLE. Using the inversion z 7→ 1/z, we can also define radial SLEκ
going from the unit circle to infinity staying in C\U. By letting the unit circle shrink
to a point, we get a limiting process which is called full plane SLEκ. This can also be
defined directly. Let Bt,−∞ < t <∞, be a standard Brownian motion such that B0
has a uniform distribution on [0, 2π], and let Wt = Bκt. Full plane SLEκ driven by
eiWt is the unique curve γˆ(t), −∞ < t < ∞, with γˆ(−∞) = 0, γˆ(∞) = ∞ satisfying
the following. Let gt be the conformal transformation of the unbounded component
of C \ γˆ[−∞, t] onto C \ U with gt(∞) = ∞ and g′t(∞) > 0. Then g′t(∞) = e−t and
gt satisfies
∂tgt(z) = gt(z)
eiWt + gt(z)
eiWt − gt(z) .
The transformations gt can be obtained as the limit as K → −∞ of the solution gKt ,
K ≤ t <∞, of this equation with initial condition gKt (z) = eK z. The path γˆ(t) can
be determined from Wt by γˆ(t) = g
−1
t (e
iWt).
Non-disconnecting Brownian motions. A “typical” point on the frontier of a
planar Brownian motion looks like a pair of Brownian motions (the “past” and the
“future”) starting at the point conditioned so that the union of the paths does not
disconnect the point from infinity. This is a conditioning on an event of measure
zero, but it can be made precise by taking an appropriate limit (see, e.g., [14]). For
example, one can consider pairs of Brownian motions starting at the origin; let Bǫ
be the union of the two paths from the first time they reach the circle of radius ǫ
to the first time they reach the circle of radius 1/ǫ. Let Vǫ be the event that the
origin is in the unbounded component of the complement of Bǫ. Then [11, 12, 14]
as ǫ → 0+, P(Vǫ) ≍ ǫ4/3 (where ≍ means that the ratio of both sides is bounded
away from zero and infinity), and there is a limiting measure on paths that we call a
non-disconnecting pair of Brownian motions starting at the origin.
The “hull” generated by a pair of non-disconnecting Brownian motions is bounded
by a pair of infinite curves from the origin to ∞. It is known [3] that these curves do
not intersect. (If we took only one Brownian path, conditioned it not to disconnect
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the origin, and then considered the “left” and “right” paths of the frontier, these
paths would have self-intersections; this is related to the fact that planar Brownian
motions have cut points.)
If D is a domain, z ∈ ∂D, w ∈ D, we can similarly define pairs of Brownian
motions starting at w, conditioned to leave D at z and conditioned so that w is not
disconnected from ∂D. Let m#(w, z;D) be the probability measure on curves given
by this construction. Let
m(w, z;D) = |f ′(1)|2 |f ′(0)|2/3 m#(w, z;D),
where f : U → D is a conformal transformation with f(1) = z, f(0) = w. The
scaling exponent 2/3 is the 2-disconnection exponent η for Brownian motion defined
by P(Vǫ) ≍ ǫ2η. The measures m(w, z;D) can be seen to satisfy restriction invariance
and conformal covariance, because if f : D → D′ is a conformal transformation,
f ◦m(w, z;D) = |f ′(z)|2 |f ′(w)|2/3 m(f(w), f(z);D′).
It is likely that one can again identify this measure on hulls of non-disconnecting
Brownian motions to pairs of radial SLE8/3’s “conditioned not to intersect”. By
zooming in towards the origin, this may lead to a proof that the inside and the
outside of the corresponding hull have the same law.
2.6 More loops
A (rooted) Brownian loop (sometimes called a Brownian bridge) of time duration 1
rooted at 0 is a Brownian motion with B0 = 0 and B1 = 0. This involves conditioning
on an event of measure zero, but can easily be made precise in a number of ways. For
example, B can be defined as the weak limit as ǫ tends to zero of Brownian paths
starting at the origin conditioned on |B1| ≤ ǫ, or, equivalently, Bt := B˜t− tB˜1, where
B˜t is ordinary Brownian motion started from 0. Let µrloop,1 denote this probability
measure on loops. Using Brownian scaling we can also get the probability measure
µrloop,t for Brownian loops of time duration t (B0 = Bt). (Here rloop stands for rooted
loop.) We define the rooted Brownian loop measure rooted at 0 to be the infinite
measure
µ0rloop =
∫ ∞
0
t−1 µrloop,t dt.
If µ and µ′ are measures on collections of paths, we write
µ
.
= µ′
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to mean that µ is the same as µ′ when we forget the parameterization of the curve;
that is, µ and µ′ are identical as measures on equivalence classes paths up to monotone
reparameterization. If f(z) = rz is a dilation, then
f ◦ µ0rloop =
∫ ∞
0
t−1 f ◦ µrloop,t dt .=
∫ ∞
0
t−1 µrloop,r2t dt = µ
0
rloop.
The second equality uses the standard scaling relation for Brownian motion. Hence,
µrloop is invariant under dilations up to
.
= equivalence (which is the reason for intro-
ducing the weighting by t−1).
We can define the Brownian loop measure rooted at z, µzrloop, by translation. If
D ⊂ C is a domain, we let µzrloop,D be µzrloop restricted to loops that stay in D. The
family of (infinite) measures µzrloop,D as D ranges over simply connected domains and
z ∈ D is an example of a family that satisfies restriction and is conformally invariant,
i.e., f ◦ µzrloop,D .= µf(z)rloop,f(D), if f is conformal in D.
Let
µrloop,D =
∫
D
µzrloop,D dA(z),
where A denotes area. This is a measure on continuous curves (rooted loops) γ :
[0, T ]→ D with γ(0) = γ(T ) and T = T (γ) is the “time duration” of the curve. We
can also consider this as a measure on unrooted loops where we consider two curves
γ, γ1 the same if T (γ) = T (γ1) and there exists a t0 such that γ
1(t) = γ(t + t0) for
all t, with addition modulo T (γ). Equivalent curves have the same time duration;
hence we can talk about the time duration T (γ) of an equivalence class of curves.
Let µzuloop,D = T
−1 µzrloop,D (i.e., the measure whose Radon-Nikodym derivative with
respect to µzrloop,D is T
−1) considered as a measure on unrooted loops. Let
µuloop,D =
∫
D
µzuloop,D dA(z).
In [16] it is proved that the measure µuloop,D is conformally invariant, i.e., if f : D →
D′ is a conformal transformation, then
f ◦ µuloop,D .= µuloop,D′.
For example, if f(z) = rz is a dilation, then under Brownian scaling times scales by
a factor of r2 under f , and
f ◦ µuloop,D =
∫
D
T (γ)−1 f ◦ µzrloop,D dA(z)
.
=
∫
D
[T (f ◦ γ)]−1 µf(z)rloop,f(D) r2 dA(z)
=
∫
f(D)
µwuloop,f(D) dA(w) = µuloop,f(D).
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It is also immediate from the definition that µuloop,D satisfies the following restriction
property: if D′ ⊂ D, then µuloop,D′ is µuloop,D restricted to loops that stay in D′.
An unrooted Brownian loop gives rise to a Brownian “hull” or “island” (the hull
generated by any compact set K is the complement of the unbounded component of
C \K). The boundaries of these hulls are Jordan curves, i.e., homeomorphic images
of the unit circle. (Technically we should say that this holds with probability one. We
will omit this phrase when describing properties of Brownian paths.) It is possible
to relate these Brownian hulls to the boundary loop measure, and therefore also to
SLE8/3.
3 Self-avoiding walks
3.1 Definitions
A self-avoiding walk (SAW) of length n in Z2 is a nearest neighbor walk of length
n that visits no point more than once. More precisely, it is a finite sequence ω =
[ω0, ω1, . . . , ωn] with ωj ∈ Z2; |ωj+1 − ωj | = 1, j = 0 . . . , n − 1; and ωj 6= ωk, 0 ≤
j < k ≤ n. Let Λn denote the set of all SAWs of length n; this is an infinite set
since there are an infinite number of choices for the initial point ω0. Let Λ
∗
n be
the set of SAWs with ω0 = 0; Λ = ∪∞n=0 Λn; Λ∗ = ∪∞n=0 Λ∗n. It is easy to see that
#(Λ∗n+m) ≤ #(Λ∗n)#(Λ∗m), and hence by subadditivity there exists a number β called
the connective constant such that #(Λ∗n) ≈ βn. The exact value of β is unknown, and
perhaps will never be know; rigorously it is known to be between 2.6 and 2.7.
Let µSAW be the measure on Λ that assigns measure β
−n to each ω ∈ Λ; µSAW
can also be considered as a measure on Λ∗,Λn,Λ
∗
n. On Λ
∗
n, it is a uniform measure
with total mass β−n #(Λ∗n). (More generally, we might consider the measure which
assigns measure e−αn to each ω ∈ Λn. When we vary α, these measures on Λ∗ undergo
a “phase transition” at e−α = 1/β from a finite to an infinite measure. The study
of systems near a phase transition goes under the name of critical phenomena, and
many of the critical exponents discussed below for SAWs have analogues for other
lattice models in statistical physics.)
A self-avoiding polygon (SAP) of length 2n in Z2 is a finite sequence ω = [ω0, ω1,
. . . , ω2n] with ωj ∈ Z2; |ωj+1−ωj| = 1, j = 0 . . . , 2n− 1; ω0 = ω2n ; and ωj 6= ωk, 0 ≤
j < k ≤ 2n − 1. There is a one-to-one correspondence between SAPs of length 2n
and SAWs of length 2n − 1 whose final point is distance one from the initial point.
Let Γ2n denote the set of SAPs of length 2n and Γ
∗
2n the set of ω ∈ Γ2n with ω0 = 0.
Let Γ = ∪∞n=0Γ2n,Γ∗ = ∪∞n=0Γ∗2n. It is known that #(Γ∗2n) ≈ β2n, i.e., the connective
constant for SAPs is the same as for SAWs [20, Corollary 3.2.5]. Let µSAP be the
measure on Γ that assigns measure β−2n to each ω ∈ Γ2n.
14
The above definition of a SAP differs from that in [20] in that we have spec-
ified which point in a SAP is the initial (and hence terminal) point and we have
specified an orientation. If ω = [ω0, ω1, . . . , ω2n−1, ω2n = ω0] ∈ Γ2n and j ∈
0, . . . , 2n− 1, let T jω = [ωj, ωj+1, . . . , ω2j, ω1, ω2, . . . , ωj−1, ωj], i.e., T jω traverses
the same points as ω in the same order; the only difference is the starting point.
Let ωR = [ω2n, ω2n−1, ω2n−1, . . . , ω0] be the reversal of ω. Let Γˆ2n denote the equiv-
alence classes [ω] of ω ∈ Γ2n generated by the equivalences T jω ∼ ω and ωR ∼ ω;
each [ω] ∈ Γˆ2n has 4n representatives in Γ2n. Let Γˆ = ∪n≥0Γˆ2n and let µˆSAP be the
measure on Γˆ that assigns measure β−n to each [ω] ∈ Γˆ2n. Equivalently, we could
assign measure (4n)−1β−n to each ω ∈ Γ2n and then define the measure of [ω] to be
the sum of the measures of all its representatives. In [20], a self-avoiding polygon is
defined to be the set of equivalence classes in Γ∗2n, where two walks are equivalent if a
translation of one is equivalent to the other under ∼. In particular, in their definition
the number of SAPs of length 2n is (4n)−1 #(Γ∗2n).
3.2 Critical exponents
There are a number of “critical exponents” associated to SAWs and SAPs. These
are conjectured to be universal quantities in that their values will not change if one
changes the lattice. At the moment there is no proof that these exponents exist. We
will introduce these exponents in this subsection. We will not be rigorous in this
section, e.g., we will assume the existence of exponents. However, this section will be
self-contained and will not assume any previously derived nonrigorous predictions for
the exponents.
3.2.1 Mean-Square Displacement
Let diam(ω) denote the diameter of a SAW or SAP, i.e., the maximal value of |ωj−ωk|.
It is believed that there exists an exponent ν, called the mean-square displacement
exponent, such that
[#(Λ∗n)]
−1
∑
ω∈Λ∗n
diam(ω) ≈ [#(Γ∗n)]−1
∑
ω∈Γ∗n
diam(ω) ≈ nν , n→∞.
Recall that we are using ≈ to mean that the logarithms of both sides are asymptotic.
In fact, above and in all the exponents below it is believed that the ≈ can be replaced
with ≍. The exponent ν is often also described as in (1), which should be roughly
equivalent.
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3.2.2 Number of walks
The exponent γ is defined by the relation
µSAW (Λ
∗
n) = β
−n #(Λ∗n) ≈ nγ−1, n→∞.
Another way of viewing the exponent is to say that the probability that two SAWs
of length n starting at the origin do not intersect (and hence can be joined to form
a SAW of length 2n) is about n1−γ . Assuming the existence of ν and γ, we can say
that the µSAW measure of the set of ω ∈ Λ∗ of diameter between R and 2R looks like
(2R)1/ν∑
n=R1/ν
nγ−1 ≍ Rγ/ν
as R→∞.
3.2.3 Number of half plane walks
Let Λ+n denote the set of ω = [ω0, . . . , ωn] ∈ Λ∗n such that {ω1, . . . , ωn} ⊂ {(x1, x2) ∈
Z2 : x2 > 0}, and let Λ+ = ∪n≥0Λ+n . The exponent ρ is defined by
µSAW (Λ
+
n ) = β
−n #(Λ+n ) ≈ nγ−1−ρ.
In other words, the probability that a SAW chosen uniformly at random from Λ∗n lies
in the half plane looks like n−ρ. The µSAW measure of the set of ω ∈ Λ+ of diameter
between R and 2R looks like
(2R)1/ν∑
n=R1/ν
nγ−1−ρ ≍ R(γ−ρ)/ν . (3)
3.2.4 Number of polygons
The exponent α (which is denoted αsing in [20]) is defined by the relation
µSAP (Γ
∗
2n) = β
−2n #(Γ∗2n) ≈ nα−2.
It is conjectured that α− 2 = −2ν. We review the heuristic argument here. A SAP
of 2n steps consists of two SAWs of n steps. The µSAW × µSAW measure on pairs
of n-step walks starting at the origin is about n2(γ−1). Since the average diameter is
about nν , we expect that the probability that the two walks have the same endpoint is
about n−2ν . We also need the two walks not to intersect near the origin (contributing
a factor of n1−γ) and not to intersect near their endpoints (contributing another factor
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of n1−γ). Hence the probability that two walks chosen uniformly from Λ∗n × Λ∗n can
be joined to form a SAP should look like n−2νn2(1−γ) and hence the µSAP measure of
SAPs of 2n steps is about n−2ν .
If we assume this conjecture, then the µSAP measure of the set of SAPs starting
at the origin of diameter between R and 2R looks like
(2R)1/ν∑
n=R1/ν
n−2ν = R(1/ν)−2. (4)
Let Γ+2n be the set of ω = [ω0, . . . , ω2n] ∈ Γ∗2n such that {ω1, . . . , ω2n−2} ⊂
{(x1, x2) ∈ Z2 : x2 > 0}. Let Γ+ = ∪Γ+2n. If ω ∈ Γ∗2n, then either zero or two of
the 4n representatives of [ω] ∈ Γˆ2n are in Γ+2n. (In order for there to be more than
zero, there must be a unique horizontal bond with smallest y-coordinate. If this bond
exists then there are two possible representatives, since we can choose either vertex
of this bond for the origin and this choice determines the orientation.) However,
there is a one-to-one map from Γˆ2n into Γ
+
2n+2 given by considering a horizontal edge
of the SAP with least y-coordinate (choosing arbitrarily if there is more than one),
replacing this edge by the three edges in the square face of Z2 below it, and taking the
representative in Γ+2n+2 which has ω2n = (1, 0). Since we believe that #Γ
+
2n+2/#Γ
+
2n is
bounded, we conclude that the probability that a randomly uniformly chosen ω ∈ Γ∗2n
stays in the half plane is comparable to #Γˆ2n/#Γ
∗
2n, i.e., comparable to n
−1. Hence,
µSAP (Γ
+
2n) ≈ nα−3.
The µSAP measure of the set of ω ∈ Γ+ of diameter between R and 2R looks like
(2R)1/ν∑
n=R1/ν
nα−3 ≍ R(α−2)/ν = R−2. (5)
We can see that SAPs are in some sense easier than SAWs — we have derived an
exponent 2 without working too hard and without knowing exact values of any of the
nontrivial exponents.
Note that µˆSAP (Γˆ2n) ≈ nα−3. The µˆSAP measure of the set of [ω] of diameter
greater than R contained in a disk of radius 4R, say, is ≈ 1. (There are ≈ R2 possible
choices for the leftmost lowest point, and fixing the leftmost lowest point, the measure
is ≈ R−2 by the exponent derived above.)
3.2.5 Nonintersecting walks
If ω = [ω0, ω1, . . . , ωn] ∈ Λ and x ∈ Z2, let ω + x denote the translated walk [ω0 +
x, ω1 + x, . . . , ωn + x]. Let e1 = (1, 0). There are two natural exponents associated
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with nonintersection of SAWs. Suppose n ≤ m and (ω, ω′) is chosen from the uniform
distribution on Λ∗n × Λ∗m. Note that ω ∩ (ω′ + e1) = ∅ if and only if the “reversal” of
ω, [0, e1] and ω
′ + e1 can be concatenated to form a SAW. From this we can see that
the probability that ω ∩ (ω′ + e1) = ∅ decays like n1−γ .
If (ω, ω′) is chosen from the uniform distribution on Λ+n ×Λ+m, then the probability
that ω ∩ (ω′ + e1) = ∅ looks like n−1. To see this, note that an argument similar to
that in §3.2.4 shows that a positive fraction of the SAWs should have a unique bond
with minimal second component. In such a situation, the walk can be translated to
give a pair (ω, ω′) with ω ∩ (ω′ + e1) = ∅.
3.3 Walks with fixed endpoints
In this section we relate these exponents to those that describe the measure of sets of
self-avoiding walks or polygons with prescribed endpoints, which will then become the
“scaling exponents” in the scaling limit. If D is an open domain in C, x.y ∈ Z2, and
ω = [ω0, . . . , ωn] ∈ Λn, let Λ(x, y;D,N) be the set of all ω = [ω0, . . . , ωn] ∈ Λ such
that ω0 = x, ωn = y and [ω1, . . . , ωn−1] ⊂ ND. (When we write [ω1, . . . , ωn−1] ⊂ ND.
we mean that the bonds [ωj, ωj+1] are in ND, j = 1, 2, . . . , n− 2.) Let Γ(x, y;D,N)
be the set of all ω = [ω0, . . . , ω2n] ∈ Γ such that ω0 = ω2n = x; y = ωk for some
k = 1, 2, . . . , 2n − 1; and [ω1, · · · , ωk−1] ∪ [ωk+2, . . . , ω2n−2] ⊂ ND. (Note that we
do not require the bonds [ω2n−2, ω2n−1] and [ωk+1, ωk+2] to be in ND; this allows the
bonds [ω2n−1, ω2n] and [ωk, ωk+1] to be entirely outside ND). Each ω ∈ Γ(x, y;D,N)
can be considered as a pair of disjoint walks ω1, ω2 with ω1 ∈ Λ(x, y;D,N), ω2 ∈
Λ(x1, y1;D,N) and |x− x1| = 1, |y − y1| = 1.
3.3.1 Boundary to boundary
Let D ⊂ C be the open rectangle {x + iy : −1 < x < 1, 0 < y < 1} (here and in the
next subsections, the particular choice of domains D will be somewhat arbitrary) and
consider Λ(0, Ni;D;N). This is the lattice approximation, with lattice spacing N−1,
of self-avoiding paths from boundary point 0 to boundary point i in D. The SAW
boundary scaling exponent a is defined by the relation
µSAW [Λ(0, Ni;D,N)] ≈ N−2a, N →∞.
Let us give a heuristic guess as to what this exponent should be in terms of the critical
exponents ν, γ, ρ. By (3), the µSAW measure of the set of SAWs starting at the origin
of diameter of order N (e.g., between N and 2N) whose second component stays
positive is about N (γ−ρ)/ν . The probability that the final point of such a walk is Ni
should look like N−2 (since there are O(N2) points distance O(N) from the origin).
We also need the the walk to stay below the line Ni + Z; the probability that this
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happens should look like N−ρ/ν (remember the walk has about N1/ν steps). Using
this, we get the conjecture
a = 1 +
2ρ− γ
2ν
. (6)
The SAP boundary scaling exponent a′ is defind by the relation
µSAP [Γ(0, Ni;D,N)] ≈ N−2a′ .
By (5), the µSAP measure of the set of SAPs starting at the origin of diameter of order
N whose second component stays positive is about N−2. A positive fraction of these
walks should have a unique bond with maximal second component. The probability
that one of the vertices of this bond is Ni is of order N−2. From this we get the
conjecture
µSAP [Γ(0, Ni;D,N)] ≈ N−4,
i.e., a′ = 2.
3.3.2 Boundary to interior
Let D be the open square {x + iy : −1 < x < 1,−1 < y < 1} and consider
Λ(0, Ni;D;N). This is the lattice approximation, with lattice spacing N−1, of self-
avoiding paths from interior point 0 to boundary point i in D. Define the SAW
interior scaling exponent b by
µSAW [Λ(0, Ni;D,N)] ≈ N−(a+b).
The heuristics for b are done similarly as for a. In this case the µSAW measure of
the set of SAWs starting at 0 of diameter of order N is Nγ/ν . Note that we are not
requiring the walk to stay in the upper half plane so this factor differs from that in
the previous case. However, the probability of having Ni as the terminal point and
having the walk stay below the line y = N contribute factors of N−2 and N−ρ/ν as
before. Hence, we get the conjecture
a+ b = 2 +
ρ− γ
ν
,
or
b = 1− γ
2ν
. (7)
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The SAP interior scaling exponent b′ is defind by the relation
µSAP [Γ(0, Ni;D,N)] ≈ N−(a′+b′) = N−(2+b′).
By (4), the µSAP measure of the set of SAPs of diameter of order N (i.e., between
N and 2N , say) looks like N (1/ν)−2. Again, the probability that Ni is a point with
maximal second component is of order N−2. This gives the conjecture
b′ = 2− 1
ν
.
3.3.3 Interior to interior
Let D ⊂ C be the open rectangle {x + iy : −1 < x < 1,−1 < y < 2} and consider
Λ(0, Ni;D;N). This is the lattice approximation, with lattice spacing N−1, of self-
avoiding paths from interior point 0 to interior point i in D. The probability that a
randomly chosen SAW starting at 0 of diameter between N and 2N stays in D and
ends at Ni should be of order N−2. Hence, we expect that
µSAW [Λ(0, Ni;D,N)] ≈ N (γ/ν)−2 = N−2b.
Similarly,
µSAP [Γ(0, Ni;D,N)] ≈ N−2b′ = N (2/ν)−4.
3.4 Scaling limit
3.4.1 Convergence of measures on curves
There are a number of ways to define convergence of measures on curves in R2 = C.
A standard way is to define a metric on the space of curves and then to use weak
convergence of measures on the generated Borel σ-algebra. The metrics we define are
actually pseudometrics, i.e., metrics on equivalence classes of curves where two curves
are equivalent if their distance is zero.
Suppose γ1 : [0, T 1] → C, γ2 : [0, T 2] → C are continuous curves. Define the
Hausdorff metric between the curves by
dH(γ
1, γ2) = max
{
max{dist(z, γ2[0, T 2]); z ∈ γ1[0, T 1]},
max{dist(z, γ1[0, T 1]); z ∈ γ2[0, T 1]} }.
The Hausdorff metric depends only on the sets γ1[0, T 1] and γ2[0, T 2].
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A finer topology is obtained by using the metric d where d(γ1, γ2) < ǫ if there is
an increasing homeomorphism φ : [0, T1]→ [0, T2] such that
∣∣γ2(φ(t))− γ1(t)∣∣ < ǫ, 0 ≤ t ≤ T1.
Note that d(γ1, γ2) ≥ dH(γ1, γ2) and d(γ1, γ2) = 0 if and only if γ2 can be obtained
from γ1 by a monotone nondecreasing reparametrization. This metric considers not
just the set of points visited by a curve but also the order in which they are visited;
however, it does not consider the “speed” at which the curves are traversed.
Call γ1, γ2 closed curves if γ1(T1) = γ
1(0) and γ2(T 2) = γ2(0). Let [0, T1]
∗ denote
the topological circle obtained by identifying 0 and T1. The metric dC on closed curves
is defined by saying that dC(γ
1, γ2) < ǫ if there is a homeomorphism φ : [0, T1]
∗ →
[0, T2]
∗ such that
|γ2(φ(t))− γ1(t)| < ǫ, 0 ≤ t ≤ T1.
(In our definition we allow the φ to have either orientation; we could define a metric
dO similarly by restricting to positively oriented homeomorphisms φ.)
We will make conjectures about convergence of measures. We will not be explicit
about the form of the conjectures; implicitly we will mean convergence using the
metric d or dC . However, proofs of convergence using the weaker metric dH would be
interesting and many of the conclusions probably need only dH convergence. In any
case, we will be interested in curves only up to reparametrization; for this reason, we
will not be explicit about the parametrization of scaled SAWs and SAPs. We may
always assume that we have chosen a parametrization of γ1 with T1 = 1.
Let us stress now that when we later conjecture that SLE8/3 and the scaling limit
of SAW have the same distribution, this should be considered only as a statement
about curves modulo parametrization: The “natural” parametrization that one would
give to the scaling limit of SAWs (which is related to the dimension of the curve) is
not the same as the parametrization of SLE8/3 defined in the previous section.
3.4.2 Scaling limits for SAWs
Let D be a connected open domain; for ease we will assume that D is bounded.
Let z, w be distinct points in D. For each positive integer N , let zN , wN be lattice
points closest to Nz,Nw (We need to make some convention if there is more than
one zN , wN ; we can make any choice.) Assume that the following stronger version of
the scaling law holds: there is a C(z, w;D) ∈ (0,∞) such that
lim
N→∞
N2b µSAW [Λ(zN , wN ;D,N)] = C(z, w;D).
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To each ω ∈ Λ(zN , wN ;D,N), we consider N−1ω as a continuous curve connecting
N−1zN to N
−1wN ; as we have mentioned before, we may use any parametrization
of this curve. We conjecture that as N → ∞, the measure N2b µSAW , restricted to
Λ(zN , wN ;D,N), considered as a measure on curves in D by the relation ω 7→ N−1ω,
converges weakly to a measure mSAW (z, w;D). By construction, the total mass of
this measure is C(z, w;D).
Suppose that ∂D is smooth, z ∈ D, and let zN be as above. Let Λ¯(zN ;D,N) be
the set of SAWs [ω0, . . . , ωn] with ω0 = zN , [ω0, . . . , ωn−1] ⊂ ND, [ωn−1, ωn]∩∂D 6= ∅.
We assume there is a constant C(z;D) ∈ (0,∞) such that
lim
N→∞
Na+b N−1 µSAW [Λ¯(zN ;D,N)] = C(z;D).
The N−1 appears because there are O(N) “boundary points” at grid scale 1/N . We
conjecture that as N →∞, the measure Na+b N−1 µSAW , restricted to Λ¯(zN ;D,N),
considered as a measure on curves in D by the relation ω 7→ N−1ω, converges weakly
to a measure mSAW (z;D). By construction, the total mass of this measure is C(z;D).
We also assume that this measure can be written as
mSAW (z;D) =
∫
∂D
mSAW (z, w;D) d|w|,
where mSAW (z, w;D) is a measure on paths connecting the interior point z to the
boundary point w. We let C(z, w;D) be its total measure so that
C(z;D) =
∫
∂D
C(z, w;D) d|w|.
Of course, this defines C(z, w;D) only for almost every w ∈ ∂D. However, we assume
that C(z, w;D) may be chosen to be continuous in w.
Similarly, we can consider measures connecting two distinct points z, w ∈ ∂D. Let
A1, A2 be nontrivial, disjoint, closed subarcs of ∂D. Let µSAW (A1, A2;D,N) be the
set of all ω = [ω0, ω1, . . . , ωn] ∈ Λ such that
• [ω1, . . . , ωn−1] ⊂ ND,
• [ω0, ω1] ∩NA1 6= ∅ and [ωn−1, ωn] ∩NA2 6= ∅.
Assume that there is a C(A1, A2;D) ∈ (0,∞) such that
lim
N→∞
N2a N−2 µSAW [Λ(A1, A2;D,N)] = C(A1, A2;D).
We conjecture that as N → ∞, the restriction of the measure N2a−2µSAW , to
Λ(A1, A2;D,N), converges weakly to a measure mSAW (A1, A2;D). By construction,
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the total mass of this measure is C(A1, A2;D). We also assume that this measure
can be written as
mSAW (A1, A2;D) =
∫
A1
∫
A2
mSAW (z, w;D) d|w| d|z|,
where mSAW (z, w;D) is a measure on curves connecting boundary points z and w
with total mass C(z, w;D) satisfying
C(A1, A2;D) =
∫
A1
∫
A2
C(z, w;D) d|w| d|z|.
Note that the meaning of mSAW (z, w;D) varies whether both points are interior
points; both points are boundary points; or one is an interior point and one is a
boundary point. Hopefully, this should not cause confusion.
3.4.3 Conformal covariance
The major assumption we will make about the limiting measure (other than its exis-
tence as a scaling limit of discrete approximations) is conformal covariance. Suppose,
for ease, that D is a bounded domain with smooth boundary ∂D and f : D → D′
is a conformal transformation such that f is C1 up to the boundary. The conformal
covariance can be phrased as follows.
• If z, w ∈ D, then
f ◦mSAW (z, w;D) = |f ′(z)|b |f ′(w)|b mSAW (f(z), f(w);D′).
• If z ∈ D,w ∈ ∂D,
f ◦mSAW (z, w;D) = |f ′(z)|b |f ′(w)|a mSAW (f(z), f(w);D′).
• If z, w ∈ ∂D,
f ◦mSAW (z, w;D) = |f ′(z)|a |f ′(w)|a mSAW (f(z), f(w);D′).
In other words, the image of the measure under a conformal transformation is the
same as the measure in the new domain multiplied by a scalar correction factor. The
scaling laws tells us that these relations hold for the maps z 7→ rz if r > 0. The
exponents a, b are sometimes called conformal weights.
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3.4.4 Scaling limit for SAPs
We can make similar assumptions about the limit of SAPs. Since the definitions are
virtually the same as for SAWs, we will not repeat them. These gives us measures
mSAP (z, w;D) on closed curves going through both z and w lying in D ∪ {z, w}. We
also assume that these curves have the property that z, w are on their boundary, i.e.,
the curves do not disconnect z from w.
We also assume that these curves are conformally covariant. Recall that a′ =
2, b′ = 2− (1/ν). If f,D,D′ are as in the previous subsection, we assume
• If z, w ∈ D, then
f ◦mSAP (z, w;D) = |f ′(z)|2−(1/ν) |f ′(w)|2−(1/ν) mSAP (f(z), f(w);D′).
• If z ∈ D,w ∈ ∂D,
f ◦mSAP (z, w;D) = |f ′(z)|2−(1/ν) |f ′(w)|2 mSAP (f(z), f(w);D′).
• If z, w ∈ ∂D,
f ◦mSAP (z, w;D) = |f ′(z)|2 |f ′(w)|2 mSAP (f(z), f(w);D′).
3.4.5 Restriction property
If z, w ∈ D, write µSAW (z, w;D,N) for N2b µSAW restricted to Λ(zN , wN ;D,N). By
definition, the measures µSAW (z, w;D,N) satisfy the restriction property: if D
′ ⊂ D,
then µSAW (z, w;D
′, N) is µSAW (z, w;D,N) restricted to walks that stay in ND
′ (in
the appropriate sense). Hence, the limit measure mSAW (z, w,D), assuming it exists,
must satisfy this property. Similarly, this property should hold in the limit if z ∈
D,w ∈ ∂D or z, w ∈ ∂D. In other words, all the families mSAW and mSAP should be
satisfy restriction.
It now follows that the limit mSAW is supported on curves γ : [0, 1] → C with
γ[0, 1] ⊂ D ∪ {z, w}. (The points z and w may be in D or in ∂D.) This is because
when D is smooth we may find a smooth domain D′ ⊂ D such that ∂D′ ⊂ D∪{z, w}
and the triple (D′, z, w) is close, in the appropriate sense, to the triple (D, z, w). We
expect the total mass C(z, w;D) of mSAW (z, w;D) to be continuous in the triple
(D, z, w). Consequently, most of the mass of mSAW (z, w;D) is in the support of
mSAW (z, w;D
′), and therefore is on paths in D ∪ {z, w}.
This also helps to understand why the limit measure should lie on simple curves.
If we condition on an initial segment of the SAW, for the rest of the SAW, that initial
segment acts like a boundary. Since the curve avoids the boundary, it should also
avoid its past; i.e., it should not have any self-intersections.
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3.4.6 Infinite SAW and SAP
The infinite SAW and SAP are processes that are supposed to look like the “begin-
ning” of a long SAW or SAP. Their definition depends on the existence of a limit that
has not been proved to exist in two dimensions except in the case of the half-plane
infinite SAW.
If ω = [0, ω1, . . . , ωk] ∈ Λ∗, ω1 = [0, ω11, . . . ω1n] ∈ Λ∗, define the concatenation
ω ⊕ ω1 = [0, ω1, . . . , ωk, ωk + ω11, . . . , ωk + ω1n]. It is possible that the concatenation
is not self-avoiding. Let Λ∗n(ω) be the set of ω
1 ∈ Λ∗n such that ω ⊕ ω1 ∈ Λ∗, and if
ω ∈ Λ+, let Λ+n (ω) be the set of ω1 ∈ Λ∗n such that ω⊕ω1 ∈ Λ+. For ω ∈ Λ∗k, ω′ ∈ Λ+k ,
let
Q(ω) = lim
n→∞
#[Λ∗n(ω)]
#[Λ∗n+k]
, Q+(ω′) = lim
n→∞
#[Λ+n (ω
′)]
#[Λ+n+k]
,
assuming the limit exists. Roughly speaking, Q(ω) is the fraction of very long SAWs
whose beginning is ω, and similarly for Q+(ω′). The limit Q(ω) is not known to exist,
although it is believed to. In the appendix we adapt an argument of Madras-Slade
[20] to prove that the limit Q+(ω′) exists.
By convention, let us define Q(ω) = 0 if ω 6∈ Λ and Q+(ω′) = 0 if ω′ 6∈ Λ+. Then,
assuming the existence of the limits, for each ω and each positive integer n,
Q(ω) =
∑
ω′∈Λ∗n
Q(ω ⊕ ω′), Q+(ω) =
∑
ω′∈Λ∗n
Q+(ω ⊕ ω′).
The infinite self-avoiding walk starting at the origin is the stochastic process Xj such
that for all ω = [0, ω1, . . . , ωk] ∈ Λ∗,
P{X0 = 0, X1 = ω1, . . . , Xk = ωk} = Q(ω).
Of course, the existence of this process depends on the existence of Q. Similarly the
half plane infinite self-avoiding walk starting at the origin is the stochastic process
X ′j with
P{X ′0 = 0, X ′1 = ω1, . . . , X ′k = ωk} = Q+(ω).
Assuming the existence of the limit, Q is also equal to the limit (for ω ∈ Λ∗k)
Q(ω) = lim
r→(1/β)−
∑∞
n=0 r
n+k #[Λ∗n+k(ω)]∑∞
n=0 r
n+k #[Λ∗n]
,
We cannot put r = 1/β directly into the sums, because the sums diverge [20, Corollary
3.1.8]. It is possible that the limit above could be easier to establish than the limits
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in the definition of Q, and that would give a reasonable alternative definition for the
infinite SAW.
An infinite SAP going through the origin is a pair of infinite SAWs that do not
intersect. Let Λ∗,2k be the set of ordered pairs (ω
1, ω2) ∈ Λ∗k ×Λ∗k with ω1 ∩ ω2 = {0}.
Similarly, let Λ+,2k be the set of ordered pairs (ω
1, ω2) ∈ Λ+k × Λ+k with ω1 ∩ (e1 +
ω2) = ∅. If (ω1, ω2) ∈ Λ∗,2k , let Λ∗,2n (ω1, ω2) be the set of (ω3, ω4) ∈ Λ∗n × Λ∗n with
(ω1⊕ω3, ω2⊕ω4) ∈ Λ∗,2k+n. Define Λ+,2n (ω1, ω2) similarly (for (ω1, ω2) ∈ Λ+,2k ), and let
Q(ω1, ω2) = lim
n→∞
#[Λ∗,2n (ω
1, ω2)]
#[Λ∗,2n+k]
, Q+(ω1, ω2) = lim
n→∞
#[Λ+,2n (ω
1, ω2)]
#[Λ+,2n+k]
.
The infinite self-avoiding polygon is a pair of stochastic processes (X1j , X
2
j ) such that
for each (ω1, ω2) ∈ Λ∗,2k ,
P{X10 = ω10, . . . , X1k = ω1k; X20 = ω20, . . . , X2k = ω2k} = Q(ω1, ω2).
The half plane infinite self-avoiding polyon is defined similarly using Q+.
3.4.7 Scaling limit of infinite SAW and SAP
The scaling limits of SAWs and SAPs have been written in terms of finite measures
that are not probability measures. Sometimes, it is more convenient to consider the
associated probability measures
mSAW
#(z, w;D) =
mSAW (z, w;D)
|mSAW (z, w;D)| , mSAP
#(z, w;D) =
mSAP (z, w;D)
|mSAP (z, w;D)| .
The conformal covariance assumption implies that the measure familiesmSAW
#(z, w;D)
and mSAP
#(z, w;D) are conformally invariant. This conjecture can be extended to
cases where the boundary of D is not smooth.
For the boundary to boundary case, assuming conformal invariance, it suffices to
determine the distribution of mSAW
#(0,∞;H) and µSAP#(0,∞;H). We conjecture
that these measures are the scaling limits of the half plane infinite SAW and the
half plane infinite SAP, respectively. Similarly, in the interior to interior case, we
conjecture that mSAW
#(0,∞;C) and mSAP#(0,∞;C) are the scaling limits of the
infinite SAW and the infinite SAP, respectively.
3.4.8 Boundary polygons
Let Γ¯(D;N) be the set of SAPs ω = [ω0, ω1, . . . , ω2n] with [ω1, . . . , ω2n−2] ⊂ ND
and [ω0, ω1] ∩ N∂D 6= ∅. For every ǫ > 0 consider the measure µSAP restricted to
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Γ¯(D;N ; ǫ), defined to be the set of ω ∈ Γ¯(D;N) such that diam(ω) ≥ ǫN . By (5),
we expect that
µSAP [Γ¯(D;N ; ǫ)] ≈ c(D; ǫ)N−1.
(There is an extra factor of N since there are O(N) boundary points). We conjecture
that the measures N µSAP restricted to Γ¯(D;N ; ǫ) converge weakly (after rescaling
the paths by a factor of N−1) to a measure m¯SAP (D; ǫ). This is a measure on curves
of diameter at least ǫ. We define m¯SAP (D) to be the measure on all curves of positive
diameter obtained as the limit as ǫ→ 0+ of m¯SAP (D; ǫ). This is an infinite measure.
(We have defined m¯SAP (D) by means of the m¯SAP (D; ǫ) measures in order to obtain
a measure that gives zero mass to curves of diameter 0. If we had taken the limit
of the measures N µSAP restricted to all of Γ(D;N), the limit would give infinite
measure to trivial curves.)
We conjecture that one can write
m¯SAP (D) =
∫
∂D
m¯SAP (w;D) d|w|,
where mSAP (w,D) is the appropriate measure on boundary loops that hit ∂D at w.
This would define m¯SAP (w;D) for almost all w in ∂D. We believe that one can choose
a definition of m¯SAP (w;D) for all w ∈ ∂D so that:
• m¯SAP (w;D) is an infinite measure, but the measure of curves of diameter at
least ǫ is finite;
• Conformal covariance: if f : D → D′ is a conformal transformation, then
f ◦ m¯SAP (w;D) = |f ′(w)|2 m¯SAP (f(w);D′);
(The scaling exponent 2 comes from (5).)
• Restriction property: if D′ ⊂ D, and w ∈ ∂D′ ∩ ∂D, then m¯SAP (w;D′) is
m¯SAP (w;D) restricted to curves that stay in D
′.
We can also conjecture: m¯SAP (w;D) is a measure on simple loops, i.e., homeo-
morphic images of the unit circle, which touch ∂D only at w.
3.4.9 Soup of SAPs
Recall the µˆSAP measure on Γˆ from §3.1 and §3.2.4. The scaling exponent for that
measure is zero. If D is a domain and N is a positive integer, let Γˆ(D,N) be the set
of [ω] ∈ Γ such that N−1ω lies entirely in D; note that this condition is independent
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of the choice of representative ω. We conjecture that the measure µˆSAP on Γˆ(D,N),
on curves converges weakly (when the curves are rescaled by a factor of N−1 to an
(infinite) measure mˆSAP (D). This is an infinite measure because it gives large measure
to curves of small diameter. However, if D is bounded and z, w ∈ D are distinct,
then the mˆSAP (D) measure of curves that “surround” both z and w should equal
some cˆ(D; z, w) < ∞. Let mˆSAP (D; z, w) denote mˆSAP (D) restricted to curves that
surround z and w.
We make the assumption that mˆSAP (D) gives no measure to trivial curves. (If
necessary, we define the limit in a way so that such curves are discarded.)
We conjecture that this measure satisfies conformal invariance: if f : D → D′ is
a conformal transformation, then f ◦ mˆSAP (D) = mˆSAP (D′). Moreover, if z, w ∈ D,
then f ◦mˆSAP (D; z, w) = mˆSAP (D′; f(z), f(w)). Note that we are assuming that there
is no scaling factor — this is a consequence of the fact that the scaling exponent is
zero.
The construction of this measure (assuming existence of the limit) implies that
mˆSAP satisfies the restriction property: if D
′ ⊂ D, then mˆSAP (D) restricted to sets
staying in D′ is mˆSAP (D
′).
Note that both m¯SAP and mˆSAP can be considered as measures on hulls by con-
sidering the hull bounded by the curves.
4 Relating SLEκ to SAW and SAP
In this section we discuss conjectures relating SAWs and SAPs to SLE8/3. For some
of the results, we could have made theorems of the type, “if the SAW scaling limit
exists and is conformally covariant then the scaling limit is SLE8/3.” Since the
purpose of this paper is primarily to present conjectures, we have not checked the
exact hypotheses under which such conditional theorems could be attained.
4.1 Boundary to boundary
Consider the conjectured scaling limit mSAW (z, w;D) as described in §3 where D
ranges over smooth simply connected domains D and z, w ∈ ∂D. We can summarize
the conjectures about mSAW (z, w;D) in the terminology of §2. Let
mSAW
#(z, w;D) =
mSAW (z, w;D)
|mSAW (z, w;D)|
be the probability measure associated to mSAW (z, w;D). Then mSAW
#(z, w;D) is
conjectured to be a CR(a) family. The only CR(a) family supported on simple curves
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is a = 5/8. Recall that in this case mSAW
#(z, w;D) is given by chordal SLE8/3
connecting z and w in D.
Another way of justifying the conjecture is to recall that mSAW
#(0,∞;D) is con-
jected to be the scaling limit of the half plane infinite SAW. This process should have
the conformal invariance properties discussed in §2.3. However, it should also satisfy
the restriction property. This leaves κ = 8/3 as the only candidate.
Prediction 1. The scaling limit of the half plane infinite SAW is chordal SLE8/3.
Moreover, the family of measures mSAW
#(z, w;D), where D ranges over simply con-
nected domains and z, w ∈ ∂D, is the unique CR(5/8) family. In particular, the SAW
boundary scaling exponent is a = 5/8.
Recall from §2.3, that the Hausdorff dimension of SLE8/3 paths is 4/3. But the
dimension of the paths of the scaling limit of SAWs should be 1/ν. Hence we get the
following.
Prediction 2. The mean-square displacement exponent for SAWs and SAPs is ν =
3/4.
Similarly, the family of measures µSAP (z, w;D) are conjectured to give the CR(2)
family. This family is given by the hull of the union of two independent Brownian
excursions going from z to w in D.
Prediction 3. The scaling limit of the half plane infinite SAP is the outer boundary
of the union of two Brownian excursions going from 0 to ∞ in H. Moreover, the
family of measures mSAP
#(z, w;D), where D ranges over simply connected domains
and z, w ∈ ∂D, is the unique CR(2) family.
4.2 Boundary to interior
If we consider mSAW
#(z, w;D) where z is an interior point and w is a boundary point,
then a similar argument allows us to conjecture that this measure comes from a radial
SLEκ. Since the dimension of the paths should be the same as for the boundary to
boundary case, the only possible κ is 8/3.
Prediction 4. The family of measures mSAW
#(z, w;D), where D ranges over simply
connected domains and z ∈ D,w ∈ ∂D, is given by radial SLE8/3 from w to z in D.
The following prediction uses the rigorous scaling rule for radial SLE8/3 (2), to-
gether with (6) and (7).
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Prediction 5. The SAW interior scaling exponent is b = 5/48. Also, if γ, ρ are as
defined in §3,
γ =
43
32
, ρ =
25
64
.
The measures mSAP
#(z, w;D), where D ranges over simply connected domains
and z ∈ D,w ∈ ∂D, are conjectured to satisfy the restriction property and to be
conformally covariant with boundary scaling exponent a′ = 2 and interior scaling
exponent b′ = 2− (1/ν). This can be considered as a measure on hulls by considering
the hull surrounded by the curves. The prediction ν = 4/3, gives the prediction
b′ = 2/3. It is not difficult to show that there is only one measure on hulls that
satisfies the restriction property and is conformally covariant with these exponents.
In section 2.5, we described this family of measures in terms of non-disconnecting
Brownian motions.
Prediction 6. The family of measures mSAP
#(z, w;D), where D ranges over simply
connected domains and z ∈ D,w ∈ ∂D, is given by the outer boundary of a pair
of Brownian paths starting at w conditioned to leave D at z and conditioned not to
disconnect w from ∂D.
4.3 Interior to Interior
Consider the measures mSAW
#(0,∞;C) and mSAP#(0,∞,C). These are the conjec-
tured scaling limits of the infinite SAW and the infinite SAP, respectively.
Prediction 7. The scaling limit of the infinite SAW is the whole plane SLE8/3.
Prediction 8. The scaling limit of the infinite SAP is the measure given by the outer
boundary of a pair of non-disconnecting Brownian motions starting at the origin.
4.4 Boundary bubbles
We end by conjecturing that the scaling of limit of boundary polygons considered as a
measure on hulls is a scalar multiple of the measure on hulls obtained from boundary
loops of Brownian motion as described in §2.4, and the scaling limit of the soup of
SAPs as a measure on hulls is a multiple of the unrooted Brownian loop measure
considered as a measure on hulls.
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4.5 Other exponents
Similar arguments based on the derivation of the corresponding critical exponents for
SLE8/3 also yield the value of the exponents describing the non-intersection probabili-
ties of self-avoiding walks (chordal or radial) that had been conjectured by Duplantier
and Saleur [7], or those results concerning the exponents associated to the “multi-
fractal spectrum” of SAW (see [6]); see also [19].
Appendix: The infinite half-space SAW
In this appendix, we establish rigorously the existence of the infinite half-space SAW
in all dimensions d. In other words, we prove that the weak limit as n → ∞ of the
uniform measure on n-step self avoiding walks in the half-space {(x1, . . . , xd) ∈ Zd :
x1 ≥ 0} starting from 0 exists.
A nearest neighbor path ω = [ω0, . . . , ωn] in Z
d is called a bridge if π1ω1 < π1ωj ≤
π1ωn for all j = 2, 3, . . . , n, where π1(x
1, . . . , xd) = x1 denotes the projection onto the
first coordinate. Madras and Slade [20] used Kesten’s results [10] to prove that the
uniform measure on n-step bridges starting at 0 has a weak limit as n → ∞. Our
proof below is an adaptation of their methods. In fact, the infinite half-space SAW
is the same as the limit measure for bridges.
We now introduce some notations and review some necessary background. Let
Υn denote the collection of n-step (nearest neighbor) SAWs
[
ω0, . . . , ωn] in Z
d with
ω0 = 0 and satisfying π1ωj > 0 for all j = 1, 2, . . . , n. Set υn := #(Υn), and let
µn denote the uniform measure on Υn. (If d = 2, then υn = #(Λ
+
n ), where Λ
+
n is
defined in §3.2.3.) A renewal time for ω ∈ Υn is a j ∈ {1, 2, . . . , n − 1} such that
π1ωk ≤ π1ωj < π1ωm holds for all k and m satisfying 0 ≤ k ≤ j < m ≤ n. A bridge
that has no renewal time is called irreducible. Following the notations of [20], let λn
denote the number of n-step irreducible bridges in Υn. A key step in establishing the
limit for irreducible bridges is Kesten’s relation [10] (see also [20, (4.2.4)])
∞∑
n=1
λnβ
−n = 1 , (8)
where, as before, β denotes the connective constant. Kesten also proved that
lim
n→∞
υn+2/υn = β
2 ; (9)
(see e.g., the proof of [20, Thm. 7.3.4]). Shortly, we will justify the stronger statement
lim
n→∞
υn+1/υn = β . (10)
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For ω ∈ Υn, let s(ω) denote the least renewal time of ω. If there is no renewal
time, then s(ω) := ∞. If n > k, then every walk ω ∈ Υn which satisfies s(ω) = k
is obtained by concatenating an irreducible bridge of length k with a (translated)
element of Υn−k. Conversely, every such concatenation is an element of Υn satisfying
s(ω) = k. Consequently,
µn
{
s(ω) = k
}
= λk υn−k/υn .
Hence, (10) gives
lim
n→∞
µn
{
s(ω) = k
}
= λk β
−k .
Using (8) it now easily follows that the weak limit limn→∞ µn is obtained by concate-
nating an i.i.d. sequence χ1, χ2, χ3, . . . of irreducible bridges, where the probability
that χm is any particular irreducible bridge of length k is β−k.
It remains to prove (10). Note that
υn = #(Υn) ≥ #{ω ∈ Υn : s(ω) ≤ k} =
k∑
j=1
λjυn−j .
Therefore,
1 ≥
∑
0<j<k/2
(
λ2j
υn−2j
υn
+ λ2j+1
υn−2j−1
υn−1
υn−1
υn
)
.
We take lim sup of both sides as n→∞. Using (9) this gives
1 ≥
∑
0<j<k/2
(
λ2jβ
−2j + λ2j+1β
−2j−1 lim sup
n→∞
βυn−1
υn
)
.
Taking k to infinity and applying (8) now gives
0 ≥
(∑
j>0
λ2j+1β
−2j−1
)
lim sup
n→∞
(βυn−1
υn
− 1
)
.
That is, lim supn→∞(υn−1/υn) ≤ β−1. This together with (9) implies (10), and com-
pletes the proof.
Remark. If a < β−1 and µ˜a is the probability measure on Υ := ∪nΥn that assigns
weight proportional to an to every ω ∈ Υn, then the existence of the weak limit of µ˜a
as aր β−1 can be established immediately from (8) without using (9) or (10).
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