Abstract-While the tradeoff between the amount of data stored and the repair bandwidth of an (n, k, d) regenerating code has been characterized under functional repair (FR), the case of exact repair (ER) remains unresolved. It is known that there do not exist ER codes which lie on the FR tradeoff at most of the points. The question as to whether one can asymptotically approach the FR tradeoff was settled recently by Tian who showed that in the (4, 3, 3) case, the ER region is bounded away from the FR region.
I. REGENERATING CODES
In the regenerating-code framework, all symbols are drawn from a fixed finite field F q of size q. Data pertaining to a file comprised of B symbols is encoded into a set of nα coded symbols and then stored across n nodes in the network with each node storing α coded symbols. A data collector can download the data by connecting to any k nodes. In the event of a node failure, node repair is accomplished by having the replacement node connect to any d nodes and download β ≤ α symbols from each node with α ≤ dβ < B. The quantity dβ is termed the repair bandwidth. Here one makes a distinction between functional and exact repair. By functional repair (FR), it is meant that a failed node will be replaced by a new node such that the resulting network continues to satisfy the data collection and node-repair properties defining a regenerating code. An alternative to function repair is exact repair (ER) under which one demands that the replacement node store precisely the same content as the failed node. From a practical perspective, ER is clearly preferred. We will use P to denote the parameter set P = {(n, k, d), (α, β)} of a regenerating code.
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This bound is tight since the existence of codes achieving this bound has been established using network-coding arguments related to multicasting.
A. The Storage-Repair Bandwidth Tradeoff
For a given (n, k, d) and file size B, there are multiple pairs (α, β) which satisfy (1) . This leads to the storage-repairbandwidth tradeoff between α, representing the amount of data stored and dβ representing repair bandwidth (Fig. 1 ). We will refer to this tradeoff as the FR tradeoff. The two extremal points in the tradeoff are respectively, the minimum-storage regenerating (MSR) and minimum bandwidth regenerating (MBR) points. The remaining points on the tradeoff curve will be referred to here as interior points. Several constructions [2] [3] [4] [5] [6] [7] for ER regenerating codes are now available, that correspond to the MSR and MBR points of the FR tradeoff.
B. Open Problem Relating to the ER Tradeoff
It was shown in [6] , that apart from the MBR point and a small region adjacent to the MSR point, there do not exist ER codes whose (α, dβ) values correspond to coordinates of an interior point on the FR tradeoff. The possibility of approaching the FR tradeoff asymptotically (i.e., as the file size B → ∞) using ER codes was recently answered in the negative in [8] for the special case of (n, k, d) = (4, 3, 3) . However, for general (n, k, d), the tradeoff under ER at an interior point, has yet to be characterized.
Constructions for ER code corresponding to interior points have recently appeared in the literature [9] , [10] . While ER MBR codes necessarily have normalized values of storage overhead (i.e., inverse of the rate) ≥ 2, ER codes operating at an interior point do not have this limitation. Further, if one fixes the value of normalized storage overhead at say 1.5 and makes a comparison with a ER MSR code having the same overhead, then the interior point ER code will offer a lower value of normalized repair BW for that same overhead. For this reason it is of practical relevance to characterize ER codes operating at an interior point.
C. Results
In this paper, an outer bound on the ER tradeoff is derived which shows that for any (n, k, d), the ER tradeoff is tighter than (i.e., more restrictive than) the FR tradeoff and bounded away from it. Thus it is impossible to construct ER codes with tradeoff that asymptotically achieves the FR tradeoff. When applied to the (4, 3, 3) case, the outer bound coincides with the ER tradeoff established earlier by Tian in [8] (see Fig. 2 ). When applied to the (5, 4, 4) case (Fig. 3) , one obtains an outer bound which at one point corresponds to the tradeoff provided by the layered regenerating codes constructed in [9] , [10] . This simultaneously proves the optimality of both the outer bound at this point as well as the code itself. This also represents the first-known instance of an optimal ER code which does not lie on the FR tradeoff. In the (4, 3, 3) case, outer bound established here coincides with tradeoff established by Tian in [8] . The new outer bound is compared against the achievable region of layered codes in the (5, 4, 4) case.
Section II presents an information-theoretic formulation of the problem, and establishes some preliminary inequalities. Section III contains key bounds on the joint entropy of random variables associated to node repair. The outer bound on the ER tradeoff is presented in Section IV.
II. OUR APPROACH AND SOME PRELIMINARY INEQUALITIES
Let C be an ER regenerating code over F q of file size B and having parameter set P. We regard the B message symbols that make up a data file as B random variables that take on values from F q and which satisfy a certain joint probability distribution. All other random variables that appear in this paper are functions of these random variables. We will use the notation [i], 1 ≤ i ≤ n to denote the set {1, 2, . . . , i}. We define [0] to be empty set. For 1 ≤ i ≤ j ≤ n, we will use [i j] to denote the set {i, i + 1, . . . , j}.
A. The Repair Matrix and Our Approach
Given a regenerating code with n > (d + 1), by restricting attention to a set of (d + 1) nodes, one obtains a regenerating code with n = (d + 1). It follows from this that any upper bound on the size B of the data file that can be stored for a given parameter set {(n = (d+1), k, d), (α, β)} also holds for n > (d + 1) when the remaining parameters left unchanged. With this in mind, we will assume throughout that n = (d+1).
Let W x , 1 ≤ x ≤ d + 1 denote the random variable corresponding to the content of node x. Similarly W A denote content of nodes from the set A ⊆ [d + 1]. We have,
Let S y x , x, y ∈ [n], x = y denote the random variables corresponding to the helper data sent by helper node x to the replacement for a failed node y. This is meaningful since under the assumption n = (d + 1), there is only one set of possible helper nodes for any failed node. Given a pair of subsets
From the definition of regenerating codes, it follows that
In (2, 3), information is measured in units of log 2 (q) bits. The collection of random variables {S
], x = y} can schematically be represented using a (d + 1) × (d + 1) matrix S possessing an empty diagonal as shown in Fig. 4 . The rows in this matrix correspond to the helper nodes and the columns to nodes undergoing regeneration. The (x, y)th entry of this matrix, thus corresponds to S y x . We will refer to S as the repair matrix. In [6] , the authors assume the existence of an ER code whose storage-repair BW tradeoff corresponds to an interior point of the FR tradeoff. They then estimate the joint entropy of all the random entries of the repair matrix S in two different ways and show that this leads to a contradiction. We modify 2014 IEEE International Symposium on Information Theory this approach as follows. We assume the existence of an ER code having parameters (n, k, d), (α, β) whose file size B is of the form B =B − for some ≥ 0, whereB is the file size of an optimal FR code having the same parameter set P. The modification in approach is necessary since the approach in [6] does not extend to the case = 0. Next, we select an appropriate subset T of the entries of the repair matrix S. This subset corresponds to the trapezoidal region shown in Fig. 5 . We then proceed to estimate the joint entropy H(T ) in two different ways and use this to identify the smallest possible value min of that does not lead to a contradiction. In this way, we arrive at the upper bound B ≤B − min .
B. Inequalities Resulting From the Cut-Set Bound
Consider an optimal FR codeĈ possessing the same set of parameters P as the ER code C. By an optimal FR code, we mean that the file sizeB ofĈ achieves the cut-set bound in (1) with equality, and further, that if either α or β is reduced, equality fails to hold in (1). As noted earlier, the existence of such codes has been shown in [1] . It follows that in any such codeĈ, α must lie in the range (d − k + 1)β ≤ α ≤ dβ and can therefore be expressed in the form:
with p ∈ {1, . . . , k} and θ ∈ [0, β). In the specific case when p = k, we must have θ = 0. The existence of ER codes that achieve the cut-set bound in (1) for the extreme cases when α = (d − k + 1)β (corresponding to the MSR point) and α = dβ (the MBR point) is well known. We focus in this paper on the interior points, i.e., the points on the tradeoff excluding the MSR and MBR points. In what follows, given any deterministic or random entity associated with C, we will use a hat to denote the corresponding entity inĈ.
Then in the case of an optimal FR code, we have,
As a consequence, it can be shown that the following equality must hold in the case of an optimal FR code:
In general, the file size B of an optimal ER code will be less than the file sizeB of an optimal FR code. We can thus express B in the form B =B− for some ≥ 0. Our approach towards establishing an outer bound on the ER tradeoff is to establish a positive lower bound on , one that does not vanish even in the asymptotic limit as β → ∞. In the case of an ER code C, the analogous expressions read as follows:
from which it follows that:
III. BOUNDS ON THE JOINT ENTROPY OF REPAIR DATA
A. A Lower Bound on the Joint Entropy of Repair Data
In the ER setting, the lower bound on the conditional entropy of node-data H(W L | W A ) derived in equation (7) above, can be made to yield a lower bound on the joint entropy of repair data passed by other nodes while repairing nodes in L. This will now be formalized. Define a collection of helperdata random variables T , Proposition 1:
B. An Upper Bound on the Joint Entropy of Repair Data
The subsets of the repair matrix S of the form S We proceed as in [6] .
Then the following inequalities hold.
, j ∈ L is a maximum when j = j 0 . Define R * = R \ {j 0 }. We then have the series of inequalities:
Simplifications, along with an application of (2,3), lead to
By setting r = p in (11) and making use of (7), we obtain the first inequality in (9) for 2 ≤ ≤ r = p. Similarly, setting r = p + 1 in (11) and applying (7), gives us the second inequality in (10) for 2 ≤ ≤ r = p + 1.
IV. THE IMPROVED TRADEOFF In this section, we make use of Propositions 1 and 2 to derive an improved outer bound on the ER tradeoff.
Theorem 4.1: The following upper bound on file size B holds in the case of an ER regenerating code C with k ≥ 3:
d−k+2 β, B ≤B − 0 , where 0 and 1 are as given in Table I .
Corollary 4.2: The ER tradeoff with k ≥ 3, for a fixed file size B is strictly bounded away from the FR tradeoff whenever
Proof: The impossibility for ER codes to approach FR tradeoff asympototically will follow from the fact that the lowerbound on (B − B) is of the form c 1 β + c 2 θ, where c 1 , c 2 are positive constants independent of β and θ. See [11] for the proof.
Remark 1: When p = k − 1 (i.e., in the region immediately adjacent to the MSR point), the outerbound on the ER tradeoff derived here is strictly bounded away from the FR tradeoff whenever 0 ≤ θ < d−k+1 d−k+2 β. This range of θ coincides with the range for θ for which the authors of [6] proved the non-existence of ER codes achieving the FR tradeoff.
Remark 2: Thus this upper bound translates into an improved outerbound on the ER tradeoff, in comparison with the trivial outer bound provided by the FR tradeoff.
Example 1: (n, k, d) = (4, 3, 3) . In this case, α = (4−p)β −θ and we consider two different ranges of (p, θ): (a) p = 1, 0 < θ < β and (b) p = 2, 0 ≤ θ < β 2 . Applying Thm. 4.1, we obtain:
Lower bounds 0 , 1 on =B − B Range of (p, θ):
where
where The above inequalities (12, 13) , in conjunction with the FR tradeoff, characterize the new outerbound. Interestingly, the outer bound on the ER tradeoff derived above, coincides with the actual ER tradeoff derived in [8] (see Fig. 2 ).
Example 2: (n, k, d) = (5, 4, 4) . In this case, α = (5−p)β−θ and we consider three different ranges of (p, θ): (a) p = 1 with 0 < θ < β, (b) p = 2 with 0 ≤ θ < β, and (c) p = 3 with 0 < θ < β 2 . Applying Thm. 4.1, we obtain the following inequalites:
The above inequalities (14, 15, 16, 17), taken in conjunction with the FR tradeoff, characterize the new outerbound. In Fig. 3 , the bound is plotted against the region achievable by the layered codes, [12] , [10] . For the specific case when α = 2β, the outer bound is achieved by the layered code. Thus in the case of a (5, 4, 4) system, the ER tradeoff point is characterized when α = 2β. (see Fig. 3 ) Sketch of the Proof of Theorem 4.1: The proof proceeds by deriving lower bounds on =B − B by considering various cases separately. In each case, we will consider an appropriately chosen subset T of the repair matrix which will always correspond to a trapezoidal region as depicted in Fig. 5 .
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The joint entropy H(T ) of this collection of random variables is bounded below and above, by invoking Propositions 1 and 2 respectively. The inequality relating the lower to the upper bound then leads to a lower bound on and hence an upper bound on the file size B under ER.
The proof proceeds by considering two cases, with each case further split into two subcases. The cases differ in the specific choice of trapezoidal subset T of the repair matrix. The first case corresponds to p lying in the set {2, 3, . . . , k−1}. Here we set q 0 = k−p+1 p . The subcases to consider then correspond to the situations when q 0 ≥ 1 and q 0 = 0. The second case corresponds to p lying in the set {1, 2, . . . , k − 2} and here we set set q 1 = k−p p+1 . The subcases considered here correspond to the situations when q 1 ≥ 1 and q 1 = 0 respectively. Given space limitations, we present the analysis as it proceeds in the case q 0 ≥ 1. The complete proof can be found in [11] . In the case q 0 ≥ 1, we set T = {S
x > y} and this corresponds to the trapezium-shaped region EF GH of the repair matrix, as shown in Fig. 6 . This subset of the repair matrix is associated with the helper data for replacement of the set of nodes Y = {p, p + 1, . . . , (q 0 + 1)p − 1}. We obtain an upperbound on H(T ) via an application of Prop. 2. Towards this, we first identify T as the union of several random variables, each of the form S L m , where |L| ≤ p. We split Y into q 0 groups of p nodes each, and the corresponding subsets of T are denoted by T i , i = 1, 2, . . . , q 0 . Pictorially, T 1 is associated with the trapezium EF G 1 H 1 in Fig. 6 . Similarly every T i is associated with a smaller trapezium contained within EF GH. The set T i can again be viewed as the union of two subsets U i and V i , respectively associated with the largest rectangle within the trapezium, and the remaining triangular region. For i = 1, 2, . . . , q 0 , we have more formally, Note that T i = U i ∪V i . We invoke Prop. 2 to get an upperbound on H(U i ), and we apply the constraint in (3) to bound H(V i ). Thus we have that
In (18), we used (9) from Prop. 2 to obtain the upper bound on H(U i ). On the other hand, using Prop. 1, we also have,
Form (18) and (19), we obtain that
to avoid running into a contradiction. Other cases, as mentioned earlier, will also yield similarly lower bounds on . Clubbing such lower bounds together leads to the theorem.
