Rubinstein et al. ͓Hearing Res. 127, 108 -118 ͑1999͔͒ suggested that the representation of electric stimulus waveforms in the temporal discharge patterns of auditory-nerve fiber ͑ANF͒ might be improved by introducing an ongoing, high-rate, desynchronizing pulse train ͑DPT͒. To test this hypothesis, activity of ANFs was studied in acutely deafened, anesthetized cats in response to 10-min-long, 5-kpps electric pulse trains that were sinusoidally modulated for 400 ms every second. Two classes of responses to sinusoidal modulations of the DPT were observed. Fibers that only responded transiently to the unmodulated DPT showed hyper synchronization and narrow dynamic ranges to sinusoidal modulators, much as responses to electric sinusoids presented without a DPT. In contrast, fibers that exhibited sustained responses to the DPT were sensitive to modulation depths as low as 0.25% for a modulation frequency of 417 Hz. Over a 20-dB range of modulation depths, responses of these fibers resembled responses to tones in a healthy ear in both discharge rate and synchronization index. This range is much wider than the dynamic range typically found with electrical stimulation without a DPT, and comparable to the dynamic range for acoustic stimulation. These results suggest that a stimulation strategy that uses small signals superimposed upon a large DPT to encode sounds may evoke temporal discharge patterns in some ANFs that resemble responses to sound in a healthy ear.
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I. INTRODUCTION
Speech and other sound stimuli contain information in both their slowly varying envelope and their rapidly varying fine-time structure ͑Rosen, 1992͒. Yet, many processing strategies used in today's cochlear implants only deliver envelope information and discard the temporal fine structure. For example, continuous interleaved sampling ͑CIS͒ strategies ͑Wilson et al., 1991͒ use an envelope detector in each frequency channel to derive waveforms used to modulate carrier pulse trains. These envelope detectors discard the information available in the fine-time structure. The SPEAK strategy used with Nucleus implants ͑Seligman and McDermott, 1995͒ also discards the fine structure in each stimulated channel. Smith et al. ͑2002͒ evaluated the relative importance of envelope and fine-time structure information in auditory perception using acoustic stimuli called ''auditory chimeras.'' The chimeras are sounds which, in each frequency band, have the fine-time structure of one sound, and the envelope of another. Smith et al. found that, with four to eight frequency bands, speech comprehension is better using the envelope information than the information in the fine-time structure. However, for the same number of analysis channels, subjects performed melody identification and sound localization tasks better with the fine-time structure than with the envelope information. These results suggest that modifying cochlear implant processing strategies to include finetime structure information might improve pitch perception. The fine structure may also be essential for taking full advantage of binaural cues delivered by bilateral implants.
Fine structure information might be delivered to cochlear implants in several ways. The simplest method, already used in some processing strategies, is to deliver an a͒ analog representation of the stimulus waveform in each frequency channel. Alternatively, the frequency of a periodic stimulus might be encoded by the rate of a pulse train. Although this method has the disadvantage that signals having different waveforms cannot be distinguished if they have the same fundamental frequency, it was used in early Nucleus processors to encode the fundamental frequency of voice ͑Tong et al., 1980͒. Finally, fine structure information might be introduced in a CIS strategy by increasing the cutoff frequency of the envelope detector, or even eliminating it altogether. The rate of the carrier pulse trains would also have to be increased so as to sample the resulting high-frequency modulation waveforms without aliasing.
Both single-unit studies in animals and evoked potential studies in implanted human subjects suggest that neither of the above strategies for delivering fine structure information would, by itself, produce temporal discharge patterns in the auditory nerve resembling those evoked by acoustic stimuli in a normal ear. Auditory-nerve fibers ͑ANF͒ encode the fine-time structure of acoustic stimuli in their temporal discharge patterns for frequencies up to 5 kHz ͑Rose et Johnson, 1980͒ . For example, in response to a pure tone, neurons fire at random multiples of the stimulus period, in that there may be one, two or more cycles between successive spikes ͑Rose et al., 1967͒. The stimulus period is thus represented in the ensemble activity of a population of neurons by a stochastic form of Wever's volley principle, even when the stimulus period is shorter than the neural refractory period. This coding scheme is made possible by the ongoing stochastic release of neurotransmitter at inner-haircell synapses, and the modulation of this neurotransmitter release by the receptor potential which tracks each cycle of the stimulus waveform.
Because hair cells and their synapses are missing in deaf ears, temporal discharge patterns produced by electric stimulation are very different from normal acoustic responses. Suprathreshold responses to electric pulse trains or sinusoids with frequencies below 500-800 Hz behave nearly deterministically, typically showing one spike discharge on every stimulus cycle ͑Moxon, 1967; Hartmann et al., 1984 Hartmann et al., , 1990 van den Honert and Stypulkowski, 1987; Parkins, 1989; Javel et al., 1987; Javel, 1990; Javel and Shepherd, 2000͒ . Such entrainment also occurs for sinusoidally modulated electric pulse trains similar to stimuli produced by CIS processors ͑Litvak et al., 2001͒. Moreover, the temporal precision of discharges evoked by such low-frequency electric stimuli is much higher than with acoustic stimulation ͑Hart-mann et Javel, 1990; Javel and Shepherd, 2000͒ . For example, whereas spikes are distributed over most of one-half cycle in response to a pure tone, they only occupy a small fraction of the stimulus cycle for electric sinusoids, thereby inadequately representing the sinusoidal wave shape ͑Hartmann et van den Honert and Stypulkowski, 1987͒ . In fact, temporal discharge patterns for electric sinusoidal, triangular and square waves of the same frequency are surprisingly similar considering that these stimuli have very different spectra ͑van den Honert and Stypulkowski, 1987; Parkins, 1989͒. Further issues arise at higher frequencies ͑Ͼ500-800
Hz͒ where neural refractoriness prevents fibers from discharging on every cycle of the electric stimulus. With both sinusoidal and pulse train stimuli, refractoriness can cause history-dependent changes in response latency, resulting in a neuron discharging at two distinct phases within a stimulus cycle ͑Parkins, 1989; Javel, 1990; Javel and Shepherd, 2000͒ . Such double-peaked period histograms are not observed for acoustic stimulation above 1000 Hz ͑Johnson, 1980͒. Interval histograms are also highly abnormal, demonstrating a tendency for spikes to occur at regular intervals, even for high-frequency ͑Ͼ1000 Hz͒ stimulation ͑Parkins, 1989; Dynes and Delgutte, 1992͒ . In some cases, ANFs fire exactly on every other cycle or even at higher multiples of the stimulus period ͑Javel, 1990; Javel and Shepherd, 2000͒. This tendency is also apparent in measurements of electric compound action potentials ͑ECAPs͒ from cochlear implant users ͑Wilson et al., 1997͒. Specifically, in response to a 1-kpps electric pulse train, ECAPs alternate between strong and weak responses to each pulse for up to 100-200 ms after stimulus onset. This alternation suggests that, while most ANFs respond to the first pulse, they are in a refractory state during the second pulse and only respond again to the third pulse. If most fibers fire together on every other cycle, then the auditory nerve population represents half the stimulus frequency rather than the actual frequency. In summary, neural refractoriness, the narrow dynamic ranges, excessively high discharge rates, and exaggerated synchrony combine to make the temporal coding of electric stimuli highly unnatural compared to normal acoustic stimulation, particularly for frequencies above 500 Hz. Rubinstein et al. ͑1999b͒ proposed that the temporal coding of stimulus waveforms in cochlear implants might be improved by introducing an ongoing, high-frequency, desynchronizing pulse train ͑DPT͒ in addition to the signal produced by the speech processor. The purpose of a DPT is to amplify noise in sodium channels so as to produce more stochastic responses similar to those of spontaneously active fibers. In a companion paper ͑Litvak et al., 2003b͒, we recorded ANF responses to a 10-min, 5-kpps DPT. We found that, after 1-2 min of continuous stimulation, the DPT produced activity that, in many fibers, resembled spontaneous activity in a healthy ear. Several types of responses to the DPT were identified. Some fibers ͑roughly 50%͒ only responded transiently to the DPT, while the others showed a sustained response throughout 10 min of DPT stimulation. For the sustained responders, the ''pseudo-spontaneous'' activity evoked by the DPT had broadly distributed interspike interval distributions and appeared to be uncorrelated from fiber to fiber. Some interval histograms ͑25%͒ had an exponential shape, as does normal spontaneous activity; however, the majority of sustained responses had nonexponential interval histograms, particularly if they discharged at very high rates.
In this paper, we directly test the hypothesis that a DPT improves the representation of the fine-time structure in the temporal discharge patterns of ANFs for sinusoidal stimuli. There are at least three ways in which a DPT could make responses to electric stimuli better resemble acoustic responses in a healthy ear. First, a DPT could desynchronize stimulus-evoked activity across-fibers. For higher-frequency ͑Ͼ500 Hz͒ stimuli, desynchronization may allow different neurons to discharge on different stimulus cycles, thereby allowing volley coding of frequency. By simultaneously recording from pairs of fibers, we showed that such desynchronization does in fact occur after a few seconds of DPT stimulation ͑Litvak et al., 2003b͒. Second, a DPT may allow small electric signals to be encoded as modulation of ongoing DPT-evoked pseudospontaneous activity, much as normal acoustic responses of most ANFs are effectively modulations of ongoing spontaneous activity. Such modulations of random activity allow faithful transmission of the stimulus waveform in neural discharges by a process akin to stochastic resonance ͑Yu and Lewis, 1989; Collins et al., 1995; Wiesenfeld and Moss, 1995͒ . If the stochastic nature of the responses could be restored by the DPT, then a similar mechanism may also improve the coding of the stimulus fine-time structure in electric stimulation.
Finally, computer simulations of auditory-nerve fibers suggest that a DPT may lower the threshold and increase the dynamic range to electric stimulation ͑Rubinstein et al., 1999a͒. The increased dynamic range is particularly significant when one considers complex stimuli such as vowels. These waveforms contain peaks of widely different heights in each period. A wide dynamic range might allow fibers to represent all of the waveform peaks in their temporal discharge patterns rather than just the largest peak.
Previous tests of the ideas underlying the DPT ͑Rubin-stein et al., 1999b; Wilson et al., 1998͒ were based on electric compound auditory potential ͑ECAP͒ responses, which provide only indirect evidence of single-unit activity. In addition, these studies used short pulse trains ͑30 ms͒, which are a poor model of an ongoing DPT. We found that responses to a DPT only reach a near steady state after 1-2 min of DPT stimulation ͑Litvak et al., 2003b͒ . In this paper, we directly test the hypotheses underlying the DPT by recording from single fibers from the auditory nerve of deafened cats. We focus on responses that occurred after adaptation to a DPT presented for 10 min. We compare temporal discharge patterns of ANFs for sinusoidal modulations of a DPT with normal acoustic responses to pure tones. We also test the hypothesis that the DPT increases the dynamic range by studying responses to sinusoidally modulated DPTs over a range of modulation depths.
Our scheme for encoding acoustic signals into electric waveforms differs somewhat from that used by Rubinstein et al. ͑1999b͒ in their original formulation of the DPT idea. In that paper, an analog electric sinusoid was directly superimposed upon a DPT; here we encode the sinusoid as a small modulation of a DPT. This coding scheme assumes that neural responses to a high-rate pulse train with low modulation depth are similar to those elicited by the superposition of a large, unmodulated DPT and a small, highly modulated pulse train as might be produced by a CIS processor ͑Fig. 1͒. This assumption is a mathematical identity if the same pulse train is used for both the DPT and the CIS carrier. It may hold more generally if the time constant of the neural membrane is large compared to the intervals between pulses. In this scheme, modulation depth is proportional to the amplitude of the sinusoidal stimulus for small modulations. The differences between the present scheme and the Rubinstein et al. ͑1999b͒ original strategy will be further considered in Sec. IV.
II. METHODS
The animal preparation, electrical stimulation, and recording methods are described in the companion paper ͑Lit-vak et al., 2003b͒. Briefly, cats were anesthetized with dial in urethane ͑75 mg/kg͒, then deafened by co-administration of kanamycin ͑subcutaneous, 300 mg/kg͒ and ethacrinic acid ͑intravenous, 25 mg/kg͒ ͑Xu et al., 1993͒. As described in detail in the companion paper ͑Litvak et al., 2003b͒, most of the animals had some residual hearing in the nonimplanted ear. To minimize the effect of residual hair cells in these preparations, we only report responses from neurons with no spontaneous activity in the absence of a DPT. Two intracochlear stimulating electrodes ͑400 mm Pt/Ir balls͒ were inserted into the cochlea through the round window. One electrode was inserted approximately 8 mm and was used as the stimulating electrode. The other electrode was inserted just inside the round window and served as the return electrode.
Standard techniques were used to expose the auditory nerve via a dorsal approach ͑Kiang et al., 1965͒. We recorded from single units in the auditory nerve using glass micropipettes filled with 3M KCl. For small modulation depths, most of the stimulus artifact could be removed online using a digital signal processor implementing a moving average filter whose length matched the 0.2-ms pulse period. Neural responses were also recorded digitally with a sampling rate of 20 kHz for off-line analysis. Methods used to remove the stimulus artifact from these records are described in Appendix A.
A. Stimuli
We conducted a neural population study by investigating responses to a single DPT level for each animal. To ensure that a large fraction of fibers would respond to the DPT, the DPT level was set at 8 -10 dB above ECAP threshold, as described in detail in the companion paper ͑Litvak et al., 2003b͒.
We studied responses to small ͑modulation depth р15%͒ sinusoidal modulations of the DPT. Figure 3 ͑top͒ schematizes the envelope of the electric stimuli. The carrier was a 5-kpps train of biphasic pulses ͑cathodic/anodic, 25 s per phase͒. In order to acquire responses to both the unmodu-FIG. 1. The stimuli used in our experiments are pulse trains with low modulation depths ͑right͒. These stimuli can be thought of as the superposition of a large, unmodulated DPT ͑bottom left͒ and a small, fully modulated pulse train ͑top left͒ similar to the signals produced by CIS processors.
lated DPT and modulations of the DPT for several modulation depths and frequencies, the stimulus was composed of alternating modulated ͑400 ms͒ and unmodulated ͑600 ms͒ segments.
1 Modulation depth and, in some cases, modulation frequency was changed on each successive segment. Modulation depth was varied from 0.5% to 15%, while modulation frequency was either 104, 417 or 833 Hz. The entire sequence of modulated and unmodulated segments had a 5-12-s period, and was repeated continuously for 10 min or until contact with the fiber was lost.
Modulation was applied such that the mean amplitude of the carrier pulses was the same during modulated and unmodulated segments. Specifically, during modulation, the envelope was defined as A •(1ϩm•sin(2f m t) ), where f m is the modulation frequency, A is the amplitude of the unmodulated DPT, and m is the modulation depth. The modulation period was always an integer multiple of the 0.2-ms carrier period to avoid beating, and the modulation phase was chosen so that the peak of the modulation waveform always coincided with a carrier pulse.
B. Analysis
Responses collected during the unmodulated DPT segments were used to classify each fiber using the same scheme as in the companion paper ͑Litvak et al., 2003b͒. Some fibers exhibited only a transient response to the DPT, and adapted to near zero ͑Ͻ5 spikes/s͒ discharge rate after 100 s of DPT stimulation. We will refer to these fibers as ''transient DPT responders.'' Fibers that responded to the unmodulated segments over the entire stimulus duration will be referred to as ''sustained responders.' ' Litvak et al. ͑2003b͒ further used interval histograms to characterize the temporal discharge patterns of sustained responders. We found that, while some responses had nearly exponential interval histograms, others had strongly nonexponential interval histograms. The degree of ''exponentiality'' of the histogram was quantified using an Interval Histogram Exponential Shape Factor ͑IH-ExpSF͒ ͑Litvak et al., 2001͒. The IH-ExpSF is computed by first fitting the interval histogram with both a single exponential and, piecewise, by three exponentials. The root mean squared ͑rms͒ error of each fit to the data is then determined, and the IH-ExpSF defined as the ratio of the rms error for the piecewise fit to that for the single exponential fit. The IH-ExpSF for samples from a stationary Poisson process is approximately 1.
C. Stochastic threshold model
As a concise way of summarizing the data, we developed a simple functional model of responses of ANFs to modulations of a DPT ͑Fig. 2͒. The model takes as input the modulation waveform m(t). For a sinusoidal modulator, m(t)ϭm•sin(2f m t), where f m is modulation frequency, and m is modulation depth. A spike is produced by the model whenever m(t) crosses a noisy threshold. The threshold is the sum of a deterministic term and a noise term. To account for the refractory properties of ANFs, the deterministic component of threshold n (t) depends on the time since the preceding spike t i according to Eq. ͑1͒, also used by Bruce et al. ͑1999͒ :
.97 exp͓Ϫ͑tϪt i ͒/1.32 ms͔, tϪt i у0.6 ms.
͑1͒
The threshold recovery function r(t) was chosen to fit the absolute and relative refractory periods of electrically stimulated ANFs ͑Dynes, 1995͒. For the noise term, we used computer-generated zero-mean, white Gaussian noise with standard deviation . Because the model was simulated using 0.2-ms time steps, the noise bandwidth was effectively 2500 Hz. Because the noisy threshold is the critical element of the model, we refer to this model as the stochastic threshold model ͑STM͒.
We computed responses of the STM to sinusoidal modulators of different frequencies and modulation depths. The conditional probability that a model neuron fires at time t given that the last spike occurred at t i is
where ⌫ is the cumulative Gaussian distribution, and r(t) is the recovery function described by Eq. ͑1͒. For an unmodulated DPT (mϭ0), the pseudo-spontaneous discharge rate ͑the discharge rate during the unmodulated DPT͒ is entirely determined by the threshold-to-noise ratio 0 /. For nonzero values of m, the discharge rate depends on the ratio m/ as well. These two ratios entirely determine the model response to sinusoids.
III. RESULTS

A. Basic response characteristics
Our results are based on 68 responses recorded from 62 auditory-nerve fibers in five cats to sinusoidally modulated electric pulse trains. Each record included responses to a FIG. 2. Stochastic threshold model ͑STM͒ of ANF responses to modulations of a DPT. The model takes as input the modulation waveform m(t) and produces a spike whenever the input crosses a noisy threshold. The output of the model is a set of spike times ͕t i ͖. The threshold is the sum of a Gaussian noise term n(t) and a deterministic term n (t) which depends on the time since the previous spike. The only free parameters in the model are the resting threshold 0 and the noise amplitude .
series of modulated segments with different modulation depths and, in some cases, different modulation frequencies. For 28 of these records, the fiber responded to the unmodulated DPT segments at a discharge rate above 5 spikes/s throughout the stimulus duration. For the other 40 records, the fiber stopped responding to the unmodulated DPT after 1-2 min of stimulation, although it still responded to some of the modulated segments. The percentage of transient responders in the present data sample is somewhat larger ͑59% vs 46%͒ than in the larger sample from ten cats described in the companion paper ͑Litvak et al., 2003b͒, and the difference is statistically significant (pϭ0.0247, binomial exact test͒. We attribute this difference to a combination of biases in data collection ͑the silent responses of transient responders to unmodulated DPTs were sometimes discarded͒ and individual differences among animals ͑some animals had a high proportion of transient responses͒. In the following, we describe only the responses that occurred after 50 s of stimulation so that the data would reflect the effects of adaptation to the DPT. Figure 3 shows the response of an auditory-nerve fiber to a DPT that was sinusoidally modulated at 417 Hz for 400 ms every second. Modulation depth was increased from 0.5% to 11% on each successive modulated segment. The entire 5-s cycle of five modulation depths was repeated for 10 min. During the unmodulated segments, the pseudospontaneous discharge rate was 48 spikes/s, and the interspike interval distribution was nearly exponential (IH ϪExpSFϭ0.99) .
The left panel in the middle row shows the discharge rate as a function of time from the onset of the 5-s stimulus cycle. Average discharge rate grows monotonically with increasing modulation depth. For modulation depths between 0.5% and 5%, the discharge rate stays below 300 spikes/s, in the range appropriate for responses to tones in a healthy ear ͑Kiang et al., 1965; Liberman, 1978͒ . At the largest modulation depth ͑11%͒, the discharge rate exceeds the rates seen in Liberman's data.
The right two panels in the middle row show the response patterns of a high spontaneous-rate fiber in a healthy ear to 440-Hz tone bursts at 5 and 45 dB above threshold ͑McKinney and Delgutte, 1999͒. Consistent with classic descriptions ͑Westerman and Smith, 1984͒, the discharge rate decreases rapidly during the first 10 ms of tone-burst stimulation, and this rapid adaptation is followed by slower adaptation with a time constant near 100 ms. In contrast, the responses to modulations of the DPT ͑left͒ show a form of slow adaptation, but no sign of rapid adaptation.
The bottom left panel in Fig. 3 shows period histograms locked to the modulator frequency computed from responses during the modulated DPT segments. The period histogram for a modulation depth of 0.5% is already almost fully modulated, indicating exquisite sensitivity to modulation. At this modulation depth, there is little or no increase in discharge rate over that evoked by the unmodulated DPT. Thus, synchrony to the stimulus is already large at a modulation depth that evokes no noticeable increase in average rate over the response to the unmodulated DPT. Similar behavior is found in responses of high-spontaneous ANFs to pure tones ͑Johnson, 1980͒.
As the modulation depth increases, responses become more precisely phase locked. For a modulation depth of 1%, the period histogram approaches a half-wave rectified sinusoid, suggesting that the modulator waveform is accurately represented in the temporal discharge patterns. For this modulation depth, the period histogram resembles those in response to a pure tone in a healthy ear ͑Fig. 3, bottom right͒. For modulation depths above 2.5%, however, the period histogram consists of a very sharp mode restricted to a small fraction of the stimulus cycle, and does not resemble the response to a pure tone at any level. These hypersynchronized responses resemble responses to sinusoidal electric stimulation without a DPT ͑Hartmann et al., 1984;  van den Honert and Stypulkowski, 1987͒. FIG. 3. The top panel shows one cycle of the electric pulse train stimulus ͑5 kpps, 2.5 mA 0-p͒ to which a 417-Hz sinusoidal modulation was applied every second for 400 ms. Modulation depth ranged from 0.5% to 11%, and the entire sequence of modulations was repeated every 5 s for 10 min. The left panel of the middle row shows a period histogram ͑bin width 2.4 ms͒ locked to the 5-s modulation cycle for one auditory-nerve fiber. For comparison, the right two panels of the middle row show the response pattern of an ANF (CFϭ650 Hz) from a healthy ear to a 440-Hz pure tone at 5 and 45 dB above threshold. The bottom panels show the period histograms computed from responses during the electric modulations ͑left͒ and the acoustic pure tone ͑right͒. The gray line shows a sinusoidal waveform for comparison. Figure 4 shows period histograms computed from responses to 104, 417, and 833 Hz sinusoidal modulations of the DPT for another ANF. Modulation depth was varied from 0.5% to 10%. During the unmodulated segments, this fiber had a pseudo-spontaneous discharge rate of 54 spikes/s and an exponential interspike interval distribution.
B. Temporal discharge patterns for exponential fibers
For all modulation frequencies, stimuli with modulation depths below 5% evoked average discharge rates below 300 spikes/s, in the range reported for ANFs in normal ears for pure-tone stimulation ͑Liberman, 1978͒. In addition, the synchronization index was always below 0.9, consistent with acoustic responses to pure tones. The nearly sinusoidal shape of the period histograms for modulation depths below 2.5% suggests that the modulation waveform is accurately represented for all three modulation frequencies.
At 10% modulation depth, the discharge rates in responses to 417-and 833-Hz modulators exceed those seen in a normal ear. At this high modulation depth, the period histogram for the 104-Hz modulator reveals multiple peaks for each cycle, and this is seen for 5% modulation as well. Unlike the ''peak splitting'' observed in responses of ANFs to low-frequency tones ͑Johnson, 1980; Kiang and Moxon, 1972͒ which always occurs on opposite phases, both peaks of the responses to the electric stimulus occur during the same half-cycle of the modulator. Similar double-peaked responses have been reported for sinusoidal electric stimulation without a DPT ͑Hartmann et al., 1984; van den Honert and Stypulkowski, 1987͒. Interspike interval histograms were also examined to determine whether they resemble those evoked by pure tones in a healthy ear. Figure 5 shows the interval histograms that correspond to the period histograms in Fig. 4 . Interval histograms for a 440-Hz pure tone in a normal ear are also shown for comparison. Phase locking to the stimulus can be seen in these histograms as the clustering of intervals around integer multiples of the stimulus period ͑dashed lines͒.
For modulation depths below 5%, interval histograms for the modulated DPT resemble acoustic responses in that they have exponential envelopes, and show several modes at multiples of the modulation period. One exception is the response to the 417-Hz modulator at 2.5% modulation depth, where the sharp interval mode at twice the stimulus period means that spikes occur on every other stimulus cycle. However, this response pattern is unusual for this modulation frequency and depth. Detailed examination of the interval histograms for modulation depths below 2.5% reveals an additional difference between DPT responses and normal responses to pure tones. Interval histograms for pure tone stimuli always show a mode at the tone's period for frequencies below 1000 Hz ͑Rose et al., 1967͒. In contrast, responses to the 417-Hz modulated electric pulse train show no mode at the modulation period; instead, the earliest mode occurs at twice the period. Such lack of a mode at the period has also been observed in response to both electric sinusoids and sinusoidally-modulated pulse trains presented without a DPT ͑van den Honert and Stypulkowski, 1987; Litvak et al., 2001͒. For 10% modulation depth, the interval histograms of FIG. 4 . Period histograms ͑bin width 0.2 ms͒ computed from the response of an auditory-nerve fiber to sinusoidally modulated pulse trains at three different frequencies ͑columns͒ and five modulation depths ͑rows͒. During the unmodulated segments of the DPT, this fiber had a pseudo-spontaneous discharge rate of 54 spikes/s, and its interval histogram had a nearly exponential shape (IHϪExpSFϭ0.97). Numbers in each panel are the average discharge rate ͑in spikes/s͒ and the synchronization index to the modulation. The vertical axis is in spikes/s. responses to electric stimulation differ strongly from normal responses to tones. In response to the 104-Hz modulator, the fiber fired twice on each modulation cycle, so that the interval histogram had just two modes, one at 2.3 ms and the other one at 7.3 ms. The sum of these two mode locations equals the 9.6-ms modulation period. For 417-Hz modulation, the interval histogram had a single mode at the modulation period, meaning that a spike occurred exactly once per modulation cycle. Such entrainment is not seen in normal ANF responses to pure tones ͑Rose et al., 1967͒, but is common in electric responses without a DPT. For the 833-Hz modulator, the histogram showed a dominant mode at twice the modulation period, indicating that a spike occurred on nearly every other cycle. This distortion is particularly disturbing, because, if it occurs in many fibers, and these fibers fire in synchrony, then the response of the ANF population would represent a signal at half the actual modulation frequency. A tendency for spikes to occur at integer multiples of the stimulus period for frequencies above 500 Hz has also been observed for pulsatile electric stimulation without a DPT ͑Javel, 1990; Javel and Shepherd, 2000͒.
Responses of transient responders, a representative example of which is shown in Fig. 6 , contrast sharply with those of sustained responders illustrated in Figs. 3-5. This fiber did respond to modulations of the DPT, even though, after adaptation, it showed no spike discharges to the unmodulated DPT ͑zero pseudo-spontaneous rate͒. However, the modulation depth necessary to evoke a significant response exceeded 5%, larger than that for any of the sustained responders. In addition, for the 104-and 417-Hz modulators, the synchronization index was invariably higher than that for pure tone responses in a healthy ear. Regardless of modulation depth, the period histogram poorly represented the sinusoidal modulation waveform. Overall, these responses resemble responses to electric sinusoids presented without a DPT ͑Hartmann et al., 1984; van den Honert and Stypulkowski, 1987͒.
C. Temporal discharge patterns for nonexponential fibers
For the most part, fibers with nonexponential interval histograms during the unmodulated DPT ͑Litvak et al., 2001 responded to modulations of the DPT in a manner similar to the exponential, sustained responders illustrated in Fig. 3 -5, but they also showed some unique features, particularly for very small modulations. For example, the top left panel of Fig. 7 shows the interspike interval computed from responses of a fiber to an unmodulated DPT. The interval histogram is clearly nonexponential and shows a pronounced mode at 3.3 ms. We refer to the location of this mode as the preferred interval. We found that preferred intervals systematically influenced the temporal discharge patterns for small modulations of a DPT. The middle panels of sponse is phase locked to the modulator, yet the first mode of the interval histogram is systematically offset from the modulation period ͑dotted lines͒. We refer to the shift of the largest mode in the interval histogram as the mode offset. The direction of the mode offset is towards the preferred interval for the unmodulated DPT. A mode offset is also detectable at 2.5% modulation depth ͑lower left panel͒, although it is less pronounced than for 0.5% modulation.
The mode offsets in interspike intervals of nonexponential units are accompanied by decreased phase locking to the modulator, when compared to exponential units. At 0.5% modulation depth, responses of the nonexponential fiber in Fig. 7 were weakly phase locked to the modulator ͑synchro-nization index of 0.24͒. In contrast, at the same modulation depth, the response of the exponential unit in Fig. 4 was already nearly fully modulated (SIϭ0.53). The nonexponential unit also shows reduced phase locking at the 2.5% modulation depth.
Reduced phase locking to a 417-Hz modulator as in Fig.  7 was observed in some, but not all nonexponential fibers. Figure 8 shows the synchronization index to a 417-Hz sinusoidal modulator ͑0.5% modulation depth͒ against the interval histogram exponential shape factor ͑IH-ExpSF͒ for the unmodulated DPT. For units with IH-ExpSF above 0.8, the synchronization index was uniformly high ͑between 0.3 and 0.6͒. In contrast, for units with IH-ExpSF below 0.8, the synchronization index varied widely ͑from 0.1 to 0.5͒, and could be as high as those of exponential units in some cases, but much lower in others. The correlation between IH-ExpSF and synchronization index was highly significant (p ϭ0.007, permutation test͒. The variability in phase locking among nonexponential neurons can be understood from the relationship between the modulation period and the preferred interval for unmodulated DPTs. When the preferred interval is close to the modulation period, synchrony to the modulator is high ͑Fig. 8, upper inset͒. In contrast, when the preferred interval does not match the modulation period, synchrony to the modulator is low ͑lower inset in Fig. 8 ; see also Fig. 7͒ . This observation suggests that the responses to small modulations of a DPT show an interaction between the stimulus drive and the intrinsic dynamics of the neural membrane giving rise to preferred intervals.
D. Threshold and dynamic range
Because discharge rates in response to sinusoidal modulations increase monotonically with modulation depth, the sound pressure level of acoustic stimuli could in principle be encoded by changes in modulation depth in a DPT-enhanced stimulation strategy ͑Fig. 1͒. To evaluate the feasibility of such a scheme, we methodically investigated how average discharge rate and synchronization index to sinusoidal modulations vary with the depth of modulation of the DPT, and determined the range of modulation depths for which these measures lie within the normal acoustic range. Figure 9 shows the average discharge rate and the synchronization index as a function of modulation depth for five auditory-nerve fibers in response to three modulation frequencies. The left most point in each curve represents the response to the unmodulated DPT. The two fibers having the lowest pseudo-spontaneous rates are transient responders ͑dashed lines͒, while the other three are sustained responders ͑solid lines͒. Gray shading indicates the approximate normal range of responses to low-frequency pure tones in a healthy ear: average discharge rate below 300 spikes/s ͑Liberman, 1978͒, and synchronization index below 0.9 ͑Johnson, 1980͒.
For the three sustained DPT responders in Fig. 9 , both the average discharge rate and the synchronization index grow over a wide range of modulation depths. With one exception, both response measures are within the normal acoustic range for modulation depths below 5%. At higher modulation depths, most fibers had discharge rates exceeding those of acoustically stimulated fibers. Synchrony for the sustained responders grew rapidly with modulation depth from 0.5 to 2.5%, while average rate remained close to the pseudo-spontaneous rate in this range. This behavior resembles that of high-spontaneous fibers in response to pure tones in an intact ear ͑Johnson, 1980͒. However, for the 104-Hz modulator, synchrony varied nonmonotonically with modulation depth for two fibers, first increasing then decreasing somewhat. This decrease is due to the appearance of multiple peaks in the period histogram, as shown in Fig. 4 for the largest modulation depth.
For the two transient DPT responders in Fig. 9 , the modulation depths necessary to evoke responses were higher than for the sustained responders. In addition, the discharge rates of transient responders grew more rapidly on the logarithmic scale than did those of sustained responders, suggesting that the dynamic ranges are narrower for transient responders. For transient responders, the synchronization index reaches its maximum value as soon as there is a sufficient number of spikes to estimate it reliably, as is the case for low-spontaneous fibers with pure-tone stimulation ͑Johnson, 1980͒.
Two criteria were used to define modulation depth thresholds for individual fibers. The average rate threshold is the modulation depth for which the average discharge rate during the 400-ms modulation exceeds the rate during the following 400-ms unmodulated segment for 75% of the stimulus presentations. Similarly, the synchronized rate threshold is the modulation depth for which the synchronized discharge rate ͑synchronization index times average rate͒ during the modulation exceeds the synchronized rate during the following unmodulated segment for 75% of the stimulus presentations. This 75% criterion is similar to that attained by adaptive two-alternative choice procedures commonly used in psychophysics for threshold estimation ͑e.g., Levitt, 1971͒ . Thresholds estimated by our method can therefore be directly compared to psychophysical thresholds. Because the sampling of modulation depths was rather coarse, and most modulation depths tested were above threshold, thresholds were estimated using a special algorithm described in Appendix B. Figure 10 shows modulation thresholds based on average discharge rate and synchronized rate against the pseudospontaneous discharge rate to the unmodulated DPT. Regression lines were fit to the data at each frequency on double logarithmic coordinates ͑Table I͒. Confidence intervals for FIG. 10 . Modulation detection thresholds based on average discharge rate ͑left͒ and synchronized rate ͑right͒ as a function of pseudo-spontaneous rate to the DPT for three modulation frequencies. Each point shows data from one fiber. Symbols code modulation frequencies. The straight lines are leastsquares fits to the data for each frequency ͑see Table I͒. For the averagerate thresholds, the slopes of the regression lines were constrained to be the same for all three frequencies. TABLE I. Dependence of modulation thresholds based on average rate and synchronized rate on pseudospontaneous rate ͑PSR͒ and modulation frequency (F m ). Thresholds were fit by the equation log 10 (Threshold)ϭAϩB log 10 (PSR). The table shows means and 95% confidence intervals for the slope B and the value of the fitted line at 50 spikes/s. Confidence intervals are based on 5000 bootstrap replications of the regression line ͑Efron and Tibshirani, 1993, Chap. 7͒. For average-rate thresholds, the slopes of the regression lines were constrained to be the same at all three modulation frequencies because a model with separate slopes did not significantly improve the fit. the regression parameters were determined using bootstrap replications of the data ͑Efron and Tibshirani, 1993͒. For the average-rate thresholds, the slopes of the regression lines were constrained to be the same at all three frequencies because using separate slopes did not significantly improve the mean square error (pϭ0.33). Both average-rate and synchronized-rate thresholds decrease with increasing pseudo-spontaneous rate for all three frequencies. The slopes of the regression lines range from Ϫ0.40 to Ϫ0.26 ͑Table I͒, meaning that a tenfold increase in pseudo-spontaneous rate results in a 45%-60% drop in threshold. Confidence intervals for the slopes comprise only negative values, indicating that the falling trend is statistically significant. However, for the 104-Hz modulation frequency, average rate thresholds deviate from this trend for pseudo-spontaneous rates above 25 spikes/s; these high-rate data were not included in the regression analysis. These data points may represent a different response regime since multiple spikes per cycle become increasingly common as the discharge rate approaches the stimulus frequency.
A second trend apparent in Fig. 10 is the existence of cross-frequency differences in thresholds. On the average, thresholds are lower for the 417-Hz modulator than for the other two frequencies. This effect is most apparent for sustained DPT responders ͑pseudo-spontaneous rates above 5 spikes/s͒. The difference in mean thresholds between 104 and 417 Hz is highly significant for both average and synchronized rate ͓ pϽ0.001, two-sided permutation test for location ͑Good, 2000, p. 37͔͒, and so is the difference between 833 and 417 Hz (pϽ0.002). Twelve out of 13 sustained responders have lower synchronized rate thresholds for the 417-Hz modulator than for the other two frequencies. Crossfrequency threshold differences are less obvious for transient DPT responders. Regression lines for the synchronized rate thresholds in Fig. 10 tend to come together at low pseudospontaneous rates. Permutation tests confirm that transient responders do not show preferred sensitivity to the 417-Hz modulator; in fact, 14 out of 27 fibers are more sensitive to the 104-Hz modulator. Thus, threshold sensitivity appears to be band-pass for sustained DPT responders, and low-pass for transient DPT responders.
A final observation from Fig. 10 is that synchronizedrate thresholds are significantly lower than average-rate thresholds for sustained responders (pϭ0.003, two-sided permutation test͒, but not for transient responders (p ϭ0.64). In this respect, pseudo-spontaneous activity in response to the DPT behaves similarly as true spontaneous activity in that synchronized rate thresholds to pure tones in a healthy ear are lower than average-rate thresholds for highspontaneous fibers, but not low-spontaneous fibers ͑Johnson, 1980͒.
Synchronized rate thresholds of sustained responders in Fig. 10 could be as low as 0.2% modulation depth for the 417-Hz modulator. Because the median DPT level in these experiments was 6 dB re: 1 mA ͑see Table I in Litvak et al., 2003b͒ , the peak amplitude of the modulation waveform was typically only 4 A at threshold. This is much lower than single-unit thresholds reported for low-frequency sinusoidal electric stimulation, which are typically tens or hundreds of A ͑Parkins and Colombo, 1987; Hartmann et al., 1990; Dynes and Delgutte, 1992͒ . Thus the introduction of a DPT is highly effective in improving thresholds for sustained responders.
We define the ''useful dynamic range'' of a fiber as the range of modulation depths for which both average discharge rates and synchronization indices resemble those seen for pure-tone stimuli in a healthy ear. The lower limit of the useful range is the modulation threshold based on synchronized discharge rate. The upper limit is the modulation depth that evokes a discharge rate of 300 spikes/s. As shown in Fig.  9 , for these discharge rates, most sustained DPT responders have synchronization indices below 0.9, and are therefore within the normal range of synchrony for low-frequency pure tones ͑Johnson, 1980͒. The modulation depth that produced a 300 spikes/s discharge rate was estimated by fitting a sigmoid function to the rate versus modulation depth curve. This analysis was not carried out for responses to the 104-Hz modulator because these responses rarely reached 300 spikes/s, and did not resemble normal acoustic responses at high discharge rates in that discharges often occurred at more than one phase of the modulator ͑e.g., Fig. 4 , lower left panel͒. Figure 11 shows the useful dynamic range as a function of pseudo-spontaneous discharge rate for the 417-and 833-Hz modulators. Regression lines were fit to the dynamic range at each frequency against the logarithm of the pseudospontaneous rate ͑Table II͒. The slopes of the regression lines FIG. 11 . Useful dynamic range to sinusoidal modulations of a DPT as a function of pseudo-spontaneous rate for modulation frequencies of 417 and 833 Hz. The useful dynamic range is the ratio of the modulation depth that evokes a discharge rate of 300 spikes/s to the synchronized rate threshold. Each point shows data from one fiber. Symbols code modulation frequencies. The straight lines are least-squares fits to the data for each frequency, with the constraint that the slopes be the same for both frequencies ͑see Table II͒. were constrained to be the same at both frequencies because a regression with separate slopes did not significantly reduce the mean square error (pϭ0.21). The slope of the regression line is 2.3 dB/decade, meaning that a tenfold increase in pseudo-spontaneous rate increases the dynamic range by 2.3 dB. The statistical significance of this trend is confirmed by the entirely positive 95% confidence intervals for the slope in Table II .
The average useful dynamic range of sustained responders is 23 dB for the 417-Hz modulator, and 17 dB for the 833-Hz modulator. The difference between the two means is highly significant (pϽ0.001, two-sided permutation test for difference in means͒. These values of dynamic range are comparable to those observed with pure-tone stimulation in a normal ear ͑Sachs and Abbas, 1974͒, and considerably larger than the dynamic ranges observed with sinusoidal electric stimulation without a DPT ͑van den Honert and Stypulkovsky, 1987; Hartmann et al., 1990; Dynes and Delgutte, 1992͒ . In contrast, transient DPT responders have useful dynamic ranges as low as 10 dB, more in line with electric dynamic ranges reported in the literature. However, Fig. 11 may not give a completely representative picture of the dynamic range of transient responders because it does not include data from the fibers ͑primarily transient responders͒ whose discharge rates failed to reach the 300 spikes/s upper limit of the useful dynamic range at the highest modulation depth tested.
While the DPT-induced increase in dynamic range for sustained responders is encouraging, a key question is what fraction of the population of auditory-nerve fibers would be likely to benefit from a DPT at a given level. To address this question, solid lines in Fig. 12 shows the percentage of fibers that gave ''acoustic-like'' responses to the 417-and 833-Hz sinusoidal modulators as a function of modulation depth. By ''acousticlike,'' we mean that the response is above the synchronized rate threshold and the average rate is below 300 spikes/s. Percentages are computed separately for sustained and transient DPT responders. Dotted curves indicate the percentage of fibers that have sustained discharge rates above 300 spikes/s, and are therefore above the normal acoustic range. For modulation depths between 1% and 5%, most sustained responders have responses within the acoustic range at both frequencies. For modulation depths of 10% and above, most sustained DPT responders have discharge rates above the normal acoustic range. On the other hand, modulation depth has to exceed 5% for a majority of transient DPT responders to respond to the modulation. Because approximately 50% of the fibers in our entire sample from ten animals were transient responders ͑Litvak et al., 2003b͒, the percentage of acoustic-like responses for this sample ͑not shown͒ would be nearly the mean of that for the sustained and transient responders. Overall, a substantial fraction ͑40%-55%͒ of the fibers would exhibit acoustic-like responses for modulation depths between 1% and 5%. Of course, these estimates are likely depend on the choice of DPT amplitude.
E. Responses of the stochastic threshold model
Several key features of ANF responses to sinusoidally modulated DPTs are predicted by an extremely simple stochastic threshold model ͑STM͒. The STM produces a spike whenever the modulation waveform m(t) crosses a noisy threshold ͑Fig. 2͒. The response of the model is entirely determined by two dimensionless parameters: m/ and 0 /. The input-to-noise ratio m/ determines the effective stimulus level ͑modulation depth͒, while the threshold-to-noise ratio 0 / determines the pseudo-spontaneous discharge rate in the absence of modulation. We will show that the relationship between the STM's pseudo-spontaneous rate and its responses to sinusoidal modulators is similar to that seen in the data. Figure 13 shows the average discharge rate and synchronization index as a function of m/ for model fibers with different pseudo-spontaneous discharge rates ͑different values of 0 /). The model predicts several features of the data shown in Fig. 9 : ͑1͒ Both average rate and synchrony grow over a wide range of modulation depths. ͑2͒ Both model and neural fibers with low ͑Ͻ5 spikes/s͒ pseudo-spontaneous rates have higher modulation thresholds than fibers with high pseudo-spontaneous rates. ͑3͒ For both model and neural fibers with high pseudo-spontaneous rates, synchrony grows rapidly at low modulation depths, while the average rate remains near pseudo-spontaneous. In contrast, fibers with low pseudo-spontaneous rates show high synchrony as soon as the modulation depth reaches threshold. ͑4͒ For both model and data, synchrony grows nonmonotonically with modulation depth at 104 Hz due to the occurrence of multiple spikes in each stimulus cycle at high levels. However, the maximum discharge rates exhibited by the model are larger than those seen in the data. In addition, while neural synchrony grows monotonically with modulation depth at 417 Hz, synchrony is somewhat nonmonotonic in the model responses at very high discharge rates. Figure 14 shows the model average and synchronized rate thresholds as a function of pseudo-spontaneous rate for three modulation frequencies. These predictions can be directly compared to the neural thresholds in Fig. 10 . Note, however, that while the neural pseudo-spontaneous discharge rates are always below 200 spikes/s, the model rates were extended to 600 spikes/s. For both model and data, average rate thresholds decrease nearly linearly with the logarithm of pseudo-spontaneous rate at relatively low rates for all three modulation frequencies. The model thresholds behave nonmonotonically, increasing steeply once the pseudospontaneous rate exceeds the modulation frequency. Such nonmonotonic dependence of detectability on noise amplitude ͑which controls the pseudo-spontaneous rate͒ is a defining characteristic of stochastic resonance ͑Wiesenfeld and Moss, 1995͒. Some evidence for a nonmonotonicity can also be discerned in the neural data of Fig. 10 for the 104-Hz modulator in that thresholds for pseudo-spontaneous rates above 40 spikes/s lie above the regression line fit to the data at lower pseudo-spontaneous rates. However, the data show no nonmonotonicity at 417 and 833 Hz, presumably because the pseudo-spontaneous rates always remain well below the modulation frequency.
The model synchronized rate thresholds decrease nearly linearly with the logarithm of pseudo-spontaneous rate for all three modulation frequencies. The synchronized rate thresholds decrease more rapidly than the average rate thresholds. The same trends are apparent in the data for the 417-Hz modulator ͑Fig. 10͒. However, only the data show a dependence of thresholds on modulation frequency, with the lowest thresholds at 417 Hz. Figure 15 shows the model useful dynamic range as a function of pseudo-spontaneous rate for 417-and 833-Hz modulators. As for the data, the useful dynamic range is the ratio of the modulation depth that evokes a discharge rate of 300 spikes/s to the synchronized rate threshold. Because the dynamic range is a ratio of modulation depths, there are no free parameters in this plot. The model dynamic range increases linearly with the logarithm of pseudo-spontaneous rate up to 50 spikes/s, then flattens out at about 19 dB for both frequencies. The increase in dynamic range at low pseudo-spontaneous rates is apparent in the data of Fig. 11 , but the plateau at high rates is less obvious. The model's plateau dynamic range ͑19 dB͒ is intermediate between the mean 23-dB dynamic range in the data for the 417-Hz modulator and the 17 dB observed for the 833-Hz modulator. However, the model does not predict the difference in dynamic ranges between the two modulation frequencies.
Overall, the stochastic threshold model does a good job of predicting the relationship between the pseudospontaneous discharge rates of ANFs and their responses to sinusoidal modulators at a given frequency. However, this version of the model cannot account for the frequency dependence of neural sensitivity to modulation.
IV. DISCUSSION
A. Representation of sinusoid in temporal discharge patterns
All auditory-nerve fibers in our study responded to sinusoidal modulations of the DPT. Neurons that had sustained responses to the DPT were the most sensitive to modulations. These neurons showed strong phase locking to the modulator for modulation depths as low as 0.5%. In these neurons, the average discharge rate grew monotonically with modulation depth over a range of 17-23 dB before reaching 300 spikes/s, the upper limit of discharge rates for pure-tone stimulation. The temporal discharge patterns to modulation depths below 2.5%-5% resembled acoustic responses to pure tones. These responses were stochastic, with interspike intervals occurring at random at multiples of the modulator period. The period histograms of these responses were similar to those seen in responses to pure tones, and provided a good representation of the sinusoidal stimulus waveform.
For modulation depths above 5%-10%, sustained DPT responders exhibited higher discharge rates than those seen for acoustic stimulation. For 417-Hz modulation, discharges tended to entrain ͑occur once per stimulus cycle͒ while, for 833-Hz modulation, some neurons fired exactly on every other stimulus cycle. These responses were more precisely phase locked than acoustic responses. In most respects, responses to large modulations of the DPT resemble suprathreshold responses to sinusoidal electric stimulation without a DPT ͑Hartmann et al., 1984; van den Honert and Stypulkowski, 1987͒. Fibers that only responded transiently to the unmodulated DPT nevertheless responded with phase-locked spike discharges to sinusoidal modulations. However, larger modulation depths were needed to produce a response in these fibers than in sustained responders. Thus, the introduction of a DPT qualitatively mimics the threshold differences between high-spontaneous and low-spontaneous fibers observed in normal ears ͑Liberman, 1978͒. At these large modulation depths, the responses of transient DPT responders were more synchronized than responses to tones in a normal ear, and poorly represented the stimulus waveform. In addition, transient DPT responders had a smaller dynamic range than sustained responders. In this respect, transient responders differ from low spontaneous-rate ANFs in a healthy ear, which have wider dynamic ranges than high spontaneous fibers ͑Schalk and Sachs, 1980͒.
The deafening protocol in these experiments was only partly successful in that some animals had residual hearing in the nonimplanted ear ͑Litvak et al., 2003b͒. This observation raises the possibility that the acoustic-like responses of sustained responders may reflect hair-cell mediated activity. Although we cannot rule out this possibility in every case, we did observe acoustic-like responses to modulations of the DPT in animals with no residual hearing as well as in animals with substantial hearing. Our measure of residual hearing was very conservative in that it did not take into account any additional hearing loss caused by insertion of the stimulating electrodes into the implanted cochlea.
While the temporal discharge patterns of sustained responders to small sinusoidal modulations of a DPT resemble responses to pure tones in a healthy ear, there are nevertheless differences in the interspike interval distributions between the two modes of stimulation. While the interspike distributions in response to a pure tone always show a mode at the tone period for frequencies below 1 kHz, this mode was often lacking in responses to 417-Hz electric modulations. This lack of a mode at the stimulus period has also been observed for 500-Hz sinusoidal electric stimulation without a DPT ͑van de Honert and Stypulkowski, 1987͒. In addition, for neurons having nonexponential interspike interval distributions in responses to unmodulated DPTs, modes in the interval histogram for sinusoidal modulators were often systematically shifted away from multiples of the stimulus period, particularly for very low modulation depths. These shifts are considerably larger than the small, but systematic offsets seen in interspike interval distributions to pure tones in a healthy ear ͑McKinney and Delgutte, 1999͒. The mode offsets seen with modulated DPTs seem to reflect an interaction between the stimulus period and the intrinsic dynamics of the neural membrane leading to preferred intervals in response to the unmodulated DPT. Preferred intervals have also been noted for electric stimulation with highfrequency ͑Ͼ1 kHz͒ sinusoids without a DPT, and found to distort phase locking to the stimulus ͑Parkins, 1989͒.
Although interspike interval distributions of sustained DPT responders for small sinusoidal modulations differ somewhat from responses to pure tones in a healthy ear, these distortions may not severely interfere with neural representation of the stimulus frequency. Because there is no evidence for cross-fiber correlation in responses to unmodulated DPTs ͑Litvak et al., 2003b͒, responses to small modulations of a DPT may be conditionally uncorrelated from one fiber to the next. By ''conditionally uncorrelated,'' we mean that the occurrence of a spike on a particular stimulus cycle for one fiber does not alter the probability that a spike occurs on the same cycle in another fiber. By integrating synaptic inputs from several conditionally uncorrelated auditorynerve fibers, some central auditory neurons might show a mode at the stimulus period in their interval histograms even if such a mode is lacking in their ANF inputs. Similarly, because mode offsets in interspike intervals differ from one fiber to the next and can be either positive or negative ͑Fig. 8͒, these offsets might average out in the responses of integrating central neurons so as to produce a mode centered at the stimulus period. Nevertheless, both distortions could degrade somewhat the accuracy of frequency representation. Direct recordings from central neurons ͑e.g., cochlear nucleus͒ in response to a modulated DPT stimulus would test whether synaptic integration suffices to overcome the distortions in the coding of the modulation frequency observed in the auditory nerve.
B. Dynamic range
A major finding of the present study is the relatively wide dynamic range ͑17-23 dB͒ for sustained DPT responders. In studies of electric stimulation, dynamic range is normally measured by the varying the amplitude of a stimulus without changing its waveform, and determining the range of amplitudes over which the discharge rate changes. Here, we varied the depth of sinusoidal modulations of a DPT, and determined the range of modulation depths over which either average rate or synchronized rate varied ͑with an upper limit of 300 spikes/s for average rate͒. As shown in Fig. 1 , this method is equivalent to varying the amplitude of a 100%-modulated stimulus superimposed upon a fixed, unmodulated DPT, which is not considered part of the information-bearing stimulus since its function is to evoke pseudo-spontaneous activity. Because modulation depth in percent can be translated into stimulus amplitude in mA by simple multiplication by the DPT amplitude in mA, a modulation-depth dynamic range in dB is numerically equivalent to a conventional dynamic range for the information-bearing part of the stimulus ͑excluding the fixed DPT͒.
The most detailed information on dynamic range for electric stimulation comes from the example of rate-level functions for periodic trains of biphasic pulses shown by Javel and his colleagues ͑Javel et al., 1987; Javel, 1990; Shepherd and Javel, 1997; Javel and Shepherd, 2000͒ . Although no formal statistics are provided, the dynamic ranges for the highest pulse rate tested ͑800 pps͒ range from 3 to 12 dB in the examples shown, with a median near 6 dB. The discharge rates of the fibers studied by Javel et al. typically approached the 800/s pulse rate at high stimulus amplitudes. Therefore, the dynamic ranges would only be about half as large if a 300 spikes/s upper limit was imposed, as we did in the present study. These values are consistent with those reported for sinusoidal electric stimulation at frequencies of 1 kHz and above ͑van den Honert and Stypulkowski, 1987; Hartmann et al., 1990; Dynes and Delgutte, 1992͒ . They are also consistent with the 2-4 dB conventional dynamic ranges measured in our earlier study ͑Litvak et al., 2001͒ for 4.8-kpps pulse trains sinusoidally modulated at 400 Hz with a 10% depth. The modulation dynamic ranges observed for transient DPT responders ͑as low as 10 dB͒ overlap with the values given in the literature for sinusoidal or pulsatile stimuli. However, the 17-23 dB dynamic ranges of sustained DPT responders are clearly higher than any of the values reported in the literature.
The improvement in dynamic range resulting from the introduction of a DPT in sustained responders arises from at least two distinct effects. First, the pseudo-spontaneous activity evoked by the DPT allows synchronized rate thresholds to be about 10 dB lower than the average rate thresholds. In this range of modulation depths, the stimulus sinusoidally modulates the pseudo-spontaneous activity without causing an increase in average rate, as is the case in a spontaneously active fiber with acoustic stimulation.
The second effect giving rise to improved dynamic range with a DPT is that, because rate-level functions are expansive near threshold, the response to the superposition of two stimuli is always greater than the sum of the responses to each of the stimuli. The presence of a DPT therefore allows the superimposed modulated stimulus to evoke an increment in discharge rate over background, even if, by itself, this stimulus would be below threshold. Because ratelevel functions become compressive rather than expansive near their saturation, this mechanism is likely to be effective over only a limited range of pseudo-spontaneous rates. Specifically, if the pseudo-spontaneous rate approached the upper limit imposed by neural refractoriness, the threshold for superimposed stimuli would be expected to increase rather than decrease. Such an increase in rate thresholds is observed for the stochastic threshold model at high pseudospontaneous rates ͑Fig. 14͒. However, this condition did not occur in our data ͑Fig. 10͒, presumably because pronounced adaptation over the course of the DPT always kept the pseudo-spontaneous rates well below saturation ͑Litvak et al., 2003b͒. Adaptation to the continuous DPT is thus likely to play an indirect role in improving the dynamic range. Whether it also plays a more direct role, for example by decreasing the slopes of rate-level functions, cannot be determined from our data.
The above reasoning suggests that the effectiveness of a DPT in lowering threshold and increasing dynamic range does not depend on either the exact parameters of the DPT, or the particular scheme used for encoding the sinusoidal stimulus, so long as the pseudo-spontaneous rate evoked by the DPT lies in the appropriate range. Thus, a DPT might remain effective if an analog sinusoidal stimulus was simply added to the DPT, as originally proposed by Rubinstein et al. ͑1999b͒ , rather than encoded as a modulation of the DPT. In other words, a DPT may be as effective with an analog stimulation strategy as with the CIS-type strategy used in this paper. Similarly, a lower-rate pulse train ͑e.g., 1 kpps͒ might be equally effective as our 5-kpps DPT in improving the dynamic range. However, since ANFs adapt less to low-rate pulse trains than to high-rate trains ͑Moxon, 1967; van den Honert and Stypulkowski, 1987͒, more fibers might be near saturation of the input-output function with a low-rate DPT. A low-rate DPT would have the further disadvantage that phase locking to the pulse rate might give rise to pitch sensations that would bear no relation to the sinusoidal stimulus.
In addition, if sinusoidal stimuli are encoded as modulations of the DPT, the low rate of a 1-kpps pulse train would prevent all but very low frequency signals to be encoded without aliasing the modulation waveform. Thus, a 5-kpps DPT seems to be preferable over a lower-rate DPT, particularly with a CIS-type strategy.
C. Comparison with models of electrically stimulated fibers
The stochastic threshold model
We presented a stochastic threshold model of ANF responses to modulations of a DPT. Despite its simplicity, the STM accounts for the dependence of both threshold and dynamic range on the pseudo-spontaneous discharge rate evoked by the unmodulated DPT. In addition, the STM quantitatively predicts ͑within 2-4 dB͒ the average useful dynamic range of sustained DPT responders. However, the dependence of threshold and dynamic range on modulation frequency is not predicted by the STM. A parsimonious way to account for that dependence would be to introduce a bandpass filter at the input to the model, so as to amplify modulation frequencies near 400 Hz. We show in a companion paper ͑Litvak et al., 2003a͒ that such a filter is also necessary to account for ANF responses to complex modulations of a DPT.
It may seem at first sight surprising that the dependence of threshold and dynamic range on pseudo-spontaneous rate is predicted by the very simple stochastic threshold model. We believe that the agreement is not accidental. Many biophysically realistic neural models can be approximated by a driving function, which depends only on the stimulus, and another ͑possibly noisy͒ function describing threshold dynamics, which depends only on previous activity ͑e.g., Hill, 1936͒ . In general, the driving function may depend on the stimulus in a complex, nonlinear way. However, because the stimuli in our study are composed of a large signal ͑the DPT͒ perturbed by small modulators, the driving function may be linearized around the operating point imposed by the DPT. Thus, to the extent that the threshold component of the model captures the complex dynamics of neural refractoriness, the stochastic threshold model can be considered an approximation of a more realistic neural model for small modulation depths.
It is worth emphasizing that the DPT is not explicitly represented in the STM because the input to the model is the modulation waveform without a pulse-train carrier. The effect of a DPT is simulated in the model by varying the threshold-to-noise ratio 0 / ͑Fig. 2͒, which controls the pseudo-spontaneous rate. The pseudo-spontaneous rate can be increased by either decreasing the resting threshold 0 or, equivalently, increasing the neural noise. That the STM can nevertheless predict the effects of a DPT on neural responses to modulations bolsters the argument made in the previous section that the effectiveness of a DPT in improving dynamic range and temporal discharge patterns is not likely to depend on the exact characteristics of the DPT such as its pulse rate.
The Rubinstein biophysical model
In many respects, ANF responses to a modulated DPT also resemble the responses of a biophysical model to electric sinusoids in the presence of a 5-kpps conditioner ͑Rubin-stein et al., 1998͒. At low levels of the electric sinusoid, period histograms for this model resemble the sinusoidal stimulus waveform. We obtained a similar result for responses to small modulations of the DPT. The useful dynamic range of the biophysical model responses was near 20 dB, and changed little with DPT level, so long as the DPT evoked discharge rates between 10 and 250 spikes/s. The measured responses to the modulated DPT showed a similar trend, with no systematic relationship between the pseudospontaneous rate and useful dynamic range for discharge rates above 5 spikes/s ͑Fig. 11͒. Because Rubinstein et al. did not report interval histograms of model responses to the sinusoid, it is unclear whether their model captures the mode shifts, and the missing first mode observed in the data. Although responses of the biophysical model of Rubinstein et al. ͑1999b͒ to a modulated DPT remain to be studied in detail, the results so far suggest that this model captures the essential features of responses of ANFs to sinusoidal electric stimulation.
D. Function of spontaneous activity
Spontaneous activity in sensory neurons is often considered as noise that imposes fundamental limitations on the performance achievable by an ideal observer in any detection or discrimination task based on the neural discharge patterns ͑Barlow and Levick, 1969; Siebert, 1965; Werner and Mountcastle, 1965͒ . While this point of view is certainly valid, it does not specify a functional advantage of spontaneous activity that might account for its nearly ubiquitous presence in primary sensory neurons ͑Retinal ganglion cells: Kuffler, 1953; Rodieck, 1967; Somatosensory afferents: Werner and Mountcastle, 1965; Auditory nerve: Kiang et al., 1965; Vestibular nerve: Goldberg and Fernandez, 1971; Walsh et al., 1972; Olfactory receptors: Chaput and Holley, 1979; Rosparset et al., 1994; Gustatory receptors: Pfaffmann, 1955͒ . Our physiological and modeling results, as well as those of others ͑Yu and Lewis, 1989; Schneidman et al., 1998; Rubinstein et al., 1999a , b͒ suggest such an advantage.
Spontaneous activity helps to faithfully encode stimulus waveforms in the temporal discharge patterns of sensory neurons by allowing these waveforms to be represented by small modulations of ongoing activity. Such modulation coding lowers threshold and mitigates the distortions caused by refractoriness in single neurons. Spontaneous activity may also desynchronize stimulus-driven activity across neurons in a population, thereby allowing a volley principle to operate when the stimulus period is shorter than the neural refractory period. In this view, noise resulting from random spontaneous activity is the price paid for the lower thresholds and improved temporal representation of waveforms in the neural population. The performance limitations imposed by noise can, in principle, be reduced by averaging responses across similarly driven neurons. The net result will be beneficial if the population is large enough and the noise largely uncorrelated across neurons.
E. Comparison with psychophysical modulation detection thresholds
It is of interest to compare our single-fiber modulation detection thresholds with psychophysical thresholds for human cochlear implant listeners ͑Shannon, 1992͒. In that study, subjects were stimulated continuously with 500-2000-Hz sinusoids. Beats were produced by presenting another sinusoid differing slightly in frequency. Because our neural threshold criterion closely parallels that used in psychophysics, direct comparison of threshold values is appropriate.
Shannon found that subjects were most sensitive to 100-Hz beats. At these frequencies, a modulation depth of 1% could be detected. These modulation depths are comparable to the most sensitive rate modulation detection thresholds that we observed for 104-Hz modulators, and are close to the mean synchronized rate thresholds. Unlike the neural data, however, sensitivity of human subjects to beats dropped rapidly with increasing beat frequency. The best psychophysical modulation detection thresholds for a 400-Hz modulator were near 3%. In contrast, our rate-based neural detection thresholds were lower for 417-than for 104-Hz modulation, and could be as low as 0.4%.
Shannon ͑1992͒ suggested that the drop in the subjects' ability to detect modulations with increasing beat frequency may reflect a central limitation in sensitivity to highfrequency modulations. Because the peripheral neurons encode 400-Hz modulations at least as well as 100-Hz modulations, our data are consistent with this view. However, the differences between our neural data and Shannon's ͑1992͒ psychophysical thresholds might also be accounted for by differences in stimuli ͑sinusoidal modulations of a 5-kpps pulse train versus beats of a 0.5-2 kHz sinusoid͒. Psychophysical studies with stimuli more similar to those used in this study are needed to determine how well higherfrequency modulations of a DPT can be detected by human listeners.
F. Implications for cochlear implant processors
Our results strongly suggest that a high-rate, ongoing DPT can enhance the representation of the temporal fine structure of sinusoids in auditory nerve responses for frequencies up to at least 800 Hz. The enhancement is maximal for small ͑Ͻ5%͒ modulations of the DPT and is most apparent in fibers that have sustained responses to the DPT. Specifically, responses of sustained DPT responders to small modulations resemble responses to sound in a healthy ear in at least four respects: ͑1͒ the dynamic range is near 20 dB; ͑2͒ interspike intervals occur randomly at multiples of the stimulus period; ͑3͒ spikes are distributed over most of onehalf cycle, thereby giving a faithful representation of the stimulus waveform; and ͑4͒ there is a range of stimulus levels over which synchrony grows rapidly with little or no increase in average rate. No other strategy for electric stimulation has been shown to exhibit any of these properties over a wide range of levels and frequencies. These observations suggest that a processing strategy that incorporates a DPT, and that preserves temporal fine structure information in the signals delivered to the stimulating electrodes, may improve performance of cochlear implant users. In particular, improved coding of the sound fine-time structure may lead to improved perception of musical pitch, and to more effective utilization of binaural cues in bilateral implants ͑Smith et al.,
2002͒.
One stimulation strategy that does preserve the fine-time structure of the signals delivered to the stimulating electrodes is the continuous analog ͑CA͒ strategy. Because a DPT may allow for better encoding of the fine-time structure, performance with a CA strategy may be substantially enhanced by a DPT. In current implementations, the CIS strategy discards the fine-time structure at the envelope detector stage. One function of the envelope detector is to produce a strictly positive modulation waveform that can be used to modulate a carrier pulse train. Because negative waveforms can be represented as decreases in DPT amplitude, it may be possible to entirely eliminate the envelope detector stage in DPT-enhanced CIS strategies. The rate of the pulse-train carrier would also have to be increased in order to sample the higher modulation frequencies without aliasing. Thus, a DPT may be beneficial with CIS as well as with CA strategies, so long that the information-bearing signals are small compared to the ongoing DPT.
We found that sustained DPT responders are best at representing the sinusoidal stimuli in their temporal discharge patterns. A comfortable majority of the sustained responders in our data gave acousticlike responses for modulation depths below 5% ͑Fig. 12͒. A key question is what fraction of the auditory-nerve population has a sustained response to a given DPT level. In the companion paper ͑Litvak et al., 2003b͒, we showed that the DPT needs to be at least 4 dB above ECAP threshold to evoke a sustained response in a sizeable fraction of the neurons, but that DPT levels more than 8 dB above ECAP threshold can evoke long-lasting changes in neural excitability, and may therefore be harmful to the nerve. To stimulate a large number of fibers, while simultaneously meeting the safety constraint, it may be advantageous to present a DPT at a low ͑4 dB above ECAP threshold͒ level on several electrodes. Further research is needed to work out the best trade-off between the safety of DPT stimulation and its effectiveness.
The transient responders comprised roughly 50% of the neurons that we recorded from in our sample from ten aninals. Even though a strategy that uses only small modulation depths may stimulate only half of the neurons that are excited electrically, it may still produce substantial benefit by mimicking some aspects of normal ANF responses in the neurons that it does stimulate. On the other hand, even with a large number of fibers showing fairly natural temporal discharge patterns, the central nervous system might not be able to make use of this information if temporal processing depends critically on factors that were not considered here such as phase relationships between response of fibers innervating Our results suggest that a DPT would decrease thresholds to electric stimulation. In the case of CIS, if the CIS carrier and the DPT are in phase, then our results suggest that there would be sufficient information in the auditory nerve to detect modulations as small as 0.5% for 417-Hz modulators, and near 1 to 2% for 104-and 833-Hz modulators. For a DPT level of 2 mA and a modulation depth of 0.5%, the amplitude of the modulation waveform is only 10 A, which is considerably lower than typical single-unit thresholds reported for sinusoidal electric stimulation. While these results are promising, the improvements in single-fiber thresholds may not necessarily translate into improvements in psychophysical dynamic range because the latter is determined by the distribution of ANF thresholds as well as by the dynamic range of individual fibers. Because a DPT is expected to modify the threshold distribution, its effect on the psychophysical dynamic range is unclear.
V. GENERAL CONCLUSION
We showed that, using a DPT, it may be possible to design strategies for cochlear implants that would realistically code the fine-time structure of sound stimuli in the temporal discharge patterns of electrically stimulated auditory-nerve fibers. If the central nervous system can make use of this information, then these strategies may substantially improve the quality of auditory experience enjoyed by cochlear implant users.
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APPENDIX A: METHOD FOR ARTIFACT REJECTION
Single-unit recordings in response to electric stimulation are contaminated by two distinct signals with can interfere with detection of action potentials: ͑1͒ the stimulus artifact proper, representing the voltage drop between the recording electrodes directly due to the stimulating current, and ͑2͒ evoked potentials reflecting the summed activity of many neurons recorded in the far field. For convenience, we refer to the superposition of these interfering signals as ''the artifact.''
To remove the artifact from responses off-line, we first filtered the recorded signal using a moving average filter of length equal to the carrier period ͑0.2 ms͒. This filter removed the 5-kpps periodic component from the artifact. For modulation depths below 2.5%, the remaining artifact was smaller than the noise in the recording for nearly all of the records. For modulation depths between 2.5% and 15%, however, the artifact was often comparable in amplitude to the spikes. The top row of Fig. 16 shows a typical waveform and spectrum of the recorded signal after processing by the moving-average filter. This signal, which we denote by y(t), is the sum of ͑1͒ the artifact waveform a(t), ͑2͒ the spike train x(t), and ͑3͒ noise n(t). In this example, the modulator frequency is 417 Hz. As expected, the spectrum has its largest peaks at the two components present in the stimulus: 5000Ϫ417 Hz and 5000ϩ417 Hz. In addition, there are peaks at the 417-Hz modulation frequency and its harmonics 834 and 1251 Hz. These peaks are distortion products of the modulator waveform, and indicate the nonlinear nature of the artifact ͑including evoked responses͒. While the higherfrequency components at 5000Ϯ417 Hz can easily be removed by low-pass filtering ͑Fig. 16, second row͒, the lowfrequency distortion products occur in the region where spikes have significant energy, and therefore cannot be simply filtered out. FIG. 16 . Algorithm for removing the stimulus artifact from contaminated recordings. The top row shows the waveform ͑left͒ and the spectrum ͑right͒ of the signal recorded from a microelectrode after it has been passed through a 0.2-ms moving-average filter. The stimulus is a sinusoidally modulated pulse train ͑modulation frequency: 417 Hz; modulation depth: 5%͒. The inset shows the spike waveform for an unmodulated pulse train. The middle row shows the waveform and spectrum after low-pass filtering the signal at 3 kHz. The bottom row shows the waveform and spectrum after eight steps of the iterative artifact rejection algorithm described in Appendix A.
We developed an iterative algorithm to remove these low-frequency components of the artifact. The algorithm is based on two assumptions: ͑1͒ that the artifact a(t) can be represented by a low-order Fourier series of the modulator frequency, and ͑2͒ that the spike train x(t) is composed of spikes whose waveform is known within an overall gain. The principle of the algorithm is to refine an estimate of a(t) until the spikes in the estimated neural response y(t)Ϫa(t) maximally resemble spikes recorded during the unmodulated DPT ͑Fig. 16, upper left panel, inset͒. While the artifact is always a low-order Fourier series, the spikes, which have rapid rise times and occur with some jitter relative to the modulator, are poorly represented by this Fourier series. Thus, it is unlikely that spikes would be erroneously introduced or removed by this algorithm.
As an initial guess a 0 (t) for the artifact waveform, we use the first three Fourier components of the minimum of the recorded signal y(t) over all modulator periods. The rationale is that, because spikes are mostly positive, y(t) is likely to have smaller amplitude during a modulation cycle which contains no spikes than during cycles in which a spike does occur. Nevertheless, the algorithm works even if spikes occur on every cycle, so long as they show sufficient time jitter.
At step n, the algorithm first estimates the noisy neural response x n (t) using the equation x n (t)ϭy(t)Ϫa nϪ1 (t), where a nϪ1 (t) is the artifact estimate at step nϪ1. Next, this noisy response is fit by a model neural response x n (t), which is defined as
where j is spike number, s(t) is the known spike waveform, while g j and j are the spike gains and spike times, respectively. The g j 's and j 's are determined by cross-correlating x n (t) with the spike waveform s(t). Spikes are assumed to occur whenever the correlation coefficient is larger than a threshold, which was normally set at 20%, but was increased for particularly noisy recordings. Whenever a spike is detected, its gain g j is determined from the local maximum of the correlation, while the location of the maximum is taken as spike time j . Finally, the artifact waveform a n (t) at step n is estimated from the first three Fourier components of y(t)Ϫx n (t). The algorithm is stopped whenever the difference between a n (t) and a nϪ1 (t) is less than 0.1% of the spike height. The bottom row of Fig. 16 shows the estimated neural response x(t) after eight iterations. The dotted line is the estimated artifact a(t). In this case, the estimated spikes match those that would be picked by an experienced eye.
The algorithm was tested using synthetic neural recordings in response to 100-, 400-, and 800-Hz modulators. The synthetic recordings were composed of stereotyped spikes similar to those recorded from ANFs, and additive white noise.
3 For the 100-and 400-Hz stimuli, one synthetic spike occurred on every stimulus cycle with uniformly distributed time jitter. For 800 Hz, a spike occurred on every other cycle. Time jitter and noise amplitude were systematically varied from 50 to 400 s and from 0% to 30% of spike amplitude, respectively. The algorithm was applied to synthetic spike trains comprising responses to 25 response cycles. For each noise and jitter condition, the procedure was repeated 100 times, and the maximum deviation between the estimated and the actual artifact waveforms was computed. For all conditions, this deviation was less than 10% of spike height. The largest deviations were seen for responses to the 800-Hz modulator.
The results of the algorithm were also monitored for real neural recordings, and a record was rejected if the estimated neural signal did not resemble spikes. This occurred in only about 2% of the records and only at the largest modulation depths.
APPENDIX B: METHOD FOR ESTIMATING MODULATION THRESHOLD
Single-fiber modulation threshold was defined in this study as the modulation depth at which either the average discharge rate or the synchronized rate during the sinusoidal modulation exceeded the discharge rate during a following unmodulated DPT segment on 75% of stimulus trials. The most direct method to determine threshold would rely on the percentage of hit trials, those in which the rate during the modulation exceeds the rate during the unmodulated DPT. To reliably estimate threshold by this method, the data would need to span the 75% criterion over the range of modulation depths tested. This condition was rarely met, particularly when measuring the very low synchronized rate thresholds for a 417-Hz modulator. A common pattern in the data was a hit percentage between 75% and 95% for the smallest measured modulation depth, and 100% for all larger modulation depths. Examples of this pattern are shown for three of the four fibers in the left panel of Fig. 17 . In such cases, it is not possible to reliably fit a curve to the data so as to extrapolate the hit percentage to the 75% threshold criterion.
We therefore developed an alternative method for determining threshold which does not directly depend on hit percentages. The method seeks to utilize data points for which the hit percentage is 100%. To this end, we developed a measure, called quartile rate difference, which continues to grow with modulation depth even when the hit percentage reaches 100%. For each modulation depth m, and each trial i, let r m (m,i) denote the rate during the modulation ͑rate can be either synchronized or average discharge rate͒, and let r u (m,i) denote the rate during the corresponding unmodulated segment. The quantity r d (m,i)ϭr m (m,i)Ϫr u (m,i) is the rate difference. The quartile rate difference r d q (m) is the 25th percentile of r d (m,i) over all stimulus trials ͑modulated segments͒. By definition, at modulation threshold, the rate difference is positive on 75% of the trials ͑i.e., the rate during the modulation exceeds the rate during the corresponding unmodulated segment͒, and negative on the other 25% of the trials, so r d q (m) must be zero. Thus, to determine threshold, we need to find the modulation depth m thr such that r d q (m thr )ϭ0.
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The middle panel of Fig. 17 shows the quartile rate difference as a function of modulation depth for the same data set as in the left panel. The threshold criterion of 0 is shown as a dotted line. Theoretically, as m approaches 0, r d q (m) approaches a negative value r 0 , which is the 25% percentile of r u (m,i)Ϫr u (m, j) for all pairs of trials ͑i,j͒. This value was estimated directly from responses to the unmodulated DPT segments. For 55% of the synchronized rate records, r d q (m) crossed zero, and threshold was estimated by linearly fitting r d q (m) over a range of modulation depths spanning zero. However, for many records from the more sensitive sustained DPT responders ͑including three of the four shown in Fig. 17͒ , r d q (m) was above 0 even for the smallest modulation depth tested. We were still able to estimate threshold in these sensitive fibers by applying a nonlinear transformation to the data. Specifically, we found that r d q (m) could usually be described by the expression where ⌫(x) is a cumulative Gaussian distribution, g ⌫ is the maximum discharge rate, and ␣ and T 0 are free parameters fit to the data. The maximum rate g ⌫ was set to the modulation frequency for 104-and 417-Hz modulators ͑when spikes tend to occur on every stimulus cycle at high modulation depths͒, and to half the modulation frequency for 833 Hz ͑when spikes tend to occur on every other cycle͒. This equation implies that
and ln(m) are linearly related. The right panel of Fig. 17 shows r d q (m)Ϫr 0 against ln(m) for the same data set as in the other panels. The ordinate uses the inverse Gaussian scale defined by Eq. ͑B2͒. In the shaded region ͑between 3 and 300 spikes/s͒, the data grow nearly linearly, as predicted by the model. Outside the shaded region, the data deviate from linearity, perhaps because of difficulties in accurately estimating a cumulative Gaussian near its saturation. In any case, for most fibers, at least 3-4 data points are located inside the linear, shaded region. This sharply contrasts with the hit percentage ͑left panel͒, which, typically, provides only one useful point for estimating threshold.
This method assumes that, over a range of modulation depths, the rate of growth of discharge rate near threshold follows the same cumulative Gaussian function as the rate of growth well above threshold. This assumption was directly verified for all cases when the data did cross the threshold criterion so that extrapolation was unnecessary.
This threshold estimation procedure was applied to 45% of the data records. The free parameters ␣ and T 0 were estimated using nonlinear least squares. For 34% of the total number of records, the fit was sufficiently close so that threshold could be determined by inverting Eq. ͑B1͒ for the fitted curve. However, for the remaining 11% of the records, threshold could not be determined by this method because of a poor fit, or lack of data. These records are not included in Fig. 10 . Most of these ͑9% of total͒ were transient responders whose thresholds were higher than the highest modulation depth tested. For the other 2%, r d q (m) was above criterion for all modulation depths; therefore, these fibers' thresholds are likely to be at least as low as those of the more sensitive fibers.
