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GRAPH COLORINGS WITH RESTRICTED BICOLORED SUBGRAPHS: I. ACYCLIC,
STAR, AND TREEWIDTH COLORINGS
PETER BRADSHAW
Abstract. We show that for any fixed integer m ≥ 1, a graph of maximum degree ∆ has a coloring
with O(∆(m+1)/m) colors in which every connected bicolored subgraph contains at most m edges. This
result unifies previously known upper bounds on the number of colors sufficient for certain types of graph
colorings, including star colorings, for which O(∆3/2) colors suffice, and acyclic colorings, for which O(∆4/3)
colors suffice. Our proof uses a probabilistic method of Alon, McDiarmid, and Reed. This result also gives
previously unknown upper bounds, including the fact that a graph of maximum degree ∆ has a proper
coloring with O(∆9/8) colors in which every bicolored subgraph is planar, as well as a proper coloring with
O(∆13/12) colors in which every bicolored subgraph has treewidth at most 3.
1. Introduction
A proper coloring of a graph G is an assignment φ : V (G) → S, where S is a set of colors, such that for
any adjacent pair u, v of vertices, φ(u) 6= φ(v). The chromatic number of G, written χ(G), is the minimum
size of a color set S for which there exists a proper coloring φ : V (G) → S. The concept of a proper graph
coloring is one of the oldest concepts in graph theory and has been the subject of extensive research.
When seeking a proper coloring φ for a graph G, it is often desired for φ to possess certain additional
properties. For instance, Gru¨nbaum introduced the notion of an acyclic coloring in 1973, which is defined
as a proper coloring on a graph G in which every cycle of G receives at least three colors [8]. Such a coloring
is called acyclic, since for a graph G with an acyclic coloring, every two-colored subgraph of G is acyclic.
Gru¨nbaum also introduced the stricter notion of a star coloring of a graph G, which is defined as a proper
coloring of a graph G in which every path of three edges receives at least three colors. Such a coloring is called
a star coloring, since in a graph G with a star coloring, every two-colored subgraph of G is a forest of stars.
Using probabilistic methods, Alon, McDiarmid, and Reed showed that every graph of maximum degree ∆
has an acyclic coloring with O(∆4/3) colors [1], and Fertin, Raspaud, and Reed showed furthermore that
every graph of maximum degree ∆ has a star coloring using O(∆3/2) colors [6]. In a similar style, Aravind
and Subramanian proved that a graph G of maximum degree ∆ has a coloring using O(∆k/(k−1)) colors in
which every connected two-colored subgraph has at most k vertices [2]. These authors applied this result
with a more careful probabilistic method to show that a graph G of maximum degree ∆ also has a coloring
with O(∆8/7) colors in which every two-colored subgraph of G has treewidth at most 2.
In this paper, we will unify all of these upper bounds with a single result. By using a probabilistic method,
we will show that for any fixed integer m ≥ 1, a graph G of maximum degree ∆ has a proper coloring with
O(∆(m+1)/m) colors in which every connected bicolored subgraph of G contains at most m edges. When
m = 2, this gives us a coloring of G using O(∆3/2) colors in which every bicolored subgraph of G is a forest
of paths of length at most 2, which is a star coloring. When m = 3, this gives us a coloring of G using
O(∆4/3) colors in which every bicolored subgraph of G has at most 3 edges and hence contains no cycle.
Furthermore, Aravind and Subramanian [2] show that the smallest bipartite graph with treewidth greater
than 2 has 8 edges, and so when m = 7, our result gives us a coloring of G using O(∆8/7) colors in which
every bicolored subgraph of G has treewidth at most 2. Our result also implies the previously unknown
results that a graph of maximum degree ∆ contains a proper coloring using O(∆9/8) colors in which every
bicolored subgraph is planar, as well as a proper coloring using O(∆13/12) colors in which every bicolored
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subgraph has treewidth at most 3. With a result of Aravind and Subramanian from [2], we will also show
that these results are best possible up to a factor of at most log∆.
2. Bounding the number of edges in a connected bicolored subgraph
We will now prove that for a fixed integer m ≥ 1, a graph of maximum degree ∆ has a proper coloring
with O(∆(m+1)/m) colors in which every connected bicolored subgraph contains at most m edges. We note
that the hidden constant in our big-O bound may grow with m, so our upper bound applies only to a fixed
value of m. Our proof will closely follow a probabilistic method of Alon, McDiarmid, and Reed that was
originally used for acyclic colorings [1]. The main tool of our proof will be the following form of the Lova´sz
Local Lemma, which appears, for example, in Chapter 19 of [11].
Lemma 2.1. Let A1, . . . , An be a set of bad events, and for each i = 1, . . . , n, let Di denote the set of events
Aj, j 6= i with which Ai is dependent. If there exist real numbers x1, . . . , xn ∈ [0, 1) such that for each
i = 1, . . . , n,
Pr(Ai) ≤ xi
∏
Aj∈Di
(1− xj),
then with positive probability, no bad event Ai occurs.
Theorem 2.2. If G is a graph of maximum degree ∆, then for any fixed integer m ≥ 1, there exists a proper
coloring of G with O(∆
m+1
m ) colors such that every connected bicolored subgraph of G contains at most m
edges.
Proof. We will consider a set S of C∆
m+1
m colors, for some large constant C. We will color each vertex of G
uniformly at random using a color from S. Our goal will be to show that with positive probability, a proper
coloring of G is obtained in which no connected bicolored subgraph of G contains more than m edges. Our
proof will consist of outlining a specific set of bad events, carefully counting the dependencies between these
bad events, and applying the Lova´sz Local Lemma to show that with positive probability, no bad event
occurs.
For 2 ≤ t ≤ m, we define a special t-tuple of vertices in G to be a set v1, . . . , vt ∈ V (G) such that
|N(v1) ∩ · · · ∩N(vt)| ≥ ∆
m−t+1
m . We define our bad events as follows.
• We define a monochromatic edge bad event to be the event that a given pair of adjacent vertices is
colored with the same color. The probability of a given monochromatic edge bad event is p.
• For 2 ≤ t ≤ m, we define a t-tuple bad event to be the event that a given special t-tuple of vertices
is colored monochromatically. The probability of a given t-tuple bad event is pt−1.
• For 3 ≤ k ≤ m + 2, we define a k vertex bad event to be the event that a given set A of k vertices,
inducing at least m+ 1 edges, is properly colored with two colors, and also that for each 2 ≤ t ≤ m,
A does not contain a special t-tuple of vertices belonging to the same partite set in the unique
bipartition of G[A]. The probability of a given k vertex bad event is at most pk−2.
If no bad event occurs, then clearly G receives a proper coloring in which every connected bicolored
subgraph contains at most m edges. Indeed, if no monochromatic edge bad event occurs, then G receives a
proper coloring. Also, if no t-tuple bad event occurs, then any connected bicolored subgraph of G containing
m+ 1 edges must cause some k vertex bad event. Hence, if no bad event occurs, then G receives a coloring
of the correct form. We note that each bad event B is associated with a subgraph HB ⊆ G on at most m+2
vertices. We now count the number of bad events of each type dependent with a given bad event B.
The number of monochromatic edge bad events dependent with B is O(∆).
Next, let 2 ≤ t ≤ m be fixed. For each t-tuple bad event B′ dependent with B, there must be t vertices
v1, . . . , vt making up the graph HB′ associated with B
′, and v1, . . . , vt must be the leaves of a K1,t in G.
Furthermore, as B′ is dependent with B, one of v1, . . . , vt must belong to HB. The number of K1,t graphs
in G with a leaf in HB is O(∆
t). Furthermore, as each special t-tuple has ∆
m−t+1
m common neighbors, each
special t-tuple is counted in at least ∆
m−t+1
m K1,t subgraphs, so the number of t-tuple bad events dependent
with B is O(∆t−1+
t−1
m ) = O(∆(t−1)(
m+1
m )).
Finally, let 3 ≤ k ≤ m + 2 be fixed. If a k vertex bad event B′ occurs, then there must be a bicolored
set of k vertices A ⊆ V (G) for which G[A] is bipartite and has a spanning subgraph with exactly m + 1
2
edges. Furthermore, if B′ is dependent with B, then A must intersect HB. Any bipartite subgraph of G on
k vertices with m+1 edges that intersects with HB may be chosen by the following process. First, choose a
graph H up to isomorphism from the finitely many bipartite graphs on k vertices with m+1 edges. (When
k is small and m is large, this number of choices may be zero. We allow this, since our goal is to bound
the number of bad events dependent with B.) Second, order the vertices of H as v1, . . . , vk so that for each
1 ≤ i ≤ k, H [v1, . . . , vi] is connected. Third, choose a vertex w1 ∈ V (HB), and then for each 2 ≤ i ≤ k,
choose a vertex wi ∈ V (G) such that wi is adjacent in G to all wj for which vi is adjacent to vj in H . After
following this process, the vertices w1, . . . , wk make up a set A described in the definition of a k vertex bad
event (provided they can be two-colored without creating a t-tuple bad event), and all sets A that occur in
a k vertex bad event may be chosen this way.
Now, suppose we have chosen a graph H and ordered its vertices as above. We count the number of
ways that we might find a copy of H in G that gives us a k vertex bad event dependent with B. For each
2 ≤ i ≤ k, let ci + 1 be the number of vertices in H [v1, . . . , vi−1] to which vi is adjacent. First, we observe
that as H has m+ 1 edges, and as H [v1, . . . , vi−1] has at least one edge when it is not a single vertex, each
vi is adjacent to at most m vertices in H [v1, . . . , vi−1]. (In fact, by using the fact that H [v1, . . . , vi−1] is
connected, we can reduce this upper bound to ⌊ 12m+ 1⌋, but this is not necessary for our argument.) Next,
as H has k vertices and m+1 edges, it must follow that c2+ c3+ · · ·+ ck = m−k+2, which is the corank of
H . Furthermore, we note that whenever we choose a vertex wi ∈ V (G), we must choose wi to be a common
neighbor of ci + 1 ≤ m vertices wj , with j < i, that belong to the same partite set in the unique bipartition
of G[w1, . . . , wi−1]. If we have assumed that these vertices wj do not make a special (ci + 1)-tuple, as in
the definition of a k vertex bad event, then when we choose the vertex wi ∈ V (G), we have at most ∆
1−
ci
m
choices. It follows that overall, with H fixed and w1 fixed, we have at most ∆
k−1−
c2+c3+...ck
m = ∆(k−2)(
m+1
m )
ways of building H from vertices of G for any given ordering of V (H) and fixed w1 in such a way that H
corresponds to a k vertex bad event. As the orderings of V (H) and choices for w1 have bounded number,
and as the number of graphs H is also bounded, it follows that the number of k vertex bad events dependent
with B is O(∆(k−2)(
m+1
m )).
Now, we will use the Lova´sz Local Lemma. We will define a value
x = ∆−1
to be associated with monochromatic edge bad events. For 2 ≤ t ≤ m, we will define a value
yt = ∆
−(t−1)(m+1m )
to be associated with t-tuple bad events. For 3 ≤ k ≤ m+ 2 we will define a value
zk = ∆
−(k−2)(m+1m )
to be associated with k vertex bad events. These values x, yt, zk will be used for the values xi that appear
in the statement of Lemma 2.1 and are associated with the bad events Ai. By applying the Lova´sz Local
Lemma and the inequality 1 − α > e−
α
1−α for 0 < α < 1, we see that no bad event occurs with positive
probability as long as the following inequalities hold:
p < x exp
(
−
C′x∆
1− x
−
m∑
t=2
C′yt∆
(t−1)(m+1m )
1− yt
−
m+2∑
k=3
C′zk∆
(k−2)(m+1m )
1− zk
)
;
for each 2 ≤ t ≤ m,
pt−1 < yt exp
(
−
C′x∆
1− x
−
m∑
t=2
C′yt∆
(t−1)(m+1m )
1− yt
−
m+2∑
k=3
C′zk∆
(k−2)(m+1m )
1− zk
)
;
and for each 3 ≤ k ≤ m+ 2,
pk−2 < zk exp
(
−
C′x∆
1− x
−
m∑
t=2
C′yt∆
(t−1)(m+1m )
1− yt
−
m+2∑
k=3
C′zk∆
(k−2)(m+1m )
1− zk
)
,
where C′ here is chosen to be the maximum of all hidden constants in the boundedly many big-O terms.
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K5 Octahedron Wagner graph Pentagonal prism
Figure 1. A graph G has treewidth at most 3 if and only if G contains none of these four
graphs as a minor.
In these inequalities, we see that the x, yt, zk terms will cancel the ∆ terms, and each exponential expression
will approach a constant. Then, by letting S = C∆
m+1
m for some large enough constant C, and recalling
that p = 1|S| , we see that each inequality holds. Thus, with positive probability, G is given a proper coloring
in which every connected bicolored subgraph of G contains at most m edges. 
We remark that the exact same proof applies to list colorings. Theorem 2.2 implies some already known
results.
Corollary 2.3 ([6]). Every graph G of maximum degree ∆ has a star coloring with O(∆3/2) colors.
Corollary 2.4 ([1]). Every graph G of maximum degree ∆ has an acyclic coloring with O(∆4/3) colors.
Corollary 2.5 ([2]). Every graph G of maximum degree ∆ has a coloring with O(∆8/7) colors in which
every bicolored subgraph has treewidth at most 2.
Proof. By Bodlaender [4], a graph G has treewidth at most 2 if and only of G has no K4 minor. It is shown
in [2] that the smallest bipartite graph with a K4 minor has 8 edges. Therefore, in a proper coloring of G
which every bicolored connected subgraph has at most 7 edges, no bicolored subgraph has a K4 minor. 
Additionally, Theorem 2.2 implies some results that were previously unknown.
Corollary 2.6. Every graph G of maximum degree ∆ has a coloring with O(∆9/8) colors in which every
bicolored subgraph is planar.
Proof. The nonplanar bipartite graph with the fewest edges is K3,3, which has 9 edges. 
Corollary 2.6 is an improvement of a result by Aravind and Subramanian [2], which originally gave an
upper bound of the form O(∆8/7).
Corollary 2.7. Every graph G of maximum degree ∆ has a coloring with O(∆13/12) colors in which every
bicolored subgraph has treewidth at most 3.
Proof. By a result of Arnborg, Proskurowski, and Corneil [3], graphs of treewidth at most 3 are characterized
by the forbidden minors K5, the Wagner graph, the octahedron, and the pentagonal prism (shown in Figure
1).
We argue that no bipartite graph with at most 12 edges contains one of these four graphs as a minor.
Indeed, let H be a bipartite graph with 12 edges. If H contains a graph M among of these four graphs as
a minor, then it must be possible to obtain M from H by contracting edges of H . As the pentagonal prism
has 15 edges, and as the Wagner graph and the octahedron have 12 edges each and are not bipartite, it must
follow that M ∼= K5 and that M can be obtained from H by contracting at most two edges. Equivalently,
H must be obtainable from a K5 by splitting at most two vertices, where splitting is an inverse operation
of contraction. However, if we split at most two vertices of a K5 graph, then there must still exist three
unaffected vertices that form a K3, which cannot belong to H , as H is bipartite. Therefore, H cannot be
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Figure 2. The graph shown is a bipartite graph with 13 edges and a K5 minor.
obtained from a K5 by splitting only two vertices, giving us a contradiction. Therefore, every bipartite graph
with at most 12 edges must have treewidth at most 3. 
On the other hand, Figure 2 shows a bipartite graph with 13 edges that contains a K5 minor. Therefore,
Corollary 2.7 cannot be improved using Theorem 2.2.
Aravind and Subramanian show in [2] that for each positive integer, a graph of maximum degree ∆ has a
proper coloring with O(∆1+2/k) colors in which every bicolored subgraph has treewidth at most k. We show
that Theorem 2.2 can improve the constant 2 in the 2k term of the exponent when k is large.
Corollary 2.8. Let k ≥ 1 be an integer. Then for a graph G of maximum degree ∆, there exists a proper
coloring of G using O(∆1+
13/75+o(1)
k ) colors in which every bicolored subgraph of G has treewidth at most k.
Proof. A result by Scott and Sorkin [12] states that a graph with m edges has treewidth at most (1375+o(1))m.
Then the result follows from Theorem 2.2. 
We note that in Corollary 2.8, an upper bound of the form O(∆1+c/k) for some constant c > 0 is best
possible by our method. The reason for this is that Grohe and Marx [7] show that expanders of bounded
degree, such as the Ramanujan graphs constructed by Lubotzky, Phillips, and Sarnak [9], have treewidth
linear to their number of edges. In other words, for an integer m ≥ 1, there exists a graph of treewidth Θ(m)
with at most m edges. Hence, for a graph G of maximum degree ∆, an upper bound given by Theorem
2.2 on the number of colors needed to give G a proper coloring in which every bicolored subgraph of G has
treewidth at most k must be of the form O(∆1+c/k), for some constant c > 0.
The following theorem of Aravind and Subramanian shows that the upper bounds given in these corollaries
are close to best possible. That is, if we seek a proper coloring on a graph G of maximum degree ∆ in which
no bicolored copy of a graph in some class H of bipartite graph appears, then the member of H with the
least number of edges determines the number of colors needed on G up to a small factor. Just as with our
proof Theorem 2.2, the original proof of the following theorem also closely follows a probabilistic method of
Alon, McDiarmid, and Reed from [1].
Theorem 2.9 ([2]). If H is a bipartite graph with m+1 ≥ 2 edges, then there exists an infinite family G of
graphs with increasing maximum degree such that for each G ∈ G of maximum degree ∆, a bicolored copy of
H appears in every proper coloring of G with k colors, where k is a function satisfying
k = Ω
(
∆(m+1)/m
(log∆)1/m
)
.
Therefore, the upper bounds obtained in Theorem 2.2 and its corollaries are best possible, up to a factor
of at most, and usually less than, log∆.
3. Conclusion
We pose a remaining question. For a fixed integer m ≥ 1 and a graph G of maximum degree ∆, one
could design an algorithm that colors the vertices of G randomly and removes the bad events outlined in
Theorem 2.2 whenever they occur. Then, it would be straightforward to turn the probabilistic method of
Theorem 2.2 into an entropy compression argument (c.f. [5, 10]) that shows that such a random algorithm
succeeds in giving G a suitable coloring in polynomial time with high probability. However, the existence
of a deterministic algorithm that gives G a suitable coloring with O(∆(m+1)/m) colors in polynomial time is
still unknown. Thus, we pose the following question.
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Question 3.1. For each fixed integer m ≥ 1, does there exist a constant C = C(m) > 0 and a deterministic
algorithm that colors any graph G with maximum degree ∆ in polynomial time using C∆(m+1)/m colors so
that every connected bicolored subgraph of G contains at most m edges?
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