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LIPSCHITZ GRAPHS AND CURRENTS IN HEISENBERG GROUPS
DAVIDE VITTONE
Abstract. The main result of the present paper is a Rademacher-type theorem for in-
trinsic Lipschitz graphs of codimension k ≤ n in sub-Riemannian Heisenberg groups Hn.
For the purpose of proving such a result we settle several related questions pertaining both
to the theory of intrinsic Lipschitz graphs and to the one of currents. First, we prove an
extension result for intrinsic Lipschitz graphs as well as a uniform approximation theorem
by means of smooth graphs: these results stem both from a new definition (equivalent to
the one introduced by F. Franchi, R. Serapioni and F. Serra Cassano) of intrinsic Lips-
chitz graphs and are valid for a more general class of intrinsic Lipschitz graphs in Carnot
groups. Second, our proof of Rademacher’s Theorem heavily uses the language of currents
in Heisenberg groups: one key result is, for us, a version of the celebrated Constancy
Theorem. Inasmuch as Heisenberg currents are defined in terms of Rumin’s complex of
differential forms, we also provide a convenient basis of Rumin’s spaces. Eventually, we pro-
vide some applications of Rademacher’s Theorem including a Lusin-type result for intrinsic
Lipschitz graphs, the equivalence between H-rectifiability and “Lipschitz” H-rectifiability,
and an area formula for intrinsic Lipschitz graphs in Heisenberg groups.
1. Introduction
The celebrated Rademacher’s Theorem [76] states that a Lipschitz continuous function
f : Rh → Rk is differentiable almost everywhere in Rh; in particular, the graph of f in
Rh+k has a h-dimensional tangent plane at almost all of its points. One of the consequences
of Rademacher’s Theorem is the following Lusin-type result, which stems from Whitney’s
Extension Theorem [90]: for every ε > 0, there exists g ∈ C1(Rh,Rk) that coincides with f
out of a set of measure at most ε. From the viewpoint of Geometric Measure Theory, this
means that Lipschitz-regular objects (functions, submanifolds...) are essentially as nice as
C1-smooth ones and has profound implications, for instance, in the theory of rectifiable
sets and currents [38, 66, 83].
The present paper aims at developing a similar theory for submanifolds with (intrinsic)
Lipschitz regularity in sub-Riemannian Heisenberg groups: before adequately introducing
our results, we feel the need to list them at least quickly. We believe that our main
result is a Rademacher-type theorem for intrinsic Lipschitz graphs, that was the main
open problem since the beginning of this theory. Some applications – namely, a Lusin-
type result and an area formula for intrinsic Lipschitz graphs – are provided here as well;
however, we believe that further consequences are yet to come concerning, for instance,
rectifiability and minimal submanifolds in Heisenberg groups. Some of the tools we develop
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for proving our main result are worth mentioning: in fact, we prove an extension result for
intrinsic Lipschitz graphs as well as the fact that they can be uniformly approximated by
smooth graphs. Both results stem from what can be considered as another contribution
of the present paper, i.e., a new definition of intrinsic Lipschitz graphs that is equivalent
to the original one, introduced by B. Franchi, R. Serapioni and F. Serra Cassano and now
widely accepted: recall in fact that intrinsic Lipschitz graphs in Heisenberg groups played
a fundamental role in the recent proof by A. Naor and R. Young [73] of the “vertical
versus horizontal” isoperimetric inequality in Hn that allowed to settle the longstanding
question of determining the approximation ratio of the Goemans-Linial algorithm for the
Sparsest Cut Problem. Let us also say that our proof of Rademacher’s Theorem heavily
uses the language of currents in Heisenberg groups: a key result is for us (a version of)
the celebrated Constancy Theorem [38, 83, 59]. From the technical point of view, the
use of currents constitutes the hardest part of the paper: in fact, currents in Heisenberg
groups are defined in terms of the complex of differential forms introduced by M. Rumin
in [79, 80], that is not easy to handle. Among other things, we had to provide a convenient
basis of Rumin’s covectors that could be fruitfully employed in the computation of Rumin’s
exterior derivatives; we were surprised by the fact that the use of standard Young tableaux
from combinatorics revealed crucial in performing this task.
It is time to introduce and discuss our results more appropriately.
1.1. Heisenberg groups and intrinsic graphs. For n ≥ 1, the Heisenberg group Hn is
the connected, simply connected and nilpotent Lie group associated with the Lie algebra h
with 2n+ 1 generators X1, . . . , Xn, Y1, . . . , Yn, T ; all Lie brackets between these generators
are null except for
[Xj , Yj] = T for every j = 1, . . . , n.
The algebra h is stratified, as it can be decomposed as h = h1⊕ h2 with h1 := span{Xj, Yj :
j = 1, . . . , n} and h2 := span{T}. The first layer h1 in the stratification is called horizontal.
It will be often convenient to identify Hn with R2n+1 by exponential coordinates
Rn × Rn × R ∋ (x, y, t)←→ exp(x1X1 + · · ·+ xnXn + y1Y1 + · · ·+ ynYn + tT ) ∈ H
n,
where exp : h → Hn is the exponential map; 0 is the group identity. The Heisenberg
group is a homogeneous group according to [39]: indeed, for λ > 0 the maps δλ(x, y, t) :=
(λx, λy, λ2t) determine a one-parameter family of group automorphisms of Hn called dila-
tions. We endow Hn with a left-invariant and homogeneous distance d, so that
d(qp, qp′) = d(p, p′) and d(δλp, δλq) = λd(p, q) ∀ p, p
′, q ∈ Hn, λ > 0.
It will be convenient to assume that d is rotationally invariant, i.e., that
‖(x, y, t)‖H = ‖(x
′, y′, t)‖H whenever |(x, y)| = |(x
′, y′)|
where we set ‖p‖H := d(0, p) for every p ∈ H
n. Relevant examples of rotationally invari-
ant distances are the well-known Carnot-Carathe´odory and Kora´nyi (or Cygan-Kora´nyi)
distances.
An intensive search for a robust intrinsic notion of C1 or Lipschitz regularity for sub-
manifolds was conducted in the last two decades: in fact (see [3]) the Heisenberg group
H1 is purely k-unrectifiable, in the sense of [38], for k = 2, 3, 4. It can however be stated
that the theory of H-regular submanifolds (i.e., submanifolds with intrinsic C1 regularity)
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is well-established, see for instance the beautiful paper [47]. It turns out that H-regular
submanifold in Hn of low dimension k ∈ {1, . . . , n} are k-dimensional submanifolds of class
C1 (in the Euclidean sense) that are tangent to the horizontal bundle h1. On the con-
trary, H-regular submanifolds of low codimension k ∈ {1, . . . , n} are more complicated:
they are (locally) noncritical level sets of Rk-valued maps on Hn with continuous horizontal
derivatives (see §4.4 for precise definitions) and, as a matter of fact, they can have fractal
Euclidean dimension [57].
A key tool for the study ofH-regular submanifold is provided by intrinsic graphs. Assume
that V,W are homogeneous complementary subgroups of Hn, i.e., that they are invariant
under dilations, V ∩W = {0} and Hn = WV = VW; given A ⊂W and a map φ : A→ V,
the intrinsic graph of φ is grφ := {wφ(w) : w ∈ A} ⊂ H
n. It is worth recalling that, if
V,W are homogeneous and complementary subgroups, then one of the two is necessarily
horizontal (i.e., contained in exp(h1)), Abelian, and of dimension k ≤ n, while the other
has dimension 2n + 1 − k ≥ n + 1, is normal, and contains the group center exp(h2); see
[47, Remark 3.12]. The first appearance of intrinsic graphs is most likely to be attributed
to the Implicit Function Theorem of the fundamental paper [44], where the authors prove
a H-rectifiability result for (boundaries of) sets with finite perimeter in Hn. As a matter of
fact, H-regular submanifolds are locally intrinsic graphs whose properties have been studied
in many papers, see e.g. [4, 7, 15, 16, 26, 28, 29, 31, 32, 33, 47, 56, 64, 70].
Intrinsic graphs also provide the language for introducing a theory of Lipschitz subman-
ifolds in Hn. Observe that, while for the case of low dimensional submanifolds one could
simply consider Euclidean Lipschitz submanifolds that are a.e. tangent to the horizontal
distribution, for submanifolds of low codimension there is no immediate way of modifying
the “level set definition” of H-regularity into a Lipschitz one. Intrinsic Lipschitz graphs
in Hn first appeared in [46]; their definition is stated in terms of a suitable cone property.
Given α > 0, consider the homogeneous cone of axis V and aperture α
Cα := {wv ∈ H
n : w ∈W, v ∈ V, ‖w‖H ≤ α‖v‖H}.
We say that a map φ : A ⊂W→ V is intrinsic Lipschitz if there exists α > 0 such that
grφ ∩ (pCα) = {p} for every p ∈ grφ.
Intrinsic Lipschitz graphs can be introduced in the more general framework of Carnot
groups: apart from the elementary basics contained in Section 2, we refer to [49] for a
beautiful introduction to the topic and to [14, 24, 27, 33, 34, 37, 40, 41, 74, 81, 82] for
several facets of the theory.
1.2. Rademacher’s Theorem for intrinsic Lipschitz graphs and consequences.
One of the main questions about intrinsic Lipschitz graphs concerns their almost everywhere
“intrinsic” differentiability. Consider an intrinsic Lipschitz map φ : A→ V defined on some
relatively open subset A ⊂ W. If W has low dimension k ≤ n, then (see [6] or also [46,
Remark 3.11], [49, Proposition 3.7]) grφ is a k-dimensional submanifold with Euclidean
Lipschitz regularity that is a.e. tangent to the horizontal bundle h1; therefore, the problem
reduces to the case of H-regular graphs with low codimension k = dimV ≤ n. A positive
answer ([48]) is known only for the case of codimension k = 1: in fact, in this case grφ is
(part of) the boundary of a set with finite H-perimeter ([22, 42]) in Hn and one can use the
rectifiability result [44] available for such sets. A Rademacher-type theorem for intrinsic
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Lipschitz functions of codimension 1 was proved in Carnot groups of type ⋆, see [40]. In
this paper we provide a full solution to the problem in Hn, as stated in our main result.
Theorem 1.1. If A ⊂W is open and φ : A→ V is intrinsic Lipschitz, then φ is intrinsi-
cally differentiable at almost every point of A.
In Theorem 1.1, “almost every” must be understood with respect to a Haar measure on
the subgroupW – for instance, the Hausdorff measure of dimension 2n+2−k. Concerning
the notion of intrinsic differentiability (see §4.2), recall that left-translations and dilations
of intrinsic Lipschitz graphs are intrinsic Lipschitz graphs; in particular, for every w ∈ A
and every λ > 0 there exists an intrinsic Lipschitz φλw : B → V, defined on some open
subset B ⊂W, such that
δλ((wφ(w))
−1grφ) = grφλw .
One then says ([7, §3.3]) that φ is intrinsically differentiable at w if, as λ→ +∞, the blow-
ups φλw converge locally uniformly onW to an intrinsic linear map, i.e., to a map ψ :W→ V
such that grψ is a homogeneous subgroup of H
n with codimension k. This subgroup, that is
necessarily vertical (i.e., it contains the center of Hn) and normal, is called tangent subgroup
to grφ at wφ(w) and is denoted by Tan
H
grφ
(wφ(w)).
For the reader’s convenience, the proof of Theorem 1.1 is sketched at the end of the
Introduction. We are now going to introduce a few consequences of our main result: the
first one is a Lusin-type theorem for intrinsic Lipschitz graphs.
Theorem 1.2. Let A ⊂W be an open set and φ : A→ V an intrinsic Lipschitz function.
Then for every ε > 0 there exists an intrinsic Lipschitz function ψ : A → V such that grψ
is a H-regular submanifold and
S
Q−k((grφ∆grψ) ∪ {p ∈ grφ ∩ grψ : Tan
H
grφ
(p) 6= TanHgrψ(p)}) < ε.
As customary, the integer Q := 2n + 2 denotes the homogeneous dimension of Hn and
S Q−k is the spherical Hausdorff measure of dimension Q−k; by A∆B := (A\B)∪ (B \A)
we denote the symmetric difference of sets A,B. Theorem 1.2 is part of Theorem 7.2;
the latter stems from the equivalent definition of intrinsic Lipschitz graphs provided by
Theorem 1.4 below and is proved by an adaptation of the classical argument of Whitney’s
Extension Theorem, see also [44, 45, 85, 87]. Theorem 1.2 implies that, as in the Euclidean
case, the notion of H-rectifiability (Definition 4.22) can be equivalently defined in terms
of either H-regular submanifolds or intrinsic Lipschitz graphs; see Corollary 7.4. We refer
to [24, 25, 33, 37, 67, 68, 69] for more about rectifiability in Heisenberg groups.
We stress the fact that Rademacher’s Theorem 1.1 also allows to define a canonical
current JgrφK carried by the graph of an intrinsic Lipschitz map φ : W → V. This current
turns out to have zero boundary, see Proposition 7.5.
A further consequence of Theorem 1.2 is an area formula for intrinsic Lipschitz graphs
of low codimension. For H-regular submanifolds, area formulae are proved in [44, 47, 4]
for submanifolds of codimension 1 and in [29] for higher codimension (see also [65]). For
intrinsic Lipschitz graphs of low dimension, an area formula is proved in [6, Theorem 1.1].
Our area formula is stated in Theorem 1.3 and, once Lusin’s Theorem 1.2 is available, it is
a quite simple consequence of [29, Theorem 1.2], where a similar area formula is proved for
intrinsic graphs that are also H-regular submanifolds. As in [29], the symbol Jφφ(w) denotes
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the intrinsic Jacobian of φ at w, see Definition 4.9, while Cn,k denotes a positive constant,
depending only on n, k and the distance d, that will be introduced later in Proposition 1.9.
Theorem 1.3. Assume that the subgroups W,V are orthogonal1 and let φ : A → V be an
intrinsic Lipschitz map defined on some Borel subset A ⊂W; then for every Borel function
h : grφ → [0,+∞) there holdsˆ
grφ
h dS Q−k = Cn,k
ˆ
A
(h ◦ Φ)Jφφ dL 2n+1−k,
where Φ denotes the graph map Φ(w) := wφ(w).
By abuse of notation, L 2n+1−k denotes the Haar measure on W associated with the
canonical identification ofW with R2n+1−k induced by exponential coordinates. It is worth
observing that Theorem 1.3 and Proposition 1.9 are the only points where we use the
rotational invariance of the distance d: in case of general distances, area formulae for
intrinsic Lipschitz graphs can be easily deduced using Theorem 1.2 and [29, Theorem 1.2],
but they are slightly more complicated than ours, as they involve a certain area factor that
depends on the tangent plane to the graph.
1.3. Equivalent definition, extension and approximation of intrinsic Lipschitz
graphs. We now introduce two of the ingredients needed in the proof of Theorem 1.1 that
are of independent interest: namely, an extension theorem for intrinsic Lipschitz graphs
in the spirit of the classical McShane-Whitney Theorem, and an approximation result by
means of smooth graphs. They are stated in Theorems 1.5 and 1.6 and are both based on a
new, equivalent definition of intrinsic Lipschitz graphs, Theorem 1.4, that can be regarded
as another contribution of this paper.
Our alternative definition of intrinsic Lipschitz graphs appeared in [86] for graphs of
codimension 1; it can be seen as a generalization of the original level-set definition of H-
regular submanifolds. Observe however that it is not immediate to give a level-set definition
even for Lipschitz submanifolds of codimension 1 in Rn: in fact, every closed set S ⊂ Rn
is the level set of some Lipschitz function – for instance, the distance from S. Anyway, we
leave as an exercise to the reader the following observation, that was actually the starting
point of [86]: a set S ⊂ Rn = Rn−1 × R is (contained in) the graph of a Lipschitz function
φ : Rn−1 → R if and only if there exist δ > 0 and a Lipschitz function f : Rn → R such
that S ⊂ {x ∈ Rn : f(x) = 0} and ∂f
∂xn
≥ δ a.e. on Rn.
Since their proofs present no extra difficulty with respect to the Heisenberg case, The-
orems 1.4, 1.5 and 1.6 are stated in the more general setting of a Carnot group G where
two homogeneous complementary subgroups W,V are fixed with V horizontal: this means
that V ⊂ exp(g1), where g1 is the first layer in the stratification of the Lie algebra of G.
When V is horizontal, we say that an intrinsic Lipschitz graph φ :W→ V is co-horizontal,
see [5]. Observe that V is necessarily Abelian and there exists a homogeneous isomorphism
according to which we can identify V with Rk, see (2.5): this identification is understood
in the scalar product appearing in (1.2) below.
1By orthogonal we mean that W,V are orthogonal as linear subspaces of Hn ≡ R2n+1.
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Theorem 1.4. Assume that a splitting G = WV is fixed in such a way that the subgroup
V is horizontal; set k := dimV. If S ⊂ G is not empty, then the following statements are
equivalent:
(a) there exist A ⊂W and an intrinsic Lipschitz map φ : A→ V such that S = grφ;
(b) there exist δ > 0 and a Lipschitz map f : G→ Rk such that
S ⊂ {x ∈ G : f(x) = 0} (1.1)
and 〈f(xv)− f(x), v〉 ≥ δ|v|2 for every v ∈ V and x ∈ G. (1.2)
It is worth remarking that, if X1, . . . , Xk ∈ g1 are such that V = exp(span{X1, . . . , Xk}),
then statement (1.2) is equivalent to the a.e. uniform ellipticity (a.k.a. coercivity) of the
matrix col[X1f(x) | . . . |Xkf(x) ]; see Remark 2.7. In case k = 1, Theorem 1.4 was proved
in [86, Theorem 3.2].
Let us underline two of the most interesting features of this alternative definition. First, it
allows for a definition of co-horizontal intrinsic Lipschitz submanifolds in the more general
setting of Carnot-Carathe´odory spaces, as in [86]. Second, it gives gratis an extension
result for intrinsic Lipschitz maps: in fact (Remark 2.8), the level set {x ∈ G : f(x) = 0}
appearing in (1.1) is the graph of an intrinsic Lipschitz map that is defined on the whole
W and extends φ. We can then state the following result.
Theorem 1.5. Let A ⊂W and φ : A→ V be a co-horizontal intrinsic Lipschitz graph; then
there exists an intrinsic Lipschitz extension φ˜ : W → V of φ. Moreover, φ˜ can be chosen
in such a way that its intrinsic Lipschitz constant is controlled in terms of the intrinsic
Lipschitz constant of φ.
Theorem 1.5 was proved in [86, Proposition 3.4] for the case of codimension k = 1; see
also [48, 49, 73, 78].
In Proposition 2.10 we use a standard approximation argument based on group convo-
lutions (see e.g. [39, §1.B]) to show that the function f appearing in Theorem 1.4 can be
chosen with the additional property that f ∈ C∞({x ∈ G : f(x) 6= 0}). This fact has the
following consequence.
Theorem 1.6. Let A ⊂ W and φ : A → V be a co-horizontal intrinsic Lipschitz graph.
Then there exists a sequence (φi)i∈N of C
∞-regular and intrinsic Lipschitz maps φi :W→ V
such that
φi → φ uniformly in A as i→∞ .
Moreover, the intrinsic Lipschitz constant of φi is bounded, uniformly in i, in terms of the
intrinsic Lipschitz constant of φ.
A similar result has been proved in [27] for intrinsic Lipschitz graphs of codimension 1
in Heisenberg groups; see also [4, 5, 70, 86].
1.4. Currents and the Constancy Theorem. As in the classical setting, currents in
Heisenberg groups are defined in duality with spaces of smooth forms with compact support;
here, however, the De Rham complex must be replaced by the complex introduced by
M. Rumin [79, 80] in the setting of contact manifolds. The construction of the spaces ΩmH
of Heisenberg differential m-forms is detailed in §3.2; here we only recall that, for 1 ≤ k ≤ n,
Heisenberg forms of codimension k are smooth functions on Hn with values in a certain
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subspace J 2n+1−k of (2n + 1 − k)-covectors. We denote by J2n+1−k the (formal) dual of
J 2n+1−k; clearly, every (2n+1− k)-vector t canonically induces an element [t]J ∈ J2n+1−k
defined by [t]J (λ) := 〈 t | λ 〉, where 〈 · | · 〉 is the standard pairing vectors-covectors. See
§3.1 and §3.2 for more details.
The starting point of the theory of Heisenberg currents is the existence of a linear second-
order operator D : ΩnH → Ω
n+1
H such that the sequence
0→ R→ Ω0H
d
→ Ω1H
d
→ · · ·
d
→ ΩnH
D
→ Ωn+1H
d
→ · · ·
d
→ Ω2n+1H → 0
is exact, where d is (the operator induced by) the standard exterior derivative. A Heisenberg
m-current T is by definition a continuous linear functional on the space DmH ⊂ Ω
m
H of
Heisenbergm-forms with compact support. The boundary ∂T of T is the Heisenberg (m−1)-
current defined, for every ω ∈ Dm−1H , by
∂T(ω) := T(dω) if m 6= n+ 1
∂T(ω) := T(Dω) if m = n+ 1.
We say that T is locally normal if both T and ∂T have locally finite mass, i.e., if they
have order 0 in the sense of distributions. Recall that, if T has locally finite mass, then
there exist a Radon measure µ on Hn and a locally µ-integrable function τ with values in
a suitable space of multi-vectors (that, for m ≥ n + 1, is precisely Jm) such that T = τµ,
where
τµ(ω) :=
ˆ
Hn
〈 τ(p) | ω(p) 〉 dµ(p) for every ω ∈ DmH .
One can also assume that |τ | = 1 µ-a.e., where |·| denotes some fixed norm on multi-vectors2:
in this case we write ~T and ‖T‖ in place of τ and µ, respectively.
Relevant examples of currents will be for us those concentrated on H-rectifiable sets of
low codimension. Recall that a set R ⊂ Hn is locally H-rectifiable of codimension k ∈
{1, . . . , n} if S Q−k R is locally finite and R can be covered by countably many H-regular
submanifolds of codimension k plus a S Q−k-negligible set. In this case, a (unit) approximate
tangent (2n + 1 − k)-vector tHR(p) to R can be defined at S
Q−k-a.e. p ∈ R, see §4.4; we
denote by JRK the Heisenberg current [tHR]JS
Q−k R naturally associated with R.
A fundamental result in the classical theory of currents is the Constancy Theorem (see
e.g. [38, 4.1.7] and [83, Theorem 26.27]) which states that, if T is an n-dimensional current
in Rn such that ∂T = 0, then T is constant, i.e., there exists c ∈ R such that T(ω) = c
´
Rn
ω
for every smooth n-form ω with compact support. A more general version of the Constancy
Theorem can be proved for currents supported on an m-dimensional plane P ⊂ Rn: if T
is an m-current with support in P and such that ∂T = 0, then there exists c ∈ R such
that T(ω) = c
´
P
ω for every smooth m-form ω with compact support. For this statement,
see e.g. [59, Proposition 7.3.5]. The following result can be considered as the Heisenberg
analogue of this more general Constancy Theorem.
Theorem 1.7. Let k ∈ {1, . . . , n} be fixed and let T be a Heisenberg (2n + 1 − k)-current
supported on a vertical plane P ⊂ Hn of dimension 2n+1− k. Assume that ∂T = 0; then
there exists a constant c ∈ R such that T = cJPK.
2More precisely, when m ≥ n+ 1 one needs a norm on Jm.
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Using a procedure involving projection on planes (see [88, Theorem 4.2]; let us mention
also [1, §5] and [2] for some related results), the (version on planes of the) Constancy
Theorem in Rn has the following consequence: if R ⊂ Rn is an m-rectifiable set and
T = τµ is a normal m-current, where µ is a Radon measure and τ is a locally µ-integrable
m-vectorfield with τ 6= 0 µ-a.e., then
(i) µ R is absolutely continuous with respect to the Hausdorff measure H m R, and
(ii) τ is tangent to R at µ-almost every point of R.
A consequence of this fact, which might help explaining its geometric meaning, is the
following one: if T = τµ is a normal current concentrated3 on a rectifiable set R, then
µ≪ H m R and τ is necessarily tangent to R µ-almost everywhere4.
In our proof of Rademacher’s Theorem 1.1 we will utilize the following result, which
is the Heisenberg counterpart of the “tangency” property (ii) above; we were not able to
deduce any “absolute continuity” statement analogous to (i) because no good notion of
projection on planes is available in Hn. Notice however that, in the special case when T is
concentrated on a vertical plane, Theorem 1.7 allows to deduce a complete result including
absolute continuity.
Theorem 1.8. Let k ∈ {1, . . . , n} and let a locally normal Heisenberg (2n+1− k)-current
T and a locally H-rectifiable set R ⊂ Hn of codimension k be fixed. Then
~T(p) is a multiple of [tHR(p)]J for ‖T‖a-a.e. p.
In Theorem 1.8 we decomposed ‖T‖ = ‖T‖a+ ‖T‖s as the sum of the absolutely contin-
uous and singular part of ‖T‖ with respect to S Q−k R. Observe that tHR is defined only
S Q−k-almost everywhere on R, hence it could be undefined on a set with positive ‖T‖s-
measure. The geometric content of Theorem 1.8 is again clear: for a current T concentrated
on R to be normal, it is necessary that ~T is almost everywhere tangent to R.
The proof of Theorem 1.8 follows a blow-up strategy according to which one can prove
that, at S Q−k-a.e. p ∈ R, the current ~T(p)S Q−k TanHR(p) has zero boundary, where
TanHR(p) = exp(span t
H
R(p)) is the approximate tangent plane to R at p; Proposition 5.3
shows that this is possible only if ~T(p) is a multiple of [tHR(p)]J . Proposition 5.3 is essentially
a simpler version of Theorem 1.7; its classical counterpart can be found for instance in [53,
Lemma 1 in §3.3.2]. The proof of Proposition 5.35 consists in feeding the given boundaryless
current with (the differential of) enough test forms in order to eventually deduce the desired
“tangency” property. Apart from the computational difficulties pertaining to the second-
order operator D (at least in case k = n), one demanding task we had to face was the
search for a convenient basis of J 2n+1−k, see the following §1.5.
We conclude this section with an important observation. Assume that S is an ori-
ented submanifold of codimension k that is (Euclidean) C1-regular; in particular, the tan-
gent vector tHS is defined except at characteristic points of S, which however are S
Q−k-
negligible [13, 63]. Then, on the one side, S induces the natural Heisenberg current
3By concentrated we mean that µ(Hn \R) = 0.
4Equivalently: there exists a H m R-measurable function f : R→ R such that T(ω) =
´
R
fω.
5It is worth pointing out that we cannot deduce Proposition 5.3 from Theorem 1.7: in fact, Proposi-
tion 5.3 is needed for proving Theorem 1.8, which in turn is needed for the proof of Theorem 1.7.
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JSK = [tHS ]JS
Q−k S; on the other side, associated to S is also the classical current LSM de-
fined by LSM(ω) :=
´
S
ω for every (2n+1−k)-form ω with compact support. The following
fact holds true provided the homogeneous distance d is rotationally invariant.
Proposition 1.9. Let k ∈ {1, . . . , n}; then there exists a positive constant Cn,k, depending
on n, k and the rotationally invariant distance d, such that for every C1-regular submanifold
S ⊂ Hn of codimension k
JSK(ω) = Cn,kLSM(ω) for every ω ∈ D
2n+1−k
H . (1.3)
In particular, if S is a submanifold without boundary, then ∂JSK = 0 as a Heisenberg
(2n− k)-current.
In other words, JSK and LSM coincide, as Heisenberg currents, up to a multiplicative
constant. This is remarkable. The first part of the statement of Proposition 1.9 is proved
in Lemma 3.31, while the second one is a consequence of the fact that the operator D is the
composition of the differential d with another operator; see Corollary 3.34. For the exact
value of Cn,k, see Remark 4.21. Proposition 1.9 is crucial in the proof of our main result
Theorem 1.1.
1.5. A basis for Rumin’s spaces J 2n+1−k. We believe it is worth introducing, at least
quickly, the basis of J 2n+1−k that we use; we need some preliminary notation. Assume
that the elements of a finite subset M ⊂ N with cardinality |M | = m are arranged (each
element of M appearing exactly once) in a tableau with 2 rows, the first row displaying
ℓ ≥ m
2
elements R11, . . . , R
1
ℓ and the second one displaying m−ℓ ≥ 0 elements R
2
1, . . . , R
2
m−ℓ,
as follows
R =
R11 R
1
2 · · · R
1
m−ℓ R
1
m−ℓ+1 · · · R
1
ℓ
R21 R
2
2 · · · R
2
m−ℓ
.
Such an R is called Young tableau, see e.g. [51]. Clearly, R has to be read as a (2 × ℓ)
rectangular tableau when ℓ = m/2 while, in case ℓ = m, we agree that the second row is
empty. Given such an R, define the 2ℓ-covector
αR := (dxyR11−dxyR21)∧(dxyR12−dxyR22)∧· · ·∧(dxyR1m−ℓ−dxyR2m−ℓ)∧dxyR1m−ℓ+1∧· · ·∧dxyR1ℓ ,
where for shortness we set dxyi := dxi ∧ dyi; when ℓ = m (i.e., when the second row of R
is empty) we agree that αR = dxyR11 ∧ · · · ∧ dxyR1ℓ . One key observation is the fact that,
αR ∧
∑
i∈M
dxyi = 0, (1.4)
which is essentially a consequence of the equality (dxyi − dxyj) ∧ (dxyi + dxyj) = 0.
Before stating Proposition 1.10 we need some further notation. First, we say that R
is a standard Young tableau when the elements in each row and each column of R are in
increasing order, i.e., when Rij < R
i
j+1 and R
1
j < R
2
j . Second, given I = {i1, . . . , i|I|} ⊂
{1, . . . , n} with i1 < i2 < · · · < i|I| we write
dxI := dxi1 ∧ · · · ∧ dxi|I| , dyI := dyi1 ∧ · · · ∧ dyi|I|
Eventually, we denote by θ := dt+ 1
2
∑n
i=1(yidxi − xidyi) the contact form on H
n, which is
left-invariant and then can be thought of as a covector in ∧1h. Observe that θ vanishes on
horizontal vectors.
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Proposition 1.10. For every k ∈ {1, . . . , n}, a basis of J 2n+1−k is provided by the elements
of the form dxI ∧ dyJ ∧ αR ∧ θ where (I, J, R) ranges among those triples such that
• I ⊂ {1, . . . , n}, J ⊂ {1, . . . , n}, |I|+ |J | ≤ k and I ∩ J = ∅;
• R is a standard Young tableau containing the elements of {1, . . . , n}\(I∪J) arranged
in two rows of length, respectively, (2n− k − |I| − |J |)/2 and (k − |I| − |J |)/2.
Proposition 1.10 follows from Corollary 3.22. Observe that the tableaux R appearing in
the statement are rectangular exactly in case k = n. In this case it might happen that
I ∪ J = {1, . . . , n}, i.e., that R is the empty table: if so, we agree that αR = 1. It is also
worth observing that the covectors λI,J,R = dxI ∧dyJ ∧αR∧θ appearing in Proposition 1.10
indeed belong to J 2n+1−k because λI,J,R ∧ θ = 0 (by definition) and λI,J,R ∧ dθ = 0, which
comes as a consequence of (1.4) and the fact that dθ = −
∑n
i=1 dxyi is, up to a sign, the
standard symplectic form.
During the preparation of this paper we became aware that a basis of J 2n+1−k is provided
also in the paper [9]: however, the basis in [9] is presented by induction on n, while ours is
given directly and is somewhat manageable in the computations we need.
1.6. Sketch of the proof of Rademacher’s Theorem 1.1. For the reader’s convenience
we provide a sketch of the proof of our main result. Let φ : A ⊂ W → V be intrinsic
Lipschitz; by Theorem 1.5 we can assume that A = W. We now use Theorem 1.6 to
produce a sequence of smooth maps φi : W → V converging uniformly to φ: it can be
easily proved that the associated Heisenberg currents JgrφiK converge (possibly up to a
subsequence) to a current T supported on grφ and, actually, that T = τS
Q−k grφ for
some bounded function τ : grφ → J2n+1−k \ {0}. Moreover we have ∂JgrφiK = 0 for every i
because of Proposition 1.9, therefore also ∂T = 0: as we will see, this equality carries the
relevant geometric information.
Our aim is to prove that, at a.e. w ∈W, the blow-up of φ at w (i.e., the limit as r → +∞
of δr((wφ(w))
−1grφ)) is the graph of an intrinsic linear map; a priori, however, there could
exist many possible blow-up limits ψ associated with different diverging scaling sequences
(rj)j . In Lemma 4.16 we prove the following: for a.e. w¯ ∈ W, all the possible blow-ups ψ
of φ at w¯ are t-invariant, i.e.,
ψ(w exp(tT )) = ψ(w(0, 0, t)) = ψ(w) for every t ∈ R, w ∈W.
The proof of Lemma 4.16 makes use of the Rademacher’s Theorem proved for the case of
codimension 1 in [48].
Let then w¯ be such a point and fix a t-invariant blow-up ψ of φ at w¯ associated with
a scaling sequence (rj)j . It is a good point to notice that, being both intrinsic Lipschitz
(because it is the limit of uniformly intrinsic Lipschitz maps) and t-invariant, ψ is necessarily
Euclidean Lipschitz, see Lemma 4.15. Consider now the current T∞ defined (up to passing
to a subsequence) as the blow-up limit along (rj)j of T at p¯ := w¯φ(w¯) ∈ grφ, namely,
T∞ := lim
j→∞
(δrj ◦ Lp¯−1)#T
where Lp¯−1 denotes left-translation by p¯
−1 and the subscript # denotes push-forward. If
one assumes that p¯ is also a Lebesgue point (in a suitable sense) of the function τ , then the
following properties hold for T∞:
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• T∞ = f τ(p¯)S
Q−k grψ for some positive and bounded function f on grψ;
• grψ is locally Euclidean rectifiable, in particular it is locally H-rectifiable;
• ∂T∞ = 0, because T∞ is limit of boundaryless currents.
We can then apply Theorem 1.8 to deduce that [tHgrψ(p)]J is a multiple of τ(p¯) for a.e. p ∈
grψ. By t-invariance, the unit tangent vector tgrψ(p) coincides with t
H
grψ
(p). Summarizing,
we have a t-invariant Euclidean Lipschitz submanifold grψ whose unit tangent vector tgrψ
is always vertical (i.e., of the form tgrψ = t
′ ∧ T for a suitable multi-vector t′) and has the
property that, for a.e. point p, [tgrψ(p)]J is a multiple of τ(p¯) ∈ J2n+1−k \ {0}. If we could
guarantee that there is a unique (up to a sign) unit simple vector t¯ that is vertical and such
that [ t¯ ]J is a multiple of τ(p¯), then we would conclude that grψ is always tangent to that
particular t¯, i.e., that grψ is a vertical plane P. Since t¯ (and then P) depends only on p¯
and not on the particular sequence (rj)j , then the blow-up P is unique and is the graph
of an intrinsic linear map ψ: this would conclude the proof.
Unluckily, this is not always the case: in fact, in the second Heisenberg group H2 the
unit simple vertical 3-vectors X1 ∧ Y1 ∧ T and −X2 ∧ Y2 ∧ T have the property that
[X1 ∧ Y1 ∧ T ]J = [−X2 ∧ Y2 ∧ T ]J .
This, however, is basically the worst-case scenario. A key, technically demanding result
is Proposition 3.38, where we prove that there exist at most two linearly independent
unit simple vertical vectors t¯1, t¯2 such that [t¯1]J = [t¯2]J are multiples of τ(p¯); moreover,
the planes P1,P2 associated (respectively) with ±t¯1,±t¯2 are not rank-one connected, i.e.,
dimP1 ∩ P2 has codimension at least 2 in P1 (equivalently, in P2). This means that
the vertical Euclidean Lipschitz submanifold grψ has at most two possible tangent planes
P1,P2; however (see e.g. [12, Proposition 1] or [72, Proposition 2.1]) the fact that these
two planes are not rank-one connected forces grψ to be a plane (either P1 or P2) itself.
This is not the conclusion yet: we have for the moment proved that, for a.e. w¯ ∈ W,
all the possible blow-ups of φ at w¯ are either the map ψ1 parameterizing P1, or the map
ψ2 parameterizing P2; both are determined by τ(p¯) (i.e. by w¯) only. However, it is not
difficult to observe that the family of all possible blow-ups of φ at a fixed point must enjoy
a suitable connectedness property, hence it cannot consist of the two points ψ1, ψ2 only.
This proves the uniqueness of blow-ups and concludes the proof of our main result.
1.7. Structure of the paper. In Section 2 we introduce intrinsic Lipschitz graphs in
Carnot groups and prove Theorems 1.4, 1.5 and 1.6. Heisenberg groups are introduced in
Section 3, where we focus on the algebraic preliminary material, in particular about multi-
linear algebra and the Rumin’s complex. We also provide the basis of Rumin’s spaces of
Proposition 1.10, introduce Heisenberg currents and prove Proposition 1.9. Eventually, we
state Proposition 3.38, that we use in the proof of Rademacher’s Theorem 1.1, and whose
long and tedious proof is postponed to Appendix A. In Section 4 we deal with intrinsic Lip-
schitz graphs of low codimension: in particular, we define intrinsic differentiability and we
prove the crucial Lemma 4.16. We also introduce H-regular submanifold and H-rectifiable
sets and we study (Euclidean) C1-regular intrinsic graphs. Section 5 is devoted to the proof
of the Constancy-type Theorems 1.7 and 1.8. The proof of Rademacher’s Theorem 1.1 is
provided in Section 6. Eventually, Section 7 contains the applications of our main result
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concerning Lusin’s Theorem 1.2, the equivalence between H-rectifiability and “Lipschitz”
H-rectifiability (Corollary 7.4) and the area formula of Theorem 1.3.
Acknowledgments. We are grateful to G. Alberti and A. Marchese for pointing out
reference [88] to us. The author wishes to thank F. Boarotto, A. Julia and S. Nicolussi Golo
for providing a pleasant environment and for their patience during the long preparation of
this work.
2. Intrinsic Lipschitz graphs in Carnot groups: extension and
approximation results
In this section we introduce Carnot groups and intrinsic Lipschitz graphs; our goal is
to prove the extension and approximation results stated in Theorems 1.5 and 1.6. These
two results are used later in the paper for intrinsic Lipschitz graphs in Heisenberg groups;
however, they can be proved with no extra effort in the wider setting of Carnot groups
and we will therefore operate in this framework, that also allows for some simplifications
in the notation. The presentation of Carnot groups will be only minimal and we refer to
[39, 17, 54, 60, 82] for a more comprehensive treatment. The reader looking for a thorough
account on intrinsic Lipschitz graphs might instead consult [49].
2.1. Carnot groups: algebraic and metric preliminaries. A Carnot (or stratified)
group is a connected, simply connected and nilpotent Lie group whose Lie algebra g is
stratified, i.e., it possesses a decomposition g = g1 ⊕ · · · ⊕ gs such that
∀ j = 1, . . . , s− 1 gj+1 = [gj , g1], gs 6= {0} and [gs, g] = {0}.
We refer to the integer s as the step of G and to m := dim g1 as its rank; we also denote by
d the topological dimension of G. The group identity is denoted by 0 and, as customary,
we identify g, T0G and the algebra of left-invariant vector fields on G. The elements of g1
are referred to as horizontal.
The exponential map exp : g → G is a diffeomorphism and, given a basis X1, . . . , Xd of
g, we will often identify G with Rd by means of exponential coordinates:
Rd ∋ x = (x1, . . . , xd)←→ exp (x1X1 + · · ·+ xdXd) ∈ G.
We will also assume that the basis is adapted to the stratification, i.e., that
X1, . . . , Xm is a basis of g1, and
∀ j = 2, . . . , s, Xdim(g1⊕···⊕gj−1)+1, . . . , Xdim(g1⊕···⊕gj) is a basis of gj.
In these coordinates, one has
Xi(x) = ∂xi +
d∑
j=m+1
Pi,j(x)∂xj for every i = 1, . . . , m (2.1)
for suitable polynomial functions Pi,j. A one-parameter family {δλ}λ>0 of dilations δλ : g→
g is defined by (linearly extending)
δλ(X) := λ
jX for any X ∈ gj ;
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notice that dilations are Lie algebra homomorphisms and δλµ = δλ ◦ δµ. By composition
with exp one can then define a one-parameter family, for which we use the same symbol,
of group isomorphisms δλ : G→ G.
We fix a left-invariant homogeneous distance d on G, so that
d(xy, xz) = d(y, z) and d(δλx, δλy) = λd(x, y) for all x, y, z ∈ G, λ > 0.
We use d to denote both the distance on G and its topological dimension, but no confusion
will ever arise. We denote by B(x, r) the open ball of center x ∈ G and radius r > 0; it
will also be convenient to denote by ‖ · ‖G the homogeneous norm defined for x ∈ G by
‖x‖G := d(0, x). Recall that L
d is a Haar measure on G ≡ Rd and that the homogeneous
dimension of G is the integer Q :=
∑s
j=1 j dim gj. One has
L
d(B(x, r)) = rQL d(B(0, 1)) for all x ∈ G, r > 0.
The number Q is always greater than d (apart from the Euclidean case s = 1) and it
coincides with the Hausdorff dimension of G. Since also the Hausdorff Q-dimensional
measure is a Haar measure, it coincides with L d up to a constant.
Given a measurable function f : G → R we denote by ∇Gf = (X1f, . . . , Xmf) its
horizontal derivatives in the sense of distributions. It is well-known that, if f is Lipschitz
continuous, then it is Pansu differentiable almost everywhere [75] and, in particular, the
pointwise horizontal gradient ∇Gf exists almost everywhere on G. Moreover (see e.g.
[43, 52]) we have
if f : G→ R is continuous, then f is Lipschitz if and only if ∇Gf ∈ L
∞(G) (2.2)
where Lipschitz continuity, of course, is meant with respect to the homogeneous distance d
on G. It is worth mentioning that the Lipschitz constant of f is bounded by ‖∇Gf‖L∞(G),
apart from multiplicative constants that depend only on the distance d, both from below
and from above.
We will need later the following result, proved in [86, Lemma 2.2], where we denote by
−→exp(X)(x) the point reached in unit time by the integral curve of a vector field X starting
at a point x.
Lemma 2.1. Let f : Rd → R be a continuous function and let Y be a smooth vector field
in Rd. Assume that Y f ≥ δ holds, in the sense of distributions, on an open set U ⊂ Rd
and for a suitable δ ∈ R. If x ∈ U and T > 0 are such that −→exp(hY )(x) ∈ U for every
h ∈ [0, T ), then
f(−→exp(tY )(x)) ≥ f(x) + δt for every t ∈ [0, T ).
2.2. Intrinsic Lipschitz graphs. Following [49], we fix a splitting G = WV in terms
of a couple W,V of homogeneous (i.e., invariant under dilations) and complementary (i.e.,
W∩V = {0} and G =WV) Lie subgroups of G. In exponential coordinates,W,V are linear
subspaces of G ≡ Rd. Clearly, the splitting induces for every x ∈ G a unique decomposition
x = xWxV such that xW ∈ W and xV ∈ V; we will sometimes refer to the maps x 7→ xW
and x 7→ xV as the projections of G on W and on V, respectively.
Given A ⊂W and a map φ : A→ V, the intrinsic graph grφ of φ is the set
grφ := {wφ(w) : w ∈ A} ⊂ G.
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The notion of intrinsic Lipschitz continuity for maps φ from W to V was introduced by
B. Franchi, R. Serapioni and F. Serra Cassano [46] in terms of a cone property for grφ. The
intrinsic cone Cα of aperture α > 0 and axis V is
Cα := {x ∈ G : ‖xW‖G ≤ α‖xV‖G} .
Observe that Cα is homogeneous (invariant under dilations) and that V ⊂ Cα. For x ∈ G
we also introduce the cone Cα(x) := xCα with vertex x.
Definition 2.2. Let A ⊂ W; we say that φ : A → V is intrinsic Lipschitz if there exists
α > 0 such that
∀ x ∈ grφ grφ ∩ Cα(x) = {x}. (2.3)
The intrinsic Lipschitz constant of φ is inf{ 1
α
: α > 0 and (2.3) holds}.
Since all homogeneous distances on G are equivalent, Definition 2.2 is clearly independent
from the fixed distance d on the group. It was proved in [49, Theorem 3.9] that, if φ
is intrinsic Lipschitz, then the Hausdorff dimension of grφ is the same as the Hausdorff
dimension of the domainW; actually, the corresponding Hausdorff measure on grφ is Ahlfors
regular, and then also locally finite on grφ. In particular one always has
L
d(grφ) = 0 (2.4)
provided, of course, we are not in the trivial case W = G, V = {0}.
Remark 2.3. For the purpose of future references, we observe the following easy fact. Let
S ⊂ G and α > 0 be fixed; if
∀ x ∈ S S ∩ Cα(x) = {x},
then S = grφ for suitable φ : A→ V (which is clearly intrinsic Lipschitz) and A ⊂W. See
e.g. [49, §2.2.3].
2.3. A level set definition of co-horizontal intrinsic Lipschitz graphs. From now
on we assume that the splitting WV of G is fixed in such a way that V is not trivial
(V 6= {0}) and it is horizontal, i.e., V ⊂ exp(g1). Of course, this poses some algebraic
restrictions: for instance, V is forced to be Abelian. Moreover, it can be easily checked
that free Carnot groups (of step at least 2) have no splitting such that V is horizontal
and dimV ≥ 2. Nonetheless, the theory we are going to develop here is rich enough to
include intrinsic Lipschitz graphs of codimension 1 in any Carnot group (in fact, every
1-dimensional horizontal subgroup V of a Carnot group provides a splitting WV for some
W) and intrinsic Lipschitz graphs of codimension at most n in the Heisenberg group Hn,
which are the main object of study of the present paper.
With such assumptions on the splitting WV, intrinsic Lipschitz graphs Φ : A ⊂W→ V
will be called co-horizontal (see [5]). We denote by k the topological dimension of V and
we assume without loss of generality that the adapted basis X1, . . . , Xd of g has been fixed
in such a way that
V = exp(span{X1, . . . , Xk}).
We consequently identify V with Rk through the map
Rk ∋ (v1, . . . , vk)←→ exp(v1X1 + · · ·+ vkXk) ∈ V (2.5)
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and we accordingly write v = (v1, . . . , vk) ∈ V. The map in (2.5) turns out to be a group
isomorphism as well as a biLipschitz map between (Rk, | · |) and (V, d): this proves that the
Hausdorff dimension of V equals the topological dimension k. We observe that, since the
flow of a left-invariant vector field corresponds to right multiplication, we have
xv = −→exp(v1X1 + · · ·+ vkXk)(x).
In particular, the projections on the factors W,V can be written as
xV = exp(x1X1 + · · ·+ xkXk), xW = xx
−1
V =
−→exp(−(x1X1 + · · ·+ xkXk))(x)
and are therefore smooth maps.
Our first goal is to provide the equivalent characterization of co-horizontal intrinsic Lips-
chitz graphs stated in Theorem 1.4. We however need some preparatory lemmata as well as
some extra convention about notation. First, we introduce the homogeneous (pseudo)-norm
‖x‖∗ :=
 s∑
j=1
∑
i:Xi∈gj
|xi|
2s!
j
 12s! , x ∈ G,
that is equivalent to ‖ · ‖G in the sense that there exists C∗ ≥ 1 such that
‖x‖G/C∗ ≤ ‖x‖∗ ≤ C∗‖x‖G ∀ x ∈ G. (2.6)
Observe that x 7→ ‖x‖∗ is of class C
∞ in G \ {0}. Second, given i ∈ {1, . . . , k}, β > 0 and
ε > 0 we introduce the homogeneous cone
Ci,β,ε :=
wv : w ∈W, v ∈ V, |vi|+ ε ∑
j∈{1,...,k}\{i}
|vj | ≥ β‖w‖∗

=
x ∈ G : |xi|+ ε ∑
j∈{1,...,k}\{i}
|xj | ≥ β‖xW‖∗
 ,
where we used the fact that xV = (x1, . . . , xk). Third, if t ∈ R and f : D → R is a real-
valued function defined on some set D, we denote by {f ≥ t} the set {x ∈ D : f(x) ≥ t}.
Similar conventions are understood when writing {f > t}, {f < t}, {f = t}, {t1 < f < t2},
etc.
Lemma 2.4. For every i ∈ {1, . . . , k}, β > 0 and ε ∈ (0, 1) there exists a 1-homogeneous
Lipschitz function fi,β,ε : G→ R such that
fi,β,ε(0) = 0 (2.7)
1 ≤ Xifi,β,ε ≤ 3 L
d-a.e. on G (2.8)
ε ≤ Xℓfi,β,ε ≤ 3ε L
d-a.e. on G ∀ ℓ ∈ {1, . . . , k} \ {i} (2.9)
{fi,β,ε ≥ 0} ⊂ Ci,β,ε. (2.10)
Moreover, if 0 < β ≤ β¯, then the Lipschitz constant of fi,β,ε can be controlled in terms of ε
and β¯ only.
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Proof. We can without loss of generality assume that i = 1. For x ∈ G define
f(x) :=

2[x1 + ε(x2 + · · ·+ xk)− β‖xW‖∗] if |x1 + ε(x2 + · · ·+ xk)| ≤ 2β‖xW‖∗
(x1 + ε(x2 + · · ·+ xk)) if x1 + ε(x2 + · · ·+ xk) > 2β‖xW‖∗
3[x1 + ε(x2 + · · ·+ xk)] if x1 + ε(x2 + · · ·+ xk) < −2β‖xW‖∗.
We prove that f1,β,ε := f satisfies all the claimed statements. Property (2.7) and the
homogeneity of f are immediate. Property (2.10) is equivalent to the implication
|x1|+ ε(|x2|+ · · ·+ |xk|) < β‖xW‖∗ =⇒ f(x) < 0
that one can easily check. The function f is continuous on G and smooth on G \D, where
D := {x ∈ G : |x1 + ε(x2 + · · ·+ xk)| = 2β‖xW‖∗}.
Since D is L d-negligible, statements (2.8) and (2.9) follow if we prove that for every
ℓ = 2, . . . , k
1 ≤ X1f ≤ 3 and ε ≤ Xℓf ≤ 3ε on G \D. (2.11)
Using (2.1) one gets
∇Gf(x) = (1, ε, . . . , ε, 0, . . . , 0) if x1 + ε(x2 + · · ·+ xk) > 2β‖xW‖∗
∇Gf(x) = (3, 3ε, . . . , 3ε, 0, . . . , 0) if x1 + ε(x2 + · · ·+ xk) < −2β‖xW‖∗ .
(2.12)
We now notice that, for any x ∈ G, the map y 7→ yW is constant on the coset xV, which is
a smooth submanifold tangent to X1, . . . , Xk: this implies that
(X1f, . . . , Xkf)(x) = (2, 2ε, . . . , 2ε) if |x1 + ε(x2 + · · ·+ xk)| < 2β‖xW‖∗
which, together with (2.12), implies (2.11).
We have only to check that f is Lipschitz continuous on G and that a bound on the
Lipschitz constant can be given in terms of ε and β¯. Taking into account (2.12) and the
continuity of f on G, by (2.2) it is enough to prove the function g : G→ R defined by
g(x) := 2[x1 + ε(x2 + · · ·+ xk)− β‖xW‖∗]
satisfies
|∇Gg| ≤ C on {x ∈ G : |x1 + ε(x2 + · · ·+ xk)| < 2β‖xW‖∗} (2.13)
for some positive C. Since x 7→ xW is smooth on G and ‖ · ‖∗ is smooth on G \ {0}, we get
that g is smooth on G \V. Moreover g is 1-homogeneous, thus ∇Gg is 0-homogeneous (i.e.,
invariant under dilations) and continuous on G \V. Inequality (2.13) will then follow if we
prove that
|∇Gg| ≤ C on ∂B(0, 1) ∩ {x ∈ G : |x1 + ε(x2 + · · ·+ xk)| ≤ β‖xW‖∗};
in turn, this inequality and the bound (in terms of ε, β¯) on the Lipschitz constant of f
follow by proving that
|∇Gg| ≤ C on ∂B(0, 1) ∩ {x ∈ G : |x1 + ε(x2 + · · ·+ xk)| ≤ β¯‖xW‖∗}. (2.14)
The set V is closed, while ∂B(0, 1)∩{x ∈ G : |x1+ ε(x2+ · · ·+xk)| ≤ β¯‖xW‖∗} is compact;
since they are disjoint, they have positive distance and the continuity of ∇Gg on G \ V
ensures that
sup
{
|∇Gg(x)| : x ∈ ∂B(0, 1) and |x1 + ε(x2 + · · ·+ xk)| ≤ β¯‖xW‖∗
}
< +∞,
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which is (2.14) and allows to conclude. 
Lemma 2.5. Let A ⊂W be nonempty and let φ : A→ V be intrinsic Lipschitz. Then for
every ε ∈ (0, 1) and i ∈ {1, . . . , k} there exists a Lipschitz function fi,ε : G→ R such that
grφ ⊂ {fi,ε = 0} (2.15)
1 ≤ Xifi,ε ≤ 3 L
d-a.e. on G (2.16)
ε ≤ Xℓfi,ε ≤ 3ε L
d-a.e. on G ∀ℓ ∈ {1, . . . , k} \ {i}. (2.17)
Moreover, if the intrinsic Lipschitz constant of φ is not greater than α¯ > 0, then the
Lipschitz constant of fi,ε can be bounded in terms of ε and α¯ only.
Proof. Assume that the intrinsic Lipschitz constant of φ is not greater than some Λ¯ > 0
and define α := (2Λ)−1; then (2.3) holds for such α. Recalling that the constant C∗ > 0
was introduced in (2.6), we set β := kC2∗/α. Taking into account the inequalities
|xi|+ ε
∑
j∈{1,...,k}\{i}
|xj| ≤ |x1|+ · · ·+ |xk| ≤ k‖xV‖∗ ≤ kC∗‖xV‖G,
β‖xW‖∗ ≥ β‖xW‖G/C∗
we obtain the inclusion Ci,β,ε ⊂ Cα. For y ∈ G set fy(x) := fi,β,ε(y
−1x), where fi,β,ε is the
function provided by Lemma 2.4, and define
f(x) := sup
y∈grφ
fy(x).
We prove that fi,ε := f satisfies the claimed statement.
Let x ∈ grφ; then f(x) ≥ fx(x) = 0, while for every y ∈ grφ \ {x} one has fy(x) < 0
because of (2.10) and
grφ ∩ {fy ≥ 0} = grφ ∩ y{fi,β,ε ≥ 0} ⊂ grφ ∩ yCi,β,ε ⊂ grφ ∩ yCα = {y}.
This proves that f(x) = 0, which is (2.15).
The functions fy are uniformly Lipschitz continuous, hence f shares the same Lipschitz
continuity. Let x ∈ G be fixed; then for every η > 0 there exists y ∈ grφ such that
fy(x) ≥ f(x)− η.
Since Xify ≥ 1, by Lemma 2.1 we have for every t ≥ 0
f(−→exp(tXi)(x)) ≥ fy(
−→exp(tXi)(x)) ≥ fy(x) + t ≥ f(x) + t− η.
By the arbitrariness of η one obtains
f(−→exp(tXi)(x)) ≥ f(x) + t for every t ≥ 0,
i.e., Xif ≥ 1 a.e. on G. A similar argument, using g := −f and the inequality Xig ≥ −3,
shows that f(−→exp(tXi)(x)) ≤ f(x) + 3t for every t ≥ 0, i.e., that Xif ≤ 3 a.e. on G. This
proves (2.16).
This proof of (2.17) is completely analogous and we omit it. 
The following lemma is most likely well-known; we however provide a proof for the sake
of completeness.
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Lemma 2.6. Let f : Rk → Rk be a Lipschitz map such that there exists δ > 0 for which
〈f(x+ v)− f(x), v〉 ≥ δ|v|2 for every x, v ∈ Rk. (2.18)
Then there exists a unique x¯ ∈ Rk such that f(x¯) = 0.
Proof. We reason by induction on k and leave the case k = 1 as an exercise to the reader.
We assume that the lemma holds for some k ≥ 1 and we prove it for k + 1.
By the one-dimensional case of the lemma, for every x ∈ Rk there exists a unique g(x) ∈ R
such that fk+1(x, g(x)) = 0; we claim that g is Lipschitz continuous. Letting L denote the
Lipschitz constant of f we indeed have for every x, y ∈ Rk
fk+1(y, g(x) +
L
δ
|y − x|)
(2.18)
≥ fk+1(y, g(x)) + L|y − x|
≥ fk+1(x, g(x))− L|y − x|+ L|y − x| = 0
and
fk+1(y, g(x)−
L
δ
|y − x|)
(2.18)
≤ fk+1(y, g(x))− L|y − x|
≤ fk+1(x, g(x)) + L|y − x| − L|y − x| = 0.
The last two displayed formulae imply that
g(x)− L
δ
|y − x| ≤ g(y) ≤ g(x) + L
δ
|y − x|
and the Lipschitz continuity of g follows. In particular, the function h : Rk → Rk defined
by h(z) := (f1, . . . , fk)(z, g(z)) is Lipschitz continuous; since
〈h(z + v)− h(z), v〉 ≥ δ|v|2 for every z, v ∈ Rk,
by inductive assumption there is a unique z¯ ∈ Rk such that h(z¯) = 0. It follows that
x¯ := (z¯, g(z¯)) is the unique zero of f , which concludes the proof. 
Before passing to the the main proof of this section, we recall once more that V is
identified with Rk by
Rk ∋ (v1, . . . , vk)←→ exp(v1X1 + · · ·+ vkXk) ∈ V.
This identification is understood, in particular, when considering scalar products between
elements of Rk and V as in (1.2).
Remark 2.7. It is easily seen that, for a given Lipschitz map f : G→ Rk, statement (1.2)
is equivalent to the uniform ellipticity (a.k.a. coercivity) of the matrix col[X1f | . . . |Xkf ],
i.e., to the fact that
col[X1f | . . . |Xkf ](x) ≥ δ I for L
d-a.e. x ∈ G (2.19)
in the sense of bilinear forms, where I denotes the k×k identity matrix. Observe that such
a matrix is defined a.e. on G by Pansu’s Theorem [75, The´ore`me 2].
Proof of Theorem 1.4. Step 1. We prove the implication (a)⇒(b). Consider the map
f := (f1,ε, . . . , fk,ε) : G→ R
k,
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where ε ∈ (0, 1) will be determined later and the functions fi,ε are provided by Lemma 2.5.
The inclusion (1.1) follows from (2.15). In order to prove (1.2) we first observe that for
L d-a.e. x ∈ G and L k-a.e. v ∈ Rk ≡ V one has
〈f(xv)− f(x), v〉 =
ˆ 1
0
〈
k∑
j=1
vjXjf(xδtv), v
〉
dt,
where we used the fact that xδtv =
−→exp(t(v1X1 + · · ·+ vkXk))(x). Therefore
〈f(xv)− f(x), v〉 =
ˆ 1
0
k∑
i,j=1
vivjXjfi(xδtv) dt
=
ˆ 1
0
k∑
i=1
v2iXifi(xδtv) dt+
ˆ 1
0
∑
i,j=1,...,k
i 6=j
vivjXjfi(xδtv) dt
≥(1− 3(k2 − k)ε)|v|2.
where, in the last inequality, we used (2.16) and (2.17). If k = 1, this inequality is (1.2)
with δ = 1; if k ≥ 2, (1.2) follows with δ = 1/2 provided we choose ε = (6(k2− k))−1. This
proves the implication (a)⇒(b).
Step 2. We now prove the converse implication (b)⇒(a); it is enough to prove that
Zf := {f = 0} is the intrinsic graph of some intrinsic Lipschitz function φ : W → V. For
every w ∈W define fw : V ≡ R
k → Rk as fw(v) := f(wv). By Lemma 2.6 there is a unique
v¯ = v¯(w) such that fw(v¯) = 0; we define φ :W→ V by φ(w) := v¯. For λ ∈ (0, 1), that will
be fixed later, we introduce the homogeneous cone
Dλ :=
⋃
v∈V
B(v, λ‖v‖G) =
⋃
v∈V
vB(0, λ‖v‖G).
By a simple topological argument (see e.g. [35, Remark A.2]) there exists α = α(λ) > 0
such that Cα ⊂ Dλ; in order to prove that φ is intrinsic Lipschitz it is sufficient to show
that
Zf ∩ xDλ = {x} ∀ x ∈ Zf . (2.20)
To this aim, for every x ∈ Zf and every y ∈ xDλ \ {x} one has by definition
y = xvz for some v ∈ V \ {0} and z ∈ G such that d(0, z) ≤ λd(0, v).
Denoting by L the Lipschitz constant of f we obtain
〈f(y), v〉 =〈f(xvz)− f(xv), v〉+ 〈f(xv)− f(x), v〉
≥ − Ld(0, z)|v|+ δ|v|2
≥− Lλ d(0, v)|v|+ δ|v|2
≥− LλC∗‖v‖∗|v|+ δ|v|
2
≥(δ − LλC∗ck)|v|
2
for some positive constant ck depending on k only. It follows that, provided λ is chosen
small enough, one has 〈f(y), v〉 > 0, hence f(y) 6= 0 and y /∈ Zf . This proves (2.20) and
concludes the proof of the theorem. 
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Remark 2.8. In Step 2 of the previous proof we showed that, if f is as in Theorem 1.4
(b), then the level set {f = 0} is an entire intrinsic Lipschitz graph, i.e., it is the intrinsic
graph of a V-valued map φ defined on the whole W.
Remark 2.9. It is worth pointing out that, in the implication (b)⇒(a), the aperture α
depends, apart from geometric quantities, only on the Lipschitz and coercivity constants
L, δ of f . More precisely: if f is as in Theorem 1.4 (b), the Lipschitz constant L of f is
not greater than some L¯ > 0 and the coercivity constant δ is not smaller than some δ¯ > 0,
then the aperture α (and hence the intrinsic Lipschitz constant of φ) can be controlled in
terms of L¯ and δ¯ only.
A similar remark applies at the level of the implication (a)⇒(b): in fact, if φ is as in
Theorem 1.4 (a) and the intrinsic Lipschitz constant of φ is not greater than some positive
Λ, then statement (b) in Theorem 1.4 holds with δ = 1/2 and (by the second part of
Lemma 2.5) a function f with Lipschitz constant bounded in terms of Λ only.
2.4. Extension and smooth approximation of co-horizontal intrinsic Lipschitz
maps. Given Remark 2.8, Theorem 1.5 is an immediate consequence of Theorem 1.4.
Proof of Theorem 1.5. Let S := grφ and consider f : G→ R as given by Theorem 1.4 (b);
by Remark 2.8, the level set Zf := {f = 0} is the graph of an intrinsic Lipschitz function
φ˜ : W → V defined on the whole W. Since grφ = S ⊂ Zf = grφ˜, φ˜ is an extension of φ.
The bound on the intrinsic Lipschitz constant of φ˜ follows from Remark 2.9. 
We now state a technical improvement of Theorem 1.4 that will provide the key tool in
the proof of the approximation result stated in Theorem 1.6. In case k = 1, Proposition 2.10
should be compared with [86, Lemma 4.3].
Proposition 2.10. Let A ⊂ W be nonempty and φ : A → V be intrinsic Lipschitz. Then
there exist δ > 0 and a Lipschitz map f : G→ Rk such that (1.1) (with S := grφ) and (1.2)
hold together with
f ∈ C∞(G \ {f = 0}). (2.21)
Moreover, if the intrinsic Lipschitz constant of φ is not greater than some positive Λ, then
the statement holds with δ = 1/4 and a function f : G→ R with Lipschitz constant bounded
in terms of Λ only.
Proof. By Theorem 1.4 and Remark 2.7 there exist δ > 0 and a Lipschitz function g : G→
Rk such that S is contained in the level set Zg := {g = 0} and
∇̂Gg(x) := col[X1g| . . . |Xkg](x) ≥ 2δI for L
d-a.e. x ∈ G. (2.22)
By Remark 2.9, one can also assume δ = 1/4 and that the Lipschitz constant of g is bounded
in terms of Λ only. For j ∈ N choose
(i) bounded open sets (Uj)j∈N such that Uj ⊂ G \ Zg and G \ Zg = ∪jUj
(ii) positive numbers εj such that εj < d(Uj , Zg)
(iii) non-negative functions uj ∈ C
∞
c (Uj) forming a partition of the unity on G \Zg, i.e.,∑
j uj = 1 on G \ Zg.
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We can also assume that
∑
j χUj ≤ M for someM > 0, where χUj denotes the characteristic
function of Uj . Notice, in particular, that the sum in (iii) is locally finite.
We are going to use the group convolution ⋆, see e.g. [39, Chapter 1]: here we only recall
that, given G : G→ Rk and H ∈ C∞c (G), the group convolution
(G ⋆ H)(x) :=
ˆ
G
G(y−1x)H(y)dL d(y) =
ˆ
G
G(y)H(xy−1)dL d(y)
is a smooth function satisfying
X(G ⋆H) = (XG) ⋆ H for every X ∈ g.
We fix a positive kernel K ∈ C∞c (B(0, 1)) such that
´
G
K dL d = 1 and, for ε > 0, we set
Kε := ε
−QK ◦ δ1/ε. Possibly reducing εj > 0, as specified later in (2.23), (2.25) and (2.26),
define
f :=
{∑
j uj(g ⋆ Kεj ) on G \ Zg
0 on Zg.
Notice that the sum above is locally finite. We also observe that (1.1) holds because
S ⊂ Zg ⊂ {f = 0}; actually, the equality Zg = {f = 0} will come as a byproduct of what
follows.
We first check that f is continuous on G; it is clearly smooth on G\Zg, hence continuity
has to be checked only at points of Zg. Up to reducing εj, we can assume that
|(g ⋆ Kεj )− g| ≤ d(Uj , Zg) on Uj (2.23)
so that
|f(x)− g(x)| ≤
∑
j
uj(x) |(g ⋆ Kεj)(x)− g(x)| ≤ d(x, Zg) ∀ x ∈ G \ Zg.
This implies that f is continuous also on Zg = {g = 0} because, for every x¯ ∈ Zg, one has
lim
x→x¯
|f(x)− f(x¯)| = lim
x→x¯
|f(x)| ≤ lim
x→x¯
|g(x)|+ d(x, x¯) = 0.
We prove that f is Lipschitz continuous on G. Since Zg is an intrinsic Lipschitz graph,
by (2.4) we have L d(Zg) = 0; by (2.2), it is then enough to prove that |∇Gf | is bounded
on G \ Zg. Using the properties of convolutions and the fact that
∑
j∇Guj = 0 one gets
∇Gf =
∑
j
(g ⋆ Kεj )⊗ (∇Guj) +
∑
j
uj((∇Gg) ⋆ Kεj)
=
∑
j
(g ⋆ Kεj − g)⊗ (∇Guj) +
∑
j
uj((∇Gg) ⋆ Kεj). (2.24)
The second sum in (2.24) is bounded by ‖∇Gg‖L∞(G) and then by a multiple of the Lipschitz
constant L of g; possibly reducing εj we can assume that
|g ⋆ Kεj − g| ≤ (sup |∇Guj|)
−1 on Uj (2.25)
so that the first sum in (2.24) is bounded by M . This proves that f is Lipschitz continuous
on G with Lipschitz constant bounded in terms of the Lipschitz constant of g (and then in
terms of Λ only).
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Eventually, we have to check that f satisfies (1.2); we prove this by checking the equivalent
inequality (2.19). Writing ∇̂Gf := col[X1f | . . . |Xkf ] and reasoning as in (2.24) we obtain
∇̂Gf =
∑
j
(g ⋆ Kεj − g)⊗ (∇̂Guj) +
∑
j
uj((∇̂Gg) ⋆ Kεj) =: A +B.
By (2.22) we have B ≥ 2δI a.e. on G. Given η > 0, possibly reducing εj we can assume
that
|g ⋆ Kεj − g| ≤ η(sup |∇̂Guj|)
−1 on Uj (2.26)
so that ‖A‖L∞(G) ≤ Mη. Inequality (2.19) immediately follows provided one chooses η =
η(δ) small enough. The proof is complete. 
We have all the tools needed for the proof of the approximation result stated in Theo-
rem 1.6.
Proof of Theorem 1.6. By Theorem 1.5 we can assume without loss of generality that A =
W. Let f : G→ Rk be as in Proposition 2.10; for i ∈ N we consider
Zi := {f = (1/i, 0, . . . , 0)}.
By Theorem 1.4 (applied to the function f − (1/i, 0, . . . , 0)) and Remark 2.8, for every
i ∈ N the level set Zi is the graph of an intrinsic Lipschitz function φi :W→ V defined on
the whole W. By Remark 2.9, the intrinsic Lipschitz constant of φi is bounded (uniformly
in i) in terms of the intrinsic Lipschitz constant of φ. Recalling once more the identification
V ≡ Rk, which gives the equality φi(w) = φ(w)(φi(w)− φ(w)), we have for every w ∈W
δ|φi(w)− φ(w)|
2 ≤ 〈f(wφi(w))− f(wφ(w)), φi(w)− φ(w)〉
≤ |f(wφi(w))− f(wφ(w))| |φi(w)− φ(w)|
=
|φi(w)− φ(w)|
i
,
which proves that φi → φ uniformly as i→∞.
We have only to show that each φi is C
∞ smooth. The quickest way is probably to reason
in exponential coordinates of the second type, i.e., to identify G ≡ Rd by
Rd ∋ x = (x1, . . . , xd)←→ exp(xk+1Xk+1 + · · ·+ xdXd) exp(x1X1 + · · ·+ xkXk) ∈ G
Since V is Abelian we have for every j = 1, . . . , k
exp(xk+1Xk+1 + · · ·+ xdXd) exp(x1X1 + · · ·+ xkXk)
= exp(xk+1Xk+1 + · · ·+ xdXd) exp(x1X1 + · · ·+ x̂jXj + · · ·+ xkXk) exp(xjXj)
= −→exp(xjXj)
(
−→exp(x1X1 + · · ·+ x̂jXj + · · ·+ xkXk)
(−→exp(xk+1Xk+1 + · · ·+ xdXd)(0))),
which proves that in these coordinates Xj = ∂xj for all j = 1, . . . , k. Since f ∈ C
∞(Rd \
{f = 0}), the classical Implicit Function Theorem ensures that the level set Zi = {f =
(1/i, 0, . . . , 0)} is the graph of a C∞ smooth function ψi = ψi(xk+1, . . . , xd) : R
d−k → Rk.
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Writing x = (x′, x′′) ∈ Rk × Rd−k we observe that
x = (x1, . . . , xd) ∈ Zi
⇐⇒x′ = (x1, . . . , xk) = ψi(x
′′)
⇐⇒x = −→exp
(
(ψi(x
′′))1X1 + · · ·+ (ψi(x
′′))kXk)(
−→exp(xk+1Xk+1 + · · ·+ xdXd)(0)
)
⇐⇒x = exp(xk+1Xk+1 + · · ·+ xdXd) exp((ψi(x
′′))1X1 + · · ·+ (ψi(x
′′))kXk),
which in turn proves that φi and ψi coincide as maps from W to V. This proves that φi is
smooth, as wished. 
3. The Heisenberg group
From now on we will always work in Heisenberg groups, that provide the most notable
examples of Carnot groups; we refer to [23] for a thorough introduction. For every n ≥ 1,
the n-th Heisenberg group Hn is the connected, simply connected and nilpotent Lie group
Hn associated with the (2n+1)-dimensional stratified Lie algebra h generated by elements
X1, . . . , Xn, Y1, . . . , Yn, T whose Lie brackets vanish except for
[Xj , Yj] = T for every j = 1, . . . , n.
The algebra stratification is given by h = h1 ⊕ h2, where
h1 := span{X1, . . . , Xn, Y1, . . . , Yn}, h2 := span{T};
the second layer h2 is the center of the algebra.
We identify Hn with R2n+1 = Rnx × R
n
y × Rt by means of exponential coordinates
Hn ∋ exp(x1X1 + · · ·+ xnXn + y1Y1 + · · ·+ ynYn + tT )←→ (x, y, t) ∈ R
2n+1.
In these coordinates, the group law reads as
(x, y, t)(x′, y′, t′) = (x+ x′, y + y′, t+ t′ + 1
2
〈x, y′〉 − 1
2
〈x′, y〉)
and left-invariant vector fields have the form
Xj = ∂xj −
yj
2
∂t, Yj = ∂yj +
xj
2
∂t, T = ∂t.
We also observe that, in exponential coordinates, we have p−1 = −p for every p ∈ Hn. As
in Section 2, a one-parameter family (δλ)λ>0 of group automorphisms is provided by the
dilations δλ(x, y, t) := (λx, λy, λ
2t).
We fix a homogeneous distance d on Hn and we denote by B(p, r), p ∈ Hn, r > 0, the
associated open balls; for p ∈ Hn we also write ‖p‖H := d(0, p). It will be convenient to
assume that d is rotationally invariant, i.e., that
‖(x, y, t)‖H = ‖(x
′, y′, t)‖H whenever |(x, y)| = |(x
′, y′)|. (3.1)
Relevant examples of rotationally invariant homogeneous distances are provided by the
Carnot-Carathe´odory distance dcc
dcc(p, q) := inf
‖h‖L1([0,1],R2n) :
the curve γh : [0, 1]→ H
n defined by
γh(0) = p, γ˙h =
∑n
j=1(hjXj + hj+nYj)(γh)
has final point γh(1) = q
 ,
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by the left-invariant distance d∞ (see [44, Proposition 2.1]) such that
d∞(0, (x, y, t)) := max{|(x, y)|, 2|t|
1/2}, (3.2)
and by the Kora´nyi (or Cygan-Kora´nyi, see [30]) distance dK defined by
dK(0, (x, y, t)) :=
(
(|x|2 + |y|2)2 + 16t2
)1/4
. (3.3)
The Lebesgue measure L 2n+1 is a Haar measure on Hn ≡ R2n+1 and Q := 2n + 2 is the
homogeneous dimension of Hn, in particular
L
2n+1(B(p, r)) = rQL 2n+1(B(0, 1)) for every p ∈ Hn and r > 0.
Actually, also the Hausdorff and spherical Hausdorff measures H Q,S Q are Haar measure in
Hn, hence L 2n+1,H Q and S Q coincide up to multiplicative constants. Recall in particular
that the spherical Hausdorff measure S k of dimension k ≥ 0 is defined by
S
k(E) := lim
δ→0+
inf
{
∞∑
i=0
(2ri)
k : E ⊂
∞⋃
i=0
B(pi, ri) for some pi ∈ H
n, ri ∈ (0, δ)
}
.
One of the aims of this section is to introduce Rumin’s complex of differential forms in
Hn, for which we follow the presentations in [47, 80].
3.1. Multi-linear algebra. The Heisenberg group Hn is a contact manifold: the contact
form θ defined by θ|h1 = 0 and θ(T ) = 1 satisfies θ∧(dθ)
n 6= 0 and, actually, the 2n+1-form
θ ∧ (dθ)n is a left-invariant volume form. In coordinates
θ = dt+
1
2
n∑
j=1
(yjdxj − xjdyj),
while
dθ = −
n∑
j=1
dxj ∧ dyj
is the standard symplectic 2-form in R2n, up to a sign. Notice that the basis dx1, . . . , dyn, θ
is the dual basis to X1, . . . , Yn, T ; observe also that here we are identifying the dual of h
with left-invariant 1-forms on Hn, in the same way as the algebra h can be identified with
left-invariant vector fields.
It will be sometimes convenient to denote the family X1, . . . , Yn, T by W1, . . . ,W2n+1,
where
Wj := Xj if 1 ≤ j ≤ n
Wj := Yj−n if n + 1 ≤ j ≤ 2n
W2n+1 := T.
(3.4)
Analogously, we use θ1, . . . , θ2n+1 to denote, respectively, dx1, . . . , dyn, θ. Given a subset
I ⊂ {1, . . . , 2n+1} we write I = {i1, . . . , ik} for i1 < i2 < · · · < ik and we denote by WI , θI
the (formal) exterior products
WI :=Wi1 ∧ · · · ∧Wik , θI := θi1 ∧ · · · ∧ θik . (3.5)
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We also denote by |I| the cardinality of I. We can now introduce the exterior algebras∧∗h
and ∧∗h of (multi-)vectors and (multi-)covectors as
∧∗h :=
2n+1⊕
k=0
∧kh, ∧∗h :=
2n+1⊕
k=0
∧kh
where ∧0h =∧0h = R and
∧kh := span{WI : I ⊂ {1, . . . , 2n+ 1} with |I| = k}
∧kh := span{θI : I ⊂ {1, . . . , 2n+ 1} with |I| = k}.
The elements of∧kh and∧kh are called, respectively, k-vectors and k-covectors. The inner
product on h making W1, . . . ,W2n+1 an orthonormal frame can be naturally extended to
∧kh in such a way that the elements WI form an orthonormal frame. In this way one can
define an explicit isomorphism
∧kh ∋ v 7−→ v∗ ∈∧kh
by requiring 〈w | v∗〉 := 〈w, v〉 for every w ∈ ∧kh, where 〈 · | · 〉 denotes duality pairing
between vectors and covectors.
We analogously introduce the exterior algebras of horizontal vectors and covectors
∧∗h1 :=
2n⊕
k=0
∧kh1, ∧∗h1 :=
2n⊕
k=0
∧kh1
where
∧kh1 := span{WI : I ⊂ {1, . . . , 2n} with |I| = k}
∧kh1 := span{θI : I ⊂ {1, . . . , 2n} with |I| = k}.
Remark 3.1. Given τ ∈ ∧kh and λ ∈ ∧kh, 1 ≤ k ≤ 2n, we denote by τh1 and λh1 their
horizontal component, i.e., the unique τh1 ∈∧kh1 and λh1 ∈∧
k
h1 such that τ = τh1+σ∧T
and λ = λh1 + µ ∧ θ for some (unique) σ ∈∧k−1h1, µ ∈∧
k−1
h1.
Of special importance for us are vertical planes, that we now introduce. As customary,
given a non-zero simple k-vector τ = τ1 ∧ · · · ∧ τk we denote by span τ the linear space
generated by τ1, . . . , τk; equivalently, span τ = {v : v ∧ τ = 0}.
Definition 3.2. A set P ⊂ Hn is a vertical plane of dimension k if there exists a non-zero
τ ∈∧k−1h1 such that
P = exp(span(τ ∧ T )).
In exponential coordinates, a vertical plane P is a k-dimensional linear subspace of
Hn ≡ R2n+1 = R2n×R of the form V ×R for some (k− 1)-dimensional subspace V ⊂ R2n.
A vertical plane is always a normal subgroup of Hn.
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3.2. Differential forms and Rumin’s complex. The spaces h, h1, ∧kh, ∧kh, ∧kh1,
∧kh1, as well as the spaces Ik and J 2n+1−k introduced below in (3.6) , canonically induce
several bundles on Hn, that we will denote by using the same symbol. The same convention
applies to dual and quotient spaces of such spaces. As customary, we denote by Ωk the
space of smooth differential k-forms on Hn, i.e., the space of smooth sections of ∧kh (seen
as a bundle on Hn).
We now recall some of the spaces of differential forms introduced by M. Rumin in [79, 80].
As before, we identify the left-invariant 2-form dθ in Hn with a 2-covector in ∧2h and we
define
Ik :={λ ∧ θ + µ ∧ dθ : λ ∈∧k−1h, µ ∈∧k−2h},
J k :={λ ∈∧kh : λ ∧ θ = λ ∧ dθ = 0},
(3.6)
where we adopted the convention that ∧ih = {0} if i < 0. Observe that I0 = {0}. The
space I∗ :=
⊕2n+1
k=0 I
k is the graded ideal generated by θ, while J ∗ :=
⊕2n+1
k=0 J
k is the
annihilator of I∗. As observed in [80] (see also [47, page 166]), for 1 ≤ k ≤ n we have
J k = {0} and I2n+1−k = ∧2n+1−kh; these equalities are, in essence, consequences of the
fact that the Lefschetz operator6 L :∧hh1 →∧h+2h1 defined by L(λ) := λ∧ dθ is injective
for h ≤ n − 1 and surjective for h ≥ n − 1, see for instance the beautiful proof in [18,
Proposition 1.1].
Remark 3.3. Recalling the notation introduced in Remark 3.1, it can be easily proved
that λh1 = 0 for every λ ∈ J
k. In particular, there exists a unique λH ∈∧k−1h1 such that
λ = λH ∧ θ, hence
〈τ | λ〉 = 0 for every λ ∈ J k, τ ∈∧kh1.
We also notice that λH ∧ dθ = 0.
Remark 3.4. For k ≥ n + 1 it is convenient to introduce the (formal) dual space Jk :=
(J k)∗. Observe that every multi-vector τ ∈∧kh canonically induces an element [τ ]J ∈ Jk
defined by
〈[τ ]J | λ〉 := 〈τ | λ〉 for every λ ∈ J
k.
Equivalently, [τ ]J is the equivalence class of τ in the quotient of∧kh by its subspace (J k)⊥.
Let us introduce the spaces ΩkH of Heisenberg differential k-forms
ΩkH := C
∞
(
Hn, ∧
k
h
Ik
)
=
{
smooth sections of ∧
k
h
Ik
}
, if 0 ≤ k ≤ n
ΩkH := C
∞(Hn,J k) =
{
smooth sections of J k
}
, if n+ 1 ≤ k ≤ 2n+ 1.
Clearly, Ω0H = C
∞(Hn). Denoting exterior differentiation by7 d, we observe that, if k ≥ n+1,
then d(ΩkH) ⊂ Ω
k+1
H . If k ≤ n − 1 we have d(I
k) ⊂ Ik+1, hence d passes to the quotient.
All in all, for k ∈ {0, . . . , 2n} \ {n} a well-defined operator d : ΩkH → Ω
k+1
H is induced by
exterior differentiation. The following fundamental result was proved by M. Rumin [80],
see also [47, Theorem 5.9].
6Our operator L actually differs by a sign from the Lefschetz one (wedge product by the standard
symplectic form).
7We use d also to denote the distance on Hn; of course, no confusion will ever arise.
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Theorem 3.5. There exists a second-order differential operator D : ΩnH → Ω
n+1
H such that
the sequence
0→ R→ Ω0H
d
→ Ω1H
d
→ · · ·
d
→ ΩnH
D
→ Ωn+1H
d
→ · · ·
d
→ Ω2n+1H → 0
is exact
The construction of the operator D is crucial for our purposes and we recall it here.
First, as already mentioned, the Lefschetz operator L : ∧n−1R2n → ∧n+1R2n defined by
L(λ) = λ ∧ dθ is bijective. Second, observe that
∧nh
In
=
∧nh1
{µ ∧ dθ : µ ∈∧n−2h1}
. (3.7)
We are going to define an operator D on smooth sections of ∧nh1 and prove that it passes
to the quotient modulo smooth sections of {µ∧ dθ : µ ∈∧n−2h1}. Given a smooth section
α of ∧nh1 we set
Dα :=d
(
α− θ ∧ L−1((dα)h1)
)
,
=d
(
α+ (−1)nL−1((dα)h1) ∧ θ
)
,
where we used the notation in Remark 3.1. We have to prove that D(β ∧ dθ) = 0 for every
smooth section β of ∧n−2h1. Inasmuch as
L−1((d(β ∧ dθ))h1) = L
−1((dβ ∧ dθ)h1) = L
−1((dβ)h1 ∧ dθ) = (dβ)h1
d(β ∧ dθ) = (−1)n−1d(dβ ∧ θ)
we deduce that
D(β ∧ dθ) = d(β ∧ dθ + (−1)n(dβ)h1 ∧ θ)
= (−1)n−1d(dβ ∧ θ − (dβ)h1 ∧ θ)
= (−1)n−1d((dβ)h1 ∧ θ − (dβ)h1 ∧ θ) = 0,
as wished.
This proves that D is well-defined as a linear operator ΩnH → Ω
n+1. We have to check
that D(ΩnH) ⊂ Ω
n+1
H , i.e., that Dα ∧ θ = Dα ∧ dθ = 0 for every α ∈ Ω
n
H. To this aim, let
us write (dα)v := dα− (dα)h1 to denote the “vertical” part of dα, which can be written as
(dα)v = θ ∧ βα for a suitable smooth section βα of ∧nh1. Then
Dα = d
(
α + (−1)nL−1((dα)h1) ∧ θ
)
=✘✘✘✘(dα)h1 + (dα)v + (−1)
nd(L−1((dα)h1)) ∧ θ −✭✭✭✭
✭
✭
✭
✭✭
L−1((dα)h1) ∧ dθ
= θ ∧
(
βα + d(L
−1((dα)h1))
) (3.8)
This implies that Dα ∧ θ = 0 and, as a consequence, 0 = d(Dα ∧ θ) = (−1)n+1Dα ∧ dθ, as
wished.
Example 3.6. Let us compute the operator D : Ω1H → Ω
2
H in the first Heisenberg group
H1. Given ω ∈ Ω1H we choose a smooth section α of ∧
1
h1 that is a representative of ω in
the quotient (3.7). Writing α = fdx+ gdy we have
(dα)h1 = (Xg − Y f)dx ∧ dy = −(Xg − Y f)dθ
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and, clearly, L−1((dα)h1) = Y f −Xg. Therefore
Dω = d(fdx+ gdy − (Y f −Xg) θ)
=
✭
✭
✭
✭
✭
✭
✭
✭
✭
✭✭
(−Y f +Xg)dx ∧ dy − (Tf)dx ∧ θ − (Tg)dy ∧ θ
− (XY f −XXg)dx ∧ θ − (Y Y f − Y Xg)dy ∧ θ −
✭
✭
✭
✭
✭
✭
✭
(Y f −Xg)dθ
= (−2XY f + Y Xf +XXg)dx ∧ θ + (2Y Xg −XY g − Y Y f)dy ∧ θ.
See also [11, Example B.2] and [10, Example 3.11].
We refer to [10, Example 3.12] for the computation of the operator D in H2.
Remark 3.7. It is sometimes convenient to have a unique symbol to denote the differential
operators in Rumin’s complex. Following [50] we then define dC : Ω
k
H → Ω
k+1
H by dC = d, if
k 6= n, and dC = D, if k = n.
Remark 3.8. For k ≤ n, an interesting interpretation of ∧
k
h
Ik
and J 2n+1−k as spaces of
integrable covectors is provided in [47, Theorem 2.9].
3.3. H-linear maps. We now introduce the notion of H-linear maps in Hn, that are among
the most simple examples of contact maps (see e.g. [58]), and study their behaviour on
Heisenberg forms. For a finer study of the relations between Heisenberg forms and contact
maps see e.g. [19, Chapter 3]. The results in this section will be applied especially, but not
exclusively, to left-translations and dilations in Hn and their compositions.
Definition 3.9. A map L : Hn → Hn is H-linear if it is a group homomorphism that is
also homogeneous, i.e., δr(Lp) = L(δrp) for any p ∈ H
n and any r > 0.
It is not difficult to prove that L is H-linear if and only if l := exp−1 ◦L ◦ exp : h → h is
a Lie algebra homomorphism, see e.g. [61, §3.1] and the references therein. In particular
l(h1) ⊂ h1 and l(h2) ⊂ h2. (3.9)
Moreover, if for every p ∈ Hn one canonically identifies TpH
n ≡ T0H
n = h by means of the
differential of the left-translation by p−1, then the differential dL of L is constant, i.e.
dLp = dL0 = l ∀ p ∈ H
n.
This easily follows by computing the differential at p of L(q) = L(p)L(p−1q).
By abuse of notation, we use a unique symbol L∗ to denote any of dLp, dL0 and l.
Similarly, the symbol L∗ denotes any of the associated pull-back actions (dLp)
∗ : T ∗L(p)H
n →
T ∗pH
n, (dL0)
∗ : T ∗0H
n → T ∗0H
n and l∗ : ∧1h → ∧1h. We use the symbols L∗,L∗ also to
denote the induced maps L∗ :∧∗h→∧∗h and L∗ :∧∗h→∧∗h defined by
L∗(v1 ∧ · · · ∧ vk) := L∗(v1) ∧ · · · ∧ L∗(vk), ∀ v1, . . . , vk ∈ h,
and
L∗(λ1 ∧ · · · ∧ λk) := L
∗(λ1) ∧ · · · ∧ L
∗(λk), ∀ λ1, . . . , λk ∈∧1h.
Proposition 3.10. Let L : Hn → Hn be a H-linear isomorphism; then the pull-backs of θ
and dθ satisfy
L∗(θ) = cLθ and L
∗(dθ) = cL dθ (3.10)
where cL 6= 0 is defined
8 by L∗(T ) = cLT .
8The number cL is well-defined because of (3.9); it is not zero because L∗ is an isomorphism.
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Proof. Since pull-back and exterior derivative commute, it is sufficient to prove the first
assertion in (3.10). It is proved in [89, §3.15] that, since θ is left-invariant, then dL∗(θ) is
left-invariant as well. By (3.9), we have L∗(θ) = 0 on h1, hence L
∗(θ) is a scalar multiple
of θ. The statement follows because L∗(θ)(T ) = θ(L∗(T )) = θ(cLT ) = cL. 
Proposition 3.11. Let L : Hn → Hn be a H-linear isomorphism; then
(i) if 1 ≤ k ≤ n, L∗ : ∧kh → ∧kh passes to the quotient and defines an isomorphism
L∗ :∧kh/Ik →∧kh/Ik;
(ii) if n + 1 ≤ k ≤ 2n, L∗(J k) = J k.
Proof. (i) If 1 ≤ k ≤ n it is enough to show that L∗(Ik) = Ik. For every λ ∈ ∧k−1h and
µ ∈∧k−2h we have by Proposition 3.10
L∗(λ ∧ θ + µ ∧ dθ) = cL(L
∗(λ) ∧ θ + L∗(µ) ∧ dθ),
hence L∗(Ik) ⊂ Ik. The equality L∗(Ik) = Ik follows because L∗ is a isomorphism.
(ii) Given λ ∈ J k we have
L∗(λ) ∧ θ = c−1L L
∗(λ ∧ θ) = 0 and L∗(λ) ∧ dθ = c−1L L
∗(λ ∧ dθ) = 0,
hence L∗(λ) ∈ J k. This proves the inclusion L∗(J k) ⊂ J k, and the equality follows again
because L∗ is an isomorphism. 
Proposition 3.11 has the following consequence that we will later use when L is (a com-
position of) dilations and left-translations. Compare with [19, Theorem 3.2.1].
Corollary 3.12. Let L : Hn → Hn be a H-linear isomorphism; then the pull-back L∗
commutes with the differential operators in Rumin’s complex, i.e., for every k ∈ {1, . . . , 2n}
dC(L
∗ω) = L∗(dCω) for every ω ∈ Ω
k
H.
Proof. When k 6= n this is a simple consequence of Proposition 3.11 and the fact that L∗
commutes with exterior differentiation d = dC.
When k = n we have dC = D and some computations are needed. For every ω ∈ Ω
k
H
we fix a representative α ∈ C∞(Hn,∧nh1) of the equivalence class ω in the quotient in the
right-hand side of (3.7). By Proposition 3.11, L∗α is a representative of L∗ω and we can
compute
D(L∗ω) = d
(
L∗α− θ ∧ L−1((dL∗α)h1)
)
= d
(
L∗α− θ ∧ L−1((L∗(dα))h1)
)
= d
(
L∗α−L∗(θ/cL) ∧ L
−1(L∗((dα)h1))
)
,
where we used Proposition 3.10. The latter also gives
L∗((dα)h1) = L
∗(L−1(dα)h1 ∧ dθ)
= L∗(L−1(dα)h1) ∧ L
∗(dθ)
= cLL
∗(L−1(dα)h1) ∧ dθ
so that
L−1(L∗((dα)h1)) = cLL
∗(L−1(dα)h1).
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Therefore
D(L∗ω) = d
(
L∗α−L∗(θ/cL) ∧ cLL
∗(L−1(dα)h1)
)
= d
(
L∗(α− θ ∧ (L−1(dα)h1))
)
= L∗
(
d(α− θ ∧ (L−1(dα)h1))
)
= L∗(Dω)
and the proof is concluded. 
We recall that the notion of vertical plane was introduced in Definition 3.2. Given natural
numbers a, b such that 1 ≤ a+ b ≤ n, we denote by Pa,b ⊂ H
n the (2a+ b+1)-dimensional
vertical plane
Pa,b := {(x, y, t) ∈ H
n : xi = yj = 0 for all a+ b+ 1 ≤ i ≤ n and a+ 1 ≤ j ≤ n}
=

{(x1, . . . , xa+b, 0, . . . , 0, y1, . . . , ya, 0, . . . , 0, t)} if a ≥ 1 and a+ b < n
{(x1, . . . , xn, y1, . . . , ya, 0, . . . , 0, t)} if a ≥ 1 and a+ b = n
{(x1, . . . , xb, 0, . . . , 0, t)} if a = 0.
(3.11)
As shown by the following proposition, the planes Pa,b can be considered as canonical
models for vertical planes in Hn.
Proposition 3.13. Let P ⊂ R2n+1 ≡ Hn be a vertical plane; then there exist non-negative
integers a, b and a H-linear isomorphism L : Hn → Hn such that
a+ b ≤ n and dimP = 2a+ b+ 1
L∗(θ) = θ, L∗(dθ) = dθ and L(P) = Pa,b.
Proof. The set V := exp−1({(x, y, t) ∈ P : t = 0}) is a vector subspace of h1. If l : h→ h is
the Lie algebra isomorphism provided by the following Lemma 3.14, then L := exp ◦l◦exp−1
is a H-linear isomorphism which, by Proposition 3.10, satisfies the statement of the present
proposition. 
Lemma 3.14. Let V ⊂ h1 be a linear subspace with dimV ≥ 1. Then there exist non-
negative integers a, b and a Lie algebra isomorphism l : h → h such that dimV = 2a + b,
l(T ) = T and
l(V ) =
{
span{X1, . . . , Xa+b, Y1, . . . , Ya} if a ≥ 1
span{X1, . . . , Xb} if a = 0.
Moreover, a = 0 if and only if [V, V ] = {0}, i.e., if and only if V is an Abelian sub-algebra
of h.
Proof. We first recall the canonical symplectic structure on h1, that is provided by the
bilinear skew-symmetric form
B(X, Y ) := 〈[X, Y ], T 〉, X, Y ∈ h1.
Notice that dθ (seen as a 2-covector at 0, i.e., as an element of ∧2h) satisfies
〈X ∧ Y | dθ〉 = −B(X, Y ), ∀ X, Y ∈ h1 ⊂ h ≡ T0H
n
which can be easily checked by testing dθ on a basis Xi ∧Xj, Xi ∧ Yj, Yi ∧ Yj of ∧2h1.
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We borrow some language and notation from [8, Chapter 3]. Let
rad(V ) := {X ∈ V : B(X,X ′) = 0 for every X ′ ∈ V } = {X ∈ V : [X, V ] = 0}
be the radical of V and let b := dim rad(V ). Choose a subspace U of V such that
V =rad(V )⊕ U ; U is clearly non-singular, i.e., for every X ∈ U there exists X ′ ∈ U such
that [X,X ′] 6= 0. By [8, Theorem 3.7], the dimension of U is even and we set dimU = 2a.
If a ≥ 1, by [8, Theorem 3.7] there exists a basis X˜1, . . . , X˜a, Y˜1, . . . , Y˜a of U such that
B(X˜i, X˜j) = 0, B(Y˜i, Y˜j) = 0 and B(X˜i, Y˜j) = δij , i, j ∈ {1, . . . , a},
i.e.,
[X˜i, X˜j] = 0, [Y˜i, Y˜j] = 0 and [X˜i, Y˜j] = δijT, i, j ∈ {1, . . . , a}.
If b ≥ 1, fix a basis X˜a+1, . . . , X˜a+b of rad(V ).
We can now define l′ : V → h1 by
l′(X˜i) = Xi and l
′(Y˜j) = Yj
for all integers 1 ≤ i ≤ a+ b and 1 ≤ j ≤ b. Notice that l′ is an isometry of V into h1, i.e.,
B(l′(X), l′(Y )) = B(X, Y ) for every X, Y ∈ V.
By Witt’s Theorem (see [8, Theorem 3.9]), l′ can be extended to an isometry l′′ : h1 → h1,
i.e., a map satisfying [l′′(X), l′′(Y )] = [X, Y ] for every X, Y ∈ h1. Finally, we extend l
′′ to
l : h → h by setting l|h1 := l
′′ and l(T ) := T . The map l provides the desired Lie algebra
isomorphism. 
Remark 3.15. Under the same assumptions of Lemma 3.14: if [V, V ] = 0, then the Lie
algebra isomorphism l : h→ h provided by Lemma 3.14 can be chosen in such a way that l
is an isometry of h when endowed with the scalar product making X1, . . . , Xn, Y1, . . . , Yn, T
orthonormal. Observe in particular that here the term isometry has a different meaning
than in the proof of Lemma 3.14.
Let us prove our statement. As in the proof of Lemma 3.14, fix a basis X˜1, . . . , X˜b of
V = rad(V ). Consider the linear isomorphism J : h1 → h1 defined by
J(Xi) = −Yi and J(Yi) = Xi for every i = 1, . . . , n.
We observe that B(X, Y ) = 〈X, JY 〉 for X, Y ∈ h1 and that J is an isometry of h1. Set
Y˜i := J(X˜i) and observe that, since V = rad(V ) ⊂ (J(V ))
⊥, the elements {X˜i, Y˜i : i =
1, . . . , b} form an orthonormal basis of V ⊕ J(V ).
Consider W := (V ⊕ J(V ))⊥; then W = W ′ ⊕ span{T} where W ′ := (V ⊕ J(V ))⊥ ∩ h1.
We claim that J(W ′) = W ′; by dimensional reasons, it suffices to prove that J(W ′) ⊂ W ′
and this follows because, for every X ∈ W ′ and Y ∈ V , there holds
〈JX, Y 〉 = −〈X, JY 〉 = 0
〈JX, JY 〉 = 〈X, Y 〉 = 0.
We can now exhibit a Lie algebra isomorphism l : h → h that is also an isometry. First,
we define l(T ) = T and
l(X˜i) = Xi and l(Y˜i) = Yi for every i = 1, . . . , b.
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If W ′ = {0}, the proof is concluded. Otherwise, we fix a unit element X˜b+1 ∈ W
′ and,
defining Y˜b+1 := J(X˜b+1) ∈ W
′, we set
l(X˜b+1) = Xb+1 and l(Y˜b+1) = Yb+1.
If W ′ = span{X˜b+1, Y˜b+1}, the proof is concluded; otherwise, we fix a unit element X˜b+2 ∈
W ′ ∩ span{X˜b+1, Y˜b+1}
⊥ and, defining Y˜b+2 := J(X˜b+2) ∈ W
′ ∩ span{X˜b+1, Y˜b+1}
⊥, we set
l(X˜b+2) = Xb+2 and l(Y˜b+2) = Yb+2.
It is clear that this construction can be iterated and that it eventually stops providing as a
final outcome the desired isometric Lie algebra isomorphism l : h→ h.
Remark 3.16. Under the same assumptions of Proposition 3.13: if the vertical plane P
is an Abelian subgroup of Hn (i.e., if a = 0), then the H-linear isomorphism L provided by
Proposition 3.13 can be chosen to be an isometry of Hn. This is an easy consequence of
Remark 3.15 and the rotational invariance of the distance d.
In particular, if V ⊂ exp(h1) is a horizontal (and necessarily Abelian) subgroup of H
n,
we can consider the vertical subgroup P generated by V and exp(span{T}) and deduce
that there exists an isometric H-linear isomorphism L of Hn such that
L(V) = exp(span{X1, . . . , Xk}),
where k := dimV.
3.4. A basis for Rumin’s spaces. In this section we provide a basis for Rumin’s spaces
J n+1, . . . ,J 2n; since later in the paper we will denote by k the codimension of the involved
objects, we fix k such that 1 ≤ k ≤ n and study J 2n+1−k. By Remark 3.3, this space
coincides with {λ ∧ θ : λ ∈ ∧2n−kh1, λ ∧ dθ = 0}, hence one is lead to the study of the
kernel of the Lefschetz operator λ 7→ λ ∧ dθ.
We write h := 2n− k and, identifying h1 ≡ R
2n = Rnx ×R
n
y , we denote by L the operator
L(λ) := λ ∧ dθ = −λ ∧ (dx1 ∧ dy1 + · · ·+ dxn ∧ dyn), λ ∈∧∗R2n.
Since h ≥ n, the operator L :∧hR2n →∧h+2R2n is surjective ([18, Proposition 1.1]).
We need some preliminary notation. For every i ∈ {1, . . . , n} we use the compact notation
dxyi := dxi∧dyi, so that dθ = −(dxy1+ · · ·+ dxyn). Moreover, for every I ⊂ {1, . . . , n} we
denote by |I| the cardinality of I and, if I = {i1, i2, . . . , i|I|} with i1 < · · · < i|I|, we define
dxI := dxi1 ∧ dxi2 ∧ · · · ∧ dxi|I| ∈∧
|I|
R2n
dyI := dyi1 ∧ dyi2 ∧ · · · ∧ dyi|I| ∈∧
|I|
R2n
dxyI := dxyi1 ∧ dxyi2 ∧ · · · ∧ dxyi|I| ∈∧
2|I|
R2n.
For I = ∅ we agree that dx∅ = dy∅ = dxy∅ = 1. It will be also convenient to set for
i ∈ {1, . . . , 2n}
dzi := dxi if i ≤ n, dzi := dyi−n if i ≥ n + 1
and accordingly
dzI := dzi1 ∧ dzi2 ∧ · · · ∧ dzi|I| (3.12)
whenever I = {i1, i2, . . . , i|I|} with 1 ≤ i1 < · · · < i|I| ≤ 2n.
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A basis of ∧hR2n is given by the family {dxI ∧ dyJ ∧ dxyK}(I,J,K), where (I, J,K) range
among all (ordered) triples of pairwise disjoint subsets I, J,K of {1, . . . , n} such that |I|+
|J |+ 2|K| = h. In particular one can write
∧hR2n =
⊕
(I,J)
dxI ∧ dyJ ∧∧h,I,JR2n,
where the sum ranges among all ordered pairs (I, J) of disjoint I, J ⊂ {1, . . . , n} such that
0 ≤ |I|+ |J | ≤ h and ∧h,I,JR2n is defined by
∧h,I,JR2n := span{dxyK : K ⊂ {1, . . . , n} \ (I ∪ J) and |I|+ |J |+ 2|K| = h}.
The parity of |I|+ |J | is necessarily the same of h. Observe also that
L(dxI ∧ dyJ ∧∧h,I,JR2n) ⊂ dxI ∧ dyJ ∧∧h+2,I,JR2n;
more precisely, for every α ∈∧h,I,JR2n one has
L(dxI ∧ dyJ ∧ α) = −dxI ∧ dyJ ∧ α ∧
∑
i∈{1,...,n}\(I∪J)
dxi ∧ dyi.
In particular
kerL =
⊕
(I,J)
dxI ∧ dyJ ∧ kerLh,I,J , (3.13)
where Lh,I,J :∧h,I,JR2n →∧h+2,I,JR2n is defined by
Lh,I,J(α) := −α ∧
∑
i∈{1,...,n}\(I∪J)
dxi ∧ dyi.
There is a canonical isomorphism ι :∧h,I,JR2n →∧2ℓDR2m, where
ℓ := (h− |I| − |J |)/2, m := n− |I| − |J |,
∧2ℓDR2m := span{dxyK : K ⊂ {1, . . . , m}, |K| = ℓ},
(3.14)
according to which ι ◦ Lh,I,J = L ◦ ι. The study of kerLh,I,J (which, by (3.13), determines
kerL) is thus equivalent to the study of the kernel of the restriction
LD := L∣∣∧2ℓDR2m .
Remark 3.17. The objects introduced so far are well-defined unless |I| + |J | = n, i.e., if
m = 0: this can happen only if h = n and gives that also ℓ = 0. In this case, we agree that
∧h,I,JR2n =∧2ℓR2m = R, ∧h+2,I,JR2n =∧2ℓ+2R2m = {0} and LD = 0. It is immediate to
check that, for every such I, J , one has L(dxI ∧ dyJ) = 0.
Observe that L(∧2ℓDR2m) ⊂ ∧
2ℓ+2
D R
2m, hence LD maps ∧2ℓDR2m on ∧
2ℓ+2
D R
2m. It is
understood that, when ℓ = m, then ∧2ℓ+2D R2m = {0} and LD = 0. Notice also that the
inequality 2ℓ ≥ m holds because h ≥ n.
Lemma 3.18. The operator LD : ∧2ℓDR2m → ∧
2ℓ+2
D R
2m is surjective for every integer ℓ
such that m ≤ 2ℓ ≤ 2m. In particular
dimkerLD = dim∧2ℓDR2m − dim∧
2ℓ+2
D R
2m =
(
m
ℓ
)
−
(
m
ℓ+ 1
)
,
where we agree that
(
m
m+1
)
= 0.
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Proof. When 2ℓ = 2m there is nothing to prove. For the remaining cases, it suffices to
prove that, for every i = 1, . . . , m, the operator
LiD := LD ◦ · · · ◦ LD︸ ︷︷ ︸
i times
:∧m−iD R2m →∧
m+i
D R
2m
is bijective. Since dim∧m−iD R2m = dim∧
m+i
D R
2m, this is an immediate consequence of the
bijectivity of Li :∧m−iR2m →∧m+iR2m, see [18, Proposition 1.1]. 
We now provide a basis of kerLD : ∧2ℓDR2m → ∧
2ℓ+2
D R
2m for m ≤ 2ℓ ≤ 2m. Assume
that the numbers 1, . . . , m have been arranged (each number appearing exactly once) in a
tableau R with 2 rows, the first row having ℓ elements R11, . . . , R
1
ℓ and the second having
m− ℓ elements R21, . . . , R
2
m−ℓ, as follows
R =
R11 R
1
2 · · · R
1
m−ℓ R
1
m−ℓ+1 · · · R
1
ℓ
R21 R
2
2 · · · R
2
m−ℓ
(3.15)
where, clearly, R has to be read as a (2×ℓ) rectangular matrix when 2ℓ = m. As customary,
we call Young tableau such a tableau, see [51]. When m = ℓ = 0, we agree that the tableau
is empty. When m = ℓ ≥ 1 we agree that R has one row only (the second row is empty).
Given such a Young tableau R consider the covector αR ∈∧2ℓDR2m defined by
αR := (dxyR11−dxyR21)∧(dxyR12−dxyR22)∧· · ·∧(dxyR1m−ℓ−dxyR2m−ℓ)∧dxyR1m−ℓ+1∧· · ·∧dxyR1ℓ .
(3.16)
Whenm = ℓ = 0 we agree that αR := 1, while ifm = ℓ ≥ 1 we set αR := dxyR1
1
∧· · ·∧dxyR1m .
Using the equality (dxyi − dxyj) ∧ (dxyi + dxyj) = 0, valid for every i, j = 1, . . . , m, one
can easily check that
L(αR) = αR ∧ dθ = 0. (3.17)
It follows that, for every Young tableau R, αR belongs to kerLD.
Consider now the set R of standard Young tableaux, i.e., of those Young tableaux R such
that the entries in each row and in each column are in increasing order:
R11 < R
1
2 < · · · < R
1
m−ℓ < R
1
m−ℓ+1 < · · · < R
1
ℓ
∧ ∧ ∧
R21 < R
2
2 < · · · < R
2
m−ℓ.
Notice that a standard Young tableau R always satisfies R11 = 1. The following lemma
shows that the family {αR}R∈R ⊂ kerLD is made by linearly independent covectors.
Lemma 3.19. Let m, ℓ be integers such that 0 ≤ m ≤ 2ℓ ≤ 2m and let R be the set
of standard Young tableaux with two rows of width ℓ and m − ℓ, as in (3.15). Then the
elements {αR}R∈R defined in (3.16) are linearly independent.
Proof. When m = 0 also ℓ = 0 and the family {αR}R∈R is made by a unique element
αR = 1; there is nothing to prove. When ℓ = m, the family R is made by the single
standard Young tableau R = 1 2 · · · m . Therefore {αR}R∈R = {dxy1 ∧ · · · ∧ dxym}
is made by linearly independent vectors, as wished.
We therefore assume that 1 ≤ m ≤ 2ℓ ≤ 2m − 2. Let us begin with some preliminary
considerations. Given a Young tableau R, we denote by σ(R) the sum R11 +R
1
2 + · · ·+R
1
ℓ
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of the elements in the first row of R. Clearly, there exists an integer M = M(m, ℓ) such
that
1 + · · ·+ ℓ ≤ σ(R) ≤ M for every R ∈ R;
moreover, there is a unique Rmin ∈ R such that σ(R) = 1 + · · ·+ ℓ, namely
Rmin :=
1 2 · · · m− ℓ m− ℓ+ 1 · · · ℓ
ℓ+ 1 ℓ+ 2 · · · m
.
Let R ∈ R be fixed and let K := {R
1
1, R
1
2, . . . , R
1
ℓ} be the subset of {1, . . . , m} containing
the ℓ elements in the first row of R. We claim that, if
R ∈ R is such that each column of R contains one element of K (3.18)
(in particular, by the pigeonhole principle, each column of R contains exactly one element
of K), then
σ(R) ≤ σ(R), and the equality σ(R) ≤ σ(R) holds if and only if R = R. (3.19)
Indeed, for every tableau R as in (3.18) there exist a permutation π of {1, . . . , ℓ} and a
function u : {1, . . . , ℓ} → {1, 2} such that
R
u(j)
j = R
1
π(j) for all j = 1, . . . , ℓ.
Therefore
σ(R) =
ℓ∑
j=1
R1j ≤
ℓ∑
j=1
R
u(j)
j =
ℓ∑
j=1
R
1
π(j) = σ(R); (3.20)
notice that equality holds if and only if R1j = R
u(j)
j for every j = 1, . . . , ℓ, i.e., if and only if
{R11, R
1
2, . . . , R
1
ℓ} = {R
1
1, R
1
2, . . . , R
1
ℓ}.
Since a standard Young tableau is uniquely determined once one fixes the set of elements
of the first row, equality in (3.20) holds if and only if R = R.
We now prove the lemma. Assume that there are real coefficients (bR)R∈R , such that∑
R∈R bRαR = 0; we prove that all the coefficients bR are null. We perform this task
reasoning by induction on s¯ = 1 + · · ·+ ℓ, . . . ,M and showing that
bR = 0 for every R such that σ(R) = s¯.
Consider first the case s¯ = 1+ · · ·+ ℓ; we need to prove that bRmin = 0. For every R ∈ R
let us write αR =
∑
K cR,KdxyK , where the sum ranges among all K ⊂ {1, . . . , m} with
|K| = ℓ and cR,K are suitable real numbers. We claim that, defining K := {1, 2, . . . , ℓ},
then
cR,K = 0 for every R ∈ R \ {Rmin}. (3.21)
This would be enough to conclude: indeed, one would have
0 =
∑
R∈R
bRαR =
∑
K
∑
R∈R
bRcR,KdxyK = bRmindxyK +
∑
K 6=K
∑
R∈R
bRcR,KdxyK
which gives bRmin = 0, as desired.
We prove (3.21): by the very definition (3.16) of αR, we see that for every K one has
cR,K = 0 unless each column of R contains (exactly) one element of K (in which case
cR,K ∈ {1,−1}). Using this observation with K = K, (3.21) follows because, by the
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implication (3.18)⇒ (3.19), the only standard Young tableau such that each of its columns
contains one element of K is Rmin itself, because any other standard Young tableau R with
such a property would satisfy σ(R) < 1 + · · ·+ ℓ.
Assume now that bR = 0 for every R ∈ R such that σ(R) ≤ s− 1; we prove that bR = 0
for every (fixed) R such that σ(R) = s. Let K := {R
1
1, . . . , R
1
ℓ} be the set formed by the
elements in the first row of R; we claim that
cR,K = 0 for every R ∈ R \ {R} such that σ(R) ≥ s. (3.22)
This would be enough to conclude: indeed, one would have
0 =
∑
R∈R
bRαR =
∑
R∈R
σ(R)≥s
bRαR =
∑
K
∑
R∈R
σ(R)≥s
bRcR,KdxyK = bRdxyK +
∑
K 6=K
∑
R∈R
σ(R)≥s
bRcR,KdxyK
which would give bR = 0, as desired.
Claim (3.22) can be proved similarly as before: by the definition of αR, for a standard
Young tableau R one has cR,K = 0 unless each column of R contains (exactly) one element
of K; in particular, (3.22) follows from the implication (3.18)⇒(3.19). 
The cardinality of R can be computed using the Hook length formula, also known as
Frame-Robinson-Thrall formula. We refer to [51, page 53]: such a formula states that the
cardinality of R equals
m!
(ℓ+ 1)ℓ(ℓ− 1) · · · (2ℓ−m+ 2) 1 · (2ℓ−m) · · · 2 · 1 · (m− ℓ)(m− ℓ− 1) · · ·1
=
m!
(ℓ+ 1)!(m− ℓ)!
(2ℓ−m+ 1) =
m!
(ℓ+ 1)!(m− ℓ)!
(ℓ+ 1− (m− ℓ))
=
(
m
ℓ
)
−
(
m
ℓ+ 1
)
provided ℓ < m. If ℓ = m, then the cardinality of R is 1. In both cases, Lemma 3.18
implies that the cardinality of R is equal to dim kerLD: together with Lemma 3.19, this
proves that {αR}R∈R is a basis of kerLD.
We can summarize the discussion above as follows.
Proposition 3.20. Consider integer numbers n, h such that n ≥ 1 and n ≤ h ≤ 2n.
Then a basis of the kernel of L : ∧hR2n → ∧h+2R2n is given by the elements of the form
dxI ∧ dyJ ∧ αR where
• I, J are disjoint subsets of {1, . . . , n};
• αR is defined as in (3.16) and R is a standard Young tableau where the elements of
{1, . . . , n} \ (I ∪ J) are arranged in two rows, the first one having (h− |I| − |J |)/2
elements and the second one having (2n− h− |I| − |J |)/2 elements.
Remark 3.21. It follows from (3.17) that, given I, J ⊂ {1, . . . , n} disjoint and a (non-
necessarily standard) Young tableau Q containing the elements of {1, . . . , n} \ (I ∪J), then
the covector dxI ∧ dyJ ∧ αQ is in the kernel of L. Moreover, by (3.13) dxI ∧ dyJ ∧ αQ can
be written as a linear combination of covectors of the form dxI ∧ dyJ ∧ αR where R ranges
among all standard Young tableaux with the same shape and containing the same elements
as Q.
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Proposition 3.20 has the following immediate consequence.
Corollary 3.22. Let n ≥ 1 and 1 ≤ k ≤ n be integers. Then a basis of J 2n+1−k is given
by the elements of the form dxI ∧ dyJ ∧ αR ∧ θ where I, J, R are given by Proposition 3.20
with h := 2n− k.
Proof. We observed at the beginning of the section that
J 2n+1−k = {λ ∧ θ : λ ∈∧2n−kh1 and λ ∧ dθ = 0}.
The statement now easily follows from Proposition 3.20. 
Proposition 1.10 is now an easy consequence of Corollary 3.22.
We feel it might be useful to provide some simple examples before continuing our analysis.
Example 3.23. When n = 2, the space J n+1 = J 3 in H2 is 5-dimensional. The corre-
sponding basis dxI ∧ dyJ ∧ αR ∧ θ provided by Proposition 1.10 is displayed on the left
column of the following table, while on the right column the corresponding triple (I, J, R)
appears:
dx1 ∧ dx2 ∧ θ ←→ ({1, 2}, ∅, ∅)
dx1 ∧ dy2 ∧ θ ←→ ({1}, {2}, ∅)
dx2 ∧ dy1 ∧ θ ←→ ({2}, {1}, ∅)
dy1 ∧ dy2 ∧ θ ←→ (∅, {1, 2}, ∅)
(dx1 ∧ dy1 − dx2 ∧ dy2) ∧ θ ←→
(
∅, ∅,
1
2
)
,
where ∅ denotes either the empty set or the empty tableau. See also [10, Example 3.12].
Example 3.24. When n = 3, the space J 5 in H3 is 14-dimensional; let us write the basis
provided by Proposition 1.10. Observe that here n = 3, k = 2 and h = 4. We first
determine the triples (I, J, R): since |I| + |J | is not greater than k = 2 and has the same
parity as h = 4. then either |I|+ |J | = 0 or |I|+ |J | = 2.
If |I| + |J | = 0, then m = 3, ℓ = 2 and all the indices 1, 2, 3 appear in the tableau R,
whose rows have length 2 and 1, respectively. It is immediate to check that R can be only
one the following two tableaux
1 2
3
1 3
2
which, respectively, provide the elements
(dx1 ∧ dy1 − dx3 ∧ dy3) ∧ dx2 ∧ dy2 ∧ θ, (dx1 ∧ dy1 − dx2 ∧ dy2) ∧ dx3 ∧ dy3 ∧ θ (3.23)
of J 5.
If |I|+ |J | = 2, then I ∪ J = {a, b} for some a, b ∈ {1, 2, 3} and the tableau R contains
the unique remaining index c ∈ {1, 2, 3}\{a, b}; in particular, the second row of R is empty
(in fact, here ℓ = m = 1) and R = c . This produces the following elements of J 5
dxa ∧ dxb ∧ dxc ∧ dyc ∧ θ provided a < b
dxa ∧ dyb ∧ dxc ∧ dyc ∧ θ (3.24)
dya ∧ dyb ∧ dxc ∧ dyc ∧ θ provided a < b
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and, as a, b, c vary in {1, 2, 3}, each of the covectors in (3.24) provides, respectively, 3, 6
and 3 elements of J 5. All in all, a basis of J 5 is provided by the 2+12 elements displayed
in (3.23) and (3.24).
Remark 3.25. The difference between the lengths of the first and second rows of every
standard Young tableau R appearing in Proposition 1.10 (respectively, in Proposition 3.20)
is determined by k (resp., by h) and it is equal to n− k (resp., to h−n). In particular, the
standard Young tableaux R appearing in Proposition 1.10 (resp., in Proposition 3.20) are
rectangular (the two rows have the same length) if and only if k = n (resp., if h = n).
Remark 3.26. It follows from Remark 3.21 that, given I, J ⊂ {1, . . . , n} disjoint and a
(non-necessarily standard) Young tableau Q containing the elements of {1, . . . , n}\ (I ∪J),
the covector dxI∧dyJ∧αQ∧θ belongs to J
|I|+|J |+2ℓ+1, where ℓ denotes the length of the first
row of Q, and it can be written as a linear combination of the elements dxI ∧dyJ ∧αR∧θ ∈
J |I|+|J |+2ℓ+1 where R ranges among the standard Young tableaux with the same shape and
containing the same elements as Q.
Remark 3.27. It is a good point to state, for future references, the following property of
the basis provided by Proposition 1.10.
Let a, b be fixed non-negative integers such that a + b ≤ n and n ≤ 2a + b ≤ 2n. Let
(I, J, R) range among the triples such that {dxI ∧dyJ ∧αR∧θ}(I,J,R) is the basis of J
2a+b+1
provided by Proposition 1.10, i.e.,
• I, J are disjoint subsets of {1, . . . , n} such that |I|+ |J | ≤ 2n− 2a− b;
• R is a standard Young tableau where the elements of {1, . . . , n}\(I∪J) are arranged
in two rows, the first one having (2a+ b− |I| − |J |)/2 elements and the second one
having (2n− 2a− b− |I| − |J |)/2 elements.
Then either
I = {a+ 1, . . . , a+ b}
J = ∅
R =
1 2 · · · n− a− b n− a+ 1 · · · a
a+ b+ 1 a+ b+ 2 · · · n
(3.25)
or
〈X1 ∧ · · · ∧Xa+b ∧ Y1 ∧ · · · ∧ Ya ∧ T | dxI ∧ dyJ ∧ αR ∧ θ〉 = 0 (3.26)
where, in (3.25)
• I = ∅ if b = 0,
• R is the empty tableau if a = 0,
• R has to be interpreted as a rectangular 2× a matrix if n = 2a + b and a ≥ 1.
Let us prove what claimed. If either I 6= {a + 1, . . . , a + b} or J 6= ∅, then (3.26) holds.
If instead I = {a + 1, . . . , a + b} and J = ∅, then the shape of R (i.e., the lengths of its
rows) is necessarily the same of the tableau displayed in (3.25) and R contains precisely the
elements {1, . . . , a, a+ b+ 1, . . . , n}. We have
〈X1 ∧ · · · ∧Xa+b ∧ Y1 ∧ · · · ∧ Ya ∧ T | dxI ∧ dyJ ∧ αR ∧ θ〉
= ± 〈X1 ∧ · · · ∧Xa ∧ Y1 ∧ · · · ∧ Ya | αR〉.
(3.27)
where the sign is determined by a and b. By its definition (3.16), αR can be written as a
sum
∑
S σ(S)dxyS, where σ(S) ∈ {1,−1} is a proper sign and the sum ranges among all
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subsets S ⊂ {1, . . . , a, a+ b+ 1, . . . , n} (i.e., S is a subset of the set of the entries of R) of
cardinality a that contain exactly one element from each column of R. It is clear that
if S 6= {1, . . . , a}, then 〈X1 ∧ · · · ∧Xa ∧ Y1 ∧ · · · ∧ Ya | dxyS〉 = 0.
If R is such that at least one of its columns contains no elements of {1, . . . , a}, then none
of the S’s appearing in the sum αR =
∑
S σ(S)dxyS is {1, . . . , a}, and by (3.27)
〈X1 ∧ · · · ∧Xa+b ∧ Y1 ∧ · · · ∧ Ya ∧ T | dxI ∧ dyJ ∧ αR ∧ θ〉 = 0.
If all the a columns of R contain at least one element of {1, . . . , a}, then each of these
columns contains exactly one such element. Since R is a standard Young tableau, the sum
of the elements of the first row of R is at most 1 + · · ·+ a, but this sum is clearly also at
least 1 + · · · + a. It follows that the first line of R is made by the elements 1, . . . , a (in
increasing order) and that the remaining elements a + b + 1, . . . , n (not belonging to I, J
nor the first line of R) have to be placed, in increasing order, in the second line of R. This
proves that R must be the one in (3.25) and concludes the proof.
3.5. Heisenberg currents. For every k = 0, . . . , 2n+1 we introduce the spaces DkH ⊂ Ω
k
H
of compactly supported smooth Heisenberg k-forms, i.e.,
DkH := C
∞
c
(
Hn, ∧
k
h
Ik
)
if 0 ≤ k ≤ n
DkH := C
∞
c (H
n,J k) if n + 1 ≤ k ≤ 2n+ 1
and we observe that dC maps D
k
H to D
k+1
H . We endow the space D
k
H with the natural
topology induced by the topology of the space Dk of compactly supported k-forms on Hn.
Definition 3.28. Given k ∈ {0, . . . , 2n + 1}, we denote by DH,k the space of continuous
linear functionals on DkH. An element of DH,k is called Heisenberg k-dimensional current
or, for shortness, Heisenberg k-current.
For every k ∈ {1, . . . , 2n+1} and every Heisenberg k-current T ∈ DH,k we denote by ∂T
the Heisenberg (k − 1)-current defined, for every ω ∈ Dk−1H , by ∂T(ω) := T(dCω) (recall
Remark 3.7). Namely,
∂T(ω) := T(dω) if k 6= n + 1
∂T(ω) := T(Dω) if k = n + 1.
It is not our aim to introduce here the mass of a current (see [47, Definition 5.12] and [21,
Definitions 2.5 and 2.6]), which would require to introduce a notion of comass ([38, 4.1.7])
on Rumin’s spaces of covectors. For our purposes it will be enough to introduce the notion
of current with finite mass, see Definition 3.29, and to this end any choice of (co)mass on
covectors is equivalent. We denote by | · | the standard norm on ∧∗h (in particular, | · | is
defined on J k for k ≥ n+ 1) and we agree that, for every 1 ≤ k ≤ n and λ ∈∧kh/Ik,
|λ| := min
{
|ν| : ν ∈∧kh1, [ν] = λ
}
(3.28)
where [ν] is the equivalence class of ν in the quotient ∧kh1/{µ ∧ dθ : µ ∈∧k−2h1} (re-
call (3.7)). The quantity | · | is a norm on ∧kh/Ik.
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Definition 3.29. Let k ∈ {1, . . . , 2n} be fixed. We say that a current T ∈ DH,k has finite
mass if there exists MT ∈ R such that
|T(ω)| ≤MT sup
p∈Hn
|ω(p)| for every ω ∈ DkH.
The current T has locally finite mass if, for each compact setK ⊂ Hn, there existsMT,K ∈ R
such that
|T(ω)| ≤MT,K sup
p∈Hn
|ω(p)| for every ω ∈ DkH with support in K.
Finally, T is normal (respectively, locally normal) if both T and ∂T have finite mass (resp.
locally finite mass).
Remark 3.30. The reader familiar with the theory of distributions will realize that a
Heisenberg k-current has locally finite mass if and only if it has order 0 in the sense of
distributions; equivalently, if it is a measure taking values in a proper space of k-vectors.
More precisely, if T is a k-current with locally finite mass, then there exist a locally finite
(non-negative) measure µ and a µ-measurable function τ , taking values in Jk (if k ≥ n+1;
recall Remark 3.4) or in the dual space (∧kh/Ik)∗ (if k ≤ n), such that T = τµ, i.e.,
T(ω) =
ˆ
〈τ | ω〉 dµ for every ω ∈ DkH.
As done in the Introduction, one can also assume that |τ | = 1 µ-a.e.: in this case we denote
τ and µ by, respectively, ~T and ‖T‖ and write T = ~T‖T‖.
As in §3.4, for the rest of the present section we denote by k the codimension, rather
than the dimension, of a current or submanifold. We focus on the low-codimensional case
and we fix k ∈ {1, . . . , n}.
Recall that every C1-regular oriented submanifold S ⊂ Hn of codimension k naturally
induces a (2n + 1 − k)-dimensional classical current LSM defined, for every smooth and
compactly supported (2n+ 1− k)-form ω in Hn, by
LSM(ω) :=
ˆ
S
ω =
ˆ
S
〈tS | ω〉 dvolS,
where tS is a unit (2n+1− k)-vector tangent to S and with positive orientation and dvolS
is the surface measure on S induced by the left-invariant Riemannian metric on Hn making
X1, . . . , Yn, T orthonormal.
Using the notation in Remark 3.1, for every p ∈ S we can write
tS(p) = (tS(p))h1 + ηS(p) ∧ T (3.29)
for a unique ηS(p) ∈ ∧2n−kh1. Notice that ηS(p) = 0 if and only if p is a characteristic
point of S, i.e., TpS ⊂ h1.
Assume now that p ∈ S is not a characteristic point; then, the intersection TpS ∩ h1
is a (2n − k)-dimensional plane and it is immediate to check that TpS ∩ h1 = span ηS(p).
Therefore, the unit vector
τHS (p) :=
ηS(p)
|ηS(p)|
(3.30)
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is canonically associated with the linear subspace TpS ∩ h1. We denote by t
H
S := τ
H
S ∧T the
(horizontal) tangent vector to S. Geometrically, tHS characterizes the blow-up limit of S at
p: in fact,
lim
r→+∞
δr(p
−1S) = exp(span tHS (p)),
where the limit is taken with respect to local Hausdorff convergence of sets. See e.g. [62].
With this notation, we define the Heisenberg current JSK ∈ DH,2n+1−k by
JSK(ω) :=
ˆ
S
〈tHS | ω〉 dS
Q−k, ω ∈ D2n+1−kH .
The definition is well-posed because the Hausdorff measure S Q−k is locally finite on S (see
e.g. [62]) and the set of characteristic points of S, where in principle tHS is not defined, is
S Q−k-negligible ([13, 63]).
The next result, though very simple, has to our knowledge never been noticed in the
literature. Lemma 3.31 and the subsequent Corollary 3.34 prove Proposition 1.9, which
will play a crucial role in the sequel.
Lemma 3.31. Let n ≥ 1 and k ∈ {1, . . . , n} be fixed. Then there exists Cn,k > 0 such that,
for every oriented and C1-smooth submanifold S of Hn of dimension 2n + 1− k, one has
JSK(ω) = Cn,kLSM(ω) for every ω ∈ D
2n+1−k
H .
Proof. By [62, Theorem 1.2] (see also [65, Theorem 8.1 and Proposition 8.7]), there exists
a positive constant Cn,k such that
S
Q−k S = Cn,k|ηS ∧ T | volS = Cn,k|ηS| volS,
where ηS(p) is as in (3.29). We remark that one is allowed to apply [62, Theorem 1.2] because
of the rotational invariance (3.1) of the distance d, see [62, Proposition 4.5]. Therefore
JSK(ω) =
ˆ
S
〈tHS | ω〉 dS
Q−k =
ˆ
S
〈
ηS
|ηS|
∧ T
∣∣∣∣ω〉 dS Q−k = Cn,k ˆ
S
〈ηS ∧ T | ω〉 dvolS
and by Remark 3.3
JSK(ω) = Cn,k
ˆ
S
〈(tS)h1 + ηS ∧ T | ω〉 dvolS = Cn,k
ˆ
S
〈tS | ω〉 dvolS.
This concludes the proof. 
Remark 3.32. The constant Cn,k provided by Lemma 3.31 actually depends also on the
distance d. We however omit this dependence.
Remark 3.33. Let S be as in Lemma 3.31. The definition of the Heisenberg current
JSK depends on S Q−k, i.e., on the choice of the rotationally invariant distance d; on the
contrary, the classical current LSM is a purely differential object – there is no metric involved.
Therefore, Lemma 3.31 suggests that S Q−k∗ := S
Q−k/Cn,k, which does not depend on the
choice of d, might be the correctly normalized spherical Hausdorff measure on Hn.
The following result is very simple.
Corollary 3.34. Let n ≥ 1 and k ∈ {1, . . . , n} be fixed. If S is an oriented C1-smooth
submanifold of Hn of codimension k and without boundary, then ∂JSK = 0.
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Proof. If k < n, by Lemma 3.31 and Stokes’ theorem we have for every ω ∈ D2n−kH
∂JSK(ω) = JSK(dω) = Cn,kLSM(dω) = 0.
Similarly, when k = n we have for every ω ∈ DnH
∂JSK(ω) = JSK(Dω) = Cn,kLSM(Dω) = 0
because, by definition of D, the form Dω is exact. 
3.6. Rank-one connection and a property of tangent vectors to vertical planes.
We conclude the present Section 3 by stating a technical result, Proposition 3.38, which will
be of the utmost relevance in the proof of Rademacher’s Theorem 1.1. Since the proof of
Proposition 3.38 is quite long and involved, for the moment we only state it and postpone
its proof to Appendix A.
Let us start with a preliminary definition.
Definition 3.35. Let V be a real vector space of dimension ℓ and let m be an integer
such that 1 ≤ m < ℓ. We say that two m-dimensional vector subspaces P1,P2 of V are
rank-one connected if dimP1 ∩P2 ≥ m− 1.
The terminology chosen in Definition 3.35 is borrowed from some classical problems in
the Calculus of Variations, see e.g. [12, 72]. Some motivations are provided by the following
Remark 3.36, that we state for future references and where we identify linear applications
and matrices.
Remark 3.36. LetW,V be real vector spaces of dimensions m ≥ 1 and ℓ ≥ 1, respectively.
Let also L1, L2 : W → V be linear maps and, for i = 1, 2, let Pi := {(w,Li(w)) ∈ W × V :
w ∈ W} be the graph of Li. Then the following statements are equivalent:
(a) the vector subspaces P1,P2 of W × V are rank-one connected;
(b) either L1 = L2 or rank (L1 − L2) = 1.
Also the subsequent Lemma 3.37 motivates the terminology in Definition 3.35: recall in
fact that simple multi-vectors are sometimes called rank-one multi-vectors. Before stating
Lemma 3.37 let us fix some standard language. If P ⊂ V is an m-vector subspace and
t ∈ ∧mV is not null, we say that t is tangent to P if t is simple and it can be written as
t = v1 ∧ · · · ∧ vm for some basis v1, . . . , vm of P. Equivalently, t is tangent to P if and
only if span t := {v ∈ V : v ∧ t = 0} coincides with P. Needless to say, if t and s are both
tangent to P, then t and s are linearly dependent, i.e., t is a multiple of s (and vice versa).
Lemma 3.37. Let V be a real vector space of dimension ℓ and let m be an integer such
that 1 ≤ m ≤ ℓ; let also P1,P2 be fixed m-dimensional vector subspaces of V . Then the
following statements are equivalent:
(a) P1,P2 are rank-one connected;
(b) for every couple of simple vectors t1, t2 ∈ ∧mV tangent to P1,P2 (respectively),
the difference t1 − t2 is a simple m-vector;
(c) there exists a couple of simple vectors t1, t2 ∈∧mV tangent to P1,P2 (respectively)
such that the difference t1 − t2 is a simple m-vector.
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The proof of Lemma 3.37 is quite simple, nonetheless it is provided in Appendix A for
the sake of completeness.
After recalling Definition 3.2 (vertical planes) and the notation [ · ]J introduced in Re-
mark 3.4, we can eventually state the following result.
Proposition 3.38. Let k ∈ {1, . . . , n} and ζ ∈ J2n+1−k be fixed with ζ 6= 0. Then
(i) if k < n, there exists at most one (2n+ 1− k)-dimensional vertical plane P whose
unit tangent vector tP = t
H
P
is such that [tH
P
]J is a multiple of ζ;
(ii) if k = n, there exist at most two vertical (n + 1)-planes P whose unit tangent
vectors tP = t
H
P
are such that [tH
P
]J is a multiple of ζ. Moreover, if P1,P2 are
two different such planes, then P1 and P2 are not rank-one connected.
As we said, the long proof of Proposition 3.38 is postponed to Appendix A. It is however
worth observing that the non-uniqueness phenomenon allowed for by statement (ii) above
can indeed occur. In fact, consider the vertical 3-planes in H2
P1 := {(x, y, t) ∈ H
2 : x2 = y2 = 0} and P2 := {(x, y, t) ∈ H
2 : x1 = y1 = 0}.
Unit tangent vectors are provided by
tHP1 = X1 ∧ Y1 ∧ T and t
H
P2
= −X2 ∧ Y2 ∧ T
and, using for instance Example 3.23, one can easily check that [tH
P1
]J = [t
H
P2
]J . Observe
that P1 and P2 are not rank-one connected, as stated by Proposition 3.38. The latter also
guarantees that no vertical plane P 6= P1 such that [t
H
P
]J = [t
H
P1
]J exists other than P2.
See also Remarks A.2 and A.4.
4. Intrinsic Lipschitz graphs in Heisenberg groups
Though already introduced in Section 2, for the reader’s convenience we now recall the
notion of intrinsic Lipschitz graph. Assume that a splitting of Hn is fixed: namely, letW,V
be homogeneous (i.e., invariant under dilations) and complementary (i.e.,W∩V = {0} and
Hn = WV) subgroups of Hn. Each p ∈ Hn possesses a unique decomposition p = pWpV as
product of elements pW ∈W, pV ∈ V. For α ≥ 0, the homogeneous cone Cα along V is
Cα := {p ∈ H : ‖pV‖H ≥ α‖pW‖H} = {wv : w ∈W, v ∈ V, ‖v‖H ≥ α‖w‖H} .
The set Cα is homogeneous (i.e., invariant under dilations) and 0 ∈ Cα; actually, V ⊂ Cα.
For p ∈ Hn we set Cα(p) := pCα. Observe that Cα coincides with the cone C1/α defined in
§2.2: the reason for this change in notation is that, from now on, we will more frequently
deal with the intrinsic Lipschitz constants of maps rather than with the apertures of the
associated cones.
Given A ⊂W and a map φ :W→ V, the intrinsic graph of φ is the set
grφ := {wφ(w) : w ∈ A} ⊂ H
n.
We hereafter adopt the convention that, whenever a map φ : A→ V is introduced, we denote
by Φ : A→ Hn the associated graph map Φ(w) := wφ(w); in particular, grφ = Φ(A).
Definition 4.1. Let A ⊂W; we say that a map φ : A→ V is intrinsic Lipschitz continuous
if there exists α > 0 such that
∀ p ∈ grφ grφ ∩ Cα(p) = {p}. (4.1)
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We call intrinsic Lipschitz constant of φ the infimum of those positive α for which (4.1)
holds.
Intrinsic Lipschitz maps of low dimension (dimW ≤ n) are Euclidean Lipschitz contin-
uous and the Hausdorff dimension of their graphs equals the topological one, i.e., dimW.
See [46, Remark 3.11], [49, Proposition 3.7] or [6]. On the contrary, intrinsic Lipschitz maps
of low codimension k = dimV ≤ n are not better than Euclidean 1/2-Ho¨lder continuous,
see Remark 4.5. Despite this fractal behaviour (see also [57]) they enjoy good metric prop-
erties: for instance, the Hausdorff dimension of their graphs is the same, Q− k, as W, and
the (Q− k)-dimensional Hausdorff measure on their graph is even (Q− k)-Ahlfors regular:
see Remark 4.6 and the references therein.
4.1. Intrinsic Lipschitz graphs of low codimension. We are interested in intrinsic
Lipschitz graphs of codimension at most n; we then assume that k := dimV is a positive
integer not greater than n. It can be easily checked (see e.g. [47, Remark 3.12]) that this
forces V to be Abelian; by Remark 3.16, up to an isometric group isomorphism of Hn one
can always assume that
V = exp(span{X1, . . . , Xk}). (4.2)
Moreover, it follows from [49, Proposition 3.1] (alternatively, from Theorem 1.4) that, if
W,W′ are complementary to V and S ⊂ Hn is such that S = grφ for some intrinsic
Lipschitz φ : A→ V with A ⊂W, then there exists A′ ⊂W′ and an intrinsic Lipschitz map
φ′ : A′ → V such that S = grφ′. In particular, it will not be restrictive (see also Remark 6.1)
to assume that
W = exp(span{Xk+1, . . . , Xn, Y1, . . . , Yn, T}) if 1 ≤ k ≤ n− 1
W = exp(span{Y1, . . . , Yn, T}) if k = n.
(4.3)
Hence, from now on we work with the subgroups W,V defined in (4.2) and (4.3). In
coordinates
V = {(x, y, t) ∈ Rn × Rn × R : y = 0, xk+1 = . . . = xn = t = 0} if 1 ≤ k ≤ n− 1
V = {(x, y, t) ∈ Rn × Rn × R : y = 0, t = 0} if k = n (4.4)
W = {(x, y, t) ∈ Rn × Rn × R : x1 = . . . = xk = 0}.
For simplicity we will write v ∈ V and w ∈W as
v = (x1, . . . , xk) ∈ R
k
w = (xk+1, . . . , xn, y1, . . . , yn, t) ∈ R
2n+1−k if 1 ≤ k ≤ n− 1 (4.5)
w = (y1, . . . , yn, t) ∈ R
n+1 if k = n.
Notice that, if p = (x, y, t), then pV = (x1, . . . , xk). Observe also that the measure L
2n+1−k
induced on W by the identification W ≡ R2n+1−k in (4.5) is a Haar measure on W that is
also (Q− k)-homogeneous, i.e.,
L
2n+1−k(B(w, r) ∩W) = rQ−kL 2n+1−k(B(0, 1) ∩W) ∀ w ∈W, r > 0. (4.6)
In particular, L 2n+1−k coincides, up to multiplicative factors, with the Hausdorff H Q−k
and spherical Hausdorff S Q−k measures on W.
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We now write the intrinsic graph map Φ in coordinates: writing w ∈ W ≡ R2n+1−k and
φ(w) ∈ V ≡ Rk as in (4.5) one gets
Φ(w) = (φ(w), xk+1, . . . , xn, y1, . . . , yn, t−
1
2
〈φ(w), (y1, . . . , yk)〉) if 1 ≤ k ≤ n− 1
Φ(w) = (φ(w), y1, . . . , yn, t−
1
2
〈φ(w), y〉) if k = n,
(4.7)
where the scalar products appearing in (4.7) are those of Rk. Let us write an equivalent
analytic formulation for (4.1). Clearly, the latter is equivalent to require that
Φ(w′)−1Φ(w) = (−φ(w′))(−w′)wφ(w) /∈ Cα for all w,w
′ ∈ A, w 6= w′. (4.8)
Since W is a normal subgroup and V is commutative we have
(−φ(w′))(−w′)wφ(w) = (−φ(w′))(−w′)wφ(w′)︸ ︷︷ ︸
∈W
(φ(w)− φ(w′))︸ ︷︷ ︸
∈V≡Rk
and (4.8) is equivalent to
‖φ(w)− φ(w′)‖H < α‖(−φ(w
′))(−w′)wφ(w′)‖H for all w,w
′ ∈ A, w 6= w′.
After a boring computation (that we omit) and writing w = (xk+1, . . . , yn, t) and w
′ =
(x′k+1, . . . , y
′
n, t
′), when k < n we obtain that (4.1) is equivalent to
|φ(w)− φ(w′)|
< α
∥∥∥∥∥
(
xk+1 − x
′
k+1, . . . , yn − y
′
n, t− t
′ −
k∑
j=1
φj(w
′)(yj − y
′
j) +
1
2
n∑
j=k+1
(xjy
′
j − x
′
jyj)
)∥∥∥∥∥
H
(4.9)
for all points w = (xk+1, . . . , yn, t), w
′ = (x′k+1, . . . , y
′
n, t
′) ∈ A with w 6= w′. If k = n, the
formula above reads as
|φ(w)− φ(w′)| < α
∥∥∥∥∥
(
y1 − y
′
1, . . . , yn − y
′
n, t− t
′ −
k∑
j=1
φj(w
′)(yj − y
′
j)
)∥∥∥∥∥
H
(4.10)
for all w = (y1, . . . , yn, t), w
′ = (y′1, . . . , y
′
n, t
′) ∈ A, w 6= w′.
It is convenient to point out some basic facts about intrinsic Lipschitz functions.
Remark 4.2. Let φ : A ⊂W → V be intrinsic Lipschitz with intrinsic Lipschitz constant
not greater than α and assume that φ(0) = 0; then, |φ(w)| ≤ α‖w‖H for every w ∈ W. In
order to prove this statement, it is enough to plug w′ = 0 in (4.9) and (4.10).
Remark 4.3. Assume that Hn is endowed with the distance d∞ defined in (3.2) and let
α ≤ 1/2 be fixed. Then, for every intrinsic Lipschitz φ : W → V with intrinsic Lipschitz
constant not greater than α there holds
|pV − qV| ≤ 2αd∞(p, q) for every p, q ∈ grφ. (4.11)
We can assume without loss of generality that q = 0; using Remark 4.2
|pV| = |φ(pW)| ≤ αd∞(0, pW)
≤ α(d∞(0, p) + d∞(p, pW)) ≤ αd∞(0, p) +
1
2
d∞(pV, 0) = αd∞(0, p) +
1
2
|pV|,
which is (4.11).
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Remark 4.4. Assume that Hn is endowed with the distance d∞ defined in (3.2). Then, for
every ε > 0 there exists α¯ = α¯(ε, n, k) > 0 such that the following holds: for every intrinsic
Lipschitz map φ :W→ V with intrinsic Lipschitz constant not greater than α¯
(1− ε)|pV − φ(pW)| ≤ d∞(p, grφ) ≤ |pV − φ(pW)| ∀ p ∈ H
n. (4.12)
The second equality in (4.12) is trivial (and, actually, it holds for every φ :W→ V) because
d∞(p, grφ) ≤ d∞(p,Φ(pW)) = d∞(pWpV, pWφ(pW)) = d∞(0, (pV)
−1φ(pW)) = |pV − φ(pW)|.
In order to prove the first inequality in (4.12) we argue by contradiction. Assume that there
exists ε¯ > 0 such that, for every i ∈ N, there exist pi ∈ H
n and φi :W→ V such that φi is
intrinsic Lipschitz with intrinsic Lipschitz constant not greater than 1/i and
for every i d∞(pi, grφi) < (1− ε¯)|(pi)V − φi((pi)W)|. (4.13)
Up to a left translation we can assume that (pi)W = 0 and φi(0) = 0 for all i; in particular
pi ∈ V for all i and, up to a dilation, we can also assume that d∞(pi, 0) = 1, so that (4.13)
becomes
for every i d∞(pi, p¯i) = d∞(pi, grφi) < 1− ε¯, (4.14)
where the points p¯i ∈ grφi are chosen so that d∞(pi, p¯i) = d∞(pi, grφi). Observe that
d∞(0, p¯i) ≤ d∞(0, pi) + d∞(pi, p¯i) < 2; in particular, up to extracting a subsequence there
exist p ∈ V and p¯ ∈ B(0, 2) such that pi → p ∈ V and p¯i → p¯ as i → +∞; clearly,
d∞(p, 0) = 1. By Remark 4.2 we have that φi → 0 uniformly on compact sets of W
(equivalently: grφi → W with respect to the local Hausdorff convergence of closed sets in
Hn), in particular p¯ ∈W. Letting i→ +∞ in (4.14) provides
d∞(p, p¯) ≤ 1− ε¯.
However, writing p = (p1, . . . , pk, 0, . . . , 0) and p¯ = (0, . . . , 0, p¯k+1, . . . , p¯2n+1) we notice that
d∞(p, p¯) ≥ |(p1, . . . , pk)| = d∞(0, p) = 1,
a contradiction.
Remark 4.5. It follows from (4.9)–(4.10) that, if K ⊂ W is compact and φ : W → V is
intrinsic Lipschitz with intrinsic Lipschitz constant α, then there exists M =M(α, φ(0), K)
such that |φ| ≤M on K.
In particular, one can apply [48, Proposition 4.8] to get the following: for every α > 0
and every compact set K ⊂W there exists C = C(α,K) > 0 such that, for every w,w′ ∈ K
and every intrinsic Lipschitz φ :W→ V with φ(0) = 0 and intrinsic Lipschitz constant not
greater than α, the 1/2-Ho¨lder estimate
|φ(w)− φ(w′)| ≤ C|w − w′|1/2
holds, where | · | denote the Euclidean norm in W ≡ R2n+1−k.
Remark 4.6. It was proved in [49, Theorem 3.9] that the (Q − k)-dimensional Haus-
dorff measure on intrinsic Lipschitz graphs graphs is (Q− k)-Ahlfors regular; in particular,
intrinsic Lipschitz graphs have the same Hausdorff dimension Q − k of the domain W.
Actually, the statement of [49, Theorem 3.9] is more quantitative: in fact, it states that for
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every α > 0 there exists C1 = C1(α) > 0 such that, for every intrinsic Lipschitz function
φ :W→ V whose intrinsic Lipschitz constant is not greater than α, one has
C1
−1rQ−k ≤ S Q−k(grφ ∩ B(p, r)) ≤ C1r
Q−k ∀ p ∈ grφ, r > 0. (4.15)
Let us point out for future references one further consequence that is implicitly proved
in [49, Theorem 3.9]. Denote by πW : H
n →W the projection πW(p) := pW; by [49, formula
(44)] there exists a constant C2 = C2(α) ∈ (0, 1) such that, for every φ as above,
πW(B(p, C2r)) ⊂ πW(grφ ∩B(p, r)) ⊂ πW(B(p, r)) ∀ p ∈ grφ, r > 0.
By [49, Lemma 2.20], which states that there exists C3 > 0 such that
L
2n+1−k(πW(B(p, r)) = C3r
Q−k ∀ p ∈ Hn, r > 0,
we deduce that
C4
−1
S
Q−k grφ ≤ Φ#(L
2n+1−k W) ≤ C4S
Q−k grφ
for a suitable C4 = C4(α) > 0, where Φ# denotes push-forward of measures. Since
S Q−k grφ is a doubling measure, one can differentiate the measure Φ#(L
2n+1−k W)
with respect to S Q−k grφ (see e.g. [77]) to get the existence of g : grφ → [C4
−1, C4] such
that Φ#(L
2n+1−k W) = gS Q−k grφ. Equivalently, there exists a measurable function
Jφ :W→ [C4
−1, C4] such that
S
Q−k grφ = Φ#(Jφ L
2n+1−k W).
Theorem 1.3 (proved later in Section 7) will show that Jφ coincides with the intrinsic
Jacobian determinant Jφφ of φ (see Definition 4.9 below) up to a multiplicative constant.
We will of course need to consider Jφ and J
φφ as separate notions until Theorem 1.3 is
proved and we therefore ask the reader to remember that the two objects are distinguished
even though quite similar in notation.
4.2. Intrinsic differentiability and blow-ups of intrinsic Lipschitz maps. Left-
translations of intrinsic Lipschitz graphs are also intrinsic Lipschitz graphs. When A ⊂W,
w¯ ∈ A and an intrinsic Lipschitz map φ : A → V are fixed and one sets p¯ := w¯φ(w¯), then
(see [7, Proposition 3.6] or [49, Proposition 2.21]) p¯−1grφ is the intrinsic Lipschitz graph of
the map φw¯ : p¯
−1Aφ(w¯)→ V defined by
φw¯(w) := φ(w¯)
−1φ(p¯wφ(w¯)−1).
We observe that the domain p¯−1Aφ(w¯) = φ(w¯)−1w¯−1Aφ(w¯) of φw¯ is a subset ofW because
W is a normal subgroup; moreover, φw¯(0) = 0 by construction. Clearly, φw¯ has the same
intrinsic Lipschitz constant as φ.
Dilations of intrinsic Lipschitz graphs are intrinsic Lipschitz graphs too: if A and φ are
as above, r > 0 and φ(0) = 0, then δr(grφ) is the intrinsic Lipschitz graph of the function
φr : δrA→ V defined by
φr(w) := δrφ(δ1/rw) = rφ(δ1/rw).
The intrinsic Lipschitz constant of φr equals the one of φ.
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Definition 4.7. Let φ : A → V be a map defined on a (relatively) open subset A ⊂ W.
We say that φ¯ : W → V is a blow-up of φ at w¯ ∈ A if there exists a sequence (rj)j such
that rj → +∞ as j → +∞ and
lim
j→∞
(φw¯)
rj = φ¯ locally uniformly on W.
Remark 4.8. Clearly, every blow-up φ¯ of φ is such that φ¯(0) = 0. Blow-ups of φ at w¯
are in general not unique. The functions (φw¯)
r, r > 0, have the same intrinsic Lipschitz
constant as φ; in particular, every blow-up of φ in intrinsic Lipschitz continuous with
intrinsic Lipschitz constant not greater than the one of φ.
We say that ψ : W → V is intrinsic linear if its graph grψ is a homogeneous subgroup
of Hn; in coordinates, this is equivalent to requiring that grψ is a vertical plane (recall
Definition 3.2) of dimension 2n + 1 − k. Another characterization can be given as follows.
For every w ∈W define wH ∈ R
2n+1−k as
wH := (xk+1, . . . , yn) if k < n and w = (xk+1, . . . , yn, t)
wH := (y1, . . . , yn) if k = n and w = (y1, . . . , yn, t).
(4.16)
Then, ψ is intrinsic linear if and only if there exists a k× (2n−k) matrixM (here identified
with a linear map M : R2n−k → Rk ≡ V) such that, for every w ∈W, ψ(w) = M wH .
We can now state the following definition.
Definition 4.9. Let A ⊂W be open and φ : A→ V be given; we say that φ is intrinsically
differentiable at w¯ ∈ A if there exists an intrinsic linear map dφw¯ :W→ V such that
lim
s→0
(
sup
{
d(φw¯(w), dφw¯(w))
d(0, w)
: w ∈W ∩ B(0, s)
})
= 0.
The map dφw¯ is called intrinsic differential of φ at w¯; the intrinsic graph of dφw¯ is called
tangent plane to grφ at Φ(w¯) and is denoted by Tan
H
grφ
(Φ(w¯)).
The intrinsic gradient ∇φφ(w¯) is the unique k × (2n − k) matrix such that dφw¯(w) =
∇φφ(w¯)wH for every w ∈W. We also define the intrinsic Jacobian determinant J
φφ(w¯) of
φ at w¯ as
Jφφ(w¯) :=
(
1 +
∑
M
(detM)2
)1/2
,
where the sum ranges on all minors (of any size) of the matrix ∇φφ.
Remark 4.10. The notions introduced in Definition 4.9 (and, in particular, that of intrinsic
Jacobian needed in Theorem 1.3) make sense also when the subgroupsW,V are orthogonal,
i.e., when they are orthogonal as linear subspaces of Hn ≡ R2n+1. In fact, as Remark 3.16
(see also [29, §2.4]) in this case there exists an isometric H-linear isomorphism sendingW,V
to the subgroups defined in (4.3) and (4.2).
Remark 4.11. It will be convenient to denote the components (∇φφ)ij of the intrinsic
gradient using indices that vary in the ranges i = 1, . . . , k and j = k + 1, . . . , 2n. This
choice might seem a bit unusual for what concerns the index j, but it is somehow suggested
by the definition of wH . Further justification is provided in §4.5.
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In the following Proposition 4.12 we collect several statements that are equivalent to
intrinsic differentiability: the equivalences among (a), (b) and (c) are straightforward while
for the equivalence with (d) we refer to [48, Theorem 4.15].
Proposition 4.12. Consider an open set A ⊂ W, a map φ : W → V and a point w¯ ∈ A.
Then the following statements are equivalent:
(a) φ is intrinsically differentiable at w¯;
(b) there exists an intrinsic linear map ψ : W → V such that (φw¯)
r → ψ locally uni-
formly on W as r → +∞;
(c) the blow-up of φ at w¯ is unique and it is an intrinsic linear map;
(d) there exists a (2n + 1 − k)-dimensional vertical plane P that is complementary to
V and such that, as r → +∞, the sets δr(Φ(w¯)
−1grφ) converge to P with respect to
the local Hausdorff convergence of sets. , i.e.,
lim
s→0+
(
sup
{
d(Φ(w¯)−1p,P)
d(Φ(w¯), p)
: p ∈ grφ ∩ B(Φ(w¯), s)
})
= 0. (4.17)
Moreover, the plane P in (d) coincides with TanHgrφ(Φ(w¯)).
It is worth observing that intrinsic graphs parameterizing H-regular submanifolds are
intrinsically differentiable: see Remark 4.18 for a precise statement.
As one can easily guess, intrinsic Lipschitz functions with small Lipschitz constant have
small intrinsic gradient at differentiability points; the following lemma provides a quanti-
tative version of this statement.
Lemma 4.13. Assume that Hn is endowed with the distance d = d∞ introduced in (3.2).
Let φ : A→ V be an intrinsic Lipschitz function defined on an open set A of W and let α
be the intrinsic Lipschitz constant of φ. Then for every point w ∈ A where φ is intrinsically
differentiable we have
|(∇φφ(w))ij| ≤ α ∀ i = 1, . . . , k, ∀ j = k + 1, . . . , 2n. (4.18)
Proof. By Remark 4.8, the intrinsic differential dφw is intrinsic Lipschitz with Lipschitz
constant not greater than α. Let i, j be as in (4.18); then, by Remark 4.2 we have
|(∇φφ(w))ij| = |(dφw(exp(Wj)))i| ≤ α‖ exp(Wj)‖H = α d∞(0, exp(Wj)) = α,
where (dφ(exp(Wj)))i is the i-component of dφw(exp(Wj)) ∈ V ≡ R
k. 
4.3. Blow-ups of intrinsic Lipschitz maps are almost always t-invariant. The aim
of this section is the proof of the following Lemma 4.16, a very first step towards The-
orem 1.1. Given h ∈ R, we write ~h := exp(hT ) and we observe that, in coordinates,
(x, y, t)~h = (x, y, t+ h).
We say that φ :W→ V is t-invariant if
φ(w~h) = φ(w) for every w ∈W, h ∈ R.
With the notation introduced in (4.16), φ :W→ V is t-invariant if and only if there exists
fφ : R
2n−k → Rk ≡ V such that
φ(w) = fφ(wH) for every w ∈W. (4.19)
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Clearly, every intrinsic linear map ψ : W → V is t-invariant: a simple consequence of this
fact is contained in the following observation.
Remark 4.14. If φ is intrinsically differentiable at w¯, then
|φ(w¯~h)− φ(w¯)| = o(|h|1/2) as h→ 0.
This is a simple consequence of the fact that, as r → +∞, (φw¯)
r converges to an intrinsic
linear (and then t-invariant) map.
Let us collect some basic facts about intrinsic Lipschitz maps that are also t-invariant:
thought very simple, they will be useful in the sequel.
Lemma 4.15. Let φ :W→ V be intrinsic Lipschitz continuous and t-invariant and let fφ
be as in (4.19). Then
(i) fφ : R
2n−k → Rk and φ :W ≡ R2n−k → V ≡ Rk are Euclidean Lipschitz continuous;
(ii) the intrinsic graph grφ coincides with
{(fφ(w), w, t) ∈ R
k × R2n−k × R ≡ Hn : w ∈ R2n−k, t ∈ R}
(iii) φ is Euclidean differentiable at w¯ if and only if fφ is Euclidean differentiable at w¯H ;
(iv) φ is intrinsically differentiable at w¯ if and only if it is Euclidean differentiable at w¯.
In this case, ∇φφ(w¯) = ∇fφ(w¯H).
Proof. The second part of statement (i) is a direct consequence of the first one, that we
now prove only in case k < n as the case k = n requires only minor adjustment in the
notation. For every u = (xk+1, . . . , yn) ∈ R
2n−k and u′ = (x′k+1, . . . , y
′
n) ∈ R
2n−k consider
w := (xk+1, . . . , yn, 0) ∈ W and w
′ := (x′k+1, . . . , y
′
n, t
′) ∈ W, where t′ = t′(u, u′) is defined
by
t′ :=
1
2
n∑
j=k+1
(xjy
′
j − x
′
jyj)−
k∑
j=1
(fφ(u
′))j(yj − y
′
j).
From (4.9) we deduce that for a suitable α > 0 and a positive C depending on the distance
d
|fφ(u)− fφ(u
′)| = |φ(w)− φ(w′)|
≤ α‖(xk+1 − x
′
k+1, . . . , yn − y
′
n, 0)‖H
≤ Cαd∞(0, (xk+1 − x
′
k+1, . . . , yn − y
′
n, 0))
= Cα‖u− u′‖R2n−k .
This proves (i).
Statements (ii) and (iii) are trivial. Concerning (iv), if fφ is Euclidean differentiable at
w¯ ∈W one has
φw¯(w) = φ(w¯)
−1φ(w¯φ(w¯)wφ(w¯)−1) = fφ((w¯φ(w¯)wφ(w¯)
−1)H)− fφ(w¯H)
= fφ(w¯H + wH)− fφ(w¯H) = ∇fφ(w¯)wH + o(|wH|).
(4.20)
and the intrinsic differentiability of φ at w¯ follows because |wH | ≤ d∞(0, w) ≤ Cd(0, w) for
a suitable C > 0. Conversely, assume that φ is intrinsically differentiable at w¯; for every
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u ∈ R2n−k we define w = (u, 0) ∈W and, as in (4.20), we obtain
fφ(w¯H + u)− fφ(w¯H) = fφ(w¯H + wH)− fφ(w¯H)
= φw¯(w) = dφw¯(w) + o(d∞(0, w)) = ∇
φφ(w¯)wH + o(|u|).
This proves that fφ is Euclidean differentiable at w¯H and, by (iii), that φ is Euclidean
differentiable at w ∈W. 
We now state and prove the following result, that will play a distinguished role in the
proof of Theorem 1.1.
Lemma 4.16. Let φ :W→ V be intrinsic Lipschitz. Then there exists a L 2n+1−k-negligible
set E ⊂ W such that, for every w¯ ∈ W \ E and every blow-up φ¯ : W → V of φ at w¯, φ¯ is
t-invariant.
Proof. We prove the statement assuming k < n, the case k = n requiring only straightfor-
ward modifications in the notation.
We claim that
for a.e. w¯ ∈W |φ(w¯~h)− φ(w¯)| = o(|h|1/2) as h→ 0. (4.21)
To prove this we write φ = (φ1, . . . , φk) ∈ V ≡ R
k and, for every fixed i ∈ {1, . . . , k}
and every fixed (x¯k+1, . . . , x¯n, y¯1, . . . , y¯i−1, y¯i+1, . . . y¯n) ∈ R
2n−k−1, we consider the map ψi :
R2 → R defined by
ψi(y, t) := φi(x¯k+1, . . . , x¯n, y¯1, . . . , y¯i−1, y, y¯i+1, . . . y¯n, t)
Using (4.9) we obtain that for every y, y′, t, t′ ∈ R
|ψi(y, t)− ψi(y
′, t′)| ≤ α ‖(0, . . . , 0, y − y′, 0, . . . , 0, t− t′ − ψi(y
′, t′)(y − y′)‖
H
where α is the intrinsic Lipschitz constant of φ. This ensures that ψi is intrinsic Lipschitz
in H1, i.e., when seen as a map ψi : W
′ → V′ where W′ := {(0, y, t) : y, t ∈ R} and
V′ := {(x, 0, 0) : x ∈ R}. By the Rademacher’s theorem for intrinsic Lipschitz graph of
codimension one [48], ψi is intrinsically differentiable at L
2-a.e. (y, t) ∈W′ and, by Remark
4.14, for every such (y, t) one has
|ψi(y, t+ h)− ψi(y, t)| = o(|h|
1/2) as h→ 0.
The claim (4.21) easily follows.
In order to prove the statement of the lemma it suffices to prove that, for every fixed
ε > 0, there exists Eε ⊂W such that
(a) L 2n+1−k(Eε) < ε
(b) for every w¯ ∈W \ Eε and every blow-up φ¯ :W→ V of φ at w¯, φ¯ is t-invariant.
By (4.21) and Severini-Egorov Theorem, for every ε > 0 there exists Eε ⊂W such that
(1) L 2n+1−k(Eε) < ε
(2) there exists a sequence (δi)i such that
|φ(w¯~h)− φ(w¯)| <
|h|1/2
i
for every w¯ ∈W \ Eε, i ∈ N and h ∈ (−δi, δi)
By (4.6), the Lebesgue measure L 2n+1−k is doubling and the Lebesgue theorem holds in
the metric measure space (W, d,L 2n+1−k) (see e.g. [84, Chapter 1]). Therefore, up to
modifying Eε on a negligible set we can also assume that
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(3) for every w¯ ∈W \ Eε
lim
s→0
L 2n+1−k(B(w¯, s) ∩W \Eε)
L 2n+1−k(B(w¯, s) ∩W)
= 1.
By construction, Eε satisfies (a) above; we are going to prove it also satisfies (b), thus
completing the proof.
Let then w¯ ∈W\Eε and a blow-up φ¯ :W→ V of φ at w¯ be fixed; up to a left-translation,
we can assume without loss of generality that w¯ = 0. Let rj → +∞ be a sequence such
that
lim
j→+∞
φrj = φ¯ in L∞loc(W).
Let R > 0 be fixed; we prove that
φ¯(xk+1, . . . , yn, t) = φ¯(xk+1, . . . , yn, 0) ∀ (xk+1, . . . , yn, t) ∈ [−R,R]
2n+1−k ⊂W ≡ R2n+1−k,
which would immediately give (b). In turn, it is enough to prove that for every η > 0 there
exists ¯ ∈ N such that
|φrj(xk+1, . . . , yn, t)−φ
rj (xk+1, . . . , yn, 0)| < η ∀ j ≥ ¯, ∀ (xk+1, . . . , yn, t) ∈ [−R,R]
2n+1−k.
(4.22)
Observe that, by property (3), for j large enough the set δrj(W \ Eε) is η-dense in the
box [−R,R]2n+1−k: namely, for every w = (xk+1, . . . , yn, t) ∈ [−R,R]
2n+1−k there exists
w′ ∈ δrj(W \ Eε) ∩ [−R,R]
2n+1−k such that |w − w′| < η. We write w′ = (x′k+1, . . . , y
′
n, t
′);
setting i := ⌊R1/2/η⌋+ 1, for large enough j (and, namely, for r2j > R/δi) we have
|φrj(x′k+1, . . . , y
′
n, t
′)− φrj(x′k+1, . . . , y
′
n, 0)|
= rj
∣∣∣φ(x′k+1rj , . . . , y′nrj , t′r2j )− φ(x′k+1rj , . . . , y′nrj , 0)∣∣∣ ≤ rj |t′|1/2i rj ≤ R
1/2
i
< η
where we used | t
′
r2j
| ≤ R
r2j
< δi and the fact that (
x′k+1
rj
, . . . , y
′
n
rj
, t
′
r2j
) = δ1/rj (w
′) ∈ W \ Eε
satisfies (2). By Remark 4.5 there exists C > 0 (depending only on R and the Lipschitz
constant of φrj , which is the same as the Lipschitz constant of φ and is thus independent
of j) we finally obtain for large enough j
|φrj(xk+1, . . . , yn, t)− φ
rj(xk+1, . . . , yn, 0)| ≤ |φ
rj(xk+1, . . . , yn, t)− φ
rj(x′k+1, . . . , y
′
n, t
′)|
+ |φrj(x′k+1, . . . , y
′
n, t
′)− φrj(x′k+1, . . . , y
′
n, 0)|
+ |φrj(x′k+1, . . . , y
′
n, 0)− φ
rj(xk+1, . . . , yn, 0)|
≤ 2C|w − w′|1/2 + η
≤ 2Cη1/2 + η.
Since the requirements made on j depend on η and R but not on (xk+1, . . . , yn, t) ∈
[−R,R]2n+1−k, we have proved the existence of ¯ such that (4.22) holds. This concludes the
proof. 
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4.4. H-regular submanifolds and H-rectifiable sets. In this section we briefly intro-
duce submanifolds with intrinsic C1 regularity in Heisenberg groups together with the
notion of H-rectifiability. We refer to [47] for a more comprehensive presentation.
Given an open set U ⊂ Hn, we say that f : U → R is of class C1H if f is continuous and
its horizontal derivatives
∇Hf := (X1f, . . . , Xnf, Y1f, . . . , Ynf)
are represented by continuous functions on U . In this case we write f ∈ C1H(U). We agree
that, for every p ∈ U , ∇Hf(p) ∈ R
2k is identified with the horizontal vector
∇Hf(p) := X1f(p)X1 + · · ·+ Ynf(p)Yn ∈ h1.
Definition 4.17. Let k ∈ {1, . . . , n} be fixed. We say that S ⊂ Hn is a H-regular sub-
manifold (or a C1H-submanifold) of codimension k if, for every p ∈ S, there exist an open
neighbourhood U ⊂ Hn of p and f ∈ C1H(U,R
k) such that
S ∩ U = {q ∈ U : f(q) = 0} and ∇Hf(q) has rank k for all q ∈ U .
We also define the horizontal normal nHS (p) to S at p as the horizontal k-vector
nHS (p) :=
∇Hf1(p) ∧ · · · ∧ ∇Hfk(p)
|∇Hf1(p) ∧ · · · ∧ ∇Hfk(p)|
∈∧kh1
and the (horizontal) tangent tHS (p) := ∗n
H
S (p) ∈∧2n+1−kh.
In the definition of the tangent multi-vector tHS the symbol ∗ denotes the Hodge operator.
The latter, recalling the notation introduced in (3.4) and (3.5), can be defined as the linear
isomorphism ∗ :∧kh→∧2n+1−kh such that
∗WI := (−1)
σ(I)WI∗ for every I ⊂ {1, . . . , 2n+ 1} such that |I| = k
where I∗ := {1, . . . , 2n+1} \ I and σ(I) denotes the number of couples (i, i∗) ∈ I × I∗ such
that i > i∗. Equivalently, the sign (−1)σ(I) can be defined by requiring that WI ∧WI∗ =
(−1)σ(I)W{1,...,2n+1} and, all in all, this amounts to requiring that
v ∧ ∗v = |v|2X1 ∧ · · · ∧ Yn ∧ T ∀ v ∈∧∗h
where the norm | · | is the one associated with the canonical scalar product on multi-vectors
making the basis WI orthonormal. Notice that, if v = v1 ∧ · · · ∧ vk ∈ ∧kh1 is a simple
horizontal k-vector, then ∗v = w ∧ T for some w ∈ ∧2n−kh1. In particular, the horizontal
tangent tHS (p) is in fact a vertical multi-vector, i.e., it can be written as t
H
S (p) = τ
H
S (p) ∧ T
for a unique unit vector in τHS (p) ∈ ∧2n−kh1. Observe that, when S is of class C1, the
definition of τHS is consistent with (3.30).
Both nHS and t
H
S are unit simple vectors. Observe that they are well-defined (even though
only up to a sign), i.e., independent from the choice of the defining function f . One way of
proving this fact is by considering the blow-up of S at p: indeed one has
lim
r→0+
δ1/r(p
−1S) = TanHS (p), (4.23)
where the limit is taken with respect to the local Hausdorff convergence and TanHS (p) :=
exp(span tHS (p)). See e.g. [47]. The (2n+1− k)-plane Tan
H
S (p) is a vertical plane according
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to Definition 3.2 and it is called tangent plane to S at p. As a consequence of Theorem 4.19
below (see also [56, Lemma 3.4]), we have the weak convergence of measures
S
Q−k δ1/r(p
−1S)⇀ S Q−k TanHS (p). (4.24)
Also the vector τHS is defined only up to a sign; its geometric meaning is provided by the
equality
exp(span τHS (p)) = Tan
H
S (p) ∩ exp(h1).
Remark 4.18. Proposition 4.12 implies that the notation TanHS introduced in (4.23) is
consistent with the notation TanHgrφ of Definition 4.9. As a consequence, if A ⊂W is open
and the function φ : A → V parameterizes a H-regular submanifold S = grφ such that
TanHS (p) is complementary to V for every p ∈ S, then φ is intrinsically differentiable at
every point of A.
It is well-known that H-regular submanifolds are locally intrinsic Lipschitz graphs and
that an integral formula can be provided for their spherical Hausdorff measure S Q−k. We
resume these facts in the following statement, which summarizes several results available
in the (quite vast) literature and in particular [7, Theorem 4.2], [47, Theorem 4.1] and [29,
formula (43)]; see also [4, 15, 16, 26, 28, 31, 32, 56, 64, 70]. It is worth recalling that the
intrinsic Jacobian determinant Jφφ was introduced in Definition 3.29.
Theorem 4.19. Let S ⊂ Hn be a H-regular submanifold of codimension k ≤ n. Then for
every p ∈ S there exist an open neighbourhood U of p, an open set A ⊂W and an intrinsic
Lipschitz φ : A→ V such that, up to an isometric H-linear isomorphism of Hn,
S ∩ U = grφ
φ is intrinsically differentiable on A
∇φφ is continuous.
Moreover
S
Q−k(E) = Cn,k
ˆ
Φ−1(E)
Jφφ dL 2n+1−k for every Borel set E ⊂ S ∩ U (4.25)
where Φ(w) := wφ(w) and Cn,k > 0 is the same constant as in Proposition 1.9.
Remark 4.20. As pointed out in [29], the area formula (4.25) holds more generally when
W,V are orthogonal (recall Remark 4.10).
Remark 4.21. As explained in [65] and [29], the exact value of the constant Cn,k (which,
from the philological point of view, in the present paper is introduced for the first time in
Lemma 3.31) in Proposition 1.9 and Theorem 4.19 is
Cn,k =
(
sup
{
L
2n+1−k(W ∩ B(p, 1)) : p ∈ B(0, 1)
})−1
.
The rotational invariance of the distance d plays an important role, see [29, Theorem 2.12].
We now introduce intrinsic rectifiable sets in Heisenberg groups.
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Definition 4.22. Let k ∈ {1, . . . , n}; we say that R ⊂ Hn is a H-rectifiable set of codi-
mension k if S Q−k(R) <∞ and there exists a finite or countable family (Sj)j of H-regular
submanifolds of codimension k such that
S
Q−k
(
R \
⋃
j
Sj
)
= 0.
We say that R ⊂ Hn is a locally H-rectifiable set of codimension k if R ∩ B(0, r) is H-
rectifiable of codimension k for every r > 0.
We will later use the well-known fact that sets that are rectifiable (see e.g. [38]) in
the Euclidean sense are also H-rectifiable. As a matter of terminology, we say that a set
R ⊂ Hn ≡ R2n+1 is locally Euclidean rectifiable of codimension k if S|·|
2n+1−k R is a locally
finite measure and there exists a finite or countable family (Sj)j of Euclidean Lipschitz
submanifolds of codimension k such that
S|·|
2n+1−k(R \
⋃
j
Sj) = 0,
where S|·|
2n+1−k denotes the spherical Hausdorff measure with respect to the Euclidean
distance on Hn ≡ R2n+1. If S|·|
2n+1−k(R) <∞ we say that R is Euclidean rectifiable.
Proposition 4.23. Let R ⊂ H2n+1 be locally Euclidean rectifiable of codimension k, 1 ≤
k ≤ n. Then R is also locally H-rectifiable of codimension k.
A proof of Proposition 4.23 can be found for instance in [47, Proposition 5.4].
We also recall that classical rectifiable sets of dimension m in Rn can be equivalently
defined as those sets with finite S m|·| -measure that can be covered, up to S
m
|·| -negligible
sets, by a countable family of (possibly rotated or translated) graphs of Lipschitz maps
Rm → Rn−m. As we will prove later in Corollary 7.4, a similar statement holds in Heisenberg
groups: namely, R ⊂ Hn is H-rectifiable of codimension k ∈ {1, . . . , n} if and only if
S Q−k(R) < ∞ and there exists a countable family (φj)j of intrinsic Lipschitz maps φj :
Wj → Vj , whereWj,Vj are homogeneous complementary subgroups ofH
n with dimVj = k,
such that
S
Q−k
(
R \
⋃
j
grφj
)
= 0.
Definition 4.24. If R ⊂ Hn is locally H-rectifiable and (Sj)j is a family of H-regular
submanifolds as in Definition 4.22, we define the horizontal normal nHR(p) ∈∧kh1 at p ∈ R
by
nHR(p) := n
H
Sj
(p) if p ∈ R ∩ Sj.
Accordingly, we set tHR(p) := ∗n
H
R(p) ∈ ∧2n+1−kh and TanHR(p) := exp(span(tHR(p)). Even-
tually, we define τHR (p) ∈∧2n−kh1 by requiring that tHR(p) = τHR (p) ∧ T .
The objects introduced in Definition 4.24 are well-defined S Q−k-almost everywhere on R
(as usual, up to a sign) because of the following well-known lemma, whose proof we sketch
for the sake of completeness.
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Lemma 4.25. Let S1, S2 ⊂ H
n be H-regular submanifolds of codimension k ∈ {1, . . . , n};
then
S
Q−k({p ∈ S1 ∩ S2 : n
H
S1
(p) /∈ {±nHS2(p)}}) = 0.
Proof. Let E := {p ∈ S1 ∩ S2 : n
H
S1
(p) /∈ {±nHS2(p)}}. For every p ∈ E we have
lim sup
r→0+
δ1/r(p
−1E) ⊂ lim sup
r→0+
δ1/r(p
−1(S1 ∩ S2)) ⊂ Tan
H
S1
(p) ∩ TanHS2(p),
where the lim sup are taken with respect to the local Hausdorff topology. Since the right-
hand side is a vertical plane of dimension at most 2n−k, the statement now follows from [71,
Lemma B.3]. 
4.5. Currents induced by C1 intrinsic graphs. We now want to study currents induced
by C1 regular intrinsic graphs of codimension k in Hn with 1 ≤ k ≤ n. Assume that a C1
map φ :W→ V is fixed; we introduce the family ∇φ = (∇φk+1, . . . ,∇
φ
2n) of vector fields on
W defined by
∇φi :=

Xi if k + 1 ≤ i ≤ n
Yi−n + φi−nT = ∂yi−n + φi−n∂t if n + 1 ≤ i ≤ n+ k
Yi−n if n + k + 1 ≤ i ≤ 2n.
(4.26)
The vectors ∇φi are tangent to W because so are Xk+1, . . . , Yn, T . The family ∇
φ was
introduced in [4] in the case of codimension 1 and in [28, 82] for codimension k ≤ n.
Remark 4.26. The notation introduced in (4.26) is consistent with the one in Defini-
tion 4.9: in fact (see e.g. [28, Proposition 3.7]), when φ is of class C1 the components of the
matrix ∇φφ(w) associated with the intrinsic differential dφw are precisely the derivatives
∇φi φj(w) of φ = (φ1, . . . , φk) along the directions ∇
φ
i .
Recalling the notation Wi and Φ introduced in (3.4) and (4.7), one can differentiate the
graph map Φ along the directions ∇φi to obtain that, for every w ∈W, the vectors
∇φi Φ(w) =
(
Wi +
k∑
h=1
∇φi φh(w)Xh
)
(Φ(w)), i = k + 1, . . . , 2n (4.27)
(which should be thought of as vectors in Φ(w) that are continuous with respect to w)
are horizontal and tangent to the submanifold S := grφ at the point Φ(w). The equality
in (4.27) comes from a boring computation that we omit. Since the vectors ∇φi Φ(w),
i = k + 1, . . . , 2n, are also linearly independent, they generate the (2n − k)-dimensional
subspace TΦ(w)S ∩ h1, hence the multi-vector
∇φΦ(w) := ∇φk+1Φ(w) ∧ · · · ∧ ∇
φ
2nΦ(w) ∈∧2n−kh1 (4.28)
is a multiple of the unit multi-vector τHS (Φ(w)) defined in §3.5.
Remark 4.27. It is worth noticing that the intrinsic Jacobian determinant Jφφ(w) equals
the norm |∇φΦ(w)| of the multi-vector ∇φΦ(w). As usual, the norm on multi-vectors is the
one induced by the left-invariant scalar product making X1, . . . , Yn, T orthonormal.
We state for future references the following result, which is essentially a restatement of
Theorem 1.6.
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Proposition 4.28. Let A ⊂ W and φ : A → V be intrinsic Lipschitz. Then there exists
a sequence (φi)i∈N of C
∞ smooth and uniformly intrinsic Lipschitz maps φi :W→ V such
that
φi → φ uniformly in A as i→∞ .
Moreover, there exists C > 0, depending only on the intrinsic Lipschitz constant of φ and
the distance d, such that
|∇φiΦi(w)| ≤ C for every i ∈ N and w ∈W,
where Φi is the graph map W ∋ w 7→ wφi(w) ∈ H
n.
Proof. The first part of the statement is Theorem 1.6, while the second one is a consequence
of Lemma 4.13, Remark 4.26 and (4.27). 
Similarly as in (4.27) one gets
TΦ(w) =
(
T +
k∑
h=1
Tφh(w)Xh
)
(Φ(w)). (4.29)
The vector fields in (4.27) and (4.29) generate the tangent space to S at Φ(w). We then
fix the orientation of S is such a way that
tS(Φ(w)) :=
∇φΦ ∧ TΦ
|∇φΦ ∧ TΦ|
is positively oriented for every w ∈W. (4.30)
Observe that 〈tS,Wk+1 ∧ · · · ∧W2n ∧ T 〉 6= 0 on S. Actually, our choice of the orientation
for S corresponds to declaring that a unit tangent vector tS is positively oriented if and
only if 〈tS,Wk+1 ∧ · · · ∧W2n ∧ T 〉 > 0 on S.
Recalling the notation introduced in (3.29), we deduce from (4.27), (4.29) and (4.30) that
ηS(Φ(w)) =
∇φΦ(w)
|∇φΦ(w) ∧ TΦ(w)|
,
which implies τHS (Φ(w)) = ∇
φΦ(w)/|∇φΦ(w)| and, eventually,
tHS (Φ(w)) =
∇φΦ(w)
|∇φΦ(w)|
∧ T. (4.31)
The multi-vector ∇φΦ also allows to characterize the Heisenberg current associated with
a C1 intrinsic graph. The following lemma is an important tool used in the proof of
Theorem 1.1.
Lemma 4.29. Let φ : W → V be a C1 map and let the graph S := grφ be oriented as
in (4.30). Then
JSK(ω) = Cn,k
ˆ
W
〈∇φΦ(w) ∧ T | ω(Φ(w))〉 dL 2n+1−k(w) for every ω ∈ D2n+1−kH ,
where the constant Cn,k > 0 is the one provided by Proposition 1.9.
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Proof. We have for every ω ∈ D2n+1−kH
JSK(ω) = Cn,k
ˆ
S
〈[tHS (p)]J | ω(p)〉 dS
Q−k(p)
= Cn,k
ˆ
W
〈tHS (Φ(w)) | ω(Φ(w))〉 J
φφ(w) dL 2n+1−k(w)
= Cn,k
ˆ
W
〈
∇φΦ(w)
|∇φΦ(w)|
∧ T
∣∣∣∣ω(Φ(w))〉 Jφφ(w) dL 2n+1−k(w)
= Cn,k
ˆ
W
〈∇φΦ(w) ∧ T | ω(Φ(w))〉 dL 2n+1−k(w),
where the first equality comes from Theorem 4.19 and a change of variable, the second one
is justified by (4.31) and the last one by Remark 4.27. 
5. The Constancy Theorem for Heisenberg currents
The classical Constancy Theorem (see e.g. [38, 4.17] or [83, Theorem 26.27]) states that,
if T is an n-dimensional current in a connected open set U ⊂ Rn such that ∂T = 0, then
T is constant, i.e., there exists c ∈ R such that T(ω) = c
´
U
ω for every smooth n-form
ω with compact support in U . The Constancy Theorem can be generalized (see e.g. [59,
Proposition 7.3.5]) to currents supported on an m-dimensional plane P ⊂ Rn: if T is an
m-current with support in P and such that ∂T = 0, then there exists c ∈ R such that
T(ω) = c
´
P
ω for every smooth m-form ω with compact support.
As mentioned in the Introduction, the version for planes of the Constancy Theorem
implies the following fact (see [88, Theorem 4.2]): if R ⊂ Rn is an m-rectifiable set and
T = τµ is a normal m-current, where µ is a Radon measure and τ is a locally µ-integrable
m-vectorfield with τ 6= 0 µ-a.e., then
(i) µ R is absolutely continuous with respect to the Hausdorff measure H m R, and
(ii) τ is tangent to R at µ-almost every point of R.
See also [38, 4.1.31] and [53, Example 10 at page 146] for simpler cases, and [1, §5] and [2]
for similar-in-spirit results.
A similar program is developed in the present section for currents in Heisenberg groups.
First, in §5.1 we prove Proposition 5.3, where a partial version of the Constancy Theorem 1.7
is proved. Proposition 5.3 can also be seen as a particular case of Theorem 1.8, but actually
the proof of Theorem 1.8 follows from Proposition 5.3 by a blow-up argument. The proof
of Theorem 1.8 is developed in Section 5.2: observe that we are not able to prove any
“absolute continuity” statement analogous to (i) above, but only a “tangency” statement
corresponding to (ii). As we said in the Introduction, this is due to the absence of a good
notion of projection on planes. The proof of the Constancy Theorem 1.7 for Heisenberg
currents without boundary and supported on vertical planes is contained in Section 5.3.
Observe that here we are able to prove not only the “tangency” property (ii), but also the
“absolute continuity” one (i): in fact, by using group convolutions on vertical planes one
can reduce to the case in which ‖T‖ is already absolutely continuous.
5.1. A partial version of Theorem 1.7. For the reader’s convenience we recall some
preliminary notation. First, given a Radon measure µ on Hn and a locally µ-integrable
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function τ : Hn → J2n+1−k, we denote by τµ the Heisenberg (2n + 1 − k)-current defined
by
τµ(ω) :=
ˆ
Hn
〈τ(p) | ω(p)〉 dµ(p), ω ∈ D2n+1−kH .
Given natural numbers a, b such that 1 ≤ a+ b ≤ n, the (2a+ b+1)-dimensional vertical
plane Pa,b was introduced in (3.11) as
Pa,b := {(x, y, t) ∈ H
n : xi = yj = 0 for all a+ b+ 1 ≤ i ≤ n and a+ 1 ≤ j ≤ n}
=

{(x1, . . . , xa+b, 0, . . . , 0, y1, . . . , ya, 0, . . . , 0, t)} if a ≥ 1 and a+ b < n
{(x1, . . . , xn, y1, . . . , ya, 0, . . . , 0, t)} if a ≥ 1 and a+ b = n
{(x1, . . . , xb, 0, . . . , 0, t)} if a = 0.
(5.1)
We are interested in the case in which the codimension 2n− 2a− b of Pa,b equals a given
k ∈ {1, . . . , n}, hence we also assume that n ≤ 2a + b ≤ 2n. Observe that, if a = 0, then
necessarily b = n. A unit tangent vector to Pa,b is
tHPa,b = X1 ∧ · · · ∧Xa+b ∧ Y1 ∧ · · · ∧ Ya ∧ T
and we agree that, when a = 0, this expression has to be read as X1∧· · ·∧Xn∧T . We also
notice that (5.1) induces a natural identification between the subgroup Pa,b and R
2a+b+1
according to which the measures S 2a+b+2 and L 2a+b+1, being Haar measures9 on Pa,b,
coincide up to a multiplicative constant.
The following Lemma 5.1 is stated in the setting of maximal codimension k = n; it
however holds also for 1 ≤ k ≤ n− 1, as showed later in Lemma 5.2. We use the following
notation: given i, j ∈ {1, . . . , n}, by O(xi), O(x
2
i ), O(xixj) we denote smooth differential
forms that can be written, respectively, as xiα, x
2
iβ, xixjγ for suitable smooth differential
forms α, β, γ. When applying exterior differentiation we will freely use straightforward
formulae like d(O(x2i )) = O(xi), d(O(xixj)) = O(xi) +O(xj), and similar ones. Eventually,
the equivalence class [ · ]J is as in Remark 3.4.
Lemma 5.1. Let a, b be natural numbers such that 2a+ b = n and let Pa,b be the (n+ 1)-
plane defined in (5.1). Assume there exists τ ∈ Jn+1 such that the Heisenberg (n+1)-current
T := τS n+2 Pa,b is such that ∂T = 0. Then there exists η ∈ R such that
τ = η [X1 ∧ · · · ∧Xa+b ∧ Y1 ∧ · · · ∧ Ya ∧ T ]J .
In particular, τ is a multiple of [tH
Pa,b
]J .
Proof. We assume that a ≥ 1; the case a = 0 requires only simple modifications at the level
of notation.
We have to prove that there exists η ∈ R such that, for every λ ∈ J n+1,
〈τ | λ〉 = η 〈X1 ∧ · · · ∧Xa+b ∧ Y1 ∧ · · · ∧ Ya ∧ T | λ〉. (5.2)
Clearly, it is enough to check (5.2) for λ ranging in the basis of J n+1 provided by Proposi-
tion 1.10 (with k := n). Fix then I, J ⊂ {1, . . . , n} and a standard Young tableau R such
that
• I ∩ J = ∅ and |I|+ |J | ≤ n
9The measure L 2a+b+1 is a Haar one because Pa,b is canonically isomorphic to H
a × Rb.
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• R is a (2 × n−|I|−|J |
2
)-rectangular (recall Remark 3.25) tableau that contains the
integers in the set {1, . . . , n} \ (I ∪ J).
Testing X1 ∧ · · · ∧Xa+b ∧ Y1 ∧ · · · ∧ Ya ∧ T against λ = dxI ∧ dyJ ∧ αR ∧ θ one realizes that
it is enough to show that
either I = {a+ 1, . . . , a + b}, J = ∅ and R =
1 2 · · · a
a + b+ 1 a+ b+ 2 · · · n
or 〈τ | dxI ∧ dyJ ∧ αR ∧ θ〉 = 0.
(5.3)
We are going to prove (5.3) first under some additional assumptions on I, J or R, see the
following Claims 1, 2 and 3. We fix an auxiliary function ψ ∈ C∞c (H
n) such thatˆ
Pa,b
ψ dS n+2 = 1.
Claim 1: if I ∩ {a+ b+ 1, . . . , n} 6= ∅, then 〈τ | dxI ∧ dyJ ∧ αR ∧ θ〉 = 0.
Fix ı¯ ∈ I ∩ {a+ b+ 1, . . . , n} and define
ω(x, y, t) := x2ı¯ ψ(x, y, t) dxI\{ı¯} ∧ dyJ∪{ı¯} ∧ αR.
By identifying ω ∈ C∞c (H
n,∧nh1) with its equivalence class [ω] according to the quotient
in the right-hand side of (3.7), we have ω ∈ DnH. One easily computes
dω = ±2xı¯ ψ(x, y, t) dxyı¯ ∧ dxI\{ı¯} ∧ dyJ ∧ αR +O(x
2
ı¯ )
where the sign ± depends only on ı¯ and I and, in the sequel, it can change from line to
line. We obtain
L−1((dω)h1) = ±2xı¯ ψ(x, y, t) dxI\{ı¯} ∧ dyJ ∧ αR +O(x
2
ı¯ )
and in turn
Dω = d
(
ω + (−1)nL−1((dω)h1) ∧ θ
)
= ±2 ψ(x, y, t)dxI ∧ dyJ ∧ αR ∧ θ +O(xı¯).
Since O(xı¯) = 0 on Pa,b we obtain
0 = ∂T(ω) = T(Dω) =
ˆ
Pa,b
〈τ | Dω〉dS n+2
= ±2
ˆ
Pa,b
ψ〈τ | dxI ∧ dyJ ∧ αR ∧ θ〉dS
n+2
= ±2〈τ | dxI ∧ dyJ ∧ αR ∧ θ〉.
and Claim 1 follows.
Claim 2: if J ∩ {a+ 1, . . . , n} 6= ∅, then 〈τ | dxI ∧ dyJ ∧ αR ∧ θ〉 = 0.
The proof is analogous to that of Claim 1. Fix ¯ ∈ J ∩{a+1, . . . , n} and define ω ∈ DnH by
ω(x, y, t) := y2¯ ψ(x, y, t) dxI∪{¯} ∧ dyJ\{¯} ∧ αR.
A computation similar to the one in Claim 1 gives
Dω = ±2 ψ(x, y, t)dxI ∧ dyJ ∧ αR ∧ θ +O(y¯)
LIPSCHITZ GRAPHS AND CURRENTS IN HEISENBERG GROUPS 61
and again
0 = ∂T(ω) =
ˆ
Pa,b
〈τ | Dω〉dS n+2 = ±2〈τ | dxI ∧ dyJ ∧ αR ∧ θ〉
allows to conclude.
Claim 3: if the first row of R contains an element ı¯ such that ı¯ ≥ a + 1, then 〈τ |
dxI ∧ dyJ ∧ αR ∧ θ〉 = 0.
We observe that, since R is a standard Young tableau, the assumption of Claim 3 is equiv-
alent to R containing a column made by two elements ı¯, ¯ such that a + 1 ≤ ı¯ < ¯ ≤ n.
Define ω ∈ DnH by
ω(x, y, t) := yı¯y¯ ψ(x, y, t) dxI∪{ı¯,¯} ∧ dyJ ∧ αQ,
where Q is the standard Young tableau obtained by removing from R the column containing
ı¯, ¯ (for instance, Q is the empty tableau if R consists of the column ı¯, ¯ only). One has
dω = ψ(x, y, t)(y¯ dyı¯ + yı¯ dy¯) ∧ dxI∪{ı¯,¯} ∧ dyJ ∧ αQ +O(yı¯y¯)
= ψ(x, y, t)
[
(−1)c+1y¯ dxyı¯ ∧ dxI∪{¯} + (−1)
d+2yı¯ dxy¯ ∧ dxI∪{ı¯}
]
∧ dyJ ∧ αQ +O(yı¯y¯)
where
c := |{i ∈ I : i < ı¯}|
d := |{i ∈ I : i < ¯}| = |{i ∈ I ∪ {ı¯} : i < ¯}| − 1.
Then
L−1((dω)h1) = −ψ(x, y, t)
[
(−1)c+1y¯ dxI∪{¯} + (−1)
dyı¯ dxI∪{ı¯}
]
∧ dyJ ∧ αQ +O(yı¯y¯)
and in turn
Dω = d
(
ω + (−1)nL−1((dω)h1) ∧ θ
)
= (−1)n+1 ψ(x, y, t)
[
(−1)c+1dy¯ ∧ dxI∪{¯} + (−1)
ddyı¯ ∧ dxI∪{ı¯}
]
∧ dyJ ∧ αQ ∧ θ
+O(yı¯) +O(y¯)
= (−1)n+1 ψ(x, y, t)
[
(−1)c+d+2dxy¯ ∧ dxI + (−1)
c+d+1dxyı¯ ∧ dxI
]
∧ dyJ ∧ αQ ∧ θ
+O(yı¯) +O(y¯)
= ± ψ(x, y, t)(dxy¯ − dxyı¯) ∧ dxI ∧ dyJ ∧ αQ ∧ θ +O(yı¯) +O(y¯)
= ∓ ψ(x, y, t)dxI ∧ dyJ ∧ αR ∧ θ +O(xı¯) +O(x¯).
As before we obtain
0 = ∂T(ω) =
ˆ
Pa,b
〈τ | Dω〉dS n+2 = ∓〈τ | dxI ∧ dyJ ∧ αR ∧ θ〉
and the claim is proved.
Claim 4: (5.3) holds.
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We already know that (5.3) holds in case I, J, R satisfy any one of the assumptions in
Claims 1, 2, 3. We then assume that none of such assumptions hold, i.e., that
I ⊂ {1, . . . , a + b}
and J ⊂ {1, . . . , a}
and the elements in the first row of R are not greater than a,
(5.4)
and we prove that one necessarily has
I = {a+ 1, . . . , a+ b}, J = ∅ and R =
1 2 · · · a
a+ b+ 1 a+ b+ 2 · · · n
. (5.5)
This would be enough to conclude.
The first two conditions in (5.4) imply that all the n− a− b = a integers a+ b+1, . . . , n
appear in R. They all belong to the second row of R by the third condition in (5.4), hence R
has at least a columns. Therefore the first row of R contains at least a elements, all of them
not greater than a: it follows that the first row of R contains precisely 1, . . . , a (displayed
in this order), and that in turn the second row of R contains precisely a + b + 1, . . . , n
(displayed in this order). In particular, R is the one displayed in (5.5). The remaining
integers a + 1, . . . , a + b, not appearing in R, have to belong to either I or J ; the second
condition in (5.4) implies that they all belong to I, and the proof is concluded. 
Lemma 5.1 holds also for non-maximal codimension k < n, as we now prove. The reader
will easily notice the similarity between the two proofs, the main difference lying in the use
of the standard exterior differentiation d in place of Rumin’s operator D.
Lemma 5.2. Let a, b be natural numbers such that 1 ≤ a+b ≤ n and n+1 ≤ 2a+b ≤ 2n; let
Pa,b be the plane defined in (5.1). Assume there exists τ ∈ J2a+b+1 such that the Heisenberg
(2a + b + 1)-current T := τS 2a+b+2 Pa,b is such that ∂T = 0. Then there exists η ∈ R
such that
τ = η [X1 ∧ · · · ∧Xa+b ∧ Y1 ∧ · · · ∧ Ya ∧ T ]J .
In particular, τ is a multiple of [tH
Pa,b
]J .
Proof. Observe that necessarily a ≥ 1. We assume that also b ≥ 1 and omit the simple
modifications one has to perform in order to treat the case b = 0.
As in Lemma 5.1 we have to prove that (5.2) holds for every λ in the basis of J 2a+b+1
provided by Proposition 1.10 (with k := 2n − 2a − b). To this aim, fix I, J ⊂ {1, . . . , n}
and a standard Young tableau R such that
• I ∩ J = ∅ and |I|+ |J | ≤ 2n− 2a− b
• R contains the integers in the set {1, . . . , n} \ (I ∪ J);
• the first row of R has length ℓ := (2a+b−|I|−|J |)/2 and the second one has length
(2n− 2a− b− |I| − |J |)/2.
Let us observe that the lengths of the two rows of R are never equal; actually, the difference
between these lengths is fixed and equal to 2a + b − n ≥ 1, see also Remark 3.25. In
particular, the rightmost element in the first row of R belongs to a column of height one
(there is no element in the second row “below it”).
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The proof will be accomplished if we prove that
either

I = {a+ 1, . . . , a+ b}
J = ∅
R =
1 2 · · · n− a− b n− a− b+ 1 · · · a
a + b+ 1 a+ b+ 2 · · · n
(5.6)
or 〈τ | dxI ∧ dyJ ∧ αR ∧ θ〉 = 0. (5.7)
In the following Claims 1, 2 and 3 we prove that (5.7) holds under some additional as-
sumptions on I, J or R; the argument will be later completed in Claim 4. We fix again an
auxiliary function ψ ∈ C∞c (H
n) such thatˆ
Pa,b
ψ dS 2a+b+2 = 1.
Claim 1: if I ∩ {a+ b+ 1, . . . , n} 6= ∅, then (5.7) holds.
Fix ı¯ ∈ I ∩ {a+ b+ 1, . . . , n} and define ω ∈ D2a+bH by
ω(x, y, t) := xı¯ ψ(x, y, t) dxI\{ı¯} ∧ dyJ ∧ αQ ∧ θ,
where Q is the Young tableau whose first row is equal to that of R and whose second row
is made by the second row of R with the addition of the extra element ı¯ in the rightmost
position. Namely, denoting by ℓ and r, with ℓ > r, the lengths of the first and second row
of R, respectively, we have
Q =
R11 · · · R
1
r R
1
r+1 · · · R
1
ℓ
R21 · · · R
2
r ı¯
.
The Young tableau Q is not necessarily a standard one, nonetheless ω ∈ D2a+bH by Re-
mark 3.26. One can compute
dω = ± ψ(x, y, t) dxI ∧ dyJ ∧ αQ ∧ θ +O(xı¯)
= ± ψ(x, y, t) dxI ∧ dyJ ∧ αR ∧ θ +O(xı¯),
where the second equality is justified by the fact that dxI ∧ αQ contains a factor dxı¯ ∧
(dxyh − dxyı¯) = dxı¯ ∧ dxyh for a suitable h (namely, h = R
1
r+1) appearing in the first row
of R. Since O(xı¯) = 0 on Pa,b, one gets
0 = ∂T(ω) = T(dω) =
ˆ
Pa,b
〈τ | dω〉dS 2a+b+2 = ±〈τ | dxI ∧ dyJ ∧ αR ∧ θ〉.
and Claim 1 follows.
Claim 2: if J ∩ {a+ 1, . . . , n} 6= ∅, then (5.7) holds.
The proof is similar to that of Claim 1. Fix ¯ ∈ J ∩ {a+ 1, . . . , n} and define ω ∈ D2a+bH as
ω(x, y, t) := y¯ ψ(x, y, t) dxI ∧ dyJ\{¯} ∧ αQ ∧ θ,
where Q is the Young tableau whose first row is equal to that of R and whose second row
is made by the second row of R with the addition of the extra element ¯ in the rightmost
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position. Again, ω ∈ D2a+bH because of Remark 3.26. One can compute
dω = ± ψ(x, y, t) dxI ∧ dyJ ∧ αQ ∧ θ +O(y¯)
= ± ψ(x, y, t) dxI ∧ dyJ ∧ αR ∧ θ +O(y¯),
where, as before, the second equality is justified by the fact that dyJ ∧αQ contains a factor
dy¯∧ (dxyh−dxy¯) = dy¯∧dxyh for a suitable h appearing in the first row of R. We deduce
that
0 = ∂T(ω) = T(dω) =
ˆ
Pa,b
〈τ | dω〉dS 2a+b+2 = ±〈τ | dxI ∧ dyJ ∧ αR ∧ θ〉.
and Claim 2 follows.
Claim 3: if the first row of R contains an element ¯ such that ¯ ≥ a+1, then (5.7) holds.
Since R is a standard Young tableau, also the rightmost element in the first row of R is not
smaller than a+1; we can then assume that ¯ is precisely this element. As already noticed,
there is no element in the second row of R “below” ¯. Consider the form ω ∈ D2a+bH defined
by
ω(x, y, t) := y¯ ψ(x, y, t) dxI∪{¯} ∧ dyJ ∧ αQ ∧ θ,
where Q is the (possibly empty) tableau obtained from R by removing the rightmost entry
(i.e., ¯) of the first row. Since Q is a (possibly empty) standard Young tableau containing
the same elements of R except for ¯, we have ω∧dθ = 0 and in particular ω ∈ D2a+bH . Since
dω = ψ(x, y, t)dy¯ ∧ dxI∪{¯} ∧ dyJ ∧ αQ ∧ θ +O(y¯)
= ± ψ(x, y, t) dxI ∧ dyJ ∧ αQ ∧ dxy¯ ∧ θ +O(y¯)
= ± ψ(x, y, t) dxI ∧ dyJ ∧ αR ∧ θ +O(y¯),
we deduce as before that
0 = ∂T(ω) = T(dω) =
ˆ
Pa,b
〈τ | dω〉dS 2a+b+2 = ±〈τ | dxI ∧ dyJ ∧ αR ∧ θ〉.
and Claim 3 follows.
Claim 4: at least one between (5.6) and (5.7) holds.
We know that (5.7) holds if I, J, R satisfy any one of the assumptions of Claims 1, 2, 3. We
then assume that none of such assumptions holds, i.e., that
I ⊂ {1, . . . , a + b}
and J ⊂ {1, . . . , a}
and the elements in the first row of R are not greater than a,
(5.8)
and we prove that (5.6) holds.
By (5.8), all the integers a + b + 1, . . . , n appear in the second row of R: the length of
such a row is then at least n−a− b. Since the difference between the lengths of the rows of
R is equal to 2a+ b−n, the length of the first row of R is at least a. By the third condition
in (5.8), the first row of R contains at most a elements, hence it contains precisely the a
elements 1, . . . , a (in this order). In turn, the second row contains n− a− b elements, that
are forced to be the numbers a + b + 1, . . . , n (in this order). In particular, R is the one
displayed in (5.6). The remaining integers a + 1, . . . , a + b, not appearing in R, have to
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belong to either I or J ; the second condition in (5.8) implies that they all belong to I, and
the proof is concluded. 
Proposition 3.13 allows to extend Lemmata 5.1 and 5.2 to general vertical planes (Defi-
nition 3.2).
Proposition 5.3. Let k ∈ {1, . . . , n}, τ ∈ J2n+1−k and a vertical (2n+1−k)-plane P ⊂ H
n
be fixed; assume that the current T := τS Q−k P is such that ∂T = 0. Then there exists
η ∈ R such that
τ = η [tHP ]J .
Proof. By Proposition 3.13 there exists a H-linear isomorphism L : Hn → Hn such that
L(P) = Pa,b and L
∗(dθ) = dθ. Consider the push-forward L#T of T, i.e., the Heisenberg
(2n+ 1− k)-current defined by
L#T(ω) := T(L
∗(ω)), ω ∈ D2n+1−kH .
Also L#T has zero boundary by Corollary 3.12. The push-forward L#(S
Q−k P) of the
measure S Q−k P, defined by
L#(S
Q−k
P)(E) := S Q−k(L−1(E) ∩P), E ⊂ Hn,
is a Haar measure on Pa,b and in particular
L#(S
Q−k
P) = γS Q−k Pa,b
for a suitable γ > 0. It follows that for every ω ∈ D2n+1−kH
L#T(ω) =
ˆ
P
〈τ | L∗(ω)〉 dS Q−k =
ˆ
Pa,b
〈γL∗(τ) | ω〉 dS
Q−k
where L∗ : J2n+1−k → J2n+1−k is the isomorphism defined by
〈L∗(τ) | λ〉 := 〈τ | L
∗(λ)〉 ∀ λ ∈ J 2n+1−k. (5.9)
Observe that we are implicitly using Proposition 3.11. By Corollary 3.12 the current L#T =
γL∗(τ)S
Q−k Pa,b has zero boundary: therefore, Lemma 5.1 (if k = n) or Lemma 5.2 (if
1 ≤ k < n) imply that there exists η ∈ R such that
γ L∗(τ) = η[t
H
Pa,b
]J = η C [L∗(t
H
P)]J = η C L∗[t
H
P ]J
for a suitable C 6= 0 depending on L and P. Since L∗ : J2n+1−k → J2n+1−k is an
isomorphism, we obtain that τ = η C γ−1[tH
P
]J and the proof is concluded. 
5.2. Proof of Theorem 1.8. We now prove Theorem 1.8. Recall once again that, for
k ∈ {1, . . . , n}, the space J2n+1−k was introduced as the dual space to J
2n+1−k. We however
need to introduce also the dual space to Rumin’s space ∧nh/In and, for convenience of
notation, we will denote such dual space by Jn. The spaces Jn and Jn+1, . . . ,J2n are
endowed, respectively, with the operator norm | · | arising from either the norm on ∧nh/In
introduced in (3.28), or from the standard norm on J 2n+1−k ⊂∧2n+1−kh, k = 1, . . . , n.
Proof of Theorem 1.8. We can without loss of generality assume that R is a H-regular
submanifold S. We have to prove that there exists ζ : S → R such that
~T(p) = ζ(p)[tHS (p)]J for ‖T‖a-a.e. p ∈ S. (5.10)
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Since S Q−k S is locally (Q − k)-Ahlfors regular, we can differentiate the measure ‖T‖
with respect to S Q−k S, see e.g. [83, Theorem 4.7 and Remark 4.5]. In particular, we can
write ‖T‖a = fS
Q−k S for a suitable f ∈ L1loc(S
Q−k S) and, for S Q−k-a.e. p ∈ S, one
has ˆ
S∩B(p,r)
|f~T− f(p)~T(p)| dS Q−k = o
(
S
Q−k(S ∩B(p, r))
)
= o(rQ−k) (5.11)
and
‖T‖s(B(p, r)) = o(r
Q−k). (5.12)
Statement (5.10) (and then Theorem 1.8) reduces to proving that there exists η : S → R
such that
f(p)~T(p) = η(p)[tHS (p)]J for S
Q−k-a.e. p ∈ S. (5.13)
Since also ∂T has locally finite mass, by Riesz’ theorem (recall also Remark 3.30) there
exist a Radon measure ν and a locally ν-integrable function σ : Hn → J2n−k such that
|σ| = 1 ν-a.e. and ∂T = σν, i.e.,
∂T(ω) =
ˆ
〈σ | ω〉 dν, ω ∈ D2n−kH .
Differentiating ν with respect to S Q−k S we obtain that for S Q−k-a.e. p ∈ S
ν(B(p, r)) = O
(
S
Q−k(S ∩ B(p, r))
)
= O(rQ−k). (5.14)
We claim that (5.13) holds for those p ∈ S for which (5.11), (5.12) and (5.14) hold: this
would be enough to conclude.
Let then such a p be fixed. For r > 0 consider the H-linear isomorphism Lp,r : H
n → Hn
defined by Lp,r(q) := δ1/r(p
−1q) and the push-forward Tp,r := Lp,r#T, i.e., the current
Tp,r(ω) := T(L
∗
p,rω), ω ∈ D
2n+1−k
H .
Observe that, by homogeneity and left-invariance, the equality L∗p,rω = r
−(Q−k)(ω ◦ Lp,r)
holds for every ω ∈ D2n+1−kH . If r¯ > 0 is such that spt ω ⊂ B(0, r¯) one gets
lim
r→0+
Tp,r(ω) = lim
r→0+
1
rQ−k
ˆ
B(p,rr¯)
〈~T | ω ◦ Lp,r〉 d‖T‖
(5.12)
= lim
r→0+
1
rQ−k
ˆ
S∩B(p,rr¯)
〈f~T | ω ◦ Lp,r〉 dS
Q−k
(5.11)
= lim
r→0+
1
rQ−k
ˆ
S∩B(p,rr¯)
〈f(p)~T(p) | ω ◦ Lp,r〉 dS
Q−k
and a change of variables gives
lim
r→0+
Tp,r(ω) = lim
r→0+
ˆ
δ1/r(p−1S)∩B(0,r¯)
〈f(p)~T(p) | ω〉 dS Q−k
= lim
r→0+
ˆ
δ1/r(p−1S)
〈f(p)~T(p) | ω〉 dS Q−k.
By (4.24) we can define the limit current T∞ as
T∞(ω) := lim
r→0+
Tp,r(ω) =
ˆ
TanHS(p)
〈f(p)~T(p) | ω〉 dS Q−k, ω ∈ D2n+1−kH .
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The current T∞ is supported on the plane Tan
H
S (p). We now study its boundary and
observe that for every ω ∈ D2n−kH
∂T∞(ω) = T∞(dCω) = lim
r→0+
Tp,r(dCω) = lim
r→0+
T(L∗p,rdCω).
and by Corollary 3.12
∂T∞(ω) = lim
r→0+
T(dCL
∗
p,rω) = lim
r→0+
∂T(L∗p,rω) =
ˆ
Hn
〈σ | L∗p,rω〉 dν.
By homogeneity we have L∗p,rω = r
−∆(ω ◦ Lp,r), where ∆ is the homogeneity degree of ω
and namely
∆ = Q− k − 2 = n if k = n
∆ = Q− k − 1 if 1 ≤ k ≤ n− 1.
We then obtain
|∂T∞(ω)| = lim
r→0+
r−∆
∣∣∣∣ˆ
Hn
〈σ | ω ◦ Lp,r〉 dν
∣∣∣∣
≤ lim
r→0+
r−∆+Q−k
ν(B(p, rr¯))
rQ−k
sup |ω| = 0,
the last equality following from (5.14) and the inequality ∆ < Q− k.
The current T∞ = f(p)~T(p)S
Q−k TanHS (p) is such that ∂T∞ = 0. By Proposition 5.3
there exists η = η(p) ∈ R such that
f(p)~T(p) = η[tH
TanHS(p)
]J = η[t
H
S (p)]J
and the proof is accomplished. 
5.3. The Constancy Theorem in Heisenberg groups. In this section we prove The-
orem 1.7. We start by establishing some standard facts inspired by classical results about
mollification of distributions. Given k ∈ {1, . . . , n}, let a, b be fixed non-negative integers
such that 1 ≤ a + b ≤ n and 2a + b = 2n − k. Consider the vertical plane Pa,b defined
in (5.1); let us fix a mollification kernel ϕ ∈ C∞c (Pa,b) such thatˆ
Pa,b
ϕ dS Q−k = 1 and spt ϕ ⊂ B(0, 1) ∩Pa,b.
As usual, for every ε > 0 we define the rescaled kernels ϕε := ε
k−Q(ϕ ◦ δ1/ε) and, given a
Heisenberg (2n+1−k)-current T with support in Pa,b, we define the Heisenberg (2n+1−k)-
current Tε as
Tε(ω) :=
ˆ
Pa,b
ϕε(p)T(L
∗
pω) dS
Q−k(p), ω ∈ D2n+1−kH (5.15)
where Lp(q) := pq denotes left-translation by p ∈ Pa,b.
Lemma 5.4. Let T be a Heisenberg (2n + 1 − k)-current with support in Pa,b and with
locally finite mass; for ε > 0, consider Tε as in (5.15). Then the following statements hold:
(i) Tε has support in Pa,b;
(ii) Tε ⇀ T as ε→ 0
+, i.e., Tε(ω)→ T(ω) for every ω ∈ D
2n+1−k
H ;
(iii) there exists a C∞-smooth map τε : Pa,b → J2n+1−k such that Tε = τεS
Q−k Pa,b;
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(iv) if ∂T = 0, then ∂Tε = 0.
Proof. The statement in (i) is clear: in fact, if ω ∈ D2n+1−kH is such that spt ω ∩Pa,b = ∅,
then spt L∗pω ∩Pa,b = ∅ for every p ∈ Pa,b and Tε(ω) = 0.
Concerning (ii), let ω ∈ D2n+1−kH be fixed and let R > 0 be such that spt ω ⊂ B(0, R).
Writing T = ~T‖T‖ as in Remark 3.30, we estimate
|Tε(ω)− T(ω)| =
∣∣∣∣∣
ˆ
Pa,b
ϕε(p)T(L
∗
pω − ω) dS
Q−k(p)
∣∣∣∣∣
≤ sup
p∈Pa,b∩B(0,ε)
‖L∗pω − ω‖C0(B(0,R+ε))‖T‖(B(0, R+ ε))
and in particular Tε(ω)→ T(ω) as ε→ 0
+.
Since L∗pω(q) = ω(pq), statement (iii) follows from
Tε(ω) =
ˆ
Pa,b
ˆ
Pa,b
ϕε(p) 〈~T(q) | ω(pq)〉 d‖T‖(q) dS
Q−k(p)
=
ˆ
Pa,b
〈 ˆ
Pa,b
ϕε(pq
−1)~T(q) d‖T‖(q)
∣∣∣ ω(p)〉 dS Q−k(p).
Eventually, if ∂T = 0 one has
∂Tε(ω) = Tε(dCω) =
ˆ
Pa,b
ϕε(p)T(dC(L
∗
pω)) dS
Q−k(p) = 0, (5.16)
where we used Corollary 3.12. 
Remark 5.5. One can more generally observe that, as in (5.16),
∂Tε(ω) =
ˆ
Pa,b
ϕε(p) ∂T(L
∗
pω) dS
Q−k(p),
i.e., ∂Tε = (∂T)ε.
For the reader’s convenience we separate the proof of Theorem 1.7 in the cases k = n and
1 ≤ k ≤ n− 1; as one can expect, the former is computationally more demanding because
of the use of the second-order operator D.
It is convenient to fix some notation. If R is a Young tableau and the elements displayed
in R are all different, by abuse of notation we write
∑
k∈R to denote summation on all the
elements k displayed in R. Moreover, if R is rectangular and k is an element displayed in
R, we denote by [R\k] the (possibly empty) Young tableau obtained from R by removing
the column containing k. For instance, if
R =
1 2 3
0 9 5
then ∑
k∈R
f(k) = f(0) + f(1) + f(2) + f(3) + f(5) + f(9) and [R\9] =
1 3
0 5
.
Proof of Theorem 1.7, case k = n. Reasoning as in Proposition 5.3, by Proposition 3.13
one can assume without loss of generality that P = Pa,b for some non-negative integers
a, b such that 2a + b = n
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T = τS n+2 Pa,b for a suitable C
∞-smooth τ : Pa,b → Jn+1. By Theorem 1.8, τ can be
written as τ = ϕτ [t
H
Pa,b
]J for some ϕτ ∈ C
∞(Pa,b); let us prove that ϕτ is constant on Pa,b.
We are going to utilize test n-forms ω = fdxI ∧ dyJ ∧ αR, where f ∈ C
∞
c (H
n) and the
triple (I, J, R) is as in Proposition 1.10 (with k = n); in particular, R is rectangular. As
usual, ω is a smooth section of ∧nh1, but we identify ω with an element in DnH as in (3.7).
By (3.8) we have
Dω = (dω)v + θ ∧ d(L
−1((dω)h1)). (5.17)
Taking into account that
dω =
∑
i∈I
(Yif)dyi ∧ dxI ∧ dyJ ∧ αR +
∑
j∈J
(Xjf)dxj ∧ dxI ∧ dyJ ∧ αR
+
∑
k∈R
((Xkf)dxk + (Ykf)dyk) ∧ dxI ∧ dyJ ∧ αR + (Tf)θ ∧ dxI ∧ dyJ ∧ αR
we obtain
(dω)v = (Tf)θ ∧ dxI ∧ dyJ ∧ αR (5.18)
and
L−1((dω)h1) =
∑
i∈I
±(Yif)dxI\{i} ∧ dyJ ∧ αR +
∑
j∈J
±(Xjf)dxI ∧ dyJ\{j} ∧ αR
+
∑
k∈R
(
±(Xkf)dxI∪{k} ∧ dyJ ± (Ykf)dxI ∧ dyJ∪{k}
)
∧ α[R\k].
(5.19)
The signs ± appearing in (5.19) could be easily specified, but they are in fact irrelevant for
our purposes.
Let us fix
I := {a+ 1, . . . , a+ b}, J := ∅ and R :=
1 2 · · · a
a+ b+ 1 a+ b+ 2 · · · n
.
If a = 0, then b = n, I = {1, . . . , n} and R is the empty tableau. If b = 0, then a = n/2
and I = ∅.
Assume a ≥ 1, fix a column of R and let α, γ be its elements, with α < γ; in particular,
γ = α + n− a. On choosing
I := I ∪ {α}, J := {γ} and R := [R\α]
f(x, y, t) := xγ g(x, y, t) for an arbitrary g ∈ C
∞
c (H
n)
one gets from (5.18) and (5.19)
(dω)v = O(xγ) = 0 on Pa,b,
where we used the notation introduced before Lemma 5.1, and
θ ∧ d(L−1((dω)h1)) = ±(YαXγf)dxI ∧ dyJ ∧ αR ∧ dxyα ∧ θ +O(xγ) + σ
= ±(Yαg)dxI ∧ dyJ ∧ αR ∧ θ +O(xγ) + σ
where, here and in the following, σ denotes a form (which may vary from line to line) in
the annihilator of [tH
Pa,b
]J ; equivalently, 〈X1 ∧ · · · ∧ Xa+b ∧ Y1 ∧ · · · ∧ Ya ∧ T | σ〉 = 0. In
particular, 〈τ | σ〉 = 0 and from (5.17) we obtain
0 = T(Dω) = ±
ˆ
Pa,b
ϕτ (Yαg) dL
n+1 for every g ∈ C∞c (H
n). (5.20)
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In a similar way, on choosing
I := I ∪ {γ}, J := {α} and R := [R\α]
f(x, y, t) := yγ g(x, y, t) for an arbitrary g ∈ C
∞
c (H
n)
one gets again (dω)v = O(yγ) = 0 on Pa,b and
θ ∧ d(L−1((dω)h1)) = ±(XαYγf)dxI ∧ dyJ ∧ αR ∧ dxyα ∧ θ +O(yγ) + σ
= ±(Xαg)dxI ∧ dyJ ∧ αR ∧ θ +O(yγ) + σ
where again σ denotes a form in the annihilator of [tH
Pa,b
]J . From (5.17) we obtain
0 = T(Dω) = ±
ˆ
Pa,b
ϕτ (Xαg) dL
n+1 for every g ∈ C∞c (H
n)
which, together with (5.20), gives
Xαϕτ = Yαϕτ = 0 for every α = 1, . . . , a
Tϕτ = X1Y1ϕτ − Y1X1ϕτ = 0
(5.21)
We recall once again that the equalities in (5.21) are proved only under the assumption
a ≥ 1.
If b ≥ 1 we fix β ∈ I and choose
I := I ∪ {a+ b+ 1} \ {β}, J := ∅ and R :=
1 2 · · · a
β a+ b+ 2 · · · n
f(x, y, t) := ya+b+1 g(x, y, t) for an arbitrary g ∈ C
∞
c (H
n).
The tableau R is obtained from R on replacing the entry a + b+ 1 with β. Then
(dω)v = O(ya+b+1) = 0 on Pa,b
and
θ ∧ d(L−1((dω)h1)) = ±(XβYa+b+1f)dxI ∧ dyJ ∧ αR ∧ θ +O(ya+b+1) + σ
= ±(Xβg)dxI ∧ dyJ ∧ αR ∧ θ +O(ya+b+1) + σ
where again σ denotes a form annihilating [tH
Pa,b
]J and we used the fact that dxI ∧ dyJ ∧
(αR − αR) annihilates [t
H
Pa,b
]J . From (5.17) we obtain
0 = T(Dω) = ±
ˆ
Pa,b
ϕτ (Xβg) dL
n+1 for every g ∈ C∞c (H
n)
so that
Xβϕτ = 0 for every β = a + 1, . . . , a+ b. (5.22)
If a ≥ 1, (5.21) and (5.22) are enough to conclude that ϕτ is constant on Pa,b. If
a = 0, (5.22) still holds and we have only to prove that
Tϕτ = 0 on Pa,b. (5.23)
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We then choose I = I = {1, . . . , n}, J = J = ∅, R = R (in this case, the empty tableau)
and we fix an arbitrary f ∈ C∞c (H
n). By (5.17), (5.18) and (5.19)
Dω = θ ∧
(
(Tf)dx{1,...,n} + d
( n∑
i=1
±(Yif) dx{1,...,n}\{i}
))
=
(
Tf +
n∑
i=1
±XiYif
)
θ ∧ dx{1,...,n} + σ
for a suitable σ in the annihilator of [tH
Pa,b
]J . This gives
0 = T(Dω) =
ˆ
Pa,b
(
Tf +
n∑
i=1
±XiYif
)
ϕτ dL
n+1 (5.22)=
ˆ
Pa,b
(Tf)ϕτ dL
n+1
and (5.23) follows from the arbitrariness of f . This concludes the proof. 
Proof of Theorem 1.7, case 1 ≤ k ≤ n− 1. Reasoning as in Proposition 5.3, by Proposi-
tion 3.13 one can assume without loss of generality that P = Pa,b for some non-negative
integers a, b such that 1 ≤ a + b ≤ n and 2a + b = 2n − k. Observe that a ≥ 1. By
Lemma 5.4 it is not restrictive to assume that T = τS Q−k Pa,b for a suitable C
∞-smooth
τ : Pa,b → J2n+1−k. By Theorem 1.8, τ can be written as τ = ϕτ [t
H
Pa,b
]J for some
ϕτ ∈ C
∞(Pa,b); let us prove that ϕτ is constant on Pa,b.
We are going to consider the Heisenberg (2n− k)-form ω = fdxI ∧ dyJ ∧ αR ∧ θ, where
• f ∈ C∞c (H
n);
• I ⊂ {1, . . . , n}, J ⊂ {1, . . . , n}, |I|+ |J | ≤ k + 1 and I ∩ J = ∅;
• R is a (non-necessarily standard) Young tableau that contains the elements of
{1, . . . , n}\(I∪J) arranged in two rows of length, respectively, (2n−k−1−|I|−|J |)/2
and (k + 1− |I| − |J |)/2.
Observe that ω ∈ D2n−kH because of Remark 3.26. Then
dω =
∑
i∈I
±(Yif)dxI\{i} ∧ dyJ ∧ αR ∧ dxyi ∧ θ
+
∑
j∈J
±(Xjf)dxI ∧ dyJ\{j} ∧ αR ∧ dxyj ∧ θ
+
∑
k∈R
(
± (Xkf)dxI∪{k} ∧ dyJ ± (Ykf)dxI ∧ dyJ∪{k}
)
∧ αR ∧ θ
(5.24)
where, again, the signs ± will play no role.
We set
I := {a+ 1, . . . , a+ b}, J := ∅
R :=
1 2 · · · n− a− b n− a− b+ 1 · · · a
a+ b+ 1 a + b+ 2 · · · n
and fix α ∈ {1, . . . , a}. Observe that R is never rectangular, a fact that plays a role in the
following construction. If α ≥ n− a− b+ 1 we define R by removing α from R, i.e.,
R :=
1 · · · n− a− b · · · α− 1 α + 1 · · · a
a+ b+ 1 · · · n
;
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otherwise, if α ≤ n−a−b we define a tableau R by removing from R the column containing
α and α + a+ b and placing α + a+ b as the rightmost element in the second row, i.e.,
R :=
1 · · · α− 1 α + 1 · · · n− a− b n− a− b+ 1 · · · a
a+ b+ 1 · · · α− 1 + a + b α + 1 + a+ b · · · n α + a+ b
With this choice of R, we consider the Heisenberg form ω = fdxI ∧ dyJ ∧αR∧ θ ∈ D
2n−k
H
associated with I := I and J := {α}; by (5.24)
dω = ±(Xαf) dxI ∧ αR ∧ dxyα ∧ θ + σ
= ±(Xαf) dxI ∧ αR ∧ θ + σ,
where again σ is a form annihilating tH
Pa,b
that can vary from line to line. This gives
0 = T(dω) = ±
ˆ
Pa,b
(Xαf)ϕτ dL
2a+b+1 for every f ∈ C∞c (H
n)
and in turn
for every α = 1, . . . , a, Xαϕτ = 0 on Pa,b. (5.25)
Using the same tableau R, but choosing I := I ∪ {α} and J := ∅, one gets for ω :=
fdxI ∧ dyJ ∧ αR ∧ θ ∈ D
2n−k
H that
dω = ±(Yαf) dxI ∧ αR ∧ dxyα ∧ θ + σ
= ±(Yαf) dxI ∧ αR ∧ θ + σ,
for σ annihilating tH
Pa,b
. Similarly as before we deduce that
for every α = 1, . . . , a, Yαϕτ = 0 on Pa,b (5.26)
that, together with (5.25) and the inequality a ≥ 1, implies
Tϕτ = 0 on Pa,b. (5.27)
If b = 0, (5.25), (5.26) and (5.27) imply that ϕτ is constant on Pa,b. If b ≥ 1, we have
only to show that
for every β = a + 1, . . . , a+ b, Xβϕτ = 0 on Pa,b. (5.28)
Let β ∈ {a+1, . . . , a+b} be fixed. We consider the test form ω = fdxI∧dyJ∧αR∧θ ∈ D
2n−k
H
where I := I \ {β}, J := ∅ and R is the tableau obtained from R on placing an extra entry
equal to β as the rightmost element in the second row, namely,
R :=
1 2 · · · n− a− b n− a− b+ 1 · · · a
a+ b+ 1 a+ b+ 2 · · · n β
.
Then
dω = ±(Xβf)dxI∪{β} ∧ αR ∧ θ + σ
= ±(Xβf)dxI ∧ αR ∧ θ + σ
and, as before, the arbitrariness of f implies (5.28), as desired. 
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6. Proof of Rademacher’s Theorem 1.1
This section is devoted to the proof of our main result. We start with a boring (but
necessary) preliminary observation.
Remark 6.1. Let W,V be homogeneous complementary subgroups of Hn and let φ :
A ⊂ W → V be fixed. By Remark 3.16 there exists an isometric H-linear isomorphism
L : Hn → Hn such that L(V) = V0 := exp(span{X1, . . . , Xk}). Let us write W1 := L(W)
and A1 := L(A); then L(grφ) = grφ1 for φ1 := L ◦ φ ◦ L
−1 : A1 → V0. Since also W0 :=
exp(span{Xk+1, . . . , Yn, T}) is complementary to V0, it follows from [49, Proposition 3.1]
(or, alternatively, from Theorem 1.4 of the present paper) that grφ1 = grφ0 for some map
φ0 : A0 → V0 defined on a suitable A0 ⊂W0.
Let us check that, if φ is intrinsic Lipschitz, so is φ0. Since L is an isometry, also φ1 is
intrinsic Lipschitz. Moreover, W1 is complementary to V0, hence W1 = grL for an intrinsic
linear map L : W0 → V0; let C > 0 be such that ‖L(w0)‖H ≤ C‖w0‖H for every w0 ∈W0.
We prove that, for every α > 0, the inclusion
{w0v0 : w0 ∈W0, v0 ∈ V0, ‖v0‖H ≥ (αC + α + C)‖w0‖H}
⊂ {w1v
′
0 : w1 ∈W1, v
′
0 ∈ V0, ‖v
′
0‖H ≥ α‖w1‖H}
holds: the intrinsic Lipschitz continuity of φ0 will then easily follow from the intrinsic
Lipschitz continuity of φ1. Let w0 ∈ W0 and v0 ∈ V0 be such that ‖v0‖H ≥ (αC + α +
C)‖w0‖H; then
w0v0 = w1v
′
0 for w1 := w0L(w0) ∈W1 and v
′
0 := L(w0)
−1v0 ∈ V0
and
α‖w1‖H ≤ α(1 + C)‖w0‖H ≤ ‖v0‖H − C‖w0‖H ≤ ‖v0‖H − ‖L(w0)‖H ≤ ‖v
′
0‖H,
as claimed.
Eventually, let us observe that φ0 is intrinsically differentiable a.e. if and only if φ is
intrinsically differentiable a.e.: this follows from the geometric characterization of intrinsic
differentiability provided by Proposition 4.12 (d) and by Remark 4.6, which imply that
φ0 is intrinsically differentiable a.e. on W0
⇐⇒ the blow-up of grφ0 is a vertical plane at S
Q−k-almost every point of grφ0
⇐⇒ the blow-up of grφ is a vertical plane at S
Q−k-almost every point of grφ
⇐⇒ φ is intrinsically differentiable a.e. on W.
This discussion shows that, in order to prove Theorem 1.1 for intrinsic Lipschitz graphs
of codimension at most n, it is not restrictive to assume that V and W are those defined
in (4.2) and (4.3).
We can now prove our main result. For the reader’s convenience, the proof is divided
into several steps.
Proof of Theorem 1.1. As mentioned in the Introduction, thanks to [6] we have to deal
only with the case of intrinsic Lipschitz graphs of low codimension; in particular, V is
an Abelian horizontal subgroup of Hn and k := dimV is at most n. By Remark 6.1,
we can without loss of generality assume that V = exp(span{X1, . . . , Xk}) and W =
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exp(span{Xk+1, . . . , Yn, T}). By Theorem 1.5 we can also assume that φ is defined on
the whole W.
Step 1: definition of a current T supported on grφ. By Proposition 4.28 we can consider
a sequence of smooth functions φi :W→ V such that
• φi → φ uniformly on W
• there exists C > 0 such that |∇φiΦi(w)| ≤ C for all w ∈W and all i ∈ N,
where Φi is the graph map Φi(w) := wφi(w) and ∇
φiΦi : W → ∧2n−kh1 is defined as
in (4.28). By Lemma 4.29, the Heisenberg (2n + 1 − k)-current JSiK associated with the
intrinsic graph Si := grφi can be written as
JSiK(ω) = Cn,k
ˆ
W
〈[∇φiΦi(w) ∧ T ]J | ω(Φi(w))〉 dL
2n+1−k(w) for every ω ∈ D2n+1−kH .
Possibly passing to a subsequence, we can assume that there exists ζ ∈ L∞(W,J2n+1−k) =
(L1(W,J 2n+1−k))∗ such that
[∇φiΦi ∧ T ]J
∗
⇀ ζ weakly-∗ in L∞(W,J2n+1−k).
The uniform convergence Φi → Φ implies that for every ω ∈ D
2n+1−k
H
T(ω) := lim
i→∞
JSiK(ω) = Cn,k
ˆ
W
〈ζ(w) | ω(Φ(w))〉 dL 2n+1−k(w). (6.1)
The Heisenberg current T is clearly supported on grφ. The boundary ∂T of T is the null
current: in fact
∂T(ω) = T(dCω) = lim
i→∞
JSiK(dCω) = 0 for every ω ∈ D
2n−k
H ,
where dC is as in Remark 3.7 and the last equality is due to Corollary 3.34. The equality
∂T = 0 is the key geometric information we will exploit.
Let us prove that
ζ(w) 6= 0 for L 2n+1−k-a.e. w ∈W. (6.2)
Let β ∈ J 2n+1−k be defined by
β := dxk+1 ∧ · · · ∧ dxn ∧ dy1 ∧ · · · ∧ dyn ∧ θ if k < n
β := dy1 ∧ · · · ∧ dyn ∧ θ if k = n.
Then, for every χ ∈ C∞c (W) we haveˆ
W
χ(w)〈ζ(w) | β〉 dL 2n+1−k(w) = lim
i→∞
ˆ
W
χ(w) 〈∇φiΦi(w) ∧ T | β〉︸ ︷︷ ︸
≡1
dL 2n+1−k(w)
=
ˆ
W
χ(w) dL 2n+1−k(w).
This implies that 〈ζ(w) | β〉 = 1 for L 2n+1−k-a.e. w ∈W and (6.2) follows.
Step 2: statement of sufficient conditions for differentiability. Since S Q−k grφ is (Q−k)-
Ahlfors regular (Remark 4.6), the Lebesgue Differentiation Theorem applies (see e.g. [55,
Theorem 1.8]) and we obtain for S Q−k-a.e. p¯ ∈ grφˆ
grφ∩B(p¯,r)
∣∣ζ(Φ−1(p))− ζ(Φ−1(p¯))∣∣ dS Q−k(p) = o (S Q−k(grφ ∩B(p¯, r)))
= o(rQ−k) as r → 0+.
(6.3)
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By (6.2), (6.7) and Lemma 4.16, the following three properties
the condition (6.3) holds for p¯ := Φ(w¯) ∈ grφ (6.4)
every blow-up of φ at w¯ is t-invariant (6.5)
ζ(w¯) 6= 0 (6.6)
hold for L 2n+1−k-a.e. w¯ ∈W. We claim that φ is intrinsically differentiable at every w¯ ∈W
such that (6.4), (6.5) and (6.6) hold: this will be enough to conclude. Let such a w¯ be fixed.
Step 3: blow-up at w¯. Let φ∞ be one of the (possibly many) blow-ups of φ at w¯. Namely,
there exists a sequence (rj)j of positive numbers such that rj → +∞ as j → +∞ and
lim
j→∞
(φw¯)
rj = φ∞ locally uniformly on W,
where (φw¯)
rj(w) = δrj
(
φ(w¯)−1φ(w¯φ(w¯)(δ1/rjw)φ(w¯)
−1)
)
is as in §4.2. For r > 0 let us
introduce the H-linear isomorphisms Lw¯,r : H
n → Hn defined by
Lw¯,r(q) := δr(Φ(w¯)
−1q), r > 0, q ∈ Hn;
Lw¯,r is defined in such a way that gr(φw¯)rj = δrj (Φ(w¯)
−1grφ) = Lw¯,rj(grφ). Consider the
push-forward Tj := (Lw¯,rj)#T, i.e., the Heisenberg current defined by
Tj(ω) := T(L
∗
w¯,rj
ω) = T(rQ−kj ω ◦ Lw¯,rj), ω ∈ D
2n+1−k
H
where L∗w¯,rj denotes pull-back of forms and the last equality comes from left-invariance and
homogeneity. Observe that ∂Tj = 0 for every j because
Tj(dCω) = T(L
∗
w¯,rj
(dCω)) = T(dC(L
∗
w¯,rj
ω)) = ∂T(L∗w¯,rjω) = 0.
By Remark 4.6 there exist a constant C ≥ 1, depending only on the intrinsic Lipschitz
constant of φ, and a measurable function Jφ :W→ R such that
C−1 ≤ Jφ ≤ C and S
Q−k grφ = Φ#(Jφ L
2n+1−k), (6.7)
where Φ# denotes push-forward of measures. Using (6.1) and (6.7)
Tj(ω) = Cn,k r
Q−k
j
ˆ
W
〈
ζ(w)
∣∣∣∣ ω(δrj(Φ(w¯)−1Φ(w)))Jφ(w)
〉
Jφ(w) dL
2n+1−k(w)
= Cn,k r
Q−k
j
ˆ
grφ
〈
ζ(Φ−1(p))
∣∣∣∣ ω(δrj(Φ(w¯)−1p))Jφ(Φ−1(p))
〉
dS Q−k(p)
= Cn,k r
Q−k
j
ˆ
grφ
[〈
ζ(w¯)
∣∣∣∣ ω(δrj(Φ(w¯)−1p))Jφ(Φ−1(p))
〉
dS Q−k(p) + o
(
r
−(Q−k)
j
)]
= Cn,k r
Q−k
j
ˆ
W
[〈
ζ(w¯) | ω(δrj(Φ(w¯)
−1Φ(w)))
〉
dL 2n+1−k(w) + o
(
r
−(Q−k)
j
)]
where, in the third equality, we used (6.4) and the fact that, if ω is supported in B(0, r¯),
then p 7→ ω(δrj(Φ(w¯)
−1p))/Jφ(Φ
−1(p)) is supported in B(Φ(w¯), r¯/rj). Therefore
lim
j→∞
Tj(ω) = Cn,k lim
j→∞
rQ−kj
ˆ
W
〈
ζ(w¯) | ω(δrj(Φ(w¯)
−1Φ(w)))
〉
dL 2n+1−k(w)
provided the limit in the right-hand side exists. We now perform the change of variable
w = w¯φ(w¯)(δ1/rju)φ(w¯)
−1, u ∈W, according to which
δrj(Φ(w¯)
−1Φ(w)) = Φ
rj
w¯ (u), where Φ
rj
w¯ (u) := u (φw¯)
rj(u).
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Therefore
lim
j→∞
Tj(ω) = Cn,k lim
j→∞
ˆ
W
〈
ζ(w¯) | ω(Φ
rj
w¯ (u))
〉
dL 2n+1−k(u)
= Cn,k
ˆ
W
〈ζ(w¯) | ω(Φ∞(u))〉 dL
2n+1−k(u)
due to the uniform convergence of Φ
rj
w¯ (u) = u((φw¯)
rj (u)) to the graph map Φ∞(u) :=
uφ∞(u).
We obtained that the Heisenberg (2n+ 1− k)-current T∞ defined by
T∞(ω) := lim
j→∞
Tj(ω) = Cn,k
ˆ
W
〈ζ(w¯) | ω ◦ Φ∞〉 dL
2n+1−k, ω ∈ D2n+1−kH
is supported on grφ∞ . Since ∂Tj = 0 for every j, than also ∂T∞ = 0. Moreover, φ∞ is a
uniform limit of uniformly intrinsic Lipschitz maps, hence it is intrinsic Lipschitz and there
exists a measurable function Jφ∞ :W→ R such that
C−1 ≤ Jφ∞ ≤ C and S
Q−k grφ∞ = Φ∞#(Jφ∞L
2n+1−k).
In particular
T∞(ω) = Cn,k
ˆ
grφ∞
〈
ζ(w¯)
Jφ∞(Φ∞
−1(p))
∣∣∣∣ ω(p)〉 dS Q−k(p), ω ∈ D2n+1−kH ,
i.e.,
T∞ =
ζ(w¯)
Jφ∞ ◦ Φ
−1
∞
S
Q−k grφ∞ .
By (6.5), the intrinsic Lipschitz map φ∞ is t-invariant: by Lemma 4.15 and Proposition 4.23,
φ∞ is Euclidean Lipschitz and grφ∞ is locally H-rectifiable of codimension k. By Theo-
rem 1.8 and (6.6) we deduce that there exists η : grφ∞ → R \ {0} such that
ζ(w¯) = η(p)[tHgrφ∞
(p)]J for S
Q−k-a.e. p ∈ grφ∞ . (6.8)
Step 4: every blow-up is linear. We claim that φ∞ is intrinsic linear. Let fφ∞ : R
2n−k →
Rk be defined by φ∞(w) = fφ∞(wH) for every w ∈ W, where the notation wH is the
one introduced in (4.16); fφ∞ is Euclidean Lipschitz continuous by Lemma 4.15 (i). By
Lemma 4.15 (iv), the gradient ∇fφ∞(wH) is defined for a.e. w ∈ W and it uniquely
determines TanHgrφ∞
(Φ∞(w)); since φ∞ is intrinsic linear if and only if fφ∞ is linear, φ∞
is intrinsic linear if and only if TanHgrφ∞ is constant on grφ∞ . Assume that Tan
H
grφ∞
is not
constant: then, by (6.8) and Proposition 3.38, there exist two vertical planes P1,P2 that
are not rank-one connected and such that
TanHgrφ∞ (p) ∈ {P1,P2} for S
Q−k-a.e. p ∈ grφ∞ .
In particular, there exist two k×(2n−k) matricesM1,M2 such that ∇fφ∞ ∈ {M1,M2}. By
Lemma 4.15 (ii) and Remark 3.36, the rank of the matrix M1 −M2 is at least 2. However,
a well-known result proved in [12, Proposition 1] (see also [72, Proposition 2.1]) states that,
if a Lipschitz map has only two possible gradients M1,M2 and rank (M1 −M2) ≥ 2, then
the map is affine. This proves that fφ∞ is linear and, actually, that
either fφ∞ ≡M1 or fφ∞ ≡M2. (6.9)
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Step 5: uniqueness of blow-ups. We have proved that every blow-up φ∞ is intrinsic
linear. We now prove that the blow-up of φ at w¯ is unique: by Proposition 4.12 (c), this is
equivalent to the intrinsic differentiability of φ at w¯. Assume on the contrary that there exist
two different blow-ups φ1∞, φ
2
∞ of φ at w¯; observing that the matrices M1,M2 introduced
in Step 4 are uniquely determined by ζ(w¯) (via the vertical planes P1,P2 provided by
Proposition 3.38), we deduce from (6.9) that, possibly renaming M1 and M2,
φ1∞(w) = M1wH and φ
2
∞(w) = M2wH ∀ w ∈W.
Let w ∈ W be such that φ1∞(w) 6= φ
2
∞(w), i.e., M1wH 6= M2wH . By definition of blow-up,
there exist two diverging sequences (r1j )j, (r
2
j )j such that
(φw¯)
r1j → φ1∞ and (φw¯)
r2j → φ2∞
and, up to passing to suitable subsequences, we can assume without loss of generality that
r1j < r
2
j < r
1
j+1 for every j. Let δ := d(φ
1
∞(w), φ
2
∞(w)) > 0; since the map r 7→ (φw¯)
r(w) is
continuous and bounded (see Remark 4.5), for every large enough j we can find r3j ∈ (r
1
j , r
2
j )
such that d((φw¯)
r3j (w), φ1∞(w)) ≥ δ/3 and d((φw¯)
r3j (w), φ2∞(w)) ≥ δ/3. By Remark 4.5
and Ascoli-Arzela`’s Theorem, up to passing to a subsequence we have that (φw¯)
r3j → ψ
locally uniformly on W for some ψ : W → V. Observe that d(ψ(w), φ1∞(w)) ≥ δ/3 and
d(ψ(w), φ2∞(w)) ≥ δ/3; thus, ψ is a blow-up of φ at w¯ (in particular, it is t-invariant) that
is different from both φ1∞ and φ
2
∞. This contradicts (6.9), and the proof is concluded. 
We conclude this section with an observation. Let φ : A ⊂W→ V be intrinsic Lipschitz.
Theorem 1.1, together with Remark 4.6, implies that a tangent10 plane TanHgrφ to grφ exists
S Q−k-a.e. on grφ: let us denote by t
H
grφ
(p) ∈ ∧2n+1−kh the unit tangent vector associated
with TanHgrφ(p) at p ∈ grφ. Again, t
H
grφ
(p) is defined only up to a sign, hence p 7→ tHgrφ(p) could
be not even measurable with respect to S Q−k grφ. As one can expect, there are however
two canonical choices for the orientation: we present below one of the two, the other being
of course the opposite one. See also [20] for some related issues. With this consistent choice
of orientation for grφ, one will be allowed to define the (2n+1−k)-Heisenberg current JgrφK
canonically associated with grφ by
JgrφK(ω) :=
ˆ
grφ
〈tHgrφ | ω〉 dS
Q−k, ω ∈ D2n+1−kH . (6.10)
As a further property, we will prove in Proposition 7.5 that for entire graphs (A =W) the
equality ∂JgrφK = 0 holds.
Let us fix our choice of tHgrφ. As in Remark 6.1, up to a H-linear map L we can assume
that W,V are as in (4.2) and (4.3). In this case our choice for the orientation of grφ is
(compare with (4.31))
tHgrφ(p) :=
∇φΦ(Φ−1(p))
|∇φΦ(Φ−1(p))|
∧ T
where, remembering (4.27) and (4.28), we set
∇φΦ(w) := ∇φk+1Φ(w) ∧ · · · ∧ ∇
φ
2nΦ(w) ∈∧2n−kh1
10In the sense of blow-up limits as in Proposition 4.12 (d).
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and
∇φi Φ(w) :=
(
Wi +
k∑
h=1
(∇φφ(w))hiXh
)
(Φ(w)), i = k + 1, . . . , 2n.
For general subgroups W,V, our choice corresponds to fixing a unit tangent vector tHW and
declaring that 〈tHgrφ(p), t
H
W〉 > 0 for S
Q−k-a.e. p ∈ grφ, where 〈·, ·〉 is the canonical scalar
product on multi-vectors.
Let us point out that, when W,V are those in (4.2) and (4.3), as in Remark 4.27 we
have Jφφ = |∇φΦ|; this equality and Theorem 1.3, that we will prove in the subsequent
Section 7, provide the alternative representation
JgrφK(ω) = Cn,k
ˆ
W
〈∇φΦ ∧ T | ω ◦ Φ〉 dL 2n+1−k, ω ∈ D2n+1−kH . (6.11)
7. Applications
In this section we provide some consequences of Theorem 1.1. For computational reasons
it is useful to fix a convenient distance on Hn: therefore, in the present section d denotes
the distance d∞ introduced in (3.2).
We need to fix some notation. When M is a matrix we denote by |M | its Hilbert-
Schmidt norm. When M1,M2 are square matrices, inequalities of the form M1 ≥ M2 are
understood in the sense of bilinear forms; I denotes the identity matrix. Recall also the
notation W1, . . . ,W2n introduced in (3.4) to denote horizontal left-invariant vector fields.
Eventually, if A and B are given sets, A∆B := (A \B) ∪ (B \ A) denotes their symmetric
difference.
The proof of the following lemma closely follows the one of the classical Whitney’s Ex-
tension Theorem, see e.g. [36, Theorem 6.10]. A version of Whitney’s Extension Theorem
in Hn has been proved in [44, Theorem 6.8], see also [85, Theorem 3.2.3].
Lemma 7.1. For every integers n ≥ 1 and 1 ≤ k ≤ n there exist positive constant α0 =
α0(n, k) and c0 = c0(n, k) with the following property. For every δ > 0 and every intrinsic
Lipschitz map φ :W→ V whose intrinsic Lipschitz constant α is not greater than α0, there
exists f ∈ C1H(H
n,Rk) such that
|Wif(p)| ≤ c0α for every p ∈ H
n and i = k + 1, . . . , 2n (7.1)∣∣col[X1f(p)| . . . |Xkf(p)]− I∣∣ ≤ c0α for every p ∈ Hn (7.2)
the level set S := {p ∈ Hn : f(p) = 0} is a H-regular submanifold (7.3)
S = grψ for an intrinsic Lipschitz ψ :W→ V with Lipschitz constant at most c0α (7.4)
S
Q−k((grφ∆S) ∪ {p ∈ grφ ∩ S : Tan
H
grφ
(p) 6= TanHS (p)}) < δ (7.5)
L
2n+1−k(W \ {φ = ψ and ∇φφ = ∇ψψ}) < δ. (7.6)
Proof. As in Remark 6.1, it is not restrictive to assume that W and V are the subgroups
defined in (4.2) and (4.3). Fix δ > 0 and an intrinsic Lipschitz function φ :W→ V whose
intrinsic Lipschitz constant α is not greater than α0; the number α0 > 0 will be chosen
later. We organize the proof in several steps.
Step 0. We establish some notation and preliminary facts. By Theorem 1.1 there exists
a measurable set A ⊂W such that L 2n+1−k(W \A) = 0 and φ is intrinsically differentiable
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at every point of A. For every w ∈ A let us introduce the homogeneous homomorphism
Lw : H
n → Rk
Lw(p) := (p1, . . . , pk)−∇
φφ(w)(pk+1, . . . , p2n), p = (p1, . . . , p2n+1) ∈ H
n (7.7)
where ∇φφ(w) is the intrinsic gradient (identified with a k × (2n − k) matrix) introduced
in Definition 4.9. Notice that Lw is constructed in such a way that
TanHgrφ(Φ(w)) = kerLw. (7.8)
Moreover, for every w ∈ A
col[X1Lw| . . . |XkLw] = I
|Wj(Lw)i| = |(∇
φφ(w))ij| ≤ α ∀ i = 1, . . . , k, ∀ j = k + 1, . . . , 2n
(7.9)
where as usual Φ(w) := wφ(w) is the graph map and, in the last formula, we used
Lemma 4.13. By abuse of notation, we will in the sequel identify each Lw with the k × 2n
matrix ∇HLw = [ I | −∇
φφ(w) ], I being the k× k identity matrix. We also introduce the
homogeneous homomorphism L : Hn → Rk defined by
L(p) = (p1, . . . , pk), p = (p1, . . . , p2n+1) ∈ H
n
and we identify L and the k×2n matrix [ I | 0 ]. We can estimate the Hilbert-Schmidt norm
of Lw − L by
|Lw − L| ≤
√
k(2n− k)α for every w ∈ A. (7.10)
Let us observe that (7.8), the Lipschitz continuity of Lw and Proposition 4.12 (and in
particular (4.17)) imply that for every w ∈ A
lim
r→0+
(
sup
{
Lw(Φ(w)
−1p)
d(Φ(w), p)
: p ∈ grφ ∩ B(Φ(w), r)
})
= 0. (7.11)
By Lusin’s Theorem there exists a closed set B ⊂ A such that L 2n+1−k(W \B) < η and
∇φφ|B is continuous; the number η will be chosen later in Step 8 depending on δ, n and k. By
the Severini-Egorov Theorem, there exists a closed set C ⊂ B such that L 2n+1−k(W\C) < η
and the convergence in (7.11) is uniform on compact subsets of C.
Step 1. Define the closed set F := Φ(C) and let U be the open set U := Hn \F ; for every
p ∈ Hn we set
rp :=
1
20
d(p, F ) =
1
20
inf{d(p, q) : q ∈ F}.
We are going to use a variant of the classical 5r-covering argument (see e.g. [55, Theo-
rem 1.2]), which cannot be utilized here since the radii of the balls we use are not uniformly
bounded. By Zorn’s lemma, there exists a maximal set C ⊂ U such that the family of balls
{B(p, rp) : p ∈ C } are pairwise disjoint; we claim that
U =
⋃
p∈C
B(p, 5rp).
The inclusion ⊃ in the formula above is clear by the definition of rp; assume that the reverse
inclusion does not hold, i.e., that there exists q ∈ U \
⋃
p∈C B(p, 5rp). By maximality of C ,
there exists p ∈ C and p′ ∈ U such that p′ ∈ B(p, rp) ∩B(q, rq) and in particular
20rq = d(q, F ) ≤ d(q, p
′) + d(p′, p) + d(p, F ) ≤ rq + 21rp.
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It follows that rq ≤
21
19
rp and in turn
q ∈ B(q, rq) ⊂ B(p, rp + rq) ⊂ B(p,
40
19
rp) ⊂ B(p, 5rp),
a contradiction.
Step 2. For every q ∈ U we define
Cq := {p ∈ C : B(q, 10rq) ∩B(p, 10rp) 6= ∅}.
We claim that #Cq ≤ 129
Q and 1/3 ≤ rq/rp ≤ 3 for every p ∈ Cq. In fact, if p ∈ Cq one
has
|rp − rq| ≤
1
20
d(p, q) ≤
1
20
(10rp + 10rq) =
1
2
(rp + rq).
This implies that rp ≤ 3rq and rq ≤ 3rp, and the bounds on rq/rp follow.
In addition, for every p ∈ Cq we have
d(p, q) + rp ≤ 10(rp + rq) + rp ≤ 43rq
and in particular B(p, rq/3) ⊂ B(p, rp) ⊂ B(q, 43rq). The balls {B(p, rq/3) : p ∈ Cq} are
then pairwise disjoint and contained in B(q, 43rq), therefore
#Cq ≤
L 2n+1(B(q, 43rq))
L 2n+1(B(0, rq/3))
= 129Q,
as claimed.
Step 3. Now let µ : R→ R be a smooth non-increasing function such that
0 ≤ µ ≤ 1, µ(t) = 1 for t ≤ 21/4, µ(t) = 0 for t ≥ 2.
For every p ∈ C define
gp(q) := µ
(
dK(p, q)
5rp
)
,
where, as in (3.3), dK is the homogeneous Kora´nyi (or Cygan-Kora´nyi) distance. Observe
that dK(p, ·) is smooth on H
n \{p}. Being a homogeneous distance (see [30]), dK is globally
equivalent to d and more precisely
d(p′, p′′) ≤ dK(p
′, p′′) ≤ 21/4d(p′, p′′) ∀ p′, p′′ ∈ Hn.
It follows that gp ∈ C
∞
c (H
n), 0 ≤ gp ≤ 1 and
gp ≡ 1 on B(p, 5rp)
gp ≡ 0 on H
n \B(p, 10rp). (7.12)
Moreover there is a constant M = M(n) > 0 such that |∇Hgp| ≤ M/rp; by Step 2,
|∇Hgp(q)| ≤ 3M/rq whenever p ∈ Cq. Thanks to (7.12) one has gp(q) = 0 if p ∈ C \ Cq,
hence
|∇Hgp(q)| ≤ 3M/rq for all q ∈ H
n and p ∈ C . (7.13)
Define σ(q) :=
∑
p∈C gp(q) for every q ∈ H
n. By (7.12) again, one obtains that gp ≡ 0 on
B(q, 10rq) whenever p /∈ Cq, so
σ(q′) =
∑
p∈Cq
gp(q
′) for every q ∈ U and q′ ∈ B(q, 10rq).
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Observe that σ ≥ 1 on U ; in fact, for every q ∈ U there exists p˜ such that q ∈ B(p˜, 5rp˜) and
in particular σ(q) ≥ gp˜(q) = 1. Using (7.13) and the inequality #Cq < 129
Q, we deduce
that σ ∈ C∞(U) and there is a constant M ′ = M ′(n) > 0 such that
|∇Hσ(q)| ≤
M ′
rq
for all q ∈ U.
Now we define a partition of the unity {vp}p∈C on U subordinate to the covering {B(p, 10rp) :
p ∈ C )} by setting
vp(q) :=
gp(q)
σ(q)
.
Notice that vp ∈ C
∞
c (U) and ∇Hvp =
∇Hgp
σ
− gp∇Hσ
σ2
; eventually, we deduce that for a suitable
M ′′ =M ′′(n) > 0∑
p∈C
vp(q) = 1,
∑
p∈C
∇Hvp(q) = 0 and |∇Hvp(q)| ≤
M ′′
rq
(7.14)
for every q ∈ U and every p ∈ C .
Step 4. For every p ∈ C choose q¯p ∈ F such that d(p, q¯p) = d(p, F ); we then define
f : Hn → R as
f(q) :=

0 if q ∈ F∑
p∈C
vp(q)LΦ−1(q¯p)(q¯p
−1q) =
∑
p∈Cq
vp(q)LΦ−1(q¯p)(q¯p
−1q) if q ∈ U.
Notice that f ∈ C∞(U) and
∇Hf(q) =
∑
p∈Cq
[
LΦ−1(q¯p)(q¯p
−1q)⊗∇Hvp(q) + vp(q)LΦ−1(q¯p)
]
on U , (7.15)
where we recall the identification between homogeneous homomorphisms Lw and k × 2n
matrices.
Step 5. We claim that ∇Hf(q) = LΦ−1(q) for every q ∈ F . For every such q we define the
compact set H := F ∩ B(q, 1) and, for η > 0,
υ(η) := sup
{∣∣∣∣LΦ−1(p)(p−1p′)d(p, p′)
∣∣∣∣ : p, p′ ∈ H, 0 < d(p, p′) ≤ η}
+ sup
{
|LΦ−1(p) − LΦ−1(p′)| : p, p
′ ∈ H, d(p, p′) ≤ η
}
.
The map p 7→ LΦ−1(p) is uniformly continuous on H : in fact, Φ
−1 : H → C is uniformly
continuous and, since ∇φφ is continuous on C, also w 7→ Lw is uniformly continuous on the
compact set Φ−1(H). This, together with the fact that the convergence in (7.11) is uniform
on compact subsets of C, implies that
lim
η→0+
υ(η) = 0. (7.16)
For every q′ ∈ H one has∣∣f(q′)− f(q)− LΦ−1(q)(q−1q′)∣∣ = ∣∣LΦ−1(q)(q−1q′)∣∣ ≤ υ(d(q, q′)) d(q, q′). (7.17)
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Instead, for every q′ ∈ U one has
∣∣f(q′)− f(q)− LΦ−1(q)(q−1q′)∣∣
=
∣∣f(q′)− LΦ−1(q)(q−1q′)∣∣
≤
∑
p∈Cq′
vp(q
′)|LΦ−1(q¯p)(q¯p
−1q′)− LΦ−1(q)(q
−1q′)|
≤
∑
p∈Cq′
vp(q
′)
[
|LΦ−1(q¯p)(q¯p
−1q′)− LΦ−1(q¯p)(q
−1q′)|+ |(LΦ−1(q¯p) − LΦ−1(q))(q
−1q′)|
]
≤
∑
p∈Cq′
vp(q
′)
[
|LΦ−1(q¯p)(q¯p
−1q)|+ |LΦ−1(q¯p) − LΦ−1(q)|d(q, q
′)
]
.
(7.18)
Since 20 rq′ ≤ d(q, q
′), for every p ∈ Cq′ we obtain
d(q, q¯p) ≤ d(q, p) + d(p, q¯p) ≤ 2d(q, p) ≤ 2(d(q, q
′) + d(q′, p))
≤ 2(d(q, q′) + 10(rq′ + rp)) ≤ 2(d(q, q
′) + 40rq′) ≤ 6 d(q, q
′).
(7.19)
Therefore, when d(q, q′) ≤ 1/6 we have q¯p ∈ H for every p ∈ Cq′; using (7.18) and Step 2
we then obtain
∣∣f(q′)− f(q)− LΦ−1(q)(q−1q′)∣∣ ≤ 7 υ(6 d(q, q′)) d(q, q′).
Recalling (7.16), this inequality and (7.17) eventually give
∣∣f(q′)− f(q)− LΦ−1(q)(q−1q′)∣∣ = o(d(q, q′)) as q′ → q
and the claim follows.
Step 6. Let us prove that f ∈ C1H(H
n); since f ∈ C∞(U), it suffices to prove that ∇Hf is
continuous on F . We fix q ∈ F and q′ ∈ Hn with d(q, q′) ≤ 1/6 and we define H and υ as
in Step 5. If q′ ∈ F we have by Step 5
|∇Hf(q
′)−∇Hf(q)| = |LΦ−1(p) − LΦ−1(p′)| ≤ υ(d(q, q
′)).
If q′ ∈ U we choose q¯ ∈ F such that d(q′, q¯) = d(q′, F ) = 20rq′ to get
|∇Hf(q
′)−∇Hf(q)| ≤ |∇Hf(q
′)− LΦ−1(q¯)|+ |LΦ−1(q¯) − LΦ−1(q)|
≤ |∇Hf(q
′)− LΦ−1(q¯)|+ υ(2d(q, q
′)),
(7.20)
where in the last inequality we used the estimate
d(q, q¯) ≤ d(q, q′) + d(q′, q¯) ≤ 2d(q, q′)
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and in particular the fact that q¯ ∈ H . Using (7.14) and (7.15) we estimate
|∇Hf(q
′)− LΦ−1(q¯)|
=
∣∣∣∣ ∑
p∈Cq′
[
LΦ−1(q¯p)(q¯p
−1q′)⊗∇Hvp(q
′) + vp(q
′)LΦ−1(q¯p)
]
−
∑
p∈Cq′
vp(q
′)LΦ−1(q¯)
∣∣∣∣
≤
∑
p∈Cq′
∣∣LΦ−1(q¯p)(q¯p−1q¯)⊗∇Hvp(q′)∣∣+ ∑
p∈Cq′
∣∣(LΦ−1(q¯p) − LΦ−1(q¯))(q¯ −1q′)⊗∇Hvp(q′)∣∣
+
∑
p∈Cq′
vp(q
′)|LΦ−1(q¯p) − LΦ−1(q¯)|
≤
M ′′
rq′
∑
p∈Cq′
υ(d(q¯, q¯p))d(q¯, q¯p) +
M ′′
rq′
∑
p∈Cq′
υ(d(q¯, q¯p))d(q
′, q¯) +
∑
p∈Cq′
υ(d(q¯, q¯p))
(7.21)
where, in the last inequality, we used the fact that, as in (7.19), q¯p ∈ H . Recall that
rp ≤ 3rq′ for all p ∈ Cq′ ; therefore, for every such p one can estimate
d(q¯, q¯p) ≤ d(q¯, q
′) + d(q′, p) + d(p, q¯p) ≤ 20rq′ + 10(rq′ + rp) + 20rp ≤ 120rq′ (7.22)
and in particular
d(q¯, q¯p) ≤ 6d(q
′, q¯) ≤ 6d(q′, q) (7.23)
for every p ∈ Cq′ . Combining (7.21), (7.22) and (7.23) one finds
|∇Hf(q
′)−LΦ−1(q¯)| ≤ (120M
′′+20M ′′+1)
∑
p∈Cq′
υ(d(q¯, q¯p)) ≤ (140M
′′+1)(129)Qυ(6d(q′, q))
which, together with (7.20), gives
|∇Hf(q
′)−∇Hf(q)| → 0 as q
′ → q,
as claimed.
Step 7. Let α1 := min{1/2, α¯(1/2, n, k)}, where α¯(1/2, n, k) is the number provided by
Remark 4.4. We claim that there exists c1 = c1(n, k) > 0 such that, if α ≤ α1, then
|∇Hf(q)− L| ≤ c1 α for every q ∈ H
n. (7.24)
We will later choose α0 and c0 in such a way that α0 ≤ α1 and c0 ≥ c1; in this way,
statements (7.1) and (7.2) are immediate consequences of (7.24).
If q ∈ F , (7.24) follows from Step 5 and (7.10), hence we can assume q ∈ U . By (7.15)
and (7.14)
∇Hf(q)− L =
∑
p∈Cq
LΦ−1(q¯p)(q¯p
−1q)⊗∇Hvp(q) +
∑
p∈Cq
vp(q)(LΦ−1(q¯p) − L)
=
∑
p∈Cq
(
LΦ−1(q¯p)(q¯p
−1q)− (qV − φ(qW))
)
⊗∇Hvp(q)
+
∑
p∈Cq
vp(q)(LΦ−1(q¯p) − L),
(7.25)
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where we recall that, for every p ∈ Hn, we write p = pWpV for suitable (unique) pW ∈ W
and pV ∈ V. From (7.10) we obtain∣∣∣∣∑
p∈Cq
vp(q)(LΦ−1(q¯p) − L)
∣∣∣∣ ≤√k(2n− k)α. (7.26)
We now estimate the first addend in the rightmost side of (7.25). First, we notice that for
every p ∈ Cq
|LΦ−1(q¯p)(q¯p
−1q)− L(q¯p
−1q)| ≤ |LΦ−1(q¯p) − L| d(q, q¯p)
≤
√
k(2n− k)α (d(q, p) + d(p, q¯p))
≤
√
k(2n− k)α (10(rp + rq) + 20rp)
≤ 100
√
k(2n− k)α rq.
(7.27)
Noticing that L(q¯p
−1q) = (q¯p
−1q)
V
we deduce that
|L(q¯p
−1q)− (qV−φ(qW))| = |qV− (q¯p)V+φ(qW)− qV| = |φ(qW)− (q¯p)V| = |φ(qW)−φ((q¯p)W)|
and by Remark 4.3
|L(q¯p
−1q)− (qV − φ(qW))| ≤ 2αd(q¯p,Φ(qW))
≤ 2α(d(q¯p, p) + d(p, q) + d(q,Φ(qW)))
= 2α(d(q¯p, p) + d(p, q) + |qV − φ(qW)|)
≤ 2α(20rp + 10(rp + rq) + 2d(q, grφ)),
where in the last inequality we used Remark 4.4 with ε = 1/2. Recalling that rp ≤ 3rq for
every p ∈ Cq we deduce
|L(q¯p
−1q)− (qV − φ(qW))| ≤ 280α rq (7.28)
and the claim (7.24) is now a consequence of (7.25), (7.26), (7.27), (7.28) and the last
statement in (7.14).
Step 8. Denote by K > 0 a constant with the property (see e.g. [52]) that
|g(p)− g(q)| ≤ K
(
sup
Hn
|∇Hg|
)
d(p, q) for every g ∈ C1H(H
n,Rk) and p, q ∈ Hn.
We now fix c0 := max{c1, 2Kc1} and α0 := min{α1, (2c1)
−1}. The inequality (7.24) now
implies that, if α ≤ α0, then col[X1f(p)| . . . |Xkf(p)] ≥
1
2
I, hence ∇Hf(p) has rank k
for every p ∈ Hn. In particular, the level set S = {p ∈ Hn : f(p) = 0} is a H-regular
submanifold and statement (7.3) follows.
Theorem 1.4 ensures that S = grψ for an intrinsic Lipschitz ψ : W → V. We claim
that the intrinsic Lipschitz constant of ψ is at most 2Kc1α: to this aim, fix w ∈ W and
v ∈ V \ {0} such that ‖w‖H < ‖v‖H/(2Kc1α), so that wv ∈ Cβ for some β > 2Kc1α. For
every q ∈ Hn we have L(qw) = L(q) and in particular
|f(qw)− f(q)| = |(f − L)(qw)− (f − L)(q)| ≤ K
(
sup
Hn
|∇Hf − L|
)
‖w‖H < ‖v‖H/2,
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the last inequality following from (7.24). Now, for every p ∈ S = grψ we have f(p) = 0,
hence
|f(pwv)| = |f(pwv)− f(p)|
≥ |f(pwv)− f(pw)| − |f(pw)− f(p)|
>
〈
f(pwv)− f(pw),
v
|v|
〉
−
‖v‖H
2
≥ 0,
where we used Remark 2.7. This proves that f(pwv) 6= 0, hence grψ ∩ pCβ = {p} for every
p ∈ grψ and all β > 2Kc1α. This implies that the intrinsic Lipschitz constant of ψ is at
most 2Kc1α and statement (7.4) follows because c0 ≥ 2Kc1.
Step 9. By construction, for every w ∈ C we have Φ(w) ∈ F ⊂ {f = 0}, hence
φ(w) = ψ(w) and
TanHS (Φ(w)) = ker∇Hf(Φ(w)) = kerLw
(7.8)
= TanHgrφ(Φ(w)).
In particular, the inclusion
C ⊂ {w ∈W : φ(w) = ψ(w) and ∇φφ(w) = ∇ψψ(w)}
holds, and (7.6) follows provided η < δ. The inclusion above also guarantees that
(grφ∆S) ∪ {p ∈ grφ ∩ S : Tan
H
grφ
(p) 6= TanHS (p)} ⊂ Φ(W \ C) ∪Ψ(W \ C), (7.29)
where Ψ is the graph map Ψ(w) := wψ(w). The intrinsic Lipschitz constant of φ and ψ
are both bounded by max{α0, c0α0}, which depends only on n and k; then, by Remark 4.6,
there exists κ = κ(k, n) > 0 such that
S
Q−k grφ ≤ κ Φ#(L
2n+1−k W) and S Q−k grψ ≤ κΨ#(L
2n+1−k W). (7.30)
Statements (7.29) and (7.30) imply that
S
Q−k((grφ∆S) ∪ {p ∈ grφ ∩ S : Tan
H
grφ
(p) 6= TanHS (p)}) ≤ 2κη
and (7.5) follows provided we also impose η < (2κ)−1δ. This concludes the proof. 
The following Theorem 7.2 is one of the main results of this section; recall that it implies
Theorem 1.2.
Theorem 7.2. Let A ⊂W be an open set and φ : A→ V an intrinsic Lipschitz function.
Then, for every ε > 0 there exists an intrinsic Lipschitz function ψ : A→ V such that grψ
is a H-regular submanifold and
S
Q−k((grφ∆grψ) ∪ {p ∈ grφ ∩ grψ : Tan
H
grφ
(p) 6= TanHgrψ(p)}) < ε (7.31)
L
2n+1−k(A \ {w ∈ A : φ(w) = ψ(w) and ∇φφ(w) = ∇ψψ(w)}) < ε. (7.32)
Proof. As in Remark 6.1, it is not restrictive to assume that W and V are the subgroups
defined in (4.2) and (4.3). By Theorem 1.5 we can without loss of generality assume that
A = W. Let α0, c0 be the constants provided by Lemma 7.1; up to reducing α0, we can
assume that α0c0 ≤ 1/2.
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Let α be the intrinsic Lipschitz constant of φ; if α ≤ α0, the statement directly follows
from Lemma 7.1. We then assume α > α0 and define λ := α0/α < 1. Let us consider the
H-linear isomorphism L : Hn → Hn defined (if k < n) by
L(x′, x′′, y′, y′′, t) :=
(
λx′, x′′,
y′
λ
, y′′, t
)
for every (x′, x′′, y′, y′′, t) ∈ Rk×Rn−k×Rk×Rn−k×R ≡ Hn, and (if k = n) by L(x, y, t) :=
(λx, y/λ, t) for every (x, y, t) ∈ Rn × Rn × R ≡ Hn. We discuss only the case k < n, as the
case k = n can be treated with some modification in the notation only.
We claim that Cα0 ⊂ L(Cα). To this aim, fix w = (0, x
′′, y′, y′′, t) ∈ W and v =
(x′, 0, 0, 0, 0) ∈ V such that wv ∈ Cα0 , i.e., ‖w‖H ≤ ‖v‖H/α0; then
‖L−1(w)‖H =
∥∥∥(0, x′′, λy′, y′′, t)∥∥∥
H
≤ ‖(0, x′′, y′, y′′, t)‖H = ‖w‖H
≤
1
α0
‖v‖H =
1
α0
‖(x′, 0, 0, 0, 0)‖H =
λ
α0
∥∥∥(x′
λ
, 0, 0, 0, 0
)∥∥∥
H
=
1
α
‖L−1(v)‖H.
This proves that wv ∈ L(Cα), as claimed.
For every p ∈ L(grφ) we have
L(grφ) ∩ pCα0 ⊂ L(grφ) ∩ pL(Cα) = L(grφ ∩ L
−1(p)Cα) = L(L
−1(p)) = p,
hence (see Remark 2.3) the set L(grφ) is the intrinsic Lipschitz graph of some function
φ0 : W → V with intrinsic Lipschitz constant at most α0. By Lemma 7.1, there exists
f0 ∈ C
1
H(H
n,Rk) such that
|Wif0(p)| ≤ 1/2 for every p ∈ H
n and i = k + 1, . . . , 2n (7.33)
col
[
X1f0(p)| . . . |Xkf0(p)
]
≥
1
2
I for every p ∈ Hn (7.34)
the level set S0 := {p ∈ H
n : f0(p) = 0} is a H-regular submanifold
S0 = grψ0 for an intrinsic Lipschitz ψ0 :W→ V
S
Q−k((grφ0 ∆S0) ∪ {p ∈ grφ0 ∩ S0 : Tan
H
grφ0
(p) 6= TanHS0(p)}) < ε/M
Q−k (7.35)
L
2n+1−k(W \ {w ∈W : φ0(w) = ψ0(w) and ∇
φ0φ0(w) = ∇
ψ0ψ0(w)}) < ε/M
Q−k, (7.36)
where M > 0 denotes the Lipschitz constant of L−1 : Hn → Hn. The function f := f0 ◦ L
is of class C1H(H
n,Rk) and
Xif(p) = λ(Xif0)(L(p)) for every i = 1, . . . , k
Yif(p) =
1
λ
(Yif0)(L(p)) for every i = 1, . . . , k
Wif(p) = (Wif0)(L(p)) whenever k + 1 ≤ i ≤ n or n + k + 1 ≤ i ≤ 2n
so that, by (7.33) and (7.34),
|Wif(p)| ≤
1
2λ
for every p ∈ Hn and i = k + 1, . . . , 2n
col
[
X1f(p)| . . . |Xkf(p)
]
≥
λ
2
I for every p ∈ Hn.
By Theorem 1.4 and Remarks 2.7 and 2.8, the level set {f = 0}, which is a H-regular
submanifold, is the intrinsic graph of an intrinsic Lipschitz function ψ : W → V whose
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Lipschitz constant can be estimated in terms of λ (i.e., of α) only, see Remark 2.9. Moreover,
the equalities
(grφ∆grψ) ∪ {p ∈ grφ ∩ grψ : Tan
H
grφ
(p) 6= TanHgrψ(p)}
= L−1
(
(grφ0 ∆grψ0) ∪ {p ∈ grφ0 ∩ grψ0 : Tan
H
grφ0
(p) 6= TanHgrψ0
(p)}
)
and
{φ = ψ and ∇φφ = ∇ψψ} = L−1
(
{φ0 = ψ0 and ∇
φ0φ0 = ∇
ψ0ψ0}
)
hold. Statements (7.31) and (7.32) now follow from (7.35) and (7.36), and the proof is
accomplished. 
Remark 7.3. Taking (7.4) into account, a further outcome of the proof of Theorem 7.2
is the existence of a function u : (0,+∞) → (0,+∞) such that, if A, φ and ε are as in
the statement of Theorem 7.2 and the intrinsic Lipschitz constant of φ is α > 0, then the
function ψ provided by Theorem 7.2 has intrinsic Lipschitz constant at most u(α).
A first consequence of Theorem 7.2 is the equivalence between the two possible notions
of H-rectifiability; this was already stated in §4.4.
Corollary 7.4. Let φ : A → V be an intrinsic Lipschitz map defined on some subset
A ⊂W; then grφ is H-rectifiable.
In particular, a set R ⊂ Hn is H-rectifiable of codimension k, k ∈ {1, . . . , n}, if and
only if S Q−k(R) < ∞ and there exists a countable family (φj)j of intrinsic Lipschitz
maps φj : Wj → Vj where Wj,Vj are homogeneous complementary subgroups of H
n with
dimVj = k and
S
Q−k
(
R \
⋃
j
grφj
)
= 0.
Proof. We can assume A = W because of Theorem 1.5. By Theorem 7.2, for every j ∈ N
there exists φj :W→ V such that grφj is H-regular and
S
Q−k(grφ \ grφj) < 1/j.
The first part of the statement follows as well as one implication of the second part of the
statement. The other implication is a simple consequence of the fact that (Theorem 4.19)
H-regular submanifolds are locally intrinsic Lipschitz graphs. 
A second consequence of Theorem 7.2 is the area formula of Theorem 1.3, that we now
prove. Recall that the intrinsic Jacobian determinant Jφφ was introduced in Definition 4.9.
Proof of Theorem 1.3. Recalling Remark 4.10, it is not restrictive to assume that W,V are
the subgroups in (4.3) and (4.2). By Theorem 1.5, one can assume that A = W. Since
every Borel non-negative function h can be written as a series of characteristic functions of
Borel subsets of grφ, we can without loss of generality assume that h = χE for some Borel
subset E ⊂ grφ, and we must prove that
S
Q−k(E) = Cn,k
ˆ
Φ−1(E)
Jφφ dL 2n+1−k.
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Let ε > 0 be fixed; by Theorem 7.2 we can find an intrinsic Lipschitz map ψ : W → V
such that grψ is a H-regular submanifold and, defining the graph map Ψ(w) := wψ(w) and
D := {w ∈W : φ(w) = ψ(w) and ∇φφ(w) = ∇ψψ(w)}, one has
L
2n+1−k(W \D) < ε and S Q−k(E \Ψ(D)) < ε. (7.37)
Using Theorem 4.19
S
Q−k(E) = S Q−k(E ∩Ψ(D)) + S Q−k(E \Ψ(D))
= Cn,k
ˆ
Ψ−1(E∩Ψ(D))
Jψψ dL 2n+1−k + S Q−k(E \Ψ(D))
= Cn,k
ˆ
Φ−1(E)∩D
Jφφ dL 2n+1−k + S Q−k(E \Ψ(D))
= Cn,k
ˆ
Φ−1(E)
Jφφ dL 2n+1−k − Cn,k
ˆ
Φ−1(E)\D
Jφφ dL 2n+1−k + S Q−k(E \Ψ(D))
so that∣∣∣∣S Q−k(E)− Cn,k ˆ
Φ−1(E)
Jφφ dL 2n+1−k
∣∣∣∣ ≤ Cn,k ˆ
W\D
Jφφ dL 2n+1−k + S Q−k(E \Ψ(D))
≤ (Cn,kC + 1)ε
where, in the last inequality, we used (7.37) and the fact that, by Lemma 4.13, Jφφ ≤ C for
some positive C depending only on the intrinsic Lipschitz constant of φ. The arbitrariness
of ε concludes the proof. 
Eventually, as a further consequence of Theorem 7.2 we prove the fact that, as anticipated
in Section 6, the canonical current associated with an entire intrinsic Lipschitz graph has
zero boundary. We will use (6.11), whose validity is now guaranteed by Theorem 1.3.
Proposition 7.5. Let φ :W→ V be intrinsic Lipschitz. Then the (2n+1− k)-Heisenberg
current JgrφK introduced in (6.10) is such that ∂JgrφK = 0.
Proof. As in Remark 6.1 we can assume without loss of generality that the subgroups
W,V are those defined in (4.3) and (4.2). Let ε > 0 be fixed and let ψ : W → V be
the map provided by Theorem 7.2. It was shown in the proof of Theorem 7.2 that there
exists f ∈ C1H(H
n,Rk) such that grψ = {f = 0}; moreover, the construction performed
in Lemma 7.1 ensures that f ∈ C∞(Hn \ grψ). As in the proof of Theorem 1.6, for every
positive integer i there exists ψi ∈ C
∞(W,V) such that
grψi = {f = (1/i, 0, . . . , 0)}.
Moreover, defining the graph maps Ψ(w) := wψ(w) and Ψi(w) := wψi(w), as i→ +∞ one
has
ψi → ψ, Ψi → Ψ and ∇
ψiψi →∇
ψψ locally uniformly on W. (7.38)
The last convergence stated in (7.38) follows from the local uniform (with respect to w ∈W)
convergence
TanHgrψi
(Ψi(w)) = ker∇Hf(Ψi(w))→ ker∇Hf(Ψ(w)) = Tan
H
grψ
(Ψ(w)).
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Using Proposition 1.9, Lemma 4.29 and formulae (7.38) and (6.11) we deduce that for every
ω ∈ D2n−kH
0 = lim
i→∞
JgrψiK(dCω)
= lim
i→∞
Cn,k
ˆ
W
〈∇ψiΨi ∧ T | (dCω) ◦Ψi〉 dL
2n+1−k
= Cn,k
ˆ
W
〈∇ψΨ ∧ T | (dCω) ◦Ψ〉 dL
2n+1−k
= JgrψK(dCω).
In particular
|∂JgrφK(ω)| = |JgrφK(dCω)− JgrψK(dCω)|
=
∣∣∣∣∣
ˆ
grφ
〈tHgrφ | dCω〉 dS
Q−k −
ˆ
grψ
〈tHgrψ | dCω〉 dS
Q−k
∣∣∣∣∣
≤ S Q−k((grφ∆grψ) ∪ {p ∈ grφ ∩ grψ : Tan
H
grφ
(p) 6= TanHgrψ(p)}) sup
Hn
|dCω|
≤ ε sup
Hn
|dCω|.
The arbitrariness of ε implies that ∂JgrφK(ω) = 0 for every ω ∈ D
2n−k
H , as desired. 
Appendix A. Proof of Proposition 3.38
We provide here the proofs of Lemma 3.37 and Proposition 3.38 that were only stated in
§3.6. The proof of Lemma 3.37 is quite simple.
Proof of Lemma 3.37. Assume that (a) holds; then either dimP1∩P2 = m, in which case
P1 = P2 and (b) trivially holds, or dimP1 ∩P2 = m− 1. Let v1, . . . , vm−1 be a basis of
P1∩P2 and choose w1 ∈ P1 \P2 and w2 ∈ P2 \P1; then, for every t1, t2 as in statement
(b) there exist c1, c2 ∈ R \ {0} such that
t1 = c1w1 ∧ v1 ∧ · · · ∧ vm−1
t2 = c2w2 ∧ v1 ∧ · · · ∧ vm−1.
The difference t1 − t2 is clearly a simple vector and (b) follows.
Statement (b) implies (c), hence we have only to show that (c) implies (a). Assume there
exist t1, t2 as in (c). Let h := dimP1 ∩P2; we assume h ≥ 1, but the following argument
can be easily adapted to the case h = 0. By assumption t := t1 − t2 is simple; moreover we
have P1 ∩P2 ⊂ span t, because for every v ∈ P1 ∩P2 we have v ∧ t = v ∧ (t1 − t2) = 0.
In particular, after fixing a basis v1, . . . , vh of P1 ∩P2 we can find vh+1, . . . , vm ∈ span t,
e1, . . . , em−h ∈ P1 \P2 and em−h+1, . . . , e2(m−h) ∈ P2 \P1 such that
t = v1 ∧ · · · ∧ vh ∧ vh+1 ∧ · · · ∧ vm
t1 = v1 ∧ · · · ∧ vh ∧ e1 ∧ · · · ∧ em−h
t2 = v1 ∧ · · · ∧ vh ∧ em−h+1 ∧ · · · ∧ e2(m−h).
Then, on the one side, t′ := e1∧ · · ·∧ em−h− em−h+1 ∧ · · ·∧ e2(m−h) equals the simple vector
vh+1 ∧ · · · ∧ vm, hence dim span t
′ = m − h. On the other side, e1, . . . , e2(m−h) are linearly
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independent and one can easily check that, in case m− h ≥ 2, one would have
span t′ = {v ∈ V : v ∧ t′ = 0} = {v ∈ span{e1, . . . , e2(m−h)} : v ∧ t
′ = 0} = {0}.
This implies that h ≥ m− 1, which is statement (a). 
On the contrary, the proof of Proposition 3.38 is long and technical: there might well
be a simpler one but the author was not able to find it. The proof provided here is based
on Lemmata A.1 and A.3, where one essentially studies the model cases of the planes
Pa,b introduced in (3.11). Proposition 3.38 will then follow by a quite standard use of
Proposition 3.13.
Remark 3.27 will be utilized several times.
Lemma A.1. Let a ≥ 1 be an integer such that n ≤ 2a ≤ 2n− 1; assume that τ ∈∧2ah1
is a simple 2a-vector such that
[τ ∧ T ]J = [X1 ∧ · · · ∧Xa ∧ Y1 ∧ · · · ∧ Ya ∧ T ]J .
Then the following statements hold:
(i) if 2a > n, then τ = X1 ∧ · · · ∧Xa ∧ Y1 ∧ · · · ∧ Ya;
(ii) if 2a = n, then either
τ = X1 ∧ · · · ∧Xa ∧ Y1 ∧ · · · ∧ Ya
or
τ = (−1)aXa+1 ∧ · · · ∧X2a ∧ Ya+1 ∧ · · · ∧ Y2a.
Remark A.2. When 2a = n one can use computations analogous to those in Remark 3.27
to check the action of (−1)aXa+1∧· · ·∧X2a∧Ya+1∧· · ·∧Y2a∧T in duality with elements of
the basis of J 2a+1 = J n+1 provided by Proposition 1.10. As a matter of fact, the equality
[X1 ∧ · · · ∧Xa ∧ Y1 ∧ · · · ∧ Ya ∧ T ]J = [(−1)
aXa+1 ∧ · · · ∧X2a ∧ Ya+1 ∧ · · · ∧ Y2a ∧ T ]J .
does hold.
For instance, recalling Example 3.23 it can be easily checked that in H2
〈X1 ∧ Y1 ∧ T | λ〉 = −〈X2 ∧ Y2 ∧ T | λ〉 for every λ ∈ J
3.
Proof of Lemma A.1. Let us write τ = τ 1 ∧ · · · ∧ τ 2a for suitable horizontal vectors τ i ∈ h1.
Writing
τ i = τ i1X1 + · · ·+ τ
i
2nYn, i = 1, . . . , 2a
we introduce the matrix
M := col
[
τ 1 | · · · | τ 2a
]
=
 τ
1
1 . . . τ
2a
1
...
...
τ 12n . . . τ
2a
2n
 = row
 M1...
M2n
 ,
where for every i = 1, . . . , 2n we denoted by Mi = (τ
1
i , . . . , τ
2a
i ) ∈ R
2a the i-th row of M .
It is worth noticing that for every I ⊂ {1, . . . , 2n} with |I| = 2a the equality
〈τ | dzI〉 = det[Mi]i∈I ,
holds, where we used notation (3.12) and denoted by [Mi]i∈I the 2a× 2a matrix formed by
the rows Mi, i ∈ I, arranged in the natural order.
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We now fix a subset I ⊂ {1, . . . , 2n} of indices having maximal cardinality among all
subsets I ⊂ {1, . . . , 2n} satisfying the two properties
∀ i, j ∈ I i 6≡ j mod n
(Mi)i∈I are linearly independent.
(A.1)
We also define
J := {j ∈ {1, . . . , 2n} : ∃ i ∈ I such that j ≡ i mod n} \ I
K := {1, . . . , 2n} \ (I ∪ J).
Clearly, I ∩ J = ∅.
Claim 1: a ≤ |I| ≤ n and |J | = |I|.
Let us prove the first claimed inequality. We have τ 6= 0, for otherwise we would obtain
the contradiction
0 =〈τ ∧ T | αR ∧ θ〉 = 〈X1 ∧ · · · ∧Xa ∧ Y1 ∧ · · · ∧ Ya ∧ T | αR ∧ θ〉 = 1
where
R :=
1 2 · · · n− a n− a+ 1 · · · a
a+ 1 a+ 2 · · · n
if 2a > n
R :=
1 2 · · · a
a+ 1 a+ 2 · · · n
if 2a = n.
(A.2)
In particular, the rank ofM is 2a and we can find distinct numbers i1, . . . , i2a in {1, . . . , 2n}
such thatMi1 , . . . ,Mi2a are linearly independent. It is then obvious that we can find a subset
of {i1, . . . , i2a} made by at least a elements that are never congruent modulo n; this proves
that |I| ≥ a.
The remaining part of the claim (|I| ≤ n and |J | = |I|) is clear from the definitions of I
and J .
Claim 2: for every k ∈ K, Mk ∈ span{Mi : i ∈ I}.
Assume on the contrary that there exists k ∈ K such that (Mi)i∈I∪{k} are linearly indepen-
dent; then I := I∪{k} would satisfy the two properties in (A.1) and this would contradict
the maximality of I.
Claim 3: there exists J ′ ⊂ J such that |J ′| = 2a − |I| and (Mi)i∈I∪J ′ are linearly inde-
pendent. In particular, (Mi)i∈I∪J ′ form a basis of R
2a.
We are going to implicitly use the facts that I ∩ J = ∅ and |I| = |J |. Let j1, j2, . . . , j|I|
be an enumeration of all the elements of J ; for ℓ = 0, 1, . . . , |I| we inductively define J ′ℓ by
J ′0 := ∅ and
if Mjℓ /∈ span{Mi : i ∈ I ∪ J
′
ℓ−1}, then J
′
ℓ := J
′
ℓ−1 ∪ {jℓ}
if Mjℓ ∈ span{Mi : i ∈ I ∪ J
′
ℓ−1}, then J
′
ℓ := J
′
ℓ−1.
Setting J ′ := J ′|I|, then the elements (Mi)i∈J∪J ′ are linearly independent by construction;
let us prove that they span the whole R2a, that will also imply the equality |J ′| = 2a− |I|.
Assume on the contrary that the dimension of
M := span{Mi : i ∈ I ∪ J
′} = span{Mi : i ∈ I ∪ J}
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(the second equality holding by construction) is less than 2a; recalling Claim 2 and the fact
that I ∪ J ∪K = {1, . . . , 2n}, this would imply that
∀ i ∈ {1, . . . , 2n} Mi ∈ M ,
and the rank of M would not be 2a. This is a contradiction, and Claim 3 is proved.
We now introduce
A := {i ∈ {1, . . . , n} : {i, i+ n} ⊂ I ∪ J ′}
B := (I ∪ J ′) \ (A ∪ (n+ A)) = I \ (A ∪ (n+ A))
C := K ∩ {1, . . . , n},
where for E ⊂ {1, . . . , n} we write n + E for {i ∈ {n + 1, . . . , 2n} : i− n ∈ E}. We notice
the following properties:
(i) if i ∈ A, then either (i ∈ I and i+ n ∈ J ′), or (i ∈ J ′ and i+ n ∈ I);
(ii) |I| = |J | = |A|+ |B| and 2|A|+ |B| = |I|+ |J ′| = 2a;
(iii) K = C ∪ (n+ C).
In particular
|A| − |C| = |A| − 1
2
|K| = |A| − 1
2
(2n− |I| − |J |) = 2|A|+ |B| − n = 2a− n ≥ 0
and we can define the (non-necessarily standard) Young tableau
R :=
a1 a2 · · · · · · · · · a|A|
c1 c2 · · · c|C|
where a1, . . . , a|A| is the increasing enumeration of the elements of A and c1, . . . , c|C| is the
increasing enumeration of the elements of C; of course, when |A| = |C| (or, which is the
same, 2a = n) the tableau R is a 2× |A| matrix.
We now consider the covector λ := dzB ∧αR; it can be easily checked that λ∧ θ ∈ J
2a+1.
Claim 4: 〈τ | λ〉 6= 0.
It is enough to check that
〈τ | λ〉 = 〈τ | dzB ∧ dxyA〉; (A.3)
in fact, if (A.3) were true one would get
〈τ | λ〉 = 〈τ | dzB ∧ dxyA〉 = ± det[Mi]i∈A∪(n+A)∪B = ± det[Mi]i∈I∪J ′ 6= 0, (A.4)
as claimed. The signs ± in (A.4) are not relevant and depend on A and B only.
Let us prove (A.3). By definition of αR, the covector λ can be written as
λ = dzB ∧ αR = dzB ∧ dxyA + λ˜
where λ˜ is a sum of covectors of the form ±dzB ∧ dxyA′∪C′ , where A
′ ⊂ A and C ′ ⊂ C
satisfy
|A′|+ |C ′| = |A| and |C ′| ≥ 1
(in particular, |A′| < |A|). We have
〈τ | dzB ∧ dxyA′∪C′〉 = ± det[Mi]i∈B∪A′∪C′∪(n+A′)∪(n+C′) (A.5)
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and we claim that this determinant vanishes. Choose indeed a¯ ∈ A \ A′ and let ¯ ∈ J ′ be
such that ¯ ≡ a¯ mod n (recall property (i) above); by Claim 2 we obtain
span(Mi)i∈B∪A′∪C′∪(n+A′)∪(n+C′) ⊂ span(Mi)i∈B∪A′∪(n+A′) + span(Mi)i∈C′∪(n+C′)
⊂ span(Mi)i∈B∪A′∪(n+A′) + span(Mi)i∈I
⊂ span(Mi)i∈I∪J ′\{¯}.
In particular, span(Mi)i∈B∪A′∪C′∪(n+A′)∪(n+C′) cannot be of maximal dimension 2a: this
implies that the determinant in (A.5) is null, as claimed. The equality 〈τ | λ˜〉 = 0 then
immediately follows and, since 〈τ | λ〉 = 〈τ | dzB ∧ dxyA + λ˜〉, equality (A.3) follows.
Claim 5: B = ∅.
By Remark 3.21, the covector αR can be written as a finite linear combination αR =∑
ℓ cℓαSℓ , cℓ ∈ R, of covectors αSℓ associated to standard Young tableaux Sℓ containing the
elements of A ∪ C. In particular, if B 6= ∅ one would have
〈τ | λ〉 =
∑
ℓ
cℓ〈τ | dzB ∧ αSℓ〉 =
∑
ℓ
cℓ〈X1 ∧ · · · ∧Xa ∧ Y1 ∧ · · · ∧ Ya | dzB ∧ αSℓ〉 = 0,
the last equality due to Remark 3.27 (with b := 0) and the fact that dzB contains no factors
of the form dxi. This would contradict Claim 4, hence B = ∅ as claimed.
Claim 5 implies that |A| = a and
I ∪ J ′ = A ∪ (n+ A) = I ∪ J and C = {1, . . . , n} \ A.
We can without loss of generality assume that I = A and J = J ′ = n+ A.
Claim 6: Mk = 0 for every k /∈ A ∪ (n+ A).
Assume that, on the contrary, there exists k /∈ A ∪ (n + A) (i.e., k ∈ K = C ∪ (n + C))
such that Mk 6= 0. By Claim 3, (Mi)i∈A∪(n+A) form a basis of R
2a, hence
span{Mi : i ∈ A} ∩ span{Mi : i ∈ n+ A} = {0}
which gives that
either Mk /∈ span{Mi : i ∈ A} or Mk /∈ span{Mi : i ∈ n + A}.
This would contradict the choice of I, because I := A ∪ {k} (in the first case) or I :=
(n+ A) ∪ {k} (in the second one) would satisfy both conditions in (A.1), but |I | > |I|.
Claim 7: 〈τ | dxyD〉 = 0 for every D ⊂ {1, . . . , n} such that |D| = |A| and D 6= A.
This is an immediate consequence of the equality 〈τ | dxyD〉 = ± det[Mi]i∈D∪(n+D) together
with Claim 6.
Claim 8: {n− a+ 1, n− a+ 2, . . . , a} ⊂ A.
Here we are understanding that the claim is empty when n = 2a. Denoting by R the
Young tableau defined in (A.2), one can easily check that the covector αR can be written
as a sum of elements of the form ±dxyD where the subsets D ⊂ {1, . . . , n} have cardinality
|D| = |A| = a and all contain {n− a + 1, . . . , a}. If one had {n− a + 1, . . . , a} 6⊂ A, then
one would get the contradiction
1 = 〈X1 ∧ · · · ∧Xa ∧ Y1 ∧ · · · ∧ Ya | αR〉 = 〈τ | αR〉 = 0,
the last equality following from Claim 7.
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Claim 9: if 2a > n, then A = {1, . . . , a}.
The condition 2a > n implies that |C| = n−|A| = n−a < a = |A|. Let a1 < a2 < · · · < a|A|
be the elements of A and c1 < · · · < c|C| those of C and define
R1 :=
a1 a2 · · · a|C| a|C|+1 · · · a|A|
c1 c2 · · · c|C|
The Young tableau R1 is not necessarily a standard one, as it might happen that ai > ci
for some i; however, it can be easily seen that the tableau
R2 :=
m1 m2 · · · m|C| a|C|+1 · · · a|A|
µ1 µ2 · · · µ|C|
defined by setting mi := min{ai, ci}, µi := max{ai, ci} (or, equivalently, by switching the
positions of ai, ci in case ai > ci) is a standard one. Notice that, since the i-th column of
R1 and the i-th column of R2 contain the same elements ai, ci, we have αR2 = ±αR1 . Using
Claim 7 we obtain
〈X1 ∧ · · · ∧Xa ∧ Y1 ∧ · · · ∧ Ya | αR2〉 =〈τ | αR2〉 = ±〈τ | αR1〉
=± 〈τ | dxyA〉 = ± det[Mi]i∈A∪(n+A) 6= 0
(A.6)
which, by Remark 3.27, implies that R2 = R. Therefore the rightmost entry in the first
row of R2 must be a; but this coincides with the rightmost entry in the first row of R1, i.e.,
with maxA. Therefore A ⊂ {1, . . . , n} is such that |A| = a and maxA = a, and the claim
A = {1, . . . , a} follows.
Claim 10: if 2a = n, then either A = {1, . . . , a} or A = {a+ 1, . . . , 2a}.
The proof is similar to that of Claim 9. Notice that now |C| = |A| = a; let a1 < a2 < · · · <
a|A| be the elements of A and c1 < · · · < c|A| those of C and define
R1 :=
a1 a2 · · · a|A|
c1 c2 · · · c|A|
as before. Again, let
R2 :=
m1 m2 · · · m|A|
µ1 µ2 · · · µ|A|
be defined by mi := min{ai, ci}, µi := max{ai, ci}; R2 is a standard Young tableau, αR2 =
±αR1 and as in (A.6) we can conclude that R2 = R. We now distinguish two cases:
• if 1 ∈ A, then a1 = m1 = 1 and, since R2 = R, we have µ1 = c1 = a + 1. In
particular, C ⊂ {1, . . . , n} = {1, . . . , 2a} is such that |C| = a and minC = a + 1.
This implies C = {a+ 1, . . . , n} and in turn A = {1, . . . , a};
• if 1 /∈ A, then 1 = m1 = c1 and a + 1 = µ1 = a1. In particular, A ⊂ {1, . . . , n} =
{1, . . . , 2a} is such that |A| = a and minA = a+1, which implies A = {a+1, . . . , n}.
The conclusion of the proof now follows easily. If 2a > n, by Claims 6 and 9 we have that
Mi = 0 for every i ∈ {a+1, . . . , n, n+a+1, . . . , 2n}: this implies that τ = tX1∧· · ·∧Xa∧Y1∧
· · ·∧Ya for some t ∈ R, and t is forced to be 1 because 〈X1∧· · ·∧Xa∧Y1∧· · ·∧Ya | αR2〉 6= 0
and
〈X1 ∧ · · · ∧Xa ∧ Y1 ∧ · · · ∧ Ya | αR〉 = 〈τ | αR〉 = t〈X1 ∧ · · · ∧Xa ∧ Y1 ∧ · · · ∧ Ya | αR〉
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This concludes the proof in case n > 2a. The case n = 2a follows analogously on considering
Claims 6 and 10. 
We now use Lemma A.1 to prove the following, more general result, of which Lemma A.1
represents the case b = 0.
Lemma A.3. Let a ≥ 0 and b ≥ 1 be integers such that n ≤ 2a+ b ≤ 2n− 1; assume that
τ ∈∧2a+bh1 is a simple (2a+ b)-vector such that
[τ ∧ T ]J = [X1 ∧ · · · ∧Xa+b ∧ Y1 ∧ · · · ∧ Ya ∧ T ]J . (A.7)
Then, the following statements hold:
(i) if 2a+ b > n, then τ = X1 ∧ · · · ∧Xa+b ∧ Y1 ∧ · · · ∧ Ya;
(ii) if 2a+ b = n, then either
τ =X1 ∧ · · · ∧Xa+b ∧ Y1 ∧ · · · ∧ Ya
or
τ =(−1)a(b+1) Xa+1 ∧ · · · ∧Xn ∧ Ya+b+1 ∧ · · · ∧ Yn
Remark A.4. As a matter of fact, if 2a+ b = n the equality
[X1 ∧ · · · ∧Xa+b ∧Y1 ∧ · · · ∧ Ya ∧T ]J = [(−1)
a(b+1)Xa+1 ∧ · · · ∧Xn ∧Ya+b+1 ∧ · · · ∧Yn ∧T ]J
holds. This can be proved by using Remark 3.27 and checking the action of Xa+1 ∧ · · · ∧
Xn∧Ya+b+1∧· · ·∧Yn∧T in duality with elements of the basis of J
2a+b+1 = J n+1 provided
by Proposition 1.10.
For instance, in H3 one has the equality [X1 ∧X2 ∧ Y1 ∧ T ]J = [X2 ∧X3 ∧ Y3 ∧ T ]J .
Proof of Lemma A.3. Let us write τ = τ 1∧· · ·∧τ 2a+b for suitable horizontal vectors τ i ∈ h1;
writing
τ i = τ i1X1 + · · ·+ τ
i
2nYn, i = 1, . . . , 2a+ b
we introduce the matrix
M := col
[
τ 1 | · · · | τ 2a+b
]
=
 τ
1
1 . . . τ
2a+b
1
...
...
τ 12n . . . τ
2a+b
2n
 = row
 M1...
M2n
 ,
where for every i = 1, . . . , 2n we denoted by Mi = (τ
1
i , . . . , τ
2a+b
i ) ∈ R
2a+b the i-th row of
M . Again, for every I ⊂ {1, . . . , 2n} with |I| = 2a+ b the equality
〈τ | dzI〉 = det[Mi]i∈I ,
holds, where we used notation (3.12).
Claim 1: Ma+1, . . . ,Ma+b are linearly independent.
Assume not: then, for every I ⊂ {1, . . . , 2n} with |I| = 2a we would get
〈τ | dx{a+1,...,a+b} ∧ dzI〉 = 0.
In particular
〈τ | dx{a+1,...,a+b} ∧ αR〉 = 0 for R :=
1 2 · · · n− a− b · · · a
a + b+ 1 a+ b+ 2 · · · n
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which would provide a contradiction since
〈τ | dx{a+1,...,a+b} ∧ αR〉 = 〈X1 ∧ · · · ∧Xa+b ∧ Y1 ∧ · · · ∧ Ya | dxa+1,...,a+b ∧ αR〉 = ±1
by assumption.
Claim 2: up to a proper choice of τ 1, . . . , τ 2a+b, the b × (2a + b) sub-block M˜ of M
determined by the rows Ma+1, . . . ,Ma+b satisfies
M˜ =
 Ma+1...
Ma+b
 =
 0b×2a Ib

where 0b×2a denotes a b× 2a block with null entries and Ib is the b× b identity matrix.
By Claim 1, the matrix M˜ has rank b; up to a permutation of τ 1, . . . , τ 2a+b, we can assume
that the rightmost b × b minor of M˜ has nonzero determinant. Namely, calling M˜ j =
(τ ja+1, . . . , τ
j
a+b)
T the j-th column of M˜ (the superscript T denoting transposition), the
rightmost minorM := [M˜2a+1| . . . |M˜2a+b] of M˜ satisfies detM 6= 0. For i = 2a+1, . . . , 2a+
b we define
σi :=
b∑
j=1
(M
−1
)ji τ
2a+j
and we notice that span{τ 1, . . . , τ 2a+b} = span{τ 1, . . . , τ 2a, σ2a+1, . . . , σ2a+b}, because of the
equality span{τ 2a+1, . . . , τ 2a+b} = span{σ2a+1, . . . , σ2a+b}. Notice that
σ2a+ia+j = δ
i
j for all i, j ∈ {1, . . . , b}; (A.8)
in particular, when in the matrix M the rightmost b columns τ 2a+1, . . . , τ 2a+b are replaced
by σ2a+1, . . . , σ2a+b, the block M˜ is replaced by a block of the form ∗b×2a Ib

where ∗b×2a denotes a b× 2a matrix. Define
σi := τ i −
b∑
j=1
τ ia+jσ
2a+j , i = 1, . . . , 2a
so that
σij = 0 for all i = 1, . . . , 2a, j = a+ 1, . . . , a+ b. (A.9)
It is easily seen that span{τ 1, . . . , τ 2a+b} = span{σ1, . . . , σ2a+b}; in particular, σ := σ1 ∧
· · · ∧ σ2a+b is a non-zero multiple of τ . Upon multiplying σ1 by a non-zero factor, we can
assume that σ = τ . In this way, if one replaces τ 1, . . . , τ 2a+b by σ1, . . . , σ2a+b, then the new
matrix M is such that the block M˜ has the form 0b×2a Ib

as wished.
In the following, we will keep on using the notation τ 1, . . . , τ 2a+b for the new family
σ1, . . . , σ2a+b.
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Claim 3a: if n > 2a+ b, then up to a proper choice of τ 1, . . . , τ 2a+b, we can assume that
the matrix M is of the form
M = (−1)ab

Ia 0 A1
0 0 Ib
0 0 D1
0 Ia A2
B1 B2 C
0 0 D2

(A.10)
where
(i) the 2a + b columns of M have been arranged into three blocks of size, respectively,
a, a and b;
(ii) the 2n rows of M have been arranged into six blocks of size, respectively, a, b,
n− a− b, a, b and n− a− b;
(iii) 0 denotes null matrices of the proper size;
(iv) Ia, Ib denote identity matrices of size a, b;
(v) A1, A2, B, C1, C2, D1, D2 denote generic matrices of the proper size.
Claim 3b: if n = 2a+ b, then up to a proper choice of τ 1, . . . , τ 2a+b, we can assume that
either M = (−1)ab

Ia 0 A1
0 0 Ib
0 0 D1
0 Ia A2
B1 B2 C
0 0 D2

or M = (−1)a(b+1)

0 0 D1
0 0 Ib
Ia 0 A1
0 0 D2
B1 B2 C
0 Ia A2

(A.11)
where the notation is similar to Claim 3a, (i)-(v).
We prove Claim 3a and 3b simultaneously; notice that there is nothing to prove in case
a = 0. Using the block subdivision of M as in (A.10) and (A.11), we already known by
Claim 2 that the second block of rows is of the form [0|0|Ib]. Let us prove that we can choose
τ 1, . . . , τ 2a+b so that null and identity blocks 0 and Ia appear where claimed in (A.10) and
(A.11).
We consider now a (n− b)-th Heisenberg group and we agree that all objects associated
with it will be overlined: in particular, we denote by X1, . . . , Xn−b, Y 1, . . . , Y n−b, T the
standard basis of left-invariant vector fields in Hn−b. Define
τ i :=
a∑
j=1
(τ ijXj + τ
i
n+jY j) +
n−b∑
j=a+1
(τ ib+jXj + τ
i
n+b+jY j), i = 1, . . . , 2a.
Consider τ := τ 1 ∧ · · · ∧ τ 2a; we prove that
〈τ ∧ T | λ〉 = (−1)ab〈X1 ∧ · · · ∧Xa ∧ Y 1 ∧ · · · ∧ Y a ∧ T | λ〉 for all λ ∈ J
2a+1
, (A.12)
where the symbol J
2a+1
stands for Rumin’s space of (2a+1)-covectors in Hn−b. Lemma A.1
then implies τ = X1∧· · ·∧Xa∧Y 1∧· · ·∧Y a (unless 2a+b = n, in which case we also have
the possibility τ = (−1)aXa+1 ∧ · · · ∧ Xn−b ∧ Y a+1 ∧ · · · ∧ Y n−b) and this implies Claims
3a-3b up to some tedious arguments.
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Consider I ⊂ {1, . . . , 2(n− b)} such that |I| = 2a; calling M the (2n− 2b) × 2a matrix
whose columns are τ 1, . . . , τ 2a and using for forms in Hn−b the notation dzI analogous to
that in (3.12), we have
〈τ | dzI〉 = det[M i]i∈I ,
where of courseM i is the i-th row ofM . SinceM is obtained fromM by canceling the third
block of columns and the second and fifth blocks of rows (according to the arrangement in
(A.10) and (A.11)) and since the second block of rows of M is [0|0|Ib], it is clear that
〈τ | dzI〉 =det[M i]i∈I = (−1)
ab det[Mi]ι(I)∪{a+1,...,a+b}
=(−1)ab〈τ | dzι(I)∪{a+1,...,a+b}〉,
where ι : {1, . . . , 2(n− b)} → {1, . . . , 2n} is defined by
ι(i) :=

i if 1 ≤ i ≤ a
i+ b if a + 1 ≤ i ≤ n− b+ a
i+ 2b if n− b+ a+ 1 ≤ i ≤ 2n− 2b.
This implies that, for every disjoint subsets I, J ⊂ {1, . . . , n− b} and every standard Young
tableau R, with rows of the proper lengths 1
2
(2a− |I| − |J |) and n − b − 1
2
(2a + |I| + |J |)
and whose entries are precisely the numbers in {1, . . . , n− b} \ (I ∪ J), we have
〈τ | dxI ∧ dyJ ∧ αR〉 = (−1)
ab〈τ | dxι(I)∪{a+1,...,a+b} ∧ dyJ ∧ αι(R)〉, (A.13)
where ι(R) denotes the tableau of the same form of R, obtained on replacing each entry,
say i, of R with ι(i). Observe that ι(R) is also a standard Young tableau because ι is
increasing. Taking Remark 3.27 and assumption (A.7) into account, equality (A.13) now
implies (A.12).
From now on we assume that, if n = 2a + b, we are in the first case between the two
displayed in (A.11): indeed, the following arguments can be easily11 generalized to the other
possible case.
Claim 4: up to a proper choice of τ 1, . . . , τ 2a+b, we can assume that the blocks A1, A2 in
(A.10)-(A.11) are 0.
It is enough to replace τ i, for i = 2a+ 1, . . . , 2a+ b, with
τ i −
a∑
j=1
(τ ijτ
j + τ in+jτ
a+j).
We are using in a key way the two blocks of the form Ia appearing in (A.10)-(A.11).
From now on the vectors τ are fixed; we are going to prove that the remaining blocks
B,C1, C2, D1, D2 in (A.10)-(A.11) are 0.
Claim 5: the blocks B1 and B2 in (A.10)-(A.11) are 0.
We need to prove that
τ in+a+j = 0 for all i = 1, . . . , 2a, j = 1, . . . , b
11One elegant way is to apply the H-linear isomorphism associated with the Lie algebra isomorphism
L∗(Xi) = Xa+b+i, L∗(Yi) = Ya+b+i if 1 ≤ i ≤ a, L∗(Xi) = Xi, L∗(Yi) = Yi if a + 1 ≤ i ≤ a + b,
L∗(Xi) = Xi−a−b, L∗(Yi) = Yi−a−b if a+ b+ 1 ≤ i ≤ n = 2a+ b.
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Fix then such i and j. Let R be the standard Young tableau
R :=
1 2 · · · n− a− b · · · a
a+ b+ 1 a+ b+ 2 · · · n
if n < 2a+ b
R :=
1 2 · · · a
a+ b+ 1 a+ b+ 2 · · · n
if n = 2a+ b.
(A.14)
We define a new tableau Q in the following way:
• if 1 ≤ i ≤ a, Q is the tableau obtained from R on replacing, in the first row, the
entry i with a + j;
• if a + 1 ≤ i ≤ 2a, Q is the tableau obtained from R on replacing, in the first row,
the entry i− a with a + j.
Consider
λ := dx{a+1,...,a+b}\{a+j} ∧ dyi ∧ αQ if 1 ≤ i ≤ a
λ := dx{i−a}∪{a+1,...,a+b}\{a+j} ∧ αQ if a+ 1 ≤ i ≤ 2a
The tableau Q is not a standard Young one; nonetheless, λ ∧ θ ∈ J 2a+b+1 and, using
Remark 3.21 and the assumption (A.7), we have
〈τ | λ〉 = 0. (A.15)
Assume that 1 ≤ i ≤ a; we can write
λ = dx{a+1,...,a+b}\{a+j} ∧ dyi ∧
∑
S
σ(S) dxyS (A.16)
where σ(S) ∈ {1,−1} is a suitable sign and the sum varies among the 2n−a−b subsets
S ⊂ {1, . . . , a, a + j, a + b + 1, . . . , n} \ {i} (i.e., S is a subset of the entries of Q) of
cardinality a and containing exactly one element from each column of Q. For any such S
we have
〈τ | dx{a+1,...,a+b}\{a+j} ∧ dyi ∧ dxyS〉 =det[Mℓ]ℓ∈({a+1,...,a+b}\{a+j})∪{n+i}∪S∪(n+S)
=± det[Nℓ]ℓ∈S∪(n+S)∪{n+i},
(A.17)
where
• the sign ± depends only on S, i, j,
• Nℓ := (τ
1
ℓ , . . . , τ
2a
ℓ , τ
2a+j
ℓ ) is obtained from the ℓ-th row Mℓ of M on canceling the
last b components except for the (2a+ j)-th one,
• we used that the second block of rows in (A.10)-(A.11) is [0|0|Ib].
Using Claim 4 one finds
if S = {1, . . . , a, a+ j} \ {i}, then 〈τ | dx{a+1,...,a+b}\{a+j}∧dyi∧dxyS〉 = ±τ
i
n+a+j . (A.18)
Notice that the case S = {1, . . . , a, a+ j} \ {i} correspods to S containing the elements in
the first row of Q. Instead, if S 6= {1, . . . , a, a+ j} \ {i}, then there exists an element ℓ¯ ∈ S
belonging to the second row of Q, i.e., ℓ¯ ∈ S ∩ {a+ b+ 1, . . . , n}. In this case Nℓ¯ and Nn+ℓ¯
are linearly dependent, because by Claim 3 all their entries are null except (possibly) for
the last one; in particular
if S 6= {1, . . . , a, a+ j} \ {i}, then 〈τ | dx{a+1,...,a+b}\{a+i} ∧ dya+i ∧ dxyS〉 = 0. (A.19)
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By (A.15), (A.16), (A.18) and (A.19) we obtain
0 = 〈τ | λ〉 = ±τ in+a+j (A.20)
and the claim is proved in case 1 ≤ i ≤ a. If a + 1 ≤ i ≤ 2a, (A.20) can be proved by a
completely analogous argument that we omit. The claim is proved.
Claim 6: the block C in (A.10)-(A.11) is 0.
The block C is a square one, with size b× b; we start by proving that the elements on the
diagonal of C are all null, i.e., that
τ 2a+in+a+i = 0 for any i = 1, . . . , b. (A.21)
Let then i ∈ {1, . . . , b} be fixed; consider
λ := dx{a+1,...,a+b}\{a+i} ∧ dya+i ∧ αR,
where R is as in (A.14). We can write
λ = dx{a+1,...,a+b}\{a+i} ∧ dya+i ∧
∑
S
σ(S) dxyS (A.22)
where σ(S) ∈ {1,−1} is a suitable sign and the sum varies among the 2n−a−b subsets
S ⊂ {1, . . . , a, a + b + 1, . . . , n} of cardinality a and containing exactly one element from
each column of R. For any such S we have
〈τ | dx{a+1,...,a+b}\{a+i} ∧ dya+i ∧ dxyS〉 =det[Mj ]j∈({a+1,...,a+b}\{a+i})∪{n+a+i}∪S∪(n+S)
=± det[Nj ]j∈S∪(n+S)∪{n+a+i},
(A.23)
where
• the sign ± depends only on S and i,
• Nj := (τ
1
j , . . . , τ
2a
j , τ
2a+i
j ) is obtained from the j-th row Mj of M on canceling the
last b components except for the (2a+ i)-th one,
• we used that the second block of rows in (A.10)-(A.11) is [0|0|Ib].
Using Claims 4 and 5 one finds
if S = {1, . . . , a}, then 〈τ | dx{a+1,...,a+b}\{a+i} ∧ dya+i ∧ dxyS〉 = ±τ
2a+i
n+a+i. (A.24)
On the contrary, if S 6= {1, . . . , a}, then there exists an element ℓ¯ ∈ S belonging to the
second row of R, i.e., ℓ¯ ∈ S ∩ {a + b + 1, . . . , n}. In this case Nℓ¯ and Nn+ℓ¯ are linearly
dependent, because by Claim 3 all their entries are null except (possibly) for the last one;
in particular, (A.23) gives
if S 6= {1, . . . , a}, then 〈τ | dx{a+1,...,a+b}\{a+i} ∧ dya+i ∧ dxyS〉 = 0. (A.25)
By (A.22), (A.24) and (A.25) we obtain
0 = 〈X1 ∧ · · · ∧Xa+b ∧ Y1 ∧ · · · ∧ Ya | λ〉 = 〈τ | λ〉 = ±τ
2a+i
n+a+i
and (A.21) is proved.
We now prove that the off-diagonal entries of C are null as well: we then fix i, j ∈
{1, . . . , b} with j < i and prove that
τ 2a+in+a+j = τ
2a+j
n+a+i = 0. (A.26)
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Let us consider
λ1 := dx{a+1,...,a+b}\{a+j,a+i} ∧ dy{n+a+j,n+a+i} ∧ αR
λ2 := dx{a+1,...,a+b}\{a+j,a+i} ∧ αQ
where R is as in (A.14) and Q is the tableau obtained by adding a column (a+ j, a+ i) on
the left of R, i.e.,
Q :=
a + j 1 · · · n− a− b n− a− b+ 1 · · · a
a+ i a+ b+ 1 · · · n
if n < 2a + b
Q :=
a + j 1 · · · a
a+ i a+ b+ 1 · · · n
if n = 2a + b.
Notice that Q is not a standard Young tableau; however, λ1∧θ and λ2∧θ belong to J
2a+b+1
and, using Remark 3.21 and the assumption (A.7), one obtains
〈τ | λ1〉 = 〈X1 ∧ · · · ∧Xa+b ∧ Y1 ∧ · · · ∧ Ya | λ1〉 = 0
〈τ | λ2〉 = 〈X1 ∧ · · · ∧Xa+b ∧ Y1 ∧ · · · ∧ Ya | λ2〉 = 0.
(A.27)
The argument that follows is pretty much similar to the previous one as well as to that of
Claim 5. We write
λ1 = dx{a+1,...,a+b}\{a+j,a+i} ∧ dy{n+a+j,n+a+i} ∧
∑
S
σ(S) dxyS
λ2 = dx{a+1,...,a+b}\{a+j,a+i} ∧
∑
T
σ(T ) dxyT
(A.28)
where σ(S), σ(T ) ∈ {1,−1} are suitable signs and the sums vary among the subsets S, T
of the sets of entries of R,Q (respectively) with cardinality (resp.) a, a + 1 and containing
exactly one element from each column of (resp.) R,Q. For any such S, T we have
〈τ | dx{a+1,...,a+b}\{a+j,a+i} ∧ dy{n+a+j,n+a+i} ∧ dxyS〉
= det[Mℓ]ℓ∈({a+1,...,a+b}\{a+j,a+i})∪{n+a+j,n+a+i}∪S∪(n+S)
= ± det[Oℓ]ℓ∈S∪(n+S)∪{n+a+j,n+a+i},
(A.29)
and
〈τ | dx{a+1,...,a+b}\{a+j,a+i} ∧ dxyT 〉 =det[Mℓ]ℓ∈({a+1,...,a+b}\{a+j,a+i})∪T∪(n+T )
=± det[Oℓ]ℓ∈T∪(n+T ),
(A.30)
where
• the signs ± depend only on S, T, i and j,
• Oℓ := (τ
1
ℓ , . . . , τ
2a
ℓ , τ
2a+j
ℓ , τ
2a+i
ℓ ) is obtained from the ℓ-th row Mℓ of M on canceling
the last b components except for the (2a+ j)-th and (2a + i)-th ones,
• we used that the second block of rows in (A.10)-(A.11) is [0|0|Ib].
Using Claims 4, 5 and the fact that the diagonal of C is null one finds that
(i) if S = {1, . . . , a}, then
〈τ | dx{a+1,...,a+b}\{a+j,a+i} ∧ dyn+a+j,n+a+i ∧ dxyS〉
=± det
(
τ 2a+jn+a+j τ
2a+i
n+a+j
τ 2a+jn+a+i τ
2a+i
n+a+i
)
= ± det
(
0 τ 2a+in+a+j
τ 2a+jn+a+i 0
)
= ±τ 2a+jn+a+iτ
2a+i
n+a+j
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(ii) if T = {1, . . . , a, a+ j}, then
〈τ | dx{a+1,...,a+b}\{a+j,a+i} ∧ dxyT 〉
=± det
(
τ 2a+ja+j τ
2a+i
a+j
τ 2a+jn+a+j τ
2a+i
n+a+j
)
= ± det
(
1 0
0 τ 2a+in+a+j
)
= ±τ 2a+in+a+j
(iii) if T = {1, . . . , a, a+ i}, then
〈τ | dx{a+1,...,a+b}\{a+j,a+i} ∧ dxyT 〉
=± det
(
τ 2a+ja+i τ
2a+i
a+i
τ 2a+jn+a+i τ
2a+i
n+a+i
)
= ± det
(
0 1
τ 2a+jn+a+i 0
)
= ±τ 2a+jn+a+i,
where the ± signs will be irrelevant. If S 6= {1, . . . , a}, then there exists an element
ℓ¯ ∈ S ∩ {a + b+ 1, . . . , n}; it follows that Oℓ¯, On+ℓ¯, On+a+j, On+a+i are linearly dependent,
because by Claims 3 and 5 all their entries are null except (possibly) for the last two ones.
In particular, (A.29) gives
if S 6= {1, . . . , a},
then 〈τ | dx{a+1,...,a+b}\{a+j,a+i} ∧ dyn+a+j,n+a+i ∧ dxyS〉 = 0.
(A.31)
If T 6= {1, . . . , a, a + j} and T 6= {1, . . . , a, a + i}, then there exists an element ℓ¯ ∈ T ∩
{a + b + 1, . . . , n}; notice also that either a + j ∈ T or a + i ∈ T . If a + j ∈ T , then
Oℓ¯, On+ℓ¯, Oa+j , On+a+j are linearly dependent, again because by Claims 3 and 5 all their
entries are null except (possibly) for the last two ones. Similarly, when a + i ∈ T one has
that Oℓ¯, On+ℓ¯, Oa+i, On+a+i are linearly dependent. We deduce by (A.30) that
if T 6= {1, . . . , a, a+ j} and T 6= {1, . . . , a, a+ i},
then 〈τ | dx{a+1,...,a+b}\{a+j,a+i} ∧ dxyT 〉 = 0.
(A.32)
By (A.27), (A.28), (A.31) and (i)–(ii)–(iii) above we finally achieve
τ 2a+jn+a+iτ
2a+i
n+a+j = 0 and ± τ
2a+j
n+a+i ± τ
2a+i
n+a+j = 0
and (A.26) is proved.
Claim 7: the blocks D1 and D2 in (A.10)-(A.11) are 0.
The claim amounts to showing that
τ 2a+ij = 0 = τ
2a+i
n+j for any 1 ≤ i ≤ b and a+ b+ 1 ≤ j ≤ n. (A.33)
Fix i, j as in (A.33) and consider the Young tableau Q obtained from R on replacing, in
the second row, the entry j with a + i. Set
λ := dx{j}∪{a+1,...,a+b}\{a+i} ∧ αQ
and write
λ = dx{j}∪{a+1,...,a+b}\{a+i} ∧
∑
S
σ(S) dxyS (A.34)
where σ(S) ∈ {1,−1} is a suitable sign and the sum varies among the 2n−a−b subsets
S ⊂ {a + i} ∪ {1, . . . , a, a + b + 1, . . . , n} \ {j} (i.e., S is a subset of the set of entries of
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Q) with cardinality a and containing exactly one element from each column of Q. For any
such S we have
〈τ | dx{j}∪{a+1,...,a+b}\{a+i} ∧ dxyS〉 =det[Mℓ]ℓ∈({j}∪{a+1,...,a+b}\{a+i})∪S∪(n+S)
=± det[Nℓ]ℓ∈{j}∪S∪(n+S),
(A.35)
where
• the sign ± depends only on S, j and i,
• Nℓ := (τ
1
ℓ , . . . , τ
2a
ℓ , τ
2a+i
ℓ ) is obtained from the ℓ-th row Mℓ of M on canceling the
last b components except for the (2a+ i)-th one,
• we used that the second block of rows in (A.10)-(A.11) is [0|0|Ib].
Using the previous claims we obtain
if S = {1, . . . , a}, then 〈τ | dx{j}∪{a+1,...,a+b}\{a+i} ∧ dxyS〉 = ±τ
2a+i
j . (A.36)
If S 6= {1, . . . , a}, then there exists an element ℓ¯ ∈ S belonging to the second row of Q, i.e.,
ℓ¯ ∈ S ∩ ({a+ i}∪{a+ b+1, . . . , n} \ {j}). In this case Nℓ¯ and Nn+ℓ¯ are linearly dependent,
because by Claims 3, 4 and 5 all their entries are null except (possibly) for the last one; in
particular, (A.35) gives
if S 6= {1, . . . , a}, then 〈τ | dx{a+1,...,a+b}\{a+i} ∧ dya+i ∧ dxyS〉 = 0. (A.37)
By (A.34), (A.36), (A.37) and Remark 3.21 we obtain
0 = 〈X1 ∧ · · · ∧Xa+b ∧ Y1 ∧ · · · ∧ Ya | λ〉 = 〈τ | λ〉 = ±τ
2a+i
j
and the first equality in (A.33) is proved.
We are left to show that also ±τ 2a+in+j = 0 for any i, j as in (A.33); this can be done by
considering (for the same Q above)
λ = dx{a+1,...,a+b}\{a+i} ∧ dyj ∧ αQ
and following a similar argument, that we omit. The proof of Claim 7 is then complete.
The proof of Lemma A.3 now follows from the equality τ = τ 1 ∧ · · ·∧ τ 2a+b, the fact that
the blocks A1, A2, B1, B2, C,D1, D2 in (A.10)-(A.11) are all null, and the equality
X1 ∧ · · · ∧Xa+b ∧ Y1 ∧ · · · ∧ Ya
=(−1)abX1 ∧ · · · ∧Xa ∧ Y1 ∧ · · · ∧ Ya ∧Xa+1 ∧ · · · ∧Xa+b.

Proof of Proposition 3.38. Assume that there exists a (2n+1−k)-dimensional vertical plane
P1 whose unit tangent vector t
H
P1
is such that [tH
P1
]J is a multiple of ζ . By Proposition 3.13
there exist non-negative integers a and b and a H-linear isomorphim L : Hn → Hn such
that a + b ≤ n, dimP1 = 2a+ b+ 1, L
∗(θ) = θ, L∗(dθ) = dθ and
L(P1) = Pa,b,
where Pa,b is defined as in (3.11). Let us denote by L∗ : J2n+1−k → J2n+1−k the isomor-
phism defined in (5.9). Clearly, L∗([t
H
P1
]J ) = [L∗(t
H
P1
)]J is a multiple of
[tHPa,b ]J = [X1 ∧ · · · ∧Xa+b ∧ Y1 ∧ · · · ∧ Ya ∧ T ]J ,
hence L∗ζ is a multiple of [X1 ∧ · · · ∧Xa+b ∧ Y1 ∧ · · · ∧ Ya ∧ T ]J .
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Assume that P2 is another vertical (2n+1−k)-plane in H
n such that [tH
P2
]J is a multiple
of ζ . The vertical plane P3 := L(P2) is such that t
H
P3
is a multiple of L∗(t
H
P2
), hence [tH
P3
]J
is a multiple of L∗([t
H
P2
]J ), i.e., of L∗ζ and eventually of [X1∧· · ·∧Xa+b∧Y1∧· · ·∧Ya∧T ]J .
If k < n, Lemma A.3 implies that P3 = Pa,b, hence P2 = P1. This proves part (i) of the
statement.
If instead k = n, Lemma A.3 implies that either P3 = Pa,b or
P3 = exp(span{Xa+1, . . . , Xn, Ya+b+1, . . . , Yn, T}).
Observe that, if a = 0, then P3 = Pa,b. On the contrary, if a ≥ 1 then either P3 = Pa,b
or P3 and Pa,b are not rank-one connected, because
dimP3 ∩Pa,b = b+ 1 ≤ (2a+ b+ 1)− 2 = dimP3 − 2.
All in all, we deduce that either P2 = P1, or
P2 = L
−1(exp(span{Xa+1, . . . , Xn, Ya+b+1, . . . , Yn, T}))
and P1, P2 are not rank-one connected. This concludes the proof. 
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