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1 Introduction
Movement of water and other fluids in the Earth’s crust is critical to many
geological processes, including the formation of ore deposits and geothermal
systems. Fluids transport chemical species and heat through pore spaces and
fractures in the rock at high pressure and temperature. Chemical species in the
fluids react with the rock leading to dissolution and precipitation of minerals,
which in turn influences permeability and fluid flow. Numerical simulations
can help us to understand these coupled processes and make predictions. For
example, simulations can be used to predict the location of mineral deposits or
geothermal resources, or to understand the impact of exploiting a geothermal
reservoir.
Numerical simulations of the coupled fluid-heat-chemical problem have
three key components: (1) solving the Darcy flux equation for fluid flux and
fluid pressure in a porous medium; (2) solving for advective-diffusive trans-
port of heat and chemical species; and (3) solving for chemical reactions. The
equations for each of these components are coupled as material parameters
(e.g. fluid density and viscosity) depend on pressure and temperature. Perme-
ability is a key variable controlling fluid flow, and varies over more than ten
orders of magnitude in the Earth’s crust e.g. see [B80]. Solving the coupled
fluid-heat-chemical transport problem in complex three-dimensional geologi-
cal structures with varying permeability requires large finite element meshes
and parallelized solution algorithms. Moreover, a complex software infrastruc-
ture is required to handle the input and evolution of chemical composition and
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rock properties, and to couple the different sub-problems. Therefore it is highly
desirable to apply a single finite element method (FEM) for all relevant sub-
problems. This will simplify the transfer of data between sub-problems, and
minimize software development and maintenance costs. In this paper we will
discuss a suitable solution strategy for the Darcy flux equation which meets
this requirement.
A common solution approach for the Darcy flux problem is to firstly solve
a second order, elliptic partial differential equation (PDE) for the pressure
p and then recover the flux u, which is in fact the more important quantity
to calculate, through a post-processing step. However, a stable and accurate
flux recovery is not easy to achieve. An alternative approach is the solution
of the coupled problem which leads to a saddle-point problem requiring care-
ful selection of approximation spaces to guarantee existence, uniqueness and
convergence of the discrete problem [BF91]. In this paper we will look at
the least-squares FEM (LSFEM) approach as presented in [PCL94] allow-
ing the application of standard, equal-order, conform FEM for both pressure
and velocity. We will extend the standard LSFEM by introducing an addition
weighting parameter which can be used to improve the quality of the returned
approximations and at the same time minimize computational costs.
The paper is organized as follows: In the next section we introduce some
notation and then give a brief description of the extended LSFEM approach.
In section 4 we discuss some solution strategies for the LSFEM problem.
In section 5 we give some numerical results and discuss the selection of the
weighting parameter. Finally we present a geological example and draw some
conclusions.
2 Governing Equations and Notation
We want to calculate the velocity u and pressure p on a given domain Ω by
solving the Darcy flux problem
ui + Kijp,j = gi
uk,k = f
(1)
with the boundary conditions
ui · ni = 0 on ΓN
p = 0 on ΓD
(2)
where ΓN and ΓD are a partition of the boundary of Ω with ΓD non empty
and ni is the outer normal field of the boundary of Ω. Here we use Einstein’s
summation and z,i denotes the derivative of the function z with respect to
the i-th spatial component. For simplicity we assume homogeneous boundary
conditions.
The data gi and f are given source terms and Kij is the given permeability
matrix, all of which may vary spatially in the domain. We assume that Kij
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is symmetric and positive definite, i.e there are positive constants α0 and α1
which are independent from the location in Ω such that
α0 xixi ≤ Kijxixj ≤ α1 xixi (3)
for all xi. We use the usual Sobolev spaces
V = {q ∈ H1(Ω) : q = 0 on ΓD} (4)
and
W = {v ∈ (L2(Ω))d : vk,k ∈ L2(Ω) and vi · ni = 0 on ΓN} (5)
where d denotes the spatial dimension. We use the usual norms in H1(Ω)
and H(Ω, div) in the spaces V and W , respectively. The operator Q : V →
(L2(Ω))d is defined through
(Qp)i = Kijp,j (6)
and the divergence operator D :W → L2(Ω) defined by
D · v = vk,k . (7)
The inner product and norm in L2(Ω) are defined by (., .)0 and ‖.‖0 respec-
tively.
3 Least Squares FEM
To solve the Darcy flux problem (1) we minimize the cost function
J(u, p) := ‖u+Qp− g‖20 + λ2‖D · u− f‖20 (8)
over (u, p) ∈ W × V where λ is a positive constant which will be discussed
later. A simple calculation shows that one has to solve
(v +Qq,u+Qp− g)0 + λ2(D · v, (D · u− f))0 = 0 (9)
for all v ∈ W and q ∈ V . This variational problem translates into operator
notation in the following way:
(I+ λ2D∗D)u+Qp = λ2D∗f + g
Q∗ · u+Q∗ ·Qp = Q∗ · g . (10)
The operator I is the identity operator and D∗ and Q∗ denote the adjoint
operators of D and Q, respectively. It can be shown that the bilinear form in
equation (9) is continuous and coercive in W × V [PCL94]. In fact the proof
given in the reference is for the case λ = 1 but the arguments easily extend to
the general case λ > 0. So the operator equation (10) has a unique solution
for all g and f in L2(Ω). Moreover, standard conform finite elements can be
used for flux and pressure.
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4 Solution Algorithm
We come to the question of how to solve the coupled equation (10) for pressure
and velocity in practice. It is possible to assemble the stiffness matrix of the
coupled problem and solve the corresponding system of linear equations. When
solving problems with large scale meshes it is neccessary to apply an iterative
method to solve the linear system. However, this turns out to be difficult due
to the fact that, in practical applications, the values for velocity and pressure
can have a difference of many orders of magnitude creating a situation which
is difficult to handle for an iterative solver.
A closer analysis of the proof showing that the bilinear form in equation (9)
is continuous and coercive reveals that
C0(‖v‖20 + λ2‖D · v‖20 + ‖Qq‖20)
≤ (v +Qq,v +Qq)0 + λ2(D · v,D · v)0
≤ C1(‖v‖20 + λ2‖D · v‖20 + ‖Qq‖20)
(11)






provides a preconditioner for the preconditioned conjugate gradient method
(PCG) as an outer iteration scheme. The application of the precondi-
tioner (12) requires the solution of two large systems of linear equations which
will be executed using PCG with a suitable preconditioner as a sub-iteration
scheme.
The estimate (11) guarantees that the number of outer iteration steps is
independent from the mesh size and so reduces the problem for an efficient
solver to the inversion of I + λ2D∗D and Q∗ · Q. However, similar to the
approach of assembling a stiffness matrix for the entire system, convergence
problems occur in practical application which shows that the constants C0
and C1 in (11) are in fact depending on the permeability K.
To get around the problem of different orders of magnitude for the pressure
and velocity one can us an Uzawa-style approach and solve for the pressure
only after elimination of the flux from the problem. Assuming that p is known
we have from the first equation in (10)
v = (I+ λ2D∗D)−1(λ2D∗f + g −Qp) (13)
which is inserted into the second equation to get the equation
Q∗ · (I− (I+ λ2D∗D)−1)Qp = Q∗ · (g − (I+ λ2D∗D)−1(λ2D∗f + g)) (14)
for the pressure p. We apply the PCG method to solve this problem where
we use Q∗ ·Q as a preconditioner (which may not be the best choice). The
residual r (∈ V ∗) of the PCG is given as
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r = Q∗ · (g − (I+ λ2D∗D)−1(λ2D∗f + g)−Qp+ (I+ λ2D∗D)−1Qp)
= Q∗ · (g −Qp− (I+ λ2D∗D)−1(λ2D∗f + g −Qp))
= Q∗ · (g −Qp− v)
(15)
where v is given by equation (13). This identity shows that the PCG will
put emphasis on the solution of the first equation in the original problem (1),
however the second equation in the original problem, which in the case of f = 0
guarantees a divergence-free flux, is only solved indirectly when calculating
the flux via (13). Consequently the right selection of the parameter λ becomes
important, not so much from a theoretical point of view but when solving a
practical application.
The equation (15) has also some interesting consequences for implementing
the PCG method. In fact one can use rˆ = g−Qp−v to represent the residual.
With this notation the evaluation of the iteration operator for a given pressure
p by solving the problem
(I+ λ2D∗D)v = Qp (16)
and then return Qp+v. This problem needs to be solved with high accuracy.
The application of the preconditioner to a given residual rˆ is done by solving
Q∗ ·Qp = Q∗ · rˆ (17)
to return p. This problem in fact is the second-order elliptic PDE
−(KliKljp,j),i = −(Klirˆl),i . (18)
In practical application solving this equation can be challenging as the value of
a high contrast in permeability (common in geological systems), which slows
down any iterative solver, is squared in (17).
5 Parameter Tuning
The problem arises which value one should choose for λ. In theoretical inves-
tigation λ = 1 is chosen. However, in practical applications the quality of the
results is very much dependent on the actual value of λ, as will be shown by
the examples presented below. In fact, a small value will emphasise the first
equation in equation (1) in comparison to the second equation. If the second
equation is not weighted high enough the calculated flux is not divergence free
(if f = 0) which leads to problems in real applications, for instance in cases
involving convection. On the other hand a large value for λ which would lead
to a divergence free flux may produce convergence problems when solving the
PDE (16) for the flux as the indefinite part D∗D becomes dominant over the
identity operator I. In this section we will show some numerical experiments
to illustrate the impact of the selection of λ on the quality of the results and
the compute time.
6 L. Gross, P. Hornby, T. Poulet, and H.A. Sheldon
5.1 Software
For our tests we use the escript package3 which is an environment for solving
general PDEs in python. The core of escript is a class representing the general
PDE for an unknown vector-valued function ui
−(Aijkluk,l + Bijkuk),j +Cikluk,l + Eikuk = −Xij,j +Yi (19)
where A, B, C, E, X and Y are functions of their location in the domain of the
PDE. The class also supports boundary conditions which are not presented
here. The escript environment provides a mechanism to set these coefficients,
typically as a function of the solution u or solutions of other PDEs, and to
hand over this linear PDE to a solver library (in our case the finite element
library finley [DGM04]), see [GBH07] for more details.
The geological example presented in Section 6 was obtained with CSIRO’s
in-house reactive transport modelling package [CHP07], which uses escript to
solve the equations for fluid flow, heat and mass transport on 2D and 3D
finite element meshes. The thermal and chemical modelling capabilities of the
package were not used.
5.2 Homogeneous Mesh
In the first set of tests we study the case of homogeneous meshes. In order
to be independent from the length scale we set λ = λ′ L/pi where L is the
longest edge length of the bounding box containing the domain. Notice that
under suitable conditions 1 becomes the smallest eigenvalue of (L/pi)2D∗D so
for the case λ′ = 1 the terms in (I+ λ2D∗D) become balanced.
The test domain is a rectangle of length l0 and and height l1. The source
term g is set to the linear interpolation between the bottom value [0, gbottom]
and top value [0, gtop]. The permeability is set to one. We prescribe the normal
flux to 1 at the bottom face and to 0 at the left and right face. The pressure is
set to zero on the top face. A simple calculation shows that the flux v is equal
to [0, 1] while the pressure becomes a quadratic function of the x1 coordinate.
We use piecewise linear, rectangular C0-elements on a rectangular grid. The
iteration to solve (14) is terminated if the current residual r fulfills
(r, (Q∗ ·Q)−1r)0 ≤ 10−4max(‖v‖0, ‖Qp‖0) (20)
The discretized sub-problems (16) and (17) both are solved with an accuracy
of 10−8 for the residual relative to the right hand side using the PCG method
with Jacobi preconditioner.
Table 1 summarizes the errors and timings for some selected cases. The
results show that the accuracy of the returned flux and pressure measured
by the norm of the divergence D · u of the flux and the defect u +Qp − g,
3 see https://launchpad.net/escript-finley
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Table 1. Errors and time for various domain dimensions l0 and l1, mesh sizes h and
source functions g represented by the values gtop and gbottom. The columns ddiv give
the logarithm of the absolute maximum value of the divergence D ·u of the flux, du
gives the logarithm of the absolute maximum value of the defect u +Qp − g and
Trel the execution time relative to the case λ
′ = 1. Rows with entry DIV mark cases
where the required accuracy could not be reached.
log10(λ
′)
gtop = 100 gtop = 10 gtop = 10
gbottom = 10 gbottom = 10 gbottom = 100




-3 0 0 1.03 -5 -6 1.54 0 0 1.52
-2 -1 0 0.87 -6 -6 1.24 -1 0 1.26
-1 -2 0 0.91 -8 -9 1.32 -2 0 1.38
0 -4 0 1.00 -8 -5 1.00 -4 0 1.00
1 -5 0 0.69 -9 -6 1.05 -5 0 1.05
2 -6 0 0.71 -9 -8 1.05 -6 0 1.06
3 -8 0 0.74 -9 -9 1.06 -8 0 1.09
l0=1, l1=1,
h=0.0125
-3 DIV DIV DIV
-2 1 -1 4.62 -2 -5 3.91 1 -1 5.09
-1 0 -1 2.25 -2 -4 1.84 0 -1 2.58
0 -1 -1 1.00 -4 -5 1.00 -1 -1 1.00
1 -2 -1 0.64 -5 -5 0.53 -2 -1 0.73
2 -4 -1 0.69 -7 -5 0.44 -4 -1 0.62




-3 DIV DIV DIV
-2 0 -2 3.93 -1 -4 3.15 0 -2 3.95
-1 0 -2 2.32 -2 -4 1.84 0 -2 2.43
0 -1 -2 1.00 -4 -5 1.00 -1 -2 1.00
1 -3 -2 0.63 -5 -5 0.53 -3 -2 0.68
2 -4 -2 0.73 -7 -5 0.43 -4 -2 0.56
3 -6 -2 0.56 -9 -8 0.45 -6 -2 0.61
which is limited by the discretization error, depends on the choice of λ′. In
fact, the bigger λ′ is the better the result becomes. This is expected as more
emphasis is put on the flux to become divergence free. Moreover, the right
choice of λ′ is crucial to actually achieve convergence and to minimize the
overall compute time; we see compute time reductions of a factor greater than
five with the right choice of λ′. Again the bigger λ′ is the smaller the compute
time becomes. In general, λ′ = 10 is a good choice giving good accuracy with
minimal compute time. This choice is very robust for variations in domain
dimension, mesh size and parameter values.
5.3 Refined Mesh
In a second set of tests we investigate the appropriate value for λ′ for the case
of an inhomogeneous mesh as is typically used in geological applications. To
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Table 2. Errors and time for various refinement factors χ and mesh sizes h. The
columns χleft = 0.1, χtop = 1 and χtop = 0.01 indicate refinement along the top
face with factor 0.1, no refinement, and refinement along the left face with factor
0.01, respectively. Other notations as in Table 1
log10(λ
′)
χleft = 0.1 χtop = 1 χtop = 0.01
ddiv du Trel ddiv du Trel ddiv du Trel
h = 0.1
-4 DIV DIV DIV
-3 2 -1 1.96 2 -1 1.44 2 -1 0.47
-1 1 -1 1.50 1 -1 1.02 1 -1 0.63
0 0 -1 1.00 0 -1 1.00 0 -1 1.00
1 -1 -1 2.00 -1 -1 2.15 -1 -1 2.42
2 -2 -1 4.46 -2 1 3.89 -2 -1 4.59
3 -4 -1 10.46 -4 -1 6.06 DIV
h = 0.05
-4 DIV DIV DIV
-3 DIV 1 -1 1.33 1 -1 0.59
-1 0 -1 1.18 0 -1 0.89 0 -1 0.78
0 0 -1 1.00 0 -1 1.00 0 -1 1.00
1 -2 -1 2.36 -2 -1 2.41 -1 -1 2.42
2 -3 -1 6.01 -3 -1 5.76 DIV
3 -3 -1 16.47 -4 -1 13.37 DIV
4 DIV -4 -1 12.54 DIV
simplify the investigation we focus on the case of a square domain l0 = l1 = 1
with input data gtop = 100 and gbottom = 10. We use linear, triangular C0-
elements and introduce refinements along the top or left faces of the domain
where χ denotes the ratio of the diameter of the smallest and largest elements
in the mesh. Table 2 summarizes the results of these tests.
Unlike the case of homogeneous meshes the computational costs increase
dramatically when going to higher values of λ′. This increase is caused by the
fact that the work required to invert (I + λ2D∗D) increases for larger values
of λ. In same cases the solver failed to return an answer in the given number
of iteration steps. Certainly a better preconditioner will improve the situation
here. Similar to the case of homogeneous meshes, divergence of the PCG solver
for the least squares problem can be observed if λ′ is too small. Again λ′ = 1
appears to be a good choice for minimizing the computational work however
the accuracy of the returned solution would require a slightly higher value for
λ′ but at significantly higher computational cost to invert (I+ λ2D∗D).
6 Geological Example: Fluid flow through layered
sedimentary rocks
Our geological example represents fluid flowing upwards through horizontal
layers of sedimentary rock cut by a steep fault. Understanding how fluids
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Fig. 1. Geological example showing layers of varying permeability, fluid pressure
contours (sub-horizontal) and fluid flow streamlines (sub-vertical).
move through sedimentary rock sequences like this is important for studies
of sediment-hosted mineral deposits, hydrocarbon migration and geothermal
systems.
The model is two-dimensional and comprises alternating layers of high
permeability and low permeability cut by a fault with intermediate perme-
ability (Figure 1). Fluid is injected into the base of the model by applying a
fluid flux (10−11 m/s) to the bottom boundary, and fluid pressure is fixed at
105 Pa on the top boundary. No flow is allowed across the sides of the model.
Fluid density is set to 1000 kg/m3, viscosity is 0.001 Pa s and gravity is -9.81
m/s2.
The resulting fluid pressure contours and fluid flow streamlines are shown
in Figure 1. These results show that the numerical method is capable of mod-
elling flow in geological systems with extreme permeability contrasts. The fluid
flux is exactly 10−11 m/s all the way up the left and right boundaries of the
model, indicating that the boundary conditions are being handled correctly
(i.e. no flow across the side boundaries). Upward flow from the base is focused
through the fault as it passes through low permeability layers, and diverges
out of the fault as it passes through high permeability layers. The exact flow
pattern and fluid presure distribution are dictated by the geometry, especially
the angle of the fault and the distribution of high and low permeability layers
either side of the fault (e.g. note asymmetry of the flow pattern either side of
the fault near the top).
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7 Conclusion
We have investigated LSFEM for calculating Darcy flux. LSFEM provides a
good alternative to the mixed FEM approach, because standard FEM meth-
ods can be applied to solve the corresponding variational problem, thus sim-
plifying coupling of the Darcy flux solver with other components (e.g. heat
transport) in a simulation code. As an extension to previous work earlier
we have introduced a weighting factor for the divergence term in the cost
function. The weighting factor does not change convergence properties, we
have shown through numerical experiments that the performance of LSFEM
depends heavily on the right choice for this factor. More theoretical investi-
gations are required to understand fully the influence of the weighting factor
of the least-squares problem for a given FEM mesh. We also suggest to in-
troduce a mesh dependent weighting factor which will require revisiting the
analysis. Some preliminary experiments indicate that this could increase accu-
racy dramatically, but the results are not conclusive. Application of LSFEM to
a geological problem produced promising results, indicating that this method
is capable of simulating fluid flow in natural systems characterized by extreme
variations in permeability.
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