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Dear editor,
Model predictive control (MPC) is a practically
effective and attractive approach in the field of in-
dustrial processes [1] owing to its excellent abil-
ity to handle constraints, nonlinearity, and perfor-
mance/cost trade-offs. The core of all model-based
predictive algorithms is to use “open-loop optimal
control” instead of “closed-loop optimal control”
within a moving horizon [2]. It is assumed in this
letter that the reader is familiar with MPC as a
control design methodology.
Because the dynamic model of a system predict-
ing its evolution is usually inaccurate, the actual
behaviors may deviate significantly from the pre-
dicted ones. Thus, acquiring accurate knowledge
of the physical model is essential to ensure satis-
factory performance of MPC controllers. Owing
to the well-developed information technology, co-
pious amounts of measurable process data can be
easily collected, and such data can then be em-
ployed to predict and assess system behaviors and
make control decisions, especially for the establish-
ment and development of learning MPC.
For the application of MPC design in on-line
regulation or tracking control problems, several
studies have attempted to develop an accurate
model, and realize adequate uncertainty descrip-
tion of linear or non-linear plants of the pro-
cesses [3–5]. In this work, we employ the data-
driven learning technique specified in [6] to it-
eratively approximate the dynamical parameters,
without requiring a priori knowledge of system
matrices. The proposed MPC approach can pre-
dict and optimize the future behaviors using multi-
order derivatives of control input as decision vari-
ables. Because the proposed algorithm can ob-
tain a linear system model at each sampling, it
can adapt to the actual dynamics of time-varying
or nonlinear plants. This methodology can serve
as a data-driven identification tool to study adap-
tive optimal control problems for unknown com-
plex systems.
Problem Formulation. In this work, we consider
a continuous-time industrial process given by
x˙(t) =Ax(t) +Bu(t)
△
=H (x(t), u(t)) Θ (1)
where t > t0, x ∈ Rn, and u ∈ Rm are the
system states and input, respectively. H(·, ·) :
R
n × Rm → Rn×(n2+mn) is defined as H(x, u) △=[
(x⊗ In)T (u ⊗ In)T
]
, where ⊗ denotes the Kro-
necker product. Θ denotes the vector of the system
parameters given by Θ
△
=
[
vec(A)T vec(B)T
]T ∈
R
n2+nm, where A ∈ Rn×n is the system matrix,
B ∈ Rn×m is the input matrix, and vec(·) de-
notes the vectorization operator, that is, vec(P ) =[
pT1 , . . . , p
T
m
]T
, where pi ∈ Rn is the ith column of
a matrix P ∈ Rn×m. We assume that (A,B) is
controllable and (A,C) is observable.
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In this work, we consider the following input
constraint: u ∈ U ⊂ Rm, where U denotes a
nonempty compact convex set and contains the
origin as its interior point. In this case, since Θ
is unknown, the primary objective of this work is
to design a data-drivenMPC formulation to obtain
an open-loop optimal control policy that tracks
a given reference xd and, at each sampling time
tk, k = 1, 2, . . ., minimizes the following cost func-
tion
J(x(tk), uˆk(·)))=
∫ tk+T
tk
(‖e(τ)‖2Q + ‖uˆk(τ))‖2R)dτ
+ Φ(e(tk + T )), (2)
where e(·) = x(·) − xd(·) denotes the error, Φ(·)
denotes the terminal cost, and Q = QT ≻ 0 and
R = RT 0 are the symmetric weighting matrices.
Methodology. To facilitate MPC design, at time
t = tk, the states x and the parameter Θ of the
predicted model over the moving horizon [t, t+ T ]
are both learned from the input–output measure-
ments, using a data-driven learning technique. In
this work, we consider two situations.
• All the states and input information are avail-
able to us. Then, by rearranging (1), we have the
linear error system in the form
F(t) = G(t)Θˆ, ∀t ∈ R>0, (3)
where Θˆ is an estimate of the unknown param-
eter Θ; the matrices F(·) : R>0 → Rn and
G(·) : R>0 → Rn×(n2+mn) are defined as
F(t) =
{
x(t) − x(t− δ), t ∈ [δ,∞),
0, t < δ,
G(t) = [(Ξx(t)⊗ In)T (Ξu(t)⊗ In)T] ,
where δ denotes the sampling period; the vectors
Ξx(·) : R>0 → Rn and Ξu(·) : R>0 → Rm are
defined as
Ξx(t) =
{∫ t
t−δ
x(τ)dτ, t ∈ [δ,∞),
0, t < δ,
Ξu(t) =
{∫ t
t−δ
u(τ)dτ, t ∈ [δ,∞),
0, t < δ.
• Only partial states and input information are
available; we assume the available states as the
first q = n/2 < n components of the states and
denote them as ξ ∈ Rq. We assume that the pair
(A,B) has the form
A =
[
0q×q Iq
A1 A2
]
, B =
[
0q×m
B1
]
. (4)
Then, the linear error system is given by
F1(t) = G1(t)Θˆ1, ∀t ∈ R>0, (5)
where Θˆ1 is an estimate of the unknown pa-
rameter Θ1 =
[
vec(A1)
T vec(A2)
T vec(B1)
T
]T ∈
R
2q2+mq; F1(·) : R>0 → Rq and G1(·) : R>0 →
R
q×(2q2+mq) are defined as
F1(t) =


ξ(t− δ2−δ1)−ξ(t− δ1)+ξ(t)
−ξ(t− δ2), t ∈ [δ1 + δ2,∞),
0, t < δ1 + δ2,
G1(t) =
[
(Ξp(t)⊗ In)T (Ξv(t)⊗ In)T
(Ξ1u(t)⊗ In)T
]
,
where δ1 and δ2 (δ1 6= δ2) denote the different pe-
riods; Ξp(·) : R>0 → Rq, Ξv(·) : R>0 → Rq, and
Ξ1u(·) : R>0 → Rm are defined as
Ξp(t) =
{∫ t
t−δ2
∫ τ
τ−δ1
ξ(ς)dςdτ, t ∈ [δ1 + δ2,∞),
0, t < δ1 + δ2,
Ξv(t) =


∫ t
t−δ2
ξ(τ)dτ − ∫ t−δ1
t−δ1−δ2
ξ(τ)dτ,
t ∈ [δ1 + δ2,∞),
0, t < δ1 + δ2,
Ξ1u(t) =
{∫ t
t−δ2
∫ τ
τ−δ1
u(ς)dςdτ, t ∈ [δ1 + δ2,∞),
0, t < δ1 + δ2.
Further, from (3) and using the measurements,
for a positive integer l 6 k, we define the vector
Γk ∈ Rln and matrix Ψk ∈ Rln×(n2+mn) such that
Γk
△
=
[
FT(t0),FT(t1), . . . ,FT(tl)
]T
,
Ψk
△
=
[
GT(t0),GT(t1), . . . ,GT(tl)
]T
,
where 0 6 t0 < t1 < · · · < tl and ti = iδ, i =
0, 1, . . . , l. Then, (3) implies the linear equation
Γk = ΨkΘˆ, (6)
Notice that if Ψk has full column rank, (6) can be
directly solved as
Θˆ =
(
ΨTkΨk
)−1
ΨTk Γk. (7)
Similarly, for (5), we let δ1 = δ and δ2 = 2δ;
thus, we obtain the same results for Θˆ1. To guar-
antee rank(ΨTkΨk) = n
2 + nm, we let the states
and inputs collected over a sufficiently large num-
ber of data samples be l ≫ n2 + nm. In prac-
tice, we assume that there exists a nominal con-
trol input u = −K0x, where K0 denotes a sta-
bilizing feedback gain matrix, such that Γk and
Ψk in (6) can be implemented using 2l integra-
tors to collect information about the states and
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inputs. Using Dk
△
=
l⋃
i=0
{F(ti),G(ti)} by (7), we
have Θˆ =
[
vec(Aˆ)T vec(Bˆ)T
]T
, which can be used
to predict and optimize the future behaviors over
a finite horizon [0, T ].
First, let us consider the MPC formulation. As
mentioned in [4], the majority (if not all) of exist-
ing formulations consider only u(·) as the decision
variable. For (1), we can extend it to a higher
order derivative of u(·), that is,
uk(t)
△
=
[
uˆTk (t), (uˆ
[1]
k )
T(t), . . . , (uˆ
[r]
k )
T(t)
]T
, (8)
with some control order r ∈ N+ larger than ρ > 1,
where ρ denotes the input relative degree of (1).
This will improve the efficacy of our learning MPC,
and the first term of uk(·) in (8) is the control in-
put uˆk(·) that is to be optimized in (2). Then, we
let B˜ = vec−1(Bˆ), A˜ = vec−1(Aˆ), where vec−1(·)
denotes the inverse operation of vec(·), and define
the following matrices:
A1 △=
[
I A˜T · · · (A˜ρ−1)T
]T
,
A2 △=
[
(A˜ρ)T (A˜ρ+1)T · · · (A˜r)T
]T
, and
B △=


A˜ρ−1B˜ 0 · · · 0
A˜ρB˜ A˜ρ−1B˜ · · · 0
...
...
. . .
...
A˜rB˜ A˜r−1B˜ · · · A˜ρ−1B˜

 .
At time instant t = tk, the MPC formulation can
be given by Eq. (9) (see Appendix A for details).
u
⋆
k(·) = argmin
uk(·)
J(x(tk),uk(·)) (9)
s.t. x(tk + τ) =
[
T1(τ) T2(τ)
] [X1
X2
]
, τ ∈ [0, T ]
X1 = A1x, X2 = A2x+ Buk,
xˆ(tk) = x(tk), uˆk(t) ∈ U ,
where X1 =
[
xT, (x[1])T, . . . , (x[ρ−1])T
]T
,
X2 =
[
(x[ρ])T, (x[ρ+1])T, . . . , (x[r])T
]T
, T1(τ) =[
1, τ, . . . , τ
ρ−1
(ρ−1)!
]
, T2(τ) =
[
τρ
ρ! , . . . ,
τr
r!
]
, T3(τ) =
[T1(τ), T2(τ)], X1,d =
[
xTd , (x
[1]
d )
T, . . . , (x
[ρ−1]
d )
T
]
,
X2,d =
[
(x
[ρ]
d )
T, (x
[ρ+1]
d )
T, . . . , (x
[r]
d )
T
]
, and
J(x(tk),uk(·)) = X˜T1 T1,1X˜1 + 2X˜T1 T1,2X˜2
+ X˜T2 T2,2X˜2 + ukTT uk + Φ(X˜i(tk + T )),
with X˜i = Xi − Xi,d, Ξi(τ) =
√
QTi(τ), Ti,j =∫ T
0
ΞTi Ξjdτ , i, j ∈ {1, 2}, and T =
∫ T
0
TT3 RT3dτ .
This is a standard quadratic programming (QP)
problem that can be solved by many available
tools. In particular, for the case with box con-
straints, with consideration of the possible model
error with the data-driven method, we can han-
dle the input constraints by the sub-optimal
method in Appendix B. We thus have the op-
timal control policy uˆ⋆k(t) = Iuu
⋆
k, where Iu =
[1, 0, . . . , 0]1×(r+1). We summarize this proposed
approach as Algorithm 1 in Appendix C.
Furthermore, we consider the linear error sys-
tem with the control policy uˆ⋆k(t) applied to (1).
For the actual state trajectory, we have the con-
tinuous error as
w(t) = H (x(t), uˆ⋆k(t))
(
Θˆ−Θ
)
, (10)
where t ∈ [tk, tk+T ]. In Appendix D, we show that
w(t) is bounded and has the upper bounded rate
of change with time t; if A˜ = A and B˜ = B, then
w(t) = 0, t > 0; with the updated control policy
uˆ⋆k(t) at each time t = tk, limt→∞ w(t) = 0, which
implies the asymptotic stability of the closed-loop
system.
Simulation results. An illustrative numerical
example for two continuous stirred tank reactor
(CSTR) systems is provided to validate the per-
formance of the proposed approach. More details
and discussions are presented in Appendix E.
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