In this paper we derive novel bounds on the capacity of OFDM under spread frequency selective fading channels without prior knowledge of the channel (non-coherent channel). The derived bounds are characterized by a newly defined parameter termed effective coherence time, which characterize the number of effective number of samples that can be used for channel estimation for a given SNR. We also show that the effective coherence time is a non-increasing function of the SNR. The presented bounds are tight for any SNR as long as the effective coherence time is large enough.
INTRODUCTION
The analysis of communication systems is often performed under the assumption ofperfect channel knowledge. In practical systems, however, the channel needs to be estimated from the communication signal itself, or from a properly designed and broadcasted pilot signal, so that this assumption is often unrealistic.
The capacity of communication systems without prior knowledge of the channel has been investigated recently by several researchers. The case of flat fading channels with independent identically distributed (iid) fading has received much attention, and although there is no closed form expression, its capacity is well characterized (e.g. [1, 2] ). The frequency flat correlated fading case was mainly analyzed as an iid fading model with channel state information (CSI), under the assumption that the CSI was obtained from the previously received signals. The analysis of such systems revealed a different behavior for the low and high signal-to-noise ratio (SNR) regimes.
For the low SNR regime, it was shown [3, 4] that the channel capacity is identical to the capacity when the channel is known. I.e., the lack of channel knowledge does not reduce the capacity. But, due to the imperfect channel knowledge, the system is required to use a different signaling scheme. While in the known channel case, iid Gaussian signaling is optimal, in the complete absence of channel knowledge the optimal signaling must have a low duty-cycle (i.e., the proba-
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Politecnico di Torino e-mail:benedetto@polito.it bility of transmitting a zero must be large). In case of a channel with imperfect CSI, it was shown [4] that a system using Gaussian signaling achieves significantly less than the channel capacity.
For the high SNR regime the situation is different. In this case the capacity in the absence of channel knowledge is significantly inferior to the capacity with perfect channel knowledge, and grows only double logarithmically with SNR [5, 6] . In this case, again, the Gaussian signaling is far from optimal. In fact, it was shown [4] that for any fixed channel estimation error variance, the mutual information of a system using Gaussian signaling is bounded as the SNR goes to infinity, while even in the case of no-channel knowledge the channel capacity is unbounded.
While avoiding the use ofGaussian signaling may not represent a problem, the use of low duty cycle signals (that were shown to be optimal for the iid fading case [3] ) is problematic in many practical systems. In fact, as the system SNR approaches zero, the duty cycle required to achieve capacity approaches zero even faster (i.e., transmission of infinite power for very short time). In order to account for the impossibility of transmitting such strong impulses, the analysis must include another constraint that limits the peak power of the signal.
The most common constraint used for this purpose is a constraint on the fourth moment of the transmitted signal (termed quadratic constraint). This constraint was used to analyze the capacity ofthe frequency selective fading channel in the wideband limit. It was shown [7, 8] that the capacity of this channel with the quadratic constraint is a decreasing function of the number of resolvable paths. If the number of resolvable paths also grows to infinity as the bandwidth grows to infinity, then the capacity converges to zero.
In this case the channel coherence time becomes the most important characteristic of the channel, as it describes the rate of changes in the channel (and therefore characterize the capability to learn the channel). But, the common definition of channel coherence time (e.g., [9] ) cannot be directly related to any capacity result. Instead, [7] had considered a block fading model of length T c , while [8] had considered a more general model and gave a novel definition for the channel coherence time that is directly connected to the channel capacity.
But, this definition of channel coherence time ( [8] ) is only effective for infinite bandwidth (or equivalently at the low SNR limit). In this paper we extend this definition, and show that the novel definition is applicable for finite bandwidth and anySNR.
In this paper we represent the finite bandwidth underspread channel by an OFOM under-spread channel and present novel bounds on the channel capacity. This bounds are characterized by a newly defined parameter termed effective coherence time. The novel lower and upper bounds derived in this paper are tight enough to characterize the channel capacity as long as the effective coherence time is large enough.
vector will be used in the analysis of the channel estimation of the k-th symbol. We also assume that at most one channel tap has an expectation different from zero.
The input signal has constraints on the first and second moments of the symbol power:
where a~1 is termed the quadratic constraint constant.
In the journal version of this paper we also consider a peak power constraint and the case in which the transmitted symbols are required to be statistically independent. In this work we do not allow any feedback, and therefore we assume that the input symbols are statistically independent ofthe channel.
CHANNEL CAPACITY AND BOUNDS
SYSTEM MODEL
Channel model
We use the OFOM model [10] , in which the Fourier transform of the received signal is given by: As the channel capacity is not known, in the following we present tight lower and upper bounds on it. Due to the space limitations, some results are stated without proof.
Theorem 1 The capacity ofthe channel is upper bounded by:
where T c is the effective coherence time given in (7).
Proof of Theorem 1 is given in the journal version of this paper [11}.
Note that LB 1 is the complete CSI bound and is dominant in high SNRs, while LB 2 takes into account the uncertainty due to the missing CSI, and is dominant for lower SNRs.
Theorem 2 The capacity ofthe channel is lower bounded by:
VN . 
where 
This vector is the correlation between the channel tap value at the k-th symbol and its value at all previous symbols. The Proof of Theorem 2 is given in the journal version of this
Note that UBI is achieved using narrowband QPSK transmission with duty cycle of j3, and is tight for low SNRs. On the other hand, UB 2 is achieved using wideband continuous
Gaussian modulation, and is tight for high SNRs if T e » N.
The approximation in UB 2 is based on the approximation presented in (18) and is shown to be accurate even for T e that span as little as 10 OFDM symbols. An exact version of this bound, which does not depend on the approximation, is given in the journal version of this paper [11] . We wish to find a relation between the coherence time and the channel estimation performance. We therefore tum to a special case of a block fading channel, in which the channel is constant over its coherence time.
E{Sxn-1} ==
As a reference we assume that the n-th symbol is the last symbol ofa block. The channel estimation for the last symbol of a block is based on the previous TelN -1 symbols, which have exactly the same channel impulse response as the n-th one. In mathematical terms, the channel covariance matrix is:
THE EFFECTIVE COHERENCE TIME
The previous Theorems were presented as a function of the following quantity that was termed effective coherence time:
In this section we present some results which explain why T e was termed effective coherence time, and give some insights into its physical nature. We begin by considering a constant amplitude modulation (e.g., QPSK), and afterwards we present an approximation that holds for other modulations.
The estimation error covariance matrix given the past transmitted and received symbols is given by:
where Sx is the spectrum of the symbol X given by: Sx == diag(X)diag(X)t. We define the following covariance matrix which is strongly related to the effective coherence time, by replacing the transmitted spectrum with its expectation:
We use this model for a reference, because its estimation performance are directly related to its coherence time.
The direct relation between the coherence time and the channel estimation error variance exhibited by the "block" fading model can be used to define an effective coherence time for a general channel model. We define the effective tap coherence time of an arbitrary channel as: 
In this subsection we consider the special case of wideband constant amplitude modulation, characterized by Sxn -1 == o where the second row in the equation has made use of (12) . This definition of effective tap coherence time seems useful, since it has a direct relation with the channel estimation performance. However, it is important to note that this effective tap coherence time depends on the channel tap power, (C Hn )l,l, and will in general be different for each channel tap.
In fact, the effective tap coherence time is a non-increasing function ofthe channel tap power. Taking an engineering perspective, one tends to consider the worst case as the preferred channel measure. Therefore, it is interesting to note that the effective coherence time, defined in (7) with equality in the case that a single channel tap contains all of the channel energy. Thus, The effective coherence time, which was defined in (7), and appeared in the capacity bounds, is a good characterization of the channel in terms ofthe achievable estimation performance. To be precise, it represents the coherence time of a block fading channel model in which a system that applies wideband constant amplitude modulation achieves the same estimation error variance. 
This value is equivalent to the channel coherence time defined in [8] For higher SNRs in most channel models the effective coherence time also depends on the SNR, and decreases as the SNR increases. At first this may seem as a surprising characteristic of a coherence time. intuitively one would expect the coherence time to characterize the channel, regardless of the system parameters. The dependence on the system SNR arises from the fact that the effective coherence time actually characterize the estimation performance.
Intuitively one can say that a system with higher SNR would require better channel estimation. Thus, such a system will be able to use only channel measurements that has higher correlation to the present channel state. Further increase in the SNR will further reduce the number of useful measurements and therefore reduce the effective coherence time.
Let us consider another simple channel model, termed AR 1 (auto regressive channel model of the first order). This channel model is defined by a single parameter, "(, the channel forgetting factor, and is characterized by C H .,H. == t J "(Ii-jl C Ho . The effective coherence time for this channel can be calculated using (7), and its low SNR limit is
(17)
1 1
For other modulations, we use we use the following approximation for the estimation error covariance matrix which is accurate if the input symbols are iid and the effective coherence time is long enough:
Another case for which we can provide a close-form expression for the estimation performance is the narrowband constant amplitude modulation, characterized by This approximation is especially convenient as it depends only on the input statistics and not on the actual transmitted symbols, as is for (8) .
As long as this approximation holds, the physical interpretations of the effective coherence time presented in subsections 4.2 and 4.1 holds for any modulations type. Furthermore, this approximation was used to prvide the simple form ofUB 2 which is important in the high SNR regime.
Properties of the effective coherence time
In contrast with the channel coherence time, the effective coherence time is also a function of the system SNR (a nonincreasing function of the SNR). This is negligible in the low SNR extreme, where the effective coherence time reaches its maximal value. At the limit when the SNR goes to zero all the
NUMERICAL EVALUATION
In this section we present numerical results that demonstrate the behavior of the effective coherence time and the tightness of the capacity bounds. For these calculations, we assume 
SUMMARY
In this paper we analyzed the capacity ofOFDM under spread channels, and presented tight bounds on the channel capacity. These bounds are characterized by the newly defined effective coherence time parameter. The effective coherence time characterize the number of effective number of samples that can be used for channel estimation. The presented bounds are tight for any SNR. For low SNR the bounds converge to ap~Te, while for high SNR the complete CSI ('known channel ') upper bound is tight as long as the effective coherence time is large enough.
More details on the bounds derivation are given in [11] .
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