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Abstract 
It is often needed to install limited number of facilities to address the demand of customers due to resource constraints 
and thus the requirement to provide service to all customers is not possible to meet. In such situation, the facilities 
are installed (placed) so that the maximum demand can be met. The problem of installing (locating) such facilities are known as 
Maximal Covering Location Problem (MCLP) [2] in facility location [1]. We assume that (i) all facilities are in a plane, and (ii) 
all customers can be considered as a point set on the same plane. The type of covering area (or range) of a facility depends on 
the facility to be installed. We consider the MCLP where the covering area (or range) of each facility is the area of a square with 
fixed size. In other words here, each facility is installed at the center of the square. The problem considered in this article is 
defined as follows: given a set P of n input points (customers) on the plane and k squares (facilities) each of fixed size, the 
objective is to find a placement of k squares so that the union of k axis parallel squares covers (contains) the maximum numbers 
of input points where k (1≤k≤n) is a positive integer constant. This problem is known to be NP-hard [5]. We have proposed a 
genetic algorithm (GA) to solve this problem.  
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1. Introduction 
A customer gets service if and only if s/he is within the range (or service zone) of at least one facility. The place 
where the facility is installed is called the center of the facility and the distance between the center of a facility and 
the farthest customer for this facility is called the range of the facility. Due to financial constraint, it is not always 
possible to install sufficient number of facilities to meet the total demand. In this situation, the objective is to install 
the given number of facilities so that they can provide service to the maximum number of customers. The class of 
problem having this objective is known as the Maximum Covering Location Problem (MCLP) in facility location 
[1]. The Maximum Covering Location Problem (MCLP) was posed and solved by Chruch and ReVelle [2]. They 
proposed three approaches to solve the problem where the range of each such facility is circular in the sense that the 
facility is required to be installed at the center of each such circle. Dubbed greedy adding, greedy adding with 
substitution and linear programming were used by the authors to solve the problem [2]. Observe that the area 
covered by a facility depends on the facility to be installed and this area is always bounded by a geometric object 
such as circle, square, rectangle, convex polygon etc. Therefore, the MCLP can be formulated as: given a set P of n 
input points (customers) on the plane and k geometric objects, each of fixed size, the objective is to find a placement 
of k geometric objects such that they together cover (enclose) the maximum number of input points. This problem is 
known to be NP-hard even the geometric object is convex [3][4][5]. In this work, we consider the geometric object 
as a fixed size axis-parallel square in the sense that each facility will be installed at the center of such square. An 
axis-parallel square is a square whose sides are parallel to one of the coordinate axes. Here the size of a square 
means its length and therefore fixed size square is a square whose size is constant. We have proposed a genetic 
algorithm (GA) to solve this problem. This problem has a constraint in the sense that each such square is restricted 
to be axis aligned. Observe that our proposed GA-based approach can be extended to remove this constraint.  
 
Genetic Algorithms (GAs) [5][6] are randomized search and optimization techniques which are guided by the 
principles of evolution and natural genetics, and have a large amount of implicit parallelism. GAs provide near 
optimal solution for an objective function. Here solution is encoded as chromosomes. Biologically inspired 
operators like selection, crossover and mutation are used over a number of generations for generating potentially 
better chromosomes.  
 
The rest of the article is organized as follows: in Section 2 we have first proposed a GA based approach to solve 
the MCLP. In Section 3 results are shown. In Section 4 we have analyzed our proposed GA. Finally Section 5 
concludes this article.   
 
2. Proposed GA-Based Technique  
In this section we have proposed a genetic algorithm for the following problem: given a set P of n input points in 
the plane, the objective is to find a placement of k axis parallel squares, each of fixed size, such that the number of 
input points jointly covered (contained) by the k squares is maximized. We call this problem as k-MCLP. A point is 
said to be covered if either the input point is covered by at least any of the k squares or on the boundary of at least 
any of the k squares. In case any two squares among the set of k such squares have an overlapping area then the 
input points in the overlapped area are counted once for computing the number of input points jointly covered by 
such two squares. The following subsections illustrate different stages of GA.   
2.1. Initial Population 
At first initial population is to be created by generating random binary chromosomes of length, say nbit. The size 
of the initial population is determined by the user given parameter known as population size.  
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2.2. Representation and Encoding Scheme 
We consider a minimum size square bounding box covering all input points of P and suppose that the size of this 
bounding box (length of a side) is β. Now we generate random points within the range [β×β] from the chromosome. 
Here each chromosome represents a binary string of 1’s and 0’s. We divide the binary string into 2×k parts 
arbitrarily such that the sum of the length of each part equal to nbit. We use a mapping function to generate real 
numbers in [vnew_min, vnew_max] where vnew_min = 0 and vnew_max= β. Each part of the chromosome represents a value in 
[vmin, vmax] where vmin = 0 and vmax = 2n-1, n is the number of bits representing the part of the chromosome under 
consideration. So each chromosome denotes k points in the range [β×β] and these points are basically the center of 
probable k squares generating a solution of the k-MLCP. For a value v є [vmin,vmax] we calculate vnew as follows: 
vnew= vnew_min + ((vnew_max-vnew_min)/(vmax-vmin))×v. Consider the following example, suppose the chromosome is [0 1 
1 0 1 0 0 0 1 0 1 1 0 0 1 0] of nbit = 16 and let n1=n2=8. So the first part of the chromosome is [0 1 1 0 1 0 0 0] and 
the second part of the chromosome is [1 0 1 1 0 0 1 0]. Given β=100, the point represented by this chromosome 
would be (8.6257, 30.1961), using the above mentioned mapping function. 
2.3. Fitness of Chromosome Calculation 
For each chromosome we calculate the total number of input points covered by the k squares. An input point is said 
to be covered by these k squares if the input point is either inside of any one of the k squares or on the boundary of 
any one of the k squares. The total number of input points covered by these k squares is taken as the fitness value for 
that chromosome. Our objective is to cover as much as possible input points. Recall that the objective of the k-
MCLP is to provide service for the maximum number of customers where a customer is represented by an input 
point. So we always try to minimize the overlapping area among the k squares. If more than one square covers same 
subset of input points then the fitness value may be high but the basic objective of k-MCLP to cover maximal 
different input points may not be achieved. So we have tried to minimize the overlapping area among the k squares 
in the following way: a chromosome corresponds k squares. If a point is covered by the ith square (1≤i≤k), we do not 
consider that point for any other jth square, j≠i, (1≤j≤k).  
2.4. Selection 
To achieve the basic objective of the k-MCLP, i.e. to cover as many input points as possible, we always try to 
make sure that the k squares are disjoint of each others. Here each of these k squares is characterized by the k 
random points obtained from each chromosome. We now define the feasibility of a chromosome in the following 
way: for k random points (k≥2 and k є Z+), represented by a chromosome, we calculate the pair-wise distances 
among them. We get kC2 distances. Now we take the standard deviation of these kC2 distances. A low standard 
deviation indicates that the k points tend to be close to the mean value; high standard deviation indicates that the k 
points are spread out over a large range of values. If the standard deviation of these kC2 distances is greater than the 
side length of the squares then the chromosome is considered as feasible chromosome. 
 
Here we have used binary tournament selection to select a chromosome out of the two randomly chosen 
chromosomes to create the matting pool. Both the randomly chosen chromosome corresponds to two different set of 
k squares. Obviously the set of k squares for which the number of covered input points is larger than the other one, is 
considered as the better chromosome. But at the same time we need to consider the feasibility of the chromosome 
also.  
 
The selection criteria are described as follows: 
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(i) If both the chromosomes are feasible then we select the chromosome with greater fitness value. 
(ii) If only one chromosome is feasible then we select the feasible chromosome. 
(iii) If both the chromosomes are not feasible then we select the chromosome with larger standard 
deviation value. 
2.5. Crossover 
Here we have used random crossover. Uniform crossover can also be used. In crossover process two 
chromosomes exchange genetic materials. Crossover takes place depending on the crossover probability value given 
as user input. In general, the crossover probability value is kept near 1. 
2.6. Mutation 
Mutation is done by randomly exchanging the chromosome value. Mutation is happened based on the mutation 
probability which is usually kept near 0 and mutation probability is also given as the user input.  
 
We have also maintained the elitism property of genetic algorithm that is we kept the best chromosome of the 
parent generation to the next generation. 
 
3. Result 
In this section experimental results are discussed. Here four results are shown for two different input point sets. 
We have generated input point set of 125 random points and 20 random points. The values of different parameters of 
genetic algorithm such as population size, number of generations, crossover probability and mutation probability 
are always taken as 50, 60, 0.98 and 0.12 respectively. For input point set of 125 random points and for the side 
length of the square of 5 units, three results are shown in Fig.1.(a), Fig.1.(b) and Fig.1.(c) respectively for k=5 and 
for k=3, and k=6. For randomly generated 20 points and k=4, we have obtained the result from our proposed GA 
shown in Fig.1.(d), where the side length of the square is taken as 25 units.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                      Fig. 1.(a) k-MCLP for k=5;                       Fig. 1.(b) k-MCLP for k=3. 
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                    Fig. 1.(c) k-MCLP for k=6;                                                                             Fig. 1.(d) k-MCLP for k=4. 
 
4. Analysis of our proposed GA 
In this section we have discussed some important issues regarding our proposed GA in Section 2. The basic 
objective of the k-MLCP is to provide service to the maximum customers. It should be noted that we have counted 
an input point only once if it is covered by more than one square to calculate the fitness value. But this strategy 
doesn’t ensure that the k squares would be disjoint.  It may happen that the same input points are covered by more 
than one square. According to the definition of the fitness value of a chromosome, this may give good fitness value 
but less numbers of different customers are provided with the service as more than one square covers same input 
points. So this doesn’t ensure that the k squares would be disjoint. So we have introduced the feasibility concept of 
chromosome as mentioned in the Subsection 2.4. By defining the feasibility of a chromosome we have tried to 
ensure that k squares are more likely to be disjoint. This ensures that the maximum number of different customers 
would get service. We have shown two results in Fig.2(a) and Fig.2(b), which depict the effects of feasibility testing 
of chromosome.  The same values of all the parameters of GA as mentioned in Section 3 have been used to obtain 
these two results shown in Fig.2(a) and Fig.2(b), for the set of 60 random input points. Fig.2(a) shows the result 
obtained without using the feasibility testing of chromosome and Fig.2(b) shows the result obtained by using the 
feasibility testing of chromosome. We have defined the feasibility of a chromosome in Subsection 2.4. If we do not 
use the feasibility testing of chromosome then there is very high chance that more than one square may overlap with 
each others and if we count each input point once whenever it is covered by these overlapping squares then we may 
get more number of input points covered by all these squares. But they are actually serving the same customers. So 
our intension to serve maximum number of customers is not satisfied fully here. So we have introduced the idea of 
testing feasibility of chromosomes. This leads us to consider those chromosomes are better that represent squares 
which are more likely to be disjoint. This will give a placement of k squares which covers the maximum number of 
input points, each counted only once for each square and also serve the maximum number of different customers.  
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         Fig. 2.(a) k-MCLP for k=6 (without feasibility testing);                        Fig. 2.(b) k-MCLP for k=6 (with feasibility testing) 
 
5. Conclusion 
The Maximum Covering Location Problem (MCLP) is NP-hard. In this article we have given a GA-based 
approach to solve the k-MCLP; k is a positive integer constant. Our approach gives a near optimal solution. The 
proposed GA experimented on various synthetic data sets. Though the k-MCLP is NP-hard, we get satisfactory 
results from our proposed GA within reasonable generations. In this article we have shown our results for axis 
parallel squares only. Our approach can be extended to solve the problem where each such k squares are arbitrarily 
oriented. Moreover our approach can be modified to solve the k-MCLP when the input points of P have arbitrary 
weights.  
 
References 
[1] Zvi Drezner and Horst W. Hamache. Facility location: Applications and Theory, Springer, Berlin, Heidelberg, New York, ISBN 3- 
     540-21345-7, 2001. 
[2] R. Church and L. C. ReVelle. Theoretical and computational links between the p-median, location set covering, and the maximum 
     covering location problem. Geographical Analysis, 8, 406–415, 1976  
[3] Maharaj Mukherjee and Kanad Chakraborty. A polynomial-time optimization algorithm for a rectilinear partitioning problem with    
      applications in VLSI design automation, Information Processing Letters, Vol. 83, pages 41-48, 2002.  
[4] Mark de Berg and Sergio Cabello and Sariel Har-Peled. Covering Many or Few Points with Unit Disks, Theory of Computing Systems,  
     Vol. 45, pages 446-469, 2009. 
[5] Nimrod Megiddo and Kenneth J. Supowit. On the Complexity of Some Common Geometric Location Problems, SIAM Journal on 
     Computing, Vol. 13, pages 182-196, 1984. 
[5] D. E. Goldberg, Genetic Algorithms in Search, Optimization and Machine Learning, Addison-Wesley, New York, 1989. 
[6] L. Davis (ed.), Handbook of Genetic Algorithms, Van Nostrand Reinhold, New York, 1991. 
