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Abstract: In this paper, we present a novel closed-form model (CFM) for accurate and fast 
evaluation of nonlinear interference in modern ultrawideband coherent optical fiber 
communication systems. Starting from the Gaussian noise model (GN model), using reasonable 
approximations and machine-learning optimized improvements, we achieve an accurate CFM 
capable of handling ultrawide band (C+L or wider) optical fiber systems in the presence of Inter-
channel Stimulated Raman Scattering (ISRS) and forward-pumped Raman amplification. 
1- Introduction 
Physical-layer-aware control and optimization of ultra-high-capacity optical networks is becoming 
an increasingly important aspect of networking, as throughput demand and loads increase. A 
necessary pre-requisite is the availability of accurate analytical modeling of fiber non-linear effects 
(or NLI, Non-Linear-Interference).   
Several NLI models have been proposed over the years, such as ‘time-domain’ [1], [2], GN [3], 
EGN [4] , [5] , others such as [6]-[9], and various precursors of the all of them (see for instance 
refs. in [10]). These NLI models, however, either contain integrals that make them unsuitable for 
real-time use, or otherwise assume too idealized system set-ups. The challenge is to derive 
approximate closed-form formulas, thus enabling real-time computation, that both preserve 
accuracy and are general enough to model highly diverse actual deployed systems. 
In the GN/EGN model class, a rather general closed-form set of formulas (or closed-form model, 
CFM) has been available for several years (Eqs. (41)-(43) in [3]). These formulas, that we call 
‘CFM0’, are a closed-form approximation of the incoherent GN-model (or iGN model [3]).  They 
already allow to deal with systems with arbitrary WDM combs and non-identical spans and 
amplifiers. However, they do not support, among other things, dispersion slope and frequency-
dependent loss, all-important features to enable the real-time modeling of actually-deployed 
realistic systems and networks. 
We upgraded CFM0 to include such missing features, following the approach proposed in [11],  
similar (though not identical) to [12]. We call these new formulas CFM1. We first tested CFM1 
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over the C-band, to make sure that it performed well in that context, neglecting ISRS. We did the 
testing over a very large number (8500) of highly-randomized C-band WDM systems, comparing 
the results of CFM1 with a highly accurate version of the EGN model (numerically integrated). 
CFM1 performed acceptably well, but it showed an average tendency towards overestimating NLI. 
This could be expected since CFM1 is an approximation of the GN-model, whose known behavior 
is to somewhat overestimate NLI [3].  In addition to such pessimistic bias, we also observed a non-
negligible variance of the error.  
To improve the accuracy of CFM1 vs. the EGN benchmark, we leveraged the 8500 systems test-
set to find a simple correction law which contained both physical system parameters and best-
fitted coefficients, with the goal of turning CFM1 from a GN-model emulating CFM into an 
accurate EGN-emulating CFM. This approach, that can be viewed as machine-learning over a big-
data set, proved effective [13]-[16]. The new set of formulas, called CFM2, had a much lower NLI 
estimation error. 
Still, we could observe rare elevated error outliers in NLI estimation. We managed to remove them 
by improving CFM2 using a further analytical contribution, which was derived as shown in [17]. 
This further contribution was designed to account for coherence effects in the accumulation of NLI 
noise. With the addition of such term, the new closed-form model (CFM3) performed better on all 
accounts and, in particular, removed all outliers, drastically curtailing the peak error A final 
refinement consisted in accounting for the effect of channel roll-off, resulting in CFM4, which was 
also tested over the 8500 systems test-set [16]. 
CFM4 provides a real-time very effective and very accurate tool for NLI computation, in arbitrary 
C-band systems, with the only limitation of fiber dispersion not going below about 2 ps/(nm km). 
Under this value, some of the approximations used to derive the CFMs break down. Separate work 
is currently ongoing to extend CFM4 towards lower and near-zero dispersion [18],[19] but we 
consider this outside the scope of this paper.  
The aim of this work is instead to extend CFM4 so that it can deal with C+L (or even broader 
band) systems, while retaining its excellent flexibility, accuracy, and real-time computation 
capability, in scenarios where dispersion does not go below 2 ps/(nm km). 
To do so we re-start from the premises of [11] and propose a detailed re-derivation of CFM4. 
However, we introduce some substantial changes so that a more powerful set of formulas is 
achieved. The new CFM, called CFM5, is capable of modeling NLI in any arbitrary ultra-
broadband WDM system (C+L or wider) accounting for ISRS and forward-pumped Raman 
amplification, with high accuracy and real-time computation speed. 
The current main remaining limitations of CFM5 are the requirement of dispersion not being lower 
than 2 ps/(nm km) and the need to separately compute the SRS-induced power evolution for each 
channel along the link, which is comparatively much slower than CFM5 itself (seconds vs. tens of 
milliseconds).  
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Work is ongoing on cutting down SRS computation time, to try to achieve an all-encompassing, 
real-time general NLI model capable of handling arbitrary ultra-broadband systems. In this paper, 
we focus on CFM5 and leave the SRS computation speed-up part for a subsequent paper. 
2- ISRS mathematical modeling 
Stimulated Raman Scattering (SRS) is a well-known nonlinear effect which causes a power 
transfer from higher frequencies (shorter wavelengths) to lower frequencies (longer wavelengths). 
In a WDM frequency comb propagating in the fiber, containing N channels with center frequencies 
𝑓ଵ < 𝑓ଶ < ⋯ < 𝑓ே , the propagation-distance dependent power of each channel can be modeled by 
a set of coupled differential equations as [20]: 
⎩
⎪⎪
⎨
⎪⎪
⎧  
ௗ௉భ
ௗ௭
= {∑ 𝐶ோ(𝑓௜ − 𝑓ଵ) × 𝑃௜ே௜ୀଶ } × 𝑃ଵ − 2 × 𝛼ଵ × 𝑃ଵ                                                                          
   ⋮                                                        
 ௗ௉೗
ௗ௭
= ቄ− ∑ ௙೗
௙೔
× 𝐶ோ(𝑓௟ − 𝑓௜) × 𝑃௜
(௟ିଵ)
௜ୀଵ ቅ × 𝑃௟ + ൛∑ 𝐶ோ(𝑓௜ − 𝑓௟) × 𝑃௜
ே
௜ୀ(௟ାଵ) ൟ × 𝑃௟ − 2 × 𝛼௟ × 𝑃௟
⋮
 ௗ௉ಿ
ௗ௭
= ቄ− ∑ ௙ಿ
௙೔
× 𝐶ோ(𝑓ே − 𝑓௜) × 𝑃௜
(ேିଵ)
௜ୀଵ ቅ × 𝑃ே − 2 × 𝛼ே × 𝑃ே
                                                     
  
 
 
 
 
eq. 
(1) 
Where eq. (1) is a set of N coupled nonlinear differential equations. z is the distance from the signal 
launch location in the fiber. 𝑙 can be in the range  2 1l N    and 𝑃௝(0) is the power launched 
into the j’th channel at the start of the fiber span while  𝑃௝ = 𝑃௝(𝑧) is the power of the j’th channel 
at the distance z  (1 ≤ 𝑗 ≤ 𝑁). Also, 𝛼௝ is the fiber loss parameter for the j’th channel in the absence 
of Raman and in general, can be different channel by channel. We may also denote 𝛼௝ by 𝛼(𝑓௝) in 
this paper so 𝛼௝ = 𝛼(𝑓௝). 𝐶ோ(𝑢) is an odd function with respect to its frequency variable 𝑢 which 
represents the gain profile of the ISRS effect and it depends on the fiber physical specifications. 
For 𝑢 > 0, 𝐶ோ(𝑢) ≥ 0 and for 𝑢 < 0, 𝐶ோ(𝑢) = −𝐶ோ(−𝑢). 
It is worth noting that in the absence of the ISRS effect,  𝐶ோ(𝑢) = 0 ∀𝑢, and eq. (1) has the obvious 
analytical solution: 𝑃௞(𝑧) = 𝑃௞(0) × 𝑒ିଶ×ఈೖ×௭  for   1 ≤ 𝑘 ≤ 𝑁. 
In general, there is not an analytical solution for eq. (1), which then must be solved numerically. 
Under certain specific conditions, however, an approximate analytical solution can be found, 
which we discuss it in the next section. 
3- Analytical Solution of ISRS differential equations under specific 
conditions 
As we mentioned in the previous section, eq. (1) has an obvious analytical solution in the absence 
of SRS (𝐶ோ(𝑢) = 0 ∀𝑢) which is 𝑃௞(𝑧) = 𝑃௞(0) × 𝑒ିଶ×ఈೖ×௭  for   1 ≤ 𝑘 ≤ 𝑁. When SRS is 
present (𝐶ோ(𝑢) ≠ 0) there is an analytical solution provided that the 7 specific conditions hold 
[21]. Before listing these conditions and showing the related closed-form solution, we would like 
to point out that in actual systems the 7 conditions may be only marginally met, or not met. 
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However, this is not important since we are discussing here this closed-form solution because we 
then use it to draw inspiration to write a more general and effective formula. 
 
1- If 𝐶ோ(𝑢) is considered as a triangular shape function as: 
𝐶ோ(𝑢) = ቐ
𝐶ோ,௠௔௫
∆𝑓ூௌோௌ
× 𝑢              0 ≤ |𝑢| ≤ ∆𝑓ூௌோௌ
0                                        |𝑢| > ∆𝑓ூௌோௌ
 
 
eq. (2) 
 
where in (2) 𝐶ோ,௠௔௫ and ∆𝑓ூௌோௌ are two positive constants called ISRS gain profile 
maximum and ISRS bandwidth respectively. Considering 𝐶ோ(𝑢) as shown in eq. (2) is 
called the ‘triangular approximation’ of the Raman gain profile. 
 
2- (𝑓ே − 𝑓ଵ) ≤ ∆𝑓ூௌோௌ which indicates the total WDM bandwidth should be less than the ISRS 
bandwidth. 
 
3- 𝛼ଵ = 𝛼ଶ = ⋯ = 𝛼(ேିଵ) = 𝛼ே = 𝛼଴ , i.e., identical loss is assumed for all frequencies 
(channels) in the absence of ISRS. 
 
4- (𝑓ଶ − 𝑓ଵ) = (𝑓ଷ − 𝑓ଶ) = ⋯ = (𝑓(௝ାଵ) − 𝑓௝) = ⋯ = (𝑓(ேିଵ) − 𝑓(ேିଶ)) = (𝑓ே − 𝑓(ேିଵ)) = ∆𝑓௖௛ , 
that is all channels are equally spaced in the WDM comb. 
 
5- Replacing terms ௙೗
௙೔
 and ௙ಿ
௙೔
 with 1 in eq. (1) (௙೗
௙೔
≅ 1 and ௙ಿ
௙೔
≅ 1 ∀𝑖, 𝑙). This approximation 
has an interesting physical interpretation. From a quantum mechanics point of view, in the 
ISRS nonlinear process a photon with high frequency (high energy) is converted into a 
lower frequency (lower energy) photon. Therefore, during this conversion, there is some 
loss of energy. By assuming ௙೗
௙೔
≅ 1 and ௙ಿ
௙೔
≅ 1 ∀𝑖, 𝑙, we basically neglect the photon 
conversion loss. 
 
With the above five conditions, eq (1) can be solved analytically as [21]: 
𝑃௝(𝑧) = 𝑃௝(0) × 𝑒ିଶఈబ௭ ×
𝑃௧௢௧ × 𝑒
௉೟೚೟×
஼ೃ,೘ೌೣ
∆௙಺ೄೃೄ
×(௙ಿି௙ೕ)×
ଵିୣ୶୮ (ିଶఈబ௭)
ଶఈబ
∑ 𝑃௜(0)ே௜ୀଵ × 𝑒
௉೟೚೟×
஼ೃ,೘ೌೣ
∆௙಺ೄೃೄ
×(௙ಿି௙೔)×
ଵିୣ୶୮ (ିଶఈబ௭)
ଶఈబ
 
 
eq. (3) 
 
where 𝑃௧௢௧ the total input power for all WDM channels defined as: 
𝑃௧௢௧ ≜ ෍ 𝑃௞(0)
ே
௞ୀଵ
 
 
eq. (4) 
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With one further assumption: 
6- 𝑃ଵ(0) = 𝑃ଶ(0) = ⋯ = 𝑃௝(0) = ⋯ = 𝑃ேିଵ(0) = 𝑃ே(0) = 𝑃଴ ; that means equal power 
(uniform power) for all WDM channels. We have: 
 
𝑃௧௢௧ = ෍ 𝑃௞(0)
ே
௞ୀଵ
= 𝑁𝑃଴ 
 
 
eq. (5) 
 
then eq. (3) simplifies to [21]: 
𝑃௝(𝑧) = 𝑁 × 𝑃଴ × 𝑒ିଶఈబ௭ ×
sinh (𝑁𝑃଴2 ×
𝐶ோ,௠௔௫
∆𝑓ூௌோௌ
× ∆𝑓௖௛ ×
1 − exp (−2𝛼଴𝑧)
2𝛼଴
)
sinh (𝑁
ଶ𝑃଴
2 ×
𝐶ோ,௠௔௫
∆𝑓ூௌோௌ
× ∆𝑓௖௛ ×
1 − exp (−2𝛼଴𝑧)
2𝛼଴
)
× ቊ𝑒
ே௉బ
ଶ ×
஼ೃ,೘ೌೣ
∆௙಺ೄೃೄ
×൫௙ಿା௙భିଶ௙ೕ൯×
ଵିୣ୶୮ (ିଶఈబ௭)
ଶఈబ ቋ 
 
eq. (6) 
 
We finally make one more assumption as: 
7-    𝑁ଶ𝑃଴ ×
஼ೃ,೘ೌೣ
∆௙಺ೄೃೄ
× ∆𝑓௖௛ ×
ଵିୣ୶୮ (ିଶఈబ௭)
ଶఈబ
≪ 1, ∀𝑧, or equivalently as ቄ𝑃୲୭୲ ×
஼ೃ,೘ೌೣ
∆௙಺ೄೃೄ
×
𝐵𝑊ௐ஽ெ ×
ଵିୣ୶୮ (ିଶఈబ௭)
ଶఈబ
ቅ ≪ 1, ∀𝑧. 
Note that this assumption is may not satisfied in actual systems. However, as we pointed out at the 
start of this section, this is not a problem, because the closed-form solution that we are discussing 
in this section is only used to draw inspiration to write a more general and effective formula, as 
discussed in the next section. 
With the above assumption, since 𝑁 > 1,  we have also 𝑁𝑃଴ ×
஼ೃ,೘ೌೣ
∆௙಺ೄೃೄ
× ∆𝑓௖௛ ×
ଵିୣ୶୮ (ିଶఈబ௭)
ଶఈబ
≪
1 , ∀𝑧 and therefore we can also write the below approximation: 
sinh (𝑁𝑃଴2 ×
𝐶ோ,௠௔௫
∆𝑓ூௌோௌ
× ∆𝑓௖௛ ×
1 − exp (−2𝛼଴𝑧)
2𝛼଴
)
sinh (𝑁
ଶ𝑃଴
2 ×
𝐶ோ,௠௔௫
∆𝑓ூௌோௌ
× ∆𝑓௖௛ ×
1 − exp (−2𝛼଴𝑧)
2𝛼଴
)
≅
1
𝑁
 
 
eq. (7) 
 
Therefore, assuming the seven conditions mentioned above, the power evolution for each WDM 
channel can be approximately written as [21]: 
𝑃௝(𝑧) ≅ 𝑃଴ × 𝑒ିଶఈబ௭ × ቊ𝑒
ே௉బ
ଶ ×
஼ೃ,೘ೌೣ
∆௙಺ೄೃೄ
×൫௙ಿା௙భିଶ௙ೕ൯×
ଵିୣ୶୮ (ିଶఈబ௭)
ଶఈబ ቋ 
 
eq. (8) 
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Alternatively, we can write eq. (8) as: 
𝑃௝(𝑧) ≅ 𝑃௝(0) × 𝑒
ିଶఈబ,ೕ௭ା
ଶఈభ,ೕ
ఙೕ
(ୣ୶୮൫ିఙೕ௭൯ିଵ) 
 
eq. (9) 
 
where in eq. (9) we have used: 
𝛼଴,௝ ≜ 𝛼଴           eq. (10) 
 
𝛼ଵ,௝ ≜  
−𝑁𝑃଴
4
×
𝐶ோ,௠௔௫
∆𝑓ூௌோௌ
× ൫𝑓ே + 𝑓ଵ − 2𝑓௝൯ 
eq. (11) 
 
𝜎௝ ≜ 2𝛼଴ eq. (12) 
 
As a conclusion for this section, the power evolution of each channel in the WDM comb can be 
analytically modeled as eq. (9) provided that the seven conditions mentioned in this section hold. 
As we see from equations (10) and (12), 𝛼଴,௝ and 𝜎௝  are the same for all channels and do not depend 
on j (they are independent of frequency) while from eq. (11) it is obvious that 𝛼ଵ,௝ depends on j 
(depends on frequency) and therefore it is different channel by channel in the WDM comb. 
4- Proposed Approximate Model for WDM Channel Power Evolution 
in the Presence of SRS 
In the previous section, we saw a closed-form solution under several restricting conditions which 
resulted in the power evolution model presented in eq. (9). The aforementioned restricting 
conditions limit eq. (9) applications and do not provide a general solution for arbitrary scenarios. 
For example, when we have frequency dependent loss or nonuniform launch power for different 
channels, eq. (9) is not applicable due to the assumptions made for its derivation. Also, condition 
7 is often not met in practical systems. 
However, drawing inspiration from the analytical result eq. (9), we consider an approximate model 
for power evolution, which bears a resemblance with eq. (9) but is more flexible. It was proposed 
in [11]: 
𝑃(𝑓, 𝑧) ≅ 𝑃(𝑓, 0) × 𝑒ିଶఈబ(௙)௭ା
ଶఈభ(௙)
ఙ(௙) (ୣ୶୮(ିఙ(௙)௭)ିଵ)
= 𝑃(𝑓, 0) × 𝑒ିଶ ∫ ൫ఈబ(௙)ାఈభ(௙)×ୣ୶୮൫ିఙ(௙)௭
ᇲ൯൯ௗ௭ᇲ೥బ  
 
eq. (13) 
 
In eq. (13), 𝛼଴(𝑓), 𝛼ଵ(𝑓) and 𝜎(𝑓) are three constant numbers (with respect to z) which depend 
on the center frequency of the channel whose power evolution is modeled. Their value can 
therefore be different channel by channel.   
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The rationale behind the approximate model eq. (13) is twofold. First, though actual systems are 
in general not compliant with assumptions 1-7 listed before, we assume that the general behavior 
of the SRS effect will not differ too much from the solution eq (9).  
introducing the possibility of channel-dependent 𝛼଴, 𝛼ଵ and 𝜎, one can hope to capture the different 
behavior of a less ideal system configuration. Second, the model eq. (13) is still simple enough so 
that it can be placed into the GN-model equations to obtain a closed-form solution for system NLI. 
To be able to use the power evolution eq. (13) within an NLI model, we need to make sure that we 
can find the three parameters 𝛼଴(𝑓), 𝛼ଵ(𝑓) and 𝜎(𝑓), for each channel, in such a way that eq. (13) 
approximates their actual power evolution accurately enough. 
In the following, we discuss how to optimally estimate the above three parameters. First, we 
assume that we have obtained the actual ‘true’ power evolution 𝑃௡௨௠(𝑓, 𝑧) accurately, for instance 
by means of numerical integration of eq. (1). In general, we could then always write: 
𝑃௡௨௠(𝑓, 𝑧) = 𝑃(𝑓, 0) × 𝑒
ିଶఈబ(௙)௭ା
ଶఈభ(௙)
ఙ(௙) (ୣ୶୮(ିఙ(௙)௭)ିଵ) + 𝜀(𝑓, 𝑧) 
 
eq. (14) 
 
where 𝜀(𝑓, 𝑧) would be the error that is incurred between the model eq. (13) and the true power 
evolution. From eq. (14) we have: 
𝑃௡௨௠(𝑓, 𝑧) − 𝜀(𝑓, 𝑧) = 𝑃(𝑓, 0) × 𝑒
ିଶఈబ(௙)௭ା
ଶఈభ(௙)
ఙ(௙) (ୣ୶୮(ିఙ(௙)௭)ିଵ) 
 
eq. (15) 
 
Also, we see from eq. (15): 
𝑃௡௨௠(𝑓, 𝑧) − 𝜀(𝑓, 𝑧)
𝑃(𝑓, 0)
= 𝑒ିଶఈబ(௙)௭ା
ଶఈభ(௙)
ఙ(௙) (ୣ୶୮(ିఙ(௙)௭)ିଵ) 
 
eq. (16) 
 
Taking the natural logarithm of both sides of eq. (16) we get: 
𝑙𝑛{𝑃௡௨௠(𝑓, 𝑧) − 𝜀(𝑓, 𝑧)}
= 𝑙 𝑛൫𝑃(𝑓, 0)൯ − 2𝛼଴(𝑓)𝑧 −
2𝛼ଵ(𝑓)
𝜎(𝑓)
+
2𝛼ଵ(𝑓)
𝜎(𝑓)
exp(−𝜎(𝑓)𝑧) 
 
eq. (17) 
 
Also, we can write: 
𝑙𝑛 ቊ𝑃௡௨௠(𝑓, 𝑧) × (1 −
𝜀(𝑓, 𝑧)
𝑃௡௨௠(𝑓, 𝑧)
)ቋ
= 𝑙 𝑛൫𝑃(𝑓, 0)൯ − 2𝛼଴(𝑓)𝑧 −
2𝛼ଵ(𝑓)
𝜎(𝑓)
+
2𝛼ଵ(𝑓)
𝜎(𝑓)
exp(−𝜎(𝑓)𝑧) 
 
eq. (18) 
 
Therefore: 
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𝑙𝑛{𝑃௡௨௠(𝑓, 𝑧)} + 𝑙𝑛 ቊ(1 −
𝜀(𝑓, 𝑧)
𝑃௡௨௠(𝑓, 𝑧)
)ቋ
= 𝑙 𝑛൫𝑃(𝑓, 0)൯ − 2𝛼଴(𝑓)𝑧 −
2𝛼ଵ(𝑓)
𝜎(𝑓)
+
2𝛼ଵ(𝑓)
𝜎(𝑓)
exp(−𝜎(𝑓)𝑧) 
 
eq. (19) 
 
Now we assume that |𝜀(𝑓, 𝑧)| ≪ |𝑃௡௨௠(𝑓, 𝑧)|, thereforeቚ
ఌ(௙,௭)
௉೙ೠ೘(௙,௭)
ቚ ≪ 1 and based on the first 
terms of the Taylor expansion of 𝑙𝑛 (. ) we can write: 
𝑙𝑛 ቊ(1 −
𝜀(𝑓, 𝑧)
𝑃௡௨௠(𝑓, 𝑧)
)ቋ ≅ −
𝜀(𝑓, 𝑧)
𝑃௡௨௠(𝑓, 𝑧)
 
 
eq. (20) 
 
Therefore, from eq. (20) we can write eq. (19) as: 
𝑙𝑛{𝑃௡௨௠(𝑓, 𝑧)} −
𝜀(𝑓, 𝑧)
𝑃௡௨௠(𝑓, 𝑧)
≅ 𝑙 𝑛൫𝑃(𝑓, 0)൯ − 2𝛼଴(𝑓)𝑧 −
2𝛼ଵ(𝑓)
𝜎(𝑓)
+
2𝛼ଵ(𝑓)
𝜎(𝑓)
exp(−𝜎(𝑓)𝑧) 
 
eq. (21) 
 
And simplifying eq. (21) we have: 
𝜀(𝑓, 𝑧) ≅ 𝑃௡௨௠(𝑓, 𝑧)
× ቊ𝑙𝑛 ቊ
𝑃௡௨௠(𝑓, 𝑧)
𝑃(𝑓, 0)
ቋ + 2𝛼଴(𝑓)𝑧 +
2𝛼ଵ(𝑓)
𝜎(𝑓)
−
2𝛼ଵ(𝑓)
𝜎(𝑓)
exp(−𝜎(𝑓)𝑧)ቋ 
 
eq. (21) 
 
In general, 𝜀(𝑓, 𝑧) ≠ 0. The goal is that of finding the parameters 𝛼଴(𝑓), 𝛼ଵ(𝑓) and 𝜎(𝑓) that 
make such error as small as possible. However, 𝜀(𝑓, 𝑧) is a function of z and therefore we need 
some cost function that looks at the error over the span length. One possibility would be: 
𝑓஼௢௦௧ ≜ න ቆ
𝜀(𝑓, 𝑧)
𝑃௡௨௠(𝑓, 𝑧)
ቇ
ଶ
𝑑𝑧
௅ೞ
଴
 
 
eq. (22) 
 
where 𝐿௦ is the length of the fiber span.  
However, we are using the model eq. (13) for nonlinearity evaluation in the fiber. We know that 
the higher the power, the higher the nonlinearity. So, we would like to attribute a weight to the 
cost function eq. (22) in such a way that it gives the error a higher weight when the power is 
higher. One possibility is to modify the cost function presented in eq. (22) as: 
𝑓஼௢௦௧ ≜ න ൫𝑃௡௨௠(𝑓, 𝑧)൯
௠೎ × ቆ
𝜀(𝑓, 𝑧)
𝑃௡௨௠(𝑓, 𝑧)
ቇ
ଶ
𝑑𝑧
௅ೞ
଴
 
 
eq. (23) 
where 𝑚௖ ≥ 0 is a constant and can be optionally selected to have a better estimation.  
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Combining equations (21) and (23), the cost function is written as: 
𝑓஼௢௦௧ ≅ න ൫𝑃௡௨௠(𝑓, 𝑧)൯
௠೎
௅ೞ
଴
× ቆ𝑙𝑛 ቊ
𝑃௡௨௠(𝑓, 𝑧)
𝑃(𝑓, 0)
ቋ + 2𝛼଴(𝑓)𝑧 + 2𝛼ଵ(𝑓) × ቊ
1 − exp(−𝜎(𝑓)𝑧)
𝜎(𝑓)
ቋቇ
ଶ
𝑑𝑧 
 
eq. (24) 
 
Eq. (24) is the basis for our estimation of parameters 𝛼଴(𝑓), 𝛼ଵ(𝑓) and 𝜎(𝑓). For an accurate 
estimation, the cost function must be minimized. To do this, we assume that the value of the 
parameter 𝜎(𝑓) is known and based on this assumption, we find the optimum values of 𝛼଴(𝑓) and 
𝛼ଵ(𝑓). To find such optimum values of 𝛼଴(𝑓) and 𝛼ଵ(𝑓) we should have: 
𝜕𝑓஼௢௦௧
𝜕𝛼଴
=
𝜕𝑓஼௢௦௧
𝜕𝛼ଵ
= 0 
eq. (25) 
 
Combining equations (24) and (25) we find the two below formulas: 
𝜕𝑓஼௢௦௧
𝜕𝛼଴
≅ න ൫𝑃௡௨௠(𝑓, 𝑧)൯
௠೎ × 4 × 𝑧 ×
௅ೞ
଴
ቆ𝑙𝑛 ቊ
𝑃௡௨௠(𝑓, 𝑧)
𝑃(𝑓, 0)
ቋ + 2𝛼଴(𝑓)𝑧
+ 2𝛼ଵ(𝑓) × ቊ
1 − exp(−𝜎(𝑓)𝑧)
𝜎(𝑓)
ቋቇ × 𝑑𝑧 = 0 
 
 
eq. (26) 
 
𝜕𝑓஼௢௦௧
𝜕𝛼ଵ
≅ න ൫𝑃௡௨௠(𝑓, 𝑧)൯
௠೎ × 4 × ቊ
1 − exp(−𝜎(𝑓)𝑧)
𝜎(𝑓)
ቋ ×
௅ೞ
଴
ቆ𝑙𝑛 ቊ
𝑃௡௨௠(𝑓, 𝑧)
𝑃(𝑓, 0)
ቋ
+ 2𝛼଴(𝑓)𝑧 + 2𝛼ଵ(𝑓) × ቊ
1 − exp(−𝜎(𝑓)𝑧)
𝜎(𝑓)
ቋቇ × 𝑑𝑧 = 0 
 
 
eq. (27) 
 
Then eqs. (26) and (27) can be rewritten as: 
 
 
𝛼଴(𝑓) × න ൫𝑃௡௨௠(𝑓, 𝑧)൯
௠೎ × 𝑧ଶ𝑑𝑧
௅ೞ
଴
+ 𝛼ଵ(𝑓) × න ൫𝑃௡௨௠(𝑓, 𝑧)൯
ଶା௠೎ × 𝑧 × ቊ
1 − exp(−𝜎(𝑓)𝑧)
𝜎(𝑓)
ቋ 𝑑𝑧
௅ೞ
଴
= −
1
2
× න ൫𝑃௡௨௠(𝑓, 𝑧)൯
ଶା௠೎ × 𝑧 × 𝑙𝑛 ቊ
𝑃௡௨௠(𝑓, 𝑧)
𝑃(𝑓, 0)
ቋ 𝑑𝑧
௅ೞ
଴
 
 
 
eq. (28) 
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𝛼଴(𝑓) × න ൫𝑃௡௨௠(𝑓, 𝑧)൯
௠೎ × 𝑧 × ቊ
1 − exp(−𝜎(𝑓)𝑧)
𝜎(𝑓)
ቋ 𝑑𝑧
௅ೞ
଴
+ 𝛼ଵ(𝑓) × න ൫𝑃௡௨௠(𝑓, 𝑧)൯
ଶା௠೎ × ൝ቆ
1 − exp(−𝜎(𝑓)𝑧)
𝜎(𝑓)
ቇ
ଶ
ൡ 𝑑𝑧
௅ೞ
଴
= −
1
2
× න ൫𝑃௡௨௠(𝑓, 𝑧)൯
ଶା௠೎ × ቊ
1 − exp(−𝜎(𝑓)𝑧)
𝜎(𝑓)
ቋ × 𝑙𝑛 ቊ
𝑃௡௨௠(𝑓, 𝑧)
𝑃(𝑓, 0)
ቋ 𝑑𝑧
௅ೞ
଴
 
 
 
eq. (29) 
 
 Therefore, combining equations (28) and (29), we have the matrix equation: 
 
 
 
⎣
⎢
⎢
⎢
⎡ න ൫𝑃௡௨௠(𝑓, 𝑧)൯
௠೎ × 𝑧ଶ𝑑𝑧
௅ೞ
଴
                                        න ൫𝑃௡௨௠(𝑓, 𝑧)൯
௠೎ × 𝑧 × ቊ
1 − exp(−𝜎(𝑓)𝑧)
𝜎(𝑓) ቋ
𝑑𝑧
௅ೞ
଴
න ൫𝑃௡௨௠(𝑓, 𝑧)൯
௠೎ × 𝑧 × ቊ
1 − exp(−𝜎(𝑓)𝑧)
𝜎(𝑓) ቋ
𝑑𝑧
௅ೞ
଴
න ൫𝑃௡௨௠(𝑓, 𝑧)൯
௠೎ × ൝ቆ
1 − exp(−𝜎(𝑓)𝑧)
𝜎(𝑓) ቇ
ଶ
ൡ 𝑑𝑧
௅ೞ
଴ ⎦
⎥
⎥
⎥
⎤
× ൤
𝛼଴(𝑓)
𝛼ଵ(𝑓)
൨ =
⎣
⎢
⎢
⎢
⎡ −
1
2
× න ൫𝑃௡௨௠(𝑓, 𝑧)൯
௠೎ × 𝑧 × 𝑙𝑛 ቊ
𝑃௡௨௠(𝑓, 𝑧)
𝑃(𝑓, 0) ቋ
𝑑𝑧
௅ೞ
଴
−
1
2
× න ൫𝑃௡௨௠(𝑓, 𝑧)൯
௠೎ × ቊ
1 − exp(−𝜎(𝑓)𝑧)
𝜎(𝑓) ቋ
× 𝑙𝑛 ቊ
𝑃௡௨௠(𝑓, 𝑧)
𝑃(𝑓, 0) ቋ
𝑑𝑧
௅ೞ
଴ ⎦
⎥
⎥
⎥
⎤
 
 
 
eq. 
(30.1) 
 
As a result, we get: 
 
 
 
൤
𝛼଴(𝑓)
𝛼ଵ(𝑓)
൨ = 
⎣
⎢
⎢
⎢
⎡ න ൫𝑃௡௨௠(𝑓, 𝑧)൯
௠೎ × 𝑧ଶ𝑑𝑧
௅ೞ
଴
                                           න ൫𝑃௡௨௠(𝑓, 𝑧)൯
௠೎ × 𝑧 × ቊ
1 − exp(−𝜎(𝑓)𝑧)
𝜎(𝑓)
ቋ 𝑑𝑧
௅ೞ
଴
න ൫𝑃௡௨௠(𝑓, 𝑧)൯
௠೎ × 𝑧 × ቊ
1 − exp(−𝜎(𝑓)𝑧)
𝜎(𝑓)
ቋ 𝑑𝑧
௅ೞ
଴
  න ൫𝑃௡௨௠(𝑓, 𝑧)൯
௠೎ × ൝ቆ
1 − exp(−𝜎(𝑓)𝑧)
𝜎(𝑓)
ቇ
ଶ
ൡ 𝑑𝑧
௅ೞ
଴ ⎦
⎥
⎥
⎥
⎤
ିଵ
 
 
eq. 
(30.2) 
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×
⎣
⎢
⎢
⎢
⎡ −
1
2
× න ൫𝑃௡௨௠(𝑓, 𝑧)൯
௠೎ × 𝑧 × 𝑙𝑛 ቊ
𝑃௡௨௠(𝑓, 𝑧)
𝑃(𝑓, 0)
ቋ 𝑑𝑧
௅ೞ
଴
−
1
2
× න ൫𝑃௡௨௠(𝑓, 𝑧)൯
௠೎ × ቊ
1 − exp(−𝜎(𝑓)𝑧)
𝜎(𝑓)
ቋ × 𝑙𝑛 ቊ
𝑃௡௨௠(𝑓, 𝑧)
𝑃(𝑓, 0)
ቋ 𝑑𝑧
௅ೞ
଴ ⎦
⎥
⎥
⎥
⎤
 
 
 
So, provided that 𝜎(𝑓) is known, the optimum values for 𝛼଴(𝑓) and 𝛼ଵ(𝑓) are directly calculated 
in closed form based on eq. (30).  
For finding 𝜎(𝑓) we can use a search algorithm like the Golden section search method with a 
starting point of 𝜎(𝑓) = 2 × 𝛼(𝑓) where 𝛼(𝑓) is the fiber loss parameter in the absence of SRS at 
the frequency 𝑓 (𝑖𝑓 𝑓 = 𝑓௝;  𝛼(𝑓) = 𝛼௝), drawing inspiration from eq. (12). In each iteration of the 
search, a fixed value for 𝜎(𝑓) is assumed; afterwards 𝛼଴(𝑓) and 𝛼ଵ(𝑓) are calculated based on eq. 
(30). Having  𝜎(𝑓), 𝛼଴(𝑓) and 𝛼ଵ(𝑓), the cost function is calculated through eq. (24) and is 
compared with cost function values in previous iterations. By following this procedure and 
searching in a reasonable interval, i.e., 𝜎(𝑓)𝜖[𝛼(𝑓)   4 × 𝛼(𝑓)], we can approach the optimum 
value of 𝜎(𝑓) by searching iteratively. 
5- Nonlinear interference modeling using the incoherent GN model 
In the following, we will report the detailed derivation of a new CFM whose features extend 
beyond those of [11]. In the first part of this section, however, we will re-derive the results of [11]. 
The reason why we report here again the full derivation is that notation is somewhat different and 
that we deem it convenient for the reader to have the whole derivation procedure available in one 
place. On the other hand, we also suggest as a preliminary reading [11]. Later in this section, we 
will depart from [11] to obtain a more advanced result.  
The power spectral density (PSD) of the nonlinear interference (NLI) based on the general formula 
of the GN model is [3]: 
𝐺ே௅ூ(𝑓) =
16
27
න න 𝐺௦(𝑓ଵ)𝐺ௌ(𝑓ଶ)𝐺ௌ(𝑓ଵ + 𝑓ଶ − 𝑓)
ାஶ
ିஶ
ାஶ
ିஶ
 
                                                       × |𝐿𝐾(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓)|ଶ 𝑑𝑓ଵ𝑑𝑓ଶ 
 
 
 
eq. (31) 
 
where in eq. (31), 𝐺௦(𝑓) is the power spectral density (PSD) of the WDM signal launched into the 
fiber and 𝐿𝐾 is the link function which is determined based on the fiber link configuration and will 
be discussed later. The WDM PSD can be written in terms of each channel PSD as: 
𝐺௦(𝑓) = ෍ 𝐺௠೎೓(𝑓)
ே೎
௠೎೓ୀଵ
 
 
eq. (32)  
 
 
where 𝑁௖ is the number of channels available in WDM comb and 𝐺௠೎೓(𝑓) is the PSD due to 
𝑚௖௛’th channel in the WDM comb.  
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Combining eq. (31) and eq. (32) we will have: 
𝐺ே௅ூ(𝑓) =
16
27
෍ ෍ ෍ න න 𝐺௠೎೓(𝑓ଵ)𝐺௡೎೓(𝑓ଶ)
ାஶ
ିஶ
ାஶ
ିஶ
ே೎
௞೎೓ୀଵ
ே೎
௡೎೓ୀଵ
ே೎
௠೎೓ୀଵ
 
                       × 𝐺௞೎೓(𝑓ଵ + 𝑓ଶ − 𝑓)|𝐿𝐾(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓)|
ଶ 𝑑𝑓ଵ𝑑𝑓ଶ 
eq. (33) 
 
In general, the power spectral density (PSD) of each channel in the WDM comb is raised-cosine 
with nonzero roll-off. For now, we approximately replace it with a rectangular channel with the 
same center frequency as the original raised cosine channel. Also, we assume that the null-to-null 
bandwidth of the approximate rectangular channel is equal to the symbol rate (baud rate) of the 
original raised cosine channel. We set the flat-top value of the PSD of the rectangle function to the 
same value as that of the flat-top of the PSD of the original raised cosine channel, as it is shown in 
Figure (1). 
Figure (1): Replacing a raised cosine channel with a rectangular channel 
 
Therefore, we have: 
 
𝐺௠೎೓(𝑓) = ൜
𝐺௠೎೓                                ௙ೞ,೘೎೓ஸ௙ஸ௙೐,೘೎೓
0                                𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 
eq. (34) 
 
where in eq. (34), 𝑓௦,௠೎೓ and 𝑓௘,௠೎೓are the start and end frequency of the 𝑚௖௛’th channel in WDM 
comb respectively. Also 𝐺௠೎೓is the constant value of PSD due to the 𝑚௖௛’th channel.  
By using eq. (34), eq. (33) can be written as: 
𝐺ே௅ூ(𝑓) =
16
27
෍ ෍ ෍ 𝐺௠೎೓𝐺௡೎೓ න න 𝐺௞೎೓(𝑓ଵ + 𝑓ଶ − 𝑓)
௙೐,೘೎೓
௙ೞ,೘೎೓
௙೐,೙೎೓
௙ೞ,೙೎೓
ே೎
௞೎೓ୀଵ
ே೎
௡೎೓ୀଵ
ே೎
௠೎೓ୀଵ
 
                                                               |𝐿𝐾(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓)|ଶ 𝑑𝑓ଵ𝑑𝑓ଶ 
eq. (35) 
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As assumed in eq. (34), 𝐺௡(𝑓) ∀𝑛 has rectangular shape. As a result, eq. (35) can be written as: 
𝐺ே௅ூ(𝑓) =
16
27
෍ ෍ ෍ 𝐺௠೎೓𝐺௡೎೓
ே೎
௞೎೓ୀଵ
ே೎
௡೎೓ୀଵ
ே೎
௠೎೓ୀଵ
𝐺௞೎೓
× ඵ |𝐿𝐾(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓)|ଶ 𝑑𝑓ଵ𝑑𝑓ଶ
ௌ(௠೎೓,௡೎೓,௞೎೓)
 
eq. (36) 
  
In eq. (36), 𝑆(𝑚௖௛ , 𝑛௖௛ , 𝑘௖௛) is the 2-D region in 𝑓ଵ − 𝑓ଶ plane confined by three criteria below: 
𝑓௦,௠೎೓ ≤ 𝑓ଵ ≤ 𝑓௘,௠೎೓  
𝑓௦,௡೎೓ ≤ 𝑓ଶ ≤ 𝑓௘,௡೎೓  
𝑓௦,௞೎೓ + 𝑓 ≜ 𝑓௦,௞೎೓
ᇱ ≤ 𝑓ଵ + 𝑓ଶ ≤ 𝑓௘,௞೎೓
ᇱ ≜ 𝑓௘,௞೎೓ + 𝑓 
 
eq. (37) 
  
We call the region defined by eq. (37) criteria, an integration island. In figure (2), we can see a 
typical plot of the 𝑆(𝑚௖௛ , 𝑛௖௛ , 𝑘௖௛),  hatched by blue color, in the 𝑓ଵ − 𝑓ଶ plane. 
 
Figure (2): The scheme of the formation of a typical Integration island in the f1-f2 plane 
It is worth noting that in eq. (36), each of the parameters 𝑚௖௛ , 𝑛௖௛ and 𝑘௖௛ can vary from 1 to 𝑁௖ 
and in general we have 𝑁௖ଷ integration islands. However, many of these islands are null space due 
to having no overlap of the three criteria in eq. (37), so that their integral is zero. 
𝑆 = {(𝑚௖௛, 𝑛௖௛, 𝑘௖௛) |    1 ≤ 𝑚௖௛ ≤ 𝑁௖  , 1 ≤ 𝑛௖௛ ≤ 𝑁௖ , 1 ≤ 𝑘௖௛ ≤ 𝑁௖} 
 
eq. (38) 
  
Among these 𝑁௖ଷ integration islands, we have the important category of islands called SCI-XCI 
which is defined as: 
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𝑆ௌ஼ூି௑஼ூ ≜ {(𝑚௖௛, 𝑛௖௛, 𝑘௖௛)  ∈ 𝑆 |𝑘௖௛ = 𝑛௖௛ ≠ 𝐶𝑈𝑇 , 𝑚௖௛ = 𝐶𝑈𝑇}
∪  {(𝑚௖௛, 𝑛௖௛, 𝑘௖௛)  ∈ 𝑆 |𝑘௖௛ = 𝑚௖௛ ≠ 𝐶𝑈𝑇 , 𝑛௖௛ = 𝐶𝑈𝑇}
∪ {(𝑚௖௛, 𝑛௖௛, 𝑘௖௛)  ∈ 𝑆 |𝑘௖௛ = 𝑛௖௛ =  𝑚௖௛ = 𝐶𝑈𝑇} 
eq. (39) 
  
where CUT is the channel under test, i.e., the channel located within the interval: (𝑓௦,஼௎் ≤ 𝑓 ≤
𝑓௘,஼௎்). When we are not working in zero or very low fiber dispersion regime, we can 
approximately replace 𝑆 by 𝑆ௌ஼ூି௑஼ூ in eq. (36) [11]. This is because high dispersion makes the 
contribution of multichannel interference (MCI) islands negligible [11]. If so, we will have: 
𝐺ே௅ூ(𝑓) ≅
16
27
× ෍ 𝐺஼௎்𝐺௡೎೓
ଶ × ඵ |𝐿𝐾(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓)|ଶ 𝑑𝑓ଵ𝑑𝑓ଶ
ௌ(஼௎்,௡೎೓,௡೎೓)
ே೎
௡೎೓ୀଵ
௡೎೓ஷ஼௎்
 
                           +
16
27
× ෍ 𝐺஼௎்𝐺௠೎೓
ଶ × ඵ |𝐿𝐾(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓)|ଶ 𝑑𝑓ଵ𝑑𝑓ଶ
ௌ(௠೎೓,஼௎்,௠೎೓)
ே೎
௠೎೓ୀଵ
௠೎೓ஷ஼௎்
 
                                                   +
16
27
× 𝐺஼௎்ଷ × ඵ |𝐿𝐾(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓)|ଶ 𝑑𝑓ଵ𝑑𝑓ଶ
ௌ(஼௎்,஼௎்,஼௎்)
 
 
eq. 
(40) 
  
Due to symmetric behavior 𝐿𝐾(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓)  function with respect to it’s two variables 
𝑓ଵ, 𝑓ଶ, eq. (40) can be rewritten compactly as: 
 
𝐺ே௅ூ(𝑓) ≅
16
27
× ෍ 𝐺஼௎்𝐺௠೎೓
ଶ × ൫2 − 𝛿஼௎்,௠೎೓൯
ே೎
௠೎೓ୀଵ
× ඵ |𝐿𝐾(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓)|ଶ 𝑑𝑓ଵ𝑑𝑓ଶ
ௌ(஼௎்,௠೎೓,௠೎೓)
                                                   
 
eq. 
(41) 
  
where 𝛿௜,௝ is the Kronecker delta function (𝛿௜,௝ = 1 𝑓𝑜𝑟 𝑖 = 𝑗  𝑎𝑛𝑑 𝛿௜,௝ = 0 𝑓𝑜𝑟 𝑖 ≠ 𝑗   ). Also, we 
concentrate on the calculation of the NLI at the center frequency of the channel under test that we 
call 𝑓஼௎். We set 𝑓 = 𝑓௖,஼௎் ≜ 𝑓஼௎்  and obtain: 
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𝐺ே௅ூ(𝑓஼௎்) ≅
16
27
× ෍ 𝐺஼௎்𝐺௠೎೓
ଶ × ൫2 − 𝛿஼௎்,௠೎೓൯
ே೎
௠೎೓ୀଵ
× ඵ |𝐿𝐾(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்)|ଶ 𝑑𝑓ଵ𝑑𝑓ଶ
ௌ(஼௎்,௠೎೓,௠೎೓)
 
                                                    
eq. 
(42) 
  
The double integral in eq. (42) can be approximated as below by replacing a complex shape 
integration island with a rectangular shape island [11]: 
ඵ |𝐿𝐾(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்)|ଶ 𝑑𝑓ଵ𝑑𝑓ଶ
ௌ(஼௎்,௠೎೓,௠೎೓)
≅ න න |𝐿𝐾(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்)|ଶ 𝑑𝑓ଵ𝑑𝑓ଶ
௙೐,೘೎೓
௙ೞ,೘೎೓
௙೐,಴ೆ೅
௙ೞ,಴ೆ೅ 
 
                                                    
eq. 
(43) 
  
Using eq. (43), eq. (42) can be rewritten as: 
 
𝐺ே௅ூ(𝑓஼௎்) ≅
16
27
× ෍ 𝐺஼௎்𝐺௠೎೓
ଶ × ൫2 − 𝛿஼௎்,௠೎೓൯
ே೎
௠೎೓ୀଵ
× න න |𝐿𝐾(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்)|ଶ 𝑑𝑓ଵ𝑑𝑓ଶ
௙೐,೘೎೓
௙ೞ,೘೎೓
௙೐,಴ೆ೅
௙ೞ,಴ೆ೅ 
 
 
eq. 
(44) 
 
 
 
Now we investigate the link function available in the GN model formula. The link function in eq. 
(44) can be expressed as [18],[22]: 
𝐿𝐾(𝑓ଵ, 𝑓ଶ, 𝑓ଷ) = 
−𝑗 ෍ 𝛾௡ೞ ×
ேೞ
௡ೞୀଵ
ቐ න 𝑒∫ ൣ఑೙ೞ൫௭
ᇲᇲ,   ௙భ൯ା఑೙ೞ
∗ ൫௭ᇲᇲ,௙య൯ା఑೙ೞ൫௭
ᇲᇲ,௙మ൯ି఑೙ೞ൫௭
ᇲᇲ,௙భା௙మି௙య൯൧
೥ᇲ
బ  ௗ௭
ᇲᇲ
 𝑑𝑧ᇱ
௅ೞ(௡ೞ)
଴
ቑ 
               
eq. 
(45) 
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× ቐ ෑ 𝛤௣
ଵ
ଶ(𝑓ଵ + 𝑓ଶ − 𝑓ଷ)
ேೞ
௣ୀ௡ೞ
𝑒௝ఏ೛(௙భା௙మି௙య) 𝑒∫ ఑೛(௭ ,௙భା௙మି௙య)
ಽೞ(೛)
బ  ௗ௭ 𝑒ି௝ఉವ಴ೆ
(೛) (௙భା௙మି௙య)ቑ 
× ቐෑ ቊൣ𝛤௣(𝑓ଵ)𝛤௣(𝑓ଶ)𝛤௣(𝑓ଷ)൧
ଵ
ଶ × 𝑒∫ ൣ఑೛(௭ ,௙భ)ା఑೛(௭ ,௙మ)ା఑೛
∗ (௭ ,௙య)൧
ಽೞ(೛)
బ  ௗ௭  ×
௡ೞିଵ
௣ୀଵ
 
 
                                           𝑒௝ൣఏ೛(௙భ)ାఏ೛(௙మ)ିఏ೛(௙య)൧ × 𝑒ି௝ቂఉವ಴ೆ
(೛) (௙భ)ାఉವ಴ೆ
(೛) (௙మ)ିఉವ಴ೆ
(೛) (௙య)ቃൠቋ 
 
where 𝐿௦(𝑛௦) is the physical length of the 𝑛௦ᇱ 𝑡ℎ fiber span, 𝑁௦ is the number of fiber spans in the 
link, 𝛾௡ೞis the nonlinearity parameter of the 𝑛௦
ᇱ 𝑡ℎ fiber span which is assumed to be a constant with 
respect to z (distance) and f (frequency) in one span but it can be different constant values span by 
span. The EDFA at the end of each span is modeled by an ideal flat gain amplifier cascaded with 
a linear time invariant (LTI) filter. 𝛤௡ೞ(𝑓) is the frequency dependent power gain of the actual 
EDFA (ideal flat-gain EDFA+LTI filter) at the end of the 𝑛௦ᇱ 𝑡ℎ fiber span and 𝜃௡ೞ(𝑓) is the 
frequency dependent phase imposed to the electric field through the real EDFA (ideal EDFA+LTI 
filter). Therefore, the input-output relation of the electrical field for the real EDFA (ideal 
EDFA+LTI filter) is modeled as 𝐸௢௨௧(𝑓) = ට𝛤௡ೞ(𝑓) × 𝑒
ା௝ఏ೙ೞ(௙) × 𝐸௜௡(𝑓) where 𝐸௜௡(𝑓) is the 
input electrical field (in frequency domain) at the end of fiber span 𝑛௦ which enters the real EDFA 
(ideal EDFA+LTI filter) and 𝐸௢௨௧(𝑓)  will be the electrical field (in frequency domain) at the 
output of real EDFA (ideal EDFA+LTI filter) which is in fact the electric field at the start of span 
𝑛௦ + 1.  𝛽஽஼௎
(௡ೞ)(𝑓) is lumped accumulated dispersion at the end of the 𝑛௦ᇱ 𝑡ℎ fiber span. 𝜅௡ೞ(𝑧, 𝑓) is 
a complex valued function, called the generalized propagation constant for the 𝑛௦ᇱ 𝑡ℎ fiber span, 
which is defined as [6],[22]: 
𝜅௡ೞ(𝑧, 𝑓) ≜ −𝑗𝛽௡ೞ(𝑧, 𝑓) − 𝛼௡ೞ(𝑧, 𝑓) eq. (46) 
 
In fact, 𝑅𝑒𝑎𝑙൛𝜅௡ೞ(𝑧, 𝑓)ൟ = −𝛼௡ೞ(𝑧, 𝑓) and 𝐼𝑚𝑎𝑔൛𝜅௡ೞ(𝑧, 𝑓)ൟ = −𝛽௡ೞ(𝑧, 𝑓) where 𝛼௡ೞ(𝑧, 𝑓) and 
𝛽௡ೞ(𝑧, 𝑓) are two real valued functions. 𝛽௡ೞ(𝑧, 𝑓) is called propagation constant and is assumed to 
be independent of z (constant along one fiber span) and can be expressed as: 
𝛽௡ೞ(𝑧, 𝑓)= 𝛽௡ೞ(𝑓) = 𝛽଴,௡ೞ + 2𝜋𝛽ଵ,௡ೞ൫𝑓 − 𝑓௡ೞ
௖ ൯ + 4𝜋ଶ ఉమ,೙ೞ
ଶ
൫𝑓 − 𝑓௡ೞ
௖ ൯
ଶ
+
                                          8𝜋ଷ ఉయ,೙ೞ
଺
൫𝑓 − 𝑓௡ೞ
௖ ൯
ଷ
 
  eq. (47) 
 
In equation (47), 𝑓௡ೞ
௖  is the center frequency for the Taylor expansion and in general can be different 
span by span but over each span it must be a constant. Also 𝛽଴,௡ೞ , 𝛽ଵ,௡ೞ , 𝛽ଶ,௡ೞ , 𝛽ଷ,௡ೞ are constant 
values along each span but they can change span by span. 
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Also 𝛼௡ೞ(𝑧, 𝑓) in eq. (46) is called loss function and it is assumed to be a slowly varying function 
with respect to frequency. We assume the loss function to be approximately constant over each 
WDM channel and equal to its value at the center frequency of the WDM channel: 
𝛼௡ೞ(𝑧, 𝑓) ≅ 𝛼௡ೞ൫𝑧, 𝑓௖,௠೎೓൯                𝑓௦,௠೎೓ ≤ 𝑓 ≤ 𝑓௘,௠೎೓                 eq. (48) 
where 𝑓௖,௠೎೓ is the center frequency of the 𝑚௖௛ channel which is 𝑓௖,௠೎೓ ≜
௙ೞ,೘೎೓ା௙೐,೘೎೓
ଶ
 . If we are 
looking at the channel under test, which as mentioned we call CUT, we write 𝑓௖,஼௎் ≜ 𝑓஼௎் =
௙ೞ,಴ೆ೅ା௙೐,಴ೆ೅
ଶ
 ). 
Therefore, when 𝑓௦,௠೎೓ ≤ 𝑓ଵ ≤ 𝑓௘,௠೎೓  and 𝑓௦,஼௎் ≤ 𝑓ଶ ≤ 𝑓௘,஼௎், having equations (46) and (48) we 
can write: 
 𝜅௡ೞ(𝑧
ᇱᇱ,   𝑓ଵ) + 𝜅௡ೞ
∗ (𝑧ᇱᇱ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்) + 𝜅௡ೞ(𝑧
ᇱᇱ, 𝑓ଶ) − 𝜅௡ೞ(𝑧
ᇱᇱ, 𝑓஼௎்) =  
             −𝛼௡ೞ(𝑧
ᇱᇱ,   𝑓ଵ) − 𝛼௡ೞ(𝑧
ᇱᇱ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்) − 𝛼௡ೞ(𝑧
ᇱᇱ, 𝑓ଶ) + 𝛼௡ೞ(𝑧
ᇱᇱ, 𝑓஼௎்)
− 𝑗𝛽௡ೞ(𝑧
ᇱᇱ,   𝑓ଵ) + 𝑗𝛽௡ೞ(𝑧
ᇱᇱ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்) − 𝑗𝛽௡ೞ(𝑧
ᇱᇱ, 𝑓ଶ)
+ 𝑗𝛽௡ೞ(𝑧
ᇱᇱ, 𝑓஼௎்) ≅ 
−𝛼௡ೞ൫𝑧
ᇱᇱ, 𝑓௖,௠೎೓൯ − 𝛼௡ೞ൫𝑧
ᇱᇱ, 𝑓௖,௠೎೓ + 𝑓஼௎் − 𝑓஼௎்൯ − 𝛼௡ೞ(𝑧
ᇱᇱ, 𝑓஼௎்)
+ 𝛼௡ೞ(𝑧
ᇱᇱ, 𝑓஼௎்) − 𝑗𝛽௡ೞ(𝑧
ᇱᇱ,   𝑓ଵ) + 𝑗𝛽௡ೞ(𝑧
ᇱᇱ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்)
− 𝑗𝛽௡ೞ(𝑧
ᇱᇱ, 𝑓ଶ) + 𝑗𝛽௡ೞ(𝑧
ᇱᇱ, 𝑓஼௎்) = 
−2𝛼௡ೞ൫𝑧
ᇱᇱ, 𝑓௖,௠೎೓൯ − 𝑗𝛽௡ೞ(𝑧
ᇱᇱ,   𝑓ଵ) + 𝑗𝛽௡ೞ(𝑧
ᇱᇱ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்) − 𝑗𝛽௡ೞ(𝑧
ᇱᇱ, 𝑓ଶ) +
𝑗𝛽௡ೞ(𝑧
ᇱᇱ, 𝑓஼௎்)  
 
; for 𝑓௦,௠೎೓ ≤ 𝑓ଵ ≤ 𝑓௘,௠೎೓ and 𝑓௦,஼௎் ≤ 𝑓ଶ ≤ 𝑓௘,஼௎் 
eq. (49) 
 
Also, we can make eq. (49) simpler by using eq. (47) as: 
 
−𝑗𝛽௡ೞ(𝑧
ᇱᇱ,   𝑓ଵ) + 𝑗𝛽௡ೞ(𝑧
ᇱᇱ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்) − 𝑗𝛽௡ೞ(𝑧
ᇱᇱ, 𝑓ଶ) + 𝑗𝛽௡ೞ(𝑧
ᇱᇱ, 𝑓஼௎்) =
𝑗4𝜋ଶ(𝑓ଵ − 𝑓)(𝑓ଶ − 𝑓) × ቀ𝛽ଶ,௡ೞ + 𝜋𝛽ଷ,௡ೞ൫𝑓ଵ + 𝑓ଶ − 2𝑓௡ೞ
௖ ൯ቁ  
 
eq. (50) 
Therefore using (50), eq. (49) is simplified as: 
 
𝜅௡ೞ(𝑧
ᇱᇱ,   𝑓ଵ) + 𝜅௡ೞ
∗ (𝑧ᇱᇱ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்) + 𝜅௡ೞ(𝑧
ᇱᇱ, 𝑓ଶ) − 𝜅௡ೞ(𝑧
ᇱᇱ, 𝑓஼௎்) ≅  
−2𝛼௡ೞ൫𝑧
ᇱᇱ, 𝑓௖,௠೎೓൯ + 𝑗4𝜋
ଶ(𝑓ଵ − 𝑓)(𝑓ଶ − 𝑓) × ቀ𝛽ଶ,௡ೞ + 𝜋𝛽ଷ,௡ೞ൫𝑓ଵ + 𝑓ଶ − 2𝑓௡ೞ
௖ ൯ቁ 
;for 𝑓௦,௠೎೓ ≤ 𝑓ଵ ≤ 𝑓௘,௠೎೓ and 𝑓௦,஼௎் ≤ 𝑓ଶ ≤ 𝑓௘,஼௎் 
 
eq. (50.2) 
We can then write: 
𝑒∫ ൣ఑೙ೞ(௭
ᇲᇲ,   ௙భ)ା఑೙ೞ
∗ (௭ᇲᇲ,௙య)ା఑೙ೞ(௭
ᇲᇲ,௙మ)ି఑೙ೞ(௭
ᇲᇲ,௙భା௙మି௙య)൧
೥ᇲ
బ  ௗ௭
ᇲᇲ
≅ 
eq. (51) 
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𝑒∫ ቂିଶఈ೙ೞቀ௭
ᇲᇲ,௙೎,೘೎೓ቁା௝ସగ
మ(௙భି௙)(௙మି௙)×ቀఉమ,೙ೞାగఉయ,೙ೞ൫௙భା௙మିଶ௙೙ೞ
೎ ൯ቁቃௗ௭ᇲᇲ೥
ᇲ
బ  
              = 𝑒ିଶ ∫ ఈ೙ೞቀ௭
ᇲᇲ,௙೎,೘೎೓ቁௗ௭
ᇲᇲ೥
ᇲ
బ × 𝑒௝௭
ᇲ×ସగమ(௙భି௙)(௙మି௙)×ቀఉమ,೙ೞାగఉయ,೙ೞ൫௙భା௙మିଶ௙೙ೞ
೎ ൯ቁ  
                                              ;  for 𝑓௦,௠೎೓ ≤ 𝑓ଵ ≤ 𝑓௘,௠೎೓ and 𝑓௦,஼௎் ≤ 𝑓ଶ ≤ 𝑓௘,஼௎் 
 
 
Therefore using eq. (51) we have: 
න 𝑒∫ ൣ఑೙ೞ൫௭
ᇲᇲ,   ௙భ൯ା఑೙ೞ
∗ ൫௭ᇲᇲ,௙య൯ା఑೙ೞ൫௭
ᇲᇲ,௙మ൯ି఑೙ೞ൫௭
ᇲᇲ,௙భା௙మି௙య൯൧
೥ᇲ
బ  ௗ௭
ᇲᇲ
 𝑑𝑧ᇱ
௅ೞ(௡ೞ)
଴
 
= න 𝑒ିଶ ∫ ఈ೙ೞቀ௭
ᇲᇲ,௙೎,೘೎೓ቁௗ௭
ᇲᇲ೥
ᇲ
బ × 𝑒௝௭
ᇲ×ସగమ(௙భି௙)(௙మି௙)×ቀఉమ,೙ೞାగఉయ,೙ೞ൫௙భା௙మିଶ௙೙ೞ
೎ ൯ቁ 𝑑𝑧ᇱ
௅ೞ(௡ೞ)
଴
 
                                              ;  for 𝑓௦,௠೎೓ ≤ 𝑓ଵ ≤ 𝑓௘,௠೎೓ and 𝑓௦,஼௎் ≤ 𝑓ଶ ≤ 𝑓௘,஼௎் 
eq. (52) 
 
We now use the model presented in eq. (13) for the loss function. We assume: 
 
𝛼௡ೞ(𝑧, 𝑓) = 𝛼଴
(௡ೞ)(𝑓) + 𝛼ଵ
(௡ೞ)(𝑓) exp൫−𝜎(௡ೞ)(𝑓)𝑧൯  
eq. (53) 
  
With eq. (53), we can rewrite eq. (52) as: 
 
න 𝑒∫ ൣ఑೙ೞ൫௭
ᇲᇲ,   ௙భ൯ା఑೙ೞ
∗ ൫௭ᇲᇲ,௙య൯ା఑೙ೞ൫௭
ᇲᇲ,௙మ൯ି఑೙ೞ൫௭
ᇲᇲ,௙భା௙మି௙య൯൧
೥ᇲ
బ  ௗ௭
ᇲᇲ
 𝑑𝑧ᇱ
௅ೞ(௡ೞ)
଴
= න 𝑒
ቐିଶఈబ
(೙ೞ)ቀ௙೎,೘೎೓ቁ௭
ᇲ ି 
ଶఈభ
(೙ೞ)ቀ௙೎,೘೎೓ቁ
ఙ(೙ೞ)ቀ௙೎,೘೎೓ቁ
 ା 
ଶఈభ
(೙ೞ)ቀ௙೎,೘೎೓ቁ
ఙ(೙ೞ)ቀ௙೎,೘೎೓ቁ
×ୣ୶୮ቀିఙ(೙ೞ)ቀ௙೎,೘೎೓ቁ௭
ᇲቁቑ
௅ೞ(௡ೞ)
଴
× 𝑒௝௭
ᇲ×ସగమ(௙భି௙)(௙మି௙)×ቀఉమ,೙ೞାగఉయ,೙ೞ൫௙భା௙మିଶ௙೙ೞ
೎ ൯ቁ 𝑑𝑧ᇱ = 
 
𝑒
ି 
ଶఈభ
(೙ೞ)ቀ௙೎,೘೎೓ቁ
ఙ(೙ೞ)ቀ௙೎,೘೎೓ቁ
× න 𝑒
ቐ 
ଶఈభ
(೙ೞ)ቀ௙೎,೘೎೓ቁ
ఙ(೙ೞ)ቀ௙೎,೘೎೓ቁ
×ୣ୶୮ቀିఙ(೙ೞ)ቀ௙೎,೘೎೓ ቁ௭
ᇲቁቑ
௅ೞ(௡ೞ)
଴
× 𝑒௭
ᇲ×ቄିଶఈబ
(೙ೞ)ቀ௙೎,೘೎೓ቁା௝×ସగ
మ(௙భି௙)(௙మି௙)×ቀఉమ,೙ೞାగఉయ,೙ೞ൫௙భା௙మିଶ௙೙ೞ
೎ ൯ቁቅ 𝑑𝑧ᇱ 
 
eq. (54) 
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                                              ;  for 𝑓௦,௠೎೓ ≤ 𝑓ଵ ≤ 𝑓௘,௠೎೓ and 𝑓௦,஼௎் ≤ 𝑓ଶ ≤ 𝑓௘,஼௎் 
 
So far, we have re-derived the results based on [11]. From now on we use a different procedure. 
Based on a Taylor expansion series we can write: 
𝑒
ቐ 
ଶఈభ
(೙ೞ)ቀ௙೎,೘೎೓ቁ
ఙ(೙ೞ)ቀ௙೎,೘೎೓ቁ
×ୣ୶୮ቀିఙ(೙ೞ)ቀ௙೎,೘೎೓ ቁ௭
ᇲቁቑ
= ෍
1
𝑘!
× ൥ 
2𝛼ଵ
(௡ೞ)൫𝑓௖,௠೎೓൯
𝜎(௡ೞ)൫𝑓௖,௠೎೓൯
× exp൫−𝜎(௡ೞ)൫𝑓௖,௠೎೓൯𝑧
ᇱ൯൩
௞ஶ
௞ୀ଴
= ෍
1
𝑘!
× ൥ 
2𝛼ଵ
(௡ೞ)൫𝑓௖,௠೎೓൯
𝜎(௡ೞ)൫𝑓௖,௠೎೓൯
൩
௞
× exp൫−𝑘 × 𝜎(௡ೞ)൫𝑓௖,௠೎೓൯𝑧
ᇱ൯
ஶ
௞ୀ଴
 
 
eq. (55) 
 
We then assume that we can approximate the infinite summation in eq. (55) with a summation 
with a finite number of terms, say, M. For the finite summation to be accurate enough we should 
have: 
ቮ
1
𝑀!
× ൥ 
2𝛼ଵ
(௡ೞ)൫𝑓௖,௠೎೓൯
𝜎(𝑛𝑠)൫𝑓௖,௠೎೓൯
൩
ெ
×  𝑒𝑥𝑝൫−𝑀 × 𝜎(𝑛𝑠)൫𝑓௖,௠೎೓൯𝑧
ᇱ൯ቮ  
≫  ቮ
1
(𝑀 + 1)!
× ൥ 
2𝛼ଵ
(௡ೞ)൫𝑓௖,௠೎೓൯
𝜎(𝑛𝑠)൫𝑓௖,௠೎೓൯
൩
(ெାଵ)
× exp൫−(𝑀 + 1) × 𝜎(𝑛𝑠)൫𝑓௖,௠೎೓൯𝑧
ᇱ൯ቮ 
∀𝑧ᇱ 
 
eq. (56) 
We must emphasize that 𝜎(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ is always considered as a non-negative real number and the term  
𝑒𝑥𝑝൫−𝜎(𝑛𝑠)൫𝑓௖,௠೎೓൯𝑧
ᇱ൯ is never bigger than 1. (0 ≤ 𝑒𝑥𝑝൫−𝜎(𝑛𝑠)൫𝑓௖,௠೎೓൯𝑧
ᇱ൯ ≤ 1  , ∀𝑧′). Therefore, 
manipulating eq. (56) we can get a more conservative condition as: 
𝑀 ≫  อ 
2𝛼ଵ
(௡ೞ)൫𝑓௖,௠೎೓൯
𝜎(௡ೞ)൫𝑓௖,௠೎೓൯
อ 
 
eq. (57) 
 
Therefore, we could simply choose: 
𝑀(𝑛௦, 𝑓) = 1 + ඍ  10 × อ 
2𝛼ଵ
(௡ೞ)(𝑓)
𝜎(௡ೞ)(𝑓)
อ  එ 
 
eq. (58) 
 
where the sign ⌊. ⌋ denotes floor function which returns the biggest integer smaller than or equal to 
its argument. 
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And eq. (55) can be written as: 
𝑒
ቐ 
ଶఈభ
(೙ೞ)ቀ௙೎,೘೎೓ቁ
ఙ(೙ೞ)ቀ௙೎,೘೎೓ቁ
×ୣ୶୮ቀିఙ(೙ೞ)ቀ௙೎,೘೎೓ ቁ௭
ᇲቁቑ
≅ ෍
1
𝑘!
× ൥ 
2𝛼ଵ
(௡ೞ)൫𝑓௖,௠೎೓൯
𝜎(௡ೞ)൫𝑓௖,௠೎೓൯
൩
௞
× exp൫−𝑘 × 𝜎(௡ೞ)൫𝑓௖,௠೎೓൯𝑧
ᇱ൯
ெ(௡ೞ,௙೎,೘೎೓)
௞ୀ଴
 
 
eq. (59) 
 
Using eq. (59), eq. (54) is written as: 
න 𝑒∫ ൣ఑೙ೞ൫௭
ᇲᇲ,   ௙భ൯ା఑೙ೞ
∗ ൫௭ᇲᇲ,௙య൯ା఑೙ೞ൫௭
ᇲᇲ,௙మ൯ି఑೙ೞ൫௭
ᇲᇲ,௙భା௙మି௙య൯൧
೥ᇲ
బ  ௗ௭
ᇲᇲ
 𝑑𝑧ᇱ
௅ೞ(௡ೞ)
଴
≅ 
 
𝑒
ି 
ଶఈభ
(೙ೞ)ቀ௙೎,೘೎೓ቁ
ఙ(೙ೞ)ቀ௙೎,೘೎೓ቁ × ෍
1
𝑘!
× ൥ 
2𝛼ଵ
(௡ೞ)൫𝑓௖,௠೎೓൯
𝜎(௡ೞ)൫𝑓௖,௠೎೓൯
൩
௞ெ(௡ೞ,௙೎,೘೎೓)
௞ୀ଴
× 
න 𝑒௭
ᇲ×ቄିଶఈబ
(೙ೞ)ቀ௙೎,೘೎೓ ቁି௞×ఙ
(೙ೞ)ቀ௙೎,೘೎೓ቁା௝×ସగ
మ(௙భି௙)(௙మି௙)×ቀఉమ,೙ೞାగఉయ,೙ೞ൫௙భା௙మିଶ௙೙ೞ
೎ ൯ቁቅ𝑑𝑧ᇱ
௅ೞ(௡ೞ)
଴
 
 
                                              ;  for 𝑓௦,௠೎೓ ≤ 𝑓ଵ ≤ 𝑓௘,௠೎೓ and 𝑓௦,஼௎் ≤ 𝑓ଶ ≤ 𝑓௘,஼௎் 
eq. 
(60) 
 
Also, the integration in eq. (60) can be solved analytically as: 
න 𝑒௭
ᇲ×ቄିଶ𝛼0
(𝑛𝑠)ቀ௙೎,೘೎೓ቁି௞×𝜎
(𝑛𝑠)ቀ௙೎,೘೎೓ቁା௝×ସగ
మ(௙భି௙)(௙మି௙)×ቀఉమ,೙ೞାగఉయ,೙ೞ൫௙భା௙మିଶ௙೙ೞ
೎ ൯ቁቅ𝑑𝑧ᇱ
௅ೞ(௡ೞ)
଴
=
𝑒௅ೞ(௡ೞ)×ቄିଶ𝛼0
(𝑛𝑠)ቀ௙೎,೘೎೓ቁି௞×𝜎
(𝑛𝑠)ቀ௙೎,೘೎೓ቁା௝×ସగ
మ(௙భି௙)(௙మି௙)×ቀఉమ,೙ೞାగఉయ,೙ೞ൫௙భା௙మିଶ௙೙ೞ
೎ ൯ቁቅ − 1
−2𝛼0
(𝑛𝑠)൫𝑓௖,௠೎೓൯ − 𝑘 × 𝜎(𝑛𝑠)൫𝑓௖,௠೎೓൯ + 𝑗 × 4𝜋ଶ(𝑓ଵ − 𝑓)(𝑓ଶ − 𝑓) × ቀ𝛽ଶ,௡ೞ + 𝜋𝛽ଷ,௡ೞ൫𝑓ଵ + 𝑓ଶ − 2𝑓௡ೞ
௖ ൯ቁ
 
 
 
eq. 
(61) 
 
We assume that 𝑒௅ೞ(௡ೞ)×ቄିଶ𝛼0
(𝑛𝑠)ቀ௙೎,೘೎೓ቁି௞×𝜎
(𝑛𝑠)ቀ௙೎,೘೎೓ቁቅ ≪ 1 and we will have: 
න 𝑒௭
ᇲ×ቄିଶ𝛼0
(𝑛𝑠)ቀ௙೎,೘೎೓ቁି௞×𝜎
(𝑛𝑠)ቀ௙೎,೘೎೓ቁା௝×ସగ
మ(௙భି௙)(௙మି௙)×ቀఉమ,೙ೞାగఉయ,೙ೞ൫௙భା௙మିଶ௙೙ೞ
೎ ൯ቁቅ𝑑𝑧ᇱ
௅ೞ(௡ೞ)
଴
≅
1
ቂ2𝛼0
(𝑛𝑠)൫𝑓௖,௠೎೓൯ + 𝑘 × 𝜎(𝑛𝑠)൫𝑓௖,௠೎೓൯ቃ − 𝑗 × ቂ4𝜋ଶ(𝑓ଵ − 𝑓)(𝑓ଶ − 𝑓) × ቀ𝛽ଶ,௡ೞ + 𝜋𝛽ଷ,௡ೞ൫𝑓ଵ + 𝑓ଶ − 2𝑓௡ೞ
௖ ൯ቁቃ
 
 
 
eq. 
(62) 
 Then using (62), eq. (60) simplifies to: 
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න 𝑒∫ ൣ఑೙ೞ൫௭
ᇲᇲ,   ௙భ൯ା఑೙ೞ
∗ ൫௭ᇲᇲ,௙య൯ା఑೙ೞ൫௭
ᇲᇲ,௙మ൯ି఑೙ೞ൫௭
ᇲᇲ,௙భା௙మି௙య൯൧
೥ᇲ
బ  ௗ௭
ᇲᇲ
 𝑑𝑧ᇱ
௅ೞ(௡ೞ)
଴
≅ 
 
𝑒
ି 
ଶఈభ
(೙ೞ)ቀ௙೎,೘೎೓ቁ
ఙ(೙ೞ)ቀ௙೎,೘೎೓ቁ × ෍
1
𝑘!
× ൥ 
2𝛼ଵ
(௡ೞ)൫𝑓௖,௠೎೓൯
𝜎(௡ೞ)൫𝑓௖,௠೎೓൯
൩
௞ெ(௡ೞ,௙೎,೘೎೓)
௞ୀ଴
× 
1
ቂ2𝛼0
(𝑛𝑠)൫𝑓௖,௠೎೓൯ + 𝑘 × 𝜎(𝑛𝑠)൫𝑓௖,௠೎೓൯ቃ − 𝑗 × ቂ4𝜋ଶ(𝑓ଵ − 𝑓)(𝑓ଶ − 𝑓) × ቀ𝛽ଶ,௡ೞ + 𝜋𝛽ଷ,௡ೞ൫𝑓ଵ + 𝑓ଶ − 2𝑓௡ೞ
௖ ൯ቁቃ
 
 
 
                                              ;  for 𝑓௦,௠೎೓ ≤ 𝑓ଵ ≤ 𝑓௘,௠೎೓ and 𝑓௦,஼௎் ≤ 𝑓ଶ ≤ 𝑓௘,஼௎் 
eq. 
(63) 
 
Also, having eq. (46) we can see: 
𝑒∫ ఑೛(௭ ,௙಴ೆ೅)
ಽೞ(೛)
బ  ௗ௭ = 𝑒ି௝×∫ ఉ೛(௭,௙಴ೆ೅)
ಽೞ(೛)
బ  ௗ௭ × 𝑒ି ∫ ఈ೛(௭,௙಴ೆ೅)
ಽೞ(೛)
బ  ௗ௭ 
 
eq. (64) 
 
And furthermore: 
𝑒∫ ൣ఑೛(௭ ,௙భ)ା఑೛(௭ ,௙మ)ା఑೛
∗ (௭ ,   ௙భା௙మି௙಴ೆ೅)൧
ಽೞ(೛)
బ  ௗ௭
= 𝑒ି௝ ∫ ቀఉ೛(௭,௙భ)ାఉ೛(௭,௙మ)ିఉ೛(௭,௙య)ቁௗ௭
ಽೞ(೛)
బ
× 𝑒ି ∫ ఈ೛ቀ௭,௙೎,೘೎೓ቁ
ಽೞ(೛)
బ  ௗ௭ × 𝑒ି ∫ ఈ೛(௭,௙಴ೆ೅)
ಽೞ(೛)
బ  ௗ௭
× 𝑒ି ∫ ఈ೛ቀ௭,௙೎,೘೎೓ቁ
ಽೞ(೛)
బ  ௗ௭ 
   ;  for , 1 ,ch chs m e mf f f   and , 2 ,s CUT e CUTf f f   
eq. (65) 
 
Therefore, the link function in (45) can be simplified using equations (63), (64) and (65) as: 
𝐿𝐾(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்) ≅ −𝑗 ෍ 𝜉௡ೞ(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்)
ேೞ
௡ೞୀଵ
 
 
;  for 𝑓௦,௠೎೓ ≤ 𝑓ଵ ≤ 𝑓௘,௠೎೓ and 𝑓௦,஼௎் ≤ 𝑓ଶ ≤ 𝑓௘,஼௎் 
               
eq. 
(66) 
 
Where in eq. (66): 
𝜉௡ೞ(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்) ≜ 𝛾௡ೞ × 𝑒
ି 
ଶఈభ
(೙ೞ)ቀ௙೎,೘೎೓ቁ
ఙ(೙ೞ)ቀ௙೎,೘೎೓ ቁ × ෍
1
𝑘!
× ൥ 
2𝛼ଵ
(௡ೞ)൫𝑓௖,௠೎೓൯
𝜎(௡ೞ)൫𝑓௖,௠೎೓൯
൩
௞ெ(௡ೞ,௙೎,೘೎೓ )
௞ୀ଴
× 
               
eq. 
(67) 
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1
ቂ2𝛼0
(𝑛𝑠)൫𝑓௖,௠೎೓൯ + 𝑘 × 𝜎(𝑛𝑠)൫𝑓௖,௠೎೓൯ቃ − 𝑗 × ቂ4𝜋ଶ(𝑓ଵ − 𝑓)(𝑓ଶ − 𝑓) × ቀ𝛽ଶ,௡ೞ + 𝜋𝛽ଷ,௡ೞ൫𝑓ଵ + 𝑓ଶ − 2𝑓௡ೞ
௖ ൯ቁቃ
 
ቊ∏ 𝛤௣
భ
మ(𝑓ଵ + 𝑓ଶ − 𝑓ଷ)
ேೞ
௣ୀ௡ೞ 𝑒
௝ఏ೛(௙భା௙మି௙య) × 𝑒ି௝×∫ ఉ೛(௭,௙಴ೆ೅)
ಽೞ(೛)
బ  ௗ௭ × 𝑒ି ∫ ఈ೛(௭,௙಴ೆ೅)
ಽೞ(೛)
బ  ௗ௭ 𝑒ି௝ఉವ಴ೆ
(೛) (௙భା௙మି௙య)ቋ  
× ቐෑ ቊൣ𝛤௣(𝑓ଵ)𝛤௣(𝑓ଶ)𝛤௣(𝑓ଷ)൧
ଵ
ଶ𝑒௝ൣఏ೛(௙భ)ାఏ೛(௙మ)ିఏ೛(௙య)൧   × 𝑒ି௝ ∫ ቀఉ೛(௭,௙భ)ାఉ೛(௭,௙మ)ିఉ೛(௭,௙య)ቁௗ௭
ಽೞ(೛)
బ
௡ೞିଵ
௣ୀଵ
× 𝑒ି ∫ ఈ೛ቀ௭,௙೎,೘೎೓ቁ
ಽೞ(೛)
బ  ௗ௭ × 𝑒ି ∫ ఈ೛(௭,௙಴ೆ೅)
ಽೞ(೛)
బ  ௗ௭ × 𝑒ି ∫ ఈ೛ቀ௭,௙೎,೘೎೓ቁ
ಽೞ(೛)
బ  ௗ௭  
                                                                                                          × 𝑒ି௝ቂఉವ಴ೆ
(೛) (௙భ)ାఉವ಴ೆ
(೛) (௙మ)ିఉವ಴ೆ
(೛) (௙య)ቃൠቋ 
;  for 𝑓௦,௠೎೓ ≤ 𝑓ଵ ≤ 𝑓௘,௠೎೓ and 𝑓௦,஼௎் ≤ 𝑓ଶ ≤ 𝑓௘,஼௎் 
 
As it is obvious from eq. (44), for the calculation of the GN model, we need to calculate 
|𝐿𝐾(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்)|ଶ. Therefore, by using eq. (66): 
|𝐿𝐾(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்)|ଶ
= ෍ ෍ 𝜉௡ೞ(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்) × 𝜉௡ೞᇲ
∗ (𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்)
ேೞ
௡ೞᇲୀଵ
ேೞ
௡ೞୀଵ
= ෍ ห𝜉௡ೞ(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்)ห
ଶ
ேೞ
௡ೞୀଵ
+ ෍ ෍ 𝜉௡ೞ(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்) × 𝜉௡ೞᇲ
∗ (𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்)
ேೞ
௡ೞᇲୀଵ
௡ೞᇲஷ௡ೞ
ேೞ
௡ೞୀଵ
 
 
 
;  for 𝑓௦,௠೎೓ ≤ 𝑓ଵ ≤ 𝑓௘,௠೎೓ and 𝑓௦,஼௎் ≤ 𝑓ଶ ≤ 𝑓௘,஼௎் 
               
eq. 
(68) 
 
In the incoherent GN model which we use in this paper the second term at the right side of eq. (68) 
is ignored and: 
|𝐿𝐾(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்)|ଶ ≅ ෍ ห𝜉௡ೞ(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்)ห
ଶ
ேೞ
௡ೞୀଵ
 
 
;  for 𝑓௦,௠೎೓ ≤ 𝑓ଵ ≤ 𝑓௘,௠೎೓ and 𝑓௦,஼௎் ≤ 𝑓ଶ ≤ 𝑓௘,஼௎் 
               
eq. 
(69) 
Combining equations (67) and (69): 
|𝐿𝐾(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்)|ଶ ≅ ෍ ห𝜉௡ೞ(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்)ห
ଶ
ேೞ
௡ೞୀଵ
 
               
eq. 
(70) 
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= ∑ 𝛾௡ೞ
ଶ × 𝑒
ି 
రഀభ
(೙ೞ)ቀ೑೎,೘೎೓ቁ
഑(೙ೞ)ቀ೑೎,೘೎೓ቁ × |𝜁|ଶ × ൛∏ 𝛤௣(𝑓஼௎்)
ேೞ
௣ୀ௡ೞ  × 𝑆௣
ିଵ(𝑓஼௎்)ൟ 
ேೞ
௡ೞୀଵ ×  
ቐෑ 𝛤௣ଶ൫𝑓௠೎೓൯𝛤௣(𝑓஼௎்) × 𝑆௣
ିଶ(𝑓௠_௖௛ ) × 𝑆௣ିଵ(𝑓஼௎்) 
௡ೞିଵ
௣ୀଵ
ቑ 
 
;  for 𝑓௦,௠೎೓ ≤ 𝑓ଵ ≤ 𝑓௘,௠೎೓ and 𝑓௦,஼௎் ≤ 𝑓ଶ ≤ 𝑓௘,஼௎் 
 
Where in eq. (70), 𝑆௣(𝑓) denotes total power loss at the fiber span p and frequency f which is 
defined as: 
𝑆௣(𝑓) ≜
𝑃(𝑧 = 0, 𝑓)
𝑃(𝑧 = 𝐿௦(𝑝), 𝑓)
= 𝑒ାଶ ∫ ఈ೛(௭,௙)
ಽೞ(೛)
బ  ௗ௭ 
 
               
eq. 
(71) 
 
Where 𝐿௦(𝑝) is the physical length due to fiber span p in the fiber link. Also 𝜁 in eq. (7) is: 
 
𝜁 = ෍
1
𝑘!
× ൥ 
2𝛼ଵ
(௡ೞ)൫𝑓௖,௠೎೓൯
𝜎(௡ೞ)൫𝑓௖,௠೎೓൯
൩
௞ெ(௡ೞ,௙೎,೘೎೓)
௞ୀ଴
× 
1
ቂ2𝛼0
(𝑛𝑠)൫𝑓௖,௠೎೓൯ + 𝑘 × 𝜎(𝑛𝑠)൫𝑓௖,௠೎೓൯ቃ − 𝑗 × 𝜚
 
 
               
eq. 
(72) 
Where 𝜚 in (72): 
 
𝜚 ≜ ቂ4𝜋ଶ(𝑓ଵ − 𝑓஼௎்)(𝑓ଶ − 𝑓஼௎்) × ቀ𝛽ଶ,௡ೞ + 𝜋𝛽ଷ,௡ೞ൫𝑓ଵ + 𝑓ଶ − 2𝑓௡ೞ
௖ ൯ቁቃ 
 
               
eq. 
(73) 
 
Therefore |𝜁|ଶ is calculated as: 
|𝜁|ଶ = ෍ ෍
2
𝑘ଵ! 𝑘ଶ!
× ൥ 
2𝛼ଵ
(௡ೞ)൫𝑓௖,௠೎೓൯
𝜎(௡ೞ)൫𝑓௖,௠೎೓൯
൩
௞భା௞మெ(௡ೞ,௙೎,೘೎೓)
௞మୀ଴
ெ(௡ೞ,௙೎,೘೎೓)
௞భୀ଴
×
1
4𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ + (𝑘1 + 𝑘2)𝜎
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ
×
2𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1𝜎
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቂ2𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁቃ
2
+ 𝜚2
 
               
eq. 
(74) 
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Eq. (74) can be further simplified as: 
 
|𝜁|ଶ = ෍
1
𝑘ଵ!
× ൥ 
2𝛼ଵ
(௡ೞ)൫𝑓௖,௠೎೓൯
𝜎(௡ೞ)൫𝑓௖,௠೎೓൯
൩
௞భ
×
2𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1𝜎
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቂ2𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁቃ
2
+ 𝜚2
ெ(௡ೞ,௙೎,೘೎೓)
௞భୀ଴
× ℎ(𝑘ଵ, 𝑛௦, 𝑓௠೎೓) 
 
               
eq. 
(75) 
 
Where ℎ(𝑘ଵ, 𝑛௦ , 𝑓௠೎೓) in eq. (75) is defined as: 
ℎ൫𝑘ଵ, 𝑛௦ , 𝑓௠೎೓൯ ≜ ෍
2
𝑘ଶ!
× ൥ 
2𝛼ଵ
(௡ೞ)൫𝑓௖,௠೎೓൯
𝜎(௡ೞ)൫𝑓௖,௠೎೓൯
൩
௞మெ(௡ೞ,௙೎,೘೎೓)
௞మୀ଴
×
1
4𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ + (𝑘1 + 𝑘2)𝜎
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ
 
 
 
               
eq. 
(76) 
Substituting eq. (75) in eq. (70) we have: 
 
|𝐿𝐾(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்)|ଶ ≅ ෍ ห𝜉௡ೞ(𝑓ଵ, 𝑓ଶ, 𝑓ଵ + 𝑓ଶ − 𝑓஼௎்)ห
ଶ
ேೞ
௡ೞୀଵ
 
= ∑ 𝛾௡ೞ
ଶேೞ
௡ೞୀଵ ×  
ቐෑ 𝛤௣ଶ൫𝑓௠೎೓൯𝛤௣(𝑓஼௎்) × 𝑆௣
ିଶ൫𝑓௠೎೓൯ × 𝑆௣
ିଵ(𝑓஼௎்)  
௡ೞିଵ
௣ୀଵ
ቑ × ቐ ෑ 𝛤௣(𝑓஼௎்)
ேೞ
௣ୀ௡ೞ
 × 𝑆௣ିଵ(𝑓஼௎்)ቑ 
 
                 × 𝑒
ି 
ସఈభ
(೙ೞ)ቀ௙೎,೘೎೓ ቁ
ఙ(೙ೞ)ቀ௙೎,೘೎೓ ቁ ෍
ℎ(𝑘ଵ, 𝑛௦ , 𝑓௠೎೓)
𝑘ଵ!
× ൥ 
2𝛼ଵ
(௡ೞ)൫𝑓௖,௠೎೓൯
𝜎(௡ೞ)൫𝑓௖,௠೎೓൯
൩
௞భெ(௡ೞ,௙೎,೘೎೓)
௞భୀ଴
×
2𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1𝜎
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቂ2𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁቃ
2
+ 𝜚2
 
 
;  for 𝑓௦,௠೎೓ ≤ 𝑓ଵ ≤ 𝑓௘,௠೎೓ and 𝑓௦,஼௎் ≤ 𝑓ଶ ≤ 𝑓௘,஼௎் 
               
eq. 
(77) 
 
Substituting eq. (77) in eq. (44) we have: 
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𝐺ே௅ூ(𝑓஼௎்) ≅
16
27
× 
∑ 𝛾௡ೞ
ଶேೞ
௡ೞୀଵ × ∑ 𝐺஼௎்𝐺௠೎೓
ଶ × ൫2 − 𝛿஼௎்,௠೎೓൯
ே೎
௠೎೓ୀଵ ×  
ቐෑ 𝛤௣ଶ൫𝑓௠೎೓൯𝛤௣(𝑓஼௎்) × 𝑆௣
ିଶ൫𝑓௠೎೓൯ × 𝑆௣
ିଵ(𝑓஼௎்)  
௡ೞିଵ
௣ୀଵ
ቑ × ቐ ෑ 𝛤௣(𝑓஼௎்)
ேೞ
௣ୀ௡ೞ
 × 𝑆௣ିଵ(𝑓஼௎்)ቑ 
                 × 𝑒
ି 
ସఈభ
(೙ೞ)ቀ௙೎,೘೎೓ ቁ
ఙ(೙ೞ)ቀ௙೎,೘೎೓ ቁ ෍
ℎ(𝑘ଵ, 𝑛௦ , 𝑓௠೎೓)
𝑘ଵ!
× ൥ 
2𝛼ଵ
(௡ೞ)൫𝑓௖,௠೎೓൯
𝜎(௡ೞ)൫𝑓௖,௠೎೓൯
൩
௞భெ(௡ೞ,௙೎,೘೎೓)
௞భୀ଴
 
 
× න න  
2𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1𝜎
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቂ2𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁቃ
2
+ 𝜚2
𝑑𝑓ଵ𝑑𝑓ଶ
௙೐,೘೎೓
௙ೞ,೘೎೓
௙೐,಴ೆ೅
௙ೞ,಴ೆ೅ 
 
               
eq. 
(78) 
 
For analytically solving the double integral in eq. (78) we first define the effective dispersion 
parameter as: 
𝛽ଶ,௘௙௙
(௡ೞ) (𝑓௖,௠೎೓ , 𝑓஼௎்) ≜ 𝛽ଶ,௡ೞ + 𝜋𝛽ଷ,௡ೞ൫𝑓௖,௠೎೓ + 𝑓஼௎் − 2𝑓௡ೞ
௖ ൯ eq. (79) 
 
For achieving double integral solution, we make the below approximation [11], [12]: 
𝛽ଶ,௡ೞ + 𝜋𝛽ଷ,௡ೞ൫𝑓ଵ + 𝑓ଶ − 2𝑓௡ೞ
௖ ൯ ≅ 𝛽ଶ,௘௙௙
(௡ೞ) (𝑓௖,௠೎೓ , 𝑓஼௎்) 
;  for 𝑓௦,௠೎೓ ≤ 𝑓ଵ ≤ 𝑓௘,௠೎೓ and 𝑓௦,஼௎் ≤ 𝑓ଶ ≤ 𝑓௘,஼௎் 
               
eq. 
(80) 
 
The above approximation is in fact replacing the frequency dependent dispersion in an integration 
island with the dispersion value at the center of the island.  
Using the approximation made in eq. (80), the double integral in eq. (78) is expressed 
approximately as [23]: 
 
න න  
2𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1𝜎
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቂ2𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁቃ
2
+ 𝜚2
𝑑𝑓ଵ𝑑𝑓ଶ
௙೐,೘೎೓
௙ೞ,೘೎೓
௙೐,಴ೆ೅
௙ೞ,಴ೆ೅ 
≅ 
න න  
൬2𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1𝜎
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ൰ × 𝑑𝑓1
′ 𝑑𝑓2
′
ቂ2𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁቃ
2
+ ቂ4𝜋2𝑓1
′ 𝑓2
′ × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁቃ
2
ቀ௙೐,೘೎೓ି௙಴ೆ೅ቁ
ቀ௙ೞ,೘೎೓ି௙಴ೆ೅ቁ
൫௙೐,಴ೆ೅ି௙಴ೆ೅൯
൫௙ೞ,಴ೆ೅ ି௙಴ೆ೅൯
 
               
eq. 
(81) 
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=
1
2 × 4𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ
× ቐ𝐹௜௡௧ ቌ
4𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ × ൫𝑓௘,஼௎் − 𝑓஼௎்൯ × ൫𝑓௘,௠೎೓ − 𝑓஼௎்൯
2𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቍ
+ 𝐹௜௡௧ ቌ
4𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ × ൫𝑓௦,஼௎் − 𝑓஼௎்൯ × ൫𝑓௦,௠೎೓ − 𝑓஼௎்൯
2𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቍ
− 𝐹௜௡௧ ቌ
4𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ × ൫𝑓௘,஼௎் − 𝑓஼௎்൯ × ൫𝑓௦,௠೎೓ − 𝑓஼௎்൯
2𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቍ
− 𝐹௜௡௧ ቌ
4𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ × ൫𝑓௦,஼௎் − 𝑓஼௎்൯ × ൫𝑓௘,௠೎೓ − 𝑓஼௎்൯
2𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቍቑ 
 
where: 
 
𝐹௜௡௧(𝑥) ≜ 𝑗 × {𝐿𝑖ଶ(−𝑗𝑥) − 𝐿𝑖ଶ(𝑗𝑥)} ≅ 𝜋 asinh ቀ
𝑥
2
ቁ                
eq. 
(82) 
 
The special function 𝐿𝑖ଶ(. ) is the polylogarithm function or Jonquière's function of order two [24]. 
Alternatively, eq. (81) can be written as: 
න න  
2𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1𝜎
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቂ2𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁቃ
2
+ 𝜚2
𝑑𝑓ଵ𝑑𝑓ଶ
௙೐,೘೎೓
௙ೞ,೘೎೓
௙೐,಴ೆ೅
௙ೞ,಴ೆ೅ 
≅
1
2 × 4𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ
× ቐ𝐹𝑖𝑛𝑡 ቌ
2𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ × 𝐵𝑊𝐶𝑈𝑇 × ቀ𝑓𝑒,𝑚𝑐ℎ − 𝑓𝐶𝑈𝑇ቁ
2𝛼0
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቍ
+ 𝐹𝑖𝑛𝑡 ቌ
2𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ × (−𝐵𝑊𝐶𝑈𝑇) × ቀ𝑓𝑠,𝑚𝑐ℎ − 𝑓𝐶𝑈𝑇ቁ
2𝛼0
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቍ
− 𝐹𝑖𝑛𝑡 ቌ
2𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ × 𝐵𝑊𝐶𝑈𝑇 × ቀ𝑓𝑠,𝑚𝑐ℎ − 𝑓𝐶𝑈𝑇ቁ
2𝛼0
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቍ
− 𝐹𝑖𝑛𝑡 ቌ
2𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ × (−𝐵𝑊𝐶𝑈𝑇) × ቀ𝑓𝑒,𝑚𝑐ℎ − 𝑓𝐶𝑈𝑇ቁ
2𝛼0
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቍቑ 
 
               
eq. 
(83) 
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where 𝐵𝑊஼௎் = 𝑓௘,஼௎் − 𝑓௦,஼௎் is the bandwidth (equal to Baud Rate) of the channel under test in eq. 
(82). Therefore, by using eq. (82), eq. (78) is written as: 
 
 
𝐺ே௅ூ(𝑓஼௎்) ≅
16
27
× 
∑ 𝛾௡ೞ
ଶேೞ
௡ೞୀଵ × ∑ 𝐺஼௎்𝐺௠೎೓
ଶ × ൫2 − 𝛿஼௎்,௠೎೓൯
ே೎
௠೎೓ୀଵ ×  
ቐෑ 𝛤௣ଶ൫𝑓௠೎೓൯𝛤௣(𝑓஼௎்) × 𝑆௣
ିଶ൫𝑓௠೎೓൯ × 𝑆௣
ିଵ(𝑓஼௎்)  
௡ೞିଵ
௣ୀଵ
ቑ × ቐ ෑ 𝛤௣(𝑓஼௎்)
ேೞ
௣ୀ௡ೞ
 × 𝑆௣ିଵ(𝑓஼௎்)ቑ 
                 × 𝑒
ି 
ସఈభ
(೙ೞ)ቀ௙೎,೘೎೓ ቁ
ఙ(೙ೞ)ቀ௙೎,೘೎೓ ቁ ෍
ℎ(𝑘ଵ, 𝑛௦ , 𝑓௠೎೓)
𝑘ଵ!
× ൥ 
2𝛼ଵ
(௡ೞ)൫𝑓௖,௠೎೓൯
𝜎(௡ೞ)൫𝑓௖,௠೎೓൯
൩
௞భெ(௡ೞ,௙೎,೘೎೓)
௞భୀ଴
 
 
×
1
2 × 4𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ
× ቐ𝐹𝑖𝑛𝑡 ቌ
2𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ × 𝐵𝑊𝐶𝑈𝑇 × ቀ𝑓𝑒,𝑚𝑐ℎ − 𝑓𝐶𝑈𝑇ቁ
2𝛼0
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቍ
+ 𝐹𝑖𝑛𝑡 ቌ
2𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ × (−𝐵𝑊𝐶𝑈𝑇) × ቀ𝑓𝑠,𝑚𝑐ℎ − 𝑓𝐶𝑈𝑇ቁ
2𝛼0
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቍ
− 𝐹𝑖𝑛𝑡 ቌ
2𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ × 𝐵𝑊𝐶𝑈𝑇 × ቀ𝑓𝑠,𝑚𝑐ℎ − 𝑓𝐶𝑈𝑇ቁ
2𝛼0
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቍ
− 𝐹𝑖𝑛𝑡 ቌ
2𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ × (−𝐵𝑊𝐶𝑈𝑇) × ቀ𝑓𝑒,𝑚𝑐ℎ − 𝑓𝐶𝑈𝑇ቁ
2𝛼0
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቍቑ 
 
               
eq. 
(84) 
 
As 𝐹௜௡௧(𝑥) is an odd function with respect to x, eq. (84) can be simplified as: 
 
𝐺ே௅ூ(𝑓஼௎்) ≅
16
27
× 
∑ 𝛾௡ೞ
ଶேೞ
௡ೞୀଵ × ∑ 𝐺஼௎்𝐺௠೎೓
ଶ × ൫2 − 𝛿஼௎்,௠೎೓൯
ே೎
௠೎೓ୀଵ ×  
ቐෑ 𝛤௣ଶ൫𝑓௠೎೓൯𝛤௣(𝑓஼௎்) × 𝑆௣
ିଶ൫𝑓௠೎೓൯ × 𝑆௣
ିଵ(𝑓஼௎்)  
௡ೞିଵ
௣ୀଵ
ቑ × ቐ ෑ 𝛤௣(𝑓஼௎்)
ேೞ
௣ୀ௡ೞ
 × 𝑆௣ିଵ(𝑓஼௎்)ቑ 
               
eq. 
(85) 
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                 × 𝑒
ି 
ସఈభ
(೙ೞ)ቀ௙೎,೘೎೓ ቁ
ఙ(೙ೞ)ቀ௙೎,೘೎೓ ቁ ෍
ℎ(𝑘ଵ, 𝑛௦ , 𝑓௠೎೓)
𝑘ଵ!
× ൥ 
2𝛼ଵ
(௡ೞ)൫𝑓௖,௠೎೓൯
𝜎(௡ೞ)൫𝑓௖,௠೎೓൯
൩
௞భெ(௡ೞ,௙೎,೘೎೓)
௞భୀ଴
 
 
×
1
4𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ
× ቐ𝐹𝑖𝑛𝑡 ቌ
2𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ × 𝐵𝑊𝐶𝑈𝑇 × ቀ𝑓𝑒,𝑚𝑐ℎ − 𝑓𝐶𝑈𝑇ቁ
2𝛼0
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቍ
− 𝐹𝑖𝑛𝑡 ቌ
2𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ × 𝐵𝑊𝐶𝑈𝑇 × ቀ𝑓𝑠,𝑚𝑐ℎ − 𝑓𝐶𝑈𝑇ቁ
2𝛼0
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቍቑ 
 
 
Accepting the approximation 𝐹௜௡௧(𝑥) ≅ 𝜋 asinh ቀ
௫
ଶ
ቁ, eq. (85) is expressed as: 
𝐺ே௅ூ(𝑓஼௎்) ≅
16
27
× 
∑ 𝛾௡ೞ
ଶேೞ
௡ೞୀଵ × ∑ 𝐺஼௎்𝐺௠೎೓
ଶ × ൫2 − 𝛿஼௎்,௠೎೓൯
ே೎
௠೎೓ୀଵ ×  
ቐෑ 𝛤௣ଶ൫𝑓௠೎೓൯𝛤௣(𝑓஼௎்) × 𝑆௣
ିଶ൫𝑓௠೎೓൯ × 𝑆௣
ିଵ(𝑓஼௎்)  
௡ೞିଵ
௣ୀଵ
ቑ × ቐ ෑ 𝛤௣(𝑓஼௎்)
ேೞ
௣ୀ௡ೞ
 × 𝑆௣ିଵ(𝑓஼௎்)ቑ 
                 × 𝑒
ି 
ସఈభ
(೙ೞ)ቀ௙೎,೘೎೓ ቁ
ఙ(೙ೞ)ቀ௙೎,೘೎೓ ቁ ෍
ℎ(𝑘ଵ, 𝑛௦ , 𝑓௠೎೓)
𝑘ଵ!
× ൥ 
2𝛼ଵ
(௡ೞ)൫𝑓௖,௠೎೓൯
𝜎(௡ೞ)൫𝑓௖,௠೎೓൯
൩
௞భெ(௡ೞ,௙೎,೘೎೓)
௞భୀ଴
 
 
×
1
4𝜋 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ
× ቐ𝑎𝑠𝑖𝑛ℎ ቌ
𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ × 𝐵𝑊𝐶𝑈𝑇 × ቀ𝑓𝑒,𝑚𝑐ℎ − 𝑓𝐶𝑈𝑇ቁ
2𝛼0
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቍ
− 𝑎𝑠𝑖𝑛ℎ ቌ
𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ × 𝐵𝑊𝐶𝑈𝑇 × ቀ𝑓𝑠,𝑚𝑐ℎ − 𝑓𝐶𝑈𝑇ቁ
2𝛼0
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቍቑ 
 
         eq. 
(86) 
 
Another useful form of eq. (86) can be presented by considering two below equations: 
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𝐺஼௎்
(௡ೞ) ≜ 𝐺஼௎் × ൛∏ 𝛤௣(𝑓஼௎்) × 𝑆௣ିଵ(𝑓஼௎்)  
௡ೞିଵ
௣ୀଵ ൟ                  eq. 
(87) 
 
𝐺௠೎೓
(௡ೞ) ≜ 𝐺௠೎೓ × ൛∏ 𝛤௣൫𝑓௠೎೓൯ × 𝑆௣
ିଵ൫𝑓௠೎೓൯  
௡ೞିଵ
௣ୀଵ ൟ                  eq. 
(88) 
 
Where 𝐺஼௎் and 𝐺௠೎೓  are PSD at the launch point (start of the first fiber span) while 𝐺௠೎೓
(௡ೞ) and 
𝐺஼௎்
(௡ೞ) are the PSD at the start of the 𝑛௦’th fiber span. Therefore, using equations (87) and (88), eq. 
(86) can be also written as the below form: 
 
𝐺ே௅ூ(𝑓஼௎்) ≅
16
27
× 
∑ 𝛾௡ೞ
ଶேೞ
௡ೞୀଵ × ∑ 𝐺஼௎்
(௡ೞ) × ቂ𝐺௠೎೓
(௡ೞ)ቃ
ଶ
× ൫2 − 𝛿஼௎்,௠೎೓൯
ே೎
௠೎೓ୀଵ ×  
× ቐ ෑ 𝛤௣(𝑓஼௎்)
ேೞ
௣ୀ௡ೞ
 × 𝑆௣ିଵ(𝑓஼௎்)ቑ 
                 × 𝑒
ି 
ସఈభ
(೙ೞ)ቀ௙೎,೘೎೓ ቁ
ఙ(೙ೞ)ቀ௙೎,೘೎೓ ቁ ෍
ℎ(𝑘ଵ, 𝑛௦ , 𝑓௠೎೓)
𝑘ଵ!
× ൥ 
2𝛼ଵ
(௡ೞ)൫𝑓௖,௠೎೓൯
𝜎(௡ೞ)൫𝑓௖,௠೎೓൯
൩
௞భெ(௡ೞ,௙೎,೘೎೓)
௞భୀ଴
 
 
×
1
4𝜋 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ
× ቐ𝑎𝑠𝑖𝑛ℎ ቌ
𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ × 𝐵𝑊𝐶𝑈𝑇 × ቀ𝑓𝑒,𝑚𝑐ℎ − 𝑓𝐶𝑈𝑇ቁ
2𝛼0
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቍ
− 𝑎𝑠𝑖𝑛ℎ ቌ
𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ × 𝐵𝑊𝐶𝑈𝑇 × ቀ𝑓𝑠,𝑚𝑐ℎ − 𝑓𝐶𝑈𝑇ቁ
2𝛼0
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቍቑ 
 
               
eq. (89) 
For Comparing eq. (89) with the formula derived in [11], we may note that by making a further 
assumption ቤ 
ଶఈభ
(೙ೞ)ቀ௙೎,೘೎೓ቁ
ఙ(೙ೞ)ቀ௙೎,೘೎೓ቁ
ቤ ≪ 1 for all frequencies (all WDM channels) and all fiber spans and by 
using eq. (58), then we would have 𝑀(𝑛௦, 𝑓) = 1. If so, eq. (76) gives: 
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ℎ൫𝑘ଵ, 𝑛௦ , 𝑓௠೎೓൯ =
2
4𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ
+
2
4𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ + (𝑘1 + 1) × 𝜎
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ
× ൥
2𝛼ଵ
(௡ೞ)൫𝑓௖,௠೎೓൯
𝜎(௡ೞ)൫𝑓௖,௠೎೓൯
൩ 
 
;  𝑓𝑜𝑟 ቮ 
2𝛼1
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
𝜎(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቮ ≪ 1, 𝑓𝑜𝑟 𝑀 = 1  and 𝑓𝑜𝑟 𝑘ଵ = 0,1 
               
eq. 
(90) 
 
Substituting eq. (90) in eq. (89) and replacing 𝑒
ି 
రഀభ
(೙ೞ)ቀ೑೎,೘೎೓ቁ
഑(೙ೞ)ቀ೑೎,೘೎೓ቁ ≅ ቈ1 −  
ସఈభ
(೙ೞ)ቀ௙೎,೘೎೓ ቁ
ఙ(೙ೞ)ቀ௙೎,೘೎೓ ቁ
቉  due to the 
assumption of ቤ 
ଶఈభ
(೙ೞ)ቀ௙೎,೘೎೓ቁ
ఙ(೙ೞ)ቀ௙೎,೘೎೓ቁ
ቤ ≪ 1, we will have: 
𝐺ே௅ூ(𝑓஼௎்) ≅
16
27
× 
෍ 𝛾௡ೞ
ଶ
ேೞ
௡ೞୀଵ
× ෍ 𝐺஼௎்
(௡ೞ) × ቂ𝐺௠೎೓
(௡ೞ)ቃ
ଶ
× ൫2 − 𝛿஼௎்,௠೎೓൯
ே೎
௠೎೓ୀଵ
× 
ቐ ෑ 𝛤௣(𝑓஼௎்)
ேೞ
௣ୀ௡ೞ
 × 𝑆௣ିଵ(𝑓஼௎்)ቑ × ൥1 −  
4𝛼ଵ
(௡ೞ)൫𝑓௖,௠೎೓൯
𝜎(௡ೞ)൫𝑓௖,௠೎೓൯
൩ 
                 × ൞൦
2
4𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ
+
2
4𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝜎
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ
× ൥
2𝛼ଵ
(௡ೞ)൫𝑓௖,௠೎೓൯
𝜎(௡ೞ)൫𝑓௖,௠೎೓൯
൩൪
× ቎
1
4𝜋 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ
቏
× ቐ𝑎𝑠𝑖𝑛ℎ ቌ
𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ × 𝐵𝑊𝐶𝑈𝑇 × ቀ𝑓𝑒,𝑚𝑐ℎ − 𝑓𝐶𝑈𝑇ቁ
2𝛼0
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቍ
− 𝑎𝑠𝑖𝑛ℎ ቌ
𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ × 𝐵𝑊𝐶𝑈𝑇 × ቀ𝑓𝑠,𝑚𝑐ℎ − 𝑓𝐶𝑈𝑇ቁ
2𝛼0
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቍቑ 
               
eq. 
(91) 
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+ ൦
2
4𝛼0
(𝑛𝑠)൫𝑓௖,௠೎೓൯ + 𝜎(𝑛𝑠)൫𝑓௖,௠೎೓൯
+
2
4𝛼0
(𝑛𝑠)൫𝑓௖,௠೎೓൯ + 2 × 𝜎
(𝑛𝑠)൫𝑓௖,௠೎೓൯
× ቎
2𝛼1
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
𝜎(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
቏൪
× ቎ 
2𝛼1
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
𝜎(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
቏ × ቎
1
4𝜋 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ
቏
× ቐ𝑎𝑠𝑖𝑛ℎ ቌ
𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ × 𝐵𝑊஼௎் × ൫𝑓௘,௠೎೓ − 𝑓஼௎்൯
2𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝜎
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቍ
− 𝑎𝑠𝑖𝑛ℎ ቌ
𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ × 𝐵𝑊஼௎் × ൫𝑓௦,௠೎೓ − 𝑓஼௎்൯
2𝛼଴
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝜎
(௡ೞ) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቍቑ
⎭
⎪
⎬
⎪
⎫
 
;  𝑓𝑜𝑟 ቮ 
2𝛼1
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
𝜎(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቮ ≪ 1 
 
Eq. (91) is the same exact formula which has been derived in [11, equations (33)-(37)]. In other 
words, in [11], a CFM for NLI assessment was derived based on the assumption ቤ 
ଶఈభ
(೙ೞ)ቀ௙೎,೘೎೓ቁ
ఙ(೙ೞ)ቀ௙೎,೘೎೓ቁ
ቤ ≪
1 for all spans and all frequencies while, in this paper, we have been able to relax the limitation  
ቤ 
ଶఈభ
(೙ೞ)ቀ௙೎,೘೎೓ቁ
ఙ(೙ೞ)ቀ௙೎,೘೎೓ቁ
ቤ ≪ 1 considered in [11], and the derived formula in this paper (eq. (86) or eq. (89)) 
is a general formula without any limitation on the ቤ 
ଶఈభ
(೙ೞ)ቀ௙೎,೘೎೓ቁ
ఙ(೙ೞ)ቀ௙೎,೘೎೓ቁ
ቤ value. This makes the formula 
capable of accurate modeling of WDM systems with relatively higher launched powers and for 
systems with co-propagating pump Raman amplification as well. 
6- Correction of the closed form formula 
Based on the approach in [13], [14], [15], [16] we can add an approximate term which considers 
the coherent NLI accumulation effect for the channel under test derived in [17] and two correction 
factors (𝜌஼௎்
(௡ೞ), 𝜌௠೎೓
(௡ೞ)) which make the closed-form model substantially more accurate. Eq. (89) will 
be corrected to: 
 
𝐺ே௅ூ(𝑓஼௎்) ≅
16
27
× 
෍ 𝛾௡ೞ
ଶ
ேೞ
௡ೞୀଵ
× ෍ 𝐺஼௎்
(௡ೞ) × ቂ𝐺௠೎೓
(௡ೞ)ቃ
ଶ
× ൫2 − 𝛿஼௎்,௠೎೓൯
ே೎
௠೎೓ୀଵ
× ቀ𝜌஼௎்
(௡ೞ) × 𝛿஼௎்,௠೎೓ × +𝜌௠೎೓
(௡ೞ) × ൫1 − 𝛿஼௎்,௠೎೓൯ቁ × 
               
eq. 
(92) 
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ቐ ෑ 𝛤௣(𝑓஼௎்)
ேೞ
௣ୀ௡ೞ
 × 𝑆௣ିଵ(𝑓஼௎்)ቑ 
                 × 𝑒
ି 
ସఈభ
(೙ೞ)ቀ௙೎,೘೎೓ ቁ
ఙ(೙ೞ)ቀ௙೎,೘೎೓ ቁ ෍
ℎ(𝑘ଵ, 𝑛௦ , 𝑓௠೎೓)
𝑘ଵ!
× ൥ 
2𝛼ଵ
(௡ೞ)൫𝑓௖,௠೎೓൯
𝜎(௡ೞ)൫𝑓௖,௠೎೓൯
൩
௞భெ(௡ೞ,௙೎,೘೎೓)
௞భୀ଴
 
 
×
1
4𝜋 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ
× ቐ𝑎𝑠𝑖𝑛ℎ ቌ
𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ × 𝐵𝑊𝐶𝑈𝑇 × ቀ𝑓𝑒,𝑚𝑐ℎ − 𝑓𝐶𝑈𝑇ቁ
2𝛼0
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቍ
− 𝑎𝑠𝑖𝑛ℎ ቌ
𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎ , 𝑓𝐶𝑈𝑇ቁ × 𝐵𝑊𝐶𝑈𝑇 × ቀ𝑓𝑠,𝑚𝑐ℎ − 𝑓𝐶𝑈𝑇ቁ
2𝛼0
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ + 𝑘1 × 𝜎
(𝑛𝑠) ቀ𝑓𝑐,𝑚𝑐ℎቁ
ቍቑ  + 
16
27
× 𝜌௖௢௛ × ෍ 𝛾௡ೞ
ଶ × ቂ𝐺஼௎்
(௡ೞ)ቃ
ଷ
×
ேೞ
௡ೞୀଵ
𝜌஼௎்
(௡ೞ) × ቐ ෑ 𝛤௣(𝑓஼௎்)
ேೞ
௣ୀ௡ೞ
 × 𝑆௣ିଵ(𝑓஼௎்)ቑ
×
1
4𝜋 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ൫𝑓𝐶𝑈𝑇, 𝑓𝐶𝑈𝑇൯ × 𝛼0
(𝑛𝑠)(𝑓𝐶𝑈𝑇)
× 2
×
𝑆𝑖(𝜋2 × 𝛽2,𝑒𝑓𝑓
(𝑛𝑠) ൫𝑓𝐶𝑈𝑇, 𝑓𝐶𝑈𝑇൯ × 𝐿𝑠
(𝑛𝑠) × 𝐵𝑊𝐶𝑈𝑇2 )
𝜋 × 𝛼0
(𝑛𝑠)(𝑓𝐶𝑈𝑇) × 𝐿𝑠
(𝑛𝑠)
× ൜𝐻𝑁(𝑁𝑠 − 1) +
1 − 𝑁𝑠
𝑁𝑠
ൠ 
 
The yellow highlighted term in eq. (92) is the approximate coherence term [17]. Also, 𝑆𝑖(. ) is the 
sine integral function and 𝐻𝑁(. ) is the harmonic number series. It is obvious that by setting 𝜌௖௢ =
0 (ignoring the approximated coherence term) and 𝜌஼௎்
(௡ೞ) = 𝜌௠೎೓
(௡ೞ) = 1 (not imposing correction 
factors) eq.(92) becomes the same as eq. (89).  
The factors (𝜌஼௎்
(௡ೞ), 𝜌௠೎೓
(௡ೞ)), reported in detail in [16], are simple laws that include a few physical 
quantities (accumulated dispersion, CUT symbol rate, EGN-model modulation format constant   
[4] of each channel) and a number of free parameters whose tuning relied on machine-learning. 
See [16] for a detailed discussion of the approach and results. 
With these modifications, we get a CFM (which we call CFM5) whose accuracy is on the order of 
EGN model instead of the GN model, over a wide envelope of possible WDM ultra-broadband 
systems. 
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7- An algorithm for NLI evaluation using the derived closed-form 
model CFM5 
In this section, a step by step method is presented for the numerical evaluation of NLI in 
ultrawideband WDM systems. This algorithm is the logical result of the steps performed in the 
mathematical derivation of equations (84)-(87). We believe this summarized stepwise algorithm 
could make the software numerical implementation simpler and clearer. The main steps are shown 
in figure (3). 
 
 
Figure. (3): Main steps in numerical calculation of NLI 
 
We assume that the link that should be analyzed contains 𝑁௦ fiber spans and the WDM scheme 
Contains 𝑁௖ channels with center frequencies 𝑓௖,ଵ, 𝑓௖,ଶ, … , 𝑓௖,ே೎  .The steps on detail are as: 
1- We feed eq. (1) by input launch power to each span and for each channel (frequency) and 
also the Raman gain profile for each fiber span. Then using set of differential equations in 
eq. (1), we calculate the power evolution function along each span and for each channel. 
This can be done using famous differential equations numerical solving methods like 
Runge-Kutta [25]. Therefore we will have 𝑃௡௨௠
(௡ೞ)(𝑓, 𝑧), ∀𝑧 for 𝑓𝜖൛𝑓௖,ଵ, 𝑓௖,ଶ, … , 𝑓௖,ே೎ൟ and 
𝑛௦𝜖{1,2, … , 𝑁௦}. 
2- In this step, we find power loss for each span and in each frequency using eq. (71) and 
therefore we have 𝑆௡ೞ(𝑓) ≜
௉೙ೠ೘
(೙ೞ) (௭ୀ଴,௙)
௉೙ೠ೘
(೙ೞ) (௭ୀ௅ೞ(௡ೞ),௙)
 for 𝑓𝜖൛𝑓௖,ଵ, 𝑓௖,ଶ, … , 𝑓௖,ே೎ൟ and 𝑛௦𝜖{1,2, … , 𝑁௦}. 
3- We find 𝐺௠೎೓
(௡ೞ) and 𝐺஼௎்
(௡ೞ) for all WDM channels and all fiber spans using equations (87) and 
(88). 
4- In this step we find the optimum 𝛼଴
(௡ೞ)(𝑓), 𝛼ଵ
(௡ೞ)(𝑓), 𝜎(௡ೞ)(𝑓) for each span and each 
channel. For each span and each channel we first assume 𝜎(௡ೞ)(𝑓) equal to an initial fixed 
value , find 𝛼଴
(௡ೞ)(𝑓), 𝛼ଵ
(௡ೞ)(𝑓) by eq. (30.2) and then calculate cost function in eq. (24).  
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Using a minimization search method, like golden section search method, we search for a 
better 𝜎(௡ೞ)(𝑓). We can search for the optimum value of 𝜎(௡ೞ)(𝑓) in a reasonable numeric 
interval like 𝜎(௡ೞ)(𝑓)𝜖ൣ𝛼(௡ೞ)(𝑓) , 4 × 𝛼(௡ೞ)(𝑓)൧ where 𝛼(௡ೞ)(𝑓) is the fiber intrinsic loss 
for span 𝑛௦ at frequency 𝑓 in the absence of Raman effect (In the absence of Raman effect, 
the z-dependent power in span 𝑛௦ in frequency 𝑓 propagates along fiber span as 
𝑃௪௜௧௛௢௨௧ିோ௔௠௔௡
(௡ೞ) (𝑧, 𝑓) = 𝑃(௡ೞ)(𝑧 = 0, 𝑓) × 𝑒ିଶ×ఈ(೙ೞ)(௙)×௭). The better  (more optimum) 
𝜎(௡ೞ)(𝑓) is the one when chosen, after calculating 𝛼଴
(௡ೞ)(𝑓), 𝛼ଵ
(௡ೞ)(𝑓) by eq. (30.2) for it, 
the cost function in eq. (24) has lower value. So, we first make a selection for 𝑚௖ ≥ 0 in 
eq. (24). Then select 𝜎(௡ೞ)(𝑓) in the search interval, calculate 𝛼଴
(௡ೞ)(𝑓), 𝛼ଵ
(௡ೞ)(𝑓) by eq. 
(30.2), calculate cost function by eq. (24) and compare the value of cost function to the 
previous iteration. With this iterative search we can find optimum values of 𝜎(௡ೞ)(𝑓), 
𝛼଴
(௡ೞ)(𝑓), 𝛼ଵ
(௡ೞ)(𝑓) for all channels and all spans. 
5- We calculate 𝑀(𝑛௦, 𝑓)  for all channels and all spans by eq. (58). 
6- We calculate ℎ൫𝑘ଵ, 𝑛௦ , 𝑓௠೎೓൯ using eq. (76) for each span and each frequency and for all 
values of 𝑘ଵ in range 0 ≤ 𝑘ଵ ≤  𝑀(𝑛௦, 𝑓). 
7- We calculate effective dispersion parameter 𝛽ଶ,௘௙௙
(௡ೞ) (𝑓௖,௠೎೓ , 𝑓஼௎்) for all fiber spans and all 
WDM channels by eq. (79). 
8- Using eq. (92) and the issues calculated in previous steps, we can calculate PSD of the NLI 
in the center frequency of channel under test (CUT).  
9- Limitations in using the derived closed form model CFM5 
The derivation of eq. (86) started from the general GN model formula in eq. (31) and along the 
derivation we made several assumptions and approximations. These assumptions and 
approximations are valid under specific conditions which may limit the application of the final 
derived closed form model. For having a clear view of the constraints under which we can use 
equation (86) reliably, we review the approximations and assumptions here: 
1- As we did the double integration in the GN model for the SCI-XCI islands only and 
disregarded all other islands, the result is accurate when dispersion is greater than about 2  
ps/(nm km) (see [16] for a more detailed discussion and error assessment results). 
2- For going from eq. (61) to eq. (62) we assumed that 
𝑒௅ೞ(௡ೞ)×ቄିଶఈబ
(೙ೞ)ቀ௙೎,೘೎೓ቁି௞×ఙ
(೙ೞ)ቀ௙೎,೘೎೓ቁቅ ≪ 1 which implies that each fiber span loss (for all 
frequencies in WDM comb and in the absence of Raman effect) must be large enough 
(greater than 8-10 dB). Therefore, for short and very short spans with smaller loss, some 
noticeable NLI estimation error may be present. 
3- In writing eq. (69) the incoherent approximation for the GN model is used. Even though 
an extra approximate analytical term has been added to account for coherent NLI 
accumulation, certain situations cannot be dealt with, such as ultra-low dispersion or zero-
dispersion propagation and dispersion-managed systems. 
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4- The 1st step in the calculation of NLI by the derived closed form model is finding the 
power evolution by numerically solving the set of differential equations in eq. (1). This 
must be done accurately otherwise the overall accuracy of the CFM is reduced. 
10- Conclusion 
In this paper we have shown how to improve the closed-form model (CFM) initially proposed in 
[11] so that it can better handle C+L (or even broader-bandwidth) systems where ISRS is strong 
and possibly forward Raman amplification is present. The model, that we call CFM5, also 
incorporates a series of accuracy improvements that we proposed in [16].  
A distinct feature of CFM5 is that its complexity can be adapted to the strength of the ISRS or 
forward-Raman amplification, simply by adding more terms in a summation, as needed. In any 
case the speed of evaluation of the NLI is essentially real-time.  
What remains borderline real-time is the assessment of the channels power profile, that currently 
relies on the numerical integration of the forward SRS differential equation. Work is ongoing to 
try to speed up this phase too, to obtain a fully real-time overall model. 
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