Abstract
Introduction
Analyzing and monitoring time-critical data streams using mobile devices in a ubiquitous manner is important for many applications in finance, defense, process control and other domains. These applications demand the ability to quickly analyze large amount of data. Decision trees (e.g., CART [4] , ID3 [21] , and C4.5 [22] ) are fast, and scalable. So decision tree-based data mining is a natural candidate for monitoring data streams from ubiquitous devices like PDAs, palmtops, and wearable computers. However, there are several problems.
Mining time-critical data streams usually requires online learning that often produces a series of models [6,8, 15, 231 like decision trees. From a data mining perspective it is important that these models are properly aggregated. This is because different data blocks observed at different time frames may generate different models that may actually belong to a single model which can be generated when all the data blocks are combined and mined together. Even for decision trees [5, 241 that are capable of incrementally modifying themselves based on new data, in many applications *Patent application pending (e.g., multiple data streams observed at different distributed locations) we end up with an ensemble of trees. Apart from better understanding of the model, communication of large number of trees over a wireless network also poses a major problem. We need on-line data mining algorithms that can easily aggregate and evolve models in an efficient representation. Visualization of decision trees [ 11 in a small display is also a challenging task. Presenting a decision tree with even a moderate number of features in a small display screen is not easy. Since the number of nodes in a decision tree may grow exponentially with respect to the number of features defining the domain, drawing even a small tree in the display area of a palmtop device or a cell phone is a difficult thing to do. Reading an email in a cell phone is sometimes annoying; so imagine browsing over a large number of treediagrams in a small screen. It simply does not work. We need an alternate approach. We need to represent trees in such a way that they can be easily and intuitively presented to the user using a small mobile device. This paper takes a small step toward that possibility. It considers manipulation and visualization of decision trees for mining data streams from small computing devices. It points out that Fourier basis offers an interesting representation of decision trees that can facilitate quick aggregation of a large number of decision trees [9, 181 and their visualization in a small screen using a novel "decision tree-ticker". The efficient representation of decision trees in Fourier representation also allows quicker communication of tree ensembles over low-bandwidth wireless networks. Although we present the material in the context of mobile devices, the approach is also useful for desktop applications.
Section 2 explains the relation between Fourier representation and decision trees. It also presents an algorithm to compute the Fourier spectrum of a decision tree. Section 3 considers aggregation of multiple trees in Fourier representation. Section 4 presents a decision tree visualization technique using a touch-pad and a ticker. Section 5 describes an application of this technology for mining stock data streams. Finally, Section 6 concludes this paper.
Decision Trees as Numeric Functions
This paper adopts an algebraic perspective of decision trees. Note that a decision tree is a function that maps the domain members to a range of class labels. Sometimes, it is a symbolic function where features take symbolic (nonnumeric) values. However, a symbolic function can be easily converted to a numeric function by simply replacing the symbols with numeric values in a consistent manner. See Figure 1 for an example. A numeric function-representation of a decision tree may be quite useful. For example, we may be able to aggregate a collection of trees (often produced by ensemble learning techniques) by simply performing basic arithmetic operations (e.g. adding two decision trees, weighted average) in their numeric representations. Later in this paper we will see that a numeric representation is also suitable for visualizing and aggregating decision trees.
Once the tree is converted to a numeric discrete function, we can also apply any appropriate analytical transformation that we want. Fourier transformation is one such possibility and it is an interesting one. Fourier basis offers an additively decomposable representation of a function. In other words, the Fourier representation of a function is a weighted linear combination of the Fourier basis functions. The weights are called Fourier coefficients. The coefficients completely define the representation. Each coefficient is associated with a Fourier basis function that depends on a certain subset of features defining the domain of the data set to be mined. The following section presents a brief review of Fourier representation.
A Brief Review of the Fourier Basis
Fourier bases are orthogonal functions that can be used to represent any function. Consider the function space over the set of all I-bit Boolean feature vectors. The Fourier basis set that spans this space is comprised of 2e Fourier basis functions; for the time being let us consider only discrete Boolean Fourier basis. Each Fourier basis function is defined as $j(x) = (-l)(x.j). Where j and x are binary strings of length t. In other words j = (jl , j,, . . . j e ) , x = ( 2 1 , 2 2 , . ..e) and j, x E (0, l}e; x . j denotes the inner product of x and j. $j(x) can either be equal to 1 or -1. The string j is called a partition. The order of a partition j is the number of 1-s in j. A Fourier basis function depends on some z i only when ji = 1. Therefore, a partition can also be viewed as a representation of a certain subset of zi-s; every unique partition corresponds to a unique subset of xi+. If a partition j has exactly a number of I-s then we say the partition is of order a since the corresponding Fourier function depends on only those a number of features corresponding to the I-s in the partition j. A function f : Xe i 3, that maps an !-dimensional space of binary strings to a real-valued range, can be written using the Fourier basis functions: f(x) = cj wj$j(x); where wj is the Fourier coefficient corresponding to the partition j ; wj = $1, f(x)$j(x). The Fourier coefficient wj can be viewed as the relative contribution of the partition j to the function value of f(x). Therefore, the absolute value of wj can be used as the "significance" of the corresponding partition j. If the magnitude of some wj is very small compared to other coefficients then we may consider the j-th partition to be insignificant and neglect its contribution.
Fourier Analysis with Non-binary Features
The Fourier basis can be easily extended to the nonBoolean case. Since a decision tree is a function defined over a discrete space (inherently discrete or some discretization of a continuous space) we can compute its Fourier transformation. We shall discuss the techniques to compute the Fourier spectrum of a decision tree later. It turns out that the Fourier representation of a decision tree with bounded depth has some very interesting properties [ 12, 141. These observations are discussed in the following section.
Fourier Spectrum of a Decision Tree: Why bother?
For almost all practical applications decision trees have bounded depths. The Fourier spectrum of a bounded depth decision tree has some interesting properties.
The Fourier representation of a bounded depth (say IC)
Boolean decision tree only has a polynomial number of non-zero coefficients; all coefficients corresponding to partitions involving more than IC feature variables are zero. The proof is relatively straight forward. 
If the order of a partition be its number of defining fea-
tures then the magnitude of the Fourier coefficients decay exponentially with the order of the corresponding partition; in other words low order coefficients are exponentially more significant than the higher order coefficients. This was proved in [ 141 for Boolean decision trees. Its counterpart for trees with non-boolean features can be found elsewhere [ 
181.
These observations suggest that the spectrum of the decision tree can be approximated by computing only a small number of low-order' coefficients. So Fourier basis offers an efficient numeric representation of a decision tree in the form of an algebraic function that can be easily stored, communicated, and manipulated.
From Fourier Coefficients to a Decision Tree
Fourier coefficients have important physical meanings. Recall that every coefficient is associated with a Fourier basis function. Any given basis function depends on a unique subset of features defining the domain. For an [-bit Boolean domain there are 2e unique feature subsets. There are also 2e different Fourier basis functions and each of them is associated with a unique subset. The magnitude of a coefficient ' Order of a coefficient is the number of features defining the corresponding partition. Low-order coefficients are the ones for which the orders of the partitions are relatively small represents the "strength" of the contribution of the corresponding subset of features to the overall function value.
So if the magnitude of a coefficient is relatively large then the corresponding features together have strong influence on the function value. For example, consider a linear function of the form f(x) = xi a p i . All terms in this function are linear; so the features together (in a multiplicative sense) do not make any contribution to the function value. This linearity is also reflected in its Fourier spectrum. It is easy to show that all Fourier coefficients of this function corresponding to basis functions that depend on more than one variable are zero. This connection between the structure of the function and its spectrum is a general property of the Fourier basis. The magnitudes of the Fourier coefficients expose the underlying structure of the function by identifying the dependencies and correlation among different features.
However, Fourier spectrum of a decision tree tells us more than the interactions among the features. This coefficients can also tell us about the distribution of class labels at any node of the decision tree. Recall that any node in the tree is associated with some feature xi. A downward link from the node zi is labeled with an attribute value of this i-th feature. As a result, a path from the root node to a successor node represents the subset of domain that satisfies the different feature values labeled along the path. These subsets are essentially similarity-based equivalence classes. In this paper we shall call them schemata (schema in sin- The distribution of class labels in a schema is an important aspect since that identifies the utility of the schema as a decision rule. For example, if all the members of some schema h has a class label value of 1 then h can be used as an effective decision rule. On the other hand, if the proportion of label values 1 and 0 is almost equal then h cannot be used as an effective decision rule. In decision tree learning algorithms like ID3 and C4.5 this "skewedness" in the distribution for a given schema is measured by computing the information-gain defined in the following. The gain computation clearly depends on the proportion of class labels in a schema which can be determined directly from the Fourier spectrum of the tree. For example consider a problem with Boolean class labels (0, l}. The total number.of members of schema h with class labels 1,
.iEJ(h)
where, 0 if hi = *;
Let n f be the total number of features that are set to specific values in order to define the schema and be the total number of features defining the entire domain. So the total number of members covered by the schema h is 2'-"f. The total number of members in h with class label 0, no = 2e-nf -n1. Clearly, we can compute this distribution information for any given schema using the spectrum of the tree. In other words, we can construct the tree using the Fourier spectrum of the information gain. The following section presents a fast technique for computing the Fourier spectrum of a decision tree.
Computing the Fourier Transform of a Tree
The Fourier spectrum of a decision tree can be easily computed by traversing the leaf nodes in a systematic fashion. The proposed algorithm is extremely fast and the overhead of computing these coefficients is minimal compared to the load for learning the tree. Let A be the complete instance space. Let us also assume that there are n leaf nodes in the decision tree and the i-th leaf node covers a subset of A, denoted by S,, . Therefore, U~I L = l S~i = A.
The j-th coefficient of the spectrum can be computed as follows:
Where hi is a schema defined by a path to li respectively. Further details about this algorithm can be found elsewhere [ 
For each path from the root to a leaf node(schema h),
all non-zero Fourier coefficient are detected by enumerating all possible value for each attribute in h. The running time of this algorithm is O ( n ) .
Aggregating Multiple Trees
The Fourier spectrum of a decision tree-ensemble classifier can also be computed using the algorithm described in the previous section. We first have to compute the Fourier spectrum of every tree and then aggregate them using the chosen scheme for constructing the ensemble. Let f ( x ) be an ensemble of m different decision trees where the output is a weighted linear combination of the outputs of these trees.
where fi(x) and ai are i t h decision tree and its weight respectively. Ji is set of non-zero Fourier coefficients that are detected by ith decision tree and wj(2) is a Fourier coefficient in Ji. Now we can write, Therefore Fourier spectrum of f ( x ) (an ensemble classifier) is simply the weighted spectrum of each tree. The spectrum of the ensemble can be directly useful for at least two immediate purposes: Now note that both f ( x ) and + j (~) take a constant value for every member x in Sli. Since the path to a leaf node represents a schema, with some abuse of symbols we can write,
The following section considers the visualization aspect.
Visualization of the Fourier Representation
Fourier representation offers a unique way to visualize decision trees. This section presents a ticker and touchpadbased approach to visualize decision trees that are especially suitable for smaller displays like the ones that we get 
Fourier Spectrum-based Touch-pad and Ticker
Fourier coefficients of a function provide us a lot of useful information. As we noted earlier, individual coefficients tell us about strongly mutually interacting features that significantly contribute toward the overall function value.
Moreover, different subsets of these coefficients can also provide us the distribution information (i.e. "informationgain" value used in ID3K4.5) at any node. This section develops a novel approach for visualizing decision trees that exploits both of these properties of the Fourier spectrum. The approach is based on two primary components:
1. A touch-pad that presents a 2D density plot of all the significant coefficients and 2. a ticker that allows continuous monitoring of information-gain produced by a set of classifiers constructed by a certain group of features (possibly selected using the touch-pad). This is particularly important for time-critical applications.
Each of them is described in details next.
The Touch-pad
The touch-pad is a rectangular region that presents a graphical interface to interact with the distribution of Fourier coefficients. Let us consider any arbitrary set of coefficients. These coefficients can be viewed as a graph (V, E ) where every node in V is associated with a unique coefficient; E is the set of edges where every edge between node 'ui and wj is associated with the "distance"(p(vi, vj)) between their associated partitions. The distance metric ( p ) can be chosen in different ways. For example, if the domain is binary, partitions are also going to be binary strings. So we may choose hamming distance as the metric for defining the graph. For discrete non-binary partitions we may chose any of the widely known distance metrics. The choice of distance metric does not fundamentally change the proposed approach. Any reasonable distance metric that captures the distance between a pair of integer strings (i.e. partitions) should work fine with the proposed visualization approach.
Once the graph (V,E) is defined, our next task is to project it to a two dimensional space in such a way that "neighbors" in the original high dimensional space do remain "neighbors" in the projected space. In other words, we would like to have near isometric projections where P(Vi,Vj) --cy for all pairs i and j and constant value of a ; P(.: ,U; ) vi and v) are the projections of vi and wj respectively. This work makes use of existing off-the-shelf algorithms to construct this projection. It uses the widely known self organizing feature map (SOM) [ 10, 11, 131 for this purpose. The SOM takes the Fourier coefficients and maps them to a two dimensional grid where coefficients with similar partitions are located in neighboring positions. Although, this particular approach uses the SOM for the 2-D projection, any other technique (possibly greedy algorithms) should work fine as long as the relative distance between the nodes are reasonably preserved. The touch-pad is also color coded in order to properly convey the distribution of significant and insignificant coefficients. Figure 2 shows a screen shot of the implementations of the touch-pad in a HP Jornada palmtop device.
The touch-pad is also interactive. Since the display area is usually small our implementation of the touch-pad offers variable degrees of resolutions. The user can interactively zoom-in or zoom-out of a specific region. The user can also find out the subset of features defining a certain part of the touch-pad by interactively choosing a region from the screen. By marking a certain region of interest, the user will get a better understanding about interesting patterns among features residing and their finer and more detailed visualization. This interactive feature of the touch-pad also gives the user an opportunity to explore the dependencies among selected subset of features with the aid of a dynamically changing "ticker". The following section describes this in detail.
The Ticker
The ticker is provided to allow continuous monitoring of specific classifiers produced by the decision trees. This is particularly important for time-critical applications. The ticker shows the "strengths" (measures like informationgain used frequently in the decision tree literature) for a subset of "good" decision rules produced by the trees. Figure 2 shows screen shot of the ticker depicting the strengths of a set of classifiers at a particular time. As new data arrive the strengths are modified.
It is inherently designed to complement the touch-padbased approach to visualize the spectrum of the decision tree. Recall that the information-gain (i.e. difference in the entropies) at a particular node of a decision tree is computed by using the distribution of the domain members that it covers. As we noted earlier, the information-gain can also be computed from the spectrum of the decision tree. User's selection of a certain region from the touch-pad identifies the current interest of the user to a certain subset of features.
The user can invoke the ticker and instruct it to monitor all the decision rules that can be constructed using those features. The user can also interactively select the decision rules that are comprised of different features. The ticker in turn collects the relevant Fourier coefficients and computes the information-gain associated with all the decision rules that can be constructed using those features and shows only the good ones.
Experiments with Financial Data Streams
This section presents the experimental performance of the proposed aggregation approach for combining multiple decision trees. It presents results using two ensemble learning techniques, namely Bagging and Arcing.
The ensemble learning literature considers different ways to compute the output of the ensemble. Averaging the outputs of the individual models with uniform weight is probably the simplest possibility. Perrone and Cooper [19] [17] refer to this method as Basic Ensemble Method (BEM) or naive Bagging. Breiman proposed an Arcing method Arc-fx [2] [3] for mining from large data set and stream data . It is fundamentally based on the idea of Arcing -adaptive re-sampling by giving higher weights to those instances that are usually mis-classified. We consider both of these ensemble learning techniques to create an ensemble of decision trees from the data stream. These trees are however combined using the proposed Fourier spectrumbased approach which the regular ensemble learning techniques do not offer. We also performed experiments using an AdaBoost-based approach suggested elsewhere [7] . However, we choose not to report that since its performance appears to be considerably inferior to those of Bagging and Arcing for the data set we use.
Not all the models generated from different data blocks should always be aggregated together. Sometimes we may want to use a pruning algorithm [16, 201 for selecting the right subset of models. Sometimes a "windowing scheme" [7, 31 can be used where only W most recent classifiers are used for learning and classification.
Our experiments were performed using a semi-synthetic data stream with 174 Boolean attributes. The objective is to continuously evolve a decision tree-based predictive model for a Boolean attribute. The data-stream generator is essentially a C4.5 decision tree learned from three years of S&P100 and Nasdaq 100 stock quote data. The original data are pre-processed and transformed to discrete data by assigning discrete values for "increase" and "decrease" in stock quote between consecutive days (i.e. local gradient). Decision trees predict whether the Yahoo stock is likely to increase or decrease based on the attribute values of the 174 stocks.
We assume a non-stationary sampling strategy in order to generate the data. Every leaf in the decision tree-based data generator is associated with a certain probability value. Data samples are generated by choosing the leaves according to the assigned probability distribution. This distribution is changed several times during a single experiment. We also add white noise to the generator. Test data set is comprised of 10,000 instances.
We implemented the naive Bagging and Arcing techniques and performed various tests over the validation data set as described below. Decision tree models are generated from every data block collected from the stream and their spectrums are combined using the BEM and Arcing. We studied the accuracy of each model with various sizes ( N ) of data block at each update. We use N = 100,200,300,400,500. We also studied the accuracy of each model generated using the "windowing" technique with various window sizes, W = 50,80,100. All the results are measured over 300 iterations where every iteration corresponds to a unique discrete time step. Figure 3 plots the classification accuracies of Bagging and Arcing with various data block sizes. Bagging converges rapidly with all different block sizes before or around 50 iterations, while Arcing shows gradual increase throughout all iteration steps. Although we stopped at 300 itera- 
Conclusion
The emerging domain of wireless computing is alluding the possibility of making data mining ubiquitous. However, this new breed of applications is likely to have different expectations and they will have to work with different system resource requirements. This will demand dramatic changes in the current desktop technology for data mining. This paper considered a small but important aspect of this issue. This paper presented a novel Fourier analysis-based approach to enhance interaction with decision trees in a mobile environment. It observed that a decision tree is a func- tion and its numeric functional representation in Fourier basis has several utilities; the representation is efficient and easy to compute. It is also suitable for aggregation of multiple trees frequently generated by ensemble-based data stream mining techniques like boosting and bagging. This approach also offers a new way to visualize decision trees that is completely different from the traditional tree-based presentation used in most data mining software. The approach presented here is particularly suitable for portable applications with small display areas. The touch-pad and ticker-based approach is very intuitive and can be easily implemented on touch sensitive screen often used in small wireless devices. We are currently extending the ticker interface, introducing different additional application functionalities, and exploring related techniques to mine realvalued financial data online. 
