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In transitioning to an energy infrastructure which is less reliant on fossil fuels and 
less deleterious to the environment, it will be critical to couple renewable energy sources 
to chemical reactions, like the multi-electron conversions of water to dihydrogen (H2) and 
of carbon dioxide (CO2) to liquid fuels, to allow for efficient energy storage and 
transport. Many of these essential chemical reactions require expensive metal catalysts to 
proceed; catalysts featuring multiple Earth-abundant metals are utilized in biological 
enzymes to facilitate these reactions, and offer underexplored possibilities in synthetic 
and industrial settings for replacing precious metals. Although inexpensive metals are 
often poor catalysts for challenging multi-electron processes, there are a multitude of 
possible metal-metal combinations, which may exhibit more desirable properties when 
paired together compared to those of their constituent metals. In this vein, an isostructural 
series of bimetallic complexes which feature a dative bond between Ni and a varied 
group 13 supporting metal has been systematically studied. The steric and electronic 
effects of larger group 13 supporting metals were found to poise Ni for the binding and 
activation of H2, with the Ni center rendered more electron-deficient due to stronger 
Ni→M dative bonds and more favorably positioned geometrically for small molecule 
binding. Pairing Ni with Ga was found to be optimal for catalyzing the hydrogenations of 
olefins to alkanes and of CO2 to formate, both of which often require precious metal 
catalysts and are challenging two-electron processes that a similarly-ligated mononuclear 
Ni center without a supporting metal is unable to mediate. By quantitatively comparing 
structure, redox properties, and the reactivity of key catalytic intermediates, the effects of 
the supporting metal on the properties of Ni and the catalytic activity of the Ni−M 
bimetallic complexes have been elucidated. Collectively, experimental and computational 
results demonstrate that modulating an active transition metal center via a direct 
interaction with a Lewis acidic supporting metal can be a powerful strategy for favorably 
altering the properties of inexpensive metals and promoting new reactivity paradigms in 
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1.1 Overview of Energy-Related Challenges and Relevant Multi-Electron Processes  
Two of the major challenges we face as a society in the next century pertain to our 
reliance on fossil fuels to meet the ever-increasing global demand for energy. Namely, 
renewable energy sources must be developed which can eventually serve as cost-effective 
alternatives to fossil fuels, which will ultimately become depleted.1 In the meantime, 
fossil fuel combustion generates enormous quantities of carbon dioxide (CO2), and has 
contributed significantly to the drastic increase in atmospheric CO2 from a pre-industrial 
level of 280 ppm to over 400 ppm in 2015.2-5 This increase in atmospheric CO2 levels has 
undoubtedly contributed to global warming through the greenhouse effect, and global 
climate will continue to be adversely affected in the years to come if changes are not 
made to alter the current trajectory.6-7  
In addressing the problem of developing renewable energy alternatives to fossil 
fuels, wind energy and solar energy are two promising sources. However, both of these 
are intermittent sources of energy, in that they only are sources of energy when the wind 
is blowing and when the sun is shining.8 Thus, efficient methods for energy storage and 
transport must be developed, such that renewable energy can be used when and where it 
is needed. By coupling solar and/or wind energy to chemical reactions, renewable energy 
can be stored in chemical bonds until it is needed.8-9 Photosynthesis in plants is an 
example of this, as sunlight, water (H2O), and CO2 are used to generate energy-rich, 
organic sugar molecules.1, 10-11 Likewise, many research efforts have focused on using 
solar energy to drive the splitting of H2O into dioxygen (O2) and dihydrogen (H2), as H2 
is an energy-rich molecule that can be utilized in other processes (Equation 1.1).11-12 




methane (CH4; Equation 1.2), with the subsequent water-gas shift reaction resulting in the 
formation of additional H2 from the CO initially generated (Equation 1.3).13-14 However, 
producing H2 in this way results in about the same net CO2 emissions as simply burning 
CH4 in the first place (Equations 1.2-1.3), and so ideally H2 could be produced 
sustainably by using solar energy to drive the splitting of water (Equation 1.1).10, 14 
  H2O + hν ↔ ½ O2 + H2    (Eqn 1.1) 
CH4 + H2O + heat ↔ 3 H2 + CO   (Eqn 1.2) 
CO + H2O ↔ H2 + heat + CO2   (Eqn 1.3) 
 A sustainable source of H2 would have far-reaching implications because H2 
serves as a reactant in many large-scale processes that are energetically relevant to 
society.1, 11 Among them, H2 is utilized to convert CO to longer-chain hydrocarbon fuels 
which power our vehicles via the Fischer-Tropsch process (Equation 1.4, n=10-20).15 
Additionally, H2 and N2 are combined to form ammonia (NH3), the basis for fertilizer, in 
the Haber-Bosch process, which has been critical to the ability of our agricultural 
infrastructure to sustain rapid global population growth over the last few centuries 
(Equation 1.5).16 Both of these processes require metal catalysts and high temperatures 
and pressures, and a large percentage of the annual global energy supply is used to 
generate the H2 gas used in these important processes.15-17 
(2n + 1) H2 + n CO + heat ↔ CnH2n+2 + n H2O (Eqn 1.4) 
3 H2 + N2 + heat ↔ 2 NH3    (Eqn 1.5) 
A third desirable process involving H2 is one that converts CO2 into hydrocarbon 
fuels; this has been the target of many recent research efforts because such a process 




at the outset. Specifically, large-scale conversion of CO2 and solar-derived H2 into liquid 
fuels could allow for a means of efficiently storing renewable energy, while also helping 
to mitigate the detrimental climate effects associated with rising atmospheric CO2 
levels.1, 10-11 Furthermore, using H2 in combination with CO2 to form liquid fuels would 
also allow for more facile energy transport, as liquids such as formic acid (HCO2H) and 
methanol (CH3OH) have much higher energy density than gaseous H2.18 Formic acid (4.4 
wt% H2) and formate (HCO2−) derivatives could potentially serve as reversible H2 storage 
mediums, whereas methanol (12.6 wt% H2) is a useful fuel in its own right, and other 
hydrocarbon fuels like gasoline, ethylene, and propylene can all be readily synthesized 
from methanol via established industrial processes.11, 18-19 The potential products of 
multi-electron reduction of CO2 are shown in Figure 1.1a, with the relative favorability of 
forming each product and the number of electrons required to do so shown in the plot in 
Figure 1.1b.1, 10 
 
Figure 1.1. (a) Scheme showing products of multi-electron CO2 reduction. (b) Plot of 
CO2 reduction potentials, E°´ (V vs. NHE at pH = 7), for Equations 1.6-1.11 vs. the 




 The reduction potentials for various CO2 reduction half-reactions, at pH = 7 vs. 
NHE, are shown in Equations 1.6-1.11, and displayed visually in a plot against the 
number of electrons involved in the reduction reaction in Figure 1.1b.1, 10 
CO2 (g) + e− → CO2−• (aq)   E°´= −1.9 V  (Eqn 1.6) 
CO2 (g) + 2H+ + 2e− → CO (g) + H2O E°´= −0.52 V  (Eqn 1.7) 
CO2 (g) + H+ + 2e− → HCO2− (aq)   E°´= −0.43 V  (Eqn 1.8) 
CO2 (g) + 4H+ + 4e− → H2CO (aq) + H2O  E°´= −0.51 V  (Eqn 1.9) 
CO2 (g) + 6H+ + 6e− → CH3OH (aq)  + H2O E°´= −0.38 V  (Eqn 1.10) 
CO2 (g) + 8H+ + 8e− → CH4 (g) + 2H2O E°´= −0.24 V  (Eqn 1.11) 
As seen in Figure 1.1b and Equations 1.6-1.11, it is generally more 
thermodynamically favorable for multiple electrons to be transferred to CO2 at once, as 
well as for the transfer of electrons to be coupled with the transfer of protons (H+) to 
avoid the accumulation of charge.1 For instance, the transfer of a single electron to form 
the CO2−• radical anion requires a much harsher reduction potential (−1.9 V vs. NHE) 
than does the two-electron reduction to either CO (−0.52 V vs. NHE) or HCO2− (−0.43 V 
vs. NHE).1, 10 Furthermore, the most thermodynamically favorable of the CO2 
transformations are those that involve the transfer of the greatest amount of electrons: the 
six-electron reduction to methanol and the eight-electron reduction to methane (Figure 
1.1b). That said, these multi-electron reductions are still slightly endergonic at pH = 7, 
though these reactions can be made to be more favorable in many cases by altering the 
pH, the choice of solvent, and/or the presence of an exogenous base.10 That multi-
electron reduction reactions are more thermodynamically favorable than stepwise 




(Equation 1.5), with the overall process being thermodynamically favorable under 
standard state conditions.20  
Despite multi-electron reductions being more thermodynamically favorable than 
single-electron reductions, they remain inherently more difficult to catalytically mediate 
due to the kinetic challenge of directing the simultaneous transfer of multiple electron 
and/or proton equivalents, so as to bypass high energy intermediates during catalysis. 
According to a Bell/Department of Energy 2008 report, “the major obstacle preventing 
efficient conversion of CO2 into energy-bearing products is the lack of catalysts”;1 
indeed, the development of catalysts for multi-electron transformations of CO2 
(Equations 1.7-1.11), and that of other small molecule feedstocks (Equations 1.1-1.5), is 
an overarching goal in the field of inorganic chemistry. In order to facilitate these 
challenging multi-electron processes, transition metal catalysts capable of undergoing 
multiple reversible redox events at relatively mild potentials could prove useful. Ideally, 
such catalysts would utilize earth-abundant first-row metals, but unfortunately first-row 
metals are prone to undergoing unproductive one-electron redox chemistry and often are 
incompetent in mediating key two-electron reaction steps which are necessary to 
complete many catalytic cycles (eg. oxidative addition, reductive elimination).21-22 On the 
other hand, precious second-row and third-row transition metals typically undergo more 
facile multi-electron redox changes. For example, nearly all of the limited number of 
homogeneous catalysts which have been developed for performing the six-electron 
reduction of CO2 to methanol utilize precious metals (Ru, Ir).23-29 
One strategy to replace precious metal catalysts while maintaining multi-electron 




active site. Multiple first-row metals working in concert could serve as an electron 
reservoir from which electrons could more easily be transferred to reduce substrate, 
thereby providing the required multi-electron redox versatility needed for catalysis. In 
this way, each first-row metal could undergo its preferred one-electron redox process, but 
still allow the multi-metallic catalyst to mediate net multi-electron redox processes. 
Furthermore, there are a large number of possible combinations of two first-row metals 
and an extensive array of different ways in which they could interact and cooperate to 
facilitate multi-electron processes.30-31 Nature provides a good model to emulate, as the 
cooperative interactions of multiple first-row metals are utilized to perform numerous 
essential biological processes, including the reduction of N2 to ammonia (NH3) by the 
FeMo-cofactor of nitrogenase, the oxidation of water to O2 by the oxygen-evolving 
complex (OEC) in Photosystem II, and the reversible activation of dihydrogen (H2) by 
[NiFe]-hydrogenase. These three examples, as they pertain to informing the design of 
multi-metallic catalysts, are briefly discussed below. 
1.2 Biological Design Principles: Harnessing Multiple First-Row Metals for Multi-
Electron Processes 
The FeMo-cofactor of the nitrogenase enzyme (FeMo-co) consists of a cluster of 
seven Fe centers and one Mo supported by nine bridging sulfides and an unusual carbide 
moiety which is positioned centrally between six of the Fe centers.32-35 FeMo-co has 
evolved such an intricate architecture in order to facilitate the storage and directed 
transfer of the eight protons (H+) and eight electrons (e−) needed to reduce N2 to two 
equivalents of NH3 and release one equivalent of H2. The presence of multiple proximal 




electrons and two protons in the E4 state, also known as the Janus intermediate, with two 
hydrides each bridging two Fe centers and another two protons residing on nearby 
bridging sulfur atoms (Figure 1.2a).32, 36 
Figure 1.2. (a) Structure of E4 state of FeMo-co active site, also known as the Janus 
intermediate. (b) Mn4O5Ca cubane cluster of the oxygen-evolving complex (OEC) in 
Photosystem II. Diagrams adapted from refs. 32 and 38. 
Thus, positioning several Fe centers in close proximity serves two main purposes 
in FeMo-co that permit multi-electron reduction of N2: (1) to allow the substantial 
buildup and storage of electron equivalents beyond that which would be attainable for 
single metal center, and (2) to accomplish the storage of reducing equivalents via the 
cooperative interaction of multiple Fe centers to stabilize bridging hydride moieties.32, 36  
The oxygen-evolving complex (OEC) in Photosystem II also utilizes an active site 
featuring a cluster of first-row transition metals, Mn4O5Ca, which mediates the oxidation 
of water to O2 by accumulating four electron holes at relatively mild potentials and with 
minimal potential separation between successive Mn-based oxidations (Figure 1.2b).37-41 
Though the Ca2+ ion in the cluster is redox-inactive and does not participate directly in 
the multi-electron redox chemistry, its substitution for Sr2+ results in diminished 




the enzyme and model complexes thereof have proposed that the Ca2+ ion may play two 
important roles in promoting water oxidation: (1) to inductively modulate the electronic 
environment of the Mn4 cluster for optimal water oxidation, and (2) to bind water and 
stabilize a reactive Ca−OH nucleophile that directly participates in O−O bond formation 
with a Mn-based oxo or oxyl moiety.38, 42-43 Just as was seen in FeMo-co, the function of 
the Mn4O5Ca cluster of OEC again shows that a supporting metal can favorably impact 
the reactivity of a nearby active metal or metal cluster by tuning the redox properties of 
the system to allow for the storage of multiple electrons (FeMo-co) or electron holes 
(OEC), and by direct participation of multiple metals in interactions with substrate. 
Lastly, a bimetallic active site rather than a metal cluster is responsible for the 
remarkable activity of [NiFe]-hydrogenase, which reversibly activates H2. Breaking the 
H−H bond of H2 is a challenging step that typically requires precious metals or metal-
ligand cooperativity to complete a synthetic hydrogenation catalytic cycle; in fact, a 
mononuclear Ni center in isolation has never been reported to mediate the oxidative 
addition of H2 to give a Ni dihdyride species.44-45 Nevertheless, [NiFe]-hydrogenase 
reversibly activates H2 via the cooperation of Ni with a coordinated cysteine residue and 




Figure 1.3. Catalytic cycle for the reversible conversion between H2 and protons and 
electrons mediated by [NiFe]-hydrogenase. The oxidation states of Ni and Fe are labeled 
in each catalytic intermediate, as are the Ni−Fe bond lengths in the Ni-R and Ni-SIa 
states. The roles of Ni, Fe, and the coordinated cysteine residue are classified as acting as 
either a Lewis acid (red) or a Lewis base (blue). Figure adapted from ref. 46 and Dr. Reed 
Eisenhart. 
H2 activation occurs via the cooperative interaction of Ni, Fe, and a coordinated 
cysteine residue in the Ni-SIa state. Namely, the coordinated cysteine residue acts as a 
Lewis base and becomes protonated, with Ni(II) and Fe(II) acting as Lewis acids to 
cooperatively stabilize a bridging hydride, Ni−(μ-H)−Fe (Figure 1.3). The supporting Fe 
center maintains an invariant Fe(II) oxidation state throughout the catalytic cycle, and 
serves to accommodate the changing electronic requirements of the active Ni center, 
which traverses Ni(I), Ni(II), and Ni(III) oxidation states in various catalytic 




bond to Ni to stabilize an electron-rich Ni(I) species in the Ni-L state, but this direct 
dative interaction is broken in the Ni-C state to allow Ni(III) to be accessed (Figure 1.3). 
The flexibility of this Ni−Fe interaction is highlighted by the dramatic difference in the 
Ni−Fe bond distance between the Ni-SIa (~2.5 Å) and Ni-R states (~2.9 Å).46 In addition 
to tuning Ni through a flexible dative interaction, Fe also assists in substrate activation by 
stabilizing the bridging hydride moiety.   
Inorganic chemists have long sought to apply the design principles underlying the 
function of biological enzymes to develop multi-metallic catalysts capable of 
functionalizing of small molecules. As illustrated by enzyme active sites, coupling 
multiple metal centers in close proximity can allow for maximal storage of electrons or 
electron holes, poising the metal centers to facilitate multi-electron transformations. 
However, large metal clusters, which are difficult to synthetically assemble, are not 
prerequisites for rich redox profiles; indeed, among other examples in the literature which 
will be discussed further in section 1.3, our group has reported a bimetallic Co−Cr 
complex which allows access to five redox states via four reversible one-electron 
processes.51 Notably, the rich redox profile of a metal-metal bonded species may be 
synergistic in that it can be greater than the sum of its parts: electronic coupling of the 
metal centers may give rise to more accessible redox states than those of the individual 
constituent metals. Two metals in a metal-metal bonded unit are also in close enough 
proximity to engage in cooperative interactions with substrate, as was critical to 
stabilizing bridging hydride intermediates in both the nitrogenase and [NiFe]-
hydrogenase enzymes. In short, while enzymatic active sites undoubtedly rely upon all 




versatility and cooperative substrate activation by multiple proximal metal centers may 
be retained in a bimetallic complex featuring two metals engaged in a metal-metal 
bond.30  
The next section will focus on the applications of these biological design 
principles in synthetic systems. To begin with, the propensity of redox-inactive metals to 
modulate the redox properties of proximal transition metals in model complexes of OEC 
will be examined, with the rest of the section focusing on how adherence to the principles 
of multi-electron redox capability, cooperative activation involving multiple metals, and 
flexible bonding can allow for multi-electron reactivity and catalysis to be achieved with 
metal-metal bonded complexes. 
1.3 Applications of Biological Design Principles in Synthetic Systems 
1.3.1 Utilizing Redox-Invariant Supporting Metals to Optimize the Electronic 
Environment of Transition Metals for Desired Reactivity  
 As illustrated by the active sites of both OEC and [Ni−Fe]-hydrogenase, redox-
invariant supporting metals can modulate the redox properties of proximal transition 
metals to allow for optimal reactivity. This redox modulation effect has been proposed to 
be one of the primary functions of the redox inactive Ca2+ ion in the Mn4O5Ca cluster of 
OEC, as substitution for any other metal ion was found to decrease or eliminate catalytic 
water oxidation activity. The only substitution for which catalytic activity was found to 
be preserved, albeit still decreased, was with Sr2+, which has a similar Lewis acidity to 
Ca2+, as defined by the pKa of their respective M(H2O)6n+ complexes.38, 42, 52-53 In light of 




potentials of the Mn cluster to allow for water oxidation, with this tuning occurring 
inductively through the bridging oxygen moieties. 
 This hypothesis has been tested systematically in a series synthetic Mn cluster 
model complexes reported by Agapie and co-workers. Two different isostructural series 
of Mn cluster complexes were reported, which have the general forms of Mn3O4M and 
Mn3O2M, where “M” is a variable redox-inactive metal ion which was systematically 
varied to several Groups 1, 2, and 3 ions, among others (Figure 1.4). In these model 
complexes, the Lewis acidity of the metal ion (Mn3+, Zn2+, Sc3+, Y3+, Ca2+, Na+) was 
found to linearly modulate the potential of the Mn-based reduction event for its 
respective cluster. A similar relationship between reduction potential and Lewis acidity, 
as defined by the pKa of the M(H2O)6n+ complexes, was seen in both series, with each pKa 
unit shifting the reduction potential by approximately 100 mV (Figure 1.4).42, 52  
Figure 1.4. Correlation of the reduction potential of the Mn-oxido cubane cluster with 
the pKa of the corresponding M(H2O)n+ complex, a proxy for the Lewis acidity of Mn+. 
The two structural motifs in which the Lewis acidic metal ion, Mn+, was varied are 
displayed next to the correlation found for that series of complexes. Figure adapted from 




It makes intuitive sense that a more Lewis acidic metal ion (ie. lower pKa of 
M(H2O)n+) will withdraw more electron density from the bridging oxygen atom, which 
will in turn withdraw more electron density from the adjacent manganese metal centers. 
This will result in more electron-poor Mn metal centers in the cluster which will be more 
easily reduced, as seen in the more positive reduction potentials for the more Lewis 
acidic metal ions. The Mn-based reduction events for the Mn3O2M and Mn3O4M clusters 
correspond to the MnIVMnIII2/MnIII3 and MnIV3/MnIV2MnIII redox couples, respectively 
(Figure 1.4).42, 52 
In these complexes, the Lewis acidic metal ion is only indirectly interacting with 
the Mn metal centers through the bridging oxygen atoms. It remains to be seen exactly 
what role Lewis acidity plays in modulating reduction potentials in instances in which the 
transition metal and Lewis acidic moiety are directly interacting. One might expect that 
other factors may come into play, such as the relative energies and overlap of the donor 
and acceptor molecular orbitals, and this open question will be investigated during the 
course of this thesis. Although the active site of OEC and the cluster complexes prepared 
by Agapie and co-workers do not bear structural similarity to those synthesized in our 
research group, the possibility of tuning the redox properties of a transition metal through 
the choice of a supporting metal with the appropriate Lewis acidity is a theme that will be 
utilized and explored throughout this thesis. Specifically, it is hoped that the optimization 
of the electronic environment of a transition metal for desired reactivity with small 






1.3.2 Metal-Metal Bonded Species as Potential Reservoirs for Multi-Electron Reactivity 
 As discussed in the context of the OEC and FeMo-co active sites, multiple metal 
centers in close proximity can give rise to strong electronic coupling and rich redox 
profiles which allow for the accumulation of multiple electrons or electron holes 
delocalized over multiple metal centers, which is potentially useful for mediating 
challenging multi-electron catalytic processes. This section will highlight synthetic 
examples in which this strategy has allowed for multi-electron reactivity with small 
molecule substrates, as well as a few examples where catalytic reactions were achieved. 
As shown in Figure 1.5, Betley and co-workers have reported the synthesis of a trinuclear 
Fe cluster, (tbsL)Fe3(THF), in which three Fe centers are ligated in relatively close 
proximity within a flexible, hexadentate ligand platform (tbsL, [1,3,5-C6H9(NPh-o-
NSiMe2tBu)3]6−) consisting of o-phenylenedianilide-based subunits.54-55  
Figure 1.5. Multi-electron reactivity of a trinuclear Fe cluster, (tbsL)Fe3(THF), with 
azobenzene (right) and diphenylhydrazine (left), as reported by Betley and co-workers. 
Figure adapted from ref. 54 and Dr. Reed Eisenhart.  
This cluster features interactions between three Fe(II) centers which give rise to a 
high-spin ground state of S=6, with an average Fe−Fe distance of 2.577(6) Å that is 
slightly longer than the Pauling single-bond radii for two Fe centers (2.33 Å). The 
addition of diphenylhydrazine to (tbsL)Fe3(THF) in THF results in the formation of 




net two-electron reduction of diphenylhydrazine facilitated by a two-electron oxidation of 
the originally all-ferrous trinuclear cluster to (FeIII)2(FeII), with the average Fe−Fe 
distance contracting slightly to 2.530(1) Å.54 The cluster was also observed to exhibit 
even further multi-electron redox capability, with the cleavage of the N=N bond of 
azobenzene occurring upon heating to 80 °C in THF for 1 h, yielding (tbsL)Fe3(μ3-
NPh)(μ2-NPh), where a net four-electron oxidation of the trinuclear iron core to 
(FeIII)2(FeIV) is consistent with both 57Fe Mössbauer spectroscopy and charge balance 
(Figure 1.5).54 The remarkable reactivity of these trinuclear iron clusters also underscores 
the inherent challenge of incorporating these multi-electron steps into a catalytic cycle: 
the strong bonds formed between the μ3-NPh moieties and the iron cluster which 
facilitated the cleavage of the strong N=N bond of azobenzene in the first place will also 
limit the ability to liberate functionalized products and allow turnover to occur in a 
catalytic cycle. 
Multi-electron redox chemistry via the cooperative interaction of multiple metals 
was also reported by Thomas and co-workers for a heterobimetallic Co−Zr complex, 
Co(iPr2PNMes)3Zr(THF), which features a polarized metal-metal bond (Figure 1.6). The 
addition of CO2 to Co(iPr2PNMes)3Zr(THF) resulted in the formation of 
(OC)Co(iPr2PNMes)2(μ-O)Zr(iPr2PNMes), where one of the C=O bonds of CO2 has been 
oxidatively added across the metal-metal bond to give a terminal carbonyl ligand bound 






Figure 1.6. C−O bond cleavage of CO2 by a Co−Zr bimetallic complex, as reported by 
Thomas and co-workers. Figure adapted from ref. 56. 
 This reaction showcases that two metals bonded together can serve as the source 
of multiple electrons for the reduction of small molecules, as CO2 has been effectively 
reduced by two electrons to CO. Unfortunately, the high oxophilicity of Zr and the strong 
binding of CO to Co, both of which allow this exciting multi-electron transformation to 
occur in the first place, also renders catalytic liberation of CO2-derived products 
challenging. Indeed, while the bridging μ-oxo moiety was found to be reactive in a 
stoichiometric fashion with silyl and alkyl electrophiles, as well as with additional CO2 
upon reduction to form a carbonate unit, its inherent stability, along with the difficulty of 
liberating CO from Co, precludes a catalytic cycle for CO2 reduction in this system.56-57 
Nevertheless, this and other closely related heterobimetallic platforms reported by 
Thomas and co-workers have proven capable of activating a multitude of small molecules 
across the metal-metal bond, including alcohols, thiols, ketones, sulfones, imines, 
hydrazines, alkyl halides, azides, and silanes.58-63 While in many cases this reactivity is 
limited to stoichiometric transformations for similar reasons to those outlined here for 




catalytic ketone hydrosilylation, hydrazine functionalization, Kumada coupling of alkyl 
halides and Grignard reagents.64-66 
 These examples from Thomas, Betley, and their respective co-workers are meant 
to illustrate both the promise and challenges of utilizing the redox synergy of multiple 
metal centers to carry out multi-electron reactivity and catalysis.67-68 Leveraging the 
redox capability of multiple metal centers allows for the transfer of multiple electrons to 
substrate, as well as for cooperative interactions between multiple metals to stabilize the 
products of substrate activation. However, the inherent challenge lies in the fact that in 
order to break strong metal-metal interactions to activate substrate, strong metal-substrate 
interactions must be formed that often preclude the catalytic liberation of functionalized 
products. That said, several examples from these labs and others have shown that 
multinuclear metal complexes can serve as efficient catalysts for a variety of 
transformations.  
For example, a pentanuclear iron catalyst for water oxidation which exhibits 
remarkable redox versatility in the form of six accessible redox states was recently 
reported by Masaoka and co-workers, including four successive, reversible one-electron 
oxidations within a potential range of approximately 1 V (Figure 1.7).69 Additionally, a 
bimetallic Ni complex reported by Uyeda and co-workers also affords access to five 
different redox states, with Ni0NiI to NiINiI oxidation states accessible and up to two 







Figure 1.7. (a) Structure of the pentanuclear Fe cluster catalyst for water oxidation 
reported by Masaoka and co-workers, which exhibits five reversible redox events which 
are closely separated in potential in its CV (b). (c) Structure of a bimetallic Ni complex, 
[iPrNDI]Ni2(C6H6), reported by Uyeda and co-workers, which exhibits two metal-based 
and two ligand-based reversible redox events and often binds substrate across the Ni−Ni 
bond. Figure reproduced with modifications from refs. 69-70. 
The rich redox profiles of these multinuclear metal complexes stand in stark 
contrast to those typically observed for mononuclear Fe or Ni complexes, where 
successive one-electron redox events are usually less numerous and often separated by 
close to 1 V each. Furthermore, both of these complexes have desirable catalytic 
properties, as the pentanuclear Fe cluster catalyzes water oxidation with a turnover 
frequency (TOF) that is 1000 times greater than that of other Fe-based catalysts,69 and 
Uyeda’s Ni−Ni bimetallic platform has also proven remarkably versatile for catalysis, 
with catalytic alkyne cyclotrimerization and hydrosilylation, reductive vinylidene 
transfer, conversion of aryl azides to azoarenes, and carbonylative rearrangement via 




1.3.3 Flexible Metal-Metal Dative Interactions in Catalysis 
 While multiple metals in close proximity stabilizing the maximal buildup of 
electrons or electron holes is a viable strategy for affecting multi-electron reactivity, the 
mechanism by which [Ni−Fe]-hydrogenase reversibly activates H2 illustrates the power 
of a supporting metal which does not change in oxidation state, and instead simply acts as 
an electronic tuner that accommodates the electronic requirements of the active metal 
throughout catalysis by engaging in a flexible metal-metal dative interaction (Figure 1.3). 
Dative metal-metal bonds are typically polarized bonds between two disparate metal 
centers, and often take the form of a late transition metal donating electron density to an 
earlier, Lewis acidic metal. These metal-metal bonds are often much weaker than those 
considered in the previous section, where strong bonds and strong electronic coupling 
between metals was targeted to engender multi-electron redox capability. Furthermore, it 
stands to reason that breaking a typical dative metal-metal bond will not require the 
formation of as prohibitively strong metal-substrate bonds as will the rupture of a 
stronger and/or more covalent metal-metal bond; this was seen in the previous section to 
be one major challenge in utilizing strongly metal-metal bonded complexes as catalysts. 
As such, dative bonds can sometimes be more flexible and adaptable within the context 
of stabilizing various intermediates in a catalytic cycle. 
 Figure 1.8 shows an example reported by Mankad and co-workers of a complex 
featuring a flexible dative Fe→Cu bond which catalyzes C−H borylation of arenes, a 






Figure 1.8. Catalytic cycle for photochemical C−H borylation catalyzed by a pre-catalyst 
featuring an Fe→Cu dative metal-metal interaction, as reported by Mankad and co-
workers. Figure adapted from ref. 76 and Dr. Reed Eisenhart. 
This complex, (IPr)Cu−FeCp(CO)2 (abbreviated as (IPr)CuFp), where IPr = 
N,N’-bis(2,6-diisopropylphenyl)imidazole-2-ylidene), initiates the catalytic cycle by 
reacting with HBpin in a bimetallic oxidative addition reaction, which results in the 
complete rupture of the Fe→Cu bond and the formation of (IPr)CuH and 
Fe(Bpin)Cp(CO)2 (Fp−Bpin). Under photolytic conditions, subsequent σ-bond metathesis 
of Fp−Bpin with the aryl C−H bond of substrate generates HFeCp(CO)2 (Fp−H), which 
proceeds to react with (IPr)CuH in the bimetallic reductive elimination of H2, with 
concomitant re-formation of the Fe→Cu bond and regeneration of the bimetallic pre-
catalyst (Figure 1.8).76 Highlighting the importance of metal-metal cooperativity to 




(Ipr)CuCl and [K][FeCp(CO)2], was observed. This system showcases an extreme case of 
a flexible dative bond between two metals, as the metal-metal bond is completely broken 
and then re-formed over the course of the catalytic cycle. Additionally, this system 
realizes the desired cooperation of two first-row metals to perform a net two-electron 
processes that has often been envisioned as a strategy for replacing precious metal 
catalysts. 
Another example of catalysis which is promoted by a metal-metal dative 
interaction is the Pd→Ti interaction in the Cl2Ti(NtBuPPh2)2Pd(η3-methallyl) complex, 
which was reported by Michaelis and co-workers to enhance catalytic performance in 
allylic amination reactions (Figure 1.9).77 Specifically, the Pd→Ti interaction was 
concluded to accelerate catalytic rates by a factor of 103 to 105 based on computational 
studies in which a flat conformer without a Pd→Ti dative interaction was considered. 
Catalytic experiments confirmed this dramatic rate enhancement, as a similar Pd 
complexes without a Ti supporting metal, [(PR3)2Pd(η3-methallyl)]+, gave much more 
sluggish catalysis with 2,2,6,6-tetramethylpiperidine as the substrate, with TOF of 0.2 to 
0.7 h−1 at 90 °C compared with a TOF of 340 h−1 at rt for the Cl2Ti(NtBuPPh2)2Pd(η3-
methallyl) complex. The acceleration of catalysis is proposed to be the result of the 
Pd→Ti interaction stabilizing the rate-limiting transition state, TS1, with the barrier 
found to be approximately ~8 kcal/mol lower for the heterobimetallic complex than for 







Figure 1.9. Catalytic cycle for allylic amination, where dramatically improved catalytic 
rates and yields were concluded by Michaelis and co-workers to be attributable to a 
Pd→Ti dative metal-metal interaction. Figure adapted from ref. 77. 
The authors propose that electron-withdrawal by Ti from Pd via the dative 
interaction aides in stabilizing the developing Pd(0) oxidation state which is formed in 
the product of the first step of the reaction via TS1. In other words, the dative bond with 
Ti results in the Pd(methallyl) fragment being a better electrophile which can more 
readily interact with the incoming NHEt2 nucleophile, which occurs via the stabilization 
of the Pd−C π* orbitals from a molecular orbital perspective.77 This example illustrates 
that subtle electronic modulation of an active metal center by a supporting metal through 
a dative interaction can serve to dramatically influence catalytic activity in a favorable 






1.4 From Strong Metal-Metal Bonding to Dative Bonding: Using Our Phosphinoamide 
Ligand Framework as an Example to Illustrate Differences in Reactivity 
As illustrated by the examples in the previous sections, both strong metal-metal 
bonding and weaker, more flexible dative interactions can allow for multi-electron 
reactivity with small molecule substrates to be realized. Our group’s previously reported 
heptadentate tris(phosphinoamido)amine ligand, ([N(o-(NCH2PiPr2)C6H4)3]3−, 
abbreviated as L), has afforded us the opportunity to compare the reactivity of bimetallic 
complexes featuring a multitude of different metal-metal pairings (M1−M2) with varying 
degrees of bonding interactions between the two metals, ranging from a dative bond to a 
quintuple bond (Figure 1.10).31, 51, 78 While metal-metal bonds can allow for multi-
electron redox capability and help facilitate desirable reactivity in many cases, as 
illustrated by our report of a bimetallic CoCoL complex which catalyzes the six-electron 
reduction of N2 to trimethylsilyl amine,30, 79 the propensity of stronger metal-metal bonds 
to limit reactivity with substrate has often been observed. This tendancy for strongly 
metal-metal bonded species within our ligand framework to limit reactivity with substrate 
is illustrated nicely by comparing the reactivity with N2 of anionic [M1CrL]− complexes 
for the case where M1=Fe and Co (Figure 1.10).30 
In this instructive comparison, the [FeCrL]− complex does not bind N2,80 whereas 
substitution of Fe in [FeCrL]− for Co, which is generally worse than Fe at π-back-
bonding to N2,81 results in N2 binding to form [(N2)CoCrL]−.82 To understand this 
dichotomy in N2 binding, it is instructive to note that the linear configuration of 




for electron density from M1, which is typically a more electronegative late transition-
metal bound to the phosphine donor set of the ligand (Figure 1.10).  
 
Figure 1.10.  (a) Structure of a generic bimetallic complex, M1M2L within our 
phosphinoamide ligand framework (L), which has an apical binding site at M1 to which 
N2 can bind to form (N2)M1M2L (b). Visual illustrations of the competition between 
M1−M2 π-bonding and M1→N2 π-back-bonding for M1−M2 bonds of varying strength 
and polarization are shown, with solid lines indicating which type of bonding has 
outcompeted the other (dashed lines) in each case. Figure adapted from ref. 30. 
This competition between metal-metal bonding and metal-substrate bonding is 
evidenced by an excessively large increase of ~0.5 Å in the Co−M2 distance in moving 
from CoM2L to [(N2)CoM2L]− (M2 = V, Cr, and Co), which indicates substantial 
weakening and/or cleavage of the Co−M2 bond, though the addition of an electron to a 
Co−M2 π* anti-bonding orbital also typically gives rise to a ~0.1 Å increase in the 
Co−M2 bond.82 The necessity of cleaving the M1−M2 bond to bind N2 further underscores 
the differences between [FeCrL]− and [(N2)CoCrL]−. Fe and Cr have more similar d-
orbital energies than do Co and Cr, which results in the formation of stronger and more 
delocalized π-bonds in [FeCrL]−, as shown by the more covalent M−M π-bonding in 
Figure 1.10a. Thus, breaking the strong, delocalized Fe−Cr triple bond (σ + 2π) in order 
to bind N2 is not as favorable as breaking the weaker, more polarized Co−Cr π-bonds 





The requirement of cleaving or substantially weakening the M1−M2 bond in order 
to bind N2 was not observed to as drastic of an extent for complexes with weaker M1−M2 
bonds and polarized dative bonds (M1→M2) by previous research in our group. For 
example, the Co→Al dative bond in [(N2)CoAlL]− remains intact even with N2 bound, as 
evidenced by the Co−Al bond distance of 2.507(2) Å remaining similar to the sum of the 
Pauling single-bond radii for Co and Al (2.41 Å).30, 83 In contrast, the Co−M bonds in 
[(N2)CoM2L]− complexes (M2 = V, Cr, and Co) are significantly longer than the sum of 
the single-bond radii, with the strongest interaction of the trio being that in CoCrL, where 
the Co−Cr bond distance of 2.538(1) Å is still substantially longer than the sum of the 
single-bond radii of  Co and Cr (2.33 Å).82 Thus, it would seem that weaker M1→M2 
dative bonds within our ligand framework may allow for a greater degree of flexibility, in 
that they allow for the binding of substrates like N2 without requiring substantial 
weakening or breaking of the M−M bond. And while utilizing a supporting metal like Al, 
which is redox-inactive, may not readily allow for a similarly rich redox profile as a 
bimetallic complex featuring multiple redox-active transition metals, the multi-electron 
redox capability of the latter is rendered ineffective if small molecules are unable to bind 
and be activated toward multi-electron reactivity in the first place due to prohibitively 
strong metal-metal bonding. 
1.5 Introduction to the NiML System and Synthetic Examples Which Outline Cooperative 
Strategies for Affecting Multi-Electron Reactivity with Ni Catalysts  
The phosphinoamide ligand, L (Figure 1.10), is the ligand that will be used in 
nearly all of the chemistry that will be discussed in this thesis. Specifically, the use of this 




between Ni and a group 13 metal ion (M1=Ni and M2=Al, Ga, In in Figure 1.10) will be 
considered further in the ensuing chapters. The primary goal of this work is to enable 
challenging catalytic reactions using these Ni complexes that typically requires precious 
metal catalysts, which is an attractive prerogative due to the earth-abundance and low 
cost of Ni relative to precious metals. While mononuclear Ni complexes are not typically 
able to homogeneously catalyze multi-electron processes such as hydrogenation, the 
reactivity of [Ni−Fe]-hydrogenase lends insight into how supporting metals and ligands 
might cooperate to facilitate such reactivity at Ni. Namely, the cooperation of Lewis 
basic and Lewis acidic functionalities with Ni facilitate the heterolytic activation of H2 in 
the enzyme active site, with the coordinated cysteine residue acting as a Lewis base and 
the adjacent Fe metal center acting as a complementary Lewis acidic moiety. 
Figure 1.11 shows two synthetic examples which follow this paradigm, with the 
assistance of either a coordinated or pendant Lewis basic functionality facilitating 
heterolytic H2 activation at Ni. 
Figure 1.11. (a) Cooperative activation of H2 by a pendant amine in [Ni(PR2NR’2)2]2+ 
complexes reported by Bullock, DuBois, and co-workers. (b) Heterolytic cleavage of H2 
across a Ni−Namide bond to give a coordinated amine and a Ni−H at ambient T, as 




 Bullock, DuBois, and co-workers have reported a series of [Ni(PR2NR’2)2]2+ 
complexes, where R and R’ are varied to modify the steric and electronic properties of 
the ligand.84-87 These complexes were designed with pendant amine bases which are able 
to assist Ni in the heterolytic activation of H2, with the basic amine moiety accepting a 
proton and the Lewis acidic, cationic Ni(II) center accepting a hydride (Figure 1.11a). 
This cooperation between the metal and the ligand where the pendant amines serve as 
proton relays allows the [Ni(PR2NR’2)2]2+ complex with R = R’ = Ph to be a remarkably 
efficient electrocatalyst for the two-electron reduction of protons to H2, with a reported 
turnover frequency (TOF) of 106,000 s−1 in acetonitrile with 1.2 M water and protonated 
dimethylformamide as the proton source.85 Amazingly, this bifunctional Ni catalyst is 
substantially more active than the [FeFe]-hydrogenase enzyme itself, which has a 
turnover frequency (TOF) of 9,000 s−1 at 30 °C and also utilizes a pendant amine moiety 
to assist in H2 activation.88 The reductions of protons to H2 is a process for which Pt 
catalysts are typically utilized, and so this system elegantly illustrates that excellent 
catalytic performance can also be achieved with an Earth-abundant metal like Ni with 
optimal ligand cooperation. 
 Alternatively, the basic moiety which assists the metal in substrate activation can 
be coordinated to the metal center, as was seen in the case of the cysteine residue in the 
active site of [NiFe]-hydrogenase and in the case of a coordinated amide in work by 
Caulton and co-workers (Figure 1.11b). Initial binding of H2 to the [(PNP)Ni]+ complex, 
where PNP is N(SiMe2CH2PtBu2)2, occurs at low T, with heterolytic cleavage to form 
[(PN(H)P)NiH]+ occurring via the addition of H2 across the Ni−Namide bond upon 




also studied similar metal-ligand cooperativity for Ni and Co complexes with coordinated 
amides,90-92 and pioneering work in the area of utilizing metal-ligand cooperativity for H2 
activation and catalytic hydrogenation was conducted by Noyori, Milstein, Morris, and 
their respective co-workers, among others.93-95 
Metal-ligand cooperativity is especially important for H2 activation at Ni, since a 
mononuclear Ni center has not been reported to facilitate the oxidative addition of H2 to 
give a Ni dihydride species.44 Oxidative addition of H2 requires M dπ →H2 σ* back-
donation to cleave the H−H bond and represents a net two-electron oxidation of the metal 
center, which precious metals are able to carry out readily.45 Even among late first-row 
metals, Ni is a poor π-back-donor, as it is more electronegative and less π-basic than Fe 
and Co, which in the context of H2 activation results in worse energetic overlap between 
the Ni dπ and H2 σ* orbitals.30, 81 Future chapters of this thesis will further explore the 
inherent limitations of Ni in H2 activation and hydrogenation catalysis, with the strategies 
discussed in this chapter applied to varying extents to circumvent these limitations where 
possible.  
 While metal-ligand cooperativity is essential to enabling multi-electron reactivity 
at Ni, it need not take the form of assistance by a Lewis basic functionality. Although 
transition metals are typically thought of as Lewis acids which bind Lewis basic ligands, 
a late transition metal paired with a Lewis acidic ligand could also allow for cooperative 
heterolytic cleavage of H2. This strategy is exemplified by the (MesDPBPh)Ni complex 
(where MesDPBPh is ArB(o-PPh2C6H4)2 with Ar = mesityl) reported by Peters and co-
workers, which features a dative bond between a low-valent Ni(0) center and a Lewis 




Figure 1.12. (a) Cooperative H2 activation by the (MesDPBPh)Ni complex reported by 
Peters and co-workers, which catalyzes olefin hydrogenation. (b) Comparison to NiML 
complexes which will be discussed in this thesis, where the supporting metal has been 
varied down group 13 (Al, Ga, In). Figure adapted from refs. 44 and 97. 
Exposure of (MesDPBPh)Ni to 1 atm H2 generates (MesDPBPh)(µ-H)NiH, which has 
a terminal Ni−H and a hydride bridging between Ni and B. In this reaction, Ni acts as a 
Lewis base to facilitate the heterolytic activation of H2, with the Lewis acidic borane 
moiety serving to stabilize a hydride as a bridging hydride. This transformation 
represents a net oxidative addition of H2 across the Ni→B bond, where the resulting Ni 
dihydride species which is typically unstable to H2 loss is stabilized by the Lewis acidic 
borane (Figure 1.12a). The transition metal acting as a Lewis base is a role reversal from 
the heterolytic activation reported by Caulton and co-workers (Figure 1.11b). Ni is best 
described as Ni(0) in the neutral (MesDPBPh)Ni complex, as compared with cationic Ni(II) 
in the Caulton system, rendering the metal centers well-suited for their roles as a Lewis 
base and Lewis acid, respectively. Upon heterolytically activating H2, the (MesDPBPh)Ni 
complex catalyzes the hydrogenation of terminal olefins to alkanes, with a 5 mol% 
catalyst loading in benzene giving full conversion of styrene to ethylbenzene in 1 h (TOF 
= 20 h−1; Figure 1.12a).44 This complex was also reported to catalyze the hydrosilylation 




process for which few homogeneous Ni catalysts have been reported, and so this system 
shows that a direct dative bond between a transition metal and a Lewis acidic, Z-type 
ligand can be an effective strategy for promoting multi-electron reactivity at a first-row 
metal center. 
Figure 1.12b shows a comparison of the (MesDPBPh)Ni complex with the NiML 
complexes that will be discussed in this thesis. We reasoned that varying the supporting 
group 13 metal ion might be a powerful lever by which to tune reactivity at Ni.97 Such an 
approach has seldom been realized, owing in part to the synthetic challenge of 
incorporating main group elements into ligand scaffolds.98-101 Our double-decker, 
phosphinoamide ligand, L, allows for facile formation of different M(III) metalloligands, 
obviating the need for de novo ligand synthesis.51, 78 Like the (MesDPBPh)Ni complex, the 
NiML complexes feature dative bonds between a Ni(0) metal center and a supporting 
group 13 M(III) ion, which acts as a Z-type metalloligand to Ni.78, 97 As highlighted in the 
caption of Figure 1.12b, the roles of the supporting metal in bonding with Ni, as well as 
in reactivity and catalysis at the active Ni metal, are key questions that this thesis will 
explore. Before further outlining the studies of the NiML complexes that will be 
presented in this thesis, the next sections will discuss the nature of bonding between 
transition metals and group 13 M(III) ions acting as Z-type ligands, as well as examples 
of catalytic reactivity mediated by these complexes. 
1.6 Bonding Between Transition Metals and Group 13 Z-type σ-Acceptor Ligands 
The notion that Lewis acidic moieties such as boron trihalides could serve as σ-
acceptor ligands and form dative bonds with transition metals was originally proposed in 




Group 13 molecules, such as alanes, to act as Lewis acids was also recognized.104 The 
first structurally characterized examples of bonding between transition metals and Lewis 
acidic boranes and alanes are shown below (Figure 1.13).104-107 
Figure 1.13. First structurally characterized examples of bonding between transition 
metals and boranes (left) and alanes (right). Adapted from refs. 78 and 104-107. 
Hill and co-workers utilized a Lewis acidic borate ligand with additional sulfur 
donor moieties, allowing for the transition metal to bind in close proximity to the Lewis 
acidic site (Figure 1.13).106 Unlike the metal-boranes reported by Hill and co-workers, the 
first metal-alanes to be structurally characterized featured unsupported M→Al 
interactions (Figure 1.13). The use of multidentate ligand scaffolds with multiple donors 
adjacent to a Lewis acidic site has become a widely employed strategy for the synthesis 
of complexes with transition metal-Lewis acid interactions.99, 108 
Transition metal-Lewis acid bonding represents a role reversal from traditional 
metal-ligand interactions. Transition metals typically serve as electron-acceptors, with 
ligands donating two electrons (L-type) or one electron (X-type). Interactions with L-type 
and X-type donor ligands destabilize the metal-based d-orbitals, with stabilization of the 
bonding electrons in predominately ligand-based orbitals to form dative covalent and 
covalent bonds, respectively (Figure 1.14).109 Lewis acidic ligands that do not donate any 




ligands. Transition metal bonding to Z-type ligands is an unusual case in that the 
transition metal serves as only an electron-donor, or Lewis base. Electron donation from 
metal to ligand in the form of π-back-bonding also contributes substantially to the 
bonding of CO, N2, and isocyanide ligands with transition metals, but in those cases σ-
donation from ligand to metal also contributes significantly.109-110 
Figure 1.14. Molecular orbital diagrams depicting the fundamental interactions of L-, X-, 
and Z-type ligands with a transition metal, M. Figure adapted from refs. 109-111. 
The extent of electron transfer from a transition metal to a Z-type ligand and the 
resulting effect on the oxidation state and d-electron count at the transition metal center 
can be somewhat ambiguous.111 Based on the ubiquitous MLX formalism, an L-type 
ligand donates both bonding electrons and does not alter the d-electron count of the metal 
to which it binds. An X-type ligand and the metal each provide one electron to form a 
covalent bond, thereby reducing the d-electron count of the metal by one electron (Figure 
1.14).109 Following this logic, Parkin proposed that a Z-type ligand should oxidize the 
metal center by two d-electrons, as both the electrons in the dative bond formed are from 
the metal center.112 This formulation represents one extreme in what can be thought of as 
a continuum of electron transfer from the transition metal to the Lewis acid. 
Alternatively, the other end of the continuum would be characterized by a dative 
interaction with more minimal electron transfer from metal to ligand that does not result 




complexes that are best described as approaching each limiting case have been selected to 
provide insight into the best description of the oxidation state of a transition-metal 
bonded to a Z-type ligand (Figure 1.15). 
Figure 1.15. Continuum of electron transfer in transition metal bonding to Z-type 
ligands, ER3, where E is a Group 13 atom. Examples of complexes that have been 
assigned by their respective authors to be closer to each limiting case are displayed 
above. Adapted from refs. 101 and 113. 
Parkin and co-workers proposed a Pd(II) oxidation state for a palladaboratrane 
supported by a similar ligand framework to that used by Hill and co-workers (Figure 
1.15).113 On the contrary, Bourissou and co-workers reported a palladaboratrane that is 
best described as containing zero-valent palladium (Figure 1.15).101 While a greater 
degree of electron transfer can be inferred by a shorter Pd−B distance of 2.050 Å in 
Parkin’s palladaboratrane, compared with a distance of 2.254 Å in the case of 
Bourissou’s complex, the potential redox non-innocence of the borate ligand in Parkin’s 
complex is another confounding factor.101, 112-113 The Pd(0) formulation in Bourissou’s 
palladaboratrane is supported by characteristic Pd(0)−P bond distances and natural bond 
orbital (NBO) calculations, which were performed in order to estimate the natural charge 




charge buildup on the B atom upon installation of Pd, consistent with only minimal 
formal electron transfer.101, 114  
Recognizing the ambiguity in assigning oxidation states to transition metals that 
are interacting with Z-type ligands, Hill and co-workers proposed the adoption of the 
metal-nitrosyl notation of Enemark and Feltham.111, 115-116 This notation would denote 
each of the two examples as {PdB}10, indicating that the 10 electrons are distributed 
between Pd and B in both cases (Figure 1.15). In any case, it is clear that the extent of 
electron transfer from transition metal to Z-type ligand is complex-dependent and lies 
somewhere in between the two aforementioned extremes. However, computational 
studies like that of Bourissou have generally favored a description in which there is only 
limited electron transfer to the Z-type ligand, leaving the formal oxidation state of the 
transition metal unchanged.101 Likewise, a zero-valent oxidation state for Ni was also 
concluded to be the best description for the (MesDPBPh)Ni complex of Peters and co-
workers, as well as the closely related (PhDPBiPr)Ni(H2) complex.44, 117 Computational 
studies of the NiML complexes which will be discussed in this thesis also favor a 
Ni(0)/M(III) formulation, indicating minimal formal electron transfer from Ni to M. 
However, it should be noted that this is simply a formal oxidation state assignment, and 
that the true oxidation state of Ni in the NiML complexes lies somewhere in between 
Ni(0) and Ni(II). Although the oxidation state is closer to Ni(0) based on experimental 
and computational studies that will be presented in this thesis, much of the reactivity that 
was observed for the NiML complexes is predicated on the Lewis acidic group 13 




1.7 Multi-electron Processes Catalyzed by Complexes with Dative Bonds between a 
Transition Metal and a Group 13 σ-Acceptor Ligand 
 Apart from the previously discussed (MesDPBPh)Ni complex which catalyzes 
olefin hydrogenation and hydrosilylation, group 13 σ-acceptor ligands have been shown 
to be adept at stabilizing low-valent metals which are reactive toward H2 and N2, among 
other small molecule substrates.78, 83, 118-124 Figure 1.16 shows two different examples of 
multi-electron reactivity catalyzed by complexes featuring dative bonds between a 
transition metal and a group 13 σ-acceptor ligand. 
Figure 1.16. Two examples of transition metal-group 13 complexes which catalyze 
multi-electron transformations. Peters and co-workers reported catalytic conversion of N2 
to NH3 with [(TPB)Fe(N2)]− (left), and Iwasawa and co-workers reported (PEP)PdCl 
(right; E=Al,  Ga, In) to be a highly active pre-catalyst for CO2 hydrosilylation. Figure 
adapted from refs. 125-127. 
 Peters and co-workers have reported an anionic Fe−N2 complex, [(TPB)Fe(N2)]−, 
where TPB = tris-(o-diisopropylphosphinophenyl)borane, which catalyzes the six-
electron reduction of N2 to NH3 with a turnover number (TON) of 59 (±6) that surpasses 




activity of [(TPB)Fe(N2)]− is made possible by the borane forming a flexible dative bond 
to Fe that allows for the stabilization of both π-acidic (N2) and π-basic ([NH2]−) 
fragments in various catalytic intermediates, many of which have proven isolable. 
Another example of the employment of group 13 σ-acceptor ligands to facilitate catalysis 
at a proximal transition metal center is the isostructural series of (PEP)PdCl complexes 
reported by Iwasawa and co-workers, where PEP is 6,6”-bis(diphenylphosphino)-
2,2’:6’,2”-terpyridine and the group 13 metal (E) is bonded to two chlorides (Figure 
1.16).127 At low catalyst loadings (0.1 mol%) of the Pd→Al analogue and using Cs-
pivalate to activate the Pd−Cl bond and initiate catalysis, CO2 hydrosilylation to give 
OC(H)OSiMe2Ph was catalyzed with the highest reported activity to date (TOF =19,300 
h−1). Additionally, a significant tuning effect of the supporting group 13 metal was 
observed, with catalysis proceeding in quantitative yield in 3 h in the case of E=Al, but 
only reaching 10% and 7% yield after 24 h for the catalysts with E=Ga and E=In, 
respectively.  
These examples show the potential utility of group 13 σ-acceptor ligands in 
promoting catalysis at transition metals to which they are directly bonded. Other relevant 
literature complexes featuring dative bonds between transition metals and group 13 σ-
acceptor ligands, as well as their reactivity and catalytic applications, will be discussed 
within each chapter where appropriate to inform and provide context for the investigation 






1.8 Our Strategy for Enabling Uncommon Reactivity and Catalysis at Ni: Overview of an 
Isostructural Series of NiML Complexes (M=Al, Ga, In) 
As alluded to in Figure 1.12b and discussed briefly in section 1.5, this thesis will 
focus on an isostructural series of bimetallic complexes featuring dative bonding between 
Ni and various group 13 metalloligands (Al, Ga, In). One of the objectives of this work is 
to understand the effect of the dative bond with the supporting group 13 metal on the 
properties and reactivity of Ni, with the ultimate goal to rationally identify the optimal 
supporting metal(s) that allows the NiML complexes to catalyze challenging multi-
electron transformations which mononuclear Ni complexes are unable to mediate.  
Figure 1.17. Three modes of X−Y bond activation at a metal-metal bonded unit 
(MA−MB), along with the structure of the NiML complexes, which feature an open 
binding site at Ni where substrate binding and activation can occur. Figure adapted from 
ref. 30. 
Figure 1.17 shows three different types of substrate activation for metal-metal 
bonded species, which have been discussed through the lens of the literature examples 
presented in this chapter. For example, cooperative activation across the MA−MB bond in 
which both metals directly interact with substrate (type 1, Figure 1.17) was observed in 
the cases of H2 activation by the (MesDPBPh)Ni catalyst of Peters, alkyne activation by the 




complex of Thomas, and azobenzene activation by the (tbsL)Fe3(THF) cluster of Betley. 
As has been illustrate by these examples, cooperative activation of the substrate X−Y 
bond across the MA−MB bond can occur in either a homolytic or heterolytic fashion, a 
distinction which typically depends on the polarity of both the MA−MB and X−Y bonds. 
The breaking of the metal-metal bond to allow both fragments to interact separately with 
substrate (type 2, which may or may not involve photolysis, Figure 1.17) was observed in 
the C−H borylation chemistry mediated by the (IPr)Cu−FeCp(CO)2 catalyst reported by 
Mankad and co-workers. Lastly, the binding and activation of substrate at a single active 
metal that is interacting with a supporting metal (type 3) describes the allylic amination 
catalysis mediated by the Cl2Ti(NtBuPPh2)2Pd(η3-methallyl) complex reported by 
Michaelis and co-workers, as well as the (PEP)PdCl catalyst for CO2 hydrosilylation 
reported by Iwasawa and co-workers. 
As the diagram of the NiML complexes shows in Figure 1.17, Ni has an open 
coordination site to which substrate can bind, but the supporting metal is not readily 
accessible for direct interactions with substrate. Thus, our system is classified as the third 
type of substrate activation, where a single active metal binds and activates substrate, 
with the supporting metal serving to tune the electronic environment of the active metal 
via the metal-metal interaction.30 Relegating the second metal, MB (Al, Ga, In), to a 
supporting role in which it primarily only serves to modulate the electronic environment 
of the active metal, MA (Ni), was a key concept of our strategy. Coupling this paradigm 
with systematic variation of the supporting metal further streamlines understanding by 
isolating the effect of the supporting metal on substrate binding and catalysis at the active 




processes, we hope to address these inherent shortcomings by favorably altering its 
properties via dative bonding to group 13 metalloligands (Figure 1.17). 
The next chapter of this thesis (chapter 2) will discuss the synthesis and 
characterization of the isostructural series of NiML complexes.97 Both steric and 
electronic effects of the supporting group 13 metal on Ni will be proposed based on x-ray 
crystallography and cyclic voltammetry (CV) studies, and the perturbations of the 
supporting metal on the electronic structure will be identified via UV-vis spectroscopy in 
conjunction with time-dependent density functional theory (TD-DFT) calculations. 
Comparisons to a similarly-ligated mononuclear Ni complex without a supporting metal, 
NiLH3, will also be made where appropriate to more definitively elucidate the effect of 
the supporting metal.51 The extent to which our findings are generalizable for other 
systems with direct dative bonding between transition metals and group 13 
metalloligands will also be considered. 
Chapter 3 will examine the propensity of the NiML complexes to bind small 
molecule substrates, including H2, N2, CO, CO2, and C2H4, at the open coordination site 
at Ni. Experimental studies on the thermodynamics and kinetics of H2 and N2 binding to 
the NiML complexes, as well as qualitative observations regarding the binding of CO, 
CO2, and C2H4, will be presented, thereby allowing for the relative order of binding 
strength as a function of the supporting metal to be elucidated. The specific molecular 
orbital interactions between the small molecules, Ni, and the supporting metal which 
facilitate small molecule binding were identified via a combination of UV-vis 
spectroscopy, theoretical calculations, and thermodynamic binding studies. Rare, 




labelling experiments, and single-crystal neutron diffraction studies, and these (η2-
H2)NiML complexes were found to be the initial intermediate formed in the catalytic 
hydrogenation reactivity which will be discussed in chapters 4 and 5. 
Chapter 4 will discuss the propensity of NiML complexes to mediate the catalytic 
hydrogenation of olefins to alkanes, a two-electron process for which few homogeneous 
Ni catalysts have been developed.97 A dramatic tuning effect of the supporting metal was 
observed (Ga >> In), with an Al supporting metal or no supporting metal (NiLH3) not 
resulting in any catalytic activity. The catalytic mechanism was examined by a 
combination of experimental and computational studies in order to understand the 
relative catalytic performance of the various bimetallic complexes and the roles played by 
the supporting metal in catalysis.30 
Chapter 5 focuses on the catalytic hydrogenation of CO2 to formate mediated by 
the NiML complexes in the presence of base, which represents an energetically-relevant 
two-electron reduction of CO2 for which Ni complexes have previously been poor 
catalysts relative to both precious metals and other first-row metals (Fe, Co). Anionic 
Ni(0) hydride species which are potent hydride donors were found to be key 
intermediates in catalysis which spontaneously react with CO2 to generate anionic 
formate adduct intermediates. These two species, along with the NiML and (η2-H2)NiML 
complexes, are the primary intermediates in proposed the catalytic cycle, and all four 
have been isolated and thoroughly characterized.128 Computational studies allowed for an 
appreciation of subtler nuances in the catalytic mechanistic,129 and experimental studies 
of the thermodynamic and kinetic favorability of each fundamental step in the catalytic 




performance of the NiML complexes (Ga > In > Al > no support) to be understood. 
Lastly, a comprehensive thermodynamic scheme was constructed which helps to 
illustrate the reactivity of the NiML complexes with protons, electrons, and H2.  
Collectively, the results that will be presented in this thesis demonstrate that 
modulating a transition metal center via a direct interaction with a group 13 Lewis acidic 
supporting metal can be a powerful strategy for promoting new reactivity paradigms in 


















Synthesis and Characterization of an Isostructural 
Series of Ni Bimetallic Complexes Featuring Dative 




In part from: 
 
Cammarota, R. C.; Lu, C. C.* “Tuning Nickel with Lewis Acidic Group 13 
Metalloligands for Catalytic Olefin Hydrogenation.” J. Am. Chem. Soc. 2015, 137, 
12486-12489. 
 
Cammarota, R. C.‡; Xie, J.‡; Vollmer, M. V.; Linehan, J. C.; Burgess, S. A.; Gagliardi, 
L.; Wang, X. P.; Hoffmann, C.; Young, V. G., Jr.; Lu, C. C.* “Lewis Acidic Group 13 
Metalloligands Poise a Proximal Nickel Center for Small Molecule Binding: 
Thermodynamic and Kinetic Binding Studies and Neutron Diffraction Structure for an 
Isostructural Series of Ni(η2-H2) Adducts.” 2018, manuscript in preparation. 
 
Vollmer, M. V.; Xie, J.; Cammarota, R. C.; Gagliardi, L. Bill, E.; Lu, C. C.* “Formel 
Nickelate(−I) Complexes Supported by Group 13 Ions: Where are the Valence 





2.1 Overview and Introduction 
Two new NiML bimetallic complexes featuring dative Ni→M bonds to Lewis 
acidic group 13 supporting metals (M=Ga, In) have been synthesized, utilizing the 
previously reported heptadentate tris(phosphinoamido)amine ligand ([N(o-
(NCH2PiPr2)C6H4)3]3−, abbreviated as L).78 The double-decker ligand allows for step-
wise metalation to install group 13 M(III) ions in the amide (N3) binding pocket, 
followed by subsequent metalation of Ni(0) into the phosphine (P3) binding pocket.97 In 
conjunction with the previously reported NiAlL complex78, these three NiML bimetallic 
complexes represent an isostructural series in which the supporting metal has been varied 
down group 13, from Al to Ga to In. This series was targeted to assess the influence of 
the interaction with the supporting metal on the electronic environment of Ni, as well as 
on the propensity of Ni to react with substrates and mediate catalysis. Additionally, the 
previously reported NiLH3 complex, a similarly ligated Ni(0) metal center without a 
supporting metal, serves as a convenient control complex for the effect of the supporting 
metal.51  
In addition to allowing for a better understanding of the properties of the 
supporting metal which dictate bonding with Ni, it was hoped that the reactivity of Ni 
could be favorably modified through this metal-support interaction, such that NiML 
complexes might be capable of catalyzing challenging reactions not typically mediated 
by Ni complexes. The NiML series of bimetallic complexes is unique from most 
bimetallic series investigated previously in the Lu group because it consists of a constant 
active transition metal (Ni) and a varied supporting metal, whereas most previous series, 




metal and a varied active metal site across the first-row 3d transition metals (M=Fe, Co, 
and Ni, as well as M=Mn and Cr for MCrL). These early series were studied in this way 
with the primary goal of understanding metal-metal bonding in heterobimetallic 
complexes, but also in part due to the synthetic ease of generating a series of bimetallic 
complexes from the same metalloligand, ML. In contrast, a series of [(N2)CoML]− 
complexes and their N2 functionalization reactivity were studied with a constant active 
metal (Co) and a varied supporting metal across the first-row 3d transition metals (M=Ti, 
V, Cr, Co, plus Al).30, 79, 82 Since the supporting metal serves primarily to tune the 
electronics of the active metal via a metal-metal bond and is essentially not accessible for 
direct interactions substrate in bimetallic M’ML complexes, the latter concept of a series 
of bimetallic complexes with a constant active metal and a varied supporting metal is 
more logical from the standpoint of investigating how to favorably alter the properties of 
the active metal for desired reactivity and catalysis. Hence, this strategy of varying the 
supporting metal was implemented in studying the NiML series of complexes, with the 
difference being that this variation was down a periodic group in the p-block, rather than 
across a periodic row in the d-block as was carried out for the series of [(N2)CoML]− 
complexes.30  
The isostructural series of NiML complexes was characterized by NMR 
spectroscopy, x-ray crystallography, cyclic voltammetry (CV), and UV-vis spectroscopy, 
in conjunction with time-dependent density functional theory (TD-DFT) calculations. 
Collectively, solid-state structures and CV studies showed that larger group 13 supporting 
metal ions (In > Ga > Al) withdraw more electron density from Ni via shorter normalized 




group 13 supporting metals on the positions of both M and Ni relative to their respective 
binding pockets were revealed by the solid-state structures, with larger metals “forcing” 
Ni further above its preferred position of coplanar with the phosphine donor (P3) plane.97 
The deconvolution of steric and electronic factors which combine to allow larger group 
13 M(III) ions to act as stronger Lewis acids toward Ni in the NiML complexes is 
discussed, drawing upon related literature systems and work by other researchers in the 
Lu group where appropriate to inform this dichotomy. Lastly, the perturbations of the 
supporting metal on the electronic structure of the resulting NiML complexes was also 
elucidated by UV-vis spectroscopy, in conjunction with TD-DFT calculations. Overall, 
the steric and electronic effects of larger M(III) supporting metals render Ni more 
electron-poor and better geometrically positioned to bind substrates via σ-donation into a 
vacant, Lewis acid-stabilized molecular orbital (LUMO). This chapter will cover the 
characterization of the series of NiML complexes and discuss how the supporting metal 
influences the properties of Ni, with the rest of this thesis investigating how these effects 
of the supporting metal promote desirable reactivity with small molecule substrates that is 
uncommon for Ni complexes. 
2.2 Results and Discussion 
2.2.1 Synthetic Overview for New NiML Bimetallic Complexes with Group 13 Supporting 
Metals 
 The new Ni-M bimetallics, NiGaL (2) and NiInL (3), were prepared via a step-






Figure 2.1. Synthetic scheme showing two-step metalation to form NiML bimetallic 
complexes by way of isolable monometallic ML complexes (M = Al, Ga, In). The 
synthesis of NiLH3 is also shown,51 and the synthesis of AlL and NiAlL was previously 
reported.78  
2.2.2 Synthesis and Characterization of Monometallic ML Complexes by NMR 
Spectroscopy 
First, deprotonation of LH3 with 3 equiv nBuLi and subsequent addition of GaCl3 
or InCl3 affords the GaL (2mono) and InL (3mono) metalloligands, respectively. Just as 
reported previously for AlL (1mono),78 2mono and 3mono were typically isolated as solids 
after the removal of the LiCl salt by-product via extraction into benzene and drying under 
vacuum. A single resonance is observed by 31P NMR spectroscopy in C6D6 for both 2mono 
(15 ppm) and 3mono (39 ppm), consistent with solution-state three-fold symmetry where 
the three phosphine arms of the ligand are chemically equivalent. Likewise, C3v 
symmetry is apparent from the 1H NMR spectra, which clearly show the expected 
number of resonances for three equivalent ligand arms in both 2mono and 3mono: four aryl 
resonances, one methylene CH2 resonance, and one methine CH resonance, along with a 
large resonance for the methyl groups (Figure 2.2). It should be noted that depending on 




protons may either give rise to one or two resonances in the 1H NMR spectrum, as will be 
discussed further in both this chapter and future chapters (vide infra). 
Figure 2.2. Stacked 31P NMR spectra in C6D6 (left) comparing LH3, AlL (1mono), GaL 
(2mono), and InL (3mono), and the 1H NMR spectrum of 3mono in C6D6 (right). The 31P 
resonances shift downfield upon the installation and variation of metals down group 13. 
The proton resonances are assigned with labels, and solvent peaks for benzene (#) and 
THF (^), along with trace amounts of LH3 as an impurity (*), are denoted. 
It should be noted that in the case of 2mono, it is a distinct possibility that LiCl can 
remain after extraction due to the formation of a salt adduct with 2mono, which would be 
formulated as (THF)3LiCl−GaL. Indeed, initial attempts to crystallize 2mono carried out by 
a previous graduate student provided structural evidence for this salt adduct, a testament 
to the Lewis acidity and affinity for halide interactions of Ga(III). To promote the 
separation of 2mono from LiCl, extractions were performed using even more nonpolar 
solvents than benzene, including pentane and hexane. In any case, essentially identical 
31P NMRs for 2mono were obtained regardless of whether pentane, hexane, or benzene was 
used as the solvent for extraction. Benzene extraction is preferable to allow more facile 




remains can be more easily removed via later-stage purification of the resulting bimetallic 
NiML complexes (vide infra). 
In thinking about the propensity of a monometallic ML complex to react with a 
second metal precursor to form a bimetallic complex, the degree to which the phosphine 
donors are coordinated to the metal (M) in ML is important. Intuitively, if a single metal 
coordinates the three phosphine donors too strongly and adopts an octahedral geometry 
by coordinating the three amide donors in addition to the phosphines, then the resulting 
ML complex may be too stable to react to form desired bimetallic complexes. One gauge 
of the degree to which the phosphines are coordinating to M in ML is to examine the 
chemical shift of the phosphorus nuclei by 31P NMR spectroscopy. A significantly more 
downfield 31P chemical shift is observed for 3mono (39 ppm) relative to both 2mono (15 
ppm) and 1mono (8 ppm), which is indicative of relatively more de-shielded phosphorus 
nuclei in 3mono, presumably as a result of increased electron-donation from the phosphine 
donors to In relative to the other group 13 metals (Figure 2.2). Additionally, the 
equivalence of the methylene CH2 protons by 1H NMR spectroscopy provides another 
gauge of the rigidity with which the phosphines are coordinated to M in ML. In the limit 
of strong, rigid coordination of the phosphines to M in ML, the methylene CH2 protons 
would be expected to be “locked” in chemically different environments and give rise to 
two distinct 1H NMR resonances, one for each of the two diastereotopic methylene 
protons. Thus, the fact that the methylene CH2 protons are observed to be chemically 
equivalent and give rise to a single peak in all ML complexes implies that the phosphines 
are coordinated with some degree of fluxionally to Al, Ga and In (Figure 2.2). The notion 




gauge the extent to which the ligand is “locked” into place upon binding metals will be 
revisited in the characterization of the bimetallic NiML complexes. 
2.2.3 Solid-State Structures of the ML Complexes (M=Al, Ga, In) 
A more definitive means of assessing the degree of phosphine coordination in ML 
is to analyze the solid-state structures (Figure 2.3, Table 2.1).  
Figure 2.3. Solid-state structures of AlL (1mono), GaL (2mono), and InL (3mono), with 
thermal ellipsoids shown at the 50% probability level. H atoms and lattice solvent 
molecules were omitted for clarity. Crystal structures were obtained by other researchers 
in our group: James T. Moore (1mono, 2mono) and Dr. P. Alex Rudd (3mono). 
The M−P distances in ML are all relatively long and indicative of weak 
interactions, suggesting that the phosphine binding pocket of ML is poised for the 
installation of a second metal to form bimetallic complexes, as desired. 1mono and 2mono 
have one M−P interaction that is significantly shorter than the other two, indicating weak 
coordination of one phosphine in the solid-state, whereas in 3mono the three M−P 
distances are more similar to one another (~0.1 Å difference in shortest to longest M−P 
bond). Even the shortest M−P interaction in each ML complex are all significantly longer 
than the sum of the Pauling single-bond radii of phosphorus and the respective M 





Table 2.1. Comparison of solid-state structures for monometallic ML complexes. 
Metric AlLa (1mono) GaLa (2mono) InLb (3mono) 
M to N3-plane (Å) 0.18 0.27 0.67 
M−P (Å) 
2.8283(8) 2.7851(7) 3.027(1) 
3.363(1) 3.346(1) 3.087(1) 
3.476(1) 3.465(1) 3.133(1) 
M−P (Å)c 3.22 3.20 3.08 
rM + rP (Å)d 2.35 2.35 2.60 
M−Neq (Å)c,e 1.850(1) 1.905(1) 2.127(2) 
M−Napical (Å) 2.066(2) 2.163(2) 2.474(3) 
aCrystal structures obtained by James T. Moore. bCrystal structure obtained by Dr. P. Alex Rudd. cAverage 
value.  dSum of the Pauling single-bond radii for M and P.131 eAll three M-Neq bond lengths are within 0.02 
Å of each other for all ML. 
The weak M−P interactions in the solid-state are consistent with the fluxionality 
observed in solution by 1H NMR spectroscopy, which results in the equivalence of all 
three phosphine arms in solution for all ML (vide supra). Taking into account the 
significantly larger single-bond radius of In (1.497) relative to Al (1.248) and Ga (1.245), 
the In−P interactions are actually likely the strongest of the series, both on average and 
when considering only the shortest M−P interaction for each complex.131 This is 
consistent with the aforementioned more downfield 31P NMR chemical shift for InL 
(3mono). Despite the long M−P distances, the phosphines are still positioned inward 
toward the metal in all ML complexes, rather than being “splayed” open and completely 
non-coordinating to the metal, as was observed in the solid-state upon the coordination of 
CH3CN to AlL (1mono) to form (CH3CN)AlL.78  
Lastly, another striking metric to compare across the trio of ML complexes are the 
M to N3-plane distances. The In atom in 3mono sits significantly further above the N3-
plane than do Ga and Al in their respective ML complexes, with the M to N3-plane 




interesting question to consider, which will be reconsidered for the bimetallic NiML 
complexes later in this chapter as well, is whether the positioning of the large In(III) ion 
relative to the N3-plane is dictated by the steric constraints imposed by the capping NR3 
amine donor of the ligand, or by the relatively greater propensity of In(III) to interact 
with the phosphine donors than Al(III) and Ga(III). It should be noted that it is spatially 
feasible for the In atom to be positioned closer to the N3-plane than it is in 3mono, as will 
be seen in the solid-state structures of NiInL (3) and other related structures of small 
molecule adducts of 3, which have In to N3-plane distances ranging from 0.48 to 0.54 
Å.97 Thus, it seems fair to conclude that In sits an additional ~0.13 to 0.19 Å further 
above the N3-plane in 3mono compared with these bimetallic complexes to interact with 
the phosphine donors. Likewise, the positioning of the smaller Ga(III) and Al(III) ions 
closer to the N3-plane may be attributable to a preference for interacting more with the 
“harder” amide donors than with the “softer” phosphine donors, which is consistent with 
the more upfield 31P NMR shifts for 1mono and 2mono. 
2.2.4 Synthesis and Characterization of Bimetallic NiML Complexes by NMR 
Spectroscopy 
 Addition of 1 equiv of bis(1,5-cyclooctadiene)nickel(0), abbreviated as 
Ni(COD)2, to ML at rt in THF afforded the bimetallic NiML complexes in good yields 
after purification via washing with cold pentane and extraction into benzene.97 Both 
rigorous drying and the pentane wash help to remove free COD from the NiML products. 
Although the NiML complexes are sparingly soluble in pentane, using cold pentane only 
resulted in a slight depression in the overall yields with a significant improvement in 




the synthesis of ML, as well as helps to purify NiML of NiLH3 (4), a common impurity 
formed in the synthesis which is slightly less soluble in benzene than the desired NiML 
complexes. The resulting NiML complexes, NiAlL (1), NiGaL (2), and NiInL (3), are 
diamagnetic and possess solution-state three-fold symmetry, as evidenced by a single 31P 
NMR resonance for all species. The lone 31P resonance in toluene for complexes 1 (30.7 
ppm), 2 (37.8 ppm), and 3 (44.4 ppm) shifts downfield upon introduction of the group 13 
metal ion (relative to 30.1 ppm for 4) and variation down the group (Figure A.1.4). 
Three-fold symmetry is also apparent from examination of the 1H NMR spectra, which 
feature four distinct aryl proton resonances, as expected for three equivalent ligand arms 
of the tripodal ligand (Figure 2.4).97 Either C3 or C3v symmetry, depending on T, is 
observed by 1H NMR spectroscopy for complexes 1-4, with the differences lying in 
whether the methylene and methine protons are diastereotopic or equivalent, respectively. 
It should be noted that to prepare 3, an argon atmosphere is necessary. Initial 
attempts to prepare 3 in a glovebox under N2 instead resulted in the formation of a 
dinitrogen adduct species, (N2)NiInL (3−N2), which does not revert to 3 even after 
multiple freeze-pump-thaw cycles. However, it was found that 3 could be re-formed by 
dissolving 3−N2 in benzene in an argon glovebox followed by subsequent drying under 
vacuum. The end-on binding mode of N2 to 3 was confirmed by an intense IR band at 
2144 cm−1 (KBr pellet, Figure A.1.5) and x-ray crystallography (vide infra).97 The 
relatively high ν(N−N) and short N−N bond distance of 1.103(5) Å suggest a weakly 
activated N2 ligand, consistent with the poor 𝜋-basicity of Ni. Notably, the other Ni 




1H NMR spectra of complexes 1 and 3 are shown in Figure 2.4. In addition to 
indicating solution-state C3 symmetry, important differences in fluxionality between the 
two complexes can be observed by closely examining the methylene CH2 proton 
resonances (labeled “e”). In complex 3 (M=In), the methylene protons give rise to a 
single peak, whereas two peaks which are coupled to one another as leaning doublets are 
observed for the methylene protons in complex 1 (M=Al). This subtle difference in the 
1H NMR spectra arises due to differences in the flexibility and fluxionality of the 
bimetallic complexes in solution.  
Figure 2.4. 1H NMR (C6D6, 400 MHz) spectra of complexes 1 (M=Al, top) and 3 (M=In, 
bottom). The proton resonances are assigned with labels, with a close-up of the aryl 
region with resolved coupling shown for complex 3. Residual solvent peaks for benzene 
(#), THF (^), toluene (*), pentane ($), as well as that for grease (~), are denoted. 
If the ligand arms of L are completely and rigidly locked into position upon the 




will be chemically inequivalent, and give rise to two peaks (e and e’). In order for the 
methylene protons to coalesce and resonate as a single peak, they must be rendered 
chemically equivalent on the 1H NMR timescale by a fluxional process. An analogous 
fluxional process has been previously observed by Bourissou and co-workers for similar 
C3-symmetric “propeller”-type complexes101, as well as by previous researchers in our 
laboratory for M’ML complexes31, 132, and this process has been hypothesized to involve 
increased ligand flexibility via M−P bond weakening and/or cleavage. More details and 
quantitative evidence for this hypothesis on the fluxionality of the Ni−P bonds, as well as 
specific mechanistic proposals for this fluxional process which equates the two 
methylene protons, will be presented in chapter 4. 
For now, suffice it to say that complex 1 exhibits less fluxionality and the ligand 
is more rigid and locked into place than is the case for complex 3, as evidenced by the 
observation of two methylene proton peaks in 1 which are coalesced into a single peak in 
3 (Figure 2.4). Thus, complex 1 exhibits C3 symmetry at rt, and while the equivalence of 
the methylene protons of complex 3 would typically suggest C3v symmetry, the 
inequivalence of the methine protons (f and f’) limits complex 3 to solution-state C3 
symmetry at rt as well. The observation of the fluxional process which allows for 
methylene coalescence, which NMR spectroscopy is uniquely able to capture, will have 
important implications on the reactivity of the bimetallic NiML complexes that will be 
discussed further in chapter 4. Specifically, quantitative comparisons of the fluxionality 
of the Ni−P bonds in NiML and (L’)NiML species in which a small molecule (L’) binds 
to Ni will be made, which are of relevance to the mechanism of NiML-mediated olefin 




2.2.5 Solid-State Structures of NiML and NiLH3 Complexes 
Single crystals of 2 and 3−N2 suitable for x-ray diffraction studies were grown 
from vapor diffusion of concentrated pentane solutions into toluene. The growth of single 
crystals of 3 was achieved by allowing a concentrated benzene solution to sit under an Ar 
atmosphere at rt for several days. Figure 2.5 shows the solid-state structures of 2, 3, and 
3−N2, along with those previously obtained for the two closely related complexes, 1 and 
4, which will be discussed throughout this thesis.51, 78, 97 
Figure 2.5. Solid-state structures of NiGaL (2), NiInL (3), (N2)NiInL (3−N2), NiAlL (1), 
and NiLH3 (4), with thermal ellipsoids shown at the 50% probability level. H atoms and 
lattice solvent molecules were omitted for clarity. Carbon (gray), nitrogen (blue), and 
phosphorus (orange) atoms are color-coded, and the metal atoms are labeled in each 
structure. Crystal structures of 1 and 4 (bottom row) were obtained by Dr. P. Alex Rudd 
and Dr. Laura J. Clouston, respectively.51, 78 Note that although it is not explicitly shown, 




Table 2.2 shows a comparison of selected bond lengths and other parameters for 
the isostructural NiML species in comparison to NiLH3, which will serve as a useful 
control complex in that Ni is similarly ligated but is not interacting with a supporting 
metal. The solid-state structural parameters for 3−N2 will be considered and compared to 
those for other small molecule adducts of NiML in the next chapter, where small 
molecule binding will be considered in more detail. 
In comparing the structures of complexes 2-4, the M−Neq bond length was found 
to increase linearly with the size of the M(III) ion, as given by the Shannon ionic radii133 
(R2=1.000, Figure 2.6).  
Figure 2.6. Plots of the M−Neq and M−Ni bond distances (left) and of the Ni−M formal-
shortness-ratio (FSR; right) vs. the ionic radius of the supporting metal for complexes 2, 
3, and 4. FSR, or the covalent ratio (r), is the ratio of the Ni−M bond distance to the sum 
of the radii of Ni and M, as given by both Pauling131 (red diamonds) and Alvarez134 
(orange circles). 
In contrast, the Ni−M bond lengths of 2.45, 2.38, and 2.46 Å in complexes 2 – 4, 
respectively, are surprisingly similar, especially since the supporting metal size increases 
considerably in moving down group 13. This increase in size in moving down group 13 
from Al to In is substantial regardless of whether it is measured in terms of the difference 




single-bond radii (~0.25 Å).131 One would expect that for a given dative bond strength, 
the Ni−M bond distance would lengthen as the size of the supporting metal, M, increased, 
ceteris paribus. Thus, the fact that the Ni−M bond distance remains approximately the 
same even as the supporting metal size increases dramatically suggests a stronger Ni−M 
bond is formed with larger group 13 metals (In > Ga > Al).97  
 To illustrate this relative shortening of the Ni−M bond for larger supporting 
metals (M) more clearly and quantitatively, a comparison of the formal-shortness-ratio 
(FSR) values of the Ni−M bonds is instructive. FSR, as defined by Cotton, is given by the 
Ni−M bond distance divided by the sum of the Pauling single-bond radii of the 
constituent metals.135 A related concept is the covalent ratio (r), where r is the ratio of the 
Ni−M bond distance to the sum of the radii of the constituent metals, which can be 
defined in alternative ways but are typically taken to be those defined by either Alvarez 
or Pauling.131, 134-135 An r value of 1 is typically taken to correspond to a single bond, 
while values greater than 1 are indicative of weaker interactions than a single bond. 
Likewise, r values that are significantly less than 1 are indicative of multiple bonding. 
For the radii of transition metals, Alvarez covalent radii values were determined based on 
bond distances between each element and N, C, and O for complexes in the Cambridge 
Structural Database (CSD), whereas Pauling single-bond radii were determined based on 
metal-metal interatomic distances in bulk metal and intermetallic compounds (hence they 
are also referred to as metallic radii).131, 134 Typically, main group chemists use the 
Alvarez covalent radii and inorganic chemists use the Pauling single-bond radii; since we 
are bridging both areas in examining dative bonds between Ni and group 13 elements, 




to use Alvarez or Pauling radii is that Alvarez radii have different designations that 
reflect the different radii for low-spin or high-spin metal ions in some cases, where 
Pauling single-bond radii are more appropriate for zero-valent metals. In cases where just 
r is denoted, this will be taken to indicate the rAlvarez value; rAlvarez and rPauling values often 
show similar correlations with experimental observables in our NiML system (Figure 2.6; 
vide infra). 
Table 2.2. Selected solid-state structural parameters for complexes 1-4. 
Metric 1 2 3 4 
Ni−M 2.450(1) 2.3789(8) 2.457(1) − 
r b 1.00 0.97 0.92 − 
Ni−P c 2.204(1) 2.210(1) 2.252(1) 2.183(1) 
M−Napical 2.099(2) 2.216(3) 2.309(6) − 
M−Neq c 1.876(1) 1.954(2) 2.119(4) − 
∑N−M−Namide 354.5(1) 349.5(3) 345.3(1) − 
Ni to P3-plane 0.13 0.13 0.23 0.03 
M to N3-plane 0.26 0.37 0.48 − 
bRatio of the Ni−M bond length to the sum of the covalent radii, as given by Alvarez and co-workers.134 
cAverage value.  
As could be inferred from the constant Ni−M bond length in NiML complexes 
with various supporting metal sizes, comparison of the r values indeed shows that larger 
supporting metals result in smaller r values that are indicative of stronger Ni−M dative 
bonds. Specifically, the Ni−M r value in NiML complexes contracts as the supporting 
metal is varied down Group 13, from 1.00 (Al, 1) to 0.97 (Ga, 2) to 0.92 (In, 3).78, 97 An 
excellent correlation is observed between Ni−M r values and the Shannon M(III) ionic 
radii of the supporting metal133, using either Pauling131 (R2=0.9997) or Alvarez134 
covalent radii values (R2=0.9843) to tabulate r values (Figure 2.6). This correlation shows 




distances with Ni, which is presumably reflective of stronger bonding with Ni. The range 
of r values for complexes 1-3 (0.92 to 1.00) is consistent with a dative single bond 
between Ni and M that becomes slightly stronger in varying the supporting metal down 
group 13. Whether the shorter relative Ni−M solid-state bond distances manifest in 
greater dative electron-withdrawal from Ni by the Lewis acidic supporting metal, M, will 
be examined in more detail in the next section on electrochemical studies of the NiML 
complexes. 
In addition to dictating bonding with Ni, the geometric implications of M(III) size 
can be seen by scrutinizing the geometric positions of Ni and M relative to their 
respective binding pockets. Larger M(III) ions adopt positions higher above the N3-plane 
in NiML complexes, from 0.26 Å for Al in 1, to 0.37 Å for Ga in 2, to 0.48 Å for In in 3 
(Table 2.2).78, 97 Furthermore, a good correlation is observed between the M(III) ionic 
radius of the supporting metal and its position above the N3-plane in NiML complexes 
(R2=0.95, Figure A.1.7). As the supporting M(III) ion becomes positioned further and 
further above the N3-plane, one can envision that at some point it will begin to “force” Ni 
to be positioned further above the P3-plane for steric reasons. From an electronic 
perspective alone, Ni would be expected to prefer to adopt a trigonal planar geometry 
with respect to the three phosphine donors to maximize the spatial orbital overlap of the 
phosphines with the Ni 3dxy and 3dx2−y2 orbitals. This is seen to be the case for the Ni 
center in NiLH3 (4) in the absence of a supporting metal, where the Ni center is 
positioned essentially coplanar with the phosphine donors (Ni to P3-plane = 0.03 Å).51 In 
the presence of supporting M(III) ions, Ni rises further above the P3-plane by 0.10 Å in 




larger M(III) ions result in Ni adopting positions further above the P3-plane (Figure 
A.1.6).51, 78, 97 Presumably, steric pressure from the M(III) ion is counteracted by an 
electronic preference of Ni(0) for a trigonal planar coordination geometry, with the 
interplay of the two effects determining the resulting position of Ni relative to the P3-
plane in the NiML complexes. This interplay of the steric and electronic effects of larger 
supporting M(III) ions on Ni will be re-visited in discussing the electrochemistry of 
NiML complexes (section 2.2.6) and the reactivity of Ni toward added small molecule 
donor substrates (chapter 3). 
Another structural trend to note is that the Ni−P bonds elongate modestly with the 
introduction and increasing size of the M(III) ion, from 2.18 Å in 4 to 2.25 in 3, while the 
corresponding 31P NMR resonance shifts downfield, from 30.1 ppm for 4 to 44.4 ppm for 
3 (in toluene).51, 78, 97 This dual trend of Ni−P bond elongation and de-shielding of the 31P 
nuclei strongly suggests that the degree of Ni→P π-back-bonding is decreasing as M is 
varied down group 13. We propose that this decrease in Ni→P π-back-bonding is linked 
to the opposing gain in Ni→M dative bonding upon moving down group 13, since the 
Lewis acidic M(III) ion competes with the phosphines for Ni(0) electron density.97 
Another set of inversely related bonding interactions within the NiML complexes are the 
M−Napical and Ni−M bonds. This has been reported previously for many bimetallic 
complexes within our ligand framework, and simply reflects the fact that as the 
supporting metal moves higher above the N3-plane to interact with Ni, it is necessarily 






2.2.6 Cyclic Voltammetry (CV) Studies of NiML and NiLH3 Complexes 
2.2.6.1 CVs of NiML and NiLH3 in THF: Ni(I/0) Potential as an Indirect Gauge of Lewis 
Acidity 
 Cyclic voltammetry (CV) studies were conducted to probe the influence of the 
Lewis acidic group 13 metal ion on the electronic environment of Ni in the series of 
NiML complexes. Oxidation events observed for the NiML complexes were anticipated 
to be directly attributable to changes in oxidation state at Ni, since Al, Ga, and In all 
strongly prefer the +3 oxidation state and are generally considered to be redox-inactive, 
and the ligand shows no reversible oxidation events at readily accessible potentials.78, 136 
Notably, the notion of unambiguously assigned oxidation events was a unique feature of 
the NiML series of complexes compared with other bimetallic complexes prepared in our 
lab at that point, as bimetallic complexes featuring strong bonds between redox-active 
transition metals often exhibit redox events that are best described as delocalized to 
varying degrees across both metal centers.31, 80, 130, 137-141 Thus, in light of the redox-
inactivity of the group 13 supporting metals, we sought to quantitatively assess the 
relative extent of dative electron-withdrawal by the Lewis acidic group 13 metal ion from 
Ni by comparing the relative potentials for unambiguously assigned Ni-based oxidation 
events across the series of NiML complexes.  
The CVs for complexes 1-4 under 1 atm N2 in [TBA][PF6] electrolyte solution in 
THF are shown in Figure 2.7, with separate plots showing the oxidation events observed 
in THF and those observed in CH3CN. Note that reduction events were also observed for 
all NiML species, but not for NiLH3 (Figure 2.9). Full CVs for all NiML complexes in 
both THF and CH3CN are shown in the Appendix (Figures A.1.8-A.1.10). The 




events will be discussed first. For each species, one oxidative feature is observed which 
corresponds to the Ni(I/0) redox couple (Figure 2.7). Upon introduction of an Al(III) 
supporting metal, the reversible Ni(I/0) redox couple shifts to harsher potential in 1 
(−0.74 V vs. FeCp20/+) relative to 4 (−1.02 V vs. FeCp20/+).51, 78, 97 This shift to more 
positive potential by 280 mV reflects that the Ni center is rendered more electron-
deficient upon the installation of a Lewis acidic supporting metal, consistent with the 
description of a dative bond between Ni and Al in which Ni acts as a Lewis base and 
donates electron density to Al. Further shifts in the Ni(I/0) potential to less negative 
values are observed upon varying the supporting metal further down group 13 to Ga and 
In, indicating increasing electron-deficiency of the Ni center. A reversible oxidation event 
is observed with E°1/2 = −0.57 V vs. FeCp20/+ for 2, whereas an irreversible oxidation is 
observed for 3−N2 with Epa = 0.39 V vs. FeCp20/+ (Table 2.3).97    
 
Figure 2.7. Cyclic voltammograms (CVs) of NiAlL (1), NiGaL (2), NiInL (3), and 
NiLH3 (4) showing the Ni(I/0) redox couples in THF (left) and in CH3CN (right). All 
CVs were collected under 1 atm N2 with [TBA][PF6] as the electrolyte (0.1 M or 0.4 M in 
THF, 0.4 M in CH3CN). All CVs in CH3CN were collected with a scan rate of 50 mV/s, 
whereas CVs in THF were obtained at either 25 or 50 mV/s. All redox potentials are 




Table 2.3. Comparison of Ni(I/0) redox couple for NiML complexes and 4 in CH3CN 
and THF. 
 Ni(I/0) couple in CH3CN Ni(I/0) couple in THF
a 51, 78, 97 
Complex Epa Epc E°1/2 ΔEp ipa/ipc Epa Epc E°1/2 ΔEp ipa/ipc 
4 −1.22 −1.28 −1.25 69 1.00 −0.97 −1.07 −1.02 100 1.09 
1 −0.70 −0.77 −0.73 71 1.11 −0.68 −0.79 −0.74 108 1.04 
2 −0.53 −0.62 −0.57 89 1.17 −0.53 −0.61 −0.57 73 1.01 
3 −0.42 −0.50 −0.46 83 1.46 −0.39 − − − − 
Note: Epa, Epc, and E°1/2 are given in V, and ΔEp is given in mV. ΔEp = 57 mV and ipa/ipc = 1.00 for a 
perfectly reversible redox event. All CVs were collected at a scan rate of 50 mV/s unless otherwise noted. 
All redox potentials are given relative to the FeCp2+/0 redox couple. a CVs of 2 and 3 in THF were collected 
at a scan rate of 25 mV/s.  
The irreversibility of the Ni(I/0) couple for 3 in THF prevents straightforward 
comparison of its potential to that of the other NiML complexes, which was desired as a 
quantitative gauge of the Lewis acidic influence of the supporting metal on the relative 
electron-richness of the Ni centers in NiML complexes. It should be noted that faster scan 
rates up to 1.5 V/s did not result in any improvement in the reversibility of the Ni(I/0) 
couple for 3, as no return current was observed for all scan rates examined. The 
irreversibility of the Ni(I/0) couple for 3 is most likely due to the instability of the 
[NiInL]+ ([3]+) species, which likely undergoes rapid decomposition prior to the return 
cathodic scan. That [3]+ would be more prone to decomposition than the other [NiML]+ 
species upon electrochemical generation is consistent with the less negative Ni(I/0) Epa 
potential for 3. 
Additionally, it should be noted that unlike the other NiML complexes, 3 binds N2 
relatively strongly such that N2 is not labile upon the application of vacuum, and so the 
CV of 3 under an atmosphere of N2 is better described as that of (N2)NiInL (3−N2).97 As 




dissociation from 3 upon oxidation. To test whether N2 dissociation plays a role in the 
irreversibility of the Ni(I/0) redox couple, the CV of 3 was collected under 1 atm Ar. 
However, this control experiment was inconclusive and stymied by the decomposition of 
3 after a few anodic scans to an unidentified species that was hypothesized to be a Ni−F 
species. The decomposition likely occurs via fluoride abstraction upon oxidation, likely 
from a trace impurity in the [TBA][PF6] electrolyte. In the initial scans prior to 
decomposition, the Ni(I/0) wave remained irreversible and at essentially the same 
potential as that observed under 1 atm N2. If N2 dissociates from 3 after initial oxidation, 
then a return reduction wave would still be expected to be observed if [3]+ is stable and 
does not decompose, albeit potentially with a large peak-to-peak separation for an 
electron transfer/chemical reaction/electron transfer (ECE) mechanism with “C” 
involving N2 dissociation.142 Therefore, because no return reduction current is observed, 
the irreversibility of the Ni(0/I) oxidation for 3 is proposed to be the result of the 
instability of the [3]+ species that is generated via electrochemical oxidation. 
2.2.6.2 CVs of NiML and NiLH3 in CH3CN: Improved Ni(I/0) reversibility via CH3CN 
binding 
CVs for all complexes were also collected in CH3CN, with the hope that the 
presence of a coordinating solvent may help stabilize the extremely electron-deficient 
[3]+ species such that the Ni(I/0) redox couple for 3 becomes reversible, thereby allowing 
for a more legitimate comparison of Ni(I/0) E°1/2 potentials for the NiML complexes. 
Despite the relatively poor solubility of all complexes in CH3CN compared with THF, 
reversible Ni(I/0) redox couples were observed for all species including 3, which 




the CVs in CH3CN is that the neutral NiML complexes all bind CH3CN to some degree, 
and so the Ni(I/0) redox couple in CH3CN technically represents the oxidation of 
(CH3CN)NiML to [(CH3CN)NiML]+. Complexes 2 and 3 appear to bind CH3CN 
particularly strongly, with vibrant color changes observed from deep red in THF to 
orange-brown and yellow, respectively, upon dissolution in CH3CN. This apparent strong 
binding of CH3CN to 2 and 3 was confirmed by quantitative measurements of equilibria 
between H2 and CH3CN binding, which are detailed in chapter 5. For now, suffice it to 
state that all NiML complexes exist in solution with CH3CN bound when CH3CN is 
employed as the solvent and present in large excess. The possible exception to this 
statement is complex 4, which exhibits only a very slight shift in its 31P NMR spectrum 
between THF and CH3CN (< 0.2 ppm) and does not exhibit a color change from its 
characteristic purple upon dissolution in CH3CN.  
Nevertheless, whether considering the Ni(I/0) redox couple for (CH3CN)NiML to 
[(CH3CN)NiML]+ in CH3CN or that for NiML to [NiML]+ in THF, it should be 
appreciated that either case represents an isostructural series of complexes in which the 
only variable is the supporting metal identity. In accord with this notion that both sets of 
measurements should allow for elucidation of the electronic influence of the supporting 
metal, essentially identical potentials were observed for both 1 and 2 in CH3CN and THF 
(Table 2.3). The Ni(I/0) E°1/2 potential difference between solvents cannot be readily 
compared for 3, since the Ni(I/0) wave is quasi-reversible in CH3CN and irreversible in 
THF; however, it should be noted that the Epa potentials are comparable between the two 
solvents (−0.39 in THF vs. −0.42 V in CH3CN, both relative to the FeCp20/+ redox 




observed upon changing the solvent from THF to CH3CN is 4, with the E°1/2 potential 
shifting more negative by about 230 mV from −1.02 V in THF to −1.25 V in CH3CN (vs. 
FeCp20/+ redox couple in both solvents). The solvent-dependent potential shift of 4 is 
somewhat puzzling: because it is the most electron-rich complex and does not seem to 
bind CH3CN as readily as more electron-deficient NiML complexes, the solvent effect 
would not be expected to be so dramatic. 
Furthermore, even if CH3CN did not bind at all to NiLH3 (4), it would almost 
certainly be expected to bind to the more electron-poor, 15-electron [NiLH3]+ ([4]+) 
complex upon its formation via electrochemical oxidation of 4. If CH3CN binds to [4]+ 
but not to 4, this would likely manifest in a larger than normal peak-to-peak separation in 
the CV due to the return cathodic peak shifting to more negative potential for the more 
difficult reduction of the [(CH3CN)NiLH3]+ species compared with that of [4]+.142 
However, no such increased peak-to-peak separation or quasi-reversibility due to CH3CN 
binding in one of the two redox states was observed for 4; in fact, its Ni(I/0) redox couple 
is closer to exhibiting perfect reversibility (ΔEp = 69 mV, ipa/ipc = 1.00) than any of the 
other NiML complexes (Table 2.3).142 Therefore, while the peak potential shift is difficult 
to explain, the full reversibility of the Ni(I/0) couple likely indicates that CH3CN is either 
bound or unbound in both redox states; the former seems more likely due to the 
propensity of CH3CN to bind to cationic metal complexes within our ligand framework, 
especially those which are electronically unsaturated (ie. ≤16-electron complexes).31  
Just as the Ni(I/0) redox events at the harsher potentials in THF became less 
reversible, with the Ni(I/0) redox couple for 3 becoming fully irreversible, the Ni(I/0) 




potentials (Table 2.3, Figure A.1.11). This can be seen by noting the generally increasing 
ΔEp and ipa/ipc values for the Ni(I/0) redox couples at more positive potentials: In > Ga > 
Al > NiLH3 for ipa/ipc, and Ga ~ In > Al ~ NiLH3 for ΔEp (Table 2.3). Most importantly, 
by switching the solvent to CH3CN, the Ni(I/0) redox couple becomes reversible or 
quasi-reversible for all complexes, allowing for a more robust comparison of Ni(I/0) E°1/2 
redox potentials. 
2.2.6.3 Understanding Trends in Ni(I/0) Redox Couple: What Dictates the Lewis Acidity 
of M(III) Ions Toward Ni in NiML Complexes? 
In comparing the Ni(I/0) redox potentials across the trio of NiML complexes in 
comparison to NiLH3, the introduction of a Lewis acidic group 13 supporting metal ion 
and its variation from Al to Ga to In modulates the electronic environment of Ni such that 
the Ni(I/0) redox couple shifts by ~800 mV in CH3CN and ~600 mV in THF.97 This 
dramatic tuning effect illustrates the strong and variable Lewis acidity of group 13 metal 
ions when positioned in close bonding proximity to a transition metal center. 
Furthermore, this large range of Ni(I/0) redox potentials was encouraging in that it 
suggested that the electronic environments of the Ni centers were very different upon 
variation of the supporting metal, and so perhaps they may also display divergent 
reactivity with small molecule substrates from each other and from that of typical Ni 
complexes. 
Since only the supporting metal was varied to give rise to such large differences 
in electron-richness at Ni in the resulting NiML complexes, the logical next step was to 
determine which, if any, fundamental properties of the group 13 supporting metal dictate 




priori design of bimetallic complexes with desirable properties and reactivity. Table 2.4 
shows selected properties of group 13 elements that were considered in assessing their 
respective Lewis acidities toward Ni in the NiML complexes, many of which have been 
considered relevant to Lewis acidity in other systems in the literature.42, 52, 136, 143-144 














Al 0.535 4.68 −1.66 4.95 1.61 11.50 
Ga 0.620 3.01 −0.56 2.6 1.81 10.70 
In 0.800 1.40 −0.34 3.9 1.78 10.75 
Note: Ionic radius is given in Å, charge density in elementary charge units per Å3 (e/Å3), M(III/0) E°1/2 in V 
vs. FeCp20/+, and electronegativity in Pauling units.136 aShannon 6-coordinate ionic radius values.133 bBased 
on spherical ion with volume = (4/3)𝜋r3, with r = Shannon ionic radius. 
The Ni(I/0) redox potentials were found to correlate reasonably well with the size 
of the supporting metal ion (R2=0.907), as given by their respective Shannon M(III) 6-
coordinate ionic radii values (Table 2.4, Figure 2.8).78, 97, 133 A far better correlation was 
observed between the Ni(I/0) redox potentials and the charge densities of the group 13 
metal ions (R2=0.991). Charge densities were tabulated using the respective ionic radii to 
determine the volume of an idealized spherical +3 ion, and so it is expected that a similar 
correlation would be observed for both ionic radii and charge density, as the latter is a 
function of the former. The Ni(I/0) redox potentials were also found to correlate well 
with the normalized Ni→M bond distances, as given by the r values (R2=0.966), 
consistent with the notion that shorter Ni→M bonds facilitate greater electron withdrawal 
from Ni by the supporting metal (Figure A.1.12).97 Additionally, the standard M(III/0) 
reduction potentials were also found to correlate reasonably well with the Ni(I/0) redox 




were which properties did not correlate: namely, electronegativity (R2=0.72), pKa of the 
corresponding M(H2O)63+ complexes (R2=0.29), and pF− of MF3 complexes (R2=0.79) 
were not found to be particularly useful parameters for explaining the trends in the 
Ni(I/0) redox potentials of the trio of NiML complexes (Figures A.1.14-A.1.15).97  
Figure 2.8. Plots of Ni(I/0) redox potential of the NiML complexes in CH3CN vs. charge 
density (left), ionic radius (center), and pKa of M(H2O)63+ for the supporting metal (M). 
It is particularly noteworthy that the Ni(I/0) redox potentials were not observed to 
correlate with the pKa of M(H2O)63+ complexes (R2=0.29), as this parameter has 
previously been found to serve as a proxy for the Lewis acidity of metal ions in other 
systems.42, 52, 143, 145-147 For example, the redox potentials of mixed-metal oxide clusters 
(e.g. Mn3O2M) with a variable redox-inactive metal site (M) were found to be linearly 
modulated by the pKa of the corresponding M(H2O)63+ complexes for a wide range of 
metal ions across multiple charge states, including group 13, group 3, group 2, and 
lanthanide metal ions.42, 52, 146 One rationale for the differing Lewis acidity in systems like 
Mn3O2M compared with the NiML system is that the nature of the interactions between 
the Lewis acidic metal ion and the transition metal(s) is distinctly different.97 In 
Mn3O2M, bridging oxygen moieties facilitate indirect interactions between the Mn cluster 
and the Lewis acidic metal ion. Thus, the Lewis acidic ion indirectly modulates the 
electronic environment of the metal cluster through inductive effects, whereas direct 




from Ni in NiML complexes. In a direct dative bond between a Lewis acidic metal ion 
and a transition metal, such as Ni→M, considerations such as spatial and energetic orbital 
overlap between Ni and M likely come into play in determining the Lewis acidity of the 
supporting metal towards Ni and the extent of electron withdrawal. Such orbital 
interaction considerations only come into play for the direct interaction between the 
Lewis acidic ions and the bridging oxygen atoms, but not with Mn, in the case of the 
Mn3O2M cluster. Therefore, it seems logical that since oxygen and a low-valent, late 
transition metal are very different Lewis bases, the relative Lewis acidity displayed 
towards them may not follow the same ordering for both cases.136 Further discussion, 
drawing upon CV and x-ray crystallographic data, of why group 13 M(III) size dictates 
Lewis acidity toward Ni will be undertaken in section 2.2.7, along with assessment of 
whether the trends observed for the NiML complexes are generalizable for other ligand 
systems in which a transition metal interacts with a group 13 metal ion. 
2.2.6.4 Unusual Reduction Observed for NiML by CV: Ni(0/−I) or M(III/II) redox 
couple? 
In addition to the Ni(0/I) oxidation event, an unexpected reduction event was 
observed for all three NiML complexes (Figure 2.9). In THF, the E°1/2 potentials for this 
reduction event were −2.82 V, −2.48 V, and −2.34 V for 1, 2, and 3, respectively, relative 
to the FeCp20/+ redox couple.97 The reduction of 1 is fully reversible (ipa/ipc ~ 1), and the 
reduction of 2 is nearly fully reversible, with a relatively small peak-to-peak separation 
(ΔEp = 85 mV), but an anodic to cathodic current ratio which deviates slightly from unity 
(ipa/ipc = 0.88). The reduction of 3−N2 is quasi-reversible, as the return anodic current is 




faster scan rates up to 1 V/s. It is possible that this quasi-reversibility is due to the 
dissociation of N2 upon reduction to [NiInL]−, as “[(N2)NiInL]−” would be a 19-electron 
complex. Interestingly, the reductions all become irreversible in CH3CN except for that 
of 1, which could be generously described as quasi-reversible on the basis of a small but 
discernable anodic return current (Figure 2.9). potential by ~200 mV in CH3CN relative 
to that in THF (Table 2.5). 
Figure 2.9. Cyclic voltammograms (CVs) of NiAlL (1), NiGaL (2), and NiInL (3) 
showing reduction event in THF97 (left) and in CH3CN (right). All CVs were collected 
under 1 atm N2 with [TBA][PF6] as the electrolyte (0.1 M or 0.4 M). All CVs in CH3CN 
were collected with a scan rate of 50 mV/S, whereas CVs in THF were obtained at either 
25 or 50 mV/s. All redox potentials are given relative to the FeCp2+/0 redox couple. No 
reduction event was observed for NiLH3 within the solvent window in THF or CH3CN. 
Table 2.5. Comparison of NiML reduction events in THF and CH3CN. 
 Reduction in THF
a Reduction in CH3CNb 
Complex Epa Epc E°1/2 ΔEp ipa/ipc Epa Epc E°1/2 ΔEp ipa/ipc 
NiAlL (1) −2.77 −2.88 −2.82 109 1.01 −2.81 −2.91 −2.86 99 − 
NiGaL (2) −2.44 −2.52 −2.48 85 0.88 − −2.73 − − − 
NiInL (3)c  −2.30 −2.38 −2.34 84 0.70 − −2.44 − − − 
Note: Epa, Epc, and E°1/2 are given in V, and ΔEp is given in mV. ΔEp = 57 mV and ipa/ipc = 1.00 for a 
perfectly reversible wave. All CVs were collected at a scan rate of 50 mV/s unless otherwise noted. All 
redox potentials are given relative to the FeCp2+/0 redox couple. aCVs of 2 and 3 in THF were collected at a 
scan rate of 25 mV/s. bAll species bind CH3CN when it is present as the solvent (very large excess), and so 
the reduction events in CH3CN are best described as the reduction of (CH3CN)NiML complexes. c3 binds 




No improvement in the reversibility of the reductions of 2 or 3 in CH3CN was 
observed at faster scan rates up to 1 V/s. The Epc and E°1/2 potentials are nearly identical 
for 1 in both THF and CH3CN (within ~40 mV), and the Epc potentials for 3 only differ 
by 60 mV at comparable scan rates (Table 2.5). A larger difference was observed for 2, 
as its Epc value shifts to harsher potential by ~200 mV in CH3CN relative to that in THF 
(Table 2.5). 
2.2.6.5 An Intriguing Detour: Examining the Unexpected Reduction of NiML to [NiML]− 
A few questions arise regarding the nature of this reduction event, and so these 
will be discussed briefly as part of a short detour from this chapter’s focus on the 
characterization of the neutral NiML complexes. The first of these questions is whether 
the added electron in these highly-reduced species is better described as localized on Ni, 
M, the ligand, or delocalized over some combination of these. Second, given the 
relatively harsh reduction potentials, it was an open question as to whether these reduced 
[NiML]− species would be stable, as well as to why the reduction event becomes 
irreversible upon switching the solvent from THF to CH3CN. 
The last question regarding the solvent effect on the reversibility of the reduction 
event will be addressed first, as it does not require extensive knowledge of the nature of 
the reduced [NiML]− species. In THF, NiML complexes are formally Ni(0), 16-electron 
complexes, though they are fairly electron-deficient for formally Ni(0) complexes as a 
result of the dative bond to the Lewis acidic group 13 metal ion. The electron-deficiency 
of the formally Ni(0) center in NiML complexes manifests in the facile binding of σ-
donor substrates that are present, including CH3CN. Indeed, in the next chapter, the 




discussed in depth. Of relevance to the CV interpretation, CH3CN binds to NiML 
complexes (vide supra), but THF has not been observed to bind, presumably because 
THF is a worse σ-donor than CH3CN. Therefore, the complexes exist as 18-electron 
(CH3CN)NiML complexes in CH3CN solution, as opposed to 16-electron NiML 
complexes in THF. Thus, upon reduction in CH3CN, a highly-reduced 19-electron 
anionic [(CH3CN)NiML]− complex would be formed, which likely results in rapid 
CH3CN dissociation.  
While CH3CN dissociation alone could disrupt the reversibility of the reduction 
wave, a return oxidation peak would still be expected to be observed, albeit likely with a 
large peak-to-peak separation for an ECE mechanism, if the resulting naked [NiML]− 
species was stable to decomposition.142 Thus, it seems clear that the highly reduced 
[NiML]− species decompose in CH3CN, possibly by way of deprotonation of CH3CN 
since [NiML]− would be expected to be highly basic. However, it should be noted that 
explaining the irreversibility of the reduction events in CH3CN by decomposition alone is 
inconsistent with the observation that the reduction of 1 is the only one in the NiML 
series which exhibits any degree of reversibility; it would be expected that the harsher 
potential required to generate [NiAlL]− would result in it being the most unstable and 
prone to decomposition (and also the most basic if considering the propensity to 
deprotonate CH3CN). Therefore, although the exact mechanism of decomposition 
remains unknown, it seems likely that rapid CH3CN dissociation and decomposition upon 
reduction both may contribute to the irreversibility of reduction events in CH3CN. 
The first question regarding where the added electron “resides” is interesting from 




anticipated to be amenable to being reduced. Ni(0) already has a full 3d shell of electrons 
and would not typically be expected to have a high affinity for another electron to 
generate a formally Ni(−I) species. To this point, only a few examples of formally sub-
valent Ni complexes are known, with a few others known to be isolable only under 
extreme conditions (gas matrices, etc.).148-153 Likewise, the group 13 metal ions strongly 
prefer the +3 oxidation state136; in fact, bona fide group 13 M(II) radicals which do not 
form dimers via M−M bonds are extremely rare.154-157 The phosphinoamide ligand is also 
not capable of redox activity at accessible potentials, as evidenced by control experiments 
which show only an irreversible oxidation at harsh potentials near that of the FeCp20/+ 
redox couple. Thus, it is not clear where the additional electron would be added to form 
the highly reduced [NiML]− complexes. To further re-iterate the point that both Ni(0) and 
M(III) ions are not typically able to be reduced by one electron, neither NiLH3 or ML, 
formally Ni(0) and M(III) complexes without a Ni→M interaction, has an accessible 
reduction event which is observable by CV.158 Thus, there is something inherently 
important about the Ni→M dative bond that enables highly reduced [NiML]− complexes 
to be stable.  
To assess whether the reduction was localized at Ni, as a Ni(0/−I) reduction, or at 
M, as a M(III/II) reduction, the extent to which the NiML reduction potentials correlate 
with both the Ni(I/0) redox couples and the standard M(III/0) reduction potentials of the 







Figure 2.10. Plots of the NiML reduction E°1/2 potential in THF vs. the Ni(0/I) oxidation 
E°1/2 potential in CH3CN (left) and the standard M(III/0) reduction potentials for the 
supporting group 13 metals (right). Ideally E°1/2 potentials for both the oxidation and 
reduction events would be obtainable in the same solvent for the plot on the left, but it 
should be noted that the Ni(I/0) potentials are essentially identical in THF and CH3CN, 
with improved reversibility for the NiInL oxidation event in CH3CN. 
If the reduction were truly a localized Ni(0/−I) reduction, then one would expect 
to see an excellent correlation with the unambiguously assigned Ni(0/I) oxidation 
potential; in other words, more electron-rich Ni(0) centers in the NiML series would be 
expected to be easier to oxidize to Ni(I) but more difficult to reduce to Ni(−I). Indeed, the 
Ni(I/0) redox potentials correlate well with the NiML reduction potentials (R2=0.9833, 
Figure 2.10), consistent with a Ni-based reduction. However, an excellent correlation is 
also observed between the NiML reduction potentials and the standard M(III/0) reduction 
potentials of the supporting metal, as might be expected for a localized M(III/II) 
reduction (Figure 2.10).158  
 In order to determine the best way to describe the unusual, highly-reduced 
[NiML]− species that appeared to be stable in THF based on CV, further studies were 
conducted, to which I contributed preliminary results which were explored in much 
greater detail by two other researchers, Matt Vollmer and Dr. Jing Xie. Namely, the 




characterized by electron paramagnetic resonance (EPR) spectroscopy and x-ray 
crystallography, as well as interrogated computationally using density functional theory 
(DFT) and complete active space self-consistent field (CASSCF) calculations.158 [1]− and 
[2]−, which are highly air- and water-sensitive owing to their highly reduced nature, could 
be generated chemically in good yields by either filtration of a THF solution of NiML 
through a plug of excess KC8, or by addition of a slight excess (1 to 1.5 equiv) of KC8, 
with 1 equiv 2,2,2-cryptand (crypt) added in both cases as an encapsulating agent. In 
short, the added electron appears to be delocalized to some extent across the Ni→M unit, 
suggesting that the formal oxidation states for the [NiML]− species lie somewhere in 
between Ni(−I)/M(III) and Ni(0)/M(II). That said, both theory and experiment support 
the notion that the [NiML]−  complexes are better described by the Ni(−I)/M(III) 
formalism, making these rare examples of Ni complexes with sub-valent Ni character.158 
Particularly supportive of a predominantly Ni-based reduction were CASSCF 
calculations, which predict the singly-occupied molecular orbital (SOMO) of [NiML]− to 
have ~70% Ni character with minor contributions from the supporting metal (14% for Al, 
21% for Ga) and phosphorus (10-15%; Figure 2.11b).158 Consistent with this, DFT 
calculations found that the relative Mulliken spin densities on Ni in [NiML]− were about 
twice as large as those on the supporting metals, with Ni:M spin density ratios of 1.8:1.0 
and 2.1:1.0 for [1]− and [2]−, respectively (Figure 2.11b).158 Experimentally, the EPR 
signals for the S=1/2 radicals exhibited hyperfine coupling to the supporting metals for 
both [1]− and [2]−, consistent with the computationally predicted delocalization of the 
radical to the Al/Ga atoms. The EPR spectra for both [1]− and [2]− were also well-




spin density on Ni, which does not show hyperfine coupling due to the lack of spin-active 
Ni nuclei of appreciable natural abundance. The EPR spectra of [1]− at 61 K and rt are 
shown in Figure 2.11; at rt, the EPR signal becomes isotropic and hyperfine coupling to 
the 31P nuclei becomes resolved (see Figure 2.11 caption for EPR parameters from best-
fit simulation).158  
Figure 2.11. (a) Solid-state structure of [K(crypt)][1] obtained by Matt Vollmer (denoted 
as [K(crypt)][1red] in this figure to avoid confusion with 1), with ellipsoids shown at 50% 
probability and countercations, non-coordinating solvent molecules, and H atoms omitted 
for clarity. (b) Contour plots for SOMO of [1]− (left) and the Mulliken spin density 
(right), as calculated by DFT at the PBE/TZ2P level by Dr. Jing Xie. (c) X-band EPR 
spectrum of [K(crypt)][1] generated in situ (~5 mM in THF), which was modelled 
adequately as a nearly-axial signal with the following parameters: gx=gy=2.009, gz=2.025, 
with Ax=11.5 mT, Ay=9.2 mT, and Az=7.9 mT for coupling to 27Al (I=5/2, 100% 
abundant). (d) X-band EPR spectra at rt of isolated [K(crypt)][1] (1 mM in THF, obtained 
and modelled by Matt Vollmer). The experimental spectra (black trace) is shown along 
with the simulated spectra (red trace), with isotropic parameters of g=2.0267, AAl=7.6 
mT, and AP=1.3 mT. Note that DFT-calculated EPR spectra also match well with the 





That the reduction is somewhat delocalized across the Ni→M interaction is also 
supported by the fact that the SOMO qualitatively depicts a 𝜎-bonding interaction 
between Ni (mainly 4pz) and the supporting metal (s and p orbitals), albeit a highly 
polarized bonding interaction towards Ni as mentioned. Consistent with the added 
electron occupying a Ni→M bonding molecular orbital, the solid-state structure of [1]− 
shows a significant contraction in the Ni−Al bond distance relative to that of complex 1, 
from 2.450(1) to 2.389(1) Å.78, 158 Intriguingly, this represents an atypical bonding motif; 
in most cases where three valence electrons are shared between two atoms, one of the 
electrons occupies an antibonding orbital, which results in a formal bond order of 0.5 (ie. 
He2+).159-162 In general, the propensity of the Lewis acidic group 13 supporting metal ion 
to aide in stabilizing highly-reduced Ni complexes will be a reoccurring theme that is 
revisited in the stabilization of unusual anionic Ni hydride complexes in chapter 5. 
2.2.7 Why Does M(III) Size Dictate Lewis Acidity Toward Ni in NiML: Utilizing CV and 
X-ray Crystallographic Data to Attempt to Disentangle Electronic and Steric Effects of 
M(III) Size 
In considering why M(III) size correlates well with the Lewis acidity of M(III) 
toward Ni, as measured in terms of the ionic radii and the Ni(I/0) redox potential, one 
subtlety that is important to understand is whether M(III) size serving as a proxy for 
Lewis acidity is a generalizable principle that can be expected to hold true for group 13 
metals acting as Lewis acids toward Lewis basic transition metals in other systems. 
Alternatively, M(III) size could be dictating Lewis acidity toward Ni for steric or 
geometric reasons that are a consequence of the constraints of our ligand framework. This 




other systems to inform the extent to which M(III) size dictating the Lewis acidity of 
group 13 metal ions toward transition metals is a generalizable principle. 
It is important to recognize that Lewis acidity is not a concrete property that holds 
true for all chemical interactions involving a particular Lewis acid. That is, Lewis acidity 
is dependent on the particular Lewis base, or more broadly the type of Lewis base, from 
which the Lewis acid is withdrawing electron density. Thus, the relative strength of 
Lewis acids cannot be fully generalized, as different relative orderings of Lewis acidity 
can result depending on the characteristics of the Lewis base donor.136 As Downs 
described this notion for group 13 Lewis acidity in particular, “attempts to assess relative 
Lewis acidities have emphasized the variety of factors contributing to the strength of the 
coordinate link.”136 To rationalize differing relative Lewis acidities toward different 
Lewis bases, Pearson proposed the Hard Soft Acid Base (HSAB) theory.163 The 
fundamental principle of HSAB theory is that Lewis acids and bases can be classified on 
a continuum of “hardness” and “softness”, and that Lewis acids and bases within the 
same hard/soft class form stronger dative bonds, or Lewis acid-base adducts, with each 
other. Soft Lewis acids are classified as such based on their larger radii, lower charge 
density, and greater degree of polarizability compared with hard Lewis acids.163 
In applying HSAB theory to the relative Lewis acidities of group 13 metal ions, 
Ga(III) and In(III) would generally be expected to act as stronger Lewis acids toward 
“softer” Lewis base donors, while the smaller and more densely charged Al(III) and 
B(III) ions would generally be stronger Lewis acids toward “harder” donors.136, 163-164 
Late transition metals like Ni(0) are soft Lewis base donors, so based on HSAB theory, it 




Ni than Al(III), in accord with the collective results of structural and electrochemical 
studies (vide supra). It is widely accepted that HSAB theory indirectly accounts for the 
need for a good match in Lewis donor and acceptor orbital energies to allow for strong 
dative bond formation.163, 165-166 Applying this notion to NiML complexes, the M(III) ions 
withdraw electron density from both Ni(0) and from the three amide nitrogen donors. So, 
perhaps the poor energetic match of the N 2p orbitals of the amide donors with both the 
Ga 4pz/5s and In 5pz/6s orbitals, in comparison to that with the Al 3pz/4s orbitals, results 
in preferential interaction of Ga(III) and In(III) with the soft Ni(0) Lewis base rather than 
with the harder amide donors.97, 163  
This principle of larger group 13 M(III) ions acting as stronger Lewis acids 
toward transition metals via direct bonding interactions has not been extensively studied 
in the literature. One can imagine that a series of complexes in which the transition metal 
was held constant and the Lewis acidic moiety was varied may provide insight into the 
factors that dictate Lewis acidity toward transition metals. Such a series with more than 
two such complexes for group 13 Lewis acidic ions had not been prepared prior to our 
series of NiML complexes. To the best of my knowledge, prior to our report of NiML 
complexes, the only isostructural comparisons that could be made to gauge the relative 
Lewis acidity of group 13 metal ions involved in direct bonding interactions with 
transition metals were between Pd(TPE) (E=B, In) and ClAu(TPE) (E=B, Ga), 
complexes prepared by Bourissou and co-workers, where TPE is tris-(o-
diisopropylphosphino-phenyl)E (Figure 2.12).98, 100-101 Since our report of the NiML 
complexes, Iwasawa and co-workers reported an isostructural bimetallic series of 




In).127 Our laboratory also recently reported two other isostructural series of M→E 
interactions between late transition metals (M=Rh, Co) and group 13 elements (E=Al, 
Ga, In).132, 167 Notably, in all of the isostructural series in which only the group 13 
supporting metal identity was varied, the normalized M−E bond distance between the 
transition metal (M) and the group 13 element (E), as given by r, was found to decrease 
in moving down group 13 to larger supporting metals (Figure 2.12). 
Figure 2.12. Isostructural series in which the effect of varying the group 13 Lewis acidic 
metal ion on direct bonding interactions with transition metals can be studied. Other 
systems in the literature include: (a) Pd triphosphinoborane101 (TPB) and 
triphosphinoindane98 (TPI) complexes, (b) Au(TPB)101 and triphosphinogallane100 (TPG) 
complexes, and (c) Pd−E complexes buttressed by the 6,6”-bis(diphenylphosphino)-
2,2’:6’,2”-terpyridine (PEP) ligand.127 Complexes (a) and (b) were reported by Bourissou 
and co-workers, while complexes (c) were reported by Iwasawa and co-workers. Our 
group has reported systems featuring Rh→E and Co→E dative bonds,132, 167 ligated by 
the same ligand, L.97 A comparison of M→E r values has been compiled for these sets of 
isostructural complexes in the chart on the right. 
Strikingly, r values which decrease from 1.00 to 0.96-0.97 to 0.92-93 upon 
moving from Al to Ga to In, respectively, were observed for all three systems for which 
analogous Al, Ga, and In complexes have been characterized.97, 127, 167 Likewise, among 
the systems in which two isostructural bimetallics with a varied group 13 element have 
been reported, the larger supporting group 13 metal has always been found to have a 
smaller M−E r value, consistent with a stronger interaction with the transition metal 




Pd(TPE) complexes, the shorter normalized bond for Pd−In is predicted by natural bond 
orbital (NBO) analysis to be stronger by ~30 kcal/mol than the Pd−B interaction.98, 101 It 
seems reasonable to conclude that the smaller ralvarez value and greater calculated bond 
energy for Pd−In is at least in part the result of the Pd 4dz2 having a better orbital energy 
match with the 5pz/6s orbitals of indium than with the 2pz/3s orbitals of boron, in 
accordance with HSAB theory.163, 165 On the contrary, B(III) is more Lewis acidic than 
In(III) based on the pKa M(H2O)63+ scale for Lewis acidity.136, 164 This discrepancy 
between the Lewis acidity toward oxygen donors in a water ligand and toward transition 
metals suggests that the relative orbital energies of the donor and acceptor likely play a 
prominent role in the strength of direct Lewis acid-base interactions. 
All of this is collectively consistent with the fact that larger, softer group 13 
Lewis acids form stronger dative bonds with a soft transition metal Lewis bases. Notably, 
just as was the case for NiML, greater electron-deficiency of the transition metal was 
observed by CV for shorter M→E bonds in the series of RhEL and CoEL complexes 
reported by our group.132, 167 However, electrochemical data to gauge the relative 
electron-richness of the transition metal engaging in dative bonding to different group 13 
metals was not reported for any of the three literature systems highlighted in Figure 2.12, 
so while it seems likely that the shorter dative bonds upon varying the supporting metal 
down group 13 translate into greater electron withdrawal from the transition metal in 






2.2.8 Larger, Softer Group 13 M(III) Ions as Stronger Lewis Acids Toward Transition 
Metals:  A Generalizable Principle? 
The fact that the trend in decreasing M→E r values in moving down group 13 to 
larger supporting metals holds true for a few different ligand systems in the literature 
suggests that perhaps M(III) size serving as a proxy for the Lewis acidity of group 13 
metals towards transition metal Lewis bases is a generalizable principle that follows from 
HSAB theory. However, the similarity of the ligands utilized to generate these series of 
isostructural M→E complexes cannot be overlooked, as all of them feature similar multi-
dentate ligand buttresses designed to place the transition metal and group 13 moiety in 
close enough proximity to engage in dative bonding.98, 100-101, 127 In doing so, the specific 
steric constraints of the ligand can also play a role in dictating the relative bond distances 
and Lewis acidities. Therefore, it is important to realize that the strength of M→E 
interactions and the relative Lewis acidity of “E” within these chelating ligand 
frameworks may be different from what might be found for an isostructural series of 
unsupported M→E bonds, where M and E are allowed to adopt an optimal bond distance 
independently from the steric constraints of the ligand donor sets. For example, in the 
lone example of unsupported isostructural M→E bonds with varying group 13 M(III) 
ions, (PCy3)2Pt→ECl3, a slightly shorter Pt→Al bond (2.3857 Å, r=0.928) was formed 
compared with Pt→Ga (2.4019 Å, r=0.931), illustrating that the larger group 13 M(III) 
ion does not always act as a stronger Lewis acid in unsupported bonds with relaxed steric 
constraints.105, 108, 168 
Furthermore, both our ligand “L” and the terpyridine ligand of Iwasawa and co-




positioned apically to the group 13 metal along the M→E bond vector (ie. M and the 
capping donor are trans to each other about E).78, 97, 127 Thus, the group 13 metal position 
may not reflect its intrinsic propensity to bond with and act as a Lewis acid toward the 
transition metal, but instead may be a composite of that intrinsic propensity, its affinity 
for the ligand donor sets, and the spatial requirements imposed by the capping donor and 
the rest of the ligand framework. To this point, larger M(III) ions were found to be 
positioned higher above the N3-plane in the solid-state structures of NiML complexes, 
with a good correlation between the M to N3-plane distances and the Shannon M(III) 
ionic radii (R2=0.95, Figure A.1.7).78, 97 It is somewhat ambiguous whether the supporting 
metal sits further above the N3-plane to promote stronger bonding with Ni for electronic 
reasons (ie. soft acid/soft base), or whether its position is dictated primarily by steric 
effects, where larger M(III) are sterically forced to be positioned further above the N3 
binding pocket and into closer proximity with Ni. Regardless of whether larger group 13 
metals are “forced” into close proximity with Ni as an artifact of the ligand framework, 
once positioned there, larger group 13 metal ions do act as stronger Lewis acids and 
withdraw more electron density from Ni, as judged by the Ni(I/0) redox potentials from 
CV.78, 97 
Key insights into the generalizability of the principle of size-controlled Lewis 
acidity of group 13 M(III) ions toward transition metals, as well as into the deconvolution 
of the steric and electronic effects of M(III) size, were recently provided by unpublished 
work by Bianca Ramirez, a graduate student in our group.169 Figure 2.13 shows an 
analogous series of Ni−M bimetallic complexes (M=Al, Ga, In) synthesized and 




which tethers the three arms of the parent “L” ligand has been removed, such that the 
bimetallic pairing is now ligated by three individual phosphinoamide ligands (“L*3”).169  
Figure 2.13. Solid-state structures of NiML*3 complexes (M=Al, Ga, In) obtained by 
Bianca Ramirez.169 Thermal ellipsoids are shown at the 50% probability level, and H 
atoms and lattice solvent molecules were omitted for clarity. Carbon (gray), nitrogen 
(blue), and phosphorus (orange) atoms are color-coded and the two metal atoms are 
labeled in each structure, with a Chemdraw structure also shown for clarity (left). 
Because there are no longer any donor atoms along the Ni→M bond vector to 
impose any steric or electronic constraints on the positions of Ni and M, perhaps the 
intrinsic Lewis acidity of group 13 M(III) ions toward Ni can be more easily gleaned 
from comparing this series of NiML*3 complexes to the parent NiML complexes. 
Nevertheless, the chelating ligand buttress will still dictate the positions of Ni and M to 
some extent, just as in the parent ligand, so perhaps the Lewis acidities toward Ni 
observed for the NiML*3 complexes will still differ from those that might be observed in 
an isostructural series of unsupported dative bonds. The solid-state structural metrics of 
the NiML*3 complexes are particularly informative in comparison to those of the NiML 
complexes of the parent ligand, as shown in Table 2.6.  
Unlike the NiML complexes, in which the Ni−M r value decreases continuously 
as M is varied down group 13, the Ni−M r values are similar for Al, Ga, and In 
supporting metals in the trio of NiML*3 complexes. Only a slight decrease in r value 




more drastic decrease from 1.00 to 0.92 for that analogous substitution in the parent 
NiML series.78, 97, 169 Even more strikingly, the Ni to P3-plane and M to N3-plane values 
for the NiML*3 complexes are essentially invariant as the supporting metal was varied 
down group 13, with the former changing by <0.03 Å and the latter by <0.01 Å (Table 
2.6).169 This is in stark contrast to the NiML complexes, where the M to N3-plane and Ni 
to P3-plane distances varied by 0.22 Å and 0.10 Å, respectively, upon variation of the 
supporting metal down group 13.78, 97, 170 Interestingly, the Ni→M bond distance changes 
significantly (~0.17 Å from M=Al to M=In) despite the aforementioned minimal changes 
in the Ni to P3-plane and M to N3-plane distances; this illustrates the greater flexibility of 
the individual phosphinoamide ligands (L*3), relative to the parent ligand (L), to distort 
and twist so as to allow for the optimal Ni→M interaction in each case without 
necessitating significant changes in the positioning of Ni and M relative to their 
respective binding pockets.169  
Table 2.6. Solid-state structural comparison of NiML*3 and NiML complexes.78, 97, 169 
Metric NiAlL*3 c NiGaL*3 c NiInL*3 
Ni−M 2.3294(15) 2.340(1) 2.4927(5) 
r a 0.95 0.95 0.94 
Ni−P b 2.187(1) 2.203(1) 2.2293(5) 
M−Neq b 1.868(1) 1.918(1) 2.118(2) 
Ni to P3-plane 0.205 0.199 0.181 
M to N3-plane 0.421 0.424 0.423 
 NiAlL NiGaL NiInL 
Ni−M 2.450(1) 2.3789(8) 2.457(1) 
r a 1.00 0.97 0.92 
Ni−P b 2.204(1) 2.210(1) 2.252(1) 
M−Neq b 1.876(1) 1.954(2) 2.119(4) 
Ni to P3-plane 0.13 0.13 0.23 
M to N3-plane 0.26 0.37 0.48 
aRatio of the Ni−M bond length to the sum of the covalent radii, as given by Alvarez and co-workers.134 




These dramatic differences upon the removal of the capping amine donor suggest 
that the steric effect of larger M(III) ions is more dramatic than was initially recognized 
in the parent NiML complexes, and plays a large role in dictating not only the positions 
of M and Ni relative to their respective binding pocket planes, but also in determining the 
extent of Ni→M dative bonding. The steric effect of larger M(III) is clearly seen when 
comparing Ni−Ga and Ni−In bimetallic complexes. For NiML, the larger In(III) ion sits 
0.11 Å further above the N3-plane compared with Ga(III), which “forces” Ni an 
additional 0.10 Å further above the P3-plane relative to its position in 2, and further from 
its preferred coplanar position with no supporting metal in 4 (Figure 2.14).51, 97, 171  
Figure 2.14. Diagram showing the effect of M(III) size on the positioning of both Ni(0) 
and M(III) relative to their respective binding pockets. Essentially no changes in the M to 
N3-plane and Ni to P3-plane distances were observed in the related NiML*3 system. 
In contrast, essentially no change in the positioning of Ga(III) and In(III) relative 
to the N3-plane is observed for NiML*3, and essentially no influence of the M(III) size on 
the positioning of Ni is observed either (Table 2.6).169 Furthermore, it would appear that 
the large M to N3-plane distance of In(III) in NiML complexes has more to do with steric 
effects imposed by the capping amine donor than with the preference of In(III) for 




a short crystallographic bond as seen for NiInL is not observed in the analogous NiInL*3 
complex. 
 Preliminary CV results obtained by Bianca also show that the Ni center is more 
electron-deficient in NiGaL*3 than in NiAlL*3, with Ni(0/I) Epa potentials in THF of 
−0.34 V and −0.45 V vs. FeCp20/+, respectively.169 Both of these potentials are harsher 
than those observed for the parent NiGaL and NiAlL complexes, which had Ni(0/I) Epa 
potentials of −0.53 V and −0.68 V vs. FeCp20/+, respectively.97 Thus, the shorter Ni→M 
bonds observed in the solid-state structures of the NiGaL*3 and NiAlL*3 complexes do 
manifest in a greater degree of electron withdrawal from Ni and harsher Ni(I/0) redox 
potentials than in the analogous NiAlL and NiGaL complexes, though the removal of the 
capping amine donor may also slightly shift the Ni(I/0) redox potentials for all complexes 
to harsher potentials. An important preliminary conclusion from Bianca’s work in 
looking at NiML*3 complexes of group 13 (M=Al, Ga, In), group 3 (M=Y) and 
lanthanide (M=Lu) M(III) ions, is that the Ni(I/0) redox potentials seem to correlate well 
with the pKa of the corresponding M(H2O)63+ complexes, just as was observed by Agapie 
and co-workers for the redox potentials in mixed metal-oxide clusters.42, 52, 143, 146, 169  
Thus, it seems that by removing the capping amine donor, the steric constraints of 
the ligand are relaxed and the Lewis acidity of the supporting group 13 metal ion toward 
Ni is adequately described by similar parameters as that toward oxygen atoms in either 
water ligands (M(H2O)63+) or bridging oxide moieties (Mn3O2M).42, 52, 146, 169 While it is 
clear that application of the HSAB theory holds some merit in dictating the degree of 
electron withdrawal by Lewis acidic group 13 M(III) ions from Ni in the NiML 




of the dramatic changes observed by removing the capping amine donor, it would appear 
that the steric effects imposed by the ligand framework in NiML complexes are much 
more dramatic than initially appreciated. Thus, it follows that M(III) size dictating the 
Lewis acidity of group 13 M(III) ions toward transition metals will be generalizable only 
in other similar chelating ligand frameworks, as seen in Figure 2.12, but need not hold 
true in the absence of the steric constraints imposed by capping donors along the M→E 
bond vector in these ligand buttresses.98-101, 127 Indeed, as was seen from the elimination 
of the capping donor in the series of NiML*3 complexes and from the examination of the 
limited number of unsupported M→E bonds, M(III) size alone does not generally predict 
Lewis acidity of group 13 M(III) ions toward transition metals.108, 169 
2.2.9 UV-vis Spectroscopy and Electronic Structure of NiML Complexes 
 Based on analyzing the solid-state structures and CVs of the NiML complexes, it 
has been proposed that group 13 metal ions withdraw more electron density from Ni via 
shorter normalized Ni→M bonds. To understand the nature of the Ni→M dative bonding 
interactions and the perturbations of the Lewis acidic supporting metal on the electronic 
structure of Ni in the resulting NiML complexes, UV-vis spectroscopy studies were 
performed in conjunction with time-dependent density function theory calculations (TD-
DFT, performed by our collaborator Dr. Jing Xie). Visually, complexes 1, 2, 3, and 4 
appear brown-yellow, deep red, red-purple, and purple, respectively; these color 
differences suggested that discernable differences would be observed in the UV-vis 
spectra of these complexes. 
Figure 2.15 shows an overall comparison between the experimental UV-vis 




complexes. Each peak is assigned to the excitation of one electron from an occupied 
orbital, either one of the Ni 3d orbitals or a ligand-based orbital, to the lowest unoccupied 
molecular orbital (LUMO), which is best described as an empty Ni-based 4pz/s orbital, 
albeit with significant contributions from Ni (4d), M (s, p) and P (p) orbitals (Figures 
2.17, A.1.17, Table A.1.2). Notably, the LUMO of NiML and the SOMO of the 
previously described [NiML]− complexes are essentially identical in terms of their 
composition, supporting the notion that the LUMO of NiML complexes are low-lying 
and energetically accessible to the point that they can be populated by an added electron 
in isolable complexes.158  
The UV-vis spectra of complexes 1, 2, and 3 share the same three distinct peaks 
(labeled 1-3 in Figure 2.15) in the visible region of 400 – 700 nm, with all three peaks 
observed to red-shift upon varying the supporting metal down group 13 from Al to Ga to 
In.78, 97 Calculated spectra (TD-DFT/M06-D3) predict the same features, with these three 
peaks assigned to the transitions from the dxy/dx2-y2 (1), dyz/dxz (2), and ligand π (major) 
plus minor dz2 (3) orbitals to the LUMO (Figure 2.15, Table 2.7). The TD-DFT 
calculated transition energies are in moderately good agreement with experiment for 1 
and 2, though differentiation between the electronic structures of 2 and 3 proved 
problematic with all computational methods examined. We note that most predicted 
excitations are slightly blue-shifted from the experimentally observed peaks (Table 2.7). 
Additionally, it should be noted that the assignments of peaks 2 and 3 are reversed from 
the originally reported assignments; we feel confident that these updated assignments are 
correct based on the fact that four of the five functionals tested for TD-DFT agreed with 




Figure 2.15. Experimental UV-vis spectra (left) and TD-DFT (M06-D3) predicted 
spectra (right) of NiLH3 (gray), NiAlL (green), and NiGaL (red), and NiInL (blue) in 
THF. The assignments for the labeled peaks (1, 2, and 3) are listed in Table 2.7, with full 
assignments of simulated spectra shown in Figure A.1.16 and given in Table A.1.1.78, 97 
An important comparison to make is the difference in electronic structure between 
NiLH3 and NiML complexes, which should lend insight into the effect of introducing a 
supporting metal on the electronic structure of Ni. For NiLH3, the experimentally 
observed broad peak at 497 nm is assigned to transitions from the dz2 (3) and dyz/dxz (2) 
orbitals to the LUMO, with an additional dxy/dx2-y2 → LUMO transition with rather weak 
intensity predicted at 490 nm by TD-DFT (M06-D3). Relative to NiLH3, the presence of 
the supporting metal in the bimetallic NiML species affects the Ni 3d orbital energy 
levels by stabilizing the 3dz2 orbital and destabilizing the other four Ni 3d orbitals, such 
that the 3dz2 orbital becomes the most stable of the five Ni 3d orbitals (Figures 2.15-
2.16). The Ni 3dz2 orbital is stabilized in NiML via dative Ni→M electron donation into 
the M npz/(n+1)s orbitals, in accordance with the blue shift in the predicted pure 3dz2 → 
LUMO transitions from NiLH3 (443 nm) to NiML (363-385 nm for complexes 1, 2, and 
3, respectively). The description of the Ni→M dative interaction as occurring via electron 




natural bond orbital (NBO) calculations, and is in accord with the descriptions of other 
M→E interactions between transition metals and group 13 M(III) ions in the literature.44, 
101, 111-112 
Table 2.7. UV-vis transition assignments based on TD-DFT (M06-D3) calculations.a  
No. Transitions (nm) NiLH3 NiAlL NiGaL NiInL 
1 
dxy/dx2-y2                  
→ LUMO 
 600 638 699 
(490) (573) (650) (642) 
      
2 
dyz/dxz                                  
→ LUMO 
497 490 508b 530b 
(413) (437) (478) (475) 
      
3 Ligands + dz
2      
→ LUMO 
497 430 464 488 
(443c) (410) (448) (449) 
      
aExperimental values with TD-DFT (M06-D3) calculated values in parenthesis. Table A.1.1 lists all other 
transition assignments based on TD-DFT. bEstimated value for peak shoulder; spectral deconvolution 
would be needed to confirm this as a precise value. cPure Ni 3dz2 → LUMO transition. 
Besides its direct interaction with Ni, other indirect perturbations of the 
supporting metal on the Ni 3d orbitals are also important to consider. The predicted 
energy of the Ni 3dxz/dyz orbitals increases continuously upon installing a supporting 
metal ion and varying it down group 13 (no support < Al < Ga < In; Figure 2.16). This 
destabilization of the Ni 3dxz/dyz orbitals is attributable to weaker ℼ-back-bonding (Ni 
3dxz/dyz → P−C σ*) as the Ni center becomes more electron-deficient. This has been 
supported experimentally, as the Ni−P solid state bonds elongate with increasing Ni 
electron deficiency (In > Ga > Al > no support), with concomitant electronic de-shielding 
of the phosphorus nuclei manifesting in the 31P NMR resonances shifting increasingly 
downfield.51, 78, 97 Additionally, since transitions are observed from both the Ni 3dxy/dx2-y2 
and 3dxz/dyz orbitals to the LUMO, the difference in these transition energies can be 
evaluated to determine the energy gap between the Ni 3dxz/dyz and 3dxy/dx2-y2 orbitals.78 




increases from 0.46 to 0.50 to 0.57 eV upon variation of the supporting metal down group 
13 (Figure 2.16).78, 97  
Figure 2.16. Molecular orbital diagrams of complexes 1-4 based on UV/Vis-spectra and 
TD-DFT calculations. Orbital energy differences (in eV) are shown as extracted from 
experimental UV-Vis spectra, with the corresponding calculated values from TD-DFT 
shown in parentheses. Figure provided by Dr. Jing Xie, with minor alterations. 
Since the Ni 3dxz/dyz orbitals are destabilized in varying the supporting metal 
down group 13, as discussed, the Ni 3dxy/dx2-y2 orbitals must also be destabilized by a 
greater amount as the supporting metal is varied down group 13 in order for the energy 
gap between the two orbital sets to increase. However, destabilization of the Ni 3dxy/dx2-y2 
orbitals seems somewhat counterintuitive since the solid-state Ni−P bonds elongate for 
NiML as the supporting metal is varied down group 13, which would typically result in 
less destabilization stemming from decreased spatial orbital overlap through which to 
facilitate P→Ni σ-donation. Perhaps the increasing electron-deficiency of Ni (In > Ga > 
Al > no support) results in compensating P→Ni σ-donation despite the elongation of the 
solid-state Ni−P bond distances. Though this nuance is admittedly not entirely 




de-shielding of the phosphorus nuclei observed by 31P NMR as the supporting metal was 
varied down group 13. Suffice it to say that the changes in P→Ni σ-donation across the 
trio of NiML complexes are somewhat difficult to interpret, but both experiment and 
theory agree that the Ni 3dxy/dx2-y2 orbitals become increasingly destabilized upon 
variation of the supporting metal down group 13. Figure 2.17 shows the five Ni 3d 
molecular orbitals and the LUMO, as calculated for complex 2 by TD-DFT (M06-D3). 
One last important trend to note is that the calculated HOMO-LUMO energy gap 
(ie. Ni 3dxy/dx2-y2 → LUMO transition energy, labeled as peak 1 in Figure 2.15) decreases 
from 2.53 to 2.16 to 1.97 to 1.93 eV in moving from NiLH3 to 1 to 2 to 3 (Figure 2.16). 
These HOMO-LUMO energy gaps agree well with the experimental values, which are 
2.07, 1.94, and 1.77 eV for 1, 2, and 3, respectively, with the biggest discrepancy 
stemming from the aforementioned inability of the computational methods to capture the 
electronic structure differences upon substitution of Ga for In.78, 97 It is postulated that the 
decreasing HOMO-LUMO gap upon introduction of the supporting metal and varying it 
from Al to Ga to In results from both the aforementioned destabilization of HOMO (Ni 
3dxy/dx2-y2) and the stabilization of LUMO. The hypothesis that the LUMO is decreasing 
in energy upon introduction and variation of the supporting metal down group 13 is 
partially based on the empirical observation, detailed in the next chapter, that small 
molecule σ-donor substrates bind more readily to NiML complexes with smaller HOMO-
LUMO gaps. Such a trend would not be expected if the decreasing HOMO-LUMO 
energy gap (Al > Ga > In) was only due to destabilization of the HOMO, while the 
LUMO, with which substrates interact with to bind, remained invariant in energy. 




metal down group 13 is proposed, such that the LUMO becomes more energetically 
accessible to accept σ-donation from small molecule substrates (further details in chapter 
3). 
Figure 2.17. Selected molecular orbitals for complex 2, as calculated by TD-DFT (M06-
D3) by Dr. Jing Xie. All five Ni 3d orbitals are shown, and were found to be doubly 
occupied, consistent with the Ni(0), d10 formulation for the NiML complexes. The 
LUMO is also shown, which looks qualitatively like Ni 4pz, but also consists of 
contributions from other Ni (4s, 4d), M (npz/s) and P (p) orbitals (Table A.1.2). Similar 
molecular orbitals were calculated for complexes 1 and 3. 
The presence of a low-lying vacant orbital in NiML is not common for formally 
d10 transition metal centers, and this anomaly has been attributed to stabilizing 
interactions between the supporting metal npz/(n+1)s orbitals with the Ni 4dz2/4pz/4s 
orbitals which comprise the LUMO.30, 158 In a simplified molecular orbital picture, one 
can think of the mixing of the Ni 3dz2, 4pz/4s/4dz2 and M npz/(n+1)s orbitals, all of which 
have the appropriate symmetry to mix or overlap. As a result, the Ni 3dz2 is stabilized as a 




the Ni 4pz/4s/4dz2 orbitals which comprise the LUMO are formally non-bonding orbitals, 
but empirically the “non-bonding” orbitals seem to be stabilized by the M npz/(n+1)s 
orbitals to a greater extent for stronger Ni→M dative interactions (Ni 3dz2 → M pz/s).30 
That the HOMO-LUMO gap and the stabilization of the LUMO is directly related to the 
strength of the Ni→M dative interaction is supported by an excellent correlation between 
the HOMO-LUMO energy gap and the normalized Ni→M dative bonding interaction, as 
defined by the Ni−M rAlvarez value (R2=0.9998; Figure 2.18). 
Figure 2.18. Plot of HOMO-LUMO energy gaps, as measured via experimental UV-vis 
studies, vs. normalized Ni→M dative interaction rAlvarez values from the solid-state 
structures. 
Based on TD-DFT calculations, the bonding picture is more complicated than this 
simplified explanation, as the LUMO also has contributions from P (p) orbitals (Table 
A.1.2). The bottom line is that stronger Ni→M dative interactions result in greater 




donors and react in ways that are not typical for Ni complexes without a supporting 
metal, as will be discussed in detail in the remaining chapters of this thesis. 
2.3 Conclusions 
An isostructural series of NiML bimetallic complexes featuring dative Ni→M 
bonds to Lewis acidic group 13 supporting metals (M=Al, Ga, In) has been synthesized 
via a step-wise metalation procedure.78, 97 1H and 31P NMR spectroscopy revealed that 
both the monometallic ML precursor complexes and the resulting NiML bimetallic 
complexes both retain solution-state C3 symmetry, as well as lent insight into the relative 
degree of fluxionality of the M−P and Ni−P bonds. Solid-state structures of the 
monometallic ML complexes revealed weak M−P bonds poised to ligate a second metal, 
which was indeed seen to be the case upon successful installation of Ni(0) into the 
phosphine binding pocket. For the NiML bimetallic complexes, structural and 
electrochemical data showed that larger group 13 supporting metal ions (In > Ga > Al) 
withdraw more electron density from Ni via shorter normalized Ni→M dative bonds. 
Specifically, a dramatic electronic tuning effect was observed upon introduction and 
variation of the group 13 supporting metal down group 13, with Ni(I/0) redox potentials 
modulated by ~800 mV in CH3CN and ~600 mV in THF. The spatial requirements of 
larger group 13 supporting metals were observed to influence the positions of both M and 
Ni relative to their respective binding pockets in the solid-state structures, with larger 
metals imposing steric pressure on Ni and “forcing” it further above its preferred position 
of coplanar with the phosphine donors (eg. in NiLH3). Likewise, M(III) size and charge 




of the Ni electronic environment, as quantified by the Ni(I/0) redox potentials from CV 
studies.97 
The disentanglement of the steric and electronic effects for why larger group 13 
M(III) ions act as stronger Lewis acids toward Ni in NiML complexes is difficult. It is 
notable that the softness of the group 13 M(III) ions, as defined by HSAB theory and 
quantified by the estimated charge densities of the M(III) ions,97, 163, 165 does seem to 
correlate well with the dative bond r values, not only in NiML complexes but also in the 
few other isostructural series of complexes with direct transition metal-group 13 
interactions.98, 100-101, 127, 132, 167 This similarity of the influence of M(III) size on Lewis 
acidity across several M→E systems, as well as the fact that typical descriptors of Lewis 
acidity such as the pKa of M(H2O)63+ complexes fail to accurately reflect the trends in 
electron-richness and dative bonding in the NiML series, could be taken to suggest that 
the relative Lewis acidities of group 13 M(III) ions is fundamentally different for 
transition metal Lewis bases relative to those exerted toward typical Lewis bases like 
amines or oxide moieties. Following this logic, the greater Lewis acidity of softer group 
13 M(III) ions toward Ni in NiML complexes may reflect better spatial and/or energetic 
orbital overlap of the acceptor orbitals of larger group 13 metals with the donor orbitals 
of Ni, a soft Lewis base, than with those of the harder amide donors.  
However, the similarity of the ligand frameworks of the few isostructural series of 
M→E complexes in the literature present the potential for confounding steric effects of 
M(III) size and the constraints of the ligand to dictate bonding and Lewis acidity, such 
that the properties observed in NiML complexes may differ significantly from the 




different type of ligand framework or in an unsupported Ni→M bond. Indeed, 
unpublished results by Bianca Ramirez show that removing the capping amine donor, 
which tethers the three arms of L in NiML complexes and imposes steric constraints 
along the Ni→M bonding axis, has dramatic effects on the positions of Ni and M and the 
Ni→M bond distances relative to those in the parent NiML complexes.97, 169 Importantly, 
upon relaxing the steric constraints of the ligand by removing the capping amine donor, 
the Ni(I/0) redox potentials in this new NiML*3 series once again seem to correlate with 
typical Lewis acidity parameters, like the pKa of M(H2O)63+ complexes.169 This suggests 
that the steric implications of M(III) size can have drastic effects on the Lewis acidity 
conferred to proximal transition metals within multi-dentate chelating ligand frameworks, 
which can result in deviations in their observed Lewis acidity from that which would be 
conferred in a M→E bond that is unsupported or one that is ligated by a ligand with less 
stringent steric constraints. Thus, it seems that it is more accurate to conclude that the 
discrepancy between the Lewis acidities observed for group 13 M(III) ions in NiML 
complexes compared with M(H2O)63+ complexes is not primarily due to the difference in 
Lewis base characteristics between transition metals and harder Lewis bases, but instead 
is largely the result of steric effects imposed by the ligand framework in NiML 
complexes. Given that utilizing multi-dentate ligands to form supported M→E bonds is a 
common strategy that has been widely implemented in the literature, consideration of 
steric effects within such ligand frameworks should not be overlooked as a means of 
significantly tuning the Lewis acidity of M(III) ions and the properties of proximal 




Lastly, the perturbations of the supporting metal on the electronic structure of the 
resulting NiML complexes was interrogated by UV-vis spectroscopy in conjunction with 
TD-DFT calculations. The aforementioned Ni→M bonding is best described as Ni 3dz2 
→ M npz/(n+1)s dative electron donation, which leads to stabilization of the Ni 3dz2 
orbital relative to that in NiLH3, in which no such dative interaction is present. Through 
less direct effects of the supporting metal on Ni, the other four Ni 3d orbitals are 
destabilized upon the introduction and variation of the supporting metal down group 13. 
A key indirect effect is that the LUMO, which is best described as the Ni 4pz orbital with 
contributions from Ni 4s, 4d, M npz/(n+1)s, and P p orbitals, is stabilized upon 
introduction and variation of the supporting metal down group 13 in a proportional 
manner to the strength of the Ni→M interaction. Indeed, complexes with stronger Ni→M 
dative bonds were seen to have smaller HOMO-LUMO energy gaps, as measured by the 
lowest energy transition via UV-vis spectroscopy and corroborated by TD-DFT 
calculations. It is highly unusual for a formally d10 transition metal to possess a low-
lying, energetically accessible LUMO, and we attribute this anomaly to Lewis acidic 
stabilization of the primarily Ni-based LUMO.30, 158  
Overall, supporting Ni with larger M(III) ions was found to increase the electron-
deficiency of Ni, the distance which Ni is positioned above the P3-plane, and the 
energetic accessibility of the LUMO, all of which will be seen to have significant 
implications on the propensity of NiML complexes to bind and functionalize small 
molecule substrates, as detailed in the next three chapters. Gratifyingly, supporting Ni 
with varying group 13 supporting metals within the L ligand framework has proved to be 




of Ni. Future chapters will explore the manifestations of these different properties in 
small molecule binding and catalysis, with the objective of optimizing the electronic and 
steric environment of Ni through the metal-support interaction to enable NiML 
complexes to react in desirable ways and mediate catalytic transformations for which Ni 
complexes are typically poor or incompetent catalysts. This objective fits within the 
larger goals of the Lu lab, and those of the inorganic chemistry community as a whole, of 
developing new strategies for utilizing inexpensive and Earth-abundant base metals to 
catalyze industrially and energetically relevant reactions involving small molecules. 
2.4 Experimental Section 
2.4.1 Synthetic Considerations 
Unless otherwise stated, all manipulations were performed under an Ar or N2 
atmosphere inside a glovebox or using standard Schlenk techniques. Standard solvents 
were deoxygenated by sparging with N2 and dried by passing through activated alumina 
columns of a SG Water solvent purification system. Deuterated solvents were purchased 
from Cambridge Isotope Laboratories, Inc., degassed via freeze-pump-thaw cycles, and 
stored over activated 4 Å molecular sieves. All other reagents were purchased from 
commercial vendors and used without purification unless otherwise noted. The neutral 
ligand (N(o-(NHCH2PiPr2)C6H4)3 (H3L), NiLH3 (4) and NiAlL (1) were synthesized 
according to literature procedures.51, 78 Elemental analyses were performed by Robertson 
Microlit Laboratories (Ledgewood, NJ).  
Synthesis of NiGaL (2). A solution of H3L (0.466 g, 0.684 mmol) in Et2O (c. 10 mL) was 




thawed, and stirred at rt for 2 h. The resulting solution was dried in vacuo and 
reconstituted in THF (c. 8 mL), before it was cooled in a LN2 coldwell and added to a 
frozen solution of GaCl3 (0.121 g, 0.687 mmol) in THF (c. 5 mL). The mixture was 
warmed to rt and stirred for 3 h, yielding a bright orange solution. The reaction was dried 
in vacuo, reconstituted in cold pentane, and filtered through a Celite pad and dried in 
vacuo to give GaL as an orange-brown powder (0.475 g, 90 % yield). The powder was 
reconstituted in THF (c. 5 mL) and added to a solution of Ni(COD)2 (0.175 g, 6.42 
mmol) in THF (c. 8 mL). The resulting mixture quickly turned a deep red color. The 
reaction was stirred for 2.5 h at rt and dried in vacuo. Subsequent washing with cold 
pentane, extraction into benzene using a Celite pad, and drying in vacuo afforded a deep 
red solid (0.400 g, 80% yield). Single crystals were grown through the slow evaporation 
of a concentrated pentane solution. 1H{31P} NMR (ppm, C6D6, 300 MHz): 7.60 (dd, 
J=1.3, 7.7 Hz, aryl, 3H), 7.20 (td, J=1.3, 7.7 Hz, aryl, 3H), 6.57 (t, J=7 Hz, aryl, 6H), 
3.30 (d, J=13 Hz,CHH’P(iPr)2, 3H),  3.17 (d, J=13 Hz, CHH’P(iPr)2, 3H), 2.45 (br, 
methine, 3H), 1.92 (br, methine, 3H), 1.02 and 0.88 (m, methyl, 36H). 13C NMR (ppm, 
C6D6, 126 MHz): 152.0, 135.1, 127.3, 127.0, 113.7, 109.1, 50.0, 31.2, 26.9, 22.1, 19.7, 
18.4, 18.0. 31P NMR (ppm, toluene-d8, 161.9 MHz): 37.6. UV-vis (THF) λmax, nm (ε, 
M−1cm−1):  464 (3310), 490 sh (2700), 638 br (340). Anal. Calcd for 2 C39H60N4P3GaNi:  
58.10 C, 7.50 H, 6.95 N.  Found: 56.24 C, 7.12 H, 6.03 N. 
Synthesis of NiInL (3). A solution of H3L (0.204 g, 0.300 mmol) in Et2O (c. 10 mL) was 
frozen in a LN2 coldwell. The solid was layered with nBuLi (0.420 mL, 1.05 mmol), 
thawed, and stirred at rt for 2 h. The resulting solution was dried in vacuo and 




frozen solution of InCl3 (0.067 g, 0.303 mmol) in THF (c. 6 mL). The mixture was 
warmed to rt and stirred for 3 h, yielding a yellow-orange solution. The reaction mixture 
was dried in vacuo, reconstituted in benzene, and filtered through a Celite pad. The 
filtrate was dried in vacuo, yielding InL as a yellow-orange powder, which was then 
reconstituted in THF (c. 8 mL) and added to a solution of Ni(COD)2 (0.082 g, 0.298 
mmol) in THF (c. 8 mL) under an argon atmosphere. The mixture quickly turned purple-
red, and was stirred for 3 h at rt before being dried in vacuo. Washing with pentane 
followed by extraction into benzene using a Celite pad and drying in vacuo gave a 
purple-red product (0.127 g, 50% yield). Single crystals were grown by layering pentane 
atop a concentrated benzene solution. 1H{31P} NMR (ppm, C6D6, 300 MHz): 7.73 (d, J=7 
Hz, aryl, 3H), 7.21 (t, J=8 Hz, aryl, 3H), 6.63 (d, J=8 Hz, aryl, 3H), 6.55 (t, J=7 Hz, aryl, 
3H), 3.38 (br, CH2P(iPr)2, 6H), 2.50 (br, methine, 3H), 1.96 (br, methine, 3H), 0.95 (m, 
methyl, 36H).  13C NMR (ppm, C6D6, 126 MHz): 153.1, 135.0, 128.5, 127.0, 113.0, 
109.9, 52.6, 29.9, 27.3, 22.2, 19.6, 18.8, 17.8. 31P NMR (ppm, toluene-d8, 161.9 MHz): 
44.4. UV-vis (THF) λmax, nm (ε, M−1cm−1):  488 (4000), 530 sh (3400), 699 br (420). 
Synthesis of (N2)NiInL (3−N2). A solution of H3L (0.368 g, 0.541 mmol) in Et2O (c. 10 
mL) was frozen in a LN2 coldwell. The solid was layered with nBuLi (0.765 mL, 1.91 
mmol), thawed, and stirred at rt for 2 h. The resulting solution was dried in vacuo and 
reconstituted in THF (c. 8 mL), before it was cooled in a LN2 coldwell and added to a 
frozen solution of InCl3 (0.120 g, 0.543 mmol) in THF (c. 8 mL). The mixture was 
warmed to rt and stirred for 3 h, yielding a yellow-orange solution. The reaction mixture 
was dried in vacuo, reconstituted in benzene, and filtered through a Celite pad. The 




yield. InL was subsequently reconstituted in THF (c. 8 mL) and added to a solution of 
Ni(COD)2 (0.149 g, 0.553 mmol) in THF (c. 10 mL) under an N2 atmosphere. The 
mixture quickly turned dark red, and was allowed to stir for 2.5 h at rt before being dried 
in vacuo. After washing with cold pentane, the solids were extracted into benzene using a 
Celite pad, and dried in vacuo to give a dark red product (0.340 g, 70% yield). Single 
crystals were grown through the slow evaporation of a concentrated pentane solution. 
1H{31P} NMR (ppm, C6D6, 300 MHz): 7.74 (d, J=6 Hz, aryl, 3H), 7.24 (t, J=7.5 Hz, aryl, 
3H), 6.66 (d, J=6 Hz, aryl, 3H), 6.59 (t, J=7.5 Hz, aryl, 3H), 3.16 (br, CH2P(iPr)2, 6H), 
2.06 (br, methine, 6H), 0.95 (m, methyl, 36H). 13C NMR (ppm, C6D6, 126 MHz): 152.7, 
135.8, 128.0, 126.9, 113.1, 109.7, 28.4, 19.4, 19.2. 31P NMR (ppm, toluene-d8, 161.9 
MHz): 53.7 (br). UV-vis (THF) λmax, nm (ε, M−1cm−1):  462 br (1330). IR: ν(N-N)=2144 
cm−1 (KBr pellet). Anal. Calcd for 3−N2, C39H60N6P3InNi:  53.27 C, 6.88 H, 9.56 N.  
Found: 53.28 C, 7.15 H, 7.25 N. Nitrogen content was found to be consistently lower 
than expected due to the lability of N2 under combustion analysis conditions.    
2.4.2 X-ray Crystallographic and Structure Refinement Details 
A dark red plate of 2, a pink plate of 3, red plate of 3−N2 were placed onto the tip 
of a 0.1 mm diameter glass capillary and mounted on a Bruker APEX II CCD 
diffractometer for data collection at either 123(2) or 173(2) K. The data collection was 
carried out using either Cu Kα (3−N2) or Mo Kα (2, 3) radiation (graphite 
monochromator). The data intensity was corrected for absorption and decay 
(SADABS).172 Final cell constants were obtained from least-squares fits of all measured 
reflections. The structure was solved using SHELXS-97 and refined using SHELXL-97. 




the E-map. Full-matrix least-squares/difference Fourier cycles were performed to locate 
the remaining non-hydrogen atoms. All non-hydrogen atoms were refined with 
anisotropic displacement parameters. Hydrogen atoms were placed in ideal positions and 
refined as riding atoms with relative isotropic displacement parameters.173 PLATON 
Squeeze was used to remove a disordered benzene molecule from the unit cells of 2 and 
3, as well as a pentane molecule from the unit cell of 3−N2.174 Images were rendered 
using POV-ray.175 Crystallographic data are summarized in Table 2.8. Note that 
additional crystallographic details are not provided for complexes crystallized by other 
researchers in our group that were discussed (ie. ML and NiML*3 complexes). 
Table 2.8.  Crystallographic Details for Complexes 2, 3, and 3−N2. 
  2 3 3−N2 
chemical formula C39H60N4P3GaNi C39H60N4P3InNi C39H60N6P3InNi 
Fw 806.26 851.36 879.37 
cryst syst Triclinic Hexagonal Monoclinic 
space group P-1 P-3 P21/c 
a(Å) 11.275(2) 10.879(2) 14.8145(3) 
b(Å) 14.152(3) 10.879(2) 14.4294(3) 
c(Å) 14.267(3) 21.208(4) 22.8207(4) 
α (deg) 70.822(2) 90 90 
β (deg) 80.649(2) 90 95.670(1) 
γ (deg) 82.759(2) 120 90 
V (Å3) 2115.2(7) 2174.0(7) 4854.4(2) 
Z 2 6 4 
Dcalcd (g cm−3) 1.266 1.42 1.343 
λ (Å), μ (mm−1) 0.71073, 1.226 0.71073, 1.229 1.54178, 5.497 
Τ (Κ) 173(2) 173(2) 123(2) 
θ range (deg) 1.52 to 27.44 0.99 to 26.37 3.63 to 68.21 
reflns collected 24408 11828 29361 
unique reflns 6957 2089 7761 
data/restraint/parameters 9522/0/445 2956/0/149 8834/0/514 
R1, wR2 (I > 2σ(I)) 0.0566, 0.1653 0.0489, 0.1045 0.0547, 0.1465 




2.4.3 Physical Methods 
1H, 13C, and 31P NMR spectra were recorded on Bruker 400 or 500 MHz and 
Varian 300, 500, or 600 MHz spectrometers and referenced to internal residual solvent 
(or H3PO4 for 31P). UV-vis spectra were collected on a Cary-14 instrument. IR spectra 
were obtained in KBr pellets using a Bruker Tensor-37 FTIR with OPUS 6.5 software. 
Cyclic voltammetry (CV) was conducted using a CH Instruments 600 electrochemical 
analyzer. The one-cell setup utilized a glassy carbon working electrode, platinum wire 
counter electrode, and Ag/AgNO3 reference electrode in CH3CN. Analyte solutions were 
prepared in either THF or CH3CN solutions of [TBA][PF6] (0.1 or 0.4 M) and referenced 
internally to the FeCp2/FeCp2+ redox couple.  
2.4.4 Computational Methods 
Density Functional Theory (DFT) and Time-Dependent DFT (TD-DFT) Calculations 
To find a suitable computational method to study the Ni−M bimetallic systems, we 
tested four functionals, M06-L,176 M06-D3,177 PBE0,178 and PBE0-D3,179 with four 
combinations of basis sets, which are denoted as bs1-bs4 (see Table 2.9). The combination 
of M06-D3/bs4 were suggested to give accurate results for a Pd−Pd bimetallic system.180 
Geometric structures were optimized in the gas phase at 0 K. Solvation effects were also 
considered by performing single-point calculations for all stationary points using the 
SMD181 solvation model and THF as the solvent. All DFT calculations were performed 
with the Gaussian 09 program package.182 TD-DFT calculations (M06-D3177/bs4, 
Gaussian09182) with solvent consideration (SMD, THF) were performed to obtain the 
absorption spectra of the series of NiML complexes (M=Al, Ga, In), along with the mono-




UV-vis spectra were made on the basis of TD-DFT calculations. TD-DFT calculations to 
study the electronic structure of [NiML]−, M=Al ([1]−), Ga ([2]−), were also performed 
(M06-D3177/bs4), and the SOMO from these calculations is displayed in Figure 2.11b. In 
addition, preliminary NBO114 calculations were carried out on DFT-optimized structures, 
using SDD183-184 pseudopotentials for both Ni and M, along with 6-31G(d) and 6-
311+G(2df,p) basis sets for C, H and N, P atoms, respectively.  
Complete Active Space Self-Consistent Field (CASSCF) Calculations 
CASSCF185 calculations were performed on the M06-L176/DEF2186-optimized 
structures of [1]− and [2]− with an active space of 11 electrons in 12 orbitals using the 
MOLCAS-8.1 package187 with relativistic basis sets of atomic natural orbitals types: ANO-
RCC-VDZ188 for N, P, C, and H atoms and ANO-RCC-VTZP for Ni and Ga atoms. 
Table 2.9. Basis sets descriptions 
Basis set M Ni N,P C,H 
bs1 def2-TZVPP&SDD def2-TZVPP def2-TZVP def2-SVP 
bs2 SDD & SDD def2-TZVPP def2-TZVP def2-SVP 
bs3 LANL2DZ 6-31G(d) 6-31G(d) 6-31G(d) 
bs4 LANL2DZ 6-311g(d,p) 6-311g(d,p) 6-311g(d,p) 
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With a series of bimetallic complexes in hand with different Ni electronic and 
geometric properties afforded via dative interactions with group 13 supporting metals, the 
binding and activation of small molecule substrates was targeted. In light of the increased 
electron-deficiency of the Ni centers in the NiML complexes relative to a single Ni center 
(eg. NiLH3), the binding of substrates with favorable σ-donor properties was surveyed. 
Gratifyingly, the NiML complexes were found to bind many small molecules that NiLH3 
was unable to; this was exciting in that binding is the first step in activating small 
molecules toward further functionalization, and has typically proven to be a particularly 
difficult step for Ni complexes.45, 189 
Chapter 3 will describe how the dual electronic and steric effects of larger 
supporting group 13 metals, which were discussed at length in chapter 2, were found to 
promote more favorable binding of substrates at Ni. The largest supporting metal ion 
examined, In(III), was found to promote the binding of a variety of different small 
molecules to complex 3, with the relative order of binding found to be CO >> H2 > N2 > 
C2H4 > CO2.97 Complex 2 was found to bind the strongest σ-donor in that set, CO, as well 
as H2.45, 97, 190 Given the rarity of H2 binding to Ni complexes and the ubiquity of H2 
binding and activation as a fundamental step in many catalytic processes,22, 45, 84, 95, 191-192 
the products of H2 binding, (η2-H2)NiML, quickly became a primary research focus. In 
this chapter, the characterization of the (η2-H2)NiML complexes is presented, along with 
thermodynamic and kinetic studies of the H2 binding equilibria. Notably, these are the 
first such studies for Ni(η2-H2) complexes, as well as the first for an isostructural series of 




provides a unique opportunity to understand H2 binding and activation at Ni, and to 
elucidate the influence of the supporting metal on this uncommon reactivity for Ni. 
Remarkably, significant modulation of the thermodynamic favorability of H2 
binding to Ni was observed simply by introducing and varying the group 13 supporting 
metal, with ΔG° values spanning ~5 kcal/mol and covering the entire range of previously 
reported values for H2 binding to all transition metals.45, 122, 193-194 This wide range of H2 
binding propensities controlled by supporting metal choice may be broadly useful, as 
inducing H2 binding and activation at base metals in order to allow subsequent 
hydrogenation of substrates is often a challenge aspect of replacing precious metal 
hydrogenation catalysts.21, 45, 122 The wide range of thermodynamic ΔG° values manifests 
in significantly different rates of H2 self-exchange, binding, and loss, with varying the 
supporting ion from Al to In found to decrease the H2 exchange rate by a factor of ~6 at 
298 K. Interestingly, the free energy of activation (ΔG‡bind) and the thermodynamic free 
energy (ΔG°) of H2 binding was found to correlate linearly across the NiML series, with 
a 1 kcal/mol decrease in ΔG° found to correspond to approximately a 1 kcal/mol decrease 
in ΔG‡bind. 
The isostructural nature of the (η2-H2)NiML complexes allowed for the 
identification of supporting metal size as the fundamental property which dictates both H2 
binding propensity and self-exchange kinetics at Ni. The greater Lewis acidity of larger 
supporting metals toward Ni was found to result in more electron-deficient Ni centers 
which induce a greater degree of σ-donation from the H−H σ-bond, resulting in slightly 
greater elongation of the bound H−H bond (In > Ga > Al).30, 97 Supporting metal size was 




more weakly than H2 by ~2 kcal/mol (in terms of ΔG°) in all cases. A discussion of the 
disentanglement of the steric and electronic effects of larger supporting metal ions on the 
binding of H2 and N2 is presented, with steric factors proposed to play a large role in 
dictating binding favorability. For M=In, the largest supporting metal, strong H2 binding 
allowed for unprecedented structural elucidation of (η2-H2)NiInL (3−H2) via single-
crystal neutron diffraction—the first such study for a Ni(η2-H2) complex or any d10 M(η2-
H2) complex. 
Lastly, UV-vis studies and time-dependent density functional theory (TD-DFT) 
calculations were carried out to illustrate the specific electronic structure perturbations of 
the supporting metal which poise NiML complexes for the binding of small molecule 
donor substrates, with extended transition state—natural orbitals for chemical valence 
(ETS-NOCV) calculations indicating that H2 binding primarily occurs via H−H σ-
donation to the empty, Lewis-acid stabilized Ni 4pz orbital. Collectively, this chapter 
presents a comprehensive understanding of how a group 13 Lewis acidic metal ion poises 
a proximal transition metal center for small molecule binding and influences both the 
thermodynamics and kinetics of binding equilibria. Further reactivity of the bound and 
activated H2 ligand will be explored in chapters 4 and 5, with NiML complexes found to 
be competent catalysts for mediating hydrogenation reactions which Ni complexes 
typically are unable to catalyze. 
3.2 Introduction 
Utilizing inexpensive and earth-abundant metals as catalysts for energetically-
relevant small molecule functionalization reactions while still retaining the excellent 




remains a pervasive goal of inorganic and organometallic chemistry research.1, 10, 21-22, 84 
Aside from the undesirable propensity of first-row metals to undergo unproductive one-
electron redox chemistry, base metal catalysts (Mn, Fe, Co, Ni) are often unable to 
activate substrates effectively to allow catalytic functionalization.21-22, 45 This is 
particularly true in the case of developing Ni complexes capable of binding and 
activating H2,30, 45, 195 which is the first step in many important catalytic processes, 
including hydrogenation, isomerization, hydrogen oxidation, and proton reduction. This 
chapter will explore the reactivity of the NiML complexes, which were characterized in 
chapter 2, with small molecules such as H2 and N2. Ideally, the interaction with the 
supporting group 13 metal (M=Al, Ga, In) could promote binding and activation of H2 
and N2 at Ni, both of which would represent atypical reactivity for Ni complexes.  
In general, examples of Ni reacting with H2 and N2 are uncommon because Ni 
tends to be both a poor π-back-donor and a poor σ-acceptor.30, 45, 196-197 Classical H2 
oxidative addition at a single Ni center has not been reported to our knowledge, attesting 
to Ni being a poor π-back-donor into the σ* orbital of H2 compared with its more 
electronegative first-row metal neighbors on the periodic table, Co and Fe.30, 44 Likewise, 
the lower propensity of Ni for engaging in π-back-donation also typically renders N2 
binding unfavorable, since ample π-back-donation into the π* orbitals of N2 is critical for 
binding.81, 189 For this reason, Ni is not the metal of choice for N2 activation, with only 
seven reported structurally characterized examples of end-on binding of N2 to Ni reported 
to prior to this work.117, 189, 198-200 Even in those rare cases in which N2 binds to Ni, the 
minimal extent of N≡N activation due to the poor π-basicity of Ni render Ni(N2) 




189, 198 For this reason, this chapter will largely focus on the binding and activation of H2 
by the NiML complexes.  
In considering H2 binding to Ni, in addition to Ni being a poor π-back-donor, H2 
σ-donation to Ni is also unfavorable. For zero-valent Ni, all of the d-orbitals are filled, 
and thus unavailable to accept electron density from the H2 σ-bond. Likewise, typical 
square-planar Ni(II) complexes have a filled dz2 orbital, precluding it from interacting 
with the H2 σ-bond as well.30 Given these limitations, it is perhaps not surprising that 
thermally stable Ni(η2-H2) adducts were not discovered until the past decade, and are still 
exceedingly rare.30, 45 Prior to our report of (η2-H2)NiGaL and (η2-H2)NiInL complexes,97 
which will be detailed in this chapter, only one other H2 adduct of Ni(0) had been 
reported,117 along with three H2 adducts of cationic Ni(II).189, 198 As described in chapter 
1, utilizing Lewis acidic Z-type metalloligands which engage in direct dative bonds with 
transition metals has emerged as a promising strategy for stabilizing low-valent, first-row 
transition metal centers which are reactive toward small molecules like H2 and N2.44, 117-
119, 122-127 This strategy has previously been utilized to allow for binding and 
functionalization of N2 with Fe−Al and Co−Al pairings within our ligand framework.78, 83 
For NiML complexes, this chapter will detail efforts to investigate the effect of the 
supporting metal on H2 and N2 binding to Ni, which would typically be unfavorable 
binding equilibria for most Ni complexes.  
Despite the ubiquity of H2 binding, transient or otherwise, as a key fundamental 
reaction step in catalysis, very limited experimental data has been reported regarding the 
thermodynamic favorability and kinetic rates of H2 binding to transition metals.122, 193-194, 




complexes: Co(tris-(o-diisopropylphophinophenyl)borane), abbreviated as Co(TPB), and 
Cr(CO)3(PCy3)2 are the only first-row metal complexes for which solution-state 
thermodynamic measurements of H2 binding have been reported to our knowledge.122, 203, 
205 A potential rationale for this void in quantitative characterization stems from the 
notion that without a series of similar M(η2-H2) adducts with which to compare, the gains 
in understanding attained by quantifying H2 binding to a single metal complex are fairly 
limited. Excitingly on this front, our double-decker ligand and step-wise metalation 
procedure have allowed for the characterization of an isostructural series of three 
bimetallic (η2-H2)NiML complexes, which are rare examples of d10 M(η2-H2) complexes. 
These isostructural metal-dihydrogen complexes offer a unique opportunity to understand 
H2 binding and activation at Ni, as well as the thermodynamics and kinetics of H2 binding 
equilibria and the influence of the supporting metal therein. As will be discussed in future 
chapters, the ability of the supporting metal to modulate H2 binding and activation at Ni 
in these complexes can be exploited to mediate the catalytic hydrogenation of both 
olefins (chapter 4) and carbon dioxide (chapter 5). 
3.3 Results and Discussion 
3.3.1 A Survey of Small Molecule Reactivity for NiML Complexes 
3.3.1.1 A Review of Factors Which Dictate Small Molecule Binding to NiML Complexes 
In the previous chapter, a series of bimetallic NiML complexes featuring strong 
Ni(0)→M(III) dative bonds (M=Al, Ga, In) was characterized in great detail to 
understand the effects of varying the group 13 supporting metal on the properties of the 
resulting Ni complexes. Overall, two primary effects of the supporting metal were 




with small molecule substrates in this chapter. First, the supporting metal was found to 
exert a dramatic Lewis acidic tuning effect on the electronic environment of the proximal 
Ni centers in NiML complexes, as evidenced by the modulation of the Ni(I/0) redox 
potential by ~800 mV in CH3CN relative to that of complex 4, a similarly ligated Ni(0) 
center without a supporting metal. Specifically, larger supporting M(III) ions were found 
to result in a greater extent of electron withdrawal from Ni (In > Ga > Al > no support). 
The second primary effect of the supporting metal was a steric effect that was seen to 
play a key role in dictating the positioning of Ni and M with respect to their binding 
pockets within the ligand. Specifically, larger M(III) ions were seen to force Ni further 
above the P3-plane, and away from its preferred position of approximately coplanar with 
the phosphines (ie. in 4), which would allow for optimal Ni−P spatial orbital overlap and 
bonding. This change in the geometric positioning of Ni to be further above the P3-plane 
was hypothesized to be important when considering its reactivity, as less reorganization 
energy would then be required in order for Ni to adopt the requisite pseudo-tetrahedral 
geometry for apical substrate binding.97 
In order to gauge how these two effects dictate reactivity, the propensity of NiML 
complexes to bind various small molecule substrates was surveyed. It was hypothesized 
that both of these effects would promote more favorable binding and activation of 
substrates compared with NiLH3 (4). While this chapter will largely focus on the binding 
and activation of H2, and to a lesser extent that of N2, a full scope of small molecule 





3.3.1.2 Small Molecule Reactivity as a Function of Supporting Metal and Substrate 
Donor Strength 
Figure 3.1 shows the results of the initial reactivity scope of the NiML complexes 
with various small molecules. The binding reactions are described as being reversible or 
irreversible, which refers to the lability of the bound gas molecule to vacuum and serves 
as a convenient experimental descriptor of the qualitative strength of binding (Figure 
3.1). 
Figure 3.1. Initial survey of binding reactivity of NiML complexes with small molecules 
under 1 atm gas pressure. Reversible and irreversible designations used to qualitatively 
describe the strength of binding based on the lability of the bound gas molecule to 
vacuum. No reaction is indicated by “−”, and “weak, low T” indicates that binding only 
becomes observable at low T (for 1 atm pressure). A “?” indicates unknown reactivity 
with that particular substrate, and “decomp.” indicates decomposition to multiple 
products.  
In Figure 3.1, the Ni complexes have been ordered based on the degree of 
electron-deficiency of the Ni center (In > Ga > Al > no support), as judged by CV 
studies, and the substrates have been arranged to match the observed order of increasing 
binding strength to the NiML complexes (CO >> H2 > N2 > C2H4 > CO2; vide infra).45, 
190, 195, 207 It should be noted that C2H4 can act as a stronger σ-donor ligand than H2 and 




for binding to all metals. One would expect that more electron-deficient Ni centers would 
react more readily with substrates that are primarily σ-donors than would more electron-
rich Ni centers. Likewise, stronger donor substrates would be expected to react more 
readily with all complexes than weaker donors. Both of these expectations match the 
results, as complex 3 is the only complex to react to some extent with all five substrates 
examined, whereas only H2 and CO bind to the relatively more electron-rich Ni center in 
complex 2. Complex 1, more electron-rich still, was only observed to bind H2 weakly at 
low T, and none of the substrates were observed to bind to complex 4, which features the 
most electron-rich Ni center of the series. 
It should be noted that the initial reactivity scope summarized in Figure 3.1 was 
carried out at room temperature (rt) and 1 atm gas pressure, unless otherwise noted by the 
“low T” designation. As will be seen in the course of this chapter, changing the gas 
pressure and T can drastically perturb the binding equilibria such that even very weak 
binding equilibria can be observed and measured. This chapter will largely focus on the 
binding of H2 and N2 to NiML complexes, but to begin with, the binding of CO, CO2, and 
C2H4 will be briefly discussed. In addition, attempted binding reactions of NiML with 
N2O and THF will also be detailed. 
3.3.1.3 CO Binding to NiML Complexes: Utilizing IR Spectroscopy of Bound CO as an 
Indirect Gauge of Electron-Richness of Ni and Supporting Metal Lewis Acidity 
 The reactivity of CO with NiML complexes was probed, with the goal of 
generating an isostructural series of (OC)NiML complexes. An attractive feature of such 
a series would be the fact that the IR stretch of the bound CO molecule, ν(C−O), would 




substrate activation. A more electron-rich Ni center would be expected to result in a 
greater degree of CO activation, and thus a lower frequency IR stretch, ν(C−O), via 
increased π-back-donation from the Ni 3dxz/dyz orbital to the CO π* orbitals.110 
 The desired (OC)NiML complexes were targeted via two different synthetic 
routes: (1) the addition of either 1 atm or 1 equiv CO gas to NiML, and (2) the addition of 
excess paraformaldehyde to NiML. The latter route had been previously reported to give 
a carbonyl dihydride species for the Fe(TPB) complex,124 and had been seen to react 
similarly by Matt Vollmer in our group to give an unpublished (OC)Fe(H)2AlL complex. 
One can envision that such species may be unstable to reductive elimination of H2 in 
many cases, resulting in the net addition of CO. Indeed, this is exactly what happens in 
the reaction of paraformaldehyde with 2 3 to cleanly generate the (OC)NiML complexes, 
2−CO and 3−CO (Figure 3.2).  
The (OC)NiML complexes can also be generated from the addition of 1 equiv CO 
to NiML, and in the case of 3−CO by the less precise addition of 1 atm CO. It should be 
noted that the addition of 1 atm CO to 2 results in the formation of multiple species. 
Similar undesired reactivity to give intractable products is observed for the reaction of 
NiAlL (1) and NiLH3 (4) with either 1 equiv CO or paraformaldehyde. It is hypothesized 
that because CO is such a strong ligand, the addition of multiple CO ligands occurs if 
excess CO is present, which could potentially result in de-ligation of Ni from the 
phosphine donors of the ligand. It was observed that stronger Ni→M interactions (Al < 
Ga < In) result in greater stability of (OC)NiML to excess CO, which could be because 




and/or because stronger Ni→M bonds are less prone to cleaving in order to allow Ni to 
bind additional CO ligands.  
Figure 3.2. Solid-state x-ray structures of (OC)NiInL (3−CO, left) and (OC)NiGaL 
(2−CO, right) displayed with 50% thermal ellipsoids. Solvent molecule and H atoms 
were omitted for clarity. Metal atoms are labeled, and phosphorus (orange), nitrogen 
(blue), carbon (gray), and oxygen (red) atoms are color coded accordingly. Relevant 
structural parameters are shown in Table 3.1. 
Solid-state structures of 2−CO and 3−CO are displayed in Figure 3.2, the former 
of which was obtained by Matt Vollmer, and selected structural parameters are shown in 
Table 3.1. In order to bind CO, the Ni center adopts a pseudo-tetrahedral geometry and is 
positioned further above the P3-plane by ~0.2 Å in both 2−CO and 3−CO relative to their 
respective NiML complexes. The Ni→M bond weakens but remains intact, with r values 
increasing from 0.97 to 1.03 for 2−CO and from 0.92 to 0.95 for 3−CO. This weaker 
interaction is still consistent with a single dative bond, and results from the drastic re-
positioning of Ni upon CO binding which is only partially counteracted by the supporting 
metal moving ~0.03 Å further above the N3-plane. Although solid-state C≡O bond 
distances are not a great indicator of the degree of activation, the minimal elongation of 
the C≡O bond in 2−CO and 3−CO relative to free CO (1.128 Å) is consistent with only 




Table 3.1. Selected structural parameters comparing NiML complexes97 (2, 3) to their 
respective CO adducts (2−CO, 3−CO). 
 Metric 2 2−CO 3 3−CO 
Ni-M 2.3789(8) 2.5287(3) 2.4573(12) 2.5232(9) 
r a 0.97 1.03 0.92 0.95 
Ni-Pave 2.210(1) 2.2488(3) 2.252(1) 2.303(1) 
M-Napical 2.216(3) 2.292(2) 2.309(6) 2.372(4) 
M-Neq, ave 1.954(2) 1.938(1) 2.119(4) 2.113(3) 
Ni to P3-plane 0.13 0.36 0.23 0.42 
M to N3-plane 0.37 0.40 0.48 0.51 
Ni-C − 1.775(2) − 1.755(6) 
C-O − 1.148(2) − 1.151(7) 
aFormal shortness ratio using Alvarez covalent radii134 for Ni, Ga, and In. 
A more informative quantitative gauge of the extent of CO activation and 
Ni→CO π-back-bonding is provided by comparing the relative values of ν(C−O) for 
2−CO and 3−CO. As shown in Figure 3.3, ν(C−O) for (OC)NiML shifts to lower 
frequency by 7 cm−1 upon substitution of In (1968 cm−1) for Ga (1961 cm−1; see Figures 
A.2.6-A.2.7 for IR spectra). Although this 7 cm−1 shift is relatively small compared with 
the range of ~50 cm−1 that was compiled by Tolman for Ni(CO)3(PR3) complexes with 
varying phosphine ligands,210 the lower stretching frequency for 2−CO compared with 
3−CO is consistent with a slightly more electron-rich Ni center in 2 compared with 3, 
which results in more Ni→CO π-back-donation in the former case (Figure 3.3).  
The slightly greater electron-richness of the Ni center in 2 compared with 3 is also 
in line with the Ni(I/0) redox potentials for the two complexes from CV studies, which 
were discussed in chapter 2. It should be noted that the unknown product of reacting 
NiLH3 (4) with either 1 equiv CO or paraformaldehyde shows two ν(C−O), at ~1926 and 
~1981 cm−1. One would expect a lower frequency ν(C−O) for the hypothetical 4−CO 




4, but it seems likely that Ni coordinates multiple CO ligand and/or dissociates from the 
ligand, with the two ν(C−O) potentially attributable to symmetric and asymmetric 
stretches from a species with multiple CO ligands. 
Figure 3.3. Characterization of an isostructural pair of (OC)NiML complexes (M=Ga, In) 
and evaluation of the relative electron-richness of Ni via IR spectroscopy. 
Similar trends were observed in the relative ν(C−N) for an isostructural series of 
(tBuNC)NiML complexes, which were synthesized by the addition of a slight excess of 
tBuCN (1.1 equiv) to NiML in THF. Notably, the NiAlL adduct can be synthesized for 
tBuCN but not for CO, likely due to the lesser propensity of multiple tBuCN ligands to 
bind and lead to undesired products and decomposition. The terminal tBuNC adducts of 
1, 2, and 3 have ν(C−N) of 2091, 2098, and 2099 cm−1, respectively. The relative order of 
the stretching frequencies (In > Ga > Al) matches what would be expected based on the 
relative order of Ni electron-deficiency and π-back-bonding propensity, though again it 
should be noted that the differences in stretching frequency are minor overall. The 




(tBuCN)NiML complexes (1 cm−1) compared with ν(C−O) in (OC)NiML complexes (7 
cm−1), while the shift to lower frequency for the tBuCN adduct of 1 speaks to the slightly 
greater electron-richness of Ni in 1 relative to 2 and 3.  
Although the CO and tBuCN adducts of NiML complexes are not useful for 
further reactivity, they do lend insight into how the different electronic environments of 
Ni, afforded by the various group 13 supports, may impact reactivity with substrates. 
These isostructural series of complexes permit indirect quantitative assessment of the 
electron-richness of Ni and the Lewis acidity of the supporting metal. Furthermore, such 
a series had long been targeted to assess the electronic influence of the supporting metal 
on reactivity, and so it is satisfying that it has been realized for both CO and tBuCN 
adducts of NiML, and that the relative stretching frequencies, while only slightly 
different, are well understood in terms of the relative electron-richness of the Ni centers.  
3.3.1.4 Binding of Weak Donor Substrates to NiML Complexes: CO2 and Ethylene 
As shown in Figure 3.1, the only evidence under 1 atm pressure for the binding of 
CO2 and ethylene (C2H4) was observed for complex 3. That complex 3 would be the only 
NiML complex to bind CO2 and ethylene makes intuitive sense, since these are both 
weaker ligands than CO and complex 3 features the most electron-deficient Ni center, 
which will prefer an additional donor ligand even if it is a relatively poor one. No 
structural evidence of CO2 and ethylene binding was obtained, as both ligands were 
found to bind to 3 weakly, such that the bound CO2 and C2H4 ligands were labile to 
vacuum. Figure 3.4 shows 31P NMR spectra for 3 under 1 atm of Ar, N2, CO2, and C2H4, 





Figure 3.4. Stacked 31P spectra of 3 under 1 atm gas pressure of various small molecules. 
Addition of ethylene (C2H4) and CO2, to 3−N2 after a freeze-pump thaw cycle is shown 
on the left. Residual 3−N2 and 3 (*) are denoted. Addition of H2 and CO is shown at the 
right in comparison to 3 under 1 atm Ar. Note that the spectra on the left were obtained in 
C6D6, whereas those on the right were taken in toluene-d8 (minimal differences in 31P δ 
were observed between the two solvents). 
In general, sharper 31P resonances that are shifted further downfield relative to 
that of 3 (44.4 ppm under 1 atm Ar) was found to be indicative of stronger binding (vide 
infra), as can be seen by the relatively sharp resonances for 3−CO and 3−H2, which are 
shifted downfield by ~22 ppm relative to 3. 3−H2 is shown solely for comparison here, 
and its characterization will be discussed in detail in the remainder of this chapter. Upon 
exposure of 3−N2 to 1 atm CO2 or C2H4, 31P peaks which are considerably broadened, but 
only slightly shifted downfield of 3, were observed (Figure 3.4). Note that some 3−N2 
remains in equilibrium with CO2 and C2H4 despite the much greater pressure of those 
gases relative to residual N2 remaining after a freeze-pump-thaw cycle, which is a 
testament to the very weak binding of CO2 and C2H4 relative to N2.  
As will be explored in much greater and quantitative detail for H2 and N2, the 




very weak binding via a rapid equilibrium between 3 and the bound adduct species. As 
will be explained more later in this chapter, because the equilibrium is faster than the 31P 
NMR timescale (121.4 MHz), the observed 31P peak is equal to the population-weighted 
average of the chemical shifts of 3 and the fully bound species.211-213 Thus, the equilibria 
clearly lie very far toward 3 since the resonances only shift marginally downfield relative 
to the chemical shift of 3. Although relatively little 3−CO2 and 3−C2H4 species exist in 
solution relative to 3, these equilibria can be perturbed and made to favor the bound 
adduct species to a greater extent by decreasing T and/or increasing the gas pressure, 
which is shown for CO2 binding in Figure 3.5. 
Figure 3.5. Stacked 31P NMR spectra which show perturbations to the CO2 binding 
equilibria to favor the bound species by increasing CO2 pressure (for 3, left) or 
decreasing T (for 2 under 34 atm CO2, right). Note that all spectra were obtained in 
toluene-d8, except the top two on the left (C6D6), with minimal differences observed 
between the two solvents for these complexes. 
While exposure of 3 to 1 atm CO2 resulted in only slight broadening and a 
marginal downfield shift in the 31P NMR spectra (~0.5 ppm), increasing the CO2 pressure 
to 34 atm is seen to result in a much more dramatic shift to 53.7 ppm (Figure 3.5). 




(202.4 MHz), the true chemical shift of 3−CO2 would need to be determined by finding 
the low T convergence of the 31P shift under high CO2 pressures. Unlike the fast 
equilibrium for 3 and 3−CO2, a slow interconversion relative to the 31P NMR timescale 
(202.4 MHz) is observed for 2 and 2−CO2, as seen by the distinct 31P peaks observed 
under 34 atm CO2 at low T (Figure 3.5). 
The new 31P peak assigned to 2−CO2 was observed at ~43.3 ppm and was found 
to grow in concentration relative to 2, both over time and with decreasing T. It should be 
noted that extremely forcing conditions were utilized. CO2 is present as a supercritical 
liquid in relatively high concentrations compared to solvent at 34 atm CO2 and low T,214 
and so, for all intents and purposes, 2 does not bind CO2 under any relevant conditions. 
Careful binding experiments, akin to those which will be discussed in this chapter for H2 
and N2 binding, could be performed in principle to quantify the binding equilibria of CO2 
and C2H4 to complexes 2 and 3. Nevertheless, these preliminary qualitative binding 
studies, in conjunction with the more quantitative binding studies for H2 and N2 that will 
be presented in the remainder of this chapter, have established the relative strength of 
small molecule binding for complex 3 to be CO >> H2 > N2 > C2H4 > CO2.  
Based on DFT computational studies conducted by Dr. Jing Xie (Figure A.2.8), 
this relative order of ligand binding strengths is expected hold true for complex 2; 
however, interactions of 2 with C2H4 and CO2 were more difficult to observe 
experimentally and required forcing conditions. To date, no reaction of 2 with C2H4 has 
been observed, though it is suspected that this is due to the fact that 2 has only been 
studied under 1 atm C2H4, given the observation of 2−CO2 under 34 atm CO2 and the fact 




C2H4 to 2 and 3, the binding of CO2 and C2H4 to 1 did not seem to be likely to occur and 
was not studied in detail. It is interesting that the relative order of small molecule ligand 
binding for NiML complexes matches that reported by Milstein and co-workers (H2 > N2 
> C2H4 > CO2) for a Rh complex.215 The weaker binding of CO2 and C2H4 to NiML 
complexes is consistent with these ligands being relatively poor σ-donors in comparison 
to CO, which is also an excellent π-acceptor ligand.45, 190, 195, 207, 216 It seems NiML 
complexes feature a sufficiently electron-deficient Ni center that prefers to bind 
reasonably strong and sterically unhindered σ-donors, as will be corroborated later in this 
chapter via both experimental binding studies and computations. 
3.3.1.5 Solid-State Structural Comparison for Small Molecule Adducts of Complex 3 
A comparison of the structural parameters for the three adducts of 3 which are 
stable to vacuum, 3−CO, 3−H2, and 3−N2, is provided in Table 3.2. The x-ray structure of 
3−H2 will be discussed further in section 3.3.7, along with the corresponding neutron 
diffraction structure, while the other structures have already been described in previous 
sections (3.3.1 and 2.2.5).  
Table 3.2. Selected structural parameters for 3 and its adduct complexes (3−CO, 3−H2, 
3−N2). 
 Metric 3 3−N2 3−H2a 3−CO 
Ni-M 2.4573(12) 2.5256(7) 2.479(2) 2.5232(9) 
r b 0.92 0.95 0.93 0.95 
Ni-Pavg 2.252(1) 2.311(1) 2.2618(2) 2.303(1) 




M-Napical 2.309(6) 2.384(5) 2.366(1) 2.372(4) 
M-Neq, avg 2.119(4) 2.118(2) 2.1147(6) 2.113(3) 
Ni to P3-plane 0.23 0.38 0.29 0.42 
M to N3-plane 0.48 0.54 0.50 0.51 
aData shown for 3−H2 is from x-ray structure reported in section 3.3.7 at 100 K, with Ni-H distances given 




Notably, Ni is positioned significantly further above the P3-pane upon binding N2 
and CO than it is upon binding H2, which results in a greater weakening of the Ni→In 
bond in 3−N2 and 3−CO than for 3−H2, relative to 3. However, in all cases the Ni→In 
bond remains intact upon binding, as evidenced by the r values remaining less than unity. 
To accommodate the pseudo-tetrahedral geometry of Ni and maintain the bond, In does 
move slightly further above the N3-plane by 0.02 to 0.04 Å. At the present time, no 
experimental insight into the structures of 3−C2H4 and 3−CO2 has been obtained, as the 
weak binding has precluded crystallization in the solid-state. Side-on binding of ethylene 
is assumed, as has been well-documented in the literature.110, 208-209 CO2 can potentially 
bind in several different ways, including a linear η1-CO2 binding mode via oxygen 
coordination, or alternatively a “bent” side-on mode via coordination of one of the C=O 
π-bonds of CO2.216-217 Solution-state IR studies under high pressures of CO2 could 
potentially differentiate between different binding modes for 2−CO2 and 3−CO2. 
Computations favor a linear, η1-CO2 binding mode over a “bent”, side-on binding mode 
by ~6 kcal/mol, with both modes predicted to be highly unfavorable (endergonic by ~15 
kcal/mol for linear mode; Figures A.2.8-A.2.9).128-129 
3.3.1.6 Other Binding Experiments: N2O and THF Do Not Form Adducts with NiML 
Complexes 
Given the propensity of complex 3 to bind nearly any sterically unhindered 
substrate, the reaction of N2O with complex 3 was examined. The formation of an N2O 
adduct would be extremely rare—only three examples have been reported, with structural 
characterization remaining elusive until the most recent report by Chang and co-




developing catalytic processes which convert N2O, a greenhouse gas, into more benign 
and/or useful products.219 The reaction of 3 with N2O (1 atm) results in clean conversion 
to a new diamagnetic product, with a downfield shift from 44.4 to 59 ppm observed by 
31P NMR. This result seemed promising initially, as a control experiment in which 2 was 
exposed to 1 atm N2O did not result in any reaction or any oxidation of the phosphines. 
However, crystallization of the product of 3 with N2O revealed that phosphine oxidation 
had indeed occurred with concomitant loss of N2 and Ni (in some form), with the 
resulting P=O linkages coordinating to In(III) via the oxygen atoms (Figure 3.6). The fact 
that phosphine oxidation occurs for 3 but not for 2 under 1 atm N2O may reflect 
important differences in Ni−P lability that will be examined in greater detail in the 
chapter 4. While initially disappointing given the desire for N2O coordination, “InO3L” 
turned out to be a useful product to identify, as it was consistently observed to be the 
primary decomposition product by 31P NMR spectroscopy upon exposure of 3 to oxygen 
via the leaking of any J. Young experiment. 
Figure 3.6. Solid-state structure of “InO3L”, obtained from reaction of 3 with N2O. 
Ellipsoids are shown at the 50% level and H atoms and solvent molecules are omitted for 





Another molecule that was considered as having the potential to bind to complex 
3 was THF. Although THF is not a strong σ-donor, it has been reported to bind to a 
similar phosphine-ligated Ni(DPB) complex.44 Additionally, the catalytic hydrogenation 
of CO2 (chapter 5) and other reactivity with the NiML complexes will be conducted in 
THF for solubility reasons, and so it is worthwhile to investigate whether THF solvent 
binding to NiML is occurring to any extent. To test whether THF binding is possible for 
NiML complexes, complex 3 was tested first, as if no binding was observed to 3, it stood 
to reason that no binding would be observed for the other more electron-rich NiML 
complexes, either. Only a minimal chemical shift change of ~0.1 ppm was observed upon 
decreasing T from 298 K to ~193 K for complex 3 in a toluene solution which was spiked 
with ~100 equiv THF relative to 3. Over all T examined, the 31P chemical shift remained 
essentially identical to that for NiML in both toluene and pentane, which are not typically 
regarded as coordinating solvents. If THF binding were occurring, a more significant 
downfield shift in the 31P resonance would have been expected. Thus, THF binding can 
be ruled out as playing an appreciable role in the dynamics of NiML complexes in 
solution. The binding studies for H2 and N2 binding which will be presented in this 
chapter were originally performed in toluene instead of THF to preclude any extent of 
solvent binding, even though it turns out that THF does not bind appreciably. More 
strongly coordinating solvents, like CH3CN, were observed to bind to NiML, as 
discussed in the previous chapter (section 2.2.6). The remainder of this chapter will focus 
on the binding of H2 and N2 to the NiML complexes, with a large emphasis on 





3.3.2 Characterization of (η2-H2)NiML Complexes via NMR Spectroscopy 
3.3.2.1 Characterization by 1H and 31P NMR Spectroscopy 
The varied electronic and geometric environments of the Ni centers in complexes 
1−4 manifest in their divergent reactivity with H2. In the case of 1 and 4, no reaction with 
H2 was readily observable at rt. In contrast, exposing 2 and either 3 or 3−N2 to 1 atm H2 
cleanly generated new diamagnetic species, which were formulated as the nonclassical 
(η2-H2)NiML complexes, 2−H2 and 3−H2. Both 2−H2 and 3−H2 are characterized by a 
single 31P resonance in toluene-d8 at 298 K, at 46.1 ppm and 66.8 ppm, respectively, 
consistent with the retention of three-fold symmetry upon H2 binding. The 31P chemical 
shifts of 2 and 3 under 1 atm H2 are significantly downfield of those of 2 (37.6 ppm) and 
3 (44.4 ppm) under 1 atm argon (Figure 3.7).30, 97 It should also be noted that the 31P 
resonance for 2−H2 was observed to be very broad at 298 K in comparison to that of 
3−H2 (Figure 3.7). As will be discussed in more detail later in this chapter, it would later 
be found that this broadness is attributable to fluxionality from rapid H2 binding and 
dissociation, with the true chemical shift of 2−H2 converging to a sharp peak at ~56.9 




Figure 3.7. Stacked 31P NMR for exposure of 2 and 3 to 1 atm H2 in toluene-d8 at 298 K. 
Note that the 31P resonances under 1 atm H2 have been increased in intensity for visual 
clarity relative to those under 1 atm Ar, and so the relative broadness of the NiML to (η2-
H2)NiML peaks are not shown perfectly to scale.  
A broad, unresolved resonance was observed by 1H NMR spectroscopy for the 
bound H2 ligand in 2−H2 and 3−H2 at −2.4 and −2.5 ppm in toluene-d8, respectively 
(Figure 3.8).97 An important subtlety that hinted at differences in the H2 binding 
energetics between 2−H2 and 3−H2 was the fact that cooling a sample of 2 under 1 atm 
H2 to T ≤ 253 K was required to observe the bound H2 resonance of 2−H2 by 1H NMR 
spectroscopy, whereas this resonance was readily observable at rt for 3−H2 (Figures 
A.2.10-A.2.11). The bound H2 resonance was generally observed to sharpen, in terms of 
its linewidth, with decreasing T (Figures A.2.10-A.2.11). Additionally, 3−H2 was found 
to be stable to vacuum, whereas 2−H2 was observed under 1 atm H2, but reverted to 2 
upon removal of the H2 atmosphere via evacuation of the headspace.97 The lability of the 




and the requirement of low T to observe the proton resonance for bound H2, all 
collectively suggested weaker and more fluxional binding of H2 to 2 in comparison to 3.30 
This qualitative conclusion will be explored in much greater detail in the next section on 
thermodynamic studies of the H2 binding equilibria. 
Figure 3.8. Stacked 1H NMR (400 MHz, toluene-d8, 213 K) of 2−H2 and 3−H2 generated 
in situ upon exposure of 2 and 3 to 1 atm H2. Peak assignments are labeled, with close-
ups shown for the free and bound H2 resonances for clarity, as well as for the aryl region 
of 3−H2 to show resolved coupling. Residual solvent peaks for toluene (*), THF (^), 
diethyl ether and pentane (~) are denoted.  
3.3.2.2 Evaluation of Extent of H−H Activation in (η2-H2)NiML Complexes via NMR 
Spectroscopy 
 In order to confirm the formulation of the (η2-H2)NiML complexes as 
nonclassical dihydrogen adducts with intact H2 ligands, as opposed to Ni(II) dihydride 
species in which the H−H bond has been cleaved to give discrete Ni−H moieties, the 
degree of H−H activation in 2−H2 and 3−H2 was investigated by evaluating two different 




isotopomers, and (2) the minimum spin-lattice relaxation time, T1(min), of the bound H2 
protons. Free HD gas has a coupling constant (JHD) of 43 Hz, with the NMR resonance 
appearing as a 1:1:1 triplet due to the I=1 nuclear spin of deuterium.45, 223 Upon binding 
to a metal (M) to form M(η2-HD), the elongation of the H−D bond results in a decrease in 
the extent of coupling between the H and D atoms as they become further spatially 
separated. An intact H−D unit bound to a transition metal will typically exhibit a JHD 
coupling constant of 26 to 37 Hz.45 Importantly, the observation of H−D coupling to give 
a 1:1:1 triplet for the bound HD resonance is definitive evidence of an intact HD ligand, 
and by analogy an intact H2 unit; classical metal dihydride species, M(H)(D), do not 
show appreciable JHD coupling because the H−D bond has been fully broken.45, 224 The 
(η2-HD)NiML species, 2-HD and 3-HD, were synthesized upon exposure of 2 and 3 to 
HD gas, and exhibit JHD of 34 Hz and 32 Hz, respectively, upon cooling to 213 K in 
toluene-d8 to resolve the coupling (Figure 3.9).30, 97 
Figure 3.9. 1H NMR (600 MHz, toluene-d8, 213 K) spectrum of 3-HD generated in situ 
upon exposure of 3 to HD gas. The inset shows the bound HD resonance observed by 1H 
NMR (600 MHz, toluene-d8, 213 K) for the analogous 2-HD complex. Residual solvent 




Both Morris225 and Heinekey,223 and their respective co-workers, have 
independently developed similar empirical relationships which relate the observed JHD 
coupling constant to the solution-state H−D bond distance, which is assumed to be the 
same as the H−H distance (dHH; see Equations 3.1 and 3.2).45  
Morris:  dHH (in Å) = 1.42 – (0.0167 ∙ JHD)   (Eqn 3.1) 
Heinekey:  dHH (in Å) = 1.44 – (0.0168 ∙ JHD)  (Eqn 3.2) 
These empirical relationships rely on dihydrogen complexes in the literature for 
which more rigorous characterization of dHH by neutron diffraction and/or solid-state 
NMR studies was reported in addition to the measurement of the JHD coupling constant.45 
The two empirical relationships give similar values for dHH, with that of Morris typically 
giving values that are ~0.02 Å shorter based on the difference in the y-intercept values. 
Using Equation 3.2, the coupling constants observed for 2-HD and 3-HD correspond to 
solution-state H−D distances of 0.87 Å and 0.91 Å, respectively.97 This degree of H2 
activation represents slight H−H elongation compared with free H2 (0.74 Å), placing 
2−H2 and 3−H2 in the “true H2 complex” regime of dihydrogen complexes (dHH of 0.8 to 
1.0 Å), as classified by Kubas and Crabtree.45, 224 True H2 complexes typically exhibit 
weaker and more reversible H2 binding than elongated H2 complexes (dHH = 1.0 to 1.3 Å) 
and compressed dihydrides (dHH = 1.3 to 1.6 Å), with dHH > 1.6 Å typically taken to 
indicate H−H bond rupture has occurred to give a metal dihydride species, M(H)2.  
T1 relaxation studies are also informative for distinguishing nonclassical H2 
adducts from metal dihydrides. Typically, T1 values will decrease as T is decreased, pass 
through a minimum, which is referred to as T1(min), and then begin to increase again 




dihydrides, the proton resonance of an intact H2 unit should exhibit a short T1(min) value 
due to extremely rapid relaxation from strong dipole-dipole interactions between the two 
closely positioned protons of H2. Traditionally, a criterion of <190 ms at 600 MHz has 
been used for classification as an intact H2 ligand, though many H2 adducts have T1(min) 
values much shorter than this—often <50 ms.45, 226 Such fast relaxation times are 
significantly shorter than those of the protons in most organic molecules, which typically 
have T1 values ranging between 1 and 5 s. This “T1 criterion” is satisfied by 2−H2 and 
3−H2, which have T1(min) of ≤ 16 ms and 23 ms, respectively, as measured at 600 MHz 
in toluene-d8 (Figure 3.10).97 Thus, T1 relaxation studies are consistent with intact H2 
ligands in both 2−H2 and 3−H2, in accordance with the observation of JHD coupling in 
2−HD and 3−HD. 
Figure 3.10. Plot of T1 relaxation time (600 MHz, toluene-d8) of the bound H2 resonance 
of 2−H2 (red circles) and 3−H2 (blue diamonds) at various T from 283 K to 213 K, with 
error bars displaying the uncertainty in each T1 measurement. Note that T1 values for 
2−H2 at T > 253 K could not be reliably obtained due to the broadness of the bound H2 





While it is often assumed that the only contribution to the T1(min) relaxation time 
of the bound H2 resonance is from dipolar interactions between the protons of the H2 
ligand, it should be noted that other ligand protons that are in close proximity, as well as 
metals with spin-active nuclei, can contribute to the T1 relaxation value for the H2 ligand 
to some extent as well. However, for our purposes Ni is not spin-active, and so it does not 
need to be considered when thinking about the T1 relaxation of the H2 ligands. 
Furthermore, the contributions of ligand protons are typically very small so as to be 
negligible in comparison to the dipolar-dipolar contribution of the protons of the H2 
ligand itself, as has been studied in remarkable detail by Halpern, Morris, and others.226-
228 This is because the relative contributions to the T1 relaxation rate through pairwise 
dipolar interactions is proportional to 1/r6, where in this case r would be the distance 
between a ligand proton and one of the H2 protons.226 To this point, accounting for all of 
the pairwise contributions of the ligand protons to the T1(min) value for the H2 resonance 
of 3−H2, in order to rigorously isolate T1(min) due to dipolar interactions within the H2 
ligand alone, results in a negligible change in the T1(min) value from 23 ms to 22.2 
ms.226-229 Indeed, pairwise dipolar interactions between all of the ligand protons and H2 
were found to only contribute ~3% of the total dipolar contribution to relaxation, with 
that between the protons of H2 contributing ~97%. Such a correction is clearly extremely 
minor and unnecessary in this case in comparison to the experimental error involved in 
measuring a T1(min) value, particularly in the case of a relatively broad dihydrogen 





 A considerably more chemically useful exercise in analyzing T1(min) data for 
2−H2 and 3−H2 involves determining whether the H2 unit is rotating rapidly about the 
Ni→M axis. The two limiting cases for H2 rotation involve invoking either fast or static 
H2 rotation relative to molecular tumbling in solution, with each limiting assumption 
resulting in very different determinations of dHH from the measured T1(min) values. 
Equation 3.3 shows the theoretical relationship between dHH and T1(min) if H2 rotation is 
assumed to be fast relative to molecular tumbling, where ν is the spectrometer proton 
frequency in MHz and T1 is given in seconds, as reported and applied by Halpern, Morris, 
and others.226, 228 Equation 3.4 shows the relationship between dHH in the fast H2 rotation 
limit and dHH assuming static rotation, with C = 0.793 as determined and applied by 
Morris and co-workers.226-228, 230 
dHH,fast (in Å) = 5.81 ∙ 𝑇 /(4ν)   (Eqn 3.3) 
dHH,fast (in Å) = C ∙ dHH,static    (Eqn 3.4) 
Assuming the fast H2 rotation limit relative to molecular tumbling gives dHH = 
0.85(3) Å for 3−H2, whereas assuming static rotation leads to dHH = 1.07(4) Å. Likewise, 
the calculated dHH for 2−H2 are ≤ 0.80(5) Å and ≤ 1.01(7) Å for assuming either fast or 
static H2 rotation relative to molecular tumbling, respectively. Upon comparing these dHH 
values from T1(min) to those estimated from the JHD coupling constants (Table 3.3), it is 
clear that the assumption of fast rotation of H2 about the Ni→M axis gives better 
agreement for both 2−H2 (~0.86 and ≤0.80 ± 0.05 Å) and 3−H2 (~0.91 and 0.85 ± 0.03 





Table 3.3. Estimation of dHH by 1H NMR studies for 2−H2 and 3−H2.  















2-H2 34 0.87 0.85 ≤ 16(6)
e ≤ 0.80(5) ≤ 1.01(7) 
3-H2 32 0.91 0.89 23(5)
f 0.85(3) 1.07(4) 
Note that standard error in the last digit of T1(min) and tabulated dHH values are given in parenthesis. 
aMeasured at 213 K in toluene-d8. bmeasured in toluene-d8. cvia Eqn 2.2.223 dvia Eqn 2.1.225 eT1(min) 
measured at 253 K. Minimum unconfirmed due to broadness of T1 resonance at T > 253 K. fT1(min) 
measured at 243 K. 
Likewise, prediction of the T1(min) value for the bound H2 resonance of 3−H2 
considering pairwise interactions of all protons with those of H2 gives expected values of 
18 ms and 4.6 ms for the limiting assumptions of fast and static H2 rotation 
respectively.226, 228-229 The assumption of fast H2 rotation relative to molecular tumbling 
gives a closer match between the predicted T1(min) value of 18 ms and the measured 
value of 23(5) ms, just as it gave a closer match between the estimated dHH values from 
T1(min) and those from JHD. Facile and rapid H2 rotation has been invoked for similar 
Ni(η2-H2) complexes in the literature,117, 189 and is also consistent with the lack of a 
preferential orientation of H2, as π-back-bonding interactions from the Ni dxz and dyz 
orbitals to the H2 σ* orbital are likely degenerate and weak, owing to the poor π-basicity 
of Ni.30, 81, 110 Indeed, theoretical calculations which will be discussed in section 3.3.8 
support the notion of relatively weak π-back-donation from Ni to H2. 
3.3.2.3 A Third Isostructural H2 Adduct: Re-Examination of NiAlL under High H2 
Pressure 
 Though no reaction with H2 was readily observable for NiAlL (1) at 298 K and 1 
atm H2,97 re-examination of this reaction with exposure to higher H2 pressures and/or 




(1-H2). The new in situ generated 1−H2 species has a diagnostic bound H2 resonance at 
−2.0 ppm in toluene-d8 at 203 K under 34 atm H2 (Figure 3.11). As the H2 pressure is 
increased from 1.0 to 3.8 to 34 atm, the 31P chemical shift for 1 under an H2 atmosphere 
shifts continuously downfield relative to the chemical shift of 1 under 1 atm Ar (30.7 
ppm), ultimately converging to ~44.3 ppm at high pressure (34 atm H2) and low T (200 
K; Figure 3.11).  
Figure 3.11. Stacked 31P NMR (161.9) spectra for complex 1 under various H2 pressures 
(1.0, 3.8, 34 atm) in toluene-d8 (left). A 1H NMR spectrum (500 MHz, THF-d8, 232 K) of 
1−H2 generated in situ under 34 atm H2 is also shown (right). Residual solvent peaks of 
THF (#), toluene (^), and benzene (C6H6) are denoted. A small amount of the 31P 
chemical shift internal standard, NiLH3 (4), is denoted with asterisks (*) in both the 1H 
(NH peak at 5.0 ppm) and 31P (30.1 ppm) spectra.   
This behavior is consistent with a weak binding equilibrium between 1 and 1−H2 
in which the two species are undergoing fast chemical exchange relative to the 31P NMR 
timescale (202.4 MHz), similar to that observed at lower pressures for the equilibrium 
between 2 and 2−H2.212-213 These equilibria will be investigated in greater quantitative 




1H and 31P NMR spectra of 1−H2 are consistent with the retention of solution-state three-
fold symmetry upon binding H2. Presumably, H2 binds in a side-on fashion to Ni in the 
apical binding site trans to the supporting metal, as was supported by NMR studies of 
2−H2 and 3−H2. 
Analogously to characterization of 2−H2 and 3−H2, we sought to use NMR to 
assess the degree of H−H activation in 1−H2. However, it was not experimentally feasible 
to expose 1 to high pressures of HD gas to measure the JHD coupling constant in the 
resulting 1−HD complex. To confirm an intact H2 ligand in 1−H2, T1 relaxation studies 
were performed for 1−H2 generated in situ under 34 atm H2, with T1(min) found to be 
49(±5) ms at 203 K in THF-d8 (500 MHz; Figure A.2.13). Unfortunately, direct 
comparison of T1(min) values for the bound H2 resonance in 1−H2 to those for 2−H2 and 
3−H2 is not currently possible, as the latter two were measured in toluene-d8 under 1 atm 
H2, whereas the former was measured for a highly-concentrated solution in THF-d8 under 
34 atm H2 due to poor solubility and signal-to-noise of the bound H2 resonance in 
toluene-d8. Ideally, T1(min) values would be re-measured for all three H2 adducts under 
identical conditions to enable direct comparison of estimated dHH values. 
The T1(min) value for 1−H2 under 34 atm H2 in THF gives dHH = 0.99 (±0.02) Å, 
assuming fast H2 rotation relative to molecular tumbling.226 This value is significantly 
longer than that determined for 2−H2 and 3−H2 in toluene (Table 3.3). However, given 
the weak and labile nature of H2 binding to 1 relative to 2 and 3 (vide infra), one would 
expect that 1−H2 would have the shortest T1(min) value and the shortest H−H distance 
that is closest to free H2 (0.74 Å) of the trio of complexes.45 Furthermore, it should be 




preliminary studies, further reiterating the need for the re-measurement of T1(min) under 
identical conditions to allow meaningful comparison and identify if dHH displays solvent-
dependence between THF and toluene, or whether the longer T1(min) than expected for 
1−H2 in comparison to 2−H2 and 3−H2 is the result of different H2 pressures and/or 
analyte concentrations. 
To lend insight into the relative degree of H−H activation in 1−H2 relative to 
2−H2 and 3−H2, DFT calculations were performed to optimize the geometry of all three 
species (M06-L176/bs1, see experimental section 3.5 for details). The H−H distance in 
1−H2 is predicted to be the shortest of the trio of complexes by DFT, at 0.810 Å, 
compared with 0.827 Å and 0.833 Å for 2−H2 and 3−H2, respectively (Table A.2.1). DFT 
calculations have routinely predicted shorter H−H distances than those estimated by 
solution-state NMR studies in related systems,44, 117, 167 so the shorter H−H calculated 
distances (0.81 to 0.83 Å) relative to experimentally estimated distances (0.85 to 0.90 for 
2−H2 and 3−H2) are not particularly surprising or concerning. Importantly, the relative 
calculated H−H distances are consistent with the experimental trend of slight H−H 
elongation in (η2-H2)NiML upon moving from M=Ga to M=In based on both JHD and 
T1(min) NMR studies (vide supra). The prediction that 1−H2 would have the shortest 
H−H distance that is closest to free H2 (0.74 Å) of the three H2 adducts is in line with the 
qualitative observations of weak binding and rapid exchange of free and bound H2 with 1 






3.3.3 H2 Binding Equilibria Thermodynamics: H2 Binding to 2 as a Representative 
Example 
3.3.3.1 Overview and VT 31P Studies of 2 Under Various H2 Pressures 
 Initial characterization of (η2-H2)NiML complexes revealed the disparate 
conditions required for H2 binding in each case, with 3 forming 3−H2 under 1 atm H2 at 
298 K compared with the requirement of 34 atm H2 and 200 K in order to favor near 
complete H2 binding to 1. Excitingly, these divergent qualitative observations served as 
encouraging preliminary indications that significant differences in the reactivity of Ni 
toward small molecule substrates could be realized simply by variation of the supporting 
metal identity. That is, the electronic and geometric differences in the NiML complexes 
discussed in the previous chapter do indeed result in different propensities for binding 
and activating small molecules like H2. Intrigued, we set out to understand how the 
supporting metal ion influences both the thermodynamics and kinetics of H2 binding 
equilibria with NiML. 
As described previously, initial characterization of 2−H2 led to the observation of 
a broad resonance by 31P NMR spectroscopy under 1 atm H2 at rt, which, along with the 
observed lability of the bound H2 unit in 2−H2 to vacuum, suggested a dynamic and 
reversible H2 binding equilibrium. Because of its reversible H2 binding at ambient 
conditions, 2 was an ideal candidate for initiating equilibrium studies. In order to 
properly describe the experiments and data analysis procedures used to extract the 
thermodynamic binding parameters, ΔH°, ΔS°, and ΔG°, from 31P NMR spectroscopy 
data, the binding of H2 to 2 to form 2−H2 will be explained thoroughly as an illustrative 
example. From there, the results for H2 binding to 2 will be compared to those obtained 




To begin with, the behavior of 2 under various H2 pressures and at various T was 
studied by NMR spectroscopy, as higher H2 pressures and/or lower T would be expected 
to perturb the H2 binding equilibrium to favor binding to form 2−H2. Variable-
temperature (VT) 31P NMR spectra of 2 in toluene-d8 under 6.8 atm H2 exhibited a single 
resonance over a wide T range from 370 K to 200 K (Figure 3.12a). The single 31P 
resonance was observed to shift continuously downfield from 42.7 to 56.9 ppm as T 
decreased from 368 K to 200 K. As a control experiment, the 31P shift of 2 under 1 atm 
Ar (37.6 ppm at 298 K) changes minimally over a similar T range (∆δ ~ 0.5 ppm, Figure 
A.2.14). Therefore, temperature-dependent shifts in the 31P NMR spectra were concluded 
to be reflective of the effect of T on the H2 binding equilibrium with 2. 
In addition to monitoring 2 under 6.8 atm H2, VT 31P NMR studies were also 
carried out for 2 under 1.0, 13.6, and 34.0 atm H2, with wide T ranges from 193 K to 368 
K examined in each case (Figures 3.13, A.2.15). The results of these studies are shown in 
a combined plot of the observed 31P chemical shift (δ) vs. T (Figure 3.12b). For all H2 
pressures, the same approximate low T convergence of the 31P chemical shift to ~56.9 
ppm is observed, which has been assigned as the chemical shift of 2−H2. At the other 
extreme, the observed 31P resonance shifts upfield toward the chemical shift of 2 (37.5 
ppm at 368 K under 1 atm Ar) at high T, with the shift of 2 more closely approached at 
low H2 pressures (1 atm H2). This behavior is consistent with a fast H2 binding 
equilibrium relative to the 31P NMR timescale (202.4 MHz) between 2 and 2−H2, where 
the latter is favored at low T and both species retain solution-state three-fold symmetry at 




intensity and integration as T is varied would be expected for an equilibrium in which 
chemical exchange is slower than the NMR timescale.212 
Figure 3.12. (a) VT 31P NMR spectra of 2 under 6.8 atm H2 in toluene-d8 (368 to 221 K). 
(b) Plots of 31P δ vs. T obtained for various H2 pressures. Data are shown as points, and 
solid traces represent the best-fit curves obtained by varying ΔH° and ΔS° as parameters. 
(c) Representative van’t Hoff plot of ln(𝐾 ) vs. 1/T at 6.8 atm H2. The thermodynamic 
binding parameters shown in Table 3.5 were determined by taking the average of the 
results from van’t Hoff plots for datasets collected at 6.8 and 13.6 atm H2. 
3.3.3.2 Applying the Principles of Fast Chemical Exchange Equilibria to H2 Binding to 2 
For two species that are interconverting rapidly relative to the NMR timescale, the 
observed chemical shift is the population-weighted average of their individual chemical 
shifts.211-213, 231 Thus, the observed 31P chemical shift reflects the relative equilibrium 
populations of 2 and 2−H2 at a given T, with ratio of 2−H2 to 2 given by Equation 3.5, 
where 𝛿  and 𝛿( )  are the 
31P chemical shifts of the unbound and bound species, 





   (Eqn 3.5) 
The 31P chemical shifts of 2 and 2−H2 are 37.5 ppm and 56.9 ppm, respectively, 
and so from Equation 3.5 it can be seen that a 50:50 equilibrium mixture of 2 and 2−H2 
would give rise to an observed 31P peak exactly halfway between their individual 




H2 binding, 𝐾 , can then be determined via Equation 3.6, where the equilibrium 
concentration ratio of 2 and 2−H2 is determined from the observed 31P chemical shift as 
described via Equation 3.5, and 𝑃  is the known H2 pressure.211, 213 
𝐾 =
[( ) ]
[ ]  × 
        (Eqn 3.6) 
After determination of 𝐾  at various T, the thermodynamic parameters for H2 
binding, ΔH°, ΔS°, and ΔG°, can be extracted by way of non-linear fitting of the 31P δ vs. 
T plot in Figure 3.12b, or alternatively from a van’t Hoff plot (ln(𝐾 ) vs. 1/T) as shown 
in Figure 3.12c.231 The van’t Hoff plot is the simpler of the two methods for extracting 
thermodynamic parameters. By rearranging Equation 3.7, one can see that the slope of a 
van’t Hoff plot is −ΔH°/R, with the y-intercept equal to ΔS°/R.231  
−RT∙ln(𝐾 ) = ΔG° = ΔH° – (T∙ΔS°)   (Eqn 3.7) 
Non-linear fitting of the 31P δ vs. T plot involves a bit more complex derivation, 
albeit one involving simple general chemistry equations for the most part. Rearrangement 
of Equation 3.7 gives Equation 3.8, and the combination of Equations 3.5 and 3.6 allows 
for the expression of 𝐾  in terms of 𝛿 , 𝛿( ) , and 𝑃 , as shown in Equation 
3.9. Lastly, substitution for 𝐾  in Equation 3.8 using the expression given by Equation 





     (Eqn 3.8) 
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Using Equation 3.10, ΔH°, ΔS°, and 𝛿( )  were varied as parameters using 
the SOLVER function in Microsoft Excel to find the best fit of the experimental 31P 𝛿  
data. Specifically, the sum of the squared residuals was minimized between the 
experimentally observed 𝛿  and the calculated 𝛿  using Equation 3.10 for known 𝑃 , 
𝛿 , and T values. The solid curves shown in Figure 3.12b are the result of performing 
this non-linear fitting protocol for the various data sets collected for 2 at different H2 
pressures. This non-linear fitting method is complementary to a van’t Hoff plot, as it 
allows for 𝛿( )  to be fit as a parameter, and subsequently this chemical shift can be 
used in van’t Hoff analysis, along with the more precisely known 𝛿  value, to 
determine 𝐾  at various T using Equation 3.9. For all equilibrium studies conducted, the 
thermodynamic binding parameters obtained from non-linear fitting of the 31P δ vs. T plot 
matched closely with those obtained via van’t Hoff analysis, with the two sets of values 
typically found to be within the experimental error range given from linear regression of 
the van’t Hoff plot (Table A.2.3-A.2.4). For simplicity, thermodynamic values obtained 
via van’t Hoff analysis will be discussed due to the more straightforward nature of 
evaluating the experimental uncertainty in the extracted values of ΔH°, ΔS°, and ΔG° via 
linear regression. 
3.3.3.3 Thermodynamic Binding Parameters for H2 Binding to 2: Examination of 
Chemical Exchange Rate Considerations and Assumptions Which Impact Accuracy and 
Validity of Results 
Van’t Hoff analysis for H2 binding to 2 gives ΔH° = −6.0(2) kcal/mol, ΔS° = 
−22.2(8) cal/(mol∙K), and ΔG° = +0.6(2) kcal/mol, where we have defined the standard-




toluene. These values were obtained from the average of van’t Hoff analyses for data 
collected at 6.8 atm and 13.6 atm H2 (Figures 3.12c and A.2.16). Our decision to use only 
the datasets collected under 6.8 atm and 13.6 atm H2 for thermodynamic analysis is based 
on the fact that both of these datasets exhibit fast-exchange kinetics and sufficient 
variability in 31P chemical shift values, hence allowing for a more accurate and precise 
determination of the thermodynamic parameters. The datasets collected at 1 atm and 34 
atm H2 were excluded because they failed to meet these general criteria, as will be further 
explained in the paragraphs that follow.  
Data collected under 34 atm H2 results in the equilibrium mixture containing a 
larger percentage of 2−H2 compared with lower H2 pressures, in accordance with 
LeChatelier’s principle.232 As such, the 31P chemical shifts for 2 under 34 atm H2 vary 
across a narrower range (56.9 to 50.4 ppm over full T range) than those for lower 
pressures, such as 6.8 atm and 13.6 atm H2 (56.9 to 42.7 and 56.9 to 47 ppm, 
respectively, over full T range; Figure 3.12b). For the 6.8 atm and 13.6 atm H2 datasests, 
there is less error associated in determining 𝐾  because there are fewer data points 
where the observed 31P chemical shift (𝛿 ) is close to the 𝛿( )  convergence 
endpoint, which is fit as a parameter as previously described and subject to small 
amounts of error itself. For these reasons, the data set collected at 34 atm H2, while very 
useful for confirming the convergence of the chemical shift of 2−H2, was excluded from 
van’t Hoff analysis. As mentioned, the dataset collected at 1 atm H2 was also not utilized 
for thermodynamic analysis, the reasons for which prompt a brief discussion of the effect 
of the chemical exchange rate on the accuracy of the thermodynamic parameters 




3.3.3.4 Exchange Rate Considerations to Ensure Accurate Keq Determination from 31P δ 
The critical assumption made in extracting thermodynamic binding data for an 
equilibrium governed by fast chemical exchange relative to the NMR timescale is that 
exchange is truly fast relative to the NMR timescale. Rigorously fast chemical exchange 
is typically defined as a case where the condition given in Equation 3.11 is satisfied, 
where rateex is the exchange rate, δA and δB are the chemical shifts of the exchanging 
species, and the values of all variables are in Hz (s−1).211, 213 
rateex/( δA – δB) > 10    (Eqn 3.11) 
 If the condition specified in Equation 3.11 is satisfied, then the assumption of fast 
chemical exchange is valid, and Keq can be accurately determined because the observed 
chemical shift is truly equal to the population-weighted average of the chemical shifts of 
the exchanging species.211, 213 The validity of the fast exchange assumption can be 
checked qualitatively by examining the 31P peak shapes. In the fast exchange limit, the 
observed 31P peak will not broaden significantly as it shifts position between the two end-
point chemical shifts of the exchanging species. In contrast, the fast-intermediate and 
intermediate exchange regimes, where rateex is between 1 and 10 times the peak 
separation (δA – δB,), are characterized by significant peak broadening as the observed 
resonance shifts between the two extreme chemical shifts upon perturbation of the 
equilibrium.211, 213 In the fast-intermediate and intermediate exchange regimes, complex 
non-Lorentzian lineshapes and exchange broadening result in the observed chemical shift 
no longer representing the population-weighted average of the exchanging species 




intermediate, then the thermodynamic parameters extracted from the observed chemical 
shifts will be prone to varying degrees of error and may be unreliable. 
However, it is not trivial to differentiate fast chemical exchange from fast-
intermediate (ie. how much broadening concurrent with peak shifting is problematic?). In 
practice, borderline cases typically are assumed to be fast exchange to facilitate analysis, 
with little confirmation that this is indeed the correct assumption.213 Thus, in order to 
ensure that the VT 31P NMR spectroscopy studies reported in this thesis gave valid and 
reliable thermodynamic results, two different complementary approaches were taken. 
First, it was noticed that conducting H2 binding studies for 2 under higher H2 pressures 
(6.8, 13.6, 34.0 atm) resulted in minimal peak broadening as the 31P peak shifted with 
varying T, whereas studies performed under 1 atm H2 resulted in significant peak 
broadening concurrent with peak shifting, especially at chemical shifts close to the 
average of the chemical shifts of the exchanging species (Figure 3.13).  
Figure 3.13. Stacked VT 31P NMR spectra for 2 under 6.8 atm (left) and 1.0 atm H2 
(right) shown side-by-side to illustrate the differences in peak shape arising from 
different chemical exchange rates at the two pressures. Figure A.2.15 shows a similar 
comparison for higher H2 pressures, 13.6 and 34 atm, which show sharp 31P peaks at all 




Although it should be noted that the horizontal axis (ppm) scales in Figure 3.13 
are different for the two sets of spectra, the resonances under 1 atm H2 are observed to be 
significantly broader than those under 6.8 atm H2 even when both are viewed on the same 
scale. Under 1 atm H2, interconversion between 2 and 2−H2 is observed to be fast relative 
to the 31P NMR timescale (161.9 MHz) at high T, but transitions to intermediate and slow 
exchange regimes as T is decreased (Figure 3.13). The lack of peak broadening at higher 
H2 pressures qualitatively suggested that faster chemical exchange was occurring at 
higher H2 pressures, which was desirable to ensure rigorously fast chemical exchange and 
the determination of accurate thermodynamic parameters based on the observed 31P 
chemical shifts. The notion of faster rates of chemical exchange at higher H2 pressures 
was confirmed quantitatively based on NMR lineshape simulations, which will be 
discussed in section 3.3.10 (Figure A.2.17). Thus, in order to ensure that the exchange 
rate was rigorously fast and that the resulting binding parameters were as reliable as 
possible, the binding equilibria discussed in this chapter were studied under elevated gas 
pressures, when possible. For example, H2 and N2 binding to 1 were measured at 
pressures of 34 and 51 atm, respectively, to maximize the rates of chemical exchange. In 
the case of H2 binding to 3, utilizing high pressures of gas to ensure fast chemical 
exchange was not possible because H2 binds to 3 too strongly under high pressures to 
observe an equilibrium; this special case will be briefly re-visited in the next section. 
In addition to using elevated gas pressures where possible and visually inspecting 
the broadness of the 31P peaks, two different quantitative approaches were carried out to 
ensure rigorously fast exchange was a valid assumption under the conditions which the 




extracting the exchange rates via NMR lineshape simulations at various T and H2 
pressures, such that one could determine the precise exchange rates and compare them 
with the peak separation (δbound – δunbound) to evaluate under what conditions the fast 
exchange condition given by Equation 3.11 holds true (see section 3.3.10 for more 
details). Table 3.4 shows the results of this analysis for H2 binding to complexes 1-3 
under 1 atm H2, where the minimum T required for Equation 3.11 to hold true was 
calculated based on the exchange rates measured at various T.231  
Table 3.4. Comparison of peak separation (δbound – δunbound) to the minimum T needed 
(under 1 atm H2) to achieve rigorously fast chemical exchange rates for each NiML 
complex. 
M 
31P δ (ppm)a Peak Separation, Δν 
(Hz) 
Minimum T for Fast Exchangeb 




161.9 MHz 202.4 MHz 
Al 44.3 30.7 2200 2750 > 292 > 297 
Ga 56.9 37.5 3130 3920 > 308 > 313 
In 67.5 44.2 3770 4710 > 341 > 347 
aChemical shifts are low T convergence of (η2-H2)NiML and high T convergence of NiML (under 1 atm 
Ar) in toluene-d8. bMinimum T is for 1 atm H2; the minimum T required for fast exchange decreases with 
increasing H2 pressure. 
Table 3.4 and Figure 3.13 illustrate the dramatic effect of temperature (T) on 
exchange rate. It is ideal to study binding equilibria over a wide T range, as this will in 
principle allow for more data points and a more reliable van’t Hoff analysis from which 
to extract thermodynamic parameters. However, as Figure 3.13 clearly shows for 2 under 
1 atm H2, lower T can result in significantly decreased rates of chemical exchange that 
lead to the breakdown of the fast exchange assumption, especially at low H2 pressures. 
This is reflected in the relatively high minimum T required for fast exchange to be a valid 




increases at all T and fast exchange becomes an increasingly valid assumption at lower T, 
allowing for a wider T range to be included for van’t Hoff analysis. 
 The second quantitative approach to validating the fast exchange assumption and 
the results obtained from its application involved close examination of the van’t Hoff 
plots for 2 under both 1 atm and 6.8 atm H2. In order to clearly illustrate the perils of 
incorrectly applying the fast exchange assumption and the error that is introduced into the 
resulting thermodynamic binding parameters, the results from van’t Hoff plots for 
different temperature subsets of the overall datasets for 1 atm and 6.8 atm H2 were 
compared (Figures 3.14-3.15).  
Figure 3.14. Van’t Hoff plots of ln(𝐾 ) vs. 1/T for different T regime subsets for H2 
binding to 2 under 1 atm H2. The dataset has been divided into three T regimes: 
intermediate/low T (277 K to 303 K), intermediate/high T (308 K to 340 K), and high T 
(346 K to 368 K).  
Ideally, if the fast exchange assumption holds true for all T included in the van’t 
Hoff analysis, then the binding parameters extracted from the slope and y-intercept of the 
van’t Hoff plot for any given T regime subset should not differ significantly from those 




Figure 3.14 and flat plots in Figure 3.15, which shows the extracted thermodynamic 
parameters from each T range, are desirable, as that would indicate that the apparent 
thermodynamic results are the same regardless of which T are considered.  
Figure 3.15. Plot of H2 binding ΔH° (left) and ΔG° (right) vs. average T of the T regime 
subset from which the van’t Hoff analysis was conducted, with error bars representing the 
standard deviation in each value. In addition to breaking the data down into three subsets 
(“3 bins”), the results for a two-subset breakdown (“2 bins”: high T and low T) was also 
included in the plots. A plot of ΔS° vs. T subset (Figure A.2.18) looks essentially the 
same as that as ΔH°. 
This is seen to be mostly true for 2 under 6.8 atm H2, and will only hold true to a 
greater extent for the higher pressure 13.6 atm H2 dataset, but clearly is not true for 2 
under 1.0 atm H2 (Figure 3.15). For the 1 atm H2 data, the apparent ΔH° was found to be 
−10.5(3) and −6.0(3) kcal/mol for the data obtained in the high T and low T regimes, 
respectively. Clearly these values are very different, and their significant temperature-
dependence can be attributed to the breakdown of the assumption of fast exchange at 1.0 
atm H2. Despite the clear breakdown of the fast exchange assumption at 1.0 atm H2 and 
lower T, it is notable that ΔG° was found to be relatively insensitive to the T regime, with 
values of −0.1(4) and +0.1(4) kcal/mol obtained for the high T and low T regimes, 
respectively. Under 6.8 atm H2, the thermodynamic parameters extracted are clearly more 




amount of variation is still observed in ΔH°, with values of −7.7(2) and −6.4(4) kcal/mol 
obtained for the high T and low T regimes, respectively. Similar slight variations are seen 
for ΔS° (Figure A.2.18). Once again, ΔG° was found to be a more robust and reliable 
parameter, with matching values of +0.4(2) and +0.5(6) kcal/mol extracted from the high 
T and low T data, respectively. Note that the larger errors in these values as compared to 
those for the full van’t Hoff analysis are due to the fact that there are less data points in 
the regression analysis for each T regime subset compared with regression of the full 
dataset.  
In summary, the apparent thermodynamic parameters extracted for different T 
subsets of the data differ drastically for the 1 atm H2 dataset, but are essentially 
independent of T for the 6.8 atm H2 dataset, and will be even more so for the higher 
pressure 13.6 atm H2 dataset. This apparent temperature-dependence of the 
thermodynamic parameters is a consequence of incorrectly applying the assumption of 
fast exchange to all T in the 1 atm H2 dataset, which gives ΔG° values (for the full 
datasets) that deviate by ~0.5 to 1.0 kcal/mol from those obtained with the proper 
assumptions at higher H2 pressures.213 Even though it looks obvious as displayed in 
Figure 3.14 that the full dataset for 1 atm H2 is not perfectly linear over the entire T 
range, the full data set still has a reasonably high coefficient of determination (R2 = 0.983) 
and could be easily mistakenly interpreted as a linear plot. Overall, the qualitative and 
quantitative analyses presented in this section clearly show the dramatic effects of 
temperature on the exchange rate, and illustrate the danger of applying the assumption of 




considering the validity of such an assumption at all temperature and pressure 
combinations.  
3.3.3.5 Other Assumptions and the Robustness of ΔG° Compared with ΔH° and ΔS° 
In examining the considerations regarding the chemical exchange rate, the 
reliability of experimental ΔG° values was seen to be relatively greater than ΔH° and ΔS° 
values (ie. less apparent dependence on T). This has been well-documented in the 
literature, as the co-variance of ΔH° and ΔS° can lead to compensation effects which 
leave ΔG° unchanged.231 As a final side note, the robustness of ΔG° compared with ΔH° 
and ΔS° can also be observed when considering the assumptions made involving the 
relationship between T and 𝑃 . In a closed system, such as a J. Young NMR tube, the 
gas pressure will vary with T in accordance with Guy-Lussac’s Law (P1/T1=P2/T2), where 
P1 and T1 are the initial conditions under which the closed system was pressurized.232 
However, the high-pressure studies at 6.8 atm and 13.6 atm H2, from which 
thermodynamic parameters for H2 binding to 2 were extracted, were carried out in PEEK 
cells pressurized with an ISCO syringe pump which maintains a constant 𝑃  (see section 
3.5 for more details).214, 233 However, the volume of the PEEK cell in the NMR 
instrument over which T is varied is small relative to that of the entire high-pressure line, 
and so the local pressure and H2 concentration in solution should still be perturbed by 
local variations in T similarly to the closed system case.234  
Therefore, it is believed that the best assumption is still to treat 𝑃  as changing 
with variations in T using Guy Lussac’s Law, but in light of the ambiguity of this “locally 




impact the thermodynamic results for H2 binding to 2. Although minor variations are seen 
in the resulting values for ΔH° (−4.9 to −6.6 kcal/mol) and ΔS° (−18.5 to −23.8 
cal/[mol∙K]) depending on which assumptions are made regarding the dependence of 
𝑃  on T, ΔG° remains invariant in all cases (0.6 ± 0.2 kcal/mol). Because ΔG° is not 
impacted by the ambiguity over whether to assume that pressure varies with T, the 
assumption that pressure is governed by Guy Lussac’s Law will be applied for all other 
binding equilibria for internal consistency in the relative ΔH° and ΔS° values. 
Collectively, these analyses illustrate that ΔG° is a more reliable and robust value than 
ΔH° and ΔS° to compare between complexes 1-3 and with the binding energetics for 
other complexes reported in the literature, which is an important subtlety that will be 
taken into account when interpreting the H2 binding results in the next section.231 
3.3.4 Comparison of Thermodynamic Parameters for H2 Binding to NiML Complexes 
The experimental and data analysis protocols used to monitor the H2 binding 
equilibrium with complex 2 were subsequently applied to studying the binding equilibria 
of H2 with complexes 1 and 3. For H2 binding to 1, VT 31P NMR spectra of 1 under 34 
atm H2 in toluene-d8 (363 to 210K) show similar a fast-exchange H2 binding equilibrium 
to that analyzed for 2, with a single 31P resonance shifting downfield relative to 1 (30.7 
ppm) with decreasing T, and ultimately converging to a chemical shift of ~44.3 ppm for 
1−H2 (Figure 3.16a-b). The corresponding van’t Hoff analysis for H2 binding to 1 gives 
ΔH° = −6.3(2) kcal/mol, ΔS° = −26.4(4) cal/(mol∙K), and ΔG° = +1.6(2) (Figure 3.16c, 
Table 3.5). In assessing the validity of the fast exchange assumption, it should be noted 
that virtually no 31P peak broadening is observed in the VT profile for 1 under 34 atm H2, 




Furthermore, van’t Hoff analyses for different T regime subsets yields identical values, 
within experimental error, for ΔH°, ΔS°, and ΔG°, confirming the reliability of the 
thermodynamic parameters obtained for 1 (Figures A.2.19-A.2.20). 
Figure 3.16. (a) VT 31P NMR spectra of 1 under 34 atm H2 in toluene-d8 (363 to 200 K). 
(b) Plot of 31P δ vs. T obtained for 1 under 34 atm H2. Data are shown as points, with the 
solid trace representing the best-fit curve obtained by the non-linear fitting of ΔH° and 
ΔS° as parameters. (c) van’t Hoff plot of ln(𝐾 ) vs. 1/T at 34 atm H2, with the resulting 
thermodynamic binding parameters displayed in Table 3.5. A comparison of the van’t 
Hoff and non-linear fitting parameters (from the 31P δ vs. T plot in “b”) is shown in Table 
A.2.3. 
Because 3 binds H2 strongly, sub-ambient H2 pressure was needed to establish an 
equilibrium between 3 and 3−H2. It should be noted that an equilibrium that lies heavily 
toward 3−H2 was observed for 3 under 1 atm H2, such that extraction of thermodynamic 
parameters was prone to error due to the proximity of many of the observed 31P chemical 
shifts to the estimated 31P chemical shift of 3−H2 (Figure 3.17b). Thus, sub-ambient 
pressure of H2 was utilized to drive the equilibrium further toward 3. Under 1 atm of a 
1:9 gas mixture of H2 to Ar, where 𝑃  = 0.1 atm, a single 31P peak was observed from 
299 to 357 K, and similar sigmoidal behavior was seen in the corresponding 31P δ vs. T 
plot (Figure 3.17a-b). From the corresponding van’t Hoff plot, the thermodynamic 
parameters for H2 binding to 3 are estimated to be ΔH° = −14.8(6) kcal/mol, ΔS° = 




values for H2 binding to 3 should be considered estimates, because the broadness of the 
observed 31P peaks (Figure 3.17a) indicates a problematic fast-intermediate chemical 
exchange regime relative to the 31P NMR timescale (161.9 MHz) in which complex non-
Lorentzian lineshapes and exchange broadening can lead to the extraction of inaccurate 
thermodynamic values from 31P δ analysis.213 Because higher H2 pressures do not result 
in ample extent of H2 loss from 3−H2 to measure the binding equilibrium, utilizing higher 
pressure to allow exchange to be rigorously fast is not possible in this instance. 
Figure 3.17. (a) VT 31P NMR spectra of 3 under 0.1 atm H2 in toluene-d8 (368 to 299 K). 
(b) Plots of 31P δ vs. T obtained for various H2 pressures (0.1, 1.0 atm). (c) van’t Hoff plot 
of ln(𝐾 ) vs. 1/T at 0.1 atm H2, with the extracted estimates for thermodynamic binding 
parameters displayed in Table 3.5, and a comparison to the non-linear fitting parameters 
(from the 31P δ vs. T plot in “b”) shown in Table A.2.3.  
In order to validate and/or improve the accuracy of the estimated thermodynamic 
parameters for H2 binding to 3, a two-pronged approach was carried out. First, a control 
experiment showed that the favorability of H2 binding to 2 was overestimated by 0.7 
kcal/mol in terms of ΔG° when using data obtained in the fast-intermediate exchange 
regime under identical conditions to those used for monitoring H2 binding to 3 (0.1 atm 
H2, Figure A.2.21). Thus, based on this control, it follows that ΔG° = −3.0(7) kcal/mol is 
likely a better estimate for H2 binding to 3. Indeed, best-fit lineshape simulations of VT 




kinetics section (3.3.10), give a value of ΔG° = −2.3(2) kcal/mol, which is within 
experimental error of the adjusted estimate of −3.0(7) kcal/mol (Figure A.2.22).194, 213, 235  
Therefore, it is likely that the binding of H2 to 3 is representative of a borderline 
case that is often assumed to be fast chemical exchange to allow facile analysis.213 By 
going a bit beyond simply assuming fast exchange, and correcting the estimate based on 
the aforementioned control experiment and VT 31P NMR lineshape simulations, the value 
of ΔG° = −3.0(7) kcal/mol was determined to be the best available estimate for the 
favorability of H2 binding to 3. The thermodynamic binding parameters for H2 to the trio 
of NiML complexes are collected in Table 3.5 in section 3.3.6, along with predicted 
binding free energies from DFT calculations. Before discussing the results for H2 
binding, N2 binding equilibrium measurements and data analysis will be briefly presented 
to allow for the trends in both H2 and N2 binding to be discussed together. 
3.3.5 Thermodynamic Parameters for N2 Binding to NiML Complexes 
After quantifying the H2 binding equilibria with NiML, it was discovered that the 
binding equilibria of N2 could also be investigated via analogous VT 31P NMR 
spectroscopy experiments. The equilibrium between 2 and 2−N2 was monitored under 1 
atm N2 at low T (226 to 193 K), and distinct 31P resonances were observed for both 2 
(37.8) and 2−N2 (43.5 ppm; Figure 3.18). Recall that the corresponding control 
experiment for 2 under 1 atm of Ar did not result in the appearance of any new peaks at 
low T, and so, on this basis, the new resonance observed at 43.5 ppm was confidently 
assigned as that for 2−N2. The observation of distinct resonances for 2 and 2−N2 which 
change in relative integration as a function of T is characteristic of a slow chemical 




greater equilibrium concentration of 2−N2 relative to 2 was observed at lower T, as would 
be expected for the intermolecular binding of a gas molecule, which is a considerably 
unfavorable reaction from an entropic perspective.205, 232 
Figure 3.18. Stacked VT 31P NMR spectra (161.9 MHz) of 2 (~15 mM in 0.41 mL 
toluene-d8) under 1 atm N2 (left) and the resulting van’t Hoff plot from evaluating 𝐾  at 
various T from 226 K to 193 K (right). 
Quantitative integration of the 31P peaks for 2 and 2−N2 allowed for a 




[ ]  × 
       (Eqn 3.12) 
By evaluating 𝐾  at various T, a van’t Hoff plot was constructed and thermodynamic 
binding parameters were extracted for N2 binding to 2 (Figure 3.18, Table 3.6).231  
On the other hand, the interconversion of 3 and 3−N2 is fast on the 31P NMR 
timescale (161.9 MHz) at 1 atm N2 and high T (> 288 K).212-213, 231 As such, the observed 
chemical shift of the single 31P NMR resonance represents the population-weighted 




binding to 2 (Figure 3.19).211, 231 The close proximity of the observed 31P chemical shift at 
296 K (53.6 ppm) to the low T convergence chemical shift of 3−N2 (54.6 ppm) is a 
testament to the relatively strong binding of N2 under ambient conditions, and is 
consistent with the fact that N2 remains bound in the solid-state based on IR spectroscopy 
and x-ray crystallography studies (sections 2.2.5 and 3.3.1). Although some line 
broadening in the 31P peaks for the equilibrium between 3 and 3−N2 can be observed in 
Figure 3.19a, fast exchange was found to be a valid assumption for T > 288 K, as both 
intermediate (289 K to 325 K) and high T range subsets (333 to 370 K) give nearly 
identical thermodynamic parameters (Figure A.2.23). 
Figure 3.19. (a) VT 31P NMR spectra (161.9 MHz) of 3 under 1 atm N2 in toluene-d8 
(370 to 247 K). Lower T spectra were also obtained but showed similar 31P δ to that at 
247 K, and thus are not shown for clarity. (b) Plot of 31P δ vs. T, with data shown as 
points, and the solid trace representing the best-fit curve obtained by varying ΔH° and 
ΔS° as parameters. (c) van’t Hoff plot of ln(𝐾 ) vs. 1/T. Thermodynamic binding 
parameters from van’t Hoff analysis are shown in Table 3.6, and a comparison to the 
non-linear fitting parameters (from the 31P δ vs. T plot in “b”) is shown in Table A.2.4.  
Lastly, extremely high N2 pressures were required to observe an equilibrium 
between 1 and 1−N2 due to weak and unfavorable N2 binding to 1 (vide infra). Under 51 
atm N2, the equilibrium between 1 and 1−N2 was observed to switch from slow chemical 
exchange at very low T (≤ 200 K) to fast exchange at higher T (≥ 243 K; Figure 3.20). 




control experiments which showed no such peak for 1 under 1 atm Ar (Figure A.2.14). 
One potential problem with trying to measure an extremely weak binding equilibrium is 
that the experimental observable, in this case 31P δobs, for the fully bound species is 
unknown, and there is no guarantee that full binding will be attainable under the 
examined conditions. In this case, the fact that the chemical shift of 1 observed under 
slow exchange conditions at 190 K and 51 atm N2 matches that obtained independently 
under an Ar atmosphere validates the notion that the chemical shift of 1−N2 has also 
reached its “true” chemical shift at 190 K. With the switching of chemical exchange 
behavior, the ratio of 1−N2 to 1 and 𝐾  were evaluated based on the distinct 31P peak 
integrations at very low T (≤ 200 K) and based on the observed 31P chemical shift relative 
to those of 1 and 1−N2 at higher T. The resulting van’t Hoff plot (Figure 3.20) allowed 
for the extraction of the thermodynamic binding parameters for N2 binding to 1 (Table 
3.6).  
Figure 3.20. Stacked VT 31P NMR spectra (202.4 MHz) of 1 (~16 mM in 0.30 mL 
toluene-d8) under 51 atm N2 (left) and the resulting van’t Hoff plot from evaluating 𝐾  
at various T from 294 K to 190 K (right). All spectra shown above were included in the 
van’t Hoff analysis, with the exception of that obtained at 210 K, where the peaks for 1 




3.3.6 Discussion of Thermodynamic Results for H2 and N2 Binding to NiML Complexes 
3.3.6.1 Summary of Results and Significance 
 The thermodynamic parameters for the H2 and N2 binding equilibria with 
complexes 1-3, as obtained from the previously described van’t Hoff analyses, are 
compiled in Tables 3.5-3.6. The thermodynamic parameters obtained from non-linear 
fitting of 31P δ vs. T plots are given in Tables A.2.3-A.2.4, and were found to match 
closely with those from van’t Hoff analyses. 
Table 3.5. Measured and calculated H2 thermodynamic binding parameters for 1, 2, and 
3.a 
 1 2b 3 
ΔH° (kcal/mol) −6.3 (0.1) −6.0 (0.8) −14.8 (0.6)d 
ΔS° (cal/mol•K) −26.4 (0.4) −22 (2) −37 (2)d 
ΔG° (kcal/mol) +1.6 (0.2) +0.6 (0.2) −3.7 (0.7)d 
ΔG° (DFT)c  +2.8 +0.9 −1.9 
aEntries in parentheses are the standard deviations obtained from van’t Hoff linear regression analyses. 
Standard state is defined as 1 atm H2 (or N2 for Table 3.6), 1 M for all other species in toluene, and 298 K. 
bNote that H2 binding parameters were also obtained for 2 in THF, with ΔG° found to be slightly more 
favorable by ~0.5 kcal/mol (Figures A.2.24-A.2.26). cUnits of kcal/mol, M06-L176/bs1, gas-phase free 
energies for H2 (or N2), solvent-free energies for bound and unbound species (SMD181, toluene). Calculated 
by Dr. Jing Xie. dEstimated values extracted from fast-intermediate exchange regime data. See text for 
discussion, but −3.0(7) kcal/mol is reasoned to be a better estimate for ΔG°. 
Table 3.6. Measured and calculated N2 thermodynamic binding parameters for 1, 2, and 
3a 
 1 2 3 
ΔH° (kcal/mol) −4.7 (0.2) −4.7 (0.3) −14.5 (0.3) 
ΔS° (cal/mol•K) −27.5 (0.5) −23 (1) −45 (1) 
ΔG° (kcal/mol) +3.5 (0.3) +2.1 (0.5) −1.2 (0.4)  
ΔG° (DFT)  +6.3 +3.6 +0.2 
aSee Table 3.5 for footnote details. 
Increasing thermodynamic favorability for both H2 and N2 binding was observed 
as the supporting metal was varied down group 13 (In > Ga > Al). By simply varying the 




binding at Ni, as defined by ΔG° at 1 atm pressure, was tuned by nearly 5 kcal/mol in both 
cases (Tables 3.5-3.6). Remarkably, this range of H2 binding favorability for NiML 
complexes spans nearly the entire range of thermodynamic H2 binding parameters 
previously reported for all transition metals (ΔG°= +3 to −2 kcal/mol for 1 atm H2 standard 
state; Tables 3.9-3.10).122, 193-194, 201-202, 205-206 This is especially amazing considering the 
full range of thermodynamic H2 binding parameters encompasses binding to Ru,202 Re,193 
Ir,194 Cr,205 Mo,205 W,201, 205-206 and Co122 metal centers in varying ligand environments, 
whereas binding to the NiML complexes occurs at Ni ligated by the same ligand, with the 
supporting metal as the only variable atom. It is hypothesized that the trans positioning of 
the group 13 supporting metal relative to the small molecule binding pocket at Ni enables 
such a dramatic tuning effect.45, 236 Furthermore, the mononuclear Ni complex, NiLH3 (4), 
did not bind H2, even at high pressure and low T (34 atm, 193 K), and H2 binding to 4 is 
calculated to be unfavorable (ΔG° = +6.3 kcal/mol, M06-L/bs1).97, 128 By comparing the 
two extremes of H2 binding through DFT calculations, binding to 4 and to 3, it was found 
that the supporting metal favorably modulates H2 binding by ~8 kcal/mol (Table A.2.5). 
Likewise, N2 binding to 3 was predicted to be more favorable by ~6 kcal/mol compared 
with binding to 4 (Table A.2.6). 
Tweaking the electronic and steric environment of a transition metal center to 
achieve desired reactivity is usually performed by varying the steric and electronic 
properties of the surrounding ligand substituents. For example, variations in the electron-
donating properties of phosphine substituents have been seen to exert a dramatic 
influence on the equilibria between metal dihydrogen and dihydride complexes,45, 237-240 




best of my knowledge, utilizing ligand variation to systematically tune the 
thermodynamic favorability of H2 binding has not been reported for an isostructural 
series of metal dihydrogen complexes. Furthermore, our strategy of step-wise metalation 
has the advantage of eliminating the arduous task of synthesizing several different ligand 
variants, as libraries of bimetallic complexes with tunable properties and reactivity 
toward small molecules can be rapidly generated simply by varying the supporting metal 
within the same ligand framework.31, 97 
Apart from the dramatic tuning effect of the supporting metal, the determination 
of both H2 and N2 binding energies for first-row metal complexes is also a rarity, with the 
only other reported examples being Co(TPB) and Cr(CO)3(PCy3)2.122, 205 Across the 
NiML triad, the binding energies for H2 are more favorable than those for N2 by 1.9(4), 
1.5(5), and ~1.8(8) kcal/mol for 1, 2, and 3, respectively (Tables 3.5-3.6). The preference 
of the NiML complexes for binding H2 over N2 likely is due to the fact that the Ni centers 
are relatively electron-deficient due to dative electron withdrawal by the Lewis acidic 
supporting metal ion, and as such coordination of better σ-donor substrates is favored. A 
similar trend of more favorable binding of H2 than N2 was reported for Cr(CO)3(PCy3)2, 
albeit with a smaller difference in free energy of 1.0(9) kcal/mol (Tables 3.7 and 3.9).205 
On the other hand, the ΔG°1M (1 M standard state for gases) values for H2 and N2 binding 
to Co(TPB) are the same within experimental error, at −4.4(1.6) and −4.8(9) kcal/mol, 
respectively (Tables 3.8 and 3.10).122 That N2 binding is more competitive with H2 
binding for Co(TPB), a triphosphine-ligated Co center, than it is for NiML complexes, 
which feature triphosphine-ligated Ni centers, is consistent with the greater π-basicity of 




reason the few Ni(N2) adducts that have been reported display minimal activation of the 
N≡N bond due to lesser amounts of π-back-bonding from the more electronegative Ni 
center relative to N2 adducts of Mn, Fe, and Co.30, 81, 110  
3.3.6.2 N2 binding: Comparison of NiML to Literature Complexes 
In general, reports of thermodynamic parameters for N2 binding are relatively 
sparse, even in comparison to those for H2 binding. The limited set of reported N2 
binding energies can likely be attributed to the fact that most metal complexes which are 
studied for N2 functionalization bind N2 too strongly and irreversibly to be measured. 
Tables 3.7-3.8 show a comparison of the thermodynamic N2 binding parameters for all 
complexes in the literature, with the standard states defined as 1 atm N2 (Table 3.7) and 1 
M N2 (Table 3.8). 
Table 3.7. Compilation of N2 thermodynamic binding parameters (for 1 atm N2 standard 
state) reported in the literature compared with those for complexes 1, 2, and 3. See Table 










1d −4.7 (0.2) −27.5 (0.5) +3.5 (0.3) +0.4 (0.1) 
2d −4.7 (0.3) −23 (1) +2.1 (0.5) −1.0 (0.5) 
Cr(CO)3(PCy3)2e −9.3 (0.2) −35.4 (2.3) +1.3 (0.7) −1.8b 
Mo(CO)3(PCy3)2e −9.0 (0.6) −32.1 (3.2) +0.6 (0.1) −2.5b 
[Fe(P4N2)]+f −6.6 (0.1) −23.4 (0.4) +0.41 (0.05) −2.7b 
W(CO)3(PCy3)2e −13.5 (1.0)a − − − 
3d −14.5 (0.3) −45 (1) −1.2 (0.4) −4.3 (0.4) 
Fe(P4N2)g − − −7.0 −10.1b 
Note that standard deviations are given in parenthesis. Standard state is defined as 1 atm N2 and 1 M of all 
other species, at 298 K. aMeasured via calorimetry.206 bEstimated value based on approximate conversion 
factor between 1 atm and 1 M standard states for N2 (for toluene). dMeasured in toluene via VT 31P NMR 
spectroscopy. eMeasured in THF via VT IR spectroscopy.205 Similar ΔH° values were measured in both 
THF and toluene by calorimetry. fMeasured in fluorobenzene by VT UV-vis spectroscopy.242 gMeasured in 





Table 3.8. Compilation of N2 thermodynamic binding parameters (for 1 M N2 standard 
state) reported in the literature compared with those for complexes 1, 2, and 3. See Table 










1d −5.4 (0.1) −19.5 (0.4) +0.4 (0.1) +3.5 (0.3) 
[(N2)Fe2(μ-H)2(SiP2O)]e −9.0 (0.4) −30 (2) −0.1 (0.1) +3.0a 
2d −5.5 (0.3) −14.9 (1.3) −1.0 (0.5) +2.1 (0.5) 
3d −15.2 (0.3) −36.6 (1.0) −4.3 (0.4) −1.2 (0.4) 
Co(TPB)f −13.9 (0.7) −32 (5) −4.4 (1.6) −1.3a 
[(N2)Fe2(μ-H)2(SiP2O)]− −18c −30c −8.8b −5.7a 
Note that standard deviations are given in parenthesis. Standard state is defined as 1 M N2 and 1 M 
of all other species, at 298 K. aEstimated value based on approximate conversion factor between 1 atm and 
1 M standard states for N2 (for toluene). bMeasured in THF via CV simulation.243 cEstimated based on 
assumption of similar ΔS° to that determined for analogous neutral species (see “e”). dMeasured in toluene 
via VT 31P NMR spectroscopy. Value for 1 requires the assumption that [N2] in toluene is proportional to 
pressure even at high pressures. eMeasured in hexanes via VT UV-vis spectroscopy.243 fMeasured in toluene 
by VT UV-vis spectroscopy.122 
It should be noted that in making literature comparisons, it is necessary to convert 
between standard-state conditions defined as P(gas) = 1 atm and those defined as [gas] = 
1 M. The net result is that ΔG°1M is more favorable by ~3.5 and ~3.1 kcal/mol for H2 and 
N2 binding to NiML complexes, respectively, relative to the values displayed in Tables 
3.5-3.6 (where ΔG° = ΔG°1atm). We believe that defining the standard-state condition as 1 
atm gas pressure is more logical, as this better describes typical conditions: at 1 atm 
pressure in toluene, gas solubility is much lower than 1 M (~0.003 M and ~0.005 M for 
H2 and N2, respectively).244-245 Furthermore, extrapolating gas solubility to different T 
can introduce additional sources of error into the determination of equilibrium constants. 
While conversions between standard states can be rigorously made for NiML complexes 
(Tables A.2.7-A.2.8), only approximate values can be obtained for converting literature 
values between standard states, as the exact conversion factors will depend slightly on the 





In addition to the previously discussed binding energies for Co(TPB) and 
Cr(CO)3(PCy3)2, N2 binding studies have also been reported for the group 6 Mo and W 
congeners of Kubas’s complex, M(CO)3(PCy3)2.201, 204-206 Slightly more favorable N2 
binding, albeit within experimental error, was observed for the Mo complex relative to 
the Cr analogue, with ΔG°1atm found to be +0.6(1) kcal/mol for the former compared with 
+1.3(7) kcal/mol for the latter (Table 3.7).205 Greater enthalpic contributions to binding 
were generally found upon variation of the metal identity down group 6, with ΔH° values 
of −9.3(2), −9.8(6), −13.5(1.0) kcal/mol reported for the isostructural Cr, Mo, and W 
complexes, respectively.205 These results are loosely consistent with stronger enthalpic 
contributions to metal-ligand bond formation for second-row and third-row metals 
relative to first-row metals.110  
Apart from the equilibrium measurements reported by Hoff and co-workers for 
Kubas’s trio of group 6 complexes, two different sets of Fe complexes are the only other 
complexes for which thermodynamic N2 binding parameters have been reported. Mock 
and co-workers recently reported a tetraphosphine-ligated Fe(I) cationic complex, 
[Fe(P4N2)]+, which binds N2 with ΔG°1atm= +0.41(5) kcal/mol, with much stronger N2 
binding observed upon one-electron reduction in fluorobenzene to the analogous Fe(0) 
neutral complex (ΔG°1atm= −7.0 kcal/mol).242 Likewise, Peters and co-workers have 
reported a diphosphine-ligated Fe dimer complex, in which two Fe(II) centers are bridged 
by hydrides, for which N2 binding data was also reported in two different neighboring 
charge states.243 One of the Fe(II) centers in the neutral dimer complex already binds one 
molecule of N2 irreversibly, and weak N2 binding to the other Fe(II) center was observed 




THF, the reduced dimer species binds N2 much more readily, with ΔG°1M ~ −8.8 
kcal/mol.243 
Compared to this limited set of thermodynamic parameters for N2 binding 
(ΔH°1atm= −6 to −18 kcal/mol, ΔG°1atm= +3 to −7 kcal/mol), those obtained for NiML 
complexes are on the weaker side, with the exception of 3. N2 binding to 3 (ΔG°1M = 
−4.3[4] kcal/mol) is more favorable than binding to Kubas’s Cr and Mo complexes,205 
and on par with the N2 binding propensity of Co(TPB) (ΔG°1M = −4.4[1.6] kcal/mol).122 
Complex 1 binds N2 weaker than all complexes reported, while complex 2 binds N2 more 
weakly than all complexes except 1 and the neutral charge state of the Fe(II) dimer 
reported by Peters and co-workers (Tables 3.7-3.8).243 Significantly stronger N2 binding 
to reduced complexes is illustrated by the Fe complexes of Peters and Mock, which bind 
N2 more strongly than their one-electron oxidized analogues by ~7.4 and ~8.7 kcal/mol, 
respectively.242-243  
3.3.6.3 H2 binding: Comparison of NiML to Literature Complexes 
A compilation of all thermodynamic H2 binding parameters for literature 










Table 3.9. Compilation of H2 thermodynamic binding parameters (for 1 atm H2 standard 










1f −6.3 (0.1) −26.4 (0.4) +1.6 (0.2) −1.9 (0.2) 
2f −6.0 (0.8) −22 (2) +0.6 (0.2) −2.9 (0.2) 
Mo(CO)3(PCy3)2g −6.5 (0.2) −23.8 (2.1) +0.6 (0.1) −2.9c 
Cr(CO)3(PCy3)2g −7.3 (0.2) −25.6 (1.7) +0.3 (0.1) −3.2c 
W(CO)3(PCy3)2g −10 (1)a −29 (3)d −1.4c −4.5 (0.1)b 
3f −14.8 (0.6)e −37 (2)e −3.7 (0.7)e −7.1 (0.7)e 
Note that standard deviations are given in parenthesis. Standard state is defined as 1 atm H2 and 1 M of all 
other species, at 298 K. Values were measured in either toluene (complexes 1-3) or THF (all other 
complexes). aMeasured via calorimetry.204, 206 bMeasured via time-resolved step-scan FTIR and UV-vis 
spectroscopies.201 cEstimated value based on approximate conversion factor between 1 atm and 1 M 
standard states for H2 in toluene. dEstimated value based on measured ΔH°1atm and estimated ΔG°1atm 
values. eEstimated values extracted from fast-intermediate exchange regime 31P NMR data. See main text 
for discussion, but −3.0(7) and −6.5(7) kcal/mol are proposed to be better estimates for ΔG°1atm and ΔG°1M, 
respectively. fMeasured via VT 31P NMR spectroscopy. gMeasured in THF via VT IR spectroscopy. Similar 
ΔH° values were measured in both THF and toluene by calorimetry.205-206 
Table 3.10. Compilation of H2 thermodynamic binding parameters (for 1 M H2 standard 










RuH(Cl)(CO)(PiPr3)2d −7.7 (0.2) −23.2 (1.0) −0.8 (0.1) +2.7b 
Ir(H)2(Cl)(PtBu2Ph)2d −6.8 (0.2) −19.2 (0.7) −1.1 (0.1) +2.4b 
1a −7.7 (0.1) −19.5 (0.4) −1.9 (0.2) +1.6 (0.2) 
Ir(H)2(Br)(PtBu2Ph)2d −7.9 (0.9) −19.7 (3.2) −2.0 (0.2) +1.5b 
Ir(H)2(I)(PtBu2Ph)2d −9.3 (0.2) −22.7 (0.8) −2.5 (0.1) +1.5b 
2a −7.4 (0.8) −15 (2) −2.9 (0.2) +0.6 (0.2) 
Co(TPB)e −12.5 (0.3) −26 (3) −4.8 (0.9) −1.3b 
[Re(CNR)3(PCy3)2]+f −18.0 (0.7) −44(2) −4.8 (1.3) −1.3b 
3a −16.2 (0.6)c −30 (2)c −7.1 (0.7)c −3.7 (0.7)c 
Standard state is defined as 1 M for all species at 298 K. All values were determined in toluene unless 
otherwise noted, with standard deviations shown in parenthesis. aMeasured by VT 31P NMR spectroscopy. 
Values for 1-2 require the assumption that [H2] in toluene is proportional to pressure even at high pressures. 
cEstimated value based on approximate conversion factor between 1 atm and 1 M standard states for H2 in 
toluene. cEstimated values extracted from fast-intermediate exchange regime VT 31P NMR data. See main 
text for discussion, but −6.5(7) and −3.0(7) kcal/mol are proposed to be better estimates for ΔG°1M and 
ΔG°1atm, respectively. dMeasured by VT NMR spectroscopy.202 eMeasured by VT UV-vis spectroscopy.122 
fMeasured in CDCl2 via VT NMR spectroscopy for R=tBu.193 
The thermodynamic parameters obtained for H2 binding to the NiML complexes 




in the literature (ΔH°1atm= −5 to −12 kcal/mol, ΔG°1atm= +3 to −2 kcal/mol; Tables 3.9-
3.10).122, 193-194, 201-202, 205-206 Prior to this work, Co(TPB) and [Re(CNtBu)3(PCy3)2]+ had 
the most favorable H2 binding energies reported, to the best of our knowledge, with 
ΔG°1M = −4.8(9) and −4.8(1.3) kcal/mol, respectively (Table 3.10).122, 193 Notably, 3 
binds H2 even more favorably with ΔG°1M ~ −6.5(7) kcal/mol, which was obtained by 
converting the estimated ΔG° at 1 atm H2 to ΔG°1M for [H2] = 1 M (Table A.2.7). This 
statement does not imply that H2 is bound more strongly in 3−H2 than in any other M(η2-
H2) complex, as strong and irreversible binding can often be difficult or impossible to 
measure experimentally, biasing the strongest reported binding energies away from those 
that are truly strongest. Furthermore, the vast majority of complexes do not have 
thermodynamic binding parameters reported, and instead simply qualitatively observe the 
strength of binding by reporting whether H2 is labile to vacuum. One likely example of 
stronger H2 binding than in 3−H2 is that in [Re(H2)(H)4(PhP{(CH2)3PCy2}2)]+, in which 
bound H2 was inert to substitution by CO;246 in contrast, H2 is readily displaced in 3−H2 
by CO to form 3−CO, as previously described (Figure 3.2).  
While 3 has the most favorable H2 binding ΔG° value reported, the ΔG° value 
obtained for H2 binding to 2 places it squarely in the middle of reported literature 
complexes (Tables 3.9-3.10). With ΔG°1atm = +0.6(2) kcal/mol, or ΔG°1M = −2.9(2) 
kcal/mol, complex 2 binds H2 more favorably than RuH(Cl)(CO)(PiPr3)2 (ΔG°1M = 
−0.8(1) kcal/mol) and the series of Ir(H)2(X)(PtBu2Ph)2 complexes reported by Caulton 
and co-workers (ΔG°1M = −1.1 to −2.5 kcal/mol for X=Cl, Br, I).194, 202 Furthermore, 
complex 2 has similar binding propensity to Kubas’s Cr (ΔG°1atm = +0.3(1) kcal/mol) and 




kcal/mol) and the aforementioned Co(TPB) and Re(CNtBu)3(PCy3)2 complexes have 
more favorable H2 binding energies than 2.122, 193, 201, 205 Complex 1 (ΔG°1atm = +1.6(2) 
kcal/mol, ΔG°1M = −1.9(2) kcal/mol), binds H2 more weakly than all complexes except 
the aforementioned Ru complex and two of the three Ir complexes.194, 202 As mentioned at 
the outset, only one example of a Ni(0) dihydrogen complex has been reported, with three 
additional reports of Ni(II) cationic dihydrogen complexes, and no thermodynamic 
binding data has been reported for any of these complexes.117, 189, 198 Thus, the trio of 
NiML complexes are the first Ni complexes, as well as the first isostructural series of 
first-row metal complexes, for which thermodynamic H2 binding parameters have been 
determined.  
3.3.6.4 Entropic and Enthalpic Contributions for H2 and N2 Binding to NiML Complexes 
In this section, the enthalpic and entropic contributions to binding will be 
discussed in greater detail for the NiML complexes. Complexes 1 and 2 have nearly 
identical ΔH° values for both H2 (~ −6 kcal/mol) and N2 (−4.7 kcal/mol) binding. 
Strikingly, the binding of H2 and N2 to 3 are considerably more exothermic compared 
with binding to 1 and 2 (ΔΔH° ≈ −8 and −10 kcal/mol, respectively), which suggests a 
stronger bonding interaction for 3 with both H2 and N2 (Tables 3.5-3.6). The ΔS° values 
for both H2 and N2 binding to 1, 2, and 3 are all negative, which reflects the entropic cost 
of the intermolecular binding of a gas molecule. In general, a greater entropic cost was 
observed for N2 binding than for H2 binding; this trend has been observed previously and 
was attributed to the larger absolute entropy of N2 relative to H2.45, 205 In comparing ΔS° 
values for complexes 1-3, by far the most negative values are observed for binding to 3. 




terms is consistent with tighter and more rigid binding of H2 and N2 to Ni for complex 3 
compared with binding to complexes 1-2.  
In comparing the entropic cost of H2 and N2 binding, a slightly greater entropic 
cost (or more negative ΔS°) was found for binding to complex 1 compared to complex 2, 
such that the order of entropic cost is: 2 < 1 << 3 (Tables 3.5-3.6). Because 1 and 2 have 
identical ΔH° values for both H2 and N2 binding, the overall differences between their 
respective H2 and N2 binding propensities originates from this difference in ΔS° values. 
Hence, it is intriguing to consider what factors might be responsible for the ΔS° 
differences in binding across the NiML series. For H2 binding, the two main factors to 
consider are the reorganization energies of the H2 and NiML molecular fragments upon 
binding. A greater extent of H2 activation in (η2-H2)NiML would be expected to result in 
greater rigidity in the H2 molecule, resulting in a larger entropic cost. In other words, the 
less activated and more weakly bound H2 molecule can rotate more freely and retain a 
greater degree of the freedom of motion that free H2 possesses. The second factor is the 
reorganization of the Ni center, which rises further above the P3-plane and adopts a 
pseudo-tetrahedral geometry in order to bind H2. Consequently, NiML precursors where 
the Ni center is pre-positioned further above the P3-plane would be expected to require 
less reorganization energy to bind H2. As discussed in the previous chapter, the larger 
In(III) ion in 3 exerts a greater degree of steric pressure on the Ni center, resulting in Ni 
being positioned further above the P3-plane (0.23 Å) than in 1 and 2, which have nearly 
identical Ni to P3-plane distances of 0.13 Å.97  
Based on this rationale, the entropic cost related to reorganization of the Ni center 




cost related to H2 reorganization increases in the opposite order: 1 < 2 < 3. Since 3 
displays the most negative ΔS° value for H2 binding, the latter factor relating to the 
reorganization of the H2 fragment appears to be more significant than the former. Based 
on this analysis, one might expect 2 to have a more negative ΔS° value than 1 for H2 
binding, but in fact the opposite is observed (Table 3.5-3.6). While this discrepancy is not 
fully understood, it is possible that reorganization of the supporting metal ion to maintain 
an intact dative bond with Ni may also be a significant contributing factor to the 
reorganization of the NiML fragment. Another thing to keep in mind is that the difference 
in ΔS° values between 1 and 2 is relatively minor, at ~4.5 cal/(mol∙K), compared with the 
much larger difference of ~10 to 14 cal/(mol∙K) between 3 and the other complexes. In 
light of the greater robustness of ΔG° compared with ΔS°, perhaps this small entropic 
difference between 1 and 2 is too minor to be readily explainable.231 That said, it is more 
convincing that this small difference is meaningful in light of the fact that a nearly 
identical difference of ~4.5 cal/(mol∙K) between the ΔS° values for 1 and 2 is observed 
for both H2 and N2 binding. In any case, this subtle difference in entropic binding cost 
between 1 and 2 has not yet been satisfactorily rationalized. 
3.3.6.5 Profiles for H2 and N2 Binding to NiML Complexes at Constant T and Variable P 
For understanding binding equilibria, it may be more intuitive to compare the 
relative percentages of bound and unbound species at equilibrium under a similar set of 
conditions because such an analysis relates directly to experimental observables. For 
instance, it is a lot easier to understand that a pressure of ~8 atm H2 is required to reach 
>75% 2−H2 at equilibrium at 298 K, as opposed to simply knowing that ΔG° = +0.6(2) 




% of the bound species vs. gas pressure at 298 K. N2 binding is by far the most favorable 
for NiInL (3), as shown in Figure 3.21, with pressures as small as 1.2 atm N2 resulting in 
>90% 3−N2 at equilibrium at 298 K. NiAlL (1) binds N2 the weakest, requiring ~41 atm 
N2 in order to reach >10% 1−N2 at equilibrium at 298 K. NiGaL (2) also binds N2 
weakly, albeit stronger than 1, with ~3.9 atm N2 required to reach >10% 2−N2 and ~35 
atm N2 needed to reach ~50% 2−N2 (Figure 3.21). 
Figure 3.21. H2 (left) and N2 (right) binding curves for NiML, which plot the % 
(L’)NiML at equilibrium at 298K vs. L’ gas pressure (L’= H2, N2). The curves were 
calculated based on the experimental ΔG° values (Table 3.5-3.6). The shaded regions on 
either side of the solid curves represent the range in % bound species that correspond to 
one standard deviation (based on the experimental error in ΔG°). 
Turning our attention to H2 binding, pressures as small as 0.4 atm H2 result in 
>98% 3−H2 at equilibrium at 298 K. In contrast, 1 binds H2 the weakest, requiring ~45 
atm H2 to reach >75% 1−H2 at equilibrium at 298 K. Complex 2 binds H2 moderately 
relative to the other NiML complexes, only requiring ~8 atm H2 to reach >75% 2−H2 and 
reaching ~95% 2−H2 under ~50 atm H2 at 298 K. Of note, the shaded error bar regions 
show that not all errors in ΔG° values result in the same magnitude of error for the 
equilibrium mixture composition. For example, 3 has the largest absolute error in the 




−3.7 kcal/mol (adding or subtracting the standard deviation) would lead to almost full 
binding of H2 to form 3−H2 at any substantial pressure anyways, so the error bars are 
very small for % 3−H2. In contrast, 2 has a smaller absolute error in its H2 binding ΔG° 
value, 0.6(2) kcal/mol, but because its ΔG° value is closer to ΔG°=0 kcal/mol, this 
smaller error results in more uncertainty in % 2−H2 at equilibrium for any given pressure 
than was the case for 3−H2. One last experimentally relevant piece of information 
concerns the % of bound species present at equilibrium under ambient conditions (1 atm 
gas pressure and 298 K). These percentages are given for each binding equilibrium in 
Table 3.11. 
Table 3.11. Comparison of Equilibrium Populations of Bound and Unbound Species. 
Complex 
% of Each Species Present at Equilibrium (1 atm, 298 K) 
(η2-H2)NiML NiML (N2)NiML NiML  
1 7(2) 93 0.3(1) 99.7 
2 55(16) 45 3(2) 97 
3 99(1) 1 90(10) 10 
Note that standard deviation in % bound species is given in parenthesis based on propagation of the 
standard deviation in the ΔG° value, and also represents the uncertainty in the associated % NiML value as 
well. The % bound and unbound species necessarily sum to 100%. 
3.3.7 Characterization of 3−H2 in the Solid-State via X-ray and Neutron Diffraction 
Studies 
The strong binding of H2 to 3 and the remarkable stability of 3−H2 allowed for the 
isolation of single crystals suitable for both x-ray and neutron diffraction studies (Table 
3.12, Figure 3.22). Single crystals were grown by allowing a concentrated solution of 3 in 
toluene to remain under 1 atm H2 for several days. While single crystal x-ray diffraction 
typically allows for structural characterization of all relevant atom positions in a 




the difference map, and instead are placed in idealized positions relative to the heavier 
atoms to which they are bonded.173 In a simplified way of thinking about x-ray 
diffraction, because the electron density distribution in a single crystal is responsible for 
the diffraction of x-rays in a particular pattern, light atoms with fewer electrons will not 
contribute as significantly to the diffraction pattern as heavier atoms, and therefore the 
positions of light atoms will be more difficult to reliably determine. Applying this 
principle to the case of 3−H2, the Ni and H atoms of H2 are in close proximity, and so 
because each H atom has one electron and Ni has 28 electrons, it is difficult to reliably 
determine the position of the H atoms of H2. This is an unfortunate limitation of x-ray 
diffraction for studying metal-dihydrogen complexes like 3−H2, because the most 
interesting part of the molecule is arguably the bonding between H2 and Ni, as defined by 
the H−H and Ni−H bond lengths and the associated angles.45 
Fortunately, single crystal neutron diffraction allows for these limitations of x-ray 
crystallography to be circumvented, and was utilized to determine the positions of the 
hydrogen atoms of H2 in 3−H2. While x-rays interact with the electron clouds of each 
atom, neutrons primarily interact with the nucleus of atoms. Unlike x-ray diffraction, 
neutron diffraction allows for light atoms, like hydrogen, to contribute significantly to the 
diffracted intensity even when in close spatial proximity to atoms with large atomic 
numbers.247-249 Due to the potential hazards of a beam of high energy neutrons which is 
required for neutron diffraction, neutron sources are limited and only a few facilities in 
the world are capable of collecting single crystal neutron diffraction data. In collaboration 
with Dr. Victor Young, Jr. (UMN), Dr. Christina Hoffman, and Dr. Xiaoping Wang, a 




(SNS) TOPAZ single crystal diffractometer at Oak Ridge National Laboratory 
(ORNL).247, 250 Notably, 3−H2 is the first H2 adduct of Ni or of any d10 metal to be 
structurally characterized by neutron diffraction.45, 224 A microscope image of crystals of 
3−H2 (0.35 x 0.30 x 0.30 mm in size) and the structure obtained from neutron diffraction 
are shown in Figure 3.22, with selected structural parameters given in Table 3.12. 
As one would expect, the neutron and x-ray structures are essentially identical 
(within esd, Table 3.12). An intact H2 ligand was placed and freely refined 
anisotropically in the neutron structure, yielding clear crystallographic evidence for H2 
bound side-on to Ni and confirming our original formulation of 3−H2 based on T1(min) 
and JHD NMR studies.97 The H−H distance in the solid-state structure was determined to 
be 0.80(2) Å, which is shorter than the 0.91 Å distance previously estimated from the JHD 
coupling constant in solution-state NMR studies.97 However, it is well documented that 
uncorrected librational motion of H2 results in slightly shorter apparent solid-state H−H 
distances relative to those obtained by NMR studies, with the H−H distance found to be 
shorter by ~0.07 Å on average in complexes which were studied by both techniques.45, 248, 
251 This seems to be a valid rationale for evaluating the discrepancy in the H−H distance 
between the neutron structure and solution-state NMR studies for 3−H2, as the rapid 
rotation of H2 about the Ni→In bond vector established by T1(min) studies likely gives 
rise to the apparent shortening effect in the solid-state, which is of similar magnitude to 




Figure 3.22. (a) Microscope image of gold block single crystals of 3−H2. (b) Solid-state 
structure of 3−H2 obtained via neutron diffraction, with 50% ellipsoids shown. H atoms 
were omitted for clarity, except for those on the apical H2 ligand (shown in gold). Metal 
atoms are labeled, and phosphorus (orange), nitrogen (blue), and carbon (gray) atoms are 
color coded accordingly. Selected structural parameters for both neutron and x-ray 
structures are shown in Table 3.12. 
Unlike the H−H distance (vide supra), the Ni−H bond distance is a parameter that 
neutron diffraction is uniquely able to experimentally evaluate. The Ni−H bond distances 
were determined to be 1.61(2) and 1.61(2) Å. It makes intuitive geometric sense that the 
Ni−H distances in a Ni(η2-H2) adduct should be longer than those for most terminal Ni 
hydride species, which typically have distances of 1.32-1.65 Å.252 Although literature 
comparisons are more sparse in light of 3−H2 being the first Ni(η2-H2) adduct to be 
structurally characterized, its M−H and H−H distances are both similar to those for the 
only Co(η2-H2) adduct to be structurally characterized, (η2-H2)Co(TPB), which had 
distances of 1.66-1.67 Å and 0.83(2) Å, respectively.121 Interestingly, short contact 
distances between coordinated H2 and the hydrogen atoms of the ligand isopropyl groups 
were observed in both 3−H2 and (η2-H2)Co(TPB), the closest of which were 2.25-2.27 Å 




crystal packing forces and deemed to be unlikely to persist in the solution-state.121, 248 
Close contacts between ligand C−H bonds and an activated M(η2-H2) or M−H moiety 
have been previously implicated in facile C−H ortho-metalation processes, though we 
have not observed evidence of such processes for 3−H2.97, 124 
Table 3.12. Comparison of selected structural parameters for 3−H2 from experiment and 
theory. 
Metric X-raya Neutron DFT Calc'dc 
Ni-In (Å) 2.479(2) 2.49(2) 2.603/2.531 
Ni-Pavg (Å) 2.2618(2) 2.260(1) 2.287/2.292 
Ni to P3-plane (Å) 0.29 0.31 0.37/0.35 
In to N3-plane (Å) 0.50 0.52 0.43/0.46 
In-Neqavg (Å) 2.1147(6) 2.126(1) 2.051/2.079 
In-Napical (Å) 2.366(1) 2.39(2) 2.292/2.322 
Ni-H (Å) −b 1.61(2), 1.61(2) 
1.633,1.639/ 
1.628,1.624 
H-H (Å) −b 0.80(2) 0.835/0.837 
aNote that the initially reported x-ray structure97 was collected at 123 K (Cu source), whereas the structure 
reported here was re-collected at 100 K (Mo source) so as to more directly compare with the neutron 
structure (collected at 100 K) and to obtain higher resolution data. bAlthough H−H and M−H distances are 
generally considered to be unreliable from x-ray data, high resolution data collected to 0.6 Å allowed for 
distances of 0.92(7) Å, and 1.65(2) and 1.58(2) Å to be determined. cvalues are listed from M06-L/bs1 / 
M06-D3/bs4. See Table A.2.9 for comparison of structural parameters obtained using different 
computational methods. 
The DFT-computed structure of 3−H2 matches reasonably well with that 
determined experimentally, except for the overestimation of the Ni−In bond distance by 
all methods examined in both 3 (by 0.01 to 0.06 Å) and 3−H2 (by 0.04 to 0.12 Å; see 
Table 3.12 and Table A.2.9). Similar predictions of slightly longer M→E dative bond 
distances relative to experiment, albeit with generally smaller discrepancies, has been 
reported for a similar system in the literature.101 The calculated Ni−H distances agree 




slightly longer (0.02 – 0.04 Å) than the experimental value of 0.80 Å from the neutron 
structure, and slightly shorter by ~0.08 Å than the solution-state distance of 0.91 Å.97  
3.3.8 Investigating the Interplay of σ-Donation and π-Back-Bonding Interactions in 
Binding  
3.3.8.1 Computational Insight into Binding Interactions 
 The next few sections will delve deeper into the binding interactions between H2 
and Ni to understand the differences as a function of supporting metal. Although Ni(N2) 
complexes are rare, the minimal extent of N−N activation renders the Ni(N2) complexes 
less interesting than the Ni(η2-H2) complexes in terms of subsequent reactivity, and so the 
Ni(η2-H2) complexes will largely be the focus of much of the remainder of this chapter. 
In M(η2-H2) complexes, two primary interactions are responsible for the strength of the 
interaction between the metal and H2: σ-donation (H2 σ → M) and π-back-bonding (M dπ 
→ H2 σ*).45, 197, 224 In order to understand the relative interplay of these two interactions 
and how they change with different supporting metals, DFT calculations were performed, 
with extended transition state – natural orbitals for chemical valence (ETS-NOCV) 
calculations performed on the DFT-optimized structures.253-255  
 Because of the availability of the crystal structure of 3, the neutron structure of 
3−H2, and the free energy of H2 binding to 3, testing whether various computational 
methods could accurately reproduce these results seemed like a good starting point for 
determining which methods were best at describing the interactions between H2 and Ni 
for the NiML complexes. To find a suitable computation method, four functionals were 
tested, M06-L,176 M06-D3,177 PBE0,178 and PBE0-D3,179 in combination with basis set 1 




bs2-bs4) and M06-D3 (bs4). Taking into account both the structure and energetics, M06-
L/bs1 performs the best for describing H2 and N2 binding for the NiML series. As shown 
in Tables 3.5-3.6, M06-L/bs1 correctly predicts the relative favorability of H2 and N2 
binding (Al < Ga < In), as well as that H2 binds stronger than N2 for each complex, 
consistent with experimental measurements. Although the absolute ΔG° values are all 
predicted to be less favorable than is experimentally observed, the relative binding 
differences (ΔΔG°) between NiML complexes calculated with M06-L/bs1 match the 
experimental data reasonably well. 
 With a suitable computational method identified, energy decomposition 
analysis254 (EDA, with PBE0-D3/TZ2P method using ADF2017 software255) was 
performed on the optimized structures (M06-L/bs1) for 1−H2, 2−H2, and 3−H2 to better 
understand the interactions of Ni with H2. The EDA interaction energy (ΔEint) is 
calculated by taking the electronic energy difference between (η2-H2)NiML and its two 
fragments, H2 and NiML. The ΔEint is broken down into many components, including 
terms pertaining to electrostatic interactions, Pauli repulsion, dispersion, and the orbital 
interaction energy (ΔEorbital), the latter of which is further decomposed into contributions 
to chemical bonding by the ETS-NOCV method.253-255 For the H2 adducts, the 
dominating NOCV pairs suggest two types of orbital interactions between H2 and NiML: 
1) forward donation from the σ-bond of H2 to the empty 4pz orbital of Ni (Figure 3.23, 
NOCV1 and 3); and 2) π-back-donation from the 3dxz and 3dyz orbitals of Ni to the σ* 
antibonding orbital of H2 (Figure 3.23, NOCV2 and 4). The σ-donation orbital 
interactions were found to be dominant, with interaction energies contributing ~60% of 




Figure 3.23. Deformation density contributions (ΔρNOCVn, isovalue 0.04 a.u.) of NOCV 
pairs of 3−H2. Similar densities were computed for 1−H2 and 2−H2 complexes. Figure 
adapted from that provided by Dr. Jing Xie. 
Note that similar calculations were carried out for the N2 adducts of NiML, with 
the results indicating that σ-donation contributes about ~40-45% of the total interaction 
energy for all Ni(N2) complexes, with π-back-donation making up the other 55-60% 
(Figure A.2.27, Table A.2.11). The fact that σ-donation is less dominant in N2 binding 
speaks to the fact that N2 is generally considered to be a poorer σ-donor than H2.45, 190 The 
fact that the N2 unit is minimally activated (2144 cm−1 IR stretch of 3−N2) suggests that σ-
donation is more dominant in the N2 adducts of NiML than is typical for metal-dinitrogen 
adducts, as was concluded by Peters and co-workers for cationic Ni(II)−N2 adducts.189 
3.3.8.2 Rationalizing Trends in H2 Binding and Activation:  Complementary σ-Donation 
Interactions 
 The greater contribution of σ-donation to H2 binding compared with π-back-
donation, as predicted by ETS-NOCV calculations, is consistent with the experimentally 
observed trend that H2 binding favorability increases (In > Ga > Al >> no support) as Ni 
becomes more electron-deficient, as judged by the Ni(0/I) oxidation potentials from CV 




the two most electron-deficient Ni centers in the NiML series, those of 2 and 3. In 
contrast, higher H2 pressures and/or lower T were required to induce H2 binding to the 
more electron-rich Ni center in 1, while 4 did not bind H2 even under extreme conditions 
(34 atm, 193 K).30, 97, 128  
This trend in increased binding propensity due to increased σ-donation from H2 to 
more electron-deficient Ni centers also explains the slight elongations in H−H distance 
upon varying the supporting metal down group 13. Specifically, the elongated H−H bond 
in 3−H2 compared with 2−H2 is hypothesized to be the result of two complementary σ-
interactions, where the greater electrophilicity of Ni imparted via increased electron 
withdrawal by In(III) induces increased σ-donation from H2 to Ni. A similar line of 
reasoning would explain the longer H−H distance in 2−H2 relative to that in 1−H2, as 
predicted by DFT calculations. This scenario of a stronger trans σ-acceptor strengthening 
H2 binding contrasts the more typical case of a strong trans σ-donor weakening H2 
binding.45 The symbiotic σ-interactions in the unusual bonding motif for (η2-H2)NiML, as 
well as in the isoelectronic [(η2-H2)CoML]− complexes, has been termed the inverse trans 
influence, which differs from the typical case in that the H2→Ni and Ni→M interactions 
are complementary and utilize different Ni orbitals, primarily the Ni 4pz and 3dz2, 
respectively.30, 97, 167 In the typical case, both the trans σ-donor ligand and H2 are 
competing to interact with the same metal-based orbital of σ-symmetry, often the dz2 
orbital (Figure 3.24).30, 45 The same complementary σ-interactions that induce H2 binding 
to the NiML complexes are also thought to be relevant for the binding of N2, CO, and 
other ligands to NiML complexes, and will be revisited briefly in examining the 




Figure 3.24. Bonding interactions between a transition metal (M) and H2 in the absence 
and presence of a Lewis acid support (LA). Ni is the transition metal in the case of NiML 
complexes, with LA used interchangeably here with “M” to denote the supporting metal 
in NiML. Figure taken from ref. 30.  
Collectively, experimental and computational studies support the notion that a 
greater extent of σ-donation from H2 to an increasingly electron-deficient Ni center, as 
the supporting metal is varied down group 13, is primarily responsible for inducing H2 
binding to the NiML complexes. Strong H2 binding via σ-donation to electrophilic metal 
centers is in accordance with Kubas’s contention that highly electrophilic and/or cationic 
metal complexes are excellent at stabilizing H2 adducts, as increased σ-donation 
stabilizes bound H2 and elongates the H−H bond, but will not cause H−H bond rupture 
without sufficient π-back-donation.45, 197 In the case of the NiML complexes, electron 
withdrawal from Ni by the supporting metal only serves to further limit π-back-donation 
to the H2 σ* orbital relative to that from a more electron-rich Ni complex, which further 
stabilizes the H2 adducts toward oxidative addition. However, as was examined in detail 
in chapter 2, stronger electron withdrawal from Ni by larger M(III) ions is only part of 
the story. Indeed, the steric effects of larger M(III) ions were also seen to be significant in 
dictating the positions of Ni and M relative to their respective binding pockets and to one 




namely increased electron withdrawal and increased steric pressure on Ni, manifest to 
control the favorability of H2 and N2 binding. 
3.3.9 What Dictates H2 and N2 Binding Free Energies: Consideration of Steric Effects 
 
Figure 3.25. Plot of ΔG° for H2 (blue circles) and N2 (orange squares) binding vs. Ni(I/0) 
redox potential of NiML in CH3CN (left, with E°1/2 found to be identical to that in THF 
for complexes 1 and 2) and vs. supporting metal ionic radii, as defined by the Shannon 6-
coordinate M(III) values (right). 
The plots shown in Figure 3.25 are a good place to begin attempting to 
disentangle the steric and electronic effects that collectively dictate the propensity of H2 
and N2 to bind to the NiML complexes. It is worth pointing out that although these 
correlations are only for three data points, the fact that thermodynamic free energies for 
both H2 and N2 binding have been determined for a single complex is rare, let alone an 
isostructural series of three complexes. Furthermore, just as examining correlations for 
the three complexes aided in our understanding of structure and electronic properties in 
chapter 2, the isostructural nature of these complexes offers a unique opportunity to 
understand what properties of both the supporting metal and Ni influence binding 
favorability. Excellent correlations are observed between ΔG° values for both H2 




supporting metal, in terms of the Shannon M(III) ionic radii133 (Figure 3.25, right). 
Significantly worse correlations are observed for ΔG° values for H2 (R2=0.8323) and N2 
(R2=0.8914) binding with the Ni(I/0) redox potentials of the NiML complexes.  
Because the Ni(I/0) redox potentials represent the relative electron-richness of the 
Ni centers, these values represent the effect of the supporting metal on the electronic 
environment of Ni in NiML complexes. However, this electronic effect is not without 
confounding factors, as the steric constraints of the ligand framework can impose a 
stronger Ni→M interaction, as was clearly seen to be the case upon comparing the NiInL 
and NiInL*3 complexes in chapter 2. Namely, the dual effects of the capping amine 
forcing larger M(III) ions higher above the N3-plane and that of Ni preferring to bind as 
close to coplanar with the P3-plane as possible work in concert to bring Ni and larger 
M(III) ions into closer proximity and to promote stronger dative bonding than would 
otherwise be observed without these constraints of the ligand framework. Furthermore, 
the fact that a significantly worse correlation with binding favorability (ΔG°) is observed 
for the Ni(I/0) redox potentials as compared to M(III) size supports the conclusion that 
electronic effects alone cannot adequately explain the propensity of NiML complexes to 
bind H2 and N2. The principle of two symbiotic σ-interactions where the Lewis acidic 
group 13 metal induces H2 and N2 binding by rendering Ni electron-deficient still holds 
true qualitatively, as Figure 3.25 (left) shows. But clearly the steric effect of larger M(III) 
ions is substantial, as the M(III) ionic radius modulates the ΔG° values for H2 and N2 
binding in essentially a linear fashion. Furthermore, the similar slopes of the plot of ΔG° 




supporting metals in promoting both binding equilibria, as well as the importance of σ-
donation to promoting the binding of both substrates. 
To illustrate the influence of sterics, it is useful to consider the binding of H2 and 
N2 to 3, since In(III) is the largest of the supporting metals. One way to look at the poor 
quantitative correlation observed in the plot of ΔG° values vs. Ni(I/0) redox potentials 
(Figure 3.25, left), is that binding to NiInL (3) is much more favorable (more negative 
ΔG° value) than would be expected based on the electron-deficiency of Ni alone. In other 
words, based on the “trendline” that would be drawn between the data points for 
complexes 1 and 2, which can be expected to have similar steric effects based on their 
identical Ni to P3-plane distances of 0.13 Å,78, 97 the ΔG° values for H2 and N2 binding to 
3 would be expected to be −0.1 and +1.1 kcal/mol, respectively. Comparing those values 
to the actual ΔG° values for H2 and N2 binding to 3, which are ~ −3.0(7) and −1.2(4) 
kcal/mol, respectively, shows that H2 and N2 binding are more favorable by ~2.9 and 
~2.3 kcal/mol, respectively, than would be expected based on the Ni(I/0) redox potential 
of 3 relative to those for 1 and 2. While this analysis is admittedly somewhat crude, the 
main question it is exploring is highly relevant. That is, what would the propensity for 
binding be if all the Ni centers in the series were similarly positioned relative to the P3-
plane and only differed in the degree of electron-deficiency? Importantly, this analysis 
illustrates that the steric effect of the larger In(III) supporting metal ion is substantial, and 
that the additional 0.1 Å that Ni is positioned above the P3-plane in 3 relative to 1 and 2 
plays a large role in promoting H2 and N2 binding. 
Another thing to keep in mind when considering the excellent correlation of 




effects, M(III) size also captures the electron-deficiency of Ni to some extent as well. To 
this point, a qualitative correlation is observed between the M(III) ionic radii and the 
Ni(I/0) redox potentials (R2=0.89). In addition to the HSAB effects discussed in the 
previous chapter which predict that larger M(III) may preferentially interact with Ni(0) 
rather than the harder amide (N3) donor set, larger M(III) will also be forced into closer 
proximity to Ni as a result of the aforementioned constraints of the capping amine and 
phosphine donors of the ligand.97, 165 Both of these effects would result in larger M(III) 
rendering Ni more electron-deficient, and thus would only improve the correlation of 
M(III) size with the ΔG° values for H2 and N2 binding, relative to whatever correlation 
would be observed between ΔG° and a hypothetical parameter describing the steric effect 
alone. Along these lines, perhaps it is not surprising that M(III) size correlates better with 
the ΔG° values for binding than the Ni(I/0) redox potentials; M(III) size is correlated with 
the electron-deficiency of Ni, but the relative Ni(I/0) potentials contain little information 
about the positioning of the Ni center relative to the P3-plane, which clearly significantly 
impacts binding propensity.  
Lastly, it is important to point out that Lewis acidity, as defined by the pKa of 
M(H2O)63+ complexes, was not found to be a useful parameter in explaining ΔG° values 
for H2 (R2=0.0214) or N2 (R2=0.0533) binding.136 As proposed in chapter 2, it seems that 
the steric effects of M(III) size, among other factors, lead to drastic deviations in the 
Lewis acidities conferred by group 13 M(III) ions toward a water ligand in M(H2O)63+ 
complexes from those conferred toward Ni, which in turn influences the favorability of 
H2 binding. Just as comparison of the NiML complexes to the series of NiML*3 




amine donor of “L” in chapter 2, it is also a useful comparison to consider here in regard 
to the binding of H2 and N2. Preliminary reactivity studies conducted by Bianca Ramirez 
found that all three NiML*3 complexes bind both H2 and N2 to some extent under 1 atm 
pressure at 298 K, in contrast to the much wider differences in conditions required for 
binding to NiML complexes. Notably, NiGaL*3 results in a slightly greater downfield 
shift and sharper 31P resonances upon binding both H2 and N2 compared with NiInL*3. 
This suggests that the order of binding strength has been altered for the NiML*3 
complexes (Ga > In > Al) relative to that observed for the NiML complexes (In >> Ga > 
Al). Although thermodynamic binding studies have not been conducted for NiML*3 
complexes, it is intriguing that upon removal of the capping amine donor from NiML to 
give the NiML*3 complexes, the apparent order of binding strength now matches the 
relative Lewis acidities given by the pKa values of M(H2O)63+ complexes, where Ga (pKa 
= 2.6) > In (3.9) > Al (4.95). While these results are only preliminary at this point, it 
would seem that upon relaxation of the steric constraints imposed by the capping (and 
tethering) amine donor of L, the Lewis acidities toward Ni match more closely with those 
exhibited in M(H2O)63+ complexes. Thus, it stands to reason that the steric effects of 
ligating Ni and M within L are likely primarily what leads to NiInL (3) displaying the 
strongest propensity to bind H2 and N2. 
3.3.10 Beyond Thermodynamics: Kinetics of H2 Binding and Loss for (η2-H2)NiML 
Complexes 
3.3.10.1 VT 31P NMR Lineshape Studies Under 1 atm H2 and NMR Simulation Protocols 
 After developing an understanding of the properties of the supporting metal which 




next logical step was to think about how the kinetics of H2 binding and dissociation at Ni 
would change as function of the supporting metal. During the course of the previously 
described VT 31P NMR studies to quantify the thermodynamic binding parameters, it was 
qualitatively observed that the chemical exchange behavior and the resulting lineshapes 
of the 31P peaks were very different for complexes 1, 2, and 3 under 1 atm H2, and also 
varied dramatically with T for each complex. Namely, resonances for both free H2 and 
bound H2 for 3−H2 can be observed by 1H NMR spectroscopy at 298 K under 1 atm H2, 
indicating that H2 exchange is slow on the 1H NMR timescale (400 MHz). Cooling to 253 
K is needed to observe distinct resonances for free and bound H2 for the equilibrium 
between 2 and 2−H2, indicating that H2 exchange is faster for 2 relative to 3 for a given 
T.97 The most rapid H2 exchange was observed between 1 and 1−H2, with very low T 
and/or higher pressures needed to resolve free and bound H2 resonances (Figures A.2.10-
A.2.12). This section is about closely examining these differences in 31P NMR lineshapes 
to extract kinetic rates and free energy barriers (ΔG‡) for H2 binding and loss. For clarity, 
the process of H2 dissociation from (η2-H2)NiML to give free H2 and NiML will be 
referred to as “H2 loss,” opposed to “H2 dissociation,” which is also sometimes used to 
describe the cleavage of the H−H bond on a metal surface. 
The rates of H2 self-exchange between (η2-H2)NiML and NiML for the trio of 
complexes were determined via total lineshape analysis of VT 31P NMR spectra collected 
over a wide T range (213 to 343 K in toluene-d8). The self-exchange rate has units of s−1, 
and represents the total number of chemical exchanges that occur per second (ie. the 
frequency of chemical exchange). A plausible mechanism for self-exchange comprises 




H2, and (2) the binding of free H2 to NiML to generate (η2-H2)NiML. The exchange rates 
were determined at each T using gNMR version 5.0 and the associated suite of programs 
to find the best least-squares fit of simulated spectra to the experimental spectra. VT 31P 
NMR spectra were simulated using a two-site, non-mutual model for H2 exchange, with 
the following parameters for both NiML and (η2-H2)NiML: chemical shifts (δ), intrinsic 
linewidths (W) and relative equilibrium concentrations (C). In addition to these known 
input parameters for the exchanging species, the exchange rate (rateex in s−1) was fit as a 
parameter in the simulations.194, 231, 256 
Factors which could potentially contribute to the broadness of the observed 31P 
resonances include the intrinsic broadness (ie. linewidths, W) of the exchanging species, 
NiML and (η2-H2)NiML, quadrupolar broadening, broadening from magnetic field 
inhomogeneity, broadening from coupling to other nuclei, and broadening from chemical 
exchange.213, 231, 235, 257 In order to extract accurate exchange rates, it is critical to isolate 
the broadening arising from chemical exchange from that attributable to these other 
processes. Thus, obtaining precise values for the input parameters, δ, W, and C, is 
critical. Otherwise, if these parameters are not accurately known, the same NMR 
lineshape can be simulated with very different exchange rates, rendering the results of 
such simulations devoid of the desired chemical meaning. 
In the case of our system, no quadrupolar nuclei are present, and no coupling was 
considered to affect the lineshapes, as the 31P nuclei in NiML and (η2-H2)NiML are not 
coupled to any other nuclei since spectra were collected with proton- and carbon-
decoupling. In order to be as precise as possible, the δ and W were measured for NiML at 




both were found to vary slightly as a function of T (so it would be more appropriate to 
refer to them as δ(T) and W(T)). After collecting these VT 31P NMR of NiML (~7.5 mM) 
under 1 atm Ar, the same samples were then pressurized with 1 atm H2, and VT 31P NMR 
spectra were again collected at the same set of T as those previously obtained for NiML 
(Figures A.2.10-A.2.12). By collecting spectra for samples at the exact same 
concentration and solution volume, in the same J. Young NMR tubes, and with the same 
NMR instrument, the irregular contributions of magnetic field inhomogeneity and sample 
shimming to the NMR lineshapes would be accounted for as much as possible, as these 
factors would be embedded in the measured intrinsic linewidths of NiML at each T.  
While the chemical shifts and intrinsic linewidths of NiML in the absence of 
chemical exchange could be explicitly measured experimentally (vide supra), a few 
assumptions were needed in order to estimate the chemical shifts and intrinsic linewidths 
of the (η2-H2)NiML complexes, since conditions have not been found under which it is 
possible to observe discrete signals for (η2-H2)NiML in the complete absence of chemical 
exchange. Thus, (OC)NiML complexes were used as model complexes to estimate how 
the chemical shift and intrinsic linewidth of a complex with an apically bound ligand, 
(L’)NiML, would be affected by T. (OC)NiML was the ideal choice because CO is bound 
strongly enough that it is isolable and can be studied experimentally under 1 atm of Ar 
with no additional CO present with which to exchange. The ratio of the linewidth of 
(OC)NiML to NiML was found to be close to unity (1.0 for Ga, 1.027 for In), and so 
those factors were used to estimate the intrinsic linewidths for (η2-H2)NiML from the 




had been isolated, the linewidth ratio of the bound to unbound species was assumed to be 
1.0, just as was measured for 2.  
 The relative concentrations (C) of NiML and (η2-H2)NiML were set to their 
known values at each T, based on either the relative peak integrations (for slow 
exchange) or the observed 31P peak position compared with the known chemical shifts of 
the NiML and (η2-H2)NiML species from the thermodynamic H2 binding equilibrium 
studies (for fast exchange). From there, iteration of the concentrations was performed to 
obtain the best fit to the experimental spectrum, with the final C values found to be very 
close to the initial values in all cases, such that reproduced van’t Hoff plots (using the 
final concentrations after iteration to plot ln(𝐾 ) vs. 1/T) gave ΔG° values that were 
within error of the values obtained from thermodynamic equilibrium studies in all cases. 
With δ, W, and C determined for both NiML and (η2-H2)NiML for a given T, full 
lineshape iteration was performed by variation of the exchange rate to obtain the best 
least-squares fit of the simulated spectra to the experimental spectra. The output of the 
simulation included the exchange rate and associated error that gave the best-fit 
simulation for each NiML sample (M=Al, Ga, In) at each T. 
3.3.10.2 Discussion of H2 Self-Exchange Rates Extracted from 31P NMR Lineshape 
Simulations  
Figure 3.26 shows a comparison of experimental and simulated 31P NMR spectra 
for 1 under 1 atm H2, along with the corresponding exchange rates and uncertainties from 
simulation. Similarly, H2 self-exchange rates were also determined via the same NMR 
simulation protocol for complexes 2 and 3 (Figures A.2.28-A.2.29). In general, 




and the confidence in the input parameters translates into confidence in the absolute and 
relative exchange rates determined for complexes 1-3, which are displayed in Table 3.13.  
Figure 3.26. Comparison of selected simulations (black lines) and experimental VT 31P 
NMR spectra (red lines, toluene-d8, 162 MHz) for 1 (~7.5 mM in 0.70 mL) under 1 atm 
H2 from T=215 to 313 K. The exchange rates at each T and the associated uncertainty are 
also displayed.  
Table 3.13. H2 self-exchange rates and activation parameters for complexes 1-3. 
 H2 self-exchangea 
Complex Rateex (x104) Raterel  ΔH‡ex ΔS‡ex ΔG‡ex 
1 2.82(3) 6.4(1) 8.1(2) −5.4(1) 9.7(2) 
2 2.2(2) 4.9(5) 8.1(3) −5.9(2) 9.8(3) 
3 0.437(5) 1.0 8.8(4) −6.0(2) 10.6(4) 
Note: ΔH‡ and ΔG‡ values are in kcal/mol, and ΔS‡ values are in cal/(mol∙K). Rateex is in s-1, and Raterel is 
the relative rate compared with that for 3. Standard deviation in the last digit are shown in parenthesis. 
adetermined for [Ni]total = [NiML] + [(H2)NiML] = 7.5 mM in toluene-d8 at 298 K under 1 atm H2. 
Interestingly, an excellent correlation was observed between the rates of H2 self-
exchange at 298 K (Table 3.13) and the H2 binding free energies (ΔG°) from van’t Hoff 
analyses (R2=0.996, Figure 3.27), with more thermodynamically favorable H2 binding 
equilibria exhibiting slower kinetic rates of self-exchange. A faster self-exchange rate at 




in the (η2-H2)NiML complexes (R2=0.988, Figure 3.27), indicating that less activated H2 
ligands will undergo more facile chemical exchange with free H2, as might be expected. 
Notably, simply varying the supporting metal from Al to In also dramatically decreases 
the relative rate of H2 self-exchange at Ni by a factor of ~6 at 298 K (Table 3.13), in 
addition to tuning the favorability (ΔG°) of the H2 binding equilibria by ~5 kcal/mol 
(Table 3.5-3.6). Controlling the kinetics of ligand exchange can be highly desirable in 
catalytic processes, where ligand substitution reactions can often be rate-determining.110, 
258 Indeed, as will be examined in chapter 5, substitution of HCO2− by H2 at the apical 
binding site of 2 was found to be the rate-determining step in catalytic CO2 
hydrogenation.128  
Figure 3.27. Plots of H2 self-exchange rates at 298 K for NiML (in s−1) vs. 
thermodynamic H2 binding ΔG° (left) and DFT-calculated (M-06L/bs1) H−H distance in 
(η2-H2)NiML (right). Standard deviations in the exchange rates and ΔG° values are 
shown with error bars.  
3.3.10.3 Discussion of H2 Self-Exchange Activation Parameters  
Eyring plots of ln(rateex//T) vs. 1/T were made for complexes 1-3 (Figures 
A.2.30-A.2.32) using the exchange rates (rateex) obtained from best-fit lineshape 




displayed in Table 3.13.231 It can be verified mathematically that the relative H2 self-
exchange rate (raterel) of 6.4 for complex 1 relative to that for complex 3 is consistent 
with the differences in ΔG‡ex for the two complexes. The Eyring equation is shown as 
Equation 3.13, where k is the rate constant at a given T, κ is the transmission coefficient, 
often taken to be unity, h is Planck’s constant, kB is Boltzmann’s constant, and R is the 
ideal gas constant. Taking the ratio of two rate constants, which is equivalent to the ratio 
of two rates in this case since [H2] and [Ni] are identical, amounts to taking the ratio of 
two Eyring equations and simplifying to give Equation 3.14.231  
k =  e
‡
   (Eqn 3.13) 
= = e
‡ ‡
  (Eqn 3.14) 
Using the ΔG‡ex values for complex 3 and complex 1, which are 10.6(4) and 
9.7(2) kcal/mol, respectively, one calculates using Equation 3.14 that the ratio of 
exchange rates of 1 to 3 at 298 K should be 4.4 (± 3.3), which matches within 
experimental error with the value of 6.4 obtained from the simulations at 298 K. This 
analysis serves to illustrate that a very small difference in ΔG‡ translates into a large 
difference in observed rates. 
The enthalpic and entropic self-exchange activation parameters, ΔH‡ex and ΔS‡ex, 
were also determined via the Eyring analyses (Table 3.13). All three complexes were 
found to have ΔH‡ex values of 8 to 9 kcal/mol and ΔS‡ex values of −5 to −6 cal/(mol∙K). 
Although the measured ΔS‡ex values for H2 exchange at NiML are slightly negative and 




transition state for H2 exchange has been discounted for two reasons. First, the relative 
contribution of activation entropy to the free energy barrier is minor (ie. ΔH‡ex ≈ ΔG‡ex), 
whereas a bimolecular exchange reaction would be expected to give a negative ΔS‡ex 
value of much larger magnitude than what is observed.194, 231 Furthermore, such a 
bimolecular transition state for H2 exchange would necessitate the close approach of (η2-
H2)NiML and NiML, both of which possess bulky isopropyl substituents on the ligand 
phosphines which would likely render such a structure highly unstable for steric reasons. 
3.3.10.4 Discussion of Rates and Activation Parameters for H2 Binding and Loss 
The rate constants for H2 loss from (η2-H2)NiML, kloss, were also extracted at each 
T based on the simulated exchange rates and the known relative concentrations of NiML 
and (η2-H2)NiML. The derivation of an expression for kloss as a function of these 
variables is shown in the series of equations below. Equation 3.15 defines the exchange 
rate as the sum of the rates of H2 binding and H2 loss, with a standard state of 1 M for all 
species. The rates for H2 binding and loss can be expressed in terms of their respective 
rate constants, kbind and kloss, and the concentrations of H2, NiML, and (η2-H2)NiML 
(Equation 3.16). Because the reactions are being monitored by 31P NMR spectroscopy at 
equilibrium, the rates of binding and loss are necessarily equivalent such that the total 
equilibrium concentrations of NiML and (η2-H2)NiML remain constant. Thus, both the 
rate of H2 loss and the rate of H2 binding are equivalent and equal to half the exchange 
rate, and so kloss can be determined at each T based on the known exchange rate and [(η2-
H2)NiML] (denoted as [(H2)NiML]; Equation 3.17).  
rate = rate + rate       (Eqn 3.15) 






       (Eqn 3.17) 
Upon obtaining kloss for complexes 1-3 at various T, another set of Eyring plots 
allows the free energy barriers for H2 loss (ΔG‡loss) to be determined. A representative 
Eyring plot is shown for H2 loss from 1−H2 in Figure 3.28, with the analogous plots for 
H2 loss from 2−H2 and 3−H2 shown in the Appendix (Figures A.2.34-A.2.35). Enthalpic 
and entropic contributions to the free energy barriers were also determined (Table 3.14). 
Figure 3.28. (a) Eyring plot of ln(kloss/T) vs. 1/T for 1−H2, where kloss is the rate constant 
for H2 loss extracted from the exchange rate data. (b) Reaction coordinate diagram for H2 
self-exchange at NiML via unimolecular H2 loss, which shows relationship between 
thermodynamic (ΔG°) and kinetic (ΔG‡) parameters for H2 binding and loss (see Table 
3.14 for specific values). 
Table 3.14. Rates and activation parameters for H2 loss from (η2-H2)NiML complexes. 
 H2 lossa 
Complex kloss (x106)b kloss,rel ΔH‡loss ΔS‡loss ΔG‡loss 
1 670(30) 2200(130) 11.3(2) 6.7(1) 9.3(2) 
2 3.2(2) 10.7(8) 10.1(4) 2.8(1) 9.3(4) 
3 0.30(1) 1.0 9.3(4) −0.9(1) 9.6(4) 
Note: ΔH‡ and ΔG‡ values are in kcal/mol, and ΔS‡ values are in cal/(mol∙K). kloss values are in s-1 and 
kloss,rel is the relative rate constant compared with that for 3. Standard deviation in the last digit is shown in 
parenthesis. aMeasured under 1 atm H2 in toluene-d8. ΔG‡loss = ΔG‡ex for an exchange mechanism 




The activation parameters for H2 loss from (η2-H2)NiML, determined via Eyring 
analyses, are compiled in Table 3.14.194, 231, 257 The free energy barriers for H2 loss 
(ΔG‡loss) were found to be approximately 9 to 10 kcal/mol, with ΔH‡loss values of 9 to 11 
kcal/mol and ΔS‡loss values of −1 to +7 cal/(mol∙K). The ΔH‡loss values for H2 loss from 
(η2-H2)NiML are comparable to those found in the literature for [Ru(H2)H3(PPh3)3]+ (8.8 
± 0.1), Cr(H2)(CO)3(PCy3)2 (12.1 ± 1.0), and Ir(H2)(H)2X(PtBu2Me)2 (9.4 to 10.2 for 
X=Cl, Br, I), and significantly lower than those reported for W(H2)(CO)3(PCy3)2 (16.9 ± 
2.2) and Ru(H2)(H)2(PPh3)3 (17.9 ± 0.2), with all values given in kcal/mol.194, 203-204, 206, 
259 Literature entropy of activation (ΔS‡) values vary widely, ranging from −12 to +10 
cal/(mol∙K).194, 203-204, 260 
Comparing ΔS‡ for H2 loss amongst the trio of (η2-H2)NiML complexes (Table 
3.14), the ΔS‡loss values become less positive as the supporting metal is varied down 
group 13 (Al > Ga > In). For 1−H2, this is consistent with a “later” transition state for H2 
loss that resembles 1 and free H2 to a greater extent than for the other complexes, as 
opposed to an earlier transition state which more closely resembles 1−H2. Likewise, the 
relative ΔS‡loss values support a relatively “earlier” transition state that more closely 
resembles 3−H2 (than 3 and free H2) for M=In, with M=Ga falling in between these two 
extremes. Thus, for more favorable binding equilibria in which (η2-H2)NiML is more 
stable relative to NiML, the transition state geometry is likely closer to that of (η2-
H2)NiML, as reflected in the less positive ΔS‡loss value which indicates a lesser degree of 
freedom of motion for H2 in the transition state for H2 loss. To put it in terms of bond-
making and bond-breaking, the trend of decreasing ΔH‡loss and ΔS‡loss values upon 




degree of Ni−H2 bond breaking, upon progressing from (η2-H2)NiML to the transition 
state for H2 loss, for 1−H2, followed by that for 2−H2.110, 231 Overall, the barriers to H2 
loss are similar for the trio of H2 adducts, with the ΔG‡loss values all within experimental 
error of one another (Table 3.14). This may seem odd at first, considering the very 
different binding favorabilities of the NiML complexes; however, this can be understood 
by looking at the reaction coordinate diagrams shown in Figures 3.28b and 3.29, as 
explained in the following paragraphs.  
Typically, a self-exchange reaction coordinate diagram is considered to have a 
transition state connecting the iso-energetic reactants and products, with no discrete 
intermediates invoked for a self-exchange reaction that proceeds via an unknown reaction 
mechanism (Figure A.2.33). In this case, self-exchange is proposed to proceed via 
unimolecular H2 loss from (η2-H2)NiML based on the ΔS‡ex values and the considerable 
steric demands of a bimolecular exchange mechanism. As such, a more specific reaction 
coordinate diagram for self-exchange can be drawn, where H2 loss from (η2-H2)NiML 
gives two molecules of NiML, followed by subsequent H2 binding to the other NiML 
complex to complete the self-exchange reaction (Figure 3.28b). For this two-step reaction 
coordinate diagram for self-exchange via unimolecular H2 loss, the free energy barrier to 
self-exchange would be equivalent to the free energy barrier to H2 loss from (η2-
H2)NiML (ie. ΔG‡ex= ΔG‡loss). Indeed, the ΔG‡ex and ΔG‡loss values for each complex are 
all nearly within experimental error of one another (Tables 3.13-3.14). The slightly lower 
ΔG‡loss barriers can be accounted for by the fact that the standard state has been defined 
as 1 M for all species in the determination of ΔG‡loss, as is typical convention in the 




ΔG‡ex. Therefore, the matching ΔG‡ex and ΔG‡loss values are consistent with self-
exchange occurring via unimolecular H2 loss, after accounting for the standard state and 
considering the experimental standard deviations. 
Looking at the H2 self-exchange diagram in Figure 3.28b, since the reactants and 
products are both “NiML + (η2-H2)NiML” and the intermediate is “2 NiML”, the net 
reaction coordinate from the intermediate to either the reactants or products simplifies to 
that for the binding of H2 to NiML to form (η2-H2)NiML, which is shown Figure 3.29 in 
a more typical reaction coordinate diagram. 
Figure 3.29. Reaction coordinate diagrams for H2 binding to NiML, with ΔG° and ΔG‡ 
values labeled for 1 (M=Al). Note that although the diagram is not rigorously to scale, it 
correctly shows the relative trends in ΔG‡bind for H2 binding (Al > Ga > In) and ΔG° from 
the equilibrium studies (Al > Ga > In), while showing similar ΔG‡loss for H2 loss for all 
complexes. 
Comparison of ΔG‡loss values for H2 loss and ΔG° values for H2 binding allows 
for the tabulation of the free energy barriers (ΔG‡bind) for H2 binding by subtraction, 
which gave values of 7.4(2), 6.4(5), and 3.1(8) kcal/mol for 1, 2, and 3, respectively 
(Figure 3.29, Table 3.15).194, 203, 231 An excellent correlation between the free energies of 




observed, with more favorable H2 binding equilibria (In > Ga > Al) exhibiting lower free 
energy barriers for H2 binding (R2=0.999, Figure 3.30). This relationship of more 
thermodynamically favorable processes exhibiting faster kinetics through lower free 
energy barriers is perhaps somewhat intuitive, but need not necessarily be the case, and is 
not often rigorously measured experimentally. Furthermore, such behavior has been 
reported to hold true in many different electron-transfer and proton-transfer reactions, 
among others, and can be taken to follow from Marcus Theory.261-263 The slope of the 
plot is approximately unity, at 0.93 (± 0.02), indicating that a more favorable binding 
equilibrium by 1 kcal/mol is correlated with approximately a 1 kcal/mol decrease in the 
free energy barrier for H2 binding (Figure 3.30).  
Figure 3.30. Plot of free energy barrier for H2 binding (ΔG‡bind in kcal/mol) vs. 
thermodynamic free energy for H2 binding (ΔG°1M in kcal/mol), with the standard 
deviation in all values shown by error bars.  
All the tabulated ΔG‡ and ΔG° values for H2 binding and loss are summarized in 
Table 3.15, and shown visually in Figures 3.28-3.29. The similar ΔG‡loss values for H2 




different, and linearly correlated, ΔG‡bind and ΔG° values. That is, differences in the 
favorability of H2 binding are fully reflected in the different barriers to binding, resulting 
in ΔG‡loss values that are necessarily similar (Figure 3.29). One final thing to note is that 
all the binding free energies, ΔG°, are depicted as downhill in Figure 3.29, meaning that 
all H2 binding equilibria are exergonic and favor the bound species, (η2-H2)NiML. This is 
because the standard states for ΔG‡bind, ΔG‡loss, and ΔG° have all been defined as 1 M of 
all species, including H2, to match literature convention for activation parameters, 
whereas previously 1 atm H2 had been taken to be the standard state to tabulate the 
thermodynamic values in Table 3.5. As previously mentioned, defining the standard state 
as 1 M H2 rather than 1 atm H2 has the effect of making ΔG° more favorable by ~3.5 
kcal/mol, resulting in even the weak binding of H2 to complex 1 becoming exergonic 
under standard state conditions (Figure 3.29, Table 3.15). 
Table 3.15. Summary of thermodynamic and kinetic parameters for H2 binding and loss. 
 Thermodynamics Kineticsa 
Complex ΔG°1atm ΔG°1M ΔG‡loss ΔG‡bind 
1 +1.6(2) −1.9(2) 9.3(2) 7.4(3) 
2 +0.6(2) −2.9(2) 9.3(4) 6.4(5) 
3 −3.0(7)b −6.5(7)b 9.6(4) 3.1(8)b 
Note: ΔG° and ΔG‡ values are in kcal/mol. See Table A.2.7 for a full table of thermodynamic parameters 
for the H2 binding equilibria with a 1 M H2 standard state. a1 M H2 standard state. ΔG‡bind was tabulated 
using the known ΔG°bind and ΔG‡loss values and the relationship shown visually in Figure 3.28b. bEstimated 
values, with ΔG‡bind based on estimated value for ΔG°bind. 
3.3.10.5 Comparison of H2 Binding and Loss Rates to Those for Kubas’s W Complex 
Kinetic rates of H2 binding and loss have seldom been reported despite their 
importance in many catalytic processes; the original Kubas complex, W(η2-
H2)(CO)3(PCy3)2, has been a notable exception in this regard. Hoff and co-workers 




106 M−1s−1 (at 298 K) via stopped-flow studies of ligand exchange between H2 and 
pyridine.204, 206 Later, Fujita and co-workers revisited this system and directly measured 
kbind via time-resolved step-scan FTIR and UV-vis spectroscopies, obtaining a value of 
2.0(1) x 106 M−1s−1 which agrees well with Hoff’s original value.201 Our measured rate 
constants indicate that H2 binding to NiML occurs much more rapidly than for the 
W(CO)3(PCy3)2, with second-order rate constants of 6.7(3) x 108 M−1s−1, 8.7(7) x 108 
M−1s−1, and ~5.1(2) x 109 M−1s−1 obtained for H2 binding to 1, 2, and 3, respectively, at 
298 K. H2 loss is also more rapid for (η2-H2)NiML, with kloss values at 298 K found to be 
2.8(2) x 107 s−1, 3.2(2) x 106 s−1, and ~3.0(1) x 105 s−1 for 1, 2, and 3, respectively, 
compared with 469 s−1 for W(η2-H2)(CO)3(PCy3)2.45, 205-206 The faster rates of H2 loss 
from (η2-H2)NiML compared with W(η2-H2)(CO)3(PCy3)2 are consistent with the 
significantly greater enthalpic barrier to H2 loss reported for the latter (16.9 vs. 9 to 11 
kcal/mol for (η2-H2)NiML).45, 203-204  
That the relative rates of H2 addition and loss are significantly greater for NiML 
than for W(CO)3(PCy3)2 can be rationalized by the fact that H2 is much more activated in 
the Kubas complex, and thus is less readily able to dissociate as free H2. The dramatic 
contrast in the extent of H2 activation between the two systems is best appreciated by 
noting that an equilibrium between the H2 adduct and a dihydride species formed via 
oxidative addition is readily observable for the Kubas system (with K ~0.25 at 298 K).45 
On the other hand, a dihydride species has not been observed for (η2-H2)NiML, as will be 
discussed further in the next chapter on olefin hydrogenation catalysis.30, 97 The inferred 
instability of a Ni(II) dihydride species formed via oxidative H−H cleavage is consistent 




calculations (vide supra). The lack of accessibility of a dihydride species and the 
relatively short H−H distances likely contribute to the fast rates of H2 loss from (η2-
H2)NiML relative to that for Kubas’s W(η2-H2)(CO)3(PCy3)2 complex, as H2 loss was 
measured to be ~13 times slower from the dihydride of the Kubas complex as compared 
to from the H2 adduct.45, 204 It should also be noted that H2 is displacing an agostic 
interaction in the Kubas system, which may also slow the rates of H2 binding and loss 
relative to those for NiML, which has a vacant coordination site at which H2 binds.45, 206  
3.3.11 How Does the Supporting Group 13 Metal Poise Ni for Uncommon Binding of 
Small Molecules: Examining the Electronic Structure of H2, N2, and CO adducts of NiML 
In light of the rarity of H2 and N2 binding to Ni, especially to formally Ni(0) d10 
metal centers, we sought to understand the specific electronic perturbations that the 
supporting group 13 metal ion has on Ni in order to poise NiML for small molecule 
binding. UV-vis spectroscopy in conjunction with time-dependent density functional 
theory (TD-DFT) calculations seemed well suited to investigate the electronic structure 
of (L’)NiML complexes (L’= H2, N2, CO) to answer these questions. Upon the addition 
of H2 to 3, a dramatic color change is observable from red-purple to yellow-brown; 
similar color changes are also observed for H2 binding to 1 (brown to yellow-brown) and 
2 (red to orange-yellow), N2 binding to 3 (red-purple to red), and CO binding to 2 and 3 
(red or red-purple to pale yellow). These vibrant color changes manifest in significant 
changes in the UV/vis spectra of NiML upon binding small molecules, as displayed for 






Figure 3.31. UV-vis spectra of 3 (blue), 3−H2 (pink), 3−N2 (orange), and 3−CO (purple), 
with the assignments of the peaks made as follows: (1) dxy/dx2-y2 to LUMO, (2) dxz/dyz to 
LUMO, and (3) ligand + dz2 to LUMO. Spectra for 3−H2 and 3−N2 were obtained under 1 
atm of H2 and N2 gas, respectively, whereas 3 and 3−CO were isolated and their UV-vis 
spectra were obtained under an inert atmosphere (Ar). The inset shows the corresponding 
simulated spectra from TD-DFT calculations. Note that this figure is courtesy of Dr. Jing 
Xie. 
The most striking difference between the UV-vis spectrum of 3 and those of 
3−H2, 3−N2, and 3−CO is that the adduct complexes show no significant transitions in the 
visible region from 400 – 700 nm, which is also predicted by TD-DFT. It should be noted 
that small peaks coincident with those of 3 are observed in the UV-vis spectrum of 3−N2 
(Figure 3.31). This is attributable to the weaker binding of N2 relative to H2 and CO, such 
that some of complex 3 is present in solution at equilibrium and gives rise to these peaks. 
Similar behavior due to an even weaker binding equilibrium was observed for UV-vis 




Ideally, UV-vis spectra could be obtained under elevated pressures of N2 and H2 gas for 
complexes which exhibit weak binding, as this would unambiguously show the lack of 
transitions in the visible region for these weakly bound adduct complexes. In general, the 
lack of transitions in the visible region for adducts of complex 3 is predicted to hold true 
by TD-DFT for all other adducts of H2, N2, and CO for complexes 1 and 2 as well, and 
calculated UV-vis spectra and transition assignments for these species are shown in the 
Appendix (Figure A.2.34, Tables A.2.12-A.2.14).  
 In a qualitative sense, this shift to higher energy electronic transitions upon the 
binding of small molecules can be easily understood: once the low-lying, Lewis-acid 
stabilized LUMO of NiML interacts with small molecule σ-donors, the unoccupied 
orbitals of the resulting adduct to which electrons can be excited are of much higher 
energy relative to the Ni 3d manifold. The presence of such a low-lying LUMO in the 
NiML complexes is not common for a formally d10 transition metal center, and this 
anomaly has been attributed to stabilizing interactions between the supporting metal (M 
pz/s) and Ni (4dz2/4pz/4s), as discussed in the previous chapter (section 2.2.9).  
To understand on a more concrete level how small molecule binding perturbs the 
electronic structure to give significantly blue-shifted transition energies compared to 
those for naked NiML complexes, the binding of H2 to 2 will be considered as a 
representative example. As established, H2 σ-donation is key to the stabilization of 2−H2, 
and both the LUMO of 2 (Ni 4dz2, 4pz/s stabilized by Ga 4pz/5s) and the filled Ni 3dz2 
orbital have the appropriate symmetry to interact with the incoming H2 σ-bond. The 
result is a similar LUMO for 2−H2 to that for 2, with additional contributions from 




orbital” since it is not the LUMO for all adducts; for example, it is the LUMO+3 for 
1−H2. Similar unoccupied mixing orbitals orbitals are observed for 2−N2 and 2−CO, with 
the additional contributions in those cases from N (p) orbitals and C (s,p) orbitals, 
respectively. 
Notably, the lowest energy transition predicted for all adducts of 2 and 3 is from 
Ni 3dxy/dx2-y2 + P to the unoccupied mixing orbital, reminiscent of the corresponding Ni 
3dxy/dx2-y2 to LUMO transition in the naked NiML complexes. This transition is predicted 
at 378, 396, and 346 nm for 2−H2, 2−N2, and 2−CO, respectively. Likewise, the 
respective transitions are 375, 391, 337 nm for In, and 353, 372, and 307 nm for Al. All 
of these transitions are of considerably higher energy than the lowest energy transitions in 
the corresponding naked NiML species (573 to 650 nm; Table 2.7). This blue shift of the 
electronic transitions upon binding small molecules is shown visually in the molecular 
orbital diagram in Figure 3.32 for (η2-H2)NiML.  
In short, the interaction of the H−H σ orbital with the LUMO of NiML gives rise 
to the unoccupied mixing orbital of (η2-H2)NiML, which ends up at much higher energy 
relative to the Ni 3dxy/dx2-y2 orbitals than the original LUMO in NiML. Looking at the 
diagram in Figure 3.32, the H−H σ orbital and the Ni 3dz2 orbital also have the 
appropriate symmetry to mix, although both orbitals are occupied. TD-DFT calculations 
suggest that this minor interaction slightly destabilizes the Ni 3dz2 orbital, which, in 
conjunction with slight stabilization of the Ni 3dxz/dyz orbitals due to π-back-bonding (Ni 
dπ → H2 σ*), results in the switching of the relative energies of the Ni 3dxz/dyz and 3dz2 
orbitals relative to their respective energies in the NiML complexes (Figure 3.32). 




the relative energies of the H−H σ orbital with respect to the LUMO and Ni 3dz2 orbital, 
with these relative energies qualitatively placed in Figure 3.32 in accordance with TD-
DFT calculations and intuition. 
Figure 3.32. A simplified molecular orbital diagram of (η2-H2)NiML showing the mixing 
of the molecular orbitals of H2 and NiML, with select orbitals from DFT calculations 
shown. Note that the energy levels are not drawn to scale. This figure is courtesy of Dr. 
Jing Xie. 
One last important trend to note is that reasonably good correlations are observed 
between the experimental HOMO-LUMO energy gaps for 1, 2, and 3 and their respective 
thermodynamic free energies (ΔG°) for N2 (R2=0.981) and H2 (R2=0.946) binding (Figure 




orbitals) and LUMO in the naked NiML complex, and presumably the more energetically 
accessible the LUMO will be, the more thermodynamically favorable it will be to bind H2 
and N2.  
Figure 3.33. Plot of free energy (ΔG°) of H2 (top, orange) and N2 binding (bottom, blue) 
to NiML vs. HOMO-LUMO energy gap for NiML complexes, as measured via 
experimental UV-vis studies. The slopes are not far off the conversion factor between 
kcal/mol and eV (23.06 kcal/mol = 1 eV). 
Since the HOMO-LUMO gap obviously depends on the energies of both the 
HOMO and the LUMO, it is, at best, an indirect measure of the relative energetic 
accessibility of the LUMO. TD-DFT calculations also predict destabilization of the 
HOMO upon varying the supporting metal down group 13, as discussed in the previous 
chapter, which likely accounts for a portion of the decreasing HOMO-LUMO gap. 
However, because the binding energies correlate so well with the HOMO-LUMO gaps, it 




down group 13 is also significant to the decreasing HOMO-LUMO gaps. Alternatively, a 
large HOMO-LUMO gap for a complex typically reflects greater stability, and so perhaps 
it should not be assumed that the energy of the LUMO is relevant to small molecule 
binding. However, in light of TD-DFT and ETS-NOCV calculations, this correlation is 
interpreted as indirect evidence that the energy of the LUMO is important to small 
molecule binding propensity, as opposed to the alternative that small molecule binding 
occurs entirely via interaction with a different orbital or set of orbitals. As discussed in 
section 2.2.9, the energetic accessibility of the LUMO, a feature that is unique to the 
electronic structure of NiML complexes compared with NiLH3 and allows for the 
reactivity of the former with small molecule substrates, is directly tied to the strength of 
the supporting metal interaction with Ni. 
One caveat to note in considering the molecular orbital rationale for small 
molecule binding is that the LUMO of the NiML complexes have contributions from Ni 
4pz, 4s, and 4d orbitals, along with significant M pz/s and P p orbital contributions. Thus, 
TD-DFT calculations show a more complicated picture of small molecule binding than 
that predicted using more localized methods like ETS-NOCV methods, which predicts 
that the Ni 4pz orbital is the primary vacant atomic orbital interacting with the H−H σ 
orbital in the binding of H2. Overall, all computational methods and experimental 
evidence concur that this unusually low-lying, vacant orbital is present for these formally 
d10 metal complexes as a result of Lewis-acidic stabilization provided by the supporting 
metal, which allows for the uncommon and exciting small molecule reactivity for the Ni 






In this chapter, the reactivity of the series of NiML complexes with small 
molecules, including CO, H2, N2, C2H4, and CO2, has been described. In targeting base 
metal catalysts (Mn, Fe, Co, Ni) for a variety of processes, binding is an important first 
step for activating small molecules like H2 to allow for further functionalization of 
substrates. The binding and activation of H2 to give reactive metal-dihydrogen and metal-
hydride species has proven to be a particularly difficult hurdle for Ni complexes to 
overcome, and has contributed to the dearth of homogeneous Ni catalysts for processes 
like hydrogenation, isomerization, proton reduction, and H2 oxidation. The employment 
of pendant Lewis basic functionalities has been shown to be an excellent strategy to 
circumvent the inherent limitations of Ni in H2 activation, as has the incorporation of 
direct dative interactions to Lewis acidic borane moieties.44, 85, 87, 117, 119  
Excitingly, direct dative bonding between heavier supporting group 13 metals and 
Ni was found to promote the binding of H2 to NiML to give a rare series of isostructural 
dihydrogen complexes, (η2-H2)NiML, which were characterized by JHD and T1(min) 
NMR studies.97 In contrast, no H2 binding was observed for NiLH3, a similarly ligated 
mononuclear Ni center, illustrating the capability of the supporting metal to optimize the 
properties of Ni for desirable reactivity.97 In particular, larger group 13 supporting metals 
were found to induce more favorable thermodynamic binding of both H2 and N2 to Ni, 
with H2 binding found to be about ~2 kcal/mol more favorable than N2 in all cases. A 
drastic tuning effect of the supporting metal on binding favorability at Ni was observed, 
with ΔG° values found to span ~5 kcal and essentially cover the entire range of reported 




dictated by both the electron-deficiency of Ni and the reorganization energy required to 
position Ni in the required pseudo-tetrahedral geometry for apical substrate binding. 
Notably, the size of the supporting M(III) ion correlates best with ΔG° values for binding, 
which is the result of larger supporting metals rendering Ni more electron-deficient and 
forcing Ni to be positioned further above the P3-plane in the precursor NiML complexes. 
The better correlation of M(III) size compared with Ni(I/0) redox potential supports the 
notion that steric effects play a large role in dictating the binding favorability for NiML 
complexes, although M(III) size does capture the electronic effects to some extent and 
correlates reasonably well with the N(I/0) redox potentials.  
Experimental and theoretical studies support the notion that σ-donation from H2 
to Ni is the predominant interaction which dictates H2 binding and the extent of H−H 
activation. ETS-NOCV and TD-DFT calculations indicate that σ-donation occurs via 
interaction of the H−H σ-bond with a Ni-based LUMO, which has Ni 4pz character along 
with contributions from the supporting metal (M pz/s) and P (p) orbitals. The correlation 
of the HOMO-LUMO energy gap with the favorability of binding, in conjunction with 
the computationally predicted binding interactions, suggests that the energy of the LUMO 
is important for accepting σ-donation from H2 and N2. Furthermore, the linear correlation 
of the HOMO-LUMO gap with the Ni−M r value, discussed in chapter 2, suggests that 
the LUMO energy is directly tied to the strength of the Ni→M interaction. Thus, 
complementary σ-interactions are proposed, where electron withdrawal via the σ-
interaction between the Ni 3dz2 and M npz/(n+1)s orbitals induces increased σ-donation 
from the H2 σ-bond to the Ni-based LUMO.30, 97 The reinforcement of strong H2→Ni σ-




inverse trans influence, and contrasts the typical trans influence of strong σ-donors, 
which weaken the metal-ligand bonds trans to them.45, 167 
In addition to understanding why NiML complexes bind H2 favorably, the 
kinetics of H2 self-exchange, binding, and loss were studied via 31P NMR lineshape 
studies. The dramatic differences in thermodynamic binding free energies manifests in 
the self-exchange rates decreasing by a factor of ~6 at 298 K upon the substitution of Al 
for In. Interestingly, the kinetic free energy barrier to H2 binding (ΔG‡bind) was found to 
be linearly correlated to the thermodynamic ΔG° values, with more favorable H2 binding 
equilibria (In > Ga > Al) found to have smaller barriers to binding. Rates for H2 binding 
and loss have seldom been measured, and those for NiML complexes were found to be 
significantly faster than those reported for Kubas’s W complex, likely due to both the 
lesser degree of H−H activation and the lack of a ligand that must be displaced in the case 
of NiML complexes.45, 201, 203-204, 206 The slow kinetic loss of H2 from 3−H2 and the strong 
binding of H2 to 3 allowed for solid-state characterization of 3−H2 via x-ray and neutron 
diffraction studies, which confirmed the formulation of a side-on bound H2 ligand, as 
assigned by NMR spectroscopy.97 Notably, the neutron structure for 3−H2 is the first for 
a M(η2-H2) complex of Ni or any d10 metal.45, 97, 167 The thermodynamic and kinetic 
binding studies presented are also the first of their kind for Ni(η2-H2) and Ni(N2) 
complexes, and represent substantial additions to the very limited amount of experimental 
data on the binding of H2 and N2 to first-row metal complexes.  
Overall, a thorough understanding of the reactivity of small molecules with NiML 
complexes has been achieved and presented in this chapter. With an eye toward potential 




complexes, as well as the degree of H−H activation in the resulting (η2-H2)NiML 
complexes, have been examined and rigorously quantified. The remainder of this thesis 
will focus on exploring the propensity of the bound and activated H2 moiety of the (η2-
H2)NiML complexes to be transferred to substrate, so as to affect catalytic hydrogenation 
reactions. The effect of the supporting metal on the binding and activation of H2 at Ni, as 
discussed in this chapter, will be seen to have important implications on the activity and 
selectivity with which NiML complexes mediate the catalytic hydrogenation of both 
olefins (chapter 4) and CO2 (chapter 5). 
3.5 Experimental Section 
3.5.1 Synthetic Considerations 
Unless otherwise stated, all manipulations were performed under an Ar or N2 
atmosphere inside a glovebox or using standard Schlenk techniques. Standard solvents 
were deoxygenated by sparging with N2 and dried by passing through activated alumina 
columns of a SG Water solvent purification system. Deuterated solvents and HD gas 
were purchased from Cambridge Isotope Laboratories, Inc. Deuterated solvents were 
degassed via freeze-pump-thaw cycles, and either stirred with NaK and distilled, or 
stored over activated 4 Å molecular sieves. H2, 10% H2/90% Ar, N2, CO, CO2, and C2H4 
gases were purchased from Matheson. CO2 gas was passed through an Agilent Oxygen 
Moisture Trap (Model #OT-2-SS) drying column to minimize residual oxygen and 
moisture in the gas stream. Paraformaldehyde was purchased from Aldrich and used as 
received. All other reagents were purchased from commercial vendors and used without 
purification unless otherwise noted. The neutral ligand (N(o-(NHCH2PiPr2)C6H4)3 




were synthesized according to literature procedure (also described in section 2.2.1 and 
2.4).78, 80, 97 Elemental analyses were performed by Robertson Microlit Laboratories 
(Ledgewood, NJ). 
Synthesis of (η2-H2)NiInL (3−H2). A solution of 3−N2 (0.015 g, 0.017 mmol) in THF (c. 
0.7 mL) was added to a J. Young tube. Freeze-pump-thaw cycles were performed and the 
headspace was evacuated. Subsequent exposure to H2 (1 atm) resulted in the solution 
changing colors from dark red to yellow-brown. Single crystals were grown through the 
slow evaporation of a concentrated toluene solution under an H2 atmosphere. Although 
3−H2 is stable to vacuum, it was seen to revert to 3−N2 in solution upon prolonged 
exposure to the N2 atmosphere of the glovebox. Alternatively, H2 can be added to 3, 
which can be prepared in an Ar glovebox, as detailed in section 2.4. 1H{31P} NMR (ppm, 
THF-d8, 300 MHz): 7.35 (d, J=7.8 Hz, aryl, 3H), 6.83 (t, J= 7 Hz, aryl, 3H), 6.36 (t, J=7 
Hz, aryl, 3H), 6.28 (d, J=7.8 Hz, aryl, 3H), 3.17 (s, CH2P(iPr)2, 6H), 2.18 (br, methine, 
6H), 1.17 (m, methyl, 36H), −2.3 (br, H2-Ni, 2H). 13C NMR (ppm, C6D6, 126 MHz): 
152.9, 136.1, 128.4, 127.0, 113.0, 109.9, 46.6, 26.9, 19.7, 18.9. 31P NMR (ppm, C6D6, 
121.4 MHz): 67.5. Anal. Calcd for C39H62N4P3InNi: 54.89 C, 7.32 H, 6.57 N.  Found: 
55.07 C, 7.32 H, 6.57 N. 
Syntheses of (OC)NiInL (3−CO). A mixture of 3 (43 mg, 50.5 µmol) and excess 
paraformaldehyde (11.7 g, 0.4 mmol) was stirred in benzene (4 mL) for 2 h, followed by 
filtration and reduction in vacuo. Crystallization from hexane/toluene at –30˚C yielded 
near colorless crystals, which were washed with hexane and dried in vacuo (22.3 mg, 




analogous workup procedure, also yields 3−CO in excellent yields and purity. Originally, 
3−CO was synthesized by addition of 1 atm CO to 3−H2, showing that CO readily 
displaces bound H2. 1H{31P} NMR (ppm, C6D6, 400 MHz): 7.76 (d, 3H, J = 7.4 Hz, ArH) 
7.23 (t, 3H, J = 7.4 Hz, ArH), 6.66 (d, 3H, J = 8.0 Hz, ArH) 6.60 (t, 3H, J = 7.4Hz, ArH), 
3.07 (br, 6H, CH2), 1.96 (mult., 6H, CH(CH3)2), 1.00-0.8 (br, 36H, CH(CH3)2). 31P NMR 
(ppm, 162 MHz, C6D6): 66.9. IR (KBr pellet, cm−1): ν(C≡O), 1968 cm−1. Elemental anal. 
calc’d (found) for C40H60InN4NiOP3 · 0.8 C6H14: C 56.74 (57.06), H 7.57 (7.21), N 5.91 
(5.88). 
Syntheses of (OC)NiGaL (2−CO). A mixture of 2 (46 mg, 57 µmol) and excess 
paraformaldehyde (25 mg, 0.833 mmol) was stirred in benzene (4 mL) for 12 h, before 
being filtered and reduced in vacuo. Crystallization from hexane/benzene at −30˚C 
yielded near colorless crystals, which were subsequently washed with hexane and dried 
in vacuo (18.5 mg, 39% yield). Alternatively, addition of ~1 equiv CO to 2, via gas 
condensation with liquid N2 using a gas addition bulb of known volume, followed by an 
analogous workup procedure also yields 2−CO, albeit with more difficult purification as 
a result of the formation of small amounts of unidentified products. 1H{31P} NMR (ppm, 
C6D6, 400 MHz): 7.62 (d, 3H, J = 7.4 Hz, ArH) 7.20 (t, 3H, J = 7.6 Hz, ArH), 6.63, 6.60 
(m, 6H, ArH), 3.13 (br, 3H, CH2), 2.73 (br, 3H, CH2), 2.08 (mult., 3H, CH(CH3)2), 1.90 
(mult. 3H, CH(CH3)2), 1.20-0.6 (br, 36H, CH(CH3)2). 31P{1H} NMR (ppm, 162 MHz, 
C6D6): 55.7. IR (KBr pellet, cm−1): ν(C≡O), 1961 cm−1. Elemental anal. calc’d (found) 




In situ Generation of (η2-H2)NiGaL (2-H2). A solution of 2 (0.005 g, 0.006 mmol) in 
either C6D6 or toluene-d8 (c. 0.7 mL) was added to a J. Young tube. Freeze-pump-thaw 
cycles were performed to evacuate the headspace. Subsequent exposure to H2 (1 atm) 
resulted in the solution changing color from dark red to bright orange-red. Lability of H2 
when subjected to vacuum precluded elemental analysis from being obtained. 1H{31P} 
NMR (ppm, toluene-d8, 300 MHz): 7.59 (d, J=7 Hz, aryl, 3H), 7.22 (t, J= 7 Hz, aryl, 3H), 
6.59 (m, aryl, 6H), 3.04 (d, CH2P(iPr)2, 6H), 1.77 (br, methine, 6H), 1.04, 0.93, 0.72 (m, 
methyl, 36H), −2.4 (br, H2-Ni, 2H). 31P NMR (ppm, toluene-d8, 121.4 MHz): 56.9 (s, low 
T convergence at 193 K). 
In situ Generation of (η2-H2)NiAlL (1-H2). A solution of 1 (15 mg, 19.6 μmol) in THF-d8 
(c. 0.30 mL) was added to a PEEK NMR spectroscopy cell and pressurized to 34 atm H2 
(see general high-pressure procedure in protocol for determining thermodynamic binding 
parameters). It should be noted that the in situ observation of 1−H2 was also carried out in 
toluene for thermodynamic binding studies; however, complex 1 was much more soluble 
in THF, which allowed for more concentrated solutions with better signal-to-noise in the 
1H NMR for the bound H2 resonance. This was important in order to reliably measure 
T1(min) relaxation values for the bound H2 resonance (Figure A.2.13) and support its 
formulation as an intact H2 ligand, analogous to the previously characterized (η2-
H2)NiML complexes.97 Lability of H2 when subjected to vacuum and upon removal of 
the high-pressure H2 atmosphere precluded elemental analysis from being obtained. 
1H{31P} NMR (ppm, THF-d8, 232 K, 500 MHz): 7.34 (3H, ArH), 6.87 (3H, ArH), 6.34 
(6H, ArH), 3.00 (br, 3H, CH2), 2.87 (br, 3H, CH2), 2.10 (m, 6H + toluene CH3, 




200K). 31P NMR (ppm, THF-d8, 200 K, 202.4 MHz): 44.9 (s). 31P NMR (ppm, toluene-
d8, 202.4 MHz): ~44.3 (s, low T convergence under 34 atm H2, 200 K).  
In situ Observation of (N2)NiAlL (1−N2) and (N2)NiGaL (2−N2). These complexes 
display the weakest binding for any of the six H2 and N2 adducts of NiML which were 
able to be quantified by VT 31P NMR studies. As such, full conversion to generate 1−N2 
and 2−N2 in situ was not possible; for this reason, 1H NMR and elemental analyses are 
not reported. Fortunately observation of equilibrium mixtures of NiML and (N2)NiML 
allowed for quantification of these weak binding equilibria. VT 31P NMR studies (Figures 
3.18 and 3.20) allowed for assignment of the 31P NMR resonance for 1−N2 and 2−N2 
based on the observation of slow exchange in toluene-d8 at low T. For 1−N2:  31P NMR 
(ppm, toluene-d8, 202.4 MHz): ~32.2 (s, low T convergence at 190 K under 51 atm N2). 
For 2−N2: 31P NMR (ppm, toluene-d8, 162 MHz): ~43.5 (s, low T convergence at 193 K 
under 1 atm N2). 
Experimental Procedure for Determining Thermodynamic Binding Parameters. A 
concentrated solution of NiML (~15 mM) was prepared in toluene, filtered, and 
transferred to either a J. Young NMR tube (if pressurizing with 0.1, 1.0, or 3.8 atm gas) 
or a PEEK NMR tube (if pressurizing with 6.8, 13.6, or 34.0 atm gas), which was 
designed and implemented at PNNL as described previously.214, 233 For high-pressure 
studies, the PEEK cell was sealed and connected to a high-pressure line equipped with a 
vacuum pump and an ISCO syringe pump. The line was purged with H2 or N2 gas three 
times. Next, the headspace was degassed by opening the PEEK cell to static vacuum (3 × 




running constantly at the desired pressure (i.e. continuous gas feed). The contents of the 
PEEK cell were mixed using a vortex mixer for approximately 15 minutes prior to NMR 
data collection to allow for pressure stabilization and equilibration. This procedure 
general procedure was used for all high-pressure studies. 
For both high- and low-pressure studies, VT 31P NMR spectra were acquired at 
several different T (typically 193 K to 368 K), with adequate scans (64 or 160 scans 
typically) collected so as to achieve ideal signal-to-noise ratios and clearly identify the 
observed peak position (for fast exchange) and/or relative integrations (for slow 
exchange). 31P spectra were typically collected with a delay time of 2 s, and an 
acquisition time of 1.68 s, with a long delay time of 10 s used in cases where quantitative 
integration of multiple peaks was required (ie. to determine relative concentrations in 
slow exchange regime). The choice of gas pressure was made on a case-by-case basis so 
as to sample as much of the equilibrium as possible, as well as to ensure that the 
exchange rate was either slow at all T (like N2 binding to 2) or as fast as possible so as to 
validate the assumption of fast exchange and facilitate analysis based on the observed 31P 
chemical shift (H2 binding to all three NiML, and N2 binding to 3). The effects of 
pressure on the validity of the assumption of fast chemical exchange was also 
investigated in detail for H2 binding to 2, with pressures of 0.1, 1.0, 6.8, 13.6, and 34 atm 
H2 examined. In some cases, extremely low or high pressures were used out of necessity 
in order to measure extremely weak (N2 binding to NiAlL at ~51 atm N2) or extremely 
strong (H2 binding to 3 at 0.1 atm H2/0.9 atm Ar) binding equilibria.  
Experimental Procedure for Kinetic Lineshape Studies. A solution of NiML (~7.5 mM in 




(under 1 atm Ar from the glovebox). VT 31P NMR were measured for NiML under 1 atm 
Ar at various T (at least seven different T over the range of 214 K to 344 K) in order to 
determine the temperature-dependence of the chemical shifts and intrinsic linewidths. 
Then, the samples were pressurized with 1 atm H2 (after freeze-pump thaw cycles), and 
VT 31P NMR spectra were again obtained at the same set of T as before. 31P spectra were 
typically collected with a delay time of 2 s, and an acquisition time of 1.68 s, and 160 
scans (to obtain good S/N). A long delay time of 10 s was used in cases where 
quantitative integration of multiple peaks was required (ie. to determine relative 
concentrations in the slow exchange regime).  
3.5.2 X-ray and Neutron Crystallographic and Structure Refinement Details 
X-ray Diffraction. A colorless plate of (OC)NiGaL (2−CO), a pale gold block of 
(OC)NiInL (3−CO), and a gold block of (η2-H2)NiInL (3−H2) were placed onto the tip of 
a MiTeGen Dual-Thickness MicroLoop™ and mounted on a Bruker Photon II CPAD 
diffractometer for data collection at either 123(2) K or 100(2) K (see Table 3.16). The 
data collections were carried out using either Mo or Cu Kα radiation (graphite 
monochromator), with the assistance of Dr. Laura Clouston, Dr. Victor Young, Jr., and 
James Moore. The data intensity was corrected for absorption and decay (SADABS).172 
Final cell constants were obtained from least-squares fits of all measured reflections. The 
structure was solved using SHELXT-16 and refined using SHELXL-16, which were 
executed from the ShelXle graphical user interface.264 A direct-methods solution was 
calculated which provided most non-hydrogen atoms from the E-map. Full-matrix least-
squares/difference Fourier cycles were performed to locate the remaining non-hydrogen 




Hydrogen atoms were placed in ideal positions and refined as riding atoms with relative 
isotropic displacement parameters,173 with the exception of the apical H2 ligand in 3−H2, 
for which data were of sufficient quality and resolution (crystals diffracted to 0.6 Å) to 
place these H atoms from the difference map (albeit not as reliably as desired, hence the 
neutron structure). Note that the x-ray refinement details for 3−H2 shown in Table 3.16 
are for a structure obtained at 100 K to match the T at which the neutron structure was 
obtained. This later structure is displayed here, rather than the originally published 
structure collected at 123 K,97 because data was collected to 0.60 Å in the later structure, 
which permitted more reliable placement of the H atoms of H2. Note that the structural 
metrics are all essentially identical within experimental error, and both structures were of 
excellent quality (R1 < 2% in both cases). PLATON Squeeze was used to remove a 
disordered solvent molecule from the unit cell of 3−CO.174 Images were rendered using 
POV–ray.175  
Neutron Diffraction. Neutron diffraction data were collected using the TOPAZ single-
crystal time-of-flight (TOF) Laue diffractometer at the Spallation Neutron Source (SNS), 
at Oak Ridge National Laboratory (Oak Ridge, TN), with the assistance of Dr. Christina 
Hoffmann, Dr. Xiao-Ping Wang, Dr. Victor Young, Jr., and Junhong He.247 A block-
shaped crystal of 3−H2, with dimensions of 0.35 × 0.30 × 0.30 mm, was grown from a 
concentrated toluene solution allowed to sit for several weeks under an H2 atmosphere (1 
atm) in a cold room (~280 K). The crystal was mounted on the tip of a polyimide 
capillary using fluorinated grease, and transferred to the TOPAZ goniometer for data 
collection at 100 K. To ensure good coverage and redundancy, data were collected using 




symmetry-equivalent reflections of the orthorhombic cell. The integrated raw Bragg 
intensities were obtained using the 3-D ellipsoidal Q-space integration in accordance with 
previously reported methods.266 Data reduction, including neutron TOF spectrum, 
Lorentz, and detector efficiency corrections, was carried out with the ANVRED3 
program.267 A spherical absorption correction was applied with μ = 1.150 + 1.022 λ cm−1. 
The reduced data were saved as SHELX HKLF2 format in which the wavelength is 
recorded separately for each reflection. Data were not merged. The neutron crystal 
structure was refined anisotropically for all atoms using the SHELXL-14/7 program173, 264 
in WinGx.268 








3.5.3 Physical Methods 
1H and 31P NMR spectra were recorded on Bruker 500 or 400 MHz and Varian 
500 MHz or 600 MHz spectrometers and referenced to internal residual solvent (or 
H3PO4 for 31P NMR spectra). VT NMR experiments were carried out using either a 
methanol (below 298 K) or ethylene glycol (above 298 K) standard to calibrate T, and all 
samples were allowed to equilibrate at each T for at least 10-15 minutes prior to data 
collection. High-pressure NMR studies (> 4 atm pressure) were performed at Pacific 
Northwest National Laboratory (PNNL, Richland, WA), using PEEK high-pressure NMR 
spectroscopy tubes designed and built at PNNL, as reported previously (see procedure for 
high-pressure thermodynamic studies for more details).214, 233 UV-vis spectra were 
collected on a Cary-14 instrument. IR spectra were obtained in KBr pellets using a 
Bruker Tensor-37 FTIR with OPUS 6.5 software.  
3.5.4 Computational Methods 
DFT Calculations  
To find a suitable method to study the (η2-H2)NiML and (N2)NiML bimetallic 
systems, we tested four functionals, M06-L,176 M06-D3,177 PBE0,178 and PBE0-D3,179 with 
five combinations of basis sets, which are denoted as bs0 – bs4 (see Table 2.9). The M06-
L/bs1 method was used to study the catalytic mechanisms of a similar bimetallic system in 
a previous study, therefore, it is used in this study as well.79 The only difference between 
bs1 and bs0 is that for the H2 molecule, def2-TZVPP186 is used in bs1, with an additional 
diffuse function adding to def2-TZVP (used in bs0). The combination of M06-D3/bs4 were 
suggested to give accurate energetics for a Pd−Pd bimetallic system.180 We also considered 




optimized in the gas phase at 0 K. Vibrational frequency analysis with the harmonic 
approximation was performed to characterize the nature of the stationary points and 
transition states. Unless specified otherwise, Gibbs free energies at 298.15 K and 1 atm 
were computed by adding zero-point vibrational energies and thermal corrections. 
Solvation effects were also considered by performing single-point calculations for all 
stationary points using the SMD181 solvation model and toluene as the solvent. All DFT 
calculations were performed with the Gaussian 09 program package.182  
Binding Energy Calculation Method  
The binding energies for H2, N2, CO, and CO2 were the free energies of reaction 
(Equation 3.18). 
X(gas) + NiML(sol) → X-NiML(sol), X = H2, N2, CO, CO2 (Eqn 3.18) 
The gas phase free energies were used for H2, N2, CO, and CO2 due to our desire to compare 
with experimental results for which 1 atm was defined as the standard state, while solvent 
free energies were used for the bimetallic species.  
Energy Decomposition Analysis  
The energy decomposition analysis (EDA),254 as implemented in the Amsterdam 
Density Functional (ADF)255 program package, was applied for the elucidation of the 
contributions to the H2–Ni and N2−Ni interactions in the corresponding adducts of NiML. 
(η2-H2)NiML complexes were fragmented into H2 and NiML, and (N2)NiML complexes 
were similarly fragmented into N2 and NiML. The EDA interaction energy is calculated by 
taking the electronic energy difference between the complex and the two fragments. Since 




any thermal effects, it is termed in the next paragraphs as “ΔΕuncorrected”. The relationship 
between binding free energy in solvent, ΔGsol, and ΔΕuncorrected is given in Equation 3.19. 
ΔGsol =  ΔΕuncorrected + ΔEdeformation+ ΔΔGsolvation+ ΔΔGthermal   (Eqn 3.19) 
ΔEdeformation results from deforming the fragments from their equilibrium structure to the 
geometry and electronic state they adopt in the adduct complex. ΔΔGsolvation is the solvation 
energy for the binding reaction upon moving from the gas phase into solution. ΔΔGthermal 
is the thermal correction to the free energy of the binding reaction.  
EDA breaks the total interaction energy into four components:  
ΔΕuncorrected (EDA) = ΔΕelectrostatic + ΔΕPauli + ΔΕorbital + ΔΕdispersion (Eqn 3.20) 
ΔΕelectrostatic corresponds to the attractive, quasi-classical electrostatic interaction between 
the electrons and the nuclei. ΔΕPauli corresponds to repulsive energy between electrons of 
the same spin due to the anti-symmetrized nature of the wavefunction. ΔΕorbital is obtained 
from the relaxation (mixing) of the fragment orbitals. Finally, ΔΕdispersion describes the 
dispersive effects between the two fragments.  
The extended transition state—natural orbitals for chemical valence (ETS-NOCV) 
method,253 in combination with the energy decomposition scheme, is used to decompose 
the orbital interaction component (ΔΕorbital) into contributions from specific NOCV pairs. 
The deformation density, Δρ, is partitioned into the different components (σ, π, δ) of the 
chemical bond. Each NOCV pair shows the electron flow, as pictured by red → blue, and 
thus this can be used to aide in the assignment of the orbital interaction types between the 
fragments. The ETS-NOCV calculations were performed with the ADF program using 
PBE0-D3, with the doubly polarized triple-zeta basis set TZ2P for Ni, Al, Ga, In, H2, and 




atoms.269 Relativistic effects for the heavier In atom were included by applying the zeroth-
order regular approximation (ZORA).270 The ETS-NOCV analysis is not yet available for 
meta-GGA’s or meta-hybrids functionals, such as M06-L and M06, and so PBE0-D3 was 
used instead despite its slightly inferior match with experimental binding data compared to 
M06-L.  
TD-DFT calculations 
TD-DFT calculations (M06-D3/bs4, Gaussian09) with solvent consideration 
(SMD, THF) were performed to obtain the absorption spectra of the series of NiML, (η2-
H2)NiML, (N2)NiML, and (OC)NiML, complexes (M=Al, Ga, In). Structures were 
optimized with M06-D3/bs4, with the exception of the (OC)NiML complexes, which 
were optimized with M06-L/bs1. 
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4.1 Overview and Introduction 
Given their earth-abundance and low cost, the development of base metal 
catalysts (Fe, Co, Ni) for challenging reactions of energetic and industrial relevance 
would be highly desirable.21-22 As discussed in chapters 2-3, favorably altering the 
properties of Ni via interaction with a group 13 supporting metal has proven to be an 
effective strategy for developing a series of Ni complexes which exhibit divergent small 
molecule binding reactivity from typical Ni complexes. Moving forward, we were 
interested in whether the uncommon small molecule binding reactivity by the NiML 
complexes would allow for catalytic functionalization of substrates that are typically not 
able to be mediated by mononuclear Ni complexes. Given the propensity of NiML 
complexes to bind and activate H2, as described in chapter 3, the hydrogenation of olefins 
to alkanes was targeted, as it represents an industrially-relevant process for which few 
homogeneous Ni catalysts have been developed.271-272  
The primary reason for the scarcity of homogeneous Ni hydrogenation catalysts is 
the inability of most Ni complexes to bind and activate H2, which is a critical step in 
hydrogenation catalysis. As mentioned in chapter 3, the binding of H2 to Ni is rare, and 
classical H2 oxidative addition at a single Ni center has not been reported to our 
knowledge, attesting to Ni being a poor π-back-donor into the σ* orbital of H2).44-45, 81, 110, 
272 In general, first-row metals like Ni tend to undergo undesirable one-electron processes 
rather than productive two-electron redox chemistry that promotes fundamental steps in 
hydrogenation catalysis, like oxidative addition and reductive elimination.21-22, 44 To 
circumvent these limitations of Ni, the employment of bifunctional ligands which allow 




strategy for affecting H−H cleavage and enabling further reactivity and catalysis.44, 84-85, 
92, 120, 170, 273 
Excitingly, group 13 supporting metals remedy the typical limitations of Ni in H2 
activation by promoting more favorable H2 binding at NiML complexes by up to ~8 
kcal/mol relative to a similarly ligated NiLH3 complex (chapter 3). In this chapter, the 
propensity of (η2-H2)NiML complexes to hydrogenate olefins by undergoing oxidative 
cleavage of the activated H2 unit will be examined. Catalytic activity was found to be 
highly dependent on the supporting metal, with NiGaL (2) found to catalyze the 
hydrogenation of relatively unhindered olefins with higher yields and TOF than NiInL 
(3), while NiAlL (1) and NiLH3 (4) were not catalytically active. Furthermore, divergent 
catalytic selectivity for hydrogenation versus isomerization was observed for catalysis 
with 2 and 3.30, 97 To understand these trends in catalytic activity and selectivity, a 
catalytic mechanism for olefin hydrogenation is proposed on the basis of both 
experimental and computational studies, with the relative order of favorability for each 
fundamental step in the catalytic cycle considered as a function of the group 13 
supporting metal.  
4.2 Results and Discussion 
4.2.1 Investigating the Catalytic Potential of NiML Complexes for Olefin Hydrogenation 
With an isostructural series of NiML complexes in hand that bind and activate H2 
to varying degrees, the next logical step was to investigate whether the activated H2 
moieties could be transferred to unsaturated substrates like olefins in an efficient and 
selective manner. Styrene was chosen as the initial substrate to test the catalytic 




Table 4.1 shows a comparison of the catalytic results for the series of Ni complexes, as 
well as a control experiment showing that free ligand, LH3, is not a competent catalyst.97 
Table 4.1. Results for catalytic hydrogenation of styrene to ethyl benzene for complexes 
1-4.a  
Entry Pre-catalyst % yieldb  TOF (h−1)c 
1 LH3 0 0 
2 NiLH3 (4) <1d 0 
3 NiAlL (1) <1 0 
4 NiGaL (2) >99 2.4(1) 
5 NiInL (3) 12(5)e 0.10(4) 
aCatalytic conditions: 5 mol% pre-catalyst, 0.087 M olefin in ca. 700 µL C6D6, 1 atm H2, rt, rotating in J. 
Young tubes at 16 rpm to promote gas-solvent mixing. bYield at 24 h, triplicate runs, based on 1H NMR 
spectroscopy and GC-MS analysis. cTurnover frequency (TOF) analyzed by 1H NMR spectroscopy at >90% 
product, or after 24 h if <90% conversion. dDuplicate runs. eFive trials. 
Gratifyingly, complex 2 was catalytically competent in the hydrogenation of 
styrene under mild reaction conditions (rt and 1 atm H2), with >90% conversion of styrene 
to ethyl benzene observed within 8 h, and >99% occurring within 24 h (Figures 4.2 and 
A.3.1).97 The catalytic turnover frequency (TOF) for complex 2 was determined to be 2.4 
(±0.1) h−1 based on the time required to reach >90% ethyl benzene conversion (Table 4.1). 
Catalysis by 2 was uninhibited in the presence of excess Hg, which supports a 
homogeneous process rather than one mediated by nanoparticles or other heterogeneous 
Ni materials.274-275 Styrene hydrogenation was also catalyzed by complex 3, albeit 
significantly more slowly compared with catalysis for 2, with approximately 2.4 (± 1.0) 
turnovers observed over 24 h under catalytic conditions with 3 in five replicate trials, giving 




for styrene hydrogenation, and so no further catalytic experiments were performed for these 
complexes. 
 Hydrogenation of 1-octene, another simple and relatively sterically unhindered 
alkene, was attempted next with complexes 2 and 3 under the previously described 
catalytic conditions. For complex 2, hydrogenation of 1-octene was observed to be even 
faster than that of styrene, with the reaction reaching completion in <1.5 h. Under 
identical conditions, catalysis with 3 results in the full conversion of 1-octene to generate 
multiple products, resulting in a mixture of 47(7)% octane and 53(7)% 2-octene, as 
judged by 1H NMR spectroscopy, with the latter formed in a trans:cis ratio of 4:1 (Figure 
4.1).97  
Figure 4.1. Kinetic profile of hydrogenation-isomerization of 1-octene catalyzed by 
NiInL (3), as monitored by 1H NMR spectroscopy. The error bars represent the standard 




A control experiment established that the isomerization of 1-octene to 2-octene 
catalyzed by 3 requires H2, as only trace (<2%) isomerization to 2-octene was observed 
after 50 h in the absence of H2, but otherwise identical conditions (Figure A.3.2).97 These 
results indicate that hydrogenation, to give octane, and isomerization, to give 2-octenes, 
are competitive processes under catalytic conditions for 3, whereas exclusive 
hydrogenation was catalyzed by 2. Figure 4.1 shows the kinetic profile of the 
hydrogenation-isomerization of 1-octene for 3, while the kinetic profile for the exclusive 
hydrogenation of 1-octene by 2 is shown in Figure 4.2. It should be noted that while full 
consumption of 1-octene was observed for both 2 and 3, the latter required 12 h to reach 
>90% conversion; thus, significantly faster catalysis was observed for catalysis with 2 
compared with 3, just as was seen for styrene hydrogenation.97   
The catalytic results for 3 with 1-octene prompted the question of whether the 
reactivity pattern of competitive hydrogenation and isomerization generally holds true for 
catalysis with 3. Isomerization of allylbenzene, another terminal olefin with allylic 
protons, to β-methylstyrene was observed to be the primary process under catalytic 
conditions for 3, with β-methylstyrene (trans:cis=9:1) formed in a 3.7:1 ratio to 
propylbenzene, the hydrogenated product. The consumption of allylbenzene is 
significantly slower than that of 1-octene under catalytic conditions for 3, as only 47(2)% 
consumption of allylbenzene was observed after one week (Figure A.3.3), compared with 
complete 1-octene consumption within 20 h (Figure 4.1).97 The lower relative yield of the 
hydrogenated product for allylbenzene (1:3.7 with isomerized product) in comparison to 
that for 1-octene (~1:1) suggests that allylbenzene is a more difficult substrate for 3 to 




allylbenzene is also more difficult than that of 1-octene. Hydrogenation of allylbenzene 
also proved to be difficult to facilitate for complex 2, with only 7(3)% conversion to 
propylbenzene observed in 1 week.97 The results of a wider olefin substrate scope for 
complex 2 informed our thinking for why allylbenzene hydrogenation is difficult for 
NiML complexes to mediate, and so this question will be re-visited after discussing the 
catalytic results for additional substrates. 
 The final substrate subjected to catalytic conditions for both complexes 2 and 3 
was cis-cyclooctene, a cyclic olefin rather than a terminal one. Similarly to the results for 
styrene, complex 2 was found to be a far more active catalyst than complex 3 for 
hydrogenating cis-cyclooctene, with 93(3)% conversion to cyclooctane observed in the 
former case in 24 h compared with <1% in the latter case.97 Hydrogenation catalyzed by 
complex 2 did proceed more slowly for cis-cyclooctene in comparison to styrene, with 
>90% conversion achieved after ~18 h compared with ~8 h, respectively. The slower 
reaction with cis-cyclooctene compared with styrene and lower conversions for both 2 
(>99% vs. 93%) and 3 (12% vs. <1%) is hypothesized to be a consequence of the greater 
steric hindrance associated with di-substituted alkenes relative to terminal, mono-
substituted ones.30, 97  
In light of the sluggish catalytic activity of 3, as well as its mixed selectivity for 
hydrogenated and isomerized products, further substrates were not studied; a summary of 
the catalytic results for complex 3 is shown in Table 4.2.97 Instead, a wider olefin 
substrate scope was conducted for complex 2, as its catalytic activity and selectivity were 
by far the most promising of the series of Ni complexes (vide supra). The intriguing 




discussed further in section 4.2.4, as it pertains to the catalytic reaction mechanism and 
the roles of the supporting metal therein.  








time to >90% 
yield (h)b 




cyclooctane <1  - e 
3 3 1-octene 
octane,                                           
2-octene (4:1 E:Z)f 
>99c 12 
4 3 allylbenzene 




aCatalytic conditions were identical to those given in Table 4.1. Note that catalytic reactions were prepared 
in J. Young tubes in a glovebox under an N2 atmosphere, and so the pre-catalyst was technically 3−N2. The 
pre-catalyst was exposed to 1 atm H2 to generate 3−H2, followed by additional evacuation and back-filling 
with H2 to rid the headspace of the displaced N2 (1 equiv). bas judged by disappearance of olefin by 1H 
NMR spectroscopy of triplicate trials unless otherwise indicated. c5 replicate trials. d19(7)% after 48 h. 
e4(1)% after 120 h. f47(7)% octane, 53(7)% 2-octene after 24 h in 5 replicate trials. gduplicate trials: 
10.0(3)% propylbenzene, 37(3)% β-methylstyrene. h47(2)% after 168 h. 
4.2.2 Olefin Hydrogenation Catalyzed by NiGaL (2): Results of a Wider Substrate Scope 
Table 4.3 shows the results of the full substrate scope for olefin hydrogenation 
catalyzed by complex 2. In addition to the previously discussed results for styrene, 1-
octene, allylbenzene, and cis-cyclooctene, the propensity of 2 to catalyze the 
hydrogenation of 1-hexene, 4-phenyl-1-butene, allyl butyl ether, trans-2-octene, trans-3-
octene, trans-4-octene, cis-stilbene, 1,1-diphenylethylene, phenyl acetylene, and 














1 1-octene >99 <1.5 
2 1-hexene >99 <2.75 
3 styrene >99 8 
4 4-phenyl-1-butene >99 10 
5 cis-cyclooctene 93(3) 18 
6 allyl butyl ether 68(16) >116 c 
7 trans-2-octene 10(2) − d 
8 allylbenzene 3(2) − e 
9 trans-3-octene 1(2) − 
10 trans-4-octene 1(2) − 
11 cis-stilbeneg 0 − 
12 1,1-diphenylethylene 0 − 
13 phenyl acetylene tracef − 
14 benzaldehydeg 0 − 
    aNote that the hydrogenation of ethylene and norbornene was also observed within 24 h but never 
rigorously quantified. bas judged by 1H NMR spectroscopy of replicate trials after 24 h unless otherwise 
indicated. Most yields confirmed by GC-MS (Table A.3.1). c81(12)% after 116 h. d26(2)% after 116 h. 
e9(3)% after 168 h. ftrace amounts of styrene and ethyl benzene observed by GC-MS. gsingle trial. 
While high alkane yields were observed for unhindered hydrocarbon alkenes that 
are either mono-substituted (e.g. styrene, 1-octene, 1-hexene, and 4-phenyl-1-butene) or 
cyclic (e.g. cis-cyclooctene), little to no hydrogenated products were formed for acyclic, 
di-substituted olefins such as cis-stilbene, 1,1-diphenylethylene, and internal octenes (0 to 
10% yields, Table 4.3). Figure 4.2 shows the kinetic profiles for the catalytic 
hydrogenation of various substrates mediated by 2, as monitored by 1H NMR 
spectroscopy. As illustrated by the kinetic profiles, the relative rates of hydrogenation 
among substrates for which >90% yields were observed within 24 h was observed to be: 




Figure 4.2. Kinetic profiles of hydrogenation catalyzed by NiGaL (2), as monitored by 
the disappearance of olefin by 1H NMR spectroscopy. The error bars represent the 
standard deviation between triplicate trials. 
The poor yields for the hydrogenation of acyclic, di-substituted olefins are 
hypothesized to be a consequence of unfavorable steric clashes between the bulky olefin 
substituents and the ligand isopropyl groups, which likely impedes or precludes olefin 
binding. This greater difficulty in hydrogenating bulkier, more sterically demanding 
olefins is well-illustrated by the decreasing yields of octane as the position of the double 
bond to be hydrogenated is moved from terminal, in 1-octene (>99%), to increasingly 
internal positions, in trans-2-octene (10%), trans-3-octene (1%), and trans-4-octene 
(1%).30, 97 The steric considerations associated with olefin binding in conjunction with H2 
activation will be discussed in the catalytic mechanism section (4.2.4). 
The inability of 2 to catalyze the hydrogenation of allylbenzene, also a relatively 
unhindered terminal olefin, was interesting and initially unexpected from a steric 
perspective. The chart in Figure 4.3 emphasizes the hydrogenation results for three 




(styrene), 1 (allylbenzene), or 2 (4-phenyl-1-butene). In other words, the separation of the 
phenyl group and the double bond to be hydrogenated is varied from being directly 
conjugated, in styrene, to being separated by one or two alkyl carbons (Figure 4.3). 
Figure 4.3. Comparison chart for hydrogenation of structurally similar terminal olefins 
by 2. 
One would expect that further separation of the double bond and the phenyl ring 
would decrease the steric hindrance associated with olefin binding to 2, as the intervening 
alkyl chain carbons would likely allow for a greater degree of flexibility to minimize 
steric clashes between the phenyl ring and the ligand isopropyl groups. The discontinuity 
in hydrogenation yield observed for allylbenzene, for which little hydrogenation occurs, 
in comparison to styrene and 4-phenyl-1-butene, which were hydrogenated in 
quantitative yields with similar TOF, suggests that other factors besides the steric 
hindrance of the olefins are responsible for the inability of 2 to catalyze allylbenzene 
hydrogenation. It is hypothesized that the reason for poor hydrogenation of allylbenzene 
may be the formation of a stable Ni-allyl adduct which impedes catalysis 
 Lastly, the propensity of 2 to catalyze the hydrogenation of other types of 
unsaturated functionalities, including alkynes and aldehydes, was also tested. No 
substrate
hydrogenated        
yield (24 h)








appreciable conversion of benzaldehyde to benzyl alcohol or of phenyl acetylene to either 
styrene or ethyl benzene was observed (Table 4.3).97 The propensity to preferentially 
hydrogenate alkenes over alkynes, ketones, and aldehydes would be attractive from a 
chemoselectivity standpoint, but given that the substrate scope for 2 is already limited to 
mono-substituted and cyclic olefins, this cannot really be claimed as an advantage in this 
case. Styrene, phenyl acetylene, and benzaldehyde have similar steric bulk, as they all 
feature a terminal, mono-substituted unsaturated moiety with a phenyl substituent. 
Comparing styrene to benzaldehyde, it seems likely that the drastic differences in the 
yields of hydrogenated product (>99% vs. 0%) likely stem from the general inability of 2 
to mediate the hydrogenation of C=O bonds, rather than from steric hindrance preventing 
the binding of benzaldehyde. 
In the case of phenyl acetylene, however, it is possible that its linear structure may 
impede or prevent coordination for steric reasons, thereby explaining its inability to be 
hydrogenated. In order to distinguish whether the steric hindrance associated with phenyl 
acetylene or the inability of 2 to mediate the hydrogenation C≡C bonds is responsible for 
the observed lack of reactivity, an ideal test substrate would be acetylene. Unfortunately, 
the hydrogenation of acetylene could not be attempted for logistical and safety reasons 
pertaining to its limited distribution. It is hypothesized that acetylene would be 
successfully hydrogenated twice to give ethane if this experiment were conducted, as the 
facile hydrogenation of ethylene to ethane was catalyzed by 2, and alkynes typically 
coordinate to late transition metals and are functionalized more readily than their 
corresponding alkenes, as exploited by many alkyne semi-hydrogenation catalysts.110, 276-




necessarily lead to hydrogenation for acetylene; to this point, the only complex to which 
phenyl acetylene was observed to bind is 3, and no hydrogenation was observed in that 
case, whereas olefin binding was not observed in any cases for 2, which was the most 
active catalyst examined for olefin hydrogenation.  
The greater steric difficulty of coordinating phenyl acetylene can be inferred from 
the fact that the ligand phosphines become inequivalent and give rise to distinct 31P NMR 
resonances upon the binding phenyl acetylene to 3. A 2:1 integration ratio of the 31P 
resonances with a large chemical shift difference is observed, which suggests that 
significantly greater distortions in the ligand, and potentially the dissociation of one 
phosphine donor, must occur to accommodate phenyl acetylene binding (Figure A.3.4). 
This is quite different than what is observed upon the binding of smaller ligands like 
ethylene or H2, which both result in the retention of solution-state three-fold symmetry 
upon binding, as observed by 31P NMR spectroscopy. 
4.2.3 Catalytic Activity Comparison of 2 to Other Ni and First-Row Metal Hydrogenation 
Catalysts  
Table 4.4 shows how the catalytic performance of NiGaL (2) compares to the 
limited number of homogeneous Ni olefin hydrogenation catalysts in the literature, with 
the hydrogenation of styrene chosen for comparison since it is a common substrate 
examined in most catalytic systems. While slightly different catalytic conditions are 
employed in each case (see Table 4.4 footnotes), the catalysts (pictured in Figure 4.4) are 






Figure 4.4. Homogeneous Ni catalysts reported in the literature for styrene 
hydrogenation. Refer to Table 4.4 footnotes for references.  
 The majority of examples of homogeneous Ni olefin hydrogenation catalysts 
feature phosphine-based ligands, and often also have some degree of ligand 
bifunctionality in the form of a coordinated or pendant Lewis acidic or basic group, such 
as a direct bond to a borane or amine moiety (Figure 4.4).44, 92, 120, 279 NiGaL (2) displays 
modest catalytic activity in terms of TOF compared with the other Ni catalysts in the 
literature (Table 4.4).44, 92, 97, 120, 273, 279-280 That said, slightly different conditions have 
been employed for the different catalytic systems, which makes meaningful direct 
comparisons of TOF more difficult. For example, a TOF of 2.4 h−1 for NiGaL operating 
at rt and 1 atm H2 is arguably superior catalytic performance compared with the in situ 
generated [(iPrDI)NiH]2, which requires 323 K and 4 atm H2 along with 20 mol% of 
HBpin as an additive to give TOF = 4 h−1 (Table 4.4).280 In any case, the TOF for 2 is an 
order of magnitude worse than those of (tBuPBP)NiH and [MesDPBPh]Ni,44, 120 and two 















[SiII(Xant)SiII]Ni(η2-1,3-cod) b 0.1 Rt 1 250 
(tBuPBP)NiH c 2 Rt 1 25 
[MesDPBPh]Ni c 5 Rt 1 20 
[(iPrDI)NiH]2 d 5 323 4 4 
NiGaL (2) e 5 Rt 1 2.4 h 
(tBuPCP)NiH f 2 Rt 1 0.7 
[(PNHPCy)NiH]+ g 10 353 4 0.4 
aOverall TON ≈ 100/loading for all catalysts, since all yields were >98%. b0.357 M styrene in 3 mL C6D6 in 
Schlenk tube with stirring.273 cIn C6D6.44, 120 dCatalyst generated in situ from 1:1 Ni(O2CC7H15)2 to iPrDI 
ligand, with 20 mol% HBpin additive in C6D6.280 e0.087 M styrene in 0.70 mL C6D6.97 fOriginally reported 
by Kemp and co-workers.279 Catalytic activity investigated in C6D6 by Peters and co-workers.120 gin THF-d8 
with [BPh4]− counteranion.92 hTOF reported as TON/time at 90% conversion time, and J. Young was not re-
filled to 1 atm H2 after initial pressurization.97  
In addition to its relatively poor TOF, the limited substrate scope for 2 due to 
steric constraints render it a less versatile catalyst than some of the other catalysts 
reported. Of note, [SiII(Xant)SiII]Ni(η2-1,3-cod) allows for the hydrogenation of internal, 
di-substituted alkenes, including 2-hexene and trans-2-stilbene,273 while [(iPrDI)NiH]2 
and the related [(CyADI)NiH]2 catalysts permit the hydrogenation of tri- and tetra-
substituted olefins, albeit with the use of HBpin as an additive and harsher conditions (4 
atm H2, 323 K).280 It should also be noted that Chirik and Bouwman have also reported 
other homogeneous Ni olefin hydrogenation catalysts for which styrene hydrogenation 
was not reported.171, 281-284 Chirik recently reported in situ generated Ni diphosphine 
catalysts for the asymmetric hydrogenation of tri-substituted alkene moieties in α,β-
unsaturated esters.171 Bouwman and co-workers have reported the high-pressure 
hydrogenation of 1-octene facilitated by homogeneous Ni catalysts generated from the in 




result being 1820 turnovers reported in 1 h under 50 bar H2 in CH3OH at 298 K using a 
1:1 ratio of Ni(OAc)2 to bis(dicyclohexylphosphino)ethane (dcpe).283-284  
It should also be noted that the activities of most Ni catalysts shown in Table 4.4 
pale in comparison to Fe and Co catalysts which represent the state-of-the-art for 
homogeneous base metal-catalyzed olefin hydrogenation. In particular, Chirik reported a 
bis(imino)pyridine Fe complex, (iPrPDI)Fe(N2)2, which catalyzes styrene hydrogenation 
with TOF = 1344 h−1 and drastically outperforms traditional precious metal catalysts 
under identical conditions, including 10% Pd/C, Wilkinson’s catalyst, and Crabtree’s 
catalyst.285 In later work, Chirik and co-workers reported efficient hydrogenation of tri-
substituted and geminal di-substituted olefins by optimizing catalyst substituent effects 
for a series of Fe complexes ligated by strong-field N-heterocyclic carbenes and redox-
active bis(imino)pyridine ligands.286-287 Co catalysts have also been recently reported by 
Chirik and co-workers,287-288 with enantiopure bis(imino)pyridine Co catalysts reported to 
mediate the enantioselective hydrogenation of germinal di-substituted olefins,289 and 
high-throughput screening of chiral phosphine ligands with simple Co salts reported to 
facilitate the asymmetric hydrogenation of amino acid and enamide derivatives of 
relevance to the synthesis of pharmaceutical targets.290 Lastly, Hanson and co-workers 
reported a versatile phosphine-ligated Co pincer catalyst capable of mediating the 
hydrogenation of olefins, ketones, aldehydes, and imines with broad functional group 
tolerance.90-91 
Clearly, NiGaL (2) does not compare favorably with the state-of-the-art base 
metal catalysts for olefin hydrogenation when considering either catalytic activity for 




as the hydrogenation of sterically hindered tri- and tetra-substituted olefins and the 
asymmetric hydrogenation of germinal di-substituted olefins. Thus, the potentially 
impactful aspect of 2 as an olefin hydrogenation catalyst does not lie in its catalytic 
utility, but rather in the fact that the introduction of a supporting metal can modify the 
properties of Ni to enable catalysis which is not seen for NiLH3 (4) and is not typically 
possible for most Ni complexes. As such, the remainder of this chapter will focus on 
elucidating the mechanism of olefin hydrogenation catalyzed by 2, with a particular 
emphasis on determining the mechanistic role of the supporting metal by comparing the 
catalytic results for complexes 1-4. 
4.2.4 Elucidation the Mechanistic Role of the Supporting Metal in Catalysis 
4.2.4.1 Comparison of Catalytic Activity and Selectivity for NiML Complexes 
The two supporting metals that induced H2 binding to NiML complexes at 298 K 
and 1 atm H2, M = In (3) and Ga (2), were the only two complexes found to catalyze any 
amount of olefin hydrogenation under mild conditions (1 atm H2, rt). Thus, the catalytic 
inactivity of NiLH3 (4) and NiAlL (1) is likely attributable to the fact that initial binding 
and activation of H2 is unfavorable for these complexes. Between the two competent 
catalysts, 2 and 3, two major differences in catalytic performance were observed. First, 
catalysis proceeds much more rapidly for 2 than it does for 3, with about a 25-fold 
increase in TOF observed for styrene hydrogenation. Secondly, for terminal olefins with 
allylic protons, 2 catalyzed hydrogenation exclusively, whereas 3 was a nonselective 
catalyst for both hydrogenation to alkane and isomerization to 2-alkenes. This reactivity 
is best illustrated by the conversion of 1-octene to octane and 2-octenes in approximately 




hydrogenation to octane. The divergent reactivity imparted by the various Lewis acid 
supports motivated in-depth mechanistic studies to understand these differences in rate 
and product distribution between complexes 2 and 3.30, 97 
4.2.4.2 Proposed Olefin Hydrogenation Mechanism 
 Based on experimental and computational studies, as well as literature precedent, 
a common mechanistic pathway is proposed for catalysts 2 and 3 (Figure 4.5).30 The first 
step in the catalytic cycle is the binding of H2 to generate the previously discussed (η2-
H2)NiML adducts (A). Olefins were not observed to bind to 2 or 3, even when present in 
large excesses in the absence of H2, which discounted olefin-binding as the first step.97 
Consistent with this, the binding adsorption enthalpy for ethylene was calculated to be 
more unfavorable than that of H2 by ~9 kcal/mol, with the greater steric hindrance 
associated with styrene and other olefins for which catalysis was examined likely making 
olefin binding even less favorable than that relative to H2. 
The next two steps, olefin binding and H−H cleavage, could occur in either order. 
Olefin binding requires the dissociation of one of the three phosphine donors because the 
Ni centers in intermediates A and B are saturated (Figure 4.5), either electronically (18 
electrons) or coordinatively (6-coordinate). In addition to olefin binding with 
concomitant phosphine dissociation, the initial part of the mechanism must also include 
H−H cleavage. These three steps could take place in any order to ultimately give 




Figure 4.5. Possible mechanistic paths for olefin hydrogenation catalyzed by NiML (M = 
Ga, In) complexes. A more detailed diagram for the olefin insertion, β-hydride 
elimination, and reductive elimination steps of the cycle is shown in Figure 4.11. Figure 
from ref. 30. 
Another consideration is the degree to which intermediates formed from H−H 
cleavage (ie. B, B*, D) feature a true bridging hydride, formulated as HNi(μ-H)M in 
analogy to the HNi(μ-H)B species reported by Peters and co-workers,44, 117 as 
alternatively a Ni dihydride species without any interaction of the hydride with the 
supporting metal could be formed. Experimental and computational studies on the 
relative viabilities of the possible mechanistic paths for this initial sequence, as well as 
the proposed formulations of the intermediates, will be presented in the next section. 
After the initial sequence of H−H cleavage, olefin binding, and phosphine dissociation to 




which can then undergo reductive elimination to liberate alkane and regenerate NiML, 
completing the catalytic cycle (Figure 4.5).30  
4.2.4.3 H−H Bond Cleavage and Olefin Binding 
Considering the general difficulty of affecting H2 oxidative addition at a single Ni 
center, H−H bond cleavage was anticipated to be the rate-determining step (RDS) in the 
catalysis.44-45, 272, 291 In support of the involvement of H−H cleavage in the RDS, a 
primary kinetic isotope effect (KIE) of approximately 1.7(2) was observed for the 
hydrogenation versus deuteration of styrene catalyzed by 2.97 Neglecting the timing of 
phosphine dissociation for the moment, H−H cleavage could occur directly from the (η2-
H2)NiML adduct (A) to give intermediate B, or alternatively it could be preceded by 
olefin binding (via intermediate C). We do not have definitive experimental evidence to 
rule out either mechanistic pathway, but would like to note four instructive experimental 
observations that have informed our thinking on this matter: 
(1) If rate-determining H−H cleavage were to occur directly from (η2-H2)NiML (A), 
one might expect the Ni−In species to have a lower barrier, or at least a 
comparable one, to that of Ni−Ga, since the H−H distance is slightly more 
elongated in 3−H2 (0.91 Å) relative to that in 2−H2 (0.87 Å). However, this is 
contrary to the observation that catalysis is significantly slower for 3 relative to 2 
(vide supra).97 It should be noted that the greater elongation in 3−H2 compared to 
2−H2 is predicted to be predominantly due to increased σ-donation rather than π-
back-donation, so perhaps the degree of elongation is not directly tied to the ease 
of oxidative H−H cleavage.30, 45 A complicating factor in thinking about the 




also participate to some extent in H−H cleavage to stabilize a bridging hydride 
moiety in the transition state, products, or both. This nuance will be considered 
computationally in the next section. 
(2) As a corollary, if H−H cleavage proceeded directly from A or A* prior to olefin 
binding, then a logical implication is that the H2 cleavage step could proceed in 
the absence of olefin. If B or B* could be formed in situ from H2 and NiML in the 
absence of olefin, then one might expect that using a H2/D2 gas mixture would 
lead to isotopic scrambling to generate HD. However, no isotopic scrambling was 
observed for either 2 or 3 upon exposure to H2/D2 or HD in the absence of olefin, 
even with extended heating at 353 K (Figures A.3.5-A.3.6). While this 
observation does not definitively rule out intermediates B and B* in the presence 
of olefin, it does suggest that they are of sufficiently high energy that they are 
likely not readily accessible.30, 97  
(3) Catalytic resting state studies are often useful to identify the dominant species that 
builds up prior to the RDS, though one must be wary of the buildup of off-cycle 
species as well. The (η2-H2)NiML species (A) is the observed resting state for 
catalysis with 3, as well as with 2 when observed below 233 K. At rt under 
catalytic conditions for 2, the 31P NMR spectra are characterized by a single, 
broad 31P resonance with a chemical shift ranging from 40 to 47 ppm depending 
on the quantity and identity of the olefin present. A rapid equilibrium between 
phosphine binding and olefin binding was originally proposed (A→A*→C) based 
on the dependence of the chemical shift on olefin identity and the lack of 




adduct.30, 97 However, subsequent studies on H2 binding, which were discussed in 
chapter 3, showed that the 31P chemical shift varies from 37.6 to 56.9 ppm 
depending on the H2 pressure and T. Thus, it is now proposed that 2−H2 (A) is the 
catalytic resting state at rt for complex 2 as well, and that the observed 
dependence of the 31P chemical shift for the resting state on olefin was simply a 
consequence of different degrees of hydrogenation and depletion of the H2 
atmosphere for different substrates and reaction times. That the H2 adduct is the 
catalytic resting state is consistent with the RDS involving H−H cleavage, and 
while this observation may seem to favor a mechanism in which H−H cleavage 
precedes olefin binding, it cannot definitively rule out a scenario where H−H 
cleavage is triggered by olefin binding. 
(4) Lastly, the preliminary hydrogenation results for a series of para-substituted 
styrene derivatives (R=H, Cl, F, CF3) suggests that increasing electron-richness of 
the olefin generally increases the rate of reaction. The rates of hydrogenation for 
4-(trifluoromethyl)styrene and 4-fluoro-styrene were found to be ~3 times and 
~1.5 times slower, respectively, than that observed for styrene (Figure A.3.7). 
Though the relative rates were not observed to correlate with the Hammett 
substituent parameters to give a linear free energy relationship,292-293 the general 
observation of faster catalytic hydrogenation for more electron-rich olefins is 
consistent with the favorability of olefin binding impacting the reaction rate.  
 Collectively, these experimental observations do not allow us to definitively rule 
out either order of the initial sequence of H2 binding and olefin binding. The primary KIE 




the involvement of H−H cleavage from the H2 adduct in the RDS. The influence of the 
electron-richness of olefin, as well as the fact that H2/D2 scrambling does not take place 
in the absence of olefin, both provide support for a mechanism involving olefin binding 
which triggers H−H cleavage.30  
Often experimental rate laws can be useful for distinguishing mechanistic 
possibilities. In this case, two mechanistic possibilities were considered: (1) rate-
determining H−H cleavage from A, with intermediate B as a steady-state intermediate 
that rapidly binds olefin (or eliminates H2) upon generation, and (2) a rapid olefin binding 
pre-equilibrium between A and C, followed by H−H cleavage from C to give D (Figure 
4.5). The rate laws derived for mechanism 1 and 2 are shown in Equations 4.1 and 4.2, 
respectively, where 𝐾  is the H2 binding equilibrium constant (to form A), khet and k−het 
are the forward and reverse rate constants for H−H cleavage (A→B), kolefin is the rate 
constant for olefin binding to B to give D (presumably via B*), and Kpre,olefin is the 
equilibrium binding constant for olefin binding to A to give C (Figure 4.5).294 
Rate =  
[ ][ ][ ]
 [ ]
   (Eqn 4.1) 
Rate =  K K , [H ][NiML][olefin]  (Eqn 4.2) 
 It is likely that k−het >> khet since B has not been observed under any conditions 
and the catalytic resting state is A.30, 97 Therefore, it seems reasonable to conclude that 
k−het >> kolefin∙[olefin], which allows for the simplification of the rate law for mechanism 
1 (Equation 4.1) to give Equation 4.3, where Khet is the H2 heterolysis equilibrium 




kolefin∙[olefin], the rate law for mechanism 1 simplifies to the expression given in 
Equation 4.4. 
Rate =  K K k [H ][NiML][olefin]  (Eqn 4.3) 
Rate =  K k [H ][NiML]    (Eqn 4.4) 
Thus, it can be seen by comparing Equations 4.3 and 4.2, that the rate law shows a 
first-order dependence on H2, NiML, and olefin for both mechanistic possibilities, if k−het 
<< kolefin∙[olefin]. Of relevance, preliminary rate law studies found the rate to be 
approximately first-order in olefin concentration, consistent with the limiting assumption 
that k−het << kolefin∙[olefin] (Equations 4.1 and 4.3). Therefore, the rate law likely cannot 
be used to distinguish these two different sequences of olefin binding and H−H cleavage. 
While the dependence of the rate on H2 pressure and NiML catalyst concentration was 
not studied, it is hypothesized that first-order dependence on both would be observed for 
both mechanisms. 
4.2.4.4 Experimental and Theoretical Studies of Ni−P Lability: the Propensity of (η2-
H2)NiML Complexes to Bind Olefin to Generate Intermediate C and Other P2Ni(L)(L’) 
Complexes 
 Given the relevance of the dissociation of one of the three phosphine donors to 
open a coordination site at Ni to bind olefin, we sought to study how the lability of Ni−P 
bonds and the propensity to coordinate olefin to (η2-H2)NiML complexes (A→C) 
depends on the supporting metal. Of relevance, a similar mechanistic pathway in which 
olefin binding to a M(η2-H2) complex occurs with concomitant dissociation of one 
phosphine donor of a chelating, multi-dentate phosphine ligand was proposed for olefin 




allow for the direct observation of any new species by NMR spectroscopy from 193 K to 
298 K, as only the H2 adduct catalytic resting state and hydrogenated products were 
observed.97 Thus, other means of probing the lability of Ni−P bonds and the propensity to 
coordinate additional ligands were needed.  
With this aim in mind, recall that it was originally proposed in section 2.2.4 that 
the coalescence of the methylene CH2 protons of the ligand, as observed via 1H NMR 
spectroscopy, is an indirect gauge of the fluxionality of the ligand arms in bimetallic 
M’ML complexes. For the methylene protons of NiML complexes to coalesce and 
resonate as a single peak, they must be rendered chemically equivalent on the 1H NMR 
timescale by a fluxional process. The thermal energy required for this fluxional process to 
occur, and thus its free energy barrier, can be quantified by measuring the temperature at 
which the coalescence of the methylene protons occurs (Tc). Measurement of barriers to 
the coalescence of diastereotopic ligand protons have been previously reported by 
Bourissou for similar C3-symmetric “propeller”-type M→B complexes, as well as by 
previous researchers in our laboratory for MM’L complexes.101, 132, 138 Importantly, this 
fluxional process which allows for methylene coalescence is thought to involve increased 
ligand flexibility via M−P bond weakening or cleavage, and so the free energy barriers 
for methylene coalescence (ΔG‡MC) can serve as an indirect indicator of the ease with 
which Ni−P bonds in NiML and (η2-H2)NiML complexes are able to weaken or 
dissociate.  
The fluxional process which permits methylene coalescence has been previously 
proposed to occur via one of two possible mechanisms: (1) initial dissociation of one 




dihedral angles goes from +x° to −x° with the retention of C3 symmetry, which prompts 
the other phosphines to reorient similarly so as to invert the overall helicity of the C3 
propeller-like geometry; or (2) a concerted, “rocking” process by which all three ligand 
phosphine arms simultaneously flip rapidly between two opposite C3-propellor 
geometries, such that on average, solution-state C3v symmetry is observed on the 1H 
NMR timescale (Figure A.3.8).101, 132, 138, 297-298 Both of these mechanisms as applied to 
our system would involve either the complete or partial lability of the Ni−P bonds, and so 
it is logical that weaker Ni−P bonds would correlate with a lower free energy barrier to 
methylene coalescence (ΔG‡MC). Because a phosphine donor must dissociate to allow 
olefin binding to occur, the measurement of the relative ΔG‡MC values for 2−H2 and 3−H2 
relative to 2 and 3 would provide quantitative information about the lability of their 
respective Ni−P bonds, which is implicated in one of the two mechanistic pathways being 
considered (A→A*→C).  
In order to determine ΔG‡MC for each complex, the coalescence temperature (Tc) 
and the maximum peak separation (Δν) were measured by VT 1H NMR spectroscopy. 
Equation 4.1 shows the calculation of ΔG‡MC as a function of Tc and Δν, where R is the 
ideal gas constant, NA is Avagadro’s number, and h is Planck’s constant.231, 298 
∆G‡MC = RTc*ln[1.414*RTc/(π*NA*h*∆ν)]  (Eqn 4.1) 
A representative set of VT 1H NMR spectra is shown for complex 2 in Figure 4.6 
to illustrate the measurement of Tc and Δν. As shown in Figure 4.6, one resonance is 
observed above Tc, which becomes broader as T decreases towards Tc. The two 
diastereotopic CH2 protons become inequivalent below Tc, and their mutual coupling to 




Figure 4.6. In this manner, ∆G‡MC was calculated using the measured Tc and Δν values 
for each complex and Equation 4.1. While the mechanistically relevant ∆G‡MC values are 
those of 2−H2 and 3−H2 in comparison to those of 2 and 3, ∆G‡MC values were also 
determined for complexes 1, 4, 2−CO, 3−CO, and 3−N2 to aide in recognizing the factors 
which dictate ∆G‡MC (Figure 4.7, Table 4.5).  
Figure 4.6. VT 1H NMR spectra (toluene-d8, 400 MHz) for complex 2 shown to illustrate 
the measurement of the coalescence temperature (Tc) and the maximum peak separation 
(Δν).  1H NMR spectra were acquired every 2.5 K near Tc; Tc was determined to be 324.3 
(±1.3) K for 2 based on these spectra. The diagram shows the peak separation visually; 
however, it should be noted that the maximum peak separation was not actually observed 
at 296 K for 2, but instead at much lower T. 
As shown in Figure 4.7 and Table 4.5, the free energy barrier to methylene 
coalescence, ΔG‡MC, typically decreases by 1-2 kcal/mol upon the apical binding of H2, 
N2, or CO ligands. ΔG‡MC decreases by 0.6 and 1.2 kcal/mol upon CO and H2 binding to 
2, respectively, and by 2.0, 2.2, and 2.5 kcal/mol for H2, N2, and CO binding to 3, 
respectively (Table 4.5). In light of the lower ∆G‡MC values for 2−H2 and 3−H2 relative to 
their respective NiML complexes, it is clear that Ni−P bonds become more labile upon 




expected based on the observation by 31P NMR spectroscopy of the H2 adducts as the 
catalytic resting states. Comparing amongst the complexes most relevant to olefin 
hydrogenation catalysis, 3−H2 has a lower ∆G‡MC value by 1.5 kcal/mol compared to 
2−H2 (Table 4.5). 
Figure 4.7. Timeline visually displaying ∆G‡MC (in kcal/mol) for NiML and (L’)NiML 
complexes (M=Al, Ga, In; L’=H2, N2, CO). 
Table 4.5. Methylene coalescence data for NiML, NiLH3, and (L’)NiML complexes 
(M=Al, Ga, In; L’=H2, N2, CO).a  
Complex Tc (K) Δν (Hz) ΔG‡MC (kcal/mol) 
NiAlL (1) 347.3 167 (±10) 16.4 (±0.1) 
NiGaL (2) 324.3 111 (±10) 15.5 (±0.1) 
NiInL (3) 292.3 24 (±2) 14.8 (±0.1) 
NiLH3 (4) 295.9 121 (±10) 14.0 (±0.1) 
2−H2 305.7 162 (±6) 14.3 (±0.1) 
3−H2 280.5 266 (±12) 12.8 (±0.1) 
3−N2 274.0 212 (±10) 12.6 (±0.1) 
2−CO 317.1 173 (±5) 14.9 (±0.1) 
3−CO 
 
268.7 240 (±5) 12.3 (±0.1) 
aNote that Tc values all have error bars of ±1.3 K. 
The trend of greater ∆G‡MC values for M=Ga than for M=In that was observed for 
2−H2 and 3−H2 also holds true for NiML complexes, with ∆G‡MC of 15.5(1) and 14.8(1) 
for complexes 2 and 3, respectively (Table 4.5). In general, complexes with stronger 




(L’)NiML) tend to have elongated Ni−P solid-state bond distances and lower ∆G‡MC 
values, as shown by the qualitative trend in Figure 4.8. This inverse relationship between 
Ni→M and Ni−P bond strengths makes intuitive sense given the previously discussed 
importance of Ni→P π-back-donation: the phosphines compete for electron donation 
from Ni(0) with M(III), and thus more Ni→M dative electron donation results in less 
Ni→P π-back-donation, which results in elongated and more labile Ni−P bonds with 
lower associated ΔG‡MC values (Figure 4.8).97 Hence, another important role of the group 
13 support in catalysis may be to induce different degrees of phosphine lability and/or 
olefin affinity through the Ni→M interaction.30  
Figure 4.8. Plot of ∆G‡MC for NiML, and (L’)NiML complexes (M=Al, Ga, In; L’=H2, 
N2, CO) vs. average Ni−P solid-state distance (from x-ray structures). 
The only real outlier to the qualitative trend between ∆G‡MC and Ni−P bond 
distance is NiLH3, which has a lower ∆G‡MC value than its short Ni−P distance would 
suggest (Figure 4.8). It is hypothesized that this abnormally low barrier is the result of all 




M−Neq and Ni−P bonds, whereas NiLH3 has no second point of attachment on each 
ligand arm apart from the Ni−P bonds. Thus, it makes sense in retrospect that NiLH3 
would have a greater degree of flexibility than might otherwise be expected. The one-
point (NiLH3) versus two-point (NiML) tethering effect presumably has a large impact on 
the relative ∆G‡MC values, as otherwise the introduction of the supporting metal would be 
expected to lower ∆G‡MC relative to NiLH3 by rendering Ni more electron-poor, thereby 
reducing Ni→P π-back-donation and increasing the Ni−P lability. 
As a side note on methylene coalescence, the determination of ∆G‡MC for the 
isostructural series of NiML complexes, along with associated computations regarding 
the two possible mechanisms for methylene coalescence, allow for some insight into 
which of the mechanisms may be more feasible. Previous systematic studies by 
Bourissou and by our lab were complicated by the fact that different metals were bonded 
to the phosphines; perhaps more can be learned from this series of NiML complexes 
since this confounding factor has been eliminated.101, 138 A strong correlation is observed 
between the experimental ΔG‡MC values for NiML complexes and the DFT-calculated 
barrier for a C3v symmetric structure that would be the transition state for the concerted 
“rocking” mechanism, where the P−Ni−M−Neq angle was constrained to be 0 degrees 
(R2=0.996, Figure A.3.9). In comparison, the calculated energies of one of the phosphine 
arms dissociating from NiML was also evaluated by DFT as a proxy for the favorability 
of the methylene coalescence mechanism involving phosphine dissociation and re-
coordination, and a qualitative correlation with ΔG‡MC values (Al > Ga > In for both) was 
observed (R2=0.819, Figure A.3.10). The better correlation of the calculated values for 




the concerted “rocking” mechanism, though we cannot rule out the phosphine 
dissociation mechanism. Lastly, one other clue to consider, albeit one which does not 
intuitively favor one mechanism or the other, is that the methylene and methine protons 
often coalesce at different T, as previously seen for complex 3 at 298 K in Figure 2.4.  
4.2.4.5 P2Ni(L’)(L’’) Complexes as Model Complexes for Intermediate C: Evidence for 
an Inverse Correlation of Ni−P Lability and the Propensity of P3Ni(L’) to Coordinate L’’ 
The low ΔG‡MC and Tc for the fluxional process that allows for methylene 
coalescence for 2−H2 (Tc = 305.7 K) and 3−H2 (Tc = 280.5 K) show that the Ni−P bonds 
in these complexes are somewhat labile at or near the ambient conditions under which 
catalysis is performed. To assess the viability of an olefin hydrogenation mechanism 
involving phosphine dissociation and olefin binding prior to H−H cleavage (A→A*→C 
in Figure 4.5), the relationship between phosphine lability, as measured indirectly by 
ΔG‡MC, and the propensity of 2−H2 and 3−H2 to bind an added ligand was of interest. 
While it would be ideal to study olefin binding to the (η2-H2)NiML complexes, this was 
not feasible because such experiments resulted in hydrogenation proceeding without the 
observation of olefin binding by NMR spectroscopy. Likewise, the addition of olefins 
which were unable to be hydrogenated was similarly unfruitful as far as observing 
binding, likely because the inability to bind bulky olefins contributes to the lack of 
hydrogenation in those cases.30, 97 Therefore, the binding of other exogenous donor 
ligands to 2−H2 and 3−H2 by the displacement of one of the three ligand phosphine 
donors was explored to assess the propensity to form P2Ni(L’)(L’’) complexes as models 
for intermediate C, where “P2” represents the coordination of two of the three phosphine 




The addition of trimethylphosphine (PMe3), a monodentate phosphine ligand 
which is a strong σ-donor, to 2−H2 and 3−H2 was initially attempted, but because PMe3 is 
a much stronger ligand than H2, PMe3 simply displaced H2, and the results were similar 
to when PMe3 was added to 2 and 3 without H2 present (Figure 4.9). Assessing the 
reactivity of (L’)NiML complexes, where L’ is PMe3 rather than H2, with added L’’ 
ligand, where L’’ is also PMe3, was carried out instead. While it is definitely debatable 
whether this is a reasonable model of the coordination of olefin to A* to form 
intermediate C, this is the best available comparison at this time for the binding of olefin 
to (η2-H2)NiML. Figure 4.9 shows a comparison of the reactivity of (L’)NiML complexes 
with added L’’ ligand for M=Ga and M=In, for the case where  L’= L’’= PMe3.  
 
Figure 4.9. 31P NMR spectra acquired after initial addition of excess PMe3 to NiInL (3, 
left) and NiGaL (2, right).  
 For 3, clean formation of a terminal PMe3 adduct, 3-PMe3, was observed based on 
diagnostic 31P NMR resonances at 44 ppm and −16.4 ppm which integrate in 




other species observed, which indicates that 3-PMe3 is stable to excess PMe3, at least 
over this initial timescale. In contrast, the addition of excess PMe3 to 2 generates 2-PMe3, 
characterized by a doublet at 40 ppm (JPP = 11.5 Hz) and a poorly resolved quartet at 
−18.6 ppm, but also results in the formation of several other species (Figure 4.9). Among 
them, a large amount of Ni(PMe3)4 (31P δ = −21.8 ppm300) is formed, indicating that 2-
PMe3 is unstable to excess PMe3. Some NiGaL (2) is also observed, along with other 
unidentified species, which could be P2Ni(PMe3)2 or PNi(PMe3)3 species which form 
prior to the coordination of additional PMe3 ligands to form Ni(PMe3)4.  
While these experiments are admittedly preliminary, a few important insights 
from the results that are worth highlighting. The first is that 2-PMe3 has a greater affinity 
for coordinating additional PMe3 ligands than 3-PMe3, although it should be noted that 
over longer timescales 3-PMe3 was also observed to eventually form Ni(PMe3)4 to some 
extent also. Given that more labile Ni−P bonds with lower ΔG‡MC were observed for 
stronger Ni→M interactions (In > Ga) in isostructural NiML, (η2-H2)NiML, and 
(OC)NiML complexes, one would expect that the trend of lower ΔG‡MC and more labile 
phosphines would also hold true for comparing 3-PMe3 to 2-PMe3. Therefore, although 
phosphine dissociation must occur to allow olefin to bind, it is proposed that a complex 
with more labile phosphines will likely have a lower propensity to coordinate added 
olefin in this NiML system. This proposal is based on the relative stabilities of 3-PMe3 
and 2-PMe3 to excess PMe3, where decreased reactivity toward added PMe3 is observed 
for 3-PMe3, which should have more labile Ni−P bonds. In other words, a Ni center 
which does not coordinate strong ligands like chelating phosphines tightly will also not 




In applying this proposal to the catalytic mechanism, these experiments suggest 
that 2−H2 (ΔG‡MC = 14.3 kcal/mol) would more readily bind olefin to form intermediate 
C than would 3−H2 (ΔG‡MC = 12.8 kcal/mol). Thus, by this logic, the mechanistic 
pathway from A→A*→C should be more favorable under catalytic conditions for 2 than 
for 3 (Figure 4.5). And while the alternative pathway, which involves phosphine 
dissociation and olefin binding after H−H cleavage (B→B*→D in Figure 4.5), cannot be 
probed experimentally due to the inability to observe H−H cleavage, it is likely that this 
path would also be more catalytically viable for 2 compared with 3 based on the validity 
of the trends in ΔG‡MC values (In < Ga) for NiML, (η2-H2)NiML, and (OC)NiML 
isostructural series. In summary, the supporting metal indirectly induces different degrees 
of phosphine lability and affinities for binding added ligands for (L’)NiML complexes 
through the relative strength of its dative electron withdrawal from Ni. Therefore, olefin 
binding to (η2-H2)NiML (A) and (H)2NiML (B) species, with concomitant dissociation of 
one phosphine ligand, is proposed to be more facile for M=Ga than for M=In, which 
could potentially be a contributing factor to the faster catalytic hydrogenation rates 
observed for 2 compared with the rates for 3. 
4.2.4.6 Computational Insight into Initial Mechanistic Sequence and H−H Cleavage from 
(η2-H2)NiML Complexes 
 Since experimental studies regarding the order in which H−H cleavage and olefin 
binding occur in the catalytic mechanism were ambiguous, computational studies were 
utilized to help clarify the initial sequence of events. DFT calculations (M06-L176/bs1; 




step (A→B), followed by phosphine dissociation (B→B*) and subsequent olefin 
coordination (B*→D). 
Initial olefin binding to 2−H2 (A→C) was calculated to be unfavorable by 23.5 
kcal/mol, whereas initial H−H cleavage from 2−H2 (A→B) was predicted to be 
unfavorable by 17.3 kcal/mol via a transition state with a barrier of 20.8 kcal/mol in 
benzene (Figure A.3.11). The magnitude of the transition state barrier is consistent with 
H−H cleavage being a challenging step under ambient conditions, and it is proposed that 
H2 binding and loss occurs rapidly many times prior to oxidative addition occurring 
based on the kinetic studies presented in chapter 3 and literature precedent for such 
behavior.45, 201, 204, 206 Computations were also particularly helpful in determining the 
likely timing of phosphine dissociation relative to H−H cleavage and olefin binding. 
Phosphine dissociation is predicted to be most favorable after initial H−H cleavage, with 
B and B* predicted to be approximately iso-energetic in benzene. In contrast, phosphine 
dissociation from the H2 adduct (A→A*) is predicted to be unfavorable by ~19.6 
kcal/mol in benzene (Figure A.3.11).  
 With the initial sequence of mechanistic events predicted to be A→B→B*→D by 
DFT calculations, the roles of Ni and the supporting metal in the H−H cleavage step were 
also examined via computations. Recently, Ke and co-workers discussed the viability of 
four different H2 activation mechanisms for the (MesDPBPh)Ni complex reported by Peters 
and co-workers, and we sought to compare the mechanism of H−H cleavage for the (η2-
H2)NiML complexes to their results.44, 117, 291 The possibilities examined by Ke and co-
workers include two different variations each of homolytic and heterolytic H−H cleavage 




cooperative activation by the Lewis basic Ni center and the Lewis acidic borane in the 
transition state, was predicted to be the preferred pathway.291 Two of the mechanisms 
examined, the cis homolytic and dissociative heterolytic mechanisms, are not feasible for 
NiML due to the Ni→M interaction being far less accessible to H2 than the Ni→B 
interaction in the (MesDPBPh)Ni system. Thus, in the terminology of Ke and co-workers, 
the two possibilities for H2 activation for NiML complexes were: (1) a trans homolytic 
mechanism, where the H−H bond is oxidatively cleaved at Ni, with no direct interaction 
of H2 with the supporting metal in the transition state, and (2) the synergetic heterolytic 
pathway, where cooperative activation of H2 occurs across the Ni→M bond.291 
Essentially, the two mechanisms differ in whether the Lewis acidic supporting metal is 
directly involved in the transition state for H−H cleavage, with both mechanisms 
allowing for the possibility of stabilization of a bridging hydride by the supporting metal 
in the product of H−H cleavage (B). 
 The computed energy profile for H2 binding and H−H cleavage for the NiML 
(M=Al, Ga, In) complexes is shown in Figure 4.10, along with a diagram showing the 
general structure of the transition state (TS) and intermediate B, which correspond to the 










Figure 4.10. Energy profile (left) for H2 binding and H−H cleavage for NiML (M=Al, 
Ga, In) complexes, relative to the energy of NiML + H2 (left). Energies given are free 
energies at 298 K and 1 atm H2 in THF (SMD solvation model181) computed using M06-
L176/bs1 method. A similar energy profile in benzene shows similar results for NiGaL (2), 
and is shown in Figure A.3.11. The general structure of the transition state (TS) and 
(H)2NiML (B) complexes, the latter of which could be more precisely formulated as 
HNi(µ-H)ML, is also shown (right), with the structural metrics for TS and B which 
correspond to this general structure given in Table 4.6. 
The Ni−H distances in TS (1.46 to 1.58 Å) and in intermediate B (1.48 to 1.52 Å) 
are observed to contract relative to those in the H2 adducts (1.63 to 1.66 Å), consistent 
with the formation of discrete Ni−H bonds upon H−H cleavage (Table 4.6). The most 
striking structural metrics that inform whether the supporting metal is involved in the 
transition state for H−H cleavage are the M−H(2) distances in TS and B. Specifically, the 
M−H(2) distances are very long in the TS (2.68 to 2.82 Å), suggesting no direct 
interaction of the hydride with the supporting metal. The M−H(2) distances become 
much shorter in the species that results from H−H cleavage (B), with distances ranging 
from 1.75 to 1.96 Å (Table 4.6). This dramatic difference suggests that after initial H−H 
cleavage at Ni, H(2) then becomes stabilized by interacting with the supporting metal, to 




frequencies of the transition states reveals that homolytic H−H cleavage at Ni is 
predicted, followed by the stabilization of the resulting dihydride, (H)2NiML, by the 
supporting metal to form a bridging hydride species, HNi(µ-H)ML. 
Table 4.6. Comparison of DFT-optimized (M06-L176/bs1) structures of (η2-H2)NiML (A), 
the transition state for H−H cleavage (TS) and the resulting (H)2NiML dihydride (B)  
complexes.a 
    Al     Ga     In   
Metric A TS B A TS B A TS B 
Ni−H(1) 1.662 1.575 1.502 1.650 1.468 1.510 1.633 1.561 1.515 
Ni−H(2) 1.663 1.465 1.489 1.649 1.562 1.501 1.639 1.476 1.500 
M−H(2) − 2.815 1.749 − 2.665 1.831 − 2.682 1.960 
H−H 0.827 2.299 2.885 0.830 2.331 2.835 0.835 2.398 2.857 
∠Ni−H(2)−M − 64.7 110.9 − 66.0 98.6 − 69.3 97.2 
Ni−M 2.6 2.558 2.670 2.499 2.464 2.536 2.603 2.565 2.613 
Ni to P3-plane 0.29 0.23 0.18 0.30 0.22 0.16 0.37 0.28 0.23 
M to N3-plane 0.29 0.29 0.20 0.42 0.41 0.33 0.43 0.40 0.35 
aNote that H(1) and H(2) are the terminal and bridging hydrides, respectively, in TS and B (see Figure 4.10).  
The extent to which H(2) (Figure 4.10) is a true bridging hydride is debatable, and 
presumably varies as a function of the supporting metal. Figure 4.11 shows two reported 
examples of a bridging hydride between a late transition metal and group 13 M(III) 
moiety, which are useful to compare against to assess whether the computed Ni−H(2) and 
M−H(2) distances are consistent with a true bridging hydride.301 
Figure 4.11. Examples of hydrides bridging late transition metals and heavier group 13 




 Bourissou and co-workers reported the irreversible addition of H2 across a Pt→Al 
dative bond in Pt(P(Mes)2C(=CHPh)AltBu2) to give a HPt(µ-H)Al species, which DFT 
calculations predict to have Pt−H and Al−H distances for the bridging hydride of 1.70 Å 
and 1.80 Å, respectively (Figure 4.11, left).118 Fischer and co-workers reported a 
rearrangement reaction of a Pt alkyl complex to give (dcpe)Pt(μ-H)(μ-
(CH2Si(CH3)2CH2))Ga(CH2SiMe3)2, where dcpe is bis(dicyclohexylphosphino)ethane, in 
which the Pt−H and Ga−H distances for the bridging hydride were determined to be 
1.75(10) Å and 1.83(10) Å, respectively, based on x-ray diffraction (Figure 4.11, 
right).302 In our case, the computed Ga−H(2) distance for the hydride in question in 
intermediate B, the product of H−H cleavage for NiGaL, is 1.83 Å, which is identical to 
the Ga−H distance in the Pt(µ-H)Ga complex reported by Fischer and similar to the 
computed Al−H distance of 1.80 Å in the HPt(µ-H)Al species reported by Bourissou. 
Likewise, similar distances of 1.75 Å and 1.96 Å were predicted for the Al−H(2) and 
In−H(2) distances for the bridging hydride in intermediate B, which are indicative of 
similarly strong interactions with the bridging hydride once the large size of In is taken 
into account. It should also be noted that a bona fide Ga−H bond would likely have a 
much shorter distance; for example, the Ga−H bond distance in [K][HGa(CH2SiMe3)3] is 
1.494 Å.302 Furthermore, the two Ni−H distances (~1.50 Å) are both within the range for 
Ni−H (1.32 to 1.65 Å), although they are predicted to be nearly identical (within 0.02 
Å).252 Moreover, given the relatively short computed M−H(2) distances, it seems 
reasonable to propose that intermediate B, the product of H−H cleavage from (η2-




reported by Fischer and Bourissou, as well as to those of Peters and co-workers for M=B 
upon H2 addition to (ArDPBR)Ni complexes.44, 117 
Interestingly, the rearrangement reaction reported by Fischer and co-workers to 
give the Pt(µ-H)M species (M=Ga) was observed to occur more readily for M=Al, but 
was not observed to occur for M=In, suggesting that the relative order of stability for a 
bridging hydride between a transition metal and a group 13 M(III) moiety follows the 
order Al > Ga > In in this case.302 Based on this precedent, as well as the known 
stabilities of Group 13 hydrides and their general propensity to form bridging interactions 
with transition metal hydrides, the relative order of stabilization provided to Ni−H(2) 
should decrease in moving down group 13 (Al > Ga > In).136, 301, 303-304 This ordering is 
consistent with the calculation that dihydride intermediate B is more stable for M=Al 
relative to both its TS structure (+7.3 kcal/mol) and its H2 adduct (+12.3 kcal/mol) than is 
the case for M=Ga and M=In (Figure 4.10). The magnitude of the change in the M−H(2) 
distances along the reaction coordinate also reflects the expected relative propensity of 
the supporting metal to stabilize a bridging hydride, with contractions of 1.07, 0.83, and 
0.72 Å observed in the M−H(2) distances in moving from TS to B for Al, Ga, and In 
supporting metals, respectively (Table 4.6). The Ni→M bond also is calculated to be 
significantly elongated in intermediate B relative to that in TS, by 0.12, 0.07, and 0.05 Å 
for Al, Ga, and In supporting metals, respectively. This is consistent with less dative 
electron donation from Ni to the supporting metal, as would be expected from both an 
electronic and steric perspective if the supporting metal interacts to stabilize one of the Ni 




 Though we have not observed a HNi(μ-H)ML species, the involvement of such a 
species is supported by the aforementioned DFT calculations, along with the observation 
of analogous species for diphosphine-ligated Ni→M complexes with more spatially 
accessible dative interactions by both Peters and co-workers and by other researchers in 
our group.44, 117 Thus, another role of the Group 13 support in catalysis is likely to 
stabilize the H2 activated intermediate, HNi(μ-H)M, as typically Ni(II) dihydride species 
are unstable, as evidenced by the incompetence of mononuclear Ni centers in H2 
oxidative addition.30, 44-45, 272, 291 Furthermore, the greater anticipated thermodynamic 
stability of a HNi(μ-H)M species for Ga relative to In does translate into a slightly lower 
calculated transition state barrier for H−H cleavage (TS for A→B). That said, the 
calculated TS barriers are very similar for all supporting metals, with calculated values of 
19.6, 19.2, and 20.2 kcal/mol for Al, Ga, and In supporting metals, respectively (Figure 
4.10). Nevertheless, the lower barrier to H−H cleavage by 1 kcal/mol for 2 compared 
with 3 would correspond to a faster rate by a factor of ~5.6 under the assumption of rate-
determining H−H cleavage (Equation 3.13). This is qualitatively consistent with the 
faster rates observed for catalysis with 2, though a factor of ~24 times faster rate for 2 
relative to 3, in terms of TOF, was observed experimentally for styrene hydrogenation.  
 Additional insight was gained from investigation of the related [(η2-H2)CoML]− 
complexes (M=Al, Ga, In) and their relative propensities to catalyze olefin 
hydrogenation, as studied by Matt Vollmer.167 Unsurprisingly, all three Co complexes 
outperformed their Ni congeners in preliminary catalytic hydrogenation studies with 
styrene, which is likely due to more facile H−H cleavage enabled by the greater degree of 




H2 σ*).45, 81, 167 Interestingly, the relative order of catalytic performance as a function of 
the group 13 supporting metal was different for the two series: Al > Ga > In for the 
CoML complexes, as compared with Ga > In > Al for the NiML complexes. These 
observations have been loosely rationalized by the hypothesis that the transition metal 
(Co or Ni) must be rendered electron-poor enough, through its interaction with the 
supporting metal, to bind H2, but yet still electron-rich enough to oxidatively cleave H2 to 
generate a M(H)2 or HM’(µ-H)M species in the presence of olefin. The significantly 
greater propensity of Al, compared with Ga and In, to stabilize metal dihydrides by 
forming bridging HM(μ-H)Al species also may be a factor in facilitating facile H−H 
cleavage once H2 has bound in the Co system. It should also be noted that too stable of a 
HM’(μ-H)M species can result in poor catalytic activity as well, but in the case of the 
NiML complexes this is likely not going to be an issue since these species have not been 
stable enough to be observed. In any case, a good test would be to perform catalytic 
olefin hydrogenation under high pressures of H2, as if the “electron-poor enough to bind, 
electron-rich enough to oxidatively cleave” hypothesis is correct, then NiAlL (1) would 
be expected to become catalytically competent and exhibit TOF on par with or better than 
NiGaL (2). 
4.2.4.7 Olefin Insertion/β-Hydride Elimination and Reductive Elimination 
While the initial sequence involving H−H cleavage is likely rate-determining, 
consistent with the primary KIE observed for styrene hydrogenation with 2, the 
fundamental steps which occur downstream in the catalytic cycle, including olefin 
insertion, β-hydride elimination, and reductive elimination, are important for 




were observed upon substituting In for Ga as the supporting metal. In thinking about the 
potential roles of the supporting metal in these downstream steps, a similar bridging 
hydride interaction to that examined in the previous section for intermediate B could be 
invoked in intermediates D and E as well, thereby potentially influencing the competing 
rates of the reductive elimination and β-hydride elimination. This section will examine 
these downstream steps and catalytic intermediates via both experimental and 
computational studies to provide insight into the catalytic selectivity differences observed 
for 1-octene conversion under catalytic conditions for 2 and 3. 
Figure 4.12 shows the relevant catalytic intermediates that must be considered to 
think about olefin insertion and β-hydride elimination reactions which determine the 
divergent product selectivity for catalysis with 2 and 3.30 Olefin insertion in both 1,2- 
(D→E) and 2,1-fashion (D→Eꞌ) and de-insertion via β-hydride elimination (E and 
E’→D) are reversible and rapid relative to reductive elimination for 2, as evidenced by 
the incorporation of deuterium from D2 into all three olefinic positions of free styrene 
during catalysis, as observed by 2H NMR spectroscopy (Figure A.3.12).97 After olefin 
insertion, reductive elimination from either intermediate E or Eꞌ would result in the loss 
of alkane and the regeneration of NiML (Figure 4.12). Alternatively, hydrogenolysis 
could occur via the concerted addition of H2 across the Ni−C bond in intermediate E or 
E’, which would result in the loss of alkane product and the regeneration of intermediate 
B, which could then bind another equivalent of olefin to regenerate intermediate D 
(Figure A.3.13). A control experiment in which sub-stoichiometric H2 was added under 
catalytic conditions still resulted in hydrogenation of styrene to ethyl benzene, suggesting 




and therefore that reductive elimination is likely operable. DFT calculations also favor 
reductive elimination over hydrogenolysis as the final step in the catalytic cycle. 
 
Figure 4.12. Proposed pathway for terminal-to-internal olefin isomerization in the Ni−In 
system, where the barrier to reductive elimination is large enough for isomerization to 
compete with hydrogenation.30 
Alternatively, isomerization of terminal alkenes to give 2-alkenes, which only was 
observed to occur for catalysis with 3, is proposed to occur via initial 2,1-insertion 
(D→Eꞌ) followed by internal β-H elimination to give a coordinated 2-alkene (Eꞌ→Dꞌ) 
that is then liberated (Figure 4.12).30 2-Alkenes, by virtue of their greater steric bulk, 
should be more labile, and once liberated would be less susceptible to re-enter the 
catalytic cycle than 1-alkenes because of the higher barriers associated with the binding 
and insertion of 2-alkenes.192 Further “chain-walking” (via insertion from D’ at the 
position α to R) to give appreciable amounts of other internal octenes was not observed 




other Co and Ni complexes in the literature, for which β-hydride elimination mechanisms 
have been commonly proposed.92, 120, 273, 277, 280, 284, 305-309 The inferior hydrogenation of 2-
alkenes was illustrated by the inferior hydrogenation activity of 2 for trans-2-octene 
(~10% hydrogenation after 24 h) in comparison to 1-octene (>99% hydrogenation in <1.5 
h).97 While it is simple to just conclude that 2-alkenes are not hydrogenated because they 
do not coordinate to NiML at all, a control experiment shows that 3 catalyzes the 
isomerization of exclusively trans-2-octene to a thermodynamic mixture of cis and trans 
isomers, suggesting that coordination is feasible but that reductive elimination of alkane 
from intermediate E’ is likely unfavorable. In any case, in the presence of 1-octene, 
coordination of 2-octene will likely be outcompeted. Moreover, the olefin isomerization 
process can be mapped directly onto the proposed hydrogenation mechanism based on 
the requirement of H2 for isomerization to occur, which makes an alternative 
isomerization mechanism in which initial C−H activation to give a Ni−allyl intermediate 
occurs unlikely.30, 97  
One explanation for why NiGaL (2) gives exclusively octane from 1-octene while 
NiInL (3) generates both octane and 2-octenes is that 2,1-insertion (D→E’) does not 
occur for 2, which then does not allow for β-hydride elimination to occur to give 
isomerized alkenes (E’→D’). However, this explanation can be ruled out based on the 
aforementioned observation by 2H NMR spectroscopy of deuterium incorporation into all 
three olefinic positions of free styrene, which can only result if both 1,2- and 2,1-olefin 
insertions are occurring for 2 (Figure A.3.12).30, 97 DFT calculations predict that while the 
barriers for 1,2- and 2,1-insertions from intermediate D to give E and E’ are similar for 




intermediate formed from 1,2-insertion (E) is more stable than E’ by 8 kcal/mol (Figure 
4.13).  
Figure 4.13. DFT-calculated free energy profile of the hydrogenation of styrene 
mediated by NiGaL (2), beginning from intermediate B*, as calculated using M06-L/bs1 
with the SMD solvent model (benzene). Please refer to section 4.4.3 and Table 2.9 for 
more computational details. In the diagram, two hemispheres connected indicates all 
three phosphines are coordinated to Ni, whereas one hemisphere disconnected indicates 
an intermediate in which one phosphine has dissociated. From intermediate D, the 1,2-
insertion pathway is shown as the black line (lower in energy), with the 2,1-insertion 
pathway shown as the blue line. Activation energies are shown in red, and energies 
relative to (η2-H2)NiGaL (intermediate A) are shown in black. Figure adapted from that 
provided by Dr. Konstantinos Vogiatzis. 
Looking at the geometry of E compared with E’, it is likely that the instability of 
E’ stems from the steric instability of forming a Ni−C(R)(R’) linkage with two different 
R substituents near a crowded Ni center, to which a hydride and two diisopropyl 
phosphine ligands are also coordinated. That the predicted kinetic barriers are similar for 




conditions with 2, as indicated by results of the deuterium incorporation experiment with 
styrene (vide supra). The DFT-computed pathway outlined above for this portion of the 
catalytic cycle, beginning from intermediate B* and considering subsequent olefin 
binding, olefin insertion, and β-hydride elimination steps, is shown in Figure 4.13. 
Another possible explanation for the divergent reactivity of 2 and 3 would be that 
isomerization to 2-octenes occurs for both catalysts, but that the isomerized 2-octene 
products are simply hydrogenated more readily to give alkane in the case of 2. This 
explanation can also be discounted on the basis of the poor activity of 2 for the 
hydrogenation of trans-2-octene, where only 10(2)% hydrogenation to octane was 
observed within 24 h.97 Thus, it is highly unlikely that isomerized 2-octene products 
would be hydrogenated fast enough to avoid observation by 1H NMR spectroscopy. That 
said, experiments with 3 show greater cis:trans ratios of 2-octene are observed at very 
early time points in the reaction, which suggest that cis-2-octene may be initially 
generated followed by isomerization to trans-2-octene (Figure 4.1). While cis-2-octene 
may be more readily hydrogenated than trans-2-octene, it is still unlikely that rapid 
hydrogenation of all the cis-2-octene initially generated explains the lack of observation 
of isomerized products for catalysis with 2. 
Instead, it is proposed that different relative rates of reductive elimination and β-
hydride elimination from intermediates E and E’ are responsible for the selectivity 
differences. For Ni−In, it is proposed that olefin isomerization is competitive with 
hydrogenation because of greater barriers to reductive elimination from E and E’, as 
compared to the analogous barriers for Ni−Ga. The larger reductive elimination barriers 




elimination (D’→E’) and subsequent release of the isomerized 2-alkenes from the Ni 
center.30 The underlying reason as to why Ni−In has a greater barrier to reductive 
elimination than Ni−Ga is not well understood. A bit of insight into the effect of the 
supporting metal on the rates of reductive elimination can be gained by considering 
mononuclear Ni(II) alkyl hydride species without a supporting metal. The fundamental 
principles of organometallic chemistry would lead to the expectation that, all else being 
equal, reductive elimination would be faster for the more electron-poor Ni(II) alkyl 
hydride species, as it would be more readily reduced to Ni(0).110 Applying this same 
principle to the LMNi(II) alkyl hydride species generated in catalysis (ie. M=Ga and In 
for intermediates E and E’ in Figure 4.12), one would expect that if the supporting metal 
was purely participating in the reductive elimination step as an electronic tuner of Ni, 
then the more electron-poor LInNi(II) alkyl hydride species would undergo faster 
reductive elimination than the corresponding Ga species, assuming the relative trend in 
the electron-richness of the Ni centers in isostructural Ga and In complexes holds true 
(section 2.3.6).97 However, this line of reasoning leads to the opposite prediction 
compared with what has been observed based on the selectivity for 1-octene, as slower 
reductive elimination for M=In compared with M=Ga was inferred to give rise to 
competitive isomerization in the former case.30 Thus, in light of this contradiction, it is 
proposed that the original assumption of In and Ga participating in reductive elimination 
as only an electronic tuner of Ni is flawed.  
Therefore, it is further proposed that the supporting metal must also play an 
additional role that makes reductive elimination faster in the case of M=Ga relative to 




hydride in intermediates E and E’ to different extents, or perhaps the disparate sizes of In 
and Ga have a more subtle steric effect on the geometry of Ni and the stability of 
intermediates E and E’. In considering the former role, DFT calculations predict that the 
extent to which intermediates E and E’ feature a bridging hydride is significantly less 
than was predicted for intermediates B and D; for example, the computed Ga−H distances 
for the bridging hydride increase from 1.83 Å in B to 1.95 Å in E (Table A.3.2). Thus, it 
is hypothesized that the different rates of reductive elimination may be a consequence of 
the different sizes of In and Ga, which dictate the positioning of Ni and the resulting 
stability of the E and E’ intermediates, as well as the relative rates of reductive 
elimination from these intermediates. While merely a speculative hypothesis at this point, 
it is proposed that the larger size of In relative to Ga results in Ni being positioned further 
above the P3-plane in intermediates E and E’ for the M=In case, as was seen for the steric 
effect of In compared with Ga in isostructural NiML complexes. This could potentially 
increase the stability of intermediates E and E’ for the M=In case by alleviating steric 
clashes between the Ni−C(R)(R’) groups and the isopropyl substituents on the phosphine 
ligands. Intermediates E and E’ being relatively more stable for M=In compared with 
M=Ga would render them less reactive and result in slower relative rates of reductive 
elimination, thereby allowing for competitive β-hydride elimination to occur to give 
isomerized 2-alkenes (E’→D’) in the case of M=In. This hypothesis is difficult to test 
experimentally, and would require additional computational studies to support or 
discount it; at this point, this is the best guess for why reductive elimination might be 




4.2.5 Identified Roles of the Group 13 Support in Promoting Catalytic Olefin 
Hydrogenation 
 In summary, three specific roles that the supporting group 13 metal plays in 
catalytic hydrogenation have been proposed: 
(1) The Lewis acidic group 13 metal induces H2 binding and activation at Ni, which 
is the first step of the catalytic cycle. As discussed in chapter 3, larger group 13 
supports render Ni more electron-deficient and geometrically positioned further 
above the P3-plane, which enables H2 to bind (In > Ga > Al).30, 97 
(2) Through the Ni→M interaction, the Lewis acidic supporting metal influences the 
amount of electron density at the Ni center, which dictates the extent of Ni→P π-
back-bonding and the favorability of the dissociation of a phosphine ligand for an 
olefin at the Ni center. A stronger Ni→M interaction (In > Ga) seems to increase 
phosphine lability based on methylene coalescence studies and solid-state Ni−P 
bond metrics, but is proposed to decrease the affinity for an added olefin ligand. 
Thus, regardless of whether H−H cleavage precedes or follows olefin binding 
(either A→A*→C or B→B*→D), it is proposed that the substitution of one of 
the phosphine donors for an olefin will be more favorable for Ga compared with 
In.30 
(3) The supporting metal is also intimately involved in stabilizing bridging hydride 
moieties in intermediates B and D, and to a lesser extent in E (Ga > In), 
potentially affecting the rates of H−H cleavage as well as the competing rates of 
the reductive elimination and β-hydride elimination. The In supporting metal is 




E’ than Ga, which allows isomerization to compete with hydrogenation for 
catalysis with 3.30 The reasons for this are not well understood, but the effect is 
hypothesized to be a consequence of the steric effect of the larger size of In on the 
geometry of the Ni center and the stability of intermediates E and E’.  
 In addition to these specific roles, the supporting metal also seems to generally 
accommodate the electronic and steric requirements of the active transition metal (Ni) 
during catalysis, as evidenced by the DFT-predicted flexibility of the Ni−Ga bond, which 
is calculated to vary in bond distance from ~2.4 to 2.9 Å in various catalytic 
intermediates (Table A.3.2). 
4.3 Conclusions 
 Upon finding that group 13 supporting metals induce varying extents of H2 
binding and activation in a series of Ni bimetallic complexes, the propensity of these 
complexes to act as catalysts in the transfer of the activated H2 unit to olefins to generate 
alkanes was examined. Homogeneous Ni olefin hydrogenation catalysts are rare, which 
can be attributed primarily to the inability of most mononuclear Ni complexes to bind and 
activate H2 toward oxidative addition.44-45, 272, 291 Initial catalytic studies showed that 
NiAlL (1) and NiLH3 (4) do not catalyze styrene hydrogenation to ethyl benzene, 
presumably because H2 binding to the more electron-rich Ni centers in these complexes is 
unfavorable (chapter 3). Catalytic hydrogenation activity, however, does not strictly 
improve with increasing H2 binding favorability, as NiGaL (2) was found to mediate 
styrene hydrogenation with a TOF that is 24 times faster than that for NiInL (3). 




for catalysis with 2 compared to 3, which prompted a substrate scope study for catalysis 
with 2.30, 97  
Complex 2 catalyzes the hydrogenation of mono-substituted, terminal olefins (ie. 
styrene, 1-hexene, 1-octene, 4-phenyl-1-butene) and cyclic, di-substituted olefins (cis-
cyclooctene) in good yields with modest TOF. However, acyclic, di-substituted olefins 
(ie. cis-stilbene, 1,1-diphenylethylene) were not amenable to hydrogenation under 
catalytic conditions for 2, likely due to the difficulty of binding these more hindered 
olefins. Benzaldehyde was also not hydrogenated by 2, showing the preference of the 
catalyst for the hydrogenation of C=C bonds over C=O bonds.30, 97 Even though 
homogeneous Ni catalysts are rare, the catalytic activity of 2 is not particularly 
impressive when compared to the limited number of Ni catalysts in the literature.44, 120, 171, 
273, 280 Furthermore, the catalytic activity of 2 pales in comparison to the state-of-the-art 
base metal catalysts based upon Fe and Co,286, 289-290 and the substrate scope is limited to 
relatively uninteresting olefins from a synthetic perspective. Thus, the exciting aspect of 
catalytic olefin hydrogenation with 2 is not its catalytic activity or practical utility, but 
rather the opportunity to understand how the Ga supporting metal interacts with Ni to 
enable catalysis that is not possible for NiLH3, as well as how varying the supporting 
metal to Al and In impacts catalysis. 
 An intriguing result which prompted in-depth mechanistic studies was the 
divergent reactivity of 2 and 3 under catalytic conditions with 1-octene. For catalysis with 
3, a ~1:1 ratio of octane to 2-octenes was formed via the competition of hydrogenation 
and isomerization pathways, whereas exclusive hydrogenation to octane was observed 




allylic hydrogen atoms was observed for allylbenzene. The selectivity difference is 
proposed to result from a slower rate of reductive elimination for the In supporting metal 
that allows isomerization to become competitive via 2,1-insertion followed by internal β-
hydride elimination (D→E’→D’). While 2,1-insertion is also observed to be feasible for 
2 based on the incorporation of deuterium into all three olefinic positions of free styrene, 
the rate of reductive elimination from the resulting intermediate, E’, must be fast enough 
to prevent isomerization via β-hydride elimination to D’. While it is not entirely clear 
why M=In would lead to a slower rate of reductive elimination than M=Ga, it is proposed 
that the supporting metal is not solely functioning to tune the electronics of the Ni(II) 
alkyl hydride intermediates (E and E’), as if this were the case a faster relative rate of 
reductive elimination for a more electron-poor Ni(II) alkyl hydride species for M=In 
compared with M=Ga would be expected. 
 Another key difference between catalysis with 2 and 3 are the faster rates and 
higher yields observed for styrene hydrogenation. It is proposed that the RDS is initial 
H−H cleavage, which is supported by the observation of a primary KIE of 1.7(2) for 
styrene hydrogenation with 2.97 A slightly lower computed barrier for H−H cleavage is 
observed for 2 (19.2 kcal/mol) compared with 3 (20.2 kcal/mol), which is qualitatively 
consistent with the observed rates. However, the lack of H2/D2 scrambling in the absence 
of olefin for both 2 and 3 indicates that H−H cleavage does not readily occur under 
ambient conditions, and the slower hydrogenation of more electron-poor styrene 
derivatives suggests that olefin binding may also be important to determining the 
catalytic rate. To allow olefin binding to occur, the dissociation of one phosphine donor is 




initial H−H cleavage. Experimental studies established that Ni−P bonds in isostructural 
complexes will be more labile as the supporting metal is varied down group 13 (In > Ga 
> Al), and preliminary experiments involving PMe3 addition to NiML complexes suggest 
that the affinity for an exogenous ligand may be inversely related to phosphine lability in 
this NiML system. Thus, regardless of whether H−H cleavage precedes olefin binding, 
the substitution of an olefin for a phosphine donor is also proposed to be more favorable 
for M=Ga than M=In.30, 97 
 In summary, several key roles played by the supporting metal have been 
identified that enable NiML complexes to catalyze olefin hydrogenation, as compared to 
the catalytically inactive NiLH3 complex. After inducing initial H2 binding and activation 
by rendering Ni electron-deficient and optimally positioned for binding (In > Ga > Al), 
the supporting metal also helps to stabilize the HNi(µ-H)M intermediate (Al > Ga > In) 
that would typically be unstable for a mononuclear Ni center. The supporting metal also 
influences the favorability of olefin binding with concomitant phosphine dissociation (Ga 
> In) by influencing the lability of Ni−P bonds, as well as affecting the rates of reductive 
elimination of alkane (Ga > In). Importantly, supporting Ni with Ga seems to promote 
more favorable catalytic steps in all cases examined except for H2 binding, though H2 
binding still occurs for 2 under ambient conditions. Thus, the better catalyst performance 
of 2 relative to 3 has been rationalized, and is in accordance with the Sabatier principle, 
which states that the optimal catalyst is one that binds key intermediates neither too 
strongly nor too weakly.310-311 This has been demonstrated quantitatively for H2 binding 




Ga interaction with Ni will also allow for the fluxional binding of other species in the 
catalytic cycle for olefin hydrogenation.  
 While exciting in the sense that the supporting metal was able to promote base 
metal catalysis that was not possible for a similarly ligated mononuclear Ni center, 
several limitations must be addressed in future catalytic bimetallic systems to improve 
catalytic performance. First, the bulky isopropyl substituents on the phosphine ligands 
likely prohibit the binding of bulkier di-substituted olefins, and so utilizing methyl groups 
could allow for the hydrogenation of more challenging and synthetically interesting 
substrates. Two other key steps in catalysis which could be improved upon, relative to the 
ease with which they occur for 2, are H−H cleavage and olefin binding. Currently, olefin 
binding is slowed by the need to dissociate one of the three phosphine donors, and so 
removing the third phosphine donor could alleviate this limitation. Furthermore, related 
Ni→B diphosphine systems are more readily able to mediate H−H cleavage by allowing 
the borane moiety to participate more directly in the cooperative activation of H2.44, 117, 120 
Therefore, by removing the third phosphine donor, both H−H cleavage and olefin binding 
could be potentially made more favorable. Alternatively, retaining three phosphine 
donors but allowing for greater ligand flexibility, as is being probed in the related 
NiML*3 system, could also promote more facile H−H cleavage to give HNi(μ-H)M 
species. Current efforts in our lab our focused on these strategies, with the results from 
this first-generation NiML system potentially being useful in terms of illustrating the 
roles played by the supporting metal in catalysis and the impact of specific metal-metal 




system, chapter 5 will examine the generation of discrete Ni hydride species and their 
ability to catalytically hydrogenate CO2 to formate. 
4.4 Experimental Section 
4.4.1 Synthetic Considerations 
Unless otherwise stated, all manipulations were performed under a dinitrogen or 
argon atmosphere inside a glovebox or using standard Schlenk techniques. Standard 
solvents were deoxygenated by sparging with N2 and dried by passing through activated 
alumina columns of a SG Water solvent purification system. Deuterated solvents were 
purchased from Cambridge Isotope Laboratories, Inc., degassed via freeze-pump-thaw 
cycles, and stored over activated 4 Å molecular sieves. H2 gas was purchased from 
Matheson, and D2 gas was purchased from Cambridge Isotope Laboratories, Inc. All 
other reagents were purchased from commercial vendors and used without purification 
unless otherwise noted. The neutral ligand (N(o-(NHCH2PiPr2)C6H4)3 (abbreviated as 
H3L), NiAlL (1), NiGaL (2), NiInL (3), (N2)NiInL (3−N2), and NiLH3 (4) were 
synthesized according to literature procedure (which is also described in sections 2.2.1 
and 2.4).51, 78, 97  
Catalytic Hydrogenation of Olefins Experimental Details. A stock solution of catalyst (1, 
2, 3−N2, or 4) was prepared in C6D6 such that approximately 3 µmol of catalyst was 
transferred into each sealed J. Young NMR tube, along with 20 equivalents of olefin 
(0.087 M in 0.70 mL C6D6 solution), along with ferrocene (ca. 0.03 M) as an internal 
NMR integration standard. One freeze-pump-thaw cycle was performed to evacuate the 




the pre-catalyst, and a second freeze-pump-thaw cycle was performed after inverting the 
J. Young tube in order to rid the atmosphere of displaced N2 after generating 3−H2 in situ. 
Olefin hydrogenation catalysis was monitored by 1H NMR spectroscopy by quantitative 
integration of the olefin protons against those of the internal ferrocene standard (recycle 
delay=10 or 20 s). Alkane product peaks were also integrated in cases where they did not 
overlap with NiML peaks. After the final NMR time point (typically 24 h, unless 
otherwise noted), a vacuum transfer was performed and GC-MS analysis was conducted 
to quantify the amount of hydrogenated product formed (Table A.3.1). In order to 
promote the gas-liquid mixing of H2 into solution, the J. Young tube was rotated at 
approximately 16 rpm using a turntable (“D.J. J. Young”) when spectra were not being 
collected. All catalytic hydrogenation experiments were performed in triplicate unless 
otherwise indicated. 
Mercury Inhibition Test for Catalyst Homogeneity. A stock solution of catalyst, NiGaL 
(2), was prepared by dissolving 25.4 mg of 2 in C6D6 to make ca. 10 mL of 0.00158 M 
solution. The stock solution (5 mL aliquot each) and 36 µL of styrene (~20 equiv.) were 
transferred into two identical 50 mL bomb flasks. Metallic mercury (0.5754 g, 182 
equiv.) was added to one of the bomb flasks. A freeze-pump-thaw cycle was performed 
to evacuate the headspace of the bomb flasks, followed by back-filling with H2 (1 atm). 
The bomb flasks were allowed to react for 24 h while being rotated at approximately 16 
rpm using a turntable to promote H2 mixing with solution. Three 500 µL aliquots were 
taken from each bomb flask and transferred to NMR tubes, with 100 µL of a 0.054 M 
ferrocene solution added to each tube as an internal standard. 1H NMR spectra were 




integration relative to ferrocene. Catalysis was uninhibited by the addition of mercury, 
with 96% conversion in the absence of mercury as compared to 91% conversion in the 
presence of mercury, consistent with a homogeneous catalytic process. 
H2/D2 and HD Scrambling Studies. A mixture of 1 atm of ~1:1 H2/D2 was added to 2 and 
3 in toluene-d8 in J. Young NMR tubes, which were allowed to rotate for several days on 
a turntable at ~16 rpm to promote continuous gas-liquid mixing. No evidence of the 
characteristic 1:1:1 triplet resonances for bound or free HD were observed by 1H NMR 
spectroscopy at 298 K or 223 K (Figure A.3.5). Likewise, the addition of 1 atm HD to 2 
and 3 did not result in any observation of free or bound H2 by 1H NMR spectroscopy, 
even after heating to 353 K for 36 h (Figure A.3.6). 
Kinetic Isotope Effect (KIE) Studies for Styrene Hydrogenation. Six identical J. Young 
NMR tubes were prepared as previously described for typical catalytic hydrogenation 
experiments with 2. Three of the six trials were pressurized with H2 (1 atm), while the 
other three were pressurized with D2 (1 atm). The appearance of ethyl benzene (or d2-
ethyl benzene) was monitored by 1H NMR spectroscopy after an initial rates period of 45 
minutes, during which time the J. Young tubes were rotated at 16 rpm to promote optimal 
gas-liquid mixing. A normal, primary KIE of 1.7(2) was measured by this method. It is 
important to note that this method relies on the assumption that deuterium (D) does not 
wash into free styrene significantly over the initial rates period, as this could then give 
ethyl benzene with >2 D atoms incorporated, which would then not be accounted for 
properly by integration of the 1H NMR resonances. This is likely a reasonable assumption 




incorporation into free styrene is observed by 2H NMR spectroscopy after overnight 
mixing under catalytic conditions (Figure A.3.12). Attempts to validate this assumption 
and verify the KIE using GC-MS gave a value of 2.3 (±1.1) for the KIE for 1-octene 
hydrogenation with 2 over a 10 minute initial rates period, which is still consistent with a 
normal, primary KIE, albeit with a larger amount of error. 
4.4.2 Physical Methods 
1H and 31P NMR spectra were recorded on Bruker 400 MHz and Varian 300 MHz 
or 500 MHz spectrometers and referenced to internal residual solvent (or H3PO4 for 31P 
NMR spectra). VT NMR experiments were carried out using either a methanol (below 
298 K) or ethylene glycol (above 298 K) standard to calibrate T, and all samples were 
allowed to equilibrate at each T for at least 10-15 minutes prior to data collection. 
Quantitative integration of 1H NMR spectra was carried out using long recycle delay 
times of 10-20 s. All GC-MS experiments were conducted on an Agilent Technologies 
7890A GC system and 5975C VLMSD. The GC column was a HP-5 ms with dimensions 
30 m x 0.25 mm. The standard method used for all runs involved an initial oven 
temperature of 35°C (held for 12 min), followed by a 30°C min-1 ramp to 280°C (held for 
10 min). 
1H NMR of Peaks for Selected Hydrogenated and Isomerized Products (ppm, C6D6) 
Ethyl benzene:  2.44 (q, J=8 Hz, CH2, 2H), 1.08 (t, J=8 Hz, CH3, 3H). 
Propylbenzene:  2.42 (t, J=7.5 Hz, CH2CH2CH3, 2H), 1.50 (sextet, J=7.5 Hz, 




Trans-β-methylstyrene:  6.29 (dd, J=16 Hz, 1.4 Hz, PhCHCHCH3, 1H), 6.02 (m, J=16 
Hz, 7 Hz, PhCHCHCH3, 1H), 1.64 (dd, J=7 Hz, 1.8 Hz, PhCHCHCH3, 3H). 
Cis-β-methylstyrene:  6.42 (dd, J=11.5 Hz, 1.5 Hz, PhCHCHCH3, 1H), 5.64 (m, J=11.5 
Hz, 7 Hz, PhCHCHCH3, 1H), 1.70 (dd, J=7 Hz, 1.8 Hz, PhCHCHCH3, 3H). 
4-phenyl-1-butane:  2.46 (t, J=7.5 Hz, CH2CH2CH2CH3, 2H), 1.47 (quintet, J=7.5 Hz, 
CH2CH2CH2CH3, 2H), 1.22 (sextet, J=7.5 Hz, CH2CH2CH2CH3, 2H), 0.83 (t, J=7.5 Hz, 
CH3, 3H). 
Trans-2-octene:  5.43 (m, H3CCHCH(CH2)4CH3, 2H), 1.61 (d, J=5 Hz, 
H3CCHCH(CH2)4CH3, 3H). 
Cis-2-octene:  5.47 (m, H3CCHCH(CH2)4CH3, 2H), 1.55 (d, J=5 Hz, 
H3CCHCH(CH2)4CH3, 3H). 
4.4.3 Computational Methods 
Density Functional Theory (DFT) Calculations of Catalytic Mechanism  
DFT calculations using the M06-L local functional176 have been performed to 
predict the mechanism for H−H cleavage and for the overall catalytic hydrogenation of 
styrene, in conjunction with the def2-TZVPP186 (for Ni, Ga), def2-TZVP (for N, P and 
reacting species of H2/olefin), and def2-SVP (for C, H) basis sets (“bs 1” from Table 2.9, 
plus additional considerations for olefin). The choice of the M06-L functional was based 
on its good performance on mechanistic studies of processes catalyzed by similar 
bimetallic complexes.79 The same computational methods were also used to investigate the 
mechanism of methylene coalescence. All geometry optimizations were performed for the 
unrestricted singlet state of the NiML, with the optimized intermediate structures found to 




imaginary frequency along the reaction coordinate. Gibbs free energies (∆G°) at 298.15 K 
were computed by adding zero-point vibrational energies, and thermal vibrational-
rotational entropy in the quasi-harmonic approximation. Solvation effects were also 
considered by performing single-point calculations for all intermediates and transition 
states using the SMD solvation model,181 with either benzene, toluene, or THF as the 
solvent. All calculations were performed with the Gaussian09 program package.182 
Binding Adsorption Energy of H2 and C2H4  
The H2 and C2H4 binding adsorption energy for NiGaL (2) was calculated with the 
PBE0 functional178, 312 and the D3 dispersion correction.179 These calculations were 
performed as single-point calculations on the M06-L optimized structures, with the PBE0-
D3 functional was chosen due to its good performance on weakly interacting complexes.313 
The same basis set combinations were used for these calculations, with the addition of a 
second set of polarization functions for the bound H2 and C2H4 molecules (def2-TZVPP). 
Zero-point vibrational energy (ZPVE) and enthalpy corrections were added in the final 
binding energies. All PBE0-D3 calculations were performed with the Turbomole v6.4 
program package,314 and the counterpoise correction (CP) was applied for the basis set 
superposition error (BSSE).  
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5.1 Introduction and Overview 
Efficient recycling of CO2 to commodity chemicals or liquid fuels, such as formic 
acid or methanol, could generate value-added products from an abundant C1 feedstock 
while alleviating the adverse effects associated with rising CO2 levels. Although a 
practical CO2-to-fuel scheme would require efficient CO2 capture and sustainable H2 
production,11 our efforts have focused on the singularly formidable challenge of 
developing base metal catalysts for selective CO2 hydrogenation under mild conditions.1, 
10, 315-316 CO2 hydrogenation to methanol remains a daunting task; the few known 
molecular catalysts rely almost exclusively on precious metals (Ru, Ir),24-29 with only a 
single instance of a first-row metal (Co) catalyst.23 Furthermore, first-row metal catalysts 
remain uncommon for the hydrogenation of CO2 to formate.93, 317-320 In the past decade, 
impressive catalytic performance has been achieved using phosphine-ligated Fe and Co 
catalysts, which generate formate with turnover numbers (TONs) from 9000 to 59000 
with high turnover frequencies (TOFs).321-323  
Despite these recent advances of Fe and Co catalysts, the progress of Ni-based 
systems for CO2 hydrogenation has been limited.324-326 The first homogeneous Ni catalyst 
was reported over 40 years ago: Ni(dppe)2, where dppe = bis(diphenylphosphino)ethane, 
produced formate from H2 and CO2, albeit with poor activity (TON = 7, TOF = 0.35 
h−1).326 Recently, a water-soluble Ni bis(diphosphine) catalyst mediated the H2/CO2 to 
formate reaction in aqueous solution using NaHCO3 as the base, but the activity remained 
low (TOF of 0.40(5) h−1 at 80 ºC and 34 atm of H2/CO2).324 In related work, a Ni PCP-




TON of 3000 at 150 ºC and 54 atm; however, the catalyst was inactive when NaHCO3 
was replaced with CO2.327  
The dearth of Ni catalysts for CO2 hydrogenation to formate stems from several 
inherent limitations. Ni, being more electronegative than Fe and Co, has a lower 
propensity for binding and activating H2 to generate Ni−H,44-45 and once generated, the 
resulting Ni−H species are typically weak hydride donors.328 The lack of strong hydride 
donors is illustrated by the fact that even for [HNi(dmpe)2]+ (dmpe = 
bis(dimethylphosphino)ethane), the most hydridic Ni−H reported with a thermodynamic 
hydricity (ΔG°H−) of 49.9 kcal/mol in CH3CN,252 outer-sphere hydride transfer to CO2 to 
generate formate (c.f. ΔG°H− = 44 kcal/mol) is thermodynamically unfavorable by ~6 
kcal/mol in CH3CN.329-331 However, it should be noted that there are several examples of 
Ni−H complexes which are potent enough hydride donors to react with CO2 to form η1-O 
formate adducts with Ni.252, 332-336 In these cases, the more salient issue that may prevent 
catalytic CO2 hydrogenation is the formation of strong Ni−O bonds, which can impede 
formate release and preclude catalytic turnover. Catalytic liberation of CO2 reduction 
products can still be in these cases by using stoichiometric borane or silane reagents, 
which permit Ni−O cleavage and drive catalytic turnover via the formation of strong 
B−O or Si−O bonds. For example, Ni POCOP-pincer complexes can rapidly insert CO2 
into Ni−H bonds and further reduce CO2 to methoxide derivatives using stoichiometric 
borane.333 However, the requirement of B−H or Si−H reductants to drive catalysis, rather 
than regenerating the catalytically active Ni−H species from H2, is a drawback in that the 




Circumventing the inherent limitations of Ni in CO2 hydrogenation could involve 
stabilizing Ni−H in more reduced charge states and/or lower Ni oxidation states,330, 338-339 
while still allowing the regeneration of Ni−H from H2 and base.328, 340 A highly reduced 
Ni center could potentially allow for both facile hydride transfer from a Ni−H species to 
CO2, along with a decreased propensity for prohibitively strong formate binding in the 
species that is generated upon hydride transfer. Our strategy to stabilize a reduced, low-
valent Ni center, as detailed in the previous chapters, involves the incorporation of a 
Lewis acidic group 13 supporting metal which acts as a σ-acceptor toward Ni in NiML 
complexes.78, 97, 119, 127, 341 As described in chapters 2-3, positioning the supporting metal 
ion directly trans to the substrate binding site at Ni allows for H2 binding to form 
nonclassical H2 adducts, (η2-H2)NiML.97 Once bound and activated, H2 can be transferred 
catalytically to olefins, as shown in chapter 4; however, H−H cleavage to generate 
reactive Ni−H species was a challenging step that limited catalytic activity.30 In this 
chapter, the propensity of NiML complexes to catalyze the hydrogenation of CO2 to 
formate in the presence of base will be examined. Key to this reactivity is the propensity 
of the group 13 M(III) supporting ion to stabilize d10 anionic Ni−H species which are 
potent hydride donors, with estimated ΔG°H− values rivaling those of precious metal 
hydrides.329 These reactive Ni−H species can be generated from the reaction of NiML, 
H2, and base, and they react spontaneously with CO2 to catalytically generate formate 
under mild conditions (1 atm H2/CO2 gas, rt).128  
 In the first section of this chapter, the catalytic performance of NiGaL (2) for CO2 
hydrogenation to formate will be compared to that of NiLH3 (4), a similarly ligated 




enabling catalysis. Next, a catalytic mechanism will be proposed based on experimental 
and computational studies which will help rationalize the favorable effect of the Ga(III) 
supporting metal ion on catalysis. Gratifyingly, two key catalytic intermediates, 
[HNiGaL]− ([2−H]−) and [(HCO2)NiGaL]− ([2−OCHO]−), were independently 
characterized, which along with the previously described (η2-H2)NiML species (2−H2), 
represent the three primary intermediates in the proposed catalytic cycle.128 
Computational studies were also utilized to elucidate subtler nuances of the catalytic 
mechanism.129 Finally, the catalytic performance of NiAlL (1) and NiInL (3) were also 
examined in comparison to NiGaL (2) to investigate the influence of varying the 
supporting metal on catalysis. Excitingly, further experimental mechanistic studies 
allowed for the determination of the thermodynamic favorability of each of the 
fundamental reaction steps as a function of the supporting metal. Just as was the case for 
olefin hydrogenation, supporting Ni with Ga was found to result in optimal catalytic 
activity for CO2 hydrogenation to formate, and detailed mechanistic studies have 
informed our understanding of the relative order of activity (Ga >> In > Al), as well as 
guided our efforts to develop improved catalysts. Lastly, in order to help understand the 
reactivity of the catalytically relevant [HNiML]− and (η2-H2)NiML complexes, a 
comprehensive thermodynamic scheme was compiled which compares the favorability of 
cleaving the Ni−H and Ni(η2-H2) bonds via the transfer of either a hydride, a proton, or a 






5.2 Results and Discussion 
5.2.1 CO2 Hydrogenation Catalysis: Comparison of NiGaL (2) to NiLH3 (4)  
Although the neutral NiGaL (2) precursor does not hydrogenate CO2, we reasoned 
that, in the presence of an exogenous base, a more reactive Ni−H species with an anionic 
charge could be generated that would be more reactive toward CO2. Indeed, in the 
presence of Verkade’s proazaphosphatrane, 2,8,9-triisopropyl-2,5,8,9-tetraaza-1-
phosphabicyclo[3,3,3]undecane (abbrev. as Vkd)342-343 as a stoichiometric base, complex 
2 was found to catalyze CO2 hydrogenation to formate in 91% yield under ambient 
conditions (1 atm 1:1 H2/CO2, 293 K, 0.36 mol% catalyst loading; Table 5.1, entry 1). 
Catalyst performance was further optimized by increasing the H2/CO2 pressure to 34 atm 
and decreasing the catalyst loading by ten-fold to 0.03 mol%, which gave near 
quantitative generation of formate (Table 5.1, entries 2-3). The corresponding kinetic plot 
in Figure 5.1 shows that catalyst 2 attained 3150 formate turnovers in ~40 min with an 
initial TOF of 9700 h−1.128 The high activity of 2 sharply contrasts that of prior Ni 
homogeneous catalysts (Table A.4.1). Apart from representing by far the highest reported 
catalytic TOF for a homogeneous Ni catalyst to date,324-326 this level of catalytic activity 
is generally impressive for a base metal catalyst operating at ambient temperature without 




Figure 5.1. Formate turnovers versus time plots for CO2 hydrogenation reactions 
catalyzed by 2 and 4 (0.25 mM catalyst, 800 mM Vkd, 34 atm of ~1:1 H2/CO2, 293 K, 
average of two trials for each; see Table 1, entries 3 and 7). Inset shows the kinetic plots 
for 2 (1 mM or 4 mM) with various bases (Vkd, tBuTMG, and NEt3; see Table 1, entries 
2, 4, and 5). Representative 1H NMR spectra acquired throughout catalysis for 2 and full 
kinetic profiles of all catalytic trials for 2 and 4 are shown in the Appendix (Figures 
A.4.7-A.4.12).  
A strong base is necessary for catalysis mediated by 2 based on trials with bases 
of varying strengths (pKa of conjugate acid in CH3CN): Vkd (33.6),342 t-butyl tetramethyl 
guanidine (abbrev. tBuTMG, 26.5),344 and triethylamine (abbrev. NEt3, 18.8).345 Under 
identical conditions (1 mM 2, 800 mM base, 34 atm 1:1 H2/CO2, 293 K), employing 
tBuTMG as the base resulted in a lower yield of formate (80%) and a 30-fold decrease in 
the maximum rate relative to utilizing the stronger Vkd base (Table 5.1, c.f. entries 2 and 
4). Moreover, an induction period of ~3 h was observed for tBuTMG (Figure 5.1 inset, 
Figure A.4.12).128 Of relevance, a similar initial induction period was also reported for 




tBuTMG.323, 346 With NEt3, an even weaker base, no formate was generated (Table 5.1, 
entry 5). Presumably, NEt3 is not sufficiently basic to deprotonate the H2 adduct, (η2-
H2)NiGaL, to any extent, precluding formation of the catalytically active Ni−H species 
(vide infra). 
Table 5.1. Catalytic CO2 hydrogenation to formate using NiGaL (2) or NiLH3 (4) with 
various bases. Reaction conditions: catalyst (0.25 to 4 mM), 800 mM base, ~1:1 H2/CO2 























1 f 2 2.9 Vkd 1 250 91 67 41 
2 2 1 Vkd 34 800 >99 3680 2130 
3 2 0.25 Vkd 34 3150 99 9700 6900 
4 2 1 
tBuTM
G 
34 640 80 120g 74 
5 
h 
2 4 NEt3 34 0 0 N.A. N.A. 
6 f 4 2.9 Vkd 1 0.8 0.3 0.14i 0.04 




0.25 Vkd 34 0 0 N.A. N.A. 
a Conditions apply to all entries unless otherwise noted. TON, % yield, and TOF are reported as averages of 
two trials. bTON based on 1H NMR integration of HCO2− relative to an internal capillary standard. c% yield 
based on TON/maximum TON, which closely matched 1H NMR integration of HCO2− relative to H(base)+. 
dInitial TOF is the initial linear slope of the formate turnovers vs. time plot (initial ~40 min at 1 atm, or 6-
10 min at 34 atm). eOverall TOF = turnovers/time for >90% of final yield achieved. f 0.40 mL volume for 1 
atm runs. gInitial TOF is defined from ~3.5 h to 7.5 h over which turnovers/time is linear (after the initial 
induction period). h Single run in 0.75 mL THF in a high-pressure vessel. No HCO2− was detected after 150 




The striking effect of the supporting Ga(III) ion is appreciated by comparing 2 
with the isostructural Ni-only congener, NiLH3 (4).51 No appreciable yield of formate 
was generated using 4 as the catalyst (Table 5.1, entries 6-7). Adding GaCl3 as a co-
catalyst with 4 also did not yield any formate (Table 5.1, entry 8).128 Altogether, the 
catalytic results suggest that the Ni→Ga interaction within our ligand framework 
provides the requisite tuning effect at Ni to enable catalysis.  
5.2.2 How Does the Ga(III) Support Enable Catalysis: Isolating a Reactive Ni−H 
Intermediate 
Because of the remarkable CO2 hydrogenation activity of 2 relative to known Ni 
homogeneous catalysts,324-326 we sought to elucidate the role of the supporting Ga(III) ion 
in promoting catalysis. Specifically, we sought to identify and study the reactive Ni−H 
species that is generated when the H2 adduct, (η2-H2)NiGaL (2-H2), is formed in the 
presence of a strong base. Subjecting 2 to 3-5 equiv of Vkd base and 1 atm of H2 in THF-
d8 resulted in the in situ formation of a new diamagnetic species formulated as the 
anionic Ni(0) hydride, [VkdH][HNiGaL] ([VkdH][2−H]). The 31P NMR spectrum 
displayed two new resonances at 76 and −12 ppm in a 3:1 ratio for the ion-paired 
[HNiGaL]− ([2−H]−) and [VkdH]+ fragments, respectively (Figure 5.2a). The single 31P 
signal for [2−H]− is consistent with retention of three-fold symmetry, while the hydride 
resonance in the 1H NMR spectrum appears as a broad peak at −6.4 ppm with no 
discernible coupling even at low T (Figure 5.2).128 An excess of Vkd base is required to 
drive the equilibrium between H2, Vkd, and NiML toward complete conversion to 




slows relative to the 1H NMR timescale (400 MHz) at low T such that both species 
become observable (Figure 5.2b). 
Figure 5.2. (a) 31P NMR spectra (161.9 MHz) and (b) stacked VT 1H NMR spectra (400 
MHz) showing the in situ generation of [VkdH][HNiGaL] from the addition of H2 to 
NiGaL (2) in the presence of excess Vkd base in THF-d8.  
Alternatively, independent synthesis of the anionic hydride with different alkali 
metal cations, [M(THF)x][2−H], was carried out via the addition of MBHEt3 (M=Li, Na, 
K) to 2. [Li(THF)x][2−H] was also synthesized by adding 1.1 equiv nBuLi to 1, 
presumably via the initial formation of a Ni alkyl species that undergoes subsequent β-
hydride elimination.252 Subsequent salt exchange with 
[bis(triphenylphosphoranylidene)ammonium][tetrakis[3,5-







Figure 5.3. 1H NMR spectrum of [PPN][2−H] (400 MHz, THF-d8, 233K). Residual 
solvent peaks of THF (*) and diethyl ether (#) are denoted. Insets show close-ups of: the 
hydride region (top right), and resolved coupling in the aryl region at 298 K (top left). 
Importantly, the 1H and 31P NMR chemical shifts of the hydride and the 
phosphines, respectively, in [cation][2−H] (cation=Li, Na, K, PPN) are all nearly 
identical to those of [VkdH][2−H], implying that the independently synthesized anionic 
hydrides are reasonable models of the catalytically relevant [VkdH][2−H] species (Figure 
5.4a-b).128  
Figure 5.4. (a) Stacked 1H NMR spectra (400 MHz) of the hydride region and 31P NMR 
spectra (b, 161.9 MHz) for [cation][2−H] complexes (cation=VkdH, PPN, Li, K) in THF-





Of note, the proton-coupled 31P NMR spectrum of [K(THF)x][2−H] resolves 
nicely into a doublet with 2JPH of 31.6 Hz, as would be expected for the coupling of a 
terminal hydride to three equivalent phosphorus nuclei (Figure 5.4c).128 The analogous 
coupling is difficult to observe by 1H NMR spectroscopy due to the broadness of the 
hydride resonances in [cation][2−H], though it has been resolved into the expected 
quartet with similar coupling (34.8 Hz) in the case of [Na(THF)x][2−H] in ~2:1 THF-
d8/C6D6 (Figure A.4.2). As noted, the overall effect of varying the cation in [cation][2−H] 
on the chemical shifts (δ) of the resulting complexes is minimal: 31P δ varies from 75.3 to 
75.8 ppm, while 1H δ varies from −6.4 to −6.5 ppm (Figure 5.4a-b). However, it should 
be noted that the broadness of the hydride resonance does vary for the different cations, 
with a sharper resonance observed for [VkdH][2−H] than for the other [cation][2−H] 
model complexes (Figure 5.4a). 
Based on the spectroscopic data, we propose that the hydride ligand is terminally 
bound to the Ni center and resides in the apical pocket trans to the Ga(III) ion. In support 
of this formulation, a similar 2JPH value of 36 Hz was reported for a triphosphine-ligated, 
terminal Ni−H reported by Peters and co-workers.189 Additionally, density functional 
theory (DFT) calculations predicted the terminal Ni−H isomer to be more stable than the 
bridged Ni(μ−H)Ga isomer by 21.5 kcal/mol (Figure A.4.13, Table A.4.2).128 To validate 
the proposed structure of [VkdH][2−H], bright-yellow single crystals of [PPN][2−H] 
were obtained from a THF/pentane solution that were suitable for X-ray diffraction 






Figure 5.5. Solid-state structure of [PPN][HNiGaL] ([PPN][2−H]) displayed with 50% 
thermal ellipsoids. The apical hydride was placed from the difference map, and the PPN 
cation and other H atoms were omitted for clarity. Selected structural parameters of 
[PPN][2−H] are shown in Table 5.2. Note that Matt Vollmer synthesized and obtained 
the crystal structure of [PPN][2−H]. 
The structural characterization of [PPN][2−H] is noteworthy because anionic d10 
hydride complexes are very rare. The only other mononuclear anionic Ni(0) hydride is 
[Na(THF)4][HNi(CO)3], which is unstable at room temperature.347 Moreover, [2−H]− has 
catalytic utility in that it can be generated from H2 and base, which is in stark contrast to 
[Na(THF)4][HNi(CO)3], which requires stoichiometric NaHAl(i-Bu)3 to be synthesized.  
Table 5.2. Comparison of solid-state structural parameters for 2 and [PPN][2−H].a 
Complex 2 [PPN][2−H] 
Ni−Ga 2.3789(8) 2.3549(4) 
r b 0.97 0.96 
Ni−P c 2.210(3) 2.164(7) 
Ga−Napical 2.216(3) 2.426(2) 
Ga−Neq c 1.954(7) 1.977(2) 
Ga to N3-plane 0.369 0.537 
Ni to P3-plane 0.126 0.199 
aAll metrics are in Å except for r (unitless). aCovalent ratio (r) = (M−M bond distance)/(sum of Alvarez 




In comparison with 2, [PPN][2−H] has subtle structural differences that are 
instructive to consider. One effect of the hydride donor is that the Ni−Ga bond contracts 
slightly from 2.3789(8) in 2 to 2.3549(7) Å in [PPN][2−H] (Figure 5.5, Table 5.2). 
Hence, the dative Ni→Ga interaction remains intact upon the introduction of a trans 
hydride. Perhaps the most informative parameters are the positions of the Ni and Ga 
centers relative to their respective P3 and N3 donor planes. In [PPN][2−H], both Ni and 
Ga are displaced further above their respective P3- and N3-planes by 0.07 Å and 0.17 Å, 
respectively, compared to their positions in 2.128 Intriguingly, the positioning of Ga 
changes by more than double that of Ni upon introduction of the hydride ligand, despite 
the fact that the hydride only interacts directly with Ni! This striking structural feature 
underscores the cooperativity of the Ni−Ga unit, as both metals reposition together to 
accommodate the incoming hydride ligand. A complementary interpretation is that a 
strong Ni→Ga dative interaction assists in stabilizing the electron-rich, anionic Ni−H 
moiety by attenuating some its electron density. 
 Another structural change upon the introduction of the apical hydride pertains to 
the Ni−P bond distances, which contract from 2.210 Å in 2 to 2.164 Å in [PPN][2−H].97, 
128 Notably, the Ni−P distance contracts even though its vertical component increases, as 
the Ni center is repositioned by 0.07 Å further above the P3-plane to interact with the 
hydride ligand. The shorter Ni−P bonds in [PPN][2−H] are consistent with increased 
Ni→P π-back-donation to stabilize the electron-rich Ni(0) center of the anionic complex. 
It should be noted that a dramatic downfield shift is observed for [PPN][2−H] (~75.6 
ppm) relative to 2 (37.6 ppm) by 31P NMR spectroscopy (Figure 5.2), which could 




π-back-donation for [PPN][2−H] relative to 2. The downfield 31P NMR shift of 
[PPN][2−H] relative to 2 could also be attributable to the former complex binding an 
apical ligand and/or becoming negatively charged (Figure 5.2a). 
By IR spectroscopy, a KBr pellet of [PPN][2−H] displayed a broad band of 
medium intensity at 1696 cm−1 (Figure 5.6). The assignment of 1696 cm−1 as the Ni−H 
stretching frequency was confirmed by comparison to the IR spectrum for the deuterated 
analogue, [PPN][2−D], which was synthesized via the addition of ~4 atm D2 to 
[PPN][2−H] with concomitant formation of HD. The isotopic shift upon deuteration is 
close to the expected shift based on Hooke’s law, with ν=1226 cm-1 observed for the 
Ni−D stretch compared with the expectation of 1211 cm-1.128 While the shift upon 
deuteration is somewhat difficult to observe in the midst of other features with similar 
frequency in the IR spectrum, the clear disappearance of the Ni−H stretch at 1696 cm-1 
upon deuteration is further confirmation of its assignment. It should also be noted that the 
two features at 2000 to 2400 cm−1 that appear in the IR spectrum after exposure of 
[PPN][2−H] to D2 likely correspond to C(sp3)−D stretches of the ligand isopropyl groups 
which have shifted (from 2700 to 3000 cm−1) upon the incorporation of D via a presumed 




Figure 5.6. IR spectra (KBr pellet) of [PPN][2−H] and [PPN][2−D], along with the 
corresponding difference spectra. IR experiments and the figure are courtesy of Matt 
Vollmer. 
The Ni−H stretching frequency was also corroborated by a closely matched value 
of 1697 cm−1 from DFT calculations. Of note, this frequency value is extremely low for 
terminal hydrides of Ni, and nearly ties with CpNi(IMes)H (1695 cm−1) for the lowest 
Ni−H stretching frequency.252, 348 The low stretching frequency would seem to be 
consistent with a relatively weak Ni−H bond, and it is possible that the polarity of the 
bond, stemming from the anionic charge of the complex, contributes to this low 
stretching frequency. The strength of the Ni−H bond in [2−H]−, in terms of the bond 
dissociation free energy (BDFE), will be considered in section 5.2.13.1. Theoretical 
studies were also conducted to gain additional insight into the nature of the Ni−H bond, 







5.2.3 Understanding the Stability and Reactivity of the Anionic Ni Hydride Intermediate 
5.2.3.1 The Nature of Ni−H Bonding: Computational Insight into a Rare d10 M−H 
Species 
Perhaps, the most unexpected feature of [HNiGaL]− ([2−H]−) is its stability as an 
anionic d10 hydride.349 A simple bonding analysis between a d10 metal and a hydride ion 
(H:−) would require the M−H σ-antibonding orbital to be fully populated. Natural orbitals 
obtained from complete active space self-consistent field (CASSCF)185 calculations, 
however, revealed a distinctly different bonding scheme. While the five Ni 3d orbitals are 
indeed doubly occupied, consistent with Ni(0), they show essentially no bonding to the 
hydride. Rather, the natural orbital involved in Ni−H σ-bonding has both contributions 
from both metals [29% Ni, primarily 4pz; 10% Ga] and substantial hydridic character 
[51% H(1s)] (Figure 5.7, Table A.4.3).  
Figure 5.7. Selected natural orbitals for [2−H]− obtained from CASSCF calculations. The 
occupation numbers (shown in parentheses) indicate that these six orbitals are doubly 
occupied. Thus, [2−H]− is best described by a single-determinant wavefunction with five 
doubly occupied Ni 3d orbitals and one doubly occupied Ni−H σ-type orbital, which 
accounts for 88.9% of the total wavefunction. Note that this figure and the computational 
results it contains were provided by Dr. Jing Xie. Refer to Figure A.4.14 and Table A.4.3 




It is further proposed that the Ni→Ga interaction is critical for stabilizing the 
Ni(0)−H bond because of the symbiotic nature of two σ-bonding interactions: (1) σ-
donation from the hydride to Ni, via H(1s)→ Ni(4pz/4s), and (2) σ-donation from Ni to 
Ga, via Ni(3dz2)→Ga(4pz/4s). This stabilization of the Ni−H moiety by Ga(III) can be 
interpreted as an inverse trans influence exerted by the Ga metalloligand, which acts as a 
σ-acceptor toward Ni and strengthens the Ni−H bond directly trans to it.97, 128, 167 In 
support, a natural bond orbital (NBO)114 analysis shows that the Ni→Ga stabilization 
energy increases by 10 kcal/mol upon the introduction of the hydride, comparing 2 to 
[2−H]− (Figure A.4.15, Table A.4.4). These two complementary σ-interactions that lead 
to the stabilization of the anionic Ni−H complex are analogous to those proposed in 
chapter 3 for H2 binding, with the only difference being that σ-donation to Ni is from the 
hydride ligand rather than from the σ-bond of H2. The importance of Ga(III) for 
stabilizing the anionic Ni−H moiety is, perhaps, underscored by our inability to 
synthetically generate the [HNiLH3]− ([4−H]−) analogue. No H2 binding to NiLH3 (4) 
was observed, even at 34 atm H2 and 193 K, and deprotonation to give [4−H]− was not 
observed under an H2 atmosphere in the presence of an excess of strong bases like Vkd 
base and potassium tert-butoxide. Likewise, the addition of MHBEt3 or nBuLi to 4 did 
not form [4−H]−, and instead generated a NiLi3L species via deprotonation of the NH 
bonds of the ligand. Subjecting NiLi3L to additional MHBEt3, nBuLi, or to H2 and strong 
base were also not observed to be viable synthetic routes to a [HNiLi3L]− species. While 
the inability to synthesize a mononuclear [HNi]− species in our hands does not mean it 
cannot be generated, it does imply that such a species is significantly more unstable than 




stabilizes [2−H]− from hydride transfer reactivity by ~9 kcal/mol relative to the 
hypothetical [4−H]− analogue.128 
5.2.3.2 Thermodynamic Hydricity Measurements of [HNiGaL]− Reveal a Potent Hydride 
Donor 
Another useful parameter for comparing the reactivity of metal hydride 
complexes is the thermodynamic hydricity (ΔG°H−), or the free energy needed to cleave a 
M−H bond to generate a hydride ion.329-330, 350  The ΔG°H− of [HNiGaL]− ([2−H]−) was 
experimentally determined by measuring the H2 heterolysis equilibrium330 with NiGaL 
(2) and Vkd base (Equation 5.1), in conjunction with the known pKa of [VkdH]+ 
(Equation 5.2)342 and the H2 heterolysis constant in CH3CN (Equation 5.3),329, 350 as 
shown below in Equation 5.4. 
       Equilibrium   ΔG° (kcal/mol) 
        _____________________________________________________________________________________________________ 
[2−H]− + [VkdH]+ ⇌ 2 + H2 + Vkd ΔG°1   = −1.364∙log(Keq) (Eqn 5.1)  
Vkd + H+ ⇌ VkdH+ ΔG°2   = −1.364(pKa) (Eqn 5.2)  
H2 ⇌ H+ + H− ΔG°3   = +76 kcal/mol (Eqn 5.3)  
[2−H]−  ⇌   2 + H− ΔG°H− = ΔG°1 + ΔG°2 + ΔG°3 (Eqn 5.4)  
Hydricity values are typically measured in CH3CN since ΔG°3 is known 
(Equation 5.3), and so one caveat to estimating the absolute hydricity of [2−H]− is that 
Keq of Equation 5.1 was measured in THF due to complications arising from poor 
solubility of 2 in CH3CN and competitive binding between H2 and CH3CN (see section 
5.2.6.2). Keq of Equation 5.1 was measured to be 0.16 (±0.11) in THF based on two 




NMR spectroscopy until equilibrium was achieved (Figure A.4.16, Tables A.4.5-A.4.6). 
If Keq of Equation 5.1 is comparable in THF and CH3CN solvents, one can estimate 
ΔG°H− = 31.3(5) kcal/mol for [HNiGaL]− in CH3CN.128 Although the difference in 
polarity between THF and CH3CN may influence Keq of Equation 5.1 via the stability 
imparted to the [VkdH]+ and [2−H]− fragments through ion-pairing interactions, we 
believe this assumption to be reasonable for estimating ΔG°H− for [2−H]−. Indeed, the 
same assumption was made in the measurement of the hydricity of HRh(diphosphine)2 
complexes.351 Alternatively, one can rigorously measure the difference in ΔG°H− values 
between [2−H]− and H2 in THF, or ΔG°H−(H2) − ΔG°H−([2−H]−). This difference 
represents how much more favorable it is to liberate a hydride ion from [2−H]− than from 
H2, and requires no assumptions about the H2 heterolysis constant.329, 350 In THF, this 
difference, which is equivalent to the difference between Equations 5.4 and 5.3, or ΔG°1 
+ ΔG°2, is 37.1(6) kcal/mol, which is comparable to the difference of 45 kcal/mol in 
CH3CN obtained using the estimated ΔG°H−([2−H]−) of 31 kcal/mol.128 
To further test the assumption that measuring Keq of Equation 5.1 in THF can lead 
to meaningful comparisons with ΔG°H− values measured in CH3CN, the hydride-transfer 
equilibrium was probed between 2 and HCo(dmpe)2, for which ΔG°H− = 36 kcal/mol in 
CH3CN.323, 352 No hydride transfer to 2 was detected in THF over 2.5 weeks, indicating 
that the ΔG°H− value of [2−H]− is < 33 kcal/mol, under the assumption that a 1:19 ratio of 
[2−H]− to 2 would be detectable by 31P NMR spectroscopy (Figure A.4.17). To verify 
that the lack of hydride transfer from HCo(dmpe)2 to 2 was not the result of slow hydride 
transfer kinetics, the reaction was also performed in the reverse direction, where full 




observed within 5 days in ~3:1 CH3CN/THF (Figure A.4.17). Additionally, DFT studies 
of hydride transfer between [2−H]− and [Ni(dmpe)2]2+ in CH3CN329-330 leads to a 
predicted hydricity of 28-31 kcal/mol for [2−H]−, depending on the computational 
methods employed, which matches well with the experimental estimate (Tables A.4.7-
A.4.8).128  
For comparison, [HNi(diphosphine)2]+ complexes have hydricity values that 
range from 50 to 68 kcal/mol in CH3CN.252, 328-329 With a considerably lower ΔG°H− 
value (~31 kcal/mol), [2−H]− is, by a wide margin, the strongest hydride donor of any 
Ni−H reported to date. The exceptional hydricity of [2−H]− can be attributed to its 
anionic charge and zero-valent oxidation state of Ni, which is distinct from the cationic 
Ni(II) hydrides in the literature. Notably, [2−H]− is among the strongest hydride donors 
of any first-row metal complex (c.f.  HCo(P4N2), ΔG°H− = 31.8 kcal/mol in CH3CN),353 
and is even on par with some of the more hydridic precious metal hydrides, (e.g. 
HRh(diphosphine)2, ΔG°H− = 26-34 kcal/mol in CH3CN).328-329, 351, 354 Of relevance to 
CO2 reduction catalysis, the high ΔG°H− values of [HNi(diphosphine)2]+ complexes do 
not allow for spontaneous hydride transfer to CO2, as ΔG°H− < 44 kcal/mol is required for 
favorable outer-sphere hydride transfer to generate formate in CH3CN.331 While 
stoichiometric reactivity of [HNi(dmpe)2]+ (ΔG°H− = 49.9 kcal/mol)329-330 with CO2 to 
generate formate derivatives can be accomplished using sacrificial boranes, catalytic CO2 
reduction was not feasible in this system, even in the presence of borane and exogenous 
base.355 In contrast to the [HNi(diphosphine)2]+ complexes, the low ΔG°H− of [2−H]− 
should allow for spontaneous outer-sphere hydride transfer to CO2 to occur with an 




that the thermodynamic driving force for outer-sphere hydride transfer may differ due to 
Ni−O bond formation after initial hydride transfer (vide infra).128 
5.2.3.3 Characterization of an Anionic Formate Adduct Generated from the Reaction of 
[HNiGaL]− with CO2 
To test whether hydride transfer from [HNiGaL]− ([2−H]−) to CO2 was 
spontaneous, as determined by comparing the hydricity values of [2−H]− and HCO2−, the 
addition of 1 atm CO2 to [VkdH][2−H] was performed. A new diamagnetic species that 
was formulated as an anionic formate adduct, [VkdH][(η1-HCO2)NiGaL] 
([VkdH][2−O2CH]), was generated in situ. Alternatively, [VkdH][2−O2CH] can be 
generated via the addition of a slight excess of [VkdH][HCO2] to 2. A single resonance 
was observed at 34.8 ppm by 31P NMR spectroscopy, and a diagnostic 1H NMR 
resonance at 8.68 ppm was attributed to the coordinated formate proton (c.f. 8.79 ppm for 
free [VkdH][HCO2]; Figures 5.8 and A.4.3). This intermediate was also isolated as the 
PPN ion-pair, [PPN][2−O2CH], by exposing [PPN][2−H] to 1 atm CO2 (Figure 5.8).128  
Figure 5.8. Stacked 31P NMR spectra (161.9 MHz, THF-d8) for the addition of CO2 (1 
atm) to [PPN][2−H] (left) and [VkdH][2−H] (right) to generate [cation][2−O2CH] 





The coordinated formate proton resonance (8.57 ppm) of [PPN][2−O2CH] is 
located slightly upfield of free [PPN][HCO2−] (8.61 ppm), and integrates ~1:3 with each 
of the four unique aryl protons of the ligand (Figure 5.9).  
Figure 5.9. 1H NMR spectrum of [PPN][2−O2CH] (400 MHz, THF-d8). Residual solvent 
peaks of THF (*) and diethyl ether (#) are denoted. Close-ups of the coordinated formate 
proton (top left) and of resolved coupling in the aryl region (top, center) are shown for 
visual clarity. 
Additionally, a cross-peak in the 1H-13C HMQC NMR spectrum of 
[PPN][2−O2CH] allowed for the assignment of a 13C NMR resonance at 167.6 ppm to the 
carbon of the coordinated formate moiety (Figure A.4.18). The 1H and 13C NMR 
resonances for coordinated formate are similar to those reported for other η1-O formate 
complexes of Ni in the literature, which are typically 8.3-8.9 ppm and 166-169 ppm, 
respectively.252, 332-336 The assignment of formate as being coordinated to Ni in the 
[cation][2−O2CH] complexes is also supported by the fact that NiGaL (2) was not 
observed in the 31P NMR spectra, which would be expected if formate dissociated from 




spectra of [PPN][2−O2CH] and [VkdH][2−O2CH], the cation was seen to minimally 
effect the 31P and 1H chemical shifts, with the former found to be nearly identical at 34.8 
ppm and the latter only differing by 0.1 ppm, which suggested that [PPN][2−O2CH] 
could serve as a reasonable model of the catalytically relevant [VkdH][2−O2CH] 
species.128  
The solid-state structure of [PPN][2−O2CH] was determined via x-ray 
crystallography, and shows an η1-O formate ligand and an intact Ni−Ga bond of 
2.3789(5) Å, which is essentially identical to that of 2 (Figure 5.10, Table 5.3). In 
comparing the structure of [PPN][2−O2CH] to that of [PPN][2−H], the most striking 
differences are the repositioning of Ni by ~0.12 Å further above the P3-plane to interact 
with formate, which also results in substantial elongation of the Ni−P bonds by ~0.10 Å 
(Table 5.3). Though the Ni−Ga bond remains intact in [PPN][2−O2CH], the Ga center is 
not positioned further above the N3-plane to match the repositioning of Ni, and in fact is 
positioned slightly closer to the N3-plane than in [PPN][2−H] (Table 5.3).128  
Figure 5.10.  Solid-state structure of [PPN][(HCO2)NiGaL] ([PPN][2−O2CH]) displayed 
with 50% thermal ellipsoids. The PPN cation and H atoms, except for those on or 
interacting with the apical ligands, were omitted for clarity. A nonclassical hydrogen-
bonding interaction, O(formate)---HC(methine), is shown (light gray line). Note that this 
crystal structure was obtained by Matt Vollmer. Relevant structural parameters are shown 




The fact that the Ni−Ga bond only elongates by ~0.02 Å in [PPN][2−O2CH] 
relative to that in [PPN][2−H], even though Ni and Ga are positioned further apart by a 
total of ~0.15 Å compared with their respective donor planes, illustrates the ability of the 
ligand to twist and adjust its P−Ni−M−Neq dihedral angle to accommodate the Ni→Ga 
interaction. The solid-state structure of [PPN][2−O2CH] also shows a close contact of 
2.24 Å for an apparent nonclassical hydrogen-bonding interaction between the 
uncoordinated formate oxygen atom and one of the ligand methine hydrogen atoms. It 
remains an open question whether this interaction remains intact in solution or is simply 
the result of crystal packing forces in the solid-state; this distinction will be discussed 
further in section 5.2.7.2. 
Table 5.3. Comparison of structural parameters for 2, [PPN][2−H] and [PPN][2−O2CH].a 
Complex 1 [PPN][2−H] [PPN][2−O2CH] 
Ni−Ga 2.3789(8) 2.3549(4) 2.3789(5) 
r a 0.97 0.96 0.97 
Ni−P c 2.210(3) 2.164(7) 2.26(1) 
Ga−Napical 2.216(3) 2.426(2) 2.372(2) 
Ga−Neq c 1.954(7) 1.977(2) 1.960(7) 
Ga to N3-plane 0.369 0.537 0.509 
Ni to P3-plane 0.126 0.199 0.321 
P−Ni−M−Neq (°) c 17.1 11.7 20.6 
aAll metrics are in Å except for r (unitless) and P−Ni−M−Neq angle. bCovalent ratio (r) = (M-M bond 
distance)/(sum of Alvarez covalent radii134 of constituent metals). caverage value. 
 [PPN][2−O2CH] was also characterized by IR spectroscopy, with two 




formate moiety (Figure 5.11).128 These assignments were confirmed by isotopic labelling, 
with [PPN][2−O213CH] synthesized by the exposure of [PPN][2−O2CH] to 13CO2, which 
also shows that CO2 insertion into the Ni−H bond of [PPN][2−H] is reversible. The shift 
of the ν(C=O) band at 1610 cm-1 to 1565 cm−1 upon labeling was close to the expected 
shift (1575 cm−1) from Hooke’s Law. The assignment of ν(C−O) at 1339 cm−1 is 
tentative, and is based on the difference spectrum along with ruling out several potential 
peaks based on the fact that they are coincident with the IR spectrum of NiGaL (2), and 
are therefore likely attributable to vibrational modes that are unrelated to the coordinated 
formate ligand (Figure A.4.19).128 The difference in the two stretching frequencies, 
Δν(CO), of greater than 200 cm−1 indicates that the coordinated formate moiety is best 
described as a monodentate carboxylate ligand.356 Furthermore, these assignments are 
similar to those for other η1-O formate adducts of Ni in the literature, for which ν(C=O) 
and ν(C−O) of 1600-1630 and 1310-1320 cm−1 were reported.252, 332-336 
Figure 5.11. IR spectra (KBr pellet) of [PPN][2−O2CH] and [PPN][2−O213CH]. Note 





5.2.4 Mechanistic Insights into Catalysis Mediated by NiGaL (2) 
Based on the isolated intermediates and their stoichiometric reactivity, a simple 
catalytic cycle is proposed (Figure 5.12): (1) H2 binding to NiGaL forms (η2-H2)NiGaL, 
(2) deprotonation by base generates [HNiGaL] −, (3) hydride transfer to CO2 forms [(η1-
HCO2)NiGaL] −, and (4) liberation of formate regenerates NiGaL. This catalytic 
mechanism is commonly proposed, albeit typically with M(H)2+ and a neutral M−H 
species as the catalytic intermediates instead of M(η2-H2) and an anionic M−H species, as 
proposed here.10, 323 Excitingly, the four primary species in the proposed catalytic cycle 
have all been independently characterized (vide supra; Figure 5.12). 
Figure 5.12. General catalytic scheme for H2/CO2 to formate mediated by NiGaL (2). 
The feasibility of the proposed mechanism is further demonstrated by 
complementary reactivity studies. Initial binding of H2 is favored as 2 showed no 
propensity to bind CO2 at rt, even under 34 atm (chapter 3). Deprotonation of 2−H2 to 
generate [BaseH][2−H] occurs readily in the presence of H2 (1 atm) and excess Vkd 




in THF via measurement of the proton-transfer equilibrium between 2−H2 and Vkd in the 
overall H2 heterolysis reaction (Equation 5.1, Tables A.4.5-A.4.6).128 Under the 
assumption that the pKa difference between [VkdH]+ and 2−H2 is the same in both THF 
and CH3CN, this would give an estimated pKa of 33.1(2) in CH3CN for 2−H2 based on 
the reported pKa values of [VkdH]+ in THF (~28)357 and in CH3CN (33.6).342 This 
supports the hypothesis that a strong base is necessary to form the active species, [2−H]−. 
For comparison, the pKa of H2 is estimated to be 49 in THF,358 which means that the 
acidity of H2 increases by ~21 pKa units upon binding to 2.  
After deprotonation, the reaction between [VkdH][2−H] and CO2 (1 atm) was 
observed to form [VkdH][2−O2CH] (Figure 5.8). Monitoring the Ni speciation during 
catalysis also provided unique insights. Throughout catalysis with Vkd base, the observed 
catalyst resting state is the formate adduct, [VkdH][2−O2CH] (Figure A.4.20). From 
[VkdH][2−O2CH], regeneration of the catalytically active [VkdH][2−H] species was 
observed to occur upon the addition of H2 (1 atm) in the presence of Vkd (Figure A.4.21). 
Additionally, isotopic labelling studies confirmed that formate was derived from D2 and 
13CO2 (Figure A.4.22). The buildup of the anionic formate adduct during catalysis 
suggests the rate-determining step (RDS) is the liberation of [VkdH][HCO2] from 
[VkdH][2−O2CH] to regenerate 2, which can then bind H2 to continue on with 
catalysis.128 That formate dissociation would be the RDS is perhaps unsurprising, as Ni 
formate adducts with strong Ni−O bonds which require sacrificial borane or silane 
reagents to cleave have been reported in other systems.332-333 Likewise, formate 
dissociation is also sluggish for highly active Fe and Co pincer catalytic systems with 




and drive catalytic turnover.321-322 In the present system, no additives were used. 
Presumably, formate extrusion is enhanced by the overall anionic charge of the Ni 
formate intermediate, which likely renders the Ni(0)−OCHO bond comparatively weak 
and more polarized than is the case in other systems.  
5.2.5 Digging Deeper into the Catalytic Cycle: Insights into Important Mechanistic 
Subtleties from Computations with Support from Experimental Observations 
5.2.5.1 Overview of DFT Calculated Reaction Mechanism 
Apart from these mechanistic insights, more in-depth studies were also conducted 
to help understand the catalytic cycle and guide future improvements to catalytic activity. 
DFT calculations were performed to investigate the viability of the general mechanism 
proposed in Figure 5.12, as well as identify other mechanistic nuances and important 
catalytic intermediates that are not isolable. Figure 5.13 shows a more detailed 
mechanistic pathway for CO2 hydrogenation that expands on the general proposal given 
in Figure 5.12.129  
Figure 5.13. DFT-calculated (M06-L/bs1) Gibbs free energy profile for CO2 
hydrogenation catalyzed by NiGaL (2). Note that catalytic intermediates have been re-
labeled as A1, A2, and so on, but still represent many of the same species that were 
previously proposed. This figure and the computational results within it were provided by 




Under standard catalytic conditions, the initial concentration of Verkade’s base 
(800 mM) is significantly higher than the concentration of the NiGaL catalyst (0.25 mM). 
Hence, the starting point (ie. zero energy in Figure 5.13) was defined as the van der 
Waals complex [NiGaL][Vkd] (A1), rather than NiGaL, along with H2 (g, 1 atm), and 
CO2 (g, 1 atm). The binding of H2 to A1 leads to the formation of the H2 adduct [(η2-
H2)NiGaL][Vkd] (A2), also calculated as a van der Waals complex with Vkd base, which 
is endergonic by 2.7 kcal/mol. The H2 adduct (A2) can be deprotonated by Verkade’s 
base directly, via transition state TSA2-3 with a free energy of activation (ΔG‡) of 26.2 
kcal/mol, to form the anionic Ni hydride complex, [VkdH][HNiGaL] (A3), which is more 
stable than A1 by 2.4 kcal/mol.129 The predicted thermodynamic favorability for H2 
deprotonation is validated by the experimental observation of quantitative conversion to 
[VkdH][HNiGaL] upon the introduction of H2 (1 atm) to a THF solution containing 
NiGaL and ~5 equiv Vkd base.128  
After diffusion of CO2 to form the van der Waals complex, A5, outer-sphere 
hydride transfer to CO2 through transition state TSA5-6 results in the formation of the η1-H 
formate adduct, A6. Outer-sphere hydride transfer to CO2 proceeds with ΔG‡ of 12.2 
kcal/mol with respect to the van der Waals complex A5, and 17.8 kcal/mol with respect 
to A4 and free CO2. This latter barrier is very similar to the value of 17.2 kcal/mol 
computed for outer-sphere hydride transfer in THF from the similarly hydridic 
HCo(dmpe)2 to CO2, which was predicted to be the RDS for the most active first-row 
metal catalytic system reported to date for CO2 hydrogenation to formate.323, 359 After 
hydride transfer, the η1-H formate adduct, A6, is predicted to isomerize to generate the 




kcal/mol. Alternatively, formate could be released from the η1-H formate adduct and re-
bound η1-O rather than isomerizing. Initial η1-H formate adduct formation after hydride 
transfer to CO2 followed by rearrangement to the more stable η1-O formate adduct has 
been proposed for other systems as well.359-360 Of note, ΔG‡ for the isomerization of A6 
to A7 is calculated to be 5.2 kcal/mol, and proceeds through a η2-O,H transition state in 
which O and H atoms of formate are partially bound to Ni (Figure 5.18).129 Finally, the 
release of formate from A7 leads to the catalyst regeneration, which is calculated to be 
slightly exergonic by 1.8 kcal/mol relative to A1. With this general mechanistic overview 
in mind, each major step in catalysis will now be considered in detail by discussing 
alternative pathways that were considered and the rationale for why they were ruled out. 
5.2.5.2 H2 Deprotonation by Exogenous Base Dictated by Steric Hindrance and Basicity 
Three possible mechanisms for the deprotonation of the H2 adduct (A2) by Vkd 
base were considered, as shown in Figure 5.14.  
Figure 5.14. (a) Three possible reaction mechanisms for H2 deprotonation, and (b) the 
Gibbs free energy profiles for each mechanistic pathway (figure and results provided by 




The first mechanism (top red path) involves Verkade’s base approaching and 
deprotonating the H2 adduct A2 directly via TSA2-3, for which ΔG‡=26.2 kcal/mol (Figure 
5.14). The second mechanism (middle black path) involves the dissociation of one 
phosphine donor, which provides more space for the Vkd base to approach and 
deprotonate the H2 adduct. The overall ΔG‡ for H2 deprotonation is 31.8 kcal/mol for this 
pathway, which comprises the endergonic dissociation of one phosphorus donor to form 
A2’ (17.7 kcal/mol) and, ΔG‡ of 14.1 kcal/mol for the subsequent H2 deprotonation from 
A2’ via the transition state TSA2’-3’ (Figure 5.14). The third mechanism (bottom blue 
path) involves one phosphine donor of the ligand serving as an internal base, followed by 
proton transfer from A2’’ to the external Verkade’s base. As shown in Figure 5.14, the 
third reaction mechanism has the largest free energy of activation (35.4 kcal/mol) of these 
three possible mechanisms for H2 deprotonation. As a result, the first reaction mechanism 
involving the direct deprotonation of H2 adduct by Verkade’s base, without invoking any 
phosphine dissociation or assistance, is the most favorable mechanism for H2 
deprotonation.129  
 Deprotonation of the H2 adduct was studied with four bases of varying basicity 
and steric hindrance to gauge how these two factors influence the favorability of H2 
deprotonation. In addition to tBuTMG and Vkd base (abbrev. as Vkd_iPr in this section) 
which were examined experimentally for catalysis, the less bulky methyl analogues of 
Vkd base and tBuTMG, 2,8,9-trimethyl-2,5,8,9-tetraaza-1-phosphabicyclo[3,3,3] 
undecane (abbrev. as Vkd_Me) and 1,1,3,3-tetramethylguanidine (abbrev. as TMG), 
respectively, were also examined. Their base strengths are assessed by the reported pKa 




361 for Vkd_Me, Vkd_iPr, TMG and tBuTMG, respectively. In addition, the formate 
product, HCO2−, can serve as a proton acceptor once it is generated in the catalytic 
reaction. The pKa value for HCO2− in THF is experimentally unavailable, but the 
computationally estimated pKa value for CH3COOH in THF is 22.1,362 which should be 
comparable to the pKa value of HCOOH. As a result, the potential role of HCO2− in the 
H2 deprotonation step was also studied.  
The Gibbs free energies of activation (ΔG‡) for deprotonation of the H2 adduct 
with tBuTMG (27.8 kcal/mol) and Vkd_iPr (26.2 kcal/mol) are predicted to be larger 
compared to those of their less bulky TMG (12.0 kcal/mol) and Vkd_Me (24.7 kcal/mol) 
analogs. This analysis shows that ΔG‡ for the deprotonation reaction at the relatively 
crowded Ni site is largely dictated by steric effects, such that a weaker base with less 
steric bulk (e.g. TMG) can have a lower ΔG‡ for H2 deprotonation than stronger bases 
with greater associated steric hindrance (e.g. Vkd_Me, Vkd_iPr, tBuTMG). Although 
basicity does not seem to be as important as steric effects in determining the barrier to H2 
deprotonation, the use of a strong base is still crucial for catalysis because the proton 
transfer from (η2-H2)NiGaL (pKa ≈ 33.1 in CH3CN) to exogenous base is only an 
exergonic process when the base is Vkd_iPr (pKa = 33.6), and is endergonic for Vkd_Me, 
tBuTMG, and TMG.128-129 The significant influence that steric effects are predicted to 
have on ΔG‡ for H2 deprotonation is likely a consequence of the bulky isopropyl groups 
on the phosphines of the ligand, which likely impede the close approach of bulky 
exogenous bases required to facilitate direct deprotonation of the H2 adduct.  
Keeping with the trend of lower ΔG‡ for H2 deprotonation for less bulky bases, 




assistance, as formate can approach (η2-H2)NiGaL more easily than can a stronger but 
bulkier base like Vkd_iPr. Remarkably, ΔG‡ for H2 deprotonation by formate is only 2.7 
kcal/mol, which is significantly lower than the barrier for direct deprotonation by 
Vkd_iPr (26.2 kcal/mol). This low predicted barrier for H2 deprotonation by formate is in 
line with Urakawa and co-workers’ calculation of a low barrier of 5 kcal/mol for 
deprotonation of a Ru(η2-H2) complex by an outer-sphere formate molecule.360 When 
Vkd_iPr base is present in solution, formate can readily transfer the proton it accepted 
from (η2-H2)NiGaL to Vkd_iPr, which is exergonic by 4.1 kcal/mol. Thus, formate is 
regenerated and can further participate as a base in subsequent H2 deprotonation events, 
as shown in Figure 5.15. This prediction is consistent with experimental observations that 
the catalysis stops when Vkd_iPr has been consumed, as a sufficiently strong base is 
needed to drive the overall catalytic reaction starting from H2 and CO2.128-129  
Figure 5.15. H2 deprotonation by Vkd assisted by formate, along with the relevant 
structures and bond distances in (Å) for A2*, TS1-2* and A3*. Figure and results courtesy 
of Dr. Jingyun Ye.  
Therefore, it is proposed that Vkd_iPr directly deprotonates (η2-H2)NiGaL, as 
shown in Figure 5.13, until enough formate is generated in solution to serve as a proton 
shuttle between the H2 adduct and Vkd_iPr. This would mean that as formate builds up 
with time, the reaction rate should increase until the solution is saturated with formate, at 




slowed by the depletion of base. While catalysis with Vkd is too fast for this behavior to 
be observed, catalysis with tBuTMG does show an induction period during which the 
reaction rate accelerates slowly over the first ~3 h until about ~100 equiv HCO2‒ are 
generated relative to catalyst, followed by a period from ~3.5 to 7.5 hours where the rate 
remains constant at 120 h−1.128-129 Thus, the two kinetic periods observed for tBuTMG 
lend support to the computationally proposed mechanism for H2 deprotonation with 
formate assistance. A key experiment that would unambiguously support the assistance of 
formate in deprotonation would be to add [cation][formate] at the beginning of a catalytic 
trial with tBuTMG and directly compare the initial reaction rate with an identical trial in 
which no formate was added; if our hypothesis of formate assistance is correct, the 
induction period would be minimized or eliminated by the initial addition of formate. 
The proposal that formate can act as an intermediary base is also consistent with 
the observation of very low concentrations of formic acid (in a ~1:5 ratio with formate) 
during catalysis only when nearly all the Vkd_iPr base has been consumed (Figure 
A.4.7). This has been interpreted as proton transfer between formate and Vkd_iPr 
becoming slow relative to the 1H NMR timescale (500 MHz), and thus observable, when 
Vkd_iPr is depleted and not present in high enough concentration to readily accept the 
proton. The alternative explanation, that the observed formic acid resulted from an acid-
base equilibrium with [(Vkd_iPr)H][HCO2], was discounted on the basis of the 
exceedingly large difference of ~6 pKa units between [(Vkd_iPr)H]+ and formic acid 
(vide supra). Overall, the remarkably low ΔG‡ for H2 deprotonation by formate relative to 
Vkd_iPr means that the RDS will switch from H2 deprotonation to outer-sphere hydride 




5.2.5.3 Hydride Transfer to CO2: How does it Occur? 
 Three different mechanisms for hydride transfer to CO2 were considered (Figure 
5.16): (1) hydride transfer from (η2-H2)NiGaL prior to deprotonation to give a Ni(II) 
complex with both hydride and formate ligands (C2) which can then be deprotonated by 
exogenous base (blue path). (2) direct, outer-sphere, hydride transfer from [HNiGaL]− 
(A4) to CO2 (red path, also shown in Figure 5.13); and (3) an inner-sphere hydride 
transfer mechanism in which phosphine dissociation allows for the close approach and 
pre-coordination of CO2 to Ni prior to migratory insertion of CO2 into the Ni−H bond of 
A4 (black path). 
 The first mechanism involves hydride transfer occurring directly from (η2-
H2)NiGaL to CO2, rather than deprotonation occurring initially to form the anionic 
hydride species. After the H2 adduct (A2) forms, the diffusion of CO2 results in a van der 
Waals complex [(η2-H2)NiGaL][CO2], C1, which is 1.4 kcal/mol lower in energy than 
A1. The Gibbs free energy of activation (ΔG‡) for direct hydride transfer from the H2 
adduct to CO2 was found to be 33.9 kcal/mol (C1 to C2 via TSC1-2), which was deemed 
to be prohibitively high.129 From C2, the catalytic cycle would be completed by formate 
release and deprotonation of the Ni−H by Vkd_iPr, which could occur in either order or 
in a concerted fashion. This path was not investigated further because ΔG‡ for hydride 
transfer from the H2 adduct to CO2 is much larger than the highest barriers predicted for 
the other hydride transfer pathways (Figure 5.16).  Consistent with the computational 
conclusion that direct hydride transfer from the H2 adduct to CO2 is not energetically 
feasible, no products other than the H2 adduct were observed experimentally when 




that neither the H2 adduct, nor a Ni(II) dihydride species which could hypothetically be 
formed but has never been observed,97 was hydridic enough to react with CO2 to transfer 
a hydride and form intermediate C2.  
Figure 5.16. Gibbs free energy profile for CO2 hydrogenation via three different hydride 
transfer pathways. In addition to the direct, outer-sphere hydride transfer path shown in red 
(and in Figure 5.13), an inner-sphere pathway involving phosphine dissociation (Path 2 
from A4, black line), and hydride transfer from (η2-H2)NiGaL (Path 3 from C1, blue line) 
were also considered. Note that this figure and the computational results within it were 
provided by Dr. Jingyun Ye. 
 The other two possible hydride transfer pathways under consideration differ in 
whether CO2 has coordinated to Ni prior to hydride transfer. Hydride transfer to a 
coordinated CO2 ligand is referred to as inner-sphere hydride transfer or migratory 
insertion (black path, Figure 5.16), whereas hydride transfer without initial CO2 
coordination is referred to as direct, outer-sphere hydride transfer (red path, Figures 5.13 
and 5.16). The feasibility of inner-sphere hydride transfer as compared to an outer-sphere 
mechanism is a relevant distinction because metal hydrides are well-known to undergo 




That said, the hydricity of [2−H]− compared with HCO2− would also suggest that a direct 
outer-sphere mechanism should be thermodynamically favorable by ~13 kcal/mol (vide 
supra). 
For the inner-sphere mechanism, the first step involves phosphine dissociation 
from [HNiGaL]− (A4) to form B1, which has an open coordination site at Ni to which 
CO2 can bind. That CO2 binding requires the dissociation of one of the phosphine donors 
is reminiscent to the requirements for olefin binding to (η2-H2)NiML or (H)2NiML 
(chapter 4). CO2 binding to B1 to form [(H)(CO2)NiGaL]− with one unbound phosphine 
is predicted to be energetically unfavorable; instead, calculations favor CO2 closely 
approaching B1 and reacting to form an η2-O,H formate adduct (B2) without discrete 
prior coordination of CO2 to form an intermediate [(H)(CO2)NiGaL]− species. The 
transition state, TSB1-2, involves the close approach of CO2 to Ni, hydride transfer, and 
the phosphine donor re-coordinating to Ni in a concerted fashion (Figure 5.16). The η2-
O,H formate adduct (B2) ultimately converts to the more stable η1-O formate adduct 
(A7), and subsequent formate release, H2 binding, and deprotonation continue the 
catalytic cycle to regenerate [HNiGaL]− (A4). 
In comparing the energetic feasibility of the inner-sphere and outer-sphere 
hydride transfer pathways, ΔG‡ in the inner-sphere mechanism for CO2 reacting with B1 
to form η2-O,H formate adduct B2 is 13.8 kcal/mol (via TSB1-2). Since the dissociation of 
the phosphorus donor from A4 to fom B1 requires 17.1 kcal/mol of free energy, the 
overall barrier for the inner-sphere pathway is 30.9 kcal/mol. In comparison, outer-sphere 
hydride transfer has a much lower ΔG‡ of 17.8 kcal/mol relative to [HNiGaL]− (A4) and 




inner-sphere hydride transfer pathway, with the difference mostly attributable to the 
unfavorable dissociation of a phosphorus donor needed to accommodate the close 
approach of the incoming CO2 ligand. Interestingly, a linear relationship between G‡ for 
hydride transfer to CO2 and G°H‒ of the metal hydride was predicted to generally hold 
true for many different M’ML complexes studied (Figure A.4.23), indicating that more 
thermodynamically favorable hydride transfer to CO2 (ie. from M−H with lower GH− 
values) require less activation energy (ie. proceed with a lower barrier in terms of 
G‡).129 Notably, for a series of Co diphosphine catalysts in which hydride transfer to 
CO2 is the RDS, a linear relationship between log(TOF) and G°H‒ was observed,364 
which implies that the thermodynamics and kinetics of hydride transfer are linked, just as 
is predicted computationally for our bimetallic system. 
5.2.5.4 Catalytic Turnover: Formate Dissociation and H2 Binding to Complete Cycle  
In addition to the consideration of H2 deprotonation and hydride transfer to CO2, 
the relative favorability of binding H2, HCO2‒, or CO to the catalyst can also play an 
important role in CO2 hydrogenation. Highly active catalysts for CO2 hydrogenation should 
have relative binding energies that allow the release of formate (HCO2‒) and subsequent 
binding of H2, as catalytic turnover will be impeded or stopped if formate binds too 
strongly, and may require high H2 pressure, high T, and/or [Li]+ additives to facilitate. The 
dissociation of formate is proposed to be the RDS for catalysis with NiGaL based on the 
experimental observation by 31P NMR spectroscopy that the anionic η1-O formate adduct, 
[(HCO2)NiGaL]−, is the catalytic resting state throughout the course of catalysis.128 A 




Ru, Fe,and Co catalysts, the latter of which required [Li]+ additives to assist in formate 
liberation.321-322, 360, 365 In addition, CO binding was considered because CO has been 
reported as a byproduct of CO2 hydrogenation catalysis via either the reverse water-gas 
shift reaction or formate dihydroxylation, and irreversible binding of CO can ultimately 
poison the catalyst.346 These CO generation pathways will be discussed in more detail in 
section 5.2.17 on the catalyst deactivation mechanism.  
With these binding criteria in mind, H2, HCO2−, and CO binding to NiGaL were 
calculated to have ΔG° values of −0.4, −0.3, and −18.6 kcal/mol, respectively. Clearly, CO 
will outcompete H2 and formate and bind strongly to NiGaL if it is generated, and thereby 
inhibit catalytic activity. However, it is important to note that the calculated relative 
binding energies of H2 and formate are greatly influenced by whether their respective van 
der Waals complexes are considered. Considering van der Waals interactions with 
protonated Vkd base greatly stabilizes the binding of formate at NiGaL (ΔG° = −2.3 
kcal/mol), which could result from the electrostatic interaction between the protonated base 
and formate ions and from van der Waals interactions between the H atoms of Vkd and the 
O atom of formate. Overall, formate and H2 binding to NiGaL are predicted to be similarly 
favorable with ΔG° of −0.4 and −0.3 kcal/mol, respectively, but once the electrostatic and 
van der Waals interactions with Vkd and [VkdH]+ are considered, formate binding is 
predicted to be ~5 kcal/mol more favorable than H2 binding.129  
Of note, the calculated ΔG‡ for formate release from [VkdH][(HCO2)NiGaL] (2.3 
kcal/mol) is smaller than that for hydride transfer to CO2 from [HNiGaL]−[CO2] (12.2 
kcal/mol), which is calculated to be the RDS after the sufficient buildup of formate lowers 




hydride transfer relative to formate release would be expected to result in the anionic Ni 
hydride species being the catalytic resting state. Instead, the formate adduct, 
[VkdH][(HCO2)NiGaL], is observed as the catalytic resting state by 31P NMR 
spectroscopy. Of relevance, an intriguing experimental observation may help to reconcile 
this discrepancy between experiment and theory in regard to the RDS and the expected 
resting state of the catalyst. Upon the replacement of H2/CO2 with D2/13CO2, both 
[DNiGaL]− and [(D13CO2)NiGaL]− were observed during catalysis by in situ 31P NMR 
spectroscopy, in contrast to only [(HCO2)NiGaL]− being observed as the catalytic resting 
state with H2/CO2 (Figure A.4.24). While the underlying basis for these isotopic effects are 
not fully understood, the detection of both [DNiGaL]− and [(D13CO2)NiGaL]− bridges the 
apparent discrepancy between experiment and theory by suggesting that hydride transfer 
and formate dissociation likely have somewhat similar free energies of activation, such that 
using heavier isotopomers puts the two barriers on par with one another by slowing hydride 
transfer and allowing the build-up of both [DNiGaL]− and [(D13CO2)NiGaL]− during 
catalysis. The discrepancy between theory and experiment regarding formate dissociation 
highlights the fact that solvation energies for small, charged ions like formate can be 
challenging to calculate accurately, and hence, a greater degree of uncertainty exists for the 







5.2.6 Experimental Investigation of the Favorability of Formate Binding Relative to H2 
Binding 
5.2.6.1 H2/Formate Binding Study Leads to Observation of Hydride Transfer 
Reversibility 
In light of the discrepancy between theory and experiment on the thermodynamic 
and kinetic favorability of formate dissociation, further experimental studies of the 
[(HCO2)NiGaL]− species ([2−O2CH]−) were conducted. In particular, direct comparison 
of the thermodynamic favorability of formate binding to the previously measured H2 
binding energies would be desirable, since the substitution of formate by H2 seems to be 
the RDS based on in situ 31P NMR spectroscopy. Given the ease of quantifying H2 and 
N2 binding via VT 31P NMR studies (chapter 3), similar studies were attempted for 
formate binding in THF. Specifically, 31P NMR spectra of the model complex, 
[PPN][2−O2CH], were acquired at high T to determine if formate dissociates from 
[PPN][2−O2CH] to give a measurable equilibrium with 2 and [PPN][HCO2]. Figure 5.17a 
shows that only a very small amount of 2 is formed at 337 K, which is as high as spectra 
could be acquired in THF. Unfortunately, [PPN][2−O2CH] is insoluble in toluene, and so 
the boiling point of THF represented the upper T bound for commonly available NMR 
solvents. Heating [PPN][2−O2CH] for an extended period of 18 h at 333 K was seen to 
result in a greater amount of formate dissociation to give 2 (Figure 5.17b).  
Another possible complication to heating [PPN][2−O2CH] is that in addition to 
formate liberation, it is also possible for CO2 to be liberated via de-insertion 
(decarboxylation) to reform [PPN][2−H]. However, only trace amounts of [PPN][2−H] 
were observed in the VT 31P spectrum at 337 K, and none was observed after extended 




unfavorable; however, the addition of 13CO2 (1 atm) to [PPN][2−O2CH] at rt gave full 
conversion to [PPN][2−O213CH], which indicates that de-insertion can indeed occur 
under ambient conditions. Reversible CO2 insertion/de-insertion was also observed based 
on 13CO2 incorporation for several other reported examples of Ni η1-O formate 
adducts.333, 335  
Figure 5.17. (a) VT 31P NMR spectra of [PPN][2−O2CH] in THF, and (b) RT 31P NMR 
spectra of [PPN][2−O2CH] after exposure to H2 (1 or ~4 atm) or extended heating. 
 Since the formate binding equilibrium was not amenable to quantification by 
simple VT experiments, the next attempt to quantify it was made by exposure of 
[PPN][2−O2CH] to H2. Since the H2 binding energy in THF is known (section 3.3.6, 
Equation 5.5), the measurement of the equilibrium between H2 binding and formate 
binding (Keq, Equation 5.9) would then allow for the determination of the formate binding 
energy (Equation 5.6) based on the estimated dissociation constants (Kd) for 1:1 ion-
pairing in THF for {[PPN][HCO2]}ip and {[PPN][2−O2CH]}ip (Equations 5.7-5.8). In 




dilute THF solutions,358 and Kd represents the equilibrium constant for the separation of 
the ion-pair into its constituent [X]+ and [Y]− ions.  
Equilibrium        ΔG° (kcal/mol) 
____________________________________________________________________________________________________________ 
2−H2  ⇌  2 + H2            +1.364∙log(𝐾 )  (Eqn 5.5) 
[HCO2]− + 2  ⇌  [2−O2CH]−     −1.364∙log(𝐾 )  (Eqn 5.6) 
{[PPN][HCO2]}ip  ⇌  [HCO2]− + [PPN]+  −1.364∙log(𝐾 [ ][ ]) (Eqn 5.7) 
[PPN]+ + [2−O2CH]−  ⇌ {[PPN][2−O2CH]}ip  +1.364∙log(𝐾 [ ][𝟐 ]) (Eqn 5.8)
 
____________________________________________________________________________________________________________ 
2−H2 + {[PPN][HCO2]}ip  ⇌  {[PPN][2−O2CH]}ip  +  H2    −1.364∙log(𝐾 )   (Eqn 5.9) 
Surprisingly, the exposure of [PPN][2−O2CH] to ~4 atm H2 did not result in the 
observation of an equilibrium between 2−H2 and [PPN][2−O2CH] (Equation 5.9), but 
instead formed a small amount of [PPN][2−H] (~14% conversion from [PPN][2−O2CH]) 
via an unknown mechanism. It is possible that the addition of H2 results, for some 
unknown reason, in an increased amount of decarboxylation from [PPN][2−O2CH] to 
give [PPN][2−H]. A few different possible mechanisms have been proposed (Figure 
5.18). The possibilities include: (1) initial formation of 2−H2 followed by deprotonation 
by formate to give [PPN][2−H] and formic acid; (2) initial formation of 2−H2, which 
leads to an equilibrium with 2 when H2 dissociates, and subsequent reaction of 2 and 
[PPN][2−O2CH] facilitates CO2 loss via a bimolecular formate complex; and (3) 





Figure 5.18. Possible mechanisms for reversion of [PPN][2−O2CH] to [PPN][2−H] 
under an H2 atmosphere. The unimolecular CO2 loss TS was calculated by Dr. Jingyun 
Ye (section 5.2.5.1). 
 The deprotonation of 2−H2 with formate to give [PPN][2−H] and formic acid 
seems to be the simplest explanation; however, in this instance there is not a strong base 
like Vkd to which formic acid can ultimately transfer the proton. Therefore, it seems that 
the pKa difference of ~6 units between formate and 2−H2 would make proton transfer to 
give [PPN][2−H] and formic acid unfavorable (vide supra). Furthermore, no formic acid 
was observed by 1H NMR in a preliminary experiment. Therefore, H2 exposure inducing 
CO2 loss is favored. To test whether a bimolecular mechanism was operative, 2 and 
[PPN][2−O2CH] were mixed in a 1:1 ratio in THF, which resulted in the observation of a 
new broad resonance at ~36 ppm by 31PNMR spectroscopy, but no formation of 
[PPN][2−H]. Additionally, the bimolecular mechanism would yield 2 and [PPN][2−H] in 
a 1:1 ratio, in contrast to the lack of formation of 2. Thus, a unimolecular decarboxylation 
mechanism is favored, which is somehow promoted by the addition of H2; such a 





 These experiments collectively suggest that de-insertion of CO2 to regenerate 
[2−H]− is relatively facile under the ambient conditions under which catalysis is run. The 
reversibility of hydride transfer, along with the previously studied reversibility of both 
the H2 binding and deprotonation steps, prompted the examination of whether catalysis 
could be run in the reverse direction for 2. That is, could [VkdH][HCO2] be catalytically 
converted to H2, CO2, and Vkd base? The ability to catalyze this reaction in both 
directions depending on the reaction conditions is critical for utilizing formic acid and 
formate derivatives as reversible H2 storage media. Preliminary studies showed that the 
addition of 1 equiv [VkdH][HCO2] to 2, followed by evacuation of the headspace and 
allowing the mixture to react overnight, resulted in the detection of small amounts of both 
H2 and CO2 by headspace GC-MS analysis, whereas a control GC-MS sample did not 
show the presence of these gases. More rigorous quantification would be needed to gauge 
whether the reverse reaction was catalytic and proceeding at an adequate rate, but the fact 
that the reaction proceeds in the reverse direction to any extent is further evidence that 
the individual equilibria in the catalytic cycle are well-matched in energy (ie. no step is 
too favorable or unfavorable). 
5.2.6.2 Indirect Measurement of the Binding Energy of Formate 
 Although it is interesting that [PPN][2−O2CH], the catalytic resting state, reverts 
to [PPN][2−H] to some extent under an H2 atmosphere, the initial experiment of exposing 
[PPN][2−O2CH] to H2 was ultimately unsuccessful in that it did not allow for the 
measurement of a binding equilibrium between H2 and formate, as originally desired. 
Thus, an alternative means of measuring the binding energy of formate was needed. An 




multiple species prompted a series of experiments to indirectly measure the formate 
binding energy. Namely, it was hoped that CH3CN could serve as an intervening ligand 
that binds more strongly than H2 but more weakly than formate, such that the binding 
equilibria between CH3CN and H2 along with that between CH3CN and formate could 
both be independently measured. If that were the case, because the H2 binding energy is 
known, the absolute binding energies of CH3CN and formate could then be determined 
relative to H2.  
A preliminary VT 31P NMR study of 2 in the presence of ~1.2 equiv of CH3CN in 
THF showed that CH3CN binds to 2, giving rise to a sharp 31P resonance at 40.55 ppm, 
with little change (<0.2 ppm) in the chemical shift is observed upon increasing T up to 
the boiling point of THF. Thus, just as was the case for formate binding, CH3CN binds to 
2 more strongly than H2, and too strongly to directly measure by VT experiments. 
However, if CH3CN also binds more weakly than formate, then it could satisfy the 
criteria for being an intervening ligand. Equations 5.10-5.17 show how utilizing CH3CN 
as an intervening ligand allows for the determination of the binding energy for formate to 
2. If 𝐾 , the equilibrium constant between H2 and CH3CN binding can be measured 
(Equation 5.12), then ΔG° for CH3CN binding can be determined (Equation 5.10), since 
ΔG° for H2 binding is known (Equation 5.11). 
Equilibrium       ΔG° (kcal/mol) 
____________________________________________________________________________________________________________ 
2 + CH3CN ⇌  2−NCCH3           −1.364∙log(𝐾 )  (Eqn 5.10) 
2−H2  ⇌  2 + H2            +1.364∙log(𝐾 )  (Eqn 5.11) 
____________________________________________________________________________________________________________ 




From there, the binding energy of formate (Equation 5.17) can be determined 
based on the following: (1) the measurement of 𝐾 , the equilibrium constant between 
CH3CN and formate binding (Equation 5.13); (2) the now known ΔG° for CH3CN 
binding, as determined using Equations 5.10-5.13 (Equation 5.14); and (3) the estimated 
dissociation constants (Kd) for 1:1 ion-pairs in THF of {[PPN][HCO2]}ip and 
{[PPN][2−O2CH]}ip (Equations 5.15-5.16). 
Equilibrium                ΔG° (kcal/mol) 
____________________________________________________________________________________________________________ 
2−NCCH3 + {[PPN][HCO2]}ip ⇌ {[PPN][2−O2CH]}ip + CH3CN  −1.364∙log(𝐾 )  (Eqn 5.13) 
2 + CH3CN ⇌  2−NCCH3                           −1.364∙log(𝐾 )     (Eqn 5.14) 
[HCO2]− + [PPN]+ ⇌ {[PPN][HCO2]}ip              +1.364∙log(𝐾 [ ][ ])    (Eqn 5.15) 
{[PPN][2−O2CH]}ip ⇌ [PPN]+ + [2−O2CH]−        −1.364∙log(𝐾 [ ][𝟐 ])    (Eqn 5.16) 
____________________________________________________________________________________________________________ 
2 + [HCO2]− ⇌ [2−O2CH]−       −1.364∙log(𝐾 )       (Eqn 5.17) 
To test the relative binding favorability of CH3CN and formate, 1.2 equiv CH3CN 
were added to [PPN][2−O2CH] in THF, and the J. Young NMR tube was allowed to mix 
using a turntable (at ~16 rpm) until the reaction reached equilibrium, as judged by the 
relative integrals of the resonances observed by 31P NMR spectroscopy. Likewise, the 
relative binding favorability of CH3CN and H2 were tested by exposure of a mixture of 2 
and 1.2 equiv CH3CN to 1 atm and ~3.8 atm H2. The resulting 31P NMR spectra for both 







Figure 5.19. 31P NMR spectra (161.9 MHz, THF) showing the binding equilibrium 
between CH3CN and H2 (left) and that between CH3CN and formate (right) for binding to 
NiGaL (2). 
 Gratifyingly, both H2 and formate binding were found to be in equilibrium with 
CH3CN binding. Fast interconversion between 2−NCCH3 and 2−H2 was observed 
relative to the 31P NMR timescale (161.9 MHz) at 298K, which allowed for the 
evaluation of 𝐾  based on the observed chemical shift, as described in chapter 3, along 
with the known H2 pressure and CH3CN concentration (Figure 5.19, Equation 5.12). 𝐾  
was determined to be 4(3) x 103 atm/M based on the average for trials under 1 and ~3.8 
atm H2, which equates to ΔG° = −4.8(5) kcal/mol for Equation 5.12. Since ΔG°= 0.1(1) 
kcal/mol for H2 binding to 2 in THF (Equation 5.11), ΔG° for CH3CN binding to 2 was 
then found to be −4.7(6) kcal/mol (Equation 5.10). 
In contrast, the interconversion of (CH3CN)NiGaL (2−NCCH3) and 
[PPN][2−O2CH] was slow relative to the 31P NMR timescale (161.9 MHz) at 298 K, 
allowing for the 𝐾  to be evaluated based on the relative integrals of the 31P resonances 
and the known concentrations of CH3CN and [PPN][HCO2] (Figure 5.19, Equation 5.13). 




Equation 5.13. From the H2/CH3CN binding equilibrium, ΔG° for Equation 5.14 was 
found to be −4.7(6) kcal/mol. ΔG° for Equations 5.15-5.16 are dependent on the Kd 
values for the dissociation of the 1:1 ion pairs, which Morris and others have shown can 
be estimated using the Fuoss equation to within one order of magnitude of the 
conductometrically measured values.358 Equation 5.18 shows the Fuoss equation for 
estimating Kd, where b = (−e’2)/(aϵkT), e’= 4.80 x 10−10 esu, NA is Avagadro’s number, k 
= 1.38 x 10−16 erg/K, ϵ is the dielectric constant (7.58 for THF), T is the temperature in 
Kelvin, and a = the inter-ion distance, which is equal to the sum of the Fuoss ion-pair 
radii, r+ and r−, for the monocation and monoanion (in cm).366 
Kd = (3000eb)/(4πNAa3)   (Eqn 5.18) 
Morris and co-workers utilized the crystal structures to determine the Fuoss ion-
pair radii, r+ and r−, for the monocation and monoanion.229, 358 Using the approximation 
that the crystallographic volume of a non-hydrogen atom is 18 Å3, the volume of [PPN]+, 
[HCO2]−, and [2−O2CH]− were determined. The Fuoss ion-pair radii were then estimated 
by assuming each ion to be spherical, such that V=(4/3)πr3. Using this method, the Fuoss 
ion-pair radii for [PPN]+, [HCO2]−, and [2−O2CH]− were determined to be 5.51, 2.34, and 
7.39 Å, respectively. The inter-ion distances for {[PPN][HCO2]}ip and 
{[PPN][2−O2CH]}ip were then determined to be 7.86 and 12.80 Å by adding the Fuoss 




 were then 
determined to be 5.7 x 10−5 M and 5.3 x 10−4 M (Equation 5.18), which results in ΔG° 
values of −5.8 kcal/mol and +4.5 kcal/mol for Equations 5.15 and 5.16, respectively. 
These Kd values are within the typical range of 10−4 to 10−8 M for ion-pair concentrations 




order of magnitude based on the work of Morris and co-workers, it stands to reason that 
the error will be minimized because both opposing Kd estimates being considered here 
will be incorrect for the same reasons, and likely in the same direction, relative to their 





 because stronger ion-pairing is expected between 
ions with smaller Fuoss radii, and [HCO2]− is considerably smaller than [2−O2CH]− (vide 
supra). This can be seen mathematically by closely examining the Fuoss equation, and 
can also explain why [Li]+ salts typically form the stronger ion-pairs than [Na]+ or [K]+ 
salts.  
 Summing up the ΔG° values for Equations 5.13-5.16 gives ΔG° = −6.5(8) 
kcal/mol for the binding energy of formate (Equation 5.17), with the difference in ΔG° 
between the two ion-pair dissociations, 1.3 kcal/mol, considered to have an error of ~0.5 
kcal/mol (Equations 5.15-5.16). Thus, formate binding to 2 is ~6.6 kcal/mol more 
favorable than H2 binding in THF. This large difference means that nearly all of 2 will be 
present as [2−O2CH]− rather than 2−H2 during catalysis, which is in line with 
[VkdH][2−O2CH] being observed as the catalytic resting state by in situ 31P NMR 
spectroscopy. Based on ΔΔG° of 6.6(8) kcal/mol between formate and H2 binding, Figure 
5.20 shows the % of the catalyst that is not in the catalytic resting state, 
[VkdH][2−O2CH], over the time course of catalysis, where the concentration of formate 
generated over time was determined for catalytic trials collected under 1 and 34 atm 
H2/CO2 (Table 5.1, entries 1 and 3).128 For the purposes of this plot, the % of active 




2−H2 formed in the binding equilibrium with [VkdH][2−O2CH] is assumed to enter the 
catalytic cycle and react productively to generate formate (Figure 5.20).  
Figure 5.20. Plot of % of active catalyst not in the catalytic resting state, 
[VkdH][2−O2CH], over the time course of catalysis under 1 or 34 atm H2/CO2. 
The higher pressure of H2 results in a slightly greater portion of the catalyst 
binding H2 and continuing on in the catalytic cycle from the catalytic resting state, 
[VkdH][2−O2CH] (Figure 5.20). Likewise, the formate concentration increases as time 
goes on during catalysis, resulting in a greater amount of the catalyst in which formate is 
bound at later time points (Figure 5.20). The extremely low relative concentration of the 
catalyst that is not in the catalytic resting state at any given time prompts the question of 
whether formate must actually dissociate for H2 to bind and the catalytic cycle to 
continue. Alternatively, one could imagine a concerted mechanism in which H2 reacts 
directly with [VkdH][2−O2CH] across the Ni−O bond to directly regenerate 




deprotonation of the bound H2 unit. However, a transition state that was energetically 
reasonable was not found computationally for the concerted mechanism. Interestingly, 
the DFT-predicted mechanism which calls for formate dissociation from 
[VkdH][2−O2CH], followed by H2 binding and deprotonation assisted by an outer-sphere 
formate, is nearly the same as that proposed by Urakawa and co-workers for a Rh 
catalyst.360 
5.2.7 Ion-Pairing and Potential Hydrogen-Bonding in [cation][2−H] and 
[cation][2−O2CH] 
5.2.7.1 Effect of Ion-Pairing on Formate Dissociation 
 Given that formate dissociation is endergonic by ~6.5 kcal/mol, the effect of ion-
pairing could be utilized as one means to promote formate liberation. Figure 5.21 shows 
that the addition of 1 atm CO2 to [Li(THF)x][2−H] results in the formation of 2, with the 
liberation of [Li][HCO2], rather than the formation of an anionic formate adduct, 
[Li(THF)x][2−O2CH]. This is in contrast to the reactivity of [cation][2−H] (cation = PPN, 
VkdH) with CO2, where the anionic formate adduct was formed without any initial 
observation of 2 forming from formate dissociation (Figure 5.8). Thus, it seems that the 
liberation of [Li][HCO2] is promoted by the stronger ion-pairing in the resulting 
[Li][HCO2] complex compared with [PPN][HCO2] or [VkdH][HCO2], which would form 







Figure 5.21. 31P NMR spectra (161.9 MHZ, THF-d8) showing the addition of 1 atm CO2 
to [Li(THF)x][2−H], as performed by Matt Vollmer. Comparison spectra for the 
analogous reaction with [PPN]+ and [VkdH]+ cations were previously shown in Figure 
5.8. 
This prediction is validated by the estimates obtained for Kd for the 1:1 ion-pairs 
in THF for the various formate salts, {[cation][HCO2]}ip, as the [Li]+, [VkdH]+, and 
[PPN]+ salts are estimated using Equation 5.18 to have Kd values of 8.0 x 10−8 M, 1.9 x 
10−5 M, and 5.7 x 10−5 M, respectively.358, 366 These Kd values indicate that the ion-
pairing in [Li][HCO2] is stronger than that for [VkdH]+ and [PPN]+ by 3.2 and 3.9 
kcal/mol, respectively, in terms of the difference in ΔG° values for ion-pair dissociation. 
Furthermore, the ion-pairing in [Li][HCO2] is also estimated to be substantially stronger 
than that in the hypothetical [Li][2−O2CH] complex, by 4.4 kcal/mol. In contrast, the ion-
pairing in [cation][HCO2] is only stronger than that in [cation][2−O2CH] by 1.3 and 1.8 
kcal/mol for [PPN]+ and [VkdH]+, respectively, which is apparently not enough to 
overcome the favorable binding energy of formate to 2. However, it should also be noted 




which will increase the Fuoss ion-pair radii and weaken the ion-pairing for [Li]+ relative 
to the other cations. The weakening of the ion-pairing would be fairly dramatic if three 
THF molecules coordinate to give [Li(THF)3]+ cations, with the ion-pairing estimated to 
be weakened by ~3 kcal/mol and ~0.6 kcal/mol relative to [Li][HCO2] and 
[Li][2−O2CH], respectively, based on the predicted larger radius of [Li(THF)3]+. 
Alternatively, [Li][HCO2] is likely only sparingly soluble in THF, and so its precipitation 
from solution as a salt could also be important to the dissociation of formate occurring. 
 Given the stronger ion-pairing of formate with the [Li]+ cation, one strategy that 
could be utilized to help promote formate dissociation and increase the catalytic rate of 
formate generation is to add [Li]+ salts as catalytic additives. This strategy has been 
routinely employed by Hazari, Bernskoetter, and co-workers to achieve dramatic 
improvements in the TON and TOF for CO2 hydrogenation to formate with Fe and Co 
pincer catalysts relative to their catalytic performance in the absence of [Li]+ additives. 
For example, the [Co(PN(Me)P)(CO)2][Cl] catalyst was reported to generate 10,000 
turnovers of formate in 16 h at 68 atm of 1:1 H2/CO2 and 353 K with 80,000 equiv DBU 
base (1,8-diazabicyclo[5.4.0]undec-7-ene) and 10,600 equiv [Li][OTf] additive; however, 
in the absence of [Li][OTf] additive only 460 turnovers were reported under otherwise 
identical conditions.321 Similarly, for an Fe pincer catalyst also reported by Hazari and 
Bernskoetter, a formate TON of 58,990 is reported over 24 h under the previously 
described conditions with 16,000 equiv [Li][OTf], as compared to a TON of 2790 
without [Li][OTf] as an additive.322 Given the dramatic improvements observed for these 
catalysts, along with the observation of formate liberation after the addition of CO2 to 




and TOF could also be achieved in our system simply by adding [Li][OTf] as an additive. 
This has not been explored to date, but could be a promising avenue for improving 
catalytic performance within the framework of the current system. 
5.2.7.2 Does the Nonclassical Hydrogen Bonding Interaction Observed in the Solid-State 
Structure of [2−O2CH]− Persist in Solution? 
 As shown in the solid-state structure of [PPN][2−O2CH] in Figure 5.10, a short 
contact of 2.24 Å was observed between the oxygen atom of formate which is not 
coordinated to Ni and one of the ligand methine hydrogen atoms. While this could simply 
be an artifact of crystal packing in the solid-state, similar C−H---O nonclassical hydrogen 
bonds have been proposed in the literature. In nonclassical C−H---O hydrogen bonded 
dimers, gas phase H---O distances between 2.1 and 2.5 Å have been predicted.370 Thus, 
the 2.24 Å H---O solid-state distance observed in [PPN][2−O2CH] is short enough to be 
in this range, and is also well within the sum of the van der Waals radii for O and H (2.7 
Å).371 Furthermore, classical hydrogen bonding between the non-coordinated oxygen 
atom of formate and more protic NH moieties has previously been reported by Hazari, 
among others.372  
VT 1H NMR studies of [PPN][2−O2CH] in THF-d8 were conducted to assess 
whether the close contact, which could potentially be a nonclassical hydrogen bond, 
persists in solution. The 1H NMR spectrum of [PPN][2−O2CH] at 298 K was shown in 
Figure 5.9. One interesting spectral feature is that one of the two methine HC(CH3)2 
proton resonances on each ligand arm has a similar chemical shift (~2.8 ppm) to the 
methylene CH2 protons. This is highly unusual, as typically the methine protons resonate 




resonances have not been observed to overlap like this in any other bimetallic complex 
studied to date, to my knowledge, over a wide range of T.  
Two possible explanations could explain the abnormally downfield shift of one of 
the methine proton resonances [PPN][2−O2CH]. One explanation would be that the 
formate ligand is bulkier than most apical ligands previously examined, which requires 
the ligand to twist and distort more than is typical. To this point, the twist can be 
quantified by examining the average P−Ni−M−Neq dihedral angle, which is larger in 
[PPN][2−O2CH] (20.6°) compared with [PPN][2−H] (11.7°), which has a much less 
sterically demanding terminal hydride ligand. This greater distortion of the ligand in 
[PPN][2−O2CH] could render the chemical environments of the inequivalent methine and 
methylene protons are more disparate than is typical, which would result in a greater 
separation in the chemical shifts for the two methine protons, with one much more 
downfield than the other. An alternative explanation would be that the nonclassical 
hydrogen bonding C−H---O interaction persists in solution, but is fluxional such that one 
ligand methine proton on each ligand arm is interacting with the formate oxygen at any 
given time. One of the two methine hydrogen atoms on each arm is typically oriented 
toward Ni such that this would be feasible, and the interaction between the relatively 
electronegative oxygen atom and the methine hydrogen nuclei would result in a greater 
de-shielding of the latter, resulting in one of the two sets of methine protons resonating 
further downfield than usual in the 1H NMR spectrum. 
A good experiment which could lend insight into which of the two explanations 
holds more merit would be a VT 1H NMR study of the [PPN][(tBuO)NiGaL] complex, 




subsequent salt exchange with [PPN][BArF]. Tert-butoxide is an apical ligand of similar 
steric bulk to formate which would likely require a similarly large ligand distortion to 
accommodate it, but the tBu group would not be able to engage in a hydrogen bond with 
a methine hydrogen atom. Therefore, if the methine protons in [PPN][(tBuO)NiGaL] 
have a large separation in chemical shift, with one of the two equivalent sets giving rise 
to a resonance that is shifted downfield and approaching or overlapping with the 
chemical shift of the methylene protons, as was the case for [PPN][2−O2CH], then the 
steric bulk of the apical formate ligand leading to disparate chemical environments for 
the inequivalent methine protons is likely the best explanation for this spectral anomaly. 
On the other hand, if the methine protons in [PPN][(tBuO)NiGaL] both resonate in their 
typical positions upfield of the methylene protons, the persistence of the nonclassical 
hydrogen bonding interaction would be a more likely explanation.  
Another potential technique that can lend insight into a potential hydrogen 
bonding interaction with formate is IR spectroscopy. The two inequivalent IR stretches in 
the solid-state of coordinated formate are slightly more similar in [PPN][2−O2CH] (Δν = 
281 cm−1) than in two other η1-O formate adducts of Ni (Δν = 309 and 311 cm−1) reported 
by Darensbourg, Hazari, and their respective co-workers.335-336 A C−H---O=C hydrogen 
bonding interaction with the carbonyl oxygen atom would be expected to slightly weaken 
the C=O bond, leading to a lower stretching frequency that is slightly closer relative to 
that for the other C−O bond of formate. That said, this shift is minor and the assignment 
of the lower frequency ν(C−O) as 1339 cm−1 is tentative, so this is a fairly inconclusive 




perhaps solution-state IR studies could also be useful in determining the persistence, or 
lack thereof, of a nonclassical hydrogen bonding interaction in solution. 
5.2.7.3 Effect of Ion-Pairing and Potential Dihydrogen Bonding in [cation][2−H] 
Complexes 
Although the 1H and 31P chemical shifts do not change significantly in 
[cation][2−H] complexes (cation=Li, PPN, VkdH), the broadness of the hydride 
resonance is clearly impacted by the cation, as shown in Figure 5.4a. Specifically, the 
hydride resonance in [VkdH][2−H] is much sharper than those in for the [Li]+ and [PPN]+ 
analogues. Since the hydride resonance was relatively more resolved in [VkdH][2−H], 
and H2 loss from [VkdH][2−H] is calculated to be relatively facile via a transition state 
with a short H−H distance, the presence of a hydrogen bonding interaction between the 
protic hydrogen of [VkdH]+ and the hydridic hydrogen of [2−H]− was considered as a 
possible reason for the relative decrease in linewidth for the hydride resonance in 
[VkdH][2−H]. 
A similar hydrogen bonding interaction between an acidic W−H complex and a 
hydridic Ni−H complex was characterized by Peruzzini and co-workers. This type of 
hydrogen bonding interaction between protic and hydridic hydrogen atoms which are in 
close proximity and may react to release H2 is relatively rare, and has been termed 
dihydrogen bonding. Peruzzini and co-workers characterized the dihydrogen bond 
between the two metal hydrides via T1(min) relaxation studies, with the close proximity 
of the two hydrogens resulting in a significantly lower T1(min) value for the hydride 
resonance of the Ni−H, by ~400 ms relative to its T1 values in the absence of the other 




contributions to relaxation stemming from the close spatial proximity of the two 
hydrogens in the dihydrogen bond.  
A similar T1(min) study was conducted to probe the presence of a dihydrogen 
bonding interaction in [VkdH][2−H], which also has been found to undergo rapid 
exchange of free H2, bound H2, and the hydride ligand relative to the 1H NMR timescale 
(400 MHz) at 298 K that can be slowed to allow all three species to be observable at low 
T in THF-d8. Figure 5.22 shows the T1 profile for the hydride resonance of [VkdH][2−H] 
in comparison to that of [PPN][2−H]. 
Figure 5.22. T1 relaxation time of hydride resonance (in s, measured at 400 MHz) vs. T 
for [cation][2−H] complexes (~10 mM in THF-d8) under 1 atm of both Ar and H2. 
 The T1 values were examined for both [cation][2−H] complexes under both Ar 
and H2 (1 atm in each case) to verify that the exchange of the hydride ligand with free H2 
did not impact the T1 values for [VkdH][2−H], which was generated in situ from 2 and a 




essentially identical under Ar and H2. Likewise, the presence of an Ar or H2 atmosphere 
also did not lead to drastic changes in the T1 profile for [PPN][2−H], with slightly lower 
T1 values observed under Ar (Figure 5.22). Different T1 behavior was observed for 
[VkdH][2−H] and [PPN][2−H], with the latter passing through a minimum at ~233 K 
with T1(min) = 0.49(5) s, while the T1 values for the former continuously decreased with 
T. Furthermore, the T1 values are significantly lower, by ~600 ms on average, for the 
hydride resonance of [VkdH][2−H] compared with that of [PPN][2−H], which was taken 
to be a potential indicator of dihydrogen bonding in the study performed by Peruzzini and 
co-workers.373 That the T1 relaxation behavior for the hydride would be so different for 
the same anionic hydride with different cations was intriguing, and would seem to 
suggest that the differences stem from different ion-pairing interactions with the cation.  
If a dihydrogen bond is formed in [VkdH][2−H], then it would make intuitive 
sense that this weak interaction would become more prevalent in solution at lower T, 
potentially explaining the continual decrease of T1 with decreasing T observed for the 
hydride resonance of [VkdH][2−H]. To test the hypothesis that a bona fide dihydrogen 
bond was the cause of the lower T1 values and lack of a T1(min) value (over the range of 
193 K to 298 K) for the hydride of [VkdH][2−H], a T1 profile of [VkdMe][2−H], a close 
analogue which only differs in the substitution of a [P−Me]+ for the [P−H]+ unit on the 
Vkd cation, was also obtained. The T1 profile for [VkdMe][2−H] was found to be very 
similar to that of [VkdH][2−H], with T1 decreasing and somewhat levelling off at low T 
(Figure 5.22). The similarity of the T1 values for [VkdMe][2−H] and [VkdH][2−H] 
suggests that a dihydrogen bond likely is not formed, but rather that the differences in T1 




general differences in ion-pairing. In retrospect, [VkdMe][2−H] was not the perfect 
control, as a methyl group is still small and is expected to carry a partial positive charge 
which could interact with the hydridic Ni−H similarly to [VkdH]+; [VkdR][2−H] with a 
bulkier alkyl group (R) would be a better control, as this would perturb the ion-pairing to 
a large extent and might result in T1 behavior approaching that seen for [PPN][2−H]. 
Consistent with the conclusion that no dihydrogen bond is formed, a distance of 2.76 Å is 
predicted for the two hydrogen atoms in question in [VkdH][2−H], which is much longer 
than the calculated distances of 2.41 Å for the Ni−H----H−W dihydrogen bonding 
interaction reported by Peruzzini and co-workers.373 
 One other interesting observation regarding the ion-pairing of [K(THF)x][2−H], 
that likely also applies to the other alkali metal ion-pairs of [2−H]− as well, is that [K]+ 
appears to interact with the aryl rings of the ligand if it is not chelated by either THF or 
2,2,2-cryptand. In support of this, the aryl protons shift dramatically upfield by ~0.1 ppm 
by 1H NMR spectroscopy upon the chelation of [K][2−H] by 2,2,2-cryptand, compared to 
< 0.05 ppm shifts for the aryl protons typically observed in entirely different bimetallic 
complexes. Additionally, 31P NMR studies revealed that the phosphorus nuclei in 
[K][2−H] are inequivalent in a ~2:1 ratio in C6D6, with three-fold symmetry restored and 
the typical sharp 31P peak observed upon the addition of 2,2,2-cryptand or re-dissolving 
the same sample in THF (Figure A.4.25). These experiments and spectroscopic data are 
consistent with [K]+ coordinating to one or two of the aryl rings unless it is chelated by 
2,2,2-cryptand or THF. The interaction of [K]+ with the aryl rings of the ligand had 




apparently preferred for [K][2−H] in benzene solution rather than direct interaction of 
[K]+ with the metal hydride itself. 
5.2.8 Exploring the Effect of the Supporting Metal: Synthesis and Characterization of a 
Series of Anionic [HNiML]− Complexes by 1H NMR Spectroscopy and X-ray 
Crystallography 
 In light of the excellent catalytic activity of 2 for CO2 hydrogenation, which has 
been shown to proceed via the anionic Ni(0) hydride, [2−H]−, the propensity of the other 
group 13 supporting metals to stabilize analogous [HNiML]− species (M=Al, In) was 
investigated. The same synthetic routes were utilized as previously described for 
[PPN][2−H], as originally carried out by Matt Vollmer.128 Namely, the addition of 1.1 
equiv nBuLi to NiML (M=Al, In) generated [Li(THF)x][HNiML] in situ, and subsequent 
salt-exchange as previously described with [PPN][BArF] yielded [PPN][HNiAlL] 
([PPN][1−H]) and [PPN][HNiInL] ([PPN][3−H]) in adequate yields of ~25% and ~75%, 
respectively. This synthetic protocol is highly convenient in that it bypasses the difficult 
process of removing triethylborane that originally plagued the purification of 
[M(THF)x][HNiML] synthesized using MHBEt3. The initial 1-butene by-product formed 
via β-hydride elimination is volatile, and subsequent purification utilizes the differences 
in solubility of [PPN][HNiML] and [Li][BArF], with the former precipitating out of a 
concentrated THF solution (~1-2 mL) layered with a copious amount of diethyl ether 
(~15 mL).  
The relatively lower yield of [PPN][1−H] hinted at its instability, as did the 
original observation that the addition of NaHBEt3 to 1 only resulted in ~25% conversion 




point, even storing [PPN][1−H] as a solid at −35°C in the freezer resulted ~15% 
decomposition to 1 over the course of one month, which could fortunately be removed 
via additional washing with benzene and extraction into THF. Figure 5.23 shows the 1H 
spectrum of [PPN][3−H], and Figure 5.24 shows a comparison of the 31P NMR spectra 
(left) and the 1H NMR spectra of the hydride region (right) for the trio of [PPN][HNiML] 
complexes (M=Al, Ga, In). 
Figure 5.23. 1H NMR spectrum of [PPN][3−H] (400 MHz, THF-d8). Solvent peaks for 
THF (*) and residual benzene (^) are denoted. Close-ups of aryl region with resolved 




Figure 5.24. Stacked 31P NMR spectra (left, 161.9 MHz) and 1H NMR spectra of the 
hydride region (right, 400 MHz) for [PPN][HNiML] complexes (M=Al, Ga, In) in THF-
d8 at 298 K. A close-up of the hydride resonance for [PPN][1−H] is shown with resolved 
2JPH coupling. 
 [PPN][3−H] exhibits C3v symmetry in solution, as each of the three ligand arms 
are equivalent at 298 K in THF-d8, giving rise to four aryl, one methylene, one methine, 
and one methyl resonance (Figure 5.23). [PPN][1−H] and [PPN][2−H] are similarly C3v-
symmetric at 298 K (Figure A.4.4), with C3 symmetry observed at lower T for each of the 
three complexes, as the methylene, methine, and methyl protons become inequivalent 
(see Figures A.4.26-A.4.28 for VT 1H NMR spectra). The coalescence of the methylene 
protons was also measured, just as described previously and in section 4.2.4.4,101, 231, 298 
and ΔG‡MC in THF-d8 was determined to be 13.4(1), 14.2(1), and 12.7(1) for 





Figure 5.25. Summary plot of methylene coalescence barriers (in kcal/mol) for NiML, 
(L’)NiML, [PPN][HNiML], and [PPN][(OCHO)NiML] complexes vs. Ni−P solid-state 
bond distance (in Å). Note that all charged complexes were measured in THF-d8, all 
neutral complexes were measured in toluene-d8, and all ΔG‡MC values have a standard 
deviation of ±0.1 kcal/mol. 
A lower ΔG‡MC is observed for [PPN][HNiML] with In as the supporting metal 
compared to Ga, just as was found for isostructural NiML, (η2-H2)NiML, and (OC)NiML 
complexes (section 4.2.4.4). However, this is the first case where M=Al does not have a 
higher ΔG‡MC than M=Ga and M=In for a series of isostructural complexes. Interestingly, 
all [PPN][HNiML] complexes have lower ΔG‡MC values than [PPN][2−O2CH], which 
has a barrier of 15.5(1) kcal/mol. This is likely due to the decreased flexibility of the 
ligand in [PPN][2−O2CH] as a result of the increased distortion required to accommodate 
the bulkier formate ligand compared with the terminal hydride in [PPN][HNiML]. 




increases the phosphine lability and decreases ΔG‡MC, the introduction of a hydride 
ligand has a very similar effect, with ΔG‡MC for [PPN][HNiML] complexes in THF-d8 
found to be nearly identical to those for (η2-H2)NiML complexes in toluene-d8 (Figure 
5.25). The low barriers for [PPN][HNiML] complexes despite short Ni−P bonds, as well 
as the high barrier for [PPN][2−O2CH] despite elongated Ni−P bonds, both serve to 
illustrate that an elongated Ni−P distance is only part of what allows for a low methylene 
coalescence barrier. Other factors include whether an additional ligand is bound, as well 
as the steric bulk of the added ligand and the required distortion of the phosphinoamide 
ligand to accommodate its binding. 
One other interesting observation from the 1H NMR spectra of [PPN][HNiML] is 
that the hydride resonance varies dramatically in broadness depending on the supporting 
metal in the [PPN][HNiML] complexes (Figure 5.24). The difference between the 
hydride resonance for [PPN][2−H] and [PPN][1−H] is particularly extreme, with a very 
broad resonance spanning ~3 ppm observed for the former compared with a sharp 
resonance with resolved 2JPH coupling for the latter. These differences in broadness are 
not well understood at the present time. Of note, the 2JPH coupling constant of 35.2 Hz 
observed for [PPN][1−H] is similar to that observed for [Na(THF)x][2−H] (34.8 Hz in 
~2:1 THF-d8/C6D6) and that for a similar triphosphine-ligated, terminal Ni−H reported by 
Peters and co-workers (36 Hz).189 
Three-fold symmetry was observed by 31P NMR spectroscopy for all 
[PPN][HNiML] complexes at all T, and the 31P resonances for the [PPN]+ and [HNiML]− 
fragments integrate in the expected ~2:3 ratio. The 31P resonance for [HNiML]− shifts 




isostructural series of NiML and (η2-H2)NiML complexes. For the NiML complexes, this 
downfield shift in the 31P resonances was accompanied by elongation of the solid-state 
Ni−P distances, which collectively was attributed to a decrease in Ni→P π-back-donation 
upon varying the supporting metal down group 13.97 A similar trend is observed for 
[PPN][HNiML] complexes, with the average Ni−P solid-state distances elongating from 
2.145(1) to 2.164(7) to 2.212(2) Å for the Al, Ga, and In analogues, respectively, as the 
31P nuclei become more de-shielded and the resonance shifts downfield (Figure 5.24, 
Table A.4.9). Therefore, the Ni→P π-back-donation is proposed to decrease upon varying 
the supporting metal down group 13 for the trio of [PPN][HNiML] complexes as well. It 
should be noted that the Ni−P solid-state distances in the [PPN][HNiML] complexes are 
all shorter relative to those in the corresponding NiML complexes by 0.04 to 0.06 Å, 
despite the fact that the vertical component of the Ni−P bond elongates by 0.05 to 0.07 Å 
due to Ni being positioned further above the P3-plane to interact with the hydride ligand. 
The solid-state structures of [PPN][1−H] and [PPN][3−H], which were obtained by Matt 





Figure 5.26. Solid-state structures of [PPN][HNiAlL] ([PPN][1−H], left) and 
[PPN][HNiInL] ([PPN][3−H], right) obtained by Matt Vollmer. Thermal ellipsoids are 
shown at 50% probability, and solvent atoms, PPN cations, and H atoms were omitted for 
clarity, with the exception of the apical hydride ligands which were placed from the 
difference map.  
 The Ni−M distances in the [PPN][HNiML] complexes were observed to contract 
slightly relative to those in the corresponding NiML complexes, with r values decreasing 
from 1 to 0.99, from 0.97 to 0.96, and from 0.92 to 0.91 upon introduction of the hydride 
ligand for M=Al, Ga, and In, respectively (Table A.4.9). Just as was seen for 
[PPN][2−H], the supporting Al and In metals reposition by more than twice as much as 
Ni upon the introduction of the hydride ligand at Ni.97, 128 Specifically, Al and In are 
positioned further above their respective N3-planes by 0.17 and 0.11 Å in [PPN][HNiML] 
relative to NiML, while Ni is positioned further above the P3-plane by 0.07 and 0.05 Å in 
[PPN][1−H] and [PPN][3−H], respectively, relative to the corresponding NiML 
complexes (Table A.4.9). As discussed previously for [PPN][2−H], the dramatically 
greater change in the position of the supporting metal compared to that of Ni, even 
though Ni is the metal directly interacting with the hydride ligand, shows that the 
bimetallic Ni−M unit acts cooperatively to stabilize the anionic hydride species. The 




moiety, as evidenced by the slightly shorter Ni−M distances and the supporting metal 
moving much further above the N3-plane toward Ni. 
5.2.9 Electrochemical Studies of the [HNiML]− Complexes 
 Cyclic voltammetry (CV) studies were conducted to assess whether the trends in 
electron-richness of the Ni centers observed for NiML complexes (Al > Ga > In) also 
holds true for the [HNiML]− complexes. Figure 5.27a shows CVs of the trio of 
[HNiML]− complexes, which all showed an irreversible Ni(0/I) redox event. It should be 
noted that CV studies were conducted using the PPN salts, [PPN][HNiML], for M=Ga 
and In, whereas [P4tBuH][1−H] was used due to its higher yielding synthesis relative to 
[PPN][1−H]. Additionally, note that all redox potentials discussed in this section are 
relative to that of the FeCp20/+ redox couple, even if it is not explicitly mentioned for 
every potential given. 
Figure 5.27. (a) CV of [HNiML]− complexes (~1 mM in THF, 0.1 M [TBA][PF6]), with 
the isolation of the mostly irreversible Ni(0/I) oxidation events displayed. Scan rate 
studies, with current (i) corrected for scan rate (ν) based on the proportionality of i to 
(ν0.5), are shown for: (b) [PPN][2−H] and (c) [P4tBuH][1−H]. 
 At a scan rate of 250 mV/s, the Ni(0/I) oxidations were found to have Epa values 
of −1.35 V, −1.13 V, and −1.03 V (all vs. FeCp20/+ redox couple) for M=Al, Ga, and In, 
respectively (Figure 5.27a). The redox events were irreversible, as little to no current for 




relative ease of oxidation as a function of the supporting metal appears to be analogous to 
that observed for the neutral NiML complexes, with the electron-richness of the Ni center 
decreasing upon variation of the supporting metal down group 13 (Al > Ga > In). A scan 
rate study for [PPN][2−H] showed that the Ni(0/I) oxidation event was completely 
irreversible at all scan rates up to 1 V/s (Figure 5.27b). In contrast, quasi-reversibility was 
observed for [P4tBuH][1−H] at faster scan rates. This can be seen in Figure 5.27c, as the 
current for the return reduction grows relative to that for the oxidation at faster scan rates, 
with the ipa/ipc ratio decreasing from 5.0 to 3.3 as the scan rate was increased from 250 to 
750 mV/s. At 750 mV/s, Epc = −1.45 V, which gives E°1/2 = −1.38 V for the Ni(I/0) redox 
couple for [P4tBuH][1−H]. A similar scan rate study was also performed for [PPN][3−H], 
and the Ni(0/I) oxidation event was observed to be completely irreversible at all scan 
rates up to 1 V/s (Figure A.4.29). Although a small return reduction peak can be seen in 
the CV of [PPN][3−H] (Figure 5.27a), it is not believed to be related to the Ni(0/I) 
oxidation peak because shifts in Epa with varying scan rate did not result in concomitant 
shifts in the potential of the small reduction peak, which remained constant at Epc = −1.32 
V at all scan rates examined (Figure A.4.29). 
 Irreversible electrochemical events are often the result of decomposition or other 
side-reactions that rapidly consume the electrochemically generated species, preventing 
re-generation of the original complex on the return scan.142 In regard to why the Ni(0/I) 
oxidation events for the [HNiML]− complexes are all irreversible at slow scan rates, it is 
proposed that bimolecular loss of H2 occurs upon electrochemical oxidation of [HNiML]− 




addition to 0.5 equiv H2 (Figure 5.28d). Full CVs of [P4tBuH][1−H] will be considered in 
detail in order to help support this mechanistic proposal (Figure 5.28a-c).  
Figure 5.28. Full CVs of [P4tBuH][1−H] (~1 mM) obtained in 0.1 M [TBA][PF6] in THF 
under 1 atm Ar, with the following variations: (a) scan rate (ν) of 100 mV/s, with an 
initial anodic scan, (b) ν = 750 mV/s, with an initial anodic scan, and (c) ν = 750 mV/s, 
with an initial cathodic scan (after stirring to minimize the amount of NiAlL (1) at the 
electrode surface from previous CV scans). (d) Mechanistic proposal for the 
decomposition of HNiML, formed initially upon electrochemical oxidation of the 
[HNiML]− complexes, via bimolecular H2 loss. 
First, a quasi-reversible reduction event at E°1/2 = −2.82 V (vs. FeCp20/+ redox 
couple) was observed after the initial oxidation of [1−H]− (Figure 5.28a-b). This feature 
matches up exactly with the quasi-reversible reduction of NiAlL (1) to [NiAlL]− (section 
2.2.6.4).158 Furthermore, the concentration of 1 at the electrode surface was observed to 
be relatively low for an initial cathodic scan at 750 mV/s, but after the oxidation of 




that the concentration of 1 has increased since the initial cathodic scan. Thus, 1 is being 
generated as a result of the intervening anodic scan. Because the oxidative feature at E°1/2 
= −0.63 V is reversible, the reaction of the neutral HNiAlL (1−H) after the initial 
oxidation of [1−H]− likely forms 1 and gives rise to the irreversibility of the Ni(I/0) redox 
wave for [1−H]−.  
The nature of the reversible oxidative feature at E°1/2 = −0.63 V is a bit more 
ambiguous. One would think that this feature would be simply be attributable to the 
Ni(I/0) redox couple of NiAlL (1). However, it is shifted to slightly less negative 
potential relative to the Ni(I/0) redox couple of 1 (E°1/2 = −0.74 V).78 One possibility is 
that the Ni(I/0) redox potential shifts in the presence of [P4tBuH][X] in solution. The 
current passed for the oxidative feature at E°1/2 = −0.63 V is similar to that for the 
reduction wave of 1 at 750 mV/s, and its ipa is always nearly identical to that of the 
preceding Ni(0/I) oxidation of [1−H]− (Figure 5.28a-c). While the identical ipa of the 
successive oxidation events could be explained by the feature at E°1/2 = −0.63 V being 
attributable to a second oxidation of [1−H]−, this has been discounted for several reasons. 
In addition to this representing a relatively close potential separation for two successive 
redox events (~0.7 V from the initial oxidation), E°1/2 = −0.63 V would also be too mild 
for the Ni(II/I) redox couple of neutral HNiAlL (1−H), especially considering the Ni(I/0) 
redox couple for 1 occurs at E°1/2 = −0.74 V. Instead, it is proposed that the identical ipa 
for the two oxidation events simply indicates a clean decomposition of 1−H to one 
species, which is proposed to be 1 based on the matching reduction potential, despite the 




To help understand this oxidation feature and lend further insight into the 
decomposition of the neutral HNiML complexes initially formed upon electrochemical 
oxidation, the full CV of [2−H]− and [3−H]− were also considered (Figure 5.29). In the 
case of [2−H]−, this oxidation feature occurs at E°1/2 = −0.59 V, which is with the 
experimental error of ~20 mV of the Ni(I/0) redox couple for NiGaL (2).97 Additionally, 
another complication to consider is that the neutral NiML complexes could bind the H2 
that is generated, which would potentially slightly shift the Ni(I/0) redox potentials for 
the NiML complexes from their typical values. In the case of 2, it is likely that any 
binding of H2 to generate 2−H2 would make the Ni center slightly more electron-rich and 
more easily reduced relative to 2, which could be consistent with the slight shift to milder 
potential from −0.57 to −0.59 V. In the case of [3−H]−, the additional oxidative feature 
was observed at E°1/2 = −0.49 V, which is at slightly milder potential than the irreversible 
Ni(0/I) oxidation of 3 (Epa ~ −0.40 V).97 Previous CVs of 3 have been observed to result 
in decomposition to give an unidentified species, which is hypothesized to be a Ni−F 
species, with E°1/2 ~ −0.46 V, and so this oxidation has tentatively been assigned to this 
species. Alternatively, it is possible that this oxidative feature could be assigned to 3−H2, 
although control CV experiments of 3 under an H2 atmosphere showed a more 










Figure 5.29. Full CV of [PPN][2−H] and [PPN][3−H] (~1 mM) with 0.1 M [TBA][PF6] 
in THF under 1 atm Ar, with a scan rate of 100 mV/s and initial anodic scans. All redox 
potentials are relative to the FeCp20/+ redox couple. Note that scans to more negative 
potentials at the edge of the solvent window (< −2.8 V) were not performed. 
Unlike the full CV of [1−H]−, which showed the diagnostic reduction event for 1, 
no supporting metal-dependent reduction was observed in the CVs of [2−H]− and [3−H]−. 
An identical quasi-reversible reduction event was observed at E°1/2 = −2.59 V in the CVs 
of both [2−H]− and [3−H]−, which has been tentatively assigned as a [PPN]+-based 
reduction event. Consistent with this assignment, no such reduction was observed when 
the [P4tBuH]+ counter-ion374 was substituted for [PPN]+ with [1−H]−. The lack of other 
reduction events was initially confusing, as this would seem to be contradictory to the 
proposal that the neutral NiML complexes have formed since 2 and 3 have reduction 
events with E°1/2 of −2.48 V and −2.34 V, respectively. However, if 3 does decompose to 




were observed for this species in previous CV experiments. Alternatively, if 3 remains in 
solution to any extent, it likely binds the H2 that was formed to some extent, and control 
CV experiments of 3 under 1 atm H2 do not show any reduction event at accessible 
potentials. This makes intuitive sense, as the reduction of 3−H2 would result in a 19-
electron species which would presumably be unfavorable to form. In general support of 
the proposal of bimolecular H2 loss from the neutral HNiInL species (3−H), the chemical 
oxidation of [3−H]− with [FeCp2][PF6] resulted in formation of FeCp2 and 3−N2. This 
indicates that the small amount of H2 generated is eventually outcompeted by N2 in the 
glovebox atmosphere for binding to 3, which is presumably generated via the 
decomposition of 3−H after it is initially formed upon one-electron oxidation of [3−H]−. 
To confirm the generation of H2, chemical oxidation in a J. Young NMR tube could be 
performed, which would be expected to result in the binding of H2 to generate 3−H2 to 
some extent. While the eventual loss of H2 for N2 in the chemical oxidation experiment 
might be taken to suggest that H2 binding will also not occur in the CV experiments 
performed in an Ar glovebox, it is not known on what timescale H2 is lost, and 3 has been 
measured to bind H2 very strongly (section 3.3.6). 
In the case of 2, its quasi-reversible reduction event was observed to shift from 
E°1/2 = −2.48 V to −2.58 V upon the exposure of 2 to 1 atm H2. Thus, if 2−H2 exists in 
solution, its reduction feature has been previously measured to be exactly coincident with 
the redox wave tentatively assigned as a [PPN]+-based reduction, and so it is difficult to 
tell if any current for this reduction is attributable to the reduction of 2−H2. The binding 
of H2 to 2 is also much less favorable than that to 3 (chapter 3), and so the presence of a 




rapidly on the CV timescale. Importantly, because NiAlL (1) binds H2 very weakly, such 
that 93% of the equilibrium mixture at 1 atm H2 exists as complex 1 (section 3.3.6.5), it 
makes sense that the reduction of 1 is the only one of the three NiML complexes that is 
readily observable. Furthermore, the other NiML complexes (M=Ga, In) bind H2 more 
favorably and would not be as readily reduced after binding H2, since this would result in 
the formation of 19-electron species that are likely unstable. Furthermore, much less H2 is 
being generated in this case than is present upon exposure to 1 atm H2, and so it stands to 
reason that very little H2 binding would occur in the case of complex 1, allowing for the 
reduction of 1 to be observed at its characteristic potential. 
Both the full CVs and scan rate studies can also lend insight into the rate of 
decomposition of the electrochemically generated neutral HNiML species. First, the fact 
that the Ni(0/I) oxidation for [1−H]− is completely irreversible at 100 mV/s but becomes 
quasi-reversible at 750 mV/s is consistent with the full decomposition of 1−H occurring 
prior to the return cathodic scan only at slower scan rates (Figure 5.28a-b). Additionally, 
ipa for the Ni(0/I) oxidation of [1−H]− for both the initial anodic scan and the subsequent 
anodic scan are identical at 100 mV/s, as seen by the fact that the two CV traces overlay 
nearly perfectly in Figure 5.28a. However, at a scan rate of 750 mV/s, ipa decreases 
dramatically for the second anodic scan, to ~60% of that observed for the initial anodic 
scan (Figure 5.28b). This decrease in ipa for the second anodic scan, along with the fact 
that ipa remains constant in both anodic scans for the subsequent oxidation feature at E°1/2 
= −0.64 V, indicates that the concentration of [1−H]− available to be oxidized at the 
electrode surface has been depleted after the initial anodic scan, at least at faster scan 




decomposition of 1−H occurs upon electrochemical oxidation of [1−H]− before the return 
cathodic scan, but slow scan rates allow for the full replenishment of the concentration of 
[1−H]− at the electrode surface to occur by diffusion prior to the second anodic scan. On 
the other hand, at faster scan rates, the return cathodic scan occurs before 1−H fully 
decomposes, resulting in the observed quasi-reversibility of the Ni(I/0) redox couple, but 
the second anodic scan also happens sufficiently quickly that the concentration of [1−H]− 
at the electrode surface has not had enough time to be completely restored by the 
diffusion of additional [1−H]− from the bulk solution (Figure 5.28).  
Another interesting observation is that the magnitude of the current passed for the 
reduction of 1 is significantly smaller than that for both the Ni(0/I) oxidation of [1−H]− 
and the oxidation event at E°1/2 = −0.63 V at 100 mV/s, but all three redox events have 
similar current magnitudes when the scan rate was increased to 750 mV/s (Figure 5.28a-
b). This is interpreted to be due to the fact that faster scan rates do not allow 1, which is 
formed during the anodic scan after the oxidation of [1−H]−, to diffuse away from the 
electrode surface prior to the cathodic scan reaching its harsh reduction potential of E°1/2 
= −2.82 V. Lastly, it is not well understood why the bimolecular loss of H2 from the 
neutral HNiML complexes would occur the most slowly for M=Al, such that quasi-
reversibility was observed at fast scan rates in this case but not for M=Ga and In. The 
irreversibility of the Ni(0/I) oxidation event for the [HNiML]− complexes will be 
revisited in section 5.2.13, as it pertains to the determination of thermodynamic bond 
dissociation free energies (BDFEs). Specifically, it will be shown that the BDFE of the 




the notion that Ni−H bond cleavage to form H2, with a stronger H−H bond of ~103.6 
kcal/mol,329 would be thermodynamically favorable. 
5.2.10 Generation of Anionic [HNiML]− Complexes (M=Al, In) by H2 Heterolysis with 
Base 
5.2.10.1 Effect of the Supporting Metal on Acidity of (η2-H2)NiML Complexes 
 After observing that [cation][HNiML] complexes for M=Al and M=In could be 
synthesized using nBuLi and MHBEt3, the next logical step was to attempt to generate 
the analogous [BaseH][HNiML] complexes from H2 heterolysis with NiML and an 
exogenous base,330 as this is the reaction that is relevant for catalysis. In addition to 
simply finding a base strong enough to generate [BaseH][HNiML] in situ under catalytic 
conditions for CO2 hydrogenation, it was also hoped that the pKa values could be 
determined via the use of a suitable base that allows for the measurement of Keq for 
Equation 5.19.329 
Equilibrium      ΔG° (kcal/mol) 
____________________________________________________________________________________________________________ 
3−H2 + base ⇌  [baseH][3−H]     −1.364∙log(Keq)  (Eqn 5.19) 
[baseH]+ ⇌  base + [H]+   +1.364∙pKa   (Eqn 5.20) 
____________________________________________________________________________________________________________ 
3−H2  ⇌  [3−H] + [H]+   +1.364∙pKa   (Eqn 5.21) 
 The addition of either a 1:2 or 3:4 ratio of Vkd to NiInL (3, 10 mM) under 1 atm 
H2 in THF resulted in essentially complete conversion of 3−H2 and Vkd to [VkdH][3−H] 
over a period of ~2 days, as judged by 31P NMR spectroscopy. Assuming that a 1:19 ratio 
of 3−H2 to [3−H]− and of base to [baseH]+ would be detectable by 31P NMR 




(Equation 5.19). Based on the known pKa of Vkd and this lower bound for Keq, an upper 
bound that the pKa of 3−H2 < 25.5 in THF was determined. Assuming Vkd base also 
would fully deprotonate 3−H2 in CH3CN, which seems likely given that the products in 
Equation 5.19 are charged species and CH3CN is a more polar solvent than THF, this 
result indicates that the pKa of 3−H2 < 31.1 in CH3CN.  
 Since Vkd completely deprotonated 3−H2, the weaker phosphazene base tert-
butylimino-tri(pyrrolidino)phosphorene (P1tBu, pKaMeCN = 28.4)345 was tested next. Over 
the course of 3 weeks, no appreciable deprotonation of 3−H2 to give [P1tBuH][3−H] was 
observed under 1 atm H2 for 1:1, 3:2, and 5:2 ratios of P1tBu (10 mM) to 3 in THF. Under 
the assumption that a 1:19 ratio of [3−H]− to 3−H2 and of [baseH]+ to base would be 
detectable by 31P NMR spectroscopy, this experiment establishes that Keq < 2.8 x 10−3 for 
Equation 5.19. Using the relationships defined in Equations 5.19-5.21, it follows that 
pKaTHF for 3−H2 > 25.3. This means that pKaMeCN > 30.9 for 3−H2, assuming that the 
aforementioned bound for Keq holds in CH3CN, and that ΔpKa for Vkd and P1tBu is 
similar in THF and CH3CN.351 Since the pKa of 3−H2 is >30.9 and <31.1 in CH3CN 
based on these two bracketing H2 heterolysis experiments, ~31.0 seems to be a good 
estimate for the pKa of 3−H2, or ~25.4 in THF. A standard deviation of 0.5 pKa units 
seems reasonable for this estimate from bracketing studies, and so the pKa of 3−H2 was 
concluded to be 31.0(5) in CH3CN, or 25.4(5) in THF. 
 H2 heterolysis studies with exogenous base were also carried out for complex 1 by 
Matt Vollmer. Because H2 binds weakly to 1, the H2 binding equilibrium must also be 





Equilibrium     ΔG° (kcal/mol) 
____________________________________________________________________________________________________________ 
1 + H2 + base ⇌  [baseH][1−H]   −1.364∙log(Keq)  (Eqn 5.22) 
1−H2  ⇌  1 + H2           +1.364∙log(𝐾 )  (Eqn 5.23) 
[baseH]+ ⇌  base + [H]+   +1.364∙pKa   (Eqn 5.24) 
____________________________________________________________________________________________________________ 
1−H2  ⇌  [1−H] + [H]+   +1.364∙pKa   (Eqn 5.25) 
 No formation of [1−H]− was observed upon the addition of 40 equiv Vkd base to 
1 in THF under ~3.8 atm H2, indicating that the pKa of 1−H2 is higher than those of 2−H2 
and 3−H2. Under the assumption that a 1:19 ratio of [1−H]− to 1 and of [VkdH]+ to Vkd 
would be observable by 31P NMR spectroscopy, it can be concluded that Keq < 7.3 x 10−4 
atm−1, which means that ΔG° for Equation 5.22 is > 4.3 kcal/mol. The ΔG° value for H2 
binding to 1 in toluene was found to be +1.6(2) kcal/mol, which can be adjusted to 
+1.4(2) kcal/mol based on the prediction of slightly more favorable H2 binding in THF 
and CH3CN relative to toluene from DFT calculations (Table A.2.5). Because the H2 
binding equation is written in reverse, ΔG° takes the value of −1.4(2) kcal/mol. With ΔG° 
for Equations 5.22 and 5.23 evaluated, and the pKa of Vkd known in both THF (~28)357 
and CH3CN (33.6),342 the pKa of 1−H2 can be calculated to be > 30.1 in THF, or > 35.7 in 
CH3CN. 
 The propensity of stronger bases to deprotonate 1−H2 was also studied (by Matt 
Vollmer). Extremely strong bases like potassium tert-butoxide (KOtBu) and the 
phosphazene base P4tBu (pKaMeCN = 42.7)375 gave complete conversion to [baseH][1−H] 
in the presence of 1 under an H2 atmosphere. Slightly weaker bases including potassium 




tetramethylguanidine)375 also resulted in full conversion to [baseH][1−H]. Based on the 
reaction with nBu-N=P1(tmg)3, the pKa of 1−H2 can be calculated to be < 35.1 in CH3CN. 
This result is slightly contradictory to the range of > 35.7 estimated from the lack of 
reaction with Vkd, so at this point the pKa of 1−H2 has been approximated to be 35.4(5) 
in CH3CN, or ~29.5 in THF.  
5.2.10.2 Comparison of Group 13 σ-Acceptor Metalloligands to the Effect of Other 
Common Ligands on the Acidity of M(η2-H2) Complexes 
 Based on the results of H2 heterolysis studies with exogenous base, it is evident 
that variation of the supporting group 13 metal has a significant influence on the pKa of 
(η2-H2)NiML complexes, with pKaMeCN values ranging from 31.0(5) to 35.6(5) for 1−H2 
and 3−H2, respectively, with 2−H2 found to have an intermediate pKaMeCN value of 
33.1(2). Recently, Morris and co-workers developed an empirical method for estimating 
the pKa of M(η2-H2) and M−H complexes, which utilizes ligand acidity constants 
extrapolated from literature data to quantitatively describe the influence of different 
commonly employed ligands on the pKa values. The general expression reported by 
Morris is shown in Equation 5.26, where AL are the ligand acidity constants for all 
ligands bound to the metal, Ccharge is equal to the charge (x) of the conjugate base [MLn]x, 
Cnd is zero for first-row metals, and Cd6 is a correction factor that is only applied to 
account for the additional stability of conjugate acids with a d6 octahedral 
configuration.236  




 Since group 13 σ-acceptor ligands are not common ligands for a transition metal, 
ligand acidity constants have not been tabulated for these ligands. Thus, it seemed to be a 
worthwhile exercise to determine the ligand acidity constants for the Al, Ga, and In 
metalloligands to gauge how their impact on the acidity of (η2-H2)NiML complexes 
compares to that of other common ligands on the pKa of M(η2-H2) and M−H complexes. 
To accomplish this, the pKa of the hypothetical (η2-H2)NiLH3 complex was considered. 
The AL constant for each alkyl phosphine ligand is 4.9, Cnd and Cd6 are zero, and Ccharge = 
30 because the [HNiML]− conjugate base is anionic, which gives an estimated pKaTHF of 
44.7 for (η2-H2)NiLH3.236 By comparing the measured pKaTHF values of (η2-H2)NiML 
complexes with the estimated pKaTHF for (η2-H2)NiLH3, ligand acidity constants (AL) for 
the group 13 metalloligands were estimated. Based on pKaTHF values of ~29.5(5), 27.5(2), 
and 25.4(5) determined for 1−H2, 2−H2, and 3−H2, respectively, AL values for Al(III), 
Ga(III), and In(III) metalloligands were estimated to be −15.2, −17.2, and −19.3, 
respectively. As shown in Figure 5.30, the magnitude of the AL values for the group 13 σ-
acceptor ligands are relatively large in comparison to those for other common ligands.  
Figure 5.30. Scale showing how select ligand acidity constants (AL) determined by 
Morris compare to those estimated for the Al, Ga, and In metalloligands based on the 




Strong σ-donor ligands that increase the electron-richness of the metal center, like 
alkyl phosphines (PR3, AL = 4.9), increase the pKa of M(η2-H2) and M−H complexes, 
whereas ligands which can aide in stabilizing an increase in negative charge have the 
effect of decreasing the pKa, such as a good π-acceptor ligand like CO (AL = −4.1).236 
Remarkably, the group 13 σ-acceptor ligands (AL = −15 to −20) have the effect of 
lowering the pKa of (η2-H2)NiML complexes to a much greater extent than CO (Figure 
5.30). Caution should be applied when considering the AL values estimated for the group 
13 σ-acceptor ligands from the pKa of (η2-H2)NiML complexes, as the estimated AL 
values are based on only one set of three complexes in comparison to the estimated pKa 
of (η2-H2)NiML, whereas typically 7 to 90 different complexes were considered by 
Morris in the tabulation of the other AL constants. The large magnitude of AL for group 
13 M(III) ions relative to other AL constants may also be partially attributable to the fact 
that the group 13 metalloligands are positioned trans to the acidic site in the (η2-
H2)NiML complexes. The ligand in the trans position has been well-documented to have 
an outsized influence on metal-bound H2 ligands,45 so perhaps the smaller magnitude for 
AL for other ligand types could be partially due to the fact that the ligand in question was 
not positioned trans to the acidic site in all the literature complexes considered by Morris 
for determining AL. Nevertheless, it is clear that group 13, Z-type σ-acceptor ligands 
exert a large influence on the pKa of the (η2-H2)NiML complexes in comparison to the 
effects that other common ligands have on the pKa of other M(η2-H2) and M−H 





5.2.11 Effect of Varying the Supporting Metal on the Thermodynamic Hydricity of 
[HNiML]− (M=Al, In) Complexes 
 The effect of the supporting metal on the thermodynamic favorability of hydride 
donation from [HNiML]− was studied next by quantifying the hydricity (ΔG°H−) of 
[1−H]− and [3−H]− in comparison to the previously discussed value of 31.3(5) for 
[2−H]−. Because a measurable H2 heterolysis equilibrium (Equations 5.19 and 5.22) was 
not achieved for either 1 or 3, isodesmic hydride transfer reactions of 1 and 3 with M−H 
complexes for which ΔG°H− is known were performed to determine ΔG°H− of [1−H]− and 
[3−H]−. HRh(dmpe)2 (ΔG°H− = 26.4 kcal/mol)351 and HCo(dmpe)2 (ΔG°H− = 36 
kcal/mol)323, 352 were chosen, and synthesized according to literature procedures, because 
they were expected to have similar ΔG°H− values to [1−H]− and [3−H]−, respectively. 
Equations 5.27-5.29 show that if the equilibrium constant for hydride transfer between 
the two complexes can be measured, then the ΔG°H− of [HNiML]− can be determined 
since ΔG°H− is known for the HM(dmpe)2 complexes.329 
Equilibrium         ΔG° (kcal/mol) 
____________________________________________________________________________________________________________ 
NiML + H:− ⇌  [HNiML]−    −ΔG°H−[HNiML−] (Eqn 5.27) 
HM(dmpe)2 ⇌  [M(dmpe)2]+ + H:−   +ΔG°H−[HM(dmpe)2] (Eqn 5.28) 
____________________________________________________________________________________________________________ 
HM(dmpe)2 + NiML ⇌ [M(dmpe)2][HNiML] −1.364∙log(Keq)   (Eqn 5.29) 
 An equimolar mixture of HRh(dmpe)2 and NiAlL (1) in THF (~10 mM) was 
found to reach equilibrium after approximately one week, and was monitored over the 
course of one month to be sure that equilibrium had been achieved. Keq was found to be 




([1−H]−). The equilibrium was also examined in the reverse direction by combining 
[P4tBuH][1−H] with [Rh(dmpe)2][OTf] in a 1:1 ratio in THF to generate HRh(dmpe)2, 1, 
and 1 equiv [P4tBuH][OTf], which also reached equilibrium similarly to validate the 
results obtained in the opposite direction. To assess the hydricity of [3−H]−, an equimolar 
amount of 3−N2 and HCo(dmpe)2 were mixed in THF. After 2.5 h, the formation of a 
small amount of [Co(dmpe)2]+ and [3−H]− was observed, along with a few unidentified 
side products. While this result did not allow for rigorous quantification of ΔG°H− of 
[3−H]−, the fact that a small amount of detectable hydride transfer occurred suggests that 
ΔΔG°H− between [3−H]− and HCo(dmpe)2 is < 3.4 kcal/mol. Coupled with the fact that 
N2 must dissociate from 3−N2 (ΔG° = +1.2(4) kcal/mol) in order for hydride transfer to 
occur, the observation of a small amount of hydride transfer allows for the bracketing of 
the ΔG°H− value of [3−H]− between 34 and 40 kcal/mol. 
One complication to determining ΔG°H− values in this way is that ΔG°H− is known 
in CH3CN for HM(dmpe)2, but the hydride transfer equilibria were measured in THF due 
to the poor solubility of NiML and [HNiML]− in CH3CN and the competitive binding of 
CH3CN to NiML. In doing so, the assumption is made that the difference in hydricity 
values (ΔΔG°H−) between [HNiML]− and HM(dmpe)2 is approximately the same in both 
THF and CH3CN.351 However, it should be noted that the equilibrium in Equation 5.29 
results in the formation of two charged ions from the initial reaction of two neutral 
complexes. Thus, the greater polarity of CH3CN (ϵ = 37.5) relative to THF (ϵ = 7.58) 
would be expected to stabilize the charged species in the equilibrium to a greater extent, 
thereby potentially perturbing the equilibrium such that Keq would likely be larger in 




CH3CN, and so it is also unclear whether the ΔG°H− values determined are precise. While 
the fact that an equilibrium could be achieved in the reverse direction was an encouraging 
sign, the reverse equilibrium still results in a net difference in the number of ionic species 
between the reactants and products. This is not an issue that is typically dealt with in 
measuring hydride transfer reactions, as usually the two M−H species involved have the 
same charge, whereas HM(dmpe)2 and [HNiML]− do not.329, 351-352 
In order to validate the ΔG°H− values and ranges obtained via hydride transfer 
studies, it was recognized that ΔG°H− values could also be determined based on the 
known pKa values of (η2-H2)NiML, the known ΔG° values for H2 binding to NiML, and 
the known H2 heterolysis constant in CH3CN, as shown in Equations 5.30-5.33.329 
Equilibrium         ΔG° (kcal/mol) 
____________________________________________________________________________________________________________ 
[H]+ + [HNiML]− ⇌  (η2-H2)NiML  −1.364∙pKa[(H2)NiML] (Eqn 5.30) 
H2  ⇌  [H]+ + [H:]−          +76.0 kcal/mol  (Eqn 5.31) 
(η2-H2)NiML ⇌  H2 + NiML   −ΔG°    (Eqn 5.32) 
____________________________________________________________________________________________________________ 
[HNiML]−  ⇌  NiML + [H]−   ΔG°H−[HNiML−]  (Eqn 5.33) 
 Because the H2 heterolysis constant is known in CH3CN but has not been defined 
for THF (Equation 5.31), estimating ΔG°H− for [HNiML]− on the CH3CN scale was 
necessary, and would also allow for more facile comparison with the ΔG°H− values of 
other M−H in the literature.329 The only caveat in doing that is that, while the pKa values 
for (η2-H2)NiML in CH3CN have been estimated using the assumption that the relative 
pKa differences between exogenous bases and (η2-H2)NiML complexes are similar in 




Fortunately, ΔG°  has been measured in both toluene and THF for complex 2, and DFT 
calculations have been performed to predict the differences in the thermodynamic 
favorability for H2 binding to NiML complexes in toluene, THF, and CH3CN solvents 
(Table A.2.5).  
For H2 binding to 3, the binding energy in toluene, −3.0(7) kcal/mol, was adjusted 
to account for the prediction of a slightly more favorable binding equilibrium in CH3CN. 
H2 binding to 3 was calculated by DFT (M06-L/bs1) to be more favorable by ~0.4 
kcal/mol in CH3CN relative to binding in toluene, and the binding energy was predicted 
to be identical in THF and CH3CN. This is consistent with the experimental finding that 
the binding of H2 to 2 was more favorable by ~0.5 kcal/mol in THF relative to toluene. 
Therefore, ΔG°  in CH3CN for 3 was taken to be −3.4(7) kcal/mol. Likewise, a slight 
increase in the favorability of H2 binding to 1 was also predicted by DFT, and so ΔG°  
was estimated to be +1.4(2) kcal/mol in CH3CN compared with the value of +1.6(2) 
kcal/mol obtained in toluene. A slightly larger difference in ΔG°  for H2 binding to 2 of 
~1.3 kcal/mol between toluene and CH3CN was predicted by DFT, which would give 
ΔG°  = −0.7(2) kcal/mol in CH3CN. However, DFT predicts that H2 binding to 2 in 
THF is only 0.1 kcal/mol less favorable than in CH3CN, and so based on the 
experimentally measured ΔG°  value of 0.1(1) kcal/mol in THF, ΔG° = 0 kcal/mol 
might be a better estimate in CH3CN. The average of the two estimates, ΔG°  = −0.4(4) 
kcal/mol, was taken to be the binding energy of H2 to 2 in CH3CN. 
 Based on the pKa[3−H2] = 31.0(5) and ΔG° = −3.4(7) kcal/mol, ΔG°H− was 




kcal/mol estimated from the hydride transfer equilibrium with HCo(dmpe)2. Likewise, 
ΔG°H− was determined to be 26.3(7) kcal/mol for [1−H]− based on pKa[1−H2] = 35.4(5) 
and ΔG° = +1.4(2) kcal/mol. This value matches well, within the experimental error 
ranges, with the value of 25.4(3) kcal/mol determined from hydride transfer between 1 
and HRh(dmpe)2, validating the both values as reasonable estimates. Averaging the two 
values, which gives ΔG°H− = 25.9(4) kcal/mol, was taken to be the best estimate for 
ΔG°H− of [1−H]−. Using Equations 5.30-5.33 also gives an identical value of ΔG°H− = 
31.3(5) kcal/mol for [2−H]−, as the H2 binding equilibrium and pKa[2−H2]  is embedded 
in the measurement of the base heterolysis equilibrium of 2 with H2 and Vkd base 
(Equation 5.1).128  
A summary of the experimentally determined ΔG°H− values for [HNiML]− 
(M=Al, Ga, In) complexes is displayed in Figure 5.31, which shows that the hydricity 
(ΔG°H−) of [HNiML]− complexes can be tuned by ~11 kcal/mol by varying the 
supporting metal down group 13 (Table 5.4). This is a large amount for the variation of a 
single atom, and reflects the large influence of the group 13 trans σ-acceptor ligand. 
However, it should be noted that libraries of different diphosphine ligands have been 
shown to influence ΔG°H− for [HNi(diphosphine)2]+ complexes by ~18 kcal/mol, albeit in 
a much less reactive range from 50 to 68 kcal/mol.252, 328-329 Notably, ΔG°H− for [1−H]− of 
25.9(4) kcal/mol would be the lowest value reported for any soluble transition metal 
hydride in CH3CN,329 narrowly surpassing HRh(dmpe)2 (26.4 kcal/mol),351 as well as the 
previous most hydridic first-row metal hydrides, HCo(P4N2) (31.8 kcal/mol)353 and 
[2−H]− (31.3 kcal/mol).128 Remarkably, the hydricity of [1−H]− is on par with that of 




synthesis of [1−H]− in adequate yields was not feasible via hydride transfer from KBEt3H 
(vide supra). 
Figure 5.31. Comparison of the effect of the supporting metal on ΔG°H− values for 
[HNiML]− complexes on the CH3CN scale. 
In order to further validate the relative hydride donor strengths of the [HNiML]− 
complexes, intra-series hydride transfer experiments were also performed, as shown in 
Equations 5.34-5.36. 
Equilibrium                 ΔG° (kcal/mol) 
____________________________________________________________________________________________________________ 
NiML + H:− ⇌  [HNiML]−                 −ΔG°H−[HNiML−]      (Eqn 5.34) 
[HNiM’L]− ⇌  NiML + H:−          +ΔG°H−[HNiM’L−]     (Eqn 5.35) 
____________________________________________________________________________________________________________ 
[PPN][HNiM’L] + NiML ⇌ NiM’L + [PPN][HNiML]      −1.364∙log(Keq)       (Eqn 5.36) 
All six possible combinations of [PPN][HNiM’L] and NiML were combined in a 
1:1 ratio in THF (~9.6 mM in 0.80 mL) in J. Young NMR tubes and allowed to mix using 
a turntable (at ~16 rpm), with periodic 31P NMR spectra acquired to monitor the 




be expected that hydride transfer from [PPN][1−H] to both 2 and 3 would occur to give 
[PPN][2−H] and [PPN][3−H], respectively, along with 1 in both cases. Likewise, since 
[2−H]− is a more reactive hydride donor than [3−H]−, hydride transfer from [PPN][2−H] 
to 3 to generate 2 and [PPN][3−H] would be expected. On the other hand, no hydride 
transfer would be expected from [PPN][3−H] to either 1 or 2, or from [PPN][2−H] to 1. 
Based on the relatively large ΔΔG°H− values of 5.4, 5.7, and 11.1 kcal/mol for the 
different pairings of [HNiML]− complexes, it can be calculated using Equations 5.34-5.36 
that hydride transfer should proceed to >99% completion in the three cases where it is 
thermodynamically favorable, and to <1% completion in the three cases where it is 
unfavorable. Figure 5.32 shows 31P NMR spectra over time and the corresponding kinetic 
plot for hydride transfer from [PPN][1−H] to 3, which was observed to react to 
completion to form [PPN][3−H] and 1, as expected. 
Figure 5.32. (a) Stacked 31P NMR spectra (161.9 MHz) of hydride transfer from 
[PPN][1−H] to 3 in THF. (b) Kinetic profile of the reaction based on quantitative 
integration of 31P resonances. 
 As expected, complete hydride transfer was also observed within 24 h from 
[PPN][1−H] to 2 and from [PPN][2−H] to 3 (Figures A.4.30-A.4.33). No appreciable 




2, or from [PPN][2−H] to 1. These results are all consistent with the relative hydricity 
values determined for the trio of [HNiML]− complexes (Figure 5.31). 
5.2.12 Comparison of pKa and Hydricity of [HNiML]− to [HNi(diphosphine)2]+ 
Complexes 
A summary of the experimentally determined pKa and ΔG°H− values for 
[HNiML]− (M=Al, Ga, In) complexes is displayed in Table 5.4. 








Al 35.4(5) 25.9(4) 
Ga 33.1(2) 31.3(5) 
In 31.0(5) 37(1) 
aNote that ΔG°H− values are in kcal/mol. 
 DuBois and co-workers reported a series of [HNi(diphosphine)2]+ complexes with 
various diphosphine ligands, and the pKa values for the complexes were found to 
correlate well with the Ni(I/0) redox potential of the corresponding Ni(diphosphine)2 
complexes (Figure 5.33).330, 350 Plotting the pKa values for deprotonating the (η2-
H2)NiML complexes versus the Ni(I/0) redox potentials of the NiML complexes also 
gives a linear correlation (Figure 5.33). The pKa values are very different between the 
two series of complexes, which can be at least partially attributed to the fact that the (η2-
H2)NiML and [HNi(diphosphine)2]+ complexes are in different charge states. Based on 
Morris’s expression for estimating pKa of M(η2-H2) and M−H complexes (Equation 
5.26), one would expect a difference of approximately 15 pKa units for a difference in 




hydride species expected to have a greater pKa than the deprotonation of 
[HNi(diphosphine)2]+ to generate a neutral complex. Empirically, it seems that 
subtracting 25 pKa units from the pKa values of the (η2-H2)NiML complexes, rather than 
the 15 units estimated by Morris for the typical case, places our system approximately 
onto the same trendline as the [HNi(diphosphine)2]+ complexes. While this discrepancy is 
not fully understood, one other factor to consider is that in our system an intact H2 ligand 
is being deprotonated, whereas a discrete Ni−H is being deprotonated in the 
[HNi(diphosphine)2]+ complexes. 
 
Figure 5.33. Plot of pKaMeCN of the (η2-H2)NiML and [HNi(diphosphine)2]+ complexes 
vs. the Ni(I/0) redox potentials (vs. FeCp20/+) of the parent NiML and Ni(diphosphine)2 





Figure 5.34. Plot of ΔG°H− values for [HNiML]− and [HNi(diphosphine)2]+ complexes 
vs. the Ni(I/0) redox potentials (vs. FeCp20/+) of the parent NiML and Ni(diphosphine)2 
complexes. The data points are labeled, and the various diphosphine ligands are shown in 
Figure A.4.34. 
Plotting the ΔG°H− values for the [HNiML]− complexes against the Ni(I/0) redox 
potentials of the NiML complexes also results in a near linear correlation (R2 = 0.9852, 
Figure 5.34). The relative order of hydricity (ΔG°H−: Al < Ga < In) is in line with what 
would be expected based on the electronic influence of the supporting metal on Ni, as a 
more electron-poor Ni center should better stabilize a hydride ligand and result in less 
reactive hydride donors (ie. greater ΔG°H− values). In contrast, a poor correlation is 
observed between ΔG°H− values and Ni(I/0) redox potentials for the series of 
[HNi(diphosphine)2]+ complexes (R2 = 0.628, Figure 5.34).328, 330, 350 This can be best 
appreciated by comparing the dmpp, depe, and dmpe analogues in Figure 5.34, which 
have significantly different ΔG°H− values (50 to 62 kcal/mol) despite having nearly 




of the Ni center alone does not dictate the hydricity of the [HNi(diphosphine)2]+ 
complexes. Indeed, DuBois and co-workers, among others, have proposed that the bite 
angles of the diphosphine ligands also have a large impact on the hydricity of 
[HM(diphosphine)2]0/+ complexes.329-330 Namely, a smaller bite angle diphosphine ligand 
will lead to a lower ΔG°H− value by allowing for closer to optimal formation of the 
square-planar geometry preferred by the d8, 16-electron complexes that result after 
hydride transfer, as well as for more facile reorganization upon hydride transfer.  
The fact that Ni(I/0) redox potentials correlate nearly linearly with ΔG°H− values 
for the [HNiML]− complexes, but not for the [HNi(diphosphine)2]+ complexes, shows 
that the electron-richness of the Ni center dictates hydricity in our system and that steric 
factors are relatively less important. Perhaps this is unsurprising, as the steric differences 
are more minimal between the NiML complexes since only the supporting metal atom is 
varied, compared to the [HNi(diphosphine)2]+ complexes which have entirely different 
diphosphine ligands. The [HNi(diphosphine)2]+ complexes also must reorganize more 
dramatically after hydride transfer from a distorted tetrahedral geometry to a square-
planar one, whereas Ni and M simply reposition closer to their respective P3- and N3-
planes in NiML after hydride transfer from the [HNiML]− complexes. In addition to the 
required geometric reorganization being less pronounced for our system, comparing the 
structures of the [HNiML]− complexes to those of the NiML complexes formed after 
hydride transfer shows that the amount of structural reorganization required is very 
similar for all three different supporting metals. Specifically, the sum of the Ni to P3-
plane, M to N3-plane, and Ni−P distances for [1−H]−, [2−H]−, and [3−H]− are 0.30, 0.29, 




transfer from the three [HNiML]− complexes likely allows for electronic factors alone to 
dictate hydricity (vide supra). 
5.2.13 A Comprehensive Thermodynamic Scheme for Understanding NiML Reactivity 
5.2.13.1 Thermodynamic Bond Dissociation Free Energies (BDFEs) of Ni−H bonds in 
[HNiML]− Complexes: Relative Favorability of Hydride Transfer vs. Hydrogen Atom 
Transfer 
 The measured hydricity values determined for the trio of [HNiML]− complexes, 
along with the known reduction potentials for the NiML complexes, allow for the 
determination of the thermodynamic bond dissociation free energies (BDFEs) for the 
Ni−H bonds (Equations 5.37-5.40).329, 376 
Equilibrium     ΔG° (kcal/mol) 
____________________________________________________________________________________________________________ 
NiML + e−  ⇌  [NiML]−          −23.06∙E°1/2   (Eqn 5.37) 
[HNiML]−  ⇌  NiML + H:−          +ΔG°H−   (Eqn 5.38) 
H:−  ⇌  H• + e−    −26.0    (Eqn 5.39) 
____________________________________________________________________________________________________________ 
[HNiML]−  ⇌  [NiML]− + H•   BDFE    (Eqn 5.40) 
 The free energy for Equation 5.39 is a constant for the loss of an electron from a 
solvated hydride ion (H:−) to form a solvated hydrogen atom (H•) in CH3CN. It should be 
noted that the value of this constant, along with the previously utilized H2 heterolysis 
constant (Equation 5.3), are difficult to determine precisely because the free energy of 
solvation of a hydride ion cannot be readily measured experimentally and is challenging 
to predict computationally. As such, the true values of constants like these have 
historically been a source of debate, but the values utilized in this thesis are those that 




these constants are universally adopted, the absolute error between these constants and 
their true values will cancel when comparing the thermodynamic properties (hydricity, 
BDFE, etc.) determined via thermochemical cycles for two different complexes, allowing 
the relative differences between the two complexes to be known precisely. 
Along with the use of the constant in Equation 5.39 which is known in CH3CN, 
Equation 5.38 represents the hydricity (ΔG°H−), which was also estimated on the CH3CN 
scale. Therefore, the reduction potentials of NiML in CH3CN (E°1/2 in V vs. FeCp20/+ 
redox couple, Equation 5.37) should also be used in order to determine the BDFEs in 
CH3CN (Equation 5.40). The reduction potential for NiAlL (1) in CH3CN was found to 
be −2.86 V (vs. FeCp20/+ redox couple). However, one complication is that the reductions 
of NiGaL (2) and NiInL (3) were found to be irreversible in CH3CN, presumably due to 
the dissociation of bound CH3CN upon reduction and/or decomposition of [NiML]− in 
CH3CN (section 2.2.6.4). Fortunately, the reduction events for 2 and 3 were reversible or 
quasi-reversible in THF, and the redox potentials determined in both CH3CN and THF 
are nearly identical for all complexes once referenced to the FeCp20/+ redox couple.78, 97, 
158 Indeed, the Ni(I/0) redox couples have essentially identical potentials (within 10 mV) 
between THF and CH3CN, and the reduction of 1 occurs at similar potential in both 
solvents as well, with E°1/2 = −2.86 V in CH3CN compared to −2.82 V in THF). Thus, it 
seems to be a fair assumption that the reduction potentials of 2 and 3 in THF are 
reasonable estimates for their values in CH3CN. Based on the difference in the redox 
potentials for 1 in THF and CH3CN, the E°1/2 values in THF for 2 and 3 were similarly 
adjusted by 40 mV to give estimated potentials in CH3CN of −2.52 V and −2.38 V vs. the 




Based on these reduction potentials with an assumed 40 mV uncertainty, along 
with ΔG°H− values of 25.9(4), 31.3(5), and 37(1) kcal/mol for [1-H]−, [2-H]−, and [3-H]−, 
respectively, the BDFE in CH3CN for the Ni−H bonds of [HNiML]− complexes were 
found to be 66(1), 63(1), and 66(1) kcal/mol, respectively. Clearly, the opposing effects 
of the redox potential (|E°1/2|: Al > Ga > In) and the hydricity (In > Ga > Al) must both be 
considered to rationalize the relative order of Ni−H BDFE values for the trio of 
[HNiML]− complexes. It is interesting that the order of Ni−H bond strengths does not 
follow a continuous trend upon varying the supporting metal down group 13: Al ~ In > 
Ga. That said, the BDFE values are still very similar between M=Ga and the other 
anionic hydrides, especially when considering the experimental error in each case. 
These BDFE values of 63-66 kcal/mol for the [HNiML]− complexes are slightly 
stronger than the median values of the reported range for M−H bonds, which are typically 
between 52 and 70 kcal/mol. The Ni−H BDFE values indicate stronger M−H bonds for 
the [HNiML]− complexes compared with those for other first-row metal hydrides in the 
literature, which are typically in the range of 52 to 62 kcal/mol. While typically first-row 
metal hydrides serve as reactive hydrogen atom donors, cleavage of the Ni−H bonds of 
the [HNiML]− complexes is actually much more favorable via hydride ion transfer 
(ΔG°H− = 25 to 37 kcal/mol) than via hydrogen atom transfer (BDFE = ΔG°H• = 63 to 66 
kcal/mol). This is likely attributable to the electron-richness of the Ni centers and the 
anionic charge state of these complexes. Furthermore, it is intuitive that formation of the 
neutral, 16-electron NiML complexes (via hydride transfer) would be more favorable 
than the generation of the highly-reduced 17-electron [NiML]− radical anions that would 




by Norton and co-workers for an anionic [Cp(CO)3VH]− species, which has the strongest 
M−H bond to my knowledge for a first-row metal (BDFE > 69 kcal/mol).377 Hydride 
transfer from [Cp(CO)3VH]− (ΔG°H− < 50 kcal/mol) was found to be significantly more 
favorable than HAT by >19 kcal/mol, just as was found to be the case for the [HNiML]− 
complexes, where hydride transfer was more favorable than HAT by 29 to 40 kcal/mol 
(vide supra).  
5.2.13.2 Thermodynamic Bond Dissociation Free Energies (BDFEs) of the Bound H−H 
Bonds in (η2-H2)HNiML Complexes 
In addition to determining the BDFEs for the Ni−H bonds in the [HNiML]− 
complexes, the BDFE of the bound H−H bonds in (η2-H2)NiML complexes can also be 
determined via the utilization of a thermochemical cycle (Equations 5.41-5.44).329, 378  
Equilibrium     ΔG° (kcal/mol) 
____________________________________________________________________________________________________________ 
(η2-H2)NiML ⇌  [HNiML]− + [H]+         +1.364∙pKa   (Eqn 5.41) 
[HNiML]−  ⇌  HNiML + e−          +23.06∙E°1/2   (Eqn 5.42) 
H+ + e−  ⇌  H•     53.6    (Eqn 5.43) 
____________________________________________________________________________________________________________ 
(η2-H2)NiML  ⇌  HNiML + H•  BDFE    (Eqn 5.44) 
The pKa values for deprotonating the (η2-H2)NiML complexes are known in 
CH3CN (Equation 5.41), as is the constant for the formation of a solvated hydrogen atom 
from a proton and an electron (Equation 5.43). However, recall that the one-electron 
oxidations of the [HNiML]− complexes were completely irreversible at all scan rates up 
to 1 V/s for M=Ga and In. Fortunately, E°1/2 values for the one-electron oxidations of the 




reported by Baik and co-workers for estimating the standard redox potentials of 
irreversible redox events.379 This method requires conducting a study of how the 
irreversible redox wave is affected by varying the scan rate, which was performed for 
each of the [HNiML]− complexes at four different scan rates between 100 mV/s and 1 
V/s (Figures 5.28b-c and A.4.29). Equations 5.45-5.48 define the relationships of the 
relevant variables needed to estimate E°1/2 values. Equation 5.45 shows the Marcus 
relationship between the electron transfer coefficient, α, the applied potential (Eapp), the 
standard redox potential (E°1/2), the reorganization energy (λ), and Faraday’s constant 
(F). 
α = 0.5 +  (𝐸 − 𝐸° / )    (Eqn 5.45) 
The electron transfer coefficient can be determined experimentally using Equation 
5.46, where δEpa is the voltammetric peak width in mV, which is defined in Equation 
5.47, where Epa/2 is the potential at the half-height of the peak. Additionally, Eapp is 
defined as the average of Epa and Epa/2 (Equation 5.48).379 
α =  
.
     (Eqn 5.46) 
δ𝐸 =  𝐸 − 𝐸 /     (Eqn 5.47) 
𝐸 =  
/
     (Eqn 5.48) 
These variables defined in Equations 5.45-5.48 are illustrated and labeled in 







Figure 5.35. (a) Diagram visually illustrating Epa, Epa/2, δEpa, and Eapp for the CV of 
[PPN][HNiGaL] obtained at 500 mV/s in 0.1 M [TBA][PF6] in THF. These variables are 
utilized, along with Equations 5.45-5.48, to estimate the standard redox potentials, E°1/2 
for the irreversible Ni(0/I) oxidation waves of the [HNiML]− complexes. (b) Plot of 
applied potential, Eapp, vs. the electron transfer coefficient, α, which allows for the 
determination of E°1/2 based on the fact that Eapp = E°1/2 when α = 0.50.  
As previously shown in the overlay of the CVs at different scan rates for 
[PPN][HNiGaL] (Figure 5.27b), Epa shifts to less negative potentials and the 
voltammetric peak broadens (δEpa increases) at faster scan rates. Shifts in Epa are also 
reflected in shifts for Epa/2 and Eapp, and so α is linearly dependent on the scan rate.379 
Thus, a plot of α vs. Eapp allows for the determination of E°1/2, since Eapp = E°1/2 when α = 
0.5 (Equation 5.45). As seen in Figure 5.35b, the α values are relatively close to 0.5 in 
most cases, indicating an electron transfer event, the oxidation of [HNiML]−, followed by 
a subsequent chemical reaction, as opposed to a concerted process which would have a 
larger reorganization energy and an α value << 0.5. α values > 0.5 indicate a rapid 
chemical step relative to the initial electron transfer, which is observed to be the case for 
the slower scan rates (ν = 100 mV/s and 200 mV/s) but not for ν ≥ 500 mV/s (Figure 
5.35b).379 A rapid chemical step relative to electron-transfer is also indicated by slopes of 




A.4.35). Additionally, linear plots of current (ipa) vs. (ν)0.5 indicate that electron transfer 
from [HNiML]− is diffusion- controlled (Figure A.4.36).354 
As shown in Figure 5.35b, the scan rate studies and Equations 5.45-5.48 allow for 
the estimation of E°1/2 for the Ni(I/0) redox couple of the [HNiML]− complexes to be 
−1.37(4) V, −1.16(7) V, and −1.05(6) V (vs. FeCp20/+ redox couple) for [1−H]−, [2−H]−, 
and [3−H]−, respectively. The error in the redox potentials was determined based on 
linear regression of the α vs. Eapp plots, with the exception of [1−H]−, where the error was 
taken to be the range in E°1/2 values obtained for the quasi-reversible wave at various 
scan rates. As an initial validation of the application of the method of Baik and co-
workers to this redox process, the E°1/2 value of −1.37 V predicted for [1−H]− from the α 
vs. Eapp plot matches closely with the value of −1.38 V that would be obtained from using 
the Epa and Epc values once the peak becomes quasi-reversible at a scan rate of 750 mV/s 
(Figure 5.27c).  
Utilizing these estimated redox potentials, along with the pKaMeCN values of 
35.4(5), 33.1(2), and 31.0(5) for 1−H2, 2−H2, and 3−H2, respectively, the BDFEs for the 
bound H−H bond in the (η2-H2)NiML complexes were found to be 70(1) (M=Al), 72(2) 
(M=Ga), and 72(2) kcal/mol (M=In). It should be noted that the redox potentials 
estimated in THF for the [HNiML]− complexes were assumed to be within ~40 mV of 
their true values in CH3CN for the BDFE determination, which was seen to be a 
reasonable assumption for the NiML complexes. Clearly, the BDFE values do not vary as 
a function of the supporting metal, as all three values are within the experimental error of 
each other. In any case, the H−H bond is substantially weakened by ~32 kcal/mol, 




NiML complexes. Based on the relative H2 binding energies determined in chapter 3 for 
the NiML complexes, it would be expected that the H−H bond is weakened more as the 
supporting metal is varied down group 13. However, the experimental errors of 1-2 
kcal/mol do not allow for much differentiation between the different supporting metals, if 
there is any such differentiation in their true values. These are the first BDFE values 
determined for the H−H bond of a first-row metal dihydrogen complex, to the best of my 
knowledge.  
Moreover, the BDFE of the bound H−H bond is more complex than a typical 
BDFE in that it depends on the strength of both the Ni−H2 bond and the H−H bond of the 
bound H2 unit, along with that of the Ni−H formed upon hydrogen atom loss, whereas a 
typical BDFE only depends on the strength of the M−H bond and the stability of the 
resulting metal fragment.378 The BDFE values of 70-72 kcal/mol for the (η2-H2)NiML 
complexes lie slightly below the range of 76 to 87 kcal/mol reported for cationic and 
dicationic M(η2-H2) adducts of Ru and Os, upon properly adjusting the BDE values for 
solvation in CH3CN,378 indicating a greater degree of weakening of the H2 bond in the 
case of the (η2-H2)NiML complexes. This was initially surprising, because typically 
second-row and third-row metals are known to weaken the H−H bond to a greater extent 
for a given ligand set than do first-row metals. Rest assured that the relative ordering of 
metal-ligand bond strengths for first-, second-, and third-row metals is not being 
overturned here;110, 376, 378 in this case, the second-row and third-row metals that we are 
comparing to are cationic and dicationic, which likely means there is very minimal 
M→H2 π-back-bonding and consequently less weakening of the H−H bond than might be 




rich second-row and third-row metals invariably oxidatively add H2 in more reduced 
charge states, and so measurement of the greater weakening of the H−H bond in those 
cases is not possible, since it has been weakened so much that the bond was broken in 
favor of two M−H bonds. 
5.2.13.3 Thermodynamic Bond Dissociation Free Energies (BDFEs) of the Ni−H Bonds 
in the Putative Neutral HNiML Complexes 
 Lastly, the BDFEs of the Ni−H bonds in the neutral HNiML complexes, which 
are proposed to form initially upon electrochemical oxidation of the [HNiML]− 
complexes, were quantified in two different ways. The fact that the neutral HNiML 
complexes rapidly lose H2 in a bimolecular fashion suggests that the BDFEs of the Ni−H 
bonds in the HNiML complexes are < 52 kcal/mol, since H2 has a BDFE of ~103.6 
kcal/mol (vide supra). The first of the two possible thermochemical cycles for 
quantifying the BDFE values for the Ni−H bonds in the neutral HNiML complexes is 
shown in Equations 5.49-5.52, and utilizes the previously determined E°1/2 and ΔG°H− 
values.329 
Equilibrium             ΔG° (kcal/mol) 
____________________________________________________________________________________________________________ 
HNiML + e− ⇌  [HNiML]−         −23.06∙E°1/2   (Eqn 5.49) 
[HNiML]−  ⇌  NiML + [H:]−          +ΔG°H−   (Eqn 5.50) 
[H:]− ⇌  H• + e−    −26.0    (Eqn 5.51) 
____________________________________________________________________________________________________________ 
HNiML  ⇌  NiML + H•   BDFE    (Eqn 5.52) 
This method gives values of 31(1), 32(2), and 35(2) kcal/mol for M=Al, Ga, and 




for H2 in CH3CN, the previously determined BDFE for the H−H bond in the (η2-
H2)NiML complexes, and the previously determined binding energy of H2 to the NiML 
complexes (Equations 5.53-5.56).329 
Equilibrium           ΔG° (kcal/mol) 
____________________________________________________________________________________________________________ 
H2  ⇌  2 H•           +103.6    (Eqn 5.53) 
HNiML + H•  ⇌ (η2-H2)NiML         −BDFE   (Eqn 5.54) 
(η2-H2)NiML ⇌  NiML + H2   −ΔG°H2   (Eqn 5.55) 
____________________________________________________________________________________________________________ 
HNiML  ⇌  NiML + H•   BDFE    (Eqn 5.56) 
 The BDFE values determined from this second thermochemical cycle are 32(1), 
31(2), and 35(2) kcal/mol for M=Al, Ga, and In, respectively. The BDFE values 
determined by way of these two different thermochemical cycles match almost exactly, 
providing validation for the individual values and demonstrating the self-consistency of 
the many measurements discussed in this thesis. Averaging the two sets of values gives 
BDFEs of 32(1), 32(2), and 35(2) kcal/mol for the Ni−H bonds in the neutral HNiML 
complexes for M=Al, Ga, and In, respectively. These are clearly very weak M−H bonds, 
and the fact that the BDFE values are << 52 kcal/mol is consistent with the mechanistic 
proposal that the HNiML complexes undergo biomolecular H2 loss, giving rise to the 







5.2.13.4 Completion of a Comprehensive Thermodynamic Scheme for NiML Complexes 
 Nearly all the thermodynamic values determined in the course of studying the 
reactivity of NiML complexes (except the H2 binding energies) are displayed in the 
comprehensive scheme shown in Figure 5.36. 
Figure 5.36. A comprehensive thermodynamic scheme for understanding the reactivity 
of the NiML complexes. Values are color coded and ordered according to the supporting 
metal identity: Al (green, top), Ga (red, middle), and In (blue, bottom). Note that BDFE 
and ΔG°H− values are given in kcal/mol, all redox potentials are given in V relative to the 
FeCp20/+ couple, and all pKa values are given in pK units. All values were determined on 
the CH3CN solvent scale.  
 Please note that BDFE values are typically depicted as the diagonal equilibria in 
most thermodynamic square schemes, but here they are shown as the horizontal equilibria 
for spatial purposes within Figure 5.36. Although the BDFE values do not vary much as a 
function of the supporting metal, the E°1/2, ΔG°H−, and pKa values all vary significantly 
based on the supporting metal. Thus, the similar BDFE values are the result of 
compensation effects between the disparate component values of the step-wise processes 




indicate that the (η2-H2)NiML and [HNiML]− complexes are poor hydrogen atom transfer 
reagents: the latter is a significantly better hydride donor (ΔG°H− = 25 to 37 kcal/mol) 
than hydrogen atom donor (ΔG°H• = 63 to 66 kcal/mol), whereas the former is a better 
proton donor (ΔG°H+ = 42 to 49 kcal/mol) than a hydrogen atom donor (ΔG°H• = 70 to 72 
kcal/mol). Additionally, the neutral HNiML complexes form such weak Ni−H bonds (32 
to 35 kcal/mol) that they rapidly decompose via bimolecular H2 loss upon generation via 
the electrochemical oxidation of the [HNiML]− complexes. Similar comprehensive 
thermodynamic schemes have been elucidated by DuBois and co-workers for 
diphosphine-ligated Co and Ni complexes.350, 380 
Additionally, Figure 5.36 illustrates that the pKa values for the protonation of the 
[NiML]− complexes can be determined in two different ways (Equations 5.57-5.64).329 
Method 1             ΔG° (kcal/mol) 
____________________________________________________________________________________________________________ 
HNiML + e− ⇌  [HNiML]−         −23.06∙E°1/2   (Eqn 5.57) 
[HNiML]−  ⇌  [NiML]− + H•          BDFE    (Eqn 5.58) 
H• ⇌  [H]+ + e−    −53.6    (Eqn 5.59) 
____________________________________________________________________________________________________________ 
HNiML  ⇌  [NiML]− + [H]+   +1.364∙pKa   (Eqn 5.60) 
 
Method 2             ΔG° (kcal/mol) 
____________________________________________________________________________________________________________ 
NiML + e− ⇌  [NiML]−          −23.06∙E°1/2   (Eqn 5.61) 
HNiML  ⇌  NiML + H•          BDFE    (Eqn 5.62) 
H• ⇌  [H]+ + e−    −53.6    (Eqn 5.63) 
____________________________________________________________________________________________________________ 




The results from these two different methods agree very well, with the difference 
between analogous pKa values from the two methods never exceeding ~0.3 pKa units. 
Averaging the values from both methods gives pKaMeCN values for neutral HNiML 
complexes of 32.2(7), 26.6(9), and 26.8(9) for M=Al, Ga, and In, respectively. These 
values indicate that the radical anions are less basic than their corresponding anionic 
hydride complexes, [HNiML]−, which have pKaMeCN values of 35.4(5), 33.1(2), and 
31.0(5) for M=Al, Ga, and In, respectively. This makes intuitive sense in retrospect, as 
protonation of [NiML]− results in the formation of a very weak Ni−H bond in HNiML, 
whereas protonation of [HNiML]− results in the formation of the more stable (η2-
H2)NiML complexes. Furthermore, [NiAlL]− is the most basic of the three radical anion 
complexes, as would be expected based on the trends observed in the electron-richness of 
Ni as the supporting metal is varied down group 13. However, it is not clear based on 
these pKa values why the reductions of NiGaL (2) and NiInL (3) are irreversible in 
CH3CN, but the reduction of NiAlL (1) is quasi-reversible, since the decomposition of 
the anions via deprotonation of CH3CN was thought to be one possible factor 
contributing to the irreversibility. Clearly, binding of CH3CN and/or other decomposition 
reactions of the radical anions in CH3CN must also contribute to the irreversibility of the 
reduction waves for 2 and 3 in CH3CN (section 2.2.6.4). 
 As far as other complexes and thermodynamic values which could be added to 
this thermodynamic scheme, the complex omitted from the top right corner would be the 
anionic H2 adducts of NiML, which are likely not stable on account of being 19-electron 
anionic complexes. Nevertheless, in principle, the redox potentials under an H2 




bound H−H ligand in the [(η2-H2)NiML]− complexes. Although tempting to fill in the 
redox potentials determined under 1 atm H2, CVs under high pressures of H2 are needed 
in order to ensure that the redox potential reflects the true redox potentials of the (η2-
H2)NiML complexes, as opposed to that for an equilibrium mixture of the bound and 
unbound species. The redox potentials for NiML under an H2 atmosphere would be 
expected to be irreversible, since [(η2-H2)NiML]− complexes would likely lose H2 rapidly 
upon generation, but the E°1/2 values could be estimated in a similar fashion to those for 
the irreversible oxidation of the [HNiML]− complexes.379 
Future studies could also focus on the cationic charge states of these complexes, 
which seem to be accessible based on CV studies but have been relatively unexplored to 
this point. Notably, even though it has not been labeled on the thermodynamic diagram, 
the Ni(I/0) redox potentials of the NiML complexes have been measured in CH3CN 
(section 2.2.6.2). These redox potentials, along with the previously determined BDFE of 
the Ni−H bonds in the neutral HNiML complexes, allow for the hydricity (ΔG°H−) of 
these unstable HNiML complexes to be calculated. Hydricity values for the neutral 
HNiML complexes of 40.9(9), 44(1), and 51(1) kcal/mol were determined for M=Al, Ga, 
and In, respectively. Comparison of these hydricity values to the previously determined 
BDFEs for HNiML show that it is more favorable to cleave the Ni−H bond in the neutral 
HNiML complexes via hydrogen atom transfer than via hydride ion transfer by 9 to 16 
kcal/mol (vide supra). Additionally, even though the HNiML species are unstable and so 
these ΔG°H− values are not useful for informing reactivity, they are interesting to compare 
with the low ΔG°H− values of the [HNiML]− complexes in thinking about the influence of 




lowers the oxidation state from Ni(I) to Ni(0) and makes the complex anionic, results in 
hydride transfer becoming more favorable by ~13 to 15 kcal/mol in all cases. For 
comparison, a difference in hydricity of ~10 kcal/mol was reported between similar 
diphosphine-ligated Co(I) and Co(II) hydrides in the same charge state.380 
 Lastly, it is suspected that the cationic [HNiML]+ and [(η2-H2)NiML)]+ complexes 
would also be stable, and could display interesting reactivity and/or simply add to the 
thermodynamic scheme. The former would likely be a diamagnetic Ni(II) species, which 
could potentially be formed via the reaction of weak acids with the neutral NiML 
complexes. The [(η2-H2)NiML)]+ complexes would be more difficult to characterize on 
account of being paramagnetic, but it is suspected that cationic Ni(I) centers would be 
susceptible to induce the binding of H2 via σ-donation from H2. Indeed, the isoelectronic 
paramagnetic CoML complexes bind H2, and the cationic charge of the Ni(I) complex 
likely would further increase H2 σ-donation and limit M→H2 π-back-bonding. Lastly, an 
interesting idea proposed by Matt Vollmer was to attempt hydride transfer from the (η2-
H2)NiML complexes to boranes of known hydride affinity, which could result in the 
formation of the [HNiML]+ species upon hydride transfer and allow for the estimation of 
the hydricity of the (η2-H2)NiML) complexes. Direct hydride transfer from the H2 
adducts, either via a transient dihydride species or directly from the H2 adduct, was 
considered computationally in the study of the mechanism of CO2 hydrogenation 
catalysis (section 5.2.5.3). It is currently known from preliminary experiments that the 
hydricity of the (η2-H2)NiGaL complex (2−H2) is > 44 kcal/mol because no reaction was 





5.2.14 Effect of Varying the Supporting Metal on Catalytic CO2 Hydrogenation Activity 
 Since [1−H]− and [2−H]− both were found to be strong enough hydride donors to 
react with CO2 to generate formate (ie. ΔG°H− < 44 kcal/mol in CH3CN),323, 331 their 
catalytic activity for CO2 hydrogenation to formate was also investigated. The results for 
employing complexes 1 and 3 as pre-catalysts in comparison to complex 2 are shown in 
Table 5.5 and Figure 5.37. 










NiGaL (2) 25(1) 80(12) 90(4) 90(4) 
NiInL (3) 7.9(3) 51(5) 87(1) 87(1) 
NiAlL (1) 4.9(6) 43(5) − d − d 
acatalytic conditions: 8 mM NiML, 800 mM Vkd in 0.40 mL THF-d8, 1 atm 1:1 H2/CO2 at 293K.  All 
experiments were run in duplicate, with parenthesis indicating the standard deviation in replicate trials. 
bOver initial 40-minute period (first 6 data points collected). cAfter ~24 h, based on integration of HCO2− 
resonance in 1H NMR spectra relative to an internal capillary standard. dFinal formate % yield and TON not 
determined. 
 The catalytic activity, in terms of the initial TOF, follows the order Ga > In > Al, 
with NiLH3 not found to catalyze the reaction to any appreciable extent (Figure 5.37). It 
should be noted that although catalysis is more sluggish for the In and Al supporting 
metals, a comparable final yield of formate was generated in the case of In compared 
with Ga (Table 5.5). Likewise, a similar formate TON after 14 h for M=Al and M=In was 
reached, and so it is likely that comparable final yields of formate after 24 h would be 
generated for M=Al as well despite its slower reaction rate. Even though NiInL (3) and 
NiAlL (1) are inferior catalysts compared to NiGaL (2), it is noteworthy that no other Ni 




to catalyze CO2 hydrogenation to formate under ambient conditions (1 atm gas pressure, 
293 K).323  
Figure 5.37. Kinetic plot of formate turnover number (TON) vs. time (h) over the initial 
period of catalytic CO2 hydrogenation mediated by NiML complexes with Vkd base (8 
mM NiML, 800 mM Vkd base, 1 atm of ~1:1 H2/CO2, 293 K), with the slopes 
representing the initial TOF (h−1). 
Preliminary catalysis studies under 34 atm of ~1:1 H2/CO2 found that 2 is a far 
better catalyst than 1 and 3, with TON = 3150 (99% yield) for 2 in ~40 minutes compared 
with TON = 45 (1.4% yield) and TON = 54 (1.7% yield) for 1 and 3, respectively, over a 
period of 3 h. It is hypothesized that complexes 1 and 3 are more prone to decomposition 
than complex 2 in the high-pressure trials which utilize low catalyst loadings (0.25 mM), 
leading to significantly worse catalytic performance for 1 and 3 in the high-pressure trials 
than would be expected based on the moderate activity displayed under ambient pressure 
with higher catalyst loadings. The specific decomposition pathways occurring will be 




5.2.15 Understanding Trends in Catalytic CO2 Hydrogenation Activity for NiML 
Complexes 
 The amenability of our catalytic system to the determination of the 
thermodynamic favorability for many of the fundamental steps in catalysis should aide in 
rationalizing the relative order of catalytic activity (Ga > In > Al). Figure 5.38 
summarizes the thermodynamic data for the first three proposed steps in the catalytic 
cycle: (1) H2 binding to NiML, (2) deprotonation of (η2-H2)NiML, and (3) hydride 
transfer to CO2 from [HNiML]−.  
Figure 5.38. Simplified catalytic mechanism for CO2 hydrogenation to formate, with the 
favorability of each of the three fundamental steps in THF shown as a function of the 
supporting metal: Al (top, green), Ga (middle, red), In (bottom, blue). 
As labeled in Figure 5.38, the thermodynamic favorability for each of the three 
fundamental reaction steps in the catalytic cycle is intermediate for NiGaL (2) relative to 
those of NiAlL (1) and NiInL (3). Deprotonation of the H2 adduct is the most difficult in 
the case of 1−H2, with the reaction of the extremely hydridic [1−H]− complex with CO2 




deprotonation of 3−H2 to form [3−H]− is the most facile of the series, with [3−H]− still 
readily able to react with CO2, albeit with the lowest thermodynamic driving force for 
hydride transfer (~7 kcal/mol) of the three complexes.  
The relative favorabilities of deprotonation and hydride transfer for 1 and 3 
illustrate that pKa and hydricity are inversely related, as a more reactive metal hydride 
species will be more difficult to generate (Equations 5.30-5.33, Figure 5.39).329  
Figure 5.39. Plot of ΔG°H− (in kcal/mol) vs. pKaMeCN for the trio of [HNiML]− 
complexes. 
In addition to the intermediate pKa and ΔG°H− values for M=Ga relative to the 
other supporting metals, H2 binding is also the closest to thermodynamically neutral for 
2, and so one explanation for its superior catalytic activity is that various steps in 
catalysis are well-matched in energy, such that no step is too difficult. Examining the 
favorability of each step makes it reasonably clear why 1 is the worst of the three 
catalysts, as H2 binding and deprotonation are both the most unfavorable for 1 of the 




difficult and likely impedes catalysis. Of note, the catalytic resting state for complex 1 at 
later time points in catalysis appears to be the anionic formate adduct, 
[VkdH][(HCO2)NiAlL] ([VkdH][1−O2CH]), as judged by in situ 31P NMR spectroscopy. 
At early time points, the chemical shift of the catalytic resting state is ~30 ppm, which is 
close to that of 1, with the 31P resonance shifting further upfield to ~28-29 ppm observed 
over the course of catalysis. A slight upfield shift to ~29 ppm relative to the chemical 
shift of 1 (30.7 ppm) was observed for the independently synthesized anionic formate 
adduct, [PPN][(HCO2)NiAlL] ([PPN][1−O2CH]), which was generated by exposing 
[PPN][1−H] to 1 atm CO2 (Figure A.4.5). Therefore, it is proposed that catalysis 
mediated by 1 will be inhibited by formate binding at later time points, in addition to 
being impeded relative to catalysis with 2 and 3 by both the H2 binding and deprotonation 
steps. 
In the case of 3, it is not immediately clear why it performs worse as a catalyst 
than 2. H2 binding and deprotonation of the H2 adduct are significantly more favorable 
for 3 than 2, indicating that the [HNiML]− species should be more readily generated in 
the case of 3. Even though hydride transfer is less favorable for M=In relative to M=Ga, 
[3−H]− is still expected to be sufficiently reactive toward CO2 that outer-sphere hydride 
transfer is thermodynamically favorable by ~7 kcal/mol.331 In fact, the hydricity of 
[3−H]− (∆G°H− = 37 kcal/mol) is actually very similar to that of HCo(dmpe)2 (∆G°H− = 36 
kcal/mol), which is the most active first-row metal catalyst for CO2 hydrogenation under 
mild conditions (1 atm H2/CO2, rt, no additives), though hydride transfer was rate-
limiting in that system.323, 359 This prompts the question of why is 3 an inferior CO2 




Additional insight was provided by in situ 31P NMR spectroscopy, which 
identified that the catalytic resting state throughout catalysis under catalytic conditions 
for 3 was the anionic formate adduct, [VkdH][(HCO2)NiInL] ([VkdH][3−O2CH]), just as 
was the case for catalysis with 2.128 The catalytic resting state was identified as 
[VkdH][3−O2CH] based on its diagnostic 31P chemical shift of 37.6, which closely 
matches that upon the addition of excess [VkdH][HCO2] to 3, as well as that of the 
independently synthesized [PPN][3−O2CH] complex (Figure A.4.6). This result suggests 
that formate dissociation to allow H2 to bind is the RDS for catalysis mediated by both 2 
and 3, and so one possible explanation for the slower catalytic rates for 3 would be 
slower ligand substitution of H2 for formate. The next section will compare the 
thermodynamics and kinetics of formate dissociation for complexes 2 and 3 to determine 
whether the relative rates of catalysis (TOF) can be explained by the rates of ligand 
substitution. 
While the analysis so far has focused on the thermodynamics of each step, the 
catalytic rate is dictated by the kinetics of each step, which is often correlated with the 
thermodynamic favorability. Although kinetic studies have not been pursued as 
thoroughly and have not been as fruitful in a quantitative sense as the thermodynamic 
studies, a few qualitative observations are worth noting. The kinetics of H2 binding were 
previously quantitatively examined in chapter 3, and the rapid rates of H2 binding and 
dissociation are not expected to limit the rate of catalysis. The rate of H2 adduct 
deprotonation appears to be qualitatively slower than that of H2 binding, based on the fact 
that incomplete deprotonation of 3−H2 was observed in the presence of a slight excess 




excess of base, and of formate to assist the base as catalysis goes on, and so the rate of 
deprotonation is not expected to be an impediment to catalysis. An additional 
consideration is that catalysis may be mass-transport limited by the rate of liquid-gas 
mixing under certain conditions (Figures A.4.37-A.4.38). 
The kinetics of hydride transfer were also investigated experimentally. Hydride 
transfer from [PPN][3−H] to CO2 to generate [PPN][3−O2CH] was found to be 
prohibitively fast to measure by conventional NMR techniques. Namely, a frozen 
solution of [PPN][3−H] in THF-d8 in a J. Young NMR tube was exposed to 1 atm CO2, 
thawed for 30 seconds in a dry ice/acetone bath (195 K), inverted once, and inserted 
directly into the NMR instrument, which was already cooled to 195 K. An initial 31P 
NMR spectrum acquired ~1 minute after the sample was thawed already showed 
complete consumption of [PPN][3−H] and the formation of [PPN][3−O2CH]. That 
hydride transfer from [HNiML]− to CO2 is rapid is consistent with the large 
thermodynamic driving forces of 7 kcal/mol (In) to 18 kcal/mol (Al) expected for hydride 
transfer based on the measured hydricities of the [HNiML]− complexes. Moreover, it 
seems that alternative techniques would need to be utilized in order to measure the rapid 
rates of hydride transfer to CO2.  
Since hydride transfer to CO2 proved too fast to measure by conventional NMR 
methods, the relative rates of hydride transfer between two metal hydrides in the 
isodesmic hydride transfer experiments were also considered as a function of the 
supporting metal. Hydride transfer from HRh(dmpe)2 to 1 to generate [1−H]− reached 
equilibrium after ~1 week, whereas complete hydride transfer from HRh(dmpe)2 to 2 and 




faster hydride transfer was observed from HRh(dmpe)2 to 3, with complete conversion to 
[Rh(dmpe)2][3−H] observed within one hour, than to 2, which took several days to fully 
convert to [Rh(dmpe)2][2−H]. It appears that faster hydride transfer kinetics were 
observed for more thermodynamically favorable hydride transfer reactions involving 
HRh(dmpe)2 and NiML, at least qualitatively. However, hydride transfer between 
[HNiML]− and NiM’L were not observed to adhere to this principle in all cases (Figures 
A.4.30-A.4.33), as hydride transfer from [1−H]− to 2 (ΔΔG°H− = 5.4 kcal/mol, t1/2 ≈ 4.6 
h) proceeded more rapidly than hydride transfer from [1−H]− to 3 (ΔΔG°H− = 11.1 
kcal/mol, t1/2 ≈ 7.7 h). Clearly there are other factors, including the steric crowding of the 
metal centers involved in hydride transfer, that could lead to deviations from the 
correlation of the kinetic rate and thermodynamic favorability of hydride transfer. That 
said, DFT calculations do predict a linear relationship between the free energy of 
activation for hydride transfer from [HNiML]− to CO2 (ΔG‡) and the thermodynamic 
hydricity (ΔG°H−), and so hydride transfer rates would be expected to follow the relative 
order Al > Ga > In for [HNiML]− complexes based on this prediction.129 Other 
experimental efforts to examine the relative rates of hydride transfer from [HNiML]− 
complexes to CO2 as a function of the supporting metal could focus on utilizing other 
C=X substrates which react more slowly as a model for hydride transfer to CO2, as this 







5.2.16 Effect of the Supporting Metal on the Thermodynamics and Kinetics of Ligand 
Substitution of H2 for Formate 
With the kinetics and thermodynamics of the first three fundamental steps in 
catalysis examined, the primary considerations remaining are the kinetics and 
thermodynamics of ligand substitution of H2 for formate, which will be considered in this 
section as a function of the supporting metal. Namely, the thermodynamics and kinetics 
of formate binding to 2 and 3 will be compared, since this is one step that could explain 
the inferior catalytic performance of the latter. Just as was discussed with complex 2, 
even though the strong binding of formate precludes direct measurement of its 
thermodynamic binding energy to 3, CH3CN can be used as an intervening ligand to 
quantify the relative thermodynamic favorability of formate binding relative to that of H2 
binding (Equations 5.10-5.17). Figure 5.40 shows 31P NMR spectra of the equilibria of 
CH3CN binding with H2 binding (left) and with formate binding (right). 
 
Figure 5.40. 31P NMR spectra (161.9 MHz, THF) showing the binding equilibrium 






Equilibrium         ΔG° (kcal/mol) 
____________________________________________________________________________________________________________ 
3−H2 + CH3CN  ⇌  3−NCCH3 + H2          −1.364∙log(𝐾 )  (Eqn 5.65) 
3−NCCH3 + {[PPN][HCO2]}ip ⇌ {[PPN][3−O2CH]}ip + CH3CN  −1.364∙log(𝐾 )  (Eqn 5.66) 
Exposure of a mixture of 3 and 1.2 equiv CH3CN in THF to both 1 atm and ~3.8 
atm H2 allowed for the measurement of 𝐾  to be 2.4(2) x 103 atm/M, as judged by the 
relative integrals of the resonances observed by 31P NMR spectroscopy, which translates 
into ΔG° = −4.6(1) kcal/mol for Equation 5.65 (Figure 5.40). Since ΔG° = −3.4(7) 
kcal/mol was estimated for H2 binding to 3 in THF, this means that ΔG° = −8.0(7) 
kcal/mol for CH3CN binding to 3. 𝐾  was found to be 61 when [PPN][3−O2CH] and 
1.2 equiv CH3CN were allowed to reach equilibrium in THF over ~3 days (Figure 5.40). 
This equates to ΔG° = −2.4 kcal/mol for Equation 5.66, which gives ΔG° = −12(1) 
kcal/mol for formate binding once ion-pairing interactions in THF are considered,358, 366 
just as was described for formate binding to 2 (Equations 5.13-5.18). 
 Table 5.6 compares the binding energies of H2, CH3CN, and formate (HCO2−) to 
complexes 2 and 3.  
Table 5.6. Comparison of ΔG° values for H2, CH3CN, and formate (HCO2−) binding to 
complexes 2 and 3 in THF.a 
Complex H2 CH3CN HCO2− 
NiGaL (2) +0.1(1)b −4.7(6) −6.5(8)d 
NiInL (3) −3.4(7)c −8.0(7) −12(1)d 
aNote that all values are ΔG° in kcal/mol. bExperimental value from which absolute binding energies of 
CH3CN and HCO2− were determined. cEstimated binding value from experimental value of −3.0(7) 
kcal/mol in toluene, based on adjusting by DFT-predicted ΔΔG° between toluene and THF. Absolute 
binding energies of CH3CN and HCO2− to 3 were then determined relative to this estimated H2 binding 




The fact that formate binds considerably more strongly to 3 than to 2 indicates 
that formate dissociation will be less favorable under catalytic conditions with 3. 
Furthermore, ligand substitution involving H2 binding and formate dissociation will be 
more unfavorable for complex 3, at ΔG° = +8.6(1.2) kcal/mol, than for complex 2, at 
ΔG° = +6.6(8) kcal/mol. This indicates that a larger fraction of the catalyst will be in the 
catalytic resting state, the anionic formate adduct, in the case of catalysis with 3. The 
kinetic exchange rates of CH3CN, a neutral ligand, and formate can also be compared for 
complexes 2 and 3, as they should show the same trend and serve as an adequate model 
of the relative exchange rates of H2 for formate that are of relevance to the catalytic rates.  
Figure 5.41 shows the 31P NMR lineshape simulations for the equilibria between 
CH3CN and formate binding for complexes 2 and 3. While chemical exchange of CH3CN 
for formate is slow relative to the 31P NMR timescale (161.9 MHz) for both species, 
exchange is much slower for complex 3 than for complex 2, as sharp resonances are 
observed for the former compared with broader resonances for the latter. The exchange 
rates of CH3CN and formate were estimated to be ~2.0(3) x 102 s−1 and ~2(1) s−1 for 
complexes 2 and 3, respectively. This same relative trend can be seen more dramatically 
in the chemical exchange rates of CH3CN for H2, where slow interconversion relative to 
the 31P NMR timescale (161.9 MHz) can be observed for complex 3, but fast 
interconversion is observed in the case of complex 2 (Figures 5.19 and 5.40). Likewise, 
this matches the relative trend in the rates of H2 self-exchange determined by 31P NMR 
lineshape simulations in chapter 3, where complex 2 was found to have a faster H2 self-





Figure 5.41. Comparison of simulated (black lines) and experimental 31P NMR spectra 
(red lines, THF-d8, 161.9 MHz) for the binding equilibria between formate and CH3CN 
for complexes 2 and 3 at 298 K. The estimated exchange rates and uncertainties are also 
displayed.  
Therefore, all evidence points to the fact that ligand exchange of H2 for formate 
should occur at a faster rate for complex 2 compared with complex 3. Given that the 
initial TOF in catalytic trials performed at ambient pressure differed by a factor of ~3 
(Table 5.5), it is proposed that this difference in rates may be attributable to the faster 
ligand exchange rate of H2 for formate in complex 2 compared with complex 3. Although 
the exchange rate of CH3CN for formate, which was used as a model for the exchange of 
H2 for formate, was found to be faster by a factor of ~100 for 2 relative to 3, the 
experimental conditions were such that only ~1 equiv of formate and CH3CN were 
present in solution. Under catalytic conditions, H2 is present in large excess relative to 




faster for both complexes due to the presence of excess H2, and the relative exchange 
rates would likely be much less disparate than the factor of ~100 observed. Thus, the 
kinetics of ligand substitution of formate for H2 seems to be a reasonable explanation for 
the relative differences in initial TOF for catalysis at ambient pressure with complexes 2 
and 3. However, this does not explain the catalytic results at high pressure (~34 atm), 
where the performance of 2 (3150 TON, 99% yield) was drastically better compared with 
3 (54 TON, 1.7% yield). To explain this, it is proposed that catalyst 3 is more prone to 
decomposition in high- pressure trials where low catalyst loadings (0.25 mM) were 
employed, compared with the ambient pressure trials where higher catalyst loadings were 
used (8 mM). The next section will briefly present what is currently known about the 
mechanism of catalyst decomposition, and why it might be more prevalent in the case of 
catalysis with complex 3 than with complex 2.  
5.2.17 Catalyst Decomposition Pathways and Their Dependence on the Supporting Metal 
5.2.17.1 Decomposition to Catalytically Inactive CO Adducts 
 Studying catalytic decomposition pathways is important because understanding 
catalyst deactivation can potentially aide in improving catalyst lifetime and overall 
performance. Monitoring catalyst speciation throughout the course of catalysis via in situ 
31P NMR spectroscopy was particularly useful in elucidating the primary catalytic 
species, both active and inactive, which build up in solution during catalysis. As 
described previously, the anionic formate adducts, [VkdH][(HCO2)NiML], were 
identified as the primary catalyst resting state for M=Ga and M=In based on in situ 31P 
NMR spectroscopy, which indicated that formate dissociation was likely the RDS for 




active, as opposed to being an inactive form of the catalyst, was validated by 
stoichiometric experiments which showed that the reactive anionic hydride species, 
[VkdH][HNiML], could be regenerated upon the addition of H2 to the formate adduct in 
the presence of Vkd base (Figure A.4.21).128 Additionally, catalytic generation of formate 
was observed to resume upon the replenishment of H2/CO2 gas to [VkdH][2−O2CH] 
under catalytic conditions in the presence of Vkd base. Apart from the formate adducts, 
the primary species generated under catalytic conditions for both 2 and 3 with low 
H2/CO2 pressures and/or low catalyst loadings were the CO adducts, (OC)NiML. 
Figure 5.42 shows in situ 31P NMR spectra collected throughout catalysis with 2 
and 3 under 1 atm of ~1:1 H2/CO2.  
Figure 5.42. In situ 31P NMR spectra collected during catalysis under mild conditions 
(~1:1 H2/CO2 in 0.40 mL THF-d8 at 293 K) for: (a) 8 mM NiInL (3) and 800 mM Vkd 
base, (b) 8 mM NiGaL (2) and 800 mM Vkd base, and (c) varying [2] with 500 mM Vkd 
base. 31P resonances of the formate and CO adducts of 2 and 3 have been identified and 
labeled, with a few unidentified peaks also denoted (?, *). 31P spectra are zoomed in to 
more clearly show the different catalyst species, so it should be noted that peaks for Vkd, 
[VkdH]+ and impurities in the base are present in the spectra but not shown.  
For a catalyst loading of 8 mM NiGaL (2) with 800 mM Vkd base, the only 
species observed throughout catalysis is the formate adduct, [VkdH][2−O2CH] (Figure 
5.42b). In contrast, under identical catalytic conditions with NiInL (3), early time points 
show the formate adduct, [VkdH][3−O2CH], as the primary catalyst resting state, along 




disappears and (OC)NiInL (3−CO) is formed in greater concentration. The final time 
point shows that the relative concentration of 3−CO has decreased and that of 
[VkdH][3−O2CH] has increased, along with the appearance of a small unidentified peak 
at ~56 ppm (Figure 5.42a).  
Clearly, the catalyst speciation is more complicated in the case of catalysis with 3 
than with 2, as the only species observed under catalytic conditions with 2 is the 
catalytically active formate adduct. However, upon lowering the catalyst loading of 2 
from 8 mM to either 2 mM or 3 mM, the formation of substantial amounts of (OC)NiGaL 
(2−CO) was observed. The effect of lower catalyst loading is illustrated in Figure 5.42c, 
where 2−CO is the primary species observed, after ~24 h, with a 2 mM catalyst loading 
of 2, forms in a ~1:1 ratio with [VkdH][2−O2CH] with a 3 mM loading, and is not 
observed at all with a 4.2 mM loading. Small amounts of CO gas were also consistently 
detected by GC-MS analysis of the headspace of the J. Young NMR tubes after catalysis 
(Figure A.4.39), consistent with the formation of small amounts of CO under catalytic 
conditions. 
To address whether the (OC)NiML complexes (M=Ga, In) were inactive forms of 
the catalyst, 2−CO and 3−CO were independently prepared (as described in section 3.5.1) 
and subjected to catalytic conditions. Figure 5.43 shows the catalytic results for the 
(OC)NiML complexes in comparison to their respective NiML complexes. Almost no 
formate is formed under catalytic conditions for both 2−CO and 3−CO, with TON of 1.6 
and 0.6 observed after ~2 h, respectively, and initial TOF = 0.4 h−1 in each case over the 




and 21 turnovers of formate in ~2 h, respectively, with the initial TOF for 2 (67 h−1) 
found to be ~6 times greater than that for 3 (11 h−1) under these conditions (Figure 5.43). 
Figure 5.43. Comparison of formate turnover number (TON) vs. time plots for: (a) 2 
compared with 2−CO, and (b) 3 compared with 3−CO. Catalytic conditions for 2 and 3 
were: 2.9 mM NiML and 800 mM Vkd base in ~0.40 mL THF-d8, at 1 atm of ~1:1 
H2/CO2 and 293 K. Catalytic conditions were nearly identical but slightly different for 
(OC)NiML, with a 3 mM catalyst loading and 750 mM Vkd base utilized. Data points for 
NiML complexes are the average of duplicate trials, whereas only a single trial was 
performed for each (OC)NiML complex. The slope gives the approximate turnover 
frequency (TOF) over the initial time period (in h−1). 
Clearly, 2−CO and 3−CO are inactive forms of their respective catalysts, for all 
intents and purposes, as they exhibit little appreciable catalytic activity relative to that of 
2 and 3. That 2−CO and 3−CO would not be catalytically active makes intuitive sense, as 
CO binding would be expected to be strong enough to effectively prevent the binding of 
H2. Thus, catalysis would not occur because the generation of the reactive anionic 
hydride species, [VkdH][HNiML], would not be possible due to CO outcompeting H2 for 
binding to NiML and effectively poisoning the catalyst. This proposal is supported by the 
DFT-calculated binding energies of CO and H2 to NiML (M06-L/bs1), which predict CO 
binding to be more significantly favorable than H2 binding by 18.6 and 21.0 kcal/mol (in 




only species observable during the catalytic trials with both 2−CO and 3−CO, which also 
supports the notion that displacement of CO to allow for H2 binding is the limiting step 
that is effectively preventing catalysis from occurring. 
One interesting observation that potentially contradicts this simplified picture of 
catalyst decomposition comes from comparing in situ 31P NMR spectra collected at 8 h 
and 10 h time points for catalysis with 3 (Figure 5.42a). The decrease in the relative 
concentration of 3−CO between these two time points suggests that the CO adduct need 
not simply sit in solution once it is formed, and that it can react in some way under 
catalytic conditions. The large excess of H2 relative to CO could, in principle, result in a 
very small fraction of the catalyst binding H2, which could lead to productive catalysis 
and account for the minimal amounts of formate generated under catalytic conditions for 
3−CO and 2−CO. Of relevance, the complete disappearance of 3−CO and the generation 
of the catalytically active [3−H]− species was observed by in situ 31P NMR spectroscopy 
between two different time points in catalysis upon the complete consumption of CO2 in 
the J. Young NMR tube (Figure A.4.40). However, this result could be due to the 
decomposition of 3−CO to other unidentified species, possibly those which grow in 
between ~56 and 61 ppm, and the conversion of some [3−O2CH]− to [3−H]− once CO2 is 
depleted, rather than from the conversion of 3−CO directly back to the catalytically active 
[3−H]− species. In any case, the extremely large energy difference between H2 and CO 
binding to 3 (~21 kcal/mol based on DFT calculations) and the negligible catalytic 
activity of 3−CO make it unlikely that the decrease in the relative concentration of 3−CO 




decomposition of 3−CO occurs, possibly to form the unidentified species between ~56 
and 61 ppm, which are also presumably catalytically inactive.  
Collectively, the in situ 31P NMR studies and catalytic trials with 2−CO and 
3−CO indicate that the CO adducts are the primary species formed from catalyst 
decomposition, and that once formed they are essentially catalytically inactive. 
Additionally, catalyst decomposition occurs more readily for 3 to 3−CO than for 2 to 
2−CO under identical catalytic conditions with 8 mM catalyst loadings. Only upon 
lowering the catalyst loading to 3 mM is the analogous extent of catalyst decomposition 
to the CO adduct observed for complex 2. This is an important observation in that it can 
help rationalize the dramatically better performance at low catalyst loading (0.25 mM) 
and high pressure (34 atm of ~1:1 H2/CO2) of catalyst 2 (3150 TON, 99% yield) 
compared with catalyst 3 (54 TON, 1.7% yield). Namely, it is proposed that catalyst 3 is 
more prone to decomposition than catalyst 2 in these high-pressure trials where low 
catalyst loadings were employed. Although the catalyst concentrations are too low to 
directly observe by 31P NMR spectroscopy whether decomposition to 2−CO and 3−CO 
also occurs under catalytic conditions in these high-pressure trials, it seems reasonable 
that 3 will decompose more readily than 2 in these trials based on the fact that this was 
seen to be the case for identical catalyst concentrations at ambient pressure (Figure 5.42a-
b). The greater predicted favorability of CO binding to 3 relative to 2 indicates that there 






5.2.17.2 Possible Mechanisms of Catalyst Decomposition 
 There are several possible mechanisms by which the catalytically inactive 
(OC)NiML complexes could be formed under catalytic conditions. Four different 
possibilities that were considered are shown in Equations 5.67-5.70, with all the reactions 
presumed to be metal-mediated processes, with the possible exception of Equation 5.70. 
Reverse water-gas shift  H2 + CO2 ⇌ CO + H2O  (Eqn 5.67) 
Formate dehydroxylation  HCO2− ⇌ CO + OH−   (Eqn 5.68) 
CO2 disproportionation  2 CO2 + 2 e− ⇌ CO + CO32−  (Eqn 5.69) 
Phosphine oxidation   CO2 + PR3 → CO + O=PR3  (Eqn 5.70) 
The reverse water-gas shift reaction and formate dehydroxylation were the two 
primary decomposition pathways considered in detail for the decomposition of a 
diphosphine-ligated Co catalyst, [Co(dmpe)2]+, to its catalytically inactive CO adduct, 
[(CO)Co(dmpe)2]+.346 Reductive disproportionation of CO2 to give CO and carbonates 
and/or bicarbonates has also been reported to be catalyzed by a number of different 
transition metal complexes, among them the closely related diphosphine-ligated Fe 
complex, H2Fe(dmpe)2.381 Additionally, net disproportionation of CO2 to CO and CO32− 
was also reported by Holland and co-workers to proceed through the formation of a 
cobalt-carbonyl adduct and a dimeric cobalt oxo species, which reacts with additional 
CO2 to generate a dimeric cobalt carbonate species.382 Lastly, the similar decomposition 
of CO2 to CO via the generation of a phosphine oxide was also considered, either via 




definitive conclusions can be made as to the exact pathway(s) of decomposition, several 
important observations have been made which are worthwhile to consider. 
In regard to the reverse water-gas shift reaction (Equation 5.67), Linehan and co-
workers concluded it to be the more likely pathway for CO formation in the HCo(dmpe)2 
system, rather than formate dehydroxylation, on the basis of the fact that CO formation 
only occurred at higher CO2:H2 ratios, whereas formate dehydroxylation would not be 
expected to be affected as drastically by the gas ratio.346 Although different gas ratios 
were not tested in our system, catalyst decomposition to the (OC)NiML complexes 
occurred at low gas pressures (1 atm), whereas higher gas pressures would be expected to 
promote the endothermic reverse water-gas shift reaction to a greater extent.383 
Additionally, the amount of CO gas in the headspace was relatively low based on GC-MS 
analysis, at 0.5 to 1.5 % for various catalytic trials, whereas a much more significant 
amount of CO gas, ~17% of the headspace gas analyzed, was generated in the case of the 
HCo(dmpe)2 system. The lower CO gas content suggests that the NiML complexes are 
not catalyzing the reverse water-gas shift reaction as readily as HCo(dmpe)2, but it cannot 
rule out the reverse water-gas shift reaction completely as a potential source of CO in our 
system. 
To test the feasibility of CO2 disproportionation (Equation 5.69), NiML 
complexes were subjected to high pressures of CO2 in the absence of H2 and base. No 
decomposition to 2−CO was observed for 2 over the course of 12 h under 34 atm CO2, 
albeit in toluene-d8, whereas a significant amount of decomposition of 3 to 3−CO was 
observed, but only upon heating to 368 K. The lack of decomposition to give (OC)NiML 




disproportionation mechanisms, as no Vkd base was present in these control experiments. 
A control experiment with Vkd base and CO2 showed a slow reaction over the course of 
days that generated the product of phosphine oxidation, Vkd(P=O). It is presumed that 
CO could be one of the other byproducts of this phosphine oxidation reaction, although 
the possibility that trace moisture plays a role in this process cannot be discounted. In any 
case, the lack of decomposition to give the (OC)NiML complexes at 293 K under high 
pressures of CO2 would seem to suggest that oxidation of the ligand phosphines, either to 
form InO3L (section 3.3.1.6) or a (OC)(P)2Ni(μ-O)P species, likely does not occur readily 
under ambient conditions (1 atm gas pressure, 293 K). That said, a small amount of 
InO3L (section 3.3.1.6) was observed in some cases under catalytic conditions for 
complex 3 (Figure A.4.40), which prevents the disproportionation of CO2 via phosphine 
oxidation from being ruled out completely. 
In regard to formate dehydroxylation (Equation 5.68) being a viable pathway for 
catalyst decomposition, several control reactions were performed that provided useful 
insights. [VkdH][2−O2CH] was independently synthesized in situ, by first 
generating[VkdH][2−H] via the addition of H2 (1 atm) to 2 in the presence of excess Vkd 
base, followed by subsequent exposure to CO2 to form [VkdH][2−O2CH] after a freeze-
pump-thaw cycle. Over the course of 1 week, substantial decomposition (~50%) of 
[VkdH][2−O2CH] to form 2−CO and two unidentified species was observed by 31P NMR 
spectroscopy (Figure 5.44a). 2−CO, species B, and an unidentified species at 33.1 ppm 






Figure 5.44. (a) Stacked 31P NMR spectra (162 MHz, THF-d8) showing decomposition 
of [VkdH][2−O2CH] to 2−CO (55.8 ppm), species B (49.6, 49.3, 16.95 ppm), and an 
unidentified species (33.1 ppm) over the course of 1 week under 1 atm CO2. Note that 
large peaks for Vkd base (119 ppm) and [VkdH]+ (−13.6 ppm) are present in all spectra, 
but are not shown for visual clarity. Also not shown in the catalytic trial spectrum are 
Vkd-derived peaks at 1.9 and 9.7 ppm. An unknown Vkd-derived peak is denoted at 17.2 
ppm (*), as are small impurities of [X][2−Cl], Vkd(P=O), and a small unidentified peak 
at 33.8 ppm (*). (b) A mechanistic proposal for formate dehydroxylation of 
[VkdH][2−O2CH] to generate 2−CO and [VkdH][HCO3] under a CO2 atmosphere. 
Both 2−CO (55.8 ppm) and species B (49.6/49.3 and 16.95 ppm in a 2:1 ratio) are 
the two primary decomposition products typically observed under catalytic conditions 
with complex 2, as shown by comparing the 31P NMR spectrum of the formate adduct 
decomposition experiment to that obtained during catalysis (Figure 5.44a). While the 
structure of species B is not known precisely, the large disparity in 31P chemical shifts 
indicates that the phosphine donors have been significantly differentiated in some 
manner; it is likely that either one phosphine has dissociated from Ni, or that one or two 
of the phosphines have become oxidized. Additionally, a new resonance at ~8.0 ppm was 
observed by 1H NMR spectroscopy, which is upfield relative to that of corrdinated 
formate in [VkdH][2−O2CH] at ~8.7 ppm. Thus, it is hypothesized that the unidentified 
species at 33.1 ppm, or possibly species B, contains a coordinated formate moiety. Other 




either phosphine dissociation or coordination of one oxygen atom to the supporting 
metal), a bridging dimeric binding mode (Ni−OCHO−Ni), or η1-C formate binding, 
potentially similar to the isomerization of formate depicted in the mechanism in Figure 
5.44b.  
Because the primary decomposition products observed during catalysis, 2−CO 
and species B, are also observed in the formate adduct decomposition experiment, it is 
proposed that formate dehydroxylation is favored as the primary pathway for catalyst 
decomposition. Similar decomposition of [VkdH][3−O2CH] under CO2 to generate 
3−CO, along with other species including InO3L, was also observed by 31P NMR 
spectroscopy over the course of ~1 week. Figure 5.44b illustrates the proposed 
mechanism of catalyst decomposition via formate dehydroxylation through initial 
isomerization of the coordinated formate unit. Other important control experiments shed 
light on the potential roles of excess Vkd base and/or CO2 in promoting formate 
dehydroxylation. Decomposition of [PPN][2−O2CH] to 2−CO was not observed to any 
extent over the course of ~5 days under 1 atm Ar, even upon extended heating to 333 K 
for 18 h. Likewise, [PPN][2−O2CH] did not decompose to 2−CO under an H2 
atmosphere. Therefore, it is proposed that CO2 gas and/or excess Vkd base are required 
for decomposition of [2−O2CH]− to 2−CO to occur.  
While the roles played by Vkd base and/or CO2 in the decomposition reaction of 
[2−O2CH]− to 2−CO are unclear, it is possible that the reaction of CO2 with [VkdH][OH] 
to form [VkdH][HCO3], which is reported to be poorly soluble in THF, could help drive 
the reaction. However, it should be noted that bicarbonate was not definitively identified 




form to an appreciable extent, or alternatively that either [VkdH][OH] or [VkdH][HCO3] 
precipitates out of solution. Additionally, excess Vkd base may play a role in promoting 
the reaction as well, as evidenced by the lack of decomposition of [PPN][2−O2CH], albeit 
under an Ar atmosphere. It should be noted that Vkd base was also required for the 
similar reaction of NiInL (3) with ethyl formate to generate 3−CO and [VkdH][OEt], 
although H2 was required as well in that case. As previously mentioned, it is possible that 
Vkd base somehow slowly becomes oxidized in order to generate CO from CO2. Control 
experiments to monitor the extent of decomposition of [PPN][2−O2CH] to 2−CO in the 
presence of excess Vkd base under Ar, compared with that under a CO2 atmosphere in 
the absence of Vkd base, would differentiate whether excess Vkd base, CO2, or both are 
required for decomposition to occur. 
An additional clue to the pathway for catalyst decomposition came in the form of 
the detection of small peaks at ~9.35 and ~9.6 ppm by in situ 1H NMR spectroscopy 
during catalytic trials, which are believed to be the attributable to [VkdH][HCO3] and/or 
other bicarbonate salts. In support of this assignment, 13C NMR spectra showed minor 
peaks at 158-159 ppm, which match reasonably well with the reported chemical shift of 
157.7 ppm of [VkdH][HCO3].346 Although the reverse water-gas shift reaction and 
formate dehydroxylation, as written in Equations 5.67-5.68, do not explicitly result in the 
formation of bicarbonate salts, both reactions would be expected to lead to bicarbonate 
formation under catalytic conditions. Namely, [VkdH][OH] would be formed in both 
cases, from the reaction of the water formed with Vkd base in the case of the reverse 
water-gas shift reaction, and the subsequent reaction of hydroxide with additional CO2 




could be expected to generate bicarbonate, with the exception of direct phosphine 
oxidation to give CO and O=PR3. However, small amounts of bicarbonate were also 
detected in catalytic trials in which no catalyst decomposition to (OC)NiML was 
observed; therefore, it is more likely that the detection of small amounts of 
[VkdH][HCO3] is the result of the reaction of trace amounts of water with CO2 in the 
presence of Vkd base, as opposed to being related to the catalyst decomposition 
mechanism. Notably, the generation of bicarbonate as a byproduct under catalytic 
conditions was also reported by Linehan and co-workers in the HCo(dmpe)2 system from 
residual water, likely generated primarily as a byproduct of the reverse water-gas shift 
reaction (Equation 5.67).346 
In summary, formate dehydroxylation is proposed to be the predominant catalyst 
decomposition pathway based on the similarity of the decomposition products observed 
under catalytic conditions to those observed after allowing the formate adduct to sit in 
solution over time. One or both of Vkd base and CO2 are required for decomposition to 
occur, but H2 is not required, which indicates that the reverse water-gas shift reaction is 
likely not the primary contributor to the formation of CO or catalyst decomposition. 
Similarly, the tentative lack of correlation between the formation of carbonate or 
bicarbonate salts and catalyst decomposition does not support, or rule out, CO2 
disproportionation as viable catalyst decomposition pathway. Specifically, CO2 
disproportionation to CO via the oxidation of one or more of the ligand phosphines, or 
Vkd base, may cause catalyst decomposition to some extent, as evidenced by the 
formation of small amounts of Vkd(P=O) and InO3L, along with the possibility that 




loadings and greater extent of catalyst decomposition is not well understood, but it is 
worth noting that the amount of CO detected by headspace GC-MS was also lower at 
greater catalyst loadings (Figures A.4.39 and A.4.41). Greater catalyst decomposition at 
lower catalyst loadings could be due to either greater sensitivity to trace impurities of 
H2O and O2, or alternatively to slower catalytic rates allowing the formate adduct 
catalytic resting state to be more susceptible to interception to participate in undesirable 
reactions which lead to catalyst decomposition. The latter explanation is supported by the 
dramatic dependence of catalytic performance, for a given catalyst concentration, on 
H2/CO2 gas pressure (Table 5.7).  
While nearly quantitative formate yields were observed with 0.25 mM catalyst 
loading and 800 mM Vkd base under 34 atm of ~1:1 H2/CO2, reducing the pressure five-
fold to 6.8 atm resulted in low yields of formate which were highly variable, at 13 (±11) 
turnovers (entries 1-2, Table 5.7). Likewise, a single trial at 1 atm of ~1:1 H2/CO2, albeit 
with lower base concentration, also gave poor yields of formate (entry 3, Table 5.7). 












1b 0.25 800 34.0 3150 (±40) 99 (1) 
2b,c 0.25 800 6.8 410 (±360) 13 (±11) 
3d 0.25 500 1.0 190 10 
acatalytic conditions: ~1:1 H2/CO2 mixture, 293 K, 0.30 mL THF-d8 unless otherwise noted. All 
experiments were run in duplicate, unless otherwise noted, with parenthesis indicating the standard 
deviation in replicate trials. bConstant gas pressure maintained in PEEK cell by ISCO pump. cfour trials. 
dsingle trial in 0.40 mL THF-d8, re-pressurized to 1.0 atm gas pressure manually between NMR data 
collection (every ~6 minutes). eAfter ~24 h, based on integration of HCO2− resonance in 1H NMR spectra 
relative to an internal capillary standard. f100% yield indicates all Vkd base consumed generates formate.  
 
 That gas pressure would lead to such a dramatic difference in catalyst 




turnover by maximizing the ability of H2 binding to 2 to compete with formate binding. 
Furthermore, the fact that catalysis at lower gas pressures is not just slower in terms of 
TOF, but also leads to very low final yields of formate, suggests that the catalyst likely 
decomposes more readily at lower gas pressures. Speculatively, this would be consistent 
with the idea that formate dehydroxylation occurs more readily if the formate adduct is 
present in solution for a greater duration before H2 binding re-starts the catalytic cycle. 
Additionally, it should be noted that the residual water content in the H2/CO2 gas stream 
was measured to be significantly less using the drying apparatus for 1.0 atm gas pressure 
trials (~2 ppm) than for high-pressure trials (~50 ppm for 34 atm and 6.8 atm trials). This 
may contribute to the comparable formate yields observed at 1.0 atm and 6.8 atm gas 
pressures, as the higher pressure should allow for a faster rate of formate production, but 
the greater water content likely leads to more rapid catalyst decomposition as well 
compared with the 1.0 atm trial. 
Unfortunately, these preliminary insights into the catalyst decomposition 
mechanism remain somewhat speculative and do not provide any special way by which 
catalyst decomposition could be minimized, since the formation of the formate adduct is 
a consequence of the catalytic generation of large amounts of formate product. Thus, the 
way to prevent catalyst decomposition would seem to be analogous to the means of 
improving catalytic TOF: by promoting more facile and rapid formate dissociation. In 
addition to minimizing the favorability of formate binding relative to H2 binding, it seems 
that limiting the stability of the CO adducts also results in the catalyst being less prone to 





5.2.18 Adapting the Catalytic System for Electrocatalytic CO2 Reduction 
Developing molecular electrocatalysts for CO2 reduction based on inexpensive 
metals has garnered increased research efforts in recent years, as it would allow electrical 
energy to be used along with CO2, a renewable feedstock, to store energy until it is 
needed.10 Specifically, it would entail replacing H2 with a proton source, with the 
electrons provided via the application of an electrical potential. An initial observation that 
hinted that electrocatalytic CO2 reduction may be feasible with the NiML complexes was 
the chemical reduction of NiML to [NiML]− using excess potassium graphite (KC8) in 
THF. In the case of M=Ga and In, it was observed that a significant amount of the 
[HNiML]− complexes were generated in this reaction, which represents the net addition 
of a hydrogen atom to the intended product, the [NiML]− species. The propensity under 
reducing conditions to generate the [HNiML]− complexes, which have been shown to 
react with CO2 to generate formate, suggested that NiML could potentially be competent 
electrocatalysts for CO2 reduction to formate. The reduction potentials for the reduction 
of NiML to [NiML]− are −1.85 and −1.98 V (vs. SCE) for M=In and Ga,97, 158 
respectively, which, while not exceedingly mild, are much more favorable than that of 
CO2 to CO2•− (−2.2 V vs. SCE).10 These relatively harsh redox potentials will necessitate 
the use of weak acids in order to allow the reduction of CO2 to outcompete the undesired 
reduction of protons to H2. Alternatively, the use of hydrogen atom donors could be used 
to allow the generation of the reactive [HNiML]− species from [NiML]−, which should be 
readily formed under reducing conditions. 
The envisioned electrocatalytic process is shown in Figure 5.45. Initial 




generate [HNiML]−, and subsequent hydride transfer to CO2 would generate formate and 
regenerate the NiML complex. The generation of the reactive [HNiML]− species from 
[NiML]− could take place in one of two ways: (1) reaction of [NiML]− with hydrogen 
atom donor reagents, or (2) initial proton transfer from a weak acid to generate HNiML, 
followed by subsequent electron transfer. In principle, electron transfer could precede 
proton transfer, but this is not feasible here because it would require generating a 
dianionic [NiML]2− species which then becomes protonated to give the [HNiML]− 
complex. 
Figure 5.45. Envisioned pathway for electrocatalytic CO2 reduction to formate mediated 
by NiML complexes. 
In order to test the feasibility of this catalytic cycle, stoichiometric experiments 
were carried out to test the propensity of the [NiML]− complexes to react to generate the 
[HNiML]− complexes. In these reactivity studies, [K(THF)x][NiML] complexes were 
first generated in situ via the filtration of a solution of NiML in THF through a plug of 




in yields of 60-85% for M=Al and Ga in the presence of 2,2,2-cryptand as an 
encapsulating agent for [K]+, though it was later shown by Matt Vollmer that the radical 
anion complexes are isolable and stable if stored at −35°C. While the reduction potential 
to reduced 3 species is the mildest of the trio of NiML complexes, the resulting [NiInL]− 
([3]−) complex has not proven amenable to characterization by EPR spectroscopy.158 That 
said, the quasi-reversibility of the electrochemical reduction event for 3 at fairly mild 
potential (−2.34 V vs. FeCp20/+) indicates that the formation of [3]− should be feasible 
under reducing conditions, as well as that [3]− is sufficiently stable, at least on the 
timescale of successive CV scans that is relevant to electrocatalysis.  
Upon generation of [NiML]−, reactions with both weak acids and hydrogen atom 
transfer reagents were explored to assess the propensity of [HNiML]− to form. In light of 
the increased stability of the anionic hydrides of M=Ga and In relative to that of M=Al 
(ie. larger ΔG°H− values), reactivity studies were only studied for the former two 
supporting metals. The initial observation of the formation of [HNiML]− complexes 
(M=Ga, In) upon the addition of excess KC8 to NiML in THF was determined to proceed 
via initial proton transfer to [NiML]−, from an unknown proton source that may 
presumably be trace amounts of water, to generate HNiML, followed by electron transfer 
in the presence of excess KC8 to form low yields of [HNiML]− complexes (10-25% 
yields by 31P NMR spectroscopy). An alternative explanation for the formation of the 
[HNiML]− complexes would be hydrogen atom transfer from THF to [NiML]−; however, 
this was ruled out because no formation of [DNiML]− was detected in THF-d8, as well as 
the fact that similar yields and rates of formation of [HNiML]− were observed in both 




kcal/mol,384 which are much stronger than the Ni−H bonds that were forming (63-66 
kcal/mol), so HAT from THF to [NiML]− would be highly unfavorable and can be ruled 
out as the mechanism for [HNiML]− formation in these experiments. 
In light of the low yields of [HNiML]− via the apparent initial reaction with 
residual protons, it was hoped that the intentional addition of a weak acid could lead to 
improved yields of the [HNiML]− complexes, which would ideally allow for 
electrocatalysis to occur in the presence of weak acids. Reaction of the in situ generated 
[3]− species with 1.25 equiv of the trifluoromethanesulfonate (OTf) salt of the conjugate 
acid of 1,8-diazabicyclo(5.4.0)undec-7-ene (DBU), [DBUH][OTf], only resulted in trace 
amounts of [3−H]− forming, and instead NiLH3 (4) was observed as the primary product 
by 31P NMR spectroscopy. This result illustrates the challenge of adding even weak acids 
to the NiML complexes, as the M−Namide bonds can easily be cleaved via protonation of 
the amide and the loss of MX3 species. As a result, an even weaker acid, the 
tetrakis(pentafluorophenyl)borate salt of the conjugate acid of Vkd base, 
[VkdH][B(C6F5)4], was utilized in electrocatalytic experiments. 
The reaction of [NiML]− complexes with hydrogen atom donor reagents was also 
explored to assess whether this would be a feasible means of generating [HNiML]− from 
NiML under reducing conditions. The addition of 40 equiv tributyltin hydride to in situ 
generated [2]− resulted in only ~20 % conversion of [2]− to [2−H]− after 22 h, as 
quantified by 31P NMR spectroscopy, with other unidentified products also formed. 
Likewise, poor yields of the desired anionic hydride species were also observed upon the 
addition of excess 9,10-dihydroanthracene to in situ generated [3]−. Relative to a control 




increased from 20% to 34% upon the addition of 20 equiv 9,10-dihydroanthracene, with 
only ~0.2 equiv anthracene detected by 1H NMR spectroscopy. Therefore, it does not 
seem that the formation of [HNiML]− in adequate yields via hydrogen atom transfer to 
the [NiML]− complexes is feasible. In retrospect, this makes sense given the fact that the 
Ni−H bonds in the [HNiML]− complexes have BDFE values of 63-66 kcal/mol, whereas 
the C−H and Sn−H bonds in 9,10-dihydroanthracene and tributyltin hydride which would 
need to be broken to affect the net transfer of a hydrogen atom are stronger than this, with 
BDFE values of 78 and 74 kcal/mol, respectively.385-386 
In light of the inability to generate the [HNiML]− complexes via hydrogen atom 
transfer, electrocatalytic experiments were attempted for NiInL (3), with 
[VkdH][B(C6F5)4] (pKaMECN = 33.6)342 employed as the proton source. Complex 3 was 
chosen for initial testing because [3−H]− is the most stable of the anionic hydrides, and 
therefore would likely be the most readily formed under reducing conditions (vide supra). 
Despite its additional stability, [3−H]− has been still been shown to react rapidly with 
CO2 to generate formate. Additionally, the reduction potential to generate [3]− is the 
mildest of the trio of NiML complexes,158 which should help mitigate the competitive 
reduction of protons to H2. Lastly, the pKa of [3−H]− is the lowest of the trio of anionic 
hydrides, which should prevent undesirable protonation of [3−H]− to give 3−H2, which is 
unreactive toward CO2. All of these factors collectively were considered, with the 
rationale being that if electrocatalytic CO2 reduction was not feasible with 3, then it 
would likely also not be possible for the other NiML complexes.  
Figure 5.46 shows the CVs obtained for various combinations of NiInL (3), CO2, 




atmosphere (blue) shows the characteristic irreversible Ni(0/I) oxidation wave and quasi-
reversible reduction wave which becomes more reversible at faster scan rates (which 
were also examined). The Ni(0/I) redox couple for NiLH3 (4) can also be observed, 
indicating the presence of this species as an impurity which may be present initially in 
small concentration, and grows in further during the course of the CV experiments.51 
Upon the addition of ~4 equiv [VkdH][B(C6F5)4] (orange), little change is observed, 
although ipc for the reduction wave of 3 decreases slightly, perhaps indicating the 
decomposition of a small amount of 3 in the presence of [VkdH][B(C6F5)4] (Figure 5.46).  
 
Figure 5.46. CVs obtained for various combinations of NiInL (3), CO2, and 
[VkdH][B(C6F5)4] in 0.1 M [TBA][PF6] in THF at 100 mV/s. 
A control experiment of just CO2 and [VkdH][B(C6F5)4] also showed no redox 
events apart from a small amount of current upon a cathodic scan to harsh potentials, 




for the reduction of protons to H2. A significant increase in current was observed upon 
the cathodic scan for 3 in the presence of both CO2 and ~4 equiv [VkdH][B(C6F5)4] (red); 
however, this same current profile was also observed in the absence of acid (green, 
Figure 5.46). The similarity of the CVs for 3 under CO2 in both the presence and absence 
of acid suggests that the [3]− species which is generated upon electrochemical reduction 
reacts directly with CO2, rather than reacting with the acid and an additional electron to 
form [3−H]−. Consistent with the lack of formation of [3−H]−, the irreversible oxidation 
peak for [3−H]− (Epa = −0.98 to −1.05 V depending on the scan rate) was not observed at 
any scan rate examined. Thus, electrocatalytic CO2 reduction to formate via the 
generation of [3−H]− from NiML under reducing conditions was not achieved using 
[VkdH][B(C6F5)4]. 
In summary, even though electrocatalytic CO2 reduction was not achieved in this 
system, it is worthwhile to mention a few key insights that the previously discussed 
thermodynamic studies have revealed about why this system is not able to mediate 
electrocatalysis. Figure 5.47 shows the updated electrocatalysis mechanism envisioned, 
with the thermodynamic values labeled to inform a brief discussion of the many problems 
that prevent electrocatalytic CO2 reduction in this system. There are many issues which 
collectively prevent electrocatalysis from occurring. First, it turns out that the [HNiML]− 
complexes are more basic than the [NiML]− complexes, which was not initially expected 
to be the case (Figure 5.47). This is a significant issue, as this means that any weak acid 
which protonates [NiML]− to generate HNiML would also more readily protonate any 
[HNiML]− that is formed to generate the corresponding (η2-H2)NiML complex, which is 




Figure 5.47. Envisioned pathway for electrocatalytic CO2 reduction to formate mediated 
by NiML complexes, labeled with thermodynamic values for each step, as well as 
problematic side-reactions which are hypothesized to occur. The thermodynamic values 
are given for each supporting metal: Al (green, top), Ga (red, middle), and In (blue, 
bottom). 
Additionally, the rapid bimolecular loss of H2 observed upon electrochemical 
generation of the neutral HNiML species due to the weak Ni−H bonds does not bode well 
for electrocatalysis either, as H2 loss from HNiML could potentially outcompete electron 
transfer to generate the [HNiML]− species. Furthermore, [VkdH][B(C6F5)4] (pKaMECN = 
33.6) is actually too weak of an acid to readily protonate [3]− (pKaMECN = 26.8), and so it 
is not surprising in retrospect that [3]− appeared by CV to react directly with CO2 rather 
than with [VkdH][B(C6F5)4]. While further experiments with an acid of pKa closer to that 
of [3]− could solve this particular issue, there is nothing that suggests that the reaction of 
[3]− with weak acid would outcompete its direct reaction with CO2. Moreover, the dual 
issues of H2 loss from 3−H competing with electron transfer, and that of protonation of 
[3−H]− to the unreactive 3−H2 complex competing with hydride transfer to CO2, would 




66 kcal/mol for the Ni−H bonds in the [HNiML]− complexes are not strong enough to 
allow for hydrogen atom transfer reagents to be utilized to enable the generation of 
[HNiML]− from NiML under reducing conditions. The only favorable thermodynamic 
consideration is that the redox potentials are such that rapid reduction of the neutral 
HNiML species should occur upon its initial generation, as any potential at which 
[NiML]− is readily formed (< −2.3 V)97, 158 will be more than sufficient to reduce HNiML 
to [HNiML]− (Figure 5.47).  
Lastly, two other problematic side reactions occur which consume the NiML 
species, thereby preventing any hope of electrocatalysis. As mentioned previously, 
protonation of the M−Namide bonds can occur in the presence of weak acid to decompose 
NiML to NiLH3 (4), which has no accessible reduction event and is unreactive toward 
CO2.51, 128 Additionally, it was observed from the CV experiments that [3]− appears to 
react with CO2. It was discovered by Matt Vollmer that the reaction of [K(2,2,2-
cryptand)][1] with CO2 generates (OC)NiAlL (1−CO) and K2CO3. Thus, it is proposed 
that the analogous reaction likely occurred in the attempted electrocatalysis CV studies 
for [3]−, with carbonate likely reacting to form [VkdH][HCO3] in the presence of acid. 
While it is interesting that the [NiML]− complexes facilitate the disproportionation of 
CO2 to CO and carbonate, this reaction does not have the potential to be catalytic, as CO 
binds strongly and irreversibly to the NiML complexes upon being generated. Clearly, 
there are many issues which do not allow the NiML complexes to mediate 
electrocatalytic CO2 reduction, and these issues can be easily appreciated based on the 
thorough thermodynamic studies which have been conducted for this system. While it is 




pitfalls encountered in this system could potentially inform future efforts in the group 
toward developing bimetallic electrocatalysts. 
5.3 Conclusions 
 In summary, the strategy of supporting Ni with a Ga(III) metalloligand was seen 
to enable catalytic CO2 hydrogenation to formate in the presence of Vkd base with TON 
(3150) and TOF (9700 h−1) which are respectable in comparison to those of the state-of-
the-art homogeneous first-row metal catalysts for this process (ie. Fe, Co). Furthermore, 
the catalytic performance of NiGaL (2) is unprecedented for Ni, and its propensity to 
catalyze CO2 hydrogenation under mild conditions (1 atm gas pressure, 293 K) and 
without additives places it in rare company among first-row metal catalysts. The 
importance of the Ga(III) supporting metal to enabling catalysis was illustrated by the 
inability of NiLH3 (4) to catalyze the reaction, with the addition of GaCl3 to 4 also not 
observed to result in any appreciable yield of formate. Specifically, the Ga(III) supporting 
metal acts to circumvent the inherent limitations of Ni for CO2 hydrogenation, by both 
inducing H2 binding and by stabilizing an anionic Ni hydride species which is a potent 
hydride donor capable of reacting spontaneously with CO2 to generate formate.128 
 The role of the supporting metal in promoting this unprecedented CO2 
hydrogenation catalytic activity for a homogeneous Ni complex was investigated further 
via the isolation and characterization of the reactive anionic Ni(0) hydride species, 
[HNiGaL]− ([2−H]−). The Ga(III) support plays a pivotal role in stabilizing [2−H]−, 
which is by far the strongest Ni−H donor reported to date (ΔG°H− ≈ 31 kcal/mol) and on 
par with the most hydridic first-row metal hydrides and many precious metal hydrides. 




highly reduced, anionic Ni(0)−H moiety, as evidenced by the cooperative structural 
rearrangement of the Ni−Ga unit where Ga is repositioned dramatically and forms a 
stronger interaction with Ni upon the introduction of the hydride ligand at Ni. Two 
complementary σ-donation interactions, that from the hydride to Ni and that from Ni to 
Ga, are proposed to reinforce each other and be critical to the stability of the anionic 
hydride, just as was proposed for the (η2-H2)NiML complexes in chapter 3. The stability 
of [2−H]− as a d10 anionic hydride was initially surprising, and CASSCF calculations 
show five occupied Ni 3d orbitals and indicate that Ni(0)−H bonding occurs through the 
interaction of the hydride ligand with an orbital that has primarily Ni 4pz and Ga pz/s 
character and resembles the LUMO of NiML.128 
 Stoichiometric reactivity studies showed that: (1) [2−H]− can be formed from 2 
and H2 in the presence of Vkd, (2) [2−H]− reacts readily with CO2 to generate the anionic 
formate adduct, [(η1-HCO2)NiGaL] − ([2−O2CH]−), and (3) that exposure of [2−O2CH]− 
to H2 in the presence of Vkd regenerates [2−H]−. From these observations, a simple 
catalytic mechanism was proposed with four steps: (1) H2 binding to 2 forms 2−H2, (2) 
deprotonation by base generates [2−H]−, (3) hydride transfer to CO2 forms [2−O2CH]−, 
and (4) liberation of formate regenerates 2. Computational studies proved useful for 
understanding a few key catalytic nuances. Formate assistance in the deprotonation of 
2−H2 substantially lowers the barrier (by ~23.5 kcal/mol) relative to direct deprotonation 
by Vkd, and so once formate is formed it is proposed to act as a proton shuttle between 
2−H2 and Vkd. After deprotonation to form [2−H]−, outer-sphere hydride transfer to CO2 
is predicted to be the favored pathway, with an η1-H formate adduct formed initially that 




in situ 31P NMR spectroscopy that the formate adduct is the catalytic resting state 
throughout catalysis suggests that formate dissocation, which is required to allow H2 to 
bind and catalysis to continue, is the RDS.128-129 
 Formate binding was experimentally determined to be 6.6(8) kcal/mol more 
favorable than H2 binding by indirect measurements in which CH3CN was utilized as an 
intervening ligand which has measurable binding equilibria with both H2 and formate. 
This large difference in binding energy is consistent with ligand substitution of H2 for 
formate limiting the rate of catalysis. Furthermore, one strategy which could be employed 
for promoting formate liberation is the addition of [Li]+ additives, which are known to 
facilitate formate dissociation by engaging in strong ion-pairing interactions with formate 
and have been shown to dramatically improve catalytic performance by Hazari and 
Bernskoetter for highly-active Fe and Co pincer catalysts.321-322 A stoichiometric 
experiment illustrated the potential of applying this strategy to our system, as the addition 
of CO2 to [Li(THF)x][2−H] resulted in the formation of 2 and [Li][HCO2], whereas the 
analogous reaction with [VkdH]+ and [PPN]+ cations resulted in formate remaining 
coordinated to Ni in the [cation][2−O2CH] complexes. The effects of ion-pairing and the 
potential presence of hydrogen bonding interactions were explored for two key 
intermediates in the catalytic cycle [VkdH][2−H] and [2−O2CH]− complexes, with 
ambiguous results. 
 The effect of varying the supporting metal on the propensity to stabilize anionic 
Ni(0) hydride species was also explored, with [HNiAlL]− ([1−H]−) and [HNiInL]− 
([3−H]−) synthesized in the same manner as [2−H]−. X-ray crystallography showed a 




the hydride to NiML as was seen for [2−H]−, with Al and In both repositioned by twice 
the change in the position of Ni and slight contractions in the Ni→M bond observed in 
both cases. Electrochemistry studies of the [HNiML]− complexes show an irreversible 
oxidation event which shifts to harsher potentials as the supporting metal is varied down 
group 13, with the irreversibility proposed to be the result of bimolecular H2 loss from the 
neutral HNiML species which are initially formed upon oxidation. [1−H]− and [3−H]− 
were able to be generated from H2 and base, and probing the H2 heterolysis reaction with 
various bases allowed for estimation of the pKa and ΔG°H− values. A wide range of ~4.5 
pKa units and ~11 kcal/mol was observed for the pKa and ΔG°H− values for the [HNiML]− 
complexes, respectively, upon variation of the supporting metal down group 13 from Al 
to In, illustrating the dramatic effect of the supporting metal on reactivity occurring at the 
Ni center. The relative values of pKa (Al > Ga > In) and ΔG°H− (In > Ga > Al) for the 
[HNiML]− complexes correlate well with the electron-richness of the Ni center, as judged 
by the Ni(I/0) redox couple of the NiML complexes. Notably, [1−H]− is the most potent 
hydride donor reported of any metal hydride complex, and is on par with the hydricity of 
[BEt3H]− (ΔG°H− ~ 26 kcal/mol).  
 A comprehensive thermodynamic scheme was constructed for each supporting 
metal, which allowed for the elucidation of several important considerations regarding 
the reactivity of the NiML complexes. First, both the [HNiML]− and (η2-H2)NiML 
complexes are poor hydrogen atom transfer reagents, with ΔG°H• values ranging from 63-
66 kcal/mol and 70-72 kcal/mol, respectively, depending on the supporting metal. 
Instead, the [HNiML]− complexes prefer to donate a hydride ion (ΔG°H− = 26-37 




kcal/mol) to form the [HNiML]− complexes. Additionally, the neutral HNiML complexes 
form such weak Ni−H bonds (32-35 kcal/mol) that they rapidly decompose via 
bimolecular H2 loss upon electrochemical oxidation of the [HNiML]− complexes. Other 
interesting findings include that the H−H bond of H2 is weakened by ~32 kcal/mol upon 
binding to the NiML complexes, the [NiML]− complexes are less basic than the 
[HNiML]− complexes by 3-6 pKa units, and that reducing the HNiML species by one 
electron to the [HNiML]− complexes lowers the hydricity by 13-15 kcal/mol. Overall, the 
BDFE values do not vary by much as a function of the supporting metal (< 3 kcal/mol in 
all cases). This lack of variation in the BDFE values, despite the fact that large variations 
in pKa, ΔG°H−, and E°1/2 values are observed for different supporting metals, illustrates 
the compensation effects of the various components of a net hydrogen atom transfer (ie. 
H+ and e−, H:− and loss of e−, etc.). The thorough thermodynamic understanding of the 
reactivity in this system also allows the failure of the system to be adapted for 
electrocatalytic CO2 reduction to be easily understood. 
 With a range of different hydride donor strengths afforded by variation of the 
supporting metal, the catalytic activity of 1, 2, and 3 for CO2 hydrogenation was 
compared. Catalytic trials under 1 atm of ~1:1 H2/CO2 at 293 K established the relative 
order of catalytic activity to be: Ga > In > Al >> no supporting metal. This ordering can 
be understood by considering the relative thermodynamic favorability of each step in 
catalysis. NiLH3 (4) is unable to bind H2 or stabilize an anionic hydride species, which 
results it being catalytically inactive. For NiAlL (1), H2 binding and deprotonation are the 
least favorable of the NiML complexes, meaning that it is difficult to generate the 




deprotonation, and hydride transfer from [HNiML]− to CO2 for M=Ga are all 
intermediate relative to those for M=In and M=Al. Thus, each step is well-matched in 
energy and no step is too difficult for catalysis with NiGaL (2), which may be a 
contributing factor to its superior catalytic performance relative to the other NiML 
complexes.  
Nevertheless, it is not immediately clear why 2 is a better catalyst than 3. H2 
binding and deprotonation to form the anionic hydride species are both more favorable 
for 3 than 2, and [3−H]− is still a potent enough hydride donor to react rapidly with CO2. 
The key differences lie in the thermodynamics and kinetics of formate dissociation: the 
rate-limiting substitution of H2 for formate is predicted to be more unfavorable for 3 (8.6 
± 1.2 kcal/mol) than for 2 (6.6 ± 0.8 kcal/mol), and the ligand exchange rate for the 
similar substitution of CH3CN for formate was estimated to proceed ~100 times faster for 
2 than for 3. Additionally, catalyst decomposition to the inactive (OC)NiML complexes, 
which likely occurs primarily via a formate dehydroxylation mechanism, was found to 
occur more readily under analogous conditions for 3 than for 2, consistent with the more 
favorable binding energy of CO to 3. This increased catalyst robustness for 2 compared 
with 3 was observed to result in dramatically better performance by 2 at the low catalyst 
loadings utilized at high pressures. 
Overall, the detailed mechanistic and thermodynamic studies of CO2 
hydrogenation catalyzed by the NiML complexes have highlighted the importance of the 
supporting metal for enabling catalysis not otherwise possible for a similarly ligated Ni 
center. The specific roles of the supporting metal in stabilizing key catalytic 




metal combinations are now well understood based on the thermodynamic favorability 
and kinetic rates of the fundamental steps in the catalytic mechanistic. One of the more 
hopeful goals of investigating the homogeneous catalytic performance and the 
mechanism for various metal-metal combinations is that understanding the role of both 
metals and the metal-metal interaction in the reactivity could inform future a priori 
choices of metal-metal pairings in rationally designing catalysts, both homogeneous and 
heterogeneous, for specific applications. With this aim in mind, it should be noted that 
Ni−Ga pairings have been shown to be excellent heterogeneous catalysts for CO2 
reduction to methanol,387-392 as well as alkyne semi-hydrogenation,393 as well as that Ga 
as a supporting metal has proven critical for the selectivity of multimetallic 
heterogeneous catalysts for unpublished alkyne semihydrogenation in our laboratory.  
Furthermore, the high level of detail with which this NiML system was able to be 
studied has allowed for the identification of a few ways by which catalytic performance 
could be improved in future homogeneous systems: (1) minimizing the binding energy of 
both formate and CO relative to H2 and/or utilizing [Li]+ additives to promote more facile 
formate dissociation; (2) lowering the pKa of the H2 adduct to allow for the use of weaker 
and less expensive bases, which could be accomplished with more electron-poor 
phosphine substitutents or by installing electron-withdrawing groups on the aryl rings of 
the ligand base; (3) utilizing less bulky phosphine substituents to allow for more facile 
access to the metal center for exogenous base and CO2. Collectively, the results presented 
in this chapter demonstrate that group 13 metalloligands exert a dramatic tuning effect on 
the reactivity of proximal Ni(η2-H2) and Ni−H species, which can be rationally applied to 




5.4 Experimental Section 
5.4.1 Synthetic Considerations 
Unless otherwise stated, all manipulations were performed under a dinitrogen or 
argon atmosphere inside a glovebox or using standard Schlenk techniques. Standard 
solvents were deoxygenated by sparging with N2 and dried by passing through activated 
alumina columns of a SG Water solvent purification system. Deuterated solvents and D2 
gas were purchased from Cambridge Isotope Laboratories, Inc., degassed via freeze-
pump-thaw cycles, and either stirred with NaK and distilled, or stored over activated 4 Å 
molecular sieves. H2, CO2 and a ~1:1 H2/CO2 gas mixture were purchased from 
Matheson. CO2 and H2/CO2 gas was passed through an Agilent Oxygen Moisture Trap 
(Model #OT-2-SS) drying column to minimize residual oxygen and moisture in the gas 
stream. GC-MS analysis showed the mixture used for catalysis to be 48% H2 and 52% 
CO2 (~1:1 H2/CO2) after passing through the drying column. The neutral ligand (N(o-
(NHCH2PiPr2)C6H4)3 (abbreviated as H3L), NiAlL (1), NiGaL (2), NiInL (3), and NiLH3 
(4) were synthesized according to literature procedure. t-Butyl tetramethylguanidine 
(abbreviated as tBuTMG), 2,8,9-triisopropyl-2,5,8,9-tetraaza-1-
phosphabicyclo[3,3,3]undecane (Verkade’s base, abbreviated as Vkd), and 
bis(triphenylphosphoranylidene)ammonium chloride (abbreviated as PPN·Cl) were 
purchased from Aldrich and used as received. HM(dmpe)2, and [M(dmpe)2]+ complexes 
(M=Co, Rh) were synthesized according to literature procedures.351-352 [VkdH][B(C6F5)4] 
was synthesized via salt metathesis with [VkdH][HCO2], which was synthesized 
according to literature procedure.346 Other organic bases were either synthesized by Matt 




used without purification unless otherwise noted. Elemental analyses were performed by 
Robertson Microlit Laboratories (Ledgewood, NJ). 
Synthesis of New Complexes 
Synthesis of [N(P(C6H5)3)2][HNiGaL] ([PPN][2−H]). A stirring solution of NiGaL (2, 
114 mg, 138 µmol) in 8 mL THF was cooled to –78˚C under argon over 15 min. To this 
solution, 62.4 µL (156 µmol) of nBuLi solution (2.5 M in hexanes) was added, and the 
color rapidly changed from deep red to red–yellow. This solution was allowed to warm to 
rt over the course of 12 h. Subsequent salt exchange was performed by adding solid 
[bis(triphenylphosphoranylidene)ammonium][tetrakis{3,5-
bis(trifluoromethyl)phenyl}borate] ([PPN][BArF], 415 mg, 283 µmol), and the solution 
was concentrated in vacuo, resulting in precipitation of solids. Diethyl ether was added 
until the total volume was ~20 mL and the mixture was stirred vigorously for 3 h, 
affording a bright yellow precipitate. This precipitate was collected by filtration and 
washed with diethyl ether (2 x10 mL) to give [PPN][2−H] as a bright yellow powder 
(101 mg, 731 μmol, 40% yield). Single crystals of [PPN][2−H] suitable for X-ray 
diffraction were grown by layering a THF solution with pentane. Additionally, the 
analogous deuteride complex, [PPN][2−D], was synthesized in situ by overnight 
exposure of [PPN][2−H] (10 mg, 7.4 µmol) to D2 (4 atm) in THF-d8 (298 K) in a J. 
Young NMR tube. 1H{31P} NMR (ppm, THF-d8, 400 MHz): 7.62 (t, J=7.4 Hz, [PPN]+, 
6H), 7.56 (d, J=7.7 Hz, [PPN]+, 12H), 7.44 (t, J=7.5 Hz, [PPN]+, 12H), 7.12 (d, J=7.4 Hz, 
aryl, 3H), 6.56 (t, J=7.5 Hz, aryl, 3H), 6.14 (d, J=7.9 Hz, aryl, 3H), 5.94 (t, J=7.3 Hz, 
aryl, 3H), 2.60 (br, CH2P(iPr)2, 6H), 1.77 (br, CH(CH3)2, 3H), 1.56 (br, C′H(CH3)2, 3H), 




31P{1H} NMR (ppm, THF-d8, 162 MHz): 75.3 (s, 3P, [HNiGaL]−), 21.0 (s, 2P, [PPN]+). 
IR (KBr pellet, cm−1): ν(Ni−H) = 1696 (1226 for [PPN][2−D]). Anal. calcd for 
[PPN][2−H], [C36H30NP2][C39H61N4P3NiGa] (%): C, 66.93; H, 6.82; N, 5.20. Anal. calcd 
for [PPN][2−H]∙O2 (%): C, 65.38; H, 6.66; N, 5.08. Found: C, 65.24; H, 6.90; N, 4.86. 
Elemental analysis consistently showed a low carbon percentage that could be consistent 
with oxidation by one equiv of O2. 
Syntheses of [cation][HNiGaL] ([cation][2−H], where cation = Li, Na, K, and VkdH). 
Various [cation][2−H] compounds can be prepared via two routes: (1) addition of 1 equiv 
MBHEt3 to NiGaL (2) in THF yielded [M(THF)x][2−H] (M = Li, Na, and K); or (2) 
addition of H2 (1 atm) and Verkade’s base (>3 equiv) to 2 in THF generated 
[VkdH][2−H] in situ. In the case of [M(THF)x][2−H], the product was isolated by 
washing with hexanes to separate BEt3, followed by extraction into THF and drying in 
vacuo. 1H and 31P NMR chemical shifts of [cation][2−H] show minimal perturbation 
upon substitution of the cation (Figure 5.4). For in situ generation of [VkdH][2−H]: 
1H{31P} NMR (ppm, THF-d8, 400 MHz, 253K): 7.25 (d, J=7.4 Hz, aryl, 3H), 6.70 (t, 
J=7.5 Hz, aryl, 3H), 6.21 (d, J=7.7 Hz, aryl, 3H), 6.09 (t, J=7.4 Hz, aryl, 3H), 4.81 (s, 
[VkdH]+, ~1H), 3.52 (br, CH(CH3)2 of [VkdH]+, overlapped with THF), 2.57-2.46 
(CH2P(iPr)2 & CH2 peaks of [VkdH]+, overlapped with excess Vkd), 1.96 (br, CH(CH3)2, 
3H), 1.77 (br, C′H(CH3)2 , 3H), 1.65 (br, CH3 of [VkdH]+, 9H), 1.25 (br, CH3, 9H), 1.09 
(br, C′H3 of [VkdH]+, overlapped with Vkd), 0.99 (br, C′H3, 9H), 0.90 (br, C″H3, 9H), 
0.54 (br, C‴H3, 9H), −6.45 (br, NiH, 1H, T1(min) ≤ 0.28(7) s at 193K). (Note: peaks for 




MHz): 75.6 (s, 3P, [2−H]−), −11.8 (s, 1P, [VkdH]+). (Note: excess free Vkd base 
observed as singlet at 119.0 ppm).  
Synthesis of [N(P(C6H5)3)2][(η1-HCO2)NiGaL] ([PPN][2−O2CH]). A sealable Schlenk 
tube containing a solution of [PPN][2−H] (43 mg, 32 µmol) in ca. 10 mL THF was 
subjected to a single freeze–pump–thaw cycle. The tube was refilled with CO2 (1 atm) 
that had been dried through a CO2 drying column (Alltech Associates), which had been 
pre-sparged with ultra-high purity argon. Upon exposure to CO2, the solution color 
rapidly turned from yellow to orange. Upon allowing it to stir for 15 minutes and drying 
in vacuo, the title compound was generated (32 mg, 72% yield). Single crystals of 
[PPN][2−O2CH] suitable for X-ray diffraction were grown by layering a THF solution 
with pentane. Additionally, the analogous 13C-labeled complex, [PPN][2−O213CH], was 
synthesized in situ in an identical manner by exposure of [PPN][2−H] to 13CO2 (1 atm) in 
THF-d8 (298 K) in a J. Young NMR tube. 1H{31P} NMR (ppm, THF-d8, 400 MHz): 8.57 
(s, (HCO2)NiGaL, 1H), 7.64 (t, J=7.3 Hz, [PPN]+, 6H), 7.58 (d, J=7.6 Hz, [PPN]+, 12H), 
7.47 (t, J=7.6 Hz, [PPN]+, 12H), 7.06 (d, J=7.4 Hz, aryl, 3H), 6.64 (t, J=7.4 Hz, aryl, 3H), 
6.19 (d, J=7.8 Hz, aryl, 3H), 6.05 (t, J=7.2 Hz, aryl, 3H), 2.95 (br, CHH′P(iPr)2, 3H), 
2.81–2.79 (br, overlapping CH(CH3)2 and CHH′P(iPr)2, 6H), 2.15 (br, C′H(CH3)2, 3H), 
1.28 (br, CH(CH3)2 , 18H), 1.04 (br, C′H3, 9H), 0.87 (br, C″H3, 9H). 31P{1H} NMR (ppm, 
THF-d8, 162 MHz): 34.8 (s, 3P, [(HCO2)NiGaL]−), 21.0 (s, 2P, [PPN]+). 13C{1H} NMR 
(ppm, THF-d8, 125.7 MHz): 167.6 (s, (HCO2)NiGaL). IR (KBr pellet, cm−1): ν(C=O) = 
1610 (1565 for [PPN][2−O213CH]). Anal. calcd for [PPN][2−O2CH], 
[C36H30NP2][C40H61O2N4P3NiGa] (%): C, 65.68; H, 6.60; N, 5.04. Found: C, 65.54; H, 




In situ syntheses of [C15H33N4PH][(η1-HCO2)NiGaL] ([VkdH][2−O2CH]). NiGaL (2, 5 
mg, 6.2 μmol) and an excess (~5 equiv) of Vkd base (9.4 mg, 31 μmol) were dissolved in 
THF-d8, transferred to a J. Young NMR tube, and exposed to H2 (1 atm) to generate 
[VkdH][2−H] (red-orange solution) in situ. A freeze-pump-thaw cycle was performed, 
followed by exposure to CO2 (1 atm) that had been dried through a CO2 drying column 
(Alltech Associates) to generate [VkdH][2−O2CH] (orange solution) in situ. 
Alternatively, [VkdH][2−O2CH] was synthesized via addition of an excess (~4 equiv) of 
[VkdH][HCO2] (7.7 mg, 22 μmol) to 2 (4.5 mg, 5.6 μmol) in 0.5 mL THF-d8 solution, 
and the resultant NMR spectrum was consistent with [VkdH][2−O2CH]. Of note, the 
addition of a single equiv of [VkdH][HCO2] to 2 resulted in considerable formation of 
[VkdH][2−H] (as observed by 31P NMR spectroscopy), which presumably formed from 
[VkdH][2−O2CH] via CO2 loss (as detected by GC-MS analysis of headspace). 1H{31P} 
NMR (ppm, THF-d8, 500 MHz): 8.68 (s, coordinated HCO2, 1H), 7.12 (d, J=7.9 Hz, aryl, 
3H), 6.71 (t, J=7 Hz, aryl, 3H), 6.22 (d, J=6.7 Hz, aryl, 3H), 6.14 (t, J=6.7 Hz, aryl, 3H), 
5.52 (d, JHP=495 Hz, [VkdH]+, 1H), ~3.6 (br, CH(CH3)2 of [VkdH]+, overlapped with 
THF), 3.52 (br, CHH’ of [VkdH]+, 6H), 3.05 (br, CHH’ of [VkdH]+, 6H),  ~3.05 (br, 
CHH´P(iPr)2, 3H, overlapping with [VkdH]+ CH2 peak), 2.87 (br, CHH´P(iPr)2, 3H), 
2.70−2.50 (br, CH2 of Vkd, [VkdH]+ & CH(CH3)2, 15H), 2.31, 2.20 (br, C′H(CH3)2, 6H), 
1.30−0.92 (CH3’s of L, [VkdH]+, overlapped with CH3’s excess of either Vkd or 
[VkdH][HCO2] depending on synthetic method).  
Note: Proton resonances for excess Vkd base were observed at 3.3, 2.7, and 1.1 
ppm in the case of the in situ synthesis of [VkdH][2−O2CH] from [VkdH][2−H]. In the 




[VkdH][2−O2CH] in the aliphatic region. The spectra observed for [VkdH][2−O2CH] 
matched closely by way of both synthetic routes. The peak for coordinated HCO2 was 
shifted slightly upfield (8.68 ppm) compared to an NMR sample of pure [VkdH][HCO2] 
(c.f. 8.79 ppm for HCO2).346 In the alternative synthesis with excess [VkdH][HCO2] + 2, 
the coordinated formate resonance appears at 8.70 ppm and is much more broad than in 
the synthesis from [VkdH][2−H] + CO2. This broadening may arise due to an exchange 
equilibrium under these conditions between free and coordinated formate (i.e. between 
[VkdH][HCO2] and [VkdH][2−O2CH]). 31P{1H} NMR (ppm, THF-d8, 162 MHz): 34.7 
(s, 3P, [2−O2CH]−), −13.5 (s, P, [VkdH]+).  
Synthesis of [N(P(C6H5)3)2][HNiAlL]− ([PPN][1−H]). A stirring solution of NiAlL (1, 
65.5 mg, 85.8 µmol) in ~8 mL THF was cooled to –78˚C under argon over 15 min. To 
this solution, 38 µL (95 µmol) of nBuLi solution (2.5 M in hexanes) was added, and the 
color rapidly changed from brown to yellow. This solution was allowed to warm to rt 
over the course of 12 h. Subsequent salt exchange was performed by adding 1.5 equiv 
solid [bis(triphenylphosphoranylidene)ammonium][tetrakis{3,5-
bis(trifluoromethyl)phenyl}borate] ([PPN][BArF]), and the solution was concentrated in 
vacuo, resulting in precipitation of solids. Diethyl ether was added until the total volume 
was ~15 mL and the mixture was stirred vigorously for ~2 h, affording a bright yellow 
precipitate. This precipitate was collected by filtration and washed with diethyl ether (2 
x10 mL) to give [PPN][1−H] as a bright yellow powder (27.2 mg, 20.9 μmol, 24% yield). 
Single crystals of [PPN][1−H] suitable for X-ray diffraction were grown by layering a 
THF solution with pentane. In light of the low yield of [PPN][1−H], an alternative 




base in THF to an H2 atmosphere. 1H{31P} NMR (ppm, THF-d8, 400 MHz): 7.62 
([PPN]+, 6H), 7.56 ([PPN]+, 12H), 7.44 ([PPN]+, 12H), 7.15 (d, J=7.3 Hz, aryl, 3H), 6.62 
(t, J=7.4 Hz, aryl, 3H), 6.17 (d, J=7.8 Hz, aryl, 3H), 5.99 (t, J=7.3 Hz, aryl, 3H), 2.66 (br, 
CH2P(iPr)2, 6H), 1.75 (br and overlapping with THF, CH(CH3)2, 6H), 1.05 (br, CH(CH3)2 
, 36H), −5.35 (q, JHP=37.5 Hz at ~213 K, NiH, 1H). 31P{1H} NMR (ppm, THF-d8, 162 
MHz): 64.8 (s, 3P, [HNiAlL]−), 21.0 (s, 2P, [PPN]+).  
Synthesis of [N(P(C6H5)3)2][HNiInL] ([PPN][3−H]). A stirring solution of NiInL (3, 
160.9 mg, 189 µmol) in ~12 mL THF was cooled to –78˚C under argon over 15 min. To 
this solution, 85 µL (213 µmol) of nBuLi solution (2.5 M in hexanes) was added, and the 
color rapidly changed from deep red to yellow-orange. This solution was allowed to 
warm to rt over the course of 12 h. Subsequent salt exchange was performed by adding 
1.5 equiv solid [bis(triphenylphosphoranylidene)ammonium][tetrakis{3,5-
bis(trifluoromethyl)phenyl}borate] ([PPN][BArF]), and the solution was concentrated in 
vacuo, resulting in precipitation of solids. Diethyl ether was added until the total volume 
was ~20 mL and the mixture was stirred vigorously for ~3 h, affording a bright yellow 
precipitate. This precipitate was collected by filtration and washed with diethyl ether (2 
x10 mL) to give [PPN][3−H] as a bright yellow powder (197.8 mg, 142 μmol, 75% 
yield). Single crystals of [PPN][3−H] suitable for X-ray diffraction were grown by 
layering a THF solution with pentane. 1H{31P} NMR (ppm, THF-d8, 400 MHz): 7.62 
([PPN]+, 6H), 7.56 ([PPN]+, 12H), 7.44 ([PPN]+, 12H), 7.22 (d, J=7.5 Hz, aryl, 3H), 6.57 
(t, J=7.5 Hz, aryl, 3H), 6.16 (d, J=7.9 Hz, aryl, 3H), 5.91 (t, J=7.3 Hz, aryl, 3H), 2.71 (br, 




1H). 31P{1H} NMR (ppm, THF-d8, 162 MHz): 82.5 (s, 3P, [HNiInL]−), 21.0 (s, 2P, 
[PPN]+). 
Synthesis of [N(P(C6H5)3)2][(η1-HCO2)NiAlL] ([PPN][1−O2CH]). A J. Young tube 
containing a solution of [PPN][1−H] (4.6 mg, 3.5 µmol) in ca. 0.45 mL THF was 
subjected to a single freeze–pump–thaw cycle. The tube was re-filled with CO2 (1 atm) 
that had been dried through a CO2 drying column (Alltech Associates), which had been 
pre-sparged with ultra-high purity argon. Upon exposure to CO2, the solution color 
rapidly turned from yellow to mahogany-brown, and the title compound was generated in 
quantitative yield based on NMR spectroscopy. 1H{31P} NMR (ppm, THF-d8, 400 MHz): 
8.72 (s, (HCO2)NiAlL, 1H), 7.68 ([PPN]+, 6H), 7.64 ([PPN]+, 12H), 7.51 ([PPN]+, 12H), 
7.21 (d, J=7.4 Hz, aryl, 3H), 6.79 (t, J=7.4 Hz, aryl, 3H), 6.24 (d, J=7.9 Hz, aryl, 3H), 
6.22 (t, aryl, 3H), 3.14 (br, CHH′P(iPr)2, 3H), 2.99 (br, CHH′P(iPr)2, 3H), 2.66 (br, 
C′H(CH3)2, 3H), 2.21 (br, C′H(CH3)2, 3H), 1.31 (br, CH(CH3)2 , 18H), 1.11 (br, C′H3, 
9H), 0.93 (br, C″H3, 9H). 31P{1H} NMR (ppm, THF-d8, 162 MHz): 29.4 (s, 3P, 
[(HCO2)NiAlL]−), 21.0 (s, 2P, [PPN]+).  
Synthesis of [N(P(C6H5)3)2][(η1-HCO2)NiInL] ([PPN][3−O2CH]). A J. Young tube 
containing a solution of [PPN][3−H] (6.5 mg, 4.7 µmol) in ca. 0.45 mL THF was 
subjected to a single freeze–pump–thaw cycle. The tube was re-filled with CO2 (1 atm) 
that had been dried through a CO2 drying column (Alltech Associates), which had been 
pre-sparged with ultra-high purity argon. Upon exposure to CO2, the solution color 
rapidly turned from yellow to orange, and the title compound was generated in 




generated in situ by the addition of ~4 equiv [VkdH][HCO2] to 3 in THF. 1H{31P}- NMR 
(ppm, THF-d8, 400 MHz): 8.72 (s, (HCO2)NiInL, 1H), 7.65 (t, J=7.4 Hz, [PPN]+, 6H), 
7.59 (m, [PPN]+, 12H), 7.48 (td, J=7.7 Hz and 3.2 Hz, [PPN]+, 12H), 7.05 (d, J=7.6 Hz, 
aryl, 3H), 6.63 (t, J=7.7 Hz, aryl, 3H), 6.20 (d, J=7.6 Hz, aryl, 3H), 5.98 (t, J=7.2 Hz, 
aryl, 3H), 3.00 (br, CH2′P(iPr)2, 6H), 2.28 (br, CH(CH3)2, 6H), 1.15, 1.11 (br, CH(CH3)2 , 
36H). 31P{1H} NMR (ppm, THF-d8, 162 MHz): 37.3 (s, 3P, [(HCO2)NiInL]−), 21.0 (s, 
2P, [PPN]+). 
Catalytic CO2 Hydrogenation Studies 
High-Pressure Reactions in PEEK NMR Tubes. CO2 hydrogenation reactions at 34 atm 
of ~1:1 H2/CO2 were performed in PEEK high-pressure NMR spectroscopy tubes 
designed and built at Pacific Northwest National Laboratory, as reported previously.214, 
233 CAUTION: operators of high- pressure equipment should take proper precautions to 
minimize the risk of personal injury. In a typical catalytic experiment (0.25 mM NiGaL 
catalyst, 800 mM Vkd base), a stock solution of NiGaL (11.8 mg, 14.6 μmol) in 1 mL 
THF-d8 was prepared. A 0.875 M solution of Vkd (168 mg, 560 μmol) in 640 μL THF-d8 
was also prepared. Dilution of the NiGaL stock solution (100 μL) with 400 μL THF-d8, 
and subsequent addition of 60 μL of the resulting solution to the Vkd solution gave the 
desired concentrations for the catalytic reactions (700 μL of 800 mM Vkd, 0.25 mM 
NiGaL). Note that preparations were adjusted accordingly to afford other concentrations 
of NiGaL (or of NiAlL, NiInL, or NiLH3) and/or other bases, including tBuTMG and 
NEt3. Lastly, 300 μL of the reaction solution was added to two different PEEK cells, 




The PEEK cell was sealed and connected to a high-pressure line equipped with a 
vacuum pump and an ISCO syringe pump. The line was purged with gas three times. The 
headspace was degassed by opening the PEEK cell to static vacuum (3 × 30 s). Gas was 
delivered to the cell from an ISCO syringe pump running constantly at 34 atm (i.e. 
continuous gas feed). The contents of the PEEK NMR spectroscopy cell were mixed 
using a vortex mixer for approximately 3 minutes until the pressure stabilized. After 
stabilization, the cell was inserted into the NMR spectrometer to acquire data for the first 
time point. The time for the catalysis experiments started upon initial exposure of the 
PEEK cell to the H2/CO2 gas mixture, and later time points corresponded to the start of 
each NMR acquisition. 1H NMR spectra were collected approximately every 5 minutes 
using the following parameters: 4 scans each, delay time of 5 s, acquisition time of 2.19 s, 
pulse width of 2 μs (20 degree pulse), and gain of 2 (total time of 30 s per spectrum). The 
concentration of the formate was determined by integration of the formate resonance 
relative to that of residual HDO (5.6 ppm) in the internal capillary standard of CoCl2 in 
D2O. 31P spectra were collected every 10 minutes, with 4 scans per spectrum, a delay 
time of 10 s, and an acquisition time of 5 s (total time of 45 s per spectrum). The contents 
of the PEEK NMR spectroscopy cell were mixed using a vortex mixer when NMR data 
was not being collected to promote optimal dissolution of gas into the reaction solution 
throughout catalysis. 
Ambient Pressure Reactions in J. Young NMR Tubes. Hydrogenation reactions at 1 atm 
of ~1:1 H2/CO2 were run in J. Young NMR tubes. In a typical experiment (2.9 mM 
NiGaL catalyst, 800 mM Vkd base), a stock solution of NiGaL (12.5 mg, 15.5 μmol) in 1 




tubes for replicate trials). Vkd base (192 mg, 640 μmol) was dissolved to make a 650 μL 
solution in THF-d8, of which 325 μL was added to each tube. The resulting solution (400 
μL of 2.9 mM NiGaL catalyst, 800 mM Vkd base) was inverted several times to mix. 
Note that preparations were adjusted accordingly to afford other concentrations of NiGaL 
(or of NiAlL, NiInL, or NiLH3). Each tube also contained a capillary of CoCl2 in D2O as 
an internal NMR standard. The headspace was degassed by opening the tube to static 
vacuum. Subsequently, 1 atm of ~1:1 H2/CO2 gas was delivered to the tube. The H2/CO2 
gas mixture was passed through a stainless steel joint submerged in a propylene 
glycol/water (60/40%) bath cooled with excess dry ice in order to remove residual 
moisture from the gas stream. The contents of the tube were mixed using a vortex mixer 
for approximately 20 s, followed by re-filling with 1 atm H2/CO2. After vortex mixing for 
another 20 s, the NMR spectrum for the first time point was collected. For the remaining 
time points, after the collection of each NMR spectrum, the sample was vortex mixed for 
20 s, followed by re-filling with 1 atm H2/CO2, and vortex mixed again for 20 seconds, 
followed by the next NMR time point. This protocol resulted in re-filling the tube with 1 
atm H2/CO2 every 6 to 7 minutes. Acquisition of 1H and 31P NMR spectra was carried out 
with the same procedure and parameters as described above for the high-pressure 
reactions. 
Thermodynamic Studies for Measuring Hydricity (ΔG°H−) and pKa of [HNiML]− 
Complexes 
General experimental procedure for H2 heterolysis equilibria. Two or three different 
ratios of NiML to base in THF were added to separate J. Young NMR tubes in THF. The 




cycles, followed by exposure to 1 atm or ~3.8 atm H2. The reactions were monitored 
periodically by 31P NMR spectroscopy until successive time points gave identical results, 
indicating that equilibrium had been achieved. The J. Young NMR tubes were inverted 
continuously using a turntable (D.J. J. Young at ~16 rpm) to promote gas-liquid mixing 
when NMR spectra were not being collected. Reactions typically reached equilibrium 
within 1-2 days, but in some cases were monitored for 3-4 weeks to confirm no reaction 
was occurring or to allow equilibrium to be reached. 31P spectra were collected with 50-
100 scans for each spectrum, a delay time of 10 s, and an acquisition time of 1.68 s. Each 
time point was taken to be the approximate midpoint time in the NMR data collection 
(about 15-20 minutes per collection).  
General experimental procedure for hydride transfer equilibria. A metal hydride and a 
metal complex capable of accepting a hydride ion were added in a ~1:1 ratio to a J. 
Young NMR tube in THF. Apart from not adding H2 gas, the rest of the procedure was 
analogous to that described for the H2 heterolysis equilibria. The reactions were 
monitored periodically by 31P NMR spectroscopy until successive time points gave 
identical results, indicating that equilibrium had been achieved. The J. Young NMR tubes 
were inverted continuously using a turntable (D.J. J. Young at ~16 rpm) to promote 
mixing of the solution when NMR spectra were not being collected. 31P spectra were 
collected with 50-100 scans for each spectrum, a delay time of 10 s, and an acquisition 
time of 1.68 s, with each time point was taken to be the approximate midpoint time in the 





5.4.2 X-ray Crystallographic and Structure Refinement Details  
A yellow plate of [PPN][HNiGaL] ([PPN][2−H]) and an orange plate of 
[PPN][(η1–HCO2)NiGaL] ([PPN][2−O2CH]) were placed onto the tip of a MiTeGen 
Dual-Thickness MicroLoop™ and mounted on a Bruker Photon II CPAD diffractometer 
for data collection at 123(2) K. The data collections were carried out using Mo Kα 
radiation (graphite monochromator). The data intensity was corrected for absorption and 
decay (SADABS).172 Final cell constants were obtained from least-squares fits of all 
measured reflections. The structure was solved using SHELXT-16 and refined using 
SHELXL-16, which were executed from the ShelXle graphical user interface.264 A direct-
methods solution was calculated which provided most non-hydrogen atoms from the E-
map. Full-matrix least-squares/difference Fourier cycles were performed to locate the 
remaining non-hydrogen atoms. All non-hydrogen atoms were refined with anisotropic 
displacement parameters. Hydrogen atoms were placed in ideal positions and refined as 
riding atoms with relative isotropic displacement parameters.173 The hydride ligand in 
[PPN][2−H] was placed directly from the difference Fourier map. PLATON SQUEEZE 
was used to remove two disordered THF molecules in [PPN][2−H].174 Images were 
rendered using POV–ray.175 The structures of both [PPN][2−H] (#1553935) and [PPN][ 
2−O2CH] (#1553936) were deposited in the Cambridge Structural Database (CSD).  
Note that the crystallographic details for [PPN][1−H] and [PPN][3−H], which 
were also obtained by Matt Vollmer, were not included, as these structures were only 
briefly discussed to validate the structural trends observed upon the introduction of a 
















fw 1345.79 1389.81 
cryst syst monoclinic Triclinic 
space group P21/C P–1 
a(Å) 22.6991(12) 11.2791(6) 
b(Å) 13.8494(7) 15.7374(10) 
c(Å) 25.4751(12) 20.7033(13) 
α (deg) 90 100.669(2) 
β (deg) 103.819(2) 105.203(2) 
γ (deg) 90 92.850(2) 
V (Å3) 7776.8(7) 3466.2(4) 
Z 4 2 
λ (Å), µ (mm-1) 0.71073, 0.732 0.71073, 0.826 
T(K) 123(2) 123(2) 
θ 2.208 to 33.182 2.29 to 30.533 
reflns collected 175554 76891 
unique reflns 29695 21129 
data/restraint/parameters 29695/24/716 21129/0/773 
R1, wR2 (I > 2σ(I)) 0.0599, 0.1638 0.0576, 0.1540 
5.4.3 Physical Methods  
1H, 13C, and 31P NMR spectra were recorded on Bruker 500, or 400 MHz and 
Varian 300 MHz, 500 MHz, or 600 MHz spectrometers and referenced to internal 
residual solvent (or H3PO4 for 31P NMR spectra). Variable-temperature (VT) NMR 
experiments were carried out using either a methanol (below 298 K) or ethylene glycol 
(above 298 K) standard to calibrate the temperature, and all samples were allowed to 
equilibrate at each temperature for at least 10-15 minutes prior to data collection. IR 
spectra were obtained for solid samples in KBr pellets using a Bruker Tensor-37 FTIR 
with OPUS 6.5 software. Cyclic voltammetry was conducted using a CH Instruments 600 




platinum wire counter electrode, and Ag/AgNO3 reference electrode in CH3CN. Analyte 
solutions were prepared in THF with 0.1 M [N(nBu)4][PF6] ([TBA][PF6]) and referenced 
internally to the FeCp20/+ redox couple. 
5.4.4 Computational Methods  
Density Functional Theory (DFT) Calculations Regarding NiML and Anionic Hydride 
and Formate Complexes 
Gas-phase geometry optimizations of were performed with DFT using the M06-L 
local functional,176 as implemented in the Gaussian 09 program package.182 The def2-
SVP basis set was used for the C and H atoms of the ligand (L); def2-TZVP for N and P 
atoms, and def2-TZVPP for Ni, Ga, and any atom(s) comprising the hydride and formate 
substrates bound to Ni.186 This method is denoted as M06-L/DEF2. The choice of the 
M06-L functional was based on its overall good performance on bimetallic systems and 
on the catalytic mechanism studies by similar bimetallic complexes.78-79, 82, 394 Geometric 
structures were optimized in the gas phase at 0 K, and all stationary points were 
confirmed as energy minima by vibrational analyses. Gibbs free energies at 298.15 K 
were computed by adding zero-point vibrational energies and thermal corrections. 
Solvation effects were also considered by performing single-point calculations for all 
stationary points using the SMD181 solvation model with THF as the solvent. For the 
hydride and proton transfer reactions, the B3P86/LANL2DZ+p395-396 level of theory and 
the C-PCM397 solvent model (CH3CN) were employed. In the NiGa bimetallic 
complexes, the Ni→Ga interaction, which can be classified as a donor-acceptor-type 




stabilization energy of the donor-acceptor interaction was estimated using second-order 
perturbation theory.114 
Complete Active Space Self-Consistent Field (CASSCF) Calculations  
CASSCF calculations of were performed using the DFT-optimized structure (no 
symmetry constraints) with the MOLCAS-8.1 package.187 Relativistic basis sets of 
atomic natural orbital types of double-ζ quality (ANO-RCC-VDZ)188 were used for N, P, 
C, H atoms, and ANO-RCC-VTZ were used for Ni and Ga atoms. Scalar relativistic 
effects were included using the Douglas-Kroll-Hess Hamiltonian.398-400 The 
computational cost arising from the two-electron integrals was reduced by employing the 
Cholesky decomposition techniques.401 For the anionic hydride complex ([2−H]−), the 
complete active space consisted of 12 electrons in 12 orbitals. 
Thermodynamic Hydricity Calculations in CH3CN 
The thermodynamic hydricity of transition-metal hydride complexes is defined as 
the standard Gibbs free energy change (ΔGºH−) of the reaction shown in Equation 5.71, 
where L = ligand(s) and M = transition metal. 
LMHn+ → LM(n+1)+ + H:−    (Eqn 5.71)                              
Our method is similar to that described in an ab initio benchmark study of 
thermodynamic hydricities for various Co and Ni hydride complexes.328 As described 
previously, the hydricity (ΔGºH−) of LMHn+ can be determined by considering the 
isodesmic hydride transfer reaction with a reference complex, for which we have selected 





LMHn+ + [Ni(dmpe)2]2+ → LM(n+1)+ + [HNi(dmpe)2]+   (Eqn 
5.72)              
With the free energy of the hydride transfer reaction in acetonitrile (ΔGexchange/H-), 
we can calculate the ΔGH- of the metal hydride of interest, LMHn+, according to Equation 
5.73, where ΔGºH− of [HNi(dmpe)2]+ is set to 50.7 kcal/mol based on experiment.330-331 
ΔGºH− (LMHn+) = ΔG°H-([HNi(dmpe)2]+) + ΔGexchange/H−   (Eqn 
5.73)           
Previously, the B3P86/LANL2DZ+p and B3P86/BS2 levels of theory were 
reported to provide the most accurate hydricity values.328 In addition, we examined 
several other methods (Table A.4.7-A.4.8), including the M06-L/DEF2, which was used 
in geometry optimization of the NiGa bimetallic complexes. All the structures were 
optimized in gas phase followed with frequency calculation at 298 K and 1 atm to 
confirm their stationary point nature. Single-point calculations in acetonitrile were then 
performed with either C-PCM397, 402 or the SMD solvent model. Basis set LANL2DZ+p 
stands for that an effective core potential LANL2DZ395-396 are used for all elements, and 
in the case of the P atom and transition-metal atoms a d-polarization shell or an f-
polarization shell was added.403-404 BS2, the basis set for transition metals is 
LANL2DZ+p, the basis set for N, P is 6-311+G**, and the basis set for the other 
elements is 6-31+G*.  
DFT Calculations Regarding the Mechanism of Catalytic CO2 Hydrogenation  
Gaussian 09 calculations182 were performed with the M06-L density functional176 




def2-TZVP basis set for N and P, and a def2-TZVPP basis set for Ni, Ga, Al, In, and the 
atoms involved in the reaction (C, O, H atoms in CO2, CO, HCO2−, H−, H2).186 The SDD 
effective core potential was used for In.183 The structures of all species were optimized in 
the gas phase. Harmonic vibrational frequencies were computed to confirm the nature of 
all intermediates (no imaginary frequencies) and transition state structures (one imaginary 
frequency). The gas-phase Gibbs free energies, G, were calculated at T = 298.15 K and 1 
atm pressure by using the harmonic approximation for the optimized structures. The 
solvation effect of THF was included by performing single-point energy calculations at the 
gas-phase geometries using the SMD181 solvation model. The relative solution-phase Gibbs 
free energies were calculated by adding solvation energies to the gas-phase relative Gibbs 
free energies. The energy values reported in the main text are Gibbs free energies (298.15 
K, standard state of 1 atm for gases and 1 M for solutes) including the solvent effect of 
THF.  
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Appendix 1:  Supplemental Figures for Chapter 2 
 
Figure A.1.1. 1H NMR spectrum (300 MHz, C6D6) of NiGaL (2). Residual solvent peaks 
of benzene, THF, and pentane are denoted by asterisks (*). 
 
 
Figure A.1.2. 1H NMR spectrum (300 MHz, C6D6) of NiInL (3). Residual solvent peaks 







Figure A.1.3. 1H NMR spectrum (300 MHz, C6D6) of (N2)NiInL (3−N2). Residual 





Figure A.1.4. Stacked 31P NMR (161.9 
MHz, toluene-d8) spectra of complexes 1-
4 and 3−N2, which have peaks at 30.7, 
37.6, 44.4, 30.1 and 53.7 ppm at 298 K, 
respectively. Note that the peak for 3−N2 
at 298 K represents a fast equilibrium on 
the NMR timescale between the 3−N2 and 
3, which lies heavily toward 3−N2 (more 
details on this in chapter 3). This 
equilibrium and the fluxionality of N2 in 
solution accounts for the broadness of the 
peak for 3−N2 relative to those for the 
other complexes. Low T NMR (195 K) 
shows that the true chemical shift for 




Figure A.1.5. IR spectrum (KBr pellet) of (N2)NiInL (3−N2). 
 
 
Figure A.1.6.  Solid-state structural overlay of complexes 1-4, with labelling as follows: 
NiAlL (1, green), NiGaL (2, yellow), NiInL (3, red), and NiLH3 (4, blue). M(III) is 
positioned further above the N3-plane in moving down group 13, which in turn “forces” 








Figure A.1.7. Plot of M to N3-plane and Ni to P3-plane distances vs. M(III) ionic radii. 
 
Figure A.1.8. Full cyclic voltammograms of 2, and 3−N2 obtained in 0.1 M [TBA][PF6] 





Figure A.1.9. Full cyclic voltammogram of 1 obtained in 0.4 M [TBA][PF6] in THF at 
50 mV/s. CV was re-collected because the reduction event was not originally reported. 
 
Figure A.1.10. Full cyclic voltammograms of 1, 2, and 3 obtained in 0.4 M [TBA][PF6] 




Figure A.1.11. Scan rate study for Ni(I/0) redox couple of 3 in 0.4 M [TBA][PF6] in 
CH3CN. Scan rates from 50 to 1000 mV/s were collected, with the peak remaining quasi-
reversible at all scan rates examined. A similar relative insensitivity to scan rate was 
observed for the irreversible Ni(I/0) couple of 3 in THF.   
Figure A.1.12. Plot of Ni(I/0) redox potential in CH3CN vs. Ni−M FSR (rAlvarez). Note 




Figure A.1.13. Plot of Ni(I/0) redox potential in CH3CN vs. standard M(III/0) reduction 
potential for group 13 M(III).  












Figure A.1.16. Simulated UV-Vis spectrum of NiLH3, NiAlL, NiGaL, and NiInL as 
calculated by TD-DFT with M06-D3 in THF (SMD). Transition labels (A1, A2, etc.) are 













Table A.1.1. M06-D3 TD-DFT transition assignments for NiLH3, NiAlL, NiGaL, and 
NiInL complexes. Assignments refer to the simulated UV-vis spectra in Figure A.1.16. 
Transition Types M06-D3 expt. 
NiLH3 Index nm f nm 
dxy/dx2-y2 → LUMO A1 490 0.0008   
dyz/dxz → LUMO A3 413 0.0264 
497 
dz2 → LUMO A2 443 0.0497 
NiAlL Index nm f nm 
dxy/dx2-y2 → LUMO B1 573 0.0034 600 
dyz/dxz → LUMO B2 437 0.0225 490 
Ligands N,C + (dz2) → LUMO B3 410 0.1043 430 
Ligands N,C + dxz/dyz → LUMO B5 343 0.0063   
dz2 → LUMO B4 363 0.0114   
NiGaL Index nm f nm 
dxy/dx2-y2 → LUMO C1 650 0.0034 638 
dyz/dxz → LUMO C2 478 0.0202 508 
Ligands N,C + dz2 → LUMO C3 448 0.0999 464 
Ligands N,C + dxz/dyz → LUMO C4 388 0.0094   
dz2 → LUMO C5 384 0.0344   
NiInL Index nm f nm 
dxy/dx2-y2 → LUMO D1 642 0.0046 699 
dyz/dxz → LUMO D2 475 0.0195 530 
Ligands N,C + (dz2) → LUMO D3 449 0.078 488 
Ligands N,C + dxz/dyz → LUMO D4 403 0.0071   










Figure A.1.17. LUMOs of NiLH3 and NiML complexes, as calculated with M06-D3/bs4. 
Note that the analogous orbitals given by M06-L/bs1 have the same appearance.  
 
Table A.1.2. Molecular orbital composition analysis of the LUMOs of NiLH3 and NiML 
complexes. Pictures of the LUMOs are displayed in Figure A.1.17.  
M06-D3/bs4     Ni     M   P 
No.  # Orb d s p s p p 
NiLH3 LUMO 200           0.90 
NiAlL LUMO 205 0.05 0.11   0.10 0.16 0.50 
NiGaL LUMO 214 0.08 0.12   0.14 0.12 0.42 
NiInL LUMO 200 0.09 0.15   0.13 0.08 0.50 
         
M06-L/bs1     Ni     M   P 
MO No.  d s p s p p 
NiLH3 LUMO 200     0.23     0.30 
NiAlL LUMO 205 0.06  0.14 0.16 0.10 0.18 
NiGaL LUMO 214 0.09  0.16 0.17 0.08 0.18 













Appendix 2:  Supplemental Figures for Chapter 3 
 
Figure A.2.1. 1H NMR spectrum (500 MHz, THF-d8, 232 K) of (η2-H2)NiAlL (1−H2) 
generated in-situ from binding equilibrium of 1 (~50 mM) under 34 atm H2. Low T and 
elevated H2 pressure are needed to drive the binding equilibrium toward 1−H2. However, 
it should be noted that the binding equilibrium only converges to near complete binding 
at very low T (200 K). Residual solvent peaks of THF (#), toluene (^), and C6H6 are 
denoted, and a small NH peak of the NiLH3 31P chemical shift standard (4.99 ppm) are 
denoted (*).  
Figure A.2.2. 1H NMR spectrum (500 MHz, toluene-d8) of (η2-H2)NiGaL (2−H2) at 200 
K under 13.6 atm H2. Peaks are labelled with their assignments, and a close-up of the 





Figure A.2.3. 1H NMR spectrum (600 MHz, toluene-d8) of (η2-H2)NiInL (3−H2) at 281 
K under 1 atm H2. Residual solvent peaks indicated by *. 
 
 
Figure A.2.4. 1H NMR spectrum (400 MHz, C6D6, 298 K) of (OC)NiGaL, 2−CO. 
Residual solvent peaks of benzene (*), THF (&), diethyl ether (#) are denoted. Inset 





Figure A.2.5. 1H NMR spectrum (400 MHz, C6D6, 298 K) of (OC)NiInL, 3−CO. 
Residual solvent peaks of benzene (*) and toluene (#) are denoted. Inset shows a zoom in 
of the aryl region showing resolved coupling (top left). 






Figure A.2.7. IR spectrum (KBr pellet) of (OC)NiInL (3−CO), showing ν(C≡O)=1968 
cm−1. 
Figure A.2.8. DFT-calculated binding energies (M06-L/bs1) for NiML complexes 
showing that the relative order of ligand binding is: CO >> H2 >> CO2 for all complexes. 
Relative energies of linear (CO2-l) and bent (CO2-b) binding modes for CO2 are shown 
(see Figure A.2.9 for optimized structures of different binding modes). Also shown are 
relative energies of (H)2NiML (“2H”) and two different modes of formate binding, H-
bound (HCO2−) and O-bound (OCHO−), which are not relevant here, but will be 
discussed in chapters 4-5. Also, note that THF is the solvent for these calculations, but 
minimal differences in binding energies for THF vs. toluene was subsequently calculated. 




Figure A.2.9. DFT-calculated (M06-L/bs1) binding modes for CO2 to complex 2. The 
linear binding mode, where CO2 is coordinated η1 through oxygen, is calculated to be 
more stable by 5.6 kcal/mol than the bent mode, where CO2 is coordinated side-on, η2, 
presumably through one of CO2 π bonds. Similar CO2 binding modes and relative 
stabilities were also predicted for complexes 1 and 3. Note that this figure has been 
adapted from that provided by Dr. Jing Xie. 
Figure A.2.10. VT 1H NMR (toluene-d8, 162 MHz) of 2 (~7.5 mM in 0.70 mL) under 1 
atm H2. Residual solvent peaks for toluene (*), THF (^), and diethyl ether (~) are 
denoted. Peaks for both free H2 and bound H2 are observable at T < 240 K, indicating that 
the binding equilibrium between free H2 and Ni-bound H2 becomes slow on the 1H NMR 
timescale at low T (allowing both peaks to be observable). The free and bound H2 
resonances sharpen as T decreases from 252 K to 214 K. The methylene CH2 protons 
(~3.14 ppm) are seen to be equivalent at T > 300 K, and observed to become inequivalent 




Figure A.2.11. VT 1H NMR (toluene-d8, 162 MHz) of 3 (~7.5 mM in 0.70 mL) under 1 
atm H2. Residual solvent peaks for toluene (*) and THF (#) are denoted. Peaks for both 
free H2 and bound H2 are observable at T < 300 K, indicating that the binding equilibrium 
between free H2 and Ni-bound H2 is slowing on the NMR timescale as T decreases 
(allowing both peaks to be observable). The bound H2 resonance sharpens as T decreases 
from 313 K to 252 K, before broadening again with further decreases in T to 214 K. The 
methylene CH2 protons (~3.15 ppm) are seen to be equivalent at T > 277 K, and observed 
to become inequivalent diastereotopic protons at lower T. 
 
Figure A.2.12. VT 1H NMR (toluene-d8, 162 MHz) of 1 (~7.5 mM in 0.70 mL) under 1 
atm H2. (from 264 K to 215 K). Residual solvent peaks for toluene (#) and THF (*) are 
denoted, along with the NH peak (^) of the NiLH3 chemical shift standard for 31P NMR. 






Figure A.2.13. Plot of T1 relaxation time (in ms) of the bound H2 resonance of 1−H2 vs. 
T (K) for 1 (~50 mM) under 34 atm H2. T1(min) was found to be 49 (±5) ms at 200 K, 
with the short T1 value suggesting an intact H2 ligand.  
 
Figure A.2.14. 31PNMR chemical shift dependence on T for complexes 1-4 in toluene-d8 
under 1 atm Argon from 213 K to 344 K. The observed chemical shift changes by <0.08, 
<0.18, <0.20, and <0.12 ppm over this T range for NiAlL (1), NiGaL (2), NiInL (3), and 





Figure A.2.15. VT 31P NMR (toluene-d8, 202.4 MHz) of 2 (~15 mM in 0.30 mL) under 
13.6 atm H2 (left) and 34.0 atm H2 (right) obtained over the range from 210 K to 360 K. 
A fast equilibrium on the 31P NMR timescale (202.4 MHz) is observable over the entire T 
range for both pressures. Due to the larger sampling of the equilibrium (ie. greater 
variance of δ), the data at 13.6 atm H2 was used to obtain a van’t Hoff plot (Figure 
A.2.16). Averaging the results obtained at 6.8 atm and 13.6 atm H2 gives the final results 
for the H2 binding parameters to 2 (Table 3.5). Also note that the 31P resonance under 34 
atm H2 begins to broaden as T decreases from 226 K to 211 K, which is due to a process 
involving the loss of symmetry of the three phosphine donors, which is seen more clearly 





Figure A.2.16. Van’t Hoff plot of ln(𝐾 ) vs. 1/T for H2 binding equilibrium to 2, based 
on VT 31P NMR data displayed in Figure A.2.15 (collected under 13.6 atm H2 for 9 data 
points from 250 K to 356 K). The thermodynamic binding constants (ΔH°, ΔS°, and ΔG°) 
and the associated uncertainties obtained from linear regression of the van’t Hoff plot are 
also displayed above (standard conditions: 298 K, 1 atm H2, 1 M of all other species, 
toluene-d8). Rigorously fast chemical exchange was able to be observed at all T >240 K, 
facilitating analysis of 𝐾  at each T based on the observed chemical shift. The free 
energy value obtained at 13.6 atm H2 of +0.7(2) kcal/mol was averaged with that 
obtained at 6.8 atm H2 (+0.5(2) kcal/mol) to give the final value of +0.6(2) kcal/mol for 
H2 binding to 2. 
Figure A.2.17. Plot of H2 self-exchange rate for 2 at 298 K (~7.5 mM in 0.70 mL 
toluene-d8) vs. H2 gas pressure. As the H2 pressure increases, the exchange of free and 
bound H2 takes place more rapidly, from 3.8(2) x 103 s−1 at 0.1 atm H2 (remaining 0.9 
atm Ar), to 2.2(2) x 104 s−1 at 1 atm H2, to 4.2(2) x 104 s−1 at 3.8 atm H2. At 13.6 atm H2, 




Figure A.2.18. Plot of ΔS° (cal/[mol∙K]) for H2 binding to 2 vs. average T of the T 
regime from which van’t Hoff analyses were conducted on subsets of the full dataset. At 
1.0 atm, ΔS° was found to be −35(1) and −21(1) kcal/mol for high and intermediate/low 
T regimes, respectively. Clearly these values are not constant and their significant 
temperature-dependence can be attributed to the breakdown of the assumption of fast 
exchange at 1.0 atm H2. At 6.8 atm H2, ΔS° was found to be more constant, with values 
of −27.1(5) and −24(1.4) kcal/mol for high and intermediate/low T regimes, respectively. 
Figure A.2.19. Plot of ΔH° (left) and ΔG° (right) for H2 binding to 1 vs. average T of the 
T regime for which the van’t Hoff analysis was conducted. ΔH° was found to be −6.7(7), 
−6.4(4), −6.7(6) kcal/mol for high, intermediate, and low T regimes, respectively. ΔS° 
was found to be −28(2), −27(1), −28(3) cal/(mol∙K) for high, intermediate, and low T 
regimes, respectively. Lastly, ΔG° was found to be +1.6(9), +1.5(5), +1.7(1.0) kcal/mol 
for high, intermediate, and low T regimes, respectively. All values are seen to be within 
experimental error of one another for all T ranges; similar results were found for ΔS° and 
ΔH°, which is why the former plot was not shown. Note that the larger errors compared 
with the full dataset are because fewer data points are included in each van’t Hoff 






Figure A.2.20. Van’t Hoff plot of ln(𝐾 ) vs. 1/T for H2 binding equilibrium to 1 under 
34.0 atm H2, with the data broken up into T regimes in two different ways for analysis: 
(1) 3 “bins”, with low T (210 K to 253 K), intermediate T (263 K to 307 K), high T (313 
K to 368 K); and (2) 2 “bins”, with low T (210 K to 287 K) and high T (298 K to 368 K). 
If fast exchange is a rigorously valid assumption at all T, then the binding parameters 
extracted from the slope and y-intercept of the van’t Hoff plot should be essentially 
identical for all T regimes. This is seen to be the case, and Figure A.2.19 shows the 










Figure A.2.21. Van’t Hoff plot of ln(𝐾 ) vs. 1/T for H2 binding equilibrium to 2, based 
on VT 31P NMR data collected under 0.1 atm H2 from 300 K to 368 K. The 
thermodynamic binding parameters (ΔH°, ΔS°, and ΔG°) and the associated uncertainties 
are displayed above (298 K, 1 atm H2, 1 M of all other species, toluene-d8). ΔG° was 
found to be −0.1(3) kcal/mol under 0.1 atm H2 compared with +0.6(2) kcal/mol under the 
ideal fast exchange conditions at 6.8 and 13.6 atm H2. Thus, a correction factor of +0.7 
kcal/mol was applied to the value obtained for 3 under 0.1 atm H2, giving a best estimate 
of ΔG° = −3.0(7) kcal/mol for the H2 binding to 3.  
 
Figure A.2.22. Van’t Hoff plot of ln(𝐾 ) vs. 1/T for H2 binding equilibrium to 3, based 
on relative concentrations of bound and unbound species from simulated VT 31P NMR 
spectra (see Figure A.2.29). ΔG° and the associated uncertainty is displayed above 
(standard conditions: 298 K, 1 atm H2, 1 M of all other species, toluene-d8). Importantly, 
the ΔG° value from this plot (−2.3(2) kcal/mol) is within experimental error of the best 
estimate from the van’t Hoff plot for 0.1 atm H2 (−3.0(7) kcal/mol) after adjustment 




Figure A.2.23. Van’t Hoff plot of ln(𝐾 ) vs. 1/T for N2 binding equilibrium to 3, based 
on VT 31P NMR data collected under 1.0 atm N2 for T range from 288 K to 370 K. To 
assess the validity of the fast exchange assumption, the data has been broken up into two 
different T regimes: high T (333 K to 370 K) and intermediate T (289 K to 325 K). All T 
< 288 K were not considered for van’t Hoff analysis because exchange clearly slows. 
Fast exchange is a valid assumption at all T > 288 K, as evidenced by the fact that ΔH°, 
ΔS°, and ΔG° (displayed above) determined from data in different T regimes are within 
experimental error of one another. 
Figure A.2.24. VT 31P NMR (THF, 161.9 MHz) of 2 (~12.2 mM in 0.62 mL) under 3.8 
atm H2 obtained over the range from 218 K to 336 K. The peak does not broaden 
significantly, indicating that the fast exchange assumption is valid for all T > 210 K, 




Figure A.2.25. Plot of 31P NMR chemical shift vs. T for VT 31P NMR data collected for 
2 under 3.8 atm of H2 in THF from 218 K to 336 K (Figure A.2.24), with both 
experimental (blue data points) and best-fit simulation profiles (black line) plotted. The 
best-fit simulation gave thermodynamic parameters that match those obtained from van’t 
Hoff analysis (within the experimental error given by the van’t Hoff plot regression; see 
Figure A.2.26). 
Figure A.2.26. Van’t Hoff plot of ln(𝐾 ) vs. 1/T for H2 binding equilibrium to 2 under 
3.8 atm H2 in THF. The thermodynamic binding constants (ΔH°, ΔS°, and ΔG°) and the 
associated uncertainties obtained from linear regression of the van’t Hoff plot are also 
displayed above (standard conditions: 298 K, 1 atm H2, 1 M of all other species, THF). 
The free energy of H2 binding to 2 (ΔG°) was found to be slightly more favorable in THF 
than in toluene (by ~0.5 kcal/mol), albeit nearly within experimental error. H2 binding 
being slightly more favorable in THF than in toluene was also predicted by DFT 





Figure A.2.27. Deformation density contributions (ΔρNOCVn, isovalue 0.04 a.u.) of 
NOCV pairs for N2 binding to 3, with hydrogen atoms omitted for clarity. Note that red 
indicates electron outflow, and blue indicates electron inflow. NOCV1 and NOCV2 show 
π-back-donation (Ni 3dπ → N2 π*), while NOCV3 and NOCV4 show σ-donation (N2 
lone pair → Ni 4pz). Similar densities were computed for 1−N2 and 2−N2. Refer to Table 
A.2.11 for the relative energy contributions of each NOCV and for the overall π-back-
donation vs. σ-donation contributions for N2 binding to the NiML complexes. 
Figure A.2.28. Comparison of best fit simulations (black lines) and experimental VT 31P 
NMR data (red lines, toluene-d8, 162 MHz) for 2 (~7.5 mM in 0.70 mL) under 1 atm H2 
from 214 to 344 K. The exchange rates at each T and the associated uncertainty 
(displayed next to spectra) were determined by using gNMR version 5.0 to find the best 
fit for the experimental spectrum. Please refer to Figure A.2.31 for the Eyring plot from 
which the activation parameters for self-exchange were extracted. Note that low T 
broadening at 214 K due to loss of phosphine symmetry may interfere with the 
assumption that broadening not due to the intrinsic linewidth is attributable to chemical 
exchange broadening; as such, the simulated exchange rate at 214 K should be treated as 





Figure A.2.29. Comparison of best fit simulations (black lines) and experimental VT 31P 
NMR data (red lines, toluene-d8, 162 MHz) for 3 (~7.5 mM in 0.70 mL) under 1 atm H2 
from 298 to 344 K. The exchange rates at each T and the associated uncertainty 
(displayed next to spectra) were determined by using gNMR version 5.0 to find the best 
fit for the experimental spectrum. Please refer to Figure A.2.32 for the Eyring plot from 
which the activation parameters for self-exchange were extracted. Note that at T < 298 K, 
the equilibrium lies so far toward the bound species (>98%) that exchange rates could not 











Figure A.2.30. Eyring plot of ln(rateex/T) vs. 1/T for H2 binding to 1, where rateex is the 
exchange rate (in s−1) extracted from lineshape analysis using gNMR to fit experimental 
VT 31P NMR data. The activation parameters for H2 self-exchange (ΔH‡ex, ΔS‡ex, and 
ΔG‡ex) and the associated uncertainties from linear regression are also displayed above. 
Figure A.2.31. Eyring plot of ln(rateex/T) vs. 1/T for H2 binding to 2, where rateex is the 
exchange rate (in s−1) extracted from lineshape analysis using gNMR to fit experimental 
VT 31P NMR data. The activation parameters for H2 self-exchange (ΔH‡ex, ΔS‡ex, and 




Figure A.2.32. Eyring plot of ln(rateex/T) vs. 1/T for H2 binding to 3, where rateex is the 
exchange rate (in s−1) extracted from lineshape analysis using gNMR to fit experimental 
VT 31P NMR data. The activation parameters for H2 self-exchange (ΔH‡ex, ΔS‡ex, and 
ΔG‡ex) and the associated uncertainties from linear regression are also displayed above. 
Note that at T <298 K, the equilibrium lies so far toward the bound species (>98%) that exchange 
rates could not be reliably determined, and so these T were not considered for Eyring analysis.  
Figure A.2.33. Reaction coordinate diagram for H2 self-exchange at NiML. Note that 
although the diagram is not rigorously to scale, it shows the trends in ΔG‡ex (In = 10.6[4] 
> Ga = 9.8[3] ~ Al = 9.7[2]). The largest ΔG‡ex barrier for NiInL is consistent with its 
exchange rate at 298 K being the slowest of the trio of complexes. The difference in 
ΔG‡ex of ~0.9(5) kcal/mol between M=In and M=Al translates into a factor of 4.5(±3.6) 





Figure A.2.34. Eyring plot of ln(kloss/T) vs. 1/T for H2 binding to 2, where kloss (or kr) is 
the first-order rate constant for H2 loss (in s−1) extracted from the exchange rate from VT 
31PNMR data. The activation parameters for H2 loss (ΔH‡loss, ΔS‡loss, and ΔG‡loss) and the 
associated uncertainties obtained from linear regression are also displayed above. The 
standard state was re-defined as 1 M H2 in order to compare with literature values for the 
activation parameters of H2 loss, all of which have been previously defined for 1 M H2. 
Figure A.2.35. Eyring plot of ln(kloss/T) vs. 1/T for H2 binding to 3, where kloss (or kr) is 
the first-order rate constant for H2 loss (in s−1) extracted from the exchange rate from VT 
31PNMR data. The activation parameters for H2 loss (ΔH‡loss, ΔS‡loss, and ΔG‡loss) and the 
associated uncertainties obtained from linear regression are also displayed above. The 
standard state was re-defined as 1 M H2 in order to compare with literature values for the 




Table A.2.1. DFT-calculated structures for (η2-H2)NiML complexes computed using 
various functionals ( with basis set 1, see Table 2.9, and A.2.11 for other methods). The 



































 Functional (with basis set 1) 
Metric M06-L PBE0 PBE0-D3 M06-D3 
(η2-H2)NiAlL (1-H2) 
Ni-Al 2.600 2.601 2.564 2.575 
Ni-H 1.662 1.620 1.613 1.657 
Ni-H 1.663 1.624 1.618 1.653 
H-H 0.827 0.832 0.834 0.822 
Ni-P 2.227 2.232 2.216 2.245 
Al-Napical 2.149 2.157 2.160 2.159 
Al-Namide 1.884 1.886 1.885 1.892 
Ni to P3-plane 0.29 0.28 0.28 0.28 
Al to N3-plane 0.29 0.29 0.30 0.29 
(η2-H2)NiGaL (2-H2) 
Ni-Ga 2.499 2.509 2.482 2.473 
Ni-H 1.650 1.613 1.607 1.644 
Ni-H 1.649 1.609 1.602 1.641 
H-H 0.830 0.835 0.837 0.825 
Ni-P 2.248 2.248 2.233 2.261 
Ga-Napical 2.291 2.281 2.281 2.287 
Ga-Namide 1.960 1.945 1.944 1.948 
Ni to P3-plane 0.30 0.27 0.28 0.27 
Ga to N3-plane 0.42 0.39 0.41 0.41 
(η2-)NiInL (3-H2) 
Ni-In 2.603 2.564 2.542 2.579 
Ni-H 1.639 1.603 1.598 1.645 
Ni-H 1.633 1.599 1.593 1.641 
H-H 0.835 0.839 0.841 0.825 
Ni-P 2.287 2.286 2.269 2.302 
In-Napical 2.292 2.310 2.310 2.301 
In-Namide 2.051 2.060 2.059 2.050 
Ni to P3-plane 0.370 0.334 0.340 0.365 




Table A.2.2. Thermodynamic binding parameters for H2 binding to 2, categorized by 
which assumptions are made with respect to the interdependence of T and P, as well as 
which data set(s) are included (data collected under 6.8 atm, 13.6 atm H2, or both) and 
whether the values were extracted via van’t Hoff analysis or from non-linear 31P δ vs. T 
fitting. “P α T” assumes that P is proportional to T as described by Guy Lussac’s Law, 
whereas “const. P” assumes that P remains constant. The values highlighted in pink, 
obtained from taking the average of the van’t Hoff results at 6.8 and 13.6 atm, are the 

















Table A.2.3. Comparison of H2 thermodynamic binding parameters for 1, 2, and 3 
obtained from van’t Hoff analysis and non-linear fitting of 31P δ vs. T plots.a 
 1 2b 3c 
 van’t Hoff non-linear van’t Hoff non-linear van’t Hoff non-linear 
ΔH° −6.3(1) −6.7 −6.0(8) −6.3 −14.8(6) −14.1 
ΔS° −26.4(4) −27.6 −22(2) −23.1 −37(2) −35.4 
ΔG° +1.6(2) +1.6 +0.6(2) +0.6 −3.7(7) −3.6 
aNote that ΔH° and ΔG° are given in kcal/mol, and ΔS° has units of cal/(mol∙K). Standard deviation in the 
last digit is shown in parenthesis, as obtained from van’t Hoff linear regression analyses. Standard state is 
defined as 1 atm H2, and 1 M of all other species in toluene, at 298 K. bAverage of values obtained under 
6.8 and 13.6 atm H2, with standard deviation given between the values from the two datasets. cEstimated 
values extracted from fast-intermediate exchange regime data. See text for discussion, but −3.0(7) kcal/mol 




Table A.2.4. Comparison of N2 thermodynamic binding parameters for 1, 2, and 3 
obtained from van’t Hoff analysis and non-linear fitting of 31P δ vs. T plots.a 
 1b 2c 3 
 van’t Hoff non-linear van’t Hoff non-linear van’t Hoff non-linear 
ΔH° −4.7(2) −4.4 −4.7(3) − −14.5(3) −14.5 
ΔS° −27.5(5) −26.4 −23(1) − −45(1) −44.6 
ΔG° +3.5(3) +3.5 +2.1(5) − −1.2(4) −1.2 
aNote that ΔH° and ΔG° are given in kcal/mol, and ΔS° has units of cal/(mol∙K). Standard deviation in the 
last digit is shown in parenthesis, as obtained from van’t Hoff linear regression analyses. Standard state is 
defined as 1 atm N2, and 1 M of all other species in toluene, at 298 K. bNon-linear fit only includes 4 data 
points where fast exchange was observed (of the 7 data points from van’t Hoff analysis). cA non-linear fit 













Table A.2.5. Comparison of experimental and calculated H2 binding energies for NiML 
complexes. Various methods were tested, all of which utilized the SMD solvent model 
(with toluene, THF, or CH3CN as the solvent). Table courtesy of Dr. Jing Xie with minor 
alterations. 
H2 binding ΔG° (kcal/mol) 





Solvent = toluene (298 K, 1 atm) 
4 - 6.25 8.54 7.75  6.72 
1 1.6 ± 0.2 2.76 4.14 2.9 3.93 
2 0.6 ± 0.2 0.92 2.18 0.83 0.71 
3  −3.0 ± 0.7 -1.85 -0.35 -1.75 -1.16 
Solvent = THF (298 K, 1 atm) 
4  6.21 8.36 7.63 7.18 
1  2.62 3.91 2.67 3.52 
2 0.1 ± 0.1 -0.26 -0.26 1.66 0.33 
3   -2.22 -2.22 -0.65 -2.01 
Solvent = CH3CN (298 K, 1 atm) 
4  6.23 8.31 7.59 7.31 
1  2.65 3.87 2.64 3.44 
2  -0.34 -0.34 1.46 0.19 
3   -2.21 -2.21 -0.72 -2.04 
Table A.2.6. Comparison of experimental and calculated N2 binding energies for NiML 
complexes. Various methods were tested, all of which utilized the SMD solvent model 
(with toluene, THF, or CH3CN as the solvent). Table courtesy of Dr. Jing Xie with minor 
alterations. 
N2 binding ΔG° (kcal/mol) 
M expt. m06l/bs1 pbe0/bs1 pbe0-d3/bs1 m06-d3/bs4 
Solvent = toluene (298 K, 1 atm) 
4 - 5.86 15.36  8.02 
1 3.5 ± 0.3 6.25 13.58 9.95 6.05 
2  2.1 ± 0.5 3.61 12.23 9.42 3.82 
3  -1.2 ± 0.4 0.15 8.75 5.75 -1.81 
Solvent = THF (298 K, 1 atm) 
4  5.60 15.18  8.29 
1  6.13 13.48 9.87 6.33 
2  3.15 11.69 8.92 4.07 
3   -0.74 8.32 5.38 0.17 
Solvent = CH3CN (298 K, 1 atm) 
4  5.64 15.15  8.59 
1  6.14 13.51 9.88 6.24 
2  3.13 11.59 8.84 3.32 




Table A.2.7. Measured H2 thermodynamic binding parameters for 1, 2, and 3 for 1 M H2 
standard state.a 
 1b 2b,c 3d 
ΔH° (kcal/mol) −7.7 (0.1) −7.4 (0.8) −16.2 (0.6) 
ΔS° (cal/mol•K) −19.5 (0.4) −15 (2) −30 (2) 
ΔG° (kcal/mol) −1.9 (0.2) −2.9 (0.2) −7.1 (0.7) 
aEntries in parentheses are the standard deviations obtained from van’t Hoff linear regression analyses. 
Standard state is defined as 1 M of all species in toluene, and 298 K. bAssumes [H2] in toluene is 
proportional to pressure even at high pressures. cAverage of values obtained under 6.8 and 13.6 atm H2, 
with standard deviation given between the two datasets. dEstimated values extracted from fast-intermediate 
exchange regime data. See main text for discussion, but −6.5(7) kcal/mol is reasoned to be a better estimate 
for ΔG°. 
Table A.2.8. Measured N2 thermodynamic binding parameters for 1, 2, and 3 for 1 M N2 
standard state.a 
 1b 2 3 
ΔH° (kcal/mol) −5.4 (0.1) −5.5 (0.3) −15.2 (0.3) 
ΔS° (cal/mol•K) −19.5 (0.4) −14.9 (1.3) −36.6 (1.0) 
ΔG° (kcal/mol) +0.4 (0.1) −1.0 (0.5) −4.3 (0.4) 
aStandard deviations obtained from van’t Hoff linear regression analyses are shown in parenthesis. 
Standard state is defined as 1 M of all species in toluene, and 298 K. bAssumes [N2] in toluene is 
proportional to pressure even at high pressures. 
Table A.2.9. Comparison of structural parameters for NiInL (3) and (η2-H2)NiInL (3−H2) 
and binding energies, as determined by experiment and theory. Table courtesy of Dr. Jing 
Xie.                                                                                                                                    
Note that bond distances are in Å and angles are in degrees. Experimental parameters are from the x-ray 
structure (100 K), with Ni−H and H−H distances obtained from the neutron structure. Refer to Table 2.9 for 




Table A.2.10. Orbital interaction energy contributions from the top four NOCV pairs to 
H2−Ni bonding. Table and ETS-NOCV calculations courtesy of Dr. Jing Xie. 
NOCV Type (H2)NiLH3 (H2)NiAlL (H2)NiGaL (H2)NiInL 
1 σH2 → 4pz (Ni) -18.3 -14.5 -14.8 -15.2 
2 3dxz(Ni) → σ*H2 -14.6 -12.8 -13.0 -13.9 
3 σH2 → 4pz (Ni) -6.4 -6.9 -6.9 -7.3 
4 3dyz(Ni) → σ*H2 -1.4 -1.8 -1.8 -1.8 
1+3 Total σH2 → 4pz (Ni) -24.7 -21.4 -21.7 -22.5 
 σ-donation % 61% 59% 59% 59% 
2+4 
Total 3dxz/yz(Ni) → 
σ*H2 -15.9 -14.6 -14.8 -15.7 
 π-back-donation % 39% 39% 41% 41% 
sub-
totala   -40.6 -36.0 -36.6 -38.1 
aNote that the sub-total, the sum of the orbital interaction energies for NOCVs 1-4, is not equal to the total 
ΔEorbital since other minor orbital interaction energies are not considered the sub-total. 
 
Table A.2.11. Orbital interaction energy contributions from the top four NOCV pairs to 
N2−Ni bonding. Table and ETS-NOCV calculations courtesy of Dr. Jing Xie. 
NOCV Type (N2)NiLH3 (N2)NiAlL (N2)NiGaL (N2)NiInL 
1 
3dxz (Ni) → 
π*(N-N)  -17.2 -16.8 -12.9 -14.6 
2 
3dyz (Ni) → 
π*(N-N)  -17.2 -12.7 -12.9 -14.6 
3 N LP → 4pz (Ni) -20.5 -13.7 -15.7 -16.6 
4 N LP → 4pz (Ni) -5.4 -5.1 -5.4 -5.9 
1+2 
3d (Ni) → π*(N-
N)  -34.4 -29.5 -25.8 -29.1 
 
π-back-donation 
% 57% 61% 55% 56% 
3+4 N LP → 4pz (Ni) -25.9 -18.8 -21.1 -22.5 
 σ-donation % 43% 39% 45% 44% 
sub-
totala   -60.2 -48.3 -46.9 -51.6 
aNote that the sub-total, the sum of the orbital interaction energies for NOCVs 1-4, is not equal to the total 










Figure A.2.33. Simulated UV-Vis spectra of N2, H2, and CO adducts of complexes 1 and 
2, as calculated by TD-DFT with M06-D3 in THF (SMD). Simulated UV-vis spectra for 
3 are in Figure 3.31. Figure adapted from that provided by Dr. Jing Xie. 
 
Table A.2.12. Transition assignments of first several excitations of N2 adducts from TD-




Description   
1 392 dxy + Ligands P → N-N pi* HOMO-1 → LUMO+1 
2 376 dxy + Ligands P → unocc. mix. HOMO-1 → LUMO+4 
3 364 dxy + Ligands → N-N pi* HOMO-1 → LUMO 
4 348 
dx2-y2 + Ligands P,N,C → unocc. 
mix 
HOMO-2,-4 → LUMO+4 
5 336 dz2,Ligands N, C→ N-N pi* HOMO → LUMO+1 





1 396 dxy/dx2-y2 + Ligand P → unocc. mix. HOMO-3,4 → LUMO+2 
2 358 dxy/dx2-y2 + Ligand P → N-N pi* 
HOMO-3,4 → LUMO, 
LUMO+1 
3 350 Ligand N,C → unocc. mix. HOMO → LUMO+2 
4 335 dxy/dx2-y2 + Ligand P → N-N pi* 
HOMO-3,4 → LUMO, 
LUMO+1 
5 314 Ligand N,C → Ligands C, benzene HOMO → LUMO+3,4 





Table A.2.13. Transition assignments of first several excitations of H2 adducts from TD-
DFT calculations (M06-D3). Refer to Figure A.2.33. Table courtesy of Dr. Jing Xie. 
(H2)NiAlL Transition (nm) Description  
1 353 dx2-y2 → unocc. mix. HOMO-1,3 → LUMO+3 
2 352 dxy → unocc. mix. HOMO-2,4 → LUMO+3 
3 323 Ligands N,C → Ligands C HOMO → LUMO, LUMO+1 
4 308 Ligands N,C → unocc. mix. HOMO → LUMO+2 
5 291 
dxy/x2-y2 +Ligands N, C → Ligands 
C 
HOMO-1,2 → LUMO, 
LUMO+1 
6 274 Ligands N,C → Ligands C HOMO → LUMO+4,+5 
7 271 dz2 → unocc. mix. HOMO-5 → LUMO+2 
8 270 
dx2-y2 + Ligands N,C → Ligands 
C, benzene 
HOMO-3 → LUMO+1 
9 255 
Ligands N, C → Ligands C, 
benzene 
HOMO → LUMO+6 
(H2)NiGaL Transition (nm) Description  
1 378 dxy/dx2-y2 → unocc. mix. HOMO-3,-4 → LUMO 
2 334 Ligands N, C → unocc. mix. HOMO → LUMO 
3 319 Ligands N,C → unocc. mix. HOMO-7 → LUMO 
4 314 
Ligands N, C → Ligand C, 
benzene 
HOMO → LUMO+1,+2 
5 306 Ligands N,C → unocc. mix. HOMO-1,2,8 → LUMO 
6 297 Ligands N,C → unocc. mix. HOMO-2 → LUMO 
7 293 Ligands N,C → unocc. mix. HOMO-8 → LUMO 
8 286 
Ligands N, C → Ligand C, 
benzene 
















Table A.2.14. Transition assignments of first several excitations of CO adducts from TD-
DFT calculations (M06-D3). Refer to Figure A.2.33. Table courtesy of Dr. Jing Xie. 
(OC)NiAlL Transition (nm) Description  
1 340 
dx2-y2 + C-O pi & Ligands C →C-O 
pi* 
HOMO-1,-3 → LUMO+2,3 
2 
327 




325 HOMO → LUMO  
323 HOMO → LUMO+1 
322 HOMO → LUMO+1 
3 315 dxy/dx2-y2 + C-O pi→C-O pi* 
HOMO-3,-4 → 
LUMO+2,+3 
4 312 dz2 + C-O sigma→C-O pi* HOMO-5 → LUMO+2 
5 307 
dx2-y2 + C-O pi & Ligands C N → 
unnoc. mix. 
HOMO-1,-3 → LUMO+4 
6 301 Ligands C N, benzene → unocc. mix. HOMO → LUMO+4 
7 301 
dxy + C-O pi & Ligands C N, benzene 
→ unocc. mix 
HOMO-4 → LUMO+4 
8 300 dxy + C-O pi→C-O pi* HOMO-4 → LUMO+2,+3 
(OC)NiGaL Transition (nm) Description   
1 346 dx2-y2 + C-O pi → unocc. mix. HOMO-3,-4 → LUMO 
2 340 Ligands C, benzene → unocc. mix. HOMO → LUMO 
3 321 
Ligands C, benzene → Ligands C, 
benzene 
HOMO → LUMO+3,4 
4 315 dxy/dx2-y2 + C-O pi → C-O pi* HOMO-3,4 → LUMO+1,2 
5 306 Ligands C, benzene → unocc. mix. HOMO-1,2 → LUMO 
6 276 
Ligands C, benzene → Ligands C, 
benzene 
HOMO → LUMO+5 
















Appendix 3:  Supplemental Figures for Chapter 4 
 
Figure A.3.1. Representative 1H NMR spectra for various time points of the catalytic 
hydrogenation of styrene to ethyl benzene by NiGaL (2). The olefinic resonances of 
styrene (6.58 [m], 5.61 [d], 5.07 [d]) disappear over time, with concomitant appearance 
of ethyl benzene (2.44 [q], 1.08 [t]). The conversion over time was quantified by 
integration of the vinylic peaks of styrene against an internal ferrocene standard (4.00 
[s]).  
 
Figure A.3.2. Control reaction showing negligible (<2%) isomerization of 1-octene after 






























Figure A.3.3. Reaction profile of catalytic isomerization-hydrogenation of allylbenzene 
by NiInL (3). 
Figure A.3.4. 31P NMR (121.4 MHz, C6D6) spectrum of NiInL (3) after addition of 
































Figure A.3.5. 1H NMR overlay of NiGaL (red) and NiInL (blue) at 223 K in toluene-d8 
after addition of 1:1 H2:D2 mixture. Close-ups show the free H2 region, which shows a 
small amount of free H2 in the case of NiInL, but no HD (1:1:1 triplet at 4.5 ppm, with 
flanking peaks at 4.25 and 4.75 ppm) in either case. Likewise, close-ups of the bound (η2-
H2)Ni resonance show that it does not split into a triplet in either case, as it would be 
expected to if HD were formed and then bound to NiML. 
Figure A.3.6. 1H NMR overlay of HD-NiGaL (2-HD) (peak is centered at -2.6 ppm in all 
spectra) in toluene-d8 at 213 K under 1 atm HD:  after initial mixing (bottom), mixing for 
several days (middle), and after heating to 333 K for 1.5 days (top). No free H2 or D2 was 
observed. If HD was scrambled to H2 and D2, the center peak of the triplet should become 
significantly larger than the flanking peaks, which was not observed to any appreciable 




Figure A.3.7. Preliminary results for a Hammett plot, log(kX/kH) vs. Hammett para 
substituent constant (σ), for the rates of hydrogenation of para-substituted styrene 
derivatives catalyzed by 2. Note that experiments conducted by former undergraduate 
student Nick Smith. 
Figure A.3.8. Schematic profile of possible mechanisms for methylene coalescence 
behavior in NiML 1H NMR experiment. Path 1: A→A1→A2→A3→A4, conversion 
between pseudo-C3 and pseudo-C3v structure, via concerted “rocking” mechanism. 
Structure A is fully optimized in gas phase. To obtain structure A1 and A2, the positions of 
P atoms were modified to make ∠P−Ni−In−Neq dihedral angle to be 10° and 0°, 
respectively. Then the structures were partially optimized with all the Ni, M, N, and P 
atoms fixed, while carbon and hydrogen atoms could relax. Path 2: A→D→A, one 
phosphine donor of ligand dissociates. For path 2, the relative free energies in toluene 





Figure A.3.9. Plot of DFT calculated energy of C3v symmetric NiML complexes with 
constrained (0 degree) P−Ni−M−Neq angles (relative to the energy of its natural angle) vs. 
experimental free energy barriers to methylene coalescence (∆G‡MC) for NiML. The 
calculated energy for a dihedral angle of 0 degrees is meant to serve as a proxy for the 
transition state of the concerted “rocking” mechanism, which is shown pictorially in 
Figure A.3.8.  
Figure A.3.10. Plot of DFT calculated energy of NiML with one of the phosphine arms 
dissociated (relative to the energy of that with all three phosphines coordinated to Ni) vs. 
experimental free energy barriers to methylene coalescence (∆G‡MC) for NiML. The 
calculated energy of one of the phosphine arms dissociating (see picture above) is meant 
to serve as a proxy for the favorability of the methylene coalescence mechanism 
involving phosphine dissociation and re-coordination, the first step of which would 




Figure A.3.11. DFT computed free energy profile in benzene for initial sequence of H2 
activation and phosphine dissociation, prior to olefin binding to intermediate B*, as 
calculated using M06-L/bs1 with SMD solvent model (benzene). Please refer to 
computational details (section 4.4.3) and Table 2.9 for more details. Figure courtesy of 
Dr. Konstantinos Vogiatzis. 
Figure A.3.12. 2H NMR of styrene deuteration mediated by NiGaL (2). Deuterium was 
observed to have incorporated into all three olefinic positions of styrene, indicating that 
the insertion of styrene into Ni−H is reversible. Formation of deuterated ethyl benzene 




Figure A.3.13. Mechanistic scheme showing additional pathways for hydrogenolysis and 
further “chain-walking” via additional internal β-hydride elimination steps. 
Table A.3.1. Comparison of hydrogenated product quantification by 1H NMR and GC-
MS analyses.a 
Entry catalyst substrate 
% hydrogenated yieldb 
1H NMR  GC-MS 
1 3 1-octene >99 >99 
2 3 styrene >99 90(10) 
3 3 cis-cyclooctene 93(3) 93(10) 
5 3 allylbenzenec 7(3) 9(3) 
6 3 phenyl acetylened trace 0.7(1) 
7 4 styrene
e 12(5) 13.4(8) 
8 4 1-octene 47(7) 42(4)  
9 4 cis-cyclooctene
f 4(1) 3(1) 
10 4 allylbenzene
c 10.0(3) 8.7(8) 
a see GC-MS calibration curves in the SI. bas determined after 24 h unless otherwise indicated. cafter 168 h. 




Table A.3.2 Key bond distances (in Å) of intermediates and transition states of the 
hydrogenation of styrene, as optimized using M06-L/bs1 with SMD solvent model 
(C6H6). Please refer to computational details (section 4.4.3) and Table 2.9 for more 
details. Table courtesy of Dr. Konstantinos Vogiatzis. 
 
Intermediate Ni-Ga Ni-H(1) Ni-H(2) Ga-H(2) C(1)-C(2) 
 NiML 2.429 - - - - 
A c-(η2-H2)NiGaL 2.499 1.654 1.652 - - 
TS1 
Homolytic H2 cleavage 2.463 1.564 1.470 2.662 - 
B c-(H)Ni(μ-H)GaL 2.536 1.511 1.503 1.831 - 
B* o-(H)Ni(μ-H)GaL 2.610 1.489 1.578 1.798 - 
D o-(sty)(H)Ni(μ-H)GaL 2.909 1.478 1.583 1.757 1.377 
E o-(CH2CH2Ph)(H)NiGaL 2.538 1.907 1.530 1.946 1.507 
E' o-(CH3CHPh)(H)NiGaL 2.739 1.467 1.711 2.709 1.467 
F* o-NiGa(CH3CH2Ph)L 2.480 - - - 1.521 




















Appendix 4:  Supplemental Figures for Chapter 5 
 
Figure A.4.1. 1H NMR spectrum of [VkdH][2−H] (400 MHz, THF-d8, 253 K), generated 
in situ by addition of 5 equiv. Vkd to 2 under 1 atm H2. An excess of Vkd base is needed 
to drive the equilibrium and deprotonate 2−H2. Residual solvent peaks of THF (*) and 
diethyl ether (#) are denoted. Insets show close-ups of: aryl region at 298 K showing 
resolved coupling (top left), and hydride region (top right).  
 
Figure A.4.2. 1H NMR spectrum of [Na(THF)x][3] (400 MHz, ~2:1 THF-d8/C6D6). 
Residual solvent peaks of THF and benzene are labeled, and a trace impurity (presumably 
BEt3) is denoted with an *. Inset shows a close-up of the hydride region. The hydride 
resonance was best resolved under these conditions as an apparent quartet with JHP= 34.8 






Figure A.4.3. 1H NMR spectrum of [VkdH][2−O2CH] (400 MHz, THF-d8), generated in 
situ via addition of CO2 (1 atm) to [VkdH][2−H]. The residual solvent peaks of THF (#) 
and residual H2 (*) are denoted. A resonance at 8.68 ppm is attributed to coordinated 
formate in [VkdH][(HCO2)NiGaL]. Due to extensive overlapping of the aliphatic proton 
resonances for [VkdH][2−O2CH] and excess Vkd, the aliphatic peak assignments are 
tentative. 
Figure A.4.4. 1H NMR spectrum of [PPN][1−H] (400 MHz, THF-d8, 298K). Residual 
solvent peaks of THF (*), benzene (^), and hexanes ($), along with a small amount of 
NiAlL (1, #) are denoted. Insets show close-ups of: the hydride region (top right), and 




Figure A.4.5. 1H NMR spectrum of [PPN][1−O2CH] (400 MHz, THF-d8). Residual 
solvent peaks of THF (*) and benzene (^) are denoted. Close-ups of the coordinated 
formate proton (top left) and of resolved coupling in the aryl region (top, center) are 
shown for visual clarity.     
 
Figure A.4.6. 1H NMR spectrum of [PPN][3−O2CH] (400 MHz, THF-d8). Residual 
solvent peaks of THF (*) and benzene (^) are denoted. Close-ups of the coordinated 
formate proton (top left) and of resolved coupling in the aryl region (top, center) are 





Figure A.4.7. Representative 1H NMR spectra (500 MHz) for monitoring kinetics of 
catalytic trials. Catalytic conditions: [2]=0.25 mM, [Vkd]=800 mM, 0.30 mL THF-d8, 34 
atm of ~1:1 H2/CO2, and 298 K (Table 5.1, entry 3). Formate was quantified by 
integration of 1H NMR resonance at 8.8 ppm against a capillary standard (broad peak at 
5.5 ppm). The resulting formate yield based on this relative integration method closely 
matched the ratio of formate to protonated base, confirming the reliability of the method. 
Near the end of catalysis when [Vkd] is low, HCO2H can be observed as a broad 
resonance at 17.8 ppm. 
 
Figure A.4.8. Kinetic plot of formate turnovers versus time (hours) for catalytic trials 
corresponding to Table 5.1, entries 1 and 6. Error bars represent standard deviation in 
turnovers for duplicate trials. Catalytic conditions: 1 atm, 2.9 mM catalyst (NiGaL [2] or 






Figure A.4.9. Kinetic plot of formate turnovers versus time (hours) for catalytic trials 
corresponding to Table 5.1, entries 1 and 6, zooming in on: (A) first 5 hours and (B) first 
40 minutes. In (B), the plot is linear, and the slope represents the initial rate for NiGaL (2, 
initial TOF = 67(±2) h−1). The initial TOF for NiLH3 (4, 0.14 (±0.02) h−1) is taken to be 
over the first ~3 hours, as that is the first data point for which an appreciable amount of 
formate was formed in both duplicate trials.  
 
Figure A.4.10. Kinetic plot of formate turnovers versus time (hours) for catalytic trials 
corresponding to Table 5.1, entry 2. Catalytic conditions: 34 atm, 1.0 mM NiGaL (2), 800 
mM Vkd in 0.30 mL THF-d8 (maximum TON = 800). The initial TOF was taken to be 
the rate over the initial 6 minutes of the reaction (ie. the first two data points, 




Figure A.4.11. Kinetic plot of formate turnovers versus time (hours) for catalytic trials 
corresponding to Table 5.1, entry 3. Catalytic conditions: 34 atm, 0.25 mM NiGaL (2), 
800 mM Vkd in 0.30 mL THF-d8 (maximum TON = 3200). The initial TOF was taken to 
be the reaction rate over the initial 10 minutes (ie. the first two data points, turnovers/time 
after 10 minutes), giving initial TOF = 9700(±400) h−1.    
Figure A.4.12. Kinetic plot of formate turnovers versus time (hours) for catalytic trials 
using tBuTMG (Table 5.1, entry 4). Catalytic conditions: 34 atm, 1.0 mM NiGaL (2), 800 
mM tBuTMG in 0.30 mL THF-d8 (maximum TON = 800). The overall TOF accounts for 
the induction period (~3 h) and was defined as the overall time to reach >90% of the final 
formate yield. The initial TOF was taken to be the average slope of the linear region 






















Figure A.4.13. DFT-optimized structures of potential isomers of [HNiGaL]− (a, b) and 
[(HCO2)NiGaL]− (4: c, d, e). Color key: Ni, pink; Ga, red; P, orange; N, blue; C, grey; H, 
white. The H atoms of the ligand were omitted for clarity.  
 
Table A.4.2. Energies of calculated isomers of [HNiGaL]− and [(HCO2)NiGaL]−. The most 
stable isomers are calculated to be the terminal hydride for [HNiGaL]− (isomer a, 
corresponding to figure above) and the η1-O bound formate species (isomers c and d). 
 [HNiGaL]
− [(HCO2)NiGaL]− 
Isomer A b  c d e 
Relative Energy 
(kcal/mol) 








Figure A.4.14. Natural orbitals for the CAS(12,12) calculation of [HNiGaL]− ([2−H]−). 
The occupation number of each orbital is given in the parentheses. Singlet [2−H]− is best 
described by a single-determinant wavefunction with five doubly occupied Ni 3d orbitals 
and one doubly occupied Ni−H σ-type orbital, which accounts for 88.9% of the total 
wavefunction.  
 
Table A.4.3. Composition of the σ-symmetric natural orbitals (e – g, l) of [HNiGaL]− 
([2−H]−) based on the CAS(12,12) calculation (Figure A.4.14). The contributions of 
various atomic orbitals centered on the hydride, Ni, and Ga are shown as percentages. 
The labels of the natural orbitals correspond to the figure shown above. 
natural 
orbitals 
H Ni Ga 
e 8.8% 73.8% (3d) 10.7% (4s, 4p) 
f 50.9% 29.0%(mainly 4p, minor 4s, 3p) 9.7% (4s, 4p) 
g 29.4% 63.5%(mainly 4s, 4p, mimor 4d) 5.9% (4s, 4p) 





Figure A.4.15. Natural bond orbital (NBO) analysis for [HNiGaL]− ([2−H]−) focusing on 
(a) the Ni−H σ-bond and (b) the Ni→Ga donor-acceptor interaction between Ni (3dz2) and 
Ga (4s, 4p). Color code, Ni, pink; Ga, red; P, orange; N, blue; C, grey; H, white. The ligand 
hydrogen atoms are omitted for clarity. The Ni−H σ-bond is composed of 42% Ni atomic 
orbitals (15% 4s, 79% 4p, 5% 3d) and 58% H 1s orbitals.  
Table A.4.4. The donor-acceptor stabilization energy of the Ni→Ga dative interaction in 
NiGaL (2), and [HNiGaL]− ([2−H]−), as determined by natural bond orbital analysis.  
 Donor-Acceptor Stabilization Energy (kcal/mol) 
Interaction type NiGaL  [HNiGaL]− 
Ni (3dz2) → Ga (4s) 71.66  83.24 
Ni (3dz2) → Ga (4p) 12.54  11.28 
Total Ni → Ga interaction 84.20  94.52 
 
Table A.4.5. Data obtained by monitoring H2 heterolysis equilibrium for NiGaL (2) with 
Vkd base in THF, as described in synthetic procedure section. Reaction conditions for 
each trial are shown, with [Vkd] varied. Concentration ratios were obtained as described 
in the data analysis procedure section, with the reported error (one e.s.d.) representing the 






Table A.4.6. Thermodynamic data calculated from the equilibrium concentration ratios 
(Table A.4.4). Reported values are the average of trials A and B, with the error (one 





Figure A.4.16. Representative 31P NMR (202.4 MHz, THF) for the H2 heterolysis 
equilibrium of NiGaL (2) with Vkd base (taken for trial A after equilibrium had been 
reached at t=85 hours). Note that >100 scans were taken and improved signal-to-noise 
beyond what can be visualized here was achieved on the Varian NMR instrument itself 
on which integration was performed (using vNMRj software). Note that the bound and 
unbound species, 2 and 2−H2, are in fast-intermediate equilibrium on the 31P NMR (202.4 







Figure A.4.17. 31P NMR spectra (202.4 MHz, THF-d8) for equimolar reactions of: (A) 
NiGaL (2) with HCo(dmpe)2 and (B) [PPN][HNiGaL] with [Co(dmpe)2][BF4]. The 
experiment with [2−H]− and [Co(dmpe)2]+ reacting to give HCo(dmpe)2 and 2-NCCH3 
was complicated by a small impurity of the dication dimer, [{(dmpe)2Co}2(µ-
dmpe)2][BF4]2, which was present initially upon dissolution in CH3CN (a very small peak 
at −14 ppm for µ-dmpe was also observed but not shown to allow the rest of the spectrum 
to be shown full scale), and grew in slightly over time as previously reported by Mock 






Figure A.4.18. 1H-13C HMQC NMR spectrum of [PPN][2−O2CH] (500 MHz, THF-d8). 
A cross-peak is observed between the coordinated formate 1H resonance (8.57 ppm) of 
[2−O2CH]− and a 13C resonance at 167.6 ppm, which has been attributed to the 
coordinated formate carbon atom. 
Figure A.4.19. IR spectra of [PPN][2−O2CH] in comparison to 2 (KBr pellet). 
Assignments of the stretching modes associated with coordinated formate made based on 
the labeling study (Figure 5.11) are further validated by ruling out several peaks (1590, 
1486, 1450, 1438 cm-1) which match up well with the IR of 2, and are therefore likely 




Figure A.4.20. 31P NMR spectra taken during various catalytic trials in comparison to 
that of [VkdH][2−O2CH] (202.4 MHz, THF-d8). In all catalytic trials examined, the 
primary species which builds up during and throughout catalysis is [VkdH][2−O2CH], as 
identified by the matching 31P NMR resonance. Catalyst loadings below 2.9 mM did not 
have enough catalyst to observe the resting state by 31P NMR. Small peaks for impurities 
in commercially purchased Vkd can also be seen (* at 20.7, 17.2, 2 ppm) due to the large 
excess of base employed.  
Figure A.4.21. Stacked 31P NMR spectra (202.4 MHz, THF-d8) for the addition of H2 (1 
atm) to [VkdH][2−O2CH], which was generated in situ from addition of ~4 equiv of 
[VkdH][HCO2] to 2. Displacement of coordinated formate by H2 was observed to occur, 
with subsequent deprotonation by a small amount of Vkd generating an equilibrium 
mixture of [VkdH][2−H] and [VkdH][2−O2CH]. Thus, conversion to the active anionic 





Figure A.4.22. Deuterium NMR spectrum after 2 h for catalytic trial with 2 (2 mol%), 
Vkd (50 equiv), and 2 atm of ~1:1 D2/13CO2 (61.38 MHz, THF-d8). The 2H resonance for 
formate (D13CO2−) is observed as a doublet, as expected due to coupling to 13C (J13C-2H = 
27 Hz). Deuterated base ([VkdD]+) and dissolved D2 gas were also observed. The 
corresponding 13C{1H} NMR spectrum (100.55 MHz, THF-d8) is also shown (top right), 
and the 13C resonance for formate (D13CO2−) is split by deuterium (I=1) into the expected 
1:1:1 triplet (J13C-2H = 27 Hz). On the basis of these labelling studies, formate is 
concluded to be derived from H2 and CO2 in typical trials using a ~1:1 H2/CO2 gas 
mixture.  
Figure A.4.23. Calculated ΔG‡ for the outer-sphere hydride transfer to CO2 from 
[HM1M2L]− as a function of the calculated ΔG°H− in THF. Hydricity values were referenced 




Figure A.2.24. 31P NMR (161.9 MHz) obtained during CO2 hydrogenation catalysis after 
30 minutes (catalytic conditions: 2 mol% 2 (3.7 mM), ~180 mM Vkd, ~2 atm 1:1 
D2/13CO2, THF-d8, 293 K). These labeling experiments were not conducted with the 
propylene glycol/water/dry ice bath to further dry the gas mixture, and as a result these 
studies contain greater residual water content than the catalytic trials with H2/CO2 gas. 
This can be seen in the protonation of a small amount of Vkd by residual water (~10%), 
whereas the rest of base was deuterated as expected from the use of D2 (1:1:1 triplet, 
JDP=75.4 Hz). Small impurities (*) in commercial Vkd are seen at 1.9 and 20.8 ppm 
(VkdP=O). 
Figure A.4.25. Stacked 31P NMR spectra of [K][HNiGaL] in THF (top) and benzene 
(bottom), showing the effect of chelation of [K]+ by THF. A similar effect is observed 




Figure A.4.26. VT 1H NMR spectra of [PPN][1−H] (400 MHz, THF-d8). Residual 
solvent peaks for THF (*), benzene (^), and hexanes ($) are denoted, along with a small 
amount of NiAlL (1, #). The hydride resonance is relatively sharp at 298 K, but further 
sharpens as with decreasing T, with JHP coupling fully resolved at ~213 K. The 
methylene CH2 protons (e) of the ligand are observed to become inequivalent (e,e’) as T 
decreases, consistent with the molecule moving from C3v symmetry at high T to C3 
symmetry at low T. 
Figure A.2.27. VT 1H NMR spectra of [PPN][2−H] (400 MHz, THF-d8). Residual 
solvent peaks for THF (*) and diethyl ether (^) are denoted. The hydride resonance is 
very broad at 298 K, and sharpens slightly as T is decreased to 233 K, before beginning 
to broaden once again as T is further decreased to 193 K. The methylene CH2 protons (e) 
of the ligand are observed to become inequivalent (e, e’) as T decreases to 233 K. The 




Figure A.2.28. VT 1H NMR spectra of [PPN][3−H] (400 MHz, THF-d8). Residual 
solvent peaks for THF (*) and benzene (^) are denoted. The hydride resonance is broad at 
298 K, and only sharpens marginally as T is decreased, with JHP coupling just beginning 
to resolve at ~213 K. The methylene CH2 protons (e) of the ligand are observed to 
become inequivalent (e, e’) as T decreases to ~250 K, as are the methyl (g → g, g’, g’’, 
and g’’’) and methine (f → f, f’) protons. 
Figure A.2.29. CV scan rate study for [PPN][3−H] (~1 mM) with 0.1 M [TBA][PF6] in 
THF, with the isolation of the irreversible Ni(0/I) oxidation event displayed. Current (i) 
has been corrected for scan rate (ν) based on the proportionality of i to (ν0.5). The small 
Epc current at −1.32 V is not believed to be related to the oxidation feature, as its potential 




Figure A.4.30. Stacked 31P NMR spectra (161.9 MHz) of hydride transfer from 
[PPN][1−H] to 2 in THF (~9.6 mM of each complex in 0.80 mL). 
Figure A.4.31. Kinetic profile of hydride transfer from [PPN][1−H] to 2 in THF, based 




Figure A.4.32. Stacked 31P NMR spectra (161.9 MHz) of hydride transfer from 
[PPN][2−H] to 3 in THF (~9.6 mM of each complex in 0.80 mL). 
Figure A.4.33. Kinetic profile of hydride transfer from [PPN][2−H] to 3 in THF, based 




Figure A.4.34. Chart showing abbreviations and chemical structures of various 
diphosphine ligands, which are referred to in order to compare the NiML system to 
thermodynamic studies by Dubois and co-workers, as well as to catalytic studies by 
Linehan and co-workers. Abbreviations for the commonly used diphosphine ligands are 
also defined in the list of abbreviations. 
Figure A.4.35. Plot of Epa potential vs. log(scan rate) for irreversible Ni(0/I) oxidation 




Figure A.4.36. Plot of current (ipa) vs. (scan rate)0.5 for irreversible Ni(0/I) oxidation 
events in CVs of [HNiML]− complexes (~1 mM in THF, 0.1 M [TBA][PF6]).  
Figure A.4.37. Plot of moles formate produced vs. time (h) for different catalyst loadings 
of NiGaL (2). A clear dependence of the catalytic rate on [NiGaL] was observed (see 
Figure A.4.38), but the similarity of the rates shown here suggest that mass-transport 
limitations (ie. gas-liquid mixing) must also be considered as potentially limiting 
catalysis under certain conditions. Catalytic conditions: 880 mM Vkd, 34 atm of ~1:1 




Figure A.4.38. Plot of moles formate produced (x 106) vs. time (h) for various catalyst 
loadings of NiGaL (2). The rate is seen to depend on [NiGaL] (ie. linear plot of initial 
TOF vs. [NiGaL]), but the rates at higher concentrations are slower than would be 
expected for first-order dependence. This is hypothesized to be the result of mass-
transport limitations at higher catalyst loadings under these catalytic conditions (500 mM 
Vkd, 1 atm of ~1:1 H2/CO2, 293 K, 0.40 mL THF-d8).  
Figure A.4.39. Representative headpace GC-MS trace after a catalytic run (2 mM 
NiGaL, 500 mM Vkd, 1 atm of ~1:1 H2/CO2, 293 K, 0.40 mL THF-d8) which shows a 
small amount of CO gas. The chart at the right shows the quantitative amount of CO 




Figure A.4.40. In situ 31P NMR spectra collected during catalysis under mild conditions 
(~1:1 H2/CO2 in 0.40 mL THF-d8 at 293 K) for a second trial of 8 mM NiInL (3) and 800 
mM Vkd base. 31P resonances of the formate and CO adducts of 3 have been identified 
and labelled, with a few unidentified peaks also denoted (?). The anionic hydride, [3−H]−, 
was also observed, presumably after CO2 was completely consumed or highly depleted in 
the J. Young tube. A small amount of InO3L was also observed at later time points.  31P 
spectra are zoomed in to more clearly show the different catalyst species, so it should be 
noted that peaks for Vkd, [VkdH]+ and impurities in the base are present in the spectra 
but not shown.  
Figure A.4.41. Plot of formate % yield versus NiGaL catalyst loading for single catalytic 
trials with Vkd base at 1 and 34 atm of ~1:1 H2/CO2. Formate yields depend on both 
P(H2/CO2) and catalyst loading. Optimal catalytic conditions: [NiGaL] ≥ ~2.9 mM at 1 
atm, and ~0.25 mM at 34 atm, which were the selected conditions for replicate trials in 
Table 5.1. Below these concentrations, the yield of formate decrease substantially, likely 





Table A.4.1. Comparison of activity for homogeneous Ni catalysts in the literature for 
CO2 hydrogenation to formate (refs. X, Y, Z). 
 
aInitial TOF unless otherwise noted. bBuffered to pH = 9. c% yield complicated by equilibria with CO2, 
H2O, NaHCO3. dKinetics were not monitored, and as a result, TOF is an average TOF over the full reaction 
time. 
 
Please refer to Appendix Figures A.4.13-A.4.16 for Tables A.4.2-A.4.6 which 
accompany them. 
 
Table A.4.7. Experimental and theoretically calculated hydricity values (ΔG°H−, in 
kcal/mol) for selected complexes in CH3CN using the C-PCM solvent model. The 
corresponding ΔGexchange/H− energies are shown in parentheses. Note, all calculated ΔGºH− 
values use [HNi(dmpe)2]+ as the reference complex, with ΔG°H− = 50.7 kcal/mol (ref. 
252).  The choice of functional and basis set (see Table A.4.8) has a significant effect on 
the predicted hydricity values of the [HNiGaL]−. The combination of M06-L/DEF2 and 
B3P86/BS2 levels of theory (method 2) gave the closest ΔG°H− value (30.8 kcal/mol) 
compared to experimental value of 31.3(5) kcal/mol.      
  














HCo(dmpe)2 35.9a 40.2 38.1 37.2 37.7 36.8 36.7 
   (-10.5) (-12.6) (-13.5) (-13.0) (-13.9) (-14.0) 
HRh(dmpe)2 23.2a 25.7 28.3 28.0 27.2 26.8 26.0 
   (-25.0) (-22.4) (-22.7) (-23.5) (-23.9) (-24.7) 
[HNiGaL]− 31.3(5)b 38.9 30.8 28.8 28.9 28.1 - 
   (-11.8) (-19.9) (-22.0) (-21.8) (-22.6)  








in gas phase 
single-point energy calculation 
in CH3CN 
Method 1 M06-L/DEF2 M06-L/DEF2 
Method 2 M06-L/DEF2 B3P86/BS2 
Method 3 M06-L/DEF2 B3P86/LANL2DZ+p 
Method 4 B3P86/BS2 B3P86/BS2 
Method 5 B3P86/BS2 B3P86/LANL2DZ+p 
Method 6 B3P86/LANL2DZ+p B3P86/LANL2DZ+p 
 
Table A.4.9. Selected structural metrics for [PPN][HNiML] compared to the 
corresponding NiML complex for M=Al and In. Note that the crystal structures of the 
anionic hydrides were obtained by Matt Vollmer, and so the crystallographic details were 
not included in the experimental section. 
Complex NiAlL [PPN][HNiAlL] NiInL [PPN][HNiInL] 
distance (Å)     
Ni-Al 2.450(1) 2.4302(9) 2.457 2.4315(7) 
Ni-P 2.204(1) 2.145(1) 2.252 2.212(2) 
Al-Napical 2.099(2) 2.296(2) 2.308 2.421(3) 
Al-Neq (avg) 1.876(1) 1.914(3) 2.118 2.141(5) 
Ni-(P3-plane) 0.13 0.196 0.23 0.282 
Al-(N3-plane) 0.26 0.428 0.48 0.587 
Ni-H or Ni-O − 1.48(4) − 1.49(5) 
Angle (°)     
Σ(P-Ni-P) 359.0 357.5 357 355.2 
Σ(Neq-M-Neq) 354.5 345.5 345 338.3 
 
 
 
