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Abstract—The role of marine engineers is to maintain the
operational state of all systems in the engine room such as to
diagnose and rectify problems arising, and to understand what
maintenance will be required to keep the vessel appropriately
operational and safe. Through training and experience, the
engineering crew can read and interpret engine room instru-
mentation, and employ their intuitive feel for normal operation
in-situ. In order to examine the possibilities of future remote
and autonomous uncrewed vessels, we developed a virtual reality
simulated engine room based on a real vessel. Even though the
end product is effectively a virtual simulation, the original audio
from the engine room was recorded and used, thus providing
a more accurate and immersive experience to the users. This
paper examines the use and application of a remote server to
feed audio and other data in the simulated virtual engine and
to create hypothetical failures scenarios for testing and training.
Experience engineers carried out different failure scenarios as
they usually do onboard and provided valuable feedback. User
testing suggests that upcoming paradigms of the Internet of
Audio Things can become a vital element in future operations
of Maritime Autonomous Surface Ships.
I. INTRODUCTION
In the past few years, the possibility of remote and au-
tonomous ships push forward a wave of research concerning
the practicality and application. Maritime Autonomous Surface
Ships, also known as (MASS), opens new opportunities for the
maritime industry, including the roles of shipping companies,
shipbuilders and technology systems providers. Many systems
onboard are to facilitate and serve the crew (for example the
maintaining of fresh drinking water), and with their potential
removal, we can simplify the entire ship and improve reliability
and productivity while reducing build and operating costs. The
leading causes in maritime accidents are because of human
intervention; thus autonomous or remotely operated vessels
have the potential to reduce accidents and improve safety
[2]. Towards the realisation of MASS and other remote and
autonomous solutions, there are several practical and technical
in nature questions as well as questions relating to operations,
legal, safety and the maintenance of mechanical systems on
an uncrewed vessel [7]. For instance, the propulsion system
is considered critical, and if a failure occurs could endanger
the vessel [1]. How can we make a system reliable that such
a failure never happens?
Engine rooms are complex systems whereby most of the
machinery are linked, co-depended and affecting each other.
A fault within the engine room will most likely cause a chain
reaction of other possible alarms and failures that engineers
can trace back and address the issue. Alarms in the engine
room identify non-normal conditions and operations, based on
a given threshold. An alarm could lead to potential failures but
is not adequate to provide a complete picture or pinpoint what
might have caused a failure (see Fig. 1.) There is an urgent
need to provide a standardisation of new technologies, and in
particular with the current advancements around the Internet
of Sounds, that would enable better integration and to provide
high standards of user experience and safety [12], [3].
Fig. 1. Alarm display in the engine room providing timestamp, system ID
and description of the alarm. The alarms are not prioritised in terms of critical
or importance but simply grouped according to subsystems they function.
A. Engineer-centred Approach
The amount of engineers required onboard depends mainly
on the size of the vessel, registered flag, and where and how
it operates. Usually, there is a Chief Engineer accompanied
by a team. Their task is to maintain the vessel’s systems
in an operational state, to diagnose and rectify problems
arising, and to understand what maintenance will be required
to keep the vessel appropriately operational and safe. Marine
engineers intuitively develop the skill to employ feedback from
their senses, and system’s data to read and understand how
machinery and the whole engine room behaves and responds.
Sound and vibrotactile information is an invaluable tool for
initial detection of faults by engineers not only in the maritime
industry but in other engineering professions [13][15][16]. All
machinery in the engine room with moving parts such as
pumps, filters, generators, and main engine have a unique audio
signature which changes depending on the load, the weather
and when potential failure is imminent. Increased friction,
insufficient lubrication can result in changes of frequency,
knocking sounds, whining, squeaking or arrhythmic sounds,
all of which have a distinctive sound quality [4]. Through
experience and constant exposure, an engineer learns to decode
this rich source of audio-vibration information intuitively, and
it subconsciously becomes part of their diagnostics ritual and
inspection. While it may not always allow an engineer to
diagnose the cause of failure only by listening, it is particularly
useful in identifying and narrowing down the source of a
problem as well as confirming the validity of known data.
Engineers commonly report not fully trusting the control data
due to regular false alarms from systems or wrong readings
from the sensors [5].
Despite advances in monitoring and diagnostics technol-
ogy, onboard engineers still rely on their intuitive feel and
senses to assess system health or confirm control data before
system failure is imminent. The use of audio as a diagnostic
tool enables engineers to identify the state of machinery,
movement of liquid within the pipes and to access the con-
dition of a component through variations in sound level and
pitch. However, due to excessive loudness within the engine
room, often above 100db, engineers are required to wear ear
defenders. As a result, potential details of audio features get
lost. The ability to listen to the sound of the engine room
from a remote location and without reduced level can play a
significant role as a diagnostics tool in the potential crewless
vessel scenario. Internet of Audio Things paradigm proposes
a novel approach where audio features from every device in
the engine room can be potentially recorded, analysed and
transmitted to a control room [3]. Engineers can enhance
audio information by isolating the audio of selected machinery
from the extensive background noise and listen to specific
parts or sections of a large component (e.g. main engine).
Remote operations could benefit from examining audio fea-
tures, gain a broader understanding to support their diagnostics
and required actions. For example, a sonification-based system
identifies acoustic abnormalities in the manufacturing process
[14]. Machine learning algorithms are running on remote
cloud to alert operators in real-time about imminent failures
and issues. While this research benefits from the ability to
process and analyse many audio sources at the same time, in
a MASS, the size and speed of transmitted data should be
under consideration.
B. Real-Word Data
The primary challenge of Project IMAGINE (Innovation
in MArine enGINEering diagnostics and feedback) was to
understand and measure how the engineering crew uses sen-
sory feedback to characterise the state of the vessel while
onboard, for both normal and abnormal conditions, and to
assess the mechanisms by which this tacit information may be
communicated and interpreted effectively to a remote location
through Virtual Reality (VR) and other immersive tools [10].
Computer simulations have the potential to immerse re-
mote operators concerning the system in question. Maritime,
military and aerospace industries have been using computer-
simulated systems for operator training, including navigation
and bridge systems [6]. Current VR systems have now become
readily available to implement them in a wide range of
industries apart from gaming, offering a low-cost, large-scale
simulation. Their potential for the presentation of real-time
data is already being explored [8]. However, sound, vibration,
heat and smell, these are not commonly replicated effectively
in simulations to enable the Sense of Self-Location [9].
The use of simulated data, including a non-realistic visual
representation of engine room, data such as temperature and
pressure and audio, would potentially have resulted in a game-
like scenario with unrealistic experience and results. The ferry
company Red Funnel granted access to the team to collect
data from the engine room of a Raptor Class ro-pax ferry
that operates daily services between Southampton and Isle of
Wight, in the United Kingdom, with a round-trip duration
around two hours. We were able to get the schematics of
machinery layout, photographs, audio recordings as well as
real data values from pressure and temperature of relevant
components in the engine room for the development of the
prototype. The simulated VR engine room is 1:1 ratio of the
real engine room.
In this paper, we present the project and the prototype VR
system. Real audio and data are feed in the simulated engine
room remotely through a server. A usability test is carried out
by experienced marine engineers examines through different
scenarios how they can identify the potential cause of failure
remotely. The remainder of this paper is organised as follows.
Section two presents the methodology; section three examine
the server and audio implementation; section four and five
goes through the user testing and results, and section six the
conclusion.
II. METHODOLOGY
Audio from machinery within the engine room can enable
engineers to diagnose current and potential issues. However,
high sound pressure makes it hard to distinguish and focus on
details within the engine room. Sound pressure levels measured
value of 106dBLAeq,15 using the NTi XL2 Acoustic Analyzer. With
the ability to collect real audio data from all machinery in the
engine room, we were able to have a realistic representation
of the audio experience.
The general background sound of the engine room was
captured with a Soundfield SPS200 placed in key positions.
To capture airborne sound with the maximum rejection of
spill from other components, we used the Røde NTG2 shotgun
microphone placed around 20cm from the source. We also use
the Cold GoldTM electret contact microphones to capture sound
directly from different locations of each machinery (Fig.2).
These microphones are electronic stethoscopes in which the
electret transducer is embedded in a silicone cup, enabling
direct connection to machinery while ensuring very high levels
of rejection of spill. Onboard audio was recorded using a A
Zoom F8 field recorder at 24-bit, 96 kHz resolution.
Fig. 2. Left-hand side set of pictures show different machinery recorder
with a specialist contact microphone. Right pictures, the audio recording of a
generator with a high directional microphone.
The project was developed on the Unreal Engine 4 running
on a PC using HTC VIVE Pro HMD system. All audio
recordings (contact mics, shotgun and general background)
are appropriately positioned in the simulation and rendered
binaurally using the HRTF plugin in UE4. A qualitative
methodology was applied to gain a broader picture of the
user experience and approach when identifying faults. Users
complete background demographics and consent form before
the test. After going through the usability test, participants took
part in a semi-structured interview and asked to complete a
post-test User Experience Questioner (UEQ) [17]. The duration
of each test was, on average, 75 minutes.
A. Simulating Sound-Vibration Failures
It was not feasible to record any failure of machinery as
the vessel was operating, and we would need to wait for a
piece of machinery to fail to capture the audio. Audio of
similar system failures on isolated components were sourced
through recordings from the engineering workshop at Warsash
Maritime Academy and audio from sound libraries where the
recording was not possible. Examples include cavitation for
each pump, misfiring of the main engine and the generator,
single phasing of the compressor, air bleeds from the com-
pressor, and damaged bearings due insufficient lubrication.
Sound files were then convolved with a filter based on the
inverse of the frequency response of the contact microphone,
thus having a similar frequency response from both signals.
The approach ensures that the simulated failure characteristics
blended effectively with the original audio and maintaining
their unique audio signature. The failure sound and the clean
audio were put together to achieve a sound which was recog-
nisably the same machinery, but with a characteristic of the
sound associated with a particular mechanical failure. Fig. 3
shows the average spectrum for a clean (healthy) pump sound,
and the simulated of a cavitating pump.
In order to make sure that the simulated audio failures of
machinery maintain an accurate representation of the actual
failure, we present the sounds to five experienced Chief
Engineers from the Warsash Maritime Academy. The selected
sound failures include a combination of recorded and non
recorded audio failures. For this informal evaluation, sounds
where presented to the engineers through the early develop-
ment of the VR system. The engineers listen to the sounds
through the build-in headphones of the HTC VIVE Pro.
Engineers were asked to rank four different sound versions
of each proposed failure and provide an explanation on how
they came to that conclusion. This includes audio failure types
cavitation, bearing, rotor, jamming, misfire and knocking. The
sound files which were considered by the engineers to be the
most accurate representations of particular mechanical failures
were put forward for the final simulator.
Fig. 3. Average frequency spectrum for the clean and cavitating pump sound.
Due to the wide range and size of machinery with moving
components, vibrations is an interconnected feature of any
engine room. The vibration is re-radiated across the engine
room floor and the whole vessel. As a result the way a ma-
chinery is vibrating, reflects to its performance. All engineers,
during the preliminary interviews, reference how vibrations
from the overall engine room and individual machinery plays
a significant role in the process of identifying the cause of
failure. When a piece of machinery fails, or failure is imminent,
the vibrations might have stopped entirely, or there might be
a significant change in the intensity and frequency. During
the initial review of the prototype with the engineers, they
point out the missing vibrotactile feedback experience that is
present in the engine room. It was necessary to introduce a
vibrating feel into the simulation to make the experience more
realistic and increase the level of immersion. Several different
options were considered; however, the majority of vibration-
based systems require the user to be seated. A body-worn
bass transducer, Subpak M2, was used to apply the vibrations.
The user wears the backpack that uses lower frequencies of
the audio signal to drive the vibrations. Even though the
vibrotactile feedback is not an exact representation of the
real vibrating experience, it was vital to provide this mode
of feedback during the testing.
III. SERVER AND REMOTE AUDIO IMPLEMENTATION
A website interface hosted on a remote server provides the
audio and data for the simulation. The server enables the use
of real data and audio as if they are streamed from a real
uncrewed vessel into a control centre where an engineer will
experience remotely. The server feeds data and audio to the
simulation in real-time. Graphics elements run locally on the
PC and thus reducing the processing power required. Data,
including audio, changed according to the failure scenarios
presented for the user testing while the user is in the simulation
minimising any distraction. The interface provides a list of all
available machinery and associated components of the engine
room that the administrator can control.
Due to the variety of interconnected and co-depended
systems and sub-systems, there is a chain reaction of possible
failures that engineers can trace back and find the cause of fail-
ure. For example, a failure in the Cooling Water System could
affect critical components associated with the Main Engine,
which would have a knock-on effect on other interconnected
components. A high-temperature reading of the main engine
could indicate a Cooling Water System failure but could also
be a result of a failure in the Lubricating Oil System.
The system administrator sets up varying scenarios, in
which a combination of appropriate data values such as temper-
ature and pressure readings, along with audio/vibration signals
are used across several interconnected systems to represent a
particular mechanical failure. A list of possible scenarios and
how a hypothetical failure could be developed was put together
by engineers working in this project. It was vital during the
usability test where VR user could explore and identify virtual
failures using familiar techniques they usually do in-situ.
Handheld controllers allow the user to navigate around
the engine room, through a transport feature, and the abil-
ity to select components for examination. When selecting a
component, a virtual handheld display attached to one of the
controllers shows the available data from the conventional
sensors mainly pressure and temperature. Also allows the user
to isolate the sound of the selected machinery by muting
background sounds for a more focused listening experience.
One of the key features of providing and controlling the
data through the server was the ability to include 10-hour data
history snapshots. User can go back in time and revisit the
state of the machinery and performance along with audio and
vibration. Via the remote server, the administrator can control
the data of each component in these three categories:
• Current state is the current real-time data when enter-
ing the engine room
• Baseline is what is considered to be normal values
when in working condition
• History is the state of the component up to ten
hours before. It enables the user to have a good
overview when signs of failure might occur or how
they developed within in the past ten-hour window
and how might be associated with other changes of
other machinery within the engine room.
Audio features and thus, vibrations are implemented sim-
ilarly. The list below shows the level of audio control and
volume for each machinery. The different audio types are
represented as numbers in the graph with increments of (0.5)
in a range between (0) and (3). See Fig. 4.















The type of audio and the degree of fidelity can change
accordingly to provide a realistic representation of the failure.
The fault fidelity parameter is the amount of blending between
the clean (healthy) and the faulty audio signal. For example,
depending on the failure scenario pushed forward during the
user testing, the knocking audio type failure began with a low
fault fidelity six hours earlier. Every hour there is an increase
of the fault fidelity level from low to severe, see Fig. 5.
Fig. 4. Volume and Audio Type shows the current state of machinery. Audio
History provides information when the failure has started and the type of audio
failure. Y-axis represents the type of audio the X-axis the hours.
Fig. 5. The graph shows the fault fidelity history as it develops at hourly
intervals. The increase of fault fidelity is shown on the Y-axis of the graph in
increments of one. Very low is represented with zero and Severe with four.
The user can view current and past data of selected
machinery with a handheld display within the simulator. The
virtual data display is attached to one of the controllers, and
the user can raise the hand towards the headset to view the
available data. In addition, users can isolate the sound of
selected machinery for focused listening as well as exclude
the selected machinery from the overall audio to listen to the
surrounding environment alone. Fig. 6 shows the handheld
virtual display.
Fig. 6. Handheld virtual displace showing the selected machinery Sea Water
Pump(Standby).
IV. USER TESTING
Seven marine engineers took part in the usability testing
with an average of 27 years of experience. Six participants
were Chief Engineers, and one was Second Engineer with two
years of experience. A set of performing task scenarios aimed
to determine the usability of the VR system for engineers
with different levels and types of experience. Mainly to access
how marine engineers were able to diagnose system failures
using the simulation and examine to what extend audio feed-
back plays a role in that process. The signal was spatialised
using a binaural encoder for built-in HTC VIVE Pro HMD
headphones and played simultaneously on a four-channel (4.0)
arrangement. The approach enabled users to choose to listen
to either the loudspeaker based audio, or the headphone-based
audio, and get spatial cues from each. Engineers were first
familiarised with the system, without any simulated faults,
in order to ensure that they were able to navigate around
the virtual space and access the data through the controllers.
After a period of familiarisation, each participant went through
the four simulated scenarios. Two scenarios involve simulated
faults, and two had no fault. The four scenarios were presented
in a randomised order. Participants were not told whether or
not there would be faults present but were asked to undertake
a system health check of the simulated engine room as if
they were undertaking a routine check. They were asked to
assess whether or not they felt there was a potential system
failure, what might have caused the failure and possible further
actions or if the system was operating normally. Participants
were encouraged to ‘think aloud’ during the familiarisation
and while taking the test.
V. RESULTS AND DISCUSSION
The focus of the usability test was to identify how engi-
neers felt regarding the system and if they believe from their
experience that such a system could be applied in a MASS
scenario. This includes the use as diagnostic and teaching tool
from a remote location, in what ways the virtual environment
and user interface were useful, their perception of the level
of immersion, and what improvements or alternative uses they
felt the system could have.
Four out of the seven engineers were able to identify if
something was wrong and what might have caused failure
but stated that they would need more time to investigate
further in order to identify the exact type. The other three
participants diagnosed the correct failure type. All interviews
were audio-recorded and transcribed and analysed using a
Qualitative Data Analysis (QDA) process. Transcriptions were
checked for technical terms in case of transcription errors, and
interviewer’s comments were removed from the analysis to
focus on respondent comments. Responses from the interviews
were coded into three key categories:
• Features (discussion of specific features in the system)
• System Potential (what the system could be used for,
and how it could be used)
• User Experience (usability of the system)
The overall response firmly focused around the immersive
features. ‘Sound’ was discussed in 53.9% of coded phrases,
‘vibration’ in 21.7% and ‘immersion’ in 14.8% and ‘data’ in
10.2%. While we acknowledge that the focus of this project
was around the implementation of audio, and is interesting to
see such results, we assume that the high percentage of ‘sound’
was due to the alternative ways of how sound is presented to
them otherwise impossible to do so in the engine room. For
example, the ability to isolate the sound of machinery from
the background noise.
The following are comments for the users during the
interview stage after caring out the usability tests.
I found myself doing what I do in the engine
room when I was listening to the pumps [. . . ] I was
moving my head to look up so I wasn’t concentrating
on the machinery.(P3)
Even though you see the data [...] you are more
convinced that something has gone wrong through
sound rather than the data.(P1)
You can actually listen to the machine and it’s
sounding good cos if there’s a problem they sound
a hundred percent different.(P6)
I’m not saying you can use the sound for every-
thing but sound is one of the key components.(P7)
The time history was listed as a particularly positive
feature, as it allows engineers to very quickly identify and
compare any changes in both audio and the data. Engineers
mentioned that changes in audio from upcoming failures would
occur before a significant change in the system’s temperature
or pressure is registered or trigger the alarm’s threshold levels.
As a result, the ability to check the history of machinery
provides a broader picture and able to form the appropriate
action.
You know because if you can identify a future
failure you’re saving a lot of money because if you
don’t you could write off an engine.(P5)
The sound is quite important. It leads you to the
fact – if you’re looking at pressures and the pressures
are fine and the temperatures are fine, but the noise
has changed, you know that something is up, and
that is the trigger to start finding down the right
route.(P3)
There were also some negative statements regarding the
fidelity of the system data and immersion. One user points
out that even though both compressors seemed to be switched
off, with room temperature reading, at least one should have
retained some heat as it had been working earlier.
In terms of user experience, the overall focus was on
positive aspects. Users found the system to be generally easy to
navigate and stated that they very quickly adapted to the simu-
lation. Users identified the system as ideal for problem-solving
and particularly liked the integration of the sound and vibration
with data. With a controlled test environment, we were able to
identify how a hypothetical system might be presented and how
users may anticipate the interaction. Overall the result showed
a positive outcome in terms of the efficiency, controllability
and understanding of the possibilities. Even though audio for
the simulated faults gone through a processing stage, none of
the users mentions any noticeable difference.
Concerns were raised regarding the use of the system.
Mainly the lack of familiarity of interface and controls. As
expected, some users were more competent in using the
controllers. Even though competition time was not considered
as part of this research, there was a noticeable difference
between the young engineer, with only two-year experience,
and Chief Engineers. Data sample is small and cannot provide
any concrete claims regarding why the younger inexperienced
engineer was able to identify the failure faster than engineers
with more experience. However, we suspect that the new
generation of engineers have been exposed to a broader gaming
diet and able to grasp the concept of navigating and immersion
faster. Besides, the young engineer was the only user with
previous experience with VR systems which can potentially
factor into the learning curve of the simulation.
When analysing statements which expressed opinion,
74.9% of coded statements were ‘positive’ in focus. When
questioned about the system potential for remote diagnosis
through audio, all respondents gave overall positive feedback
regarding the potential use in MASS industry. Also, some
participants saw a wider potential as a training tool, where data
from a real ship can be used to familiarise new employers and
provide regular training for less common failures.
A new employee could come in and they would
know what they are supposed to be looking for. If I
was to join a new ship, it would come in handy to me.
You could have a simulated breakdown. You could
have someone in VR in the machinery spaces.(P1)
All training works best with a blended solution.
In my head..the best training is with physical equip-
ment – but then I’m old school. If you can supplement
that or bring stuff along- side it that is good.(P4)
The ability to identify failures and the possible cause
of the problem under time-constrained circumstances on an
unfamiliar vessel, suggests that the virtual environment and
the integration of real-time immersive features offer significant
potential for enhancing remote diagnostics. A key statement
from several participants was that they did not listen for
specific characteristics, but the change of audio. It allowed
engineers to quickly identify changes in both audio/vibration
and the data.
The User Experience Questionnaire (UEQ) conducted after
the test aims towards understanding an overall impression of
user experience. The questionnaire consists of 26 pairs of
different attributes that may apply to the system. Participants
express their agreement with the attributes by selecting the
appropriate box that most closely reflects their impression
about their experience with the system. Both classical usability
aspects (efficiency, perspicuity, dependability) and user expe-
rience aspects (originality, stimulation) are measured. Fig. 7
shows users responses on a seven-point Likert scale between
-3 and +3. While this is not a unified representation of the
system due to the limited users available, it is, however, an
early indication where those user experienced attributes might
need improvement and consideration.
Fig. 7. Data from users completing the UEQ on a seven-point Likert scale
between -3 and +3.
VI. CONCLUSION
The engine room is a complex and active system which is
hard to replicate. Information like smell, heat and whole-body
vibration proved to be impossible to reproduce precisely within
the scope of this project. Interviews with experienced engineers
identify ways and scenarios in which they identify current and
future failures in a vessel’s engine room. The project developed
a VR simulator on exploring how sound qualities can be
enhanced and even exceed the missing sensory information.
In a remote location, the sound can be analysed and provide
focused information to the participant. Engineers often rely
on their senses to validate the sensor data that is presented to
them in a real engine room. As a result, it is essential to make
available vital audiovisual and haptic information for users to
enable a realistic and immersive environment.
We recognise that due to excessive sounds in the engine
room, vital information is often missed. Even though data from
machinery can provide a good overview of the system, they
are not always reliable. The knowledge and experience of an
engineer play a key role in identifying failures, including antic-
ipating upcoming failures. The perception of sound experience
in a virtual environment can be enhanced and refined to provide
the best possible experience and information to the user. Our
research showed that the use of a remote server was vital to
emulated data feed as if it was a real vessel. This includes
being able to control the volume, the ability to filter out any
unwanted surrounding noise, focus on particular machinery,
and to be able to scroll back in time and look at the data,
including audio, from ten hours before. User perceives the
simulation as immersive with audio and vibration playing a key
role. With the advances of sound techniques, a live audio feed
can be analysed and transmitted to a remote location providing
a holistic view of the situation. For MASS, the industry needs
to invest on how to distribute the cognition overload and new
human-computer and human-human challenges of engineers
and the possibly multiple engineers working remotely on the
same vessel from different remote control centres [18], [19].
We need to develop new and innovate ways in which audio
and data can be transmitted from the vessel to the control
centre. The presented project is a practical case study on how
future real-time audio feeds can be applied to enhance remote
operation and engine room diagnostics in the MASS industry.
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