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Abstract
Let cq(n) be the Ramanujan sums and let S(m,n; q) be the Kloosterman sums. We
study the eigenvalues of q × q matrices whose (m,n) entry is cq(m − n) or S(m,n; q)
where q is a fixed positive integer. We also study the eigenvalues of matrices whose
entries are sums of Ramanujan sums or sums of Kloosterman sums.
1 Introduction
For q, n ∈ N = {1, 2, · · · }, Ramanujan [9] defined the Ramanujan sums cq(n) by
cq(n) =
q∑
k=1
gcd(k,q)=1
exp
(2πikn
q
)
,
where gcd(k, q) is the greatest common divisor of k and q. For m,n, q ∈ N, Kloosterman [5]
defined the Kloosterman sums S(m,n; q) by
S(m,n; q) =
q∑
k=1
gcd(k,q)=1
exp
(2πi
q
(
mk + nk∗
))
,
where k∗ is the inverse of k modulo q. If m = 0 or n = 0, then the Kloosterman sum
reduces to the Ramanujan sum. The Ramanujan sums and the Kloosterman sums have
many interesting properties. However, in this paper we focus only on the eigenvalues of
matrices whose elements are Ramanujan sums or Kloosterman sums. A reason why we
consider these eigenvalues is as follows. The well known large sieve inequality (see, e.g., [2])∑
q≤Q
∑
gcd(k,q)=1
∣∣∣∑
n≤x
an exp
(2πikn
q
)∣∣∣2 ≤ (Q2 + 4πx)∑
n≤x
|an|2 (1)
1
can be rewritten as ∑
m,n≤x
aman
(∑
q≤Q
cq(m− n)
)
≤ (Q2 + 4πx)
∑
n≤x
|an|2,
where an is the complex conjugate of an, since∑
q≤Q
∑
gcd(k,q)=1
∣∣∣∑
n≤x
an exp(
2πikn
q
)
∣∣∣2
=
∑
q≤Q
∑
gcd(k,q)=1
∑
m,n≤x
aman exp
(2πik(m− n)
q
)
=
∑
m,n≤x
aman
∑
q≤Q
∑
gcd(k,q)=1
exp
(2πik(m− n)
q
)
=
∑
m,n≤x
aman
(∑
q≤Q
cq(m− n)
)
.
Let X = (Xmn)
x
m,n=1 be the matrix whose (m,n) entry is Xmn =
∑
q≤Q cq(m − n)
and let a = (a1, a2, . . . , ax). From (1) we see that the Rayleigh quotient R(X, a) :=
(
∑
m,n≤x amXmnan)/(
∑
n≤x anan) is not less than Q
2 + 4πx for any nonzero vector a. If
we can prove that X is nonnegative definite, then we have R(X, a) ∈ [λm(Q, x), λM(Q, x)],
where λm(Q, x), λM(Q, x) are the minimal and maximal positive eigenvalue of the matrix X
respectively, and a is a vector perpendicular to the eigenspace corresponding to the eigenvalue
0. We cannot explicitly obtain λM(Q, x) or λm(Q, x) under general conditions, however, we
prove in Theorem 2 that λM(Q, x) = λm(Q, x) = x holds under a very restricted condition
in which x is the least common multiple of 1, 2, · · · , Q. Moreover, since∑
q≤Q
∑
gcd(k,q)=1
∣∣∣∑
n≤x
an exp
(2πikn
q
)∣∣∣2 ≤∑
q≤Q
∑
gcd(k,q)=1
(
∑
n≤x
|an|)2
=
∑
q≤Q
ϕ(q)(
∑
n≤x
|an|)2
≪ Q2(
∑
n≤x
|an|)2
holds for any sequence {an}xn=1, we have
(
∑
n≤x
|an|)2 ≥ λm(Q, x)
Q2
∑
n≤x
|an|2 (2)
for any vector (a1, a2, · · · , ax) perpendicular to the eigenspace corresponding to the eigen-
value 0. If we take an =
{
1, if n ∈ S ;
0, otherwise,
for some set S and if we can show that (a1, a2, · · · , ax)
2
is perpendicular to the eigenspace corresponding to the eigenvalue 0, then we have from (2)
#{S ∩ [1, x]} ≥ λm(Q, x)
Q2
,
from which
lim
x→∞
#{S ∩ [1, x]} =∞
follows in the case λm(Q, x) = x and Q = x
1/2−ε for some ε > 0. Regretfully, we can obtain
neither λM(Q, x) nor λm(Q, x) under general conditions, however, we expect that the above
idea will lead to an estimate from below.
We also investigate the eigenvalues of Bq = (S(m,n; q))
q
m,n=1 and Y = (Ymn)
x
m.n=1 =
(
∑Q
q=1 S(m,n; q))
x
m,n=1, where x is the least common multiple of 1, 2, · · · , Q. Many results
concerning the Kloosterman sums are obtained by many mathematicians hitherto. For ex-
ample, it is well known that Weil’s bound [12]
|S(a, b; q)| ≤ τ(q) gcd(a, b, q)√q
holds where τ(q) =
∑
d|q 1. Kuznetsov’s bound [6]∑
q≤Q
S(a, b; q)
q
≪ Q 16+ε
is also well known. However, as for the eigenvalues of matrices whose elements are the
Kloosterman sums, to my knowledge, few results are known. We obtain in Theorem 3 and
4 the eigenvalues of matrices whose elements are Kloosterman sums. Of course there is
no relation between the eigenvalues and Weil’s bound or Kuznetsov’s bound, however, we
expect that our study contributes somewhat to the theory of Kloosterman sums.
2 Properties of Ramanujan sums and Kloosterman sums
In this section we show some properties of the Ramanujan sums cq(n) and the Kloosterman
sums S(m,n; q). Let δ(m,n) =
{
1, if m = n ;
0, if m 6= n, and let ϕ(q) = #{k ≤ q; gcd(k, q) = 1} be
the Euler totient function. The following properties of the Ramanujan sums are well known
(see, e.g., [1, 7, 8, 10]).
cq(n) = cq(−n), (3)
cq(0) = ϕ(q), (4)
cq(n) = cq(n
′) if n ≡ n′ (mod q), (5)
q∑
k=1
cq(k) = 0. (6)
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The following properties of the Kloosterman sums are also well known (see, e.g., [4]).
S(m,n; q) = S(n,m; q),
S(m,n; q) = S(m′, n′; q) if m ≡ m′ (mod q) and n ≡ n′ (mod q).
We write d|n if d divides n. We first prove the following lemma.
Lemma 1. If x ∈ N, q | x and r | x, then we have
x∑
a=1
cq(m− a)cr(a− n) =
{
xcq(m− n), if q = r;
0, otherwise,
(7)
x∑
a=1
S(m, a; q)S(a, n; r) =
{
xcq(m− n), if q = r;
0, otherwise.
(8)
In order to prove Lemma 1, we prepare the following lemma.
Lemma 2. If x ∈ N, q | x, r | x and gcd(k, q) = gcd(ℓ, r) = 1, then we have
x∑
a=1
exp
(
2πi
(k
q
+
ℓ
r
)
a
)
=
{
x, if q = r and k + ℓ ≡ 0 (mod q);
0, otherwise.
Proof. The proof proceeds along the same line as the proof of of Theorem 1 in [8]. We first
note that the following holds by the partial-sum formula of a geometric series.
x∑
a=1
exp
(
2πi
(k
q
+
ℓ
r
)
a
)
=
{
x, if k/q + ℓ/r is an integer;
0, otherwise.
If q 6= r, then k/q+ℓ/r = (kr+ℓq)/qr is not an integer since gcd(k, q) = gcd(ℓ, r) = 1. If
q = r, then k/q+ ℓ/r = (k+ ℓ)/q is an integer or not according to whether k+ ℓ is congruent
to 0 (mod q) or not. This completes the proof of Lemma 2.
Now we can prove Lemma 1.
Proof of Lemma 1. By the definition of the Ramanujan sums we have
x∑
a=1
cq(m− a)cr(a− n) =
x∑
a=1
q∑
k=1
gcd(k,q)=1
exp
(2πik(m− a)
q
) r∑
ℓ=1
gcd(ℓ,r)=1
exp
(2πiℓ(a− n)
r
)
=
q∑
k=1
gcd(k,q)=1
r∑
ℓ=1
gcd(ℓ,r)=1
exp
(
2πi(
km
q
− ℓn
r
)
) x∑
a=1
exp
(
2πi(−k
q
+
ℓ
r
)a
)
.
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Since
x∑
a=1
exp
(
2πi(−k
q
+
ℓ
r
)a
)
=
{
x, if q = r and −k + ℓ ≡ 0 (mod q);
0, otherwise
holds by Lemma 2, we have
x∑
a=1
cq(m− a)cr(a− n) =xδ(q, r)
q∑
k=1
gcd(k,q)=1
q∑
ℓ=1
gcd(ℓ,q)=1
ℓ≡k (mod q)
exp
(
2πi(
km
q
− ℓn
q
)
)
=xδ(q, r)
q∑
k=1
gcd(k,q)=1
exp
(2πi
q
(m− n)k
)
=xδ(q, r)cq(m− n) =
{
xcq(m− n), if q = r;
0, otherwise.
Therefore (7) holds.
Next we prove (8). We have
x∑
a=1
S(m, a; q)S(a, n; r) =
x∑
a=1
q∑
k=1
gcd(k,q)=1
exp
(2πi
q
(mk + ak∗)
) r∑
ℓ=1
gcd(ℓ,r)=1
exp
(2πi
r
(aℓ+ nℓ∗)
)
=
q∑
k=1
gcd(k,q)=1
r∑
ℓ=1
gcd(ℓ,r)=1
exp
(
2πi(
mk
q
+
nℓ∗
r
)
) x∑
a=1
exp
(
2πi(
k∗
q
+
ℓ
r
)a
)
.
Since
x∑
a=1
exp
(
2πi(
k∗
q
+
ℓ
r
)a
)
=
{
x, if q = r and k∗ + ℓ ≡ 0 (mod q);
0, otherwise
holds by Lemma 2 and since k∗ + ℓ ≡ 0 (mod q) is equivalent to ℓ∗ ≡ −k (mod q), we have
x∑
a=1
S(m, a; q)S(a, n; r) =xδ(q, r)
q∑
k=1
gcd(k,q)=1
q∑
ℓ=1
gcd(ℓ,q)=1
ℓ∗≡−k (mod q)
exp
(
2πi(
mk
q
+
nℓ∗
q
)
)
=xδ(q, r)
q∑
k=1
gcd(k,q)=1
exp
(2πi
q
(m− n)k
)
=xδ(q, r)cq(m− n) =
{
xcq(m− n), if q = r;
0, otherwise.
Therefore (8) holds. This completes the proof of Lemma 1.
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Consider the function ϕ˜ defined by
ϕ˜(q) = #{1 ≤ k ≤ q; gcd(k, q) = 1, k + k∗ ≡ 0 (mod q)},
where k∗ is the inverse of k (mod q). It is easy to see that ϕ˜(q) can be rewritten as
ϕ˜(q) = #{1 ≤ k ≤ q; gcd(k, q) = 1, k2 ≡ −1 (mod q)}.
Recall that an arithmetic function f : N 7→ C is said to be a multiplicative function if f
satisfies
f(mn) = f(m)f(n)
for any m,n ∈ N satisfying gcd(m,n) = 1. We let P denote the set of prime numbers. We
have the following lemma.
Lemma 3. The function q 7→ ϕ˜(q) is a multiplicative function satisfying
ϕ˜(2) = 1,
ϕ˜(2e) = 0 if e ≥ 2,
ϕ˜(pe) = 0 if p ∈ P, p ≡ −1 (mod 4) and e ≥ 1,
ϕ˜(pe) = 2 if p ∈ P, p ≡ 1 (mod 4) and e ≥ 1.
Proof. Multiplicativity follows from the Chinese remainder theorem. The other parts follow
from [11, p. 91].
Next we prove the following lemma.
Lemma 4. If x ∈ N, q | x and r | x, then we have
x∑
m=1
x∑
a=1
cq(m− a)S(a,m; r) =
{
x2ϕ˜(q), if q = r;
0, otherwise.
Proof. First, we have
x∑
m=1
x∑
a=1
cq(m− a)S(a,m; r)
=
x∑
m=1
x∑
a=1
q∑
k=1
gcd(k,q)=1
exp
(2πik(m− a)
q
) r∑
ℓ=1
gcd(ℓ,r)=1
exp
(2πi
r
(aℓ+mℓ∗)
)
=
q∑
k=1
gcd(k,q)=1
r∑
ℓ=1
gcd(ℓ,r)=1
x∑
m=1
exp
(
2πi(
k
q
+
ℓ∗
r
)m
) x∑
a=1
exp
(
2πi(−k
q
+
ℓ
r
)a
)
. (9)
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Since
x∑
m=1
exp
(
2πi(
k
q
+
ℓ∗
r
)m
)
=
{
x, if q = r and k + ℓ∗ ≡ 0 (mod q);
0, otherwise,
x∑
a=1
exp
(
2πi(−k
q
+
ℓ
r
)a
)
=
{
x, if q = r and −k + ℓ ≡ 0 (mod q);
0, otherwise
hold by Lemma 2, and since
k + ℓ∗ ≡ 0 (mod q) and − k + ℓ ≡ 0 (mod q)
is equivalent to
ℓ ≡ k (mod q) and k + k∗ ≡ 0 (mod q),
we see that (9) is equal to
x2δ(q, r)
q∑
k=1
gcd(k,q)=1
k+k∗≡0 (mod q)
q∑
ℓ=1
gcd(ℓ,q)=1
ℓ≡k (mod q)
1 = x2δ(q, r)
q∑
k=1
gcd(k,q)=1
k+k∗≡0 (mod q)
1
= x2δ(q, r)ϕ˜(q) =
{
x2ϕ˜(q), if q = r;
0, otherwise.
This completes the proof of Lemma 4.
3 Some results
3.1 The case of Ramanujan sums
Let cq(n) be the Ramanujan sums. We first consider the following q × q matrix
Aq = (cq(m− n))qm,n=1 =

cq(0) cq(1) cq(2) · · · cq(q − 1)
cq(1) cq(0) cq(1) · · · cq(q − 2)
cq(2) cq(1) cq(0) · · · cq(q − 3)
...
...
...
. . .
...
cq(q − 1) cq(q − 2) cq(q − 3) · · · cq(0)
 ,
where q is a fixed positive integer. We begin with the following lemma.
Lemma 5. Let Aq = (cq(m− n))qm,n=1. For every integer j ≥ 2, we have
Ajq = q
j−1Aq. (10)
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Proof. We first prove (10) for j = 2. From Lemma 1 we see that the (m,n) entry of A2q
equals
q∑
a=1
cq(m− a)cq(a− n) = qcq(m− n),
which is equal to the (m,n) entry of qAq. The general case j ≥ 2 follows by induction.
We let tr(M) =
∑k
m=1Mmm denote the trace of M where M is a k × k matrix. Next we
consider the trace of Ajq where j ∈ N.
Lemma 6. Let Aq = (cq(m− n))qm,n=1. Then we have for every j ∈ N
tr(Ajq) = q
jϕ(q). (11)
Proof. Since cq(0) = ϕ(q), we have
tr(Aq) =
q∑
m=1
cq(m−m) =
q∑
m=1
cq(0) =
q∑
m=1
ϕ(q) = qϕ(q).
Therefore (11) holds for j = 1. If j ≥ 2, then we have by Lemma 5 and the above result
tr(Ajq) = q
j−1tr(Aq) = q
j−1qϕ(q) = qjϕ(q).
Let Eq denote the q × q identity matrix and let det(M) denote the determinant of M
where M is a square matrix. We prove the following theorem.
Theorem 1. Let Aq = (cq(m− n))qm,n=1. Then the characteristic polynomial of Aq is
det(λEq − Aq) = λq−ϕ(q)(λ− q)ϕ(q).
Especially, the matrix Aq has eigenvalues 0, q with multiplicity q−ϕ(q), ϕ(q), respectively.
Proof. We first suppose λ > q. Since det(exp(M)) = exp(tr(M)) holds for any square matrix
M , we have
det(λEq −Aq) = λq det(Eq − 1
λ
Aq) = λ
q exp(tr(log(Eq − 1
λ
Aq))).
Since
log(Eq − 1
λ
Aq) =
∞∑
j=1
(−1)j−1
j
(−1
λ
Aq)
j =
∞∑
j=1
(−1)j−1
j
(−1
λ
)jAjq
8
holds, we have by Lemma 6
tr(log(Eq − 1
λ
Aq)) =
∞∑
j=1
(−1)j−1
j
(−1
λ
)jtr(Ajq)
=
∞∑
j=1
(−1)j−1
j
(−1
λ
)jqjϕ(q) = ϕ(q) log(1− q
λ
).
Therefore we obtain
det(λEq − Aq) =λq exp
(
ϕ(q) log(1− q
λ
)
)
=λq(1− q
λ
)ϕ(q) = λq−ϕ(q)(λ− q)ϕ(q). (12)
Since (12) holds for any λ > q and both sides of (12) are polynomials of λ, we see that
(12) holds for any λ. This completes the proof of Theorem 1.
Remark 1. A q × q matrix C is called a circulant matrix if C takes the form
C =

c(0) c(q − 1) · · · c(2) c(1)
c(1) c(0) c(q − 1) c(2)
... c(1) c(0)
. . .
...
c(q − 2) . . . . . . c(q − 1)
c(q − 1) c(q − 2) · · · c(1) c(0)
 . (13)
We immediately see that Aq = (cq(m − n))qm,n=1 is a circulant matrix since cq(a) =
cq(−a) = cq(q− a) holds for any 1 ≤ a ≤ q. It is well known that the eigenvalues of (13) are
given by
λj =
q∑
a=1
c(q − a)ωaj , (14)
where ωj = exp(2πij/q) and 1 ≤ j ≤ q. Substituting c(q − a) by cq(q − a) = cq(a), we see
that the eigenvalues of Aq are equal to
λj =
q∑
a=1
cq(a)ω
a
j =
q∑
a=1
q∑
k=1
gcd(k,q)=1
exp
(2πika
q
)
exp
(2πija
q
)
=
q∑
k=1
gcd(k,q)=1
q∑
a=1
exp
(2πia(k + j)
q
)
=
{
q, if gcd(j, q) = 1;
0, otherwise.
Thus we can easily obtain the eigenvalues of Aq. However, we proved Theorem 1 without
using a property of a circulant matrix since the proof of Theorem 1 applies also to that of
Theorem 3.
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As for the eigenvectors of a circulant matrix, it is also well known that the eigenvectors
of (13) are given by
vj = (1, ωj, ω
2
j , · · · , ωq−1j ), (15)
where ωj = exp(2πij/q) and 1 ≤ j ≤ q.
From the above remark we immediately obtain the following corollary.
Corollary 1. Let Aq = (cq(m − n))qm,n=1. Then the eigenvalues λj and the eigenvectors
vj (1 ≤ j ≤ q) of Aq are given by the following.
If gcd(j, q) = 1, then
λj = q,
vj = (1, ωj, ω
2
j , · · · , ωq−1j︸ ︷︷ ︸
q
),
and if gcd(j, q) > 1, then
λj = 0,
vj = (1, ωj, ω
2
j , · · · , ωq
′−1
j︸ ︷︷ ︸
q′
, 1, ωj, ω
2
j , · · · , ωq
′−1
j︸ ︷︷ ︸
q′
, · · · , 1, ωj, ω2j , · · · , ωq
′−1
j︸ ︷︷ ︸
q′
),
where ωj = exp(2πij/q) and q
′ = q/ gcd(j, q).
Next we consider the x×x matrix X = (Xmn)xm,n=1 = (
∑Q
q=1 cq(m−n))xm,n=1 where Q is
a fixed positive integer and x is the least common multiple of 1, 2, · · · , Q. We proceed along
similar lines to the case of Aq.
Lemma 7. Let X = (Xmn)
x
m,n=1 = (
∑Q
q=1 cq(m − n))xm,n=1 where x is the least common
multiple of 1, 2, · · · , Q. For every integer j ≥ 2, we have
Xj = xj−1X. (16)
Proof. First, we prove (16) for j = 2. From Lemma 1, we see that the (m,n) component of
X2 equals
(X2)mn =
x∑
k=1
XmkXkn =
x∑
k=1
(
Q∑
q=1
cq(m− k))(
Q∑
r=1
cr(k − n))
=
Q∑
q=1
Q∑
r=1
x∑
k=1
cq(m− k)cr(k − n) =
Q∑
q=1
Q∑
r=1
xδ(q, r)cq(m− n)
=x
Q∑
q=1
cq(m− n) = xXmn.
Hence, (16) holds for j = 2. The general case j ≥ 2 follows by induction.
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Next we consider the trace of Xj where j ∈ N. We set Φ(Q) =∑Qq=1 ϕ(q).
Lemma 8. Let X = (Xmn)
x
m,n=1 = (
∑Q
q=1 cq(m − n))xm,n=1 where x is the least common
multiple of 1, 2, · · · , Q. Then we have for every j ∈ N
tr(Xj) = xjΦ(Q). (17)
Proof. Since cq(0) = ϕ(q), we have
tr(X) =
x∑
m=1
Xmm =
x∑
m=1
Q∑
q=1
cq(0) =
x∑
m=1
Q∑
q=1
ϕ(q) = xΦ(Q).
Thus (17) holds for j = 1. If j ≥ 2, then we have by Lemma 7 and the above result
tr(Xj) = xj−1tr(X) = xj−1xΦ(Q) = xjΦ(Q).
Therefore (17) holds for every j ∈ N.
Let Ex be the x×x identity matrix where x is a positive integer. We prove the following
theorem.
Theorem 2. Let X = (Xmn)
x
m,n=1 = (
∑Q
q=1 cq(m − n))xm,n=1 where x is the least common
multiple of 1, 2, · · · , Q. Then the characteristic polynomial of X is
det(λEx −X) = λx−Φ(Q)(λ− x)Φ(Q).
Especially, the matrix X has eigenvalues 0, x with multiplicity x − Φ(Q),Φ(Q), respec-
tively.
Proof. The proof proceeds along the same lines as the proof of Theorem 1. We first suppose
λ > x. Since det(exp(M)) = exp(tr(M)) holds for any square matrix M , we have
det(λEx −X) = λx det(Ex − 1
λ
X) = λx exp(tr(log(Ex − 1
λ
X))).
Since
log(Ex − 1
λ
X) =
∞∑
j=1
(−1)j−1
j
(−1
λ
X)j =
∞∑
j=1
(−1)j−1
j
(−1
λ
)jXj
holds, we have by Lemma 8
tr(log(Ex − 1
λ
X)) =
∞∑
j=1
(−1)j−1
j
(−1
λ
)jtr(Xj)
=
∞∑
j=1
(−1)j−1
j
(−1
λ
)jxjΦ(Q) = Φ(Q) log(1− x
λ
).
11
Therefore we have
det(λEx −X) =λx exp
(
Φ(Q) log(1− x
λ
)
)
=λx(1− x
λ
)Φ(Q) = λx−Φ(Q)(λ− x)Φ(Q). (18)
Since (18) holds for any λ > x and both sides of (18) are polynomials of λ, (18) holds for
any λ. This completes the proof of Theorem 2.
Remark 2. X as well as Aq is a circulant matrix. By (14) we see that the eigenvalues
λj (1 ≤ j ≤ x) of X are given by
λj =
x∑
a=1
Q∑
q=1
cq(a)ω
a
j =
Q∑
q=1
x∑
a=1
q∑
k=1
gcd(k,q)=1
exp
(
2πia
(k
q
+
j
x
))
=
Q∑
q=1
q∑
k=1
gcd(k,q)=1
x∑
a=1
exp
(
2πia
(k
q
+
j′
x′
))
,
where ωj = exp(2πij/x), j
′ = j/ gcd(j, x), and x′ = x/ gcd(j, x). Since it follows from
Lemma 2 that
x∑
a=1
exp
(
2πia
(k
q
+
j′
x′
))
=
{
x, if q = x′ and k + j′ ≡ 0 (mod q);
0, otherwise,
we have
λj =
Q∑
q=1
q∑
k=1
gcd(k,q)=1
k+j′≡0 (mod q)
xδ(q, x′) = x
Q∑
q=1
δ(q, x′)
q∑
k=1
gcd(k,x′)=1
k≡−j′ (mod q)
1 =
{
x, if x′ ≤ Q;
0, otherwise.
(19)
Therefore Theorem 2 can be recovered from the following lemma.
Lemma 9. Let Q ∈ N and x is the least common multiple of 1, 2, · · · , Q. Then we have
#{1 ≤ j ≤ x; x
gcd(j, x)
≤ Q} = Φ(q).
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Proof. It is easy to see that
#{1 ≤ j ≤ x; x
gcd(j, x)
≤ Q}
=
Q∑
q=1
#{1 ≤ j ≤ x; x
gcd(j, x)
= q}
=
Q∑
q=1
#{1 ≤ j ≤ x; gcd(j, x) = x
q
}
=
Q∑
q=1
#{1 ≤ j ≤ x; j = x
q
k for some 1 ≤ k ≤ q such that gcd(k, q) = 1}
=
Q∑
q=1
#{1 ≤ k ≤ q; gcd(k, q) = 1} =
Q∑
q=1
ϕ(q) = Φ(Q).
Now we have the following corollary by (15) and (19).
Corollary 2. Let X = (Xmn)
x
m,n=1 = (
∑Q
q=1 cq(m − n))xm,n=1 where x is the least common
multiple of 1, 2, · · · , Q. Then the eigenvalues λj and the eigenvectors vj (1 ≤ j ≤ x) of X
are given by the following.
If x′ = x/ gcd(j, x) ≤ Q, then
λj = x,
vj = (1, ωj, ω
2
j , · · · , ωx
′−1
j︸ ︷︷ ︸
x′
, 1, ωj, ω
2
j , · · · , ωx
′−1
j︸ ︷︷ ︸
x′
, · · · , 1, ωj, ω2j , · · · , ωx
′−1
j︸ ︷︷ ︸
x′
),
and if x′ = x/ gcd(j, x) > Q, then
λj = 0,
vj = (1, ωj, ω
2
j , · · · , ωx
′−1
j︸ ︷︷ ︸
x′
, 1, ωj, ω
2
j , · · · , ωx
′−1
j︸ ︷︷ ︸
x′
, · · · , 1, ωj, ω2j , · · · , ωx
′−1
j︸ ︷︷ ︸
x′
),
where ωj = exp(2πij/x).
3.2 The case of Kloosterman sums
Let S(m,n; q) be the Kloosterman sums. We first consider the following q × q matrix
Bq = (S(m,n; q))
q
m,n=1,
where q is a fixed positive integer. We begin with the following lemma.
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Lemma 10. Let Bq = (S(m,n; q))
q
m,n=1. Then we have
B2q = qAq.
Proof. From Lemma 1 we see that the (m,n) entry of B2q equals
q∑
a=1
S(m, a; q)S(a, n; q) = qcq(m− n),
which is equal to the (m,n) entry of qAq.
Next we consider the trace of Bjq where j ∈ N.
Lemma 11. Let Bq = (S(m,n; q))
q
m,n=1. For j ∈ N, we have
tr(B2jq ) = q
2jϕ(q), (20)
tr(B2j−1q ) = q
2j−1ϕ˜(q). (21)
Proof. We first prove tr(Bq) = qϕ˜(q). It follows that
tr(Bq) =
q∑
m=1
S(m,m; q) =
q∑
m=1
q∑
k=1
gcd(k,q)=1
exp(
2πi
q
(mk +mk∗))
=
q∑
k=1
gcd(k,q)=1
q∑
m=1
exp(
2πi
q
(k + k∗)m). (22)
Since it follows that
q∑
m=1
exp(
2πi
q
(k + k∗)m) =
{
q, if k + k∗ ≡ 0 (mod q);
0, otherwise,
we see that (22) is equal to
q
q∑
k=1
gcd(k,q)=1
k+k∗≡0 (mod q)
1
=q #{1 ≤ k ≤ q; gcd(k, q) = 1, k + k∗ ≡ 0 (mod q)} = qϕ˜(q).
Therefore tr(Bq) = qϕ˜(q) holds.
Next we prove (20). By Lemma 6 and Lemma 10 we have
tr(B2jq ) = tr((B
2
q )
j) = tr((qAq)
j) = qjtr(Ajq) = q
jqjϕ(q) = q2jϕ(q).
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Therefore (20) holds.
Next we prove (21) for j ≥ 2. We have by Lemma 5 and Lemma 10
tr(B2j−1q ) = tr(B
2(j−1)
q Bq) = tr((qAq)
j−1Bq)
= tr(qj−1qj−2AqBq) = q
2j−3tr(AqBq). (23)
Since tr(AqBq) = q
2ϕ˜(q) holds by Lemma 4, we see that (23) is equal to
q2j−3q2ϕ˜(q) = q2j−1ϕ˜(q).
This completes the proof of Lemma 11.
Now we can prove the following theorem.
Theorem 3. Let Bq = (S(m,n; q))
q
m,n=1. Then the characteristic polynomial of Bq is
det(λEq − Bq) = λq−ϕ(q)(λ− q)
ϕ(q)+ϕ˜(q)
2 (λ+ q)
ϕ(q)−ϕ˜(q)
2 .
Especially, the matrix Bq has eigenvalues 0, q,−q with multiplicity q−ϕ(q), ϕ(q)+ϕ˜(q)2 , ϕ(q)−ϕ˜(q)2 ,
respectively.
Proof. The proof proceeds along the same lines as the proof of Theorem 1. We first suppose
λ > q. Since det(exp(M)) = exp(tr(M)) holds for any square matrix M , we have
det(λEq − Bq) = λq det(Eq − 1
λ
Bq) = λ
q exp(tr(log(Eq − 1
λ
Bq))).
Since
log(Eq − 1
λ
Bq) =
∞∑
j=1
(−1)j−1
j
(−1
λ
Bq)
j =
∞∑
j=1
(−1)j−1
j
(−1
λ
)jBjq
holds, we have by Lemma 11
tr(log(Eq − 1
λ
Bq)) =
∞∑
j=1
(−1)j−1
j
(−1
λ
)jtr(Bjq)
=
∞∑
j=1
(−1)2j−2
2j − 1 (−
1
λ
)2j−1tr(B2j−1q ) +
∞∑
j=1
(−1)2j−1
2j
(−1
λ
)2jtr(B2jq )
=
∞∑
j=1
1
2j − 1(−
1
λ
)2j−1q2j−1ϕ˜(q) +
∞∑
j=1
−1
2j
(−1
λ
)2jq2jϕ(q)
=ϕ˜(q)
∞∑
j=1
1
2j − 1(−
q
λ
)2j−1 + ϕ(q)
∞∑
j=1
−1
2j
(− q
λ
)2j. (24)
15
Since it follows that
∞∑
j=1
1
2j − 1x
2j−1 =
1
2
log
1 + x
1− x,
∞∑
j=1
1
2j
x2j = −1
2
log(1− x2),
we see that (24) is equal to
ϕ˜(q)
2
log
1− q/λ
1 + q/λ
+
ϕ(q)
2
log(1− q
2
λ2
).
Therefore we obtain
det(λEq − Bq) =λq exp
( ϕ˜(q)
2
log
λ− q
λ+ q
+
ϕ(q)
2
log(1− q
2
λ2
)
)
=λq
(λ− q
λ+ q
) ϕ˜(q)
2
(
1− q
2
λ2
)ϕ(q)
2
=λq−ϕ(q)(λ− q)ϕ(q)+ϕ˜(q)2 (λ+ q)ϕ(q)−ϕ˜(q)2 . (25)
Since (25) holds for any λ > q and both sides of (25) are polynomials of λ, (25) holds for
any λ. This completes the proof of Theorem 3.
Although Bq is not a circulant matrix, we can obtain the eigenvectors of Bq by mimicking
the method which was used in the case of Aq. Let
uj = (ωj, ω
2
j , · · · , ωqj ),
where ωj = exp(2πij/q) and 1 ≤ j ≤ q. We have the following corollary concerning the
eigenvectors of Bq.
Corollary 3. Let Bq = (S(m,n; q))
q
m,n=1. Then the following holds.
If gcd(j, q) > 1, then
Bquj = 0.
If gcd(j, q) = 1 and j + j∗ ≡ 0 (mod q), then
Bquj = quj.
If gcd(j, q) = 1 and j + j∗ 6≡ 0 (mod q), then
Bq(uj + u−j∗) = q(uj + u−j∗),
Bq(uj − u−j∗) = −q(uj − u−j∗).
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Proof. We have for 1 ≤ m ≤ q
(Bquj)(m) =
q∑
n=1
S(m,n; q)uj(n)
=
q∑
n=1
q∑
k=1
gcd(k,q)=1
exp
(2πi
q
(mk + nk∗)
)
exp
(2πijn
q
)
=
q∑
k=1
gcd(k,q)=1
exp
(2πimk
q
) q∑
n=1
exp
(2πin
q
(k∗ + j)
)
. (26)
Noting that
q∑
n=1
exp
(2πin
q
(k∗ + j)
)
=
{
q, if k∗ + j ≡ 0 (mod q);
0, otherwise,
we see that (26) is equal to 0 in the case gcd(j, q) > 1 since there exist no k such that
gcd(k, q) = 1 and k∗ + j ≡ 0 (mod q) in this case. If gcd(j, q) = 1, then (26) is equal to
q
q∑
k=1
gcd(k,q)=1
k∗+j≡0 (mod q)
exp
(2πimk
q
)
= q
q∑
k=1
gcd(k,q)=1
k≡−j∗ (mod q)
exp
(2πimk
q
)
=q exp
(
−2πimj
∗
q
)
=
{
q exp(2πimj/q), if j + j∗ ≡ 0 (mod q);
q exp(−2πimj∗/q), if j + j∗ 6≡ 0 (mod q).
From this we have for j satisfying gcd(j, q) = 1
(Bquj) =
{
quj, if j + j
∗ ≡ 0 (mod q);
qu−j∗, if j + j
∗ 6≡ 0 (mod q). (27)
Thus Bquj = quj holds if gcd(j, q) = 1 and j + j
∗ ≡ 0 (mod q).
Similarly, if gcd(j, q) = 1 and j + j∗ 6≡ 0 (mod q), then we obtain Bq(uj + u−j∗) =
q(uj + u−j∗) and Bq(uj − u−j∗) = −q(uj − u−j∗) since Bquj = qu−j∗ and Bqu−j∗ = quj hold
by (27). This completes the proof of Corollary 3.
Remark 3. We note that
#{1 ≤ j ≤ q; (j, q) = 1, j + j∗ ≡ 0 (mod q)} = ϕ˜(q),
#{1 ≤ j ≤ q; (j, q) = 1, j + j∗ 6≡ 0 (mod q)} = ϕ(q)− ϕ˜(q).
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From this we have
#{1 ≤ j ≤ q; Bquj = quj or Bq(uj + u−j∗) = q(uj + u−j∗)} = ϕ(q) + ϕ˜(q)
2
,
#{1 ≤ j ≤ q; Bq(uj − u−j∗) = −q(uj − u−j∗)} = ϕ(q)− ϕ˜(q)
2
,
which coincide with the multiplicities of non-zero eigenvalues described in Theorem 3.
We give the following example.
Example 1. B2 =
(
1 −1
−1 1
)
has eigenvalues 0, 2.
B3 =
 −1 2 −12 −1 −1
−1 −1 2
 has eigenvalues 0, 3,−3.
B4 =

−2 0 2 0
0 2 0 −2
2 0 −2 0
0 −2 0 2
 has eigenvalues 0, 4,−4 with multiplicity 2, 1, 1, respectively,
since ϕ(4) = 2 and ϕ˜(4) = 0.
B5 =

(3−√5)/2 −1 −√5 −1 +√5 (3 +√5)/2 −1
−1 −√5 (3 +√5)/2 (3−√5)/2 −1 +√5 −1
−1 +√5 (3−√5)/2 (3 +√5)/2 −1−√5 −1
(3 +
√
5)/2 −1 +√5 −1−√5 (3−√5)/2 −1
−1 −1 −1 −1 4

has eigenvalues 0, 5,−5 with multiplicity 1, 3, 1, respectively, since ϕ(5) = 4 and ϕ˜(5) = 2.
We note that
√
5 appears in B5 since cosπ/5 = (1 +
√
5)/4.
More generally, if p is an odd prime number satisfying p ≡ 1 (mod 4), then
Bp has eigenvalues 0, p,−p with multiplicity 1, p+12 , p−32 , respectively, since ϕ(p) = p− 1 and
ϕ˜(p) = 2.
If p is an odd prime number satisfying p ≡ −1 (mod 4), then
Bp has eigenvalues 0, p,−p with multiplicity 1, p−12 , p−12 , respectively, since ϕ(p) = p− 1 and
ϕ˜(p) = 0.
We remark that by Theorem 1, if p is any prime number, then Ap has eigenvalues 0, p
with multiplicity 1, p− 1, respectively, since ϕ(p) = p− 1.
Next we consider the x×x matrix Y = (Ymn)xm,n=1 = (
∑Q
q=1 S(m,n : q))
x
m,n=1 where Q is
a fixed positive integer and x is the least common multiple of 1, 2, · · · , Q. We proceed along
similar lines to the case of X .
Lemma 12. Let Y = (Ymn)
x
m,n=1 = (
∑Q
q=1 S(m,n; q))
x
m,n=1 where x is the least common
multiple of 1, 2, · · · , Q. Then
Y 2 = xX.
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Proof. By Lemma 1 we see that the (m,n) component of Y 2 equals
(Y 2)mn =
x∑
a=1
YmaYan =
x∑
a=1
(
Q∑
q=1
S(m, a; q))(
Q∑
r=1
S(a, n; r))
=
Q∑
q=1
Q∑
r=1
x∑
a=1
S(m, a; q)S(a, n; r) =
Q∑
q=1
Q∑
r=1
xδ(q, r)cq(m− n)
=x
Q∑
q=1
cq(m− n) = xXmn,
which is, of course, equal to the (m,n) component of xX .
Next we consider the trace of Y j where j ∈ N. We set Φ˜(Q) =∑Qq=1 ϕ˜(q).
Lemma 13. Let Y = (Ymn)
x
m,n=1 = (
∑Q
q=1 S(m,n; q))
x
m,n=1 where x is the least common
multiple of 1, 2, · · · , Q. For j ∈ N, we have
tr(Y 2j) = x2jΦ(Q), (28)
tr(Y 2j−1) = x2j−1Φ˜(Q). (29)
Proof. We first prove tr(Y ) = xΦ˜(Q). Since
tr(Y ) =
x∑
m=1
Q∑
q=1
S(m,m; q) =
x∑
m=1
Q∑
q=1
q∑
k=1
gcd(k,q)=1
exp(
2πi
q
(mk +mk∗))
=
Q∑
q=1
q∑
k=1
gcd(k,q)=1
x∑
m=1
exp(
2πi
q
(k + k∗)m), (30)
and
x∑
m=1
exp(
2πi
q
(k + k∗)m) =
{
x, if k + k∗ ≡ 0 (mod q);
0, otherwise
hold, we see that (30) is equal to
x
Q∑
q=1
q∑
k=1
gcd(k,q)=1
k+k∗≡0 (mod q)
1
=x
Q∑
q=1
#{1 ≤ k ≤ q; gcd(k, q) = 1, k + k∗ ≡ 0 (mod q)}
=x
Q∑
q=1
ϕ˜(q) = xΦ˜(Q).
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Therefore tr(Y ) = xΦ˜(Q) holds.
Next we prove (28). By Lemma 8 and Lemma 12 we have
tr(Y 2j) = tr((Y 2)j) = tr((xX)j) = xjtr(Xj) = xjxjΦ(Q) = x2jΦ(Q).
Therefore (28) holds.
Next we prove (29) for j ≥ 2. We have by Lemma 12
tr(Y 2j−1) = tr(Y 2(j−1)Y ) = tr((xX)j−1Y )
= tr(xj−1xj−2XY ) = x2j−3tr(XY ).
Since
tr(XY ) =
x∑
m=1
Q∑
q=1
Q∑
r=1
x∑
a=1
cq(m− a)S(a,m; r)
=
Q∑
q=1
Q∑
r=1
x∑
m=1
x∑
a=1
cq(m− a)S(a,m; r)
=
Q∑
q=1
Q∑
r=1
δ(q, r)x2ϕ˜(q) = x2
q∑
q=1
ϕ˜(q) = x2Φ˜(Q)
holds by Lemma 4, we have
tr(Y 2j−1) = x2j−3x2Φ˜(Q) = x2j−1Φ˜(Q).
This completes the proof of Lemma 13.
Let Ex be the x×x identity matrix where x is a positive integer. We prove the following
theorem.
Theorem 4. Let Y = (Ymn)
x
m,n=1 = (
∑Q
q=1 S(m,n; q))
x
m,n=1 where x is the least common
multiple of 1, 2, · · · , Q. Then the characteristic polynomial of Y is
det(λEx − Y ) = λx−Φ(Q)(λ− x)
Φ(Q)+Φ˜(Q)
2 (λ+ x)
Φ(Q)−Φ˜(Q)
2 .
Especially, the matrix Y has eigenvalues 0, x,−x with multiplicity x−Φ(Q), Φ(Q)+Φ˜(Q)
2
, Φ(Q)−Φ˜(Q)
2
,
respectively.
Proof. The proof proceeds along the same lines as the proof of Theorem 3. We first suppose
λ > x. Since det(exp(M)) = exp(tr(M)) holds for any square matrix M , we have
det(λEx − Y ) = λx det(Ex − 1
λ
Y ) = λx exp(tr(log(Ex − 1
λ
Y ))).
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Since
log(Ex − 1
λ
Y ) =
∞∑
j=1
(−1)j−1
j
(−1
λ
Y )j =
∞∑
j=1
(−1)j−1
j
(−1
λ
)jY j
holds, we have by Lemma 13
tr(log(Ex − 1
λ
Y )) =
∞∑
j=1
(−1)j−1
j
(−1
λ
)jtr(Y j)
=
∞∑
j=1
(−1)2j−2
2j − 1 (−
1
λ
)2j−1tr(Y 2j−1) +
∞∑
j=1
(−1)2j−1
2j
(−1
λ
)2jtr(Y 2j)
=Φ˜(Q)
∞∑
j=1
1
2j − 1(−
1
λ
)2j−1x2j−1 + Φ(Q)
∞∑
j=1
−1
2j
(−1
λ
)2jx2j
=
Φ˜(Q)
2
log
1− x/λ
1 + x/λ
+
Φ(Q)
2
log(1− x
2
λ2
).
Therefore we have
det(λEx − Y ) =λx exp
(Φ˜(Q)
2
log
λ− x
λ+ x
+
Φ(Q)
2
log(1− x
2
λ2
)
)
=λx
(λ− x
λ+ x
) Φ˜(Q)
2
(
1− x
2
λ2
)Φ(Q)
2
=λx−Φ(Q)(λ− x)Φ(Q)+Φ˜(Q)2 (λ− x)Φ(Q)−Φ˜(Q)2 . (31)
Since (31) holds for any λ > x and both sides of (31) are polynomials of λ, (31) holds for
any λ. This completes the proof of Theorem 4.
Remark 4. It is too difficult for us to obtain the eigenvectors of Y .
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