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We investigate the pair correlation of zeros of the Riemann zeta-function, ζ (s), and zeros
of the function ζ (k(s− 1/2)+ 1/2), for any fixed positive integer k.
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1. Introduction and statement of results
The pair correlation of zeros of the Riemann zeta-function, ζ (s), was first studied by Montgomery [1] in 1973.
Montgomery’s work was later generalized to triple correlation by Hejhal [2] and to higher correlations for more general
L-functions by Rudnick and Sarnak [3], followed by further developments from [4,5]. A heuristic derivation of the n-level
correlations of zeros of ζ (s)without restrictions on the test functions was obtained by Bogomolny and Keating [6,7]. Murty
and Perelli [8] andMurty and one of the authors [9] investigated the pair correlation of zeros of functions in the Selberg class
S . (See [10] for the precise definition ofS and fundamental conjectures surrounding it.) In the same vein, explicit formulae
in number theorywere originallymotivated by the counting of prime numbers. (See [11–13].) It is our purpose in the present
paper to investigate the pair correlation of zeros of ζ (s) and zeros of ζ (k(s − 1/2) + 1/2), for any fixed positive integer k.
Very recently, Professor Goldston drew to our attention the question of possible applications to the so-called Alternative
Hypothesis (see [14]). It would be interesting to investigate if the type of methods employed in this paper could be used in
the study of that hypothesis or related questions.
We can summarize our first result as follows.
Theorem 1. Let k be any fixed positive integer. Let x be any real number in the interval [2, T k/(2k−1)]. Let ρ and ρ ′ be zeros of
ζ (s) and ζ (k(s− 1/2)+ 1/2), respectively. Then we have
ζ (ρ)=0
ζ (kρ′−(k−1)/2)=0
−T≤ℑ(ρ),ℑ(ρ′)≤T
xρ+ρ′
ρ + ρ ′ =
2x(k+1)/2kT
π(k+ 1)

log x− 2k
k+ 1

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+Ok

x(k+1)/2kT (log T )4

x(2k−1)/k
T
+ exp(−c(log x)3/5(log log x)−1/5)

,
where c is a positive absolute constant.
We shall prove Theorem 1 and then use it to obtain general formulae for the correlation of zeros of ζ (s) and zeros of
ζ (k(s− 1/2)+ 1/2), for any fixed positive integer k. We shall establish, in particular, the following result.
Theorem 2. Let k be any fixed positive integer and let T > 2. Let f be any continuously differentiable complex-valued function
with support contained in the interval (2, T k/(2k−1)) and let M f be the Mellin transform of f . Let ρ and ρ ′ be zeros of ζ (s) and
ζ (k(s− 1/2)+ 1/2), respectively. Then we have
ζ (ρ)=0
ζ (kρ′−(k−1)/2)=0
−T≤ℑ(ρ), ℑ(ρ′)≤T
M f (ρ + ρ ′) = T
πk
 ∞
2
f (x)x−(k−1)/2k log x dx+ Ok((log T )4∥f ′(x)x(5k−1)/2k∥1)
+Ok(T (log T )3∥f ′(x)x(k+1)/2k exp(−c(log x)3/5(log log x)−1/5)∥1),
where c is a positive absolute constant.
Furthermore, we shall consider Montgomery’s weight functionw(z) = 4/(4− z2) and define, for any real number α, the
function
FZ (α, T ) = πT log T

ζ (ρ)=0
ζ (kρ′−(k−1)/2)=0
−T≤ℑ(ρ), ℑ(ρ′)≤T
Tα(ρ+ρ
′−1)w(ρ + ρ ′ − 1), (1)
where Z(s) = ζ (s)ζ (k(s−1/2)+1/2) and k is any fixed positive integer. Then the following asymptotic formula forFZ (α, T )
can be established.
Theorem 3. Let k be any fixed positive integer. Let α be any fixed real number in the interval (0, k/(2k− 1)). Then we have
FZ (α, T ) = 16kT
−α(k−1)/2k
15k2 + 2k− 1

α − 4k(k− 1)
(15k2 + 2k− 1)(log T )

+Ok(T−α(k−1)/2k(log T )2 exp(−cα(log T )3/5(log log T )−1/5)),
where c is a positive absolute constant.
Some general variants of the above results have been formulated and proved for pairs of functions in the Selberg class
S in [9]. That method works, as well, for certain functions which are not in the Selberg class. One such case was studied
in [15], where pairs of zeros of ζ (s) for which the difference of their imaginary parts is close to a fixed real number λ were
considered, and analogous results to the theorems above were established. The present paper treats, by the same method,
another such case where our focus is on pairs of zeros of ζ (s) for which the imaginary part of one of the zeros is close to k
times the imaginary part of the other zero. Furthermore, we invite the interested reader to consider the following general
problem, for which [15] and the present paper may be viewed as the two first building blocks.
Open Problem. Given a real number λ and integer numbers a1, . . . , an, obtain a nontrivial upper bound for the number of
n-tuples (ρ1, . . . , ρn) of zeros of ζ (s) with imaginary parts γ1, . . . , γn bounded in absolute value by a large number T , for
which |a1γ1 + · · · + anγn − λ| is zero (or very small). In particular, for λ = 0, provide a nontrivial bound for the number of
n-tuples (ρ1, . . . , ρn) of zeros of ζ (s)with γ1, . . . , γn ∈ [−T , T ] for which a1γ1 + · · · + anγn = 0.
The Grand Simplicity Hypothesis (see [16]) asserts, in particular, that the positive imaginary parts of zeros of ζ (s) are
linearly independent over the rationals. Therefore, the last equation above should not have any nontrivial solution.
2. Proof of Theorem 1
As a first step, we fix a positive integer k and take a real number x in the interval [2, T k/(2k−1)]. Wemaywrite the left-hand
side of the statement of Theorem 1 as
ζ (ρ)=0
ζ (kρ′−(k−1)/2)=0
−T≤ℑ(ρ), ℑ(ρ′)≤T
xρ+ρ
′ =

ζ (ρ)=0
−T≤ℑ(ρ)≤T
xρ

ζ (kρ′−(k−1)/2)=0
−T≤ℑ(ρ′)≤T
xρ
′
.
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Using the explicit formula
ζ (ρ)=0
−T≤ℑ(ρ)≤T
xρ = −Λ(nx)
π
sin(T log(x/nx))
log(x/nx)
+ O(x(log T )2),
where x, T > 1, nx denotes the closest prime power to x, andΛ(n) is the von Mangoldt function, we derive that
ζ (kρ′−(k−1)/2)=0
−T≤ℑ(ρ′)≤T
xρ
′ = −kx(k−1)/2kΛ(mx)
π
sin(T log(x/mkx))
log(x/mkx)
+ Ok(x(k+1)/2k(log T )2),
where mx denotes the closest prime power to x1/k. (See the papers by Gonek [17] and Ford, Soundararajan and one of the
authors [18,19].) Combining these two explicit formulae in the first expression, dividing by x, and integrating with respect
to x from 2 to y for some y in the interval [2, T k/(2k−1)], we obtain
ζ (ρ)=0
ζ (kρ′−(k−1)/2)=0
−T≤ℑ(ρ), ℑ(ρ′)≤T
yρ+ρ′ − 2ρ+ρ′
ρ + ρ ′ =
k
π2
 y
2
x−(k+1)/2kΛ(mx)Λ(nx)
sin(T log(x/mkx))
log(x/mkx)
sin(T log(x/nx))
log(x/nx)
dx
+Ok

(log T )3
 y
2
x(k−1)/2k
 sin(T log(x/mkx))log(x/mkx)
 dx
+Ok

(log T )3
 y
2
x−(k−1)/2k
 sin(T log(x/nx))log(x/nx)
 dx
+Ok(y(3k+1)/2k(log T )4). (2)
We consider the increasing sequence of prime powers q1, . . . , ql, . . . and decompose the first integral on the right-
hand side of (2) into r parts for (ql−1 + ql)k/2k < x < (ql + ql+1)k/2k, where r is the integer uniquely determined by
(qr−1 + qr)k/2k ≤ y < (qr + qr+1)k/2k. Thus we obtain
k
π2
 y
2
x−(k+1)/2kΛ(mx)Λ(nx)
sin(T log(x/mkx))
log(x/mkx)
sin(T log(x/nx))
log(x/nx)
dx =
r
l=1
Il,
where
I1 = k
π2
 (q1+q2)k/2k
2
x−(k+1)/2kΛ(q1)Λ(nx)
sin(T log(x/qk1))
log(x/qk1)
sin(T log(x/nx))
log(x/nx)
dx,
for any l ∈ {2, . . . , r − 1}
Il = k
π2
 (ql+ql+1)k/2k
(ql−1+ql)k/2k
x−(k+1)/2kΛ(ql)Λ(nx)
sin(T log(x/qkl ))
log(x/qkl )
sin(T log(x/nx))
log(x/nx)
dx,
and
Ir = k
π2
 y
(qr−1+qr )k/2k
x−(k+1)/2kΛ(qr)Λ(nx)
sin(T log(x/qkr ))
log(x/qkr )
sin(T log(x/nx))
log(x/nx)
dx.
To deal with the integral Il we define two positive integers ul and vl corresponding to any fixed integer l ∈ {1, . . . , r}
such that (qul−1 + qul)/2 < (ql−1 + ql)k/2k ≤ (qul + qul+1)/2 and (qvl−1 + qvl)/2 ≤ (ql + ql+1)k/2k < (qvl + qvl+1)/2. Then
it may be written
Il =
vl
j=ul
Il,j,
where
Il,ul =
k
π2
 (qul+qul+1)/2
(ql−1+ql)k/2k
x−(k+1)/2kΛ(ql)Λ(qul)
sin(T log(x/qkl ))
log(x/qkl )
sin(T log(x/qul))
log(x/qul)
dx,
for any ul < j < vl
Il,j = k
π2
 (qj+qj+1)/2
(qj−1+qj)/2
x−(k+1)/2kΛ(ql)Λ(qj)
sin(T log(x/qkl ))
log(x/qkl )
sin(T log(x/qj))
log(x/qj)
dx,
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and
Il,vl =
k
π2
 (ql+ql+1)k/2k
(qvl−1+qvl )/2
x−(k+1)/2kΛ(ql)Λ(qvl)
sin(T log(x/qkl ))
log(x/qkl )
sin(T log(x/qvl))
log(x/qvl)
dx.
Furthermore, we define the positive integer sl corresponding to any fixed integer l ∈ {1, . . . , r} such that qsl = qkl . On
noting that qsl < (ql + ql+1)k/2k < (qvl + qvl+1)/2 < qvl+1, we have sl < vl + 1. Similarly, since qsl > (ql−1 + ql)k/2k >
(qul−1 + qul)/2 > qul−1, we have sl > ul − 1. Hence, we have
k
π2
 y
2
x(k−1)/2kΛ(mx)Λ(nx)
sin(T log(x/mkx))
log(x/mkx)
sin(T log(x/nx))
log(x/nx)
dx =
r
l=1
Il,sl +
r
l=1

ul≤j≤vl
j≠sl
Il,j. (3)
We now examine the first sum on the right-hand side above. Since qkl = qsl , it follows that Λ(qsl) = Λ(ql). Hence, we
have
Il,sl = k
Λ(ql)2
π2
 (qsl+qsl+1)/2
(qsl−1+qsl )/2
x−(k+1)/2k

sin(T log(x/qsl))
log(x/qsl)
2
dx.
Here we make the change of variable t = T log(x/qsl) and use the Taylor series expansion of the exponential factor
e((k−1)/2k)t/T in the integrand to get
Il,sl = kq(k−1)/2ksl
Λ(ql)2
π2
T
∞
d=0
1
d!

k− 1
2kT
d
Jd,
where
Jd =
 T log((qsl+qsl+1)/2qsl )
T log((qsl−1+qsl )/2qsl )
td

sin t
t
2
dt.
We have
J0 =
 ∞
−∞

sin t
t
2
dt −
 ∞
T log((qsl+qsl+1)/2qsl )

sin t
t
2
dt −
 T log((qsl−1+qsl )/2qsl )
−∞

sin t
t
2
dt.
The first integral evaluates to π , the second integral is O(qsl/T ) since T log((qsl + qsl+1)/2qsl) ≥ T log(1+ 1/2qsl)≫ T/qsl ,
and the third integral is O(1/T ) since T log((qsl−1 + qsl)/2qsl) ≤ −T/2qsl . Hence the integral J0 has the estimate
J0 = π + O
 y
T

,
since qsl ≤ y. The integral J1 has the estimate
J1 =
 T log((qsl+qsl+1)/2qsl )
T log((qsl−1+qsl )/2qsl )
t

sin t
t
2
dt = O
  T log((qsl+qsl+1)/2qsl )
T log((qsl−1+qsl )/2qsl )
1
t
dt

= O(log T ).
Similarly, for d ≥ 2, the integral Jd has the estimate
Jd =
 T log((qsl+qsl+1)/2qsl )
T log((qsl−1+qsl )/2qsl )
td

sin t
t
2
dt = O
  T log((qsl+qsl+1)/2qsl )
T log((qsl−1+qsl )/2qsl )
td−2 dt

= O(T d−1).
Hence, we have
Il,sl = kq(k−1)/2ksl
Λ(ql)2
π
T + Ok(y(3k−1)/2k(log T )3).
Since qr−1 < y1/k < qr+1, and since the list of prime powers less than y is either q1, . . . , qr−1 or q1, . . . , qr ,
the contribution of the first sum on the right-hand side of (3), for the case when l = r , is Ok(y(k−1)/2kT (log T )2) +
Ok(y(3k−1)/2k(log T )3). Since qsl = qkl and r < y1/k, it follows that
r
l=1
Il,sl =
kT
π

q prime power
q<y1/k
Λ(q)2q(k−1)/2 + Ok(y(k−1)/2kT (log T )2)+ Ok(y(3k−1)/2k(log T )3).
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We transition to an asymptotic formula for ψ(y1/k) by partial summation. The result is that
q prime power
q<y1/k
Λ(q)2q(k−1)/2 = ψ(y1/k)f (y1/k)−
 y1/k
2
ψ(t)f ′(t) dt,
where
f (t) = t(k−1)/2 log t.
By the prime number theorem
ψ(x) = x+ O(x exp(−c(log x)3/5(log log x)−1/5)),
where c is a positive absolute constant, deduced from the sharpest known zero-free region for ζ (s) due to Korobov [20] and
Vinogradov [21] (see [22,23] for alternative expositions),
q prime power
q<y1/k
Λ(q)2q(k−1)/2 = y
(k+1)/2k log y
k
−
 y1/k
2
t(k−1)/2

1+

k− 1
2

log t

dt
+Ok(y(k+1)/2k(log y) exp(−c(log y)3/5(log log y)−1/5)).
We integrate by parts to find that y1/k
2
t(k−1)/2

1+

k− 1
2

log t

dt = y
(k+1)/2k
(k+ 1)2

k2 − 1
k
log y+ 4

+ Ok(1).
Putting these estimates together, we obtain
r
l=1
Il,sl =
2y(k+1)/2kT
π(k+ 1)

log y− 2k
k+ 1

+ Ok(y(k+1)/2kT (log T )2 exp(−c(log y)3/5(log log y)−1/5))
+Ok(y(3k−1)/2k(log T )3).
Inserting this into (3), we deduce from (2) that

ζ (ρ)=0
ζ (kρ′−(k−1)/2)=0
−T≤ℑ(ρ), ℑ(ρ′)≤T
yρ+ρ′ − 2ρ+ρ′
ρ + ρ ′ =
2y(k+1)/2kT
π(k+ 1)

log y− 2k
k+ 1

+ O
 r
l=1

ul≤j≤vl
j≠sl
|Il,j|

+Ok

(log T )3
 y
2
x(k−1)/2k
 sin(T log(x/mkx))log(x/mkx)
 dx
+Ok

(log T )3
 y
2
x−(k−1)/2k
 sin(T log(x/nx))log(x/nx)
 dx
+Ok(y(k+1)/2kT (log T )2 exp(−c(log y)3/5(log log y)−1/5))
+Ok(y(3k+1)/2k(log T )4). (4)
We treat the left-hand side of (4) as follows. Since 0 < ℜ(ρ) < 1 and (k − 1)/2k < ℜ(ρ ′) < (k + 1)/2k, we see that
|2ρ+ρ′ | < 2(3k+1)/2k. Then a little thought discloses

ζ (ρ)=0
ζ (kρ′−(k−1)/2)=0
−T≤ℑ(ρ), ℑ(ρ′)≤T
2ρ+ρ′
ρ + ρ ′
 = Ok
 
ζ (ρ)=0
−T≤ℑ(ρ)≤T

ζ (kρ′−(k−1)/2)=0
−T≤ℑ(ρ′)≤T
|ℑ(ρ+ρ′)|∈[0,1]
1
|ρ + ρ ′| +

ζ (ρ)=0
−T≤ℑ(ρ)≤T

1≤m≤2T

ζ (kρ′−(k−1)/2)=0
−T≤ℑ(ρ′)≤T
|ℑ(ρ+ρ′)|∈[m,m+1]
1
|ρ + ρ ′|
 .
Obviously, ℑ(ρ ′) ∈ [−m − 1 − ℑ(ρ),−m − ℑ(ρ)] ∪ [m − ℑ(ρ),m + 1 − ℑ(ρ)] and the number of zeros in the union is
Ok(log T ). It follows that

ζ (ρ)=0
−T≤ℑ(ρ)≤T

1≤m≤2T

ζ (kρ′−(k−1)/2)=0
−T≤ℑ(ρ′)≤T
|ℑ(ρ+ρ′)|∈[m,m+1]
1
|ρ + ρ ′| = Ok
(log T ) 
ζ (ρ)=0
−T≤ℑ(ρ)≤T

1≤m≤2T
1
m

= Ok((log T )2|{ρ: ζ (ρ) = 0,−T ≤ ℑ(ρ) ≤ T }|)
= Ok(T (log T )3).
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Since 
|ρ+ρ′ |∈(m,m+1]
−T≤ℑ(ρ),ℑ(ρ′)≤T
1 = Ok(T (log T )2)
for 0 ≤ m ≤ 2T + 1 andℜ(ρ + ρ ′)≫ 1/ log T for−T ≤ ℑ(ρ),ℑ(ρ ′) ≤ T , we have

ζ (ρ)=0
ζ (kρ′−(k−1)/2)=0
−T≤ℑ(ρ), ℑ(ρ′)≤T
2ρ+ρ′
ρ + ρ ′
 = Ok
 
0≤m≤2T+1

|ρ+ρ′ |∈(m,m+1]
−T≤ℑ(ρ), ℑ(ρ′)≤T
1
|ρ + ρ ′|

= Ok(T (log T )3).
Next, we examine the first big O on the right-hand side of (4) and observe that
|Il,j| = Ok

(log T )2
 (qj+qj+1)/2
(qj−1+qj)/2
x−(k+1)/2k
 sin(T log(x/qkl ))log(x/qkl )
  sin(T log(x/qj))log(x/qj)
 dx

.
We distinguish two cases. First, if j ≥ sl + 1, then for any real number x in the interval [(qj−1 + qj)/2, (qj + qj+1)/2] we
have x/qkl = x/qsl ≥ (qsl + qsl+1)/2qsl ≥ 1 + 1/qsl . Hence, we have | log(x/qkl )| ≫ 1/qsl ≥ 1/x. Second, if j ≤ sl − 1, then
x/qkl ≤ 1− 1/2qkl . Hence, we have | log(x/qkl )| ≫ 1/qkl ≫ 2k/(ql−1 + ql)k ≥ 2/(qul + qul+1)≫ 1/qul ≥ 1/qj ≫ 1/x.
The result is that
|Il,j| = Ok

(log T )2
 (qj+qj+1)/2
(qj−1+qj)/2
x(k−1)/2k
 sin(T log(x/qj))log(x/qj)
 dx

= Ok

(log T )2q(3k−1)/2l
 (qj+qj+1)/2
(qj−1+qj)/2
 sin(T log(x/qj))log(x/qj)
 dxx

, (5)
provided x(3k−1)/2k = Ok(q(3k−1)/2kvl ) = Ok(q(3k−1)/2l ). The change of variable t = T log(x/qj) shows that
|Il,j| = Ok

(log T )2q(3k−1)/2l
 T log((qj+qj+1)/2qj)
T log((qj−1+qj)/2qj)
 sin tt
 dt

= Ok((log T )3q(3k−1)/2l ),
which holds uniformly for all j ∈ {ul, . . . , vl} − {sl}. Hence, we have
r
l=1

ul≤j≤vl
j≠sl
|Il,j| = Ok
(log T )3 r
l=1

q prime power
(ql−1+ql)k/2k≤q≤(ql+ql+1)k/2k
q(3k−1)/2k

= Ok
(log T )3 
q prime power
2≤q≤(ql+ql+1)k/2k
q(3k−1)/2k

= Ok
(log T )3 
q prime power
q≤y
q(3k−1)/2k

= Ok(y(5k−1)/2k(log T )3). (6)
Use is made of (qr + qr+1)k/2k = Ok(y) in the penultimate step.
It remains to estimate the second and third big O’s on the right-hand side of (4). For the third big Owe break the interval
of integration [2, y] into intervals of the form [(qj−1 + qj)/2, (qj + qj+1)/2]. For each such interval, the integrand is similar
to that of the first integral on the right-hand side of (5), and in fact smaller than it. Hence, this big O can be absorbed into the
error term on the far right-hand side of (6). Likewise, we deal with the second big O on the right-hand side of (4) by breaking
the interval of integration [2, y] into intervals of the form [(ql−1+ ql)k/2, (ql+ ql+1)k/2] to find that it can also be absorbed
into the error term on the far right-hand side of (6). By these, (4) and (6), Theorem 1 follows.
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3. Proof of Theorem 2
Let T > 2. We consider a continuously differentiable complex-valued function f with support contained in the interval
(2, T k/(2k−1)). We shall use Theorem 1 for each real number x in the interval [2, T k/(2k−1)] and have frequent recourse to the
function
M f (s) =
 ∞
2
f (y)ys−1 dy = −1
s
 ∞
2
f ′(y)ys dy. (7)
Hence,M f denotes the Mellin transform of f where (7) converges. Using (7) with s = ρ + ρ ′ and Theorem 1, we obtain
ζ (ρ)=0
ζ (kρ′−(k−1)/2)=0
−T≤ℑ(ρ), ℑ(ρ′)≤T
M f (ρ + ρ ′) = −
 ∞
2
f ′(y)

ζ (ρ)=0
ζ (kρ′−(k−1)/2)=0
−T≤ℑ(ρ), ℑ(ρ′)≤T
yρ+ρ′
ρ + ρ ′ dy
= 2T
π(k+ 1)
 ∞
2
f ′(y)y(k+1)/2k

2k
k+ 1 − log y

dy
+Ok

T (log T )3
 ∞
2
|f ′(y)|y(k+1)/2k exp(−c(log y)3/5(log log y)−1/5) dy

+Ok

(log T )4
 ∞
2
|f ′(y)|y(5k+1)/2k dy

= T
πk
 ∞
2
f (y)y(−k+1)/2k log y dy
+Ok(T (log T )3∥f ′(y)y(k+1)/2k exp(−c(log y)3/5(log log y)−1/5)∥1)
+Ok((log T )4∥f ′(y)y(5k+1)/2k∥1).
The integral on the far right-hand side comes from an integration by parts. Hence, Theorem 2 is now proved.
4. Proof of Theorem 3
We fix a real number α in the interval (0, k/(2k− 1)) and consider, for large T , the test function
f (y) =

y
Tα
, if 0 < y ≤ Tα;
T 3α
y3
, if y > Tα .
(8)
The test function f is clearly continuous on the interval (0,∞). Although f is not differentiable at y = Tα , it is differentiable
on the interval (0, Tα)∪(Tα,∞). Even though f is not compactly supported, it in fact goes to 0 as y approaches 0 and decays
in y rapidly enough as y tends to infinity. Hence, the proof of Theorem 2 applies in this situation and the statement of the
theorem holds true for f .
The error terms in the statement of Theorem 2 can be dealt with as follows. In the first error term, we have
T (log T )3
 ∞
0
|f ′(y)|y(k+1)/2k exp(−c(log(y+ 10))3/5(log log y)−1/5) dy
= Ok(T 1+α(k+1)/2k(log T )3 exp(−cα(log T )3/5(log log T )−1/5)).
In the second error term, we have
(log T )4
 ∞
0
|f ′(y)|y(5k+1)/2k dy = Ok(Tα(7k+1)/2k(log T )4).
For a fixed α in the interval (0, k/(2k− 1)), the first of the above two big O terms is dominant. Collecting the estimates,
we obtain 
ζ (ρ)=0
ζ (kρ′−(k−1)/2)=0
−T≤ℑ(ρ), ℑ(ρ′)≤T
M f (ρ + ρ ′) = T
πk
 ∞
0
f (y)y−(k−1)/2k log y dy
+Ok(T 1+α(k+1)/2k(log T )3 exp(−cα(log T )3/5(log log T )−1/5)). (9)
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By (7) and (8), we have
M f (s) =
 Tα
0
ys dy+ T 3α
 ∞
Tα
ys−4 dy = 4T
αs
4− (s− 1)2 .
Hence, we have
ζ (ρ)=0
ζ (kρ′−(k−1)/2)=0
−T≤ℑ(ρ), ℑ(ρ′)≤T
M f (ρ + ρ ′) =

ζ (ρ)=0
ζ (kρ′−(k−1)/2)=0
−T≤ℑ(ρ), ℑ(ρ′)≤T
Tα(ρ+ρ
′)w(ρ + ρ ′ − 1).
We combine this with (1) and (9) to get
FZ (α, T ) = πT 1+α log T

ζ (ρ)=0
ζ (kρ′−(k−1)/2)=0
−T≤ℑ(ρ), ℑ(ρ′)≤T
M f (ρ + ρ ′)
= 1
kT 2α log T
 Tα
0
y(k+1)/2k log y dy+ T
2α
k log T
 ∞
Tα
y−(7k−1)/2k log y dy
+Ok(T−α(k−1)/2k(log T )2 exp(−cα(log T )3/5(log log T )−1/5)).
After a short calculation, we find that Tα
0
y(k+1)/2k log y dy = 2k
3k+ 1T
α(3k+1)/2k

α log T − 2k
3k+ 1

and  ∞
Tα
y−(7k−1)/2k log y dy = 2k
5k− 1T
−α(5k−1)/2k

α log T + 2k
5k− 1

.
Therefore, we have
FZ (α, T ) = 16kT
−α(k−1)/2k
15k2 + 2k− 1

α − 4k(k− 1)
(15k2 + 2k− 1)(log T )

+Ok(T−α(k−1)/2k(log T )2 exp(−cα(log T )3/5(log log T )−1/5)).
This is precisely the statement of Theorem 3. Hence, the proof is finished.
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