Abstract. Let u and v be permutations on n letters, with u ≤ v in Bruhat order. A Bruhat interval polytope Qu,v is the convex hull of all permutation vectors z = (z(1), z(2), . . . , z(n)) with u ≤ z ≤ v. Note that when u = e and v = w 0 are the shortest and longest elements of the symmetric group, Qe,w 0 is the classical permutohedron. Bruhat interval polytopes were studied recently in [KW13] by Kodama and the second author, in the context of the Toda lattice and the moment map on the flag variety.
Introduction
The classical permutohedron is the convex hull of all permutation vectors (z(1), z(2), . . . , z(n)) ∈ R n where z is an element of the symmetric group S n . It has many beautiful properties: its edges are in bijection with cover relations in the weak Bruhat order; its faces can be described explicitly; it is the Minkowski sum of matroid polytopes; it is the moment map image of the complete flag variety.
The main subject of this paper is a natural generalization of the permutohedron called a Bruhat interval polytope. Let u and v be permutations in S n , with u ≤ v in (strong) Bruhat order. The Bruhat interval polytope (or pairmutohedron 1 ) Q u,v is the convex hull of all permutation vectors z = (z(1), z(2), . . . , z(n)) with u ≤ z ≤ v. Note that when u = e and v = w 0 are the shortest and longest elements of the symmetric group, Q e,w0 is the classical permutohedron. Bruhat interval polytopes were recently studied in [KW13] by Kodama and the second author, in the context of the Toda lattice and the moment map on the flag variety Date: July 10, 2014. The first author was supported by a NSF Graduate Research Fellowship under Grant No. DGE 1106400. The second author was partially supported by an NSF CAREER award DMS-1049513.
1 While the name "Bruhat interval polytope" is descriptive, it is unfortunately a bit cumbersome. At the Stanley 70 conference, the second author asked the audience for suggestions for alternative names. Russ Woodroofe suggested the name "pairmutohedron"; additionally, Tricia Hersh suggested the name "mutohedron" (because a Bruhat interval polytope is a subset of the permutohedron).
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Background
In this section we will quickly review some notation and background for posets and Coxeter groups. We will also review some basic facts about permutohedra, matroid polytopes, and Bruhat interval polytopes. We will assume knowledge of the basic definitions of Coxeter systems and Bruhat order; we refer the reader to [BB05] for details. Note that throughout this paper, Bruhat order will refer to the strong Bruhat order.
Let P be a poset with order relation <. We will use the symbol ⋖ to denote a covering relation in the poset: u ⋖ v means that u < v and there is no z such that u < z < v. Additionally, if u < v then [u, v] denotes the (closed) interval from u to v; that is, [u, v] = {z ∈ P | u ≤ z ≤ v}. Similarly, (u, v) denotes the (open) interval, that is, (u, v) = {z ∈ P | u < z < v}.
The natural geometric object that one associates to a poset P is the geometric realization of its order complex (or nerve). The order complex ∆(P ) is defined to be the simplicial complex whose vertices are the elements of P and whose simplices are the chains x 0 < x 1 < · · · < x k in P . Abusing notation, we will also use the notation ∆(P ) to denote the geometric realization of the order complex.
Let (W, S) be a Coxeter group generated by a set of simple reflections S = {s i | i ∈ I}. We denote the set of all reflections by T = {wsw −1 | w ∈ W }. Recall that a reduced word for an element w ∈ W is a minimal length expression for w as a product of elements of S, and the length ℓ(w) of w is the length of a reduced word. For w ∈ W , we let D R (w) = {s ∈ S | ws ⋖ w} be the right descent set of w and D L (w) = {s ∈ S | sw ⋖ w} the left descent set of w. We also let T R (w) = {t ∈ T | ℓ(wt) < ℓ(w)} and T L (w) = {t ∈ T | ℓ(tw) < ℓ(w)} be the right associated reflections and left associated reflections of w, respectively.
The (strong) Bruhat order on W is defined by u ≤ v if some substring of some (equivalently, every) reduced word for v is a reduced word for u. The Bruhat order on a Coxeter group is a graded poset, with rank function given by length.
When W is the symmetric group S n , the reflections are the transpositions T = {(ij) | 1 ≤ i < j ≤ n}, the set of permutations which act on {1, . . . , n} by swapping i and j. The simple reflections are the reflections of the form (ij) where j = i + 1. We also denote this simple reflection by s i . An inversion of a permutation z = (z(1), . . . , z(n)) ∈ S n is a pair (ij) with 1 ≤ i < j ≤ n such that z(i) > z(j). It is well-known that ℓ(z) is equal to the number of inversions of the permutation z.
Note that we will often use the notation (z 1 , . . . , z n ) instead of (z(1), . . . , z(n)). We now review some facts about permutohedra, matroid polytopes, and Bruhat interval polytopes.
Definition 2.1. The usual permutohedron Perm n in R n is the convex hull of the n! points obtained by permuting the coordinates of the vector (1, 2, . . . , n).
Bruhat interval polytopes, as defined below, were introduced and studied by Kodama and the second author in [KW13] , in connection with the full Kostant-Toda lattice on the flag variety.
Definition 2.2. Let u, v ∈ S n such that u ≤ v in (strong) Bruhat order. We identify each permutation z ∈ S n with the corresponding vector (z(1), . . . , z(n)) ∈ R n . Then the Bruhat interval polytope Q u,v is defined as the convex hull of all vectors (z(1), . . . , z(n)) for z such that u ≤ z ≤ v.
See Figure 1 for some examples of Bruhat interval polytopes. We next explain how Bruhat interval polytopes are related to matroid polytopes, generalized permutohedra, and flag matroid polytopes. Definition 2.3. Let M be a nonempty collection of k-element subsets of [n] such that: if I and J are distinct members of M and i ∈ I \ J, then there exists an element j ∈ J \ I such that (I \ {i}) ∪ {j} ∈ M. Then M is called the set of bases of a matroid of rank k on the ground set [n]; or simply a matroid. Definition 2.4. Given the set of bases M ⊂
[n] k of a matroid, the matroid polytope Γ M of M is the convex hull of the indicator vectors of the bases of M:
where e I := i∈I e i , and {e 1 , . . . , e n } is the standard basis of R n .
Note that "a matroid polytope" refers to the polytope of a specific matroid in its specific position in R n .
Definition 2.5. The flag variety Fl n is the variety of all flags
Definition 2.6. The Grassmannian Gr k,n is the variety of k-dimensional subspaces of R
Note that there is a natural projection π k :
Note also that any element V ∈ Gr k,n gives rise to a matroid M(V ) of rank k on the ground set [n]. First represent V as the row-span of a full rank k × n matrix A. Given a k-element subset I of {1, 2, . . . , n}, let ∆ I (A) denote the determinant of the k × k submatrix of A located in columns I. This is called a Plücker coordinate. Then V gives rise to a matroid M(V ) whose bases are precisely the k-element subsets I such that ∆ I (A) = 0.
One result of [KW13, Section 6] (see also [KW13, Appendix] ) is the following. See Section 6 for the definition of R u,v;>0 .
Proposition 2.7. Choose u ≤ v ∈ S n . Let V • = V 1 ⊂ · · · ⊂ V n be any element in the positive part of the Richardson variety R u,v;>0 . Then the Bruhat interval polytope Q u,v is the Minkowski sum of n − 1 matroid polytopes:
In fact each of the polytopes Γ M(V k ) is a positroid polytope, in the sense of [ARW13] , and Q u,v is a generalized permutohedron, in the sense of Postnikov [Pos09] .
We can compute the bases M(V k ) from the permutations u and v as follows.
Therefore we have the following.
Proposition 2.8. For any u ≤ v ∈ S n , the Bruhat interval polytope Q u,v is the Minkowski sum of n − 1 matroid polytopes
Positroid polytopes are a particularly nice class of matroid polytopes coming from positively oriented matroids. A generalized permutohedron is a polytope which is obtained by moving the vertices of the usual permutohedron in such a way that directions of edges are preserved, but some edges (and higher dimensional faces) may degenerate. See [ARW13] and [Pos09] for more details on positroid polytopes and generalized permutohedra.
There is a generalization of matroid called flag matroid, due to Gelfand and Serganova [GS87] , [BGW03, Section 1.7], and a corresponding notion of flag matroid polytope. A convex polytope ∆ in the real vector space R n is called a (type A n−1 ) flag matroid polytope if the edges of ∆ are parallel to the roots of type A n−1 and there exists a point equidistant from all of its vertices.
The following result follows easily from Proposition 2.7.
Proposition 2.9. Choose u ≤ v ∈ S n . Then the Bruhat interval polytope Q u,v is a flag matroid polytope. We can use Proposition 2.9 to prove the following useful result.
Proposition 2.10. Let Q u,v be a Bruhat interval polytope. Consider a face F of Q u,v . Let N be the set of permutations which label vertices of F . Then N contains an element x and an element y such that
Proof. By Proposition 2.9, Q u,v is a flag matroid polytope. It follows from the definition that every face of a flag matroid polytope is again a flag matroid polytope, and therefore the face F is a flag matroid polytope. By [BGW03, Section 6.1.3], every flag matroid is a Coxeter matroid, and hence the permutations N labeling the vertices of F are the elements of a Coxeter matroid (for S n , with parabolic subgroup the trivial group). But now by the Maximality Property for Coxeter matroids [BGW03, Section 6.1.1], N must contain a minimal element x such that x ≤ z for all z ∈ N , and N must contain a maximal element y such that y ≥ z for all z ∈ N .
The generalized lifting property for the symmetric group
The main result of this section is Theorem 3.3, which is a generalization (for the symmetric group) of the classical lifting property for Coxeter groups. This result will be a main tool for proving that every face of a Bruhat interval polytope is a Bruhat interval polytope.
We start by recalling the usual lifting property.
Proposition 3.1 (Lifting property). Suppose u < v and s ∈ D R (v)\D R (u). Then u ≤ vs⋖v and u⋖us ≤ v.
is the minimal interval (with respect to inclusion) which has the property
We note that there are pairs u < v where
is empty, and hence one cannot apply the Lifting property. In contrast, Lemma 3.4 below shows that for any pair u < v in S n , there exists an inversion-minimal transposition (ij). Hence it is always possible to apply the Generalized lifting property.
Lemma 3.4. Let (W, S) be a Coxeter group. Take u, v ∈ W distinct. If ℓ(v) ≥ ℓ(u) then there exists a reflection t ∈ T such that v > vt, u < ut.
Proof. Recall that T R (w) = {t ∈ T | wt < w}. The lemma will follow if we show that In preparation for the proof of Theorem 3.3, it will be convenient to make the following definition. Definition 3.6. A pattern of length n is an equivalence class of sequences x 1 x 2 · · · x n of distinct integers. Two such sequences x 1 x 2 · · · x n , y 1 y 2 · · · y n are in the same equivalence class ("have the same pattern") if
Denote by Patt n the set of patterns of length n.
There is a canonical representative for each pattern x ∈ Patt n obtained by replacing each x i with
For example, the canonical representative of 523 is 312.
Definition 3.7. Let x, y ∈ Patt n for some n. Call (x, y) an Inversion-Inversion pair if the following condition holds:
Notice that this statement is independent of the choice of representatives. It is easy to see that if (x, y) is an Inversion-Inversion pair, then so is (
In preparation for the proof of Theorem 3.3, we first state and prove Lemmas 3.8, 3.10, and 3.11.
Lemma 3.8. Let u, v ∈ S n . The following are equivalent:
Proof. First note that (ii) obviously implies (i). We now prove that (i) implies (ii). Assume transposition (ik) is inversion-minimal. We show that the following two cases cannot hold:
Looking at intervals [i, j] and [j, k] again, we have u i < u j and
which is a contradiction. A similar argument shows that q = k leads to a contradiction. ✷ Lemma 3.8 implies the following result.
Corollary 3.9. Let u, v ∈ S n and let (ik) be inversion-minimal on (u, v). Then Proof. Define
This function is well-defined on patterns. Let
With this notation, (x, y) is an Inversion-Inversion pair if and only if f (x, y) = 0. Note that
The pairs (a) : (x 1 · · · x n−1 , y 1 · · · y n−1 ) and (b) : (x 2 · · · x n , y 2 · · · y n ) are Inversion-Inversion pairs. The conditions onx 1 ,x n imply that
and similarly for y. Since f (x 1 · · · x n−1 , y 1 · · · y n−1 ) = 0, and using I 1,n (x) = 0,
Applying condition (2) to (3), and simplifying, we get
Using condition (2) with x replaced with y, equation (5) reduces to
Comparing (4) and (6) we see that
which can only happen ifx 1 =ȳ 1 .
Lemma 3.11. Suppose that (ik) is inversion-minimal on (u, v). Then for every i < j < k, we have
Proof. By Lemma 3.8, the patterns x = v i · · · v k and y = u k u i+1 · · · u k−1 u i form an Inversion-Inversion pair (x, y) withx k =x 1 + 1 andȳ k =ȳ 1 + 1. By Lemma 3.10,x 1 =ȳ 1 . It follows that
We also see that #{j :
Consequently, for every i < j < k,
Finally we are ready to prove Theorem 3.3. Proof. [Proof of Theorem 3.3]. Choose u < v in S n , and a transposition (ij) which is inversion-minimal on (u, v). By Corollary 3.9, to prove Theorem 3.3, it suffices to show that u ≤ v(ij) and u(ij) ≤ v.
We use induction on k = j − i. The base case k = 1 holds by the lifting property (Proposition 3.1).
We have (a) u ⋗ us i and v ⋗ vs i or (b) u ⋖ us i and v ⋖ vs i . Clearly ((i + 1)j) is inversion-minimal on (vs i , us i ), and since u < v, we have us i < vs i . By induction,
In case (a), we claim that
. To see this, note first that v i+1 < v j ; otherwise we'd have v i+1 > v j and also u i+1 < u j , which would contradict our assumption that the interval
, and the claim follows. But now the claim together with us i ≤ vs i ((i + 1)j) implies that us 2 i ≤ vs i ((i + 1)j)s i and hence u ≤ vt. In case (b), we claim that s i ∈ D R (us i ((i+1)j))∩D R (vs i ). To see this, note first that u i+1 > u j ; otherwise we'd have u i+1 < u j and also v i+1 > v j , which would contradict our assumption that transposition (ij) is inversion-minimal on (u, v). Therefore s i ∈ D R (us i ((i + 1)j)), and the claim follows. But now the claim together with us i ((i + 1)j) ≤ vs i implies that us i ((i + 1)j)s i ≤ vs 2 i , and hence ut ≤ v. Case 2: Suppose that v j−1 > v j and u j−1 > u j , or v j−1 < v j and u j−1 < u j . This case is analogous to Case 1. Case 3: Suppose that neither of the above two cases holds. Since (ij) is inversion-minimal on (u, v), we must have v i < v i+1 and v j−1 < v j . Since v i > v j , there exists some m 1 ∈ (i, j − 1) such that v m1 > v m1+1 . By minimality, u m1 > u m1+1 . By Lemma 5.2, (ij) is inversion-minimal on (vs m1 , us m1 ). If us m1 and vs m1 do not satisfy the conditions of Cases 1 or 2, then we may find m 2 ∈ (i, j − 1) and then (ij) is inversion-minimal on (vs m1 s m2 , us m1 s m2 ). Such a sequence m 1 , m 2 , . . . clearly terminates. Assume that it terminates at k, so that (ij) is inversion-minimal on (vs m1 s m2 · · · s m k , us m1 s m2 · · · s m k ) and the hypotheses of Case 1 or 2 are satisfied for vs m1 s m2 · · · s m k and
Note that for any m, ts m = s m t. Therefore uΠ p t = uΠ p−1 ts mp and vΠ p t = vΠ p−1 ts mp . This implies that uΠ p t = uΠ p−1 ts mp ⋗ uΠ p−1 t and vΠ p t = vΠ p−1 ts mp ⋖ vΠ p−1 t. ✷ u = 2143 Example 3.12. The following example shows that the converse to Theorem 3.3 does not hold: it is not necessarily the case that if the Bruhat relations
As a corollary of Generalized lifting, we have the following result, which says that in an interval of the symmetric group we may find a maximal chain such that each transposition connecting two consecutive elements of the chain is a transposition that comes from the atoms, and similarly, for the coatoms.
Proof. By the Generalized lifting property, there exists a transposition t = (ij) such that u ≤ vt ⋖ v and u ⋖ ut ≤ v. But now since u ⋖ ut ≤ v, we can apply the Generalized lifting property to the pair ut ≤ v, and inductively construct the maximal chain C v . The construction of C u is analogous.
We plan to study the Generalized lifting property for other Coxeter groups in a separate paper.
Results on Bruhat interval polytopes
In this section we give some results on Bruhat interval polytopes. We show that the face of a Bruhat interval polytope is a Bruhat interval polytope; we give a dimension formula; and we give an inequality description.
4.1. Faces of Bruhat interval polytopes are Bruhat interval polytopes. The main result of this section is the following.
Theorem 4.1. Every face of a Bruhat interval polytope is itself a Bruhat interval polytope.
Our proof of this result uses the following theorem. It was first proved for the symmetric group by Edelman [Ede81] , then generalized to classical types by Proctor [Pro82] , and then proved for arbitrary Coxeter groups by Bjorner and Wachs [BW82] .
Theorem 4.2.
[BW82] Let (W, S) be a Coxeter group. Then for any u ≤ v in W , the order complex ∆(u, v) of the interval (u, v) is PL-homeomorphic to a sphere S ℓ(u,v)−2 . In particular, the Bruhat order is thin, that is, every rank 2 interval is a diamond. In other words, whenever u ≤ v with ℓ(v) − ℓ(u) = 2, there are precisely two elements z (1) , z (2) such that u < z (i) < v.
We will identify a linear functional ω with a vector (ω 1 , . . . , ω n ) ∈ R n , where ω : R n → R is defined by ω(e i ) = ω i (and extended linearly). Proposition 4.3. Choose u ≤ v in S n , and let ω : R n → R be a linear functional which is constant on a maximal chain C from u to v. Then ω is constant on all permutations z where u ≤ z ≤ v.
Proof. We will use the topology of ∆(u, v) to prove that ω is constant on any maximal chain from u to v. If ℓ(v) − ℓ(u) = 1, there is nothing to prove. If ℓ(v) − ℓ(u) = 2, then the interval [u, v] is a diamond. By the Generalized lifting property (Theorem 3.3), there exists a transposition t = (ij) such that u ⋖ vt ⋖ v and u ⋖ ut ⋖ v. Without loss of generality, C is the chain u ⋖ vt ⋖ v. But then since ω(vt) = ω(v), we must have ω i = ω j . It follows that ω(ut) = ω(u), and hence ω is constant on both maximal chains from u to v.
If ℓ(v) − ℓ(u) ≥ 3, then the order complex ∆(u, v) is a PL sphere of dimension at least 1, and hence it is connected in codimension one. Therefore we can find a path of maximal chains C = C 0 , C 1 , . . . , C N in (u, v) starting with C, which contains all maximal chains of (u, v) (possibly some occur more than once), and which has the property that for each adjacent pair C i and C i+1 , the two chains differ in precisely one element. Since the Bruhat order is thin, C i must contain three consecutive elements a ⋖ z (1) ⋖ b, and C i+1 is obtained from C i by replacing z (1) by z (2) , the unique element other than z (1) in the interval (a, b). Suppose by induction that ω is constant on C 0 , C 1 , . . . , C i . Since ω(a) = ω(z (1) ) = ω(b) and ℓ(b) − ℓ(a) = 2, we have observed in the previous paragraph that ω must be constant on [a, b] . Therefore ω attains the same value on z (2) and hence on all of C i+1 . Proof. By Proposition 4.3, it suffices to show that there is a maximal chain C 0 = {u = z (0) ⋖z (1) ⋖· · ·⋖z (ℓ) = v} on which ω is constant. By the Generalized lifting property, there exists a transposition t = (ij) such that u ≤ vt ⋖ v and u ⋖ ut ≤ v. Since u ⋖ ut and vt ⋖ v, we have u i < u j and
, we can apply the Generalized lifting property to the pair ut ≤ v, and inductively construct the desired maximal chain.
We now prove the main result of this section.
Proof.
[Proof of Theorem 4.1]. Consider a face F of a Bruhat interval polytope Q x,y for x, y ∈ S n . Then there is a linear functional ω : R n → R which attains its maximum value M precisely on the face F . By Proposition 2.10, there exist vertices u, v ∈ F such that u ≤ z ≤ v for each vertex z ∈ F . We want to show that F = Q u,v . To complete the proof, it suffices to show that every permutation z such that u ≤ z ≤ v lies in F , in other words, ω(z) = M . But now since ω attains its maximum value on [u, v] on the permutations u and v, Corollary 4.4 implies that ω is constant on [u, v] . Therefore the vertices of F are precisely the permutations in [u, v] .
4.2.
The dimension of Bruhat interval polytopes. In this section we will give a dimension formula for Bruhat interval polytopes. We will then use it to determine which Richardson varieties in Fl n are toric varieties, with respect to the usual torus action on Fl n . Recall that a Richardson variety R u,v is the intersection of opposite Schubert (sometimes called Bruhat) cells; see Section 6.1 for background on Richardson varieties.
Definition 4.5. Let u ≤ v be permutations in S n , and let C :
having an edge between vertices a and b if and only if the transposition (ab) equals x −1
. . , B r } to be the partition of [n] = {1, 2, . . . , n} whose blocks B j are the connected components of G C . Let #B C denote r, the number of blocks in the partition.
We will show in Corollary 4.8 that the partition B C is independent of C; and so we will denote this partition by B u,v .
The equations defining the affine span of Q u,v are i∈B j 
C is a refinement of B C . Similarly, B C is a refinement of B Proof. The result follows from Corollary 3.13 and Corollary 4.8. ✷
We now prove Theorem 4.6. Proof. [Proof of Theorem 4.6] We begin by showing that any point (x 1 , x 2 , . . . , x n ) ∈ Q u,v satisfies the independent equations (8). By Lemma 4.7, the linear functional ω = e B j is constant on [u, v] . Since e B j (x 1 , x 2 , . . . , x n ) = i∈B j x i , (8) holds. Now suppose that there exists another affine space
to which Q u,v belongs. By assumption, the linear functional a = (a 1 , . . . , a n ) is constant on Q u,v , so by Lemma 4.7, a = j c j e B j for some coefficients c j . Therefore equation (9) Figure 5
We now turn to the question of when the Richardson variety R u,v is a toric variety. Our proof uses Proposition 7.12, which will be proved later, using properties of the moment map. We will prove the second statement from the first. Note that C is a chain with ℓ(v) − ℓ(u) edges. Let us consider the process of building the graph G by adding one edge at a time while reading the edge-labels of C, say from top to bottom. We start out with a totally disconnected graph on the vertices [n]. Adding a new edge will either preserve the number of connected components of the graph, or will decrease it by 1. In order to arrive at a partition B u,v with n − (ℓ(v) − ℓ(u)) parts, we must decrease the number of connected components of the graph with every new edge added. But this will happen if and only if the graph G we construct is a forest (with no multiple edges).
Given a labeled graph G, we will say that a cycle (v 0 , v 1 , . . . , v k ) with v k = v 0 is increasing if v 0 < v 1 < . . . < v k−1 . We shall call a labeled graph with no increasing cycles an increasing-cycle-free labeled graph.
Lemma 4.13. The labeled graphs G at and G coat are increasing-cycle-free. In particular, they are simple and triangle-free.
Proof. From the definition, it is clear that the graphs are simple. Assume by contradiction that C = (v 0 , v 1 , . . . , v k ) is an increasing cycle in G at . By properties of Bruhat order on the symmetric group, the existence of an edge {a, b} with a < b implies that u(a) < u(b) and for any a < c < b, u(c) ∈ [u(a), u(b)]. Looking at edges {v i v i+1 }, i = 0, 1, . . . , k − 2, of cycle C, we see that Remark 4.14. Using Proposition 4.10 and Lemma 4.13, it is easy to show that any k-crown must have k ≤ 4. Indeed, the graph G C has 3 edges, and therefore at least n − 3 connected components. By Proposition 4.10, the graph G at has the same connected components as G C and k edges. By Lemma 4.13 it is simple and triangle-free. Consequently, if k > 4 then G at must have at most n − 4 components.
Lemma 4.15. Let [u, v] be a 4-crown and let C :
The graph G C is a forest. In particular, if we set t i := x −1 (i) x (i+1) for 0 ≤ i ≤ 2, then t 0 = t 2 since there are no multiple edges.
Proof. The graph G at has 4 edges. By the discussion above, the smallest cycle G at can have is of length 4. Therefore G at has at most n − 3 connected components. Assume by contradiction that G C is not a forest. Then the graph G C , which has 3 edges, has at least n − 2 connected components. But the number of connected components of G C and G at must be equal, so we obtain a contradiction. Proof. The interval [u, v] is a k-crown for k = 2, 3 or 4. If k = 2 or 3, then, by Lemma 4.13 the graph G at must have n − k connected components. Consequently, k cannot equal to 2. For k = 3, we see that the Richardson variety is toric. For k = 4, the result follows from Lemma 4.15.
4.
3. An inequality description of Bruhat interval polytopes. Using Proposition 2.8, which says that Bruhat interval polytopes are Minkowski sums of matroid polytopes, we will provide an inequality description of Bruhat interval polytopes.
We first need to recall the notion of the rank function r M of a matroid M. Suppose that M is a matroid of rank k on the ground set [n] . Then the rank function r M : 2
[n] → Z ≥0 is the function defined by
There is an inequality description of matroid polytopes, using the rank function.
Proposition 4.17 ([Wel76]
). Let M be any matroid of rank k on the ground set [n], and let r M : 2
[n] → Z ≥0 be its rank function. Then the matroid polytope Γ M can be described as
Using Proposition 4.17 we obtain the following result.
Proposition 4.18. Choose u ≤ v ∈ S n , and for each 1 ≤ k ≤ n − 1, define the matroid
Proof. We know from Proposition 2.8 that Q u,v is the Minkowski sum • M 2 = {{1, 3}, {1, 4}, {2, 3}, {2, 4}}, a matroid of rank 2 on [4].
• M 3 = {{1, 2, 3}, {1, 2, 4}, {1, 3, 4}, {2, 3, 4}}, a matroid of rank 3 on [4]. Now using Proposition 4.18, we get
x i = 10, x 1 + x 2 + x 3 ≤ 6, x 1 + x 2 + x 4 ≤ 6, x 1 + x 3 + x 4 ≤ 6, x 2 + x 3 + x 4 ≤ 6,
A generalization of the recurrence for R-polynomials
The well-known R-polynomials were introduced by Kazhdan and Lusztig as a useful tool for computing Kazhdan-Lusztig polynomials [KL79] . R-polynomials also have a geometric interpretation in terms of Richardson varieties. More specifically, the Richardson variety R u,v (see Section 6.1 for the definition) may be defined over a finite field F q , and the number of points it contains is given by the R-polynomial R u,v (q) = #R u,v (F q ).
The R-polynomials may be defined by the following recurrence. 
It is natural to wonder whether one can replace s with a transposition t whenever the Generalized lifting property holds. More precisely, suppose that t is a transposition such that
Is it true that (11) R u,v (q) = qR ut,vt (q) + (q − 1)R u,vt (q)?
In general, the answer is no. For example, one can check that u = 1324, v = 4231 and t = (24) give a counterexample. However, when t is an inversion-minimal transposition on (u, v), (11) does hold. We'll use the next lemma to prove this.
Lemma 5.2. Let u, v ∈ S n and suppose that (ik) is inversion-minimal on (u, v). Assume further that v j > v j+1 and u j > u j+1 for some j such that i < j < k − 1. Then (ik) is inversion-minimal on (vs j , us j ).
Proof. The result follows directly from the definition. ✷ Proposition 5.3. Let u, v ∈ S n with v ≥ u. Let t = (ij) be inversion-minimal on (u, v). Then
Proof. Proceed by induction on ℓ = j − i. The base case ℓ = 1 follows from Theorem 5.1. Assume the inductive hypothesis and consider ℓ > 1. Since (ij) is inversion-minimal on (u, v), we have v i > v j and u i < u j .
Case 1: Suppose that v i > v i+1 and u i > u i+1 or v i < v i+1 and u i < u i+1 . We have R u,v (q) = R usi,vsi (q). Let t ′ be the transposition ((i + 1)j). Clearly t ′ is inversion-minimal on (vs i , us i ). By induction,
By Lemma 3.11, we have v i+1 > v j ⇐⇒ u j+1 > u j . Using this and the fact that s i t ′ s i = (ij) = t, we see that
Similarly, by Lemma 3.11, we have
Putting everything together, we have the desired equality
Case 2: Suppose that v j−1 > v j and u j−1 > u j or v j−1 < v j and u j−1 < u j . This case is analogous to Case 1. Case 3: Suppose that neither of the above two cases holds. Since (ij) is inversion-minimal on (u, v), we must have v i < v i+1 and v j−1 < v j . Since v i > v j , there exists some m 1 ∈ (i, j − 1) such that v m1 > v m1+1 . Using the fact that (ij) is inversion-minimal on (u, v), we must have u m1 > u m1+1 . By Lemma 5.2, (ij) is inversion-minimal on (vs m1 , us m1 ). If us m1 and vs m1 do not satisfy the conditions of Cases 1 or 2, then we may find m 2 ∈ (i, j − 1) and then (ij) is inversion-minimal on (vs m1 s m2 , us m1 s m2 ). Such a sequence m 1 , m 2 , . . . clearly terminates. Assume that it terminates at k, so that (ij) is inversion-minimal on (vs m1 s m2 · · · s m k , us m1 s m2 · · · s m k ) and the hypotheses of Case 1 or 2 are satisfied for vs m1 s m2 · · · s m k and us m1 s m2 · · · s m k . Set Π k := s m1 s m2 · · · s m k . We then have
To prove Proposition 5.3, it suffices to show that for 1
By Proposition 5.1, we have that R uΠp,vΠp (q) = R uΠp−1,vΠp−1 (q).
Note that for any m, ts m = s m t. Therefore uΠ p t = uΠ p−1 ts m and vΠ p t = vΠ p−1 ts m . This implies that
Similarly, we have that R uΠp,vΠpt (q) = R uΠp−1,vΠp−1t (q).
This shows that (12) implies (13). ✷ Remark 5.4. The above statement and proof hold mutatis mutandis for theR-polynomials, which are a renormalization of the R-polynomials.
Example 5.5. Take u = 21345, v = 53421 and t = (13). We have 
Definition 5.7. Let P be a graded poset. A matching M of the Hasse diagram of P is a special matching if for all x, y ∈ P such that x ⋖ y, we have
It is known that special matchings can be used to compute R-polynomials:
Theorem 5.8. [BCM06, Theorem 7.8] Let (W, S) be a Coxeter system, let w ∈ W , and let M be a special matching of the Hasse diagram of the interval [e, w] in Bruhat order. Then
for all u ≤ w, where c = 1 if M (u) ⋗ u and c = 0 otherwise.
One might guess that the Generalized lifting property is compatible with the notion of special matching. More precisely, one might speculate that if [u, v] ⊂ S n and t is inversion-minimal on (u, v) then there is a special matching M of [u, v] such that M (u) = ut and M (v) = vt. The following gives an example of this. Figure 6
The following example shows that it is not the case that an inversion-minimal transposition must be compatible with a special matching. This makes Proposition 5.3 all the more surprising, and shows that it cannot be deduced using special matchings. 6. Background on partial flag varieties G/P 6.1. Preliminaries. over R, with split torus T . We identify G (and related spaces) with their real points and consider them with their real topology. Let t denote the Lie algebra of T , t R denote its real part, and let t * R denote the dual of the torus. Let Φ ⊂ t * R denote the set of roots, and choose a system of positive roots Φ + . We denote by B = B + the Borel subgroup corresponding to Φ + and by U + its unipotent radical. We also have the opposite Borel subgroup B − such that B + ∩ B − = T , and its unipotent radical U − . For background on algebraic groups, see e.g. [Hum75] . Let Π = {α i i ∈ I} ⊂ Φ + denote the simple roots, and let {ω i i ∈ I} denote the fundamental weights. For each α i ∈ Π there is an associated homomorphism φ i : SL 2 → G. Consider the 1-parameter subgroups in G (landing in U + , U − , and T , respectively) defined by
where m ∈ R, ℓ ∈ R * , i ∈ I. The datum (T, B + , B − , x i , y i ; i ∈ I) for G is called a pinning. The standard pinning for SL n consists of the diagonal, upper-triangular, and lower-triangular matrices, along with the simple root subgroups x i (m) = I n + mE i,i+1 and y i (m) = I n + mE i+1,i where I n is the identity matrix and E i,j has a 1 in position (i, j) and zeroes elsewhere.
The Weyl group W = N G (T )/T acts on t * R , permuting the roots Φ. We set s i :=ṡ i T whereṡ i := φ i 0 −1 1 0 . Then any w ∈ W can be expressed as a product w = s i1 s i2 . . . s im with ℓ(w) factors. This gives W the structure of a Coxeter group; we will assume some basic knowledge of Coxeter systems and Bruhat order as in [BB05] . We setẇ =ṡ i1ṡi2 . . .ṡ im . It is known thatẇ is independent of the reduced expression chosen. The (complete) flag variety is the homogeneous space G/B + = G/B. Note that we will frequently use B to denote B + . We have two opposite Bruhat decompositions of G/B:
We define the intersection of opposite Bruhat cells
which is nonempty precisely when u ≤ v in Bruhat order, and in that case is irreducible of dimension ℓ(v) − ℓ(u), see [KL79] . The strata R u,v are often called Richardson varieties.
Let J ⊂ I. The parabolic subgroup W J ⊂ W corresponds to a parabolic subgroup P J in G containing B. Namely, P J = ⊔ w∈WJ BẇB. There is a corresponding generalized partial flag variety, which is the homogeneous space G/P J .
There is a natural projection from the complete flag variety to a partial flag variety which takes the form π = π J : G/B → G/P J , where π(gB) = gP J .
6.2. Generalized Plücker coordinates and the Gelfand-Serganova stratification of G/P . Let P = P J be a parabolic subgroup of G. In [GS87] , Gelfand and Serganova defined a new stratification of G/P . In the case that G = SL n and P is a maximal parabolic subgroup, their stratification recovers the well-known matroid stratification of the Grassmannian. Let C be a Borel subgroup of G containing the maximal torus T . The Schubert cells on G/P associated with C are the orbits of C in G/P . The Schubert cells are in bijection with W J , and can be written as CẇP where w ∈ W J .
Definition 6.1. The Gelfand-Serganova stratification (or thin cell stratification) of G/P is the simultaneous refinement of all the Schubert cell decompositions described above. The (nonempty) strata in this decomposition are called Gelfand-Serganova strata or thin cells. In other words, we choose for each Borel subgroup C a Schubert cell associated with C. The intersection of all chosen cells, if it is nonempy, is called a Gelfand-Serganova stratum or a thin cell.
There is another way to think about the Gelfand-Serganova stratification, using generalized Plücker coordinates.
Let J ⊂ I index the simple roots corresponding to the parabolic subgroup P = P J , and let ρ J = j∈J ω j . Let V ρJ be the representation of G with highest weight ρ j , and choose a highest weight vector η J . Recall that we have an embedding of the flag variety
Let A be the set of weights of V ρJ taken with multiplicitiy. We choose a weight basis {e α |α ∈ A} in V ρJ . Then any point X ∈ G/P determines, uniquely up to scalar d, a collection of numbers p α (X), where
Let W (ρ J ) ⊂ t * R be the orbit of ρ J under W . Then W (ρ J ) are the extremal weight vectors, that is, they lie at the vertices of some convex polytope ∆ P , and the other elements of A lie inside of ∆ P , see [Ati82, GS87] . The extremal weight vectors can be identified with the set W/W J of cosets via the map w · ρ J → wW J .
Definition 6.2. Let X ∈ G/P . The numbers {p α (X) | α ∈ W (ρ J )}, defined up to scalar, are called the generalized Plücker coordinates of X. And the list of X is the subset
Example 6.3. Let G = SL n and P = SL k × SL n−k ; note that G/P ∼ = Gr k,n . Let V denote the n-dimensional vector space with standard basis e 1 , . . . , e n . The vector e 1 ∧ e 2 ∧ · · · ∧ e k is a highest weight vector for the representation k V of G, and we have an embedding
given by gP → g(e 1 ∧ e 2 ∧ · · · ∧ e k ).
Expanding the right-hand side in the natural basis, we get
where I = {i 1 < · · · < i k }, and A = π k (g) ∈ Gr k,n is the span of the leftmost k columns of A. This shows that the generalized Plücker coordinates agree with the Plücker coordinates from Section 2 in the case of the Grassmannian.
Theorem 6.4. [GS87, Theorem 1] Two points X, Y ∈ G/P lie in the same Gelfand-Serganova stratum if and only if they have the same list.
6.3. Total positivity. We start by reviewing the totally nonnegative part (G/P ) ≥0 of G/P , and Rietsch's cell decomposition of it. We then relate this cell decomposition to the Gelfand-Serganova stratification.
Definition 6.5.
[Lus94] The totally non-negative part U − ≥0 of U − is defined to be the semigroup in U − generated by the y i (t) for t ∈ R ≥0 . The totally non-negative part (G/B) ≥0 of G/B is defined by (G/B) ≥0 := {yB y ∈ U − ≥0 }, where the closure is taken inside G/B in its real topology.
The totally non-negative part (G/P J ) ≥0 of G/P J is defined to be π J ((G/B) ≥0 ).
• u = ∅. It is called distinguished if we have u (j) ≤ u (j−1) s ij for all j ∈ {1, . . . , m}. In other words, if right multiplication by s ij decreases the length of u (j−1) , then in a distinguished subexpression we must have u (j) = u (j−1) s ij . Finally, u is called a positive distinguished subexpression (or a PDS for short) if u (j−1) < u (j−1) s ij for all j ∈ {1, . . . , m}. In other words, it is distinguished and non-decreasing. 
where each p ℓ ranges over
, and the map g → gB defines an isomorphism
Remark 6.11. Use the notation of Theorem 6.10, and now assume additionally that v ∈ W J . Then Theorem 6.10 and Definition 6.7 imply that the map g → gP J defines an isomorphism
Definition 6.12. Let T >0 denote the positive part of the torus, i.e. the subset of T generated by all elements of the form α
, where ℓ ∈ R >0 . Lemma 6.13. Let t ∈ T >0 and gP J ∈ P J u,v;>0 . Then tgB ∈ P J u,v;>0 .
Proof. We claim that for any t ∈ T >0 and a ∈ R >0 , we have tṡ i =ṡ i t ′ for some t ′ ∈ T >0 , and also ty i (a) = y i (a ′ )t for some a ′ ∈ R >0 . If we can demonstrate this claim, then the lemma follows from the parameterization of cells given in Theorem 6.10 and Remark 6.11: using the claim, we can simply factor the t all the way to the right where it will get absorbed into the group P J .
To prove the first part of the claim, note that sinceṡ i lies in the normalizer of the torus N G (T ), for any t ∈ T we have thatṡ i tṡ
Moreover, if t ∈ T >0 then also t ′ ∈ T >0 : one way to see this is to use the fact that T >0 is the connected component of T containing 1 [Lus94, 5.10]. Then sinceṡ i T >0ṡ
is also connected and contains 1, its elements must all lie in T >0 .
To prove the second part of the claim, note that by [Lus94, 1.3 (b)], we have ty i (a) = y i (χ ′ i (t) −1 a)t for any i ∈ I, t ∈ T , and a ∈ R, where χ ′ i : T → R * is the simple root corresponding to i. When t ∈ T >0 and a ∈ R >0 , we have χ
−1 a > 0. Rietsch also showed that the closure of each cell of (G/P J ) ≥0 is a union of cells, and described when one cell of (G/P J ) ≥0 lies in the closure of another [Rie06] . Using this description, it is easy to determine the set of 0-cells contained in the closure P J u,v;>0 .
Remark 6.15. The 0-cells in P J u,v;>0 are precisely the torus fixed points of G/P J that lie in P J u,v;>0 .
6.4. Total positivity and canonical bases for simply laced G. Assume that G is simply laced. Let U be the enveloping algebra of the Lie algebra of G; this can be defined by generators e i , h i , f i (i ∈ I) and the Serre relations. For any dominant weight λ ∈ t * R , there is a finite-dimensional simple U-module V (λ) with a non-zero vector η such that e i · η = 0 and h i · η = λ(h i )η for all i ∈ I. The pair (V (λ), η) is determined up to unique isomorphism.
There is a unique G-module structure on V (λ) such that for any i ∈ I, a ∈ R we have
Then x i (a) · η = η for all i ∈ I, a ∈ R, and t · η = λ(t)η for all t ∈ T . Let B(λ) be the canonical basis of V (λ) that contains η [Lus90] . We now collect some useful facts about the canonical basis.
Lemma 6.16. [Lus98, 1.7(a)]. For any w ∈ W , the vectorẇ · η is the unique element of B(λ) which lies in the extremal weight space V (λ) w·λ . In particular,ẇ · η ∈ B(λ).
We define f 6.5. The moment map for G/P . In this section we start by defining the moment map for G/P and describing some of its properties. We then give a result of Gelfand-Serganova [GS87] which gives another description of their stratification of G/P in terms of the moment map.
Recall the notation of Section 6.2.
Definition 6.18. The moment map on G/P is the map µ : G/P → t * R defined by
Given X ∈ G/P , let T X denote the orbit of X under the action of T , and T X its closure. Theorem 6.19 follows from classical work of Atiyah [Ati82] and Guillemin-Sternberg [GS82] . See also [GS87, Theorem 3.1].
Theorem 6.19. [GS87, Theorem 3.1] Let X ∈ G/P . The image µ(T X) is a convex polytope, and µ induces a one-to-one correspondence between the set of orbits of T in T X and the set of faces of the polytope µ(T X), whereby a q-dimensional orbit of T is mapped onto an open q-dimensional face of µ(T X).
Gelfand and Serganova [GS87] characterized the vertices of µ(T X).
Proposition 6.20. [GS87, Proposition 5.1] Let X ∈ G/P . Then the vertices of µ(T X) are the points α for all α ∈ L X .
7. Gelfand-Serganova strata, total positivity, and Bruhat interval polytopes for G/P In this section we show that each totally positive cell of (G/P ) ≥0 lies in a Gelfand-Serganova stratum, and we explicitly determine which one (i.e. we determine the list).
2 We then define a Bruhat interval polytope for G/P , and show that each face of a Bruhat interval polytope is a Bruhat interval polytope. Our proof of this result on faces uses tools from total positivity. Allen Knutson has informed us that he has a different proof of this result about faces, using Frobenius splitting [Knu14] .
7.1. Gelfand-Serganova strata and total positivity. Write G/P = G/P J . Our goal is to prove the following theorem.
In particular, P J u,v;>0 is entirely contained in one Gelfand-Serganova stratum. Theorem 7.1 immediately implies the following. ≥0 is the restriction of the Gelfand-Serganova stratification to (G/P ) ≥0 . In particular, her cell decompositions of the totally nonnegative parts of the complete flag variety (G/B) ≥0 and of the Grassmannian (Gr k,n ) ≥0 are the restrictions of the Gelfand-Sergova stratification to (G/B) ≥0 and (Gr k,n ) ≥0 , respectively. Lemma 7.5. Let X ∈ G/P . Recall that T >0 denotes the positive part of the torus. Then µ(T X) = µ(T >0 X) and µ(T X) = µ(T >0 X).
Proof. Recall that the torus T acts on the highest weight vector η J of V ρJ by tη J = ρ J (t)η J for all t ∈ T . So the action of t ∈ T on X ∈ G/P will scale the Plücker coordinates of X by ρ J (t).
Since the elements α ∨ j (ℓ) for ℓ ∈ C * generate T , and we can write any ℓ ∈ C * in the form re iθ with r ∈ R >0 and θ ∈ R, to prove the lemma, it suffices to show that for any positive r and real θ,
First suppose that e iθ has finite order in the group of complex numbers of norm 1. Then α ∨ j (e iθ ) has finite order, and hence |ρ J (α ∨ j (e iθ ))| = 1. But now within the group of unit complex numbers, the elements of finite order are dense. Therefore for any unit complex number e iθ , we have |ρ J (α ∨ j (e iθ ))| = 1. Now note that since ρ J and φ j are homomorphisms, we have
And since the moment map depends only on the absolute value of the Plücker coordinates, it follows that (16) holds.
We now turn to the proof of Proposition 7.4. Proof.
[Proof of Proposition 7.4] Consider z · ρ J ∈ L X . Since the extremal weight vectors are in bijection with cosets W/W J , we may assume that z ∈ W J . Proposition 6.20 implies that z · ρ J is a vertex of µ(T X), and Lemma 7.5 therefore implies that z · ρ J ∈ µ(T >0 X). Choose X ′ ∈ T >0 X such that µ(X ′ ) = z · ρ J . Since z · ρ J is a vertex of µ(T X), Theorem 6.19 implies that z · ρ J is the image of a torus fixed point of T X. Therefore X ′ is a torus fixed point of G/P and must necessarily be the pointżP .
By Lemma 6.13, T >0 X ⊂ P J u,v;>0 . Therefore X ′ =żP ∈ P J u,v;>0 . It follows thatżP is a 0-cell in the closure of P J u,v;>0 , so by Corollary 6.14, we must have u ≤ z ≤ v.
To prove Proposition 7.6, we will need Proposition 7.7 below, which follows from [RW08, Lemma 6.1]. In fact the statements in [RW08, Section 6] used the ρ-representation V ρ of G, but the arguments apply unchanged when one uses V ρJ in place of V ρ .
Proposition 7.7. Consider G/P J where G is simply laced. Let η J be a highest weight vector of V ρJ and let B = B(ρ J ) be the canonical basis of V ρJ [Lus90] which contains η J . Consider the embedding
where
Then if gP J ∈ (G/P J ) ≥0 , the line g · η J , when expanded in B, has non-negative coefficients. Moreover, the set of coefficients which are positive (respectively, zero) depends only on which cell of (G/P J ) ≥0 the element gP J lies in.
We are now ready to prove Proposition 7.6. We will first prove it in the simply-laced case, using properties of the canonical basis, following Marsh and Rietsch, and then prove it in the general case, using folding.
Proof. [MR05] [Proof of Proposition 7.6 when G is simply-laced.] Let z ∈ [u, v]. We will use induction on ℓ(v) to show that z · ρ J is in the list L X . By Remark 6.11, we can write X = gP J for g = g 1 . . . g n ∈ G >0 u+,v , where v = s i1 . . . s in is a reduced expression of v. Define v ′ = s i2 . . . s in , g ′ = g 2 . . . g n , and X ′ = g ′ P J . We need to consider two cases: that g 1 = y i1 (p 1 ), and g 1 =ṡ i1 .
In the first case, we have X ′ ∈ P J u,v ′ ;>0 . So the induction hypothesis implies that
Here we must have L X ′ ⊂ L X , since P J u,v ′ ;>0 ⊂ P J u,v;>0 . So we are done if u ≤ z ≤ v ′ . Otherwise, u ≤ z ≤ v but z v ′ . Then any subexpression for z within v must use the s i1 , and so u ≤ s i1 z ≤ v ′ . And now by induction, we have s i1 z · ρ J ∈ L X ′ .
By Proposition 7.7, the line X ′ · η j = g ′ · η J is spanned by a vector ξ which is a non-negative linear combination of canonical basis elements. Since s i1 z · ρ J ∈ L X ′ , we have that ξ = cṡ i1ż · η J + other terms, where c is positive. By Lemma 6.17, when we apply y i1 to ξ we see that X · η J = c ′ż · η J + other terms , where c ′ = 0. Therefore z · ρ J ∈ L X . In the second case, we have that g 1 =ṡ i1 , so u ′ := s i1 u⋖u and v ′ := s i1 v ⋖v. By the induction hypothesis,
Consider again u ≤ z ≤ v. Since the positive subexpression u + for u in v begins with s i1 , we must have u v ′ . But then z v ′ . Now z ≤ v and z v ′ implies that any reduced expression for z in v must use the s i1 . So if we let z ′ := s i1 z, then u ′ ≤ z ′ ≤ v ′ . Therefore by the induction hypothesis, z ′ ·ρ J ∈ L X ′ , i.e. X ′ ·η J = cż ′ ·η J + other terms where c = 0. But now X · η J = ṡ i1 X ′ · η J = cṡ i1ż ′ · η J + other terms = cż · η J + other terms . Therefore z · ρ J ∈ L X .
Before proving Proposition 7.6 in the general case, we give a brief overview of how one can view each G which is not simply laced in terms of a simply laced group G by "folding." For a detailed explanation of how folding works, see [Ste08] .
If G is not simply laced, then one can construct a simply laced group G and an automorphism τ of G defined over R, such that there is an isomorphism, also defined over R, between G and the fixed point subset G τ of G. Moreover the groups G and G have compatible pinnings. Explicitly we have the following. Let G be simply connected and simply laced. Choose a pinning (T, B + , B − , x i , y i , i ∈ I) of G. Here I may be identified with the vertex set of the Dynkin diagram of G. Let σ be a permutation of I preserving connected components of the Dynkin diagram, such that, if j and j ′ lie in the same orbit under σ then they are not connected by an edge. Then σ determines an automorphism τ of G such that τ (T ) = T ; and for all i ∈ I and m ∈ R, we have τ (x i (m)) = x σ(i) (m) and τ (y i (m)) = y σ(i) (m). In particular τ also preserves B + , B − . Let I denote the set of σ-orbits in I, and for i ∈ I, let We also let s i = i∈i s i , and α i = i∈i α i , where {α i | i ∈ I} is the set of simple roots for G. Then the fixed point group G τ is a simply connected algebraic group with pinning (T τ , B +τ , B − τ , x i , y i , i ∈ I). There exists, and we choose, G and τ such that G τ is isomorphic to our group G via an isomorphism compatible with the pinnings. The set {α i | i ∈ I} is the set of simple roots for G, and W := s i | i ∈ I is the Weyl group for G. Note that W ⊂ W , where W is the Weyl group for G. Moreover, any reduced expression v = (i 1 , i 2 , . . . , i m ) in W gives rise to a reduced expression v in W of length m k=1 |i k |, which is determined uniquely up to commuting elements [Nan05, Prop. 3.3] . To a subexpression u of v we can then associate a unique subexpression u of v in the obvious way.
Proof. [Proof of Proposition 7.6 in the general case.] Let G be a group which is not simply laced and use all the notation above. We have that G is isomorphic to G τ via an isomorphism compatible with the pinnings. Let P J be the parabolic subgroup of G determined by the subset J ⊂ I. This gives rise to a subset J ⊂ I defined by J = i∈J i.
Now note that
Therefore the highest weight vector η J of the G-representation V ρJ can also be viewed as a highest weight vector for the G-representation V ρ J . Proof. Every edge is itself a face of the polytope, so by Theorem 7.13, it must come from an interval in Bruhat order. Since the elements of W (ρ J ) are the vertices of a polytope, none lies in the convex hull of any of the others. So a Bruhat interval polytope with precisely two vertices must come from a cover relation in Bruhat order.
Example 7.15. When G = SL n and P = B, a Bruhat interval polytope for G/P is precisely a Bruhat interval polytope as defined in Definition 2.2.
Example 7.16. When G = SL n and P is a maximal parabolic subgroup, G/P is a Grassmannian, (G/P ) ≥0 is the totally non-negative part of the Grassmannian, and the cells P J u,v;>0 (for u ≤ v, u ∈ S n , and v ∈ W J ) are called positroid cells. In this case the moment map images of closures of torus orbits are a special family of matroid polytopes called positroid polytopes. These polytopes were studied in [ARW13] ; in particular, it was shown there (by a different method) that a face of a positroid polytope is a positroid polytope.
