We present a general framework for the reconstruction of natural video scenes encoded with a population of spiking neural circuits with random thresholds. The natural scenes are modeled as space-time functions that belong to a space of trigonometric polynomials. The visual encoding system consists of a bank of filters, modeling the visual receptive fields, in cascade with a population of neural circuits, modeling encoding in the early visual system. The neuron models considered include integrate-and-fire neurons and ON-OFF neuron pairs with threshold-and-fire spiking mechanisms. All thresholds are assumed to be random. We demonstrate that neural spiking is akin to taking noisy measurements on the stimulus both for time-varying and space-time-varying stimuli. We formulate the reconstruction problem as the minimization of a suitable cost functional in a finite-dimensional vector space and provide an explicit algorithm for stimulus recovery. We also present a general solution using the theory of smoothing splines in Reproducing Kernel Hilbert Spaces. We provide examples of both synthetic video as well as for natural scenes and demonstrate that the quality of the reconstruction degrades gracefully as the threshold variability of the neurons increases.
Introduction
In the recent years the increasing availability of multi-electrode recordings and functional imaging methods has led to the application of neural decoding techniques to the recovery of complex stimuli such as natural video scenes. An algorithm based on the optimal linear decoder derived in Warland, Reinagel, and Meister (1997) for a rate model was presented in Stanley, Li, and Dan (1999) for the reconstruction of natural video scenes with recognizable moving objects from recordings of a neural population of the cat's lateral geniculate nucleus (LGN). Visual image reconstruction from fMRI data was examined in Miyawaki et al. (2008) , whereas in Kay, Naselaris, Prenger, and Gallant (2008) fMRI data was used to identify natural images. The above works suggest that the visual information is preserved along the different layers of the visual system and call for the development of novel algorithms for neural decoding algorithms that are based on spike times.
In this paper we present a formal mathematical, model based approach, for coding and reconstruction in the early visual system. Our neural architecture consists of a population of N spatial filters that model the classical receptive fields, in cascade with an equal number of spiking neural circuits. The neural circuits considered are either integrate-and-fire neurons or ON-OFF neuron pairs with thresholding and feedback. In our architecture the neuronal variability is not attributed to a probabilistic code (Ma, Beck, Latham, & Pouget, 2006) ; rather the neural circuits are assumed to have random thresholds with known a priori distribution. Neurons with random thresholds have been used to model the observed spike variability of biological neurons of the fly visual system (Gestri, Mastebroek, & Zaagman, 1980) , as well as neurons in the early visual system of the cat (Reich, Victor, Knight, Ozaki, & Kaplan, 1997) .
We show that neural spiking with these neural circuits represents noisy and independent (Knight, 1972 ) (generalized) measurements of the input visual stimulus. Based on these measurements, we construct regularized cost functionals and identify the reconstructed stimulus as its minimizer. For simplicity, we assume that the input visual space belongs to a finite-dimensional Hilbert space and use standard optimization techniques to find the reconstructed stimulus. However, as it will be discussed, the results can be directly extended to infinite-dimensional spaces, using the theory of smoothing splines (Wahba, 1990) in Reproducing Kernel Hilbert Spaces (Berlinet & Thomas-Agnan, 2004) .
The work presented here builds and extends upon previous work on the representation of stimuli with deterministic spiking neurons. Assuming that the input signal is bandlimited and the bandwidth is known, a perfect recovery of the stimulus based upon the spike times can be achieved provided that the spike density is above the Nyquist rate of the stimulus. These results hold for a wide variety of sensory stimuli, including audio (Lazar & Pnevmatikakis, 2008b ) and video streams (Lazar & Pnevmatikakis, 2008a; Lazar & Pnevmatikakis, submitted in this paper are defined on a discretized version of a band-limited signal space, known as the space of trigonometric polynomials. Such spaces are suitable for modeling since they have all the desirable properties of band-limited signal spaces with the added benefit of being finite-dimensional and thus numerically tractable (Lazar, Simonyi, & Tóth, 2008) . Moreover, as it will be demonstrated, the finite-dimensionality of the space determines to a first order the complexity of the reconstruction algorithm. Consequently, data recorded from additional neurons can be included into the recovery algorithm at a very moderate computational cost.
Since the encoding neural circuits have random thresholds, a perfect recovery of the input stimulus is not possible. In order to derive an optimal recovery algorithm, we setup the stimulus recovery as a regularized optimization problem. Signal representation using regularization techniques has been discussed in the computational vision (Poggio, Torre, & Koch, 1985) and neural networks (Girosi, Jones, & Poggio, 1995) literature. In this paper we present a formal model for stimulus reconstruction from spike timing using a method of regularization that, as we will show, can approximate complex visual streams, such as natural scenes, in a very efficient way. Using regularization to reconstruct signals encoded with neurons with random thresholds was first presented in Lazar and Pnevmatikakis (2009) in the context of time-varying stimuli belonging to Sobolev spaces encoded with a population of leaky integrate-and-fire neurons.
We explore the recovery of natural scenes and synthetic video streams as a function of the variability of the random thresholds. Variability is quantified as the ratio between the variance and the mean of the threshold. We also explore the modeling of natural scenes with the sample functions that are defined in the space of trigonometric functions. Finally, we present for the first time video sequences of visual stimuli encoded with neural circuit architectures based on neurons with random thresholds. We evaluate the recovery using both traditional measures of signal-to-noise ratio (SNR) as well structural similarity index (SSIM) (Wang, Bovik, Sheikh, & Simoncelli, 2004) . The latter more closely relates to perceptual quality of visual stimuli. Rather than focusing on modeling a specific region of the early visual system, we show that the methodology presented here is general and can be applied to arbitrary combinations of receptive fields and neural spiking mechanisms. These include classic models of the early visual pathway (retina, LGN and V1).
The paper is organized as follows. Section 2 deals with the problem of encoding and reconstruction of time-varying stimuli. In Section 2.1 we give a short overview of the spaces of trigonometric functions and discuss how these constitute a natural discretization of spaces of bandlimited functions. In Section 2.2 we present how time-varying stimuli can be encoded with ON-OFF neuron pairs with random thresholds and present their reconstruction by finding the minimizer of an appropriate quadratic cost functional. In Section 2.3 integrate-and-fire neurons with random thresholds encode time-varying stimuli; their recovery is presented in the same section. Examples are given in Section 2.4 that explore the quality of the reconstruction as a function of threshold variability. In Section 3 we introduce the full model for video encoding and reconstruction with a population of spiking neurons with random thresholds. We discuss how video streams can be modeled as space-time trigonometric polynomials and discuss their representation and reconstruction based on this working assumption. Section 4 presents examples of both synthetic and natural video scenes, encoded with neural circuits build with classic models of receptive fields and spiking neurons arising in the retina, LGN and V1. The examples demonstrate the effectiveness of our algorithm by measuring various different quality metrics (Peak SNR, and SSIM) for two different choices of random threshold (Gaussian, Gamma). Actual videos can be found in the Supplementary material. Section 5 discusses various extensions of our work to the recovery of infinite-dimensional stimuli. Finally, Section 6 provides the context for our research and its relation to Bayesian estimates, as well as approaches to globally optimal reconstructions. Section 7 concludes our work and discusses potential future directions.
Representation and recovery of time-varying stimuli
Encoding of space-time visual stimuli with neural circuits leads to a fairly complex neural architecture. Since our goal is to present in this paper a rigorous framework for both representation and recovery of visual information, we will first introduce the simpler case of encoding time-varying signals. In this way the reader can develop the needed intuition to deal with the more general encoding of space-time stimuli. As will be clear in Section 3, the key neural building blocks of the encoding architecture for visual stimuli require the careful treatment described below.
Following a short introduction to the space of trigonometric functions, we present a general framework for the representation and recovery of time-varying functions with spiking neuron models. The neuron models considered are of integrate-and-fire and threshold-and-fire type and arise as spiking neuron models in early vision.
Modeling stimuli as trigonometric functions
In this section we briefly introduce the spaces of trigonometric polynomials and discuss how they can be used for modeling sensory stimuli of interest. We show that trigonometric polynomials are natural discretizations of bandlimited functions, suitable for applications.
In the univariate case, the space of trigonometric polynomials consists of functions that are simultaneously bandlimited with bandwidth X (in rad/sec) and periodic with period T. The period and bandwidth are related with each other by the relation
where M is a positive integer that denotes the order of the space. Let H denote this space. 
ON-OFF neuron models
In this section we analyze a single-input two-output time encoding machine (Lazar & Tóth, 2004) with feedback (Fig. 1a) (Gerstner & Kistler, 2002) . The pairs of coupled neurons in Fig. 1a arise as models of ON and OFF bipolar cells in the retina and their connections through the non-spiking horizontal cells (Masland, 2001 ).
Similar models have also been proposed for various modeling tasks, e.g., (Truccolo, Eden, Fellows, Donoghue, & Brown, 2005; Pillow et al., 2008) .
Stimulus encoding and the t-transform
Let ðt j k Þ; k ¼ 1; 2; . . . ; n j , be the set of spike times of the neuron j, j = 1,2. Then the value of the input stimulus can be inferred at the spike times from the equations, formally known as the t-transform (Lazar & Tóth, 2004) . Intuitively, the t-transform shows how the neural spike train is associated with a set of linear measurements of the stimulus. (5) show that neural spiking in this circuit is equivalent with the point evaluation of the input stimulus u at the spike times, and it can be rewritten as a bounded linear functional
for all k; k ¼ 1; 2; . . . ; n i , and i, i = 1, 2. From Riesz representation theorem, there is a unique element v i k in H such that the above linear functional can be written in inner product form as 
The sampling functions v j k and the projections q j k are determined by the parameters of the neurons and the spike times. Thus, the t-transform maps the amplitude information of the stimulus into the time information carried by the spike trains.
Stimulus reconstruction
To derive the reconstructed stimulus, we seek a stimulus that minimizes the following regularized cost functional J : H # R defined by JðuÞ ¼ 1
The cost functional consists of three terms. The first two represent the faithfulness of the reconstructed error with respect to the original noisy measurements, normalized so that they all have the same variance 1. The third term is a regularization term, used to prevent overfiting, due to the noisy data. Finally, k is a positive smoothing parameter that regulates the tradeoff between faithfulness to the measurements and smoothness. We have the following result: 
with I the identity matrix with dimension n 1 þ n 2 ; ½q j k ¼ q Proof. Since the minimizer lies in the same space H it can be written as in (11). The system of equations (12) is obtained by plugging (11) into (10) and solving the set of equations
independent of the number of spikes. This shows that setting up the problem in a finite-dimensional space, leads to a recovery with complexity determined by M and not by the number of spikes as in Lazar and Pnevmatikakis (2009) 
2.3. Integrate-and-fire neuron models
The second neuron model that we examine is a leaky integrate-and-fire (LIF) with random threshold (see Fig. 1b ). The stimulus u biased by a constant background current b is fed into a LIF neuron with resistance R and capacitance C. Furthermore, the neuron has a random threshold with mean d and variance r 2 . The value of the threshold changes only at spike times, i.e., it is constant between two consecutive spikes. Assume that after each spike the neuron is reset to the initial value zero. Integrate-andfire (IAF) neuron models have been used to model the responses of neurons in the early visual system (Pillow, Paninski, Uzzell, Simoncelli, & Chichilnisky, 2005) . Note that an ON-OFF formulation for IAF models is also possible (Lazar & Pnevmatikakis, 2010 ; Lazar & Pnevmatikakis, submitted for publication), but is omitted here for simplicity.
Stimulus encoding and the t-transform
Let ðt k Þ; k ¼ 1; 2; . . . ; n þ 1, denote the output spike train of the LIF neuron. Between two consecutive spike times the operation of the neuron is described by the t-transform equations
where d k is the value of the random threshold during the interspike interval ½ðt k ; t kþ1 Þ. The t-transform can also be rewritten as
where
where the e k 's are i.i.d. random variables with mean zero and variance ðCrÞ 2 for all k = 1,2,. . ., n. The sequence ðL k Þ; k ¼ 1; 2; . . . ; n, has a simple interpretation: it represents the set of n generalized measurements performed on the stimulus u. By using the Riesz representation theorem, the measurements of (14) can be given in the inner product form
where the sampling functions v k ; k ¼ 1; 2; . . . ; n, can be expressed in the standard form as
where similarly to (9), we have
Àt RC e Àm ðtÞ dt
. . . ; n:
Stimulus reconstruction
Similarly to the previous case, we seek a stimulusû 2 H that satisfieŝ
The minimizer is given in the Proposition below, whose proof is similar to the one of Proposition 1.
Proposition 2. The minimizerû is of the form
where c m ; m ¼ ÀM; ÀM þ 1; . . . ; M, are appropriate coefficients given by the solution of the system of equations
where I is the identity matrix with dimension n, ½q k ¼ q k and c ¼ ½c m and G is a matrix of dimension n Â ð2M þ 1Þ and entries ½G km ¼ b m;k , where b m;k are given by (18).
Examples
In this section we present a detailed example to test the performance of the recovery algorithms presented above. The input space is a space of trigonometric polynomials with signals that are bandlimited with maximum frequency of 50 Hz and periodic with period 0.5 s. In order to avoid the periodic boundary effects that do not appear in practice, the tested signals were restricted to a time interval of length of 0.25 s.
First the signal was encoded with a pair of ON-OFF neurons with random thresholds for 10 different noise levels. At each noise level the reconstruction algorithm of Proposition 1 was applied for 50 different values of the smoothing parameter k. Note that the noise levels of the two branches were equal and on average each branch produced roughly 40 spikes. The exact parameters of the neuron pair were Fig. 2a shows the performance of the algorithm in terms of the signal-to-noise ratio (SNR) averaged over 10 repetitions. Note that the standard error of the mean (SEM) was always below 1 dB (not shown). It can be seen that as the variance of the thresholds decreases, the quality of reconstruction improves and practically reaches excellent recovery (50 dB SNR) for low noise levels. Moreover it can be observed that the smoothing parameter that gives the optimal reconstruction slowly increases with the variance of the thresholds. This is also expected as increased threshold variability essentially increases the noise level in the t-transform and thus calls for more smoothing (larger k) during reconstruction. Fig. 2b shows a similar figure for the case when the stimulus is encoded with an LIF neuron. The parameters of the neuron were b = 2.5, d = 0.8, R = 30, and C = 0.01 and the neuron produced an average of roughly 75 spikes per trial. The qualitative behavior of the SNR is the same as in the previous case of the ON-OFF neural circuit and exhibits a graceful degradation of the SNR as the threshold variability increases.
A close observation of the two figures shows that for the same level of noise power, the stimulus encoded with the ON-OFF neural circuit can be reconstructed with a substantially higher SNR than the one encoded with the LIF neuron. An explanation for this comes from the observation of the t-transform Eqs. (5) and (13). In the case of the ON-OFF neural circuit, the spikes of the circuit correspond to irregular samples of the signal at values that are related to the thresholds. Therefore each random measurement has a mean that is in general away from zero and thus the effect of the threshold variability is limited. The situation is different for the LIF neuron. Due to the existence of the bias b, the neuron fires even if the contribution of the stimulus is minimal. Moreover the integrator averages out the contribution of zero mean signals. Therefore, the mean-to-standard deviation for the corresponding random samples is much lower and consequently the effect of threshold variability much larger.
Encoding and decoding of visual stimuli
In this section we extend the formalism presented above to space-time varying visual stimuli. The signals belong again to a space of trigonometric polynomials with appropriate parameters. The neural encoding architecture consists of a population of spiking neural circuits with spatial receptive fields, such as center-surround and Gabor, that are selective to certain features of the input stimulus. These have been widely used to model receptive fields in the retina, LGN and V1. The spiking mechanisms of the circuits are either integrate-and-fire or ON-OFF with thresholding and feedback, as analyzed in the previous section, and are assumed to have random thresholds. We note that the methodology employed here is very general and allows for an arbitrary combination of the receptive fields and spiking neuron models.
By establishing the t-transform of the encoding architecture, we show how the population of spike trains is equivalent with a noisy inner product representation of the input visual signal. We then derive an optimal reconstruction algorithm based on the theory of smoothing splines. We test the algorithm for both the relatively simple case of synthetic video streams as well as for the case of natural scenes.
The space of trigonometric visual stimuli
We denote by V the space of trigonometric video sequences with spatial bandwidths X x and X y , temporal bandwidth X t , and order (resolution) M x ; M y ; M t , respectively. The video sequences I 2 V are periodic and can be completely defined on the grid 
Encoding of visual stimuli and the t-transform
The general encoding architecture is shown in Fig. 3 . The input video I is filtered by a set of spatial receptive fields D j ; j ¼ 1; 2; . . . ; N. Following the discussion of Section 2, the t-transform of ith branch of the jth neural circuit is described by 
Combining (27) and (28) we obtain
Therefore with each spike (or spike pair) we can associate a linear functional acting on the input visual stimulus. We seek again to express these functionals in an inner product form. The following lemma provides the needed representation.
Lemma 1. The t-transform can be written in inner product form as
where / ji k is of the form of the right-hand-side of (23) The first term of (31) 
Visual stimulus decoding
As before, an estimate of the visual stimulus I based on the set of t-transform equations, as imposed by spike trains, satisfies 
We have the following theorem 
A ji k is a row vector containing ð2M x þ 1Þð2M y þ 1Þð2M t þ 1Þ entries traversing all possible subscript combination of a ji mx;my;mt ;k defined in (33) in the same order as in c, for all i = 1, 2, . . ., N; j = 1, 2, . . ., M and k ¼ 1; 2; . . . ; n ji .
The decoding circuit (time decoding machine) is depicted in Fig. 4. 
Examples
In this section we present two examples that demonstrate the performance of our algorithm and highlight its key features. The first example describes the encoding of an synthetic video stream with a population of ON-OFF neural circuits, with center-surround receptive fields arising in the retina and LGN. The second example deals with the encoding of a natural scene flow with a population of IAF neurons, with receptive fields forming a Gabor wavelet filterbank arising in V1. We provide detailed recovery statistics as well as videos that compare the original natural scenes with the reconstructed ones. We explicitly show the visual error signal and the spectrum of the error signal as a function of time for various random threshold distributions (Gaussian and Gamma) and distribution parameters. The videos are part of the Supplementary material.
Synthetic video example
A synthetic (real) video stream was constructed based on equation (23) tive fields formed a filterbank generated from Difference-ofGaussian (DoG) mother wavelet that has been used to model retinal ganglion cells (RGCs) (Rodieck, 1965; Van Rullen & Thorpe, 2001 ). The filterbank consisted of five different scalings and suitable number of translations to ensure that in each scaling, the filters extend to the whole spatial domain. We performed eight simulations with different number of neuron pairs. In each simulation, we gradually decreased the distance between the neighboring pairs in each scaling to cover the spatial domain more tightly.
In Fig. 5 we show the performance of the reconstruction algorithm (for fixed k ¼ 10 À6 ) as a function of the number of neuron pairs, resulting from different spacing of them. The x-axis corresponds to the number of neuron pairs that actually fired at least one spike. The total number of spikes is also depicted along the same axis. As it can be seen, the quality of the reconstruction (SNR, PSNR) (Lazar & Pnevmatikakis, submitted for publication) improves as more neurons are used to encode the stimulus. These results demonstrate that increasing the number of neurons achieves a better encoding of the input stimuli; they are consistent with basic evolutionary thought (Lazar & Pnevmatikakis, 2008b) . The percentage of the neuron pairs that fired was in all cases around 70%. No specific increasing or decreasing pattern of this percentage was found as the total number neurons was increased.
Natural scene example
The second example pertains to a natural video scene, where the flight initiation of a Drosophila was recorded with a high-quality digital camera (Card & Dickinson, 2008) . The neural architecture that was used to encode this signal, consisted of a population of IAF neurons with Gabor receptive fields. Although the flight of the fruit fly imposed strong requirements on the encoding architecture the decoding circuit was able to recover the visual stimulus even under noisy conditions (see Supplementary material).
Modeling natural scenes as trigonometric polynomials
The video had a frame rate of 6 kHz (maximum temporal bandwidth of 3 kHz) and a duration of 120 frames (20 ms These values of the SSIM, that we shall investigate in more detail below, are in agreement with the visual perception that the quality of the model is increasing with M. Clearly, the value of the order of the space of trigonometric polynomials depends on the frequency content, and thereby, on the statistics of the visual field. Increasing M leads to improved stimulus recovery. It also leads to an increase in the complexity of the decoding algorithm. Note that in this setting, increasing the order of the space results in an increase of the spatial bandwidths X x and X y as the fundamental frequencies are determined by the input video and are kept fixed. This is different from the case when the bandwidth is fixed and the order increases. In the latter case, the fundamental frequency becomes smaller and the space converges to the limit to the one of bandlimited functions.
These brief considerations further highlight the flexibility of the spaces of trigonometric polynomials to accurately model natural scenes, while taking into consideration their statistics.
Recovery of natural scenes
The video stimulus was encoded with a population of 3408 IAF neurons. The receptive fields of the population formed a spatial Gabor filterbank generated with the same mother wavelet (Jones & Palmer, 1987) . The filterbank consisted of combinations between 8 rotations, 5 dilations and 3 to 11 translations in each direction depending on whether the scaling resulted in a wavelet function with coarse (few translations) or fine resolution (many translations). All the IAF neurons were assumed to be ideal (R ? 1) and all had C = 1. The bias varied from neuron to neuron with a mean value of 0.39.
Initially we tested neurons with random thresholds drawn from a Gaussian distribution with mean d = 0.03 and variance r 2 for all neurons. At every repetition the number of spikes produced was around 46,500. No large deviations were observed as a function of threshold variability. . 7a shows the performance of the recovery algorithm for various noise levels and various values of the smoothing parameter k. The threshold variability is defined as the coefficient of variation of the thresholds, i.e., r/d. Note that for large threshold variability, the Gaussian distribution was truncated in order to impose positive threshold values. However, the mean and the variance of these Gaussian distributions were adjusted such that the truncated Normal distributions have the same mean d = 0.03 and the same threshold variability. In the left column the SNR of the recovered natural scenes is plotted, whereas in the right column the SSIM is shown. As it can be seen, the reconstruction improves as the threshold variability decreases and it can reach quite high values, e.g., SSIM > 0.9. For extreme values of the threshold variability (e.g., r/d = 1), we see that the quality of the reconstruction is poor, e.g., SSIM % 0.1.
The same experiment was also performed with neurons with random thresholds drawn from a Gamma distribution. The results are depicted in Fig. 7b . For small threshold variability values, e.g., r/d < 0.1, the Gamma distribution ''resembles" a Gaussian distribution. It starts to visibly differ from the (truncated) Gaussian distribution at higher threshold variability levels. For example for r/ d = 1, the Gamma distribution is exactly an exponential and is significantly different from the (truncated) Gaussian. The maximum difference of the recovery results when using the two distributions was 0.91dB for SNR and 0.0239 for SSIM and was mostly observed when the threshold variability was high. Overall, our simulation results shown in Fig. 7 indicate that the quality of the recovered stimulus displays small differences when encoding with neural circuits with random thresholds drawn from these two distributions.
Finally, Fig. 8 shows the original visual stimulus, the recovered stimulus, the error and the spectrum of the error for frame 10, 50, and 80, respectively. The coefficient of variation was set to 1% around the mean (Gaussian thresholds). As can be seen in Fig. 8 , the quality of stimulus recovery is very high. Moreover, the noise of the recovered natural scenes is white when restricted to the frequency support of the input space. Real-time videos exploring the behavior of the encoding architecture with neural circuits with random thresholds drawn from both Gaussian and Gamma distributions, the nature of the recovery error, as well stimulus recovery for deterministic threshold values are shown in the Supplement.
Reconstruction of infinite-dimensional stimuli
The results presented so far, can be easily extended to the case of infinite-dimensional stimuli. The tools required are provided by the theory of smoothing splines (Wahba, 1990) in Reproducing Kernel Hilbert Spaces (RKHS) (Berlinet & Thomas-Agnan, 2004) . In essence, a Hilbert space ðH; hÁ; ÁiÞ defined on a domain T is called a RKHS if it has the property that the evaluation functional at every point t 2 T is bounded. If H is a RKHS then there exists a unique function K : T Â T # C, called the reproducing kernel (RK) such that KðÁ; tÞ 2 H and for any u 2 H and any t 2 T the so called reproducing property hu; KðÁ; tÞi ¼ uðtÞ;
holds. It is easy to see that the space of trigonometric polynomials, as well as any finite-dimensional vector space, is a RKHS. It's reproducing kernel, called the Dirichlet kernel, is given by
ðs À tÞ
where sinc(x) = sin(x)/x. By letting M ? 1 it is easy to see that i.e., exactly is the RK for the space of bandlimited functions. Therefore trigonometric polynomials are a natural, finite, discretization of bandlimited functions.
In the case of finite-dimensional spaces, we can express any lin-
The sampling function is evaluated in terms of the space basis with appropriate coefficients (see Eqs. (8), (9)). In the general RKHS the sampling functions are computed using the reproducing property (Lazar & Pnevmatikakis, 2009): v k ðtÞ ¼ hv k ; KðÁ; tÞi ¼ hKðÁ; tÞ; v k i ¼ L k KðÁ; tÞ:
Suppose now that a receiver reads the following noisy measurements
where e k are i.i.d. Gaussian random variables. The following theorem is a special case of a very general result in the theory of smoothing splines, proven in (Wahba, 1990) .
is given byû
Furthermore, the optimal coefficients ½d k ¼ d k satisfy the matrix equation
The above theorem states that the minimizer of the cost functional is a linear combination of the sampling functions. Since the sampling functions can be obtained from spike times the decoding problem becomes tractable.
For a finite-dimensional space (41) and (21) 
Moreover, since F ¼ GG H , it suffices to prove that
and therefore,
and the result follows. 
Discussion -related work
Our decoding approach is based on two steps: first, each interspike interval is associated with a generalized measurement of the input stimulus, in the form of an inner product operation. Second, based on these measurements, the reconstructed stimulus minimizes a certain cost functional. As it was seen from the examples, this methodology provides excellent stimulus recovery for highly complex stimuli, such as natural scenes. However, there are two questions that naturally arise.
First, the t-transform equations do not include information about the membrane potential. If t k ; t kþ1 are two consecutive spikes, then VðtÞ < d kþ1 for all t 2 ½t k ; t kþ1 , where d kþ1 is the threshold of the neuron in the same interspike interval. Such inequality constraints were considered in Paninski, Pillow, and Simoncelli (2004) in the context of maximum likelihood estimation of the parameters of a LIF neuron. In our problem setting they can be introduced as additional hard constraints for stimulus recovery solved using quadratic programming methods (Boyd & Vandenberghe, 2004) . However, the incorporation of inequality constraints in simulations did not show a marked improvement in the reconstructed stimulus. In general, the equality constraints of the ttransform equations appear to be much more informative than the inequality constraints. Note that in the noiseless case, the ttransform completely determines the input stimulus under certain spike density conditions (Lazar & Pnevmatikakis, 2008b) . Intuitively, the inequality constraints ensure that the reconstructed stimulus does not fire additional spikes in the interval ½t k ; t kþ1 . Assuming that an additional spike occurs, the reconstructed stimulus oscillates fast on the newly formed interspike intervals thereby resulting in a high energy signal. However, even without the inequality constraints, such high energy stimuli are prevented by the regularizer. In the random threshold case, the inequality constraints hold in a probabilistic sense and call for tools from stochastic programming (Birge & Louveaux, 1997) . For high threshold variance values, such constraints may be helpful for stimulus reconstruction and need to be thoroughly examined.
Second, what is the best choice of the cost functional? Our approach here follows the classical regularization approach (Tikhonov & Arsenin, 1977) . Such regularized cost functionals appear in stochastic filtering as they lead to minimum variance unbiased estimators (MVUE) (Berlinet & Thomas-Agnan, 2004 ). For inputs modeled as trigonometric functions with Gaussian i.i.d. coefficients the methodology employed here gives an optimal solution. The regularizer controls the energy of the stimulus by giving a uniform penalty across all the stimulus frequencies (basis functions).
Our model encoding architecture combines the following, desirable, characteristics: use of temporal codes, receptive fields with operational significance and neural circuits with feedback for encoding in the presence of noise. It builds upon results obtained previously in the field. We shall focus in the following only on a narrow subset of the vast literature.
Recordings of cell responses to visual stimuli exhibit sub-millisecond precision for many different cell types of the early visual system, including retinal ganglion cells (RGCs) and lateral geniculate nucleus (LGN) neurons (Keat et al., 2001; Uzzell & Chichilnisky, 2004; Reinagel & Reid, 2000) . Such recordings suggest that precision contributes fundamentally to the neural code (Butts et al., 2007) . A number of computational spiking neuron models have been published (Keat et al., 2001; Pillow et al., 2005; Pillow et al., 2008) that show a certain degree of fit to neural recordings. In this paper, we used spiking neuron models inspired from the aforementioned ones. By showing that these models constitute tractable neural circuit building blocks, we constructed a large scale model architecture for the encoding of natural video scenes. The spatiotemporal neural encoding architecture turned out to be analytically tractable as well. Individual neurons in the early visual system exhibit remarkable selectivity to various characteristics of the input stimuli (scale, position, orientation, direction of movement, etc.). This selectivity is inherited from the spatiotemporal receptive fields (Ringach, 2004) of the neurons that filter the input. A widely accepted model for the population of receptive fields is the one of space-time wavelet filterbank (Jones & Palmer, 1987; Field & Chichilnisky, 2007) which highlights the encoding properties and capabilities of the visual system, and can reproduce many properties of the ensemble response, orientation and direction selectivity (Hubel & Wiesel, 1962) , etc. Such structures have also been shown to lead to optimal coding, in terms of sparsity, of natural scenes (Olshausen, 2002) . A few computational models that exploit the structure of the receptive field population exist in the literature, for example the deterministic models in (Lee, 1996; Rozell, Johnson, Baraniuk, & Olshausen, 2008) . These models however operate under the rate assumption and represent video streams on a frame-by-frame basis. A stochastic model appeared in (Pillow, Ahmadian, & Paninski, submitted for publication), where the maximum-a-posteriori (MAP) decoder for images encoded with a population neurons with center-surround receptive fields was derived.
In our model, the receptive fields are integrated with the spiking mechanism of the neurons and appear explicitly in the t-transform of the encoder. Hence the action of the receptive fields on the stimulus is fed directly into the neural spiking and consequently used by the optimal stimulus reconstruction algorithm. Our model assumes prior knowledge of the receptive fields and, naturally, the quality of the decoding depends on quality of knowledge of these receptive fields. In the case where these are unknown, similar methods can be used to identify these, as it was shown in Pillow and Simoncelli (2003) for determining the parameters of a LIF neuron. As our examples demonstrated, the receptive fields can have many different shapes (mother-wavelet). What is critical, however, is the number (or density) of filters. As the results in Section 4.1 suggested, there is a density threshold upon which minimal improvement can be made. In essence this is achieved when the receptive fields cover completely the spatial domain, and depends on the spike density of the neurons that respond to the time-varying stimuli (Lazar & Pnevmatikakis, submitted for publication).
Our model exhibits stimulus dependent dynamics and attributes neuronal variability to the effect of random thresholds. As a result the measurements provided by neural spiking are independent both across different neurons and within each individual neuron. Consequently every single interspike interval contributes an independent noisy measurement that is included in the regularized cost functional. Thus our model architecture can efficiently reconstruct complex stimuli such as natural scenes, using a relatively small number of spikes and with moderate complexity.
Conclusions
We presented a formal model for the encoding and reconstruction of visual stimuli with a spiking neural architecture akin to the neural ensembles of the early visual system. We described how information is encoded in the time domain and worked out in detail a reconstruction algorithm, based on regularization techniques, for the case of integrate-and-fire neurons as well as for the case of ON-OFF neural circuits with thresholding and feedback. We demonstrated the effectiveness of our algorithm by reconstructing video streams as complex as natural scenes, based solely on the spike times and the neuron parameters.
The paper also introduced trigonometric polynomials as a formal modeling tool for stimuli such as natural scenes. We showed that trigonometric polynomials are a natural discretization of bandlimited functions, with added modeling flexibility and thus suitable for applications.
In terms of future directions, we note that the optimization criteria space as well as the stimulus modeling options remain largely unexplored. For example, the right part of (34) is just the energy of the stimulus. Based on the properties of the stimulus or the desired computational task to be performed, other criteria can be used (Poggio et al., 1985) and other spline models can arise (Duchon, 1977) . Moreover, the spaces of trigonometric polynomials have great flexibility and can adapt to the statistical properties of the expected inputs (Van der Schaaf & Van Hateren, 1996) . These, along with other issues, will be the subject of future research. 
