Abstract We study typical half-space problems of rarefied gas dynamics, including the problems of Milne and Kramer, for a general discrete model of a quantum kinetic equation for excitations in a Bose gas. In the discrete case the plane stationary quantum kinetic equation reduces to a system of ordinary differential equations. These systems are studied close to equilibrium and are proved to have the same structure as corresponding systems for the discrete Boltzmann equation. Then a classification of well-posed half-space problems for the homogeneous, as well as the inhomogeneous, linearized discrete kinetic equation can be made. The number of additional conditions that need to be imposed for well-posedness is given by some characteristic numbers. These characteristic numbers are calculated for discrete models axially symmetric with respect to the x-axis. When the characteristic numbers change is found in the discrete as well as the continuous case. As an illustration explicit solutions are found for a small-sized model.
of Arkeryd and Nouri [2] we are interested in the equation
where F = F (x, p) denotes the distribution function of the excitations, Γ ∈ R + = {x ∈ R |x ≥ 0 } is constant, x ∈ R + , p = p 1 , p 2 , p 3 ∈ R 3 , and F 0 = F 0 (p) is given, with the collision integrals C 12 (F) = n δ 0 δ 3 (1 + F * ) F F * − F * 1 + F 1 + F * dp * dp dp * , with δ 0 = δ p * − p − p * δ p 2 * + n − p 2 − p * 2 and δ 3 = δ (p * − p) − δ p − p − δ p * − p , and C 22 (F) = δ 1 (1 + F) (1 + F * ) F F * − FF * 1 + F 1 + F * dp * dp dp * with
Here and below we use the notation F * = F (x, p * ) etc.. The density of the condensate, n c , is assumed to be constant, n c = n (cf. [2] ). In the Nordheim-Boltzmann [24] (or the Uehling-Uhlenbeck [28] ) collision integral C 22 (F) binary collisions between excited atoms are considered, while in the collision integral C 12 (F) binary collisions involving one condensate atom are considered [33] . If the distribution function F is close to an equilibrium distribution, i.e. a Planckian P = 1 with α > 0, β ∈ R 3 , p 0 = − β 2 , and n 0 = n − |p 0 | 2 , cf. [2] , then the non-linear equation (1) can be approximated by the linearized equation
where F = P + (P(1 + P)) 1/2 f , F 0 = P + (P(1 + P)) 1/2 f 0 , and
with L 12 f = δ 0 δ 3 P * − P (P * (1 + P * )) 1/2 f * + P * − P * (P (1 + P )) 1/2 f + and L 22 f = δ 1 PP * − P (1 + P + P * ) (P * (1 + P * )) 1/2 f * + PP * − P * (1 + P + P * ) (P (1 + P )) 1/2 f + P(1 + P + P * ) − P P * (P * (1 + P * )) 1/2 f * + and [30, 19, 32] for the continuous Boltzmann equation. In the discrete case similar results to the ones in [6] can be obtained for the quantum kinetic equation (1) . We want to make clear that the aim of the paper is not the study of the general half-space problem we obtain, since it is already well studied for the discrete Boltzmann equation [9, 5] . The novelty of the paper is instead the introduction of discrete models for the equation for the distribution function of excited atoms interacting with a Bose-Einstein condensate and the studies of those models. These studies includes that we by the right linearization end up with a system having similar properties as the one obtained for the discrete Boltzmann equation. It makes it, as mentioned above, possible to extend the results in [2] obtained for the continuous equation. The same is true also for the discrete Nordheim-Boltzmann (or Uehling-Uhlenbeck) equation and the discrete anyon Boltzmann equation (see Remark 6 and 7 in Section 4). However, in concrete situations, it will look different depending on which equation we study. One difference is the characteristic numbers, studied for axially symmetric models in Section 5. Our experience from the Boltzmann equation, make us believe that these numbers (also calculated in the continuous case) are as important in the continuous case as in the studied discrete case. Another difference between our equation and the Boltzmann equation, is that in our case we will have a non-constant mass-flow. To illustrate this we created a model that we solved explicitly and was able to give an explicit expression for the non-constant mass flow for (see Section 6) .
The remaining part of this paper is organized as follows. In Section 2 we introduce a general discrete model for Eq.(1) and derive some of its properties. By a transformation around a Planckian, we obtain a linearized operator and a nonlinear part presented in Section 3. It is shown that the system has the same structure (the linearized operator and the non-linear part have similar properties) as the corresponding system for DVMs of the Boltzmann equation. Then some results for the linearized discrete Boltzmann equation can be applied for the problem of our study. These results are presented in Section 4. In Section 5 some characteristic numbers, from which we, by Theorem 1, can obtain the dimensions of the stable, unstable and center manifolds of the singular points (Planckians), are obtained for axially symmetric discrete models with respect to the x-axis. When the characteristic numbers change, are determined both in the discrete as well as the continuous case. A linearized half-space problem (with Γ = 0) is explicitly solved for a small-sized discrete model in Section 6.
Discrete model
We introduce a general discrete model for Eq.(1)
where
is the distribution function of the excitations, and Γ ∈ R + is constant. For generality, we allow p to be of dimension d, rather than of dimension 3. We assume that p
The collision operators C 12i (F) are given by
and Γ i jk = 0 otherwise. Furthermore, the collision operators C 22i (F) are given by
with Γ kl i j = 1 if
and Γ kl i j = 0, otherwise.
Remark 1 For a function g = g(p) (possibly depending on more variables than p), we will, as we consider the discrete case, identify g with its restrictions to the points p ∈ P, i.e.
Then Eq.(3) can be rewritten as
The collision operator C 12 (F) in (6) is also given by the expression
and the collision operator C 22 (F) in (6) is given by the expression
and
A function φ = φ (p) is a collision invariant, if and only if,
for all indices such that Γ i jk = 0, if Γ = 0, with the additional condition
for all indices such that Γ kl i j = 0, if Γ = 0. We have the trivial collision invariants ("the physical collision invariants")
including all linear combinations of these. We want to stress that by Remark 1 and in correspondence with Eqs. (9) , (10) the collision invariants φ i = φ i (p) in Eq. (11) are vectors.
In the discrete case, in difference to the continuous case, there can be spurious (or non-physical) collision invariants. We consider below (even if this restriction is not necessary in our general context) only normal discrete models. That is, discrete models without spurious collision invariants, i.e. any collision invariant is of the form
for some constant α ∈ R and β ∈ R d . Construction of normal discrete kinetic models and especially DVMs have been extensively studied, see for example [10, 12, 13] and references therein. A Maxwellian distribution or just Maxwellian is on the form
where φ = (φ 1 , ..., φ N ) is a collision invariant, and a Planckian distribution or just Planckian is given by
One can easily see that
and so
with equality if and only if
for all indices such that Γ i jk = 0. Here and below, we denote by ·, · the Euclidean scalar product in R n . Hence, there is equality in Eq. (14), if and only if,
Maxwellian, or equivalently, if and only if, F is a Planckian. Moreover, one can easily obtain that
and so (16) with equality if and only if
for all indices such that Γ kl i j = 0. There is equality in Eq. (16), if and only if, F 1 + F is a Maxwellian, or equivalently, if and only if, F is a Planckian.
By the relations (13) and (15)
is zero, independently of our choice of non-negative function F, if and only if, φ is a collision invariant, and so (for normal models) the equation
has the general solution (12).
Linearized operator
Given a Planckian
in Eq. (6), and obtain
where L = L 12 +Γ L 22 is the linearized collision operator (N × N matrix) given by
The nonlinear part
. (24) In more explicit forms, the operators (21) and (23) read
Moreover, the operators (22) and (24) read, in more explicit forms,
i , and
By Eqs.(4), (25) , and the relations
for Γ i jk = 0, we obtain the equality
Similarly, by Eqs. (5), (26) , and the relations
for Γ kl i j = 0, we obtain the equality
It is easy to see that the matrix L is symmetric and positive semi-definite, i.e. 
for all indices satisfying Γ kl i j = 0. We denote f = R 1/2 φ in Eq. (27) and Eq.(28) and obtain Eq. (9) and Eq.(10) respectively. Hence, since L is semi-positive,
where φ is a collision invariant (12) . Then also
The diagonal matrix B (6) (under our assumptions) has no zero diagonal elements and is non-singular. We denote f (0) = f 0 . Then the formal solution of Eq. (29) reads
As in the case of DVMs for the Boltzmann equation, the linearized operator L is symmetric, positive semi-definite, and have a non-trivial null-space, and by assumption, the matrix B is non-singular. Therefore, we can apply a result obtained by Bobylev and Bernhoff in [9] (see also [5] ), that we will present below.
We denote by n ± , where n + + n − = N, and m ± , with m + + m − = q, the numbers of positive and negative eigenvalues (counted with multiplicity) of the matrices B and B −1 L respectively, and by m 0 the number of zero eigenvalues of B −1 L. Moreover, we denote by k + , k − , and l the numbers of positive, negative, and zero eigenvalues of the ρ × ρ matrix K (ρ = d + 1 for normal discrete models), with entries k i j = y i , y j B = y i , By j , such that y 1 , ..., y ρ is a basis of the null-space of L, i.e. in our case
Here and below, we denote ·, · B = ·, B· and by N(L) the null-space of L.
In applications, the number ρ of collision invariants is usually relatively small compared to N (note that formally N = ∞ for the continuous equation whereas ρ ≤ 4). Also, the matrix B is diagonal and therefore all its eigenvalues are known. This explains the importance of the following result [9] . The theorem is valid for any real symmetric matrices L and B, such that L is semi-positive, B is invertible, and dim(N(L)) = ρ ≥ 1. 
In the proof of Theorem 1 a basis
of R N , such that 
is constructed.
Half-space problems
We consider the inhomogeneous (or homogeneous if g = 0) linearized problem
where g = g(x) ∈ L 1 (R + , R n ), with one of the boundary conditions (O) the solution tends to zero at infinity, i.e.
f (x) → 0 as x → ∞;
(P) the solution is bounded, i.e.
(Q) the solution can be slowly increasing at infinity, i.e.
In case of boundary condition (O) we additionally assume that
Remark 2 The boundary condition (O) corresponds to the case when we have made the expansion (20) around a Planckian P, such that F → P as x → ∞. The boundary conditions (P) and (Q) are the boundary conditions in the Milne and Kramers problem respectively.
We can (without loss of generality) assume that
where We also define the projections R + : R N → R n + and R − : R N → R n − , by
for s = (s 1 , ..., s N ). At x = 0 we assume the boundary condition
where h 0 ∈ R n + . The solutions of the system (33) with one of the boundary conditions (O) (together with condition (34)), (P), and (Q) reads
where (in the notations of (30)-(32))
with for the case with boundary condition (O) (note that g (x) , y i = g (σ ) , z j = 0 for i = 1, ..., k and j = 1, ..., l, by condition (34)) µ i (0) = α j (0) = 0 for i = 1, ..., k and j = 1, ..., l, and
, w j dσ for j = 1, ..., l, and for the case with boundary condition (P)
By the boundary condition (36), or equivalently
and that
is a basis of R n + (see [9, 5, 6 ]), we obtain the following theorem (cf. [5] ), where we denote
Assume that the condition (34) is fulfilled and that
Then the system (33) with the boundary conditions (O) and (36) has a unique solution.
(ii) Assume that
Then the system (33) with the boundary conditions (P) and (36) has a unique solution with the asymptotic flow
The system (33) with the boundary conditions (Q) and (36) has a unique solution with the asymptotic flow
Especially, for the homogeneous system
condition (38) is fulfiled and condition(37) is reduced to
Remark 3 We can also, before prescribing the set of velocities, make the change of variables p → p + p 0 (cf. Eq. (19)). We then, instead of relations (4), obtain the relations
and the collision invariants
and if p 1 0 = 0, then the matrix B have to be replaced with B + p 1 0 I.
Remark 4
Our results can be generalized to more general boundary conditions
where C is a given n + × n − matrix and h 0 ∈ R n + (cf. [5, 6] ). In order to be able to obtain existence and uniqueness of solutions of the linearized half-space problems we will then need to assume that the matrix C fulfills the condition dim
with U + =span(u 1 , ..., u m + ), as we consider boundary condition (O), the condition
with X + =span(u 1 , ..., u m + , y 1 , ..., y k + , z 1 , ..., z l ), as we consider boundary condition (P), and the condition (39) or the condition dim (R + −CR − ) X + = n + , with X + =span(u 1 , ..., u m + , y 1 , ..., y k + , z 1 + w 1 , ..., z l + w l ), as we consider boundary condition (Q). Furthermore, R + need to be replaced by R + −CR − in assumption (37).
Remark 5 All our results can be extended in a natural way (cf. [5, 6] ), to yield for singular matrices B, if
Remark 6 Similar results can be established for the discrete NordheimBoltzmann (or Uehling-Uhlenbeck) equation
where it is assumed that the collision coefficients Γ kl i j satisfy the relations
with equality unless the conservation laws (5) are satisfied.
Here ε = 0 corresponds to the discrete Boltzmann equation, and we have ε = 1 for bosons and ε = −1 for fermions.
The singular points are
, with a, c ∈ R and b ∈ R d , is a Maxwellian (note that for ε = 0, P = M).
By denoting (cf. Eq. (20))
we obtain a system, where the linearized operator L is symmetric and positive semi-definite, with a non-trivial null-space N(L), which for normal models will be
For ε = 0 this is a well-known fact, see for example [5] , and for
where L 22 is given in Eq. (22), in the particular case Γ kl i j = 1 for all non-zero Γ kl i j .
Remark 7
We introduce a discrete version of the anyon Boltzmann equation [8, 1] :
where 0 ≤ α ≤ 1 (α = 0 for bosons and α = 1 for fermions) and
with equality unless the conservation laws (5) are satisfied. The singular points g 0 are given by
, with a, c ∈ R and b ∈ R d , is a Maxwellian, or (cf. [31] )
we can, with a similar approach as in Section 3, obtain a system, where the linearized operator L again is symmetric and positive semi-definite, with a non-trivial null-space N(L), which for normal models will be
and then Theorem 2 can be applied also in this case.
To our knowledge there are no similar results in the literature before, neither in the discrete or the continuous case, as the ones indicated by Remarks 6, 7, and Theorem 2.
Axially symmetric discrete models
In this section we consider only such symmetric sets P, such that
Then the equations (3) admit a class of solutions satisfying
This reduces the number N of equations (3) to the number 2 N ≤ N of different combinations (p 1 i , |p i | 2 ). The structure of the collision terms (7) and (8) (in slightly different notations) remains unchanged. However, to be able to keep the structure, we might need to add equal equations (instead of just taking them away). Hence, the elements in the diagonal matrix (35) might change, but will still be multiples (with positive multipliers) of the previous ones. The multipliers will also be the same independently of the sign. Below we will omit the tildes, and just write N instead of N.
We can, without loss of generality, assume that
We now assume that (i) we have a symmetric set P (40); (ii) the reduction (41) is done with the multipliers m i , i = 1, ..., N; (iii) our discrete model is normal; and (iv)
Here we study instead of Eq.(33), cf. Remark 3, the equation
The linearized collision operator L has the null-space
, where
Hence, 
We obtain the following table for the values of k + , k − and l
If we consider symmetric sets P, such that
0 is added to the degenerate values and the values of k + , k − and l are
Similar numbers have been calculated for axially symmetric DVMs around the x-axis in [7, 5] .
For the continuous Boltzmann equation the degenerate values are 0 and ± 5T 3 ,
where T is the temperature of the Maxwellian M, that the linearization is made around (cf. Eq. (20)) [17] . The values of k + , k − and l for the Boltzmann equation are given by the table (cf. [17] )
These values are of as great importance in the continuous case as in the discrete case [5, 6, 4, 17, 30, 32] . Therefore it is natural to believe that these numbers should have the same importance also for the continuous version of the equation of our studies (cf. Theorem 2).
In the continuous case f , g = f g dp and f , g p 1 = p 1 f g dp corresponds to f , g B . Assuming that
we have
and hence, by a change to spherical coordinates, we obtain
R |p| 4 dp = 4πT 3 I 6 , and
R |p| 2 dp = 4πT 2 I 4 , with I n = Here we have considered the restriction |p| ≥ λ √ T , for some λ > 0, as in [2] . Hence, in the continuous case the degenerate values are We want to stress that I 2 I 6 ≥ I 2 4 by the Cauchy-Schwarz inequality. Furthermore, the values of k + , k − and l are given by the table
In [2] the case p 1 0 = 0 is considered for the continuous equation in a symmetric setting (corresponding to the symmetric reduction above), such that l = 0, but still k + = k − = 1 6 Explicit solutions for a small-sized model
We consider the case Γ = 0 in Eq. (6), assuming that the change of variables in Remark 3 is made for p 0 = (0, n 2 , n 2 ) (note that p 1 0 = 0 and n 0 = n − |p 0 | 2 = 0, cf. [2] ), and introduce the model with
in space. Then the nonlinear system (33) reads
For a flow axially symmetric around the x-axis we can reduce the system (42) to
with F 1 = F 1 , F 2 = F 2 = F 3 , F 3 = F 4 , and F 4 = F 5 = F 6 . Note that the collision invariants are p 1 and |p| 2 . We define the projections R + : R 4 → R 2 and R − : R 4 → R 2 , by If we denote F = P + R 1/2 f , with R = P(1 + P) and P = 1 e 2p 2 
where L is the linearized collision operator, S( f ) the nonlinear part, and h 0 ∈ R 2 . The linearized problem reads .
The parameter γ can be fixed if we assume the additional condition 
