The purpose of this paper is to develop a new and simple backtesting procedure that extends the previous work into the multivariate framework. We propose to use the multivariate Portmanteau statistic of Ljung-Box type to jointly test for the absence of autocorrelations and cross-correlations in the vector of hits sequences for different positions, business lines or financial institutions. Simulation exercises illustrate that this shift to a multivariate hits dimension delivers a test that increases significantly the power of the traditional backtesting methods in capturing systemic risk: the building up of positive and significant hits cross-correlations which translates into simultaneous realization of large losses at several business lines or banks. Our multivariate procedure is addressing also an operational risk issue. The proposed technique provides a simple solution to the Value-at-Risk(VaR) estimates aggregation problem: the institution's global VaR measure being either smaller or larger than the sum of individual trading lines' VaRs leading to the institution either under-or over-risk exposure by maintaining excessively high or low capital levels. An application using Profit and Loss and VaR data collected from two international major banks illustrates how our proposed testing approach performs in a realistic environment. Results from experiments we conducted using banks' data suggest that the proposed multivariate testing procedure is a more powerful tool in detecting systemic risk if it is combined with multivariate risk modeling i.e. if covariances are modeled in the VaR forecasts.
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Introduction
Trading accounts of large financial institutions have grown very rapidly and became progressively more complex. Nowadays, their global portfolios contain several thousands positions with thousands of market risk factors as for example interest rates, equity, exchange rates, over-the-counter derivatives, commodity prices, etc.
3 In this context, in order to properly manage market risks, major trading banks developed risk measurement models that aggregate these risks in current positions. For assessing risk, these models employed a standard risk metric, Value-at-Risk (VaR), which is the amount lost on a portfolio or investment with a given small probability over a fixed period of time. In statistical terms, VaR is a quantile measure which, at a given confidence level α, describes the loss that can occur due to the exposure to the market risks over a given time period. The popularity of this measure among practitioners was due to its conceptual simplicity: the summary of many complex bad outcomes in a single monetary account.
From the regulation side, VaR models have been sanctioned by the Basel Committee in 1996 for determining the market risk capital requirements through the internal models. The measure was motivated by the proliferation of the so-called off-balance-sheet products in the banking sector in early '90, and the necessity to find and implement risk measures that could potentially allow proper risk management for these new products. Since then, VaR has become the standard measure for the financial market risk. Regulations stipulate that estimates are to be calculated for a 99 percent lower critical value of the bank's aggregate trading Profit and Losses (P&L) with a one-day horizon. The forecasts provide a lower bound on aggregate trading P&L that should not be breached more than 1 day in 100.
The daily VaR estimates are maintained by the banks for the purpose of forecast evaluation or "backtesting". The backtesting procedure is the standard assessment of VaR models consisting in estimating ex-post the precision of the VaR forecasts. Regulatory authorities require that VaR estimates be calculated with the same risk model used for internal measurement of trading risk. Regulation does not recommend any particular backtesting procedure, though the choice of the validation technique is a key issue for the financial institutions risk management and the financial stability in general.
Traditional backtesting methods consider only univariate VaR sequences either for individual trading lines or for the financial institution global portfolio. The current practice to obtain such a global VaR measure is by estimating VaRs for each portfolio or trading line, then sum all trading lines'
VaRs.
4 This practice is employed due to the infeasibility of using structural models to accurately measure the joint distribution of all market risk factors, as well as the relationships among the risk factors and trading positions. Large banks deal on the regular basis with a very large number of positions/risk factors and they need to generate daily forecasts. 5 However the problem with such aggregation, as showed in Artzner et al. (1999) with examples in McNeil et. al (2005) , is that the subadditivity property fails to hold for the VaR measure when the assets making up the positions' portfolios have skewed distributions, a situation that can occur when there are defaultable bonds or options in the portfolios. 6 7 On the other hand, the solution proposed by Artzner et al. (1999) to subadditivity property failure, Expected Shortfall risk measure(ES), is difficult to backtest in practice.
8
The purpose of this paper is to propose the implementation of a new and simple multivariate VaR backtesting technique able to overcome the VaRs aggregation problem. We propose to implement a multivariate backtesting procedure applied at once to hits collected from several subgroups of positions or trading lines, where a hit or a violation corresponds to a situation in which ex-post portfolio returns are lower than VaR forecasts. More precisely, we implement a Multivariate Portmanteau test statistic of Ljung-Box type applied to hits collected from several business lines. Our proposed backtesting procedure has the advantage of exploiting a larger information set being able to capture potential business lines' contagion or commonality in risks without the need to resort on a large and infeasible structural risk model. The method allows all the relationships among portfolios or trading lines to be tested jointly where joint testing is consistent with the notion that spillovers are the impact of global news on each market. Moreover, the proposed multivariate testing technique is easy applicable from the practitioners' point of view. This paper shows that this shift to a multivariate hits dimension delivers a test that increases the power of the traditional backtesting methods in assessing the accuracy of VaR forecasts in the presence of systemic risk where systemic risk should be understood as the building up of positive and significant hits cross-correlations which translates into simultaneous realization of large losses at several business lines or banks. From the operational risk point of view, the multivariate procedure makes an accurate assessment of the market risks the financial institution is exposed by avoiding under-or over-risk exposure and hence maintaining excessively high or low capital levels due to the trading lines VaRs' subadditivity property failure. Instead of adding ex-ante 5 Andersen, Bollerslev, Christoffersen and Diebold (2007) documented that the size and complexity of banks trading positions make parametric VaR methods hard to implement in practice. As many banks report to be dealing with thousands of risk factors, they choose not to attempt to estimate time-varying volatilities and covariances for the risk factors.
6 Perignon& Smith (2008 b) found that the aggregate banks' VaR may be either less or more than the sum of their individual VaRs, hence individual VaRs are informative. In support to their findings, authors cite Deutsche Bank 2005 annual report: "Simply adding the Value-at-Risk figures of the individual risk classes to arrive at an aggregate Value-at-Risk measure would imply the assumption that the losses in all risk categories occur simultaneously".
7 As mentioned by Perignon& Smith (2008 b), Basel Committe on Banking Supervision (1996) allows banks to have discretion in recognizing empirical correlations within and across broad risk categories when computing their aggregate VaR.
8 ES is defined as the mean exceedance given the VaR is violated. Backtesting ES is difficult due to the fact that a breach of VaR is rare in practice.
business lines' VaRs (percentiles) in order to obtain the bank's global VaR measure the test is adding ex-post hits' autocovariances and cross-covariances which are expectations hence additive. Therefore the multivariate testing procedure coupled with multivariate risk modeling might offer an optimal solution to the operational risk problem.
We firstly introduce our proposed procedure formally, then investigate the size and power performances of the proposed method through several Monte Carlo simulations. We set up several simulation designs in order to investigate extensively the test's power performance when spillovers among time series occur through various channels. 9 Under the specifications and parameterizations considered in this paper, we found that the multivariate testing procedure is more powerful than its univariate counterpart when cross-correlations among trading lines' hits are positive and significant which is the case of a systemic risk development. We also found that the univariate test is more powerful than the multivariate one when cross-correlations among trading lines' hits are negative which, from the operational risk point of view, suggests that the univariate test creates an under-risk exposure hence a loss in profitability for the financial institution by not taking into consideration potential negative co-movements or risk diversification among its trading lines.
An application using data from two major international banks investigated how our proposed backtesting method performs in a realistic environment. From the application part we found that, using a multivariate generalized autoregressive conditional heteroscedastic model, BEKK (1,1,1)
10 to obtain the banks' VaR forecasts instead of the Historical Simulation method that the two banks used, the multivariate test becomes significant at 1% and 5% over certain trading days rolling windows while the univariate tests do not. The result is consistent with our Monte Carlo findings which implied that the multivariate procedure is more powerful than the univariate one in assessing the underlying market risks a bank is exposed when markets co-move. On the other hand, with our proposed more powerful multivariate backtesting technique it is still hard to reject Historical Simulation obtained VaR forecasts. This might be due to the restriction this technique imposes on the estimation. Historical
Simulation method assumes that assets are independent and identically distributed (i.i.d.) which is not the case of the financial data. We also found that, tough we have an identified event in the data, the 2001 9/11 event, the multivariate test does not become significant over the respective trading window or year but two years latter. Our intuition for getting this result is that this might be due to the presence of forward looking components as for example bonds in trading lines' portfolios. Our work in progress is addressing this issue by incorporating market expectations or market sentiment in risk models. An important consequence of using our backtesting approach is that capital requirements will be increased only when the dependencies/positive correlations among trading lines, hence hits sequences, become sufficiently important to be taken into consideration given a certain coverage probability α.
Therefore trading floor risk managers will not have to face excessive idle capital problem, on one hand, while, on the other hand, they will have higher chance to avoid huge losses and failures due to the systemic risk. In our set up, trading line managers get an informational advantage that comes from exploiting the multivariate framework.
The remainder of this paper is organized as following. In Section 2 we describe the environment and introduce our multivariate proposed backtesting procedure. The size and the power performance of the test are examined by Monte Carlo simulations in Section 3. Section 4 applies our test to real banks' data, and Section 5 concludes.
A multivariate approach to backtesting procedure: General theory
This section defines the VaR problem in the context of a financial institution with multiple business lines or trading positions, formulates the institution forecast evaluation problem, then introduces formally the proposed multivariate backtesting method. 
Financial institution with multiple trading lines: Environment description
almost surely (a.s.), α ∈ (0, 1), ∀t ∈ Z.
In this paper we will consider only parametric VaR models, meaning that q 
Forecast evaluation problem
Traditional backtesting procedures are based on testing some implications of equation (2) 
a.s. for some θ 0 ∈ Θ, where I t,α = 1(
). However, since subadditivity property does not necessarily hold for VaR measure, as already investigated by Artzner et al. (1999) , this type of aggregation is problematic.
The most popular implication of the equation (2) for the univariate case is explored by Christoffersen (1998) which is
a.s. for some θ 0 , whereĨ t,α (θ 0 ) = (
This condition is equivalent to {I t,α (θ 0 )} being independent and identical distributed (i.i.d.)
Bernoulli random variable with parameter α, (Ber(α)). Therefore, the problem of evaluating the accuracy of VaR forecasts can be reduced to the problem of examining the unconditional coverage and independence properties of the univariate hits sequence, {I t,α (θ 0 )}. If we denote by γ k the univariate hits sequence autocorrelation of order k, then to test if γ k = 0 holds for the first K autocorrelations, we have
which is, under some regularity conditionThis procedure, which considers the empirical autocorrelation of order K for the hits sequence, is an improvement compared with Christoffersen (1998) test which only considered the autocorrelation of order one.
Our paper's main assumption is that, if past hits from one trading line h is in the information set of the others, i.e. 
with its (i, h)-th element given by financial variables from the information set. Assuming that the first R observations in each trading line sample are used to estimate the parameters for the respective VaR model, then it remains P = T − R predictions to be evaluated for each h trading line. West and McCracken (1998) considered, for example, three forecasting schemes: recursive, rolling, and fixed. They differ depending on how θ h 0 are estimated. In the recursive scheme, the estimatorsθ h t are computed with all the sample available up to time t. In the rolling scheme only the last R values of the series are used to estimatê θ h t , which means that they are constructed from the sample s = t − R + 1, ..., T . In the fixed scheme the parameters are not updated when new observations become available, meaning thatθ h t =θ h R , for all t, R ≤ t ≤ T . In the current set up we will only consider the fixed forecasting scheme for the sake of computational simplicity.
In the backtesting context, the ih-th element of the hits covariance matrix at different lags k is defined as 
Analogously, the sample covariance of the multivariate hits vector is given by
Alternatively, if we use the hits correlation matrix for testing, its ih-th element is defined in our backtesting framework as
The univariate Ljung-Box statistic applied to univariate hits sequences can be generalized to the multivariate case. The implementation of the multivariate test consists, for a given lag length K ≥ 1, in testing the null hypothesis corresponding to the joint nullity for correlation of order k in the hits vector I t (θ 0 ), where k = 1, ..., K.
The null hypothesis of the test statistic is
and the alternative hypothesis is
for some k = 1, 2, ..., K.
However, in practice tests for (13) are based on estimates of the relevant parameters such aŝ
The proposed multivariate Portmanteau statistic tests for the absence of autocorrelations and cross-correlations between pairwise hits sequences, jointly, and in terms of sample covariance matrices takes the following form:
where P is the size of the predicted interval, K ≥ 1 is the considered lag length, H is the dimension of the vector of hits considered, I t (θ), and tr(A) is the trace of the matrix A.
In terms of sample correlation matrices, the test statistic Q H (K) can, also, be written as
wherer P,k = vec(ρ P,k ), vec(A) denotes the vectorization of the matrix A and ⊗ denotes Kronecker product operation.
The modification of this test statistic recommended for samples of moderate size by Li and McLeod is given by
which is asymptotically equivalent to Q H (K).
Asymptotic theory
In order to derive the limit distribution for our proposed test under the null hypothesis, we need to impose a set of regularity conditions on the data generating process for Y h t , the VaR models m h α (W h t−1 , θ h ), the parameter estimatorsθ h t , and the ratio between the size of the estimation sample, R, versus the prediction sample, P , π = P R . A detailed description of the conditions and assumptions we make can be found in the Appendix.
The derivation of the limit distribution of the test is complicated by the fact that we do not observe the true parameters value, θ h 0 , hence we have to estimate them. For the consequences of ignoring parameter uncertainty and the ways to correct the limit distributions of the current backtesting methods in use see Escanciano&Olmo (2008 a&b) . Alternatively, one can proceed assuming that the estimation of θ h 0 byθ h t has no effect on inference as the existing literature assumed with the exception of Escanciano&Olmo (2009 a&b). Note that this assumption is valid only if the sample size used for estimating the parameters, R, is much larger than the prediction sample, P . Under this circumstance, replacing θ h 0 withθ h t has no impact on the limit distribution of the test, Q H (K). In this paper, we derive the limit distribution of Q H (K) under this assumption. This assumption greatly simplifies the construction and implementation of the proposed multivariate test because we do not need to know the asymptotic expansion ofθ h t and can choose any
Theorem 1: Under the Assumptions A1-A5 in the Appendix, under H 0
as T → ∞, where K is the lag length and H is the number of trading lines considered.
Monte Carlo simulations
In this section we examine the finite sample performance of our proposed test through several Monte Carlo simulations. The aim of the exercises is to asses the empirical size (probability of incorrectly rejecting the null hypothesis) and power (probability of rejecting a false null) for the multivariate test.
We used several data generating processes (DGPs) so that we can investigate extensively what are the potential gains and drawbacks from applying the proposed multivariate testing procedure under various realistic environments.
In our Monte Carlo experiments we investigate both the influence of the lag order K and out-ofsample size choices P . For the sake of computational simplicity we report results only for the fixed forecasting scheme with π = P R = 0.05 12 13 , where R is the in-sample size, and P is the out-of-sample 12 Our choice value for π is motivated by our assumptions, see the Appendix. 13 See, also, Escanciano and Olmo (2009 a) for how different values for π can affect the traditional backtesting size to be forecasted. For all simulations we considered the out-of-sample sizes P = 250, 500 for which the in-sample sizes implied by imposing π = P R = 0.05 are R = 5000, 10000. The choices for the lag lengths are K = 1, 5, 10, 15.
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The first Monte Carlo design follows the one proposed by Christoffersen (1998). He modeled the violations process by a Markov chain with transition probabilities:
Under the null hypothesis (H 0 ), the violations have a constant conditional mean which implies the linear restriction p 00 = p 10 = α. Hence, the probability of having a violation at time t is equal with α, the coverage rate, no matter the state at t − 1. Under the alternative hypothesis (H 1 ),
The Markov chain reflects only the existence of a correlation of order one in the process of hits sequence, I t (θ 0 ). This means that the probability of having a violation (respective not having one) for the current period depends only on the occurrence of a violation or not for the same level of coverage α in the previous period.
For our multivariate case we generated, under the null, two uncorrelated Markov chains for which the violations for both have a constant conditional mean which implies the linear restriction p Under the alternative hypothesis we maintained the linear restriction but we generated correlated chains with cross-correlation set at 0.9.
We considered α = 1%, 5% and 10% corresponding to hits sequences with shortfall probabilities or risk levels of 1%, 5% and 10%.
The Monte Carlo algorithm's main steps in this design are as following:
1. Generate R + P observations for each h binary (hits) sequence (we will get a matrix of H hits), 2. Implement the proposed multivariate test for the obtained matrix of hits sequences and compare it with a χ 2 (H 2 K), 3. Implement the univariate test for each univariate hits sequence and compare with a χ 2 (K), 4. Repeat the previous steps for l times and calculate the rejection rates. Rejection rates are calculated over l = 1000 Monte Carlo trials.
The advantage of considering this design is that estimation effects do not affect the limit distribution of the tests. The draw back is that it captures only the correlation of order 1. Table 2 shows results for the power simulations under this Monte Carlo design. Our results illustrate a significant increase in power in moving from the univariate to a multivariate testing environment. The power of the test is increasing in the out-of-sample size P and decreasing with the lag length K over all significance and risk levels considered. The latter is expected since all the correlation is at the first lag.
For our second Monte Carlo exercise we employed Hong et al. (2009) nested GARCH DGP to simulate returns for h trading lines. We decided to use this DGP since GARCH is the most common specification for modeling financial returns. In our simulations we considered only H = 2 as the authors did. Hong et al. (2009) DGP allowed us to disentangle and investigate separately the channels through which spillovers among the business lines' returns may occur. In this paper we investigated only the spillovers that may occur through the time series' means and variances.
The nested GARCH DGP is specified as following:
We assumed that innovations, ε ht , are i.i.d t ν standardized disturbances i.e. ε ht = ν−2 ν * v ht with v ht distributed as a Student-t with ν degrees of freedom for h = 1, 2. daily returns data we used in the application part of the paper.
We assessed the size of the test under the null (H0) using the following parameter values:
(β 11 , β 12 , γ 10 , γ 11 , γ 12 , γ 13 ) = (0, 0, 0.05, 0.88, 0.01, 0), 
The innovation processes, ε ht , are assumed to follow a Student-t distribution with ν h = 5 degrees of freedom for h = 1, 2. Our choice for the innovations' distribution and degrees of freedom parametrization is motivated by estimation results. Using data from around the World fifty major banks they found that a Student-t distribution with between 5 and 8 degrees of freedom is the best choice to account for the observed data leptokurtosis.
For this Monte Carlo design, the algorithm's main steps are as follows: 7. Repeat the previous steps for l times and calculate the rejection rates.
As in our previous Monte Carlo design we considered l = 1000. Table 3 shows the results for the size of the test using the above DGP and parametrization. We found that the multivariate test is slightly over-sized for this specification compared to the nominal values considered of 5% and 10% for the risk levels α = 5% and α = 10% while the test is undersized for the risk level α = 1%. As in the previous Monte Carlo design for size we refer to Danciulescu We used the following parameter values to investigate the power of the test under the alternative (H1) when there are spillovers between returns through their mean:
(β 11 , β 12 , γ 10 , γ 11 , γ 12 , γ 13 ) = (0, 0.7, 0.05, 0.88, 0.01, 0), 
and when there are spillovers between returns through their variance:
(β 11 , β 12 , γ 10 , γ 11 , γ 12 , γ 13 ) = (0, 0, 0.05, 0.88, 0.01, 0.7), 
For all cases, the innovations processes ε ht are assumed to follow a Student-t distribution with ν h = 5 degrees of freedom for h = 1, 2.
In tables 4 and 5 we report the rejection probabilities at 5% and 10% significance level for the last two parameterizations. The simulation results for the power show that in both cases, spillovers between returns through their mean and variance, we get a significant gain in power for the multivariate test versus the univariate one for the lag lengths 1, 10 and 15, while at the lag 5 the univariate test is more powerful than the multivariate one. The power of the test is also increasing in the out-of-sample size P over all significance levels considered. These findings suggest that the multivariate test is more powerful in capturing the co-movements (positive and significant cross-correlations) among the trading lines hits sequences. Also, by capturing the negative movements among trading lines (negative cross-correlations), our results suggest the multivariate test is a better choice from the operational risk point of view. Proposed procedure makes an accurate assessment of the market risks the financial institution avoiding under-risk as well as over-risk exposure and consequently maintaining excessively high or low capital levels with negative implications as decrease in bank's profitability or its failure.
The economic intuition of this result is also of interest. A potential explanation of the negative cross-correlation at lag 5 might be due to the fact that banks might use assets (bonds) with different maturities for hedging the risk in their portfolios/business lines or different trading strategies. For example one trading line/bank is shorting the risky assets at day 5 while the other is holding risky assets longer in its portfolio.
The third Monte Carlo design investigates the power of the multivariate testing procedure using data generated from a bivariate BEKK process as introduced by Engle and Kroner (1995) . This specification is recommendable for modeling the dynamic correlation structure among different trading lines (risk categories) as recommended in the Amendment of the Basel Accord (1996) . 15 Moreover, BEKK model is a more realistic representation of the financial markets environment with spillovers among time series that occur through various channels without the possibility to clearly identify them. In this set up financial returns are modeled as a multivariate stochastic vector process {Y t } with dimension Hx1 such that E(Y t ) = 0. The vector Y t is assumed to be conditionally heteroscedastic:
given the information set W t−1 , where W t−1 denotes the information set generated by the observed series {Y t−1 } up to and including time t−1. The HxH matrix M t = [m ijt ] is the conditional covariance matrix of Y t , and ε t is an i.i.d. vector error process.
The matrix process M t for the BEKK model has the form:
where A ki , B kj , and A 0 are HxH parameter matrices, with A 0 lower triangular. The decomposition of the constant term into a product of two triangular matrices is to ensure positive definiteness of M t .
In our case Y t is a vector of H log-returns corresponding to H trading lines.
Since the number of parameters in a full BEKK model is (p+q)KH 2 +H(H +1), in order to reduce the computational burden, we employed in our Monte Carlo simulations a bivariate BEKK(1,1,1), hence H = 2.
As in the case of Hong et al. (2009) 
Application
To illustrate how our new proposed backtesting procedure works in a real data environment, we apply the test to two international major banks' P&L and VaR data. We applied our backtesting procedure to the banks' observed sequences of P &L and VaRs considering a 250-day moving window. Therefore, with our available data, we repeated the procedure for a total of four different periods. That is, for the second period we considered the forecasting period from P = 251 to P = 500, for the third period from P = 501 to P = 750, and for the last period from P = 751 to P = 1000. Table 7 reports statistics for both the multivariate and univariate tests and the number of exceedences (Vio) for the four windows. We found no rejections at 1% and 5% either for the multivariate test or for the univariate one over the windows and lag lengths considered.
We repeated the testing procedures using the observed P &L but with VaR forecasts obtained by fitting a BEKK (1,1,1) as risk model. To the best of our knowledge this is the first paper to use a multivariate risk model for obtaining the VaR forecasts. The advantage of using a multivariate risk model is capturing in VaRs not only business lines or banks' conditional variances but also their covariances. Table 8 reports the testing results. We found that for the rolling window P = 501 : 750 the multivariate test is significant at 1% for lags K = 1, 5, 10 while the univariate tests are not. The total number of violations obtained using BEKK(1,1,1) risk model at 1 % risk level is comparable to the one obtained using banks' reported method which is Historical Simulation.
The results obtained from our two exercises have several implications. First, they are consistent with our Monte Carlo simulations, which found that the multivariate test is more powerful than the univariate test in capturing co-movements (positive and significant cross-correlations). Second, consistent with Berkovitz et al. (2006) results, we found that it is difficult to reject historical simulation obtained VaRs even with the multivariate technique and this might be due to their design. Third, the multivariate testing procedure is a more powerful tool, able to capture the systemic risk if crosscorrelations are modeled in the VaR forecasts. Fourth, multivariate risk modeling combined with multivariate testing procedures might be the best approach from the operational risk point of view since financial institutions and regulators would like to avoid over-as well as under-risk exposures.
Multivariate methods are able to capture markets' or institutions' co-movements hence avoiding institutions' failures at the macro level if systemic risk builds up or a decrease in profitability at the micro level if the negative correlations among trading lines are not considered. Fifth, the presence of forward looking components in trading lines' or banks' portfolios, as for example bonds, suggests the incorporation of market expectations or market sentiment in risk models for accurately timing risk spillovers and contagion periods. As one could notice from table 8, tough the 2001 9/11 event belongs to the first rolling window, the multivariate test becomes significant over the third rolling window, in
2003.
The economic significance of backtesting methods and VaR forecasts derives from the fact that results are used to determine the minimum regulatory capital requirements which must be met by banks to guard against credit and market risks. The Basel Accord stipulates that a bank daily capital charge must be set at the higher of the previous day's VaR or the average VaR over the last 60 business days multiplied by a factor, mf t , i.e. CR t = mf t * max{V aR
The multiplicative factor, mf t , is determined by the results from backtesting banks' models on the previous T days, where T = 250 in Basel Accord, but mf t must not be lower than 3. Basel Accord imposes penalties in the form of a higher multiplicative factor on banks which use models that lead to a greater number of violations than would be expected given the specified risk level of 1 %. A high capital charge is undesirable, other things equal, as it reduces banks' profitability. Table 12 displays the penalties imposed for a given number of violations over a 250 trading days period. Table 13 shows our calculations for the two banks' mean daily capital charges using the two risk models to obtain the VaR forecasts. The results for capital charges are comparable for the two risk modeled. This outcome suggests that employing a dynamic model which accounts for the time varying assets' correlation, as for example BEKK, does not lead to higher capital requirements for banks on one hand, while giving a higher chance to capture potential trading lines commonality in risks (the case of positive cross-correlations) or avoiding under-risk exposure (the case of negative correlations) on the other.
Capital requirement calculations revealed also a drawback of the risk models in use which is their backward looking feature. The lowest capital charges occurred during the period with the highest number of violations for both banks. This might have happened due to the fact that capital charges are based only on backtesting results and VaR forecasts from the previous periods in which volatilities and the number of violations were lower due maybe to more favorable market conditions. This outcome in particular is very important to be investigated in future research since insufficient capital buffers to cover the realized losses may lead to banks or financial institutions' failures.
Conclusion
In this paper we proposed a new backtesting technique that exploits the informational advantage of the multivariate framework. The test is easy to implement and simulation results conducted over a relevant number of sample sizes, number of lags and specifications showed that the proposed multivariate backtesting procedure represents an improvement versus its univariate counterpart in assessing the accuracy of VaR forecasts. Multivariate testing technique allows all the relationships among trading lines to be tested jointly revealing a considerable increase in power for cross-market spillovers. Joint testing is consistent with the notion that spillovers are due to the impact of global news in each market and use of multivariate data allows analyzing markets' interactions simultaneously.
An application of our proposed procedure to two major international banks real data confirmed the Monte Carlo results. Our findings imply that a partial disaggregation and analysis of risk on classes of risks or trading lines is recommendable to a full financial institution risk aggregation as a way to capture the complexity of financial linkages.
The results from the application part of the paper revealed, also, a drawback of the risk models in use, which is their backward looking feature, with important implications for correct calculation of banks' capital requirements and identification of the risk spillover periods. Our current work in progress explores in this direction. Let the family of conditional distributions be defined as:
and let f x (y) be the associated conditional densities. We define the α-mixing coefficients as
where the σ-fields F n and P n are F n = σ(X t , t ≤ n), respectively P n = σ(X t , t ≥ n), and X t = (Y t , Z t ) . Mixingness is the property that ensures dependence dies out with horizon.
For each trading line h ∈ H we assume the following: Assumption 1: {Y h t , Z t } t∈Z are strictly stationary and strong mixing process with mixing coefficients satisfying
Assumption 2: The family of distribution functions {F h x , x ∈ R dw } has Lebesque densities {f h x , x ∈ R dw } that are uniformly bounded:
and equicontinuous: for every ε > 0, there exists a δ > 0 such that
Assumption 3:
Assumption 4: The parameter space Θ is compact in R p . The true parameter θ h 0 belongs to the interior of Θ. The estimatorθ h t satisfies the asymptotic expansionsθ
where Assumption 5: R, P → ∞ as n → ∞, and lim n→∞ P R = π, 0 ≤ π < ∞.
PROOF OF THEOREM 1:
We provide a sketch of proof for Theorem 1 using empirical process theory as in Escanciano and
Olmo (2008 a) and a variation of weak convergence theorem as developed in Delgado and Escanciano (2007) .
For notation simplicity we denote, for θ h ∈ Θ,
and
As in Escanciano and Olmo (2008 a) we define the process 
The last equation and the asymptotically tightness of K h n (c) imply that ifĉ is bounded in probability, i.e.ĉ = O P (1), then
Next we apply these results withĉ = max
where R denotes the in-sample size. We need to prove that, under the fixed forecasting scheme we considered in this paper, max R≤t≤n √ t(θ h t − θ h 0 ) = O P (1) holds. Since for the fixed forecasting scheme we have
then equation (44) 
, and hence we have
where P denotes the out-of-sample size.
This imply the decomposition
Using the Mean Value Theorem, and since expectation and differentiation can be interchanged,
we have
fore by uniform law of large numbers of Jennrich (1969, Theorem 2) and max
By uniform law of large numbers and max
. (50) s In order to proceed with the proof of theorem 1, for each i, h ∈ H, i = h, we define de process:
indexed by c ∈ C D , where C D = {c ∈ R p : |c| ≤ D}, k ≥ 1, and D > 0 is an arbitrary but fixed constant.
Applying Lemma A1 from Escanciano and Olmo (2008 a) to the process K ih n,k (c) and following the previous arguments we get
where
The previous expression can be rearranged as following
the previous results imply that
Hence, we proved that
Furthermore we define the following quantitieŝ
and, similarly, define ξ 
this implies that
The same equality holds for γ
Hence we have that
Previous arguments imply that
Therefore we get that
Corollary 3 in Escanciano and Olmo (2008 a) and our Assumption 5 imply thatγ
Moving to the multivariate framework, let {I t,α (θ 0 )} be the H dimensional vector that collects the hits sequences from all H trading lines. The multivariate hits process sample autocovariance and autocorrelation are defined as
and respectively as
for k ≥ 1, where both Γ P,k and ρ P,k are HxH matrices.
The two matrices can be stacked as 1xH 2 row vectors with rows stacked one next to the other as Chitturi (1974) showed that for large P ( k) the multivariate autocorrelation vector process has, approximately, a multivariate normal distribution with
where . = denotes an approximate relationship, ⊗ denotes the direct product and δ k−l denotes Kronecker delta with unity at k − l = 0 and zero elsewhere.
Rao (1973, p. 524) showed that if a random vector x has a multivariate normal distribution N (0, QΣ) where Q is idempotent of rank p and Σ is positive-definite symmetric, then
Chitturi (1974) and Hosking (1980, Theorem 2) completed the proofs for the multivariate autocovariance and autocorrelation functions considering AR and ARMA processes 17 , hence the result from our Theorem 1 follows. Q.E.D
17 See Chitturi (1974) and Hosking (1980) for complete proofs. 
