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In this note we extend the results published in Ref. 1 to a coagulation system
with Becker-Do¨ring type interactions and time-dependent input of monomers
J1(t) of power–like type: J1(t)/(αtω )→ 1 as t→∞, with α > 0 and ω > −
1
2
.
The general framework of the proof follows Ref. 1 but a different strategy is
needed at a number of points.
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1. Introduction
There has been a recent upsurge of mathematical work in the field of
coagulation-type equations (see, for instance, References 2 and 3, and ref-
erences therein) of which a sizable portion has been dedicated to dynam-
ical questions, particularly those of convergence to self-similar behaviour
(see the references above and also Ref. 4). In the current note we con-
sider this type of problems in the context of the following addition model
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(i.e., a coagulation equation with Becker-Do¨ring type interactions) with
time-dependent input of monomers, J1(t). Calling a cluster with j identi-
cal particles a j-cluster , and a single particle a 1-cluster, or a monomer,
the kinetic scheme associated with the above mentioned process of cluster
growth is
j-cluster + 1-cluster −→ (j + 1)-cluster, j ≥ 1.
We assume the existence of a monomer source, possibly time-dependent.
Assuming also that the mass action law of chemical kinetics is valid, and
denoting by cj = cj(t) the concentration of j-clusters at time t, the following
system of ordinary differential equations describes the time evolution of the
concentrations cj :  c˙1 = J1(t)− c
2
1 − c1
∞∑
j=1
cj
c˙j = c1cj−1 − c1cj , j ≥ 2.
(1)
Systems of this type are used, for instance, as mean-field models of sub-
monolayer growth in epitaxial deposition (cf., e.g., Ref. 5).
This work is a follow-up study to Ref. 1 and the reader should consult
that paper for a more comprehensive explanation of the background and
motivation involved. In Ref. 1 monomer input terms J1(t) = αt
ω , with
α > 0 and ω > − 12 , were considered. This is clearly a rather restrictive
class, and here we provide an extension of those results to monomer input of
the type J1(t) = αt
ω(1+ε(t)) where ε(·) is a continuous function satisfying
ε(t) → 0 as t → +∞. Most, but not all, of the results in Ref. 1 follow
with just this general assumption on ε. This is true, in particular, of those
concerning convergence to a self-similar profile. Those about the rate of
convergence of the bulk quantity
∑∞
j=1 cj will need an extra assumption on
the decay rate of the perturbation ε(t).
2. General Approach and Statement of Results
Our main goal is to study the long-time behaviour and approach to self-
similarity of solutions to Equation (1). The general approach, used also
in Refs. 6 and 1 is to consider the auxiliary variable c0(t) =
∑∞
j=1 cj(t),
representing the total amount, at time t, of clusters of every possible size
j. This quantity satisfies the differential equation c˙0 = J1(t)− c0c1, and so
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(1) can be written as 
c˙0 = J1(t)− c0c1,
c˙1 = J1(t)− c0c1 − c21,
c˙j = c1cj−1 − c1cj , j ≥ 2.
(2)
From this we conclude firstly that the dynamic behaviour of the
monomer concentration c1(t) is determined only by the bidimensional
(c0, c1)-system, {
c˙0 = J1(t)− c0c1
c˙1 = J1(t)− c0c1 − c21,
(3)
and, secondly, after introducing the new time scale t 7−→ ς(t) := ς0 +∫ t
t0
c1(s)ds, the dynamics of the j-cluster becomes determined by the (infi-
nite dimensional) lower triangular linear equations
c˜j
′ = c˜j−1 − c˜j , j ≥ 2, (4)
where c˜j(ς) := cj(t(ς)) and (·)′ = ddς , which can be explicitly solved in
terms of c˜1 by a repeated application of the variation of constants formula:
c˜j(ς) = e
−ς
j∑
k=2
ςj−k
(j − k)!ck(0) +
1
(j − 2)!
∫ ς
0
c˜1(ς − s)sj−2e−sds. (5)
We shall consider the following general assumption for the input of
monomers J1(t):
(H1) J1(t) = (1+ε(t))αt
ω, where α > 0, ω > − 12 , and ε(t) is a continuous
function satisfying ε(t)→ 0 as t→ +∞.
The case where ε(t) ≡ 0 was considered in Ref. 1 and the particular case
where, additionally to that, we had time independent input ω = 0 was first
studied in Ref. 6. Both these studies contributed to the rigorous justification
of formal results in Ref. 7. The case of polynomial-like monomer input term
considered in this note has never been investigated before, not even at a
formal level.
The main idea behind our approach is that, since ε(t)→ 0 as t→ +∞,
the presence of this perturbation term should not be felt at large times,
and so the results in Ref. 1 should remain valid. In particular, we should
expect the following to hold true:
Theorem 2.1. Assume (H1) holds, and let (c0, c1) be any solution of
Eq. (3). Then, as t→ +∞, we have
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(i)
(
1 + 2ω
3α2
) 1
3
t−
1+2ω
3 c0(t) −→ 1,
(ii)
(
3
(1 + 2ω)α
) 1
3
t
1−ω
3 c1(t) −→ 1.
Using the result in Theorem 2.1 (ii) and translating it to the phase vari-
able c˜1 in the time scale ς we can use it in Eq. (5) to obtain information on
the long time behaviour of the j−cluster concentration c˜j(ς), in particular
concluding that the behaviour in Theorem 2.1 (ii) holds true with c1(t)
substituted by cj(t), for every j ≥ 1. Furthermore, and more interesting
from a dynamical point of view, the information about c˜1 allows us to use
Eq. (5) in order to prove that solutions to (1) converge to the similarity
profiles in Ref. 1 as j, t→ +∞. In fact, defining
Q(ω) :=
(
3
(1 + 2ω)α
) 1
2+ω
(
2 + ω
3
)r
where r :=
1− ω
2 + ω
,
the following holds true:
Theorem 2.2. Assume (H1). Let (cj) be any solution of (1) with initial
data cj(0) ∈ ℓ1. Let ς(t) and c˜j(ς) be as above. Then
(i) lim j, ς→+∞
η=j/ς fixed
η 6=1
Q(ω)ςr c˜j(ς) =
{
(1− η)−r if η < 1
0 if η > 1,
(ii) furthermore, if cj(0) = 0 for j ≥ 2,
lim
j, ς→+∞
ξ= j−ς√
ς
fixed
ξ∈R
(π
2
) 1
2
Q(ω) ς
r
2 c˜j(ς) = e
− 1
2
ξ2
∫ +∞
0
y1−2re−ξy
2− 1
2
y4dy.
Remark 2.1. The extra assumption on the initial data in Theorem 2.2 (ii)
is most likely unnecessary but we are presently unable to overcome it (see
Section 6.2 of Ref. 6 for an explanation of the technical problem involved).
In Fig. 1 and 2 we present plots of the similarity limits given in Theorem
2.2 for several values of ω. Note that the profiles in Fig. 2 provide a kind
of inner expansion of the jump discontinuities occurring in the profiles in
Fig. 1 when ω ≤ 1.
The proof of Theorem 2.2 is in no way dependent on the function ε(t),
since it is based on the analysis of Eq. (5) which does not involve any
information concerning the input of monomers other than that carried over
by the c˜1(ς). We direct the interested reader to Refs. 1 and 6 for the proof.
August 21, 2007 13:3 WSPC - Proceedings Trim Size: 9in x 6in simai06-FPC-JTP-RSrevised
5
η1
1
ω = 1
ω > 1
ω < 1
Fig. 1. Graphs of the similarity limits in Theorem 2.2 (i) for values of ω below and
above 1 in steps of 0.1
ξ
ω = 0.99
ω = −0.342
1
2
2 4−2−4−6
Fig. 2. Graphs of the similarity limits in Theorem 2.2 (ii) for values of ω from −0.342
to 0.99 in steps of 0.148.
In the remaining of this note we concentrate on the proof of Theorem
2.1, and specially in those parts of the proof that differ from the proof of
the corresponding result in Ref. 1.
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3. On the proof of Theorem 2.1
The general plan of the proof of Theorem 2.1 is analogous to that of the
corresponding theorem in Ref. 1: defining a new time scale t 7→ τ so that
dτ
dt =
(
3α2
1+2ω
)1/3
t
1+2ω
3 , letting
x(τ) :=
(
3
(1+2ω)α
) 1
3
t(τ)
1−ω
3 c1(t(τ))
y(τ) :=
(
1+2ω
3α2
) 1
3
t(τ)−
1+2ω
3 c0(t(τ)),
and using (H1), system (3) becomes{
x′ = (1 + ε(τ) − xy)−Aτ− 12 x2 +Bτ−1x
y′ = (1 + ε(τ) − xy)·Aτ− 12 −A2τ−1y , (6)
where A :=
(
1+2ω
4+2ω
) 1
2
, B := 1−ω4+2ω , and, in order not to overload the nota-
tion we keep denoting by ε(·) the function ε(t(·)). To prove Theorem 2.1
it is sufficient to prove that all non-negative solutions (x, y) to system (6)
satisfy (x(τ), y(τ)) → (1, 1) as τ → +∞, and in order to obtain this result
we may start by proving the positivity and relative boundedness of the so-
lution vector (meaning that y [resp. x] is bounded iff x [resp. y] is bounded
away from zero); these are proved exactly as in Lemmas 1 and 2 of Ref. 1.
Next we need to prove the boundedness of the orbit (x(τ), y(τ)) when
τ → +∞. This is where things start to look a bit different from what hap-
pened in Ref. 1. By (H1) we need only to consider times large enough so
that |ε(τ)| < ǫ (where ǫ can be chosen arbitrarily small) if τ > Tǫ say.
Observe that from the y−equation in system (6) we have y′ < 0 if (x, y) ∈
Ω−ǫ := {1 + ǫ − xy < 0} and so y(τ) can only escape to +∞ if the orbit
ultimately remains in Ω+ǫ := R
2+ \Ω−ǫ . But to show that this cannot occur
an argument similar to the one used in step 1 of the proof of Lemma 3 in
Ref. 1 is enough, with the natural changes of the geometrical setting pro-
vided by Fig. 3. Without loss of generality we can assume the initial point
Pτ0 is in Ω
+
ǫ with Pτ0 > max{1, τL,ǫ}, where τL,ǫ :=
(
2
(
L2
1+ǫ − 1+ǫL
))−2
,
and L > 3
√
1 + ǫ is the ordinate of Pτ0 .
Using the differential equations (6) we easily conclude that, in the region
of Fig. 3 where y > L
2
1+ǫx and x <
1+ǫ
L the following holds true:
y′ <
(
x′ +
(
1+ǫ
L − L
2
1+ǫ −BA−1τ−
1
2
)
xAτ−
1
2
)
Aτ−
1
2 < x′Aτ−
1
2 < x′,
where the last two inequalities hold true for all τ > τ0 > max{1, τL,ǫ}. But
this is the same inequality as in Ref. 1 and from this uniform bound on
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Ω−ǫ
{xy = 1}
{xy = 1 + ǫ}
Pτ0
y = L
2
1+ǫx
x
y
L
1/L 1+ǫ
L
Fig. 3. Geometric setting for the analysis of the possibility of an orbit starting at Pτ0
to escape to infinity due to y(τ)→ +∞ as τ → +∞.
the slope dydx of the orbit, and the behaviour of y
′ in Ω−ǫ , we immediately
conclude y(τ) cannot diverge to +∞ as τ → +∞. The analysis of what
happens for large x , and in particular the impossibility for x(τ) to become
unbounded as τ → +∞, requires in the present case an altogether different
approach to that used in Ref. 1. There we used a method based on the
behaviour of the orbit on the level sets of an auxiliary function approaching
the (fixed) hyperbola {xy = 1}. This essentially meant a change to a kind of
moving reference system. Now this method is not likely to work in this case
without unnatural (and unreasonable) restrictions on the perturbation ε(τ).
Hence, we now use a novel approach. Let us suppose an orbit of (6) satisfies
x(τn) → +∞, for some sequence τn such that τn → +∞. Then this orbit
must eventually leave Ω−ε(τ) := {1 + ε(τ) < xy} since otherwise we would
have x′ = 1+ ε(τ)− xy −Aτ− 12x2 +Bτ−1x < Aτ− 12x(−x+BA−1)τ− 12 <
0 for all sufficiently large τ , a contradiction. An easy argument, as the
one in Ref. 1 shows that for all large times, the orbit cannot enter Ω−ε(τ).
Furthermore, for all large enough τ it easily follows from Eqs. (6) that
Aτ−
1
2x′ − y′ = −
(
x− yx − BA τ−
1
2
)
A2τ−1x < 0. (7)
Now suppose x′ > 0 for all sufficiently large τ . From (7) this entails y′ >
Aτ−
1
2x′ > 0, which leads to a contradiction since the orbit would eventually
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enter Ω−ε(τ) for large enough τ . So, in order to have x(τn) → +∞ as τn →
+∞, there must exist an infinite sequence of time intervals in which x′ < 0,
and in at least some subintervals we must have y′ < 0, since otherwise
the orbit would enter in Ω−ε(τ) anyway, or it would remain bounded. The
differential inequality (7) implies that the situation depicted in Fig. 4 is
essentially the only possible one.
{xy = 1}
x
Fig. 4. The only possibility to have an orbit with x(τ) → +∞ as τ → +∞. Note that
(7) implies that y′(τ) > 0 whenever x′(τ) > 0.
Observe that for the orbit to decrease in the y component it must first
start decreasing in x, since (7) forces Aτ−
1
2x′ < y′. This explains why
the orbit should essentially be as shown in Fig. 4, with that type of self-
crossings. But this is impossible. To see why, let us concentrate our attention
in Fig. 5, where a portion of the orbit of Fig. 4 at the start of one of its
y−descent sections is enlarged showing a self-crossing P that occurs at two
instants, τ1 and τ2, with τ1 < τ2.
At τ1 we have x
′(τ1) > 0 and (7) gives
dy
dx (τ1) > Aτ
− 1
2
1 , and at τ2
we have x′(τ2) < 0, which implies that (7) now means
dy
dx(τ2) < Aτ
− 1
2
2 .
But since τ2 > τ1, we conclude that
dy
dx(τ2) < Aτ
− 1
2
2 < Aτ
− 1
2
1 <
dy
dx(τ1)
in contradiction with what we concluded above should happen at a self-
crossing point. This concludes the proof that (x, y) must remain bounded
(and bounded away from zero).
With this information we can now start to identify the orbit’s ω−limit,
by showing that the ω−limit set of any orbit is contained in the hyperbola
{xy = 1}. In order to obtain this result we consider an auxiliary function
h(τ) := x(τ)y(τ); as was done in Ref. 1, if (x, y) satisfies (7) then h(τ)
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x
P
Fig. 5. Situation described in the text for a self-intersecting point of an orbit having
x(τ)→ +∞ as τ → +∞.
satisfies the following linear (in h) differential equation:
h′(τ) = (1 + ε(τ))
(
y +Aτ−
1
2 x
)
− α(τ)h(τ), (8)
where
α(τ) := y(τ) + 2Aτ−
1
2x(τ) + (A2 −B)τ−1. (9)
Using the variation of constants formula we can write the solution to (8) as
h(τ) = h(τ0)e
−
R
τ
τ0
α(s)ds
+
∫ τ
τ0
(1+ε(s))
(
y(s) +
Ax(s)
s
1
2
)
e−
R
τ
s
α(θ)dθds. (10)
We need to show that h → 1. Using Eq. (10), we show that the first term
goes to zero and that the second one goes to 1, as τ → +∞. Since y is
bounded away from zero, there exists a constant Ly > 0 such that y(τ) ≥
Ly, and so
e
−
R τ
τ0
α(s)ds
=
(τ0
τ
)A2−B
e
−
R τ
τ0
(y(s)+2As−1/2x(s))ds
≤
(τ0
τ
)A2−B
e
−
R τ
τ0
y(s)ds ≤
(τ0
τ
)A2−B
e−Ly(τ−τ0),
showing that the first term in Eq. (10) goes to zero (exponentially) as
τ → +∞.
Next we show that the second term in Eq. (10) goes to 1 as τ → +∞.
Using again the fact that |ε(τ)| < ǫ if τ > Tǫ, we can estimate the second
term in Eq. (10) by splitting the integral as
∫ τ
τ0
=
∫ Tǫ
τ0
+
∫ τ
Tǫ
. The integral
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over [τ0, Tǫ] converge to zero as τ → ∞, since we are integrating an expo-
nentially decaying function on a fixed compact interval. On [Tǫ, τ ], we can
write
(1− ǫ)
∫ τ
Tǫ
g(s, τ)ds ≤
∫ τ
Tǫ
(1 + ε(τ))g(s, τ)ds ≤ (1 + ǫ)
∫ τ
Tǫ
g(s, τ)ds.
where g(s, τ) :=
(
y(s)+As−
1
2 x(s)
)
e−
R τ
s
α(θ)dθ. Using the results from the
proof of Lemma 4 in Ref. 1 we have
∫ τ
Tǫ
g(s, τ)ds→ 1 as τ → +∞ and this
completes the proof of the convergence of h.
Inspired by the approach in Ref. 1, the next steps to locate the ω−limit
set of the orbits will be, first to prove that, for each orbit, its ω−limit set,
(which, by the previous result about h, is an arc of the hyperbola {xy = 1})
contains the point (1, 1), and second to conclude that that arc degenerates
into the single point (1, 1). Resorting, as in Ref. 1, to the auxiliary function
b(τ) := y(τ)−Aτ− 12 x(τ) we discover that its dynamics is governed by the
differential equation
b′ = (−b+ x2)A2τ−1,
which is exactly the same as in Ref. 1, i.e., the dynamic behaviour of b
is independent of ε(τ) and so all the results proved when ε(τ) ≡ 0 in
Lemmas 5 and 6 of Ref. 1 remain valid for the present case. Hence the two
steps referred to above can be completed and the proof of Theorem 2.1 is
achieved.
4. Remarks on the Rate of Convergence
A question that naturally comes to mind at this point is to ask at what
rate do solutions converge to their final states. Whatever the mathematical
sense we may give this question, its elucidation is bound to include the long
time behaviour of the quantity J1(t)−c0(t)c1(t) (if we are thinking in terms
of solutions to (3)) or of 1+ ε(τ)−x(τ)y(τ) (if we are considering solutions
to (6).)
In the case ε(t) ≡ 0 treated in Ref. 1 the assumptions in Theorem 2.1
are sufficient to prove that
1− x(τ)y(τ)
Aτ−
1
2
−→ 1 as τ → +∞, (11)
and hence to have, as t→ +∞,(
3
(1 + 2ω)α
) 2
3
t2
1−ω
3 (αtω − c0(t)c1(t)) −→ 1. (12)
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In order to obtain similar results when ε(t) is not identically zero we need
further assumptions on this function besides those stated in (H1), namely
we need to assume something about its decay rate to zero. The following
hypothesis is sufficient to ensure (12) holds also in this case.
(H2) The function ε(t) is continuously differentiable and, as t → +∞,
satisfies ε(t) = O(t−
2+ω
3 ), and ε˙(t) = O(t−
1−ω
3 ).
Remark 4.1. Observe that, by the definition of the time scale τ given in
the beginning of Section 3, we easily conclude that τ−
1
2 = O(t− 2+ω3 ), from
which it follows that we must have ε(τ) = O(τ−
1
2 ) and also ε′(τ) = ε˙ dtdτ =
O(τ−
1
2 ).
The way the proof of (11) proceeds is analogous to the proof of Lemmas
4 and 7 in Ref. 1: in the present case the expression for (1 − h(τ))/τ−1/2
has the additional additive contribution coming from the perturbation term
ε(τ), namely
−τ 12
∫ τ
τ0
ε(s)
(
y(s) +As−
1
2 x(s)
)
e−
R
τ
s
α(θ)dθds, (13)
with α(·) the function defined in (9). The analysis of (13) proceeds as fol-
lows: first write it as
−τ 12
∫ τ
τ0
ε(s)α(s)e−
R
τ
s
α(θ)dθds+τ
1
2
∫ τ
τ0
ε(s)
(
Ax(s)
s1/2
+
A2 −B
s
)
e−
R
τ
s
α(θ)dθds,
(14)
then observe that the first integral in (14) can be written as follows∫ τ
τ0
ε(s)α(s)e−
R
τ
s
α(θ)dθds = e
−
R
τ
τ0
α(s)ds
∫ τ
τ0
ε(s)
d
ds
(
e
R
s
τ0
α(θ)dθ
)
ds
= ε(τ) − ε(τ0)e−
R τ
τ0
α(s)ds −
∫ τ
τ0
ε′(s)e
R s
τ0
α(θ)dθ
ds
(15)
where the last equality was obtained using integration by parts. Now, the
estimates developed in the proof of Lemma 4 of Ref. 1 together with the
assumption (H2), in the version presented in Remark 4.1, allow us to control
the second integral in (14) and the right-hand side of (15), thus completing
the proof of (11), and thus also the corresponding version of (12) that now
reads as(
3
(1 + 2ω)α
) 2
3
t2
1−ω
3 ((1 + ε(t))αtω − c0(t)c1(t)) −−−−→
t→+∞
1.
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5. Final Remarks
In this note we considered the addition model Eq. (1) with power-like time-
dependent input of monomers (i.e., addition of monomers at a rate satis-
fying (H1)). We proved that, considering the long time and cluster size
limit with either η := j/ς or ξ := (j − ς)/√ς constant (where ς is an ap-
propriate rescaling of the original time variable), the solutions approach
universal profiles, independently of the initial data. This type of conver-
gence, referred to in the literature as self-similar behaviour, has been the
subject of a number of recent studies in the context of Smoluchowski coagu-
lation systems (cf. Refs. 2, 3, 4). The present study extends our knowledge
of such a behaviour in Beker-Do¨ring like coagulation equations, by com-
plementing recent results, obtained for constant (Ref. 6) and for particular
time-dependent (Ref. 1) inputs of monomers, to a much larger class of time-
independent inputs. Since our results include the cases where the input rate
of monomers can have a rather erratical behaviour (albeith continuous and
asymptotically approaching a power αtω , with ω > − 12 ), it provides a fur-
ther indication of the robustness of the convergence to self-similar behaviour
in this class of systems.
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