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Abstract. We consider the Hirota equation on the quarter plane with the initial
and boundary values belonging to the Schwartz space. The goal of this paper
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1 Introduction
The nonlinear steepest descent method was first introduced in 1993 by Deift and Zhou [8],
it turn out to be very successful for analysing the long-time asymptotics of initial-value
problems for a large range of nonlinear integrable evolution equations in a rigorous and
transparent form. Numerous new significant results about the asymptotics theory of initial-
value problems for different completely integrable nonlinear equations were obtained based
on the analysis of the corresponding Riemann–Hilbert (RH) problems [3,5–7,18,22,23]. After
that, Fokas announced a new unified approach [11,12] to construct the matrix RH problems
for the analysis of initial-boundary value (IBV) problems for linear and nonlinear integrable
systems. Therefore, by combining the ideas of the nonlinear steepest descent method in [8]
with the unified transform formalism of [11], it is also possible to study the asymptotics of
solutions of IBV problems for nonlinear integrable PDEs such as the nonlinear Schro¨dinger
(NLS) equation [2,13], the modified Korteweg-de Vries (mKdV) equation [19], the derivative
Schro¨dinger equation [1] and the Kundu–Eckhaus equation [15].
In 1973, Hirota [16] considered the following equation:
i
∂u
∂t
+ α
∂2u
∂x2
+ iβ
∂3u
∂x3
+ 3iγ|u|2∂u
∂x
+ δ|u|2u = 0, (1.1)
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where u is a scale function, α, β, γ and δ are real positive constants with the relation
αγ = βδ. Meanwhile, in [16], the exact N -envelope-soliton solutions have been obtained
there applying the method which takes his name [17]. Equation (1.1) can be written as
iut + α(uxx + 2|u|2u) + iβ(uxxx + 6|u|2ux) = 0, (1.2)
where we have chosen δ = 2α, γ = 2β in such a way that the constraint αγ = βδ is satisfied.
Equation (1.2) is integrable because it is the sum of the commuting integrable flows given by
the NLS equation and complex mKdV which are PDEs belonging to the same hierarchy. On
the other hand, due to the important role played in both physics and mathematics, Hirota
equation has attracted much attention and various works were presented. For example, in
[21], the authors studied the multisolitons, breathers, and rogue waves for the Hirota equation
(1.2) by means of the Darboux transformation. In a recent paper [10], the explicit soliton
solution formula for the Hirota equation have been constructed via the inverse scattering
method and the matrix triplet method. However, it is note that the long-time asymptotics
for the Hirota equation were analysed in [18] via nonlinear steepest descent method.
In this paper, we consider the IBV problem for the Hirota equation (1.2) posed on the
quarter-plane domain, that is, in the domain
Ω = {(x, t)|0 ≤ x <∞, 0 ≤ t <∞}.
We will denote the initial datum, Dirichlet and Neumann boundary values of (1.2) as follows:
u(x, 0) = u0(x), u(0, t) = g0(t), ux(0, t) = g1(t), uxx(0, t) = g2(t). (1.3)
We will assume u0(x), g0(t), g1(t), g2(t) lie in the Schwartz class S([0,∞)). As mentioned
above, this IBV problem can be analyzed by the unified transformation approach presented
in [11]. Indeed, assuming that the solution u(x, t) exists and sufficiently smooth as well as
rapidly decay as x→∞, one can show that it can be represented in terms of the solution of
a 2× 2 matrix RH problem formulated in the complex k-plane with the jump matrices given
in terms of spectral functions a(k), b(k) obtained from the initial datum u(x, 0) = u0(x)
and A(k), B(k) obtained from the boundary values u(0, t) = g0(t), ux(0, t) = g1(t) and
uxx(0, t) = g2(t). This parts have already been done in [14].
Developing and extending the methods using in [1, 19], our goal here is to explore the
long-time asymptotics of the solution u(x, t) for the Hirota equation (1.2) on the half-line.
Compared with the analysis of the initial-value problem for (1.2), the RH problem relevant
for the IBV problem [14] also has jumps across additional two contours whereas the RH
problem relevant for the initial-value problem only has a jump across R. Moreover, the jumps
across these additional two lines involve the spectral function h(k). During the asymptotic
analysis, one should find an suitable analytic approximation ha(t, k) of h(k). Thus, the
nonlinear steepest descent analysis of the half-line problem for (1.2) presents some additional
challenges. On the other hand, for the Hirota equation (1.2), the RH problem [14] relevant
for the IBV problem has four jump matrices across the jump contours, however, there only
contain three jump matrices for the mKdV equation [4]. Another difference compared with
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the mKdV equation is that its spectral curve possesses two non-symmetric stationary points,
which also different from that of derivative NLS equation considered in [1] where the phase
function has a single critical point. Therefore, the study of the long-time asymptotics for the
IBV problem for (1.2) on the half-line is more involved. These are some innovation points
of the present paper.
The organization of this paper is as follows. In Section 2, we briefly recall how the solution
of Hirota equation (1.2) on the half-line can be expressed in terms of the solution of a 2× 2
matrix RH problem. In Section 3, we transform the original RH problem to a form suitable
for determining the long-time asymptotics. Local models for the RH problem near the two
critical points are considered in Section 4. In Section 5, we derive the long-time asymptotic
behavior of the solution of the Hirota equation (1.2) by combining the above analysis.
2 Preliminaries
2.1 The RH problem
Let
σ3 =
(
1 0
0 −1
)
, U(x, t) =
(
0 u
−u∗ 0
)
, (2.1)
V (x, t; k) = 4βk2U(x, t) + kV1(x, t) + V2(x, t), (2.2)
V1(x, t) =
(
2iβ|u|2 2iβux + 2αu
2iβu∗x − 2αu∗ −2iβ|u|2
)
, (2.3)
V2(x, t) =
(
iα|u|2 + β(uu∗x − u∗ux) iαux − β(uxx + 2|u|2u)
iαu∗x + β(u
∗
xx + 2|u|2u∗) −iα|u|2 − β(uu∗x − u∗ux)
)
. (2.4)
Then the Hirota equation (1.2) is the condition of compatibility of [21]
Ψx + ik[σ3,Ψ] = U(x, t)Ψ,
Ψt + i(4βk
3 + 2αk2)[σ3,Ψ] = V (x, t; k)Ψ.
(2.5)
where Ψ(x, t; k) is a 2 × 2 matrix-valued function and k ∈ C is the spectral parameter.
Following [14], one can use the Lax pair (2.5) to define three suitable eigenfunctions to
formulate the main RH problem. Furthermore, the solution u(x, t) of Hirota equation (1.2)
can be expressed in terms of the solution of this 2× 2 matrix RH problem.
Assume the initial and boundary values u0(x), g0(t), g1(t), g2(t) lie in the Schwartz class
S([0,∞)). Using these functions, we can define four spectral functions {a(k), b(k), A(k), B(k)}
by
X(0, k) =
(
a(k¯) b(k)
−b(k¯) a(k)
)
, T (0, k) =
(
A(k¯) B(k)
−B(k¯) A(k)
)
, (2.6)
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where X(x, k) and T (t, k) are the solutions of the Volterra integral equations
X(x, k) = I −
∫ ∞
x
eik(x
′−x)σˆ3(U(x′, 0)X(x′, k))dx′, (2.7)
T (t, k) = I −
∫ ∞
t
ei(4βk
3+2αk2)(t′−t)σˆ3(V (0, t′; k)T (t′, k))dt′. (2.8)
Define the open domain {Dj}61 of the complex k-plane as depicted in Fig. 1. Let
Σ = {k ∈ C|Im(4βk3 + 2αk2) = 0}
be the contour separating the Dj’s, oriented as shown in Fig. 1, where
k0 = − α
3β
.
Fig. 1: The contour Σ and the domain {Dj}61 in the complex k-plane.
The analysis of the Volterra linear integral equations (2.7) and (2.8) give the following
properties of a(k), b(k) and A(k), B(k).
(i) a(k) and b(k) are analytic for Imk > 0, smooth and bounded for Imk ≥ 0;
(ii) a(k) = 1 +O( 1
k
), b(k) = O( 1
k
), as k →∞;
(iii) a(k)a(k¯) + b(k)b(k¯) = 1 for k ∈ R;
(iv) A(k) and B(k) are smooth and bounded for k ∈ D¯1 ∪ D¯3 ∪ D¯5, and analytic in
D1 ∪D3 ∪D5;
(v) A(k) = 1 +O( 1
k
), B(k) = O( 1
k
), k →∞;
(vi) A(k)A(k¯) +B(k)B(k¯) = 1 for k ∈ Σ.
We will also need the spectral functions c(k) and d(k) defined by
c(k) = b(k)A(k)− a(k)B(k), k ∈ D¯1 ∪ D¯3, (2.9)
d(k) = a(k)A(k¯) + b(k)B(k¯), k ∈ D¯2, (2.10)
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these functions are motivated by the fact that
T−1(0, k)X(0, k) =
(
d(k¯) c(k)
−c(k¯) d(k)
)
.
The initial and boundary values u0(x), g0(t), g1(t), g2(t) can not be independently pre-
scribed but must satisfy an important compatibility condition. This compatibility condition
is conveniently expressed at the level of the spectral functions as the so-called global relation:
B(k)a(k)− A(k)b(k) = 0, k ∈ D¯1 ∪ D¯3. (2.11)
Assumption 1 In what follows, we assume that the following conditions hold:
• the initial and boundary values lie in the Schwartz class.
• the spectral functions a(k), b(k), A(k), B(k) defined in (2.6) satisfy the global relation
(2.11).
• a(k) and d(k) have no zeros in D¯1 ∪ D¯2 ∪ D¯3 and D¯2, respectively.
• the initial and boundary values u0(x), g0(t), g1(t), and g2(t) are compatible with equa-
tion (1.2) to all orders at x = t = 0, i.e., they satisfy
g0(0) = u0(0), g1(0) = u
′
0(0), g2(0) = u
′′
0(0),
ig′0(0) + α(2|u0(0)|2u0(0) + u′′0(0)) + iβ(u′′′0 (0) + 6|u0(0)|2u′0(0)) = 0, · · · .
Define the spectral functions r1(k) and h(k) by
r1(k) =
b(k¯)
a(k)
, k ∈ R, (2.12)
h(k) = − B(k¯)
a(k)d(k)
, k ∈ D¯2, (2.13)
and let r(k) denote their sum given by
r(k) = r1(k) + h(k) =
c(k¯)
d(k)
, k ∈ R. (2.14)
Then, it can show that the following RH problem
M+(x, t; k) = M−(x, t; k)J(x, t, k), Im(4βk3 + 2αk2) = 0, (2.15)
with the jump matrix J(x, t, k) depicted in Fig. 2 is defined by
J1(x, t, k) =
(
1 0
−h(k)etΦ(k) 1
)
,
J4(x, t, k) =
(
1 + r1(k)r1(k¯) r1(k¯)e
−tΦ(k)
r1(k)e
tΦ(k) 1
)
, (2.16)
J3(x, t, k) =
(
1 − h(k¯)e−tΦ(k)
0 1
)
,
J2(x, t, k) = (J1J
−1
4 J3)(x, t, k) =
(
1 − r(k¯)e−tΦ(k)
−r(k)etΦ(k) 1 + r(k)r(k¯)
)
,
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Fig. 2: The contour Σ for the RH problem.
where
Φ(k) = 2i
(
k
x
t
+ 4βk3 + 2αk2
)
, (2.17)
together with the following asymptotics:
M(x, t; k) = I +O
(
1
k
)
, k →∞, (2.18)
has a unique solution for (x, t) ∈ Ω and the limit limk→∞(kM(x, t; k))12 exists for each
(x, t) ∈ [0,∞)× [0,∞). Moreover, u(x, t) is defined by
u(x, t) = 2i lim
k→∞
(kM(x, t; k))12 (2.19)
satisfies the Hirota equation (1.2). Furthermore, u(x, t) satisfies the initial and boundary
values conditions
u(x, 0) = u0(x), u(0, t) = g0(t), ux(0, t) = g1(t), uxx(0, t) = g2(t).
2.2 A model RH problem
After the formulation of the main RH problem, the main idea of analysis the long-time
behavior is to reduce the original RH problem to a model RH problem which can be solved
exactly. The following theorem is turned out suitable for determining asymptotics of a class
of RH problems which arise in the study of long-time asymptotics.
Let X = X1 ∪X2 ∪X3 ∪X4 ⊂ C be the cross defined by
X1 = {le ipi4 |0 ≤ l <∞}, X2 = {le 3ipi4 |0 ≤ l <∞},
X3 = {le− 3ipi4 |0 ≤ l <∞}, X4 = {le− ipi4 |0 ≤ l <∞},
(2.20)
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0Fig. 3: The contour X = X1 ∪X2 ∪X3 ∪X4.
and oriented as in Fig. 3. Define the function ν : C→ (0,∞) by ν(q) = 1
2pi
ln(1 + |q|2). We
consider the following RH problems parametrized by q ∈ C:{
MX+ (q, z) = M
X
− (q, z)J
X(q, z), for almost every z ∈ X,
MX(q, z)→ I, as z →∞, (2.21)
where the jump matrix JX(q, z) is defined by
JX(q, z) =

(
1 0
−qe iz22 z2iν(q) 1
)
, z ∈ X1,(
1 q¯
1+|q|2 e
− iz2
2 z−2iν(q)
0 1
)
, z ∈ X2, 1 0
q
1+|q|2 e
iz2
2 z2iν(q) 1
 , z ∈ X3,
(
1 −q¯e− iz22 z−2iν(q)
0 1
)
, z ∈ X4.
(2.22)
Then the RH problem (2.21) can be solved explicitly in terms of parabolic cylinder functions
[8, 9].
Theorem 2.1 The RH problem (2.21) has a unique solution MX(q, z) for each q ∈ C. This
solution satisfies
MX(q, z) = I − i
z
(
0 βX(q)
βX(q) 0
)
+O
(
q
z2
)
, z →∞, q ∈ C, (2.23)
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where the error term is uniform with respect to arg z ∈ [0, 2pi] and the function βX(q) is
given by
βX(q) =
√
ν(q)ei
(
pi
4
−arg q−arg Γ(iν(q))
)
, q ∈ C, (2.24)
where Γ(·) denotes the standard Gamma function. Moreover, for each compact subset D of
C,
sup
q∈D
sup
z∈C\X
|MX(q, z)| <∞ (2.25)
and
sup
q∈D
sup
z∈C\X
|MX(q, z)− I|
|q| <∞. (2.26)
Proof. The proof of this theorem can be analogously derived by the procedure used in
[8, 9, 20].
3 Transformations of the original RH problem
In this section, we aim to transform the associated original RH problem (2.15) to a solvable
RH problem. In proceeding the following analysis, we need the following properties for the
functions r1(k), h(k), r(k):
• r1(k) is smooth and bounded on R;
• h(k) is smooth and bounded on D¯2 and analytic in D2;
• r(k) is smooth and bounded on R;
• There exist complex constants {r1,j}∞j=1 and {hj}∞j=1 such that, for any N ≥ 1,
r1(k) =
N∑
j=1
r1,j
kj
+O
(
1
kN+1
)
, |k| → ∞, k ∈ R, (3.1)
h(k) =
N∑
j=1
hj
kj
+O
(
1
kN+1
)
, k →∞, k ∈ D¯2. (3.2)
By performing a number of transformations, we can bring the RH problem (2.15) to a
form suitable for determining the long-time asymptotics. Let ξ = x
t
. The jump matrix J
defined in (2.16) involves the exponentials e±tΦ, where Φ(k) is defined by
Φ(k) = 2i
(
kξ + 4βk3 + 2αk2
)
, k ∈ C.
In particular, we suppose
ξ <
α2
3β
.
It follows that there are two different real stationary points located at the points where
∂Φ
∂k
= 0, namely, at
k1 =
−α−√α2 − 3βξ
6β
, (3.3)
k2 =
−α +√α2 − 3βξ
6β
. (3.4)
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Fig. 4: The contour Σ(1) and the signature table for ReΦ (dashed line) in the complex
k-plane.
The first transformation is to deform the upper/lower plane parts of Σ so that it passes
through the critical points k1 and k2. Letting U1 and U2 denote the domains shown in Fig.
4. The first transform is:
M (1)(x, t; k) = M(x, t; k)×

(
1 0
−h(k)etΦ(k) 1
)
, k ∈ U1,(
1 h(k¯)e−tΦ(k)
0 1
)
, k ∈ U2,
I, elsewhere.
(3.5)
Then we obtain the RH problem
M
(1)
+ (x, t; k) = M
(1)
− (x, t; k)J
(1)(x, t, k) (3.6)
on the contour Σ(1) depicted in Fig. 4. The jump matrix J (1)(x, t, k) is given by
J
(1)
1 =
(
1 0
−hetΦ 1
)
, J
(1)
2 =
(
1 − r¯e−tΦ
−retΦ 1 + rr¯
)
,
J
(1)
3 =
(
1 − h¯e−tΦ
0 1
)
, J
(1)
4 =
(
1 + r1r¯1 r¯1e
−tΦ
r1e
tΦ 1
)
,
where J
(1)
i denotes the restriction of J
(1) to the contour labeled by i in Fig. 4.
The next transformation is:
M (2)(x, t; k) = M (1)(x, t; k)δ−σ3(k), (3.7)
where the complex-valued function δ(k) is given by
δ(k) = exp
{
1
2pii
∫ k2
k1
ln(1 + |r(s)|2)
s− k ds
}
, k ∈ C \ [k1, k2]. (3.8)
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Lemma 3.1 The function δ(k) has the following properties:
(i) δ(k) satisfies the following jump condition across the real axis oriented in Fig. 4:
δ+(k) =

δ−(k)
1 + |r(k)|2 , k ∈ (k1, k2),
δ−(k), k ∈ R \ [k1, k2].
(ii) As k →∞, δ(k) satisfies the asymptotic formula
δ(k) = 1 +O(k−1), k →∞. (3.9)
(iii) δ(k) and δ−1(k) are bounded and analytic functions of k ∈ C\[k1, k2] with continuous
boundary values on (k1, k2).
(iv) δ(k) obeys the symmetry
δ(k) = δ(k¯)
−1
, k ∈ C \ [k1, k2].
Then M (2)(x, t; k) satisfies the following RH problem
M
(2)
+ (x, t; k) = M
(2)
− (x, t; k)J
(2)(x, t, k) (3.10)
with the contour Σ(2) = Σ(1) and the jump matrix J (2) = δσ3− J
(1)δ−σ3+ , namely,
J
(2)
1 =
(
1 0
−hδ−2etΦ 1
)
, J
(2)
2 =
(
1 −r2δ2−e−tΦ
0 1
)(
1 0
−r¯2δ−2+ etΦ 1
)
,
J
(2)
3 =
(
1 − h¯δ2e−tΦ
0 1
)
, J
(2)
4 =
(
1 r¯1δ
2e−tΦ
0 1
)(
1 0
r1δ
−2etΦ 1
)
,
where we define r2(k) by
r2(k) =
r(k¯)
1 + r(k)r(k¯)
. (3.11)
Let N > 1 be given, and let I denote the interval I = (0, N ]∩ (0, α2
3β
). Before processing
the next deformation, we follow the idea of [1,19] and decompose each of the functions h, r1,
r2 into an analytic part and a small remainder because the spectral functions have limited
domains of analyticity. The analytic part of the jump matrix will be deformed, whereas the
small remainder will be left on the original contour. In fact, we have the following lemmas.
Lemma 3.2 There exist a decomposition
h(k) = ha(t, k) + hr(t, k), t > 0, k ∈ (D¯1 ∩ D¯2) ∪ (D¯3 ∩ D¯2),
where the functions ha and hr have the following properties:
(1) For each t > 0, ha(t, k) is defined and continuous for k ∈ D¯1 ∪ D¯3 and analytic for
k ∈ D1 ∪D3.
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(2) For each ξ ∈ I and each t > 0, the function ha(t, k) satisfies
|ha(t, k)| ≤ C
1 + |k|2 e
t
4
|ReΦ(k)|, k ∈ D¯1 ∪ D¯3, (3.12)
where the constant C is independent of ξ, k, t.
(3) The L1, L2 and L∞ norms of the function hr(t, ·) on (D¯1 ∩ D¯2) ∪ (D¯3 ∩ D¯2) are
O(t−3/2) as t→∞.
Proof. We first consider the decomposition of h(k) for k ∈ D¯1 ∩ D¯2. Since h(k) ∈ C∞(D¯2),
then for k ∈ D¯1 ∩ D¯2, n = 0, 1, 2,
h(n)(k) =
dn
dkn
( 4∑
j=0
h(j)(0)
j!
kj
)
+O(k5−n), k → 0, (3.13)
h(n)(k) =
dn
dkn
( 3∑
j=1
hjk
−j
)
+O(k−4−n), k →∞. (3.14)
Let
f0(k) =
9∑
j=2
aj
(k + i)j
, (3.15)
where {aj}92 are complex constants such that
f0(k) =

4∑
j=0
h(j)(0)
j!
kj +O(k5), k → 0,
3∑
j=1
hjk
−j +O(k−4), k →∞.
(3.16)
It is easy to verify that (3.16) imposes eight linearly independent conditions on the aj, hence
the coefficients aj exist and are unique. Letting f = h− f0, it follows that
(i) f0(k) is a rational function of k ∈ C with no poles in D¯1;
(ii) f0(k) coincides with h(k) to four order at 0 and to order three at ∞, more precisely,
dn
dkn
f(k) =
{
O(k5−n), k → 0,
O(k−4−n), k →∞, k ∈ D¯1 ∩ D¯2, n = 0, 1, 2. (3.17)
The decomposition of h(k) can be derived as follows. The map k 7→ ψ = ψ(k) defined by
ψ(k) = 8βk3 + 4αk2 is a bijection D¯1 ∩ D¯2 7→ R, so we may define a function F : R→ C by
F (ψ) = (k + i)2f(k), ψ ∈ R \ {0}, (3.18)
F (ψ) is C5 for ψ 6= 0 and
F (n)(ψ) =
(
1
24βk(k − k0)
∂
∂k
)n(
(k + i)2f(k)
)
, ψ ∈ R \ {0}.
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By (3.17), F ∈ C1(R) and F (n)(ψ) = O(|ψ|−2/3) as |ψ| → ∞ for n = 0, 1, 2. In particular,∥∥∥∥dnFdψn
∥∥∥∥
L2(R)
<∞, n = 0, 1, 2, (3.19)
that is, F belongs to H2(R). By the Fourier transform Fˆ (s) defined by
Fˆ (s) =
1
2pi
∫
R
F (ψ)e−iψsdψ (3.20)
where
F (ψ) =
∫
R
Fˆ (s)eiψsds, (3.21)
it follows from Plancherel theorem that ‖s2Fˆ (s)‖L2(R) < ∞. Equations (3.18) and (3.21)
imply
f(k) =
1
(k + i)2
∫
R
Fˆ (s)eiψsds, k ∈ D¯1 ∩ D¯2. (3.22)
Writing
f(k) = fa(t, k) + fr(t, k), t > 0, k ∈ D¯1 ∩ D¯2,
where the functions fa and fr are defined by
fa(t, k) =
1
(k + i)2
∫ ∞
− t
4
Fˆ (s)ei(8βk
3+4αk2)sds, t > 0, k ∈ D¯1, (3.23)
fr(t, k) =
1
(k + i)2
∫ − t
4
−∞
Fˆ (s)ei(8βk
3+4αk2)sds, t > 0, k ∈ D¯1 ∩ D¯2, (3.24)
we infer that fa(t, ·) is continuous in D¯1 and analytic in D1. Moreover, since |Re[i(8βk3 +
4αk2)]| ≤ |ReΦ(k)| for k ∈ D¯1 and ξ ∈ I, we can get
|fa(t, k)| ≤ C|k + i|2‖Fˆ (s)‖L1(R) sups≥− t
4
esRe[i(8βk
3+4αk2)]
≤ C
1 + |k|2 e
t
4
|ReΦ(k)|, t > 0, k ∈ D¯1, ξ ∈ I. (3.25)
Furthermore, we have
|fr(t, k)| ≤ C|k + i|2
∫ − t
4
−∞
s2|Fˆ (s)|s−2ds
≤ C
1 + |k|2‖s
2Fˆ (s)‖L2(R)
√∫ − t
4
−∞
s−4ds, (3.26)
≤ C
1 + |k|2 t
−3/2, t > 0, k ∈ D¯1 ∩ D¯2, ξ ∈ I.
Hence, the L1, L2 and L∞ norms of fr on D¯1 ∩ D¯2 are O(t−3/2). Letting
ha(t, k) = f0(k) + fa(t, k), t > 0, k ∈ D¯1, (3.27)
hr(t, k) = fr(t, k), t > 0, k ∈ D¯1 ∩ D¯2. (3.28)
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For k ∈ D¯3 ∩ D¯2, a similar decomposition of h can also be obtained. Thus, we find a
decomposition of h for k ∈ (D¯1∩ D¯2)∪ (D¯3∩ D¯2) with the properties listed in the statement
of the lemma.
We introduce the open subsets {Ωj}81, as displayed in Fig. 5. The following lemma
describes how to decompose rj, j = 1, 2 into an analytic part rj,a and a small remainder rj,r.
A proof can be found in [20].
Fig. 5: The contour Σ(3) and the open sets {Ωj}81 in the complex k-plane.
Lemma 3.3 There exist decompositions
r1(k) = r1,a(x, t, k) + r1,r(x, t, k), k ∈ (−∞, k1) ∪ (k2,∞),
r2(k) = r2,a(x, t, k) + r2,r(x, t, k), k ∈ (k1, k2),
(3.29)
where the functions {rj,a, rj,r}21 have the following properties:
(1) For each ξ ∈ I and each t > 0, rj,a(x, t, k) is defined and continuous for k ∈ Ω¯j and
analytic for Ωj, j = 1, 2.
(2) The functions r1,a and r2,a satisfy
|rj,a(x, t, k)| ≤ C
1 + |k|2 e
t
4
|ReΦ(k)|, t > 0, k ∈ Ω¯j, ξ ∈ I, j = 1, 2, (3.30)
where the constant C is independent of ξ, k, t.
(3) The L1, L2 and L∞ norms of the function r1,r(x, t, ·) on (−∞, k1) ∪ (k2,∞) are
O(t−3/2) as t→∞ uniformly with respect to ξ ∈ I.
(4) The L1, L2 and L∞ norms of the function r2,r(x, t, ·) on (k1, k2) are O(t−3/2) as t→∞
uniformly with respect to ξ ∈ I.
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The purpose of the next transformation is to deform the contour so that the jump matrix
involves the exponential factor e−tΦ on the parts of the contour where ReΦ is positive and
the factor etΦ on the parts where ReΦ is negative. More precisely, we put
M (3)(x, t; k) = M (2)(x, t; k)G(k), (3.31)
where
G(k) =

(
1 0
−r1,aδ−2etΦ 1
)
, k ∈ Ω1,(
1 −r2,aδ2e−tΦ
0 1
)
, k ∈ Ω2,(
1 0
r¯2,aδ
−2etΦ 1
)
, k ∈ Ω3,(
1 r¯1,aδ
2e−tΦ
0 1
)
, k ∈ Ω4,(
1 −h¯aδ2e−tΦ
0 1
)
, k ∈ Ω5,(
1 0
haδ
−2etΦ 1
)
, k ∈ Ω6,
I, k ∈ Ω7 ∪ Ω8.
(3.32)
Then the matrix M (3)(x, t; k) satisfies the following RH problem
M
(3)
+ (x, t; k) = M
(3)
− (x, t; k)J
(3)(x, t, k), (3.33)
with the jump matrix J (3) = G−1+ (k)J
(2)G−(k) is given by
J
(3)
1 =
(
1 0
−(r1,a + h)δ−2etΦ 1
)
, J
(3)
2 =
(
1 r2,aδ
2e−tΦ
0 1
)
, J
(3)
3 =
(
1 0
r¯2,aδ
−2etΦ 1
)
,
J
(3)
4 =
(
1 − (r¯1,a + h¯)δ2e−tΦ
0 1
)
, J
(3)
5 =
(
1 − (r¯1,a + h¯a)δ2e−tΦ
0 1
)
,
J
(3)
6 =
(
1 0
−(r1,a + ha)δ−2etΦ 1
)
, J
(3)
7 =
(
1 0
−hrδ−2etΦ 1
)
, J
(3)
8 =
(
1 − h¯rδ2e−tΦ
0 1
)
,
J
(3)
9 =
(
1 −r2,rδ2−e−tΦ
0 1
)(
1 0
−r¯2,rδ−2+ etΦ 1
)
, J
(3)
10 =
(
1 r¯1,rδ
2e−tΦ
0 1
)(
1 0
r1,rδ
−2etΦ 1
)
,
with J
(3)
i denoting the restriction of J
(3) to the contour labeled by i in Fig. 5.
Obviously, the jump matrix J (3) decays to identity matrix I as t→∞ everywhere except
near the critical points k1 and k2. This implies that we only need to consider a neighborhood
of the critical points k1 and k2 when we studying the long-time asymptotics of M
(3)(x, t; k)
in terms of the corresponding RH problem.
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4 Local models near k1 and k2
To focus on k1 and k2. We introduce the following scaling operators
Sk1 : k 7→
z√−8t(α + 6βk1) + k1, (4.1)
Sk2 : k 7→
z√
8t(α + 6βk2)
+ k2. (4.2)
For j = 1, 2, let Dε(kj) denote the open disk of radius ε centered at kj for a small ε > 0.
Then, the map k 7→ z is a bijection from Dε(kj) to the open disk of radius
√−8t(α + 6βk1)ε
and
√
8t(α + 6βk2)ε centered at the origin for all ξ ∈ I, respectively. Integrating by parts
in formula (3.8) yields,
δ(k) =
(
k − k2
k − k1
)−iν(k1)
eχ1(k) =
(
k − k2
k − k1
)−iν(k2)
eχ2(k), (4.3)
where
ν(k1) =
1
2pi
ln(1 + |r(k1)|2) > 0, (4.4)
χ1(k) =
1
2pii
∫ k2
k1
ln
(
1 + |r(s)|2
1 + |r(k1)|2
)
ds
s− k , (4.5)
ν(k2) =
1
2pi
ln(1 + |r(k2)|2) > 0, (4.6)
χ2(k) =
1
2pii
∫ k2
k1
ln
(
1 + |r(s)|2
1 + |r(k2)|2
)
ds
s− k . (4.7)
Hence, we have
Sk1(δ(k)e
− tΦ(k)
2 ) = δ0k1(z)δ
1
k1
(z),
Sk2(δ(k)e
− tΦ(k)
2 ) = δ0k2(z)δ
1
k2
(z),
with
δ0k1(z) =
(
− 8tk21(α + 6βk1)
)− iν(k1)
2
eχ1(k1)e2ik
2
1t(α+4βk1), (4.8)
δ1k1(z) = (−z)iν(k1) exp
(
iz2
4
(
1− βz√
2t(−(α + 6βk1))3/2
))
( −k1
−z/√−8t(α + 6βk1) + k2 − k1
)iν(k1)
e(χ1([z/
√
−8t(α+6βk1)]+k1)−χ1(k1)), (4.9)
δ0k2(z) =
(
8tk21(α + 6βk2)
) iν(k2)
2
eχ2(k2)e2ik
2
2t(α+4βk2), (4.10)
δ1k2(z) = z
−iν(k2) exp
(
− iz
2
4
(
1 +
βz√
2t(α + 6βk2)3/2
))
( −k1
z/
√
8t(α + 6βk2) + k2 − k1
)−iν(k2)
e(χ2([z/
√
8t(α+6βk2)]+k2)−χ2(k2)). (4.11)
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Now we define
Mˇ(x, t; z) = M (3)(x, t; k)(δ0k1)
σ3(z), k ∈ Dε(k1) \ Σ(3), (4.12)
M˜(x, t; z) = M (3)(x, t; k)(δ0k2)
σ3(z), k ∈ Dε(k2) \ Σ(3). (4.13)
Then Mˇ and M˜ are the sectionally analytic functions of z which satisfies
Mˇ+(x, t; z) = Mˇ−(x, t; z)Jˇ(x, t, z), k ∈ X εk1 ,
M˜+(x, t; z) = M˜−(x, t; z)J˜(x, t, z), k ∈ X εk2 ,
where Xkj = X+kj denote the crossX defined by (2.20) centered at kj and X εkj = Xkj∩Dε(kj)
for j = 1, 2.
The corresponding jump matrices
Jˇ(x, t, z) = (δ0k1)
−σˆ3(z)J (3)(x, t, k), (4.14)
J˜(x, t, z) = (δ0k2)
−σˆ3(z)J (3)(x, t, k) (4.15)
are given by
Jˇ(x, t, z) =

(
1 −r2,a(δ1k1)2
0 1
)
, k ∈ (X εk1)1,(
1 0
(r1,a + ha)(δ
1
k1
)−2 1
)
, k ∈ (X εk1)2 ∩D3,(
1 0
(r1,a + h)(δ
1
k1
)−2 1
)
, k ∈ (X εk1)2 ∩D2,(
1 (r¯1,a + h¯)(δ
1
k1
)2
0 1
)
, k ∈ (X εk1)3 ∩D5,(
1 (r¯1,a + h¯a)(δ
1
k1
)2
0 1
)
, k ∈ (X εk1)3 ∩D4,(
1 0
−r¯2,a(δ1k1)−2 1
)
, k ∈ (X εk1)4,
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and
J˜(x, t, z) =

(
1 0
−(r1,a + ha)(δ1k2)−2 1
)
, k ∈ (X εk2)1 ∩D1,(
1 0
−(r1,a + h)(δ1k2)−2 1
)
, k ∈ (X εk2)1 ∩D2,(
1 r2,a(δ
1
k2
)2
0 1
)
, k ∈ (X εk2)2,(
1 0
r¯2,a(δ
1
k2
)−2 1
)
, k ∈ (X εk2)3,(
1 −(r¯1,a + h¯)(δ1k2)2
0 1
)
, k ∈ (X εk2)4 ∩D5,(
1 −(r¯1,a + h¯a)(δ1k2)2
0 1
)
, k ∈ (X εk2)4 ∩D6.
The sets (X εk1)2∩D3, (X εk1)3∩D4, (X εk2)1∩D1 and (X εk2)4∩D6 are may be empty for sufficient
small ε.
For the jump matrix J˜(x, t, z), define
q = r(k2),
then for any fixed z ∈ X, we have k(z)→ k2 as t→∞. Hence,
r1,a(k) + h(k)→ q, r2,a(k)→ q¯
1 + |q|2 , δ
1
k2
→ e− iz
2
4 z−iν(q).
This implies that the jump matrix J˜ tend to the matrix JX defined in (2.22) for large t. In
other words, the jumps of M (3) for k near k2 approach those of the function M
X(δ0k2)
−σ3 as
t→∞. Therefore, we can approximate M (3) in the neighborhood Dε(k2) of k2 by
M (k2)(x, t; k) = (δ0k2)
σ3MX(q, z)(δ0k2)
−σ3 , (4.16)
where MX(q, z) is given by (2.23).
For the case of Jˇ(x, t, k), as t→∞, we find
r1,a(k) + h(k)→ r(k1), r2,a(k)→ r(k1)
1 + |r(k1)|2 , δ
1
k1
→ e iz
2
4 (−z)iν(k1).
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This fact implies
Jˇ(x, t, z)→ JY (p, z) =

(
1 − p¯
1+|p|2 e
iz2
2 (−z)2iν(p)
0 1
)
, z ∈ X1,(
1 0
pe−
iz2
2 (−z)−2iν(p) 1
)
, z ∈ X2,(
1 p¯e
iz2
2 (−z)2iν(p)
0 1
)
, z ∈ X3, 1 0
− p
1+|p|2 e
− iz2
2 (−z)−2iν(p) 1
 , z ∈ X4,
as t→∞ if we set
p = r(k1).
On the other hand, one can verifies that
JY (p, z) = σ3JX(p¯,−z¯)σ3, (4.17)
which in turn implies, by uniqueness, that
MY (p, z) = σ3MX(p¯,−z¯)σ3, (4.18)
where MY (p, z) is the unique solution of the following RH problem{
MY+ (p, z) = M
Y
− (p, z)J
Y (p, z), for almost every z ∈ X,
MY (p, z)→ I, as z →∞. (4.19)
Therefore, we find that
MY (p, z) = I − i
z
(
0 βY (p)
βY (p) 0
)
+O
(
p
z2
)
, (4.20)
where
βY (p) =
√
ν(p)e−i(
pi
4
+arg p+arg Γ(−iν(p))). (4.21)
As a consequence, we can approximate M (3)(x, t; k) in the neighborhood Dε(k1) of k1 by
M (k1)(x, t; k) = (δ0k1)
σ3MY (p, z)(δ0k1)
−σ3 . (4.22)
Then we have the following lemmas about the functions M (k2) and M (k1), which will be
very useful in deriving the accurate asymptotic formula and error bound in next section.
Lemma 4.1 For each t > 0 and ξ ∈ I, the function M (k2)(x, t; k) defined in (4.16) is an
analytic function of k ∈ Dε(k2) \ X εk2. Furthermore,
|M (k2)(x, t; k)− I| ≤ C, t > 3, ξ ∈ I, k ∈ Dε(k2) \ X εk2 . (4.23)
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On the other hand, across X εk2, M (k2) satisfied the jump condition M (k2)+ = M (k2)− J (k2) with
jump matrix
J (k2) = (δ0k2)
σˆ3JX ,
and J (k2) satisfies the following estimates for 1 ≤ p ≤ ∞:
‖J (3) − J (k2)‖Lp(X εk2 ) ≤ Ct
− 1
2
− 1
2p ln t, t > 3, ξ ∈ I, (4.24)
where C > 0 is a constant independent of t, ξ, k. Moreover, as t→∞,
‖(M (k2))−1(x, t; k)− I‖L∞(∂Dε(k2)) = O(t−1/2), (4.25)
and
1
2pii
∫
∂Dε(k2)
((M (k2))−1(x, t; k)− I)dk = − (δ
0
k2
)σˆ3MX1 (ξ)√
8t(α + 6βk2)
+O(t−1), (4.26)
where MX1 (ξ) is defined by
MX1 (ξ) = −i
(
0 βX(q)
βX(q) 0
)
. (4.27)
Proof. The analyticity of M (k2) is obvious. Since |δ0k2(z)| = 1, thus, the estimate (4.23)
follows from the definition of M (k2) in (4.16) and the estimate (2.26).
On the other hand, we have
J (3) − J (k2) = (δ0k2)σˆ3(J˜ − JX), k ∈ X εk2 .
However, a careful computation as the Lemma 3.35 in [8], we conclude that
‖J˜ − JX‖L∞((X εk2 )1) ≤ C|e
iγ
2
z2 |t−1/2 ln t, 0 < γ < 1
2
, t > 3, ξ ∈ I, (4.28)
for k ∈ (X εk2)1, that is, z =
√
8t(α + 6βk2)ue
ipi
4 , 0 ≤ u ≤ ε. Thus,
‖J˜ − JX‖L1((X εk2 )1) ≤ Ct
−1 ln t, t > 3, ξ ∈ I. (4.29)
By the general inequality ‖f‖Lp ≤ ‖f‖1−1/pL∞ ‖f‖1/pL1 , we find
‖J˜ − JX‖Lp((X εk2 )1) ≤ Ct
−1/2−1/2p ln t, t > 3, ξ ∈ I. (4.30)
The norms on (X εk2)j, j = 2, 3, 4, are estimated in a similar way. Therefore, (4.24) follows.
If k ∈ ∂Dε(k2), the variable z =
√
8t(α + 6βk2)(k − k2) tends to infinity as t → ∞. It
follows from (2.23) that
MX(q, z) = I +
MX1 (ξ)√
8t(α + 6βk2)(k − k2)
+O
(
q
t
)
, t→∞, k ∈ ∂Dε(k2),
where MX1 (ξ) is defined by (4.27). Since
M (k2)(x, t; k) = (δ0k2)
σˆ3MX(q, z),
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thus we have
(M (k2))−1(x, t; k)− I = − (δ
0
k2
)σˆ3MX1 (ξ)√
8t(α + 6βk2)(k − k2)
+O
(
q
t
)
, t→∞, k ∈ ∂Dε(k2). (4.31)
The estimate (4.25) immediately follows from (4.31) and |MX1 | ≤ C. By Cauchy’s formula
and (4.31), we derive (4.26).
Accordingly, we have the following lemma for the function M (k1)(x, t; k).
Lemma 4.2 For each t > 0 and ξ ∈ I, the function M (k1)(x, t; k) defined in (4.22) is an
analytic function of k ∈ Dε(k1) \ X εk1. Furthermore,
|M (k1)(x, t; k)− I| ≤ C, t > 3, ξ ∈ I, k ∈ Dε(k1) \ X εk1 . (4.32)
Across X εk1, M (k1) satisfied the jump condition M (k1)+ = M (k1)− J (k1) with jump matrix
J (k1) = (δ0k1)
σˆ3JY ,
and J (k1) satisfies the following estimates:
‖J (3) − J (k1)‖Lp(X εk1 ) ≤ Ct
−1/2−1/2p ln t, t > 3, ξ ∈ I, (4.33)
for 1 ≤ p ≤ ∞, where C > 0 is a constant independent of t, ξ, k. Moreover, as t→∞,
‖(M (k1))−1(x, t; k)− I‖L∞(∂Dε(k1)) = O(t−1/2), (4.34)
and
1
2pii
∫
∂Dε(k1)
((M (k1))−1(x, t; k)− I)dk = − (δ
0
k1
)σˆ3MY1 (ξ)√−8t(α + 6βk1) +O(t−1), (4.35)
where MY1 (ξ) is given by
MY1 (ξ) = −i
(
0 βY (p)
βY (p) 0
)
. (4.36)
5 Derivation of the long-time asymptotic formula and
error bound
We now begin to establish the explicit long-time asymptotic formula for the Hirota equation
(1.2) on the half-line.
Define the approximate solution M (app)(x, t; k) by
M (app) =

M (k1), k ∈ Dε(k1),
M (k2), k ∈ Dε(k2),
I, elsewhere.
(5.1)
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Let Mˆ(x, t; k) be
Mˆ = M (3)(M (app))−1, (5.2)
then Mˆ(x, t; k) satisfies the following RH problem
Mˆ+(x, t; k) = Mˆ−(x, t; k)Jˆ(x, t, k), k ∈ Σˆ, (5.3)
where the jump contour Σˆ = Σ(3) ∪ ∂Dε(k1) ∪ ∂Dε(k2) is depicted in Fig. 6, and the jump
matrix Jˆ(x, t, k) is given by
Jˆ =

M
(app)
− J
(3)(M
(app)
+ )
−1, k ∈ Σˆ ∩ (Dε(k1) ∪Dε(k2)),
(M (app))−1, k ∈ (∂Dε(k1) ∪ ∂Dε(k2)),
J (3), k ∈ Σˆ \ (Dε(k1) ∪Dε(k2)).
(5.4)
Fig. 6: The contour Σˆ. We separate the enlarged circles Dε(k1) and Dε(k2) to show detail.
For convenience, we rewrite Σˆ as follows:
Σˆ = (∂Dε(k1) ∪ ∂Dε(k2)) ∪ (X εk1 ∪ X εk2) ∪ Σˆ1 ∪ Σˆ2,
where
Σˆ1 =
6⋃
1
Σ
(3)
j \ (Dε(k1) ∪Dε(k2)), Σˆ2 =
10⋃
7
Σ
(3)
j ,
and {Σ(3)j }101 denoting the restriction of Σ(3) to the contour labeled by j in Fig. 5. Then we
have the following lemma if we let wˆ = Jˆ − I.
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Lemma 5.1 For 1 ≤ p ≤ ∞, the following estimates hold for t > 3 and ξ ∈ I,
‖wˆ‖Lp(∂Dε(k1)∪∂Dε(k2)) ≤ Ct−1/2, (5.5)
‖wˆ‖Lp(X εk1∪X εk2 ) ≤ Ct
− 1
2
− 1
2p ln t, (5.6)
‖wˆ‖Lp(Σˆ1) ≤ Ce−ct, (5.7)
‖wˆ‖Lp(Σˆ2) ≤ Ct−3/2. (5.8)
Proof. The inequality (5.5) is a consequence of (4.25), (4.34) and (5.4).
For k ∈ X εkj , we find
wˆ = M
(kj)
− (J
(3) − J (kj))(M (kj)+ )−1, j = 1, 2.
Therefore, it follows from (4.24) and (4.33) that the estimate (5.6) holds.
For k ∈ D1 ∩ Σˆ1, let k = k2 + ue ipi4 , ε < u <∞, then
ReΦ(k) = −4u2(
√
2βu+
√
α2 − 3βξ).
Since wˆ only has a nonzero −(r1,a + h)δ−2etΦ in (21) entry, hence, for t ≥ 1, by (3.12) and
(3.30), we get
|wˆ21| = | − (r1,a + h)δ−2etΦ|
≤ C|r1,a + ha|e−t|ReΦ|
≤ C
1 + |k|2 e
− 3t
4
|ReΦ| ≤ Ce−cε2t.
In a similar way, the other estimates on Σˆ1 hold. This proves (5.7).
Since the matrix wˆ on Σˆ2 only involves the small remainders hr, r1,r and r2,r, thus, by
Lemmas 3.2 and 3.3, the estimate (5.8) follows.
The estimates in Lemma 5.1 imply that
‖wˆ‖(L1∩L2)(Σˆ) ≤ Ct−1/2,
‖wˆ‖L∞(Σˆ) ≤ Ct−1/2 ln t,
t > 3, ξ ∈ I. (5.9)
Let Cˆ denote the Cauchy operator associated with Σˆ:
(Cˆf)(k) =
∫
Σˆ
f(ζ)
ζ − k
dζ
2pii
, k ∈ C \ Σˆ, f ∈ L2(Σˆ).
We denote the boundary values of Cˆf from the left and right sides of Σˆ by Cˆ+f and Cˆ−f ,
respectively. As is well known, the operators Cˆ± are bounded from L2(Σˆ) to L2(Σˆ), and
Cˆ+ − Cˆ− = I, here I denotes the identity operator.
Define the operator Cˆwˆ: L
2(Σˆ) + L∞(Σˆ) → L2(Σˆ) by Cˆwˆf = Cˆ−(fwˆ), that is, Cˆwˆ is
defined by Cˆwˆ(f) = Cˆ+(fwˆ−) + Cˆ−(fwˆ+) where we have chosen, for simplicity, wˆ+ = wˆ and
wˆ− = 0. Then, by (5.9), we find
‖Cˆwˆ‖B(L2(Σˆ)) ≤ C‖wˆ‖L∞(Σˆ) ≤ Ct−1/2 ln t, (5.10)
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where B(L2(Σˆ)) denotes the Banach space of bounded linear operators L2(Σˆ) → L2(Σˆ).
Therefore, there exists a T > 0 such that I − Cˆwˆ ∈ B(L2(Σˆ)) is invertible for all ξ ∈ I,
t > T . Following this, we may define the 2 × 2 matrix-valued function µˆ(x, t; k) whenever
t > T by
µˆ = I + Cˆwˆµˆ. (5.11)
Then
Mˆ(x, t; k) = I +
1
2pii
∫
Σˆ
(µˆwˆ)(x, t; ζ)
ζ − k dζ, k ∈ C \ Σˆ (5.12)
is the unique solution of the RH problem (5.3) for t > T .
Moreover, the function µˆ(x, t; k) satisfies
‖µˆ(x, t; ·)− I‖L2(Σˆ) = O(t−1/2), t→∞, ξ ∈ I. (5.13)
In fact, equation (5.11) is equivalent to µˆ = I + (I − Cˆwˆ)−1CˆwˆI. Using the Neumann series,
we get
‖(I − Cˆwˆ)−1‖B(L2(Σˆ)) ≤
1
1− ‖Cˆwˆ‖B(L2(Σˆ))
whenever ‖Cˆwˆ‖B(L2(Σˆ)) < 1. Thus, we find
‖µˆ(x, t; ·)− I‖L2(Σˆ) = ‖(I − Cˆwˆ)−1CˆwˆI‖L2(Σˆ)
≤ ‖(I − Cˆwˆ)−1‖B(L2(Σˆ))‖Cˆ−(wˆ)‖L2(Σˆ)
≤ C‖wˆ‖L2(Σˆ)
1− ‖Cˆwˆ‖B(L2(Σˆ))
≤ C‖wˆ‖L2(Σˆ)
for all t large enough and all ξ ∈ I. In view of (5.9), this gives (5.13).
It follows from (5.12) that
lim
k→∞
k(Mˆ(x, t; k)− I) = − 1
2pii
∫
Σˆ
(µˆwˆ)(x, t; k)dk. (5.14)
Using (5.7) and (5.13), we have∫
Σˆ1
(µˆwˆ)(x, t; k)dk =
∫
Σˆ1
wˆ(x, t; k)dk +
∫
Σˆ1
(µˆ(x, t; k)− I)wˆ(x, t; k)dk
≤ ‖wˆ‖L1(Σˆ1) + ‖µˆ− I‖L2(Σˆ1)‖wˆ‖L2(Σˆ1)
≤ Ce−ct, t→∞.
Similarly, by (5.6) and (5.13), the contribution from X εk1∪X εk2 to the right-hand side of (5.14)
is
O(‖wˆ‖L1(X εk1∪X εk2 ) + ‖µˆ− I‖L2(X εk1∪X εk2 )‖wˆ‖L2(X εk1∪X εk2 )) = O(t
−1 ln t), t→∞.
By (5.8) and (5.13), the contribution from Σˆ2 to the right-hand side of (5.14) is
O(‖wˆ‖L1(Σˆ2) + ‖µˆ− I‖L2(Σˆ2)‖wˆ‖L2(Σˆ2)) = O(t−3/2), t→∞.
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Finally, by (4.26), (4.35), (5.5) and (5.13), we can get
− 1
2pii
∫
∂Dε(k1)∪∂Dε(k2)
(µˆwˆ)(x, t; k)dk
= − 1
2pii
∫
∂Dε(k1)∪∂Dε(k2)
wˆ(x, t; k)dk − 1
2pii
∫
∂Dε(k1)∪∂Dε(k2)
(µˆ(x, t; k)− I)wˆ(x, t; k)dk
= − 1
2pii
∫
∂Dε(k1)
(
(M (k1))−1(x, t; k)− I
)
dk − 1
2pii
∫
∂Dε(k2)
(
(M (k2))−1(x, t; k)− I
)
dk
+O(‖µˆ− I‖L2(∂Dε(k1)∪∂Dε(k2))‖wˆ‖L2(∂Dε(k1)∪∂Dε(k2)))
=
(δ0k1)
σˆ3MY1 (ξ)√−8t(α + 6βk1) + (δ
0
k2
)σˆ3MX1 (ξ)√
8t(α + 6βk2)
+O(t−1), t→∞.
Thus, we obtain the following important relation
lim
k→∞
k(Mˆ(x, t; k)− I) = (δ
0
k1
)σˆ3MY1 (ξ)√−8t(α + 6βk1) + (δ
0
k2
)σˆ3MX1 (ξ)√
8t(α + 6βk2)
+O(t−1 ln t), t→∞. (5.15)
Taking into account that (2.19), (3.5), (3.7), (3.9), (3.31), (3.32) and (5.2), for sufficient
large k ∈ C \ Σˆ, we get
u(x, t) = 2i lim
k→∞
(kM(x, t; k))12
= 2i lim
k→∞
k(Mˆ(x, t; k)− I)12
= 2i
( −iβY (p)(δ0k1)2√−8t(α + 6βk1) + −iβ
X(q)(δ0k2)
2√
8t(α + 6βk2)
)
+O
(
ln t
t
)
.
Collecting the above computations, we obtain our main results stated as the following
theorem.
Theorem 5.1 Let u0(x), g0(t), g1(t), g2(t) lie in the Schwartz space S([0,∞)). Suppose the
assumption 1 be valid. Then, for any positive constant N , as t→∞, the solution u(x, t) of
the IBV problem for Hirota equation (1.2) on the half-line satisfies the following asymptotic
formula
u(x, t) =
uas(x, t)√
t
+O
(
ln t
t
)
, t→∞, ξ = x
t
∈ I, (5.16)
where the error term is uniform with respect to x in the given range, and the leading-order
coefficient uas(x, t) is defined by
uas(x, t) =
√
ν(k1)
−2(α + 6βk1)e
iφa(ξ,t) +
√
ν(k2)
2(α + 6βk2)
eiφb(ξ,t), (5.17)
24
where
φa(ξ, t) = −pi
4
− arg r(k1) + arg Γ(iν(k1))− ν(k1) ln(−8tk21(α + 6βk1)) + 4k21t(α + 4βk1)
− 1
pi
∫ k2
k1
ln
(
1 + |r(s)|2
1 + |r(k1)|2
)
ds
s− k1 ,
φb(ξ, t) =
pi
4
− arg r(k2)− arg Γ(iν(k2)) + ν(k2) ln(8tk21(α + 6βk2)) + 4k22t(α + 4βk2)
− 1
pi
∫ k2
k1
ln
(
1 + |r(s)|2
1 + |r(k2)|2
)
ds
s− k2 ,
and k1, k2, ν(k1), ν(k2) are defined by (3.3), (3.4), (4.4) and (4.6), respectively.
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