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RESUME 
Dans cette these, un nouveau type de systeme radar est propose sous la forme d'un 
radar defini a l'aide d'un programme informatique. A l'aide d'une reconfigurabilite 
entierement definie par un programme, un certain nombre de fonctionnalites differentes 
de systemes radar conventionnels peuvent etre obtenus et integres a l'interieur d'un 
meme dispositif dans le but de satisfaire les demandes et performances requises pour 
differentes applications. 
Le systeme radar propose peut etre utilises dans plusieurs domaines d'applications. 
Un des plus importants domaines d'application est relie a l'industrie automobile pour la 
mesure des distances et des vitesses en combinaison avec la communication haute 
performance inter-vehicule. D'autres champs d'application du radar presente dans cette 
these sont relies aux applications de securite, tels la securite dans les aeroports, les 
taches de surveillance, ainsi qu'aux applications militaires. 
Le systeme radar presente dans ce travail offre la possibility d'operer selon trois 
differents regimes de modulation, soient la modulation en frequence d'un regime 
harmonique (FMCW), le regime harmonique (CW) et le regime de spectre etendu (SS). 
De plus, differents algorithmes d'analyse de signaux pour chaque regime d'operation 
sont implementes et testes, tels la methode de correlation PN super-resolution (SPM), la 
methode Teager Kaiser (TK) et la methode des ondelettes. La technique radar FMCW 
est utilisee pour trouver la distance approximative de la cible. Ensuite, un ensemble de 
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solutions possible mais precises est determined par une mesure CW. La distance de 
mesure obtenue par CW est resolue sur la base d'une solution FMCW approximative. 
De plus, un radar en regime SS est inclut dans le systeme pour mesurer la distance dans 
des environnements a haut degre d'interference. 
Le concept du systeme est modelise dans un environnement MATLAB/Simulink dans 
le but de fourair un haut degre de performance et de prediction pour le systeme radar 
propose. De plus, ce modele permet une evaluation detaillee de la performance et du 
principe de fonctionnement de chaque bloc de design et de chaque algorithme d'analyse 
de signal. Une etude extensive de la performance du systeme propose est presentee pour 
fournir un bon apercu theorique de la fonctionnalite radar et des differents objectifs de 
performance tels la resolution, l'exactitude et Pincertitude sur la distance. 
Sur la base de ces simulations et de considerations theoriques, deux prototypes radars 
sont concus, fabriques et mesures a 4 et 24 GHz respectivement. Ces prototypes 
incluent un recepteur-emetteur avec deux architectures differentes. La premiere 
architecture est un emetteur-recepteur heterodyne base sur un melangeur conventionnel 
et la seconde structure est basee sur un detecteur a six ports a titre d'element 
demodulateur. Egalement, le projet introduit une nouvelle approche de calibration a six 
ports en deux etapes qui prolonge la gamme d'operation six ports a des niveaux de 
puissance plus elevees. La performance des deux architectures est comparee et les 
resultats provenant des simulations, des mesures et de l'analyse theorique sont en accord. 
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ABSTRACT 
In this thesis, a novel type of radar system in the form of a software defined radar is 
proposed. By means of an entirely software defined reconfigurability, a number of 
different functionalities of conventional radar systems can be realized and integrated 
within a single device in order to satisfy demands and performance requirements for 
multiple application scenarios. 
The presented radar system can be used in a large variety of fields. One of its most 
important applications is related to the automotive industry for an accurate range and 
speed measurement in combination with a high-performance inter-vehicle 
communication capability. Other fields for the use of a software defined radar as 
presented in this work include safety applications, such as security screening at airports 
and surveillance tasks, but also airborne or military applications. 
The radar system presented in this work provides three different modulation schemes: 
frequency modulated continuous wave (FMCW), continuous wave (CW), and spread 
spectrum (SS) operation. Moreover, different signal processing algorithms for each 
operation are implemented and tested, such as the superresolution PN correlation 
method (SPM), the Teager Kaiser (TK) method, and the wavelet method. The 
conventional FMCW radar technique is used to find the approximate range of the target. 
Then, an ambiguous but very accurate set of range solutions is determined by a CW 
measurement. The correct precision CW distance measurement is resolved on the basis 
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of the approximate FMCW solution. In addition, SS radar is included in the system to 
measure distance in high interference environments. 
The entire system concept is modeled in a high-level MATLAB/Simulink 
environment in order to provide a good performance and functionality prediction for the 
proposed radar system. In addition, this model allows for a detailed assessment of 
performance and working principle of each single design block and each of the signal 
processing algorithms. An extensive performance study of the proposed system is 
presented in order to provide a good theoretical insight into the radar functionality and 
different achievable performance aims such as resolution, accuracy, and range ambiguity. 
On the basis of these simulations and theoretical considerations, two software defined 
radar prototypes at frequencies of 4 GHz and 24 GHz, respectively, are designed, 
fabricated, and measured. These prototypes include a microwave front end with two 
different architectures. One is a heterodyne transceiver based on a conventional mixer, 
whereas the second proposed structure is based on a six-port detector as the 
demodulating element. Moreover, the project introduces a novel two-stage six-port 
calibration approach that extends the six-port conventional operation range to higher 
power levels. The performance of both architectures is compared and analyzed both in 
simulation and measurement and the results agree very well both in simulation, 
measurement, and theoretical analysis. 
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CONDENSE EN FRANCAIS 
1 Introduction 
Avec l'avancement des technologies sans-fil radio-frequence et des dispositifs 
informatiques et de communication integres, les reseaux de senseur sans-fil sont 
reconnus comme etant une des plus importantes revolutions technologique et 
commerciale de notre epoque. La recente miniaturisation des dispositifs de 
telecommunication a engendre un interet mondial pour les applications et technologies 
des senseurs qui touchent essentiellement tout de notre quotidien tels les reseaux de 
communication, la securite domiciliaire, le suivi des inventaires, l'imagerie et le 
traitement medical, la cartographie geographique, le positionnement sans-fil, la detection 
miniere par radar et 1'automation industrielle. 
A l'heure actuelle, nous retrouvons les senseurs avec connection par cable dans un 
tres grand nombre d'activites industrielles de notre societe. Plus recemment, certains 
vehicules de luxe ont ete munis de senseurs de detection de glace ainsi que de senseurs 
d'assistance pour le stationnement de vehicule. Ce ne sont que quelques exemples 
parmi les differentes applications de radars commerciaux utilises pour la securite et le 
positionnement. Les radars commerciaux actuels pour l'industrie automobile ont ete 
concus pour eviter les collisions lors de congestion sur les routes et ne peuvent pas etre 
utilises pour le positionnement local sans apporter des changements majeurs. De plus, la 
production actuelle de radars n'est pas optimale en terme de couts et est done 
principalement utilisable pour les vehicules haut de gamme. 
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La production de masse de radars a faible cout ayant des fonctionnalites ajustables est 
d'importance capitale pour des applications commerciales. Malgre le fait que les 
technologies radars ont ete continuellement en developpement depuis plus d'un demi 
siecle, la plupart des radars actuels ne peuvent etre utilises que pour applications 
specifiques mentionnees ci haut. Leur architecture de base demeure pratiquement 
identique a celle des systemes radars militaires initiaux. Les systemes pour eviter les 
collisions et pour le controle adaptatif de la conduite (ACC) ont ouvert la voix a de 
nouvelles perspectives. D'ailleurs certains prototypes ACC sont en cours de fabrication 
pour la production de masse. Certains de ces systemes sont bases sur la technique de 
modulation en frequence en regime harmonique (FMCW), qui est accepte pour sa 
simplicity malgre plusieurs inconvenients tels que la difficulty a mesurer precisement la 
distance a courte portee. Un certain nombre de solutions alternatives sont basees sur la 
technique d'operation en regime harmonique (CW) qui permet la mesure precise des 
distances mais ne permet pas la detection de cibles multiples. Une troisieme alternative 
est basee sur la technologie de spectre etendue (SS) qui est importante pour les milieux a 
haut degre d'interference mais ne permet pas de mesurer precisement les distances a 
courte portee. Aucun de ces systemes radars ne permet de mesurer simultanement les 
courtes et longues distances. De plus, ils ne satisfont pas les demandes multi-fonction et 
multi-systeme. En plus de ces contraintes, la precision restreinte et la distorsion des 
performances des detecteurs analogues limite 1'amelioration des performances de tels 
systemes radars. Par consequent, nous observons une demande croissance pour la 
conception d'un systeme radar reconfigurable definit par logiciel. Un tel concept radar a 
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ete propose recemment mais ne fournit ni les performances voulues et n'utilise pas les 
techniques de design a jour. 
Avec la recherche actuelle et le developpement de radios definies par logiciels pour 
les communications sans-fil, il apparait raisonnable de developper un concept radar 
definit par logiciel pour diverses applications impliquant differentes exigences. Les 
facteurs qui caracterisent ces differentes applications sont la gamme d'operation en 
frequence avec une precision et resolution adaptative, la vitesse minimale et maximale 
de la cible, la resolution spatiale ainsi que les erreurs de detection. II existe actuellement 
une demande importante pour le developpement de telles plateformes de technologie 
radar pour les futurs reseaux sans-fil et pour des applications qui impliquent trois aspects 
critiques de recherche et developpement: la technologie de reception-transmission, 
Parchitecture du systeme et le traitement du signal. 
Pour obtenir un gain important des architectures de reception configurables par 
logiciel et utilisables dans differents contextes, il est important de fournir des techniques 
de generation de signaux flexibles pour l'horloge ou les oscillateurs de reference par 
rapport a la frequence et ramplitude du signal. Les technologies des synthetiseurs qui 
permettent de generer un signal analogue de haute frequence directement d'un tableau 
de donnees, fournissent une grande flexibilite par rapport a une commutation rapide de 
la frequence qui maintient une continuite de la phase. L'etat de l'art dans le 
developpement de ces synthetiseurs digitaux directs (DDS) permet d'obtenir des 
frequences de sortie jusqu'a 2 GHz. Puisque la sortie des DDS est traitee de maniere 
digitale, sa fonctionnalite est aisement configurable ce qui la rend encore plus flexible. 
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Les techniques DDS offrent des capacites uniques en contraste avec les autres methodes 
de syntheses. Par exemple, il est possible d'obtenir un controle sur la resolution en 
frequence de l'ordre du mHz et une resolution sur la phase de l'ordre du mHz et meme 
du nHz pour une frequence intermediaire allant jusqu'a 1 GHz. De plus, les DDS 
n'imposent aucune contrainte d'ajustement du temps pour des changements de 
frequences autres que ce qui est necessaire pour le controle digital. Puisque le signal 
genere est digital, il peut etre varie avec une precision exceptionnelle. Ceci permet un 
controle precis et une modulation de la frequence et de la phase. Le tableau de donnees 
est utilise pour stacker des echantillonnages de sinusoi'des. Un accumulateur digital est 
utilise pour generer une phase appropriee qui est cartographies par le tableau de donnees 
a la forme voulue de I'onde de sortie. Les DDS sont specialement avantageux par 
rapport aux oscillateurs analogues multiples si des modulations de distribution spectrale 
arbitraire sont utilisees. Les systemes radars qui necessitent une grande precision et 
stabilite en frequence et une commutation rapide de la frequence tout en maintenant la 
phase peuvent beneficier de 1'utilisation duale des DDS dans le module de transmission. 
La technique de conversion a six ports est une approche alternative interessante vers 
1'implementation d'emetteur-recepteurs configurable par logiciel aux frequences 
millimetriques. L'avantage crucial par rapport a 1'architecture d'echantiUonnage est sa 
simplicity de construction qui necessite seulement l'oscillateur de reference a titre de 
composent RF actif, ce qui rend cette technologie particulierement interessante pour les 
futurs recepteurs-transmetteurs RF large bande et a faible cout qui operent aux 
frequences millimetriques. A l'aide d'un reflectrometre a six ports, il est possible de 
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mesurer les coefficients de reflexion complexes d'un dispositif sous test (DUT). De 
plus, a l'aide de deux dispositifs a six ports - un de chaque cote du DUT - il est possible 
de determiner l'ensemble des parametres S. Depuis le milieu des annees 1990, le 
principe du dispositif a six ports a ete etudie pour un recepteur a conversion directe. 
D'autres applications possibles sont les radars anti-collision, pour la mesure precise de 
courtes distances et pour determiner la direction. Le principe de fonctionnement du 
dispositif a six ports est base sur la mesure de quatre puissances de sortie independantes 
qui correspondent au rapport de deux ondes electromagnetiques superposees ayant 
differentes phases. 
Le principal avantage de la technologie a six ports est la possibility d'effectuer une 
calibration et configuration par logiciel. De plus, la technologie a six ports devient tres 
interessante lorsque des tres hautes frequences (de longueur d'onde millimetrique) sont 
utilisees. De plus, le meme systeme peut, de maniere generale, etre utilise pour 
differents standards simplement en chargeant les algorithmes utiles pour la bande de 
frequences. Ceci permet un recepteur-transmetteur RF a six ports de tres grande largeur 
de bande, ce qui represente une technologie prometteuse pour les futures plateformes 
SDR puisque differentes bandes de frequences et differents standards peuvent etre 
couverts. La technique a six ports est tres bien adaptee pour mesurer avec exactitude la 
difference de phase entre deux ondes. 
En considerant tous ces aspects, la cible est adressee vers le developpement d'un 
radar defini par logiciel a des frequences de plusieurs GHz allant jusqu'aux ondes 
millimetriques. Les systemes radars definis par logiciel peuvent reduire le besoin des 
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ADC et par consequent mener a des radars multi-standards pour des ondes 
millimetriques. La technologie a six ports represente un avantage inherent de cette 
architecture. La combinaison de reseaux d'entrees programmables par champs (FPGA) 
qui contiennent le logiciel en combinaison avec les DDS pour effectuer la modulation et 
les changements de frequences introduit une configurabilite dans la section de 
transmission de systemes radars micro-ondes. Puisque les modulations FMCW, CW et 
SS sont relativement similaires en ce qui concerne les besoins materiels, ils peuvent etre 
combines en un seul module de reception-transmission. Chaque mode d'operation est 
defini par une technique de modulation et demodulation distincte. II est connu des 
utilisateurs de radars que des compromis sont toujours necessaires puisqu'il n'y a pas 
d'unique mode d'operation qui fournit Pexactitude de la distance et de la vitesse dans 
toutes les situations possibles. Les conditions d'operation incluent la vitesse de la cible 
et la mesure de courtes ou longues distances. C'est pourquoi nous dirigeons nos efforts 
vers le design d'une architecture radar definie par logiciel dans laquelle les parametres 
de modulation peuvent etre ajustes et/ou changes a l'interieur d'une courte periode de 
temps (de l'ordre des millisecondes). 
Ce projet inclut le developpement d'un radar defini par logiciel pour une technologie 
de recepteur-transmetteur a des frequences millimetriques, ayant une architecture 
flexible a faible cout, et une technique de traitement de signal rapide et versatile. Pour 
obtenir un tel systeme radar, des projets de mesures adaptatives sont concus et simules 
sur plusieurs gammes de frequences avec certaines precisions fixees. Plus precisement, 
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le systeme radar est capable de mesurer avec exactitude les courtes distances (inferieures 
a 5 m) et les longues distances (superieures a 5 m). 
Ce projet de doctorat est resume comme suit: (i) Developpement de deux radars a 
architecture de reception-detection. Le but de cette etape de design est vouee au 
developpement et l'application d'une nouvelle technologie pour ondes millimetriques 
par le design et la fabrication de deux unites de reception-transmission pour un radar 
fonctionnant a 24 GHz. La premiere structure est basee sur un transmetteur-recepteur 
avec un melangeur et le second design implique un dispositif a six ports. Ainsi, nous 
developpons une nouvelle architecture multi-applications pour la reception-detection. 
(ii) Architecture de systeme avec des techniques definit par logiciel pour un format 
multi-signal; Cet aspect de la recherche traite avec plusieurs etapes de modulation ou 
modes d'operation pouvant etre adaptes a plusieurs applications, et ce tout en etudiant 
les techniques de generation de signaux a faible cout. Dans ce travail, les techniques 
FMCW, CW et SS et un scenario hybride combinant ces trois differents types de 
modulation sont etudiees pour un environnement definit par logiciel. (Hi) Analyse de 
signaux a bande de frequence adaptative avec parametre d'extraction pour une 
reponse multi-fonctions. L'acquisition de donnees est sujette aux techniques 
d'estimation de la frequence et de la phase qui sont differentes pour les modulations 
FMCW, CW et SS. Des techniques d'analyse de signaux specialises seront etudiees 
pour les differentes applications. 
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2 Methodologie 
Ce projet de recherche implique des methodes de recherche experimentales et 
theoriques. Ce qui suit decrira en detail la methodologie et les activites pour completer 
le projet de recherche. 
2.1 Design et implementation de deux architectures de reception-transmission 
Une des architectures reception-transmission est basee sur un recepteur heterodyne 
tandis que l'autre architecture est basee sur une technologie a six ports. Le recepteur 
heterodyne et le circuit a six ports sont utilises a titre de detecteur de phase en 
modulation CW a double frequence, comme melangeur en mode d'operation FMCW et 
comme demodulateur de phase en mode SS. Puisque les deux architectures sont 
couramment utilisees dans les systemes radars et de communication, les avantages et 
desavantages de la technologie a six ports compares aux architectures conventionnelles 
heterodynes (melangeur) dependent fortement de la forme du signal et des applications. 
2.2 Design et implementation d'une modulation du synthetiseur 
L'unite de modulation du synthetiseur permet une modulation adaptative, ce qui 
represente une interessante propriete pour le design du SDR. Dans ce travail, trois 
modes d'operation sont implemented: FMCW, CW, SS et un mode hybride 
FMCW/CW/SS. 
Dans l'unite de modulation du synthetiseur, le DDS sera utilise pour generer le signal 
module. En plus des trois techniques de modulation decrites ci haut, le mode 
d'operation hybride permet une excellente exactitude sur une plus grande plage de 
conditions d'operation. Le point central de cette architecture radar definie par logiciel 
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reside dans le controleur interface avec un ordinateur (PC), ce qui permet au 
manufacturier de configurer le radar pour une application specifique et d'enregistrer et 
analyser les donnees 
2.3 Analyse des donnees et traitement des signaux 
Suite a l'acquisition des donnees, les techniques d'estimation de la frequence et de la 
phase sont appliquees. Pour un signal de retour FMCW, des techniques d'estimation de 
la frequence telles la transformation de Fourier rapide (FFT) sont necessaires pour 
obtenir des informations sur la vitesse et la distance. De plus, des algorithmes alternatifs 
de traitement de signaux tels MUSIC sont etudies. Dans le cas de signaux de retour CW, 
la vitesse et la distance sont calculees a partir de l'estimation de la phase. Dans ce 
travail, deux methodes sont utilisees pour obtenir l'information sur la phase. La 
premiere est basee sur un discriminateur de phase a six ports. La deuxieme technique 
implique le conditionnement et traitement de signaux analogues, ce qui requiert un 
demodulateur a quadrature ou un demodulateur I&Q. Les deux techniques seront 
etudiees et constituent la base pour les mesures de distances et vitesses pour le radar. 
Finalement, pour le radar SS, trois algorithmes d'estimation seront appliques : la 
methode super resolution (SPM), la methode Teager Kaiser (TK) et la methode des 
ondelettes. 
3 Conclusion 
Dans ce travail, un radar defini par logiciel, flexible et reconfigurable, a ete 
developpe pour un usage a 4 et 24 GHz. La reconfigurabilite du radar s'appuie sur les 
points suivants : le radar utilise un mode CW a double frequence en utilisant un 
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detecteur de phase, un mode FMCW avec un melangeur et un mode SS avec un 
demodulateur de phase. Pour chacun de ces modes d'operation, un DDS genere les 
signaux requis ce qui entraine une versatility et flexibilite en combinaison avec une tres 
grande vitesse de commutation du systeme de radar propose. 
De plus, un certain nombre d'algorithmes de traitement de signaux tels que la FFT, 
MUSIC, TK et la methode des ondelettes ont ete utilises pour les differentes techniques 
de modulation dans le but d'augmenter la resolution. 
Des architectures a six ports et a partir d'un melangeur ont ete etudiees en detail. Les 
points forts du recepteur a six ports resident en la possibility de combiner trois fonctions 
en un seul dispositif et ses faibles puissances requises pour le LO. Un inconvenient est 
la frequence de sortie limitee. En contrepartie, les melangeurs traditionnels offrent deux 
circuits de fonction au meme moment tout en etant moins restreint sur la frequence de 
sortie. Cependant, de plus grandes puissances de sortie sont necessaires pour les LO et 
seuls les melangeurs IQ sont capables de detecter precisement la phase. 
De plus, la resolution sur le positionnement et la distance maximale atteinte pour les 
differents types de radars ont ete discutes. Le radar FMCW est adapte pour les mesures 
de longues distances et sa resolution depend de la vitesse de balayage du DDS. Une plus 
grande largeur de bande donne une vitesse de balayage plus rapide et done une meilleure 
mesure de la distance. Au contraire, le radar CW a double frequence est precis pour les 
mesures de courtes distances. Sa resolution depend de I'exactitude de la phase qui est 
determinee par le processus de calibration du dispositif a six ports. Le radar SS offre 
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une mesure anti-interference pour les longues distances et sa resolution depend du code 
PN. 
En combinant tous ces aspects, les mesures FMCW/CW/SS ont montre une meilleure 
precision que ce qui a ete obtenu avec le systeme FMCW et est done pleinement adapte 
pour des applications de grande precision. De plus, les systemes de mesures SS offrent 
de bonnes possibility pour eliminer les interferences. En terme de miniaturisation, le 
recepteur heterodyne demontre d'excellentes performances, mais le dispositif a six ports 
possede egalement de bonnes proprietes et est applicable a titre de demodulateur pour 
les systemes de telecommuncations. La viabilite economique de ce type de dispositif 
semble prometteuse. La plupart des prototypes de systemes ont ete fabriques avec des 
materiaux commerciaux a faible cout. Un DDS permet d'ajuster la modulation et les 
variations en frequence ce qui permet d'inclure une configurabilite par logiciel dans le 
transmetteur. Egalement, un DSP fourait l'argorithme digital correspondant pour un 
signal particulier du recepteur. Le cout le plus eleve pour la fabrication du dispositif 
serait associe a l'obtention d'un recepteur-transmetteur compact et synthetise. 
Le systeme a six ports definit par logiciel represente une alternative a faible cout pour 
des systemes FMCW/CW. La precision sur la mesure de la distance est superieure a 5 
cm. Le systeme a six ports effectue une detection coherente sans le besoin de 
melangeurs balances et de dephaseurs precis. Une etape importante du travail associe 
avec le dispositif a six ports est liee a la procedure de calibration. De plus, il est possible 
d'effectuer des mesures de l'ordre du decimetre sans difficulte supplementaire. 
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L'adaptabilite du dispositif a six ports pour la modulation complexe et sa competitivite 
au niveau des proprietes dynamiques a ete demontree. 
Les contributions majeures peuvent etre resumees comme suit: 
• Developpement d'un radar definit par logiciel 
• Design d'un radar definit par logiciel base sur un dispositif a six ports et un 
melangeur IQ 
• Mesures d'un systeme composite FMCW/CW/SS ayant une precision de 5 cm 
• Design d'un SDR CW a trois tonalites 
• Design d'un radar a 24 GHz a codage de type PN 
• Comparaison des performances de la distance du dispositif FMCW/CW/SS en 
utilisant CMLB 
• Comparaison de deux architectures pour SDR 
L'objectif primaire du travail est de designer un radar definit par logiciel base sur des 
recepteurs-emetteurs obtenus a partir d'un melangeur et d'un dispositif a six ports. Une 
approche a senseurs multiples a ete adoptee, ce qui permet de fusionner les differentes 
fonctionnalites des senseurs et done prendre avantage de leur complementarite. Avec le 
developpement d'une technologie DDS et d'un traitement de signaux digitaux (DSP), il 
a ete possible de designer un radar multifonction, multimode et de haute performance a 
un cotit raisonnable. Le recepteur radar digital echantillonne directement les signaux IF 
des canaux de reception avant la detection. Dans le cas de rarchitecture a six ports, la 
determination sur la phase est basee sur le processus de calibration. Les mesures des 
frequences sont basees sur les fonctions du melangeur. Le traitement subsequent et le 
XX11 
processus de detection sont accomplis dans le domaine digital. Avec cette methode, une 
meilleure precision sur la detection peut etre obtenue. Ces avantages incluent une 
meilleure precision, une interface flexible vers le controle du radar ainsi qu'un controle 
sur le mode d'operation, la forme des signaux et sur les frequences LO des recepteurs. 
Egalement, un traitement de signal complexe peut etre effectue, ce qui elimine un grand 
nombre de problemes presents dans les methodes analogues tels une variation et 
sensibilite en temperature, et resulte en une meilleure stabilite du systeme. 
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With the unprecedented advancement of radio-frequency (RF) wireless techniques 
and daily progress of integrated computing and communicating devices, wireless sensor 
networks have already been recognized as one of the most important technological and 
commercial revolutions in our new century [1]. The recent downsizing of 
telecommunication industries has in fact fuelled up a worldwide interest in sensor 
technologies and applications that basically touch on everything in our everyday lives 
including communication networks, homeland security and safety, inventory and asset 
tracking, medical treatment and imaging, geographic mapping and wireless positioning, 
ground penetrating radar for detection of landmines, and industrial automation. 
Today, wired sensors are still found in a very large number of industrial activities of 
our modern society. More recently, some luxury commercial vehicles have been 
equipped with ice detection radar sensors and parking aid radar sensors [2], which are 
becoming more and more popular. This represents only one of numerous examples for 
commercial radar applications with a huge market share of safety, security, and 
positioning devices. Commercial automotive radars available so far have been designed 
to a large extent for collision avoidance in dense highway traffic and cannot be used for 
other applications such as local positioning and perimeter security without major 
modifications. In other words, they are designed as single oriented. In addition, current 
2 
radar manufacturing is still not cost-effective and therefore such radar systems are not 
readily applicable to popular and low-end vehicles. 
Low-cost and mass-producible radar with highly flexible functionalities is of 
paramount importance for widespread commercial applications and great market 
penetration. Even though the radar technology has been continuously in development for 
more than half a century, most radars being deployed today can only be used for specific 
applications as mentioned above, and their basic architectures with respect to the early 
version of military systems remain largely unchanged. Collision avoidance and adaptive 
cruise control (ACC) systems [3] have opened up great perspectives, with some ACC 
prototypes being on the way to mass production. Some of these systems are based on the 
frequency modulation continuous wave (FMCW) [4] technique, which is well accepted 
for its simplicity, even if it has a few drawbacks such as difficulties in obtaining accurate 
distance measurements at short ranges. A number of other solutions are based on the 
continuous wave (CW) [5] technique, which provides highly accurate range 
measurements but cannot be used for multi-target detection. A third alternative in the 
development of such systems is based on spread spectrum (SS) technology [6], which is 
beneficial for high interference environments but cannot provide high accuracy 
measurements at short range. None of these radar systems is capable of giving short and 
long range measurements at the same time. Moreover, they do not satisfy multi-function 
and multi-system requirements. In addition to these constraints, the restricted precision 
and distortion performance of analog detectors greatly limit the performance 
improvement of such radar systems [8]. Therefore, an increased demand for developing 
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a universally re-configurable so-called software-defined radar system is observed, which 
represents a very challenging topic. Such a software-defined radar concept has been 
proposed recently [7]-[8] but provides neither performance investigation nor up-to-date 
design techniques. 
With the ongoing research and development of software-defined radio (SDR) for 
wireless communication, it appears reasonable to consider a software-defined radar 
concept for various applications involving different performance requirements. Factors 
that characterize such different applications include the operating range with adaptive 
resolution and accuracy, the minimum and maximum target velocity, the desired spatial 
resolution, and clutter discrepancies. Currently, an urgent need for developing such a 
universal radar technology platform for future wireless sensor networks and applications 
is observed, which involves three critical aspects of research and development: front-end 
technology, system architecture, and signal processing. 
In order to gain full benefit from software-configurable receiver architectures with 
respect to their use in different application scenarios, it is necessary to provide flexible 
signal generation techniques for the clock or reference oscillators with respect to 
frequency and amplitude of the signal. Synthesizer technologies, which generate the 
analog high frequency signal directly from a digitally stored look-up table, provide the 
highest flexibility with respect to a fast frequency switching maintaining phase 
continuity. The state of the art development for these so-called direct digital synthesizers 
(DDSs) provides output frequencies of up to 2 GHz. Since the DDS output is digitally 
processed, its functionality is easily software configurable, making it more flexible. 
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DDS techniques offer unique capabilities in contrast to other synthesis methods, such as 
a frequency resolution control in the order of mHz step size and a phase-resolution in the 
range of mHz or even nHz [9] for an intermediate frequency (IF) of up to 1 GHz. 
Additionally, DDS imposes no settling time constraint for frequency changes other than 
what is required for digital control. Since the signal being generated is in the digital 
domain, it can be varied with exceptional accuracy. This allows precise control of 
frequency or phase and can readily accommodate frequency and phase modulation. The 
look-up table is used to store samples of a sinusoid. A digital accumulator is used to 
generate a suitable phase argument that is mapped by the look-up table to the desired 
output waveform. The DDS is especially advantageous with respect to the use of 
multiple analog oscillators if modulation schemes with arbitrary spectral distributions 
are used. Radar systems, which require both high frequency accuracy and stability and a 
fast-frequency switching maintaining phase continuity can benefit from the dual use of 
DDS in the transmitter section. 
The six-port direct conversion technique is another promising approach towards the 
implementation of software configurable transceivers at millimeter-wave carrier 
frequencies. The crucial advantage over the sampling architecture is its simple 
construction requiring only the reference oscillator as an active RF component, making 
this technology particularly attractive for future low-cost and broadband RF front-ends 
operating at millimeter-wave frequencies. By means of a six-port reflectometer, it is 
possible to measure the complex reflection coefficients of a device under test (DUT). 
Furthermore, by the use of two six-ports — one on each side of the unknown DUT — it 
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is possible to determine the complete set of S-parameters. Starting in the mid 1990s, the 
six-port principle has been investigated for use as a direct conversion receiver [10]. 
Other applications include anti-collision radars [11], very accurate short-range distance 
measurements [12], and direction finding systems. The functional principle of six-port 
devices is based on the measurement of four independent output powers corresponding 
to the complex ratio between two superposed electromagnetic waves under different 
phase angles. 
The main advantage of six-port technology is its possibility for software 
configuration and calibration. Furthermore, the six-port technology becomes very 
attractive when extremely high carrier frequencies at millimeter wavelengths are used. 
Additionally, the same hardware can, in general, be used for different standards simply 
by loading suitable baseband processing algorithms. This suggests extremely broadband 
six-port RF front-ends as a promising technology of choice for future SDR platforms, as 
different bands and standards can be covered. The six-port technique is very well 
suitable for accurately measuring the phase difference of two waves. 
Considering all these aspects, the main focus needs to be addressed to the 
development of software-defined radar up to several GHz and a subsequent up-
conversion into millimeter-wave frequencies. Software defined radar systems can reduce 
the requirements on the ADCs and therefore lead to multi-standard millimeter-wave 
radars. Six-port technology represents the inherent advantage of this architecture. The 
combination of field-programmable gate arrays (FPGAs) containing the system software 
in combination with a DDS to realize modulation schemes and frequency shifts 
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introduce software configurability also in the transmitter section of micro-wave and 
millimeter-wave radar systems. Since FMCW, CW, and SS modulations are quite 
similar regarding the radar hardware requirements, they can be combined into a single 
front-end module. Each mode of operation is defined by a distinctive modulation and 
demodulation technique. It is well known to radar users that compromises are always 
required because there is no unique mode of operation that can provide consistent 
accuracy of range and velocity estimates in every possible condition. Operation 
conditions include target velocity and short- or long-range measurements. This is why 
we direct our efforts on designing a software-defined radar architecture, in which the 
modulation parameters can be adjusted and/or changed within a short period of time 
(milliseconds). 
This project includes the development of software defined radar-oriented millimeter-
wave transceiver technology, cost-effective and flexible system architecture, and 
versatile and high-speed signal processing technique. To realize such a radar system, 
adaptive measurement schemes are designed and simulated over various ranges with 
pre-designated accuracy. More precisely, the radar system is able to accurately measure 
short-range distances (< 5 m) as well as long-range distances (> 5 m). 
This doctoral research project is summarized as follows: (i) Development of two 
radar transceiver front-end architectures. The purpose of this design step is the 
development and application of a newly proposed millimeter-wave technology in the 
design and realization of two front-end building blocks for the proposed 24 GHz radar. 
The first structure is based on a mixer front-end, whereas the second design involves a 
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six-port device. In this way, we develop a novel multi-application transceiver 
architecture, (ii) System architecture with software-defined techniques for multi-signal 
format. This research aspect deals with multiple modulation schemes or modes of 
operation that can be adapted to various application scenarios while cost-effective signal 
generation techniques should be studied. In our work, FMCW, CW, and SS techniques, 
as well as a hybrid scheme combining these three modulations will be investigated for 
the software-defined framework. (Hi) Adaptive baseband signal processing with 
parameter extraction for multi-function response. The data acquisition is subject to 
frequency and phase estimation techniques that will be different for the three basic 
FMCW, CW, and SS modulations. Sophisticated signal processing techniques will be 
studied for different applications. 
1.1 Methodology 
This research project involves both theoretical and experimental research methods. 
The following will describe details of our methodologies and activities for completing 
the project. 
1.1.1 Design and implementation of two front-end architectures 
One of our front-end architectures is based on a heterodyne receiver, whereas the 
other is based on a six-port technology. The heterodyne receiver and six-port circuits are 
used as a phase detector in dual frequency CW modulation operation, as a mixer in 
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FMCW operation mode, and as phase demodulator in SS mode. Since both architectures 
are widely used in radar and communication systems, the advantages and disadvantages 
of six-port technology compared to conventional heterodyne architectures (mixer) 
strongly depend on the signal waveforms and applications. 
1.1.2 Design and implementation of the modulation synthesizer module 
The modulation synthesizer module shown in Figure 1.1 allows for adaptive 
modulation schemes (modes of operation), which presents interesting and new features 
to SDR design. In this work, three modes of operation are implemented: FMCW, CW, 
SS, and hybrid FMCW/CW/SS mode. 
Figure 1.1: Block diagram of the proposed software defined module 
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Figure 1.1 illustrates the modulation synthesizer module, which will be used to generate 
the modulated signal. In addition to the above-described three modulation techniques, 
the hybrid operation mode provides excellent accuracy in a broader range of operating 
conditions. The center point of this software-defined radar architecture resides in the 
controller being interfaced with a personal computer (PC), which allows the 
manufacturer to configure the radar for a given application and to store and analyze data. 
1.1.3 Data analysis and signal processing 
Following data acquisition, frequency and phase estimation techniques have to be 
applied in order to retain information from the measurement. For an FMCW return 
signal, frequency estimation techniques such as Fast Fourier Transform (FFT) are 
required to obtain both range and velocity information. Furthermore, alternative signal 
processing algorithms are investigated such as MUSIC [13]. In the case of CW return 
signals, range and velocity are calculated from the phase estimate. In this work, there are 
two methods to obtain phase information. The first is the six-port phase discriminator. 
The second technique of interest involves analog hardware signal conditioning and 
processing, which requires a quadrature demodulator or I&Q demodulator. Both 
techniques will be studied and they constitute the basis for range and velocity 
measurements with the proposed software-defined radar. Finally, for the SS radar, three 
estimation algorithms will be applied including the super resolution method (SPM) [14], 
the Teager Kaiser (TK) operator method [15], and the wavelets method [16]. 
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The primary objective of this work is to design a software defined radar based on 
mixer and six-port transceiver architectures. A multiple-sensor approach is adopted, 
merging the functionality of these different sensors in a way that takes advantage of their 
complementarities. With the development of DDS technology and general-purpose 
digital signal processors (DSP), it has become possible to design a multifunction, 
multimode, high-performance radar at a reasonable cost. The digital radar receiver of the 
software defined radar proposed in this work directly samples the IF signal of the 
receiving channels prior to detection. In the case of the six-port architecture, the phase 
discriminator is based on the calibration. Frequency measurement is based on the mixer 
function. The entire subsequent processing and detection process is accomplished in the 
digital domain. With this method, improved detection accuracy can be achieved. These 
advantages include greatly improved processing accuracy of the system, a flexible 
interface with the radar control center, as well as a convenient control of the operation 
mode, signal wave-form, and LO frequencies of the receivers. Moreover, complex signal 
processing can be accomplished, which eliminates a high number of problems that are 
present in analog methods such as temperature sensitivity and drifts in component 
values, resulting in a highly superior stability of the entire system. 
This thesis is organized as follows. In chapter 2, the development of a synthetic 
software defined radar is outlined. The perspective and motivation for the proposed 
software defined architecture are presented. Chapter 3 presents a multiple signal 
classified (MUSIC) algorithm that is used for the signal processing of this operation 
mode and also the multiple frequencies algorithm for CW mode and the SS processing 
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methods including SPM, TK operator algorithm, and wavelet algorithm. Chapter 4 
introduces the implementation of the software defined radar based on mixer and 
demonstrates a considerable improvement in terms of range resolution. The waveforms 
are generated by a DDS in order to implement adaptive functionality. Chapter 5 
describes the design of the synthetic software defined radar based on six-port 
technology. Furthermore, six-port and mixer architecture are compared. Chapter 6 
presents the performance analysis of the proposed software defined radar prototype and 
finally, chapter 7 presents conclusions and future work. 
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CHAPTER 2 
SYNTHETIC SOFTWARE DEFINED RADAR: CONCEPT AND SIMULATION 
At present, the range radar is widely used in a large variety of fields [17]. One of its 
most important applications is related to the automotive industry, where a good real-time 
measurement accuracy of speed and range is necessary [18]—[20]. Most range radars 
developed in this field are based on the FMCW scheme. However, the FMCW-based 
range resolution mainly depends on the bandwidth of the baseband signal transmitted. A 
very broadband and linear frequency sweeping signal is needed in this case to achieve a 
reasonably good range resolution for practical applications. This leads to some difficulty 
in realizing a high-quality signal source at low cost. On the other hand, CW radar has 
been well known in terms of its simplicity and range accuracy [21]. However, the CW 
radar has its own problem of phase ambiguity, which directly causes range ambiguity. In 
order to solve this problem, in general, multiple signals with different frequencies are 
used. Another problem of the CW radar is that it cannot be implemented for multi-target 
measurements. Therefore, the combination of FMCW and CW radars into one system 
platform promises a very attractive solution for practical applications. Also FMCW 
radars are unable to exchange and communicate front-panel and vehicle information (e.g. 
direction information and braking information) with each other among adjacent vehicles. 
To further enhance traffic safety, there have been intensive studies on inter-vehicle 
communication among individual running vehicles. As SS communication systems are 
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known to provide a number of attractive advantages such as interference immunity and 
multiple access capability, many research results in connection with inter-vehicle SS 
communication systems have been reported. There have been a few case studies on PN 
code assignment methods for code division multiple accesses (CDMA) communications. 
Generally, radar and communication systems require different hardware 
configurations. The concept of a unified solution that does not require reengineering for 
every new or specified application has been proposed but it has still been limited to a 
group of radio functionalities [7]. Software defined radio [22], which realizes classical 
receiver functions, can be reconfigurable for different scenarios. According to this 
concept, the solution for reconfiguration is to shift system functionality from hardware 
to software. A digital receiver based on this principle has also been presented recently 
[23]. In order to gain full benefits from software configurable measurement architectures 
[24] with respect to the use of transceivers in different application scenarios, it will be 
necessary to provide flexible signal generation techniques for the clock or reference 
oscillators with respect to phase and amplitude of the signal [25]. A DDS, which 
generates an analog high frequency signal directly from a digitally stored look-up table, 
provides the highest flexibility with respect to fast waveform switching [22]. DDSs may 
now reach an operation frequency of up to S band [26]. This leaves many challenging 
issues for software configurable measurement systems. Changing operating frequency is 
a solution to avoid interference. Optimizing the parameters (waveform and frequency 
modulation (FM) sweep rates, etc.) [7], [27], [28] is another way to enhance the 
measurement performances in different environments. A software configurable system 
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offers a programmable and dynamically re-configurable method of reusing hardware to 
implement the physical layer processing. In this work, we propose a software defined 
radar and communication system that combines FMCW, CW and SS radar. Such three 
functions are switched in different time schedule or slot. 
The term "software defined" refers to an entirely software-controlled operation of a 
radar, by a full control of the transmitted and the received signal. This means that highly 
sophisticated correlating codes can be implemented, even on a pulse by pulse basis. 
Such a transmitter can't only be implemented in radar applications, but can be used for 
communications as well. Furthermore, digital beam forming is on the way to become an 
important tool in communications for space division multiple access (SDMA) or 
multiple input multiple output (MIMO) architectures for the improvement of service of 
quality (SoQ) and network capacities. Transmitters of such type have been discussed for 
a long time, and with the new system concept they become more easily realizable. It has 
to be mentioned that each of these transmitters is not necessarily advantageous for each 
operation. The goals of the novel proposed system are: 
- low cost 
- high reliability 
- high resolution 
- high coverage. 
In addition, Low cost is achieved by a lower hardware complexity. Many functions 
are integrated into the software and offer high modularity. Reliability can be increased 
because 70% of wired connections can be omitted. Weight is reduced because of the 
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smaller RF hardware and higher DC power efficiency. The resolution is increased by the 
combination of different radar types. Wide coverage is achieved by a considerably 
higher RF transmitter and receiver efficiency. 
In this chapter, we will present and discuss the general radar equation in section 2.1. 
The signal models of FMCW, CW and Spread Spectrum radar will be presented in 
section 2.2. The six-port technology will be introduced in section 2.3. The comparison 
between the conventional radar and software defined radar will be shown in section 2.4. 
In the last three sections, we will give the overview of software defined radar as well as 
related simulation aspects. 
2.1 Radar Equation 
The radar equation relates the range of the transmitter, receiver, antenna, target, and 
the environment. It is useful not only for determining the maximum range for particular 
radar in connection with a target, but also for observing the factors affecting radar 
performance. It is an important tool to aid in radar system design. 
Radar radiates an electromagnetic signal and detects the echo returned from targets. 
The echo signal provides information about the target. The range is found from the time 
delay it takes for the signal to travel to the target and back. The angle of the target is 
found with a directive antenna to sense the angle of arrival of the echo signal. If the 
target is moving, radar can track the location of the target [4]. The Doppler shift in 
frequency of the received signal is caused by a moving target. With sufficiently high 
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resolution, radar can detect the target's size and shape. Radar resolution is obtained in 
range or angle. Range resolution requires large bandwidth. Angle resolution requires 
large antennas. 
The radar equation gives the relations between the range of radar, the transmitter, 
receiver, antenna, target, and the environment. The simple form of the radar equation 
expresses the maximum radar range i?max for the radar parameters and the target's radar 








Pt = Transmitted power, W 
G = Antenna gain 
Ae = Antenna effective aperture, m
 
a = Radar cross section of the target, m2 
Smin — Minimum detectable signal, W 
Except for the target's radar cross section (RCS), the parameters in radar equation are 
controlled by the radar designer. We need to consider the transmitted power, antenna 
gain power and directivity, and receiver sensitivity. 
The range to a target is related by the delay rR which the transmitted radar signal 
travels to the target and back. Electromagnetic energy in free space travels with the 
speed of light. So the time for the signal to travel to a target located at a range R and 
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return back to the radar is 2-fv/ where c is the velocity of light. The range to a target is 
The transmitter for the software defined radar produces three desired waveforms 
(FMCW, CW, SS), which provides a tunable bandwidth for each mode and a stable 
power. The same horn antenna is used for both transmitting and receiving in this system. 
Now the key issue for software defined radar design is to find the minimum detectable 
signal Smln. In next section, the signal models of three types of radar are discussed. 
2.2 Signal Models of Three Types of Radar 
2.2.1 FMCW radar 
The basic principle of the frequency modulation continuous wave (FMCW) radar is 
well known as for the frequency of the transmitted signal changes with time in a 
prescribed manner. By comparing the frequency of the (time-delayed) received signal 
with the frequency of a sample of the non-delayed transmitted signal, a measure of 
transit time can be obtained from the beat frequency [29]. 
For simplicity, we consider a signal reflected from a static target. The range data can 
easily be obtained in this case. In our work, a software-defined radar platform has been 
proposed and developed on the basis of an FMCW scheme. We have presented a 
software-defined radar concept [8], [9], [30] with a bi-static radar prototype developed 
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for the 24 GHz industrial, scientific, and medical (ISM) band. The radar signal is 
generated with a DDS, then up-converted and multiplied to transmit a signal of 
24.125 GHz. Although the proposed architecture allows for more than one type of 
modulation signals, only the FMCW scheme has been implemented, tested, and 
discussed within this work in order to highlight the proposed super-resolution technique. 
A homodyne receiver is used to down-convert radar echoes to base-band frequencies 
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Fig. 2.1. Software-defined radar architecture 
Fig 2.1 shows the basic architecture of our proposed software defined radar. The first 
part includes the Echo Signal Acquisition module and the Intelligent Radar Signal 
Generator, which can generate a number of signal formats under various modulation 
techniques. The second part represents the so-called IF module and up-converts the radar 
signals. Finally, the RF front-end operating at a frequency of 24 GHz includes RF 
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circuitry as well as transmitter and receiver antennas. The FMCW system block diagram 
is shown in Fig 2.2. 
Since a DDS (AD9854) is used as modulator, the transmitted signal can be expressed 
as: 
st(t) = Acos(wct + 4(t)) (2.2) 
where ^(t) is the phase (i = 1, 2, •••, N) and wc the frequency of the transmitted signal. 
The frequency wc shows a linear change with a discrete step in DDS. After being 
reflected at the target, the received signal is given by: 
sr (t) = B cos(wct + <f>t (t -TD)) + n{t) (2.3) 
where To represents the time delay of the signal and n(t) describes additive white noise. 
In this work, we will apply spectral analysis to the extracted data from the IF branch 
after the mixer as seen in Fig. 2.2. The dominant frequency component of this signal 
needs to be determined by means of signal processing. As it is well known from FMCW 
radar theory, the triangular modulation of the transmitted signal st(t) combined with the 
frequency response of our millimeter-wave front-end yields an amplitude modulation of 
the beat signal. 
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Fig. 2.2. System Block Diagram of an FMCW radar 
In the FMCW measurement, the output signal of the ADC is processed in a DSP in 
order to precisely extract the beat frequency. A modified Hanning window G(vTs) 
reduces the side lobes to a tolerable level. The spectrum is calculated by 
J V - l 
Pf(a>.) = YlCKyT,)Ptr(vT,)e-W- (2.4) 
wherecon is the discrete frequency. G(vTs) is hanning window in frequency domain. Ts 
is the sampling interval, v is the sample point. 
In 
a>„ = n , n = 0 • • • N - 1 
NT, 
N is the number of samples taken in one sweep, and Ts is the period of adjacent 
samples. Subsequently, the maximum spectral peak at frequency com, which represents 
the target distance, is evaluated in the spectral domain. 
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2.2.2 CW radar 
The FMCW technique has been well accepted for its simplicity, even if it has a few 
drawbacks such as the difficulty of obtaining accurate distance measurements for short 
ranges. To give a general idea of the most important requirements for automotive radar 
systems, the maximum range for common commercial automotive radars is about 160 m 
with a range resolution of 1 m. The near range refers to distances below approximately 
40 m. 
To meet certain system requirements, specific waveform design techniques must be 
considered. The main advantage of CW radar systems in comparison with classical 
pulsed radars lies in its low measurement time and low computation complexity for long 
range and small resolution system requirements. The frequency shift keying (FSK) CW 
waveform [10], which uses at least two different discrete transmit frequencies (see Fig. 
2.3) for an unambiguous range measurement, has been proposed. 
Fig 2.3 CW waveform principles: FSK modulation. 
It has been well known that radars operating with a single CW signal cannot measure 
time delay without ambiguity. Therefore, they cannot measure target range. Because 
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distances measured with millimeter wave radars are much larger than the transmitted 
signal's wavelength, the measurement may be ambiguous according to the following 
equations: 
co-Td =0 + Inn 
2d 2/r-c 
rd=— ® = —— (2-5) 
C A 
An-d 
= m + inn 
A Y 
where n is an unknown integers is the transmitted frequency, cis the velocity of light 
and d is the measured distance. 
To avoid this ambiguity problem, a minimum of two discrete transmitted frequencies 
is required. The resulting modulation is similar to a 2FSK modulation [5] used in 
communications. With two frequencies involved, the ranging measurement is achieved 
by measuring the relative phase difference between the two received signals as follows: 
As shown in Fig. 2.3, each frequency is transmitted within a coherent processing interval 
of length T. Using a receiver with a phase discriminator, the relative phase between the 
received echo signal and the reference signal is measured. This process is repeated 
sequentially for both frequencies f\ and fr. The frequency difference A/ = fr - f\ is 
selected dependent on the desired unambiguous range. 
It is assumed that the difference Af is very small compared to / i o r ^ , i.e. Af/fi = 10"6. 
Because f\ wa&fi are very close to each other, their Doppler shift will be approximately 
the same. 
f -- 2 v ^ -• 2vfi 
J Doppler ~ ~ 
'Doppler "" ~ ( 2 - « ) 
C C 
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The time-discrete received signal is Fourier-transformed in each coherent time 
interval T, and targets are detected by an amplitude threshold according to the constant 
false alarm rate (CFAR) technique [4]. Due to the small frequency difference between 
the transmitted signals for both frequencies, a single target is detected at a given Doppler 
frequency for adjacent time intervals T, but different phases are observed. A complex 
spectral analysis provides phase information and it is the basis for target range 
estimation: 
A ^ = a\rd-co2Td = I®, -a>2\td (2.7) 
A0 is the phase difference, col is the first frequency and co2 is the second frequency. 
The transmitted and received signals can be expressed by the following equations: 
sl(t) = Acos[G)nt + 0on] (2.8) 
sr(t) = BCos[(G)r,±a>D)*(t-Til) + 0on] + n(t) (2.9) 
con is the transmitted frequency with n = 0, 1,2 where the product co T<J represents the 
phase contribution due to the propagation delay and COD the Doppler shift due to target 
movement. The echo signal is correlated with its own reference signal during target 
illumination in order to measure the phase associated to the propagating delay. This is 
repeated for each frequency. In the case of a moving target, the Doppler shift needs to be 
evaluated by means of an FFT. The mixer is used as a phase discriminator and the IF 
output provides a relative phase to voltage relation as follows: 
24 
^ = « i « 2 s i n ( P i - P 2 ) ( 2 - 1 0 ) 
where the product a\ci2 represents the product of reference and echo signal amplitudes at 
the mixer LO and RF ports, respectively. 
2.2.3 SS radar 
SS signals are a general class of ranging waveforms, which utilize a code sequence as 
a means for achieving high range resolution and good self-clutter performance [6]. The 
SS technology has been widely used in wireless communication systems [31]. The 
transmitted BPSK signal can be written as: 
s(t) = cos(coct + (/>(t)) 




\7I - 1 
Then, the received BPSK signal is: 
s(t - At) = m(t - At) cos(coc + (t- At)) (2.12) 
The range of a target is calculated from the traveling time of the reflected wave. This 
range R is calculated in an SS system by 
R = cnTc/2 (2.13) 
where cis the velocity of light, T is the chip duration and nT is the signal traveling 
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time. By measuring Tc, the distance can be calculated. The ideal code uses a Dirac 
impulse as an autocorrelation function. This allows the code to have the maximal 
correlation with a non-delayed version of itself and not to interfere with itself if a portion 
of the code appears in the signal at a different delay. The most important codes in use 
are the maximal length sequences using an autocorrelation code that shows nearly 
impulse characteristics. Its value is 2 n — 1 at an offset of / = 0 and -1 at all other offsets. 
The typical acquisition method used when precise information is not available is to scan 
through all possible code positions until the correct delay is found. In general, the 
detection of the chip delay is simple due to the strong correlation at the correct delay. In 
this proposed system, an SS technique is adopted for range measurement. The traveling 
time Tc is evaluated by correlating the received pseudorandom (PN) code with a 
reference PN code, which is shifted by the transmitted PN code. A PN code with a 
sequence of 1, 2 ... is used. The autocorrelation function for the PN code is given by: 
7? (r) = f c(t)c(t - t)dt 
l - u | r |<r c 
Tc (2.14) 
where c{t) is the PN code and N denotes the length of PN code. Tc is the chip duration 
and T is the time delay. In our case, we use a code length N of 32. Subsequently, the 
range information can be deduced from the autocorrelation characteristics of the PN 
code. 
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2.3 Six-Port Technology for Software Define Radar 
The software defined radar where the following key components are used: at first, it 
is necessary to incorporate a flexible signal generation technique in connection with the 
frequency and the amplitude of the signal. Therefore, the DDS is an excellent candidate 
for realizing a flexible signal source. For the purpose of the signal processing, the 
received signal can be processed in a DSP with different algorithms corresponding to 
different radar modes. In terms of front-end hardware, the FMCW radar mode requires a 
down-converting element, such as a mixer, in the receiver to generate the beat frequency 
between the transmitted and received signals, while the CW radar mode needs a 
precision phase detector to extract the phase difference between the transmitted and 
received signals containing the required distance information. Usually, a phase detector 
can also work as a mixer. In this work, we deploy the six-port technique that can be used 
to replace the mixer. 
The six-port is a passive device that can perform accurate phase measurements. It 
determines the phase difference between the received signal and the reference signal by 
measuring the power level at its four output ports. Six-ports can be fabricated in 
monolithic microwave integrated circuit (MMIC) technology [32], which is very 
attractive for low-cost and compact size applications [33]. The six-port-based radar 
sensor has been introduced as an alternative approach for the realization of CW systems 
[34]. Furthermore, the six-port direct conversion technique is very promising for the 
design of a software-reconfigurable receiver at millimeter-wave frequencies. The main 
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advantage of the six-port technique compared to the sampling architecture is its simple 
construction only requiring the reference oscillator as an active microwave component in 
the structure, making this technology particularly attractive for future low-cost 
microwave and millimeter-wave front-ends. Therefore, it is feasible to use the six-port 
technique to realize the receiver part of a software-reconfigurable range radar with a 
unique hardware configuration. 
2.3.1 Six-port concept 
A typical example of a six-port circuit is shown in Fig. 2.4. A six-port presents a 
linear and passive topology. The complex relationship between the incident signals at 
two of its ports can be determined from relatively simple power readings at the 
remaining four ports [35], [36]. The signal at port 1 is usually used as the reference 
source, and the signal at port 2 is received as the unknown signal. The signals at the 
power detectors can be written as a linear combination of the incident signal a2 and the 
reflected signal b2 as follows [37]: 
bj=Ara2+Brb2 / = 3...6. (2.15) 
With r = (a2/b2), the readings by the power detectors are 
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JJ=M2 •U 
B, 3...6 (2.16) 
Once the relations between the input and output ports are known, the vector relation 
(amplitude and phase) between the two signals a, and a2 can be determined by 
measuring the scalar power levels at the other four output ports. The relation between 
the input and output ports can be found very accurately with a calibration procedure. 
a, j b, 



















Fig. 2.4 (a) Block diagram of a typical six-port circuit that involves hybrid couplers and 
power dividers; (b) Photograph of the fabricated 4 GHz six-port in microstrip 
technology. 
With respect to the CW radar, the distance of a target can be calculated by comparing 
the phase difference between the transmitted and received signals [38]. If the distance is 
much larger than the wavelength, the distance measurement becomes ambiguous, which 
can be expressed as equation 2.5. To avoid this ambiguity problem, a second signal with 
a different frequency f2 can be used to yield a two-tone CW system capable of 
performing distance measurements, and the range can be obtained by measuring the 
phase shift between these two frequencies f\ and^ 
The CW radar can primarily not be used for distance measurements unless we 
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introduce two- or three-frequency modulation schemes. In the latter case, the range can 
be obtained easily from a measurement of the phase shift between the output signals at 
the two frequencies, which is easily implementable with the six-port demodulator. 
2.4 Conventional Radars versus Software Defined Radar 
Why do we need to design a software defined radar? This question was briefly 
mentioned in the introduction of this thesis but we will present a number of quantitative 
cases to show the importance of the proposed software-defined radar technique. Let's 
compare four different radar types with the software defined radar. As an example, we 
consider the design of a radar with a range resolution requirement of 0.05 m. For the 
FMCW radar, the range resolution [4] is: 
c 
"•resolution ~ n> r \A-*- >) 
The required FMCW bandwidth is 3 GHz. On the other hand, for the CW radar, 
assuming a phase discrimination of 1°, the range [4] is: 
R = ^ ^ (2.18) 
4x-Af 
Thus, the required bandwidth to achieve a range resolution of 0.05 m is 8.3 MHz. The 
direct sequence spread spectrum (DSSS) radar range resolution [39] is: 
R=c-Tc/2 (2.19) 
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where c is the speed of light and Tc is the chip duration. Thus, the required spread 
bandwidth and chip duration is 3 GHz and 0.33 ns, respectively. The range resolution of 
the frequency hopping spread spectrum (FHSS) radar [40] is given by: 
R = CT/2 (2.20) 
where x is the hop shift. Thus, the required shift between hop frequencies is calculated 
to be 0.33 ns. 
From theses considerations, we determine a required bandwidth of up to 3 GHz for 
the FMCW and DSSS radars, which are difficult to implement in hardware. Moreover, it 
is hard to control the required shift of 0.33 ns in the FHSS radar. In the software defined 
radar these requirements are simple and easy to implement as a combination of different 
radars can be used. In Table 2.1, a comparison of bandwidth, noise resistance ability, 
multitarget recognizant, and maximum range for five types of radars are shown for a 
range resolution of 0.05 m. 
The comprehensive performance of the software defined radar is better than any 
single type of radar, even without having to offer a large bandwidth. Its key feature is 
the merging of the functionality of different radar sensors taking advantage of their 
complementarities. 
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2.5 Software Defined Radar Algorithm 
The software defined radar is fully controlled by a single DSP board including 
transmitter and receiver. The proposed system has only a single microwave front-end, 
but the type of radar used for a specific operation is selected by the software. A system 









Fig 2.5 Block diagram of the proposed software defined radar 
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The digital output of each receiver channel is directly fed to the DSP. The signal 
processing modes for the received signals are adapted to the transmit modes by the DSP 
software and their operation can be modified with changes in target velocity and range, 
as well as the required specifications in resolution and processing accuracy. 
The flow diagram for the software defined radar algorithm is shown in Fig 2.6. 
At startup, the FMCW mode is used in order to obtain a rough estimate for target range 
and velocity. The received signal, which contains target velocity information, is fed to 
the corresponding circuit. If the target is moving away (v < 0), the radar continues 
operating in FMCW mode. On the other hand, if the target is approaching (v > 0), the 
algorithm switches to another mode depending on the range. For distances larger than 18 
m, it changes to DSSS or FHSS mode. If the range is smaller than 18 m, the CW mode is 
activated. 
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Fig 2.7 Block diagram of controller system 
To verify the functionality of this novel concept, several different simulations were 
made. The design process includes high level MATLAB simulations of the entire radar 
system. After verification of the system behavior, we use high-level code to simulate the 
algorithm of each individual module. The following section briefly introduces the five 
radar types and focuses on the system architecture implementation in MATLAB/ 
Simulink. MATLAB is also used to build the model for the controlling part of the 
software defined radar as shown in Fig 2.7. 
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2.6 Functional Simulation of Synthetic Software Defined Radar 
2.6.1 Simulation of the software defined radar based on mixer 
In this section, a functional simulation of the entire synthetic software defined radar 
in a MATLAB/Simulink environment is presented. This simulation offers a good insight 
into the system operation and is able to predict performance, thus reducing cost-
intensive fabrication failures. The simulation has three parts: software defined radar 
algorithm, RF transceiver and controlling algorithm. These three parts are related to and 
affected each other. Finally, an overview of software defined radar is presented in this 
section. 
The goal of this section is to simulate the synthetic software defined radar, starting 
with a simple model and then increasing the complexity of the model by incorporating 
the control system. The inclusion of noise effects makes the output of the simulation 
more realistic. The simulations are performed in MATLAB. The synthetic software 
defined radar simulation is shown in Fig 2.8. 
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Fig 2.8 Software defined radar based on mixer simulation in MATLAB 
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2.6.2 Simulation of software defined radar based on six-port technique 
Before building a six-port software radar, a MATLAB/Simulink model as shown in 
Fig. 2.9 is developed in order to perform a good performance prediction of the system. 
The simulation results will be compared with measurements in the next section. 
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Fig. 2.9. Software defined radar based on six-port simulation in MATLAB. 
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There are three signal blocks at the transmitter. The phase noise is injected after the 
amplifier of RF block in Simulink. The time delay and attenuator are built to simulate 
the target. The AWGN channel follows after the target. Then the coupled signal and the 
received signal are fed into the six-port. After the signal output, the square blocks and 
low pass filter are inserted as the power detector. The simulation results will be shown in 
the following section. 
2.6.3 FMCW mode 
The software defined radar uses a digital transceiver. Each mode is represented as a 
different block in the DSP. The FMCW radar bandwidth is 20 MHz and the carrier 
frequency is 45 MHz [41]. The MATLAB level system model is shown in Fig 2.10. 
Fig 2.11 shows the simulation results. 
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Fig 2.11 Simulation results of the FMCW radar 
From Fig 2.11 the beat frequency is the maximum one in the spectrum from which the 
range can be calculated. Also, we can use the MUSIC algorithm in chapter 3 to generate 
more accurate results. 
2.6.4 CWmode 
The conventional CW mode makes use of a modulation of two frequencies, but in the 
present work, the three-frequency modulation as described in chapter 5, which follows 
up the same principle, is adopted. The carrier frequency used in this simulation setup is 
45 MHz with a frequency step A/ = 14 MHz. The system model is show in Fig 2.12. Fig 
2.13 shows the MATLAB simulation results. From these results, the target distance can 
be determined with the help of (4.2). 
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Fig 2.13 Simulation results of the CW radar 
There are three frequency differences, so two phase differences are plotted in Fig 2.13. 
All the comparisons will be shown in chapter 5. 
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2.6.5 DSSS Mode 
The DSSS radar [27], [42] is similar to the SS radar. The code generator, modulator, 
correlator, DAC, and ADC are included in the FPGA board, which allows for an easy 
implementation. Therefore, the range can be determined from a measurement of the chip 
duration Tc. The MATLAB level system model for the DSSS radar module is shown in 
Fig 2.14. Fig. 2.15 shows the simulation results. 
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Fig 2.14 Block diagram of the DSSS radar 
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Fig 2.15 Simulation results of the DSSS radar 
In Fig 2.14, the two targets are simulated in MATLAB. One target is at the 5.6 meter, 
another one is at 8.6 meter. So we can see the two peak with half chip delay in Fig 2.15. 
2.6.6 FHSS Mode 
The working principle of the FHSS radar [40] is based on the application of the SS 
frequency hopping technique. It shows a very high resistance against any kind of 
interferences, including those originating from other similar systems. The range 
resolution of FHSS radar is independent of the bandwidth, but varies with the hop rate. 
Its MATLAB level system model is shown in Fig 2.16. The mathematical relation for 
range measurement is similar to that for the DSSS radar but is not dependent on the chip 
duration. Fig 2.17 shows the simulation results. 
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Fig 2.17 Simulation results of the FHSS radar 
The target is simulated at 105 meter, so the peak is at a delay of 70 chips. There is a 
difference related to the modulation scheme such as BPSK modulation in DSSS, and 
FSK modulation in FHSS. 
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2.7 Summary 
In the present work, four types of radars are proposed and discussed for their use and 
implementation in software defined radar system. The common part for the entire system 
is the RF front-end. Table 2.2 shows the parameters of each of these radars. Each type 
has its own characteristic functions and features. Based on different range resolution 
requirements, a certain type of radar can be selected. Moreover, DSSS and FHSS radars 
can work in high interference environments. Thus, in the far region they give better 
range measurement performance than FMCW and CW radar. The range resolution of the 
CW radar is independent of the frequency and bandwidth and depends only on the phase 
detector resolution. Among all the presented radar types, the CW radar yields the 
smallest range resolution. Therefore, the CW radar is used to measure near or short-
range distances. In addition, if the proper frequency interval is selected, ambiguous 
range measurement in the CW radar can be avoided. The range resolution of the FMCW 
radar is not as good as for the CW radar but better than for DSSS and FHSS radars. The 
FMCW radar shows more capacity to withstand the distortion originating from 
interferences than CW radar. It is not as good as the DSSS/FHSS radar. Consequently, 
the FMCW radar is used as the prediction radar in the synthetic software defined radar. 
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We can learn a great deal from communications, where similar concepts for 
software-defined radio are realized. For future applications, the processing needs for 
communications are comparable to remote sensing or even higher. The calibration is 
also done digitally: the reference is digitized, the system is calibrated, and the data are 
stored before operation and used for calibration in the processing. 
By using these novel digital techniques, the software defined radar provides 
persuasive advantages that are difficult or impossible to achieve with an analog system. 
These advantages include a greatly improved processing accuracy, a flexible interface 
with radar control center, a convenient control of the work form, signal wave forms and 
LO frequencies of the receivers to obtain a much higher stability, complex signal 
processing, and the use of more complex waveforms for radar systems with anti-jam 
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features. With the digital radar receiver, it is possible to generate and process most types 
of complex waveforms, arbitrary time bandwidth, and arbitrary processing control. It 
affords more flexibility and higher performance and offers better time and environment 
stability than traditional analog techniques. 
Because the entire functionality of this new type of software defined radar sensors 
can be included in the software, their operating modes may be multifunctional, selective, 
active, passive, and corrective. In addition to the typical radar function, they may operate 
as radiometers, for communication applications, or even as electronic warfare 
transmitters. Several components and subsystems of these envisioned software defined 
radar sensors are already under development. Market cost and power consumption are 
still high for DSP, but, like for most digital hardware, they are expected to decrease in a 
near-distant future. Appropriate antennas with excellent features, such as wide 
bandwidth, dual polarization, and low loss are under development. We also consider that 




SIGNAL PROCESSING METHODS OF SYNTHETIC SOFTWARE DEFINED 
RADAR 
The software defined radar techniques have been introduced in the previous chapter. 
In this chapter, several algorithms will be described and discussed. With respect to 
FMCW, CW and SS radar schemes, there are different signal processing methods. 
Generally, FFT and MUSIC (Multiple Signal Classification) algorithms are used for 
FMCW type of radar for frequency estimations. Multiple frequency methods for CW 
radar have also been presented. On the other hand, it is found that SS radar provides 
good interference immunity but it is not easy to achieve a good range resolution. In this 
section, SPM, TK operator and wavelet algorithms will be studied in order to improve 
the range resolution in SS radar. 
3.1 FFT and Music algorithms for FMCW radar mode 
FMCW radar signal processing is usually made on the basis of a simple fast Fourier 
transform (FFT) algorithm. This allows mathematically removing unwanted signal 
responses that appear as ripples. However, the response resolution of the FFT scheme 
essentially depends on the frequency bandwidth of measured data. In general, it is 
difficult to distinguish the desired direct response from the unwanted signals in some 
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range measurements, in particular, when the target is too near or too far from the radar 
with reference to the operating wavelength. Even though the peaks are resolved 
distinctly, we may not be able to eliminate the unwanted signals when skirts of the 
response become overlapped. Therefore, a high-resolution frequency estimation 
technique has been desired in practice. In addition, signal or environmental noise 
including white noise can be greatly reduced or eliminated with the desired technique. 
In this chapter, we begin with the investigation of an algorithm based on the MUSIC 
framework [14], which allows for effective frequency estimates at locations of the 
highest peaks. Super-resolution techniques are applied in the processing of the time-
domain data that are measured with our software-defined radar showing their high-
resolution capability in the handling of experimental results. 
Super-resolution techniques for time-frequency estimation are proposed in this work 
and applied in time-domain data acquisitions with a software-defined radar system. With 
reference to a number of existing super-resolution techniques, the MUSIC algorithm is 
studied in detail. Frequency estimates are made in terms of locations of the highest peaks. 
This technique eliminates unexpected or unwanted signals that appear as ripples in the 
frequency domain. Experimental results suggest that the frequency bandwidth required 
by the MUSIC algorithm in resolving distinct time-domain responses and eliminating 
unexpected signals is much narrower than what is required by the FFT scheme. 
Therefore, it can be concluded that the MUSIC algorithm is applicable to time-domain 
measurements with software-defined radars and has a much higher resolution capability 
than the conventional FFT technique. 
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It is known that the FFT is an efficient algorithm for computing the DFT of a data 
sequence. It is extremely useful for power spectrum estimation, as it breaks down a 
signal into constituent sinusoids of different frequencies. We assume that there are N 
frequency components in the sampled data. The received signal s,-(t) can be written as 
sr(t) = Kst(t) + n(t) (2.3) 
where st (t) is the frequency modulated (FM) transmitted signal and K is the amplitude of 
the received signal, and n(t) is additive white noise. It detects frequencies in a signal by 
performing an eigen-decomposition on the covariance matrix of a data vector obtained 
from the samples of the received signal. The key to MUSIC is its data model 
sr = A st + n 
where n is a vector of M noise samples, st is a vector of N signal amplitudes, and A is 
the Mx N Vandermonde matrix of samples of the signal frequencies. Then, the MxM 
covariance matrix [15] of sr can be written as 
R = E[sr(t)sr(t)'] 
= ASA* + W 
where S and W are the covariance matrices of the source and noise, respectively. White 
noise is usually assumed spatially and temporally uncorrelated with the desired signal. 
Assuming that the mean of the noise vector is zero, and its variance equals a2, the noise 
matrix can be written as 
= a2I (3.2) 
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where So is the covariance matrix and /lmin represents the smallest solution satisfying 
IS-yLSJ = 0.1 denotes the identity matrix. The received IF signal is shown in Fig,3.1. 
S 10 15 20 
Time(ms) 
Fig. 3.1. Time-domain IF signal 
25 30 
From the eigen-decomposition of R, we use the eigenvectors associated with N 
maximum eigenvalues to define the signal subspace (the column space of A), and use 
the other eigenvectors to define the noise subspace. 
The rank of ASA* is D and can be determined directly from the eigenvalues of R in 
the matrix Sa. Because the minimum eigenvalue of R - a
21 = APA* is zero, Amin must 
occur N times. Therefore, the number of signal estimators is 
D = M-N (3.3) 
52 
It is obvious that if D<M and S is positive definite, the m a t r i x R - a l has rankD, 
and therefore a null space of dimension M -D . Furthermore, it follows that all columns 
of A are orthogonal to this null space. 
The M-Deigenvectors corresponding to the minimal eigenvalues are orthogonal to 
the D signature vectors. We define EN to be the M x (M - D) matrix whose columns are 
the M -D noise eigenvectors. Taking advantage of the orthogonality of the signal and 
noise subspaces, the pseudo-spectrum [43] can be estimated by 
a(f)Ha(f) 
m,AJ) a{f)H EjiEHa{f) ^ ) 
where a(f) is the received profile corresponding to the columns of A. Then, we can 
estimate the position of each frequency point by searching for the peak position of (3.4). 
We will show the experimental result in chapter 4. 
3.2 Multiple frequencies algorithm for CW radar mode 
This section proposes and describes a new waveform modulation scheme based on 
CW signals, which leads to more accurate range measurements and larger measurement 
range. This new waveform is based on the FSK radar that uses two CW signals with 
different frequencies [44]. In this work, we propose the use of three frequencies. 
Unambiguous ranging with high resolution and accuracy can be obtained in this case. In 
the following, we will describe our novel three-frequency radar technique in section 2.2 
after a brief introduction to the FSK waveform design technique. 
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Using the relation between propagation delay r and range R and rearranging 
accordingly provides a linear relation between the target distance and phase difference as 
follows: 
R = ^ L (3.5) 
4x-Af 
Af is the frequency difference from the central frequencies. 
Equation (3.5) clearly indicates that a maximum range interval must be defined to 
avoid ambiguous range measurement due to the periodicity of the phase difference 
exceeding 2TC. This maximum unambiguous range can be controlled by a proper 
selection of Af. For example, to obtain an unambiguous range of 10 m, a frequency 
difference of 15 MHz is required We can define a parameter GR proportional to the range 
resolution but independent of the phase measurement hardware and technique, such as, 
C T „ = — (3.6) 
JL max 
Depending on the achieved phase measurement resolution for the given radar, range 
resolution can be evaluated from (3.6). To optimize the resolution for short distances 
without introducing ambiguity for long ranges, three frequencies can be used, which will 
be presented in the following section. 
To achieve an unambiguous maximum range measurement of 100 m, a frequency 
difference equal to 1.5 MHz is necessary. The use of a DDS is an additional advantage 
of this modulation technique, since the desired waveform can be easily realized. The 
disadvantage is related to the restrictions imposed by the maximum range and range 
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resolution of FSK CW. Therefore, we propose to use a three-frequency waveform as 
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Fig.3.2 Three frequency waveform CW modulation 
In this waveform, A/i is optimized for close range and Af2 for far range. With an 
appropriate timing, we can calculate two ranging values from two phase differences 
defined as follows: 
















Fig. 3.3 Phase versus range plot for three-frequency and two-frequency modulation 
This signal configuration results in two distinctive unambiguous range limits and 




A£ is the frequency difference from the multi-carrier frequency. 
A configuration example for this type of signal modulation is to set A/i = 7 MHz and 
A/2 = 1.5 MHz, which yields Rmax,\ = 21 m, a#,i = 18 deg/m, Rmax,2
 = 100 m, and 
<5R,2 = 3.6 deg/m. This shows that for a given phase measurement technique, the ranging 
resolution can be improved by using a larger frequency separation at the expense of a 
shorter unambiguous range. In order to select the right range value among the set {Rmes,\, 
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Rmesa}, rules must be established based on the range ambiguity limits {Rmax,\, Rmax.i}-





















































using the three frequency scheme 
*More than the effective radar range resolution. 
** More accurate results than Rmes,2 
From multiple frequency algorithm, we can choose different maximum unambiguous 
range and minimum detectable range. We will show experiment results in chapter 5 
about the above-mentioned theoretical and modeling discussions. 
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3.3 Time delay Estimation Algorithms for SS Radar Mode 
The traditional method that has been employed to measure the delay profile is the PN 
correlation method. The drawback of the conventional PN correlation method is that the 
delay time resolution is limited to the chip interval of the PN sequence. For example, 
today's traffic conditions in our towns and cities and on the motorways are characterized 
by high vehicle densities with stop-and-go traffic movement. Generally, the transmitted 
signal arrives at the receiver via multiple propagation paths with different delays which 
are caused by multiple targets. If the delay is smaller than the chip interval, introducing 
overlapped multipath components, this may cause significant errors to the line-of-sight 
(LOS) [14] time of arrival estimation. Now we will propose and use the SPM, TK 
operator and wavelet method to solve successive paths even if they are spaced at less 
than one chip distance. 
3.3.1 The SPM Algorithms 
3.3.1.1 Signal and channel model 
In the conventional PN correlation method, a pseudorandom code sequence is used as 
the baseband modulation signal to modulate the transmitted carrier. At the receiver, the 
received signal is correlated with the transmitted PN code sequence. Then, the output of 
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the correlator yields an estimate of the delay profile of the transmission channel between 
the transmitter and receiver due to the fact that the autocorrelation function of the PN 
sequence can be approximately given by the delta function. If the correlation is taken 
over a time interval T, the complex valued delay profile measured by this method is 
given by: 
z(T) = jlx(t-r)v(t)dt (3.9) 
The delay profile can be expressed as: 
M 
z(f) = X hfi-W r{r-Tt) + »(0 (3.10) 
r(r) is the autocorrelation function of the transmitted PN sequence signal given by: 
r{r) = ̂ {x{t-r)x{t)dt (3.11) 
and n(t) is the additive noise term given by: 
"<t) = ^lx(f-T)v(t)dt (3.12) 
In measuring the delay profiles, a maximal-length sequence m-sequence is commonly 
used as a PN sequence. The autocorrelation function with an infinitely narrow width is a 
triangular shape with a spread of ±TC around the correlation peak where Tc is the chip 
interval of the sequence. Due to the triangular autocorrelation function, the conventional 
PN correlation method cannot resolve the delay times of multipath components arriving 
within an interval smaller than the chip interval Tc. This means that the range resolution 
is cTc/2. If we can obtain a smaller T , we can get a better range resolution. 
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The simplest method of improving the time delay resolution of the PN correlation 
method is to increase the chip rate of the PN sequence. However, this generally leads to 
hardware complexity in the transmitters and receivers. The higher the chip rate of the PN 
sequence, the more difficult and the more complex it becomes to implement the digital 
circuit. In the following section, we propose other methods. 
3.3.1.2 The SPM algorithm 
The super resolution method (SPM) [45]-[47] algorithm will be presented in the 
following, which is in fact an extended MUSIC algorithm in the time domain. The 
MUSIC algorithm has been described in Section 3.1. From equation (2.2), the data 
vector z is expressed as 
h{t) = fjhiS(t-T) (3.13) 
z = j^hle-^r(Ti) + n(t) (3.14) 
7 = 1 
In (3.14), r(t) is the mode vector defined as r(r) = (r(z-j -r),r{z2 -r),---,r{zK -T))', 
and n = («(r1),«(r2),---,«(rA:))', where z denotes transpose. The correlation matrix R of 




where | and * denote Hermitian and complex conjugates, respectively. The noise 
correlation matrix £,[rt«tl can be expressed as 
E[nn'] = a;R0 (3.16) 
where R0 is a symmetric matrix whose kith element is r(xk - r,). With a finite correlation 
time^, ,V(T) is white noise, and i?0 is not the identity matrix because the sampling 
interval is a small fraction of Tc: 
~R = FGrH+V (3.17) 
In order for the SPM [15] algorithm based on the eigendecomposition to be applicable, 
the degeneracy of the signal subspace should be removed by decorrelating the coherence 
of the multipath component signals. The coherence among different paths can be 
suppressed by averaging the correlation matrix over a range of carrier frequencies: 
A- *=i 
The rank of the average signal correlation matrix (R -cr2nRa) becomesM . Then the 
number of paths and the time delay can be estimated by an eigenvalue analysis as in the 
MUSIC method. Since RQ is not the identity matrix, the eigenvalue problem to be 
solved is given by a general eigenvalue equation as: 
*e ,=4J to (3.19) 
i = l,2,---,K . The number of discrete paths can be estimated by comparing the 
magnitude of the ^generalized eigenvalues, if the signal-to-noise ratio is sufficiently 
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high, the M largest generalized eigenvalues are much larger than a] , while the 
remaining K-M eigenvalues are comparable to a\. The eigenvectors corresponding to 
the K-M smallest eigenvalues span the noise subspace, which is orthogonal to the 
signal subspace spanned by those corresponding to the M largest eigenvalues. Once the 




( = 1 
where r(r) is the mode vector for delay time r . If the signal-to-noise ratio is 
sufficiently high, S(T) has M sharp peaks which correspond to the delay time of the M 
discrete paths. Then the delay times can be determined from the peak positions of S(T) . 
3.3.1.3 K Snapshots Smoothing for SPM 
In order to improve the path decorrelation, we propose the K snapshots over a center 
sampling frequency w0. The decorrelation can be accomplished by averaging the delay 
profile z(wk) at Ksnapshotswk(k -1,2,•••,K) as: 
R=±Xz(wk)z(wky 
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where Rk is the covariance matrix estimation with the sampling frequency wk, and R is 
the K snapshots smoothed estimated covariance matrix. 
Rt = X







Let us now analyze the performance of the decorrelation technique. We start by 





k = \,2 — ,K 
9(T) is the phase for the received signal at every snapshot. 











Here, G is the ^snapshots smoothed path gain covariance matrix. Since this matrix 
should approach a diagonal form, let us look at the individual terms of G to see if its 
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diagonal terms go to zero and if its diagonal terms are equal to the diagonal terms of G . 
The /, j th element of the smoothed path gain covariance matrix can be expressed as: 
A k=x 
It is clear that when i = j , G,j = Gt (.. On the other hand, when i ^ j 
G^G^iiJ) (3.28) 
P(K) = l | ; e x p ( - 7 A ^ _ 1 ( r , -r,)) (3.29) 
If K - • oo, P* -> 0 . 
We will refer to P4 as the decorrelation factor for SPM. The magnitude of the 
decorrelation [47] factor quantifies the ability of the SPM algorithm to decorrelate the 
/ th and j th paths when the signal is obtained by K snapshots. If Pk is equal to zero, 
then SPM completely decorrelates the /th and y"th paths. If it isP* = 1, then the method 
does not decorrelate the path at all. Note that the decorrelation factor presented in 
equation (3.29) differs from the decorrelation factor Pk since the former was obtained 
by integration of a number of carrier frequencies. This makes the process 
computationally expensive and difficult to implement in a radar system. The latter was 
easily obtained. This improves the resolution of the delay profile measured by 
conventional PN correlation method without any changes in hardware. 
We would now like to make an important observation by employing the following 
expression for the decorrelation factor. For any profile, K is larger and the result is 
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better. So the coherence is decorrelated according to the ^increase. From Equation 
(3.29), we find that the K snapshots smoothing can fail if K is large enough. If we want 
to decorrelate the signal completely, a large number of snapshots are needed. But the 
number of snapshots is limited by the implementation. So a better performance can be 
obtained with the TK energy operator algorithm. 
3.3.2 TK Operator Algorithm 
3.3.2.1 TK Operator 
Teager Kaiser (TK) is an energy operator. Before we start on the TK operator in 
detail later, it makes sense to briefly describe the Teager Energy Operator here. In 1983, 
"A Phenomenological Model for Vowel Production in the Vocal Tract" by Herbert M. 
Teager and Shushan M. Teager [15], was published. J. F. Kaiser presented the algorithm 
to compute the energy of the generator of a sound in 1990. During the twelve years of 
research, many applications have been developed using Teager's Energy Operator. It 
was found that this nonlinear operator exhibits several attractive features such as 
simplicity, efficiency and ability to track instantaneously-varying spatial modulation 
patterns. It has been widely used in various speech processing and image processing 
applications and it has also been applied to CDMA [48]-[50]. 
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3.3.2.2 Using the TK operator in Spread Spectrum Radar 
A TK-based algorithm for estimating the multipath delays in a CDMA system was 
first introduced in [48]. The idea is the following: if we apply the TK operator of 
equation (3.21) to the squared envelope of the correlation function, the peaks at the 
output of TK operator correspond to the multipath delays. To show this idea, consider 
first the autocorrelation function (ACF) of a rectangular pulse shape of duration Ns: 
* [W«) ] = 





The TK energy of this function is equation (3.30) and it exhibits a peak at delay point, as 
shown in Fig.3.4. In the previous section, the autocorrelation function of the received 
signal is equation (3.30), it can also be written as: 
i? = £ « „ i ? ( T - T / ) + F (3.31) 
R(») is the pulse shape autocorrelation function. If we assume rectangular pulse shapes, 
the pulse shape autocorrelation function /?(•) can be written as: 
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Fig. 3.4 Normalized TK energy of a triangular pulse 
We notice for rectangular pulse shape triangular pulses weighted by the complex 
channel within white noise, we can use the correlation function with the nonlinear TK 
[49] operator. The discrete-time Teager operator of a complex valued signal is given by : 
L L 
-V (=1 ,/"=l 
i l l 
X (3.33) 
xsign((r -Ti)(T -TJW(T -T„ TC) 
where II(r,rc) stands for a rectangular function with unit amplitude and duration 2TC 
centered at r = 0: 
m,Tj 
i \t\ < z 
0 otherwise 
(3.34) 
and where 6(r) stands for the Dirac function, and nm(») is additive white Gaussian 
noise at the output of the TK operator. 
0 TK Operator • 2, 
Reference 
signal 
Fig. 3.5 TK algorithm for multipath delay estimation 
Equation (3.30) shows that the TK operator applied to the output of the correlator 
provides clear time-aligned peak locations of the desired closely-spaced paths in the 
presence of the noise. The block diagram of the proposed TK-based approach is 
illustrated in Fig. 3.5. Here, the discrete TK operator is applied at the output of the 
correlator. Discrete-time implementation as given is more suitable for digital receivers. 
The L maxima outputs of the TK operator are the estimated multipath delays. In the 
simulation part, we will show that TK algorithm outperforms SPM algorithm. 
3.3.2.3 Signal Processing and Result 
In our spread spectrum radar, BPSK modulation is considered in the simulation. The 
chip rate of the proposed radar is 25 MHz. This means Tc is 40 nsec. There are two 
targets supposed in the range direction. The number of samples per chip and in the 
simulations is Ns u = 20 . The correlation function is computed in two code intervals. 
The code is a PN code whose length is 512. The signal to noise ratio is defined 







the power of the white noise. The probability of detection is defined as the probability 
that both paths are estimated correctly with ±5 sample errors. 
In order to examine the delay-time resolution of two paths with small delay 
difference, computer simulations were carried out for multipath transmission channel 
model which consisted of two paths with equal relative arrival phases. Fig. 3.6 shows the 
result of SPM algorithm with N ( N n = 20 ) snapshots. When the delay-time 
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Fig. 3.6 Delay profile of SPM algorithm with two paths 
Fig. 3.7 shows the output of the Teager-Kaiser energy applied to the delay profile using 
the approach described in the previous section. The system parameter is the same as for 
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Fig. 3.7 Delay profile of TK algorithm with two paths 
Fig. 3.8 shows the results of estimation for three targets of (a) 0.47^,, (b)0.67^., (c)0.87^,. 
The solid line is used for the TK algorithm while the dotted curve for the SPM algorithm. 
It is found that three peaks appear in the estimated superresolution delay profile at 
correct positions corresponding to the actual delay times of the three paths. Fig. 3.9 
shows the probability of detection of the two algorithms. Both algorithms show a 
significant deterioration in the presence of a strong interference. The performance of the 
TK algorithm is close to the optimum at low levels of noise. TK algorithm is better than 
SPM algorithm. Furthermore, SPM algorithm has a much higher complexity of 
implementation than TK algorithm. 
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Fig. 3.8 Delay profiles by the SPM (dotted curve) and the TK (solid curve) for three-
path. 
««» TK algorithm 




Fig. 3.9 Probability of detection with the SPM algorithm and TK algorithm 
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3.3.2.4 Conclusion 
In this section, we have presented two super-resolution algorithms to deal with the 
closely-spaced multipath problem in spread spectrum (SS) radar systems. One algorithm 
is an extension of the well-known MUSIC algorithm, and the second is based on a 
simple and efficient operator, called the Teager-Kaiser operator. By processing the delay 
profile, it has been confirmed that the TK algorithm is able to yield more accurate 
results. The TK algorithm shows more capacity to withstand the distortion from white 
noise and the TK algorithm gives a better performance in the multi-target case. The SPM 
algorithm is too complex for practical purposes. 
The results indicate that the TK algorithm is a very efficient method to deal with 
closely-spaced paths. The main advantage of the TK algorithm comes from its simplicity 
of implementation. The TK algorithm provides a better approach to the problem of 
measuring the target range. 
3.3.3 The Wavelet Algorithms 
The radar which uses spread spectrum modulation makes it possible to conduct 
accurate measurements of distance to detect the simultaneous presence of several targets, 
and to eliminate the interference. In spread spectrum modulation, the target range is 
found by correlating the received pseudorandom (PN) code, which is made from a 
digital signal, and the reference (or fixed) code that provides a basis for comparison. The 
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PN correlation method is used to measure the delay profile. This time delay naturally 
varies with the distance from the different targets. 
In this section, we propose a wavelet method in the context of a software defined 
spread spectrum radar system with closely spaced targets. A time delay estimation 
profile is proposed using a discrete wavelet transform (DWT). If the time delay of two 
targets is smaller than one chip, this method will be very useful in improving the range 
resolution. This algorithm is based on the Haar wavelets for the delay profile and it is 
used for the ideal rectangular pulse shapes. The proposed scheme is then applied to a 
problem of target detection from simulation data. The accurate estimation of time delay 
is very important to obtain good classification results when range profiles are used as 
feature vectors for radar target recognition. The wavelet approach is then discussed in 
this chapter in order to overcome the limitations of the autocorrelation method and to 
estimate the range profile peak locations with superior accuracy. 
The aim is to compare the performance of the autocorrelation and the wavelet 
method for spread spectrum radar to determine which algorithm gives better results. The 
wavelet method is not affected by the length of the PN code, since it is applied on the 
correlation function, after the effects of the code has been removed. The main features of 
the two approaches are highlighted through computer simulations on noisy data. 
3.3.3.1 The Wavelet algorithm 
The purpose of this section is to show the wavelet analysis can detect the exact 
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instant in the presence of signal change. The signal model is the same as in section 2.4.1. 
These wavelets have no explicit expression except fordbl, which is the Haar wavelet 
[51]-[53]. However, the square modulus of the transfer function of haar is explicit and 
fairly simple. 
where Cf 1+/( denotes the binomial coefficients. Then 
\m, :0(w)|
2=|cos2(-^) P s i n 2 S 
1 J v 2 J 
where m0(w) = -4=y \ „ h,.e
 ,kK' 
1 •r-<2AM 
2-r*=o "** ^ 
(3.36) 
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Fig. 3.10 Wavelet output of a triangular pulse 
The first-level and second-level details (Dl and D2) show the discontinuity most 
clearly, because the rupture contains the high-frequency part. In this case, we are only 
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interested in identifying the discontinuity, db\ could be a more useful wavelet to use for 
the analysis than db5 . The discontinuity is localized very precisely: only a small domain 
around time = 0.1 Tc contains many details. 
The deterministic part of the signal may undergo abrupt changes such as a jump, or a 
sharp change in the first or second derivative. In our case, the autocorrelation of PN code 
is triangular shape which is discontinuous at the peak. The wavelets method finds the 
peak position accurately. It is shown in Fig. 3.10. 
In the simulation, two targets are presented. It could be used as an input signal of a 2-
path channel. Tc is chip duration and the signal duration is set to 0.27 ,̂. Channel delays 
are arbitrarily selected to be 0.5Tc, 0.1 Tc . Note that between the two paths the delay 
separation is less than one chip. Particular attention is paid to the performance of the 
algorithm at different SNRs. 200 samples are taken from the main lobe of the output of 
the matched filter. 
Fig. 3.11 shows a significant resolution improvement in the case of the wavelet 
algorithm, while the autocorrelation technique is blind for the scattering centers too 
closely spaced and is confused by the noise in the case of small amplitude peaks. As 
expected, the error of all these methods decreases as the SNR increases. When the SNR 
is less than 15 dB, the threshold of wavelet coefficients essentially removes a 
considerable amount of corrupting noise, but at the same time suppresses the source 
signal. Therefore, there is a great potential in exploiting the denoising method for many 
applications if we can classify the input signal and optimize the threshold accordingly. 
The simulations performed on the range profiles have shown that the wavelet 
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method is statistically slightly superior in resolution and robustness. This conclusion is 
supported by Fig. 3.12, which illustrates the resolution improvement for a range profile, 
corresponding to our software defined spread spectrum radar. The simulation results are 
depicted in Fig. 3.12. The asterisks show the outcome of the wavelet method without 
denoising. It is close to the autocorrelation values (dash-dotted lines) at high SNR, but 
performance is remarkably better at low SNR. The reason is that in our simulation, 
denoising is made. With the denoising approach the estimation error is significantly 
reduced. 
Fig. 3.11 Delay profiles by the autocorrelation (dotted curve) and the wavelet (solid 
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Fig. 3.12 Probability of detection of the autocorrelation and wavelet method. 
3.3.3.2 Conclusion 
A method for time delay estimation that makes use of wavelets and denoising is 
proposed. It has been shown to be globally convergent with a high probability and also 
computationally efficient. Simulation results show its superiority over conventional 
methods, including the commonly used direct cross correlation method. 
A wavelet packet decomposition based technique and denoising algorithm have been 
used to overcome the limitations of the autocorrelation technique and to estimate the 
radar target positions along the line of sight. We have found that statistically the wavelet 
method shows the most ability to provide stable, accurate and robust estimates for the 
range profile peak positions. The high resolution estimated range profile peak positions 
accurately describe the distribution of the radar target along the line of sight. It could be 
—#—Wavelet 
— « - - Correlation 
_J L_ 
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a good candidate for feature vectors for the automatic radar target classification schemes. 
This method has considered the time delay estimation problem under a noisy 




MIXER-BASED SYNTHETIC SOFTWARE DEFINED RADAR 
Different conventional analog radar configurations [54] are used to realize different 
radar functions. However, in software-configurable radar, we can generate and 
manipulate different waveforms [55] in the base-band and use different algorithms to 
process the received signals because both DDS and the DSP are programmable. 
Therefore, various types of radar having different modulation schemes including FMCW, 
CW and SS radars can be realized within a unified platform in connection with a single 
hardware interface. In this chapter, the mixer-based software-configurable radar is 
designed and realized especially outlining two functions: FMCW and SS. 
4.1 Design of 4GHz software defined measurement system 
In this work, we built the 4GHz prototype. We have validated the proposed scheme 
with a set of cables which have also been used in past work. In fact, the use of those 
cables allows us to look at the accuracy issue without free-space propagation problems 
which would contribute to the accuracy of the measurements. In this case, it is easy for 
us to implement and measure. Later, we also design and implement the 24 GHz system. 
The objective of this effort was to design a low-cost automotive collision warning radar 
that could be operated under Part 15 of the U.S. Federal Communications Commission 
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regulations regarding intentional radiators including proximity sensors. Similar 
regulations are valid for Europe (ETSI EN 300440-1 and -2) and for most other 
countries in the world. 
4.1.1Architecture of the 4 GHz software defined measurement system 
Two distinct waveforms are generated by the DDS, namely FMCW waveform and SS 
signal. The FMCW waveform is a triangular frequency sweeping (chirp) signal at a 
repetition frequency of 12.5 kHz in our design with a chirp bandwidth of 75 MHz. The 
SS signal is a BPSK modulated signal with a modulation bandwidth of up to 40 MHz. 
The SS signal can also be used for digital communications, which may allow the 
complete integration of radar and communication functionalities within the same block. 
The sweep data consisting of the chirp bandwidth and the sweep time are programmable 
in the DDS and so is the chip rate (the number of bits per second in the spreading signals) 
of the SS signals. The received signal can be processed in the DSP with different well-
established processing algorithms. 
The block diagram of the proposed system is shown in Fig. 4.1. It consists of the 
transmitting part that includes a DDS, a microwave up-converter chain, and the 
receiving part that include a mixer, an analog-to-digital-converter (ADC), a DSP, and a 
PC working as a controlling and monitoring device. In this work, the up-converter chain 
translates the base-band signal to a microwave signal with a center frequency of 4 GHz. 
The received signal passes through a low noise amplifier and is then alternately mixed 
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with the transmitted signal and the local carrier with a switch. Subsequently, this signal 
is directly digitized by the ADC and the data acquired is processed by the DSP platform. 
In our system, lossy transmission lines (delay lines) are used to simulate the transmitting 
and receiving channels instead of a real propagating channel in the wireless radar system 














Fig. 4.1. System block diagram of the proposed 4 GHz heterodyne radar receiver. 
4.1.2 Measurements of the 4 GHz software defined measurement radar 
In order to test the performance of the S-band composite software configurable range 
radar, cables of different lengths are measured to estimate the accuracy of the software 
configurable range radar in distance measurements. The cable lengths vary from 0.5 m 
to 16 m. In addition, as a reference their lengths are determined by a commercial 
network analyzer. The test bench setup for this experiment is shown in Fig. 4.2. 
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Measured Cable 
Fig. 4.2 Measurement setup for the 4 GHz radar system evaluation using cables. 
FMCW signal measurement 
As a first step, the FMCW radar is used to determine the cable lengths. The frequency 
sweeping range of the transmitted FMCW signal is from 3.965 GHz to 4.040 GHz with a 
sweep period of 80 ms. The time-domain output signal from the mixer for a 
measurement of a line length of 8 m, denoting the beat signal between the transmitted 
and the received (delayed) signals, is shown in Fig. 4.3. 
Subsequently, this time domain data is processed in the DSP with the help of an FFT. 
Fig. 4.4 shows the spectral components of the output time domain signal from the mixer. 
From the frequency at which the peak value is observed, we can calculate the length of 
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the line under measurement yielding a maximum range error of the FMCW 
measurement of 0.5 m in the experiment. As we already mentioned in chapter 2, the 
range error is mainly determined by the sweeping bandwidth of the FMCW signal [24] 










Fig.4.3. The received signal of the heterodyne radar receiver for the FMCW radar and a 
line length of 8 m. 
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Fig. 4.4. The spectrum of the received signal of the heterodyne receiver for the FMCW 
radar and a line length of 8 m. 
Spread spectrum signal measurement 
As a second step, we make the same experiment using the SS radar. The PN code rate 
used in this experiment is selected to be 40 MHz with a code length of 32. The 
demodulated signal from the mixer for this experiment is shown in Fig. 4.5. We observe 
a delay between the demodulated PN codes and the reference PN codes, which can be 
evaluated with the help of autocorrelation as described in section 3.3.1. This correlated 
output is shown in Fig. 4.6 and yields a SS signal range error of 2.5 m. This result may 
be further improved by implementing a faster PN code, which, however, is limited by 
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Fig. 4.6 The signal after autocorrelation for the SS radar 
4.1.3 Summary 
In this section, a 4 GHz software-configurable range radar has been proposed and 
described. Composite FMCW/SS measurements are suitable for multiple and adaptive 
applications. The FMCW radar can yield a good range resolution, while the SS range 
radar is able to provide the capacity of interference immunity. The economic viability of 
this type of multi-purpose ranging measurement system appears promising. Most of the 
currently proposed prototype systems are built with low-cost commercial components. 
The DDS can be used to adjust modulation schemes and frequency shifts, which make it 
possible to introduce software configurability into the transmitter, and moreover, the 
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DSP provides the corresponsive digital algorithm for certain signals in the receiver. This 
provides an effective method to design low-cost, compact, and synthesized microwave 
radars with a single RF front-end. 
4.2 Design of a 24 GHz software defined radar system 
This section illustrates a K-band (24 GHz) software-reconfigurable radar and 
communication architecture. The system has two time-divided operation modes: an 
FMCW range measurement and a PN code pulse radar [56] [57] mode. The FMCW 
radar is used for range and delay information, while the PN code pulse is also used for 
inter-vehicle communication. In this work, we propose a software defined radar and 
communication system that combines both FMCW and PN pulse radar functions which 
is different from SS radar. The two functions are switched in different time schedules. 
4.2.1 Architecture of the 24 GHz software defined measurement system 
The block diagram of the proposed system is shown in Fig. 4.7. The DDS serves as a 
generator for the modulated signals. The RF front-end consists of an up-converting chain 
and a down-converter assembly. The carrier frequency of the transmitted signal is 
24 GHz. The received IF signal is processed in the DSP, and then the frequency and 








rf P V 
Anntena 
Fig 4.7 Block diagram of the 24 GHz software defined radar architecture. 
The system shown in Fig. 4.7 provides two operating modes, namely, the FMCW and 
PN pulse radar modes which are separated by different time schedules. In this software-
configurable radar system, we can generate and manipulate different waveforms in the 
base-band and use different algorithms to process the received signals, while the 
hardware of the system remains unchanged. The FMCW mode transmitted signal is a 
triangular frequency sweeping (chirp) signal with a repetition frequency of 12.5 kHz and 
a bandwidth of 300 MHz. The PN pulse radar uses a BPSK modulated signal with a 
modulation bandwidth of up to 40 MHz and a code length of 16. Beyond its use in radar, 
the SS signal can also be used for digital communications, which may allow the 
complete integration of radar and communication functions within the same block. The 
chirp bandwidth and sweep time for the FMCW signals are programmable in the DDS 
and so is the chip rate (the number of bits per second in the spreading signals) of the SS 
signals. 
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In the FMCW radar mode operation, the mixer output signal is processed in the DSP 
based on the FFT technique in order to precisely extract the beat frequency. A modified 
Hanning window reduces the side lobes to a tolerable level. The target distance is 
evaluated from the maximum peak in the spectral domain. 
In the SS radar, the range of a target is calculated from the travelling time of the 
reflected wave using equation (3.6). Our system also adopts the SS technique for 
communication purposes. The data information is evaluated by a correlation of the 
received PN code and the reference PN code, which is shifted according to the travelling 
time. The sequence pattern of the PN code is coded by the front-seat information. The 
autocorrelation function for the PN code is given in equation (3.7). The correlator is 
designed on the basis of the autocorrelation characteristic of the PN code, and the DSP 
algorithms for processing these SS signals use an autocorrelation function such as given 
in equation (4.2). After correlation, a decision based on the maximum-likelihood (ML) 
criterion is taken. From this decision, vehicle information is obtained, and multiple inter-
vehicle communications can be set up. In this system, every vehicle broadcasts its front-
seat information by transmitting the assigned PN code, which includes its front-seat 
information. Thus, every vehicle is able to detect the signals of the other vehicles [58]. 
To obtain other vehicles' information in the proximity of one vehicle, a PN coded 
pulse radar system is developed. Different from ordinary pulse radar, the proposed 
system makes use of many different PN codes instead of a single pulse. As the duration 
of one pulse equals to one chip duration, the system uses long codes applying the same 
principle as used in code division multiple access (CDMA). Information received from 
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other vehicles is recovered by multiplying it with the reference PN code crefmnce (t„), 
which yields the recovered PN code crecover(t ) as follows: 
recover v / t \ k' receiver \ I ) reference ̂  n) T-. 1UJ 
The recovered PN code crecove/.(t) is then correlated with creference(t„) obtained 
from (4.2) and the correlator output is decided by the ML criterion. After the decision, 
the data information (PN code) is obtained. With this algorithm, each vehicle can select 
and obtain its own reflected pulses or those of other vehicles. From the obtained 
information, a vehicle within near range can easily retrieve other vehicles' information 
as different vehicles are identified by different reference PN codes. The obtained 
information consists of inter-vehicle information such as distance, range, and warnings. 
Here, this information is referred to as the radar information. Like PN codes for 
communication, the PN codes for radar systems include data information (velocity, 
direction, etc.) of each vehicle. In software defined radar and communication systems, 
the vehicle can detect the distance to each of its surrounding vehicles using FMCW 
radar and communicate with them using the PN pulse radar as shown in Fig 4.8. 
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Fig. 4.8. Software defined radar: ordinary pulse radar waveform vs. PN coded pulse 
radar signals; working principle detecting velocity and distance information by the 
FMCW radar, inter-vehicle communication by the PN code pulse radar. 
The system signal processing algorithm used for this radar is shown in Fig. 4.9. At first, 
the time delay (range information) is obtained from the FMCW radar or the PN pulse 
radar. Subsequently, the recovered PN code is correlated with the reference PN code in 
order to gather vehicle information. The final decision is taken based on the maximum 
value of the correlator output. Each of these algorithms and calculations are processed in 






















Fig. 4.9. DSP algorithms of software-defined radar and communication system. 
4.2.2 Measurement setup 
For this experiment, a test bed as shown in Fig. 4.10 is used. The frequency sweeping 
range of the transmitted FMCW signal is selected from 24 GHz to 24.30 GHz with a 
sweep period of 80ms and is generated by the DDS. Also the generation of the PN code 
is modulated by the DDS using BPSK. The control configuration computer represents 
the central unit of the entire system. Finally, the received IF signal after the mixer is 
processed by the DSP to evaluate measurement data. 
92 
Fig 4.10. Test bed configuration of the 24 GHz software defined radar. 
In the following experiment, the FMCW operation mode will be tested with two real 
targets at 3.5 and 4 m, respectively. The mixer output signal is the beat signal between 
the transmitted signal and the received (delayed) signal. In order to evaluate the distance, 
the acquired time domain data is processed in DSP with the help of an FFT. From its 
spectrum we can calculate the range of the two targets. From this experiment, the 
maximum range error of FMCW measurement is calculated to be 0.15 m. The range 
error is mainly determined by the sweeping bandwidth of the FMCW signal and can thus 
be reduced by increasing the sweeping bandwidth. The time domain output signal after 
the mixer for a single target at 3.5 m is shown in Fig. 4.11 with its corresponding 
spectrum shown in Fig. 4.12. The time-domain signal after the mixer for the experiment 
/" 
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with two targets at both 3.5 and 4 m is shown in Fig 4.13 with the corresponding 
spectrum in Fig. 4.14. Range resolution is the closest distance between two targets. In 
our experiment, if the two targets are less than 0.2 m apart, there is only one peak in the 
spectrum. From these results, we observe a range resolution of 0.2 m. 
1400 1600 1800 2000 2200 
Sample point 
2400 
Fig 4.11 Time-domain signal results for a single target at 3.5 m 
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Fig 4.14 FFT results for two targets at distances of 3.5 and 4 m 
As our second experiment, the SS operation mode of the realized K-band (24 GHz) 
radar has been tested. The test setup consists of the radar using a horn antenna and a flat 
metal plate serving as a reflecting target that is placed at distances from 1 to 6 m. The 
PN code is again modulated by the DDS with BPSK modulation offering pulses with a 
duration time of less than 12 ns. The transmitted frequency of the microwave front-end 
lies between 24 and 24.008 GHz. The transmitted and received signals are then mixed in 
a double balanced mixer, and the IF signal is filtered and amplified by a low noise 
amplifier. The very low pulse duration time of 12 ns corresponds to a range resolution of 
approximately 0.3 m with an ADC offering a sampling frequency of 500 MHz. 
Simulation results are shown in Fig. 4.15. The transmitted PN code is mixed with the 
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received PN code. Because the transmitted signal and the reflection are mixed in the 
receiver, the distance can be determined by the time duration of the peak value, and it is 
shown that different distances yield different peak-value time-delays. The measurement 
results for this experiment are shown in Fig. 4.16. Up to a distance of 6 m, the precision 
is better than 0.3 m. For larger distances, the SNR of the received signal is not sufficient 
in this experiment. The waveform estimation is done in the DSP. Subsequently, signal 
recovery is performed with the help of the reference PN code. The recovered signal is 
then correlated with the reference PN code based on the ML criterion. The transmitted 
PN code is recovered from the receiver as well and is shown in Fig. 4.17. This PN code 
includes the front-seat information. As a pre-examination of the proposed system, our 
experiments indicate that the system can successfully achieve the required performance 
in terms of distance measurement and digital communication. The data information is 
fully recovered and can be reused in inter-vehicle communication. It is to be mentioned 
that in all the presented experiments, the range is obtained from the FMCW radar mode, 
whereas the data information is acquired with the help of the PN code pulse radar. The 
presented experiment shows that the software defined radar gives complete and 
comprehensive information between the radar and surrounding targets in a self-
consistent manner. 
The software defined radar, however, provides a low cost and flexible way to build a 
combined radar and communication system for vehicle applications. It is thus necessary 
to establish an inter-vehicle communication system that is applicable to this environment. 
To solve these problems, this work proposes a software defined radar together with an 
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Fig 4.17 The binary recovered signal from the experiment 
4.3. FFT and MUSIC algorithms-related experimental results 
An experimental test setup in our laboratory was used to perform short-range 
measurements (up to 5 m). The adjustable DDS system parameters include// denoting 
the sweeping rate, AF corresponding to the sweep bandwidth, and Fst as the 
frequency increment of the DDS. With a system setup of// = l.2elOHz/s ,F = 20Hz, 
and AF = 300MHz we obtain a sweep cycle of 50 ms. Fig 4.18 shows the FMCW radar 
test arrangement. A series of measurements with a target placed at different distances 
from the receiver was performed. Averaging was not used in this work and every 
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distance measurement corresponds to data processing obtained over a signal acquisition 
window equal to 25 ms. 
In addition, a calibration step is performed after obtaining range measurement result. 
The signal has also to travel through the whole circuit, so we have to consider the time 
delay it takes for circuit and cables within the calculations, especially when a long cable 
is used between the circuits. This happens because the reference plane for the distance is 
not the antenna plane, but the mixer plane, because the transmitted and received signal 
are mixed to produce the IF signal frequency which is proportional to the distance. This 
causes only a constant error and by measuring the distance to a reference target you can 
easily remove the constant error. 
Fig. 4.18 FMCW radar test set up for short-range measurements 
In our data processing, both for FFT and MUSIC algorithms, 8192 data points are used. 
This gives a frequency resolution of 8.79 Hz. As a reference, the range is measured with 
the help of a laser meter to 3 m with a precision of of 10"4 m, which we consider 
sufficiently accurate for our purposes. 
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4.3.1 Experimental Results 
In our first measurement, the beat frequency yields 240 Hz. Fig. 4.19 shows the 
results of the MUSIC algorithm signal processing. From this result, we obtain a beat 
frequency of 232 Hz after calibration. Fig. 4.20 shows the results of the classical FFT 
algorithm. After calibration, the beat frequency calculated from this result is 223 Hz. 
These frequencies yield a range of 2.96 m from the MUSIC algorithm as well as 2.85 m 
for the FFT. From Fig. 4.19 and 4.20 it is obvious that the MUSIC scheme can eliminate 
noise and give a very sharp and distinctive peak, whereas it is substantially more 
difficult to determine the frequency peak with the FFT algorithm. However, the MUSIC 
algorithm requires considerably more computational effort, which could represent a 
critical point in terms of real-time signal processing and measurement. 
For a range measurement of 2 m, Fig. 4.21 shows the results of MUSIC and FFT 
algorithms in comparison. The frequency is determined to 169 Hz in the MUSIC 
algorithm and 147 Hz in the FFT after calibration, compared to a theoretical beat 
frequency of 160 Hz. This yields ranges of 2.01 m and 1.86 m for MUSIC and FFT 
algorithms, respectively. From Fig. 4.21 we can see that the MUSIC algorithm peak 
results in the center of two peaks of the FFT algorithm. This result shows once more that 
the MUSIC algorithm offers a more distinctive identification of the desired frequency in 
order to calculate the correct range. This is not the case with the FFT technique. 
In addition, we observe another, smaller, peak in Fig. 4.21 with the MUSIC algorithm, 
which corresponds to a doubled beat frequency. A possible explanation for this 
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phenomenon is multi-reflection of the transmitted signal. A comparison of the relative 
range errors determined by both MUSIC and FFT algorithms is shown in Fig. 4.22. 
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Fig. 4.19. Spectral response of the MUSIC algorithm 
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Fig. 4.21. Comparison of MUSIC and FFT spectral response algorithms 
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Finally, the average relative error (the absolute error divided by the reference range) of 
the ranging measurement from the MUSIC algorithm is calculated to 2.9% compared to 
a range error of 7.3% for the FFT. Thus, we conclude an improvement of the absolute 
range measurement error with the MUSIC algorithm. 
2 2.5 3 
range{m) 
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Fig.4. 22. A comparison of the relative error of the two algorithms 
4.3.2 Conclusion 
In this section, we have presented a range estimation algorithm for our software 
defined radar system. We have demonstrated that the signal estimation by means of the 
MUSIC algorithm can enhance the range resolution. By processing the experimental 
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data, it has been confirmed that the MUSIC algorithm is able to yield more accurate 
results, which is well applicable even in a high noise environment. 
This frequency estimation technique has been verified by theory and measurements 
with our experimental 24 GHz software defined radar setup. Moreover, the presented 
method is applicable in a scenario involving multi-targets and velocity measurements. 
4.4 Summary 
A 24 GHz software-configurable radar and communication system based on a 
heterodyne receiver has been proposed and demonstrated both in simulation and 
measurement. The system provides two time-divided modes, namely, an FMCW and a 
PN code pulse mode. The advantage of this type of software-configurable radar is its 
combination of FMCW/PN code pulse radar, which retains the benefits of both methods 
and results in a capability of obtaining a high precision range measurement and 
communication function at the same time. The measurements of the developed system in 
K-band yield a maximum error of approximately 15 cm. The key feature of the proposed 
technique is the use of a DDS, which can adjust modulation schemes and frequency 
shifts in order to introduce software configurability into the transmitter. The second 
main component is the DSP providing the capacity for processing computationally 
complex digital algorithms for different radar modes. Altogether, this system provides 
an effective method to develop a low-cost, compact, and multi-function radar/wireless 
communication system with a single front-end design. 
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CHAPTER 5 
SIX-PORT-BASED SYNTHETIC SOFTWARE DEFINED RADAR 
This chapter proposes and presents a simple C-band software-reconfigurable range 
radar architecture using a six-port in the receiver. This concept is presented at microwave 
frequencies and promises a straightforward scaling of the circuit architecture into the 
millimeter-wave range. The proposed system provides three time-divided modes of 
operation, namely, a coarse FMCW range measurement mode in combination with a high 
precision CW mode and an SS mode for high interference situations. In the FMCW and 
CW modes, the six-port is used both as a phase detector and a mixer. In the SS scheme, the 
system uses a phase demodulator. In previous measurement systems, the signal 
waveforms are generated in a similar way but do not use three different schemes to 
combine performance advantages such as low LO power requirements, direct frequency 
conversion, and anti-interference capability. Software defined measurement is flexible 
and versatile and can be used to realize a combined system and is easily usable as a 
software defined radar system in combination with an appropriate antenna, such as a horn 
antenna. This chapter presents a brief introduction into the six-port concept, and its 
integration into a software defined radar system is outlined with simulations and the 
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fabrication and measurement of a C-band radar prototype at 4 GHz. 
5.1 Calibration of the six-port 
By using the six-port receiver for phase demodulation in a CW system, the phase 
difference between the transmitted and reflected signals related to the target can be 
calculated from the four power detectors [62], which in turn yield the target range. The 
maximum unambiguous range follows from the condition A<p = In . A range of 15 m, for 
example, requires a frequency shift of 10 MHz. However, this maximum range 
restriction can be solved by using additional signals with different frequencies or other 
modulation methods such as the FMCW scheme. 
In order to determine the values for the coefficients in (5.2), the six-port circuit needs to 
be calibrated before an accurate measurement is possible. Many six-port calibration 
techniques have been developed [63], from which the calibration method outlined by 
Woods-Somlo-Hunter is selected for the purposes of this work [36]. A relation between 
the complex reflect coefficient of the load at port 2 and the power levels at ports 3-6 in the 
six-port is described by an equation formulated by Woods [36] as follows: 
r = r + jx = £(Fl+jGl)Pi / i> , J> , (5.1) 
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where r is the reflection coefficient vector at a certain frequency, Pi is the reading of 
• th 
the i power of the detector, and Ft, G,, Ht, are real constants. Without loss of 
generality, these constants may be normalized by setting H4 = 1, leaving eleven real 
constants to be determined from equation (5.1) by a suitable calibration procedure 
involving the successive connection of known terminations (standard reflections) to the 
measuring port. Five and a half terminations [36] are used in this calibration: four phased 
(offset) short terminations, a matched load, and an intermediate termination with a 
reflection coefficient r ~ 0.3 - 0.5 . The phase of the intermediate reflection needs not be 
known a priori. The six-port calibration setup is shown in Fig. 5.1. 
! a 2 
Fig. 5.1. Six-port calibration setup. 
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In general, Schottky diodes are used as power detectors in six-ports. To make sure that 
the output voltage of the power detector is proportional to the detected power, the diodes 
should be operated in the square-law region. The term "square law" comes from the 
output voltage being proportional to the input power (input voltage squared). Most 
microwave detectors inherently satisfy the square law for input power levels up to about 
-15 dBm. The measured characteristic curve of the Schottky diode used in the designed 
six-port is shown in Fig. 5.2. The non-ideal square law property of Schottky diodes may 
introduce errors into the measured phase results. Due to these non-ideal characteristics, 
we also adopt a calibration of the detector diodes in our work. The relation between the 
output voltage and the input power of the detector is calibrated on the basis of the 
measured results in Fig. 5.2. When the output voltage is obtained from a detector, the 
corresponding input power is calculated from the curve in Fig. 5.2. Thus, the power 
detectors can work beyond the square-law region without bringing errors into the system. 
Therefore, the calibration of the entire six-port circuit becomes a two-stage process 
combining the detector and six-port calibrations. Such a two-stage procedure can 
guarantee a more accurate measurement over a wider dynamic power range than the 
traditional six-port calibration. Once the detector calibration is finalized, the six-port 
circuit works not only within but also beyond the square-law region. In this way, higher 
detector input power levels can be used, which yields the advantage of improved 
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conversion loss when the six-port is used as a mixer in the FMCW mode. 
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Fig. 5.2. Measured dynamic characteristics of the used Schottky detector. 
In the proposed software-defined radar scheme, the same six-port circuit is also 
designed to discriminate frequency information or carry out a frequency translation in 
the FMCW radar. The basic principle of the FMCW radar is well known in the fact that 
the frequency of a transmitted signal changes with time in a prescribed manner. By 
comparing the frequency of the (time-delayed) received signal with the frequency of a 
sample of the non-delayed transmitted signal, a measurement of the transit time can be 
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completed from the beat frequency. Usually, the frequency information of the six-port is 
contained in the phase difference A<p between portl and port2. In our proposed 
software-defined measurement system, the frequency shift between port 1 and port 2 can 
be extracted directly from the signals at ports 3-6 because the Schottky diode power 
detectors also provide a mixing function and can therefore give the beat frequency 
directly from the received FMCW signals. 
It is well-known that a Schottky diode is a nonlinear component with a DC I-V 
characteristic that can be expressed by [64] 
/(F) = / o + i W o + v G , + y G ; + . . . , (5.2) 
where /„ is the bias current, G(/ = — and Rj is the junction resistance of the diode. 
Gd=aGd, where a = q/nkT and q is the charge of an electron, k is Boltzmann's 
constant, T is the temperature, and n is the ideality factor. The three-term 
approximation for the diode current in equation (5.2) is called the small-signal 
approximation, which is adequate for low power applications. 
In the six-port circuit shown in Fig. 5.1, an RF signal (the received signal with a 
frequency a>r) and an LO signal (the reference signal with a frequency a>0) are combined 
with directional couplers and fed to the power detectors. The square term v2 in (5.2) is 
given by the following output current [40]: 
Ill 
/ = — (v, cos wrt + v2 cos w0t)
2 
= —-[v,2 + v2 + v,2 cos 2wrt + v
2 cos 2w0t ^ 2) 
+ 2v,v2 cos(w,. - w0)t + 2v,v2 cos(wr + w0)t] 
In the Schottky diode power detector, a bypass capacitor is inserted to form an RF 
ground for the diode. This capacitor determines the minimum rise and fall times of the 
detector circuit and the minimum detectable RF pulse length. The current terms at high 
frequencies w,. + &>„, 2wr and 2a>0 are filtered out in the phase detector. The IF current term 
at frequency wr -a>0 represents the beat frequency of RF and LO signals for the FMCW 
mode. The frequency of this IF signal can be obtained through a FFT in the DSP. This 
shows that the six-port can be used as a mixer in the FMCW radar. The Schottky diode 
power detectors used in the present six-port circuit have a video bandwidth of 10 MHz. So 
the beat frequency is passed by diode power detectors. 
5.2 Design of software defined measurement system based on six-port 
The block diagram of the proposed system is shown in Fig. 5.3. The transmitting part 
consists of a DDS and a microwave up-converter chain; the receiving part consists of a 
six-port circuit, an ADC, a DSP and a PC working as a controlling/monitoring device. The 
up-converter chain translates or modulates a low-frequency (baseband) signal from the 
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DDS to a microwave carrier signal with a center frequency of 4 GHz in our work. A 
portion of the transmitted signal is connected to port 1 of the six-port circuit serving as the 
reference signal. The four power detector output signals pass through four operational 
amplifiers and are subsequently fed to four ADCs. The data acquired by the ADCs are 
processed by the DSP platform and the frequency as well as the phase difference between 
the received and reference signals are calculated. In order to test the performance of this 
C-band hybrid range measurement system, multiple lossy cables of variable lengths are 
used to estimate the measurement accuracy of the proposed software reconfigurable range 
radar in the range measurement. The cable lengths vary from 0.32 m to 16 m. Meanwhile, 
these cables are also measured by using a commercial network analyzer (ANRITSU 
37397G) to obtain a reference length for comparison. 
PA1 PA2 
Fig. 5.3. System block diagram of the six-port range measurement system. 
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Usually, different analog radar configurations are used to fulfill different functions. 
However, in software defined radar, because DDS and DSP are programmable, we can 
generate different waveforms in the baseband and use different algorithms to process the 
received signals. Therefore, various radar functions can be realized within a single 
hardware configuration. In our work, the radar is realized with three functions: FMCW 
radar, CW radar, and SS radar. The three waveforms for these modulation schemes are 
generated by the DDS and shown in Fig. 5.4. The waveform for the FMCW radar is a 
triangular frequency sweeping (chirp) signal at a repetition frequency of 12.5 kHz with a 
bandwidth of 75 MHz. The CW radar waveform is a two-tone signal with a frequency 
difference of up to 10 MHz. The SS radar waveform is a BPSK modulated signal with a 
modulation bandwidth of up to 40 MHz. The SS signal can also be used for digital 
communication. The FMCW sweep parameters consisting of the chirp bandwidth and the 
sweep time are programmable in the DDS and so are the frequency difference between 
CW signals and the chip rate of the SS signal. Subsequently, the received signal is 
processed in the DSP with different processing algorithms. The DSP algorithm is shown 
in Fig. 5.5. 
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Fig. 5.4. The three signal waveforms used in the proposed software-defined system. 
FMCW 
Atp = f{PVPrPyP4) 
cw ADC 
T Reference PN code 
Fig. 5.5. DSP algorithm for the signal processing of different modulation schemes. 
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5.2.1 Measurement results and discussion 
In order to test the performance of the presented S-band composite microwave ranging 
system, the lengths of different cables are measured to estimate the accuracy of the 
software defined radar system in distance measurements. The cable lengths vary from 
0.32 m to 16 m. In addition, the cable lengths are measured with a commercial network 
analyzer to obtain reference lengths. The test bench setup for this experiment is shown in 
Fig. 5.6. 
The frequency sweeping range of the transmitted FMCW signal is from 3.965 GHz to 
4.040 GHz with a sweep period of 15 ms. For the six-port receiver, the LO power level is 
selected to -10 dBm. The time domain output signals of the four six-port power detectors 
for the case of a 16 m cable are shown in Fig. 5.7. The graph shows the beat signal 
between the transmitted signal and the received (delayed) signal. As expected, in Fig. 5.7 
the four signals at the output of the power detector have the same frequency but different 
amplitude and phase. 
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Fig. 5.6. Test bench setup for the measurement of the S-band software defined radar. 
The four time-domain output signals plotted in Fig. 5.7 are evaluated with an FFT to 
convert them to the frequency domain, and their spectral components are shown in Fig. 
5.8 . The peak frequency corresponds to the measured cable length according to equation 
(4.5). A complete list of measurement results for the FMCW radar are presented in Table 
5.1 showing a maximum range error of 50 cm. This range error is mainly determined by 
the sweeping bandwidth of the FMCW signal and can be reduced by increasing the 
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Fig. 5.8. Spectrum of the received signal after the FFT processing. 
In the CW mode, two signals at frequencies of 4.0 GHz and 4.01 GHz, respectively, are 
used yielding a frequency shift of 10 MHz and therefore a maximum unambiguous range 
of 15 m, which is much larger than the range resolution of the FMCW radar. Thus, the 
problem of maximum range restriction can be solved by combining the CW radar with the 
FMCW radar. Another advantage of this combination is that the FMCW radar can 
discriminate multi-targets but the CW radar fails to do so. The time domain output signals 
of the four six-port power detectors are shown in Fig. 5.9. Our measured results suggest an 
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accuracy of 5 cm for range measurements due to a phase uncertainty of 1.2° for the 
six-port circuit. Because the phase errors of the six-port circuit can basically be improved 
by using different frequencies, a more accurate range measurement can be obtained by 
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Fig. 5.9. Time-domain detector output signals for a 4 GHz CW measurement (Af= 
10 MHz). 
By combining FMCW and CW functionalities in one system using different time slots, a 
multi-functional radar with a high-range resolution can be developed. Table 5.1 shows 
measurement results comparing a combined FMCW/CW system and a stand-alone 
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FMCW radar. The first column serves as a reference showing the results obtained from 
the network analyzer. The second column gives the FMCW measurement results. The 
maximum measurement uncertainty is about 50 cm, which depends mainly on the 
modulation frequency bandwidth of the sweeping signal, as mentioned earlier. The third 
column gives results obtained from the combined FMCW/CW system without performing 
a detector calibration. The range error without calibration is 17 cm as the output voltage of 
the detectors working beyond the square-law region cannot yield the true power level. The 
fourth column displays results including the detector calibration, showing that the largest 
range measurement error is less than 5 cm. Therefore, the calibration of the detectors in 
the six-port circuit can solve the nonlinear problem arising by operating the power 
detectors beyond their square-law region, which effectively increases the input dynamic 
range of the radar receiver. In addition to this improvement, the shortcoming of the CW 
radar in terms of inherent range ambiguity can be reliably resolved on the basis of 
non-ambiguous FMCW range measurements. Furthermore, the range measurement 
accuracy of the combined range radar can be easily improved by increasing the frequency 




A software-reconfigurable range measurement system based on the six-port receiver 
technique has been proposed and demonstrated experimentally. The system has two 
time-divided modes, namely, the FMCW and the CW mode. The combination of 
FMCW/CW modes within a single hardware platform retains the merits of both methods 
and results in the unique ability to obtain a high-precision range measurement. The 
six-port is shown to work not only as a precision phase detector in the direct receiver in the 
FMCW mode but also as a mixer in the CW mode. The imposed power level of the 
six-port circuit can be elevated beyond the square-law region while the power detectors in 
the six-port circuit are calibrated to a precision power measurement. Therefore, the input 
dynamic range of the receiver in the proposed system is increased and the conversion loss 
is improved when it is used as a mixer. 
Measurements of the developed system operating in C-band have shown a maximum 
error in the range of 5 cm. They have confirmed that a better accuracy can be achieved 
with the proposed platform as compared to a sole FMCW system and moreover the 
software-defined radar has solved the range ambiguity problem related to the CW radar. It 
has been shown that the DDS can be effectively deployed to adjust modulation schemes 
and frequency shifts in the proposed system, which makes it possible to introduce a very 
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TABLE 5.1 
Cable lengths measured from the proposed 










































































The maximum range error of the FMCW radar is 0.5 m. The maximum range error of 
the FMCW/CW radar without the detector calibration is 0.17 m. The maximum range 
error of the FMCW/CW radar with the detector calibration is 0.05 m. 
flexible software reconfigurability in the transmitter, while the DSP provides adaptive 
digital processing algorithms for different modes in the receiver. Such a software-defined 
design provides an effective method to build up low-cost, compact, multi-functional or 
versatile microwave and millimeter-wave radars with a single front-end design. 
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5.2.3 Comparison of Mixer and Six-port measurements 
In this section, a performance comparison of software defined radars using the mixer 
and six-port techniques as downconverting elements in the receiver are presented. As a 
first step, the FMCW mode is investigated followed by an experiment employing the SS 
radar operation. 
FMCW signal measurement 
The frequency sweeping range of the transmitted FMCW signal is selected from 
3.965 GHz to 4.040 GHz with a sweep period of 80 ms. The time domain output signals at 
the six-port power detectors for a line with a length of 8 m yield the beat signals between 
the transmitted and the received (delayed) signal. It is comparable to the output signal 
from the system using a mixer, because in this case the six-port is used as a 
downconverting element. 
All the previous experiments have been carried out in the time domain and have been 
subsequently transformed into the frequency domain with the help of an FFT for signal 
processing purposes. Fig. 5.10 shows the spectral components of the time domain output 
signal from both mixer and six-port. For the heterodyne receiver, the LO power is selected 
to 10 dBm, whereas for the six-port receiver it is -10 dBm. This result highlights the 
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performance of the six-port system. It needs to be mentioned that in this experiment, the 
received signal level from the six port is less compared to the mixer because the LO power 
needs to be lower in order to remain in the linear operating region. The measured results 
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Fig. 5.10. Spectrum of the received signal of the heterodyne receiver and the six-port 
receiver 
Spread Spectrum signal measurement 
In our experiment for the SS radar, the heterodyne receiver [65] and the six-port 
receiver are both used as the BPSK demodulators for the SS signals. The DDS is used to 
generate PN code sequences for the BPSK modulation. The demodulated signal from the 
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mixer and the six-port using PN code rates of 40 MHz and 1 MHz, respectively, are shown 
in Fig. 5.11 and Fig. 5.12. In both cases, the code length is selected to 32. From the results, 
we observe a delay between the demodulated and the reference PN codes. It is also clearly 
visible that the demodulated PN code from the six-port shows a lower signal level and a 
much longer rise and fall times compared with the results for the mixer. The reason for 
this phenomenon is the use of Schottky detectors in the six-port. In a Schottky detector, a 
bypass capacitor forms an RF ground for the diode determining the minimum rise and fall 
times of the detector circuit and the minimum detectable RF pulse time. The Schottky 
detectors used in the presented system have a video bandwidth of 10 MHz. 
Fig. 5.13 shows the output of the correlator of the received SS signal from the mixer for 
a PN code rate of 5 MHz. In Fig. 5.14, an experiment with a PN code rate increased to 
40 MHz is shown. In this case the output of the correlator for the received SS signal is not 
detectable with the six-port detector because the code rate is beyond the video bandwidth 
of the Schottky detectors. Thus, the front end transceiver using a mixer provides a better 
result for the SS modulation scheme. The range error of the SS signal measurement is 2.5 
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Fig. 5.11 The SS modulation received signal for the case of the mixer. 
Received PN code from six-pot 
200 400 600 800 1000 1200 1400 1600 1800 
Sample Point (after ADC) 















































0 200 400 600 800 1000 1200 1400 
Chip Sample Point 
Fig. 5.13. Comparison of the two demodulation techniques of the SS modulation at a 
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Fig. 5.14. Comparison of the two demodulation techniques of the SS modulation at a 
modulation rate of 40 MHz. 
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Finally, the measurement results for performance comparison between the mixer and 
six-port systems for various signal waveforms are summarized in Table 5.2. A major 
disadvantage in the use of a six-port demodulator is its four output ports, which require a 
higher number of operational amplifiers and ADCs. The second critical issue is its longer 
response time. However, the six-port system is well suited for accurately measuring the 
phase difference in systems such as the two-tone CW radar, which represents a very 
attractive principle for radar measurements. Moreover, six-ports are well established as 
telecommunication receivers and in quadrature phase shift keying (QPSK) modulation. 
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TABLE 5.2 






























* No experimental measurement. 
** The limitation of the PN code bandwidth and the carrier frequency 
*** Depends on the video bandwidth of the Schottky detectors 
**** Compared with six-port, depends on the specification of the mixer. 
5.3 Multiple frequency CW radar signal processing results 
High-speed or broadband RF electronics find wide-spread applications in numerous 
fields such as automotive industry, home-land security, sensor networks, and industrial 
automation. Collision avoidance cruise control (ACC) [66] has created, for example, a 
great market expectation for intelligent transport systems with some ACC prototypes 
being on the way to mass production. It requires accurate information of speed and range 
relative to the surrounding vehicles or obstacles, especially to the closest one in the same 
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lane. Most developments are based on the FMCW technique. This technique has been 
well accepted for its simplicity, even if it has a few drawbacks such as the difficulty of 
obtaining accurate distance measurements for short ranges. To give a general idea of the 
most important requirements for automotive radar systems, the maximum range for 
common commercial automotive radars is about 160 m with a range resolution of 1 m. 
The near range refers to distances below approximately 40 m. 
Two experiments have been carried out. The first makes use of a modulation with two 
discrete frequencies, while the second deploys the proposed three-frequency technique. 
Tables 5.3 and 5.4 present the specific parameters used in these experiments. 










































The most important challenge arising with this type of radar is to measure the range 
without a Doppler shift. The output from the mixer toggles between two or three 
constant voltages, which are related to their phase according to equation (3.11). Fig. 5.15 
shows a time domain measurement of this signal. This signal is acquired and the voltage 
levels are averaged for noise reduction before calculating the phase values. 
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Figure 5.15 Measured time domain signal at the mixer output 
The phase discriminator is limited to phase discrimination resolution. As 
discussed before, the maximum unambiguous range is calculated on the basis of phase 
discrimination over an interval of 2n. Thus, for static targets (without Doppler shift), the 
radar measurement capability is limited to half of the calculated unambiguous maximum 
range. Signal level fluctuations at the phase detector port (mixer RF port) also impair the 
phase measurement and limit the ranging measurement accuracy. It is only possible to 
measure range accurately over very short distances surrounding a calibrated range. 
Range calibration can be performed by associating measured phase values to a known 
target distance. 
Fig. 5.16 shows the measured results obtained with the two-frequency and the 
three-frequency configurations. When A/̂  = 24 MHz, the measurement error standard 
deviation is 0.2%. When Af2 = 48 MHz, the error standard deviation becomes 0.3%. 
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This shows the advantages of the proposed three-frequency radar. Within a range 
ofi?maxlas mentioned before, we can obtain more accurate results. Beyond i?max,, we 
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Fig. 5.16 Comparision of measured target distances versus phase 
This section has presented a new scheme for radar measurements on the basis of a 
three-frequency technique. It has been shown that the proposed system provides a 
number of advantages compared to the conventional two-frequency FSK and FMCW 
radar sensors. Performance and characteristics of the proposed scheme have been 
evaluated in this work and have been compared with modeling results of our system 
design platform. Measured results suggest that the proposed three-frequency radar shows 
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an enormous potential as an alternative to the standard FMCW technique for low-cost 
and high-performance commercial radar systems. 
5.4 Design of a 24 GHz six-port based software defined radar 
In this section, we will present a six-port based software defined radar system for the 
24 GHz ISM-band deploying the FMCW scheme. For simplicity, we only consider 
signals reflected from static targets. The radar signal is generated with a DDS and then 
translated and multiplied to transmit a signal at 24.125 GHz. Although the proposed 
architecture allows for more than one type of modulation signals, only the FMCW 
scheme has been implemented, tested, and discussed in this work in order to highlight 
the proposed super-resolution technique. A heterodyne receiver is used to translate radar 
echoes to baseband frequencies using the transmitter signal as a reference. This 
baseband signal is then digitized for signal processing. 
Fig 5.17 shows the basic architecture of our proposed software defined radar. The 
first part includes the echo signal acquisition module and the intelligent radar signal 
generator, which can generate a number of signal formats under various modulation 
techniques. The second part is the so-called IF module that up-converts the radar signal 
from 300 MHz to 2.6 GHz. Finally, the front-end module includes the 24 GHz 
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RF-circuitry and the antennas. 
Figure 5.17 explains the basic system diagram for the mixer scheme. In order to gain full 
benefit from such a software-configurable receiver architecture with respect to the use of 
such receivers in different application scenarios, it is necessary to provide flexible signal 
generation techniques for the clock or reference oscillators with respect to frequency and 
amplitude of the signal. The six-port direct conversion technique is another approach for 
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Fig 5.17 Block diagram of the six-port based software defined radar. 
Six-port technology shows special properties compared to conventional heterodyne 
architectures that strongly depend on the application of interest. In the following, we will 
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show a number of advantages and disadvantages for this scheme. 
The main advantage of the six-port technology is its possibility for software 
configuration and calibration. Furthermore, six-port technology becomes very attractive 
when extremely high carrier frequencies at millimeter wavelengths are used. Additionally, 
the same hardware can, in general, be used for different standards simply by using suitable 
baseband processing algorithms. Thus, in the future, extremely broadband six-port RF 
front-end might be the technology of choice for SDR platforms. This can help to support a 
certain service as different bands and standards can be probed and selected to transmit 
information in harsh environmental conditions. The six-port technique is very well suited 
for accurately measuring the phase difference of two waves, which makes the principle 
very attractive for determining the angle of an incident wave-front. In a simple approach, 
described in previous section, and can yield more accurate results in the case where a 
plane wave at a fixed frequency has to be detected. 
The important topic is the development of software-defined radars based on six-ports 
up to several GHz and a subsequent up-conversion into millimeter-wave frequencies. In 
parallel, new technologies for tunable or switchable input filters can reduce the 
requirements for ADCs and therefore lead to multi-standard millimeter-wave radars. 
Six-port technology owns the inherent advantage of this architecture. Nevertheless, the 
suitability of the six-port technology for complex modulation schemes and the 
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competitiveness of dynamic properties are still to be shown. The combination of FPGAs, 
which contain the protocol software of a certain system, with a DDS to adjust 
modulation schemes and frequency shifts introduces software configurability also in the 
transmitter section of future microwave and millimeter-wave systems. 
5.5 Conclusion 
A software defined measurement system based on six-port technology has been 
described. Composite FMCW/CW/SS measurements have shown better accuracy than 
those obtained with a stand-alone FMCW system and appear suitable for high-precision 
applications. Software defined SS measurement systems provide interference eliminating 
capabilities. Moreover, an intensive study comparing receivers using mixers and six-ports 
has been done. The heterodyne receiver shows especially good performance in terms of 
circuit response time, but nevertheless the six-port is performant enough to be used as a 
demodulator for telecommunication systems. The economic viability of this type of 
ranging system appears very promising. Most of the current prototype systems have been 
built using low-cost commercial components. DDSs are used to adjust modulation 
schemes and frequency shifts, which makes it possible to introduce software 
configurability into the transmitter, and the use of a DSP provides the means for 
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processing the corresponding digital signal processing algorithms in the receiver. The 
major expense involved in a version suitable for industrial use would be in building a 
compact, synthesized microwave radar with single front end design. 
The six-port-based software defined measurement system represents an alternative to 
the standard FMCW/CW system offering a distance accuracy better than 6 cm. The 
six-port performs coherent detection without the need for balanced mixers and precise 
phase shiners. Moreover, range measurements in the range of several cm are possible 
without additional difficulty. The suitability of the six-port technology for complex 




SYSTEM PERFORMANCE STUDY OF THE SYNTHETIC SOFTWARE 
DEFINED RADAR 
Conventional radars for range measurement such as FMCW, CW, and SS radar are 
generally used as completely independent units. However, synthetic software defined 
radar systems can be designed by combining them to improve system performances and 
also provide multiple functionalities. It is known that different radars result in different 
accuracy, range ambiguity, and different overall performances. In this work, two 
architectures (mixer and six-port) are designed for the demonstration of synthetic 
software defined radar systems. Link budgets for both architectures will be compared in 
the following. Furthermore, we will develop a model and perform experiments to 
analyze the performance. An imperfect detection process, white noise, and phase noise 
are all taken into consideration in order to determine the range measurement 
performance. Finally, simulation and measurement results are compared with theoretical 
calculations and modeling results. 
6.1. Analysis of the receiver sensitivity 
Generally a system is built up from building block components and signal processing 
is carried on with expected performance to verify the system characteristics [67]. Radar 
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systems in this case consist of transmitter and receiver, each of which with their specific 
parameters. Signal processing is performed on the base-band part of the receiver. In 
order to ensure the required signal processing performance [67], the receiver sensitivity 
has to be minimized. 
6.1.1 Receiver performance parameters 
Fig. 6.1 Block diagram of a simple radar receiver 
The receiver has a set of generic building blocks as shown in Fig.6.1. First the 
received signal from the antenna or the previous stage is filtered by a bandpass filter 
(BPF). The functions of BPF are to attenuate spurious responses and select the desired 
frequency components within the pre-selected bandwidth. Then a low-noise or 
automatic-gain controlled amplifier enhances the signal energy to an expected level 
before mixing it with the LO signal. A well designed system makes use of multiple 
stages of the same building blocks for enhancing system performance. Obviously, 
different requirements on amplifiers, mixers and oscillators have to be met at different 
stages. In general, the three main aspects that describe receiver performance are noise, 
spurious responses, and nonlinear intermodulation distortion which will be outlined in 
the following: 
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a. Noise is introduced by certain components (amplifiers and oscillators, for example). 
SNR is changed by noise figure. 
b. Spurious responses are related to undesired signals, which are generally found at 
different frequency bands 
c. Intermodulation products come from nonlinearity properties of amplifier, mixer 
and inter-products of mixers. These effects can become too adverse to cover the desired 
responses. The intermodulation distortion is the most important parameter to describe 
system dynamic range. 
These three aspects are also related to the other parameters. Receiver sensitivity 
depends on the system noise figure, and calculating noise figure requires the 
characteristic parameters of each component. These three performance criteria are 
related to circuit parameters as well, which will be described in detail in the following 
paragraphs. 
1) Noise figure 
Receiver sensitivity is related to the system noise figure, whose calculation requires 
cascading the noise figure of every single component in the receiver circuit. 
The receiver sensitivity can be described by the minimum detectable signal Smjn as 
follows [67]: 
S . =FTkTB 
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e= FTkTB — Rr (6.2) 
with FT the total equivalent input noise factor (linear). 
k Boltzmann's constant, 1.3xl023(J/K) 
T the temperature (K). 
B the equivalent noise bandwidth of the system (Hz). 
( S\ 
— the required SNR at the detector output (linear). 
RG the system characteristic impedance (Q.). 
To calculate the receiver sensitivity, the following equation is usually the most 
convenient to use: 
Smm (dBm) = -174dBm + 101og10 BW(Hz) + FT (dB) (6.3) 
where BW is bandwidth of the system. 
In (6.3), two parameters are to be investigated in order to solve the sensitivity 
equation. The first is the total equivalent input noise factor emerging from active 
components and resistive parts of the circuit which is to be computed separately. The 
second important parameter is the equivalent noise bandwidth of the system. 
The equivalent input noise factor is derived from the noise figures and gains of each 
single component [67], 
^ = ̂ +V + 7^ + - (6"4) 
142 
where the noise figure components Fi and gain factors G are linear. At room temperature, 
the noise figure of a passive device is given by the loss factor, which is the reciprocal of 
the gain. 
The equivalent noise bandwidth of the system is important as it limits the absolute noise 
power and therefore determines the minimum detectable signal. 
2) Intermodulation distortion and third-order intercept point 
Intermodulation distortion can be characterized by the third-order intercept point 
(IP3), which can be defined from single or double sinusoid inputs. 
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Fig. 6.2 Intermodulation distortion frequency spectrum 
Fig. 6.2 shows a general picture of nonlinear frequency products for a test-setup with 
two fundamental frequencies (two tones). It is important to compare the fundamental 
signal and higher order products and as can be observed in Fig. 6.2, higher order 
products (especially third order terms) can occur at a very close vicinity of fundamental 
signal components. Thus, receiver intermodulation distortion is commonly characterized 
by means of the IP3 outlined in the following. 
If we expand the amplifier gain using Taylor series we obtain: 
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G(s) = ax + a2 • s + a3 • s
2 H— (6-5) 
where s is the input power level and a is the coefficient. More precisely, this 
expansion also depends on the DC operation point. However, for simplicity of analysis 
we do not consider this in (6.3). The third order intermodulation components that we are 
interested in are the two fundamental input frequencies and their harmonic products. 
The concept of the third order intercept point represents the input power for which the 
amplitudes of the third order products become equal to the fundamental frequency 
components. This gives the input third order intercept point (IIP3) [68] as 
*3 
The above formulas are used to obtain the IP3 from different component characteristics. 
The IP3 of a component can be measured using a spectral analyzer. In addition, the IP3 
of the entire system can be calculated from the IP3 of each system component. As for 
the cascaded components we can use (6.7) to calculate the overall IP3: (G,.is the gain of 
the component): 
*•*•*INPUT \ C C C (P-') 
+—l—+—L-L 
/P3, IP\ 7P33 
The gain G, and IP3, are linear terms. Thus, the total input IP3 is also linear. A more 
concise logarithmic expression calculated for the total IP3 is: 
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(6.8) 
where IP3, t is the equivalent system input intercept point (dBm) with the IPX (mW) 
of the first stage and the IP3 (mW) of the last stage transferred to the input. A simple 
straight-forward calculation resulting from equation (6.8) and (6.9) shows that the total 
equivalent IP3 is smaller than the IP3 of any of the components in the system. The IP3 is 
the most important parameter to specify system dynamic range. 
6.1.2 Analysis of the receiver sensitivity for software defined radar 
From the above discussion, the receiver sensitivities for our proposed software 
defined radars can be calculated. The link budgets for both proposed systems are shown 
in Fig. 6.3 and Fig. 6.4. From these figures, the maximum detectable range can be 
predicted. In general, the minimum detectable signal for radar and communication 
systems is the signal power for an SNR of 0 dB. The maximum detectable range (cable 
length) of the 4 GHz software defined radar is 25 m and the maximum detectable range 
of 24 GHz software defined radar is 100 m. 
The software defined radar system design is based on the selection of different 
receiver circuit components. For our software defined radar system three radar forms are 
used that are generated by the same hardware architecture, which yields the same 
performance for the microwave front-end in all operation modes. The differences in the 
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proposed software defined radar result solely from the employed waveforms and signal 
processing algorithms. Therefore, in order to be able to compare the performance for 
different operation modes of the software defined radar, the main issue to investigate is 
the selected type of waveform, the range error related to different radar types, and the 
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Fig. 6.4 The receiver sensitivity for the 24 GHz software defined radar prototype 
6.2 Range estimation for a single target 
In a radar system a signal is transmitted and the round trip delay r0 corresponds to the 
traveling time for the signal from the transmitter to the target and back. The range of 
estimation is therefore equivalent to an estimation of the time delay. The transmitted 
signal r(t) is 
r(t) = sr(t) + na(t) 
T 
e1 = \\s(t-r)-r(t)f dt 




a2 is the integrated squared difference between the total received signal and the shifted 
transmitted waveform, K is the energy in r{t) and s(t). RSS(T) is the autocorrelation 
function and Rn s(t) the is cross- correlation function. 
At a certain delay time or position r, close to t0, the sum of the envelope functions 
shows a maximum. To find this position, the above relation is differentiated and set 
equal to zero [69]-[74]. 
i ? e [ ^ / r ; + / 7 ' ^ ; ] = 0 (6.11) 
The estimation error r, -1 0 takes different values depending on the exact noise 
waveform in the interval [0,7]. As the noise voltage is a random function, it seems 
logical to calculate the root mean square (rms) value of the estimation deviation from the 
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where fi\ = ^ , A is the average power, and M( f) is the Fourier 
)\M(f)\2df 
- G O 
transform of the signal. 
When the effect of the Doppler shift on the range correlation function is included, we 
obtain: 
cjr=\
 N/« (6.14) 
where T\ and /?0
2 are the rms duration and bandwidth of the complex envelope of the 
received signal, S is the power of the received signal, and N0/2 corresponds to the 
white noise average power, p is given by [71]: 
+co 
\4(t)A2(t)dt 
p = 27t^ (6.15) 
\A2(t)dt 
—oc 
where A(t) = cos((coc + coD)t + <f>(t)) is the received signal and </>(t) is the frequency 
modulation term of the signal receiver. Equation 6.14 is called the Cramer-Rao Lower 
Bound (CRLB) [71]. For the cases of pulse and CW radar 0(t) = O, which yields, the 
two variances become: 
^=J-^T (6-16) 
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Furthermore, in the pulse radar j30 = j3rm, and the variance becomes <JT = I ^~ 
V ^ firms 
\ N 
In the CW radar /?0 = Aa> [70], and the variance is aT = I —r- . 
\ 2S(Aa>) 
In the FMCW case, <f>(t) = fit1 / 2 and <j>(t) = pt. Thus, the best measurements are 
those yielding large /?0
2r0
2 products with low p . Therefore, the linear frequency 
sweeping range must be carefully judged and chosen. All the variances are reduced by 
increasing the SNR. The FMCW radar requires a greater receiver dynamic range, a 
greater improvement factor, and a wider bandwidth. The CW radar sees more clutter 
than the pulse radar. 
In the SS case, </>(t) = ±1 and the signal waveform is a BPSK modulation. After the 
demodulation, the PN code is fed into the correlator. Thus, in order to determine the 
CPvLB for the SS radar we need to consider the demodulation and acquisition of the 
correlation sequence. From basic CRLB mathematics, we know that the range estimation 
accuracy for the SS radar is related to the equivalent spreading bandwidth. From [75]-
[78], the PN code length N is related to the noise performance and therefore also affects 
the range estimation. From Fig. 6.5, we observe that the SS radar shows the best 
performance in high white noise situations and is followed by the FMCW and the CW 
radars. 
On the other hand, the SS radar shows the worst range accuracy for a high SNR 
because the range accuracy depends on the spreading bandwidth. This explains the need 
for a number of signal-processing algorithms as will be addressed in Section 6.4 in order 
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to improve accuracy for the SS radar. Based on these observations, the software defined 
radar is a combination of three radar types. This allows for the development of a highly 
noise resistant radar that shows a high range accuracy at the same time, which is shown 
theoretically in Fig 6.6. Furthermore, the phase noise performance of FMCW, CW, SS 
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6.3 Mixer and six-port architectures compared as the phase detector 
In Section 5.3.2 the performance of the mixer and the six-port as a demodulating 
element has been discussed. In this section, their performance as a phase detector is 
evaluated. It is well known that a single mixer is not adequate for phase detecting, while 
an in-phase-quadrature (IQ) mixer is generally used as phase detector. The principle for 
IQ detection is shown in Fig. 6.8. 




A D C Arctan(fi) 
IQ mixer 
Fig. 6.8 Block diagram for IQ phase detector 
For this analysis, we make use of the Matlab/Simulink models presented in Chapter 4 
and 5. The IQ phase detector is modeled as shown in the Fig. 6.8. The six-port phase 
detector principle is described in Chapter 5. The simulations assume the same hardware 
transmitter and microwave front-end for each of the radar operation modes. 
As a first experiment, the SNR is varied from -15 dB to 15 dB with a phase noise of 
-90 dBc at 100 kHz offset. These values suggest considering only the white noise effect 
and neglecting the phase noise. Simulation results for both mixer and six-port platforms 
are shown in Fig. 6.9. On the contrary, in Fig. 6.10 a simulation with the phase noise 
varying from -85 dBc to -55 dBc at 100 kHz offset with an SNR of 20 dB is conducted, 
where the white noise is neglected. From Fig. 6.9 and Fig. 6.10 we observe that the IQ 
153 
phase detector exhibits a better performance at low SNR. This result sounds reasonable, 
as the IQ phase detector employs a coherent detection scheme, whereas the six-port is a 
non-coherent detector [4], [79]. 
The capability of phase detection of a six-port is in the range of (0,2n). In (0,2n), 
the six-port has the same accuracy. The capability of phase detection of IQ phase 
detection lies usually in ( , —). This means that six-port phase detection provides a 
maximum ambiguity range twice as large as the IQ phase detection. From a hardware 
point of view, six-port phase detection is easier to realize. However, its accuracy 
depends on the calibration, which can pose additional problems due to its complicated 
procedure. Therefore, a selection between the six-port and IQ phase detectors depends 
on different application scenarios. 
A comparison of mixer and six-port architectures used as demodulators for BPSK 
signals is studied. The Matlab/Simulink models, which have been developed in chapters 
4 and 5, are used. The probability of error (Pe) for coherent detection is [79]-[83]: 
Pe=Q 
" 2 T Furthermore, the probability of error for incoherent detection is [75]-
[79]: Pe= -exp(——;. 
2 F[ 2N/ 
In Fig 6.11, the performance of both mixer and six-port architectures is compared. 
The simulation result is in agreement with the theoretical considerations of coherent and 
incoherent detections in Fig 6.9 and Fig6.10. From Fig 6.11 we can see that the six-port 
performance is degrading once the SNR exceeds a certain limit, which results from the 
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power detector square law region limits as discussed in chapter 5. This problem can be 
avoided using detector calibration. Summarizing all the above considerations, the 
theoretical analyses and simulations show that coherent detection is preferred over its 
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Fig. 6.11 The BPSK performance for the IQ mixer and six-port vs. white noise 
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6.4 Bit error rate in the PN code pulse radar mode 
The SS radar mode is a conventional architecture included in the 4 GHz software 
defined radar. The received signal is demodulated with the LO signal, which is 
synchronized with the transmitter. After demodulation, the correlator gives the chip 
delay according to equation (2.9). 
This concept is also used for communication systems, which proves the desired dual-
functionality in combining communication and radar features in one device for the 
proposed software defined radio architecture. Furthermore, the PN code pulse radar [84] 
[85] mode is applied in the 24 GHz software defined radar and was described in Sec. 
4.4.1. Its functionality as a communication system is proposed in [86] but not entirely 
proved and therefore, this section addresses this problem. 
A simulation on the basis of the mixer model developed in Chapter 4 is performed. The 
result is shown in Fig. 6.12. The Bit Error Rate (BER) performance in one single 
channel is evaluated by the simulation. Considering these results we claim that in the 
future also the 24 GHz software defined radar architecture can alsobe used to develop a 
dual-functionality software defined radio combining communication and radar features 
in one device. 
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Fig. 6.12 Simulated BER for a data rate of 20MHz 
6.5 Detection Probability and False-alarm 
As outlined earlier, the software defined radar offers multi-mode operation (FMCW, 
CW, SS, etc). Different thresholds for detection are chosen for each mode. Whenever the 
measured receiver output exceeds the threshold, target detection must have occurred. 
The probability of a false alarm is the probability that noise will cross the threshold. For 
a better understanding, the threshold, the probability of detection, and the probability of 
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Fig. 6.13 The threshold voltage and the detection probability 
The probability density function for stand-alone noise is plotted along with its 
counterpart for a measured target with additive noise. The crosshatched area to the right 
of the threshold voltage VT under the curve for the SNR represents the probability of 
detection, while the double-crosshatched area under the curve for noise alone represents 
the probability of a false alarm. It is important to notice that if VT is increased to reduce 
the probability of a false alarm, the probability of detection is reduced as well. 
The specifications for false-alarm probability of practical radars usually follow from 
customer requirements and depend on the nature of the radar application. In this work, 
targets are measured in an indoor laboratory. In the future, experiments will be 
conducted in outdoor environments, which require a reconsideration of the false-alarm 
probability thresholds. 
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6.6 System limitations of Software defined radar 
In this section we consider the degradation in the performance of software defined 
radar caused by (1) antenna gain, (2) low-noise front-ends, (3) dynamic range, (4) 
system stability, (5) A/D converters, (6) other aspects of digital processing. 
Antenna gain 
Software defined radars use directive antennas with relatively narrow beam widths 
that direct the energy in a particular direction. The antenna gain is an important factor in 
the whole system, as shown in the radar equation in Section 6.1.2. It is used to transmit 
energy to the target and to receive the echo energy. The side lobe levels are used for 
calculating clutter levels and the maximum ranges in the presence of interference or 
jamming. The first elevation side lobe below the main beam is responsible for most of 
the ground clutter. For this reason the side lobe limits are often given in the radar 
specifications. At a certain receiver sensitivity, a larger antenna gain results in a longer 
maximum range. 
Low-noise front-end 
The receiver noise figure is related to the receiver sensitivity, which determines the 
maximum detectable range as shown in Section 6.1. A LNA is used in the receiver to 
reduce noise. The mixer is a key element in the heterodyne receiver converting the RF 
signal to the desired IF band signal. The mixer should have a low conversion loss, little 
additive noise, minimum spurious responses, and it should be insusceptible to burnout. 
The third-order intermodulation product [88] generally affects the dynamic range of the 
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receiver which was also mentioned in Sec. 6.1.2. The Noise that accompanies the LO 
signal in a single-end mixer can appear at the IF frequency because of the nonlinear 
action of the mixer. This noise can be reduced with the help of a filter between the LO 
and the mixer. Another way to eliminate LO noise is by choosing a balanced mixer. In 
addition, a balanced mixer can remove many products resulting from mixer 
intermodulation. 
Dynamic range 
Dynamic range is described as the ratio of the maximum to minimum input signal 
power the receiver can handle within the limits of acceptable amount of gain 
compression. The minimum signal corresponds to the receiver rms noise level which 
depends on the receiver bandwidth. The maximum signal is the signal that corresponds 
to the receiver saturation. 
The mixer is often the limiting factor for receiver dynamic range [89]. The wider the 
bandwidth of the receiver is, the smaller the dynamic range will be because of the higher 
number of mixer intermodulation products (spurious responses) which occur within the 
frequency band. A wide bandwidth, as mentioned in Sec 6.2, also increases the noise 
level, which reduces dynamic range. Large dynamic range may be obtained in some 
radar applications by inserting variable attenuation into the receiver to make the receiver 
avoid overload, but this solution is limited to situations where rapid changes in the input 
signal are not expected. 
System stability 
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Changes in amplitude, frequency, or phase of the oscillators as well as in the 
transmitted signal in the timing can result in uncanceled clutter echoes and cause 
degradation in performance. The phase noise affects the performance of the software 
defined radar, which was shown in Section 6.1.2. LO phase noise can be a serious 
problem to the performance of the radar. Thus, the development and use of stable 
oscillators are important issues. Because there are three modes in the proposed software 
defined radar, a DDS is used. DDS produces one or more frequencies a over wide 
spectrum by translating the stable frequency of a precision frequency source such as a 
crystal-controlled oscillator [90]. It offers the advantage of extremely fast frequency 
switching, small size step in frequency, excellent phase noise, reasonably good spurious 
performance, transient-free (phase continuous) changes in frequency, and flexibility in 
applying modulation. 
A/D converter 
The A/D converter, which converts analog to digital signals, is an important 
component of digital processing [91]. Its performance for radar is determined by the 
number of bits, into which it can quantize a signal, and the sampling rate at which it can 
operate. The number of bits decreases as the sampling rate or bandwidth increases. Thus 
the larger the bandwidth of the signals, the more difficult it is to maintain good 
performance. The A/D converter can sometimes be a limitation in wideband radar or 
when large clutter attenuation is required. Moreover, it exhibits a limited dynamic range 
determining the maximum signal that can be fed into the A/D converter without 
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saturation. Sometimes an automatic gain control (AGC) circuit is inserted before the 
A/D converter in order to avoid saturation. 
Other aspects of digital processing 
In the FMCW radar mode the method of FFT processing plays an important role. 
The range information is contained in the frequency content of the mixer output signal. 
To extract this range information, an FFT is used. Measurements at larger range require 
higher intermediate frequencies to be sampled. To satisfy sampling criteria according to 
the Nyquist theorem, the signal must be sampled at high rates and FFTs of large 
amounts of data are necessary. FFT becomes computationally slower with increasing 
data size, even with custom signal processing systems. For real-time applications it is 
therefore advantageous to limit the maximum processed bandwidth. The standard FFT 
procedure utilizes rectangular windows for the measured data. However, windowing as a 
preprocessing method for FFT leads to an improvement of the measured data. In 
addition, MUSIC and other spectrum estimation methods can be used to improve 
frequency estimation. 
For the CW radar mode, the IQ phase detectors performance depend on the look-up 
table forarctan(6>) . The finer this look-up table is generated in the DSP, the better is the 
accuracy obtained in the range measurement. For the SS radar mode, a correlator is 
usually used. Moreover, SPM, TK operator, and wavelet algorithms are implemented to 
optimize the time delay estimation to less than one chip duration. 
All these optimizing algorithms are based on the availability of a high speed sampling 
frequency in the ADC and a fast signal processing speed in the DSP. Currently, for our 
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system the Texas Instruments DSP Kit is used and it is scheduled to integrate these 
programs into an FPGA in order to accelerate the software defined radar response ability. 
From these key facts it is noticeable that the implementation of the real time applications 
for software defined radar represents a challenge for current hardware and software state 
of the art design. 
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CHAPTER 7 
CONCLUSION AND FUTURE WORK 
In this work, a flexible and reconfigurable software defined radar has been developed 
for use at 4 GHz and 24 GHz. The reconfigurability in this radar consists of the 
following features: the radar employs a dual-frequency CW mode using a phase detector, 
an FMCW mode with a mixer, and an SS radar mode with a phase demodulator. For 
each of these operation modes, a DDS generates the required signal waveforms, which 
brings versatility and flexibility combined with high-speed mode switching into the 
proposed radar system. 
Furthermore, a number of different signal processing algorithms, namely, FFT, 
MUSIC, TK and Wavelet have been applied to the different modulation schemes in 
order to enhance resolution. 
Both six-port and mixer architectures are studied in detail and outlined. The merits of 
the six port receiver architecture are its ability to combine three functions into one single 
device, as well as its low LO power requirements. One of its drawbacks, however, is the 
limited output frequency observed with six-port devices. As a counterpart, traditional 
mixers offer two circuit functions at the same time, while offering a less limited range in 
terms of output frequency. However, with mixers high LO powers are required and only 
IQ mixer are able to detect accurate phase. 
Furthermore, the range resolution and maximum range performance for these 
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different types of radars has been discussed. The FMCW radar is suitable for long range 
measurements, and its resolution depends on the sweep speed of the DDS. A higher 
bandwidth gives more sweep speed and therefore a more accurate range measurement. 
On the contrary, dual frequency CW radar is accurate for short range measurements, 
while its resolution depends on phase accuracy that is determined by the sophisticated 
calibration procedure in the six-port. SS offers an anti-interference measurement for 
long ranges, and its resolution depends on the rate of the PN code. 
Combining all these aspects, composite FMCW/CW/SS measurements have shown 
better accuracy than what could be obtained with a stand-alone FMCW system and 
appears highly suitable for high-precision applications. In addition, software defined SS 
measurement systems provide good interference eliminating capabilities. In terms of 
down-converting architecture, the heterodyne receiver shows excellent performance, but 
the six-port also is good enough and applicable as a demodulator for telecommunication 
systems. The economic viability of this type of ranging system appears to be very 
promising. Most of the current prototype systems have been built using low-cost 
commercial components. A DDS can adjust modulation schemes and frequency shifts, 
which makes it possible to introduce software configurability into the transmitter. 
Furthermore, a DSP provides the corresponsive digital algorithm for certain signals in 
the receiver. The major expense involved in a version suitable for industrial use would 
be in building a compact, synthesized microwave radar with a single front-end design. 
The six-port-based software defined measurement system represents a low-cost 
alternative to the standard FMCW/CW system. Measured distance accuracy is better 
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than 5 cm. The six-port performs coherent detection without the need for balanced 
mixers and precise phase shiners. A major part of the work required in the six-port 
system is the calibration procedure. Also, range measurements as short as decimeters are 
possible without additional difficulty. The suitability of the six-port technology for 
complex modulation schemes and the competitiveness of the dynamic properties have 
been shown. 
Major contributions are summarized as follows: 
• Software defined radar has been developed 
• Design of a six-port and IQ mixer based software defined radar 
• Composite FMCW/CW/SS measurements gave an accuracy up to 5 c m 
• Design of a three-tone CW SDR 
• Design of a 24 GHz PN code pulse radar 
• Comparison of FMCW/CW/SS range performance using CMLB 
• Comparison of two system architectures for SDR 
Proposals for future work on SDR include: 
• Finalizing the measurement of the 24 GHz. software defined radar system based 
on IQ mixer. 
• Calibrating the 24 GHz six-port and measuring the 24 GHz six-port based 
software defined radar system. 
• Measuring the 24 GHz radar and radio system based on two different receiver 
architectures. 
• Processing the acquired data from all of these systems and optimize the result. 
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