In this paper, we introduce a new iterative scheme for solving the split common null point problem. We then prove the strong convergence theorem under suitable conditions. Finally, we give some numerical examples for supporting our main results.
Introduction
Let H 1 and H 2 be real Hilbert spaces and T : H 1 → H 2 a bounded linear operator (we denote A * by its adjoint) . Let C and Q be nonempty, closed and convex subsets of H 1 and H 2 , respectively. The split feasibility problem is to find x ∈ C such that T x ∈ Q. In order to solve the split feasibility problem (SFP), Byrne [5] proposed the following iterative algorithm in the framework of Hilbert spaces: x 1 ∈ C and (1.1)
x n+1 = P C (x n − λT * (I − P Q )T x n ), n ≥ 1, which is often called the CQ algorithm, where λ > 0, P C and P Q are the metric projections on C and Q, respectively. It was shown that the sequence {x n } converges weakly to a solution of SFP. Since then several iterations have been invented for solving the SFP (see, for example, [2, 11, 13, 17] ). Let A : H 1 → 2 H1 and B : H 2 → 2 H2 be set-valued mappings. Byrne et al. [6] considered the problem of finding a point z in H 1 such that
where the set of null points of A is defined by A −1 0 = {z ∈ H 1 : 0 ∈ Az}. We know that A −1 0 is closed and convex. This problem is called the split common null point problem and includes the spit feasibility problem as special cases; see also [8] .
In 1953, Mann [10] introduced the following iteration process. Let C be a nonempty , closed and convex subset of a Banach space E. A mapping T : C → C is called nonexpansive if
for all x, y ∈ C. We denote by F (T ) the fixed point set of T . For an initial point x 1 ∈ C, an iteration process {x n } is defined recursively by (1.4)
where {α n } is a sequence in [0,1] and T is a nonexpansive mapping on C.
In 1967, Halpern [7] defined an iteration process as follows: Take x 0 , x 1 ∈ C arbitrarily and define {x n } recursively by (1.5) x n+1 = α n x 0 + (1 − α n )T x n , n ∈ N, where {α n } is a sequence in [0, 1] and T is a nonexpansive mapping on C. A mapping f : C → C is said to be a contraction if there exists α ∈ (0, 1) such that
In 2000, Moudafi [12] introduced the following algorithm: For x 1 ∈ C, define the sequence {x n } by
where {α n } ⊂ (0, 1) and T is a nonexpansive mapping. This method is called the viscosity approximation method. Let H be a Hilbert space and let F be a strictly convex, reflexive and smooth Banach space. Let J F be the duality mapping on F . Let C and D be nonempty, closed and convex subsets of H and F , respectively. Let P C and P D be the metric projections of H onto C and F onto D, respectively. Let T : H → F be a bounded linear operator such that T = 0 and let T * be the adjoint operator of T . Suppose that C ∩ A −1 D = ∅. In 2015, Alsulami and Takahashi [2] defined the following algorithm: For any x 1 ∈ H,
where {β n } ⊂ [0, 1] and r ∈ (0, ∞). It was proved that if
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They introduced the following Halpern's type iteration: For any x 1 ∈ H, (1.10)
where r ∈ (0, ∞), {α n } ⊂ (0, 1) and {β n } ⊂ (0, 1). It was proved that if
where a, b ∈ R. Then {x n } converges strongly to a point
Recently, using the idea of Halpern's iteration, Alofi et al. [1] proved the following strong convergence theorem for finding a solution of the split common null point problem in Banach spaces. 
Let {u n } be a sequence in H such that u n → u. Let x 1 = x ∈ H and let {x n } ⊂ H be a sequence generated by
for all n ∈ N, where {λ n }, {µ n } ⊂ (0, ∞), {α n } ⊂ (0, 1) and {β n } ⊂ (0, 1) satisfy the following conditions
Motivated by the previous works, we introduce a new iterative scheme for solving the split common null point problem. We then prove the strong convergence theorem under suitable conditions. Finally, we give some numerical examples for supporting our main results.
Preliminaries and lemmas
Let H be a real Hilbert space with inner product ·, · and norm · , respectively. For x, y ∈ H and λ ∈ R, we know from [15] that
Furthermore, for x, y, u, v ∈ H,
The nearest point projection of a nonempty, closed and convex set C is denoted by P C , that is, x − P C x ≤ x − y for all x ∈ H and y ∈ C. Such P C is called the metric projection of H onto C. We know the metric projection P C is firmly nonexpansive, i.e., (2.4)
for all x, y ∈ H. Moreover x − P C x, y − P C x ≤ 0 holds for all x ∈ H and y ∈ C; see [15] . Let E be a real Banach space with norm · and let E * be the dual space of E. We denote the value of y * ∈ E * at x ∈ E by x, y * . When {x n } is a sequence in E, we denote the strong convergence of {x n } to x ∈ E by x n → x and the weak convergence by x n ⇀ x. The modulus δ of convexity of E is defined by
for every ǫ with 0 ≤ ǫ ≤ 2. A Banach space E is said to be uniformly convex if δ(ǫ) > 0. It is known that a Banach space E is uniformly convex if and only if for any two sequences {x n } and {y n } in E such that lim n→∞ x n = lim n→∞ y n = 1 and lim
lim n→∞ x n − y n = 0 holds. A uniformly convex Banach space is strictly convex and reflexive.
The duality mapping J from E into 2 E * is defined by
for every x ∈ E. Let U = {x ∈ E : x = 1}. The norm of E is said to be Gâteaux differentiable if for each x, y ∈ U , the limit (2.8) lim t→0
x + ty − x t exists. In this case, E is called smooth. We know that E is smooth if and only if J is a single-valued mapping of E into E * . We also know that E is reflexive if and only if J is surjective, and E is strictly convex if and only if J is one-to-one Therefore, if E is a smooth, strictly convex and reflexive Banach space, then J c AGT, UPV, 2017 is a single-valued bijection and in this case, the inverse mapping J −1 coincides with the duality mapping J * on E * . For more details, see [14, 16] . Let C be a nonempty, closed and convex subset of a strictly convex and reflexive Banach space E. Then we know that for any x ∈ E, there exists a unique element z ∈ C such that x − z ≤ x − y for all y ∈ C. Putting z = P C x, we call P C the metric projection of E onto C.
Lemma 2.1 ([16])
. Let E be a smooth, strictly convex and reflexive Banach space. Let C be a nonempty, closed and convex subset of E, and let x 1 ∈ E and z ∈ C Then, the following conditions are equivalent:
(
Let E be a Banach space and let A be a mapping of E into 2
* ∈ Ax, and v * ∈ Ay. A monotone operator A on E is said to be maximal if its graph is not properly contained in the graph of any other monotone operator on E. The following theorem is due to Browder [4] ; see also [14] .
Lemma 2.2 ([4])
. Let E be a uniformly convex and smooth Banach space and let J be the duality mapping on E into E * . Let A be a monotone operator of E into 2 E * . Then A is maximal if and only for any r > 0,
where R(J + rA) is the range of J + rA.
Let E be a uniformly convex and smooth Banach space with a Gâteaux differentiable norm and let A be a monotone operator of E into 2 E * . For all x ∈ E and r > 0, we consider the following equation
This equation has a unique solution x r . We define J r by x r = J r x. Such J r where r > 0 are called the metric resolvent of A. In a Hilbert space H, the metric resolvent J r of A is simply called the resolvent of A. We also know the following lemmas: 3, 18] ). Let {s n } be a sequence of nonnegative real numbers, let {α n } be a sequence in [0, 1] with ∞ n=1 α n = ∞, let {β n } be a sequence of nonnegative real numbers with ∞ n=1 β n < ∞ and {γ n } be a sequence of real numbers with lim sup n→∞ γ n ≤ 0. Suppose that 
Define the sequence {τ (n)} n>n0 of integers as follows:
where n 0 ∈ N such that {k ≤ n 0 : Γ k < Γ k+1 } = ∅. Then, the following hold:
Main results
In this section, we prove strong convergence theorems for finding a solution of the split common null point problem in Banach spaces. 
for all n ∈ N, where {µ n }, {λ n } ⊂ (0, ∞), {α n } ⊂ (0, 1), {β n } ⊂ (0, 1) and {γ n } ⊂ (0, 1) satisfy the following conditions:
3) lim n→∞ α n = 0 and
Proof. Put z n = J λn (I − λ n T * J F (I − Q µn )T )x n for all n ∈ N and let z ∈ A −1 0 ∩ T −1 (B −1 0). We have that z = J λn z and T z = Q µn T z for all n ∈ N.
Since J λn is nonexpansive, we have
Since 0 < λ n T 2 < 2, it follows that z n − z ≤ x n − z for all n ∈ N. So we obtain
By induction, we conclude that {x n } is bounded. So are {T x n }, {z n } and {y n }. (3.6) which implies that
It follows that
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Using (2.3) and (3.10), we have (3.11)
Putting Γ n = x n − z 0 2 for all n ∈ N, we see that
We note that
This shows that
Hence by (3.12) and (3.14), we have
So we obtain
We next split the proof into two cases. Case 1: Suppose that there exists a natural number N such that Γ n+1 ≤ Γ n for all n ≥ N . In this case, lim n→∞ Γ n exists and then lim n→∞ (Γ n+1 −Γ n ) = 0. Since lim n→∞ α n = 0 and 0 < c ≤ γ n ≤ d < 1, by (3.16), we have lim n→∞ z n − x n = 0. We next show that lim sup n→∞ f (z 0 ) − z 0 , z n − z 0 ≤ 0. Put
Then without loss of generality, there exists a subsequence {z ni } of {z n } such that l = lim i→∞ f (z 0 ) − z 0 , z ni − z 0 and {z ni } converges weakly to some point w ∈ H. Since x n − z n → 0, we also have that {x ni } converges weakly to w ∈ H. On the other hand, from (3.4) we have
Then since x n − z n → 0 and 0 < a ≤ λ n T 2 ≤ b < 2,
Since {x ni } converges weakly to w ∈ H and T is bounded and linear, we also have {T x ni } converges weakly to T w. Using this and lim n→∞ T x n − Q µn T x n = 0, we have that Q µn i T x ni ⇀ T w. Since Q µn is the metric resolvent of B for µ n > 0, we have that
∈ BQ µn T x n for all n ∈ N. By the monotonicity of B we obtain
Because B is maximal monotone, we have T w ∈ B −1 0. This implies that
Since A is monotone, we have that for (u, v) ∈ A,
which implies that
Replacing n by n i , we have
On the other hand, we see that Case 2. Suppose that there exists a subsequence {Γ ni } of the sequence {Γ ni } such that Γ ni ≤ Γ ni+1 for all i ∈ N. In this case, we define τ : N → N by
Then by Lemma 2.6 we have Γ τ (n) < Γ τ (n)+1 . Thus by (3.16) we have for all n ∈ N,
Using lim n→∞ α n = 0 and 0 < c ≤ γ n ≤ d < 1, we have
As in the proof of Case 1, we can show that
So we have
Without loss of generality, there exists a subsequence {z τ (ni) } of {z τ (n) } such that
and {z τ (ni) } converges weakly to some point w ∈ H. As in the proof of Case 1, we can show that
As in the proof of Case 1, we also obtain
It is easily seen that
> 0. Then we have
and hence x τ (n) − z 0 → 0 as n → ∞. Thus x τ (n)+1 − z 0 → 0 as n → ∞. By Lemma 2.6, we obtain
as n → ∞. This completes the proof.
Examples and numerical results
In this section, we give examples including its numerical results for supporting our main theorem.
Let F : R → R be defined by F (x) = ω|x| − ln(1 + ω|x|).
and T x = x . We aim to find the minimizers of F and G. Using algorithm (3.1), we have the following numerical results: Table 1 . Table 2 . Table 2 .
From Table 2 , we see that 
