The current study used whole-head anatomically constrained magnetoencephalography (aMEG) to spatiotemporally map brain responses while subjects made abstract/concrete judgments on visually presented words. Both word types evoked a similar posterior-to-anterior sequence of cortical recruitment involving occipital, temporal, parietal, and frontal areas from ϳ 100 to 900 ms poststimulus. A prominent left temporofrontal N400m was smaller to abstract words, while the right temporal N400m was smaller to concrete words, suggesting that differences may exist in their semantic representation. The left temporofrontal decrease for abstract words is consistent with EEG studies, indicating a smaller N400 for abstract words based on a more extensive or accessible lexicosemantic network. Furthermore, the N400m peaked at ϳ420 ms and was followed by a large right hemisphere medial occipitoparietal as well as lateral parietal response to concrete words peaking at ϳ550 ms, perhaps embodying imagistic processing. These data suggest that words may be initially understood using a left-lateralized (frontotemporal) verbal-linguistic system that for concrete words is supplemented after a short delay by a right parietal and medial occipital imagistic network. Hum Brain Mapp 28:355-362, 2007.
INTRODUCTION
Abstract words (e.g., curiosity and justice) are difficult to visualize and in general refer to ideas or concepts. Concrete words, such as building and ocean, describe tangible entities and are easily perceived as mental images. Behavioral studies have demonstrated differences in response times and accuracy with respect to abstract and concrete words [Day, 1977; Kroll and Merves, 1986] . Two models have been advanced to explain such findings. In the dual-coding theory [Paivio, 1991] , both concrete and abstract words are understood using a verbal-linguistic semantic system, while concrete words use an additional nonverbal-imagistic system. This dual coding of concrete words results in faster reaction times. In the context-availability model [Schwanenflugel et al., 1992] , both concrete and abstract words are processed within the same semantic system with the reaction time advantage for concrete words being explained by stronger links to contextual information in semantic memory. Thus, the dual-coding model predicts qualitative differences in the distribution of semantic memory traces, while the contextavailability model predicts only quantitative differences.
Using event-related EEG averages, several studies have found that concrete and abstract words evoke different scalp topographies, and thus at least partially distinct cortical generators [Kounios and Holcomb, 1994; Holcomb et al., 1999; Swaab et al., 2002] . Two differences were found. The first was a negativity peaking at ϳ 400 ms that was more right-lateralized and anterior for concrete (vs. abstract) words. This negativity was interpreted as the extensively studied N400 component. The N400 is evoked by words (visual, auditory, or signed) and pronounceable nonwords, occurring in isolation or in sentences; it is inversely proportional to the ease with which the stimulus may be integrated into the current context, being reduced by item repetition, semantic priming, and elevated word frequency [for reviews, see Kutas and Hillyard, 1984; Halgren, 1990] . The finding of different N400 scalp topographies for concrete and abstract words was taken as evidence for dual-coding theories, suggesting that at least partially distinct semantic systems exist for the processing of these words [Holcomb et al., 1999] . Secondly, a later component, termed the N700, was modulated for concrete word processing only; this component was interpreted as reflecting imagistic processing [West and Holcomb, 2000] . Although these studies were important in demonstrating processing dissociations between concrete vs. abstract words, they lacked anatomical source localization.
Like EEG, magnetoencephalography (MEG) provides millisecond resolution and has similar cortical generators . Several recent studies have found MEG activity with similar task correlates and latency to the N400 component [Simos et al., 1997; Helenius et al., 1998; Dale et al., 2000; Halgren et al., 2002; Penney et al., 2003; Puregger et al., 2003; Pylkkanen and Marantz, 2003 ]. This N400m decreases with repetition priming, word order, or semantic context. It is evoked by both auditory and visual words, as well as word stems, presented in isolation or in sentences, in a variety of tasks. Studies utilizing whole-head MEG and distributed noise-normalized source modeling have consistently localized the N400m to frontotemporal (left Ͼ right) areas [Dale et al., 2000; Dhond et al., 2001; Halgren et al., 2002; Marinkovic et al., 2003 ]. These areas have previously been shown to generate N400-like activity in depth electrodes chronically implanted prior to surgical therapy [Halgren et al., 1994a [Halgren et al., , 1994b .
In the present study, we used anatomically constrained whole-head MEG to determine the spatiotemporal dynamics of cortical response underlying abstract and concrete word reading. A concrete/abstract judgment task was used because previous studies indicated that these produce ERP differences that are similar, but larger, than those produced by a more neutral task such as lexical decision [Kounios and Holcomb, 1994] .
MATERIALS AND METHODS

Subjects, Task, and Stimulus Presentation
Subjects consisted of 10 normal right-handed native English-speaking males 18 -30 years of age (Edinburgh Inventory [Oldfield, 1971] ). Subjects had no history of mental or physical illness, head injuries, or drug/alcohol dependence/ abuse and were further screened for MEG artifacts due to dental work or excessive eye blinks.
During the task, subjects were instructed to read silently individually presented words and to indicate whether they were "abstract" or "concrete" by lifting either left middle or index finger, respectively. Subjects were shown 240 abstract words randomly intermixed with 240 concrete words. Words were roughly matched in their number of letters with abstract (mean Ϯ standard error, 6.81 Ϯ 0.10), being slightly longer than concrete (5.61 Ϯ 0.10; t(473) ϭ 8.64; P Ͻ 0.001). Both word types had high imageability ratings (used when available), but concrete words (576.21 Ϯ 3.1) were on average higher than abstract (400.77 Ϯ 5.9) words (t(359) ϭ 27.78; P Ͻ 0.001) [Coltheart, 1981] . During task presentation, abstract and concrete words were both of medium frequency (55.01 Ϯ 5.9 for abstract, 33.79 Ϯ 3.4 for concrete [Kucera and Francis, 1967] ; t(454) ϭ 3.121; P Ͻ 0.002). To evaluate differences between abstract and concrete word processing, trials were reaveraged prior to subtraction so that the average word frequency within each category was 33 words per million and only trials where subjects responded correctly were used. During the task, word stimuli were presented in Geneva font as white letters on a black background using Mac Probe software [Hunt, 1994] . Words were presented in the central 5% of visual angle for 700 ms. Between word presentations, subjects were asked to fixate on a central ϩ sign. The interval between onset of successive words was fixed at 2 s. The mapping analysis was performed from stimulus onset to 1,000 ms poststimulus and a 500 ms prestimulus baseline was used.
MEG Recording
MEG was recorded using a Neuromag VectorView (Elekta, Stockholm, Sweden) with 204 gradiometer channels covering the entire scalp. MEG recordings took place within a magnetically shielded room (IMEDCO, Hagendorf, Switzerland). Signals were sampled at 601 Hz after filtering from 0.1 to 200 Hz. Data were low-pass-filtered at 20 Hz and separate averages of each condition were constructed for all subjects. Trials were rejected from analysis based on amplitude criteria supplemented by visual inspection for contamination by artifacts (identified as peak-to-peak amplitude Ͼ 5,000 fT/cm in any channel) or eye blinks (Ͼ 200 V in the EOG electrode). Head movement was minimized using an individually molded bite bar [Marinkovic et al., 2006] .
Cortical Surface Reconstruction
A geometrical representation of the cortical surface of each subject was obtained using procedures described pre- [Dale et al., 1999; Fischl et al., 1999a] . First, highresolution 3-D T1-weighted structural images were acquired for each subject using a 1.5T Picker Eclipse (Marconi Medical, Cleveland, OH). Then, the cortical white matter was segmented, and the estimated border between gray and white matter was tessellated, providing a topologically correct representation of the surface with about 150,000 vertices per hemisphere. For the inverse computation, the cortical surface was decimated to approximately 3,000 dipoles, which is roughly equivalent to 1 dipole every 10 mm along the cortical surface. Finally, the folded surface tessellation was "inflated" in order to unfold cortical sulci, thereby providing a convenient format for visualizing cortical response patterns [Dale et al., 1999; Fischl et al., 1999a] . For purposes of intersubject averaging, the reconstructed surface for each subject was morphed into an average spherical representation, optimally aligning sulcal and gyral features across subjects while minimizing metric distortions and shear [Fischl et al., 1999a] , and MEG response power was mapped onto an average sulcal-gyral pattern. Compared to volumetric morphing into Talairach [Collins et al., 1994] space, this method has been found to provide better alignment across subjects of functional activation in a verbal task [Fischl et al., 1999b] and allows direct localization to regular gyri.
Forward Solution
The boundary element method (BEM) was used for calculating the signal expected at each MEG sensor for each dipole location [deMunck, 1992; Oostendorp and Van Oosterom, 1992] . The computation of the MEG forward solution has been shown to only require the inner skull boundary to achieve an accurate solution Hämäläinen and Sarvas, 1989] . The T1-weighted MRI described above was used for construction of the inner skull surface. The MEG sensor coordinate system was aligned with the MRI coordinate system using four head position (HPI) coils attached to cardinal locations on the scalp [Hämäläinen et al., 1993] . The HPI coils generate weak magnetic signals, allowing them to be directly localized by the MEG sensors before and after the recording session. The positions of the HPI coils with respect to the subject's head (and thus MRI) are determined by measuring ϳ 80 points (including the HPI coils) around the head using a Polhemus FastTrack 3-D digitizer. These digitized points were later registered with the MRI image. Since the HPI coils were thus localized with respect to both the MEG sensors and the structural MRI, a common coordinate system was established, allowing neural response to be estimated for each cortical location.
Inverse Solution
To estimate the time courses of cortical response, we used the noise-normalized, anatomically constrained linear estimation approach described by Dale et al. [2000] . This approach is similar to the generalized least-squares or weighted minimum norm solution [Hämäläinen and Ilmoniemi, 1984] , except that the modeled sources were constrained to lie in the cortical surface (as determined above) [Dale and Sereno, 1993] , and the estimate was normalized for noise sensitivity such that source signal-to-noise ratio rather than current dipole moment was mapped [Dale et al., 2000] . The noise normalization also has the effect of greatly reducing the variation in the point-spread function between locations [Liu et al., 2002] . This approach provides statistical parametric maps of cortical response, similar to the statistical maps typically generated using fMRI, or PET data, but with a temporal resolution of 5 ms or less. Note that although the noise-normalized values are not identical to the source current estimates, these values are directly proportional to the current power estimated for a given site. This is a consequence of the fact that the noise-normalized value is calculated as the ratio between the time variant signal power and the time invariant noise power.
Since in the current study, no a priori assumptions were made about the local dipole orientation, three components were calculated for each location. The noise-normalized estimate of the source power (sum of squared source component strengths) at location i is given by
where G i is the set of (three) dipole component indexes for the ith location, and W i denotes the ith row of the inverse operator W [Dale and Sereno, 1993; Liu et al., 1998; Dale et al., 2000] . The noise covariance matrix C for all conditions was estimated from the baseline of the raw signals after all filtering is applied. For the comparisons (i.e., abstract vs. concrete), the waveforms of the individual conditions were subtracted prior to estimating the differential source activity pattern. Both nonsubtracted and subtracted conditions were tested for the null hypothesis that the signal was noise. Under the null hypothesis, q i (t) is F-distributed, with three degrees of freedom for the numerator and a large number of degrees of freedom for the denominator (about 160,000 time points per sensor were used to estimate the spatial sensor noise covariance). Noise sensitivity-normalized cortical surface-constrained minimum norm inverse solutions were calculated every 5 ms for every condition and every individual. The square roots of these values were then averaged on the cortical surface across individuals after aligning their sulcal-gyral patterns. The square root was used in order to de-emphasize outliers and ensure that the result is linearly proportional to the magnitude of the estimated sources [Dale et al., 2000; Dhond et al., 2001] . The distribution under the null hypothesis of the averaged estimates was estimated using Monte Carlo simulations in order to obtain significance thresholds. Figure 1 shows the posterior-to-anterior progression of response to abstract and concrete words, while Figure 2 demonstrates differences between these conditions. For Figure 1 , the same significance scales were used for both abstract and concrete words. For both Figures 1 and 2 , the minimum significance values were P Ͻ 10 Ϫ7 for threshold, P Ͻ 10 Ϫ9 indicated by full red. The statistical values were chosen to maximize the dynamic range of the color scale, and the statistical thresholds were chosen to correct conservatively for the number of comparisons being performed. Figure 3 shows average time courses for the indicated areas smoothed over 10-ms intervals.
It should also be noted that MEG gradiometer data in this study are unlikely to reveal responses that can be confidently assigned to deep noncortical structures. These structures lack the synaptic/dendritic arrangements necessary to generate large MEG signals. Furthermore, they are far from the sensors, and MEG gradiometer signals decline greatly with distance. Although subcortical responses can sometimes be detected by MEG, this usually requires a large number of averages, i.e., Ͼ 1,000, and a lack of response in overlying generators (such as may occur at very short latencies prior to cortical involvement). In contrast, the current study examines response at relatively long latencies and averaged across relatively fewer trials. For these reasons, deep noncortical structures such as the basal ganglia and corpus callosum are not included as sources in the spatiotemporal maps of the medial and ventral surfaces. In general, it must be borne in mind that the estimation of electromagnetic sources from extracranial data is dependent on prior assumptions.
RESULTS
Behavioral Data
Average response times were longer for abstract (1,164 Ϯ 147 ms) than concrete (1,045 Ϯ 120 ms) words, with t(9) ϭ 5.82 and P Ͻ 0.0001. Subjects responded 76.47% correct for abstract words and 95.64% correct for concrete words.
Overall Brain Response Pattern During Abstract/ Concrete Word Reading
Brain responses to abstract and concrete word presentations demonstrated similar posterior-to-anterior sequences of cortical recruitment as shown in Figure 1 .
Response first occurred bilaterally at ϳ 90 ms poststimulus within the occipital pole and calcarine sulcus, then spread to anteroventral occipital cortex corresponding approximately to Brodmann area 19 (ϳ BA 19, left Ͼ right) by ϳ 135 ms. At ϳ 200 ms, response was strongest within left temporoparietal and occipitotemporal (ventral ϳ BA 37/19), followed by anterior and lateral temporal (ϳ BA 38, 20, 21) regions. Response within the left ventral (ϳ BA 11/47) and lateral (ϳ BA 45, 44, 9, 46, 25) prefrontal cortices peaked at ϳ 400 ms. At this time, there was also strong bilateral recruitment of medial cortices, including the posterior cingulate area (also retrosplenial cortex), the precuneus (ϳ BA 7/31), and medial occipital cortex (ϳ BA 17/18). By ϳ 700 ms, activity had strongly decreased in many areas but remained prominent within anterior frontotemporal, as well as medial occipitoparietal cortical areas.
Differential Response Between Abstract and Concrete Words
Differential response between abstract and concrete words is mapped in Figure 2 . Locations with significantly different response are displayed on the cortical surface at latencies of ϳ 330, ϳ 465, and ϳ 550 ms. Areas prominently involved included left prefrontal, bilateral anterior temporal, left lateral temporal, right lateral and medial parietal, and posterior cingulate areas (including retrosplenial cortex).
In Figure 3 , time courses of the responses to concrete and abstract words are shown for selected regions. The spread of activity from the occipital pole was seen as a sharp rise from Main sequence of cortical response during abstract and concrete word reading: both word conditions demonstrated similar cortical response patterns beginning with the bilateral visual response at ϳ90 ms within occipital cortex (yellow arrow). By ϳ135 ms, response moved anteriorly to occipitotemporal regions (left Ͼ right, green arrow), and at ϳ200 ms was strongest within posterior and lateral temporal cortex (purple arrow). At ϳ400 ms, response was strong within ventral and lateral prefrontal regions (left Ͼ right) as well as anterolateral temporal cortex (blue arrows) similar to that seen for the N400m [Halgren et al., 2002] . During this time, there was also strong bilateral response within anterior and posterior cingulate areas. Activity was also prominent in bilateral medial occipital cortex. At ϳ700 ms, activity remained prominent within anterior frontotemporal and medial occipitoparietal (orange arrows) cortical areas. In the current figure, threshold values are the same for both abstract and concrete words with a minimum significance for response of P Ͻ 10 Ϫ7 and full red indicating a minimum of P Ͻ 10 Ϫ9 .
baseline, occurring at progressively longer latencies in more anterior locations. This sharp rise peaked also at increasingly longer latencies in anterior locations (in the order occipital, parietal, anterior temporal, and prefrontal). For example, the initial occipital response begins at ϳ 90 ms and peaks at ϳ 150, whereas the initial anterior temporal response begins at ϳ 100 ms and peaks at ϳ 210. These initial responses do not differentiate between abstract and concrete words. The Time courses for selected locations, estimated for concrete (red) and abstract (black) words: the initial response peak at ϳ 135 ms in lateral occipital, ϳ 180 ms in parietal, ϳ 210 ms in temporal, and ϳ 230 ms in frontal cortices (purple arrows), is equal to concrete and abstract words, and is followed by sustained distributed procession in all brain areas. Four phases of differential response are then observed: left frontotemporal peak at ϳ 400 ms, larger to concrete (red arrows, a typical N400m); right anterior temporal, slightly later and with opposite modulation (i.e., larger to abstract words, orange arrow); right parietal, both medial and lateral, as well as medial occipital, later and stronger to concrete words (blue arrows); and a reversed modulation after ϳ 650 ms of the left frontotemporal N400m (green arrows). The scale bars indicate a significance level of P Ͻ 10 Ϫ9 .
Figure 2.
Estimated cortical sources of differential responses to abstract vs. concrete words: significant differences are first seen at ϳ 330 ms poststimulus within left prefrontal, right lateral parietal, medial parietal areas, and right ventral temporal cortex. Differential responses continue to increase (465 ms) and by ϳ 550 ms are strongest within left lateral prefrontal (yellow arrow), left ventral prefrontal (purple arrow), left and right anterior temporal (green arrows), right medial parietal (lower blue arrow), and right lateral parietotemporal areas (upper blue arrow). It is possible that response modulations reflect interhemispheric cooperation between frontotemporal (semantic integration) and right medial/ lateral parietal (imagery) networks. In the current figure, the significance threshold for response is P Ͻ 10 Ϫ7 with full red indicating a significance of P Ͻ 10
Ϫ9
. differential response that occurred between word types was most prominent in left anterior temporal, ventral, and lateral prefrontal areas, peaking at ϳ 400 ms. This response was larger to concrete words, but after ϳ 620 ms, response in the same areas became larger to abstract words. At a slightly longer latency (peak ϳ 500 ms) in the right anterior temporal lobe, the response was larger to abstract words and did not reverse. A large sustained differential response was also present in right medial and lateral parietal sites as well as the right retrosplenial and medial occipital cortex. These did not peak until ϳ 550 ms.
DISCUSSION
General Spatiotemporal Pattern Underlying Abstract and Concrete Word Reading
Overall, the spatiotemporal cortical response patterns supporting abstract and concrete word reading were similar and involved a common distributed cortical network (Fig.  1) . Cortical regions were recruited in a posterior-to-anterior sequence, and following ϳ 250 ms poststimulus, multiple areas within occipital, temporal, parietal, and frontal cortex were simultaneously active and remained so for hundreds of milliseconds. This pattern of response has been seen previously within numerous aMEG studies investigating language processing [Dale et al., 2000; Dhond et al., 2001; Halgren et al., 2002; Marinkovic et al., 2003] and is also supported by intracranial EEG data [Halgren et al., 1994a [Halgren et al., , 1994b McCarthy et al., 1995; Nobre and McCarthy, 1995] .
Following the initial bilateral response in the occipital pole, by ϳ 135 ms, left-lateralized activity was significant in anteroventral occipital areas implicated in form processing of words [Tarkiainen et al., 1999 [Tarkiainen et al., , 2002 Cohen et al., 2000; Dhond et al., 2001; Marinkovic et al., 2003 ]. This activity continued to advance along the ventral visual pathway and in addition, at ϳ 200 ms, was also prominent in classical posterior language areas, including temporoparietal regions implicated in phonological processing [Rumsey et al., 1997; Paulesu et al., 2000; Price, 2000] . Later responses were predominantly in anterior temporal, left prefrontal, and right parietal regions that also showed differential responses to abstract versus concrete words and are discussed below. The differential response occurred in areas that were already active, consistent with it representing a network interaction [Dale et al., 2000] .
Differential Responses to Abstract and Concrete Words: Modulation of Left Hemisphere Semantic and Right Hemisphere Imagery-Related Areas
In this study, left frontotemporal areas previously associated with the N400 in iEEG and aMEG studies responded more to concrete than to abstract words, beginning at ϳ 330 ms, peaking shortly after 400 ms. Conversely, right anterior temporal areas also previously associated with the N400m demonstrated an increased response to abstract words. Furthermore, peaking at slightly longer latencies (ϳ 550 ms), right medial occipitotemporal and lateral parietal areas, often associated with imagery, demonstrated more significant response for concrete words. Previously, differences in the N400 scalp distribution evoked by concrete versus abstract words have been taken as evidence for the existence of multiple representations of meaning, imagistic and nonimagistic [Kounios and Holcomb, 1994; Holcomb et al., 1999; West and Holcomb, 2000] . The present data confirm these studies in finding different topographies for the MEG response to abstract versus concrete words and further suggest that these differences may be due to a stronger nonimagistic representation (left hemisphere) for abstract words and a stronger imagistic representation (right hemisphere) for concrete words.
The N400 is triggered by potentially meaningful stimuli and is thought to embody processing within an associative semantic network encompassing the integration of the current event with an ongoing context. A decreased N400 is observed when lexicosemantic integration with the current context is facilitated by contextual congruity, semantic and repetition priming, late sentence position, or elevated word frequency [Halgren, 1990; Kutas and Federmeier, 2000] . In the present task, abstract and concrete words were presented in random order so their cognitive context was equated. The average word frequency of the lists was also matched for assessment of spatiotemporal differences. Furthermore, all words were presented only once and were unrelated so neither semantic nor repetition priming would be expected. Collectively, this suggests that the decreased left N400m to abstract words represents a more efficient or extensive representation for these words within frontotemporal networks. Analogously, it may be inferred that the relatively decreased right N400m to concrete words represents a more efficient or extensive representation within right hemisphere networks. Our findings of increased engagement of left frontotemporal areas for concrete words and of right temporal areas for abstract words is supported by hemodynamic studies. Specifically, greater activation of left temporal areas for concrete words has been found with PET [Noppeney and Price, 2002] as well as fMRI [Fiebach and Friederici, 2004] . Stronger activation of right temporal areas by abstract (vs. concrete) words has also been demonstrated [Mellet et al., 1998; Kiehl et al., 1999; Perani et al., 1999] . Collectively, the current results are consistent with some specialization of frontotemporal lexicosemantic networks with the left hemisphere areas representing abstract words more efficiently, and right hemisphere networks representing concrete words more efficiently.
Subsequent to the N400 effects, and peaking at ϳ 550 ms, right medial occipitoparietal and lateral parietal areas demonstrated more significant response for concrete words. Hemodynamic studies have demonstrated imagery-related activation within right parietotemporal areas during the processing of concrete [Dehghani et al., 2004] or animal words [Lambert et al., 2002] in comparison with abstract words. The precuneus has also been implicated in mental imagery [Grasby, 1993; Shallice et al., 1994] , though it is possible that this area is also involved in more general retrieval processes [Buckner et al., 1996; Krause et al., 1999; Schmidt et al., 2002] . Furthermore, there was significant differential response within the right medial occipital cortex (anterior portions of the calcarine sulcus). Studies have suggested that primary visual areas may partici-pate mental imagery [for review, see Kosslyn et al., 2001] . In the present study, the increased right medial occipitoparietal and lateral parietal responses to concrete words (ϳ 400 -700 ms) suggest that their greater imageability allows them to engage additional encoding processes.
Strong abstract/concrete differences within right parietal areas occurred at longer latencies than those seen within left hemisphere frontotemporal areas. However, the duration of these responses are temporally overlapping and presumably support different underlying processes that may interact. In particular, the early results of lexicosemantic processing in frontotemporal areas began to diverge for abstract/concrete words at ϳ 300 ms; this may have led to the selective engagement of occipitoparietal and lateral parietal areas, possibly supporting imagery, for concrete words at ϳ 400 ms (when abstract/concrete waveforms began to diverge there). The differential response to concrete words in occipitoparietal and lateral parietal areas peaks at ϳ 550 ms, subsequently at ϳ 650 ms the differential response in left frontotemporal areas reverses. One possibility is that the right occipitoparietal imagery-related processing may contribute information to the frontotemporal N400m, thus leading to a faster termination of the N400m to concrete words and ultimately a faster reaction time.
We found that all words evoked the typical sequence of cortical recruitment observed in previous studies of word reading, thus lending support for the existence of a common distributed intracortical network underlying word reading. However, the amplitude and time course of the left frontotemporal N400m were different between abstract and concrete words. In addition, later right medial occipitoparietal and lateral parietal processes were larger for concrete words. These results were interpreted as indicating that although the same anatomically extended frontotemporal lexicosemantic network is used to encode concrete and abstract words, different parts of the network are relatively more specialized for either concrete or abstract words. Furthermore, the results suggest that right parietal and occipital imagistic processing contributes to the later parts of the lexicosemantic encoding for concrete words, allowing it to conclude successfully sooner than abstract words, resulting in their reaction time advantage.
