The thermodynamical entropy of a system which consists of different kinds of ideal gases is known to be defined successfully in the case when the differences are described by classical or quantum theory. Since these theories are special examples in the framework of generalized probabilistic theories (GPTs), it is natural to generalize the definition of the thermodynamical entropy to systems where the internal degrees of particles are described by other possible theories. In this paper, we consider in GPTs a family of the regular polygon theories, which can be regarded as intermediate theories between classical and quantum theory, and prove that the operationally natural thermodynamical entropy of mixing does not exist in those theories.
I. INTRODUCTION
The concept of entropy plays an important role in thermodynamics. It is possible to calculate the thermodynamical entropy of a mixture of classically different kinds of particles (such like mixture of nitrogens and oxygens), and similar ideas were applied by von Neumann to the case when the system was composed of particles with different quantum internal states [1] . On the other hand, both classical and quantum theories can be classified as special cases of generalized probabilistic theories (GPTs) (see e.g. [2] ), which have an advantage in that they operationally and intuitively describe the physical experiments. There are researches which aim to introduce and investigate the concept of entropy in GPTs from informational perspectives [3, 4] . Some entropies are defined in all theories of GPTs and proved to satisfy some information-theoretical properties there. Meanwhile, there are also researches referring to the thermodynamical entropy of mixing in GPTs [5, 6] , but the entropy is defined in or applied to some restricted theories of GPTs in those researches.
In GPTs, a state of certain classical system is described by an element of a triangle-shaped state space. On the other hand, a state of the simplest quantum system, the two-level system or qubit, is expressed by an element of the Bloch ball. In the study of GPTs, this ball is often substituted by a circle which is its two-dimensional counterpart [7] . Thus, one can introduce theories whose state spaces are in the shapes of regular polygons as describing the intermediate theories between classical and quantum theories in the framework of GPTs. In this paper, we consider the thermodynamical entropy of mixing in those theories, and prove that the operational thermodynamical entropy of a mixture of ideal particles with different internal states described by one of the regular polygon theories in GPTs exists if and only if the theory is either classical or quantum. More precisely, we show that the * Electronic address: takakura.ryo.27v@st.kyoto-u.ac.jp thermodynamical entropy of mixing satisfying conditions imposed in [5] , where concrete operational construction of the entropy is given as von Neumann did under the assumption of the existence of the semipermeable membranes, does not exist in all the regular polygon theories except for quantum and classical ones.
This paper is organized as follows. In Sec.II, we give a short review of GPTs including regular polygon theories, and introduce the thermodynamically natural entropy of mixing according to [5] . We state our main theorem and its brief proof in Sec.III, and note discussion and some future works in Sec.IV.
II. FUNDAMENTAL CONCEPTS

A. GPTs
In this section, we introduce briefly the mathematical framework of GPTs according mainly to [2] . In a physical experiment, we prepare a system being measured, measure a physical quantity, obtain one of the several outcomes (we only consider measurements with finite outcomes in this paper), and repeating this procedure, to obtain statistics about the outcomes.
In the framework of GPTs, states represent preparation procedures of the system, and the set of all states is denoted by Ω, which is called the state space of the system. To describe the concept of probability mixture, the state space Ω should be a convex set embedded in a vector space V , that is, if ω 1 , ω 2 ∈ Ω, then for all 0 ≤ p ≤ 1, pω 1 + (1 − p)ω 2 ∈ Ω, which represents the mixture of two states ω 1 and ω 2 with probability weights p, 1 − p. In this paper, we assume that Ω is finite dimensional and closed, and also assume that V = R d . The extreme points of Ω are called pure states, and the other elements of Ω are called mixed states.
To introduce the notion of measurements in GPTs, we define effects. An effect e is an affine function which maps a state ω into some value e(ω) ∈ [0, 1], which gives the probability of getting a specific outcome in the system prepared in ω. Note that the affinity of effects ensures arXiv:1803.07388v1 [quant-ph] 20 Mar 2018 the concept of probability mixture of states. The set of all effects is called the effect space and denoted by E(Ω), that is, E(Ω) = {e ∈ V * | ∀ω ∈ Ω, 0 ≤ e(ω) ≤ 1}, where V * is the dual space of V . Note that E(Ω) is also a convex set with its natural convex combinations in V * . There exists a special effect in E(Ω), which is called the unit effect. It is denoted by u, and satisfies u(ω) = 1 for all ω ∈ Ω (in this paper, we do not consider the unnormalized states, which are not mapped to 1 by u). It is easy to check u is unique in E(Ω) and is an extreme effect of E(Ω), and if e ∈ E(Ω) then also u − e ∈ E(Ω) (moreover, if e is an extreme effect, then u − e is also an extreme effect). A measurement (with l outcomes) is defined by a set of effects {e 1 , e 2 , · · · , e l } such that e 1 + e 2 + · · · + e l = u, where e i (ω) represents the probability of getting the ith outcome in a system whose state is ω for each i = 1, 2, · · · , l.
A set of m states {ω 1 , ω 2 , · · · , ω m } is called perfectly distinguishable if and only if there exists a measurement {e 1 , e 2 , · · · , e m } such that e i (ω j ) = δ ij , i, j = 1, 2, · · · , m. In general, we can not identify the state of a system by a single measurement. However, for perfectly distinguishable states, there exists a measurement by which we can detect perfectly in which state the system is.
B. n-gon theory in GPTs
Let d, the dimension of the vector space R d , equals to three. Then, both states and effects are represented by three-dimensional Euclidean vectors, and we can take the affine actions of effects on states as Euclidean inner products of those vectors. In this section, we introduce the n-gon theory, where the shape of its state space is the regular polygon with n sides, in accord with [8] .
A physical theory with its state space Ω in R 3 is called the n-gon theory if and only if Ω is the convex hull of n pure(extreme) states
and in the case when n = ∞, the state space is described by an unit circle, whose extreme points are
We express the n-gon state space by Ω n , and do not consider the case when n = 1, 2. The corresponding effect space E(Ω n ) for n = 3, 4, · · · is the convex hull of 0, the unit effect u = t (0, 0, 1), and the other extreme effects
The case when n = 3 corresponds to the classical case, since any mixed state can be decomposed uniquely into the convex combination of pure states in classical physics. By contrast, the case when n = ∞ can be considered as the analog of the qubit case [7] , and therefore we call this theory quantum-like. The round state space represents some equatorial plane of the Bloch ball.
Next, we characterize the perfectly distinguishable states in the n-gon theory. We first consider the case when n is an even number greater than two. Calculating the inner products of pure effects and pure states, we obtain
These see FIG. 1 ).
C. entropy of mixing in the framework of GPTs
In this part, we consider the thermodynamical entropy of mixing in a system composed of ideal gases with different internal degrees of freedom described by GPTs. In thermodynamics, it is well known that a mixture of several classically distinct ideal gases, such like a mixture of ideal hydrogens and nitrogens, causes an increase of entropy. The amount of increase by the mixture can be calculated under the assumption of the existence of semipermeable membranes which distinguish perfectly those particles. We assume in a similar way that if the internal states ω 1 , ω 2 , · · · , ω l described by GPTs are perfectly distinguishable, then there exist semipermeable membranes which can identify completely a state among them without disturbing every ω j (j = 1, 2, · · · , l). From this assumption, we can calculate the entropy of mixing in a system composed of ideal gases which have internal degrees of freedoms described by ω 1 , ω 2 , · · · , ω l in the way shown in [5] (we do not focus on the mechanical part of particles in the following).
We consider ideal gases in thermal equilibrium with its temperature T , volume V , and N particles. All of these N particles are in the same internal state ω = l i=1 p i ω i , where {ω 1 , ω 2 , · · · , ω l } is a perfectly distinguishable set of states, and ∀i, p i ≥ 0, and l i=1 p i = 1, meaning that this system is composed of l different kinds of particles whose internal states are ω 1 , ω 2 , · · · , ω l with probability weights {p 1 , p 2 , · · · , p l }. We note again that in this paper, the classical species of the particles are also regarded as the internal states of them. In this setting, using the method shown in [5] , we can conclude that the thermodynamical entropy of mixing in the system must satisfy
where S(σ) means the per-particle thermodynamical entropy of mixing in the system which consists of particles in the same state σ, and we set the Boltzmann constant k B = 1 (also 0 log 0 = 0). In the process of deriving (1), the continuity of S with respect to states, and the additivity and extensivity of the thermodynamical entropy are assumed. We impose additional assumption that the entropy of any pure state equals to zero, that is, S(σ) = 0 whenever σ is a pure state.
III. MAIN RESULT
Our main result is in the following form :
Theorem. Consider a system in thermal equilibrium composed of ideal gases whose internal states are all described by one of the elements of the n-gon (n ≥ 3) state space Ω n . The (per-particle) thermodynamical entropy of mixing S : Ω n → R satisfying (1) exists if and only if n = 3 or ∞, that is, the state space is classical or quantum-like.
Proof. For n = 3, as stated in II B, any ω ∈ Ω 3 is decomposed uniquely into perfectly distinguishable pure states as ω = pω i (i = 0, 1, 2) are three pure states in Ω 3 and {p, q, 1−p−q} is a probability weight. In this settings, we define S as
This S gives the well-defined entropy satisfying (1). Similarly, when n = ∞, any state has only one decomposition into perfectly distinguishable (pure) states except for the central state of Ω ∞ (the maximally mixed state). For states which are not maximally mixed, we define S as
where we decompose non-maximally-mixed ω ∈ Ω ∞ as ω = pω
We can apply this S to the maximally mixed state, for the probability weights do not depend on the way of decompositions and they are always { 1 2 , 1 2 }. Therefore, we can define successfully the thermodynamical entropy S which meets (1) for n = 3, ∞. In the following, we prove the only if part.
The case when n = 4 was proved in [5] , so we only consider n ≥ 5. At first, we assume n is an even number, and consider the state ω P represented in FIG. 2 , that is,
From II B and II C, we obtain two forms of the thermodynamical entropy of mixing:
which means because we set x ≤ y and s ≤ t in FIG.2. On the other hand, by simple calculations (see Appendix) we obtain
It follows that ( (2) has been proved to be illdefined.
Next, we consider the case when n is an odd number greater than three. We define the state ω A as ω A = ), and consider two states ω Q and ω R shown in FIG. 3 and FIG. 4 , respectively. Then,
and hold. We assume that the entropies of the two states ω Q , ω R are well-defined (so is ω A ). Then,
holds. By elementary geometrical calculations (see Appendix), these equations can be rewritten as
where α = sin π 2n , and the upper and lower sign correspond to the case of n ≡ 3 and n ≡ 1 (mod 4) respectively. From FIG. 5 , we can see that the two forms of S(ω A ) shown in (5) and (6) do not agree with each other.
In conclusion, it has been proved that if n = 3, ∞, then there exists some state whose thermodynamical entropy of mixing is ill-defined.
IV. CONCLUSIONS
Overall, although we have only considered the n-gon theory embedded in R 3 , we showed that only classical and quantum theories allowed the entropy (1) to be consistent. What makes our claim more reasonable is that we can see the ill-defined values of entropy become welldefined if n = 3, ∞ in our proof. For example, when n is an odd number, α = sin π 2n equals to 1 2 or 0 if n equals to three or infinite, respectively, and two values (5) and (6) coincide with each other in these cases ( see FIG. 5 ). Further research is required to reveal if we can obtain the same result in higher dimensional cases (in GPTs, higher dimensional classical theories are known to be described generally by some simplex, but the higher dimensional quantum theories have more complicated structure [9, 10] ). Moreover, the proof of our main theorem indicates that the entropy discussed above is defined successfully in other theories where every state has only one decomposition into perfectly distinguishable pairs of pure states even though the state space is neither classical nor quantum. This means that we need to impose additional conditions on the entropy to remove those "unreasonable" theories, which is also a future problem.
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Appendix: detailed proof of the theorem
In this appendix, we illustrate how to derive
in the proof above.
To derive the former, we apply sine theorem to FIG. 6, and thus obtain For the latter, from the right figure of FIG. 7 , we obtain 
