this paper is the first to consider quadratic terms for Markov jump systems. Presenting easy-to-check conditions to guarantee the stability of such systems represents the main 12 contribution of this paper.
13
To clarify our findings, we now formalize the quadratic Markov jump system under study. Let (Ω, F, {F t }, P ) be a fixed, filtered probability space governing the following Itô stochastic differential equation with Markov jumps: dx(t) = A θ(t) x(t)dt +    x(t) G 1,θ(t) x(t)
. . .
where x(t) denotes an n-dimensional system state, w(t) denotes a standard r-dimensional
14
Brownian motion, and {θ(t)} represents an irreducible continuous-time Markov process 15 having S = {1, . . . , N } as state space. As usual, x(t), w(t), and θ(t) are mutually indepen-16 dent random variables at t ≥ 0. The value of each tuple of matrices (A i , H i , G 1,i , . . . , G n,i ), 17 i = 1, . . . , N , is given.
18
The main contribution of this paper is to present conditions to assure that the quadratic
19
Markov jump system in (1) is second moment stable, as follows. 
almost surely.
27
The condition in Assumption 1.1 is fundamental in our approach. the corresponding experimental data support our findings.
43
The paper is organized as follows. Section 2 quotes the notation, definitions, and Sec-44 tion 3 presents the main stability result for the stochastic system (1). Section 4 illustrates 45 our findings through a real-time application for an RLC circuit. Finally, Section 5 presents 46 some concluding remarks. 
Notation and definitions

48
Let us denote the n-dimensional Euclidean space by R n and the corresponding Eu-
49
clidean norm by · . The symbol tr{·} denotes the trace operator. The identity matrix 50 on R n×n is represented by I n . The symbol 1 1 C represents the Dirac measure of C, i.e., 1 1 C 51 equals 1 when the condition C is true and 0 otherwise. Given two matrices U ∈ R n×n 52 and V ∈ R m×m , diag(V, U ) represents a square diagonal matrix made up by V and U
53
as entries in its diagonal form. For simplicity, we use the notation diag(
55
Let ⊗ be the Kronecker product in such a way that U ⊗V ∈ R nm×nm is the correspond-
56
ing Kronecker matrix [4] . The Kronecker sum is defined as
Re(z) denote the real part of the complex number z. Given any matrix U ∈ R n×n , σ(U )
58
represents the spectrum of U ; and the largest real part of the eigenvalues of U is referred 59 to as
60
Re(λ U ) := max{Re(λ) : λ ∈ σ(U )}.
When U stands for a set of N matrices, i.e. U = (U 1 , . . . , U N ), we apply the definition
Main result
62
The main result of this paper is presented in the sequence.
63
Let Π = [π ij ], i, j = 1, . . . , N be the transition rate matrix associated with the Markov 64 process {θ(t)}. Accordingly, consider p i (t) := P (θ(t) = i), i = 1, . . . , N , ∀t ≥ 0. Consider 65 the second moment matrix
Consider also the symmetric positive semidefinite matrix V (t) ∈ R n×n , solution of the matrix differential equatioṅ
with an initial condition V i (t 0 ) ∈ R n×n , for each i = 1, . . . , N . Now, we are able to present the main result of this paper.
68
Theorem 3.1. Assume that the matrices G 1,i , . . . , G n,i , i = 1, . . . , N , are negative semi-69 definite. Then there exists some t 0 ≥ 0 such that
where V (t) satisfies (4) with V (t 0 ) = X(t 0 ).
71
The proof of Theorem 3.1 is available in Appendix.
72
Remark 3.1. Theorem 3.1 assures that X(t) is bounded from above by V (t), for all t ≥ t 0 .
73
Due we recall here to check whether V (t) is uniformly bounded. To present such a condition,
78
we define the matrix to the load at a fixed, regulated level.
103
The main contribution of this section is that of applying Corollary 3.1 to design a real- 
Modelling the RLC circuit with Markov jumps in the load
109
The RLC circuit studied in this section is detailed in Fig. 1 . As can be seen, the RLC 110 circuit has a power amplifier that converts the input signal u(t) into the voltage-current 111 required to supply the circuit. The output voltage, v o (t), is applied in the load R θ(t) ; 112 and the load R θ(t) changes its value according to a Markov chain. In fact, three distinct 113 resistive loads were used in the experiments, and the jumps among them were implemented 114 through relays that were programmed to follow a three-state Markov chain.
115
To model the RLC circuit shown in Fig. 1 , we consider a second-order system with two state variables (cf., [30] ): (i) the current i L (t) flowing through the inductor; and (ii) the voltage v o (t) available in the terminals of the capacitor. It allows us to represent the RLC circuit through the next Markov jump system: with θ(t) = i ∈ {1, 2, 3}, for each t ≥ 0, where a 
124
In the experiments, the resistor R θ(t) in the load assumed the value of 30 Ω when 125 θ(t) = 1, 10 Ω when θ(t) = 2, and 20 Ω when θ(t) = 3. Relays were used to implement the 126 jumps among these resistances.
127
The power amplifier was assembled with an adjustable regulator, code LM338. A phe-
128
nomenon observed in the laboratory is that the internal resistance of the power amplifier 
132
In order to identify the parameters of (7), we calculated the mean square error between 133 the model in (7) and the corresponding experimental data (see Fig. 3 ). Square waves with 134 distinct amplitudes were applied in the input u(t) of the RLC circuit in practice, and 135 the corresponding output data were compared with the values of vo(t) and iL(t) taken by 136 simulating (7); this comparison allowed us to find the parameters of (7) that minimized 137 that mean square error-these parameters are shown in Table 1 . In the experiments, the resistor R θ(t) in the load assumed the value of 30 Ω when 125 θ(t) = 1, 10 Ω when θ(t) = 2, and 20 Ω when θ(t) = 3. Relays were used to implement the 126 jumps among these resistances.
127
The power amplifier was assembled with an adjustable regulator, code LM338. A phe-128 nomenon observed in the laboratory is that the internal resistance of the power amplifier 
132
In order to identify the parameters of (7), we calculated the mean square error between 133 the model in (7) and the corresponding experimental data (see Fig. 2 ). Square waves with 134 distinct amplitudes were applied in the input u(t) of the RLC circuit in practice, and 135 the corresponding output data were compared with the values of v o (t) and i L (t) taken by 136 simulating (7); this comparison allowed us to find the parameters of (7) that minimized 137 that mean square error-these parameters are shown in Table 1 . Rows from up to down: θ(t) ≡ 1, θ(t) ≡ 2, and θ(t) ≡ 3, respectively. The simulated curves were generated by using the values of Table 1. it is reasonable to design controllers able to remove that voltage offsets, mainly for RLC Parameters i = 1 i = 2 i = 3 a proposed control action is
where r(t) stands for a deterministic setpoint signal. With r(t) ≡ r, r > 0 being a constant 162 to be given latter, the control objective was to assure that the statistical mean values of 163 both e(t) and i c (t) tend to zero as t tends to infinity.
164
Due to the Kirchhoff's current law, we can write
Now, take the system state as
; here q(t) denotes the integral of the error, i.e., q(t) := t 0 e(τ )dτ , so thatq(t) ≡ e(t). Combining (7)-(9), we obtain the quadratic Markov jump system (with θ(t) = i):
where
The controlled RLC circuit with Markov jumps in (10) satisfies the condition stated 165 in Assumption 1.1. Indeed, for the RLC circuit assembled in our laboratory testbed, the 166 output voltage v o (t) was greater than −1V as well as the current i L (t) was greater than 167 −1A for all t ≥ 0. As a result, in (2), we considered µ 1 = −1 and µ 2 = −1 to cope (2) with (10). To complete the analysis, we have assumed that µ 3 = −10.
169
The Markov jumps on the load were programmed through relays, which followed the 
Experimental results: controlled RLC circuit with Markov jumps
179
The controlled RLC circuit with Markov jumps shown in Fig. 3 was assembled in the 180 laboratory testbed with control gains (k 1 , k 2 , k 3 ) as mentioned previously.
181
A small sample of data is shown in Fig. 4 . The picture shows the output corresponding 182 to a step from 0V to 0.6V applied at t = 1.5ms, or equivalently, the reference was r(t) = quadratic system in (10) is second moment stable.
199
Our findings thus reinforce the usefulness of Corollary 3.1 for applications. the matrix in (6); and this condition is reinforced here to assure the stability of quadratic
205
Markov jump systems (see both Assumption 1.1 and Corollary 3.1).
206
Besides the theoretical contributions, our findings have practical implications. Indeed,
207
we have applied our stability result on the design of a real-time controller for an RLC in Fig. 3 ). This signifies that the control system resulted in a Markov jump system with 212 quadratic terms.
213
Our main result, Corollary 3.1, was applied on the design of a second moment stabiliz-214 ing controller for the RLC circuit-the experimental data suggested that the RLC circuit 215 be second moment stable in practice. This evidence matches the theoretical result, a fact 216 that supports the implications of our approach for applications.
217
Appendix: Proof of Theorem 3.1
218
In the next result, the notation o(h) denotes an infinitesimal of higher order than h, 
Now, we are able to present the proof of Theorem 3.1. Before presenting the arguments to prove Theorem 3.1, we need first some definitions.
226
Define the quadratic operator
The next argument introduces the matrix differential equation for (3). Indeed, by applying the Itô's rule in (1), we can write dX i (t) as (e.g., [7, Prop. 3.28, p. 56 
For the sake of clarity, each term in the right-hand side of (12) is evaluated in separate,
228
as follows. The first term in the right-hand side of (12) reads as
The second term in the right-hand side of (12) is identical to (using notation in (3))
The last term in the right-hand side of (12) follows from Proposition 5.1, which assures
Combining (12)- (15) yieldṡ
Note that the trace of the rightmost element of (16) equals
On the other hand, we have from (2) that given ε > 0, there exists some t 0 ≥ 0 such
Since the matrix G ,i is negative semi-definite by assumption, the value of
is bounded from above by (µ − ε)x(t) G ,i x(t) when t ≥ t 0 . Thus, we have from (17) that
Passing the trace operator on both sides of (16), and using (18), we obtain
With V (t) as in (4), V (t 0 ) = X(t 0 ), we obtain tr {X i (t)} ≤ tr {V i (t)}, for i = 1, . . . , N , 235 since ε > 0 was taken arbitrarily. The result then follows from (4) and (19). on Industrial Electronics 56 (9), 3684-3692.
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