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Governments  and  policymakers  around  the globe  are  becoming  increasingly  interested  in how  to  effec-
tively  change  the  behavior  of energy  consumers.  In  the residential  sector,  numerous  programs  are
attempting  to shift  the behavior  of  individuals  and  households  in the public  interest—for  example  toward
more energy  efﬁcient  practices,  greater  uptake  of  demand-side  management  technology,  increased  use
of  renewable  energy,  and  better  responsiveness  to  new  tariffs  (e.g.,  dynamic  pricing),  to  name  but  a  few.
However,  the  effectiveness  of  such  behavior  change  interventions  is  often  limited,  or even unknown,
due  to weaknesses  in program  design  and  evaluation  of  program  impact  on behavior.  To help  policy-
makers  avoid  such  pitfalls,  this  paper  outlines  some  practical  guidelines  for  designing,  conducting  and,
most  importantly,  evaluating  the  impact  of  energy-related  behavior  change  programs  and  initiatives.  We
explain  why  randomized  controlled  trials  are  generally  the optimal  approach  for obtaining  scientiﬁcallyrogram evaluation
onsumer behavior
valid  estimates  of  a  behavioral  program’s  efﬁcacy  and  effectiveness.  In parallel,  we offer  speciﬁc  guide-
lines  for strengthening  the validity,  reliability  and  generalizability  of  empirical  ﬁndings  about  program
impact  on behavior.  Adopting  these  guidelines  will  help  to improve  program  design  and  delivery,  thereby
allowing  more  accurate  evaluation  of the  true  cost-effectiveness,  utility  and mass-scalability  of  future
energy-related  behavioral  interventions.
© 2016  The  Authors.  Published  by  Elsevier  Ltd. This  is an  open  access  article  under  the CC  BY-NC-ND
license  (http://creativecommons.org/licenses/by-nc-nd/4.0/).
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. Introduction
Designing and delivering effective behavior change programs is
ritically important for policymakers, practitioners and researchers
rappling with the challenge of shifting energy consumer behav-
or in positive ways, e.g., toward more energy efﬁcient practices,
reater uptake of renewables and energy-saving technology, more
requent use of low-emission transportation, better responsiveness
o dynamic/cost-reﬂective electricity pricing, and higher partici-
ation in demand-side management, to name but a few. A range
f strategies have been designed to encourage pro-environmental
ehavior in general, as well as household energy efﬁciency and
onservation more speciﬁcally [1–5]. And over the years, countless
tudies, review papers and meta-analyses have been undertaken in
n effort to evaluate the impact of these interventions on chang-
ng consumer behavior [2,5–10]. Although the literature suggests
hat certain behavioral strategies can be effective for motivat-
ng household energy efﬁciency and conservation,1 in many cases
onclusions are being drawn from studies that are not properly
esigned to test an intervention’s precise causal impact on behav-
or. This can ultimately lead to situations where the beneﬁts and
eturn-on-investment of a behavioral intervention cannot be eval-
ated, making it extremely difﬁcult – arguably impossible – to
etermine not only whether the intervention should be rolled out
ore broadly, but also whether it can be cost-effectively scaled to
illions of consumers across the population.
To avoid such situations, we explain here that it is imperative
o use a robust experimental design − in particular, a randomized
ontrolled trial (RCT) where participants are randomly assigned to
xperimental groups (also known as ‘intervention’, ‘trial’ or ‘treat-
ent’ groups) and control groups. Randomized experiments of this
ature are generally the optimal design, and certainly the most
obust approach, for any behavior change program one intends
ltimately to validate [11–14]. The RCT approach offers the most
cientiﬁcally robust and empirically defensible way  of: (i) deter-
ining whether a cause-and-effect relationship exists between a
articular intervention and its intended outcome, and (ii) assessing
he validity, utility and overall cost-effectiveness of an intervention,
elative to business-as-usual or alternative interventions. Certainly
e recognize that non-randomized and non-experimental research
esigns may  be preferable – indeed, entirely appropriate and nec-
ssary – for exploring other types of questions. However, when the
rimary aim is to evaluate the effectiveness of an intervention for
hanging behavior – that is, to determine its causal impact in a sci-
ntiﬁcally rigorous way – then designing the intervention as a RCT
s the most appropriate approach.2
1 Note, however, that evidence for the effectiveness of different interventions
o promote pro-environmental behavior such as energy conservation has been far
rom consistent across studies. Research suggests that each behavioral strategy has
oundary conditions under which it is maximally effective, such that no single tech-
ique will work for all people, at all times, and in all situations. Rather, the impact
n  behaviour often depends on myriad factors such as the context, the target pop-
lation, the behavior of interest, among other moderating factors (for an overview,
ee  Ref. [1]).
2 If the aim is to evaluate and explain program impact, there is much to be said
or  integrating data from multiple sources and methods. For example, combining
uantitative evidence derived from an RCT with data from non-experimental and
ualitative methodologies can allow the investigator to isolate with great precision
he  true impact of an intervention on behavior, while also gaining deep insights into
he processes underlying those effects. .  . .  . . . .  . . .  . . . . .  .  . . . . .  . .  .  .  . . .  . . .  . . . . . . .  .  . . .  .  . . . .  .  .  . . . . .  . . . . . . .  .  .  .  . . .  .  . .  . . . .  .  163
In the ﬁeld of energy research, there is growing awareness of
the value afforded by randomized experiments, with scholars such
as Allcott and Mullainathan [15], Todd et al. [16] and Vine et al. [17]
all sharing our view that, where at all possible, RCTs are the pre-
ferred design for testing the efﬁcacy and effectiveness of behavioral
interventions targeting household energy efﬁciency and conser-
vation. Yet to date, this approach has not been widely applied in
practice. In the next section, we present a critical review of the lit-
erature to identify some of the most common design ﬂaws and
methodological limitations that have featured in prior research,
some of which cast serious doubt over the validity of key ﬁndings
and conclusions drawn from studies of behavioral interventions in
the residential energy domain. Following this critique of the lit-
erature, we  then devote substantial attention to outlining a set of
best practice guidelines that we  hope will encourage more rigorous
experimental research in this space. Our aim is to equip practition-
ers and policymakers with the basic tools needed to successfully
design, implement and (very importantly) evaluate any energy-
related intervention that aims to shift consumer behavior.
1.1. Behavior change research in the energy domain
Broadly speaking, behaviors related to residential energy con-
servation can be categorized into ‘curtailment’ behaviors, which
are the routine, repetitive efforts to reduce consumption on a
day-to-day basis (e.g., switching off lights; lowering thermostat
settings; reducing the frequency, intensity and duration of appli-
ance usage) and ‘efﬁciency’ behaviors, which are one-time actions
such as purchasing new energy efﬁcient technology and building
modiﬁcations (e.g., upgrading old, inefﬁcient appliances; replacing
incandescent bulbs with new LEDs; installing ﬁxtures like low-ﬂow
shower heads, insulation and solar panels) [18,19].3 Over the years,
various strategies have been designed to modify such behaviors.
Interventions targeting household consumption and conservation
have ranged from so-called ‘antecedent strategies’ that occur before
the target behavior (e.g., providing information and education;
using prompts and reminders; goal-setting and commitment tech-
niques; and using social norms, peer inﬂuence and social modeling)
through to ‘consequence’ strategies that occur after the target
behavior (e.g., encouraging self-monitoring of one’s behavior or
performance; delivery of feedback; and use of rewards/penalties)
(for a review, see Ref. [5]). Community-wide programs and policies
that may  shift consumer behavior in a desired direction are also
common, including the introduction of dynamic electricity tariffs
(e.g., cost-reﬂective pricing) providing consumers with a ‘price sig-
nal’ that may  incentivize reductions in peak energy use; rollout of
demand-side management initiatives such as direct load control;
and offering other ﬁnancial inducements such as rebates, subsidies,
tax credits or bonuses for certain energy-saving actions. Yet to date,
the methods used to design, implement, and evaluate the impacts
of these sorts of behavioral strategies have not always been appro-
3 Note that although the energy-saving potential of efﬁciency behaviors tends
to  be greater than curtailment behaviors, the former do not necessarily lead to
reductions in overall energy consumption. There is ample evidence in the literature
of  so-called ‘rebound effects’, where energy efﬁcient measures and technological
improvements may  actually result in greater overall energy usage [20–23]. For
example, buying more efﬁcient appliances may not reduce consumption if a con-
sumer then uses those appliances more often.
rch & 
p
r
t
p
i
c
a
r
W
[
a
i
e
q
r
c
l
s
d
w
r
d
a
q
a
r
p
i
s
t
h
t
r
I
v
m
(
t
c
b
a
M
a
i
t
o
1
n
v
D
w
a
i
e
t
p
m
i
b
tE.R. Frederiks et al. / Energy Resea
riate, which raises questions about the reliability and validity of
esults reported in some studies.
Indeed, it is clear from our search of the peer-reviewed litera-
ure that many of the behavior change studies conducted over the
ast few decades have not featured scientiﬁcally rigorous exper-
ments that yield robust, unbiased estimates of actual behavior
hange. Historically, the evaluation of energy efﬁciency programs
nd behavioral interventions has typically involved qualitative
esearch, observational studies and quasi-experimental methods.
hile there are some exceptions (for recent examples, see Ref.
24–28]), true experiments in the form of RCTs have been few
nd far between. Our review of the literature suggests that many
ntervention studies have been limited by non-randomized or non-
xperimental designs (e.g., relying instead on self-report surveys,
ualitative interviews, focus groups, small case studies, or natu-
alistic observations), small sample sizes, the absence of proper
ontrol groups, confounded treatments, short timeframes (e.g., no
ong-term monitoring or follow-up) and/or highly selective (even
elf-selected) participants—all of which constrain one’s ability to
raw generalizable conclusions with conﬁdence. As noted earlier,
hile non-experimental methods can be useful for exploring the
ich detail and context of complex behavior, they are unable to
etermine the precise causal impact of an intervention in changing
 particular behavior. In order to evaluate behavior change – and
uantify the actual cost-effectiveness and return-on-investment of
n energy-related intervention – a robust experimental design is
equired.
Alongside an abundance of individual studies, it appears that
rior literature reviews and meta-analyses of behavior change
nterventions in the residential energy domain have also featured
ome studies with inadequate designs and methodological limi-
ations [5,6,10]. For instance, as we illustrate below, some reviews
ave included studies with very small or biased samples,4 or studies
hat have assessed behavior change by relying on subjective self-
eport data rather than objective measures of actual consumption.5
n some instances, the speciﬁc nature and/or content of the inter-
entions themselves are unclear or not deﬁned. And there are
any cases where multiple interventions are combined together
rather than having distinct interventions or aspects of interven-
ions separated out for proper testing). This raises concerns over
onfounding of effects, and can render it difﬁcult (if not impossi-
le) to isolate which distinct programs, or aspects of a program,
re ultimately consequential in shifting the behavior in question.
ethodological issues of this nature were noted over two decades
go by Dwyer et al. [7], who conducted a critical review of behav-
oral interventions to preserve the environment, including studies
argeting residential energy conservation. Based on an evaluation
f 54 environmental behavior change studies published during the
980s, the authors concluded that much of this early research was
ot designed to allow meaningful comparisons of multiple inter-
entions, and few studies monitored longer-term behavior change.
espite some exceptions, well-designed randomized experiments
ere rare, and very little research was conducted in such a way  as to
llow for a direct, unconfounded comparison of distinct behavioral
nterventions.
While recent years have seen an increased focus on robust
xperimentation, there are still many cases where behavioral inter-
4 This reliance on small and unrepresentative samples is undesirable as it can
hreaten the external validity of empirical ﬁndings and lead to reduced statistical
ower for detecting statistically signiﬁcant effects.
5 Self-report data may  be vulnerable to various cognitive biases (e.g., impression
anagement and social desirability effects) and memory errors, which means that
t  may  not reﬂect real-world behavior. If the focus of an intervention is on changing a
ehavioral outcome (e.g., a household’s level of energy consumption), it is important
o  measure actual behavior (e.g., energy consumption in kWh).Social Science 22 (2016) 147–164 149
ventions cannot be evaluated in a scientiﬁcally valid way due to
fundamental limitations in research design and methodology. Sup-
port for this notion can be found in a number of reviews and
meta-analyses conducted over the past decade, three of which we
cite here as illustrative examples. The ﬁrst is Abrahamse et al.’s
[5] widely cited review of intervention studies aimed at household
energy conservation, which included 38 studies that were ‘mostly
ﬁeld experiments, using quasi-experimental designs’  (p. 274). Based
on our understanding of each study’s design and method, less than
half were RCTs. Some studies had so-called ‘control’ groups that
were not randomly assigned, while others had no control group at
all (e.g., simple pre-test/post-test designs). Of those that were ran-
domized experiments, many had small and/or selective samples,
raising questions over the reliability and generalizability of results.
The authors note that alongside large within-group variances (in
energy use), very small sample sizes may  have reduced the statisti-
cal power of some studies. They also draw attention to other critical
problems with prior research, such as cases where intervention
‘effects’ are reported based only on changes in self-reported behav-
ior, as well as limited monitoring of long-term behavior change.
More recently, a comprehensive meta-analysis of information-
based energy conservation experiments by Delmas et al. [6]
provides further evidence of the methodological challenges preva-
lent in this domain. Evidence from 156 published ﬁeld trials (with
over half a million participants in total) conducted from 1975 to
2012 was  reviewed, yet many of these studies suffered from prob-
lems such as small samples, short time-periods, no control groups,
failure to take baseline measurements, low levels of granularity
in outcome measures, failure to control for the impacts of poten-
tial confounding variables (e.g., weather, household demographics)
and other confounding issues caused by failure to adequately sep-
arate out distinct interventions (or aspects thereof) in order to
properly isolate their individual effects. Of critical importance, the
authors found that the average treatment effect of information
strategies on energy savings diminishes with the methodologi-
cal rigor of the study − that is, a markedly lower savings effect
(1.99%) was found for higher quality studies with adequate controls
(weather, demographics, control group) compared to lower quality
studies without such controls (9.57%). It suggests that the savings
effects reported in less rigorous studies may  be considerable over-
estimates, casting doubt on the reliability of some reported effect
sizes and indicating continuing methodological issues in the cur-
rent literature. Viewed more broadly, these ﬁndings are of great
concern given that very important and expensive decisions regard-
ing program utility, cost-effectiveness and scalability may  be made
on the basis of the ‘evidence’ derived from studies of this nature.
Third and ﬁnally, a recent meta-analysis by Davis et al. [10] also
illustrates the limitations of prior behavior change research in this
space. Their review of 32 North American interventions designed
to reduce residential electricity use (involving in-home displays,
dynamic pricing and automated devices) concluded that most stud-
ies were at high risk of bias from multiple sources, with the most
common methodological problems including volunteer selection
bias (almost 85% of all studies used volunteers, e.g., as with opt-
in designs), intervention selection bias (∼63% involved either the
participant or researcher choosing the intervention group, rather
than using random assignment) and attrition bias (∼44% had data
exclusions or withdrawals, and/or data not ‘missing at random’). By
applying the ‘risk-of-bias’ approach developed for medical clinical
trials, Davis et al. [10] found most studies had inadequate designs
and methodological features that were expected to inﬂate esti-
mates of intervention effectiveness. After the authors re-calculated
these estimates to adjust for this risk of bias, the resulting values
were often less than half those originally reported in the studies
reviewed. Similar to Delmas et al.’s [6] meta-analysis, which high-
lighted the potential for over-estimated treatment effects, these
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step to inform the initial development of behavioral interventions
that are then subjected to iterative testing and reﬁnement via
randomized controlled trials. Different methodologies have their50 E.R. Frederiks et al. / Energy Resea
esults are sobering when one considers that research of this nature
s used by policymakers to make important decisions about future
nergy-saving initiatives, including choosing between alternative
nvestments.
Clearly then, while there is a growing body of literature on
ehavioral interventions to promote household energy efﬁciency
nd conservation, it appears that conclusions are often being drawn
rom studies with non-experimental designs, small and/or selec-
ive samples, and methodological weaknesses—characteristics that
rohibit a robust scientiﬁc test of causality. Put simply, it seems
hat a good proportion of behavioral programs are designed and
elivered in ways that constrain their ability to detect real behavior
hange, limiting the policy implications that can be drawn from the
xperience, and thus the prospect of broader societal gains. As our
eview of the current literature has shown, this inability to evaluate
rogram impact may  be due to one or more deﬁciencies in program
esign. The most critical of these is deploying a non-experimental
pproach (and/or not including a randomized control group), ulti-
ately leaving us unable to isolate the true causal impact of an
ntervention. But they also include a broader set of methodological
imitations such as very small/selective samples, confounded inter-
entions, short timeframes, or using inappropriate measures (e.g.,
elf-report data) to conclude that something has ‘worked’ without
aving objective behavioral evidence to substantiate such a claim.
nfortunately, all of this can lead to situations where critical pub-
ic policy decisions are made (say, in favor of the mass roll-out of
n expensive energy efﬁciency campaign) based on unsound or
isleading evidence, or in some cases no evidence at all. In con-
rast (as we will argue in the remainder of this paper), designing
nd implementing behavior change programs that allow precise
cientiﬁc evaluation of true program impact makes it relatively sim-
le and straightforward to determine critical outcomes of interest,
uch as the cost-effectiveness, practical utility and scalability of the
rogram in question.
.2. The need for best practice guidelines for evaluating energy
ehavior change
In an effort to help energy policymakers avoid the critical
ethodological limitations we have described here, we provide
n overview of key principles for the successful design, delivery,
nalysis and evaluation of behavior change interventions, broadly
onceived. While these principles are generic and multidisciplinary
n nature, and thus applicable to any intervention aimed at chang-
ng behavior, we speciﬁcally focus on the domain of residential
nergy use (certainly an area of public policy where more evidence-
ased behavioral research is warranted) in order to highlight the
ractical beneﬁts and potential applications for all those seeking
o positively inﬂuence the energy-related behavior of individual
onsumers and households. Our principles are informed by a mul-
idisciplinary review of the behavior change literature in general,
longside the broader literature on quantitative research methods,
xperimental design and robust statistical analysis. In parallel, and
mportantly, our guidelines stem from a critical review of literature
rom the past four decades that includes a wealth of intervention
tudies targeting household energy consumption and conservation,
longside recognition of the methodological problems that have
imited the capacity of many studies to empirically determine the
ctual impact of various energy-focused interventions on consumer
ehavior.
In devising our guidelines, we have noted the early calls of schol-
rs such as Dwyer et al. [7] for more robust, systematic research
n this space, as well as more recent reviews and meta-analyses
hat have ﬂagged design ﬂaws and methodological issues with
rior intervention studies targeting household energy use [5,6,10].
urther, we aim to extend on the recent work of Vine et al. [17],Social Science 22 (2016) 147–164
who discussed the value of experimentation for evaluating energy
efﬁciency programs. After presenting a strong rationale for using
robust experiments to answer serious policy questions, and then
examining the various barriers that can constrain the use of exper-
imental designs in practice, Vine et al. [17] suggested that ‘it may  be
prudent to develop protocols or guidelines for conducting experiments,
especially to help those without any experience in experimental design’
(p. 635). We  seek to present such guidelines here, speciﬁcally writ-
ten for energy policymakers not abreast of the relevant academic
literature, who  might see the considerable beneﬁts of conducting
randomized experiments in the residential energy space.
In parallel, we  also aim to address an important gap in the lit-
erature recently identiﬁed by Sovacool [29]. In the inaugural issue
of this journal, Sovacool proposed a variety of methodological and
topical areas for future research, including a comprehensive social
science research agenda comprised of speciﬁc questions worthy
of further exploration. Our paper examines issues directly related
to several of the questions proposed by Sovacool [29] with a view
to deepening and broadening energy research, such as: ‘How can
the beneﬁts of “human-centered” research methods be best coupled
with quantitative forms of data collection and analysis?’ and, ‘How
can researchers minimize bias—their own, and that of their subjects −
when doing research?’ (p. 11). We  are thus making a concerted effort
to engage with what this journal considers to be the most pressing
scientiﬁc questions in the energy domain. By providing guidelines
that allow a broad range of energy practitioners and policymakers
to properly exploit rigorous experimental designs and methods to
investigate consumer behavior, we hope to encourage and enable
more research into the ‘human’ dimensions of energy issues. These
aspects are greatly under-studied relative to the more traditional
focus on technological dimensions, and far less well understood
(see Ref. [30] for a discussion of the importance of integrating social
science into energy studies).
In outlining our recommendations, we explicitly acknowledge
that there may  be constraints to using randomized experiments
in real-world settings. As discussed at length by Vine et al. [17],
and still further in the following, there are a wide range of regula-
tory, institutional and design barriers, and even ethical issues (e.g.,
equity concerns), that can limit the use of experimental designs in
evaluating the impact of energy-related programs and initiatives.
We certainly recognize that it is sometimes simply inappropriate or
unfeasible to use RCTs to evaluate the extent and nature of behav-
ior change. In such cases one may  have no better option than an
alternative research design, such as a quasi-experiment.6 We  also
recognize that the suitability of a particular research design and
methodology ultimately depends on the speciﬁc question one aims
to answer. As such, we do not dispute the value offered by quasi-
experimental, observational or qualitative studies in many cases.
Indeed, non-randomized and non-experimental designs may  be
preferable, and entirely appropriate and necessary, for exploring
certain types of (non-evaluative) research questions. For exam-
ple, if the aim of a study is to describe individual experiences,
explore subjective states (e.g., feelings, attitudes, perceptions), or
better understand underlying processes, it may  be entirely appro-
priate to forego a highly controlled experiment in favor of methods
that allow for richer texture and insights, greater ﬂexibility, itera-
tive incorporation of feedback and learning, even the researcher’s
active involvement in the behavior being studied (via ‘participant
observation’). Such research can also be considered a useful ﬁrst6 Quasi-experiments are similar to RCTs, but lack the critical feature of random
assignment of participants to experimental and control groups.
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nique strengths and weaknesses, and there is no one-size-ﬁts-all
pproach. Thus, while our paper outlines a number of principles for
esigning and delivering energy-related behavioral interventions
n ways that permit scientiﬁc testing of causal impact, we  under-
tand that there will inevitably be situations where some of these
rinciples are unfeasible or inappropriate.
.3. Aims and objectives
With these issues in mind, and with explicit recognition of the
eal-world constraints that apply to RCTs, we aim now to provide a
et of systematic recommendations for designing, delivering and
valuating behavior change interventions, in those cases where
rue experiments are indeed feasible, scientiﬁcally appropriate and
thically sound. In the sections that follow, evidence-based rec-
mmendations are proposed for all those phases of the research
rocess that may  inﬂuence a program’s apparent impact, with
 particular emphasis on designing the process in such a way
s to preserve one’s ability to rigorously determine the precise
agnitude and nature of the intervention’s impact in terms of
hanging real-world behavior. These phases include initial scoping
nd hypothesis formulation, experimental design, measures and
ethodology, data collection and analysis, and replication of ﬁnd-
ngs. Each of these stages will be discussed, in turn, in order to
rovide a comprehensive roadmap for designing effective behav-
or change programs, by which we mean: programs that are driven
y clear aims and objectives; that tightly align with a speciﬁc set
f relevant research questions; and that produce valid, reliable and
eadily generalizable evidence on whether the program has been
uccessful in achieving those objectives. We  provide speciﬁc rec-
mmendations that policymakers can follow to design, implement
nd evaluate behavior change programs, including the important
articulars around how to test whether an intervention has actually
roduced the desired outcome for the population of interest.
The remainder of this paper proceeds as follows. First, we dis-
uss the importance of initial hypothesis formulation as the basis
or deﬁning a program’s intended outcomes in terms of shifting
ome target behavior. Second, we outline several important prin-
iples of program design, with a primary focus on describing the
ey features of, and critical beneﬁts afforded by RCTs. Next, we
utline some general guidelines for each of the major stages of pro-
ram delivery, ranging from participant sampling, recruitment and
llocation, to the use of valid, reliable and standardized measures,
hrough to collecting objective behavioral data over a sufﬁcient
ime frame. We  then discuss the importance of appropriate sta-
istical analyses in determining the program’s precise impact on
ehavior. Finally, we conclude by explaining the value of replicat-
ng experimental results, particularly when seeking to generalize
he ﬁndings of a single study more broadly, or when experimental
esults are to serve as the basis for making fundamental changes
n public policy. We  propose that by following these guidelines (to
he extent possible), energy researchers, practitioners and policy-
akers will be better placed to determine – with a high degree of
ccuracy – whether a particular strategy, program or intervention
s a cost-effective and readily scalable means of changing behavior
ight across the target population. Put simply, by deploying a scien-
iﬁcally rigorous behavior change program, one will have greater
apacity to determine which speciﬁc intervention(s) prove effec-
ive, and when, where, why and for whom this is generally the
ase.
A summary of our key recommendations for designing, con-
ucting and evaluating behavior change programs is presented in
able 1. These recommendations stem from a multidisciplinary
eview of the behavior change literature in general, alongside well-
stablished principles for conducting robust quantitative research
nd analysis, particularly in regard to randomized experiments.Social Science 22 (2016) 147–164 151
As such, there is no single source from which any recommen-
dation derives, as an extensive literature underpins each one. In
the sections that follow, we cite speciﬁc sources to support key
concepts where relevant. However, for more in-depth guidance
on each of the stages involved in conducting an RCT, see Refs.
[12,31,32]. To help demonstrate key points, the ﬁnal column of
Table 1 provides illustrations of what one might do at each step. We
continue to utilize throughout the same example of a behavioral
intervention motivating households to reduce energy consump-
tion by means of ‘messaging’ that conveys descriptive social norms
(i.e., that presents them with information about their household’s
energy use for a given time period, relative to a group of similar
neighbors). For real-world applications of similar sorts of interven-
tions that have actually been tested in the ﬁeld using RCTs, see Refs.
[15,24,25,33], as well as our discussion of real-world randomized
controlled ﬁeld experiments in Section 4.
2. Key recommendations for program design and
methodology
2.1. Formulation of hypotheses: clearly specify the program’s
objectives and predicted impact on behavior
When it comes to designing, implementing and evaluating the
efﬁcacy of a behavior change program, the ﬁrst step is clearly
specifying its intended effect, that is, the predicted impact of the
intervention on participants’ behavior. The purpose of the program
should be stated in speciﬁc, measurable and time-bound terms,
making explicit what criteria will be used to evaluate its success. As
part of this process, key research questions and associated hypothe-
ses should be identiﬁed (for an overview of hypothesis testing
in scientiﬁc research, see Refs. [34,35]). It should be clear what
outcomes one expects to have observed by the close of the pro-
gram, and what new insights one aims to have learned. Hypotheses
should consist of clear, concise descriptions of the predicted effect
of the program (i.e., independent variable) on one or more indi-
cators of behavior change (i.e., dependent variable(s)) and should
identify the nature, direction and magnitude of expected effects.
Even for completely new programs, we recommend drawing on
the best available theory and extant empirical evidence to formu-
late at least tentative expectations about the likely impact of the
intervention on one or more outcome measures.
2.2. Program design: use a randomized controlled trial to test
program impact
As outlined earlier, a randomized controlled trial is a rigorous,
scientiﬁc experiment purposely designed to test the efﬁcacy of an
intervention on a sample of participants drawn from some tar-
get population [12,31,32]. Although RCTs may be more resource
intensive in certain situations, and sometimes difﬁcult to imple-
ment faithfully, there is widespread consensus across diverse
academic disciplines (including medicine, healthcare, social wel-
fare, education, employment, psychology, behavioral economics
and environmental sciences) that RCTs are the most valid and
reliable method of evaluating the impact of a behavior change
intervention—that is, for scientiﬁcally testing both the efﬁcacy (the
beneﬁcial effect of a given program under ideal and optimal condi-
tions of delivery, such as a tightly controlled trial) and effectiveness
(the effect of a program under more real-world conditions or in ‘nat-
ural’ settings) of an intervention [36]. RCTs are frequently described
as setting a methodological ‘gold standard’ for evaluating interven-
tions [11], by ensuring the scientiﬁc validity of empirical ﬁndings
and claims of causal inference. Over the years, a large body of
research has attested to the methodological superiority of RCTs for
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Table 1
Summary of key recommendations for designing, conducting and evaluating behavior change programs.
Recommendation Key points Example
1.Formulate hypotheses: clearly specify the
program’s objectives and predicted impact
on behavior
• Clearly deﬁne the program’s purpose in speciﬁc, measurable, time-bound terms
•  Explicitly deﬁne what criteria will be used to evaluate the program’s success
•  Identify key research questions and hypotheses
•  Draw on the best available theory and evidence to formulate hypotheses
• For an intervention that involves a utility providing consumers with
‘descriptive normative information’ on their utility bills (e.g., graph
illustrating their household’s energy use in kWh  relative to that of
similar neighbors), one might hypothesize that over the life of the
study (e.g., ‘x’ billing cycles), households that receive bills with
normative information will consume signiﬁcantly less energy
(p  < .05) than households that receive bills without the normative
information; that is, there will be a statistically signiﬁcant difference
in  the mean energy use of households that do vs. do not receive bills
with normative information, with the former households
consuming signiﬁcantly less (on average) than the latter.
2.Program  design: use a randomized controlled
trial to test the program’s impact
• Randomly assign a representative sample of participants to alternative intervention
(‘treatment’) and control groups, to ensure the different groups are ‘equal on average’ to begin
with. Do not allow participants to ‘self-select’ one group or another (assignment must be purely
random). Ensure there is at least one randomly assigned ‘control’ group that is not exposed to
any  intervention
•  If the intervention, alternatively, is ‘opt-in’ then all participants who wish to take part in the
intervention should be assigned by a purely random process to either the experimental or
control group. That is, it should not be the case that those who  failed to consent/respond to the
offer, or otherwise indicated they did not wish to participate in the intervention, are considered
the  ‘control’ group. Rather, it must be the case that of those households that wish to participate,
some are randomly assigned instead to the control group, and receive no ‘intervention’ as such
• From an entire population of residential energy consumers in the
utility’s service area, households are randomly assigned to receive
either an energy bill that includes descriptive normative
information (i.e., the experimental or ‘treatment’ group) or a
standard, business-as-usual bill that does not include this
information (i.e., the control group)
3.Methodology: ensure sound participant
recruitment, construct measurement and
data collection
• Determine how sample representativeness (degree to which participants in sample accurately
reﬂect the relevant ‘population’) will be deﬁned
•  Determine the minimum sample size needed to ensure sufﬁcient statistical power and accuracy
of  estimates
• Draw a sufﬁciently large and representative sample of participants from the target population,
e.g., use proportional sampling methods (random sampling) that reduce bias and sampling error
•  Ensure intervention ﬁdelity and standardized delivery to participants. Where practical and
appropriate, avoid exposing participants to multiple treatments, either simultaneously or
sequentially
•  Use valid, reliable measures that are appropriate for gauging behavior change over time to
collect objective behavioral data on key outcome variable(s)
• Collect baseline (pre-intervention) data on key outcomes of interest for all participants. For
energy usage studies, ideally at least 12 continuous months of historical data (i.e., one year of
energy use data, prior to intervention) should be collected, to ensure baseline consumption
reﬂects seasonal effects
• Ensure a length of data collection sufﬁcient to assess the durability and persistence of any
observed effects. That is, monitor long-term behavioral outcomes to test whether short-term
effects remain stable or change (perhaps diminish) over time
• Determine the population of interest for the study. For example, it
might be all residential energy customers for a particular utility, or
all  energy consumers in a particular geographical region, or all
customers on a particular (e.g., dynamic) electricity tariff.
Determining the appropriate population from which to draw one’s
representative sample will ultimately depend upon the nature of
the  research question being investigated
•  Wherever possible, energy consumption data for all households
(treatment and control groups) is collected prior to intervention,
e.g., historical data from one or more years before any normative
information is presented
•  Over the life of the intervention, the energy utility continues to
unobtrusively monitor and record the energy use of all households
in  exactly the same way, e.g., with the same frequency and duration
of data collection, and using identical methods and measures. To
examine the durability of the intervention’s effect over the trial
period, household energy consumption is monitored repeatedly
over time using direct and objective measures, e.g., electricity/gas
meter readings
• At the end of the intervention when the provision of normative
information is discontinued, the monitoring of household energy
use continues unobtrusively for several more billing cycles in order
to  test whether the intervention’s effects on household consumption
persist after the delivery of normative information ceases
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4.Data analyses: conduct appropriate
statistical analysis of program effects
• Validate that treatment and control groups are equivalent across key baseline characteristics of
interest (e.g., pre-intervention energy use, geographic locations, household and dwelling
features), particularly in terms of variables that may  affect a participant’s response to the
intervention
•  Conduct preliminary analyses to review simple descriptive statistics, and evaluate the
proportion and patterns of missing data. Rule out systematic patterns in missing data that
might otherwise introduce bias into the analyses, conﬁrming that data are ‘missing at random’.
Otherwise take immediate steps to rectify data deﬁciencies to the extent possible, or else
consciously address/make appropriate allowance for those known deﬁciencies in the analyses
•  Determine the size and signiﬁcance of any differences between treatment and control
conditions, for example by conducting t-tests of differences in group means, or estimating the
unstandardized regression coefﬁcient attaching to membership of treatment vs. control group
•  Tests of signiﬁcance should always be accompanied by expressions of effect size, which is
usually the ﬁgure of key interest and practical utility for subsequent policy formulation and
selection among alternative interventions or investments
•  Report results in a suitable unit of measurement of central interest and utility to the relevant
audience (e.g., actual change in kWh  usage per day/month/quarter), ensuring that the key
outcome variable is a valid and reliable, objective and readily observable measure of the actual
behavior of interest
• Simple before-and-after comparisons of the outcomes of a single intervention group cannot
determine causal impact, due to the wide range of alternative explanatory variables to which
any  observed change in behavior could be attributed (in the absence of a control group
baseline), e.g., simple ‘maturation’ over time, media coverage, political/economic events
occurring in the interim, unseasonal weather. Any observed change in the behavior of those
exposed to an intervention must always be compared to that evident in a randomly assigned
(and therefore equivalent/’equal-on-average’) control group
• Prior to analysis, an equivalency check should be conducted to
validate that the control and intervention groups are comparable
across key baseline characteristics. Assuming a sufﬁciently large
sample is drawn, random assignment is deployed correctly, and
there are no systematic patterns subsequently evident in missing
data, the treatment and control groups should start out
‘equal-on-average’ at the outset
•  Endeavour to ensure that non-response/missing data is not
systematically more likely among (say) high
usage/energy-inefﬁcient households that in the course of the
trial/intervention may  have suffered ‘high bill shock’ and (in
consequence) abandoned the utility and therefore dropped out of
the study, i.e., by switching energy retailers. This would constitute
data not ‘missing at random’ (particularly to the extent this was
more likely to occur in a particular experimental group) and pose
serious risk of introducing bias into the analyses. This might then
provide a misleading picture of the true impact on energy
consumption of (say) providing households with normative
messages about their energy consumption relative to their
neighbors
•  At the end of the intervention period, data analysis should be
undertaken (including formal tests of statistical signiﬁcance and
determination of effect size) to compare pre- and post-intervention
consumption data for households in the experimental and control
groups, to identify the effect on subsequent energy consumption of
the  descriptive normative information
5.Replication: Retest/repeat the program to
gain stronger evidence of its impact
• Repeat the trial, including repeatedly measuring the same outcome variables − ﬁrst, in the same
environment and context, and (ideally) then in different environments and contexts − to
identify any sources of variation and to isolate the true treatment effect with greater precision
and conﬁdence
• Exploit all available opportunities to replicate results using different samples of participants, at
different points in times, across different settings, and using different measures and methods
• Assess the generalizability (external validity) of the ﬁndings, e.g.,
determine whether descriptive normative information has the same
effect for households in different geographic regions, climate zones
and socio-cultural environments, for customers of other energy
utilities, and/or at different points in time. Repeat the normative
messaging intervention in other settings and with entirely different
samples of residential energy consumers
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esting program efﬁcacy and effectiveness, particularly in, but not
imited to, the medical and healthcare domains [13,14,37–39]. As
olomon and colleagues [12; p. 6] described it:
‘RCTs are considered to be the “gold standard” of evidence when
determining the effectiveness of policy and practice interven-
tions... Intervention science currently revolves around the RCT
as the standard of evidence... Randomized trials establish evi-
dence for particular populations and practice contexts. Although
other research strategies may  have some capacity to build an
evidence base for an intervention, RCTs provide the strongest
supporting evidence universally recognized to establish effec-
tiveness.’
The central feature and core methodological strength of RCTs
s random assignment of participants (after initial recruitment
nd assessment of eligibility) to alternative treatment and control
roups, which allows conﬁdent claims to be made about causal
elationships, i.e., about the true impact of a behavior change
ntervention on a speciﬁc outcome of interest [40,41]. Random
ssignment helps to ensure that the different groups are ‘equal on
verage’ – rather than systematically different – across all other
ariables7 (whether observed or not) having potential to inﬂuence
he outcomes of interest, apart from the intervention itself, whose
mpact can thus be ‘separated out’8; [12,32,42]. By virtue of random
ssignment, any measured difference in the dependent variable(s),
nown as the average treatment effect, can be attributed to the
ntervention, as the groups on average do not start out varying on
ny other variable. This key attribute of randomized experiments is
nown as ‘internal validity’ [34,43]. Random assignment of partic-
pants to treatment and control conditions neatly eliminates rival
xplanations for any differences subsequently observed between
reatment and control groups, allowing us to make conﬁdent, and
ery precise claims about the efﬁcacy of an intervention.
The core logic of randomized experiments is simply this: if a
reatment is assigned at random, assignment of that treatment can-
ot be systematically related to any other variable, and its effects on
he outcome of interest can thus be separated out from the effects
f all other variables (whether known or unknown, observed or
nobserved) with which it might otherwise have co-varied. With
he treatment and control groups ‘equal on average’ at the outset,
he control group effectively controls for the changes that would
ave occurred in the absence of intervention, since human behavior
hange is continuous and has many causes, including prior moti-
ations and intentions; learning and adaptation; social, economic
nd political events; seasonal and other changes in both the natural
nd built environment; natural maturation and the simple passage
f time.
Contrast the foregoing with non-randomized research designs
n which people can – whether it is the investigator’s intention
r not – ‘self-select’ (rather than being randomly assigned to)
ne condition or another, such that (for example) especially moti-
ated, or knowledgeable, or ‘needy’ people end up seeking out a
7 Such as psychological attributes and predispositions, socio-demographics, and
ther key characteristics that may  be associated with the outcome in question,
ncluding prior behavior and exposure to other relevant experiences.
8 If this optimal approach of random assignment of participants is simply not pos-
ible, a minimally acceptable alternative is to appropriately ‘match’ participants in
reatment and control groups across key characteristics, especially those factors that
ay  be related to the outcomes of interest, such as baseline measures of key out-
omes (e.g., energy consumption), prior experiences (e.g., of equivalent, related or
lternative treatment), socio-demographic factors (e.g., age, gender, socio-economic
tatus, employment status, occupation, education, household type/size, family
tructure), internal psychological factors (e.g., knowledge, attitudes, intentions),
ituational factors (e.g., geographic location, climate, built and natural environ-
ent) and other contextual factors (e.g., socio-cultural, economic, political, legal,
nstitutional inﬂuences).Social Science 22 (2016) 147–164
particular treatment, and especially disinterested and unwilling
participants (or worse still, those who refuse to consent to par-
ticipate) end up being assigned to the so-called ‘control’ condition
(for more detail on selection bias, see Refs. [44–47]). Without ran-
dom assignment, these treatment and control groups would be
systematically different to begin with, prior to intervention. Con-
sequently, it would be impossible to separate out the effects of the
intervention (on any outcomes subsequently observed) from the
inﬂuence of those participant characteristics that were systemat-
ically over-represented in one or another condition at the outset.
The effect of the intervention itself would be ‘confounded’ with
other rival explanatory factors, such as participants’ motivation,
knowledge, needs, interests, willingness, and everything that might
conceivably co-vary with those attributes. Thus, using randomiza-
tion to assign treatments to participants is critical for reducing
bias [48,49]. For some real-world examples of selection biases in
energy research, see Davis et al. [10] who have described cases of
volunteer selection bias (where those who  volunteer for a study
differ from the broader population) and intervention selection bias
(where participants can choose their preferred treatment group,
rather than being randomly assigned). In earlier work, Hartman
[50] has also discussed self-selection bias in the evaluation of vol-
untary energy conservation programs, noting that this may  lead to
upwardly-biased estimates of program effectiveness if participants
and non-participants differ in observed demographic and economic
characteristics.
In the end, non-randomized methodologies – including simple
before-and-after (pre-post) comparisons, cohort studies and quasi-
experiments, as well as naturalistic observations, case studies and
surveys – cannot deﬁnitively rule out the possibility that observed
effects are due (wholly or in part) to extraneous variables unrelated
to the intervention, which are ‘confounded’ (tangled up and con-
fused with) the effects of the intervention itself [41,48]. One  must
bear in mind that correlation does not indicate causation [51,52]. In
simple survey research, for example, one might observe that house-
holders who attended a community energy-saving workshop (e.g.,
a public training course to learn ‘tips’ to save energy) were more
likely subsequently to reduce energy consumption, without ever
being able to determine the precise extent to which that effect
was due to experiencing the workshop itself, as opposed to being
the kind of person (e.g., highly self-motivated) in the kind of cir-
cumstances (e.g., supportive family/friends) that made one more
likely both to seek out and complete the workshop, and success-
fully reduce consumption. To enable a precise causal claim, one
would need to randomly assign householders to either experience
the energy-saving workshop or not, so as to increase the likelihood
that householders in both groups are, on average, equally motivated
and supported. In short, one would need a randomized controlled
trial.
All that said, as we  explicitly acknowledged in the introduc-
tion, sometimes it is simply not feasible, ethical or even possible
to deploy a RCT, and in such cases, it may  be necessary to
forgo a true experimental design and instead use alternatives
such as quasi-experiments. For instance, compared to individual-
and household-level interventions, community-level interventions
such as mass-marketing campaigns or public programs already
available are less well-suited to evaluation via pure RCT designs
[53].9 Threats to external validity (generalizability of results to the
9 To experimentally evaluate the effect of a community-wide mass-market cam-
paign, for instance, one would need to sample and randomly assign a sufﬁciently
large number of ‘communities’ to treatment and control groups, then ensure that any
intervention effects do not ‘spill over’ from communities in the intervention group
to  those in the control group – something which could occur if the communities
were within close geographical proximity, or if the intervention cannot be conﬁned
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roader population of interest) may  also arise if the experimen-
al setting is so tightly controlled and artiﬁcial that it no longer
ccurately reﬂects the real-world environment. Thus in many cases,
esearchers and policymakers face the practical challenge of strik-
ng the right balance between what is ideal in theory, and what
s achievable in practice. Vine et al. [17] provide a comprehensive
eview of the real-world constraints that can apply to attempts to
eploy experimental designs for energy efﬁciency programs, cov-
ring everything from regulatory and institutional barriers through
o design and scope/theory barriers. We  do not provide a detailed
xamination of those obstacles, to avoid duplicating an excellent
iscussion already available in the literature. But we do recog-
ize that myriad constraints operate in the real-world. There will
nevitably be times when the guidelines outlined herein, while ideal
n principle, are difﬁcult to follow in practice. For more speciﬁc rec-
mmendations about how to address some of the key barriers to
onducting RCTs in applied settings, see Vine et al. [17].
.3. Methodology and measures: ensure sound participant
ecruitment, construct measurement and data collection
In order to fully capitalize on these beneﬁts of an RCT design,
he next important steps are to strive for scientiﬁcally sound (ide-
lly, random) sampling of participants, standardized delivery of the
ntervention, valid and reliable measurement of key constructs, and
ppropriate data collection. Our ‘best practice’ recommendations
or each of these aspects are as follows.
.3.1. Sample and recruit a sufﬁciently large and representative
et of participants from the target population
Using an RCT design is an important ﬁrst step to ensuring that
he impact of a behavior change program can be properly assessed.
t is also critical that appropriate techniques are used to sample
nd recruit participants from the target population. A fundamental
rerequisite for proper sampling – but one that is often overlooked
 is clearly deﬁning the ‘target’ population. One needs to deter-
ine ﬁrst exactly whose behavior is of interest, which will often
lso necessitate carefully specifying the location and/or relevant
imeframe. Clearly deﬁning the population of interest is inextri-
ably linked with the program objectives and research questions
ne is seeking to answer, and helps ensure that the subsequent
rocesses of participant sampling, recruitment and allocation are
roperly and effectively conducted.
Once the target population is clearly deﬁned, sample size and
ample representativeness are of paramount concern [54,55]. The
umber of participants selected and allocated to treatment and
ontrol groups should not only be large enough to ensure adequate
tatistical ‘power’ for detecting the hypothesized effects, but also
ufﬁciently representative of the target population (as well as any
maller sub-populations where segmentation is deemed impor-
ant). Generally speaking, larger samples will improve the precision
f empirical results and increase the likelihood that (true) inter-
ention effects will be detectable in the data (for more detail on
ample size determination, see Refs. [56–59]). A number of factors
hould be considered to determine sample size requirements, such
s the variability (in key attributes and outcomes) within the tar-
et population from which the sample is drawn, and the desired
evel of accuracy and certainty in the estimates. With inputs such
s these, one can calculate the number of people required in the end
ample and the number to be initially approached, and achieve the
o a single area (i.e., whole-of-market advertising campaigns) or media market. In
uch cases, one may  have no choice but to deploy another research design.Social Science 22 (2016) 147–164 155
level of accuracy and certainty actually required for one’s particular
purposes.10
There is no simple rule-of-thumb for determining the required
sample size, as each study is unique and a number of factors must
be considered when calculating the number of participants needed
to ensure sufﬁcient power for statistical analyses and reliable esti-
mates. So one study may  only require a few hundred participants
to yield adequate levels of statistical precision and ensure that
the true effect of an intervention on the target population can
be detected (sufﬁcient statistical ‘power’). But the minimum sam-
ple size required for another study may  run into the thousands,
given a different target population, objectives, design, interven-
tions, methods or critical outcome measures. Generally speaking,
larger samples will be required for longitudinal studies where par-
ticipant non-response and attrition are likely to be high, where
outcomes are highly variable, or where an intervention is expected
to have only modest effects and/or to impact only (or especially) a
small or difﬁcult to reach sub-group of the population.
In all cases, prior to analysis one should examine the degree
to which the sample drawn is representative of the target pop-
ulation across key variables and characteristics of interest. In
the case of energy-related behavioral interventions, this may
include not only objective measures of energy consumption and/or
demand, but also variables that can affect consumption/demand,
such as socio-demographics, household or family characteristics,
dwelling/building features, geographic location, weather and cli-
mate, and any other variables that might conceivably impact a
participant’s response to the intervention.
That said, even if the initial and ﬁnal samples are sufﬁciently
large, threats to both external and internal validity may  still arise if
there is selective attrition of participants from comparison groups
– that is, if the loss of participants across groups is systematic rather
than random – as when participants prove more likely to drop
out of one group (e.g., the control group) than others, and/or the
participants that drop out of one group differ systematically from
those that drop out of another [42]. In the case of dynamic electric-
ity pricing experiments, for example, it is not difﬁcult to imagine
a situation where consumers who are randomly assigned to one
type of tariff (e.g., a pricing scheme with high penalties for peak
energy use; with no rebates or discounts for reductions in demand;
with highly variable prices) are more likely to withdraw because
they are receiving no beneﬁt (or even incurring costs/penalties).
Those assigned to another type of tariff (e.g., a pricing scheme with
bonuses, lower penalties, and more predictable pricing) might be
more likely to remain in the study. Attrition bias may be reduced
by offering equal extrinsic incentives to both treatment and con-
trol groups, such as ﬁnancial reimbursement and other material
rewards for ongoing participation (e.g., completion bonuses). But it
may  still be difﬁcult to prevent systematic drop-out of participants
across groups of a magnitude sufﬁcient to introduce signiﬁcant
biases into the investigation.
In any case, it remains important to strike just the right bal-
ance between sample size and sample representativeness. While
the latter is not always reported in behavior intervention studies
[60], neither should be neglected. One might be tempted to pur-
sue a larger sample size by focusing in on a subset of the target
population that is easier to reach—for example, those who  havea relevant organization (e.g., not-for-proﬁt bodies that advocate for
environmental conservation and energy efﬁciency); subscribing to
10 One might also consider the aims of the research, the relative importance of the
variables of interest, the likely non-response, the sampling methods used, and any
practical issues or resource constraints (e.g., time, money, personnel) that apply to
the  study.
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in the analysis of an intervention’s outcomes.
Distinct concerns also arise, this time more a threat to inter-56 E.R. Frederiks et al. / Energy Resea
 related newsletter, mailing-list or blog; or being part of an online
ommunity or social network with a vested interest in the topic—as
ith non-probability sampling techniques such as convenience and
ccidental sampling. Although it depends in part on exactly what
ne is trying to achieve with the intervention, increasing sample
ize at the expense of sample representativeness is rarely a good
rade-off. The sample needs to be as representative of the target
opulation as possible if one wishes to generalize the study ﬁndings
o the broader population in similar contexts, which is usually the
ase.11 The extent to which the results of a particular experiment
old across variations in time, samples, settings, and so forth is
nown as ‘external validity’ [42,43,62–64]. Generally, the best way
o achieve a representative sample is by using a probability sam-
ling technique [65], where each member of the population has a
nown, or calculable, non-zero probability of selection. While vari-
us types of probability sampling exist, one of the simplest methods
s to draw participants at random by some entirely chance mech-
nism from a large sampling frame that adequately captures the
arget population (known as ‘simple random sampling’), such that
ach member of the sampling frame has an equal chance of being
elected for the trial.12 Random sampling guards against the intro-
uction of bias in who is included in the study, as each ‘unit’ in the
opulation (e.g., each energy-consuming household within a spec-
ﬁed region) has an equal and known probability of being selected
or participation.
Of course, not all potential participants who are initially sampled
ill agree to be recruited into the trial. Thus, recruitment processes
an also reduce the size and representativeness of the ﬁnal sample,
otentially threatening the external validity of empirical ﬁndings.
o in designing the recruitment channels that will be used to attract
rospective participants to a behavior change program, these too
hould endeavor to draw in as representative a subset of the target
opulation as possible, rather than have disproportionate appeal to
ertain segments therein − for example, those who are more com-
uter literate, as in the case of online-only recruitment techniques
for reviews of strategies to improve recruitment into RCTs, see
efs. [66–68]). Again, what is at stake there is the external valid-
ty of any observed effects of the intervention, should one wish
o generalize from the study ﬁndings to the prospects for a mass
oll-out. To this end, one should also carefully consider the vehi-
le(s) through which participants are likely to be recruited in any
eal-world roll-out of the program, and perhaps endeavor to repli-
ate in the trial those recruitment channels that would actually
e deployed, particularly when targeting difﬁcult to reach pop-
lations. In that case, it will be critically important to randomly
ssign alternative treatment(s) and control conditions within each
hannel. Otherwise, one risks confounding the impact of the inter-
ention itself (upon the outcomes of interest) with the impact of
he channel by which certain participants were recruited, e.g., con-
using it with the impact of socio-demographic attributes prevalent
mong participants recruited by a particular route.If multiple recruitment channels (e.g., face-to-face, online, tele-
hone, mail-out) are used to attract prospective participants, it
s important for the process to be as similar as possible across
11 If one wants to generalize beyond the target population and to other real-world
ontexts, replication of experimental results across diverse samples and different
ettings, at varying time-points, and using a range of methods and measures is
ecessary [61].
12 Note, however, that other random sampling methods such as stratiﬁed sampling
ay  be preferable over simple random sampling in certain situations. For instance,
f  one is speciﬁcally interested in examining the impact of an intervention on par-
icular sub-groups within the population, and there is a chance that simple random
ampling might, by chance, miss one or more of these groups, it might be prefer-
ble to divide the population into groups (strata) ﬁrst and then draw samples from
ithin these strata.Social Science 22 (2016) 147–164
these channels, especially if (in practice) it proves unavoidable that
those recruited via one mode rather than another are more or less
likely to be assigned to a particular treatment or control group,
i.e., if group allocation is associated with one’s recruitment chan-
nel, rather than randomly assigned. For example, in the case of a
residential energy conservation program, if those recruited online
are more likely to be assigned to receive energy efﬁciency mes-
sages via digital channels than those recruited via another means
such as mail-out, then the particular recruitment channel – and
all that this is associated with in terms of the characteristics and
circumstances of those participants – is confounded with a certain
treatment, making it impossible to cleanly separate out the effects
of the intervention itself.13 As noted above, such problems are easily
avoided if respondents within each channel can be randomly allo-
cated across treatment(s) and control conditions. Anything short
of this represents a conﬂation of recruitment channels with treat-
ments, and introduces a confound that limits the conﬁdence with
which one can draw causal conclusions, although we  acknowledge
that in practice this is sometimes difﬁcult to avoid. In such cases,
it will be critical to statistically control for participants’ varying
recruitment channels in any analysis that subsequently attempts to
isolate the impact of the alternative intervention(s) themselves.14
2.3.2. Ensure intervention ﬁdelity and standardized delivery to
participants
Ensuring that a behavior change intervention is delivered as
intended is essential to preserving an investigator’s capacity to
compare equivalent, replicable interventions across time, contexts
and populations [69]. The degree to which an intervention’s core
components have been implemented (and differentiated from the
control condition/s) as originally planned is known as ‘intervention
ﬁdelity’ or ‘treatment ﬁdelity’ [70–72]. To improve intervention
ﬁdelity and reduce the introduction of extraneous ‘noise’ that can
serve to mask the effects of an intervention, standardizing each con-
dition is imperative—i.e., the design and delivery of each behavior
change treatment should be the same for all participants who  are
assigned to it (e.g., all participants in an energy efﬁciency workshop
should receive the same instructions and educational materials,
delivered in the same way). That is, each treatment should be highly
consistent across time, place, facilitator, and so forth. Any marked
deviation from standardized design and delivery has the poten-
tial to introduce additional unexplained (and likely, unexplainable)
variation, because the experience of participants assigned to the
same condition would essentially vary [69,70]. While the presence
of random variation does not invalidate a study, by introducing
‘noise’ it can undermine one’s ability to detect signiﬁcant interven-
tion effects (i.e., it affects measurement reliability and statistical
power). Efforts should therefore be made to systematically evalu-
ate intervention ﬁdelity and, where possible, include ﬁdelity datanal validity, wherever participants have the ability to self-select or
13 This concern dissipates somewhat if the recruitment channel is actually con-
ceived as part of the intervention itself, e.g., if an energy utility was comparing the
effectiveness of a fully digital (end-to-end) energy efﬁciency campaign to that of
a  traditional mail-out of energy efﬁciency information along with customer billing
(but see cautions to follow in Section 2.3.3 regarding multiple interventions).
14 Thus, if for some reason this conﬂation cannot possibly be avoided, a fallback
(although clearly inferior) position is to carefully record the channels by which dif-
ferent participants were recruited. In a second-best world, this at least allows such
inﬂuences to be statistically controlled for (e.g., by conducting separate analyses
for participants recruited via different channels, or simply including the chan-
nel  as a moderating variable in interaction with other explanatory factors). Good
record-keeping will also allow uptake rates via different recruitment channels to
be  accurately calculated, which at a minimum may  provide useful learning for the
roll-out of future programs.
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odify certain aspects of a treatment to meet their individual needs
r preferences—for example, if participants can choose the number,
ype or schedule of treatments they receive, or the speciﬁc setting
nd environmental conditions under which they receive it.15 Here
gain, the experience of an intervention is not the same across all
articipants who are assigned to a particular condition. But in this
nstance – and far more problematically – that varying experience is
ot random but, rather, systematically related to certain participant
haracteristics (e.g., to knowledge, motivation, interests, personal-
ty, geographical location, etc.). This then constitutes a threat to
nternal validity. This situation is generally a far more serious mat-
er, since it has the potential to actually mislead us about program
fﬁcacy, by confounding the inﬂuence of pre-existing participant
haracteristics with the impact of the program itself.
.3.3. Where practical and appropriate, avoid exposing
articipants to multiple treatments, either simultaneously or
equentially
Ideally, to ensure a clean test of an intervention’s impact, it
s important to deliver each treatment in isolation to a group of
articipants, rather than in combination with other treatments
e.g., mixing different components together). Unless a behavior
hange program is purposely designed to have several com-
onents working in unison, multiple treatments should not be
elivered to a single group of participants as this risks ‘multiple-
reatment interference’, whereby the effects of one treatment
nteract with the effects of another [73–75]. Exposing partici-
ants to more than one treatment – either simultaneously or
equentially – makes it impossible to separate out and identify
he precise effect of each treatment (for examples of this issue in
he domain of pro-environmental behavior experiments, including
nergy conservation interventions, see Refs. [5,8,76]). For example,
f a behavior change program comprising four distinct aspects (e.g.,
ducation materials, goal setting, feedback, and rewards) is found
o have a positive effect on participant behavior, this effect could
nly be broadly attributed to something among the mix, i.e., to the
rogram overall. It would be extremely difﬁcult, if not impossible,
o determine whether one aspect of the program (e.g., informa-
ion) was more effective than another (e.g., feedback), or whether
hey had additive, interactive, or even counteractive effects. For
xample, it could be that most of the behavior change observed was
ue to just one aspect, which would suggest that the others could
e excluded from the program without compromising its impact,
hereby enhancing cost-effectiveness. It could even be that one (or
ore) of the treatments has a negative inﬂuence, perhaps inhibits
he effects of the other treatments, such that the program’s overall
mpact could be even greater by removing those treatments with
eleterious effects.
Thus, to accurately identify the impact of a single treatment
or to compare the relative effectiveness of several different
reatments), it is necessary to carefully separate the different
omponents that may  be inﬂuencing behavior, and randomly
ssign them independent of one another. If it is important to
lso examine the interactive (vs. additive) effects of combining
ifferent aspects—for example, to determine whether the impact
f treatment ‘A’ is enhanced (or diminished) when combined
ith treatment ‘B’, rather than administered in isolation—then a
crossed’ or factorial design should be employed. Here, the indi-
idual treatments, as well as combinations of treatments, would
e randomly assigned to different groups of participants (e.g., one
roup might receive treatment ‘A’, one group receives treatment
15 Some related concerns will be raised later in the article in regard to the impor-
ance of ‘intention to treat’ analyses.Social Science 22 (2016) 147–164 157
‘B’, and one group receives both ‘A’ and ‘B’, while a control group
receives neither).
Sometimes it is simply impractical, or otherwise inappropri-
ate to separate out and compare the independent effects of highly
interrelated and interdependent treatments—for example, goal-
setting activities are frequently paired with self-monitoring, while
feedback strategies are often accompanied by rewards [8]. If one has
little choice but to assess the combined effect of multiple behav-
ior change strategies mixed together, it is still necessary to keep
in mind the above caveats, i.e., that the simultaneous or sequential
delivery of multiple treatments to the same group of participants
will place constraints on how data are analyzed, how results are
interpreted, and what conclusions can be drawn about the behav-
ioral impact of a multi-treatment program. It will not be possible
to compare the relative effectiveness of the different parts of the
program in isolation, and consequently, to determine the most cost-
effective part (i.e., the most impactful strategy from the broader
program of multiple strategies) for shifting the behavior of interest.
2.3.4. Collect objective behavioral data using valid and reliable
measures of behavioral outcomes
To accurately assess the success of a behavior change interven-
tion, it is also important to gauge its impact on actual behavior—that
is, on one or more observed behavioral outcomes that are objec-
tively measured, ideally in a real-world setting. Participants’
self-reported perceptions of their own  (or others’) behavior (e.g.,
their subjective appraisals of their post-program performance) are
vulnerable to well-known response biases and distortions [77–81].
This may  be especially true where participants know, or think they
know, what is the ‘right’ (i.e., socially desirable) thing to say or
(claim that they) do, by virtue of completing a program whose goals
or intended outcomes were manifest throughout. Such biases are
even more likely when professing the desired behavior will earn
them status or rewards, be they material (e.g., monetary bonus or
gift) or otherwise (e.g., praise or recognition). Self-reported behav-
ior may  also be inﬂuenced by features of a data collection tool or
measure, such as question order and wording, response format (e.g.,
open versus closed questions; rating scale design), and question
context [82].
To circumvent these risks to accurate program evaluation, it is
important (wherever feasible) to collect objective outcome data
using valid and reliable measures of actual behaviors, and ideally
including multiple measures of different aspects of those behaviors
(e.g., measures of the nature, frequency, intensity and/or duration
of some real-world behaviors in the relevant domain) so as to exam-
ine consistency in results and allow better measurement of the
underlying constructs of interest [69,83]. Reliability describes the
degree of consistency and stability in measurement; that is, the
reproducibility of a measurement when it is repeated under the
same conditions [34,84]. A reliable measure is one that measures
the variable of interest precisely and consistently. An unreliable
measure could be so imprecise or inconsistent that the ‘noise’ in
the measure drowns out the ‘signal’, such that the expected effects
of an intervention are less likely to be detected.
Yet generally speaking, accurate program evaluation is threat-
ened more by invalid than unreliable measures, since failing to
detect an intervention’s effect is generally less problematic than
being misled to believe an ineffective intervention has had an
impact. A valid measure is one that actually measures what it
intended, and nothing besides; that is, the extent to which the
actual observed measurement directly assesses the variable of
interest [69,85]. For example, in the case of a residential energy
efﬁciency program, a valid outcome measure might be one that
gauges a participant’s actual electricity consumption in kilowatt
hours (as indicated by third-party metering) rather than reﬂecting
(additionally, or instead) something else entirely—like whether the
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articipant is the kind of person who responds helpfully to an inves-
igator’s request for follow-up data, is sufﬁciently well-organized
o locate their latest electricity bill, knowledgeable enough to deci-
her it, and/or honest enough to report it back faithfully, even if
t reﬂects poorly on their post-program performance in achieving
he desired objectives. Validity refers to the ‘truth’ (vs. precision) of
easurement – the extent to which one is actually measuring what
ne intended to measure – which in this case is participants’ post-
rogram electricity consumption (rather than their helpfulness,
rganization, knowledge, or honesty). To gain some perspective on
he hazards of an invalid measure, consider how easy it would be to
erroneously) conclude that an energy efﬁciency program had dis-
ouraged electricity consumption, when all it had truly discouraged
as honesty: reducing some participants’ willingness to accurately
eport back to the investigator outcomes that they had come to
nderstand were socially undesirable.
One should strive, wherever feasible, to collect direct and objec-
ive measures of the relevant real-world behaviors, which are
tandardized across all participants (including the control group).
hese should be gauged with minimal reliance on participants’ self-
eports or observations (and ideally with minimal or no awareness
f being studied, although this does raise some very difﬁcult ethical
ssues that we will return to later). In our energy efﬁciency example,
his would be metered electricity consumption data for both treat-
ent and control participants, recorded by a third-party such as the
tility. Importantly, if the central aim of an intervention is to change
ousehold energy use, it is vital to measure actual consumption as
pposed to other behaviors that can only be presumed to relate
o consumption (e.g., purchasing energy efﬁcient devices, turning
ff appliances, adjusting thermostats), because behavior change
an occur without resultant reductions in energy use. For exam-
le, a person may  upgrade to new energy efﬁcient appliances but
hen increase the intensity, frequency and duration of using these
ppliances, such that their level of consumption actually increases.
ndeed, there is extensive evidence in the literature of ‘rebound’
ffects, where energy efﬁciency measures and technological inno-
ations that reduce energy service costs, can actually lead to greater
verall consumption [20–23].
In terms of measurement methods, data should be collected by
 third-party – ideally one that is ‘blind’ to the research hypothe-
es, or at least, wholly disinterested – and in a minimally intrusive
ay (e.g., via business-as-usual processes), to ensure that the
bserved behavior accurately reﬂects how the participant would
rdinarily behave when not under observation [86–88].16 Obser-
ational methods (e.g., surveys, interviews, focus groups) that are
ore interactive or intrusive have the potential to inadvertently
nﬂuence behavior during and after the study. Simply knowing
hat one is under observation or taking part in a research study
ay  inﬂuence behavior due to so-called ‘reactivity’ and ‘demand
haracteristics’—that is, experimental artifacts where participants’
eactions are impacted by their mere awareness of the study (e.g.,
ts intended aims, hypotheses, procedures, anticipated ﬁndings,
tc.) and what (they assume) this implies for how participants
hould ideally behave [43,87–90]. For instance, participants may
e susceptible to impression management and social desirability
ffects, and strive to play the role of a ‘good subject’ to satisfy the
erceived needs of the researchers (see also the ‘Hawthorne effect’,
16 We do realize that ethical (and practical) constraints may  prohibit researchers
rom monitoring the electricity usage of households without their knowledge
nd informed consent. However, in our experience a waiver of consent can often
e  obtained from institutional ethics committees if measuring the key outcome
nvolves only regular billing data that would be collected by the retailer in the normal
ourse of conducting business, and that billing data is not merged for analysis with
ny  personal information (including attitudinal data) that may  have been collected
ithout explicit consent.Social Science 22 (2016) 147–164
which is a type of reactivity where participants change/improve
their behavior due to awareness of being observed [91–95]).
Perhaps most problematically, if participant observation and
recording is far more obtrusive in the treatment than the control
group, one will have introduced a ‘procedural confound’ that makes
it impossible to separate out the effects of the treatment itself from
the impact of knowing that one is being observed [43]. Ultimately
this can threaten both internal and external validity, as we will
know neither the precise impact of the intervention itself on the
outcomes of interest, nor the extent to which we can expect those
effects to generalize to a mass roll-out, once program participants
are no longer being intensely and obtrusively observed in a study.
Certainly, if a program aims or claims to shift real world behav-
ior such as actual household energy use (e.g., consumption in kWh),
then it is insufﬁcient to only collect data on participants’ self-
reported actions (e.g., subjective appraisal of one’s own behavior
or performance), knowledge (e.g., awareness or understanding of a
problem), cognitions (e.g., attitudes, intentions) or affective states
(e.g., emotions).17 As one cannot guarantee with conﬁdence that
these will lead in the end to real and consequential behavioral
change, they provide insufﬁcient and incomplete measures of pro-
gram success if the ultimate goal is to change human behavior in
a way that leads to reductions in energy consumption. Across a
range of domains, research shows that there is often a discrepancy
between people’s knowledge, values, attitudes and/or intentions,
and their subsequent actions, i.e., there may  be a knowledge-
behavior gap [96–99], a value- or attitude-behavior gap [100–103]
and/or an intentions-behavior gap [104–106]. There is general con-
sensus in the literature that attitudes and intentions are often poor
and only indirect predictors of behavior. For example, a meta-
analysis by Sheeran [105] estimated that intentions explain only
about 28% of the variance in future behavior, with several groups
of variables (e.g., behavior type, intention type, properties of inten-
tions, and cognitive and personality variables) moderating the
intention-behavior relationship. And a subsequent meta-analysis
to examine the overall impact of changing behavioral intentions on
subsequent behavior change found that a medium-to-large sized
change in intention leads to only a small-to-medium change in
behavior [107].
Notwithstanding the foregoing cautions, there will inevitably
be situations where it is simply not feasible to capture the real-
world behavior of interest, in which case one would be well
advised to revert to what Aronson and colleagues [61] have called
‘behavioroid’ measures (certainly in preference to retrospective
self-reports of behavior). ‘Behavioroid’ measures are designed to
reﬂect “subjects’ commitment to perform a behavior, without actu-
ally making them carry it out” [61][61; p. 271]. For example, rather
than trying to measure energy conservation by having participants
indicate their agreement with survey items that purportedly reﬂect
their values in regard to saving energy, or relying upon them to
accurately report their past performance of energy conservation
actions, one might instead experimentally engineer a realistic sit-
uation where subjects must actually display their intentions or
willingness to engage in such actions by ‘enrolling’ in, say, an energy
efﬁciency program or demand-side management scheme such as
direct-load control. One might ask consumers to (for example) sign
something that indicates their ‘“expression of interest” in partic-
17 Self-report measures such as those typically collected in surveys, interviews
and  focus groups might still be used in a program evaluation to complement or
support more objective outcome measures. Even then, one should always endeavor
to frame and collect these self-reports (e.g., of participants’ attitudes, intentions
or  behavior) in real-time, i.e., to ask participants to report how they are thinking,
feeling and behaving at that time, rather than retrospectively (or prospectively). As
we  have noted, self-reports are prone to response biases and distortions, which
include primacy and recency effects, in addition to social desirability bias.
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pating, or to subscribe to a mailing list of those wanting to be
otiﬁed when the scheme in question becomes available. While we
ecognize that signing up for (say) an energy efﬁciency program is
ot the same as actually participating in the program, sometimes
ractical or ethical constraints may  make it necessary to employ
econd-best alternatives of this nature to estimate the program’s
ikely impact on consumer behavior.
In any case, it is imperative that the measures used to assess all
ariables – both explanatory and response/outcome variables – are
emonstrably valid and reliable for the speciﬁc population of inter-
st; that is, they should measure the variables that they purport to
easure, and in a precise and accurate way. This not only applies
o direct and objective measures of actual behavior, but also any
ndirect and subjective measures. For instance, if a survey or ques-
ionnaire is used to collect data from a speciﬁc sub-group of the
opulation, its item and scale scores should demonstrate sound
psychometric’ or measurement properties across various indica-
ors of reliability and validity (e.g., internal consistency, test-retest
eliability, content validity, convergent and discriminant construct
alidity) for the sample of participants to whom it is administered
86,108]. Note that constructing new measures ‘from scratch’ is far
rom a quick and easy feat. Rather, it is a complex, time-consuming
nd potentially error-prone process (particularly when abstract
ariables are involved) that requires a high level of technical skill
nd expertise (for guidance on survey and scale development, see
efs. [109,110]). Where possible, rather than developing new mea-
ures oneself (i.e., using self-generated questions that have not
een pre-tested), we advise practitioners to refer instead to pub-
ished research to ﬁnd suitable, standardized instruments whose
alidity and reliability as measures of the relevant constructs have
lready been rigorously established [111].
When the aim is to evaluate the impact of a behavior change
rogram (and especially where the cost-effectiveness of any future
ass roll-out is a central concern), we strongly recommend wher-
ver feasible that real-world behavioral outcomes of the program
re measured using direct, objective and well-validated quan-
itative indicators, rather than relying on indirect, subjective,
diosyncratic and qualitative ones.
.3.5. Ensure an appropriate duration of data collection
In designing behavior change programs, investigators should
nsure that they retain the ability to gauge not just the immedi-
te impact of an intervention, but also the ongoing impact as the
ntervention is continued over time (i.e., durability) and the impact
fter the intervention is discontinued (i.e., persistence).18 Realistic
alculations of cost-effectiveness and mass scalability may  often
equire follow-up data to be collected on participants for some time
fter their exposure to the intervention. In regard to exactly how
ong and how often one ought to monitor the behavior of partici-
ants, it depends on striking a careful balance between the accuracy
f impact assessment and, again, the risk of altering the (real or
pparent) impact of an intervention by the obtrusive act of moni-
oring it. The latter may  draw participants’ attention to the actions
hat are desired/expected of them (‘demand characteristics’) and
hereby increase participants’ motivation to perform those actions,
hus muddying the effects of the intervention itself. Again, this may
e particularly true if the intrusiveness of monitoring is greater for
reatment than control participants, as is often the case in follow-up
ata collection. Whatever long-term ‘tracking’ of behavior is under-
aken, it is important that data are collected as unobtrusively as
18 Allcott and Rogers [112] conceptually distinguished between two  different
emporal effects of an intervention: ‘durability’, which is the dynamics of an inter-
ention’s effect(s) as the intervention is sustained over time, and ‘persistence’, which
s  the extent to which these effects continue after the intervention is discontinued.Social Science 22 (2016) 147–164 159
possible [87,88] and, certainly, in exactly the same manner, and
with the same frequency and duration, for treatment and control
group participants alike.
Arriving at the right balance will ultimately depend on such
things as the type of behavior being monitored, the nature of the
participants, and the kind of intervention being tested. A lengthier
period of data collection is particularly important if the behav-
ioral outcomes in question tends to ﬂuctuate over time (e.g., where
the behavior is subject to seasonal inﬂuences) and/or is prone to
a ‘rebound effect’ (where the behavior may revert back to pre-
program levels), such that initially observed effects can essentially
diminish or disappear over time. If these effects are substantially
weakened or even extinguished over the observation period, this
may  inevitably impact assessments of the program’s utility and
cost-effectiveness. Generally speaking, it is also advantageous to
collect historical energy consumption data for the period before an
intervention begins, so as to establish a baseline measure of house-
hold energy use. To ensure baseline data reﬂects seasonal effects, at
least one full year of retrospective data (i.e., 12 continuous months
immediately prior to intervention) is recommended [16].
2.4. Data analysis: conduct appropriate statistical analyses of
program effects
If a behavior change program has been well designed at the
outset, then analysis of its impact on behavior is generally straight-
forward. It is often mistakenly assumed that statistical analysis is
the hard part of program evaluation, when in fact no statistical ‘bag
of tricks’ can salvage any usable lessons from a poorly designed
intervention in which the effects of rival explanatory variables
(including pre-existing participant characteristics) are confounded
with the impact of the intervention itself. But if random assign-
ment to treatment and control conditions has been successfully
accomplished to begin with, then it is typically a simple matter to
detect the effects of those different treatments (relative to the con-
trol group) and make conﬁdent claims about the program’s impact
on the outcomes of interest. In this way, RCTs have strong internal
validity. In short, if one randomly assigns participants to X, or not-
X, and those in the former group end up with signiﬁcantly different
levels of Y than the latter group, then this can be attributed to their
experience of X since, by virtue of random assignment, everything
else about the two  groups was ‘equal on average’ at the outset.19
An important ﬁrst-step to any analysis is undertaking a so-
called ‘equivalency check’ to ensure that the treatment and control
groups were comparable at baseline (i.e., prior to intervention)
across key variables and characteristics of interest—for instance,
overall energy consumption and billing outcomes, load proﬁles,
socio-demographic attributes, household characteristics, dwelling
features, geographical location and any other factors that are
expected to inﬂuence response to the intervention being tested.
Drawing a sufﬁciently large sample and strictly adhering to a RCT
design should help to ensure that groups are equivalent at the out-
set; nevertheless, it is always important to formally validate.
Assuming treatment and control groups are equivalent at base-
line, detecting the size and signiﬁcance of any differences between
experimental conditions can then be as simple as conducting t-
tests of differences in group means, or (what amounts to the same
thing) estimating the unstandardized (’metric’) regression coefﬁ-
cient attached to having experienced a particular treatment rather
than the control condition [86]. Unstandardized regression coef-
ﬁcients tend to be especially useful, delivering very directly what
a program evaluator typically wants to know, which is the effect
19 Modeling rebound effects for program interventions over time can introduce
extra complexity [113].
1 rch & 
s
e
[
b
n
e
i
o
i
s
e
r
a
t
i
i
c
ﬁ
c
e
t
a
ﬂ
t
g
i
a
h
n
b
h
g
c
s
c
t
e
r
a
o
g
t
t
u
a
a
a
c
p
e
t
t
m
I
c
d
r
r
t
(
t60 E.R. Frederiks et al. / Energy Resea
ize20 or magnitude of program impact, i.e., the change in behavior
xpected to come about as a result of participating in the program
86,114,115]. In any case, while the forms of analysis will ultimately
e dictated by the particular program design and objectives, we
ote generally that tests of signiﬁcance should be accompanied by
xpressions of effect size, with the latter results clearly interpreted
n terms of the units of practical interest, e.g., the kilowatt hours
f electricity consumption that would be saved by participating
n a household energy efﬁciency program. Calculating the effect
ize in this way allows for straightforward computation of cost-
ffectiveness (at least where the program has known/calculable
unning costs), which is critical to determining the applied value
nd scalability of an intervention [116].
While we have emphasized this same point in various ways
hroughout, it is sufﬁciently important that it is worth reiterat-
ng here again. When it comes to drawing causal inferences, it
s sometimes incorrectly assumed that a simple before-and-after
omparison of outcomes for the treatment group(s) alone will suf-
ce, without comparing these to a proper (randomly assigned)
ontrol group. Any over-time change that is observed among those
xposed to a particular treatment is often simply attributed to the
reatment itself, the assumption being that the treatment caused
ny observed behavior change. However, such assumptions are
awed. Simply observing pre- to post-intervention changes in a
reatment group (and/or comparisons with some historical ‘control
roup’ presumed to be equivalent, but observed at a different point
n time) is not sufﬁcient for determining causality. In the absence of
 proper control group, before-and-after comparisons might reﬂect
ow something has changed over time for the treatment group, but
ot precisely why this change has come to pass (i.e., to what it can
e attributed) [48,117]. The ‘how’ refers to whether any change
as occurred, whereas ‘why’ concerns the extent to which the pro-
ram, intervention or treatment was the cause. The latter is the
ritical question we need to answer. In the case of an energy con-
ervation program, for example, any observed reduction in energy
onsumption over time can only count as an effect attributable to
he intervention to which ‘treated’ participants were exposed to the
xtent that it exceeds whatever reduction was observed in some
andomly assigned control group with which they were ‘equal on
verage’ at the outset, prior to intervention.
To reiterate, simple before-and-after analyses of changes
bserved in a treatment group (without comparison to control
roup outcomes) will not partial out changes that are unrelated
o the program and instead due to such things as seasonal varia-
ion, learning, maturation/aging, the simple passage of time and the
nfolding of social, political and economic events. But with random
ssignment, since the effects of all such rival explanatory variables
re operating equally on both treatment and control groups, they
re effectively separated out in any treatment versus control group
omparison of outcomes. This neatly isolates the impact of the
rogram itself from any other (unforeseen or unaccounted) inﬂu-
nces that may  also be operating on the behavior of interest. In
he absence of a randomized control group, it is near impossible
o accurately separate out program impact from how participants
ight have behaved had they not been exposed to the program.
n the presence of a proper control group, however, these analytic
hallenges can be avoided [12,31].
20 The size or magnitude of the relationship between X and Y is related to, but
istinct from the strength or certainty or ‘tightness’ of the relationship (the latter
eﬂected by correlation coefﬁcients, for example). The strength of a relationship
eﬂects how certainly the behavioral outcomes will follow upon program participa-
ion, more than how large the behavioral impacts are expected to be. It is generally
though not always) the case that in program evaluation, we are interested more in
he size than the strength of a relationship.Social Science 22 (2016) 147–164
Note that the strictest21 test of program impact will compare
outcomes observed among all those originally assigned to the treat-
ment and control groups, irrespective of whether they continued
the program, completed their assigned treatment (or accepted their
lack of treatment), complied with its protocols, and furnished all
outcome measures. This is known as ‘intention to treat’ analysis
[13,54,118,119]. Short of this, it may  be that one has detected not
the impact of being exposed to the program per se, but rather the
impact of fully participating in and complying with the program (a
less common occurrence in many situations). Since full participa-
tion and compliance are even harder to achieve in a mass roll-out
than in a smaller scale trial or pilot test, anything other than a rig-
orous ‘intention to treat’ analysis risks over-estimating the true
impact of the program in broader application, and can limit the
generalizability of ﬁndings.
2.5. Replicate ﬁndings: repeat the program and re-evaluate
impact
While a well-designed and sufﬁciently powered RCT is criti-
cal for evaluating the effectiveness of a behavior change program,
an important ﬁnal step – and one that is often overlooked by
researchers and practitioners – is replication: the repetition of an
experiment to gauge consistency of ﬁndings. Even if the experimen-
tal setting is highly similar to real life, and the study is relatively
large and broad, it is still only a single study, subject to varia-
tion and error, being conducted with one sample of participants,
at one point in time, and in one context. Until an iterative pro-
gram of systematic replication is undertaken, some questions will
inevitably remain over the extent of generalizability to other con-
texts [61]. Replicating an experimental study and measuring the
same outcome variable(s) repeatedly helps to identify sources of
variation, more precisely estimate the true treatment effect(s),
and ultimately strengthen the reliability and external validity of
experimental ﬁndings [42]. This is particularly important when one
aims to generalize the results of a single study more broadly, and
when experimental results serve as the basis for making funda-
mental changes in public policy. Researchers should always strive
to replicate experimental results, ideally using different samples of
participants, at different points in times, across different settings
and situations, and using various measures and methods. If similar
results are found across these variations, this offers strong evidence
that a particular treatment or intervention is truly effective.
3. Caveats
While the overarching premise of our paper is that RCTs are
critical for evaluating the impact of behavior change interventions,
we readily acknowledge that there are inevitably situations where
it is impractical and/or unethical to adhere strictly to this classic
experimental design. In some cases, RCTs may  be best practice for
achieving scientiﬁc objectives, but not best practice from an ethical,
practical, legal, social or political perspective (for a review of ethical
issues in the design and conduct of RCTs, see [120]). And as noted
earlier, there may  be a range of regulatory, institutional, design
and scope/theory barriers to using a true experimental design [17].
Arguably one of the most important issues is the fairness and
ethicality of withholding effective interventions from certain par-
ticipants, in pursuit of scientiﬁc rigor. This is particularly critical
in the medical and healthcare domains, where one must consider
whether there is truly the ‘clinical equipoise’ – genuine uncer-
tainty over whether a treatment will be beneﬁcial, or superior to
21 But see our caveats (to follow) regarding ethical concerns around ‘intention to
treat’ analyses.
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lternative treatments – necessary to provide an ethical basis for
ssigning participants to different treatment and control groups. If
ufﬁcient evidence accumulates of a treatment’s efﬁcacy, there are
trong ethical arguments for breaking protocol at that point and
dministering the treatment to all participants, at variance with a
trict RCT design. While this may  reduce the certainty with which
ne can assert causal claims and capacity to determine long-term
ffects of the treatment in question, it is nevertheless imperative
o always adhere to best practice standards for the ethical conduct
f experimental research.
While hardly matters of life and death, concerns of a sim-
lar nature still apply for interventions seeking to shift energy
onsumers’ behavior. Imagine one was testing the impact of nor-
ative messages indicating household electricity usage relative to
imilarly situated neighbors. Suppose one learns that the provi-
ion of this information, while reducing electricity consumption
mong those discovering their usage is above average, actually
ncreases subsequent consumption (and bills) among those who
nd themselves below the norm (i.e., an unintended and undesir-
ble consequence known as the ‘boomerang effect’22). If this effect
uickly becomes apparent, is one justiﬁed in continuing – for an
xtended period of monitoring – a trial that might serve to increase
sage and expense among households with below-average electric-
ty consumption (current ‘under-consumers’), in pursuit of greater
ertainty about the intervention’s impact and duration of effects;
hat is, in the interests of maximizing the scientiﬁc value and prac-
ical utility of the trial? Ethical challenges may  arise over the course
f any behaviour change study, so investigators must remain cog-
izant of relevant issues and ensure that ethical requirements are
lways upheld, even (potentially) at the expense of the scientiﬁc
alue that can be extracted from the study.
Practical and/or ethical constraints may  also limit adoption of
ther recommendations we have outlined here. For example, some-
imes it is simply not feasible to undertake random sampling and
llocation in natural settings. In some circumstances, our unwaver-
ng pursuit of this ideal might see us deviate so far from realism we
re left with a highly artiﬁcial testing environment that limits the
xternal validity of our ﬁndings. Further, some forms of behavior
o not lend themselves so easily to direct observation and objec-
ive measurement by third-parties, e.g., speciﬁc minute-by-minute
nergy-speciﬁc practices performed in the privacy of one’s home
re difﬁcult to gauge from traditional metering. And while unobtru-
ive monitoring of a ‘control group’ that remains wholly unaware
hey are under observation greatly enhances internal validity –
llowing strong causal claims to be made – this approach can be
ontentious from the point of view of ‘informed consent’, and eth-
cally unsound in certain situations. This may  be especially true to
he extent one can argue that the behavior under observation is
ighly sensitive or private. Similarly, while we have recommended
etaining and analyzing data on all those initially assigned to the
reatment and control groups – irrespective of whether, in the end,
hey fully completed the program and furnished all records – we
cknowledge the thorny issues around participant consent that
nevitably arise with such ‘intention to treat’ analyses. Certainly it
ust be acknowledged and respected that participants who explic-
tly withdraw from a study (which is distinct from merely failing
o follow through and fully comply with protocols) have the right
lso to withdraw all their data from analysis. As noted, in the face of
uch data loss, one is essentially left deriving then not the impact
f the program per se, but rather the impact of fully participat-
22 For a ﬁeld experiment examining the differential effects of social norms, see
chultz et al. [121] who found that descriptive normative information can have an
nintended and undesirable effects on households consuming less energy than the
eighborhood average.Social Science 22 (2016) 147–164 161
ing in the program. Nevertheless, when scientiﬁc best practice fails
to accord with ethical best practice, unquestionably it is the lat-
ter that must prevail. In sum, while RCTs are in principle the ‘gold
standard’ for evaluating program impact, in practice we recognize
there may  be contexts and challenges that constrain one’s will-
ingness and/or capacity to adhere strictly to these principles and
recommendations.
4. The real world of RCTs: energy-related behavioral
interventions in practice
Despite these caveats, energy researchers, practitioners and
policymakers need not be discouraged from capitalizing on the
immense value of RCTs in real-world settings. There are many
examples of randomized experiments being successfully imple-
mented in practice. Certain types of behavior change strategies are
ideal candidates for ﬁeld-based RCTs, especially those that involve
low- or no-cost variations to ‘business-as-usual’ processes, and
where objective behavioral outcomes can be measured easily and
inexpensively. For example, utilities already record the energy use
of customers, so programs that target household energy consump-
tion – via interventions delivered on business-as-usual quarterly
bills – are always promising.23 As Allcott and Mullainathan’s [15,53]
explain, when it comes to testing behavioral interventions in the
ﬁeld, randomization can be made practical via so-called ‘encour-
agement designs’ that concurrently evaluate a program’s marketing
(in terms of recruitment) and the program itself, e.g., that encour-
age a randomly-selected group to participate, but otherwise leave
the program unaffected such that all customers (including controls)
can still partake in the program. They also single out ‘phased imple-
mentation’ (e.g., randomized program phase-ins), which leverages
the reality that organizations often roll-out new programs in a
phased manner anyway, especially if resources are limited (see also
Vine et al. [17] who discuss similar design practices, along with
others, as being particularly appropriate for energy efﬁciency pro-
grams). Techniques such as these impose minimal extra burden
on organizations, and in consequence are often less cumbersome
and costly than one might imagine. Accordingly, focusing on those
interventions that can be seamlessly integrated into business-as-
usual processes at minimal cost is a good place to start—especially
if a key priority is to identify cost-effective solutions that can be
scaled to millions of consumers, which is often the case.
To illustrate, consider the various ways that governments and
other organizations interact with consumers on a regular basis.
In the context of energy conservation, governments may  mandate
disclosure of information to customers in the form of compulsory
labeling schemes for products or services (e.g., appliance energy
rating labels), and offer subsidies and advisory services to house-
holders to promote energy efﬁciency home improvements (e.g.,
rebates for installing solar panels, insulation, etc.). And energy utili-
ties send customers bill statements on a periodic basis that typically
include tariff prices/rates and energy consumption information
(akin to personal feedback). Utilities also may distribute market-
ing material to promote new energy-saving products/services, offer
new tariff schemes, or solicit enrolment in demand-management
programs. In all of these cases, the impact of information on con-
sumer behavior can be heavily shaped by the way that information
is presented. As such, governments and other organizations are
ideally placed to experiment with different ways of designing,
depicting and delivering the most impactful customer-focused
23 Moreover, as explained earlier, because RCTs require a sufﬁciently large number
of  ‘units’ to allow effective random assignment to treatment and control groups,
individual- and household-level interventions are likely to be far easier to evaluate
in  practice than community-level programs.
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well as participation in demand management, uptake of load con-
trol technologies, and grid optimization. We  have described how
designing an intervention in the form of an RCT greatly enhances
our capacity to obtain accurate and readily generalizable estimates62 E.R. Frederiks et al. / Energy Resea
ommunication. For instance, subtle variations in the framing of
essages (e.g., using gain vs. loss-frames to promote energy efﬁ-
iency; appealing to extrinsic vs. intrinsic motives), the layout of
ontent (e.g., short and simple vs. complex and comprehensive), use
f color, visuals and graphics (e.g., symbols, bar charts, infograph-
cs) and even the nature, frequency and mode of feedback (e.g.,
ndividual vs. comparative feedback; monthly vs. quarterly billing;
ostal vs. electronic mail) are all examples of things that could be
xperimentally tested in practice, using an organization’s business-
s-usual processes. It would be quite simple for an energy utility or
ppliance retailer to randomize across customers the content and
ayout of any communication to identify what format elicits the
best’ response. In the case of an energy study, the desired response
ould be anything from a reduction in overall or peak energy con-
umption, through to uptake of a new tariff offer, purchase of an
nergy efﬁcient appliance, or enrolment in a demand management
rogram or energy-saving initiative being promoted by the utility.
A program of experimental work undertaken by a US company
alled Opower – which constitutes one of the largest randomized
eld experiments in history – is an excellent example of how such
trategies can be applied in practice [24,25,33,53]. In recent years,
power has partnered with dozens of utilities across the country
o test the impact of sending electricity customers ‘home energy
eports’ on a regular basis (e.g., monthly, quarterly). The reports
eature personalized energy use feedback, descriptive social norms
e.g., a graph that compares the household’s energy use to that
f similarly situated neighbors), as well as energy saving tips (for
n overview of the program, see Ref. [24]). Using a robust experi-
ental design, customers are randomly assigned either to receive
 home energy report (experimental group) or not (control group),
ith the energy consumption of all households then monitored and
ompared over time.
Analyses of vast amounts of empirical data collected from hun-
reds of thousands of customers across the US suggest that these
eports reduce electricity consumption in the average household
y ∼2% [24]. Allcott and Mullainathan [15] have estimated that a
rogram like Opower costs a utility around 2.5¢ per kilowatt-hour
aved and, if scaled nationwide across the US, could potentially
educe carbon dioxide emissions from electric power by 0.5%. More
ecently, Allcott and Rogers [33] found that even if reports are dis-
ontinued after two years, effects are relatively persistent (decaying
t 10–20% per annum) and earlier estimates that assumed zero
ersistence had substantially understated the intervention’s cost-
ffectiveness. Research of this nature provides robust evidence for
he potential beneﬁts of using non-pecuniary strategies to shift
onsumer behavior, and illustrates how relatively low-cost, high-
mpact solutions can be designed, tested and then cost-effectively
caled to millions of customers.24 In recent years, a number of ran-
omized ﬁeld experiments have also been conducted to examine
onsumer response to time-varying electricity prices (‘dynamic’ or
cost-reﬂective’ pricing), often in conjunction with the deployment
f advanced metering infrastructure and related technology (for a
ew examples, see Refs. [122–124]).
There are many other examples of relatively simple, easy and
ow-cost ways to embed unobtrusive experiments in real-world
ituations, and within business-as-usual processes, in order to rig-
rously evaluate the true impact of behavioral interventions at
 population level. Policymakers, in particular, should keep this
ront of mind when designing new community-wide initiatives
nd policies to promote residential energy efﬁciency. For instance,
f a government intends to use ﬁnancial incentives to encourage
itizens to purchase new energy efﬁcient technology (e.g., solar
24 In 2014, Allcott and Rogers [33] reported that 6.2 million households served by
5  utilities across the US were receiving home energy reports.Social Science 22 (2016) 147–164
and battery storage systems) or to participate in energy-saving
initiatives (e.g., direct load control programs), it may  be prudent
to conduct a pilot trial to test whether there are differential par-
ticipation rates when incentives of identical monetary value are
framed in different ways, e.g., $200 presented either as a rebate,
cash-back bonus, tax credit, or concession could potentially make a
difference to consumer uptake/participation. Using a randomized
experiment, policymakers could easily test whether an incentive
framed as a $200 ‘rebate’ is more appealing to consumers than
a $200 ‘cash-back bonus’ or $200 ‘discount’. One may  even want
to test how varying the monetary value of an incentive impacts
consumer response, to identify the point of diminishing marginal
returns, i.e., the exact threshold at which higher monetary val-
ues no longer yield proportionally higher returns. It may  well
be that consumers are generally motivated by any incentive, big
or small, such that even low-value rewards produce the desired
response, and anything beyond that is unnecessary expense. Again,
it would be relatively straightforward to test these kinds of ques-
tions using a ﬁeld experiment, gaining robust evidence regarding
the relative cost-effectiveness, scalability and return on investment
of alternative offers.25 Future ﬁeld experiments should continue
to explore simple yet impactful means of promoting household
energy efﬁciency and conservation, demand management and grid
optimization. We  should identify and test in real-world experi-
mental trials a diverse array of behavioral strategies that, if proven
impactful and cost-effective, can be easily scaled and successfully
implemented en masse across the broader population of residential
energy consumers.
5. Conclusions
Across diverse areas of public policy, behavior change inter-
ventions are now commonly deployed in an effort to shift
people’s behavior in desired directions—for example, toward
healthier lifestyle choices, wiser ﬁnancial decisions, and more
environmentally-friendly practices. This extends to the speciﬁc
domain of residential energy use, where a multitude of behav-
ioral interventions and programs have been designed to shift the
behavior of consumers and households in some desired way, e.g.,
toward greater energy efﬁciency, lower total and peak electricity
usage, optimal responsiveness to dynamic tariffs, greater uptake
of renewables and low-emission technology. Yet in many cases,
the efﬁcacy (thus cost-effectiveness) of such programs remains
unknown, and indeed, unknowable. This may  be due to fundamen-
tal limitations in program design, methodology and/or analysis, as
we have explained here. Most notably, it is often the result of fail-
ing to build into the design of a behavior change program, from
the very outset, the capacity to properly evaluate its success in a
scientiﬁcally rigorous manner.
Against this backdrop, our paper has detailed some key princi-
ples for designing, conducting and evaluating the impact of such
programs in the residential energy domain, where a multitude of
behavioral strategies have been developed over the years in an
effort to improve household energy efﬁciency and conservation, as25 Note that steps would need to be taken to address any concerns over inequity or
unfairness; and customers who received lower-value rebates may  need to be com-
pensated after the trial. By keeping the trial relatively small-scale, any household
that was ﬁnancially disadvantaged relative to others (e.g., those who accepted a
lower-value rebate, or received no rebate at all) are reimbursed accordingly at the
conclusion of the trial.
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f a program’s true impact on the outcome of interest, i.e., whether
doption of a particular strategy or exposure to a particular inter-
ention actually causes a signiﬁcant, measurable reduction in (say)
ousehold energy use. We  have provided here a set of best practice
uidelines for enhancing both the internal and external validity of
laims about program impact, including speciﬁc recommendations
or hypothesis formulation; program design; participant sampling,
ecruitment and allocation; program implementation; data collec-
ion; statistical analysis; and replication of results. By giving energy
olicymakers greater control over, and conﬁdence in the scientiﬁc
alidity, reliability and generalizability of ﬁndings from behavior
hange programs, we hope that these guidelines serve to improve
he cost-effectiveness and mass scalability of future energy behav-
or interventions across time, contexts and populations.
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