Abstract-This paper proposes a new method for online secondary path modeling in active noise control (ANC) systems. The proposed method is a modified version of the basic method, proposed by Eriksson et. al. The objective is to realize improved performance at a reasonable computational cost. In the proposed method, the control filter is adapted by using same error signal as used in the adaptation of the modeling filter. Furthermore, a variable step size (VSS) LMS algorithm is used to adapt the modeling filter. The basic idea of VSS stems from the fact that the disturbance signal in the desired response of the modeling filter is decreasing in nature, (ideally) converging to zero. Hence a small step size is used initially and later its value is increased accordingly. The computational complexity of the proposed method is comparable to the Eriksson's method, and it gives best performance among the existing methods. The computer simulations are presented to show the effectiveness of the proposed method.
I. INTRODUCTION
The active noise control (ANC) [1] system cancels the primary (unwanted) noise based on the principle of superposition; specifically, an antinoise of equal amplitude and opposite phase is generated and combined with the primary noise, thus resulting in the cancelation of both noises. The block diagram of ANC system using the filtered-x LMS (FxLMS) algorithm [2] , [3] , is shown in Fig. 1 . Here P (z) is the primary path between the reference microphone and error microphone, and S(z) is the secondary path following the ANC (adaptive) filter W (z). The output of W (z), y(n) is used to generate the antinoise signal y (n), which combines with the primary noise d(n) to reduce noise pressure around the error microphone. The stability of the LMS algorithm requires the filtering of the reference signal x(n) through the secondary path modeling filterŜ(z). TheŜ(z) can be obtained using offline modeling during an initial training stage for ANC applications [2] . For some applications, however, the secondary path may be time varying, and it is desirable to estimate the secondary path online when the ANC is in operation [4] .
The basic additive random noise technique ( Fig. 2 ), proposed by Eriksson et. al. [5] , adds another adaptive filter to model S(z) during online operation of ANC system. To improve the performance of Eriksson's method, the methods proposed in [6] - [8] add another third adaptive filter. This third adaptive filter works on the principle of adaptive noise cancelation (ADNC). These methods give improved performance, but are complex as three adaptive filter are working simultaneously. In order to improve the performance of basic Eriksson's method, without introducing ADNC filter, authors have proposed a method in [9] . This method adapts W (z) by using modified-FxLMS (MFxLMS) algorithm and uses a variable step size (VSS) LMS algorithm in adapting the modeling filterŜ(z). It avoids using ADNC filter, however, its computational complexity is slightly higher than the threeadaptive-filter-based methods. The increased computational complexity is due to the structure of the MFxLMS algorithm [1] . In this paper we modify the Eriksson's method, so that improved performance is realized at reduced computational cost. In order to improve the convergence of the modeling filterŜ(z), VSS LMS algorithm [9] is used. A modified error signal is used to adapt FxLMS based control filter. Thus basic structure of the proposed method is similar to the Eriksson's method, and its performance is even better than the threeadaptive-filter-based methods.
The organization of this paper is as follows. Section 2 gives a brief overview of the existing methods and proposes new method for ANC systems with online secondary path modeling. Section 3 gives computational complexity analysis, Section 4 presents results of computer simulations, and Section 5 concludes the paper. [5] : Consider Eriksson's method shown in Fig. 2 . Assuming that the control filter W (z) is an FIR filter of tap-weight length L, the secondary signal y(n) is expressed as
II. ANC SYSTEMS WITH ONLINE SECONDARY PATH MODELING

A. Brief overview of Existing Methods
1) Eriksson's Method
where
T is the Lsample reference signal vector, and x(n) is the reference signal obtained by the reference microphone. An internally generated zero-mean white Gaussian noise signal, v(n), uncorrelated with the reference noise x(n), is injected at the output y(n) of the control filter. The residual noise signal e(n) is given as
is the modeling signal, * denotes the convolution operation, and p(n) and s(n) are impulse responses of the primary path P (z) and secondary path S(z), respectively. The residual noise signal e(n) is used as an error signal for W (z), and as a desired response for
Thus the error signals for W (z) andŜ(z) are, respectively, given as
The coefficients of the control filter W (z) are updated by the FxLMS algorithm:
where µ w is the step size for the control process,
T , andx (n) is the reference signal x(n) filtered through the modeling filterŜ(z). We see that the control process is perturbed by an undesired term µ wx (n)v (n).
Assuming thatŜ(z) is represented by an FIR filter of tap-weight length M , the filtered-reference signalx (n) is obtained asx
T is the impulse response of the modeling filterŜ(z) and
T is the M -sample reference signal vector. The LMS update equation forŜ(z) is given aŝ where µ s is the step size of the modeling process,v (n) = s(n) * v(n) is an estimate of v (n) obtained from the modeling filter, and
T . Equation (7) shows that the performance of the modeling process is degraded by an undesired term µ s v(n)[d(n) − y (n)] and in worst case the modeling process may diverge.
Among the three-adaptive-filter-based methods [6] - [8] , the method proposed by Zhang et. al [8] appears the best choice. It is explained in the next section.
2) Zhang's Method [8] : Consider block diagram of Fig. 3 , which shows Zhang's method for ANC systems with online secondary path modeling. Here the output ofŜ(z),v (n), is subtracted from e(n) to get a modified error signal for the control filter W (z):
This error signal g(n) is also used as a desired response for the third ADNC filter H(z). Since H(z) is driven by x(n), and
is subtracted from e(n), to get the desired response for the modeling filterŜ(z), i.e., d s (n) = e(n) − u(n). Therefore, the error signal for LMS equation ofŜ(z) is given as
Hence appropriate signals are generated and improved performance is expected. Simulations results presented in [8] show that this cross-updated ANC system gives the best performance of the existing methods. In this methods, however, three adaptive filter are updated simultaneously, and hence it increases the design complexity.
3) Previous Method Proposed by Akhtar et. al. [9] : As shown in Fig. 4 , here W (z) is adapted using MFxLMS algorithm, and a VSS LMS algorithm is used in adaptinĝ S(z). The reason for selecting MFxLMS algorithm is its better convergence properties than FxLMS algorithm [1] , [9] . The idea of VSS LMS algorithm is explained below.
Eq. 4 shows that f (n), the error signal for modeling filter, comprises two parts;
acts as disturbance to the modeling process. We observe that:
• Due to large disturbance [note that initially canceling signal y (n) is zero] the convergence of the modeling filter is degraded, and in worst case it may be unstable.
• As n → ∞, y (n) would converge to d(n) and thus (ideally) [d(n) − y (n)] would converge to zero. These observations show that initially we should use a small value for the step size parameter µ s , and later, when the disturbance signal [d(n) − y (n)] is reduced, the step size can be increased accordingly. This disturbance signal, however, is not available directly and we propose an indirect procedure to vary the step size µ s (n):
Step 1: Estimate power of error signal e(n) and f (n) as:
where P e (n) and P f (n) are power of the residual error signal e(n), and the modeling error signal f (n), respectively.
Step 2: Calculate the ratio ρ(n) = P f (n)/P e (n). A simple analysis shows that ρ(0) ≈ 1 and lim n→∞ ρ(n) → 0 [9] .
Step 3: Calculate the step size forŜ(z) as:
where µ smin and µ smax are the experimentally determined values for lower and upper bounds of the step size. These values are selected so that neither adaptation is too slow nor it becomes unstable. This method, hereafter called MFxLMS based method, gives best performance among the existing methods, but its computational complexity is even higher than the three adaptive filter-based methods.
B. Proposed Method
Here we suggest modifications to Eriksson's method (Fig.  2.) , so that improved performance is realized by using two adaptive filters only and at a reasonable computational cost. The first modification is to use VSS LMS algorithm [9] to adapt the modeling filterŜ(z). This modified-Eriksson method is shown in Fig. 5, with dasshed line for g(n) . It is important to note that:
• The FxLMS algorithm is simple in structure, so computational complexity of this method is less than that of Fig.  4 .
• The convergence speed of W (z) will be degraded due to slow convergence of FxLMS algorithm.
• The VSS LMS algorithm selects initially a small step size and increases it to maximum value in accordance with the
, then step size may stay to small value for a longer time, and hence convergence speed ofŜ(z) will also be degraded. Consider error signals for W (z) andŜ(z) as given in (3) and (4), respectively. From these expressions we observe that: Fig. 4 . MFxLMS-based method [9] for ANC systems with online secondary path modeling. • Both g(n) and f (n) contain [d(n) − y (n)], which is the error signal required for the control process. In g(n),
• As compared with e(n), which is equal to g(n) in Eriksson's method, f (n) appears to be a better error signal for
On the basis of the above analysis we suggest using f (n) as the error signal for both the control filter W (z) and the modeling filterŜ(z), i.e., g(n) = f (n) = e(n) −v (n). This modification results in the Proposed method as shown in Fig.  5 . Now the control filter W (z) is using a modified error signal for its adaptation and hence will converge fast. This in turn improves the performance of the VSS LMS based modeling filter. Table 1 presents a computational complexity (multiplications per iteration) comparison of the various methods discussed in this paper. Here L and M is tap weight length of W (z) andŜ(z), respectively, and N is tap weight length of ADNC filter H(z) in Zhang's method. We see that the computational complexity of the proposed method is of same order as that of the basic Eriksson's method. 
III. COMPUTATIONAL COMPLEXITY ANALYSIS
Number of Multiplications per Iteration
IV. SIMULATION RESULTS
This section presents the simulation experiments performed to verify the effectiveness of the proposed method. The performance comparison is done on the basis of the relative modeling error, ∆S(dB), being defined as:
For the primary and secondary paths the experimental data provided by [2] is used. Using this data, offline modeling is used to obtain FIR representation of tap-weight length 48 for P (z), and of tap-weight length 16 for S(z). The magnitude response of these paths is shown in Fig. 6 . Here solid lines represent paths at start, n = 0, and the dashed lines represent the paths changed at iteration n = 20000. The control filter W (z) and modeling filterŜ(z) are FIR filters of tap-weight length L = 32, and M = 16, respectively. The third adaptive filter in Zhang's method [8] , H(z), is selected as an FIR filter of tap-weight length N = 16. The delay ∆ in Zhang's method is 16. The control filter is initialized by a null vector w(0). The third filter H(z) in the Zhang's method is also initialized by a null vector h(0). To initializeŜ(z), offline secondary path modeling is performed which is stopped when the modeling error [as defined in (10)] has been reduced to −5 dB. The resulting weights are used forŝ(0) when the ANC system is started. A sampling frequency of 2 kHz is used. The reference signal x(n) is a narrowband signal comprising frequencies of 100 Hz, 200 Hz, 300 Hz and 400 Hz. Its variance is adjusted to 2 and a zero-mean white noise is added with SNR of 30 dB. The modeling excitation signal v(n) is a zero-mean white Gaussian noise of variance 0.05. The step size parameters are adjusted, by trial-and-error, for fast and stable convergence. All the results shown below are averaged over 10 experiments. Fig. 7(a) shows the curves for relative modeling error, ∆S(dB) (10), for various methods. We see that VSS LMS 
