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Abstract—We develop a flexible and accurate framework
for device-to-device (D2D) communication in the context of a
conventional cellular network, which allows for time-frequency
resources to be either shared or orthogonally partitioned between
the two networks. Using stochastic geometry, we provide accurate
expressions for SINR distributions and average rates, under
an assumption of interference randomization via time and/or
frequency hopping, for both dedicated and shared spectrum
approaches. We obtain analytical results in closed or semi-
closed form in high SNR regime, that allow us to easily explore
the impact of key parameters (e.g., the load and hopping
probabilities) on the network performance. In particular, unlike
other models, the expressions we obtain are tractable, i.e., they
can be efficiently optimized without extensive simulation. Using
these, we optimize the hopping probabilities for the D2D links,
i.e., how often they should request a time or frequency slot.
This can be viewed as an optimized lower bound to other more
sophisticated scheduling schemes. We also investigate the optimal
resource partitions between D2D and cellular networks when they
use orthogonal resources.
I. INTRODUCTION
By allowing direct communication between physically prox-
imal devices, device-to-device (D2D) communication can
reduce energy consumption, efficiently utilize the network
resources, reduce end-to-end latency, and increase the network
capacity and flexibility. Consequently, D2D communication
is emerging as a potentially important technology component
for LTE-Advanced, aiming to meet the growing demand for
local wireless services [2–5]. Unlike general ad hoc networks,
D2D can benefit from cellular infrastructure (e.g., network
coordinated device discovery, synchronization and enhanced
security), and can operate on licensed bands, which makes
resource allocation more tractable and reliable.
In the D2D-enabled cellular network, D2D links can either
use orthogonal resources or share resources with the cellular
network. In a network with orthogonal allocation – called a
dedicated network – the interference management is simpli-
fied, but the resource utilization may be less efficient. On the
other hand, if D2D transmissions reuse cellular resources –
called a shared network – network resources can be used
more efficiently, at the cost of a denser interference envi-
ronment, which complicates interference management. Which
is preferable? Potential D2D data can either be transmitted
directly (D2D), or via a base station (BS) – termed mode
selection. When should a potential D2D link transmit directly,
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versus relaying via the BS? As we explain in detail below,
we develop a flexible model to answer these questions by
providing accurate analytical results and simple semi-closed
form expressions for performance bounds, which in turn are
amenable to efficient optimization.
A. Related Work
Paper [6] investigates both the dedicated and shared ap-
proaches for uplink resources and shows that in general, the
dedicated approach is more efficient in terms of transmission
capacity – i.e., it allows more successful transmissions per
unit area. On the other hand, in terms of total rate, [7] shows
the shared approach is better in a single cell scenario with
a maximal rate cap, taking into account both the uplink and
downlink transmissions. For a shared network, careful resource
allocation can control the mutual interference between cellular
and D2D transmissions. For example, an intelligent frequency
allocation where orthogonal resources are assigned to nearby
cellular and D2D links [8], exclusive D2D transmission zones
[9], mixed integer nonlinear programming problems [10, 11],
auction based mechanisms in a downlink single cell [12, 13],
a Stackelberg game framework in an uplink single cell [14],
and interference randomization through time hopping [15] are
viable approaches for controlling interference. Besides, perfor-
mance analysis considering interference among D2D links is
conducted in [16]. For mode selection, simple distance-based
and received signal-based mode selections are proposed in [17]
and [18], respectively. More sophisticated mode selection in-
volving other user equipments (UEs) are proposed in [19–21].
Nevertheless, the majority of earlier studies consider a single
cell scenario and propose heuristic algorithms to improve
network performance. In this paper, we leverage tools from
stochastic geometry to study a more general D2D-enabled
cellular network.
In a pure ad hoc network, there has been significant
success over the past decade in proposing tractable models
for performance analysis and system design via stochastic
geometry [22]. For example, [23] investigates an Aloha-type
access mechanism for a large ad hoc network, while [24]
analyzes a carrier sense multiple access (CSMA)-type mech-
anism. The outage probability and transmission capacity of
ad hoc networks are studied and summarized in [25, 26].
There have been some analogous more recent results for
cellular networks [27, 28], where the BSs are modeled as a
Poisson point process (PPP). D2D-enabled cellular networks
are essentially a combination of cellular and ad hoc networks,
but combining these models into a more general framework
is nontrivial. D2D communication can either utilize uplink or
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2downlink resources, and it is not a priori clear which resource
utilization is better. There has been at least one very recent
(parallel) work attempting this for the uplink system [29].
For comparison and the completeness of study, we instead
investigate a D2D-enabled cellular network, where downlink
resources are either partitioned or shared between D2D and
downlink cellular transmissions.
B. Contributions
The objective of this paper is to propose a general frame-
work for the analysis of system performance (e.g., the signal-
to-interference-plus-noise ratio (SINR) distribution and total
rate) in D2D-enabled cellular networks. We apply this frame-
work to both dedicated and shared downlink networks, which
are easy to analyze and optimize, and can be adopted as
flexible baseline models for further study. Our key contri-
butions are enabled by simultaneously leveraging techniques
from stochastic geometry and optimization theory.
Tractable model for both dedicated and shared cellular
networks. We propose a tractable model for a large D2D-
enabled cellular network, where the locations of BSs and
UEs are modeled as spatial point processes, particularly PPPs.
We propose to adopt a time-frequency hopping scheme for
potential D2D links to randomize the interference, where each
potential D2D link chooses its operation mode (i.e., D2D
or cellular mode) at each time slot independently according
to a predefined time hopping probability, and accesses each
subband independently with a predefined frequency hopping
probability. In this model, the derived SINR distributions have
remarkably simple forms, which provide an efficient system
performance evaluation without time-consuming simulations.
It is not always possible to get the expected rate in closed
form. We provide a general expression for the average rate
and then derive its lower bound, which is in a semi-closed
form in interference-limited networks.
Optimization of network performance and design
insights. Based on the derived SINR distributions and the
lower bounds on average rates, we investigate the optimal
D2D hopping probabilities (i.e., how often potential D2D links
should request a time or frequency slot) using optimization
theory. The optimal network performance can serve as a
lower bound for D2D-enable cellular networks with more
sophisticated scheduling scheme. We find that in many cases,
we can either derive the optimal solution in a simple closed-
form, or reduce the problem to lower dimension (e.g., one
of the hopping probabilities is found in closed-form). The
observed design principles are now summarized.
Dedicated vs. shared. Unsurprisingly, the dedicated network
has better SINRs since resources allocated to D2D and cellular
links are orthogonal. With an optimal spectrum partition
between D2D and cellular users, the dedicated network also
provides larger average rate, but should be interpreted cau-
tiously. For example, the optimal spectrum partition may be
very hard to determine, or it may vary significantly in time or
space over a non-homogeneous network (recall we model all
BSs and UEs as homogenous PPPs). In such cases, the shared
approach may be able to perform significantly better, as it is
more flexible. For cases with small amount of local traffic, the
shared approach may also have a better performance.
Optimal hopping scheme. In the dedicated network with
any general non-decreasing utility function, the optimal D2D
frequency hopping depends on the service demands of D2D
users (i.e., the traffic arrival rate). D2D links with more traffic
to transmit should be more aggressive in their spectrum access,
despite the interference that this generates to the rest of the
network. The same observation can be done from simulation
results of the shared network.
As for time hopping, in most considered interference limited
cases with heavy load, all potential D2D links should operate
in D2D mode (bypassing the BS), assuming the objective is
to maximize the total average rate. This result is independent
of the average distance between a D2D transmitter and its
receiver, which is perhaps surprising, and largely due to the use
of total average rate as the utility function. We demonstrate this
by giving an example in Section V-A, showing that the optimal
mode selection for different utility functions may be very
different. In principle, any utility function can be investigated
based on the proposed framework, but we use total average rate
in a heavily loaded network, and leave other utility functions
to future work.
The paper is organized as follows. We present the system
model in Section II. In Sections III and IV, we analyze
the SINR distributions and average rates in dedicated and
shared networks, respectively. We investigate the optimization
in terms of hopping probabilities in Section V. The numerical
results are given in Section VI. Finally, we conclude and
suggest possible extensions in Section VII.
II. SYSTEM MODEL
We focus on a downlink model, where D2D communication
uses downlink cellular resources. The key aspects of the model
are described in the following subsections.
A. Deployment of D2D and cellular networks
We consider a large D2D-enabled downlink cellular net-
work, illustrated in Fig. 1. We classify the potential D2D
transmitters into M types which may differ in terms of their
service demands and/or the MAC protocol. Note that similar to
the current wireless traffic growth driven by the smartphones
proliferating around the world, more local traffic will possibly
be generated once the D2D features are available in future.
Therefore, at this stage, the D2D traffic demand as well
as its growth is not clear. Though any general distributions
can be used to model the location of D2D users, random
(uniform) dropping is one of the most popular models in
both academia and industry (e.g., [24, 29–31]). In this paper,
we propose to use the following random dropping model
as a first-cut study, and leave other models (e.g., clustered
UEs in hotspot) to future work. We assume that the D2D
transmitters of the ith type are randomly distributed according
to a homogeneous PPP ΦDi with density λDi . The M PPPs
are assumed to be independent of each other. Note that the
performance of the PPP model can serve as a benchmark
for more general settings. Each receiver is assumed to be
randomly located around its transmitter according to a two-
dimensional Gaussian distribution N(0, δ2), with the phase
uniformly distributed in [0, 2pi], so δ parameterizes the distance
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Active D2D link
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Fig. 1. Illustration of the network model. The red points are BSs which
are deployed according to a PPP. The D2D links include both silent potential
D2D links (with dashed lines) and active D2D links (with solid lines).
between the receiver and its transmitter which is Rayleigh
distributed with mean δ
√
pi
2 [24]. Other distance distributions
can be easily incorporated into the considered framework.
We model the BSs and cellular users in the cellular network
as two further independent homogeneous PPPs, denoted by
ΦB and ΦU with densities λB and λU , respectively. The
model can be easily extended to the case where cellular
users have heterogeneous service demands. By tuning the BS,
D2D and cellular user densities, along with δ, a very large
class of plausible network topologies can be considered with
this framework.
B. Scheduling scheme
We propose to adopt a time-frequency hopping scheme for
scheduling D2D links, to randomize the occurrence of access
collisions with nearby interfering UEs, and thus randomize
the strong interference [32]. As illustrated in Fig. 2, the time
axis is divided into consecutive operation slots. At each slot,
the potential D2D links can either be active (i.e., in D2D
mode, where traffic is transmitted directly between UEs) or
silent (i.e., in cellular mode, where traffic is relayed via the
BS), and each potential D2D link selects its operation mode
independently. For example, a potential D2D link of type i
would either be active with probability pti ∈ [0, 1] or operate
in cellular mode with probability 1 − pti . As pti increases,
more potential D2D links would be in D2D mode. Thus the
time hopping is a tool for implementing mode selection, where
the mode selection parameter pti results in a tradeoff between
spatial reuse and additional interference. In the frequency
domain, the ith type D2D links would access each subband
independently with probability pfi ∈ [0, 1]. As pfi increases,
more frequency resources are utilized by D2D links, at the cost
of increasing interference since more D2D links access the
same subbands. Therefore, the frequency hopping probability
pfi results in a tradeoff between frequency efficiency and
additional interference.
Using the time-frequency hopping scheme, D2D links are
scheduled independently of one another in an Aloha-type fash-
ion in both time and frequency [33]. The outage probability,
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Fig. 2. Illustration of the time-frequency hopping scheme. The shadowed
squares are the resource blocks (RBs) occupied by some active D2D links. A
D2D link accesses each time slot uniformly with probability pt and accesses
each subband uniformly with probability pf .
which is defined as the probability that the SINR is less than
or equal to a given threshold (i.e., P (SINR ≤ β), where β is a
predefined threshold), increases almost linearly with the hop-
ping probabilities in the low outage regime, while the spatial
reuse increases linearly with the number of time or frequency
slots [25]. So we can adjust the outage probability by changing
the time and frequency hopping probabilities, so as to meet
a target outage constraint (i.e., P (SINR ≤ β) ≤ , where 
is a predefined parameter). Other scheduling approaches such
as centralized approaches or CSMA can be adopted, but with
drawbacks in both practice (e.g. high overhead) and in terms of
tractability (the resulting transmitters are correlated and thus
no longer a PPP).
Further, we introduce a penalty assessed to potential D2D
links operating in cellular mode, denoted by w, to account
for using both uplink and downlink time-frequency resources.
A nominal value for w might be 2, because the local traffic
transmitted via a BS requires to establish both the uplink
and downlink transmissions, while the D2D transmission only
needs to establish one link. The parameter w can be considered
as the price for D2D traffic using cellular mode, which can
help adjust the load between D2D and cellular networks.
C. Load modeling
We assume that there are B frequency slots (subbands) in
the network. All potential D2D links would either operate in
the dedicated network or the shared network. In a dedicated
network, a fraction of resources is allocated to D2D links,
denoted by θ, while the rest is allocated to the cellular network.
In contrast, in the shared network, the active D2D links
share the resources with the cellular network. We assume that
the UEs are associated with the nearest BSs, and each BS
randomly allocates resource blocks (RBs) to its cellular UEs
according to their service demands. The performance using
random allocation is a lower bound on more sophisticated
scheduling schemes (e.g., ones which are channel or SINR-
dependent), and the consideration of such schemes is left to
future work.
4The cellular users are assumed to have the same resource
requirement, denoted by bC . The resource requirement for
the ith type D2D links is denoted by bDi . In this paper, we
consider the resource requirement in terms of the number of
subbands for tractability [34]. The ratio of total subbands B to
the resource requirement of UEs represents different service
demand scenarios (e.g., bC = bDi = B for a heavily loaded
network). Let NC and NDi be the number of original cellular
users and of type i potential D2D links in cellular mode,
respectively. Let BC denote the number of available subbands
for the cellular network, where BC = (1−θ)B in the dedicated
network and BC = B in the shared network. The cell is
lightly loaded if BC/(bCNC +
∑M
i=1(1 − pti)bDiNDi) > 1,
and fully loaded otherwise. In the former case, the BS only
transmits on a subset of the subbands, which are called
normal RBs, while the other RBs are left blank (i.e., the
BS is not transmitting in the corresponding RBs). In the
latter case, some users have to be blocked (or all UEs are
admitted by a cell but can only obtain a fraction of time slots).
The admission probability (or fraction of time slots) can be
obtained by BC/(bCNC+
∑M
i=1(1−pti)bDiNDi) [34], which
is essentially the ratio of the number of available subbands in
the cell to the number of subbands needed by cellular users.
D. Channel model
In this paper, we assume that the transmission powers are
fixed at PD for D2D transmitters and PB for cellular BSs.
General attenuation functions can be adopted, but we focus
on the standard power law attenuation function l(d) = d−α,
where d is the distance from the transmitter to a receiver, and
α is the path loss exponent. We assume all links experience
independent Rayleigh fading. Shadowing is not explicitly mod-
eled, but is already captured by the randomness of PPP in some
sense, e.g., [35] showed that a grid BS model with fairly strong
(standard deviation greater than 10dB) log-normal shadowing
is nearly equivalent to a PPP model without shadowing.
The notations are summarized in Table I.
III. ANALYSIS OF THE DEDICATED NETWORK
In this section, we investigate the key performance metrics
in the dedicated network.
A. SINR Distribution
Without loss of generality, due to the stationarity of ΦD,
we conduct analysis on a typical D2D receiver located at
the origin, whose transmitter is active. The location of the
typical transmitter is denoted by X0. For simplicity, we denote
D2D links by the location of their transmitters (e.g., the
typical link is called link X0). According to the load model
described in Section II-C, the network has blank RBs when
it is under-loaded. To get the average fraction of blank RBs,
we first find the average load per cell. The average coverage
area of a BS is 1λB [36]. Therefore, the average numbers of
cellular users and of ith-type D2D links in cellular mode in a
cell are λU/λB and (1− pti)λDi/λB , respectively. Recalling
the available fraction of subbands for the cellular network
TABLE I
NOTATION SUMMARY
Notation Description
ΦDi PPP of type i D2D links
ΦB ,ΦU PPP of BSs, cellular UEs
λDi Density of type i D2D links
λB , λU Density of BSs, cellular UEs
M Number of D2D types
δ
Parameter of distance between
D2D transmitter and its receiver
pfi Frequency hopping probability
pti Time hopping probability
w Penalty for potential D2D links in cellular mode
θ Fraction of resource allocated to D2D
B Total frequency subbands
bDi Service demand of type i D2D links
bC Service demand of cellular users
PB Transmit power of BSs
PD Transmit power of D2D transmitters
σ2 Noise power
α Path loss exponent
ρ(O), ρ(S) Fraction of normal RBs in the dedicatedand shared network, respectively
p
(O)
a , p
(S)
a
Admission probability in the dedicated
and shared network, respectively
P
(O)
D , P
(S)
D
Coverage probability of D2D links in the
dedicated and shared network, respectively
P
(O)
C , P
(S)
C
Coverage probability of cellular UEs in the
dedicated and shared network, respectively
R
(O)
D , R
(S)
D
Rate of D2D links in the dedicated
and shared network, respectively
R
(O)
C , R
(S)
C
Rate of cellular UEs in the dedicated
and shared network, respectively
is (1 − θ)B, the average fraction of normal RBs sent by a
BS is approximated by
ρ(O) ≈ min{bCλU +
∑M
i=1(1− pti)bDiλDi
λB(1− θ)B , 1}. (1)
Assuming that BSs randomly allocate RBs to cellular UEs, the
set of active interfering BSs at a typical RB in the dedicated
network, denoted by Φ˜B , can be considered as a thinning pro-
cess from the baseline BS process ΦB , which is approximated
by a PPP with density ρ(O)λB . This approximation is validated
in Section VI, where we observe that analysis and simulation
results are in good agreement.
Adopting time-frequency hopping, the interfering D2D
transmitters are those which access the same time slots and
subbands. We denote the set of interfering transmitters of
the ith type by Φ˜Di , which is a thinning point process from
the PPP ΦDi . Based on the Thinning Theorem of PPP [36],
the thinning process Φ˜Di is a PPP with density ptipfiλDi .
Applying the superposition of PPPs [36], the set of interfering
transmitters can be considered as a single PPP Φ˜D with density
λ˜D =
∑M
i=1 ptipfiλDi .
The SINR of the typical D2D link is
SINR =
PDh0|X0|−α
IΦ˜D + σ
2
,
where IΦ˜D =
∑
Xi∈Φ˜D\X0 PDhi|Xi|−α is the interference
5from other D2D users, and σ2 is the noise power. The SINR
complementary cumulative distribution function (CCDF) of
the D2D links, also known as the coverage probability, is given
by Proposition 1.
Proposition 1. The SINR distribution of D2D links in the
dedicated network is
P(O)D (β)
4
= P (SINR > β)
=
∫ ∞
0
e−βP
−1
D σ
2vαLIΦ˜D (βP
−1
D v
α)
ve−
v2
2δ2
δ2
dv.
(2)
where the Laplace transform of the interference from D2D
transmitters is
LIΦ˜D (s) = exp
(
−λ˜D 2pi
2/α
sin (2pi/α)
(sPD)
2
α
)
, (3)
Proof: See Appendix A.
The derived SINR distribution indicates that the time and
frequency hopping impact the SINR of D2D links in a product
term ptipfi in λ˜D. That is, as long as the product ptipfi is
a constant, no matter how the time hopping or the frequency
hopping is changed, the network performance will be the same.
There is a tradeoff between the density and the performance
of the links in D2D mode: as more and more potential D2D
transmitters attempt to transmit, though the density of active
links increases, the interference increases and thus the SINR
of active D2D links decreases.
With the assumption of nearest-BS association, the distri-
bution of the distance between a user and its associated BS,
denoted by r, is fr(r) = e−λBpir
2
2λBpir [37]. In the dedicated
network, there is no D2D-cellular interference. Therefore, we
can leverage the analytical results of the cellular network
in [27] to evaluate the cellular network performance, where
the SINR CCDF of cellular users is given by Proposition 2.
Proposition 2. The SINR distribution of a typical cellular user
in the dedicated network is
P(O)C (β)
4
= P(SINR > β)
=
∫ ∞
0
e−βP
−1
B σ
2rαLIΦ˜B (βP
−1
B r
α)e−λBpir
2
2λBpirdr.
(4)
where the Laplace transform of interference from the cellular
UEs is
LIΦ˜B (βP
−1
B r
α) = exp
(
−2piρ(O)λBr2H1(β, α)
)
, (5)
and H1(β, α) =
∫∞
1
x
1+β−1xα dx.
Proof: The proposition is shown in [27]. For com-
pleteness, we provide the details as follows. Denoting s =
βP−1B r
α, given the distance between user and its closest BS r,
the conditional coverage probability is P(SINR(r) > β | r) =
exp(−sσ2)LIΦ˜B (s). Denoting the BS serving the typical user
by B0, the Laplace transform of interference from other BSs
IΦB is
LIΦ˜B (s) =E
exp
−s ∑
Bi∈Φ˜B\B0
PBhir
−α

(a)
= exp
(
−2piρ(O)λB
∫ ∞
r
u
1 + s−1P−1B uα
du
)
= exp
(
−2piρ(O)λBr2H1(β, α)
)
,
where the lower limit of integral r in (a) follows from the
assumption that the user is associated with its closest BS, and
the last equality is obtained by letting x = u/r.
Considering the special case where the network is
interference-limited (i.e., the thermal noise is ignored), the
above results can be further simplified:
Corollary 1. When σ2 → 0, the SINR distributions of D2D
links and cellular users, respectively, are
P(O)D (β) =
1
1 + 2δ2λ˜D
2pi2/α
sin(2pi/α)β
2
α
, (6)
P(O)C (β) =
1
2ρ(O)H1(β, α) + 1
. (7)
B. Rate Analysis in the Dedicated Network
In this section, we analyze the average achievable rates of
cellular users and D2D links in the dedicated network. By
treating the interference as noise, we use Shannon’s capacity
formula to approximate the rate, i.e., W log2(1+SINR), where
W is the available bandwidth. Assuming the fraction of time
slots is T , the long-term rate becomes R = TW log2(1 +
SINR), where TW can be considered as the total available
fraction of RBs.
Recall that the admission probability (i.e. available fraction
of time slots) of cellular UEs is
p(O)a = min
{
(1− θ)B
bCN¯C +
∑M
i=1 bDiN¯Di
, 1
}
, (8)
where N¯C and N¯Di are the expected number of cellular users
and of type i D2D links in cellular mode in the typical user
associated cell, respectively. Note that a random UE is more
likely to be associated with a cell which has a larger coverage
area. Denoting the BS serving the typical UE by B0, the
expected coverage area of BS B0 is larger than 1/λB , known
as Feller’s paradox [38]. The average coverage area of BS
B0 is instead given by 9/(7λB) [39, 40]. Therefore, similar
to [34], the admission probability can be approximated to
p(O)a ≈ min
 7(1− θ)BλB9(bCλU +∑Mi=1 bDi(1− pti)λDi) , 1
 .
(9)
Recalling that w is the price for a D2D link operating in
cellular mode, the average rates of cellular users and D2D
links are given in Theorem 1.
Theorem 1. The average achievable rates of a typical cellular
6user and a D2D link of the ith type, respectively, are
R
(O)
Ci
= bCip
(O)
a
∫ ∞
0
log2(e)
(β + 1)
P(O)C (β) dβ, (10)
R
(O)
Dj
= min{pfjθB, bDj}ptj
∫ ∞
0
log2(e)
(β + 1)
P(O)D (β) dβ
+
bDj
w
(1− ptj )p(O)a
∫ ∞
0
log2(e)
(β + 1)
P(O)C (β) dβ,
(11)
where P(O)C (β) and P
(O)
D (β) are given in (4) and (2), respec-
tively. Further, we can get the average rate of a typical D2D
link by
R
(O)
D =
M∑
j=1
λDi
λD
R
(O)
Dj
. (12)
Proof: According to Shannon’s capacity formula, the long
term rate of a typical cellular user is
R
(O)
Ci
=bCip
(O)
a E [log2 (1 + SINR)]
=bCip
(O)
a
∫ ∞
0
P
(
SINR > 2t − 1) dt
=bCip
(O)
a
∫ ∞
0
log2(e)
(β + 1)
P (SINR > β) dβ,
where we let 2t − 1 = β in the last equality.
A typical D2D link can be either in D2D mode or cellular
mode, and thus the average rate of a typical D2D link can be
calculated according to
R
(O)
Dj
= P(D2D mode)E
[
R
(O)
D2D mode
]
+ P(cellular mode)
1
w
E
[
R
(O)
cellular mode
]
,
where we approximate the rate obtained in cellular mode by
the rate obtained in the downlink system for tractability:
E
[
R
(O)
cellular mode
]
= min
{
E
[
R
(O)
cellular mode in DL
]
,E
[
R
(O)
cellular mode in UL
]}
≈E
[
R
(O)
cellular mode in DL
]
.
Then the D2D rates in D2D mode and in cellular mode are,
respectively,
E
[
R
(O)
D2D mode
]
= min{pfjθB, bDj}
∫ ∞
0
log2(e)
(β + 1)
P(O)D (β) dβ,
(13)
and
E
[
R
(O)
cellular mode
]
= bDjp
(O)
a
∫ ∞
0
log2(e)
(β + 1)
P(O)C (β) dβ.
(14)
Note that in rate derivation in this paper, we assume that the
number of users associated with the BS serving the typical link
and the SINR distribution of the typical link are independent,
and thus plugging (2) and (4) into (13) and (14), respectively,
the proof is complete.
IV. ANALYSIS OF THE SHARED NETWORK
In this section, we turn our attention to the shared network,
where the time and frequency slots are reused between D2D
and cellular networks, and thus there is D2D-cellular interfer-
ence.
A. SINR Distribution of D2D links
As in Section III, let Φ˜D be the set of interfering D2D
links, which is a PPP with density λ˜D. The average fraction
of normal RBs in the shared network is approximated by
ρ(S) ≈ min{bCλU +
∑M
i=1 bDi(1− pti)λDi
λBB
, 1}. (15)
We again consider a typical active D2D receiver located at
the origin. Taking into account now the interference from both
cellular and D2D networks, the SINR of a typical active D2D
link is
SINRD =
PDh0|X0|−α
IΦ˜D + IΦ˜B + σ
2
,
where X0 is the location of the typical transmit-
ter, the interference from D2D transmitters is IΦ˜D =∑
Xi∈Φ˜D\X0 PDhi|Xi|−α, and the interference from BSs is
IΦ˜B =
∑
Bi∈Φ˜B PBhi|Bi|−α.
Theorem 2. The SINR distribution of an active D2D link in
the shared network is
P(S)D (β)
4
= P (SINRD > β)
=
∫ ∞
0
e−sσ
2LIΦ˜D (s)LIΦ˜B (s)
v
δ2
exp (− v
2
2δ2
)dv,
(16)
where s = βP−1D v
α, LIΦ˜D (s) can be calculated according
to (3), and
LIΦ˜B (s) = exp
(
−2piρ(S)λBv2H0(β, α)
)
, (17)
where H0(β, α) =
∫∞
0
x
1+β−1PD/PBxα
dx.
Proof: Given the distance between D2D transmitter and
its receiver, denoted by v, the conditional coverage probability
is P(SINR(v) > β | v) (a)= exp(−sσ2)LIΦ˜D (s)LIΦ˜B (s),
where (a) follows from the fact that h0 is Rayleigh fading
and IΦ˜D is independent of IΦ˜B . The Laplace transform of
IΦ˜D can be calculated according to (3). Similarly, we have
LIΦ˜B (s) =E
 ∏
Zi∈Φ˜B
1
1 + sPB |Bi|−α

= exp
(∫ ∞
0
−2piρ(S)λBr
1 + β−1PD/PB(r/v)α
dr
)
= exp
(∫ ∞
0
−2piρ(S)λBv2x
1 + β−1PD/PBxα
dx
)
,
where the last equality is obtained by letting x = r/v. Letting
H0(β, α) =
∫∞
0
x
1+β−1PD/PBxα
dx, the proof is complete.
Theorem 2 shows that for any given SINR threshold, the
coverage probability of D2D links is monotonically decreasing
as the access probabilities pti and/or pfi increase, due to the
increasing interference from the D2D network. On the other
hand, the relationship between the MAC protocol and average
rate is more subtle, and is discussed in Section IV-C.
B. SINR Distribution of Cellular Users
In this section, we conduct analysis on a typical cellular UE
in the shared network, which is assumed to be located at the
7origin.
Theorem 3. The SINR distribution of a typical cellular user
in the shared network is
P(S)C (β)
4
= P (SINR > β)
=
∫ ∞
0
e−sσ
2LIΦ˜D (s)LIΦ˜B (s)e
−λBpir22λBpirdr,
(18)
where s = βP−1B r
α, and the Laplace transform of interference
from D2D links LIΦ˜D (s) can be calculated according to (3).
The Laplace transform of interference from the cellular net-
work LIΦ˜B (s) can be obtained by (5), where ρ
(O) should be
replaced by ρ(S).
Proof: We omit the proof as it is similar to the proof of
Theorem 2.
Ignoring thermal noise, the results can be again significantly
simplified.
Corollary 2. When σ2 → 0, the SINR distributions of D2D
links and of cellular users are, respectively,
P(S)D (β) =
1
2δ2λ˜Dκpiβ
2
α + 4δ2piρ(S)λBH0(β, α) + 1
, (19)
and
P(S)C (β) =
1
λ˜D
λB
κ(β PDPB )
2
α + 2ρ(S)H1(β, α) + 1
, (20)
where κ = 2pi/αsin(2pi/α) .
Proof: See Appendix B.
According to the above analysis, we can see that the
coverage probabilities of D2D links and of cellular UEs are
both monotonically decreasing functions of pti and pfi , due
to the increasing interference as more D2D links access to the
same resource block.
C. Rate Analysis in the Shared Network
Similar to the dedicated system, the admission probability
of cellular users is
p(S)a ≈ min
 7BλB9(bCλU +∑Mi=1 bDi(1− pti)λDi) , 1
 .
(21)
The average rates of cellular users and D2D links in the
shared network are given in Proposition 3.
Proposition 3. The average achievable rate of a cellular user
is
R
(S)
C = bCp
(S)
a
∫ ∞
0
log2(e)
(β + 1)
P(S)C (β) dβ, (22)
where P(S)C (β) is given by (18). The average achievable rate
of a type i D2D link is
R
(S)
Di
= pti min{pfiB, bDi}
∫ ∞
0
log2(e)
(β + 1)
P(S)D (β) dβ
+
bDi
bCw
(1− pti)R(S)C ,
(23)
where w is the penalty for the potential D2D links transmitting
by BSs, and P(S)D (β) is given by (16).
Then we can get the average rate of a typical D2D link as
R
(S)
D =
∑M
i=1
λDi
λD
R
(S)
Di
.
Corollary 3. We further have lower bounds on the rates
R
(S)
C ≥ R(S)Cl = sup
β
bCp
(S)
a log2(1 + β)P
(S)
C (β) , (24)
and R(S)Di ≥ R
(S)
Dli
, where
R
(S)
Dli
= sup
β
(
pti min{pfiB, bDi} log2(β + 1)P(S)D (β)
)
+
bDj
bCw
(1− pti)R(S)Cl ,
(25)
where P(S)C (β) and P
(S)
D (β) can be calculated according to
(18) and (16), respectively.
Proof: Denoting Γ = SINR, we have the following
inequality for any β.
E [log2(1 + Γ)] =P(Γ > β)E [log2(1 + Γ) | Γ > β]
+ P(Γ ≤ β)E [log2(1 + Γ) | Γ ≤ β]
≥P(Γ > β)E [log2(1 + Γ) | Γ > β]
≥P(Γ > β) log2(1 + β).
Therefore, we have E [log2(1 + SINR)] ≥ supβ P(SINR >
β) log2(1 + β).
The above lower bounds can also be extended to the
dedicated network.
According to the above analysis, when the frequency hop-
ping probability pfi increases, the rate of a typical cellular user
decreases, because the interference from D2D links increases.
Thus the cellular rate is a monotonic function of pfi . As for the
time hopping, when the time hopping probability pti increases,
more potential D2D links would operate in D2D mode. On
the one hand, the interference from D2D links increases as
time hopping probability increases, which leads to a lower
SINR for the cellular links; on the other hand, the cellular
links benefit from D2D offloading, since more resources would
be available for the remaining cellular links. Therefore, it is
difficult to determine the impact of time hopping on the rate
of cellular users. As for the rate of a typical D2D link, it is
even more difficult to explore the impact of the MAC protocol,
because both time and frequency hopping result in the tradeoff
between resource efficiency and additional interference. It is
not a priori clear whether larger time and frequency hopping
probabilities would be beneficial or not. However, by changing
variables, we can get the optimal solution of at least one
variable and thus reduce the dimensions of the optimization
problem. We explore these issues in detail in the next section.
V. OPTIMIZATION OF THE D2D-ENABLED CELLULAR
NETWORK
Based on the derived analytical results, we now turn our
attention to the optimization of network performance. As in [6,
25, 36], we study the utility maximization in terms of average
long-term rates in the interference limited network (i.e., σ2 →
0) for simplicity.
8A. Optimization of the Dedicated Network
The utility functions of a cellular user and of a type i
D2D link are denoted by UC(RC) and UD(RDi), respectively,
where UD(·) and UC(·) are continuously differentiable, non-
decreasing, and concave functions [41]. The optimization
problem can be formulated as
max
pt,pf
M∑
i=1
λDiUD(R
(O)
Di
) + λUUC(R
(O)
C )
s.t. 0 ≤ pti ≤ 1, 0 ≤ pfi ≤ 1, ∀i ∈ ΦD,
(26)
where R(O)Di and R
(O)
C are obtained by Theorem 1.
The next result shows that the optimal frequency hopping
probability can be obtained in closed form, and is independent
of the choice of utility functions.
Proposition 4. For any non-decreasing utility function, the
optimal frequency hopping probability for rate is p∗fi =
min{1, bDi/(θB)}.
Proof: The objective function is a non-decreasing func-
tion of pfi when pfiθB ≤ bDi , and becomes monotonically
decreasing when pfiθB > bDi . Therefore, the optimal fre-
quency hopping probability is p∗fi = min{1, bDi/(θB)}.
The above proposition shows that the D2D network is re-
source limited. The larger the service demand is, the more ag-
gressive the D2D link should be to access the frequency bands.
Though maximization of total rate may not be a good
performance metric in the sense that it has not considered
fairness among UEs, it is a reasonable objective function for
a first-cut investigation of the complicated hybrid network.
Therefore, in the following, we focus on the linear utility
function U(x) = x. A single tier cellular network is heavily
loaded in most cases (e.g., in a typical LTE network with
BC = 10MHz, bC ≈ 1MHz, and λUλB > 10, we have
BCλB < bCλU ). Therefore, we consider a congested network
where 7BCλB < 9bCλU , and thus ρ(O) = 1 (i.e., BSs always
send normal RBs) and p(O)a = 7BCλB
9(bCλU+
∑M
i=1 bDi (1−pti )λDi)
.
Definition 1. The rate density is defined as the expected total
rate of D2D links and cellular users per surface unit.
For tractability, we investigate the hopping scheme to
maximize the rate lower bounds given by Corollary 3. We
compare the results of exact rates and their lower bounds by
simulations in Section VI. Note that the following results can
be easily extended to the cases where the Modulation and
Coding Scheme (MCS) is not adaptive by setting a fixed β.
Using the rate lower bounds, the rate density of dedicated and
shared networks can be calculated by
d
(O)
rate
4
=
M∑
j=1
λDjR
(O)
Dlj
+ λUR
(O)
Cl , (27)
and
d
(S)
rate =
M∑
j=1
λDjR
(S)
Dlj
+ λUR
(S)
Cl , (28)
where R(O)Dlj , R
(O)
Cl , R
(S)
Dlj
and R(S)Cl are given by Corollary 3.
Proposition 5. To maximize the rate density in the dedicated
network with w ≥ 1, we have p∗ti = 1. On the other hand,
when w → 0, we have p∗ti → 0.
Proof: See Appendix C.
Propositions 4 and 5 imply that both D2D and cellular
networks are resource limited when the network is fully
loaded. In order to utilize resources efficiently, all potential
D2D links would be in D2D mode when w ≥ 1. On the other
hand, by setting w small enough, the potential D2D links can
be pushed to cellular mode (i.e., p∗ti → 0).
Note that analytically it is true that all potential D2D links
are in D2D mode to maximize the total average rate. However,
traffic channels in real cellular systems are typically not
designed to operate at very low SINR (e.g., SINR < −6dB)
[42]. If the average distance is very large such that the SINRs
of many D2D links are smaller than −6dB, the optimal
mode selection would be different. Also, maximization of
different utility functions would lead to different optimal
mode selections. For example, when we consider the max-
min utility, the optimal time hopping would depend on the
average distance between a D2D transmitter and its receiver
(which is characterized by δ). As δ increases, the rates of
potential D2D links operating in D2D mode decrease, and
may be smaller than the rate obtained in cellular mode. Thus
with an increasing probability, the potential D2D links in D2D
mode would have the minimal rates in the system. Therefore,
we would push some potential D2D links to cellular mode in
this example, in order to increase their rates and maximize the
minimal rate (i.e., optimal time hopping probability p∗t < 1).
Given the optimal time hopping and frequency hopping, we
investigate the optimal resource partition between D2D and
cellular networks (i.e., θ). Plugging p∗fi = min{1,
bDi
θB } and
p∗ti = 1 to (27), the objective function is a non-differentiable
function of θ. We denote b˜i = bDi/B for i = 1, · · · ,M
and b˜0 = 0 for simplicity. Without loss of generality, we
assume the sequence {b˜i}Mi=0 is in ascending order (i.e.,
b˜0 is the smallest and b˜M is the largest). Let b˜L be the
largest b˜i that is smaller than 1. We partition the domain
of θ into
[
b˜i,min
{
b˜i+1, 1
}]
, i = 0, · · · , L. On the ith
region
[
b˜i,min
{
b˜i+1, 1
}]
, the types of D2D links can be
separated into two sets, where Si = {0, · · · , i} and Gi =
{i + 1, · · · ,M}. We have p∗fj =
b˜j
θ for j ∈ Si, and p∗fj = 1
for j ∈ Gi. Thus, the objective function becomes a differen-
tiable function on each partition. Denote Ai = B log2(βD +
1)
∑
j∈Si λDj b˜j , Ci = 2δ
2 2pi
2/α
sin(2pi/α)β
2
α
∑
j∈Si λDj b˜j , D =
7BλB
9
log2(βC+1)
2H1(βC ,α)+1
, Ei = B log2(βD + 1)
∑
j∈Gi λDj , and
Fi = 2δ
2
∑
j∈Gi λDj
2pi2/α
sin(2pi/α)β
2
α + 1. Letting
b˜′i =

1, if Ei > DFi,√
Ci(AiFi − EiCi)
F 2i (DFi − Ei
)− Ci
Fi
, otherwise,
(29)
we can express the optimal solution θ∗ in terms of b˜′i, which
is given in Proposition 6.
Proposition 6. The optimal θ to maximize (27) belongs to the
9following set:
O =
{[
b˜′i
]min{1,b˜i+1}
b˜i
: i = 0, · · · , L
}
, (30)
where b˜′i is defined as (29) and [x]
b
a denotes
min{max{x, a}, b}. In other words, θ∗ = arg maxθ∈O d(O)rate .
Proof: See Appendix D.
The parameters Ai, Ci, Ei and Fi can be calculated through
partial sum, which leads to a computational complexity of
O(M) to get the set O. Recalling that L is the number of
D2D types with b˜i < 1, the cardinality of set O is at most
L + 1, where L ≤ M . Note that M is generally a small
number, which implies that L+ 1 is small, and thus the result
in Proposition 6 significantly reduces the complexity compared
to the brute force search. Note that Ei − FiD decreases as θ
increases. We have shown in Appendix D that the objective
function is non-decreasing when Ei − FiD ≥ 0. Therefore,
we only need to search over the domains where Ei < FiD,
and thus the cardinality of the set O can be further reduced.
B. Optimization of the Shared Network
In this section, we turn our attention to the optimization
of the performance in the shared network. Similarly to the
dedicated network, the objective is to maximize the utility
function in terms of the rate lower bounds given by Corol-
lary 3. We again consider a heavily loaded network with
ρ(S) = 1 and p(S)a = 7BλB
9(bCλU+
∑M
i=1 bDi (1−pti )λDi)
. Under
these assumptions, we have the following conclusion.
Proposition 7. Given w ≥ 1, the optimal time hopping to
maximize the rate density (28) is p∗ti = 1, ∀i ∈ {1, · · · ,M},
i.e., all potential D2D links are in D2D mode. In contrast,
when w → 0, we have p∗ti → 0.
Proof: See Appendix E.
Similarly to the dedicated network, w can be adopted as a
parameter to balance load between cellular and D2D networks,
by decreasing which we can push D2D links to cellular mode.
Though it is difficult to obtain the optimal frequency hopping
in closed form in a general shared network, the maximization
has been reduced to a lower-dimensional problem by finding
the optimal time hopping probability, and the complexity to
search the optimal scheme becomes much less. Denoting the
number of possible values of pti and pfi by |pt| and |pf |,
respectively, the complexity of brute force can be reduced
from O((|pt| × |pf |)M ) to O(|pf |M ) (e.g., for the case with
|pt| = |pf | = 100 and M = 2, the complexity is reduced from
O(108) to O(104)).
VI. PERFORMANCE EVALUATION
In this section, we provide simulation results to validate the
proposed model and analytical results. The main simulation
parameters used in this paper are summarized in Table II,
unless otherwise specified. The total bandwidth, noise power,
path loss exponent, transmit power, and density of BSs are
chosen based on 3GPP documents (see, e.g., [43, 44]). As for
the other parameters, since the D2D traffic demand and its
growth is not clear at this stage, the values are chosen given
the best information available to us.
TABLE II
SIMULATION PARAMETERS
Total bandwidth 10MHz
Number of sub-bands B 50
Number of D2D types M 2
Service demand of type i
D2D links bDi
5, 15 subbands
Service demand of cellular users bC 5 subbands
Density of BSs λB 1/5002 m−2
Density of cellular users λU 60/5002 m−2
Density of type i D2D links λDi
(same density for different types) 15/500
2 m−2
Average distance between a D2D
transmitter and receiver δ
√
pi
2
50 m
Transmit power of BSs PB 46 dBm
Transmit power of D2D transmitters PD 20 dBm
Noise power σ2 −104 dBm
Path loss exponent α 3.5
−15 −10 −5 0 5 10 15 20 250
0.2
0.4
0.6
0.8
1
SINR (dB)
SI
N
R
 d
is
tri
bu
tio
n
 
 
D2D links (analysis)
D2D links (simulation)
Cellular users (analysis)
Cellular users (simulation)
Fig. 3. The SINR CDFs of active D2D links and cellular users in the
dedicated network, with hopping probabilities pt1 = pt2 = 1, pf1 = 0.2
and pf2 = 0.6. The theoretical and simulation results are in quite good
agreement.
A. Validation of the System Model
We validate our analysis in Figs. 3 and 4. In Fig. 3, we
compare the analytical SINR cumulative distribution functions
(CDFs) of D2D and cellular links in dedicated networks (given
in Props. 1 and 2) to their corresponding simulation results.
The SINR CDFs of D2D and cellular links in shared networks
(given in Theorems 2 and 3) are shown in Fig. 4. Recall that we
approximate the set of interfering BSs by a PPP with density
ρλB . This approximation leads to gaps between the analysis
and simulation results (e.g., the gap between analysis and
simulation results of the rate of cellular links in dedicated net-
works). However, the gaps are very small, which implies that
the approximation is reasonable. From the fact that analytical
results and their corresponding simulation results are in quite
good agreement, we conclude that stochastic geometry allows
us to efficiently find the approximate coverage probabilities
for the D2D-enabled cellular network.
We validate the anaytical results of rates in Figs. 5 and 6. We
fix the ratio of D2D density to cellular user density (e.g., 1/2),
10
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Fig. 4. The SINR CDFs of D2D links and cellular users in the shared
network. The hopping probabilities are pt1 = pt2 = 1, pf1 = 0.1 and
pf2 = 0.3. The theoretical results are almost the same as the simulation
result.
and increase these two densities proportionally. The analytical
results are almost the same as the simulation results. The aver-
age rates of both cellular and potential D2D links decrease as
the density increases, due to the decreasing available resources
per link, as well as the increasing interference. Comparing
the dedicated and shared networks, the D2D links have much
higher average rate in the dedicated network. This implies
that in a hybrid network sharing downlink resources, the
interference from BSs may significantly degrade the network
performance. We can observe that the D2D rates in shared
networks first decrease very fast, and then much more slowly
when the BSs become fully loaded. Indeed, when BSs are
lightly loaded, the interference from BSs increases as the user
density increases, which makes the D2D SINR decrease. In the
fully loaded case, the interference from BSs stays almost the
same. Though the interference from other D2D links increases,
the decrease of D2D rate slows down, which implies that the
interference from BSs is dominant in the performance of D2D
links. Though the lower bound of rates are not very tight,
the shapes are almost the same as the exact simulated rates,
providing possibilities for optimization in terms of simple
closed-form lower bounds. We compare the performance of
exact rates and their lower bounds in the following subsection.
B. Optimization of Network Performance
The variation of rate density with time and frequency
hopping probabilities in a heavily loaded network are shown
in Figs. 7 and 8, respectively. As we can observe, the optimal
hopping probabilities to maximize rate lower bounds are the
same as the ones to maximize the exact rates. To maximize
rate density, the active D2D links access the frequency re-
source according to their service demands in both dedicated
and shared networks (i.e., p∗fi = min{1, bDi/BC}). All the
potential D2D traffic is transmitted directly by D2D to alleviate
the heavy load situation in the cellular network, and thus to
maximize the total rate. Note that the optimal mode selection
may be different for other objective functions. As shown in
these two figures, the overall rate with dedicated allocation is
greater than shared allocation in heavily loaded networks. One
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Fig. 5. The average rates vs. the density of users in the dedicated network
(θ = 0.5). The hopping probabilities are pt1 = pt2 = 1, pf1 = 0.2 and
pf2 = 0.6. The density of potential D2D links increases proportionally to the
density of cellular users. The dashed lines are the simulation results while the
solid lines are the corresponding analytical results. The lower bound of rates
are not very tight, but the shapes are almost the same as the exact rates.
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Fig. 6. The average rates vs. the density of users in the shared network.
The hopping probabilities are pt1 = pt2 = 1, pf1 = 0.1 and pf2 =
0.3. The dashed lines are the simulation results while the solid lines are
the corresponding analytical results. Similar to dedicated network, the lower
bound of rates are not very tight, but the shapes are almost the same as the
exact rates.
possible reason is that the rate of D2D links in the dedicated
network is much larger than in the shared network, where the
interference from BSs may limit the network performance,
as it is observed in Figs. 5 and 6. By appropriately allocating
resources between D2D and cellular networks, the active D2D
links can get a quite large rate compared to cellular UEs.
However, the shared network may overwhelm the dedicated
network without optimal resource partition, which is investi-
gated in Fig. 9.
Though in the setting of this paper, the dedicated network
have a greater rate than the shared network, the conclusion
differs in different scenarios. For example, when we add
an additional condition for guaranteeing the cellular network
performance in the dedicated network (e.g., θ ≤ 0.1), the
optimal total rate in the shared network would be greater than
the total rate in the dedicated network, which is illustrated in
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Fig. 7. Effect of time hopping probabilities on the total rate density in
heavily loaded networks (θ = 0.5). The solid curves and dashed curves show
the performance of exact rates and their lower bounds, respectively. We let
frequency hopping probabilities be pfi = min{1, BC/bDi}. The optimal
time hopping probabilities to maximize the total average rate are the same as
our analytical solutions (i.e. p∗t1 = p
∗
t2
= 1). Though the rate lower bounds
are not very tight, the time hopping probabilities to maximize the rate lower
bounds and the exact rate are the same.
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Fig. 8. Effect of frequency hopping probabilities on the total rate density
in heavily loaded networks (θ = 0.5). The solid curves and dashed curves
show the performance of exact rates and their lower bounds, respectively.
We let the time hopping probabilities be pti = 1. The optimal frequency
hopping probabilities are the same as our analytical solutions (i.e. p∗fi =
min{1, BC/bDi}).
Fig. 9. Another example is the network with a small λD, which
may have a better performance using the shared approach
(e.g., with λD = 0.1λB , the total rates per cell of dedicated
and shared networks are 9.6 and 13.6 Mbps, receptively).
Therefore, there is no absolute advantage for the spectrum
allocation approaches in general settings.
Fig. 9 also shows that the optimal resource partition in our
simulation setup to maximize the total rate is θ∗ = 1. We
can have different θ∗ if the system parameters change. For
example, Fig. 10 shows that θ∗ = bD2B when the average
distance between the D2D transmitter and its receiver increases
to 280m. This is consistent with the conclusion made in
Proposition 6, where we claim that θ∗ depends on various
network parameters (e.g., δ) and belongs to the set O. Note
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frequency hopping probabilities be pfi = min{1, BC/bDi} and the time
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is greater than the dedicated network when θ is small.
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Fig. 10. Rate versus θ in a network with the average distance between
a D2D transmitter and its receiver being 280m. We let frequency hopping
probabilities be pfi = min{1, BC/bDi} and the time hopping probabilities
be pti = 1. The optimal θ
∗ depends on the network parameters. The
simulation result is consistent with the conclusion in Proposition 6.
that we get the solution θ∗ = 0 or 1, which is unfair, due to that
we consider total rate maximization as our objective function
for the first-cut study. The optimal value of θ would be very
different if other utility functions are considered. For example,
for maximization of log-rate, we will never get θ∗ = 0 or 1
(techniques similar to [29] can be used for this analysis). We
leave the investigation of other utility functions to future work.
Though in most cases, we have w ≥ 1, we investigate
the impact of w (w > 0 for more general cases) on the
mode selection in Fig. 11. As w increases, which can be
interpreted as the increasing price of cellular resource, the
cellular communication becomes more and more unattractive
for potential D2D traffic, and thus the load is shifted from
cellular networks to D2D networks, in order to maximize the
total rate. Therefore, it is possible to extend current framework
to a system, which can dynamically control w so as to adjust
the load in D2D and cellular systems to achieve other more
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Fig. 11. Effect of parameter w on the optimal mode selection to maximize
the total rate. As w increases, the number of links in D2D mode increases.
All potential D2D links would be in D2D mode when w ≥ 1.
general utilities (e.g., utilities involving fairness). We leave the
analysis to future work.
VII. CONCLUSION
This paper has presented tractable frameworks for both
dedicated and shared networks, which provide accurate ex-
pressions for important performance metrics (i.e., the coverage
probability and average rate). With an appropriate resource
partitioning, we observe that the dedicated network has a
larger overall rate than shared network in downlink scenario. In
dedicated network, the D2D links would access the frequency
bands as many as needed (i.e., p∗fi = min{1, bDi/(θB)}) to
maximize any non-decreasing utility function. To maximize
the total rate, the potential D2D links are all in D2D mode in
both fully loaded dedicated and shared networks, when w ≥ 1.
There are numerous extensions of the proposed flexible
model, like multiple antennas, power control, interference can-
cellation or interference alignment, more intelligent scheduling
schemes and study of other utility functions. For example,
one possible extension is to use the SIR-based CSMA pro-
tocol [24]. Though the set of active D2D links is no longer
a homogeneous PPP, we can approximate it to a PPP with
appropriate density, at little cost of accuracy. Then we can
use the proposed model in this paper to analyze the network
performance. Another possible extension of the proposed
framework is to model BSs as other point processes, e.g.,
Matern hard core process (MHC), which characterizes the
repulsiveness of BSs [45]. Analysis on the effect of w on
load balancing is also of interest.
APPENDIX A
PROOF OF PROPOSITION 1
Conditioning on the distance between a typical transmitter
and its receiver, we have
P (SINR > β | v) = P (h0 > s(IΦ˜D + σ2) | v)
(a)
= EIΦ˜D
[
exp
(−s(IΦ˜D + σ2))]
= e−sσ
2LIΦ˜D (s),
where s = βP−1D v
α, and LIΦ˜D (s) is the Laplace transform
of random variable IΦ˜D . The equality (a) follows from h0 ∼
exp(1), and the last equality follows from the independence
of noise and interference.
The Laplace transform can be further derived as follows:
LIΦ˜D (s) = E
exp
−s ∑
Zi∈Φ˜D\0
PDhi|Zi|−α

(a)
= exp
(
−2λ˜D
∫ ∞
0
∫ ∞
0
(
1− e−sPDh/uα
)
F (dh)udu
)
= exp
(
−2piλ˜DEh
[∫ ∞
0
(
1− e−sPDh/uα
)
udu
])
(b)
= exp
(
−piλ˜DEh
[
Γ
(
1− 2
α
)
(shPD)
2
α
])
= exp
(
−λ˜D 2pi
2/α
sin (2pi/α)
(sPD)
2
α
)
,
where F (dh) is the law of channel fading (e.g., F (dh) =
e−hdh in Rayleigh fading), and Γ(x) =
∫∞
0
tx−1e−tdt. The
equality (a) follows from the Slivnyak’s Theorem of a PPP
and the Laplace functional of a PPP [36, 37], (b) is obtained
by changing x = shPDrα , and the last equality follows from the
Rayleigh fading assumption. Then we complete the proof by
deconditioning on v.
APPENDIX B
PROOF OF COROLLARY 2
In this special case, for D2D links, we have
PD(β) =
∫ ∞
0
exp
(
−βP−1D σ2vα − λ˜D
2pi2/αβ
2
α v2
sin (2pi/α)
−2piλBH0(β, α)v2 − v
2
2δ2
)
v
δ2
dv
=
1
2δ2λ˜D
2pi2/α
sin(2pi/α)β
2
α + 4δ2piλBH0(β, α) + 1
,
where the last equality is obtained by letting x = v2 and
calculating the integral over x.
As for the cellular users, according to (18), we have
PC(β) =
∫ ∞
0
exp
(
−λ˜D 2pi
2/α
sin (2pi/α)
(β
PD
PB
)
2
α r2
−2piλBH1(β, α)r2 − λBpir2
)
2λBpirdr
=
1
λ˜D
λB
2pi/α
sin(2pi/α) (β
PD
PB
)
2
α + 2H1(β, α) + 1
.
APPENDIX C
PROOF OF PROPOSITION 5
Plugging p∗fi to (27), the average rate of active D2D links
in (27) is non-decreasing with respect to pti . Denoting the
average rate of cellular users by g(pti), we have
g =
7(1− θ)BλB
9w
log2(1 + βC)
2H1(βC , α) + 1
×
(∑M
i=1 λDibDj (1− ptj ) + wλUbC
)
(∑M
i=1 λDibDi(1− pti) + λUbC
) ,
13
whose first derivative with respect to ptk is
∂g
∂ptk
=
7(1− θ)BλB
9w
log2(1 + βC)
2H1(βC , α) + 1
× λDkbDkλUbC(w − 1)(∑M
i=1 λDibDi(1− pti) + λUbC
)2 ≥ 0,
where the last inequality follows from the assumption that
w ≥ 1 for congested networks. Therefore, the rate density is
a non-decreasing function of pti and thus p
∗
ti = 1.
As for a lightly loaded network, with w being very small,
the second term dominates the rate density, which is non-
increasing with respect to pti when w → 0. Therefore, p∗ti = 0.
APPENDIX D
PROOF OF PROPOSITION 6
Denote βC = arg maxβ R
(O)
Cl and βD = arg maxβ R
(O)
Dl .
Plugging p∗ti = 1 to (27), the objective function becomes
max
θ
∑
i λDip
∗
fi
θB log2(βD + 1)
1 + 2δ2
∑
i λDip
∗
fi
2pi2/α
sin(2pi/α)β
2
α
−7BλB log2(βC + 1)
9 (2H1(βC , α) + 1)
θ.
(31)
Recall that we denote Ai =
∑
j∈Si λDj b˜jB log2(βD + 1),
Ci = 2δ
2
∑
j∈Si λDj b˜j
2pi2/α
sin(2pi/α)β
2
α , D = 7BλB9
log2(βC+1)
2H1(βC ,α)+1
,
Ei =
∑
j∈Gi λDjB log2(βD + 1), and Fi =
2δ2
∑
j∈Gi λDj
2pi2/α
sin(2pi/α)β
2
α + 1. On the ith region, the
first term of (31) can be written as
max
θ
Eiθ
2 +Aiθ
Fiθ + Ci
.
The objective function is thus Eiθ
2+Aiθ
Fiθ+Ci
− Dθ. The first
derivative of (31) is EiFiθ
2+2CiEiθ+AiCi
(Ci+Fiθ)2
−D and the second
derivative is 2Ci(EiCi−AiFi)(Ci+Fiθ)3 . Note that CiEi = Ai(Fi − 1),
i.e., CiEi < AiFi. We consider the following two cases.
(1) For partitions with Ei ≥ FiD, the first derivative
of (31) is non-negative, and thus the objective function is
non-decreasing. In this case, we have θ∗ = b˜i+1. Note that
Ei − FiD decreases as i increases. Denoting the index of
the last domain that satisfies Ei ≥ FiD by k, the objective
function keeps increasing over the first k partitions, and thus
θ∗ = b˜k+1 for the first k partitions.
(2) For the partitions with Ei < FiD, we have a posi-
tive second derivative, implying that the objective function
is concave. Thus, the optimal solution in the latter case
is
[
1
Fi
(√
Ci(AiFi−EiCi)
DFi−Ei − Ci
)]min{1,b˜i+1}
b˜i
, where [x]ba de-
notes min{max{x, a}, b}.
Combining the above two cases, the proof is complete.
APPENDIX E
PROOF OF PROPOSITION 7
When pfiB > bDi , the objective function is non-increasing
with respect to pfi , and thus we have p
∗
fi
≤ bDi/B. Observing
that pfi only appears in terms of ptipfi , we change variable to
xi = ptipfi . The rate density maximization problem becomes
max
pt,x
d
(S)
rate (xi, pti)
s.t. xi ≤ bDi/B,
xi ≤ pti ≤ 1,∀i ∈ ΦD.
(32)
The objective function (28) is
d
(S)
rate (xi, pti)
=
∑M
j=1 xjλDjB log2(1 + βD)
2pi2/α2δ2β
2
α
D
sin(2pi/α)
∑M
i=1 xiλDi + 4δ
2piλBH0(βD, α) + 1
+ p(S)a
(∑M
j=1
bDj
w (1− ptj )λDj + bCλU
)
log2(1 + βC)∑M
i=1 xiλDi
λB
2pi/α
sin(2pi/α) (βC
PD
PB
)
2
α + 2H1(βC , α) + 1
,
where the first term is independent of pti , and the second term
can be written as
A
(∑M
j=1 bDj (1− ptj )λDj + wbCλU
)
(
bCλU +
∑M
i=1 bDiλDi(1− pti)
) , (33)
where A =
7BλB
9w∑M
i=1
xiλDi
λB
2pi/α
sin(2pi/α)
(βC
PD
PB
)
2
α+2H1(βC ,α)+1
> 0.
The first derivative of (33) with respect to pti is
A
bCλUbDiλDi(w − 1)(
bCλU +
∑M
i=1 bDiλDi(1− pti)
)2 ,
which is non-negative when w ≥ 1. Therefore, given w ≥ 1,
the objective function (28) is a non-decreasing function of pti ,
and we have p∗ti = 1.
In a lightly loaded network with small w, similar to the
proof in Appendix C, we have p∗ti = 0.
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