Abstract. A mathematical framework for optimal bilinear control of nonlinear Schrödinger equations of Gross-Pitaevskii type arising in the description of Bose-Einstein condensates is presented. The obtained results generalize earlier efforts found in the literature in several aspects. In particular, the cost induced by the physical work load over the control process is taken into account rather then often used L 2 -or H 1 -norms for the cost of the control action. Well-posedness of the problem and existence of an optimal control is proven. In addition, the first order optimality system is rigorously derived. Also a numerical solution method is proposed, which is based on a Newton type iteration, and used to solve several coherent quantum control problems.
1. Introduction 1.1. Physics background. Ever since the first experimental realization of BoseEinstein condensates (BECs) in 1995, the possibility to store, manipulate, and measure a single quantum system with extremely high precision has provided great stimulus in many fields of physical and mathematical research, among them quantum control theory. In the regime of dilute gases, a BEC, consisting of N particles, can be modeled by the Gross-Pitaevskii equation [25] , i.e. a cubically nonlinear Schrödinger equation (NLS) of the form
∆ψ + U (x)ψ + N g|ψ| 2 ψ + W (t, x)ψ, x ∈ R 3 , t ∈ R, with m denoting the mass of the particles, Planck's constant, g = 4π 2 a sc /m, and a sc ∈ R their characteristic scattering length, describing the inter-particle collisions. The function U (x) describes an external trapping potential which is necessary for the experimental realization of a BEC. Typically, U (x) is assumed to be a harmonic confinement. In situations where U (x) is strongly anisotropic, one experimentally obtains a quasi one-dimensional ("cigar-shaped"), or quasi twodimensional ("pancake shaped") BEC, see for instance [17] . In the following, we shall assume U (x) to be fixed. The condensate is consequently manipulated via a time-dependent control potential W (t, x), which we shall assume to be of the following form:
Here, α(t) denotes the control parameter (typically, a switching function acting within a certain time-interval [0, T ]) and V (x) is a given potential. In our context, the potential V (x) models the spatial profile of a laser field used to manipulate the BEC and α(t) its intensity. The problem of quantum control, i.e. the coherent manipulation of quantum systems (in particular Bose-Einstein condensates) via external potentials W (t, x), has attracted considerable interest in the physics literature, cf. [6, 10, 14, 16, 24, 26, 31] . From the mathematical point of view, quantum control problems are a specific example of bilinear control systems [11] . It is known that linear or nonlinear Schrödinger-type equations are in general not exactly controllable in, say, L 2 (R 3 ), cf. [28] . Similarly, approximate controllability is known to hold for only some specific systems, such as [20] . More recently, however, sufficient conditions for approximate controllability of linear Schrödinger equations with purely discrete spectrum have been derived in [9] . In [19] these conditions have been shown to be generically satisfied, but, to the best of our knowledge, a generalization to the case of nonlinear Schrödinger equations is still lacking.
The goal of the current paper is to consider quantum control systems within the framework of optimal control, cf. [29] for a general introduction, from a partial differential equation constrained point of view. The objective of the control process is thereby quantified through an objective functional J = J(ψ, α), which is minimized subject to the condition that the time-evolution of the quantum state is governed by the Gross-Pitaevskii equation. Such objective functionals J(ψ, α) usually consist of two parts, one being the desired physical quantity (observable) to be minimized, the other one describing the cost it takes to obtain the desired outcome through the control process. In quantum mechanics, the wave function ψ(t, ·) itself is not a physical observable. Rather, one considers self-adjoint linear operators A acting on ψ(t, ·) and aims for a prescribed expectation value of A at time t = T > 0, the final time of the control process. Such expectation values are computed by taking the L 2 -inner product ψ(T, ·), Aψ(T, ·) L 2 (R d ) . Note that this implies that the corresponding ψ(t, ·) is only determined up to a constant phase. This fact makes quantum control less "rigid" when compared to classical control problems in which one usually aims to optimize for a prescribed target state.
There are many possible ways of modeling the cost it takes to reach a certain prescribed expectation value. The corresponding cost terms within J(ψ, α) are often given by the norm of the control α(t) in some function space. Typical choices are L 2 (0, T ) or H 1 (0, T ). However, these choices of function spaces for α(t) often lack a clear physical interpretation. In addition, cost terms based on, say, the L 2 -norm of α tend to yield highly oscillatory optimal controls due to the oscillatory nature of the underlying (nonlinear) Schrödinger equation. The same is true for quantum control via so-called Lyapunov tracking methods, see, e.g., [12] . In the present work we shall present a novel choice for the cost term, which is based on the corresponding physical work performed throughout the control process.
We continue this introductory section by describing the mathematical setting in more detail.
Mathematical setting.
We consider a quantum mechanical system described by a wave function ψ(t, ·) ∈ L 2 (R d ) within d = 1, 2, 3 spatial dimensions. The case d = 1, 2 models the effective dynamics within strongly anisotropic potentials (resulting in a quasi one or two-dimensional BEC). The time-evolution of ψ(t, ·) is governed by the following generalized Gross-Pitaevskii equation (rescaled into dimensionless form):
(1.1) i∂ t ψ = − 1 2 ∆ψ + U (x)ψ + λ|ψ| 2σ ψ + α(t)V (x)ψ, x ∈ R d , t ∈ R, with λ 0, σ < 2/(d − 2), and subject to initial data
For physical reasons we normalize ψ 0 L 2 (R d ) = 1, which is henceforth preserved by the time-evolution of (1.1). In addition, the control potential is assumed to be V ∈ W 1,∞ (R d ), whereas for U (x) we require
for all multi-indices k with |k| 2.
In other words, the external potential is assumed to be smooth and subquadratic.
One of the most important examples is the harmonic oscillator U (x) = 1 2 |x| 2 . Due to the presence of a subquadratic potential, we restrict ourselves to initial data ψ 0 in the energy space
In particular, this definition guarantees that the quantum mechanical energy functional
associated to (1.1) is well defined.
Remark 1.1. Note that σ < 2/(d − 2) allows for general power law nonlinearities in dimensions d = 1, 2, whereas in d = 3 the nonlinearity is assumed to be less than quintic. From the physics point of view a cubic nonlinearity σ = 1 is the most natural choice, but higher order nonlinearities also arise in systems with more complicated inter-particle interactions, in particular in lower dimensions; compare [17] . From the mathematical point of view, it is well known that the restriction σ < 2/(d − 2) guarantees well-posedness of the initial value problem in the energy space Σ; see [7, 8] . In addition, the condition λ 0 (defocusing nonlinearity) guarantees the existence of global in-time solutions to (1.1); see [7] . Hence, we do not encounter the problem of finite-time blow-up in our work.
for all t ∈ R, the energy E(t) is not conserved. This is in contrast to the case of time-independent potentials. In our case, rather one finds that
The physical work performed by the system within a given time-interval [0, T ] is therefore equal to
Thus a control α(t) acting for t ∈ [0, T ] upon a system described by (1.1) requires a certain amount of energy, which is given by (1.5). It, thus, seems natural to include such a term in the cost functional of our problem in order to quantify the control action. Indeed, for any given final control time T > 0, and parameters γ 1 0, γ 2 > 0, we define the following objective functional :
is a bounded linear operator which is assumed to be essentially self-adjoint on L 2 (R d ). In other words, A represents a physical observable with spec (A) ⊆ R. A typical choice for A would be A = A − a where a ∈ R is some prescribed expectation value for the observable A in the state ψ(T, x). For example, if a ∈ spec (A ) is chosen to be an eigenvalue of A , the first term in J(ψ, α) is zero as soon as the target state ψ(T, ·) is, up to a phase factor, given by an associated eigenfunction of A . However, one may consider choosing a ∈ R such that it "forces" the functional to equidistribute between, say, two eigenfunctions. Remark 1.2. We also remark that in the case A = P ϕ − 1, where P ϕ denotes the orthogonal projection onto a given target state ϕ ∈ L 2 (R d ), the first term on the right hand side of (1.6) reads
is the same as used in recent works in the physics literature; see [14] .
Using (1.4), we find that the objective functional J(ψ, α) explicitly reads
Here, the second line on the right hand side displays two cost (or penalization) terms for the control: The first one, involving γ 1 0, is given by the square of the physical work, i.e. the right hand side of (1.4). The second is a classical cost term as used in [14] . In our case, the second term is required as a mathematical regularization of the optimal control problem, since for general (sign changing)
might vanish for some t ∈ R. In such a situation, the boundedness of variations of α(t) is in jeopardy and the optimal control problem lacks well-posedness. Hence, we require γ 2 > 0 for our mathematical analysis, but typically take γ 2 γ 1 in our numerics in Section 5 to keep its influence small. Note, however, that in the case where the control potential satisfies the positivity condition
we may choose γ 2 = 0 and all of our results remain valid.
Remark 1.3. In situations where the above positivity condition on V (x) does not hold, one might think of performing a time-dependent gauge transform of ψ, i.e.
with a constant κ > min x∈R d V (x), assuming that the minimum exists. This yields a Gross-Pitaevskii equation for the wave functionψ with modified control potential V (x) = (κ + V (x)) > 0 for all x ∈ R d . Note, however, that this gauge transform leaves the expression (1.8) unchanged and hence does not improve the stuation. Only if one also changes the potential V (x) within J(ψ, α) intoṼ (x), the problem does not require any regularization term (proportional to γ 2 ). Note, however, that such a modification yields a control system which is no longer (mathematically) equivalent to the original problem. In fact, replacing V (x) byṼ (x) in the objective functional J(ψ, α) corresponds to increasing the parameter γ 2 by κ.
1.3.
Relation to other works and organization of the paper. The mathematical research field of optimal bilinear control of systems governed by partial differential equations is by now classical, cf. [13, 18] for a general overview. Surprisingly, rigorous mathematical work on optimal (bilinear) control of quantum systems appears very limited, despite the physical significance of the involved applications (cf. the references given above). Results on simplified situations, as, e.g., for finite dimensional quantum systems, can be found in [5] (see also the references therein). More recently, optimal control problems for linear Schrödinger equations have been studied in [2, 4, 15] . In addition, numerical questions related to quantum control are studied in [3, 30] . Among these papers, the work in [15] appears closest to our effort. Indeed, in [15] , the authors provide a framework for bilinear optimal control of abstract (linear) Schrödinger equations. The considered objective functional involves a cost term proportional to the L 2 -norm of the control parameter α(t). The present work goes beyond the results obtained in [15] in several repects: First, we generalize the cost functional to account for oscillations in α(t) and in particular for the physical work load performed throughout the control process. In addition, we allow for observables A which are unbounded operators on L 2 . Second, we consider nonlinear Schrödinger equations of Gross-Pitaevskii type, including unbounded (subquadratic) potentials, which are highly significant in the quantum control of BECs. This type of equation makes the study of the associated control problem considerably more involved from a mathematical point of view.
The rest of this work is organized as follows. In section 2 we clarify existence of a minimizer for our control problem. In particular, we prove that the corresponding optimal solution ψ * (t, x) is indeed a mild (and not only a weak) solution of (1.1), depending continuously on the initial data ψ 0 . Then, in section 3 the adjoint equation is derived and analyzed with respect to existence and uniqueness of a solution. It is our primary tool for the description of the derivative of the objective function reduced onto the control space through considering the solution of the Gross-Pitaevskii equation as a function of the control variable α. The results of section 3 are paramount for the derivation of the first order optimality system in section 4. In section 5 a gradient-and a Newton-type descent method are defined, respectively, and then used for computing numerical solutions for several illustrative quantum control problems. In particular, we consider the optimal shifting of a linear wave package, splitting of a linear wave package and splitting of a BEC. The paper ends with conclusions on our findings in section 6.
Notation. Throughout this work we shall denote strong convergence of a sequence (x n ) n∈N by x n → x and weak convergence by x n x. For simplicity, we shall often write ψ(t) ≡ ψ(t, ·) and also use the shorthand notation
Existence of minimizers
We start by specifying the basic functional analytic framework. For any given T > 0, we consider H 1 (0, T ) as the real vector space of control parameters α(t) ∈ R. It is known [8] that for every α ∈ H 1 (0, T ), there exists a unique mild solution ψ ∈ C([0, T ]; Σ) of the Gross-Pitaevskii equation. More precisely, ψ solves
where from now on we denote by
the group of unitary operators {S(t)} t∈R generated by the Hamiltonian H. In other words, S(t) describes the time-evolution of the linear, uncontrolled system. Next, we define
where Σ * is the dual of the energy space Σ. Then the appropriate space for our minimization problem is
ψ is a mild solution of (1.1) }.
Since the control α is real-valued, it is natural to consider Λ(0, T ) as a real vector space and we shall henceforth equip L 2 (R d ) with the scalar product
which is subsequently inherited by all L 2 -based Sobolev spaces. (Note that this choice is also used in [8] .) From what is said above, we infer that the space Λ(0, T ) is indeed nonempty.
With these definitions at hand, the optimal control problem under investigation is to find
We are now in the position to state the first main result of this work.
Then, for any T > 0, any initial data ψ 0 ∈ Σ, α 0 ∈ R and any choice of parameters γ 1 0, γ 2 > 0 the optimal control problem (2.4) has a minimizer (ψ * , α * ) ∈ Λ(0, T ).
The proof of this theorem will be split into three steps: In subsection 2.1 we shall first prove a convergence result for minimizing, or more precisely, infimizing sequences. We consequently deduce in subsection 2.2 that the obtained limit ψ * is indeed a mild solution of (1.1). Finally, we shall prove lower semicontinuity of J(ψ, α) with respect to the convergence obtained before.
2.1.
Convergence of infimizing sequences. First note that there exists at least one infimizing sequence with an infimum −∞ J * < +∞, since Λ(0, T ) = ∅ and J : Λ(0, T ) → R. Then we have the following result for any infimizing sequence. Proposition 2.2. Let (ψ n , α n ) n∈N be an infimizing sequence of the optimal control problem given by (1.6). Then under the assumptions of Theorem 2.1 there exist a subsequence, still denoted by (ψ n , α n ) n∈N , and functions
as n → +∞. Furthermore it holds that
Proof. By definition, J 0 and thus it is bounded from below. For an infimizing sequence (ψ n , α n ) n∈N the sequence of objective functional values (J(ψ n , α n )) n∈N converges and is bounded on R. Hence, it holds that J(ψ n , α n ) C < +∞ for all n ∈ N. Since γ 2 > 0 it follows that
For smooth α n : [0, T ] → R we compute
and thus α n is bounded in L ∞ (0, T ). By approximation (using the fact that α n (0) = α 0 is fixed), the sequence (α n ) n∈N is uniformly bounded in L ∞ (0, T ), which in turn implies a uniform bound in L 2 (0, T ) and thus in H 1 (0, T ). Hence, there exists a subsequence, still denoted (α n ) n∈N , and α * ∈ H 1 (0, T ), such that
and hence
. Since E n (0) = E 0 depends only on ψ 0 and α 0 (and is thus independent of n ∈ N), the same argument as before yields E n L ∞ t C. Recalling the definition of the energy (1.3) and the fact that λ 0, we obtain
which, in view of the bound (2.6) and Gronwall's inequality, yields
In summary we have shown
where C > 0 is independent of n ∈ N and t ∈ [0, T ]. Hence, ψ n is uniformly bounded in L ∞ (0, T ; Σ) and in particular in L 2 (0, T ; Σ). By reflexivity of L 2 (0, T ; Σ), we consequently infer the existence of a subsequence (denoted by the same symbol) such that
To obtain the strong convergence announced above, we first note that (1.1) implies
. Thus, we can apply the Aubin-Lions Lemma to deduce
In particular, there exists yet another subsequence (still denoted by the same symbol), such that
In order to obtain weak convergence in the energy space, i.e. ψ n (t)
In view of (2.7), every subsequence of ψ n (t) has yet another subsequence such that ψ n (t) converges weakly in Σ to some limit. On the other hand, this limit is necessarily given by ψ * (t), since
Hence the whole sequence converges weakly in Σ to ψ * (t). By lower-semicontinuity of the Σ-norm we can deduce ψ n (t)
, where 2 r < 2.2. Minimizers as mild solutions. Next we prove that the limit ψ * obtained in the previous subsection is indeed a mild solution of (1.1) with corresponding control α * . From the physical point of view, this is important since it implies continuous (in time) dependence of ψ * upon a given initial data ψ 0 . To this end, one should also note that H 1 (0, T ) → C(0, T ) (using Sobolev imbeddings), and hence the obtained optimal control parameter α * (t) is indeed a continuous function on [0, T ].
Then ψ * is a mild solution of (1.1) with control α * and
In particular, this implies that the convergence result (2.5) holds for all t ∈ [0, T ].
Proof. First we note that, by construction, each ψ n satisfies
Here and in the following we shall suppress the x-dependence of ψ for notational convenience. In order to prove that ψ * is a mild solution corresponding to the control α * , we take the L 2 -scalar product of the above equation
In view of Proposition 2.2, the term on the left hand side of this identity converges to the desired expression for almost all t ∈ [0, T ], i.e.
In order to proceed further, we note that for any f ∈ D (R d ) it holds that (2.10)
and we therefore define
for which we can prove the following regularity properties.
where the functionχ is defined in (2.11). In particular, the functionχ is bounded in
We can thus estimate
S(t − s)∇S(s) ds
Combining the estimates (2.12) and (2.13) and applying Gronwall's inequality yields
and the Gagliardo-Nirenberg inequality (2.8).
With the result of Lemma 2.4 at hand, we consider the second term on the right hand side of (2.9). Rewriting it using (2.10), we estimate
By Hölder's inequality, it holds that
where, in view of Lemma 2.4, we have χ L ∞ t L 2σ+2 x < +∞. In addition, Proposition 2.2 implies that the factor inside the parentheses is bounded and that
Thus, we have shown that the second term on the right hand side of (2.9) vanishes in the limit n → ∞.
It remains to treat the last term on the right hand side of (2.9), rewritten via (2.10). We first estimate
Here, the last term on the right hand side can be bounded by
For the remaining term we use the fact that V ∈ L ∞ (R d ) and Hölder's inequality to obtain that
due to the results of Proposition 2.2 and Lemma 2.4. In summary this proves that ψ * ∈ Υ(0, T ) satisfies, for almost all t ∈ [0, T ],
i.e. ψ * is a weak Σ-solution in the terminology of [8, Definition 3.1.1] (where the analogous notion of weak H 1 -solutions is introduced). In order to obtain that ψ * is indeed a mild solution we note that
by interpolation and the Gagliardo-Nirenberg inequality (2.8). Classical arguments based on Strichartz estimates then yield uniqueness of the weak Σ-solution ψ * . Arguing as in the proof of [8, Theorem 3.3 .9], we infer that ψ * is indeed a mild solution to (
2.3. Lower semicontinuity of objective functional. In order to conclude that the pair (ψ * , α * ) ∈ Λ(0, T ) is indeed a minimizer of our optimal control problem, it remains to show lower semicontinuity of the functional J(ψ, α) with respect to the convergence results established in Proposition 2.2.
Lemma 2.5. For the sequence constructed in Proposition 2.2, it holds that
as n → ∞ by Proposition 2.3, and hence the estimate
yields convergence of the corresponding term in the objective functional (1.8). Next, we consider the cost term involving γ 1 . In view of (1.9), we define
and estimate lim inf
(2.14)
independently of n ∈ N and t ∈ [0, T ] and that the same holds for ω * (t). The first term on the right hand side of (2.14) is convex in α n and thus satisfies (2.15) lim inf
since any convex and lower semicontinuous functional is weakly lower semicontinuous. On the other hand, Proposition 2.2 implies
Thus, using (2.15) and (2.16) together with Fatou's Lemma yields lim inf
Finally the cost term involving γ 2 is lower semicontinuous by convexity and weak convergence of α n in H 1 (0, T ).
In summary, we have shown that J * = lim inf n→∞ J(ψ n , α n ) J(ψ * , α * ) and thus indeed J * = J(ψ * , α * ). In other words, (ψ * , α * ) ∈ Λ(0, T ) solves the optimization problem.
2, is indeed crucial for proving the weak lower-semicontinuity of J(ψ, α). Without such a bound on the second moment, we would only have
due to the lack of compactness of
In this case, the lower semi-continuity of the term ψ(T ), Aψ(T ) L 2 x is not guaranteed. A possible way to circumvent this problem would be to assume that A is positive definite, which, however, is not true for general observables of the form A = A − a, with a ∈ R. A second possibility would be to assume that A is localizing, i.e. for all ψ ∈ H 1 (R d ): supp x∈R d (Aψ(x)) ⊆ B(R), for some R < +∞.
Derivation and analysis of the adjoint equation
In order to give a characterization of a minimizer (ψ * , α * ) ∈ Λ(0, T ), we need to derive the first order optimality conditions for our optimal control problem (2.
Using this map we introduce the unconstrained or reduced functional
For the characterization of critical points, we need to compute the derivative of J . For this calculation let δ α ∈ H 1 (0, T ) with δ α (0) = 0 be a feasible control perturbation. (Recall that H 1 (0, T ) → C(0, T ) and hence it makes sense to evaluate δ α (t) at t = 0.) Then the chain rule yields
where Υ * denotes the dual space of Υ ≡ Υ(0, T ) for any given T > 0. The main difficulty lies in computing ψ (α) since ψ is given only implicitly through the nonlinear Schrödinger equation (1.1) .
In the following, we shall write the (nonlinear) partial differential equation (1.1) in a more abstract form, i.e.
where H = − 1 2 ∆ + U (x) denotes the linear, uncontrolled Hamiltonian operator. Setting ψ = ψ(α) and differentiating with respect to α formally yields
Next, assuming that ∂ ψ P is invertible, we solve for ψ (α) via
Thus it holds that
which can be rewritten as
Here we abbreviate
Substituting (3.3) into equation (3.1), we see that critical points of (2.4) satisfy
In order to obtain (3.4) in a more explicit form, we (formally) compute the derivative
Analogously, we find
Next, we define
which, in view of (3.4), allows us to express J (α) ∈ (H 1 (0, T )) * in the following form:
We consequently obtain J (α) by explicitly calculating the right hand side of this equation (given in (4.3) below), provided we can determine ϕ.
In order to perform this calculation, we recall that the duality pairing between ξ ∈ L 2 (R d ) ⊂ Σ * and ψ ∈ Σ can be expressed by the inner product defined in (2.3). Thus, (3.6) implies
for all test functions δ ψ ∈ Υ(0, T ) such that δ ψ (0) = 0. This is the correct "tangent space" for ψ in view of the Cauchy data
By virtue of the symmetry of the linearized operator ∂ ψ P (ψ(α), α), equation (3.8) corresponds to the weak formulation of the following adjoint equation:
for all t ∈ [0, T ] and with data:
Here,
denotes the first variation of J(ψ, α) with respect to the value of
, where ψ is the solution of (1.1) with control α. Likewise,
denotes the first variation with respect to solutions of (1.1) evaluated at the final time t = T . Explicitly, these derivatives are given by 10) in view of the definition (1.9), and
The system (3.9) consequently defines a Cauchy problem for ϕ with data given at t = T , the final time. Thus, one needs to solve (3.9) backwards in time, a common feature of adjoint systems for time-dependent phenomena.
Remark 3.1. In fact, ϕ can also be seen as a Lagrange multiplier within the Lagrangian formulation of the optimal control problem. In oder to see this, one defines the Lagrangian
where P (ψ, α) is the nonlinear Schrödinger equation given in (3.2). Formally, the Euler-Lagrange equations associated to L(ψ, α, p) yield (3.7) and (3.9). In Section 5 we shall use the Lagrangian formulation to formally compute the Hessian of the reduced objective functional J (α).
In the next subsection, we shall set up an existence theory for (3.9), which in turn will be used to rigorously justify the above derivation in Section 4 below.
3.2.
Existence of solutions to the adjoint equation. In order to obtain existence of solutions to (3.9), we need sufficiently high regularity of ψ, the solution of the Gross-Pitaevskii equation (1.1). For this purpose, for every m ∈ N we define
for all multi-indices j and k with |j| + |k| m} , equipped with the norm (note that Σ 1 ≡ Σ):
, it would be enough to work in the space
In the presence of an external subquadratic potential, however, we also require control of higher moments of the wave function ψ with respect to x. Lemma 3.3. Let S(t) be given by (2.1) with U ∈ C ∞ (R d ; R) and subquadratic. Then, there exists a constant c > 0 such that
The proof of this lemma can be deduced by differentiating the Σ m -norm with respect to time and applying Gronwall's inequality. It consequently implies the following regularity result for solutions to (1.1):
In view of Lemma 3.3, this result can be proved by following the same arguments as in [8, Theorem 5.5 
Thus, all the ψ-dependent coefficients appearing in adjoint equation (3.9) are indeed in L ∞ .
Remark 3.5. Note that Lemma 3.4 requires us to impose σ ∈ N, which together with the condition σ < 2/(d − 2) necessarily implies d 3. The reason is that for general σ > 0 (not necessarily an integer) the nonlinearity |ψ| 2σ ψ is not locally Lipschitz in Σ m (cf. Lemma 4.2) and the life-span of solution ψ(t, ·) ∈ Σ m is in general not known, see [8] for more details.
From now on, we shall always assume that
With the above regularity result at hand, classical semigroup theory [22] allows us to construct a solution to the adjoint problem. Proposition 3.6. Let λ 0, σ ∈ N with σ < 2/(d − 2), and
Proof. First, we study the homogenous equation ∂ ψ P (ψ(α), α)ξ = 0, associated to (3.9). It can be written as
where 
). The operator B(t) may therefore be considered as a (time-dependent) perturbation of the generator −iH.
Following the construction given in Proposition 1.2, Chapter 3 of [22] , we obtain the existence of a propagator F (t, s), i.e. a family of bounded operators
which are strongly continuous in time and satisfy F (t, s) = F (t, r)F (r, s). This propagator F (t, s) is implicitly given by
and solves the homogeneous linearized equation in the sense that
Clearly, it provides a unique mild solution ξ(t) = F (t, s)ϕ(s) of the homogenous equation. Duhamel's formula applied to the adjoint problem (3.9) consequently yields (3.12)
Under our assumptions on ψ and A we have that
which in view of Duhamel's formula (3.12) implies the existence of a mild solution
. Uniqueness follows from linearity and the uniqueness of the homogeneous equation.
Rigorous characterization of critical points
A classical approach for making the derivation of the adjoint system rigorous is based on the implicit function theorem. The latter is used to show that ∂ ψ P (ψ(α), α) is indeed invertible, but it requires the identification of a linear function space X such that
and
In other words, we require the solution of (3.9) with a right hand side in X to be in Υ(0, T ). It seems, however, that the linearized operator ∂ ψ P (ψ, α) −1 is not sufficiently regularizing to allow for an easy identification of X. Therefore we shall not invoke the implicit function theorem but rather calculate the Gâteaux-derivative J (α) directly. (We do not prove Fréchet-differentiability; see Remark 4.4 below.) To this end, we shall first show that the solution ψ = ψ(α) to (1.1) depends Lipschitz-continuously on the control parameter α. This will henceforth be used to estimate the error terms appearing in the derivative of J (α).
4.1.
Lipschitz continuity with respect to the control. As a first step towards full Lipschitz continuity, we prove local-in-time Lipschitz continuity of ψ = ψ(α) with respect to the control parameter α.
be two mild solutions to (1.1), corresponding to initial dataψ 0 , ψ 0 ∈ Σ m and control parametersα, α ∈ H 1 (0, T ), respectively. Assume that
where
In particular, the mapping α → ψ(α) ∈ Υ(0, T ) is continuous with respect to α ∈ H 1 (0, T ).
Proof. To simplify notation, let us assume t + τ T . By construction, there exists a τ > 0 depending only on M , such that ψ| It is a fixed point of the mapping
which maps the set
Of course, the same holds true forψ andα in place of ψ and α, respectively. In particular, the embedding Σ
To proceed further, we recall the following result, which can be proved along the lines of [8, Lemma 4. 10. 2].
Lemma 4.2. Let M > 0, σ ∈ N, and m > d/2. Then there exists a constant
In other words, ψ → |ψ| 2σ ψ is locally Lipschitz in Σ m .
Subtracting the two fixed point expressions forψ and ψ gives As a direct consequence of this continuity result, we obtain uniform boundedness of the solution ψ(α) on compact sets in α ∈ H 1 (0, T ). Of course, bounded sets in H 1 (0, T ) are in general not compact and thus we have to restrict ourselves to finitedimensional subsets. 
Remark 4.4. This bound on finite dimensional subsets of H 1 (0, T ) is the reason why we can only prove Gâteaux-differentiability. If we had a bound on ψ(α) in the Σ m -norm which was uniform in t T and α H 1 t M , we could prove Fréchet-differentiability. For our further analysis, however, this will not be of any consequence. Now we are ready to prove Lipschitz-continuity of the solution ψ(α) with respect to the control parameter α ∈ H 1 (0, T ) on the whole control interval [0, T ].
be the solution to (1.1). Setψ ≡ ψ(α) where for any ε ∈ [−1, 1], we letα := α + εδ α with δ α ∈ H 1 (0, T ) such that δ α (0) = 0. Then there exists a constant C > 0, such that
In other words, the solution to (1.1) depends Lipschitz-continuously on the control α for each fixed direction δ α .
Proof. Since Corollary 4.3 provides a uniform (in ε) bound on ψ L ∞ (0,T ;Σ m ) , the quantity τ in the local Lipschitz estimate (4.1) is now independent of and t and the estimate indeed holds on every interval [t,
Since both solutionsψ and ψ coincide at t = 0, finite summation of this estimate over intervals [nτ, (n + 1)τ ] yields (4.2).
4.2.
Proof of differentiability and characterization of critical points. We are now in a position to state the second main result of this work.
Theorem 4.6. Let λ 0, σ ∈ N with σ < 2/(d − 2), and
in the sense of distributions, where ω(t) is the weight factor defined in (1.9) and
is the solution of the adjoint equation
Remark 4.7. When compared to the assumptions of Theorem 2.1, the result of Theorem 4.6 requires additional regularity (and stronger decay) of the initial data ψ 0 and the potential V (plus, we need to restrict ourselves to σ ∈ N). Note that the requirement m ∈ N and m 2 implies m > d/2 for d = 1, 2, 3 spatial dimensions.
Proof. We need to prove that J (α) is of the form (4.2). For this purpose, let ψ = ψ(α),ψ = ψ(α) withα = α + εδ α , satisfy the assumptions of Lemma 4.5 and consider the difference of the corresponding objective functionals J (α), J (α). This difference can be written as the sum of three terms
where we define
The general strategy will be to use the Lipschitz property established in Lemma 4.5 and rewrite the terms I, II, and III in such a way that
, the limit ε → 0 then yields the desired functional derivative. We start by considering the term I. It can be rewritten in the form
Using the essential self-adjointness of A, the terms within the parentheses yield
Using the Lipschitz-estimate (4.2), we obtain
Squaring the above result and plugging it into our expression for I consequently yields
Next we consider II, which can be written as
The first term in the second line is thereby seen to be of the form given in (4.2). Finally we consider III, which in view of definition (1.9) can be written as
As before, we can expand these terms using quadratic expansions in bothψ and α. In view of the Lipschitz estimate (4.2), any
) and hence we obtain
Here the second term on the right hand side is linear in (α − α) and hence of the desired form. In order to treat the first term, we note that the expression
appears as a source term in the adjoint equation (4.4). Thus we obtain
where we recall that ∂ ψ P (ψ, α) denotes the linearized Schrödinger operator obtained in (3.5). The last term on the right hand side of (4.7) stems from the boundary condition at t = T . Note that the boundary term at t = 0 vanishes sincẽ
and hence the right hand side of (4.7) is well-defined. In addition, since bothψ and ψ solve the nonlinear Schrödinger equation (1.1), we can write 8) where the remainder (ψ, ψ) is given by 1
, the remainder can be bounded by
Furthermore, the contribution of (α(t) − α(t))V (x)ψ in (4.8) equals
where the latter term can be estimated by O( α − α 2 H 1 t ) as before. In summary, this shows that
where we have used the fact that the data of the adjoint problem at t = T is given by
Aψ(T, x). Thus, we infer that, up to quadratic errors, the second line in (4.9) cancels with the terms obtained in (4.5) . Collecting all the expressions obtained for I, II, III and taking the limit ε → 0, we have shown that J (α) is Gâteaux-differentiable with derivative J (α) given by (4.2) . This concludes proof of Theorem 4.6. Equation (4.3) yields the following characterization of the critical points α * ∈ H 1 (0, T ), i.e. points where J (α * ) = 0.
Corollary 4.8. Let ψ * be the solution of (1.1) with control α * . Also, let ϕ * be the corresponding solution of the adjoint equation (4.4), and denote by ω * the function defined in (1.9) with ψ replaced by ψ * . Then α * ∈ C 2 (0, T ) is a classical solution of the following ordinary differential equation
Remark 4.9. In the case γ 1 = 0 this simplifies to the expression used in the physics literature; cf. [14] .
Proof. Let µ ∈ C ∞ 0 (0, T ) be a test function with compact support in (0, T ). Then, Theorem 2.1 and Theorem 4.6 imply that there exists α * ∈ H 1 (0, T ) such that J (α * ) = 0, satisfying (4.3) in the sense of distributions, i.e.
where we have used the fact that the boundary terms at t = 0 and t = T vanish due to the compact support of µ(t). We shall show that the weak solution α * is in fact unique. This can be seen by considering two different α
Since γ 2 > 0 and γ 1 0, this implies thatβ * (t) = 0 in the sense of distributions. However, since α
, we conclude that β * ∈ C(0, T ) and thus β * (t) = const for all t ∈ [0, T ]. Since β * (0) = 0 by assumption, we infer uniqueness of the weak solution α * (t). On the other hand, standard arguments imply that (4.10) admits a unique classical solution α * ∈ C 2 (0, T ), provided ω * ∈ C 1 (0, T ) and the (source term on the) right hand side is continuous in time. The latter is obviously true in view of Proposition 2.3 and Proposition 3.6. In addition, since
we infer that for all ψ(t) ∈ Σ it holds that χ(t) := (V (x)ψ(t)) ∈ Σ. From Proposition 2.3 it follows thaṫ ω * (t) = 2Re
Thus, ω(t) ∈ C 1 (0, T ), yielding the existence of a unique classical solution α * ∈ C 2 (0, T ). We therefore conclude that the unique weak solution α * obtained above is in fact a classical solution, satisfying (4.10) subject to α * (0) = α 0 ,α * (T ) = 0. We call α * ∈ H 1 (0, T ) a critical or stationary point of the problem
if J (α * ) = 0, where J is given in Theorem 4.6. In order the check computationally whether α * is critical, one needs to solve (1.1) for α = α * to obtain ψ * and then the adjoint equation (4.4) with ψ = ψ * and α = α * to compute ϕ * . Inserting (α, ψ, ϕ) = (α * , ψ * , ϕ * ) in (4.3) yields J (α * ) which has to vanish for α * to be critical, i.e., (4.10) is satisfied. We therefore call (1.1), (4.4) and (4.10) the first order optimality conditions associated with (4.11).
Numerical simulation of the optimal control problem
For our numerical treatment we simplify to the case d = σ = 1. In this case, the first order optimality conditions for our optimal control problem are given by:
subject to the following conditions: α(0) = α 0 ,α(T ) = 0, and
Aψ(T, x).
In our numerical simulations, the resulting Cauchy problems for Schrödinger-type equations are solved by a time-splitting spectral method of second order (Strangsplitting), as can be found in [1] . This computational approach is unconditionally stable and allows for spectral accuracy in the resolution of the wave function ψ(t, x). This is needed due to the highly oscillatory nature of solutions to (nonlinear) Schrödinger-type equations. We consequently perform our simulations on a numerical domain Ω ⊂ R, equipped with periodic boundary conditions. The trapping potential U (x) is thereby chosen such that the "effective" (i.e. the numerically relevant) support of the wave function ψ(t, x) stays away from the boundary. In doing so, the boundary conditions do not significantly influence our results. A good test of the accuracy of our numerical code is given by the fact that the Gross-Pitaevskii equation conserves the physical mass (i.e. the L 2 -norm of ψ(t)). Indeed, in all our numerical examples presented in Section 5.3 below, we find that the L 2 -norm is numerically preserved up to relative errors of the order 10 −13 .
5.1. Gradient-related descent method. Once a suitable solver for the state and the adjoint equations is at hand, our gradient-related descent scheme operates as follows. We determine a sequence of descent directions (δ 
Here ψ k (t, x) denotes the solution of the GrossPitaevskii equation with α(t) = α k (t). With this choice of a descent direction, we then perform a line search in order to decide on the length of the step taken along δ k α . In fact, we seek for ν k > 0 such that (5.1)
with some fixed µ ∈ (0, 1). Within each line search, we determine ν k iteratively by a backtracking strategy. Thus, the whole procedure amounts to an Armijo line search method with backtracking. Of course, more elaborate strategies based on interpolation or alternative line search criteria are possible; see, e.g., [23] for more details. We stop the gradient descent method whenever
is satisfied for the first time. Here, TOL ∈ (0, 1) is a given stopping tolerance and α 1 ∈ H 1 (0, T ) is the initial guess satisfying the boundary conditions α 1 (0) = α 0 andα 1 (T ) = 0. As a safeguard, also an upper bound on the number of iterations is implemented.
In our tests, we observe the usual behavior of steepest descent type algorithms, i.e., the method exhibits rather fast progress towards a stationary point in early iterations, but then suffers from scaling effects reducing the convergence speed.
We emphasize that here we aim to study the behavior of solutions of our control problem rather than at optimizing the respective solution algorithm or its implementation. 
and the observable
In this case, we find that the algorithm converges well even if we only invoke the first order gradient method. Indeed, as we decrease the regularization parameters γ 1 , γ 2 1, we approach an optimal solution which, as it seems, cannot be improved upon. This optimal solution, or, more precisely, its spatial density ρ = |ψ| 2 , is depicted in Figure 1 (right plot), where we denote by "target" the function proportional to 1 − A(x) with κ = 0.07 and y 1 = −2L/8, such that it has the same L 2 -norm as ψ 0 . The left plot shows the associated control. Since this solution seems optimal, the choice of γ 1 , γ 2 becomes negligible below a certain threshold. Thus, it suffices to consider γ 1 = 0 and only include the cost term proportional to γ 2 . Similar results hold for any other given point y 1 ∈ Ω, provided y 1 stays sufficiently far away from the boundary.
5.3.2.
Example: splitting a linear wave paket. We still consider the linear case, i.e., λ = 0, and aim to split a given initial wave packet into two separate packets centered around y 1 and y 2 , respectively. The control potential is chosen as
In the following we fix κ = 0.07, y 1 = −2L/8, and y 2 = 2L/8. In this case we find that the residual of the first order gradient method does not drop below the tolerance given in (5.2) before the maximum number of iterations is reached. With the Newton method, however, we find a (local) minimum of the objective functional J(ψ, α) in less than 20 Newton iterations. Of course there is no guarantee that this is a global minimum. In order to illustrate our results, we consider the case where γ 1 = 0, γ 2 = 1.5 × 10 −6 . At the final control time T = 10 we then obtain:
The spatial density ρ = |ψ| 2 of the corresponding solution is shown in the right plot of Figure 2 . The associated control is depicted in the left plot. If, instead, we 
and the corresponding solution is given in Figure 3 . Here the intermediate state is a plot of ρ(t) at t = 4 = 0.4 × T . A direct comparison of the (spatial densities of the) resulting wave functions and the respective controls is given in Figure 4 . We see that the spatial densities are nearly identical, but the variability of the respective control parameters is not the same. This is, of course, related to time-evolution of the weight factor ω(t), defined in (1.9), which is shown in Figure 5 for the case of γ 1 = 4 × 10 −5 and γ 2 = 1 × 10 −9 . By construction, the time-integral of ω(t) can be interpreted as the physical work performed during the control process. We find that compared to the case γ 1 > 0, the term E(·) Figure 6 shows an example of the evolution of the objective functional J(ψ, α) over the number of iterations of the Newton method, here for the case where γ 1 = 0.
5.3.3.
Example: splitting a Bose-Einstein condensate. We consider the same situation as in the previous example, but with an additional (cubic) nonlinearity. More precisely, we choose λ = 8 > 0. It turns out that the conclusions are similar to Figure 6 . Value of J(ψ, α) over number of iterations the ones found in the linear case (λ = 0). Qualitatively, the main difference is that during the time-evolution, the wave function spreads out more because of the additionally repulsive (defocusing) nonlinearity. In the linear case, the widest extension of the wave packet is always comparable to its final value. Choosing as before γ 1 = 4 × 10 −5 and γ 2 = 1 × 10 −9 , we obtain the solution depicted in the right plot of Figure 7 , where we show the spatial density at the times t = 0, t = T = 10 and at the intermediate time t = 4. The control is shown in the left plot. In comparison to the linear case (λ = 0), the observable term in the objective functional J(ψ, α) is found to be slightly larger. Indeed, we obtain
This seems to indicate that nonlinear effects counteract the influence of the control potential. We again compare the present case with the one where γ 1 = 0 (i.e. no cost term proportional to the physical work) and γ 2 = 1.5 × 10 −6 . First, we find that is much smaller, confirming the basic intuition that an attractive condensate does not tend to spread out as much as in the repulsive case.
Concluding remarks
In this work, we have introduced a rigorous mathematical framework for optimal quantum control of linear and nonlinear Schrödinger equations of Gross-Pitaevskii type. We remark that in the physics literature, L 2 (R d ) is usually considered as a complex Hilbert space, equipped with the inner product ϕ, ξ = R d ϕ(x)ξ(x)dx, whereas we consider L 2 (R d ) as a real Hilbert space (of complex functions), equipped with (2.3). Note, however, that the expectation value of any physical observable A and thus also J(ψ, α) is the same for both choices.
Let us briefly discuss possible generalizations for which our results remain valid. First, we point out that in our analysis above, we did not take advantage of the fact that γ 1 > 0 and hence all of our results remain true in the case γ 1 = 0. However, Example 5.3.2 shows a significant quantitative difference in the behavior of the cost functionals with and without the term proportional to γ 1 .
Second, it is straightforward to extend our analysis to the case of several control parameters, i.e.
Clearly, for V k ∈ W m,∞ (R d ), m 2 > d/2, all of our results remain valid. In addition, it is not difficult to extend our framework to cases of more general control potentials V (α(t), x), not necessarily given in the form of a product. Such potentials are of physical significance; see cf. [14] . From the mathematical point of view, all of our results still apply provided that
Note that in this case, the cost term in J(ψ, α), which is proportional to the physical work performed throughout the control process, reads
It is more problematic to provide a rigorous mathematical framework for control potentials V (α, x) which are unbounded with respect to x ∈ R d . Only in the case where V (α, x) is subquadratic with respect to x and in L ∞ (R d ) with respect to α, existence of a minimizer can be proved along the lines of the proof of Theorem 2.1. More general unbounded control potentials V (α, x) definitely require new mathematical techniques. Note that in this case, even the existence of solutions to the nonlinear Schrödinger equation is not obvious.
Finally, we want to mention that it is possible to extend our results (with some technical effort) to the case of focusing nonlinearities, λ < 0, provided σ < 2/d. The latter prohibits the appearance of finite-time blow-up in the dynamics of the Gross-Pitaevskii equation. Clearly, the optimal control problem ceases to make sense if the solution to the underlying partial differential equation no longer exists.
