The hippocampus is a region of the mammalian brain that shows an impressive capacity for structural reorganization. Preexisting neural circuits undergo modifications in dendritic complexity and synapse number, and entirely novel neural connections are formed through the process of neurogenesis. These types of structural change were once thought to be restricted to development. However, it is now generally accepted that the hippocampus remains structurally plastic throughout life. This article reviews structural plasticity in the hippocampus over the lifespan, including how it is investigated experimentally. The modulation of structural plasticity by various experiential factors as well as the possible role it may have in hippocampal functions such as learning and memory, anxiety, and stress regulation are also considered. Although significant progress has been made in many of these areas, we highlight some of the outstanding issues that remain.
INTRODUCTION
Throughout most of the twentieth century, the neuroscience community assumed that the central nervous system of mammals became structurally stable soon after birth. The complex architecture and functions of the mammalian brain argued against the possibility of structural remodeling of neural circuits during adulthood. This assumption was coupled with a lack of compelling evidence in favor of structural plasticity throughout life. Technical advances over the past several decades, however, have forced a dramatic revision of this view. It is now clear that rather than being fixed and immutable, the brain displays persistent plasticity across the lifespan.
The initial discovery of adult neurogenesis in the 1960s was largely ignored, and two decades later, groundbreaking work documenting evidence of neurogenesis in the adult bird brain was viewed as irrelevant to the mammalian brain. Since that time, however, evidence has been mounting in support of adult neurogenesis in many mammalian species. Consequently, there is now almost universal acceptance that some neurons are continually generated in adulthood and added to established neural circuits (Shors 2008) . There remains controversy about the regional extent of adult neurogenesis (reviewed in Gould 2007) , but the hippocampus is one brain region where consensus has been reached that the production of new granule neurons is ongoing throughout life (Figure 1) . Since the creation of entirely new granule neurons is accompanied by the growth of their axons, dendrites, and synapses, adult neurogenesis increases the plasticity of the hippocampus through multiple processes. In addition, preexisting granule neurons of the dentate gyrus and pyramidal neurons in areas CA3 and CA1 (Figure 1 ) undergo dynamic modifications in the form of dendritic extension and retraction, as well as synapse formation and elimination. All of these types of structural plasticity are subject to modification by a variety of factors and conditions, suggesting that they may be substrates for experience-dependent change.
In this review, we discuss the variety of traditional and emerging methodologies that have facilitated the study of structural plasticity in the adult hippocampus. We also describe evidence for lifelong structural plasticity and summarize how these processes are modulated by environmental experience, including learning and stress. Finally, the possibility that structural plasticity participates in hippocampal functions such as learning and memory, anxiety, and stress regulation will be considered. Even though much of what is known about structural plasticity, its experiential modulation, and its functional relevance comes from work done in rodents, there is evidence for adult neurogenesis and dendritic remodeling in the hippocampus of primates, including humans. Thus, information gathered from animal studies is likely to be applicable to humans and may shed light on the clinical importance of structural plasticity in the adult brain.
STRUCTURAL PLASTICITY ACROSS THE LIFESPAN
The hippocampus consists of a heterogeneous population of neurons distinguished by their age, morphological characteristics, and connectivity (Figure 1) . The synapses and dendrites of mature neurons undergo continuous rearrangement, and entirely new neurons are formed throughout life. These various forms of structural change, which are typically associated with development, continue to occur during the postnatal period and beyond, persisting into young adulthood and throughout middle age and senescence. Despite the fact that cellular events traditionally associated with development take place in adulthood, each life stage is characterized by varying degrees of plasticity and different endpoints for structura l change.
Early Postnatal Life
Although pyramidal neurons of the CA3 and CA1 regions are generated exclusively during embryonic development, the granule cell population of the dentate gyrus is produced during an extended period that begins during gestation and continues postnatally (reviewed in Seress 2007) . In rodents, the granule cell layer (GCL) forms along four general gradients-caudal to rostral, suprapyramidal to infrapyramidal, tip to crest, and superficial to deep (Figure 2) . Thus, superficially located granule cells in the caudal tip of the suprapyramidal blade are the oldest,
GCL: granule cell layer
Dendritic spines: protrusions covering the surface of dendrites that are major sites of excitatory synaptic input Filopodia: long, thin, dynamic protrusions that are the precursors of dendritic spines produced exclusively during the embryonic period. At the time of birth, the gross structure of the GCL is mostly formed except for the rostral infrapyramidal blade, which is virtually nonexistent. During the first postnatal week, granule cell genesis is maximal, and the result is that the remainder of the GCL coalesces (Schlessinger et al. 1975) . Also, a considerable amount of cell death occurs among the newly generated granule cell population at this time. The day of maximal granule cell genesis is the same day as maximal granule cell death (Gould et al. 1991a ). The massive neurogenesis and concomitant cell death that occur during the early postnatal period complete the process of laying down the foundation of the GCL. New granule cells are then inserted into this foundation throughout the ensuing stages of life.
Granule cell dendrites begin to develop shortly after the production of each new cell-at first dendrites are rudimentary and bare, but in the weeks that follow, they develop numerous branches and become covered with dendritic spines (reviewed in Rahimi & Claiborne 2007) . Although the exact events leading to spine formation remain to be fully determined, filopodia have been implicated in synaptogenesis and early spine development (Fiala et al. 1998) . Regressive events also sculpt hippocampal circuitry during developmentpruning of dendritic branches occurs on the granule cells during this time (Rahimi & Claiborne 2007) . Similar events occur throughout the hippocampus-postnatal development of dendritic arbors and the formation of dendritic spines followed by dendritic pruning and synapse elimination are also features of the pyramidal neuron population (Liu et al. 2005) .
Juvenile Period and Adolescence
Following the early postnatal period, continued differentiation of neuronal structure occurs in all hippocampal regions. Although levels of neurogenesis are highest perinatally, neurogenesis remains robust during the juvenile period and adolescence (He & Crews 2007 Hodes et al. 2009 ). In addition, spine densities increase during this time and, on pyramidal neurons, do not reach adult levels until the time of sexual maturity in both rats and monkeys (∼45 days in rats and 4 years in rhesus monkeys) (Pokorný & Yamamoto 1981 , Seress & Ribak 1995 . In the dentate gyrus, granule cells also undergo dendritic pruning during adolescence. This dendritic regression appears to be restricted to the infrapyramidal blade during this life stage (Zehr et al. 2008) , perhaps because this part of the GCL is less mature than the suprapyramidal blade.
Young Adulthood
Altman and colleagues were the first to demonstrate that neurogenesis in the dentate gyrus persists into adulthood (Altman 1962 , Altman & Das 1965 . Although neurogenesis is not limited to the postnatal and juvenile periods, the level of new neuron production undergoes a progressive decline during the transition into adulthood (He & Crews 2007 , Hodes et al. 2009 ). Except for a few species of bats (Amrein et al. 2007) , adult neurogenesis in the hippocampus appears to be a common characteristic of all species from rodents to primates, including humans (Cameron et al. 1993 , Eriksson et al. 1998 , Gould et al. 1999a , Manganas et al. 2007 .
Neurogenesis in the adult brain is a complex process characterized by distinct milestones (reviewed in Kempermann et al. 2004) . In adulthood, new neurons are generated from a resident population of mitotic cells that are believed to be neural stem cells, although some debate remains as to whether they should be classified as such (Bull & Bartlett 2005 , Jessberger et al. 2008a , Walker et al. 2008 . These putative neural stem cells have some characteristics of astroglia (Garcia et al. 2004 , Seri et al. 2001 and are localized to the subgranular zone (SGZ), where they divide asymmetrically to either self-renew or give rise to progenitor cells (Figure 2) . The progenitor cells, while committed to a neuronal phenotype, act as transit-amplifying cells, dividing again to produce additional committed daughter cells that mature and become postmitotic. As the postmitotic progeny differentiate, they migrate a short distance into the GCL, where maturation continues. Over time, newly born cells express proteins that are characteristic of granule neurons (reviewed in Christie & Cameron 2006 ; Figure 3 ), elaborate dendritic projections with dendritic spines (reviewed in Ribak & Shapiro 2007 ; see also Toni et al. 2007 , van Praag et al. 2002 , receive synaptic inputs (Kaplan & Hinds 1977 , Markakis & Gage 1999 , extend axons into the appropriate targets (Hastings & Gould 1999 , Markakis & Gage 1999 , Toni et al. 2008 , and release glutamate as their main neurotransmitter (Toni et al. 2008 ). Eventually, adult-generated neurons produce action potentials (Laplagne et al. 2006 , van Praag et al. 2002 and show other signs of activation, i.e., they express immediate early genes (IEGs) in response to a variety of stimuli (Kee et al. 2007; Ramirez-Amaya et al. 2006; Snyder et al. 2009a,b; Tashiro et al. 2007) , thereby indicating that they become integrated into the existing hippocampal circuitry.
Numerous lines of evidence suggest that the maturational processes of adult-generated neurons follow stages characteristic of development even though they are maturing in the context of an adult hippocampus (Espósito et al. 2005 ; reviewed in Overstreet-Wadiche & Westbrook 2006 , Ribak & Shapiro 2007 . For example, like the developing brain, the inhibitory neurotransmitter gamma-aminobutyric acid (GABA) initially elicits excitatory responses in newborn cells of the adult brain (Ge et al. 2006 , Karten et al. 2006 . Once mature, adult-generated granule cells become indistinguishable in many ways from granule cells born during embryonic development (Ge et al. 2007 , Laplagne et al. 2006 ). An exception to this seems to be with the axonal projection patterns of some early generated neurons-these appear to be more widely divergent than those of adultgenerated granule cells (Hastings et al. 2002) . This widespread divergence of axonal projections most likely occurs when embryonically generated granule cells extend axon collaterals to an immature CA3 region that subsequently grows and tows the collaterals farther apart. Late-generated granule cells do not display this feature, presumably because they are forming connections with a target area that is no longer undergoing major changes in size.
It is important to note that not all neurons produced in adulthood mature and persist. Indeed, a large proportion of newly generated neurons die within a few weeks after mitosis (Dayer et al. 2003; Gould et al. 1999b Gould et al. , 2001 . The survival of adult-generated cells is highly sensitive to experience, suggesting that the overproduction of granule cells prepares the dentate gyrus for environmental conditions that might benefit from the incorporation of more new neurons. In the absence of these conditions, such as in laboratory control settings, these neurons are not needed and instead degenerate. The extent to which such a phenomenon reflects naturally occurring plasticity that enables a response to variable environmental demands versus an artifact of living in an abnormal laboratory setting remains unknown.
During adulthood, the morphology of mature hippocampal neurons also displays plasticity under normal conditions. For example, new spines and spine synapses form and regress on CA1 pyramidal neurons across the estrous cycle of the female rat (Woolley et al. 1990a) . Similar to early postnatal spinogenesis, the mechanism by which spines are formed in the adult hippocampus likely involves the formation of filopodia and the eventual transition to a mature spine shape. Besides the production of new dendritic spines on hippocampal neurons, existing dendritic spines are also known to be quite motile and exhibit rapid changes in size and shape in adulthood (reviewed in Bonhoeffer & Yuste 2002) .
Middle Age to Senescence
The hippocampus maintains the ability to undergo structural reorganization even later in life. In aged rodents and monkeys, the hippocampus produces new neurons, albeit at a much reduced level compared to young adulthood (Cameron & McKay 1999 , Kuhn et al. 1996 , Leuner et al. 2007a ; Figure 2) . The decline in new neuron production begins during middle-age, well before the onset of senescence, as a result of a reduction in the rate of proliferation, a loss in the number of progenitors, and a decrease in the proportion of progenitor cells that adopt a neuronal phenotype (Kuhn et al. 1996 , Olariu et al. 2007 , van Praag et al. 2005 . These changes in turn may be a consequence of age-associated changes in extrinsic trophic signals and a reduction in the responsiveness of progenitor cells to these signals (reviewed in Klempin & Kempermann 2007) . Although aging substantially reduces proliferation of neural progenitor cells and the differentiation of their progeny, dendritic morphology, including dendritic length, branching, and spine density, of new neurons is similar to those produced in the young brain (Morgenstern et al. 2008 , van Praag et al. 2005 . Thus, new neurons generated in the aged hippocampus maintain the capacity to achieve a level of complexity that is comparable to that of other dentate granule cells.
In contrast to the substantial reduction in the rate of neurogenesis, aging has subtler and regionally specific effects on dendritic and synaptic structure of mature hippocampal neurons (reviewed in Burke & Barnes 2006) . Although the density of synaptic contacts formed onto dentate gyrus granule cells is reduced by aging (Geinisman et al. 1992) , dendritic complexity and/or spine density of granule cells, as well as of pyramidal neurons of CA3 and CA1, are unaltered. Similar effects have been observed in aged humans, when patients with dementia are excluded (reviewed in Flood 1993).
METHODOLOGIES USED TO STUDY STRUCTURAL PLASTICITY IN THE ADULT BRAIN
The now widespread acceptance of structural plasticity in the intact adult brain represents a major milestone in the neuroscience community. This change in thinking has been BrdU: bromodeoxyuridine fueled, at least in part, by methodological advances. The application of new techniques to the question of structural plasticity has produced a rapidly expanding literature. Findings in this subfield of neuroscience, however, have often been discrepant, raising issues about the need for a standardization of techniques and the importance of a critical evaluation of the strengths and weaknesses of the available methods.
Detection of Adult Neurogenesis
Tritiated thymidine. The earliest reports of adult neurogenesis in the mammalian brain used 3 H-thymidine labeling (Altman 1962 , Altman & Das 1965 . This method involves injecting animals with radiolabeled thymidine, which is incorporated into DNA of dividing cells. By varying the survival time after labeling, 3 H-thymidine can be a marker of proliferating cells (at short survival times) or their progeny (longer survival times). 3 H-thymidine-labeled cells are identified using autoradiographic techniques (Altman 1962) . Although 3 H-thymidine autoradiography can be combined with immunocytochemistry for verifying neuronal phenotype (Cameron et al. 1993) , colabeling is difficult to establish with certainty. Because conventional light microscopy only allows for visualizing tissue in two dimensions, it's possible that a putative 3 H-thymidine-labeled neuron is actually a 3 H-thymidine-labeled nonneuronal cell lying directly on top of a mature neuron. Another problem with this technique is that it underestimates the numbers of labeled cells because 3 H only exposes photographic emulsion if it is located in the upper few microns of a tissue section. With the emergence of various new techniques, this method to label newly generated cells is utilized relatively infrequently.
Bromodeoxyuridine. Currently, administration of the thymidine analog bromodeoxyuridine (BrdU) is the most widely used method to study adult neurogenesis. BrdU, like thymidine, is injected into animals, becomes incorporated into the DNA of cells during the synthesis stage (i.e., S-phase) of the cell cycle, and depending on the survival time employed, is a marker of proliferating cells and their progeny. The use of BrdU as a marker of dividing cells has a number of advantages over 3 H-thymidine. First, BrdU labeling is a nonisotopic method that can be easily combined with immunohistochemistry, and unlike autoradiography, takes only a few days for incubation and staining (Wojtowicz & Kee 2006) . Second, antibodies to BrdU can identify labeled nuclei throughout the thickness of the section, and labeling can be quantitatively assessed with stereological counting techniques. Third, BrdU allows for the use of fluorescent immunohistochemical methods to label newly generated cells that can be combined with multiple markers to identify phenotypes of new cells (Figure 3) as well as to assess the expression of neurotransmitter and growth factor receptors and IEGs. The colocalization of BrdU with these markers can then be confirmed using three-dimensional reconstruction with confocal microscopy.
BrdU labeling is relatively straightforward. However, its extensive use in studies of adult neurogenesis has raised several questions about important variables that alter experimental outcomes. Two issues appear to be critical in designing and interpreting studies involving BrdU labeling. One issue involves differences in the dose, timing, and treatment regimen of BrdU, all of which can affect the number of labeled cells. For instance, Cameron & McKay (2001) have shown that low doses of BrdU (50 mg/kg) underestimate the number of newly born cells. A single 200-300 mg/kg BrdU injection appears to label the maximal number of cells in S-phase. The other issue that can greatly influence the detection of BrdU-labeled cells involves differences in immunohistochemical methods. Antibody selection is an important consideration given that some commonly used BrdU antibodies label substantially fewer cells than others (Leuner et al. 2009 ; Figure 4) . Additional variability in BrdU labeling occurs with different DNA denaturation techniques. DNA denaturation is required because BrdU antibodies recognize the antigen only in singlestranded DNA. Denaturation can be achieved by high or low pH, high temperature, or treatment with solvents such as formamide. These techniques alter the number of detectable BrdU-labeled cells and the intensity of staining for NeuN, a standard marker of neuronal phenotype (Leuner et al. 2009 ; Figure 4 ).
The two points raised above appear to be much more problematic for studies using the BrdU method than are other commonly mentioned potential pitfalls of this method. For example, numerous papers have raised the possibility that BrdU produces false positive results because it labels cells undergoing DNA repair or in the process of dying. This concern appears to be unimportant, since BrdU incorporation is specific to dividing cells even when the level of DNA repair is experimentally increased in adults (Bauer & Patterson 2005) . Furthermore, no available evidence suggests that BrdU labels dying cells in the adult brain, unless they are cells that incorporated BrdU during mitosis and ultimately degenerated. Other issues raised in criticism of BrdU labeling are that it is toxic to cells and that it stimulates cell proliferation. Neither of these possibilities appears to be the NeuN: neuronal nuclei case for the adult brain. Even at high doses, BrdU does not have cytotoxic effects and does not alter cell proliferation rates (Cameron & McKay 2001 , Hancock et al. 2009 , Kee et al. 2002 . Finally, there is no evidence that BrdU incorporation alters neuronal differentiationthe percentage of new cells that express neuronal markers and the age of those cells at which such expression can be detected is the same as with 3 H-thymidine labeling.
Other nucleotide analogs. In addition to BrdU, recent reports have used iododeoxyuridine (IdU) and chlorodeoxyuridine (CldU), thymidine analogs with a structure similar to BrdU, to label newly generated cells in the adult brain (Bauer & Patterson 2005 , Burns & Kuan 2005 , Dupret et al. 2007 , Thomas et al. 2007 , Vega & Peterson 2005 (Leuner et al. 2009 ). As a result, these analogs may not provide an accurate estimate of the number of newly born cells. Most recently, a new thymidine analog, ethynyldeoxyuridine (EdU), has been developed that reportedly has a number of benefits over the other thymidine analogs currently in use. As mentioned above, BrdU, IdU, and CldU require DNA denaturation procedures so that antigen/antibody binding can occur. This typically involves harsh pretreatments, such as the application of strong acids and/or high heat (Wojtowicz & Kee 2006) , that affect histological quality as well as the detection of newborn cells (Leuner et al. 2009 ). In contrast, EdU does not require denaturation but instead can be detected by a fluorescent azide through a reaction known as "click chemistry" (Salic & Mitchinson 2008) . This reaction is quick-it can be done in minutes as compared to hours or days-and compatible with multiple probes for fluorescent immunochemistry (Chehrehasa et al. 2009 ). Like BrdU, IdU, and CldU, EdU can be administered peripherally and shows strong labeling of proliferating cells that is localized within nuclei. But because this is a new technique, additional quantitative studies are needed before definitive conclusions can be made about its usefulness for studies of adult neurogenesis.
Endogenous markers.
Another strategy for identifying dividing cells in the adult brain involves the detection of endogenous proteins that are only expressed in mitotically active cells (reviewed in Eisch & Mandyam 2007) . Although endogenous markers, such as Ki-67, are limited in that they can only be used to examine cell proliferation, they are useful when it is not feasible to deliver thymidine analogs, such as in the study of natural populations of animals (Amrein et al. 2004 , Epp et al. 2009 or postmortem human tissue (Boldrini et al. 2009 , Jin et al. 2006 , Reif et al. 2006 . Also, endogenous markers can be used to confirm findings obtained with thymidine analogs, especially when experimental conditions may alter the availability or uptake of exogenous nucleotides. Indeed, the expression of endogenous markers mimics that of BrdU labeling, though typically more cells are stained with endogenous markers since BrdU labels only those cells that are in S-phase for at most two hours after the BrdU injection (Cameron & McKay 2001 , Kee et al. 2002 .
Viral vectors.
An increasing number of studies use retroviral vectors that drive the expression of fluorescent proteins, most often green fluorescent protein (GFP), to label dividing cells and their progeny. Unlike the thymidine analog methods that show label dilution with cell division, viral-mediated labeling is permanent because the retroviruses incorporate into dividing cells by integrating into the genome. This technique is advantageous because it can be used to identify adult-generated neurons in living-slice preparations and characterize their electrophysiological properties (Ge et al. 2007 , Laplagne et al. 2006 , van Praag et al. 2002 . Since the fluorescent protein is distributed throughout the entire infected neuron, retroviral-mediated labeling also enables the morphological development of newborn neurons to be examined (Espósito et al. 2005; Toni et al. 2007 Toni et al. , 2008 Zhao et al. 2006 ). In addition, the regulation of adult neurogenesis by specific genes can be studied by engineering viral vectors to induce specific types of genetic manipulations (Ge et al. 2006 , Jessberger et al. 2008b , Tashiro et al. 2006 . However, as with the other techniques used to study adult neurogenesis, there are limitations to the application of virusmediated cell labeling. Most notably, the retroviral method is inefficient and variable across animals, making it unsuitable for quantitative analyses. Even with improved retroviruses, the numbers of labeled cells are lower and the proportion of cells expressing neuronal markers is decreased compared to BrdU incorporation (van Praag et al. 2002 ). Another concern is that stereotaxic surgery is necessary to deliver the retrovirus to the region of interest. This delivery method is not only more labor intensive but also is potentially problematic because damage is inevitable, and injury-induced neurogenesis has been reported (Gould & Tanapat 1997) . Also, the immunemediated side effects resulting from the virus and/or surgery may cause the proliferation of microglia that incorporate the retrovirus to subsequently fuse with existing postmitotic neurons, thereby creating a false demonstration of neurogenesis, although this has only been reported for the neocortex (Ackman et al. 2006 ). In addition to retroviral vectors, lentiviral vectors have been employed in studies of adult neurogenesis. However, these are not specific for newborn cells and label a broader range of cell types (van Hooijdonk et al. 2009 ).
Reporter Mice. Transgenic mouse lines expressing genetically encoded fluorescent reporters such as GFP have become an important tool for studying adult neurogenesis (Overstreet et al. 2004 , Yamaguchi et al. 2000 . These lines allow for selective identification of cells at discrete developmental stages including neural stem cells, progenitor cells, and postmitotic, immature neurons (Couillard-Despres et al. 2006 , Encinas et al. 2006 , Overstreet et al. 2004 , Yamaguchi et al. 2000 . Like retroviral labeling, the full morphology of labeled cells can be visualized and electrophysiological analysis performed. Transgenic reporter lines in which the fluorescent protein is directed to the nucleus have the added benefit of quantitative analysis (Encinas et al. 2006) . Moreover, the effect of specific genes or mutations on adult neurogenesis can be examined by crossing reporter mice with other genetically modified mice. Although transgenic labeling is noninvasive and thus not confounded by issues related to inflammation or injury, expression of the reporter in these mice is often transient, making it impossible to follow the same population of cells across Angiogenesis: the growth of new blood vessels maturation (Overstreet et al. 2004 , Yamaguchi et al. 2000 . In order to overcome this issue, inducible transgenic mouse lines have been developed that permit labeling and tracking of progenitor cells and their progeny in the dentate gyrus (Imayoshi et al. 2008 , Lagace et al. 2008 . The inducible transgenic systems have also been useful for gene deletion and progenitor ablation studies that investigate adult neurogenesis from a mechanistic and functional perspective.
Imaging. Currently, all methods to directly study adult neurogenesis involve assessment of postmortem tissue. Investigating this process in vivo has been delayed because of a lack of noninvasive methods to detect new neurons over time. However, efforts are underway to address this gap (reviewed in Schroeder 2008) . One approach has relied on the relationship between neurogenesis and angiogenesis. Since angiogenesis has been coupled to cerebral blood volume, which can be measured with magnetic resonance imaging, this method has been suggested to provide an in vivo correlate of neurogenesis (Pereira et al. 2007) . Although this approach does not specifically measure neurogenesis, other work has reported the discovery of a biomarker for neural progenitor cells in humans that is detectable using magnetic resonance spectroscopy (Manganas et al. 2007 ). However, questions about the validity of the detection techniques and data analysis methods of this latter approach have been raised. Even so, the ability to monitor neural stem/progenitor cells in the hippocampus of live animals and humans represents a major technological breakthrough, one that would have important implications for understanding the functional consequences of adult neurogenesis as well as its role in psychiatric and neurological disorders.
Analysis of Dendritic Structure and Dendritic Spines
Golgi technique. The vast majority of studies until recently have used light microscopic analysis of brain sections stained with Golgi www.annualreviews.org • Hippocampal Structure and Functiontechniques to examine dendritic structure and dendritic spines. Several versions of this technique are currently in use, but all are based on the same principles of metallic impregnation first developed and used more than 100 years ago by Golgi and Ramon y Cajal. The Golgi technique is useful because it randomly labels a small number of cells in their entirety so that detailed information regarding dendritic branching, length, and spine density can be measured. Since more than 90% of excitatory synapses are formed on dendritic spines (reviewed in Nimchinsky et al. 2002) , dendritic spine numbers obtained from Golgi-stained tissue provide an indirect measure of excitatory synaptic inputs. However, quantification of the actual number of synapses can only be done using electron microscopic procedures. Also, due to limits in resolution with light microscopy, Golgi staining doesn't reveal subtler changes in spine morphology and other aspects of spine ultrastructure.
Fluorescent labeling.
More recent work has employed fluorescent labeling of neurons followed by confocal microscopy to assess dendritic and synaptic structure (Dailey et al. 1999 , Kozorovitskiy et al. 2005 . In this regard, intracellular microinjection of fluorescent dyes such as Lucifer yellow has been used in hippocampal slices. Cell filling has also been achieved with lipophilic fluorescent dyes such as DiI, which diffuse readily across neuronal membranes of fixed tissue (O'Brien & Lummis 2006) . Crystals of the dye can be applied directly to slices, delivered ballistically with a gene gun, or inserted into small tissue blocks where it serves as a retrograde label. Not only do these approaches produce spine images of a higher resolution when viewed with a confocal microscope, allowing for the assessment of spine morphology, but when used in slices, synaptic activity can be manipulated and its effects on dendritic morphology determined.
Imaging. Two-photon laser-scanning microscopy in combination with fluorescent molecular tools has allowed for highresolution, time-lapse imaging of spines in living slices (reviewed in Nimchinsky et al. 2002) . It is now even possible to study dendritic spines in vivo using transgenic mouse lines that sparsely express genetically encoded fluorescent proteins in specific neuronal types. A "window" is created in the skulls of these mice, and when secured under a two-photon laser-scanning microscope, the same dendritic segments can be imaged over extended periods of time as well as before and after exposure to stimuli. This form of imaging has been primarily used to visualize neurons in the most superficial layers of the cortex, although preparations for in vivo imaging of hippocampal dendrites and spines have been reported (Mizrahi et al. 2004) . Dynamic changes in the individual shapes of spines can be detected with this technique, but resolution is not sufficient to count numbers or identify exactly where synapses occur. There are also data to suggest that the cranial window itself can cause substantial glial activation and influence spine dynamics (Xu et al. 2007 ). An alternative approach involves viewing neurons through a thinned skull preparation. Results from this method have shown naturally occurring changes in dendritic spine number and shape but of a less extensive nature than that observed with a cranial window. However, examining deep structures such as the hippocampus with this method is difficult. Another limitation of current imaging techniques is that because anesthesia is required, examination of structural plasticity in an animal as it actively engages in specific behaviors cannot yet be done. With the development of miniaturized fiber optic microscopy (Flusberg et al. 2008) , cellular-level imaging of the hippocampus may soon be possible in behaving animals.
EXPERIENCE MODULATES STRUCTURAL PLASTICITY
Structural plasticity in the hippocampus is sensitive to a wide range of experiences, many of which appear to have substantial effects throughout the lifespan of the animal. Within the context of adult neurogenesis, the discrete stages that characterize the progression from progenitor cell to mature granule neuron are each subject to experiential modification. In addition, hippocampal neurons produced during development are responsive to many of the same experiential factors and exhibit alterations in dendritic architecture and dendritic spines. This prolonged sensitivity of the hippocampus to experience may have positive and negative consequences. On the one hand, the extended restructuring of the hippocampus according to experiential cues may confer important adaptive plasticity. On the other hand, the perpetual capacity for structural change might render the hippocampus particularly sensitive to environmental perturbations that may have adverse consequences on hippocampal function.
Negative Versus Positive Stress
Stressors are typically defined in terms of their ability to activate the hypothalamic-pituitaryadrenal (HPA) axis and ultimately increase glucocorticoid levels (reviewed in Ulrich-Lai & Herman 2009). Most experiences known to cause HPA axis activation are aversive. Exposure to aversive stressors adversely influences numerous aspects of hippocampal structure.
With few exceptions (Bain et al. 2004 , Snyder et al. 2009a , Thomas et al. 2007 , new cell production in the dentate gyrus is inhibited by a variety of acute and chronic aversive experiences, including both physical and psychosocial stressors (reviewed in Mirescu & Gould 2006) . Stress-induced suppression of cell proliferation has been demonstrated in various species (mouse, rat, tree shrew, monkey) and occurs throughout life, with similar results reported for the early postnatal period, young adulthood, and aging (Coe et al. 2003; Gould et al. 1997 Gould et al. , 1998 Simon et al. 2005; Tanapat et al. 1998 Tanapat et al. , 2001 Veenema et al. 2007) . When stressor exposure occurs during development, the effects are enduring and can persist into adulthood (Lemaire et al. 2000 , Lucassen et al. 2009 , Mirescu et al. 2004 ). However, it is unclear whether stress experienced HPA: hypothalamicpituitary-adrenal Glucocorticoid: steroid hormone released by the adrenal cortex in response to stress in adulthood has a long-lasting influence on hippocampal neurogenesis. Prolonged effects of stress on new neuron production (Heine et al. 2004 , Malberg & Duman 2003 , Pham et al. 2003 ) and survival (Koo & Duman 2008 , Thomas et al. 2007 , Westenbroek et al. 2004 have been observed. Yet, others have shown that the influence of stress on adult neurogenesis is temporary, decreasing cell proliferation and immature neuron production without altering the number of new neurons that survive to maturity (Mirescu et al. 2004 , Snyder et al. 2009a , Tanapat et al. 2001 . The reason for these discrepancies is unknown but may be related to the duration or intensity of the stressor or timing of BrdU labeling or sacrifice relative to the stressful experience.
In addition to suppressing neurogenesis, aversive stressful experiences alter dendritic architecture in the hippocampus. For example, repeated stress in adulthood induces retraction of CA3 pyramidal neuron dendrites as well as a loss of synapses in adult male rats and tree shrews (Magariños et al. 1996 , McKittrick et al. 2000 , Stewart et al. 2005 . Within hours of stressor onset, dendritic spine density in the CA3 region is also reduced (Chen et al. 2008) . The effects of stress on dendritic architecture in other hippocampal regions have been less wellstudied. Chronic stress causes dendritic regression and spine synapse loss in the dentate gyrus and CA1 (Hajszan et al. 2009 , Sousa et al. 2000 . Acute stress also alters dendritic spine density on CA1 pyramidal cells of adult rats, but the direction of the effect is dependent on the sex of the animal, increasing the number of dendritic spines in males but decreasing the number of dendritic spines in females (Shors et al. 2001a) .
Some evidence demonstrates that glucocorticoids regulate structural plasticity in the hippocampus and are the primary mediator underlying the detrimental effects of aversive stress on hippocampal structure. First, an inhibition of neurogenesis occurs in response to natural changes in glucocorticoids across the lifespan. Neurogenesis in the dentate gyrus is maximal during the early postnatal period, when levels of circulating glucocorticoids are low (Gould et al. 1991b ) but diminished during life stages when glucocorticoids are elevated, including aging and the postpartum period (Cameron & McKay 1999; Kuhn et al. 1996; Leuner et al. 2007a,b) . Second, glucocorticoid administration during the early postnatal period and in adulthood suppresses neurogenesis (Cameron & Gould 1994 , Gould et al. 1991b ). Conversely, removal of circulating glucocorticoids by bilateral adrenalectomy increases neurogenesis in adult and aged rats (Cameron & Gould 1994 , Cameron & McKay 1999 and prevents the stress-induced reduction in neurogenesis (Mirescu et al. 2004 , Tanapat et al. 2001 ). Third, blocking glucocorticoid receptors can reverse the reduction in neurogenesis after glucocorticoid treatment (Mayer et al. 2006) or stressor exposure (Oomen et al. 2007 ). Like neurogenesis, the stress-induced atrophy of CA3 pyramidal neurons is prevented by pharmacological blockade of the glucocorticoid stress response and can be mimicked by exogenous glucocorticoid administration (Magariños & McEwen 1995 , Woolley et al. 1990b .
It is becoming increasingly clear, however, that glucocorticoids are not the sole factor mediating the suppressive action of stress on hippocampal structure (Gould et al. 1997 , Koo & Duman 2008 , Van der Borght et al. 2005a ) and that the effects of glucocorticoids on structural plasticity are complex. Notably, conditions associated with elevated glucocorticoids do not necessarily have detrimental effects on structural plasticity and in some cases, those conditions can be beneficial. Physical activity is an example of this paradox-despite substantial elevations in circulating glucocorticoids, running enhances adult neurogenesis (Stranahan et al. 2006 , van Praag et al. 1999 and dendritic architecture (Eadie et al. 2005 , Stranahan et al. 2007 ) in the hippocampus. Although a variety of factors are likely to contribute to stress outcomes, including stressor controllability ), social context (Stranahan et al. 2006) , and coping strategy (Veenema et al. 2007) , emotional valence of the stressor seems to be a critical variable.
Since the systematic descriptions of stress by Selye (1976) , a distinction has been made between negative and positive stress. Although both types of experience activate stress hormone systems and are generally arousing, positive stress is, by definition, rewarding. For example, rodents will develop a conditioned place preference to contexts in which they previously had access to a running wheel and will show signs of distress if they are denied access after chronic exposure (reviewed in Brené et al. 2007 ). The beneficial effects of running suggest that a rewarding stress can exert the opposite action on hippocampal structure as an aversive stress. However, since running is naturally rewarding to rodents, the possibility that these findings may not apply to other animals without a strong motivation to run must be considered. Nonetheless, the ability of this stimulus to override the negative actions of glucocorticoids is interesting and raises questions about the underlying mechanisms that enable running-induced neurogenesis despite activation of the HPA axis.
Environmental Enrichment
The first evidence that environmental complexity influences hippocampal neurogenesis was provided by Barnea & Nottebohm (1994) , who showed that compared to black-capped chickadees living in captivity, those living in the wild maintained a higher number of new neurons. Similar findings have been reported in rodents using "environmental enrichment" protocolshousing conditions that enhance opportunities for social, cognitive, sensory, and motor stimulation. Compared to animals living in standard laboratory cages, hippocampal neurogenesis is enhanced in juvenile, adult, and aged rodents living in enriched environments (Kempermann et al. 1997 (Kempermann et al. , 1998 . In adulthood, environmental enrichment is able to influence new neurons during a narrow temporal window shortly after they are produced, suggesting that there is a sensitive period during which newborn neurons are susceptible to experiential modulation (Tashiro et al. 2007 ).
Enriched environments have long been known to have a beneficial effect on other aspects of brain structure (reviewed in van Praag et al. 2000) . Rosenzweig and colleagues (Globus et al. 1973) were the first to demonstrate that exposure to enriched settings either during development or in adulthood enhance multiple measures of neuronal structure. Rodents and monkeys living in an enriched environment have more dendritic spines and synapses as well as increased dendritic branching in the hippocampus compared to laboratory controls (Kozorovitskiy et al. 2005 , Moser et al. 1994 .
There is currently no consensus on the specific environmental feature that contributes to the beneficial consequences of enrichment on hippocampal structure (van Praag et al. 2000) . Since environmental enrichment protocols typically include access to a running wheel, some have suggested physical activity may play an important role. For instance, exercise and living in enriched environments similarly enhance dendritic spine density and neurogenesis in the hippocampus (Eadie et al. 2005 , Stranahan et al. 2007 ). Environmental complexity also provides a larger number of learning opportunities than are in standard housing conditions, which, as discussed below, can have a beneficial effect on neurogenesis and dendritic architecture. Regardless of the specific environmental feature that may be responsible for these effects, it is important to keep in mind that standard laboratory housing conditions are impoverished and that under these conditions, hippocampal structure may atrophy from disuse. Thus, experimental enrichment may be a reversal of the impoverishment generally found in the laboratory setting rather than enrichment over a natural setting. Indeed, like birds, some species of wild-living rodents have a greater amount of adult neurogenesis compared to those living in the laboratory (Amrein et al. 2004 , Epp et al. 2009 ).
Learning
A variety of learning tasks that depend on the hippocampus have been shown to alter the number of new neurons in the dentate gyrus of adult rats. For example, the number of newborn cells is increased following the associative learning task of trace eyeblink conditioning (Gould et al. 1999b ). This effect persists until the new neurons are at least two months old (Leuner et al. 2004 ). Other hippocampus-dependent tasks, such as long-delay eyeblink conditioning, as well as spatial learning in the Morris water maze and conditioned food preference, also increase the number of newborn cells (Ambrogini et al. 2000 , Döbrössy et al. 2003 , Dupret et al. 2007 , Gould et al. 1999b , Hairston et al. 2005 , Lemaire et al. 2000 , Leuner et al. 2006a , Olariu et al. 2005 . In contrast, learning tasks that do not require the hippocampus (i.e., short-delay eyeblink conditioning, cued watermaze training, active shock avoidance) do not change the number of newborn neurons (Gould et al. 1999b , Van der Borght et al. 2005a ). However, classifying a task as hippocampal dependent or independent cannot completely account for the effects of learning on adult neurogenesis (reviewed in Shors 2008) . Rather, more recent data suggest that for learning to have a stimulatory effect on neurogenesis, the task must be sufficiently difficult (Leuner et al. 2006a , Waddell & Shors 2008 ) and it must be learned well (Dalla et al. , 2009 Leuner et al. 2004 ). Even so, there are several reported contradictions. Notably, spatial learning in the watermaze task has been linked to no effect or to a decrease in the number of newborn neurons in the dentate gyrus (Ambrogini et al. 2004 , Döbrössy et al. 2003 , Dupret et al. 2007 , Ehninger & Kempermann 2006 , Epp et al. 2007 , Mohapel et al. 2006 , Van der Borght et al. 2005b ). In addition to differences in BrdU injection protocols and training paradigms employed, the maturity of the labeled adult-born cells at the time of learning may determine whether and how learning alters them. Both spatial learning and trace eyeblink conditioning encourage the survival of new cells born about one week prior to training, when these cells are immature but already differentiated into neurons (Ambrogini et al. 2000 , Dupret et al. 2007 , Epp et al. 2007 , Gould et al. 1999b , Hairston et al. 2005 ). In contrast, some studies suggest that spatial learning induces the death of cells that are less mature (i.e., ≤4 days of age; Dupret et al. 2007 , Mohapel et al. 2006 , whereas others show that the death of older and perhaps more mature cells occurs (i.e., ≥10 days of age; Ambrogini et al. 2004 ). Therefore, learning may have a differential capacity to influence neurogenesis depending on the age of the cell. This is consistent with observations showing that experienceinduced modulation of adult neurogenesis occurs at a critical period during an immature stage (Tashiro et al. 2007) .
Further adding to the complex effects of learning on adult neurogenesis are studies showing that besides affecting cell survival and cell death, learning also influences cell proliferation, depending on the specific phase of the learning process assessed (Döbrössy et al. 2003 , Dupret et al. 2007 . That learning can affect cell proliferation, cell survival, and cell death has been proposed to reflect an activitydependent selective stabilization process analogous to what occurs during development (Dupret et al. 2007 ). Accordingly, neurogenesis may be promoted by synaptic plasticity during learning, an idea that is consistent with electrophysiological data showing that enhanced synaptic activity associated with long-term potentiation (LTP) increases cell proliferation and cell survival (Bruel-Jungerman et al. 2006) .
The purpose of a learning-induced enhancement of neurogenesis remains to be fully determined. One possibility is that these newborn neurons can contribute to learning and memory by creating a neural representation of previous experience (Aimone et al. 2009 ). Work showing that neurons made to survive by exposure to an enriched environment are preferentially activated at a later time to the same, but not a different, experience lends some support to the possibility that such a process takes place (Tashiro et al. 2007 ).
Learning has also been reported to induce dendritic spine alterations of mature hippocampal neurons. The effects of learning include changes in spine number and morphology (Knafo et al. 2004; Leuner et al. 2003; Moser et al. 1994; O'Malley et al. 1998 O'Malley et al. , 2000 and changes in the number and distribution of synapses along dendrites (Andersen & Soleng 1998 , Eyre et al. 2003 , Geinisman et al. 2001 , Miranda et al. 2006 , Rusakov et al. 1997 . Although a variety of learning tasks (i.e., trace eyeblink conditioning, water-maze training, olfactory discrimination, avoidance conditioning) have been associated with these alterations, there are some differences in the magnitude, time course, and location of the effects across studies. Similar to the effects of learning on adult neurogenesis, it appears that changes in spine formation are activity driven. Indeed, studies using live imaging with two-photon microscopy have shown that LTP is associated with the growth of new spines and synapses as well as changes in spine morphology (reviewed in De Roo et al. 2008 , Lamprecht & LeDoux 2004 .
STRUCTURAL PLASTICITY AND HIPPOCAMPAL FUNCTION
Although it is generally assumed that dendritic and synaptic rearrangement of mature neurons underlie at least some aspects of hippocampal function, the significance of adult neurogenesis remains elusive. One possibility is that new neurons are continuously added to the existing hippocampal circuitry to replace older cells that die. Because a substantial amount of cell death occurring in this region involves the adult-generated populations, adult neurogenesis as a replacement mechanism seems unlikely (Dayer et al. 2003) . Instead, neurogenesis may be required for the modulation and refinement of existing neuronal circuits in the dentate gyrus (Imayoshi et al. 2008 ) and may serve one or several aspects of hippocampal function that cannot be accomplished exclusively by existing mature neurons. Even though the level of neurogenesis in the adult hippocampus is substantial, with an estimated 9000 new neurons produced daily in the young adult rat, this still represents only a relatively small proportion (∼0.5%) of the total population of mature granule neurons (Cameron & McKay 2001) . How can so few neurons have functional significance? The answer to this question may be related to the unique properties of adult-generated neurons. One distinct feature of newborn neurons in the adult hippocampus is that they are structurally plastic during their immature stages (Hastings & Gould 1999 , Toni et al. 2007 . Adult-generated neurons also possess, at least transiently, several electrophysiological characteristics that differ from those of mature neurons. For example, immature neurons exhibit depolarization by GABA, enhanced excitability, low LTPinduction threshold, and more robust LTP that unlike mature granule cells is insensitive to GABA inhibition (Ge et al. 2006 (Ge et al. , 2007 Karten et al. 2006; Schmidt-Hieber et al. 2004; Snyder et al. 2001; Wang et al. 2000) . Collectively, these findings support the view that a somewhat small population of immature neurons might exert a substantial influence on hippocampal function.
Experimental Approaches to Study the Role of Structural Plasticity in Hippocampal Function
Several strategies have been used to link structural change to hippocampal function. One is correlative and involves evaluating whether there is a positive relationship between structural plasticity and hippocampal function. Another is more direct and involves blocking structural changes and examining whether hippocampal functions are altered. With respect to adult neurogenesis, the depletion of newborn cells has been achieved pharmacologically by systemic administration of the antimitotic agent methylazoxymethanol (MAM; Bruel-Jungerman et al. 2005 , Shors et al. 2001b or the DNA-alkylating agent temozolomide (TMZ; Garthe et al. 2009 ) as well as by central infusion of the mitotic blocker cytosine arabinoside (AraC; Mak et al. 2007 ). However, none of these agents diminish the number of newborn neurons exclusively within the dentate gyrus. Irradiation is another approach to block hippocampal neurogenesis and when applied focally, spares neurogenesis in the rest of the brain (Clelland et al. 2009 , Santarelli et al. 2003 , Saxe et al. 2006 , Winocur et al. 2006 . One downside common to all of these methods is their nonspecific side effects that may complicate the interpretation of results (Dupret et al. 2005 , Monje et al. 2003 . Genetic ablation of dividing progenitors may be less susceptible to this criticism, but again assessing behavioral consequences is difficult because inhibition of the dividing precursors is not restricted to the dentate gyrus (Garcia et al. 2004 , Saxe et al. 2006 . For this reason, virus-based strategies have been developed to prevent neurogenesis exclusively in the dentate gyrus at a specific time in adulthood (Clelland et al. 2009 , Jessberger et al. 2009 ). However, the possibility that postmitotic neurons are affected by the virus and may contribute to behavioral alterations cannot be ruled out. Most recently, inducible genetic approaches to ablate specific populations of adult-generated neurons in a temporally and spatially precise manner have been used (Imayoshi et al. 2008 , Revest et al. 2009 , Zhang et al. 2008 , although these too are not without practical drawbacks.
Immunohistochemical procedures to quantify whether newly born cells labeled with BrdU express IEGs is a complementary noninvasive way in which the role of adult-generated neurons in hippocampal functions has been examined and allows for a comparison of mature versus new populations of neurons (Kee et al. 2007 , Ramirez-Amaya et al. 2006 , Snyder et al. 2009b , Tashiro et al. 2007 ). Although examining the expression of IEGs in adult-generated neurons provides an indication of whether recently born neurons participate in functionally relevant hippocampal networks, it does not reveal whether new neurons are necessary for those functions. An additional downside to this approach seems to be the very small number of new neurons that stain for IEGs, even under conditions of environmental stimulation. Because of the shortcomings inherent to each strategy, it is critical that multiple, independent methods be used when examining the role of adult neurogenesis in a specific behavior.
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A Possible Role in Learning and Memory
The role of the hippocampus in learning and memory has long been recognized. However, the hippocampus has been associated with a range of learning tasks (e.g., trace conditioning, contextual fear conditioning, social transmission of food preference, spatial navigation, and object recognition, to name a few) that do not readily fall into a single category, making a unifying theory of hippocampal function difficult to pin down. One reason for this may be related to findings from recent studies incorporating a subregional analysis of the hippocampus that suggests a heterogeneous distribution of function within its different subfields (reviewed in Rolls & Kesner 2006) as well as along the septotemporal axis (reviewed in Bannerman et al. 2004 , Moser & Moser 1998 . Despite this complexity, it has been proposed that learning and memory might require structural changes in the hippocampus (reviewed in Lamprecht & LeDoux 2004 , Nottebohm 2002 . In support of this, numerous positive correlations between learning and structural plasticity have been demonstrated.
In rodents, a variety of conditions that decrease adult neurogenesis in the dentate gyrus are associated with learning impairments. These include stress, increased levels of circulating glucocorticoids, and aging , Montaron et al. 2006 . Similarly, adverse prenatal or early-life experiences produce persistent reductions in neurogenesis and reduced learning abilities in adulthood (Lemaire et al. 2000) . Conversely, conditions that increase neurogenesis, such as environmental enrichment and physical exercise, also tend to enhance performance on hippocampaldependent learning tasks (Kempermann et al. 1997; van Praag et al. 1999 van Praag et al. , 2005 . There are also a number of studies that have found no correlation or even a negative correlation between neurogenesis and learning (reviewed in Leuner et al. 2006b ). However, it is important to keep in mind that a positive correlation between the number of new neurons and learning performance implies a relationship between neurogenesis and learning, although not necessarily a causal one. Another issue to consider is that the time course for alterations in cell production may not correspond to changes in learning abilities. For example, it seems unlikely that the production of new cells would have an immediate effect on processes involved in learning because the cells probably require a certain level of differentiation to have an impact on behavior. Perhaps an even more important consideration, and one that is impossible to discount, is the fact that many of the factors known to affect neurogenesis alter other aspects of brain structure, such as dendritic architecture and synapse number. Since these types of changes are also likely to be involved in hippocampal-dependent learning, it is difficult to interpret correlations between new neurons and learning.
Because of the caveats associated with correlative studies, other work has attempted to demonstrate a casual relationship between learning and neurogenesis, but these too have yielded mixed findings (Leuner et al. 2006b ). Reducing or blocking hippocampal neurogenesis disrupts various hippocampal-dependent forms of learning and memory (Clelland et al. 2009; Dupret et al. 2008; Garthe et al. 2009; Hernandez-Rabaza et al. 2009; Jessberger et al. 2009; Imayoshi et al. 2008; Madsen et al. 2003; Raber et al. 2004; Rola et al. 2004; Saxe et al. 2006; Shors et al. 2001b Shors et al. , 2002 Snyder et al. 2005; Winocur et al. 2006; Zhang et al. 2008) . Recent findings further suggest that the correct differentiation and integration of new neurons may be necessary for acquisition of new information and the recall of memories consolidated in tasks previously performed (FarioliVecchioli et al. 2008) . However, a large number of studies have failed to demonstrate an involvement of newly generated cells in hippocampaldependent learning (Hernandez-Rabaza et al. 2009 , Jessberger et al. 2009 , Shors et al. 2002 , Snyder et al. 2005 , Zhang et al. 2008 , and there is at least one demonstration of enhanced learning following the suppression of neurogenesis (Saxe et al. 2007 ). These discrepancies can be attributed to numerous factors, including the animal species and strain tested and the method of ablation, as well as the specifics of the design, analysis, and interpretation of the learning paradigm employed (Garthe et al. 2009 ). Another possibility is that the age of the newborn neurons may be critical in determining their specific involvement in cognitive function. On the one hand, new immature neurons (because of their unique electrophysiological properties) may participate in learning for only a discrete period after their production, thus requiring a specific timing and length of neuron depletion in order to detect a learning deficit. A depletion paradigm that is insufficient in length, uses an inappropriate interval between depletion and training, or is too long, allowing compensatory mechanisms to come into play, could lead to contradictory results. On the other hand, new neurons may be critical for learning only when they are mature and integrated into similar neural networks as preexisting neurons. There is some disagreement regarding the exact age at which this occurs as well as whether the distinct functional properties of adult-born neurons continue to exist upon maturation. Some studies suggest that young mature neurons do not retain their unique electrophysiological properties, eventually becoming part of the same functional population as old mature neurons (Ge et al. 2007 , Laplagne et al. 2006 . In contrast, results from other work indicate that mature newborn cells show enhanced plasticity-adultborn neurons are more likely to be activated than are older cells during spatial exploration and hippocampal-dependent spatial learning (Ramirez-Amaya et al. 2006 , Snyder et al. 2009b and are also preferentially reactivated during recall of the spatial memory (Kee et al. 2007) . A third possibility, and most probable, is that neurons of different ages-young adult, mature adult, and preexisting-may be optimally suited for different functions (Aimone et al. 2009 ). Indeed, it has been proposed that neurogenesis serves to complement the synaptic plasticity and memory function of older neurons. In this context, new neurons would provide more synapses for learning and added processing abilities (Schinder & Gage 2004) .
Numerous other theories about the functions of newborn cells in the hippocampus have been proposed, including the possibility that a rapidly changing population of adult-generated neurons may provide a temporary substrate for memory storage (Gould et al. 1999b ). Accordingly, one might predict that the longevity of a new neuron would correspond to the duration of the memory that it supports. However, this is not necessarily the case since learning increases the survival of new neurons in the hippocampus where they remain for at least two months after training (Leuner et al. 2004) , well beyond the time when the hippocampus is required for the retention of those memories. These findings do not exclude the possibility that new neurons participate transiently in memory storage or encoding. In fact, computational (Aimone et al. 2009 ) and experimental (Clelland et al. 2009) work suggests that immature neurons may be critical for creating associations between memories learned close in time (Aimone et al. 2009 ) and may aid in distinguishing memories closely related in space (Clelland et al. 2009 ). How these memories are then transferred to the prefrontal cortex, the site of long-term storage and retrieval of memories (reviewed in Frankland & Bontempi 2005) , is an open question that highlights the need to investigate the consequences of structural changes in the hippocampus on related brain regions. One possibility is that the learning-induced enhancement of neurogenesis, as well as dendritic spines, alters the excitability or activity of the circuitry between the hippocampus and prefrontal cortex, which in turn alters the structure of the prefrontal cortex in a way that supports memory storage. Regardless, even if new neurons are somehow involved in a time-limited way in memory storage, they must eventually outlive their usefulness, perhaps becoming important for some other, still unknown, function.
A Possible Role in Anxiety and Depression
The involvement of the hippocampus in mood disorders is suggested by magnetic resonance www.annualreviews.org • Hippocampal Structure and Functionimaging studies demonstrating a small reduction in hippocampal volume in depressed patients (reviewed in Campbell & MacQueen 2004) . It has been proposed that reduced neurogenesis contributes to these volumetric changes, as well as the symptoms associated with depression and anxiety, and that the efficacy of antidepressant treatments may depend on their ability to restore neurogenesis to normal levels. These ideas, collectively referred to as the neurogenic hypothesis of depression, have been fueled by the observation in rodents and monkeys that stress, which predisposes some individuals to develop anxiety and depression, inhibits hippocampal neurogenesis (see discussion above), and that antidepressants, which are effective in alleviating behavioral symptoms of these disorders, stimulate neurogenesis, at least in adults (Encinas et al. 2006 , Hodes et al. 2009 , Malberg et al. 2000 , Perera et al. 2007 . Additional support for a link between adult neurogenesis and affective disorders comes from work examining the effects of focal irradiation on the behavioral effects of antidepressants. Prevention of the antidepressantinduced increase in neurogenesis blocks the ability of these treatments to reduce the behavioral signs of anxiety (Santarelli et al. 2003) or depression (Airan et al. 2007 ). However, the potential role for adult hippocampal neurogenesis as a mechanism underlying the etiology and treatment of mood disorders remains a matter of intense discussion and investigation (reviewed in Sahay & Hen 2007 , Sapolsky 2004 . This is in part because some studies have failed to demonstrate that neurogenesis is required for the behavioral effects of antidepressants (Holick et al. 2008 , Surget et al. 2008 ), but also because stressful procedures that reduce neurogenesis do not necessarily cause a depressive phentotype in animals models (Vollmayr et al. 2003) . Furthermore, it has not been shown that a disruption of hippocampal neurogenesis, either by using irradiation or antimitotic drugs, enhances susceptibility to stress (Surget et al. 2008) or induces depression-like or anxietyrelated behaviors (Airan et al. 2007 , Santarelli et al. 2003 , Saxe et al. 2006 , Shors et al. 2002 .
One exception to this is a recent study showing that arresting neurogenesis leads to increased anxiety (Revest et al. 2009 ). Because specific depletion of newborn neurons was accomplished with an inducible transgenic strategy, it is possible that the less-specific ablation methods used in earlier work may have produced confounding behavioral perturbations. Nevertheless, the "neurogenic hypothesis of depression" continues to be controversial. Currently, there is no evidence for differences in the number of proliferating cells in the hippocampus of individuals with depression (Boldrini et al. 2009 , Reif et al. 2006 , although the possibility remains that other stages of neurogenesis such as survival, differentiation, or integration of new neurons into the existing hippocampal circuitry are affected. Moreover, only one study has demonstrated increased progenitor cell proliferation in depressed patients after antidepressant treatment (Boldrini et al. 2009 ). Further studies are necessary to determine whether this effect is associated with an improvement of depressive symptoms, a critical issue as most of the patients in this study died from suicide.
Like the role of adult neurogenesis in learning and memory, the specific involvement new neurons might have in the pathogenesis of and recovery from depression is not yet clear. However, given the complexity of mood disorders, it is important to consider that multiple mechanisms are likely to be involved (reviewed in Sahay & Hen 2007) . That the anxiolytic effects of some manipulations, such as drugs that directly target the HPA axis, can be achieved even after suppression of hippocampal neurogenesis is at least one indication that neurogenesisindependent mechanisms exist (Surget et al. 2008) . These may include other types of structural change (reviewed in McEwen 2005), a possibility that is supported by the demonstration that hippocampal spine synapse loss occurs in animal models of depression (Hajszan et al. 2009 ). Analogous effects have been observed in the hippocampus of depressed patients (Law et al. 2004) .
One additional point worth mentioning is that although the hippocampus has been linked to anxiety-related behavior, lesions of the hippocampus lead to decreased, not increased, levels of anxiety (Bannerman et al. 2004 ). Thus, under normal conditions, the hippocampus is anxiogenic. How the addition of new neurons that are known to be excitatory to an anxiogenic brain region would lead to less anxiety is a paradox that is not addressed by the neurogenic hypothesis of depression.
A Possible Role in Stress Regulation
A less well known function of the hippocampus is its role as a negative feedback regulator of the HPA axis. The high concentration of adrenal steroid receptors in the hippocampus (reviewed in de Kloet et al. 1998) Adult-generated neurons may play a role in regulating the HPA axis as suggested by work examining the effects of adverse early-life experiences on the development of the HPA axis and adult neurogenesis. In both rodents and monkeys, exposure to prenatal stress results in a persistent dampening in the production of new neurons in adulthood (Coe et al. 2003 , Lemaire et al. 2000 . Likewise, adult rats subjected to maternal separation in early life exhibit reduced neurogenesis (Mirescu et al. 2004 ). Prenatal and early postnatal stressors have additionally been associated with impaired negative feedback of the HPA axis response to stressful situations during adulthood. Taken together, these studies raise the possibility that adult-generated neurons are involved in hippocampal neuroendocrine function. This idea has been recently tested using transgenic mice in which adult neurogenesis was conditionally suppressed. Compared to wild-type controls, mice lacking adult neurogenesis exhibited greater stressinduced activation of the HPA axis (Schloesser et al. 2009 ), indicating that newly born neurons may in fact contribute to the ability of the hippocampus to mediate proper inhibitory control over the HPA axis. Again, adult neurogenesis is likely not the sole mechanism involved in HPA axis regulation. Alterations in CA3 dendritic complexity caused by chronic stress have been proposed to make the hippocampus less effective in regulating the HPA axis, which in turn leads to hypersecretion of glucocorticoids, but currently there is only correlative evidence to support this view (reviewed in Conrad 2006) .
Other Possible Roles
In addition to the functions already discussed, accumulating evidence suggests that hippocampal neurogenesis may be linked to social behaviors, a function first suggested by work in birds (reviewed in Gheusi et al. 2009 ; see also , Mak et al. 2007 ). Structural plasticity in the hippocampus has been proposed to play a role in a number of neuropsychiatric and neurological disorders. Although a discussion of these is beyond the scope of this review, adult neurogenesis and other forms of structural plasticity have been implicated in addiction, schizophrenia, Alzheimer's, and epilepsy (reviewed in Burke & Barnes 2006 , Eisch et al. 2008 , Manji et al. 2001 , Russo et al. 2009 , Swann et al. 2000 .
OVERALL CONCLUSIONS AND DIRECTIONS
A number of outstanding issues remain before definitive conclusions about the role of structural plasticity in hippocampal function can be reached. First and foremost, given the various types of structural change that occur within the hippocampus, it is currently impossible to attribute functional alterations to one specific type. Thus, a critical direction for future research will be the development of new techniques or approaches that selectively alter www.annualreviews.org • Hippocampal Structure and Functionone form of plasticity while sparing the others. If different forms of structural plasticity are linked mechanistically, this might be difficult to achieve. Advances in imaging technologies allowing for the observation of structural changes in behaving animals combined with molecular approaches enabling the manipulation of structural plasticity in vivo will be critical to this endeavor and will help to elucidate the role of specific types of structural change in functions mediated by the hippocampus.
Within the context of adult neurogenesis, most studies to date have focused on quantitative changes. However, it is possible that the qualitative properties of new neurons could be altered instead of, or in addition to, absolute numbers. By analyzing the response properties of young cells to different experiences and by comparing these to mature cells, information can be obtained regarding the contribution of these different populations of neurons to hippocampal functions. Along similar lines, although much has been elucidated about the maturation of young cells, it will be critical to examine whether different aspects of their development are subject to experiential modification. For example, antidepressants have been shown to not only increase neurogenesis but also to impact the maturation and synaptic plasticity of adult-born hippocampal granule cells (Wang et al. 2008) . Extending this type of analysis to other factors and experiences that modulate neurogenesis will undoubtedly provide novel insights into how adult-generated cells contribute to hippocampal functions.
It is also becoming increasingly appreciated that the hippocampus is not a homogenous structure and that it exhibits differences in connectivity and function, as well as gene expression, along the longitudinal or septotemporal axis (Bannerman et al. 2004 , Leonardo et al. 2006 . Whereas the dorsal hippocampus participates in working and spatial memory, the ventral hippocampus is primarily involved in emotional memory and anxiety, and unlike the dorsal region, has connections to amygdala, hypothalamus, and prefrontal cortex structures associated with the HPA axis and emotion (Moser & Moser 1998 , Swanson & Cowan 1977 . Thus, additional consideration of the distinctions between the dorsal and ventral hippocampus is necessary and may be key to understanding the specific contributions that structural change makes to learning and memory, anxiety, and stress regulation. For instance, some newer work suggests that spatial and associative learning may have a more pronounced effect on the survival and subsequent activation of new cells in the ventral hippocampus (Dalla et al. 2009 , Snyder et al. 2009b .
Finally, various forms of structural plasticity have been tied to numerous psychiatric and neurological conditions. Although no definitive link has been established because of obstacles in studying structural plasticity in the human brain, technological advances are on the horizon and should be valuable in this regard. Given that there is now widespread acceptance that the adult brain is capable of undergoing dramatic structural reorganization, it is likely only a matter of time before definitive conclusions are obtained about the precise role of structural plasticity in hippocampal functions under normal and pathological conditions.
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Figure 2
Cell birth and cell death in the dentate gyrus across the lifespan. On postnatal day 1, granule neurons that were generated embryonically have begun to form the tip of the suprapyramidal blade of the granule cell layer (GCL). During the first postnatal week, the GCL continues to be formed from progenitor cells located within the hilus along four general gradients-caudal to rostral, suprapyramidal to infrapyramidal, suprapyramidal tip through crest to infrapyramidal tip, and superficial to deep. Thereafter, the production of new granule neurons tapers off but remains substantial in adulthood until animals reach middle age and become aged. Alongside neurogenesis, there is substantial death of granule neurons. Cell death peaks at the end of the first postnatal week as indicated by the presence of pyknotic (i.e., dying) cells. In adulthood, substantial cell death continues, especially of newborn neurons located primarily within the subgranular zone (SGZ) or deep within the GCL.
