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I . I N T R O D U C T I O N
Many engineering systems are required to operate at an "optimal" steady-state, defined by the solution of a constrained optimization problem that seeks to minimize operational costs while satisfying equipment constraints. The current approach in industrial practice for regulating a system to an optimal steady-state involves a time-scale separation between the tasks of computing the optimal setpoint and tracking this setpoint using feedback controllers. Consider, for example, optimizing the production setpoints of generators in an electric power system, while maintaining supply-demand balance and system stability. At present, optimal generation setpoints are computed offline using demand projections and a model of the network, then the operating points are dispatched as reference commands to local controllers at each generation site [1] . This process is repeated with a fixed update rate: a new optimizer is computed, dispatched, and tracked. If the supply and demand of power changes on a time scale that is slow compared to the update rate, then this method is perfectly acceptable.
If the optimizer changes rapidly, however, as is the case for power networks with a high penetration of renewable energy sources, the conventional approach is inefficient [2] . Profit is reduced as a result of operating in a sub-optimal regime between optimizer updates. In the rapidly-changing optimizer case, then, it would be advantageous to eliminate the time-scale separation by combining the local generator controllers with an online optimization algorithm, so that the optimal operating condition could be tracked in real time. Indeed, this is the direction of much recent research in power system control [2] - [22] .
The same theme of real-time regulation of system variables to optimal values emerges in diverse areas, and much work on controller design to implement online optimization exists in the literature. Fields of application besides the power network control example mentioned already include network congestion management [23] - [27] , chemical processing [28] - [30] , wind turbine power capture [31] , [32] , active flow control and axial flow compressor control for aerospace applications [33] , [34] , temperature regulation in energy-efficient buildings [35] , and beam matching in particle accelerators [36] .
The breadth of applications motivates the need for a general theory and design procedure for controllers that regulate a system to a maximally efficient operating point defined by an optimization problem, even as the optimizer changes over time due to changing market prices, disturbances to the system dynamics, and operating constraints that depend on external variables. We refer to the problem of designing such a controller as the optimal steady-state (OSS) control problem. A number of recent publications have formulated problem statements and solutions for variants of the OSS control problem [37] - [48] . Many of the currently-proposed controllers, however, have limited applicability: some solutions only apply to systems of a special form [42] , [43] ; some attempt to optimize only the steady-state input [39] or output [38] , [41] , [44] , [45] alone; some apply only to equality-constrained [47] , [48] or unconstrained optimization problems [46] ; and in all cases, the effects of parametric modelling uncertainty are omitted. As a result, a number of important questions are raised regarding the existence of solutions and the general architecture of OSS controllers -we identify three gaps in the OSS control literature.
First, fundamental controller existence theorems are lacking, leaving important questions unanswered: What conditions on the plant and optimization problem are necessary for the OSS control problem to be solvable? What properties must a controller satisfy to solve the OSS control problem? Second, insufficient attention has been paid to understanding when real-time optimization can be performed robustly in the presence of parametric uncertainty. Third, the literature arXiv:1810.12892v1 [math.OC] 30 Oct 2018 lacks a general, unifying architecture for OSS controllers that facilitates controller design and connects to established design methodologies.
A. Contributions
This paper contains two substantial contributions. First, in Section III, we present a formal statement of the OSS control problem as a generalization of the output regulation problem, in which a subset of the plant states and inputs must track the time-varying solution of an optimization problem parametrized by exogenous inputs. We leverage the relationship between OSS control and output regulation to state necessary and sufficient conditions for solvability of the OSS control problem. The feature that distinguishes OSS control from output regulation is the lack of knowledge of the reference command, or, equivalently, the error signal. We introduce the concept of an optimality model: a dynamic filter that is able to robustly produce a proxy signal for the optimality error. The existence of an optimality model converts the OSS control problem to a standard output regulation problem, opening the door to the application of design techniques from output regulation theory. This modular controller design framework unifies and generalizes the results present in the optimal steadystate control literature, and we provide examples of controllers from the literature which fall within our framework.
Our second major contribution (Section IV and V) is a complete constructive solution to the linear-convex OSS control problem, in which the plant is a linear time-invariant (LTI) system with (in general, structured) time-invariant parametric uncertainty, the optimization problem is convex, and the disturbances are constant in time. The LTI case provides a particularly clean setting for studying when real-time optimization can be performed in the presence of uncertainty. To this end, we introduce two properties associated with the linearconvex OSS control problem -the robust output subspace and robust feasible subspace properties. When either property holds, we ultimately show that the linear-convex OSS control problem can be reduced to a robust stabilization problem, and provide several strategies for stabilizer design using techniques, e.g., robust control. We illustrate our results for the linearconvex OSS control problem on an example from power system control, and show that our design framework recovers several well-studied controllers from the literature.
B. Notation
The set of n × m matrices with real entries is denoted by R n×m . For a continuously differentiable map f : R n → R, ∇f : R n → R n denotes its gradient. The symbol 0 denotes a matrix of zeros whose dimensions can be inferred from context, while 0 n denotes the n-dimensional column vector of zeros. For scalars or column vectors {v 1 
This section recalls the basic problem setup and results for the global nonlinear output regulation problem from [49] ; we will make extensive use of these ideas and the accompanying notation in our statement and solution of the OSS control problem in Section III. Our exposition is brief, and we refer the reader to [49] - [53] for detailed treatments. Output regulation is a generalization of integral control to cases where disturbances and/or reference signals are time-varying. Consider a nonlinear plantẋ = f (x, u, w) ,
where x ∈ X is the state, u ∈ U := R m is the control input, y m ∈ R pm is the vector of available measurements, and w ∈ R nw is a set of exogenous inputs which might include disturbances to the plant dynamics, reference signals, or uncertain parameters. The function f is assumed to be locally Lipschitz in x and continuous in u and w, while h m is assumed to be continuous; note for later that y m may contain components of the input u. We define an error signal e ∈ R p associated with the plant
consisting of variables which should be "protected" from the effects of the exogenous inputs and initial conditions. For example, e may be a vector of reference tracking errors, and should be driven to zero asymptotically using feedback control. The function h e is assumed to be continuous. The class of exogenous inputs of interest is generated by the exosysteṁ
where s is locally Lipschitz and W ⊂ R nw is an open invariant set for the dynamics (3) . Note that we can capture the effects of parametric uncertainty in the plant model (1) by including such parameters as components of w with static dynamicṡ w i = 0. We denote the set of solutions of (3) by I s (W ), the corresponding ω-limit set by Ω(W ), and assume that solutions of the exosystem (3) are bounded for all time t ∈ R.
A general nonlinear feedback controller for (1) is given bẏ
which processes measurements y m (t) and produces the control signal u(t) in closed-loop with the plant (1). The dynamics of the closed-loop system are described by (1) and (4), with (3) generating the exogenous input to the closed-loop system. The problem of output regulation is to design the feedback controller such that the closed-loop system satisfies a generalized stability criterion known as convergence with a uniformly bounded steady-state (UBSS) (see [49] for details) and such that the error signal e(t) is driven to zero.
Problem 2.1 (Output Regulation): For the plant (1), design, if possible, a dynamic feedback controller of the form (4) such that the closed-loop system meets the following criteria:
(i) well-posedness: the closed-loop system is well-posed; (ii) global convergence: the closed-loop system is globally uniformly convergent and satisfies the UBSS property for the class of inputs I s (W ); (iii) asymptotic error zeroing: for every initial condition (x(0), x c (0)) ∈ X × X c of the closed-loop system and initial condition w(0) ∈ W of the exosystem, the error signal (2) asymptotically tends to zero, i.e., lim t→∞ e(t) = 0 p .
The following theorem is a basic necessary condition for the output regulation problem to be solvable [49] . 
for every solution of the exosystem w = w(t) satisfying w(t) ∈ Ω(W ) for all t ∈ R.
The interpretation of Theorem 2.2 is that there must exist a steady-state feedforward control input u(t) = ψ(w(t)) with corresponding steady-state state trajectory x(t) = π(w(t)) such that the error e = h e (x, u, w) is held identically equal to zero. The set of controllers that solve the output regulation problem is described in the next theorem [49] . (5) the mapping π c satisfies the generalized internal model principle
for every solution of the exosystem w = w(t) satisfying w(t) ∈ Ω(W ) for all t ∈ R; (ii) the closed-loop system corresponding to this controller is globally uniformly convergent with the UBSS property for the class of inputs I s (W ). Theorem 2.3 (i) states that that there must exist a steadystate trajectory x c (t) = π c (w(t)) of the controller which can produce the error-zeroing steady-state input u(t) = ψ(w(t)).
The typical controller solving the output regulation problem consists of two sub-systems: an internal model of the exosystem and a stabilizer; see [50, Equation (2.20) ], [53, Equation (6.14) ], [49, Equation (5.13) ]. The internal model ensures the controller satisfies the generalized internal model property (12) , and reduces the output regulation problem to the problem of (robustly) stabilizing the augmented plant, consisting of the internal model and the plant in either a series or feedback configuration. The stabilizer ensures that the closed-loop system satisfies the UBSS stability property. The output regulation problem is therefore solved using the following modular design strategy:
(i) design an internal model and construct the augmented plant; (ii) design a stabilizer to ensure the closed-loop system meets a stability criterion (e.g., global uniform convergence).
Both of these steps are formidable in general, and methods for constructing internal models are described in [53] . The specific case of a static exosystem (constant disturbances and uncertain parameters), however, has the well-known solution of integral control when the error e is measurable.
Lemma 2.4 (Integral Control): Suppose the exosystem (3) is static so thatẇ = 0, and suppose the error e is available for measurement. Consider the controlleṙ
If the closed-loop system with plant (1) and controller (7) is well-posed and has a globally asymptotically stable equilibrium point for every w(0) ∈ W , then the regulator equations (5) are solvable and the controller (7) solves the output regulation problem.
The first component of the controller (7a) is the internal model (in this case, a pure integrator), while the second component (7b) and (7c) is the stabilizer. We now move on to our main focus: the optimal steady-state control problem.
A. Problem Statement
Consider the general nonlinear plant (1) of the output regulation problem. Suppose that instead of trying to asymptotically zero an error signal, our objective is to design a feedback controller of the form (4) so that an arbitrary subset of the control inputs and plant states are asymptotically driven to a cost-minimizing steady-state, determined by the solution of a constrained optimization problem. This objective should be achieved despite parametric uncertainty in the plant, and in the presence of unknown exogenous disturbances.
Formally, define the regulated output y ∈ Y := R p as
where h r is a continuous function. The cost-minimizing steadystate is determined by an optimization problem with the regulated output y as the decision variable. Specifically, consider the following nonlinear optimization problem parametrized by w ∈ W with decision variable y ∈ Y ,
The cost function is g : Y × W → R. The constraints (9b) and (9c) represent n ec ≥ 0 engineering equality constraints and n ic ≥ 0 engineering inequality constraints which should be satisfied in the desired steady-state. The steady-state optimization problem (9) is flexible enough to encompasses many situations of interest. To wit, the components of w included in the cost function (9a) could represent uncertain parameters, such as changing market prices. The engineering equality constraints (9b) might represent required setpoint tracking or balance conditions. The engineering inequality constraints (9c) can be used to ensure that states and inputs do not exceed their maximum continuous operation ratings.
For each w ∈ W , let
denote the optimal solution function of the problem (9) . In general, the optimal solution function is set-valued, and its value for a particular w may be empty. Going forward we will assume that the optimization problem (9) has a unique minimizer for each w ∈ W , and hence y is a single-valued map. We further assume that y : W → Y is continuous -this assumption is essential for the application of output regulation results to the optimal steady-state control problem. The goal in optimal steady-state control is to asymptotically guide the regulated output y(t) to the time-varying optimizer y (w(t)), where w(t) is generated by the exosystem (3). We define the optimal steady-state control problem in the language of the output regulation problem, Problem 2.1, with error signal e := y − y (w). (i) well-posedness: the closed-loop system is well-posed; (ii) global convergence: the closed-loop system is globally uniformly convergent and satisfies the UBSS property for the class of inputs I s (W ); (iii) asymptotic optimality: For every initial condition (x(0), x c (0)) ∈ X × X c of the closed-loop system and initial condition w(0) ∈ W of the exosystem, the regulated output y is asymptotically brought into agreement with the optimizer
The OSS control problem is a generalization of the output regulation problem; indeed, one may recover the standard output regulation problem by setting g = 0 in (9a), omitting the inequality constraints (9c), and defining the error signal e component-wise via (9b) as e i := l i (h r (x, u, w), w). An important feature that distinguishes the general OSS control problem from the output regulation problem is the absence of knowledge of the error signal: the optimal solution function y is generally unknown, and the time-varying optimizer y (w(t)) depends on the unknown exogenous disturbance w. Technically, the statement of the output regulation problem does not require the error signal e to be measurable, but standard controller designs make such an assumption -again, see [50, Equation (2.20) ], [53, Equation (6.14)], [49, Equation (5.13) ]. This creates a new set of challenges for optimal steady-state control beyond the substantial challenges already present in the output regulation problem.
B. Solvability Conditions for the OSS Control Problem
Before outlining a general design strategy for the OSS control problem, we present solvability theorems that follow immediately from output regulation results. The optimal steadystate control problem is defined as the output regulation problem with continuous error signal e = h e (x, u, w) := h r (x, u, w) − y (w). The results of Section II therefore apply; in particular, we have the following necessary condition for solvability which follows from Theorem 2.2.
Theorem 3.3 (OSS Regulator Equations):
The OSS control problem is solvable only if there exist continuous mappings π and ψ that satisfy the OSS regulator equations
Theorem 3.3 for the optimal steady-state control problem admits a similar interpretation to Theorem 2.2 for the output regulation problem: for every exogenous input signal w(t) ∈ Ω(W ), there must exist a control input u(t) = ψ(w(t)) that produces the state trajectory x(t) = π(w(t)) in the plant such that the regulated output is optimal, i.e., y(t) = y (w(t)). An alternative interpretation is that (11) expresses compatibility between the set of all time-varying optimizers and the set of possible steady-state behaviours of the plant. The necessary and sufficient conditions for a controller to solve the optimal steady-state control problem follow from Theorem 2.3. (11) the mapping π c satisfies the generalized internal model principle
for every solution of the exosystem w = w(t) satisfying w(t) ∈ Ω(W ) for all t ∈ R; (ii) the closed-loop system corresponding to this controller is globally uniformly convergent with the UBSS property for the class of inputs I s (W ).
C. Optimal Steady-State Controller Design
We will now describe a framework for the design of optimal steady-state controllers that encompasses and generalizes many designs present in the literature. As we have already stated, the optimal steady-state control problem is more difficult to solve than the output regulation problem because the optimizer set is unknown and therefore the regulation error is not measurable. However, if we could produce a measurable proxy for the optimality error, then we could mirror the design techniques from the output regulation literature.
Recall that in the design of a controller to solve the output regulation problem, employing an internal model of the exosystem reduces the problem of output regulation to a problem of robust stabilization. Inspired by this approach, we will introduce the idea of an optimality model to reduce the problem of optimal steady-state control to an output regulation problem with a measurable error signal.
An optimality model is a filter applied to the measured output of the plant that, when in steady-state, produces an output which is a proxy for the optimality error e = y − y (w). To make this idea precise, consider a filter with state ξ ∈ Ξ := R n ξ , inputs y m (plant measurements) and v ∈ V := R nv (auxiliary stabilizing input), and output described bẏ
and define the filtered plant as the original plant (1) in cascade with the filter (13):
The state of the filtered plant is col(x, ξ), the control inputs are u and v, the error output is , and the measured output is y f = col(ξ, y m , ) consisting of the filter state, original plant measurements, and error output. The purpose of the additional input v will become clear shortly. Consider now the steadystate behaviours of the filtered plant that would lead to our error proxy signal being identically zero. In other words, consider the solutions (π, π ξ , ψ u , ψ v ) : Ω(W ) → X × Ξ × U × V of the regulator equations for the filtered plant:
This leads us to the definition of an optimality model. Definition 3.5 (Optimality Model): The filter (13) is said to be an optimality model (for the OSS control problem, Problem 3.2) if the following implication holds: if the quadruple (π, π ξ , ψ u , ψ v ) is a solution of the regulator equations (15) for the filtered plant (14) , then the pair (π, ψ u ) satisfies the OSS regulator equations (11) .
An optimality model encodes sufficient conditions for optimality during steady-state operation with the plant. For instance, given a convex optimization problem where strong duality holds, the optimality model might encode the KKT conditions when it is in dynamic steady-state with the plant; we explore this case further in Section V. Just as knowledge of an internal model can be used to reduce the output regulation problem to a robust stabilization problem, an optimality model can be used to reduce the optimal steady-state control problem to an output regulation problem with measurable error, as the following theorem shows. A proof is contained in the appendix.
Theorem 3.6 (Reduction of OSS to Output Regulation): Suppose that the filter (13) is an optimality model for the OSS control problem (Problem 3.2), and consider the filtered plant (14) . If the controllerẋ
solves the output regulation problem for the filtered plant (14) with error signal , then the controlleṙ
solves the optimal steady-state control problem.
Based on Theorem 3.6, we obtain the following modular design strategy for solving the OSS control problem:
(i) design an optimality model and construct the filtered plant;
(ii) design a controller that solves the output regulation problem for the filtered plant. A controller solving the OSS control problem will therefore typically consist of three cascaded subsystems: an optimality model, an internal model of the exosystem, and a stabilizer. See Figure 1 for a diagram of this proposed scheme. The purpose of the auxiliary input v to the optimality model can now be made clear: it provides additional inputs for stabilization of the closed-loop system.
Internal Model 
D. Previous OSS Controller Designs as Special Cases
Several controllers in the literature for solving particular instances of the OSS control problem have been implicitly using the design strategy of Figure 1 to enforce the necessary and sufficient solvability conditions of Theorem 3.4. For three such examples, we now identify the respective optimality models and output-regulating controllers (we use the notation of the cited papers, apart from our explicit introduction of the error variable ). One can verify that, for the OSS control problems defined in each paper, the identified optimality model satisfies the requirements of Definition 3.5 (none of the following examples, however, uses the auxiliary stabilizing input v). First, consider the controller [38, Equation (4)]. The optimality model is given bẏ
while the output-regulating controller is pure integral control:
Second, consider the controller [48, Equation (6)]. The optimality model iṡ
, and the output-regulating controller is pure integral control:
Third and finally, consider the controller [40, Equation (13)]. The optimality model is given bẏ
and the output-regulating controller is a PI controller:
The concept of an optimality model and the OSS control structure in Figure 1 generalizes and extends these previous designs from the literature. We conclude by noting that the architecture of Figure 1 is not a priori necessary for the solution of the OSS control problem, nor is a given design solving the OSS control problem based on Figure 1 necessarily minimal in terms of order; judgment should be used to reduce the order, if possible, in particular applications. Nonetheless, the existence of an optimality model as defined in Definition 3.5 appears to be the key to obtaining tractable problem instances which can then be addressed using standard tools.
For an arbitrary nonlinear plant, exosystem, and optimization problem, the OSS control problem is likely intractable. The remainder of this paper focuses in detail on the important case of a LTI plant with time-invariant parametric uncertainty, a static exosystem, and a convex steady-state optimization problem. We call this case linear-convex optimal steady-state control, and leverage the results of Section III to provide a complete solution to this problem. Here in Section IV, we consider the fundamentals of linear-convex OSS control, before presenting a constructive controller design procedure in Section V.
A. Uncertain LTI Plant
We specialize the nonlinear plant (1) and the output to be optimized (8) to the case of linear time-invariant dynamics with structured parametric uncertainty in the system matrices:
Note the difference in notation from Section III, as we have split the exogenous input into two components, w and δ. The vector w ∈ R nw models exogenous disturbances and setpoints, while δ ∈ δ ⊂ R n δ is a vector that characterizes structured parametric model uncertainty and belongs to a set δ containing the origin (δ = 0 is the nominal model). All matrices are assumed to be continuous functions of δ ∈ δ. We assume the corresponding exosystems are static:
d dt
which yields constant signals w and δ.
B. Robust Steady-State Optimization Problem
Recall from Theorem 3.3 that a necessary condition for solvability of the OSS control problem is that the OSS regulator equations (11) have a solution; that is, there must exist a steadystate operation of the plant that yields the optimal output. We can therefore either assume that the OSS regulator equations have a solution, or we can constrain our optimization problem to guarantee that solutions exist. We opt for the latter strategy by embedding the steady-state operation constraint into the steady-state optimization problem.
Consider the equilibrium outputsȳ that can be generated from (18) by an equilibrium statex and inputū:
We define the set-valued mapping Y :
is the set of all such achievable equilibrium regulated outputsȳ for fixed values of w and δ:
For each (w, δ), the set Y (w, δ) is an affine subset of Y , which we assume is nonempty. 1 We shall includeȳ ∈ Y (w, δ) as a constraint of the steady-state optimization problem to ensure compatibility between the optimizers and steady-state operation of the plant, thereby ensuring solvability of the OSS regulator equations (Theorem 3.3) .
The cost-minimizing equilibrium point is determined by the convex optimization problem
in which g : Y × W → R is assumed to be a continuous function of all of its arguments, and differentiable and convex in y for each w. The constraint (22b) is the steady-state constraint just discussed. The constraints (22c) and (22d) represent n ec engineering equality constraints and n ic engineering inequality constraints which should be satisfied in the desired steady-state.
To ensure the optimization problem is convex, the engineering equality constraints must be linear and the functions k i : Y × W → R of the engineering inequality constraints must be convex in y for each w. The matrices H, L and functions k i are part of the design specifications, and are therefore not subject to parametric uncertainty. Proceeding from (10), as before y : W × δ → Y is the optimal solution function of (22), and we suppose y satisfies Assumption 3.1. We further assume that a strictly feasible point exists for the optimization problem (22) ; that is, we assume there exists a pointỹ ∈ Y that satisfiesỹ ∈ Y (w, δ), Hỹ = Lw, and k i (ỹ, w) < 0 for all i ∈ {1, . . . , n ic }. The existence of a strictly feasible point ensures Slater's constraint qualification holds, and therefore guarantees that the Karush-Kuhn-Tucker (KKT) conditions are necessary and sufficient for optimality [ The optimality condition associated with the constraint y ∈ Y (w, δ) involves the unique subspace associated with the affine set Y (w, δ). Recall that any affine set in Euclidean space can be written as the sum of a (unique) subspace and a (non-unique) "offset" vector. It follows from the definition of Y that for each (w, δ), there exists an offset vector y(w, δ) and a unique subspace V (δ) such that
For each (w, δ), the optimal solution y is characterized as the unique vector such that there exists µ ∈ R nec and ν ∈ R nic such that (y , µ , ν ) satisfy the KKT conditions
along with the primal feasibility conditions (22b)-(22d). The gradient condition (24a) is written in a non-standard manner in terms of the subspace V (δ), which can be interpreted as the subspace of first-order feasible variations for the affine constraint y ∈ Y (w, δ) -see [55, Section 3.1] for details. We draw the reader's attention to a second, equivalent, way to write the gradient condition (24a). There exists a (y , µ , ν ) satisfying (24) if and only if there exists a (y , ν ) satisfying
Going forward, we will make use of both formulations (24) and (25) when appropriate. Remark 4.1 (Comments on Linear-Convex OSS Formulation): The assumption that H, L in (22c) are free of parametric uncertainty can be relaxed without much difficulty. One could relax the assumption of differentiability of g by using subgradients or proximal operator methods, as in [48] ; we do not pursue this here.
C. Linear-Convex OSS Regulator Equations
Recall that solvability of the OSS regulator equations (11) is necessary for the solvability of the OSS control problem. The inclusion of the equilibrium constraint (22b) in the optimization problem ensures this necessary condition is met.
Proposition 4.2 (Solvability of OSS Regulator Equations for Linear-Convex OSS Control): For the linear-convex OSS control problem with plant (18), exosystem (19) , and convex optimization problem (22) , there exist functions π(w, δ) and ψ(w, δ) satisfying the OSS regulator equations (11).
Proof: We consider whether there exist functions π and ψ satisfying (11) for the LTI dynamics (18) with exosystem (19) . That is, we consider solutions to
Since, by the constraints of the optimization problem, y (w, δ) ∈ Y (w, δ), it follows from (20) and (21) that the mappings π and ψ exist.
Remark 4.3 (Necessity of Steady-State Constraints):
Failing to include the steady-state constraints (22b) in the optimization problem (22) can result in an instance of the OSS control problem in which y (w, δ) / ∈ Y (w, δ) for some (w, δ). That is, the optimizer of (22) might be inconsistent with steady-state operation of the plant (18) for some (w, δ). In this case, the OSS regulator equations (11) will fail to have globally defined solutions, and the OSS control problem will be insolvable.
V. C O N S T R U C T I V E S O L U T I O N S F O R L I N E A R -C O N V E X O P T I M A L S T E A D Y-S TAT E C O N T R O L
This section presents constructive solutions to the linearconvex OSS control problem outlined in Section IV.
A. Robust Subspaces
Following the design strategy outlined in Section III-C, we must construct an optimality model for the linear-convex OSS control problem, and then design a controller solving the output regulation problem for the series interconnection of the LTI plant and the optimality model (Theorem 3.6). A major roadblock to constructing optimality models is the presence of parametric uncertainty, and we therefore devote significant effort in this subsection to studying it. Indeed, consider the KKT conditions (24) or (25) , and notice that both involve the subspace V (δ), which depends on the uncertain parameters δ. It is therefore impossible for our controller to incorporate the gradient condition within an optimality model without knowledge of δ unless V (δ) or V (δ) ∩ null H is, in fact, independent of δ. While we cannot expect such a result to hold for an arbitrary uncertain LTI plant, this uncertaintyindependence always holds when V (δ) = R p for all δ. What's more, this property may hold even when V (δ) ⊂ R p for all δ, provided that the manner in which the uncertainty enters our model possesses some structure. 2 We now explore the means by which one can verify the robustness (i.e., uncertainty independence) of these subspaces to parametric uncertainty, and some of the consequences. Our first definition makes precise the notion of V (δ)∩null H being independent of δ.
Definition 5.1 (Robust Feasible Subspace (RFS)): Let V (δ) be the unique subspace associated with Y (w, δ) as in (23) . The optimization problem (22) is said to satisfy the robust feasible subspace (RFS) property if there exists a fixed l ∈ N and a fixed set of vectors
The robust feasible subspace property is illustrated in Figure  2 . In this example, one can visualize the subspace V (δ) rotating along the dashed-line axis as δ changes in value. So long as the subspaces V (δ) and null H are never equal, there exists a fixed basis, independent of δ, for the subspace V (δ) ∩ null H. In this case, the basis consists of one vector in the direction of the dashed line.
A sufficient condition for V (δ) ∩ null H to be independent of δ is that V (δ) is itself independent of δ; this leads to our second definition.
Definition 5.2 (Robust Output Subspace (ROS)):
The uncertain LTI plant (18) is said to satisfy the robust output subspace (ROS) property if there exists a fixed l ∈ N and a fixed set of vectors
We next discuss how to verify the RFS and ROS properties algebraically through the construction of certain matrices whose column vectors form a basis of the subspace V (δ) or V (δ) ∩ null H. These matrices will play a key role in defining optimality models for the linear-convex OSS control problem. We first present the construction of a matrix whose range is V (δ), which will be useful for assessing both the RFS and ROS properties.
Lemma 5.3 (Construction of V (δ)): Let N AB (δ) be any matrix such that range N AB (δ) = null A(δ) B(δ) . Then the columns of the matrix
span the subspace V (δ), and hence V (δ) = range R(δ).
Proof: We can view the affine space Y from (21) as being constructed by a two-step process. In the first step, we examine the steady-state solutions (x,ū) to
In the second step, we compute each corresponding output as y = C(δ)x+D(δ)ū+Q(δ)w and placeȳ into Y . Let the set of solutions to the linear equations (28) be denoted L ⊂ R n ×R m . The set L is affine, and therefore can be written as the sum of a subspace and an offset vector. Fix a particular solution (x,ũ) to (28) , and note that
The set Y can then be written as
It follows that the construction described in the statement of the lemma indeed yields the subspace V (δ).
We now consider how to verify when the robust feasible subspace property holds. For δ ∈ δ, let R ⊥ (δ) be a matrix satisfying null R ⊥ (δ) = V (δ). 3 We then have
If the null space of the last line of (29) has a basis independent of δ, then the robust feasible subspace property holds. These observations lead us to the following result. 
for all δ ∈ δ.
Proof: First suppose the optimization problem (22) satisfies the RFS property. Then there exists an l ∈ N and a set of vectors {v 1 , v 2 , . . . , v l } ⊂ R p such that V (δ) ∩ 3 One can either construct R ⊥ (δ) from R(δ) by requiring that R ⊥ (δ)R(δ) = 0 and R(δ) R T ⊥ (δ) is full rank, or one can use a more direct procedure. First, construct a matrix Γ(δ) such that
Then, partition Γ(δ) as Γ(δ) = X(δ) Z(δ) where X(δ) has n columns and Z(δ) has p columns. One can show that V (δ) = null Z(δ) and therefore one may use R ⊥ (δ) := Z(δ) in Proposition 5.4.
for all δ. Conversely, suppose there exists a matrix T 0 satisfying (30) for all δ. Then V (δ)∩null H = range T 0 for all δ, hence the column vectors of T 0 span V (δ) ∩ null H for all δ, and therefore the problem (22) satisfies the ROS property.
We now have an algebraic characterization of the ROS property -the existence of a matrix T 0 satisfying (30) . We can make an analogous statement for the robust output subspace property. The proof of the following proposition is essentially identical to the proof of Proposition 5.4. The next result gives a strong sufficient condition for the ROS property. Proof: If (31) holds, then Y (w, δ) = R p for all (w, δ), and therefore V (δ) = R p for all δ. The standard basis vectors {e 1 , e 2 , . . . , e p } ⊂ R p therefore satisfy V (δ) = span(e 1 , e 2 , . . . , e p ) for all δ, and hence the plant satisfies the ROS property. Since range R(δ) = V (δ) = R p for all δ ∈ δ, one may indeed take R 0 = I p in Proposition 5.5. Finally, considering Proposition 5.4, the only valid choice of the matrix R ⊥ (δ) such that null R ⊥ (δ) = V (δ) for all δ ∈ δ is R ⊥ (δ) := 0. Hence the matrix T 0 can be selected as any
Note that (31) can hold only when the number of outputs to be optimized is less than or equal to the number of control inputs. The rank condition (31) of Proposition 5.6 -sometimes referred to as the non-resonance condition [52, Lemma 4.1] -is a standard assumption of the linear output regulation problem with constant disturbances. We emphasize that (31) is only a sufficient condition for the ROS property, which itself is merely sufficient for the RFS property. The relationships between these conditions, and the optimality models of the following section, are summarized in Figure  3 . of OSS control. First, the designer can consider adding additional engineering equality constraints (rows of H) to ensure the subspace null R ⊥ (δ) H of Proposition 5.4 is independent of δ. This can be accomplished by observing the manner in which the uncertain parameters δ enter the matrix R ⊥ (δ) and adding rows of H accordingly. Second, the designer can consider changing the selection of system variables to be optimized, i.e. changing the definition of y, to modify the matrices C(δ) and D(δ) and hence the matrix R(δ) of Lemma 5.3. This modification might consist of reducing the number of regulated outputs p to a value less than or equal to the number of control inputs m, to make it possible for the full-rank condition of Proposition 5.6, and therefore the ROS property, to hold.
B. Optimality Models for Linear-Convex OSS Control
We now consider the construction of optimality models for linear-convex OSS control. The options available to us depend on which of the two previously-defined subspace robustness properties hold. For simplicity, we omit the auxiliary stabilizing input v from consideration in the remainder of our discussion.
We assume the constraint violations Hy − Lw and k i (y, w), and objective function gradient, ∇g(y, w), are available for feedback, in that they are either directly measurable or can be calculated using measurements. Incorporating the inequality constraints and associated dual variable conditions relies on the following lemma, which is straightforward to prove by checking every sign combination. It follows that, for each i ∈ {1, . . . , n ic }, the conditions ν i ≥ 0, k i (y, w) ≤ 0, and ν i k i (y, w) = 0 are equivalent to ν i = max(ν i +k i (y, w), 0). In compact notation, we write ν = max(ν + k(y, w), 0), where max evaluates max elementwise and k(y, w) := col (k 1 (y, w) , . . . , k nic (y, w)). 
is an optimality model for the linear-convex OSS control problem.
Proof: For each (w, δ), consider the solutions (x,μ,ν,ū) of the regulator equations for the LTI plant (18) and optimality model (32) in series:
All time derivatives on the left-hand side of the regulator equations (33) are zero since the exosystem is static. We show that the regulator equations are equivalent to the KKT conditions (25) . The first two equations (33a) and (33b) implyȳ ∈ Y (w, δ). The equation (33d) is the engineering equality constraint. The engineering inequality constraints and remaining KKT conditions (25) are encoded by (33c) and (33e). Since the KKT conditions are sufficient for optimality, the following implication holds for all (w, δ): if (x,μ,ν,ū) satisfy the regulator equations (33), then (x,ū) satisfy the linear-convex OSS regulator equations (26) . The filter (32) satisfies the criterion of Definition 3.5, and is therefore an optimality model.
The above optimality model may be employed whenever the RFS property holds. If, furthermore, the ROS property holds, then we have a second option. 
Proof: The proof is almost identical to the proof of Proposition 5.9, except that we compare the gradient condition to (24a) instead of (25a).
If the robust output subspace property holds, then we are free to employ either (32) or (34) as our optimality model. 4 In each optimality model, the choice of the matrix T 0 or R 0 provides a great deal of design flexibility. When combined with different controller design options solving the output regulation problem for the filtered plant, this gives a huge variety of design options for synthesizing OSS controllers.
C. Linear-Convex OSS Controller
Suppose that we have constructed an optimality model for our linear-convex OSS control problem, perhaps using one of the two optimality models of the previous section. We represent the optimality model generically bẏ
We need to construct a controller that solves the output regulation problem for the filtered plant comprising the LTI plant and optimality model in series:
Observe that the filtered plant is a nonlinear system subject to constant exogenous inputs with a measurable error -Lemma 2.4 immediately yields the solution. We must employ an integrator and stabilizer to solve the output regulation problem for the filtered plant (35):
If the closed-loop system is well-posed and stable, the linearconvex OSS control problem is solved.
Proposition 5.11 (Constructive Solution of Linear-Convex OSS Control Problem): Let (ϕ, h ) be an optimality model for the linear-convex OSS control problem. If the stabilizer (f s , h s ) is designed such that the closed-loop system of the filtered plant (35) and controller (36) in feedback is well-posed and has a globally asymptotically stable equilibrium point for all (w, δ), then the controlleṙ
solves the linear-convex optimal steady-state control problem.
D. Stabilizer Design
Using an optimality model and a bank of integrators, Proposition 5.11 tells us that we have reduced the linear-convex OSS control problem to a stabilization problem. In general, the stabilizer is a nonlinear system, and may be difficult to optimally design. Nonetheless, linear static stabilizer designs such as PI controllers [37] , [40] 
can be effective for some applications. Indeed, a classic result of Davison [56, Lemma 3] is that if an LTI system is internally stable, then one may always achieve robust tracking and closedloop stability via an integral controller with sufficiently low gain; this yields a simple and straightforward stabilizer design Fig. 4 : A robust control framework for stabilizer design and analysis.
(a) Robust controller synthesis, where system uncertainty δ and optimality model nonlinearities ∇g and max(·, 0) are extracted into ∆, all certain LTI dynamics are retained in G, and a stabilizer K is designed for stability/performance. (b) Robust stability/performance analysis, which can be used to assess the performance of a specified stabilizer design K in the presence of nonlinearities and uncertainties ∆.
for internally stable systems. Analogous results exist for lowgain integral control applied to LTI systems with input and output nonlinearities [57] , [58] such as the gradient term ∇g(y, w).
Other times, a particular stabilizer may suggest itself based on problem-specific judgment. 5 Regardless, given any chosen LTI stabilizer, one can apply integral quadratic constraint (IQC) theory to assess closed-loop stability/performance (Figure 4b ). See our previous work [37] for a result in this direction, and [59] for a complete and detailed exposition on IQC theory. If one's attention is restricted to linear time-invariant stabilizers, then a constructive stabilizer synthesis procedure can be formulated via robust control theory; we discuss this approach in brief. If the inequality constraints (22d) of the optimization problem are linear, and if we employ the optimality model of Proposition 5.9 or Proposition 5.10, the only nonlinearities in the closed-loop system are the static, slope-restricted nonlinearities max(·, 0) and ∇g(·, w). The function max(·, 0) satisfies a [0, 1] slope restriction, while y → ∇g(y, w) satisfies a [κ, L] slope restriction if y → g(y, w) is κ-strongly convex and y → ∇g(y, w) is L-Lipschitz continuous. As a result, we can manipulate the closed-loop system into the standard configuration of the robust control synthesis problem depicted in Figure 4a (see [60, Chapter 9] for background). Stabilizer design can then be accomplished by describing the ∆ block with integral quadratic constraints and applying standard linear matrix inequality tools. In general, this procedure will result in a high-order dynamic LTI stabilizer, the order of which can then be reduced using standard tools. For an example of linear-convex OSS controller design using this approach, see our previous work [37] . 5 Interestingly, a special case may occur when the optimality error contains the control input u. If one can solve the equation = 0 for u, then one obtains the control input which instantaneously zeros the optimality error; see (50) for an instance of this.
This final section illustrates the application of our theory to a power system control problem. Our main objective is to work through the constructions presented in Section IV, and to simultaneously illustrate the many sources of design flexibility within our proposed framework. In particular, we will show that several centralized and distributed frequency controllers proposed in the literature are recoverable as special cases of our framework.
The dynamics of synchronous generators in a connected AC power network with n buses and n t transmission lines is modelled in a reduced-network framework by the swing equations. The vectors of angular frequency (deviations from nominal) ω ∈ R n and real power flows p ∈ R nt along the transmission lines obey the dynamic equations
in which M (δ) 0 is the (diagonal) inertia matrix, D(δ) 0 is the (diagonal) damping matrix, A ∈ {0, 1, −1} n×nt is the signed node-edge incidence matrix of the network, B(δ) 0 is the diagonal matrix of transmission line susceptances, P ∈ R n is the vector of uncontrolled power injections (generation minus demand) at the buses, and u ∈ R n is the controllable reserve power produced by the generator. The diagonal elements of the inertia, damping, and branch susceptance matrices are uncertain but positive; for example, they could be known within some bounds. See [61, Section VII] for a first-principles derivation of this model.
The incidence matrix satisfies null A T = span(1 n ), and strictly for simplicity we assume that the network is acyclic, in which case n t = n − 1 and null A = {0}.
We consider the optimal frequency regulation problem (OFRP), wherein we minimize the total cost i J i (u i ) of reserve power production in the system subject to networkwide balancing of supply and demand. We will consider two equivalent formulations, yielding two different OSS control problems. In both formulations, we take steady-state operation of the plant (39) as an implicit constraint, as in the definition of the optimization problem (22) for linear-convex OSS control.
A. Economic Dispatch Formulation of OFRP
The first formulation of the optimization problem requires balance between power supply and demand
With state vector x := col(ω, p), the dynamics (39) can be put into the standard LTI form (18) with matrices
Based on (40), we define the output to be optimized as y := u. Therefore
We assume the measured output y m consists of the inputs u and the exogenous disturbance term 1 T n P , so that y m = col(u, 1 T n P ). As a consequence, the constraint violation 1 T n u+ 1 T n P is measurable. We begin by determining whether this OSS control problem satisfies the robust feasible subspace property of Definition 5.1. We first check whether the robust output subspace property (Definition 5.2) holds by constructing the matrix R(δ) as outlined in Lemma 5.3. We construct a matrix N AB (δ) satisfying range N AB (δ) = null A(δ) B(δ) by examining
One may verify that choosing
yields the required property. We find that the matrix R(δ) = C D N AB (δ) is given by
is full column rank for all δ. Therefore, we may choose R 0 := I n as a matrix satisfying range R 0 = range R(δ) for all δ. The robust output subspace property therefore holds by Proposition 5.5. 6 Because the plant satisfies the robust output subspace property, we have access to the optimality models for both the ROS property (Proposition 5.10) and the RFS property (Proposition 5.9). The ROS optimality model (34) reduces tȯ
and applying Proposition 5.11, two possible OSS controllers corresponding to different stabilizer choices arė
and, if each J i is strictly conveẋ
In (42) the optimality error is integrated to zero by the internal model, while in (43) we instead instantaneously zero through selection of u. The former can be considered as a "primaldual" algorithm (see [7] ), while the latter would be called "dual ascent". Both designs are feedforward OSS controllers, in that neither uses feedback from the system dynamics; in this application one is free to add additional negative frequency feedback to the control. We omit the calculations for the RFS optimality model (32) for this formulation of the optimization problem, as the RFS-OM will be illustrated for the second formulation. We note, however, that application of the RFS-OM recovers another control scheme from the literature. Inspired by approaches in multi-agent control, we introduce a connected, weighted and directed communication graph G c = ({1, . . . , n}, E c ) between the buses, with associated Laplacian matrix L c ∈ R n×n . If the directed graph G c contains a globally reachable node 7 , then
is one option for an optimality model. If, furthermore, G c is weight-balanced, then from the optimality model (44) we can recover the controlleṙ
Equation (45) is the controller [63, Equation (7)] specialized to an economic dispatch problem with differentiable cost function and without box constraints.
B. Frequency Constraint Formulation of OFRP
The second formulation of the optimization problem explicitly requires zero steady-state frequency deviations:
subject to F ω = 0 r .
(46)
The matrix F ∈ R r×n is assumed to satisfy 1 n / ∈ null F . Options for the matrix F include F := I n , to enforce ω = 0 n , or F := e 
We assume the measured output y m consists of the inputs u and the term F ω, so that y m = col(u, F ω). As a consequence, the constraint violation F ω is measurable. We identify the matrix H of the engineering equality constraints in (22) as H := 0 F . Using (41) and (47), we may calculate R(δ) = C D N AB (δ) to be
The subspace range R(δ) varies with δ, and therefore there cannot exist a fixed matrix R 0 such that range R(δ) = range R 0 for all δ. The robust output subspace property fails by Proposition 5.5. However, it is still possible that the robust feasible subspace property holds. To check whether this is the case, we first construct a matrix R ⊥ (δ) ∈ R n×2n satisfying null R ⊥ (δ) = range R(δ). We find that selecting 
Therefore, one option for the linear-convex OSS controller of Proposition 5.11 iṡ
where K 1 , K 2 , and K 3 are gain matrices that should be selected for closed-loop stability/performance. With F = I n , K 1 = K 2 = 1 k I n for k > 0, and K 3 = 0, this design reduces to the distributed-averaging proportional-integral (DAPI) frequency control scheme; see [3] , [5] , [16] , [64] , [65] . Other choices of F with this same stabilizer design lead to various centralized/decentralized controller designs.
The so-called gather-and-broadcast scheme of [8] can be recovered as follows. Assume that each J i is strictly convex, set F = c T as discussed previously, and retain the integral controllerη = c T ω, which integrates a weighted average of the frequency deviations. Next, select the input u in (49) to zero the second component of : L c ∇J(u) = 0 n ⇐⇒ ∃ α ∈ R s.t. ∇J(u) = α1 n ⇐⇒ ∃ α ∈ R s.t. u = (∇J) −1 (α1 n ) .
Selecting α = η leads to the hierarchical gather-and-broadcast controllerη
In summary, many recent frequency control schemes can be recovered as special cases of our general control framework. The full potential of our methodology for the design of improved power system control will be an area for future study.
V I I . C O N C L U S I O N S
We have defined and presented a detailed discussion of the optimal steady-state control problem, wherein the goal is to regulate a combination of states and inputs of a nonlinear dynamical system to an optimal steady-state, in the presence of exogenous time-varying disturbances and model uncertainty. Necessary and sufficient conditions for solvability of the problem were presented, along with a constructive design framework that revolves around the introduction of an optimality model, the purpose of which is to robustly produce a proxy for the error between the optimized variables and their desired optimal values. This optimality model converts the OSS control problem into an output regulation problem; one designs an output-regulating controller for the plant and optimality model in cascade to solve the OSS control problem.
We then studied in detail the special case of the linearconvex OSS control problem, wherein the plant is an uncertain LTI system, the exogenous disturbances are constant, and the optimization problem is convex with linear constraints. A complete controller design procedure was presented, and two properties -the robust feasible subspace and robust output subspace properties -were identified as important for understanding cases where optimizing robustly with respect to parametric modelling uncertainty is achievable. Applying our linear-convex OSS procedures to a frequency regulation problem from power systems, we recovered a number of existing controller designs from the recent literature.
Immediate future work will present the analogous discretetime and sampled-data OSS control problems, along with a more detailed study of applications in power system control. A large number of open questions remain concerning the presented framework, including but not limited to: construction of OSS controllers for special classes of nonlinear systems, flexibility of the framework for distributed/decentralized control, formulations and solutions of hierarchical and approximate OSS control problems.
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