Abstract: Pandora is a recently proposed technique that extends classical Fault Tree Analysis to incorporate the effects of the temporal ordering of failure events. In this paper, we extend the conceptual foundation of Pandora with a new Priority-OR (POR) gate and we introduce the concept of a Temporal Truth Table as a mechanism that can be used to prove equivalence of expressions in Pandora logic. We also show how logical reduction can be performed using a set of temporal laws in the new logic and how such analysis can enrich the results of an extended FTA performed on a generic example that exhibits both PAND and POR failure characteristics.
INTRODUCTION & BACKGROUND
Fault Tree Analysis (FTA) is a well-established systems analysis technique that has been successfully applied to a variety of systems for over forty years. However, FTA is not without its faults. It has become evident over the years that classical combinatorial fault trees cannot accurately represent situations in which the failure behaviour depends on the temporal order of events. A number of approaches have been proposed to address this deficiency. Perhaps the earliest solution was the "Priority-AND" (PAND) gate, which has been in FTA since at least the 1970s (Fussel et al, 1976) , and was also included in the 1981 Fault Tree Handbook (Vesely et al, 1981) . The Priority-AND gate is designed to represent a situation where events have to occur in sequence. However, the PAND gate was never fully defined; it also departs from Boolean logic and so is rarely used in qualitative analysis, and where it is included, it is treated as a simple AND gate. There are proposals for quantitative analysis (e.g. Long et al, 2000) but without techniques for prior qualitative analysis, the accuracy of any such quantitative analysis is questionable given the possibility of contradictions and redundancies arising from events appearing more than once in the tree.
More recent attempts to address this problem range from proposals for alternative gates to entire temporal methodologies. Perhaps the most prominent is the Dynamic Fault Tree (DFT) methodology (Dugan et al, 1997) , which is also included in the more recent Fault Tree Handbook (Vesely et al, 2001) . It combines FTA with Markov analysis and can therefore model sequence-dependent behaviour, which it represents with a number of gates, including the original PAND gate. Another solution is the Temporal Fault Tree (TFT) approach (G.K. Palshikar, 2002) , which provides a complete set of new temporal gates based on a formal temporal logic. At the opposite end of the spectrum is the AND-THEN gate (or "TAND" connective) which is designed to represent a single temporal relation that can be built up in combination to represent any other temporal relation (Wijayarathna & Maekawa, 2000) . Other approaches include the Duration Calculus (Hansen & Ravn, 1998) and an earlier approach found in (Gorski & Wardzinksi, 1996) , but these are both primarily intended to capture precise behaviour and derive timing requirements for real-time systems rather than to extend the logic of the fault tree.
While all of these various approaches are useful for their intended tasks, most of them are quite specific in their goals. DFTs are perhaps the most general solution, but do not yet enable the analyst to perform full qualitative analysis, which restricts its utility in the absence of quantitative failure data. TFTs are a comprehensive solution, but aimed primarily at fault diagnosis; also, the methodology is quite complex, with many new gates, which makes it less familiar to people used to traditional FTA. The TAND gate is a simpler solution, but there are difficulties stemming from its strict interval-based definition. Finally, work by Gorski, Hansen, et al. focuses on deriving timing requirements by incorporating data about the durations and states of events in fault trees, rather than focusing on the more general goals of a temporal qualitative and quantitative safety analysis. Given the often particular focus of earlier work, we believe that there is scope for further contributions to temporal FTA, especially on approaches that aim to enable both qualitative and quantitative analysis whilst remaining in keeping with the spirit of simplicity and flexibility of classical FTA.
Pandora is one such recently proposed approach (Walker & Papadopoulos, 2006) that extends FTA without introducing many new gates or modifying the underlying logic of fault trees too dramatically. It is built around a more thorough definition of the Priority-AND gate, which was firmly established as part of the fault tree methodology by the Fault Tree Handbook. In this paper, we extend the foundation of Pandora with a new Priority-OR (POR) gate and show how it interacts with other gates in a set of new temporal laws, as well as how it is used in qualitative analysis and the process of logical reduction of fault trees. Finally we show how such analysis can be performed in a generic example system that exhibits both PAND and POR failure characteristics.
PANDORA
At the heart of Pandora is the Priority-AND gatethe original FTA solution to this issue. The problem with the PAND gate was that it was never clear how it could be used as part of the analysis, partly because its semantics were never fully defined and partly because it introduces the concept of sequence, something the Boolean logic underpinning fault trees cannot represent. The PAND gate is true when all of its inputs occur in a certain order, but what if two occur at the same time? Do events have a duration, and if so, can events overlap? What about qualitative analysis? What happens to PAND gates when trying to derive minimal cut sets?
Pandora is an attempt to answer these questions, and its concept of time (or rather, of sequence) is defined in an attempt to avoid these problems. As stated in the Fault Tree Handbook, "From the standpoint of constructing a fault tree we need only concern ourselves with the phenomenon of occurrence." (Vesely et al, 1981, p V-1) . Thus in Pandora, an event represents the occurrence of a fault rather than its existence. Pandora also uses relative rather than absolute time, i.e. it only specifies when an event occurs relative to other events. For more precise specifications of time, it is perhaps better to incorporate the data as part of the event itself (e.g. "valve is closed for more than 5 seconds"), as shown by the real-time specification approaches, rather than trying to represent this as part of the logical structure of the fault tree.
Thus Pandora is built on the basic foundation we need for temporal FTA: the ability to represent the relative order in which faults occurred, a concept represented exactly by the nature of the Priority-AND gate. Because we are concerned only with the instant at which a fault occurs, we do not consider the duration of the fault, and instead assume that an event, once it has occurred, persists; if necessary, the cessation of a fault could be modelled as a separate event. As a result, we only need to determine whether these events occur simultaneously, or whether one occurs before the other. In Pandora, the behaviour of events is as follows:
• An event becomes logically true once it occurs, and is false up until that point.
• The occurrence of an event, i.e. the transition from false to true, is instantaneous.
• An event is persistent, i.e. once it occurs it remains true thereafter.
With these assumptions, we can model both permanent faults and transient faults that cause permanent effects. In the latter case, only the first occurrence of a transient fault is considered significant, and so can be treated as a permanent fault. Repeating events (i.e. transient faults) with more complex effects must be modelled as separate instances. Given the above definitions, it can be seen that there are only three possible temporal relations between two events X and Y, and only one can be true at once:
-X occurs at the same time as Y Pandora explicitly defines the PAND gate to match the "before" relation, such that it is true only if all of its inputs are true and all of the inputs occur in order from left to right, i.e. the left input occurs before the right. Then, by reversing the order of the inputs, PAND can also represent the "after" relation too. That leaves the "simultaneous" relation, and Pandora provides a Simultaneous-AND (or "SAND") gate for this purpose, which is true if all of its inputs are true and if they all occur at the same time. Pandora also includes a third gate: the Priority-OR gate, or "POR".
There is a curious illustration in the 1981 Fault Tree Handbook of an Exclusive-OR (XOR) gate with a conditioning event attached specifying that the events have to occur in order, and this is essentially what the Priority-OR represents: it is true if its left input occurs before its right input, or if the left input occurs and the right input does not. The definitions of the three Pandora gates are given below:
Priority-AND gate (PAND)
Symbol:
A occurs before B occurs. Both A and B must occur.
Simultaneous-AND gate (SAND)

Symbol: & Sequence Value: S(A & B) = S(A) = S(B)
Meaning:
B occurs at the same time as A occurs. Both A and B must occur.
Priority-OR gate (POR)
Symbol: | Sequence Value: S(A | B) = S(A)
Meaning: Either A occurs and B does not, or both occur and A occurs first.
It is important, however, to emphasise that when we talk about "time" here, we really mean "sequence". Of course, any event must occur at a given moment in time, but we are not concerned with the exact moment, only with when that event occurs relative to other events -the sequence of events. The sequence value of an event is indicated by S, e.g. S(X) is the sequence in which X occurs; it has an integer value, so that 1 means it occurs first, 2 means it occurs second, and so on. If two events occur at the same time, they have the same sequence value. Sequence values also make it easier to use gates with more than two inputs, e.g. X<Y<Z is true if S(X) < S(Y) and S(Y) < S(Z). These integer-based sequence values allow us to generate temporal truth tables (TTTs), which are mechanism we have invented to enable us to prove equivalence of Pandora expressions. TTTs are analogous to normal Boolean truth tables, except extended to use more than just 0 (false) and 1 (true). 0 continues to represent false (i.e. an event that does not occur), but all positive integers represent true and the value of the integer indicates the sequence in which the event occurred, e.g. if X has the value 1 and Y has the value 2, then X occurred before Y.
Note that all three temporal gates also have their own sequence values, meaning that they themselves can be inputs to other temporal gates. Similarly, the standard AND and OR gates have their own sequence values: the AND gate is true only when all of its inputs are true and so takes on the sequence value of the last input to occur; the OR gate is true when any of its inputs occur and so takes on the sequence value of the first input to occur. This can be seen in Table 1 , a TTT describing all five gates: 
It is possible to see from the TTT how the sequence value of the gates depends on the sequence values of their inputs, e.g. S(X<Y) is equal to S(Y) when true. Like events, all gates have a value of 0 when false.
TEMPORAL ANALYSIS
Pandora introduces only three new gates to FTA, in addition to the standard AND and OR gates and their variations, but with these three gates it is capable of representing any temporal relation between two or more events. Pandora also allows these gates to be analysed qualitatively to obtain "temporal" minimal cut sets called minimal cut sequences (MCSQs), which are cut sets in which some or all of the events are ordered in some sequence. In the process, contradictions are identified and redundancies are eliminated, reducing the number of cut sequences. In ordinary fault trees, cut sets are obtained by applying Boolean laws such as the Absorption and Idempotent laws to reduce the tree, and in Pandora, MCSQs are obtained in a similar manner by using temporal laws.
Temporal Laws
Temporal laws are rules that can be applied to the three temporal gates in the same way that normal Boolean Laws can be applied to Boolean gates. Some temporal laws come from versions of traditional Boolean laws; for example, take the Commutative Law for OR: X+Y ⇔ Y+X. This law does not apply to the POR and PAND gates, because the order of the events is important to the meaning. However, the Commutative Law does still hold for the SAND gate, and thus X&Y ⇔ Y&X. There are also temporal Distributive, Absorption, Idempotent and Associative laws, although these do not always apply as in Boolean logic (e.g. < is not left distributive over +).
For the purposes of this paper, we focus only on the most useful of these laws, the laws of Absorption. These are particularly important because they allow temporal expressions to be reduced; in classical FTA, they are the means of obtaining minimal cut sets. Absorption using temporal gates can differs from the traditional Boolean laws, however; for example, take (X<Y).Y. In this case the additional Y is redundant, giving us (X<Y), which preserves the temporal ordering. The same is also true for SAND: (X&Y).X ⇔ X&Y. However, whilst (X|Y).X reduces to X|Y,
instead (X|Y).Y reduces to (X<Y).
The OR versions of the Absorption Law work as expected, e.g. (X<Y)+X ⇔ X, except for the POR: (X|Y)+Y ⇔ X+Y. These two POR exceptions can be proven using TTTs -if, in all cases, the two expressions have the same values, then they must be equivalent: There are also some new laws particular to the temporal gates and how they relate to each other. The most fundamental are the Laws of Completion, which describe how the temporal gates relate to the existing Boolean gates. There are two Completion laws, the Conjunctive law and the Disjunctive law:
Conjunctive Law of Completion
X.Y ⇔ (X<Y) + (X&Y) + (Y<X)
Disjunctive Law of Completion X+Y ⇔ (X|Y) + (X&Y) + (Y|X)
These Laws are perhaps best visualised with the aid of some diagrams. In Figure 1 , it can be seen how X.Y consists of the intersection between X and Y: Figure 2 also shows how X|Y and Y|X each cover two regions, the remainder being X&Y, and this is the essence of the Disjunctive Law. The equivalence of these laws can also be proved using TTTs: Complementing the two Completion laws are the Laws of Mutual Exclusion, which are derived from our event definitions: only one of the three possible temporal relations can be true at once.
(X<Y).(Y<X) ⇔ 0 (X<Y).(X&Y) ⇔ 0 (Y<X).(X&Y) ⇔ 0
Thus it is not possible for X to occur before Y and also for Y to occur before X, for example. Similarly, Mutual Exclusion also applies to the POR gate:
Thus for example, if X<Y is true, then both X and Y are true and X comes first, which means Y|X is not true; similarly, if Y|X is true, then X&Y must be false. If both are combined using an AND, there is a contradiction. This concept can be taken one step further, as shown in the Laws of Simultaneity, which are temporal versions of the Idempotent laws:
This behaviour is due to the gate definitions. The PAND requires the sequence value of its left input to be less than the sequence value of its right input, and if both are the same, it is false. Similarly, the POR requires its left input to come before its right input.
Only the SAND obeys the Idempotent Law, because it requires all inputs to have the same sequence value. The last Temporal Laws are the Laws of Extension, which are used to determine implicit temporal relations between events.
(X<Y).(Y<Z) ⇔ (X<Y).(Y<Z).(X<Z) (X&Y).(Y&Z) ⇔ (X&Y).(Y&Z).(X&Z) (X|Y).(Y|Z) ⇔ (X|Y).(Y|Z).(X|Z)
If the same temporal relation holds between X and Y and between Y and Z, then by extension it must also hold between X and Z too. This fact is useful for discovering cyclic redundancies -situations where there are no immediate contradictions; e.g. in (X<Y).(Y<Z).(Z<X), each event occurs before itself.
Doublets
Using both Temporal Laws and Boolean Laws, it is possible to reduce a temporal fault tree down to its MCSQs. However, incorporating temporal gates introduces new scope for reduction because we also introduce the possibility of contradiction, something that the new temporal laws are designed to eliminate. If a cut sequence (CSQ) contains a contradiction (e.g. both X<Y and Y<X), then the whole CSQ is false according to the law X AND 0 ⇔ 0 and it can safely be removed from the set of CSQs according to the law X OR 0 ⇔ X.
The process of detecting contradictions is carried out using doublets. Doublets 1 are a way of encapsulating the order-dependent information represented by the temporal gates and thereby simplifying the reduction. The concept of doublets sidesteps the problem of cut sequences containing more than just AND gates by encapsulating the temporal gates into a single atomic unit. A doublet always contains exactly two events and a single temporal operator, and is indicated by square brackets, e.g. [X<Y] . Doublets also allow hierarchies of temporal gates to be flattened so that they only contain doublets and normal events, with no temporal gates below other temporal gates, e.g.
. By simplifying and then abstracting the temporal information out of the cut sequence, it is then possible to rearrange doublets interchangeably with normal basic events. It is also easier to see the real temporal relations between events in doublet form. For example, (X<(Y.Z)) breaks down into:
If we also have another cut sequence [X<Y], we can reduce (X<(Y.Z)) to just [X<Z] . [Y<Z] ; the other two expressions contain [X<Y] and can be reduced according to the normal Absorption law X+(X.Y) ⇔ X. Because doublets are treated as atomic units, they can be manipulated just like any other event, and thus eliminated according to normal Boolean rules; without doublets to encapsulate the temporal relations between events, this reduction would be more difficult. It is important to be aware of both the temporal operator and the order of events inside a doublet, however; for the two priority gates, two doublets are only identical if they have the same operator and the same two events in the same order. Conversely, two doublets with the same events in the same order but with different operators can often yield contradictions: [X<Y] . [X&Y] , for example. Furthermore, it is possible to eliminate doublets (and thus the temporal operators) entirely. For example:
These three contain the components of the Conjunctive Completion Law, and can thus be reduced to just a single minimal cut set: X.Y.Z.
EXAMPLE
To illustrate the process of doublet reduction using all three Pandora gates, consider the system in Figure  3 . I is the system input, which provides data to components A, B, and R. A is a pre-processor that feeds information to B, which is a buffer performing a certain function on the information it stores. M is a monitor that detects an omission of output from B and starts the redundant component R, which replaces B. E is the system output, and delivers the output of B, or if R has been activated, the output of R. E has two possible failure modes: it can fail by omission when it receives no input, or it can fail with a value failure caused by undetectable value failures from B or R. We describe this behaviour using simplified HiP-HOPS notation (see Walker & Papadopoulos, 2006) , which works by relating faults in component outputs (output deviations) to a combination of component inputs (input deviations) or internal basic events. Deviations are indicated by a letter describing the failure class, e.g. O for Omission, and then the component, e.g. O-E means "Omission of output from component E". Basic events are indicated here using only the component name, for brevity (thus E is a failure of component E). In all components of this example, value failures are caused only by deviations in their inputs, whereas omission can also be caused by an internal failure of that component. The system failure behaviour, in HiP-HOPS notation, is therefore as follows: The first step is to substitute one expression for another until no further substitutions can be made, e.g. replace all instances of O-A with (O-I + A) and so forth. This can lead to some rather complex expressions:
V-E = (O-I + B).V-I + V-I + V-I + (O-I + A)|(O-I + B) O-E = E + M<(O-I + B) + M&(O-I + B) + (O-I + B).(R + O-I)
It is already possible to see redundancies in V-E, but the next stage is to convert these expressions into cut set format, including doublets where necessary: 
V-E = V-I + (A|B).(A|O-I) O-E = E + (M<B) + (M&B) + B.R + O-I
There are thus two MCSQs for V-E and five MCSQs for O-E. A value failure of E can be caused either by a value error of the system input, or a failure of A, as long as B has not failed (in which case E takes its input from R) and there is no omission of input (in which case we have an omission of E instead). Other causes for an omission of output from E, besides an omission of input, include the monitor failing either before or at the same time as B (in which case it is unable to detect the failure of B and thus cannot activate standby component R), a failure of both B and R, and of course a failure in E itself. By contrast, using only traditional FTA would have given us the following minimal cut sets:
V-E = V-I + A O-E = E + M.B + O-I + B.R Not only does this now assume that the system fails if M fails after B, but the complex failure behaviour leading to V-E is almost completely absent. Pandora instead gives more accurate results, allowing a more complete understanding of the system behaviour.
CONCLUSION
Pandora is a new technique that extends traditional FTA with new gates and new temporal laws to allow for qualitative and eventually quantitative analysis of systems in which the sequence of events contributes to the failure behaviour. Pandora is designed to look and feel similar to traditional FTA in order to remain as simple and flexible to use as possible -it introduces only three new gates, and by using the decompositional method known as doublet analysis, it should be possible to incorporate Pandora into automated safety analysis tools, as well as simplifying the process of manual analysis. Furthermore, we have introduced the concept of a Temporal Truth Table, which can both clearly represent the logic underlying Pandora and prove the temporal laws used for reduction. Finally, by using a small example, we have demonstrated how Pandora can provide more accurate and more informative conclusions about the failure behaviour of a redundant buffered system.
In the future, the aim is to extend Pandora with quantitative analysis capabilities as well as refining the doublet analysis algorithm to be more efficient. Furthermore, the logical foundation to Pandora has been formalised, so we are planning a detailed account of these results. We hope this will help to establish a temporal algebra for the specification and analysis of the extended and more expressive fault trees used by Pandora.
