The height measure of p-adic balls by Rizzo, Ottavio G.
ar
X
iv
:m
at
h/
04
03
17
6v
2 
 [m
ath
.N
T]
  1
9 M
ar 
20
04
Dipartimento di Matematia, Università di Milano
Via Saldini 50, 20130 Milano, Italia
e-mail: Ottavio.Rizzomat.unimi.it
The height measure of p-adi balls
Ottavio G. Rizzo
15th Deember 2017
Abstrat
In this paper we give the height measure of p-adi balls. In other words, given any
x ∈ Qp, we give the hane that a random rational number r satises |r − x|p 6 ε.
MSC 2000: 11B05, 11G50, 11S80, 28C10
Let H(m/n) = max{|m| , n} be the height of the rational number m/n, where m ∈ Z,
n ∈ N and gcd(m,n) = 1. Given U ⊆ Q, onsider the limit
lim
t→∞
#{r ∈ U : H(r) 6 t}
#{r ∈ Q : H(r) 6 t
.
If it exists, we denote its value µ(U): the height density of U .
More in general, if U is a subset of a ompletion K of Q and the limit
µ(U) = lim
t→∞
#{r ∈ U¯ ∩Q : H(r) ≤ t}
#{r ∈ Q : H(r) ≤ t}
(1)
exists, we say that U is µ-measurable and all µ(U) the height measure of U .
In [3℄ we proved that any interval (a, b) ⊂ R is µ-measurable and gave a simple formula
for its value. If p is a nite plae of Q, denote as usual vp the assoiated valuation, |·|p
the norm and Qp the ompletion. Let B(x, p
−e) = {r ∈ Qp : |x− r|p 6 p
−e} be the
(losed) p-adi ball of entre x and radius p−e. In this paper we prove that:
Theorem 1. For any x ∈ Qp, the p-adi ball B(x, p
−e) is µ-measurable. Moreover:
• if e 6 v(x):
µ
(
B(x, p−e)
)
=


p1−e
p+ 1
if e > 0,
1−
pe
p+ 1
if e 6 0;
1
• while, if e > v(x):
µ
(
B(x, p−e)
)
=


p1−e
p+ 1
if v(x) > 0
p1−e
|x|2p (p+ 1)
if v(x) < 0
In partiular,
µ({r ∈ Q : v(r − x) = e}) =


p−|e|
p− 1
p+ 1
if e 6 v(x) or e > 0;
p
p+ 1
(
p
|x|2p
− 1
)
if v(x) < e = −1;
p−e
|x|2p
p− 1
p+ 1
if v(x) < e < −1.
1 A dutiful note on measure theory
Unfortunately, Eq. (1) does not dene what is usually alled a measure: indeed, Q is not
σ-additive, so no funtion on it may be σ-additive. For example, Q =
⋃
r∈Q{r}, but
1 = µ(Q) 6=
∑
r∈Q
µ({r}) = 0.
This is not a serious problem, sine we an easily dene a real (pun intended!) measure
on Qp whih agrees, on p-adi balls, with our denition:
Denition. Let p be a nite or innite plae of Q. For any E ⊂ Qp and δ > 0, let
µδ(E) = inf
|Bi|6δ⋃
Bi⊃E
∑
µ(Bi),
where the Bi are p-balls and the unions are ountable. Furthermore, let
µ∗(E) = sup
δ>0
µδ(E).
Theorem 2. For any plae p of Q, the set funtion µ∗ is a σ-additive measure on Qp,
the Borel sets are measurable and µ∗(B) = µ(B) for any p-ball.
Proof. Reall that µ is an additive set funtion by theorem 4 of [3℄, hene by general
measure theory on metri spaes (see for example theorem 23 of [4℄) µ∗ is a σ-additive
measure on Qp and the Borel sets are measurable.
We are left to prove that µ∗ oinides with µ on p-balls. If p = ∞, sine by theorem
4 of [3℄ µ(B) is essentially the length of the interval B, this is a lassial result: see, for
example, 5 of [4℄. Suppose now that p <∞: we laim that
µδ(B) = µ(B), for every δ > 0. (2)
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Fix suh a δ, and let {Bi}i∈I be p-balls with |Bi| 6 δ and
⋃
Bi ⊃ B. Sine B is ompat
and eah Bi is open, we may suppose that I is nite. For every i ∈ I, we may learly
suppose that Bi ∩ B 6= ∅; if xi ∈ Bi ∩ B, then we an take xi to be the entre of both;
so either Bi ⊂ B or Bi ⊃ B, the latter being an uninteresting ase. Similarly, we may
assume that the Bi are all pairwise disjoint. Therefore, we have B =
⋃
Bi where the
union is nite and disjoint; equation (2) now follows from the additivity of µ.
2 Preliminary results
From now on we x a nite prime p.
Denition. In analogy to Euler's ϕ funtion, we dene for any positive integer t and
any positive number x, a funtion
ϕ(t, x) = #{positive integers 6 x whih are relatively prime to t}
We proved in [3℄ that:
Proposition 3. Denote d(n) the number of divisors of n. Then, for any x, t > 0 we have
that
ϕ(t, x) =
x
t
ϕ(t) ± d(t),
where a = b± δ means that |a− b| 6 δ.
Lemma 4. Suppose t, a, e are integer numbers with t > 1 and x T > 0. Then
#{n ∈ Z : 0 6 n 6 T, gcd(n, t) = 1, v(n − at) > e}
=


p−max{0,e} Tt ϕ(t)± 2d(t) if p ∤ t,
T
t ϕ(t)± d(t) if p | t and e 6 0,
0 if p | t and e > 0.
Proof. Clearly, if e < 0, we may replae the ondition v(n− at) > e with v(n− at) > 0;
in other words, we may suppose e non negative.
Suppose p | t: if e > 0, the statement is obvious; if e = 0, it follows from Proposition 3.
Suppose now that p ∤ t. Then
#{n ∈ Z : 0 6 n 6 T, gcd(n, t) = 1, v(n− at) > e}
= #

n = p
en′ + at : n′ ∈ Z, −
at
pe
6 n′ 6
T − at
pe
,
gcd(pen′ + at, t) = 1, v(pen′) > e


= #
{
n′ ∈ Z : −
at
pe
6 n′ 6
T − at
pe
, gcd(n′, t) = 1
}
. (3)
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Suppose a > 0 and T > at, then equation (3) beomes
= ϕ
(
t,
T − at
pe
)
+ ϕ
(
t,
at
pe
)
;
by proposition 3, this is
= p−e
T
t
ϕ(t)± 2d(t). (4)
If T < at or a < 0, it is a trivial alulation to verify that equation (4) still holds true.
Remark 5. The Lemma holds even if a ∈ Zp: it sues to write a = a
′ + O (pη) with
a′ ∈ Z and η large enough so that, for every positive n 6 T , v(n − at) = v(n − a′t). In
partiular, it holds if a ∈ Q with vp(a) > 0.
Lemma 6. Suppose m and n are relatively prime integers. Then
v(m/n) > e if and only if
{
v(m) > e if e > 0,
v(n) 6 −e if e 6 0.
Proof. Obvious.
Proposition 7. For any T > 0 we have∑
n6T
ϕ(n) =
1
2ζ(2)
T 2 +O (T log T ) ,
∑
n6T
d(n) = T log T +O (T ) ,
∑
n6T
p|n
ϕ(n) =
1
2ζ(2)(p + 1)
T 2 + o
(
T 2
)
,
∑
n6T
p∤n
ϕ(n) =
p
2ζ(2)(p + 1)
T 2 + o
(
T 2
)
.
Proof. The rst and seond assertions are very well known (see, e.g., [1, Chapter 3℄) while
the third learly follows from the last one. Let
ϕ′(n) =
{
ϕ(n) if p ∤ n,
0 if p | n.
Sine ϕ′, as well as ϕ, is multipliative, we have for Re(s) > 2:
∞∑
n=1
p∤n
ϕ(n)
ns
=
∞∑
n=1
ϕ′(n)
ns
=
ps − p
ps − 1
∞∑
n=1
ϕ(n)
ns
=
ps − p
ps − 1
·
ζ(s− 1)
ζ(s)
.
In partiular, the lhs is regular on the line Re(s) = 2 with the exeption of a pole of rst
order at s = 2 with residue p/(p+1)ζ(2). Thanks to the Tauberian theorem for Dirihlet
series (see [2, XV, 3℄) it follows that, after a hange of oordinate s 7→ s− 1,
T∑
n=1
ϕ′(n)
n
=
p
p+ 1
·
T
ζ(2)
+ o (T ) .
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Applying the following integration lemma, we get the proposition. Note that, atually,
the error term for the two last assertions is O (T log T ): sine we will not need this
improved estimate, we will ontent ourselves with the simpler previous proof.
Lemma 8. Let {bn}n∈N be omplex numbers and let B(T ) =
∑T
n=1 bn. Suppose that
there is β ∈ C suh that B(T ) = βT + o (T ). Then
T∑
n=1
nbn =
β
2
T 2 + o
(
T 2
)
.
3 Slies
In order to prove Theorem 1, we ount how many rational points in B(x, pe) have a given
height, then we use the previous Lemma to sum over all heights.
Denition. For any x ∈ Qp and e ∈ Z, let B(x, p
e;T ) = B(x, pe) ∩ Q(T ), where
Q(T ) = {t ∈ Q : H(t) = T}.
Lemma 9. For every positive integer T : #Q(T ) = 4ϕ(T ).
Proof. Obvious
Proposition 10. Fix x ∈ Qp and e ∈ Z suh that v(x) > e, then for any t ∈ Z
>0
we
have:
1. if e > 0,
#B(x, p−e; t) =


2p−eϕ(t)± 4d(t) if v(t) = 0,
0 if 0 < v(t) < e,
2ϕ(t) if v(t) > e;
2. if e 6 0,
#B(x, p−e; t) =


2
(
2− pe−1
)
ϕ(t)± 4d(t) if v(t) = 0,
4ϕ(t) if 0 < v(t) < 1− e,
2ϕ(t) if v(t) > 1− e.
Proof. Sine 0 ∈ B(x, p−e), we have B(x, p−e) = B(0, p−e) and thus, for any t,B(x, p−e; t) =
B(0, p−e; t). Therefore, we may as well suppose that x = 0. Write B(0, p−e; t) as{m
n
: (m,n) ∈ Z× Z>0, max{|m| , n} = t, gcd(m,n) = 1, v(m/n) > e
}
. (5)
Suppose e > 0: then (5) beomes, using Lemma 6,
B(0, p−e; t)
=
{
m/n : (m,n) ∈ Z× Z>0, max{|m| , n} = t, gcd(m,n) = 1, v(m) > e
}
= {±t/n : n ∈ Z, 1 6 n 6 t, gcd(n, t) = 1, v(t) > e}
∪ {m/t : m ∈ Z, −t 6 m 6 t, gcd(m, t) = 1, v(m) > e}.
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The rst part of the proposition now follows from Lemma 4.
In order to prove the seond part, notie that
Q(T ) = B(0, p−e; t) ∪ {r ∈ Q : H(r) = T, v(r) 6 e− 1}
and that r 7→ 1/r indues a 1-to-1 orrespondene
{r ∈ Q : H(r) = T, v(r) 6 e− 1} ←→ {r ∈ Q : H(r) = T, v(r) > 1− e}
Thus #B(0, p−e; t) = #Q(T )−#B(0, p−(1−e); t) and part (2) follows from part (1) and
Lemma 9.
Proposition 11. Fix x ∈ Qp and e ∈ Z suh that v(x) < e, then for any t ∈ Z
>0
we
have:
1. if v(x) > 0,
#B(x, p−e; t) =


2p−eϕ(t) ± 4d(t) if v(t) = 0,
2
p1+v(x)−e
p− 1
ϕ(t)± 4d(t) if v(t) = v(x),
0 otherwise;
2. if v(x) = 0,
#B(x, p−e; t) =
{
4p−eϕ(t)± 8d(t) if v(t) = 0,
0 if v(t) 6= 0;
3. if v(x) < 0,
#B(x, p−e; t) =


2p2v(x)−eϕ(t)± 4d(t) if v(t) = 0,
2
p1+v(x)−e
p− 1
ϕ(t) ± 4d(t) if v(t) = −v(x),
0 otherwise.
Proof. We have that
B(x, p−e; t)
=


m/n : (m,n) ∈ Z× Z>0, max{|m| , n} = t, gcd(m,n) = 1,
v
(m
n
− x
)
> e


=
{
±t/n : n ∈ Z, 1 6 n 6 t, gcd(n, t) = 1, v
(
±t
n
− x
)
> e
}
⋃ {
m/t : m ∈ Z, −t 6 m 6 t, gcd(m, t) = 1, v
(m
t
− x
)
> e
}
.
Let us all these two sets respetively B1 and B2.
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Consider B2. We have
v
(m
t
− x
)
> e⇐⇒ v(m− xt) > e+ v(t). (6)
Suppose v(t) = 0.
• If v(x) > 0, we an apply Lemma 4: sine e > v(x), we get #B2 = 2p
−eϕ(t)±4d(t).
• If v(x) < 0, we get v(m− xt) = v(x) < e, hene Eq. (6) is false and #B2 = 0.
Suppose now v(t) > 0. Then gcd(m, t) = 1 implies that v(m) = 0.
• If v(xt) > 0, then v(m − xt) = v(m) = 0 with 0 < v(x) + v(t) < e + v(t). Hene
Eq. (6) is false.
• If v(xt) = 0, let η = v(t) > 0, x′ = xpη and t′ = tp−η. Hene
#B2 = #{m : −t 6 m 6 t, gcd(m, t) = 1, v(m − x
′t′) > e+ η}.
We an replae the ondition gcd(m, pηt′) = 1 with gcd(m, t′) = 1, sine p | m
would imply v(m− x′t′) = 0 = v(x) + v(t) < e+ v(t). Lemma 4 yields
#B2 = 2p
−e−η t
t′
ϕ(t′)± 4d(t) = 2
p1−e−η
p− 1
ϕ(t)± 4d(t).
• If v(xt) < 0, then v(m− xt) = v(xt) = v(x) + v(t) < e+ v(t); Eq. (6) is therefore
false.
Putting everything together, we have
#B2 =


2p−eϕ(t)± 4d(t) if v(t) = 0 and v(x) > 0,
2p
1−e−v(t)
p−1 ϕ(t)± 4d(t) if v(t) > 0 and v(x) = −v(t),
0 otherwise.
Consider now B1. Write x = x
′pη with x′ ∈ Zp and η = v(x). Sine v(x) < e and
v(±t/n − x) > e we have
v(t/n) = v(x) = η, with the onstraint gcd(t, n) = 1 (7)
Assume that η > 0, then Eq. (7) implies that v(t) = η and v(n) = 0; in partiular
B1 = ∅ if v(t) 6= v(x). Suppose thus v(t) = η and write t = t
′pη. Then
v
(
±
t
n
− x
)
= η + v
(
nx′ ∓ t′
)
= η + v(n ∓ x′−1t′)
and, sine v(n) = 0,
B1 =
{
±t/n : n ∈ Z, 1 6 n 6 t, gcd(n, t′) = 1, v(n∓ x′−1t′) > e− η
}
.
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It follows, by lemma 4, that
#B1 = 2p
η−e t
t′
ϕ(t′)± 4d(t) =


2p
1+η−e
p−1 ϕ(t)± 4d(t) if v(t) = v(x) > 0,
2p−eϕ(t)± 4d(t) if v(t) = v(x) = 0,
0 otherwise.
Assume now that η < 0, then equation (7) implies that v(t) = 0 and v(n) = −η; in
partiular, B1 = ∅ if v(t) > 0. Suppose not and write n = n
′p−η. Then
v
(
±
t
n
− x
)
= η + v(±t− n′x′).
Sine e− η > 0 and v(x′−1t) = 0, we have
#B1 = #
{
±t/n′p−η : n′ ∈ Z, 1 6 n′ 6 pηt, gcd(n′, t) = 1,
v(n′ ∓ x′−1t) > e− η
}
= 2pη−e
pηt
t
ϕ(t) ± 4d(t) = 2p2η−eϕ(t)± 4d(t).
The Proposition follows.
4 Proof of Theorem 1
Let e be a stritly positive integer. Then, by Proposition 7,
∑
t6T
pe|t
ϕ(t) = pe−1
∑
t6T/pe−1
p|t
ϕ(t) =
p1−e
2ζ(2)(p + 1)
T 2 +O (T log T ) . (8)
It follows that, the sum being over positive terms,
∑
t6T
v(t)=e
ϕ(t) =
∑
t6T
pe|t
ϕ(t)−
∑
t6T
pe+1|t
ϕ(t) = p−e
p− 1
2ζ(2)(p + 1)
T 2 +O (T log T ) . (9)
Suppose now that 0 < e 6 v(x). Then Proposition 10 yields
∑
t6T
#B(x, p−e; t) =
∑
t6T
p∤t
(
2
pe
ϕ(t)± 4d(t)
)
+
∑
t6T
pe|t
2ϕ(t)
=
2p1−e
2ζ(2)(p + 1)
T 2 +
2p1−e
2ζ(2)(p + 1)
T 2 +O (T log T )
=
4p1−e
2ζ(2)(p + 1)
T 2 +O (T log T ) ;
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therefore
µ
(
B(x, p−e)
)
= lim
T→+∞
∑
t6T #B(x, p
−e; t)∑
t6T #Q(t)
=
p1−e
p+ 1
.
If e 6 0 and e 6 v(x) we have, instead:∑
t6T
#B(x, p−e; t) =
∑
t6T
4ϕ(t) − 2
∑
t6T
p∤t
(
pe−1ϕ(t)± 4d(t)
)
− 2
∑
t6T
p1−e|t
ϕ(t)
=
4
2ζ(2)
T 2 −
2pe
2ζ(2)(p + 1)
T 2 −
2pe
2ζ(2)(p + 1)
T 2 +O (T log T )
= 4
(
1−
pe
p+ 1
)
1
2ζ(2)
T 2 +O (T log T ) .
Thus
µ
(
B(x, p−e)
)
= 1−
pe
p+ 1
.
Suppose now e > v(x) > 0. Then Proposition 11 and Eq. (9) yield
∑
t6T
#B(x, p−e; t) =
∑
t6T
p∤t
(
2
pe
ϕ(t)± 4d(t)
)
+
∑
t6T
v(t)=v(x)
(
2
pv(x)−e
1− 1/p
ϕ(t)± 4d(t)
)
=
4p1−e
2ζ(2)(p + 1)
T 2 +O (T log T ) ;
so that µ
(
B(x, p−e)
)
= p1−e/(p + 1). If e > v(x) = 0, the alulation learly gives the
same result. Suppose at last that e > v(x) with v(x) < 0. Then∑
t6T
#B(x, p−e; t) =
∑
t6T
p∤t
(
2p2v(x)−eϕ(t)± 4d(t)
)
+
∑
t6T
v(t)=−v(x)
(
2
p1+v(x)−e
p− 1
ϕ(t)± 4d(t)
)
=
4p1+2v(x)−e
2ζ(2)(p + 1)
T 2 +O (T log T ) ;
hene µ
(
B(x, p−e)
)
= p1+2v(x)−e/(p + 1).
Referenes
[1℄ T. M. Apostol. Introdution to analyti number theory. UTM. Springer-Verlag, New
York, 1976.
9
[2℄ S. Lang. Algebrai Number Theory. Addison-Wesley, Reading, Massahusetts, 1970.
Republished in 1986 by Springer-Verlag, New York, in the GTM series.
[3℄ O. G. Rizzo. Average root numbers in families of ellipti urves. Pro. Amer. Math.
So., 127(6):15971603, 1999.
[4℄ C. A. Rogers. Hausdor Measures. Cambridge University Pres, Cambridge, 1970.
10
