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Introduction
L’équation des ondes écrite dans un système de coordonnées sphéroïdales à ellipsoïde allongé
donne naissance à des équations différentielles de second degré. Une de ces équations, qui est
du type Sturm-Liouville, est de la forme
d
dx
(1− x2) df
dx
+ (χ− c2x2)f = 0, x ∈ [−1, 1], (1)
où f ∈ C2([−1, 1],R) et c est un paramètre réel positif. Pour des valeurs particulière χn (n =
0, 1 · · · ) de χ cette équation admet des solutions bornées qu’on note ψn,c. Ces fonctions sont
appelées fonctions d’ondes sphéroïdales de l’ellipsoïde allongé. La motivation qui nous a conduit
à étudier ces fonctions est le fait suivant : En étudiant la probabilité pour qu’une matrice
aléatoire gaussienne n’ait aucune valeur propre dans un intervalle [−s, s] (s > 0), on arrive à la
question d’évaluer le déterminant de Fredholm de l’opérateur intégral
Qcf(x) =
1
pi
∫ 1
−1
sin c(x− y)
x− y f(y)dy. (2)
On montre que l’opérateur intégral Qc commute avec l’opérateur différentiel
Lc :=
d
dx
(1− x2) d
dx
− c2x2, (3)
par suite les fonctions propres de Qc sont les mêmes que celles de Lc.
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Nous étudions dans cette thèse les valeurs propres et fonctions propres d’un opérateur différen-
tiel, L, de la forme
L :=
d
dx
(1− x2) d
dx
− q(x), (4)
dont l’opérateur (3) est un cas particulier. Puis nous étudions les opérateurs qui commutent
avec l’opérateur L. Finalement nous étudions le comportement asymptotique de ces fonctions
propres pour les grandes valeurs de c. Nous ne sommes pas parvenus à évaluer ou à approximer
le déterminant de Fredholm de l’opérateur intégral Qc. Nous projetons de poursuivre notre
travail dans cette direction.
Dans le premier chapitre nous rappelons des résultats de base sur les matrices aléatoires et
les polynômes orthogonaux. En particulier nous rappelons les résultats de Mehta concernant
la probabilité pour qu’un sous ensemble B de R ne contienne aucune valeur propre. Cette
probabilité s’exprime à l’aide d’un opérateur intégral. L’étude asymptotique, pour les grandes
dimensions, de cette probabilité conduit au déterminant de Fredholm de l’opérateur intégral
Qc.
Dans le chapitre 2 nous étudions les valeurs propres χn et les fonctions propres associées ψn
de l’opérateur de Legendre perturbé (4) où q est une fonction continue sur [−1, 1] et paire. À
l’aide d’un principe de maximum, nous montrons que
χn ∼ n2.
Nous montrons aussi que les fonctions propres ψn constituent un système total de l’espace
C([−1, 1]) des fonctions continues sur [−1, 1] pour la topologie de la convergence uniforme. Les
propriétés classiques d’entrelacement des zéros des polynômes de Legendre s’étendent aux zéros
des fonctions propres ψn.
Dans le chapitre 3 nous introduisons les translations généralisées Tx, (x ∈ [−1, 1]), associées
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à l’opérateur différentiel L au sens de Delsarte. À l’aide d’un principe du maximum pour un
problème aux limites hyperbolique, nous montrons que les translations généralisées sont des
opérateurs positifs : si f ≥ 0 alors Txf ≥ 0. On en déduit qu’il existe une constante C telle que
∀n ∈ N, ∀x ∈ [−1, 1], |ψn(x)| ≤ C.
Cette propriété de positivité de Tx permet de munir l’intervalle [−1, 1] d’une structure d’hy-
pergroupe.
Dans les chapitres 4 et 5, nous étudions le comportement asymptotique des fonctions propres
ψn,c et Φn,c respectivement de l’opérateur (3) et de l’opérateur défini sur [0,+∞[ par :
Lxf = −xd
2f
dx2
− df
dx
+ x(x+ c)f. (5)
Mais pourquoi cette étude asymptotique ? En effet, l’étude de ce qui se passe sur le demi-cercle
de Wigner (voir [37]) d’abord dans la partie centrale du demi-cercle et ensuite dans le voisinage
des extrémités de demi-cercle, nous mène à étudier après deux changements d’échelle les deux
opérateurs intégraux suivant :
Qcf(y) =
∫ 1
−1
sin c(x− y)
pi(x− y) f(x)dx (6)
Gcf(y) =
∫ +∞
c
Ai(x+ y)f(x)dx. (7)
Les opérateurs (6) et (7) commutent respectivement avec (3) et (5), donc ils ont respectivement
les mêmes fonctions propres. Ainsi, dans le but de déterminer le comportement asymptotique,
une fois pour c fixé et n large et vice-versa, des fonctions ψn,c et Φn,c, nous faisons appel à
la méthode WKB qui nous donne une bonne approximation de ces fonctions. En effet, par
des changements de variables et de fonctions, nous trouvons que les ψn,c ainsi que les Φn,c sont
approchées par des fonctions de Bessel et des fonctions d’Airy. Plus précisément, nous montrons
les théorèmes suivants :
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Théorème 3 : Soit n ∈ N un entier fixé et c >> 1 un réel, on a alors :
ψn,c(x) =

An(csn(x))
1
6Ai(−( 32 csn(x))2/3)+Bn(csn(x))
1
6Bi(−( 32 csn(x))2/3)
((1−x2)(q2n−x2))
1
4
+R1,c(x) si x ∈ [0, qn],
Cn
(cen(x))
1
6Ai(( 32 cen(x))2/3)
((1−x2)(x2−q2n))
1
4
+R2,c(x) si x ∈]qn, 1− qn],
(8)
où qn =
√
χn
c
, sn(x) =
∫ qn
x
√
q2n − t2
1− t2 dt, en(x) =
∫ 1−qn
x
√
t2 − q2n
1− t2 dt et An, Bn et Cn sont des
constantes. Si x ∈]1− qn, 1] on a :
ψn,c(x) =

Dn
√
ctn(x)I0(ctn(x))
((1−x2)(x2−q2n))
1
4
+R3,c(x) si ctn(x) ≤ 1,
En
√
ctn(x)K0(ctn(x))
((1−x2)(x2−q2n))
1
4
+R4,c(x) si ctn(x) > 1,
(9)
où tn(x) =
∫ 1
x
√
t2 − q2n
1− t2 dt et Dn, En sont deux constantes qui ne dépendent que de n, et |Ri,c(x)| , i =
1, .., 4 est de l’ordre de c−1.
Théorème 4 :Soit n ∈ N un entier fixé et c >> 1 un réel, on a alors :
Φn,c(x) =

A
′
n
√
csn(x)J0(
√
csn(x))
(x(χn−x(x+c)))1/4
+ R˜1,c(x) si x ∈ [0, βn − 1/c],
B
′
n
c1/4(ctn(x))1/6Ai(−( 32 ctn(x))2/3)
(x(χn−x(x+c)))1/4
+ R˜2,c(x) si x ∈]βn − 1/c, βn],
C
′
n
c1/4(cτn(x))1/6Ai(−( 32 cτn(x))2/3)
(x(−χn(c)+x(x+c)))1/4
+ R˜3,c(x) si x > βn.
(10)
où βn =
2χn
c+
√
c2 + 4χn
, sn(x) =
∫ x
0
√
χn
c − tc(t+ c)
t
dt,
tn(x) =
∫ βn
x
√
χn
c − tc(t+ c)
t
dt, τn(x) =
∫ x
βn
√
χn
c − tc(t+ c)
t
dt et A′n, B
′
n et C
′
n sont des constantes
qui ne dépendent que de n, et
∣∣∣R˜i,c(x)∣∣∣ est de l’ordre de c−1.
On note que pour c fixé et n grand, les auteurs dans [8] ont trouvé qu’il existe une constante
C telle que : ∣∣∣∣∣ψn,c(x)−A(χn)1/4
√
sq(x)J0(
√
χnsq(x))
((1− x2)(1− qx2))1/4
∣∣∣∣∣ ≤ Cq (χn)−1/2 , (11)
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où q =
c2
χn
, sq(x) =
∫ 1
x
√
1− qt2
1− t2 dt, Cq =
C
(1− q)13/4 et A est une constante proche de 1.
Enfin, on a le comportement asymptotique des fonctions Φn,c(x) donné par le théorème suivant :
Théorème 5 : Pour c > 0 fixé et n >> 1, les fonctions Φn,c se comportent comme suit :
Φn,c(x) ∼

A1n
√
χnsn(x)J0(
√
csn(x))
(x(1−x(x+c)))1/4 si x ∈ [0, βn − 1/c],
B1n
χ
1/4
n (
√
χntn(x))1/6Ai(−( 32
√
χntn(x))2/3)
(x(χn−x(x+c)))1/4
si x ∈]βn − 1/c, βn],
C1n
χ
1/4
n (
√
χnτn(x))1/6Ai
(
−( 3
2
√
χn(c)τn(x))2/3
)
(x(−χn+x(x+c)))1/4
si x > βn.
(12)
Où, sn(x) =
∫ x
0
√
ρn(t)
t
dt, tn(x) =
∫ βn
x
√
ρn(t)
t
dt, τn(x) =
∫ x
βn
√
−ρn(t)
t
dt,
avec ρn(x) = 1− x(x+ c)
χn
et A1n, B1n et C1n sont des constantes qui ne dépendent que de n.
Dans le chapitre 6 nous illustrons les résultats trouvés dans les chapitres 4 et 5 par des exemples
numériques pour des valeurs particulières du paramètre c et de l’entier n.
Les chapitres 4 et 5 ont fait l’objet des deux publications :
1. Abderrazek Karoui et Mehrzi Issam, Asymptotic behaviors and numerical computations
of the eigenfunctions and eigenvalues associated with the classical and circular prolate
spheroidal wave functions. Applied Mathematics and Computation . 218 (2012) p 10871-
10888.
2. Abderrazek Karoui, Issam Mehrzi et Taher Moumni, Eigenfunctions of the Airy’s inte-
gral transform : Properties, numerical computations and asymptotic behaviors. Journal of
Mathematical Analysis and Applications . 389 (2012) p 989-1005.
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Chapitre 1
Matrices aléatoires
Les matrices aléatoires, comme son nom l’indique, sont des matrices dont les éléments
sont des variables aléatoires, munies d’une certaine loi. L’étude, porte en général sur les valeurs
propres de celles-ci, donc des polynômes caractéristiques ou des moments de ceux-ci par rapport
à la même loi. On étudie ces propriétés pour un ordre fini, puis leur comportement quand la
dimension tend vers l’infini. La plupart des matrices aléatoires étudiées, appartiennent à trois
classes de matrices : l’espace vectoriel réel des matrices symétriques réelles de taille n × n,
l’espace des matrices hermitiennes complexes de taille n×n, l’ensemble des matrices auto-duales
quaternioniques de taille 2n × 2n. Ce travail est consacré à l’étude des matrices hermitiennes
de taille n × n qui fait intervenir les polynômes orthogonaux. La référence de base est le livre
de M. L. Mehta [37]. Nous avons aussi utilisé les notes de cours [24].
1.1 Formules de Mehta
Soit µ une mesure positive sur R. On suppose que son support est infini et qu’elle vérifie
pour tout m ∈ N : ∫
R
|x|mµ(dx) <∞.
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Les moments mj (j ∈ N) de cette mesure µ sont définis par :
mj =
∫
R
xjµ(dx)
Sur l’espace P [x] des polynômes à coefficients réels et d’une variable, on considère le produit
scalaire défini pour p, q ∈ P [x] par :
(p, q) =
∫
R
p(x)q(x)µ(dx).
Pour ce produit scalaire, P [x] est un espace pré-hilbertien.
Les monômes 1, x, . . . , xm, . . . sont indépendants et par le procédé d’orthogonalisation de Gram-
Schmidt, on obtient une suite (Pm)m de polynômes orthogonaux par rapport à la mesure µ. Le
polynôme Pm est de degré m et :
∫
R
Pm(x)Pn(x)µ(dx) = 0 pour m 6= n.
On normalise ces polynômes de la manière suivante
Pm(x) = xm + · · ·+ a1x+ a0,
et on pose
hm = ||Pm||2.
On note (Mij)i,j=0,...,n−1 la matrice des moments de le mesure µ donnée par :
Mij = mi+j =
∫
R
xi+jµ(dx),
et on pose
Dn = det
(
(Mij)i,j=0,...,n−1
)
. (1.1)
7
Théorème 1.1 On a :
Dn =
1
n!
∫
Rn
∏
1≤i<j≤n
(xj − xi)2µ(dx1)...µ(dxn). (1.2)
Preuve : On a :
Dn = det
(
(Mij)i,j=0,...,n−1
)
=
∫
Rn
∣∣∣∣∣∣∣∣∣∣∣∣∣
x01 x
1
2 · · · xn−1n
x11 x
2
2 · · · xnn
...
...
. . .
...
xn−11 x
n
2 · · · x2n−2n
∣∣∣∣∣∣∣∣∣∣∣∣∣
µ(dx1)...µ(dxn)
=
∫
Rn
∣∣∣∣∣∣∣∣∣∣∣∣∣
x01 x
0
2 · · · x0n
x11 x
1
2 · · · x1n
...
...
. . .
...
xn−11 x
n−1
2 · · · xn−1n
∣∣∣∣∣∣∣∣∣∣∣∣∣
x01x
1
2...x
n−1
n µ(dx1)...µ(dxn)
Cette expression est invariante sous l’action des permutations σ ∈ Σn où Σn est l’ensemble des
permutations de n éléments.
On note (σ) la signature de la permutation σ, alors :
Dn =
1
n!
∑
σ∈Σn
(σ)
∫
Rn
∣∣∣∣∣∣∣∣∣∣∣∣∣
x01 x
0
2 · · · x0n
x11 x
1
2 · · · x1n
...
...
. . .
...
xn−11 x
n−1
2 · · · xn−1n
∣∣∣∣∣∣∣∣∣∣∣∣∣
x01x
1
2...x
n−1
n µ(dx1)...µ(dxn)
=
1
n!
∫
Rn
∣∣∣∣∣∣∣∣∣∣∣∣∣
x01 x
0
2 · · · x0n
x11 x
1
2 · · · x1n
...
...
. . .
...
xn−11 x
n−1
2 · · · xn−1n
∣∣∣∣∣∣∣∣∣∣∣∣∣
∑
σ∈Σn
(σ)x01x
1
2...x
n−1
n µ(dx1)...µ(dxn)
=
1
n!
∫
Rn
∏
1≤i<j≤n
(xj − xi)2µ(dx1)...µ(dxn)
d’où le résultat.
8
Théorème 1.2 On a :
Dn = h0h1...hn−1 (1.3)
où hj , 0 ≤ j ≤ n− 1, est la norme au carré de Pj .
Preuve : On considére les polynômes Pm de n variables définies par : ∀m = (m1,m2, ...,mn) ∈
Nn et x = (x1, x2, ..., xn) ∈ Rn
Pm(x) = Pm1(x1)Pm2(x2)...Pmn(xn).
Ces polynômes sont orthogonaux pour le produit scalaire suivant :
(p, q) =
∫
Rn
p(x)q(x)µ(dx1)...µ(dxn)
et leur norme au carré est :
||Pm||2 = hm1hm2 ...hmn
On considère le déterminant de Vandermonde ∆(x) défini par :
∆(x) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
1 1 · · · 1
x1 x2 · · · xn
...
...
. . .
...
xn−11 x
n−1
2 · · · xn−1n
∣∣∣∣∣∣∣∣∣∣∣∣∣
. (1.4)
Alors on a : ∫
Rn
∆(x)2µ(dx1)...µ(dxn) = n!h0h1...hn−1. (1.5)
En effet, comme un déterminant ne change pas si on ajoute à une ligne (respectivement à une
colonne) une combinaison lineaire des autres lignes (respectivement une combinaison lineaire
des autres colonnes ), alors :
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∆(x) =
∣∣∣∣∣∣∣∣∣∣∣∣∣
P0(x1) P0(x2) · · · P0(xn)
P1(x1) P1(x2) · · · P1(xn)
...
...
. . .
...
Pn−1(x1) Pn−1(x2) · · · Pn−1(xn)
∣∣∣∣∣∣∣∣∣∣∣∣∣
=
∑
σ∈Σn
(σ)P0(xσ(1))...Pn−1(xσ(n))
=
∑
σ∈Σn
(σ)Pσ.δ(x),
où
σ.m = (mσ(0),mσ(1), ...,mσ(n−1)) et δ = (0, 1, ..., n− 1).
Or les polynômes Pm sont orthogonaux par rapport à la mesure µ, donc :∫
Rn
∆(x)2µ(dx1)...µ(dxn) =
∫
Rn
∑
σ∈Σn
P0(xσ(1))
2P1(xσ(2))
2...Pn−1(xσ(n))
2µ(dx1)...µ(dxn)
= n!h0h1...hn−1
d’où le résultat.
1.1.1 Noyau de Christoffel-Darboux
Soit L2(R, µ) l’espace des fonctions de carré intégrable sur R par rapport à la mesure µ.
Soit Sn la projection orthogonale de L2(R, µ) sur l’espace des polynômes de degré inférieur ou
égal à (n−1). Soit (Pk)k une suite de polynômes orthogonaux relativement à la mesure µ, alors
la projection d’une fonction f ∈ L2(R, µ) par Sn s’écrit sous la forme :
Snf(x) =
n−1∑
k=0
1
hk
(f, Pk)Pk(x)
=
n−1∑
k=0
1
hk
[∫
R
f(y)Pk(y)µ(dy)
]
Pk(x)
=
∫
R
(
n−1∑
k=0
1
hk
Pk(y)Pk(x)
)
f(y)µ(dy).
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Définition 1.1 Le noyau de Christoffel-Darboux, noté Kn, est défini pour tout x, y ∈ R par :
Kn(x, y) =
n−1∑
k=0
1
hk
Pk(x)Pk(y). (1.6)
1.1.2 Formule d’intégration de Weyl
On note Hn l’espace des matrices hermitiennes d’ordre n à coefficients réels ou complexes,
Un le groupe des matrices unitaires et Dn le groupe des matrices diagonales. Un opère sur Hn
par l’action T définie par :
Tu(x) = uxu∗, x ∈ Hn, u ∈ Un.
Une fonction f est invariante par Un si f(uxu∗) = f(x) pour x ∈ Hn et u ∈ Un. Comme toute
matrice x ∈ Hn peut être diagonalisée dans une base orthonormée et que ses valeurs propres
sont réelles, alors l’application :
Un ×Dn → Hn
(u, a) 7−→ uau∗
est surjective. Ainsi f(x) ne dépend que des valeurs propres de x. Il existe alors une fonction
symétrique F définie sur Rn telle que :
f(x) = F (λ1, ..., λn),
où λi, i = 1, .., n sont les valeurs propres de la matrice x.
Théorème 1.3 (Formule d’intégration de Weyl)
Si f est une fonction intégrable sur Hn, alors
∫
Hn
f(x)m(dx) = cn
∫
Dn
∫
Un
f(uau∗)αn(du)|∆(a)|2da1...dan,
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où a = diag(a1, ..., an), cn une constante positive, αn(du) est la mesure de Haar du groupe Un
et ∆(a) est le polynôme de Vandermonde définie par :
∆(a) =
∏
i<j
(aj − ai).
Pour la preuve, voir [25](p 236).
Soit V une fonction réelle continue telle que pour tout m ∈ N, on ait :
∫
R
|t|m exp(−V (t))dt <∞.
On considére la mesure de probabilité Pn(dx) sur Hn définie par :
Pn(dx) =
1
cn
exp(−tr(V (x)))mn(dx) (1.7)
où mn est la mesure de Lebesgue et cn est la constante de normalisation définie par :
cn =
∫
Hn,
exp(−tr(V (x)))mn(dx) (1.8)
Soit f une fonction intégrable sur Hn par rapport à la mesure Pn(dx) et invariante par l’action
du groupe unitaire Un. Ainsi, f ne dépend que des valeurs propres de x, il existe donc une
fonction symétrique F telle que :
f(x) = F (λ1, ..., λn), (1.9)
où les λi (i = 1, ..., n), sont les valeurs propres de x.
On pose λ = (λ1, ..., λn). D’après la formule d’intégration de Weyl on aura :∫
Hn
f(x)Pn(dx) =
∫
Rn
F (λ)qn(λ)dλ1...dλn, (1.10)
où
qn(λ) =
1
cn
exp(−
n∑
i=1
V (λi))|∆(λ)|2, (1.11)
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avec
cn =
∫
Rn
e−
∑n
i=1 V (λi)|∆(λ)|2dλ1...dλn, (1.12)
et ∆(λ) est le déterminant de Vandermonde.
On considére une suite (Pm)m de polynômes orthogonaux par rapport à la mesure exp(−V (t))dt.
On normalise ces polynômes afin d’avoir le coefficient du monôme du plus haut degré égal à
un :
Pm(t) = tm + · · ·
On a :
hm =
∫
R
|Pm|2(t) exp(−V (t))dt, (1.13)
par suite :
cn =
∫
Rn
e−
∑n
i=1 V (λi)|∆(λ)|2dλ1...dλn
= n!h0h1...hn−1.
On définit les fonctions ϕm et Km par :
ϕm(t) =
1√
hm
exp(−1
2
V (t))Pm(t) (1.14)
Km(s, t) =
m−1∑
k=0
ϕk(s)ϕk(t). (1.15)
Les fonctions ϕm sont orthonormales dans L2(R) (l’espace des fonctions de carré intégrable sur
R par rapport à la mesure de Lebesgue). Le noyau Km est le noyau de Christoffel-Darboux,
associé aux polynômes orthogonaux Pm au facteur près exp(−12(V (s) + V (t))). Il est aussi
le noyau de la projection orthogonale de L2(R) sur le sous-espace engendré par les fonctions
ϕ0, ..., ϕm−1.
On pose :
K
 s1 s2 · · · sm
t1 t2 · · · tm
 = det (K(si, tj))1≤i,j≤m (1.16)
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Cette notation a été introduite par Fredholm pour un noyau K(s, t).
Théorème 1.4 (1ere formule de Mehta)
qn(λ1, ..., λm) =
1
n!
Kn
 λ1 λ2 · · · λm
λ1 λ2 · · · λm
 . (1.17)
Preuve : On a :
qn(λ1, ..., λm) =
1
Zn
|∆(λ)|2 exp(−
n∑
i=1
V (λi))
=
1
n!h0...hm−1
(
m∏
k=1
) exp(−V (λk))[det (Pi(λj))]2
=
1
n!
[det (ϕi(λj))]
2, (1.18)
avec 0 ≤ i ≤ m− 1 et 1 ≤ j ≤ m.
Considérons la matrice A = (ϕi(λj)) pour 0 ≤ i ≤ m− 1 et 1 ≤ j ≤ m, alors les coefficients de
la matrice B définie par B = ATA sont :
Bij =
m−1∑
k=0
ϕk(λi)ϕk(λj) = Km(λi, λj).
Donc
qn(λ1, ..., λm) =
1
n!
[det (ϕi(λj))]
2
=
1
n!
det(B)
=
1
n!
Km
 λ1 λ2 · · · λm
λ1 λ2 · · · λm
 .
Proposition 1.1 Soit K le noyau d’une projection orthogonale P de L2(R) sur un sous-espace
de dimension n. Alors on a :∫
R
K
 t1 t2 · · · tm
t1 t2 · · · tm
 dtm = (n−m+ 1)K
 t1 t2 · · · tm−1
t1 t2 · · · tm−1
 . (1.19)
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Preuve : Le noyau K vérifie les propriétés suivantes :
1. K(t, s) = K(s, t) puisque P ∗ = P.
2.
∫
RK(s, u)K(u, t)du = K(s, t) car P ◦ P = P.
3.
∫
RK(s, s)ds = n , du fait que trP = n.
Soit Am la matrice hermitienne m×m dont les coefficients (aij)1≤i,j≤m sont définis par :
aij = K(ti, tj).
On a
Am =
 Am−1 α
α∗ γ

où α = (K(t1, tm), ...,K(tm−1, tm)) , γ = K(tm, tm) et Am−1 est la matrice obtenue de Am en
enlevant la dernière ligne et la dernière colonne. En posant A˜m−1 la matrice des cofacteurs de
Am−1, on obtient :
detAm = detAm−1.γ − α∗A˜m−1α.
Donc
det(K(ti, tj)1≤i,j≤m) = det(K(ti, tj)1≤i,j≤m−1)K(tm, tm)−
m−1∑
i,j=1
a˜ijK(tj , tm)K(tm, ti).
En intégrant cette relation par rapport à tm et en tenant compte des propriétés du noyau K,
on aura :
∫
R
K
 t1 t2 · · · tm
t1 t2 · · · tm
 dtm = K
 t1 t2 · · · tm−1
t1 t2 · · · tm−1
∫
R
K(tm, tm)dtm
−
m−1∑
i,j=1
a˜ij
∫
R
K(tj , tm)K(tm, ti)dtm
= nK
 t1 t2 · · · tm−1
t1 t2 · · · tm−1
− m−1∑
i,j=1
a˜ijK(tj , ti).
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Du fait que :
m−1∑
j=1
a˜ijK(tj , ti) =
m−1∑
j=1
a˜ijaji = detAm−1,
on déduit le résultat.
On définit la fonction de corrélation Rm de m variables par :
Rm(λ1, ..., λm) =
n!
(n−m)!
∫
Rn−m
qn(λ1, .., λm, λm+1, .., λn)dλm+1...dλn. (1.20)
Pour m = n, on a :
Rn(λ1, ..., λn) = n!qn(λ1, .., λn).
D’après la proposition 1.1 appliquée (n−m) fois,
∫
Rn−m
Kn
 λ1 · · · λm λm+1 · · · λn
λ1 · · · λm λm+1 · · · λn
 dλm+1...dλn = (n−m)!Kn
 λ1 · · · λm
λ1 · · · λm
 .
De la 1ere formule de Mehta on obtient :
Rm(λ1, ..., λm) =
n!
(n−m)!
∫
Rn−m
qn(λ1, .., λm, λm+1, .., λn)dλm+1...dλn
=
1
(n−m)!
∫
Rn−m
Kn
 λ1 · · · λm λm+1 · · · λn
λ1 · · · λm λm+1 · · · λn
 dλm+1...dλn
= Kn
 λ1 · · · λm
λ1 · · · λm
 , (1.21)
1.2 Probabilité An(m,B) pour qu’un ensemble B contienne m
valeurs propres
Dans cette section on s’interesse à la probabilité pour qu’un borélien B de R contienne
exactement m valeurs propres d’une matrice aléatoire gaussienne (MAG ) d’ordre n. On note
cette probabilité An(m,B).
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On considère sur Hn, l’espace des matrices hermitiennes d’ordre n, la probabilité
Pn(dx) =
1
cn
e−tr(V (x))m(dx), (1.22)
où x ∈ Hn,m(dx) est la mesure de Haar définie sur Hn et cn est la constante de normalisation.
Appliquons la formule d’intégration de Weyl à la probabilité (1.22). On trouve que celle-ci
s’écrit à l’aide des valeurs propres de la matrice x :
Pn(dλ) = qn(λ1, ..., λn)dλ1...dλn,
avec
qn(λ1, ..., λn) =
1
cn
e−
∑n
i=1 V (λi) (∆(λ))2
cn =
∫
Rn
e−
∑n
i=1 V (λi) (∆(λ))2 dλ1...λn.
On considère les polynômes Pn, qui sont orthogonaux par rapport à la mesure à densité e−V (x)dx
et normalisés de sorte que Pn(t) = tn + · · ·
Probabilité An(m,B)
Soit B un borélien borné de R. On se propose de calculer la probabilité pour qu’une matrice
hermitienne d’ordre n admette exactement m valeurs propres dans B. On note cette probabilité
An(m,B). Pour m = 0, An(0, B) représente un trou dans le spectre de cette matrice. Dans ce
cas
An(0, B) =
∫
(R/B)n
qn(λ1, ..., λn)dλ1...dλn
=
∫
Rn
n∏
j=1
(1− χ(λj))qn(λ1, ..., λn)dλ1...dλn,
où χ est la fonction caractéristique de B. On pose
A(z) =
∫
Rn
n∏
j=1
(1− zχ(λj))qn(λ1, ..., λn)dλ1...dλn.
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On considère les fonctions symétriques élémentaires
σ1 := σ1(α1, ..., αn) = α1 + α2 + ...+ αn
σ2 := σ2(α1, ..., αn) =
∑
i<j αiαj
...
σn := σn(α1, ..., αn) = α1α2...αn.
On écrit
n∏
j=1
(1− zαj) = 1− σ1z + σ2z2 − ...+ (−1)nσnzn, d’où
n∏
j=1
(1− zχ(λj)) =
n∑
k=1
(−1)kσk(χ(λ1), ..., χ(λn))zk.
D’autre part ∫
Rn
σk(χ(λ1), ..., χ(λn))qn(λ1, ..., λn)dλ1...dλn
=
∫
Rn
∑
i1<i2<...<ik
χ(λi1)...χ(λik)qn(λ1, ..., λn)dλ1...dλn
=
n!
(n− k)!k!
∫
Rn
χ(λ1)...χ(λk)qn(λ1, ..., λn)dλ1...dλn
=
n!
(n− k)!k!
∫
Bk
(∫
Rn−k
qn(λ1, ..., λn)dλk+1...dλn
)
dλ1...dλk
=
1
k!
∫
Bk
Rk(λ1, ..., λk)dλ1...dλk,
où Rk est la fonction de corrélation définie dans (1.20). D’après (1.21)
A(z) =
n∑
k=0
(−1)k
k!
zk
∫
Bk
Kn
 λ1 ... λk
λ1 ... λk
 dλ1...dλk = detB (I − zKn) .
Rappelons la formule de Fredholm pour le déterminant du même nom d’un noyau mesurable
borné K(x, y) sur un espace mesuré (X,µ) :
det(I − zK) =
n∑
k=0
(−1)k
k!
zk
∫
Xk
Kn
 x1 ... xk
x1 ... xk
µ(dx1)...µ(dxk).
C’est une fonction entière de z, et, si K est un noyau de rang fini, la série se réduit à une somme
fini. Voir le livre de R. Courant et D. Hilbert [19]. Ainsi, on vient de démontrer la proposition
suivante
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Proposition 1.2
An(0, B) = detB (I − zKn)/z=1 = detB (I −Kn) .
La probabilité An(m,B) pour m 6= 0 est donnée par
Proposition 1.3
An(m,B) =
1
m!
(
− d
dz
)m
detB (I − zKn)/z=1 .
L’indice B indique qu’il s’agit du déterminant de Fredholm du noyau Kn restreint à B ×B.
Preuve : Pour m 6= 0
An(m,B) =
∫
Bm
∫
(R/B)n−m
qn(λ1, ..., λn)dλ1...dλn
=
∫
Rn
∑
E
∏
i∈E
χ(λi)
∏
j /∈E
(1− χ(λj))
 qn(λ1, ..., λn)dλ1...dλn
où E est l’ensemble de tous les parties de {1, ..., n} à m éléments. En utilisant les fonctions
symétriques σi, i = 1, ..., n,(
− d
dz
)m
detB (I − zKn) =
(
− d
dz
)m
((−1)mσmzm + ...+ (−1)nσnzn)
= σmm! + ...+ (−1)n+mσnn(n− 1)...(n−m+ 1)zn−m = m!
∑
E
∏
i∈E
αi
∏
j /∈E
(1− αj),
d’où le résultat.
1.3 Asymptotique de An(m,B)
Dans cette section, on suppose que V (t) = t2. Dans ce cas les polynômes orthogonaux qui
interviennent dans le calcul sont les polynômes d’HermiteHn. On se propose d’étudier comment
se comporte la probabilité An(m,B) lorsque n tend vers l’infini. Pour cela on va utiliser une
propriété asymptotique des fonctions d’Hermite. Les fonctions d’Hermite sont données par
ϕn(x) =
1√
hn
e−
x2
2 Hn(x), (1.23)
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où Hn est le polynôme d’Hermite de degré n et
hn =
∫
R
H2n(x)e
−x2dx = 2nn!
√
pi.
Le noyau de Christoffel-Darboux associé est
Kn(x, y) =
n−1∑
k=0
ϕk(x)ϕk(y) = e−
x2+y2
2
n−1∑
k=0
Hk(x)Hk(y). (1.24)
On a aussi pour x 6= y
Kn(x, y) =
√
n
2
ϕn(x)ϕn−1(y)− ϕn−1(x)ϕn(y)
x− y ,
et pour x ∈ R
Kn(x, x) = nϕ2n−1(x)−
√
n(n− 1)ϕn(x)ϕn−2(x).
Les fonctions ϕn vérifient l’équation différentielle
u
′′
+ (2n+ 1)u = x2u. (1.25)
Proposition 1.4
ϕn(x) = αn cos
(√
2n+ 1x− npi
2
)
+ rn(x),
avec
|rn(x)| ≤ 1√5
1√
2n+1
|x| 52 ,
si n = 2m, α2m = ϕ2m(0) =
(2m)!
m!
1√
h2m
et si n = 2m+ 1 α2m+1 =
1√
4m+ 3
ϕ
′
2m+1(0) = 2
(2m+ 1)!
m!
1√
(4m+ 3)h2m+1
.
Quand n tend vers l’infini
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αn ∼ 1√pi ( 2n)
1
4 .
Preuve : Les fonctions ϕn vérifient (1.25) avec la donnée u(0) = ϕn(0) et u
′
(0) = ϕ
′
n(0).
On pose g(x) = x2u(x). La fonction g est continue sur R. Une solution de (1.25) sans second
membre est de la forme
u(x) = A cos
√
2n+ 1x+B sin
√
2n+ 1x,
où A et B sont deux constantes réelles. Une solution avec second membre est de la forme
u(x) = A cos
√
2n+ 1x+B sin
√
2n+ 1x+∫ x
0
cos
√
2n+ 1x sin
√
2n+ 1y − cos√2n+ 1y sin√2n+ 1y
W(cos√2n+ 1., sin√2n+ 1.)(y) g(y)dy.
ϕ2n(0) =
1√
d2n
H2n(0) =
1√
h2n
(2n)!
n!
, ϕ2n+1(0) = 0
ϕ
′
2n+1(0) = 2
(2n+ 1)!
n!
√
(4m+ 3)h2m+1
, ϕ
′
2n(0) = 0.
En posant rn(x) =
∫ x
0
sin
√
2n+ 1(x− y)√
2n+ 1
g(y)dy, on obtient
ϕn(x) = ϕn(0) cos
√
2n+ 1x+ ϕ
′
n(0)
sin(
√
2n+ 1x)√
2n+ 1
+ rn(x).
En utilisant l’inégalité de Schwarz, on obtient
|rn(x)| ≤ 1√2n+ 1
∫ x
0
y2|ϕn(y)|dy
≤ 1√
2n+ 1
(∫ x
0
y4dy
)1/2(∫ x
0
ϕ2n(y)dy
)1/2
≤ 1√
5(2n+ 1)
|x|5/2.
D’autre part de la formule de Stirling
n! ∼
√
2pinn+1/2e−n,
on déduit que αn ∼ 1√pi ( 2n)
1
4 (n→∞).
Dans la suite, on démontrera un résultat énoncé dans [37](p 122), qui consiste à donner la limite
de la probabilité An(0, 1√2nB). Celle ci s’exprime à l’aide d’un déterminant de Fredholm.
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Théorème 1.5 Soit B ⊂ R un ensemble borélien borné. Alors
lim
n→∞An(0,
1√
2n
B) = detB(I −K),
où K(x, y) = 1pi
sin(x−y)
x−y .
Preuve : On sait que
An(0,
1√
2n
B) = det 1√
2nB
(I −Kn) = detB(I − K˜n),
où
K˜n(ξ, η) =
1√
2n
Kn(
1√
2n
ξ,
1√
2n
η)
=
√
2n
2
ϕn( 1√2nξ)ϕn−1(
1√
2n
η)− ϕn−1( 1√2nξ)ϕn(
1√
2n
η)
ξ − η .
De la proposition 1.4 on déduit que
lim
n→∞ K˜n(ξ, η) = K(ξ, η) =
1
pi
sin(ξ − η)
ξ − η ,
et qu’il existe M > 0 telle que ∀n ∈ N, |K˜n(ξ, η)| ≤M, et enfin
lim
n→∞ detB(I − K˜n) = detB(I −K).
Corollaire 1.1 Soit B un ensemble borélién de R.
lim
n→∞An(m,
1√
2n
B) =
1
m!
(
− d
dz
)m
detB (I − zK)/z=1 .
Preuve : On sait que
An(m,
1√
2n
B) =
1
m!
(
− d
dz
)m
det 1√
2n
B (I − zKn)/z=1 ,
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et du théorème précedent on sait qu’il existe M > 0 telle que ∀n ∈ N, |K˜n(ξ, η)| ≤M, et enfin
lim
n→∞ detB(I − K˜n) = detB(I −K).
La convergence étant uniforme sur tout compact de C. Par suite
lim
n→∞
(
− d
dz
)m
detB
(
I − zK˜n
)
/z=1
=
(
− d
dz
)m
detB (I − zK)/z=1 .
Notre travail est motivé par le théorème 1.5. Nous allons étudier l’opérateur de noyau K sur
un intervalle B = [−c, c], c > 0,
Acf(ξ) =
1
pi
∫ c
−c
sin(ξ − η)
ξ − η f(η)dη,
qui s’écrit aussi après changement de variable
Qcf(x) =
1
pi
∫ 1
−1
sin c(x− y)
x− y f(y)dy.
Nous verrons que les fonctions propres de l’opérateur Qc sont des fonctions spéciales classiques
appelées fonctions d’onde sphéroïdales.
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Chapitre 2
Opérateur différentiel de Legendre
perturbé
Nous étudions dans ce chapitre un opérateur différentiel de Legendre que nous avons
perturbé par une fonction continue sur [−1, 1] et paire. Nous montrons des propriétés de ses
fonctions propres et les valeurs propres associées.
2.1 Opérateur de Legendre perturbé
Soit L l’opérateur différentiel sur [−1, 1] défini par
L :=
d
dx
(1− x2) d
dx
− q(x), (2.1)
où q est une fonction continue sur [−1, 1] et paire. C’est une perturbation de l’opérateur de
Legendre
L(0) :=
d
dx
(1− x2) d
dx
qui correspond au cas où q ≡ 0.
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Valeurs propres et fonctions propres
L’opérateur L muni du domaine Dom(L) = C2([−1, 1]) est essentiellement autoadjoint dans
L2([−1, 1]). Son spectre est discret. Le nombre −χ est une valeur propre si et seulement s’il
existe une solution ψ de Lψ + χψ = 0 sur ] − 1, 1[, ayant des limites en −1 et 1. Les valeurs
propres constituent une suite χn,
χ0 < χ1 < χ2 < · · · , lim
n→∞χn = +∞.
Les fonctions propres ψn correspondantes seront normalisées par la condition ψn(1) = 1. Elles
constituent une base orthogonale de L2([−1, 1]). Observons que, si q ≡ 0, χn = n(n+ 1), et ψn
est le polynôme de Legendre Pn de degré n.
Proposition 2.1 Les fonctions ψn constituent un système orthogonal complet de L2([−1, 1]).
Posons
hn = ‖ψn‖2 =
∫ 1
−1
ψ2n(x)dx,
et, pour une fonction f ∈ L2([−1, 1]),
an(f) = (f |ψn) =
∫ 1
−1
f(x)ψn(x)dx.
Alors
f(x) =
∞∑
n=0
1
hn
an(f)ψn(x),
la convergence ayant lieu en moyenne quadratique, c’est-à-dire au sens de L2. De plus
‖f‖2 =
∫ 1
−1
|f(x)|2 dx =
∞∑
n=0
1
hn
|an(f)|2 .
Notons que, si q ≡ 0 alors hn = 22n+ 1 .
On considère l’espace H1 des fonctions f ∈ L2([−1, 1]) dont la dérivée au sens des distributions
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est définie par une fonction localement intégrable f ′ et vérifie
D0(f) :=
∫ 1
−1
(1− x2)|f ′(x)|2dx <∞.
On notera aussi
D(f) :=
∫ 1
−1
(1− x2)|f ′(x)|2dx+
∫ 1
−1
q(x)|f(x)|2dx
:= D0(f) +
∫ 1
−1
q(x)|f(x)|2dx.
Muni de la norme
√
D0(f) + ‖f‖2, l’espace H1 est un espace de Hilbert. À l’aide d’une inté-
gration par partie on montre que, si f est une fonction de classe C2 sur [−1, 1], alors
(Lf |f) = −D(f).
Notons que ψn ∈ H1, D(ψn) = hnχn, et que, si f ∈ H1, alors
D(f) =
∞∑
n=0
χn
hn
|an(f)|2.
2.2 Principe du minimax
Ce principe va nous permettre de comparer les valeurs propres −χn de l’opérateur L aux
valeurs propres −χ(0)n = −n(n+ 1) de l’opérateur de Legendre L(0).
Théorème 2.1 (PRINCIPE DU MINIMAX ). On noteM un sous-espace de dimension finie
de H1. Ce principe s’énonce
χn = minM⊂H1,dimM=n+1
max
f∈M,||f ||=1
D(f).
Preuve : Notons H1n le sous-espace de H1 engendré par les fonctions ψ0, ψ1, · · · , ψn, et Pn la
projection orthogonale de H1 sur H1n :
Pnf =
n∑
k=0
1
hn
an(f)ψn.
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SoitM un sous-espace de H1 de dimension n+ 1. Puisque dimH1n−1 < dimM, le noyau de la
restriction de Pn−1 àM n’est pas réduit à {0}. Il existe donc une fontion f ∈ M de norme 1
telle que Pn−1f = 0. Ainsi, pour cette fonction f
f =
∞∑
k=0
1
hk
ak(f)ψk, ‖f‖2 =
∞∑
k=n
1
hk
|ak(f)|2 = 1,
et aussi
D(f) =
∞∑
k=n
χk
hk
|ak(f)|2 ≥ χn
∞∑
k=n
1
hk
|ak(f)|2 = χn.
Ceci montre que
sup
f∈M,||f ||=1
D(f) ≥ χn.
Puisque la sphère unité deM est compacte,
max
f∈M,||f ||=1
D(f) ≥ χn.
Dans le cas particulier oùM = H1n, si f ∈M, alors
f =
n∑
k=0
1
hk
ak(f)ψk, ‖f‖2 =
n∑
k=n
1
hk
|ak(f)|2,
et si ‖f‖ = 1, alors
D(f) =
n∑
k=0
χk
hk
|ak(f)|2 ≤ χn.
En particulier, si f = 1√
hn
ψn, alors D(f) = χn. Donc
max
f∈M,||f ||=1
D(f) = χn.
Le théorème est ainsi établi.
Corollaire 2.1 Posons M = max
−1≤x≤1
|q(x)|.
Du principe du minimax il résulte que
|χn − n(n+ 1)| ≤M.
Ainsi χn ∼ n2.
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Preuve : Lorsque q ≡ 0, l’opérateur L = L(0) est l’opérateur de Legendre et alors χ0n = n(n+1).
Donc
min
M⊂H1,dimM=n+1
max
f∈M,||f ||=1
(L(0)f |f) = n(n+ 1).
Puisque
D0(f)−M‖f‖2 ≤ D(f) ≤ D0(f) +M‖f‖2,
le résultat s’en déduit.
Résolvante
Notons W(u1, u2) le wronskien modifié des deux fonctions u1 et u2 :
W(u1, u2) = (1− x2)
∣∣∣∣∣∣ u1 u2u′1 u′2
∣∣∣∣∣∣ .
Si u1 et u2 sont deux solutions de Lu + χu = 0, leur wronskien modifié est constant, et il est
nul si et seulement si u1 et u2 sont proportionnelles. En effet,
dW
dx
=
(
L(0)u2
)
u1 −
(
L(0)u1
)
u2
= (Lu2)u1 − (Lu1)u2
= −χu2u1 + χu1u2 = 0.
Notons ψ(x, χ) l’unique solution de l’équation différentielle Lψ+ χψ = 0 sur ]− 1, 1[, continue
en x = 1 et vérifiant ψ(1) = 1. Puisque q est paire, la fonction ψ(−x, χ) est aussi solution. Le
wronskien modifié de ψ(x, χ) et de ψ(−x, χ) est constant. On le note
B(χ) =W(ψ(x, χ), ψ(−x, χ)). (2.2)
La fonction B est analytique entière. Les valeurs propres de L sont les zéros de la fonction B.
Ils sont simples. De plus
ψn(x) = ψ(x, χn).
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Si χ = χn, alors ψ(x, χn) et ψ(−x, χn) sont proportionnelles : Il existe n ∈ R tel que
ψ(−x, χn) = nψ(x, χn),
et 2n = 1, donc n = ±1.
Exemple
Prenons, dans l’expression de l’opérateur différentiel L, q ≡ 0. Alors
B(χ) =W(Pν(x), Pν(−x)) = − 2
pi
sinpiν, avec ν(ν + 1) = χ,
où Pν est la fonction de Legendre d’ordre ν, voir [34].
Cherchons maintenant une deuxième solution ϕ(x, χ) de l’équation différentielle Lf + χf = 0
sur ]− 1, 1[, telle que
W(ψ(x, χ), ϕ(x, χ)) = 1.
On considère l’équation différentielle
(1− x2)d
2u
dx2
− 2x d
dx
+ (χ− q(x))u = 0. (2.3)
Notons que ψ(x, χ) est une solution régulière en 1. On cherche une deuxième solution ϕ(x, χ)
de la forme
ϕ(x, χ) = ω(x, χ)ψ(x, χ),
où ω(x, χ) est une fonction à déterminer de sorte que ψ(x, χ) et ϕ(x, χ) constituent une base
de l’espace des solutions sur ]− 1, 1[. En remplaçant cette expression dans (2.3), on obtient
(1− x2)
[
ω(x, χ)
′′
ψ(x, χ) + 2ω(x, χ)
′
ψ(x, χ)
′]− 2xω(x, χ)′ψ(x, χ) = 0,
et en divisant par ω(x, χ)ψ(x, χ),
ω(x, χ)
′′
ω(x, χ)′
+ 2
ψ(x, χ)
′
ψ(x, χ)
=
2x
1− x2 .
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Enfin,
ω(x, χ)(x) =
∫ x
0
1
(1− t2)ψ2(t, χ)(t)dt, (2.4)
et une solution générale u(x, χ) de l’équation différentielle Lf + χf = 0 est de la forme
u(x, χ) = ψ(x, χ)(A1 +A2ω(x, χ)), (2.5)
où A1 et A2 sont deux constantes. Posons ϕ(x, χ) = ω(x, χ)ψ(x, χ) (A1 = 0 et A2 = 1). Puisque
ψ(1, χ) = 1,
ϕ(x, χ) = ϕ(x, χ) ∼ −1
2
log(1− x) (x→ 1). (2.6)
Dans le cas où q ≡ 0, on peut prendre (voir [34])
ϕ(x, χ) = Qν(x), ν(ν + 1) = χ,
où Qν est la fonction de Legendre de deuxième espèce d’ordre ν.
Le wronskien modifié des fonctions ψ(x, χ) et ϕ(x, χ) est
W (ψ(x, χ), ϕ(x, χ)) = 1,
et donc,
ψ(−x, χ) = B(χ)ϕ(x, χ) + Cψ(x, χ), (2.7)
où C est une constante. Par suite, si B(χ) 6= 0,
ψ(−x, χ) ∼ −1
2
B(χ) log(1− x) (x→ 1). (2.8)
Si −χ n’est pas une valeur propre, c’est-à-dire B(χ) 6= 0, le noyau de Green Gχ est défini sur
]− 1, 1[×[−1, 1] par
Gχ(x, y) =
1
B(χ)
 ψ(−x, χ)ψ(y, χ), si x ≤ y;ψ(x, χ)ψ(−y, χ), si y ≤ x. (2.9)
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Pour une fonction f définie sur [−1, 1], on pose
(Rχf) (x) =
∫ 1
−1
Gχ(x, y)f(y)dy.
Proposition 2.2 (i) L’opérateur Rχ est continu de L2([−1, 1]) dans C([−1, 1]).
(ii) Si f est de classe C2,
Rχ(Lf + χf) = −f.
Lemme 2.1 Il existe une constance C, qui ne dépend que de χ, telle que, pour tout x,∫ 1
−1
|Gχ(x, y)|2dy ≤ C.
Preuve : La démonstration se fait en trois étapes :
(1) Il existe une constante C telle que, si 0 ≤ x ≤ 1,
|ψ(−x, χ)| ≤ C log 1
1− x.
En effet, d’après (2.5),
ψ(−x, χ) = ψ(x, χ) (A+Bω(x, χ)) ,
où ω est la fonction définie dans (2.4). La fonction ψ(x, χ) est continue sur [0, 1], donc il
existe une constante D telle que
|ω(x, χ)| ≤ D
∫ x
0
dt
1− t = D log
1
1− x, x ∈ [0, 1[.
(2) Par une intégration par parties, on obtient∫ 1
x
(
log
1
1− y
)2
dy = (1− x) log2(1− x). (2.10)
Donc la fonction ψ(−x, χ) est de carré intégrable.
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(3) Pour x ∈]− 1, 1[,∫ 1
−1
|Gχ(x, y)|2dy = 1
B2(χ)
(
ψ2(x, χ)
∫ x
−1
ψ2(−y, χ)dy + ψ2(−x, χ)
∫ 1
x
ψ2(y, χ)dy
)
.
Posons
H(x) =
∫ 1
−1 |Gχ(x, y)|2dy
H1(x) = ψ2(x, χ)
∫ x
−1 ψ
2(−y, χ)dy, H2(x) = ψ2(−x, χ)
∫ 1
x ψ
2(y, χ)dy
Pour x ≥ 0, ψ(x, χ) est bornée et ∫ 1−1 ψ2(−y, χ)dy < ∞, donc la fonction H1(x) est
bornée. D’autre part, il existe deux constantes D1 et D2 telles que∫ 1
x
ψ2(y, χ)dy ≤ D1(1− x) et ψ2(−x, χ) ≤ D2 log2 11− x,
donc la fonction H2(x) est bornée et donc H(x) est bornée pour x ≥ 0. Par symétrie,
H(x) est également bornée pour x ≤ 0.
.
Preuve de la Proposition 2.2 :
(i) En utilisant le lemme précédent et l’inégalité de Schwarz on obtient, pour f ∈ L2([−1, 1]),
|(Rχf)(x)|2 ≤
∫ 1
−1
|Gχ(x, y)|2dy‖f‖2
≤ C‖f‖2.
Supposons que le support de f soit contenu dans ]− 1, 1[, supp(f) ⊂ [−α, α](0 < α < 1).
Pour x ∈ [−α, α],
B(χ)Rχf(x) = ψ(x, χ)
∫ x
−α
ψ(y, χ)f(y)dy + ψ(−x, χ)
∫ α
x
ψ(y, χ)f(y)dy,
donc Rχf est continue sur [−α, α].
Pour α ≤ x < 1,
B(χ)Rχf(x) = ψ(x, χ)
∫ α
−1
ψ(y, χ)f(y)dy,
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donc Rχf est continue sur [α, 1[ et a une limite en x = 1. De même, pour −1 < x ≤ −α,
B(χ)Rχf(x) = ψ(−x, χ)
∫ x
−α
ψ(y, χ)f(y)dy,
donc Rχf est continue sur ] − 1,−α] et a une limite en x = −1. Puisque l’espace des
fonctions f de L2([−1, 1]) de support contenu dans ]− 1, 1[ est dense dans L2([−1, 1]), on
en déduit, d’après (i), que Rχ est un opérateur continu de L2([−1, 1]) dans C([−1, 1]).
(ii) Pour tout f ∈ C2,
B(χ)(Rχf)(x) = ψ(x, χ)
∫ x
−1
ψ(−y, χ)f(y)dy + ψ(−x, χ)
∫ 1
x
ψ(y, χ)f(y)dy.
En utilisant la relation
uLv − vLu = d
dx
W(u, v),
nous obtenons
B(χ)Rχ(Lf + χf)(x)
= ψ(x, χ) [W (ψ(−y, χ), f(y))]x−1 + ψ(−x, χ) [W (ψ(y, χ), f(y))]1x
= ψ(x, χ)(1− x2)
(
ψ(−x, χ)f ′(x) + ψ′(−x, χ)f(x)
)
−ψ(−x, χ)(1− x2)
(
ψ(x, χ)f
′
(x) + ψ
′
(x, χ)f(x)
)
= (1− x2)
(
ψ(x, χ)ψ
′
(−x, χ) + ψ(−x, χ)ψ′(x, χ)
)
f(x)
= −B(χ)f(x).
Puisque χ n’est pas une valeur propre, alors B(χ) 6= 0, d’où le résultat.
Corollaire 2.2 (i) Si f ∈ C2([−1, 1]), alors
f(x) =
∞∑
n=0
1
hn
an(f)ψn(x).
La série converge uniformément sur [−1, 1].
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(ii) L’espace E des combinaisons linéaires finies des fonctions ψn est dense dans C([−1, 1]).
Preuve :
(i) Puisque l’opérateur Rχ est continu de L2([−1, 1]) dans C([−1, 1]), il transforme une série
qui converge au sens de L2([−1, 1]) en une série uniformément convergente sur [−1, 1].
Par suite, pour toute fonction f de l’image de Rχ, la série
f(x) =
∞∑
n=0
1
hn
an(f)ψn(x)
converge uniformément sur [−1, 1]. C’est en particulier vrai pour toute fonction de l’espace
C2([−1, 1]) qui est contenu dans l’image de Rχ.
(ii) D’après (i), l’espace C2([−1, 1]) est contenu dans l’adhérence de E . De plus C2([−1, 1]) est
dense dans C([−1, 1]), d’où le résultat.
Pour χ < χ0, B(χ) > 0, et x ∈]− 1, 1].
ψ(x, χ) > 0 et Gχ(x, y) > 0.
Observons que ∫ 1
−1
Gχ(x, y)ψn(y)dy =
1
χ+ χn
ψn(x).
Par suite, au sens de L2([−1, 1]× [−1, 1]),
Gχ(x, y) =
∞∑
n=0
1
χ+ χn
1
hn
ψn(x)ψn(y).
En calculant le résidu de Gχ(x, y) en −χn de deux façons, on obtient
Res|χ=−χnGχ(x, y) = n
1
B′(χn)
ψn(x)ψn(y)
= − 1
hn
ψn(x)ψn(y).
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Les zéros de B(χ) sont simples, et B(χ) > 0 si χ < χ0. Donc le signe de B
′
(χn) est −(−1)n. Il
en résulte que n = (−1)n, et
hn = −(−1)nB′(χn).
Ainsi, nous avons établi la propriété de parité des fonctions ψn :
ψn(−x) = (−1)nψn(x), ∀x ∈ [−1, 1]. (2.11)
Exemple :
Dans le cas où q ≡ 0,
B(χ) = − 2
pi
sinpiν, avec χ = ν(ν + 1).
On obtient
B
′
(χ) =
d
dν
(
− 2
pi
sinpiν
)
1
dχ
dν
= −2 cospiν. 1
2ν + 1
,
et, pour ν = n ∈ N, χn = n(n+ 1), ainsi
B
′
(χn) = −2(−1)n 12n+ 1 .
On obtient bien hn = 22n+1 .
2.3 Zéros des fonctions propres
L’opérateur différentiel L est une perturbation de l’opérateur L(0) de Legendre. Nous allons
voir que la distribution des zéros des fonctions propres ψn est semblable à celle des polynômes
de Legendre Pn.
Proposition 2.3 La fonction ψn admet exactement n zéros qui appartiennent à ]− 1, 1[.
Preuve : Soit u une fonction continue sur [−1, 1], solution dans ] − 1, 1[ de l’équation diffé-
rentielle Lu+ χu = 0. On pose
v(t) = (1− t2)du
dt
.
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La fonction v vérifie v′ = (q − χ)u, et donc 1− t2 0
0 1
 u′
v
′
 =
 0 1
q − χ 0
 u
v
 .
À la fonction u on associe le chemin γ dans R2 défini par
γ(t) = ~OM(t) = (u(t), v(t)).
Pour u = Pi (i = 1, 2, · · · , 6) on obtient la figure (2.3), où les graphes situées à droite sont ceux
des polynômes de Legendre et on a représenté à gauche les chemins γ associés.
Supposons la fonction u non identiquement nulle. La fonction u étant une solution non
nulle d’une équation différentielle linéaire homogène du second ordre, u et u′ ne s’annulent pas
simultanément. Ainsi, le chemin γ ne passe pas par l’origine O. On suppose que u(1) = 1 et
que u(−1) = ±1. Soit ∆ l’axe vertical u = 0. Le nombre de zéros de u est alors le nombre de
fois que le chemin γ traverse ∆. Soit N le nombre de demi-tours que fait la droite Dt = OM(t)
quand t varie de −1 à 1. Puisque v(−1) = v(1) = 0, les droites D−1 et D1 sont horizontales.
Un zéro t de u correspond à un passage par la position verticale de la droite Dt.
Notons P+ le demi-plan droit u > 0, P− le demi-plan gauche u < 0. Soit t0 l’un des zéros de
u. Supposons u(t) > 0 pour t < t0 voisin de t0 et u(t) < 0 pour t > t0 voisin de t0. Alors
u
′
(t0) < 0 et donc v(t0) < 0. Ainsi, si le chemin γ traverse ∆ en venant de P+ et en allant
vers P−, au point de passage (u(t0), v(t0)) l’ordonnée v(t0) est négative. Supposons au contraire
que le chemin γ traverse ∆ en venant de P− et en allant vers P+, alors au point de passage
(u(t0), v(t0)) l’ordonnée v(t0) est positive. Par conséquent le nombre de zéros de u est égal à
N.
On considère, pour α ∈ [0, 1], l’opérateur différentiel L(α) défini par
L(α) = L(0) − αq(t).
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Fig. 2.1 – Graphes des Pi (i = 1, 2, · · · , 6) et les chemis γ associés.
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Notons −χ(α)n ses valeurs propres et ψ(α)n ses fonctions propres.
χ0n = n(n+ 1), χ
1
n = χn, ψ
0
n = Pn, ψ
1
n = ψn.
Pour u = ψ(α)n , notons N(α) le nombre de demi-tours que fait la droite OM(t) quand t varie de
−1 à 1. La fonction propre ψ(α)n et sa dérivée première par rapport à t, dépendent continûment
du paramètre α. Par suite N(α) est une fonction continue de la variable α. Mais puisqu’elle
prend des valeurs entières, alors N(α) est constant. Comme N(0) est égal au nombre de zéros
du polynôme de Legendre de degré n, alors N(0) = n, et donc N(1) = n. Nous avons montré
que N = n et donc, que le nombre de zéros de ψn est égal à n.
On note x(n)i le i
ème zéro de ψn.
Proposition 2.4 Les zéros de ψn−1 et de ψn sont entrelacés. C’est-à-dire que
x
(n)
1 < x
(n−1)
1 < x
(n)
2 < · · · < x(n−1)n−1 < x(n)n .
Pour montrer cette proposition, on a besoin des deux lemmes suivants qui sont analogues aux
lemmes de comparaison de Sturm [27] :
Lemme 2.2 Soient q1 et q2 deux fonctions continues sur [−1, 1], et soient u1 et u2 deux fonc-
tions non identiquement nulles, solutions de
L(0)u1 − q1u1 = 0,
L(0)u2 − q2u2 = 0.
(2.12)
On suppose que q1 ≤ q2, avec q2−q1 non identiquement nulle. Alors, entre deux zéros consécutifs
de u2 dans ]− 1, 1[ il y’a au moins un zéro de u1. On dit que la fonction u1 oscille plus vite que
la fonction u2.
Preuve : Dans la relation (2.12), on multiplie la première équation par u2 et la deuxième par
u1 et on fait la différence, on trouve
u2L
(0)u1 − u1L(0)u2 = (q2 − q1)u1u2. (2.13)
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Soient x1 et x2, (x1 < x2), deux zéros consécutifs de u2 dans ]− 1, 1[. En intégrant (2.13) entre
x1 et x2 en utilisant le fait que
u2L
(0)u1 − u1L(0)u2 = d
dx
(
(1− x2)(u1u′2 − u
′
1u2)
)
=
d
dx
W(u1, u2), (2.14)
∫ x2
x1
(q2 − q1)u1u2dx =
[
(1− x2)(u1u′2 − u
′
1u2)
]x2
x1
= (1− x22)u1(x2)u
′
2(x2)− (1− x21)u1(x1)u
′
2(x1). (2.15)
u2 garde un signe constant sur ]x1, x2[. On peut donc supposer que u2 > 0 sur ]x1, x2[, ce qui
implique u′2(x1) > 0 et u
′
2(x2) < 0.
Raisonnons par l’absurde. Supposons que u1 ne s’annule pas sur ]x1, x2[. Supposons que u1 > 0
sur ]x1, x2[. Alors dans (2.15), le premier membre est strictement positif alors que le deuxième
est négatif, d’où la contradiction.
Lemme 2.3 Soient q1 et q2 deux fonctions continues sur [−1, 1], et soient u1 et u2 deux fonc-
tions non identiquement nulles, solutions de
L(0)u1 − q1u1 = 0,
L(0)u2 − q2u2 = 0.
(2.16)
On suppose que q1 ≤ q2, avec q2− q1 non identiquement nulle. On suppose de plus que u1 et u2
ont des limites en x = 1, que u2 s’annule en x1(−1 < x1 < 1), et ne s’annule pas sur ]x1, 1].
Alors il existe x2 ∈]x1, 1[ tel que u1(x2) = 0.
Preuve : Comme
lim
x→1
W(u1, u2)(x) = 0,
alors ∫ 1
x1
(q2 − q1)u1u2dx = (1− x2)u1(x1)u′2(x1).
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Puisque u2 ne s’annule pas sur ]x1, 1], elle est strictement positive sur cet intervalle, ce qui
implique u′2(x1) > 0.
Raisonnons par l’absurde. Supposons que u1 > 0 sur ]x1, 1], et donc u1(x1) ≥ 0. Le premier
membre de l’égalité précédente est strictement positif et le deuxième membre est négatif, d’où
la contradiction.
Preuve de la Proposition 2.4 : De la proposition 2.3 on déduit que ψn s’annule n fois dans
] − 1, 1[. Notons x(n)i la suite croissante des zéros de ψn. Nous allons appliquer les lemmes 2.2
et 2.3 aux fonctions
q1(x) = q(x)− χn, u1(x) = ψn(x)
q2(x) = q(x)− χn−1, u2(x) = ψn−1(x).
Nous avons bien q2(x)−q1(x) = χn−χn−1 > 0. D’après le lemme 2.2, entre deux zéros de ψn−1
il y’a au moins un zéro de ψn. D’après le lemme 2.3, il y’a au moins un zéro de ψn dans ]xn−1n−1, 1[.
De même, il y’ a au moins un zéro de ψn dans ] − 1, x(n−1)1 [. Puisque, d’après la proposition
2.3, ψn−1 possède exactement n− 1 zéros, et que ψn en possède n, la propositon est établie.
2.4 Le laplacien en coordonnées sphéroïdales
Examinons maintenant le cas particulier où q(x) = c2x2. L’opérateur différentiel L apparait
en écrivant le Laplacien ∆ dans un systéme de coordonnées sphéroïdales. Fixons a ≥ b ≥ c ≥ 0.
Les coordonnées sphéroïdales d’un point de coordonnées cartésiennes (x, y, z) sont les racines
ξ1, ξ2 et ξ3 de l’équation
x2
ξ2 − a2 +
y2
ξ2 − b2 +
z2
ξ2 − c2 = 1.
En prenant a = b = 1 et c = 0, nous obtenons
x2 = (ξ21 − 1)(1− ξ22)ξ23
y2 = (ξ21 − 1)(1− ξ22)(1− ξ23)
z2 = ξ21ξ
2
2 .
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Posons ξ3 = cosφ. Pour un choix convenable de signes, nous obtenons, pour ξ22 < 1 < ξ21 ,
x =
√
(ξ21 − 1)(1− ξ22) cosφ
y =
√
(ξ21 − 1)(1− ξ22) sinφ
z = ξ1ξ2.
Calculons l’élément ds2 dans le système de coordonnées (ξ1, ξ2, φ).
dx = ξ1
√
1−ξ22
ξ21−1
cosφdξ1 − ξ2
√
ξ21−1
1−ξ22
cosφdξ2 −
√
(ξ21 − 1)(1− ξ22) sinφdφ,
dy = ξ1
√
1−ξ22
ξ21−1
sinφdξ1 − ξ2
√
ξ21−1
1−ξ22
sinφdξ2 −
√
(ξ21 − 1)(1− ξ22) cosφdφ
dz = ξ2dξ1 + ξ1dξ2.
Nous obtenons
ds2 = dx2 + dy2 + dz2 = h21dξ
2
1 + h
2
2dξ
2
2 + h
2
3dφ
2
2,
avec
h21 =
ξ21 − ξ22
ξ21 − 1
, h22 =
ξ21 − ξ22
1− ξ22
et h23 = (ξ
2
1 − 1)(1− ξ22).
On note G := (gij) la matrice diagonale
G := (gij) =

h21 0 0
0 h22 0
0 0 h23
 .
Le laplacien ∆ s’écrit dans le système de coordonnées (ξ1, ξ2, φ) :
∆f =
1√
detG
[
∂
∂ξ1
(√
detG 1
h21
∂f
∂ξ1
)
+
∂
∂ξ2
(√
detG 1
h22
∂f
∂ξ2
)
+
∂
∂φ
(√
detG 1
h23
∂f
∂φ
)]
.
Puisque detG = h21h22h23 = (ξ21 − ξ22)2, nous obtenons
∆f =
1
ξ21 − ξ22
[
∂
∂ξ1
(ξ21 − 1)
∂f
∂ξ1
+
∂
∂ξ2
(1− ξ22)
∂f
∂ξ2
+
ξ21 − ξ22
(ξ21 − 1)(1− ξ22)
∂2f
∂φ2
]
. (2.17)
Considérons une solution f de l’équation des ondes
∆f + c2f = 0, (2.18)
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où c est un paramètre réel positif. Supposons que f s’écrive
f(x, y, z) = ψ1(ξ1)ψ2(ξ2)ψ3(φ),
alors il existe une constante m telle que
ψ
′′
3 −m2ψ3 = 0. (2.19)
Si de plus m = 0, alors
ψ2
d
dξ1
(ξ21 − 1)
dψ1
dξ1
+ ψ1
d
dξ2
(1− ξ22)
dψ2
dξ2
+ c2(ξ21 − ξ22)ψ1ψ2 = 0,
ou [
1
ψ1
d
dξ1
(ξ21 − 1)
dψ1
dξ1
+ c2ξ21
]
+
[
1
ψ2
d
dξ2
(1− ξ22)
dψ2
dξ2
− c2ξ22
]
= 0.
Par suite, il existe une constante K, positive, telle que
d
dξ1
(ξ21 − 1)
dψ1
dξ1
+
(
c2ξ21 −K
)
ψ1 = 0 (2.20)
d
dξ2
(1− ξ22)
dψ2
dξ2
+
(
K − c2ξ22
)
ψ1 = 0. (2.21)
Pour m 6= 0, d’après (2.17), (2.18) et (2.19)
1
ξ21 − ξ22
[
ψ2ψ3
∂
∂ξ1
(ξ21 − 1)
∂f
∂ξ1
+ ψ1ψ3
∂
∂ξ2
(1− ξ22)
∂f
∂ξ2
+
m2(ξ21 − ξ22)
(ξ21 − 1)(1− ξ22)
ψ1ψ2ψ3
]
+c2ψ1ψ2ψ3 = 0.
En multipliant la dernière relation par
ξ21 − ξ22
ψ1ψ2ψ3
, elle devient
1
ψ1
d
dξ1
(ξ21 − 1)
dψ1
dξ1
+
1
ψ2
d
dξ2
(1− ξ22)
dψ2
dξ2
+
m2(ξ21 − ξ22)
(ξ21 − 1)(1− ξ22)
+ c2(ξ21 − ξ22),
or
ξ21 − ξ22
(ξ21 − 1)(1− ξ22)
=
ξ21
ξ21 − 1
+
ξ22
1− ξ22
, donc il existe une constante K1, positive, telle que
d
dξ1
(ξ21 − 1)
dψ1
dξ1
+
(
c2ξ21 −K1 +
m2
ξ21 − 1
)
ψ1 = 0 (2.22)
d
dξ2
(1− ξ22)
dψ2
dξ2
+
(
K1 − c2ξ22 −
m2
1− ξ22
)
ψ1 = 0. (2.23)
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Pour ξ1 fixé et lorsque ξ2 et φ varient, le point de coordonnées sphéroïdales (ξ1, ξ2, φ) décrit un
ellipsoïde de révolution allongé d’équation, si ξ1 = chα (α ∈ R),
x2 + y2
sh2α
+
z2
ch2α
= 1.
Pour des valeurs particulières du réelK1, notées χn,m, n = m,m+1, · · · , l’équation différentielle
(2.23) admet des solutions bornées sur [−1, 1]. On note ces solutions par les fonctions ψn,m.
Elles sont les fonctions propres de l’opérateur différentiel Lm défini par
Lm :=
d
dx
(1− x2) d
dx
− (c2x2 + m
2
1− x2 ).
En suivant les mêmes notations que David Slepian a utilisé dans [44], les ψn,m sont appelées
fonctions d’onde sphéroïdales de l’ellipsoïde allongé d’ordre m associées aux réels χn,m. Dans
la suite, on s’interessera seulement aux fonctions d’onde sphéroïdales de l’ellipsoïde allongé
d’ordre zéro (m = 0). Il s’agit bien des solutions bornées dans [−1, 1] de l’équation différentielle
(2.21). Ainsi l’équation différentielle définie sur [−1, 1] par
d
dx
(1− x2) df
dx
+ (K − c2x2)f = 0, (2.24)
où K est un paramétre réel positif obtenue en utilisant la méthode de séparation des variables,
à partir de l’équation des ondes écrite dans un système de coordonnées sphéroidales. Elle a été
étudiée par de nombreux mathématiciens et physiciens. On peut citer [35] [40] [45] [44] .
Pour des valeurs particulières, χn,c (n = 0, 1 · · · ), du réel K, l’équation (2.24) admet des
solutions bornées sur [−1, 1], appelées : fonctions d’onde sphéroïdales de l’ellipsoïde allongé.
On note ψn,c ces fonctions comme dans [45] et on les normalise par la condition ψn,c(1) = 1. À
l’équation (2.24) on associe l’opérateur différentiel
L :=
d
dx
(1− x2) d
dx
− c2x2. (2.25)
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C’est un opérateur de Legendre perturbé avec
q(x) = c2x2.
Pour c = 0 on retrouve l’opérateur différentiel de Legendre. La fonction q est continue sur
[−1, 1], paire et croissante sur [0, 1]. Les χn,c (n = 0, 1 · · · ) sont les valeurs propres de l’opérateur
L et les fonctions ψn,c sont les fonctions propres associées. Les résultats des sections 2.1, 2.2,
2.3 s’appliquent :
(1) Les valeurs propres, χn,c, constituent une suite, vérifiant
0 ≤ χ0,c < χ1,c < χ2,c < · · · , lim
n→∞χn,c = +∞.
(2) ∀c ∈ R+, χn,c ∼ n2.
(3) Les fonctions propres ψn,c constituent une base orthogonale de L2([−1, 1]).
(4) Par la formule de Parseval, (ψn,c)n constitue un système orthogonal complet dans L2(R).
(5) Si f ∈ C2([−1, 1]), alors
f(x) =
∞∑
n=0
1
hn
an(f)ψn,c(x)
et la série converge uniformément sur [−1, 1].
(6) Les fonctions ψn,c sont paires si n est paire et impaire si n est impaire, c’est-à-dire
ψn,c(−x) = (−1)nψn,c(x), ∀x ∈ [−1, 1].
(7) La fonction ψn,c admet exactement n zéros qui appartiennent à ]− 1, 1[.
(8) Les zéros de ψn−1,c et de ψn,c sont entrelacés. C’est-à-dire
x
(n)
1,c < x
(n−1)
1,c < x
(n)
2,c < · · · < x(n−1)n−1,c < x(n)n,c .
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On considère le noyau Kc défini sur [−1, 1]× [−1, 1] par :
Kc(x, y) =
1
pi
sin c(x− y)
(x− y) . (2.26)
On pose pour f ∈ L2([−1, 1])
Qcf(x) =
∫ 1
−1
Kc(x, y)f(y)dy. (2.27)
Proposition 2.5 L’opérateur intégral Qc de noyau Kc commute avec l’opérateur différentiel L
défini par (2.25).
Preuve : Montrons que les opérateurs L et Qc commutent, c’est-à-dire que l’on a pour une
fonction f assez régulière (Qc ◦ L)f(y) = (L ◦Qc)f(y). On a
(Qc ◦ L)f(y) = Qc(Lf)(y) =
∫ 1
−1
sin c(x− y)
pi(x− y) Lxf(x)dx
=
∫ 1
−1
sin c(x− y)
pi(x− y)
d
dx
(1− x2)df(x)
dx
dx− c2
∫ 1
−1
sin c(x− y)
pi(x− y) x
2f(x)dx. (2.28)
Dans l’expression de droite de (2.28 ), effectuons deux intégrations par parties pour la premiére
intégrale. On obtient :
∫ 1
−1
Kc(x, y)
d
dx
(1− x2)df(x)
dx
dx = −
∫ 1
−1
(1− x2)∂Kc(x, y)
∂x
df(x)
dx
dx.
En intégrant par parties une deuxième fois cette quantité, on obtient :
∫ 1
−1
Kc(x, y)
d
dx
(1− x2)df(x)
dx
dx =
∫ 1
−1
d
dx
(1− x2)∂Kc(x, y)
∂x
f(x)dx.
D’où
(Qc ◦ L)f(y) =
∫ 1
−1
L1xKc(x, y)f(x)dx. (2.29)
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D’autre part, on a :
(L ◦Qc)f(y) = L(Qcf(y))
=
d
dy
(1− y2) d
dx
(∫ 1
−1
Kc(x, y)f(x)dx
)
− c2y2
(∫ 1
−1
Kc(x, y)f(x)dx
)
=
∫ 1
−1
LyKc(x, y)f(x)dx. (2.30)
Donc pour que L et Qc commutent, d’aprés (2.29 ) et (2.30 ), il suffit de montrer que :
LxKc(x, y) = LyKc(x, y). (2.31)
Ce qui découle du fait que :
∂Kc(x, y)
∂x
=
c
pi
cos c(x− y)
x− y −
sin c(x− y)
pi(x− y)2 , et
d
dx
(1− x2)∂Kc(x, y)
∂x
= −2x
[
c
pi
cos c(x− y)
x− y −
sin c(x− y)
pi(x− y)2
]
+(1− x2){−c
2
pi
sin c(x− y)
x− y −
c
pi
cos c(x− y)
pi(x− y)2 −
c
pi
cos c(x− y)
(x− y)2 +
2
pi
sin c(x− y)
pi(x− y)3 }.
Ainsi et aprés des simplifications, on trouve que :
LxKc(x, y) = −c
2
pi
sin c(x− y)
x− y =
2c
pi
cos c(x− y)
pi(x− y)2 [xy − 1] +
2
pi
sin c(x− y)
pi(x− y)3 [1− xy] . (2.32)
On remarque que l’expression (2.32) est symétrique par rapport à x et y. Du fait que le noyau
Kc(x, y) est aussi symétrique, on peut conclure que (2.31 ) est bien vérifiée, d’où le résultat.
De la proposition 2.5, il résulte que les fonctions d’onde sphéroïdales, ψn,c, sont à la fois les
fonctions propres de l’opérateur intégral Qc et de l’opérateur différentiel L.
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Chapitre 3
Translations généralisées associées à un
opérateur différentiel de Legendre
perturbé
Rappelons la définition de Delsarte des translations généralisées associées à un opérateur
différentiel L du second ordre sur R
Lu = au
′′
+ bu
′
+ cu,
où a, b et c sont trois fonctions réelles définies sur R. Pour χ ∈ C, on note ψ(x, χ) la solution
de Lu = χu vérifiant les conditions u(0) = 1 et u′(0) = 0. Comme fonction de χ, ψ(x, χ) est
une fonction entière et admet un développement en série entière de la forme
ψ(x, χ) =
∞∑
n=0
Φn(x)χn.
Pour y ∈ R, la translation généralisée Ty est définie formellement par
Tyf(x) =
∞∑
n=0
Φn(y)Lnf(x),
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et pour tous x, y ∈ R,
TxTy := TyTx (3.1)
Tyψ(x) = ψ(y, χ)ψ(x, χ). (3.2)
On note ψ(x, χi) = ψi (i = 0, · · · , n, · · · ) vérifiant ψi(0) = 1 et ψ′i(0) = 0. Soit la fonction f
combinaison linéaire fini des fonctions propres ψ0, ψ1, ..., ψn,
f(x) =
n∑
k=0
ckψk(x),
donc
Tyf(x) =
n∑
k=0
ckψk(y)ψk(x).
Il est important d’observer que la fonction u(x, y) = Tyf(x) est solution de l’équation aux
dérivées partielles hyperbolique  Lxu = Lyuu(x, 0) = f(x).
Dans la suite on considérera l’opérateur différentiel de Legendre perturbé présenté dans le cha-
pitre précédent. Nous construisons un produit de convolution associé à l’opérateur de Legendre
perturbé. La méthode que nous utiliserons fait intervenir un principe du maximum pour une
équation hyperbolique en deux variables. Dans [13], H. Chebli montre à l’aide de cette méthode
la positivité des translations généralisées associées à un opérateur de Sturm-Liuoville singulier
sur [0,+∞[. Cela a conduit aux hypergroupes de Chebli-Trimèche. Cette méthode est reprise
par A. Achour et K. Trimèche [2] pour montrer un résultat similaire pour un opérateur de
Sturm-Liouville L sur un intervalle borné vérifiant L1 = 0. Dans les deux articles [15] et [16],
W. C. Connet et A. L. Schwartz ont établis la positivité des translations généralisées pour un
opérateur de Sturm-Lioulville singulier sur un intervalle borné : Dans le premier on utilise,
comme dans les cas précédents, un principe du maximum pour un opérateur hyperbolique et
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dans le deuxième, c’est à l’aide de la fonction de Riemann pour une équation hyperbolique
que les translations généralisées sont construites. Dans [17] les auteurs considèrent le cas de
l’opérateur de Sturm-Liouville dont les fonctions propres sont les fonctions d’onde spheroïdales.
La méthode qui y est utilisée est celle de la fonction de Riemann.
3.1 Translations généralisées associées à l’opérateur de Legendre
perturbé
On considère l’opérateur de Legendre perturbé
L :=
d
dx
(1− x2) d
dx
− q(x). (3.3)
On suppose que la fonction q, définie sur [−1, 1], est continue, paire et croissante sur [0, 1]. On
note ψn (n = 0, 1, · · · ) les fonctions propres de l’opérateur L associées aux valeurs propres χn.
Nous nous intéresserons plus tard au cas particulier où q(x) = c2x2, c étant un paramétre réel
positif.
La méthode utilisée dans [2, 4, 13] fait intervenir un principe du maximum pour un opérateur
hyperbolique. Nous établirons un principe du même type pour un problème aux limites associé
à l’opérateur de Legendre perturbé L. Nous allons d’abord définir les translations généralisées
Ta, a ∈ [−1, 1], associées à l’opérateur (3.3) sur l’espace E des combinaisons linéaires finies des
fonctions propres ψn de L. Si
f(x) =
n∑
k=0
ckψk(x), (3.4)
on pose
Taf(x) =
n∑
k=0
ckψk(a)ψk(x). (3.5)
Cela signifie que Ta est un opérateur diagonal relativement à la base des fonctions ψn. Notons
que pour a = 1, T1 est l’identité, puisque, pour tout n ∈ N, ψn(1) = 1. Pour a = −1, l’opérateur
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T−1 est la symétrie
T−1f(x) = f(−x),
puisque ψn(−x) = (−1)nψn(x). D’après le Corollaire 2.2, l’espace E est dense dans C([−1, 1])
pour la topologie de la convergence uniforme. Nous allons montrer que l’opérateur Ta se prolonge
par continuité à l’espace C([−1, 1]) en un opérateur positif : si f ≥ 0, alors Taf ≥ 0.
Posons
u(x, y) =
n∑
k=0
ckψk(y)ψk(x), ∀x, y ∈ [−1, 1].
La fonction u vérifie le problème de Cauchy suivant `(u) = 0u(x, 1) = f(x), (3.6)
où ` est l’opérateur différentiel hyperbolique défini par
` = Lx − Ly = ∂
∂x
(1− x2) ∂
∂x
− ∂
∂y
(1− y2) ∂
∂y
+ (q(y)− q(x)). (3.7)
On considère le problème aux limites
`(u) = 0
u(x, 1) = f(x)
u(x,−1) = f(−x)
u(1, y) = f(y)
u(−1, y) = f(−y).
(3.8)
3.2 Sur un Principe du Maximum
Théorème 3.1 (Principe du Maximum). Soit f une fonction continue sur [−1, 1]. Soit u une
fonction continue sur [−1, 1]× [−1, 1], de classe C2 sur ]− 1, 1[×]− 1, 1[, solution du problème
aux limites (3.8). Si f ≥ 0, alors u ≥ 0.
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Rappelons que ψ(x, χ) est la solution régulière en 1 de Lf + χf = 0 sur ]− 1, 1[, et que χ0 est
la valeur propre de L associée à ψ0, alors
Lemme 3.1 Fixons χ, µ tels que µ < χ < χ0. Pour x, y ∈]− 1, 1] posons
v(x, y) = ψ(x, χ)ψ(y, µ),
alors v(x, y) > 0 et `(v) < 0.
Preuve : Nous avons vu que pour χ < χ0, la fonction ψ(x, χ) est définie et positive sur ]−1, 1].
Puisque Lψ(x, χ) = −χψ(x, χ), alors `(v)(x, y) = (µ− χ)v(x, y) < 0.
Preuve du théorème 3.1 : Soit, dans un repère orthonormé d’origine O, le carré ABCD
dont les quatre sommets sont
A = (1, 1), B = (−1, 1), C = (−1,−1), D = (1,−1).
Nous allons d’abord montrer que la fonction u est positive dans le triangle (OAB). (voir figure)
Soit v une fonction définie sur le triangle (OAB) telle que
v > 0, `(v) < 0.
Une telle fonction existe d’après le lemme 3.1. Pour  > 0, posons
u(x, y) = u(x, y) + v(x, y). (3.9)
Nous allons montrer que u ≥ 0 dans le triangle (OAB). Soient P un point situé à l’intérieur de
(OAB), et Q et R les intersections des deux droites caractéristiques issues de P avec le segment
[AB]; Q = (x+ 1− y, 1) et R = (x− 1 + y, 1). Posons
I(u) =
∫
(PQR)
`(u)dxdy.
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Observons, d’après l’expression (3.7), que
`(u) = `(v).
Des hypothèses sur u et du choix de v, il résulte que I(u) < 0. Nous voulons montrer que u
est positive sur le triangle (OAB). Raisonnons par l’absurde. Supposons au contraire que la
fonction u prenne des valeurs négatives à l’intérieur de (OAB). Soit P = (x, y) le point de plus
grande ordonnée y tel que u = 0. La fonction u est strictement positive sur le triangle fermé
(PQR), sauf au point P où elle est nulle. Nous allons montrer que I(u) ≥ 0, ce qui conduira
à une contradiction.
Posons
`0 = (L0x − L0y) =
∂
∂x
(1− x2) ∂
∂x
− ∂
∂y
(1− y2) ∂
∂y
,
ainsi
` := `0 + (q(y)− q(x)) . (3.10)
Pour le suite de la démonstration nous utiliserons le lemme suivant :
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Lemme 3.2 Soit u une fonction de classe C2 sur le triangle fermé (PQR), nulle en P.
(i) Si u(P ) = 0, alors
∫
(PQR)
`0(u)dxdy = (1− x2Q)u(Q) + (1− x2R)u(R)
+ 2
∫ Q
P
(x+ y)udx+
∫ P
Q
(y − x)udx.
(ii) Si u ≥ 0 sur (PQR), alors ∫(PQR) `0(u)dxdy ≥ 0.
Preuve : Il est clair que (i) implique (ii) puisque y + x ≥ 0, et y − x ≥ 0. Pour établir (i),
nous allons utiliser la formule de Green-Riemann. Posons
U(x, y) = (1− y2)∂u
∂y
, V (x, y) = (1− x2)∂u
∂x
.
Alors
∂V
∂x
− ∂U
∂y
= `0(u).
En appliquant la formule de Green-Riemann au triangle (PQR) :
∫
(PQR)
(
∂V
∂x
− ∂U
∂y
)
dxdy =
∫
∂(PQR)
Udx+ V dy,
on obtient ∫
(PQR)
`0(u)dxdy =
∫
∂PQR
(1− x2)∂u
∂x
dy + (1− y2)∂u
∂y
dx.
La contribution du segment [QR] est nulle. Sur le côté PQ, on a dx = dy, et donc
∫ Q
P
(1− x2)∂u
∂x
dy + (1− y2)∂u
∂y
dx =
∫ Q
P
(1− x2)∂u
∂x
dx+ (1− y2)∂u
∂y
dy.
En effectuant une intégration par parties, on obtient
∫ Q
P
(1− x2)∂u
∂x
dx+ (1− y2)∂u
∂y
dy =
[
(1− x2)u]Q
P
+ 2
∫ Q
P
xudx+
[
(1− y2)u]Q
P
+ 2
∫ Q
P
yudy
= (1− x2Q)u(xQ, 1) + 2
∫ Q
P
(x+ y)udx. (3.11)
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De même dx = −dy sur RP. Nous obtenons∫ P
R
(1− x2)∂u
∂x
dx+ (1− y2)∂u
∂y
dy =
[
(1− x2)u]P
R
+ 2
∫ P
R
xudx− [(1− y2)u]P
R
+ 2
∫ P
R
yudy
= (1− x2R)u(xR, 1) + 2
∫ P
R
(y − x)udx. (3.12)
Enfin, d’après (3.11) et (3.12), la formule annoncée est établie.
Fin de la démonstration du théorème 3.1 : D’après la relation (3.10)
I(u) =
∫
(PQR)
`0(u)dxdy +
∫
(PQR)
(q(y)− q(x))u(x, y)dxdy.
D’après le lemme 3.2, la première intégrale est positive. D’autre part, puisque la fonction q est
paire et croissante sur [0, 1],
q(y)− q(x) = q(y)− q(|x|) ≥ 0
sur (PQR), car |x| ≤ y. Finalement nous obtenons que I(u) ≥ 0, d’où la contradiction.
Nous avons ainsi démontré que, pour tout  > 0, la fonction u est positive sur le triangle
(OAB). Ceci étant vrai pour tout  > 0, on en déduit que u ≥ 0 sur (OAB).
Pour établir que la fonction u est positive sur les quatre triangles (OAB), (OBC), (OCD)
et (ODA), on utilise l’invariance du problème de Cauchy par les symétries (x, y) → (y, x) et
(x, y)→ (y,−x).
Théorème 3.2 Pour a ∈ [−1, 1], il existe un opérateur unique Ta continu, positif sur C([−1, 1])
tel que, pour tout entier n ∈ N,
Taψn = ψn(a)ψn. (3.13)
‖Taf‖0 ≤M‖f‖0, (3.14)
où M = sup
−1≤x≤1
ψ0(x) et ‖.‖0 est la norme sur C([−1, 1]) définie par
‖f‖0 = sup
−1≤x≤1
1
ψ0(x)
|f(x)|. (3.15)
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Preuve : La norme ‖f‖0 est équivalente à la norme ‖f‖∞. D’après le théorème 3.1, si f ∈ E ,
l’espace des fonctions combinaisons linéaires finies des fonctions ψn, et si f ≥ 0 alors
∀x ∈ [−1, 1], −‖f‖0ψ0(x) ≤ f(x) ≤ ‖f‖0ψ0(x).
Les fonctions f± = ‖f‖0ψ0(x)± f(x) appartiennent à E et sont positives, donc Taf± ≥ 0. Par
suite
∀x ∈ [−1, 1], ‖f‖0ψ0(a)ψ0(x)± Taf(x) ≥ 0,
d’où
∀x ∈ [−1, 1], 1
ψ0(x)
|Taf(x)| ≤ ψ0(a)‖f‖0.
On obtient finalement
‖Taf‖0 ≤ ψ0(a)‖f‖0.
Comme E est dense dans C([−1, 1]), on en déduit que l’opérateur Ta se prolonge par conti-
nuité à l’espace C([−1, 1]). Par suite, pour tout a ∈ [−1, 1] et f ∈ C([−1, 1]), si on pose
M = sup
−1≤x≤1
ψ0(x),
‖Taf‖0 ≤M‖f‖0,
d’où le résultat.
Corollaire 3.1 Pour tout n ∈ N et x ∈ [−1, 1],
|ψn(x)| ≤M,
où M = sup
−1≤x≤1
ψ0(x).
Preuve : Dans le théorème 3.2 prenons f = ψn. Nous obtenons pour tout a ∈ [−1, 1],
sup
−1≤x≤1
1
ψ0(x)
|ψn(a)ψn(x)| ≤ ψ0(a) sup
−1≤x≤1
1
ψ0(x)
|ψn(x)|,
d’où |ψn(a)| ≤ ψ0(a), pour tout a ∈ [−1, 1], donc |ψn(a)| ≤M.
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Théorème 3.3 Il existe une mesure positive bornée, W (x, y; dz), sur [−1, 1] telle que
∀x, y ∈ [−1, 1], Tyf(x) =
∫
[−1,1]
f(z)W (x, y; dz). (3.16)
Preuve : Pour tous x, y ∈ [−1, 1] l’application
f 7−→ Tyf(x)
est une forme linéaire positive sur C([−1, 1]). D’après le théorème de représentation de Riesz,
il existe une mesure positive W (x, y; dz) sur [−1, 1] telle que
Tyf(x) =
∫
[−1,1]
f(z)W (x, y; dz).
La mesure W (x, y; dz) vérifie les propriétés suivantes :
1. Pour tous x, y ∈ [−1, 1],
W (x, y; dz) = W (y, x; dz).
2. Pour tous x, y ∈ [−1, 1],
W (x, y; dz) =
 δx si y = 1δ−x si y = −1
où δx est la mesure de Dirac au point x.
3. La fonction ψn vérifie la formule de produit suivante
∀x, y ∈ [−1, 1],
∫
[−1,1]
ψn(z)W (x, y; dz) = ψn(x)ψn(y).
Exemple : Si q ≡ 0, l’opérateur L est l’opérateur différentiel de Legendre et par suite l’opé-
rateur Ty qui lui est associé s’écrit sous la forme
∀x, y ∈ [−1, 1], Tyf(x) = 1
pi
∫ pi
0
f
(
xy +
√
1− x2
√
1− y2 cos θ
)
dθ. (3.17)
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Cette relation est une conséquence de la formule de produit vérifiée par les polynômes de
Legendre :
∀x, y ∈ [−1, 1], Pn(x)Pn(y) = 1
pi
∫ pi
0
Pn
(
xy +
√
1− x2
√
1− y2 cos θ
)
dθ.
Dans la formule (3.17), on fait le changement de variable
z = xy +
√
1− x2
√
1− y2 cos θ,
d’où
∀x, y ∈]− 1, 1[, Tyf(x) = 1
pi
∫ 1
−1
f(z)dz√
1− x2 − y2 − z2 + 2xyz.
La fonction Tyf s’écrit aussi sous la forme
Tyf(x) =
∫
[−1,1]
f(z)W 0(x, y, dz)
où,
W 0(x, y, dz) =

1
pi
dz√
1−x2−y2−z2+2xyz si x, y ∈]− 1, 1[
δx si y = 1
δ−x si y = −1
. (3.18)
Remarques :
(1) On noteM([−1, 1]) l’espace des mesures de Radon bornées sur [−1, 1]. On introduit un pro-
duit de convolution dansM([−1, 1]) associé à l’opérateur L, défini pour µ, ν ∈M([−1, 1])
par
µ ∗ ν(f) =
∫
[−1,1]×[−1,1]
f(z)W (x, y; dz)µ(dx)ν(dy). (3.19)
(2) Pour une mesure µ de M([−1, 1]), on considère l’opérateur Tµ défini sur C([−1, 1]) par
∀x ∈ [−1, 1], Tµf(x) =
∫
[−1,1]×[−1,1]
f(z)W (x, y; dz)µ(dy). (3.20)
Cet opérateur vérifie la relation
Tµ ◦ Tν = Tµ∗ν .
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(3) La transformée de Fourier d’une mesure µ ∈M([−1, 1]) est définie par
∀n ∈ N, µˆ(n) =
∫ 1
−1
ψn(x)µ(dx).
Pour µ, ν ∈M([−1, 1]) et n ∈ N,
µ̂ ∗ ν(n) = µˆ(n)νˆ(n).
Ce produit de convolution ne préserve l’ensemble des mesures de probabilitées que si q ≡ 0
(dans ce cas ψ0 = 1). En suivant les mêmes techniques que M. Voit a utilisé dans [49], on peut
modifier le produit de convolution en posant
δx • δy = ψ0
ψ0(x)ψ0(y)
δx ∗ δy. (3.21)
Le noyau de ce nouveau produit de convolution est donné par
W˜ (x, y; dz) =
ψ0
ψ0(x)ψ0(y)
W (x, y; dz). (3.22)
On obtient ainsi une structure d’hypergroupe sur [−1, 1]. En effet, pour tous x, y ∈ [−1, 1],
δx • δy est une mesure de probabilité :
< δx • δy, 1 > = 1
ψ0(x)ψ0(y)
< δx ∗ δy, ψ0 >
=
1
ψ0(x)ψ0(y)
ψ0(x)ψ0(y) = 1.
Les caractères de cet hypergroupe sont les fonctions
ψ˜n =
1
ψ0
ψn(x), ∀x ∈ [−1, 1]. (3.23)
En effet,
< δx • δy, ψ˜n > = 1
ψ0(x)ψ0(y)
< δx ∗ δy, ψ0 >
=
1
ψ0(x)ψ0(y)
< δx ∗ δy, ψn >
=
1
ψ0(x)ψ0(y)
ψn(x)ψn(y) = ψ˜n(x)ψ˜n(y).
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3.3 Translations généralisées associées à l’opérateur de Legendre
perturbé et opérateur intégral à noyau de convolution sinus
3.3.1 Translations généralisées associées à l’opérateur de Legendre perturbé
On considère l’opérateur différentiel
Lc :=
d
dx
(1− x2) d
dx
− c2x2, (3.24)
où c est un paramètre réel positif. On note ψn,c les fonctions propres de Lc et χn,c les valeurs
propres associées (voir section 2.4). L’opérateur Lc est un cas particulier de (3.3) d’un opérateur
de Legendre perturbé correspondant à q(x) = c2x2. D’après la section 3.2, il existe un opérateur
de translation généralisée sur C([−1, 1]) positif associé à Lc. Cet opérateur, noté Tx (x ∈ [−1, 1]),
vérifi les propriétés suivantes :
(1) D’après le théorème 3.3, il existe une mesure positive bornée Wc(x, y; dz) sur [−1, 1] telle
que
∀x, y ∈ [−1, 1], Tyf(x) =
∫
[−1,1]
f(z)Wc(x, y; dz). (3.25)
Pour tous x, y ∈ [−1, 1], la mesure Wc(x, y; dz) vérifie
(i) Wc(x, y; dz) = Wc(y, x; dz),
(ii) Wc(x, y; dz) =
 δx si y = 1δ−x si y = −1 , où δx est la mesure de Dirac au point x.
Les fonctions ψn,c (n ∈ N) vérifient la formule de produit suivante
∀x, y ∈ [−1, 1],
∫
[−1,1]
ψn,c(z)Wc(x, y; dz) = ψn,c(x)ψn,c(y). (3.26)
Dans [18] une formule de produit est établie pour les fonctions propres de l’opérateur
différentiel Lα,γ défini par
Lα,γS = S
′′
+
2α+ 1
tanx
S
′ − γ sin2 θS.
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Lorsque α = 0 et γ = −c2, on obtient l’opérateur de Legendre perturbé Lc en posant
x = cos θ. Ainsi, la formule de produit ci-dessus est un cas particulier de la formule de
produit énoncée dans le Théorème 1 de [18]. De plus, on trouve l’expression explicite de
Wc(x, y; dz). La démonstration utilise la méthode de la fonction de Riemann.
(2) On note ‖.‖0,c la norme sur C([−1, 1]) définie par
∀f ∈ C([−1, 1]), ‖f‖0,c = sup
−1≤x≤1
1
ψ0,c(x)
|f(x)|. (3.27)
D’après le théorème 3.2, pour tous a ∈ [−1, 1], n ∈ N, et f ∈ C([−1, 1]) on a :
Taψn,c = ψn,c(a)ψn,c,
‖Taf‖0,c ≤ ψ0,c(a)‖f‖0,c.
(3.28)
D’après le corollaire 3.1, pour tous x ∈ [−1, 1] et n ∈ N,
|ψn,c(x)| ≤M(c), (3.29)
où M(c) = sup
−1≤x≤1
ψ0,c(x). Ainsi, les fonctions d’onde sphéroïdales de l’ellipsoïde allongé,
ψn,c, sont bornées pour tout n ∈ N.
3.3.2 Opérateur intégral à noyau de convolution sinus
On considère l’opérateur intégral Qc défini par la relation (2.27) :
Qcf(x) =
∫ 1
−1
Kc(x, y)f(y)dy, (3.30)
où
Kc(x, y) =
1
pi
sin c(x− y)
x− y . (3.31)
Proposition 3.1 Pour tous x ∈ [−1, 1] et f ∈ C([−1, 1])
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(i) QcTxf = TxQcf,
(ii) TxQcf(1) = Qcf(x).
où Tx (x ∈ [−1, 1]), est l’opérateur de translation généralisée donné par (3.25)
Preuve :
(i) Soit x ∈ [−1, 1]. On sait, d’après proposition 2.5, que l’opérateur Lc commute avec l’opé-
rateur Qc. On note λn (n ∈ N) les valeurs propres de Qc. Pour y ∈ [−1, 1],
QcTxψn,c(y) = λnψn,c(x)ψn,c(y) = TxQcψn,c(y).
Comme l’espace des fonctions combinaisons linéaires finis des fonctions ψn,c est dense
dans C([−1, 1]), d’où le résultat.
(ii) D’après (3.8), Txf(1) = f(x). Donc
TxQcf(1) = QcTxf(1) = Qcf(x).
Remarque : D’après la proposition 3.1, (i), l’opérateur intégral Qc commute avec les opéra-
teurs de translations généralisées associés à l’opérateur différentiel Lc.
En utilisant les translations généralisées Tx (x ∈ [−1, 1]), on donnera dans la proposition sui-
vante une autre expression de l’opérateur Qc.
Proposition 3.2 Pour x ∈ [−1, 1] et f ∈ C([−1, 1]),
Qcf(x) = Tµf(x) =
∫
[−1,1]×[−1,1]
f(z)Wc(x, y; dz)µ(dy),
avec µ(dy) =
1
pi
sin c(1− y)
1− y dy.
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Preuve : Soit x ∈ [−1, 1]. En utilisant la proposition 3.1, (i), et les relations (3.30), (3.25),
(3.20), calculons TxQcf(1). On obtient
TxQcf(1) = QcTxf(1) =
1
pi
∫ 1
−1
Txf(y)
sin c(x− y)
x− y dy
=
1
pi
∫
[−1,1]×[−1,1]
f(z)Wc(x, y; dz)
sin c(1− y)
1− y dy,
donc
TxQcf(1) = Tµf(x), (3.32)
avec µ(dy) = 1pi
sin c(1−y)
1−y dy.
D’autre part, d’après la proposition 3.1, (ii), et la relation (3.32), on déduit Qcf(x) = Tµf(x),
d’où le résultat.
Remarque : La mesure µ est à densité par rapport à la mesure de Lebesgue. D’après la
proposition 3.2 et la relation (3.31) cette densité est égale à Kc(1, y).
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Chapitre 4
Etude asymptotique des fonctions
propres de l’opérateur à noyau de
convolution Sinus
Deux opérateurs qui commutent admettent les mêmes fonctions propres. Parfois, il est
difficile de connaitre les fonctions propres d’un opérateur intégral ou différentiel. Par exemple,
étant donné un opérateur intégral A et on se propose d’en déterminer ses fonctions propres. Si
on trouve un opérateur B qui commute avec A dont on connait les fonctions propres alors le
problème sera résolu. Dans ce chapitre, on va traiter le cas d’opérateurs intégraux et différentiels
qui commutent.
On considère la fonction K de deux variables définie pour (x, y) ∈ [−1, 1]× [−1, 1] par
Kc(x, y) =

1
pi
sin c(x−y)
x−y x 6= y
c
pi x = y,
(4.1)
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où c est un paramètre réel positif. L’opérateur intégral à noyau de convolution sinus est
Qcf(x) =
∫ 1
−1
Kc(x, y)f(y)dy, f ∈ L2([−1, 1]). (4.2)
Cet opérateur intervient dans l’étude des valeurs propres d’une classe de matrices aléatoires,
comme on a vu dans le chapitre 1. Dans la suite on étudiera le comportement asymptotique
des fonctions propres de cet opérateur Qc.
4.1 Etude spectrale
On se place dans l’ensemble G.U.E des matrices Hermitiennes Gaussiennes unitaires. Soient
X une matrice G.U.E, Xn la sous matrice de X d’ordre n× n et λ1, ..., λn ses valeurs propres
qui seront ordonnées de la manière suivante :
λ1 ≥ λ2 ≥ ... ≥ λn.
D’aprés [37], ces valeurs propres, pour n assez grand, suivent la loi de demi-cercle de Wigner
σn à savoir :
σn ∼

1
pi (2n− x2)
1
2 |x| < (2n) 12
0 |x| > (2n) 12 .
(4.3)
Dans la suite, on va s’intéresser de plus proche du comportement des valeurs propres de Xn
dans des régions voisins de ±(2n) 12 et dans d’autres régions du demi-cercle de Wigner. En
particulier, on s’intéresse à la probabilité de n’avoir aucune valeur propre de la matrice X dans
un intervalle de la forme ]s,+∞[, (s > 0), dans ces deux régions. Cette probabilité, pour n fixé,
fait apparaitre le noyau de Christoffel-Darboux Kn(., .) des fonctions d’Hermite normalisées
φn :
φn(x) =
e−
x2
2
(2nn!
√
pi)
1
2
Hn(x),
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où Hn(x) est le polynôme d’Hermite d’ordre n, voir [37]. L’expression du noyau K est alors
donnée par :
Kn(x, y) =
n−1∑
k=0
φk(x)φk(y).
Aprés avoir fait un changement d’échelle auprés des extrémités ±(2n) 12 du demi-cercle de
Wigner et en faisant tendre n vers l’infini on trouve que la probabilité pourque X n’ait aucune
valeur propre de dans ]s,+∞[ fait intervenir le déterminant de Fredholm de noyau Kc.
Proposition 4.1 Pour (x, y) ∈ [−1, 1]× [−1, 1]
Kc(x, y) =
c
2
∫ 1
−1
eipixzce−ipiyzcdz. (4.4)
Parsuite, Kc est le noyau d’un opérateur nucléaire sur L2 ([−1, 1]) .
Preuve : Pour montrer que Kc est le noyau d’un opérateur nucléaire, il suffit de montrer qu’il
est le produit de deux noyaux de deux opérateurs de Hilbert-Schmidt. On vérifie que
c
2
∫ 1
−1
eipixzce−ipiyzcdz =
c
2
∫ 1
−1
eipi(x−y)zcdz = Kc(x, y),
de plus ∫ 1
−1
∫ 1
−1
( c
2
)
e2ipixzcdxdz <∞,
d’où le résultat.
De la proposition 4.1 l’opérateur intégral Qc est autoadjoint et nucléaire. On vérifie aussi qu’il
est positif. Il est donc diagonalisable dans une base orthonormée de fonctions propres. Les
valeurs propres, notées λn (n = 0, 1, · · · ), vérifient
λ0 > λ1 > λ2 > · · ·
On considère maintenant l’opérateurs différentiel Lc défini pour ψ ∈ C2([−1, 1]) par :
Lcψ(x) =
d
dx
(1− x2)dψ(x)
dx
− c2x2ψ(x), (4.5)
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où c est un paramétre réel positif. Alors, d’après proposition 2.5 l’opérateur différentiel Lc
et l’opérateur Qc commutent, donc ils ont les mêmes fonctions propres. Puisque les fonctions
d’ondes sphéroïdales ψn,c (PSWF ) sont les fonctions propres de Lc alors elles le sont pour
l’opérateur Qc.
Dans la suite, on étudiera le comportement asymptotique des fonctions PSWF d’abord pour
les grandes valeurs de n en fixant c, et ensuite pour les grandes valeurs de c en gardant n fixe.
L’outil essentiel pour cette étude est la méthode WKB dont on présentera le principe dans le
paragraphe suivant.
4.2 Méthode WKB
L’outil essentiel pour l’étude asymptotique des fonctions propres ψn,c est la méthode WKB
présentée en détail dans [38]. Elle s’applique à une classe particulière d’équations différentielles
de second ordre, ce sont les équations différentielles du type Sturm-Liouville.
La méthode WKB a été introduite par Wentzel, Krammers et Billouin ce qui explique son ap-
pellation. Son objectif est de trouver un comportement asymptotique des solutions d’équations
différentielles, définies sur un intervalle [a, b], de la forme :
(
k(x)y
′)′
+ λr(x)y = 0, (4.6)
quand le paramètre λ tend vers l’infini, où k et r sont deux fonctions supposées de classe C2
qui gardent un signe constant sur [a, b].
Le principe de la méthode, voir [38], est d’effectuer un changement de variable et de fonction
pour transformer (4.6) en une forme plus simple. Deux cas se présentent selon que k et r ne
s’annulent pas ou bien qu’elles changent de signe sur [a, b].
Dans le premier cas, supposons que pour tout x ∈ [a, b] on ait k(x) > 0 et r(x) > 0. Pour
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x0 ∈]a, b[ on pose : 
y(x) = φ(x)u(s(x))
s(x) =
∫ x
x0
√
r(t)
k(t)dt
φ(x) = (r(x)k(x))−
1
4 .
(4.7)
Du changement (4.7 ), l’équation (4.6) donne naissance à une équation différentielle en u et s
de la forme :
u
′′
+ (λ− q(s))u = 0, s ∈ s([a, b]), (4.8)
où
Q(s(x)) = −
(
k(x)ϕ
′
(x)
)′
r(x)φ(x)
=
k(x)
4r(x)
(k′(x)
k(x)
+
r
′
(x)
r(x)
)′
+
(
3
4
k
′
(x)
k(x)
− 1
4
r
′
(x)
r(x)
)(
k
′
(x)
k(x)
+
r
′
(x)
r(x)
)]
. (4.9)
On écrit (4.8) sous la forme u′′ + λu = Q(s)u, pour s ∈ s([a, b]). Alors une solution u est de la
forme :
u(s) = u˜(s) +Rλ(s), (4.10)
où u˜(s) = A cos
√
λs + B sin
√
λs, et Rλ(s) = 1√λ
∫ s
0 sin
√
λ(s − t)Q(t)u(t)dt. L’étape suivante
consiste à montrer que pour λ assez grand, Rλ(s) est négligeable devant u˜(s), et donc une
solution de (4.8) se comporte comme u˜. Enfin, de (4.7), on déduit qu’une solution y de (4.6) se
comporte comme φ(x)u˜(s(x)).
On se place maintenant dans le cas où les fonctions k ou r s’annulent en a ou b et cherchons une
approximation d’une solution de (4.6) quand λ tend vers +∞. On suppose que k(a) = r(a) = 0
et qu’elles sont strictement positives ailleurs. Dans ce cas on a : k(x) = (x − a)mk0(x) et
r(x) = (x − a)lr0(x), où l et m sont deux entiers positifs tels que l−m2 > −1 et k0(x) > 0 et
r0(x) > 0, ∀x ∈ [a, b]. Dans ce cas :
s(x) =
∫ x0
a
√
r0(t)
k0(t)
(t− a) l−m2 dt, x0 ∈]a, b[
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et
Q(s(x)) = (x− a)m−l−2 k0(x)
4r0(x)
[
(l +m)(3m− l − 4)
4
+
x− a
2
(
(3m+ l)
k
′
0(x)
k0(x)
+ (m− 1)r
′
0(x)
r0(x)
)
+ (x− a)2
(k′0(x)
k0(x)
+
r
′
0(x)
r0(x)
)′
+
(
3
4
k
′
0(x)
k0(x)
− 1
4
r
′
0(x)
r0(x)
)(
k
′
0(x)
k0(x)
+
r
′
0(x)
r0(x)
) .
Dans un voisinage de a on a :
s(x) ≈
√
r0(a)
k0(a)
(x− a) l−m2
1
2(l −m+ 2)
, (4.11)
et ainsi, on peut exprimer Q(s) dans ce voisinage de a comme suit :
Q(s) =
ν2 − 14
s2
+ sγ−2f(s), (4.12)
où γ = 2l−m+2 > 0, ν =
|m−1|
l−m+2 et f est une fonction continue sur [0, s(b)[. En effectuant le
changement de variable et de fonction (4.7) dans (4.6) en tenant compte de (4.11) et de (4.12),
on obtient une équation différentielle en u de la forme :
u
′′
+
(
λ− ν
2 − 14
s2
)
u = sγ−2f(s)u. (4.13)
On sait que les solutions de l’équation de Lommel, voir [38] :
v
′′
+
(
λ− ν
2 − 14
s2
)
v = 0
sont de la forme v(s) = A(
√
λs)1/2Jν(
√
λs) +B(
√
λs)1/2J−ν(
√
λs) si ν est non-entier. Si ν est
un entier, on remplace J−ν par Yν , où Jν et Yν sont respectivement les fonctions de Bessel de
première et de seconde espèce. Ainsi, une solution de (4.13) est de la forme u(s) = v(s)+R˜λ(s),
où
R˜λ(s) =
∫ s
s0
Kλ(s, t)tγ−2f(t)u(t)dt,
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avec
Kλ(s, t) = (
√
λs)1/2Jν(
√
λs)(
√
λt)1/2J
′
−ν(
√
λt)−(
√
λs)1/2J
′
ν(
√
λs)(
√
λt)1/2J−ν(
√
λt)W((
√
λ.)1/2Jν(
√
λ.), (
√
λ.)1/2J−ν(
√
λ, ))(t)
et W(g, h)(t) désigne le Wronskien de f et g. En suivant les mêmes démarches que dans le
cas précédent, on montre que R˜λ est négligeable devant la solution de l’équation de Lommel v.
Enfin, de (4.7), on montre qu’une solution y de (4.6) se comporte comme φ(x)v(s(x)).
4.3 Asymptotique des PSWF
Soit l’équation différentielle définie sur [0, 1] par :
d
dx
(
(1− x2)dψn,c
dx
)
+
(
χn − c2x2
)
ψn,c = 0. (4.14)
L’objectif de cette section est de trouver, pour c assez grand et n fixé, comment se comportent
les solutions ψn,c de cette équation différentielle et ceci en utilisant la méthode WKB. Le
comportement de ces fonctions pour c fixé et n grand a été étudié dans [8].
4.3.1 Etude qualitative
On écrit l’équation différentielle (4.14) sous la forme :
d
dx
[k(x)
dψn,c
dx
] + c2rn(x)ψn,c = 0, (4.15)
avec k(x) = 1 − x2 et rn(x) = χnc2 − x2. Si on suppose que pour de grandes valeurs de c la
quantité qn =
√
χn
c < 1, et si on restreint notre étude sur [0, 1], alors rn(x) change de signe sur
[0, 1] en s’annulant en qn. Dans la suite, on fera l’étude des solutions de (4.14) sur des parties
de [0, 1] où rn(x) garde un signe constant.
Etude sur [0, qn].
Dans ce cas rn(x) ≥ 0 , rn(qn) = 0, et k(x) > 0. Pour x ∈ [0, qn[, on cherche une solution de
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(4.14) de la forme
ψn,c(x) = ϕn(x)Un(sn(x)),
avec
sn(x) =
∫ qn
x
√
rn(t)
k(t)
dt, ϕn(x) = (k(x)rn(x))
− 1
4 . (4.16)
L’équation (4.14) devient, en terme de Un, comme suit :
U
′′
n (sn(x)) + [c
2 −Q(sn(x))]Un(sn(x)) = 0, (4.17)
où Qn(sn(x)) est de la forme (4.9). Si on écrit rn(x) = (qn−x)r0(x) avec r0(x) = qn +x, alors,
Qn(sn(x)) =
k(x)
4r0(x)(qn − x)3
[−5
4
+
1
2
(qn−x)(r
′
0
r0
−k
′
k
)+(qn − x)2[(k
′
k
+
r0
′
r0
)
′
+(
3
4
k
′
k
−1
4
r0
′
r0
)(
k
′
k
+
r0
′
r0
)].
(4.18)
Lemme 4.1 Pour tout x ∈ [0, qn[, il existe une fonction n telle que
sn(x) =
2
3
√
2qn
1− qn2 (qn − x)
3
2 + n(x), (4.19)
et il existe une constante D positive telle que ∀c > D∣∣∣∣ n(x)sn(x)
∣∣∣∣ < 1. (4.20)
Preuve : De la relation (4.16), on déduit :
sn(x) =
√
2qn
1− qn2
∫ qn
x
√
qn − tdt+ n(x) = 23
√
2qn
1− qn2 (qn − x)
3
2 + n(x), (4.21)
avec
n(x) =
∫ qn
x
√
q2n − t2 −
√
2qn
1−qn2 (1− t2)(qn − t)√
1− t2 dt
=
1
1− q2n
∫ qn
x
√
qn − t
 (1− q2n)(qn + t)− 2qn(1− t2)√
1− t2(√qn + t+
√
2qn
1−q2n (1− t2))
 dt. (4.22)
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On pose
C(qn) =
2
3
√
2qn
1− qn2 =
2
3
√
r0(qn)
k(qn)
. (4.23)
Pour t ∈ [0, qn], on trouve que :
(1− q2n)(qn + t)− 2qn(1− t2) = qn − 2qnt2 − t+ q3n + qnt2 ≤ qn + q3n + qnt2 ≤ qn + 2q3n,
d’où ∣∣∣∣∣∣ (1− q
2
n)(qn + t)− 2qn(1− t2)√
1− t2(√qn + t+
√
2qn
1−q2n (1− t2))
∣∣∣∣∣∣ ≤
√
qn + 2q
5
2
n
(1 +
√
2)
√
1− q2n
. (4.24)
De (4.24), on déduit :
|n(x)| ≤ C ′n(qn)(qn − x)
3
2 , (4.25)
avec
C
′
(qn) =
2
3(1 +
√
2)
√
qn + 2q
5
2
n
(1− q2n)
3
2
. (4.26)
On remarque, d’après (4.25), que n(x) tend vers zéro lorsque x tend vers qn et tend aussi vers
zéro lorsque c tend vers∞ uniformément en x.De (4.16) on a C(qn)(qn − x)
3
2 = sn(x)
[
1− n(x)sn(x)
]
.
D’aprés (4.25) et (4.16), on déduit (C(qn) − C ′(qn))(qn − x)
3
2 ≤ sn(x). D’autre part, d’aprés
(4.23) et (4.26) :
C(qn)− C ′(qn) = C(qn)
[
1−
√
2
(1 +
√
2)
1 + 2q2n
(1− q2n)
]
.
Lorsque c tend vers∞, la quantité de droite tend vers zéro en restant positive, c’est à dire qu’il
existe η > 0 et A > 0 tels que si c > A alors pour tout x ∈ [0, qn], on a 0 < η(qn − x)
3
2 ≤ sn(x).
Ainsi pour c > A, on obtient :
∣∣∣∣ n(x)sn(x)
∣∣∣∣ ≤ C ′(qn)C(qn) 1[1− 2√2
(1+
√
2)
q2n
(1−q2n)
] = 4√
2(1 +
√
2)
q2n
(1− q2n)
1[
1− 2
√
2
(1+
√
2)
q2n
(1−q2n)
]
=
4√
2(1 +
√
2)
q2n
1−
(
1+3
√
2
1+
√
2
)
q2n
,
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qui tend vers zéro lorsque c tend vers ∞, donc il existe B > 0 tel que si c > max(A,B) = D
on ait : ∣∣∣∣ n(x)sn(x)
∣∣∣∣ < 1. (4.27)
Lemme 4.2 Il existe une fonction F telle que F ◦ sn soit continue sur [0, qn] et pour tout
x ∈ [0, qn]
Qn(sn(x)) = − 536
1
s2n(x)
+ s
− 4
3
n (x)F (x).
Preuve : On écrit Qn(sn(x)) sous la forme suivante :
Qn(sn(x)) = − 5k(x)
16r0(x)(qn − x)3
+
k(x)
4r0(x)(qn − x)2
[
1
2
(
r
′
0
r0
− k
′
k
) + (qn − x)[(k
′
k
+
r0
′
r0
)
′
+ (
3
4
k
′
k
− 1
4
r0
′
r0
)(
k
′
k
+
r0
′
r0
)]
]
= − 5
36
1
C2(qn)(qn − x)3
+ (qn − x)−2f1(x), (4.28)
avec
f1(x) = − 516(qn − x)
[
k(x)
r0(x)
− 9
4C2(qn)
]
+
k(x)
4r0(x)
[
1
2
(
r
′
0
r0
− k
′
k
) + (qn − x)[(k
′
k
+
r0
′
r0
)
′
+ (
3
4
k
′
k
− 1
4
r0
′
r0
)(
k
′
k
+
r0
′
r0
)]
]
,(4.29)
qui est continue sur [0, qn]. On a alors d’après (4.19 ) :
1
C2(qn)(qn − x)3
=
1
(sn(x)− n(x))2 =
1
s2n(x)
1
(1−
∣∣∣ n(x)sn(x) ∣∣∣)2 (4.30)
En utilisant (4.27), la dernière expression est développable en série convergente dont le premier
terme est 1
s2n(x)
. Si on note f2(sn(x)) la fonction composée par les termes de cette série sauf le
premier, alors on écrit Qn(sn,c) de la manière suivante :
Qn(sn(x)) = − 536
1
s2n(x)
+ (qn − x)−2f3(sn(x)), (4.31)
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avec f3(sn(x)) = − 536(qn − x)
2f2(sn(x)) + f1(x), qui est continue sur [0, qn]. De plus on a[
sn(x)(1−
∣∣∣∣ n(x)sn(x)
∣∣∣∣)]− 43 = C− 43 (qn)(qn − x)−2. En utilisant le même raisonnement que dans
(4.31) on obtient :
(qn − x)−2f3(sn(x)) = C 43 (qn)s−
4
3
n (x)f3(sn(x)) + f4(sn(x))
= s
− 4
3
n (x)
[
C
4
3 (qn)f3(sn(x)) + s
4
3
n (x)f4(sn(x))
]
= s
− 4
3
n (x)F (sn(x)),
où F (sn(x)) = C
4
3 (qn)f3(sn(x)) + s
4
3
n (x)f4(sn(x)), qui est continue sur [0, qn], et f4(sn(x)) est
obtenue par le developpement en série de
[
sn(x)(1−
∣∣∣ n(x)sn(x) ∣∣∣)]− 43 dont on supprime le premier
terme.
D’aprés le lemme 4.2 l’équation différentielle (4.17) s’écrit, en posant z = sn(x) :
U
′′
n (z) +
(
c2 +
5
36
1
z2
− z− 43 (x)F (z)
)
Un(z) = 0. (4.32)
Pour résoudre (4.32), on résoud tout d’abord l’équation homogène associée :
U
′′
n (z) + [c
2 +
5
36
1
z2
]Un(z) = 0,
qui est une équation de Lommel, voir [38], et on cherche ensuite une solution particulière de
(4.32). On sait que les fonctions
√
czJ 1
3
(cz) et
√
czJ− 1
3
(cz) vérifient l’équation différentielle ho-
mogène du second order précédente, ce qui est aussi le cas pour leurs sommes et leurs différences.
On sait de plus que si on pose ξ = 23x
3
2 , pour x ≥ 0, on a d’aprés [41] :
Ai(−x) = 1
3
√
x
(
J 1
3
(ξ) + J− 1
3
(ξ)
)
, Bi(−x) = 1
3
√
x
(
J− 1
3
(ξ)− J 1
3
(ξ)
)
, (4.33)
On écrit
√
cz = 3
(
2
3
) 1
3
(cz)
1
6
(
1
3
(
3
2
cz
) 1
3
)
. On pose z1 =
(
3
2cz
) 2
3 , alors d’après (4.33) on
trouve les deux relations suivantes :
√
cz
(
J 1
3
(cz) + J− 1
3
(cz)
)
= 3
(
2
3
) 1
3
(cz)
1
6 Ai(−z1),
√
cz
(
J− 1
3
(cz)− J 1
3
(cz)
)
= 3
(
2
3
) 1
3
(cz)
1
6 Bi(−z1), (4.34)
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Si on note par :
V1(z) = 3
(
2
3
) 1
3
(cz)
1
6 Ai(−z1), V2(z) = 3
(
2
3
) 1
3
(cz)
1
6 Bi(−z1),
alors une solution Un(z) de 4.32 vérifie :
Un(z) = AnV1(z) +BnV2(z) +
∫ z
z0
K(z, t)t−
4
3F (t)Un(t), (4.35)
avec
K(z, t) =
V1(z)V2(t)− V1(t)V2(z)
W(V1, V2)(t) ,
où An et Bn sont deux constantes qui ne dépendent que de n etW(V1, V2)(t) est le wronskien des
fonctions V1 et V2. Puisqu’on sait queW(Ai,Bi)(t) = 1pi , voir [41], alors on aW (V1, V2)(t) = − cpi .
Etude sur [qn, 1− qn].
Dans ce cas rn(x) ≤ 0 , rn(qn) = 0, et k(x) > 0. On écrit (4.14) de la manière suivante :
d
dx
[k(x)
dψn,c
dx
]− c2r1n(x)ψn,c = 0,
où r1n(x) = x2 − χnc2 . On a r1n(x) = (x − qn)(x + qn) = (x − qn)r0(x), avec r0(x) > 0 et
k(x) = 1 − x2 > 0. On cherche une solution de (4.14) de la forme ψn,c(x) = βn(x)Wn(ln(x)),
avec
ln(x) =
∫ x
qn
√
r1n(t)
k(t)
dt, βn(x) = (k(x)r1n(x))
− 1
4 . (4.36)
L’équation (4.14) devient en terme de Wn :
W
′′
n (ln(x))− [c2 −Q1n(ln(x))]Wn(ln(x)) = 0, (4.37)
avec
Q1n(ln) =
k(x)
4r0(x)(x− qn)3
[−5
4
+
1
2
(x−qn)(r
′
0
r1
−k
′
k
)+(x− qn)2[(k
′
k
+
r
′
0
r0
)
′
+(
3
4
k
′
k
−1
4
r
′
0
r0
)(
k
′
k
+
r
′
0
r0
)].
(4.38)
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Lemme 4.3 Pour tout x ∈ [qn, 1− qn] il existe une fonction 1n telle que
ln(x) =
2
3
√
2qn
1− qn2 (x− qn)
3
2 + 1n(x), (4.39)
et il existe A > 0 telle que, si c > A,
∣∣∣∣1n(x)tn(x)
∣∣∣∣ < 1. (4.40)
Preuve : D’après l’expression (4.36)
ln(x) =
2
3
√
2qn
1− qn2 (x− qn)
3
2 + 1n(x), (4.41)
avec
1n(x) =
∫ x
qn
√
t2 − q2n −
√
2qn
1−qn2 (1− t2)(t− qn)√
1− t2 dt
=
1
1− q2n
∫ x
qn
√
t− qn
 (1− q2n)(qn + t)− 2qn(1− t2)√
1− t2(√qn + t+
√
2qn
1−q2n (1− t2))
 dt. (4.42)
En effet, on a (1− q2n)(qn + t)− 2qn(1− t2) = 2qn(t− qn)(t+
1− q2n
2qn
), et l’expression de 1n(x)
devient :
1n(x) =
1
1− q2n
∫ x
qn
(t− qn)
3
2
2qn(t+
1−q2n
2qn
)
√
1− t2(√qn + t+
√
2qn
1−q2n (1− t2))
dt. (4.43)
Pour t ∈ [qn, 1− qn] on a :
1− 4q2n < 1− t2 < 1− q2n, 2qn < t+ qn < 1,
2qn
1− q2n
(1− t2) > 2qn(1− 4q
2
n)
1− q2n
.
Par suite, on a :
1
√
1− t2(√qn + t+
√
2qn
1−q2n (1− t2))
≤ 1√
1− 4q2n(
√
2qn +
√
2qn(1−4q2n)
1−q2n )
=
1
√
2qn
√
1− 4q2n(1 +
√
1−4q2n
1−q2n )
.
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D’où :
|1n(x)| ≤
√
2
5
1 + 5qn2√
1− q2n
√
1− 4q2n(1 +
√
1−4q2n
1−q2n )
(x− qn)
5
2
√
qn
, ∀x ∈ [qn, 1− qn]. (4.44)
On conclut que lim
c→∞1n(x) = 0 et pour c > A, limx→qn
1n(x) = 0. D’où le résultat.
Les mêmes techniques utilisées dans le cas précédent donnent une autre écriture de (4.37), en
posant y = ln(x) :
W
′′
n (y)− [c2 +
5
36
1
y2
− y− 43F1(y)]Wn(y) = 0, (4.45)
où F1(ln(x)) est continue sur [qn, 1− qn]. Pour résoudre (4.45) on résoud tout d’abord l’équa-
tion homogène associée et on cherche ensuite une solution particuliére. On sait que les fonctions
√
cyI 1
3
(cy) et √cyI− 1
3
(cy) vérifient l’equation differentielle homogène du second order précé-
dente, ce qui est aussi le cas pour leurs sommes et leurs différences. On sait que, voir [41] :
I−ν = Iν +
2
pi
sin νpiKν . (4.46)
De plus pour x ≥ 0, si on pose ξ = 23x
3
2 , on a :
Ai(x) =
√
1
3
xK 1
3
(ξ), Bi(x) =
√
1
3
x
(
I 1
3
(ξ) + I− 1
3
(ξ)
)
. (4.47)
On écrit
√
cy =
√
3
(
2
3
) 1
3
(cy)
1
6
(√
1
3
(
3
2
cy
) 1
3
)
.
On pose y1 =
(
3
2cy
) 2
3 , alors d’après (4.47) on obtient les deux relations suivantes :
√
cyI− 1
3
(cy) =
√
3
(
2
3
) 1
3
(cy)
1
6 Ai(y1),
√
cy
(
I 1
3
(cy) + I 1
3
(cy)
)
=
√
3
(
2
3
) 1
3
(cy)
1
6 Bi(y1),
(4.48)
Si on note :
V11(y) =
√
3
(
2
3
) 1
3
(cy)
1
6 Ai(y1), V12(y) =
√
3
(
2
3
) 1
3
(cy)
1
6 Bi(y1), (4.49)
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alors une soltion Wn(y) de (4.45) vérifie :
Wn(y) = A1nV11(y) +B1nV12(y) +
∫ y
y0
K(y, t)t−
4
3F1(t)Wn(t)dt, (4.50)
avec
K(y, t) =
V11(y)V12(t)− V11(t)V12(y)
W(V11, V12)(t) ,
W(V11, V12)(t) est le Wronskien des fonctions V11 et V12 en t et A1n et B1n sont deux constantes
qui ne dépendent que de n. Puisqu’on sait que W(Ai,Bi)(t) = 1pi , alors on a W(V11, V12)(t) =
− cpi .
Etude sur [1− qn, 1].
Sur ]1− qn, 1], l’équation différentielle (4.14) s’écrit :
d
dx
[k(x)
dψn,c
dx
]− c2r1n(x)ψn,c = 0, (4.51)
avec k(x) = 1− x2 et r1n(x) = x2 − χnc2 . On a k(1) = 0 et k(x) = (1 + x)(1− x) > 0 sur ]qn, 1].
De la même manière que dans le paragraphe précédent, on cherche une solution ψn,c de (4.14)
de la forme :
ψn,c(x) = αn(x)Vn(tn(x)), (4.52)
avec, pour x ∈ [1− qn, 1[ on a :
tn(x) =
∫ 1
x
√
r1n(s)
k(s)
ds, αn(x) = (k(x)r1n(x))
− 1
4 . (4.53)
Dans ce cas, en posant ω = tn(x), on aboutit à une équation différentielle en Vn définie par :
V
′′
n (ω)− [c2 + Pn(ω)]Vn(ω) = 0, (4.54)
avec
Pn(tn(x)) =
(k(x)ϕ
′
n(x))
′
r1n(x)ϕn(x)
=
1 + x
1− x
k(x)
4r1n(x)
[−1
4
+
1
2
(1− x)( 3
1 + x
+
r1n
′(x)
r1n(x)
)
+ (1− x)2[( 1
1 + x
+
r1n
′(x)
r1n(x)
)
′
+ (
3
4
1
1 + x
− r1n
′(x)
r1n(x)
)(
1
1 + x
+
r1n
′(x)
r1n(x)
)]
= −1 + x
1− x
k(x)
16r1n(x)
+ f1(x),
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où f1(x) est continue sur [1− qn, 1] et est donnée par :
f1(x) =
1 + x
4r1n(x)
[
1
2
(
3
1 + x
+
r1n
′(x)
r1n(x)
) + (1− x)[( 1
1 + x
+
r1n
′(x)
r1n(x)
)
′
+(
3
4(1 + x)
− r1n
′(x)
r1n(x)
)(
1
1 + x
+
r1n
′(x)
r1n(x)
)]].
Si on pose f2(x) =
1
16(1− x)
(
1 + x
r1n(x)
− 2
r1n(1)
)
+ f1(x), qui est continue sur [1− qn, 1], alors
on obtient
Pn(tn(x)) = − 18r1n(1)(1− x) + f2(x). (4.55)
Revenons maintenant à l’expression de tn(x) et cherchons un équivalent de ce dernier dans un
voisinage de 1.
Lemme 4.4 Pour tout x ∈]1− qn, 1[ il existe une fonction 2n vérifiant
tn(x) =
√
2r1n(x)(1− x) + 2n(x), (4.56)
et il existe un voisinage V(1−) de 1− tel que∣∣∣∣2n(x)tn(x)
∣∣∣∣ < 1, ∀x ∈ V(1−). (4.57)
Preuve : On écrit
tn(x) =
∫ 1
x
√
r1n(s)
k(t)
ds =
√
2r1n(x)(1− x) + 2n(x), (4.58)
avec
2n(x) =
∫ 1
x
√
r1n(s)−
√
r1n(1)
2 (1 + s)√
1− s2 ds.
En utilisant le fait que r1n(s)− r1n(1)2 (1 + s) = −
1
2
(1− s)(qn + (1 + 2s)), on peut écrire :
2n(x) = −12
∫ 1
x
√
1− shn(s)ds, (4.59)
avec
hn(s) =
q2n
1+s +
1+2s
1+s√
r1n(s)
1+s +
√
r1n(1)
2
. (4.60)
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Puisque 1 + s > 2− qn, alors
q2n
1 + s
+
1 + 2s
1 + s
≤ 3 + q
2
n
2− qn . (4.61)
D’autre part, on a
√
r1n(s)
1+s ≥
√
1−2qn
2 , d’où√
r1n(s)
1 + s
+
√
r1n(1)
2
≥
√
1− 2qn
2
+
√
1− q2n
2
. (4.62)
D’aprés (4.61) et (4.62), on conclut que (4.60) vérifie :
|hn(s)| ≤ 3 + q
2
n
(2− qn)
(√
1−2qn
2 +
√
1−q2n
2
) .
Ainsi, on a :
|2n(x)| < C1(qn)(1− x)
3
2 , ∀x ∈]1− qn, 1[, (4.63)
avec C1(qn) =
3 + q2n
2(2− qn)
(√
1−2qn
2 +
√
1−q2n
2
) . On remarque que lim
x→1−
1n(x) = 0, donc ∀ >
0,∃v voisinage de 1− tel que x ∈ v ⇒ |1n(x)| < ⇒ −+
√
2r1n(x)(1− x) < tn(x). On choisit
 de sorte que la quantité de gauche reste strictement positive, ainsi
2n,c(x)
tn(x)
=
2n(x)√
2r1n(1)(1− x) + 1n(x)
<
C1(qn)(1− x)
− √
1−x + 2r1n(1)
→ 0 lorsque x→ 1−. (4.64)
D’où le résultat.
Lemme 4.5 Il existe une fonction G telle que G ◦ tn soit continue sur [qn, 1− qn], et
Pn(tn(x)) = − 14t2n(x)
+G(tn(x)), (4.65)
Preuve : Pour x ∈]qn, 1− qn[, on écrit
2r1n(1)(1− x) = (tn(x)− 1n(x))2 = t2n(x)
(
1− 1n(x)
tn(x)
)2
,
et d’après (4.57) et en développant en série
(
1− 1n(x)tn(x)
)2
, on trouve que :
1
2r1n(1)(1− x) =
1
t2n(x)
+ βn(tn(x)),
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où βn est le développement en série dont on supprime le premier terme et qu’on divise ensuite
par tn(x). D’après (4.57) et (4.55), on écrit Pn(tn(x)) sous la forme suivante :
Pn(tn(x)) = − 14t2n(x)
+G(tn(x)). (4.66)
avec G(tn(x)) = βn(tn(x)) + f2(x), qui est continue sur [1− qn, 1].
L’équation différentielle (4.54) devient :
V
′′
n (ω)− [c2 −
1
4ω2
+G(ω)]Vn(ω) = 0.
Une solution de (4.54)est de la forme :
Vn(ω) = V˜n(ω) +R1c(ω),
avec
V˜n(ω) = Cn(cω)
1
2 I0((cω)) +Dn(cω)
1
2K0((ω)), (4.67)
et
R1c(ω) =
∫ ω
0
K(ω, s)G(s)Vn(s)ds, (4.68)
où Cn, Dn sont des constantes,I0,K0 sont respectivement les fonctions de Bessel modifiées
d’ordre zéro de première et de seconde espèce et K(tn(x), s) est le noyau défini par :
K(ω, s) =
(cω)
1
2 (cs)
1
2
W(s) (I0(cω)K0(cs)− I0(cs)K0(cω)) ,
où W(s) est le wronskien des fonctions (cs) 12 I0(cs) et (cs) 12K0(cs).
On sait que W (Iν ,Kν)(s) = −1s , voir [41], alors W(s) = −c. Ainsi, on a :
K(ω, s) = −1
c
(
(cω)
1
2 I0(cω)(cs)
1
2K0(cs)− (cs) 12 I0(cs)(cω) 12K0(cω)
)
. (4.69)
Enfin, une solution de (4.14) sur [1− qn, 1] est de la forme :
ψn(x) =
Vn(tn(x))
(k(x)r1n(x))
1
4
=
V˜n(tn(x))
(k(x)r1n(x))
1
4
+
R1c(tn(x))
(k(x)r1n(x))
1
4
. (4.70)
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4.3.2 Etude asymptotique
Le but de cette section est de trouver une approximation des solutions continues et bornées
de (4.14) lorsque c >> 1 et pour n fixé. On rappel que pour qn =
√
χn
c on a noté dans (4.16),
(4.36) et (5.25) :
sn(x) =
∫ qn
x
√
rn(t)
k(t)
dt, ln(x) =
∫ x
qn
√
r1n(t)
k(t)
dt et tn(x) =
∫ 1
x
√
r1n(s)
k(s)
ds.
Si on pose z = sn(x) et z1 =
(
3
2cz
)2/3
, alors on a le théorème suivant :
Théorème 4.1 Pour c >> 1 et n fixé il existe des constantes Ci (i = 1, 2, 3, 4) telles que
supx∈[0,qn]
∣∣∣∣ψn,c(x)− An(cz) 16Ai(−z1)+Bn(cz) 16Bi(−z1)(k(x)rn(x)) 14
∣∣∣∣ ≤ C1c
supx∈[qn,1−qn]
∣∣∣∣ψn,c(x)− A1n(cz) 16Ai(z1)(k(x)r1n(x)) 14
∣∣∣∣ ≤ C2c ,
et pour x ∈ [1− qn, 1]
supx∈[1−qn,1]
∣∣∣∣ψn,c(x)− Cn√ctn(x)I0(ctn(x))(k(x)r1n(x)) 14
∣∣∣∣ ≤ C3c si ctn(x) ≤ 1
supx∈[1−qn,1]
∣∣∣∣ψn,c(x)− Dn√ctn(x)K0(ctn(x))(k(x)r1n(x)) 14
∣∣∣∣ ≤ C4c si ctn(x) >,
où An, Bn, A1n, Cn et Dn sont des constantes qui ne dépendent que de n.
Preuve : Etudions le comportement des fonctions d’ondes sphéroïdales de l’ellipsoïde allongé,
ψn,c, sur les intervalles [0, qn], [qn, 1− qn] et sur [1− qn, 1].
(i) Etude sur [0, qn].
On rappelle qu’au voisinage de qn on a sn(x) ≈ 23
√
2qn
1− qn2 (qn − x)
3
2 , donc
(qn − x)−
1
4 ≈
(
2
3
√
2qn
1− qn2
) 1
6
s
− 1
6
n (x). (4.71)
Une solution de (4.17) sur [0, qn] vérifie :
Un(z) = An (cz)
1
6 Ai(−z1) +Bn (cz)
1
6 Bi(−z1) +
∫ z
z0
K(z, t)t−
4
3F (t)Un(t)dt, (4.72)
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où z = sn(x), z1 =
(
3
2cz
) 2
3 et si on pose t1 =
(
3
2ct
) 2
3 , alors
K(z, t) = −3pi
c
(
2
3
) 1
3 (
(cz)
1
6 Ai(−z1) (ct)
1
6 Bi(−t1) (ct)
1
6 Ai(−t1) (cz)
1
6 Bi(−z1)
)
.
On pose
Rc(z) =
∫ z
z0
K(z, t)t−
4
3F (t)Un(t)dt.
Dans l’intégrale précédente on prend u =
(
3
2cz
) 2
3 , ce qui nous donne :
Rc(z) = − 9pi
2c
2
3
∫ uz
u0
[
(cz)
1
6 Ai(−z1)u 14Bi(−u)− u 14Ai(−u) (cz)
1
6 Bi(−z1)
]
× u−2F
(
2
3c
u
3
2
)
Un
(
2
3c
u
3
2
)
du. (4.73)
On rappelle que ψn,c(x) = ϕn(x)Un(sn(x)). De là et en utilisant (4.71), on obtient :
ψn,c(x) ≈
(
2
3
√
2qn
1− qn2
) 1
6
(k(x)(qn + x))
− 1
4
Un(z)
z
1
6
.
Comme ψn,c(x) est bornée alors
Un(z)
z
1
6
l’est aussi. D’autre part, d’après [41], on sait que
Ai(0) = 1
3
2
3 Γ( 2
3
)
et Bi(0) = 1
3
1
6 Γ( 2
3
)
. Pour x >> 1, on pose ξ = 23x
3
2 , on a :
Ai(−x) ≈ 1
pi
1
2x
1
4
cos(ξ − pi
4
) ; Ai(−x) ≈ − 1
pi
1
2x
1
4
sin(ξ − pi
4
). (4.74)
De là, on montre que le noyau K est continu et borné sur [0,∞[×[0,∞[ et par suite pour
tout x ∈ [0, qn] :
Rc(z(x)) = ◦(1) (c→∞). (4.75)
Ainsi, il existe une constante C1 telle que
sup
x∈[0,qn]
∣∣∣∣∣ψn(x)− An (cz)
1
6 Ai(−z1) +Bn (cz)
1
6 Bi(−z1)
(k(x)rn(x))
1
4
∣∣∣∣∣ ≤ Ctec . (4.76)
(ii) Etude sur [qn, 1− qn].
On rappelle qu’une solution de (4.51) sur [qn, 1− qn] est de la forme :
Wn(y) = A1n (cy)
1
6 Ai(y1) +B1n (cy)
1
6 Bi(y1) +R1c(y), (4.77)
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avec R1c(y) =
∫ z
y0
K(y, t)t−
4
3F (t)Un(t)dt, où :
K(y, t) = −3pi
c
(
2
3
) 1
3 (
(cy)
1
6 Ai(y1) (ct)
1
6 Bi(t1) (ct)
1
6 Ai(t1) (cy)
1
6 Bi(y1)
)
,
et y1 =
(
3
2cy
) 2
3 et t1 =
(
3
2ct
) 2
3 . Le même changement de variable que dans (4.73), nous
donne :
R1c(y) = −pi
2
c
2
3
2
3
− 5
6
∫ uy
u0
[
(cy)
1
6 Ai(y1)u
1
4Bi(u)− u 14Ai(u) (cz) 16 Bi(y1)
]
× u−2F1
(
2
3c
u
3
2
)
Wn
(
2
3c
u
3
2
)
du. (4.78)
En tenant compte du fait qu’au voisinage de qn on a
(x− qn)−
1
4 ∼
(
2
3
√
2qn
1− qn2
) 1
6
l
− 1
6
n (x), (4.79)
et du fait qu’on cherche des solutions continues et bornées de (4.51), on vérifie facilement
que Wn(ln(x))
l
1
6
n (x)
est aussi continue et bornée. Dans la suite, on note par y = ln(x). On pose
ξ = 23x
3
2 . On sait qu’au voisinage de ∞, voir [41], on a :
Ai(x) ∼ e
−ξ
2pi
1
2x14
Bi(x) ∼ e
ξ
pi
1
2x14
, (4.80)
De la même manière, on montre que pour tout x ∈ [qn, 1− qn] on a :
R1c(y) = ◦(1) (c→∞). (4.81)
D’autre part, puisqu’on cherche des solutions bornées alors B1n doit être nulle. Donc il
existe une constante C2 telle que :
sup
x∈[qn,2qn]
∣∣∣∣∣ψn(x)− A1n (cy)
1
6 Ai(y1)
(k(x)r1n(x))
1
4
∣∣∣∣∣ ≤ C2c . (4.82)
(iii) Etude sur ]1− qn, 1].
Dans ce qui suit, on montrera que pour c >> 1, la quantité (4.68) est négligeable comparée
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à (4.67). On distingue les deux cas suivants ctn(x) ≤ 1 et ctn(x) > 1.
On sait qu’au voisinage de zéro,on a d’une part,voir [41] :
Iν(x) ∼
x
2
ν
Γ(ν+1) Kν(x) ∼ log 1x .
De plus, il est connu, voir [41], que sur ]0,+∞[ et pour ν ≥ 0 la fontion Iν est positive et
croissante et que la fonction Kν est positive et décroissante.
De l’expression (4.69) et des propriétés déjà mentionnées des I0 etK0, on a pour s ≤ tn(x)
et pour ctn(x) ≤ 1, et en prenant Dn = 0 dans l’expression de V˜n, on obtient :
V˜n(tn(x)) = Cn(ctn(x))
1
2 I0((ctn(x))).
Dans ce cas, on a :
|K(tn(x), s)| =
∣∣∣∣−1c ((ctn(x)) 12 I0(ctn(x))(cs) 12K0(cs)− (cs) 12 I0(cs)(ctn(x)) 12K0(ctn(x)))
∣∣∣∣
=
∣∣∣∣1c (ctn(x)) 12 I0(ctn(x))(cs) 12K0(cs)(1− I0(cs)I0(ctn(x))K0(ctn(x))K0(cs) )
∣∣∣∣
≤ 2
c
(ctn(x))
1
2 I0(ctn(x))(cs)
1
2K0(cs). (4.83)
Par conséquent, on a :
lim
c→+∞
R1c(tn(x))
Cn(ctn(x))
1
2 I0((ctn(x)))
= 0. (4.84)
De même, pour ctn(x) > 1, et en prenant Cn = 0 dans l’expression de V˜n, on obtient :
V˜n(tn(x)) = Dn(ctn(x))
1
2K0((ctn(x))).
De là, on conclut que :∣∣∣∣∣ R1c(tn(x))Dn(ctn(x)) 12K0((ctn(x)))
∣∣∣∣∣ ≤ 4MN(1− q2n)pi|Dn|c 32 t
− 1
2
n (x)
((1 + x)r1n(x))
1
4
, (4.85)
qui tend vers zéro lorsque c tend vers +∞. Ainsi, si ctn(x) ≤ 1, ∀x ∈]qn, 1] on a :
sup
x∈]qn,1]
∣∣∣∣∣ψn(x)− Cn
√
ctn(x)I0(ctn(x))
(k(x)r1n(x))
1
4
∣∣∣∣∣ ≤ Ctec , (4.86)
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et si ctn(x) > 1, ∀x ∈]qn, 1]
sup
x∈]qn,1]
∣∣∣∣∣ψn(x)− Dn
√
ctn(x)K0(ctn(x))
(k(x)r1n(x))
1
4
∣∣∣∣∣ ≤ Ctec . (4.87)
Remarque
Dans le cas où χn = c2, on obtient dans rn(x) = k(x). Dans ce cas, l’équation différentielle
(4.14) se transforme en une équation du type Sturm-Liouville de la forme
(
ρ2y
′)′
+ λ2ρ2y = 0. (4.88)
Le comportement asymptotique des fonctions solutions de (4.88) a été étudié dans [16]. Ce cas
correspond à α = 0 et β = −1/2. Ces fonctions se comportent comme la fonction de Bessel de
première espèce d’ordre 0.
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Chapitre 5
Etude asymptotique des fonctions
propres de l’opérateur à noyau d’Airy
Dans ce chapitre on va faire un rappel sur les fonctions d’Airy de première et de deuxième
espèce, solutions d’une équation différentielle du second degré. Ensuite, on va étudier le com-
portement asymptotique des fonctions propres d’un opérateur à noyau d’Airy.
5.1 Fonctions d’Airy
Dans ce paragraphe, on présentera les propriétés les plus utiles vérifiées par les fonctions
d’Airy. Pour plus de détail voir [41]. Les fonctions d’Airy de première et de deuxième espèce,
notées respectivement par Ai et Bi, sont solutions de l’équation différentielle d
2w
dx2
= xw. Pour
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x ≥ 0, on pose ξ = 23x
3
2 . Dans ce cas les fonctions d’Airy vérifient les propriétés suivantes :
Ai(0) =
1
3
2
3 Γ(23)
; Ai
′
(0) = − 1
3
1
3 Γ(13)
Ai(x) =
1
3
x
1
2K 1
3
(ξ) ; Ai
′
(x) = −pi−13− 12xK 2
3
(ξ)
Ai(−x) = 1
3
x
1
2
(
J 1
3
(ξ) + J− 1
3
(ξ)
)
; Ai
′
(−x) = 1
3
x
(
J 2
3
(ξ) + J− 2
3
(ξ)
)
Bi(0) =
1
3
1
6 Γ(23)
; Bi
′
(0) =
1
3
1
6 Γ(13)
Bi(x) =
(x
3
) 1
2
(
I 1
3
(ξ) + I− 1
3
(ξ)
)
; Bi
′
(x) = 3−
1
2
(
I 2
3
(ξ) + I− 2
3
(ξ)
)
Bi(−x) =
(x
3
) 1
2
(
J− 1
3
(ξ)− J 1
3
(ξ)
)
; Bi
′
(−x) = 3 12x
(
J− 2
3
(ξ) + J 2
3
(ξ)
)
,
On a aussi, d’aprés [41], le comportement asymptotique des fonctions d’Airy au voisinage de
+∞ :
Ai(x) ∼ e
−ξ
2pi
1
2x
1
4
∞∑
s=0
(−1)sus
ξs
et Ai(−x) ∼ 1
pi
1
2x
1
4
{cos(ξ−pi
4
)
∞∑
s=0
(−1)su2s
ξ2s
+sin(ξ−pi
4
)
∞∑
s=0
(−1)su2s+1
ξ2s+1
},
(5.1)
et pour la fonction d’Airy de deuxième espèce on a au voisinage de +∞ :
Bi(x) ∼ e
ξ
pi
1
2x
1
4
∞∑
s=0
us
ξs
et Bi(−x) ∼ 1
pi
1
2x
1
4
{− sin(ξ−pi
4
)
∞∑
s=0
(−1)su2s
ξ2s
+cos(ξ−pi
4
)
∞∑
s=0
(−1)su2s+1
ξ2s+1
},
(5.2)
où u0 = v0 = 1 ,pour us =
(2s+1)(2s+3)(2s+5)....(6s+1)
(216)ss! et vs = −6s+16s−1us, (s ≥ 1).
5.2 Etude asymptotique des fonctions propres de l’opérateur à
noyau d’Airy
On a vu dans le premier chapitre que la distribution des valeurs propres d’une matrice
aléatoire (G.U.E) d’ordre n fait intervenir le déterminant de Fredholm d’un noyau de Christoffef-
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Darboux, Kn(., .), associé aux fonctions d’Hermite ϕj :
Kn(x, y) =
n−1∑
k=0
ϕk(x)ϕk(y).
On considère le changement d’échelle
x
′
=
√
2n+
x√
2n1/6
, y
′
=
√
2n+
y√
2n1/6
,
alors, voir [37], on trouve
lim
n→∞
1√
2n1/6
Kn
(√
2n+
x√
2n1/6
, y
′
=
√
2n+
y√
2n1/6
)
=
Ai(x)Ai
′
(y)−Ai′(x)Ai(y)
x− y ,
où Ai(.) est la fonction d’Airy de première espèce.
On appelle noyau d’Airy, la fonction de deux variables K(., .) définie sur [0,+∞[×[0,+∞[ par
K(x, y) =
Ai(x)Ai
′
(y)−Ai′(x)Ai(y)
x− y . (5.3)
Soient g ∈ L2([0,+∞[) et c un réel positif. On associe au noyau K l’opérateur intégral Gc défini
par
Gcg(x) =
∫ +∞
c
K(x, y)g(y)dy. (5.4)
Proposition 5.1 Pour (a, b) ∈ [c,+∞[×[c,+∞[ on a :
K(a, b) =
∫ +∞
c
Ai(a+ z)Ai(b+ z)dz.
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Preuve
Le problème se ramène par une translation à l’origine. Soient a, b ∈ [0,+∞[, on a :
(
∂
∂a
+
∂
∂b
)
K(a, b) =
(
∂
∂a
+
∂
∂b
)(
Ai(a)A
′
i(b)−A′i(a)Ai(b)
a− b
)
=
(
A
′
i(a)A
′
i(b)−A′′i(a)Ai(b)
)
(a− b)−
(
Ai(a)A
′
i(b)−A′i(a)Ai(b)
)
(a− b)2
+
(
Ai(a)A
′′
i(b)−A′i(a)A′i(b)
)
(a− b) +
(
Ai(a)A
′
i(b)−A′i(a)Ai(b)
)
(a− b)2
=
Ai(a)A
′′
i(b)−A′′i(a)Ai(b)
a− b .
Or on sait que la fonction d’Airy Ai vérifie Ai
′′
(a) = aAi(a), ainsi l’expression précédente
devient :
(
∂
∂a
+
∂
∂b
)
K(a, b) =
bAi(a)Ai(b)− aAi(a)Ai(b)
a− b = −Ai(a)Ai(b). (5.5)
Dans le cas où a = b, soit  > 0 et écrivons :
K(a+ , a) =
Ai(a+ )Ai
′
(a)−Ai′(a+ )Ai(a)

=
Ai(a+ )−Ai(a)

Ai
′
(a)− Ai
′
(a+ )−Ai′(a)

Ai(a),
en faisant tendre  vers 0 on trouve :
K(a, a) =
(
Ai
′
(a)
)2 −Ai′′(a)Ai(a) = (Ai′(a))2 − a (Ai(a))2 .
Enfin on aboutit à :
∂
∂a
K(a, a) = 2Ai
′
(a)Ai
′′
(a)− (Ai(a))2 − 2aAi′(a)Ai(a) = − (Ai(a))2 . (5.6)
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D’autre part, on a :(
∂
∂a
+
∂
∂b
)∫ +∞
0
Ai(a+ z)Ai(b+ z)dz =∫ +∞
0
∂
∂a
(Ai(a+ z))Ai(b+ z)dz +
∫ +∞
0
∂
∂b
(Ai(b+ z))Ai(a+ z)dz
=
∫ +∞
0
∂
∂z
(Ai(a+ z))Ai(b+ z)dz +
∫ +∞
0
∂
∂z
(Ai(b+ z))Ai(a+ z)dz
=
∫ +∞
0
∂
∂z
(Ai(b+ z)Ai(a+ z)) dz
= −Ai(a)Ai(b) + lim
z→+∞Ai(b+ z)Ai(a+ z) = −Ai(a)Ai(b), (5.7)
où on a utilisé le fait que
∂
∂a
Ai(a+ z) =
∂
∂z
Ai(a+ z), et que lim
z→+∞Ai(z) = 0. Pour a = b et
d’après [41], on a :
∂
∂a
∫ +∞
0
(Ai(a+ z))2 dz = − (Ai(a))2 . (5.8)
Enfin, d’après (5.5),(5.7), (5.6) et (5.8) on obtient le résultat.
Corollaire 5.1 K est un opérateur nucléaire sur L2([0,+∞[).
Preuve : Pour montrer queK est un opérateur nucléaire, il suffit de montrer qu’il est le produit
de deux opérateurs de Hilbert-Schmidt, ce qui est le cas d’aprés la proposition (5.1). En effet, si
on pose I =
∫ +∞
0
∫ +∞
0 |Ai(x+z)|2dxdz, alors du fait que
∫
(Ai(x))2dx = x(Ai(x))2 − (A′i(x))2
et que lim
x→∞x(Ai(x))
2 = lim
x→∞(Ai(x))
2 = 0, voir [41], on obtient :
I =
∫ +∞
0
(∫ +∞
z
|Ai(u)|2du
)
dz =
∫ +∞
0
(Ai
′
(z))2dz −
∫ +∞
0
z(Ai(z))2dz
=
∫ +∞
0
Ai
′
(z)dz − 1
2
∫ +∞
0
Ai
′
(z)dz =
1
2
∫ +∞
0
Ai
′
(z)dz,
et comme au voisinage de +∞ on a Ai′(z) ∼ −x
1
4 e−
2
3x
3
2
2
√
pi
, alors I < +∞. Ainsi, on a montré que
K est le produit de deux noyaux d’un opérateurs de Hilbert-Schmidt.
On considère maintenant l’opérateur différentiel L2 défini pour ϕ ∈ C2([0,+∞[) par :
L2ϕ(x) = − d
dx
x
dϕ(x)
dx
+ x(x+ c)ϕ(x), (5.9)
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où c est un paramétre réel positif.
Proposition 5.2 L’opérateur intégral de noyau K commute avec l’opérateur différentiel L2.
Preuve Montrons que L2 commute avec l’opérateur intégral Gc défini pour g ∈ L2([0,+∞[)
par (5.4),c’est à dire montrons que (L2 ◦Gc)g(x) = (Gc ◦ L2)g(y), ce qui revient à montrer que
L2,xK(x, y) = L2,yK(x, y). (5.10)
À l’aide de l’expression (5.3 ) du noyau K, montrons que L2,xAi(x + y) = L2,yAi(x + y). En
utilisant les propriétés de dérivation de la fonction Ai(.), voir [41], on a :
L2,xAi(x+ y) = − d
dx
(
x
d
dx
Ai(x+ y)
)
+ x(x+ c)Ai(x+ y)
= − d
dx
(
xA
′
i(x+ y)− x(x+ c)Ai(x+ y)
)
= −Ai′(x+ y) + cAi(x+ y) = −Ai′(x+ y) + cAi′′(x+ y).
On remarque que la dernière expression est symétrique par rapport à x et y, donc L2,xAi(x+
y) = L2,yAi(x+ y). De là, et de la propriété du noyau K on obtient (5.10).
D’après la proposition (5.1), l’opérateur intégral Gc à noyaux K définis dans (5.4) est autoad-
joint et nucléaire ( on peut vérifier qu’il est aussi positif), donc il est diagonalisable dans une
base orthonormée de fonctions propres. Soient {Φn,c}n l’ensembles des fonctions propres de
l’opérateur Gc. Pour n ∈ N, on note par µn la valeur propre associée à Φn,c.
Dans la suite, et en utilisant la commutativité de cet opérateur intégral avec l’opérateur dif-
férentiel L2, on va étudier le comportement asymptotique des fonctions propres Φn,c d’abord
lorsque n prend de grandes valeurs en gardant le paramétre c fixé, et ensuite lorsque c prend
de grandes valeurs et pour n fixé.
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5.3 Asymptotique des fonctions propres Φn,c :
Comme dans le cas des fonctions d’ondes sphéroïdales de l’ellipsoïde allongé ψn,c, on va
utiliser la méthode WKB déjà décrite dans le chapitre précédent pour déterminer le comporte-
ment asymptotique des fonctions Φn,c suivant les valeurs des paramètres n et c. On considère
l’équation différentielle du second ordre définie sur [0,∞[ par :
xΦ
′′
n,c + Φ
′
n,c + (χn − x(x+ c))Φn,c = 0, (5.11)
où le nombre χn (n = 0, 1, ...) est une valeur propre de l’opérateur différentiel :
Lxf = −xd
2f
dx2
− df
dx
+ x(x+ c)f, x ≥ 0 et f ∈ L2([0,+∞[),
et c est un paramétre réel strictement positif. L’objectif de cette section est de trouver une
approximation des solutions de (5.11) d’abord pour n fixé et c large, et ensuite pour c fixé et
n large.
5.3.1 Cas n fixé et c large :
On écrit (5.11) comme suit :
d
dx
(
k(x)
dΦn,c
dx
)
+ crn(x)Φn,c = 0, (5.12)
où k(x) = x et rn(x) = χnc − xc (x+c). On espère trouver une bonne approximation des solutions
de (5.12) en utilisant la méthode WKB. Cela consiste à utiliser un changement de variable et
de fonction dans le but de déduire de (5.12) une équation différentielle simple à résoudre. Le
signe du produit k(x)rn(x) change sur [0,∞[ et les fonctions k(x) et rn(x) s’annulent sur le
même intervalle. Cela nous amène à étudier (5.12) séparément sur des régions différentes de
[0,∞[. Soient x1 et x2 les racines de rn(x) = 0. Si on pose an = χnc , alors on a :
x1 = − c2
(
1 +
√
1 +
4an
c
)
x2 =
2an
1 +
√
1 + 4anc
.
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Ainsi les équations k(x) = 0 et rn(x) = 0 admettent respectivement 0 et x2 comme solutions
dans [0,∞[, et on a k(x)rn(x) > 0 sur ]0, x2[ et k(x)rn(x) < 0 sur ]x2,∞[. Donc pour appliquer
la méthode WKB à (5.12) il faut diviser [0,∞[ en trois régions comme suit :
a) x ∈ [0, x22 ],
On cherche des solutions de (5.12) de la forme Φn = ψn(x)U(sn(x)), où :
sn(x) =
∫ x
0
√
rn(t)
k(t)
dt, ψn(x) =
1
(k(x)rn(x))1/4
=
1
(x(χ−x(x+c)c ))
1/4
. (5.13)
En utilasant dans (5.12) le changement (5.13), on obtient une nouvelle équation différen-
tielle en U à savoir :
U
′′
(s) + (c− h(s))U(s) = 0, s = sn(x), (5.14)
où
h(sn(x)) =
1
x
1
4rn(x)
−14 + x2 r
′
n
rn
+ x2
(r′n
rn
)′
− 1
4
(
rn
′
rn
)2 = −116xrn(0) + f1(x),
et f1(x) =
1
16x
[
1
rn(0)
− 1
rn(x)
]
+
1
4rn(x)
12 r
′
n
rn
+ x
(r′n
rn
)′
− 1
4
(
r
′
n
rn
)2 est conti-
nue sur [0, x22 ]. Le lemme suivant nous sera utile pour donner une expression simple de
h(sn(x)).
Lemme 5.1 Pour tout x ∈ [0, x22 ] on a sn(x) = 2
√
anx+ n(x), avec
|n(x)| ≤ 1
c
√
an
(
2
3
c+
2
5
x
)
x3/2 et
∣∣∣∣ n(x)sn(x)
∣∣∣∣ < 1. (5.15)
Preuve : De (5.13) on déduit :
sn(x) =
1√
c
∫ x
0
√
χn − ct− t2
t
dt =
1√
c
∫ x
0
√
χn
t
dt+
1√
c
∫ x
0
√
χn − ct− t2 −√χn√
t
dt
= 2
√
χn
c
√
x+ n(x) = s˜n(x) + n(x), (5.16)
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où s˜n(x) = 2
√
anx et n(x) =
1√
c
∫ x
0
−t2 − ct
(
√
χn − ct− t2 +√χn)
√
t
dt. On remarque que :
|n(x)| ≤ 1
c
√
an
∫ x
0
(ct1/2 + t3/2)dt =
1
c
√
an
(
2
3
cx3/2 +
2
5
x5/2
)
, (5.17)
ainsi sup
x∈[0,x2
2
]
∣∣∣∣sn(x)− 2√xχnc
∣∣∣∣ ≤ 1c√an
(
2
3
c
x2
2
3/2
+
2
5
x2
2
5/2
)
→ 0 si c → +∞. Ici on a
utilisé le fait que x22 < an et χn = O(c
1/2), voir [43]. En utilisant (5.17) on déduit que :
lim
x→0
n(x)
s˜n(x)
= 0, ainsi lim
x→0
n(x)
sn(x)
= 0. Donc, il existe η > 0 tel que pour tout x ∈]0, η[ on
ait
∣∣∣ n(x)sn(x) ∣∣∣ < 1. Puisque limc→∞x2 = 0, alors pour tout α > 0 il existe A > 0 tel que pour
tout c > A on ait x2 < α. Pour η = α on obtient le résultat.
En utilisant (5.16), on obtient x = 14an (sn(x)− n(x))2. Maintenant on peut écrire h(sn)
comme suit :
h(sn(x)) =
−1
16r(0)
4an
(S(x)− n(x))2 + f1(x) =
−1
4s2n(x)
+ F (sn(x)), (5.18)
où F (sn(x)) est obtenue en ajoutant à f1(x) le développement en série de 4an(sn(x)−n(x))2
sauf le premier terme. Alors F (sn(x)) est une fonction continue sur [0, x22 ] et l’équation
(5.14) se met sous la forme, en posant z = sn(x) :
U
′′
(z) +
(
c+
1
4z2
)
U(z) = F (z)U(z), (5.19)
Il est connue,voir [1], que les solutions de l’équation sans second membre associée à (5.19)
sont de la forme :
U1(z) =
√
cz
1
2J0(
√
cz) et U2(z) =
√
cz
1
2Y0(
√
cz),
où J0 et Y0 sont réspectivement les fonctions de Bessel d’ordre zéro de première et de
deuxième espèce. Une solution générale U de (5.19) vérifie (voir [39]) :
U(z) = AnU1(z) +BnU2(z) +
√
zRc(z), (5.20)
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où An et Bn sont des constantes réelles, et
Rc(z) =
1
W(U1, U2)
∫ z
0
K(z, t)F (t)U(t)dt,
où K(., .) est le noyau continue sur [0, sn(x22 )]× [0, sn(x22 )], défini par :
K(z, t) =
1√
z
[U1(z)U2(t)−U1(t)U2(z)] =
√
t[J0(
√
cz)Y0(
√
ct)−J0(
√
ct)Y0(
√
cz)], (5.21)
et W(U1, U2)(t) = U1(t)U ′2(t)− U
′
1(t)U2(t) =
2
pi
, est le wronskien de U1 et U2. Une solu-
tion générale de (5.12) est alors donnée par :
Φn,c(x) =
A
√√
czJ0(
√
cz)
x1/4
(
χn−x(x+c)
c
)1/4 + B
√√
czY0(
√
cz)
x1/4
(
χn−x(x+c)
c
)1/4
+
√
z
x1/4
(
χn−x(x+c)
c
)1/4Rc(z). (5.22)
Il est facile de vérifier que :
lim
x→0
√
sn(x)
x1/4
= 2
√
an.
Il reste à montrer que lim
c→+∞ supS∈[0,sn(a)]
|R(S)| = 0. Pour cela, on pose :
sup
(z,z′)∈[0,sn(a)]2
|K(z, z′)| = MK , sup
z∈[0,sn(x22 )]
|F (z)| = MF , sup
z∈[0,sn(x22 )]
|U(z)| = MU . (5.23)
Si on pose C1 = MKMFMU , alors, pour tout z ∈ [0, sn(x22 )], on a |Rc(z)| ≤ C1sn(x22 ).
En se basant sur le fait que lim
c→+∞ sn(
x2
2
) = 0, on déduit que lim
c→+∞ sup
z∈[0,sn(x22 )]
|R(z)| = 0.
Noter ici que Φn,c admet une limite finie à droite en 0, donc la constante Bn doit être
égale à 0. Enfin, dans le cas où c 1 et x ∈ [0, x22 ], on a le théorème suivant :
Théorème 5.1 Pour tout x ∈ [0, x22 ], il existe une constante C1 telle que∣∣∣∣∣∣∣Φn,c(x)−
An
√√
χnsn(x)J0(
√
χnsn(x))(
xχn−x(x+c)c
)1/4
∣∣∣∣∣∣∣ ≤
C1sn(x22 )√
c
, (5.24)
où An est une constante réelle qui ne dépend que de n.
95
b) x ∈ [x22 , x2] :
Dans ce cas on écrit rn(x) = (x2 − x)rn,0(x), où rn,0(x) = 1c (x − x1). Comme précé-
demment, on cherche les solutions de (5.12) de la forme Φn,c(x) = ψn(x)V (tn) où ψn est
définie par (5.13) et :
tn(x) =
∫ x2
x
√
rn(t)
k(t)
dt. (5.25)
En utilisant le changement de variable (5.25), l’équation (5.12) donne naissance à l’équa-
tion différentielle en V sous la forme suivante :
V
′′
(z) + (c+
5
36z2
)V (z) = z
−4
3 F1(z)V (z), (5.26)
où z = tn(x) et F (tn(x)) est une fonction continue sur [x22 , x2]. On sait, d’après [1], que
les fonctions de Bessel de première espèce
√
czJ 1
3
(cz) et
√
czJ− 1
3
(cz) vérifient l’équation
différentielle sans second membre associée à (5.26) ainsi que toute combinaison linéaire
de ces dernières. De là, en utilisant la relation liant les fonctions de Bessel d’ordre ±13
avec les fonctions d’Airy Ai and Bi, voir ([41]), et en posant :
V1(z) = 3
(
2
3
) 1
3
(cz)
1
6 Ai(−z1) et V2(z) = 3
(
2
3
) 1
3
(cz)
1
6 Bi(−z1), (5.27)
on obtient qu’une solution V (z) de (5.12) vérifie :
V (z) = AnV1(z) +BnV2(z) +
∫ z
z0
K(z, t)t−
4
3F (t)V (t)dt, (5.28)
avec K(z, t) = −pi
c
(V1(z)V2(t)− V1(t)V2(z)) . On utilise les valeurs de Ai et Bi en 0 et
leurs développements asymptotiques en +∞ (voir ([41]) et on observe que V (z)
z
1
6
est borné.
On pose C2 = (z − z0)IML, avec
M = max
x∈[z0,z]
V (x)
x
1
6
, L = max
x∈[z0,z]
F (x) et I = ψ(x)
∫ z
z0
K(z, t)t−
7
6dt.
On obtient le théorème :
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Théorème 5.2 Il existe une constante C2 telle que
sup
x∈[x2
2
,x2]
∣∣∣∣∣Φn(x)− An (cz)
1
6 Ai(−z1) +Bn (cz)
1
6 Bi(−z1)
(k(x)rn(x))
1
4
∣∣∣∣∣ ≤ C2c . (5.29)
c) x ∈ [x2,∞[.
On écrit (5.11) sous la forme :
d
dx
(k(x)Φ
′
n,c(x))− cr1n(x)Φn,c = 0, (5.30)
où r1n = −rn. On a r1n(x2) = 0 et pour x ∈]x2,∞[ on a rn(x) > 0 et k(x) > 0. Comme
on a fait précédemment, on cherche une solution de (5.30) de la forme :
Φn,c = βn,c(x)W (ln), avec ln(x) =
∫ x
x2
√
r1n(t)
k(t)
dt et βn,c = (r1n(x)k(x))
−1
4 . (5.31)
Alors, il existe un réel positif A tel que sur [x2, x2 +A] et par le changement de variable
et de fonction (5.31) on déduit de (5.11) que W vérifie :
W
′′
(z)− (c+ 5
36z2
)W (z) = z
−4
3 F2(z)W (z), (5.32)
avec z = ln(x). On sait d’après [39] que les fonctions de Bessel modifiées
√
czI 1
3
(cz) et
√
czI− 1
3
(cz) sont solutions de (5.32). D’autre part, d’après ([41]), on a :
I−ν = Iν +
2
pi
sin νpiKν . (5.33)
En utilisant les relations liant les fonctions d’Airy et les fonctions de Bessel modifiées
d’ordre ±13 on trouve que :
W1(z) =
√
3
(
2
3
) 1
3
(cz)
1
6 Ai(z1) et W2(z) =
√
3
(
2
3
) 1
3
(cz)
1
6 Bi(z1). (5.34)
Ainsi, une solution W de (5.32) vérifie :
W (z) = A1V11(z) +B1V12(z) +
∫ z
z0
K(z, t)t−
4
3F2(t)W (t)dt, (5.35)
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où K(z, t) = −pi
c
(W1(z)W2(t)−W1(t)W2(z)) . On sait que pour x  1, et si on pose
ξ = 23x
3
2 , on a :
Ai(x) ∼ e
−ξ
2pi
1
2x14
Bi(x) ∼ e
ξ
pi
1
2x14
. (5.36)
Puisqu’on cherche des solutions bornées, alors on doit prendre B1 = 0. Alors on obtient
le théorème suivant :
Théorème 5.3 Il existe une constante C3 telle que
sup
x∈[x2,+∞]
∣∣∣∣∣Φn,c(x)− A1n (cz)
1
6 Ai(z1)
(k(x)r1n(x))
1
4
∣∣∣∣∣ ≤ C3c . (5.37)
5.3.2 Cas c fixé et n large :
Dans cette section on utilisera les techniques utilisées dans ([8]). On s’intéresse au compor-
tement asymptotique des fonctions Φn,c(x) de (5.11) pour c fixé et n large. On écrit (5.11) de
la manière suivante :
d
dx
(k(x)Φ
′
n,c(x)) + χnrn(x)Φn,c = 0, (5.38)
où k(x) = x et rn(x) = 1− x(x+ c)
χn(c)
. On note x1 < 0 et x2 > 0 les zéros de rn(x). On a alors :
x2 =
√
c2 + 4χn − c
2
=
2χn√
c2 + 4χn + c
<
χn
c
.
Selon les valeurs du réel x on distingue les cas suivants :
a) 0 ≤ x ≤ a < x2
On introduit les changements de variable et de fonctions suivants :
sn(x) =
∫ x
0
√
rn(t)
k(t)
dt (5.39)
Φn,c = ψn,c(x)Un(sn), (5.40)
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où ψn,c(x) =
1
(k(x)rn(x))1/4
=
1
(x(1− x(x+c)χn(c) ))1/4
. Par ce changement, (E) se transforme
en une nouvelle équation différentielle donnée par :
U
′′
n (sn) + (χn − hn(sn))Un(sn) = 0, (5.41)
où
hn(sn) =
1
x
1
4rn(x)
−14 + x2 r
′
n
rn
+ x2
(r′n
rn
)′
− 1
4
(
rn
′
rn
)2
=
−1
16x
+
1
16x
[
1− 1
rn(x)
]
+
1
4rn(x)
12 r
′
n
rn
+ x
(r′n
rn
)′
− 1
4
(
r
′
n
rn
)2
=
−1
16x
+ f2(x).
Ici, f2(x) =
1
16x
[
1− 1
rn(x)
]
+
1
4rn(x)
12 r
′
n
rn
+ x
(r′n
rn
)′
− 1
4
(
r
′
n
rn
)2 est une fonc-
tion continue sur [0, a[. Ecrivons hn(sn) en fonction de sn. Pour cela, on a besoin du
lemme suivant
Lemme 5.2 Pour x ∈ [0, a], il existe une fonction n,c telle que
sn(x) = 2
√
x+ n,c(x),
et il existe un voisinage V de zéro tel que
∀x ∈ V,
∣∣∣∣n,c(x)sn(x)
∣∣∣∣ < 1.
Preuve : Réécrivons sn de la manière suivante :
sn(x) =
∫ x
0
√
rn(t)
t
dt =
∫ x
0
1√
t
dt+
∫ x
0
√
rn(t)− 1√
t
dt
= 2
√
x+ n,c(x), (5.42)
où on a posé n,c(x) =
∫ x
0
√
rn(t)− 1√
t
dt. Pour a ≤ χ1/4n on a :
sup
x∈[0,a]
|n,c(x)| ≤ χ1/4n
χ
1/8
n (χ
1/4
n + c)
χn
.
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Par conséquent, on a :
|sn(x)− 2
√
x| ≤ (χ
1/4
n + c)
χ
5/8
n
, ∀ x ∈ [0, a]. (5.43)
De l’équation (5.42), on déduit que x =
(sn(x)− n,c(x))2
4
. Ainsi on a n,c(x)
2
√
x
→ 0 quand
x→ 0, et par suite n,c(x)sn(x) → 0 quand x→ 0. D’où le résultat.
Du lemme 5.2, en écrivant le développement en série au voisinage de zéro de la fonction
1
1− n,c(x)sn(x)
, on obtient
h(sn) =
−1
4(sn(x)− n,c(x))2 =
−1
4(sn(x))2
+ f3(x), (5.44)
où f3 est une fonction continue sur [0, a]. Soit F la fonction définie par F (sn(x)) = f3(x).
Alors F est continue sur [0, a]. De l’équation (5.41) et (5.44), on déduit que Un(sn) est
une solution de l’équation différentielle suivante
U
′′
n +
(
χn +
1
4(sn)2
)
Un = F (sn)Un, (5.45)
où sn ∈ [0, sn(a)]. Il est connu, voir [1], qu’une solution de l’équation homogène associée
à (5.45) est de la forme
Un,1(sn) =
√
αnsnJ0(αnsn), Un,2(sn) =
√
αnsnY0(αnsn),
où αn =
√
χn et J0 et Y0 sont respectivement, les fonctions de Bessel d’ordre 0 de première
et de deuxième espèce. Une solution générale de (5.45), est alors de la forme
Un(sn) = AnUn,1(sn) +BnUn,2(sn) +Rαn(sn), (5.46)
oùRαn(sn) =
√
sn
W (Un,1, Un,2)
∫ sn
0
Kαn(sn, s
′)F (s′)Un(s′)ds′. Ici l’expression du noyauKαn
est Kαn(s, s′) = µn
√
s′[J0(αns)Y0(αns′) − J0(αns′)Y0(αns)] et le wronskien de Un,1 et
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Un,2 est W (Un,1, Un,2) = Un,1(s)(Un,2)′(s)− (Un,1)′(s)Un,2(s) = 2αn
pi
, voir [1]. Le noyau
Kαn(s, s′) est continue sur [0, sn(1)]× [0, sn(1)]. Une solution de (5.38) vérifie :
Φn,c(x) =
An
√
αnsnJ0(αnsn)
x1/4
(
1− x(x+c)
α2n
)1/4 + Bn√αnsnY0(αnsn)
x1/4
(
1− x(x+c)
α2n
)1/4
+
pi
√
sn
2αnx1/4
(
1− x(x+c)
α2n
)1/4 ∫ sn
0
Kαn(sn, s
′)F (s′)Un(s′)ds′. (5.47)
Puisque lim
x→0+
sn(x)√
x
= 2, alors
lim
x→0+
Un,2(sn(x))
x1/4
(
1− x(x+c)
µ2n
)1/4 = limx→0+ Y0(αnsn(x)) = limy→0+ Y0(y) = −∞.
Par conséquent, Φn,c(x) admet une limite finie en x0 = 0 si et seulement si Bn = 0. Dans
ce cas, l’expression de Φn,c(x) est donnée par :
Φn,c(x) =
An
√
αnsnJ0(αnsn)
x1/4
(
1− x(x+c)
α2n
)1/4 + pi√sn
2αnx1/4
(
1− x(x+c)
α2n
)1/4 ∫ sn
0
Kαn(sn, s
′)F (s′)Un(s′)ds′.
(5.48)
Puisque la fonction gn(x) =
√
sn
x1/4
(
1− x(x+c)
α2n
)1/4 est continue sur [0, sn(a)] alors il existe
βn ∈ R+ telle que : sup
x∈[0,sn(a)]
|gn(x)| ≤ βn. Soit Ln = sup
sn∈[0,sn(a)]
∫ sn(a)
0
|Kαn(sn, s′)F (s′)|ds′
etMn = sup
sn∈[0,sn(a)]
|Un(sn)|. En utilisant les mêmes notations que dans (5.48), on obtient :
∣∣∣∣∣∣∣Φn,c(x)−
An
√
αnsnJ0(αnsn)
x1/4
(
1− x(x+c)
α2n
)1/4
∣∣∣∣∣∣∣ ≤
pi
2αn
LnMnβn. (5.49)
D’après [39], on sait que Mn ≤ M˜n
1− Lnαn
, où M˜n = sup
sn∈[0,sn(1)]
|Un,1(sn)|. Donc, (5.49) im-
plique ∣∣∣∣∣∣∣Φn,c(x)−
An
√
αnsnJ0(αnsn)
x1/4
(
1− x(x+c)
α2n
)1/4
∣∣∣∣∣∣∣ ≤
piβnM˜nLn
2(αn − Ln) = αn. (5.50)
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On va montrer que pour c ∈ R+ fixé, n >> 1 et pour la normalisation de Φn,c, donnée
par 2pi
∫ 1
0 (Φn,c(x))
2 dx = 1, on a limn→+∞An ∼ 1.
Lemme 5.3 Pour c ∈ R+ fixé et n >> 1, on normalise les fonctions Φn,c par
2pi
∫ 1
0
(Φn,c(x))
2 dx = 1,
alors
lim
n→+∞An ∼ 1.
Preuve : D’après (5.50) et le fait que s
′
n(x) =
√
1− x(x+c)
α2n
x
, on obtient :∫ 1
0
(Φn,c(x))2dx ∼ A2n
∫ 1
0
µnsn(x)(J0(αnsn(x)))2
1
√
x
√
1− x(x+c)
α2n
dx
= A2n
∫ 1
0
αnsn(x)(J0(αnsn(x)))2
s
′
n(x)
1− x(x+c)
α2n
dx
∼ A2n
∫ 1
0
αnsn(x)(J0(αnsn(x)))2s
′
n(x)dx.
En posant t = αnsn(x) dans l’intégrale précédente, on obtient :∫ 1
0
(Φn,c(x))2dx ∼ A
2
n
αn
∫ αnSn(1)
0
t(J0(t))2dt. (5.51)
De plus, en utilisant l’identité suivante, voir [3] :∫ x
0
t(J0(t))2dt =
x2
2
[(J0(x))2 + (J1(x))2],
on écrit (5.51) comme suit :∫ 1
0
(Φn,c(x))2dx ∼ A
2
nαn
2
[(J0(αnsn(1)))2 + (J1(αnsn(1)))2]. (5.52)
En utilisant le developpement asymptotique des fonctions de Bessel suivant, voir [1] :
Jν(z) =
√
2
piz
cos
(
z − pi
2
ν − pi
4
)
+O
(
1
z
)
,
102
et la normalisation Φn,c(x) de sorte que
∫ 1
0
(Φn,c(x))2dx =
1
2pi
, on déduit le résultat.
Ainsi, d’après (5.50), on aboutit au théorème suivant
Théorème 5.4 Pour c ∈ R+ fixé et n >> 1, il existe une constante αn qui ne dépend
que de n telle que ∣∣∣∣∣∣∣Φn,c(x)−
An
√
αnsnJ0(αnsn)
x1/4
(
1− x(x+c)
α2n
)1/4
∣∣∣∣∣∣∣ ≤ αn.
b) x ∈ [a, x2] :
On procéde de la même manière que dans le paragraphe précédent, en posant dans (5.11)
tn(x) =
∫ βn
x
√
rn(t)
k(t)
dt, on trouve que les fonctions Φn,c se comportent comme :
Cn
χ
1/4
n (
√
χntn(x))1/6Ai
(−(32√χntn(x))2/3)
(x(χn − x(x+ c)))1/4
, (5.53)
où Cn est une constante qui ne dépend que de n, et Ai est la fonction d’Airy de première
espèce.
c) x > x2 :
De même, on trouve que les fonctions Φn,c se comportent comme suit :
A1n
χ
1/4
n (
√
χnτn(x))1/6Ai
(−(32√χnτn(x))2/3)
(x(−χn + x(x+ c)))1/4
, (5.54)
où τn(x) =
∫ x
βn
√
−rn(t)
k(t)
dt, et A1n est une constante qui ne dépend que de n.
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Chapitre 6
Exemples numériques
Dans ce dernier chapitre, on présente quelques exemples numériques qui illustrent cer-
tains résultats des chapitres précédents. Pour cela, on commence par rappeler que les fontions
d’ondes sphéroïdales à ellipsoïde allongé, ψn,c, sont les fonctions propres de l’opérateur diffé-
rentiel, Lc, défini pour ψ ∈ C2([−1, 1]) par :
Lc(ψ) = − d
dx
(1− x2)dψ
dx
+ c2x2ψ. (6.1)
L’opérateur (6.1) commute avec l’opérateur intégral Fc définie par :
Qc(ψ)(x) =
∫ 1
−1
sin c(x− y)
pi(x− y) ψ(y)dy. (6.2)
Cet opérateur intervient dans le calcul de la propbabilité, E(n, s), pour qu’une matrice aléa-
toire (GUE) admet exactement n valeurs propres dans un intervalle de longueur s. Une telle
probabilité est illustrée dans les figures (6.1) et (6.2S). Noter que E(n, s) est donnée par les
formules de Mehtha suivantes, voir [37] :
E(0, s) =
∞∏
i=0
(1− λi(pi2 s)), (6.3)
E(n, s) =
(−1)n
n!
dn
dzn
∏
i≥0
(1− zλi(pi2 s)
 /z=1 = E(0, s) ∑
0≤i1<···<in
n∏
j=1
λij(pi2 s)
1− λij(pi2 s)
. (6.4)
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Pour le calcul des λi, on remarque que (6.2) s’écrit, pour une fonction continue f, sous la forme
c
2piF
?
c (Fcf)(x) = Qc(f)(x), où Fc est l’opérateur intégral défini par :
Fc(ψn,c)(x) =
∫ 1
−1
eicxyψn,c(y)dy = µn(c)ψn,c(x), (6.5)
où µn(c) est la nième valeur propre de Fc associée à la fonction propre ψn,c. Noter que des
approximations précises de ψn,c sont obtenues en utilisant la méthode de calcul développée
dans [28]. En effet, on écrit les ψn,c dans la base {P˜k, k ≥ 0} de L2 ([−1, 1]) , où P˜k est le
polynôme de Legendre de degré k normalisé de sorte que ‖P˜k‖2 = 1, alors on a :
ψn,c(x) =
∑
k≥0
βnk P˜k(x), (6.6)
où les βnk vérifient la relation de récurrence à trois termes suivante :
(k + 1)(k + 2)
(2k + 3)
√
(2k + 5)(2k + 1)
c2βnk+2 +
(
k(k + 1) +
2k(k + 1)− 1
(2k + 3)(2k − 1)
)
c2βnk
+
k(k − 1)
(2k + 3)
√
(2k − 1)(2k − 3)c
2βnk−2 = χn(c)β
n
k , k ≥ 0.
D’après [8], il existe une suite de réels positifs (Ck)k telle que |βnk | ≤ Ck et la série
∑
k≥0
|Ck
√
k + 1/2|
converge, d’où la convergence uniforme de la série dans (6.6). D’autre part, on sait, voir [38],
que : ∫ 1
−1
eixyP˜k(y)dy = ik
√
k + 1/2
√
2pi
x
Jk+1/2(x), ∀x 6= 0, (6.7)
avec Jk+1/2 est la fonction de Bessel de premier espèce d’ordre k + 1/2. Maintenant, en rem-
plaçant (6.6) dans (6.5) et en combinant avec (6.7), on trouve que :
∑
k≥0
βnk i
k
√
k + 1/2
√
2pi
cx
Jk+1/2(cx) = µn(c)
∑
k≥0
βnk P˜k(x). (6.8)
En prenant x = 1 dans (6.8), on trouve que les µn(c) sont calculés à partir des βnk par la relation
suivante :
µn(c) =
∑
k≥0 β
n
k i
k
√
k + 1/2
√
2pi
c Jk+1/2(c)∑
k≥0 β
n
k
√
k + 1/2
. (6.9)
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Ainsi, de (6.9) et du fait que λn(c) = c2pi |µn(c)|2, avec µn(c) = in|µn(c)|, on peut calculer,
pour des valeurs particulières n et c la valeur propre λn(c). En utilisant la méthode précédente
de calcul des valeurs propres λn développée dans [30] et en appliquant (6.3) avec le produit
infini tronqué, à un ordre convenable, et des valeurs de si = n + i × (0.1), i = −30, ..., 30, de
s, on obtient les courbes suivantes des approximations de E(30, s) et E(70, s). Pour illustrer
Fig. 6.1 – E(n, s) pour n = 30.
Fig. 6.2 – E(n, s) pour n = 70.
certaines résultats du chapitre 3, on compare les ψn,c avec leur approximant par la formule
(4.76).
106
Pour cela, on considère des valeurs particulières du paramètre c et n, données par n = 20
et c = 50. Dans ce cas on prend qn ∼ 0, 85. Ainsi, on utilise la formule (4.76) pour avoir des
approximations des valeurs de ψn,c(x) sur l’intervalle [0, 1]. On rappelle que la constante décrite
dans (4.76) est fixée pour la condition ϕn,c(1) = 1. Dans ce cas, on obtient les résultats données
par les figures suivantes :
Fig. 6.3 – (a) graphe de ψn,c(en noir) et de ψ˜n,c(en bleu), (b) Graphe de l’érreur d’approxima-
tion.
De la même manière, pour illustrer les résultats du chapitre 4, on compare Φn,c avec son
approximant donné par (5.1). Ici, on considère le cas c = 25 et n = 4. Tout d’abord, on rappelle
que l’opérateur différentiel (5.9) et l’opérateur intégral à noyauxK2 donné par (5.3) commutent.
Donc ils ont les mêmes fonctions propres Φn,c. Pour calculer Φn,c, on utilise le principe de calcul
developé dans [10]. On écrit le developpement en série de Fourier des fonctions Φn,c suivant
une base de fonctions d’Hermite {hn, n ∈ N}, donné par (1.23). On a alors :
Φn,c(x) =
+∞∑
k=0
ankhk(x), x ≥ 0 (6.10)
où ank =
∫ +∞
0
Φn,c(t)hk(t)dt. Dans [32], on montre que les ank sont donnés par la formule de
récurrence à 5 termes donnée par la proposition suivante :
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Proposition 6.1 En suivant les mêmes notations, la suite (ank)k est donnée par la relation de
récurrence suivante :
ank−2k(k − 1)− ank−1
[(
c− 1
4
)
k + 4k2
]
+ ank
[
6k2 +
(
13
2
+ 2c
)
k +
9
4
+ c+ χn(c)
]
+
ank+1
(
4k − 1
4
+ c
)
k + ank+2(k + 1)(k + 2) = 0. (6.11)
On peut écrire (6.11) sous la forme matricielle Ma = −χna, où a est le vecteur dont les
composantes sont (ank)k∈N etM = [bk,l]k,l≥1 est la matrice dont les éléments sont donnés par :
bk,k = 6(k − 1)2 +
(
13
2
+ 2c
)
(k − 1) + 9
4
+ c, bk,k+1 =
(
4k − 1
4
+ c
)
k, bk,k+2 = k(k + 1),
bk+1,k = bk,k+1, bk+2,k = bk,k+2, et bj,k = 0 sinon.
Si on tronque cette matrice à un ordre suffisemment grand, et en calculant ses valeurs propres,
on trouve qu’elles représentent une bonne approximation des valeurs propres de M. Dans le
cas particulier où c = 25, on applique (6.10) et (6.11) et on obtient les graphiques suivantes
des fonctions Φn,c pour 0 ≤ n ≤ 4. De plus, pour n = 4 et c = 25, on a utilisé le théorème
Fig. 6.4 – graphe de Φn,c(x), c = 25.
(5.1) pour calculer une approximation précise des Φn,c(x) pour 0 ≤ x ≤ 3. Le résultat obtenu
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est illustré par le graphe suivant qui met en évidence la qualité de l’approximation des Φn,c(x)
par nos formules asymptotiques.
Fig. 6.5 – (a) graphe de Φn,c(en noir) et son approximation par la méthode WKB (en bleu),
(b) graphe de l’erreur.
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