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Dans  cet  article,  nous  caractérisons  quatre  de  ces  sys­
tèmes en utilisant le modèle de Card, Mackinlay et Ber­
tin. La spécificité des visualisations étudiées nous amène 
à  étendre  ce modèle  en  différenciant  les  formes  codant 
l’information volontairement, des formes générées par le 
processus d’émergence de la Gestalt , en précisant les re­
lations  hiérarchiques  entre  éléments  graphiques,  et  en 
explicitant  le  rôle  du  temps  dans  la  dynamique  de 
l’interface.  Ces  travaux  permettent  de  caractériser  plus 
précisément  les  visualisations,  d’affiner  notre  compré­
hension  des  transformations  qui  génèrent  une  visualisa­
tion,  ainsi  que  le  rôle  de  la  perception  dans 
l’interprétation d’une visualisation. 







us  to extend  this model by clarifying  the role of time in 
the  dynamics  of  the  interface,  by  specifying  the  hierar­
chical  relations between graphic elements, and by diffe­
rentiating  the  forms  coding  information  deliberately, 
from  the  forms  generated  by  the  emergence  process  of 
the Gestalt. This work permits  to characterize visualiza­
tions more  precisely,  to  refine  our  understanding of  the 
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tiels  des  systèmes  de  visualisation  [5].  Dans  le  cas  de 
l’analyse,  une  visualisation  permet  de  trouver  des  rela­
tions entre des données en percevant des structures gra­
phiques  émergentes,  comme  un  alignement  dans  un 
nuage  de  points.  Dans  le  cas  de  la  communication,  un 
utilisateur  qui  a  mis  au  jour  ces  relations  les  présente 
dans un document  afin de  transmettre un message à  ses 
lecteurs. 
Les systèmes de contrôle du trafic aérien (ATC, Air Tra­
fic  Control)  présentent  des  informations  en  utilisant  de 
nombreuses variables visuelles. En ce sens, elles sont as­





disposer  d’une  telle  caractérisation permettrait  aux  con­
cepteurs  de  ne  pas  réinventer  ces  dernières,  ou  au  con­
traire de réutiliser des visualisations intéressantes. 
Cet  article  présente  l’utilisation  et  l’extension  d’une 
taxonomie  de  visualisation  [7]  pour  caractériser  des  vi­
sualisations  ATC.  La  première  partie  est  consacrée  à 
l’état  de  l’art  dans  le  domaine  de  la  représentation 
d’informations,  suivie de  l’étude détaillée du modèle de 
caractérisation que nous utilisons.  La deuxième première 






Bertin  a  introduit « la graphique »  [5]  ,  une  techique de 
représentation qui permet l’analyse et la communication. 
La  graphique  permet  de  décrire  les  représentations  en 
utilisant  trois  types  de  marques,  ou  d’« implantations » 
: le point, la ligne et la zone. L’implantation s’inscrit sur 
une  feuille  de  papier  à  trois  dimensions :  une  longueur 
(x), une hauteur (y) et une « profondeur » (z). La profon­
deur  n’est  pas  la  représentation  d’une  distance  par  rap­
port  à  la  surface  de  la  feuille,  mais  l’utilisation  de  va­
riables visuelles comme la  taille,  le grain,  la  luminosité, 
la  couleur,  l’orientation  et  la  forme.  Les  variables  vi­
suelles peuvent être ordonnables (O, « ceci est avant ce­
la »),  proportionnelles  (Q, « ceci  est  n  fois  cela »),  ou 
nominale (N, « ceci est différent de cela »). 
Mackinlay  a  poursuivi  les  travaux  de Bertin  en  présen­
tant  des  outils  permettant  la  génération  et  la  validation 
d’interfaces graphiques [17]. Il développe notamment un 
langage  graphique  pour  codifier  une  représentation,  et 








différentes  représentations  graphiques  d’informations 
sous forme de tableau [7]. La taxonomie s’appuie sur une 
partie de la théorie de Bertin. Elle permet aux auteurs de 
caractériser  un  ensemble  de  visualisations  connues, 
comme  les matrices  ordonnables    [5,  18],  les  TreeMap 
[13] ou encore  les ConeTree [19]. Nous avons utilisé le 
modèle  de  C&M  que  nous  le  décrivons  plus  en  détail 
dans la section suivante. 
Card, Mackinlay et Shneiderman, ont réalisé un état des 
lieux  des  connaissances  dans  le  domaine  des  visualisa­
tions [6]. Ils ont crée un modèle (figure 1) qui décrit les 
visualisations comme une chaîne de traitements des don­
nées  brutes  jusqu’à  l’affichage.  Les  traitements 
s’appuient  sur  des  structures  de  données  intermédiaires 
manipulables  par  l’utilisateur.  Chi  a  détaillé  les  diffé­

























LE MODELE DE CARD ET MACKINLAY 
Nous utilisons le modèle de C&M [7] car il a permis de 
caractériser  une  large  gamme  de  visualisations.  Le mo­
dèle se base sur une représentation sous forme de matrice 
(Tableau 1)  [7]. Les  lignes  correspondent  aux    données 
d’entrées.  La  colonne  D  indique  le  type  de  la  donnée 





T. R  correspond à  la perception  rétinienne qui explicite 
la  méthode  employée  pour  représenter  visuellement 
l’information  (couleur,  forme,  taille…).  Les  liens  entre 
les  entités  graphiques  sont  notés  avec  ­  ,  et  la  notion 
d’encapsulation est symbolisée par [] .Enfin une distinc­
tion est faite si  la représentation de la donnée est traitée 
par  notre  système  perceptif  de manière  automatique  ou 
contrôlée. La perception automatique correspond aux va­
riables pré­attentives [23] ; elle ne demande pas d’effort 
cognitif  particulier.  La  perception  automatique  est  hau­
tement parallèle mais pauvre en information.  La percep­
tion  contrôlée  concerne  la  lecture  d’un  texte. C’est  une 
activité  qui mobilise  entièrement  le  système  cognitif,  et 
qui  laisse  peu  de  place  à  d’autres  activités  perceptives. 
Les  informations  transmises  sont  précises,  mais  leur 
temps de traitement est très lent. 




Name  D  F  D’  X  Y  Z  T  R  ­  []  CP 
                       
Tableau 1: le modèle de représentation de Card et Mackinlay 
En général,  il est nécessaire d’utiliser plusieurs transfor­
mations  pour  décrire  intégralement  une  visualisation. 
Implicitement, c’est la fonction principale de chaque vi­
sualisation  que  le  tableau  de  C&M  explicite.  Par 






crit  les  fonctions  principales  de  quatre  visualisations 
ATC. 




tion  classiques  sur plusieurs points. Premièrement,  elles 
sont  dynamiques :  elles  évoluent  au  cours  du  temps. 
Deuxièmement,    elles  sont  considérées  comme des  sys­
tèmes  de  supervisions,  car  les  transformations  ne  sont 
pas    modifiées  par  l’utilisateur.  Enfin,  elles  se  ressem­




radar  (Tableau  2)  (Figure  2),  soit  du  plan  de  vol  de 
l’avion (succession de points de référence que doit suivre 
l’avion  pendant  son  vol). Comme dans  le modèle  de  la 
Figure 1, nous considérons que les données sont stockées 











Nous  caractérisons  quatre  visualisations  en  utilisant  le 
modèle  de  C&M: ODS  (Operational  input  and Display 
System),  MAESTRO  (Moyen  d’Aide  pour  Ecoulement 
Séquencé  du  Trafic  Avec  recherche  d’Optimisation), 
ASTER (Assistant for TERminal Sectors) et ERATO (En 
Route  Air  Traffic  Organizer).  Pour  simplifier  notre  ap­
























Le  Tableau  3  énumère  les  légendes  que  nous  utilisons 
pour la caractérisation des visualisations. 
Image radar : ODS 
L’image  radar  est  la  visualisation principale utilisée par 
les  contrôleurs.  Elle  représente  la  position  des  avions 
dans l’espace aérien, vue du dessus. Le système utilisé en 
opérationnel  est  ODS  (Figure  3).  Une  scène  graphique 
ODS  est  une hiérarchie d’entités  regroupant des  formes 



























comportant  des  informations  sur  le  vol.  D’autres  élé­
ments  graphiques  sont  aussi  affichés,  comme  les  points 
RNAV  (balises  de  radionavigation),  routes,  cartes,  sec­
teurs etc. Nous ignorons ces éléments dans cet article. 
La position d’un vol est donnée par sa latitude et sa lon­
gitude.  La  fonction  de  transformation  f  est  une  simple 
mise à l’échelle sur l’écran. La représentation de la posi­
tion de  l’avion a comme  implantation  le point avec une 
forme de triangle non orientée (voir Tableau 4). 


















  P           
Tableau 4 : ODS 
Image verticale : ASTER 
La  fonction  principale  d’ASTER  est  d’afficher  une  vue 
en coupe verticale d’un secteur de contrôle. Elle est par­
ticulièrement utile à proximité des aéroports, lorsque les 







l’axes  des  abscisses  la  distance  à  un  IAF  (Initial  Ap­
proach  Fix,  point  de  radio  navigation). Une  forme  gra­
phique (dite « comète ») représente la position de l’avion 
issue des données radar (voir Tableau 5). 









e       
Afl  AFL  f  Q    P           
Tableau 5 : ASTER 
Séquencement : MAESTRO 
MAESTRO est un logiciel dédié à la régulation du trafic 
aérien  des  aéroports  de  Roissy,  Orly  et  du  Bourget.  Il 
permet de créer des séquences d’atterrissage. Dans la Fi­





des  avions  (callsign)  dans  une  séquence  chronologique 
d’atterrissage  (runway).  La  liste  des  avions  à 
l’atterrissage  est  affichée  sur  un  axe  des  temps  vertical 
avec  pour  chacun  son  heure  prévue  (land  time)  et  le 
nombre de minutes à perdre ou à gagner pour respecter la 
séquence  (delta  time).  La  couleur  permet  de  coder  la 
quantité de temps à perdre (Tableau 6). 











Q    Q    P           
Delta 
time 
Q    Q    P      C     













Data  D  F  D’  X  Y  Z  T  R  ­  []  CP 
t  Q  f  Q    P             
étiquette                  L    T 
Tableau 7 : Agenda ERATO 
Résultats 
Nous  avons  réussi  à  appliquer  le  modèle  de  C&M  à 
quatre visualisations ATC. Ce résultat montre que le mo­
dèle  est  adapté à  la caractérisation des  fonctions princi­
pales  de  ces  visualisations.  Par  ailleurs,  les  caractérisa­
tions  d’ODS,  d’ASTER,  de MAESTRO  et  de  l’agenda 
ERATO constituent une première étape dans la construc­
tion d’une taxonomie des visualisations ATC. 
EXTENSION DU MODELE 
Nous  avons  appliqué  le modèle  de C&M aux  fonctions 
principales.  Dans  cette  section,  nous  montrons  que  le 




Fonction secondaire : la piste radar ODS 
L’ensemble  des  informations  graphiques  concernant  un 


















de  chaîne.  Les  positions  passées  de  l’avion  sont  repré­
sentées par des carrés de plus en plus petits en fonction 
de  leur  ancienneté.  L’ensemble  des  positions  passées 
forme  la comète. Les  informations de vitesse, de niveau 






Un conteneur : l’étiquette 
L’étiquette est un groupe  formé par l’alignement vertical 
des lignes (Figure 8). Pour la caractériser, nous introdui­
sons  une  précision  sur  la  propriété  d’encapsulation 
(Tableau 8): 
? Deux entités graphiques sont groupées quand il existe 
une  relation  parent  fils  ([]  P­F)  entre  elles.  Par 
exemple  les lignes de l’étiquette radar sont des filles 
de  l’étiquette.  Il  s’agit  de  l’encapsulation  []  définie 
par C&M. 
? L’étiquette  est  constituée  de  lignes  de  texte  qui  sont 
groupées par leur justification à gauche. La forme, la 
























t Callsign  N    N  O  O+1         
AFL  Q    Q  O  O+2         
Trend  Q    Q  O+1  O+2         
exit 
beacon 
N    N  O  O         
Tableau 8 : Etiquette ODS 
 
Une forme émergente : la comète ODS 
La comète ODS en elle­même n’est pas une implantation 
dans  le  sens de Bertin  :  les positions passées de  l’avion 
se groupent par effet de continuité Gestalt [8], ce qui fait 
émerger  une  ligne  avec  ses  caractéristiques  propres 
(courbure,  régularité  de  la  texture  formée par  les points 
etc). Il n’est donc pas possible de la caractériser directe­
ment à l’aide du modèle de transformation de C&M. En 
revanche,  on  peut  caractériser  les  implantations  qui  la 
composent,  c’est­à­dire  les  formes  qui  codent  les  posi­
tions passées des vols. Ainsi, nous introduisons la notion 





























  P         
T  Q  f(Tcur)  Q          S     
Tableau 9 : Les carrés formant la comète d’ODS 
La  comète  est  perçue  comme  une  entité  par  les  utilisa­






parer  les  représentations,  il  est  essentiel  de  faire  figurer 
dans le modèle de caractérisation. 
Comparaison des comètes 
Le Tableau 10 décrit la caractérisation de la comète AS­
TER. La lecture des Tableau 9 et Tableau 10 ne permet 
qu’une  comparaison  partielle  des  comètes  ODS  et  AS­
TER. Par exemple, la vitesse de l’avion est codée dans la 
taille  de  la  comète ASTER,  ce qui  apparaît  dans  le  Ta­
bleau  10.  En  revanche,  la  vitesse  qui  émerge  de  la  co­
mète ODS, n’apparaît pas dans le Tableau 9. Le nombre 
d’informations  transmises  par  chacune  des  représenta­
tions n’est donc pas directement interprétable à partir des 
tableaux.  












e       
Afl  Q  F  Q    P           
Vz  Q  F  Q          O       
V  Q  F  Q          S       
Tableau 10 : modèle de la comète d'ASTER 









de  caractérisation.  La  méthode  consiste  à  recenser 
chaque forme graphique importante pour l’activité. Pour 






colonne  comporte  toutes  les données  classées par entité 
graphique,. La deuxième colonne donne l’implantation et 
les  variables  visuelles  utilisées.  Enfin,  la  dernière  co­
lonne décrit  une  fonction pour  synthétiser chaque entité 
graphique  :  Ligne,  Point,  Zone.  Par  exemple,  pour  le 


















































Le  Tableau  12  caractérise  la  comète  ASTER  avec  la 
fonction de transformation généralisée. La lecture du Ta­





LE TEMPS ET LA DYNAMIQUE DE L’IMAGE 
Dans  les sections précédentes, nous avons décrit des vi­
sualisations  statiques.  Dans  cette  section,  nous  explici­
tons l’utilisation du temps pour caractériser la dynamique 
des visualisations ATC, en prenant ODS pour exemple.  
L’aspect  dynamique  d’ODS  provient  de  deux  phéno­
mènes  différents.  Premièrement,  il  est  dû  aux  mises  à 
jour  régulières  des  données.  Chaque  mise  à  jour  pro­
voque une  transformation de  ces données  et  génère une 
nouvelle  image.  C’est  la  succession  des  images  qui  gé­
nère  la  perception  du mouvement  des  symboles  tête  de 











de  l’image. Nous  considérons que  le  temps  est manipu­
lable  à  ces deux niveaux.  Par  exemple,  il peut être  sus­
pendu au niveau de la mise à jour des données. Le trafic 
est  figé,  mais  pas  la  représentation :  les  animations  de 
l’image continuent de tourner (exemple : clignotement de 






Les  animations  comme  le  clignotement  des  étiquettes 
sont alors arrêtées, mais les symboles tête de chaîne res­
tent animés. 
Dans  la  taxonomie  de  C&M,  la  seule  notion  de  temps 
décrite est celle de la représentation sur l’écran à un ins­
tant  donné  (le  T  du  Tableau  1)  :  il  peut  être  considéré 
comme  le  numéro  de  l’image  dans  un  film,  dont 
l’utilisateur peut lancer le visionnage. Une façon de mo­
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  P           
T  Q  f  O        P         
Tableau 13: symbole tête de chaîne dynamique 
Cependant,  il  n’est pas possible de modéliser  la comète 
sous cette  forme. En effet,  le  film de  l’image est généré 
en  une  seule  passe  de  transformation.  Chaque  ligne  de 
données devrait  être  représentée autant de  fois qu’il y a 
de carrés dans une comète. Or, une ligne de données ne 
peut  donner  qu’une  seule  marque  graphique  par  trans­
formation.  Le  temps  de  la  représentation  T  de  C&M 














































lustre  le mécanisme  de  gestion  du  temps  au  niveau  des 
données. Les filtres sont modélisés par des RangeSlider. 
Le  filtre  de  gauche  permet  de  sélectionner  les  données 
dont  le  temps  est  inférieur  au  temps  courant.  Le  temps 




lectionner  l’élément  le  plus  récent.  Pour    la  comète,  il 
faut sélectionner les 5 éléments les plus récents. 
La dynamique des visualisations 
Ainsi,  l’étude  de  la  dynamique  dans  les  visualisations 
ATC, nous a permis d’identifier trois cas d’utilisation du 
temps: 





ro  de  l’image  à  afficher.  Par  exemple,  s’il  s’agit  du 





Le  choix  de  l’image  à  afficher  ne  dépend  d’aucune 
donnée. C’est le cas d’un choix de design particulier, 
qui  code  une  information  par  une  dimension  de 
l’animation [20]. L’exemple le plus simple est le cli­
gnotement d’un champ de l’étiquette. C’est ce type de 
codage  qui  permet  de  créer  des  transitions  différen­
ciées  [21].  Pour modéliser  ce  type  de  dynamique,  il 
est nécessaire d’introduire de nouvelles variables vi­
suelles [20]. 
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  P           
AFL  Q  f  O        P         
Tableau 14 : dynamique graphique par couche 
 
CONCLUSION ET PERSPECTIVES 
Dans cet article, nous avons appliqué le modèle de Card 
et  Mackinlay  pour  caractériser  quatre  visualisations  du 
domaine  du  contrôle  aérien. Nous  avons montré que  ce 
modèle, originalement conçu pour les visualisations pour 
l’exploration  de  données,  est  adapté  à  la  caractérisation 
des fonctions principales de systèmes de supervision dy­

















travail  permettra  de  trouver d’autres  informations émer­
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