A pair of Continuous-time Recurrent Neural Network (CTRNN) based agents called "Sender" and "Receiver" is evolved on a circular world. Their collective objective is to communicate and move to a target -the Sender needs to communicate the address of a target location on the circle, and the Receiver needs to move to that location after receiving the communication. In extension of previous work (Williams and Beer, 2008) , the agents are evolved under conditions different from the original work. Qualitative analysis of the most successful agent-pair shows that the Receiver's behavior is reminiscent of Newton's equations of motion in relating its initial velocity to the target address communicated to it. Further analysis using information-theoretic tools reveals a pair of neurons that hold crucial information required for the successful functioning of the Receiver. They are also shown to employ the same kind of information for slightly different purposes.
Background
An act of "referential communication" refers to a meaningful exchange of signals that "point to states of affairs removed in space and/or time" (Williams and Beer, 2008) . Nature abounds with such communication, between humans, for example, when we refer to things during conversations. A typical example in the simpler invertebrate world is the waggle dance of the bees. A forager bee explores its environment for food sources and once its finds them, returns to the hive and communicates the location of the source to other bees in a characteristic dance. Quite a few models have been developed to study this behavior in bees (see references in Williams and Beer, 2008) . Many of them start with the assumption of certain explicit signals that represent things in the environment. The model that Williams and Beer (2008) have developed argued against such approaches, in favor of a model in which signals are evolved. Their model consists of a Sender and a Receiver that coexist on a circular world. The task is to have the Sender communicate a certain target location to the Receiver and to have it successfully commute to that location. No assumptions are made about any coding system shared between the Sender and the Receiver that will help evolve the communication process. Instead, the Sender only has sensors through which it receives information and sensors through which it detects the proximity of the Receiver. Their evolved Senders "nudged" the Receivers in a characteristic way that that acted as a code for the information it transmitted. The point was that sensors and actuators could be evolved to be used for symbolic communication.
In this work, we setup a very similar evolutionary experiment and then analyze the evolved Sender-Receiver pair that solves the task successfully. Our main goal is to gain some operational insight into these agents so as to understand one possible way of referential communication better. In the original work, the earliest agent-pairs had evolved "shepherding" strategy where the Sender literally holds the hands of the Receiver until they both reach the target, or "sit and wait" strategy where the Sender is mostly stationary while bouncing around the Receiver and communicating when they meet. Later they modified the experimental setup to have something called a "constraint zone" within which the movement of the Sender was restricted, thus making the Sender communicate about target locations, to which it is spatially and temporally separated (in the true essence of referential communication). Successful solutions evolved under these conditions involved multiple Sender-Receiver interactions. Even though the setup was simple in their experiments, their evolved solutions were somewhat complex in that both the Sender and Receiver could move simultaneously for a certain period of time. In such cases, it would be difficult to understand exactly how the Sender was transmitting information to the Receiver. To overcome such difficulties, we made several modifications to their original setup. Mainly, we split the experiment into two clear phases, one of which is a communication phase. During this phase, only the Sender is allowed to move and the Receiver is clamped. During the following courier phase, the Sender is removed from the environment and the Receiver is allowed to move. These modifications have somewhat simplified the analyses. We were also able to evolve successful solutions to the problem with this new setup. We have analyzed the mechanisms of the evolved agents mainly using informationtheoretic tools.
Methods
A pair of agents, namely "Sender" and "Receiver" lives on a circular world. Any point on the world has a unique address associated with it. As the length of the world is chosen to be a fixed 10.0, the addresses range from 0.0 to 10.0. As the world is wrapped around, the addresses of its "edge", namely 0.0 and 10.0 coincide. The Sender (henceforth referred to as 'S') has a pair of "target sensors" and a pair of "agent sensors". Via one of its target sensors, S receives values ∈ [0,1] proportional to the absolute value of a "target" address, and on the other target sensor it receives its "complement", that is, 10 minus the former. Via its agent sensors, S receives values ∈ [0,1] corresponding to its clockwise and anticlockwise distances to the Receiver (henceforth referred to as 'R'). R has a similarly functioning pair of agent sensors, but instead of target sensors, it has a pair of "location sensors". Through them, it receives values ∈ [0,1] proportional to the absolute value of its own address and its complement, that is, its distance from the edge of the world. The maximum distance through which an agent can sense the proximity of the other (through its agent sensors) is 1/16 th of the world length. Each agent has a pair of motors, clockwise and anticlockwise, with which it can cruise around with a maximum possible velocity of 1/64 th of the world length at each integration step. Finally, the movement of S is restricted to a special area in the world called the "constraint zone" whose length is a quarter of the world's length. The zone stretches from the location 1.25 to 8.75 and is thus seated with its center on the edge of the world (see red stripes in fig. 3a and 3b below). In the original work, the constraint-zone was implemented to avoid shepherdinglike strategies from evolving. In our setup, since we have a separate communication phase when R is clamped, such strategies can't evolve. However, since S still has the freedom to move around, a constraint-zone shall contain that as well. Nevertheless, a constraint-zone could be thought of as a model for the bee hive where the dance is performed exclusively.
Each agent has a continuous-time recurrent neural network (CTRNN) based controller with the following state equation (Beer, 1995): where s is the state of the neuron, τ is the time constant, w ji is the connection strength between neurons j and i, θ is the bias, is the standard logistic activation function whose value denotes the output of the neuron in the range [0, 1] , and I represents the external input to the neuron scaled with a factor of w. Each agent has 4 sensory neurons (2 agent or target sensors and 2 location sensors), 5 inter-neurons and 2 motor neurons. Of course, the sensory neurons are only input-socketneurons unlike the rest that are processing-neurons. The interneurons are fully inter-connected and each one projects into both the motor neurons. Also, each sensory neuron projects into each of the inter-neurons. In all analyses below, we will use only the outputs of neurons and not their states.
The agent-pairs are evolved using a hill-climbing genetic algorithm with rank-based selection, from a population of 450 agent-pairs. The GA is constrained to search for the CTRNN parameters in the following ranges: connection weights and biases in the range [-16,16] , and time constants in [1, 30] . Mutation variance was varied between 5 and 8 in the searches. Most of the searches were run for about 10000 generations. Each agent-pair is evaluated on a set of 80 "trials". The trials consist of 8 different pairs of initial S-R locations (within the constraint zone) and each one headed for 10 different target locations that are equally spaced in the address range [2.5,7.5] . Thus, the target range is placed directly opposite to the constraint zone where the communication takes place. At the beginning of each trial, all neuron outputs are set to 0.
Each trial consists of two phases: a "communication phase" and a "courier phase". The communication phase lasts for 400 time steps (1 through 400) at the beginning of which S and R are placed in such a way that they are always within their proximities but separated by different distances in different trials. Throughout this phase, S constantly receives fixed inputs on its target sensors with respect to a particular target address. R receives inputs via its agent sensors only and its location sensors are switched off, during this phase. Further, only S is allowed to move and R is clamped. It is important to note that during this phase, both S and R have no information about their current locations. The following phase, namely the courier phases lasts for 960 time steps (401 through 1360). In this phase, S is removed from the world and the location sensors of R are switched on. R is now allowed to move and is expected to move to the target location whose address was communicated by S during the previous phase. Thus, the fitness score of the GA evaluation is simply an inverse function of the distance between R and the target at the end of the courier phase, averaged over all the 80 trials. Note that the performance of S is not factored in separately as it is implicitly tied to R's performance. Fig. 1 below shows the evolution of best performance in each run. A few GA searches quickly find good solutions in a few hundred generations but most of them take a couple of thousand generations to find good solutions. Thus, the problem-at-hand, even though designed to look quite simple is somewhat difficult to solve. 
Results
The best performing agent-pair achieved a performance of 96% over the 80 trials for which it was evolved. When the agent-pair was evaluated over 300 trials that come from 20 initial S-R separations each heading for a set of 15 targets (within the same range as presented during evolution), its generalization performance dropped to 93%. Fig. 2 shows the desired vs. actual destinations of R during those trials. It is evident that most of the trips that R makes reach very close to the target, with a few exceptions. Moreover, for every target, there are a few trips that do not land spot-on. Figures 3 show a few sample S-R trajectories. Fig. 3a show four different trials where S communicates four different target addresses to R, from the same initial S-R separation. Fig. 3b show four different trials where S communicates the same target address to R, from four different initial S-R separations.
In all these trials and all others not shown, S likes to moves to the right side of R and then move in a characteristic V-shaped trajectory. It is clear from these plots that the width of the Vshape varies with the target address. Fig. 3b also shows the effect of the constraint-zone. As S starts out more towards the right-edge of the zone, its Vtrajectory gets more flattened-out. This has implications on R's behavior and is discussed below. The trajectories of R, as they head towards the targets, do not contain any interesting features except for its consistency in always choosing to move clockwise (towards its left). This behavior is purely an evolutionary result and no design constraints could have forced it. As S is removed from the world at the end of the communication phase, R does not have the need to make a full round around the circle like what had evolved in the previous work by Williams and Beer. This behavior helps simplify the analysis a bit. 
Analysis Receiver behavior
We will focus our analysis almost entirely on the Receiver's behavior, in this paper. Our goal here will be to understand how R stores the information it receives from the Sender and then expresses it in commuting to the target. S' behavior will also be briefly discussed at the end of this section. Fig. 2 above shows that not all trips of R heading for a particular target land spot-on on the target. The origin of this inaccuracy is rooted deeply in the dynamics of both S and R, which could be exceedingly difficult to nail down. Our goal will be not to show the causes of R's imperfections, but to throw light on how R works when it does best. We will start with certain overt, qualitative aspects of its behavior and then make our first moves into finding what the neurons individually or jointly encode, using information-theoretic tools. As noted earlier, R is able to move during the courier-phase only. This phase starts from t = 401 and lasts until t = 1360. Fig. 4 above shows how the velocity of R varies with time, as it is heading for each target address from various points in the constraint-zone (see 'Methods'). As expected, it can be seen that the velocity goes to zero quicker for closer targets (near 7.5) than for the more distant targets. Note that since R always moves in the left direction (see' Results'), targets located near 7.5 are considered 'closer' and targets located near 2.5 are considered 'further' (see 'Methods' for addressingconvention). The correspondence of the braking-behavior of R with its initial distance to the targets is better pronounced in fig. 5 below: shorter trips in terms of initial distance halt sooner. Note that an arbitrary distance to target can correspond with multiple targets depending on R's initial distance to that target. What is also evident in fig. 5 is the correspondence of R's initial velocities (the dots in the plot) with its initial distance to the targets. That is, initial velocity increases with distance-to-target generally (not so for intermediate initial distances ranging from 2 to 4). This makes sense because one would start out slower to commute to closer destinations. However, initial velocities do not smoothly vary with distance for all target addresses. Fig. 4 shows that for a certain set of furthest-away target addresses ranging from 2.5 to about 5.0, the initial velocities are always at a constant maximum. The above observations suggest that initial velocity depends on both the target address and the initial distance to the target. This is shown in fig. 6 below. The general dependence of initial velocity on the desired distance to travel is reminiscent of a Newton's equation of motion that relates initial and final velocities, acceleration and distance. In our case, the above figures show that every Receiver achieves the maximum possible velocity (see 'Methods') at a visibly constant acceleration; initial velocity then depends on the distance to travel. We still know that distance alone does not determine initial velocity; target plays a role as well. This will be explained information theoretically later in this section. Based on our measurements, we will suggest that the mechanism of R first discriminates target addresses, then the possible distances to each target.
So far, the story is that S is able to successfully communicate the target address to R by prepping it up with an appropriate initial velocity, which is however not always perfect. At any rate, in order that R goes to the correct destination, it needs to constantly know its current location, as it moves. At the same time, it also needs to constantly remember the target location so it can be compared with the current location. Finally, it needs to make a decision to stop at the right time, based on the result of the comparisons. Although the velocity of R generally discriminates between target addresses, in fig. 4 , it can be seen that there is a small time window between t = 450 and 500 when all trips have reached almost the same maximum velocity. This means that the left motor neuron (referred to as 'ML' henceforth), which primarily drives R (as it always moves left), produces roughly about the same output during that time window regardless of where R is presently at or where it is heading for. In information-theoretic terms, it can be said that the neuron ML doesn't contain information about the target address or current location at least during that time period. However, that information needs to be available at all times. Of the 5 interneurons N1 through N5, one or more of them has to contain that information at any given point in time, either individually or jointly.
We will now define the term "mutual information" that will be used to measure the amount of inter-predictive power between two random variables. Our random variables will hold values of neuron outputs, target addresses or distances to targets. Suppose that X and Y are two random variables that can take any value from their respective ranges and that the values change over time. If at any given time t, we say with some uncertainty that X can assume certain values with certain probabilities, then does knowing the value of Y reduce that uncertainty and vice versa? In other words, does knowing the value or X or Y at time t make the other more predictable at that instant? A measure of mutual information shall help answer these questions. We say that higher the mutual information between X and Y, higher is this interpredictability between the two, on an average. Mathematically, mutual information (MI) is defined as follows (Cover and Thomas, 2006) : It can also be defined in terms of uncertainty of a random variable, as follows:
H(X) is the uncertainty in X, in bits. H(X|Y) is the uncertainty that remains in X when Y is known. X and Y are interchangeable in the above expression. Also, I(X;Y) can never be greater than H(X) because X can at best be fully dependent on or determined by Y, or at worst, is independent of Y. In the best case, H(X|Y) is zero, so I(X;Y) = H(X). In the worst case, H(X|Y) = H(X), so I(X;Y) = 0. We will also use an extended form of mutual information called "conditional mutual information", defined as follows (Cover and Thomas, 2006) : Thus I(X;Y|Z) is the expected value of I(X;Y) when Z is known. In terms of uncertainty, it is defined as follows:
That is, it is the amount of uncertainty that Y reduces in X when Z is already known. In fig. 7a below, we show how much mutual information exists between the three different random variables: output of neuron N1 (one of the five interneurons), the target addresses, and R's time-varying distance to the targets. Note that in the plot we show normalized mutual information with respect to X and X|Z, where I(X;Y) is divided by H(X) and I(X;Y|Z) is divided by H(X|Z) to illustrate the proportion of the reduction in uncertainty. Again, note that all measures of MI are computed at each time step, where data from all the 300 trials are considered. To estimate the probability distributions, we used quadratic interpolation with the following bin sizes: 0.01 for neuron outputs, 0.1 for target addresses and 0.05 for distances to targets. We chose these bin sizes based on trial and error until either the actual values of MI between different pairs of variables or the relative differences between them did not change.
As it can be seen, N1 contains appreciable amount information about the target address right from the beginning of the trip. It contains even more information about R's current distance to its target. These observations should be interpreted as follows: (i) knowledge of target address reduces the amount of uncertainty in the output of N1, given by the value of MI; at t = 401, it's about 50%, (ii) knowledge of distance to a target reduces the uncertainty in the output of N1; at t = 401, the reduction is about 80%. Mutual information measures can also be interpreted in terms of sets: each random variable can be represented by a set; MI between two random variables then corresponds to the degree of oneto-one and onto mapping between the two corresponding sets. Since we measure normalized I(X;Y) with respect to X, higher MI in our case means that there is a higher degree of one-toone mapping from X to Y; we will not be concerned about the onto mapping back from Y to X. Going back to our observations from fig. 7a , we can now say that there is more one-to-one mapping from distance-to-target to N1's output than from target addresses to N1's output. Information about the distance to target is crucial because the decision to stop would have to be made in a matter of a few time steps for the closest targets ( fig. 5 ). Since the decision to stop needs to be made sooner for closer targets, it could be fair to hypothesize that information about the current distance to the target depends on the values of the target addresses. That is, I(N1; Distance-to-Target) should depend on target address, and it does, as fig. 7a shows, quite significantly. It should however be noted that the high conditional mutual information also stems from the fact that for a given target address, there are only five different locations (initial distances) that R starts from. Imagine that five Receivers are simultaneously started from those initial locations. Then, based on figures 4 and 5, it can be seen that the inter-distances between the Receivers gradually reduce in a predictable way, as they all move towards the target. That is to say that given a time t, it should be possible to say with much certainty, the exact locations of each of the five Receivers, and in this case that certainty is also reflected in N1's output. Moreover, even when R comes to a halt, the "residual" distance to target ( fig. 2 ) still determines N1's output with considerable certainty. This is the reason why the conditional mutual information remains high throughout the trial period. On the other hand, the value of I(N1; Distance-to-Target) that is not conditioned on target address drops as time passes. This is probably because, as the clock ticks more and more trips come to a halt resulting in a shrinking of the set (reduction in variety) representing distance-to-target and a corresponding shrink in the degree of uniqueness of the mapping from that set to the N1 output set.
We will now briefly discuss a certain relationship between the mechanism of how different values of targets and distances to targets are represented in the Receiver's system and the above information-theoretic measures. It seems possible that evolution has sculpted the mapping of target addresses to N1 outputs in such a way that the mapped sub-ranges of N1 [0.01,0 .02] and so on. This is supported by the fact that the MI between N1 and distance-to-target is very high when the target address is given ( fig. 7a ). This also results in a less-than-perfect mapping between distance-totarget and N1, because a particular distance-to-target value can correspond with multiple targets (depending on the starting location of the Receiver). That means that given a distance to some arbitrary target, there will be some uncertainty left in determining the value of N1's output. The above hypothesis, if true, could be a reason for why the MI between target address and N1 output is not disrupted much throughout the courier phase ( fig. 7a ). This may be explained as follows. At the end of the communication phase, some target address is conveyed to R, resulting in a N1 output in a sub-range corresponding to that target. When the location sensors of R are turned on at t = 401, the output of N1 is directly affected by the feed from the location sensors. However, the mapping between the new N1 output and target addresses does not drastically change as the new values are still within the sub-range corresponding to the target; they only differ according to the distance to that target. These details lead to a hypothesis that is more relevant to the mechanism of R: high MI between target values (that is actually conveyed to R) and neuron outputs of R is not necessary; it can be just sufficient enough and structured appropriately in order there is room for high MI between distance-to-target values, which are more crucial, and the neuron outputs. Thus, the part of the mechanism of R that represents target addresses may act as a scaffold to the part that represents distances to targets.
Overall, a few important points of fig. 7a are the following. Neuron N1 contains crucial pieces of information necessary for R to function as expected, and is available throughout the trip. With regards to the mechanics of R, an important inference is that it becomes location-aware almost instantly as it begins its trip. This might seem obvious because the "location sensors" of R are connected to all the inter-neurons and therefore one might be tempted to say that the neural activity would have to be determined by the information fed by the sensors. This need not necessarily be the case, as each neuron constantly integrates or accumulates information from everything it is connected to, and not just the sensors. In our case, R has evolved to be highly sensitive to sensory information, as it is crucial. Finally, even though N1 loses and gains information, overall it retains it throughout the trip, perhaps with help from other inter-neurons.
In fig. 7b below, we show the same MI measurements that were made for N1, for neuron N5. Qualitative trends similar to those of N1 can be seen for this neuron. This may tempt one to conclude that N1 and N5 are functionally similar, but it turns out to be not the case, as explained below.
We will now show exactly when the decision to stop is made, and which neurons help it, at least partially. Fig. 8 below shows the relationship between R's velocity and its current distance to any target. It is evident that most of the trips of R start slowing down when its distance to their targets is about 2.0. Some of them stop short of this distance, and a few overshoot the target (negative distance values). In general, however, there seems to be a consistent pattern to the decision-making. We know that a change in velocity means a change in ML's output. We also know that at least N1 contains the information about the current distance to target, but it does not necessarily mean that N1 also makes the stop-decision or equivalently that it directly controls ML's activity. However, in our case, N1 does take part in the decisionmaking, but mostly for closer targets. Fig. 9 shows that and also that N5 plays a significant role in the decision-making for other distant targets. This is potentially in concert with other neurons too, but we are not analyzing that. In fig.9 , we have plotted I(ML;N) when the absolute current distance to target is known and it is a specific range of values whose absolute magnitude is ≤ 2.0. That is, it is a conditional mutual information measure, as described before, but with an added caveat that the conditioning variable takes a particular range of values. This is because we are not interested in understanding how ML is affected when the stop-decision is not about to be made. This approach to measuring conditional mutual information is a variant of "specific information" used for agent-analysis before (Williams and Beer, 2010 ).
Earlier we noted that N1 and N5 show similar trends in MI between their outputs and the distances to targets. That is, they carry almost the same amount of information about distances, on an average. However, in fig. 9 , we can see that when the distance to targets is a particular range of values somewhat close to 0, the information about the distance that N1 and N5 carry are employed differently in the system. The difference, as we show, is in the way the information is used to control the neuron ML. Neuron N1 controls ML during the earliest instances of the trial and then N5 also takes over the responsibility during the later instances. By 'control', we mean causal influence because there are no physical feedback connections from ML to any other neuron; so, a significant MI between an inter-neuron and a motor neuron could be deemed as causal influence. Another important observation is the apparent contradiction between the facts that N5 carries higher information about distance at t = 401 ( fig. 7a ) than N1 and yet it has almost no use (zero information about ML) unlike N1, at the same instant of time. One possible explanation is based on the fact that any measure of MI is only an average measure. It is possible that although N5 contains high distance information on an average, for particular distance values the information is very low. Hence, even though N1 and N5 might contain the same amount of information about distances, the actual amounts might vary according to particular values of distances. A final set of observations throw light on the relationship between how inter-neurons control the motor and the overt behavior of R. Earlier, we noted that not all the trips of R land spot-on on the targets ( fig. 2 ). This is despite the fact that neurons N1 and N5 have significant control over the motor throughout the trial. Now, we also know from fig. 7a and 7b that given a distance, some uncertainty remains in determining the outputs of N1 and N5. Hence, it is possible that the uncertainty (variety) in the neuron outputs translate into uncertainty in the motor output (due to high MI with the motor), and therefore in the velocities of R, consequently resulting in different landing positions. Further, in fig. 6 we showed that the initial velocity of R generally corresponds with distance to target. We know that during the early stages of the trial, N1 contains high information about distance and that it also controls ML. Thus, the pattern seen in fig. 6 is explained.
Sender behavior
Earlier, we noted that S always chooses to move to the right of R and perform its "dance" there. Fig. 10 below shows a sample of the not-so-interesting dance. There, we show how for a fixed S-R initial separation, S moves with respect to R (which is also fixed), depending on the target address it is trying to communicate. The green dots in the figure show that S is within R's sensory range at those instances. The most conspicuous differences lie in: (i) the time at which S reenters R's sensory range after the small gap during which S is not in contact with R, and (ii) the distance from R at which S eventually settles down. Earlier re-entry also means longer time S spends with R afterward. Since R receives most of the communication through its right "agent sensor", the timing pattern shown above should also be reflected in its activity patterns corresponding to the target address. It should be remembered that the sensory neurons are just socket-neurons, unlike the other inter-neurons, in that they only receive stimulus information from the agent's exterior and pass it down to the processing-inter-neurons. In fig. 11 below, we show the mutual information between right agent sensor (SR) and target address computed from all the 300 trials. As expected, there is a small time window during which MI is zero, and then as time passes, the information about target constantly increases corresponding to the re-entry timing patterns of S. That is, as time passes, R is able to identify more target addresses that become available. 
Discussion
The problem posed to R is essentially one of number representation (of target addresses) and number comparisons (of distance to target with a threshold). In a programmatic sense, the task is quite simple: it only takes one line of assembly code to implement the logic. However, the agent is not given an operating system that knows how numbers are represented. It only has a system of interconnected parts (neurons) that interact non-linearly. Using this setup, artificial evolution has shaped how S and R represent numbers and how R stores them and uses them to make comparisons. However, it can be said with almost certainty that both S and R will not recognize target addresses beyond the range of numbers that was presented to them during evolution. Nevertheless, even for the small range of numbers that R can understand, it would be fair to hypothesize that R's representation of target addresses would only make sense if it is moving. Suppose that R was clamped even during the courier phase but its location sensors are switched on. What would happen then? Will R's left motor continue to rotate at a constant velocity thinking that it has not reached its target? We would guess otherwise, as R has been evolved to make sense of the target address by moving. Further investigations are needed to answer this question. At any rate, the analyses in the previous section shows that even for this simple task, there could be rich dynamical complexity: information is distributed among neurons, they lose and gain information perhaps by dynamically exchanging them, they could be potentially storing different facets of the same kind of information, they could be assuming different roles over time etc. Of all these possibilities, we have seen only a tiny bit in this work. On the contrary, there is still a possibility that further analyses reveal that certain neurons are redundant, in that they do not play any useful roles or that multiple neurons store the same kind of information. However the neurons dynamically handle information, a successful functioning of the agent demands a corresponding integrity of the agent on the informational front. How that is accomplished amidst the time-varying informational complexity remains to be seen. Moreover, the results of information-theoretic analyses haven't necessarily thrown light on the mechanical functioning of the system. For example, we know that one of the neurons contains information about the instantaneous distance to the target. However, it is not clear how it is computed: does it involve addition, subtraction? One of the major problems with delving into these kinds of analytical approaches is the combinatorial explosion one would have to face. Even in the simple analysis presented in this work, the candidate neurons for storing target address information were only randomly chosen and analyzed. A thorough analysis would almost certainly show that multiple sets and subsets of neurons engage and disengage "informationally" over time. What could be a principled approach that an investigator should adopt to make such decisions? Is it possible to develop heuristics for such analyses? How would one go about it? Despite these challenges, even preliminary analytical results presented here are encouraging in the sense that there is so much more to understand that are potentially bound to be surprising.
Summary
We started out with the objective of evolving and analyzing Sender-Receiver agent pairs similar to the original work of Williams and Beer (2008) . Our successful Sender communicated the target addresses to the Receiver in a characteristic V-shaped trajectory. The Receiver was then able to mostly successfully commute to that location. Informationtheoretic analyses of the Receiver showed that the neurons stored information about target address, the time-varying instantaneous distance to the target and they also used that information to make the stopping decision at an appropriate point of time, when the Receiver was at a certain distance away from the target. Depending on whether the target was closer or further, the decision to stop was initiated or caused by different neurons.
