Let k be a finite field of characteristic p > 0. We construct a theory of weights for overholonomic complexes of arithmetic D-modules with Frobenius structure on varieties over k. The notion of weight behave like Deligne's one in the ℓ-adic framework: first, the six operations preserve weights, and secondly, the intermediate extension of an immersion preserves pure complexes and weights. Introduction Using Grothendieck's theory of ℓ-adicétale cohomology of varieties over a field of characteristic p = ℓ, Deligne proved Weil's conjectures on the numbers of points of algebraic varieties over finite fields. Moreover, he built a theory of mixedness and weights for constructible ℓ-adic sheaves which is compatible with the "six operations formalism" of the ℓ-adic cohomology, namely the mixedness and weight are stable under the operations f ! , f * , f * , f ! , ⊗ and Hom (see [Del80] ). Later, using the theory of perverse sheaves, in 1
Introduction
Using Grothendieck's theory of ℓ-adicétale cohomology of varieties over a field of characteristic p = ℓ, Deligne proved Weil's conjectures on the numbers of points of algebraic varieties over finite fields. Moreover, he built a theory of mixedness and weights for constructible ℓ-adic sheaves which is compatible with the "six operations formalism" of the ℓ-adic cohomology, namely the mixedness and weight are stable under the operations f ! , f * , f * , f ! , ⊗ and Hom (see [Del80] ). Later, using the theory of perverse sheaves, in forwards by any morphism of varieties, not only under the structural morphism of X, had been missing: as Kedlaya remarked in [Ked06, 5.3 .3], one had at least to work with a theory admitting Grothendieck's six operations, which is only possible in the theory of arithmetic D-modules. To check part (i), we follow some ideas appearing in Deligne's proof of the stability under push-forwards of [Del80] , which leads us to the relative 1 dimensional case. To tackle this relative 1 dimensional case, specially concerning the stability of mixedness, one needs to study thoroughly the monodromy filtration associated to a log convergent isocrystal (this is section 3 of our work). One also notice that any proofs here do not use [Ked06] . Moreover, the part (ii) is completely new in p-adic cohomology theory.
Let us describe the contents of the paper. We restrict our attention to the category of realizable varieties, the full subcategory of the category of varieties over k consisting of Y such that there exists an immersion into a proper and smooth formal scheme over V. We recall that quasi-projective varieties are realizable. In this introduction, let us simply call these objects, varieties.
In §1, we construct the coefficient theory using the foundational results of overholonomic modules. Even though the main ideas had already been provided, with the definition of a new t-structure here, the main theme of the first section is to extend some properties of the theory of arithmetic D-modules and, at the same time, to make it in a more usable form. Let Y be a variety. First, we recall the construction of the category F -D
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Notation and convention
Throughout this paper, V is a complete discrete valuation ring with mixed characteristic (0, p), K is its field of fractions, k is its residue field which is assumed to be perfect. In principle, we denote formal schemes by using script fonts (e.g. X ), and the special fiber is denoted by the corresponding capital letter (e.g. X). A k-variety is a separated scheme of finite type over k. We remark that without loss of generality, one could assume varieties over k are reduced if needed. We often use ⋆ to abbreviate when it is obvious what should be put and do not want to introduce too much notation. If there is no risk of confusion, we sometimes use (−) by meaning respectively. For example "p (′) ∼ = q (′) " means "p ∼ = q (resp. p ′ ∼ = q ′ )". In this paper, we consider one of the following situations:
(A) Let q = p s be a power of p, and fix a lifting σ of the s-th Frobenius F of k to V and K. ( §1) (B) We are in situation (A), and moreover, we assume that k is a finite field with q elements, and F is the s-th Frobenius. We fix an isomorphism ι : Q p ∼ = C. (Except for §1)
Preliminaries on arithmetic D-modules
Throughout this section, we consider situation (A) in Notation and convention.
Arithmetic D-modules over frames and couples
In this subsection, we fix terminologies, and recall the definitions of six functors in the theory of arithmetic D-modules. Fundamental additional properties are established from the next subsection.
Definition 1.1.1. We define the following categories: (i) A frame (Y, X, P) is the data consisting of a separated and smooth formal scheme P over V, a closed subvariety X of P , an open subscheme Y of X. A morphism of frames u = (b, a, f ) : (Y, X, P) → (Y ′ , X ′ , P ′ ) is the data consisting of morphisms b : Y ′ → Y , a : X ′ → X, f : P ′ → P such that f induces the other ones. (ii) An l.p. frame
(2) (Y, X, P, Q) is the data consisting of a proper and smooth formal scheme Q over V, an open formal subscheme P of Q, a closed subvariety X of P , an open subscheme Y of X. A morphism of frames u = (b, a, g, f ) : (Y, X, P, Q) → (Y ′ , X ′ , P ′ , Q ′ ) is the data consisting of morphisms b : Y ′ → Y , a : X ′ → X, g : P ′ → P, f : Q ′ → Q such that f induces the other ones. A morphism of l.p. frames is said to be complete if a is proper. Definition 1.1.2. We define the category of couples (3) as follows:
• An object (Y, X) is the data consisting of a k-variety X and an open subscheme Y of X such that there exists an l.p. frame of the form (Y, X, P, Q).
(2) Abbreviation of "locally proper frame".
(3) In [Car12a] , couples are called "properly realizable couples". Contrary to ibid., we only use this type of couples, so we simplify the name.
• A morphism u = (b, a) : (Y ′ , X ′ ) → (Y, X) of couples is a collection of morphisms of k-varieties a : X ′ → X and b : Y ′ → Y such that b is induced by a. The morphism u is said to be complete if a is proper. Let P be a property of morphisms of schemes. We say (4) that u is c-P if u is complete and b satisfies P. (e.g. u is a c-immersion if u is proper and b is an immersion.)
For a couple (Y, X), we sometimes denote by Y using the bold font corresponding to the first data of the couple.
Let u : Y → Y ′ be a morphism of couples. By definition there exists a morphism of l.p. frames (b, a, g, f ) : (Y, X, P, Q) → (Y ′ , X ′ , P ′ , Q ′ ) of u, namely a morphism of l.p. frames such that u = (b, a). Moreover, we may take g and f to be smooth. When u is complete, we can even choose g, f to be proper. Definition 1.1.3. The category of realizable varieties is the full subcategory of the category of varieties over k consisting of X such that there exists an immersion into a proper and smooth formal scheme over V.
1.1.4. Let A be an additive category endowed with an additive endofunctor F * : A → A. We define the category F -A of F -objects of A as follows: F -objects consist of (E, Φ) where E is an object of A, and Φ : E ∼ − → F * E is an isomorphism of E. Later, we take F to be the Frobenius pull-back, and Φ is called the Frobenius structure. A morphism of F -objects is a morphism in A commuting with Frobenius structures. We have a faithful additive functor ̺ : F -A → A defined by forgetting Frobenius structures. If A is abelian, F -A is abelian as well. Now, let T be a triangulated category. Assume given an additive endofunctor F * of T . The category F -T has a shift functor in an obvious way, and a triangle in F -T is said to be distinguished if it is distinguished triangle after we forget Frobenius structures. We simply say triangle instead of distinguished triangle for the rest of the paper. We caution, however, that F -T is not triangulated in general. More precisely, it only satisfies (TR1), (TR2) of [Har66] . This is defined as follows: we denote by D P the D † P,Q -linear dual (e.g. see [Vir00] or [Ber02] ). We define (4) The "c-" stands for "complete".
(5) We may check that this is not a vicious circle.
(ii) The tensor product
is defined on F -D b ovhol (D † P,Q ). By [Car08] , the bifunctor
[− dim(P)] is independent of such a choice and is denoted by
This is called the twisted tensor product functor. For simplicity, we sometimes abbreviate ⊗ Y by ⊗.
(iii) We define the tensor product by 
There are constructed as follows: choose a morphism of l.p. frames
Then we put u + := g + , which does not depend on the choices and define u + := u + . As usual, we put
1.1.8. Let us define some extra functors.
(
, and denote by p (′) : Y ′′ → Y (′) the projections. We define the exterior tensor product by
(ii) Let Y = (Y, X) be a couple. Let U be a subscheme of Y , U be the closure of U in X, U := (U, U ) and u : U → Y be the canonical c-immersion. We put
Moreover, we put (
When Z is closed subscheme of Y , we have the following localization triangle of functors:
(iii) Finally, let (Y, X, P) be a frame, and
be the morphism of frames. We define E Y ′ to be j ! (E).
1.1.9. We recall the following useful properties: Proof. By transitivity with the composition, we reduce to the case where u is a c-open immersion and u is c-proper. In the first case, we may check easily that we have adjoint pairs (u + , u + ) (and then (u ! , u ! ) by duality). In the second case, from the relative duality isomorphism, we need to check that we have adjoint pairs (u + , u ! ), which follows from [Vir04] .
t-structures
Let Y = (Y, X) be a couple (cf. Definition 1.1.2). Choose an l.p. frame (Y, X, P, Q) of Y. Let Z be a closed subvariety of P so that Z := X \ Y . We set U := P \ Z. Let us denote by
U ,Q ) consisting of complexes E such that, for any j ≥ 1 (resp. for any j ≤ −1), we have H j (E) = 0. We denote by τ ≤0 :
≥n (E)) is an isomorphism. In particular, the essential image of τ
Proof. This follows from Lemma 1.2.2.
(f ) = 0. Hence we get the first assertion. The other ones are obvious. Definition 1.2.5. We denote by Ovhol(Y, P/K) the heart of the canonical t-structure on D b ovhol (Y, P/K). We define for any integer n, the n-th cohomology functor H
, where H n (E) is the usual n-th cohomology functor. This homomorphism is not an isomorphism. However, the induced morphism
is an isomorphism since this is the case outside Z.
(ii). For any 
Indeed, by using Mayer-Vietoris exact triangles and an induction on the number of divisors whose intersection is Z, we reduce to the case where Z is a divisor.
Next, we complete [Car11b, 4.2.3] with the following lemma:
be a complete morphism of l.p. frames.
For any
E ∈ Ovhol(Y, P/K), E ′ ∈ Ovhol(Y, P ′ /K), for any n ∈ Z \ {0}, H n t u ! (E ′ ) = 0, H n t u + (E) = 0.
The functors H
0 t u ! and H 0 t u + (resp. u ! and u + ) induce equivalence of categories between Ovhol(Y, P/K) and Ovhol(Y, P ′ /K) (resp. between F -D b ovhol (Y, P/K) and F -D b ovhol (Y, P ′ /K)).
We have canonical isomorphisms
Proof. By Remark 1.2.6, the two first statements follows by [Car11b, 4.2.3] . Concerning the last one, we remark that the isomorphism u ! ∼ − → u + is equivalent to the other one u (
We say that φ is left t-exact (resp. right t-exact, resp. t-exact) if, for any E ∈ Ovhol(Y, P/K) and any integer n ∈ Z such that n ≤ −1 (resp. n ≥ 1, resp. n = 0), we have H
Now, we define Ovhol {Y i } i∈I /K to be the category whose objects are the data of objects E i ∈ Ovhol(Y i /K) endowed with isomorphisms of the form θ ji : u
Lemma (Gluing). The canonical functor Ovhol(Y/K) → Ovhol {Y i } i∈I /K is an equivalence of categories.
Proof. By the quasi-compactness of Y , we may assume I to be a finite set. We can construct a canonical quasi-inverse functor as follows:
ij (E i ). Then the canonical quasi-inverse functor is by definition the kernel of
1.2.12. Recall the situation of paragraph 1.1.4. Let T be a triangulated category with t-structure τ * . Assume given an additive endofunctor F * of T which is assumed to be t-exact. The truncation functor τ * lifts to a functor from F -T to itself since F * is assumed to be t-exact. By construction, τ * commutes with ̺. As usual, we put H n := τ ≤n • τ ≥n , and are able to define the "heart" of F -T , in an obvious manner. This heart is nothing but F -Heart(T ), and in particular, it is abelian. Now, the Frobenius pull-back functor on the category D b ovhol (Y, P/K) is t-exact. Hence, we may apply the abstract non-sense above, and get that the heart of 
Indeed, by gluing lemma 1.2.11 and the gluing for overconvergent isocrystals, we can reduce to the case where Z is the intersection of a divisor on P with X, in which case we have already recalled above.
(ii) Let E ∈ F -Isoc † (Y/K), y be a closed point of Y . Let d be the dimension of Y locally around y. By using [Abe13, 5.6], we have the isomorphisms
(1.2.13.1) where i y : ({y}, {y}) → Y denotes the canonical morphism.
Properties of six functors for couples
In this subsection, we prove some fundamental properties for six functors defined in the previous subsection. Proof. Let (Y, X, P, Q) be an l.p. frame of Y. By Remark 1.2.6.(ii), we reduce to the case where Y = X and then from Berthelot-Kashiwara theorem to the case where Y = X = P . The lemma follows from the exactness of D P (see [Vir00] ). (ii) If u is a c-immersion, then u ! (resp. u + ) is left t-exact (resp. right t-exact). Moreover, we have the canonical isomorphism u 
The problem is local both on Y and Y ′ , so we may assume that there exists a factorization
where the first morphism isétale and the second is the projection. For the projection case, take a closed embedding Y ′ ֒→ P ′ , and let p :
, which is exact after shifting by the flatness of p. Thus, we may assume that b isétale. Take a closed point y ∈ Y . It suffices to show the exactness around y. By the structure theorem ofétale morphism (cf. EGA IV, Theorem 18.4.6), locally around y and b(y), we can take the following cartesian diagram
where P and P ′ are smooth formal schemes, and b isétale. By the flatness of b, the exactness follows. Let us show (ii) and (iii). By duality, we may concentrate on showing the u ! case. By using Lemma 1.2.7, we may assume that u is of the form (b, id) : (Y, X) → (Y ′ , X), which reduce easily to already known cases (e.g. see Kashiwara's theorem proven by Berthelot in [Ber02] ). 
(ii) Exterior tensor products are t-exact.
Proof. Let us show (i). Take l.p. frames (Y, X, P, Q) and (
). Consider the homomorphism
. This follows by (1.1.9.1). Thus the proposition is reduced to showing that there exists an isomorphism
). Since D 
). By passing to the limit, we are reduced to the following fact, whose verification is easy: let R be a commutative ring on a topos, and A, B be flat R-algebras such that R is the center of them. Let
which is a R-algebra, we have an isomorphism
Compatibility of Frobenius is also standard.
Let us check (ii). For an immersion u of couples, u + and ⊗ commute by (1.1.9.1). Thus, by dévissage, the lemma is reduced to the overconvergent F -isocrystal case. In this case, the verification is easy.
′ be a complete morphism of couples. In this paragraph, we construct the canonical homomorphism θ u :
′ is c-proper, we have the relative duality isomorphism u
In order to check the transitivity at Proposition 1.3.7, we need the following lemmas. Lemma 1.3.5. Let (X, A) be a ringed space (where A is not necessary commutative), and B → C be a homomorphism in the derived category D b (A ⊗ Z A). For any A ⊗ Z A-complex E, and ⋆ ∈ B, C , we put D ⋆ (E) := RHom A (E, ⋆), where we used the first A-module structure of ⋆ to take Hom, and consider D ⋆ (E) as a left A-module using the second A-module structure of ⋆. Let β : E → D B • D B (E) be the canonical homomorphism. Then the following diagram is commutative:
Proof. We only need to check the commutativity of the right triangle, whose verification is left to the reader. Lemma 1.3.6. Consider the following left commutative diagram of l.p. frames:
Assume that all the morphisms in the diagram are complete, and b, b ′ are proper. Then the right diagram above of functors from
Proof. Consider the following diagram, where we omit subscripts P and P ′ from D:
By taking the functor RΓ † Y ′ , we get the desired diagram, so it suffices to check the commutativity of the big diagram above. The commutativity of small diagrams except for the one with ⋆ are easy. To check the commutativity of the triangle diagrams marked with ⋆, we need to check the commutativity of the following diagram:
for some r ′′ ≤ r. Consider the followingČech type complexes
is commutative. We assume u = i, namely X = X ′ and Y ⊂ Y ′ ⊂ X, in the following. Take an l.p. frame (Y ′ , X, P, Q), and put
. The homomorphism α is the one induced by id → ( † T ) and β is the biduality isomorphisms id
This diagram is commutative by definition and by functoriality. Composing the morphisms of the bottom and next the right vertical morphism (i.e. α −1 ) of (⋆⋆), we get an isomorphism γ :
. Since the diagram (⋆⋆) is commutative, it is sufficient to check that this isomorphism γ is equal to the right arrow of (⋆). Let us consider the following diagram:
We remark that, in this case, the right vertical morphism of (⋆ ⋆ ⋆) is the right morphism of (⋆) and that γ = D P (β) • β −1 . Thus, it remains to check the commutativity of (⋆ ⋆ ⋆). For this, we argue as in the last part of the proof of Lemma 1.3.6. 
such that u is complete (which implies the completeness of u ′ as well). Then we have a canonical base change isomorphism
This base change isomorphism is compatible with compositions with respect to v in the following sense: consider the diagram on the right above. The stars denote some l.p. frames, and u is assumed to be complete. Its right (resp. left) square is called D (resp. D ′ ) and the outer big diagram is called E. Then the composition
Similarly the base change isomorphism is compatible with composition with respect to u as well.
be a morphism of l.p. frames. The morphism v is said to be
, and of type II if it is cartesian and g is smooth. We notice that v factors canonically as (Y, X, P, Q)
where ι is of type I and v ′ is II. We can define the base change isomorphism for morphisms of type I and II individually. Indeed, for type I, the base change isomorphism is nothing but the transitivity of the local cohomology functor and for type II, this is [Abe13, 10.7] . These isomorphisms are compatible with the composition of u. The base change isomorphism for v is defined to be the composition.
It remains to show that the isomorphism is compatible with composition with respect to v. To construct such a natural transform, we may reduce to the following commutative and cartesian diagrams
where ι and ι ′ are morphisms of type I and v and v ′ are of type II, and construct a natural isomorphism between the composition of the base change isomorphism of ι, v ′ and ι ′ , v. The first one easily follows using the equivalence in Lemma 1.2.7, and the last one is similar to this. Let us check the second one.
. Let i be the immersion Q ′ ֒→ Q ′′ defining ι, and v : Q ′ → Q be the one defining v. Since v and v ′ are assumed to be cartesian, ι is cartesian as well, and ι ! is nothing but i ! . Thus the base change theorem is reduced to showing the following claim, whose verification is left to the reader.
Claim. Keeping the notation, consider the following cartesian diagram of smooth formal schemes:
Then the two canonical base change isomorphisms between functors
Proposition 1.3.10 (Base change). Consider the following diagram of couples which induces an isomorphism
where u and u ′ are complete. Then we have a canonical isomorphism v
This isomorphism is compatible with composition with respect to both u and v.
Proof. Let Y * = (Y * , X * ) where * ∈ ∅, ′, ′′, ′′′ . The diagram can be supplemented as follows:
Let us construct the base change isomorphism for cartesian diagram of couples:
where u and v are morphisms of frames of u and v respectively such that the morphism of formal schemes are smooth. Then applying Lemma 1.3.9, we have a base change isomorphism
We need to check that the isomorphism does not depend on the choice of u and v. This follows easily from the compatibility of the composition. Now, we define the desired base change isomorphism to be v
To check the compatibility, we need diagram chasing using Lemma 1.3.9, which is tedious but not difficult. Proof. From Lemma 1.2.2, one can suppose Y is of the form (Y, Y ). We proceed by induction on the dimension of the support of E. We may assume that the support of E is Y . There exists a closed subscheme Z ⊂ Y such that U := Y \ Z is dense and smooth, and
Consider the localization triangle RΓ †
If u is a c-universal homeomorphism (i.e. by EGA IV, Proposition 8.11.6, finite, surjective and radicial), then the functors u + and u ! induce canonical equivalence of categories between
It is sufficient to check that adjunction morphisms
are isomorphisms. Let y be a closed point Y and y ′ := u −1 (y). We denote by i y : y ֒→ Y (resp. i y ′ : y ′ ֒→ Y ′ ) the canonical closed immersion, and by u y : y ′ → y the induced morphism, which is in fact an isomorphism since u is surjective, radicial, and k is perfect. From the base change theorem 1.3.10, we get i
′ be a complete morphism of couples. (i) If u is c-affine, then u + (resp. u ! ) is right t-exact (resp. left t-exact).
(ii) If u is c-quasi-finite, then u + (resp. u ! ) is left t-exact (resp. right t-exact).
Proof. Let us show (i). Take a morphism of l.p. frames (
Since the claim is local, we may assume P ′ to be affine. Since Y is affine, we can take a closed immersion Y ֒→ A n P ′ for some n. Since g is assumed to be smooth, the canonical morphism P n P ′ × P ′ P → P ′ is proper smooth, and we may consider the following commutative diagram of frames:
Thus, we are reduced to showing the right exactness of u Let us show (ii). By exactness of the dual functor, it suffices to show the u + case. First, consider the case where u is a c-open immersion. By Lemma 1.2.7, we can suppose X = X ′ . Then, the claim follows from Remark 1.2.6.(iii). The case where u is a c-closed immersion is treated in Proposition 1.3.2. Finally, let us show the general case by the induction on the dimension of X. We may assume that the image of b is dense in Y ′ . By using the localization triangle, we may shrink Y , and assume that Y is integral. By Proposition 1.3.12 and using Zariski main theorem, we may assume that there exists an open dense subscheme
Using the proven immersion case, we may shrink Y ′ , and reduced to showing the case where Y ′ is smooth and u finiteétale. In this case, we see easily that u + is t-exact.
1.3.14. Let Y be a realizable variety. Take a couple (Y, X) such that X is proper. Then we define the
This does not depend on the choice of such a couple up to canonical equivalence of categories with t-structure. Indeed, take another couple (Y, X ′ ) with X ′ is proper. Let X ′′ be the closure of Y in X × X ′ . We obtain two morphisms (Y, X ′′ ) → (Y, X (′) ). Then, using Lemma 1.2.7 the independence follows.
With these categories, we get six functors formalism on the category of realizable varieties. Let f : Y → Y ′ be a morphism of realizable varieties. We have the following properties:
(ii). Tensor functor on Y , denoted by ⊗ Y or simply ⊗.
(iii). Push-forward for f , denoted by f + is defined by the transitivity of the push-forward for couples.
(iv). Extraordinary pull-back for f , denoted by f ! is defined by the transitivity as well.
(v). Extraordinary push-forward and ordinary pull-back for f , denoted by f ! and f + , is defined by (i), (iii), (iv).
(vi). We have a canonical homomorphism f ! → f + and this is an isomorphism if f is proper (see paragraph 1.3.4).
(vii). We have a base change isomorphism by Proposition 1.3.10.
(viii). We have adjoint pairs (f + , f + ) and (f ! , f ! ) by Lemma 1.1.10.
Intermediate extensions
In this subsection, unless otherwise stated, we let
2.8 and paragraph 1.3.4 for the notation). We define (ii) Since the functor D Y ′ is t-exact on the category F -Ovhol(Y ′ /K) by Proposition 1.3.1, for any E ∈ F -Ovhol(Y/K), we get the canonical isomorphisms:
This defines a functor
Moreover, when u is c-affine, both functors u + , u ! :
by Proposition 1.3.13, and we do not need to take H 0 t in the definition of u !+ . Corollary 1.4.3. Let E ∈ F -Ovhol(Y/K). We have the canonical isomorphisms:
Proof. This is a consequence of Remark 1.4.2 (i) and Lemma 1.3.8.
is an isomorphism outside Z, this implies that the F -modules ker(θ 
u,E ) → 0 yields another short exact sequence:
Suppose u is affine (e.g. when Z is a divisor of Y ′′ ). In this case, u + is t-exact and RΓ † Z u + (E) = 0. Thus, we get the isomorphism:
Proof. The first two isomorphisms follow by Proposition 1.3.13. Let E ∈ F -Ovhol(Y/K). Using this, we have the canonical surjections:
We also have the canonical inclusions:
. By functoriality, the composition of these homomorphisms is the canonical morphism u
. Using the base change 1.3.10, the second part of the lemma is obvious.
Next proposition is a generalization of [Abe11, 2.1], and is generalized further at Theorem 1.4.9 below:
Proof. Let α : u !0 E ′ → F be a homomorphism with non-zero kernel. By adjointness 1.1.10 and
Since E ′ is assumed to be irreducible, we have α ′ = 0, and thus 
.(ii). This means that F has its support in
+ (E) = 0, thus F = 0, which contradicts with the assumption.
Let us return to the proof. Now, let F be an irreducible F -submodule of u
Since E is assumed to be irreducible, we have u
, and F is the unique irreducible F -submodule of u 0 + E. Let Q := u !+ (E)/F be the quotient, and assume that this is not zero. This is supported in Z. We have
The claim above shows that u ! (D Y ′ Q) is non-zero, which is a contradiction with the fact that Q is supported in Z. Thus Q = 0, and F is equal to u !+ E, which completes the proof of (i). By duality, (ii) follows.
To show (iii), use Lemma 1.4.6, and base change of couples of functors (j ! , u + ) and (j ! ∼ = j + , u !+ ). For details, we refer to [BGK + 87] .
We can extend Proposition 1.4.7 as follows:
Proof. The proof is analogue to that of Proposition 1.4.7.(i).
(ii) Let Y be a couple, and
Then E is semi-simple (resp. irreducible or 0) if and only if u ! i E is semi-simple (resp. irreducible or 0) for any i.
Proof. Copy the proof of [BGK + 87, VII.10.6].
Local theory on formal disk
In this subsection, we consider situation (A) in Notation and convention, and moreover, we assume k contains the field with q elements. We remark that this condition is satisfied in situation (B). We denote by K ur the maximal unramified extension of K. We put K := k((x)), and let G K be the absolute Galois group of k((x)). We often denote G K by G, and the inertia group of G by I. For an integer n and a ϕ-K ur -vector space V , V (n) denotes the n-th Tate twist of V (cf. [Abe13, 2.7]).
Definition 1.5.1 ([Mar08, 3.1.3]). A Deligne module is a finite dimensional ϕ-K ur -vector space (V, ϕ) endowed with semi-linear G K -action σ commuting with the Frobenius action such that σ| I factors through a finite index subgroup of I, and a linear homomorphism of ϕ-K ur -vector spaces N : V (1) → V which is nilpotent. A homomorphism between Deligne modules is a homomorphism compatible with other data in the obvious way. We denote such a Deligne module by (V, σ, ϕ, N ), and the category of Deligne modules is denoted by Del.
For a Deligne module D := (V, σ, ϕ, N ), we sometimes denote σ (resp. ϕ, N ) by σ D (resp. ϕ D , N D ). For an integer n, we define the n-th Tate twist D(n) of D by (V, σ, q −n · ϕ, N ).
1.5.2. Let (V, σ, ϕ, N ) be a Deligne module. We will construct a canonical decomposition. The the action of I on K ur is trivial by definition, and in particular, the action of I on V is linear. We denote by V I=1 the subset of V fixed by the action of I. Since the action of I on V is linear, V I=1 is in fact a K ur -vector space. Now, by the definition of Deligne module, there exists a subgroup I ′ ⊂ I of finite index such that the action of I ′ on V is trivial, and thus, this induces the linear action of
We see easily that this does not depend on the choice of I ′ . For any τ ∈ G, we have τ · I = I · τ . Thus we get, for any x ∈ V , τ σ∈I/I ′ σ (x) = σ∈I/I ′ σ (τ (x)), which implies that V I=1 possess a semi-linear action of G, which is nothing but the restriction of the G-action on V to V I=1 , and π commutes with G-actions. Since ϕ and N commute with G-action on V , these induce Frobenius and nilpotent operator on V I=1 , which is also denoted by ϕ and N . Summing up, the data (V I=1 , σ, ϕ, N ) form a Deligne module, and π defines a homomorphism of Deligne modules.
By definition, the canonical inclusion V I=1 ֒→ V induces a homomorphism of Deligne modules, and π is a section of this inclusion. Thus, we obtain a canonical decomposition of Deligne modules
where c : V → V /V I=1 is the projection. We denote V /V I=1 by V I =1 , and consider this as a submodule of V . 
Homomorphisms between solution data are defined in the obvious way. We denote the category, in fact an abelian category, of solution data by Sol.
Let V be a Deligne module such that σ V is trivial for any σ ∈ I. Then (V, 0, 0, 0, {0}) defines a solution data. This solution data is denoted by i + (V ). A goal of this subsection is to describe j ! M and j + M in terms of the solution data for a holonomic F -D an (0)-module M.
(6) Actually, he defined functors V and W. We modify the definition slightly after [AM11].
1.5.6. Let Ψ := (Ψ, σ, ϕ, N ) be a Deligne module. Then the data (Ψ, Ψ, id, N, {σ − 1}) defines a solution data, and we denote this by j ! (Ψ). We are able to construct another solution data out of Ψ. We put
Then we can check that (Ψ, Ψ ′ , c, v, {v(σ)}) defines a solution data. We denote this data by j + (Ψ). Let Ψ I=1,N =0 := Ker(N : Ψ I=1 → Ψ I=1 (−1)), which is a Deligne module. We have the following exact sequence of solution data:
Proposition 1.5.7. Let D := ( Ψ, Φ, c, v, {v(σ)}) be a solution data. There exists a canonical isomorphism
Let us show that c ′ is an isomorphism. First, let us see the injectivity.
Assume it were not injective, and let x ∈ Ψ I =1 be a non-zero element in Ker(c ′ ). Then by assumption, there exists σ ∈ I such that σ(x) = x. On the other hand, σ(x) = (1 + v(σ) • c ′ )(x) = x, which is a contradiction. Now, to show the claim, we construct the inverse v ′ of c ′ . Let I ′ be the finite index subgroup of I which acts trivially on Φ I =1 . We put
Then, we see that
where the last equality holds since there are no trivial subrepresentation of I in Φ I =1 . Since c ′ is an injection, v ′ is the inverse of c ′ . Thus the claim follows. With these preparations, let us construct the homomorphism adj. Assume given a homomorphism f : Ψ → Ψ. We put
These homomorphisms define a homomorphism
This defines the following homomorphism of solution data:
The verification of the compatibilities between homomorphisms is straightforward. As a result, we have a homomorphism adj : Hom( Ψ, Ψ) → Hom(D, j + (Ψ)).
It is easy to check that this defines an isomorphism, and the details are left to the reader.
1.5.8. Let M be a finite free differential R-module with Frobenius structure. Consider the following complex:
where M is placed at degree 0. We denote the i-th cohomology group by H i loc (M). A result of ChristolMebkhout [CM01] shows that these cohomology groups are finite dimensional vector space over K with the same dimension for i = 0, 1. Moreover, the canonical pairing
is perfect from [Cre98, §5] . Finally let us remark that our
(iii) We have the following isomorphisms of ϕ-K ur -vector spaces with semi-linear Gal(k/k)-action:
Proof. Let us show (i). We have
By using [Abe13, 3.12], we see that
and the first claim follows.
. Moreover, by Proposition 1.5.7, Da(j + (M)) is canonically isomorphic to j + (Ψ), and (ii) follows. Now, we have
by [AM11, 3.1.10]. We have the following diagram of exact sequences:
where the first row is exact by [Cre12, 6.1.1]. These show that
Finally, considering the following exact sequence, we conclude the proof.
Mixed complexes
In this section, we define "mixed F -complexes", and prove some basic properties. We consider situation (B) in Notation and convention.
Mixedness for F -isocrystals
2.1.1. In this subsection, let (Y, X, P) be a frame such that Y is smooth. Let y be a closed point of Y with residue field k(y). By abuse of notation, we denote by y the frame (Spec(k(y)), Spec(k(y)), P), and by i y the canonical morphism of frames y → (Y, X, P). We recall the notation of paragraph 1.1.8 (iii).
We start by recalling the following definition of ι-weight by Deligne [Del80] :
A number α in Q p is said to be of ι-weight w if
(ii) Let ϕ-Vect K be the category of pairs (V, ϕ) where V is a finite dimensional K-vector space and ϕ is an automorphism of V . Let (a, a, f ) :
be a morphism of frames such that a is finite and f is the structural morphism of P ′ . We have the canonical functor
This definition is independant on the choice of
is a morphism of frames, then ρ ! and ρ + induces quasi-inverse equivalences of categories between ι-pure of weight w objects of
1. We say that E is ι-pure if there exists a real number w, called the weight of E, such that for any closed point x of Y the pull-back i + x E is ι-pure of weight w.
2. We say that E is ι-mixed if all the constituents (i.e. irreducible subquotients) of E are ι-pure.
3. We say that E is ι-mixed of weight ≥ w (resp. ≤ w) if E is ι-mixed and if the weights of all the constituents of E are ≥ w (resp. ≤ w).
Remark 2.1.4. Let E ∈ F -Isoc † (Y, X/K) be an overconvergent F -isocrystal and E := sp X֒→P,+ (E) be the corresponding object of F -Isoc † † (Y, P/K). We assume that Y is pure of dimension d Y . The F -isocrystal E is ι-pure of weight Remark 2.1.5. Let E ∈ F -Isoc † † (Y, P/K) and let E ′ be a constituent of E considered as an object of Isoc † † (P, X, Y ) (without Frobenius). Then E ′ automatically possesses a Frobenius structure, namely we have an isomorphism
1. The F -complex E is ι-pure of weight w if and only if, for every closed point
be a morphism of frames such that Y ′ is smooth as well. If E is ι-mixed of weight ≤ w (resp. ≥ w) then so are f + E and f ! E.
3. If E is ι-mixed of weight ≤ w (resp. ≥ w) then so is D Y,P (E).
4. The notion of ι-mixedness is local in Y , namely E is ι-mixed if and only if there exists an open covering Y i of Y such that E Yi is ι-mixed for any i. Proof. The first statement follows from the isomorphism (1.2.13.1). The second and third ones are obvious. The last one is a consequence of the Lemma 1.4.6.
Lemma 2.1.7. Let 0 → E ′ → E → E ′′ → 0 be an exact sequence in F -Isoc † † (Y, P/K). The overconvergent F -isocrystal E is ι-mixed (resp. ι-pure of weight w, resp. ι-mixed of weight ≤ w, resp. ι-mixed of weight ≥ w) if and only if so are E ′ and E ′′ .
Proof. Let gr(E) be the direct sum of the constituents of E, which is defined up to (non-canonical) isomorphism. We can check easily that gr(E)
Corollary 2.1.8. 1. Let E ∈ F -Isoc † † (Y, P/K) and E ′ be a subquotient of E. If E is ι-mixed (resp. ι-pure of weight w, resp. ι-mixed of weight ≤ w, resp. ι-mixed of weight ≥ w) then so is E ′ .
Let
are ι-mixed (resp. ι-pure of weight w, resp. ι-mixed of weight ≤ w, resp. ι-mixed of weight ≥ w) then so is E.
If
Proof. These are consequences of Lemma 2.1.7.
Definition 2.1.9.
is ι-pure of weight w + j (resp. ι-mixed of weight ≥ w + j, resp. ι-mixed of weight ≤ w + j) for any integer j. isoc (U, P/K) the restriction on (U, P/K) of E. Then, it follows from [Cre98, 10.8] (or we can follow the p-adic analogue of the proof of the semicontinuity of weights of [KW01, I.2.8]) that E is ι-pure of weight w if and only if E U is ι-pure of weight w. The hypothesis that X is proper is useful in this proof since we use the p-adic cohomological interpretation of the L-function. We do not know what is true when X is not proper.
If the F -complexes E ′ and E ′′ are ι-mixed (resp. ι-pure of weight w, resp. ι-mixed of weight ≤ w, resp. ι-mixed of weight ≥ w), then so is E.
Proof. This is a consequence of Lemma 2.1.8.2.
Mixedness for overholonomic F -complexes
In this subsection, we define our one of the main players, ι-mixed F -complexes, and show some first properties. We continue to let (Y, X, P) be a frame. 
We say that E is ι-mixed if there exists a smooth stratification {Y
2. We say that E is ι-mixed of weight ≤ w if E is ι-mixed and, for every closed point x in Y , the F -complex i
3. We say that E is ι-mixed of weight ≥ w if E is ι-mixed and, for every closed point x in Y , the F -complex i
4. We say that E is ι-pure of weight w if E is both ι-mixed of weight ≤ w and of weight ≥ w. The ι-weight of E is denoted by wt(E).
Then there exist real numbers w 1 , w 2 such that E is of weight both ≥ w 1 and ≤ w 2 . Indeed, this is easy for overconvergent F -isocrystals and we reduce to this case by dévissage.
is ι-mixed as well. Then by definition, E is ι-mixed of weight ≥ w (resp. ≤ w) if and only if D Y,P (E) is ι-mixed of weight ≤ −w (resp. ≥ −w). One of the main results of this paper is to show that, in fact, D Y,P (E) is ι-mixed if E is. See Theorem 4.1.3 for the details.
(iii) Suppose that X is proper. Let E ∈ F -D b isoc (Y, P/K). Then, it follows from the remark 2.1.11 that the F -complex E is ι-mixed as an object of F -D b isoc (Y, P/K) if and only if E is ι-mixed as an object of
be a morphism of frames, and let E be in
. By using 2.2.1 (*), there exists a smooth stratification of
. With Lemma 2.1.6.2, we can conclude.
, and choose * ∈ {m, ≥ w, ≤ w}.
1. Suppose Y to be smooth. We get
isoc, * (Y, P/K)). − → u + . Then, by transitivity of the (extraordinary) inverse image, the part concerning "≤ w" or "≥ w" is a consequence of that concerning "m". For the first statement, we may assume E to be a convergent F -isocrystal, and show that E is purely of weight w if and only if so is u ! (E). For this, using Remark 2.1.10, we can suppose that T is empty, in which case the verification is easy and left to the reader.
We have
Finally, let us prove the second one. The "only if" part follows from Proposition 2.2.4, so let us check the "if" part. Let Y = ⊔ i=1,...,r Y i be a smooth stratification of Y such that for any i = 1, . . . , r, u
Since for any subvariety Y ′ of Y appearing in this stratification we have
. By Lemma 2.2.5, we reduce to the case where u = (j, d, id, id). In that 
and we proceed as above by using 2.2.1 (*).
Proposition 2.2.7.
and F ′′ are ι-mixed (resp. of weight ≥ w, resp. of weight ≤ w), then so is F .
Let
..,r Y i be a stratification of Y . The F -complex E is ι-mixed (resp. ι-mixed of ι-weight ≥ w) if and only if, for any i = 1, . . . r, so are the F -complexes RΓ † Yi (E). Proof. Let us show the first claim. By 2.2.1 (*), there exists a smooth stratification
isoc (Y i , P/K) for any i = 1, . . . , r. We conclude thanks to Lemma 2.1.12. Now, let us show the second statement. By Proposition 2.2.4 and Lemma 2.2.
≥w (Y, P/K)) for any i = 1, . . . r. Then the second claim follows since E possesses the same property by the following triangle:
and by using the first part of the proof. By using Lemma 2.1.6.4, the first and the second claim implies the third one. Now, we show that the notion of ι-mixedness only depends on couple (Y, X) and not on the auxiliary choices.
Proposition 2.2.8. Let * ∈ {m, ≥ w, ≤ w}. Proof. Let us only prove the second one, since the first part of the proposition can be checked similarly. By using fiber products, we reduce to the case where there exists a complete morphism of l.p. frames u : (Y, X ′ , P ′ , Q ′ ) → (Y, X, P, Q). In this case, the proposition is a consequence of Lemma 2.2.5.
Proposition 2.2.9. Let Y be a couple, and
Proof. By paragraph 1.1.9 (i), ⊗ commutes with j + where j is a c-immersion. Thus, by dévissage, we may reduce to the case where Y is smooth and
In this isocrystal case, use paragraph 1.1.9 (i) again to show that the ι-mixedness is preserved and the estimation of weights.
Lemma 2.2.10. Let V → V ′ be a finite homomorphism of complete discrete valuation ring with mixed characteristic (0, p), and k → k ′ be the induced homomorphism of residue fields. Let K ′ be the field of fractions of V ′ , and we put X :
. Then E is ι-mixed (resp. of weight ≥ w, resp. of weight ≤ w) if and only if so is E ′ .
Proof. We leave the verification to the reader.
Estimation of weights in the curve case
In this section, we estimate the weights for curves. The proof is similar to that of Laumon in [Lau87] , by using the methods developed in [AM11] . If an F -isocrystal E on a smooth curve over k is ι-real, then any constituent of E is ι-pure.
Proof. It suffices to note that we did not assume E to be quasi-unipotent contrary to the statement of [Cre98, 10.5 ] since the assumption is used only to assure the finiteness of E and 2k E as written in ibid., which is now known to be true if there is a Frobenius structure.
2.3.3. Let X be a smooth formal curve over V, and x be a closed point. For a holonomic module E on X , we denote by Ψ x (E) the nearby cycle Ψ(E| Sx ) using the notation of [AM11, 2.1.5]. The theorem below follows directly from a result of Crew.
Theorem ([Cre98], Theorem 10.8). Let X be a smooth formal curve over V, s be a closed point of X , and we put U := X \ {s}. Let j : U ֒→ X . Let E be an overconvergent F -isocrystal ι-pure of weight w on U.
(i) Let α (resp. β) be an eigenvalue of the Frobenius acting on H −1
Then we have the following estimations:
(ii) Let s ∈ S, and we put Ψ := Ψ s (j + E). Assume that the action of N on Ψ/Ψ I=1,N =0 is trivial. Let α be the eigenvalue of the Frobenius acting on the latter quotient. Then |ι(α)| = q deg(s) w/2 .
Proof. Let E be a differential F -module around s associated to E. Then the weight of E is w + 1 by Remark 2.1.4, and [Cre98, Theorem 10.8] shows that H 0 loc (E) is ι-weight ≤ w + 1. We get (i) by applying Theorem 1.5.9 (iii) and duality.
The same theorem implies that gr M i (Ψ(−1)) is purely of weight w + 1 + i. Under the situation of (ii), Ψ/Ψ I=1,N =0 is nothing but gr M 1 (Ψ), and we get what we wanted.
2.3.4.
Let us briefly review the geometric Fourier transform [NH04] , only in the affine space case. Fix π ∈ Q p such that π p−1 = −p. We assume that π ∈ K. We denote by L π the Artin-Schreier isocrystal ′ is the "dual affine space", which is nothing but A n k . We denote by δ :
(9) ). Important properties for us are that: (T2) There exists a simple overholonomic
(T3) We have E ∼ = j !+ F where j : A \ S ֒→ A with S a finite subset of A and F is an irreducible F -isocrystal which is not of type (T2).
These F -modules are irreducible, since Fourier transform is involutive by 2.3.4.2 and by Proposition 1.4.7. Moreover, irreducible objects can be classified in the above three types. By definition, F -modules of type (T1) are transformed under Fourier transform to (T2) and (T2) to (T1). Thus F -modules of type (T3) are transformed under Fourier transform to (T3).
Lemma 2.3.6. Let p : A := A 1 → Spec(k) be the structural morphism, S be a set of closed points in A, and j : U := A \ S ֒→ A be the canonical inclusion. Let E be an overconvergent F -isocrystal purely of ι-weight w on U . We assume moreover that E is irreducible, unramified at ∞, and not geometrically constant. Then for any eigenvalue α of the Frobenius acting on H 0 (p + j + E), we have the estimation |ι(α)| ≥ q w/2 .
Proof. Since we may change K by its totally ramified extension by Lemma 2.2.10, we may assume and fix a root π of the equation
is the only singularity of F π (E). By assumption, E is a simple F -module of type (T3). This is showing that F π (E) is of type (T3) as well, and thus there exists an irreducible overconvergent 
Moreover, we have
where I denotes the inertia group at 0 ′ . The first isomorphism is deduced by Theorem 1.5.9 (iii). Now, assume E ′ is ι-pure of weight w ′ ∈ R. Then Theorem 2.3.3 (ii) can be applied to get
is ι-pure of weight w ′ + 4. Applying Theorem 2.3.3 (i) to E and D(E), (K ur ⊗ K E| s∞ ) is ι-pure of ι-weight w + 1, which implies that w ′ = w − 1. Applying Theorem 2.3.3 (i) to the isomorphisms (⋆), we get the desired upper bound.
It remains to show that E ′ is ι-pure. Using Theorem 2.3.2, it suffices to find an ι-real overconvergent
For this, we just follow exactly the same line as the last half part of [Lau87, (4.4)], and we omit the detail here.
Theorem 2.3.7. Let f : X → Spec(k) be a smooth curve, and E be an object of
Proof. By dévissage, we may assume E to be an overconvergent F -isocrystal on X. Let Z be a closed subscheme of X. By Proposition 2.2.7, RΓ † Z (E) is ι-mixed of weight ≥ w. Thus by considering the localization triangle, we may replace X by X \ Z, and shrink X. Since, by shrinking X, there exists a non-constant morphism g :
k such that g is finiteétale, we may assume that X ⊂ P 1 . Since it suffices to show the theorem after taking a finite extension of k, we may assume that ∞ ∈ P 1 is contained in X. Let E be the push-forward of E to P 1 . We put j : A 1 ֒→ P 1 and i : {∞} ֒→ P 1 . Consider the following exact sequence:
Since RΓ † {∞} (E) is ι-mixed of weight ≥ w, it is reduced to showing that p + ( E A 1 ) is of weight ≥ w where p : A 1 → Spec(k) is the structural morphism. We may assume E to be irreducible. When E is not geometrically constant, then the theorem follows by Lemma 2.3.6. Otherwise, the verification is easy.
Remark. In fact, this theorem is not completely new, and by Remark 2.1.4, it follows directly from the main theorem of [Ked06] . However, the proof is independent.
Monodromy filtration of a convergent log-isocrystal
Throughout this section, we consider situation (B) in Notation and convention. Before starting the section, let us fix notation.
Notation
Until §3.6, we consider the following situation unless otherwise stated.
3.1.1. Let X be a smooth formal V-scheme with local coordinates denoted by t 1 , . . . , t d . For any i = 1, . . . , d, we put Z i = V (t i ). We denote by B := A/t 1 A, so Z 1 := Spf B. Fix 1 ≤ r ≤ d, and we denote by D the strict normal crossing divisor of X whose irreducible components are Z 2 , . . . , Z r and D = ∅ if r = 1. Put Z := Z 1 ∪ D. We get a strict normal crossing divisor of Z 1 defined by D 1 := r i=2 Z 1 ∩ Z i . We put Y := X \ Z, and let j : 
where the vertical morphisms areétale. The coordinate t 1 induces the closed immersion A 1 ֒→ A n , and we have anétale morphism Z 1 × A 1 → A n . By putting X ′ := (Z 1 × A 1 ) × A n X , which isétale over X , there is a section Z 1 → X ′ of the smooth projection g 1 : X ′ → Z 1 . By shrinking X ′ but not X , we may assume that
′ the associated morphisms. We summarize and introduce some notation in the following diagrams:
where squares are cartesian by definition (we also notice that morphisms are exact). We note that
be the canonical Frobenius endomorphisms P (X) → P (X q ).
Since the morphism
V ) induced by the local coordinates t 1 , . . . , t d (resp. t 2 , . . . , t d ) iś etale, the Frobenius endomorphism of X (resp. of Z) has a unique lifting F X : X → X , (resp. F Z1 : Z 1 → Z 1 ) which commutes with the canonical Frobenius endomorphism of
Since the local coordinates t 1 , . . . , t d are fixed we can call abusively these Frobenius endomorphisms "canonical".
-module, projective of finite type over O X ,Q with nilpotent residues. We put E = u + (F ). We suppose that E is endowed with Frobenius structure φ E :
, from the equivalence of categories of [Ked07, 6.4.5], there exist a unique isomorphism φ F :
Monodromy filtration of a convergent log-isocrystal with nilpotent residues
We keep the notation of §3.1.
Definition 3.2.1. We define the category C as follows. An object is a coherent
-module V which is locally projective over O Z1,Q with nilpotent residues and endowed with an
-linear morphism V → V ′ commuting with the nilpotent endomorphisms. We denote by C 0 the full subcategory of C of objects (V, N ) such that N = 0. We check easily that both categories C and C 0 are abelian.
We define the following operations in C:
) is an object in C, and denoted by (V, N ) ∨ called the dual of (V, N ).
The tensor product of (V, N ) and (V
is an isomorphism. We can show that this isomorphism commutes with the canonical nilpotent endomorphisms, and induces an isomorphism in C.
Lemma 3.2.4. Let (V, N ) ∈ C. Then, the evaluation homomorphism induces the canonical isomorphism:
Moreover, we get the canonical isomorphisms:
Proof. The proof is straightforward.
(Monodromy filtration)
. Let (V, N ) ∈ C. As in the proof of [Del80, 1.6.1], there exists a unique finite increasing filtration M on V such that N M i ⊂ M i−2 (−1), and N k induces an isomorphism gr
We call this filtration the monodromy filtration and it will usually be denoted by M . By construction (cf. the proof of [Del80, 1.6.1]), the induced filtration on ker N (−1) is such that gr 
As in [Del80, 1.6.9], we have
We have
3.2.8 (Monodromy filtrations coming from F ). We put H := i * 1 (F ). We remark that the action of t 1 ∂ 1 on F induces the residue morphism N 1,F :
-linear homomorphism and nilpotent by hypothesis on
in F * X (F ). This computation shows that the left square of the following diagram is commutative:
Since the right square is commutative by functoriality, the diagram (3.2.8.2) is commutative. Now, we get the Frobenius structure φ H :
The commutativity of the diagram (3.2.8.2) shows that the homomorphism N 1,F : H(1) → H commutes with Frobenius. Since F has nilpotent residues, we get (H, N 1,F ) ∈ C. Since the functor ( † D 1 ) is exact, we get a filtration on ker N 1,F (−1) ( † D 1 ) and another on (coker N 1,F )( † D 1 ). By abuse of language, these filtrations are also called the monodromy filtrations.
3.3 Comparison with Crew's Frobenius structure 3.3.1 (Crew's Frobenius structure). Using the notation of §3.1, suppose in this paragraph that X is of dimension 1 and that Z is k-rational. We put
We denote by i * 1 the cokernel of the multiplication by t 1 , F
To simplify notation, we denote by φ the Frobenius structure on
, which are induced by extension from that on F .
Since the canonical Frobenius endomorphism
. We define ψ η and ψ so that the corresponding squares of the diagram
where π * 1 is the canonical projection, are commutative. We may check that this diagram is commutative. 
From the commutativity of the diagram (3.3.1.1), this isomorphism commutes with Frobenius. Moreover, from the unipotence property, we get that the canonical morphism can :
is an isomorphism. Then we notice that the composition of the horizontal arrows F Theorem 3.3.3 (Crew) . With the notation of §3.1, assume that E is ι-pure of weight w and that E comes from an overconvergent F -isocrystals on Y . Then gr M i (H, N 1,F ) Z1\D1 (cf. paragraph 1.1.8 (iii)) is ι-pure of weight w + 1 + i on the frame (Z 1 \D 1 , Z 1 , X ).
Proof. Let x be a closed point of Z 1 \ D 1 , k(x) its residue field and V x a finiteétale V-algebra which is a lifting of k(x). We denote by i x : Spf V x ֒→ Z 1 a lifting of the induced closed immersion by x. We denote Spf V x by {x}. We have to check that i
is ι-pure of weight w + 1 + i. Up to a change of basis of X by the extension V → V x , we can suppose k = k(x) by Lemma 2.2.10. Moreover, we can suppose that Z = Z 1 , and thus we suppose D 1 is empty and
Since t 1 ∂ 1 commutes with α # , we reduce to the curve case, i.e. X 1 = X . Then, by using paragraph 3.3.2 and the remarks of 2.1.4 and 3.2.5, we apply [Cre98, Theorem 10.8].
Remark 3.3.4. This theorem implies that ker(N 1,F )(−1) Z1\D1 (resp. coker (N 1,F ) Z1\D1 ) is ι-mixed of weight ≤ w + 1 (resp. ι-mixed of weight ≥ w + 1) by Remark 3.2.5.
Relations between a convergent log-isocrystal and its associated overconvergent isocrystal
In this subsection, we keep notation of §3.1 and we denote by j := (⋆, id, id) : (Y, X, X ) → (X, X, X ) the canonical morphism of frames.
3.4.1. Since F has nilpotent residues, from [CT12, 2.2.9], we get u + (F )
, and the same for D X ♭ (F ). Hence, we have the isomorphisms 
which is the biduality isomorphism over Y. Then we get the isomorphism
which is the biduality isomorphism over Y.
3.4.2.
Let us introduce some notation. We denote by α 1,F : F (−Z 1 ) ֒→ F the canonical inclusion. Similarly to [Car09a, 5 .24], we can check that the functor H i u 1+ (i = 0) vanishes for convergent isocrystals on 
Proof. Since F has nilpotent residues, this follows from [Car12b, 3.5.6.2].
Lemma 3.4.4. We have the canonical isomorphism ι 1,F :
, which is the biduality isomorphism outside Z 1 .
Proof. The proof is the same as that of [Car09a, 5.24 
.(ii)].
Proof. Thanks to Lemma 3.4.5, it is sufficient to check the commutativity of the square (3.4.9.1) outside Z 1 , which is easy. For the second, the first isomorphisms follows from the localization triangle, and the second by (i).
Proposition 3.4.10. We have the canonical isomorphisms:
Proof. By Remark 3.4.8, we have u F ) . Thus, we get the exact sequence
. Then, by the logarithmic version of Berthelot-Kashiwara's theorem [Car12c, 5.3 .6]), 
On the other hand, by applying the exact functor i 1+ • w 1+ • (−D 1 ) to (3.4.7.1), we get
If we replace ker by coker , we get the same isomorphism, and we conclude the proof. 3.4.12. We put Y 1 := Z 1 \D 1 , and let j 1 := (⋆, id, id) : (Y 1 , Z 1 , Z 1 ) → (Z 1 , Z 1 , Z 1 ) be the canonical morphism of frames. We get the isomorphisms
where the second isomorphism follows by (3.4.9.2), the third by (3.4.10.1), the fourth is similarly to (3.4.1.3), and the last one by [Car12b, 3.5.6.2]. We proceed similarly for kernel. Summing up, we get the isomorphisms:
Lemma 3.4.13. Let (Y, X, P) be a frame, and j = (⋆, id, id) : (Y, X, P) → (X, X, P) be a morphism of frames. Let G 1 ∈ F -Ovhol(X, P/K), G 2 ∈ F -Ovhol(Y, P/K), and φ : 3.5 An isomorphism compatible with Frobenius 3.5.1. In this subsection, we keep the notation and hypotheses of §3.1, and we assume that f = id and that D 1 is empty, unless otherwise stated. We suppose also that there exists anétale morphism h : X → A 1 Z1 such that g 1 is the composition of h and the projection A 1 Z1 → Z 1 , and that the composition of i 1 and h is the zero section. We define F X /Z1 so that we get the commutativity of the canonical diagram on the left whose squares of the bottom are cartesian:
(3.5.1.1)
By abuse of notation, we also denote by F Z1 the morphisms X ′ → X and A ) is a relative local coordinate of X /Z 1 (resp. X ′ /Z 1 ).
We put E
We get the commutative diagram:
O O (3.5.2.1) 3.5.3. By [Abe13, 3.14], we have the canonical morphism compatible with Frobenius:
(3.5.3.1)
with O X and applying the functor H 0 , we get the isomorphism
Let us recall the Frobenius structure on coker ∂1 (E). We denote by adj :
The maps qt
where the first homomorphism is an isomorphism since F Z1 is flat.
3.5.4. We have the canonical morphism (without Frobenius structure):
By identifying Ω X ♭ /Z1 with O X and by applying the functor H 0 , we get the isomorphism
Now, let us define a Frobenius structure on coker t1∂1 (F ) as follows: we denote by adj :
− → F * X F the canonical homomorphism. By (3.2.8.1), we can check that the diagram
is commutative. Thus the map q · adj induces the canonical map coker t ′
We get the Frobenius structure on coker t1∂1 (F ) via the homomorphisms:
(3.5.4.4) 3.5.5. We have the isomorphisms
Lemma 3.5.6. By applying H 0 to the isomorphism (3.5.5.1), we obtain the isomorphism coker t1∂1 (F ) ∼ − → coker ∂1 (E). This isomorphism commutes with Frobenius.
Proof. Let us recall the definition of the isomorphisms appearing in (3.5.5.1).
where the exact sequences are induced by (⋆) above. The factorization
is defined so that the diagram is commutative. We can check that the middle vertical arrow is given by
, where we denote by 1 t1 the homomorphism which sends the dual of dt 1 to dt1 t1 , and the left vertical arrow is given by
Then, we get that the isomorphism of Lemma 3.5.6 is given by the diagram:
By applying the functor coker t1∂1 to (3.5.2.1), we get the commutativity of the right square of the following canonical diagram
This diagram is commutative. Indeed, for the left square, use (3.5.3.3) and (3.5.4.3), and for the other squares, we leave the verification to readers.
Lemma 3.5.7. The canonical morphism coker t1∂1 (F )(1) → coker N 1,F is compatible with Frobenius.
Proof. Consider the diagram:
where the homomorphism q is the one induced by q times the canonical isomorphism we conclude by Lemma 2.1.12 that
By replacing Z 1 by Z 2 , . . . , Z r and D 1 by D i := j =i Z j , we get the same result. By construction, any stratum of Strat Z (X) except for Z • (0) = Y is a disjoint union of strata in Strat Di (Z i ). Thus the theorem follows.
Let us show (ii). Since the verification is local, we may assume that we are in the situation of §3.1. Consider the exact sequence:
is ι-mixed of weight ≥ w + 1. Since j + (E) is ι-mixed of weight ≥ w by Lemma 2.2.6, this implies that j !+ (E) is ι-mixed of weight ≥ w. By Corollary 1.4.3 and Lemma 2.1.6.3, we get that j !+ (E) is ι-mixed of weight ≤ w. − → be a triangle, and assume that (SQ) holds for E ′ and E ′′ . Then (SQ) holds for E as well. 1) By Lemma 2.2.6, the theorem holds when X is of dimension 0 and we may assume that dim(Y ) ≤ dim(X). We proceed by induction on the dimension of X. Assume the theorem holds for dim(X) < n. We will show the theorem for dim(X) = n.
2) a) Let us show (i) in the case where f is quasi-finite. If f is an immersion, then by Lemma 2.2.6 the theorem holds. Hence, by using EGA IV, Theorem 8.12.6, we may assume that f is finite. By using 0.a) and 0.b), we may assume that X is smooth, E ∈ F -Isoc † † (X/K) and it is ι-pure of weight w. Moreover, thanks to 0.c) and the induction hypothesis, we may further suppose that Y is smooth and that a) Let us show (ii) for dim(X) = n. We may assume X to be proper. By dévissage, it suffices to show that for an open affine smooth subscheme j : U ֒→ X and an ι-mixed overconvergent F -isocrystal E on U , j ! (E) is ι-mixed. By using Kedlaya's semistable reduction theorem [Ked11] , there exists a generically finiteétale morphism g :
is a strictly normal crossing divisor, and g * U (E) is a unipotent F -isocrystal where
is ι-mixed, and since g V is finiteétale, by 2.a), g + j ′ V + F V ′ is ι-mixed as well, and the claim follows. By Theorem 3.6.2, j ′ U! (g * U E) is ι-mixed. By using the induction hypothesis, this is equivalent to the property that j
Since it contains j V ! (E V ) as a direct factor, then j V ! (E V ) is ι-mixed, and using the induction hypothesis again, we get that
b) Let us show (iii) for dim(X) = n. For E, there exists an open subscheme j : U ֒→ X such that U is smooth and the complement of a divisor in X and E U is an isocrystal. By considering the localization triangle, 0.d), and induction hypothesis, it suffices to show (SQ) for j + (F ) where F is an irreducible overconvergent F -isocrystal on U . Then, by (1.4.4.1), we get the exact sequence
is not a log-scheme!) comes from the convergent log-isocrystal
Hence, by using 0.b), we can suppose that there exists the following commutative diagram of varieties 
Let us finish the proof of (i). By 3.a), we know that j ! (E) is ι-mixed. Thus, RΓ † D (j ! (E)) is ι-mixed as well, and since (SQ) holds for this F -complex, we get that
Thus, we get that j !+ (E) is ι-mixed. Moreover, by Theorem 3.6.2 (ii), j !+ (E) is ι-pure of weight w. Now, let us show that h + (j !+ (E)) is ι-pure of weight w. For this, it suffices to show that for an ι-pure F -module F of weight w on X such that
is ι-pure of weight w. Let y be a closed point of Y , and i y : {y} ֒→ Y be the closed immersion. We put i ′ y : h −1 (y) ֒→ X the closed immersion, and h ′ y : h −1 (y) → {y} the proper smooth curve. By base change theorem 1.3.14, we have i
Since h is proper, h ! ∼ = h + by paragraph 1.3.14. By 3.a), since D X (F ) is ι-pure of weight −w, we get that i + y h + (F ) is ι-mixed of weight ≤ w, and we conclude that h + (F ) is ι-pure of weight w.
Finally, consider the exact sequence
x J π is ι-mixed of weight ≥ w + m (recall that J π is ι-pure of weight 0), and thus from (4.2.2.1), ι Lemma 4.3.3. Let X be a realizable variety, and E, F be objects in F -Ovhol(X/K). Assume that E, F are irreducible ι-pure F -modules such that wt(F ) > wt(E). Then Ext
Thus the surjectivity of the homomorphism Ext
Proof. It suffices to show that the two outer modules appearing in the short exact sequence of Lemma 4.3.2 vanish. By Proposition A.5 and Theorem 4.1.3, we get the claim.
Theorem 4.3.4 (Weight filtration). Let X be a realizable variety, and E be an object of F -Ovhol(X/K) which is ι-mixed. Then there exists a unique increasing filtration W on E such that gr 
By Theorem 4.1.3 and Proposition A.5, we get that if
Theorem 4.3.6 (Semi-simplicity). Let X be a realizable variety, and E be an ι-pure overholonomic ovhol (X/L ′ ). This is "t-exact" in the obvious sense, and induces a functor F -Ovhol(X/L) → F -Ovhol(X/L ′ ). By taking the limit over finite extensions L of K ur , we have the categories F -D b ovhol (X/Q p ) and F -Ovhol(X/Q p ). We notice that F -Ovhol(Spec(k)/Q p ) is nothing but the category of pairs (V, φ) where V is a finite dimensional Q p -vector space, and φ is an automorphism of V .
Since ι-weights remain to be the same after scalar extension, Theorem 4.1.3, Theorem 4.2.3, Corollary 4.2.4 remain to be true even after replacing K by Q p .
Remark. Just to state Theorem 4.3.11, we do not need to introduce this generalized category. However, in the proof, we need to extend the scalar to Q p , in order to produce sufficiently many sheaves L ρ using the notation of [Fuj02, §3] .
4.3.9. Let X be a realizable variety over k. Let E be an object in F -Ovhol(X/Q p ). For a closed point x of X, let ρ x : Spec(k(x)) → Spec(k) be the structural morphism. We define the local L-factor at x to be
and the global L-function (10) to be L(X, E, t) := x∈|X| L x (E, t).
Let K(X, Q p ) be the Grothendieck category of F -Ovhol(X/Q p ). By additivity, the definition of local L-factor extends to a homomorphism
Definition 4.3.10. Let ℓ be a prime number different from p, and E be a field of characteristic 0. We fix embeddings Q p ←֓ E ֒→ Q ℓ , where the first one is denoted by ι p and the second by ι ℓ . A pair (E, F ) ∈ K(X, Q p ) × K(X, Q ℓ ) is said to be an E-compatible system if for any closed point x of X, we have
Theorem 4.3.11 (Fujiwara-Gabber's ℓ-independence). Compatible systems are stable under f + , f ! , D, ⊗. Moreover, let j : U ֒→ X be an immersion of realizable varieties, and (E, F ) be an E-compatible system such that E (and hence F ) is ι p -pure. Then (j !+ (E), j ! * (F )) is also an E-compatible system.
Proof. The proof is exactly the same as [Fuj02] . In the proof, we need to use Lefschetz fixed point theorem. Since we are using "the extended scalar", we need to check the theorem in this situation. For the verification, it is reduced to the overconvergent F -isocrystal case by the same argument as [Car06] . We repeat the dévissage argument of [ÉLS93, 6 .2] to reduce to the case where the fixed point is empty, and in this case we repeat [ÉLS93, 5.4 ]. We leave the detailed verifications to the reader.
4.3.12.
Let K be a function field over k. We define
where the inductive limit runs over smooth curves over k whose function field is K. Now, take E in F -Isoc † (K/K). By definition, there exists a smooth curve U whose function field is K, and E be an overconvergent F -isocrystal on U . Let j : U ֒→ X be the smooth compactification. We define the Hasse-Weil L-function by
By definition, Hasse-Weil L-function does not depend on the choice of U . By Theorem 1.5.9 (iii), we may write the L-function as
where we used the notation of paragraph 2.3.3. In particular, our Hasse-Weil L-function is nothing but L WD (X, E(1), t) in [Mar08, 4.3 .10] by Theorem 1.5.9 (i). On the other hand, by Lefschetz trace formula and self-duality 1.4.3, we get the functional equation
where g(K) denotes the genus of the function field K, and ε(K, E) is some number in Q p (cf. [AM11, 7.2.3]). This is a generalization of [Mar08, 4.3 .11] to F -isocrystals of arbitrary ranks. Now, let X be a realizable variety over K. Then there exists a model f : X → U where U is a smooth curve whose function field is K, X is a realizable variety, and the generic fiber of f is X. We denote by p : X → Spec(k) the structural morphism. We define the cohomology H m (X/K) in F -Isoc † (K/K) to be the one represented by H m t f + p + (K) . We can check easily that the construction does not depend on auxiliary choices. We end this paper with the following p-adic interpretation of Hasse-Weil L-function over function fields, which follows directly from Theorem 4.3.11:
Corollary 4.3.13. Let f : X → Spec(K) be a realizable proper smooth scheme (e.g. projective smooth variety). Then we have
where the left hand side is the Hasse-Weil L-function associated to the ℓ-adic representation H m (X) :=
A Internal homomorphism
In this appendix, we consider situation (A) in Notation and convention. P/S ), we have the canonical isomorphism:
Proof. This is the composition of the following isomorphisms: ) and the canonical morphism
is an isomorphism. By taking projective limits, we deduce from Lemma A.2 the isomorphism 
Hence, from the projection formula [Car04, 2.1.4], we get the first one. By using the biduality isomorphism, this implies the second one.
