Abstract. Let L be a restricted Lie algebra over a field of characteristic p > 2 and denote by u(L) its restricted enveloping algebra. We determine the conditions under which the set of symmetric elements of u(L) with respect to the principal involution is Lie solvable, Lie nilpotent, or bounded Lie Engel.
Introduction
Let A be an algebra with involution * over a field F. We denote by A + := {x ∈ A| x * = x} the set of symmetric elements of A under * and by A − := {x ∈ A| x * = −x} the set of skew-symmetric elements. A question of general interest is which properties of A + or A − can be lifted to the whole algebra A. The history of this problem goes back to Herstein [12, 13] where he had conjectured that if the symmetric or skew-symmetric elements of a ring R satisfy a polynomial identity, then so does R. Notably this conjecture was proved by Amitsur in [1] and subsequently generalized by himself in [2] . Now consider the group algebra F G of a group G under the canonical involution induced by g → g −1 , for every g ∈ G. There has been an intensive investigation devoted to demonstrate the extent to which the symmetric or skew-symmetric elements of F G under the canonical involution determine the structure of the group algebra and there has been special attention on Lie identities. In particular, the chacterization of groups G for which F G − or F G + is Lie nilpotent was carried out by Giambruno, Sehgal, and Lee in [10, 11, 16] . Furthermore, if either F G − or F G + is bounded Lie Engel, and G is devoid of 2-elements, Lee in [17] showed that F G is bounded Lie Engel. He also classified remaining groups for which F G + is bounded Lie Engel. The Lie solvable case was considered in [19, 20] , however a complete answer to this case seems still under way. Now, let L be a restricted Lie algebra over a field F of characteristic p > 2 and let u(L) be the restricted enveloping algebra of L. We denote by ⊤ the principal involution of u(L), that is, the unique Fantiautomorphism of u(L) such that x ⊤ = −x for every x in L. We recall that ⊤ is just the antipode of the F-Hopf algebra u(L).
Recently, the first author in [24] established the conditions under which u(L)
− is Lie solvable, Lie nilpotent or bounded Lie Engel. In this paper we consider the symmetric case. Unlike the skewsymmetric case it is not clear a priori that, for example, when u(L) + is Lie nilpotent then L is nilpotent. The symmetric elements do not form a Lie subalgebra of u(L) in general (but they form a Jordan subalgebra under the Jordan bracket x • y = 1 2 (xy + yx)). However, despite the group ring case we present a complete answer and yet the proofs are different and more involved than the skew-symmetric case. Before stating the main results we recall the following definitions. An 
The equivalence of 2) and 3) in Theorems 1.1-1.3 was established in [23] . Our main contribution is to prove that 2) implies 3) in these theorems. In combination with [24] , we can conclude that, in odd characteristic, if either u(L) + or u(L) − is Lie solvable (respectively, bounded Lie Engel or Lie nilpotent) then so is the whole algebra u(L). Such conclusions are no longer true in characteristic 2.
Finally, let L be an arbitrary Lie algebra over a field of characteristic different from 2 and denote by U(L) the ordinary enveloping algebra of L. A further consequence of our main results is that U(L) + (under the principal involution) is Lie solvable or bounded Lie Engel only when L is abelian.
Preliminaries
Throughout the paper all restricted Lie algebras are defined over a field F of characteristic p > 2.
Let A be an associative algebra over F with an involution. The Lie bracket on A is defined by [x, y] = xy − yx, for every x, y ∈ A. Longer Lie commutators of A are recursively defined as follows: for every x, y ∈ S. Also, following [18] , we put [
The subspace spanned by all [a 1 , . . . , a 2 n ] o , where a i ∈ S, is denoted by δ n (S). The subset S is said to be Lie solvable if there exists an n such that δ n (S) = 0.
Moreover, we denote by γ n (L) (n ≥ 1) and δ n (L) (n ≥ 0) the terms of the lower central series and derived series of L, respectively. Also, for a subset S of L we denote by S p the restricted subalgebra generated by S. A polynomial of the form Restricted Lie algebras whose enveloping algebras satisfy polynomial identities are characterized by Passman [21] and Petrogradski [22] . A theorem of Kukin (see [15, 
′ is a nilpotent Lie algebra and it follows from Theorem 2.3 that L is nilpotent.
Proof. The proofs of Lemma 1 and Corollary 1 in [24] work in the symmetric situation as well (by using
A similar conclusion also holds for the Lie nilpotence case. Now suppose that u(L)
+ is Lie solvable and L is nilpotent of class c, say. If 
The following can be deduced from classical results. For the proof see, for example, [23] or [28] .
In the sequel, we shall freely use the following fact.
Remark 2.8. Let A be an algebra over a field of characteristic not 2 with involution * . If J is a * -invariant ideal of A then (A/J) + with respect to the induced involution coincides with the image of A + under the canonical map A → A/J. In particular, this applies to the case where A = u(L) and J is the associative ideal generated by a restricted ideal of L.
Proofs of the main results
Proof. Clearly, it is enough to show that H is nilpotent. By Engel's Theorem it suffices to prove that ad x is nilpotent, for every x ∈ H. Suppose to the contrary that ad x is not nilpotent, for some x ∈ H. LetF be the algebraic closure of F. Since ad(x ⊗ 1) is not a nilpotent operator, there exists a nonzero b ∈ H F such that [x ⊗ 1, b] = αb, where α is a non-zero eigenvalue of ad(x ⊗ 1). We may replace x with
There exists an integer m such that
On the other hand, we have
By the PBW Theorem for restricted Lie algebras (see e.g. [27, §2, Theorem 5.1]) this is possible only if x is p-nilpotent which implies that ad x is nilpotent, a contradiction. 
Proof. The sufficiency is obvious. Suppose u(L)
+ is commutative and that, if possible, L is not abelian. Since, by Proposition 3.3, L is nilpotent, we can find non-commuting elements x, y ∈ L such that z = [x, y] is central. But then x 2 and 2xy − z are symmetric elements of u(L) and yet [x 2 , 2xy − z] = 4x 2 z is not zero, a contradiction.
Proof. By hypothesis, there exists an m such that [a, m b] = 0 for every a, b ∈ u(L) + . Suppose, if possible, that L ′ is not p-nilpotent. By Proposition 3.3 we know L is nilpotent, hence there exists a minimal n > 2 such that γ n (L) p is p-nilpotent. Put L := L/γ n (L) p . Let t be an integer such that p t ≥ m. Then from the assumption it follows that there exist x, y ∈ L such that z = [x, y] ∈ Z(L) and z
[p] t = 0. Clearly, the element x 2 and 2xy − z of u(L) are symmetric. Moreover, it can be seen by an easy induction that for every r > 0 one has
Since p t ≥ m and p = 2, from relation (1) we deduce that x 2 z p t = 0. On the other hand, since x and z
[p] t are F-linearly independent (as z
[p] t is central whereas x is not), the last conclusion contradicts the PBW Theorem, completing the proof.
It is now a simple matter to prove Theorems 1.1 and 1.2. Proof of Theorem 1.1. Of course, in view of Theorem 2 of [23] , it is enough to show that 1) implies 3). By Lemmas 3.3 and 3.5, we already know that L is nilpotent and L ′ is p-nilpotent. Moreover, by Theorem 2.1, u(L) satisfies a polynomial identity and then, by Theorem 2.2, L contains a restricted ideal I such that L/I and I ′ are finite-dimensional. This finishes the proof.
Proof of Theorem 1.2. It is enough, by Theorem 1 of [23], to show that 1) implies 3). So, suppose u(L)
+ is Lie nilpotent. Then, by Theorem 1.1, we just need to show that L ′ is finite-dimensional. By Theorem 1.1, we know that L is nilpotent of class c, say. Now, by Corollary 2.6, γ c (L) p is finite-dimensional. We can proceed by induction on c to conclude that [19] we have that n i ≤ 2 for every i. Therefore every irreducible representation of u(L) has degree 1 or 2. In particular L ′ has dimension less than 3, so that L is solvable, a contradiction.
Proof. By Proposition 3.6, we know that L is solvable. By induction on the derived length of L, we can assume L is metabelian. Furthermore, we can suppose that the ground field F is algebraically closed. Let J be the Jacobson radical of u(L) and consider the restricted Lie algebra [19] . Without loss of generality we can assume that H is a restricted Lie subalgebra of M 2 (F). Since M 2 (F) is not Lie metabelian, we have dim H ≤ 3. If dim H = 2, then there exists x, y ∈ H such that with [x, y] = x. In this case we must have x p = 0 and y p = y, so we are done. Assume then dim H = 3. It is clear that the identity matrix I 2 must be in H, otherwise M 2 (F) is spanned by H and I 2 so that M 2 (F) is Lie metabelian, which is not possible. Note that
Since H ′ is abelian and sl 2 (F) has no 2-dimensional abelian subalgebra, it follows that dim H ′ = 1. Let x ∈ H ′ ⊆ sl 2 (F). Since tr(x) = 0, it follows that x and I 2 are linearly independent. Let y ∈ H so that x, y and I 2 span H. Since H is not abelian, we can assume [x, y] = x. But then x p is a central element in H and so x p = αI 2 , for some α ∈ F. Since x ∈ sl 2 (F) and p ≥ 3, tr(x p ) = 0. Thus, α = 0 and so x p = 0.
Proof. Let c be the nilpotence class of L. First we prove that γ c (L) is p-nil. So let x ∈ L and y ∈ γ c−1 (L) and let H be the restricted subalgebra of L generated by x and y. Let J be the Jacobson radical of u(H). By the Razmyslov-Kemer-Braun Theorem (see e.g. [7] ) J is a nilpotent ideal of u(H). Note that x 2 , y 2 and u = 2xy − z are symmetric. In u(H) we have [x, 2xy
By Proposition 2.6 of [19] , (u(H)/J ) + is Lie metabelian. It follows that 2xyz
Thus, there exists an integer k such that
p is finite-dimensional and p-nilpotent. Combining with the fact that γ c (L) p is also finitedimensional and p-nilpotent yields the required result.
Lemma 3.9. Let L be a metabelian restricted Lie algebra such that u(L)
+ is Lie solvable. Then the space of fixed points of the action of
Proof. Let V be the subspace of L ′ consisting of the fixed points of the action of ad x on L ′ . Note that for every r ≥ 1 and a 1 , . . . , a r ∈ V , we have [x, a 1 · · · a r ] = ra 1 · · · a r . Thus, for every odd number k and a 1 , . . . , a k ∈ V , we have
Let n be a positive integer and let m 1 = 2 n+1 + 2 n − 2, m 2 = 2 n+1 + 2 n and m 3 = 2 n+1 + 2 n + 2. By the PBW Theorem, it is enough to show that for every a 1 , . . . , a m i ∈ V there exists α ∈ F such that
for i = 1, 2, 3. Using Equation (2), the claim can be easily checked for n = 0. Now we assume that n ≥ 1 and we prove the induction step for m 1 . So set r = 2 n +2 n−1 −2, s = 2 n +2 n−1 and let a 1 , . . . , a r , b 1 , . . . , b s ∈ V . By the induction hypothesis we have
for some α, β ∈ F. Thus,
Similarly, for m 2 we take r = 2 n + 2 n−1 − 2 and s = 2 n + 2 n−1 + 2 and for m 3 we take r = 2 n + 2 n−1 and s = 2 n + 2 n−1 + 2 and argue the same way to establish the inductive step.
Proof. Without loss of generality we can suppose the ground field F is algebraically closed. We argue by induction on dim L/N. By [27, §2, Theorem 3.6], there exists a p-polynomial g such that x = g(y) lies in L\N and satisfies either [24] . Moreover, since in characteristic 2 the sets of symmetric and skew-symmetric elements obviously coincide, Examples 1 and 2 of [24] show that the assumption char(F) = 2 in Theorems 1.1, 1.2, and 1.3 cannot be removed. 
where L p k is the F-vector space spanned by the set {l p k | l ∈ L}. Then L is a restricted Lie algebra with p-map given by h 
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