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ABSTRACT
Assuming the separable augmented density, it is always possible to construct a distribution
function of a spherical population with any given density and anisotropy. We consider un-
der what conditions the distribution constructed as such is in fact non-negative everywhere
in the accessible phase-space. We first generalize known necessary conditions on the aug-
mented density using fractional calculus. The condition on the radius part R(r2) (whose loga-
rithmic derivative is the anisotropy parameter) is equivalent to the complete monotonicity of
w−1R(w−1). The condition on the potential part on the other hand is given by its derivative up
to any order not greater than 32 − β0 being non-negative where β0 is the central anisotropy pa-
rameter. We also derive a specialized inversion formula for the distribution from the separable
augmented density, which leads to sufficient conditions on separable augmented densities for
the non-negativity of the distribution. The last generalizes the similar condition derived earlier
for the generalized Cuddeford system to arbitrary separable systems.
Key words: galaxies: kinematics and dynamics – methods: analytical – dark matter
1 INTRODUCTION
Except maybe in our imagination is nothing in our universe exactly
spherically symmetric. Yet spherical models by virtue of simplic-
ity have widely been adopted as the default route when we embark
on something new to investigate. What is surprising is that insights
obtained from these ‘spherical cows’ appear to be helpful at all for
our understanding of the ‘real’ universe. This is particularly true
for dynamical models of stellar systems. Models of spherical stel-
lar systems are not only useful to approximate putative dark haloes
or any actual roundish aggregate system found in the sky but also
important to provide the simplest test ground for the physical prin-
ciples and understanding of structures governed by them.
It was Dejonghe (1986) who had first used augmented densi-
ties (i.e., extensions of the density profile into bivariate functions
of the potential and radius) of a spherical system to build a dy-
namical model of spherical stellar systems. Whilst the informa-
tion contained in the distribution function and the correspond-
ing augmented density is mathematically equivalent, the approach
through the augmented density, in particular for such systems with
anisotropic velocity distributions, is advantageous since its rela-
tions to directly observable quantities are simpler than those of
the distribution function. That is to say, it is in principle triv-
ial to find an augmented density with desired behaviours of ob-
servables unlike distribution functions, observables resulting from
which are only available through moment integrals. For exam-
⋆ E-mail: jinan@nao.cas.cn
ple, an augmented density ν˜(Ψ, r2) (and subsequently a distribution
function via algorithmic inversions) can be found from arbitrarily
specified profiles of the density ν(r) and the anisotropy parame-
ter such that ν˜(Ψ, r2) = P(Ψ)R(r2) where P[Ψ(r)] = ν(r)/R(r2)
and R(r2) is given by equation (14) from the prescribed anisotropy
(Qian & Hunter 1995; Baes & Van Hese 2007).
A drawback of this approach is that one does not know a pri-
ori whether the spherical system described by the given augmented
density is consistent with being built by a physical distribution,
that is, non-negative everywhere in the accessible phase space (the
phase-space consistency). For some systems however where the in-
version algorithm reduces to a single integral quadrature such as the
constant anisotropy system (see e.g., Evans & An 2006), the crite-
ria on the augmented density for the phase-space consistency have
been derived. For instance, Ciotti & Pellegrini (1992) had discov-
ered necessary and sufficient conditions for the non-negativity of
the Osipkov–Merritt distribution function expressed in terms of the
corresponding augmented density, and Ciotti & Morganti (2010a)
extended these to be applicable to the multicomponent general-
ized Cuddeford system. Ciotti & Morganti (2010b) have essentially
hypothesized that the necessary conditions of Ciotti & Morganti
(2010a), which concerns the behaviour of the potential-dependent
parts of augmented densities, may be applicable to any system
for which the potential and radial dependencies of the augmented
density are multiplicatively separable. This has been subsequently
proven by Van Hese et al. (2011) and An (2011a) whereas An
(2011b) was able to find necessary conditions on the radius depen-
dent parts of separable augmented densities, which results in the
c© 2012 RAS
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constraints on the behaviour of the anisotropy parameter that can
be consistent with separable augmented densities.
This paper continues the study of the phase-space consistency cri-
teria for separable augmented densities. As its logical conclusion,
we attempt to provide an answer to the question, under what con-
ditions the distribution function constructed from a separable aug-
mented density is non-negative everywhere in the entire accessible
subvolume of the phase space. This paper is organized as follows.
We start by reviewing the concepts of the distribution function and
the augmented density in Sect. 2, in which we also present a result
(eq. 5) that leads to many of main arguments. Using this, first in
Sect. 3 we elucidate the relation amongst the distribution function,
the augmented density, and the observables. The main findings of
this paper are provided in Sect. 4 where necessary conditions on
separable augmented densities for the phase-space consistency are
presented, and in Sect. 5 where corresponding sufficient conditions
are given. In Sect. 6 we present an application on a parameteriza-
tion of the anisotropy suitable for practical modelling. This paper
concludes with the summary of findings in Sect. 7. Mathematical
ideas used in this paper reviewed in Appendices.
2 MODELS FOR SPHERICAL DYNAMICAL SYSTEMS
2.1 Distribution function
Let F(r; u) be a steady-state phase-space distribution such that∫
S F d
3r d3u is the number of tracers in any measurable phase-space
volume S . Here r is the position vector in the configuration space
and u = r˙ is the velocity. Assuming spherical symmetry, the distri-
bution is invariant under any orthogonal transformation, which im-
plies that F(r; u) = F(r; vr , vt) where r = ‖r‖ is the radial distance,
vr = u·rˆ and vt = ‖u − vr rˆ‖ are the radial and tangential velocities
with rˆ = r/r being the radial unit vector. If we adopt the spherical
polar coordinate (r, θ, φ), these are also given by ‖u‖2 = v2 = v2r + v2t
and v2t = v2θ + v2φ where (vr , vθ, vφ) = (r˙, r ˙θ, r ˙φ sin θ) are the veloc-
ity components projected onto the associated orthonormal basis.
Moreover, the Jeans theorem indicates that if the given distribution
function (df) is a solution to the collisionless Boltzmann equation
with a generic static spherical potential Φ(r), it must be in the form
of F(E, L2) where E = Ψ(r)−v2/2 and L = rvt are the two isotropic
isolating integrals admitted by all generic static spherical poten-
tials, namely the specific binding energy and the magnitude of the
specific angular momentum. Here,
Ψ(r) ≡

Φ(rout) − Φ(r) if rout is finite
Φ(∞) − Φ(r) if rout = ∞ and |Φ(∞)| < ∞
−Φ(r) if rout = ∞ and Φ(∞) → ∞
(1)
is the relative potential with respect to the boundary rout. The sys-
tem that is not confined within a finite boundary radius is repre-
sented by rout = ∞ with Φ(∞) = limr→∞ Φ(r). If rout or Φ(∞) is
finite, then F(E < 0, L2) = 0 because by definition E > 0 for all
tracers bound to the system (and bounded by r 6 rout).
2.2 Augmented density
Integrating F(E, L2) over the velocity space results in
ν˜(Ψ, r2) ≡
$
d3u F
(
E = Ψ − 12 v2, L2 = r2v2t
)
, (2)
a bivariate function of Ψ and r2, that is, the augmented density
(AD). The integral is over the whole velocity subspace, but if rout
or Φ(∞) is finite, it is essentially within the sphere v2 6 2Ψ since
F(E < 0, L2) = 0 for these cases. With Ψ(r) specified, the AD
yields the local density via ν(r) = ν˜[Ψ(r), r2]. Similarly, the aug-
mented moment functions (n.b., ν˜ = m0,0) are given by
mk,n(Ψ, r2) ≡
$
d3u v2kr v2nt F
(
E = Ψ − 12 v2, L2 = r2v2t
)
= 4pi
"
vr>0,vt>0,(v262Ψ)
dvr dvt v2kr v2n+1t F
(
Ψ − v
2
r + v
2
t
2
, r2v2t
)
. (3a)
Changing the integration variables to (E, L2), these are represented
to be a set of integral transformations of the df,
mk,n =
2pi
r2n+2
"
T
dE dL2Kk− 12 L2nF(E, L2)
=
2pi
r2n+2
"
E>E0 ,L2>0
dE dL2Θ(K) |K|k− 12 L2nF(E, L2).
(3b)
Here Θ(x) is the Heaviside unit-step function and
E0 ≡

0 if rout or Φ(∞) is finite
−∞ if limr→∞ Ψ(r) = −Φ(∞) → −∞
(4)
is the lower bound of the binding energy. The transform ker-
nel is K(E, L2;Ψ, r2) ≡ 2(Ψ − E) − L2r−2, which is v2r ex-
pressed as a function of 4-tuple (E, L2;Ψ, r2). Finally, the do-
main of (E, L2) space in which the integral is performed is T ≡
{ (E, L2) | E > E0, L2 > 0, K > 0 }.
An (2011a) has shown that the Abel transformation of the aug-
mented moment function results in an integral transformation of
the df similar to equation (3b) but with different powers on K and
L2. This is generalized by means of fractional calculus (Appendix
A1), that is, for any pair of non-negative reals ξ > µ > 0,
E0 DΨ
µ
[
0Ir2 ξ−
1
2
( ν˜
r2ξ−1
)]
(5a)
=

2µ+1pi 32 r2ξ−3
Γ(ξ − µ)
"
T
dE dL2 K
ξ−µ−1
L2ξ−1
F(E, L2) (ξ > µ)
2ξpi
3
2 r2ξ−3
∫ L2m
0
dL2
L2ξ−1
F
(
Ψ − L
2
2r2
, L2
)
(ξ = µ)
,
0Dr2 µ
(
r2µE0 IΨ
ξ− 12 ν˜
)
(5b)
=

2 32 −ξpi 32
r2µ+2Γ(ξ − µ)
"
T
dE dL2Kξ−µ−1L2µF(E, L2) (ξ > µ)
pi
3
2
2µ− 12 r2µ+2
∫ L2m
0
dL2L2µF
(
Ψ − L
2
2r2
, L2
)
(ξ = µ)
where Γ(x) is the gamma function and the operators aIxλ and aDxλ
are as defined in Appendix A1. In addition,
L2m ≡

2r2Ψ if E0 = 0
∞ if E0 = −∞
. (6)
Derivations are provided in Appendix B.
3 MOMENT SEQUENCES & AUGMENTED DENSITIES
The knowledge of ν˜(Ψ, r2) is mathematically equivalent to knowing
F(E, L2). In particular, once the potential Ψ = Ψ(r) is specified, the
specification of the AD completely determine a unique spherical
dynamic system in equilibrium. In light of equation (5), here we
seek a possible ‘physical interpretation’ of the AD in relation to the
df for describing dynamic systems.
c© 2012 RAS, MNRAS 000, 1–12
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Consider the moment sequence of the df restricted along K = 0,
Mµ(Ψ, r2) ≡ (2pi)
3
2
(2r2)µ+1
∫ L2m
0
dL2L2µF
(
Ψ − L
2
2r2
, L2
)
=

Ψµ+1
∫ 1
0
dy yµF (yΨ;Ψ, r2) (E0 = 0, L2m = 2r2Ψ)∫ ∞
0
dY YµF (Y ;Ψ, r2) (E0 = −∞, L2m = ∞)
, (7a)
where
F (Y ;Ψ, r2) ≡ (2pi) 32 F(Ψ − Y, 2r2Y). (7b)
Then equations (5) indicate that
Mµ =

E0 IΨ
µ−1/2
0Dr2 µ
(
r2µν˜
) (µ > 12 )
E0 DΨ
1/2−µ
0Dr2 µ
(
r2µν˜
) (0 6 µ 6 12 )
E0 DΨ
ξ+1/2
0Ir2 ξ
( ν˜
r2ξ
)
(ξ = −µ > 0)
. (8a)
In particular, if µ is a non-negative integer, this results in
M0 =
1√
pi
∂
∂Ψ
∫ Ψ
E0
ν˜(Q, r2) dQ√
Ψ − Q
Mn =
1( 1
2
)+
n−1
√
pi
∫ Ψ
E0
dQ (Ψ − Q)n− 32
(
∂
∂r2
)n[
r2nν˜(Q, r2)],
(8b)
where n = 1, 2, . . . and (a)+n =
∏n
j=1(a−1+ j) is the rising sequential
product. In other words, ν˜(Ψ, r2) directly determine the entire mo-
ment sequences along a fixed sectional line in (E, L2) space. The
AD in this sense is similar to the moment generating function or
the characteristic function for the df as a probability density. With
varying (Ψ, r2), the K = 0 lines sweep the whole accessible (E, L2)
space, and thus ν˜(Ψ, r2) in principle uniquely determines F(E, L2).
Explicit inversion algorithms from ν˜(Ψ, r2) to F(E, L2) are available
in literature utilizing either the known inverse of named integral
transforms (e.g., Lynden-Bell 1962; Dejonghe 1986) or complex
contour integrals (e.g., Hunter & Qian 1993).
Next, we consider what information on physical properties of the
system is sufficient to specify a unique AD. For this, equation (5b)
indicates that the even-order (augmented) velocity moments are re-
lated to the AD as in (Dejonghe & Merritt 1992, eq. 13)
mk,n(Ψ, r2) =
2k+nΓ(k + 12 )√
pir2n+2
(
r4
∂
∂r2
)n(
r2E0 IΨ
n+kν˜
)
= 2k+n
( 1
2
)+
k E0 IΨ
k+n[
0Dr2 n(r2nν˜)
]
,
(9a)
Here note
√
pi ( 12 )+k = Γ(k+ 12 ). Given the potential Ψ(r), specifying
the AD completely fixes every (in principle observable) velocity
moment with equation (9a) such that
v2kr v
2n
t =
mk,n[Ψ(r), r2]
ν˜[Ψ(r), r2] . (9b)
Conversely, equation (9a) for (k, n) = (µ + 1, 0), that is, mµ+1,0 =
2µ+1( 12 )+µ+1E0 IΨµ+1ν˜ at a fixed r reduces to
Vµ(r) ≡ µ!v
2(µ+1)
r
2µ+1
( 1
2
)+
µ+1
=

[Ψ(r)]µ+1
∫ 1
0
dq qµP[qΨ(r); r] (E0 = 0)∫ ∞
0
dQ QµP(Q; r) (E0 = −∞)
,
(10a)
where
P(Q; r) ≡ ν˜[Ψ(r) − Q, r
2]
ν(r) . (10b)
That is, given the local density ν(r) and the potential Ψ(r), the in-
finite set of the radial velocity moments in every order consists in
the moment sequence of the AD considered as a distribution of Ψ
at fixed r. The problem is reducible to the Hausdorff (for E0 = 0)
or the Stieltjes (for E0 = −∞) moment problems. With the infinite
sequence of the radial velocity moments as functions of r, the AD
can then be uniquely determined at least formally by such means as
e.g., the Hilbert basis or the Laplace and/or Fourier transform (cf.,
the moment generating function and the characteristic function) etc.
The final information required for the full specification of the sys-
tem is the determination of the potential. The self-consistent poten-
tial may be determined through the Poisson equation: that is, if the
mass-to-light ratio is constant, Ψ(r) can be fixed by solving the or-
dinary differential equation on Ψ(r) that results from the spherical
Poisson equation with the source term given by ν = ν˜(Ψ, r2). Alter-
natively, from equation (9a), we deduce for k > 1 that
∂mk,n
∂Ψ
= (2k − 1) mk−1,n;
∂(r2n+2mk,n)
∂r2
=
(k − 12 ) r2nmk−1,n+1. (11a)
Consequently the total radial derivative of mk,n for k > 1 results in
dmk,n
dr
=
2mk,n
r
[
∂ log(r2n+2mk,n)
∂ log r2
− (n + 1)
]
+
dΨ
dr
∂mk,n
∂Ψ
= −2(n + 1)mk,n − (2k − 1)mk−1,n+1
r
+ (2k − 1)mk−1,n dΨdr . (11b)
With Ψ = Ψ(r) and mk,n[Ψ(r), r2] = νv2kr v2nt , this may be solved
for dΨ/dr if the required velocity moments as a function of r are
known. For the simplest case (k, n) = (1, 0), this reduces to the
spherical (second-order steady-state) Jeans equation.
4 NECESSARY CONDITIONS FOR SEPARABLE
AUGMENTED DENSITIES
In the following, we limit our concern to the cases for which the po-
tential and the radius dependencies of the AD are multiplicatively
separable such that
ν˜(Ψ, r2) = P(Ψ)R(r2). (12)
In addition to mathematical expediency, this assumption is also no-
table because under the separability assumption in equation (12),
the radius part R(r2) of the AD alone uniquely specifies the so-
called Binney anisotropy parameter,
β(r) ≡ 1 − v
2
t
2v2r
= 1 − m0,1[Ψ(r), r
2]
2m1,0[Ψ(r), r2]
= 1 − 1
m1,0
∂(r2m1,0)
∂r2
= −∂ log m1,0
∂ log r2
∣∣∣∣∣
Ψ(r),r2
(13)
such that (Dejonghe 1986; Qian & Hunter 1995)
β(r) = −d log R(r
2)
d log r2 ;
R(r2)
R(r20)
= exp

∫ r0
r
2β(s)
s
ds
. (14)
Some applications are found in Baes & Van Hese (2007) whilst An
(2011b) discusses implications of the separability assumption.
c© 2012 RAS, MNRAS 000, 1–12
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4.1 Conditions on the radius part
An (2011b) has argued that (hereafter x ≡ r2)
R(n)(x) ≡ d
n[xnR(x)]
dxn > 0 (x > 0, n = 0, 1, 2, . . . ) (15)
for the radius part R(x) of equation (12) is necessary for the non-
negativity of the corresponding df. Here we derive several equiva-
lent statements of this condition.
First of these is
0Dxµ(xµR) > 0 (x > 0, µ > 0). (16)
This follows equation (5b), which indicates that for 0 6 µ 6 ξ
0Dxµ
(
xµE0 IΨ
ξ− 12 ν˜
)
= E0 IΨ
ξ− 12 P(Ψ) · 0Dxµ[xµR(x)] > 0 (17)
given equation (12). Since P > 0 is obviously necessary, equation
(16) follows this and Lemma A7, which implies that E0 IΨξ−
1
2 P >
0 for ξ > 12 . It is trivial that equation (16) implies equation (15)
as the latter is the restriction of the former for an integer µ = n.
The opposite implication follows Corollary A35. That is to say,
equation (15) for a particular positive integer n implies equation
(16) for µ ∈ [n − 1, n], and thus equation (16) for µ > 0 follows
equation (15) for all positive integers n.
Next, equation (A31) indicates that
R(n)(x) = 1
xn+1
(
x2
d
dx
)n[
xR(x)] = (−1)nwn+1 dnR(w)dwn
∣∣∣∣∣
w=x−1
, (18)
where
R(w) ≡ R(w
−1)
w
. (19)
Hence equation (15) is also equivalent to
(
x2
d
dx
)n[
xR(x)] > 0 (x > 0, n = 0, 1, 2, . . . ),
(−1)n d
nR(w)
dwn
> 0 (w > 0, n = 0, 1, 2, . . . ).
(20)
The last is equivalent to saying that the function R(w) defined in
equation (19) is a completely monotonic (Definition A12) function
of w. The Bernstein theorem (Theorem A17) then implies that R(w)
is representable as the Laplace transform of a non-negative func-
tion. In other words, there exists a non-negative function φ(t) > 0
of t > 0 such that R(w) = Lt→w[φ(t)]. The inverse Laplace trans-
formation may be found using the Post–Widder formula (eq. A11),
which, thanks to equation (18), reduces to
φ(t) ≡ L−1
w→t
[R(w)] = lim
n→∞
1
n! R(n)
( t
n
)
. (21)
Thus we find another equivalent necessary condition,
lim
n→∞
1
n!
dn[xnR(x)]
dxn
∣∣∣∣∣
x=t/n
> 0 (t > 0). (22)
It is obvious that equation (15) implies equation (22), provided that
it converges. The converse on the other hand follows the Bernstein
theorem and the Post–Widder formula. However, the conditional
equivalence given its convergence may also be inferred from Corol-
lary A33. By definition, equation (22) indicates that there exists a
sufficiently large integer ∃m > 0 such that R(n)(x) > 0 for all ∀n > m
and x > 0. Corollary A33 then suggests that R(m−1)(x) > 0 for x > 0,
and equation (15) follows subsequent successive arguments with
descending subscripts of R(n)(x).
4.2 Conditions on the potential part
Van Hese et al. (2011) have proven that given equation (12),
P(k)(Ψ) > 0 for all accessible Ψ and any non-negative integer k
not greater than 32 − β0 where β0 is the limit of the anisotropy pa-
rameter at the centre, is necessary for the df to be non-negative. We
shall show that this generalizes incorporating fractional derivatives.
If the AD is given as in equation (12), equation (5a) results in
E0 DΨ
µ
0Ixξ−
1
2
( ν˜
xξ−1/2
)
= E0 DΨ
µP · 0Ixξ−
1
2
( R
xξ−1/2
)
> 0, (23)
for 0 6 µ 6 ξ. Since R(x) > 0 is again trivially necessary,
0Ixλ(x−λR) > 0 for x > 0 and any λ > 0 unless R(x) = 0 almost
everywhere in x ≡ r2 ∈ [0,∞) (Lemma A7). Ignoring pathological
cases, we conclude that equation (23) implies that
0 < 0Ixλ(x−λR) < ∞ =⇒ E0 DΨµP > 0 (µ 6 λ + 12 ). (24)
With λ = 0, this indicates that E0 DΨµP > 0 for µ 6 12 . For λ > 0
on the other hand, equation (24) implies that, if x−λR(x) dx is inte-
grable over x = 0, then E0 DΨµP > 0 for µ 6 λ+ 12 and all accessible
Ψ is necessary for a non-negative df. Alternatively, E0 DΨµP > 0
with a fixed µ > 12 is necessary for the df to be non-negative if there
exists ∃λ > µ − 12 such that 0Ixλ(x−λR) is well-defined.
Equation (24) is yet inconclusive regarding whether E0 DΨ
3
2−βP >
0 is necessary for the phase-space consistency given R(x) ∼ x−β
with β < 1 as x → 0, which is in fact necessary as shown follows.
For this, we first note that if h(t) is right-continuous at t = a,
lim
ǫ→0+
ǫ
∫
¯t
a
h(t) dt
(t − a)1−ǫ = limt→a+ h(t) = h(a) (a < ¯t). (25)
This applied to the left-hand side of equation (5a) results in
limξ→( 32 −η)−
( 3
2 − η − ξ
)
0Ixξ−
1
2
( ν˜
xξ−1/2
)
=
ˆPη(Ψ)
xηΓ(1 − η) (26a)
where η < 1 and
ˆPη(Ψ) = limx→0+ xην˜(Ψ, x). (26b)
Equation (5a) then results in the formula,
E0 DΨ
µ
ˆPη(Ψ) = 2 32 −ηpi 32 Γ(1 − η) E0 IΨ
3
2 −η−µg˜η(Ψ) > 0, (26c)
where
g˜η(E) = limL2→0+ L2ηF(E, L2). (26d)
For µ < 32 − η, this is derived with the limit ξ → ( 32 − η)− while
maintaining µ < ξ < 32 − η. For µ = 32 − η on the other hand, the
same limit is taken with µ = ξ. Hence, equation (26c) is valid for
µ 6 32 −η and η < 1, provided that 0Ixξ−
1
2 (x 12−ξ ν˜) is well-defined for
ξ < 32 −η (n.b., the integrability of the same for ξ = 32 −η is actually
not required for its validity). The non-negativity of equation (26c)
follows the non-negativity of F(E, L2). Of particular interests are
equation (26c) for µ = 0 and 32 − η,
ˆPη(Ψ) = 2 32−ηpi 32 Γ(1 − η)E0 IΨ
3
2 −ηg˜η(Ψ);
g˜η(Ψ) = E0
DΨ
3
2 −η ˆPη(Ψ)
23/2−ηpi3/2Γ(1 − η) ,
(27)
which give explicit formulae for ˆPη(Ψ) and g˜η(Ψ) from each other.
For a separable AD given as in equation (12), we have
ˆPη(Ψ) = ˆRηP(Ψ) ; ˆRη = limx→0+ xηR(x). (28)
Therefore, equation (26c) indicates that
0 < ˆRη < ∞ =⇒ E0 DΨµP > 0 (µ 6 32 − η). (29)
c© 2012 RAS, MNRAS 000, 1–12
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That is, if there exists ∃η < 1 such that ˆRη is a positive finite con-
stant, then E0 DΨµP > 0 for ∀µ 6 32 − η. This encompasses equation
(24), which is seen as follows: If ˆRη is non-zero finite for η < 1,
then R ∼ x−η as x → 0. Hence 0Ixλ(x−λR) converges for λ < 1 − η,
and so if µ 6 λ + 12 and 0Ix
λ(x−λR) is well-defined, then µ < 32 − η.
For example, with a constant anisotropy system of R(x) = x−β, we
find that ˆRβ = 1 whilst the convergence condition reduces to
0Ixλ(x−λR) = 1
Γ(λ)
∫ x
0
(x − s)λ−1 ds
sλ+β
=
Γ(1 − β − λ)
xβΓ(1 − β) < ∞, (30)
which converges for 0 6 λ < 1 − β. It follows that equation (24)
indicates that E0 DΨµP > 0 for µ 6 λ + 12 <
3
2 − β is necessary for
the df to be non-negative whereas equation (26c) suggests the same
for µ 6 32 − β (and β < 1).
5 SUFFICIENT CONDITIONS FOR PHASE-SPACE
CONSISTENCY
In the companion paper (Van Hese et al. 2012), we derive the nec-
essary and sufficient condition for the df with E0 = 0 to be non-
negative, expressed in terms of the integro-differential constraints
of the AD. This is achieved by reducing the problem to the Haus-
dorff moment problem, according to which the df is non-negative
if and only if the moment sequence of equation (7) is a completely
monotone sequence1 . Since the moment sequence is generated by
the AD using equation (8), this condition is expressible in terms of
finite differences of integro-differential operations on the AD.
With a separable AD, Van Hese et al. (2012) also derive a sim-
ple sufficient (but not necessary) condition composed of two
pieces, each of which only involves the potential or the radius
part separately but not together. In this paper we derive an al-
ternative sufficient condition for a separable AD to be resulted
from a non-negative df, which turns out to be equivalent to that of
Van Hese et al. (2012). The derivation here is based on the proper-
ties of completely monotonic functions and the Laplace transform.
In the following, we only consider the case that E0 = 0 and L2m =
2r2Ψ, that is, the df has a compact support and F(E < 0, L2) = 0.
5.1 Sufficient conditions on a separable augmented density
Inverting equation (3b) for F(E, L2) is formally equivalent to re-
covering the two-integral even df, F+(E, J2z ) from the axisymmetric
density ν[Ψ(R2, z2),R2] (Hunter & Qian 1993). One notable inver-
sion formula of this kind is that of Lynden-Bell (1962) who had
utilized the Laplace transform. This suggests that φ(t) in equation
(21) should be related to F(E, L2). In Appendix C we do in fact
find that the df that builds the separable AD of equation (12) with
E0 = 0 is recovered via the inverse Laplace transform given by
F(E, L2) = L−1
s→E
[
s
3
2 P(s)
(2pi)3/2 φ
( sL2
2
)]
. (31)
where P(s) ≡ LΨ→s[P(Ψ)] is the Laplace transformation of P(Ψ)
and φ(t) is as defined in equation (21).
By the Bernstein theorem, equation (31) is non-negative if and
only if its Laplace transform is a completely monotonic function
of s > 0 for all accessible L2. However P(s) is already completely
1 A sequence (a0 , a1, a2 , . . . ) is completely monotone if and only if
(−1)k∆ka j > 0 for all non-negative integer pairs k and j. Here ∆ is the
finite difference operator such that ∆k+1a j = ∆ka j+1 − ∆ka j and ∆0a j = a j .
monotonic since P(Ψ) > 0. Thus, that s 32 φ(sL2/2) is a completely
monotonic function of s > 0 for any L2 > 0 is in fact sufficient for
the df to be non-negative (Lemma A14). Equivalently, since
dn[t 32 φ(t)]
dtn
∣∣∣∣∣
t=sL2/2
=
(L2
2
) 3
2 −n dn
dsn
[
s
3
2 φ
( sL2
2
)]
, (32)
the condition is equivalent to the complete monotonicity of t 32 φ(t).
Unfortunately, this is too severe to be physical2, which is inferred
in reference to the constant anisotropy model given by R(x) = x−β
and φ(t) = t−β/Γ(1 − β). The condition for this system reduces to
(β − 32 )+n
Γ(1 − β)
1
tβ+n−3/2
> 0 (t > 0, n = 0, 1, 2, . . . ), (33)
which cannot be satisfied for any constant β < 1.
Nevertheless, the preceding discussion extends to yield useful
sufficient conditions: that is, for any fixed λ, the conditions that
(−1)n d
n[sλP(s)]
dsn > 0 (s > 0, n = 0, 1, 2, . . . ), (34)
(−1)n d
n[t 32−λφ(t)]
dtn > 0 (t > 0, n = 0, 1, 2, . . . ) (35)
are jointly sufficient to imply equation (C7) being completely
monotonic and consequently the df in equation (31) being non-
negative. With increasing λ, the constraint in equation (34) tightens
whereas the condition in equation (35) becomes strictly weaker. In
other words, with a larger λ, the smaller subset of functions P(Ψ)
will lead to sλP(s) being completely monotonic. At the same time
if φ(t) satisfies equation (35) for a fixed λ = λ0, the same condition
for any larger λ > λ0 automatically holds. Both of these are easily
inferred using Corollary A15.
5.1.1 the condition on R(x) equivalent to equation (35)
To translate equation (35) into a direct constraint on R(x), we first
assume the existence of φ(t), the validity of equation (21), and its
non-negativity, that is, φ(t) > 0 for t > 0, which are all necessary.
Substituting equation (21) into equation (35) then results in
(−1)n d
n[t 32 −λφ(t)]
dtn
= lim
k→∞
(−1)n
k!
dn
dtn
[
t
3
2 −λR(k)
( t
k
)]
= lim
k→∞
(−1)n
k!kn+λ−3/2
dn[x 32−λR(k)(x)]
dxn
∣∣∣∣∣
x=t/k
.
(36)
Provided that this converges, equation (35) is equivalent to insisting
that there exists an integer ∃m > 0 such that, for all integers ∀k > m
(−1)n d
n
dxn
{
x
3
2 −λ d
k[xkR(x)]
dxk
}
> 0 (x > 0, n = 0, 1, 2, . . . ). (37)
In other words, the complete monotonicity of x 32−λR(k)(x) for all
sufficiently large integers k is equivalent to equation (35), that is, the
complete monotonicity of t 32 −λφ(t). In fact, equation (35) is equiv-
alent to equation (37) for not only all sufficiently large integers but
also all non-negative integers k, which follows successive applica-
tions of Theorem A36 with descending subscripts k (the opposite
implication is trivial). Note that the condition as stated in this last
form, that is, equation (37) for all non-negative integers k, is the
same as noted by Van Hese et al. (2012).
2 If the Laplace transform of φ(t) exists, then φ(t) cannot diverges faster
than t−1 as t → 0. Consequently, limt→0 t3/2φ(t) → 0 and thus t3/2φ(t)
cannot be completely monotonic because the limit suggests that t3/2φ(t)
should be negative or increasing in some interval t ∈ (0, t0) where ∃t0 > 0.
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5.1.2 the condition on P(Ψ) equivalent to equation (34)
Explicit constraints on P(Ψ) resulting from equation (34) is ex-
pressible by means of fractional calculus. First, equations (A9) and
(A10) indicate that (n.b., 0IΨ1−δP(0) = 0 from Corollary A9)
sλP(s) = sµ+1−(1−δ) L
Ψ→s
[P(Ψ)] = sµ+1 L
Ψ→s
[
0IΨ1−δP(Ψ)]
= L
Ψ→s
[
0DΨλP(Ψ)] +∑µj=1 s j−10DΨλ− jP(0) (38)
where µ = ⌊λ⌋ and δ = λ − µ (0 6 δ < 1) are the integer floor and
the fractional part of λ. This suggests that for λ > 0, together
0DΨλP(Ψ) > 0 (Ψ > 0), (39)
0IΨ1−δP(0) = 0DΨδP(0) = · · · = 0DΨλ−1P(0) = 0 (40)
are sufficient for sλP(s) to be completely monotonic. Note, pro-
vided that P(Ψ) is right-continuous at Ψ = 0, that 0IΨ1−δP(0) = 0
(Corollary A9), which is taken as granted henceforth. If λ = p + 1
is a positive integer, equations (39) and (40) reduce to
P(p+1)(Ψ) > 0 & P(0) = · · · = P(p)(0) = 0. (41)
For 0 6 δ < 1 on the other hand, equation (40) may also be replaced
with the same boundary condition as in equation (41). That is to
say, P(0)(0) = · · · = P(n)(0) = 0 actually implies 0DΨn+δP(0) = 0 for
0 < δ < 1 (Lemma A37), and thus it follows that for λ > 1,
P(0)(0) = · · · = P(⌊λ⌋−1)(0) (42)
also implies equation (40) (they are identical if δ = 0). Therefore,
together equations (39) and (42) also consist in a sufficient condi-
tion for sλP(s) to be completely monotonic at a fixed λ. The condi-
tion as expressed with equation (42) is also useful because equation
(A7) indicates that equation (39) is then equivalent to
0DΨλP =
1
Γ(1 − δ)
d1+µ−n
dΨ1+µ−n
∫ Ψ
0
P(n)(Q) dQ
(Ψ − Q)δ > 0 (43)
where n is any non-negative integer not greater than λ.
Again, the joint condition of equations (39) and (42) becomes
strictly stronger as λ increases in accordance with the restric-
tion on the complete monotonicity of sλP(s). This is seen with
equation (A6) for 0 6 ǫ 6 λ given equation (40) or (42), that
is, 0IΨǫ
(
0DΨλP
)
= 0DΨλ−ǫP. Therefore, 0DΨλP(Ψ) > 0 implies
0DΨξP(Ψ) > 0 for 0 6 ξ 6 λ. The similar implications of equa-
tion (42) with descending λ are trivial.
5.2 Constant anisotropy models
Let us consider the constant anisotropy model given with
R(x) = x−β, R(w) = wβ−1, R(n)(x) = (1 − β)+n x−β, (44a)
which satisfies the necessary condition in Sect. 4.1 if and only if
β 6 1 (cf., Lemma A13). The function φ(t) as defined in equation
(21) for β < 1 is found using either Ls→t[sa−1] = t−aΓ(a) with a > 0
or limn→∞(n!nz)/(1 + z)+n = Γ(1 + z) so that
φ(t) = 1
tβΓ(1 − β) (β < 1). (44b)
For β = 1, formally φ(t) results in the Dirac delta. Although this
case will not be discussed explicitly here (see Appendix D instead),
the following result actually extends for β 6 1.
Equations (35) and (37) now reduce to
(−1)n d
n[t 32 −λφ(t)]
dtn
=
1
Γ(1 − β)
(β + λ − 32 )+n
tβ+n+λ−3/2
> 0 ;
(−1)n d
n[x 32 −λR(k)(x)]
dxn = (1 − β)
+
k
(β + λ − 32 )+n
xβ+n+λ−3/2
> 0.
(45)
For β < 1, this is equivalent to β + λ > 32 . It follows that if R(x) =
x−β with 12 − p 6 β < 1 where p is a non-negative integer, then
P(Ψ) satisfying equation (41) is sufficient for the existence of a
non-negative df (cf., Ciotti & Morganti 2010a). In general for any
real λ > 12 , if R(x) = x−β with 32−λ 6 β < 1, equations (39) and (42)
constitute a sufficient condition for the phase-space consistency.
For a fixed β < 1, this indicates that, if there exists ∃λ > 32 − β
such that equations (39) and (42) hold for P(Ψ), then ν˜ = r−2βP
guarantees the non-negativity of the corresponding df. Here the ex-
istence of such λ further implies 0DξΨP > 0 for 0 6 ∀ξ 6 ∃λ whilst
Sect. 4.2 suggests that 0DΨµP > 0 for ∀µ 6 32 − β is necessary for
the df inverted from ν˜ = r−2βP to be non-negative. It follows that,
if ν˜(Ψ, r2) = r−2βP(Ψ), then 0DΨ 32 −βP > 0 is the necessary and
sufficient condition for the phase-space consistency. In fact, here
P(Ψ) = ˆPβ(Ψ) and F(E, L2) = g˜β(E)L−2β where ˆPβ(Ψ) and g˜β(E)
are as defined in equations (26b) and (26d) with η = β. Hence equa-
tion (27) results in the inversion formula (β < 1),
F(E, L2) = 0DE
3
2 −βP(E)
23/2−βpi3/2Γ(1 − β)L2β ⇐= ν˜(Ψ, r
2) = P(Ψ)
r2β
. (46)
This is just the generalized Eddington inversion formula
(e.g., Evans & An 2006) for constant anisotropy systems. That
0DΨ
3
2 −βP(Ψ) > 0 is necessary and sufficient for the existence of
a non-negative df is its trivial consequence.
6 FAMILY OF MONOTONIC ANISOTROPY
PARAMETERS
Consider the anisotropy parameter (Baes & Van Hese 2007),
β(r) = β1r
2s
a + β2r
2s
r2sa + r
2s
(s > 0, ra > 0). (47a)
If the spherical system is characterized by a separable AD as in
equation (12), this follows the radial function (cf., eq. 14)
R(x) = x−β1 (1 + xs)−ζ where sζ = β2 − β1; (47b)
R(w) = w−1R(w−1) = wβ1−1(1 + w−s)−ζ = wβ2−1(1 + ws)−ζ .
Hereafter we set ra = 1 (i.e., x = r2/r2a ), but this has no effect on
the following discussion whatsoever.
Note R(1)(x) > 0 for x > 0 restricts β1, β2 6 1. In fact,
Theorem 6.1. (An 2011b) R(x) given by equation (47b) with 0 <
s 6 1 and β1, β2 6 1 satisfies the necessary condition in Sect. 4.1,
which is easily deduced from Corollary A16. However, the situa-
tion for s > 1 is inconclusive. On one hand, if β2 = 1 > β1, then
R′′(w) < 0 for ws < (s − 1)/(2 − β1) and so the condition fails for
s > 1. An (2011b) on the other hand has found that the condition is
met for all s > 0 if ζ is zero or a negative integer. It appears that for
s > 1, there may exist a proper subset of parameter combinations
β1, β2 6 1 that satisfies the necessary condition of equation (15),
but we have not been able to establish the concrete criteria.
The necessary condition on the potential part in Sect. 4.2 on the
other hand is straightforward since R(x) ∼ x−β1 as x → 0. That is,
Theorem 6.2. if the AD is given by equation (12) with R(x) of
equation (47b), the potential part P(Ψ) must satisfy
E0 DΨ
λP(Ψ) > 0 for ∀λ 6 32 − β1 (48)
in order for the df to be non-negative.
Here also note β1 6 1 and thus E0 DΨλP > 0 for any λ 6 12 .
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6.1 Sufficient conditions for a non-negative df with 0 < s 6 1
By Theorem A25, equation (21) results in
φ(t) = t−β1 Eζ
s,1−β1
(−ts) (49)
for R(x) in equation (47b) with s > 0 and β1 < 1 (for β1 = 1 see
Appendix D). Here Eλp,b(z) is as defined in equation (A21).
We consider sufficient conditions to guarantee the phase-space
consistency for a separable AD with R(x) in equation (47b) with
0 < s 6 1 (and E0 = 0). In Sect. 5.2, we have argued that for
β1 = β2 < 1, if there exists ∃λ > 32 − β1 such that 0DΨλP > 0 and
P(0) = · · · = P(⌊λ⌋−1)(0) = 0, then the df with E0 = 0 inverted from
ν˜ = r−2β1 P(Ψ) is non-negative everywhere. This follows from the
fact that t 32 −λφ(t) = t 32 −λ−β1/Γ(1 − β) is completely monotonic for
λ > 32 − β1. As with φ(t) in equation (49), if ζ > 0, then t
3
2 −λφ(t) is
completely monotonic for λ > 32 − β1 (Theorem A27), and thus
Theorem 6.3. for E0 = 0 and R(x) given by equation (47b) with
0 < s 6 1 and β1 < β2 6 1, if there exists ∃λ > 32 − β1 such that
0DΨλP > 0 and P(0) = · · · = P(⌊λ⌋−1)(0) = 0, then the df inverted
from ν˜ = P(Ψ)R(r2) is non-negative.
This actually extends to β1 6 β2 6 1 (Sect. 5.2 and Appendix D).
Also the (s, β2) = (1, 1) case results in the Cuddeford system and
thus this with an integer λ > 32 − β1 reproduces the sufficient condi-
tion of Ciotti & Morganti (2010a, eq. 27 or 28 with m = ⌊ 32 − β1⌋).
Finally if P(0) = · · · = P(⌊ 12−β⌋)(0) = 0, then 0DΨ 32 −β1 P > 0 is the
necessary and sufficient condition for the phase-space consistency
given E0 = 0 and R(x) with 0 < s 6 1 and β1 6 β2 6 1.
For ζ 6 0 on the other hand, thanks to Theorems A28 and A29
(see again Appendix D for β1 = 1),
Theorem 6.4. for E0 = 0 and R(x) given by equation (47b) with
0 < s 6 1 and β2 6 β1 6 1, if there exists ∃λ > 32 − β1 + sn where
n = ⌈(β1 − β2)/s⌉ is the integer ceiling of (i.e., the smallest integer
that is not less than) (β1 − β2)/s such that 0DΨλP > 0 and P(0) =
· · · = P(⌊λ⌋−1)(0) = 0, then the df inverted from ν˜ = P(Ψ)R(r2) is
non-negative.
Theorem 6.5. For E0 = 0 and R(x) given by equation (47b) with
0 < s 6 1, β2 6 β1 6 1, and β2 6 1 − s, if there exists ∃λ > 32 − β2
such that 0DΨλP > 0 and P(0) = · · · = P(⌊λ⌋−1)(0) = 0, then the df
inverted from ν˜ = P(Ψ)R(r2) is non-negative.
7 SUMMARY
The main findings of this paper is summarized are follows:
• We have argued that a unique augmented density ν˜(Ψ, r2) (and
subsequently the distribution function) is specified given the po-
tential Ψ(r) and the density profile ν(r) once the infinite set of the
radial velocity moments in every order (equivalently the complete
radial velocity distribution) as a function of the radius are available
(cf., Dejonghe & Merritt 1992).
• We have also shown that the set of fractional calculus opera-
tions on the augmented density listed in equation (8) provides with
the complete moment sequence of the distribution function along
K(E, L2;Ψ, r2) = 0 as shown in equation (7). We infer from this
that the augmented density that ensures the non-negativity of the
distribution function may be deduced by analogy to the classical
moment problem in probability theory (Van Hese et al. 2012).
• This introduces the set of necessary conditions on the aug-
mented density for the non-negativity of the distribution function. If
the augmented density is multiplicatively separable into functions
of the potential and the radius dependencies like equation (12),
this results in the necessary condition stated by An (2011b), that
is, equation (15) for the radius part of the augmented density. We
have also discovered a few equivalent statements of this condition,
notably the complete monotonicity of the function R(w) defined in
equation (19) as well as equation (22).
• The similar argument for the potential part of a separable aug-
mented density on the other hand recovers the conditions derived
by Van Hese et al. (2011) and An (2011a), which are further gen-
eralized with fractional calculus to indicate that: E0 DΨµP > 0 for
all accessible Ψ is necessary if µ 6 12 or there exists
∃λ > µ − 12
such that 0Ir2 λ[r−2λR(r2)] is well-defined or ∃β 6 32 − µ such that
limr2→0+ r2βR(r2) is non-zero and finite.
• The distribution function of an escapable system with a sepa-
rable augmented density may be inverted from the latter utilzing the
inverse Laplace transform as in equation 31). The non-negativity of
the resulting distribution function is guaranteed if its Laplace trans-
formation is completely monotonic. From this we have found that
the joint condition at a fixed λ composed of equation (37) for R(x)
with all non-negative integer pairs n and k, and equations (39) and
(42) for P(Ψ) is sufficient to imply the phase-space consistency of
the system corresponding to ν˜(Ψ, r2) = P(Ψ)R(r2).
• With R(x) given by equation (47b) with 0 < s 6 1 and β1, β2 6
1, the condition E0 DΨλP > 0 for ∀λ 6 32−β1 is necessary in order for
the augmented density P(Ψ)R(r2) to correspond to a non-negative
distribution function. For an escapable system with the same R(x),
if there exists ∃λ > 32 −min(β1, β2) such that equations (39) and (42)
hold for P(Ψ), then the augmented density P(Ψ)R(r2) guarantees
the phase-space consistency, unless 1− p < β2 < β1 < 1. If 1− p <
β2 < β1 < 1 on the other hand, we at this point only find a slightly
restrictive sufficient condition with ∃λ > 32 − (β1 − p) > 32 − β2 >
3
2 − β1 > 12 (n.b., β1 − p < 1 − p < β2 < β1 < 1).
Finally, we briefly consider possible generalizations of our con-
ditions to inseparable augmented densities. First we note that it is
possible to write down the necessary and sufficient condition for
the phase-space consistency of any (i.e., not necessarily separable)
augmented density by means of completely monotone sequences as
developed by Van Hese et al. (2012) although its actual algebraic
expression appears to be rather cumbersome. Secondly, whilst the
necessary conditions discussed in Sect. 4 are not directly applicable
for inseparable augmented densities, the idea behind their deriva-
tions is none the less valid in general and straightforward to extend
for arbitrary augmented densities. Lastly, if the augmented density
were to given by a sum of separable components, the joint suffi-
cient conditions applied for each component are sufficient for the
phase-space consistency of the whole system thanks to the linearity
of the transformation from the df to the AD (however, the similar
argument for the necessary condition is invalid).
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APPENDIX A: MATHEMATICAL PRELIMINARY
A1 Fractional calculus
Although it is not usually a part of typical curricula of math-
ematical methods, the concept of fractional calculus, if not by
its name, appears not infrequently in problems of dynamical sys-
tems (e.g., Lake 1981). For more backgrounds and details see e.g.,
Srivastava & Saxena (2001) and reference therein.
Definition A1. For any non-negative real λ > 0, the Riemann-
Liouville integral operator is defined to be
aIxλ f ≡

1
Γ(λ)
∫ x
a
(x − y)λ−1 f (y) dy (λ > 0)
f (x) (λ = 0)
, (A1)
where Γ(x) is the gamma function.
For 0 < λ < 1, this is also recognized as the Abel transform with
the classical case corresponding to λ = 12 . Next we define
Definition A2. the fractional derivative for λ > 0 given by
aDxλ f ≡ d
⌈λ⌉
dx⌈λ⌉ aIx
⌈λ⌉−λ f
=

1
Γ(⌈λ⌉ − λ)
d⌈λ⌉
dx⌈λ⌉
∫ x
a
f (y) dy
(x − y)λ−⌊λ⌋ (⌊λ⌋ < λ < ⌈λ⌉)
f (λ)(x) (λ = ⌊λ⌋ = ⌈λ⌉)
, (A2)
where ⌈λ⌉ and ⌊λ⌋ are the integer ceiling and floor of λ, respectively.
The definitions are extended to include a negative index using
Definition A3. for arbitrary real λ,
aIx−λ f = aDxλ f and vice versa. (A3)
The basic result regarding these operators is the composite rules
aIxξ
(
aIxλ f ) = aIxξ+λ f ,
aDxξ
(
aIxλ f ) =
a
Ixλ−ξ f (ξ 6 λ)
aDxξ−λ f (ξ > λ)
(A4)
for λ, ξ > 0, provided that all the integrals in their definitions ab-
solutely converge. These are shown by direct calculations utilizing
the Fubini theorem and the Euler integral of the first kind for the
beta function. Equations (A4) are however not valid for negative
indices λ or ξ without modification involving the boundary terms.
For proper results, we first observe for ξ > 0 that
aIxξ+1 f ′(x) = aIxξ f (x) − (x − a)
ξ f (a)
Γ(1 + ξ) . (A5)
For ξ > 0, this is shown via integration by part whilst the ξ = 0 case
results from the fundamental theorem of calculus. Using equations
(A4) and (A5) (and Corollary A9), we then find that for λ, ξ > 0,
aIxξ
(
aDxλ f ) = aDxλ(aIxξ f ) −
⌊λ⌋∑
k=1
(ξ)−k aDxλ−k f (a)
Γ(1 + ξ) (x − a)
ξ−k ,
aDxξ
(
aDxλ f ) = aDxξ+λ f −
⌊λ⌋∑
k=1
(−1)n+k(δ)+
n+k
Γ(1 − δ)
aDxλ−k f (a)
(x − a)k+ξ
(A6)
where n = ⌊ξ⌋ and δ = ξ − ⌊ξ⌋, assuming that all the integrals in
their definitions absolutely converge. Here
(a)+n ≡
∏n
j=1(a − 1 + j) ; (a)−n ≡
∏n
j=1(a + 1 − j)
are the rising and falling sequential products, which are related to
each other via (−a)−n = (−1)n(a)+n and (a)−n = (a − n + 1)+n . Both
are also referred to as the Pochhammer symbol: (a)+n follows the
analyst’s convention whilst (a)−n does the combinatorist’s. Equation
(A5) also implies that the fractional derivative of a positive non-
integer order may alternatively be given by
aDxλ f = d
⌈λ⌉−n
dx⌈λ⌉−n a
Ix⌈λ⌉−λ f (n) +
n−1∑
k=0
(−1)⌊λ⌋−k(δ)+⌊λ⌋−k f (k)(a)
Γ(1 − δ) (x − a)λ−k , (A7)
where δ = λ − ⌊λ⌋ is the fractional part of λ and n = 0, 1, . . . , ⌈λ⌉.
We formalize a fact, which is important for our purpose, namely
Lemma A7. for λ > 0 and x > a, if f (y) > 0 for ∀y ∈ [a, x],
then aIxλ f (x) > 0, unless f = 0 almost everywhere in [a, x], that is,
provided that the support of f in (a, x) has non-zero measure.
This is trivial by the definition of aIxλ. Next we note
Lemma A8. for a finite a,
aIxλ f (x) ∼ f (a)
Γ(λ + 1) (x − a)
λ as x → a+ (A8)
which is valid for λ > 0 if f (x) is right-continuous at x = a or for
λ > −1 if f (x) is right-differentiable at x = a.
This immediately implies that
Corollary A9. if f (x) is right-continuous at x = a (a , ±∞) and
f (a) is finite, then aIxλ f (a) = 0 for λ > 0.
Next we examine the behaviour of fractional calculus operators
under the Laplace transform. The basic result is for λ > 0,
s−λ L
x→s
[ f (x)] = L
x→s
[
0Ixλ f (x)]. (A9)
This is shown through direct calculations utilizing the Fubini theo-
rem and the Euler integral of the second kind for the gamma func-
tion. The Laplace transform of fractional derivatives is then found
by combining equation (A9) with
sn+1 L
x→s
[ f (x)] = L
x→s
[ f (n+1)(x)] +∑nj=0 s j f (n− j)(0), (A10)
which is valid given that the Laplace transform converges. Note
equation (A10) is proven for n = 0 via integration by part and the
induction completes its proof for any non-negative integer n.
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A2 Post–Widder formula & completely monotonic functions
Theorem A11. (Post–Widder) If φ(t) is continuous for t > 0 and
there exist reals ∃A > 0 and ∃b such that e−bt|φ(t)| 6 A for all ∀t > 0,
then the Laplace transform, Lt→x[φ(t)] ≡
∫ ∞
0 dt e
−xtφ(t) converges
and is infinitely differentiable in x > b. Moreover, φ(t) may be
inverted from its Laplace transformation f (x) = Lt→x[φ(t)] via the
differential inversion formula (Post 1930; Widder 1941),
φ(t) = lim
n→∞
(−1)n
n!
(n
t
)n+1 f (n)(n
t
)
(t > 0). (A11)
This formula is usually named after Emil Leon Post (1897-1954) or
together with David Vernon Widder (1898-1990). The proof may
be found in a standard text on the Laplace transform.
Definition A12. A smooth function f (t) of t > 0 is said to be com-
pletely monotonic (cm henceforth) if and only if
(−1)n f (n)(t) > 0 (t > 0, n = 0, 1, 2, . . . ). (A12)
The archetypal example of cm functions is f (t) = e−t. Other ele-
mentary examples of cm functions include:
Lemma A13. f (t) = ln(1 + t−1) is a cm function of t > 0 whilst
f (t) = t−δ for t > 0 is cm if and only if δ > 0.
proof. This is shown via direct calculations. That is, for n > 0
dn+1 ln(1 + t−1)
dtn+1 = (−1)
n+1n!
[ 1
tn+1
− 1(1 + t)n+1
]
; (A13)
dnt−δ
dtn = (−δ)
−
n t
−δ−n = (−1)n (δ)
+
n
tn+δ
. (A14)
Some basic properties of cm functions are:
Lemma A14. Let f (t) and g(t) be cm functions of t > 0. Then
1. (−1)n f (n)(t) for any non-negative integer n is cm.
2. If F(t) > 0 in (0,∞) and f (t) = −F′(t), then F(t) is cm.
3.
∫ ∞
t
f (s) ds is cm, provided that it converges.
4. a f (t) + bg(t) is cm where a and b are non-negative constants.
5. f (t) · g(t) is cm.
6. If F(t) > 0 in (0,∞) and f (t) = F′(t), then (g ◦ F)(t) is cm.
7. exp[ f (t)] is cm.
Here 1–4 are trivial whilst 5 follows direct calculations using the
Leibniz rule. The last two may be shown by means of the Faa` di
Bruno formula, that is,
(g ◦ F)(n)(t) = ∑nk=0 g(k)[F(t)] · Bn,k[ f (t), f ′(t), . . . , f (n−k)(t)]. (A15)
Here F′(t) = f (t) and Bn,k is the Bell polynomial,
Bn,k(x0, . . . , xn−k) ≡
∑′
( j0 , j1 ,... )
n!
j0! j1! · · ·
(
x0
1!
) j0 ( x1
2!
) j1
· · · . (A16)
where the summation is over all sequences ( j0, j1, . . . ) of non-
negative integers constrained such that
∑
m=0 jm = k ;
∑
m=0 (m + 1) jm = n. (A17)
Note then ∑m=0 m jm = n− k and thus jm = 0 for ∀m > n− k (n.b., if
otherwise, jm > 1 for ∃m > n − k and so ∑m=0 m jm > n − k, which
is contradictory). Next, n − k −∑m=0 j2m+1 = 2∑m=0 m( j2m + j2m+1)
is even. This implies that if f is cm, the parity of Bn,k in equation
(A15) is (−1)n−k. Hence, given that g is also cm, the parity of every
term of equation (A15) is (−1)n, which proves 6. Equation (A15)
also indicates that
dn exp[ f (t)]
dtn = exp[ f (t)] · Bn
[ f ′(t), f ′′(t), . . . , f (n−k+1)(t)] (A18)
where Bn is the n-th complete Bell polynomial,
Bn(x1, . . . , xn) ≡ ∑nk=1 Bn,k(x0, . . . , xn−k). (A19)
Note n − ∑m=0 j2m = 2∑m=0 m( j2m−1 + j2m) is even. Hence if f is
cm, the parity of Bn in equation (A18) is (−1)n and so follows 7.
Corollary A15. Let g(t) be cm, then both t−δg(t) with δ > 0 and
g(tp) with 0 < p 6 1 are cm.
proof. The first is obvious thanks to Lemmas A13 and A14-5. The
last follows Lemma A14-6 with F(t) = tp since F′ = ptp−1 for
0 < p 6 1 is cm. q.e.d.
Corollary A16. For 0 < p 6 1 and a, b > 0, these are cm:
f (t) = t−a(1 + tp)−b ; f (t) = t−a(1 + t−p)b. (A20)
proof. Let F(t) = c+tp. Then F′ = ptp−1 is cm for 0 < p 6 1. Hence
first (g ◦ F)(t) = (1+ tp)−b with c = 1 and g(w) = w−b for 0 < p 6 1
and b > 0 is cm. Next, with c = 0 and g(w) = b ln(1+w−1), we find
that (g ◦ F)(t) = b ln(1 + t−p) is cm for 0 < p 6 1 and b > 0, and
so is (1 + t−p)b = exp[b ln(1 + t−p)]. The final conclusion follows
Corollary A15. q.e.d.
The fundamental result characterizing cm functions (Bernstein
1928; Widder 1941) is due toSerge´i˘ Nata´noviq Bernxte´i˘n
(Sergei Natanovich Bernstein; 1880-1968),
Theorem A17. (Hausdorff–Bernstein–Widder)
A smooth function f (x) of x > 0 is completely monotonic if and
only if f (x) = ∫ ∞0 e−xt dµ(t) where µ(t) is the Borel measure on[0,∞), that is, there exists a non-negative distribution φ(t) > 0 of
t > 0 such that f (x) = Lt→x[φ(t)].
The ‘if’-part is elementary. Although the complete proof of the
‘only if’-part is beyond our scope, the partial proof follows the
Post–Widder formula. That is, if the inverse Laplace transform φ(t)
of a cm function f (x) is well-defined, then equation (A11), pro-
vided that it converges, indicates that φ(t) must be non-negative.
A3 Generalized Mittag-Leffler function
Let us consider a particular generalized hypergeometric function
Definition A21.
Eλp,b(z) ≡
∞∑
k=0
(λ)+k
Γ(pk + b)
zk
k! (p > 0). (A21)
This is absolutely convergent for p > 0 and all z, and thus is an
entire function of z with p > 0. The function defined as such
is the generalization of the Mittag-Leffler function introduced by
Prabhakar (1971, see also Haubold et al. 2011) with E1p,b(z) =
Ep,b(z) and E1p,1(z) = Ep(z). If p = 1 on the other hand, the defi-
nition results in the Kummer confluent hypergeometric function of
the first kind, that is, Eλ1,b(z) = 1 ˜F1(λ; b; z) = 1F1(λ; b; z)/Γ(b).
Some operational properties of the generalized Mittag-Leffler
function may be derived directly through term-by-term calculations
on its definition. Important for our purpose amongst them are
dnEλp,b(−z)
dzn = (−1)
n(λ)+n Eλ+np,b+pn(−z), (A22)
(1 − λ)+n 0IznEλp,b(−z) = Eλ−np,b−pn(−z) −
n−1∑
k=0
(n − λ)−k zk
k!Γ(b − pn + pk) , (A23)
d[zλEλp,b(−z)]
dz = λz
λ−1Eλ+1p,b (−z). (A24)
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for a non-negative integer n.
Our interest on the generalized Mittag-Leffler function mostly
hinges on the particular Laplace transform, namely
Theorem A25. for b, p > 0,
L
t→w
[
tb−1Eλp,b(−tp)
]
=
1
wb
(
1 +
1
wp
)−λ
=
1
wb−pλ(1 + wp)λ . (A25a)
This is shown by direct term-by-term integrations that result in∫ ∞
0
dt e−wttb−1Eλp,b(−tp) =
∞∑
k=0
(−1)k(λ)+k
k!wpk+b
, (A25b)
and assembling back the binomial expansion of (1 + w−p)−λ.
Lemma A26. If 0 < p 6 1, b > 0, and b > pλ, then Eλp,b(−z) > 0
is non-negative for all z > 0.
proof. By Corollary A16, the Laplace transformation in Theorem
A25 is a completely monotonic function of w > 0 for 0 < p 6 1
either if b > 0 and λ 6 0 or if b − pλ > 0 and λ > 0. The Bernstein
theorem then indicates that, if 0 < p 6 1, b > 0, and b > pλ, then
tb−1Eλp,b(−tp) > 0 for t > 0 and thus Eλp,b(−z) > 0 for z > 0. q.e.d.
Given equation (A22), this further indicates that
Theorem A27. if 0 < p 6 1 and 0 < pλ 6 b, then Eλp,b(−z) and
Eλp,b(−tp) are completely monotonic functions of z > 0 and t > 0.
For λ = −ξ 6 0 on the other hand, we find:
Theorem A28. If 0 < p 6 1, ξ > 0, and b > 0, then z−⌈ξ⌉E−ξp,b(−z)
and subsequently t−p⌈ξ⌉E−ξp,b(−tp) are completely monotonic.
Theorem A29. If 0 < p 6 1, ξ > 0, b > 0, and b > p(1 − ξ), then
z−ξE−ξp,b(−z) and t−pξE−ξp,b(−tp) are completely monotonic.
For a non-negative integer ξ = ⌈ξ⌉ = µ, these are trivial since
E−µp,b(−z) then reduces to a µ-th polynomial of z with all positive
coefficients and subsequently
z−µE−µp,b(−z) =
µ∑
k=0
(
µ
k
)
z−(µ−k)
Γ(b + pk) . (A26)
Next, equation (A22) for λ = −ξ 6 0 and n = ⌈ξ⌉ results in
d⌈ξ⌉E−ξp,b(−z)
dz⌈ξ⌉ = (1 − ǫ)
+
⌈ξ⌉ E
ǫ
p,b+p⌈ξ⌉(−z) (A27a)
where 0 6 ǫ = ⌈ξ⌉ − ξ < 1. Now it follows equation (A23) that
(1 − ǫ)+⌈ξ⌉0Iz⌈ξ⌉Eǫp,b+p⌈ξ⌉(−z) = E−ξp,b(−z) −
⌈ξ⌉−1∑
k=0
(
ξ
k
)
zk
Γ(b + pk) . (A27b)
For ξ > 0 (n.b., then ⌈ξ⌉ > 1), this results in
z−⌈ξ⌉E−ξp,b(−z) =
⌈ξ⌉−1∑
k=0
(
ξ
k
)
z−(⌈ξ⌉−k)
Γ(b + pk) .
+
(1 − ǫ)+⌈ξ⌉
(⌈ξ⌉ − 1)!
∫ 1
0
du (1 − u)⌈ξ⌉−1 Eǫp,b+p⌈ξ⌉(−uz). (A28)
Theorem A28 (for a non-integer ξ > 0) follows this since
dn
dsn
∫ 1
0
du (1 − u)k f (su) =
∫ 1
0
du (1 − u)kun f (n)(su), (A29)
and Eǫp,b+p⌈ξ⌉(−z) is cm given b + p⌈ξ⌉ − pǫ = b + pξ > 0 (Theorem
A27). Theorem A29 is proven by equation (A24), that is,
−
d[z−ξE−ξp,b(−z)]
dz =
ξE1−ξp,b (−z)
zξ+1
=
ξz−⌈ξ−1⌉E−(ξ−1)p,b (−z)
z2−ǫ
, (A30)
which is cm either if 0 < p 6 1, b > 0, and ξ > 1 (Theorem A28)
or if 0 < p 6 1, 0 6 ξ < 1, and b > p(1 − ξ) (Theorem A27).
A4 Miscellaneous
Lemma A31. (An 2011b, theorem A3)(
x2
d
dx
)n
(x f ) = xn+1 d
n(xn f )
dxn
(A31)
for any non-negative integer n and arbitrary function f (x).
This may be proven by induction on n. It is also equivalent to
Lemma A32. (An 2011b, corollary A4)
xn f(n+1)(x) = ddx
[
xn+1 f(n)(x)] where f(n)(x) ≡ dn[xn f (x)]dxn . (A32)
Corollary A33. For a non-negative integer n, if f(n+1)(x) > 0 for
x > 0 and f(n)(0) is finite, then f(n)(x) > 0 for x > 0,
thanks to the fundamental theorem of calculus indicating
xn+1 f(n)(x) = xn+1 f(n)(x)
∣∣∣
x=0 +
∫ x
0
yn f(n+1)(y) dy. (A33)
Lemma A32 generalizes with fractional calculus. In particular,
Lemma A34. for a non-negative integer n and 0 6 δ < 1,
xn+10Dxn+δ(xn+δ f ) = 0Ix1−δ[xn+δ f(n+1)(x)],
xn+δ f(n+1)(x) = 0Dx1−δ[xn+10Dxn+δ(xn+δ f )]. (A34)
which follows
0Ix1−δ(xn+δ f ) = x
n+1
Γ(1 − δ)
∫ 1
0
tn+δ f (xt) dt
(1 − t)δ ,
0Dxn+δ(xn+δ f ) = 1
Γ(1 − δ)
∫ 1
0
dt tn+δ
(1 − t)δ
dn+1[xn+1 f (xt)]
dxn+1
=
1
xn+1Γ(1 − δ)
∫ x
0
yn+δ f(n+1)(y) dy
(x − y)δ .
(A35)
Note equations (A34) for δ = 0 reduce to equations (A32) and
(A33). Together Lemmas A7 and (A34) generalize Corollary A33,
Corollary A35. for a non-negative integer n, if f(n+1)(x) > 0 for
x > 0, then 0Dxµ(xµ f ) > 0 for x > 0 and n 6 µ 6 n + 1.
Corollary A33 may in fact be generalized alternatively, namely,
Theorem A36. for a non-negative integer n, if xa f(n+1)(x) is com-
pletely monotonic, then xa f(n)(x) is also completely monotonic.
proof. Suppose that xa f(n+1) is cm. Then by the Bernstein theorem,
there exists a non-negative function h(u) > 0 of u > 0 such that
xa f(n+1)(x) =
∫ ∞
0
du e−xuh(u). (A36a)
The complete monotonicity of xa f(n) can then be shown directly
using equation (A33), which indicates that
xa f(n) = xa−n−1
∫ x
0
dy yn f(n+1)(y) =
∫ 1
0
dt tn−a
∫ ∞
0
du e−xtuh(u),
dk[xa f(n)]
dxk
= (−1)k
∫ 1
0
dt tn+k−a
∫ ∞
0
du e−xtuukh(u) . (A36b)
Finally, we also note
Lemma A37. for a non-negative integer n, if f (n+1)(a) is finite and
f (0)(a) = · · · = f (k)(a) = 0, then aDxn+δ f (a) = 0 for 0 6 δ < 1.
proof. Here we assume a = 0, but the similar argument holds for
any finite a accompanied by a simple translation. First,
0Ix1−δ f (x) = x
1−δ
Γ(1 − δ)
∫ 1
0
f (xt) dt
(1 − t)δ ; (A37a)
0Dxn+δ f (x) = 1
Γ(1 − δ)
∫ 1
0
dn+1[y1−δ f (y)]
dyn+1
∣∣∣∣∣
y=xt
tn+δ dt
(1 − t)δ . (A37b)
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Here the latter follows the former because
dn+1[x1−δ f (xt)]
dxn+1
= tn+δ
dn+1[y1−δ f (y)]
dyn+1
∣∣∣∣∣
y=xt
. (A37c)
Finally, given the Leibniz rule,
dn+1[y1−δ f (y)]
dyn+1 = y
1−δ f (n+1)(y)
+ (1 − δ)
n∑
k=0
(−1)n−k
(
n + 1
k
)
(δ)+n−k
f (k)(y)
yn+δ−k
, (A37d)
which identically vanishes for y = 0 if the condition part of Lemma
A37 with a = 0 holds. Here the conclusion follows as the integrand
of equation (A37b) with x = 0 is also zero. q.e.d.
APPENDIX B: DERIVATIONS OF EQUATION (5)
First we establish for any s > −1 and λ > 0 that
0Ir2 λ
(
r2s
"
T
dE dL2K sG
)
=
r2(s+λ)
2λ(s + 1)+
λ
"
T
K s+λG dE dL2
(Ψ − E)λ ; (B1a)
0Ir2 λ
( 1
r2λ+2
"
T
dE dL2K sG
)
=
r2λ−2
(s + 1)+
λ
"
T
K s+λG dE dL2
L2λ
; (B1b)
E0 IΨ
λ
"
T
dE dL2K sG = 1
2λ(s + 1)+
λ
"
T
dE dL2K s+λG, (B1c)
provided that all integrals converge and the Ψ and r2 dependencies
of an arbitrary integrable function G = G(E, L2) are only through
E and L2 – here and henceforth trivial arguments of G(E, L2) are
suppressed for the sake of brevity. In addition,
1
(s + 1)+
λ
=
Γ(s + 1)
Γ(s + λ + 1) = (s)
−
−λ
is the generalized Pochhammer symbol. These are demonstrated by
direct calculations utilizing the Fubini theorem that are identical to
that of An (2011a) except for different arguments involved in the
Euler integral for the beta function. We also find additional proper-
ties of the integral transform in the form of equation (3b), namely,
for any s > −1 and a non-negative integer n > 0,
∂
n
∂Ψn
"
T
dE dL2K sG
=

2n(s)−n
"
T
dE dL2K s−nG (n < s + 1)
2s s!
∫ L2m
0
dL2G
(
Ψ − L
2
2r2
, L2
)
(n = s + 1)
, (B2a)
(
r4
∂
∂r2
)n"
T
dE dL2K sG
=

(s)−n
"
T
dE dL2K s−nL2nG (n < s + 1)
s!
2
∫ L2m
0
dL2L2s+2G
(
Ψ − L
2
2r2
, L2
)
(n = s + 1)
. (B2b)
With ν˜ = m0,0(Ψ, r2) in equation (3b), these then result in
∂
n
∂Ψn
[
0Ir2 ξ−
1
2
( ν˜
r2ξ−1
)]
=

2n+1pi 32 r2ξ−3
Γ(ξ − n)
"
T
dE dL2 K
ξ−n−1
L2ξ−1
F(E, L2) (n < ξ)
2ξpi 32 r2ξ−3
∫ L2m
0
dL2
L2ξ−1
F
(
Ψ − L
2
2r2
, L2
)
(n = ξ)
, (B3a)
(
r4
∂
∂r2
)n(
r2E0 IΨ
ξ− 12 ν˜
)
=

2 32 −ξpi 32
Γ(ξ − n)
"
T
dE dL2Kξ−n−1L2nF(E, L2) (n < ξ)
2 12 −ξpi 32
∫ L2m
0
dL2L2ξF
(
Ψ − L
2
2r2
, L2
)
(n = ξ)
. (B3b)
where n is again a non-negative integer and ξ > 12 .
Equation (5a) for ξ > 12 is a straightforward generalization of
equation (B3a) from an integer n to a real µ 6 ξ, which is similarly
shown through direct calculations using equations (B1) and (B2)
assuming all the integrals converge. Next equation (5a) for ξ = 12
is identical to equation (B3b) with n = 0 (and ξ = 12 − µ). since
E0 IΨ
ξ− 12 ν˜ = E0 DΨ
1
2 −ξ ν˜. Hence, it is inferred that equation (B3b) is
in fact valid for not only ξ > 12 but also ξ > 0 (n.b., 0 6 n 6 ξ and
so if 0 6 ξ 6 12 , then n = 0).
A generalization of equation (B3b) from an integer n to a real
µ (cf., eq. A31) and the extension of equation (5a) to ξ > 0 are
possible although demonstrating them through direct calculations
is comparatively nontrivial. Instead, we follow an indirect route to
derive the generalization of equation (B3b). First, equation (B3b)
with (n, ξ) = (0, µ) and equation (B1a) with G = F and (s, λ) =
(µ − 1, 1 − δ) where δ = µ − ⌊µ⌋ together indicate that
0Ir2 1−δ
(
r2µE0 IΨ
µ− 12 ν˜
)
=
pi
3
2 r2⌊µ⌋
2⌊µ⌋− 12 ⌊µ⌋!
"
T
dE dL2 K
⌊µ⌋F(E, L2)
(Ψ − E)1−δ (B4)
for µ > 0 and 0 < δ < 1. Applying [r4(∂/∂r2)]⌊µ⌋+1 on this after
dividing by r2⌊µ⌋ (eq. B2b) and using equation (A31), we find that
0Dr2 µ
(
r2µE0 IΨ
µ− 12 ν˜
)
=
pi
3
2
2µ− 12 r2µ+2
∫ L2m
0
dL2L2µF
(
Ψ − L
2
2r2
, L2
)
= (2pi) 32
∫ Ψ
E0
dE (Ψ − E)µF[E, 2r2(Ψ − E)], (B5)
which is the ξ = µ case of equation (5b). Note, thanks to equation
(A31), this is consistent with the case n = ξ of equation (B3b).
Thus, equation (B5) is actually valid for any µ > 0 including integer
values. Finally, let us apply E0 IΨξ−µ to equation (B5). It then follows
the Fubini theorem that for 0 6 µ < ξ
0Dr2 µ
(
r2µE0 IΨ
ξ− 12 ν˜
)
=
(2pi) 32
2ξr2µ+2Γ(ξ − µ)
"
T
dE dL2Kξ−µ−1L2µF(E, L2), (B6)
which recovers the remaining part (ξ > µ) of equation (5b). Equa-
tions (B5) and (B6) together (i.e., eq. 5b) constitute the generaliza-
tion of equation (B3b) from an integer n to a real µ, which is valid
for any pair (µ, ξ) with 0 6 µ 6 ξ.
Lastly, note that the indices transform (µ, ξ) → ( 12 −ξ, 12 −µ) sends
equation (5a) to (5b) and and vice versa. Therefore equation (5b)
with 0 6 µ 6 ξ 6 12 here implies that equation (5a) is also valid for
any µ and ξ with 0 6 µ 6 ξ 6 12 , too.
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APPENDIX C: DERIVATION OF EQUATION (31)
We first apply the Laplace transform on Ψ to equation (3b),
L
Ψ→s
[
ν˜(Ψ, r2)] =
∫ ∞
0
dΨ e−sΨν˜(Ψ, r2)
=
2pi
r2
"
E>0,L2>0
dE dL2F(E, L2)
∫ ∞
0
dΨ e−sΨΘ(K)√|K| . (C1)
The inner integral in the last line reduces to
∫ ∞
0
dΨ e−sΨΘ(K)√|K| =
√
pi
2s
e−sE exp
− sL22r2
, (C2)
and consequently we find that
L
Ψ→s
[ν˜] =
√
2pi 32√
sr2
∫ ∞
0
dL2 exp
− sL22r2

∫ ∞
0
dE e−sE F(E, L2). (C3)
Substituting variables, t = 12 sL
2 and w = r−2, this reduces to
L
Ψ→s
[
ν˜(Ψ, w−1)] = (2pi
s
) 3
2
w L
t→w
[∫ ∞
0
dE e−sE F
(
E,
2t
s
)]
. (C4)
If the AD is separable as in equation (12), then
w−1 L
Ψ→s
[
ν˜(Ψ, w−1)] = R(w) L
Ψ→s
[P(Ψ)] = P(s) L
t→w
[φ(t)] (C5)
where P(s) ≡ LΨ→s[P(Ψ)] and R(w) = Lt→w[φ(t)]. Given that the
inverse Laplace transformation is unique, equations (C4) and (C5)
together then imply
P(s)φ(t) =
(2pi
s
) 3
2
∫ ∞
0
dE e−sE F
(
E,
2t
s
)
, (C6)
and reinstating t = 12 sL
2 then leads to
s
3
2 P(s)
(2pi)3/2 φ
( sL2
2
)
=
∫ ∞
0
dE e−sE F(E, L2) = L
E→s
[
F(E, L2)]. (C7)
Equation (31) is simply the inversion of this.
APPENDIX D: THE β1 = 1 CASES
D1 The β = 1 constant anisotropy model
Let us consider the df given by
√
2pi
3
2 F(E, L2) = f (E)δ(L2) (D1)
where f (E) is an arbitrary function of E and δ(L2) is the Dirac
delta. This df corresponds to the spherical system entirely built by
radial orbits, that is, the β = 1 constant anisotropy model. Given
that K(L2 = 0) = 2(Ψ − E), the corresponding AD is found to be
ν˜(Ψ, r2) = 1
r2
√
2
pi
∫ Ψ
E0
f (E) dE√
2(Ψ − E) = r
−2
E0 IΨ
1
2 f (Ψ), (D2)
which is separable as in equation (12) with P(Ψ) = E0 IΨ
1
2 f (Ψ) and
R(x) = x−1. The AD is easily inverted to the df, f (E) = E0 DE
1
2 P(E),
whose non-negativity is also the necessary and sufficient condition
for the phase-space consistency. This is consistent with the results
of Sect. 5.2 applicable for β 6 1 as is R(x) = x−1 the natural limit
of the constant anisotropy model in equation (44a) to β = 1.
We find that 0Ixλx−1−λ → ∞, 0Ix1−δxλ−1 = xnΓ(λ)/n!, and
0Dxλxλ−1 = 0 for λ = n + δ > 0, whilst 0Ix0 x−1 = 0Dx0 x−1 = x−1.
Hence, R = x−1 satisfies the necessary condition in equation (15).
Moreover, equations (5a) and (5b) still hold with non-trivial cases
indicating E0 DΨµP = E0 IΨ
1
2 −µ f (Ψ), whose non-negativity for ∀µ 6
1
2 is the same necessary condition for P(Ψ) discussed in Sect. 4.2.
From R(x) = x−1, we also find R(w) = 1 and φ(t) = δ(t). Although
equation (35) strictly is then trivial as δ(t) = 0 for t > 0, this in-
terpretation of equation (35) seems improper considering that the
Dirac delta is not differentiable at t = 0. Equation (37) on the other
hand reduces to x 12−λ being cm since R(0)(x) = R(x) = x−1 and
R(n)(x) = 0 for any positive integer n. The sufficient condition fol-
lowing this, that is, equations (39) and (42) for ∃λ > 12 is in fact a
proper one, as is the natural limiting case of the constant anisotropy
model for β = 1. It appears that for R ∼ x−1 as x ∼ 0 (and limw→∞ R
being nonzero finite), we may consider φ(t) ∼ t−1 as t ∼ 0 for the
purpose of applying equation (35).
D2 Equation (47b) with β1 = 1
The discussion on necessary conditions (Sect. 4) is valid inclusively
for β1 6 1. That is, equation (47b) with β1 = 1 still requires to
satisfy equation (15) – if 0 < p 6 1, this is automatically met – in
order for the df to be non-negative whereas the potential dependent
part is restricted to be E0 DΨ
1
2 P > 0 for the phase-space consistency.
The complication arises however for β1 = 1 in regards to suffi-
cient conditions discussed in Sect. 6.1. The main difficulty is due to
the fact that limx→0 xR(x) = limw→∞ R(w) = 1 is non-zero. Whilst
this indicate φ ∼ t−1 for t ∼ 0, this behaviour is incompatible with
the convergence of the Laplace transform. The formal solution fol-
lows adopting lima→1− x−a/Γ(1 − a) = δ(x). Then, the function φ(t)
in equation (49) with β1 = 1 is in fact the inverse Laplace transform
of “R(w)−1” whilst the ‘true’ inverse transform of R(w) with β1 = 1
is given by “φ(t) + δ(t)”. For example, since 1/Γ(0) = 0, the k = 0
term in equation (A21) for Eλp,0 does not contribute. Hence, equa-
tion (A25) can in fact be well-defined for the b = 0 case too. In par-
ticular, Lt→w[t−1Eλp,0(−tp)] = (1+w−p)−λ − 1. Since (1+w−p)−λ > 1
for w > 0 and λ 6 0, it follows that, if 0 < p 6 1 and λ 6 0, this is
also cm and Eλp,0(−z) > 0 for z > 0. Given that Lt→w[δ(t)] = 1, we
also find from this that Lt→w[δ(t) + t−1E−ξp,0(−tp)] = (1 + w−p)ξ.
For the specific discussion concerning sufficient conditions for
the phase-space consistency, consider P(Ψ)R(r2) = P(Ψ)R0(r2) +
r−2P(Ψ) where R0(x) = R(x)− x−1. From the corresponding df with
E0 = 0, it is obvious that the corresponding sufficient condition
is together 0DΨ
1
2 P > 0 and those derived in Sect. 5 with R0(x).
In addition, Theorems A27-A29 actually extend to b = 0 thanks
to the non-negativity of Eλp,0(−z) > 0. It follows that Theorems in
Sect. 6.1 also hold inclusively for β1 = 1.
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