Abstract-Caching frequently accessed data items on the mobile client is an effective technique to improve the system performance in mobile environment. Due to cache size limitations, the choice of cache replacement technique to find a suitable subset of items for eviction from cache becomes important. In this paper, we propose a new cache replacement policy for location dependent data in mobile environment. The proposed policy uses a predicted region based cost function to select an item for eviction from cache. The policy selects the predicted region based on client's movement and uses it to calculate the data distance of an item. This makes the policy adaptive to client's movement pattern unlike earlier policies that consider the directional/non-directional data distance only. We call our policy the Prioritized Predicted Region based Cache Replacement Policy (PPRRP). Simulation results show that the proposed policy significantly improves the system performance in comparison to previous schemes in terms of cache hit ratio.
INTRODUCTION
This Recent advances in wireless technology have led to mobile computing, a new dimension in data communication and processing. With the advent of new mobile infrastructures providing higher bandwidth and constant connection to the network from virtually everywhere and advances in the global positioning technologies have resulted in a new class of services referred to as Location Dependent Information Services (LDIS) which is gaining popularity among mobile users.
Users of LDIS face many challenges inherent to mobile environments. These challenges include limited bandwidth, limited client power and intermittent connectivity [1, 4, 6] . Caching helps to address some of these challenges. Caching of frequently accessed data item on client side is an effective technique to improve data accessibility and to reduce access cost. However, due to limitations of cache size on mobile devices, it is impossible to hold all accessed data items in the cache. Thus, there is a need of efficient cache replacement algorithms to find out suitable subset of data items for eviction from cache. Several location-aware cache replacement policies, such as Furthest Away Replacement (FAR) [9] , Manhattan [10] , Probability Area Inverse Distance (PAID) [5] , Mobility Aware Replacement Scheme (MARS) [7] , etc, have been proposed for LDIS. For Location Dependent Data (LDD), only spatial properties dominates which are area of valid scope, data distance from current client location and data distance from anticipated client location. None of these existing cache replacement policies are suitable if client changes its direction of movement quite often. The impact of client's anticipated location or region in deciding cache replacement still remains unexplored. Existing cache replacement policies only consider the data distance (directional/undirectional) but not the distance based on the predicted region/area where the client can be in near future
In this paper, we predict an area in the vicinity of client's current position, and give priority to the cached data items that belong to this area irrespective of the client's movement direction. PPRRP calculates the data item cost on the basis of access probability, valid scope area, data size in cache and data distance based on the predicted region, which has not been considered in any of the existing policies.
The rest of the paper is organized as follows. Section II briefly describes mobile system model used in our work. Section III details the proposed new cost based replacement policy PPRRP. Section IV and section V deal with simulation model, and performance evaluation and comparison simultaneously. Section VI concludes the paper.
II. MOBILE SYSTEM MODEL
We assume a cellular mobile network that is similar to the model discussed by D. Barbara [1] as mobile computing infrastructure. The information system provides location dependent services to mobile clients. The geographical area covered by the information system is referred as the service area. In this paper, we assume a geometric location model, i.e., a location is specified as a two-dimensional coordinate. However, it can be easily extended to 3-dimension space by including the third dimension. Mobile clients can identify their locations using systems such as the Global Positioning System (GPS) [3] . The data item value is different from data item, i.e., data item value for a data item is an instance of the item valid for a certain geographical region. The valid scope of a data item value is defined as the region within which the data item value is valid. In a two-dimensional space, a valid scope vs can be represented by a geometric polygon p (e 1 , …,e n ), where e i 's are endpoints of the polygon. Data values are assumed to be read-only. A mobile client can cache data values on its local disk or in any storage system that survives power off.
III. PRIORITIZED PREDICTED REGION BASED CACHE REPLACEMENT POLICY -PPRRP
A. Motivation LDIS, being spatial in nature, needs that distance of data item from client's current position and its valid scope area should also be taken into account for cache replacement. Greater the distance of valid scope of data from the user's current position lower is the chance that client will enter in the valid scope area of the data in near future. Thus, it is better to eject the farthest data value when replacement takes place. Moreover because the client is mobile, its position at the time of next query will be different from its current position. Therefore the client's movement should also be taken into account. Locations in the opposite direction of client's movement have very low chance of being revisited, though they may be very close to it. Based on this reasoning, existing cache replacement schemes like FAR and PAID (directional) assign higher priorities to data items in the client's direction of movement giving very low priority to the items in the opposite direction of user's movement. However, with random movement patterns of clients, it is not always necessary that client will continue moving in the same direction. Therefore evicting data values which are in the opposite direction of client's movement but are very close to client's current position may degrade the overall performance.
B. Basic Idea
When client movement pattern is random, retaining the data items in the direction of user movement and discarding the data items that are in the opposite direction of user movement may not improve the performance. Therefore our cache replacement policy, considers the predicted region of user presence in near future (rather than considering the direction of user movement only) while selecting an item for replacement. The predicted region is based on the client's current movement pattern. We show that it is useful to calculate the data distance with respect to this region so that the data items in the vicinity of client's current position are not purged from cache. Valid scope area of the data item and space required to store the data item in cache are also used to select an item for replacement. This is because the client has higher chance of being in large region rather than small regions and keeping smaller size data items in cache helps to accommodate large number of data items in the cache. Hence, our cache replacement policy selects a victim with low access probability, small valid scope area falling outside the predicted region and large data size.
C. Approach
In this paper we use Wraparound mobility model described in [2] and used by [5, 11] . Assuming a predefined path of mobile user or a predefined destination is generally not possible unless we are dealing with a case where the user is moving in a train or a ship and the entire path of the user is known well in advance. In Wraparound mobility model's current Moving Inetrval (MI), user direction and velocity is known. At the end of each MI, direction is selected randomly between 0° to 360° degrees and the velocity between minimum (v min ) and maximum speed (v max ) of the client. This motivates us in predicting a region instead of predicting the path.
Let v c be the velocity in current moving interval MI c , L MIc be the length of MI c along direction θ c and (S MIc x, S MIc y) and (E MIc x, E MIc y) be the starting and end point of MI c respectively (see Fig. 1 ). Assuming that the velocity v c remains same (generally the mobile user does not changes its velocity significantly over a long period) in the next MI also, we can predict the region of user presence in near future by the circle with radius L MIc and centre (E MIc x, E MIc y) as shown in Fig. 2 . Our cache replacement policy uses this region to calculate the distance of data items in cache as follows:
• The distance of data items outside the predicted region is calculated from the centre of the circle
• The distance of data items inside the predicted region is calculated as the minimum of {L MIc , distance of the valid scope from the current position of the user}.
Calculating the distance of data items in this way ensures that
• Items outside the predicted region always have the lower priority than the items inside the predicted region.
• Items inside the predicted region, close to the user have higher priority.
One of the advantages of using predicted region is that it dynamically changes with speed of client and MI and so takes into account the random movement of client. Now, we define cost function for our cache replacement policy PPRRP that considers access probability, predicted region based data distance, valid scope area and size of the data in cache. Associated with each cached data object is the replacement cost. When a new data object needs to be cached and there is insufficient cache space, the object(s) with lowest replacement cost is (are) removed until there is enough space to cache new object. The cost of replacing a data value j of data item i in client's cache is calculated as:
where P i is the access probability of data item i , A(vs Access probability for each data item is estimated by using exponential ageing method as given in [5, 6] .For calculating data distance between valid scope (either a polygon or a circle) and current location/centre we select a reference point for each valid scope and take the distance (Euclidean distance) between the current location/centre and the reference point. For polygonal valid scope, the reference point is defined as the endpoint that is closest to the current location/centre and for circular valid scope; it is defined as the point where the circumference and the line connecting the current location and the center of the circle meet.
IV. SIMULATION MODEL
This section describes the simulation model used to evaluate the performance of the proposed PPRRP. We compare PPRRP with existing cache replacement algorithms such as PAID, FAR and Manhattan. Our Simulator is implemented in C++. Detail description is omitted due to the space limitation. System execution model, client execution model and server execution model is similar to the one given in [5] . In brief, we assume a wrapped-around model for the service area, represented by a rectangle of a fixed size. Scope distributions of the data items are generated based on VoronoiDiagrams [8] and contains 110 points randomly distributed in a square Euclidean space as shown in Fig. 3 . Each data value has its size which varies from S min to S max and has following random distribution [6] given by:
• RandomSize: The size S i of data item i falls randomly between S min and S max , given by:
where prob() is a random function with value uniformly distributed between 0 and 1. RandomSize models the case where no correlation between the access pattern and data size exists.
The mobile client with fixed cache size is modeled with two independent processes: query process and move process and its access pattern over different items follow a Zipf distribution. They wait for an exponentially distributed time period between successive queries. The server is modeled by a single process that services the requests from clients on FCFS service principle. V. PERFORMANCE EVALUATION In this section, the proposed PPRRP cache replacement policy is evaluated against PAID, FAR, and Manhattan using the simulation model described in the previous section. Table I shows the default parameter settings of the simulation model.
For our evaluation purpose, we assume that all data items follow the same scope distribution in a single set of experiments. The results are obtained when the system has reached the stable state, i.e., the client has issued at least 20,000 queries, so that the warm-up effect of the client cache is eliminated. The Caching Efficiency Based (CEB) [5] cache invalidation policy is employed for cache invalidation. In the performance evaluation, cache hit ratio is employed as the primary performance metric. Higher the cache hit ratio, higher the local data availability, less uplink and downlink costs, and less is the battery consumption. Fig. 4(a) compares the performance of PPRRP with existing cache replacement algorithms with respect to change in mean Query Interval (QI). We observe that the performance of PPRRP is better than all other policies. As the query interval increases, cache hit ratio decreases, because the client has low probability to remain in the same valid scope from where the previous query was issued. PPRRP shows better performance than PAID with an average improvement of 22 percent. Fig. 4(b) shows the effect of MI on replacement policies. Longer the MI less is the frequency that the client changes its velocity and direction and, hence, less random is the client's movement. For small MI, the randomness in client movement is more as compared to larger MI. PPRRP performs better than all policies for both small and large MI. The predicted region in PPRRP helps to keep the cached data items within the influence of client's movement, thereby reducing the affect of randomness of client. Average improvement of PPRRP is 21% over the next best policy PAID. As the MI is increased the performance decreases. Because for relatively longer MI, a larger average distance difference is observed for two successive queries, which implies that client has a higher possibility of leaving certain regions. Consequently, the cached data are less likely to be reused for subsequent queries, which lead to a worse performance.
Effect of cache size on performance of replacement policies are shown in Fig. 4(c) . As expected, the cache hit ratio of replacement policies increases with increase in cache size. This is because the cache can hold large number of data items which increases the probability of getting a cache hit. Moreover, replacement occurs less frequent as it happens with low size cache. PPRRP consistently outperforms the existing policies from small size cache to large size cache. Average improvement of PPRRP is 24%, over PAID.
VI. CONCLUSION
In order to decide which items to replace from cache, an attempt must be made to predict future events, that is, to predict what items will be accessed in the future. In this paper, we proposed the cache replacement policy PPRRP that uses a predicted region based cost function for selecting an item to be replaced from the cache. This improves cache hit ratio for LDIS. PPRRP takes into account access probability, data distance from predicted region, valid scope and data size in cache. Predicted region plays an important role in improving the system performance. Using the predicted region of user influence, the data items in the vicinity of client's current position are not purged from cache, which increases the cache hit. Simulation results show that PPRRP achieves an average improvement of more than 20 percent as compared to existing replacement policies.
As for the future work we are studying pre-fetching and data dissemination schemes for LDIS. 
