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Résumé
Nous sommes à l’aube d’une énorme explosion de données et la quantité à traiter par les entre-
prises est de plus en plus grande. Pour faire face à ce chalenge, Google a développé MapReduce,
un modèle de programmation parallèle qui est en train de devenir l’outil de facto pour l’analyse des
systèmes Big Data. Bien que dans une certaine mesure son utilisation est déjà très répandue dans
l’industrie, garantir les performances d’un système aussi complexe pose de grands problèmes et sa
gestion nécessite un haut niveau d’expertise. Cet article répond à ces défis en proposant le premier
système autonome qui garantit des contraintes de temps de réponse pour une charge de travail
MapReduce simultanée. Nous développons le premier modèle dynamique d’une grappe MapRe-
duce. De plus, un contrôle en boucle fermée est conçu et implémenté pour garantir un temps de
réponse donné. Un contrôle d’anticipation de type "feedforward" est également rajouté pour amé-
liorer la réponse du système en présence de perturbations, en l’occurrence, la variation du nombre
de clients. L’approche est validée en ligne sur une grappe MapReduce avec 40 nœuds utilisant une
charge de travail intensive de type Business Intelligence. Nos expériences montrent que le contrôle
ainsi conçu peut garantir les contraintes de temps de réponse.
Mots-clés : réjection de perturbation, contrôle pour ordinateurs, Cloud Computing, Big Data
1. Introduction
Alors que nous entrons dans l’ère de Big Data (le mot Big Data est utilisé pour désigner un en-
semble de données tellement volumineux qu’il est très difficile à analyser et à manipuler avec des
outils classiques de gestion de base de données ou de gestion de l’information), l’augmentation
très rapide de la quantité des données produites apporte de nouveaux défis dans l’analyse et le
stockage de ces données. Récemment, il y a un intérêt croissant dans des domaines clés tels que
l’extraction de données en temps réel, qui révèlent un besoin urgent de traitement des données très
volumineuses sous contraintes strictes de performance. Ces applications peuvent aller de la per-
sonnalisation en temps réel des services internet, l’aide à la décision pour des analyses financières
rapides, aux contrôleurs de trafic. La forte augmentation de la quantité de données non structurées
disponibles appelle donc à un changement de perspective de l’approche traditionnelle des bases de
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données, en allant vers une plateforme efficace de calcul distribué conçue pour la manipulation de
pétaoctets d’information. Ceci impose l’adaptation des fournisseurs de services internet à des im-
plémentations sur des plateformes informatiques distribuées et une façon d’y parvenir est d’adop-
ter le modèle de programmation populaire appelé MapReduce. Son succès réside dans sa simplicité
d’utilisation, sa extensibilité et tolérance aux fautes. MapReduce est soutenu et intensivement uti-
lisé par les plus grands leaders de l’industrie informatique tels que Google, Yahoo, Facebook et
Amazon. Par example, Google exécute plus de 100.000 tâches MapReduce par jour, Yahoo a plus de
40.000 ordinateurs qui exécutent des tâches MapReduce et Facebook l’utilise pour analyser plus de
15 pétaoctets de données. Le modèle de programmation MapReduce a été initialement développé
par Google en 2008 comme un algorithme de calcul parallèle qui vise à gérer automatiquement le
partitionnement des données, la cohérence et la réplication, ainsi que la répartition des tâches, la
planification, l’équilibrage de charge et la tolérance aux fautes (voir [5] pour plus de détails).
Dans le même temps, nous observons un intérêt grandissant des informaticiens pour la théorie de
la commande, qui permet de gérer automatiquement les configurations des systèmes informatiques
complexes. Des publications récentes sur le contrôle des systèmes informatiques en temps continu
montrent l’émergence de ce nouveau domaine de recherche. Nous pouvons par exemple citer [15],
où la théorie de stabilité de Lyapunov a été utilisé pour contrôler des serveurs de base de données,
de même nous pouvons citer [16] qui a utilisé une approche de type "boîte noire" pour contrôler des
systèmes de services Web ou [9] pour contrôler des serveurs HTTP. Il faut aussi souligner l’émer-
gence du contrôle des systèmes informatiques en utilisant les systèmes à événements discrets, voir
[18] pour une vue d’ensemble. De plus, pour voir les approches différentes de l’utilisation de la
théorie du contrôle pour les systèmes informatiques voir [12], [1] and [6].
L’objectif de ce papier est d’utiliser la théorie de la commande pour garantir la performance de
systèmes MapReduce. MapReduce est un paradigme de programmation développé pour les cal-
culs parallèles et largement utilisé par des applications réparties, voir [5]. Bien que MapReduce
cache aux utilisateurs la plus grande partie de la complexité liée au parallélisme 1, le déploiement
d’une implémentation efficace MapReduce nécessite toujours un haut niveau d’expertise. C’est par
exemple le cas lors du réglage des paramètres de la configuration de MapReduce comme présenté
dans [25, 24, 10] ou pour garantir des objectifs de performance comme indiqué dans [26, 23]. Par
objectif de performance, on entend généralement le temps de réponse, c’est à dire le temps néces-
saire au programme en cours d’exécution sur le cloud pour répondre à une requête du client. Pour
exécuter un travail MapReduce, l’utilisateur doit fournir au moins trois éléments : les données à
traiter, une fonction Map, et une fonction Reduce. Du point de vue de la théorie des systèmes, les
deux fonctions Map et Reduce peuvent être considérées seulement comme des modèles boîte noire,
car elles sont spécifiques à l’application. De plus, nous ne supposons aucune connaissance a priori
sur leur comportement. Sans profilage, aucune hypothèse ne peut être faite concernant leur exécu-
tion, leur utilisation des ressources ou la quantité de données de sortie qu’ils produisent. En plus
de cela, de nombreux facteurs (indépendantes des les données d’entrée et de la fonctions Map et
Reduce) influencent les performances des tâches MapReduce : CPU, entrées / sorties et le biais du
réseau [20], les défaillances matérielles et logicielles [19], l’hypothèse d’homogénéité des nœuds
Hadoop qui n’est pas réaliste (Hadoop, voir [25], est l’implémentation open source la plus utilisée
de MapReduce) [29, 17], et le changement très rapide et aléatoire de la charge de travail [4]. Tous
ces facteurs sont vus par le système MapReduce comme des perturbations.
Compte tenu de tous ces défis les contributions de cet article sont :
– création du premier modèle dynamique d’un système de MapReduce.
– la conception et l’implémentation du premier correcteur en ligne capable de garantir des contraintes
de temps de réponse pour une charge de travail MapReduce simultanée et aléatoire.
La suite de l’article est organisée comme suit. La Section 2 présente la modélisation du système
1. Par les utilisateurs MapReduce, nous entendons les entreprises souhaitant utiliser MapReduce pour leurs
propres applications, généralement les fournisseurs de services Internet.
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MapReduce et l’environnement d’évaluation. La Section 3 décrit les correcteurs proposés pour ga-
rantir des contraintes en terme de temps de réponse. La Section 4 présente l’état de l’art et la Section
5 décrit nos conclusions.
2. Modélisation du système MapReduce
2.1. Difficultés de modélisation
Les défis de modélisation d’un tel système sont très nombreux mais les deux principaux sont :
1. MapReduce a une architecture complexe, ce que implique une grande difficulté dans lamodé-
lisation détaillé de son comportement. Un tel modèle serait par exemple un modèle hybride
non-linéaire de très grande dimension, variant dans le temps, et par conséquent vraisembla-
blement d’une valeur discutable. En outre, étant donné qu’il est très difficile d’intégrer l’effet
de points d’engorgement - réseau, IO, CPU - dans un modèle mathématique, plusieurs hy-
pothèses fortes doivent être faites (comme celle qu’un seul travail est en cours d’exécution à
chaque moment dans la grappe) qui n’est pas valable dans les grappes réelles. De plus, nous
devons mentionner que la performance des systèmes MapReduce varie d’une distribution à
l’autre et même dans le cadre d’une même distribution, en raison du développement continu.
Cela complique en plus la construction d’un modèle général.
2. Les modèles des systèmes MapReduce existants ne prennent en compte généralement que
la réponse statique, par conséquent ils sont très difficiles à exploiter. L’une des principales
raisons de l’absence de modèles dynamiques est la grande complexité du système mentionné
précédemment.
2.2. Aperçu de la modélisation
Dans cette section, nous abordons les défis présentés précédemment.
Gérer la complexité du système. On observe que, même si le système est non linéaire, nous pou-
vons linéariser autour d’un point de fonctionnement caractérisé par un nombre de référence de
nœuds et de clients. Après que le fournisseur de service ait décidé le nombre de nœuds qu’il sou-
haite pour ses requêtes (généralement basé sur des contraintes financières), notre algorithme aug-
mente progressivement le nombre de clients qu’il peut accepter, jusqu’à ce que le débit de la grappe
soit maximisé (ce qui est très important pour des raisons environnementales et financières). Ce
point, où la grappe est entièrement utilisée mais sans être saturée, sera le point de fonctionnement
pour la linéarisation. Il s’agit du mode de fonctionnement optimal.
Capturer la dynamique du système. L’un des défis importants dans les déploiements actuels de
MapReduce est qu’il doit assurer certains temps de réponse minimum. Par conséquent, notre ob-
jectif de contrôle est de garder la moyenne des temps de service inférieure à un seuil donné, pour
les travaux ayant fini dans la dernière fenêtre de temps. Cette fenêtre temporelle est introduite pour
attribuer une dynamique mesurables au système. La définition de la longueur de la fenêtre n’est
pas très simple car plus la fenêtre est grande plus nous perdons la dynamique tandis que plus elle
est petite plus les mesures son bruitées. La valeur optimale du choix de la taille de la fenêtre est
au-delà de la portée de cet article et pour l’instant nous avons choisi la taille de la fenêtre pour être
au moins deux fois plus grande que le temps d’exécution moyen de la tâche.
Le choix des entrées de commande parmi les nombreux paramètres de Hadoop (plus de 170) n’est
pas non plus évident. Comme nous voulons que notre modèle ne soit pas dépendant de la mise
en œuvre, nous ne prenons en considération que les paramètres ayant une forte influence indé-
pendamment de la version MapReduce utilisée. Deux de ces facteurs, qui ont été identifiés comme
étant parmi ceux ayant le plus grand degré d’influence sont le nombre de Mappers et de Reducers
disponibles pour le système, voir [28]. Comme ces paramètres sont fixes par nœud, nous avons
choisi le nombre de nœuds comme notre entrée de commande car il influence les deux à la fois.
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2.3. Structure du modèle proposé
La grande complexité d’un systèmeMapReduce et les changements continus de son comportement,
en raison de mises à niveau et d’améliorations logicielles, nous a incité à éviter l’utilisation d’une
technique de modélisation boîte blanche et d’opter pour une technique qui est agnostique à ces
derniers. Cela nous amène à une technique de modélisation boîte grise ou boîte noire. La ligne de
démarcation entre ces deux techniques n’est pas bien définie, mais nous considérons notre modèle
comme un modèle boîte grise puisque la structure du modèle a été définie sur la base de nos obser-
vations des régions de linéarité de fonctionnement du système.
Nous proposons un modèle dynamique qui prédit les performances d’une grappe MapReduce,
dans notre cas le temps de réponse moyen, en fonction du nombre de nœuds et du nombre de
clients. à notre connaissance, c’est le premier modèle dynamique orienté performances pour les
système MapReduce.
La structure de notre modèle est représentée dans la Figure 1. Notre entrée de commande u(k)
est donnée par le nombre de nœuds dans la grappe tandis que les changements de clients d(k)
est considéré comme une perturbation mesurable. Notre sortie y(k) est la moyenne des temps de
réponse des tâches dans le kie`me intervalle de temps. Comme autour du point de fonctionnement
notre système est linéaire, nous pouvons appliquer le principe de superposition pour calculer la
sortie :
y(k) = ZC(z)d(k) + ZN(z)u(k) (1)
où ZN est le modèle discret entre le temps de réponse et le nombre de nœuds et ZC est le modèle

















FIGURE 1 – Schéma du modèle théorique de contrôle MapReduce
2.4. Environnement d’évaluation.
La suite de tests MapReduce (MRBS) développé par [19] est une suite de tests pour les fiabilités
des systèmes MapReduce. MRBS peut émuler plusieurs types de charges de travail et injecter dif-
férents types de défauts dans un système MapReduce. Les charges de travail émulés par MRBS
sont destinés à couvrir cinq domaines d’application : systèmes de recommandation (RS), business
intelligence (BI), bio-informatique, traitement de texte et analyse de données. Ces charges de travail
ont été sélectionnés pour représenter un éventail de charges, du calcul intensif (charge processeur
importante) à une charge de données intensive (par exemple, le BI). Une des forces de la suite de
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tests MRBS est d’imiter les demandes des clients. Une demande peut être constitué d’un ou plu-
sieurs job MapReduce. Ces jobs sont des exemples de ce que peut être une demande typique dans
un déploiement réel d’un système de MapReduce.
Grid5000 est une infrastructure de grappe à l’échelle nationale française composée de 5000 CPUs.
Il été mis au point pour faciliter la recherche de calcul parallèle. Il fournit un outil scientifique pour
mener des expériences distribués à grande échelle, voir [2].
Toutes les expériences dans cet article ont été effectuées en ligne sur Grid5000 avec un seul grappe
de 40 nœuds. La configuration de la grappe peut être vue dans le Tableau 1.
Cluster CPU Mémoire Stockage Réseau
40 nœuds Grid5000 4 cores/CPU Intel 2.53GHz 15GB 298GB Infiniband 20G
TABLE 1 – Configuration matérielle des grappes MapReduce
Pour nos expériences, nous utilisons le cadre de la mise en œuvre de MapReduce open source
Apache Hadoop v1.1.2 et l’outil d’évaluation de haut niveau MRBS. Une charge de travail intensif
de données BI est sélectionné comme notre charge de travail. L’indice de référence BI se compose
d’un système d’aide à la décision pour un fournisseur en gros (des entreprises qui achètent et/ou
vendent exclusivement à d’autres entreprises professionnels). Chaque requête émule une demande
du client sur une grande quantité de données (10 Gb dans notre cas). Pour générer la demande
d’une client Apache Hive est déployé au-dessus de Hadoop. Il convertit les requêtes SQL dans une
série d’emplois MapReduce.






















FIGURE 2 – Environnement d’évaluation
Le contrôle est implémenté en Matlab et toutes les mesures sont effectuées en temps réel en ligne.
Nous mesurons le nombre de clients et le temps de réponse de la grappe et nous utilisons le nombre
de nœuds pour assurer les contraintes de temps de réponse quel que soit le nombre fluctuant de
clients. Tous nos capteurs et actionneurs sont mis en œuvre dans des scripts Linux Bash.
2.5. Identification des modèles
Les deux modèles ont été identifiés en utilisant la réponse indicielle. En automatique la réponse in-
dicielle est la réponse d’un système à une augmentation de type échelon, ce qui permet de déduire
les caractéristiques dynamique de le système. La linéarité observée autour du point de fonction-
nement, l’absence de dépassement et la décroissance exponentielle, indiquent que, au moins dans
une première approche, la réponse pourrait être modélisé avec un modèle linéaire de premier ordre
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avec retard. Les paramètres du modèle sont identifiés en utilisant la méthode d’estimation prédic-
tion d’erreur. Cette méthode présente l’avantage de mettre l’accent sur la précision du modèle pour
prédire l’observation suivante plutôt que sur la différence avec un modèle statistique correspon-
dant, comme pour les méthodes des moindres carrés et maximum de vraisemblance. En plus, il a
été montré que cette méthode peut fournir des résultats optimaux (matrice de covariance minimale)
dans le cas où la structure du modèle choisi reflète bien la vérité, voir [14]. Comme le système a des
grandes constantes de temps (>300s) on déduit qu’une période d’échantillonnage de 30 secondes
est suffisante. Les modèles sont identifiés comme des modèles en temps continu et nous utilisons
la transformation bilinéaire Tustin pour les discrétiser.
2.5.1. Identification du système sans perturbation
Le modèle identifié correspondant aux changements de nœuds peut être vu dans la Figure 3. Une































FIGURE 3 – Identification du système non perturbé. Il prédit l’effet de changements de nœuds
sur le temps de réponse.
augmentation de type échelon est utilisée sur le nombre de nœuds pour identifier le modèle entre
le temps de service et le nombre de nœuds. Le modèle suit la dynamique du système réel avec une
précision de 89%. L’équation (2) présente la fonction de transfert en temps discret du système sans
perturbations. La fonction de transfert est une représentation mathématique de la relation entre





2.5.2. Identification du modèle de perturbation
Figure 4 montre la réponse indicielle dans le cas d’une variation du nombre de clients.
































FIGURE 4 – L’identification du modèle de perturbation. Il saisit l’effet des changements dans le
nombre de clients sur le temps d’ exécution.
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Comme nous pouvons voir, le modèle identifié colle bien au comportement du système réel, pré-
sentant un précision de 87.94%. L’équation (3) nous donne la fonction de transfert en temps discret





Les deux fonctions de transfert précédemment identifiées sont stables, systèmes de premier ordre
avec des pôles à l’intérieur du cercle unité. Par conséquent, le système total est intrinsèquement
stable en boucle ouverte (sans contrôle).
3. Contrôler MapReduce
Défis de contrôle contrôler MapReduce présente plusieurs défis spécifiques. Le premier est dû au
temps de latence assez important (>90s) consécutif à l’ajout de nœuds et de clients qui est une
procédure complexe. D’autres défis sont spécifiques à la mise en œuvre. Par exemple, l’ajout et la
suppression de nœuds implique toujours un coût énergétique et financier, il est donc nécessaire
d’avoir une réponse du système en boucle fermée sans voire avec de très faibles dépassements. Un
autre défi intéressant est lié à la quantification. Le nombre de nœuds que nous pouvons rajouter
ou supprimer doit être un entier strictement positif. Enfin, comme la performance du système peut
varier dans le temps en raison des nombreux points d’engorgement, l’algorithme de commande
doit être assez robuste pour gérer les incertitudes de modélisation.
Architecture de contrôle Un correcteur proportionnel intégral (PI) est choisi car il est prouvé que
pour notre système (c’est à dire un système de premier ordre avec retard - voir l’équation (2), ce type
de correcteur est suffisant même si le système est complexe ( [8]). En outre, un dispositif de com-
mande de rétroaction à action intégrale offre plusieurs avantages bien connus : il corrige les erreurs
qui découlent des imperfections de modèle et a des propriétés éprouvées de rejet de perturbations
non mesurées et/ou non modélisés. Ce correcteur donne une commande proportionnelle à l’erreur
est élimine l’erreur final en utilisant l’intégrale de l’erreur. Si nous savons le modèle dynamique du
la système, il existe des méthodes éprouvées pour calculer les paramètres du correcteur.
De plus, puisque nous pouvons mesurer avec précision les perturbations, nous ajoutons également
un correcteur d’action directe (feedforward) qui améliore le temps de réponse car il neutralise l’ef-
fet de la perturbation avant qu’elle n’influence la sortie. Le schéma complet de l’architecture de





















FIGURE 5 – Architecture de commande MapReduce
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yr La référence du temps de réponse moyen défini dans le SLA.
y Sortie du système - temps de réponse de CIs.
u Entrée de commande du système - nombre de nœuds dans le système.
ufb L’entrée de commande du correcteur PI.
uff L’entrée de commande du correcteur d’action directe feedforward.
e Erreur, entrée du correcteur.
d Entrée de perturbation - nombre de clients exécutant des travaux.
ZMR La modèle de temps discret de système de MapReduce.
ZPI Fonction de transfert discrétisée du PI.
ZFF Fonction de transfert discrétisée du feedforward.
TABLE 2 – Définition de variables de contrôle.
3.1. Etude de la boucle ouverte
Dans la Figure 6 nous observons l’effet d’une augmentation progressive de l’entrée exogène (le
nombre de clients) sur le système sans correction. Une telle augmentation du nombre de clients
se produit fréquemment dans la pratique, voir par example [11] qui analyse pendant 10 mois une
grappe de calcul intensif de Yahoo.
















Contrôle en boucle ouverte. 100% des clients ajoutés.
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FIGURE 6 – MapReduce essai en boucle ouverte.
Dans notre cas, nous pouvons voir que pour une augmentation du nombre de clients, le temps de
réponse de la grappe dépasse rapidement le seuil de référence défini à l’avance (SLA-Service Level
Agreement). Afin de respecter le seuil fixé nous employons un correcteur PI.
3.2. Commande PI
La forme standard d’un correcteur échantillonné de type PI est donnée dans l’équation (4) :
ufb(k) = ufb(k− 1) + (Kp + Ki)e(k) + Kie(k− 1) (4)
Les paramètres Kp et Ki sont déterminés pour assurer la stabilité en boucle fermée (système com-
mandé) et un dépassement de notre sorti de la consigne de 0%. Comme nous voulons minimiser
le changement trop rapide du nombre de nœuds (en raison des contraintes financières et éner-
gétiques), nous évitons un correcteur très agressif. Sur cette base nous calculons les valeurs de
Kp = 0.0012372 et Ki = 0.25584.
Le résultat expérimental de la mise en œuvre du correcteur est donné dans la Figure 7 et montre
la réponse du système avec correcteur à une variation de 100% du nombre de clients. Comme le
correcteur est censé avoir un temps de stabilisation plus grand, le seuil SLA est dépassé pendant
un court instant mais le correcteur ramène toujours le temps de réponse à la valeur de référence. Le
correcteur augmente constamment le nombre de nœuds jusqu’au moment où le temps de réponse
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 Contrôle en boucle fermée PI. 100% des clients ajoutés.
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FIGURE 7 – Correcteur PI
est inférieur à la référence. Toutefois, afin d’éviter le non respect du SLA et pour améliorer le temps
de réaction de la commande, un correcteur feedforward est ajouté.
3.3. Commande d’action directe feedforward avec PI
L’effet du correcteur d’action directe avec le correcteur PI déjà employé peut être vu dans la Fi-
gure 8. Le dispositif de commande d’anticipation est conçu pour rejeter pro-activement les pertur-

















 Contrôle en boucle fermée PI + contrôle direct. 100% des clients ajoutés.
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FIGURE 8 – Correcteur PI avec feedforward
bations avant que leurs effets soient observés sur la sortie. Dans notre cas, la perturbation est un
changement dans le nombre de clients accédant simultanément à MapReduce. L’idée du correcteur
feedforward est de créer un signal de commande qui, une fois qu’il est passé à travers le système,
annule l’effet de la perturbation. Plus important encore, ce signal est envoyé en même temps que
l’effet de la perturbation se présente. Si le modèle est précis à 100% l’effet sur le temps de réponse
doit être nul. Toutefois, en raison des incertitudes inhérentes au modèle, ce n’est jamais le cas dans
la pratique.
Le modèle discrétisé du correcteur d’anticipation est donné par Zff(z) = −ZN(z)−1ZC(z) où ZN
e ZC sont les modèles discrétisés de la Figure 1. La fonction de transfert discrétisée du correcteur
d’anticipation Zff est donnée dans l’équation (5).
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En analysant la Figure 8 nous pouvons voir que le correcteur parvient à garder le temps de réponse
en dessous du seuil fixé.
4. Etat de l’art
En ce qui concerne la modélisation des performances des tâches MapReduce, l’état de l’art utilise le
plus souvent des profils de niveau des job. Certains auteurs utilisent des modèles statistiques avec
plusieurs invariants de performance tels que la moyenne, le maximum et le minimum du temps
d’exécution des différents cycles de MapReduce [22, 27]. Tandis que d’autres emploient un modèle
statique linéaire qui prend en compte la relation entre l’exécution du travail, la taille des données
d’entrée et le nombre de nœuds de Map, et de Reduce attribués pour la tâche [21]. Dans les deux
cas, les paramètres du modèle se trouvent en exécutant la tâche sur un plus petit ensemble de
données d’entrée et en utilisant des méthodes de régression linéaire pour déterminer les facteurs
d’échelle pour les configurations différentes. Un modèle d’analyse détaillée de la performance hors
ligne a été également développée pour l’optimisation des ressources, voir [13]. L’analyse des com-
posants principaux a également été utilisée pour trouver les composants MapReduce/Hadoop qui
influencent le plus la performance de MapReduce [28].
Il est important de noter que tous les modèles présentés prédisent la réponse de l’état d’équilibre
des tâches MapReduce et ne reflètent pas la dynamique du système. Ils supposent également que
un seul travail est en cours d’exécution à un moment dans une grappe, ce qui est loin d’être réaliste.
Le modèle de performance que nous proposons répond à ces deux problèmes : il traite une charge
de travail issue de plusieurs tâches simultanées et il modélise le comportement dynamique des
systèmes MapReduce. En outre, alors que l’approvisionnement des ressources MapReduce pour
assurer un accord de niveau de service (SLA) 2 est un domaine de recherche relativement récent
dans lequel les efforts sont notables. Certaines approches s’attaquent au problème de trouver la
configuration optimale des ressources, au respect des contraintes de temps, par exemple, comme
un problème d’optimisation hors ligne, voir [21] et [30]. Cependant, nous pensons que les solutions
hors ligne ne sont pas assez solides en situations réelles. Une autre solution est donnée par ARIA,
un ordonnanceur capable d’appliquer en ligne les contraintes des délais SLO. Il est construit sur un
modèle basé sur les temps des réponse des dernières exécutions. Dans la phase initiale, hors ligne,
une quantité de ressources est déterminée et un mécanisme de correction en ligne est déployé. L’en-
trée de commande est le nombre de slots attribués à une tâche. Il s’agit d’un grave inconvénient car
le contrôle ne fonctionne que si la grappe est approvisionné à l’avance avec des places libres pour
être consacrer aux tâches. Une autre approche est développée dans Steamengine par [3] qui tente
d’éviter l’inconvénient précédent en rajoutant et en supprimant dynamiquement des nœuds dans
une grappe.
Cependant, dans tous les cas précédents, il est supposé que chaque travail est en cours d’exécution
sur une grappe isolée et par conséquent les exécutions des tâches simultanées, comme dans le cas
réel, ne sont pas prises en compte.,
5. Conclusions et Perspectives
Cet article présente la conception, la mise en œuvre et l’évaluation du premier modèle dynamique
pour les systèmes MapReduce. En plus, un framework qui permet de garantir le temps de réponse
est développé et mis en œuvre avec succès. Nous construisons d’abord, un modèle dynamique
2. SLA est une partie d’un contrat où les contraintes de temps de réponses sont officiellement définies.
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boite grise qui saisit avec précision le comportement de MapReduce. Sur cette base nous utilisons
une approche théorique de contrôle pour garantir les objectifs de performance. Nous concevons un
cadre de contrôle composé d’un correcteur PI classique pour assurer la stabilité et un correcteur
par action directe (feedforward) pour améliorer le temps de réponse. L’architecture de contrôle est
mise en œuvre dans une grappe avec 40 nœuds en utilisant une charge de travail à forte intensité
de données. Nos expériences montrent que la stratégie de contrôle conçue réussi à maintenir les
délais fixés préalablement.
En ce moment, les voies de recherches explorées pour améliorer l’approche sont :
1. la mise en œuvre du cadre de contrôle dans un cloud en ligne comme Amazon EC2.
2. mise en place d’une identification en ligne
3. minimisation du nombre de changements de l’entrée de commande à l’aide d’autres tech-
niques de contrôle, tels que la correction à base d’événements [7].
4. tester l’architecture de contrôle utilisant des scénarios de charge de travail plus complexes.
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