Numerical simulations of nonrotating flow with uniform basic wind and stability past long three-dimensional (3D) ridges are compared to the corresponding two-dimensional (2D) limit to reveal the importance of 3D effects. For mountain heights smaller than the threshold for breaking waves, the low-level flow over the interior of the ridge is well described by 2D theory when the horizontal aspect ratio ␤ is roughly 10 or greater. By contrast, in flows with wave breaking significant discrepancies between 2D and 3D results remain apparent even for ␤ ϭ 12.
Introduction
An extensive body of literature exists that explores both linear and nonlinear gravity waves generated by stratified flow over two-dimensional (2D) obstacles (see reviews in Smith 1979; Durran 1986b; Baines 1995) . Among the interesting results to emerge from this work is the identification of highly nonlinear effects leading to flows with severe lee-slope winds and high surface form drag. Such high-drag states have been noted in flows with uniform basic wind and stability (Clark and Peltier 1977; Peltier and Clark 1979) , with uniform wind and two layers of different stability (Durran 1986a) , and with uniform stability and a basic-state critical level (Durran and Klemp 1987; Bacmeister and Pierrehumbert 1988) . In each case, it is found that as a function of increasing mountain height, the flow first evolves through linear and weakly nonlinear wave regimes before making a relatively rapid transition to the fully nonlinear high-drag state. The finite-amplitude analytical model of Smith (1985) and the numerical investigations of Durran (1986a) and Durran and Klemp (1987) have suggested that the high-drag state is similar in character to nonlinear hydraulic flow with a subcritical to supercritical transition at the crest of the obstacle. As in the hydraulic case, the high-drag state is accompanied by upstream-propagating modes that decelerate the incident flow at low levels (Pierrehumbert and Wyman 1985; Baines 1995, sections 5.10, 5.11) .
The linear theory of flow with uniform wind and stability over isolated three-dimensional (3D) obstacles was first examined in detail by Smith (1980 Smith ( , 1988 Smith ( , 1989b . Smith (1989a) identified four flow regimes based on the presence or absence of stagnation points in the flow: a weakly nonlinear regime in which flow stagnation does not occur, a wave-breaking regime with stagnation and overturned isentropes aloft, a flow-splitting regime featuring stagnation on the upwind slope, and a regime with both wave breaking and flow splitting. In this categorization of flow regimes, the presence of wave breaking is assumed to signal a high-drag state.
1 By contrast, in the flow-splitting regime the majority of the low-level flow is assumed to deflect laterally around the barrier with limited vertical displacement, resulting in diminished wave amplitude aloft and reduced leeslope wind and surface form drag.
On the basis of the linear analysis, Smith (1989a) was able to construct an approximate regime diagram for VOLUME 
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elliptical mountains as a function of the nondimensional mountain height ⑀ ϭ Nh 0 /U 0 (N: basic stability, U 0 : basic wind speed, h 0 : maximum mountain height) and the horizontal aspect ratio ␤ (ratio of cross stream to streamwise length scales). For obstacles of fixed ␤ greater than unity, the regime diagram predicts that as a function of increasing ⑀, the flow progresses successively through weakly nonlinear, wave-breaking, wavebreaking and flow-splitting, and flow-splitting-only regimes. For narrow mountains (␤ Ͻ 1), wave breaking is not predicted, and the flow progesses directly from the weakly nonlinear regime to the flow splitting regime.
Advances in computing power have facilitated a number of recent numerical studies of nonlinear flow with uniform wind and stability over 3D obstacles (e.g., Smolarkiewicz and Rotunno 1989, 1990; Miranda and James 1992; Smith and Grønås 1993; Ó lafsson and Bougeault 1996, 1997; Schär and Durran 1997) , which have largely confirmed the qualitative predictions of Smith's regime diagram. The majority of these studies have focused on inherently 3D effects in flow over circular mountains (␤ ϭ 1). Smolarkiewicz and Rotunno (1990) considered elliptical mountains of varying ␤ but limited the investigation to large obstacles (⑀ ϭ 3) for which flow splitting is the dominant feature. Ó lafsson and Bougeault (1996) examined each of the flow regimes for an elongated elliptical ridge but considered only a single fixed aspect ratio (␤ ϭ 5). A recent study by Bauer et al. (2000) explores flow regimes for varying ⑀ and ␤ but is limited to moderately elongated ridges (␤ Յ 4).
Despite the recent effort devoted to exploring 3D flow over topography, there has been no systematic attempt to relate flow over obstacles in 3D to the well-studied 2D limit. Such a comparison is the objective of this study. We consider 3D ridges with relatively steep lateral ends connected by a uniform height section of variable length in the ridge interior. For large ␤ [e.g., ␤ ϳ O(10)], this 3D obstacle shape is expected to provide a more meaningful comparison to the 2D case over the ridge interior than the elliptical obstacles used in previous studies. The motivation for this work is twofold. First, we wish to determine the extent to which the 2D idealization provides a suitable approximation to flow over long (large ␤) ridges in 3D. Second, direct comparison of flow over long ridges to the 2D case highlights 3D effects, which are increasingly evident as ⑀ increases.
The focus of the present study is on nonrotating weakly nonlinear and wave-breaking flows in a basic state of uniform wind and stability. Linear and weakly nonlinear steady-state semianalytic models as well as fully nonlinear numerical simulations are employed in an effort to highlight the nonlinear processes that shape the 3D flow. We note for clarity that the 3D effects of interest in this work are distinct from the 3D instability of breaking waves forced by the ridge, a topic that has received recent attention (Andreassen et al. 1994; Afanasyev and Peltier 1998) . In the present numerical simulations, the parameterized subgridscale turbulent fluxes of heat and momentum are sufficiently strong to prevent the resolved-scale waves from developing the streamwise vortices that are characteristic of 3D wave breakdown. We focus instead on more global properties of the flow, such as deflection of the low-level flow around the obstacle and the effect of such deflection on the wave amplitude and the surface drag.
In the following section we scale the equations of motion and briefly describe the semianalytic and numerical models. Section 3 examines the steady-state surface form drag and low-level flow deflection for 3D ridges of varying ⑀ and ␤ and relates the results to the 2D case. It is found that for long 3D ridges wave breaking introduces significant 3D effects that are absent in weakly nonlinear flows. Some basic structural differences between high-drag-state flow over a long 3D ridge and the corresponding 2D case are discussed. Section 4 considers the role of upstream-propagating disturbances in establishing the 3D effects induced by wave breaking. Section 5 discusses possible extensions of the present work to flows with rotation and nonuniform basic states. The final section summarizes the results of the previous sections.
Model descriptions a. Scale analysis and weakly nonlinear solution
We consider free-slip compressible-Boussinesq flow on an f plane as described by ‫ץ‬u ‫ץ‬u ‫ץ‬u ‫ץ‬u
with lower boundary condition
Here, x ϭ (x 1 , x 2 , x 3 ) ϭ (x, y, z) is the spatial position vector; u 0 ϭ (u 0 , 0 , 0) is the uniform basic velocity; u ϭ (u 1 , u 2 , u 3 ) ϭ (u, , w) is the disturbance velocity; P is the Boussinesq disturbance pressure and b the buoyancy; T ij and B j are turbulent fluxes of momentum and buoyancy, respectively; N is the constant basic-state buoyancy frequency; f is the Coriolis parameter; and c s is the constant Boussinesq sound speed. The topog-raphy is given by h(x, y). Free-slip and thermal insulation conditions are adopted at the lower boundary for T ij and B j , respectively. In a Boussinesq atmosphere, the amplitude of a localized 3D disturbance decays with height due to the horizontal dispersion of wave energy. The appropriate upper boundary is thus a linear radiation condition applied as z → ϱ. Following Smith and Grønås (1993) , we adopt an essentially linear, hydrostatic, nonrotating, inviscid scaling and define nondimensional independent and dependent variables by
where a is a characteristic length scale for h, U 0 ϭ ( ϩ ) 1/2 is the basic wind speed, ␦ ϭ U 0 /Na is the vertical aspect ratio, and h 0 and ⑀ are as defined previously. Substituting the scaled variables into (1)- (4) yields the following set of control parameters: the nondimensional mountain height (or nonlinearity parameter) ⑀, the vertical aspect ratio ␦, the Rossby number Ro ϭ U 0 / fa, the Mach number Ma ϭ U 0 /c s , the angle of incidence ϭ arctan( ), and any parameters intro-/û 0 0 duced in the specification of ĥ. A parameter describing the importance of the turbulent fluxes is also required to completely fix the flow. However, such a parameter is difficult to define generally, since the turbulent viscosity is a function of flow parameters such as the Richardson number and is also a function of grid resolution in the numerical context. The linear and weakly nonlinear semianalytic models represent the first and second terms in a regular perturbation solution of the inviscid, incompressible (Ma ϭ 0), steady-state versions of (1)-(4) in the limit of small ⑀. The solutions are formally valid for any finite ␦ and Ro. The models are implemented using fast Fourier transforms on a large horizontally periodic domain [as done for the linear solution by Smith (1980) ]. Details of the weakly nonlinear model, including verifications, are given in Epifanio (1999) and will be summarized in a forthcoming publication.
b. Numerical model and experimental set-up
The fully nonlinear numerical simulations were computed using a 3D nested version of the nonhydrostatic model described by Durran and Klemp (1983) as modified to solve (1)-(3). Two-way interactive grid nesting is included following Skamarock and Klemp (1993) . The model incorporates topography through the terrainfollowing vertical coordinate of Gal-Chen and Somerville (1975) . The turbulent flux terms in (1) and (2) are computed using the first-order closure of Lilly (1962) with eddy length scale (⌬x⌬z) 1/2 , mixing coefficient 0.21, and Prandtl number unity. The linear radiation condition of Klemp and Durran (1983) and Bougeault (1983) (hereinafter the KDB condition) as modified for local evaluation by Durran (1995) is enforced at the upper boundary. A radiation condition with fixed-speed phase propagation is applied to normal velocities at the horizontal boundaries of the coarsest grid (Pearson 1974) . In addition to the basic equations, we integrate The topography for all experiments takes the form of a smooth ridge with the long axis oriented perpendicular to the x direction as defined by
Here, ␤ Ն 1 is the horizontal aspect ratio defined as the ratio of y to x length scales for the topography. For ␤ ϭ 1, h(x, y) is similar to a bell-shaped mountain [as in Smith (1980) ] with length scale a; for ␤ Ͼ 1, a uniform height section appears in the interior of the ridge. We consider essentially hydrostatic (␦ ϭ 0.067), incompressible (Ma ϭ 0.024), nonrotating ( f ϭ 0) flow at normal incidence ( 0 ϭ 0). The set of control parameters then reduces to ⑀ and ␤ (for fixed turbulence parameterization), and the values of these parameters considered in this study are shown in Table 1 . The specific dimensional parameters used are N ϭ 0.012 s Ϫ1 , U 0 ϭ 8 m s Ϫ1 , and a ϭ 10 km. The disturbance is initiated by gradually accelerating the basic wind from rest over the time interval Ϫ4 Յ U 0 t/a Յ 0.
Three levels of nesting are employed with horizontal and temporal resolution increasing by a factor of 3 with each nesting level. The grid with finest horizontal mesh occupies the region |x| Յ 7a, |y| Յ (6 ϩ ␤)a; the intermediate grid covers |x| Յ 18a, |y| Յ (17 ϩ ␤)a; and the coarse grid extends over |x| Յ 48.6a, |y| Յ 48.6a. The horizontal mesh spacing on the finest grid is ⌬x ϭ ⌬y ϭ 0.18a. Vertical resolution and domain depth z T are identical on all grids and are given by N⌬z/U 0 ϭ 0.086 and Nz T /U 0 ϭ 8.4. The large and small time VOLUME 58 
c. Model sensitivities
The influence of horizontal periodicity on the weakly nonlinear semianalytic model was minimized by repeating the computation on square domains of increasing size until the nonlinear correction to the drag [ (11)] varied by less than 1% between successive computations. The weakly nonlinear solution also entails a linear radiation condition, which in principle is applied for z → ϱ but in practice must be applied at a large but finite height. The radiation condition at finite height is essentially equivalent to the KDB condition employed in the numerical simulations. For the present experiments, the radiation condition is applied at the same height z T for both the numerical and weakly nonlinear semianalytic models so as to remove the upper boundary as a source of discrepancy between the solution techniques. The sensitivity of the weakly nonlinear solution to the height at which the radiation condition is applied will be discussed in upcoming work.
As discussed in Klemp and Durran (1983) , neither the KDB radiation condition nor alternative sponge-layer formulations completely eliminate the sensitivity of numerically simulated mountain waves to the location of the upper boundary when the waves are nonlinear (e.g., ⑀ տ 0.5). The upper boundary sensitivity of our numerical model for large ⑀ is illustrated in Fig. 1 . Figure 1a shows the time dependence of the surface form drag [Ĉ D in (9)] for flow over a 3D ridge with ⑀ ϭ 1 and ␤ ϭ 7.5 for various domain depths z T . The surface drags for all domain depths are identical until the influence of the upper boundary becomes significant, at which point the simulated drags diverge. In a 3D Boussinesq atmosphere, increasing the depth of the numerical domain improves the performance of the upper boundary in two ways: greater domain depth gives an increased delay time before reflections from the upper boundary become significant near the surface, and increasing the upper boundary height decreases the amplitude of the disturbance near the boundary (due to 3D wave dispersion) and thus improves the effectiveness of the radiation condition. Figure 1a suggests that a domain depth Nz T /U 0 ഠ 4 is insufficient to achieve a realistic approach to steady state for flow over long ridges. By contrast, the domain depth Nz T /U 0 ϭ 8.4 used in the present study is seen to be quantitatively accurate to at least time U 0 t/a ϭ 35 and qualitatively reasonable for the duration of the present simulations (which terminate at U 0 t/a ϭ 45).
In contrast to the 3D case, 2D hydrostatic disturbances in a Boussinesq atmosphere do not decay in amplitude with height. As such, increasing the domain depth in the 2D case simply increases the delay time before reflections from the upper boundary corrupt the solution near the surface. Nonetheless, the time-dependent surface form drags shown in Fig. 1b suggest that even in the 2D case, the domain depth Nz T /U 0 ϭ 8.4 provides a sufficiently accurate solution to at least time U 0 t/a ϭ 35.
The coarse and nested grids were found to be of sufficient horizontal extent to minimize sensitivity to lateral grid boundaries.
Quasi-steady surface drag and flow deflection
This section explores the surface form drag and lowlevel flow deflection generated by ridges of varying ⑀ and ␤ at times long after the initial transient growth of the disturbance. Note that even for the long time integrations considered here, the flow in most cases does not achieve a completely steady state. As such, there is necessarily a degree of subjectivity in choosing representative quasi-steady values for the surface drag and low-level mass deflection (defined in section 3b). In the present work, the surface drags reported as steady-state in section 3a have been evaluated visually based on the behavior of the drag after the initial transient growth phase. Appendix A gives several examples showing the time variation of the drag after the initial growth phase and the chosen representative quasi-steady values. For most of the 3D ridge cases and for the 2D cases without breaking waves, the drag is relatively steady after U 0 t/a ϭ 20 and the representative quasi-steady value is determined with good precision (see appendix A for details). By contrast, in the 2D cases with wave breaking, the surface drag steadily amplifies after U 0 t/a ϭ 20 and the flow does not reach a quasi-steady state. The drag at U 0 t/a ϭ 32.5 is then taken as a representative value.
The low-level deflected mass fluxes considered in section 3b become relatively steady after the initial transient phase in cases without breaking waves. In cases with wave breaking, the deflected mass fluxes increase monotonically with time but generally become quasisteady near the end of the simulation. In most cases, the deflected mass flux is taken as approximately steady at U 0 t/a ϭ 35. Exceptions are the calculations for ␤ ϭ 7.5 and ⑀ ϭ 0.8 and 0.9. For ⑀ ϭ 0.9, the mass flux at U 0 t/a ϭ 40 is taken as steady. For ⑀ ϭ 0.8, the deflected mass flux increases for the duration of the simulation without reaching a quasi-steady state, and the value at the end of the simulation (U 0 t/a ϭ 45) is taken as representative.
The time dependence of the surface drag and lowlevel flow deflection are considered in more detail in section 4.
a. Surface form drag
The surface form drag
depends both on the pressure difference across the barrier and on the cross-sectional area of the barrier in the plane normal to the incident flow. To remove the explicit dependence of the drag on the obstacle cross section and to allow direct comparison of flows over ridges of varying lengths, we define the dimensional drag coefficient as
where the denominator is the cross-sectional area of the obstacle. The dimensional drag coefficient measures the average pressure difference across the barrier and thus has the same linear scaling as pressure.
In the context of the linear and weakly nonlinear solutions, we may expand P (x, ŷ, ⑀ĥ) in powers of ⑀ as
and substitute into (9) to find
The linear and weakly nonlinear semianalytic models predict the first and second terms of this expansion, respectively. The nondimensional coefficient Ĉ D is a stratified analog [for the scaling in (5)] of the standard drag coefficient defined for homogenous flows past bluff bodies (e.g., Batchelor 1967, his section 5.11), and in the following, we refer to Ĉ D simply as the drag coefficient. Note that in (11), the coefficients , , . . . are in-
dependent of ⑀ and thus depend only on ␤. In particular, for a given ␤, the linear prediction is independent
(1)
C D of ⑀ so that any variation of Ĉ D with ⑀ is due entirely to nonlinear effects. According to (11), the first nonlinear correction to Ĉ D as predicted by weakly nonlinear theory varies linearly with ⑀ for fixed ␤. Figure 2a shows the aspect ratio dependence of the drag coefficient as predicted by the linear, weakly nonlinear, and fully nonlinear models for ⑀ ϭ 0.5. The drag coefficient for a 2D ridge, defined from the 2D limit of (9) as to be relevant due to the inapplicability of the linear radiation condition in the nonlinear 2D steady-state problem.) In all cases, the drag coefficient has been normalized using the linear coefficient for 2D flow, 3 ϭ 1.02. As expected, the drag coefficient for
an axisymmetric (␤ ϭ 1) obstacle is significantly weaker than the 2D Ĉ D for each of the linear, weakly nonlinear, and nonlinear solutions. However, the drag coefficient for the linear and nonlinear models does appear to asymptote to the 2D result as ␤ increases. For ␤ ϭ 12, the difference between the 2D and 3D drag coefficients 3 We do not have analytic expressions for the drag generated by the obstacle (7). As such, the 2D value ϭ 1.02 is simply the
C D result predicted by the linear semianalytic model. is roughly 5% of the 2D value for both the linear and fully nonlinear solutions.
For ⑀ ϭ 0.5, the flow is in the weakly nonlinear regime for all aspect ratios, and the nonlinear drag is well represented by the second-order weakly nonlinear solution. Figure 2b shows the corresponding situation for ⑀ ϭ 1.0. At this mountain height, isentropes above the lee slope overturn and wave breaking occurs for ␤ slightly greater than unity. With the onset of wave breaking, the flow becomes highly nonlinear, and the weakly and fully nonlinear models yield very different solutions. Significantly, in contrast to the ⑀ ϭ 0.5 case, the fully nonlinear Ĉ D for ⑀ ϭ 1.0 remains well below the nonlinear 2D result for ␤ at least as large as 12. Threedimensional effects are thus evident in the highly nonlinear wave-breaking regime even for relatively long ridges.
As suggested by Fig. 2b , the nonlinear amplification of the drag coefficient associated with the onset of wave breaking in flows with constant N and U 0 is significantly weaker for flow over 3D ridges than for 2D flows. Figure  3 shows the nonlinear amplification factor
as a function of ⑀ for flow over a ridge with ␤ ϭ 7.5 and for 2D flow. Here, refers to the linear drag
C D coefficient corresponding to the particular case (i.e., 2D or ␤ ϭ 7.5). The dashed line represents the nonlinear amplification predicted by the weakly nonlinear model for ␤ ϭ 7.5, as given by substituting the first two terms of the expansion in (11) into (12). 4 The increase in the nonlinear amplification factor (12) associated with the onset of wave breaking at ⑀ ഠ 0.8 is readily apparent in both the 2D and ␤ ϭ 7.5 simulations. However, the increase in ␦Ĉ D in the 3D case is much reduced from the corresponding 2D result. At mountain height ⑀ ϭ 0.8, the nonlinear amplification ␦Ĉ D for ␤ ϭ 7.5 is roughly 55% of the 2D value.
b. Low-level mass fluxes
The reduction in the nonlinear enhancement of the drag in the wave-breaking regime in 3D appears to be related to an increase in the lateral deflection of the lowlevel flow associated with wave breaking in the finitelength ridge case. Figure 4 shows initially streamwise dye lines [i.e., lines of constant y Ϫ ; see (6)] on the low-level material surface N(z Ϫ )/U 0 ϭ 0.4 at time U 0 t/a ϭ 35 for the case ␤ ϭ 12. As illustrated in the figure, the lateral deviation of the dye lines increases dramatically as ⑀ increases from 0.5 to 1.0.
A quantitative measure of the low-level flow deflection can be obtained by considering a mass budget for the control volume shown schematically in Fig. 5 . The lower boundary of the control volume coincides with the topography, the sides are embedded in vertical planes, and the top boundary is an initially horizontal material surface z Ϫ ϭ z 0 where z 0 is a constant. The sides parallel to the x axis intersect the ends of the uniform height section of the ridge at y ϭ Ϯ(␤ Ϫ 1)a. The downstream side is located at the obstacle crest x ϭ 0, and the upstream face is placed as far upstream of small ⑀ for the ␤ ϭ 7.5 case (Fig. 3) . To obtain this agreement, it was necessary to compute the numerical solutions for ⑀ ϭ 0.1, 0.2, and 0.3 using double the standard machine precision to capture the weak nonlinear effects at small ⑀.
as is computationally feasible, which in this case was x ϭ Ϫ15a. Note that the upper and lower boundaries of the control volume are impermeable to mass fluxes. As such, the mass entering the control volume through the upstream face at steady state must either flow over the obstacle crest or be deflected laterally out of the control volume and around the ridge.
Let z(x, y, z 0 ) denote the height of the material surface with initial undisturbed height z 0 [i.e., z(x, y, z 0 ) ϭ z 0 ϩ (x, y, z)], and consider the mass fluxes
where s is a constant reference density for the Boussinesq system. A measure of the flow deflection due to the ridge may then be defined as
M
The fractional mass deflection D M can be interpreted as the fraction of the upstream mass flux below z 0 incident on the uniform height section of the ridge that deflects around the ridge rather than ascending the crest. Nonlinear effects are highlighted by normalizing D M by its linear scaling to remove the ⑀ dependence predicted by linear theory. The scaled fractional mass deflection D M may then be expanded in terms of ⑀, as in (11), to achieve linear and weakly nonlinear approximations. However, the weakly nonlinear approximation to D M is rather arduous to compute, and only the linear mass 
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D M the mountain is circular, and we consider the limiting form of (14) 0
where all quantities are evaluated at y ϭ 0. In the following, we have chosen the bounding surface Nz 0 /U 0 ϭ 2, in which case the top of the control volume is coincident with the lowest dye line plotted in Figs. 9 and 10. Above the lee slope, this surface is roughly aligned with the top of the region of highly accelerated downslope flow in cases with wave breaking. The influence of aspect ratio on low-level flow deflection is illustrated in Fig. 6 , which shows the scaled fractional mass deflection D M as a function of ␤ for ⑀ ϭ 0.5 and ⑀ ϭ 1.0. The linear prediction is shown
(1) D M as a solid line. As expected, the fractional mass deflection decreases sharply with increasing ␤ for the linear and ⑀ ϭ 0.5 calculations. At ␤ ϭ 12 and ⑀ ϭ 0.5, less than 5% of the incident mass flux below z 0 is deflected around the ridge (i.e., D M ϭ ⑀D M Ͻ 0.05). The fractional mass deflection decreases much less rapidly with ␤ for the ⑀ ϭ 1.0 case. Even at ␤ ϭ 12, nearly 30% of the incident mass flux below z 0 is deflected laterally around the ridge for ⑀ ϭ 1.0. The results of Fig. 6 suggest that the increased nonlinearity associated with wave breaking has a profound effect on the lateral deflection of the low-level flow. The influence of wave breaking on the low-level flow deflection is seen more clearly in Fig. 7 , which shows the nonlinear enhancement of the mass deflection
[cf. (12)] as a function of ⑀ for ␤ ϭ 7.5. A comparison of Fig. 7 with Fig. 3 indicates that the onset of wave breaking at ⑀ ഠ 0.8 leads to a significant increase in the nonlinear contribution to the low-level mass deflection as well as the surface form drag. It is likely that the increased flow deflection associated with wave breaking acts as a negative feedback on the surface drag and at least partially accounts for the discrepancy between the 2D and 3D results in Figs. 2b and 3. The relationship between surface drag and low-level flow deflection is explored in more detail in the following subsection.
c. Wave amplitude and lee-slope warming
The pronounced lateral deflection of the low-level flow upstream of the obstacle in 3D cases with breaking waves leads to stronger downward displacements in the lee as air from aloft descends to replace the deflected mass. As a consequence, the near-surface flow above the lee slope along the interior of a 3D ridge is more positively buoyant than the corresponding 2D flow. Figure 8 compares the buoyancy at the lowest thermodynamic grid level (Nz/U 0 ഠ /23) in the ⑀ ϭ 1.0 2D case with that averaged over the uniform height section [i.e., over Ϫ(␤ Ϫ 1)a Յ y Յ (␤ Ϫ 1)a] of a 3D ridge with ⑀ ϭ 1.0 and ␤ ϭ 7.5. The lee-side buoyancy is significantly greater in the 3D case than in the 2D case, and the increase in buoyancy is maintained well downstream of the obstacle. The enhancement of the buoyancy over the lee slope in the 3D flow is similar to the föehn effect often observed in flows over mountain ranges. Figure 9 shows the scaled buoyancy b/⑀NU 0 in vertical cross section for ⑀ ϭ 1.0 at time U 0 t/a ϭ 35 for the 2D case and along the ridge centerline for the cases ␤ ϭ 12 and ␤ ϭ 7.5. A comparison of Figs. 9a, 9b, and 9c indicates that although the near-surface lee-slope buoyancy is increased in the 3D simulations relative to the 2D case, the buoyancy further aloft above the lee slope is significantly greater for the 2D case throughout most of the lowest wavelength of the disturbance (approximately throughout the region 0.125 Յ Nz/2U 0 Յ 0.75). Similarly, comparison of the dye lines in Figs. 9a, 9b, and 9c suggests that the deflection of the lowlevel flow upstream of the 3D ridges results in reduced vertical displacements above the windward slope and weaker wave amplitude aloft. The weaker wave amplitude and accompanying reduction in vertically integrated buoyancy above the lee slope results in a weaker lee-slope pressure minimum in the ␤ ϭ 12 and ␤ ϭ 7.5 cases relative to 2D, as shown in Fig. 10 . The pronounced weakening of the lee-side pressure minimum primarily accounts for the reduction in the surface form drag in 3D simulations with wave breaking relative to the 2D case as discussed in section 3a.
Upstream influence and low-level flow deflection
The onset of wave breaking and the transition to the high drag state in stratified flow produces upstreampropagating disturbances in a manner analogous to the generation of upstream disturbances by hydraulic transitions in flows of multiple homogenous layers. Such disturbances are dominated by nearly columnar modes (i.e., modes with x-direction wavenumber k ഠ 0 and vertical group speed c gz ഠ 0), which act to decelerate and deepen the low-level flow upstream. Upstream disturbances in 2D stratified flow have received detailed attention in previous studies (for review, see Baines 1995, sections 5.11 and 5.12) . Here, we briefly compare the upstream disturbances generated by 2D and 3D ridges and consider the effect of such disturbances on the 3D flow. Figure 11a shows the disturbance field u/⑀U 0 upstream of the obstacle crest at U 0 t/a ϭ 40 for the 2D VOLUME 58 case with ⑀ ϭ 1.0. The corresponding disturbance along the centerline of a 3D ridge with ␤ ϭ 7.5 is shown in Fig. 11b . In the 2D case, the columnar modes propagate indefinitely upstream, with only a weak decay due to vertical dispersion. (As will be seen in Fig. 12 , the lowlevel decelerated layer in Fig. 11a is still expanding upstream at U 0 t/a ϭ 40.) In 3D, the disturbance disperses in the horizontal as well as the vertical, and a steady state is achieved with decelerated flow extending only a finite distance upstream. Figure 11b shows that the magnitude of the disturbance wind speed (i.e., |u|) at the surface for ␤ ϭ 7.5 decays upstream with a length scale slightly less than ␤a. This decay scale is consistent with the prediction of Baines (1995) (section 6.6) based on small-amplitude theory for steadily forced columnar modes in 3D. Note that despite the limited upstream extent of the low-level decelerated layer in the 3D case, the minimum upstream u is more negative for ␤ ϭ 7.5 than for 2D.
The horizontal structure of the disturbance at the lowest u and grid level (Nz/U 0 ഠ /23) is shown in Fig.  11c . The contours of /⑀U 0 show that the pattern of deflected flow at the ends of the ridge extends well upstream of the obstacle, suggesting that the enhanced low-level flow deflection in the high-drag state (cf. section 3b) is produced at least in part by the upstreampropagating modes. Figure 11c also shows that the flow deflection is accomplished without the occurrence of stagnant flow at the lowest u and grid level (i.e., the minimum value in Fig. 11c is u/U 0 ϭ Ϫ0.92 Ͼ Ϫ1.0).
The time development of the upstream disturbance in the 2D and 3D cases is considered in Fig. 12 . Figures  12a and 12b show the streamwise disturbance speed u/⑀U 0 at the surface along y ϭ 0 as a function of time for the 2D and ␤ ϭ 7.5 cases with ⑀ ϭ 1.0. The case ␤ ϭ 7.5 and ⑀ ϭ 0.5, in which wave breaking does not occur, is shown for comparison in Fig. 12c . All three cases exhibit a rapid upstream expansion of the region of decelerated flow associated with the transient growth of the disturbance over the time interval Ϫ4 Յ U 0 t/a Յ 4. The initial upstream surge is significantly stronger for ⑀ ϭ 1.0 than for ⑀ ϭ 0.5, but this difference cannot be attributed to wave breaking, since isentropes do not overturn in the ⑀ ϭ 1.0 cases until roughly U 0 t/a ϭ 7.5. After the initial transient phase, the flow in the ⑀ ϭ 0.5 case becomes relatively steady, while in the ⑀ ϭ 1.0 cases, the flow continues to evolve in time.
In the 2D case with ⑀ ϭ 1.0, the most pronounced feature of the time development is the rapid advance of the upstream disturbance after U 0 t/a ϭ 20 until the end of the simulation. Figs. 13a and 13b show that the surface pressure drag is steadily amplifying during this same time interval. By contrast, during the earlier interval 8 Յ U 0 t/a Յ 20, the drag is decreasing in time and the upstream extent of the disturbance is nearly steady.
In the ␤ ϭ 7.5, ⑀ ϭ 1.0 case, the surface drag after the initial transient phase is characterized by a damped oscillation about an apparent steady state. The frequency of the oscillation is a function of the width of the ridge with smaller ␤ producing a more rapid oscillation (not shown). As in the 2D case, the rate of expansion of the upstream disturbance appears to be related to the time tendency of the surface drag. The vertical lines in Figs. 13a and 13b and the horizontal lines in Figs. 12b and 12d mark the local maxima and minima in time of the surface drag for ␤ ϭ 7.5. The times at which these maxima and minima occur divide the evolution of the upstream disturbance into distinct phases (Fig. 12b) . During the interval 7 Յ U 0 t/a Յ 20, the drag is de- creasing in time, and the upstream advance of the lowlevel decelerated layer is slow. From U 0 t/a ϭ 20 to U 0 t/a ϭ 34, the drag is increasing, and the disturbance progresses upstream more rapidly. After U 0 t/a ϭ 34, the drag shows a weak decrease (Fig. 13b) , and the upstream advance of the decelerated layer is again slow. Figure 12d shows the cross-stream wind speed /⑀U 0 at z ϭ h upstream of the end of the uniform height section of the ridge [y ϭ Ϫ(␤ Ϫ 1)a] as a function of time for the ␤ ϭ 7.5 and ⑀ ϭ 1.0 case. As the columnar disturbance propagates upstream, the region of deflected flow at the end of the ridge expands upstream as well. As a result, the low-level mass deflection D M increases in time throughout the simulation. Note that the rate of increase in D M (Fig. 13b ) is well correlated with the rate at which the low-level decelerated layer expands upstream. This again suggests the importance of the upstream-propagating columnar disturbance in establishing the low-level mass deflection.
Discussion: Limitations and extensions
The results of the previous sections have been limited to the idealized case of nonrotating, free-slip flow with uniform basic wind and stability past smooth, isolated ridges. The consideration of such simplified prototype flows forms a basis for understanding more complex cases. Here we offer brief comments on the extension of our results to flows with nonuniform basic states and rotation.
In the case of uniform wind and stability, the transition to the high-drag state is concurrent with the steepening and overturning of isentropes above the lee slope. However, high-drag-state transitions are often produced without wave breaking in flows with height-varying basic stability. Preliminary computations using two uniform layers of different stability, as in Durran (1986a) , suggest that the basic results of sections 3 and 4 extend to high-drag-state flows without wave breaking as well. The generation of upstream disturbances and the associated low-level flow deflection are thus more intrinsically related to the high-drag-state transition than to wave breaking per se.
The extension of the present results to rotating flows past long ridges is perhaps more subtle. We restrict our remarks to the case of large Ro ϭ U 0 / fa (e.g., Ro տ 4) for which our results are most relevant. In the opposite limit of small Ro (i.e., Ro K 1) the flow is quasigeostrophic, and high-drag states do not occur. The intermediate regime of Ro ϳ 1 has received relatively little attention in the literature (see, however, Trüb and Davies 1995), and we leave this case to future work.
For large Ro, the wave disturbance over the obstacle and presumably the mechanism for columnar mode generation are not directly affected by rotation. However, linear theory predicts that rotational effects limit the streamwise decay scale of an upstream columnar disturbance at steady state to roughly the deformation radius L D ϭ N/mf, where m is the dominant vertical wavenumber of the upstream-propagating modes. [Note that there is in general no a priori way to predict an appropriate value for m. Pierrehumbert and Wyman (1985) suggest m ഠ ␥/h 0 , where ␥ is some universal constant; alternatively, from Fig. 11a , we might estimate m ഠ 2N/3U 0 ).] As discussed in section 4, horizontal dispersion limits the upstream decay scale to roughly ␤a. We thus expect that for ␤a Ͻ L D , rotation has little effect on either the mountain wave in the vicinity of the obstacle or the upstream disturbance, and the results of the present study apply without modification. By contrast, for ␤a Ͼ L D the upstream decay scale is limited by rotation, and the upstream disturbance adjusts toward geostrophy with a greater fraction of the flow deflected northward around the ridge. The modification of the upstream flow then likely affects the wave disturbance over the obstacle as well. Nonetheless, it seems probable that the basic result of increased flow deflection and consequent increase in 3D effects with transition to the high-drag state still applies.
Summary and conclusions
This study has compared flow over ridges in 3D to the well-studied 2D limit. Our results indicate that for linear and weakly nonlinear cases, the low-level flow over the interior of the ridge is well described by 2D theory when ␤ is roughly 10 or greater. By constrast, when ⑀ is large enough to force wave breaking and highdrag-state flow, substantial discrepancies between the 2D and 3D results remain apparent for the largest ␤ considered in this work (␤ ϭ 12).
As in the 2D case, an abrupt increase in the surface form drag occurs when the height of an elongated (␤ Ͼ 1) 3D ridge is made large enough to force overturning isentropes. The results of this study show that in 3D, the transition to the high-drag state is also accompanied by an abrupt increase in low-level flow deflection. Even at ␤ ϭ 12, a significant fraction of the incident lowlevel mass flux in the high-drag state is deflected around the ridge rather than ascending the crest. The increased flow deflection is produced at least in part by the upstream-propagating columnar disturbances associated with the high-drag-state transition. As a result of the low-level flow deflection, the enhancement of the surface drag associated with wave breaking is significantly weaker for the 3D case than for 2D. For example, the nonlinear enhancement of the surface drag as ⑀ is increased above the critical value for wave breaking in 2D is roughly twice the corresponding enhancement for ␤ ϭ 7.5.
The pronounced low-level flow deflection in the highdrag state leads to important morphological differences between the 2D and 3D flows. The 3D case features warmer near-surface flow above the lee slope, as air from aloft descends to replace the deflected mass. At the same time, the vertical displacement of fluid particles over the windward slope is weaker in the 3D case, since less of the incident mass ascends to the crest. The reduced vertical displacement above the windward slope leads to weaker wave amplitude and weaker buoyancy perturbations aloft. As a result, the vertically integrated buoyancy above the lee slope and the magnitude of the lee-side surface pressure minimum are less for 3D highdrag-state flow than for 2D. The weakening of the leeside surface pressure minimum primarily accounts for the weaker cross-mountain pressure drag in the 3D case.
In the present work, we have carefully diagnosed and explored the onset of 3D effects with increasing ⑀ in flows over long ridges. Most previous studies have emphasized the importance of windward-slope stagnation in establishing 3D flow perturbations. In particular, it has been suggested that stagnation on the upstream slope produces a transition from a regime in which flow passes directly over the obstacle to a more fully 3D regime in which flow is deflected laterally at low levels (e.g., Smith 1989a; Baines 1995, section 6.7). Smith and Grønås (1993) and Baines (1995, sections 6.4, 6 .7) have further suggested that wave breaking promotes stagnation on the windward slope (at least for relatively small ␤) and thereby induces the transition to the flowsplitting regime. For long ridges (large ␤), the present results show that wave breaking may introduce significant low-level flow deflection and consequent 3D effects without windward stagnation. In the ␤ ϭ 7.5 case shown in Figs. 3 and 7 , upstream stagnation first occurs at the surface for ⑀ ϭ 1.0.
6 In contrast to the evident effects of wave breaking at ⑀ ϭ 0.8, the occurrence of upstream stagnation has no noticeable effect on the surface drag or the low-level mass deflection. CCE was the recipient of a National Defense Science and Engineering Graduate Fellowship.
APPENDIX

Time Variation of the Surface Drag after the Transient Growth Phase
Figures A1a-c indicate the time variation of the surface drag [in terms of the nondimensional drag coefficient Ĉ D defined in (9)] after the transient growth phase for a 3D ridge with ␤ ϭ 7.5 and 3 different values of ⑀. Thin horizontal lines give the chosen representative quasi-steady value for each case. In the ⑀ ϭ 0.5 case of Fig. A1a , the obstacle height is below the critical value at which isentropes overturn and wave breaking occurs. By contrast, wave breaking is present in both the ⑀ ϭ 0.8 and ⑀ ϭ 1.0 cases of Figs. A1b and A1c. Figure A1d shows an example of a 2D case with wave breaking (⑀ ϭ 1.0).
In the 3D cases without breaking waves, the time variation of the surface drag is minimal after roughly U 0 t/a ϭ 15, and the steady-state values are thus determined rather precisely. In the example of Fig. A1a , the range in the drag after U 0 t/a ϭ 15 is less than Ϯ1% of the chosen representative value. Similar precision is obtained in the 2D cases without wave breaking. However, when wave breaking occurs, the surface drag is less steady. For 3D ridges, the greatest time variation in the surface drag after the transient growth phase is observed for long ridges with heights just greater than the threshold at which breaking waves are forced. The ␤ ϭ 7.5 and ⑀ ϭ 0.8 case in Fig. A1b is an example of such a flow. Note that even in this case, the range in the drag after the initial growth phase is limited to roughly Ϯ7% of the representative quasi-steady value. As the height of a 3D ridge is further increased, the drag becomes somewhat more steady. In the ␤ ϭ 7.5 and ⑀ ϭ 1.0 case of Fig. A1c , the range in the drag after U 0 t/a ϭ 20 is at most Ϯ5%; furthermore, the oscillation in the drag decays in time so that the steady-state value is likely determined to within a few percent. By contrast, when wave breaking occurs in the 2D cases, the drag steadily amplifies after U 0 t/a ϭ 20 and does not approach a quasi-steady state (Fig. A1d) . In this case, we take the drag at U 0 t/a ϭ 32.5 as a representative value.
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