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Résumé
Nous allons montrer un résultat d’approximation de type Donsker, en norme de Besov anisotropique,
pour une classe de processus Gaussiens à deux paramètres. Le drap Brownien fractionnaire est un cas
particulier qui a été traité dans [X. Bardina, C. Florit, Approximation in law to the d-parameter fractional
Brownian sheet based on the functional invariance principle, Preprint, 2003] dans l’espace des fonctions
continues.
© 2006 Elsevier SAS. Tous droits réservés.
Abstract
We prove an approximation result of Donsker’s type in anisotropic Besov spaces for a class of two
parameter Gaussian processes. The particular case of the fractional Brownian sheet was considered in
[X. Bardina, C. Florit, Approximation in law to the d-parameter fractional Brownian sheet based on the
functional invariance principle, Preprint, 2003] for the Banach space of continuous functions.
© 2006 Elsevier SAS. Tous droits réservés.
1. Introduction
Soit W = {W(s, t), (s, t) ∈ [0,1]2} un drap Brownien défini sur un espace de probabilité
(Ω,F ,P). On considère la classe de processus Gaussiens à deux paramètres qui possèdent la
représentation en loi suivante :
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1∫
0
1∫
0
K1(s, r)K2(t, u)dW(r,u), (s, t) ∈ [0,1]2, (1)
où K1 et K2 sont des noyaux déterministes qui vérifient certaines conditions de régularité.
On considère la famille de processus (F ε(s, t), (s, t) ∈ [0,1]2) définie par :
Fε(s, t) = 1
ε
∞∑
k=1
∞∑
k′=1
1[k−1,k)×[k′−1,k′)
(
s
ε
,
t
ε
)
Zk,k′ , s, t ∈ [0,1], (2)
où {Zkk′ , k  1, k′  1} est une famille de variables aléatoires indépendantes, identiquement dis-
tribuées, centrées et réduites. Il est connu d’après M.J. Wichura [11] que la famille des processus
(Zε(s, t), (s, t) ∈ [0,1]2) donnée par :
Zε(s, t) =
s∫
0
t∫
0
Fε(x, y)dx dy, (s, t) ∈ [0,1]2, (3)
converge faiblement, dans l’espace C([0,1]2) des fonctions continues muni de la topologie de la
convergence uniforme, vers le drap Brownien. Ce résultat d’approximation a été ensuite généra-
lisé à une classe d’équations différentielles stochastiques linéaires dans le plan par R.A. Carmona
et J.P. Fouque [7] (voir aussi C. Florit, D. Nualart [8] pour le cas non linéaire).
Considérons la famille des processus
Xε(s, t) =
∫
[0,1]2
K1(s, u)K2(t, v)F
ε(u, v)dudv, (s, t) ∈ [0,1]2, ε > 0. (4)
L’objectif de ce travail est de montrer que la famille Xε converge faiblement, quand ε → 0 vers
le processus X donné en (1). La topologie que nous allons considérer ici est celle des espaces
de Besov anisotropiques qui ont été introduits et caractérisés par A. Kamont dans [9]. Ce sont
des espaces de fonctions vérifiant des conditions de Hölder en norme Lp (1  p  ∞) qui
généralisent les espaces de Hölder classiques (voir Définition 1). La démonstration est basée
sur la caractérisation de ces espaces, donnée dans [9], en terme d’espaces de suites réelles et en
utilisant un critère de tension établi dans [6]. Notre résultat est une généralisation du travail de
X. Bardina et C. Florit [2] pour le cas du drap Brownien fractionnaire.
Dans la littérature on trouve d’autres résultats d’approximation en loi des processus de
type (1), où la famille approximante est différente de celle proposée dans cette note. Pour être
plus précis, si la famille Fε est remplacée par γε , donnée par :
γε(s, t) = 1
ε2
√
st(−1)N(s/ε,t/ε), (s, t) ∈ [0,1]2, ε > 0,
où {N(s, t), s, t ∈ R+} est le processus de Poisson standard dans le plan. Dans un premier temps
X. Bardina et M. Jolis [3] ont montré que la famille des processus
Yε(s, t) =
s∫ t∫
γε(u, v)dudv, (s, t) ∈ [0,1]2, ε > 0,
0 0
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du processus de Wiener à multiparamètre (cf. Bardina, Jolis et Rovira [4]). Il est donc naturel de
penser que la famille des processus
Y˜ε(s, t) =
s∫
0
t∫
0
K1(s, u)K2(t, v)γε(u, v)dudv, (s, t) ∈ [0,1]2, ε > 0,
converge en loi vers X. Ceci a été démontré par Bardina, Jolis et Tudor [5] dans l’espace des
fonctions continues C([0,1]2), muni de la topologie de la convergence uniforme. Récemment
C.A. Tudor [10] a étendu ce dernier résultat dans les espaces de Besov anisotropiques.
Le papier est organisé de la façon suivante : Dans la Section 2.1 nous allons rappeler des
notions sur la topologie des espaces de Besov anisotropiques dans le plan. La Section 2.2 sera
consacrée à démontrer le résultat principal et à donner quelques exemples de processus pour
lesquels notre résultat est applicable.
Dans la suite, C désignera une constante positive dont la valeur peut changer de ligne en ligne.
2. Résultat d’approximation
2.1. Espace de Besov anisotropique
Nous rappelons dans ce paragraphe la notion des espaces de Besov anisotropiques. Pour plus
de détails sur ce sujet nous renvoyons à [9].
Soient f : I = [0,1]2 → R, une fonction mesurable et h ∈ R. On définit la différence progres-
sive de f de pas h dans la direction ei (i = 1,2), par :
h,if (z) =
{
f (z + hei)− f (z) si z et z + hei ∈ I,
0 sinon,
où e1 = (1,0) et e2 = (0,1). Pour tout h¯ = (h1, h2) ∈ R2, posons
h¯f = h1,1 ◦h2,2f.
On note par Lp(I), 1 p ∞, l’espace des fonctions Lebesgue intégrables d’exposant p. Soit
f ∈ Lp(I) pour 1  p < ∞ ou f ∈ C(I ) pour p = +∞. Le module de continuité de f en
norme Lp(I) est défini par{
ωp,i(f, t) = sup|h|t ‖h,if ‖Lp , i = 1,2 et t > 0,
ωp(f, t¯) = sup|h1|t1,|h2|t2 ‖h¯f ‖Lp , h¯ = (h1, h2) et t¯ = (t1, t2) ∈ R2+.
Pour α¯ = (α1, α2) avec 0 < α1, α2 < 1 et β ∈ R, on considère le module de continuité sur I :
ωα¯β(t1, t2) = tα11 tα22
(
1 + log 1
t1t2
)β
, (t1, t2) ∈ I.
Notons :
‖f ‖ω
α¯
β
p := ‖f ‖Lp(I) + sup
0<t1
ωp,1(f, t)
ω
α¯,1
β (t)
+ sup
0<t1
ωp,2(f, t)
ω
α¯,2
β (t)
+ sup
0<t1,t21
ωp(f, t¯)
ωα¯β(t1, t2)
,
avec ω
α¯,1
(t) = ωα¯(t,1) et ωα¯,2(t) = ωα¯(1, t).β β β β
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Besov anisotropique est donné par :
Lipp(α¯, β)(I ) =
{
f ∈ Lp(I): ‖f ‖ω
α¯
β
p < ∞
}
.
L’espace Lipp(α¯, β)(I ) muni de la norme ‖.‖
ωα¯β
p est un espace de Banach non séparable contenant
le sous-espace séparable suivant :
lipp(α¯, β)(I ) =
{
f ∈ Lipp(α¯, β)(I ): ωp,i(f, t) = o
(
ω
α¯,i
β (t)
)
, i = 1,2
quand t → 0 et ωp(f, t1, t2) = o
(
ωα¯β(t1, t2)
)
, quand t1 ∧ t2 → 0
}
,
où t1 ∧ t2 := min{t1, t2}.
Notons que si β = 0 et p = ∞, alors l’espace de Besov Lip∞(α¯,0)(I ) est exactement l’espace
des fonctions satisfaisant la condition de Hölder classique par rapport au module ωα¯0 (t1, t2) =
t
α1
1 t
α2
2 (cf. [9]).
Considérons β ∈ R et α¯ ∈ (0,1)2, en utilisant la caractérisation des espaces de Besov en terme
d’espaces de suites réelles (cf. [9]), on peut montrer que pour tout 0 < α1 < α′1 < 1, 0 < α2 <
α′2 < 1, β ∈ R et p suffisamment grand, nous avons les injections continues suivantes :
Lip∞(α¯′, β)(I ) ↪→ Lipp(α¯′, β)(I ) ↪→ lip∞(α¯,0)(I ),
où α¯ = (α1, α2) et α¯′ = (α′1, α′2). C’est ce qui motive en quelque sorte l’utilisation de la topologie
des espaces de Besov anisotropiques.
2.2. Résultat principal
Soient (Ω,F ,P) un espace de probabilité et {Zk,k′ , k  1, k′  1} une famille de variables
aléatoires indépendantes, identiquement distribuées, centrées et réduites, telle que E|Zk,k′ |m <
+∞, ∀m ∈ N. Soit X = {X(s, t), (s, t) ∈ I } un processus Gaussien centré ayant la représentation
en loi suivante :
X(s, t) ∼
1∫
0
1∫
0
K1(s, r)K2(t, u)dW(r,u), (s, t) ∈ I, (5)
où W = {W(r,u), (r, u) ∈ I } est le drap Brownien standard et pour tout i ∈ {1,2}, Ki est un
noyau déterministe qui vérifie la condition :
(P)
⎧⎨⎩
(i) Ki est mesurable et Ki(0, r) = 0 pour tout r ∈ [0,1],
(ii) Il existe une constante C > 0 telle que pour tout 0 t ′ < t  1,∫ 1
0
(
Ki(t, r)−Ki(t ′, r)
)2 dr  C(t − t ′)2αi ,
où 0 < α1, α2 < 1 sont deux paramètres donnés. Notons que sous la condition (P), Ki(t, .) ∈
L2([0,1]) pour tout 0 t  1 et X est un processus Gaussien de covariance
E
(
X(t1, t2)X(s1, s2)
)= 2∏
i=1
1∫
0
Ki(ti , u)Ki(si , u)du.
616 B. Boufoussi, R. Guerbaz / Bull. Sci. math. 130 (2006) 612–623Théorème 1. Sous la condition (P), la famille des processus {Xε(s, t), (s, t) ∈ I }ε>0 converge
faiblement, quand ε tend vers 0, vers le processus X dans l’espace de Besov anisotropique
lipp((α1, α2), β) pour tout β > 0 et tout p tel que max{ 1α1 , 1α2 , 2β } <p < ∞.
Pour montrer le Théorème 1, nous avons besoin de quelques lemmes préliminaires.
Lemme 1 (Critère de Kolmogorov). Soit (X(s, t), (s, t) ∈ I ) un processus p.s continu à valeurs
réelles vérifiant :
1) X(0, .) = X(. ,0) = x, pour un certain x réel.
2) Il existe 0 < α1, α2 < 1 tel que pour tout p  1, il existe une constante Cp > 0 telle que
pour tout rectangle [s, s′] × [t, t ′] ⊂ I, on a :
E
∣∣s′,t ′X(s, t)∣∣p  Cp|s − s′|α1p|t − t ′|α2p.
Alors pour tout β > 0, X appartient presque sûrement à l’espace lipp((α1, α2), β) pour tout p
tel que max{ 1
α1
, 1
α2
, 2
β
} <p < ∞.
Remarque 1. Puisque la norme ‖.‖ω
α¯
β
p est croissante en p, il suffit de vérifier le point 2) du
lemme précédent pour p paire.
Lemme 2 (Critère de tension). Soit (Xn(s, t), (s, t) ∈ I )n1 une suite de processus adaptés
continus satisfaisant :
1) Xn(0, .) = Xn(. ,0) = x, ∀n 1 pour un certain x ∈ R.
2) Il existe 0 < α1, α2 < 1, tel que pour tout p  1, il existe une constante Cp > 0 telle que
pour tout rectangle [s, s′] × [t, t ′] ⊂ I, on a
E
∣∣s,tXn(s′, t ′)∣∣p  Cp|s − s′|α1p|t − t ′|α2p.
Alors pour tout β > 0 et tout ∞ > p > max{ 1
α1
, 1
α2
, 2
β
}, la suite Xn est tendue dans l’espace
lipp((α1, α2), β).
La démonstration des Lemmes 1 et 2 est basée sur la caractérisation des espaces de Besov en
terme d’espaces de suites réelles. Pour plus de détails sur ce sujet nous renvoyons à [6].
Remarque 2. Il est clair, d’après le Lemme 1, que le processus X donné par (1) appartient
presque sûrement à l’espace de Besov lipp((α1, α2), β) pour tout β > 0 et maxi 1αi ∨ 2β < p < ∞.
Lemme 3. Soient f,g ∈ L2([0,1]), deux fonctions positives. Alors pour tout m  1, il existe
une constante positive C, qui dépend uniquement de m, telle que :
E
[ ∫
[0,1]2
f (x)g(y)F ε(x, y)dx dy
]2m
C
( ∫
[0,1]2
f 2(x)g2(y)dx dy
)m
. (6)
Démonstration du Lemme 3. On introduit les notations suivantes : Ik,k′ = Ik × Ik′ , avec Ik =
[k − 1, k) et Ik′ = [k′ − 1, k′).
En utilisant le fait que les v.a.r Zk,k′ sont indépendantes et centrées, on obtient,
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[ ∫
[0,1]2
f (x)g(y)F ε(x, y)dx dy
]2m
= (2m!)2
∫
[0,1]4m
f (x1) · · ·f (x2m)g(y1) · · ·g(y2m)E
∣∣∣∣∣
2m∏
i=1
1
ε
∞∑
k,k′=1
Zk,k′1Ik,k′
(
xi
ε
,
yi
ε
)∣∣∣∣∣
× 1{x1x2···x2m}1{y1y2···y2m} dx1 . . .dx2m dy1 . . .dy2m
Cm
m∑
j=1
∫
[0,1]4m
∏
{l, il2, ∑jl=1 il=2m}
( ∞∑
k,k′=1
1
εil
E
∣∣Zil
k,k′
∣∣1(Ik)il(xl1ε , . . . , x
l
il
ε
)
× 1(Ik′ )il
(
yl1
ε
, . . . ,
ylil
ε
)
f
(
xl1
) · · ·f (xlil )g(yl1) · · ·g(ylil )
× 1{xl1xl2···xlil }1{yl1yl2···ylil }
)
dx11 . . .dx
j
ij
dy11 · · ·dyjij , (7)
où pour tout j , {x11 , . . . , x21 , . . . , xjij } = {x1, . . . , x2m}, {y11 , . . . , y21 , . . . , y
j
ij
} = {y1, . . . , y2m}
et Cm une constante positive qui dépend uniquement de m.
D’autre part, pour tout l ∈ {1, . . . , j}, on a xlil − xl1 < ε sur l’ensemble {xl1  xl2  · · · xlil }.
La même remarque est valable pour les yli . Alors,
∞∑
k,k′=1
1(Ik)il
(
xl1
ε
, . . . ,
xlil
ε
)
1(Ik′ )il
(
yl1
ε
, . . . ,
ylil
ε
)
1{xl1xl2···xlil }
1{yl1yl2···ylil }
 1[0,ε)×[0,ε)
(
xlil − xl1, ylil − yl1
)
1{xl1xl2···xlil }
1{yl1yl2···ylil }
.
De plus, 1[0,ε)(z − x) 1[0,ε)(z − y)1[0,ε)(y − x), si x  y  z. Alors, pour il  4, l’expression
précédente est dominée par :
1[0,ε)×[0,ε)
(
xlil − xl2[il/2]−1, ylil − yl2[il/2]−1
)
1{x2[il /2]−1···xil }1{y2[il /2]−1···yil }
×
[il/2]−1∏
r=1
1[0,ε)×[0,ε)
(
xl2r − xl2r−1, yl2r − yl2r−1
)
1{xl2r−1xl2r }1{yl2r−1yl2r }.
En combinant ceci et le fait que les variables aléatoires Zkk′ sont iid et que E|Z11|p < ∞, pour
tout p  1, on obtient que le terme de droite dans (7) est majoré par,
Cm
∑
{j, λl∈{2,3},∑jl=1 λl=2m}
∫
[0,1]4m
j∏
l=1
(
1
ελl
1[0,ε)2
(
xlλl − xl1, ylλl − yl1
)
× 1{xl1···xlλl }×{yl1···ylλl }
)
f
(
x11
) · · ·f (xmλm)g(y11) · · ·g(ymλm)dx11 . . .dymλm, (8)
avec {x11 , x1λ1, . . . , xm1 , xmλm} = {x1, . . . , x2m} et {y11 , y1λ1, . . . , ym1 , ymλm} = {y1, . . . , y2m}.
On dénote, pour f ∈ L2([0,1]),
Iε(f ) = 1
ε
∫
2
f (x)f (y)1[0,ε)(y − x)1{xy} dx dy
[0,1]
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Jε(f ) = 1
ε3/2
∫
[0,1]3
f (x)f (y)f (z)1[0,ε)(z − x)1{xyz} dx dy dz.
Les integrales intervenant dans (8) sont de la forme, Iε(f ) × Iε(g) ou Jε(f ) × Jε(g). D’autre
part, en utilisant l’inégalité de Hölder on obtient,
Iε(f )
( ∫
[0,1]2
1
ε
f 2(x)1[0,ε)(y − x)1{xy} dx dy
)1/2
×
( ∫
[0,1]2
1
ε
f 2(y)1[0,ε)(y − x)1{xy} dx dy
)1/2

∫
[0,1]
(
f (x)
)2 dx.
En plus, l’inégalité de Schwartz implique
Jε(f )
1
ε1/2
( 1∫
0
f 2(z)dz
)1/2
×
( 1∫
0
( z∫
(z−ε)+
z∫
(z−ε)+
1
ε
f (x)f (y)1[0,ε)(y − x)1{xy} dx dy
)2
dz
)1/2
.
Comme
z∫
(z−ε)+
z∫
(z−ε)+
1
ε
f (x)f (y)1[0,ε)(y − x)1{xy} dx dy = Iε(h)
ou h(t) = f (t)1[(z−ε)+,z](t). Alors, en utilisant la majoration précédente de Iε on obtient
z∫
(z−ε)+
z∫
(z−ε)+
1
ε
f (x)f (y)1[0,ε)(y − x)1{xy} dx dy 
z∫
(z−ε)+
f 2(x)dx.
Ensuite, le théorème de Fubini entraîne
Jε(f )
1√
ε
( 1∫
0
f 2(z)dz
)1/2( 1∫
0
( z∫
(z−ε)+
f 2(x)dx
)2
dz
)1/2
 1√
ε
( 1∫
0
f 2(z)dz
)1/2( 1∫
0
f 2(z)dz
)1/2( 1∫
0
z∫
(z−ε)+
f 2(x)dx dz
)1/2

( 1∫
f (x)2 dx
)3/2
.0
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(8) est majorée par
C
( 1∫
0
1∫
0
f 2(x)g2(y)dx dy
)m
,
et la démonstration du lemme est complète. 
Démonstration du Théorème 1. On montre d’abord que Xε appartient presque sûrement à
lipp((α1, α2), β). Comme Xε est nul sur les axes, alors le premier point du Lemme 1 est vérifié.
D’autre part l’inégalité de Hölder entraîne,
E
[
s′,t ′X
ε(s, t)
]2p
= E
( ∫
[0,1]2
(
K1(s, u)−K1(s′, u)
)(
K2(t, v)−K2(t ′, v)
)
Fε(u, v)dudv
)2p
C
( ∫
[0,1]2
(
K1(s, u)−K1(s′, u)
)2(
K2(t, v)−K2(t ′, v)
)2 dudv)p,
où l’on a utilisé le Lemme 3 pour obtenir la dernière inégalité. D’autre part, la condition (P)
implique que la dernière expression est dominée par :
C(s − s′)2α1p(t − t ′)2α2p.
Par conséquent la Remarque 1 et le deuxième point du Lemme 1 entraînent que le processus
Xε appartient p.s à l’espace de Besov lipp((α1, α2), β), pour tout β > 0 et tout réel p tel que
max{ 1
α1
, 1
α2
, 2
β
} <p < ∞.
La démonstration de la convergence faible se présente en deux étapes : La première étape
est consacrée à montrer que les lois finie-dimensionnelles de Xε convergent vers celles de X
et dans la deuxième étape on montre que la famille (Xε)ε>0 est tendue dans l’espace de Besov
lipp((α1, α2), β).
Soient d ∈ N, u1, . . . , ud ∈ R et (s1, t1), . . . , (sd , td) ∈ I . Nous allons montrer la convergence
en loi suivante :
d∑
k=1
ukX
ε(sk, tk)
L⇒
d∑
k=1
ukX(sk, tk), quand ε → 0, (9)
où L désigne la convergence en loi. Pour cela il faut montrer que pour tout λ ∈ R,∣∣∣∣∣E exp
(
iλ
d∑
k=1
ukX
ε(sk, tk)
)
−E exp
(
iλ
d∑
k=1
ukX(sk, tk)
)∣∣∣∣∣→ 0, quand ε → 0. (10)
Comme K1(sk, .) ∈ L2([0,1]), pour tous k ∈ {1, . . . , d} et sk ∈ [0,1]. Alors il existe une suite
Ψ kn , de fonctions élémentaires, qui converge dans L2([0,1]), quand n → ∞, vers K1(sk, .). De
la même manière, on approche K2(tk, .) par une suite de fonctions élémentaires Φkn . On introduit
les notations suivantes,
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∫
I
Ψ kn (x)Φ
k
n(y)F
ε(x, y)dx dy et Xkn =
∫
I
Ψ kn (x)Φ
k
n(y)dWx,y.
T
n,ε
1 =
∣∣∣∣∣E exp
(
iλ
d∑
k=1
ukX
ε(sk, tk)
)
− E exp
(
iλ
d∑
k=1
ukX
k,ε
n
)∣∣∣∣∣,
T
n,ε
2 =
∣∣∣∣∣E exp
(
iλ
d∑
k=1
ukX
k,ε
n
)
−E exp
(
iλ
d∑
k=1
ukX
k
n
)∣∣∣∣∣
et
T
n,ε
3 =
∣∣∣∣∣E exp
(
iλ
d∑
k=1
ukX(sk, tk)
)
− E exp
(
iλ
d∑
k=1
ukX
k
n
)∣∣∣∣∣.
Comme∣∣∣∣∣E exp
(
iλ
d∑
k=1
ukX
ε(sk, tk)
)
−E exp
(
iλ
d∑
k=1
ukX(sk, tk)
)∣∣∣∣∣ T n,ε1 + T n,ε2 + T n,ε3 ,
pour montrer (10), on va traiter séparément les termes T n,ε1 , T n,ε2 et T n,ε3 .
Pour T n,ε1 , le théorème de la valeur moyenne entraîne,
T
n,ε
1 C max1kd
[
E
∣∣Xε(sk, tk)−Xk,εn ∣∣].
De plus, pour tout k ∈ {1, . . . , d}, on a
E
(
Xε(sk, tk)−Xk,εn
)2 = E( ∫
[0,1]2
[
K1(sk, x)K2(tk, y)−Ψ kn (x)Φkn(y)
]
Fε(x, y)dx dy
)2
 2E
( ∫
[0,1]2
K1(sk, x)
[
K2(tk, y)−Φkn(y)
]
Fε(x, y)dx dy
)2
+ 2E
( ∫
[0,1]2
Φkn(y)
[
K1(sk, x)−Ψ kn (x)
]
Fε(x, y)dx dy
)2
.
En utilisant le résultat du Lemme 3 avec m = 1, on obtient que cette dernière expression est
dominée par
C
( ∫
[0,1]
K1(sk, x)
2 dx
)( ∫
[0,1]
[
K2(tk, y)−Φkn(y)
]2 dy)
+C
( ∫
[0,1]
(
Φkn(y)
)2 dy)( ∫
[0,1]
[
K1(sk, x)−Ψ kn (x)
]2 dx). (11)
Ce dernier terme converge vers zéro quand n tend vers l’infini. Par suite, on peut en déduire que
T
n,ε
1 tend vers zéro quand n tend vers l’infini.
Pour T n,ε3 , en utilisant d’abord le théorème de la valeur moyenne et ensuite la formule d’iso-
métrie, on obtient :
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(
Xkn −X(sk, tk)
)2 = E( ∫
[0,1]2
[
Ψ kn (x)Φ
k
n(y)−K1(sk, x)K2(tk, y)
]
dWx,y
)2
=
∫
[0,1]2
[
Ψ kn (x)Φ
k
n(y)−K1(sk, x)K2(tk, y)
]2 dx dy.
Ce dernier terme converge vers zéro quand n tend vers l’infini indépendemment de ε. Par consé-
quent T n,ε3 tend vers zéro.
Maintenant, puisque Ψ kn et Φkn sont des fonctions élémentaires, alors X
k,ε
n est une somme
d’incréments du processus
∫ s
0
∫ t
0 F
ε(x, y)dx dy. Or on sait, d’aprés M.J. Wichura [11], que ce
dernier processus converge en loi, quand ε → 0, vers le drap Brownien. Par conséquent, T n,ε2
converge vers 0 quand ε tend vers 0. Ce qui achève la démonstration de la première étape.
Nous allons maintenant montrer la tension de la famille (Xε)ε>0 dans l’espace de Besov
lipp((α1, α2), β). Pour cela, il suffit de vérifier les conditions du Lemme 2.
Le processus Xε est nul sur les axes, alors il reste seulement à vérifier le point 2) du Lemme 2
pour tout p paire (Remarque 1).
On a
E
∣∣s,tXεs′,t ′ ∣∣p
= E
∣∣∣∣ ∫
[0,1]2
(
K1(s, r)−K1(s′, r)
)(
K2(t, u)−K2(t ′, u)
)
Fε(u, v)dr du
∣∣∣∣p. (12)
En utilisant le résultat du Lemme 3 on obtient que (12) est majorée par,
Cp
( ∫
[0,1]2
(
K1(s, r)−K1(s′, r)
)2(
K2(t, u)−K2(t ′, u)
)2 dr du)p/2
Cp(s − s′)α1p(t − t ′)α2p.
Ce qui termine la démonstration du théorème. 
2.3. Exemples
Ce paragraphe est consacré à donner des exemples de noyaux qui vérifient la condition (P).
2.3.1. Noyau du mouvement Brownien fractionnaire
Le drap Brownien fractionnaire est l’exemple classique de processus pour lesquels notre ré-
sultat est applicable. Il est défini pour tout 0 < α1, α2 < 1 par :
Définition 2. Le processus Gaussien Wα1,α2 = {Wα1,α2(t, s), t, s ∈ [0,1]} de moyenne nulle et
de covariance :
E
(
Wα1,α2(t, s)Wα1,α2(t ′, s′)
)
= 1
4
[|t |2α1 + |t ′|2α1 − |t − t ′|2α1][|s|2α2 + |s′|2α2 − |s − s′|2α2], (13)
est un drap Brownien fractionnaire de paramètre de Hurst (α1, α2).
622 B. Boufoussi, R. Guerbaz / Bull. Sci. math. 130 (2006) 612–623Notons que pour α1 = α2 = 1/2 ce processus est le drap Brownien standard.
Il est bien connu que le drap Brownien fractionnaire admet la représentation en loi suivante
(voir [1])
Wα1,α2(t, s) =
t∫
0
s∫
0
Kα1(t, u)Kα2(s, v)dWu,v, (14)
où (W(u, v), (u, v) ∈ [0,1]2) est un drap Brownien standard et Kαi est le noyau du mouvement
Brownien fractionnaire donné pour tout 0 < α < 1 par :
Kα(t, s) =
⎧⎨⎩
cα(t − s)α−1/2 + cα(1/2 − α)
× ∫ t
s
(u− s)α−3/2(1 − (s/u)1/2−α)du, si 0 < s < t,
0 sinon.
avec cα une constante de normalisation donnée par
cα =
(
2α(3/2 − α)
(α + 1/2)(2 − 2α)
)1/2
.
D’autre part le noyau Kα vérifie la propriété suivante :∫
[0,1]
(
Kα(t, u)−Kα(s,u)
)2 du = E(Bα(t)−Bα(s))2 = |t − s|2α,
où Bα est le mouvement Brownien fractionnaire standard à un paramètre. Par suite le noyau Kα
vérifie la condition (P).
2.3.2. Noyau de Goursat
Soit Kα,β(t, r) =∑nk=1 fk(t)gk(r)1[0,t](r) pour un certain n ∈ N, où pour tout k ∈ {1, . . . , n},
fk est une fonction Hölderienne d’exposant 0 < α  1 et gk une fonction dans L2([0,1]) telle
que Gk(t) =
∫ t
0 g
2
k (u)du est Hölderienne d’exposant 0 < β  1.
On montre aisément, en utilisant le critère de Hölder de fk et Gk , que le noyau Kα,β vérifie
la condition (P). En effet, pour tout 0 s  t  1 on a
1∫
0
(
Kα,β(t, u)−Kα,β(s, u)
)2 du
 C
(∑
k
[(
fk(t)− fk(s)
)2 s∫
0
g2k (u)du+ f 2k (t)
t∫
s
g2k (u)du
])
 C
(|t − s|2α + |t − s|β) C|t − s|2α∧β .
Un exemple classique du noyau de Goursat est Kα(t, u) = Ceα(t−u), et le processus associé est
le drap d’Ornstein–Ulenberck X(t, s) = eα(t+s)/2W(e−αt , e−αs).
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Soient h et g deux fonctions Hölderiennes d’exposants respectifs 0 < α  1 et 0 < β  1. On
considère le processus Gaussien donné par :
X(t, s) =
1∫
0
1∫
0
Kα(t, u)Kβ(s, v)dWu,v, ∀t, s ∈ [0,1],
où Kα(t, u) = h(t − u)1[0,t](u) et Kβ(t, u) = g(t − u)1[0,t](u) pour tout (t, u) dans [0,1]2.
En utilisant le critère de Hölder de h et g on peut facilement montrer que Kα et Kβ vérifient
la condition (P).
Si on considère h(x) = 1
(α+1/2) x
α−1/2 et g(x) = 1
(α+1/2) x
β−1/2 alors le processus X ob-
tenu est l’extension anisotropique du mouvement Brownien fractionnaire au sense de Riemann–
Liouville.
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