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NEAR ACTIONS
YVES CORNULIER
Abstract. A near permutation of a set is a bijection between two cofinite
subsets, modulo coincidence on smaller cofinite subsets. Near permutations of
a set form its near symmetric group. We define near actions as homomorphisms
into this group, and perform a systematic study of this notion. Notably, we deal
with the problem of realizability: how far is a near action from being induced
by an action? Also, what invariants of group actions are actually invariants of
the underlying near action? the most fundamental one is the space of ends.
We notably provide a classification of near actions of finitely generated
abelian groups. There are several examples of exotic near actions of the free
abelian group of rank two Z2, which we classify according to a positive integer,
called winding number, and an integral vector, called additive holonomy. In
contrast, we prove that there are no such exotic near actions in higher rank
abelian groups.
We also obtain results for other groups; for instance, every near action of
SL2(Z) is realizable; this is not true for arbitrary amalgams of two finite cyclic
groups.
We introduce and study almost and near automorphism groups, which have
been considered for some particular graphs or labeled graphs, in the general
setting of relational structures.
1. Introduction
1.A. Foreword. Group actions are omnipresent in group theory: indeed permu-
tation groups were defined before groups were abstractly defined. The purpose of
this monograph is to introduce and develop the concept of near actions of groups
on sets: roughly speaking a near action of a group is like an action, except that for
every group element, its action is defined “modulo indeterminacy on some finite
subset”. Near actions are defined in the first subsections of this introduction.
The length of this monograph is mainly due to the variety of concepts that can
be attached to near actions, and to the multiplicity of examples. This is reflected
in the various topics discussed in this introduction. Let us emphasize that once
the bare definition of near action is understood, most chapters can essentially be
read independently.
The extensive bibliography yields an idea of how this work connects to existing
work. We therefore hope this monograph to be of interest, among others, to
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2 YVES CORNULIER
readers interested in the combinatorics of infinite group actions, in the abstract
or symbolic dynamics of groups, and in the connections between set theory and
group theory, notably related to the structure of infinite symmetric groups.
1.B. Naive attempt: balanced near actions. For illustration of the main
concept and simplicity, we start with the more naive notion of balanced near
action.
Let X be a set. Recall that an action of a group G on X is the datum of a
homomorphism G → S(X), where S(X) is the symmetric group on X, namely
the group of all permutations of X. Endowed with this action, X is called a
G-set.
Consider the quotient S?0(X) of S(X) by its normal subgroup S<ℵ0(X) of
finitely supported permutations (the notation S?0 will be explained later); call
it the balanced near symmetric group of X, and call its elements balanced near
permutations of X.
Definition 1.1. A balanced near action of the group G on X is the datum of a
homomorphism G → S?0(X). Endowed with this action, X is called a balanced
near G-set.
Example 1.2. Examples appear throughout the paper. Here is a first list, some
of them being detailed later.
(1) Every group action induces a balanced near action.
(2) The identity map of S?0(X) defines a balanced near action of S
?
0(X) on
X.
(3) If X is a finite set, then the group S?0(X) is a trivial group. Hence, there
is a single structure of near G-set on X, for every group G.
(4) For every balanced near action of G on a set X and x0 ∈ X, there is a
well-defined balanced near action of G on X r {x0}.
(5) Consider the set X = Z×{±1}. Define a(n,m) = (n+ 1,m) for all n,m;
b(n,m) = (n, (−1)1N(n)m), where 1N is the characteristic function of N:
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Then a, b are two permutations of X, with b2 = 1. Moreover, the commu-
tator aba−1b−1 is a finitely supported permutation. Hence, the images a¯
and b¯ of a and b in S?0(X) commute. Thus, this defines a balanced near
action of the direct product Z× (Z/2Z) = 〈a〉 × 〈b〉 on X.
(6) Thompson’s group V and Neretin’s group are defined from balanced near
action on the regular rooted binary tree, see §10.
(7) Let X be a Hausdorff topological space. Let PC0(X) be the subgroup
of S?0(X) defined as the subgroup of permutations of X with finitely
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many discontinuity points, modulo the subgroup of finitely supported
permutations; it naturally has a balanced near action on X.
This group is particularly interesting when X is a topological circle.
A first natural question is to understand when a balanced near action is induced
by an action. This is encapsulated in the following definition; denote by pX the
quotient homomorphism S(X)→ S?0(X).
Definition 1.3. A balanced near action α : G → S?0(X) is realizable if it lifts
to an action on X, that is, if there exists a homomorphism β : G → S(X) such
that α = pX ◦ β.
Thus, the very first question, namely whether every balanced near action is
realizable, is equivalent to asking whether the surjective group homomorphism
pX : S(X) → S?0(X) splits. The latter question was first raised by W. Scott
[Sco1] and later solved by himself in his book [Sco2, §11.5.8]. Let us rewrite it,
an then interpret it in the language used here.
Example 1.4 (W. Scott’s example). Consider the disjoint unionX =
⊔
n≥0 Z/2
nZ.
Let f0 be the permutation acting by +1 on each Z/2
nZ. Then, modulo finitely
supported permutations, f0 has a 2
n-root for every n. But there exists no single
finitely supported permutation s such that fs admits in S(X) a 2n-root for all n
(this is an exercise: use that a permutation has a 2n-root if and only if for every
m that is even or infinite, the number of m-cycles is multiple of 2n or infinite).
This shows that pX does not split.
Let us now view this more explicitly as a non-realizability result. For k ≥ 0 let
fk be the permutation acting on Z/2
nZ as the addition by 2n−k for n ≥ k and as
the identity on it for n ≤ k. Then f 2k is the identity on Z/2nZ for n ≤ k, and is
the addition by 2n−k+1 for n ≥ k. Thus, f 2k and fk−1 only differ on Z/2kZ, the
first being the identity and the second being given by the addition by 2. Hence,
denoting by f¯k the image of fk in S
?
0(X), we have f¯
2
k = f¯k−1 for all k ≥ 1. Thus
this defines a balanced near action of the (infinitely generated abelian) group
Z[1/2], which is not realizable by the above exercise.
Example 1.5. Let G be a finitely generated abelian group, α0 its action on itself
by translation, and consider the induced balanced near action of G on G r {1}
(as in Example 1.2(4)). Let us start with the obvious observation that this is
realizable if and only if the balanced near action on X is realizable as an action
fixing 1.
The reader can check that this holds when G is finite, and when G = Z, namely
by the cycle · · · − 2 7→ −1 7→ 1 7→ 2 . . . , fixing 0, and then more generally when
G is virtually cyclic.
Let us show that conversely, if G has rank ≥ 2, then every realization α of the
balanced near action of G on itself by translation is a simply transitive action,
which implies that the balanced near action on Gr {1} is not realizable.
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Define f : G → G by f(g) = α(g)(1). Then for every g ∈ G, the set of
h ∈ G such that f(gh) 6= gf(h) is finite (this uses that the action of G on itself
is free). Set u(g) = g−1f(g): then this rewrites as: for every g, the set of h such
that u(gh) 6= u(h) is finite. We view u as a function on the Schreier graph G
(of G acting on itself). Define another graph G ′ from G by removing the edges
between h and sh whenever, for given s, h is among the exceptions. Thus, u
is locally constant on the graph G ′. Now we use that G has rank at least 2,
to deduce that G is 1-ended, which implies that G ′ has a component with finite
complement. Hence, there exists g0 ∈ G such that u(g) = g0 for all g but finitely
many exceptions. That is, f(g) = gg0 for all g but finitely many exceptions,
say for g ∈ G r F with F finite. In particular, the cardinal of f−1({f(g)}) is
equal to 1 for all g ∈ G but finitely many exceptions. Since f is G-equivariant
from (G,α0) to (G,α), this cardinal f
−1({f(g)}) is constant on G. Hence f is
injective. Now f restricts to the translation G r F → G r Fg0, and hence by
injectivity induces an injection from F to Fg0. Since these are finite subsets of
the same cardinal, this is a bijection, and eventually we deduce that f is bijective.
Since f is equivariant from (G,α0) to (G,α), this implies that (G,α) is a simply
transitive G-action.
These motivations could lead to a systematic investigation of the notion of
balanced near action. However, such an investigation would soon be clumsy,
because these is a slightly larger setting giving rise to a much more “stable”
setting, that of near actions.
1.C. Near symmetric group and index. Near actions are defined in the same
way as balanced near actions, replacing the group S?0(X) by a slightly larger
group, the near symmetric group S?(X). The latter was first defined by Wagoner
[Wa, §7] in the context of algebraic topology, forgotten, later implicitly suggested
by Shelah [She] and explicitly by van Douwen [vD], and in spite of this has
remained quite little known since then (see §2 for a much more detailed historical
account).
Let X, Y be sets. By cofinite subset, we mean a subset with finite complement.
The set S?(X, Y ) of near bijections from X to Y is defined as the set of bijections
from a cofinite subset of X to a cofinite subset of Y , identify two such partial
bijections whenever they coincide on a cofinite subset. Composition defines a
well-defined map S?(Y, Z)×S?(X, Y )→ S?(X,Z), and every f ∈ S?(X, Y ) has
an inverse in S?(Y,X). In particular, the set S?(X) = S?(X,X) is naturally a
group under composition.
Given f ∈ S?(X, Y ) with representative f˜ , bijection between cofinite subsets
X rF, Y rF ′, the number |F ′| − |F | is not hard to see not to depend only on f ,
denoted by φX,Y (f), and called index of f . Furthermore, this number is additive
under composition. In particular, denoting φX = φX,X , the index map φX is a
homomorphism S?(X)→ Z.
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We actually have a short exact sequence
1→ S(X)/S<ℵ0(X)→ S?(X) φX→ Z(→ 1).
Here, the middle map is induced by the natural group homomorphismS(X)→
S?(X), whose kernel is the subgroup of finitely supported permutations. Also,
elements of index zero are clearly those that can be represented by a bijection,
whence the exactness at the middle; this finally explains the choice of notationS?0,
which we now can view as the kernel of the index map. Finally, the surjectivity
on the right holds as soon as X is infinite, using that there exists a bijection from
X onto X r {x0}.
Remark 1.6 (Join with Hilbert’s hotel). Let us mention a slightly different way
to construct S?(X): consider the group HilHX of permutations of X unionsqN even-
tually acting as a translation n 7→ n + τ on N. This group has a canonical
homomorphism into Z, which maps such a permutation to τ . The reader can
check that its quotient by the group of finitely supported permutations is nat-
urally isomorphic to S?(X), thus defining a balanced near action of S?(X) on
X unionsqN. The group HilHX can be interpreted as an almost automorphism group
(see §1.O), and appears in §8.C.
1.D. Near actions and their index character. We come to the main defini-
tion of this monograph. A near action of a group G on a set X is a homomorphism
α : G→ S?(X). Endowed with α, we call X a near G-set.
A near G-set is near free if for every g ∈ G r {1}, the set of fixed points of g
in X (which is well-defined up to finite indeterminacy) is finite.
Given two near actions α, β of G on sets X, Y , the disjoint union of the near
actions, denoted α unionsq β, or X unionsq Y when the context is clear, is naturally defined.
The index character of a near action α is the element φα = φX◦α of Hom(G,Z).
Its vanishing means that α maps G into S?0(X), and thus precisely means that
the near action is a balanced near action.
Note that the index character is additive under disjoint unions: φαunionsqβ = φα+φβ.
Example 1.7. Here are examples of near actions, in addition to the examples of
balanced near actions of Example 1.2.
(1) The group Z near acts on N by powers of the near permutation induced
by the assignment n 7→ n + 1. The index character of this near action is
IdZ.
(2) The group S?(X) has a tautological near action on X, whise index char-
acter is the index homomorphism ψX .
(3) For a Hausdorff topological spaceX, the group of near self-homeomorphisms
PC(X) of X is the subgroup of S?0(X) having a representative that is a
homeomorphism X1 → X2 between two cofinite subsets of X. (For X
discrete, this is just S?0(X) itself.) Depending on X, the index character
is or is not zero: it is nonzero if and only if there exist finite subsets F1, F2
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of X with |F1| 6= |F2| such that X r F1 and X r F2 are homeomorphic.
For instance, for X a topological circle, the index character vanishes on
PC(X), while for X infinite discrete, or a Cantor set, it does not vanish.
In all cases, the kernel of the index character coincides with the sub-
group PC0(X) of Example 1.2.
By the Hilbert hotel join (Remark 1.6), every near action of a group G on a
set X canonically extends to a balanced near action on X unionsqN.
1.E. Near isomorphism. First, for analogy, recall that two G-sets (X, β) and
(X ′, β′) are isomorphic as G-sets if there exists a G-equivariant bijection X → X ′.
Thus, we say that two near G-sets X and X ′ are near isomorphic if there exists
f ∈ S?(X,X ′) that is near G-equivariant, in the sense that for every g ∈ G and
for all x ∈ X but finitely many exceptions, we have f(gx) = gf(x). Note that
the latter equality is meaningful since for given g, both terms are defined up to
finite indeterminacy.
Now let us warn about this notion: the notion of realizability is not a near
isomorphism invariant among near G-sets. Indeed, it follows from the definition
that for every G-set X and x ∈ X, the inclusion of X r {x} into X is a near
isomorphism of near G-sets; X is realizable by definition, but we saw in Example
1.5 that X r {x} is not realizable in general.
This leads us now to, on the one hand, provide a stronger notion of isomorphism
that makes realizability an invariant, and also provide weakenings of the notion
of realizability that are near isomorphism invariants.
We say that two near G-sets (X,α) and (X ′, α′) are balanceably near isomor-
phic if there exists f ∈ S?0(X,X ′) that is near G-equivariant. That is, we require
the near isomorphism to be implementable by a bijection.
A trivial example to keep in mind is that all finite near G-sets are near isomor-
phic, while the cardinal is the (unique) balanced near isomorphism invariant of
finite near G-sets. In general, two near G-sets X,X ′ are near isomorphic if and
only if there are finite subsets F ⊆ X,F ′ ⊆ X ′ such that X r F and X r F ′
are balanceably near isomorphic, and this holds if and only if there are two finite
sets K,K ′ such that X unionsqK and X ′ unionsqK ′ are balanceably near isomorphic.
1.F. Commensurated subsets. In the theory of abstract group actions, the
most basic notion is that of orbit decomposition, which reduces to studying tran-
sitive actions, and classifying transitive actions translates into classifying sub-
groups up to conjugation.
In the context of near actions, there is no natural notion of G-invariant subset.
However, there is a natural substitute: it is natural to ask whether a given near
G-set splits as disjoint union of two “smaller” near G-sets. The natural notion
to consider is then the following:
Definition 1.8. Let X be a near G-set. A subset Y of X is G-commensurated
if for every g ∈ G and for all but finitely many x ∈ Y , we have gx ∈ Y .
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Note the abuse of notation since gx is not well-defined. However, for given g,
when x ranges over X, gx is defined up to finitely many exceptions, and hence
the above condition is meaningful. The intuition to keep is that a commensu-
rated subset is a subset with “finite boundary”; this intuition can be made more
rigorous when G is finitely generated, see §1.I.
If X is a near G-set and Y is a G-commensurated subset, then the near action
naturally restricts to a near action on Y and on its complement X r Y , and
we can identify X to the disjoint union of near G-sets Y and X r Y . Let us
emphasize that even if X is balanced, Y can fail to be balanced, and this is the
whole point of introducing non-balanced near actions.
A near G-set X is called 0-ended if it is finite. It is called 1-ended if it is infinite
and its only commensurated subsets are finite or cofinite.
For X a near G-set, consider the set P(G)(X) of G-commensurated subsets of
X. It is saturated under the “near equal” equivalence relation identifying two
subsets of X whenever they have a finite symmetric difference. Let P?G(X) be the
quotient by this equivalence relation. It naturally inherits the partial ordering
induced by “near inclusion” (Y is near included in Z, denoted Y ⊆? Z, if Y r Z
is finite).
Note that G is 0-ended if and only P?G(X) is a singleton, and is 1-ended if and
only if P?G(X) has cardinal 2.
The near G-set is called finitely-ended if P?G(X) is finite. In this case, consid-
ering those minimal elements in P?G(X)r{0}, it is not hard to see that there is a
finite set I and a partition X =
⊔
i∈I Xi, with each Xi being G-commensurated
and 1-ended. Then, up to finite symmetric difference, the G-commensurated sub-
sets of X are precisely the partial unions
⊔
j∈J Xj when J ranges over subsets of
I. Thus P?G(X) has cardinal 2n. The number n is called the number of ends of
X.
When P?G(X) is infinite, X is called infinitely-ended, but then there is a natural
notion of space of ends carrying considerably more information, which is naturally
termed in terms of Stone duality. This is the approach to ends originally due to
Specker [Sp] in the case of groups acting on themselves, and which is adopted
here, see §4.C.
The above description reduces, to a certain extent, the study of finitely-ended
near G-sets to 1-ended ones. This is particularly useful to classify near actions of
finitely generated abelian groups. Importantly, the 1-ended “components” of a
balanced near action are not balanced in general. The implicit key feature used
above about P?G(X) (and P(G)(X)) is that it is a Boolean algebra, i.e., is stable
under taking usual (finitary) operations of set theory. Its subset of balanced
commensurated subsets is not well-behaved in this respect: it is stable neither
under intersection, nor under symmetric difference, as the reader can check in
the case of a free Z-set with two orbits (which is a 4-ended Z-set).
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The space of ends of the near G-set is thus defined as the Stone dual of the
Boolean algebra P?G(X): this is a compact Hausdorff, totally disconnected space
whose Boolean algebra of clopen subsets is naturally isomorphic to P?G(X). This
space has notably been considered the context of group actions, and often in a
restricted context (such as transitive actions of finitely generated groups). It is
an important motivating observation that it only depends on the underlying near
action.
1.G. Realizability notions. A near action is realizable if it is induced by an
action. Clearly, this implies that it is balanced, and hence this is just the notion
introduced in §1.B. Here are natural weakenings of this notion:
Definition 1.9. A near G-set X is
• stably realizable if there exists a set Z with trivial near action, such that
X unionsq Z is realizable;
• completable if there exists a near G-set Y such that X unionsq Y is realizable.
We have the list of implications, for a near action of a group G
realizable⇒ stably realizable⇒ completable⇒ near action.
In general, (G not fixed), none of the implication can be reversed, and the failure
of reversing each of the arrows deserves a specific discussion.
The failure of reversing the first arrow follows from Example 1.5: the near
action of Z2 on Z2r{0} is stably realizable but not realizable. This was somewhat
already discussed, so let us pass to other implications.
There is a fundamental difference between stably realizable and completable
near actions, namely that stably realizable implies the vanishing of the index
character. Nevertheless, there also exist completable balanced near actions that
are not stably realizable. A typical example is the near action of Z × (Z/2Z)
in Example 1.2(5). Indeed, although it is balanced, the set of fixed points of
b defines a commensurated subset (defined up finite symmetric difference) and
hence a near action, which has a nonzero index character, while in a realizable
action this would have finite symmetric difference with an invariant subset. This
phenomenon is actually the only type of obstruction to stable realizability, for
completable near actions of finitely generated abelian group (see Theorem 9.C.2).
There exist non-completable near actions:
Example 1.10. The group Z2 admits non-completable near actions. Let us
describe two ways to produce such near actions.
(a) Consider its simply transitive action on the standard Cayley graph, add
usual squares to obtain the plane tessellated by squares, remove one
square, so that the resulting square complex has infinite cyclic funda-
mental group. Make a finite connected m-fold covering. Then we obtain
a balanced near action, which for m ≥ 2 is non-completable, described in
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detail in §5.E, and denoted Xm,0 below. It is depicted in Figure 1 below,
in the case of a double covering.
(b) A second way is to start from the same Cayley graph, to remove one
vertical half-strip of width `, and to glue; denote it K` (it will be denoted
X1,(`,0) in the sequel). See also §5.E, and Figure 2.
Figure 1. The near Z2-set X2,0. Thin [resp. thick] edges represent
the action of the first [resp. second] generator, in the direction
indicated by the arrow.
Figure 2. The near Z2-set K1. When possible, the first [resp.
second] generator acts by moving one step to the right [resp. up-
wards].
It formally follows that for X infinite, the near action of S?(X) on X is not
completable. The idea of creating near actions by such a cutting and pasting a
planar Schreier graph along a ray can be recycled to some other groups, see for
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instance §5.F. Unrelated non-completable actions, of many infinitely presented,
finitely generated groups can also be produced using Proposition 1.12 below. We
come back to the classification of near actions of Z2 and finitely generated abelian
groups in §1.K.
1.H. The Kapoudjian class. This topic is studied in detail in §8.C. Let X be
an infinite set. The alternating group A(X) has index 2 in the finitary symmetric
groupS<ℵ0(X). Since a cyclic group of order 2 has a trivial automorphism group,
the short exact sequence
1→ S<ℵ0(X)/A(X)→ S(X)/A(X)→ S?0(X)→ 1
is a central extension. It thus canonically defines a cohomology class inH2(S?0(X),Z/2Z),
which we call the canonical class ωX (and define ωX = 0 for X finite).
That the cohomology class ωX is nonzero for X infinite actually immediately
follows from Vitali’s early observation [Vi] that there is no nonzero homomor-
phism S(X) → Z/2Z. An immediate corollary is that the surjective group
homomorphism S(X)→ S?0(X) is not split, which was later explicitly proved by
W. Scott with another method described in Example 1.4.
Given a balanced near action α : G → S?0(X), we call the pullback α∗ωX
the Kapoudjian class of α. Indeed, it appears in the papers by Kapoudjian and
Kapoudjian-Sergiescu [Ka2, KaS], in the context of balanced near actions on
trees, see Remark 10.E.1.
Here, we check that there is a unique cohomology class in H2(S?(X),Z/2Z)
whose pull-back to H2(S?0(X),Z/2Z) is ω
X ; we still denote it as ωX . This allows
to define the Kapoudjian class for arbitrary near actions. We also provide a
proof, communicated by Sergiescu, that H2(S
?
0(X),Z) is reduced to Z/2Z for
every infinite set X (and hence H2(S?0(X),Z/2Z) is reduced to Z/2Z). We
notably provide a formula for the Kapoudjian class of a disjoint union: for a
disjoint union of balanced near action this is plainly additive, but it is much
more interesting (and involved) in the case with nonzero index, as the formula
involves some cup-product involves the indices.
1.I. Near actions of finitely generated groups. To be finitely-ended is a
very practical finiteness condition, but is too strong in general, since for instance
it generally does not encompass the left action of a group on itself. Here we
generalize the notion of action with finitely many orbits; we have to restrict to
finitely generated groups to obtain a meaningful definition.
Let G be a group with a finite generating subset S. Given a G-set X, recall
that the (unlabeled) Schreier graph Γ(G,S,X) is the graph with set of vertices
X, where two distinct vertices x, y are adjacent if there exists s ∈ S±1 such that
sx = y. The connected components of the Schreier graph are the G-orbits in X.
This graph has finite valency, namely bounded above by 2|S|.
Consider now a near action of G on a set X, and choose a partial bijection s¯
representing s for each s ∈ S. Similarly as above, we define the set of edges as
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E =
⋃
s∈S Es, with Es = {{x, y} : x 6= y ∈ X, y = s¯x}. For another choice of
representatives, we obtain another set of edges E ′, and E and E ′ have a finite
symmetric difference. Hence the resulting graph, called near Schreier graph is
defined “up to adding and removing finitely many edges”. An important remark
is that commensurated subsets are the same as subsets with finite boundary. It
follows that the space of ends naturally coincides with the space of ends of the
near Schreier graph.
Various graph properties are affected, or unaffected, by such a perturbation
of the graph structure: for instance the number of components can be changed;
however to have finitely many components is unchanged. Next, the graph changes
when one replaces S by another finite generating subset. The graphs obtained in
this way are called the near Schreier graph of the near G-action.
Definition 1.11. A near action of a finitely generated group G is called of finite
type if some/every near Schreier graph has finitely many components, and of
infinite type otherwise.
Thus, a G-action has finitely many orbits if and only if it induces a near action
of finite type. An immediate observation is that a finitely-ended near action
has finite type; the converse fails in general. Still, for finitely generated abelian
groups we will establish the equivalence.
The following result is not hard, but plays an essential role in the study of near
actions.
Theorem 1.12 (Theorem 4.F.3). Let G be a finitely presented group. Then every
near G-set is disjoint union of a realizable near G-set and a near G-set of finite
type.
For an arbitrary finitely generated group G, such a decomposition does not hold
in general, but holds for completable near G-sets. This provides an obstruction
for near G-sets (of infinite type) to be completable, see §4.F.
For finitely presented groups, Proposition 1.12 essentially reduces the study of
realizability and its variants to the case of near actions of finite type. In the case
of finitely generated abelian groups, this is a first step towards a classification,
outlined in §1.K.
1.J. Near actions of locally finite groups. Here is a sample of results:
• (Theorem 6.A.1) Let G be a countable locally finite group. Then every
near G-set is completable.
• (§6.C) There exists an uncountable locally finite (abelian) group with a
non-completable near action (on a countable set).
• (Theorem 6.A.1) Let G be a countable restricted direct product of finite
groups. Then every near G-set is realizable.
• (§6.B) For m ≥ 2, consider the quasi-cyclic group Cm∞ = Z[1/m]/Z. To
each near free near action ρ of Cm∞ , we can associate in a natural way an
m-adic number νρ ∈ Zm. It satisfies the following:
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– νρ a balanced near isomorphism invariant of the near Cm∞-action;
– the image of νρ in Zm/Z is a near isomorphism invariant of the near
Cm∞-action;
– νρ1unionsqρ2 = νρ1 + νρ2 ;
– νρ = n for the near action on a finite set of cardinal n;
– νρ = 0 for a free action ρ;
– ρ is stably realizable if and only if νρ ∈ Z;
– ρ is realizable if and only if νρ ∈ N;
– every m-adic number equals νρ for some near action on some count-
able set.
In particular, Cm∞ admits near actions that are not stably realizable, and
near actions that are stably realizable but not realizable. Note that this
provides near isomorphism invariants for near actions of any group having
a subgroup isomorphic to Cm∞ , such as Thompson’s group T of the circle;
see Corollary 6.B.5.
• For every infinite set and countable locally finite subgroup G of S?(X),
the centralizer of G in S?(X) (that is, the automorphism group of the
near G-set X) has cardinal 2|X|.
In particular, no countable maximal abelian subgroup of S?(N) is lo-
cally finite. Conversely, we prove that every countable abelian group that
is not locally finite is isomorphic to a maximal abelian subgroup ofS?(N).
See §11.B.
1.K. Classification for finitely generated abelian groups. The following
theorem, together with Proposition 1.12, reduces the classification of near G-sets
to 1-ended ones.
Theorem 1.13. Let G be a finitely generated, virtually abelian group. Then
every near G-set of finite type is finitely-ended.
This is proved by immediate reduction to the case of a finitely generated abelian
group, and then by reduction to Z2, where we use explicit cut-and-paste argu-
ments in the near Schreier graph.
We say that a near G-set X is ?-faithful if the homomorphism G→ S?(X) is
injective (when it comes from an action, this is stronger than being faithful, so
we avoid calling it “near(ly) faithful”). For a 1-ended near G-set with G abelian,
this is the same as being near free.
Before formulating a theorem for arbitrary finitely generated abelian groups,
let us write it in the case of Z2, which is the richest case. In §9.H, we define,
for every integer m ≥ 1 and v ∈ Z2, a 1-ended, ?-faithful near Z2-set Xm,s; the
number m is called its winding number and s its additive holonomy. The simply
transitive action of Z2 appears as X1,0. In Example 1.10, (a) refers to Xm,0 and
(b) refers to X1,(1,0).
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Theorem 1.14. The near Z2-sets Xm,s, m ≥ 1 and s ∈ Z2 are pairwise non-
isomorphic; among them, only X1,0 (the simply transitive action) is completable;
every ?-faithful 1-ended near Z2-set is near isomorphic to Xm,s for some (m, s).
Theorem 1.15. Let G be a finitely generated abelian group, and d its Q-rank
(so G is isomorphic to the direct product of Zd with a finite abelian group).
(1) If d ≥ 3, then every 1-ended, ?-faithful near G-set X is stably realizable,
and more precisely is near isomorphic to the simply transitive action. If
X is completable, this also holds for d = 2.
(2) If d = 1 and f is a surjective homomorphism G → Z (so f is unique up
to sign), then there are exactly two 1-ended, ?-faithful near G-sets up to
near isomorphism: f−1(N) and f−1(−N).
(3) Suppose d = 2 and we choose a decomposition G = Z2 × F . Let X be a
1-ended, ?-faithful near G-set. Then there exists unique integers m,n ≥ 1
(with n dividing |F |) and a unique s ∈ Z2 such that in restriction to Z2,
X is isomorphic to the disjoint union of n copies of Xm,s. In this case,
X is completable if and only if (m, s) = (1, 0).
In the case d = 2, we need to be a little more precise to provide a full classifi-
cation, but we rather postpone the general statement to §9.H (namely Theorem
9.H.7).
The following corollary, proved in §9.J, is a sample of how these results could
be used in the context of possibly non-abelian groups, in the presence of normal
abelian subgroups.
Recall that the Q-rank of an abelian group G is the dimension over Q of
G⊗Z Q. It is also the cardinal of a maximal Z-free family in G.
Corollary 1.16. Let G be a group. Let A be a finitely generated, normal and
abelian subgroup of G. For a finite index subgroup H of G including A, let dH
be the Q-rank of the image of A in the abelianization of H; define d = supH dH .
Let X be a near G-set.
(1) If d ≤ 1, then X is completable as near A-set;
(2) Suppose that d = 0 (that is, [H,H] ∩ A has finite index in A for every
finite index subgroup H of G including A). Assume in addition that one
of the following holds:
• A is central in G;
• the action of G on the set of hyperplanes of A ⊗Z Q has no finite
orbit.
Then X is stably realizable as near A-set.
1.L. Realizability for some amalgams of finite groups. The condition that
every near G-set is realizable is satisfied by finite groups and is stable under free
products; in particular it holds for free products of finite groups. Beyond the
case of free products, the following result illustrates the results of §5.I. Write
Cn = Z/nZ.
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Theorem 1.17. Fix a prime p. For n ≥ 1, consider the amalgam Gp,n = Cnp ∗Cp
Cp2. Then:
(1) if p does not divide n, then every near Gp,n-set is realizable (this applies
in particular to SL2(Z) ' G2,3);
(2) if p divides n, then there is a natural near isomorphism invariant iX ∈
Z/pZ for every near Gp,n-set X; it achieves all values in Z/pZ; it is
additive under disjoint unions, and we have the equivalence: iX = 0 ⇔
X is realizable ⇔ X is stably realizable.
1.M. Uniqueness of realizations: rigidity phenomena. So far we have em-
phasized the problem of existence of realizations of near actions, but the unique-
ness is also a very natural problem. Fixing a realization, it can be formulated
as follows: given an action β of a group G, what are the actions β′ such that
β and β′ define the same near action (that is, β(g)−1β′(g) is finitely supported
for every g ∈ G). Such β′ is called a finite perturbation of β. Those “trivial”
finite perturbation are those of the form β′(g) = f ◦ β(g) ◦ f−1, for some finitely
supported permutation f . The simplest example of nontrivial finite perturbation
is just changing a nontrivial action on a finite set to the trivial action. For a
finitely generated group with a given finite generating subset, two actions on the
same set are finite perturbations of each other if and only if the (labeled) near
Schreier graphs differ by only finitely edges.
A sample theorem of §7, whose proof was already given in one particular case
in Example 1.5, is the following, contained in Theorem 7.B.5:
Theorem 1.18. Let G be a 1-ended group that is not locally finite. Then every
perturbation of a free action of G is conjugate to the original action by some
finitely supported permutation.
This applies, for instance, to all abelian groups that are not locally finite nor
virtually cyclic, such as Z2 or Z[1/2]. See §7.B for more.
As in Example 1.5, it is based on the following particular case of Corollary
7.B.4:
Theorem 1.19. Let G be a 1-ended group. Let α, β be the left and right near
actions of G on itself. Then β induces an isomorphism from G to the automor-
phism group of the near G-set (G,α). In other words, α(G) and β(G) are the
centralizer of each other in S?(G).
The same statement inside S(G) is true (as a standard elementary exercise)
for arbitrary groups, but the above one fails in general, and actually its truth
characterizes (≤ 1)-ended groups. For instance, the centralizer of Z in S?(Z) is
free abelian of rank 2.
1.N. Maximal abelian subgroups. Every infinite countable abelian group G
is isomorphic to a maximal abelian subgroup of S(N): indeed, G equals its own
centralizer in S(G).
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Using results of §6.A in the locally finite case, and of §7.B, we obtain the
following (§11.B):
Theorem 1.20. Let G be a countable abelian group. Then G is isomorphic to a
maximal abelian subgroup of S?(N) if and only if G is not locally finite.
We also obtain a similar result in S?0(N): in this case we have to also exclude
groups that are (virtually cyclic but not cyclic). The maximal abelian subgroups
of S?0(N) were considered by Shelah and Stepra¯ns [ShS], but essentially excluding
the countable case.
1.O. Almost and near automorphism groups. These groups are considered
in §10, although they also implicitly appear at other places. The setting of §10
is that of finitary relational structures; for simplicity we restrict here to graph
structures. Namely, consider a set X, and a finite family P = (Pi)i∈I of subsets
of X2. We can think of it as a labeled graph structure on X, with oriented edges
(x, y) labeled by i, when (x, y) ranges over Pi and i ∈ I. We assume that P is
biproper, in the sense that this graph is locally finite; however no connectedness
assumption is made.
Note that such structures can encode non-oriented graphs (just assume that
Pi is symmetric), or vertices colorings (choose Pi included in the diagonal).
The almost automorphism group of (X,P ), introduced by Truss [Tr1, Tr2] in
the case of the Rado graph, is the group S(X, [[P ]]) of permutations g of X such
that gPi4 Pi is finite for all i ∈ I.
For instance, for P empty, this is just S(X). In general, it includes the sta-
bilizer S(X,P ) of P as a subgroup (the group of labeled automorphisms of the
graph (X,P )). The almost automorphism group S(X, [[P ]]) admits a natural
topology for which S(X,P ) is an open subgroup. Here S(X,P ) is endowed with
its topology as a closed subgroup of S(X); however, the resulting topology on
S(X, [[P ]]) is usually finer than its topology as a (dense) subgroup of S(X); for
instance for X countable, this is a Polish group; when (X,P ) has finitely many
connected components, this is a locally compact group.
One example is the Hilbert hotel join, which we now interpret as follows: let
X be a set, viewed as a discrete graph, and N, viewed as an oriented graph with
edges (n, n+ 1). Consider the disjoint union X unionsqN as a graph. Then its almost
automorphism group is equal to the group HilHX of Remark 1.6.
The near automorphism group S?(X, [[P ]]) of (X,P ) is defined, informally, as
the set of near permutations of X that “preserve P up to finite error”. More
rigorously, the group S?(X) naturally acts on the set of biproper subsets of X2
modulo finite symmetric difference, and S?(X, [[P, ]]) is defined as the subgroup
of S?(X) preserving the class [[Pi]] of Pi modulo finite symmetric difference, for
each i.
There is a canonical homomorphism S(X, [[P ]]) → S?(X, [[P ]]); its kernel is
not always closed (it is not closed when P is empty, for instance); however it is
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closed in many interesting cases, notably when (X,P ) is tree with no vertex of
valency 1. In this case, there is a natural Hausdorff group topology onS?(X, [[P ]])
for which the image of S(X,P ) is an open subgroup.
Example 1.21. The near automorphism group is notably known when (X,P )
encodes a regular tree, and then known as Neretin’s group.
When it encodes a regular binary tree in which edges have two colors, and
each vertex has two successors, joined by edges with distinct colors, the near
automorphism group is known as Thompson’s group V .
Many other natural examples can be considered. For instance, if G is a finitely
generated group and X is a near G-set, the automorphism group of the near
G-set X (that is, the centralizer of the image of G in S?(X)) can naturally be
interpreted as the near automorphism group of any of its (labeled) near Schreier
graphs.
1.P. Link with cofinite-partial actions. A cofinite-partial action of a group
G on a set X is the datum, for each g ∈ G, of a bijection between two cofinite
subsets, with a few natural axioms, saying that things “behave like a group
action, when defined”. See §4.K for details. This notion is due to Exel (without
the cofinite restriction).
It is important to clarify the difference between this and near action: the
crucial difference is that, in a cofinite-partial action, each g ∈ G acts with a given
domain of definition and target, which are part of the data. Unlike in the near
symmetric group, we do not identify two cofinite-partial bijections when they
coincide on a cofinite subset. Every cofinite-partial action defines a near action.
This yields two natural questions: when does a near action arise from a cofinite-
partial action, and in how many ways? The first question has a simple answer
with surprisingly simple proof.
Proposition 1.22. For any group G, a near G-set X arises from a cofinite-
partial action on X if and only if it is a completable near G-set.
This is particularly useful to show that an action is completable. Indeed, in
practice the completion of the action, although possible to describe formally (as
quotient of G × X by a suitable equivalence relation), has a quite complicated
and non-practical form. An example for which this applies is the following:
Theorem 1.23. For every perfect Hausdorff topological space, the near action
of the group of near self-homeomorphisms PC(X) (see Example 1.7) on X, is
completable.
Indeed, it is checked in [Cor4, Proposition 2.16] that it naturally arises from a
cofinite-partial action.
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1.Q. Related contexts. The concept (and term) of realizability first appeared
in a different setting, namely the realization of measure-preserving actions on
probability spaces, where the issue is to lift from the automorphism group of
a probability space (where one identifies automorphisms matching almost every-
where) to the group of measurable measure-preserving permutations with measur-
able inverse. This problem is trivial for countable group actions, so is essentially
disjoint to our study; it is generally studied for Polish group actions. It was
initiated by Mackey [Mack].
Realizability also appears in another setting, less related at first sight, but
where some analogies are more striking, namely the context of Fredholm isome-
tries. In this context, there is indeed a notion of Z-valued index, and the realiz-
ability issues in this context have been considered by de la Harpe and Karoubi
[HK1, HK2, HK3]. For instance, they also considered the case of amalgams of
finite groups. However, in contrast to the results of §1.L, in their setting, re-
alizability always holds for amalgams of two finite abelian groups, but not for
amalgams of two arbitrary finite groups. A closely related work, in this context,
is that of Brown, Douglas and Fillmore [BDF].
Also, an analogue of the near symmetric group is the abstract commensurator
of a group G, whose earliest appearance I could detect is in a 1994 paper of
A’Campo and Burger [ACBu], and studied for various groups since then. One first
defines a monoid of cofinite partial isomorphisms, consisting of all isomorphisms
between two finite index subgroups, and then modding out by coincidence on a
finite index subgroup, one obtains a group, called the abstract commensurator
of the group AComm(G). There is an obvious homomorphism from Aut(G) to
AComm(G), whose kernel is the set of automorphisms that are equal to the
identity on a finite index subgroup (this kernel can be trivial or not). There is
an analogue of the index homomorphism, valued in the multiplicative group of
positive rational numbers. I am not aware of any study of realizability notions
in this context.
1.R. Groups and monoids. The sole definition of the near symmetric group
shows that it is more naturally introduced in the framework of monoids. For
this reason, we have made a detailed introduction to such monoids in §3. Such a
point of view is useful even with a primary interest in the group setting (which
is the case of the author). The near symmetric group is naturally viewed as the
subgroup of invertible elements in several larger monoids.
For instance, let us consider a free semigroup S on 2 generators; then S natu-
rally embeds into the monoid of self-maps of S, which itself naturally maps into
the monoid R?(S) of near self-maps of S, whose group of invertible elements is
S?(S). Then the centralizer of S in S?(S) naturally isomorphic to Thompson’s
group V .
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Extending the setting to a non-bijective one is not plain routine: one diffi-
culty is that the equivalence relation of coincidence outside a finite subset is not
compatible with composition in general.
1.S. Outline and guidelines. Most sections and subsections are independent:
the common necessary background to read the paper has been defined in the
introduction: the notion of near symmetric group and of near action, and the
realizability notions. The notion of near action of finite type is also regularly
used, whenever we consider near actions of finitely generated groups. Given this,
the reader should be able to start reading any section and refer to others when
punctually needed (using the index if necessary).
§2 gathers historical remarks about the appearance of infinite symmetric groups,
their quotients, and the near symmetric groups. No survey on this vast theme
seems to exist in the literature.
§3 introduces a categorical framework where near actions naturally appear, and
includes many definitions. It is primarily addressed to readers with a set-theoretic
or categorical point of view; others can content themselves to only punctually leap
to this section when necessary.
§4 introduces near actions, developing in detail notions given in the introduc-
tion, including proofs, and also addressing several notions that were skipped in
the introduction.
§5 provides many examples motivating the definitions of §4. They are written
in a separate section for the sake of coherence, but we recommend the reader to
freely switch between these two sections.
The shorter §6, summarized in §1.J is concerned with near actions of locally
finite groups.
§7, evoked in §1.M, includes some crucial results of the rigidity of free actions
of 1-ended groups, and some extensions.
§8 considers further more elaborate aspects of near actions; its three subparts
are independent. The first two are still related in spirit: it is the notion of
amenability, and of growth. The last one is about the Kapoudjian class intro-
duced in §1.H.
In §9, summarized in 1.K, we classify near actions of finitely generated abelian
groups.
In §10, we illustrate the notion of near action in the context of near automor-
phism group of graphs, and notably of trees, where it has already been studied
(without this language and point of view).
§11 studies centralizers in near symmetric groups. Centralizers of finitely gen-
erated subgroups are particular instances of near automorphism groups. Central-
izers of cyclic subgroups are fully described in §1.N. Maximal abelian subgroups
are considered in §11.B (briefly summarized in §1.N).
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Another setting where the notion of near action is natural is the group of piece-
wise continuous transformations of the circle; it will be considered in a separate
paper [Cor3].
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2. Historical remarks
The study of infinite symmetric groups possibly starts with two Italian articles,
both in 1915. The first is a short note by Vitali [Vi], where he shows — without
the language of group theory — a result which, conveniently rephrased, states
that there is no nonzero homomorphism from the symmetric group on an infinite
countable set into Z/2Z; the proof consists in proving that every permutation is
a product of squares. The second, by Andreoli [And], considers the monoid of
injective self-maps of an arbitrary set and notably discusses the cycle decompo-
sition. Later in 1927-1929, Onofri’s series of articles [On1, On2, On3] goes much
deeper into the group structure of the symmetric group S(X) on a countable set
X, and notably establishes [On3, §141] that it has exactly 4 normal subgroups:
the two obvious ones, the subgroup of finitely supported permutations S<ℵ0(X),
and its alternating subgroup of index two A(X), consisting of even finitely sup-
ported permutations. Onofri’s theorem was rediscovered soon after (1933) by
J. Schreier and Ulam [ScU]. This was generalized by Baer [Bae] in 1934 to a
classification of normal subgroups of S(X) for an arbitrary infinite set X, as
stated in Theorem 3.C.9. Onofri [On1, §B] also introduced the natural pointwise
convergence topology on S(X), which was rediscovered more than 25 years later.
Let us make an attempt to survey results about the objects in consideration
in this chapter, and especially around the group of near permutations. Existing
results roughly fall into:
(a) results about symmetric groups S(X), which mechanically yield results
about its group quotients;
(b) specific results explicitly involving quotients of symmetric groups;
(c) definitions and/or results explicitly involving the group of near permuta-
tions, where the index character is made explicit.
Let us start with a few facts pertaining to (a):
(1) The above Onifri-Baer results are typically in (a): for X infinite countable,
the group S?0(X) is simple, and more generally, for X arbitrary, normal sub-
groups ofS?0(X) correspond to normal subgroups ofS(X) includingS<ℵ0(X)
and in particular form a well-ordered chain. While the alternating group
A(X) disappears from this list, it reappears in the central extension (for X
infinite)
1→ Z/2Z→ S(X)/A(X)→ S?0(X)→ 1.
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This gives a canonical cohomology class in H2(S?0(X),Z/2Z), studied (in a
specific context) by Kapoudjian and Kapoudjian-Sergiescu [Ka2, KaS]; we
pursue its study and extend it to S?(X) in §8.C.
(2) P. de la Harpe and D. McDuff proved that the groupS(X) is acyclic (has triv-
ial homology with arbitrary trivial coefficients). A simple consequence, ob-
served by Sergiescu, is the that H2(S
?
0(X)) ' Z/2Z (see Proposition 8.C.1),
and hence H2(S?0(X),Z/2Z) ' Z/2Z. The higher homology of S?0(X) has
not yet been studied, up to my knowledge.
(3) Another fact pertaining to (a) is the result of Rabinovic˘ and Dixon-Neumann-
Thomas [Ra, DNT] that any subgroup of index < 2ℵ0 in a symmetric group
S(X) is open. HereS(X) is endowed with its standard group topology, which
consists of pointwise convergence on X. Since A(X) is a dense subgroup,
an immediate consequence is that S?0(X) (and more generally, any proper
quotient of S(X)) has no proper subgroup of index < 2ℵ0 .
(4) A group G is strongly distorted if there exists a function u : N → N such
that for every sequence (fn) in G, there exists a finite subset S ⊆ G such that
for each n, we can write fn as a word of length ≤ u(n) with respect to S.
Strong distortion has a consequence, namely the property known as strong
boundedness, or Bergman property: every subadditive function f : G →
R≥0 is bounded. In turn, strong boundedness implies the property called
“uncountable cofinality”, which means that every f : G → R≥0 such that
f(gh) ≤ max(f(g), f(h)) for all g, h ∈ G, is bounded. All these properties
obviously pass to quotient groups.
Galvin proved (but did not state) in [Gal] that S(X) is strongly distorted,
with u(n) = 36n + 100; his statement is that every subgroup of S(X) is in-
cluded in a finitely generated subgroup, with some refinements on the nature
of S, but no claim about uniformity of u, which follows from the construction,
and is essential to derive the strong boundedness corollary.
(5) The cofinality of a group is the least cardinal κ such that the group is union
of a chain of ≤ κ proper subgroups. This exists if and only if the group
is infinitely generated. For finitely generated groups, the cofinality is under-
stood as being greater than any cardinal, and “uncountable cofinality” means
cofinality > ℵ0, and matches with the above ad-hoc definition.
MacPherson and Neumann [MN] proved that S(X) has cofinality > |X|.
Thus it has uncountable cofinality; this particular case also follows from
Galvin’s above-mentioned result.
Cofinality increases when passing to quotients. In [FS, Prop. 3.2], it is
asserted that in the case of symmetric groups and nontrivial quotients, this
is an equality, but the proof relies on [MN, Theorem 1.2], which is false (as
noticed in [Bi]). It follows, however from [Bi, Prop. 3.2] that it is correct
for the quotient by the subgroup of finitely supported permutations, thus
S(X) and S?0(X) have the same cofinality for every set X. In models of ZFC
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where the continuum hypothesis fails, the study of the cofinality of S(ℵ0)
has notably been studied by Shelah and Thomas [ShTh2].
(6) Gaughan [Gau] proved that for any infinite set X, the group S(X) (as well
as its subgroups S<κ(X) for κ uncountable) has no proper subgroup of index
< |X|. This property obviously passes to quotients.
Rabinovic˘ proved [Ra] that every subgroup of countable index in the group
of permutations of a countable set is open; Dixon-Neumann-Thomas [DNT]
generalized the statement to subgroups of index < 2ℵ0 . Since the subgroup
of finitely supported permutations is dense, as a corollary, we deduce that
S?0(ℵ0) has no proper subgroup of index < 2ℵ0 .
Dixon-Neumann-Thomas obtained another generalization of Rabinovic˘’s
theorem to arbitrary infinite sets X. Consider the topology Tκ on S(X) for
which a basis of open subsets consists of pointwise stabilizers of subsets of
cardinal < κ; this is a group topology. The topology Tκ, for κ uncountable,
is much larger than the usual one of pointwise convergence Tℵ0 ; in particular
the subgroup of finitely supported permutations is closed and non-discrete.
Dixon-Neumann-Thomas proved that any subgroup of index ≤ |X| in S(X)
is open in (S(X), T|X|). Shelah and Thomas [ShTh1] studied whether this
statement holds for subgroups of cardinal < 2|X| and obtained a positive
answer under the generalized continuum hypothesis, as well as the consistency
of a negative answer assuming the consistency of the existence of some large
cardinals.
(7) Rudin observed [Rud, Theorem 1.6] that stabilizers in S(X) of ultrafilters
are pairwise distinct subgroups when X is countable (see Proposition 8.A.14
for a proof of a generalization); Richman [Ric] proved that they are maximal
subgroups. It immediately follows that stabilizers of non-principal ultrafilters
in S(X)/S<ℵ0(X) are pairwise distinct maximal subgroups of S
?
0(X). Ball
and Richman [Bal1, Bal2, Ric] constructed various other maximal subgroups
in S(X), most of which include S<ℵ0(X) and thus define maximal subgroups
of S?0(X). There have been various subsequent works about maximal sub-
groups, especially from the late eighties on, often in relation with the small
index properties ((6) above); see notably the 1993 survey [Macp] for early
references.
(8) We finish this account of (a) with a more speculative item. The usual (Polish)
topology yields a notion of genericity in S(ℵ0). It was observed by Lascar
and Truss [La, Tr3] that S(ℵ0) has a (necessarily unique) Gδ-dense conjugacy
class, which consists of elements with no infinite cycle and infinitely many
cycles of each finite length. This conjugacy class is invariant by multiplica-
tion by finitely supported permutations, and therefore maps to a “canonical”
conjugacy class in S?0(ℵ0), which we would like to think of as generic, in a
sense which is unclear so far.
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This extends to d-tuples [HHLS]: for Fd a free group on d given generators,
let Xd be the (countable) Fd-set consisting of the disjoint union of ℵ0 copies of
each (isomorphism class of) finite Fd-set. Then those d-tuples in S(ℵ0)d for
which the corresponding Fn-action is isomorphic to Xd form a Gδ-dense class
in S(ℵ0)d under the conjugation action of S(ℵ0). It is clearly invariant by
left and right multiplication by n-tuples of finitely supported permutations,
and hence defines a canonical S?0(ℵ0)-orbit in S?0(ℵ0)d, which again we would
like to think of as generic. It is readily seen to be S?(ℵ0)-invariant which,
in view of Truss’ theorem that Aut(S?0(ℵ0)) = S?(ℵ0), means this orbit in
S?0(ℵ0)d is “intrinsic” to the group S?0(ℵ0).
Let us now pass to (b), namely results about quotients of symmetric groups
that are not obtained by “passing to the quotient” properties of the symmetric
group; we emphasize the case of the quotient by the subgroup of finitely supported
permutations.
(9) The first such studies concern the existence of isomorphisms or embeddings
between the various subquotients of symmetric groups.
The story starts with the problem of embeddings into infinite symmetric
groups. Notably, one original question was: what are obstructions for a group
G to embed into the symmetric group S(X), beyond the obvious cardinality
restriction |G| ≤ 2|X|? Higman [Hig] and independently De Bruijn [DB,
Theorem 5.1], see also [Sco2, Th. 11.2.5], proved that the alternating group
A(Y ) does not embed into S(X) whenever |Y | > |X|; when |Y | ≤ 2|X|
this indeed does not follow from the cardinality restriction. McKenzie [McK]
obtained many further examples: notably the restricted direct product of
> |X| non-abelian groups cannot be embedded into S(X) (thereby proving
that [DB, Theorem 4.1] is false; the erratum is listed at the entry [DB]), and
he deduces that S(X) does not include any isomorphic copy of its simple
quotient S(X)/S<|X|(X). In particular, S?0(ℵ0) does not embed into S(ℵ0).
In the other direction, it is an observation ([Sco1, §6], [DB, Theorem 4.4],
[Sco2, 11.5.2]) that infinite symmetric groups can be embedded as subgroups
of all their nontrivial quotients.
Acting by conjugation, one can naturally embedS?(X) into Aut
(
S?<ℵ1(X)
)
.
Just forgetting the group structure of S?<ℵ1(X) and retaining its cardinal
|X|ℵ0 , we deduce that for every set X, the group S?(X) embeds into S(Xℵ0).
When |X| has the form 2α, we have |X|ℵ0 = |X| and in particular S?(X)
embeds into S(X). Under the generalized continuum hypothesis (GCH), this
applies whenever |X| is a cardinal of uncountable cofinality. (This remark
is a variation on observations from [FH, §3], with a reformulation avoiding
assuming GCH straight away). This, by the way, contradicts [FH, Cor. 2.5]
by the same authors, which erroneously claims that the existence of a set X
such that S?0(X) embeds into S(X) is not a theorem of ZFC; the proof of
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[FH, Cor. 2.5] being blatantly flawed (relying on a misquotation of Cohen’s
results about independence of the continuum hypothesis in ZFC).
In general, the question whether S?0(X) embeds into S(X) was raised by
de Bruijn [DB], and has notably been addressed in [McK, Cl, Ra, FH] As we
have just seen, the answer is no when |X| is countable [McK] and yes when
X is a power set. Under GCH, the only remaining cases are uncountable
cardinals of countable cofinality. It follows (in ZFC) from work of Felgner
and Haug [FH, §3] that if κ is a cardinal of uncountable cofinality and if (∗)
every subgroup of index ≤ κ in S(X) is open, then S?0(X) does not embed
into S(X); in addition, by work of Shelah and Thomas [ShTh1], (∗) holds
true under Go¨del’s constructibility axiom, a strengthening of GCH.
The groups S?0(κ) are pairwise non-isomorphic, when κ ranges over in-
finite cardinals, because if α is the ordinal type of the chain of nontrivial
proper subgroups of S?0(κ), then κ = ℵα. The classification up to elementary
equivalence is tackled in [ShTr, Corollary 6.4].
Finally, the question whether every group of cardinal 2κ embeds into S?0(κ)
was raised by Clare, including in the case κ = ℵ0. Felgner and Haug [FH]
proved the consistency of a negative answer for ℵ0, namely that the negative
answer holds in ZFC+PFA, where PFA refers to the “Proper forcing axiom”.
Whether the negative answer is a theorem of ZFC remains an open problem.
(10) Scott [Sco2, §11.5.8] checked that for any infinite set X, the quotient homo-
morphism S(X)→ S?0(X) does not split (he previously asked this in [Sco1]).
In our language, this means that X is not realizable as a near S?0(X)-set. His
example is described in Example 1.4.
Clare [Cl, Corollary 2] has obtained non-splitting of the quotient homo-
morphism S(X)→ S(X)/S<|X|(X).
Actually, Vitali’s initial observation [Vi] that any transposition of an infi-
nite set is a product of two squares, implies that the quotient homomorphism
S(X)/A(X) → S?0(X) is not split, and even does not split in restriction to
some finitely generated subgroup. Indeed, if the extension were split, mod-
ding out by A(X) would provide a direct product with a cyclic group on two
elements, in which the image of any transposition cannot be a product of
squares.
(11) Last and not least, the determination by Truss [Tr4] of the automorphism
group of S?0(X) as S
?(X), which was already discussed in the proof of The-
orem 3.C.11. Its ancestor, namely that S(X) can be identified to its own
automorphism group for X infinite, was established by J. Schreier and Ulam
in 1937, see [Sco2, §11.4] or [DM, §8.2] (the result being valid whenever
|X| 6= 6). Truss’ theorem is considerably harder; the proof notably involves
a fine understanding of centralizers and conjugacy classes.
Let us now come to appearances of the near symmetric group and of the index
character.
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(12) Andreoli’s 1915 article [And] defines the “rank” of an injective self-map of
an arbitrary set as the (possibly infinite) cardinal of the complement of its
image, and observes that it is additive under composition. This seems to be
the first (partial) appearance of the index character.
(13) The group of near permutations seems to first appear hidden in Wagoner’s last
section [Wa], with K-theoretic motivations. Namely, he defines a Fredholm
permutation of a (countable) set X as a self-map f of X such that there exists
another self-map g such that f ◦g and g ◦f coincide with the identity outside
a finite subset (in the notation of §3.B, these are elements of the submonoid
Emap(X) ⊆ XX). He calls a “germ” of Fredholm permutation, a class modulo
the coincidence on finite subsets. This defines the group of near permutations
without ambiguity.
The index character also appears there, yet in a somewhat circuitous way.
Namely, Wagoner considers the subgroup Fn of S
?(N2) that have a repre-
sentative that is identity on N>n×N, and F∞ =
⋃
Fn. The latter group F∞
seems to be the goal of the construction in [Wa, §7] (which itself is motivated
by K-theoretic considerations). Indeed, Fn is the group of near permutations
of N≤n ×N while F∞ is not isomorphic to it (e.g., because the derived sub-
group of F∞ has countable cofinality, unlike the derived subgroup of S?(N),
by [MN]). The (prodigal) index of f ∈ F∞ is defined as |N2 r V | − |f(V )|,
after choosing a cofinite subset V of N2 on which f is injective. Wagoner
introduces it as “index homomorphism” without further comment, and that
it does not depend on the choice of V is also not mentioned. He states its
surjectivity on F∞, and that its kernel is the union P∞ =
⋃
Pn, where Pn is
the subgroup of permutations of N≤n×N modulo finitely supported permu-
tations. This material is almost textually repeated in the subsequent paper
[Pri]. It then seems to have been forgotten, with the notable exception of
[GrS].
(14) (Rudin-Shelah problem) The group S?(X) naturally acts on the Stone-C˘ech
boundary of X; whether the resulting injective homomorphism S?(X) →
Homeo(∂SC(X)) is surjective is actually undecidable (even for X countable)
in ZFC. There is a large literature in logic on this problem, initiated by Rudin
[Rud] and then Shelah [She, §IV.0 p.145, §IV.5 p.171]; I will not try to survey
it since this would be beyond by competence in set theory. Let me stick to
the early times of this problem. The usual formulation, due to Shelah of
this problem (asking whether every self-homeomorphism of the Stone-Cech
boundary is “trivial”) does not refer to the group structure of S?(X) (the
original formulation being whether every self-homeomorphism of the Stone-
C˘ech boundary of X induced by a bijection between two cofinite subsets
of X. This group structure on S?(X) becomes explicit, in relation to this
problem, in van Douwen’s posthumous article [vD], which includes a clear-
cut exposition of the index character (with the banker index convention),
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rather starting from the monoid Ecfbij(X) of cofinite-partial bijections (see
(16) below). Wagoner’s article (see (13) above) in not cited in [vD]; the
existence of this homomorphism was then visibly considered as unexpected,
and indeed, Shelah’s result of consistency of the surjectivity of S?(ℵ0) →
Aut(P?(ℵ0)) is misquoted in [vM, §2.6] as consistency of the surjectivity of
S(ℵ0) → Aut(P?(ℵ0)). In his posthumous article, van Douwen’s explains,
in comments starting [vD, §5], that some formulations of Shelah’s problem,
referring to “trivial” self-homeomorphisms, overshadowed the fact that there
is a distinction between those “trivial ones” (S?(X)) and those “very trivial
ones” (S(X)/S<ℵ0(X)), and that at the time he realized the distinction, he
thought of S(X)/S<ℵ0(X) as “the natural candidate for a nontrivial normal
subgroup of S?(X)”. Nevertheless the distinction between automorphisms
induced by permutations, and automorphisms induced by bijections between
cofinite subsets, is already explicit in [She, §IV.5 p.171].
(15) The near permutation group and index characters have been occasionally
reconstructed, with or without reference:
• in [GrS], with reference to [Wa], but expurgated from its labyrinthine
system to define the index character (and also using the prodigal index);
• in [ACM], without reference. It starts there from the monoid of cofinite-
partial bijections (called “near bijections”) on a set X, and the quotient
group S?(X) is called group of near symmetries of X. The (banker)
index is introduced as “index”.
• in [Rob], without reference. It starts with the monoid of closely bi-
jective self-maps (called “near-bijections”), precisely defined as those
self-maps f whose image is cofinite such that the Wf of those x such
that f−1({f(x)} 6= {x} is finite. Then the (prodigal) index is defined as
(|Wf | − |f(Wf )|)− |X r f(X)|.
• in [GuR], without reference, in the study of group quotients of the
monoid of cofinite-partial self-maps Emap(X). We elaborate on this in
the next item, (16).
(16) The set of partial bijections of a set X, under composition, is the most funda-
mental example of an inverse monoid (see Remark 3.B.1), called symmetric
inverse monoid (or symmetric inverse semigroup) of X, denoted I(X). Its
inverse submonoid of cofinite-partial permutations, denoted by Ecfbij(X) in
§3.B, is less known, but mentioned in [Law, p.217].
One important and well-known result on inverse semigroups is that every
inverse semigroup has a canonical largest group quotient (modding out by an
explicit congruence, called minimal group congruence, generated as a semi-
group congruence by the relations e2 = e when e ranges over idempotents).
In the case of Ecfbij(X), this largest group quotient precisely yields S?(X)
(Proposition 3.B.7(2)). Gutik and Repovs˘ [GuR] actually perform this con-
struction and then study this group and recognize its basic properties. Fur-
ther, they prove that every nontrivial congruence on the monoid Ecfbij(X) is
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a group congruence: in other words, proper quotients of the monoid Emap(X)
coincide with group quotients of S?(X), which are described in Corollary
3.C.10.
General monoids do not always have a unique largest group quotient; still
it is the case for Emap(X) and E(X) (which are not inverse monoids as soon
as |X| ≥ 2): they admit S?(X) as their largest group quotient, also by
Proposition 3.B.7.
(17) At my surprise, all the references I could find exclusively restrict to (partial)
maps from a single set to itself, with no attempt of a categorical approach
(which entails no particular difficulty).
Warning: I spent a considerable time at attempts to track early appearances
of all these notions (especially, the group of near permutations); nevertheless it
is quite possible, if not likely, that some further early references slipped through
the net.
3. Rough maps, near maps, near permutations
A solid preparatory work involving various suitable categories of maps will be
useful for the study of near actions. However, we recommend the reader not to
start with this section, unless with a taste for categories and algebraic structures.
3.A. Premaps, rough mappings.
Definition 3.A.1. Let X, Y be sets. Define a relation X→÷ Y as a subset of
X × Y ; the notation X→÷ Y emphasizes that we want to think of them as mul-
tivalued maps. Given another set Z and relations f : X→÷ Y and g : Y→÷ Z, the
composition (or comproduct) g ◦ f is defined as
{(x, z) ∈ X × Z : ∃y ∈ Y, (x, y) ∈ f, (y, z) ∈ g},
and the flipped relation f−1 : Y→÷ X, image of f by the flip (x, y) 7→ (y, x). We
also call f−1 the flip of f .
Where defined, composition is associative and identities idX are neutral ele-
ments; this forms the classical category of relations Rel (see for instance [McL,
§I.7]), whose objects are sets and arrows X → Y are relations X→÷ Y . Beware
that f−1 is usually not inverse of f : there is no containment between f−1 ◦ f and
idX holding in general.
Definition 3.A.2. For a relation f : X→÷ Y and x ∈ X or A ⊆ X, define
f [x] = {y ∈ Y : (x, y) ∈ f} and f [A] = ⋃x∈A f [X]. The domain of definition Df
of a relation X→÷ Y is the set of x ∈ X such that f [x] is a singleton, which we
then write as {f(x)} to get the usual functional notation.
If X ′ ⊆ X and Y ′ ⊆ Y , the relation X ′→÷ Y ′ induced by f : X→÷ Y is the
intersection f ∩ (X ′ × Y ′).
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Note that when f : X → Y is a genuine function and A ⊆ X, then f [A] = f(A)
(image of A); similarly for B ⊆ Y , then f−1[B] = f−1(B). In this case,
B 7→ f−1[B] is a Boolean algebra (unital) homomorphism. Conversely, if for
some relation f , the mapping B 7→ f−1[B] is a Boolean algebra (unital) homo-
morphism, then f is a function.
Definition 3.A.3. Denote by pX and pY the projections X
pX←− X × Y pY−→ Y .
A relation f : X→÷ Y is
• a finitely-valued relation if pX |f is proper, that is, f [x] is finite for all
x ∈ X;
• proper if pY |f is proper, that is, f−1 is a finitely-valued relation;
• a rough mapping if there exists a cofinite subset Y ′ of Y such that
pX |f∩(X×Y ′) is injective;
• a partial mapping if pX |f is injective, that is, f [x] is at most a singleton
for all x ∈ X, or equivalently, f ⊆ Df × Y ;
• a map, or a function, if pX |f is bijective, that is, f [x] is a singleton for all
x ∈ X, or equivalently, Df = X;
• bijective, or a bijection, if both f and f−1 are maps, or equivalently if f
is the inverse of f (in the sense that f−1 ◦ f : idX and f ◦ f−1 = idY )
• a cofinite-partial bijection if both X ′ = pX(f) and Y ′ = pY (f) are cofinite,
and f induces a bijection X ′ → Y ′.
These are the main definitions to keep in mind; of course the definitions of
maps and of bijections are the usual ones. Here are some additional definitions,
which can be skipped in a first reading.
Definition 3.A.4. A relation f : X→÷ Y is
• injective if pY |f is injective, that is, f−1[y] is at most a singleton for all
y ∈ Y ;
• surjective if pY |f is surjective, that is, f−1[y] is non-empty for all y ∈ Y ;
• closely injective if there exists a cofinite subset Y ′ of Y such that, denoting
f ′ = f ∩ (X × Y ′), the relation f ′ is injective and pX(f ′) is cofinite in X;
• closely surjective if f−1[y] is non-empty for all but finitely many y ∈ Y ;
• closely bijective if it is a rough mapping, closely injective and closely
surjective;
• a cofinite-partial injection if it is an injective partial mapping with cofinite
domain of definition; equivalently f is a bijection from a cofinite subset
of X onto a subset of Y ;
Note that for maps, injectivity and surjectivity are the classical definitions.
Definition 3.A.5. We say that two relations f, f ′ : X→÷ Y are near equal, de-
noted f ∼ f ′, if f 4 f ′ is finite (4 denoting symmetric difference as subsets of
X × Y ).
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We say that a subset of X ×Y is horizontal if it is included in X ×F for some
finite subset F of X. We say that two relations f, f ′ : X→÷ Y are roughly equal,
denoted f ≈ f ′, if f 4 f ′ is horizontal.
Proposition 3.A.6. Both ∼ and ≈ are equivalence relations on the set of rela-
tions X→÷ Y ; f ∼ f ′ implies f ≈ f ′.
Each of the following five conditions is saturated under the equivalence relation
≈: being a finitely-valued relation, being a rough mapping, being closely injective,
being closely surjective, being closely bijective.
In addition, being proper is saturated under the equivalence relation ∼ among
relations. 
Proposition 3.A.7. Let f, f ′ are proper rough mappings. Then f ∼ f ′ and
f ≈ f ′ both mean that there exists a cofinite subset of X included in Df ∩Df ′ on
which f and f ′ (viewed as functions) coincide. 
Proposition 3.A.8. Let f : X →÷ Y be a proper rough mapping and X ′ ⊆ X
a cofinite subset, and Y ′ a cofinite subset of Y . Define f ′ as the intersection
f ∩ (X ′ × Y ′).Then f ∼ f ′.
Proof. The subset f r f ′ is itself a proper rough mapping, and included in ((Xr
X ′)×Y )∪ (X× (Y rY ′)); it intersects (XrX ′)×Y in a finite subset because it
is a rough mapping, and X × (Y rY ′) in a finite subset because it is proper. 
In combination with Proposition 3.A.6, this yields:
Corollary 3.A.9. Let f : X →÷ Y be a proper rough mapping, X ′ a cofinite
subset of X and Y ′ a cofinite subset of Y . Each of the following properties is
satisfied by f if and only if it is satisfied by the restriction f ′ : X ′ →÷ Y ′: proper,
closely injective, closely surjective, closely bijective.
Proof. In all cases it is trivial (for arbitrary relations) that the given property
passes from f to f ′. Conversely, suppose that it holds for f ′; by the proposition,
f ∼ f ′. Since all given properties are saturated under ∼, we deduce that f ′,
viewed as a relation X →÷ Y (included in X ′×Y ′), satisfies the property. The last
immediate observation is that for each of the given properties, for g ∈ X ′ →÷ Y ′,
the property holds as a relation X ′ →÷ Y ′ if and only if it holds as a relation
X →÷ Y . 
Proposition 3.A.10. Composition of finitely-valued relations yields finitely-valued
relations, and is compatible with the relation of rough equivalence ≈ of Definition
3.A.5: for sets X, Y, Z and finitely-valued relations X
f,f ′−→ Y g,g′−→ Z such that
f ≈ f ′ and g ≈ g′, then g′ ◦ f ′ ≈ g ◦ f and these are finitely-valued relations.
Proof. We have (g ◦ f)[x] ⊆ ⋃y∈f [x] g[y]; since both f [x] and g[y] are finite, this
union is finite and we have stability under composition.
NEAR ACTIONS 31
Now write hg = g
′4 g and hf = f ′4 f . Then hg, hf are horizontal and
(g ◦ f)4 (g′ ◦ f ′) ⊆ ((g ∪ g′) ◦ hf) ∪ (hg ◦ (f ∪ f ′ ∪ hf )).
The set of horizontal relations is stable under right composition by arbitrary
relations, and under left composition by finitely-valued relations. Hence (g ◦f)4
(g′ ◦ f ′) is horizontal, that is, g ◦ f ≈ g′ ◦ f ′. 
Proposition 3.A.11. The following classes of relations are closed under com-
position, that is, if X
f→÷ Y g→÷ Z are relations with both f, g satisfying the
given property, so does g ◦ f : X→÷ Z: rough mapping; map; partial mapping;
injective; surjective; bijective; proper; proper rough mappings; closely injective
finitely-valued relations; closely surjective rough mappings; closely bijective.
Proof. Verifications are routine, we only check it in a few cases:
For close surjectivity of rough mappings: Define Y ′ = pY (f); it is cofinite in Y
by close surjectivity of f . Since g is a finitely-valued relation, the set F = g[YrY ′]
is a finite subset of Z. If z ∈ Z belongs to the cofinite subset pZ(g) r F , then
since z ∈ pZ(g), we have (y, z) ∈ g for some y ∈ Y and since z /∈ F , we have
y ∈ Y ′. Hence there exists x ∈ X such that (x, y) ∈ f and thus (x, z) ∈ g ◦ f .
As regards rough mappings, observe that a relation is a rough mapping if and
only if is roughly (≈) equivalent to a partial mapping, and hence the result follows
from Proposition 3.A.10. 
Since for proper rough mappings, ≈ and ∼ coincide, we deduce:
Corollary 3.A.12. For proper rough mappings, composition is compatible with
the relation ∼ of Definition 3.A.5. 
3.B. Category of rough mappings and near maps. For sets X, Y , denote
by:
• R(X, Y ) the set of rough mappings X →÷ Y ;
• Rpart(X, Y ) the set of partial mappings X →÷ Y ;
• Rmap(X, Y ) = Y X the set of maps X → Y ;
• P(X, Y ) the set of proper rough mappings X →÷ Y ;
• E(X, Y ) its subset of closely bijective proper rough mappings;
• Pmap(X, Y ) = P(X, Y ) ∩ Rmap(X, Y ) the subset of P(X, Y ) consisting of
proper maps.
• Emap(X, Y ) (resp. Ecfbij(X, Y )) the two subsets of E(X, Y ) consisting of (every-
where defined) maps, respectively of cofinite-partial bijections. In other words,
we have
Emap(X, Y ) = Pmap(X, Y ) ∩ E(X, Y )
and for f ∈ E(X, Y ), we have f ∈ Ecfbij(X, Y ) if and only if both pX and pY
are injective on f .
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For each C among these, we write C(X,X) = C(X). All these are stable under
composition, as particular cases of Proposition 3.A.11. Define the category R
of rough mappings with sets as objects and rough mappings as arrows; this is a
subcategory of the category Rel of relations. All the others are subcategories of
R, denoted Rmap, Rpart, P, E, Emap, Ecfbij. The category E is called the category
of close bijections. Of course Rmap is just the category of sets with maps, but
here we especially view it as a subcategory of the category R.
Remark 3.B.1. A semigroup is called an inverse semigroup if for every x there
exists a unique y such that x = xyx and y = yxy; when it is a monoid (i.e., there
is a unit element), it is called inverse monoid.
One of the most proto-typical examples of an inverse monoid is the monoid of
partial bijections of a set X. The monoid Emap(X) of cofinite-partial bijections
is a inverse submonoid of the latter; it is mentioned in [Law, p.217] and studied
in [GuR].
Definition 3.B.2. For X, Y sets, define R?(X, Y ) as the quotient R(X, Y )/≈,
and denote by f? the image of f , that is, the class of f modulo≈. DefineP?(X, Y )
as the quotient P(X, Y )/≈ and S?(X, Y ) as the quotient E(X, Y )/≈; we have
inclusions
S?(X, Y ) ⊆ P?(X, Y ) ⊆ R?(X, Y ).
Call elements of R?(X, Y ), resp. P?(X, Y ), resp. S?(X, Y ), near maps, proper
near maps, resp. near bijections from X to Y . Write R?(X,X) = R?(X),
P?(X,X) = P?(X) and S?(X,X) = S?(X), and call them near self-maps of
X, proper near self-maps, and near permutations of X respectively.
In view of Corollary 3.A.12, this defines a category R?, with a functor, which is
the identity on objects and mapping f to f?. Each of P
? and S? is a subcategory
of R?, with the same objects.
Proposition 3.B.3. Let X, Y be sets.
(1) The monomorphisms (resp. epimorphisms) from X to Y in the category
R? or P? are precisely the closely injective (resp. closely surjective) ele-
ments.
(2) The isomorphisms from X to Y in both R? and P? are precisely the ele-
ments of S?(X, Y ), and in particular coincide, in each of these categories,
with homomorphisms that are both monomorphisms and epimorphisms.
Accordingly, the near permutation group S?(X) is the subgroup of in-
vertible elements in the near self-map monoid R?(X) as well as in its
submonoid P?(X).
(3) For proper rough mappings X
f→÷ Y g→÷ Z, if g ◦ f is closely injective and
f is closely surjective, then g is closely injective and f is closely bijective;
if g ◦ f is closely surjective and g is closely injective, then f is closely
surjective and g is closely bijective.
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Proof. (1) Consider g ∈ R(Y, Z). Suppose that g is closely injective and consider
f, f ′ ∈ R(X, Y ) such that g ◦ f ≈ g ◦ f ′. There exists a cofinite subset Z ′ of Z
such that
• for some cofinite subset Y ′ of Y , the rough mapping g restricts to an
injective map Y ′ → Z ′;
• (g ◦ f) ∩ (X × Z ′) = (g ◦ f ′) ∩ (X × Z ′).
Define Y ′′ = Y ′ r g−1[g[Y r Y ′]]. Since g ∩ (Y ′ × Z) is proper, this is a cofinite
subset. Let us prove that f ∩ (X × Y ′′) = f ′ ∩ (X × Y ′′). Indeed, for (x, y) ∈
f ∩ (X × Y ′′), just using that y ∈ Y ′, we have (x, g(y)) ∈ (g ◦ f)× (X ×Z ′), and
hence belongs to (g ◦ f ′)× (X ×Z ′). So there exists y′ ∈ Y such that (x, y′) ∈ f ′
and (y′, g(y)) ∈ g. If by contradiction g′ ∈ Y rY ′, then we have y ∈ g−1[g[Y rY ′]],
which is excluded, so y′ ∈ Y ′. Since g × (Y ′ × Z ′) is injective, we deduce that
y = y′, and hence (x, y) ∈ f ′. This proves f ∩ (X × Y ′′) ⊆ f ′ ∩ (X × Y ′′), and
the opposite inclusion follows by switching roles.
Conversely, suppose that g is not closely injective. If Y 6= ∅, we can suppose
that g is a map and then either it has an infinite fiber, or infinitely many fibers
with at least two elements, and hence there exists an infinitely supported permu-
tation σ of X preserving fibers of g, and hence g ◦ σ = g ◦ idY , while σ  idY ,
and thus f? is not a monomorphism. If Y is empty, that g is not closely injective
means that X is infinite and any infinitely supported permutation of X does the
same job.
Consider f ∈ R(X, Y ). Suppose that f is closely surjective. Let g, g′ : Y →÷ Z
be rough mappings such that g ◦ f ≈ g′ ◦ f . Let Y ′ be a cofinite subset of Y such
that f ∩ (X × Y ′) is a surjective partial mapping. Let Z ′ be a cofinite subset of
Z included in g(Y ′) and such that (g ◦ f)∩ (X×Z ′) = (g′ ◦ f)∩ (X×Z ′). Define
Z ′′ = Z ′ r g[Y r Y ′]. Let (y, z) belong to g ∩ (Y × Z ′′). Since z ∈ Z ′′, we have
y ∈ Y ′. So there exists x ∈ X such that (x, y) ∈ f . So (x, z) ∈ (g ◦f)∩ (X×Z ′′).
Hence (x, z) ∈ (g′ ◦ f) ∩ (X × Z ′′). So there exists y′ ∈ Y such that (x, y′) ∈ f
and (y′, z) ∈ g′. Again, z ∈ Z ′′ forces y′ ∈ Y ′. So (x, y) and (x, y′) both belong
to f ∩ (X×Y ′), which is a partial mapping, and thus y′ = y. So (y, z) ∈ g′. This
proves g∩ (Y ×Z ′′) ⊆ g′∩ (Y ×Z ′′) and the reverse inclusion follows by switching
roles.
Conversely, if f is not closely surjective, choose a permutation σ of Y with
support included in the complement of the “image of g”, namely pY (g). Then
σ ◦ f = idY ◦ f while σ  idY , and thus f? is not an epimorphism in any of the
given categories.
(2) Consider f ∈ R(X, Y ). If f? is an isomorphism, then it is both a monomor-
phism and an epimorphism, and hence by the above characterization, f is both
closely injective and closely surjective, thus is closely bijective. Conversely, if
f is closely bijective, choose an injective partial mapping g ∈ Ecfbij(X, Y ) with
g ≈ f . Then we readily check that g−1 ◦ g is a cofinite subset of idX and g ◦ g−1
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is a cofinite subset of idY (and, if we work in P(X, Y ), we automatically have
g−1 ∈ P(X, Y )).
We now prove (3), freely using (1). Since g ◦ f is a monomorphism in P?, f
is a monomorphism in P?; since f is supposed to be an epimorphism in P?, it is
therefore an isomorphism in P? (by (2)) and so is closely bijective; it also follows
that g is a monomorphism in P?, hence g is closely injective. The other assertion
is similar. 
Lemma 3.B.4. For g, g′ ∈ R(X, Y ), the following are equivalent:
(1) g ≈ g′;
(2) there exists h ∈ E(Y ) such that h ◦ g = h ◦ g′;
(3) there exists h ∈ Ecfbij(Y ) with h◦h = h (so h ∼ idY ) such that h◦g = h◦g′;
if g, g′ ∈ Rmap(X, Y ), these are also equivalent to:
(4) there exists h ∈ Emap(Y ) with h ◦ h = h, with h ∼ idY , such that h ◦ g =
h ◦ g′;
if g, g′ ∈ P(X, Y ), these are also equivalent to:
(5) there exists f ∈ E(X) such that g ◦ f = g′ ◦ f ;
(6) there exists f ∈ Ecfbij(X) with f ◦ f = f (so f ∼ idX) such that g ◦ f =
g′ ◦ f ;
if g, g′ ∈ P(X, Y ) and X is infinite, these are also equivalent to:
(7) there exists f ∈ Emap(X) with f ◦ f = f (so f ∼ idX) such that g ◦ f =
g′ ◦ f .
Proof. Any of the condition implies (1): indeed, if a closely bijective rough map-
ping f or h exists as in any of them, then modulo ≈, the finitely-valued relation
f or h induces an isomorphism (Proposition 3.B.3(2)), and (1) follows.
It remains to prove that (1) implies, under the possible additional specifica-
tions, the other conditions. Trivially (6) implies (5) and (3) implies (2), so we
can skip (5) and (2).
We thus suppose (1), namely g ≈ g′. So there exists a cofinite subset Y ′ of Y
such that g ∩ (X × Y ′) = g′ ∩ (X × Y ′). Define h = idY ′ . Then h ◦ h = h and
h ◦ g = h ◦ g′; we have h ∈ Ecfbij(Y ) and we obtain (3). To obtain (4), assume
in addition that g, g′ are maps. If Y ′ = Y , h already works. Otherwise, choose
y0 ∈ Y r Y ′ and extend h to Y r Y ′ as constant equal to y0. Then h is a map
an h ◦ h = h. For x ∈ X, we have g(x) ∈ Y ′ if and only if g′(x) ∈ Y ′, in which
case then g′(x) = g(x) and then h(g(x)) = h(g′(x)). Otherwise, g(x), g(x′) both
belong to Y r Y ′ and then h(g(x)) = h(g′(x)) = y0, proving (4).
Now suppose that g, g′ are proper rough mappings. Let F be the set of x ∈ X
such that either x /∈ Dg ∩Dg′ or g[x] 6= g′[x]. Since g, g′ are proper, F is finite.
Let f be the identity on the complement X ′ of F . If we leave f undefined on F ,
then f ◦f = f and g ◦f = g′ ◦f , and we obtain (6). If we assume X infinite, then
X ′ is nonempty and hence we can extend f as equal to some constant element of
X ′ on F , and thus we obtain (7). 
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Proposition 3.B.5. Let X, Y be sets.
(1) The quotient map R(X, Y ) → R?(X, Y ) is surjective in restriction to
Rpart(X, Y ), and is surjective in restriction to Rmap(X, Y ) unless X is
nonempty and Y is empty.
(2) The canonical map from Pmap(X, Y ) to P?(X, Y ) is surjective, except
when X is finite nonempty and Y is empty.
(3) The quotient map E(X, Y ) → S?(X, Y ) is surjective in restriction to
Ecfbij(X, Y ), and is surjective in restriction to Emap(X, Y ) at the exception
when X is finite and nonempty while Y is empty.
Proof. (1) this reflects the fact that every ≈-class of a rough mapping contains
a partial mapping, and contains a map at the given exception. The case of (2)
is similar; note then the difference that when X is infinite and Y is empty, both
terms are empty and there is no failure of surjectivity.
(3) For f ∈ E(X, Y ), let X ′ be a cofinite subset of Df on which f is injective,
and define f ′ = f ∩ (X ′ × f(X ′)). Then f ∼ f ′ and f ′ is a cofinite-partial
bijection. This proves surjectivity of Ecfbij(X, Y ) → S?(X, Y ). Also, if Y is
nonempty, define f ′′ as equal to f on X ′ and to some given constant elsewhere.
This proves surjectivity of Emap(X, Y ) → S?(X, Y ) if Y is nonempty. If Y is
empty and X is infinite, then both Emap(X, Y ) and S?(X, Y ) are empty, so we
have id∅, which is surjective; if both X, Y are empty, this map is the unique map
between two singletons and hence is surjective. 
Proposition 3.B.6. Let X, Y be sets.
(1) Let C be a full subcategory of R or Rpart, or a full subcategory of Pmap
not containing the empty set as an object. Let C? be the corresponding
subcategory of R?, with the same objects as C.
Let u be a functor from C into another category D. Suppose that for
every object X of C and every f ∈ C(X) such that f ≈ idX , we have
u(f) = idu(X). Then the functor u factors (uniquely) through C
?.
(2) The same statement holds with R replaced with P (and Rpart erased),
Rmap replaced with Pmap, and R? replaced with P?.
(3) The same statement holds with R,Rpart replaced by E,Ecfbij, with Rmap
replaced by Emap, and R? replaced by S?.
(4) Let X be a set. Every homomorphism u from R(X), Rpart(X), or Rmap(X)
(resp. P(X) or Pmap(X)) (resp. E(X), Ecfbij(X), Emap(X)) into a monoid
such that u(g) = 1 whenever g ≈ idX factors (uniquely) through R?(X)
(resp. through P?(X), resp. through S?(X)).
Proof. (4) If X is empty, this is trivial. Otherwise, this follows from the various
previous items, applied to the corresponding full subcategory with a single object
X.
(1) Denote by R′ the left-hand category (R, Rpart or Rmap). For X, Y sets
in the full subcategory, R′(X, Y ) → R?(X, Y ) being surjective (since we have
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excluded the empty set in the case of Rmap), the uniqueness of the factored map
R?(X, Y ) → D(u(X), u(Y )) is clear. If f, f ′ ∈ R(X, Y ) and f ≈ f ′, then there
exists, by Lemma 3.B.4 (using characterization (3) in the case of R or Rpart,
and (4) in the case of Rmap), an element h ∈ C(Y ) such that h ≈ idY and
h ◦ f = h ◦ f ′. Hence, by assumption, u(h) = idu(Y ), and therefore u(f) = u(f ′),
whence the factorization.
The proofs of (2) and (3) work in the same way, Lemma 3.B.4 applying equally
(using characterization (3) in the case of P, E or Ecfbij, and (4) in the case of
Emap). 
Let us provide a variant of Proposition 3.B.6(3), replacing the assumption
referring to maps ≈-equivalent to the identity, with the bare assumption that the
target category consists of isomorphisms.
Proposition 3.B.7. Let X, Y be sets.
(1) More generally, every functor from a full subcategory of the category E,
Ecfbij or Emap, into a category in which all arrows are invertible, uniquely
factors though the category S?.
(2) In particular, the group S?(X) is the largest group quotient of each of
the monoids E(X), Ecfbij(X), Emap(X): every monoid homomorphism of
any of these monoids into a group uniquely factors through its canonical
homomorphism onto S?(X).
Proof. (2) This is the particular case of (1), when we consider a subcategory with
a single object; for simplicity we start proving it, because it highlights the main
ideas of the proof. Let E denote any of the groups E(X), Ecfbij(X), Emap(X). So
we have the equivalence relation ∼ on E, and the quotient of E by ∼ is equal to
the group S?(X), by Proposition 3.B.5(3). The monoid E has the property that
for g, g′ ∈ E, g◦g′ if and only if there exists h ∈ E such that h2 = h and hg = hg′,
by Lemma 3.B.4. Let u : E → G be a homomorphism into a group. If g, g′ ∈ G
and g ∼ g′, consider h as above; then u(h)2 = u(h) and u(h)u(g) = u(h)u(g′).
Since G is a group, we deduce u(h) = 1 and u(g) = u(g′). This shows that u
factors (uniquely) through (E/∼) = S?(X).
The general case (1) for E and Ecfbij is proved exactly in the same way: the
only difference is that g, g′ are maps X → Y with g ∼ g′; Lemma 3.B.4 equally
applies. In Emap, this works up to one bad joke, due to the the non-surjectivity
of Emap(X, Y )→ S?(X, Y ) when X is nonempty and finite and Y is empty (call
this a bad (X, Y )). Let us formulate more precisely what is proved and what
remains. Denote the functor by u and the target category by C. The previous
argument yields that for any (X, Y ) not bad, the map f 7→ u(f) from Emap(X, Y )
to C(X, Y ) factors uniquely through a map u¯ from S?(X, Y ) to C(X, Y ), and this
is functorial (one has functoriality of u¯) for all triples (X, Y, Z) such that none
of (X, Y ) and (Y, Z) is bad). It remains to extend this to bad pairs and check
uniqueness and functoriality. If (X, ∅) is a bad pair, X is finite and S?(X, ∅)
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is a singleton κX∅, which is an isomorphism whose inverse is the image of the
unique element i∅X of Emap(∅, X). Hence the only possible candidate for u¯(κX∅)
is u(i∅X)−1, which exists since C has only isomorphisms. It remains to check
functoriality; we have to consider triples X
f?→ Y → ∅ or Y → ∅ → Z with Y
finite nonempty. In the first case, we need to check u¯(κX∅) = u¯(κY ∅) ◦ u¯(f), that
is, u(i∅X)−1 = u(i∅Y )−1 ◦u(f), or equivalently u(f)◦u(i∅X) = u(i∅Y ), which holds
by functoriality of u and since f ◦ i∅X = i∅Y . In the second case, when Z is empty
we conclude immediately; otherwise denote by g? the composite map Y → Z; we
need to check u¯(g?) = u¯(i∅Z?) ◦ u¯(κY ∅), that is, u(g) ◦ u(i∅Y ) = u(i∅Z), which in
turn holds by functoriality of u and since g ◦ i∅Y = i∅Z . 
Let us mention the coproduct in these “near” categories. Consider sets X1, X2,
Y1, Y2, and Zi = XiunionsqYi. We have inclusions of X1×X2 and Y1×Y2 into Z1×Z2.
This defines an injective map from Rel(X1, X2) ×Rel(Y1, Y2) into Rel(Z1, Z2),
mapping (f1, f2) to f1unionsqf2, which is bifunctorial (i.e., functorial in each variable).
This is actually the coproduct in the category of relations. It restricts to an
injective map from R(X1, X2)×R(Y1, Y2) into R(Z1, Z2) and similarly for Rpart,
Rmap, Pmap, E, Emap, Ecfbij. In particular, this is the coproduct in each of these
subcategories. (At the level of Rel, this extends to infinite disjoint unions and
thus defines infinite coproducts; however each of the given subcategories is not
stable under infinite disjoint unions, as the reader can check.)
The above disjoint union construction is compatible with the relation ≈, and
hence defines a map P?(X1, X2) × P?(Y1, Y2) → P?(Z1, Z2), which is also in-
jective. This is the coproduct in the category P?, as well as in its subcate-
gory S?. In particular, we have a canonical injective monoid homomorphism of
P?(X)×P?(Y ) into P?(X unionsqY ), and a canonical injective group homomorphism
of S?(X)×S?(Y ) into S?(X unionsq Y ).
Remark 3.B.8. Let us mention a rough substitute for infinite disjoint unions
of near actions. Let X be a set and (Xi) a family of subsets, with Xi ∩ Xj
finite for all i 6= j. Let Gi be a group with a near action αi on Xi for all i,
and extend this as a near action αi on X, with trivial near action outside Xi.
Then [αi(Gi), αj(Gj)] = 1 for all i 6= j. Hence this defines a near action of the
restricted direct product
⊕
Gi near acts on X. If each αi is ?-faithful on Gi,
then the resulting near action is ?-faithful on
⊕
Gi. Such a construction is used
in 6.C, and actually already appears in [ShS, §2].
3.C. Index. Let card± be the collection of all signed cardinals, that is, cardinals
or negative of cardinals; here the negative of a cardinal is just a cardinal decked
out with a sign, with −0 = 0, and we sort cardinals and their negatives with the
obvious ordering. It has a partial addition, namely we can add any two signed
cardinals unless they are infinite and opposite, in the only reasonable way (for
instance −ℵ1 + ℵ0 = −ℵ1). We use subscripts to mean intervals in card±; for
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instance card≥0 is just the collection of cardinals (we omit ± when no confusion
incurs).
To measure how is a relation far to be a bijective map, we introduce, for a
relation f : X→÷ Y the defect
δx(f) = |f [x]| − 1 ∈ card≥0 (x ∈ X);
here | · | means cardinal. The expression
δ•(f) =
∑
x∈X
δx(f);
is well-defined when there are no infinitely many nonzero contributions δx(f) of
both signs, namely:
• if f is a proper rough mapping, in which case it is valued in Z;
• when f−1 is closely injective, in which case δ•(f) ∈ card±<ℵ0 ;
• when f−1 is closely surjective, in which case δ•(f) ∈ card±>−ℵ0 .
Definition 3.C.1. For a proper rough mapping f , supposed closely injective or
closely surjective, define its (banker) index
φ(f) = φX,Y (f) = δ•(f)− δ•(f−1) ∈ card±
and its prodigal index ψ(f) = ψX,Y (f) = −φ(f). We say that f is balanced,
receptive, strictly receptive, bounteous, strictly bounteous if φ(f) = 0, φ(f) ≥ 0,
φ(f) > 0, φ(f) ≤ 0, φ(f) < 0 respectively.
This is well-defined, takes a value in Z if and only if f is closely bijective, and
otherwise takes an infinite positive value for f closely injective and an infinite
negative value for f closely surjective.
Remark 3.C.2. Both the banker index and the prodigal index appear as “index”
in the literature. It seems there is no definite objective reason to impose either
choice. In the sequel, we follow, unless explicitly stated, the convention to work
with the banker index character and abridge it as “index”. To memorize this
convention of sign, it may be useful to retain that for X = N and σ(n) = n+1, we
have φ(σ) = 1, which illustrates how N claims a positive balance when collecting
one Gold Louis from its devoted complement.
Remark 3.C.3. When f is a map, δ•(f) = 0 and hence
φ(f) = −
∑
y∈Y
(|f−1({y})| − 1).
When f is an injective partially defined map (i.e., f is equal to a bijection from
the cofinite subset Df of X to the subset Df−1 of Y ), the numbers |f [x]| − 1 and
|f−1[y]| − 1 can only take the values 0,−1 and we have the restatement
φ(f) = |Dcf−1| − |Dcf |,
where c means complement.
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It satisfies the following two fundamental properties:
Proposition 3.C.4. The index is invariant in ∼-classes of proper rough map-
pings that are either closely injective or closely surjective. It is additive under
composition of two closely injective, or two closely surjective proper rough map-
pings.
Proof. Consider two sets X1, X−1 and f ∼ f ′ : X1 →÷ X−1. It is enough to
prove the result when f ′ = f unionsq {(x1, x−1)}. In this case, for each ε ∈ {±1} and
x ∈ Xε r {xε}, we have δx(f ε) = δx(f ′ε), while δxε(f ′ε) = δxε(f ε) + 1. Therefore,
δ•(f ′
ε) = δ•(f ε) + 1 for both ε equal to 1 or −1, and this difference is therefore
annihilated in the index.
Consider proper rough mappings X
f→÷ Y g→÷ Z, both closely surjective or
both closely injective.
Start with the case when g, f are both closely bijective. By invariance of the
index on∼ classes, we can suppose that both f and g are cofinite-partial bijections
and that the domain of definition of g is equal to the domain of definition of f−1.
Then in this case, g ◦ f is a bijection from Df to Dg−1 and, denoting by Dch the
complement of Dh,
φ(g ◦ f) = |Dcg−1|−|Dcf | = |Dcg−1|−|Dcg|+|Dcf−1|−|Dcf | = φ(g)+φ(f).
Now consider the case when g, f are not both closely bijective. By Lemma
3.B.3(3), g ◦ f is not closely bijective, and hence φ(g ◦ f) is infinite (positive or
negative). Since δ•(g ◦ f) is finite we have φ(g ◦ f) = δ•((g ◦ f)−1). Since the
sum of two cardinals including an infinite one is given by the maximum, we have
to prove that δ•((g ◦ f)−1) is the maximum of δ•(g−1) and δ•(f−1) when both
f, g are closely surjective, and the same with negative signs when both f, g are
closely injective.
First suppose g, f are both closely surjective; we can suppose that they are both
surjective (adding finitely many points to f and g). Observe that for h : X →
÷ Y surjective proper rough mapping, we have δ•(h−1) = |Dch−1|, where c means
complement. Then Dc(g◦f)−1 = D
c
g−1 ∪ g[Dcf−1 ]. Since the cardinal of g[Dcf−1 ]
is the same as the cardinal of Dcf−1 (unless both are finite), we deduce that
|Dc(g◦f)−1| = max(|Dcg−1|, |Dcf−1|). Hence δ•((g ◦ f)−1) = max(δ•(g−1), δ•(f−1)).
The case when g, f are both closely injective is similar: we can suppose that
they are both injective (removing finitely many points to f and g). We then
observe that for h : X →÷ Y injective proper rough mapping, we have −δ•(h−1) =
|Dch−1|. Then again we have Dc(g◦f)−1 = Dcg−1 ∪ g[Dcf−1 ] and we conclude in the
same way that |Dc(g◦f)−1| = max(|Dcg−1|, |Dcf−1|), and hence −δ•((g ◦ f)−1) =
max(−δ•(g−1),−δ•(f−1)) 
We can therefore define the index at the level of near bijections. For reference
we write:
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Definition 3.C.5. The index of a near bijection u ∈ S?(X, Y ) with a represen-
tative that is a bijection between cofinite subsets X1 r F1 and X2 r F2 is the
value
φ(u) = φX,Y (u) = |F2| − |F1| ∈ Z.
The definitions of balanced, (strictly) receptive (strictly) bounteous (see Def-
inition 3.C.1), make sense for near bijections. We denote by S?0(X, Y ) the set
of balanced near bijections from X to Y , and S?0(X) = S
?
0(X,X), the group of
balanced near permutations. More generally we can use subscripts with obvi-
ous meaning; for instance receptive near permutations of X form the submonoid
S?≥0(X).
Corollary 3.C.6. The index yields a functor from the category S? of near maps
to the group Z (viewed as a category with a single object). In particular, for every
set X it yields a homomorphism S?(X) → Z, which is surjective for X infinite
and trivial otherwise.
Proof. Only the last statement requires an additional argument: if X is finite,
S?(X) is a trivial group and hence the index vanishes; otherwise we can write X
as Y unionsqN for some subset Y , and then idY unionsq σ, where σ(n) = n+ 1 is an element
of E(X) with index 1. 
Proposition 3.C.7. Given sets X, Y and f ∈ E(X, Y ), we have:
(1) f is near equal to some element in Ecfbij(X, Y ) that is either a map or the
flip of a map (see Definition 3.A.1);
(2) f is near equal to some element in Ecfbij(X, Y ) ∩ Emap(X, Y ) (i.e., an
injective map) if and only φX,Y (f) ≥ 0 (i.e., f is receptive);
(3) f−1 : Y →÷ X is near equal to some injective map, if and only if f is
near equal to some surjective map, if and only if φX,Y (f) ≤ 0 (i.e., f is
bounteous);
(4) f is near equal to some bijection if and only if φX,Y (f) = 0 (i.e., f is
balanced). 
Corollary 3.C.8. For any set X we have an exact sequence
1→ S<ℵ0(X)→ S(X)→ S?(X)→ Z,
where the right hand map is the index character and other maps are the canon-
ical ones; if X is infinite the right-hand map is also surjective. In particular,
the quotient S(X)/S<ℵ0(X) is canonically isomorphic with the group S
?
0(X) of
balanced near permutations.
The classification of normal subgroups of S?(X) easily follows from Baer’s
theorem below. For a cardinal κ, denote by κ+ the next smallest cardinal.
Theorem 3.C.9 (Baer [Bae], see [Sco2, §11.3] or [DM, §8.1]). For any infinite
set, the normal subgroups of S(X) form a chain consisting of {1}, the alternating
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subsetoup A(X), and, for infinite cardinals κ at most equal to |X|+, the subgroup
S<κ(X) of permutations with support of cardinal less than κ.
In addition, for any two of these subgroups, the smaller one is characteristic
in the larger one, and in particular these are the only subnormal subgroups, see
[Sco2, §11.3].
Corollary 3.C.10. For every infinite set X, the distinct normal subgroups of
S?(X) are:
• the trivial subgroup;
• for every n ∈ N and cardinal κ with ℵ0 < κ ≤ |X|+, the subgroup
S?nZ,<κ(X) of near permutations with support of cardinal < κ and index
in nZ. The corresponding quotient canonically splits as the direct product
Z/nZ×S(X)/S<κ(X).
The groups S?(X) and S?(Y ) are isomorphic if and only if X, Y have the same
cardinal.
Proof. It is clear that these are normal subgroups. To show that these are distinct,
clearly S?nZ,<κ(X) determines κ, and it also determines n when κ is uncountable,
since one can find countably supported permutations of arbitrary index.
If N is a normal subgroup, then by Baer’s theorem (Theorem 3.C.9), the
intersection N ∩S?0(X) is equal to S<κ(X)/S<ℵ0(X) for some infinite cardinal
κ ≤ |X|+. Let nZ be the image of the index map in restriction to N . Then
S?0,<κ(X) ⊆ N ⊆ S?nZ,<κ(X). Since the index map onto nZ is surjective, the
reverse inclusion S?nZ,<κ(X) ⊆ N immediately follows.
If κ is uncountable, it is immediate that the quotient S?(X)/S?nZ,<κ(X) splits
as the direct product of S?(X)/S?nZ(X), which is isomorphic to Z/nZ, and
S?(X)/S?<κ(X), which is canonically isomorphic to S(X)/S<κ(X).
The last observation follows from the fact that nontrivial proper normal sub-
groups of the derived subgroup S?0(ℵα) form a chain of length α. 
Theorem 3.C.11. Let X be a set.
(1) (Truss) the canonical homomorphism S?(X) → Aut(S?0(X)) is an iso-
morphism.
(2) The group of near permutations S?(X) is complete, i.e., the canonical
homomorphism to its automorphism group is an isomorphism.
(3) (Receptive vs bounteous) The monoids S?≥0(X) and S
?
≤0(X) are not iso-
morphic.
Proof. The first result is proved by Truss in [Tr4]; the method requires a solid
luggage of logical background. I am not aware of an approach without logic; in
the case of X countable, it is done in [ACM] but the proof has a gap (see Remark
11.A.6); I do not know if it can easily be fixed.
In (1), the injectivity part is the easy one, namely, the centralizer of S?0(X) in
S?(X) is trivial. It is not hard to deduce the (2) from (1). The first observation
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is that S?0(X) is a characteristic subgroup of S
?(X). This can be viewed in many
ways, e.g., it follows immediately from the classification of normal subgroups of
S(X) (Theorem 3.C.9) that S(X) is perfect and hence S?0(X) is the derived
subgroup of S?(X); however a very elementary approach consists in using the
fact that every element of S(X) is the product of two elements of order ≤ 2, and
hence it follows that S?0(X) is the intersection of all kernels of homomorphisms
S?(X)→ Z.
Therefore, taking the restriction to S?0(X) yields a natural homomorphism
r : Aut(S?(X)) → Aut(S?0(X)). Then r is injective. This follows from the
following general easy claim:
In every semidirect product Λ o Z in which Λ has a trivial centralizer, every
automorphism f that is the identity on Λ is the identity everywhere. To prove
this claim, let t be a generator of Z. Then
t−1λt = f(t−1λt) = f(t)−1f(λ)f(t) = f(t)−1λf(t), ∀λ ∈ Λ,
and hence tf(t)−1 centralizes Λ, whence f(t) = t and thus f is the identity, so
the claim is proved.
Finally, the surjectivity of r is precisely the contents of (1), i.e., Truss’ theorem.
(3) Given a semigroupM , a group hull is an injective semigroup homomorphism
fromM to a group, universal for injective homomorphisms fromM to groups. IfG
is a group and u a homomorphism G→ Z, it is straightforward that u−1(N)→ G
is a universal hull. Thus an isomorphism S?≥0(X) → S?≤0 would extend to an
index-reversing automorphism of S?(X), which does not exist by (2). 
Another feature of the group S?0(X), for X infinite, is the central extension by
Z/2Z coming from the quotient by the alternating group S(X)/A(X). See §8.C.
3.D. Power sets and cartesian products.
3.D.1. Near power sets. Denote by C˘ the opposite category of a category C. So
C˘(X, Y ) = C(Y,X) for all objects X, Y . Note that E can be viewed as a subcat-
egory of both P and P˘ (mapping f to f and f−1 respectively).
For a set X, we denote by P(X) its power set. This is a Boolean algebra.
The set P<ℵ0(X) of finite subsets of X forms an ideal and the quotient Boolean
algebra is denoted by P?(X), and called near power set of X.
If f ∈ P˘(X, Y ) and A,B ⊆ X with A4 B finite, then f [A]4 f [B] is finite.
Indeed, it is included in f [ArB]∪f [BrA], which is finite by properness of f−1.
Therefore, f induces a map f∗ from P?(X) to P?(Y ). This is a Boolean algebra
homomorphism: if X is empty this is clear, and otherwise there exists a map g
such that f ∼ g, and hence f∗ = g∗, and g∗ is a Boolean algebra homomorphism
because g−1 is a map. Therefore this defines a functor P˘ → BoA, constant
on ∼-equivalences classes, which by Proposition 3.B.6 factors through a functor
P˘? → BoA, and hence, by restriction, from S? to BoA.
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Proposition 3.D.1. This functor is faithful: for any sets X, Y , the canonical
map
P˘?(X, Y )→ HomBoA(P?(X),P?(Y ))
is injective.
Proof. If X is empty, the left-hand set is at most a singleton and injectivity
follows. Otherwise, injectivity amounts to show that whenever f, g ∈ Pmap(Y,X)
and f∗ = g∗, then f ∼ g. Let us prove the contraposition. Suppose that f, g ∈
Pmap(Y,X) and f  g. So there exists an infinite subset I of Y such that
f(y) 6= g(y) for all y ∈ I. Using that f, g are proper, we can, by an obvious
induction, construct an infinite countable subset K of J such that A = f(J) and
g(J) are disjoint. Then J ⊆ f−1(A) r g−1(A). Since J is infinite, this implies
that f∗(A) 6= g∗(A). 
In particular, this yields, for every set X, a canonical injective monoid ho-
momorphism P˘?(X) → End(P?(X)); it restricts to a canonical injective group
homomorphism S?(X) → Aut(P?(X)). Surjectivity of this homomorphism is
undecidable in ZFC, see (14) in §2.
If A ⊆ X, and [[A]] denotes its image in P?(X), the commensurator P˘?(X, [[A]])
of A in P˘?(X) is the stabilizer of [[A]] for the action of P˘?(X) on P?(X); its inverse
image in P˘(X) is called its commensurator in P˘(X), and denoted by P˘(X, [[A]]).
Similarly, we can define the commensurator S?(X, [[A]]) = P˘?(X, [[A]])∩S?(X) of
A in S?(X) as the stabilizer of [[A]] for the action of S?(X) on P?(X); its inverse
image in S(X) is called its commensurator in S(X), and denoted by S(X, [[A]]),
it equals P(X, [[A]]) ∩S(X).
The subgroup S(X, [[A]]) appears in a obscured way in [Bal1, Def. 2.1] in the
restriction when either A is either countable or has countable complement and
both A and its complement are infinite.1
There is a canonical monoid homomorphism P(X, [[A]]) → P(A) mapping f
to f ∩ (A × A), inducing a monoid homomorphism P?(X, [[A]]) → P?(A). They
restrict to a monoid homomorphisms Ecfbij(X, [[A]])→ Ecfbij(A), Emap(X, [[A]])→
1For (and only for) the interested reader: Ball starts [Bal1, §1] starts with a set M partitioned
into two infinite subsets P unionsq Q. He denotes their cardinals as X and Z, but I write |P | and
|Q| instead; he assumes |P | ≥ |Q|. He defines subgroups of normal subgroups of S(M) and I
will stick to S(M) itself (so the cardinal he denotes as Y should be understood as |P |+). He
then defines a subgroup of S(M) he denotes as L(Y,Z), which I thus denote (only here!) as
L(|P |+, |Q|), which is the set of s ∈ S(M) such that |P r s−1P | < |Q| and |Qr s−1Q| < |Q|.
Hence, when Q is infinite countable, this is the same asS(M, [[Q]]). This choice of inconveniently
rigid notation is due to the fact that Ball was only interested in exhibiting maximal subgroups.
Similar conventions are used in [Ric]. The latter defines a subset A ⊆ M as almost invariant
for a given permutation s if |A4 sA| < |A|. This is not convenient, for instance because the
set of such subsets is not a Boolean algebra of P(X) (while {A : |A4 sA| < κ} for fixed κ is a
Boolean subalgebra.)
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Emap(A), and a group homomorphism S?(X, [[A]]) → S?(A); the latter plays an
important role throughout this paper.
3.D.2. Bounded functions modulo c0-functions. Let K be a normed field. Let
`∞K(X) be the K-vector space of bounded functions X → K, endowed with the
supremum norm, and c0(X) its closed subspace of functions vanishing at infinity,
that is, functions f such that for every ε > 0, the set of x such that ‖f(x)‖ ≤ ε
is finite; this is the closure of the subspace of finitely supported functions.
For f ∈ Rmap(X, Y ), composition yields a map f ∗ : `∞K(Y ) → `∞K(X), with
‖f ∗(u)‖ ≤ ‖u‖ for all u ∈ `∞K(Y ). This gives a covariant functor from R˘map to
the category of normed K-vector spaces with 1-Lipschitz linear maps.
If f ∈ Pmap(X, Y ), the map f ∗ maps c0(Y ) into c0(X), and hence passes to
a linear map between quotients `∞K(Y )/c0(Y )→ `∞K(X)/c0(X). Moreover, when
f ∼ g and u ∈ `∞K(Y ), f ∗u and g∗u coincide outside a finite subset. Hence the
`∞K(Y )/c0(Y )→ `∞K(X)/c0(X) only depends on the ∼-class of f .
This gives a covariant functor from P˘map to the category of normed K-vector
spaces with 1-Lipschitz linear maps. By Proposition 3.B.6(2), this yields a func-
tor from P˘? (restricted to nonempty sets) to normed K-vector spaces with 1-
Lipschitz linear maps, mapping X to `∞K(X)/c0(X). Restricting to {0, 1} valued
functions, we recognize the power set, and more precisely, we obtain injective
maps P?(X) → `∞K(X)/c0(X), equivariant under the P-action. In particular,
the above functor is faithful, as a consequence of Proposition 3.D.1.
By restriction, it yields a functor from S? to normed K-vector spaces with
isometric bijective linear maps (we can use Proposition 3.B.7 to avoid excluding
the empty set). In particular, for every set X, we have a natural linear isometric
action of S?(X) on the Banach space `∞K(X)/c0(X).
3.D.3. Near powers. Let X,A be sets. Define the set of close maps M(X,A) as
the set of relations f : X→÷ A such that pX |f has finite fibers, and such that there
exists a cofinite subset X ′ such that f ∩ (X ′×A) is a map. Define the near power
as its quotient A)X( by the near equality relation ∼. Beware that close maps
are not stable under composition: typically, g ◦ f can fail to be a close map if f
is constant. Also beware that while we have an inclusion M(X,A) ⊆ R(X,A),
the resulting map A)X( → R?(X,A), while well-defined, is not injective, because
the restriction of ≈ to M(X,A) is larger than ∼. If X is infinite, A)X( is known
as the reduced power of A with respect to the filter of cofinite subsets: it is the
quotient of AX by the relation of coincidence on a finite subset; if X is finite,
M(X,A) is a singleton (even if A is empty). For more on reduced powers, see
[CK, Chap. 4].
Nonetheless, being a close map is stable under precomposition with proper
rough mappings, and moreover this is compatible with the relations ∼ on both
sides. Therefore, for every set A, every f ∈ P˘(X, Y ) yields a map M(X,A) →
M(Y,A), which in turn induces a map f∗ : A)X( → A)Y (. This defines a functor
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uM from P˘
? to sets. If A = H is a group, the sets H)X( inherit a group structure
and uH is actually a functor from P˘
? to the category of groups. The same holds
for other structures of universal algebra; notably when A = Z/2Z is considered
as a Boolean algebra, we retrieve the construction P?(X) = (Z/2Z))X(.
Proposition 3.D.2. For every set A with at least two elements, the functor uA
is injective: the canonical map
P˘?(X, Y )→ Rmap(A)X(, A)Y ()
is injective for all sets X, Y .
Proof. Let B be a subset of A of cardinal 2. If f, g have the same image, then
they also have the same image in Rmap(B)X(, B)Y (). This reduces to the case
when A = Z/2Z, in which case A)X( can be identified to P?(X). Hence this
follows from Proposition 3.D.1. 
3.D.4. Near products. Near powers are particular instances of the more general
notion of near product, which is also classical and a particular case of the notion
of reduced product [CK, Chap. 4]. (However, the action of S?(X) is specific to
near powers.)
Given a set I and a family of sets (Ai)i∈I , the near product
∏?
i∈I Ai can be
defined the set of partial mappings, with cofinite definition domain, mapping each
element i of the definition domain to some element of Ai, and then identifying
any two such partial mappings whenever they coincide outside a finite subset.
If Ai = A for all i, this is the near power A
)I(. If each Ai is a group, the near
product is canonically a group.
The issue of the empty set, already apparent in Proposition 3.B.6, is more
serious here: the canonical map
∏
i∈I Ai →
∏?
i∈I Ai is surjective when all Ai are
nonempty, but the product is empty as soon as one of the Ai is empty, while the
near product is empty if and only if infinitely many of the Ai are empty.
3.D.5. Near wreath products. Turning back to near powers, they allow to define
a natural notion, naturally occurring (e.g., when studying centralizers in near
permutation groups, see §11.A), namely the notion of near wreath product.
Let us first recall that for a group G and G-set X, and other group H the
unrestricted wreath product is the semidirect product H oˆ oX G = HX o G. The
restricted wreath product H oX G is its subgroup H(X) oG. When X is implicit
(which can mean that X = G with left translation), it is sometimes omitted from
the notation.
Definition 3.D.3. Given a group H and a set X, the near wreath product
H o? S?(X) is the semidirect product H)X( oS?(X).
More generally, given a group G and a homomorphism G → S?(X) (that is,
anticipating on §4, a near action of G on X), the near wreath product H o?X G is
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the semidirect product H)X( o G. The notion of near wreath product naturally
appears in the description of centralizers in near symemtric groups, see §nearautz.
3.D.6. Multiproper subsets in cartesian products. The cartesian product of two
near G-sets does not naturally carry a structure of near G-set: the problem is
that the product of two cofinite proper subsets is not cofinite. Nevertheless, some
important near actions can be constructed using cartesian products.
Definition 3.D.4. Let X1, . . . , Xd be sets. Consider the product W =
∏d
i=1Xi,
and pii : X → Xi the projection. Say that a subset P of W is multiproper (or
biproper when d = 2) if pii|P is a proper map (i.e., has finite fibers) for every i.
Denote by PP(X1, . . . , Xd) the set of multiproper subsets of the product set W ,
and PP?(X1, . . . , Xd) its image in P?(W ). If all Xi are equal, denote them as
PPd(X) and PP?d(X).
Note that PP(X1, . . . , Xd) is an ideal of P?(
∏
Xi). For d = 1, every subset is
“multi”-proper.
Proposition 3.D.5. The product
∏d
i=1 P˘
?(Xi), and hence
∏d
i=1S
?(Xi), natu-
rally acts on P?pro(X1, . . . , Xd).
Proof. If some Xi is empty, the product is empty and P?pro(X1, . . . , Xd) is a sin-
gleton. Hence we can assume that all Xi are nonempty.
We consider the action of the monoid
∏d
i=1 P˘
map(Xi) on W =
∏d
i=1(Xi), and
the induced action of
∏d
i=1 P˘
map(Xi) on P(W ). An important issue is that, if at
least two of the Xi are infinite, this action does not factor through
∏d
i=1 P˘
?(Xi):
typically a product of nontrivial finitely supported permutations can have infinite
support. However, in restriction to some subsets of this power set, the action
indeed factors.
Say that a subset of W =
∏d
i=1Xi is a window if it includes a product of
cofinite subsets, and a mullion otherwise. The set of mullions is an ideal I of
P(W ). This ideal is preserved by the action of ∏di=1 P˘map(Xi): one way to see
this is to observe that the Boolean algebra P(W )/I is canonically isomorphic to
the tensor product of the Boolean algebras P?(Xi) and hence carries a natural
action of
∏
iS
?(Xi), so that the composed action of
∏d
i=1 P˘
map(Xi) is the same
as the previous one. Hence it indeed factors.
The intersection between the ideals of multiproper subsets and mullions is
reduced to the ideal of finite subsets. This means that among multiproper subsets,
the equivalence relations of coincidence modulo a mullion, and modulo a finite
subset, coincide. Therefore, the action of
∏d
i=1 P˘
map(Xi) on P?pro(X1, . . . , Xd)
factors through
∏d
i=1 P˘
map(Xi). 
In particular, embedding diagonally S?(X) into S?(X)d yields an action of
S?(X) on the set PP?d(X) of proper subsets of Xd modulo finite subsets. Many
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interesting subgroups of S?(X) can be defined by considering stabilizers for such
actions, see §10.C.
4. Near actions
4.A. Near actions and realizability. We introduce here the notion of near
action.
Definition 4.A.1. A near action of a group G on a set X is a homomorphism
α : G→ S?(X). We then call X endowed with a near action of G, a near G-set.
A near action is called ?-faithful if α is injective. It is called near free if for
every g ∈ Gr {1}, the set of fixed points of some/any lift of α(g) in Emap(X) is
finite. Clearly when X is infinite, near free implies being ?-faithful.
Definition 4.A.2. Consider near G-sets X1, X2, defined by homomorphisms αi :
G → S?(Xi). A near homomorphism (resp. proper near homomorphism, resp.
near isomorphism) between the near G-sets X1, X2 is an element f in R
?(X1, X2)
(resp. P?(X1, X2), resp. f ∈ S?(X1, X2)) such that f ◦ α1 = α2.
We denote by R?G(X1, X2), resp. P
?
G(X1, X2), resp. S
?
G(X1, X2) the set of near
homomorphisms, resp. proper near homomorphisms, resp. near isomorphisms
from X1 to X2. We denote by R
?
G(X) = R
?
G(X,X), P
?
G(X) = P
?
G(X,X) and
S?G(X) = S
?
G(X,X) the monoids of endomorphisms and proper endomorphisms
and group of near automorphisms of the near G-set X. Near G-sets with near
homomorphisms, and proper near homomorphisms, form categories R?G and P
?
G,
whose invertible arrows form the subcategory S?G in both cases.
Also, denote byRmap(G) (X1, X2) andP
map
(G) (X1, X2) the inverse images ofR
?
G(X1, X2)
and P?G(X1, X2).
(In non-ambiguous phrases such as “an isomorphism between near G-sets”, we
mean a near isomorphism.) See also §7.A.
For sets X, Y , there is a canonical embedding ofS?(X)×S?(Y ) intoS?(XunionsqY )
(see the end of §3.B). Thus if X, Y are near G-sets, the disjoint union X unionsq Y is
naturally a near G-set. This readily extends to finite disjoint unions; however
beware that we cannot define infinite disjoint unions of near G-sets in general.
If X is a finite set, then S?(X) is a trivial group and thus X is a near G-set
in a unique canonical way. We implicitly use this throughout.
A balanced isomorphism between near G-sets X1, X2 is an isomorphism f with
index zero, i.e., that admits a bijective representative. If it exists, we say that
the near G-sets X1, X2 are balanceably near isomorphic.
Proposition 4.A.3. The near G-sets X1, X2 are near isomorphic if and only
if there exist finite sets F1, F2 such that X1 unionsq F1 and X2 unionsq F2 are balanceably
isomorphic; moreover, we can require min(|F1|, |F2|) = 0.
Proof. Since the embedding of Xi into XiunionsqFi is a near isomorphism, the condition
is sufficient. Conversely, consider a representative f in Emap(X1, X2) of near
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isomorphism from X1 to X2. So f is a bijection between two cofinite subsets
Xi rMi. Then f extends to a bijection from X1 unionsqM2 to X2 unionsqM1, mapping the
added M2 by the identity and the added M1 by the identity. So the condition is
sufficient. Moreover, by Proposition 3.C.7, we can choose f so that either M1 or
M2 is empty. 
Given a near action α : G → S?(X) and the (banker) index character φX :
S?(X)→ Z, we call the resulting homomorphism φα = φX ◦α : G→ Z the index
character of the near action (or “index” for short); we often denote it φX when it
is not ambiguous. The non-negative generator of the image in Z of the index map
φα is called the index number of α (or of the near G-setX), and denoted by ιG(X),
or ι(X); in general the index character carries more information. Nevertheless,
“zero index” indifferently refers to the index character or the index number: if this
is the case we say that X is a balanced (or G-balanced) near G-set. Isomorphic
near G-sets have the same index character, and hence the same index number.
Every G-set is naturally a balanced near G-set. If the near action is ?-faithful
(in which case we can call the action ?-faithful) then the action is faithful, but the
converse does not hold: for instance the action of finitely supported permutations
is faithful, but is a trivial near action.
For instance, finite sets form a single near isomorphy class of near G-sets;
finite sets of a given cardinality form a single class of near G-sets up to balanced
isomorphy.
Let us now introduce the realizability notions.
Definition 4.A.4. A near action G→ S?(X) is
• realizable if it can be lifted to an action;
• finitely stably realizable (resp. stably realizable) if there exists a finite set
Y (resp. a set Y with trivial near action), such that X unionsq Y is realizable;
• completable if there exists a near G-set Y such that X unionsq Y is realizable.
For any set X with x ∈ X, the inclusion map Xr{x} → X is a closely bijective
map, and thus induces an isomorphism S?(X r {x}) → S?(X). Therefore, for
any group G with a near action on X, we obtain a near G-set structure on
X r {x}. If we start from a realizable near action on X, the latter near action
can fail to be realizable (see Proposition 7.B.5 and Corollary 6.B.4); however, it
is stably realizable, by construction.
Proposition 4.A.5. Fix a group G. For near G-sets, being completable, stably
realizable, finitely stably realizable are invariant under near isomorphism. Being
realizable is invariant under balanced near isomorphism.
Each of these notions is stable under taking finite disjoint unions.
Proof. The last assertion (on disjoint unions) is immediate. It applies in partic-
ular to taking the disjoint union with a finite set.
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The assertion on realizability is immediate, since we can transport the action
through a bijection realizing the near isomorphism. Now let X → Y be a near
isomorphism.
Suppose that X is stably realizable. So X unionsq F → Y unionsq F (extended by the
identity of F , where F is endowed with the trivial near action) is a near isomor-
phism. Add finite subsets F1, F2 so that X unionsq F unionsq F1 → Y unionsq F unionsq F2 is a balanced
near isomorphism. Then X unionsq F unionsq F1 being realizable, Y unionsq F unionsq F2 is realizable.
Hence Y is stably realizable. If X is finitely stably realizable, then we can choose
F to be finite, and we deduce that Y is finitely stably realizable. If instead X
is completable, we perform the same proof, now with F an arbitrary near G-set,
and deduce that Y is completable. 
Lemma 4.A.6. Let G be a group, with a finitely generated and normal subgroup
N ; view every near G/N-action, by composition, as a near G-action. Then a near
G/N-action is completable (resp. stably realizable, resp. finitely stably realizable)
if and only if it satisfies the same condition as near G-action.
Proof. The forward implication is trivial (for an arbitrary normal subgroup).
Conversely suppose that a near G/N -set X is completable as near G-set: consider
a G-set of the form Z = X unionsq Y . Since N is finitely generated, we have ZN ∩X
cofinite in X. Thus ZN completes ZN ∩ X as near G/N -set, which is near
isomorphic to X.
If in addition Y is a trivial near G-set, resp. is finite, this also holds for Y ∩ZN
and hence we obtain the similar implications with stable realizability and finite
stable realizability. 
For instance, when we deal with finitely generated abelian groups, or more gen-
erally virtually polycyclic groups, completability of a near G-set X only depends
on the image of G in S(X). Beware that this is not true in general, since given
a non-completable near G-set X, if one chooses a free group F with quotient G,
X is realizable, and hence completable as near F -set.
Remark 4.A.7. There is an immediate generalization of the notion of near ac-
tions to groupoids (recall that a group is a group with a single object): a near
action of a groupoid is a functor into the category S?. The notions also extend
to a noninvertible setting. A near action of a monoid is a homomorphism into
R?(X) for some set X. It would then often be useful to restrict to near action
by near proper maps, i.e., consider homomorphisms into P?(X). This restriction
is automatic in the case of groups. Again, this has immediate categorical gener-
alizations, considering a given small category and its functors into the category
E? or P?.
Remark 4.A.8. If a group G acts freely on a nonempty set X, we obviously have
|G| ≤ |X|. This conclusion does not hold if we only assume the action to be near
free. Indeed, suppose that G admits a decreasing sequence of normal subgroups
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(Gn) of countable (possibly finite) index with trivial intersection: plenty of groups
of cardinal 2ℵ0 , including all abelian ones, admit such sequences. Then the action
of G on the disjoint union
⊔
G/Gn (which is countable) is near free.
Proposition 4.A.9. Let κ be an infinite cardinal, and let G be a group of cardinal
≤ κ. Then every near action of G is balanceably near isomorphic to the disjoint
union of a realizable action and a near action on a set of cardinal ≤ κ.
Proof. Let X be a near G-set with near action α. For every g ∈ G choose
fg : G → G a representative of α(g). Let Y be the set of elements x ∈ X such
that, for all g, h ∈ G we have fgh(x) = fg(fh(x)). For x ∈ Y and g, h, k ∈ G we
have
fg(fh(fk(x)) = fg(fhk(x)) = fghk(x) = fgh(fk(x)),
and hence fk(x) ∈ Y . Thus g 7→ fg defines a homomorphism from G to the
monoid of self-maps of Y , and this has to be group homomorphism into the
group of permutations of Y . This implies that Y is a commensurated, realizable
subset of X; clearly its complement has cardinal ≤ κ. 
There is an elaboration of the latter argument, which intuitively corresponds
to the case when κ is finite, namely Theorem 4.F.3.
4.B. Commensurated subsets and ends. The fundamental indecomposabil-
ity notion for near actions is the following:
Definition 4.B.1. A near G set X is 1-ended if X is infinite and X is not
isomorphic (as a near G-set) to the disjoint union of two infinite near G-sets.
To reinterpret this condition, we need the following definition:
Definition 4.B.2. Given a near action α : G→ S?(X), and denote by pi the pro-
jection Emap(X) → S?(X) (see §3.B). We say that Y ⊆ X is G-commensurated
if for every f ∈ pi−1(α(G)), the set f−1(Y )4Y is finite.
The condition is equivalent to the requirement α(G) ⊆ S?(X, [[Y ]]), where the
commensurator S?(X, [[Y ]]) is defined in §3.D.1. This notion is essential, because
the canonical homomorphism S?(X, [[Y ]])→ S?(Y ) yields a near action on Y .
Proposition 4.B.3. A near G-set X is 1-ended if and only if X has exactly two
G-commensurated subsets up to near equality (∼): ∅ and X.
Proof. The condition ∅ ∼ X means that X is finite, in which case none of the
condition hold. So we can suppose that X is infinite.
Suppose that X is not 1-ended and infinite. Then X is near isomorphic to
a disjoint union Y unionsq Z with two infinite near G-sets Y, Z. If f ∈ EmapG (Y unionsq
Z,X) (which is not empty by assumption), then f(Y ) ⊆ X is G-commensurated,
infinite and not cofinite.
Conversely, suppose that X is infinite does not satisfy the given condition.
Then it has a G-commensurated subset Y with both Y and its complement Z
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infinite. Then X is near isomorphic to the near G-set Y unionsq Z, and hence is not
1-ended. 
Definition 4.B.4. The near G-set X is said to be finitely-ended if the number
of commensurated subsets modulo near equality is finite; then the number of
1-ended commensurated subsets up to near equality is called the number of ends.
Otherwise, X is said to be infinitely-ended.
More generally, there is a notion of space of ends, see §4.C.
For reference, we state the following straightforward proposition.
Proposition 4.B.5. Let G be a group. Then any finitely-ended near G-set
X is the near disjoint union of finitely many 1-ended commensurating subsets
X1, . . . , Xk; k is the number of ends and X1, . . . , Xk are uniquely defined up to
near equality and reordering. In particular, X is (balanceably) near isomorphic
to a disjoint union X1 unionsq · · · unionsqXk where (Xi)1≤i≤k is uniquely defined up to near
equality and reordering. 
Remark 4.B.6. It is tempting to define things in an analogous way for balanced
near actions: the “balanced subactions” would be given by the commensurat-
ing subsets with zero index. But beware that this is ill-behaved: indeed the
intersection of two commensurated subsets of zero index can have nonzero index
(Example 4.B.7 below). The central importance of commensurated subsets in
the theory of near actions and this simple remark explains why the theory of
balanced near actions can only be developed within the broader framework of
near actions.
Example 4.B.7. Let Γ = Z act on Z × {±1} by n · (m, e) = (n + m, e). Then
Z× {1} and (Z≥0 × {1}) ∪ (Z<0 × {−1}) are both commensurated subsets with
zero index, while their intersection Z≥0 × {1} has index number equal to 1.
Although it is a worse-behaved notion, let us provide a terminology for its
weaker analogue for a balanced near action: we say that a balanced near ac-
tion is balanceably indecomposable if it is infinite and not isomorphic to the
disjoint union of two infinite balanced near actions. One-ended near actions are
examples; the action of Z on itself is an example of a 2-ended balanceably inde-
composable near action. For examples with an arbitrary finite number of ends,
see the Houghton near action with 3 ends (Example 8.C.5) and more generally
with n ends (§5.D). For examples with infinitely many ends, see §5.G.
That balanced near actions naturally split into simpler unbalanced near actions
is part of the richness of the theory.
4.C. Space of ends. We start with a very short reminder of Stone duality; see
[Je, §I.7] for proofs (which are also instructive exercises!). A Stone space is by
definition a compact, totally disconnected Hausdorff topological space. They
form a category Sto, whose arrows are continuous maps.
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For a Stone space K, let C(K) be the Boolean algebra of continuous maps K →
Z/2Z. It separates points of X. Then K 7→ C(K) is a naturally a contravariant
functor from Sto to the category BoA of Boolean algebras (with unital ring
homomorphisms).
In the other direction, let A be a Boolean algebra. Let Spec(A) be the set of
prime ideals of A. This is a closed subset of P(A) (endowed with the product
topology under its identification with (Z/2Z)A), and thus is a Stone space. Ac-
tually prime ideals of A are kernels of unital ring homomorphisms A → Z/2Z.
The space Spec(A) is called the Stone space of A. Then A 7→ Spec(A) is a
contravariant functor from BoA to Sto.
Stone duality states that for every Boolean algebra A, the canonical homomor-
phism from A to C(Spec(A)) is an isomorphism, and that for every Stone space
K, the canonical continuous map from K to Spec(C(K)) is a homeomorphism.
Thus, the above functors are essentially inverse to each other, and the categories
of Boolean algebras and Stone spaces are contravariantly equivalent. Better, it
follows that this is compatible with monoid actions: for any monoid M (with
opposite monoid M˘), it yields a contravariant equivalence of categories between
Boolean algebras endowed with an M˘ -action and Stone spaces endowed with an
M -action. For groups G, we encode, as usual, G˘-actions as G-actions by precom-
posing with the inversion map of the group and get a contravariant equivalence of
categories between Boolean algebras endowed with a G-action and Stone spaces
endowed with a G-action.
We now define the space of ends of a near action: it will be a singleton precisely
in the one-ended case. For power sets, we use notation of §3.D: for any set X,
the power set P(X) is a Boolean algebra, and P?(X) is its quotient by the ideal
of finite subsets of X. Recall from §3.D that we have a canonical action of the
group S?(X) by ring automorphisms on P?(X).
Definition 4.C.1. Let G be a group and consider a near G-set X. Let P?G(X) be
the Boolean subalgebra of fixed points of the action of G on P∗(X). Let E?G(X)
be its Stone space (i.e., its spectrum); it is called the space of ends of the G-set
X.
Denote by P(G)(X) the inverse image of P?G(X) in P(X); its elements are the
G-commensurated subsets of X. Let E(G)(X) be the Stone space of P(G)(X); it
is call the end G-compactification of X.
The quotient map P(G)(X)→ P?G(X) induces a continuous injection E?G(X)→
E(G)(X); the complement of its image is discrete open and can be identified to X
by mapping x ∈ X to the set of Y ∈ P(G)(X) such that x ∈ Y , whence the term
compactification.
By definition, G acts trivially on P?G(X) and hence its natural action on the
space of ends is the trivial action. When X is a G-set, the G-action on X extends
to the end compactification, the action on E?G(X) = E(G)(X) r X being trivial.
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In general, G does not act on X, but we can interpret this as a “germ of action”
of G at infinity.
The space of ends has a good functoriality behavior with respect to the near
action. Namely, given f ∈ P?G(X, Y ), the induced map f ∗ : P?(Y ) → P?(X)
(see §3.D.1) maps P?G(Y ) → P?G(X). Thus this defines a contravariant functor
from P?G to BoA, and hence, by Stone duality, a covariant functor from P
?
G
to the Sto. Similarly, f ∈ Pmap(G) (X, Y ) induces functorially a Boolean algebra
homomorphism P(G)(Y ) → P(G)(X) and E(G)(X) → E(G)(Y ). In particular, the
space of ends (as Stone space, modulo homeomorphism) is a near isomorphism
invariant of a near G-set.
For group actions, this definition is classical in the transitive case (mostly in
the language of coset spaces G/H). For the left action of a group on itself, it
was introduced by Specker [Sp], taking advantage of Stone duality (which was
discovered after Freudenthal’s seminal paper [Freu] introduced ends of groups).
For coset spaces (i.e., for transitive actions, with a language emphasizing a base-
point), it was introduced by Houghton [Ho74], but with an approach by hand
instead of the powerfulness of Stone duality. Then the further developments
(notably the influential [Sco3] and subsequent papers) did not emphasize the
space of ends, focussing on its cardinal (finite or ∞).
Once generalized to arbitrary actions, one interest of this (straightforward)
generalization is to see that it only depends on the corresponding near action,
and even only on the image α(G) of G in S?(X). Note that in general when one
passes from a group action to a finite perturbation (i.e., another action defining
the same near action), one can change orbits, and even change the number of
infinite orbits (Example 4.C.2); in particular, defining the space of ends under
a transitivity assumption is inconvenient. (It is also inconvenient in the context
of group actions, because restricting an action to a subgroup does not preserve
transitivity.)
Example 4.C.2. (1) The space of ends E?G(X) is empty if and only if X is
finite.
(2) For an action of Z with finitely many orbits, the space of ends is finite,
and its cardinal is twice the number of infinite orbits.
(3) For an action of a trivial group on a set X, the end compactification is the
Stone-C˘ech compactification of X, and the space of ends is its boundary.
The Stone-C˘ech compactification of X has a canonical bijection with the
set of ultrafilters on X, and has cardinal 22
|X|
when X is infinite (see [Je,
Theorem 7.6]).
(4) For an action of a finitely generated group with only finite orbits (“sparse”,
see 4.G), one can identify the space of ends to the Stone-C˘ech boundary
of the set of orbits.
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(5) For X infinite, the near action of S(X) or S?(X) on X, the end com-
pactification is the 1-point compactification, and the space of ends is a
singleton.
Proposition 4.C.3. Let X be a near G-set and Y a commensurated subset. Then
the “intersecting with Y ” Boolean algebra homomorphism P(G)(X) → P(G)(Y )
induces clopen inclusions E(G)(Y )→ E(G)(X) and E?G(Y )→ E?G(X). 
Proposition 4.C.4. Let G be a group and X a near G-set. The map mapping
a 1-ended commensurated subset of X (modulo near equality) to its end is a
bijection onto the set of isolated ends of the G-set X, that is, the set of isolated
points in E?G(X).
Proof. By Stone duality, isolated points correspond to ideals of cardinal 2 in a
Boolean algebra. In the case of P?G(X), we see that indeed ideals of cardinal 2
are precisely 1-ended subsets (modulo near equality). 
Let α : G → S?(X) be a near action. The normalizer of α(G) in S?(X)
preserves E?G(X) and hence naturally acts on it. This action is trivial in restriction
to α(G). Also, it restricts to a action of the centralizer S?G(X).
Proposition 4.C.5. Let G,H be groups and u : H → G a group homomorphism
(e.g., u is the inclusion of a subgroup H). Let X be a near G-set, and consider
it as an H-set by composition. Then
(1) we have the inclusion P(G)(X) ⊆ P(H)(X), inducing natural continuous
surjective maps E(H)(X)→ E(G)(X) and E?H(X)→ E?G(X);
(2) if u(H) is normal of finite index in G, the space of ends E?G(X) is the
quotient of E?H(X) by the action of G/u(H);
(3) if u(H) = G, then P(G)(X) = P(H)(X), inducing identifications E(H)(X) =
E(G)(X) and E?H(X) = E?G(X).
Proof. (1) is immediate from Stone duality. For (2), Stone duality implies that
E?G(X) is the quotient of E?H(X) by the action of G/H in the category of Stone
spaces. Now since G/H is finite, it is straightforward to check that the quotient
of E?H(X) by the action of G/u(H), in the category of topological spaces, is a
Stone space. The result follows. (3) is immediate (and also follows from (2)). 
Proposition 4.C.6. Let G be a group and H a subgroup of finite index. Let
X be a near G-set. Then X is finitely-ended as near G-set if and only if X is
finitely-ended as near H-set. In the infinitely-ended case, they have the same
number of ends.
Proof. We have P?G(X) ⊆ P?H(X). In particular, if P?H(X) is finite, so is P?G(X),
and hence if X has finitely many ends as near H-set, it does as near G-set.
For the converse, and in view of this first trivial implication, we can suppose
that H is normal in G. The result then follows from Proposition 4.C.5, since the
quotient of a infinite compact space by a finite group action is infinite. (In terms
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of Boolean algebras, this translates into the possibly less intuitive fact that for
any finite group action on an infinite Boolean algebra, the subalgebra of fixed
points is infinite.) 
Definition 4.C.7. Let G be a group and X a near G-set.
We say that X is metrizably-ended if its space of ends is metrizable, or equiv-
alently if the Boolean algebra P∗G(X) is countable.
Given a set I, a function f : X → I is called closely G-invariant if for every
g ∈ G, the set of x such that f(gx) = f(x) is cofinite (this is meaningful). We
say that X is tamely-ended if every near G-invariant function on X has a finite
image.
Remark 4.C.8. If a near G-set X is not tamely-ended, then there exists a
surjective near G-invariant function f : X → N with infinite fibers. In particular,
P?G(X) has a subalgebra isomorphic to 2N, and hence E?G(X) has a continuous
surjective map onto the Stone-C˘ech compactification of N, and in particular has
≥ 22ℵ0 ends, with equality if X is countable.
Remark 4.C.9. Let G be a countable locally finite group and X an infinite near
G-set. It follows from Theorem 6.A.1(1) that X is not tamely-ended. When
X = G with left action, this is basically folklore and follows from the proof of
[ScS, Theorem 4], see the discussion in [Cor5].
For the space of ends of near actions of finitely generated groups, see Proposi-
tion 4.E.7 and Remark 4.E.8.
Remark 4.C.10. I do not know if there exists a countable group G and countable
near G-set that is tamely-ended but not metrizably-ended. I do not know even in
the case of G itself with left-action. It is observed in [Cor5] that a free group of
infinite countable rank is non-tamely-ended, but there exist infinitely generated
countable metrizably-ended groups with infinitely many ends.
Nevertheless, it holds (in ZFC) that for every countable group G and countable
near G-set X, the Boolean algebra P?G(X) is either countable or has cardinal
2ℵ0 . Indeed, let us check that the Boolean algebra P(G)(X) of G-commensurated
subsets is a countable intersection of a countable union of closed subsets (in
descriptive set theory this is called a “Π03-subset”, see [Je, §11]) of the compact
metrizable space P(X). Indeed, in the case of an action, it can be written as
P(G)(X) =
⋂
g∈G
⋃
finiteF⊆X
KA,F , KA,F = {A ∈ P(X) : Ar gA ⊆ F},
using that the action of G on P(X) is continuous to infer that KA,F is closed. For
an arbitrary balanced near action α, this works by considering the inverse image
of α(G) in S(X). For a non-balanced near action, this works by first completing
it as a balanced near action. Finally, we use the fact that Borel subsets of Polish
spaces are either countable or have continuum cardinal [Je, Corollary 11.20].
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Remark 4.C.11 (End compactifications and coarse structures). A coarse struc-
ture [Roe, §2] on a set X is a subset E of the set of subsets of X satisfying the
conditions:
• the diagonal DX ⊆ X ×X belongs to E ;
• E1 ⊆ E2 and E2 ∈ E implies E1 ∈ E ;
• E ∈ E implies E−1 ∈ E where E−1 = {(y, x) : (x, y) ∈ E};
• E1, E2 ∈ E implies E1E2 ∈ E .
It is proper if in addition the only subsets Y ⊆ X such that Y 2 ∈ E are the finite
subsets. It is coarsely transitive if
⋃ E = X2.
If E is a coarse structure, denote by E ] the set of E ∪ S where E ∈ E and S
ranges over finite subsets of X2. This is the smallest coarsely transitive coarse
structure containing E . If E is proper, then E ] is also proper.
Let X be a set and pi be the projection Ecfbij(X) → S?(X) (see §3.B for the
notation). Let G be a group with a near action α on X. Define a coarse structure
Eα on X by requiring E ∈ E if there exists a finite subset F of pi−1(α(G)) such
that E ⊆ ⋃F . Here elements of pi−1(α(G)) are viewed as subsets of X2. This is
a coarsely transitive, proper coarse structure.
If X is a G-set defined by β : G → S(X), the coarse structure Eβ induced by
the G-action defined in [Roe, Example 2.13] is defined in the same way, but with
F ⊆ β(G) instead of F ⊆ pi−1(α(G)).
Let β? be the induced near action. Then Eβ? = E ]β. In particular, Eβ? = Eβ
coincide if and only if β is transitive. Note that E ]β is the coarse structure induced
by the action of the subgroup ofS(X) generated by β(G) and the group of finitely
supported permutations of X.
The end compactification makes sense for a set X endowed with a proper coarse
structure E . Namely, say that a subset M ⊆ X is E-commensurated if for every
E ∈ E , the subset (M ×M c) ∩ E is finite. These form an ideal P(E)(X) of the
power set P(X). Note that P(E)(X) = P(E])(X). Taking the Stone dual yields
the end compactification of (X, E).
Then it is straightforward that for a near action α, the α(G)-commensurated
subsets coincides with the Eα-commensurated subsets.
4.D. Realizability degree and lest. We introduce here some invariants rel-
evant to the classification of near actions modulo balanced near isomorphism,
notably in comparison to the classification modulo near isomorphism.
Let G be a group. Let X be a near G-set. For n ∈ Z, by X + n we mean
the disjoint union of X and n points if n ≥ 0, and X minus −n points if n ≤ 0.
This is a well-defined balanced near isomorphism class of near G-sets (unless X
is finite and n < −|X|; in this case we say that X+n is not realizable; it can still
be thought of as a near action on a set with a finite negative number of elements).
Note that if X + n is realizable, then X + n+ 1 is realizable.
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Definition 4.D.1. We define the realizability degree of X as the supremum
reaG(X) ∈ Z ∪ {±∞} of the set of n ∈ Z such that X − n (= X + (−n)) is
realizable. (Here sup(∅) = −∞.)
Thus:
• for n ∈ Z, reaG(X) = n if and only if X−n is realizable but not X−n−1;
• reaG(X) = +∞ if and only if X − n is realizable for all n ∈ Z;
• reaG(X) > −∞ if and only if X is finitely stably realizable;
• reaG(X) = |X| for X finite.
The following proposition is immediate.
Proposition 4.D.2. The invariant reaG(X) is a balanced near isomorphism in-
variant of the near G-set X. Whether it is −∞, +∞, or an element of Z,
is a near isomorphism invariant. If H → G is a group homomorphism, then
reaH(X) ≥ reaG(X). 
Let us pass the notion of lest. The following lemma is immediate:
Lemma 4.D.3. The set of n ∈ Z such that X is balanceably near isomorphic to
X + n is a subgroup of Z. 
Definition 4.D.4. The unique non-negative generator of this subgroup is called
the lest of the near G-set X, and denoted by lstG(X), or lst(X) when G is
understood. (“Lest” translates into English as “ballast”.)
Example 4.D.5. Let G be a group and X a near G-set.
(1) If X is finite, we have lst(X) = 0.
(2) If X has the form Y unionsqZ with Z an infinite trivial near G-set, then lst(X) =
1.
(3) Let F be a finite group and X an infinite F -set. Then lstF (X) divides
|F |, with equality if X is infinite and F -free, by a simple argument.
Thus for a given group G, the values 0 and 1 for the lest are always achieved by
some G-set, and all possible values of the lest are achieved by some group G and
G-set.
Proposition 4.D.6. The lest satisfies the following basic properties:
(1) lstG(X) is a near isomorphism invariant of the near G-set X;
(2) let H be a group with a homomorphism H → G, and let X is a near G-set
and hence a near H-set by composition; then lstH(X) divides lstG(X); if
H → G is surjective, this is an equality: lstH(X) = lstG(X);
(3) lstG(X) = ιS?G(X)(X): in words, lstG(X) is the index number of the near
action on X of the group S?G(X) of near automorphisms of the near G-set
X.
Proof. (3) is essentially a restatement. If X is balanceably near isomorphic to
X−n, choose a balanced isomorphism of near G-sets between X and X−n: this
58 YVES CORNULIER
is an element of S?G(X) with index equal to n. Hence ιS?G(X)(X) divides lstG(X).
Conversely, let f be an element of S?G(X) with index equal to ιS?G(X)(X). Then
f has a representative that is an injective map onto the complement of a subset
with n elements, and this yields a balanced isomorphism of near G-sets between
X and X − n. Hence lstG(X) divides ιS?G(X)(X).
The divisibility part of (2) is immediate as well, and the equality follows from
(3) since S?G(X) only depends on the image of G→ S?(X).
For (1), it is obvious that the lest is invariant under balanced near isomorphism.
Since it does not change when passing from X to X+ 1 (for every X), we deduce
that it is a near isomorphism invariant. 
Proposition 4.D.7. Let X be a near G-set with lst(X) > 0. Then its realizability
degree reaG(X) belongs to {−∞,+∞}. Thus, if X is finitely stably realizable,
then it is realizable.
Proof. Indeed, the set of n such that X + n is realizable is then lst(X)-periodic,
and hence either empty or equal to Z. The second statement immediately follows.

Proposition 4.D.8. Let X, Y be near G-sets. Then lst(XunionsqY ) divides gcd(lst(X),
lst(Y )). In the following two cases, there is equality:
• if Y is finitely-ended.
• if Y is a near characteristic subset, in the sense that every near automor-
phism of X commensurates Y .
Proof. The divisibility assertion is an immediate game using a Be´zout relation.
Suppose that Y is finitely-ended. Arguing by induction on the number of ends
of Y , we can reduce to the case when Y is 1-ended. Then the case when X is
finite is trivial, so let us assume that X is infinite. Consider an a bijection f
representing a balanced near G-isomorphism between X unionsq Y and X unionsq Y + n,
with n ≥ 0. Since Y is 1-ended, f(Y ) is either near disjoint or near included in
Y . Suppose that it is near disjoint. We can remove finitely many points to Y
and add them to X, to assume that Y ∩ f(Y ) is empty. Then we can consider
the permutation g of X unionsq Y + n acting as f on Y , as f−1 on f(Y ), and identity
elsewhere. Then g ◦ f is an balanced near G-isomorphism and maps Y onto Y .
In other words, we can suppose that f(Y ) has finite symmetric difference with
Y . If Y r f(Y ) and f(Y )r Y are both nonempty, we can post-compose with a
transposition to reduce the size of Y 4 f(Y ). Thus we can suppose that there is
an inclusion between Y and f(Y ).
If f(Y ) ⊆ Y , let k be the cardinal of Y r f(Y ). So k is a multiple of lst(Y ).
Then f induces a balanced near G-isomorphism between X and X unionsq (k+ n). So
lst(X) divides k + n. Hence gcd(lst(X), lst(Y )) divides (k + n)− k = n.
If f(Y ) ⊃ Y , let k be the cardinal of f(Y ) r Y . Then f induces a balanced
near G-isomorphism between X + k and X + n, and we conclude similarly.
When Y is near characteristic, the previous proof directly applies. 
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See Remark 5.C.5 for an example where we do not have equality in Proposition
4.D.8.
4.E. Near actions of finitely generated groups. Consider now a group Γ
generated by a finite subset S. Let f : Γ→ S?(X) be a near action on a set X.
Given any lift u(s) ∈ E(X) of f(s) (see §3.B for the notation), for each s ∈ S,
we can make a graph whose set of vertices is X, and with an directed edge from
x to u(s)x, for each x ∈ X and s ∈ S, labeled by s. We call this a near Schreier
graph. If we change the choice of lift, then the resulting graph coincides up to
finitely many edges.
If for s, s′ ∈ S such that ss′ ∈ S, we define S ′ = S ∪ {ss′} and define u(ss′) =
u(s)u(s′). Then the resulting near Schreier graph is obtained from the original by
adding possibly infinitely many edges, but, with finitely many exceptions, these
new edges join two points at distance at most 2. Since we can pass from any
generating subset to any other by such steps (or adding inverses), forward or
backwards, we obtain that many features of the Schreier graph are independent
of the choice of S and lift u.
Now let us concentrate on the most interesting case, namely the case when
there are finitely many components:
Definition 4.E.1. We say that a near action of a finitely generated group is of
finite type if some/any near Schreier graph has finitely many connected compo-
nents.
Remark 4.E.2. Let Γ be a finitely generated group.
(1) A Γ-action induces a near action of finite type if and only if it has finitely
many orbits.
(2) Every commensurated subset of a near Γ-set of finite type is also of finite
type.
Remark 4.E.3. In Theorem 6.A.4(2), we will see that there are (infinitely gen-
erated) countable groups satisfying the following: for every action on any infinite
set, there exists another action defining the same near action, that has infinitely
many orbits (and only finite orbits, if the set is countable). Hence the notion of
action of finite type cannot be naively generalized to all countable groups.
Given a graph with finitely many connected components, adding finitely many
edges yields a connected graph; call this a key fob completion of the initial graph.
Given two choices of near Schreier graphs and two choices of key fob comple-
tions, the identity map induces a quasi-isometry between the resulting graphs.
This is a consequence of the following lemma.
Lemma 4.E.4. Let X be a set. Consider two connected graph structures on X,
such that we can pass from one to another by a finite number of the following
operations:
• adding finitely many edges (possibly between different components);
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• removing finitely many edges (possibly breaking some components);
• adding, for some k, edges between some family of pairs of vertices, each
pair being at distance ≤ k in the initial distance.
• removing, for some k, edges between some family of pairs of vertices, each
pair being at distance ≤ k in the final distance.
Then the identity map is a quasi-isometry.
Proof. First assume that the graph remains connected at any step. Then this is
clear, since it is clear at each step. In general, consider n steps, where there can
be steps where connectivity fails. Choose a vertex x0, and choose for each step
a finite subset containing a vertex in each component, and consider the union F
of all these vertices (F is finite). Then first add extra edges between x0 and each
element of F , and perform all the operations without touching these extra-edges
(we allow multiple edges in these intermediate steps). After the last step, remove
the extra-edges. Then this new process (in n+ 2 steps) preserves connectivity at
each step, and hence we are done by the first case. 
So, on a near Schreier graph with finitely many components, all possible
quasi-isometry invariants of connected graphs with bounded valency are relevant:
growth, amenability, etc.
Let us mention the following fact, whose proof is easy but a little tricky.
Proposition 4.E.5. Let H,G be a finitely generated groups with a homomor-
phism u : H → G. Let X be a near G-set. If X is of finite type as near H-set,
then it is of finite type as near G-set. If u(H) has finite index in G, the converse
holds.
Proof. The first assertion is clear. The converse is clear when u is surjective;
hence, for the converse, we can now suppose that H is a subgroup of finite index
of G. Let F be a finitely generated free group with a quotient homomorphism
F → G, and let F ′ ⊆ F be the inverse image of H; it has finite index in F .
Realize the near G-action as an F -action; this has finitely many orbits, hence
also has finitely many orbits as an F ′-action; in turn, this implies that the near
H-action is of finite type. 
Remark 4.E.6. Beware that the quasi-isometry type of the near Schreier graph
can change when restricting to a finite index subgroup. This phenomenon already
occurs for actions: the Schreier graph of the action of the infinite dihedral group
D∞ = Isom(Z) on Z is 1-ended (for a suitable choice, it consists of Z with n
connected to n± 1 and −n), while for the subgroup Z of index 2, it is 2-ended.
Here is a characterization of near Γ-sets of finite type in terms of the space of
ends (§4.C).
Proposition 4.E.7. Let Γ be a finitely generated group and X a near Γ-set. The
following are equivalent:
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(1) X is of finite type;
(2) X is metrizably-ended;
(3) X is tamely-ended.
Proof. Metrizably-ended implies tamely-ended in general, as observed in Remark
4.C.8. Fix a near Schreier graph.
Suppose that X is not of finite type. Let I be the set of components, so I is
infinite by hypothesis. Let f : X → I map any element of X to its component.
Then f is closely Γ-invariant, and surjective. Hence X is not tamely-ended.
If X is of finite type, then X is countable. Its commensurated subsets are the
subsets of the near Schreier graph with finite boundary. Since there are finitely
many components and the valency is finite, for a given finite subset there are
only finitely many subsets with it as boundary. Hence the set of commensurated
subsets is countable. So X is metrizably-ended. 
Remark 4.E.8. Let a finitely generated group G near act on a set X and fix a
near Schreier graph G for the G-action on X. Let I ⊆ X be the set of isolated
ends of the near G-set X, and C the set of components of G. The reader can
check the following assertions.
(1) suppose that all components of G are finite. Then P?G(X) is canonically
isomorphic to P∗(C), and E?G(X) is canonically homeomorphic to the
Stone-C˘ech boundary of C (and I = ∅);
(2) suppose that all components are finitely-ended, and that all but finitely
many are 1-ended. Then P?G(X) is canonically isomorphic to P?(I), and
E?G(X) is canonically homeomorphic to the Stone-C˘ech boundary of I.
Let us finally mention the following easy but important lemma, which cannot
be formulated in terms of near actions.
Lemma 4.E.9. Let G be a finitely generated group and X a G-set. Let Y be
a commensurated subset. Then for all but finitely many orbits Ω ⊆ X, we have
Ω ∩X ∈ {∅,Ω}.
Proof. Indeed, in the Schreier graph with respect to some finite generating subset,
Y has a finite boundary. Hence all but finitely many orbits do not meet the
boundary, and thus are disjoint to Y or included in Y . 
I am not sure of an initial reference for Lemma 4.E.9. An important particular
case (the left action of G on a larger group) appears as [Coh, Lemma 2.3].
4.F. Realizability of near actions of finitely generated groups.
Definition 4.F.1. A near action of a finitely generated group is neat if it is near
isomorphic to the disjoint union of a realizable action and an action of finite type.
Proposition 4.F.2. For a finitely generated group Γ,
(1) every stably realizable near action is finitely stably realizable;
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(2) a near Γ-set X of finite type is completable if and only if it is finitely
completable, in the sense that there exists a near G-set of finite type Y
such that X unionsq Y is realizable.
(3) every completable near action is neat.
Proof. Let X unionsq Y be realizable, with trivial near action on Y . Then for the
realized action, each generator of Γ fixes all but finitely many elements of Y .
Hence the realized action fixes a cofinite subset of Y , which we can remove.
Suppose that X is completable and of finite type. Let X unionsqY be realizable. For
the realized action, X is included in a finite union X unionsqY ′ of orbits. Then X unionsqY ′
is of finite type.
Let X be a completable Γ-set. Let X unionsqY be a realizable completion, and fix a
realization. Since Γ is finitely generated, only finitely many of the Γ-orbits meet
both X and Y . Hence, when write X = X1unionsqX2 where X1 is the union of Γ-orbits
contained in X, we have X1 realizable and X2 of finite type. 
For finitely presented groups, realizability problems can essentially be reduced
to the case of finite type, thanks to the following theorem, which resembles Propo-
sition 4.F.2(3), without the completability assumption but at the cost of finite
presentability.
Theorem 4.F.3. For a finitely presented group, every near action is neat. That
is, every near action on a set X is near isomorphic to the disjoint union of a
realizable action and an action of finite type.
Proof. Denote by Γ the group. We can choose a finite subset S such that Γ has,
as a monoid, a presentation with generating subset S and only relators of the
form s1s2 = s3.
Choosing a lift s˜ ∈ Emap(X) for each s ∈ S, we can consider the cofinite subset
Z of elements x ∈ X such the following two conditions hold: for every relator
s1s2 = s3, we have s˜1s˜2x = s˜3x.
Let Y be the union of all components of the corresponding near Schreier graph
that are included in Z. Then s˜ is a self-map of Y , on which, when s ranges over
S these satisfy all relators. Hence this defines a homomorphism Γ → Y Y , that
is, a Γ-action on Y . Since Z is cofinite, the complement of Y consists of finitely
many components, and hence is a commensurated subset of finite type. 
We see in §4.G that the finitely presentability assumption is crucial in Theorem
4.F.3. However, it is not optimal, in the sense that, as we see below, there are a
few infinitely presented finitely generated groups for which every near action is
neat. Given a group G and a normal subgroup N , say that (G,N) is finitarily
rigid if for any action of G such that N acts by finitely supported permutations,
N acts trivially. When N = G, simply say that N is finitarily rigid.
Corollary 4.F.4. Let G be a finitely presented group and N a normal subgroup;
suppose that (G,N) is finitarily rigid. Then every near action of G/N is neat.
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Proof. Given a near G/N -action, use Theorem 4.F.3 to split it, as a near G-action,
as XunionsqY with X realizable and Y of finite type. Then both are near G/N -actions,
and Y is of finite type. We claim that X is realizable as a G/N -action. Realize
it as a G-action: then N acts by finitely supported permutations. Since (G,N)
is finitarily rigid, N acts trivially and hence this is a G/N -action. 
Example 4.F.5. If N has no nontrivial locally finite quotient, then N is finitarily
rigid. Also, it is not hard to check that the quasi-cyclic group Cp∞ = Z[1/p]/Z
(p prime) is finitarily rigid, and hence so is the group Z[1/p]. See [DM, §8.3] for
various further result of finitary rigidity.
This indeed yields cases where Corollary 4.F.4 applies to infinitely presented
groups G/N . This occurs if N is isomorphic to Cp∞ and is a normal subgroup in
finitely presented group G; Abels [Abe3] constructed now well-known examples
of finitely presented groups of this form (with N central).
We next see in §4.G that many infinitely presented, finitely generated groups
fail to satisfy the conclusion of Theorem 4.F.3, i.e., admit non-tame near actions.
4.G. Sparse near actions.
Definition 4.G.1. We say that a near action of a group G on a set X is sparse
if for every finitely generated subgroup Γ of G, some/every near Schreier graph
of the Γ-set X has only finite components.
Definition 4.G.2. A near G-set X is sparsely-ended if there exists a set I and
a finite-to-one function f : G → I such that for every g ∈ G, for all but finitely
many x ∈ X, we have f(gx) = f(x). That is to say, P?G(X, I) is nonempty (see
Definition 4.A.2), for some set I viewed a trivial G-set.
Note that if a near action on an infinite set is sparsely-ended, then it is not
tamely-ended (Definition 4.C.7). Here are some basic properties:
Proposition 4.G.3. Let X be a sparse (respectively sparsely-ended) near G-set.
Then
(1) for every group H and homomorphism H → G, the H-set X is sparse
(resp. sparsely-ended);
(2) for every normal subgroup N included in the kernel of the near action,
the G/N-set X is sparse (resp. sparsely-ended);
(3) being sparse (resp. sparsely-ended) is a near isomorphism invariant of
near G-sets;
(4) being sparse (resp. sparsely-ended) passes to G-commensurated subsets;
(5) X is balanced;
(6) sparsely-ended implies sparse;
(7) the converse (sparse implies sparsely-ended) holds if both G and X are
countable.
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Proof. The first three facts are immediate.
(6): Suppose that X is sparsely-ended. Let H be a finitely generated subgroup
of X, and Y an H-commensurated subset of X, that is of finite type as H-set.
Then Y is sparsely-ended as well (by 4); since Y is tamely-ended (Remark 4.C.8),
it follows that Y is finite. This shows that all components of near Schreier graphs
of H are finite. Hence X is a sparse near G-set.
(5): in view of (6), it is enough to show that sparse implies balanced. By (1),
we can suppose that G = Z. By Theorem 4.F.3, one can write X = Y unionsq Z with
Y of finite type and Z realizable. Then Y is a sparse near Z-set of finite type,
hence is finite, hence is realizable. So X is a realizable Z-set and hence its index
is zero.
(7): let F be a countable free group with a surjective homomorphism onto G.
Let X be a countable sparse near G-set. By (1), it is a sparse near F -set. By
(5) and since F is free, it is realizable as a F -set; we fix such a realization. The
near action being sparse, all finitely generated subgroups of F act on X with only
finite orbits. Therefore, we can write X as an ascending union of finite subsets
Xn and F as an ascending union of subgroups Fn such that Xn is Gn-invariant
for all n. For x ∈ X, write f(x) = min{n : x ∈ Xn}. Then for all g ∈ Gn and
x /∈ Xn, since both Xf(x) and Xf(x)−1 are g-invariant, we obtain f(gx) = f(x).
This shows that f is closely G-invariant. Hence X is sparsely-ended. 
Since obviously every near action of a locally finite group is sparse, this yields:
Corollary 4.G.4. Every near action of a countable locally finite group on a
countable set X is sparsely-ended.
A finer result is given in Theorem 6.A.1(2).
Remark 4.G.5. Let G be an infinite countable locally finite group acting on
a set X with uncountably many infinite orbits. Then every closely G-invariant
function on G is constant on uncountably many infinite orbits. Hence X is not
sparsely-ended, although it is sparse.
Let us now study sparse near actions of finitely generated groups: this just
means those whose near Schreier graphs have only finite components.
Proposition 4.G.6. Let Γ be a finitely generated group. Let X be a sparse near
Γ-set. Equivalences:
(1) X is realizable;
(2) X is completable;
(3) X is neat.
Note that when Γ is finitely presented, these conclusions are satisfied, as a
consequence of Theorem 4.F.3.
Proof. (1)⇒(2) is trivial. (2)⇒(3) holds for arbitrary near Γ-sets (Proposition
4.F.2(3)). Let us check (3)⇒(1): there exists a near isomorphism f : Y unionsq Z →
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X with Y of finite type and Z realizable. Then Y is finite and Z has only
finite orbits. After removing finitely many orbits in Z, we can suppose that the
restriction of f to Z has nonnegative index, i.e., has a representative that is an
injective map. This implies that X is realizable. 
Definition 4.G.7. Let us say that a finitely generated group Γ is profinitely
finitely presented if there exists a finitely presented group Λ with a surjective
homomorphism Λ→ Γ inducing an isomorphism of profinite completions.
See §4.H for general remarks about this notion. Note that finitely presented
groups are obviously profinitely finitely presented.
Proposition 4.G.8. Let Γ be a finitely generated group. Equivalences:
(1) Γ is profinitely finitely presented;
(2) every sparse near Γ-action is realizable;
(3) every sparse near Γ-action is completable;
(4) every sparse near Γ-action is neat.
In particular, if Γ is not profinitely finitely presented, then it admits a non-neat
near action.
Proof. (1)⇒(2) Suppose that Γ is profinitely finitely presented, and let Λ→ Γ be
as in the definition. Let X be a near Γ-set with only finite orbits. By Theorem
4.F.3 and Proposition 4.G.6, X is realizable as a Λ-action; fix a realization. Since
it has only finite orbits, it induces an action of the profinite completion of Λ, and
hence of Γ. Thus it is realizable as near Γ-action.
(2)⇒(1) Conversely, suppose that Γ is not profinitely finitely presented. Let
F be a finitely generated free group with Γ a quotient of F . Consider a sequence
(Γn) of successive finitely presented quotients of F , tending to Γ. By assumption,
every Γn has a finite quotient Fn that is not quotient of Γ (for the given marking).
Consider the action of F on the disjoint union
⊔
Fn. For every x in the kernel of
F → Γ, the support of x for this action is included in a finite sub-union, hence
is finite. Therefore, the corresponding near action factors through Γ. If it were
realizable on Γ, the realization would coincide with the given action on Fn for
large n, which by assumption is not the case. This near action is not realizable
and is sparse.
This proves the equivalence (1)⇔(2). The equivalence between the last three
assertions is ensured by Proposition 4.G.6. 
Remark 4.G.9. The idea of the construction of non-neat near actions, as in
the proof of Proposition 4.G.8, appears in B. Neumann’s construction in [Neu].
Namely, he produces a group Γ on 2 generators acting faithfully on a disjoint
union of finite sets Fn, and preserving each of the Fn. In his construction, the
subgroup of elements acting as a finitely supported permutation is the restricted
product of all the alternating groups A(Fn), and the quotient is isomorphic to the
subgroup A(Z)oZ of permutations of Z generated by the translation n 7→ n+ 1
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and the alternating group A(Z), which is now one of the most classical examples
of a LEF finitely generated group that is not residually finite. This construction,
in the current language, yields a non-completable sparse near action of A(Z)oZ.
Remark 4.G.10. Restricting a neat near action of a finitely generated group to
a finitely generated subgroup does not always yield a neat near action. Indeed,
let H be a finitely generated group with a non-near near action on a countable
set X (e.g., H is profinitely finitely presented, using Proposition 4.G.8). Consider
a fully-supported cycle on this set, and deduce a near action of the free product
G = H ∗Z on X. The resulting near action of G is of finite type, hence neat, but
its restriction to H is not neat.
4.H. Digression: profinitely finitely presented groups. This subsection
is a digression on the notion of profinitely finitely presented groups (Definition
4.G.7). Recall that it was motivated by the problem to understand which finitely
generated groups satisfy the conclusion of Theorem 4.F.3, which states that all
near actions of a given finitely generated group split as disjoint union of a finite
type near action and a realizable near action.
To further illustrate that this is a natural definition, let us provide a few
restatements. Recall the notion
∏? of near product from §3.D.4, which for groups
means the quotient of the direct product by the restricted (=finitely supported)
product.
Proposition 4.H.1. Let Γ be a finitely generated group. Equivalent statements:
(1) Γ is profinitely finitely presented;
(2) for every family (Fn) of finite groups, every homomorphism Γ →
∏?
n Fn
lifts to a homomorphism Γ→∏n Fn (where ∏? Fn = ∏Fn/⊕Fn).
Proof. The proof being routine, we only sketch it.
Suppose (1). Let f : Γ → ∏? Fn be a homomorphism. Choose a surjective
homomorphism p : Λ → Γ as in the definition and a surjective homomorphism
pi : L→ Λ from some finitely generated free group L. Then one can lift f ◦ p ◦ pi
to a homomorphism u : L → ∏n Fn. Define a normal subgroup of L by Mn =
u−1(
⊕
i≤n Fi). Then the kernel of pi is included in
⋃
nMn; since it is finitely
generated as a normal subgroup, it is included in Mn for some n. This means
that f ◦ p lifts to a homomorphism v : Λ → ∏Fn. Since ∏Fn is profinite, v
factors through the profinite completion of Λ. Hence, by (1), one can lift f on Γ
and (2) is proved.
Now suppose (2). Choose a finitely presented group Λ0 with a surjective ho-
momorphism onto Γ, and enumerating elements of the kernel and modding out,
we obtain a sequence of surjective homomorphisms Λ0 → Λ1 . . . with inductive
limit Γ. For every n, let Λn → Fn be a finite quotient of Λn. This defines by com-
position a homomorphism un : Λ0 → Fn, which together form a homomorphism
u : Λ0 →
∏
Fn. Since every element of the kernel of Λ0 → Γ is in the kernel of
Λ0 → Fn for n large enough, the resulting homomorphism Λ0 →
∏? Fn factors
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through Γ. By (2), it lifts to a homomorphism Γ→∏Fn, which by composition
lifts to a homomorphism v = (vn) : Λ0 →
∏
Fn. Since u and v coincide after
composition by the projection to
∏? Fn, we obtain that there exists n0 such that
un = vn for all n ≥ n0. This means that un factors through Γ for all n ≥ n0. Since
this holds for all possible choices of quotients (Fn), we deduce that there exists
n such that every homomorphism from Λn to any finite group factors through Γ,
which yields (1). 
Example 4.H.2. Recall that a countable group is locally embeddable into finite
groups, abbreviated LEF, if and only if it embeds as a subgroup of
∏? Fn for
some sequence (Fn) of finite groups.
It follows from Proposition 4.H.1 that if a finitely generated group Γ is LEF
but not residually finite, then it is not profinitely finitely presented.
Beware that having a finitely presented profinite completion does not imply
being profinitely finitely presented. Indeed, there exist infinite finitely gener-
ated simple LEF groups: these have a trivial profinite completion but are not
profinitely finitely presented.
Example 4.H.3. It is not hard to check that for any nontrivial finite group F and
d ≥ 1, the lamplighter group F oZd is not profinitely finitely presented. Indeed, let
Γ be a finitely presented group with a quotient homomorphism onto F oZd. Then,
by [Cor], there exists a finite index subgroup of Γ with a quotient homomorphism
onto the free product F ∗ Zd. In particular, the profinite completion of Γ does
not satisfy any nontrivial group identity, unlike that of F o Zd. (When F is not
abelian, F o Zd is not residually finite and hence the result also follows from
Example 4.H.2.)
4.I. Stable realizability and finite stable realizability. In general, stable
realizability does not always imply finite stable realizability (Proposition 7.D.3).
Here we provide a result showing that this implication holds in some cases, beyond
the finitely generated case.
Lemma 4.I.1. Let G be a countable group and X a near G-set. Then exactly
one of the following holds:
• there exists a finitely generated subgroup H of G such that XH is finite
(XH is the set of fixed points of some lift of a finite generating subset of
H: this is well-defined up to near equality; see also Remark 8.A.4);
• X is balanceably near isomorphic, as near G-set, to a disjoint union Y unionsqF
with F infinite with trivial action.
In the second case, the lest of X is 1; in particular if X is stably realizable, then
it is realizable.
Proof. These conditions are clearly incompatible (without restriction on G).
Suppose that the first condition does not hold. Fix a set-wise lifting map
i : G→ XX . Write G = ⋃Sn (ascending union) with Sn finite subset. Let Yn be
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the set of fixed points of i(Sn). By assumption, Yn is infinite for all n. Choose
an injective sequence (xn) with xn ∈ Yn for all n. Fix g ∈ G. Then g ∈ Sn for
some n = ng, and hence belongs to Sk for all k ≥ ng. Hence i(g) fixes xk for all
k ≥ ng. Hence I = {xn : n ≥ 1} is commensurated with trivial near action.
If X is balanceably near isomorphic to Y unionsq I with infinite I with trivial near
action (we can choose I countable), and is stably realizable, then X unionsq J is real-
izable for some J with trivial near action; since G is countable, we can choose
J countable, by a simple argument. So X unionsq J = Y unionsq I unionsq J is balanceably near
isomorphic to Y unionsq I, which itself is balanceably near isomorphic to X as near
G-set. Hence X is balanceably near isomorphic to a realizable G-set, hence is
realizable. 
Remark 4.I.2. The statement of Lemma 4.I.1 does not always hold for actions of
uncountable groups. Indeed, if X is uncountable, and G is the group of countably
supported permutations of X, then it satisfies none of the two alternatives.
It even does not always hold for actions of uncountable groups on countable
sets. Indeed, let K be a finite field, and V a vector space over K of infinite
countable dimension, say with basis (en)n∈Z, and G be the set of automorphisms
f of V that are identity on some subspace of finite codimension (depending of f).
We consider the action of G on V . Clearly it does not satisfy the first alternative,
since any finitely generated subgroup of G acts as the identity on some subspace
of finite codimension.
Let us show that G does not satisfy the second alternative. To check this,
consider any infinite subset of V and let us find f ∈ G moving infinitely many
elements of V . Passing to a smaller subset, we can suppose that it is free and
generates a subspace of infinite codimension, and we write it as (en)n≥1; complete
it as a basis (en)n∈Z. Defined an endomorphism f(ei) = e0 + ei for i 6= 0 and
f(e0) = e0. It is clearly an automorphism, and is the identity on the hyperplane
of those
∑
n∈Z anen such that
∑
n6=0 an = 0. So f ∈ G, and f fixes no en, n ≥ 1.
So G does not satisfy the second alternative.
Proposition 4.I.3. Let G be a countable group in which every finite subset is
included in a normal and finitely generated subgroup. Then every stably realizable
near action of G is finitely stably realizable.
Proof. By Lemma 4.I.1, if the near action is stably realizable but not realizable,
then G has a finitely generated subgroup H with XH finite. Let N be a finitely
generated and normal subgroup of G including H. Realize the G-action on Z =
XunionsqI, with trivial near action on I. Then ZH has finite symmetric difference with
I. Moreover, since N is normal, ZH is G-invariant, and so is its complement. So
the G-action on X is near isomorphic to a realizable near action, hence is finitely
stably realizable. 
Corollary 4.I.4. Let G be a countable virtually abelian group. Then every stably
realizable near action of G is finitely stably realizable. 
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4.J. Analogues of the Burnside ring for near actions. Fix a finitely gen-
erated group G. The set of balanced near isomorphism classes of near G-sets
of finite type is a commutative monoid under the operation of disjoint union,
denoted MN(G). Its quotient by the near isomorphism relation is denoted by
MN′(G). The corresponding associated groups (“Grothendieck groups”) are de-
noted by GN(G) and GN′(G). When we restrict to balanced near actions, we
add an index 0 and write MN0(G), etc.
When G is an arbitrary group, we can similarly define such objects consider-
ing arbitrary near G-sets, and we denote this adding the exponent ./, that is,
MN./(G), and so on. We can also restrict to finitely-ended near G-set and obtain
similar objects; then the function “number of ends” is a homomorphism from the
corresponding monoid into N, and induces a homomorphism of the corresponding
group into Z.
Beware that the product of near G-sets is not defined and we do not obtain a
ring. We have a little substitute: we can form the product of a near G-set with
a finite G-set. If MB(G) is the semiring of finite G-sets up to isomorphism and
GB(G) is the associated ring (this is one natural way to define the Burnside ring
of G when G is not necessarily finite), then we obtain a map MB(G)×MN./(G)→
MN./(G), which is additive with respect to each variable, and is multiplicative in
the first variable. It preserves all submonoids specified above, and passes to the
associated groups (e.g., defining a map GB(G) × GN(X) → GN(X) when G is
finitely generated), making them a module over the Burnside ring.
The map mapping X to its index character yields a semigroup homomorphism
(also called index character) from any of these monoids into Hom(G,Z), and
passes to the corresponding groups.
Proposition 4.J.1.
(1) For every stably realizable near G-set X, the class of X vanishes in the
group GN./(G).
(2) For every group G, the index character MN./(G)→ Hom(G,Z) is a sur-
jective semigroup homomorphism, and hence induces a surjective group
homomorphism GN./(G)→ Hom(G,Z).
(3) Let G be a group such that every balanced near action of G is stably
realizable. Then the index character GN./(G) → Hom(G,Z) is a group
isomorphism.
Proof. 1) Consider a trivial G-set Y such that X unionsq Y is realizable, and if we
consider a huge G-set Z having κ orbits isomorphic to G/H for each subgroup
H, with κ an infinite cardinal larger than the cardinal of XunionsqY , thein in MN./(X)
we have Y +Z = Z and X + Y +Z = Z, which implies that X = 0 in GN./(X).
2) For any homomorphism f : G→ Z defines a near action Vf of G on N with
index character equal to f .
3) It remains to prove injectivity. Consider an element in the kernel of the
index character. It can be written as X−Y for two near G-sets X, Y , which thus
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have the same index character f . Then it can also be written as (X + V−f ) −
(Y + V−f ). Since X + V−f and Y + V−f are balanced, they are, by assumption,
stably realizable, and hence are zero in GN./(G) by (1). So the kernel is zero. 
4.K. Link between near actions and partial actions. We recall the notion
of partial action, due to Exel [Ex]. Let G a group and X a set. A partial group
action of G on X is a partially defined function G×X → X, denoted (g, x) 7→ gx
whenever defined, satisfying the following axioms:
• for every x ∈ X, 1x is defined and equal to x;
• for all g ∈ G and x ∈ X such that gx is defined, g−1(gx) is defined and
equal to x;
• for all g, h ∈ G and x ∈ X such that g(hx) is defined, (gh)x is defined
and equal to g(hx).
Every cofinite-partial action of G on a set X defines a near action on X. The
main difference between partial actions and near actions is that in a partial action,
the domain of definition is part of the datum. This is an essential difference, as
illustrated by Proposition 4.K.1 below.
Let Y be a G-set and X an arbitrary subset of Y . Then we obtain a partial
action of G on X by requiring gx to be defined and equal to gx (in the sense of the
action on Y ) whenever gx ∈ X. In this case, the G-set Y is called a globalization
of the partial action; let us also call X a partialization of the action on Y .
It is a theorem of Abadie [Aba1, Aba2], and later independently Kellendonk
and Lawson [KL], that every partial action arises this way, i.e., admits a global-
ization (actually, both prove the existence of a “universal globalization”).
Now let us relate this to the notion in consideration here. First, let call cofinite-
partial action, a partial action such that for every g ∈ G, gx is defined for all
but finitely x ∈ X. Given a G-set Y and a subset X, the partialization on X is
cofinite-partial if and only if X is a G-commensurated subset of Y .
The above Abadie and Kellendonk-Lawson result implies the following:
Proposition 4.K.1. A near G-set X arises from a cofinite-partial action if and
only if it is a completable near G-set.
Proof. Suppose that X is completable. Let Y be another near G-set such that
X unionsq Y is realizable; fix a realization. Then X is a commensurated subset, and
the corresponding partialization induces the given near G-action on X.
Conversely, suppose that X admits a cofinite-partial G-action inducing the
given near G-action. Let Z = X unionsq Y be a globalization (as predicted by the
above-mentioned result). Then Z = X unionsq Y as near G-set and thus X is a
completable G-set. 
As we will see, there exist non-completable near actions (e.g., of Z2), see §5.E.
Hence they do not arise from cofinite-partial actions. still, the study of com-
pletable near actions is not just a restatement of the study of cofinite-partial
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actions, because a partial action is an enrichment of the structure. (And also
the study of realizable near actions is not the same as the study of actions, for a
similar reason.)
Remark 4.K.2. The globalization theorem also implies that for every cofinite-
partial action, the function g 7→ |Fg|+ |Fg−1| is cardinal-definite, where Fg is the
(finite) set of x such that gx is undefined.
Remark 4.K.3. Let X be a topological space. Let PC(X) be the subgroup of
S?(X) consisting of those element having a representative that is a homeomor-
phism between two cofinite open subsets.
If X is perfect and Hausdorff, then the near action of PC(X) on X natu-
rally arises from a cofinite-partial action [Cor4, Prop. 2.16]; in particular, it is
completable (by Proposition 4.K.1).
Recall that a group G has Property FW if for every G-set Y and every G-
commensurated subset X ⊆ Y is G-transfixed, in the sense that there exists a
G-invariant subset X ′ such that X 4X ′ is finite.
Proposition 4.K.4. A group G has Property FW if and only if for every cofinite-
partial action on a set X, there exists a cofinite subset X ′ ⊆ X such that the
induced cofinite-partial action on X ′ is cofinite in its universal globalization.
Proof. Suppose that G has Property FW and consider a cofinite-partial action
on a set X. Let X ⊆ Y be a universal globalization. By Property FW, there
exists a G-invariant subset X ′ ⊆ Y such that X4X ′ is finite. Then the universal
globalization of X∩X ′ is included in X ′, and contains X∩X ′ as a cofinite subset.
Conversely, suppose that the condition is satisfied. Let Y be a G-set with a G-
commensurated subset X. There exists a cofinite subset X ′ of X whose universal
globalization includes X ′ as a cofinite subset; this universal globalization X ′′ can
be viewed as a subset of Y ; hence X is transfixed. 
Proposition 4.K.5. Let G be a group with Property FW. Then every completable
near G-set is finitely stably realizable.
Proof. Let X be a completable near G-set. Realize the action on a set Y including
X. So there exists a G-invariant subset X ′ with X4X ′ finite. We can conjugate
the action on Y by a finitely supported permutation, so as to ensure that either
X ⊆ X ′, or X ′ ⊆ X. If X ′ ⊆ X, this shows that the near action on X is realizable
(with |X rX| fixed points). If X ⊆ X ′, this shows that the near action on X is
finitely stably realizable. 
Note that the converse is not true: the infinite dihedral group satisfies the
condition that every completable near action is realizable (since all its near actions
are realizable), but does not have Property FW.
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5. Examples around realizability for finitely generated groups
The subsections of this section are independent. They illustrate the notions of
§4, notably the various notions related to realizability, namely from §4.A to §4.F,
and also the analogues of the Burnside ring of §4.J specifically in §5.H. Most of
the subsections here deal with groups that are abelian or close to abelian (notable
exceptions being §5.G, §5.I).
5.A. Realizability for finite groups. We start from the most basic example:
Proposition 5.A.1. Every near action of a finite group is realizable.
We prove it in a more general context, for perspective. It turns out that our
case (κ = ℵ0) is slightly more complicated than the other ones.
Lemma 5.A.2. Let X be a set and κ an infinite cardinal. Let S<κ be the normal
subgroup of S(X) consisting of permutations of X whose support has cardinal
< κ. Let Γ be a subgroup of S(X)/S<κ, of cardinal < κ. Then Γ can be lifted to
S(X).
Proof. We can lift Γ to a subset S of S(X), denote by g 7→ g˜ this lifting map.
For all g, h ∈ Γ, the set Xg,h of x such that g˜hx 6= g˜h˜x has cardinal < κ. Hence
the union X ′ over all pairs (g, h) has cardinal < κ.
We claim that 〈S〉 has cardinal < κ; note that this is immediate when κ > ℵ0.
This being granted, we deduce that the union X ′′ of 〈S〉-orbits meeting X ′ has
cardinal < κ. Hence, we can change the lift by requiring the action to be trivial on
X ′′ and unchanged elsewhere. This yields a lift which is a group homomorphism.
It remains to check the claim when κ = ℵ0, namely that 〈S〉 is finite. In this
case S is finite, so 〈S〉 is finitely generated; hence the kernel 〈S〉 → Γ has finite
index in 〈S〉 and is finitely generated. But it is included in the group of finitely
supported permutations, which is locally finite. Hence this kernel is finite, and
〈S〉 is finite. 
Proof of Proposition 5.A.1. Observe that since Hom(F,Z) = 0, this is a balanced
near action, i.e., is given by a homomorphism F → S?0(X) = S(X)/S<ℵ0(X).
Hence we conclude by Lemma 5.A.2. 
Another special case of Lemma 5.A.2 is that every countable permutation group
modulo permutations with countable support can be lifted. We do not consider
such a setting elsewhere in the paper; it sounds as a quite disjoint study since
here we focus on actions of countable groups, especially finitely generated groups.
5.B. Direct product with an infinite cyclic group. All balanced near ac-
tions of free and of finite groups are realizable. By the following, this does not
extend to the direct product of a nontrivial finite group with Z.
Proposition 5.B.1. For every nontrivial finite group H, the product H × Z
admits a ?-faithful balanced near action that is not stably realizable.
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More generally, let H be a group admitting a non-trivial action by finitely
supported permutations on a set (e.g., H is finite, or more generally H has a non-
trivial finite quotient). Then the group H ×Z admits a balanced near action that
is not stably realizable, and which is ?-faithful if the initial H-action is faithful.
Proof. Let H act non-trivially by finitely supported permutations on a set Y .
Let H act on Y × Z by: h(y, n) = (hy, n) for n ≥ 0, and acting trivially on
Y × Z<0. Let Z act on Y × Z by n(y,m) = (y, n+m). Using that H by finitely
supported permutations, one easily checks that the two near actions commute.
It thus defines a near action of H × Z whose kernel is W × {0}, where W is the
kernel of the H-action on Y .
Fix h ∈ H not in the kernel of the near action. Then h has one lift h1 given
by the above action of H. Also, let s1 be the above generator of Z. Suppose
by contradiction that the near action of H ×Z is stably realizable, and for some
realization (on (Y × Z) unionsq V , with trivial near action on V ), let h2 be the action
of h and s2 a permutation, near equal to s1 and commuting with h2. Let P be
the (finite, non-empty) support of h1. Then the support of h1 is P × Z≥0, and
the support K of h2 thus has finite symmetric difference with P × Z≥0. Since
h1(P × Z≥0) is properly included in P × Z≥0, there is no permutation h2 near
equal to h1 leaving K invariant (in the sense that h2(K) = K), so we have a
contradiction. 
Remark 5.B.2. It follows from Proposition 7.B.5 that whenever a group H is
not locally finite, H×Z admits a non-realizable (finitely stably realizable) action.
Proposition 5.B.1 is concerned with some cases where H is locally finite.
Near actions of the direct product of a finite group with Z are considered again
in §9.B.
5.C. Examples of realizability degree and lest.
Proposition 5.C.1. Let G be a finitely generated group. Let X be a G-set with
only finite orbits. Let OX be the the set of n ∈ N>0 such that there are infinitely
many orbits of cardinal n. Then the lest lstG(X) of X is equal to gcd(OX) (where
gcd(∅) = 0).
Proof. We use the characterization of lest given in Proposition 4.D.6(3).
For every finite index subgroup H of F , let X [H] be the union of orbits isomor-
phic to G/H. By assumption, X is the disjoint union of all X [H]. For every H
such that X [H] is infinite, there exists an injective endomorphism of the G-set X
(that is the identity outside X [H]), whose image is the complement of one orbit
isomorphic to G/H as a G-set. Hence the lest lstG(X) divides the index |G/H|.
Since G has finitely many subgroups of each given finite index, for every n ∈ OX
there exists H with |G/H| = n and X [H]. It follows that the lest lstG(X) divides
gcd(OX).
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We have to show that conversely, gcd(OX) divides lstG(X), that is, divides n
for every n ∈ OX . We start with the case when X = X [H]. Let Y be the quotient
set (the set of orbits). Then the quotient map X → Y is near G-equivariant, and
the index satisfies φX(g) = |G/H|φY (g) for all g ∈ G. Hence it takes values in
|G/H|Z.
In general, for every g ∈ G and representative g˜ of g, the element g˜ preserves
X [H] for all but finitely many H, and commensurates all X [H]. Hence its index
belongs to
∑
H |G/H|Z = gcd(OX)Z, where H ranges over finite index subgroups
of G. This precisely means that gcd(OX) divides lstG(X). 
Lemma 5.C.2. Let G be a group and X a 1-ended G-set, and Z a nonempty set
with a trivial G-action. Then lst(X × Z) = lst(X).
Proof. We first claim that the near automorphism group is the (restricted) per-
mutational wreath product S?G(X) oS(Z). This is clearly a subgroup of the near
automorphism group. Since X is 1-ended, one can identify Z with the set of
isolated ends of X × Z (by Proposition 4.C.4). This yields a homomorphism
into S(Z), which is the identity in restriction to S(Z). Hence it is enough to
check that its kernel is restricted to the restricted power S?G(X)
(Z). Indeed, any
element of this kernel acts as an automorphism of the G-action on all but finitely
many copies of X, and commensurates all copies of X, so the result follows.
Then we use that Hom(S(Z),Z) = 0, and hence every homomorphism from
the above wreath product to Z factors through the projection S?G(X) oS(Z)→
S?G(X). Hence, since Z is nonempty, the lest is equal to the index number of the
action of the given copy of S?G(X), which equals lst(X). 
Proposition 5.C.3. Given an action of Z on a set X, the lest lst(X) is equal
to 1 if there exists an infinite orbit, and otherwise is given by Proposition 5.C.1.
Proof. In the case of Z, the infinite cycle has lest 1. Hence it follows that the
lest is 1 whenever there is an infinite orbit (by the obvious part of Proposition
4.D.8). 
Proposition 5.C.4. Given an action of the infinite dihedral group on a set X,
if there are no infinite orbits, the lest is given by Proposition 5.C.1. If is at least
one infinite orbit, it is equal to 1 or 2, namely 1 if and only if one of the two
following holds:
• there exists an odd number n such that there are infinitely many orbits of
cardinal n.
• there are infinitely many 1-ended orbits of at least two of the three possible
types.
Proof. First recall that it has three subgroups of infinite index up to conjugation:
the trivial group and two subgroups of order 2, yielding 3 types of transitive
actions: the simply transitive one (2-ended), and the two types of 1-ended action
(which are near isomorphic). Consider a 1-ended action. Its Schreier graph is
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a ray with edges of two alternating colors. By a simple argument, the near
automorphism group is cyclic, generated by a translation of length 2 (so as to
be color-preserving). Since the simply transitive action is near isomorphic to a
disjoint union of two such 1-ended actions, its lest is 2 as well.
Suppose that there is at least one infinite orbit, so the lest is 1 or 2. If there are
infinitely many orbits of cardinal n, then there are infinitely many of the same
type and hence the lest divides n. If there are infinitely many orbits of both
1-ended type, removing the end vertex in one changes it to the other type and
adds one point. If there are infinitely many simply transitive orbits and infinitely
many of one of the two 1-ended type, removing one suitable point in a simply
transitive orbit yields two orbits of the same 1-ended type and adds one point.
This proves that if the second condition is satisfied, then the lest is 1.
It remains to show that the lest is 2 when none of these conditions is satisfied.
In view of Proposition 4.D.8, we can suppose that X only admits infinite orbits
of one given type (if there are finitely many infinite orbits of one given type, one
“removes” them). Also, decomposing into the union of finite orbits and the union
of infinite orbits, Proposition 4.D.8 also applies to treat both cases separately.
The case of only finitely many orbits is already proved, and hence we are reduced
to the case of only infinite orbits of a given type. Then Lemma 5.C.2 applies. 
Remark 5.C.5. The above yields an example of two D∞-sets X, Y such that
lst(X unionsq Y ) is a proper divisor of gcd(lst(X), lst(Y )) (see Proposition 4.D.8).
Namely X = κe and X = κ′e′ for any infinite cardinals κ, κ′. Here lst(X) =
lst(Y ) = 2 and lst(X unionsq Y ) = 1.
5.D. Houghton near actions. Proposition 5.B.1 provides stably non-realizable
balanced near actions of Z2, which are not ?-faithful. It also admits stably non-
realizable balanced near actions that are also ?-faithful.
Let us generalize this to arbitrary rank. First, start with the near action of
Z on N = {0, 1, . . . } where the positive generator of Z acts by n 7→ n − 1. Its
index character (as defined in §4) is the identity map. Now let Γ be any group
with a homomorphism f : Γ→ Z. Then this endows N with a near action of Γ,
by composition, denoted Nf . Let now f1, . . . , fk be homomorphisms Γ→ Z and
define N(f1,...,fk) as the disjoint union
⊔
Nfi . Its index character is equal to
∑
fi.
In particular, if
∑
fi = 0, then this is a balanced near action.
For Zd, choose k = d + 1, f1, . . . , fd being the coordinate projections and
fd+1 = −
∑
i≤d fi. The resulting balanced near action N(f1,...fd+1) (on d+ 1 copies
of N) is called the Houghton near action of Zd. By construction, it has d + 1
ends.
Proposition 5.D.1. Suppose that d ≥ 2. The Houghton near action of Zd is ?-
faithful and not stably realizable. Actually, it is not stably realizable in restriction
to any finite index subgroup. It is completable.
Proof. ?-faithfulness is immediate.
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Let us prove that it is not finitely stably realizable; by Proposition 4.F.2(1),
this implies that it is finitely stably realizable. Suppose by contradiction that
it is finitely stably realizable, namely X unionsq F = Z, with Z realizable. Let T
be a 1-ended commensurated subset of X. Then there exists a unique orbit
U including some cofinite subset of T . Then the index character of T is equal
to pii for some i. So U has at least two ends. Hence (by the classification of
transitive Zd-sets) U has 2 ends, the second end having index −pii. Since X has
no 1-ended commensurated subset with index character equal to pii, we obtain a
contradiction.
This adapts to any finite index subgroup Λ of Z2: indeed, on Λ, it is still true
that each 1-ended subset has index character equal to pii|Λ.
It is completable: just embed each copy of N in a copy of Z. 
Remark 5.D.2. Note that Z2 also admits a near action that it not realizable,
but realizable in restriction to some finite index subgroup. Indeed, some non-
realizable action factoring through Z×(Z/2Z) (as provided by Proposition 5.B.1)
does the job; it is not ?-faithful but this is fixed by just taking the disjoint union
with a simply transitive action.
Remark 5.D.3. For d ≥ 2, the above near action of Zd on the disjoint union of
d+ 1 copies of N extends to an action of the semidirect product Γ = Zd oSd+1
(here we view Zd as the (d + 1)-tuples of sum zero in Zd+1. Then the near Γ-
action is not stably realizable (since this holds in restriction to Zd), is one-ended
(since σd+1 permutes transitively the d + 1 ends of the original action), and is
completable (by the same argument).
5.E. Non-completable near actions of Z2. Possibly more surprisingly, Z2
admits a stably non-realizable ?-faithful one-ended balanced near action.
Definition 5.E.1. Consider the Schreier graph of Z2, with its standard generat-
ing subset, for its simply transitive action, drawn on the plane. View it as a square
complex, with labeled oriented edges. Remove the interior of the square [0, 1]2;
the resulting square complex has infinite cyclic fundamental group. For every
n ≥ 1, consider the connected n-cover of it, and retain the resulting connected
graph; let Xn,0 be the corresponding balanced near action of Z
2.
Note that X1,0 is the simply transitive action. See the introduction for a picture
of X2,0.
Proposition 5.E.2. The near action Xn,0 of Z
2 is not completable for any n ≥ 2.
Proof. Write J = Xn,0. Suppose by contradiction that J is completable. By
Proposition 4.F.2(2), there exists a near Z2-set L of finite type such that J unionsqK
is realizable. We can write L = L1 unionsq L2, where (the Schreier graph of) L1 has at
most linear growth, and L2 is a free action. Since J is 1-ended, it is either near
included in L1 or L2, and since it has quadratic growth, it is near included in L2.
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Writing L2 as union of its orbits, each of which is one-ended, we deduce that J
is near isomorphic to a simply transitive action.
The near equivariant map J → Z2 (the covering map) thus yields, by con-
jugation, a near equivariant map Z2 → Z2 whose fibers have n elements, with
finitely many exceptions. On the other hand, it follows from Proposition 7.B.1
that any near equivariant self-map of Z2 is a finite perturbation of a translation
and hence its fibers are singletons with finitely many exceptions. This yields a
contradiction. 
Let us also provide ?-faithful 1-ended near actions of Z2 with nonzero index.
Fix m ≥ 1. On Z2, define u(x, y) = (x + 1, y), define v(x, y) = (x, y + 1) if
y 6= 0 or x ≥ 1, v(x, 0) = (x+m, 1) if x ≤ −m, and leave v(x, 0) undefined when
x ∈ {−m+ 1, . . . , 0}. Then u, v are near commuting near permutations, defining
a near action of Z2. Denote it by X1,(m,0), or Km for short.
Proposition 5.E.3. The near action Km of Z
2 is not completable.
Proof. By contradiction, we deduce, using Proposition 4.F.2(2), that there exists
a near Z2-set L of finite type such that KmunionsqL is realizable. Since Km is 1-ended,
it is near included in a single orbit; since completable is a near isomorphism
invariant, this implies that Km is completable to a transitive action, say on a
set X. If X is not faithful, it has linear growth and we have a contradiction.
Otherwise, X is a simply transitive action, and being 1-ended, we deduce that
Km is near isomorphic to the simply transitive action. Since Km has nonzero
index character, we reach a contradiction. 
In contrast, we show in §9 that for d ≥ 3, every 1-ended, ?-faithful balanced
near action of group Zd is stably realizable.
5.F. Non-completable near actions of other finitely presented groups.
If G is any group with a finitely generated and normal subgroup N such that
G/N is isomorphic to Z2, from the examples in §5.E and using Proposition 4.A.6
we obtain a non-completable near-action of G. This applies in particular to all
finitely generated abelian groups of Q-rank ≥ 2.
Let us sketch some other examples, still based on similar ideas.
• Consider a finitely generated subgroup Γ of GL2(Z), and consider the
transitive “affine” action of Z2 o Γ on Z2. Assume that the action of Γ
on the circle (quotient of R2r {0} by positive homotheties) fixes a point.
Then we can, similarly to the example Xm,0 above, perform a “finite
covering” of the Schreier graph. Indeed, by assumption there is a real
half-line emanating from 0 that is Γ-invariant; we can cut along this half-
line and perform a nontrivial finite covering. This applies whenever Γ is
a cyclic subgroup with real eigenvalues. The resulting near action is not
completable, because it is not completable in restriction to Z2.
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• Let Γ be the fundamental group of a closed oriented surface of genus g ≥ 2.
Its right Cayley graph can be described as a tiling of the hyperbolic plane
by regular 4g-gons, with all vertices of valency 4g. Viewing it as a Schreier
graph, we can remove one 4g-gon and perform a similar covering. Such
a construction can also be applied to some Fuchsian groups with torsion,
including some Coxeter groups, notably the triangular Coxeter groups
〈a, b, c : a2 = b2 = c2 = (ab)` = (bc)m = (ac)n = 1〉
when 1/`+ 1/m+ 1/n < 1.
These near actions are non-completable. In the case of Z2, the ad-hoc above ar-
gument uses the fact that multi-ended transitive actions are extremely restricted,
namely these factor through quotients of the form F × Z with F finite. Such an
argument cannot be used in general since it is hopeless to classify all multi-ended
transitive actions. Nevertheless, non-completability follows from the much more
elaborate Corollary 7.D.2.
5.G. Balanceably indecomposable ∞-ended near actions. We give here
an example of a balanceably indecomposable balanced near action (as defined in
§4.B). An independent interest of these examples is to provide typical balanced
near actions of some finitely generated wreath products.
Example 5.G.1 (A balanceably indecomposable∞-ended action). On the com-
plex plane, define f(z) = z + i and gn(z) = z + 1 when Im(z) ≥ n and gn(z) = z
otherwise. We see that fgnf
−1 = gn+1 for all n, and then deduce that the group
〈f, g0〉 is a wreath product Z oZ. One orbit is Z[i], and the corresponding Schreier
graph is obtained from the standard Cayley graph of Z2 by removing horizontal
edges in the half-plane {Im < 0} and adding self-loops instead. In particular, the
space of ends can be identified to the 1-point compactification of Z, where each
ray n+ (−i)N corresponds to one isolated end.
If B is a clopen subset of the space of ends and does not contain the non-
isolated end, then it is finite. It defines a near subaction, and the corresponding
index character maps g0 to 0 and f to −|B|. We deduce that this is nonzero
unless B is empty, and hence the near action is balanceably indecomposable.
Example 5.G.2. A variant of Example 5.G.1 consists in replacing gn by the
function hn defined by hn(z) = z+1 if Im(z) = n and hn(z) = z otherwise. Then
fhnf
−1 = hn+1 and 〈f, h0〉 is again a wreath product Z o Z. One orbit is Z[i],
and the corresponding Schreier graph is now obtained from the standard Cayley
graph of Z2 by removing horizontal edges outside the horizontal line {Im = 0}
and adding self-loops instead. The space of ends is a two-point compactification
of a discrete set. This one is not balanceably indecomposable, since each vertical
line n+ Zi is then a commensurated subset with zero index.
Example 5.G.3. Another variant of Example 5.G.1 consists in replacing gn by kn
defined by kn(z) = −z¯ (reflection with respect to the vertical axis) if Im(z) ≥ 0,
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and kn(z) = z otherwise. Hence fknf
−1 = kn+1 and 〈f, k0〉 is a wreath product
(Z/2Z) o Z. Then we restrict to the union of two discrete lines X = {±1} + iZ,
which is a single orbit, on which the action is ?-faithful. The Schreier graph is
obtained by keeping vertical edges, and add a horizontal edge between −1 + ni
and 1 + ni for n ≥ 0, and self-loops at ±1 + ni when n < 0. It has 3 ends
(one at the top, two at the bottom). It is balanceably indecomposable for the
same reason as in Example 5.G.1. This action is faithful, but as a near action, if
factors through the near action of Example 1.2(5) of the quotient Z× (Z/2Z) of
(Z/2Z) o Z.
5.H. Analogues of the Burnside ring: examples. We now consider the no-
tions introduced in §4.J.
Example 5.H.1. Let G be a finite group. Then MN′(G) = GN′(G) = 0, while
the function X 7→ |X| induces (semi)group isomorphisms MN(G) ' N, GN(G) '
Z.
This being mentioned, we now, as in §5.C, concentrate on the groups Z and
D∞.
Example 5.H.2. In the case G = Z, MN′(Z) = N2 and GN(Z) = Z2. Here,
we use that −N and N (viewed as commensurated subsets of Z) are the only 1-
ended near Z-sets up to isomorphism. The index character, in these coordinates,
is given by (a, b) 7→ −a+ b and the number of ends is given by (a, b) 7→ a+ b.
The monoid MN(Z) is the quotient of N ⊕ N2 by identification of (k, `,m)
with (0, `,m) whenever (`,m) 6= (0, 0) (here k corresponds to the cardinal of
the union of finite orbits). The associated group GN(Z) is just Z2 and the map
MN(Z)→ GN(Z) is induced by the projection forgetting the first variable.
By Proposition 4.J.1(3), the index character induces an isomorphism GN./(Z)
→ Z.
Now consider the infinite dihedral group D = D∞. It admits three infinite
transitive D-sets, denoted d, e, e′, where d corresponds to the simply transitive
action, and e, e” are 1-ended actions (corresponding to the two conjugacy classes
of elements of order 2). Denote by s the singleton with trivial action.
Example 5.H.3. The monoid MN(D∞) has the abelian monoid presentation
〈d, e, e′, s | d = e+ e′, e+ s = e1, e′ + s = e1〉.
The function mapping a near D∞-set to its number of ends induces a homomor-
phism to N, mapping (d, e, e, s′) to (2, 1, 1, 0).
In particular, the associated group GN(D∞) is isomorphic to (Z/2Z)×Z, with
generators s = (1, 0), e = (0, 1), and identification of d to 2e+ s e′ to e+ s. The
monoid MN′(D∞) is isomorphic to N, with generators e = e′ and d = e (and
s = 0), and GN′(D∞) is infinite cyclic.
The group MN./ is reduced to zero, by Proposition 4.J.1(3).
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Actually, the simple descriptions of GN(D), MN′(D) and GN′(D) are eas-
ier to check directly. Let us prove the description of MN(D). First the above
presentation, removing the redundant generator d, we obtain the presentation
〈e, e′, s | e + s = e′, e′ + s = e〉, and in turn removing the redundant generator
e′, it has the abelian monoid presentation Γ = 〈e, s |, e = e + 2s〉. To check
that the canonical surjective monoid homomorphism Γ → MN(D) is an isomor-
phism, we provide a set of representatives in Γ and show they are mapped to
pairwise distinct elements. By a straightforward argument, such a set is given by
{ns : n ∈ N} ∪ {ne : n ∈ N} ∪ {ne+ s : n ∈ N>0}. Since the function X 7→ |X|
is an invariant, and maps sn to n and others to ℵ0, we are reduced to check the
injectivity on {ne : n ∈ N} ∪ {ne+ s : n ∈ N>0}. Since the function mapping X
to its number of ends is invariant as well, this reduces to check, for every n, the
injectivity on {ne, ne + s}, that is, to show ne and ne + s are not balanceably
near isomorphic. Indeed, this is equivalent to the statement that the near D-set
corresponding to ne has lst(ne) 6= 1. Since lst(ne) = lst(e), we have to check that
lst(e) 6= 1; this latter point was proved as part of Proposition 5.C.4.
5.I. Near actions of amalgams of finite groups. Denote by Cn = Z/nZ.
When m divides n, identify Cm to a subgroup of Cn.
Proposition 5.I.1. Let F1 ⊃ F ⊆ F2 be finite groups. Suppose that every action
of F on any finite set extends to F1 (e.g., F is a retract of F1). Then every near
action of the amalgam G = F1 ∗F F2 is realizable. In particular, every near action
of SL2(Z) = C6 ∗C2 C4 is realizable.
Proof. Let X be a near G-set. Choose separately realizations α1 and α2 of F1
and F2. Consider the finite subset K ⊆ X of those x such that α1(g)x 6= α2(g)x
for some g ∈ F . Let Y be the smallest α1(F1)-invariant subset including K.
Since the α2(F )-action coincides with the α1(F )-action outside Y and the latter
stabilizes Y , we deduce that α2(F ) stabilizes Y . Hence, by the assumption, we
can extend it to a new action of F1 on Y . Then define α
′
1 as the new F1-action
on Y and coinciding with α1 outside Y . Then α
′
1 and α2 match on F , and hence
yield an action of the amalgam, which realizes the near action.
The last fact follows since C2 is a direct factor in C6. 
Remark 5.I.2. Let F ⊆ F1 be an inclusion of finite groups. As we have noticed,
the condition that every action of F extends to F1 holds when F is a retract of
F . It also holds for other pairs: for instance, if p is prime, it is satisfied by the
inclusion of a cyclic group of order p into the symmetric group Sp. Moreover,
it follows from the proof that it is enough to assume that there exists n0 such
that every action of F on a set of cardinal ≥ n0 extends to F1. This gives some
further such pairs. For instance, if F is a subgroup of order 3 in the alternating
group F1 = Alt5, then every action of F on a set of cardinal ≥ 10 extends to F1
(the reader can check this, as well as the fact that 10 is optimal).
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This result is not true for arbitrary amalgams of finite groups. Let us illustrate
it in one case.
Fix a prime p. Let n ≥ 1 be divisible by p; let X be a set with a near action
of the amalgam
G = Cpn ∗Cp Cp2 = 〈t, u : tpn = up
2
= 1, tn = up〉.
Choose a realization of the Cpn-action and of the Cp2-action, giving t, u permuta-
tions of X with tpn = up
2
= id. Write F (t, u) = {x : tnx 6= u2x}, which is finite.
Choose a finite u-invariant subset Y including F (t, u). Then tn coincides with up
outside Y , and hence Y is tn-invariant.
Proposition 5.I.3. The value of the number of p-cycles of tn|Y only depends on
the near action (and does not depend on the choice of t, u, Y ).
This is a near isomorphism invariant of near G-sets; it is additive under dis-
joint unions; it is 0 in Z/pZ if and only if the near action on X is realizable, if
and only if it is stably realizable. Every near G-set is completable.
Proof. Define this as a function f(t, u, Y ) (defined under the condition F (t, u) ⊆
Y and Y u-invariant).
First, we check that t, u being given, it does not depend, modulo p, on the
choice of Y . It is enough to check that it does not change when one passes from
Y to Y unionsq C with C a single u-orbit. Since F (t, u) ⊆ Y , the permutations tn
and up coincide on C. If C is a 1-cycle or p-cycle of u, then up is the identity
on C and hence so is tn, so f(t, u, Y ) = f(t, u, Y ′). If C is a p2-cycle of u,
then up is a disjoint product of p p-cycles in C, and hence so is tn, and then
f(t, u, Y ′) = f(t, u, Y ′) + p.
So the function f(t, u, Y ) does not depend, modulo p, on Y . Write its value
modulo p as g(t, u). To show that g(t, u) does not depend on t, u under near
equality (respecting the condition tpn = up = id), it is enough to consider the
cases when one “adds” a cycle inside the same of fixed points. Namely:
• One passes from u to u′ by u′ = uc, c one cycle with support disjoint of u.
Choose Y u′-invariant (so it is automatically u-invariant) and including
F (t, u) ∪ F (t, u′). Then tn is not affected on Y , and hence f(t, u, Y ) =
(t, u′, Y ). Thus g(t, u) = g(t, u′).
• One passes from t to t′ by t′ = tc, c one cycle with support disjoint of u.
Choose Y large enough (u-invariant) and including F (t, u) ∪ F (t′, u) as
well as the support of c. Then (cn/p)p
2
= id; it is made of cycles all of the
same length. If it consists of p-cycles or 1-cycles, then cn is the identity
and hence f(t, u, Y ) = f(t′, u, Y ). Otherwise, cn/p is made of k p2-cycles,
and hence cn is made of pk 2-cycles, so f(t′, u, Y ′) = f(t, u, Y ) + pk, and
hence g(t′, u) = g(t, u).
Additivity is clear from the definition. If the action is realizable, we can choose
Y to be empty, so it is obvious that the invariant is even. Conversely, if the
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invariant is even, fix Y . Then tn has order ≤ 2, and has an even number of
2-cycles on Y . Let U coincide with u outside Y , and let it be equal to a square
root of tn on Y . Then tn = u2 and 〈t, u〉 realizes the near action.
Clearly taking the disjoint union with a trivial near action does not affect the
invariant, and thus realizable is equivalent to stably realizable. For an arbitrary
near G-set, the disjoint union of p copies of X has a zero invariant and hence is
realizable, so X is completable.
Clearly this is a balanced isomorphism invariant. Since a finite set has a zero
invariant (since it is realizable), this implies that it is also a near isomorphism
invariant. 
Remark 5.I.4. The invariant is additive under disjoint unions. For instance, for
G = C2n ∗C2 C4, this has the following consequence: for every near G-set X the
near G-set X unionsqX is realizable. Also, for any two near G-sets X, Y , at least one
of X, Y , X unionsq Y is realizable (and either a single one, of all three).
The next proposition shows that this invariant is not trivial.
Proposition 5.I.5. For n ≥ 2 divisible by p, let G = Cpn ∗Cp Cp2 act on itself
(by left translation); write the generators as t, u with tpn = up
2
= 1, tn = up.
Let X be the subset of elements whose projection in the free product Cn ∗ Cp has
a reduced form not finishing by a nontrivial power of u (i.e., 1 or finishing by
some nontrivial power of t). Then X is commensurated, the corresponding near
action is balanced and its invariant defined by Proposition 5.I.3 is equal to 1. In
particular, this yields a non-realizable (and not stably realizable) near action of
G.
Proof. To check that it is commensurated, it is enough to work in the quotient
Cn∗Cp by the central subgroup Cp. Let X¯ be the set of reduced words not finishing
by a nontrivial power of u (nontrivial in the quotient!), and Z the set of reduced
words finishing by a nontrivial power of t (so Z ⊆ X¯ and X¯rZ = {1}. If w ∈ Z,
then 〈u〉w ∪ 〈t〉w ⊆ X¯. So X¯ is commensurated. Hence X is commensurated as
well. Its index character is trivially zero since Hom(G,Z) = 0.
More precisely, we see that X¯ is 〈t〉-invariant. We thus choose t itself as lift
of t, and define u′ as equal to (the left translation by) u outside 〈up〉, an as the
identity on 〈up〉. We now treat t, u′ as permutations of X. Then F (t, u′) = 〈up〉,
which is already u′-invariant, we choose Y = 〈up〉 = 〈tn〉. On Y , tn acts as a
p-cycle. So f(t, u′, Y ) = 1 and the invariant is indeed odd. 
Corollary 5.I.6. Let n be divisible by p and G = Cpn ∗Cp Cp2. Then the map
mapping a near G-set X to the invariant of Proposition 5.I.3 induces a monoid
isomorphisms MN./(G)→ GN./(G)→ Z/pZ (where GN./ is defined in §4.J).
Proof. Since it is additive under disjoint unions by Proposition 5.I.3, it induces
a group homomorphism. It is surjective by Proposition 5.I.5. For the injectivity,
suppose that X, Y are near G-sets such that the X − Y is an element of the
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kernel. This means that there exists a near G-set Z such that X unionsq Z and Y unionsq Z
have the same invariant. Using surjectivity of the invariant, we can choose Z so
that X unionsq Z and Y unionsq Z both have a zero invariant. Hence, by Proposition 5.I.3,
X unionsqZ and Y unionsqZ are both (stably) realizable, and hence by Proposition 4.J.1(1),
they both vanish in GN./(G). Hence X − Y also vanishes in GN./(G). 
6. Near actions of locally finite groups
6.A. Countable locally finite groups.
Theorem 6.A.1. Let G be a countable locally finite group and X a near G-set.
(1) The near action on X can be completed to an action on a set X unionsqY such
that the intersection of X with every orbit is finite.
(2) Suppose in addition that we can write G as ascending union of subgroups⋃
Gn, such that Gn is a retract of Gn+1. Then the near action on X is
realizable by an action with only finite orbits.
(Recall that a subgroup H of a group G is a retract if and only if there exists
a normal subgroup N of G such that G = N oH.)
Remark 6.A.2. Note that the condition that the set is countable cannot be
dropped in the both assertions of Theorem 6.A.1. Indeed, if we have an action
of a countable group with uncountably many infinite orbits, then every finite
perturbation of the action still has uncountably many infinite orbits. See however
Corollary 6.A.4.
In order to prove Theorem 6.A.1, we emphasize the following lemma, whose
proof is shorter than its very assertion.
Lemma 6.A.3. For every finite group F and subgroup H, every action of F on
a finite set can be extended to an H-action on a larger finite set, in a way that
elements in different orbits remain in different orbits for the extended action.
Proof. It is enough to consider the case of a transitive F -set X = F/L, and then
H/L does the job. 
Proof of Theorem 6.A.1. We prove both assertions with essentially the same ar-
gument. Fix an ascending sequence (Gn)n≥0 of finite subgroups with union G
and G0 = {1}. Let X = X0 be a countable near G-set, with trivial action of
G0 = {1}. Write X as ascending union of finite subsets Fn.
Define by induction a near Gn-set (Xn, ρn) with, for n ≥ 1, a Gn−1-equivariant
inclusion Xn−1 ⊆ Xn with cofinite image, inducing on the cofinite subset X0 the
given near action of Gn.
To achieve this, fix a realization ρ′n of the near action of Gn on X0. Assuming
that Xn−1 is constructed, extend it as a trivial action on Xn−1rX0 (still denoted
ρ′n). There exists a cofinite subset Yn of Xn−1, invariant for both ρ
′
n(Gn) and
ρn−1(Gn−1), on which both actions of Gn−1 coincide. Let Zn be its complement
84 YVES CORNULIER
in Xn; we can in addition enlarge Zn to ensure that it includes Fn ∪Zn−1. Then,
by Lemma 6.A.3 the action ρn−1 of Gn−1 on Zn can be extended, on a larger finite
set Z ′n, to an action ρn of Gn, so that elements of distinct Gn−1-orbits remain in
distinct Gn-orbits. Extend the action ρn of Gn as equal to ρ
′
n on Yn, yielding an
action ρn on Xn = Yn unionsqZ ′n, whose restriction to Xn−1 extends the action ρn−1 of
Gn−1. Hence, the resulting action ρ of G on the union X ′ =
⋃
Xn commensurates
X = X0 and the induced near action is the original one.
The extension process ensured that ρ(Gn)x ∩ Xn ⊆ ρ(Gn−1)x for all n and
x ∈ Zn. Fixing n and x ∈ Zn, by induction on m ≥ n, we claim that also have
ρ(Gm)x ∩ Xn ⊆ ρ(Gn−1)x. So this holds for m = n; suppose that it holds for
m− 1 ≥ n. Then
ρ(Gm)x ∩Xn = ρ(Gm) ∩Xm ∩Xn
⊆ ρ(Gm−1)x ∩Xn ⊆ ρ(Gn−1)x,
where the last inclusion is by induction hypothesis. Hence ρ(G)x∩Xn ⊆ ρ(Gn−1)x
for all x ∈ Zn.
Given x ∈ X, there exists n such that x ∈ Fn, so x ∈ Zn, and so ρ(G)x ⊆
X ⊆ ρ(G)x ∩ Xn ⊆ ρ(Gn−1)x, which is finite. Thus every G-orbit has a finite
intersection with X.
In the above construction, if Gn−1 is a retract of Gn, then the action of Gn−1
on Zn defines a homomorphism Gn−1 → S(Zn), which can be extended to a
homomorphism Gn → S(Zn) with the same image (and thus defining the same
orbits on Zn): in other words, we can choose Z
′
n = Zn for all n, so thatXn = Xn−1.
If this condition holds for all n ≥ 1, then we can arrange Xn = Xn−1 for all n ≥ 1,
so we have X ′ = X which is thus realizable with finite orbits. 
Corollary 6.A.4. Let G be a countable locally finite group.
(1) Every near action of G is completable.
(2) If moreover we can write G as ascending union of subgroups
⋃
Gn, such
that Gn is a retract of Gn+1 for all n (e.g., G is a restricted direct product
of a countable sequence of finite groups), then every near action of G is
realizable.
Proof. By Proposition 4.A.9, every near action ofG is disjoint union of a realizable
near action and a near action on a countable set. We conclude by Theorem
6.A.1. 
Remark 6.A.5. There exist (abelian) countable locally finite groups with near
actions (on countable sets) that are not stably realizable, see §6.B.
There exist (abelian) uncountable locally finite groups, of every uncountable
cardinal, with a non-completable near action (on a countable set), see §6.C.
Corollary 6.A.6. Let G be a countable locally finite group and X an infinite
near G-set. Then P?G(X) (see §4.C) has cardinal 2|X|. Accordingly, in the space
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of ends E?G(X) there is no nonempty clopen metrizable subset, and in particular
there is no isolated point.
Proof. By Theorem 6.A.1, there exists a G-action on Z = X unionsq Y commensu-
rating X, inducing the original near action on X, such that every G-orbit has
a nonempty finite intersection with X. Necessarily, Z, as well as the set Ω of
orbits, has the same cardinal as X. Then the Boolean algebra homomorphism
P(Ω)→ P(G)(X), mapping U to (∪U)∩X, induces an injective Boolean algebra
homomorphism P?(Ω)→ P?G(X), whence the first statement.
A metrizable clopen subset would mean a G-commensurated subset X ′ in X
whose Boolean algebra of commensurated subsets is countable, and this is ex-
cluded by the first statement (applied to X ′). 
Corollary 6.A.7. Let G be a group. The following are equivalent:
(1) G is not countable locally finite;
(2) there exists a 1-ended near G-set;
(3) there exists a near G-set whose space of ends is non-empty and metrizable;
(4) there exists a 2-ended G-set.
(5) G is 2-ended, or G admits a 1-ended quotient.
Proof. (5)⇒(4)⇒(2)⇒(3) is clear; (3) implies (1) by Corollary 6.A.6.
Finally, let us prove that (1) implies (5). If G is uncountable and locally
finite, then it is 1-ended (Holt’s theorem [DD, Theorem 6.10]) and we are done.
Now suppose that G is not locally finite. If G has ≥ 3 ends, then again by
[DD, Theorem 6.10], it admits a minimal action on a tree with at least 3 ends,
with finite edge stabilizers, and by [DGO], this implies that is has a free normal
subgroup F of infinite index (necessarily of infinite rank). Modding out by [F, F ]
yields a group with an infinite normal abelian subgroup, which thus has to be a
1-ended group. 
Actually, the last two statements of Corollary 6.A.6 can be improved.
Corollary 6.A.8. Let G be a countable locally finite group and X an infinite
near G-set. Then every nonempty Gδ subset (= countable intersection of open
subsets) of E?G(X) has an infinite interior.
Proof. Since X is completable to a countable G-set and the required property
passes to clopen subsets, we can suppose that X is a G-set.
We have to show that for every ω ∈ E?G(X) and every descending sequence
(Un)n≥0 of clopen neighborhoods of ω, the intersection
⋂
Un has nonempty inte-
rior. Indeed, Un is the boundary of some G-commensurated subset Xn of X; then
Xn+1 is near included in Xn for every n. Write G as an ascending union G =
⋃
Gn
of finite subgroups Gn. We define by induction, a finite Gn-invariant subsets Yn,
that is disjoint to
⋃
j<n(Yj). Define Y =
⋃
Yn; it is infinite, G-commensurated,
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and near included in Xn for every n. Hence the nonempty clopen subset U de-
fined by Y is included in
⋂
Un. Since E?G(X) has no isolated point by Corollary
6.A.6, U is infinite. 
A Parovic˘enko space is a Stone space whose Boolean algebra has cardinal 2ℵ0
and in which every nonempty Gδ subset has nonempty interior. It is unique up
to homeomorphism if and only if the continuum hypothesis (CH) holds (see [vM,
§1.2]), and one example is the Stone-C˘ech boundary of an infinite countable set.
By the previous proposition, for G a countable locally finite group, the space of
ends of any infinite countable near G-set, is a Parovic˘enko space.
Corollary 6.A.9. If CH holds, then for every countable locally finite group G,
the space of ends of every infinite countable near G-set is homeomorphic to the
Stone-C˘ech boundary of N.
Corollaries 6.A.6, 6.A.8 and 6.A.9 were established by Protasov [Pro] in the
case of G itself, viewed as G-set under left multiplication.
Theorem 6.A.1(1) states in particular that every near action of a countable
locally finite group is completable. This has the following extension:
Lemma 6.A.10. Let G be a countable group with a finitely presented subgroup
H, such that for every finite subset F , the subgroup 〈H ∪ F 〉 is an overgroup of
finite index of H. Let X be a near G-set which, in restriction to H, has only
finite orbits. Then X is a completable near G-set.
Proof. Enumerating elements of G, one writes G as ascending union of a sequence
of subgroups Gn, with G0 = H and Gn having finite index in Gn+1 for every
n. By Theorem 4.F.3 and Proposition 4.G.6, the near G0-action is realizable
(necessarily, as an action with only finite orbits). The sequel of the proof is then
an adaptation of that of Theorem 6.A.1(1) so we omit the details. 
Lemma 6.A.11. Let G be a non-cyclic, torsion-free abelian group of Q-rank 1,
with an infinite cyclic subgroup H. Let X be a near G-set which, in restriction
to H, has only finitely many finite orbits. Then X is a realizable near G-set.
Proof. Since G is non-cyclic, torsion-free abelian group of Q-rank 1, we have
Hom(G,Z) = {0} and hence every near G-action is balanced.
Since the index is zero, the near action is realizable in restriction to H; fix a
realization, namely a permutation σ0 realizing the near action of some generator;
since σ0 has only finitely many finite cycles, we it has a finite perturbation σ
that consists only of infinite cycles. We claim that for every subgroup L of G
including H as a subgroup of infinite index, there exists a unique realization on
L extending the H-realization. Let H have index m in L: we have to show that
there exists a unique m-root ψ of σ realizing the near action.
The uniqueness is easy: if ψ and θ are such roots, then ψ−1θ commutes with
σ and has finite support; since σ has no finite orbit, it has to be the identity.
NEAR ACTIONS 87
For the existence, for the same reason as we constructed σ, we can find θ
realizing freely the L-action. Hence θm is another free realization for H. Hence,
there exists a finitely supported permutation conjugating θm to σ. Conjugating
θ instead, we obtain the desired m-root. 
Theorem 6.A.12. Let G be a torsion-free abelian group of Q-rank 1. Then
every near G-set is completable.
Proof. Let H be an infinite cyclic subgroup of G. Let X be a near G-set. Using a
near Schreier graph for the near H-set X, write X = Y unionsqZ, where Z is the union
of all finite components. Since this decomposition is canonical up to near equality
and since H is a normal subgroup of G, the subsets Y, Z are G-commensurated.
By Lemma 6.A.10, Z is a completable G-set; by Lemma 6.A.11, Y is a realizable
near G-set if G is not cyclic (the result being clear when G is cyclic). 
6.B. Near free near actions of quasi-cyclic groups.
Proposition 6.B.1. Let F be a finite group and X a near free F -set. Let ρ :
F → S(X) be a realization of the near action and let νρ be the number of points
with nontrivial stabilizer. Then the value of νρ, modulo |F |, does not depend
on ρ (and only on the near action). In particular, it is a balanced isomorphism
invariant; call it its residual.
Proof. More generally fix a subgroup H of F and let us show the following: let
X be a near F -set such that, for some/any realization ρ, the number νρ of x ∈ X
such that the stabilizer of x is not conjugate to H, is finite. Then, modulo
|F |/|H|, the number νρ does not depend on ρ.
Indeed, consider two realizations ρ1, ρ2. Let Y be the set of x such that ρ1(g)x =
ρ2(g)x for all g ∈ F , so Y is cofinite. Then, for all g, h ∈ F and x ∈ Y , we have
ρ1(g)(ρ1(h)x) = ρ1(gh)x = ρ2(gh)x = ρ2(g)(ρ2(h)x) = ρ2(g)(ρ1(h)x),
so Y is ρ1(F )-invariant, and similarly Y is ρ2(F )-invariant, and the actions ρ1
and ρ2 coincide on Y . For i = 1, 2, let Zi be the (finite) set of points whose
stabilizer for ρi is not conjugate to H. Then νρi = |Zi ∩ Y | + |Zi ∩ Y c|. Since
Z1 ∩ Y = Z2 ∩ Y , and |Zi ∩ Y c| = |Y c| ∩ |Y c r Zi|, we deduce that
νρ1 − νρ2 = |Z1 ∩ Y c| − |Z2 ∩ Y c| = |Y c ∩ Z2| − |Y c ∩ Z1|.
Since Y crZi consists of ρi(F )-orbits isomorphic to F/H, its cardinal is multiple
of |F |/|H|, whence the result. 
Given an integer m ≥ 2, recall that Cm∞ is defined as the inductive limit of
Z/mnZ (with the map Z/mnZ → Z/mn+1Z being induced by multiplication by
m); through these maps we view Cmn ' Z/mnZ as a subgroup of Cm∞ . Note
that Cm∞ ' Z[1/m]/Z. Also recall that the m-adic ring Zm as the projective
limit of Z/mnZ, with maps induced by the identity map of Z.
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Given a near free near Z/mn+1Z-set (X,α), it is also a near free nearZ/mnZ-
set. The residual as Z/mn+1Z-action reduces, modulo mn, to the residual as
Z/mnZ-action.
Hence, given a near free near Cm∞-set (X,α), the residual (of the restriction to
the various subgroups Z/mnZ) defines an m-adic number, which we call residual
of the given near free near Cm∞ . It is a balanced isomorphism invariant, denoted
να, or νX . Note that is is additive under disjoint union: νXunionsqY = νX + νY , and
that for X finite of cardinal n, νX = n. For any finite set T , we thus have
νXunionsqT = νX + |T |. In particular, the image of νX in Zm/Z is a isomorphism
invariant of the near free near Cm∞-set.
Proposition 6.B.2. Every element of Zm can be achieved as residual of some
near free, countable near Cm∞-set.
A near free near Cm∞-set X is stably realizable if and only if it is finitely stably
realizable, if and only if νX ∈ Z, and realizable if and only if νX ∈ N.
Proof. Since every nontrivial subgroup of Cm∞ intersects Cm non-trivially, a Cm∞-
set is free if and only if it is Cm-free.
If X is realizable, let Y be the set of points with trivial stabilizer in restriction
to Cm; then Y is cofinite. Then in restriction to each Z/mnZ (for n large enough
so that k divides mn), the residual is equal to |X r Y |, and hence this is the
residual.
If X is stably realizable, then X unionsq Z is realizable for some Z with trivial near
action; fix a realization. Let Y be the set of points with trivial stabilizer in
restriction to Cm, so Y is Cm∞-invariant (since Cm is a normal subgroup). Since
the near action of Cm on X is near free and on Z is trivial, we have Y 4X finite.
So X and Y are isomorphic as near Cm∞-sets, and hence X is finitely stably
realizable.
If X is stably realizable, then X unionsq Z is realizable for some finite set Z; fix a
realization, and define Y as above, so Y is cofinite in X unionsq Z. Then νY = 0, and
hence
νX + |X r Z| = νXunionsqZ = νY + |Y r Z| = |Y r Z|,
so νX ∈ Z.
Now for the existence result (for arbitrary m) fix s ∈ Zm, and let sn be the
unique representative of s in [0,mn[. Start from the free action of Cm∞ on the
disjoint union X of N copies of itself. Let q = (qk) be a non-decreasing sequence of
positive integers tending to infinity. Define Yk as the copy of Z/m
qkZ in the k-th
copy of Cm∞ , and Y as the (disjoint) union of all Yk. The divisibility assumption
implies that for each n, Yk is (Z/mnZ)-invariant for large k, and hence Y is a
commensurated subset of X.
The residual of the Z/mnZ-action is equal to
∑
k:qk<n
mqk . Given a sequence
(bn) of non-negative integers with
∑
n bn =∞, arrange that qk equals n for exactly
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bn values of k. Then ∑
k:qk<n
mqk =
∑
`<n
∑
k:qk=`
m` =
∑
`<n
bnm
`
Now we construct (bn) by induction to ensure this to be equal to sn for all
n. For n = 0, the above equality is trivial (0 = 0). Assuming that n ≥ 1 and
the induction holds for n − 1, we have ∑`<n−1 bnm` = sn−1. So the equality∑
`<n bnm
` = sn is equivalent to the requirement bnm
n−1 = sn − sn−1. Since
indeed sn− sn−1 is divisible by mn−1, this requirement can be fulfilled by setting
bn =
sn−sn−1
mn−1 . If we assume that sn tends to infinity, we have
∑
bn = ∞ and we
are done.
Otherwise, we have sn bounded, which precisely means that s ∈ N. Then s is
simply achieved by considering the near action on a finite set with s elements. 
Corollary 6.B.3. Let G be a group with a subgroup H isomorphic to Cp∞ for
some prime p. Then for every near G-set that is near free in restriction to H,
the lest lstG(X) (see §4.D) is zero.
Proof. Obviously (by Proposition 4.D.6(2)), we can suppose that G = Cp∞ .
If a near free Cp∞-set X is balanceably near isomorphic to X plus k points,
then νX = νX + k in Zp, which forces k = 0. 
Corollary 6.B.4. Let X be a free Cm∞-set, and S a nonempty finite subset of
X. Then the near action of Cm∞ on X r S is not realizable.
It follows from Corollary 6.B.4 that any group G including a quasi-cyclic sub-
group Cp∞ as a subgroup for some prime p, for any free G-set X and nonempty
finite subset K ⊆ X, the near action of G on XrK is non-realizable. An applica-
tion in a particular case is the following. Recall that, for a prime p, Thompson’s
group Tp is the group of piecewise affine self-homeomorphisms of the circle R/Z
whose breakpoints belong to Z[1/p]/Z and whose slopes belong to {pn : n ∈ Z}.
Given that it contains the subgroup Z[1/p]/Z acting freely by translations, we
deduce:
Corollary 6.B.5. For every nonempty finite subset K of the circle R/Z (resp.
of Z[1/p]/Z), the near action of Tp on (R/Z)rK (resp. on (Z[1/p]/Z)rK) is
not realizable. 
Note that this is not true when Tp is replaced by Fp, the stabilizer of 0. Indeed,
the subset {p−n : n ∈ N} is commensurated by the near Fp-action and has lest
one, so the whole near action has lest one.
6.C. Near actions of uncountable locally finite groups. Let T be the vertex
set of a rooted binary tree (we can identify T to the set of a free monoid on two
letters a, b, with an oriented edges (w,wa), and (w,wb) for every w ∈ T ). Let ∂T
be the boundary of T , which can naturally be identified with the set of infinite
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words (indexed by N) in {a, b}. For ω ∈ ∂T , write (ωn)n≥0 for the geodesic ray
from the root towards ω; in other words, ωn is the initial segment of length n of
ω. For ω, η ∈ ∂T , write D(ω, η) as the supremum of n such that ωn = ηn.
For ω ∈ ∂T , let uω be the permutation of X of order 2 exchanging ω2n and
ω2n+1 for all n ≥ 0, and fixing all other vertices.
For a set Z, let GZ be the free Z/2Z-module on Z, with basis (ζz)z∈Z . For all
ω, η ∈ ∂T , it is easy to see that they commute if D(ω, η) is odd or infinite, and
otherwise, if D(ω, η) is even, the commutator [ω, η] is a 3-cycle. Hence the uω
define a near action of G∂T on T . This near action is ?-faithful: indeed, for any
distinct ω[1], . . . , ω[d], the closure in the compactification T unionsq ∂T of the support
of the product uω[1] . . . uω[d] intersects ∂T in {ω[1], . . . ω[d]}; hence this support is
infinite.
Let K be the subset of ∂T consisting of all infinite words ω such that ω2n =
ω2n+1 for all n.
Theorem 6.C.1. The near action of G∂T on T is not completable. More pre-
cisely, for any uncountable subset L of K, the near action of GL on T is not
completable.
Proof. By contradiction, assume that for some uncountable subset L ⊆ K, the
near action of GL is completable, namely as an action β on a set X unionsq Y . Let Tn
be the n-ball around the root in T (so Tn is uω-invariant for n odd). Then for
each ω ∈ L, there exists an odd number nω such that β(ζω) coincides with uω on
X r Tnω .
Since L is uncountable, there exists n and an infinite subset M ⊆ L such that
nω = n for all ω ∈ L. Then M has an accumulation point in ∂T . It follows that
there exist distinct ω, η ∈ M such that D(ω, η) > n. Since L ⊆ K, D(ω, η) is
even. Hence, in restriction to X r Tn, uω and uη do not commute, and hence
β(uω) and β(uη) do not commute. This is a contradiction. 
Remark 6.C.2. Since L can be chosen of every cardinal in [ℵ1, 2ℵ0 ], we obtain,
for every such cardinal, a locally finite (abelian) group of this cardinal, with a
non-completable, ?-faithful near action on a countable set. If we remove the ?-
faithfulness restriction, the group can be chosen of any cardinal, since we can
extend the above to a near action of GL ×H, where H is any group near acting
trivially, with the prescribed cardinality.
Remark 6.C.3. Here is another example of a non-completable near action of an
uncountable locally finite group (on a countable set). Let S be a finite nonabelian
simple group and I an infinite countable set, and the near power G = S)I( =
SI/S(I).
First, using the fact that I includes 2ℵ0 infinite subsets, pairwise with finite
intersection, we see that G includes a subgroup isomorphic to S(2
ℵ0 ). The latter
group is known not to embed into S(ℵ0) [McK]. Hence G does not embed into
S(ℵ0) either.
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However, the natural action of SI on S×I, given by s·(t, i) = (sit, i), with only
finite orbits, induces a near action of G, with trivial kernel. We claim that this
near action is not completable. Indeed, otherwise, using that G has Property FW
[Cor2] along with Proposition 4.K.5, this near action is finitely stably realizable,
and we deduce that G embeds into S(ℵ0), a contradiction.
7. Rigidity results for 1-ended groups
7.A. Roughly equivariant maps. This subsection is preliminary for the next
one.
Given a group G and near G-sets X, Y , consider the set of near R?(X, Y ) of
near G-equivariant near maps X → Y . Define R(G)(X, Y ) and Rmap(G) (X, Y ) as
its preimages in R(X, Y ) and Rmap(X, Y ) respectively. These are called roughly
G-equivariant rough mappings and roughly equivariant maps from X to Y .
Proposition 7.A.1. Let X, Y be near G-sets and let f : X → Y be a map.
(1) The map f is roughly G-equivariant if for every g ∈ G and some/any
choice of lifts of g in Emap(X) and Emap(Y ), both denoted g˜, the image by
f of the set of x ∈ X such that f(g˜x) 6= g˜f(x) is finite.
(2) If f is proper, this is equivalent to the condition that for all g ∈ G, the
set of x ∈ X such that f(g˜x) 6= g˜f(x) is finite.
Proof. (1) The forward implication is trivial. For the converse, fix lifts as above;
write Ug = {x ∈ X : f(g˜x) 6= g˜f(x)}, Fg = {x ∈ X : g˜−1g˜x 6= x} and F ′g =
{y ∈ Y : g˜−1g˜y 6= y}. Then Fg, F ′g are finite, and f(Ug) is finite. Define Yg as the
complement in Y of g˜f(Ug) ∪ f(Ug−1) ∪ f(Fg) ∪ F ′g.
Let us check that, viewing functions X → Y as subsets of X × Y , we have
(g˜ ◦ f) ∩ (X × Yg) = (f × g˜) ∩ (X × Yg).
Fix y ∈ Y ′g . If, for some x ∈ X, we have g˜(f(x)) = y, then since y /∈ g˜f(Ug),
we have x /∈ Ug, and hence f(g˜x) = y. This proves (g˜ ◦ f) ∩ (X × Yg) ⊆
(f × g˜)∩ (X ×Yg). Conversely if, for some x ∈ X, we have f(g˜x) = y, then since
y /∈ f(Ug−1), we have g˜x /∈ Ug−1 . Hence f(g˜−1g˜x) = ˜g−1f(g˜x) = g˜−1y, and thus
g˜f(g˜−1g˜x) = g˜g−1y. Since y /∈ f(Fg), we have x /∈ Fg and hence g˜−1g˜x = x; also
using that y /∈ F ′g, we deduce that g˜f(x) = y, proving the reverse inclusion.
(2) immediately follows. 
Definition 7.A.2. A map between G-sets X, Y is closely equivariant if for every
g ∈ G, the set of x ∈ X such that f(gx) = gf(x) is cofinite in X.
Remark 7.A.3. The notion of closely equivariant map does not behave well in
the setting of non-proper maps. First, it cannot be extended to near G-sets: if we
copy the characterization of Proposition 7.A.1(2), then the resulting definition
would depend on the choice of lifts. Indeed, for instance let f : X → Y be a
G-equivariant map between G-sets, with Y not a singleton, and suppose that
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some y0 ∈ Y has f−1({y0}) infinite. Choose the obvious lifts at the level of X,
and on Y , for some g prescribe g˜y0 6= gy0. Then for all x ∈ f−1({y0}), we have
f(gx) = gf(x) = gy0 6= g˜y0 = g˜f(x).
In addition, even in the setting of G-sets in which the notion of closely equi-
variant map is well-defined, it misbehaves under composition. Indeed, let G be
any nontrivial group. Let X be an infinite G-set; let {v0} be a singleton (with
trivial G-action) and Y an arbitrary G-set with y0 ∈ Y not fixed by some g ∈ G.
Let f be the unique map X → {v0} and u the map {v0} → X mapping v0 to y0.
These are clearly near G-equivariant. Then v = u ◦ f is the constant function
x 7→ y0, and the set of x ∈ X such that v(gx) = gv(x) is empty. So u ◦ f is not
near G-equivariant.
In general, it still holds that if we have closely G-equivariant maps X → Y → Z
where X → Y is proper, then the composite map is closely G-equivariant.
We say that two actions α, α′ : G → S(X) are finite perturbations of each
other if the induced near actions are equal, i.e. if pi ◦ α = pi ◦ α′, where pi is the
canonical quotient map S(X)→ S?(X).
The intuition of finite perturbation is natural when G is finitely generated and
endowed with a finite generating subset: indeed it then means that one passes
from one Schreier graph to the other by moving finitely many edges.
7.B. Near equivariant maps on 1-ended groups. When G is a group, recall
that we write [G] to mean G viewed as a G-set, where the action is by left
translation. For consistency of notation, the G-set G/H will also sometimes be
denoted [G/H] (since we are often mainly motivated by the case H = {1}).
When X is a G-set, the G-equivariant maps [G] → X are the maps g 7→ gx0
for x0 ∈ X. In particular, and being careful of the change of notation, the
G-equivariant maps [G]→ [G] are the right translations x 7→ xg0 for g0 ∈ G.
Lemma 7.B.1. Let G be a group and X a G-set. Consider a closely G-equivariant
map f : [G] → X (Definition 7.A.2). Consider the partition (Gx)x∈X of G de-
fined by Gx = {g ∈ G : f(g) = gx}, and for Y ⊆ X define GY =
⋃
x∈Y Gx (so
G{x} = Gx). Then
• for every Y ⊆ X, the subset GY is a G-commensurated subset of [G];
• if G is finitely generated, or more generally tamely-ended (Definition
4.C.7), then Gx is nonempty for only finitely many x ∈ X (and hence, G
acts on X with finite stabilizers, f is a proper map).
Proof. For every g ∈ G, define the cofinite subset
G(g) = {h ∈ G | f(gh) = gf(h)}.
Write u(g) = g−1f(g) ∈ X. For every g ∈ G and h ∈ G(g), the above relation
reads as ghu(gh) = ghu(h), that is, u(gh) = u(h). For Y ⊆ X, write GY =
u−1(Y ) (so Gy = G{y}). Then for every g ∈ G and h ∈ G(g) ∩ GY , we have
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gh ∈ GY ; that is, GY r g−1GY . Since this holds for all g, this proves that, GY is
a G-commensurated subset of [G].
Let us prove the finiteness assertion, namely that the set T = {t ∈ X : Gt 6= ∅}
is finite when G is tamely-ended. Otherwise, consider a partition (Tn)n∈N of T
into infinitely many infinite subsets Tn. The map P(X)→ P∗G(G) mapping Y to
the class GY = u
−1(Y ) modulo finite subsets is a Boolean algebra homomorphism,
and so is the map P(N)→ P(X) given by I 7→ ⊔n∈I Tn. The composite Boolean
algebra homomorphism P(N) → P∗G(G) is injective. This defines an injection
of the Boolean algebra P(N) into P?G(G). We thus contradict that G is tamely-
ended. 
Remark 7.B.2. Let G be an∞-ended finitely generated group, so action by right
translation yields a faithful action of G on the space of ends EG([G]) (for the left
action); this action is minimal (Abels [Abe2]). Then the near automorphism
group S?G([G]) of G as G-set under left translation, can naturally be identified,
by Lemma 7.B.1, with the topological-full group of the above action of G on its
space of ends EG([G]).
Corollary 7.B.3. Let G be a 1-ended group (not necessarily finitely generated)
and X a G-set. Then
(1) for every closely G-equivariant map f : [G] → X, there exists a unique
y ∈ X such that f(g) = gy for all but finitely many g ∈ G;
(2) more generally, for every finite subgroup H of G and every closely G-
equivariant map f : [G/H] → X, there exists a unique y ∈ X, stabilized
by H such that f(gH) = gy for all but finitely many g ∈ G.
Proof. Define Gy as in Lemma 7.B.1; it is commensurated; if G is 1-ended, then
it follows that Gx is finite or cofinite for all x, and cofinite for at most one x ∈ X.
Such x necessarily exists: otherwise Gx is finite for all x and hence is nonempty
for infinitely many x, contradicting the finiteness statement of Lemma 7.B.1.
Now consider the second assertion. Denote by p : G → G/H the projection;
then f ◦ p is closely equivariant, by properness of p. By the first assertion, there
exists x ∈ X such that f ◦ p(g) = gx for all but finitely many p. We claim
that f1 : g 7→ gx is constant on every fiber ξH of p: indeed, otherwise, there
exists h ∈ H such that ξx 6= ξhx. Hence gξx 6= gξhx for all g ∈ G. That is,
f1(gξ) 6= f1(gξh) for all g ∈ G. Since there exists g ∈ G such that f ◦ p and
f1 coincide on both gξ and gξh, we get a contradiction. Hence f1 factors as
p ◦ f2, with f2(gH) = gx for all gH ∈ G/H. Then x is fixed by H and uniquely
determined. 
Corollary 7.B.4. Let G be a 1-ended group, H,H ′ subgroups with H finite.
(1) EG(G/H,G/H
′) = EnsurjG (G/H,G/H
′), that is, every proper near G-equiv-
ariant map G/H → G/H ′ has a cofinite image;
(2) if H ′ is infinite, EG(G/H,G/H ′) = ∅; the same conclusion holds if H ′ is
finite and H is not conjugate to any subgroup of H ′;
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(3) if H,H ′ are not conjugate, G/H and G/H ′ are not isomorphic as near
G-sets;
(4) if H,H ′ are conjugate, then every proper near equivariant map f : G/H →
G/H ′ is a near isomorphism between the near G-sets G/H and G/H ′,
and has a representative of the form f(gH) = gξH ′, where ξ ∈ G is
such that ξ−1Hξ = H ′, and ξ is well-determined in G/H ′. In partic-
ular, S?G(G/H,G/H) is isomorphic to NG(H)/H, where NG(H) is the
normalizer of H in G.
Proof. By composition, every near G-equivariant map G/H → G/H ′ gives a near
G-equivariant map G→ G/H ′, which near equals the surjective map g 7→ gx for
some x ∈ G/H ′. So (1) holds. If H ′ is infinite, this map g 7→ gx is not proper,
and hence since H is finite, the original map G/H → G/H ′ is not proper either,
showing the first part of (2).
Now suppose that H ′ is finite. Consider a representative f : G/H → G/H ′,
and let f1 : G → G/H ′ be the composition. Then we can change f1 on a finite
subset, and hence f as well to ensure that f1(g) = gξH
′ for some ξ ∈ G and all
g ∈ G (ξ is well-determined in G/H ′). By construction, f1(gh) = f1(g) for all
g ∈ G and h ∈ H; this implies that hξH ′ = ξH ′ for all h ∈ H, which means
that ξ−1Hξ ⊆ H ′. This proves the second part of (2). If moreover f is a near
permutation, the argument applied to the (near) inverse of f implies that H ′
is conjugate to a subgroup of H, and hence the finite subgroups H and H ′ are
conjugate, so (3) and (4) are proved. 
Proposition 7.B.5. Let G be a 1-ended group, and H a finite subgroup. Then
the realizability degree of G/H is 0. In particular, the lest of the (near) G-set
G/H is 0.
Proof. Write X = G/H. Assuming otherwise, there exists n > 0 such that the
action on X can be perturbed to an action (denoted ∗) that is trivial on a subset of
cardinal n. Let K be the union of finite orbits of the twisted action (so |K| ≥ n).
The identity map idX is near equivariant and hence by Corollary 7.B.3, there
exists f : X → X, near equal to idX , that is equivariant from (X, ·) to (X, ∗).
In particular, since X is G-transitive, all fibers of f have the same cardinal and
hence, since f is near equal to an injective map and X is infinite, we deduce that
f is injective with cofinite image. Thus the index character of S?(X) maps f to
|X r f(X)|. Since f is near equal to the identity, the index of f is zero. So f is
a permutation and thus X is also G-transitive in the twisted action, and hence
K is empty, a contradiction. 
7.C. Rigidity for free actions of 1-ended groups.
Theorem 7.C.1. Let G be a 1-ended group that is not locally finite; let X be a
G-set.
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(1) Suppose that all point stabilizers are finite (e.g., G acts freely). Then any
finite perturbation of the G-action on X is conjugate, by a unique finitely
supported permutation of X, to the original action.
(2) More generally, if for all but finitely many x, the stabilizer of x is finite,
then any finite perturbation of the G-action on X is conjugate, by a finitely
supported permutation of X, to an action that is unchanged on all infinite
orbits (i.e., outside the maximal finite invariant subset).
Proof. First notice that in the setting of (1), the uniqueness is immediate: indeed,
if a finitely supported permutation conjugates an action to itself, its support is a
finite invariant subset, and hence in this case has to be empty. Apart from this
easy uniqueness observation, (2) is a generalization of (1).
We first reduce to the case when X has finitely many G-orbits. Note that for
an action of a finitely generated group, every finite perturbation is unchanged
in restriction to all but finitely many orbits, and in particular the reduction is
immediate when G is finitely generated. We will use this fact, using that G has
an infinite, finitely generated subgroup H.
Write (X, ·) for the original action and (X, ∗) for the twisted action. Consider
the identity embedding of any infinite orbit Y into X. It is near equivariant. By
Corollary 7.B.3, there exists a unique G-equivariant map fY : (Y, ·)→ (X, ∗) that
is a finite perturbation of f . Let Z be the union of infinite orbits (in the original
action), so Z is cofinite in X; let f : Z → X be obtained by putting together all
fY . Then f is G-equivariant from (Z, ·) to (X, ∗).
Let K be the set of non-fixed points of f . Then K∩Y is finite for every infinite
(original) orbit Y ⊆ X. Since f is near equivariant, K is commensurated. Hence
K is H-commensurated; since H is finitely generated, this implies that K ∩ Y is
H-invariant for all but finitely many original orbits Y ⊆ X; since K ∩ Y is finite
for every Y and H is infinite, this implies that K ∩Y is empty for all but finitely
many Y . Hence K is finite. This means that f is the identity on all but finitely
many orbits Y , and hence since f is equivariant, this means that the action is
unchanged on all but finitely many original orbits Y .
Let Z ′ = f(Z) be the union of infinite twisted orbits. Then Z ′ is cofinite, and
as a G-set for the twisted action, is isomorphic (through f) with the G-set Z.
By Propositions 7.B.5 and 4.D.8, the lest of the G-set Z is 0. It follows from the
definition of lest that the finite subsets XrZ and XrZ ′ have the same cardinal.
Hence, after conjugating the twisted action by a finitely supported permutation,
we can suppose that Z ′ = Z. So f is a finitely supported permutation of Z, and
hence conjugating the twisted action by f (extended as the identity outside Z)
yields an action that coincides with the original action on Z. 
Example 7.C.2. The 1-ended assumption is essential: endow Z with its action
on itself by translation. The permutation of Z mapping n 7→ n + 1 for n 6= −1,
0 7→ 0, −1 7→ 1 defines a finite perturbation of the original action; however, it is
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not conjugate by a finitely supported permutation (and not at all conjugate) to
the original action, since it is not transitive.
A variant is the following: consider the simply transitive action of the infinite
dihedral group 〈ueo, uoe〉 on Z, where the involution ueo swaps every even number
with the next odd number, while the involution uoe swaps every odd number with
the next even number; this is a free action with a single orbit. Perturb the action
by declaring 0 and 1 to be fixed by ueo. Then the new action has two 1-ended
orbits, so is not transitive.
Theorem 7.C.1 is extensively used in non-realizability results for the group of
interval exchanges with flips [Cor3]. It is also used in the proof of Theorem 9.I.2
on the classification of near actions of Zd for d ≥ 3. Lemma 7.B.1 is used in
§11.B.
7.D. Application to non-completability. The above results can also be used
to prove non-completability results.
Proposition 7.D.1. Let G be a 1-ended group. Let X be a completable near
G-set and M a simply transitive G-set. Let f : X →M be a near G-equivariant
proper map. Then the number n of ends of X is finite, and for the decomposition
X = X1 unionsq · · · unionsq Xn into 1-ended commensurated subsets, the restriction of f to
each Xi is a near isomorphism.
Proof. Fix a function f1 : X →M realizing f . Write XunionsqY = Z with Z realizable,
and fix a realization.
For g ∈ G, write X(g) = {x ∈ X ∩ g−1X : f1(gx) = gf1(x)}; this is a cofinite
subset of X, and its finite complement X(g). Also define M
′
(g) ⊆ M as the
finite subset f1(X
′
(g)) ∪ g−1f1(X ′(g−1)). For m ∈ M , define Fm = f−11 ({m}). For
m /∈M ′(g), we claim that Fgm = gFm.
Indeed, suppose that x′ ∈ gFm. So f1(x) = m, for x = g−1x′; then x ∈ X,
so x′ ∈ gX. Since m /∈ f1(X ′(g)), we have x ∈ X(g), whence gx ∈ X and
f1(gx) = gf1(x) = gm. That is, x
′ ∈ X and f1(x′) = gm. Thus x′ ∈ Fgm.
Conversely, suppose that x′ ∈ Fgm. So f1(x′) = gm. Since gm /∈ f1(X ′(g−1)), we
have x′ ∈ X(g−1). So g−1x′ ∈ X and f1(g−1x′) = g−1f1(x′) = m. Thus x′ ∈ gFm.
Now fix a point in M so as to identify M with [G]. Thus g 7→ f−11 ({g}) is a
near equivariant map from [G] to the G-set of finite subsets of Z. By Corollary
7.B.4, there exists a finite subset F of Z such f−11 ({g}) = gF for all but finitely
many g ∈ G, say all g ∈ K, with K cofinite subset of G.
We claim that the subsets gF , for g ∈ G, are pairwise disjoint. Indeed, for all
g, g′, there exists g′′ ∈ G such that both g′′g and g′′g′ belong to K, and hence
g′′gF ∩ g′′g′F = f−1({g′′g}) ∩ f−1(g′′g′) = ∅, so gF ∩ g′F is empty.
Let H be the stabilizer of x ∈ F . If g, h are distinct elements of K and x ∈ F ,
we have f(gx) = g 6= h = f(hx), and hence gx 6= hx. Thus K is mapped
injectively in G/H. Since K is a cofinite subset of G, this implies that H = 1.
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So G acts freely on X1. By definition, each G-orbit in X1 meets F , so there are
finitely many orbits. On each orbit U , f1 restricts to a near G-equivariant map,
which after identification of U with [G] is, by Corollary 7.B.3 near equal to a
right translation, and hence is a near isomorphism. 
Corollary 7.D.2. Let G be a 1-ended group. Let X be a near G-set with a near
equivariant proper map f : X → [G]. Suppose that one of the following holds:
• X is infinitely-ended;
• X is not stably realizable;
• X is 1-ended and f is not a near isomorphism;
Then X is not a completable near G-set. 
Let us finish with another application of Proposition 7.B.5, contrasting with
Proposition 4.I.3.
Proposition 7.D.3. There exists a near action (of a countable group, on a
countable set) that is stably realizable but not finitely stably realizable.
Proof. Let X be an infinite countable set. Consider N = {0, 1, 2, . . . }, and Xn =
X unionsq {0, . . . , n− 1} ⊆ X unionsqN. Let un be an action of Z2 on X unionsqN that is free on
Xn and trivial on N≥n. Together this defines an action of the infinite free power
G = (Z2)∗N, which commensurates X and is a trivial near action on N. Thus
this defines a stably realizable near action on X.
We claim that this near action is not finitely stably realizable. Indeed, suppose
by contradiction that it is the case, so for some k the near action on Xk is
realizable. Extend such an action as a trivial action on N≥k.
Let (Z2)n be the nth copy of Z
2 in G. Then for n > k, the inclusion Xk ⊆ Xn
shows that the near (Z2)n-set Xn has realizability degree ≥ n − k. Since on
the other hand it is realizable by a free action, it has realizability degree 0 by
Proposition 7.B.5. This is a contradiction. 
8. More topics on near actions
8.A. Amenability of near actions. Recall that a mean (often called measure)
on a Boolean algebra A is a function A→ [0, 1] that is additive on disjoint pairs,
maps 0A to 0 and maps 1A to 1. See the book [Frem] for a systematic treatment.
For a group G, we recall that a G-set X is amenable if there is a G-invariant
mean on the Boolean algebra P(X); in particular the group G is amenable if
there is a G-invariant mean on the Boolean algebra P(G), for the action induced
by the left action.
Definition 8.A.1. Let G be a group and X a near G-set. We say that X is a
?-amenable, or amenable near G-set, if there is a G-invariant mean on P?(X).
Otherwise, it is called ?-non-amenable, or near non-amenable.
It satisfies the following immediate properties.
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Proposition 8.A.2. Let G be a group.
(1) The group G is amenable if and only if every infinite near G-set X is
?-amenable.
(2) If X, Y are near G-sets, X is ?-amenable and P?G(X, Y ) is non-empty,
then Y is ?-amenable.
(3) If X, Y are near G-sets, then the disjoint union X unionsqY is non-?-amenable
if and only if both X and Y are non-?-amenable.
(4) If H → G is a homomorphism and X is a ?-amenable near G-set, then it
is a ?-amenable near H-set.
Proof. (1). If G is non-amenable, the G is infinite and is a non-?-amenable G-set.
Conversely, if G is amenable, the set of means on P?(X) is convex and compact
(for the pointwise convergence topology on functions from P?(X) to [0, 1]) and
is nonempty (because X is infinite), so the fixed point criterion for amenability
of groups applies.
(2) Indeed, any element of P(X, Y ) induces a map P?(Y ) to P?(X) in a func-
torial way (see §3.D.1) and hence we can push forward any G-invariant mean
from P?(X) to P?(Y ).
(3) The reverse implication follows from (2). Conversely, if XunionsqY is ?-amenable,
then any invariant mean yields positive weight to either X or Y , and hence either
X or Y is ?-amenable.
(4) is trivial. 
The ?-sign in “?-amenable” is especially useful when we consider G-sets, so
as to distinguish with bare amenability of a G-set X, which means that there is
a G-invariant mean on the Boolean algebra P(X) (see [Gre]). This is also why
we avoid calling it “near amenable”, since “near” suggests a weakening. The
following proposition precisely states the little gap between these notions.
Proposition 8.A.3. Let X be a G-set. If X is a ?-amenable near G-set, then
it is an amenable G-set. Suppose conversely that X is an amenable G-set. Then
X is not a ?-amenable near G-set if and only if there is a nonempty G-invariant
finite subset F such that X r F is not an amenable G-set;
Proof. The first assertion is trivial, since any G-invariant mean on P?(X) yields a
G-invariant mean on P(X) by composition. Now assume that X is an amenable
G-set. The reverse implication is clear. Suppose that the second condition does
not hold. Let F be the union of all finite G-orbits. If F is infinite, using com-
pactness of the set of means on A, we see that X is ?-amenable. If F is finite,
then by the failure of the second condition, XrF is an amenable G-set; consider
an invariant mean µ. If µ is non-atomic, it passes to the quotient and hence X is
?-amenable. Otherwise, the orbit of any singleton with positive measure is finite
and we contradict the definition of F . 
Remark 8.A.4. Replacing [0, 1] with {0, 1}, we could strengthen the definitions.
Namely, we could define an action of G on X, resp. a near action of G on X to
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be ultra-amenable (resp. ?-ultra-amenable) it preserves an ultrafilter, resp. if it
preserves a non-principal ultrafilter. Then it is easy to check that an action is
ultra-amenable if and only if every finitely generated subgroup has a fixed point,
and that a near action is ultra-amenable if and only if every finitely generated
subgroup has infinitely many fixed points (this property appears in Lemma 4.I.1).
There is a well-known interpretation of means in terms of linear forms. For
convenience, we state it here, since it often incorporated in proofs rather than
considered as a statement for its own sake. Define a signed mean as a bounded
function P(X) → R that is additive on pairs of disjoints subsets. So means are
signed means that are valued in [0, 1] and mapping the function 1 to 1. Identifying
P(X) with {0, 1}X , we can embed it into `∞(X) (real-valued bounded functions);
we view this as an inclusion.
Recall thatS?(X) has a natural isometric linear action on the space `∞(X)/c0(X)
of bounded real-valued functions modulo those tending to zero at infinity, see
§3.D.2.
Lemma 8.A.5. Let Ψ be the mapping from `∞(X)∗, endowed with the weak-star
topology mapping any continuous linear form u on `∞(X) to its restriction to
P(X). Then Ψ is a linear continuous S(X)-equivariant bijection onto the set
of signed means on X (endowed with pointwise convergence, for evaluation on
subsets on X), and it restricts to an affine homeomorphism between the compact
convex subset of positive normalized linear forms and the compact convex subset
of means.
Moreover, Ψ restricts to an affine, S?(X)-equivariant homeomorphism between
the compact convex subset of positive normalized linear forms on `∞(X)/c0(X)
(that is, such that the linear form given by composition on `∞(X) is positive
and normalized) and the compact convex subset of means on X vanishing on
singletons.
Proof. The equivariance is trivial. The map Ψ is injective: indeed if Ψu = 0,
then u vanishes on all functions valued in {0, 1}, and hence on all bounded Z-
valued functions, and in turn on all bounded Q-valued functions with bounded
denominator, and hence vanishes by density. Also, Ψ is surjective. Indeed, given
a signed mean m with supremum N , we first have to extend it on bounded Z-
valued functions. The way to do this is to map a finite sum f =
∑
ni1Ai to
s(f) =
∑
nim(Ai). To check that this definition is valid, we have to check (∗)
that
∑
ni1Ai = 0 to
∑
nim(Ai) = 0. This is true when the Ai are pairwise
disjoint (since this forces all ni to vanish), and in turn holds when the distinct
Ai are pairwise disjoint (i.e., for every i, j either Ai = Aj or Ai ∩ Aj = ∅),
and finally in general, by decomposing each of the Ai in the minimal nonempty
subsets of the Boolean algebra they generate. Next, we can extend the mean to
all Q-valued bounded functions with bounded denominator. Let us check that for
every such function f , we have |s(f)| ≤ ‖f‖∞N . Every bounded function valued
in {−n, . . . , n − 1, n} is a sum of 2n functions valued in {0, 1} or {0,−1}, and
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we deduce that |s(f)| ≤ nN ≤ ‖f‖∞N . Now if f has bounded denominators,
say qf is valued in Z with q ∈ N>0. Then |s(qf)| ≤ ‖qf‖∞N . Hence |s(f)| =
q−1|s(qf)| ≤ q−1‖qf‖∞N = ‖f‖∞N . Therefore s extends by continuity to all
bounded functions.
In addition, Ψ maps positive normalized linear forms to means, and from the
above construction of s it is clear that Ψ−1 maps means to positive normalized
linear forms. Continuity of Ψ is clear; in restriction to positive normalized linear
forms, it induces a continuous bijection between compact Hausdorff spaces and
hence is a homeomorphism.
Obviously u vanishes on singletons if and only if Ψu vanishes on singletons,
and this is equivalent to u vanishing on finite subsets, and also, by density, on
c0(X). This yields the last bijection. The S
?(X)-equivariance is immediate from
the definitions (it was already observed in §3.D.2). 
This yields the following:
Proposition 8.A.6. A near G-set X is ?-amenable if and only if there is a
G-invariant linear form on `∞(X)/c0(X), that is positive and normalized (in
the sense that the composite map `∞(X) → R maps non-negative functions to
non-negative numbers and maps 1X to 1). 
Proof. By Lemma 8.A.5, the restriction map Ψ considered in it induces a S?(X)-
equivariant bijection between the set of positive normalized linear forms on
`∞(X)/c0(X) and the set of means on P?(X). In particular, it yields a bijection
between G-fixed points in each of these subsets, so one is empty if and only if the
other is empty. 
The notion of ?-amenability has a Følner-type criterion. Denote by Pfin(X)
and Pfin∗(X) the set of finite subsets and nonempty finite subsets of X. Let pi
denote the quotient monoid homomorphism Emap(X) → S?(X). For a subset
S ∈ Emap(X) and F ⊆ X, denote ∂S(F ) = {x ∈ F : ∃s ∈ S : sx /∈ F}. For
s ∈ Emap(X) and f a function on X, we write (s−1f)(x) = f(s(x)).
Proposition 8.A.7. Let α : G → S?(X) be a near action. Equivalent state-
ments:
(1) X is a ?-amenable near G-set;
(2) for every finite subset S of pi−1(α(G)), for every ε > 0 and every finite
subset F0 of X,
∃F ∈ Pfin∗(X) : F ∩ F0 = ∅, |∂SF ||F | ≤ ε;
(3) for every finite subset S of pi−1(α(G)), for every ε > 0 and every finite
subset F0 of X,
∃u ∈ `1(X r F0) : u ≥ 0, ‖u‖ > 0, sup
s∈S
‖s−1u− u‖
‖u‖ ≤ ε.
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We start with a lemma. For s ∈ Emap(X) and L ∈ `∞(X)?, define sL(u) =
L(s−1u), for u ∈ `∞(X). For f ∈ `1(X), let Lf be the corresponding element
of L ∈ `∞(X)?. Let As be the finite set of y ∈ X such that s−1({y}) is not a
singleton, and Ns =
∑
y∈X
∣∣|s−1({y})| − 1∣∣.
Lemma 8.A.8. For every u ∈ `1(X) and s ∈ Emap(X), we have
‖Lu − sLu‖ ≤ ‖u− s−1u‖1 +Ns‖u‖As∞ , (‖u‖A∞ = sup
x∈A
|u(x)|).
Proof. For f ∈ `∞(X), we have
sLu(f) =
∑
x∈X
u(x)f(sx) =
∑
x∈X
u(sx)f(sx) +
∑
x∈X
(u(x)− u(sx))f(sx),
and, writing ν(y) = |s−1({y})| − 1,∑
x∈X
u(sx)f(sx) =
∑
x∈X
u(x)f(x) +
∑
x∈As
ν(x)u(x)f(x),
so
sLu(f)− Lu(f) =
∑
x∈As
ν(x)u(x)f(x) +
∑
x∈X
(u(x)− u(sx))f(sx),
whence
|sLu(f)− Lu(f)| ≤ Ns‖u‖As∞ ‖f‖∞ + ‖u− s−1u‖1‖f‖∞. 
Proof of Proposition 8.A.7. Suppose (3). Let KS,n,F0 be the set of positive nor-
malized linear forms v on `∞(X) that vanish on functions supported by F0, such
that ‖sv − v‖ ≤ 2−n for all s ∈ S. By (3) combined with Lemma 8.A.8, we
have Ks,n,F0 nonempty for all s, n, F0. Since this is a filtering decreasing family of
nonempty compact subsets of `∞(X) with the weak-star topology, its intersection
is nonempty. Then any element in the intersection is an invariant mean vanishing
on singletons, so (1) holds.
Conversely, suppose (1). Let µ be an invariant mean on `∞(X)/c0(X). Then
there is a net (ui)i∈I of non-negative finitely supported `1-functions of norm 1
such that ui tends to µ in the weak-star topology.
Write W = pi−1(α(G)). Consider the power `1(X)W in its strong topology
(product of the norm topologies). For V ⊆ W , let ΦV be the continuous linear
map from `1(X) to `1(X)V mapping f to (f − s−1f)s∈V . The map ΦV is also
continuous from the weak topology to the topology T on `1(X)V defined as the
product of weak topologies. Then (Φ(ui)) tends to 0 in (`
1(X)V , T ). Hence for
every i, the point 0 belongs to the closed convex hull of {ΦV (uj) : j ≥ i} in the
weak topology. If S is finite, closed convex subsets of `1(X)S are closed in the
weak topology. Hence for n and a finite subset S ⊆ W given, this implies that
for every i, the point 0 belongs to the closed convex hull of {ΦS(uj) : j ≥ i}, for
the product of norm topologies. Since this holds for all finite S and just using
the definition of product topology, it formally implies that for every i, the point
0 belongs to the closed convex hull of {ΦW (uj) : j ≥ i}. Hence there exists a net
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(possibly indexed by a larger poset, which can be chosen as I × Pfin(W ) × N)
(u′j) of non-negative finitely supported `
1-functions of norm 1 such that s−1u′i−u′i
tends to zero in the norm topology, for each given s ∈ W . This precisely yields
(3).
Now let us prove the equivalence between (2) and (3). We start with the
implication (2)⇒(3). In the context of actions, the analogous implication is
trivial, and here there is a minor addendum due to the change of context. Namely,
consider S ,ε and F0. We first enlarge S to have a symmetric image in S
?(X),
and for every s ∈ S define s′ ∈ S as an element such that pi(s′)pi(s) = 1. Then we
enlarge F0 as follows: we define F1 as the union of F0 and the set of x ∈ X such
that for some s ∈ S we have (ss′)−1x 6= x or (s′s)−1x 6= x. Then, for every finite
subset F of XrF0, we have ‖s−11F−1F‖1 ≤ 2|∂SF |. Given this, we immediately
obtain the desired implication.
The less trivial implication (3)⇒(2) also starts with the same process of en-
larging F0 to avoid a few bad points. Then the remainder of the proof follows
the same line as the analogous proof for group actions, due to Greenleaf [Gre,
Theorem 4.1]. 
Recall that a graph X (identified with its set of vertices) of bounded valency
(possibly not connected) is amenable if for every ε > 0 there exists a nonempty
finite subset F of X such that |∂F ||F | ≤ ε, where ∂F is the set of elements of F that
are adjacent to some element not in F .
Corollary 8.A.9. Let Γ be a finitely generated group and X a near Γ-set. Con-
sider a near Schreier graph G for X. Then X is a ?-amenable near Γ-set if and
only if one the following holds:
(1) G has infinitely many finite components;
(2) the union of all infinite components of G is an amenable graph.
In particular, if X is a near Γ-set of finite type, then X is a ?-amenable near
Γ-set if and only at least one infinite component of G is an amenable graph.
Proof. Suppose that the near Schreier graph is constructed from S0 a finite sym-
metric generating subset of Γ. Assuming it symmetric does not affect the crite-
rion, because it affects the adjacency relation for only finitely many points.
Using that S0 is symmetric, observe that in the criterion (2) of Proposition
8.A.7, it is enough to check it for some lift S of S0 in S
?(X). For every s ∈ S,
choose s′ ∈ S such that pi(s)pi(s′) = 1. Define F1 = {x : ss′x 6= x or s′sx 6= x}.
Given this remark (and focussing on F0 including F1), this criterion translates
into: the near Γ-set X, with given near Schreier graph, is amenable if and only
if for every ε > 0 and every finite subset F0 of X,
∃F ∈ Pfin∗(X) : F ∩ F0 = ∅, |∂F ||F | ≤ ε,
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where ∂F is the set of elements of F adjacent to a vertex outside F . From this,
the desired characterization immediately follows. 
Corollary 8.A.10. Let G be a countable group and X a near G-set. Then X
is a ?-amenable near G-set if and only if there exists a sequence (Fn) of disjoint
nonempty finite subsets of X such that for every finite subset S of pi−1(α(G)) we
have limn→∞
|∂SFn|
|Fn| = 0.
Proof. Obviously the condition implies (2) of Proposition 8.A.7. Conversely, as-
sume that (2) of Proposition 8.A.7 holds; in particular X is nonempty. Let T be a
countable subset of pi−1(α(G)) such that pi(T ) = α(G). Let (Sn)n≥1 be an increas-
ing sequence of finite subsets of T covering T . Define F0 as an arbitrary singleton
of X. By (2) of Proposition 8.A.7 and by induction, there exists for n ≥ 1 a
nonempty finite subset Fn of X, disjoint of
⊔n−1
i=0 Fi, such that
|∂SnFn|
|Fn| ≤ 2−n.
Hence for every finite subset S of T , we have limn→∞
|∂SFn|
|Fn| → 0. Now let S be
an arbitrary finite subset of pi−1(α(G)). Then there exists a finite subset S ′ of
T such that pi(S) = pi(S ′). Then since the (Fn) are pairwise disjoint, for n large
enough we have ∂SFn = ∂S′Fn. Hence limn→∞
|∂SFn|
|Fn| → 0. 
It was proved by Granirer [Gra, Theorem B] that the convex set of left-invariant
means on any infinite amenable group has infinite dimension, and Chou [Cho]
proved it has cardinal (and hence dimension) ≥ 22ℵ0 . Rosenblatt and Talagrand
[RoT] proved the latter result for an arbitrary action of an amenable group on any
infinite set. There is just a sample of a large literature on counting the number
of invariant means on a group or more generally for actions of amenable groups;
however I am not aware of any such study encompassing amenable actions of non-
amenable groups. Here we provide the following simple result, for near actions
of countable groups (for actions of uncountable groups, see Proposition 8.A.14).
Corollary 8.A.11. Let G be a countable group and X a near G-set. Then the
convex subset of G-invariant means on P?(X) is either empty, or has at cardinal
≥ 22ℵ0 .
Proof. Assume that it is not empty, i.e., X is ?-amenable. Consider a sequence
(Fn) as in Corollary 8.A.10, and fn =
1
|Fn|1Fn . For every ultrafilter ω on N, define
fω = limn∈ω fn, where the limit is in the unit ball of the `∞(X)∗ endowed with
the weak-star topology (or equivalently in [0, 1]-valued functions on P?(X) with
pointwise convergence).
For every subset I of N, define FI =
⋃
n∈I Fn. Then for every ultrafilter ω and
I ∈ ω, we have 〈1FI , fω〉 = 1. Moreover, using that the Fn are pairwise disjoint,
for every I /∈ ω, we have 〈1FI , fω〉 = 0. It immediately follows that the (fω)
form a linearly independent family, and in particular are pairwise distinct, when
ω ranges over ultrafilters.
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By the Følner condition (of Corollary 8.A.10), for every non-principal ultrafilter
ω on N, the mean fω on P?(X) is G-invariant. 
In view of Proposition 8.A.3, we deduce:
Corollary 8.A.12. Let G be a countable group and X a near G-set. Then X is
a ?-amenable G-set if and only if the set of invariant means is infinite. 
We now proceed to show the failure of Corollary 8.A.11 for suitable actions of
uncountable group, including the case when X is infinite countable.
Lemma 8.A.13. Let X be an infinite set. Let ω be an ultrafilter on X and
m 6= ω a mean on X. Then there exist two disjoint moieties A,B on X such that
ω(A ∪B) = 0 and m(A) 6= m(B).
Proof. We first claim that there exists a moiety C such that m(C) 6= 0 = ω(C).
By assumption, there exists a subset D such that m(D) 6= 0 = ω(D). If D
contains a moiety, then it is the union of two moieties and one of them has
positive m-weight. If Dc contains a moiety, the it is the union of two moieties
and one of them has full ω-weight. In both case we find C.
Now partition C into two moieties A0, B0. If m(A0) 6= m(B0), we are done
with (A,B) = (A0, B0). Otherwise, partition B into two moieties B1 unionsq B2 with
m(B1) ≥ m(B2), and then set A = A0 ∪B1, B = B2. 
Proposition 8.A.14. Let ω be an ultrafilter on a set X. Then ω is the unique
mean on P(X) preserved by the stabilizer S(X)ω of ω. If ω is non-principal,
then ω is the unique mean on P?(X) preserved by the stabilizer S?(X)ω of ω.
Proof. Let m 6= ω be another mean. Let A,B be as in Lemma 8.A.13. Let σ
be any permutation exchanging A and B, and being the identity outside A ∪B.
Then σ preserves ω but not m.
This proves the first statement, and the second (which assumes that m and
ω vanish on finite subsets) immediately follows (since this implies that S?0(X)ω
does not preserve m). 
Rosenblatt and Talagrand [RoT] asked whether there exists an action of some
amenable group G on an infinite set with a unique invariant mean. The question
can be specified to locally finite groups acting on a infinite countable set. Then
this is undecidable in ZFC: Yang [Yan] proved that under CH (continuum hy-
pothesis) it has a positive answer. Then Foreman [For] proved the same relaxing
CH to Martin’s axiom, and conversely proved the consistency of ZFC + “every
locally finite group of permutations of N has at least two invariant means”. It
seems that the consistency in ZFC of the same for arbitrary amenable group ac-
tions is an open question. Note that the stabilizer S(X)ω in Proposition 8.A.14
contains an isomorphic copy of S(Y ) for every subset Y with ω(Y ) = 0, and
hence is non-amenable.
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8.B. Growth of near Schreier graphs. Given two functions f, gN → R≥0,
we say that f  g, and say that f is asymptotically bounded above by g, if
there exist a constant C ≥ 1 such that f(n) ≤ Cg(Cn) + C for all n, and f ' g
if f  g  f . This is an equivalence relation, and the class of f modulo this
equivalence relation is called the asymptotic growth of f .
Given a connected graph G of bounded valency and a choice x0 of vertex, the
growth function of (G, x0) is the function mapping n ∈ N to the cardinal of the
n-ball around x0. Its asymptotic growth is a quasi-isometry invariant of G, see
for instance [CoH, §3.D].
Given a finitely generated group Γ and a near Γ-set X of finite type, consider
a key fob completion (see §4.E) of its near Schreier graph G and choose a base
vertex x0. Since the quasi-isometry type of G on the near G-set X and not on the
various choices, Lemma 4.E.4 implies that the asymptotic growth of this graph
only depends on the near G-set X, and not on the auxiliary choices. We call it
the growth of the near G-set X. When X is G is G endowed with the left action,
this is well-known as the growth of G.
We ignore the answer to the following question:
Question 8.B.1. Consider a finitely generated group Γ and a near G-set X of
finite type. Is the growth of the near G-set X asymptotically bounded above by
the growth of Γ?
This is true for actions, and hence the answer is positive for completable near
actions. The answer is also trivially true when Γ has exponential growth, since the
growth of any graph with bounded valency growth at most exponentially. In §9.D,
we obtain a positive answer when Γ is virtually abelian; let us insist that even
the case of Z2 is nontrivial. One open case is the case of the integral Heisenberg
group, for which we only have the superpolynomial bound of Proposition 8.B.2
below.
In Lemma 8.B.4 below, we establish an inequality that leads the following
partial answer:
Proposition 8.B.2. If Γ has polynomial growth, then there exists C such that
the growth of every near Schreier graph of Γ is  nC log(n).
If Γ has growth  exp(nα) for some 0 < α ≤ 1, so does every near Schreier
graph of Γ.
If Γ has subexponential growth, so does every near Schreier graph of Γ.
Fix a finite generating subset of G and let b0(r) be the cardinal of the ball of
radius r. Fix a connected near Schreier graph for a near G-set X and fix a vertex
v0. The first immediate but crucial lemma is the following:
Lemma 8.B.3. There exists k0 such that for every vertex v in the near Schreier
graph and every r ≤ d(v, v0) − k0, the cardinal of the r-ball centered at v is
≤ b0(r). 
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Let now b(r) be the cardinal of the ball of radius r centered at v0 in the near
Schreier graph.
Lemma 8.B.4. We have b(3r/2) ≤ b(r)(1 + b0(2r/3)) for all large enough r.
In particular, writing f(r) = log(b((3/2)r)) and f0(r) = log(1 + b0((3/2)
r+1)),
we have, for all r large enough, the inequality f(r + 1) ≤ f(r) + f0(r). In
particular, writing F0(r) =
∑
1≤n≤r−1 f0(n), there exists a constant C such that
f(r) ≤ C + F0(r) for all r.
Proof. Indeed, the 3r/2-ball is covered by the brc-ball and the union over the brc-
sphere S of all balls of radius r/2. For r large enough, these balls have cardinal
≤ b0(1 + r/2) ≤ b0(2r/3) by Lemma 8.B.3. Hence, we have the inequality
b(3r/2) ≤ b(r) + |S|b0(2r/3).
Since |S| ≤ b(r), the first inequality follows.
From the first inequality applied to (3/2)r and composing with log, we deduce
the second inequality. The last inequality follows immediately. 
Proof of Proposition 8.B.2. These are now simple analytic considerations based
on the last inequality of Lemma 8.B.4.
First suppose that b0(r)  rd. So 1 + b0(3r/2) ≤ crd for some C and all r.
Hence exp(f0(r)) ≤ c(3/2)rd for all large r, that is, f0(r) ≤ c+ rd log(3/2) for all
large r. Hence F0(r) ≤ c′ + dr2 log(3/2)/2 for some constant c′ and all large r.
By the last inequality of Lemma 8.B.4, for some constant c′′, we have f(r) ≤ c′′+
dr2 log(3/2)/2 for all large r. Hence exp(f(r)) ≤ ec′′ exp(dr2 log(3/2)/2) for all
large r. Applying this to log3/2 r, we obtain b(r) ≤ ec′′ exp(d log(r)2/(2 log(3/2))),
or equivalently b(r) ≤ ec′′rd log(r)/(2 log(3/2))). (The constant 1/(2 log(3/2)) is not
optimal since the choice of 3/2 is an artifact of the proof.)
Now consider the case when b0 grows subexponentially. This means that
log(1 + b0(r)) = o(r). We write this as: log(1 + b0(r)) = rε(log3/2(r)), where
ε(s) = o(1) when s → ∞. So f0(r) = (3/2)rε(r). Hence, for every η > 0
there exists r such that f0(r) ≤ η(3/2)r for r large enough. Summing, we
deduce that lim supF0(r)(2/3)
r ≤ 2η. Since this holds for all η, we deduce
that F0(r) = o((3/2)
r). By Lemma 8.B.4, there exists a constant c such that
f(r) ≤ c + F0(r) for all r. So we can write c + F0(r) = (3/2)rε′((3/2)r), with
ε′(s) = o(1). Hence f(log3/2(r)) ≤ rε′(r) for all r, and passing to the exponential,
we obtain b(r) ≤ exp(rε′(r)) for all r, which means that b growth subexponen-
tially.
Finally consider the case b0(r)  exp(rα)). This means that there exists a
constant c such that 1 + b0(3r/2) ≤ exp(crα) for all r. Hence f0(r) ≤ c(3r/2)α =
c((3/2)α)r for all r. By Lemma 8.B.4, there exists a constant c′ such that f(r) ≤
c + F0(r) Hence, for some constant c
′′, we have c′ + F0(r) ≤ c′′((3/2)α)r. Hence
this is an upper bound for f(r). Hence f(log3/2 r) ≤ c′′rα for all r. Passing to
the exponential, we deduce b(r) ≤ exp(c′′rα) for all r. 
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8.C. The Kapoudjian class. The idea of using the quotient by the alternating
group to construct 2-cocycles in Z/2Z originates, as far I as know, in work of
Kapoudjian and Kapoudjian-Sergescu [Ka2, KaS], in the context of groups of
near automorphisms of trees. Here we formulate this simple cohomological con-
struction in the general setting of balanced near actions. Then, with significantly
more work, we extend it to arbitrary near actions.
Let X be an infinite set; let A(X) be the alternating group of X, which is
the unique subgroup of index 2 in S<ℵ0(X). Consider the quotient S˜
?
0(X) =
S(X)/A(X). Thus, we have a central extension
0→ Z/2Z→ S˜?0(X)→ S?0(X)→ 1.
Let ωX ∈ H2(S?0(X),Z/2Z) be the cohomology class of this extension. We
call it the canonical class of the set X (if X is finite we set ωX = 0). I asked the
question whether this is the only nontrivial element in H2(S?0(X),Z/2Z), and V.
Sergiescu gave me a positive answer.
Proposition 8.C.1 (Sergiescu). For every infinite set X, the group H2(S
?
0(X))
is reduced to Z/2Z. In particular, for any abelian group A, the group H2(S?0(X), A)
is naturally isomorphic to Hom(Z/2Z, A) (the kernel of multiplication by 2 in A).
Proof. This is based on the result by P. de la Harpe and D. McDuff [HMD] that
the symmetric groupS(X) is acyclic; more precisely we only need that H2(S(X))
and H1(S(X)) are zero (the latter being of course known much before). Namely,
we use that for any group G and normal subgroup N , there is an exact sequence
H2(G) → H2(G/N) → H1(N)G → H1(G), where H1(N)G = N/[G,N ] is the
abelian group of coinvariants of H1(N) with respect to the G-action. See [Br1,
Exercise 6 p.47 or Corollary VII.6.4]. Apply this to G = S(X) and G/N =
S?0(X), we obtain the result, since H1(N) = Z/2Z and hence H1(N)G = Z/2Z.
Since S?0(X) is a perfect group, the cohomology result follows, e.g., by [Br1,
Exercice 7(a) p.96]. 
Let G be a group with a balanced near action given by a homomorphism
α : G→ S?0(X).
Definition 8.C.2. We call the cohomology class α∗ωX ∈ H2(G,Z/2Z) the
Kapoudjian class of the balanced near action; we denote it ωα (or ωG,X , or ωX
when the context permits).
Proposition 8.C.3. Fix a group G.
(1) Let f : H → G be a homomorphism and X a balanced near G-set. Then
ωH,X = f
∗ωG,X .
(2) Let X, Y be balanced near G-sets. Then ωXunionsqY = ωX + ωY .
(3) If X is a stably realizable G-set, then ωX = 0.
(4) ωX is a near isomorphism invariant of the balanced near G-set X.
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Proof. (1) is immediate from the definition.
(2) For each g ∈ G, choose a representative g˜ ∈ S(X). Then a 2-cocycle
representing ωX is given by (g, h) 7→ g˜h(g˜h˜)−1. The result immediately follows.
(3) If Y is realizable (e.g., with trivial near), clearly ωY = 0. Then the result
follows from (2).
(4) Clearly, this is a balanced near isomorphism invariant. Moreover, it is the
same for X and X r {x0}. Indeed, in the above description of the cocycle, we
can choose g˜ to fix x0 for all g. Hence, it is a near isomorphism invariant. 
The group H2(Z2,Z/2Z) is cyclic of order 2; its nontrivial element is repre-
sented by the 2-cocycle ((m1,m2), (n1, n2)) 7→ m1n2 (mod 2).
Proposition 8.C.4. Let G be a free abelian group of rank 2, with generators
u, v. Consider a balanced near action of G on a set X, and let u˜, v˜ be permu-
tations lifting u, v. Then the Kapoudjian class ωX is the nontrivial element of
H2(G,Z/2Z) if and only if the commutator [u˜, v˜], which is finitely supported, is
an odd permutation.
Proof. A lift for the whole group is given by umvn 7→ u˜nv˜m. Let b : (g, h) 7→
g˜hh˜−1g˜−1 (mod A(X)). Since u˜g = u˜g˜ and g˜v = g˜v˜, we see that b(ug, hv) =
b(g, h) for all g, h. Hence
b(uavb, ucvd) = b(vb, uc) = v˜bucu˜c
−1
v˜b
−1
= u˜cv˜bu˜−cv˜−b; (mod A(X))
using that this lies in an abelian group, the commutator is bilinear, and hence this
is equal to [u˜, v˜]bc modulo A(X). Hence if this commutator is even, the cocycle is
zero; if the commutator is odd, we recognize the nontrivial cohomology class. 
Example 8.C.5. We provide here a fundamental example. Consider the “Hough-
ton” balanced near action of Z2. Namely, consider X = N×{1, 2, 3}. Define, for
{i, j} = {1, 2}, a permutation fi of X by
fi(n, i) = n+ 1, fi(n, j) = (n, j), fi(n+ 1, 3) = n, fi(0, 3) = (0, i), n ∈ N.
The group 〈f1, f2〉 ⊆ S(X) is known as Houghton’s group.
The commutator f1f2f
−1
1 f
−1
2 is equal to the transposition of (0, 1) and (0, 2).
Then f1 and f2 commute modulo finitely supported permutations, and hence this
defines a balanced near action of Z2 on X, whose Kapoudjian class is nonzero by
Proposition 8.C.4. See §5.D for more on Houghton near actions.
An analogous example is the balanced near action of Z× (Z/2Z) described in
Example 1.2(5), in which the commutator a−1b−1ab is the transposition (0, 1)↔
(0,−1), so the Kapoudjian class is the unique nonzero element ofH2(Z×(Z/2Z),Z/2Z).
We wish now to extend the Kapoudjian class to arbitrary near actions, using the
Hilbert hotel join (Remark 1.6). Let us reintroduce the latter in detail. It consists
in the construction, for every set X, of a canonical injective homomorphism jX
of S?(X) into S?0(X unionsqN). Namely, we consider the near S?(X)-set N, with near
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action given by g · n = n− φX(g), where φX : S?(X)→ Z is the index character
(its image is the group AX of §1.C). Then the index character of N is equal to
−φX , and thus the index character of the disjoint union X unionsqN vanishes, so jX is
well-defined. We write ωX? = j
∗
Xω
X ∈ H2(S?(X),Z/2Z). We call ωX? the second
canonical class of the set X.
Let G be a group with a near action given by a homomorphism α : G→ S?0(X).
Definition 8.C.6. We call the cohomology class α∗ωX? ∈ H2(G,Z/2Z) the
Kapoudjian class of the near action; we denote it ωα (or ωG,X or ωX when the
context permits). In other words, ωα = (jX ◦ α)∗ωXunionsqN.
Thanks to the following lemma, this definition is compatible with Definition
8.C.2 and thus extends it.
Lemma 8.C.7. Provisionally denote by ω?α the cohomology class defined in Def-
inition 8.C.6. Then for every balanced near action α, we have ωα = ω
?
α.
Proof. Let β be the balanced near G-action on X unionsq N (with near action α on
X and trivial near action on N). Since α is a balanced near action, we have
jX ◦ α = β. By definition, ω?α = (jX ◦ α)∗ωXunionsqN = β∗ωXunionsqN = ωXunionsqN. By
Proposition 8.C.3(2), this is equal to ωX + ωN = ωX = ωα. 
The following is now immediate.
Proposition 8.C.8. Let f : H → G be a homomorphism and X a near G-
set. Then ωH,X = f
∗ωG,X . The class ωX ∈ H2(G,Z/2Z) is a near isomorphism
invariant of the near G-set X. 
Lemma 8.C.9. For any abelian group A, any perfect group N and any au-
tomorphism of N defining a semidirect product N o Z, the restriction homo-
morphism H2(N o Z, A) → H2(N,A) is injective, and the canonical homo-
morphism H2(N) → H2(N o Z) is surjective, and we have an isomorphism
H2(G,A)→ Hom(H2(G), A).
Proof. Indeed, if we have a group G with a central embedding of A and G/A '
NoZ such that the cohomology class is trivial on N , we can lift N to a subgroup
N ′ of G; we can also lift Z to a subgroup 〈t〉. If g, h belong to N ′, then there
exist g′, h′ ∈ N and z, z′ in A such that tgt−1 = g′z and tht−1 = h′z′. Then
t[g, h]t−1 = [tgt−1, tht−1] = [g′z, h′z′] = [g′, h′] ∈ N
Since N is perfect we deduce that tNt−1 ⊆ N and similarly t−1Nt ⊆ N . Hence
〈t〉 normalizes N and thus A has a direct summand.
Now writeG = NoZ. By [Br1, Exercise 3 p.60], the homomorphismH2(G,A)→
Hom(H2(G), A) is surjective with kernel Ext
1
Z(H1(G), A). Since H1(G) = Z is a
projective Z-module, this Ext-group vanishes and the above homomorphism is an
isomorphism. The same also holds for N instead of G (since H1(N) = 0). Thus
the homomorphism H2(N) → H2(G) has the property that Hom(H2(G), A) →
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Hom(H2(N), A) is injective for any abelian group A. This means that H2(N)→
H2(A) is an epimorphism in the category of abelian groups, and hence is surjec-
tive. 
Proposition 8.C.10. For every infinite set X, the group H2(S
?(X)) is isomor-
phic to Z/2Z, and the canonical homomorphism H2(S
?
0(X)) → H2(S?(X)) is
an isomorphism. For any abelian group A, the restriction map H2(S?(X), A)→
H2(S?0(X), A) is an isomorphism, and these are isomorphic to Hom(Z/2Z, A).
In particular, H2(S?(X),Z/2Z) is reduced to {0, ωX}.
Proof. By Proposition 8.C.1, we haveH2(N) = Z/2Z. By Lemma 8.C.9, H2(N)→
H2(G) is surjective, and H
2(G,A) is isomorphic to Hom(H2(G), A) for every
abelian group A. By Lemma 8.C.7, H2(G,Z/2Z) 6= 0. This excludes the possi-
bility H2(G) = 0, and hence H2(G) = Z/2Z. 
Remark 8.C.11. By definition, for every near G-set, the Kapoudjian class ωX
equals the Kapoudjian class of the balanced near G-set X unionsqN. Hence, by Propo-
sition 8.C.3(2) the set of Kapoudjian classes of all near G-sets forms a subgroup
of H2(G,Z/2Z).
Since any finite group action is realizable, for every group G and any near G-set
X, the Kapoudjian class ωX belongs to the intersection of kernels of all restriction
maps H2(G,Z/2Z) → H2(F,Z/2Z), when F ranges over all finite subgroups of
G.
While the other assertions of Proposition 8.C.3 hold, its assertion (2) about
disjoint unions takes a new form.
Theorem 8.C.12. Let G be a group and let X, Y be near G-sets with index
characters φX and φY . Then
ωXunionsqY = ωX + ωY + qX,Y ,
where qX,Y ∈ H2(G,Z/2Z) is the cohomology class defined indifferently by one of
the following:
• qX,Y is represented by the 2-cocycle (g, h) 7→ φX(g)φY (h) (mod 2);
• qX,Y the pull-back of the unique nonzero cohomology class in H2(Z2,Z/2Z)
by the homomorphism (φX , φY ) : G→ Z2.
• qX,Y is the reduction modulo 2 of the cup-product φX`φY .
Proof. The three cohomology classes defining qX,Y are clearly equal.
Write Z = XunionsqY . Consider the set E = XunionsqY unionsqNX unionsqNY unionsqNZ , where each of
NX ,NY ,NZ is a copy of N. Let αX and αY be the original near actions on X and
Y , extended to E by being the identity elsewhere. Write αZ(g) = αX(g)αY (g);
this is the union action on X unionsq Y = Z.
For T ∈ {X, Y, Z}, view jT as defined above, as the inclusion S?(T ) ⊆
S?0(X unionsqNT ). Define βT = jT ◦αT . We can write βT (g) = αT (x)ηT (g); then ηT is
a near action on NT by translation; by construction, βT is a balanced near action
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on T unionsqNT (and hence on E by extending as the identity elsewhere). In addition,
for every g, the element q(g) = ηXunionsqY (g)ηX(g)−1ηY (g)−1 is a balanced near per-
mutation of NX unionsqNY unionsqNZ . We have, by construction, βZ(g) = βX(g)βY (g)q(g).
By definition, ωXunionsqY = ωβZ . To compute it, let us choose, for every g ∈ G and
T ∈ {X, Y }, a representative β˜T (g) ∈ S(T unionsqNT ). Also lift q(g) to a permutation
q˜(g) of NX unionsqNY unionsqNZ (extended to the identity elsewhere). We then choose the
representative β˜Z(g) = β˜X(g)β˜Y (g)q˜(g) for βZ(g).
Define bTg,h = β˜T (gh)β˜T (h)
−1β˜T (g)−1. we now compute bZ in the quotient group
S˜?0(E) = S(E)/A(E). Then
bZg,h = β˜X(gh)β˜Y (gh)q˜(gh)q˜(h)
−1cg,h,
where
cg,h = β˜Y (h)
−1β˜X(h)−1q˜(g)−1β˜Y (g)−1β˜X(g)−1.
(We just use cg,h as a shorthand since we well not touch it at once; it has no
particular relevance.) Write qg,h = q˜(gh)q˜(h)
−1q˜(g)−1; this is a finitely supported
permutation, and hence, since we work modulo A(E), this is a central element.
Therefore we have
bZg,h = qg,hβ˜X(gh)β˜Y (gh)q˜(g)cg,h mod A(E).
Similarly, use that bXg,h and b
Y
g,h are central modulo A(E), and also use that β˜X(h)
commutes with β˜Y (g) to obtain
bZg,h =qg,hb
X
g,hβ˜X(g)β˜X(h)β˜Y (gh)q˜(g)cg,h mod A(E),
=qg,hb
X
g,hb
Y
g,hβ˜X(g)β˜X(h)β˜Y (g)β˜Y (h)q˜(g)cg,h mod A(E)
=qg,hb
X
g,hb
Y
g,hβ˜X(g)β˜Y (g)β˜X(h)β˜Y (h)q˜(g)cg,h mod A(E)
=qg,hb
X
g,hb
Y
g,hβ˜X(g)β˜Y (g)dg,hβ˜X(g)
−1β˜Y (g)−1,
where we write dg,h = β˜X(h)β˜Y (h)q˜(g)cg,hβ˜X(g)β˜Y (g). Then we have
dg,h =β˜X(h)β˜Y (h)q˜(g)β˜Y (h)
−1β˜X(h)−1q˜(g)−1
=[β˜X(h)β˜Y (h), q˜(g)].
Note that q(g) centralizes βY (h) and βX(h), and hence this commutator is also
central modulo A(E). Hence
(8.1) bZg,h = b
X
g,hb
Y
g,hqg,hdg,h mod A(E)
It remains to understand the terms qg,h and dg,h. Write them in capitals when
working in Z/2Z, which will be useful since we will both use addition and mul-
tiplication of Z/2Z. Write V = NX unionsqNY unionsqNZ .
First, it follows from the definition that (g, h) 7→ qg,h = ωG,V , the Kapoudjian
class of the balanced near G-set V . Note that we can view V as a balanced near
Z2-set, where the first generator e1 near acts on (NX ,NY ,NZ) by (+1,+0,−1)
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and the second generator e2 near acts by (+0,+1,−1). The Kapoudjian class of
this near Z2-set is the nonzero element of H2(Z2,Z/2Z), by Example 8.C.5.
By Proposition 8.C.3, ωG,V is the pull-back of this nontrivial class; therefore it
is the cohomology class determined by the 2-cocycle
(g, h) 7→ φX(g)φY (h) (mod 2).
To compute dg,h, define PX as the set of permutations of XunionsqNX that eventually
act as a translation on NX , and L as the set of permutations of V that eventually
act as a translation of each of NX , NY , NZ . Note that PX and L centralize each
other modulo finitely supported permutations. It follows that the commutator
map induces a bilinear map γ : PX × L → Z/2Z, where Z/2Z is identified with
S<ℵ0(E)/A(E). In particular, it factors through the abelianization. Note that
PX is isomorphic to S
?(X) and hence its abelianization is Z, given by the index
character; choose an element f ∈ PX with φX(f) = 1. In view of Example 8.C.5,
we can identify L as the Houghton group, whose abelianization is precisely Z2.
Choose cycles f1, f2 as in Example 8.C.5. In addition, we can choose h ∈ PX
that is an infinite cycle, acting as +1 on NX ; it generates PX modulo its derived
subgroup. Then PX and L have disjoint support and hence γ(h, f2) = 0. In
addition, we observe that 〈h, f1〉 is also a Houghton group, and hence, again by
Example 8.C.5, we have γ(h, f1) = 0.
From the above remarks, γ is determined by its values on (h, f1) and (h, f1).
Hence we deduce that γ(u, v) = φX(u)φX(v) for all u ∈ PX and v ∈ L. Hence, the
commutator [β˜X(h), q˜(g)], viewed as an element of Z/2Z, is equal to φX(h)φX(g)
modulo 2. As a function of (g, h), this is the pull-back by φX of the 2-cocycle
(m,n) 7→ mn ∈ Z2(Z,Z/2Z). But since Z is a free group, H2(Z,Z/2Z) and
this 2-cocycle is a 2-coboundary (namely of the function mapping n to 1 if and
only n mod 4 ∈ {2, 3}). Hence the pull-back is a 2-coboundary. For the same
reason, the function mapping (g, h) to [β˜X(h), q˜(g)] is a 2-coboundary. Since the
commutator takes central values modulo A(E), it is bilinear and hence we deduce
that (g, h) 7→ dg,h is a 2-coboundary. Hence (8.1) yields the desired formula. 
By a straightforward induction, we deduce:
Corollary 8.C.13. For any k and near G-sets X1, . . . , Xk, we have ω⊔Xi =∑k
i=1 ωXi +
∑
1≤i<j≤k[φXi`φXj ]2, where [·]2 means reduction modulo 2. 
One motivation for Theorem 8.C.12 is to compute the Kapoudjian class of
a balanced near action that is split into near subactions, in which case it is
convenient to formulate the following corollary:
Corollary 8.C.14. For any k and near G-sets X0, . . . , Xk such that
∑k
i=0 φXi =
0 mod 2 (for instance
⊔k
i=0Xi is a balanced near G-set), we have
ω⊔Xi =
k∑
i=1
ωXi +
∑
1≤i<j≤k
[φXi`φXj ]2.
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Proof. We have to check that
∑
1≤i<j≤k[φXi`φXj ]2 =
∑
0≤i<j≤k[φXi`φXj ]2. Let
us omit [·]2 in the notation. This amounts to showing that the i = 0 contribution
is zero. This contribution is
∑k
j=1 φX0`φXj , which is equal to
∑k
i,j=1 φXi`φXj .
Since φ`φ vanishes in H2(G,Z/2Z) for all φ ∈ Hom(G,Z), both φXi`φXi and
φXi`φXj + φXj`φXi vanish and hence this sum is zero. 
Example 8.C.15. Consider the Houghton near action of Zd (§5.D). By Corollary
8.C.14, its Kapoudjian class is the “canonical” cohomology class
∑
i<j pii`pij of
Zd, where pii is the canonical projection (this element is invariant under the action
of GLd(Z) and hence does not depend on the choice of basis. In particular, it
is nonzero, which is another way of seeing that this near action is not stably
realizable (see Proposition 5.D.1).
Example 8.C.16. Consider the near Z2-set Xm,0 of §5.E. For the most obvious
lifts of the generators to permutations of Xm,0, the commutator is a m-cycle, and
hence the Kapoudjian class is zero if and only m is odd.
As regards the near Z2-set Km of §5.E, its Kapoudjian class of Km is nonzero
if and only if m is odd.
9. Near actions of finitely generated abelian groups
This section relies on the notions introduced from §4.A to §4.F (also described
in the introduction), and will also use results from §7.B.
9.A. Two preliminary results. For a near action on an infinite set, near free
implies ?-faithfulness. Here is a setting where the converse holds:
Proposition 9.A.1. Let G be an abelian group. Let X be a 1-ended near G-set,
and let H be the kernel of the near action. Then the near action of G/H is near
free (that is, any g /∈ H fixes only finitely many points). In other words, for a
1-ended near G-set, ?-faithful ⇔ near free.
Proof. Since G is abelian, the set of fixed points of g is commensurated; since the
action is 1-ended, it is finite or cofinite. If cofinite, g belongs to the kernel of the
near action. 
Lemma 9.A.2. Let G be an abelian group. Let α : G→ S?(X) be a near action.
Then the lest lstG(X) divides the index number ιG(X).
Proof. This follows from Proposition 4.D.6: since G is abelian, α maps G into
S?G(X), and hence the result follows from (2) and (3) of this proposition. 
9.B. Direct products with finite groups.
Lemma 9.B.1. Let X be a set, let F be finite group with a free action on X.
Let f be a permutation of X that commutes with s modulo finitely supported
permutations. Then f near equals a permutation that commutes with s.
114 YVES CORNULIER
In other words, every balanced near action of F ×Z that is realizable as a free
action of F , is realizable.
Proof. Let T be the set of x ∈ X such that there exist s ∈ S and ε ∈ {±1} such
that f εsx 6= sf εx. Then T is finite.
Initial claim: that every component Y of X with respect to 〈F, f〉, with no
infinite f -cycle, is finite.
This is clear if Y ∩ T = ∅, since then f and F commute on Y . Otherwise,
there exists a sequence (xn)n≥0 in Y with x0 ∈ T , and d(xn, T ) = n for all n;
necessarily this is a geodesic ray. Write xn = tnxn−1, with tn ∈ F ∪ {f±1}. We
claim that tn ∈ F for at most one n ≥ 2. If not, otherwise, assume tk ∈ S and
t` ∈ S, with 2 ≤ k < ` and ` − k minimal. Since this is a geodesic ray, we have
` − k ≥ 2. We have xk+1 = tk+1tkxk−1 = tktk+1xk−1, because xk−1 /∈ T . Then
we can replace xk with tk+1xk−1. This yields a new sequence where the minimal
value of ` − k is smaller. We eventually get a contradiction. Hence, for some
ε ∈ {±1}, we have tn = f ε for all n large enough. This contradicts that there is
no infinite f -cycle. So the “initial claim” is proved.
Let Y = (yn) be an infinite f -cycle with empty intersection with T , with
f(yn) = yn+1. Then s(yn+1) = sf(yn) = fs(yn) for all s ∈ F and n ∈ Z, and we
deduce that the component of Y is
⋃
s∈F Y , on which F and f commute.
Consider a component Z of the near Schreier graph (i.e., a (F ∪〈f〉)-orbit) with
respect to the generating subset F ∪ {±1}, on which F and f do not commute.
Then every infinite f -cycle in Z has nonempty intersection with T ; in particular,
the set Ξ of infinite f -cycles in Z is finite.
There are two natural actions of F on Ξ. If C ∈ Ξ and s ∈ F , we define
s ·+ C = C ′, where C and C ′ coincide “at infinity”, and s ·− C = C ′′, where C
and C ′′ coincide “at minus infinity”.
Each of these actions of F is free. Indeed, if s ∈ F and s ·+ C = C, then,
writing C = (xn), it means there exists m ∈ Z such that sxn = xn+m for all large
n. If sk = 1, then we deduce sxn = xn+km for all large n. If m 6= 0, we deduce
that (xn) is eventually periodic, a contradiction. So sxn = xn for all large n, and
this contradicts freeness of the F -action on X.
Choose representatives C+1 , . . . , C
+
q , respectively C
−
1 , . . . , C
−
q for each of these
F -actions on Ξ (the number of orbits q = |Ξ|/|F | is the same for both actions).
Write C±i = {x±i,n : n ∈ Z}, with f(x±i,n) = x±i,n+1 for all i. Reindexing if
necessary, we can suppose that x+i,n /∈ T for all i and all n ≥ 1, and x−i,n /∈ T for
all i and all n ≥ 0, and that x−i,n 6= sx+j,m for all i, j, n ≤ 0 and m ≥ 1.
Define g as the following perturbation of f on Z, by setting
• g(x) = f(x) for each x of the form sx−i,n for n < 0 or sx+i,n for n > 0 and
s ∈ F , or any x not in any infinite f -cycle;
• g(sx−i,0) = sx+i,1 for all i and s ∈ F ;
• g(x) = x for all remaining elements of infinite f -cycles.
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The last requirement involves only finitely many x, since there are finitely many
infinite f -cycles, and for every infinite f -cycle, only finitely many elements are
not taken in charge by the first requirement.
Let Z ′ be the union for all i and all s ∈ F of x−i,n for n ≤ 0 and x+i,n. Then Z ′
is both f -invariant and F -invariant, and g and F commute on Z ′.
On Z r Z ′, g acts with no infinite g-cycle, since germs at infinity of g-cycles
are germs at infinity of f -cycles, and are included in Z ′. Since Z ′ is a connected
in the original near Schreier graph, it has finitely components for 〈F, g〉, so to
prove that Z r Z ′ is finite, it is enough to prove that each component of Z r Z ′
with respect to 〈F, g〉 is finite. This follows from the initial claim. 
If F is a finite abelian group and X is an F -set and H a subgroup of F , write
XH for the set of fixed points of H, and X [H] = XH r
⋃
L<H X
L; thus X [H] is
the union of all orbits on which the action factors through a free action of F/H.
Proposition 9.B.2. Let L be a free group (for instance, Z) and F a finite abelian
group. For G = F × L, consider a near G-set X and fix an F -realization. The
following are equivalent
(1) X is realizable;
(2) X is stably realizable;
(3) for every subgroup H of F , the induced near G-action on XH has zero
index (i.e., is balanced).
(4) for every subgroup H of F , the induced near G-action on X [H] has zero
index.
Moreover, any near G-set is completable, and if L = Z, every near G-set of finite
type is finitely-ended.
Lemma 9.B.3. Let f be a fixed near permutation of a set X. The index char-
acter, viewed as a map Y 7→ φY (f) from the set P?〈f〉(X) of 〈f〉-commensurated
subsets of X to Z, extends to an additive map from the set of finitely supported
functions from P?〈f〉(X) to Z.
In particular, if X1, . . . , Xk are 〈f〉-commensurated subsets of X and φXJ (f) =
0 for all subsets J of {1, . . . , k}, where XJ =
⋂
j∈J Xj, then φ⋃kj=1Xj(f) = 0.
Proof. The first fact is immediate from the definition. The second fact follows
because
1⋃k
j=1Xj
=
∑
J⊆{1,...,k}
(−1)|J |−11XJ . 
Proof of Proposition 9.B.2. First observe that the set of points fixed by H, for
some choice of Cp-realization, is unique up to near equality, and in particular
is a well-defined near action. In particular, whether it has zero index does not
depend on the choice of F -realization.
Clearly (1) implies (2). Suppose (2). Fix a realization (on Z = X unionsqW , with
trivial near action on W ). Then the set ZH of fixed points is G-invariant; in
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particular its index is zero. Now ZH ∩ X has finite symmetric difference with
the set of points fixed by H for the initial H-realization on X, so XH (which is
defined up to near equality) has zero index. This proves (3).
Suppose (3). Observe that XL∩XL′ = XL+L′ for all subgroups L,L′ of F , and
hence the set of subsets of the form XH is closed under finite intersections. Since
XL has zero index for all L, by Lemma 9.B.3, we deduce that
⋃
H′>H X
H′ has
zero index; since XH also has zero index, we deduce that X [H] has zero index, so
(4) holds.
Suppose (4). By Lemma 9.B.1, X [H] is realizable as near ((F/H)×L)-set, and
hence as near G-set. Since the X [H] form a finite partition of X, we deduce that
X is realizable as near G-set, that is, (1) holds.
Now let X be an arbitrary near G-set, defined by a homomorphism α : G →
S?(X). Choose a free generating subset of L. Define a new near action on X by
a homomorphism β : G → S?(X) defined by: β(s) = α(s) for all s ∈ Cp, and
β(t) = α(t)−1 for all t in the free generating subset of L. Then XH is the same
for both near actions (since they have the same images); the index character on
XH is, by construction, opposite for α and β. Hence the near action α unionsq β on
X unionsqX has zero index on both the XH-fixed points for every H ≤ F . Hence this
near G-action on X unionsqX is realizable by the given criterion.
If F = Z, then every transitive G-set is finitely-ended, and hence the same
conclusion passes to completable near actions of finite type, and hence to all near
actions of finite type, by the completability result. 
9.C. Classification of completable near actions. Let G be a finitely gener-
ated abelian group. We start with the classification of completable near actions.
It is much easier than the general case, since it boils down to a large extent in
understanding genuine actions; nevertheless the formulation requires some dis-
cussion.
The Q-corank of a subgroup H of G is by definition the Q-rank of G/H, that
is, the dimension of (G/H)⊗Z Q over Q.
Let G be a finitely generated abelian group. If H is a subgroup of Q-corank
1, then G/H is 2-ended; it admits exactly 2 (opposite) homomorphisms onto Z.
If φ is such a homomorphism, then φ−1(N) is a 1-ended near G-set with index
character φ ◦ pi, where pi is the projection G→ G/H.
Theorem 9.C.1. The 1-ended completable near G-sets are, up to near G-isomorphism:
• the G-set G/H, where H is ranges over subgroups of Q-corank ≥ 2 of G.
Its lest is zero.
• the near G-set φ−1(N)(⊆ G/H), where H ranges over subgroups of Q-
corank 1 of G and φ ranges over the two surjective homomorphisms of
G/H onto Z. The lest of such a near G-set is equal to |F |, where F is
the torsion subgroup of G/H.
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The completable near G-sets of finite type are, up to near G-isomorphism, the
finite disjoint unions of such 1-ended near G-sets.
Proof. Let X be completable near G-set of finite type. By Proposition 4.F.2(2),
there exists another near G-set of finite type Y such that Z = XunionsqY is realizable.
First suppose that X is 1-ended. We can decompose Y into orbits; then some
cofinite subset of X is included in a single orbit. Hence we can suppose that Z is
a transitive G-set, namely isomorphic to G/H as G-set, where H is a subgroup
of infinite index.
First suppose that G/H has Q-rank ≥ 2. So Z is 1-ended, and X being
commensurated and 1-ended, it follows that X is cofinite in Z. Hence X is
isomorphic to G/H as near G-set. Its lest is zero, since S?G(G/H) is reduced to
G/H by Corollary 7.B.3.
Second, suppose that G/H has Q-rank 1. So Z is 2-ended. Fix a homomor-
phism φ of G/H onto Z. Since X is 1-ended, it is has finite symmetric difference
with either φ−1(N) or φ−1(−N), and hence is near isomorphic with it.
Finally, we have to check that these are pairwise non-isomorphic as near G-sets.
First, the kernel of the near action on a near G-set as above is H. So it remains to
distinguish, for G/H of Q-rank 1, between φ−1(N) and φ−1(−N): indeed, they
have nonzero opposite indices. In restriction to F , this is near isomorphic to an
infinite free action, so for such X we have lstF (X) = |F |. So |F | divides lstG(X).
Since the index character has image |F |Z, we also see, using Lemma 9.A.2, that
lstG(X) divides |F |. Hence the lest is equal to |F |.
Now let more generally suppose that X is of finite type. Since any quotient of G
has finitely many ends, Z has finitely many ends. We conclude using Proposition
4.B.5. 
Let X be a near G-set. By Theorem 4.F.3, we can write it as Y unionsq Z, where
Y has finite type and Z is realizable. Let H be a subgroup of G of Q-corank 1,
and φ a homomorphism of G/H onto Z. Let XH be the subset (defined up to
near equality) of points fixed by H; this is valid since H is finitely generated. As
a near (G/H)-set, XH is completable by Proposition 9.B.2. One can write the
index character of the near G/H-set X [H] = XH r
⋃
H′>H X
H′ as nφ for some
n ∈ Z. We write n = nH,φ = nX,H,φ.
It is additive on X, that is, nXunionsqY,H,φ = nX,H,φ + nY,H,φ. Since nH,−φ = −nH,φ
and the pair {φ,−φ} is determined by H, the number |nH | = |nH,φ| is only
determined by H. By convention, let us write |nH | = 0 if the Q-rank of G/H is
not equal to 1.
Theorem 9.C.2. Let G be a finitely generated abelian group. Let X be a com-
pletable near G-set. Then |nH | 6= 0 for only finitely many subgroups H. The
following are equivalent:
(1) X is stably realizable;
(2) |nH | = 0 for all subgroups H;
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(3) the index of XH is zero for all subgroups H.
(4) the index of XH is zero for all subgroups H of Q-corank 1.
Moreover, in case X is stably realizable and not realizable, there exists a nonempty
finite subset F such that the near action on X unionsq F is realizable as a free action
such that each stabilizer H has Q-corank ≥ 2.
Proof. For a realizable near action, the union of free G/H-orbits is invariant and
hence has zero index, so |nH | = 0. By additivity on X, we deduce the vanishing
for all stably realizable near actions. This proves (1)⇒(2) (although we will not
need it as we will prove another chain of implication, we need this easy fact to
prove the first assertion.)
The finiteness result is immediate for completable near G-sets of finite type, as
a consequence of Theorem 9.C.1. Given an arbitrary completable near G-set X,
by Proposition 4.F.2(2) there exists a near G-set Y of finite type such that XunionsqY
is realizable. Hence nX,H,φ = −nY,H,φ for all H, whence the finiteness result in
general.
(2)⇒(1) Assume that X is completable and |nH | = 0 for all subgroups H of
Q-corank 1 and let show that X is stably realizable. By Theorem 4.F.3, we
can reduce to the case when X has finite type. By Proposition 4.F.2(2), write
X unionsq Y = Z with Z realizable and Y of finite type; fix a realization on Z. If H
is a subgroup of G, we write Z [H] = X [H] unionsq Y [H]. Since Z [H] is empty for all but
finitely many subgroups H, it is enough to prove that X [H] is stably realizable.
By assumption, it has zero index. If G/H has Q-rank ≥ 2, then it follows that
some subset near equal to X is invariant (X is “transfixed” for the action), and
it follows that X [H] is stably realizable.
If G/H has Q-rank 1, then it follows from Theorem 9.C.1 that X [H] is isomor-
phic, as near G-set, to a union of k copies of φ−1(N) and ` copies of φ−1(−N),
and the vanishing of |nH | implies that k = `. Hence X [H] has zero index. By
Proposition 9.B.2 (applied to X [H]), we deduce that X [H] is realizable.
(3)⇒(4) is trivial.
(4)⇒(2) Suppose XH has zero index for every H. We have to prove that
|nH | = 0 for all H. We can suppose that G/H has Q-rank 1. By a noetherian
induction, it is enough to prove |nH | = 0 assuming that |nL| = 0 for every
subgroup L properly including H. Let kL be the order of the maximal finite
subgroup of L/H. Let wL be the index of XL. Then the index of X
H is the sum
of wL where L ranges over subgroups L including H as a finite index subgroup.
We have wL = kLnL. Since nL = 0 for all L 6= H, we deduce that the index of
XH is equal to kHnH . Since the former is zero, we deduce that nH = 0.
(1)⇒(3) is clear. This finishes the proof of equivalences.
Continue with this vanishing assumption, so that X is stably realizable. As-
sume that X is not purely of Q-rank ≥ 2: that is, for some realization of X unionsqF ,
F finite, there is an orbit G/H with H of Q-corank 1, or that there are infinitely
many finite orbits. In the first case, can use this orbit to perturb the action on
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this orbit to get more that |F | fixed points. In the second case, we can perturb
the action on finitely many finite orbits to make it the identity on at least a
subset of cardinal |F |. Then, in both cases, we can conjugate by a finitely sup-
ported permutation and obtain a realization that is identity on F . This proves
realizability. 
Remark 9.C.3. The non-completable near actions of §5.E satisfy the vanishing
conditions, so completability cannot be dropped for these equivalences. On the
other hand, the vanishing of |nH | for all but finitely many H holds in general,
see Corollary 9.D.7.
For an abelian group G and a near action α : G → S?(X), define αˇ(g) =
α(g−1); this is a near action as well.
Corollary 9.C.4. Let G be a finitely generated abelian group and α a completable
near action. The following are equivalent:
(1) α is stably realizable;
(2) α is near isomorphic to αˇ
(3) α is balanceably near isomorphic to αˇ.
In particular, α unionsq αˇ is stably realizable.
Proof. If β : G→ S(X) is an action and βˇ(g) = β(g−1), then it is straightforward
(by reduction to the transitive case) that β and βˇ are isomorphic as G-actions.
It follows (for an arbitrary abelian group G) that if α : G→ S?(X) is realizable,
then α is balanceably near isomorphic to αˇ.
For an arbitrary countable abelian group, if α is stably realizable, then there
exists a finite set F such that α unionsq F is realizable (Corollary 4.I.4), and hence
balanceably near isomorphic to αˇ unionsq F . Hence α is balanceably near isomorphic
to αˇ.
For a finitely generated abelian group, it remains to prove that is α is not
stably realizable, then it is not near isomorphic to αˇ. Indeed, by Theorem 9.C.2,
there exists a subgroup H such that XH has index f 6= 0. Hence, for αˇ, the index
of XH is −f 6= f , so αˇ is not near isomorphic to α. 
9.D. Finiteness of the number of ends. The classification of near actions of
finitely generated abelian groups, beyond the completable case, requires consid-
erably more work. We start with the following theorem.
Theorem 9.D.1. Let G be a finitely generated, virtually abelian group. Then
every near G-set of finite type has finitely many ends, and grows asymptotically
no faster than G.
Using Proposition 4.E.5 reduces this fact to finitely generated abelian groups,
so the proof will not make any incursion outside the abelian setting.
We do not know if this result about ends holds for virtually polycyclic groups,
for which Houghton [Ho82] proved that transitive Schreier graphs are at most
2-ended (and thus completable near G-sets of finite type are finitely-ended).
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As regards the result about growth, it partially answers Question 8.B.1; see
§8.B for more context.
To prove the theorem, we will use geometric arguments in the near Schreier
graph, which will also be used to obtain the precise classification. The main
interest of Theorem 9.D.1 is that is reduces the study to 1-ended near G-sets.
Let us start with a general graph-theoretic lemma. Let X be a connected
graph of finite valency; here X is identified with the set of vertices; since we only
consider the distance on X, self-loops or multiple edges do not matter. Let Σ be
a nonempty finite subset of X. Let Σ1 be the set of points at distance ≤ 1 of Σ;
it is also finite.
For x ∈ X and σ ∈ Σ1, define δx(σ) = d(x, σ)−d(x,Σ). Then δx ∈ Σ{−1,0,...,m}1 ,
where m is the diameter of Σ. Fix a fiber Zx = {y ∈ X : δx = δy}; note that
there are finitely many fibers.
If x ∈ Σ, then δx ≥ 0 and vanishes only at x, so Zx = {x}. Otherwise,
min(δx) = −1. Now fix x /∈ Σ and write Z = Zx.
Lemma 9.D.2. No geodesic segment between two points of the fiber Z meets Σ.
Proof. Indeed, let x0, . . . , xn be such a geodesic segment; by assumption we have
δx0 = δxn . Suppose by contradiction that it meets Σ. Since x0, xn /∈ Σ, we have
n ≥ 2 and xi ∈ Σ for some i with 0 < i < n. For all σ, σ′ ∈ Σ1, and k ∈ {0, n},
we have
δxk(σ
′)− δx0(σ) = d(xk, σ′)− d(xk, σ),
Then we have
δx0(xi+1)− δx0(xi) = δxn(xi+1)− δxn(xi),
which yields
1 = d(x0, xi+1)− d(x0, xi) = d(xn, xi+1)− d(xn, xi) = −1,
a contradiction. 
Setting 9.D.3. Consider a finitely generated free abelian group G, with basis
(s1, . . . , sd), written multiplicatively. Write s
′
i = s
−1
i .
Let X be a near G-set. Lift each si, s
′
i to a self-map Si, S
′
i of X. This defines
a near Schreier graph structure on X.
Definition 9.D.4. Consider the set of regular points, namely the cofinite subset
R = R(S1, . . . , S
′
d) of X consisting of those x ∈ X such that one of the following
holds
• for every i, SiS ′ix = S ′iSix = x
• for all i, j, SiSjx = SjSix, SiS ′jx = S ′jSix, S ′iSjx = SjS ′ix, S ′iS ′jx = S ′jS ′ix.
Let Σ be the finite complement of R. If Σ is empty, we have a genuine action
and hence let us assume that Σ is non-empty (or declare Σ to be a singleton in
this case). Define Σ1 as the 1-neighborhood of Σ as above, and define δx as above.
Then the function x 7→ δx, for x ∈ X, takes values in a finite set. For x ∈ X rΣ,
the fiber Z = Zx = {y ∈ X : δx = δy} satisfies the conclusion of Lemma 9.D.2.
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Lemma 9.D.5. Let t1, . . . , tn belong to {S1, S ′1, . . . , S ′d}. For x ∈ R, suppose that
(x, t1x, t2t1x, . . . , tn . . . t1x) is a geodesic segment between two points of Z. Then
for any permutation (t′1, . . . , t
′
n) of (t1, . . . , tn), we have tn . . . t1x = t
′
n . . . t
′
1x. In
particular, (x, t′1x, t
′
2t
′
1x, . . . , t
′
n . . . t
′
1x) is a geodesic segment and for each i ∈
{1, . . . , d}, Si and S ′i cannot simultaneously appear among the ti.
Proof. It is enough to consider a permutation of two consecutive terms, namely,
for some j, t′j+1 = tj, t
′
j = tj+1, and t
′
k = tk for other values of k. By Lemma
9.D.2, y = tj−1 . . . t1x ∈ R. So tj+1tjy = tjtj+1y. This means that t′j+1 . . . t′1x =
tj+1 . . . t1x, whence t
′
n . . . t
′
1x = tn . . . t1x.
The first consequence immediately follows (since it is a combinatorial path
and achieves the distance for endpoints). If Si and S
′
i both appear, then after
permutation they appear consecutively, and this is a contradiction with being a
geodesic segment. 
For x ∈ F and t ∈ {S1, . . . , S ′d}, let Zx(t) be the set of elements of Zx that can
be written as y = tn . . . t1x with d(x, y) = n, such that t appears at least n/d
times among the ti. In view of Lemma 9.D.5, we have Zx =
⋃
t Zx(t).
Lemma 9.D.6. For each x, t as above, Zx(t) accumulates at most one end of
X. In other words, every G-commensurated subset of X with infinite intersection
with Zx(t) includes a cofinite subset of Zx(t).
Proof. Given k, consider y, z ∈ Zx(t) with d(z, x), d(y, x) ≥ kd. Then, by Lemma
9.D.5 there are geodesic paths (x, t1x, . . . , tn . . . t1x = y), (x, t
′
1x, . . . , t
′
m . . . t
′
1x =
z) with n,m ≥ k, with at least k occurrences of t, which we choose to appear
first, so that tj = t
′
j = t for all i ≤ k. Hence the concatenation of the paths
(tn . . . tk+1t
kx, . . . , tkx) and (tkx, . . . t′n . . . t
′
k+1t
kx) joins y to z and stays at dis-
tance ≥ k to x. 
Proof of Theorem 9.D.1. By the above, the number of ends is no more that 2d
times the number of infinite fibers, and each fiber grows at most as G. 
Corollary 9.D.7. Let X be a near G-set. Then X [H] has nonzero index (in other
words, |nH | 6= 0, in the language used in §9.C) for only finitely many subgroups
H.
Proof. By Theorem 4.F.3 and the vanishing result in realizable case (Theorem
9.C.2), we can suppose that X is of finite type. Then by Theorem 9.D.1, we
can suppose that X is 1-ended. So X [H], for each subgroup H, is either finite or
cofinite, and is cofinite for at most one H. Hence in the 1-ended case, |nH | 6= 0
for at most one subgroup H. 
9.E. Rectangles and corners in Zd. In Zd, call rectangle any subset P that is
`1-convex. Thus, a rectangle is a product
∏d
i=1 Ji where each Ji is an “interval”
in Z. If no Ji equals Z, we say that the rectangle is strict. Clearly, any rectangle
is a disjoint union of finitely (at most 2d) many strict rectangles.
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Lemma 9.E.1. In Zd, any union of rectangles is finite union of rectangles.
Proof. It is enough to prove that in Nd, any union of rectangles containing 0 is
a finite sub-union. Indeed, we can translate to assume that the union contains 0
and then work in each of the 2d corners.
To prove the result in Nd, write N = N ∪ {+∞}. For n ∈ Nd, define P (n) =
{m ∈ Nd : 0 ≤ m ≤ n} where ≤ is the product (coordinate-wise) ordering.
Then P (n) is a rectangle; n is determined by P (n), and every rectangle in Nd
containing 0 arises this way.
Now consider an union M of rectangles in Nd, all containing 0; then it is the
union of the maximal rectangles included in M . So we have to show that there
are finitely many maximal rectangles in M . Otherwise, by contradiction, there
is an injective sequence (P (n(j))) of maximal rectangles, with n(j) ∈ Nd for
each j. After extraction, we can suppose that for each i, the sequence (n(j)i)j≥1
is monotonous. Since it is valued in N, this means that for j large enough,
we have n(j)i ≤ n(j + 1)i for all i. Hence Pn(j) ⊆ Pn(j+1), contradicting the
maximality. 
Lemma 9.E.2. For any rectangles R1, . . . , Rk in Z
d, Rk r
⋃
i<k Ri is a finite
disjoint union of rectangles.
Proof. We argue by induction on d. We can suppose that Ri ⊆ Nd for all i. Write
Qj(n) = {x ∈ Nd : xj ≤ n}. Choose n strictly larger than any finite coordinate
occurring in the R′is. Write Q
′
j(n) = {x ∈ Nd : xj ≤ n,∀k < j, xk > n, and
Q = {x ∈ Nd : ∀j : xj > n}. Then the Q′j(n), 1 ≤ j ≤ n and Q form a partition
of Nd by rectangles, and it is enough to prove the result for the intersection with
each component of the partition. For Q′j(n), we argue by induction (partitioning
it again into slices according to the value of xj). For Q, it follows from the
definition of n that each Ri either is disjoint with Q, or includes Q, and the
result is clear too. 
In Z2, we have essentially 3 types of strict rectangles: corners (unbounded in
both directions), strips (bounded in a single direction), and bounded rectangles.
There are 4 types of corners: upper-right, upper-left, lower-left, lower-right, and
4 types of strips: up, left, down, right; each strip has a given width.
The boundary of a subset E of Zd is the set of elements of E that have at
least one neighbor (for the standard Cayley graph structure of Zd) that does not
belong to E.
In Z2, the boundary of an infinite near strict rectangle consists of two rays
(equal in the case of a strip of width one). We refer to them as left boundary and
right boundary according to the following convention, which amounts to “looking
from the center”:
• for the corner N2, the left boundary is the ray {0} × N and the right
boundary is the ray N×{0}. For an arbitrary corner, we choose a direct
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`1-isometry and define accordingly. For instance, for the corner (−N +
a)× (−N + b), the left boundary is {a} × (−N + b); for the corner (N +
a)× (−N + b), the left boundary is (N + a)× {b}.
• for a strip {a, . . . , b} ×N, the left boundary is the ray {a} ×N and the
right boundary is the ray {b} ×N, etc.
We call a near strict rectangle in Zd a subset with finite symmetric difference
with a rectangle, modulo finite symmetric difference. In Z2, there are again 3
types of near strict rectangles: near corners, near strips, and the bounded ones,
which are all identified to the empty set.
In Z2, the boundary of an infinite near strict rectangle P is well-defined up to
near equality, and consists of two near rays (equal in the case of a strip of width
one). We refer to them as left boundary and right boundary according to the
same convention; we denote them by ∂LP and ∂RP .
9.F. Rectangles in near Zd-sets. Let X be a near Zd-set. Given S1, . . . , S
′
d as
in Setting 9.D.3, define a graded subset in X as a pair (P, f) where P is a subset
of X and f : P → Z2 is a map such that
• f is injective
• for all x ∈ X and all i such that f(x) + si ∈ f(P ), we have f(Six) =
f(x) + si; for all x ∈ X and all i such that f(x) − si ∈ f(P ), we have
f(S ′ix) = f(x)− si;
If f(P ) is a rectangle, call it a graded rectangle. If we forget f , we call it an
embedded rectangle. We have an easy compactness lemma:
Lemma 9.F.1. In X, any union of embedded rectangles containing a given x ∈ X
is a finite union of embedded rectangles containing x.
Proof. It is enough to show that there are finitely many maximal embedded rect-
angles containing x. Each embedded rectangle L in X containing x corresponds
to a rectangle PL in Z
d containing 0. We have L ⊆ L′ if and only if PL ⊆ PL′ .
Hence the result follows from Lemma 9.E.1. 
Proposition 9.F.2. The set X (of finite type) has a disjoint covering by finitely
many embedded rectangles.
Proof. Let us first show that there is a finite covering. We can work in a single
component of the given near Schreier graph. There are finitely many fibers. For
each fiber Z, fix a point x; then for every y ∈ Z, there is an embedded rectangle
containing both x and y, by Lemma 9.D.5. By Lemma 9.F.1, Z is included in
a finite union of rectangles. Since there are finitely many fibers, this proves the
result.
Finally, to obtain a disjoint covering, we first write a disjoint covering X =
R1∪· · ·∪Rk. Then by Lemma 9.E.2, we can write Rjr
⋃
i<j Ri as a finite disjoint
of rectangles, and thus we obtain a disjoint covering. 
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9.G. Corners in near Z2-sets. We write “near included”, “near disjoint”, to
mean the inclusion or disjointness up near to near equality, etc.
Let X be a near Z2-set. In X, we call graded near (strict) rectangle a graded
subset (P, f) such that f(P ) is a near (strict) rectangle, modulo finite symmetric
difference. If we forget f and only retain P , we call it a near (strict) embedded
rectangle.
We say that an ordered pair (P,Q) of near disjoint near strict rectangles in X
is adjacent if ∂LP ∪ ∂RQ is a near strip.
For instance, if P is an upper right corner, this means that Q is either an upper
strip or an upper left corner, and that, for some near indexations (vn) (wn) of
∂LP and ∂RQ, we have S1wn = vn and S
′
1vn = wn for all n.
Consider a finite near covering of X by near disjoint near strict rectangles.
Consider the oriented graph GX whose vertices are infinite near triangles in the
covering, with an oriented edge from P to Q whenever P,Q are adjacent.
For instance in case we have Z2 cut into 4 rectangles in an obvious way, this
yield a 4-cycle.
Lemma 9.G.1. The graph GX is connected if and only if X is a 1-ended near
G-set.
Proof. Let Y be a commensurated subset. Since every infinite near strict rectan-
gle is 1-ended, Y has finite symmetric difference with a union of some subset of
near rectangles of the covering. Moreover, if (P,Q) is adjacent, there are infinitely
many edges between P and Q and hence Y near includes P if and only Y includes
Q. Hence if GX is connected, then Y should be finite or cofinite. Conversely, if it
is not connected, then the union of near rectangles in one connected components
of GX is commensurated, infinite and not cofinite. 
Lemma 9.G.2. Assume that X is a near free near Z2-set. The finite graph GX
is of valency 2. More precisely, for every P ∈ GX there exists a unique Q such
that (P,Q) is adjacent and a unique Q′ such that (Q′, P ) is adjacent; we have
Q′ 6= P 6= Q (that is, there are no self-loops).
Proof. Let P be either an upper-right corner or an upper strip (the other cases
are similar). Let (vn) be a near indexation of the left boundary of P . Define
NEAR ACTIONS 125
wn = S
′
1vn. Then for large n, we have S2wn = wn+1, S
′
2wn = wn−1, and S1wn =
vn.
We claim that there is some infinite rectangle Q in the given covering such
that wn ∈ R for all large n. Otherwise, there is some infinite rectangle R visited
and quitted infinitely many times by (wn). Since (wn) enters into R infinitely
many times, the second coordinate of R has a lower bound. Since (wn) leaves R
infinitely many times, the first coordinate of R has an upper bound. So R is a
horizontal strip. Hence, for n large enough, vn = S1wn belongs to R for infinitely
many n. This is a contradiction.
We have Q 6= P : indeed, otherwise there would exist k, ` such that wn =
Sk1S
`
2wn for all large n, contradicting that the action is near free.
It is immediate that the union of the two rays form a near strip. 
Lemma 9.G.3. Assume that X is a near free near Z2-set. Let (P,Q) be adjacent.
Suppose that at least one of P,Q is a near strip (i.e., no both are corners). Then
P ∪Q is a strict near rectangle. 
Proof. Up to rotate, we can suppose ∂LP ∪∂RQ is an upper near strip, and up to a
reflection, we can also suppose that Q is a near strip. We can choose the grading
on P so that it maps onto a subset near N<k+1×N, for some k ∈ N∪ {∞}. We
can choose the grading on ∂LP ∪ ∂RQ to map onto a subset near {−1, 0} ×N,
and in turn, using that P 6= Q (by Lemma 9.G.2), we can choose the grading
on Q to map onto a subset near {−k′, . . . ,−1} ×N (for some k′ ≤ −1). Up to
shift the vertical coordinate of the grading of ∂LP ∪ ∂RQ, we can suppose that
the gradings of P and ∂LP ∪ ∂RQ near coincide on the intersection ∂LP , and
similarly, up to shift the vertical coordinate of the grading of Q, we can suppose
that the gradings of Q and ∂LP ∪ ∂RQ near coincide on the intersection ∂LQ.
Hence, removing finitely many points if necessary, we have a well-defined grading
map, mapping onto a subset near Z−k′≤·<k+1×N. The axioms of grading subsets
are immediately satisfied, and hence P ∪Q is near rectangle. 
(When P,Q are both corners, the union can fail to be a near rectangle, and is
never a strict near rectangle).
9.H. Winding number and additive holonomy. Continue with a near free
near Z2-set. Now consider the graph GX , which we can suppose to be connected.
It is thus a loop. We can suppose, gluing strips using Lemma 9.G.3 as many
times as possible, that GX is only made of near corners. It is of “period 4” since
it follows the pattern (upper right)→ (upper left)→ (lower left)→ (lower right)
→ (upper right).
So its length is 4m for some m. Actually, m is uniquely defined. For instance,
m is the number of upper right corners in any finite disjoint covering by near
strict rectangles. It is the number of upper right corners up to the equivalence
relation identifying two upper right corners whenever their intersection includes
an upper right corner.
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Definition 9.H.1. For X a near free 1-ended near Z2-set, we call m = mX ∈ N≥1
the winding number of X.
It depends on the choice of basis a priori, actually not. Indeed, if one passes
from the basis (u, v) to (v, u), it clearly does not change. Also, if we pass from
the basis (u, v) to (uv, v), then it does not change. Indeed, every upper-right
corner for (u, v) includes an upper-right corner for (u, uv), while every upper-left
corner for (u, uv) includes an upper-left corner for (u, v). Since (u, v) 7→ (v, u)
and (u, uv) generate GL2(Z), this proves the invariance of the given invariant.)
There is a second invariant, which we call additive holonomy. Consider a
covering by 4m near corners as above. Start with a corner P and a grading
f : P → Z2 on P (it is unique up to translation). Then for Q such that (P,Q) is
adjacent, there is a unique grading on Q such that we have a grading on P ∪Q.
Continuing this way until we make one turn, we obtain a new grading on P , thus
equal to f + s for some s ∈ Z2. It is straightforward that s does not depend on
the choice of P .
Definition 9.H.2. For X a near free 1-ended near Z2-set, we call s = sX ∈ Z2
the additive holonomy of X.
Concerning dependence on the choice of basis, for (u, u±1v) or (uv±1, v) we
also obtain s, while for (v, u) we obtain −s. It follows that changing the basis by
some A ∈ GL2(Z) changes s into det(A)s ∈ {s,−s}.
Theorem 9.H.3. The pair (m, s) ∈ N>0 × Z2 is a complete invariant of the
classification up to near isomorphism of near free 1-ended near actions of Z2.
Proof. Start with an near upper-right corner P and a chain P0, P1, . . . , P4m of
near upper-right corners with (Pi, Pi+1) adjacent for all i.
Choose a grading f0 on P whose image is near N
2. Let M = Z rN denote
the set of negative numbers. This defines a grading f1 on P1. The image of this
grading is near M× Z≥i ×M for some i. If i < 0, we can remove a left strip to
P1 and add it to P2; if i > 0 we can do the contrary; in both cases, we ensure
that the grading f1 on P1 has image near M×N. In turn, possibly exchanging a
down strip between P2 and P3, we can ensure that the grading on P2 has image
near M2, and so on, until we ensure that for all j ≤ 4m − 2, the grading on Pj
has image near Cj, where Cj is equal to N
2, M ×N, M2, N ×M according to
whether j equals 0,1,2,3 modulo 4. Next, the grading on P4m−1 has image near
N×Z<i for some i. Hence, the resulting grading f4m on P4m = P has image near
Z≥j×Z≥i for some j, and hence s = (j, i). This procedure characterizes the near
action in terms of (m, s) only. 
Denoting by Xm,s the above near Z
2-set, it is not hard to check that its index
character is given by uavb 7→ s2a − s1b. It particular, it is surjective if and only
if s is primitive, and is zero if and only if s = 0. If s 6= 0, can write s = kss′
for some unique positive integer ks ≥ 1 and primitive element s′; for s = 0 write
kv = 0.
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Proposition 9.H.4. The group Am,s = S
?
Z2(Xm,s) of near automorphisms of the
near Z2-set Xm,s is abelian and includes the given Z
2 as a subgroup of index m.
More precisely, it has the presentation as abelian group 〈u, v, z : zm = s(u, v)〉.
In particular, it is isomorphic to Z2 × (Z/ gcd(kv,m)Z). Thus it is torsion-free
if and only if no prime divisor of m divides s, and is isomorphic to Z2× (Z/mZ)
if and only if m divides s.
Proof. We choose a model as in the proof of Theorem 9.H.3, so Pj = Cj for j ≤
4m−2, P4m−1 = N×Z<i and is glued to P0 = N2 by attaching (n, i−1) ∈ P4m−1
to (n− j, 0) ∈ P0.
Suppose that m ≥ 2. Let w map P0 to P4 by the identity map. Extend it to the
identity map P1 → P5, and so on, until we have the identity map P4m−6 → P4m−2.
If i ≥ 0, we can also extend it to the identity embedding P4m−5 → P4m−1. Then it
extends to the lower strip N×{0, . . . , i−1} ⊆ P4m, mapping into P4m−1, again by
the identity map. Then it extends to Z×Z≥i ⊆ P4m−4∪P4m−3 to P0∪P1, mapping
(n, i) to (n− j, 0) for n ≥ 0, and more generally mapping (n, q) to (n− j, q − i)
for all n ∈ Z, q ≥ i. Then, it extends to Z≤min(0,j) × Z ⊆ P4m−3 ∪ P4m−2 to
P1 ∪ P2, again by the same formula (n, q) 7→ (n − j, q − i), if j ≥ 0. Next,
it extends to Z ×M ⊆ P4m−2 ∪ P4m−1 to P2 ∪ P3, again by the same formula
(n, q) 7→ (n− j, q − i). Next, it extends to Z≥max(0,j) × Z<i ⊆ P4m−1 to P3 ∪ P4,
again by the same formula (n, q) 7→ (n−j, q− i); in particular this maps (n, i−1)
to (n− j,−1), and then this precisely extends as the identity map P0 → P4. The
case i < 0 is similar.
It follows from the definition that w−m = s.
Next consider a near automorphism φ and suppose that P0∆φ(P0) is infinite.
Then we claim that φ is given by the near action of some element of Z2. Choose
a representative φ˜. It easily follows that some upper corner included in P0 is
mapped by φ˜ into an upper-corner included in P0. Then, composing by some
element of Z2 (which acts as graph near automorphisms – this is specific to Z2
being abelian), we can suppose that φˆ acts as the identity on some upper corner
included in P0. The set of fixed points of φˆ has finite boundary. It follows that
is is cofinite.
Next, if φ is an arbitrary near automorphism, there exists k ∈ {0, . . . ,m− 1}
such that P0 ∩ wkφ(P0) is infinite, and hence, as we have just checked, belongs
to the action of Z2.
By definition, the action of Z2 is central and the quotient is cyclic. So the near
automorphism group is abelian, and its description is therefore as predicted. 
We have seen that the near automorphism group of the near Z2-set Xm,s is
isomorphic to Z2 × (Z/`Z), where ` = gcd(m, ks) and s = kss′ with ks ≥ 1, s′
primitive (with k0 = 0). Denote by A = Am,s the near automorphism group of
Xm,s, which is abelian and whose torsion subgroup is cyclic of order `. Consider
a subgroup H of F and a homomorphism u : F → A such that the diagonal
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homomorphism F → A× (F/H) is injective (that is, H ∩ Ker(u) = {0}, or still
equivalently, u|H is injective). Note that since the torsion subgroup of A is cyclic,
this forces H to be cyclic. We can assume that the A-action on Xm,s is realized
by a free action (remove a finite subset if necessary).
Consider the disjoint union Xm,s × (F/H) of |F/H| copies of Xm,s. Let F
act on it by g · (x, g′ + H) = (u(g)x, g + g′ + H). Then this action is free:
indeed, if (u(g)x, g + g′ + H) = (x, g′ + H) then g ∈ H and u(g)x = x, if g
were 6= 0, this implies u(g) 6= 0, and since A acts freely on Xm,s this yields a
contradiction. This commutes with the near action of Z2 (which does not touch
the second coordinate) and thus defines a near free action of Z2 × F . We denote
it as Xm,s,u,H .
Lemma 9.H.5. If u−1u′ vanishes on H, then Xm,s,u,H and Xm,s,u′,H are isomor-
phic as near Z2 × F -sets.
Proof. Write u′ = u + q, where q factors through G/H. On Xm,s × F/H, write
f(x, g′+H) = (q(g′)x, g′+H). It commutes with the Z2-action, while for g ∈ F ,
we have
fgf−1(x, g′ +H) = fg(q(g′)−1x, g′ +H) = f(u(g)q(g′)−1, g + g′ +H)
= (q(g + g′)u(g)q(g′)−1, g + g′ +H) = (q(g)u(g), g + g′ +H),
so indeed conjugates the two near actions. 
Define C`(F ) as the set of cyclic subgroup H of F such that some injective
homomorphism H → Z/`Z extends to F .
Lemma 9.H.6. Given a subgroup H of F , if H ∈ C`(F ) then every injective
homomorphism H → Z/`Z extends to F .
Proof. The assumption implies that H is cyclic. Let f, f ′ be injective homomor-
phism H → Z/`Z such that f extends to F . It turns out that f and f ′ are equal
after multiplication by an invertible element of f(H) = f ′(H), and the latter
extends to an automorphism of Z/`Z. This implies that f ′ extends as well. 
Start again with ` = gcd(m, ks) as above.
Theorem 9.H.7. The quadruple (m, s,H, u), where m ≥ 1, s ∈ Z2, H ∈ C`(F )
and u is an injective homomorphism H → Am,s, is a complete invariant of 1-
ended near free near actions of Z2 × F .
Proof. Let us start showing these are pairwise non-isomorphic as near actions.
Let us choose an extension of u to F , still denoted u. As an near action of Z2, we
have n copies of Xm,s, where n = |F/H|. Hence, (m, s) is determined. Then F
acts on the set of n ends of the Z2-action; this action is transitive and the stabilizer
of any point is equal to H. So, H is determined as well. This stabilizer acts on
the given copy of Xm,s by u|H , so u|H is determined as well up to conjugation
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by automorphism of the near Z2-set Xm,s, but since its automorphism group is
abelian (by Proposition 9.H.4), it is determined up to equality.
Now consider any 1-ended near free near action of Z2 × F on a set X. On
Z2, it is finitely-ended by Proposition 4.C.6. Since it is 1-ended on the whole
group, the F -action on the set of ends is transitive, and since Z2 is central, they
correspond to pairwise isomorphic 1-ended Z2-sets. So, by Theorem 9.H.3, X
is near-isomorphic to the disjoint of n copies of Xm,s, for some m,n ≥ 1 and
s ∈ Z2. The near automorphism group (as near Z2-set) of this disjoint union is
the permutational wreath product of Aut(Xm,s) and the symmetric group Sn.
Then F maps into an abelian transitive subgroup of Sn, hence simply transitive.
We can thus, after fixing one of the copies, identify this set of n elements with
a quotient F/H of F and write this disjoint union as Xm,s × (F/H). The set
of near automorphisms acting on F/H as a translation is the wreath product
A o F/H. Given that V = AF/H is abelian (the exponent here means power, not
invariant vectors), an abelian subgroup of this semidirect product V oF/H with
surjective projection to F/H has be included in the subgroup W o (F/H), where
W is the set of F/H-invariant vectors in V . Here, this set of invariant vectors
W can be identified with A, embedded diagonally into AF/H . So the action of F
has the form g · (x, g′+H) = (u(g)x, g+ g′+H), as required (near freeness forces
injectivity of F → A× (G/H)). 
Example 9.H.8. Suppose that F is cyclic of prime order p. In this case, when
(m, s) is given, we have the possibilities (see Example 9.H.9):
• n = 1, p divides both m and s: in this case the near automorphism group
of Xm,s has a unique cyclic subgroup of order p, and the possibilities are
classified by the p− 1 isomorphisms from F to this cyclic subgroup.
• n = p: the case of the plain product.
Example 9.H.9. Fix (m, s). Let us describe the possibilities for (H, u) The case
when H = 0 gives a unique u: this is the case of the product of the Xm,s with
the simply transitive action of S; call it “plain product”.
When F is cyclic of prime order, we have F ∈ C`(F ) if and only p divides
` (i.e., divides both m and s). In this case, we obtain p − 1 nonzero injective
homomorphisms F → A.
When F is cyclic of order pk, it more generally holds that if pk does not divide
` then the only possibility is the plain product. (Indeed, if H 6= 0 and there is an
injective homomorphism H → A that can be extended to F , then the extension
has to be injective.) When H 6= 0, say has order pk′ with k′ ≥ 1 and pk divides,
we then have pk
′−1(p− 1) such choices of injective homomorphisms.
In general, when H is cyclic of order pk
′
with k′ ≥ 1, there is a maximal k ≥ k′
such that H ⊆ pk−k′F . Then H ∈ C`(F ) if and only if pk divides `; in this case
we have pk
′−1(p − 1) injective homomorphisms H → A (which can be extended
to F ).
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The general description follows, since one can treat separately all Sylow sub-
groups of F .
Lemma 9.H.10. The near automorphism group of the near Z2×F -set Xm,s,H,u
is Am,s × F/H, with Am,s embedded diagonally into the power AF/Hm,s .
Proof. Write A = Am,s and X = Xm,s,H,u. As a near Z
2-set, the near automor-
phism group of X is the permutational wreath product A oS(F/H). We have to
compute the centralizer C of the image of F . The projection of F to S(F/H) is
a transitive abelian group F/H, and hence is equal to its own centralizer. So, the
projection of C in S(F/H) is included in F/H, with equality since it includes
the image of F . Hence C is included in A o (F/H). Since the projection of F on
F/H is surjective and central, we deduce that C is included in A× (F/H), where
A is viewed as embedded diagonally. This is abelian and includes the image of
F , hence is exactly the centralizer. 
Proposition 9.H.11. The lest of the near Z2-set Xm,s is equal to ks.
The lest of the near Z2 × F -set Xm,s,H,u is equal to |F/H|ks.
Proof. We use Proposition 4.D.6(3).
We have to compute the index number of Xm,s as near Am,s-set (recall that
Am,s = S
?
Z2(Xm,s)). Then Z
2 maps onto ksZ. It remains to determine the image
of z: since zm mapsto s and s maps to 0, z mapsto zero. Hence the lest is equal
to ks.
In view of Lemma 9.H.10, this is the index number of Xm,s,H,u as near Am,s,
where Am,s is embedded diagonally. This is therefore equal to |F/H|ks. 
9.I. The case of Q-rank ≥ 3.
Lemma 9.I.1. Let G be an abelian group and let A be a subgroup of G of infinite
index isomorphic to Z2. Let X be an infinite near free near G-set. Then X is
not of finite type as near A-set.
Proof. Suppose the contrary. Then G acts on the set of ends of the near A-set X.
By the contradictory assumption and Theorem 9.D.1, X is finitely-ended as near
A-set. Hence, passing to a finite index subgroup of G including A, we can suppose
that G fixes each end of the near A-set X. Then, passing to a G-commensurated
subset, we can suppose that X is 1-ended as near A-set.
Since G is abelian, the near action on X is by near A-automorphisms. Since
the near action of G is ?-faithful we obtain an injection of G into the group
of near A-automorphisms of X. By Theorem 9.H.3, X is near isomorphic to
Xm,s for some m ≥ 1 and s ∈ Z2, and by Proposition 9.H.4, it follows that
the group of near A-automorphisms of X is virtually isomorphic to Z2. Since G
includes A with infinite index, it cannot have such an embedding, and we reach
a contradiction. 
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It would be nice to obtain a simpler proof of Lemma 9.I.1, without using the
classification of 1-ended near free near actions of Z2, as it would simplify the
proof of Theorem 9.I.2.
Theorem 9.I.2. Let G be finitely generated abelian group of Q-rank ≥ 3 and X a
near free 1-ended near G-set. Then X is near isomorphic to the simply transitive
action.
Proof. Let A ⊆ G be isomorphic to Z2. By Lemma 9.I.1, X is not of finite type
as near A-set.
So we can write X = Y unionsq Z as near A-set, where Y is an A-set of finite type
and Z is a realizable A-set, realizable with infinitely many orbits; we choose such
an action. Then Z is the disjoint union of a free A-action and a finite subset,
which we can move into Y : so we can assume that Z is a free A-set. Since Y is
finitely-ended as A-set by Theorem 9.D.1, we can write it as Y1 unionsq · · · unionsq Yk with
each Yi being 1-ended as A-set.
We can choose the ordering so that Yi is stably realizable if and only if i > `. For
g ∈ G, gYi is a 1-ended near A-subset and hence has finite symmetric difference
with either Yj, or one A-orbit in Z. If i ≤ `, then gYi is not stably realizable,
and hence has finite symmetric difference with Yj for some j ≤ `. Hence
⊔
i≤` Yi
is commensurated by G. Since Z is infinite and X is 1-ended, this implies that
` = 0. Hence X is stably realizable as near A-set. Hence after adding or removing
finitely many points, X is realizable as a free A-set.
Let us observe that this works for an arbitrary choice of A. Hence, if the index
character were nonzero on G, we could have chosen A not included in the kernel
of the index character, and we would have obtained a contradiction (since stably
realizable implies zero index). This shows that X has zero index as near G-set.
Now, writing G = Zd × F with F finite, choose B = Zk × {0}d−k ⊆ G with k
maximal such that the near action of B on X is realizable as a free action. By
the previous work, we have k ≥ 2; let us show that k = d. Otherwise, choose
u = uk+1, the next basis element.
Since the index is zero, we can choose a permutation U of X lifting u. Then
for all a ∈ A, UaU−1 is a finite perturbation of a, and hence, by Theorem 7.C.1,
there exits a finitely supported permutation s such that UaU ′ = sas−1 for all
a ∈ A. Thus, s−1U commutes with the A-action. So we can replace U with s−1U
and hence the action of Zk+1 is realizable. Since the near action is near free, the
union of non-free orbits is finite, and since the action of Zk is free, this union
is empty, so the Zk+1-action is free. This contradicts the maximality of k. This
shows that the Zd-action is realizable (as a free action).
Choose a realization of F as well. Fix x ∈ X. For g ∈ F , consider the
value of fx(t) = tgt
−1x when t ranges over Zd. Then, for fixed u ∈ Zd, we have
tugu−1t−1x = tgt−1x if and only if g−1ugu−1t−1x = t−1x. This holds for a cofinite
subset of t. Hence, there is a cofinite subset of t such that f(t) = f(tu) for every
u inside the standard generating subset of Zd. Since d ≥ 2, Zd is 1-ended and
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this implies that fx takes a single value, say k(g, x) outside some finite subset
Tg,x. Writing T =
⋃
g∈F Tg, we have tgt
−1x = k(g, x) for all g ∈ G and all t /∈ Tx.
Then, choosing t /∈ Tx ∪ Tk(h,x), we have
k(gh, x) = tght−1x = (tgt−1)(tht−1)x = tgt−1k(h, x) = k(g, k(h, x)).
So (g, x) 7→ k(g, x) defines a new action of F on X.
It commutes with the Zd-action: choose t such that t−1x does not belong to
the finite support of gst−1x = gst−1x. Then
k(g, sx) = tgt−1sx = tgst−1x = tsgt−1x = sk(g, x).
Moreover, it is a finite perturbation of the original action: indeed, fix one
generator u. The set of x such that there exist n1 ≤ 0 ≤ n2 such that both
un1x and un2x meet the support of g−1ugu−1 or g−1u−1gu is finite. Otherwise,
it follows that fx(u
n) = fx(1) for all n ≥ 0 or for all n ≥ 0, and it follows that
fx(1) = k(g, x), and hence gx = k(g, x). 
9.J. Application to abelian normal subgroups.
Proof of Corollary 1.16. In the space of ends of the near A-action, isolated points
correspond to A-commensurated 1-ended subsets up to near equality (see Propo-
sition 4.C.4). The G-action on the set of isolated ends stabilizes those finitely
many ends corresponding to non-A-completable near subsets (there are finitely
many as a consequence of Theorem 4.F.3). This yields a decomposition of X
as near G-set: X = Y unionsq Z, where Y is the union of all these non-completable
subsets (Y is well-defined up to near equality). Some finite index subgroup H of
G including A fixes the (finite) set of ends of Y . Then H maps into the product
of the near automorphism groups of all these subsets, which is abelian, extending
the A-action. If Y is infinite, this shows that A/(A∩ [H,H]) has Q-rank ≥ 2, so
d ≥ 2.
Suppose now that d = 0 and that A is central. Since d ≤ 1, X is completable
as near A-set, so we can use the criterion (3) of Theorem 9.C.2 to show that X
is stably realizable as near A-set. We have to check that for every subgroup B
of A, the subset XB has index 0 as near A-set. Since A is central, B is normal
and hence XB is commensurated by G, i.e., is a near G-subset. Since d = 0, the
index character of G vanishes on A and we can conclude.
Now suppose that d = 0 and the orbit assumption. By Theorem 9.C.2, the set
of subgroups B (of Q-corank 1) of A such that |nB| 6= 0 is finite. It is G-invariant.
Hence, if non-empty, its image in the set of hyperplanes of A⊗Q is a finite orbit,
a contradiction. 
10. Near automorphisms of graphs and structures
10.A. Structures on sets. Let I be a set (called labeling set) and a : I → N
be an arity function. The pair I = (I, a) is usually called a “signature”; we write
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I = II and a = aI . For any set X, define
WI(X) = {(y, i) : i ∈ I, y ∈ Xa(i)}.
It is convenient to think of it as the disjoint union of copies dXa(i)ci = Xa(i)×{i}
indexed by i.
Definition 10.A.1. A finitary relational structure (or “structure”) of signature I
on X is a subset P ofWI(X). Define StI(X) as the set of such structures, namely
the Boolean algebra of subsets of WI(X). We also call (X,P ) an I-structure.
Writing P =
⊔
i∈IdPici, where Pi ⊆ Xa(i), we can view P as the family of the
structures Pi. For F ⊆ X, define
P[F ] = {(y, i) ∈ P : F ∩ Im(y) 6= ∅},
where Im(y) = {yj : 1 ≤ j ≤ a(i)}. We say that P is multiproper if P[F ] is finite
for every finite subset F ⊆ X (or equivalently for every singleton F ). The set of
multiproper subsets P ⊆ WI(X) forms an ideal in the Boolean algebra WI(X),
including the ideal of finite subsets.
Every map f : X → Y induces a map f◦ : WI(X) → WI(Y ), which in
restriction to dXa(i)ci is just the map f×a(i) = f × f × · · · × f (a(i) times) from
dXa(i)ci to dY a(i)ci, applying f to each coordinate. The inverse image map yields
a Boolean algebra homomorphism f ∗ : StI(Y ) → StI(X). If f is proper (i.e.,
has finite fibers), then so is f◦, and it then follows that f ∗ maps the ideal of
multiproper subsets of WI(Y ) into the ideal of multiproper subsets of WI(X).
Definition 10.A.2. Let (X,P ), (Y,Q) be I-structures. Then f : X → Y
is called a homomorphism of I-structures if P ⊆ f ∗Q. This means that for
every i, one has the inclusion Pi ⊆ f ∗i Qi, which also means that f×a(i) maps Pi
into Qi. The monoid of endomorphisms of the I-structure (X,P ) is denoted by
End(X,P ), and its group of automorphisms is denoted by Aut(X,P ) or S(X,P ),
by definition it is the group of invertible elements in End(X,P ).
The group S(X) is endowed with the topology of pointwise convergence, which
is a group topology. When X is infinite countable, this is a Polish, non-locally-
compact topology. For every signature I = (I, a) and I-structure StI(X) on X,
the subgroup S(X,P ) ⊆ S(X) is closed. An important fact (see [Ca, Theorem
2.6]) is that every closed subgroup of S(X) occurs this way, that is, is equal to
S(X,P ) for some signature I and I-structure P on X.
Example 10.A.3. An oriented graph (without multiple edges, allowing self-
loops) on the set of vertices X can be encoded in a subset P of X2. This can
be viewed as a structure where I is a singleton {x0} with a(x0) = 2, and P is
identified with P × {x0}, arity is 2. Then P is multiproper if and only if every
vertex has finite valency.
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Definition 10.A.4. Given two structures (P (1), I1) and (P
(2), I2) on a set X, the
join P (1) unionsqP (2) is the structure (P, I1 unionsq I2) on the set X where Pi = P (j)i for each
of j = 1, 2. It amounts to endow X with both structure simultaneously.
Example 10.A.5. If P1, P2 are subsets of X
2, defining two oriented graph struc-
tures, the join P1 unionsq P2 endows X with a labeled oriented graph structure, with
oriented edges labeled in {1, 2} (and no multiple oriented edges of a single label).
Remark 10.A.6. For a closed subgroup G of S(X), there is an important well-
known trichotomy, directly following from the definition. Denote by G(F ) the
pointwise stabilizer of a subset F .
(1) G is not locally compact. This holds if and only if for every finite subset
F ⊆ X, the pointwise stabilizer G(F ) has an infinite orbit;
(2) G is locally compact and non-discrete. This holds if and only if for some
finite subset F0 ⊆ X, the pointwise stabilizer G(F0) has no infinite orbit,
while for every finite subset F , the pointwise stabilizer G(F ) is not reduced
to the identity.
(3) G is discrete. This holds if and only if for some finite subset F0 ⊆ X, the
pointwise stabilizer G(F0) is reduced to the identity.
In [BeS], Bergman and Shelah split Case (2) into two subcases, according to
whether there exists a finite subset F0 ⊆ X such that G(F0) has orbits of uniformly
bounded finite cardinal.
Definition 10.A.7. Denote by S<ℵ0(X,P ) the intersection S<ℵ0(X)∩S(X,P ).
Say that the structure P on X is fillable if S<ℵ0(X) is finite.
This roughly means that an automorphism of (X,P ) is determined, outside
some fixed finite subset F0, by its germ at infinity. The following proposition,
due to Bergman-Shelah [BeS, Lemma 20] makes this more rigorous. It is proved
using a simple but tricky pigeonhole argument (already apparent in the earlier
[Sco2, 11.2.6]):
Proposition 10.A.8. Every closed subgroup of S(X) included in S<ℵ0(X) is
finite. 
Corollary 10.A.9. For every finitary structure P on X, the following are equiv-
alent:
(1) S<ℵ0(X,P ) is finite (i.e., P is fillable);
(2) S<ℵ0(X,P ) is discrete in S(X,P );
(3) S<ℵ0(X,P ) is closed in S(X,P ). 
10.B. Almost automorphism group of a finitary relational structure.
Definition 10.B.1. Let P be a finitary relational structure on a set X (see
§10.A). Let us denote by [[P ]] the class of P modulo perturbation by finite subsets.
Define the almost automorphism group S(X, [[P ]]) of P (or of [[P ]]) as the
subgroup of those f ∈ S(X) such that f ∗[[P ]] = [[P ]]. In other words, this is
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the subgroup of S(X) of those elements commensurating P . Also denote it by
AAut(X,P ).
Remark 10.B.2. If I is finite, or if P is multiproper, then S(X, [[P ]]) includes
the subgroup of finitely supported permutations S<ℵ0(X); in particular in these
cases it is dense in S(X). This is not true in general. For instance, if I is infinite,
the arity is constant and Pi = P for all i, then S(X, [[P ]]) = S(X,P ), which in
many cases can fail to contain all finitely supported permutations.
Remark 10.B.3. The concept of almost automorphism group seems to first
appear in work of Truss [Tr1, Tr2] in the context of the countable universal
random graph (also known as Erdo˝s-Re´nyi or Rado graph, although discovered
much earlier by Ackermann), see also [MSS] and [Tar, §6.1,§7.2]. Beware that in
more recent work in the context of trees, “almost automorphism group” some-
times denotes the near automorphism group, introduced in a wider generality in
§10.C, which in most studied cases coincides with the quotient of the almost au-
tomorphism group (in its original definition) by its subgroup of finitely supported
permutations.
The almost automorphism group (of unlabeled graphs) has been rediscovered
(as “quasi-automorphism group”) in [Leh, LehS], and notably studied in the
context of a colored binary tree, where it has been considered since then in
[BMN] and [NS] (with no reference to Truss).
Remark 10.B.4. The subgroup S(X, [[P ]]) of S(X) depends on P , but does
not only depend on the subgroup S(X,P ). Indeed, let P encode the structure
of a rooted tree T2,2 where each vertex has 2 successors. Define P
′ ⊃ P by
enriching the structure to label vertices by their distance to the root. Then
S(X,P ) = S(X,P ′) while S(X, [[P ]]) 6= S(X, [[P ′]]).
Nevertheless, in various interesting cases, the group G = S(X,P ) can some-
times be used to define groups equal or related to S(X, [[P ]]), notably considering
the commensurator group of a compact open subgroup of G, see [CDM].
The following lemma shows that in the study of almost automorphism groups
on countable sets, countable labeling sets are enough.
Lemma 10.B.5. Let X be a countable set, and consider a signature I = (I, a).
For every I-structure P on X, there exists a countable subset J ⊆ I such that,
denoting PK = P ∩W(K,a)(X), we have S(X, [[PJ ]]) ⊆ S(X,PIrJ). In particular,
S(X, [[P ]]) = S(X, [[PJ ]])
Proof. For d ∈ N, denote Id = a−1({d}). Since X and hence Xd is countable,
the power set Wd = P(Xd) is compact metrizable, and hence all its subsets are
separable. Hence there exists a countable subset Jd of Id such that D = {Pi : i ∈
Jd} is dense in Ld = {Pi : i ∈ Id} ⊆ Wd. Define J =
⋃
d∈N Jd ⊆ I.
Take f ∈ S(X, [[PJ ]]). Now consider i /∈ J , say i ∈ Id r Jd. Hence Pi is not
an isolated point in Ld and there is an injective sequence (jn) in Jd such that
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Pjn tends to Pi in Wd. Since f ∈ S(X, [[PJ ]]), by definition of the latter, we have
f ∈ S(X,Pjn) for n large enough. That is, f−1(Pjn), which means that f fixes
Pjn for its contravariant action on Wd = P(Xd). Since the action of S(X) on
P(Xd) is by self-homeomorphisms, this implies that Pi is preserved by f , that is,
f ∈ S(X,Pi). Hence f ∈ S(X,PIrJ).
Hence E(X, [[PJ ]]) ⊆ E(X, [[PJ ]]) ∩ E(X,PIrJ) ⊆ E(X, [[P ]]). 
The almost automorphism group of a structure has a topology which is gener-
ally finer and more interesting than the topology induced by its dense inclusion
into S(X). Indeed, since S(X, [[P ]]) preserves [[P ]], it acts on [[P ]] (viewed as a
set!), the set of subsets of X2 with finite symmetric difference with P . We endow
S(X, [[P ]]) with the topology induced by its diagonal inclusion f 7→ (f, (f−1)∗)
into S(X)×S([[P ]]), which is the topology of pointwise convergence on X unionsq [[P ]].
Proposition 10.B.6. The given embedding in S(X)×S([[P ]]) identifies S(X, [[P ]])
with a closed subgroup of S(X)×S([[P ]]). If X is countable, S(X, [[P ]]) is a Polish
group.
The topology on S(X, [[P ]]) is the unique topology for which S(X,P ) is an open
subgroup and carries its original topology.
Proof. The uniqueness is trivial (it holds for all group inclusions). It remains to
check that it induces on S(X,P ) its topology.
A pre-basis of the topology of S(X, [[P ]]) is given by the point stabilizers of
elements of X and of elements of P , which includes S(X,P ). Intersecting with
the latter, we obtain that another pre-basis is given by the S(X,P ), the point
stabilizers ofX, and the intersectionsS(X,P )∩S(X,P ′) when P ′ ∈ [[P ]], P ′ 6= P .
Now observe that this intersection is also equal to S(X,P )∩S(X,P 4P ′), and
S(X,P 4P ′) is a finite intersection of point stabilizers of the action on X. This
shows that a pre-basis of the topology of S(X, [[P ]]) is given by S(X,P ) along
with point-stabilizers of the action on X. Hence S(X,P ) is open and the induced
topology is the original topology.
Let us show that the image H of S(X, [[P ]]) in S(X)×S([[P ′]]) is closed. Let
K ⊆ X × [[P ]] be the belonging relation: (x, P ′) ∈ K if x ∈ P ′). Clearly
H preserves K. Conversely, suppose that (f, g) ∈ E(X) × S([[P ′]]) belongs the
stabilizer of K. Then, for x ∈ X and P ′ ∈ [[P ]], we have x ∈ P ′ ⇔ (x, P ′) ∈ K
⇔ (f(x), g(P ′)) ∈ K ⇔ f(x) ∈ g(P ′). Hence f(P ′) = g(P ′). So f ∈ E(X, [[P ]]).
Composing (f, g) with some element of H, yields some element (f0, g0) with
f0 = idX . Hence the above equivalence yields that g0(P
′) = P ′ for all P ′ ∈ [[P ]],
which means that g0 is the identity, and hence that (f, g) ∈ H. So H is the
stabilizer of K, and hence H is closed in S(X)×S([[P ′]]).
Suppose that X is countable. If I is countable, then E(X, [[P ]]), as a closed
submonoid of E(X) × E([[P ]])op, is Polish and similarly S(X, [[P ]]), as a closed
subgroup of S(X) × S([[P ]]), is Polish. In general, I can fail to be countable;
however by Lemma 10.B.5, there exists a countable subset J ⊆ I such that
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E(X, [[PJ ]]) ⊆ E(X,PIrJ). In other words, E(X, [[PJ ]]) = E(X,PIrJ)∩E(X, [[PJ ]]),
which, as a closed submonoid of the Polish monoid E(X, [[PJ ]]), is closed. The
group case is concluded in the same way, using that S(X, [[PJ ]]) = S(X,PIrJ) ∩
S(X, [[PJ ]]). 
Remark 10.B.7. Actually, assuming that the arity function is not identically
zero, it is enough to embedS(X, [[P ]]) intoS([[P ]]). Indeed, choose i with a(i) ≥ 1
and write P ′ = P 4 {dxci}, where dxci = (x, . . . , x) ∈ dXa(i)ci ⊆ WI(X). Then
the stabilizer of x is included in the intersection of the stabilizers of P and P ′.
Hence the embedding into S(X) is unnecessary in this case.
Since S(X,P ) is an open subgroup of S(X, [[P ]]), whether the latter group is
locally compact or discrete is therefore dictated by the trichotomy of Remark
10.A.6. Incidentally, this shows that this trichotomy only depends on [[P ]].
Example 10.B.8. (1) (Houghton’s groups) Consider a tree T2,k consisting of
one vertex of valency k connected to k diverging infinite rays, such that
for each i = 1, . . . , k, the vertices of the ith ray are labeled by i. The
automorphism group of this graph (i.e., of this structure) is trivial. The
almost automorphism group of this graph is thus discrete, and is known
as Houghton’s group Hk (the interpretation of Hk as particular instance of
an almost automorphism group is an observation in [LehS]). Its quotient
by finitely supported permutations is isomorphic to Zk−1, and actually is
canonically isomorphic to the set of k-tuples in Zk with sum 0. If we forget
the labeling, the resulting automorphism group is naturally a semidirect
product Hk oSk.
(2) Consider a set X with a partition (Xi)i∈I into finite subsets. Consider the
structure encoding this partition and the labeling of elements of Xi by i.
This is encoded in the structure P with labeling set I, a(i) = 1 for all i
and Pi = Xi; note that P is multiproper.
Thus, the automorphism group is the product
∏
i∈I S(Xi). The almost
automorphism group is generated by it along with the normal subgroup
finitely supported permutations (note that in general the intersection is
both infinite and of infinite index in S<ℵ0(X)). Up to this terminol-
ogy, this group and its topology were independently introduced by Akin-
Glasner-Weiss and Willis [Wi, §3] (see also [CaC, §5]).
Let us now mention how this extends beyond the group setting.
Definition 10.B.9. Let (X,P ), (Y,Q) be I-structures. Then f : X → Y is
called an almost homomorphism of I-structures if P ⊆? f ∗Q. This is equivalent
to each of the following:
• for every i ∈ I, one has the near inclusion Pi ⊆? f ∗i Qi, and for all but
finitely many i, one has the inclusion Pi ⊆ f ∗i Qi.
• there exists a finite subset Fi of Xa(i), with Fi nonempty for finitely many
i, such that for every i ∈ I, the map f×a(i) maps Pi r Fi into Qi.
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The set of almost homomorphisms from (X,P ) to (Y,Q) is denoted byR(X, Y ; [[P,Q]]).
It is stable under compositions. Thus sets endowed with a I-structure, with
almost homomorphisms form a category AlmI .
Definition 10.B.10. The monoid R(X,X; [[P, P ]]) of almost endomorphisms of
the I-structure (X,P ) is denoted by End(X, [[P ]]), or AEnd(X, [[P ]]), orR(X; [[P ]]).
We can endow these with natural topologies as well. First, for two posets U, V ,
endow the set Rmap(U, V ) of maps U → V with a topology as follows. First, the
poset V is endowed with the topology for which the open subsets are the subsets
O such that y ∈ O, x ≤ y implies x ∈ O. (This is not Hausdorff unless V is a
discrete poset). Thus, a net (xi) converges to x if and only if xi ≤ x for large
i. Then the set of maps RmapU, V = V U is endowed with the product topology
(topology of pointwise convergence). Now let Rmap≤ (U, V ) be the subset of ≤-
preserving maps, that is, satisfying x ≤ x′ implies f(x) ≤ f(x′). Then for three
posets U, V,W , the composition map Rmap≤ (U, V ) ×Rmap≤ (V,W ) → Rmap≤ (U,W )
is continuous.
Next, let (X,P ), (Y,Q) be I-structures. We apply this to U = [[Q]] (subposet of
the power set StI(Y ) ofWI(Y )), and V the power set StI(X) ofWI(X). We em-
bed diagonally Rmap(X, Y ; [[P,Q]]) into Rmap(X, Y )×Rmap([[Q]], StI(X))op. Here
Rmap(X, Y ) = Y X is endowed with the product topology of the discrete topology
on Y , whileRmap([[Q]], StI(X)) is endowed with the above product of topologies of
the poset topologies. Here the suffix “op” means that the latter is endowed with
the opposite arrows. Hence, for the resulting topologies composition between the
sets Rmap(X, Y ; [[P,Q]]) is continuous. In particular, it makes Rmap(X; [[P ]]) a
topological monoid, and its subgroup of invertible elements (which is not closed,
e.g., when P is empty) is S(X, [[P ]]) with the previous topology.
10.C. Near automorphism groups of multiproper structures. We say that
a self-map f of a set X is finitary if f ∼ idX or equivalently f ≈ idX . This means
that f coincides with the identity map outside a finite subset.
An issue with the notion of near actions is that the cartesian product of two
near actions is not a near action. This comes from the fact that given two finitary
self-maps fi of sets Xi, i = 1, 2, the cartesian product self-map f1×f2 of X1×X2
is not finitary in general. Namely, if fi is the identity outside a finite subset Fi,
then f1×f2 is the identity outside the subset (F1×X2)× (X1×F2). We call such
a subset a mullion. Let us introduce them in the more general setting of §10.A.
Given a set X and a signature I = (I, a), we say that a subset P ⊆ WI(X)
is a mullion if P = P[F ] for some finite subset F (see §10.A for the definition
of P[F ]). The set of mullions forms an ideal MI(X) (or M(X)) of the Boolean
subalgebra StI(X), whose intersection with the ideal of multiproper subsets is
reduced to the ideal of finite subsets of WI(X).
If f : X → Y is a proper map, then the inverse image map of the induced map
f◦ : WI(X) → WI(Y ), namely the Boolean algebra homomorphism StI(Y ) →
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StI(X), maps the ideal of mullions M(Y ) into the ideal of mullions M(X).
Moreover, if f is finitary, then f ∗ is the identity modulo mullions.
Therefore, the functorX 7→ WI(X)/M(X) from the categoryP of (nonempty)
sets with proper maps to the category of Boolean algebras, maps finitary maps
to identities. Accordingly, by Proposition 3.B.6(2), it induces a contravariant
functor from the category P? of sets with proper near maps, to the category
of Boolean algebras. In particular, for every set X, we obtain a natural (con-
travariant/right) action of the monoid on the Boolean algebra WI(X)/M(X),
and hence an action of S?(X).
We denote by [[P ]]# the class of a structure P ⊆ WI(X) modulo mullions.
Definition 10.C.1. Given a structure (X,P ), the stabilizer of [[P ]]# in S?(X) is
called the near automorphism group of P (or of [[P ]]#). It is denoted S?(X,P ),
or S?(X, [[P ]]#), or NAut(X, [[P ]]#).
Note that the near automorphism group is the group of invertible elements
of the near endomorphism group. Also note that if P is multiproper, its near
endomorphism group is the same as the stabilizer of [[P ]].
Assume that P is multiproper. There is a canonical homomorphismS(X, [[P ]])→
S?(X, [[P ]]). Its kernel is the subgroup S<ℵ0(X) of finitely supported permuta-
tions. Its image is the subgroup S?0(X,P ) of near automorphism with index
0.
The topology on the almost near automorphism group, introduced in Proposi-
tion 10.B.6, passes to the quotient to a (possibly non-Hausdorff) group topology
on S?0(X,P ). However, to extend it to the full near automorphism group, when
the index is nonzero, requires an additional argument.
Proposition 10.C.2. Let P be a multiproper structure on X. There is a unique
group topology on S?(X, [[P ]]) making S(X,P )/S<ℵ0(G,P ) an open subgroup.
On S?0(X, [[P ]]), it coincides with the quotient topology of S(X, [[P ]])/S<ℵ0(G, [[P ]]).
The topological group S?(X, [[P ]]) is Hausdorff if and only if (X,P ) is fillable. If
X is countable, then the Hausdorff quotient S?(X, [[P ]])/{1} is Polish.
Proof. By uniqueness of the extension of the topology, the second statement
follows from the first. We start proving the first statement for S?0(X, [[P ]]).
Indeed, by Proposition 10.B.6, there is a topology on S(X, [[P ]]) with an open
inclusion S(X,P ) ⊆ S(X, [[P ]]). Passing to the quotient, it induces an open
inclusion S(X,P )/S<ℵ0(G, [[P ]]) ⊆ S?0(X, [[P ]]).
Attempts to adapt the proof of Proposition 10.B.6 to prove the general case
here leads to a significant amount of technical complications to deal with elements
of nonzero index.
Instead, let us avoid this by using the Hilbert hotel join (Remark 1.6). Embed
X into Y = X unionsqN. Assuming that P ⊆ MX × I, define I ′ = I unionsq {w} for some
additional parameter w /∈ I with arity 2, and define P ′ = P unionsq (Q× {w}), where
140 YVES CORNULIER
Q = {(n, n+ 1) : n ∈ N}. So Q defines the standard oriented graph structure on
N and Q× {w} distinguishes N inside Y .
First note thatS(Y, P ′) stabilizes X and N, is reduced toS(X) (sinceS(N, Q)
is trivial). In particular, the topology on S(Z, P ) coincides with to the topology
on S(X,P ). Therefore, the topology on S(Z, P ′)/S<ℵ0(Z, P
′) coincides with the
topology on S(X,P )/S<ℵ0(X,P ).
The group S?(N, [[Q]]) is infinite cyclic; let s be its unique element of index 1
(that is, represented by n 7→ n + 1). Define an embedding f of S?(X, [[P ]]) into
S?0(Z, P
′) by f(g) = gs−φX(g), where φX is the index on X. This is an injective
group homomorphism. In restriction toS?0(X, [[P ]]) and hence toS(X,P )/S<ℵ0(X,P ),
it is just the plain embedding, induced by the inclusion S?0(X) ⊆ S?0(Z) (extend-
ing by the identity outside X). Hence, this defines on S?(X) a group topology
whose restriction to S(X,P )/S<ℵ0(X,P ) is its original topology. This proves
the existence assertion.
The topology Hausdorff it and only if its open subgroup S(X,P )/S<ℵ0(X) is
Hausdorff, which holds if and only if S<ℵ0(X,P ) is closed. By Corollary 10.A.9,
this holds if and only if S<ℵ0(X,P ) is finite, i.e., if (X,P ) is fillable.
Quotients of Polish groups by closed normal subgroups are Polish (see [BeK,
1.2.3]). When X is countable, S(X, [[P ]]) is Polish and this applies to obtain
that its Hausdorff quotient S(X, [[P ]])/S<ℵ0(X) is also Polish; the latter can be
identified with S?0(X, [[P ]])/{1}. In turn, since the latter is open of countable
index (as kernel of the index character) in S?(X, [[P ]])/{1}, we deduce that the
latter is Polish as well. 
Remark 10.C.3. In the case of the near automorphism group of regular trees,
this topology was indicated by Neretin [Ne1], although not giving details. Indeed,
in this case (and more generally of trees with all vertices having valency ≥ 3), the
Neretin group is naturally a subgroup of the self-homeomorphism group of the
boundary, and this can be used to make alternative definitions of the topology
(albeit not the most naive one: it is not closed in the self-homeomorphism group).
A direct construction of the topology is done in [LaG, §4], proving by hand that
the topology on S(X,P ) can be extended.
Remark 10.C.4. When P is non-multiproper, we can define a topology on
S(X, [[P ]]#) as the topology induced from the embedding into S([[P ]]#). The set
of subsets [[P ]]# being huge, this topology is, in general, by far too discrete, and
does not induce the original topology on S(X,P ).
Remark 10.C.5. Proposition 10.C.2 is false for non-multiproper structures, even
at the level of S(X). That is, if we define S(X, [[P ]]#) as the stabilizer of [[P ]]#
in S(X), then it is not always true that any element of S(X, [[P ]]#) restricts to
a topological isomorphism between two open subgroups of S(X,P ). Indeed con-
sider X made of two sequences (xn)n≥0, (yn)n≥0 (injective with disjoint images).
Choose I = {1, 2}, arity function equal to 2, and P1 = {(x0, xn) : n ≥ 1} and
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P2 = {(y0, yn) : n ≥ 1}. It thus encodes a an oriented graph structure, with
two components, each being a tree with one central vertex and edges to all other
vertices, and the two colors distinguishing the two trees. Hence the automor-
phism group identifies to S(N≥1)2 (acting on the leaves of each tree). Since P is
a mullion, S(X, [[P ]]#) is equal to S(X). Let f be the cycle
· · · 7→ x2n 7→ x2n−2 7→ · · · 7→ x4 7→ x2 7→ y4 7→ x5 7→ y6 7→ x7 7→ . . .
For every n, we can find u ∈ S(X,P ) that fixes xi and yi for all i ≤ 2n, and
which, for some m > n, satisfies u(x2m+2) = x2m−1. Since x2m+2 = f−1(x2m) and
x2m−1 = f−1(y2m), this yields uf−1(x2m) = f−1(y2m), that is, fuf−1(x2m) = y2m
and hence fuf−1 /∈ S(X,P ). This proves that for every open subgroup U of
S(X,P ), fUf−1 is not included in S(X,P ).
Example 10.C.6. In all examples below, when I can be chosen to be a singleton
{i}, we simply view the structure P as a subset of Xa(i) (where a(i) is mostly
equal to 2).
(1) Suppose that P defines an oriented locally finite graph in which all ver-
tices but finitely many have a single inwards edge and a single outwards
edge. That is, some finite perturbation of P is the graph of a cofinite-
partial permutation σ of X. Then S?(X, [[P ]]) is the centralizer of the
corresponding near permutation in S?(X). The study (rather in S?0(X))
of such centralizers was initiated in [ACM], and is extended in §11.A
(notably relying on results of §7.B).
(2) Generalizing (1), consider a group generated by a finite subset S and
acting (resp. near acting) on a set X. Use S as labeling set with arity
function equal to 2; define Ps = {(x, sx) : s ∈ X}, and P = PS =⋃
s∈S Ps × {s}. This is a multiproper structure. In the case of an action,
Ps is well-defined; in the case of a near action, only [[Ps]] is well-defined
and Ps depends on a choice of a representative for s.
Then S?(X, [[P ]]) is the group of automorphisms of the near G-set X;
thus we view it here as the near automorphism group of the corresponding
Schreier graph. for instance, when X = G is 1-ended, this near automor-
phism group is reduced to G through its right action on itself, by Corollary
7.B.3. (For G not finitely generated, see Remark 10.C.7.)
(3) (2) immediately extends to the case of a monoid G generating by a finite
subset S and near acting on X by proper near maps (i.e., endowed with
a monoid homomorphism α : G → E(X). Define P exactly in the same
way: then S?(X, [[P ]]) is the centralizer of α(G) in S?(X).
In the case when G is monogenic and S is a singleton {s}, P is an
oriented forest structure (of finite valency, with exactly one outwards edge
at all but finitely many vertices). See Example 10.D.1(3).
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(4) Let P be a structure with labeling set I and arity 1 on all of I. If I is
finite, then P is automatically multiproper and S?(X, [[P ]]) is, by defini-
tion, the pointwise stabilizer of a certain finite subset A of the Boolean
algebra P?(X); we can suppose that A is a Boolean subalgebra. Note
that A corresponds to a finite partition X =
⊔n
i=1Xi of X into infinite
subsets, defined up to near equality, and that S?(X, [[P ]]) is the subgroup
of S?(X) commensurating each Xi, and thus is naturally isomorphic to∏n
i=1S
?(Xi).
Note that P is multiproper if and only if each x ∈ X belongs to Pi for
finitely many i. This is notably the case if we have a partitionX =
⊔
i∈I Xi
and Xi = Pi. This case was already considered in Example 10.B.8(2).
(5) Continue with the setting of (4), and suppose that we have a partition
X =
⊔
i∈I Xi and Xi = Pi. (This case was already considered in Example
10.B.8(2)). By the previous remark, P is multiproper. In this case, let us
describe more precisely S?(X,P ).
We need the terminology of near products from §3.D. First, suppose
that all Xi are finite. Then we have a natural isomorphism S
?(X, [[P ]]) =∏∗
i∈I S(Pi).
In general, we have two natural homomorphisms from S?(X, [[P ]]),
namely one to
∏?S(Xi), and one to ∏S?(Xi). Both of the latter two
groups have a canonical projection onto
∏?S?(Xi), and the two compos-
ite homomorphismsS?(X, [[P ]])→∏?S?(Xi) coincide. Thus the product
homomorphism from S?(X, [[P ]]) to
∏?S(Xi)×∏S?(Xi) maps into the
fibre product over
∏?S?(Xi). It is easy to check that this is an isomor-
phism from S?(X, [[P ]]) onto this fibre product.
Note that the image into
∏
S?(Xi) is not surjective: the image is re-
duced to the subgroup
∏(φ)S?(Xi) of elements (gi) in the product such
that φXi(gi) = 0 for all but finitely many i.
(6) Let P ⊆ X2 be an equivalence relation with finite orbits. First assume
that all orbits have cardinal k. Then the near automorphism group is the
near wreath product Sk o? S?(Y ), where Y = X/P is the quotient set
(i.e., the set of orbits). In general, let Yk be the set of orbits of cardinal k.
Then the near automorphism group has surjective homomorphisms into∏(φ)
k Sk o?S?(Yk) and
∏?
kSk oS(Yk); the intersection of kernels is trivial
and thus we have the fibre product, relative to their common quotient∏?Sk o? S?0(Yk).
A special case is when Yk is finite for all k outside some finite set M :
in this case we obtain
∏
k∈M Sk o? S?(Yk)×
∏?
k/∈M Sk oS(Yk).
Remark 10.C.7. Note that when S is infinite, we can express the automorphism
group of the near G-set S?G(X) as
⋂
finiteS′⊆SS
?(X, [[PS′ ]]), but this intersection
is not expressible, at least in an obvious way, as near automorphism group of a
structure.
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Also, when a partition X = Y unionsqZ is given, the subgroup of near automorphisms
preserving this partition is not expressible, at least in an obvious way, as near
automorphism group of a multiproper structure (it is the near automorphism
group defined by the non-multiproper structure P = Y 2 ∪ Z2 ⊆ X2). On the
other hand, it can be viewed as the stabilizer of {Y, Z} in the set of non-ordered
pairs of subsets of X. This behaves like a multiproper structure, and suggests
that the framework for defining “near automorphism groups of a multiproper
structure” should be wider than just the groups of the form S?(X, [[P ]]).
Let us now mention how this extends beyond the group setting. Unlike the
case of almost homomorphisms, we will not attempt to construct a topology in
this generality.
Definition 10.C.8. Denote by ⊆# the inclusion modulo mullions.
Let (X,P ), (Y,Q) be I-structures and f ∈ R?(X, Y ). Then f : X → Y is
called an near homomorphism of I-structures if P ⊆# f ∗Q.
The set of near homomorphisms from (X,P ) to (Y,Q) is denoted byR(X, Y ; [[P,Q]]#)
It is stable under compositions. Thus sets endowed with a I-structure, with
near homomorphisms form a category NearI , with a natural functor from the
category AlmI . A subcategory (with the same objects) is given by proper near
homomorphisms, and a smaller subcategory is given by near isomorphisms.
Definition 10.C.9. The monoid R?(X,X; [[P, P ]]#) of almost endomorphisms of
the I-structure (X,P ) is denoted by End(X, [[P ]]#), or NEnd(X,P ), orR(X; [[P ]]#)
(the symbol # can be omitted when P is multiproper).
Its subgroup of invertible elements is the near automorphism group of (X,P ).
An intermediate submonoid is given by proper near endomorphisms.
10.D. Near automorphisms of trees. Groups of near automorphisms of trees
have appeared independently: in the context of Thompson’s groups, and in
Neretin’s work. They are now extensively studied, although essentially not in
the angle of near actions (a notable exception being Kapoudjian’s approach, see
Remark 10.E.1).
Let us denote the near automorphism group of a tree as NAut(T ), rather than
in the form S?(T, [[P ]]). We do not follow the terminology “almost automor-
phism” which, in this tree context, is often used, because it is in conflict with a
distinct and related older use of “almost automorphism”, which we have followed;
see Remark 10.B.3.
Let Td,k denote a rooted tree where the root has valency k and all other vertices
have valency d+ 1.
Example 10.D.1. Let us indicate that several naturally defined structures lead
to near automorphism groups of trees.
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(1) (Near automorphism group of trees as centralizers) If X is a set, E(X)
the monoid of near proper self-maps of a set X and S?(X) its subgroup
of invertible elements, namely the group of near permutations, near auto-
morphism group of trees readily appear as centralizers of suitable elements
of E(X).
This occurs as particular case of Example 10.C.6(3) (which interpret
centralizers of arbitrary finite subsets as near automorphism groups).
Namely, suppose that f is surjective, has a fixed point v such that
⋃
n≥0 f
−1({v}) =
X. This is precisely the condition that means that the graph of f defines
a tree endowed with a principal orientation. Conversely, to every tree T
of finite valency and choice v of root, one can associate the self-map fv
fixing v and moving all vertices one step towards v; its class in E(T ) does
not depend on the choice of v and its centralizer in S?(T ) is equal to
NAut(T ).
(2) (Centralizer of the shift) An illustration of (1) is when one considers the
free semigroup X on a finite alphabet A on d letters and f is the “shift”
consisting in erasing the first letter (f fixing the empty word). Since
it defines the graph of a rooted tree (Td,d), its centralizer in S
?(X) is
isomorphic to NAut(Td,d).
(3) More generally, consider a proper self-map f of a set X and suppose
that it defines a graph Gf ⊆ X2 with finitely many components (that is,
there are only finitely many subsets Y with f−1(Y ) = Y ). We claim that
its centralizer in S?(X) can be identified to the stabilizer of some finite
subset of the boundary in NAut(T ), for some locally finite tree T (which
is obtained from a finite perturbation of Gf ).
Say that x ∈ X is forward-bounded if {fn(x) : n ≥ 0} is finite: this
only depends on the component of x. Every forward-bounded component
has a unique minimal non-empty f -stable subset, on which f acts as
a cycle, called minimal cycle. Let Z be the (finite) union of all these
minimal cycles. Choose a point z0 ∈ Z and perturb f as f ′ defined by
f ′(z) = z0 for all z ∈ Z and f ′ coincides with f elsewhere. Then for f ′,
there is a single forward-bounded component, and it has a fixed point.
Then the graph of f ′ defines a forest structure on X; let us add finitely
many oriented edges to obtain a tree T (also removing the self-loop at z0).
The resulting oriented tree has the property that every vertex has finitely
many outwards edges, and all but finitely many have exactly one outwards
edge (call this a near inwards orientation). Those boundary points of T
with a representative that is an oriented ray form a finite subset F of
∂T . Obviously F is canonically determined by the near equivalence class
of f , and for a near automorphism of the given graph with forgotten
orientation, the following three properties are equivalent: centralizing f ,
near preserving the orientation, and preserving F .
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(4) Given an arbitrary tree, define an inwards orientation as an orientation in
which all edges point towards a given vertex v; let Pv be the corresponding
set of oriented edges. It is a standard fact that Pv4Pw is finite (of cardinal
2d(v, w)) for any two vertices v, w. In particular, the class [[Pv]] does not
depend on the choice of v, and thus is preserved by all near automorphisms
of T . Thus, choosing a root (i.e., an inwards orientation) does not matter
when defining the almost and near automorphism groups.
(5) Fix a set I = of cardinal d + 1. Consider an action of the free product
ΓI = 〈(ti)i∈I | t2i = 1〉 of d+ 1 cyclic groups of order 2, on a set T . When
the Γi-action is simply transitive, we can think of T as a non-oriented
tree, where each edge is colored in T and each vertex meets exactly one
edge of each color. Define t : T → T I by t(x) = (ti(x))i∈I . Let F be a
finite subgroup of S(I). Letting S(I) act on T I by switching coordinates,
define
PF =
{(
x, σ · (t(x))) : x ∈ T, σ ∈ F} ⊆ T × T I = T 2+d.
When the ΓI-action on T is simply transitive (so T ' Td,d+1), S(T, PF ) is
known as the Burger-Mozes group associated to F , often denoted U(F )
(where, out of context, F should be considered as a permutation group,
i.e., a finite group endowed with a faithful action on a finite set). In-
formally, it means the group of automorphisms of T that locally at each
vertex permutes the colors according as an element of F .
The near automorphism group S?(T, [[PF ]]) is considered by Lederle in
[Led]. Note that in this context, the definition naturally fits to a near
action of ΓI on T (which is automatically realizable then); a reasonable
restricting hypothesis is that ΓI acts near freely and that the near Schreier
graph T is near isomorphic to a tree.
For an inclusion of subgroups F ⊆ F ′, the group S(T, PF ′)∩S(T, [[PF ]])
is considered (and denoted G(F, F ′)) by Le Boudec in [LB, LB3], with its
topology given as closed subgroup of S(T, [[PF ]]).
(6) There is a natural generalization of Burger-Mozes groups to pairs of per-
mutation groups, as observed by S. Smith [Sm]. See §10.F.
There exist connected locally finite graphs whose near action of the near au-
tomorphism group is not completable. Indeed, start from any non-completable,
?-faithful near action of Z2: since it is abelian, it thus embeds as a group of near
automorphisms on the corresponding near Schreier graph (for instance, the one
depicted in Figure (1) in the introduction, forgetting the labeling and orientation
if one wishes). Nevertheless, for trees we have:
Theorem 10.D.2. For every tree T of finite valency, the near action of NAut(T )
on T is completable.
Proof. Define a near ray as a partially defined function r : Z→ T , whose domain
of definition has finite symmetric difference with N, and such that (rn+1, rn) is
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an oriented edge for all n large enough. Call it a v-ray if the domain of definition
has the form Z≥k on which r is a geodesic ray with r(k) = v. Consider the
equivalence relation between near rays: r ∼ r′ if rn = r′n for all n large enough,
or equivalently if the graphs of r and r′ have finite symmetric difference in Z×T ;
denote by [[r]] the equivalence class of r. The resulting quotient set is called the
graded boundary of T , and denoted by ∂](T ).
The group NAut(T ) obviously acts on the graded boundary: this follows from
the fact that the graph of a near ray is a biproper subset of Z× NAut(T ).
Fix a vertex o. Then each ∼-equivalence class of near rays contains a unique
o-ray. For every vertex v define Ωv as the set of elements in ∂
](T ) whose unique
o-ray representative r satisfies r0 = v. The map v 7→ Ωv is clearly injective.
Let us show that it is near NAut(T )-equivariant. For ϕ ∈ NAut(T ), let ϕ˜ be
an isomorphism between cofinite subsets U1, U2 of T , representing ϕ. Let U
′
1 be
the cofinite subset of those v ∈ U1 such that the image of every v-ray is included
in U1. Then for every v ∈ U ′1, we have
(10.1) ϕ(Ωv) = Ωϕ˜(v).
To check this, consider an element [[r]] of Ωv, for which we choose its unique o-ray
representative r. So r0 = v. Then (ϕ˜(rk))k≥0 is a ϕ˜(v)-ray. Hence its class, which
is ϕ([[r]]), belongs to Ωϕ˜(v). This show near equivariance. 
Remark 10.D.3. When T = Td,k, d ≥ 2, there are known constructions amount-
ing to realize the near action of NAut(T ) on T as a partial action, as defined in
§4.K, although not termed in this way (since Exel’s notion of partial action was
unknown to this community). Note that Theorem 10.D.2 mechanically provides a
partial action (by the trivial implication of Proposition 4.K.1), without regularity
assumptions, but the partial bijections are possibly not graph isomorphisms and
we need to slightly refine the construction to obtain a partial action in which the
partial bijections are graph isomorphisms.
Proposition 10.D.4. Fix d ≥ 2. Let T1, T2 be two trees in which for but finitely
many vertices v, the value δ(v) of the valency of v modulo d is equal to 1. Write
θ(Ti) =
∑
v∈T (δ(v)− 1). If T1 and T2 are near isomorphic, then θ(T1) = θ(T2).
In particular, for d ≥ 2, if Td,k and Td,k′ are near isomorphic if and only if
k − k′ divides d− 1.
Proof. If T is a rooted tree, denote by nT the forest obtained by taking n disjoint
copies of T . If o is the root of T , let Tv be the subtree of those vertices w such
that v belongs to the segment [0, w].
We start with the “if” part of the last statement. Removing the root, we
see that Td,k ' kTd,d. In particular, Td,d ' dTd,d and hence hence, by obvious
induction, kT (d, d) and k′T (d, d) (k, k′ ≥ 1) are near isomorphic as soon as k−k′
divides d− 1.
To prove the first statement (and thus the “only if” part of the second, which
follows), we need some preparatory work.
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Let T be a rooted tree of finite valency and A an abelian group. Say that f :
T → A is upper-harmonic if for every vertex v we have f(v) = ∑ f(vi), where (vi)
is the family of successors of v. Say that f is near upper-harmonic if this holds for
all but finitely many vertices. Let H(T,A) ⊆ NH(T,A) be the groups of upper-
harmonic and near upper-harmonic functions. NH(A) also includes the group
A(T ) of finitely supported functions, and we especially consider the corresponding
quotientNH′(T,A). An easy argument shows thatA(T )∩NH(A) = {0} (consider
a vertex of maximal height in the support to get a contradiction). So this induces
an inclusion H(T,A) ⊆ NH′(T,A), that is, every class of near upper-harmonic
functions has at most one finitely supported representative.
To every upper-harmonic function f we can canonically associate a function
function ∂f : clop(T )→ A: namely, for every vertex v, define (∂f)(∂Tv) = f(v).
By a routine argument, this extends canonically to an A-valued measure, in the
sense that is is (finitely) additive on disjoint subsets.
We can extend this to near upper-harmonic functions f : namely ∂f is the
unique A-valued measure on ∂T such that (∂f)(Tv) = f(v) for every v such that
f is upper-harmonic on Tv. Then f 7→ ∂f is an additive map and vanishes on
finitely supported functions; thus ∂f only depends on the class of f inNH′(T,A).
We define
∫
f = (∂f)(∂T ). Thus
∫
is a homomorphism from NH′(T,A) to A; if
f is harmonic then
∫
f = f(o), where o is the root of T .
It is immediate from the definition that any isomorphism u : T → T ′ induces a
group isomorphism u∗ : NH(T )→ NH(T ′), commuting with
∫
, that is, writing∫
T
and
∫
T ′ for clarity, we have
∫
T ′ ◦u∗ =
∫
T
.
First note that if we glue two consecutive vertices of Ti, we do not affect the
value of θ(Ti). Hence we can suppose that δ equals 1 outside the root of Ti, for
i = 1, 2, and in particular δ(Ti) is the valency ki of its root (modulo d− 1) (this
applies in particular to Td,k).
Choose A = Z/(d− 1)Z. Note that the the function fi : Ti → A mapping the
root o to ki and other vertices to 1 is upper-harmonic.
Let u : T1 → T2 be a near isomorphism. Denote by [[·]] the class in NH′. Then
u∗([[f1]]) = u∗(1) = 1 = [[fk′ ]]. Then, in A, we have
k2 = f2(o) =
∫
[[f2]] =
∫
u∗([[f1]])
∫
[[f1]] = f1(o) = k1. 
Remark 10.D.5. Write (k)Zp = {1, . . . , k}×Zp. Proposition 10.D.4 generalizes
the fact that for p prime and k, k′ ≥ 1, (k)Zp and (k′)Zp are diffeomorphic as
p-adic manifolds of class C1 if and only if k − k′ divides p − 1. Indeed, one can
view (k)Zp as the boundary of Tp,k and any such diffeomorphism extends to a
near isomorphism.
The phenomenon of “invariance modulo d − 1” also appears in [Br2, p.53] in
the closely related context of Thompson’s groups.
Proposition 10.D.6. Suppose that the tree T is eventually regular of valency
d + 1 ≥ 3 (there exists d such that all vertices but finitely many have valency
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d + 1). Then the index character of the near action of NAut(T ) on T is zero.
That is, NAut(T ) = NAut0(T ).
The same conclusion holds when T is eventually cyclically regular, i.e., for some
choice of root, there exists an eventually periodic sequence (dn) with lim sup dn ≥ 2
and such that all vertices of large enough height n have valency dn + 1.
Proof. We start with the eventually regular case. Up to rearranging edges and
removing finitely many vertices, we can suppose that only the root has degree
m 6= d. Then for every finite subset F of vertices containing the root, the forest
obtained by removing F consists of m+ d(|F | − 1) regular rooted trees of degree
d (where the regular rooted tree of degree d is understood to have the root has
valency d and all other vertices of degree d + 1). Thus, since m, d are fixed, its
isomorphism type determines |F |. This shows that the index character is zero.
This immediately extends to the case of a forest with finitely many components
and in which all but finitely many vertices have the same valency ≥ 3 (since such
a forest is near isomorphic to an eventually regular tree).
Now consider the case when T is eventually cyclically regular. Let k ≥ 1 be the
(eventual) minimal period of (dn). Define a new graph structure on T by joining
any vertex of height n to all its descendants of height n + k. For every m ∈
Z/kZ, let T (m) be the set of vertices whose height modulo k is m; these are the
components of the new graph structure, which make it a forest with finitely many
components, eventually regular of degree d, where d − 1 = ∏k−1j=0(dj+q − 1) ≥ 2
for q large enough. Then one readily checks that NAut(T ) commensurates each
T (k), and its action on T (m) is by near automorphisms. Hence, by the eventually
regular case, its near action on T (m) has index 0. Summing over m ∈ Z/kZ, we
deduce that the near action on T has index 0. 
Remark 10.D.7. Note that the case of biregular trees is covered by Proposition
10.D.6 (where dn has eventual period 2).
The vanishing of the index character of NAut(Td,k) can be predicted by the use
of simplicity results. For d ≥ 2, the group NAut(Td,d+1) ' NAut(Td,2) is known
to be simple [Ka1], which directly implies the vanishing of the index character.
Also, NAut(Td,k) is known to have a dense copy of the Higman-Thompson group
Vd,k, which has a simple subgroup of index ≤ 2 and observing that the index
character is continuous it follows that it is zero. In any case, the previous 6-line
proof of the first assertion of Proposition 10.D.6 is much simpler than using these
simplicity results.
Remark 10.D.8. There exists a tree T of bounded valency ≥ 3, such that the
near action of NAut(T ) on T has nonzero index. Namely, let T be the rooted
tree which, viewed as a planar tree, has the property that every vertex of the left
branch has 3 successors, while other have 2 successors. Another interpretation of
this tree: all words in {a, b, c} such that if the letter c appears, then it is followed
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by only letters a; that is, the union of the set of all words w(a, b) in a, b and the
union over all n ≥ 0 of the set of all words of the form w(a, b)can.
Write o for the root. Removing either {o, a} or {o, c, bc} results in a forest
consisting of 1 copy of T and 4 copies of the regular binary rooted tree T2,2.
(In the first case, their roots are a2, ba, ca, b, c; in the second case their roots are
a, b, ac, abc, bbc.) Since in one case we remove 2 elements and 3 in the second case,
any isomorphism between these two forests has an index value equal to 3-2=1.
Note that the trees obtained as union of k ≥ 1 copies of N have a nonzero index
character; namely the near automorphism group is isomorphic to the wreath
product Z o Sk so that the index character is given by (f, σ) 7→
∑k
i=1 f(i). For
k = 2 this is just the regular tree of valency 2.
Remark 10.D.9. For d ≥ 2, the near action of NAut(Td,d) was studied by
Kapoudjian [Ka2]. He established that its Kapoudjian class (§8.C) is nonzero.
For k ≥ 1, viewing Td,d as the subtree of Td,k rooted at some vertex of height 1
of the latter, the near action of NAut(Td,d), extended as the identity elsewhere,
is a near action on Td,k. Since the trivial near action has a zero Kapoudjian class
and both are balanced, it follows from Proposition 8.C.3(2) that the near action
of NAut(Td,k) on Td,k has a nonzero Kapoudjian class for any k ≥ 1.
10.E. Thompson’s groups.
Remark 10.E.1 (Continuation of Remark 10.D.9). Kapoudjian [Ka2] estab-
lished that the near action of the Higman-Thompson group Vd,2 on Td,d has its
Kapoudjian class is nonzero if and only d is odd.
In [KaS, Remark 2.9], Kapoudjian and Sergiescu observe that the near action
of Thompson’s group of the circle “T” on the set of vertices of the regular rooted
binary tree T2,2 is stably realizable, more precisely that it is realizable after adding
one vertex; the resulting tree can be identified to T2,1. Actually the argument
adapts to Thompson’s group V : its near action on T2,1 is realizable. Let us
explain it. Let v0 be the root, v1 the unique vertex of height 1, and for any
v 6= v0 let v+ and v− be its two successors (in their natural order). Define a
bijection ι (called labeling) from the set of vertices of T2,1 to Z[1/2]/Z (identified
with Z[1/2] ∩ [0, 1[) as follows: ι(v0) = 0, ι(v1) = 1/2, and then for every v of
height n − 1 ≥ 1, ι(v±) = ι(v) ± 2−n. We readily see that the 2n−1 vertices of
height n ≥ 1 achieve all labels m/2n, where m ranges over odd integers in [0, 2n];
hence the labeling is indeed a bijection. The essential observation is then that
the bijection ι near conjugates the near action of V on T2,1 to its near action on
the set of dyadic numbers, viewed as a subset of the circle R/Z. The latter action
is indeed realizable, since every element can be represented by its left-continuous
representative.
Note that Thompson’s group “T” includes a quasi-cyclic subgroup C2∞ acting
freely on the set of dyadic numbers. By Corollary 6.B.4, removing a point yields
a non-realizable action. Hence, by the above, the near action of “T” (and hence
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of Thompson’s group V2,2) on T2,2 is not realizable: it is necessary to add a point
to produce a realizable action.
For odd d ≥ 3 such a construction cannot be carried out for the Higman-
Thompson group Vd,2, since its near action on the set of vertices of the tree is
not stably realizable, by the above-mentioned computation of its Kapoudjian
class. Indeed, what always holds is that the near action of Vd,2 on the set of
d-adic intervals (i.e., interval of the form [md−n, (m+ 1)d−n] is balanceably near
isomorphic to the near action on the set of vertices of the rooted tree. For d = 2,
mapping a dyadic interval to its middle yields a near equivariant near bijection
to the set of dyadic numbers modulo one (it is undefined on [0, 1] and misses the
images 0 and 1/2, whence the additional vertex). For d > 2 there is no such
analogue. Or, we can try an analogue: for instance, for d = 3, one can map any
triadic interval [m3−n, (m+ 1)3−n] to its “one-third point” (3m+ 1)3−n−1. This
is defined everywhere, near equivariant, but unlike the middle-point map when
d = 2, its image does not have finite complement: the image is the set of triadic
numbers whose triadic expansion finishes with 1. Note that by construction, it
is a V3,2-commensurated subset.
10.F. Generalization of Burger-Mozes groups. Here we call graph a set X
endowed with a symmetric subset of X2.
A bimodal graph is just a graph endowed with a labeling of vertices (called bi-
moding) into {0, 1} (thus vertices with label 0, resp. 1, are called even, resp. odd),
such that each edge involves one vertex of each parity. Note that any nonempty
graph admits exactly zero or two bimodings, permuted by post-composition by
the transposition 0 ↔ 1: indeed, given an even vertex v, the parity of other
vertices is given by the distance to v modulo 2. A bimoding exists in case of
a tree, and more generally if and only if there are no loops of odd size (in par-
ticular, this prevents self-loops); the graph is then called bipartite. (“Bimodal”
is sometimes called “bicolored”, but this would make the sequel confusing.) An
isomorphism between bimodal graphs is called bimode-preserving if it conjugates
the bimodings; for an automorphism of a bipartite graph, this does not depend
on the choice of the bimoding and defines a canonical subgroup of index ≤ 2.
Let A,B be nonempty sets. An (A,B)-colored graph is a bimodal graph en-
dowed with a labeling of vertices into the disjoint union A unionsq B, such that even
(resp. odd) vertices are labeled by A (resp. B). In an (A,B)-colored graph, say
that an even (resp. odd) vertex is regular if the labeling yields a bijection of the
set S(v) of neighbors of v onto B (resp. A); this bijection is denoted by bv for v
even and av for v odd.
Define an (A,B)-colored graph to be
• (A,B)-biregular if every vertex is regular;
• near (A,B)-biregular if all but finitely many vertices are regular;
• rooted (A,B)-biregular if it is endowed with a root, and all non-root
vertices are regular.
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There is a unique nonempty (A,B)-regular tree (up to isomorphism of (A,B)-
colored graph), and we usually denote by TA,B such an (A,B)-colored tree. In-
deed, one easy way to construct TA,B is to consider the universal covering of the
bipartite graph A unionsq B. This also yields a way to prove its uniqueness: if a tree
T is (A,B)-bipartite, and G is its automorphism group as a labeled graph, one
readily checks that G acts freely and transitively, and hence the quotient by G is
a bipartite (A,B)-graph, covered by T .
Say that a map f between two graphs is pre-regular at a vertex v if induces a
bijection from S(v) into S(f(v)).
Consider two finite faithful permutations groups F, F ′, given with their actions
on the sets A,B. Let W be another group W endowed with homomorphisms
F
u→ W u′← F . (Since all that will matter is the fibre product F ×W F ′ =
{(s, s′) ∈ F × F ′ : u(s) = u′(s′)}, it is essentially not a restriction to assume
that both u and u′ are surjective. But we do not make this assumption, because
typically one could fix F, F ′ and let W vary, or have fibre products that are
simpler to express with non-surjective structural homomorphisms.)
Given two (A,B)-colored graphs X, Y and a map f : X → Y , let us say that
an edge (v, w), with v even and w odd, is (F, F ′,W )-regular for f if
• f is pre-regular at v and w;
• all vertices v, w, f(v), f(w) are (A,B)-regular;
• denoting by κ′f,v the permutation bf(v) ◦f ◦ b−1v of B (which is well-defined
by the previous two conditions) belongs to F ′;
• similarly denoting by κf,w the permutation af(w) ◦ f ◦ a−1w of A belongs to
F ;
• u(κf,w) = u′(κ′f,v).
Note that when W = {1}, the last condition is superfluous and when moreover
F = S(A), F ′ = S(B) the last two conditions are superfluous.
We say that f is (F, F ′,W )-regular if every edge is regular for f . If f is bijective
and (F, F ′,W )-regular, it is straightforward that its inverse is also (F, F ′,W )-
regular. Let F W F ′ be the group of automorphisms of TA,B that are (F, F ′,W )-
regular. For W = {1} it was introduced by Smith [Sm] (and denoted F  F ′).
Note that {idA}  {idB} is the group of automorphisms of TA,B preserving the
(A,B)-coloring. This group acts simply transitively on the set of edges (v, w), v
even; it is obviously included in F W F ′ for all F, F ′,W .
If A,B are finite, or more generally if F, F ′ are closed in S(A) and S(B), then
F W F ′ is closed. In general (for |A|, |B| ≥ 2), it is discrete if and only if for all
(a, b) ∈ A×B we have Fa ∩Keru = {1} and Fb ∩Keru′ = {1}.
The most opposite case to the case W = {1} is when, say A = B, and F = F ′ =
W = S(A). In this case, the vertex stabilizers achieve all possible permutations,
while the pointwise stabilizers of balls of radius 1 are trivial.
Note that when |A| = 2, the set of even vertices in TA,B can be viewed as
a tree T ′, by joining any two vertices at distance 2, in which edges are colored
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in the sense of (5). When F = S2 and W = {1}, F  F ′ thus identifies with
the Burger-Mozes group U(F ′), while when F = {1}, F  F ′ is its subgroup of
index 2 of elements preserving some bimoding of T ′. Finally, consider the case
when F = S2 and u, u
′ 6= 1, so we can suppose that W = F and u = idF , then
FW F ′ includes {idA}Keru′ as subgroup of index 2, the other coset consisting
of bimode-reversing automorphisms of T ′ that act on the coloring by an element
of F ′ rKeru′.
While working in TA,B is natural to define these groups, it is more natural,
to define almost and near automorphism groups, to work with near (A,B)-
regular graphs; let us stick to the case when A,B are finite. It is not hard
to encode the definition of (F, F ′,W )-regularity in a structure. Then an almost
(F, F ′,W )-isomorphism is a bijection between two near regular (A,B)-graphs
that is (F, F ′,W )-regular at all but finitely many vertices. A near (F, F ′,W )-
isomorphism is an (F, F ′,W )-isomorphism between two (F, F ′,W ) finite subsets
(endowed with the induced (A,B)-colored structure), modulo coincidence outside
a finite subset.
11. Centralizers in near symmetric groups
11.A. Near automorphism groups of near Z-sets. The centralizers of ele-
ments of S?0(X) are studied in [ACM], notably some subquotients are exhibited
in [ACM, Theorem 3.3]. Here we use the language introduced here to obtain a
more natural and precise description, including the notion of near wreath prod-
uct introduced in §3.D. We work with near permutations groups instead of its
subgroup of balanced near permutations. This is much more convenient and
provides a complete description. Note that the centralizers of elements are par-
ticular instances of near automorphism groups (introduced in §10), because it
can be interpreted as the study of near automorphism groups of special graphs,
namely oriented graphs in which all but finitely many vertices have exactly one
edge inwards, and one edge outwards.
For simplicity, we will first describe the centralizer in S?(X) of some element
f ∈ S?0(X); we will describe the minor changes afterwards. So, we choose a
representative f ∈ S(X).
The centralizer is precisely S?〈f〉(X). Decomposing X = X∞ unionsq Xfin as the
union of infinite and finite f -orbits yields a canonical decomposition S?〈f〉(X) =
S?〈f〉(X∞) ×S?〈f〉(Xfin). (Note that such a reduction cannot be stated in a such
practical way when restricting to balanced near isomorphism groups!) This re-
duces to a separate study of each part.
So X∞ is just a free action of Z. Let Y∞ be the quotient, i.e., the set of infinite
orbits. The automorphism group S〈f〉(X∞) is the unrestricted wreath product
W (Y∞) = Z oˆS(Y∞).
Given S?〈f〉(X∞), it acts on the set of “germs at −∞” of f -orbits, yielding
a homomorphism into S(Y∞). Also, it acts as eventually as a translation on
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each such germ, so this actually yields a homomorphism u− from S?〈f〉(X∞) into
Z oˆS(Y∞), which is just the identity in restriction to the automorphism group
S〈f〉(X∞). Similarly, we have another homomorphism u+ by looking at germs at
+∞. So we have a homomorphism (u−, u+) from S?〈f〉(X∞) into (Z oˆS(Y∞))2.
The latter is injective: indeed, any g in the kernel breaks only finitely many edges
of the Schreier graph of f ; on any component not including any broken edge, it
acts as the identity near the infinity and hence is the identity. On the finitely
many broken components, it still acts as the identity near both −∞ and −∞
and hence is the identity element of S?(X).
Let us describe the image of (u−, u+). Since each projection is surjective, it
is enough to describe the image by u+ of Ker(u−). If g is in this kernel, the
above argument already shows that g acts as the identity on all but finitely many
components. Hence its image by u+ is an element of the restricted wreath product
W ∗(Y∞) = Z o S<ℵ0(X∞). Conversely, each such element can be achieved. To
conclude, we obtain
Theorem 11.A.1. Writing Y = Y∞ = X∞/〈f〉. The centralizer S?〈f〉(X∞) is
naturally isomorphic to the fibre product W (Y ) ×W (Y )/W ∗(Y ) W (Y ), that is the
subgroup of W (Y )2 of pairs having the same image in W (Y )/W ∗(Y ).
There is a natural homomorphism φY : W
∗(Y∞)→ Z mapping ((ny)y∈Y , σ) to∑
y∈Y ny. If Y is infinite, the map from the fibre productW (Y )×W (Y )/W ∗(Y )W (Y )
to W ∗(Y ) mapping (s, s′) to s−1s′ is not a group homomorphism. However,
post-composition with φY yields a group homomorphism. One can easily check
that φY∞ is precisely the index character of the near action of S
?
〈f〉(X∞) on X∞.
Therefore the balanced near automorphism groupS?0,〈f〉(X∞) (i.e., the centralizer
of f in S?0(X) is equal to the fibre product W (Y )×W (Y )/W ∗0 (Y )W (Y ) for Y = Y∞,
where W ∗0 (Y ) is the kernel of φY .
Before embarking into Xfin, let us start with the case of Xk, the union of all
k-cycles. Let Yk be the quotient. Then one easily checks that that S
?
〈f〉(Xk) is
the near wreath product (Z/kZ) o? S?(Yk) (see §3.D). The index character φk is
then equal to k(φ ◦ pi), where pi is the projection to S?(Xk) and φ is the index
character of S?(Xk).
Given a family of groups (Gi)i∈I and subgroups Hi ⊆ Gi, recall that the semire-
stricted product
∏(Hi)
i Gi is the set of families (gi)i∈I in
∏
Gi such that gi ∈ Hi
for all but finitely many i.
Then we claim that S?〈f〉(Xfin) is the restricted product
∏(Kerφk)
k S
?
〈f〉(Xk).
To check this, first observe that Xk is commensurated, and hence, we have, for
all k, a homomorphism to M ′k = S
?
〈f〉(Xk), which is obviously surjective. This
yields a homomorphism v from S?〈f〉(Xfin) to
∏
kM
′
k.
Second, define Mk = (Z/kZ) oˆS(Yk) = S〈f〉(Xk), the automorphism group
of the 〈f〉-set X. Note that it has a canonical homomorphism into M ′k, whose
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kernel is the restricted wreath product (Z/kZ) o S<ℵ0(Xk). Then any element
in S?〈f〉(Xfin) preserves Xk for all but finitely many k, and hence we have a
well-defined homomorphism w from S?〈f〉(Xfin) to the near product (see §3.D)∏?
k<∞Mk. Since the corresponding homomorphism S〈f〉(Xfin) →
∏
kMk is sur-
jective (and indeed an isomorphism), w is also surjective.
Theorem 11.A.2. The product homomorphism (v, w) from from S?〈f〉(Xfin) to∏
k
M ′k ×
∏
k
?
Mk
is injective, and its image is the set of pairs having the same image in
∏?
kM
′
k.
Proof. Let g belong to the kernel. Being in the kernel of w, it acts as the identity
on Xk for all large k. Being in the kernel of v, it near acts trivially on the
remaining finitely many k, so g near acts as the identity.
It follows from the definition that the image is included in the set of pairs
having the same image in
∏?
kM
′
k. Conversely, consider such a pair and let us
show that it belong to the image. Multiplying by the image of an automorphism,
we can suppose that it belongs to the first factor. This means that we have a
pair (x, 1), where x belongs to the kernel of
∏
kM
′
k →
∏?
kM
′
k. That is, x = (xk)
with xk ∈M ′k and xk = 1 for large k. This can obviously be achieved (just define
a near automorphism as equal to xk on Xk). 
Remark 11.A.3. One particular case is when Yk is finite for all k. In this case,
the near automorphism group is just the near product
∏?
k Z/kZ oS(Yk). Hence,
if Yk is finite for all k ≥ 2, we obtain the product S?(Y1) ×
∏?
k>1 Z/kZ oS(Yk).
We emphasize this latter case because such elements play a significant role in
[ACM].
Recall that the image of v is the restricted product
∏(Kerφk)
k M
′
k. Define
Φ((xk)k) =
∑
k φk(xk). Then the index character is given by Φ ◦ v.
Finally, in the case f has nonzero index, we can suppose that it has positive
index and hence can choose a representative that consists of a injective map. So
in addition to the 2-sided orbits above, there are some infinite one-sided orbits.
This does not affect the description of the near automorphism group Xfin.
For the description of the near automorphism group of X∞, we now define
Y−∞ and Y∞ as the set of germs at −∞ and +∞; they should be considered as
two sets whose intersection is cofinite in both (in the above choice, we Y−∞ is a
cofinite subset of Y+∞). Then, by the same arguments, the near automorphism
group naturally identifies to the fibre product W (Y−∞)×W (Y∞)/W ∗(Y∞) W (Y+∞).
We now come back to X = X∞:
Definition 11.A.4. Consider a permutation of a set X given by a free action
of Z with κ orbits (κ is any cardinal). Define Gκ as the near automorphism
group of the corresponding Z-set, that is, the centralizer in S?(X) of the given
permutation.
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Then Gκ is described in Theorem 11.A.1, where Y is a set of cardinal κ,
X = Z× Y and the action of Z is the obvious “horizontal” action. If κ is finite,
Gκ is then isomorphic to the square (Z o S(κ))2 and is not very mysterious, so
we assume that κ is infinite.
Corollary 11.A.5. The derived subgroup of Gκ has index 2 in the kernel of the
index character, and admits no proper normal subgroup of index < 2κ.
Proof. We use the fibre product of Theorem 11.A.1. An obvious quotient is
the same fibre product killing the abelian kernels, that is, the fibre product
S(κ) ×S?0(κ) S(κ). Define a homomorphism of the latter into Z/2Z by map-
ping (f1, f2) to the signature of the finitely supported permutation f
−1
1 f2 (that
is is a homomorphism follows from the signature being invariant by conjugation
by arbitrary permutations).
The fibre product decomposition also yields a semidirect decomposition of Gκ
(using the diagonal as a splitting):
(Z oS<ℵ0(κ))o (Z oˆS(κ)).
Since S(κ) is a perfect group, and since every element of Zκ can be written as
difference between one element and a translate by some permutation with infinite
cycle, the group Z oˆS(κ) is perfect. In addition, the abelianization map of the
group (Z o S<ℵ0(κ)) is the map (ξ, σ) 7→ (
∑
t ξ(t), ε(σ)), valued in Z × (Z/2Z),
where ε is the signature. Since this abelianization homomorphism extends to
Gκ (the Z part is the index map and the Z/2Z part is constructed above), we
deduce that this is the abelianization homomorphism of Gκ as well. This also
shows that in the above semidirect product decomposition Λ o S of Gκ above,
we have [Gκ, Gκ] = Λ
′ o S, where Λ′ = [Λ,Λ].
Now let N be a normal subgroup of index < 2κ in the derived subgroup.
The group S(κ) is a perfect group and, by Baer’s theorem (or the earlier Ulam-
Schreier theorem when κ is countable), all its nontrivial quotients are quotients of
S(κ)/S<κ(κ and hence have cardinal 2
κ. Hence the diagonal S(κ) is included in
N . The commutator of the diagonal S and Λ′ includes [Λ′,Λ′]. An easy argument
shows that Λ′ is perfect, and hence we deduce that [Gκ, Gκ] = Λ′o S is included
in N . Hence the quotient by N is abelian. This concludes the proof. 
Remark 11.A.6. Set κ = ℵ0 here. Corollary 11.A.5 yields a contradiction in
[ACM, Theorem 3.3] which asserts the existence of a certain normal series for
Gκ. Namely, they define two subgroups N3 and N4 (N4 is denoted SCG(g¯) there)
in Gκ with the assertions that they are normal subgroups, that Gκ/N4 is free
abelian, and that N4/N3 is isomorphic to S<ℵ0(κ). Assume that this could hold.
Corollary 11.A.5 then implies that Gκ/N4 is trivial or infinite cyclic, and hence
N3 has countable index. Since N4/N3 is not abelian, we have a contradiction.
The error in [ACM] is actually the claim in [ACM, Theorem 3.3] that N3 is
a normal subgroup. The gap is somewhat easy to locate, namely the proof of
[ACM, Theorem 3.3] is “All parts are easy, so we omit details”.
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Indeed, N3 is generally not a normal subgroup. It is defined as equal to BN2,
where B,N2 are two more subgroups, N2 being indeed normal (defined as a suit-
able kernel, actually of the diagonal homomorphism into S(κ)2, in the language
above), while B (denoted OCG there) is defined as the image of the centralizer the
f , which we here assume to be a permutation with only infinite cycles. They ac-
tually claim that B is normal. Let us check directly that this is false. Let (an)n∈Z
and (bn)n∈Z be two f -cycles. Let φ be the cycle along the cycle (an). It commutes
with f and hence maps to an element of B. Let τ be the involution exchanging an
and bn for all n ∈ N and fixing all other points. Then τ commutes with f modulo
finitely supported permutation, but τ−1ψτ is the cycle (. . . , a−2, a−1, b0, b1, . . . )
and is not a finite perturbation of any element commuting with f . So the image
of τ−1ψτ does not belong to B. Hence B is not a normal subgroup.
11.B. More centralizers. Let us use the results of §7.B to obtain further results
about centralizers. Recall that for a near G-set X, its near automorphism group,
i.e., the centralizer of the image of G in S?(X) is denoted S?G(X). If X is a
G-set, its automorphism group as G-set is denoted SG(X). Also, recall that [G]
denotes the G-set G under left translation.
Proposition 11.B.1. Let G be a (not necessarily finitely generated) 1-ended
group. Let Y be a set. Consider the free action of G on X = G × Y given by
horizontal left translations, that is, g · (h, y) = (gh, y). Then the obvious map
SG(X) → S?G(X) is an isomorphism. In other words, the centralizer is reduced
to the unrestricted wreath product G oˆ YS(Y ), where GY acts by right translations
on horizontal strata.
Proof. Since G is infinite and the right action is free, the action of G oˆS(Y ) is
clearly ?-faithful and hence the given homomorphism is injective.
The centralizer C permutes the set of isolated ends of the G-set X, which can
therefore be identified to Y (see Proposition 4.C.4). Since the automorphism
group already achieves all possible permutations of Y , we are reduced to under-
stand the kernel K of this near action. Namely, the near action of this kernel
commensurates each stratum G × {y}. Since G is 1-ended, by Lemma 7.B.1,
its near action of K on each such stratum is given by a right translation. Since
all families of right translations are achieved by horizontal automorphisms, we
are reduced to consider near automorphisms f that near act trivially on each
stratum. Since any representative f˜ then acts as the identity on all but finitely
many strata, it is finitely supported and hence f has to be the identity. 
Corollary 11.B.2. Let G be a 1-ended group. Then the centralizer in S?(G) of
the left G-action on itself is reduced to the isomorphic image of G acting on the
right.
In particular, if G is any abelian group that is neither virtually cyclic nor
countable locally finite, it is equal to its own centralizer in S?(G).
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Proof. The first assertion is the particular case of Proposition 11.B.1 when Y is
a singleton. The second follows from general results on ends, namely any abelian
group of the given form is 1-ended. This follows from the general Theorem IV.6.10
in [DD], but actually follows from much easier earlier results:
• if G is abelian, neither virtually cyclic nor locally finite, then it has a
normal infinite finitely generated (cyclic) subgroup of infinite index, which
implies that it is 1-ended by [Abe1, Satz 7.3] or [Ho74, Theorem 4.3];
• if G is abelian, uncountable and locally finite, then it is 1-ended by [ScS,
Theorem 1] (later generalized to non-abelian groups by Holt [Hol]). 
This provides a wealth of examples of maximal abelian subgroups in S?0(N)
that are infinitely generated countable groups; the question about their existence
was suggested by Shelah and Stepra¯ns [ShS]. Let us more precisely write the
answer. We start with a lemma.
Lemma 11.B.3. Let A be an abelian group and α : A → S?(X) a near action,
with X infinite. Suppose that
• either |A| < |X|,
• or that A is finitely generated and the action is not of finite type.
Then the centralizer of α(A) in S?(X) (and hence in S?0(X)) has cardinal 2
|X|.
Proof. In the first case, we use Proposition 4.A.9 to write the near action as
X = X0 unionsq Y , with X0 of cardinal ≤ |A| and Y realizable as an action with |A|
orbits. In the second case, we use Theorem 4.F.3, with X0 of finite type and
Y realizable, necessarily as an action with |X| orbits. In both cases, we fix a
realization on Y , and denote by (Zi)i∈I the family of A-orbits, with |I| = |X|.
Denote by A0 the image of A in S
?(X0).
Let Ai be the image of A in S(Zi). Then the image of A in S(Y ) is included
in the abelian subgroup B =
∏
iAi. If the set of i such that |Zi| ≥ 2 has cardinal
|X|, then this subgroup, as well as its image B′ in S?0(X), has cardinal 2|X|.
Moreover, the image of A in S?(X) is included in A0 ×B′.
It remains to consider the case when the set J of i such that |Zi| = 1 has
complement of cardinal < |X|, it is a somewhat straightforward adaptation. In
this case, gathering orbits by pairs, we instead use a family (Z ′j)j∈J of pairwise
disjoint A-invariant subsets of Y , each including at least two points, and with
|J | = |X|, and choose Aj as a nontrivial abelian subgroup of S(Z ′j) including the
image A′j of A in S(Z
′
j) (if A
′
j 6= {1} we just choose A′j = Aj; when A′j = {1}
we use the fact that Z ′j has at least two elements and define Aj as an arbitrary
nontrivial abelian subgroup of S(Z ′j). 
Corollary 11.B.4. Let A be a non-locally-finite countable abelian group, and D
an infinite countable set. Then
• S?(D) includes a maximal abelian subgroup isomorphic to A;
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• S?0(D) includes a maximal abelian subgroup isomorphic to A, unless A is
virtually cyclic and not cyclic.
Proof. First suppose that A is not virtually cyclic. Hence it is 1-ended, and then
Corollary 11.B.2 applies to both assertions: A is a maximal abelian subgroup
S?(A) (and hence in S?0(A)).
Now suppose that A is virtually cyclic, namely isomorphic to Z× F for some
finite abelian group, and consider an embedding into S?(D).
By Lemma 11.B.3, if D is a near A-set of infinite type, the centralizer of A is
uncountable. So, we can suppose that D is a near A-set of finite type. Then D
is a finitely-ended near A-set by Proposition 9.B.2. Write it as a disjoint union
X1 unionsq · · · unionsqXn of 1-ended near A-sets, with n ≥ 1. The near automorphism group
of each Xi includes an isomorphic copy of Z; hence the centralizer in S
?(X)
includes an isomorphic copy of Zn.
Assuming that A ⊆ S?(D) is its own centralizer, we deduce that n = 1. Then
Theorem 9.C.1 implies that for some nonzero homomorphism φ of A onto Z, the
near A-set D is near isomorphic to φ−1(N) ⊆ A. The near automorphism group
of this is indeed reduced to A.
Now assume that A ⊆ S?0(D) is its own centralizer in S?0(D). Since the
centralizer in S?(D) includes a copy of Zn, the centralizer in S?0(D) includes an
isomorphic copy of Zn−1. Hence n ≤ 2. If n = 1, we are in the previous case,
which has a nonzero index number, so n = 2. Theorem 9.C.1 implies that for some
surjective homomorphism φ : A → Z, some subgroups F1, F2 with F1 ∩ F2 = 0,
and some choice ε of sign, and denoting by pii the projection A → A/Fi, the
near A-set D is isomorphic to the disjoint union pi1(φ
−1(N))unionsq pi2(φ−1(εN)). The
index character of this is equal to (|F/F1|+ ε|F/F2|)φ and should be zero, which
implies |F1| = |F2| and ε = −1.
The centralizer in S?0(X) always contains the image of the (free, hence ?-
faithful) action of F/F1×F/F2, and as soon as |F/F1|, |F/F2| are both ≥ 2, this
implies that A is not equal to its centralizer. Otherwise since |F1| = |F2| and
F1 ∩ F2 = 0 we deduce F1 = F2 = 0. This implies that A is cyclic. Conversely,
the simply transitive action of Z is equal to its own centralizer in S?0(Z)) (and
by the above, these are, up to conjugation, the only maximal abelian subgroups
in groups S?0(X) that are virtually cyclic). Note that the proof also shows that
for X uncountable, a maximal abelian subgroup of S?0(X) or S
?(X) cannot be
finitely generated. 
The following proposition now addresses the locally finite case.
Proposition 11.B.5. Every countable locally finite abelian subgroup of S?(X),
X arbitrary infinite set, has a centralizer of cardinal 2|X|. In particular,
• every locally finite abelian subgroup of S?(X), X arbitrary infinite set,
has an uncountable centralizer;
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• no maximal abelian subgroup of S?(X) or S?0(X) is countable and locally
finite.
Proof. Let G be a locally finite abelian subgroup of S?(X). If G is uncountable,
it is contained in its own centralizer. Hence, the last two assertion follow from
the first.
To deal with the case when G is countable and X is uncountable, we prove a
more general fact, namely: if H is an abelian subgroup of S?(X), X infinite, and
H has cardinal < |X|, then the centralizer of X has cardinal 2|X|, and includes an
abelian subgroup of the same cardinal including H. Indeed, one can write X as
disjoint union, as near H-set, of a near H-set of cardinal < |X| and a realizable
subset (by Proposition 4.A.9), necessarily of cardinal |X| and splitting into |X|
H-orbits Xi, after choice of a realization. On each Xi, H acts as a group Hi and
then the abelian
∏
Hi acts faithfully, centralizing the H-action. This concludes
unless the set of i such that Xi is not a singleton has cardinal < |X|, but in this
case H acts trivially on a subset of cardinal |X| and then the centralizer contains
a subgroup isomorphic to S?(X), as well as an abelian subgroup of the same
cardinal 2|X|; this has trivial intersection with H (so that their product is the
desired subgroup).
Now suppose that both X and G are countable. By Theorem 6.A.4(1), the near
action of G is completable: view X as a commensurated subset of a G-set Y , such
that X meets every orbit on a finite subset. In particular, G has infinitely many
orbits on Y . Let Y =
⊔
Yn be the orbit decomposition, and write Xn = Yn ∩X,
it is finite. Since the case G = {1} is trivial, consider g 6= 1 in G, and realize
it on Y . Then for n large enough, Xn is g-invariant, and for an infinite set I of
values of n, g acts nontrivially on Xn. Then for any subset J of I, the element gJ
acting on Yn as g when n ∈ J and as 1 when n /∈ I, stabilizes X and commutes
with the G-action on Y . There are uncountably pairwise distinct elements of
S(Y ) and hence induce uncountably many elements of S?(Y ) (since the kernel
of S(Y )→ S?(Y ) is countable). 
Let us say that a group is κ-centerless (resp. < κ-centerless) if it admits a subset
of cardinal κ (resp. < κ) with trivial centralizer. Note that being k-centerless is
given by a ∃∀-formula in the language of groups.
Note that a group G is < ℵ0-centerless if and only if the group topology induced
by the action of G on itself by conjugation, is discrete.
The following fact is possibly very standard in the case of S(X).
Proposition 11.B.6. Let X be a set. If |X| ≤ 2ℵ0, then every quotient (ex-
cept S(X)/A(X) which has nontrivial center) of S(X), as well as S?(X), is
2-centerless.
Conversely, if |X| > 2ℵ0, then no nontrivial quotient of S(X), and no non-
cyclic quotient of S?(X), is ℵ0-centerless. More generally, whenever 2κ < |X|,
no non-cyclic quotient of S(X) or S?(X) is κ-centerless.
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Proof. We start with the converse, showing more generally that it it not κ-
centerless whenever 2κ < |X|; we can suppose that κ is infinite. Indeed, consider
a subgroup G of cardinal κ in a quotient S(X)/N . Write as image of a subgroup
H of S(X), of cardinal κ, surjecting onto it. The H-set X splits as a disjoint
union
⊔
L≤H βLH/L, where βL is some cardinal. Since 2
κ < |X|, there exists
a subgroup L ≤ H such that βL = |X|. Hence the centralizer of H in S(X)
contains a copy of S(X), permuting the |X| copies of H/L, and this has cardinal
2X , and so does its image in H/N , which centralizes G.
In the case of S?(X), embed the latter into S?0(X unionsqN) as in §8.C (the homo-
morphism jX defined before Definition 8.C.6). For 2
κ < |X|, consider a subgroup
G of S?(X) of cardinal κ. Write G′ = jX(G). It follows from the previous para-
graph that the centralizer of G′ has a subgroup of cardinal 2X acting trivially on
N. Its image in S?(X) centralizes G and is nontrivial, contradiction.
Let us pass to the more interesting direction; write |X| = λ; when X is finite
S(X) has a 2-element generating subset so we assume X infinite. Since every
4-generated subgroup of S(X) is included in a 2-generated one (Galvin [Gal]), it
is enough to produce a 4-generated subgroup with trivial centralizer.
We fix a 2-generated group F (e.g., free) with an injective family (Ni)i∈I of nor-
mal subgroups, |I| = λ, such that F/Ni has trivial center for every i (the existence
of such a family of centerless quotients is a routine fact, for instance Neumann’s
groups [Neu] yield such a family). Consider the disjoint union
⊔
i∈I F/Ni, which
we identify to X (since they both have cardinal λ). Then F naturally acts on this
disjoint union on the left, and on the right, both preserving each F/Ni; let F1 and
F2 be the images of these actions (these are subgroups of S(X)). Each of these
actions of F naturally extends to the product
∏
i F/Ni, and we denote by G1 and
G2 the images of this product by each of these action (for instance, G1 is the set
of permutations of X, preserving each F/Ni and acting as a left-translation on
it). Since these action commute, they define an action of F × F ; let G ⊆ S(X)
be its image.
Since the F/Ni are pairwise non-isomorphic, the centralizer of F1 (and G1) in
S(X) in S(X) is equal to G2, and vice versa. Since each F/Ni has a trivial
center, we have G1 ∩ G2 = {1}. Hence, the centralizer of G = G1G2 in S(X) is
trivial.
This settles the case of S(X) itself. (When X is countable, an alternative
consists in using that S(X) has a dense 2-generated subgroup. However, S(X)
is not separable when X is uncountable, for any Hausdorff group topology for
which the action on X is continuous, since a dense subgroup should then act
transitively.)
Now, the next easier case is that of the quotients S(X)/S<κ(X) when λ ≥ κ >
ℵ0. Let us show that the image of G in S(X)/S<κ(X) has a trivial centralizer.
Indeed, if f ∈ S(X) and centralizes G modulo S<κ(X), define I(f) as the set
of i such that for each g ∈ G and x ∈ F/Ni, we have f(g(x)) = g(f(x)). Then
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I r I(f) has cardinal < κ. For i ∈ I(f), f is G-equivariant on F/Ni, hence it
maps it to another orbit F/Nj, and necessarily j = i since the F/Ni are pairwise
non-isomorphic; moreover, on F/Ni, the centralizer of G is trivial as we already
used in the case of S(X). Hence, f is the identity on F/Ni for all i ∈ I(f). Hence
f has support included in the union of F/Ni for i /∈ I(f), which has cardinal < κ,
and hence the image of f in S(X)/S<κ(X) is trivial.
It remains to consider the “modulo finitary”, and most interesting case. In this
case, we need to make the additional assumption that each F/Ni is 1-ended. We
choose f : X → X, representative of an element ofS?(X), that is closely (F×F )-
equivariant. We define I(f) as in the previous paragraph, it is cofinite in I, with
finite complement denoted by J . As in the previous paragraph, we conclude that
f is the identity on F/Ni for each i ∈ I(f). For i ∈ J and g ∈ F (acting on the
left), the set of fixed points of g is commensurated by f ; each F/Ni is, up to a
finite error, a Boolean combination of such commensurated subsets (because J is
finite and the Nj are pairwise distinct). Hence each F/Ni is commensurated by
f . Now using Corollary 7.B.3 to F/Ni, we deduce that on F/Ni, f near equals
a right translation rg ; also applying it using that f commutes with the right
near action of F , we deduce that f near equals a left translation `h. Then we
have xg = hx for all but finitely many x ∈ F/Ni. By the easy claim below, we
deduce that g = h is central in F/Ni, and since the latter has trivial center, we
have g = h = 1. That is, f near equals the identity on F/Ni for each i ∈ J , and
eventually we deduce that f near equals the identity.
Claim: Let W be an infinite group with elements g, h such that xg = hx for
all but finitely many x. Then g = h is central. Indeed, first fix x0 for which the
equality holds, and multiply the equality x0g = hx0 by the equality g
−1x−1 =
x−1h−1 for all but finitely many x. Then x0x−1 = hx0x−1h−1 for all but finitely
many x. So the centralizer of h has finite complement, and hence is the whole
group. Hence h is central, and similarly g is central, and x0g = hx0 then forces
g = h. 
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