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Abstract
We construct special solutions of the full Euler system for steady compressible flows in a convergent–
divergent approximate nozzle and study the stability of the purely subsonic flows. For a given pressure p0
prescribed at the entry of the nozzle, as the pressure p1 at the exit decreases, the flow patterns in the nozzle
change continuously: there appear subsonic flow, subsonic–sonic flow, transonic flow and transonic shocks.
Our results indicate that, to determine a subsonic flow in a two-dimensional nozzle, if the Bernoulli constant
is uniform in the flow field, then this constant should not be prescribed if the pressure, density at the entry
and the pressure at the exit of the nozzle are given; if the Bernoulli constant and both the pressures at the
entrance and the exit are given, the average of the density at the entrance is then totally determined.
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1. Introduction
A challenging problem in aerodynamics is to rigorously analyze the flow fields (subsonic
flows, transonic flows, etc.) in a de Laval nozzle for given both the pressures at its entrance
and exit [3,10]. In this paper we construct an approximate model to this problem by concerning
compressible flows in a Riemannian manifold and study the stability of subsonic flows. This is
motivated by [8] where L.M. Sibner and R.J. Sibner studied isentropic irrotational flows on a two-
dimensional axially symmetric torus, and obtained special solutions of the full potential equation,
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a closed manifold; the admissible boundary conditions and the stability of these special solutions
were not studied.
Let us begin with the full Euler system for steady compressible flows in a Riemannian mani-
fold (M, g) (see [9]):
∇ · (ρu) = 0 (conservation of mass), (1)
∇ · (ρu ⊗ u)+ ∇p = 0 (conservation of momentum), (2)
∇ · (ρEu) = 0 (conservation of energy). (3)
Here u is a vector field on M representing the velocity of the fluid flows; p,ρ,E are the scalar
pressure, density of mass, and density of energy, respectively. ∇· and ∇ are the divergence and
gradient operator on (M, g). We consider in this paper polytropic gas; that is, p = A(S)ργ
with γ > 1 the adiabatic exponent, S the entropy, and A(S) = exp(S/Cν) for some constant Cν .
Therefore the speed of sound is a = √γp/ρ.
We introduce a two-dimensional approximate nozzle as a surface M⊂R3:
{
x1 = r, r ∈ [0,1],
x2 = n(r) cos θ, θ ∈ [0,2π),
x3 = n(r) sin θ
(4)
with g the induced metric of R3, and n(r) a positive smooth function on [0,1]. So (r, θ) ∈ N :=
[0,1] × [0,2π) is a local coordinate system on M, and the metric is ds2 = (1 + n′(r)2)dr2 +
n(r)2 dθ2. By setting u = (u, v) with u, v the velocity component in r- and θ -direction, the Euler
system (1)–(3) is
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂r
(
n(r)
√
1 + n′(r)2ρu)+ ∂θ (n(r)√1 + n′(r)2ρv)= 0,
u∂ru+ v∂θu+ 11 + n′(r)2 ·
1
ρ
∂rp = n
′(r)
1 + n′(r)2
(
n(r)v2 − n′′(r)u2),
u∂rv + v∂θv + 1
n(r)2
· 1
ρ
∂θp = −2n
′(r)
n(r)
uv,
1
2
((
1 + n′(r)2)u2 + n(r)2v2)+ a2
γ − 1 = c.
(5)
The last equation is the Bernoulli’s law with c a constant on each streamline.
Now suppose that n(r) is a positive smooth function on [0,1] and
n′′(r) > 0, n(0) > n(1), (6)
n′(r) < 0 on (0, s), n′(r) > 0 on (s,1) for a fixed s ∈ (0,1). (7)
Note that (7) implies that M is “convergent–divergent”. By direct analysis of solvability of
nonlinear algebraic equations and ODEs we may prove the following lemmas (cf. [8,12]).
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v ≡ 0. Then for given p(0) > 0, ρ(0) > 0 (i.e., the pressure and density at the entrance {r = 0}
of M),
(1) (subsonic flow) there exists pe < p(0) depending only on p(0) and n such that if p(1) ∈
(pe,p(0)), then there exists a unique subsonic flow inM with the pressure at the exit {r = 1}
is p(1);
(2) (subsonic–sonic flow) there exists a unique flow which is subsonic on {0 < r < s} ∪ {s <
r < 1} and sonic at {r = s} with the pressure at the exit {r = 1} is pe;
(3) (transonic flow) there exists a unique flow which is subsonic on {0 < r < s}, sonic at {r = s},
and supersonic on {s < r < 1}, with the pressure at the exit {r = 1} is pt . Here the number
pt < pe depends only on p(0), ρ(0) and n(r);
(4) (transonic shock) there exists a unique flow which is subsonic on {0 < r < s}, sonic at
{r = s}, and supersonic on {s < r < rs}, and subsonic on {rs < r < 1}, with r = rs a shock,
such that the pressure at the exit {r = 1} is p1. Here p1 ∈ [pj ,pe] with pj > pt being a
number depending only on p(0), ρ(0) and n(r).
Lemma 2. Under the assumptions of Lemma 1, the subsonic flow is smooth, the transonic flow
is C1, while the subsonic–sonic flow is smooth on [0, s) ∪ (s,1], with jumps of the derivatives
of ρ,u at r = s.
The rest of the paper is devoted to study the stability of the above constructed subsonic flows.
The method we employed grew from the work of transonic shocks [7,13] and was used by Liu
to study subsonic flow in a slowly-varying two-dimensional duct. The key point is that by in-
troducing the Lagrangian transformation and characteristic decomposition one may reduce the
Euler system to a 2 × 2 system coupled with two algebraic equations (i.e., the Bernoulli’s law
and invariance of entropy along streamlines for C1 flows). Since the 2 × 2 system is uniformly
elliptic for subsonic flows and we are dealing with a small perturbation problem, we can solve
the nonlinear problem by using solely Banach fixed point theorem. Comparing to the study of
the transonic shocks in [7,13], a difference one should pay special attention to is that, since
the mass flux η0 is unknown, in Lagrangian coordinate, we encounter a “semi-fixed” boundary
value problem as called in [7]. That is, we consider a boundary value problem in the rectangular
NL = [0,1] × [0, η0] with η0 unknown. For more and earlier results on subsonic nozzle flows,
see also, for example, [1,3,11].
In the following, we state the existence theorems (Theorems 3–5) and the nonlinear boundary
value problems to be solved in Section 2. In Section 3 we solve the linearized problems. Finally,
in Section 4, by applying Banach fixed point theorem to appropriately constructed nonlinear
mappings, we prove the three theorems stated in Section 2.
2. The perturbed subsonic flow problem
We begin with a reduction of the Euler system by Lagrangian transformation and characteristic
decomposition. This is to overcome the difficulty induced by the non-classical type (elliptic–
hyperbolic composite type) of the Euler system for subsonic flows. The method is similar to that
in [13]. By introducing Lagrangian coordinate (ξ, η): r = ξ, θ = θ(ξ, η) with the Jacobian
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∂(ξ, η)
=
(
1 0
v
u
1
n(r)
√
1+n′(r)2ρu
)
, (8)
Eq. (5) may be written in Lagrangian coordinates as a symmetric system A∂ξU +B∂ηU +D = 0
with
A =
⎛
⎜⎝
u(1 + n′2) 0 1
ρ
0 un2 0
1
ρ
0 u
(ρa)2
⎞
⎟⎠ , B = n√1 + n′2
( 0 0 −v
0 0 u
−v u 0
)
,
D =
⎛
⎜⎝
n′(u2n′′ − v2n)
2uvnn′
(n
√
1+n′2)′
n
√
1+n′2
u
ρ
⎞
⎟⎠ , U =
(
u
v
p
)
. (9)
Furthermore, by characteristic decomposition and setting w = v/u, u1 =
√
1 + n′2u, v1 = nv,
if the flow is C1, non-sonic and u1 
= a, ρu 
= 0, then Eq. (5) is equivalent to
nu1
(
a2 − u21
)
∂ξw +
(
1 + n′2)(a2 − |u|2)∂ηp − n√1 + n′2u1v1ρa2∂ηw
+
√
1 + n′2
(
n′
(
n′′u2 − nv2)v1 − 2n′v(u21 − a2)− a2v1 (n
√
1 + n′2)′
n
√
1 + n′2
)
= 0, (10)
(
1 − u
2
1
a2
)
∂ξp −
√
1 + n′2ρv1∂ηp − nρ2u31∂ηw + ρn′
(
n′′u2 − nv2)− ρu21 (n
√
1 + n′2)′
n
√
1 + n′2 = 0,
(11)
together with the Bernoulli’s law and invariance of entropy along streamlines ∂ξ (p/ργ ) = 0. For
subsonic flow, |u| < a (supersonic flow, |u| > a), the system (10)–(11) is elliptic (hyperbolic).
The domain N in Lagrangian coordinates is NL := [0,1] × [0, η0) with η0 =∫ 2π
0 n0
√
1 + n′(0)2ρ(0, θ)u(0, θ)dθ. Note that η = 0 and η = η0 are the same streamline pass-
ing the point (0,0) ∈ N , so the periodical boundary conditions should be imposed on them. That
is, U should be periodic with respect to η with period η0.
We call the subsonic flow constructed in Lemma 1 as the background solution determined by
(p0, ρ0,p1), and denote it as Ub = Ub(r) = (pb(r), ρb(r), ub(r),0). The constant c in Bernoul-
li’s law will be simply denoted as cb for background solution. The mass flux η0 of background
solution will be written as ηb .
We now state the results on stability of subsonic flows.
Theorem 3. Let Ub be a background solution determined by (pb(0), ρb(0),pb(1)). There are
constants ε0 and C0 depending on n(r) and Ub such that if
(1) the Bernoulli constant c does not depend on streamlines,
(2) on {r = 0, θ ∈ [0,2π)} the following hold for some α ∈ (0,1):
∥∥p0(θ) − pb(0)∥∥C2,α[0,2π]  ε  ε0, (12)∥∥ρ0(θ)− ρb(0)∥∥ 2,α  ε  ε0, (13)C [0,2π]
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(u, v,p,ρ) in M satisfying p = p0(θ), ρ = ρ0(θ) at the entry {r = 0}, p = pb(1) at the exit
{r = 1}, and
2π∫
0
v(0, θ)
u(0, θ)
dθ = 0 (14)
together with the following estimate
‖U −Ub‖C1,α(M;R4) C0ε. (15)
This theorem may be strengthened a little as:
Theorem 4. For given pb(0), ρb(0), let (pb)e be the number determined by pb(0), ρb(0) and
n as in Lemma 1(2), and [pc,pd ] ⊂ ((pb)e,pb(1)). Then there are constants ε0 and C0 de-
pending on n(r),pb(0), ρb(0) and pc,pd such that for background solution Ub determined by
(pb(0), ρb(0),pb(1)) with any fixed pb(1) ∈ [pc,pd ], if
(1) the Bernoulli constant c does not depend on streamlines,
(2) on {r = 0, θ ∈ [0,2π)} the following hold for some α ∈ (0,1):
∥∥p0(θ)− pb(0)∥∥C2,α[0,2π]  ε  ε0,∥∥ρ0(θ) − ρb(0)∥∥C2,α[0,2π]  ε  ε0,
where p0, ρ0 are periodical with period 2π , then there exists a unique subsonic flow U =
(u, v,p,ρ) in M satisfying p = p0(θ), ρ = ρ0(θ) at the entry {r = 0}, p = pb(1) at the exit
{r = 1}, and ∫ 2π0 v(0, θ)/u(0, θ)dθ = 0 together with the estimate ‖U −Ub‖C1,α(M;R4) C0ε.
Another result is this theorem:
Theorem 5. Let Ub be a background solution determined by (pb(0), ρb(0),pb(1)). There are
constants ε0 and C0 depending on n(r) and Ub such that if
(1) the Bernoulli constant c is given and does not depend on streamlines,
(2) on {r = 0, θ ∈ [0,2π)} the following hold for some α ∈ (0,1):
∥∥p0(θ)− pb(0)∥∥C2,α[0,2π]  ε  ε0,∥∥ρ0(θ)− ρb(0)∥∥C2,α[0,2π]  ε  ε0,
|c − cb| ε  ε0,
where p0, ρ0 are periodical with period 2π , then there exists a unique subsonic flow U =
(u, v,p,ρ) in M and a constant e satisfying p = p0(θ), ρ = ρ0(θ) + e at the entry {r = 0},
p = pb(1) at the exit {r = 1}, and
∫ 2π
0 v(0, θ)/u(0, θ)dθ = 0 together with the estimate|e| + ‖U −Ub‖C1,α(M;R4)  C0ε.
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Remark 6. The differences between Theorem 5 and Theorem 3 are that, the Bernoulli constant is
given in the former, but unknown in the latter; and the density is given with a constant difference
(i.e., containing an unknown constant e to be solved) in the former, while is totally given in the
latter. The occurrence of e in Theorem 5 may be viewed as that the average of the density at the
entrance is not arbitrary.
As mentioned in [6], it is perplex that what is a physically meaningful boundary condition
to study nozzle flows. Although there may be numerous mathematical ways to pose boundary
conditions at the entrance and exit (such as the two ways showed above and see also [6]), it
seems that (from the author’s opinion) formulating boundary conditions as in Theorems 5 and 3
are more physical, since the pressures at the entrance and exit should be totally given [3]. The
methods of this paper can also deal with the case if the Bernoulli constant depends on streamlines
(cf. the proof of Theorem 5).
The condition (14) comes from the periodic assumption on θ (as well as η) coordinate and is
used to guarantee the uniqueness. For a two-dimensional de Laval nozzle, it should be replaced
by the slip condition on walls.
Remark 7. We will show that for given pressures at the entrance and the exit simultaneously, the
problem requires an integral solvability condition. Thus there needs a constant c or e to adjust
the flow so that it is realizable. This reflects the variation of total mass transported along a nozzle
as the pressure changes and is natural from physical point of view (cf. the construction of special
solutions).
Remark 8. We may also perturb the metric g of the surface M slightly and obtain stability of
subsonic flows with the above given boundary conditions.
We now begin to prove Theorem 3. Theorem 5 may be proved in a similar fashion and we
will point out the differences later. Theorem 4 follows from a simple observation on how the
constants C0 and ε0 depending on the background solutions.
We first note that η0 is unknown; that is, we encounter a “semi-fixed” boundary value problem.
We may use the transformation Φ : (ξ, η) → (ξ¯ , η¯) given by ξ¯ = ξ , η¯ = η/η0 to normalize the
domain NL to Ω = {(ξ¯ , η¯) ∈ [0,1] × [0,1]}. We now write out the boundary value problem to
be studied in an easy-to-be-linearized form.
2.1. Perturbed equations
Let w2 = p(ξ¯ , η¯)− pb(ξ¯ ). We need to find the equations of w and w2.
1. We begin with (10). Let
e2(ξ¯ ) := 1 + n
′(ξ¯ )2
n(ξ¯ )
· a
2 − |u|2
(a2 − u21)u1ηb
∣∣∣∣
U=Ub(ξ¯ )
, (16)
d2(ξ¯ ) :=
(
n′
n
a2 − 2u21
a2 − u21
− n
′n′′
1 + n′2
)∣∣∣∣
U=Ub(ξ¯ )
, (17)
and
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√
1 + n′2v1ρa2
η0(a2 − u21)
∂η¯w +
(
e2(ξ¯ )− 1 + n
′(ξ¯ )2
n(ξ¯ )
· a
2 − |u|2
(a2 − u21)u1η0
)
∂η¯p
+ n
′v2v1
u(a2 − u21)
+
(
d2(ξ¯ )−
(
n′
n
a2 − 2u21
a2 − u21
− n
′n′′
1 + n′2
))
w. (18)
Then (10) is
∂ξ¯w + e2(ξ¯ )∂η¯w2 + d2(ξ¯ )w = f¯2(U). (19)
By setting
D2(ξ¯ ) := exp
ξ¯∫
0
d2(s)ds, f2(U) := D2(ξ¯ )f¯2(U), (20)
Eq. (19) may also be written in divergence form as
∂ξ¯ (D2w)+ ∂η¯(D2e2w2) = f2(U). (21)
Note that f2 consists of higher order terms.
2. Now we turn to (11). By (5) one sees that pb(ξ¯ ) solves
dp
dξ¯
= n
′
n
ρu21a
2
a2 − u21
. (22)
Then (11) is equivalent to
∂ξ¯w2 −
nρ2a2u31
(a2 − u21)η0
∂η¯w − n
′
n
(
H(U) −H(Ub)
)
=
√
1 + n′2ρa2
(a2 − u21)η0
v1∂η¯p + n
′nρa2
a2 − u21
v2, (23)
where H(U) := γpu21/a2 − u21. Since u21 = (2c − 2a
2
γ−1 )/(1 + n
2
1+n′2 w
2) holds by Bernoulli’s law,
and a2 = γ (p0(η¯)/ρ0(η¯)γ )
1
γ p
γ−1
γ holds by constancy of entropy along streamlines, and note that
c is also an unknown number, we see H is actually an analytical function of p,w and c. So by
Taylor expansions, we have
H(U) −H(Ub) = ∂pH(Ub)w2 + ∂wH(Ub)w + ∂cH(Ub)(c − cb)
+O(|U −Ub|2 + |c − cb|2)
= dˆ1(ξ¯ )w2 + dˆ0(ξ¯ )(c − cb) +O
(|U −Ub|2 + |c − cb|2), (24)
where
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4
(a2 − u21)2
(
γ
(
u1
a
)4
+ (1 − γ )
(
u1
a
)2
− 2
)∣∣∣∣
U=Ub(ξ¯ )
, (25)
dˆ0(ξ¯ ) := 2γpa
2
(a2 − u21)2
∣∣∣∣
U=Ub(ξ¯ )
> 0. (26)
Let
d1(ξ¯ ) := n
′
n
dˆ1, d0(ξ¯ ) := n
′
n
dˆ0, e1(ξ¯ ) := nρ
2a2u31
(a2 − u21)ηb
∣∣∣∣
U=Ub(ξ¯ )
,
f¯1(U, c) :=
√
1 + n′2ρa2
(a2 − u21)η0
v1∂η¯p + n
′nρa2
a2 − u21
v2
+
(
nρ2a2u31
(a2 − u21)η0
− e1
)
∂η¯w +O
(|U −Ub|2 + |c − cb|2).
Then (23) is
∂ξ¯w2 − e1∂η¯w − d1(ξ¯ )w2 − d0(ξ¯ )(c − cb) = f¯1(U, c). (27)
By introducing an auxiliary function D1(ξ¯ ) := exp (−
∫ ξ¯
0 d1(s)ds), and setting f1(U, c) =
D1(ξ¯ )f¯1(U, c), then (27) in divergence form is
∂ξ¯ (D1w2)− ∂η¯(D1e1w)−D1d0 · (c − cb) = f1(U, c). (28)
Note that f1 also consists of higher order terms.
2.2. The perturbed subsonic flow problem
So far we see that to prove Theorem 3, we need only to solve c, w, w2 and u, v, ρ, η0 from
the following nonlinear problems:
(NP1):
⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
(21), (28) in Ω,
w2 = p¯0(η¯)− pb(0) on ξ¯ = 0,
w2 = 0 on ξ¯ = 1,
periodic conditions on η¯ = 0, η¯ = 1,∫ 1
0 w(0, s)ds = 0,
(NP2):
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
ρ = ρ¯0(η¯)
(
w2+pb
p¯0(η¯)
) 1
γ
,
u1 =
√
2c− 2a2
γ−1
1+ n2
1+n′2 w
2
,
v = wu1√ ′2 ,1+n
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√
1 + n′(0)2 ∫ 2π0 ρ0(θ)dθ∫ 1
0
dη¯
u(0,η¯)
.
The periodic conditions in (NP1) mean that the functions are periodical with respect to η¯
with period 1. The expressions in (NP2) come from Bernoulli’s law, invariance of entropy along
streamlines and definition of w := v/u. Furthermore, the formula in (NP3) on η0 originates
from (8). In fact, we know that on r = ξ = ξ¯ = 0, there should hold
η0
dη¯
dθ
= n(0)
√
1 + n′(0)2ρ0(θ)u(0, η¯) (29)
and η¯(0) = 0, η¯(2π) = 1. This is a two-point boundary value problem of an ODE. From (29)
we see η0
∫ η¯
0
ds
u(0,s) = n(0)
√
1 + n′(0)2 ∫ θ0 ρ0(s)ds. Thus if (NP3) holds, this two-point boundary
value problem is uniquely solvable since u(0, s), ρ0(s) are positive and bounded away from zero.
We note that in (NP1) and (NP2),
ρ¯0(η¯) := ρ0
(
θ(0, η¯η0)
)
, p¯0(η¯) := p0
(
θ(0, η¯η0)
)
may depend on the solution. But if (12), (13) hold and the solution U is near the background
solution, that is, U ∈Oδ with
Oδ :=
{
U = (u, v,p,ρ)t : U is periodic with respect to η¯ with period 1,
and ‖U −Ub‖C1,α(Ω;R4)  δ, |u|2/2 + a2/(γ − 1) = const ∈R
}
, (30)
then the estimate
∥∥p¯0(η¯)− pb(0)∥∥C1,α[0,1] + ∥∥ρ¯0(η¯)− ρb(0)∥∥C1,α[0,1]  Cε (31)
holds. Here C is a positive constant depending only on Ub and δ is chosen so small that U is still
subsonic and ρu 
= 0. This fact follows from results like Proposition 2.2 in [13] (or Lemma 4.6
in [2]) concerning C1,α homeomorphisms on different domains.
3. Analysis of linearized problems
To solve the three coupled nonlinear problems (NP1), (NP2), (NP3), we will apply Banach
fixed point theorem to a nonlinear mapping constructed by appropriate linear problems.
3.1. Statement of the linearized problems
We begin with (NP1). Let f1, f2 ∈ Cα(Ω), g ∈ C1,α[0,1] be periodical with respect to η¯ with
period 1. Problem (P1) solves w¯, w¯2 and c¯ from the following linear boundary value problem of
first order elliptic system:
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂ξ¯ (D1w¯2)− ∂η¯(D1e1w¯)−D1d0 · (c¯ − cb) = f1,
∂ξ¯ (D2w¯)+ ∂η¯(D2e2w¯2) = f2 in Ω,
w¯2 = g on ξ¯ = 0,
w¯2 = 0 on ξ¯ = 1,
periodic conditions on η¯ = 0, η¯ = 1,
1∫
0
w¯(0, s)ds = 0.
For given ρ¯0(η¯), p¯0(η¯) and w¯, w¯2, c¯ obtained from problem (P1), problem (P2) solves ρ¯, u¯
and v¯ by
(P2):
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
ρ¯ = ρ¯0(η¯)
(
w¯2 + pb
p¯0(η¯)
) 1
γ
,
a¯2 = γ (w¯2 + pb)/ρ¯,
u¯ = 1√
1 + n′(ξ¯ )2
√√√√√ 2c¯ − 2a¯2γ−1
1 + n21+n′2 w¯2
,
v¯ = w¯u¯.
Problem (P3) solves η¯0 by
(P3): η¯0 = n(0)
√
1 + n′(0)2 ∫ 2π0 ρ0(θ)dθ∫ 1
0
dη¯
u¯(0,η¯)
with a given ρ0(θ) and u¯ obtained from (P2).
Since (P2), (P3) are algebraic equations, we focus on problem (P1).
3.2. Solving problem (P1)
Lemma 9. Let f1, f2 ∈ Cα(Ω), g ∈ C1,α[0,1] be periodical with respect to η¯ with period 1.
Then problem (P1) has a unique solution w¯, w¯2 and c¯. In addition, the following estimate holds:
‖w¯2‖C1,α(Ω) + ‖w¯‖C1,α(Ω) + |c¯ − cb|
C
(‖f1‖Cα(Ω) + ‖f2‖Cα(Ω) + ‖g‖C1,α[0,1]). (32)
Proof. 1. By linearity of (P1), we first separate it as the following two problems:
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⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂ξ¯
(
D1w¯
(1)
2
)− ∂η¯(D1e1w¯(1))−D1d0 · (c¯ − cb) = f1,
∂ξ¯
(
D2w¯
(1))+ ∂η¯(D2e2w¯(1)2 )= 0 in Ω,
w¯
(1)
2 = g on ξ¯ = 0,
w¯
(1)
2 = 0 on ξ¯ = 1,
periodic conditions on η¯ = 0, η¯ = 1,
1∫
0
w¯(1)(0, η¯)dη¯ = 0,
(33)
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂ξ¯
(
D1w¯
(2)
2
)− ∂η¯(D1e1w¯(2))= 0,
∂ξ¯
(
D2w¯
(2))+ ∂η¯(D2e2w¯(2)2 )= f2 in Ω,
w¯
(2)
2 = 0 on ξ¯ = 0,
w¯
(2)
2 = 0 on ξ¯ = 1,
periodic conditions on η¯ = 0, η¯ = 1,
1∫
0
w¯(2)(0, η¯)dη¯ = 0.
(34)
Then clearly w¯ = w¯(1) + w¯(2), w¯2 = w¯(1)2 + w¯(2)2 and c¯ solve (P1).
2. By the second equation in (33), we may introduce a potential function Φ(1) on the simply
connected domain Ω = [0,1] × [0,1] such that
w¯(1) = −∂η¯Φ
(1)
D2
, w¯
(1)
2 =
∂ξ¯Φ
(1)
D2e2
. (35)
If w¯(1) and w¯(1)2 satisfy the periodic conditions and
∫ 1
0 w¯
(1)(0, s)ds = 0, note that D2(0) = 1, we
see that Φ(1) also satisfies the periodic conditions. The reverse is also true. So we may formulate
a Neumann problem:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂ξ¯
(
D1
D2e2
∂ξ¯Φ
(1)
)
+ ∂η¯
(
D1e1
D2
∂η¯Φ
(1)
)
−D1d0 · (c¯ − cb) = f1 in Ω,
∂ξ¯Φ
(1) = e2(0)g on ξ¯ = 0,
∂ξ¯Φ
(1) = 0 on ξ¯ = 1,
periodic conditions on η¯ = 0, η¯ = 1,
Φ(1)(0,0) = 0.
(36)
Let
c¯ − cb = −
∫
Ω
f1(ξ¯ , η¯)dξ¯ dη¯ +
∫ 1
0 g(η¯)dη¯∫ 1
D (ξ¯)d (ξ¯ )dξ¯
, (37)
0 1 0
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is uniquely solvable and the estimate
∥∥Φ(1)∥∥
C2,α(Ω)  C
(‖f1‖Cα(Ω) + ‖g‖C1,α[0,1]) (38)
holds [4].
3. We claim that if the background solution is subsonic and (u1)b 
= 0, then∫ 1
0 D1(ξ¯ )d0(ξ¯ )dξ¯ < 0; so it is also bounded away from zero for a compact family of background
subsonic flows (as those in the assumption of Theorem 4).
Indeed, if we set h(ξ) := (u1)2b/a2b ∈ (0,1), then by Bernoulli’s law and (22),
a2b(h) =
cb
1
2h+ 1γ−1
, (39)
ρb(h) =
(
cb
γA(Sb)(
1
2h+ 1γ−1 )
) 1
γ−1
> 0, (40)
n′
n
dξ = −(1 − h)dh
((γ − 1)h+ 2)h , (41)
d1(ξ) = n
′
n
γh2 + (1 − γ )h− 2
(1 − h)2 , (42)
d0(ξ) = 2ρb(h)
(1 − h)2
n′
n
. (43)
So, noting that the change of variables (41) is valid if h ∈ (0,1), there hold
−
ξ¯∫
0
d1(ξ)dξ = G
(
h(ξ¯ )
) :=
h(ξ¯ )∫
h(0)
γ h2 + (1 − γ )h− 2
h(1 − h)((γ − 1)h + 2) dh 0 (44)
and D1(ξ¯ ) = exp(G(h(ξ¯ ))) ∈ (0,1]. Hence we get
1∫
0
D1(ξ¯ )d0(ξ¯ )dξ¯ = −
h(1)∫
h(0)
2ρb(h) exp(G(h))
h(1 − h)((γ − 1)h+ 2) dh. (45)
Note that by (6) (n(1) < n(0)), there must hold h(1) > h(0), so the above integral is negative.
4. For (34), similar to step 2, we may introduce a potential Φ(2) such that
w¯(2) = ∂ξ¯Φ
(2)
D1e1
, w¯
(2)
2 =
∂η¯Φ
(2)
D1
. (46)
The condition w¯(2)2 = 0 on ξ¯ = 0 and D1(0) = 1 guarantee that Φ(2) satisfies the periodic con-
ditions on η¯ = 0, η¯ = 1. We need only to solve the following equi-valued surface problem to
determine w¯(2), w¯(2):2
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⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
∂ξ¯
(
D2
D1e1
∂ξ¯Φ
(2)
)
+ ∂η¯
(
D2e2
D1
∂η¯Φ
(2)
)
= f2 in Ω,
Φ(2) = 0 on ξ¯ = 0,
Φ(2) = eˆ on ξ¯ = 1,
periodic conditions on η¯ = 0, η¯ = 1,
1∫
0
∂ξ¯Φ
(2)(0, η¯)dη¯ = 0.
(47)
Here eˆ is also a number to solve.
By standard theory of equi-valued surface problem for elliptic equations (see, for exam-
ple, [5]), (47) is uniquely solvable, and the following estimate holds:
∥∥Φ(2)∥∥
C3,α(Ω) + |eˆ|C‖f2‖Cα(Ω). (48)
5. The estimate (32) is then easily obtained, and Lemma 9 is proved. 
4. Existence of perturbed subsonic flows
In this section we prove Theorems 3–5 by Banach fixed point theorem.
4.1. Construction of a nonlinear mapping
Let Oδ be defined as in (30). For any U ∈Oδ , in the following several steps we will construct
a nonlinear mapping T on Oδ which maps U to U¯ by using problems (P1)–(P3). One easily sees
that the fixed point of this mapping T is exactly a solution to problems (NP1)–(NP3).
1. It is easy to verify that Oδ is a closed subset of the Banach space C1,α(Ω;R4).
2. For any fixed U ∈Oδ , we denote
c = |u|2/2 + a2/(γ − 1). (49)
Then there holds
|c − cb| Cδ. (50)
By (P3) we obtain a constant η0, and with this η0, due to (29), we have a strictly monotonic
C2,α function θ = θ(η¯) with θ(0) = 0, θ(1) = 2π . Let
p¯0(η¯) := p0
(
θ(η¯)
)
, ρ¯0(η¯) := ρ0
(
θ(η¯)
)
. (51)
Then (31) holds as explained in Section 4.
3. Now, recalling (20), (28), we will take
g = p¯0(η¯)− pb(0), f1 = f1(U, c), f2 = f2(U) (52)
as nonhomogeneous terms in (P1). Direct calculation and (31) yield
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‖f2‖Cα(Ω)  Cδ2, (54)
‖g‖C1,α[0,1]  Cε (55)
with a positive constant C depending only on the background solution. Thus by Lemma 9 we
infer not only unique existence of (w¯, w¯2, c¯), but also the estimate
‖w¯‖C1,α(Ω) + ‖w¯2‖C1,α(Ω) + |c¯ − cb|C
(
δ2 + ε). (56)
4. Now by (P2), we have u¯, v¯, ρ¯. Since these expressions are analytical, we easily get the
following estimates by differential mean value theorem and (31), (56):
‖ρ¯ − ρb‖C1,α(Ω) + ‖u¯− ub‖C1,α(Ω) + ‖v¯‖C1,α(Ω)  C
(
δ2 + ε). (57)
Therefore we have obtained U¯ and it also satisfies
‖U¯ −Ub‖C1,α(Ω;R4)  C
(
δ2 + ε). (58)
By choosing
δ = 2Cε, ε0  1/(2C)2, (59)
the mapping T :U → U¯ is well defined on Oδ and maps Oδ into Oδ .
4.2. Contraction of the nonlinear mapping
To apply Banach fixed point theorem, for any U(i) ∈Oδ (i = 1,2), we need to show that
∥∥U¯ (1) − U¯ (2)∥∥
C1,α(Ω) 
1
2
∥∥U(1) −U(2)∥∥
C1,α(Ω). (60)
1. We denote c(i) to be the Bernoulli constant corresponding to U(i). Since U(i) ∈Oδ , there
holds
∣∣c(1) − c(2)∣∣ C′∥∥U(1) −U(2)∥∥
C(Ω)
. (61)
Let η(i)0 and θ
(i) = θ(i)(η¯) be the number and function determined by U(i) according to (P3)
and (29), respectively. Then
∣∣η(1)0 − η(2)0 ∣∣ C′∥∥U(1) −U(2)∥∥C(Ω). (62)
Since
dθ(i)(η¯)
dη¯
= η
(i)
0√ ′ 2 (i) (63)n(0) 1 + n (0) ρ0(θ)u (0, η¯)
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∥∥θ(1)(η¯)− θ(2)(η¯)∥∥
C2,α[0,1]  C
′∥∥U(1) −U(2)∥∥
C1,α(Ω). (64)
So for p¯(i)0 (η¯) = p0(θ(i)(η¯)), ρ¯(i)0 (η¯) = ρ0(θ(i)(η¯)), and let
g(i) = p¯(i)0 (η¯)− pb(0), (65)
we have
∥∥g(1) − g(2)∥∥
C1,α[0,1] =
∥∥p¯(1)0 − p¯(2)0 ∥∥C1,α[0,1]  C′ε∥∥U(1) −U(2)∥∥C1,α(Ω),∥∥ρ¯(1)0 − ρ¯(2)0 ∥∥C1,α[0,1]  C′ε∥∥U(1) −U(2)∥∥C1,α(Ω). (66)
2. Now let
f
(i)
1 = f1
(
U(i), c(i)
)
, f
(i)
2 = f2
(
U(i)
)
, i = 1,2. (67)
Straightforward computation shows that
∥∥f (1)j − f (2)j ∥∥Cα(Ω)  C′ε∥∥U(1) −U(2)∥∥C1,α(Ω), j = 1,2. (68)
By Lemma 9, we see
∥∥w¯(1) − w¯(2)∥∥
C1,α(Ω) +
∥∥w¯(1)2 − w¯(2)2 ∥∥C1,α(Ω) + ∣∣c¯(1) − c¯(2)∣∣
 C′ε
∥∥U(1) −U(2)∥∥
C1,α(Ω). (69)
3. Now by application of mean value theorem to (P2), we easily get the estimate (60) by
choosing ε0 further small. This finishes the proof of Theorem 3.
Proof of Theorem 4. We only need to note that, more specifically, the constants C,C′ depend
only on the distance of the background solution Ub to the sonic surface {U : |u| = a} and the
stagnation-vacuum surface {U : ρu = 0} in the phase space to guarantee uniform ellipticity and
positiveness of ρ,u. 
4.3. Proof of Theorem 5
We now sketch out the proof of Theorem 5.
1. The first difference is Eq. (28). Now, for the given Bernoulli constant, the function H(U)
in (23) is actually depending on p,w and ρ0 and we have
∂ρ0H(Ub) = d˜0(ξ¯ ) :=
2γ cbpba2b
(a2b − (u1)2b)2ρb(0)

= 0. (70)
Then by setting d¯0 := n′d˜0/n, and using the boundary condition of ρ at ξ¯ = 0, Eq. (11) is
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(
ρ(η¯)− ρb(0)+ e
)= f˜1(U, e),
or
∂ξ¯ (D1w2)− ∂η¯(D1e1w)−D1d¯0e = f1(U, e) (71)
with f1 = f˜1 +D1d¯0 · (ρ(η¯)− ρb(0)).
We may then formulate an elliptic problem like (NP1) and solve its linearized version by
adjusting e as done before.
2. To solve the nonlinear problem, the construction of a nonlinear mapping should be modified
as follows.
Now define
Oδ :=
{
U = (u, v,p,ρ)t : U is periodic with respect to η¯ with period 1,
and ‖U −Ub‖C1,α(Ω;R4)  δ
} (72)
and
Kδ =
{
e ∈R: |e| δ}. (73)
For any U ∈Oδ and e ∈Kδ , we first use (P3) to solve η¯0:
η¯0 = n(0)
√
1 + n′(0)2 ∫ 2π0 (ρ0(θ) + e)dθ∫ 1
0
dη¯
u(0,η¯)
; (74)
then determine θ = θ(η¯) by using (29) with η0 there replaced by η¯0. So we get p¯0(η¯) and ρ¯0(η¯).
Now we can solve corresponding problem (P1) to obtain w¯, w¯2 and e¯.
Then in problem (P2), by setting
ρ¯ = (ρ¯0(η¯)+ e¯)
(
w¯2 + pb
p¯0(η¯)
) 1
γ
(75)
and substituting it in the other expressions in (P2), we may obtain further u¯ and v¯.
One may show that the above procedure establishes a contractive mapping on Oδ × Kδ for
some δ = Cε if ε < ε0 is sufficiently small.
This finishes the proof of Theorem 5.
Acknowledgments
This work was partially supported by Shanghai Pujiang Program (05PJ14039) and China
Postdoctoral Science Foundation (20070410170). The author thanks the referee very much for
his/her so many valuable comments and suggestions which lead to improvement of this paper.
H. Yuan / J. Differential Equations 244 (2008) 1675–1691 1691References
[1] L. Bers, Mathematical Aspects of Subsonic and Transonic Gas Dynamics, Surv. Appl. Math., vol. 3, Wiley,
New York, 1958.
[2] G.-Q. Chen, M. Feldman, Multidimensional transonic shocks and free boundary problems for nonlinear equations
of mixed type, J. Amer. Math. Soc. 16 (2003) 461–494.
[3] R. Courant, K.O. Friedrichs, Supersonic Flow and Shock Waves, Interscience Publ., New York, 1948.
[4] D. Gilbarg, N.S. Trudinger, Elliptic Partial Differential Equations of Second Order, second ed., Grundlehren Math.
Wiss., vol. 224, Springer, Berlin, New York, 1983.
[5] T.-T. Li, S.-M. Zheng, Y.-J. Tan, W.-X. Shen, Boundary Value Problems with Equivalued Surface and Resistivity
Well-Logging, Pitman Res. Notes Math., vol. 382, Longman, Harlow, 1998.
[6] L. Liu, On subsonic compressible flows in a two-dimensional duct, Nonlinear Anal. (2007), in press.
[7] L. Liu, H. Yuan, Stability of cylindrical transonic shocks for two-dimensional steady compressible Euler flows,
J. Hyperbolic Differ. Equ. (2007), in press.
[8] L.M. Sibner, R.J. Sibner, Transonic flows on axially symmetric torus, J. Math. Anal. Appl. 72 (1979) 362–382.
[9] M. Taylor, Partial Differential Equations, vol. 3, Springer, New York, 1996.
[10] B. Whitham, Linear and Nonlinear Waves, John Wiley, New York, 1974.
[11] L.C. Woods, The Theory of Subsonic Plane Flow, Cambridge Univ. Press, London, 1961.
[12] H. Yuan, A remark on determination of transonic shocks in divergent nozzles for steady compressible Euler flows,
Nonlinear Anal. Real World Appl. 9 (2008) 316–325.
[13] H. Yuan, On transonic shocks in two-dimensional variable-area ducts for steady Euler system, SIAM J. Math.
Anal. 38 (2006) 1343–1370.
