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ABSTRACT 
Any molecular recognition event results in a change in the free energy of the system. The ex­
tent of this change is related to the association constant, such that the more negative the free 
energy change is, the tighter the interaction between receptor and ligand. Protein-carbohydrate 
interactions play a critical role in signal transduction, innate immunity, and metabolism. 
Modeling these interactions is somewhat complicated by the inherent flexibility of carbohy­
drates as well as their relatively large number of functional groups. An empirical scoring 
function for docking carbohydrates to proteins, specifically tailored to predict both the correct 
binding orientation and free energy of binding of the carbohydrate-ligand/protein-receptor 
complex, will be presented. This new scoring function can predict free energies of binding to 
within 1.1 kcal/mol residual standard error, a definite improvement over existing scoring 
functions that result in standard errors well over 2 kcal/mol. Application of automated dock­
ing methodology to determine carbohydrate recognition specificity of the C-type lectin, hu­
man surfactant protein D, will also be presented. In the second part of the thesis, the role of n-
stacking interactions (e.g. between Tyr side chains) in stabilizing protein folds will be dis­
cussed. A 17-residue peptide derived from the naturally occurring anti-microbial peptide 
tachyplesin I was investigated using NMR spectroscopy. NOE cross-peaks were observed, 
confirming the existence of this interaction in solution. In the final part of the thesis, a quanti­
tative NMR investigation into the self-association behavior of the regulatory domains of sev­
eral Tec family member kinases will be presented. Of particular interest, self-association 
within Bruton's tyrosine kinase (Btk) regulatory domains occurs through the formation of an 
asymmetric homodimer. Together this work demonstrates the importance of rigorous bio­
vi 
physical characterization of biomolecular recognition events and the interdependence of com­
putational modeling and experimentation. 
1 
CHAPTER 1: GENERAL INTRODUCTION 
Alain Laederach 
Fundamental to most biological processes, specific binding events between biomolecules 
are involved in such varied processes as signal transduction, enzyme catalysis, and immune 
response. The exquisite specificity exhibited by certain receptors for their ligands can be at­
tributed to particular structural features that are able to discriminate between different epi-
meric configurations of a single atom. Understanding the relationships that exist between 
structure and recognition specificity has been critical in the rational design of drugs, and in 
the understanding of the molecular mechanisms of protein-protein interactions and of funda­
mental processes like transcription and translation. The field of molecular recognition is in­
herently interdisciplinary and requires a solid understanding of both the biological context 
and thermodynamics of the binding event. 
The driving force for every molecular recognition event is a global change in free en­
ergy1,2. For the binding event to occur, the free energy of the system must become more 
negative. The fundamental relationship between free energy change and association constant 
is 
AG = -RTln(K) (1)  
The association constant is formally defined as the product of the activities of the result­
ing molecules (e.g. receptor-ligand complex) divided by the product of the activities of the 
molecules prior to the binding event (e.g. receptor and ligand)1. A larger value of the associa­
tion constant results in a more negative free energy, and thus a more favorable interaction. In 
practice, the association constant is defined as the equilibrium concentrations of the receptor-
ligand complex divided by the product of the equilibrium concentrations of the receptor and 
the ligand2. The solvent concentration is generally many orders of magnitude greater than 
that of solute molecules, resulting in unitary activities for the solvent molecules. Further­
2 
more, because of the large dilution of the receptor and ligand molecules, the activity of these 
species is approximately equal to their concentration. 
The prediction of the equilibrium constant (or free energy of binding) for a specific re­
ceptor-ligand pair is somewhat complicated by the fact that both enthalpic and entropie terms 
contribute to the free energy3: 
AG = AH-TAS (2) 
Given that the free energy change is global, both entropie and enthalpic terms in Equation 
2 are also global terms. Although in the practical definition of the association constant the 
activity of solvent molecules can be assumed to have a value of one, solvent can nonetheless 
significantly contribute to both enthalpic and entropie terms. Therefore the change in solv­
ation state of both the receptor and ligand upon complex formation is a critical driving force 
of the molecular recognition event4. 
Atomic-level structures of biological molecules provide a wealth of information regard­
ing the molecular determinants of ligand recognition. However, these remain models, and 
one must be careful not to overinterpret the data. Molecular systems are inherently dynamic, 
and a static view of them can often be misleading. Furthermore, it is difficult to directly 
evaluate the role of solvent in the recognition event based solely on the atomic-level descrip­
tion of the complex5. Although structured water molecules can be observed by crystallog­
raphy within the complex, their hydrogen-bonding network can only be inferred using more 
or less empirical criteria6. Nonetheless, structural information is readily used to predict at 
least qualitatively observed trends in affinities between different receptor-ligand pairs7"11. 
Quantitative prediction of binding affinity based on structural information is also possible, 
but requires more complex computational modeling coupled with statistical analysis11"17. 
Direct experimental measurement of the affinity of different receptor-ligand pairs can also be 
used to infer structural relationships. 
3 
A fundamental principle of thermodynamics is that the change in free energy of a system 
is dependent only on the initial and final states1. In terms of molecular recognition, the free 
energy change upon complex formation is thus only dependent on the free energy of the re­
ceptor and ligand before association and the free energy of the complex2. As mentioned pre­
viously, all biological recognition events occur in solution. Figure 1 shows the binding of a 
small molecule inhibitor (7-S-hydroxy-lentiginosine) to the active site of glucoamylase (a-
(l,4)-D-glucan glucohydrolase)18. The value of AG is dependent only on the initial and final 
states, therefore it is possible to calculate this value provided the free energy of solvation of 
the receptor, ligand, and receptor-ligand complex as well as the in vacuo free energy change 
in binding are known. The thermodynamic cycle presented in Figure 1 has profound ramifi­
cations on the way molecular recognition events can be modeled and understood. Specific, 
independent models can be developed for evaluating solvation and binding free energies. If 
experimental information (e.g. solvation energy for the small molecule) is known, it can be 
directly integrated into the free energy calculation. Structural information can be incorpo­
rated in different solvation models to increase their accuracy. Furthermore, determining the 
major contributing terms to the free energy change can greatly enhance the ability to engineer 
a higher or lower affinity interaction4. 
The work presented in this dissertation spans a wide range of different systems, levels of 
theory, and molecular detail. This is a result of the work having been conducted in two dif­
ferent laboratories with many different collaborators. Nonetheless, the thermodynamic prin­
ciples illustrated in Figure 1 apply to the entire body of work and create the common thread 
between the different chapters. Furthermore, the incorporation of experimental information 
within the different models presented also unifies the body of work. In terms of impact, aside 
from the work presented in Chapter 3, the entire body of work has been accomplished in 
direct collaboration with experimental research laboratories. The models developed have 
therefore been rigorously tested and verified by experimentation. This has not only led to 
4 
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Figure 1: Thermodynamic cycle of a molecular recognition event. Blue surfaces 
indicate solvent (water). The receptor (glucoamylase) or protein is drawn as ribbons 
and the ligand or inhibitor (lentiginosine) is shown as bonds. 
significant improvements in the models, but also the discovery of several novel modes of 
interactions between biomolecules that otherwise would not have been discovered. The itera­
tive process of model development followed by experimental verification leading to further 
model refinement accounts for the success of this work in the peer review process. Aside 
from the work presented in Chapter 2, all other chapters have been published, accepted for 
publication, or submitted to major international journals at this time. The work has been well 
received by the scientific community and in many cases has already been cited. 
I have chosen to omit three published papers that I have authored19"21 as well as several 
manuscripts currently in preparation in the interest of space. Nonetheless, the work presented 
here is representative of the type of work I have conducted during my time at Iowa State 
5 
University. The next pages will summarize my contribution to each paper within this disser­
tation as well as some of the major results that have arisen from the work. 
Thesis Organization 
Chapter 2 is a literature review detailing some of the recent developments in understand­
ing the biophysics of protein-carbohydrate interactions. The role of carbohydrates in such 
varied processes as innate immunity and metabolism has made the field of protein-carbo­
hydrate interactions grow at a spectacular rate. In collaboration with Professors John Robyt 
and Peter Reilly, I have undertaken a survey of protein-carbohydrate structures that reveal 
some of the specific biophysical properties of carbohydrates that make their modeling diffi­
cult. The work presented in Chapter 2 is entirely my work. Dr. Robyt's contributions will be 
incorporated in the final manuscript that has already received tentative acceptance in the 
journal Proteins: Structure, Function and Genetics. 
Chapter 322 is a paper detailing the development of a novel scoring function for docking 
carbohydrates to proteins. It has been accepted for publication in the Journal of Computa­
tional Chemistry edited by William Jorgensen, one of the initial developers of linear response 
methods23, the theoretical framework used in this manuscript. An empirical scoring function 
was developed based on a training set of thirty protein-carbohydrate complexes of known 
structure and affinity. This function was then used to predict the structures and affinities of 
17 glucoamylase24'25 inhibitors to a 1.1 kcal/mol residual standard error. This represents a 
significant improvement over current scoring functions that produced residual standard errors 
of over 2 kcal/mol. From the conceptual stage to the implementation, I am the sole contribut­
ing author to this work. 
Chapter 426 is a detailed computational/experimental study of the recognition specificity 
of human surfactant protein D (h-SPD)27 for long-chain polysaccharides. It has been pub­
lished in Biochemistry but is nonetheless heavily computational. It is the result of a collabo­
6 
ration with Dr. Martin Allen, a postdoctoral fellow at National Jewish Medical and Research 
Center (NJC) in Denver, Colorado. Dr. Allen discovered that h-SPD was able to recognize 
non-terminal carbohydrate moieties by showing that pustulan (a p-(l,6)-linked homopolysac-
charide) and not laminarin (a p-(l,3)-linked homopolysaccharide) is a strong inhibitor of h-
SPD. To establish the molecular details of this interaction, I performed automated docking 
studies and demonstrated that the interaction was possible. I furthermore predicted that starch 
(an a-(l,4)-linked homopolysaccharide) would be a strong inhibitor of h-SPD, which Dr. 
Allen confirmed experimentally (Kd = 60 nM). This discovery proved to be of interest not 
only to the surfactant protein community but also to the entire C-type lectin community, as it 
has now also been observed in mannose binding protein28. 
The work presented in Chapter 529 is a continuation of Chapter 4. In this study, the effect 
of an arginine side chain (Arg343) on h-SPD glucose versus GlcNAc recognition specificity 
has been investigated by automated docking and site-directed mutagenesis. The docking 
studies performed predicted that steric interactions between the Arg343 side chain and the 
amino moiety of GlcNAc are responsible for the lower affinity of this monosaccharide for h-
SPD relative to glucose. Furthermore, docking to an in silico mutant (R343V) suggested that 
the steric clash would be eliminated and that the affinity of this mutant should be equal for 
glucose and GlcNAc. This was confirmed experimentally by Dr. Allen at NJC using com­
petitive binding experiments on the h-SPD R343V mutant. This work is currently in review 
for publication in Biochimica et Biophysica Acta. 
The work presented in Chapter 630 was accomplished in the laboratory of Prof. Amy An-
dreotti in collaboration with Dr. D. Bruce Fulton. This work was initiated as a simple rotation 
project for me to learn the experimental technique of nuclear magnetic resonance spectros­
copy (NMR) but it evolved into a two-year project that has led to a publication in Biochemis­
try as well as the award of a university research initiation grant. In this project are detailed 
the molecular interactions responsible for the (i-hairpin fold of a 17-residue anti-microbial 
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peptide called tachyplesin31"33.1 solved the structures of wild-type tachyplesin and several 
linear mutants34 using NMR spectroscopy both in solution and in the presence of a membrane 
mimetic. This work has shed structural insight on the interactions between anti-microbial 
peptides and membranes as well as on the structural requirements for activity. I performed all 
the work described in this manuscript, including the limited experiments. 
The work in Chapter 735 deals with self-association within the regulatory domains of 
Bruton's tyrosine kinase (Btk)36. This Tec family kinase for which mutations lead to a human 
disease (X-linked agammaglobulinemia) presents a unique challenge in terms of understand­
ing molecular recognition37. Within a single polypeptide strand two ligands (proline-rich 
peptide sequences) and one receptor (a Src Homology 3 domain) are coded for36. This pre­
sents a large number of possible modes of interaction, and we used a quantitative analysis of 
NMR data to deconvolute the multiple, dynamic association modes available to this polypep­
tide chain. The major finding that the fragment dimerizes to form an asymmetric homodimer 
was the result of a hypothesis I posed during the initial phase of this project. Although I did 
not perform any of the experimental work (Kendall W. Cradic, Jamillah Zamoon, and Kris-
tine N. Brazin did all the experiments), I developed the experimental design, hypotheses, and 
theoretical framework for the equilibrium model presented. I also wrote the paper and am 
thus first author. This work established a quantitative NMR framework to study self-assoc­
iation in protein fragments. 
Chapter 838 details a quantitative analysis of the self-association behavior of a protein 
fragment from the Tec family member kinase Rlk (resting lymphocyte kinase)39'40. Using 
NMR spectroscopy and the theoretical framework developed in Chapter 7, we show that this 
fragment (containing one proline-rich ligand and an SH3 domain) dimerizes in solution to 
form a fully occupied dimer (both proline-rich stretches bind simultaneously across the dimer 
interface). Furthermore, using chimeric constructs of the closely related corresponding Itk 
(interleukin tyrosine kinase) fragment, we detail the molecular requirements for inter- vs. 
8 
intramolecular binding in these protein fragments. I performed the quantitative analysis of 
the data, designed the experiments, and wrote the manuscript. The paper was very recently 
accepted for publication in the Journal of Molecular Biology after earning very positive re­
views. 
Together these eight chapters constitute a dissertation in which rigorous thermodynamic 
analysis and principles have been applied to biological systems with the aim of either better 
understanding specific molecular recognition events, or of being able to predict them. The 
collaboration with experimental research laboratories has not only greatly improved the qual­
ity of the models presented in the following chapters, but also significantly increased their 
impact on the scientific community. 
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CHAPTER 2: DISTINCTIONS MADE IN THE PROTEIN RECOGNITION OF 
CARBOHYDRATES 
A review to be submitted to Proteins: Structure, Function and Genetics. 
Alain Laederach, John F. Robyt, and Peter J. Reilly 
Abstract: Although critical to a multitude of biological processes, our current understanding 
of the details of molecular recognition of carbohydrates by proteins is limited. The thermo­
dynamics of such processes are complex, and in general the specific positioning of only a 
few hydroxyl groups determines the binding affinity. A thorough understanding of both the 
carbohydrate and protein structures is thus essential when attempting to predict an interac­
tion. We review here protein-carbohydrate complexes that have elucidated molecular re­
quirements for specific carbohydrate recognition by proteins. Given the growing importance 
of carbohydrate-binding proteins as potential drug targets, an atomic-level understanding of 
carbohydrate recognition reveals some of the distinctive molecular features unique to pro-
tein-carbohydrate complexes. Furthermore, the structures of carbohydrate-modifying proteins 
(e.g. glucosyl hydrolases and phosphorylases) in complex with transition-state inhibitors re­
veal the distinctive molecular details specific to these complex enzymes. The inherent flexi­
bility of carbohydrates and their often water-mediated hydrogen bonding to proteins makes 
simulation of their complexes difficult. Nonetheless, recent developments such as the param­
eterization of specific force fields and docking scoring functions have greatly improved our 
ability to predict protein-carbohydrate interactions. We therefore provide an overview of the 
different computational techniques available to model protein-carbohydrate complexes. 
15 
Introduction 
Protein enzymes have evolved into remarkably efficient and robust catalysts for both the 
degradation and synthesis of biomolecules. The high specificity and turnover rate exhibited 
by these enzymes are intimately related to their ability to recognize specific substrate ligands. 
This specificity is achieved within the active site of the enzyme using the geometrical ar­
rangement of amino acids so as to complement the ligand geometry. Catalysis is achieved by 
stabilization of the transition-state intermediate, generally through further protein-substrate 
contacts. The dissection of the molecular details of this interaction using transition-state ana­
logs bound to the enzyme can lead to insight into the mechanism of the enzyme, as well as to 
establish the groundwork for engineering specificity1"5. 
The experimental observation of the transition-state complex structure is contingent upon 
the availability of a transition-state analog. The transition-state analog/enzyme complex 
structure remains a model for the geometry of the transition state, and therefore can poten­
tially be misleading when interpreted in terms of the mechanism of the enzyme. The devel­
opment of molecular models capable of predicting the transition-state complex is thus critical 
in furthering the understanding of enzyme mechanisms6. The application of such computa­
tional methodology is not limited to the study of enzymes, but can be easily extended to the 
prediction of the structure of inhibitor-enzyme and protein-small molecule complexes7"10. 
The rational design of small molecules that bind tightly to a specific receptor is the basis for 
modern hypothesis-driven drug design11. The growing importance of carbohydrate-binding 
proteins and carbohydrate-acting enzymes as potentially significant drug targets has made the 
development of computational methodology to model carbohydrate-protein complexes essen­
tial12. 
A carbohydrate can be treated within a computational framework in a similar manner to 
any other small molecule, provided consistent parameters that define the potential energy 
function are known13. However, the relative flexibility of carbohydrates and their ring struc­
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ture makes the derivation of these parameters difficult14. Carbohydrates generally do not 
adopt a single conformation in solution, and this makes suitable experimental information for 
the derivation of potential energy functions sparse15. Although many attempts have been 
made to derive satisfactory theoretical models for the prediction of carbohydrate structure, as 
more experimental data become available weaknesses in the models often become appar­
ent13'16"21. Two major approaches have been used to model carbohydrates. The first is the 
hard sphere aro-anomeric force field (HSEA) that assumes that the conformation of the car­
bohydrate is essentially determined by van der Waals contacts22'23. A torsional potential is 
added to the § angle of the glycosidic linkage to simulate the exo-anomeric effect (for an 
excellent review of HSEA force-field applications see Woods13). 
In this review we will rather focus on force fields derived from potential energy functions 
that are expressed as sums of different energetic terms. With respect to modeling protein-
carbohydrate complexes, such formulations are more practical in that the common bio­
molecular force fields (e.g. CHARMM24, GROMOS25'26, TRIPOS27, AMBER28,) employ 
similar formulations. Various degrees of complexity have been applied in the derivation of 
parameters, from the simple parameters for glucose to a comprehensive, self-consistent set of 
parameters capable of simulating most common carbohydrates and their polysaccharides. 
The MM2 and MM329 force fields have been extensively used to predict carbohydrate 
geometries due to their ability to correctly predict carbohydrate structure in most cases30"32. 
This high accuracy can be attributed to the fact that the MM2 and MM3 force fields both use 
complex mathematical terms for many of the expressions within the potential energy func­
tion13. Furthermore, unlike the common biomolecular force fields, the evaluation of electro­
static interactions is not accomplished by assigning partial atomic charges to each atom, but 
rather bond-dipole moments. Although in theory these two formulations are equivalent, in 
practice the bond-dipole treatment of electrostatics more accurately reproduces hydrogen 
bond geometries13. This accounts for the popularity of the MM2 and MM3 force fields in 
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predicting carbohydrate structure. Unfortunately, the use of bond-dipole moments makes the 
use of explicit water simulations difficult, and therefore limits the applications of the MM2 
and MM3 force fields to either in vacuo or small-scale crystal simulations. Furthermore, the 
use of MM3 for predicting protein-carbohydrate interactions is also complicated by the elec­
trostatic term. It has been used, however, to predict the starting conformation of the carbohy­
drate for docking simulations as well as the energetic penalty for conformational rearr­
angement upon complex formation33"36. 
The development of the GLYCAM force field has been of great practical use in working 
with protein-carbohydrate complexes. The strength of this parameter set comes in large part 
from the very careful treatment of electrostatic interactions. In GLYCAM, rather than assign­
ing partial charges to atoms based on a restricted set of atom types as is done in most other 
formulations, each atom within a sugar unit is assigned a particular partial atomic charge. 
The partial charges assigned are consistent with the recent parameter sets developed for pro­
teins and RNA for the AMBER force field37. Furthermore, explicit solvent models for water 
and several other small molecules are available for use with AMBER, making the combin­
ation of GLYCAM and AMBER a powerful tool for modeling protein-carbohydrate com­
plexes. 
Protein-carbohydrate interactions are relatively weak compared to certain protein-protein 
interactions. For example, the dissociation constant for most lectin-monosaccharide interac­
tions is in the millimolar range38. The affinity increases with larger ligands (oligosaccharides) 
but usually will not be greater than a micromolar dissociation constant39'40. In comparison, 
protein-antibody interactions often are characterized by nanomolar dissociation constants41. 
The low affinity of protein-carbohydrate interactions is in part overcome by avidity effects. 
Most lectins are often oligomeric and thus present multiple binding domains. Furthermore, 
the carbohydrate moieties exhibited by polysaccharides often present multiple potential 
ligands for the carbohydrate ligands42. These types of interactions have measured dissociât-
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ion constants in the low nanomolar range. Recent work on the C-type lectin h-SPD has re­
vealed the importance of avidity on the measured affinity of protein-carbohydrate interac­
tions and will be discussed later42. 
Detailed thermodynamic information on many protein-carbohydrate complexes is readily 
available. The relative contribution of enthalpic and entropie terms to the free energy of for­
mation of the complex varies greatly from receptor to receptor as well as for different ligands 
binding to the same receptor13. It is therefore difficult to a priori predict the free energy of 
binding of a protein-carbohydrate complex. Experimental techniques such as NMR spectros­
copy and X-ray crystallography as well as titration microcalorimetry have provided most of 
the structural and thermodynamic information currently available for protein-carbohydrate 
complexes. Despite the hydrophilic nature of carbohydrates, most of the experimental data 
collected on protein/carbohydrate complexes suggest that hydrophobic interactions between 
the protein and the carbohydrate are important38,43"46. Most notable is the stacking of the hy­
drophobic face of carbohydrates (usually comprised of the aliphatic protons bound to the 
carbon atoms) with aromatic residues such as tryptophan and tyrosine stabilize the complex. 
Furthermore, both NMR and calorimetric data suggest that desolvation entropy can signifi­
cantly contribute to the free energy of formation of the complex47. 
It is generally accepted that the maximal enthalpic contribution for the formation of a hy­
drogen bond is approximately 5 kcal/mol37. Although the formation of intermolecular hydro­
gen bonds is crucial in stabilizing the protein-carbohydrate complex, their contribution to the 
free energy of formation is small48. In the uncomplexed form, both the hydrogen bond donor 
and acceptor are usually fully solvated, and thus the overall number of hydrogen bond re­
mains approximately the same. The formation of a hydrogen bond does not necessarily yield 
a net enthalpic gain. Nonetheless, differences in several orders of magnitude of affinity have 
been measured for two sugar units that differ only with respect to the epimeric configuration 
of a single carbon atom (e.g. glucose is recognized by most C-type lectins while galactose is 
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not, because the 4-hydroxyl group on glucose is equatorial but is axial on galactose42). The 
observed difference in affinity is thus due to the fact that in the complex, the protein cannot 
hydrogen-bond all the necessary sites on the carbohydrate, thereby favoring the solution state 
of the carbohydrate. 
Further complicating the prediction of a particular protein-carbohydrate complex is the 
fact that the structure is often dynamic, and that the carbohydrate can bind to the protein in 
multiple conformations49. There are, however, a limited number of examples where this is 
not the case, and where the carbohydrate, at least near the binding site, can be assumed to 
exist as one stable conformer50"54. This makes approaches such as docking and distance ge­
ometry optimization possible. More sophisticated models for predicting protein-carbohydrate 
complexes have also been used. Notably, free energy perturbation molecular dynamics simu­
lations using explicit solvent produce the most accurate measurements of relative and abso­
lute free energies of formation7,13,16,26. It is mostly in the calculation of relative free energies 
that free energy perturbation calculations are most accurate. 
Discussion 
Free energy perturbation calculations applied to O-antigen Fab antibody complex 
Free energy perturbation calculations have been applied to several protein-carbohydrate 
complexes, including the O-antigen of Salmonella paratyphi B and its monoclonal antibody 
fragments7,13,55. The simulations required full molecular dynamics of a 22,500-atom system, 
which included 6,000 water molecules. These types of calculations are therefore computat­
ionally intensive. Furthermore, given that long-range interactions between atoms must be 
computed, the efficient parallelization of molecular dynamics code is difficult. Nonetheless 
the agreement between experimental and simulated changes in free energy is remarkable. 
The free energy perturbation calculations correctly predict that both the 4-deoxy-Man and 6-
deoxy-Man derivatives of the wild-type O-antigen bind less tightly (by approximately 0.5 
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kcal/mol)13. This degree of accuracy in predicting differences in relative binding affinity can 
only be obtained by free energy perturbation calculations. However, due to the nature of the 
calculation, the AAG for different ligands can only be computed for small differences be­
tween ligands, such as the presence or absence of a hydroxyl group, or for example the 
methylation of a hydroxyl group. It would be impractical to use free energy perturbation cal­
culations to calculate relative binding affinities of carbohydrates that significantly differ in 
structure. For this reason coarser-grain models have been developed that use the principal of 
empirical free energy potential energy functions. 
The role of water-mediated hydrogen bonds in complex formation 
It has been clearly shown that solvent plays a critical role in determining the affinity of a 
particular protein-carbohydrate pair56"58. The advantage of the free energy perturbation calcu­
lations is that solvent is explicitly modeled, thereby including the contributions of ordered 
water to the model. Recent computational studies combined with NMR spectroscopy have 
revealed that the interaction between proteins and carbohydrates can be further stabilized by 
water-mediated hydrogen bonding48. The effect of these hydrogen-bond bridges was recently 
both thermodynamically and structurally investigated within the context of a concavalin A-
trisaccharide (Man-a-1,6-(Man-a-1,3)-Man) complex. As can be seen in Figure 1, an ordered 
water molecule (Water 97) was observed in the electron density map when the crystal struc­
ture of this complex was solved59. Atomic distance analysis suggests that this water could 
potentially hydrogen bond to Asnl4, Asp 16, and Arg228, and bridge to the internal C2 hy­
droxyl group on the trisaccharide. To investigate the energetic contributions of the water-
mediated hydrogen bond on the affinity of the trisaccharide-concavalin A complex, a similar 
trisaccharide was synthesized with the internal C2 hydroxyl group replaced by a hydroxy-
ethyl group48. By adding the two carbon atoms to the molecule, it was shown that the hy­
droxyl group could effectively replace the bridging water molecule48. 
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The trisaccharide system is unique in that it allows direct analysis of the thermodynamic 
contribution of a bridging water molecule in the formation of the complex. By comparing 
thermodynamic data obtained for formation of the complex with the original trisaccharide 
and hydroxyethyl trisaccharide, the effective contribution of releasing a highly ordered water 
molecule from a protein-carbohydrate complex can be measured. The major advantage of 
releasing an ordered water molecule to the solvent is entropie, and can be as large as 2 
kcal/mol at 300 K. Extensive NMR, molecular dynamics48, and crystallographic studies59 of 
both the original and hydroxyethyl trisaccharides showed that their solution conformations 
were equivalent, and that the hydroxethyl group could displace the ordered water molecule 
and form a hydrogen bond to the protein. Thus, neglecting entropie differences due to the 
hydroxyethyl moiety, it would be expected that the hydroxyethyl trisaccharide would bind 
more strongly with concavalin A than would the original trisaccharide shown in Figure 1. 
However, this is not the case, as the free energy of formation of the hydroxyethyl trisacc-
haride-concavalin A complex is -6.4 kcal/mol compared to -7.6 kcal/mol for the original 
trisaccharide-concavalin A complex at 298 K. However, the entropy of formation of the hy­
droxyethyl trisaccharide complex is 4 cal/K more favorable and corresponds to 1.2 kcal/mol 
of free energy at 298 K. Thus the release of the ordered water molecule significantly contrib­
utes to the free energy of formation of the complex. 
The reason for the lower affinity of the hydroxyethyl trisaccharide is a significantly re­
duced enthalpic contribution to the free energy. The AAH between the two different trisacc­
harides is 2.3 kcal/mol. An analysis of the hydrogen bonding in both complexes reveals that 
four hydrogen bonds are made upon formation of the original trisaccharide-concavalin A 
complex, while in the hydroxyethyl trisaccharide complex there only three are made. Assum­
ing the hydrogen-bond occupancy in solution is similar to that in the protein, and that a hy­
drogen bond can contribute 5 kcal/mol to the free energy, Clarke et al. computed that the 
added hydrogen bond in the water-mediated complex could contribute up to 1.8 kcal/mol48. 
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This agrees well with the measured 2.3 kcal/mol difference, and demonstrates clearly the 
importance of structured water in protein-ligand interactions. For this reason, it is likely that 
other carbohydrate-binding proteins have evolved the ability to use the enthalpic advantage 
of water-mediated hydrogen bonding in a similar fashion. 
Development of empirical energy models specific for protein-carbohydrate complexes 
The high level of accuracy attainable by free energy perturbation molecular dynamics 
simulations is unfortunately marked by a high computational price13. Furthermore, free en­
ergy perturbation calculations are applicable to compute relative affinities of chemically 
similar ligands. For the screening of large numbers of compounds, the development of faster, 
more generally applicable models is necessary. The growing importance of carbohydrate and 
carbohydrate-like compounds as potential therapeutic agents has further increased the need 
for the development of computational methodology specific for carbohydrates12. The prin­
ciple of the linear response method, in which terms from a classic molecular mechanics in-
termolecular potential are used as descriptors in the context of an empirical free energy 
model, has been extensively used in the modeling of protein-drug interactions60"63. However, 
until recently this methodology had not been applied to protein-carbohydrate complexes, 
most likely because the number of protein-carbohydrate complexes of known structure and 
affinity was not large enough64. 
Empirical free energy models make many assumptions, but their ability to rapidly predict 
the bound conformation and ranking of a series of small molecules bound to proteins makes 
them attractive tools for the rational design of high affinity inhibitors62. In principle, the 
model's ability to predict free energies of formation should be independent of the training set 
used. However, in practice, the residual error on the model will be smaller if the molecules in 
the training set are similar to those for which the binding affinity is unknown. Free energy 
models typically can predict binding free energies with residual standard errors between 1 
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and 2 kcal/mol. The energetic equivalent of an interaction with a dissociation constant in the 
micromolar range is between 5 and 7 kcal/mol such that the relative error on the energy is 
still relatively high (20%). Improving the residual standard error on the model by fitting it to 
the appropriate training set therefore reduces the residual standard error and improves the 
model's ability to rank inhibitors. 
For the docking of carbohydrates to proteins, several important features of carbohydrates 
must be taken into account. The inherent flexibility of polysaccharides about the glycosidic 
linkage, as well as the C5-C6 bond, makes the problem of internal conformational search 
challenging. Thus, a conformational search algorithm will require more evaluations of the 
intermolecular potential in order to converge on the minimal energy conformation because 
the search space is much larger. As a result, a rapid evaluation of the intermolecular potential 
is necessary, and grid-based energy evaluation is an elegant solution to the problem65,66. 
Probe atoms for each atom type in the ligand are placed on a grid in and around the binding 
site of the receptor, and the intermolecular energy is evaluated once. Trilinear interpolation 
can then be used to compute the intermolecular potential by superimposing the ligand onto 
the grid65,66. 
Recently, a specific free energy model was derived for protein-carbohydrate complexes64. 
It is based on a five-descriptor model, including three separate intermolecular potentials, an 
entropie penalty and a desolvation/solvation term. The general model equation is 
AG - fvdW^h 
z 
V 4 1 
v 
( X 
2j 
U 
+ fh hbond 2>«) 
'c„ V 
V - , 7  ^ij 12 „10 Vij 
+ E, hbond 
J 
+ AG^N„ + (1) 
w 
The five parameters in Eq. 1 were fit to a training set containing 30 protein/carbohydrate 
complexes of known structure and affinity. Interestingly, the electrostatic term weighting was 
much greater in the case of protein-carbohydrate complexes compared to protein-drug com-
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plexes. This suggests that a correct treatment of the electrostatics is critical when modeling 
protein-carbohydrate complexes64. This method can predict the free energy of formation of 
glucoamylase-carbohydrate complexes with a residual standard error of 1.1 kcal/mol. None­
theless, the error is somewhat increased if water-mediated hydrogen bonds exist in the com­
plex, as these are not modeled explicitly. 
Conclusion 
Modeling protein-carbohydrate complexes is complicated compared to other small mol­
ecules bound to proteins due the high degree of functionality of carbohydrates. Furthermore, 
water-mediated hydrogen bonding is thermodynamically favorable and thus is extensively 
present in such complexes. Including such water molecules can greatly complicate the simu­
lations, as inclusion of explicit water is necessary. Although these methods give accurate 
results, they are not always practical and push the limitations of computational power. Alter­
native methods, such as free energy empirical functions, offer attractive alternatives and al­
low the direct comparison of experimentally determined values to predicted ones. 
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Trisaccharide 
Figure 1 : Recognition of trisaccharide by concavalin A. Critical residues involved in hy­
drogen bonding the Wat97 water bridge are shown as bonds. Hydrogen bonds are indicated 
with dotted lines. Water plays a critical role in many carbohydrate complexes. 
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CHAPTER 3: SPECIFIC EMPIRICAL FREE ENERGY FUNCTION FOR 
AUTOMATED DOCKING OF CARBOHYDRATES TO PROTEINS 
A paper accepted for publication in the Journal of Computational Chemistry. 
Alain Laederach, Peter J. Reilly 
Abstract: We present an automated docking protocol specifically optimized to predict the 
structure and affinity of a protein-carbohydrate complex. A scoring function was developed 
based on a training set of thirty protein-carbohydrate complexes of known structure and 
affinity. Combinations of several models for hydrogen bonding, torsional entropy loss, and 
solvation were tested for their ability to fit the training set data, and the best model was used 
with AutoDock. The electrostatic empirical coefficient is larger than in a previously obtained 
model using a training set comprised of various types of protein-ligand complexes, indicating 
that electrostatic interactions play a more important role in determining the affinity between a 
carbohydrate and a protein. The differences in the relative weighting of the empirical coeffic­
ients in the model yields predicted free energies for the training set with a standard error of 
1.403 kcal/mol. The new scoring function was tested on 17 Aspergillus niger glucoamylase 
inhibitors for which binding energies had been determined experimentally. Free energies of 
complex formation were predicted with a residual standard error of 1.101 kcal/mol. The new 
scoring function therefore provides a robust method for predicting free energies of formation 
and optimal conformations of carbohydrate-protein complexes. 
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Introduction 
Specific recognition of carbohydrate moieties is involved in many biological processes 
such as cell proliferation and organization, embryogenesis, fertilization, and neuronal 
development.1 The importance of protein-carbohydrate interactions in such processes was 
recently demonstrated by the induction of T-cell apoptosis upon crosslinking of specific 
surface glycoproteins by carbohydrate moieties.2 Carbohydrates and carbohydrate mimetics 
are emerging as important factors in the pharmaceutical industry,3™5 making the development 
of computational tools specifically designed for studying protein-carbohydrate interactions 
necessary. Automated docking of ligands to receptors is an effective method for screening a 
library of potential inhibitors and for predicting the conformation of a ligand bound to a re­
ceptor.6'7 The docking procedure involves minimizing a potential energy function defined as 
the sum of inter- and intramolecular potentials. The form of this function varies, but it is usu­
ally a sum of different additive pairwise terms including Lennard-Jones attraction/repulsion, 
hydrogen bonding, electrostatics, and solvation interaction energies. Automated docking is a 
global optimization problem, and combinations of simulated annealing, local minimization, 
and genetic algorithms are used to obtain optimal structures.7 
Empirical free energy models, also known as linear response methods, are useful in un­
derstanding the interactions of small-molecule inhibitors with a wide variety of targets.7-15 
The underlying principle behind these methods is use of a training set of protein-ligand com­
plexes of known structure and affinity to fit a model that predicts the binding energies and 
optimal structures of a different series of complexes of unknown structure and affinity. These 
models are based on existing molecular potential energy functions such as those in 
CHARMM16 or AMBER,17 in which each term in the function is multiplied by an empiri­
cally determined coefficient so that the overall calculated interaction energy is the free en­
ergy of formation of the complex. Given the many approximations made in such models, bet­
ter agreement with experimental data is usually observed when they are fit to a training set 
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with protein-ligand complexes similar to the test set. Furthermore, fitting of multiple models 
to a single training set to find the model that fits best also improves agreement between ex­
periment and prediction.7 
Although atomic potential energy functions have been parameterized specifically for car­
bohydrates, little has been done to develop empirical free energy functions specific for dock­
ing carbohydrates to proteins.18 These potential energy functions accurately predict the bound 
conformations and relative binding free energies of antibody-carbohydrate-antigen complex­
es using free-energy perturbation calculations and explicit solvent.19 The latter are computat­
ionally intensive and are therefore not practical for screening purposes. Given that well-
established force fields exist to model carbohydrates, development of empirical models based 
on them is a logical and necessary next step. 
We report here an empirical free energy function specific for modeling carbohydrate-
protein interactions, in that the training set used is comprised only of carbohydrate-protein 
complexes of known structure and affinity. There are approximately 100 of these structures 
in the protein structure database, and corresponding published thermodynamic information is 
readily available, making it possible to develop a specific model. We have tested the new 
empirical model on a variety of protein-carbohydrate complexes, and in general it greatly im­
proves agreement with experimental measurements over other more general models. Further­
more, we have parameterized the model for metallic atoms, which often play an important 
role in carbohydrate recognition. This free energy model is applicable for predicting the bind­
ing energy and optimal structure of any protein-carbohydrate or carbohydrate-mimetic com­
plex, and it has been implemented for use with the docking program AutoDock. 
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Methods 
Potential Energy Function and Free Energy Models 
The molecular mechanics potential energy function used for docking calculations is given by 
Eq. (1): 
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The first three terms of Eq. (1) (Lennard- Jones 12-6 attraction/repulsion, hydrogen bonding 
for donor/acceptor pairs, and distance-dependent dielectric electrostatics) represent the in­
termolecular interaction energy. The parameters A through D are Lennard-Jones parameters 
based on the AMBER force field.17 E(t) is a directional attenuation coefficient such that an 
optimal hydrogen bond geometry results in a maximal hydrogen bonding contribution. The 
dielectric constant is distant-dependent for evaluation of the electrostatic potential energy. 
The intramolecular potential is calculated by the terms inside the square brackets, which rep­
resent torsional constraints, van der Waals attraction/repulsion, electrostatic interactions, and 
hydrogen bonding. The parameters for the different terms are self-consistent and are based on 
the AMBER17 potential energy function for the protein and any metallic ions, along with the 
GYCAM 9318 potential energy function for the carbohydrate. Using this potential energy 
function, we have reproduced the orientation of carbohydrates bound in the active sites of 
several glycoside hydrolases20™23 and on carbohydrate-binding domain surfaces.24 In general, 
conformations corresponding to minima of Eq. (1) agree well with experimentally deter­
mined structures of their corresponding complexes. However, the relative binding energies of 
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ligands bound to the same active site do not always correlate with the experimentally deter­
mined energies when using this potential energy function. 
Empirical free energy functions attempt to correct the ranking disparities of classical mo­
lecular mechanics potential energy functions by adding terms that account for solvation and 
entropy of the ligand, protein, and protein-ligand complex, so that the calculated energy is in 
effect a free energy of binding. The free energy model we describe here is based on the 
methods developed by Morris et al.1 for use in AutoDock. AutoDock uses a rapid, grid-based 
energy evaluation method to calculate the intermolecular interaction energy, so that the in­
termolecular terms in the free energy model must be compatible with this methodology. The 
general equation describing the AutoDock free energy model is 
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The five empirically determined coefficients are fVdw (Van der Waals interactions), (12-
10 hydrogen bonding), feiec (electrostatic interactions), AGtor (torsional entropy loss), and fsgl 
(change in solvent-exposed surface area of protein and ligand). The first three terms in Eq. 
(2) are similar to the first three terms of Eq. (1). Given that hydrogen bonds are modeled ex­
plicitly, changes in the accessible surface area of polar residues are not modeled by the last 
term of Eq. (2). The sum in this term reflects the change in accessible surface area of non-
polar atoms only, as was previously implemented.7 
The hydrogen bonding energy in solution, Ehbond, is added to the second term. This con­
stant represents the loss of free energy due to hydrogen bonding of the ligand to water mole­
cules in solution. It is positive because upon complex formation, the hydrogen bonds to water 
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molecules in solution are disrupted. To determine the numerical value of Ehbond, one must 
consider the hydrogen bonding potential of a carbohydrate in water. The minimal energy for 
the 12-10 term in Eq. (2) (r,y of 1.95 Â) is -5.0 kcal/mol, so that if each hydrogen bond donor 
or acceptor on the carbohydrate were hydrogen-bonded to a complementary water molecule 
in solution, the contribution to the potential energy would equal 5.0 kcal/mol times the num­
ber of donors and acceptors on the ligand. In reality, the actual occupancy of donors and 
acceptors is smaller in solution; analysis of radial distribution functions around hydroxyl 
groups on carbohydrates yields a water density of 1.5 within the first solvation sphere.25 Fur­
thermore, the fractional hydrogen bond occupancy is generally estimated as 70% in bulk 
water at physiological temperatures.26 Although studies on sugars such as sucrose and a,a-
trehalose do reveal differences in the average residence times of water molecules for differ­
ent hydrogen bond donors and acceptors, incorporating such a detailed analysis of hydration 
is not practical for an empirical free energy model.27-29 Rather, several average Ehbon(t ener­
gies can be tested to determine which best fits the model to the training set. We based these 
average values on the number of donors, acceptors, and hydroxyl groups on the carbohydrate. 
The two models tested are summarized below: 
Ehbond = ^ A + nû)^hb (3) 
Ehbond = (M/f + nD ~ nOH^hb (^) 
where nA, no, and uoh are the number of hydrogen-bond acceptor and donor atoms and 
hydroxyl groups on the ligand, respectively, and Ehb is the maximal potential energy of a 
hydrogen bond (5 kcal/mol). Smaller values of Ehb were also tested (1 and 2.5 kcal/mol) 
because the maximal contribution to the hydrogen bonding potential occurs only when the 
geometry of the hydrogen bond is optimal (E(t) = 1), and on average in a solvated environ­
ment this is not the case. The difference between Eqs. (3) and (4) is that in the latter we 
assume that a hydroxyl group cannot simultaneously hydrogen-bond both the donor (oxygen) 
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and the acceptor (hydrogen) in solvent. 
The hydrogen bonding model must also take into account the displacement of water mol­
ecules hydrogen-bonded to the uncomplexed protein and their transfer to solvent. The hydro­
gen bond occupancy of a water molecule bound to the receptor can be assumed equal to its 
occupancy in bulk water.1 Therefore, one assumes that water molecule displacement does not 
affect the binding energy. Displacement of a water molecule can nonetheless affect the free 
energy, as it may gain both translational and rotational entropy upon release from the protein. 
These entropie contributions are grouped in the last term of Eq. (2), which computes the free 
energy change due to changes in surface accessibility upon complex formation. In a docking 
calculation where Eq. (1) is minimized, the hydrogen bonding term contributes favorably to 
the potential energy if the number of intermolecular hydrogen bonds is maximized. This re­
sults in optimizing the hydrogen bond network in the docked structure. To use the free en­
ergy model as the objective function for docking, the form of the hydrogen bonding term 
must have a minimum when the hydrogen bond network is optimized. Using a constant Ehbond 
term like that in Eq. (2) accomplishes this. 
The torsional entropy loss due to ligand binding (AGtor) appears in Eq. (2). In the current 
version of AutoDock, Ntor is the total number of nonhydroxyl (heavy atom) torsions in the 
molecule. In developing an empirical free energy model, we tried three different formulations 
of Ntor'. the number of heavy atom torsions, the total number of torsions in the molecule, and 
the number of glycosidic bond torsions. Combining the six hydrogen bond models and the 
three torsional models gives 18 possible models to be tested for their ability to fit the training 
set. 
Training Set Database Development 
Stringent criteria were used to select protein-carbohydrate complexes for the training set. We 
identified possible complexes by mining the ligand listing of the PDBsum database30'31 for 
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heterogroups classified as saccharides and heterocyclic (nonaromatic) compounds. Of the 
450 PDB structures obtained, we identified approximately 200 complexes in which the re­
ceptor protein either modifies (e.g. xylose isomerase) or binds (e.g. mannose binding protein) 
carbohydrates. We reduced the set further by eliminating complexes with ligands larger than 
120 atoms or with more than one ligand bound to the same subunit. The primary references 
for the remaining 76 structures were searched for ligand binding energies. We preferred stud­
ies in which the binding energy was determined by the same group that solved the structure 
of the complex, since it is more probable that the same protein was used for crystallography 
and energy measurement. When possible, direct measurements of the binding energy by cal-
orimetry were used instead of competitive binding experiments, as the former are generally 
more accurate. We ultimately assembled a training set of 30 protein-ligand complexes (Table 
1), the same set size as that used to develop the original AutoDock free energy function.7 
Initial Docking Experiments 
To test the performance of the original empirical free energy model used in AutoDock 3.0,7 
we performed docking calculations on 17 Aspergillus niger glucoamylase inhibitors with 
known AT,- values (Table 2). United atom models of the ligand were created using PCModel 
(Serena Software, Bloomington, Ind.) and translated near the active site as before.20 The ob­
jective function in these docking calculations was the empirical free energy model (Eq. (2)) 
using published empirical constants,7 while 1000 runs of the Lamarckian Genetic Algorithm 
(LGA) were used to search for a global minimum. 
Training Set Optimization 
The 30 protein-carbohydrate complexes were prepared for use as the training set as follows: 
Hydrogen atoms were added to the protein and ligand using What-If63 and PCModel, respec­
tively. Atomic partial charges were assigned to the protein according to Cornell et al.64 and to 
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the ligand using MOP AC with PM3.65 Formal charges were assigned to any metallic atoms 
within the protein, and Lennard-Jones parameters from AMBER17 were used for these 
ligands. Atomic positions were optimized with up to 15,000 local minimization steps using 
the Solis and Wets routine66 used in AutoDock 3.06. The contribution of each of the different 
intermolecular terms in Eq. (1) was measured. Least-squares linear regression gave the val­
ues of the empirical coefficients by fitting Eq. (2) to known experimental free energies. The 
model yielding the smallest residual error was chosen for implementation and further testing. 
Testing the New Free Energy Function on a Glucoamylase Inhibitor Test Set 
The 17 A. niger glucoamylase inhibitors were redocked using Eq. (1) as the objective func­
tion. The contribution of the different terms to the intermolecular potential was used to find 
the binding free energy by multiplying the values with the empirical constants determined 
using the training set. The optimal model was prepared for use in AutoDock by modifying 
grid and docking parameter files (see supplementary material). Finally, the glucoamylase in­
hibitors were redocked using Eq. (2) as the objective function with the newly determined 
empirical parameters; 300 LGA runs were used in these docking experiments. 
Results and Discussion 
Evaluation of the Current AutoDock Free Energy Function on Glucoamylase Inhibitors 
Seventeen inhibitors having experimental values of Ki (Table 2) were used as a test set to 
evaluate the ability of the free energy function currently used in AutoDock 3.06 to predict 
their binding energies. Two different docking strategies were employed to evaluate the free 
energy model. Initially, ligands were docked using Eq. (2) as the objective function with the 
empirical parameters developed by Morris et al.,7 this being the recommended docking pro­
tocol currently implemented in AutoDock 3.06. Overall, predicted values fall within the pub­
lished 2.177 kcal/mol residual standard error calculated for the model (Figure la).7 Nonethe­
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less, the function clearly overestimates the binding free energy. This is particularly evident 
for low-affinity molecules (for example, the value of AGpred for D-glucono-1,5-lactone is -7.5 
kcal/mol, while its AGexp is -3.9 kcal/mol). Acarbose is correctly identified as the tightest 
binder; however, the ranking of the low-affinity molecules is not correct. The 17 inhibitors 
were redocked using Eq. (1) as the objective function, and their free energies were calculated 
by multiplying the resulting calculated binding energies by the already existing correspond­
ing empirical coefficients7 (Table 3). The residual standard error using this protocol was 
somewhat improved, yielding a value of 1.810 kcal/mol. Nonetheless, the function still over­
estimates the binding free energy (Figure lb). Many of the molecules in the test set are simi­
lar in size (Table 2) and differ only with respect to the anomeric conformation of carbon 
atoms or in the presence of an extra hydroxyl group. The larger inhibitors, such as methyl 
acarvioniside and acarbose, are generally tighter binders, as they can simultaneously occupy 
more binding subsites. The free energy function predicts this, as the larger inhibitors are cor­
rectly ranked (Figure la). However, the predicted free energy is mainly correlated with mol­
ecular size, so that all the smaller inhibitors (between 11 and 13 heavy atoms) have free ener­
gies between -7.4 and -8.7 kcal/mol regardless of their anomeric conformation and number 
of hydroxyl groups. These inaccuracies in predicting the free energies of binding of carbohy­
drates and analogs justify the development of a more specific free energy function. 
Fitting the Free Energy Models to the Training Set 
We have found that an all-atom formulation yields better agreement with crystal structure 
than a united-atom model when docking carbohydrates to proteins.20-24 In general, all-atom 
treatments of carbohydrates do not significantly increase the number of their rotatable bonds 
(torsions), and therefore the computational penalty for such a treatment is minimal. Further­
more, given the rapid grid-energy evaluation used, increasing the number of atoms does not 
significantly increase the computational time required per energy evaluation. In the all-atom 
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potential energy function, polar hydrogen atoms (i.e. potential hydrogen-bond donors) must 
be distinguished from nonpolar protons (those attached to aliphatic atoms). The Lennard-
Jones 12-10 term in Eq. (1) is used for the former, while the latter are treated with the normal 
12-6 term. The bound conformations of the 30 ligands listed in Table 1 were optimized as 
described, giving heavy-atom RMSDs generally smaller than 1 Â from experimentally de­
termined structures after minimization. This indicates that minima found by the Solis and 
Wets66 minimization routine are close to the experimentally determined ligand positions. Fur­
thermore, we carried out docking calculations using 1000 LGA runs for three randomly cho­
sen complexes in Table 1 (PDB ID 1A3K, 1A8I, and 1AGM), finding that their resulting 
conformations were nearly identical (within 0.3 Â RMSD) to those found using only the 
Solis and Wets minimization when starting from the experimental coordinates. Although this 
is not an exhaustive search of the conformational space, it appears that the experimental con­
formations correspond closely to global minima of the potential energy function. 
Eq. (2) was fitted to the experimental data (Table 1) using five-parameter least squares 
linear regression. The values offVdw,fhbond,feiec, AGtor, and fso\ are reported in Table 3 for the 
three top models tested. The residual standard errors of these models in predicting the bind­
ing free energies of the 17 glucoamylase inhibitors was also calculated (Table 3). Model A, 
using Eq. (3) with Ehb = 1 kcal/mol for hydrogen bonding and Ntor as the number of heavy-
atom torsions, best fits the training set and also predicts the free energies of binding with the 
lowest standard error. It therefore was selected for further analysis and use. The training set 
was cross-validated by successively removing each member in turn and refitting Model A to 
the remaining 29 complexes. In every case, removing a complex from the training set had 
little to no effect on the values of the five empirical coefficients. In Figure 2 are plotted the 
predicted versus experimental free energies for the 30 protein-ligand complexes of the train­
ing set when using Model A. 
In general the predicted energies fall within the 1.403 kcal/mol residual error (indicated 
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by dashed lines in Figure 2). However, three of the four concavalin A complexes, those with 
methyl oc-D-mannopyranoside (5CNA), methyl a-(l,2)-mannobioside (1BXH), and a com­
plex pentasaccharide (1TEI) are outliers, the first where the free energy is overestimated and 
the second and third where it is underestimated. The specific carbohydrate recognition 
mechanism of this protein has been the subject of numerous studies,1,26,67,68 and in many 
cases indirect interactions through a water molecule stabilize the complex upon formation. 
By default, all water molecules are removed from the protein structure prior to docking. 
Inclusion of an extra water molecule in the docking procedure would greatly increase the ac­
cessible conformational space of the complex, as the water molecule would need to move 
freely. It is likely that the underestimation is caused by the absence of a critical water mole­
cule that would stabilize the complex in the model. 
The relative values of the empirically determined terms are different in the Model A 
parameters than in the current AutoDock free energy function parameters7 (Table 3). There 
are several reasons for these differences other than the origin of the training set. First and 
foremost, the hydrogen bond model we have selected is different from that currently used, 
where Ehbond is a constant value (0.118 kcal/mol) irrespective of the number of donors, accep­
tors, and hydroxyl groups on the ligand.7 We initially tried to fit this model to the training set, 
but this resulted in relatively high residual error (2.31 kcal/mol), suggesting that the use of an 
alternative model could yield better results. Second, we used an all-atom formulation as op­
posed to the united-atom model used previously, which could also affect the numerical val­
ues of the empirical parameters. The contribution of the electrostatic energy term in Model A 
is nonetheless threefold that in the original formulation (Table 3). This is interesting, as it 
suggests that electrostatic interactions may play an important role in determining the relative 
affinity of carbohydrates for proteins. Although hydrogen bonds are modeled explicitly in 
Eq. (2), formation of a donor-acceptor pair will also contribute favorably to the electrostatic 
energy. The increased importance of the electrostatic term therefore increases the sensitivity 
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of the model to hydrogen bond formation, which most likely accounts for the better predic­
tive ability of this model (Table 3). Interestingly, the entropie penalty (AGtor) per heavy atom 
torsion is much smaller in Model A than in the current model.7 When in solution, the carbo­
hydrate conformation is often dictated by intramolecular hydrogen bonds that limit the tor­
sional freedom of the molecule. It is possible that the small value of AGtor is a consequence 
of this, in that upon complex formation the change in entropy due to restricted ligand move­
ment is smaller for carbohydrates than for other types of ligands. 
The overall residual standard error upon fitting of the model to the training set is reason­
able. Models A and B are quite similar and result in approximately equal residual standard 
errors; however, it is clear the Model C does not fit the data as well. Nonetheless, the stan­
dard errors on the empirical coefficients are quite large in all models (Table 3). We attempted 
to simplify Eq. (2) by successively eliminating terms and refitting, but were not able to ob­
tain smaller residual standard errors. Given the error in experimentally determining associa­
tion constants, we feel that the relatively large standard errors on the empirical coefficients 
are a result of inherent noise in the data and not the result of an inadequate model. 
Use of Model A to Predict the Free Energy of Binding of A. niger Glucoamylase Inhibitors 
In Figure lc we show the predicted versus experimental free energy using Model A for the 
test set of 17 glucoamylase inhibitors. The ability of the new model to predict free energies 
of binding for the lower-affinity inhibitors (e.g. GLAC, LENZ, and LENS) is improved, and 
the tightest binder, acarbose, is still correctly identified. On average, the free energies are not 
overestimated as before. Furthermore, the residual standard errors in predicting the binding 
energies of the 17 glucoamylase inhibitors are below those calculated for the training set 
(Table 3). For glucoamylase, water-mediated interactions are generally not present,20 and the 
lower standard error may be attributed to this. It should be noted that the structure of the 
complex was optimized using Eq. (1) as the objective function, the contributions of the van 
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der Waals, hydrogen bonding, and electrostatic terms were determined after docking, and the 
change in buried surface area (the fifth term in Eq. (2)) was calculated separately. By includ­
ing the number of heavy-atom torsions in the ligand and determining the value of Ehbond using 
Eq. (3), we could calculate the predicted free energy using Eq. (2). In contrast, the current 
free energy function7 was used as the objective function for docking, and the resulting poten­
tial energies are the free energies reported in Figure la. To unambiguously compare both 
docking strategies, Eq. (1) was used as the objective function in Figure lb and the free en­
ergy was computed using the current AutoDock model to generate the predicted free energies 
represented in Figure lb7. Although using Eqs. (1) or (2) as the objective function for dock­
ing should yield very similar results both structurally and energetically, the added empirical 
coefficients do modify the potential energy surface. In the following section, the use of Eq. 
(2) with the Model A parameters as the objective function for docking is investigated. 
Evaluation of the New Free Energy Function as the Objective Function on the Test Set 
From a practical point of view it is more convenient to use Eq. (2) as the objective function 
in docking. This is due to the grid-based intermolecular energy calculation. Normally, the 
sum of the first three terms for each atom type is stored as a single value in separate grid file. 
However, three separate grid files per ligand atom type (one each for the van der Waals, hy­
drogen bond, and solvation terms; a separate electrostatic grid is automatically computed) 
must be computed to determine the contribution of the three first terms of Eq. (1). We per­
formed docking calculations with Eq. (2) as the objective function using the parameters 
found for Model A (Table 3) to determine if the new free energy model could be used as the 
objective function. In general, the docked conformation of the ligand agreed well with that 
obtained previously using Eq. (1) as the objective function (average heavy atom RMSD is 
0.31 ±0.21 Â when comparing the 17 top conformers using either method). This indicates 
that the minimum of Eq. (2) corresponds structurally with the minimum of Eq. (1). 
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We further validated the model by comparing optimal conformations to experimentally 
determined structures. The crystal structures of glucoamylase complexed with the inhibitors 
acarbose (1AGM), 1 -deoxynojirimycin (1DOG), D-g/wco-dihydroacarbose (1GAI), and D-
gluconolactone (A. E. Aleshin and R. B. Hontzatko, unpublished data) have been solved. The 
300 optimal structures for each inhibitor resulting from the docking simulations were clus­
tered using a 1-À RMSD cutoff, with the members of the top-energy clusters shown in Figure 
3. The lowest-energy conformers agree well with the structures of the complexes, suggesting 
that the new free energy model also correctly predicts binding orientations. The docking cal­
culations converged particularly well for D-gluconolactone (Figure 3a) and 1-deoxynojiri­
mycin (Figure 3b); their top energy clusters contained 48 and 18 members, respectively. Fur­
thermore, the calculated structures of acarbose and D-g/«codihydroacarbose agreed well 
with experimental results (Figure 3c-d), especially in the -1 and +1 subsites, confirmed by 
the low temperature coefficients for the ligands bound to these subsites in the crystal struc­
tures.70 
Interestingly, the residual standard error of predicted versus experimental free energies 
was significantly larger when Eq. (2) was used as the objective function (1.643 kcal/mol vs. 
1.101 kcal/mol). In general this was due to an overestimation of the free energy of binding. 
Although the former result is an improvement over the original form of the free energy func­
tion (2.070 kcal/mol), it is clear that free energy can be better predicted if Eq. (1) is used as 
the objective function and if the free energy is calculated from the resulting potential energy 
terms. By multiplying the different terms in the potential energy function by empirical con­
stants, the exact form of the potential energy surface is modified. Although this has a small 
effect on the conformation of the optimal structure, the corresponding calculated free energy 
is different. As mentioned previously, the only reason to use Eq. (2) as the objective function 
for docking is practicality. In the supporting information, we provide necessary example files 
to calculate the free energy using either equation as the objective function. 
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Conclusion 
We have established a docking protocol to predict the free energy of binding of a carbohy­
drate to a protein. In general, the agreement with experimentally determined free energies of 
binding is within experimental error, suggesting that the model fits the data well. For certain 
complexes, where the protein-carbohydrate interaction may be mediated by an ordered water 
molecule, the ability of the model to correctly predict the free energy is reduced. Nonethe­
less, in general the ranking is in agreement with experiment, so that the tightest binder is cor­
rectly identified. In fitting the free energy model to a training set containing only protein-
carbohydrate complexes, we have found that the electrostatics term is more important in de­
termining the affinity than in previous models. This suggests that an accurate treatment of 
electrostatics is critical in correctly predicting the structure and affinity of protein-
carbohydrate complexes. 
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Table 1. Protein-Carbohydrate Complexes Used as the Training Set. 
Ligand Crystal AG 
resolution (kcal/ RMSD 
Protein Organism Organic Metallic PDBID (A) mol) (À) 
Acetylcholinesterase Torpedo californica Galanthamine — 1DX6 2.3 )o bo
 M 0.67 
«-Amylase (pancreas) Sus scrofa Acarviosinyl-glucose Ca(U" 1HX0 1.38 -4.5" 0.80 
Family 9MCBMa Thermotoga maritima Glucose 3 Ca (1) 118 A 1.9 ^g35.36 0.92 
Family 9 CBM T. maritima Cellobiose 3 Ca (1) 1182 1.9 -8.035'36 0.72 
Family 17 CBM Clostridium celluvorans Cellotetraose Ca (1) 1J84 2.02 1.63 
Concavalin A Concavalia ensiformis Methyl a-Manp Ca (1), Mn 5CNA 2.0 -2.77'38 0.81 
Concavalin A C. ensiformis a-Manp-( 1,2)-Man — 1I3H 1.2 -6.3^ 0.89 
Concavalin A C. ensiformis Me (x-Manp-t 1,2)-a-Manp — 1BXH 2.75 -7.039 0.43 
Concavalin A C. ensiformis P-GlcNAcp-( 1,2)-a-Manp- — 1TEI 2.7 -8.4^ 1.89 
(l,6)-[P-GlcNAcp-(l,2)-a-
Manp-(l,3)]-a-Man 
CGTase3 Bacillus circulons Acarbose 2Ca (0) 2CXG 2.5 -9.141 0.58 
CGTase Bacillus sp. 1 -Deoxynojirimycin 
Enterotoxin (heat-labile) Escherichia coli Galactose 
Fab fragment Mus musculus a-Gal-(l,2)-[a-Abe]-(l,3) 
-a-Man 
Galactose BP* E. coli Galactose 
Galectin-3 CRDa Homo sapiens /V-Acetyllactosamine 
Galectin-3 CRD H. sapiens Lactose 
Glucoamylase Aspergillus niger Acarbose 
Glucoamylase A. niger 1 -Deoxynojirimycin 
Glucoamylase A. niger D-g/wco-Dihydroacarbose 
P-Glucosidase mutant Zea mays Dhurrin 
Glycogen phosphorylase Oryctolagus cuniculus Spirohydantoin 
Lectin (bark) Robinia pseudoacacia AT-Acetylgalactosamine 
Maltodextrin BP Pyrococcus furiosus Maltotriose 
Mannose BP A Rattus rattus Methyl a-Fucp 
Mannose BP A R. rattus Methyl a-Man/? 
Mannose BP A mutant Rattus norvegicus TV-Acetylgalactosamine 
Mannose-specific agglutinin Narcissus pseudonarcissus a-Man-(l,3)-Man 
2Ca (0) 1175 2.0 -4.542 0.81 
— 1LTA 2.2 -2.Ô4"'44 1.14 
1MFD 2.1 -7.245 0.72 
Ca(0) 2GBP 1.9 -3.5^* 0.72 
— 1A3K 2.1 -5.046 0.77 
— 
lA3Kb 2.1 -4.146 1.03 
— 
1AGM 2.4 -10.447 0.69 
— 
1DOG 2.4 -6.847 0.46 u. 
— 1GAI 1.7 i o
 
0.51 
— 
1E55 2.0 -5.64" 0.83 
— 
1A8I 1.78 -7.550 0.49 
Ca (1) 1FNZ 2.05 -5.531 0.61 
— 1EU 1.85 -10.152 0.55 
2Ca (1) 1RDI 1.8 -3.1" 1.23 
— 1RDM 1.9 -2.9" 0.66 
— 1FIH 1.95 -2.7" 1.04 
_ 1NPL 2.0 -3.754 1.29 
a-1,2-Mannosidase 
a-1,2-Mannosidase 
Xylose isomerase 
H. sapiens 
H. sapiens 
Streptomyces rubiginous 
1 -Deoxynojirimycin 
Kifunensine 
Xylitol 
Ca (1) 1F02 
— 1F03 
2Mg (2) 2XIS 
2.38 -6.4^ 0.60 
1.75 -9.1^ 0.44 
1.71 -7.97'38 0.59 
a Abbreviations: Abe, D-abequose; BP, binding protein; CBM, carbohydrate-binding module; CGTase, cyclomaltodextrin glucano-
transferase; CRD, carbohydrate recognition domain; Fucp, L-fucopyranoside; GlcNAc, iV-acetyl-2-amino-D-glucose; Gal, D-
galactose; Man, D-mannose; Me, methyl; p, pyranoside. 
bNumber of metallic contacts with organic ligand. 
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Table 2. A. niger Glucoamylase Inhibitors Used as the Test Set. 
AGexpt Number of 
Inhibitor Abbreviation K/ (M) (kcal/mol) heavy atoms 
Acarbose AGAR 2.4 x 10~8 -10.447 44 
Australine AUST 5.2 x 10-6 -1.251 13 
l-epz'-Australine 1EAUST 2.6 x 10"5 -6.357 13 
Castanospermine CAST 2.0 x 10"5 -6.957 13 
6-epz-Castanospermine 6ECAST 2.0 x 10"5 -6.4'7 13 
6,7-Di-epz-castanospermine 67DIECAST 8.4 x 10~5 -5.6'7 13 
7-Deoxy-6-ep/-castanospermine 7d6ECAST 2.3 x 10^ -5.057 12 
1 -Deoxynoj irimycin DNOJ 9.8 x 10~6 -6.847 11 
D-Glucono-1,5 -lactone GLAC 1.3 x 10~3 -3.9^ 12 
7R-Hydroxyl-lentiginosine LENR 4.4 x 10"6 -7.359,60 12 
7S-Hydroxyl-lentiginosine LENS 6.9 x 10"5 ^ y59,60 12 
Isofagomine ISOF 3.7 x 10"6 -7.461 10 
Lentiginosine (+) LENT 2.0 x 10~6 _7 g59,60 11 
Lentiginosine (-) LENZ 7.0 x 10"5 ^ -y59,60 11 
Methyl a-acarvioniside PACV 2.9 xlO"7 -8.9*' 22 
Methyl (3-acarvioniside PBCV 5.0 xlO"8 -10.061 22 
G/wco-swainsonine GSWA 5.0x10-3 -5.6^ 12 
Table 3. Least Squares Fitting of the Top Three Models to the Training Set. 
Residual standard 
error (À) 
Ehb Torsion Training Test fvdW fhbond fekc AG,or fsol 
Model (kcal/mol) model set set ( ) (-) (—) (kcal/mol) (—) 
A la Heavy 1.403 1.101 0.0737 ± 0.0344b 0.0566 ± 0.0401 0.3330 ± 0.0982 0.0497 ± 0.00910.1186 ±0.0712 
B Ie Heavy 1.418 1.163 0.0801 ± 0.0401 0.0526 ± 0.0212 0.3447 ±0.1089 0.1138 ± 0.06410.1401 ±0.0482 
C 5a All 2.708 1.738 0.0307 ± 0.0450 0.0332 ± 0.0406 0.2768 ±0.1321 0.0976 ± 0.07720.0274 ± 0.0991 
Ref. 7d Heavy 2.177 2.070 0.1485 ±0.0237 0.0656 ± 0.0558 0.1146 ±0.0238 0.3113 ±0.09100.1711 ±0.1035 
aEq. (3) was used as the hydrogen bonding model. 
^Standard error. 
cEq. (4) was used as the hydrogen bonding model. 
dThese parameters were derived using a different training set and are for a different hydrogen-bonding model. 
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Figure 1. a) Predicted versus 
experimental free energies of binding 
for 17 A. niger glucoamylase inhibitors 
using the current AutoDock 3.06 
scoring function. Dashed lines: 
residual standard error (2.177 
kcal/mol). Ligand codes are given in 
Table 2. b) Same as a) except that 
ligands were docked using Eq. (1) as 
the objective function and free 
energies were calculated from the 
resulting calculated binding energies. 
Dashed lines: residual standard error 
(1.810 kcal/mol). c) Same as b) except 
that predicted energies were calculated 
using Model A (Table 3). Dashed 
lines: residual standard error (1.403 
kcal/mol). 
61 
-2 
1A3Kb, 
• 1FIH 
1/75 
Î/8A y 
-4 
< • 1A. 
1FQ2* 1BXH 0 E 
1 
r/^PL 
5CNA 
/ÏJ84 
1E55 
1TEI 
6 
S! 
• 1182 
1MFD 
1D?§ 1F03 
it 
I 
E 
CL 
-10 1AGM 
• 1GAI 
. 1 EL jy 
• 2CXG 
-12 
-12 -10 -8 -6 -4 -2 
Experimental Free Energy (kcal/mol) 
Figure 2. Predicted versus experimental free energies of binding using Model A (Table 3) to 
fit the training set. Dashed lines: residual standard error (1.403 kcal/mol). PDB codes are 
given in Table 1. Bold: concavalin A complexes discussed in text. 
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Figure 3. Docking of glucoamylase inhibitors using the new free energy model as the objec­
tive function. All members of the top clusters are drawn, and the corresponding ligand crystal 
structures are shown in yellow. Some members of the clusters are identical and therefore 
overlap in the illustration. Figures were prepared using MolMol.69 a) Top cluster (48 confor­
mers) of D-glucono-1,5-lactone; b) top cluster (18 conformers) of 1-deoxynojirimycin; c) top 
cluster (two conformers) of acarbose; d) top cluster (one conformer) of D-g/wco-dihydroacar-
bose. 
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CHAPTER 4: POLYSACCHARIDE RECOGNITION BY SURFACTANT PROTEIN 
D: NOVEL INTERACTIONS OF A C-TYPE LECTIN WITH NONTERMINAL 
GLUCOSYL RESIDUES 
A paper published in Biochemistry1 
Martin J. Allen, Alain Laederach, Peter J. Reilly, and Robert J. Mason 
Abstract: Surfactant protein D (SP-D), a C-type lectin, is an important pulmonary host de­
fense molecule. Carbohydrate binding is critical to its host defense properties, but the precise 
polysaccharide structures recognized by the protein are unknown. SP-D binding to Asper­
gillus fumigatus is strongly inhibited by a soluble P-(l-»6)-linked but not by a soluble p-
(l-»3)-linked glucosyl homopolysaccahride (pustulan and laminarin, respectively), suggest­
ing that SP-D recognizes only certain polysaccharide configurations, likely through differen­
tial binding to nonterminal glucosyl residues. In this study we have computationally docked 
a/p-D-glucopyranose and a/p-(l—>2)-, a/p-(l->3)-, a/p-(l->4)-, and a/p-(l->6)-linked glu­
cosyl trisaccharides into the SP-D carbohydrate recognition domain. As with a mannose-
binding protein, we found significant hydrogen bonding between the protein and the vicinal, 
equatorial OH groups at the 3 and 4 positions on the sugar ring. Our docking studies predict 
that a/p-(l->2)-, a-(l-*4)-, and a/p-(l-»6)- but not a/p-(l->3)-linked glucosyl trisacchar­
ides can be bound by their internal glucosyl residues and that binding also occurs through in­
teractions of the protein with the 2- and 3-equatorial OH groups on the glucosyl ring. By us­
ing various soluble glucosyl homopolysaccharides as inhibitors of SP-D carbohydrate bind­
ing, we confirmed the interactions predicted by our modeling studies. Given the sequence and 
structural similarity between SP-D and other C-type lectins, many.of the predicted interac­
tions should be applicable to this protein family. 
1 Biochemistry, 2001, 40(26):7789-7798 
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Introduction 
Pulmonary SP-D1 is a member of the collectin family of C-type lectins. This protein binds 
carbohydrates in a calcium-dependent manner and shows monosaccharide specificity in the 
order glucose/mannose > galactose. SP-D monomers are 355 amino acids (aa) in length and 
contain a short (25 aa) N-terminal region involved in interchain disulfide bonding, a colla­
gen-like domain (177 aa), a neck region (38 aa), and a C-terminal CRD (115 aa) (1). SP-D 
monomers oligomerize through trimeric intermediates to form a cruciform-like dodecamer 
00-
SP-D binds many microorganisms in vitro (2-6), and is thought to be an important com­
ponent of the innate immune system. It is thought that SP-D host defense functions are medi­
ated through recognition of specific carbohydrates on the surface of invading microorgan­
isms, but the precise carbohydrate structures recognized by the protein are not well under­
stood. Although monosaccharide specificity for SP-D has been studied (7), the specificity of 
the protein for long-chain polysaccharides has not. Since diverse long-chain carbohydrates 
are present on the surface of numerous microorganisms, knowledge of the mechanisms gov­
erning polysaccharide recognition by SP-D is crucial to our understanding of the host defense 
functions of this protein. 
In addition to SP-D, other C-type lectins include SP-A, MBP-A, MBP-C, and the sel-
ectins. Like SP-D, the monosaccharide recognition specificities for SP-A (8, 9) and MBP (10, 
11) have been examined extensively. Several MBP-carbohydrate complex structures, includ­
ing complexes of MBP with several monosaccharides (11) and in one case with a polysaccha­
ride (12), have been determined by x-ray crystallography. These studies have shown that 
MBP specifically recognizes vicinal, equatorial OH groups on monosaccharides equivalent to 
those present at the 3 and 4 positions of sugars such as mannose and glucose (13). It appears 
that MBP recognizes similar OH groups present on the nonreducing terminal carbohydrate 
residues of polysaccharides (12). Given the sequence and structural similarities between the 
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CRDs from SP-D and MBP, mutagenesis data (14, 15), and studies using various sugars as 
competitive inhibitors of carbohydrate recognition (7, 10), it seems reasonable to conclude 
that SP-D recognizes carbohydrates by a mechanism similar to MBP. 
We have recently demonstrated that pustulan (a soluble |3-(1—>6)-linked glucosyl homo-
polysaccharide), but not laminarin (a soluble P-(l—»3)-linked glucosyl homopolysaccharide) 
inhibits SP-D binding to Aspergillus fumigatus and aggregation of Saccharomyces cerevisiae 
(16). Since the nonreducing terminal positions of these polysaccharides are identical, we con­
cluded that the observed specificity for pustulan is a result of differential internal glucosyl 
residue recognition by SP-D. Recognition of internal carbohydrate residues has not been pre­
viously suggested for C-type lectins. 
The three-dimensional structure of hSP-D was recently reported (17). To more complete­
ly define polysaccharide recognition by SP-D, we used this structure and automated comput­
ational docking to model SP-D interactions with glucose and several glucosyl trisaccharides. 
We were specifically interested in examining nonterminal glucosyl residue recognition. In 
addition, several soluble glucosyl polysaccharides were tested for their ability to inhibit car­
bohydrate binding by SP-D. These studies greatly extend our knowledge of carbohydrate rec­
ognition by SP-D and are likely applicable to other C-type lectins. 
Experimental procedures 
Materials. Dextran (average molecular weight 74,200) from Sigma (St. Louis, MO), 
CMC (average molecular weight 250,000 and ds 0.7) from Aldrich (Milwaukee, WI), soluble 
starch from Fisher (Pittsburgh, PA), and FITC-conjugated F(ab')2 fragment of donkey anti-
rabbit IgG from Jackson ImmunoResearch (West Grove, PA) were used. A. fumigatus co-
nidia, recombinant hSP-D, and polyclonal rabbit anti-hSP-D antibody were prepared exactly 
as  descr ibed previously (2) .  
Computational Methods. Automated docking simulations were conducted with the Auto-
Dock 3.06 suite of programs (Scripps Research Institute, La Jolla, CA) (18, 19), using chain 
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A of the hSP-D structure (PDB accession code lb08) (17) as the model for the CRD. All 
water and heteroatoms were removed except for the three calcium ions. Hydrogen atoms 
were added to the crystal structure using the HBUILD command in CHARMm (Harvard 
University, Cambridge, MA) (20). Atomic partial charges were assigned to the protein atoms 
according to Cornell et al. (21). Intermolecular interaction energy grids were calculated using 
atomic probes corresponding to each atom type found in the ligand. Grid spacing was set to 
0.375 Â, with 70 grid points centered on calcium ion 1. The electrostatic interaction energy 
grid used a sigmoidal distance-dependent dielectric function (22) to account for the solvent-
screening effect. Self-consistent 12-6 Lennard-Jones coefficients (19) were used along with a 
distance criterion with sinusoidal directional attenuation to account for hydrogen bonding 
(21). Lennard-Jones parameters for calcium were taken from Âqvist (23). Internal energies 
(electrostatic and van der Waals) of the ligand were computed according to Glycam_93 (24). 
Glycosidic bond torsional constraints were fitted to gaussian distributions for ease of imple­
mentation in AutoDock. 
The a-carbon backbones of MBP-A and SP-D CRDs were superimposed using 
SwissPDB viewer (25). The relative coordinates of the six ring atoms of the terminal man­
nose (Man9 in PDB accession code 2msb) (12) bound to MBP were used to place the struc­
tures near the binding site as previously described (26). Three docking runs were carried out 
for each of the trisaccharides docked to SP-D. The reducing, internal, and nonreducing rings 
were each initially placed near the SP-D carbohydrate binding pocket. All docking simula­
tions were carried out using the LGA in AutoDock. For the monosaccharides, 1000 LGA runs 
were executed, with a population size of 50, a mutation rate of 0.2, and a crossover rate of 
0.8. For trisaccharides, since three initial conformations were used, a total of 3000 LGA runs 
were executed with the same population size and mutation/crossover rates as for the mono­
saccharides. 
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The use of the Lamarckian genetic algorithm in combination with a pseudo Solis and 
Wets local minimizer (18, 19) provides a thorough search of the conformational space around 
the global energy minimum. All output structures are local minima of the energy potential. 
For trisaccharides capable of docking via internal units, three structurally different clusters of 
local minima exist, in which either the reducing, non-reducing, or internal sugar unit is bound 
to the putative hSP-D carbohydrate binding pocket. These clusters can be analyzed independ­
ently, since they represent different binding modes. The use of a 5 kcal/mol energy cut-off 
(see below), ensures that all the accepted structures have a favorable binding energy. There­
fore, any saccharide conformation with a final docked energy below the cut-off is considered 
a productive binding mode. For the case of trisaccharides, if there are major steric clashes 
with adjacent glucosyl units, the binding energy will not be favorable, and the energy cut-off 
will discriminate against these structures. 
We were interested in determining binding conformations where the glucosyl residue in­
teracted with SP-D via a mechanism similar to that observed in MBP. Since this interaction is 
mediated through only four hydrogen bonds between the ligand and the protein (11, 12), 
many nonspecific binding modes are possible with only slightly less favorable energies. Thus 
we were unable to establish a consistent energy cut-off that alone would differentiate between 
specific and nonspecific binding. 
Water molecules occupy putative sugar ligand OH positions in the SP-D structure (17). 
When the structures of wild-type MBP-ligand complexes (PDB accession codes 2msb and 
lrdi-lrdn) (11,12) are superimposed on the SP-D chain A structure, the greatest sum dis­
tance separating the ligand oxygens from the water oxygen atoms (superimposition of lb08 
chain A with lrdj chain 2) is 1.38 Â. Accordingly, all ligand structures with two hydroxyl 
oxygen atoms within 1.38 Â of the water oxygen atoms in hSP-D were considered specifi­
cally bound. We also considered using a separate distance criterion for each of the two ligand 
OH groups. However, the results of that analysis were not consistent with experimental data 
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and were therefore judged unsatisfactory. Terminal ring binding was observed for all the 
trisaccharides, but these structures were not considered since the focus of our study was non­
terminal glucosyl residue recognition. 
For the monosaccharides, only those structures within 5 kcal/mol of the best energy struc­
ture were considered. For the trisaccharides, we considered only ligand structures within 5 
kcal/mol of the P-(l-»6)-linked trisaccharide, which we used as our benchmark since we had 
experimental evidence supporting the existence of an internally bound P-(l—>6)-linked glu­
cosyl homopolysaccharide (16). 
To confirm the validity of our docking methodology, we performed docking simulations 
using MBP-C. The structure of this protein is known when complexed with numerous mono­
saccharides including a-methyl-D-mannopyranoside (Fig. lb, PDB accession code lrdl) (11). 
Using the parameters established for SP-D, we docked a-D-mannopyranose into MBP-C. We 
were able to reproduce the crystallographically determined ligand orientation; superimposi­
tion of the known ligand structure with the docked ligand yields an rmsd of 0.9 Â for the 
sugar ring atoms (not shown). Thus we feel our docking methods are reasonable. 
Inhibition of SP-D binding to A. fumigatus. The inhibition experiments were performed 
as previously described (2). Briefly, 20 |xg/mL of purified recombinant hSP-D was incubated 
with the appropriate inhibitor for 15 min at 25 °C with mild shaking. The final reaction vol­
ume was 100 nL. Following preincubation, the SP-D-inhibitor mixture was added to 2 X 106 
paraformaldehyde-fixed A. fumigatus conidia. The binding progressed for 1 h at 25°C, and 
then the conidia were washed three times to remove unbound SP-D and were incubated with 
10 fig/mL polyclonal rabbit anti-hSP-D antibody for 1 h at 25°C. The conidia were again 
washed three times to remove unbound primary antibody and were then incubated with 10 
Hg/mL FITC-conjugated F(ab')i fragment of donkey anti-rabbit IgG for 1 h at 25°C. The co­
nidia were then washed twice and analyzed for FITC fluorescence using a Becton Dickinson 
FACSCalibur flow cytometer and CELLQuest software. 
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Other Methods. All protein concentrations were determined using the bicinchoninic acid 
assay according to the manufacturer's instructions (Pierce, Rockford, IL). All figures appear­
ing in this manuscript were prepared using MolMol (27). 
Results 
We were particularly interested in identifying homopolysaccharides that can be bound by 
SP-D via interactions with nonterminal carbohydrate residues. We presumed these polysacc­
harides would be the best ligands for the lectin based on our previous finding that pustulan 
but not laminarin is a powerful SP-D inhibitor (16). One potential concern with this idea is 
that although the nonreducing terminal glucosyl unit is identical on long chain polysaccha­
rides, the reducing terminal position is somewhat different due to differences in glycosidic 
bonding. However, in long chain polymers the reducing terminal glucosyl unit represents a 
very small portion of the total molecule. For example, based on average molecular weight the 
ratio of reducing terminal glucosyl units to internal units is approximately 0.018 for laminarin 
and 0.008 for pustulan. Thus we feel it is highly unlikely that differences at the reducing ter­
minal position could account for large differences in polysaccharide inhibitory ability. 
To begin our studies we docked not only glucose but also the glucosyl trisaccharides 
shown in Table I. We chose trisaccharides since they are the smallest molecules possessing a 
nonterminal glucosyl residue, and we tested the eight possible glucosyl trisaccharides in 
which both glycosidic bonds are identical. For simplicity the reducing terminal glucosyl resi­
due of all the trisaccharides was maintained in the (3-anomeric configuration. 
Several structures of MBP complexed with carbohydrate ligands have been reported (11, 
12). Based on these findings and on additional mutagenic analysis (15), five amino acids 
(Glul85, Asnl87, Glul93, Asn205, and Asp206, shown in Fig. la for MBP-A and referred to 
as the carbohydrate-binding pocket) are critical for ligation of Ca2+ and carbohydrate. These 
amino acids are conserved in MBP-A and MBP-C, and their structures in this region are es­
sentially identical. 
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Two alternate carbohydrate ligand orientations have been noted for MBP-A and MBP-C 
(Fig. 1), but the basic structural interactions between the protein and ligand are the same for 
both orientations. The ligand orientation shown in Fig. lb is a 180° rotation of the orientation 
in Fig la. For simplicity we refer to these alternate orientations as extracyclic carbon right 
(ECR) as in Fig. la or extracyclic carbon left (ECL) as in Fig. lb. 
Docking of Glucose into SP-D. For (3-glucose we found three docked structures that satis­
fied the criteria described in the experimental procedures. Two of these structures, one ECR 
(Fig. 2a) and the other ECL (Fig. 2b) are shown and their docked energies are presented in 
Table 2. The third structure is an ECR orientation, similar to that shown in Fig. 2a (rmsd for 
ring atoms is 1.0 A). Our structures are similar to the known MBP structures except that we 
predict one additional hydrogen bond between the 6-OH of the ligand and either Glu321 or 
Glu329 of SP-D. 
There are four satisfactory docked structures of a-glucose. The best energetic structure is 
shown in Fig. 3 and its docking energies are shown in Table 2. The other structures (not 
shown) are in the ECR orientation similar to p-glucose in Fig. 2a. Fig. 3 shows an unex­
pected orientation for a-glucose, given the strong similarity between MBP and SP-D. The 
glucosyl residue shown in Fig. 3 is bound primarily through hydrogen bonding between the 
protein and the 2 and 3 ligand OH groups and not the 3 and 4-OH groups as previously 
shown. Although equatorial OH groups occupy the 2 and 3 positions on the glucose ring, they 
cannot be superimposed on the 3 and 4 equatorial OH groups. This has led previous investi­
gators to speculate that interactions similar to those shown in Fig. 3 may not occur for MBP 
(12). However, there are no steric factors precluding this binding arrangement and as will be 
discussed below, we feel that this structure is reasonable and is likely relevant to carbohy­
drate recognition by SP-D. 
Docking of Glucosyl Trisaccharides into SP-D. Both a- and (3-(l—>2)-linked glucosyl 
trisaccharides were docked into SP-D. We found five satisfactory structures for P-kojitriose, 
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which is a-(l->2)-linked. The internal glucosyl residues for all the structures are in the ECR 
orientation. The top energy structure is shown in Fig. 4a and its docking energies are shown 
in Table 2. The other structures differ from the structure shown in Fig. 4a only by the posi­
tions of the two terminal glucosyl residues; the positions of the internal glucosyl residues are 
very similar (rmsd values for the ring atoms of the internal sugars not shown ranged from 
0.3-0.9 Â compared with that shown in Fig. 4a). The structure shown in Fig. 4a demonstrates 
recognition of the 3- and 4-OH groups of the internal glucosyl residue of an oc-(l-»2)-linked 
glucosyl trisaccharide. In addition, the two terminal glucosyl residues are hydrogen-bonded to 
the side chains of Glu321, Asn323, Asp325, and Arg343. 
One satisfactory structure of the p-(l-»2)-linked trisaccharide P-sophorotriose appeared. 
This structure is shown in Fig. 4b and its docking energies are shown in Table 2. It exhibits 
recognition of the 3-and 4-OH groups of the internal glucosyl residue of a P-(l—>2)-linked 
glucosyl trisaccharide. The internal sugar ring is in the ECR orientation. The rmsd for the 
ring atoms of the internal ring shown in Fig. 4b compared with (3-glucose shown in Fig. 2a is 
0.6 Â. Additionally, as shown in Fig. 4b, the terminal glucosyl residues are hydrogen-bonded 
to the side chain of Asp325 and the main-chain carbonyl oxygen of Pro319. 
Neither the a- nor the p-(l-»3)-linked glucosyl trisaccharides [3-nigerotriose and P-lam-
inarobiose, respectively, gave satisfactory structures when docked into SP-D, which is not 
surprising since no vicinal, equatorial OH groups are present on the internal glucosyl residue 
of these molecules. This occurs because the 3-position is involved in a glycosidic bond with a 
neighboring glucosyl ring, and thus it is not possible to form the hydrogen bonds believed to 
be essential for carbohydrate binding. These observations confirm our previous work where 
laminarin, a soluble p-(l-»3)-linked glucosyl polysaccharide, failed to inhibit SP-D binding 
to A.fumigatus conidia (Table 3) (16). 
One satisfactory structure was found for the a-(l-»4)-linked trisaccharide P-maltotriose. 
This structure is shown in Fig. 4c and its docking energies are in Table 2. It demonstrates 
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recognition of the 2- and 3-OH groups on the internal glucosyl residue of an a-(l—>4)-linked 
glucosyl trisaccharide. The orientation of the internal glucosyl residue is the same as shown 
for a-glucose in Fig. 3; the rmsd for the ring atoms of the internal glucosyl residue compared 
to the docked a-glucose structure is 0.8 Â. The structure shown in Fig. 4c suggests that SP-D 
can bind long-chain a-(l-»4)-linked glucosyl polysaccharides by interactions with the 2- and 
3-OH groups on internal glucosyl residues. Below we present inhibition data supporting this 
idea. 
We found no structures satisfying our criteria for the (3-(l->4)-linked glucosyl trisaccha­
ride p-cellobiotriose. A possible explanation for this finding will be discussed below. 
One satisfactory docked structure emerged for the a-(l—>6)-linked molecule (3-isoma-
ltotriose. It is shown in Fig. 4d and its docking energies are presented in Table 2. Interest­
ingly, the interactions between the internal glucosyl residue and the protein are limited to the 
2- and 3-OH groups and the internal glucosyl residue is rotated 180° relative to the orienta­
tion of a-glucose in Fig. 3. There are additional hydrogen bonds between the 6-OH group of 
the nonreducing glucosyl residue and the main-chain amide nitrogen of Ala344 and the side 
chain of Glu329. 
One satisfactory structure for the [3-(l—>6)-linked trisaccharide P-gentiotriose was found. 
This structure is shown in Fig. 4e and its docking energies are in Table 2. It is bound by in­
teractions between the 3- and 4-OH groups of the internal glucosyl residue and the carbohy­
drate-binding pocket. The internal glucosyl residue is in the ECR orientation. The rmsd for 
the ring atoms of the internal glucosyl residue is 0.5 À compared to the docked p-glucose 
structure shown in Fig. 2a. In addition to the interactions between the internal glucosyl resi­
due and the protein, two additional hydrogen bonds are predicted, one from the 1-OH group 
of the reducing ring and Asn321 and the other between the 2-OH group and the main-chain 
carbonyl oxygen of Asp325. Fig. 4e is in agreement with the conclusion that P-(l—>6)-linked 
glucosyl polysaccharides can be bound by SP-D via interactions primarily with nonterminal 
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glucosyl residues of the ligand. These observations also agree with our previous work show­
ing that a soluble P-(l-»6)-linked glucosyl polysaccharide strongly inhibits SP-D (Table 3) 
(76). 
Inhibition of SP-D Binding to A. firaiigatus Conidia. We have previously investigated the 
binding of SP-D to A.fumigatus conidia (2, 16). Use of carbohydrate inhibitors and mutated 
surfactant proteins suggested that the binding resulted from the recognition of carbohydrate 
structures on the surface of the organism. Additionally, we reported that pustulan (a (3-
(l-»6)-linked glucosyl homopolysaccharide) but not laminarin (an a-(l-»3)-linked glucosyl 
homopolysaccharide) strongly inhibited SP-D binding to A.fumigatus conidia (16). To ex­
perimentally examine the carbohydrate recognition specificity of SP-D, we tested the soluble 
glucosyl homopolysaccharides starch, dextran, and CMC as inhibitors of SP-D binding to A. 
fumigatus conidia. The heterogeneous nature of other long chain glucosyl polysaccharides 
such as nigeran would greatly complicate the interpretation of inhibition data and therefore 
they were not tested. We have reported the inhibitor concentrations as glucose equivalents 
since the polymorphic nature of the long-chain polysaccharides makes direct comparisons 
less reliable. As can be seen, starch and dextran inhibited binding but CMC failed to do so 
(Table 3). These data and the data for pustulan and laminarin are consistent with the results 
of our glucosyl trisaccharide docking analysis (Table 2). A summary of our findings is shown 
in Table 4. It is also noteworthy that the IC50 for glucose inhibition of SP-D binding to A. fu­
migatus conidia is 17.8 ± 1.7 X 103 jaM (mean ± standard error of three experiments). The 
fact that the long chain polymers showed IC50 values between 300 and 18,000 times that of 
glucose on a glucose equivalent basis demonstrates a cooperative interaction between the 
protein and the long chain polysaccharides. This is likely due to binding of the extended 
ligand to multiple CRDs. As shown in the crystal structure (17), the distance between adja­
cent carbohydrate binding sites is 51 Â. The long chain polysaccharides tested could easily 
span this distance. 
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Discussion 
Carbohydrate recognition is a critical function of C-type lectins (25). For example, the 
selectins mediate cell adhesion by binding specific cell surface carbohydrates, whereas MBP 
and SP-D mediate pathogen clearance through recognition of carbohydrate structures on the 
surface of invading microorganisms. Most of the structural knowledge of carbohydrate rec­
ognition by C-type lectins comes from studies using MBP. These studies demonstrated that 
carbohydrate binding is accomplished by specific interactions between the protein and two 
adjacent equatorial OH groups on monosaccharides or the nonreducing terminal carbohydrate 
residue of polysaccharides (11-13). Given the structural similarity in the CRDs of the C-type 
lectins, it appears that other members of this protein family bind carbohydrates through simi­
lar interactions. Although the C-type lectins generally show weak affinity for monosacchar­
ides (7, 10), tight binding may be achieved through multivalent interactions of the oligomeric 
protein with numerous properly spaced carbohydrate ligands on the cell surface (12, 28). 
Thus, it appears that the geometric arrangement of ligands on the cell surface contributes to 
binding specificity (28). 
Long-chain polysaccharides are present on the surface of many microorganisms. We have 
previously investigated the interactions of SP-D with the fungi A. fumigatus and S. cerevisiae 
(2,16). The surface of these organisms contain mannosyl and glucosyl polysaccharides and 
we showed that p-(l—>6) but not P-(l—>3) glucan is a fungal ligand for SP-D (16). Since the 
nonreducing terminal glucosyl residues of these polysaccharides are essentially the same, we 
reasoned that the ability of the p-(l->6)-linked molecule to inhibit SP-D was a function of 
differential binding to nonterminal glucosyl residues. Additionally, since the majority of car­
bohydrate residues in long-chain polysaccharides are nonterminal, we reasoned that only 
soluble polysaccharides that can be bound via their internal carbohydrate residues will be 
strong SP-D inhibitors. This raised the possibility that binding to nonterminal sugar residues 
contributes significantly to carbohydrate recognition by SP-D and other C-type lectins. 
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In the present study we used automated docking and inhibition analysis to examine poly­
saccharide recognition by SP-D. We were specifically interested in examining the recognition 
of nonterminal carbohydrate residues. While C-type lectin binding to nonterminal carbohy­
drate residues has not been excluded, most investigations into carbohydrate recognition by 
these proteins have focused on binding to monosaccharides or terminal carbohydrate residues 
of polysaccharides. Recently, one group concluded that the binding of MBP to different Sal­
monella enterica and Neisseria gonorrhoeae mutants could not always be predicted by the 
identity of the terminal lipopolysaccharide carbohydrate residue present on the cell surface 
(29), but binding of the lectin to nonterminal residues was not investigated. 
The docking of P-glucose into the SP-D receptor site was essentially as expected based 
on the known crystallographic structures of MBP-A complexed with an oligosaccharide (12) 
and MBP-C complexed with various monosaccharides (11). The structures shown in Fig. 2 
closely resemble the MBP structures where the predominant binding interactions are between 
the protein and vicinal, equatorial OH groups at the 3 and 4 positions on the sugar ring. We 
found both saccharide orientations previously seen for MBP. In agreement with earlier obser­
vations (30), we feel the most reasonable explanation for these findings is that both orienta­
tions represent possible binding modes. 
Our findings with a-glucose were unexpected. Although we found ligand orientations re­
sembling that shown Fig. 2a, the best energetic structure (Fig. 3) was bound primarily 
through interactions of the protein with the 2- and 3-OH groups of the ligand. For glucose the 
2-, 3-, and 4-OH groups are all in the equatorial orientation. However, due to ring twist the 3-
and 4-OH groups cannot be superimposed on the 2- and 3-OH groups. This has been used to 
explain why MBP binds glucose and mannose but not galactose (12). Based on previous 
structural analysis, it was not considered that the lectin could bind a ligand through inter­
actions equivalent to those shown in Fig. 3. Upon examination of the structures, it was noted 
that with only slight changes in the orientation of the sugar ring relative to the known crystal-
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lographic structure, the 2- and 3-OH groups of glucose can be placed in positions equivalent 
to those of the 3- and 4-OH groups of mannose (12). As shown in Fig. 5, the 4-carbon posi­
tion of the docked a-glucose is displaced 1.1 Â from the structurally related 2-carbon posit­
ion of mannose. The displacement is toward Asn323 and allows a hydrogen bond between 
the side chain of Asn323 and the 4-OH group of the ligand (Fig. 3). Although this orientation 
is not as favorable as the 3,4-OH orientations seen for ^-glucose (Table 2), there are no steric 
clashes for this structure. Given the fact that starch is a SP-D inhibitor, this represents a rel­
evant ligand orientation for SP-D. 
We have shown that SP-D can dock to the internal glucosyl residue of the a- and (3-
(l->2)-linked trisaccharides. Long-chain (1—>2)-linked glucosyl homopolysaccharides do not 
exist and thus could not be tested as SP-D inhibitors. Cyclic (3-(l->2) glucans (31) were not 
tested because they are small (10-40 glucosyl residues per molecule) compared to the long-
chain polysaccharides shown in Table 3 and would not yield a direct comparison of inhibition 
data with them. 
It is noteworthy that although a total of six docked a/p-(l—>2)-linked trisaccharide struc­
tures were identified (Figs. 4a-b, some not shown), the internal glucosyl residues for all the 
structures are in the ECR orientation. The ECL orientation may be blocked by the presence of 
a bulky substitution at the 2-position. The structure of MBP complexed with a-Me-GlcNAc 
(PDB accession code lrdn), which also has a bulky 2-position substitution, is known. The a-
Me-GlcNAc in this structure is in the ECL orientation. However, when this structure is super­
imposed on the SP-D structure, steric clashes occur between the substituted 2-position and 
the side chain of Arg343 (not shown). In MBP the amino acid corresponding to Arg343 is 
either Val or lie and does not clash with the substituted 2-position. These observations not 
only suggest a mechanism for the orientations seen for the (1—>2)-linked trisaccharides, but 
also a mechanism for fine-tuning C-type lectin binding specificity. We are currently using 
mutagenesis to examine this idea further. 
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Internal glucosyl residues of (l->3)-linked glucosyl polysaccharides do not dock to SP-D, 
and laminarin is not a SP-D inhibitor (Table 3). Figs. 2 and 3 show that the 3-OH groups of 
all monosaccharides hydrogen-bond with the protein, but this OH group is not available on 
internal glucosyl residues of (l->3)-linked polysaccharides due to glycosidic bonding. 
The a-(l->4)-linked trisaccharide P-maltotriose docks to SP-D via its internal glucosyl 
residue (Figure 4c) in an orientation similar to that shown for a-glucose (Figure 3). This ob­
servation was confirmed in vitro by demonstrating that starch inhibits SP-D binding to A. 
fumigatus. However, the ability of a-(l->4)-linked polysaccharides to bind to SP-D is likely 
not true for all other similarly linked polysaccharides. For example, since the 2-OH group on 
mannose is in the axial orientation, the internal glucosyl residues of an a-(l-»4)-linked man-
nosyl polysaccharide should not be bound by SP-D. 
The p-(l->4)-linked glucosyl trisaccharide (3-cellotriose is not docked via internal gluco­
syl residues. A likely explanation for this lies in the internal hydrogen bonding of P-(l->4)-
linked glucosyl polysaccharides. The 3-OH group forms a hydrogen bond with the cyclic 
oxygen of the neighboring sugar ring and would not be available for a hydrogen bond with a 
protein oxygen. In addition to this intrachain hydrogen bond, the 2-OH group of internal glu­
cosyl residues is hydrogen-bonded to 6-OH groups of a neighboring polysaccharide chain in 
solid cellulose, giving cellulose a lattice structure in which every internal glucosyl residue 
hydroxyl group is involved in either intrachain or interchain hydrogen bonding. Thus, we feel 
it is highly unlikely that SP-D can bind internal glucosyl residues of cellulose. However, SP-
D shows significant binding to cellulose granules (data not shown), apparently caused by the 
large number of terminal glucosyl residues on the granule surface. Therefore we do not ex­
clude the possibility of binding to terminal glucosyl residues. In fact, our docking studies 
predict binding to the terminal glucosyl residues of all of the trisaccharides examined, includ­
ing P-cellotriose (data not shown). 
To further examine possible binding of P-(l—>4)-linked glucosyl polysacharides, we 
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tested CMC for its ability to inhibit A.fumigatus binding by SP-D. CMC is a soluble 0-
(l->4)-linked polysaccharide in which most of the glucosyl subunits are substituted at the 6 
position. If binding to p-(l->4)-linked glucosyl polysaccharides can occur in a manner simi­
lar to that previously discussed for a-(l-»4)-linked glucosyl saccharides, CMC should be an 
ideal soluble test polymer since both the 2 and 3-OH groups are available. As shown in 
Table 3, CMC failed to inhibit SP-D binding to A.fumigatus. This observation supports the 
docking results, and suggests that intramolecular ligand hydrogen bonding between the 3-OH 
and the neighboring sugar ring does not allow binding by SP-D. 
Docking analysis predicts that both a- and (3-(l—>6)-linked glucosyl trisaccharides are 
bound via their internal glucosyl residue. This was not surprising since pustulan is a powerful 
SP-D inhibitor. Fig. 4e provides a structural explanation for the ability of pustulan to inhibit 
SP-D. We originally expected that docked cc-(l-»6)-linked trisaccharide structures bound via 
the 3- and 4-OH groups of the internal glucosyl residue would be identified, but none were 
found within the lowest 7.5 kcal/mol of the optimal structure. However, an a-(l—>6)-linked 
trisaccharide with a higher energy docked primarily via its 3- and 4-OH groups does occur, 
and this structure may represent a relevant ligand orientation. As shown in Table 3, the a-
(l-»6)-linked glucosyl homopolysaccharide dextran strongly inhibits SP-D, supporting the 
conclusion that this glycosidic bond configuration allows internal glucosyl residue recog­
nition by SP-D. 
Structural studies of C-type lectins have previously implicated the five amino acids 
equivalent to those shown in Figs. 1-3 as defining a carbohydrate-binding pocket. This con­
clusion was based on observations made using monosaccharides or terminal glucosyl residues 
of a polysaccharide. Although additional sites, such as the side chains of Asp325 and Arg343 
(Fig. 4), might be important for polysaccharide binding, that role is likely not as significant as 
that played by the five amino acids mentioned above. As can be seen, the interactions of the 
internal glucosyl residue with the carbohydrate-binding pocket are basically the same for all 
79 
the polysaccharides. The flanking glucosyl residues do form hydrogen bonds with residues 
outside the binding pocket, but these are typically limited to two or three, compared with the 
four invariant bonds seen between the internal glucosyl residue and the carbohydrate-binding 
pocket. For all trisaccharides shown the internal glucosyl residue contributes more to the in-
termolecular energy than either of the flanking residues. The contribution from the internal 
residue ranged from 47% of the total for the a-(l-»4)-linked trisaccharide to 72% for the a-
(1—>2)-linked trisaccharide. Additionally, the interactions with side chains outside the bind­
ing pocket are different for each trisaccharide examined. Thus, the role of the Asp325 and 
Arg343 side chains may be limited to fine-tuning binding specificity, consistent with the fact 
that the amino acid residues at positions equivalent to theirs are not conserved in C-type 
lectins. 
In conclusion, we have used automated docking and inhibition analysis to examine car­
bohydrate recognition by SP-D. Our data suggest that SP-D can bind glucose and glucosyl 
polysaccharides through hydrogen bonding primarily between the protein and the 3- and 4-
OH groups of the ligand as has been previously reported for MBP. The present study extends 
the previous work by demonstrating binding to nonterminal glucosyl residues. Additionally, 
we propose a novel interaction between the protein and the 2- and 3-OH groups of the ligand. 
Given the similarity between C-type lectin CRDs, we feel these results may be applicable to 
other members of the protein family and will assist in the prediction of C-type lectin ligands 
including microbial surface carbohydrates. These results may also be useful in designing in­
hibitors of carbohydrate recognition by C-type lectins 
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Table 1: Computationally Docked Saccharides 
a-D-Glcp (a-D-glucopyranose) a-glucose 
P-D-Glcp (P-D-glucopyranose) p-glucose 
a-D-Glcp-( 1 —>2)-a-D-Glcp-(l —^2)-P~D-Glcp P-kojitriose 
P-D-Glcp-(l->2)-P-D-Glcp-(l->2)-P-D-Glcp P-sophorotriose 
a-D-Glc/>-( 1 —>3)-a-D-Glc/;-( 1 —^3)-P-D-Glcp P-nigerotriose 
P~D-Glcp-(1 —>3)-P-D-Glcp-(l —^3)-P-D-Glcp P-laminarotriose 
a-D-GLCp-( 1 —>4)-a-D-Glcp-( 1 —^4)-P-D-G1C/? P-maltotriose 
P-D-Glcp-( 1 —>4)-P-D-Glcp-( 1 —>4)-P-D-Glcp P-cellotriose 
a-D-Glcp-( 1 —»6)-a-D-Glc/5-( 1 —^6)-P-D-Glcp P-isomaltotriose 
P~D-Glcp-( 1 —>6)-P-D-Glcp-( 1 —>6)-p-D-Glcp P-gentiotriose 
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Table 2: Calculated Energies for Docked Mono- and Trisaccharides 
intermolecular internal ligand final docked 
ligand energy (kcal/mol) energy (kcal/mol) energy (kcal/mol) 
a-glucose -63.60 -3.30 66.91 
P-glucosea -62.14 -10.17 -72.31 
p-glucoseb -58.81 -9.35 -68.16 
p-kojitriose -82.56 -5.22 -87.78 
P-sophorotriose -69.37 -10.73 -80.10 
P-maltotriose -74.24 -8.61 -82.84 
P-isomaltotriose -90.97 +13.34 -77.63 
P-gentiotriose -83.30 +1.18 -82.12 
a Data for the structure shown in Fig. 2a.b Data for the structure shown in Fig. 2b. 
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Table 3: IC50 Values for the Inhibition of Recombinant hSP-D Binding to A.fumiga­
tus Conidia by Various Glucosyl Homopolysaccharides 
inhibitor 
predominant glycosidic 
bond configuration 
IC50 
(;iM glucose equivalents)8 
laminarinb P-(W3) >105 
starch a-(l-»4) 63.6 ±11.8 
carboxymethylcellulose P~(l—>4) >103 
dextran a-(l->6) 4.8 ± 2.4 
pustulanb P-(l—>6) 1.0 ±0.3 
a Values are mean ± standard error of three experiments.b Values taken from Allen et 
al., (16). 
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Table 4: Study Summary 
Does the trisaccharide dock Is the related polysaccharide 
ligand via the internal glucosyl residue? an SP-D inhibitor? 
P-kojitriose yes not determined 
P-sophorotriose yes not determined 
P-nigerotriose no not determined 
P-laminarotriose no no 
P-maltotriose yes yes 
P-cellotriose no no 
p-isomaltotriose yes yes 
p-gentiotriose yes yes 
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'Âsn187 
Glu 185 
isp206 
Asn205d 
Fig. 1a 
Figure 1 : Crystal structures of sugars bound to MBP. a) terminal mannose unit complexed 
with MBP-A. Oxygen: lightly shaded spheres. Nitrogen: black spheres. Ca2+: larger gray 
sphere. Carbon atom numbering is shown for the bound sugar. Solid lines: Ca2+ coordination 
bonds. Dashed lines: hydrogen bonds. The methyl group in the structure shown in Fig. lb is 
not visible. The coordinates for a and b were taken from PDB accession codes 2msb (12) and 
lrdl (11), respectively. 
-Âsn19: 
Figure lb: Terminal mannose unit complexed with MBP-C. Other notes same as in Figure 
la. 
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Ksn323 
Glu329 Glu329 
Glu321 Glu321 
AsnJ41 Asn341 
Figure 2: Stereo views of two different (3-glucose structures docked into SP-D. Only those 
amino acids making hydrogen bonds with the ligand or involved in Ca2+ coordination are 
shown. Ca2+ coordination bonds inferred from previous work with MBP (11, 12). Other notes 
as in Figure 1. 
Glu321 Glu329 Glu321 GluJ29 
'Asp 34 Asn341 Asn341 
Figure 3: Stereo view of an a-glucose structure docked into SP-D. Notes as in Fig. 1. 
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Reducing Ring 
Nonreducing Ring 
Internal Riqi 
Glu321 j 
Reducing Ring 
Nonreducing Ring 
Figure 4a: P-kojitriose docked to the h-SPD CRD via internal sugar recognition. Atom col­
oring scheme is the same as in Figure 1. 
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H» Reducing Ring 
Nonreducing Rim 
£lu329 Asnjp' 
Glu321 
Pro319, 
Asn341 
\ .Internol Ring 
Nonreducing Rin< 
Pro3l 
Asn3411 
Figure 4b: P-sophorotriose. 
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f Internol \Ring Reducing Ring 
Nonreducing Ring 
Glu321| 
Asn341i 
Reducing Ring Nonreducing Ring 
Glu32l 
Asn34 l|L_^sp34> 
Figure 4c: (3-maltotriose. 
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I Reducing Ring 
W Nonreducing Ring 
Internal Ring! 
Asn341 
[/Reducing Ring 
Nonreducing Ring 
i'323 
'Alo344 
Figure 4d: p-isomaltotriose. 
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Reducing Ring 
\ Internal Ring 
'jSBSBa** 
/ Nonreducing Ring 
Glu321j 
Asn34t;0^sp3^ 
Reducing Ring 
Internal Ring 
/ Nonreducing Ring 
Glu321j 
Asn341j 
Figure 4e: |3-gentiotriose. 
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;lu329 
Glu321 
Asn341j| 
Figure 5: Comparison of the orientations of mannose bound to MBP with a-glucose docked 
into SP-D. The MBP CRD structure (2msb chain B from Fig. la) {12) is superimposed on the 
SP-D CRD structure (lb08A chain A) {17) to give the position of the bound mannose (red) in 
the SP-D carbohydrate-binding pocket. The docked a-glucose (from Fig. 3) is shown in 
green. Fig. 5b is a 90° rotation of Fig. 5a to show sugar ring separation. Other notes as in Fig. 
1. 
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Asn321 Glu329 
Asn341 
Figure 5b: 90° rotation of Figure 5a. 
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CHAPTER 5: ARG343 IN HUMAN SURFACTANT PROTEIN D GOVERNS 
DISCRIMINATION BETWEEN GLUCOSE AND TV-ACETYLGLU COS AMINE 
LIGANDS 
A paper submitted to Biochimica et Biophysica Acta. 
Martin J. Allen, Alain Laederach, Peter J. Reilly, Robert J. Mason, and Dennis R. Voelker 
Abstract: Surfactant protein D (SP-D), one of the members of the collectin family of C-type 
lectins, is an important component of pulmonary innate immunity. SP-D binds carbohydrates 
in a calcium-dependent manner, but the mechanisms governing its ligand recognition speci­
ficity are not well understood. SP-D binds glucose (Glc) stronger than iV-acetylglucosamine 
(GlcNAc). Structural superimposition ofhSP-D with mannose binding protein C (MBP-C) 
complexed with GlcNAc reveals steric clashes between the ligand and the side chain of 
Arg343 in hSP-D. To test whether Arg343 contributes to Glc > GlcNAc recognition specificity, 
we constructed a computational model of Arg343-»Val (R343V) mutant hSP-D based on ho­
mology with MBP-C. Automated docking of a-Me-Glc and a-Me-GlcNAc into wild-type 
hSP-D and the R343V mutant ofhSP-D suggests that Arg343 is critical in determining ligand-
binding specificity by sterically prohibiting one binding orientation. To empirically test the 
docking predictions, an R343V mutant recombinant hSP-D was constructed. Inhibition 
analysis shows that the R343V mutant binds Glc and GlcNAc equally well. These data dem­
onstrate that Arg343 is critical for hSP-D recognition specificity and plays a key role in defin­
ing ligand specificity differences between MBP and SP-D. Additionally, our results suggest 
that the number of binding orientations contributes to monosaccharide binding affinity. 
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1. Introduction 
Pulmonary surfactant is a complex mixture of lipids and proteins that is present in the 
alveolar compartment of the lungs. In addition to preventing alveolar collapse during expira­
tion, there is increasing evidence that the protein components of surfactant play a significant 
role in pulmonary host defense. Specifically, numerous in vitro [1-4] and more recently in 
vivo studies that include the use of gene-targeted mice deficient in the surfactant proteins, 
SP-A or SP-D [5-11], have demonstrated a host defense role for these two proteins. 
SP-A and SP-D are members of the collectin family of C-type lectins that also includes 
the mannose binding proteins (MBPs). C-type lectins have a 115-120 amino acid calcium-
dependent carbohydrate recognition domain (CRD). SP-D also has an vV-terminal region in­
volved in interchain disulfide bonding followed by a collagen-like domain and a neck region 
that connects the collagen-like domain to the C-terminal CRD [12]. SP-D oligomerizes 
through trimeric intermediates to form cruciform-like dodecamers. Both the noncovalent and 
covalent oligomerization of SP-D function to amplify its binding affinity for multivalent 
ligands. 
Among the C-type lectins, selectins function in cell adhesion and the collectins SP-A, SP-
D, and the MBPs are effectors of innate immunity. Recognition of specific carbohydrate 
structures is crucial to these functions, and therefore the mechanisms of carbohydrate ligation 
by C-type lectins have been the subject of extensive study [13-23]. Previous work has in­
cluded engineering the MBPs, selectins, SP-A, and SP-D for altered ligand binding speci­
ficity [24-29]. The recently solved human SP-D (hSP-D) three-dimensional structure [30] 
now permits definitive structure-based examination of carbohydrate binding by this protein. 
We previously used automated computational docking and inhibition analysis to examine and 
define the glycosidic bond configurations required for nonterminal sugar unit recognition by 
hSP-D [22]. One advantage of automated docking is that it allows the visualization of multi­
ple ligand binding modes, some of which may not be the most energetically favorable and 
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might not be detected by other techniques. However, given that collectin-ligand interactions 
are multivalent with respect to both the receptor and the ligand, it is important to consider 
suboptimal binding modes when using a monovalent model system such as competitive inhi­
bition with monosaccharides. In fact, our previous docking efforts suggested a novel orienta­
tion for glucose binding by hSP-D [22]. Although this orientation was not the lowest energy 
structure, its existence was supported using competitive inhibition analysis [22]. Thus, when 
combined with experimental work, automated docking is a powerful tool for examining 
complex protein-ligand interactions. 
Previous work by others examined the mono-, di-, and trisaccharide specificity of rat SP-
D (rSP-D) by competitive inhibition analysis [31], and assigned monosaccharide binding af­
finity in the order a-Me-Glc > Glc > p-Me-Glc > GlcNAc. We found the specificity Glc » 
GlcNAc intriguing since the highly homologous MBP-A shows recognition affinity in the 
order Glc « GlcNAc [15,25]. 
This study was designed to more completely define the mechanisms governing carbo­
hydrate recognition specificity by hSP-D. We used automated docking, mutagenesis, and in­
hibition analysis to provide the first structure-based study of monosaccharide recognition by 
hSP-D. Our findings provide a clear molecular explanation for the differences in binding 
specificity between SP-D and MBP for GlcNAc ligands. In addition, these results suggest a 
mechanism for fine-tuning C-type lectin carbohydrate recognition specificity. 
2. Materials and methods 
2.1. Materials 
The FITC-conjugated F(ab')2 fragment of donkey anti-rabbit IgG was from Jackson 
ImmunoResearch (West Grove, PA). Unless otherwise noted, all other materials were from 
Sigma (St. Louis, MO). A.fumigatus conidia, recombinant hSP-D expressed in CHO K1 
cells, and polyclonal rabbit anti-hSP-D antibody were prepared exactly as described previ­
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ously [32]. 
2.2. Mutagenesis ofhSP-D 
For site-directed mutagenesis, the cDNA encoding hSP-D was cloned into the pGEM-7Zf 
plasmid (Promega, Madison, WI) at 5' Hind III and 3' EcoRl sites. Mutations coding for the 
Arg343->Val (R343V) substitution were introduced using the QuickChange site-directed 
mutagenesis kit (Stratagene, La Jolla, CA) and the mutagenic primers 
TGGCAAGTGGAATGACGTGGCTTGTGGAGAAAAGCGTC and 
GACGCTTTTCTCCACAAGCCAÇGTCATTCCACTTGCCA, where the underlined nuc­
leotides indicate DNA mismatches coding for the substitution. The presence of the mutation 
was verified by DNA sequencing. The cDNA encoding the mutant hSP-D gene was then 
cloned into pEE14 on 5' Hindlll and 3' EcoRl sites and transacted into CHO K1 cells using 
LipofectAMINE (GibcoBRL, Rockville, MD). Clones were selected using cloning cylinders. 
A single high-expressing clone was selected and the mutant hSP-D was purified as prev­
iously described using mannose-Sepharose affinity chromatography [32]. The wild-type and 
mutant proteins used in this work were judged to be pure by SDS-PAGE, Coomassie blue 
staining, and Western blotting. 
2.3. Binding ofhSP-D to mannose-Sepharose beads 
Varying concentrations ofhSP-D were incubated with 0.52 mg dry weight (the pellet 
from 20 p,L of a 50% aqueous suspension) mannose-Sepharose beads for 1 h at 25°C in CBB 
(130 mM NaCl, 13 mM NaNs, 5 mM KC1, 3 mM sodium phosphate buffer, 10 mM HEPES, 
2 mM CaCh, and 1 mM MgSC>4 at pH 7.4) containing 1% heat-inactivated and dialyzed fetal 
bovine serum. The total binding volume was 0.1 mL. The mannose-Sepharose beads were 
then washed four times with CBB to remove unbound hSP-D (centrifugation at 510 x g for 2 
min) and incubated for 1 h at 25°C with 0.3 mL total volume of 20 (xg/mL rabbit polyclonal 
anti-hSP-D IgG in CBB. The beads were again washed four times with CBB to remove un-
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bound anti-hSP-D (centrifugation at 510 X g for 2 min) and incubated for 1 h at 25°C with 
0.24 mL total volume of 20 jig/mL FITC conjugated F(ab')z fragment of donkey anti-rabbit 
IgG in CBB. The beads were washed three times with CBB to remove unbound secondary 
antibody (centrifugations at 510 x g for 2 min) and suspended in 1 mL CBB. For analysis, 0.8 
mL of the mannose-Sepharose bead suspension was examined for FITC fluorescence by us­
ing a Hitachi F-2000 fluorescence spectrophotometer with an excitation wavelength of 492 
nm and an emission wavelength of 520 nm. Since the mannose-Sepharose beads sedimented 
rapidly in the cuvette, three readings were taken for each sample 10 s after resuspension by 
repeated pipetting. 
2.4. Inhibition ofhSP-D binding to Aspergillus fumigatus or mannose-Sepharose 
For inhibition of binding to mannose-Sepharose we used methylated derivatives of the 
anomeric carbon to be consistent with previous MBP-C structural work [16]. The inhibitor 
concentration yielding 50% inhibition (IC50) ofhSP-D binding to A. fumigatus was deter­
mined exactly as before [32], using 20 j^g/mL hSP-D. For inhibition of binding to mannose-
Sepharose beads, we found the maximal protein binding concentration ([CW(K]) by double-
reciprocal analysis of the binding data for each protein between 0.3 and 17 pig/ml. In subse­
quent inhibition experiments we used [Cmœc]/7, which were 1.7 and 2.7 fj,g/mL for wild-type 
and R343V hSPD, respectively. The dissociation constant of binding between protein and 
mannose-Sepharose beads (Kd) was determined by global least-squares fitting of equation 1 
to the concentration dependence of the fluorescence intensity: 
^.F.gJhSP-D] 
l + Ka [hSP-D] 
A molecular weight of 43 kDa was used for both WT hSPD and the R343V mutant. Fmax is a 
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constant equal to the maximal fluorescence extrapolated for infinite hSPD concentration, 
and Ka = \IK&. To determine the IC50 values for the various inhibitors, the proteins were pre-
incubated with each inhibitor for 15 min at 25 °C in CBB in a total volume of 0.1 mL. The 
hSP-D plus inhibitor mixture was then added to mannose-Sepharose beads, and binding was 
performed as described above. The inhibition constant Kt was calculated from the IC50 using 
equation 2 [33]: 
K = _ /C50 
1 + 1 hSP-D 
(2) 
Kd 
Errors in Kt were computed using standard propagation of error analysis [34], assuming a 
10% error for the protein concentration. 
2.5. Computational methods 
Automated docking simulations were performed using the AutoDock 3.06 suite of pro­
grams (Scripps Research Institute, La Jolla, CA) and the Lamarkian genetic algorithm [35] as 
described previously [22]. Grid files were prepared as described [22] except that hydrogen 
atoms were added to the receptor protein files for MBP-C [PDB accession code lrdl chain 2 
[16]] and hSP-D [PDB accession code lb08 chain A [30]] using the Insight 2000/Biopolymer 
module (Accelrys, San Diego, CA). The ligands were placed near the binding site for each 
receptor using the corresponding Man 9 coordinates from PDB accession code 2msb [18] as 
before [36]. 
Ligand files were built by using PC-MODEL (Serena Software, Bloomington, IN) and 
minimized by using the MM3 force field [37]. Internal coordinates were then exported to 
MOP AC [38] and used as starting points for the geometrical optimization procedure. For 
ligands lacking nitrogen (e.g. a-Me-Glc), the AM3 hamiltonian was used. For ligands con­
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taining nitrogen (e.g. a-Me-GlcNAc), the MNDO hamiltonian was used along with a mol­
ecular mechanics correction (MMOK) that produced better agreement with known carbon-
nitrogen bond geometry. The final optimized structure and the corresponding partial atomic 
charges determined by MOP AC were subsequently used in docking simulations. 
The R343V hSP-D model was constructed by using the BioPolymer and CHARMM 
(Harvard University, Cambridge, MA) modules of Insight 2000. Side-chain torsions of 
Arg343 were taken from the wild-type structure [PDB accession code lb08, chain A [30]]. 
The residue was mutated using the MUTATE command in the Biopolymer module, which 
automatically selected the optimal rotamer from a standard library. The mutated residue tor­
sions were then adjusted to correspond to those measured in the wild-type protein. Harmonic 
positional constraints (K = 1000 kcal/mol) were placed on all protein atoms except those on 
the side chain of the mutated residue. The structure was then minimized using the conjugate-
gradient algorithm implemented in CHARMM [39]. Generalized Born (GBORN) electrostat­
ics [40] were used to approximate solvent effects, since Arg343 is a surface-exposed residue. 
The resulting structure was used to generate grid files for AutoDock input as described 
above. 
As previously discussed, the binding interaction is mediated primarily by four hydrogen 
bonds between the protein and the ligand [22]. Thus many nonspecific binding modes have 
only slight differences in binding energies. Therefore, energetic and hydroxyl group distance 
criteria was used for monosaccharides as before [22]. Established molecular modeling force 
fields such as CHARMM [39] or AMBER [41] are excellent for optimizing bound conforma­
tions. However, their ability to rank the binding energies of ligands docked in significantly 
different modes is limited [35]. The latest AutoDock release uses a new empirical binding 
free energy function to correct this problem. However, this new function is not parameterized 
for metal atoms, and therefore it was not possible to apply it to our docking calculations. In­
stead, we used the AutoDock 1.0 parameters for the intra- and inter-molecular potential. The 
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calculated docking energies therefore represent in vacuo enthalpies of formation and their 
correlation with free energies of formation (or Ki) is limited [35]. A docked conformer 
represents a sterically and electrostatically optimal conformation, but the determination of the 
free energy of formation of the complex must be carried out experimentally. For example, in 
docking a-Me-Glc, we systematically obtained a minimal energy structure in an orientation 
where the 2- and 3-OH groups of the ligand were positioned near the protein and occupied 
the corresponding positions of the 3- and 4-OH groups previously noted for the binding of 
mannose by MBP-A and MBP-C. This orientation resembles that previously obtained for a-
D-glucopyranose (Fig. 3 of ref. [22]). Our previously reported experimental results using glu-
cosyl polysaccharides as SP-D inhibitors suggest that this orientation is possible but is not as 
favorable as the 3-OH/4-OH group binding orientations [22]. Thus, although we obtained 2-
OH/3-OH bound ligand structures with docking energies similar to the 3- and 4-OH struc­
tures shown, they were not considered. 
2.6. Other methods 
Protein concentrations were determined with the bicinchoninic acid assay using bovine 
serum albumin standard according to the manufacturer's instructions (Pierce, Rockford, IL). 
Structural superpositions were performed using Swiss-Pdb viewer [42]. Figures were pre­
pared using MolMol [43]. 
3. Results and Discussion 
3.1. hSP-D recognizes carbohydrates in the order Glc & a-Me-Glc » fi-Me-Glc > GlcNAc 
We first tested Glc, a-Me-Glc, P-Me-Glc, and a-Me-GlcNAc for their ability to inhibit 
carbohydrate recognition by hSP-D. Binding of wild-type hSP-D to mannose-Sepharose 
beads is inhibited by monosaccharides in the order Glc « a-Me-Glc « P-Me-Glc > a-Me-
GlcNAc. The Ki for a-Me-GlcNAc is approximately three times that found for Glc, a-Me-
Glc or P-Me-Glc (Table 1). In work performed previously and in this project, Glc is ap­
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proximately three times more effective than GlcNAc at inhibiting hSP-D binding to A. fu­
migatus conidia [IC50 for Glc = 17.8 ± 1.7 mM [22]; IC50 for GlcNAc = 52.0 ± 4.3 mM; 
data are average ± standard error of three experiments], showing that this recognition profile 
is not unique to a specific ligand. Furthermore, the Glc > GlcNAc affinity difference for SP-
D found here agrees with findings from other laboratories [31,44,45]. Specifically, rSP-D 
showed a tenfold preference for Glc over GlcNAc when the monosaccharides were used as 
inhibitors of rSP-D binding to maltosyl-BSA [31]. 
The observation that SP-D recognizes Glc more readily than GlcNAc is interesting, since 
the only structural difference between the sugars is a 2-AMinked acetyl group, while the pre­
dominant binding interactions occur between the protein and the 3- and 4-OH of the ligand 
[22]. Furthermore, the highly homologous MBP-A recognizes Glc and GlcNAc equally 
[15,25]. 
The lack of a significant difference among Glc, a-Me-Glc, and P-Me-Glc as inhibitors of 
hSP-D binding to mannose-Sepharose beads differs from the results with rSP-D, where the 
order is a-Me-Glc > Glc > p-Me-Glc [31]. The reasons for the differences between hSP-D 
and rSP-D are unclear, but they may relate to subtle changes in amino acid residues distant 
from the primary binding site. Residue 343, which is near the binding site and is the subject 
of computational modeling and mutagenesis in this study, is Lys in rSP-D and Arg in hSP-D. 
3.2. Superimposition of GlcNAc in the hSP-D binding site reveals steric clashes with Arg343 
Since MPB-A and SP-D differ in their relative affinity for Glc and GlcNAc, we wished to 
elucidate the mechanisms governing this specificity in hSP-D. Fig. 1 shows the structure of 
a-Me-GlcNAc complexed with amino acid residues Glu190, Asn192, Glu198, Asn210, Asp211, 
and Val212 of MBP-C [16]. The first five residues comprise the primary carbohydrate and 
calcium-binding site and are conserved in the MBPs and SP-D. The ligand is bound primarily 
by hydrogen bonds between the protein and the 3- and 4-OH groups on the sugar ring, as 
107 
seen for a variety of carbohydrate ligands bound by both MBP-C and MBP-A [13,16]. 
When the extracyclic C-6 is on the left as shown in Fig. 1, the orientation is designated ECL 
(Extracyclic Carbon Left) [22]. The ECL orientation is also seen in MBP-C complexed with 
a-Me-Man [16]. Significantly, in the structure of MBP-A complexed with a terminal man­
nose unit, the ligand is rotated 180° relative to Fig. 1 so that the extracyclic carbon is on the 
right in an orientation we refer to as ECR (Extracyclic Carbon Right and similar to the orien­
tation shown in Fig. 2b). 
Superimposition of the SP-D and MBP-C binding sites reveals a steric clash between the 
ligand and hSP-D residue Arg343, corresponding to Val212 in MBP-C (Fig. 1). The residue 
corresponding to Val212 is conserved in the MBPs as either Val or lie, while it is conserved as 
either Arg or Lys in all published SP-D sequences. Interestingly, previous studies of mono­
saccharide binding by the macrophage mannose receptor C-type lectin and chicken hepatic 
lectin led to the conclusion that the homologous residue in those proteins (lie749 and Val191 
respectively) participates in GlcNAc binding specificity [20,21]. 
3.3. a-Me-GlcNAc binding by MBP 
To begin our theoretical analysis of carbohydrate recognition specificity by hSP-D we 
first docked a-Me-GlcNAc into the MBP-C carbohydrate-binding site (not shown; docking 
energies presented in Table 2). Using these methods we reproduced the known orientation of 
a-Me-GlcNAc complexed with MBP-C (ligand in the ECL orientation [16]). The rmsd for 
the ring atoms of the docked ligand was 1.0 Â relative to the known crystal structure. Our 
docking simulations also predicted ligand binding in the ECR orientation. This suggests that 
both binding ECR and ECL modes may exist in solution. The crystal structure of highly 
homologous MBP-A complexed with a-Me-GlcNAc was recently reported [13]. In that work 
the ligand was bound in both ECR and ECL orientations (called "orientation I" and "orienta­
tion II" respectively). Additionally, in the structure of the disaccharide Manal-3Man com-
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plexed with MBP-C the ligand was reported to be bound in both ECL and ECR orientations 
[13]. Thus, multi-orientation ligand binding is possible for C-type lectins including MBP-C. 
3.4. Automated docking suggests that wild-type hSP-D binds a-Me-Glc in two orientations 
but binds a-Me-GlcNAc in only one orientation 
Automated docking was used to model a-Me-Glc and a-Me-GlcNAc binding by hSP-D. 
It predicts binding of a-Me-Glc in both ECR and ECL orientations (Fig. 2), similar to pre­
vious results for docking of (3-Glc with hSP-D [22]. The docked energies of both orientations 
are similar (Table 2). However, only the ECR orientation was permissible when a-Me-
GlcNAc was docked into hSP-D (Fig. 3). Given the superimposition shown in Fig. 1, it 
seems reasonable to conclude that the ECL orientation is not allowed for a-Me-GlcNAc 
binding due to steric hindrance between the bulky group at C-2 of the GlcNAc ring and the 
Arg343 side chain. 
We hypothesize that the number of low energy binding orientations contributes to the 
overall affinity for a given ligand. The fact that a-Me-GlcNAc is a weak ligand for SP-D 
compared to a-Me-Glc likely reflects binding in the ECR orientation only. In support of this 
idea, previous work has shown that myoinositol is a more potent SP-D inhibitor than Glc in 
competition studies with complex ligands [32,46]. myoinositol has five equatorial OH 
groups whereas a-Glc and P-Glc have three and four, respectively. Since vicinal equatorial 
OH groups are critical to carbohydrate recognition by SP-D, the likely explanation for the 
myoinositol > Glc affinity profile is that the number of possible binding orientations is 
greater for myoinositol than for Glc. 
3.5. Automated docking suggests that R343 V mutant hSP-D binds a-Me-Glc and a-Me-
GlcNAc in two orientations 
To probe the role of Arg343 in monosaccharide recognition, a computational model of 
R343V hSP-D was constructed, and both a-Me-Glc and a-Me-GlcNAc were docked into it. 
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Their docking energies are presented in Table 2. These docking simulations suggest that 
R343V hSP-D binds a-Me-Glc in ECR and ECL orientations, similar to wild-type hSP-D. 
However, unlike the wild-type protein, the docking studies suggest that R343V hSP-D also 
binds a-Me-GlcNAc in both ECR and ECL orientations (Fig. 4). These calculations support 
the idea that Arg343 prohibits the ECL orientation for a-Me-GlcNAc in wild-type hSP-D. 
3.6. R343 Vmutant hSP-D recognizes Glc and GlcNAc equally 
To test the hypothesis that steric clashes between the TV-linked acetyl group at the 2-
position on the GlcNAc sugar ring and the side chain of Arg343 are responsible for the Glc > 
GlcNAc recognition specificity, an R343V hSP-D was constructed and purified by mannose-
Sepharose affinity chromatography and elution with EOT A, identical to the method used for 
wild-type hSP-D purification. The successful purification of the R343V mutant demonstrates 
that it retains calcium-dependent carbohydrate binding, and suggests proper folding of the 
mutant protein's CRD. 
Analysis of the R343V mutant by SDS-PAGE and Western blotting showed the presence 
of a significant amount of mutant SP-D monomer and dimer under denaturing, nonreducing 
conditions (not shown). Wild-type hSP-D migrated predominately as trimer with only minor 
amounts of monomer and dimer under similar conditions. The reasons for the unexpected 
migration are at present unclear but appear to be related, at least in part, to abnormal disulfide 
bonding by R343V mutant hSP-D. We are currently investigating this quaternary structure 
abnormality further; we expect to report our results later along with characterization of addi­
tional Arg343 mutants. 
a-Me-Glc and a-Me-GlcNAc were tested for their ability to inhibit R343V hSP-D bind­
ing to mannose-Sepharose beads. R343V hSP-D has increased apparent affinity for both a-
Me-Glc and a-Me-GlcNAc (Table 1). These findings are most consistent with the R343V 
mutant having a less restricted binding site due to the substitution of a smaller side chain for 
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a larger one. Significantly, the mutant showed KjS reduced by a factor of three for a-Me-
Glc, and reduced by a factor of nine for a-Me-GlcNAc relative to the wild-type hSP-D. 
Thus, the R343V mutation not only increases affinity for monosaccharides generally, but 
specifically increases affinity for a-Me-GlcNAc. Therefore, the Ki data in Table 1 agree with 
the structural superimposition and automated docking observations that suggest restricted 
recognition of a-Me-GlcNAc by wild-type hSP-D. 
3.7. Future work 
Given the physical and chemical nature of Arg343, its close proximity to the carbohydrate-
binding site, it will be interesting to test Arg343 mutants for recognition of other targets. For 
example, SP-D binds negatively-charged ligands such as phosphatidylinositol [47] and bac­
terial lipopolysaccharide [44]. It is possible that electrostatic interactions play a role in rec­
ognition of these ligands, and that the positive charge associated with Arg343 contributes to 
binding specificity. Additionally, the conservation of this residue is noteworthy. The residue 
corresponding to Arg343 is conserved as either Arg or Lys in all SP-D and SP-A sequences 
reported, as Val or lie in the MBPs and as Glu or Asp in the selectins. Clearly, this site has 
been the subject of selective pressure. Understanding the role of this residue in C-type lectin 
ligand recognition specificity will be crucial to understanding the functions of these proteins. 
3.8. Conclusion 
We have demonstrated that Arg343 plays a key role in dictating the affinity ofhSP-D for 
substituted monosaccharides and that R343V is a gain-of-function mutation for a-Me-
GlcNAc binding by the protein. Additionally, we conclude that the identity of the residue 
corresponding to Arg343 is critical in determining the ligand recognition specificity differ­
ences between SP-D and MBP. This residue likely plays a key role in the ligand recognition 
profile of other C-type lectins as well. 
Our data support the idea that an increased number of ligand binding orientations in­
I l l  
creases C-type lectin ligand binding affinity. The recently reported structures of MBP-A and 
MBP-C bound to single ligands in multiple orientations [13] demonstrate that multi-
orientation binding is possible for C-type lectins. Although not all ligands may be bound in 
this manner, multi-orientation binding may be a general property of C-type lectins and 
important for microbial recognition by the proteins. For example, multivalent binding of C-
type lectins is thought to be required for productive microbial recognition. Multivalent bind­
ing is a result of multiple CRDs on a single lectin molecule recognizing multiple ligand sites 
on the cell surface. This multivalent binding contributes to the affinity and specificity of the 
recognition event. If some of the ligands are presented in suboptimal orientations we propose 
that they could still be bound by the lectin and contribute to the overall binding affinity. 
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Table 1 
Wild-type and R343V hSP-D binding to mannose-Sepharose and inhibition of binding by 
monosaccharides. Dissociation constants (K^) and inhibition constants (K{) are shown. 
SP-D form K& (nM) K, (mM) 
Glc (3-Me-Glc a-Me-Glc a-Me-GlcNAc 
Wild-type 120 ± 30" 29 ±5 37 ±4 30 ±2 89 ± 14b 
R343V 150 + 50 NDC ND 9 + 2 10 ±2 
8 Data are the average + standard error of three experiments unless otherwise indicated. 
b Datum is the average ± range of two experiments. 
c Not determined. 
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Table 2 
Calculated energies for docked monosaccharides 
Ligand Receptor protein Optimal docked 
energy (kcal/mol) 
ECL ECR Figure 
a-Me-GlcNAc 
a-Me-Glc 
a-Me-GlcNAc 
a-Me-Glc 
a-Me-GlcNAc 
MBP-C -71.12 
Wild-type hSP-D -65.22 
Wild-type hSP-D 
R343V hSP-D -57.41 
R343V hSP-D -60.33 
-69.64 Not Shown 
-63.32 2 
-66.39 3 
-57.79 Not Shown 
-63.87 4 
120 
Arg343 Glu329 (Glu198) 
Glu321 (Glu 190) 
Asp342 
[Asp21 1 ) 
Figure 1. hSP-D crystal structure (green) superimposed on the crystal structure of MBP-C 
(red) complexed with a-Me-GlcNAc. SP-D residue numbering: no parentheses; MBP-C resi­
due numbering: parentheses. The methyl group of the bound hgand is not visible. Carbon 
atom numbering for the hgand is indicated. Coordinates for MBP-C and SP-D are from PDB 
accession codes lrdn [16] and lb08 [30], respectively. 
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Arg343 
Asn323 
Glu321 
Asp342 
Asn341 
|Asn323 
Glu321j 
Figure 2. Structures of a-Me-Glc docked into wild-type hSP-D. A) ECL orientation; B) ECR 
orientation. Oxygen: light gray spheres. Calcium: dark gray sphere. Nitrogen: black spheres. 
Dashed lines represent hydrogen bonds. 
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Arg343 
miiiiiiiiimii, 
Glu329 
Glu321 
Asn341 
Figure 3. Structure of a-Me-GlcNAc docked into wild-type hSP-D. Atomic color scheme 
in Fig. 2. 
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Asn323 
Glu329 Glu321 
V0I343.Z 
Asp342 
Asn34u 
l.Asn323 
£lu329 
Glu321 
V0I343 
.Asp342z 
Asn341 
Figure 4. Structures of a-Me-GlcNAc docked into R343V hSP-D. A) ECR orientation; B) 
ECL orientation. Atomic color scheme as in Fig. 2. 
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CHAPTER 6: SOLUTION AND MICELLE BOUND STRUCTURES OF 
TACHYPLESIN I AND ITS ACTIVE AROMATIC LINEAR DERIVATIVES 
A paper published in Biochemistry^. 
Alain Laederach, Amy H. Andreotti and D. Bruce Fulton 
Abstract: Tachyplesin I is a 17 residue peptide isolated from the horseshoe crab, Tachypleus 
tridentatus. It has high anti-microbial activity and adopts a [3-hairpin conformation in solu­
tion stabilized by two cross-strand disulfide bonds. We report an NMR structural investiga­
tion of wild type tachyplesin I and three linear derivatives (denoted TPY4, TPF4 and TP A4 
in which the bridging cysteine residues are uniformly replaced by tyrosine, phenylalanine 
and alanine, respectively). The three dimensional aqueous solution structures of wild type 
and the active variant TPY4 reveal very similar (3-hairpin conformations. In contrast, the in­
active variant TP A4 is unstructured in solution. The arrangement of the tyrosine sidechains in 
the TPY4 structure suggests that the [3-hairpin is stabilized by aromatic ring stacking interac­
tions. This is supported by experiments in which the (3-hairpin structure of TPF4 is disrupted 
by the addition of phenol, but not by the addition of an equimolar amount of cyclohexanol. 
We have also solved the structures of wild type tachyplesin I and TPY4 in the presence of 
dodecylphosphocholine micelles. Both peptides undergo significant conformational rear­
rangement upon micelle association. Analysis of the micelle associated peptide structures 
shows an increased exposure of specific hydrophobic sidechains and an increased hydropho­
bic integy moment. Comparison of the structures in micelle and aqueous solution for both 
wild type tachyplesin I and TPY4 reveals two requirements for high anti-microbial activity: a 
(3-hairpin fold in solution and the ability to rearrange critical side chain residues upon mem­
brane association. 
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Abbreviations: CD, circular dichroism; DPC, dodecylphosphocholine; NMR, nuclear 
magnetic resonance; DQF-COSY, double quantum filtered correlation spectroscopy; NOE, 
nuclear Overhauser effect; NOESY, nuclear Overhauser effect spectroscopy; PC, phosphati­
dylcholine; RET, Resonance energy transfer; RMSD, root mean squared deviation; ROESY, 
rotating-frame nuclear Overhauser effect spectroscopy; SDS, sodium dodecyl sulphate; TFA, 
trifluoro acetic acid; TFE trifluoroethanol; TOCSY, total correlation spectroscopy; TPY4, ty­
rosine derivative of tachyplesin I; TPF4, phenylalanine derivative of tachyplesin I; TP A4, 
alanine derivative of tachyplesin I. 
1 Biochemistry, 2002, 41(41), 12359-12368 
126 
Introduction 
Cationic anti-microbial peptides are produced by many organisms as components of the 
host defense system (J). A typical example is tachyplesin I (Figure la) a 17 residue cyclic 
peptide isolated from the hemocytes of the horseshoe crab, Tachyplesus tridentatus (2), 
which is active against fungi, gram-positive and gram-negative bacteria (3). In aqueous solu­
tion tachyplesin I adopts a (3-hairpin fold stabilized by two disulfide bridges (4, 5). Anti­
microbial activity is greatly decreased when the four cysteine residues are alkylated or mut­
ated to alanine (TPA4, Figure la) (3, 6, 7), suggesting that the two disulfide bridges are nec­
essary for activity. However, a recent comprehensive mutagenesis study (7) has shown that 
replacement of the four cysteine residues by tyrosine or phenylalanine (TPY4 or TPF4, re­
spectively, Figure la) actually increased anti-microbial activity against Aspergillus flavus, 
Fusarium graminearum, Fusarium moniliforme, and Escherchia coli. The CD spectra of both 
of the aromatic derivatives (TPY4 and TPF4) resembled those of wild type tachyplesin 1(7) 
in aqueous solution. In contrast, the CD spectra of hydrophobic (Cys replaced by lie, Leu, 
Val, Ala), or acidic (Asp) derivatives differed significantly from wild type. Anti-microbial 
activity for these variants was also lower than that of wild type, TPY4 or TPF4. (7). 
There is considerable interest in how the structure of anti-microbial peptides is related to 
their activity (8, 9). Wild type tachyplesin I and its active linear derivatives (TPY4 and 
TPF4) present a unique system for understanding this relationship. Given the wide range of 
peptide conformations that exhibit anti-microbial activity (helical, p-sheet and random coil), 
it is clear that a specific conformation is not always a prerequisite for high anti-microbial ac­
tivity. To better understand the activity/structure relationship, we have structurally character­
ized wild type tachyplesin I, TPY4, and TPF4 as well as the inactive variant TP A4 (Figure 
la) in aqueous solution using two-dimensional !H NMR spectroscopy. TPY4, TPF4 and wild 
type tachyplesin I have similar CD spectra and therefore similar secondary structure in aque­
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ous solution (7). An NMR structural study will reveal the molecular interactions that stabilize 
the p-hairpin in TPY4 and TPF4 in the absence of a disulfide bridge. 
The activity of tachyplesin I is derived from its ability to permeabilize the cell mem­
branes of pathogens (9). It has been proposed that tachyplesin I aggregates within the bilayer 
and forms anion selective pores (6). Thus, conformational change upon membrane associa­
tion may play a crucial role in the function of anti-microbial peptides, but the experimental 
difficulties inherent in studying this change are considerable (10). The interior of a detergent 
micelle reasonably mimics the environment at the interior of a phospholipid bilayer (11, 12). 
Amphiphilic peptides readily associate with micelles in aqueous buffer and acquire rotational 
correlation times comparable to those of 20 to 25 kDa proteins. Micelle associated peptides 
therefore are amenable to solution NMR methods (11). We determined the structure of wild 
type tachyplesin I and TPY4 in the presence of micelles formed by deuterated DPC to better 
understand the mechanism of membrane permeabilization of tachyplesin I and its active lin­
ear derivatives. 
Materials and methods 
Peptide synthesis and purification. Wild type tachyplesin I was purchased from Bachem 
(Bubendorf, Switzerland) and used without further purification. All linear derivatives (TPY4, 
TPF4 and TP A4) of tachyplesin I were synthesized by FMOC-based solid phase synthesis as 
described (7), and purified by reverse-phase HPLC. 
NMR sample preparation. Peptide concentrations ranged from 0.5 to 1.3 mM in solution 
and were prepared by dissolving a gravimetrically determined mass of peptide in a 0.15% 
TFA 9:1 H2O/D2O buffer (pH 3.0). For phenol and cyclohexanol mixing experiments, stock 
solutions of the deuterated compounds were prepared at 0.83 M and 0.35 M in the NMR 
buffer (pH 3.0); these concentrations correspond to the published maximum solubility of 
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phenol and cyelohexanol in pure water, respectively (13). We conducted all mixing experi­
ments at 4°C, to ensure the highest proportion of structured peptide. 
Preparation of a 320 mM stock solution of deuterated DPC (obtained from Cambridge 
Isotope Laboratories, Andover MA) was accomplished by dissolving the DPC in the NMR 
buffer (pH 3.0). A gravimetrically determined mass of peptide was then dissolved into this 
stock solution, yielding a concentration of 1.2, 0.6 and 0.5 mM for TPY4, TP A4 and wild 
type tachyplesin I, respectively. 
NMR spectroscopy. All NMR spectra were recorded on a Bruker DRX500 spectrometer 
operating at a !H frequency of 499.867 MHz. DQF-COSY (14), TOCSY (15), NOESY (16) 
and ROESY (17) spectra were obtained using standard protocols. Spectra were acquired at 
4°C and 25°C for aqueous samples and at 40°C for micelle samples. Proton chemical shifts 
were referenced to DSS in identical buffer at the appropriate temperature. All two-dimen­
sional data sets consisted of 1024 x 400 to 512 complex points. Solvent suppression was 
achieved using the WATERGATE method (18). Mixing times were 90 ms for TOCSY, 100 
and 500 ms for NOESY of aqueous samples, 100 ms for NOESY of micelle samples and 250 
ms and 500 ms for ROESY. The spin-lock field strength was 2.5 kHz for ROESY and 6.4 
kHz for TOCSY. DIPSI-2 (19) was used for isotropic mixing in TOCSY experiments. Data 
were processed with Bruker Xwinnmr software and analyzed with NMRView software (20). 
Temperature coefficients (AGHN/AT) were obtained by measuring the chemical shifts of 
the amide protons for TPY4, TP A4 and TPF4 at 4°C and 25°C and calculating their relative 
change over that temperature range. Chemical shifts were compared to calculated averages 
obtained from the BioMagResBank database (21) and were determined to be significantly 
different if they deviated by at least one standard deviation. Peptides lyophilized from water 
were redissolved in 99% D%0 buffer (pH 3.0) for TPY4 and TP A4 and ID spectra were ac­
quired every 10 minutes for 1 hour at 4°C. The amide region of the spectrum was monitored 
to determine if any slow exchanging peptides were present. 
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Structure calculations. Structure determination was carried out using CNS 1.0 (22). 
NOE restraints were binned according to their integrated volume into three classes, strong (< 
2.8Â), medium (< 3.4 Â), and weak (< 5.0 Â) using the internal calibration utility of 
NMRView (20). The NOE crosspeaks used in structural calculations were verified in the cor­
responding ROESY spectra by comparing their relative phase to the diagonal to ensure that 
they did not arise because of spin diffusion (23). Due to the lower sensitivity of the ROESY 
experiment, the corresponding crosspeaks were not present in all cases. Therefore, such 
crosspeaks (not present in the ROESY) were only used as restraints if they appeared in both 
the 100 ms and 500 ms mixing time NOESY spectra. A total of 150-214 NOE restraints were 
used for the calculation of each structure. The resulting calculated energies are provided in 
the supporting information (Table S7). 300 runs of dynamic annealing (24) were performed 
and the 30 structures with the lowest corresponding total energy were used to compute the 
minimized average coordinates. MolMol (25) was used to overlay the structures and create 
the molecular illustrations in this manuscript. 
Structural Analysis. Analyses made use of the 30 lowest energy structures, including the 
minimized average coordinates. The fraction of side chain accessible surface area was com­
puted for each residue in the 30 structures using the method of Lee and Richards (26) as im­
plemented in MolMol (25). The average fraction was then calculated for each residue as well 
as the standard deviation. An unpaired Student's t-test was applied to each residue to deter­
mine if the fraction of accessible surface area was significantly different in the micelle bound 
and solution conformers at the 99% confidence interval. VolSurf (27) was used to compute 
the hydrophobic integy moments at two different interaction energies (-0.4 and -0.8 
kcal/mol) using both the wild type tachyplesin I and TPY4 minimized average structures in 
solution and in the presence of DPC micelles. 
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Results 
Assignment of 2D 1H-NMR spectra for wild type tachyplesin /, TPY4, TPF4, and 
TPA4. For wild type tachyplesin I, TPY4, TPF4 and TP A4 proton resonance frequencies as­
signments were obtained using standard protocols and are reported in the supplementary in­
formation (Tables S1-S6) (28). The observed proton resonance frequencies for wild type 
tachyplesin I were nearly identical to those previously reported (4, 5). For both TPF4 and 
TPY4 it was possible to unambiguously assign backbone amide and a proton resonance fre­
quencies for the entire peptide. All side chain proton resonance frequencies were assigned for 
TPY4. Complete assignment of the aromatic proton frequencies was not possible for TPF4 
due to spectral overlap. The frequencies for TP A4 were poorly dispersed and resembled 
those for a random coil peptide. In particular, the TP A4 backbone proton frequencies for 
residues Argl4, ArglS, Alal6 and Argl7 overlapped significantly and were not assigned. 
Shifts differing significantly from database average values (shown in bold in Tables S1-S6) 
included the a and p protons of the disulfide bonded cysteine residues in wild type tachyple­
sin I, as well as the Arg9 a proton in wild type, TPY4 and TPF4. The shifts of the cysteine a 
and p protons in wild type are typical for such protons in disulfide linkages (29). The upfield 
shift of the Arg9 a proton is likely due to its location at the i+2 (28) position of a type I P-
turn. In contrast, the chemical shift of the arginine 9 a proton in TP A4 falls within the ex­
pected range, indicating it is likely not within a turn. 
In the presence of DPC micelles both wild type tachyplesin I and TPY4 exhibited suffi­
cient chemical shift dispersion allowing unambiguous assignment of most proton frequen­
cies, including all aromatic frequencies in TPY4. As before, the cysteine a and p proton 
resonance frequencies for wild type tachyplesin I deviated from average values due to the di­
sulfide bridge and the Arg9 Ha proton was shifted upfield due to the P-tum. Interestingly, 
both Arg5 and Argl4 Ha protons were shifted downfield compared to their values in water. 
In TPY4, the Arg9 Ha proton chemical shift was within the expected range, but the Val6 HN 
131 
and Ha were both shifted upfield (supplementary information Tables S4-S6). These changes 
in chemical shift are consistent with a conformational change of the peptide in the presence 
of micelles. 
Structure determination of wild type tachyplesin I in water. Cross-strand NOE cross-
peaks observed for wild type tachyyplesin I are schematically represented in Figure lb, and 
include all those reported previously by Tamamura et al. (J). In addition, we found NOE 
crosspeaks from the Trp2HÇ3 and Trp2He3 protons to the Argl7Hy protons. These NOE dis­
tance restraints, as well as hydrogen bond constraints reported previously (J) were used to 
determine the ensemble of wild type tachyplesin I structures shown in Figure lc. The mini­
mized average structure is an anti-parallel (3-hairpin stabilized by two disulfide bridges from 
Cys3 to Cysl6 and Cys7 to Cysl2 (Figure Id), with residues Tyr8 to Ilel 1 forming a type I 
(3-turn. The backbone atom RMSD for residues 4-14 is 0.85 ± 0.11 Â. 
Structure determination ofTPY4 in water The NMR linewidths for TPY4 were invariant 
over the concentration range 0.01 mM to 1 mM, indicating that it is monomelic under the 
conditions used in this study. NOE restraints obtained from spectra acquired at 4°C were 
used to determine the 3-dimensional structure of TPY4. The good dispersion in the aromatic 
region at 4°C (Figure 2d) allowed unambiguous identification of NOEs from the HÔ and He 
protons of Tyrl3 to the Val6Hf3 protons (Figure 2a and 2c) and from the amide protons of 
Tyr7 to the aromatic protons of Tyrl2 (Figure 2b). A weak cross-strand NOE from the 
Tyrl6HN proton to the Trp2He3 proton (Figure 2b inset) indicates that the amino and carboxy 
termini are in close proximity. Cross-strand NOEs observed for TPY4 correspond to NOEs 
involving equivalent residues in wild type tachyplesin I (Figure 3a, Figure lb). TPY4, there­
fore, also appears to adopt a (3-hairpin conformation with a type I p-turn starting at residue 
Tyr8. This is consistent with the observation that the CD spectra in water of TPY4 and wild 
type tachyplesin I are nearly identical (7). 
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No amide protons in TPY4 (with the exception of Ile 11 HN) exhibited a reduced chemi­
cal shift temperature coefficient (supporting information Figure F2). Although the reduced 
temperature coefficient of Ile 11 HN may be due to a hydrogen bond to the Tyr8 carboxyl, the 
presence of a neighboring aromatic residue (Tyrl2) could also contribute to the reduced coef­
ficient due to temperature dependent anisotropic deshielding (30). Furthermore, no slowly 
exchanging amide protons were identified when the lyophilized peptide was dissolved in 
D2O. Therefore, hydrogen bond restraints were not used in the structural calculations for 
TPY4. 
The 30 lowest energy structures of TPY4, as determined by successive simulated anneal­
ing calculations, are shown in Figure 3b. The backbone atoms of residues 4 to 14 superim­
posed to the minimized average structure gave an average backbone RMSD of 0.52 ± 0.12 Â. 
Figure 3c shows a best fit of the backbone heavy atoms of TPY4 (black) and wild type 
tachyplesin I (blue and yellow). The two peptides adopt very similar (3-hairpin structures 
(average backbone RMSD of 2.3 À). A backbone least squares fit of the four turn residues 
(Tyr8 to Ilel 1) of the minimized average structure of wild type tachyplesin I to that of TPY4 
(Figure 3d) gave an RMSD of 0.7 Â. 
In Figure 3e, we show the 30 lowest energy structures of TPY4 including the side chain 
heavy atoms of Tyr7 and Tyrl2. The positions of these side chains are well defined (The 
heavy atom RMSD less than 1.3 Â) due to numerous NOEs between Tyr7 and Tyrl2 (Figure 
3a and 2b). In the minimized average structure of TPY4 (Figure 3f) the rings of Tyr7 and 
Tyrl2 are parallel with a center to center distance of 3.8 ± 0.7À. We propose that stacking of 
the aromatic rings of Tyr7 and Tyrl2, as well as hydrophobic packing of Tyr8 and Tyrl3 
(ring center distance is 4.4 ± 0.8À) is responsible for stabilizing the observed (3-hairpin con­
formation. The NOE observed between Trp2 and Tyrl6 suggests that hydrophobic interac­
tions between these two residues may further contribute to stabilization of the TPY4 struc­
ture. 
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NMR analysis ofTPF4 in water. The 4°C NOESY spectrum of TPF4 contained several 
NOEs consistent with a p-hairpin conformation. In particular, characteristic NOEs from 
Arg9 to GlylO and from GlylO to Ilel 1 indicate that residues 8-11 form a type I p turn. In 
general, the assigned crosspeaks formed a subset of the corresponding crosspeaks observed 
for TPY4. For example, in TPF4 a weak NOE is observed between the Trp2He3 and the Ha 
proton of Argl7, and a medium intensity NOE exists between the amide protons of Tyr8 and 
Ilell. We conclude that the aqueous solution structure of TPF4 is similar to that of TPY4. 
NMR analysis ofTPA4 in water. The NOESY spectrum of TP A4 contained strong se­
quential (i to i+1) a to amide and amide to amide NOEs, while intraresidue NOEs involving 
sidechains were weak and long range NOES were absent. No evidence for a P-hairpin struc­
ture (e.g., Tyr8 to Ilel 1 and Val6 to Tyrl3 amide to amide NOEs) was observed. Further­
more, chemical shift dispersion was poor and the shifts resembled those for a random coil 
peptide. We therefore conclude that the TP A4 derivative is predominantly unstructured in 
water, in agreement with the reported CD spectrum (7). 
Effect of phenol and cyclohexanol on the conformational stability of TPF4 and TPY4. 
Interestingly, the 8 and e proton chemical shifts of the four tyrosine residues that replace the 
cysteine residues in TPY4 (Tyr3, Tyr7, Tyrl2, and Tyrl6) are shifted upfield compared to 
the Tyr8 and Tyrl3 aromatic protons (Figure 2d). The upfield shift is particularly large for 
the Tyr7 aromatic protons (0.5 ppm). Yao et al. (31, 32) reported similar upfield shifts of 
aromatic proton resonance frequencies for residues involved in aromatic ring stacking inter­
actions. 
If aromatic ring stacking is indeed responsible for stabilizing the preferred conformation 
of TPF4 and TPY4, a high concentration of an aromatic molecule such as phenol should de­
stabilize the peptide structure by competitively replacing an aromatic residue at the stacking 
site. On the other hand, a sterically similar but non-aromatic hydrophobic molecule, such as 
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cyclohexanol, should not disrupt the structure to the same extent. The effect of phenol and 
cyclohexanol on the stability of the [3-hairpin was monitored by a variety of spectral fea­
tures. NOESY and TOCSY spectra were collected for both TPF4/phenol (at 0.83 and 0.35 M 
phenol) and TPF4/cyclohexanol (at 0.35 M cyclohexanol) mixtures. Significantly reduced 
chemical shift dispersion was observed in the spectra of the TPF4/phenol mixture indicative 
of diminished conformational stability. We were nonetheless able to assign the amide proton 
frequencies for residues Trp2 to Phel6. Long-range NOE crosspeaks disappeared in the am­
ide to amide region also consistent with diminished conformational stability. In contrast, the 
NOESY spectrum of TPF4/cyclohexanol was nearly identical to that obtained in water alone. 
All cross-strand NOE crosspeaks were still present, except the weak peak from the Trp2He3 to 
the Ha proton of Argl7, suggesting that cyclohexanol has little effect on the stability of the 
(3-hairpin. 
The chemical shift dispersion of the two diastereotopic a protons of GlylO was used to 
monitor the degree to which the peptide retained the (3-hairpin structure. Figure 4 shows the 
GlylO a proton crosspeaks for wild type tachyplesin I, TPY4, TPF4, and TP A4 under vari­
ous conditions. For wild type tachyplesin I (Figure 4a), the chemical shift dispersion of the 
two GlylO a protons is large (0.6 ppm), while for both TPY4 and TPF4 in water (Figure 4b 
and 4c respectively), it is somewhat less (0.3 ppm), but nonetheless indicative of a structured 
backbone. Upon addition of cyclohexanol, the chemical shift dispersion of these two protons 
does not change (Figure 4d). However, upon addition of an equimolar amount of phenol 
(Figure 4e), the crosspeaks coalesce, indicative of a loss of structure. Finally, for the unstruc­
tured TP A4 peptide, complete coalescence of the two crosspeaks is observed (Figure 4f). 
Structure of wild type tachyplesin I, TPY4 and TPA4 in the presence of DPC micelles. 
For wild type tachyplesin I in micelles, all of the cross strand NOEs observed in water alone 
were present, with the exception of the NOEs from the Trp2 to the Argl7 side chain protons. 
Two new long-range NOE crosspeaks appear from the Trp2HN and Trp2H81 protons to an 
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Arg9Hp proton (Figure 5a). These crosspeaks do not arise from spin diffusion as verified by 
their sign (negative) relative to the diagonal in a ROESY spectrum (Figure 5a) (23). In addi­
tion, NOE crosspeaks from the side chain protons of Phe4 to the Val6 (3 protons and from the 
8 protons of Tyrl3 to the (3 protons of Argl5 also appear. The NOE restrained structure of 
wild type tachyplesin I in the presence of DPC (Figure 5b) is significantly different than that 
determined in water. (Figure lc). The amino and carboxy termini are folded toward the turn 
region of the molecule, resulting in a displacement of the two amino terminal aromatic resi­
dues Trp2 and Phe4 toward Tyr8 and Val6, respectively. The average distance of the Trp2 
side chain to the center of the Tyr8 aromatic ring is 7.9 ± 2.0 Â in the micelle-associated 
structure, whereas the corresponding distance for the peptide in water is 16.0 ± 1.5 Â. This 
result is consistent with RET experiments (33), which reported a reduction of the distance be­
tween Trp2 and Tyr8 upon the association of wild type tachyplesin I with PC liposomes. 
Comparing the two structures, it appears that Arg5 and Argl4 act as hinges that allow con­
formational rearrangement upon micelle insertion. The Ha chemical shifts for Arg5 and 
Argl4 are both shifted downfield in micelles, consistent with such a rearrangement (supple­
mentary information Tables S3-S4). 
A significant conformational change also occurs in TPY4 when it associates with micelle. 
NOE crosspeaks from the Trp2 amide proton to the Ilel 1HS, Ilel lHp, and Ile 11Hoc (Figure 6a) 
protons, from the Trp2HS1 to the Ilel lHp protons (not shown) and from the Phe4Ha proton to 
the Tyr8H5 protons indicate that a frame-shift occurs in the hairpin. In the NOE restrained 
structure (Figure 6b), residues 1 through 10 are well ordered (backbone RMSD 0.65±0.1 Â), 
and form a hairpin-like structure. The carboxy terminus is largely unstructured, although 
weak NOE crosspeaks were observed from the ô and s protons of Tyrl2 to the a proton of 
Tyrl6. There is a large reduction of the distance between Trp2 and Tyr8 (6.4 ± 2.0 Â in the 
presence of DPC compared to 15.2 ± 2.0 Â in solution). There is no NOE evidence that the 
type I turn spanning residues 8-12 in the solution structure persists in the micelle-associated 
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structure. In fact, the two GlylO a proton peaks coalesce in the presence of DPC (supporting 
information Figure Fl). 
When TP A4 was dissolved in the presence of DPC there was no increase in the disper­
sion of the backbone amide proton frequencies. As well, few intra- and no long range interre-
sidue NOEs involving sidechains were observed. Based on this data alone we cannot exclude 
the possibility of TP A4 becoming structured in the presence of micelles. It should be noted, 
however, that Rao observed that TP A4 exhibits a CD spectrum indicative of a random struc­
ture in water, 50% TFE and liposomes (7), in agreement with our NMR results. Given the 
poor chemical shift dispersion and lack of long range NOEs, we nonetheless conclude that in 
the presence of DPC micelles the peptide does not adopt a single well-defined conformation. 
Analysis of the structures. The side chain accessible surface area was measured for wild 
type tachyplesin I and TPY4 structures in both aqueous and micelle environments. Table 1 
reports the residues for which there are significant differences in accessible surface area upon 
micelle association. Interestingly, for both wild type tachyplesin I and TPY4, Lysl has sig­
nificantly less accessible surface area in micelle compared to water, while the opposite is true 
of Argl7. The conformational rearrangements observed in TPY4 and wild type tachyplesin I 
both result in movement of the amino-terminus towards the center of the peptide chain, and 
reduced exposure of the amono-terminal residues. This movement also results in increased 
exposure of the largely cationic carboxy terminal residues. 
In wild type tachyplesin I, three hydrophobic side chains (Val6, Tyr8, Tyrl3) have a sig­
nificantly higher accessibility in the micelle bound conformation, while only Phe4 is more 
buried. Similarly for TPY4, four hydrophobic side chains are more exposed (Table 1) while 
only two are significantly more buried. In general there is an increase in the hydrophobic ac­
cessible surface area of the peptides upon micelle association. The hydrophobic integy mo­
ment, which quantifies the amphiphilicity of a molecular structure (27), was calculated for 
the solution and micelle bound minimized average structures of both TPY4 and wild type 
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tachyplesin I (Figure 7a). In both cases the conformational change observed upon micelle as­
sociation results in increased hydrophobic integy moment norms, indicating that both pep­
tides become more amphiphilic upon micelle association. In both micelle-bound structures 
(wild type tachyplesin I and TPY4, Figure 7c and 7e, respectively) a contiguous, well-
defined hydrophobic surface is present, while in the aqueous structures (Figure 7b and 7d) 
the polar arginine side chains are interspersed within the hydrophobic surface. 
Discussion 
Our results indicate that there are two structural requirements for the activity of tachyple­
sin I and its derivatives: a (3-hairpin conformation in aqueous solution, and the ability of the 
peptide to rearrange critical amino acids upon membrane association to increase amphiphilic-
ity. A specific fold in aqueous solution is not a general prerequisite for peptidal anti-mic­
robial activity; the potent anti-microbial peptides leucocin A (34), transportan (3 J), and in-
dolicidin (36) adopt specific conformations only in the presence of a membrane environment. 
However, variants of tachyplesin such as TP A4 and TPI4 that do not adopt a (3-hairpin con­
formation in solution have significantly lower anti-microbial activity (7). As well, a deriva­
tive of tachyplesin in which all four Cys residues are methylated adopts a random coil con­
formation in solution and exhibits significantly lower activity(6). Thus, for tachyplesin I and 
its' variants the (3-hairpin conformation in solution is crucial. 
In the aqueous solution structures of tachyplesin I and TPY4 the side chains along the (3-
hairpin are arranged such that all hydrophobic residues except Trp2 and Phe4 contact another 
hydrophobic residue across the strand. The total hydrophobic accessible surface area of either 
of these peptides in the (3-hairpin conformation will therefore be smaller than that of a ran­
dom coil. This has several potential advantages for anti-microbial activity. First, the peptide 
will have high water solubility so that it can diffuse to where it is needed. Second, hydropho­
bic interactions between peptide and other molecules are reduced, inhibiting oligomerization 
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of the peptide while in aqueous solution. These first two properties are borne out by the ob­
servations that both wild type tachyplesin I and TPY4 are soluble and monodisperse at con­
centrations up to 1 mM. Third, the hydrophobic side chains can be easily transferred through 
the polar outer portion of the membrane. Finally, another possible advantage of a P-hairpin 
conformation over random coil is resistance to proteolytic degradation. In fact, tachyplesin I 
has been reported to be resistant to trypsin digestion (d). Defensin, a similar anti-microbial 
peptide with a disulfide stabililized P-turn, has been reported to be resistant to proteolysis in 
cyclized but not in reduced form (37). 
The second structural requirement for activity is the ability to rearrange to a more amphi-
philic conformation upon membrane association. This is provided in wild type tachyplesin by 
Arg5 and Argl4 which act as hinges. The corresponding rearrangement in TPY4 involves a 
frameshift of the P-hairpin. Tachyplesin I and TPY4 appear to be structurally adaptive and 
their high activity derives from the distinct structures the peptides adopt in solution and in the 
presence of a membrane. 
The anti-microbial activity of peptides is closely related to the composition of the patho­
gen membrane (8). Bacteria and fungi have negatively charged membranes, and the interac­
tion of cationic peptides like tachyplesin I is mediated in large part by electrostatic interac­
tions. Mammalian cells on the other hand, have generally neutral cell membranes for which 
cationic peptides do not have as high an affinity. We determined structures in the presence of 
the neutral, zwitterionic detergent DPC. It was not possible to solvate the anionic detergent 
SDS in the presence of either wild type tachyplesin I or TPY4 even in low molar excess (2-
fold). Earlier studies have also reported precipitation or turbid solutions when wild type 
tachyplesin I was mixed with negatively charged lipids (5, 7, 38). Certainly this indicates that 
ionic interactions may play an important role in the activity of tachyplesins. However, it 
would be an oversimplification to attribute tachyplesin's anti-microbial activity solely to 
desolubilization of anionic lipids. The lipid composition of microbial membranes varies, but 
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they generally contain significant fractions of both neutral and anionic lipids (39). In such an 
environment a complex between tachyplesin and anionic lipid might behave quite differently. 
There is, in fact, considerable evidence that tachyplesin inserts into and transverses mem­
branes (6, 7, 40). 
Matsuzaki et al. have proposed a mechanism for membrane permeabilization by tachy­
plesin I based upon data from RET experiments on chromophore-labeled vesicles and on 
cross membrane conductance measurements on planar bilayers (6). In their model tachyple­
sin I binds to the outer layer of a lipid bilayer without significantly perturbing the membrane, 
and then self associates to form anion selective pores. Some of the peptide molecules trans­
verse the bilayer to the inside of the membrane, with a translocation time scale of about 30 
seconds, and proceed to aggregate and form pores on the inner membrane. The conforma­
tional change observed for wild type tachyplesin I upon association with micelle is consistent 
with this mode of action because it results in increased hydrophobicity and amphiphilicity 
(Figures 7a-e). Increased hydrophobicity allows the peptide to efficiently traverse the mem­
brane interior. The increased amphiphilicity may orient peptide molecules with respect to the 
membrane/solvent interface and to each other and thus facilitate pore assembly. 
Perhaps the most striking feature of this system is that it is possible to replace four disul-
fide-linked cysteine residues in an anti-parallel p-sheet by tyrosines or phenylalanines, and 
maintain a very similar fold and anti-microbial activity. Our data (NMR solution structures 
and disruption of the P-hairpin by phenol but not cyclohexanol) suggest that aromatic ring 
stacking is responsible for stabilizing the P-tum in TPF4 and TPY4. Stabilization of p-tums 
by aromatic stacking has been previously observed in short peptides by NMR (31, 32). Re­
placing disulfide linked cysteine residues that stabilize p-tums in peptides with aromatic 
residues may therefore be a viable strategy for the design of linear peptides with specific 
folds. Such peptides would be expected to retain their fold under reducing conditions that 
would otherwise cleave disulfide bonds and result in a loss of activity. 
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Table 1 : Residues with side chains that have significant differences (at the 99% confidence 
interval) in side chain accessibility upon micelle association. 
Residues with Residues with 
side-chains that side-chains that 
are signifi­ are signifi­
cantly more ac­ cantly less ac­
cessible upon cessible upon 
micelle associa­ micelle associa­
tion tion 
Wild Type 
Tachyplesin I 
Val6, Tyr8, 
Tyrl3, Argl4, 
Argl7 
Lysl, Phe4, 
Arg9 
Val6, Tyr7, Lysl, Trp2, 
TPY4 Tyrl2, Tyrl6, Arg5, Arg9, 
Argl7 Ilell 
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Tachyplesin I 
TPA4 
TPY4 
TPF4 
K W c F R V C 
K W A F R V A 
K w Y F R V Y 
K w F 
3 
F R V F 
7 
10 
Y R G I 
Y R G I 
Y R G I 
Y R G I 
15 
Y R R 
Y R R 
Y R R 
Y R R 
R 
R 
R 
R 
16 
i^ ~NH 
H2N 
HN 
, -N 
.^hn 
NH 
,OH 
Q>4 N NH2 
0=/ / 
-—-A-*--
NH 
mr—^ jy 
~W^N NHÎ 
V- l 
Figure 1. a) Sequences of wild type tachyplesin I and its linear derivatives, TPY4, TPF4 and 
TP A4. Disulfide bonds are indicated with lines between Cys3 and Cysl6 as well as between 
Cys7 and Cysl2. b) Schematic representation of wild type tachyplesin I showing selected 
non-sequential NOEs as grey arrows. Disulfide bonds and cysteine residues are indicated in 
yellow, c) Ensemble of 30 solution structures of wild type tachyplesin I. d) Minimized aver­
age structure of wild type tachyplesin I in an aqueous environment. 
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7.He/ô6.H|l 
16.HN 2.He3 
8.9 8.8 8.7 8.6 8.5 8.4 8.3 8.2 8.1 8.0 7.9 7.8 7.6 7.5 7.4 7.3 7.2 7.1 7.0 6.9 6.8 6.7 6.6 
' H (ppm) *H (ppm) 
Figure 2. 2D 'H-NMR spectra of TPY4 at 4°C. Cross-strand NOE cross-peaks referred to in 
the text are indicated in bold type, a) NOESY in water, b) NOESY in water (portion of spec­
trum at lower contour level denoted by dashed line is shown for clarity) c) NOESY in D^O, 
d) TOCSY in D20. For all NOESY data, W is 500 ms. 
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0=k oh 
J-
(x, J . J-
XT - ^ 
Mi—^ 
Figure 3. a) TPY4 
schematic representation. 
Selected, non-sequential 
NOEs are represented as 
arrows. NOEs observed 
only at 4°C are drawn as 
dotted lines. The four 
tyrosine residues (Tyr3, 
Tyr7, Tyrl2 and Tyrl6) 
that were mutated from 
cysteine in wild type 
tachyplesin I are indicated 
in yellow, b) Ensemble of 
the 30 lowest energy 
solution structures of 
TPY4. c) Overlay of the 
30 low energy solution 
structures of TPY4 
(black) and wild type 
tachyplesin I (blue, with 
disulfide bonds indicated in yellow), d) overlay of the type I p-turn backbone residues for 
TPY4 (black) and wild type tachyplesin I (blue), e) 90° rotation of 30 TPY4 lowest energy 
structures shown in b, Tyr7 and Tyrl2 side chain heavy atoms are included and drawn in yel­
low. f) Minimized average structure of TPY4 showing parallel aromatic stacking of Tyr7 and 
Tyrl2. 
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3.4 
3.5 
3.6 
fc 3.7 
3.9 
4.0 
:.50 8.46 1.42 7.61 7.57 
!H (ppm) 
Figure 4. Portions of 2D TOCSY or NOESY (tmix = 500 ms) spectra. The peaks correspond 
to the GlylO amide to a proton cross-peaks for a) wild type tachyplesin I in water b) TPY4 in 
water c) TPF4 in water d) TPF4 in water plus 0.35 M cyclohexanol e) TPF4 in water plus 
0.35 M phenol f) TP A4 in water. 
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a 
0.6 
l.l 
1.6 
2.1 
I « 
3.1 
3.6 
4.1 
4.6 
5.1 
8.9 8.93 8.88 7.05 
'H (ppm) 
Figure 5. a) Slices of NOESY (W =100 ms), ROESY and TOCS Y spectra at 40°C of wild 
type tachyplesin I in the presence of 320 mM DPC showing an NOE from the Trp2 amide 
proton to the Arg9 H|3 proton (boxed). The NOE is not a result of spin diffusion because the 
phase of the corresponding crosspeak is negative in the ROESY spectrum. The positive 
crosspeaks of the ROESY spectrum are shown in red, while the negative peaks are in blue, b) 
Ensemble of minimized structures of wild type tachyplesin I in the presence of 320 mM 
DPC; as in Figure 1, the disulfide bonds are shown in yellow. 
NOESY ROESY TOCS Y 
N-terminus 
C-terminus 
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NOESY ROESY TOCSY 
0.6 
-11.HÔ 
1.6 
-11.Hp 
2.6 
•2.Ha 
3.6 
11.Ha 
2.Ha 
1.07 8.02 8.07 7.74 
C-terminus 
N-terminus 
Ile11 
8. 8.02 7.79 
'H (ppm) 
Figure 6. a) Slices of NOESY (tmix =100 ms), ROESY and TOCSY spectra for TPY4 in the 
presence of 320 mM DPC showing NOEs from the Trp2 amide proton to Ilel 1 Ha and side 
chain protons. The crosspeak from the Trp2 amide to the Ilel 1 Ha proton is also present and 
of negative phase in the ROESY spectrum. However, the two weaker NOEs to the side chain 
protons of Ilel 1 are not present in the ROESY spectrum, most likely due to the lower sensi­
tivity of this experiment. For clarity, only the crosspeaks of negative phase are drawn in the 
ROESY slice, b) Ensemble of the 30 lowest energy structures of TPY4 in the presence of 320 
mM DPC. 
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d] -O.ekcal/mol 
H -0.4 kcaVmol I » 
"T/Hp WT/Mic TPyvtifi TPY4/MK 
Arg9 
Arg17 
TyrS 
Arg14 
Arg5 
Arg17 
Arg5 
Tyrl6 
Arg14 
Arg9 
Arg17 
Lysl 
Arg15 
Tyr12 
Figure 7. a) Norms of 
hydrophobic integy moments at 
the -0.4 and -0.8 kcal/mol energy 
level for wild type tachyplesin I 
(WT) and TPY4 in water (H20) 
and in DPC micelles (Mic). 
Surface plots of minimized 
average structures of b) wild type 
tachyplesin I in aqueous solution, 
c) wild type tachyplesin I in the 
presence of 320 mM DPC, d) 
TPY4 in aqueous solution, and e) 
TPY4 in the presence of 320 mM 
DPC. The hydrophobic surfaces 
are colored in light grey, while the polar surfaces are shown in black. Hydrophobic surfaces 
that are significantly more solvent exposed in the micelle bound conformation, as determined 
by a Student's t-test at the 99% confidence interval, are indicated with a dashed line. 
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CHAPTER 7: COMPETING MODES OF SELF-ASSOCIATION IN THE 
REGULATORY DOMAINS OF BRUTON'S TYROSINE KINASE: 
INTRAMOLECULAR CONTACT VS. ASYMMETRIC HOMODIMERIZATION 
A paper published in Protein Science.1 
Alain Laederach, Kendall W. Cradic, Kristine N. Brazin, Jamillah Zamoon, D. Bruce Fulton, 
Xin-Yun Huang and Amy H. Andreotti 
Abstract: An NMR investigation of a fragment of the non-receptor Tec family tyrosine 
kinase, Btk, has revealed an intricate set of coupled monomer-dimer equilibria. The Btk 
fragment studied contains two consecutive proline-rich motifs followed by a single Src 
homology 3 (SH3) domain. We provide evidence for an asymmetric homodimer in which the 
amino-terminal proline sequence of one monomer contacts the opposite SH3 binding pocket, 
while the carboxy-terminal proline sequence of the other monomer is engaged by the second 
SH3 domain across the dimer interface. We demonstrate that the asymmetric homodimer 
structure is mimicked by a heterodimer formed in an equimolar mixture of complimentary 
mutants, one carrying mutations in the amino terminal proline stretch and the other within the 
carboxy-terminal proline motif. Moreover, a monomeric species characterized by an intra-
molecular complex between the amino terminal proline motif and the SH3 domain predom­
inates at low concentration. Association constants were determined for each of the competing 
equilibria by NMR titration. The similarity of the determined K* values reveals a delicate 
balance between the alternative conformational states available to Btk. Thus, changes in the 
local concentration of Btk itself, or co-localization with exogenous signaling molecules that 
have high affinity for either proline sequence or the SH3 domain, can significantly alter 
species composition and regulate Btk kinase activity. 
1 Protein Science, 2002,11:36-45 
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Introduction 
Phosphorylation of substrates by the catalytic action of protein kinases is a key chemical 
modification responsible for cellular signal transduction. Unlike the well-studied Src family 
of kinases, issues of structure and function are only beginning to emerge for the immunol­
ogical kinases of the Tec family (Mano 1999, Rawlings and Witte, 1995). To understand the 
mechanism of Tec kinase catalytic regulation, we have conducted a structural analysis of 
Bruton's tyrosine kinase (Btk), the protein for which genetic defects cause the human disease, 
X-linked agammaglobulinemia or XLA (Duriez et al. 1994; Ohta et al. 1994; Tsukada et al. 
1993). The domain structure of Btk (Vetrie et al. 1993) is shown in Figure 1A. Typical of the 
Tec kinases, Btk contains a pro line-rich region adjacent to a conserved Src homology 3 
(SH3) domain. SH3 domains are ubiquitous, non-catalytic adaptor modules that recognize 
and bind to proline-rich sequences (for review, see Kuriyan and Cowburn 1997). Structural 
data have recently clarified the role of SH3 domains in the regulation of Src family kinases 
(Sicheri et al. 1997; Xu et al. 1997). Intramolecular binding events involving both the SH3 
and the Src homology 2 (SH2) domains of Src kinases alter the conformation of active site 
residues within the kinase domain to down-regulate kinase activity. The Tec kinases, how­
ever, lack the carboxy-terminal regulatory phosphorylation site of the Src kinases (the 
intramolecular target for the Src SH2 domain) and instead contain an extended amino-
terminal region consisting of a Pleckstrin homology (PH) domain (Lemmon et al. 1996) and 
a Tec homology (TH) domain (Vihinen et al. 1994). The differences between domain struc­
tures of the Src and Tec kinase families suggest that control of Tec kinase activity is most 
likely accomplished via a distinct mechanism. 
Inspection of the primary amino acid sequences of the Tec family kinases (Figure 1 A) 
reveals potentially important differences within the PH and TH domains. In particular, Btk 
contains a stretch of two class I proline-rich motifs (Feng et al. 1994) that conform to the 
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consensus sequence of an SH3 ligand. It has been recently demonstrated that a Btk fragment 
that contains the two proline regions and the SH3 domain (denoted here as PrPrSH3) self-
associates in an z'/ztermolecular fashion (Hansson et al. 2001). This is in contrast to the T-cell 
analog, Itk (Heyeck and Berg 1993; Siliciano et al. 1992) which contains a single proline 
motif and adopts a fold in which the proline region contacts the SH3 binding pocket in an 
intramolecular fashion (Andreotti et al. 1997). We now report on NMR structural inves­
tigations of the Btk PrPrSH3 fragment that reveal the molecular details of self-association. 
We show that both intra- and intermolecular association modes are present for the Btk 
PrPrSH3 fragment, which raises interesting possibilities regarding the regulation of the Tec 
kinases. 
Results 
NMR analysis of Btk PrPrSH3 and corresponding mutants 
'H-15N heteronuclear single quantum coherence (HSQC) spectra consist of crosspeaks at 
specific 'H and 15N chemical shifts that correspond to the amide groups of the protein under 
study. The position of each crosspeak is extremely sensitive to the chemical environment of 
the corresponding NH group and therefore reflect changes that accompany binding. A super­
position of HSQC spectra (Mori et al. 1995) of the recombinant Btk PrPrSH3 fragment and 
the corresponding fragment in which the critical prolines in both proline stretches are mut­
ated to alanine (Pr*Pr*SH3) is shown in Figure IB. It is well established that mutation of 
these proline residues abolishes SH3 affinity for the resulting amino acid sequence (Feng et 
al. 1994). In fact, the crosspeaks in the HSQC spectrum of a fragment consisting of the Btk 
SH3 domain alone are an exact subset of those of the double mutant Pr*Pr*SH3, indicating 
that the SH3 domain ligand binding pocket is unoccupied in this mutant (data not shown). 
The residues defined by the crosspeaks exhibiting chemical shift differences between the 
double mutant and wild type PrPrSH3 map out the contiguous, previously well-defined 
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proline ligand binding pocket (Yu et al. 1992) of the Btk SH3 domain (Figure 1C). 
To determine the precise role of the two proline sequences in mediating dimerization of 
PrPrSH3, we characterized two additional Btk 'single' mutants, Pr*PrSH3 and PrPr*SH3 
(see figure caption 1 A) by NMR spectroscopy. First, NMR linewidths were analyzed at high 
(1.5 to 2.0 mM) and low concentrations (0.03 to 0.05 mM) to determine the predominant 
aggregation state of the 'single' mutants. At high concentration, average NMR linewidths 
ranged from 24 to 31 Hz for both 'single' mutants and wild type PrPrSH3, whereas they 
ranged from 15 to 19 Hz for all three proteins at low concentrations. Linewidths for 
Pr*Pr*SH3 were constant between 0.4 and 3.5 mM and ranged from 15 to 19 Hz. Thus, Btk 
fragments that contain at least one intact proline motif dimerize in solution, whereas the 
double mutant does not. To ascertain whether dimerization of the 'single' mutants occurs via 
interactions mediated by the SH3 binding pocket contacting the proline rich ligand, the 
chemical shift differences between each of the 'single' mutants and Pr*Pr*SH3 were ana­
lyzed. Significant chemical shift perturbations occur for the same residues as were identified 
for wild type Btk PrPrSH3 when compared to double mutant and therefore map out the same 
well-defined binding pocket of the SH3 domain (Figure 1C). However, the magnitude of the 
chemical shift changes for the 'single' mutants as compared to Pr*Pr*SH3 appears to be less 
than for wild type protein (Figure IB). 
Progressive changes in the positions of 21 of 67 crosspeaks in the HSQC spectra of each 
of the proteins, PrPrSH3, Pr*PrSH3 and PrPr*SH3, were observed as protein concentration 
was varied. Representative plots of the proton resonance frequency of W251(NHE) versus 
protein concentration are shown in Figure 2 for the two 'single' mutants, wild type Btk 
PrPrSH3 and the monomelic 'double' mutant Pr*Pr*SH3. For a system in fast exchange the 
observed chemical shift is the weighted average of the chemical shifts of reporters in the two 
exchanging species, as given by Equation 1 (Cheng et al. 1985): 
ôobs = ôm+(ôd - ôm)/d (1) 
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where ô0bs> ôm, and ôd are the observed, monomelic (at infinite dilution) and dimeric (at 
infinite concentration) chemical shifts, respectively. The mole fraction of dimer (/d) is 
calculated according to a monomer-dimer equilibrium model (Equation 2), and is given by 
Equation 3 (Cheng et al. 1985): 
where ZaMD is the observed association constant (the 'MD' superscript indicates that it was 
obtained based on a monomer-dimer equilibrium model), and the zero subscript indicates 
total protein concentration. 
Observed association constants, Sm, and values were determined by three parameter 
least squares fitting of Equation 1 to the concentration dependence of the proton chemical 
shift for five different SH3 domain residues: W251(NHe) (Shown in Figure 2), 1264, N267, 
W252, and R253. The values of Kf were then averaged for each protein giving values of 
0.5±0.1,0.8±0.1 and 0.3±0.1 ([mM]"1) for wild type PrPrSH3, Pr*PrSH3 and PrPr*SH3, 
respectively. For PrPrSH3, tryptophan fluorescence intensity (340nm) was linear with respect 
to concentration over the range of 20 pM to 70 pM (data not shown). Therefore, negligible 
association occurs at these concentrations, in agreement with the association constants 
determined by NMR spectroscopy. 
Analysis of the extrapolated monomeric chemical shifts (Sm) 
The system is in fast exchange, relative to the NMR timescale, and so the magnitude of 
the chemical shift perturbations for residues in the SH3 binding pocket can be used as a 
measure of relative SH3 occupancy by a proline ligand. Interestingly, the asymptotic limits 
2M -« ~ M% (2) 
2[M2] J\  + SKa M D[Ml-l  
J d  [M] + 2[M2] J l  + SKa M D[Ml+\ 
(3) 
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of the binding curves (and therefore SH3 occupancy in the monomeric and dimeric forms) 
for each of the related Btk fragments are different. As can be seen in Figure 2, the mono­
meric chemical shifts (denoted <^ntra), for PrPrSH3 and PrPr*SH3 are nearly equal. The 
corresponding values for the Pr*PrSH3 mutant and the double mutant (denoted <S^r*Pr* ) are 
also nearly equal and are different from <^ntra. This is the case for all SH3 residue frequencies 
that show significant concentration dependent chemical shift changes. 
To explain these results, we propose a structural model for Btk in which the amino-ter-
minal proline sequence contacts the adjacent SH3 domain-binding pocket in an intra­
molecular fashion in both wild type PrPrSH3 and PrPr*SH3 (Figure 3A). The Btk 
intramolecular interaction competes directly with dimer formation since both binding events 
require occupancy of the same SH3 binding pocket. The value of Sm for the Pr*PrSH3 
mutant indicates that the carboxy-terminal proline stretch within Btk does not contact the 
SH3 pocket in an intramolecular fashion. The intramolecular association mode observed here 
for Btk is analogous to that observed previously for the homologous proline-SH3 containing 
Itk fragment (Andreotti et al. 1997). However, the Itk fragment does not dimerize at higher 
concentrations. 
Analysis of the extrapolated dimeric chemical shifts (Sj) 
The extrapolated chemical shift values corresponding to infinite concentration (ôa) also 
reveal differences among the Btk constructs studied. The limits of the chemical shift at high 
concentration for both 'single' mutants (denoted <?Jr*Pr and £jrPr* in Figure 2) are approx­
imately the same, whereas the extent of chemical shift perturbation resulting from wild type 
dimer formation ( <i>JrPr in Figure 2) is significantly greater. This suggests that the population 
of occupied SH3 binding pockets of the 'single' mutants is less (approximately half) than that 
of wild type in the dimer form. Proposed association modes for the 'single' mutants are 
depicted in Figure 3B for Pr*PrSH3 and for PrPr*SH3. 
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We have established that both Btk 'single' mutants (Pr*PrSH3 and PrPr*SH3) and wild 
type PrPrSH3 dimerize and that the extent of SH3 occupancy in the 'single' mutants and wild 
type is different. Furthermore, the molecular surface mapped by chemical shift perturbations 
is the same in all three cases, and corresponds to the SH3 proline binding pocket. If only a 
single proline stretch were responsible for the intermolecular association in wild type 
PrPrSH3, then either the Pr*PrSH3 or the PrPr*SH3 mutant would not dimerize, while the 
other 'single' mutant would behave similarly to wild type. Thus, the most plausible structural 
model for Btk PrPrSH3 dimerization is an asymmetric homodimer in which one of the two 
SH3 binding pockets in the dimer contacts the amino-terminal proline sequence, while the 
other SH3 domain binds to the carboxy-terminal proline sequence (Figure 3C). 
Mixture of complimentary mutants mimic wild type Btk PrPrSH3 
To ascertain whether the PrPrSH3 fragment forms the proposed asymmetric homodimer, 
we carried out NMR titration experiments using mixtures of complimentary 'single' mutants. 
As we have already shown, the 'single' mutants alone form a homodimer in which one of the 
SH3 proline binding sites is unoccupied (Figure 3B). However, for a mixture of 'single' 
mutants (Pr*PrSH3 and PrPr*SH3), formation of the asymmetric heterodimer in a manner 
that mimics the putative wild type asymmetric homodimer (i.e., having two occupied proline 
binding sites) is possible (Figure 3D). 
Addition of unlabeled 'single' mutant (Pr*PrSH3) into a sample of the 15N-labeled com­
plimentary mutant (PrPr*SH3) should shift the equilibrium toward occupied SH3 domain if 
asymmetric homodimerization occurs. Indeed, the position of the crosspeak corresponding to 
W251(NHe) (Figure 4A) shifts significantly in the presence of 0.2 and then 0.4 equivalents of 
complimentary unlabeled Pr*PrSH3 mutant. Similar shifts are observed for all SH3 
crosspeaks corresponding to residues within the proline binding pocket. The direction of the 
observed chemical shift perturbation is toward that of occupied SH3 domain (i.e., that of 1 
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mM wild type PrPrSH3). The only proline motif that can cause the observed shift is the 
carboxy-terminal stretch of the unlabeled mutant (Pr*PrSH3) which binds to the SH3 pocket 
of 15N-labeled PrPr*SH3 in an intermolecular fashion. In the 'reverse' titration (addition of 
unlabeled PrPr*SH3 into a sample of 15N-labeled Pr*PrSH3) similar chemical shift 
perturbations are observed (Figure 4B). In this case, the amino-terminal proline stretch must 
be responsible for the observed shifts in the labeled SH3 domain. Combined, these data 
demonstrate that asymmetric dimer formation is possible. 
An additional experiment was conducted in which a 1 mM solution of 15N-labeled 
PrPr*SH3 was combined with an equivalent volume of 1 mM 15N-labeled Pr*PrSH3. This 
sample was then serially diluted, and HSQC spectra were collected. Two HSQC crosspeaks 
appear for each residue in the SH3 proline binding pocket (Figure 4C, inset), corresponding 
to the two proteins, Pr*PrSH3 and PrPr*SH3. The appearance of two peaks for each residue 
is due to the fact that the two species (Pr*PrSH3 and PrPr*SH3) are not in chemical ex­
change, and have different resonance frequencies at low concentration (Figure 2). PrPr*SH3 
can associate in an intramolecular fashion whereas Pr*PrSH3 can not, giving rise to distinct 
Sn values. As protein concentration is increased, the resonance frequency difference between 
the two peaks diminishes and both crosspeaks shift toward the frequency of occupied SH3. 
However, the concentration dependent behavior of the crosspeaks corresponding to each 
protein in the mixture differs from that observed when the 'single' mutants are analyzed 
separately (as in Figure 2). The difference arises from the fact that Pr*PrSH3 and PrPr*SH3 
can interact with each other and form the putative asymmetric heterodimer. Given the self-
association constants for the 'single' mutants and wild type PrPrSH3, the behavior of the 
mixture can be predicted. 
Quantitative analysis of the competing equilibria 
The predicted concentration dependence of the resonance frequencies for each crosspeak 
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and the observed experimental values are plotted in Figure 4C. The equilibrium model used 
to predict the concentration dependence of the chemical shifts for the mixture of 'single' 
mutants was developed by first determining K'a, the intramolecular association constant of 
either PrPr*SH3 or PrPrSH3. Since both SH3 pockets are occupied in wild type PrPrSH3 
dimer, S^rPT (see Figure 2) is the chemical shift of a species with fully occupied SH3 pockets, 
whereas <^r*Pr* represents the chemical shift of the unoccupied species. We can therefore 
calculate K'a as the ratio of occupied to unoccupied SH3 pockets in the monomer, as defined 
in Equation 4: 
where <5Pr*Pr* is the chemical shift of Pr*Pr*SH3, and £jrPr is the extrapolated chemical shift 
of dimeric PrPrSH3. £™tra is the extrapolated chemical shift corresponding to either 
monomelic wild type PrPrSH3 or monomelic PrPr*SH3. The determined values of K'a are 
0.28 ± 0.05 and 0.29 ± 0.06 for Btk PrPrSH3 and PrPr*SH3, respectively. 
We assume that the system is at equilibrium and that six species are present: PrPr*SH3 
monomer intramolecularly bound, PrPr*SH3 monomer not intramolecularly bound, 
Pr*PrSH3 monomer, PrPr*SH3 homodimer, Pr*PrSH3 homodimer, and Pr*PrSH3 plus 
PrPr*SH3 heterodimer. These are denoted A', A, B, A2, B2, and AB, respectively. Four 
equations govern the system (Equations 5 through 8): 
rintra _ oPr'Pr* 
m m (4) 
(5) 
(6) 
(7) 
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(8) 
Secondly, the SH3 occupancy of the dimeric forms of both 'single' mutants is taken to be 
half that of wild type PrPrSHS. 
The four association constants defined in Equations 5 through 8 are determined through 
analysis of the distinct association mechanisms of mutant and wild type fragments. The only 
association mechanism for Pr*PrSH3 (denoted B) is dimerization without competition from 
intramolecular self-association and so the observed association constant for this protein can 
be used as the value for Kb in Equation 7. The K'a value determined using Equation 4 is used 
for K'a in Equation 5. 
We have already determined K"d for PrPr*SH3 and PrPrSH3 using a simple monomer-
dimer equilibrium model (Equation 2). However, the conformational ensemble of these 
proteins includes the intramolecular complex in addition to dimer. Therefore, three species 
are present: intramolecularly bound monomer (A' ), free monomer (A), and dimer (A2) and 
two equations govern the system (i.e., Equations 5 and 6). It can be shown (see Supplemen­
tary Material), that the observed association constant (K^D) obtained when fitting a simple 
monomer-dimer equilibrium model to a system governed by Equations 5 and 6 is related to 
K'a and Ka by Equation 9: 
The observed association constant for PrPr*SH3 may therefore be used to calculate the 
value of Ka in Equation 6 by use of Equation 9. Similarly, the observed association constant 
of wild type PrPrSH3 is used to calculate the value of Kab in Equation 8 using Equation 9 
(substituting Kab for Ka). In so doing, we are assuming that the free energy of asymmetric 
heterodimer formation (PrPr*SH3 plus Pr*PrSH3) is equal to that of wild type homodimer. 
Including the mass balance for species A and B, we have a set of six equations with six 
Kud(I = (9) 
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unknowns that can be solved numerically. The equilibrium concentration of all species 
present can thus be calculated as a function of the total amount of each complimentary 
mutant in solution. The observed chemical shift for each species can then be computed by 
using Equation 1, with <5jPr*Pr* and <5PrPr substituted for 8m and ôd, respectively. The/d 
parameter in Equation 1, thus becomes the mole fraction of occupied to total SH3 pockets 
giving rise to the NMR signal. For the crosspeak corresponding to Pr*PrSH3, the value of 
/Jr*Pr is calculated using Equation 10: 
fPr*Pr = [#2 ] + — (io) 
[B\+[AB] + 2[B2 \  K  )  
Similarly, for the crosspeak resulting from the PrPr*SH3 species, /j>rPr* is defined in 
Equation 11: 
/•prPr* = (l n 
J s m  [A']+[A]+[AB]+2[A2 \  K  '  
Each numerator in Equations 10 and 11 is the total molar concentration of occupied SH3 
pockets whereas the denominators are the total molar concentration of SH3 pockets giving 
rise to the respective signals. 
We predicted the concentration dependent behavior of both crosspeaks in Figure AC based 
only on the results of our initial experiments without adjusting any parameters. The agree­
ment between the predicted and experimental concentration behavior supports the 
assumptions made in our model. Importantly, the assumption that the free energy of 
heterodimer formation (Pr*PrSH3 plus PrPr*SH3) is equal to that of wild type PrPrSH3 
homodimer formation is borne out by the accurate prediction of experimental observations. 
A priori, it is not evident that the free energy of formation of the heterodimer should equal 
that of the homodimer. From a statistical mechanical standpoint, we must consider the effect 
of the distinguishability of the two subunits on the free energy of formation of the hetero­
dimer. Consider a symmetry operation that interconverts the two monomelic subunits of the 
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putative PrPrSH3 dimer as shown in Figure 3E. If we do not distinguish between the two 
monomelic subunits (i.e., the dimer is a homodimer) then the dimers in Figure 3E are 
identical. Therefore, a homodimer has a symmetry number of two (Davidson, 1962). If we 
now consider the monomelic subunit (SH3') to be distinguishable from the other (SH3) (e.g., 
a residue not involved in mediating dimerization is mutated in SH3'), then the two dimers in 
Figure 3E are not identical. The symmetry number of the resulting heterodimer will be one, 
because no symmetry operation other than identity yields an identical dimer. A consequence 
of this difference in symmetry numbers is that the association constant of the heterodimer 
will be twice that of the homodimer (Davidson 1962, Ben Nairn 1989). One might therefore 
expect the association constant of the heterodimer formed by mixing Pr*PrSH3 and 
PrPr*SH3 to be twice that of the wild type PrPrSH3 homodimer. 
The heterodimer formed by mixing Pr*PrSH3 and PrPr*SH3 is different from the case 
described above in that the residues we mutate are involved in mediating dimerization. In the 
Btk heterodimer (Figure 3D), two of the four SH3 ligands (proline rich stretches) that 
mediate dimerization are mutated. As a result, we have eliminated half of the potential stable 
structures contributing to the association constant of the heterodimer. This cancels out the 
factor of two in the association constants that would arise due to the different symmetry 
numbers of the homo- and heterodimers. Thus, the association constants of the Btk hetero-
and homodimer will be equal, resulting in equal free energies of formation as assumed in our 
prediction (Figure 4C). 
The free energies of formation of the homo- and heterodimers may nonetheless differ due 
to changes in solvation energies or conformational differences that are the result of proline to 
alanine mutations. However, given the good agreement between predicted and observed 
experimental values, we believe these differences are negligible. Thus, the data support the 
wild type asymmetric self-association model depicted in Figure 3C. 
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Discussion 
Careful investigation of the self-association of the Btk PrPrSH3 fragment has revealed an 
intricate and novel set of coupled equilibria. The Btk PrPrSH3 polypeptide fragment contains 
two ligands (proline-rich motifs) and a single ligand-binding surface (SH3 domain). Each of 
these entities is involved in stabilizing an asymmetric homodimer, in which one of the two 
SH3 binding pockets in the dimer makes mteraiolecular contacts to the amino-terminal 
proline sequence, while the other SH3 domain binds to the carboxy-terminal proline motif 
across the dimer interface. At low concentrations, a monomelic species that involves the 
amino-terminal proline ligand bound in an mframolecular fashion to the ligand-binding 
surface of the adjacent SH3 domain predominates. A related protein fragment of the p85 
subunit of phosphatidylinositol 3-kinase that contains a single proline motif adjacent to an 
SH3 domain has also been shown to dimerize in solution but does not exhibit the set of 
multiple equilibria that we have described here for Btk (Chen and Schreiber 1994). Further­
more, the results presented here for Btk reveal differences among the Tec kinases them­
selves. The first structural information reported for a Tec kinase involved characterization of 
the intramolecular complex formed by the proline-rich region of Itk and the neighboring SH3 
domain (Andreotti et al. 1997). The most notable difference between Itk and Btk is that Itk 
self association is intramolecular while Btk dimerizes and adopts an intramolecular 
arrangement. Interestingly, the intramolecular complexes formed by Itk and Btk differ. As 
can be seen in the sequence alignment in Figure 1, the proline rich motif of Itk appears to 
correspond to the carboxy-terminal proline stretch in Btk, yet it is the amino-terminal Btk 
proline rich motif that interacts intramolecularly with the Btk SH3 domain. The molecular 
determinants of the various conformational states of the Tec kinases have yet to be eluci­
dated. Differences in the SH3 domains, the linker regions, and the proline rich stretches may 
all contribute to the precise mode of self-association. 
The association constants for each of the binding events involving the Btk PrPrSH3 
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fragment were measured by the combined application of mutagenesis and NMR spectro­
scopy. The concentration dependence of the mixture of complimentary mutants was 
accurately predicted by assuming a similar asymmetric association mode to that of wild type 
Btk PrPrSH3. It appears that the lower occupancy association modes (Figure 3B) for the 
'single' mutants (PrPr*SH3 and Pr*PrSH3) are not significantly populated in the case of wild 
type PrPrSH3. Rather, the Btk PrPrSH3 fragment favors formation of the asymmetric 
homodimer structure. 
The measured association constants indicate that dimerization of Btk PrPrSH3 is a rel­
atively weak interaction. The studies presented here were carried out on a small fragment of 
Btk and it is conceivable that full-length protein may dimerize via the interactions described 
here but with greater affinity. In fact, dimerization of full-length Btk has been observed in 
both gel filtration assays and mammalian cell systems (X.-Y. Huang, unpublished results). 
Interestingly, fragments of Itk comprised of the SH3 and SH2 domains also form dimers in 
solution albeit via molecular contacts that are distinct from the proline-SH3 interactions 
described here (Brazin et al. 2000). Together with X-ray crystallographic data that indicate 
that the PH domain of Btk has a propensity to dimerize (Hyvonen and Saraste 1997) it is 
becoming apparent that the regulatory domains of the Tec kinases are predisposed under 
some conditions to form specific dimers. 
It is possible that self-association plays a role in regulating Tec family kinase activity. 
Biochemical investigations into the mechanism of Btk regulation have indicated that PH 
domain-phosphatidylinositol recognition is responsible for translocating Btk to the plasma 
membrane where activation proceeds (Kawakami et al. 1994; Li et al. 1997; Bolland et al. 
1998; Nisitani et al. 1999). Membrane association is likely accompanied by an increase in the 
local concentration of Btk that would shift the equilibrium toward dimer. Thus, the intra- and 
intermolecular species that we have described for the PrPrSH3 fragment of Btk may rep­
resent conformational states at distinct points along the activation pathway. 
166 
DNA mutations in both proline-rich regions and the SH3 domain of the Btk gene have 
been detected in XLA patients (Vihinen et al. 1999). Our results show that mutations in 
either the amino- or carboxy-terminal proline stretches, have profoundly different effects on 
the dominating species in solution. Mutation of the amino-terminal proline sequence 
(Pr*PrSH3) eliminates the intramolecular interaction. Mutations in the SH3 pocket that 
reduce the domain's affinity for proline rich sequences would be expected to have the same 
effect as mutation of both proline stretches (Pr*Pr*SH3): elimination of both intra and 
mteraiolecular association. Thus, the competing equilibria (intra- and internîolecular 
association) involving the PrPrSH3 fragment present a novel system for control of the 
monomer-dimer equilibrium that could be significantly altered by genetic mutation. 
Any exogenous molecule with affinity for either proline sequence or the SH3 domain of 
Btk (Cheng et al. 1994; Yang et al. 1995) also has the potential to significantly alter the 
equilibrium species composition of wild type PrPrSH3. In fact, direct interactions between a 
heterotrimeric guanine nucleotide binding protein and the region of Btk that contains the 
PrPrSH3 sequence studied here results in stimulation of Btk kinase activity (Bence et al. 
1997; Ma and Huang 1998). It is also possible that the mechanism of G protein activation is 
linked to changes in the Btk monomer-dimer equilibrium. As the precise signaling events that 
control Btk kinase activation are elucidated, it will be important to consider how the intra-
and intermolecular modes of self-association presented here contribute to substrate binding 
and control of catalytic activity. 
Materials and Methods 
Inserts encoding the desired domains of Btk were generated by PCR and were subcloned 
into the BamHI and EcoRI sites of pGex-2T (Amersham Pharmacia, Piscataway, NJ 08855) 
to generate glutathiones-transferase (GST) fusion proteins. Domain boundaries of Btk 
constructs: Btk SH3 domain (residues 216-275), and PrPrSH3 (residues 175-275). Proline to 
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alanine mutations were introduced using PCR at Pro 189 and Pro 192 for Pr*PrSH3 and at 
Pro203 and Pro206 for PrPr*SH3. (All four proline residues are mutated to alanine in the 
Pr*Pr*SH3 construct.) Protein expression and purification was carried out as described 
previously (Brazin et al. 2000). Buffer conditions for each sample were as follows: 50 mM 
sodium phosphate, pH 7.4,150 mM NaCl, 2 mM DTT, 0.02% NaNs, 25°C. *H and 15N 
chemical shifts are referenced to external DSS at 0 ppm (Markley et al. 1998). HSQC spectra 
were acquired as described (Brazin et al. 2000) on a Bruker DRX 500 spectrometer operating 
at 499.867 MHz. Fluorescence data were collected using identical buffer conditions as NMR, 
on an SLM 8100 fluorometer at excitation and emission wavelengths of 295 nm and 430 nm, 
respectively. Numerical solutions to Equations 5 through 8, and fitting of data to Equation 1 
was done by non-linear regression using the MATLAB (Version 5.3.1, The Mathworks Inc., 
Natick, MA 01760-2098) suite of programs. 
Supplementary material in electronic appendix: In the supplementary material we derive 
Equation 9 of this manuscript. The file is saved in Adobe PDF format, and called: 
Btksupplemental.pdf. 
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Figure 1. (A) Domain structure of Btk and sequence alignment of a portion of Btk 
(residues 175 to 226) and related Tec family members (Bolen 1995) Tec, Itk and Rlk (Acc­
ession numbers XM010110, P24604, A43030, and A55631, respectively). The amino- and 
carboxy-terminal proline-rich (Pr) sequences within the TH domain are delimited by blue 
boxes. (Itk and Rlk each contain only a single Pr region.) Asterisks indicate the specific 
proline residues that are mutated to alanine in the Pr* mutants. Thus, Pr*Pr*SH3 is used to 
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denote a 'double' mutant in which the two critical prolines in both motifs have been mutated 
to alanine. Likewise, the 'single' mutants, Pr*PrSH3 and PrPr*SH3, each contain two Pro to 
Ala substitutions in the amino- and carboxy-terminal Pr regions, respectively. The amino-
terminal domain boundary of the SH3 domain is indicated in the alignment. 
(B) Overlay of a portion of four 'H-15N HSQC spectra of recombinant PrPrSH3 and 
corresponding mutants. Crosspeaks for wild type PrPrSH3 protein are red, those for the 
amino-terminal proline mutant (Pr*PrSH3) are green, those for the carboxy-terminal mutant 
(PrPr*SH3) are blue and those for the construct in which both proline motifs are altered 
(Pr*Pr*SH3) are black. The concentration of each sample is ImM. Spectral assignments for 
the Btk SH3 domain have been reported previously (Hansson et al. 1998). Residues that 
define the SH3 binding pocket show extensive chemical shift perturbations (denoted with 
arrows) when the indicated proline residues are mutated to alanine. Residues outside of the 
SH3 binding pocket appear at the same chemical shift regardless of mutations. 
(C) Proline rich peptide bound to the Btk SH3 domain (Tzeng et al. 2000). Residues 
exhibiting significant chemical shift differences (greater than 0.15 ppm, indicated in red) 
between monomelic Pr*Pr*SH3 and wild type PrPrSH3 define the canonical SH3 binding 
groove (Yu et al. 1992). The n-Src and RT loops lining the proline-binding groove are 
labeled as well as the 'specificity' pocket that has been shown previously to contact ligand 
residues amino-terminal to the core proline motif (Feng et al. 1995). A similar analysis for 
each of the 'single' mutants (Pr*PrSH3 and PrPr*SH3) reveals the same binding surface (not 
shown). Surface plot rendered using MolMol (Molecular Analysis and Molecular Display, 
Koradi et al. 1996) from the PDB file 1QLY. 
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Figure 2. Concentration dependence of chemical shift for W251(NH6) in the context of 
wild type PrPrSH3 (u), Pr*PrSH3 (•), PrPr*SH3 (a) and Pr*Pr*SH3 (X) are shown. Data 
were fit to a monomer-dimer equilibrium model (Equations 2 and 3). Extrapolated values of 
the chemical shift at infinite dilution for PrPr*SH3, and PrPrSH3 (^™tra) as well as Pr*PrSH3 
and pr*Pr*SH3 (^,r*Pr*) are shown. Extrapolated values of the chemical shift at infinite 
concentration for both 'single' mutants ( <^rPr* and <?Jr*Pv ) and wild type PrPrSH3 (^rPr) are 
also indicated. Very small chemical shift changes are observed for Pr*Pr*SH3, indicating 
non-specific aggregation at high concentrations. 
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Figure 3. Schematic depictions of the PrPrSH3 fragments studied and the corresponding 
equilibria as determined by NMR. (A) The amino-terminal proline motif can occupy the SH3 
binding groove in an mfmmolecular fashion. (B) Dimerization of each of the 'single' mutants 
(Pr*PrSH3 and PrPr*SH3) results in partial SH3 occupancy. (C) Proposed asymmetric 
association mode of wild type PrPrSH3. (D) Mixture of complimentary 'single' mutants that 
mimic wild type asymmetric dimer. (E) A symmetry operation on the proposed homodimer 
that interconverts the two subunits. 
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Figure 4. (A) Overlay of five separately acquired HSQC spectra showing the crosspeak 
for W251(NHe). A: 1.2 mM Pr*Pr*SH3, i: 1 mM PrPr*SH3, ii: 1 mM PrPr*SH3 plus 
addition of 0.2 mM unlabeled Pr*PrSH3, iii: 1 mM PrPr*SH3 plus a total of 0.4 mM 
unlabeled Pr*PrSH3, B: 1 mM wild type PrPrSH3. Peaks A and B indicate the position of 
W251(NHe) for unbound SH3 domain and occupied SH3 domain, respectively. 
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(B) A titration similar to (A), but with a reversed labeling scheme. A: 1.2 mM Pr*Pr*SH3, 
i: 1 mM Pr*PrSH3, ii: 1 mM Pr*PrSH3 plus addition of 1 mM unlabled PrPr*SH3, B: 1 mM 
PrPrSH3. Observed shifts are due to protein-protein interaction and not to changes in salt 
concentration that result from addition of lyophilized protein sample to the NMR tube. 
(C) Data obtained from six separate HSQC experiments carried out on equimolar mixtures 
of complimentary mutants (Pr*PrSH3 and PrPr*SH3). The concentration dependence for the 
proton chemical shift of W251(NHE) is shown, for crosspeaks corresponding to Pr*PrSH3 (v) 
and PrPr*SH3 (a). A pair of peaks are observed due to the two distinct species in solution. 
The predicted concentration behavior, resulting from an analysis of the four competing 
equilibria defined in Equations 5 through 8 is shown as a line, and agrees well with the 
observed values. Inset: An overlay of the W251(NH8) region of two HSQC spectra (mixtures 
of 0.3 mM of each mutant and 0.06 mM of each mutant, gray and black, respectively), shows 
two distinct crosspeaks as described. Points which represent the data shown in the inset are 
indicated by appropriately shaded arrows. 
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CHAPTER 8: DETERMINANTS OF INTRA VS. INTERMOLECULAR SELF-
ASSOCIATION WITHIN THE REGULATORY DOMAINS OF RLK AND ITK 
A paper accepted for publication in the Journal of Molecular Biology 
Alain Laederach, Kendall W. Cradic, D. Bruce Fulton and Amy H. Andreotti 
Abstract: A protein fragment from the Tec family member Rlk (also known as Txk) con­
taining a single proline-rich ligand adjacent to a Src homology 3 (SH3) domain has been 
investigated by nuclear magnetic resonance (NMR) spectroscopy. Analysis of the concen­
tration dependence of the chemical shifts, NMR linewidths and self-diffusion coefficients 
reveal that the Rlk fragment dimerizes in solution. Mutation of two critical prolines in the 
proline-rich ligand abolishes dimerization. Furthermore, analysis of the extrapolated chem­
ical shifts at infinite dilution reveal that intramolecular binding of the proline-rich ligand to 
the SH3 domain is disfavored. This is in contrast to the corresponding fragment of Itk, for 
which the proline-rich ligand/SH3 interaction occurs exclusively in an intramolecular fashion 
and no intermolecular binding is observed. Comparison of the Itk and Rlk sequences reveals 
that Rlk contains five fewer residues than Itk in the linker region between the proline-rich 
ligand and the SH3 domain. To assess whether linker length is a molecular determinant of 
intra- versus intermolecular self-association, we varied the length of the linker in both Rlk 
and Itk and analyzed the resulting variants by NMR. Intramolecular binding in Itk is reduced 
by shortening the linker and conversely a longer linker between the proline-rich ligand and 
the SH3 domain in Rlk enhances intramolecular self-association. Association constants for 
the binding of peptides corresponding to the proline-rich ligand with their respective SH3 
domains were also measured by NMR. The protein/peptide data combined with the assoc­
iation constants for binding of each proline-rich peptide to the corresponding SH3 domain 
provide an explanation for the opposing modes of self-association within the otherwise 
closely related Rlk and Itk proteins. 
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introduction 
The Src homology 3 (SH3) domain is one of the most well characterized protein binding 
modules studied to date1"3. This small domain appears in nearly 300 protein sequences and 
mediates interactions with recognition sites that contain multiple proline residues4. The 
proline-rich ligand/SH3 interaction is of modest affinity yet appears to play important, 
diverse roles in the cell, ranging from the control of enzymatic activity to the formation of 
multiprotein complexes3. Despite extensive study, the factors that govern the specificity of 
SH3-mediated interactions have not been fully elucidated2. Thus, our ability to predict 
protein interaction partners and the precise molecular determinants that govern these 
interactions still needs improvement. 
The presence of a proline-rich ligand adjacent to an SH3 domain is a defining charac­
teristic of the Tec family of non-receptor tyrosine kinases5,6. The Tec kinases comprise the 
second largest family of non-receptor tyrosine kinases, are expressed in hematopoietic cells, 
and include Rlk(Txk), Itk(Tsk), Btk, Bmx and Tec7'8. We and others have previously carried 
out structural characterization of Itk, Btk and Tec protein fragments that contain both the 
proline-rich ligand and the SH3 domain9"14. Both Btk and Tec contain two proline-rich ligand 
sequences and have been shown to self-associate via an intramolecular proline/SH3 inter­
action as well as an intermolecular proline/SH3 interaction to form dimer11'13. In contrast, the 
Itk fragment containing a single proline-rich ligand adjacent to the SH3 domain is mono­
melic and the interaction between the proline ligand and SH3 domain is exclusively intra­
molecular9. These differences are notable and may indicate differences in the mechanisms by 
which the Tec kinases participate in their respective signaling pathways and by which their 
respective catalytic activities are regulated. 
Resting lymphocyte kinase (Rlk/Txk) differs from the Itk, Btk and Tec kinases in that 
Rlk lacks the amino-terminal pleckstrin homology (PH) domain and the 'Btk motif of the 
Tec homology (TH) domain15,16. Rlk, like Itk, contains a single proline-rich SH3 consensus 
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ligand sequence instead of the two proline ligands of Tec and Btk17. According to sequence 
alignment and structural characterizations of the proline-SH3 fragments of Tec, Booker and 
co-workers predict that the corresponding Rlk proline-SH3 fragment would engage in inter­
molecular binding rather than intramolecular self-association as described for Itk13. In this 
first nuclear magnetic resonance (NMR) spectroscopy study on Rlk, we confirm this pre­
diction and show that the proline/SH3 fragment of Rlk dimerizes in solution via the canonical 
proline-SH3 interaction. Moreover, we provide data which show that two factors, the number 
of residues that link the proline region and the SH3 domain (Figure la), and the affinity of 
the proline sequence for the adjacent SH3 domain, determine the extent to which 
intramolecular self-association is favored. 
Results 
NMR analysis of the Rlk and Itk PrSH3 constructs and corresponding mutants 
To investigate the nature of Rlk and Itk self-association, eight uniformly 15N-labeled Rlk 
and Itk fragments (Rlk 5N-PrSH3, Rlk 5N-Pr*SH3, Rlk PrSH3, Rlk 5N-PrSH3(ADD), Rlk 
SH3, Itk 5N-PrSH3, Itk 5N-PrSH3(DEL) and Itk SH3) were expressed in bacteria and 
purified (Figure lb). Rlk PrSH3 and 5N-PrSH3 differ by the number of amino acids that 
precede the proline-rich ligand consensus sequence. The 5N- prefix indicates that the protein 
fragment contains five additional amino acids at the amino terminus (Figure lb). It has 
previously been shown that linear peptides that contain five additional residues amino-
terminal to the core proline-rich ligand bind with higher affinity to the SH3 binding pocket18. 
In Rlk 5N-Pr*SH3 the two prolines (Pro74 and Pro77) necessary for SH3 binding are 
mutated to alanine (Figure lb)19. For Itk 5N-PrSH3(DEL) and Rlk 5N-PrSH3(ADD), the 
linker (the amino acids between the proline-rich ligand and the SH3 domain, see Figure la) is 
either five amino acids shorter or longer than the corresponding wild type protein, respec­
tively. 
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The heteronuclear single quantum coherence (HSQC) spectrum is comprised of cross-
peaks at distinct frequencies that correspond to each of the amide groups of the 15N-labeled 
protein20. HSQC spectra are well suited for the study of protein interactions because the 
chemical shift of the reporter group is exquisitely sensitive to the changes in chemical 
environment that accompany ligand binding. Furthermore, the protein-ligand systems studied 
here are in the fast-exchange regime, such that the observed chemical shift is an average of 
the bound and unbound states and provides a direct measure of the extent to which the SH3 
domain is occupied by the proline-rich ligand12. We define the occupancy of the SH3 domain 
as the mole fraction of SH3 binding pockets that are occupied by a proline-rich ligand. 
Complete backbone 'H and 15N assignments for the Rlk SH3 domain resonances are 
shown on the HSQC spectrum in Figure 2. Itk SH3 resonance assignments were completed 
previously9. Superposition of four HSQC spectra (Rlk 5N-PrSH3, Rlk PrSH3, Rlk 5N-
PrSH3(ADD), and Rlk SH3) reveals that the resonance frequencies of a subset of residues 
differ among these Rlk fragments (Figure 2, inset). However, the crosspeak frequencies in 
the HSQC spectrum of the Rlk SH3 domain are nearly an exact subset of the 5N-Pr*SH3 
crosspeak frequencies, indicating that the chemical shift differences observed among Rlk 
SH3, PrSH3, 5N-PrSH3(ADD) and 5N-PrSH3 are contingent upon an intact proline-rich 
sequence (Figure 2, inset). 
Proton linewidths for both the Rlk and Itk fragments were inspected for evidence of 
intermolecular self-association. The observed linewidths are consistent with dimerization for 
Rlk 5N-PrSH3 (27-36 Hz), Rlk PrSH3 (26-37 Hz), and Rlk 5N-PrSH3(ADD) (26-34 Hz) but 
not for Rlk 5N-Pr*SH3 (14-21 Hz), Rlk SH3 (15-23 Hz), Itk 5N-PrSH3 (15-22 Hz), Itk 5N-
PrSH3(DEL) (16-23 Hz), and Itk SH3 (14-21 Hz). The self-diffusion coefficients21 for Rlk 
5N-PrSH3 and Itk 5N-PrSH3 measured by NMR are 1.07 ± 0.03x106 and 1.33 ± 0.06x10"6 
cm2/s, respectively (see supplementary information Figure 1). The ratio of these two values is 
0.8±0.04 and is in reasonable agreement with the theoretical value of 0.75 for a hard sphere 
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monomer/dimer model system22. Therefore, both linewidths and self-diffusion constants 
indicate that Rlk fragments containing an intact proline sequence dimerize while Rlk 
fragments without a proline-rich ligand and all of the Itk fragments are monomelic in 
solution over the concentration range studied. 
The association constants for dimerization of the three Rlk fragments were determined 
from the concentration dependence of the proton chemical shift values for resonances in the 
SH3 binding pocket. The proton concentration dependence of ten crosspeaks corresponding 
to the amide protons of Trpl 19He, Glu97, Asnl35HS, Leu94, Tyrl36, Asp 116, Val87, Ala89, 
Arg96, and Glul39 in Rlk 5N-PrSH3, Rlk PrSH3 and Rlk 5N-PrSH3(ADD) are shown in 
Figures 3a-c, respectively. These ten residues were chosen because they display the greatest 
extent of proton chemical shift deviation in all constructs studied as a function of concen­
tration, are well resolved from other crosspeaks, and when mapped onto the surface of the 
SH3 domain are located in the proline ligand binding pocket (Figure 4). For a 
monomer/dimer system in fast exchange the observed chemical shift (<%,&,) is a weighted 
average of the bound and unbound shifts as given by Equation 1 : 
where fm, ft, Sm and Sd are the fraction of protein existing as a monomer, the fraction of 
protein existing as a dimer, the chemical shift of the monomeric species, and the chemical 
shift of the dimeric species, respectively. The fraction of dimer (fi) is given by Equation 2: 
where [M\a is the total monomer concentration. The three parameters, Ô& 8m and Ka were fit 
using least squares to the data, and the values of the resulting association constants are 
reported in Table 1. The normalized change in chemical shift used in Figure 3 is defined in 
Sobs 3nfm &(fd (1) 
V l  +  S K a [ M l - l  
J \  +  S K a [ M l + l  
(2) 
183 
Equation 3: 
A(? 
_
8m~ Sobs (3) 
A^max Sm ~ Sd 
Analysis of the extrapolated monomeric chemical shifts 
Notwithstanding that Rlk 5N-PrSH3, Rlk PrSH3 and Rlk 5N-PrSH3(ADD) dimerize in 
solution, an analysis of the extrapolated chemical shifts at infinite dilution (Sm values) can 
reveal whether the proline-rich ligand also interacts intramolecularly with the SH3 domain. 
The Sm values obtained by three parameter least squares fitting of Equation 1 were compared 
to the concentration independent chemical shifts of the Rlk 5N-Pr*SH3 construct (85N~Pr*SH3) 
to reveal the relative occupancy of the SH3 binding pocket in Rlk 5N-PrSH3, Rlk PrSH3, 
and Rlk 5N-PrSH3(ADD) at infinite dilution (or monomeric state). The intramolecular 
association constant Kintra was calculated using Equation 4: 
o ?5N-Pt*SH1 
K , „ = S ' - 5  .  (4) 
The values of Kintra (Table 1) indicate that the intramolecular association is weak, and the 
SH3 pocket of Rlk is mostly unoccupied at low protein concentrations for both Rlk PrSH3 
and Rlk 5N-PrSH3. However, Kintm for Rlk 5N-PrSH3(ADD) (0.25 ± 0.05, Table 1) is 
significantly greater than 0, indicating that the longer linker length allows an intramolecular 
interaction between the proline-rich ligand and the SH3 domain. Notably, the observed 
association constant (Ka) of Rlk 5N-PrSH3(ADD) is smaller than the corresponding Rlk 5N-
PrSH3 fragment (Table 1), indicating that intramolecular self-association competes with 
dimerization. 
Analysis of association constants and extrapolated chemical shifts offully occupied SH3 
The presence of five residues amino-terminal to the core proline-rich sequence in Rlk 
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increases the association constant of the Rlk dimer (Table 1). To better characterize the 
interaction leading to dimer, we performed titrations in which both the KPLPPLP and 
QPSKRKPLPPLP peptides were added separately to 15N-labeled Rlk SH3 domain. Progres­
sive changes in chemical shift as a function of increasing peptide concentration for 30 of 64 
Rlk SH3 crosspeaks were observed when the KPLPPLP peptide was titrated into the Rlk SH3 
domain. Similarly, 35 of 64 crosspeaks shift when the QPSKRKPLPPLP peptide is titrated 
into the Rlk SH3 domain. In both cases, the corresponding surface when mapped onto the 
surface an SH3 domain is contiguous (Figure 4). The five additional residues that shift upon 
titration of the longer peptide are Ala 122, Argl23, Glul29, Glyl30, and Leul31 and are 
located within the specificity pocket of the SH3 domain (Figure 4)18. Similarly the 
corresponding Itk peptide (KNASKKPLPPTP) was titrated into a sample containing 15N-
labeled Itk SH3 domain. A similar contiguous surface is mapped out for the 31 shifting 
crosspeaks of the Itk/peptide titration (data not shown). 
The normalized changes in chemical shift for ten SH3 residues as a function of peptide 
concentration are shown for the Rlk peptides QPSKKPLPPLP, KPLPPLP, and Itk peptide 
KNASKKPLPPTP in Figures 3d-f, respectively (the corresponding ten residues in Itk were 
used as reporters). Given that the system is in fast exchange, the observed chemical shift is 
the average of the occupied and unoccupied chemical shifts: 
where 4, fu, and f0 are the chemical shift of unoccupied, the chemical shift of occupied, 
the fraction of unoccupied, and the fraction of occupied protein, respectively. The fraction of 
occupied protein is related to the association constant by Equation 6: 
Sobs = S/u + S/o (5) 
fo ~ 
\m\ + M, + k;< -VM, + M,+ kJ - 4 
2[m\ 
(6) 
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where the zero subscript indicates total protein concentration, M the protein concentration 
and P the peptide concentration. Two parameter least squares fitting of Equation 5 (Sa and 
Ka) was performed to determine the association constant of the peptide. The additional five 
residues on the QPSKRKPLPPLP peptide enhance the affinity for the Rlk SH3 domain 
threefold relative to the KPLPPLP peptide (Table 1). The affinity of the Itk KNAS­
KKPLPPTP for the Itk SH3 domain is approximately sevenfold lower than that of the 
corresponding Rlk peptide. 
Comparison of the SH3 occupancy of the Rlk dimers and Itk monomer 
The extrapolated chemical shifts at infinite peptide concentration are representative of 
fully occupied SH3 domain. Comparison of their values to those extrapolated at infinite 
protein concentration for the corresponding protein fragments (e.g. the extrapolated chemical 
shifts for the KPLPPLP peptide titration are compared to those of the Rlk Pr-SH3 
concentration dependence) reveals the average SH3 occupancy of the dimer. It is therefore 
possible to determine whether both proline-rich ligands simultaneously bind to the SH3 
pockets across the dimer or whether dimerization is predominantly mediated by the contact 
of a single proline-rich ligand with the opposite SH3 domain. A plot of the extent of 
chemical shift (AS/ASmax) versus the fraction bound (fb) yields a straight line based on 
Equation 5 for the peptide titrations. Likewise, the extent of chemical shift as a function of 
the fraction of dimer (fi) for Rlk 5N-PrSH3, Rlk PrSH3 or Rlk 5N-PrSH3 (ADD), is also a 
straight line and can be normalized to the extent of chemical shift (-d&w* - \ÔUS0\) of the 
corresponding peptide titration. This representation allows a direct comparison of the relative 
occupancies at infinite concentration (ft, = 1). The Aô/Aômax value atyî, = 1 is therefore the 
average occupancy of the dimer at infinite concentration. 
The extent to which the SH3 binding pocket is occupied by the proline-rich ligand in the 
Rlk 5N-PrSH3 dimer is compared to the corresponding QPSKRKPLPPLP peptide titration in 
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Figure 5a. The relative occupancy ifocc) of the Rlk 5N-PrSH3 dimer is 1.1 ± 0.1 indicating 
that the Rlk 5N-PrSH3 fragment forms a fully occupied homodimer as depicted in Figure 6a. 
In contrast, the relative occupancy of Rlk PrSH3 when compared to the corresponding 
KPLPPLP peptide titration is less than one (slope of the dotted line is 0.7 ± 0.1) and indicates 
only partial occupancy of the SH3 binding pocket in the Rlk PrSH3 dimer (Figure 5b). Given 
these results, it appears that the specificity residues immediately amino terminal of the 
KPLPPLP ligand not only play an important role in the affinity of the peptide for the SH3 
domain, but also affect the quaternary structure of the dimeric species. If the amino-terminal 
residues are not present, not all binding events lead to a fully occupied dimer (Figure 6a), but 
rather a mixture of fully and partially occupied dimers exist in solution as depicted in Figure 
6b. Moreover, when the relative occupancy of Rlk 5N-PrSH3(ADD) is compared to the 
QPSKRKPLPPLP peptide titration, intramolecular association is evident. The y intercept of 
the dotted line is 0.25 indicative of partial occupancy of the SH3 binding pocket for the 
monomeric species (Figure 5c). The Aô/ASmax value of 1.0 ± 0.1 at f, equal to 1 indicates that 
the Rlk 5N-PrSH3 (ADD) dimer is also fully occupied as depicted in Figure 6a. 
The Itk intramolecular association constant for the proline-SH3 interaction can now be 
quantified by comparison with the corresponding peptide titration. Given that the extra­
polated chemical shift at infinite peptide concentration Sa for the Itk peptide KNASKK­
PLPPTP represents the chemical shift offully occupied Itk SH3 domain, the intramolecular 
association constant for Itk 5N-PrSH3 and 5N-PrSH3(DEL) can be determined using 
Equation 7: 
<>SH3 oPrS/f3 
v _ à -à z7x 
intra £PrSH3 ^ ' 
where SSM3 represents the chemical shift of the residues within the Itk SH3 domain alone, 
jfrSm is the chemical shift of the binding pocket residues in either the Itk 5N-PrSH3 or 5N-
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PrSH3(DEL) constructs, and Kintra is the intramolecular association constant. The values of 
Kintra for both Itk 5N-PrSH3 and 5N-PrSH3(DEL) are reported in Table 1. Shortening the 
linker region in Itk to correspond to that of Rlk (Itk 5N-PrSH3(DEL)) significantly reduces 
the intramolecular association constant. Thus, for wild type Itk the length of the proline-SH3 
linker appears to favor intramolecular self-association while the shorter Rlk linker favors 
intermolecular self-association. Moreover the relatively high affinity of the Rlk peptide for 
its own SH3 domain compared to that of Itk (Table 1) favors the intermolecular binding 
event observed in Rlk. 
Discussion 
A quantitative NMR analysis of the self-association behavior of the Rlk fragment 
containing the SH3 domain and adjacent proline-rich ligand reveals dimerization in solution. 
Self-association is mediated by the specific, canonical SH3/proline-rich ligand interaction, as 
dimerization is abrogated by mutation of the two proline residues critical for SH3 recognit­
ion. Moreover, analysis of the chemical shifts at infinite dilution reveals that the 
intramolecular association constant for Rlk is less than 0.1. Of the four Tec family kinases 
containing proline-rich ligands immediately amino-terminal to their respective SH3 domain 
(Itk, Btk, Rlk, and Tec), Rlk is the only member in which an intramolecular association event 
is unfavored. In fact, for the corresponding PrSH3 fragment of Itk, dimerization is 
completely disfavored and self-association occurs solely via an intramolecular SH3/proline 
interaction. 
Our experiments indicate that at least two factors play an important role in determining 
the mode of self-association of a Pr-SH3 fragment. Clearly, intramolecular association is 
only possible if the linker length is sufficient to allow contact between the proline-rich ligand 
and the SH3 domain. In Itk, the linker length is 15 residues and this favors intramolecular 
association while in Rlk the linker length is 10 residues and therefore the intramolecular 
188 
binding event is disfavored. Lengthening of the linker by five residues in the Rlk 5N-
PrSH3(ADD) construct enhances intramolecular association. Furthermore, shortening the 
linker in Itk 5N-PrSH3(DEL) decreases intramolecular association. However, this construct 
does not dimerize in solution, indicating that other factors are required for dimerization. The 
affinity of the Rlk proline-rich peptide for the Rlk SH3 domain is seven fold larger than that 
of the Itk peptide for its SH3 domain (Table 1). Therefore it appears that the affinity of the 
Itk proline-rich ligand for the Itk SH3 domain is insufficient to incur dimerization of the 
protein at NMR concentrations. The fact that the relatively weak proline-rich ligand in Itk 
binds at all with the Itk SH3 domain is attributable to the covalent link between the receptor 
and the ligand in this construct. 
To quantify the effect of the covalent link between the receptor and the ligand on the 
intramolecular binding event, the effective concentration of the ligand in the intramolecular 
complex can be calculated. Effective concentration is defined as the concentration of a ligand 
that would result in an equal degree of receptor occupancy if it were not covalently attached 
to the receptor. It is computed as the ratio of the intramolecular association constant to the 
intermolecular association constant determined by titration of the free ligand into the receptor 
(Kintra/Ka). For Itk, using the values found in Table 1, the effective concentration of the 
proline-rich ligand in the intramolecular complex is 0.54/0.17 = 3.2 ± 0.6 mM, while in the 
Rlk 5N-PrSH3(ADD) construct the value is 0.25/1.2=0.2 ± 0.05 mM. The major contributing 
factor to this large difference in effective concentrations is the difference in the affinities of 
the Itk and Rlk peptides for their respective SH3 domains. If the intramolecular binding event 
were equally favored in Rlk 5N-PrSH3 (ADD) and Itk 5N-PrSH3 equal effective concen­
trations of ligand would be expected. A much larger value of Kintra for Rlk 5N-PrSH3(ADD) 
would result because of the higher affinity of this peptide for its SH3 domain. Given that the 
effective concentrations for the proline-rich ligands of Rlk 5N-PrSH3(ADD) and Itk 5N-
PrSH3 are not equal other interactions in Itk, possibly between the linker region and the SH3 
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domain further stabilize this intramolecular complex further. 
The effect of the additional five amino-terminal residues on the occupancy of the Rlk 5N-
PrSH3 dimer is noteworthy. Clearly these residues are required for stable, simultaneous 
binding of both proline-rich ligands to the SH3 domain across the dimer interface as shown 
in Figure 6a. If they are not present, not all binding events lead to a fully occupied dimer. 
These residues also increase the affinity of the corresponding peptide ligand for the Rlk SH3 
domain. In solution structures of the c-Src SH3 domain bound to similar dodecapeptides, it 
has been observed that the five amino terminal residues bind to a specificity pocket between 
the RT and n-Src loops18'19. Five additional crosspeaks corresponding to residues within the 
specificity pocket in Rlk shift significantly upon titration with QPSKRKPLPPLP peptide 
when compared to the equivalent titration with KPLPPLP. This suggests that the longer 
peptide does indeed bind to the specificity pocket, thereby explaining its higher affinity for 
the SH3 domain. It is also likely that this binding event may then orient the opposing SH3 
domain and proline-rich ligand, thereby favoring full occupancy of the dimer. This result 
clearly underlines the importance of a judicious choice of boundary conditions when 
studying such fragments. 
Btk and Tec contain two proline-rich ligands and in both cases it is the amino terminal 
proline-rich ligand that interacts intramolecularly with the SH3 domain12'14. The measured 
intramolecular association constant for Btk (0.29 ± 0.06) is on the same order as that 
measured for Itk suggesting its role in kinase regulation maybe similar12. Furthermore, for 
Btk we have shown that the PrPrSH3 fragment (containing two proline-rich ligands and an 
SH3 domain) can form an asymmetric homodimer in which the amino terminal proline-rich 
ligand interacts with one SH3 domain, while across the dimer interface it is the carboxy 
terminal proline-rich ligand that contacts the other SH3 domain12. Interestingly, like Rlk 5N-
PrSH3, the SH3 domains in dimeric Btk PrPrSH3 are also fully occupied, suggesting that 
maximum occupancy is a characteristic of these types of dimers. Although the Itk 5N-PrSH3 
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fragment is monomeric in solution, a fragment containing both the Itk SH3 and SH2 domains 
dimerizes in solution24. The dimer interface in that case involves the conserved SH3 binding 
pocket and is mutually exclusive with proline-rich ligand binding. It is feasible that these 
inter- and intramolecular interactions compete in full-length Itk in a manner analogous to 
Btk. 
There has been growing interest in determining the exact molecular mechanisms of Tec 
family kinase regulation. Interestingly, structural studies of different fragments have revealed 
varied self-association mechanisms in the regulatory domains of these proteins. Competition 
between intra- and intermolecular binding events is a shared feature of this family"'13,24. In 
all cases, a change in local concentration or the presence of an exogenous signaling molecule 
binding to a specific domain could have significant effects on the quaternary structure of the 
protein and potentially affect kinase activity. 
Materials and Methods 
Inserts encoding the desired domains of Rlk and Itk (Mus musculus TrEMBL accession 
P42682 and Q03526, respectively) were subcloned into the BamHl and EcoRl restriction 
sites of pGex-2T (Amersham Pharmacia) to generate glutathiones-transferase (GST) fusion 
proteins. Domain boundaries were as follows (full length numbering, accession number Rlk 
P42682 and Itk Q03526): Rlk 5N-PrSH3, 66-143; Rlk PrSH3, 71-143; Rlk SH3, 81-143; Itk 
5N-PrSH3,156-238; and Itk SH3,177-238. Proline residues 74 and 77 were mutated to 
alanine in the Rlk 5N-Pr*SH3 mutant and the domain boundaries match Rlk 5N-PrSH3 
exactly. Backbone and selected sidechain assignments were carried out following standard 
protocols25 using 3D 15N-edited TOCSY and NOESY26 spectra of the Rlk SH3 domain (100 
and 500 ms mixing times, respectively). The protein expression and purification was carried 
out as described previously24 with buffer conditions for each sample: 50 mM sodium 
phosphate (pH 7.4), 75 mM NaCl, 2mM DTT, 0.02% NaN3 at 25° C. 'H and 15N chemical 
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shifts were referenced using an external DSS standard at 0 ppm27. All other NMR exper­
iments were carried out as described24 on a Bruker DRX 500 spectrometer operating at 
499.867 MHz. Global least squares parameter fitting of the data was performed using the 
Matlab (version 5.3.1, The Mathworks Inc.) suite of programs. Initial estimates for the 
parameters were obtained by fitting the data for individual HSQC crosspeaks. The data were 
then refit globally to obtain the global association constant. Estimates of error were computed 
using standard propagation of error analysis and represent three standard deviations. Changes 
in chemical shift were considered significant and used in mapping binding surfaces if the 
overall change was greater than 0.2 ppm in the 15N or 0.05 ppm in the *H dimension between 
the initial and final points of the titration. 
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Table 1: Association constants and intramolecular fractions. 
K a [  ÎO'M"1] Kintra focc 
Rlk PrSH3 1.6 ± 0.2 0.06 ±0.1 0.7 ±0.1 
Rlk 5N-PrSH3 3.1 ±0.3 0.07 ±0.1 1.1 ±0.1 
Rlk 5N-PrSH3(ADD) 1.4 ±0.2 0.25 ± 0.05 1.0 ±0.1 
Itk 5N-PrSH3 N/A 0.54 ±0.1 N/A 
Itk 5N-PrSH3(DEL) N/A 0.11 ±0.05 N/A 
Rlk KPLPPLP 0.4 ±0.1 N/A 1 
Rlk QPSKRKPLPPLP 1.2 ±0.1 N/A 1 
Itk KNASKKPLPPTP 0.17 ±0.02 N/A 1 
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SH3 Domain 
a < y 
Rlk: 66 GSQPSfCRKPLPPLPQEPPD- ERIQVKALYDF. . .TENRLA 
Itk: 156 GS-KWASKKPLPPTPEDNRRggOBPEETLVIALYDY. . .VEKSPN 
Rlk 5N-PrSH3: GSOPSXHKPLPPLPOEPPD- ERIQVKALYDF. , . .TENRLA 
Rlk 5N-Pr*SH3: GSQPSJCRKPLAPLAQEPPD- ERIQVKALYDF. , ..TENRLA 
Rlk PrSH3: GSKPLPPLPQEPPD- ERIQVKALYDF. . .TENRLA 
Rlk 5N-PrSH3(ADD): GSQPSJCRKPLPPLPQEPPDSFQEPERIQVKALYDF. , ..TENRLA 
Rlk SH3 : GSPD- ERIQVKALYDF. , ..TENRLA 
Itk 5N-PrSH3: GSJOVASJOCPLPPTPEDNRRSFQEPEETLVIALYDY. , ..VEKSPN 
Itk 5N-PrSH3(DEL): GSKWASKKPLPPTPEDNRR- EETLVIALYDY. . .VEKSPN 
Itk SH3 : GSPEETLVIALYDY. . .VEKSPN 
Figure 1: (a) Comparison of the Rlk and Itk sequences in the region containing the proline-
rich ligand, the five additional residues in the Itk linker region are indicated in bold, (b) 
Sequence alignment of the amino terminal region of the constructs studied in this manuscript. 
In both (a) and (b) the core proline-rich ligand residues are underlined and the five specificity 
residues for the 5N- constructs are italicized. The SH3 domain boundaries are indicated with 
an arrow. 
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Figure 2: HSQC spectrum of the Rlk SH3 domain (numbering is that of full length Rlk, 
accession number P42682). Inset: Overlay of the downfield portion of the HSQC spectra 
corresponding to Rlk SH3 (Black), Rlk 5N-Pr*SH3 (Red), Rlk PrSH3 (Green), Rlk 5N-
PrSH3 (Dark Blue), and Rlk 5N-PrSH3(ADD) (Light Blue). The concentration of each 
protein is ImM. The arrow indicates chemical shift differences for the Trpl 19He resonance 
between constructs. 
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Figure 3: Normalized concentration dependence of amide *H chemical shifts for Trpl 19He, 
Glu97, Asnl35H8, Leu94, Tyrl36, Aspl 16, Val87, Ala89, Arg96, and Glul39 of (a) Rlk 5N-
PrSH3, (b) Rlk PrSH3, and (c) Rlk 5N-PrSH3(ADD). Chemical shift concentration 
dependences of the same 10 Rlk SH3 residues as a function of peptide concentration for 
addition of (d) QPSKRKPLPPLP and (e) KPLPPLP using 0.2 mM protein sample, (f) 
Chemical shift concentration dependence for addition of Itk peptide (KNASKKPLPPTP) 
titrated into 0.2 mM Itk SH3 domain for equivalent binding pocket residues. 
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Core proline rich motif 
Asn135 
Arg96, 
Glu97 
Specificity pocket 
Figure 4: Surface plot of the Itk SH3 domain (PDB ID 1AWJ), the proline-rich ligand is 
shown as bonds. This structure only contains the core proline-rich ligand, and does not 
include the residues that bind to the specificity pocket. The structure of Itk SH3 was used for 
this mapping as a solution structure of Rlk SH3 is not yet available. The Itk and Rlk SH3 
sequences are 44% identical and their alignment reveals no insertions or deletions. Exposed 
surface of the residues that show progressive changes in chemical shift upon titration of the 
QPSKRKPLPPLP peptide into the Rlk SH3 domain are shown in red. Visible residues within 
the core-binding pocket used as reporters for association constant determination are labeled. 
The surface corresponding to the five residues that do not shift upon titration of the shorter 
KPLPPLP peptide into the Rlk SH3 domain is bound with a light yellow line and labeled as 
the specificity pocket. Figure was created using MolMol23. 
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Figure 5: Concentration dependence of *H chemical shifts as a function of fraction bound for 
peptide titrations (A) and protein concentration dependence (•). Each data series is normal­
ized to the ASmax of the corresponding peptide titrations. Error bars are ± 3 standard 
deviations, (a) Plot for Rlk 5N-PrSH3 (•) and QPSKRKPLPPLP (A), (b) Plot for Rlk PrSH3 
(•) and KPLPPLP (A), (c) Similar plot for Rlk 5N-PrSH3(ADD) (•) and QPSKRKPLPPLP 
(A). For Rlk 5N-PrSH3(ADD) the proline-rich ligand can interact intramolecularly, and the 
y-intercept is not zero. In this case, the fact that the dotted line passes through (1,1) indicates 
a fully occupied dimer. 
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Figure 6: (a) Schematic representations of the self-association mechanism for Rlk 5N-PrSH3 
and 5N-PrSH3(ADD) which form fully occupied dimers in solution, (b) Rlk PrSH3 forms a 
mixture of fully occupied and partially occupied dimers. 
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CHAPTER 9: GENERAL CONCLUSIONS 
Alain Laederach 
Quantitative analysis of the self-association behavior of biomolecules is critical in under­
standing the roles that molecular interactions play in the context of cellular regulation. The 
limitations inherent to experimental work make modeling a powerful tool for enhancing the 
experimental result. The most successful model is thus one based on an experimental finding 
that accurately reproduces the result and is capable of making useful predictions. The two 
automated docking papers presented in Chapters 4 and 5 illustrate this point well. In both 
cases, experimental information initially was used in model development, and the results of 
the modeling lead to further experimental design. However, the agreement between the dock­
ing results and the experimental studies was only qualitative, and a more quantitative model­
ing framework was necessary for direct comparison with experiment. It is in fact these two 
studies that directly lead to the idea of developing the empirical free energy scoring function 
presented in Chapter 3. 
The model presented in Chapter 3 greatly improves the agreement between predicted and 
experimental free energies compared to currently available free energy functions. It presents 
a significant advance in terms of the ability to model protein-carbohydrate interactions. 
However, there are still limitations inherent to the methodology. Notably, the presence of 
water-mediated hydrogen-bond bridges, discussed in detail in Chapter 2, are difficult to 
model. In fact, only recently has the thermodynamics of water mediated hydrogen bonding 
been studied in detail by the Woods lab. This was done in the context of a concavalin A-
trisaccharide complex, and only with other studies will it become clear if the thermodynamic 
measurements made in this system are generally applicable. Nonetheless, this study clearly 
indicates that further methodology must be developed that is capable of predicting such wa­
ter-mediated bridges in complexes, if greater accuracy is required. 
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Fundamentally, carbohydrates are not different from amino acids or any other bio-molec-
ular building block. In Chapter 6, NMR spectroscopy was used to understand the structural 
requirements for (3-sheet stabilization in short peptides. Interactions between specific side 
chains in the sequence are also capable of stabilizing secondary structure in proteins, in much 
the same way that intermolecular protein-carbohydrate complexes are stabilized (e.g. hydro­
gen bonding, hydrophobic contacts). The aromatic nature of the tyrosine side chains in the 
mutant peptide TPY4 is responsible for stabilizing its hairpin conformation, in much the 
same way the two disulfide bridges stabilize the same structure in wild-type tachyplesin I. 
The origin of this stabilization is twofold. The interaction of the two n clouds of the aromatic 
residue is favorable due to induced dipole-dipole interactions. However, the hydrophobic 
packing of the two side chains and the subsequent release of ordered water also contributes to 
the stabilization. Ultimately, such detailed structural investigations allow further model de­
velopment to predict the stabilization due to particular side-chain contacts. 
The work presented in Chapters 7 and 8 is a good example of rigorous thermodynamic 
principles applied to dynamic systems. The structural information gleamed from such ex­
periments is clearly low resolution, but this is not due to limitations in the experimental 
measurements but rather to the nature of the system. Structural models are applicable to sys­
tems where the molecules exist in one predominant low-energy conformation. If multiple 
binding modes are available to the system, as in the case of the Btk fragments studied, aver­
aging will occur, and models developed must take this into account. The structural models 
presented in Chapters 7 and 8 are good representations of the natural systems, as these pro­
tein fragments most likely exist in multiple conformations, and describing these conforma­
tions in terms of dimer occupancy is more exact. This work clearly demonstrates the impor­
tance of adapting a model to the system, rather than developing a theoretical framework that 
is not representative. The role of the modeling community is to add value to experimental 
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data, as well as guide experimentation in a rational way. It is this type of environment that 
one can hope to make the most progress in the least amount of time. 
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