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Cap´ıtulo 1
GENERALIDADES
Los modelos matema´ticos utilizados en la representacio´n de feno´menos f´ısicos, requieren
de ana´lisis especiales tanto en los diferentes me´todos aplicados para solucionarlos como en los
resultados que se obtienen. Las ecuaciones diferenciales parciales son expresiones matema´ticas
utilizadas para describir los feno´menos de los medios continuos como: fluidos, so´lidos en estado
de deformacio´n o vibracio´n, conduccio´n del calor, entre otros.
En casos de feno´menos naturales espec´ıficos como el transporte por difusio´n de un contam-
inante (Chapra, 1997), difusio´n de calor (Lapidus and Pinder, 1982; Welty et.al., 1984), redes
de flujo en te´rminos de la funcio´n de potencial de velocidades y de la funcio´n de corriente
(Chung, 1978), el de flujo en medios porosos, y el potencial ele´ctrico (Gonzalez, 1996), en-
tre otros, son feno´menos que se describen mediante ecuaciones diferenciales parciales de tipo
parabo´lico. La ma´s sencilla de estas ecuaciones, conocida como la ecuacio´n lineal del calor, se
escribe as´ı (Boas, 1997; Kreyszig, 1988; Weinberger, 1965):
∂θ
∂t
= α2∇2θ (1.1)
Donde θ representa la concentracio´n del contaminante, o la temperatura, o las funciones de
corriente y potencial o el potencial ele´ctrico o el potencial hidra´ulico en el flujo en medios
porosos; t es la coordenada temporal y ∇2 es el operador Laplaciano.
Se propone un software amigable para resolver ecuaciones de tipo Ecuacio´n (1.1) y las
dema´s que se plantean para la representacio´n de feno´menos de flujo y difusio´n. La base en
que se realizo´ fue´ MATLAB (MATLAB). El software se construye en tres mo´dulos: un primer
mo´dulo de pre-procesamiento de informacio´n (se define la geometr´ıa, condiciones de frontera
1
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y para´metros nume´ricos del caso en estudio); un segundo mo´dulo de procesamiento, que se
encarga de la solucio´n de ecuaciones, de forma anal´ıtica en los casos ma´s sencillos y en todos
los casos, de forma nume´rica. El tercer mo´dulo es de pos-procesamiento que permite la visual-
izacio´n de las soluciones obtenidas en el segundo mo´dulo. El software desarrollado se propone
sea utilizado en cursos de pregrado y posgrado en ingenier´ıa, f´ısica, qu´ımica y matema´ticas.
El software propuesto facilita tanto a los estudiantes como a profesores el estudio de
aspectos teo´ricos de la solucio´n anal´ıtica, aspectos teo´ricos de la solucio´n nume´rica, aspectos
f´ısicos de la ecuacio´n y su injerencia en la solucio´n, etc. Este software cuenta con la posibilidad
de ser utilizado en el contexto de temas de aplicacio´n en cursos de ecuaciones diferenciales.
2
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VENTANA PRINCIPAL
Para iniciar en la aplicacio´n del software se requiere que MATLAB 7.0 este´ instalado en
el computador en el que se use. En versiones anteriores a MATLAB 7.0 no es posible que
sea utilizado ya que es incompatible con el entorno de gra´ficos y ventanas con que cuenta el
software actualmente.
El archivo comprimido se puede obtener del sitio web
http://www.unalmed.edu.co/∼cemejia/proyecto.htm. Despue´s de descomprimido el archivo
cemejia.zip, se abre MATLAB, se indica el directorio en el que se desea trabajar y se llama
la aplicacio´n desde la ventana de comandos por medio de la orden:
>> Principal
Al iniciar el programa en la ventana Principal se observan algunos detalles acerca del pro-
grama e informacio´n pertinente. Aqu´ı en esta ventana, en la barra de menu´, se tiene la opcio´n
de seleccionar la dimensio´n en la cual se desea plantear el problema. Desde el menu´ Archivo
el usuario puede seleccionar entre problemas 1 D (unidimensionales) y 2 D (bidimensionales).
Desde el menu´ Ver el usuario tiene la posibilidad de pasar inmediatamente a la visu-
alizacio´n de resultados unidimensionales o bidimensionales, segu´n lo desee, de archivos que
hayan sido resueltos con anterioridad. El tipo de archivos en que se guarda cualquier solucio´n
son archivos que han sido creados por el usuario en el mo´dulo de Procesamiento del soft-
ware con un nombre seleccionado por e´l y la extensio´n que tienen es .mat, que son el tipo de
archivos que utiliza MATLAB para almacenar variables.
3
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VENTANA 1 D
El software esta´ disen˜ado para ser una herramienta pedago´gica en la ensen˜anza de los
me´todos nume´ricos y en particular para la experimentacio´n de las soluciones nume´ricas por
diferencias finitas de una ecuacio´n diferencial en derivadas parciales.
En la Ventana 1D se ofrecen las herramientas para definir un problema en una dimensio´n
que se expresa mediante la ecuacio´n (Gonzalez, 1996; Kreyszig, 1988)
ρc
∂u
∂t
(x, t)− k∂
2u
∂x2
(x, t) = G(x, t), para t > 0, 0 < x < L
u(x, 0) = f(x), para 0 < x < L
α1u(0, t)− β1ux(0, t) = 0, para t > 0
α2u(L, t)− β2ux(L, t) = 0, para t > 0
(3.1)
La Ecuacio´n (3.1) se utiliza para modelar diversos feno´menos f´ısicos, tales como distribu-
cio´n de temperatura y transporte de contaminantes, entre otros. Las constantes ρ, c, y k toman
significados diferentes, de acuerdo al feno´meno que se este´ trabajando.
3.1. Estado de la Ecuacio´n
Del menu´, el usuario debe seleccionar el estado en el cual desea calcular la ecuacio´n.
Aqu´ı cuenta con dos opciones, una solucio´n para un estado dependiente y otra para un estado
independiente del tiempo (Chapra, 1997; Boas, 1997; Gockenbach, 2002). Se definen as´ı:
Permanente: Independiente del Tiempo
Transitorio: Dependiente del Tiempo
4
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3.2. Tipo de Ecuacio´n
Esta opcio´n permite determinar el tipo de problema, de acuerdo con la funcio´n del lado
derecho de la Ecuacio´n (3.1) (Boas, 1997; Gockenbach, 2002; Kreyszig, 1988).
Homoge´nea:
ρc
∂u
∂t
(x, t)− k∂
2u
∂x2
(x, t) = 0, (3.2)
No Homoge´nea:
ρc
∂u
∂t
(x, t)− k∂
2u
∂x2
(x, t) = G(x, t). (3.3)
3.3. Nombre de la Variable
Se refiere al nombre de la variable u en la Ecuacio´n (3.1) que es a la que se le dara´ solu-
cio´n. Se puede seleccionar uno de los nombres propuestos al hacer click en el boto´n Insertar
o, tambie´n, se puede escribir variables, como por ejemplo temperatura, concentracio´n de con-
taminante, potencial ele´ctrico, etc.
3.4. Condiciones Iniciales
Se introduce la funcio´n que representa la condicio´n inicial del problema. Por ser unidimen-
sional esta se presenta en funcio´n de la variable longitudinal x (puede ser constante), dando
como resultado el valor de u (Ecuacio´n (3.1)) en el tiempo t = 0 a lo largo de toda la longitud.
Esta funcio´n debe ser escrita en la nomenclatura que utiliza MATLAB para la interpretacio´n
de funciones.
3.5. Funcio´n de Forzamiento
Cuando el tipo de ecuacio´n seleccionado sea no homoge´neo, se debe ingresar la funcio´n
G(x, t), mostrada en la Ecuacio´n (3.3) (Boas, 1997; Chapra, 1997; Kincaid y Cheney, 1994).
Si el tipo de ecuacio´n que se esta´ trabajando es homoge´neo (Ecuacio´n (3.2)) esta casilla
estara´ inactiva y no se podra´ ingresar ninguna funcio´n.
5
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3.6. Para´metros Geome´tricos
Permite determinar las dimensiones espaciales del problema. Por tratarse de un problema
unidimensional el u´nico valor que se ingresa es la longitud del dominio.
3.7. Para´metros F´ısicos
Se introduce el valor del coeficiente de Difusio´n, el cual posee distintos significados de
acuerdo con la variable de la que se esta´ tratando en el problema. Por ejemplo para el caso de
distribucio´n de temperatura en una barra, el coeficiente de difusio´n esta´ dado por
k
ρc
, donde
c es el calor espec´ıfico; densidad, ρ y; conductividad te´rmica, k (Chapra, 1997; Gockenbach,
2002).
3.8. Condiciones de Frontera
Cada una de las condiciones de frontera determinara´ la representacio´n f´ısica del problema
que se esta´ estudiando. Se distinguen tres tipos de condiciones diferentes (Gonzalez, 1996;
Zauderer, 1998):
Dirichlet u(0, t) = A(t) u(L, t) = B(t) (3.4)
Neumann ux(0, t) = A(t) ux(L, t) = B(t) (3.5)
Mixta ux(0, t) = A(t)u(0, t) ux(L, t) = −B(t)u(L, t) (3.6)
Donde A y B pueden ser funciones dependientes del tiempo o, tambie´n, constantes.
3.9. Boto´n Procesar
Una vez ingresados los datos que definen el planteamiento del problema, se procede a
hacer click en el boto´n Procesar para pasar a la siguiente ventana donde se seleccionaran los
para´metros segu´n el tipo de solucio´n que se desee realizar, ya sea anal´ıtica o nume´rica, de
acuerdo a el problema.
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SOLUCIONES ANALI´TICAS DE LA
ECUACIO´N DE CALOR
UNIDIMENSIONAL
A continuacio´n tenemos la Ecuacio´n (4.1), ecuacio´n de calor unidimensional, la cual
resolvemos para algunos tipos de condiciones frontera y condiciones iniciales importantes.
Aunque el comportamiento de esta ecuacio´n es completamente diferente al de la ecuacio´n de
la onda, ya que la Ecuacio´n (4.1) solo tiene en cuenta ut y la ecuacio´n de onda involucra utt, el
procedimiento utilizado para sus soluciones es similar (Boas, 1997; Gonzalez, 1996; Kreyszig,
1988).
∂u
∂t
= c2
∂2u
∂x2
(4.1)
4.1. Solucio´n Anal´ıtica con Condiciones Dirichlet
Tomemos en el caso donde los extremos de la barra x = 0 y x = L se mantienen a una
temperatura igual a cero. Entonces las condiciones de frontera son:
u(0, t) = 0,
u(L, t) = 0, para todo t.
(4.2)
Sea f(x) la temperatura inicial de la barra. Entonces la condicio´n inicial es
u(x, 0) = f(x), para un f(x)dado. (4.3)
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Determinemos la solucio´n u(x, t) de (4.1) que satisface (4.2) y (4.3). Se aplica el me´todo
de las variables separables buscando una solucio´n tal que
u(x, t) = X(x)T (t). (4.4)
Reemplazando (4.4) en (4.1) se obtiene,
T ′
c2T
=
X ′′
X
.
Co´mo x y t son independientes, ambos lados de la ecuacio´n deben ser iguales a una misma
constante,
T ′
c2T
= −λ,
X ′′
X
= −λ.
Se coloca la constante como −λ, simplemente para darle a la ecuacio´n diferencial para X
la forma de Sturm−Liouville (Gonzalez, 1996; Zauderer, 1998), adicionando las condiciones
de frontera, se obtiene
X ′′ + λX = 0 (4.5)
X(0) = X(L) = 0 (4.6)
y
T ′ + λc2T = 0, (4.7)
Consideraremos casos sobre λ, suponiendo que es real.
Si λ < 0, entonces λ = −k2 para algu´n k ∈ R. Entonces (4.5) toma la forma
X ′′ − k2X = 0
Cuya solucio´n general es X(x) = Cekx+De−kx. Ahora como X(0) = 0 = C +D entonces
C = −D, luego X(x) = C (ekx − e−kx) = 2C sinh(kx) y como X(L) = 0 = 2C sinh(kL)
implicando que C = 0 y as´ı, X(x) = 0 para 0 < x < L, lo cual no es la solucio´n que buscamos.
Si λ = 0, entonces X ′′ = 0 y as´ı X(x) = Cx + D y por las condiciones de frontera se
obtiene X(x) = 0, lo que nuevamente nos conduce a una solucio´n no deseada.
Si λ > 0, entonces λ = k2 para algu´n k ∈ R. Entonces (4.5) toma la forma
X ′′ + k2X = 0
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con solucio´n general dada por X(x) = C cos(kx) + D sin(kx), co´mo X(0) = 0, entonces
X(x) = D sin(kx) y para X(L) = 0 entonces D sin(kL) = 0, y para no tener soluciones
triviales debemos tener que sin(kL) = 0 lo cual es va´lido si kL es mu´ltiplo entero positivo de
pi, es decir,
kL = npi, para n = 1, 2, ...
entonces para cada entero n positivo tenemos una solucio´n para X
Xn(x) = Dn sin(
√
λnx), para n = 1, 2, 3, ... (4.8)
donde
λn =
(npi
L
)2
, para n = 1, 2, 3, ... (4.9)
los Dn son constantes por determinar, los λn son llamados valores propios de la Ecuacio´n (4.1)
y las Xn(x), las funciones propias. Con los valores de λ se resuelve la ecuacio´n diferencial para
T ,
T ′ +
(cnpi
L
)2
T = 0,
con solucio´n general
Tn(t) = Dn exp
(
−
(cnpi
L
)2
t
)
, para n = 1, 2, 3, ... (4.10)
Sustituyendo las ecuaciones (4.8) y (4.10) en (4.4),tenemos
un(x, t) = Dn sin
(npi
L
x
)
exp
(
−
(cnpi
L
)2
t
)
, para n = 1, 2, 3, ...
Cada una de las un (x, t) satisface la ecuacio´n de calor (4.1) junto con las condiciones de
frontera u(0, t) = u(L, t) = 0, ahora para que pueda satisfacer la condicio´n inicial u(x, 0) =
f (x), se hace la superposicio´n infinita
u (x, t) =
∞∑
n=1
Dn sin
(npi
L
x
)
exp
(
−
(npic
L
)2
t
)
, (4.11)
la cual satisface tambie´n la Ecuacio´n (4.1) y para la condicio´n inicial se requiere que
u (x, 0) = f (x) =
∞∑
n=1
Dn sin
(npi
L
x
)
,
lo cual es el desarrollo en series de Fourier en senos en [0, L] de la funcio´n f(x), as´ı los Dn
son determinados por la fo´rmula
Dn =
2
L
∫ L
0
f (ζ) sin
(npi
L
ζ
)
dζ. (4.12)
Por lo tanto una solucio´n anal´ıtica de (4.1) esta´ dada por (4.11) y (4.12). Se recomienda
consultar en (Boas, 1997; Gockenbach, 2002; Gonzalez, 1996; Kreyszig, 1988; Zauderer, 1998).
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4.2. Solucio´n Anal´ıtica con Condiciones de Neumann
Para la Ecuacio´n (4.1), con condiciones tipo Neumann dadas as´ı,
ux(0, t) = 0,
ux(L, t) = 0, para todo t,
(4.13)
la solucio´n anal´ıtica esta´ dada por la serie
u(x, t) =
∞∑
n=0
Cn cos
(npi
L
x
)
exp
(
−
(cnpi
L
)2
t
)
, (4.14)
donde los Cn esta´n determinados por
Cn =
2
L
∫ L
0
f (ζ) cos
(npi
L
ζ
)
dζ para n = 0, 1, ...
Los valores propios del problema esta´n dados por
λn =
(npi
L
)2
, para n = 0, 1, 2, ...
y las funciones propias por
Xn (x) = Cn cos(
√
λnx), para n = 0, 1, 2, ...
Para ma´s informacio´n consultar (Gockenbach, 2002; Gonzalez, 1996; Zauderer, 1998) (O’ niel,
pa´g 357).
4.3. Solucio´n Anal´ıtica con una condicio´n de Dirichlet
y Otra Mixta
Para la Ecuacio´n (4.1), con las condiciones de frontera dadas por,
u(0, t) = 0,
ux(L, t) = −Au(L, t), para todo t.
(4.15)
La solucio´n anal´ıtica es determinada por
u(x, t) =
∞∑
n=1
Cn sin
(zn
L
x
)
exp
(
−
(czn
L
)2
t
)
. (4.16)
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Los Cn se calculan por
Cn =
∫ L
0
f (ζ) sin
(zn
L
ζ
)
dζ∫ L
0
sin2
(zn
L
ζ
)
dζ
, para n = 1, 2, ...
donde los zn son los valores propios de la Ecuacio´n (4.1), los cuales son las ra´ıces positivas
de la ecuacio´n
tan(z) = − z
AL
.
Para ma´s informacio´n ver (Gonzalez, 1996; Kreyszig, 1988; Zauderer, 1998) (O’ Neil, 1999).
4.4. Solucio´n Anal´ıtica con una Condicio´n de Neumann
y Otra Dirichlet
Para la Ecuacio´n (4.1), tengamos las siguientes condiciones de frontera
ux(0, t) = 0,
u(L, t) = 0, para todo t.
(4.17)
Tiene por solucio´n anal´ıtica
u(x, t) =
∞∑
n=0
Cn cos
(
(2n+ 1) pi
2L
x
)
exp
(
−
(
c (2n+ 1) pi
2L
)2
t
)
, (4.18)
donde los Cn se calculan por
Cn =
2
L
∫ L
0
f (ζ) cos(
(2n+ 1) pi
2L
ζ)dζ, para n = 1, 2, ...
Los valores propios son λn =
(2n+ 1) pi
2L
.
Se recomienda consultar en (Gockenbach, 2002; Gonzalez, 1996; Zauderer, 1998)
4.5. Solucio´n Anal´ıtica con una Condicio´n de Neumann
y Otra Mixta
Para la Ecuacio´n (4.1), con condiciones de frontera
ux(0, t) = 0,
ux(L, t) = −Au(L, t), para todo t.
(4.19)
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Tiene solucio´n anal´ıtica dada por
u (x, t) =
∞∑
n=1
Cn cos
(zn
L
x
)
exp
(
−
(czn
L
)2
t
)
, (4.20)
los αn se calculan por
Cn =
∫ L
0
f (ζ) cos
(zn
L
ζ
)
dζ
1
2
{
L+ L
2zn
sin(2zn)
} , para n = 1, 2, ...
donde los zn son los valores propios de la Ecuacio´n (4.1) los cuales son las ra´ıces positivas de
la ecuacio´n
cot(z) =
z
AL
.
Para una informacio´n ma´s detallada se recomienda consultar (Gockenbach, 2002; Gonzalez,
1996; Zauderer, 1998)
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VENTANA PARA SELECCIONAR
EL TIPO DE SOLUCIO´N
En esta ventana el usuario debera´ seleccionar y preparar el tipo de solucio´n que desea
obtener. Entre las posibilidades que se tienen en el software esta´n las soluciones nume´ricas
y anal´ıticas, teniendo para cada una de ellas una serie de para´metros como se explican a
continuacio´n.
5.1. Solucio´n Anal´ıtica
Todas las posibles soluciones anal´ıticas que se pueden obtener en el software esta´n detalla-
das en la Tabla 5.1. Para obtener informacio´n a cerca de los me´todos para la obtencio´n de la
solucio´n anal´ıtica ver en Ayuda, Me´todos Anal´ıticos.
Tabla 5.1: Soluciones anal´ıticas que se pueden realizar en el software para problemas unidi-
mensionales.
Tipo de Condicio´n
Estado Ecuacio´n de
Frontera
Permanente Homoge´nea Dirichlet
No Homoge´nea
Dirichlet
Homoge´nea Neumann
Transitorio Mixta
No Homoge´nea Dirichlet
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5.2. Solucio´n Nume´rica
En la Tabla 5.2 se muestra un resumen de todas las combinaciones y tipo de soluciones
nume´ricas que se pueden obtener con la utilizacio´n del software. Para obtener informacio´n
referente al Me´todo a Utilizar y Aproximacio´n de Derivadas en la Frontera ver en Ayuda,
Me´todos Nume´ricos.
Tabla 5.2: Soluciones nume´ricas que se pueden realizar en el software para problemas unidi-
mensionales.
Tipo de Condicio´n Tipo de
Estado Ecuacio´n de Me´todo Aproximacio´n*
Frontera P R C
Permanente Homoge´nea Dirichlet
No Homoge´nea
Expl´ıcito
Dirichlet Impl´ıcito
Crank-Nicolson
Expl´ıcito X X X
Homoge´nea Neumann Impl´ıcito X X X
Crank-Nicolson X X X
Transitorio Expl´ıcito X X X
Mixta Impl´ıcito X X X
Crank-Nicolson X X X
Expl´ıcito
Dirichlet Impl´ıcito
Crank-Nicolson
Expl´ıcito X X X
No Homoge´nea Neumann Impl´ıcito X X X
Crank-Nicolson X X X
Expl´ıcito X X X
Mixta Impl´ıcito X X X
Crank-Nicolson X X X
* P: progresiva, R: regresiva y C: centrada
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5.3. Malla Espacio - Temporal
5.3.1. Paso de longitud (4x)
El usuario debe seleccionar, para la solucio´n nume´rica, el paso de longitud que sera´ uti-
lizado para la realizacio´n de los ca´lculos y el almacenamiento de los resultados. En el caso de
la solucio´n anal´ıtica, el usuario solamente ingresa las posiciones a lo largo del dominio en los
cuales desea guardar la informacio´n de los ca´lculos, ya que la precisio´n de los resultados no
depende del paso de longitud seleccionado.
Ejemplo. Si el usuario ha seleccionado para su problema un paso de longitud de 5 cm,
debera´ ingresar en esta casilla un valor de 0.05, que corresponde a 4x = 0.05 m. De este
modo, para una solucio´n nume´rica, tendremos que la precisio´n y estabilidad en la solucio´n
dependera´n en gran parte de este valor. Para la solucio´n anal´ıtica tendremos que los ca´lculos
sera´n almacenados cada 5 cm (Ver Ayuda, Me´todos nume´ricos y Me´todos anal´ıticos).
5.3.2. Paso de tiempo (4t)
Para las soluciones nume´ricas, el paso de tiempo es utilizado para la realizacio´n de los
ca´lculos y para el almacenamiento de los resultados de la solucio´n del problema. Si se desea
realizar la solucio´n anal´ıtica, el usuario debera´ ingresar solamente los instantes de tiempo en
los cuales desea guardar los resultados. Cuando se tienen soluciones para el estado Permanente
este para´metro no se tiene en cuenta.
Ejemplo. Si se tiene que el paso de tiempo, seleccionado para los ca´lculos es de 30 s, el
usuario debera´ ingresar en esta casilla un valor de 30, que corresponde a 4t = 30 s. De este
modo, para una solucio´n nume´rica, tendremos que la precisio´n y estabilidad en la solucio´n
dependera´n en gran parte de este valor. Para la solucio´n anal´ıtica tendremos que los ca´lculos
sera´n almacenados cada 30 s, para cada una de las posiciones escogidas en el paso de tiempo
(Ver Ayuda, Me´todos nume´ricos y Me´todos anal´ıticos).
5.3.3. Tiempo de simulacio´n
Corresponde al tiempo final en el cual se desean tener las soluciones. El Tiempo de simu-
lacio´n so´lo se considerara´ para las soluciones en el estado Transitorio.
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5.4. Realizacio´n de los Ca´lculos
Una vez ingresados los para´metros, ya sean nume´ricos o anal´ıticos, necesarios para el
procesamiento de la solucio´n del problema se procede a hacer click en el boto´n “CALCU-
LAR”. Despue´s de esto es necesario que el usuario cree un archivo en donde guardara´ toda
la informacio´n que ha ingresado hasta el momento ma´s, todos los resultados del problema
seleccionando una direccio´n en el disco de almacenamiento y un nombre para e´ste. Toda esta
informacio´n podra´ ser revisada, analizada y comparada en la ventana para visualizacio´n de
resultados del software.
Despue´s de realizar cualquier solucio´n, el usuario podra´ realizar varias soluciones para el
mismo problema, o para cualquier otro, sin ser necesario que haga una verificacio´n inmediata
de los resultados, teniendo la posibilidad de aplicar diferentes me´todos, aproximaciones, etc;
para despue´s realizar las comparaciones o visualizaciones que desee.
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SOLUCIONES NUME´RICAS DE LA
ECUACIO´N DE CALOR
UNIDIMENSIONAL
6.1. Me´todo Expl´ıcito
6.1.1. Derivacio´n del me´todo
Se obtiene al hacer la aproximacio´n
∂u
∂t
(xi, tj) =
u(xi, tj +4t)− u(xi, tj)
4t (6.1)
as´ı la ecuacio´n en diferencias finitas toma la forma
U j+1i − U ji
4t = α
2
{
U ji−1 − 2U ji + U ji+1
4x2
}
, para 1 ≤ i ≤ N − 1, j = 0, 1, . . . (6.2)
formando un sistema de ecuaciones dado por la fo´rmula general
U j+1i = rU
j
i−1 + (1− 2r)U ji + rU ji+1 (6.3)
donde
r =
α2
4x24t. (6.4)
17
Cap´ıtulo 6. SOLUCIONES NUME´RICAS 1D
es el nu´mero que se utiliza para el ana´lisis de estabilidad del me´todo expl´ıcito (Ames, 1992;
Kincaid y Cheney, 1994).
Para los nodos x = 0 y x = L, U0 y UN se aproximan de acuerdo a las condiciones de
frontera existentes en el problema como se explica en la seccio´n 6.1.2.
Se recomienda consultar (Ames, 1992; Chapra, 1997; Kincaid y Cheney, 1994; Smith, 1993;
Gockenbach, 2002; Lapidus and Pinder, 1982).
6.1.2. Discretizacio´n en los nodos extremos
Condiciones de Dirichlet
{
u(0, t) = A
u(L, t) = B
→
{
uj0 = A
ujN = B
para j = 0, 1, 2, . . . (6.5)
As´ı la forma matricial del sistema esta´ dada por la Ecuacio´n (6.6)

U j+11
U j+12
...
U j+1N−2
U j+1N−1
 =

1− 2r r
r 1− 2r r
. . . . . . . . .
. . . . . . r
r 1− 2r


U j1
U j2
...
U jN−2
U jN−1
− r

U j0
0
...
0
U jN
 (6.6)
Condiciones de Neumann
{
ux(0, t) = A
ux(L, t) = B
(6.7)
Las aproximaciones obtenidas en diferencias finitas para x = 0 y para x = L se muestran
en las tablas 6.1 y 6.2 respectivamente. Como U j−1 y U
j
N+1 son nodos externos a la malla, es
necesario que sean aproximados por medio de la Ecuacio´n (6.3).
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Tabla 6.1: Aproximacio´n en diferencias finitas en condiciones de frontera tipo Neumann para
x = 0, para la aplicacio´n del me´todo expl´ıcito.
Tipo
de Dis-
cretizacio´n
Dimensio´n infinita
Diferencia
Finita
Aproximacio´n para
U j0
Diferencia
Progresiva
ux(0, t) =
u(4x, t)− u(0, t)
4x +O(4x)
U j1 − U j0
4x = A U
j
0 = U
j
1 −A4x
Diferencia
Regresiva
ux(0, t) =
u(0, t)− u(−4x, t)
4x +O(4x)
U j0 − U j−1
4x = A
U j+10 =
(1− r)U j1 + rU j2 −Ar4x
Diferencia
Centrada
ux(0, t) =
u(4x, t)− u(−4x, t)
24x +O(4x
2)
U j1 − U j−1
24x = A
U j+10 =
(1−2r)U j1+2rU j2−2Ar4x
Condiciones Mixtas
{
ux(0, t) = Au(0, t)
ux(L, t) = −Bu(L, t)
(6.8)
Las aproximaciones obtenidas en diferencias finitas para x = 0 y para x = L se muestran
en las tablas 6.3 y 6.4 respectivamente. Como U j−1 y U
j
N+1 son nodos externos a la malla, es
necesario que sean aproximados por medio de la Ecuacio´n (6.3).
6.2. Me´todo Impl´ıcito
6.2.1. Derivacio´n del me´todo
Se obtiene al hacer la aproximacio´n
∂u
∂t
(xi, tj) =
u(xi, tj)− u(xi, tj −4t)
4t +O(4t) (6.9)
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Tabla 6.2: Aproximacio´n en diferencias finitas en condiciones de frontera tipo Neumann para
x = L, para la aplicacio´n del me´todo expl´ıcito.
Tipo
de Dis-
cretizacio´n
Dimensio´n infinita
Diferencia
Finita
Aproximacio´n para
U jL
Diferencia
Progresiva
ux(L, t) =
u(L+4x, t)− u(L, t)
4x +O(4x)
B =
U jN+1 − U jN
4x
U j+1N =
(1− r)U jN + rU jN−1 − rB4x
Diferencia
Regresiva
ux(L, t) =
u(L, t)− u(L−4x, t)
4x +O(4x)
B =
U jN − U jN−1
4x
U jN = U
j
N−1 +B4x
Diferencia
Centrada
ux(L, t) =
u(L+4x, t)− u(L−4x, t)
24x +O(4x
2)
B =
U jN+1 − U jN−1
24x
U j+1N =
(1−2r)U jN+2rU jN−1−2rB4x
as´ı, la ecuacio´n en diferencias finitas toma la forma
U ji − U j−1i
4t = α
2
{
U ji−1 − 2U ji + U ji+1
4x2
}
, para 1 ≤ i ≤ N − 1, j = 0, 1, ... (6.10)
formando un sistema de ecuaciones dado por la Ecuacio´n (6.11), donde r esta´ dado por la
Ecuacio´n (6.4).
− rU ji−1 + (1 + 2r)U ji − rU ji+1 = U j−1i (6.11)
Para los nodos extremos, x = 0 y x = L, U0 y UN se aproximan de acuerdo a las condiciones
existentes en el problema.
Se recomienda consultar (Ames, 1992; Chapra, 1997; Kincaid y Cheney, 1994; Smith, 1993;
Gockenbach, 2002; Lapidus and Pinder, 1982).
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Tabla 6.3: Aproximacio´n en diferencias finitas con condiciones de frontera tipo Mixtas para
x = 0, para la aplicacio´n del me´todo expl´ıcito.
Tipo
de Dis-
cretizacio´n
Diferencia
Finita
Aproximacio´n para
U j0
Diferencia
Progresiva
U j1 − U j0
4x = AU
j
0 U
j
0 =
U j1
1 +A4x
Diferencia
Regresiva
U j0 − U j−1
4x = AU
j
0 U
j+1
0 = (1− r −Ar4x)U j1 + rU j2
Diferencia
Centrada
U j1 − U j−1
24x = AU
j
0 U
j+1
0 = (1− 2r − 2rA4x)U j1 + 2rU j2
Tabla 6.4: Aproximacio´n en diferencias finitas con condiciones de frontera tipo Mixtas para
x = L, para la aplicacio´n del me´todo expl´ıcito.
Tipo
de Dis-
cretizacio´n
Diferencia Finita
Aproximacio´n para
U jN
Diferencia
Progresiva
U jN+1 − U jN
4x = −BU
j
N U
j+1
N = (1− r − rB4x)U jN + rU jN−1
Diferencia
Regresiva
U jN − U jN−1
4x = −BU
j
N U
j
N =
U j+1N
1 +B4x
Diferencia
Centrada
U jN+1 − U jN−1
24x = −BU
j
N U
j+1
N = (1− 2r − 2rB4x)U jN + 2rU jN−1
6.2.2. Discretizacio´n en los nodos extremos
Condiciones de Dirichlet
Teniendo en cuenta las consideraciones en la Ecuacio´n (6.5), la forma matricial del sistema
de ecuaciones se presenta en la Ecuacio´n (6.12).
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
1 0
−r 1 + 2r −r
. . . . . . . . .
−r 1 + 2r −r
0 1


U j0
U j1
...
U jN−1
U jN
 =

A
U j−11
...
U j−1N−1
B
 (6.12)
Condiciones de Neumann
Teniendo en cuenta las consideraciones presentadas en la Ecuacio´n (6.7), tenemos que
para x = 0 y para x = L se obtienen las aproximaciones en diferencias finitas mostradas en
las tablas 6.5 y 6.6 respectivamente. Como U j−1 y U
j
N+1 son nodos externos a la malla, es
necesario que sean aproximados por medio de la Ecuacio´n (6.11).
Tabla 6.5: Aproximacio´n en diferencias finitas con condiciones de frontera tipo Neumann
para x = 0, para la aplicacio´n del me´todo impl´ıcito.
Tipo
de Dis-
cretizacio´n
Dimensio´n infinita
Diferencia
Finita
Aproximacio´n para
U j0
Diferencia
Progresiva
ux(0, t) =
u(4x, t)− u(0, t)
4x +O(4x)
U j1 − U j0
4x = A U
j
0 = U
j
1 +A4x
Diferencia
Regresiva
ux(0, t) =
u(0, t)− u(−4x, t)
4x +O(4x)
U j0 − U j−1
4x = A
(1 + r)U j0 − rU j1 =
U j−10 − rA4x
Diferencia
Centrada
ux(0, t) =
u(4x, t)− u(−4x, t)
24x +O(4x
2)
U j1 − U j−1
24x = A
(1 + 2r)U j0 − 2rU j1 =
U j−10 − 2rU j−10 2rA4x
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Tabla 6.6: Aproximacio´n en diferencias finitas con condiciones de frontera tipo Neumann
para x = L, para la aplicacio´n del me´todo impl´ıcito.
Tipo
de Dis-
cretizacio´n
Dimensio´n infinita
Diferencia
Finita
Aproximacio´n para
U jN
Diferencia
Progresiva
ux(L, t) =
u(L+4x, t)− u(L, t)
4x +O(4x)
B =
U jN+1 − U jN
4x
−rU jN−1 + (1 + r)U jN =
U j−1N + rB4x
Diferencia
Regresiva
ux(L, t) =
u(L, t)− u(L−4x, t)
4x +O(4x)
B =
U jN − U jN−1
4x
U jN = U
j
N−1 +B4x
Diferencia
Centrada
ux(L, t) =
u(L+4x, t)− u(L−4x, t)
24x +O(4x
2)
B =
U jN+1 − U jN−1
24x
−2rU jN−1 + (1 + 2r)U jN =
U j−1N + 2rB4x
Condiciones Mixtas
Teniendo en cuenta las consideraciones dadas en la Ecuacio´n (6.8), las aproximaciones
obtenidas en diferencias finitas para x = 0 y para x = L se muestran en las Tablas 6.7 y
6.8 respectivamente. Como U j−1 y U
j
N+1 son nodos externos a la malla, es necesario que sean
aproximados por medio de la Ecuacio´n (6.11).
6.3. Me´todo de Crank-Nicolson
6.3.1. Derivacio´n del me´todo
La ecuacio´n en diferencias finitas esta´ dada en (6.13), que conduce a la fo´rmula general
(6.14), donde r esta´ dado por la Ecuacio´n (6.4).
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Tabla 6.7: Aproximacio´n en diferencias finitas con condiciones de frontera tipo Mixtas para
x = 0, para la aplicacio´n del me´todo impl´ıcito.
Tipo
de Dis-
cretizacio´n
Diferencia
Finita
Aproximacio´n para U j0
Diferencia
Progresiva
U j1 − U j0
4x = AU
j
0 U
j
0 −
U j1
1 +A4x = 0
Diferencia
Regresiva
U j0 − U j−1
4x = AU
j
0 (1 + r +Ar4x)U j0 − rU j1 = U j−10
Diferencia
Centrada
U j1 − U j−1
24x = AU
j
0 (1 + 2r + 2rA4x)U j0 − 2rU j1 = U j0
Tabla 6.8: Aproximacio´n en diferencias finitas con condiciones de frontera tipo Mixtas para
x = L, para la aplicacio´n del me´todo impl´ıcito.
Tipo
de Dis-
cretizacio´n
Diferencia Finita Aproximacio´n para U jN
Diferencia
Progresiva
U jN−1 − U jN
4x = −BU
j
N (1 + r + rB4x)U jN − rU jN−1 = U j−1N
Diferencia
Regresiva
U jN − U jN−1
4x = −BU
j
N −
U jN−1
1 +B4x+ U
j
N = 0
Diferencia
Centrada
U jN+1 − U jN−1
24x = −BU
j
N (1 + 2r + 2rB4x)U jN − 2rU jN−1 = U j−1N
U j+1i − U ji
4t =
α2
2
{
U j+1i−1 − 2U j+1i + U j+1i+1
4x2 +
U ji−1 − 2U ji + U ji+1
4x2
}
,
para 1 ≤ i ≤ N − 1, j = 0, 1, ... (6.13)
− rU j+1i−1 + (2 + 2r)U j+1i − rU j+1i+1 = rU ji−1 + (2− 2r)U ji + rU ji+1 (6.14)
Para los nodos x = 0 y x = L, U0 y UN se aproximan de acuerdo a las condiciones existentes
en el problema.
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Se recomienda consultar (Ames, 1992; Chapra, 1997; Kincaid y Cheney, 1994; Smith, 1993;
Gockenbach, 2002; Lapidus and Pinder, 1982).
6.3.2. Discretizacio´n en los nodos extremos
Condiciones de Dirichlet
Teniendo en cuenta las consideraciones dadas en la ecaucio´n (6.5), la forma matricial del
sistema de ecuaciones esta´ dado por la Ecuacio´n (6.15).
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0
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Condiciones de Neumann
Teniendo en cuenta las consideraciones dadas en la Ecuacio´n (6.7), tenemos que para x = 0
y para x = L se obtienen las aproximaciones en diferencias finitas mostradas en las tablas 6.9
y 6.10 respectivamente. Como U j−1 y U
j
N+1 son nodos externos a la malla, es necesario que
sean aproximados por medio de la Ecuacio´n (6.14).
Condiciones Mixtas
Teniendo en cuenta las consideraciones mostradas en la Ecuacio´n (6.8), tenemos que para
x = 0 y para x = L se obtienen las aproximaciones en diferencias finitas mostradas en las
tablas 6.11 y 6.12 respectivamente. Como U j−1 y U
j
N+1 son nodos externos a la malla, es
necesario que sean aproximados por medio de la Ecuacio´n (6.14).
25
Cap´ıtulo 6. SOLUCIONES NUME´RICAS 1D
Tabla 6.9: Aproximacio´n en diferencias finitas con condiciones de frontera tipo Neumann
para x = 0, para la aplicacio´n del me´todo de Crank-Nicolson.
Tipo
de Dis-
cretizacio´n
Dimensio´n infinita
Diferencia
Finita
Aproximacio´n para
U j0
Diferencia
Progresiva
ux(0, t) =
u(4x, t)− u(0, t)
4x +O(4x)
U j1 − U j0
4x = A U
j
0 = U
j
1 +A4x
Diferencia
Regresiva
ux(0, t) =
u(0, t)− u(−4x, t)
4x +O(4x)
U j0 − U j−1
4x = A
(2 + r)U j+10 − rU j+11 =
(2− r)U j0 + rU j1 − rA4x
Diferencia
Centrada
ux(0, t) =
u(4x, t)− u(−4x, t)
24x +O(4x
2)
U j1 − U j−1
24x = A
(2 + 2r)U j+10 − 2rU j+11 =
(2−2r)U j0+2rU j1−2rA4x
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Tabla 6.10: Aproximacio´n en diferencias finitas con condiciones de frontera tipo Neumann
para x = L, para la aplicacio´n del me´todo de Crank-Nicolson.
Tipo
de Dis-
cretizacio´n
Dimensio´n infinita
Diferencia
Finita
Aproximacio´n para
U jN
Diferencia
Progresiva
ux(L, t) =
u(L+4x, t)− u(L, t)
4x +O(4x)
B =
U jN+1 − U jN
4x
−rU j+1N−1 + (2 + r)U j+1N =
rU jN−1 + (2− r)U jN + rB4x
Diferencia
Regresiva
ux(L, t) =
u(L, t)− u(L−4x, t)
4x +O(4x)
B =
U jN − U jN−1
4x
U jN = U
j
N−1 −B4x
Diferencia
Centrada
ux(L, t) =
u(L+4x, t)− u(L−4x, t)
24x +O(4x
2)
B =
U jN+1 − U jN−1
24x
−2rU j+1N−1 + (2 + 2r)U j+1N =
2rU jN−1 + (2− 2r)U jN + rB4x
Tabla 6.11: Aproximacio´n en diferencias finitas con condiciones de frontera tipo Mixtas para
x = 0, para la aplicacio´n del me´todo de Crank-Nicolson.
Tipo
de Dis-
cretizacio´n
Diferencia
Finita
Aproximacio´n para U j0
Diferencia
Progresiva
U j1 − U j0
4x = AU
j
0 U
j
0 −
U j1
1 +A4x = 0
Diferencia
Regresiva
U j0 − U j−1
4x = AU
j
0 (2 + r + rA4x)U j+10 − rU j+11 = (2− r − rA4x)U j0 + rU j1
Diferencia
Centrada
U j1 − U j−1
24x = AU
j
0 (1 + r + rA4x)U j+10 − rU j+11 = (1− r − rA4x)U j0 + rU j1
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Tabla 6.12: Aproximacio´n en diferencias finitas con condiciones de frontera tipo Mixtas para
x = L, para la aplicacio´n del me´todo de Crank-Nicolson.
Tipo
de Dis-
cretizacio´n
Diferencia Finita
Aproximacio´n para
U jN
Diferencia
Progresiva
U jN−1 − U jN
4x = −BU
j
N
(2 + r + rB4x)U j+1N − rU j+1N =
(2− r − rB4x)U jN + rU jN−1
Diferencia
Regresiva
U jN − U jN−1
4x = −BU
j
N −
U jN−1
1 +B4x+ U
j
N = 0
Diferencia
Centrada
U jN+1 − U jN−1
24x = −BU
j
N
(1 + r + rB4x)U j+1N − rU j+1N−1 =
(1− r − rB4x)U jN + rU jN−1
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VENTANA PARA LA
VISUALIZACIO´N DE RESULTADOS
UNIDIMENSIONALES
Despue´s de realizar la solucio´n de cualquier problema, todos los datos ingresados por el
usuario y los resultados correspondientes a e´ste quedan almacenados en el archivo que creo´ al
momento de realizar los ca´lculos. Seguida la realizacio´n de una o ma´s soluciones se hace
necesario ver, principalmente, en forma gra´fica co´mo es la variacio´n de nuestra variable a
lo largo de una longitud durante un tiempo determinado. De la barra de menu´ de la ven-
tana de pre-procesamiento, donde se ingresan los datos necesarios para plantear un problema,
se puede seleccionar el menu´ “Ver” donde se despliegan las opciones, “Resultados” y “Error”.
En la ventana que se despliega al hacer click en el menu´ “Resultados” el usuario no
podra´ realizar el ingreso de ninguna informacio´n que modifique los datos y los resultados de
un problema que haya sido resuelto, las u´nicas opciones que se tienen se encuentran en la
barra de menu´ de la ventana y son: del menu´ de “Archivo”, las opciones “Abrir” y “Cerrar”,
y del menu´ “Ver”, la opcio´n “Error”. A esta ventana es la que llamamos Ventana de Pre-
procesamiento.
7.1. Abrir un archivo
El menu´ “Abrir” permite seleccionar cualquier archivo donde el usuario haya decidido
guardar todos los datos y los resultados calculados de un problema.
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Despue´s de seleccionado y abierto el archivo, al usuario le aparecera´ toda la informacio´n
que introdujo como datos pertinentes al planteamiento del problema en el pre-procesador, y
los para´metros utilizados en la solucio´n del mismo. Hasta este punto el usuario no ha visto
los resultados de la solucio´n del problema, en esta ventana podra´ seleccionar la forma en la
cual desea ver los resultados, teniendo como posibilidades la visualizacio´n gra´fica o tabulada.
7.2. Visualizacio´n gra´fica
Permite al usuario ver en forma gra´fica los resultados. El procedimiento a seguir es el
siguiente: primero el usuario debe decidir si desea ver la solucio´n a lo largo de la longitud
para uno o varios tiempos determinados, o co´mo es la variacio´n en uno o varios puntos a lo
largo del tiempo, chequeando las casillas “Puntos de t a mostrar” y “Puntos de x a mostrar”
respectivamente, o seleccionando ambas si lo desea.
Los datos ingresados en estas casillas deben ser escritos en la nomenclatura que utiliza
MATLAB para definir tanto valores reales como vectores. Ejemplo, si deseamos ver co´mo
es la variacio´n de la temperatura a lo largo de la longitud en los tiempos 0, 20, 60 y 300
segundos,se ingresan los valores separados por espacios. Para la visualizacio´n de la variacio´n
de la temperatura a lo largo del tiempo en los puntos comprendidos entre 0 y 0.25 m cada
0.05 m, ingresamos en la casilla correspondiente de la siguiente forma 0 : 0.05 : 0.25.
El usuario debe seleccionar tanto los tiempos como las posiciones en nodos en donde haya
realizado los ca´lculos. Para esto puede utilizar toda la informacio´n que muestra la ventana de
pos-procesamiento en las casillas de “Paso de longitud” y “Paso de Tiempo”.
Una vez seleccionados los tiempos, o las posiciones, o tiempos y posiciones el usuario puede
hacer click en el boto´n Graficar de la ventana de pos-procesamiento.
Si el usuario desea comparar dos o ma´s resultados obtenidos de la solucio´n de un mis-
mo problema pero por diferentes me´todos, o diferentes aproximaciones nume´ricas o ambas,
simplemente deja la solucio´n que ha graficado inicialmente y posteriormente repite el pro-
cedimiento abriendo un segundo archivo, pero antes de hacer click en el boto´n “Graficar” el
usuario chequea las opciones de “Comparar” al lado de las casillas “Rangos de t a mostrar”
y “Rangos de x a mostrar” (una de las opciones o ambas), segu´n los gra´ficos que selecciones
para su comparacio´n, tambie´n debera´ seleccionar el tipo de l´ınea para diferenciar de los gra´fi-
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cos anteriores.
7.3. Visualizacio´n tabulada
Adema´s de la forma gra´fica que se tiene para ver los resultados, el usuario ingresando
los datos de igual forma a la descrita en Seccio´n 14.2, podra´ ver los resultados en forma
tabulada. Para esto es suficiente con hacer click en el boto´n “Tabular” de la ventana de
Pos-procesamiento. El usuario cuenta con las mismas opciones con que cuenta para graficar,
pudiendo hacer las comparaciones de los resultados nume´ricos mientras los grafica.
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VENTANA PARA LA
VISUALIZACIO´N Y CA´LCULO DE
ERROR ENTRE DOS SOLUCIONES
El software tambie´n cuenta en el mo´dulo de pos-procesamiento con una forma de calculo
de errores entre dos soluciones diferentes para un mismo problema. A esta parte del pos-
procesador se puede tener acceso haciendo click en el menu´ “Ver” de la ventana de pre-
procesamiento seleccionando “Error”, tambie´n haciendo click en el menu´ “Ir” de la ventana
de pos-procesamiento y seleccionando la opcio´n “Error”.
8.1. Seleccio´n de Archivos
El primer paso a realizar es seleccionar los dos archivos que se van a utilizar para el ca´lcu-
lo del error. Aqu´ı el usuario siempre calculara´ el error de un resultado con respecto a otro
u otros, por ejemplo podra´ comparar dos soluciones calculadas para un mismo problema en
donde, una de las soluciones es la anal´ıtica y la otra solucio´n que se tiene es una solucio´n
nume´rica, calculadas con anterioridad.
Los archivos en que se decidio´ guardar estos resultados sera´n los archivos que utilizaremos
para el ca´lculo del error. Para cargar los archivos debemos realizar click en el boto´n “Cargar
Archivo 1” de la ventana. Aqu´ı nos aparecera´ un cuadro de dialogo en donde seleccionamos
el archivo donde guardamos la solucio´n anal´ıtica ya que es la solucio´n con respecto a la cual
vamos a calcular el error. En este paso siempre se selecciona el archivo con respecto al cual
se va a calcular el error.
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Una vez cargado el “Archivo 1” podemos proceder a cargar el “Archivo 2” haciendo click
en el boto´n “Cargar Archivo 2”. Por ejemplo se selecciona el archivo en el cual guardamos
los resultados de la solucio´n nume´rica. Despue´s de cargar cada uno de los archivos el software
nos mostrara´ en el recuadro correspondiente los datos que corresponden al planteamiento del
problema y los para´metros que se utilizaron para el ca´lculo de las respectivas soluciones.
8.2. Puntos Donde se Desea Calcular el Error
El paso siguiente es seleccionar los puntos en los cuales se desea calcular el error teniendo
en cuenta la distribucio´n espacial y temporal. El usuario aqu´ı debera´ seleccionar puntos del
dominio espacial en donde se hayan realizado ca´lculos para ambos archivos, ya que en ningu´n
caso se utiliza interpolacio´n de datos para el ca´lculo del error. Para e´sto puede utilizar toda la
informacio´n que muestra la ventana en las casillas de “Paso de longitud” y “Paso de Tiempo”
de los archivos.
Una vez este´ seguro de haber seleccionado los puntos en el tiempo y en el espacio donde
desea calcular el error del “Archivo 2” con respecto al “Archivo 1”, se procede a hacer click en
el boto´n “Calcular Error” de la ventana. Los ca´lculos del error estara´n terminados cuando las
casillas “Error Cuadra´tico Medio Global (% )” y “Error Cuadra´tico Medio Global” muestren
los valores que corresponden. Despue´s de esto tendremos 5 formas diferentes de visualizar
estos resultados.
8.3. Visualizacio´n Gra´fica y Ecuaciones de Error
Al hacer click en el boto´n “Graficar Diferencias” el programa graficara´ para los tiempos y
posiciones escogidas las diferencias de los valores que tenga la variable. La ecuacio´n utilizada
es la siguiente (Gockenbach, 2002; Smith, 1993)
E(x, t) = UC(x, t)− UT (x, t) (8.1)
donde UT (x, t) representa los resultados de referencia para el ca´lculo del error, por ejemplo
la solucio´n anal´ıtica, y UC(x, t) los resultados a los cuales se les calcula el error, la solucio´n
nume´rica, para la posicio´n x en el tiempo t. No´tese que los valores estara´n dados en unidades
de la variable U que se definio´ en el problema.
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El software realiza ca´lculos del porcentaje de error, estos se pueden visualizar haciendo
click en el boto´n “Graficar Porcentaje de Error”. El valor del porcentaje de error es calculado
para los tiempos y las posiciones seleccionadas por medio de la siguiente fo´rmula
%E(x, t) =
UC(x, t)− UT (x, t)
UT (x, t)
100 (8.2)
El resultado mostrado en la casilla “Error Cuadra´tico Medio Global” corresponde al valor
calculado por la expresio´n √
1
N
∑
|UC(x, t)− UT (x, t)|2 (8.3)
donde N es el nu´mero de nodos de la malla.
El error cuadra´tico medio global en porcentaje corresponde al valor dado en la casilla
“Error Cuadra´tico Medio Global (%)”. Este se calcula con la formula√
1
N
∑ |UC(x, t)− UT (x, t)|2√
1
N
∑ |UT (x, t)|2
100 (8.4)
La otra opcio´n que tiene esta parte del pos-procesador es la de ver los resultados de los
errores en forma tabulada. En esta opcio´n se muestran los resultados de error en dos tablas,
en la primera se tabula la diferencia entre los dos resultados y en la segunda se tabula el
porcentaje de error de la solucio´n calculada con respecto a la de referencia, que puede ser la
solucio´n anal´ıtica. Despue´s de hacer click en el boto´n “Tabular Errores” inmediatamente se
despliega la ventana mostrada en la Figura 9.13.
Se recomienda consultar (Gockenbach, 2002; Smith, 1993).
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Figura 8.1: Resultados del error calculado, mostrando las diferencias y los porcentajes para
las posiciones y los tiempos seleccionados.
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EJEMPLO DE APLICACIO´N Y
UTILIZACIO´N DEL SOFTWARE
A continuacio´n se describe un ejemplo en donde se realiza una aplicacio´n del software y se
describe en forma detallada la forma como puede ser aprovechado. El problema que se plantea
es tomado de (Gockenbach, 2002, pag 214).
9.1. Planteamiento del Problema
Considere una barra de hierro, de longitud 50 cm con calor espec´ıfico C = 0.437 J/(gK),
densidad ρ = 7.88 g/cm3 y conductividad te´rmica k = 0.832W/(cmK). Suponga que la barra
esta´ aislada te´rmicamente excepto en los extremos y que la temperatura es
f(x) = 5− |x− 25|
5
(9.1)
donde f(x) esta´ dada en grados Celsius. Finalmente, suponga que los extremos de la barra
se colocan en un medio de hielo (0o C). se pide, Expresarlo como un problema de valores
iniciales con condiciones de borde. La solucio´n anal´ıtica esta´ dada por (Gockenbach, 2002,
pag 215)
u(x, t) =
∞∑
n=1
bn sen
(npix
50
)
e
− kn2pi2
502ρC
t
, donde bn =
2
50
∫ 50
0
f(x) sen
(npix
50
)
. (9.2)
Calcular la distribucio´n de temperatura despue´s de 20, 60, 300 segundos, utilizando los me´to-
dos nume´ricos aproximados, como son los me´todos expl´ıcito e impl´ıcito con ∆x = 1, ∆t = 1.
Comparar con la solucio´n anal´ıtica.
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9.2. Formulacio´n Matema´tica del Problema
El problema puede ser planteado por medio de la siguiente ecuacio´n
∂u
∂t
(x, t) = D
∂2u
∂x2
(x, t)
u(x, 0) = f(x)
u(0, t) = 0
u(0.5, t) = 0
(9.3)
Donde u(x, t) es la distribucio´n de la temperatura sobre la barra en la posicio´n x en el tiempo
t; D es el coeficiente que resulta de convertir,
h
ρC
en m2/s , que representa el coeficiente de
difusio´n te´rmica del material.
9.3. Solucio´n con la Utilizacio´n del Software
Al programa se tiene acceso desde la ventana de comandos de MATLAB al dar la instruc-
cio´n:
 Principal
Al iniciar el programa en la ventana principal (ver Figura 9.1)se pueden observar algunos
detalles acerca del programa. Aqu´ı en esta ventana, en la barra de menu´, se tiene la opcio´n
de seleccionar la dimensio´n en la cual se desea plantear el problema.
Para nuestro caso se elige la opcio´n 1 D, la cual nos lleva a la ventana mostrada en la Figura
9.2. En esta ventana se ingresan los datos que definen el planteamiento del problema.
Al iniciar todas las casillas estara´n vac´ıas e inactivas. Estas se activara´n en el momento en
el que el usuario seleccione de la barra de menu´ el “Estado de la Ecuacio´n”, con las opciones
de permanente y transitorio; y el “Tipo de Ecuacio´n”, con las opciones de homoge´nea y no
homoge´nea. Para la solucio´n de este ejemplo se selecciona el estado Transitorio y una ecuacio´n
de tipo Homoge´nea.
Luego es necesario definir el tipo de variable con la que se trabaja en el problema. En el re-
cuadro se muestran las variables ma´s utilizadas para la representacio´n de diversos feno´menos
f´ısicos donde se aplica la ecuacio´n de calor. Para nuestro caso se selecciona la opcio´n Tempe-
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Figura 9.1: Ventana principal al iniciar el programa.
ratura.
En la ventana debera´ estar inhabilitada la casilla de “Funcio´n de Forzamiento” ya que
esta se habilita cuando el tipo de ecuacio´n que plantea en el problema es “No Homoge´nea”.
Cuando el tipo de ecuacio´n sea no homoge´nea debera´ ingresar el usuario en esta casilla la
funcio´n de forzamiento que dependera´ de x y de t.
Por medio de la Ecuacio´n 9.3 se entran los datos correspondientes a “Funcio´n Inicial”,
que representa la condicio´n de temperatura inicial a lo largo de la longitud de la barra en
nuestro problema, “Para´metros Geome´tricos”, en donde se introduce la longitud de la barra
en metros y, “Para´metros F´ısicos”, en donde se introduce el valor de la constante de difusio´n
D del problema.
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En “Condiciones de Frontera”se encuentran dos casillas deshabilitadas, las cuales corre-
sponden a la condicio´n de frontera que posee el problema a tratar. Estas se habilitara´n al
momento de seleccionar el tipo de condiciones en x = 0 y x = L. Los tipos de condiciones
de frontera posibles que se tienen son Dirichlet, Neumann y Mixta. Para nuestro problema se
selecciono´ condicio´n de frontera tipo Dirichlet para ambos extremos, ya que se mantiene una
temperatura constante en ellos.
Hasta esta parte del procedimiento, se ha terminado el ingreso de los datos en la parte
de pre-procesamiento y se puede continuar para la preparacio´n de la solucio´n que se desea
obtener. Se continu´a haciendo click en el boto´n Procesar e inmediatamente el programa nos
env´ıa a la ventana que se muestra en la Figura 9.3.
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Figura 9.2: Ventana de preprocesamiento para el ingreso de datos y planteamiento del prob-
lema de la ecuacio´n de calor en una dimensio´n.
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Aqu´ı se debe seleccionar uno de los tipos de soluciones que se pueden obtener, ya sea
anal´ıtica o nume´rica. Esta seleccio´n se realiza chequeando en la parte superior de la ven-
tana (ver Figura 9.3). En la figura se muestra seleccionada la solucio´n nume´rica para nuestro
ejemplo. En las soluciones que calculamos para nuestro ejemplo se obtuvieron dos soluciones
nume´ricas diferentes, una solucio´n utilizando me´todo expl´ıcito y otra utilizando me´todo im-
pl´ıcito. En el software tambie´n se pueden realizar soluciones nume´ricas por el me´todo de
Crank-Nicolson. Tambie´n se realizo´ una solucio´n anal´ıtica del problema con el fin de com-
parar los tres resultados y estos con los mostrados en Gockenbach, 2002, pag 214.
En los me´todos nume´ricos que se emplearon en el problema aparecen inactivas las casillas
de seleccio´n para la “Discretizacio´n de las Derivadas en la Frontera”, tanto para x = 0 como
para x = L, ya que las condiciones del problema que se seleccionaron en la ventana anterior
son de tipo Dirichlet.
Cuando se tiene condicio´n de frontera diferente a Dirichlet, en cualquiera de los dos ex-
tremos, las casillas para la seleccio´n de Discretizacio´n de Derivadas se activan y se podra´ es-
coger entre las aproximaciones Regresiva, Progresiva y Centrada para la realizacio´n de los
ca´lculos.
Las condiciones seleccionadas para los ca´lculos son: 4x = 1 cm y 4t = 1 seg. Para la
solucio´n anal´ıtica que se obtuvo tambie´n se utilizaron estas mismas condiciones como se puede
ver en la Figura 9.4.
Una vez ingresados los para´metros, ya sean nume´ricos o anal´ıticos, necesarios para el proce-
samiento de la solucio´n del problema se procede a hacer clic en el boto´n “CALCULAR”(ver
Figura 9.4). Despue´s de esto sera´ necesario que el usuario cree un archivo en donde guardara´ to-
da la informacio´n que ha ingresado hasta el momento ma´s todos los resultados del problema
seleccionando una direccio´n en el disco de almacenamiento y un nombre para e´ste. Toda esta
informacio´n podra´ ser revisada, analizada y comparada como se describe a continuacio´n.
9.4. Visualizacio´n y Comparacio´n de Resultados con la
Utilizacio´n del Software
Despue´s de realizar la solucio´n de cualquier ejemplo, todos los datos ingresados por el
usuario y los resultados correspondientes a e´ste quedan almacenados en el archivo que creo´,
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y el software nos env´ıa a la ventana de pre-procesamiento mostrada en la Figura 9.2. Aqu´ı el
usuario podra´ resolver el mismo problema, pero con unos para´metros diferentes para la solu-
cio´n ya sea nume´rica o anal´ıtica, o un problema totalmente nuevo y realizar ma´s adelante el
ana´lisis de las soluciones.
Con la realizacio´n de una o ma´s soluciones se hace necesario ver, principalmente, en for-
ma gra´fica co´mo es la variacio´n de nuestra variable a lo largo de una longitud durante un
tiempo determinado. De la barra de menu´ mostrada en la Figura 9.2 se puede seleccionar
el menu´ “Ver” en donde se despliegan las opciones, tal como se muestran en la Figura 9.5,
“Resultados” y “Error”.
Al seleccionar la opcio´n “Resultado” del menu´ “Ver” (ver Figura 9.2 y Figura 9.5), in-
mediatamente el software despliega la ventana mostrada en la Figura 9.6. En esta ventana
el usuario no podra´ realizar el ingreso de ninguna informacio´n que modifique los datos y los
resultados de un problema que haya sido resuelto, las u´nicas opciones que se tienen se encuen-
tran en la barra de menu´ de la ventana y son: del menu´ de “Archivo”, las opciones “Abrir”
y “Cerrar”, y del menu´ “Ir”, la opcio´n “Error”.
El menu´ “Abrir” permite seleccionar cualquier archivo en donde el usuario haya decidido
guardar todos los datos y los resultados calculados en la ventana de la Figura 9.4.
Despue´s de seleccionado y abierto el archivo, al usuario le aparecera´ toda la informacio´n
que introdujo como datos pertinentes al planteamiento del problema en el pre-procesador, y
los para´metros utilizados en la solucio´n del mismo. Hasta este punto el usuario no ha visto
los resultados de la solucio´n del problema, en esta ventana podra´ seleccionar la forma en la
cual desea ver los resultados, teniendo como posibilidades la visualizacio´n gra´fica o tabulada
de los resultados, explicados en los siguientes dos cap´ıtulos.
9.4.1. Visualizacio´n gra´fica
Permite al usuario ver en forma gra´fica los resultados. El procedimiento a seguir es el
siguiente: primero el usuario debe decidir si desea ver la solucio´n a lo largo de la longitud
para uno o varios tiempos determinados, o co´mo es la variacio´n en uno o varios puntos a lo
largo del tiempo, chequeando las casillas “Rangos de t a mostrar” y “Rangos de x a mostrar”
respectivamente, o seleccionando ambas si lo desea.
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Los datos ingresados en estas casillas deben ser escritos en la nomenclatura que utiliza
MATLAB para definir tanto valores reales como vectores. En nuestro ejemplo deseamos ver
como es la variacio´n de la temperatura a lo largo de la longitud en los tiempos 0, 20, 60 y
300 segundos, como se puede ver en la Figura 9.6 estos se encuentran separados por espacios.
Para la visualizacio´n de la variacio´n de la temperatura a lo largo del tiempo en los puntos
comprendidos entre 0 y 0.25 m cada 0.05 m, ingresamos en la casilla correspondiente de la
siguiente forma 0 : 0.05 : 0.25 como tambie´n se puede ver en la Figura 9.6.
El usuario debe seleccionar tanto los tiempos como las posiciones en nodos en donde haya
realizado los ca´lculos. Para esto puede utilizar toda la informacio´n que muestra la ventana de
pos-procesamiento en las casillas de “Paso de longitud” y “Paso de Tiempo”.
Una vez seleccionados los tiempos, o las posiciones, o tiempos y posiciones el usuario puede
hacer clic en el boto´n graficar de la ventana de pos-procesamiento.
Si el usuario desea comparar dos o ma´s resultados obtenidos de la solucio´n de un mis-
mo problema pero por diferentes me´todos, o diferentes aproximaciones nume´ricas o ambas,
simplemente deja la solucio´n que ha graficado inicialmente y posteriormente repite el proced-
imiento abriendo un segundo archivo, pero antes de hacer clic en el boto´n “Graficar” el usuario
chequea las opciones de comparar al lado de las casillas “Rangos de t a mostrar” y “Rangos
de x a mostrar” (una de las opciones o ambas), segu´n los gra´ficos que selecciones para su com-
paracio´n, tambie´n debera´ seleccionar el tipo de l´ınea para diferenciar de los gra´ficos anteriores.
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Figura 9.4: Ventana en donde se esta´n guardando los datos y realizando los ca´lculos de la
solucio´n nume´rica del ejercicio.
Figura 9.5: Menu´ ”Ver”de la ventana de pre-procesamiento.
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Figura 9.6: Ventana de pos-procesamiento de resultados para la visualizacio´n en forma gra´fica
y tabulada.
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En las Figura 9.7 y Figura 9.8 se muestra la superposicio´n de las tres soluciones calculadas
para nuestro ejercicio, donde la solucio´n anal´ıtica se encuentra en l´ıneas continuas; el me´todo
expl´ıcito en l´ıneas punteadas; y el me´todo impl´ıcito en l´ıneas discontinuas. La Figura 9.7
muestra la variacio´n de la temperatura en los tiempos seleccionados a lo largo de la longitud
de la barra y la Figura 9.8 muestra la variacio´n en las posiciones seleccionadas a lo largo de
todo el tiempo.
9.4.2. Visualizacio´n tabulada
Adema´s de la forma gra´fica que se tiene para ver los resultados, el usuario ingresando
los datos de igual forma a la descrita en el ı´tem anterior, podra´ ver los resultados en forma
tabulada. Para esto es suficiente con hacer clic en el boto´n “Tabular” de la Figura 9.6. El
usuario cuenta con las mismas opciones con que cuenta para graficar, pudiendo hacer las
comparaciones de los resultados nume´ricos mientras los grafica.
La Figura 9.9 muestra la ventana en donde el software presenta los resultados en forma
tabulada. Aqu´ı se presenta la variacio´n de la temperatura para las soluciones Anal´ıtica y
nume´rica por medio del me´todo expl´ıcito, calculadas para el ejemplo, tanto para los tiempos
seleccionados a lo largo de la longitud de la barra como para las posiciones seleccionadas a lo
largo de todo el tiempo.
9.5. Ca´lculo del Error Entre Dos Soluciones
El software tambie´n cuenta en el mo´dulo de pos-procesamiento con una forma de calculo
de errores entre dos soluciones diferentes para un mismo problema. A esta parte del pos-
procesador se puede tener acceso haciendo clic en el menu´ “Ver” de la ventana de pre-
procesamiento seleccionando “Error” como se puede ver en la Figura 9.2 y la Figura 9.5,
tambie´n haciendo clic en el menu´ “Ir” de la ventana de pos-procesamiento y seleccionando
la opcio´n “Error” (ver Figura 9.6). El programa nos abrira´ la ventana mostrada en la Figura
9.10.
El primer paso a realizar es seleccionar los dos archivos que se van a utilizar para el ca´lcu-
lo del error. Aqu´ı el usuario siempre calculara´ el error de un resultado con respecto a otro u
otros, por ejemplo podra´ comparar dos resultados de dos soluciones nume´ricas distintas para
un mismo problema en donde la diferencia estara´ en el taman˜o de la distribucio´n espacial que
el usuario seleccione.
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Figura 9.9: Variacio´n de la temperatura para las posiciones seleccionadas a lo largo del tiempo.
En nuestro ejemplo hemos seleccionado calcular el error que existe entre la solucio´n nume´ri-
ca utilizando el me´todo expl´ıcito con respecto a la solucio´n anal´ıtica. Los archivos en que de-
cidimos guardar estos resultados sera´n los archivos que utilizaremos para el ca´lculo del error.
Para cargar los archivos debemos realizar clic en el boto´n “Cargar Archivo 1” de la ventana
mostrada en la Figura 9.10. Aqu´ı nos aparecera´ un cuadro de dialogo en donde seleccionamos
el archivo donde guardamos la solucio´n anal´ıtica ya que es la solucio´n con respecto a la cual
vamos a calcular el error. En este paso siempre se selecciona el archivo con respecto al cual
se va a calcular el error.
Una vez cargado el “Archivo 1” podemos proceder a cargar el “Archivo 2” haciendo clic
50
Cap´ıtulo 9. EJEMPLO DE APLICACIO´N 1D
Figura 9.10: Ventana para ca´lculo de errores.
en el boto´n “Cargar Archivo 2”. En el caso de nuestro ejemplo hemos seleccionado el archivo
en el cual guardamos los resultados de la solucio´n nume´rica donde se utilizo´ el me´todo ex-
plicito. Despue´s de cargar cada uno de los archivos el software nos mostrara´ en el recuadro
correspondiente los datos que corresponden al planteamiento del problema y los para´metros
que se utilizaron para el ca´lculo de las respectivas soluciones (ver Figura 9.10).
El paso siguiente es seleccionar los puntos en los cuales se desea calcular el error teniendo
en cuenta la distribucio´n espacial y temporal. El usuario aqu´ı debera´ seleccionar puntos del
dominio espacial en donde se hayan realizado ca´lculos para ambos archivos, ya que en ningu´n
caso se utiliza interpolacio´n de datos para el ca´lculo del error. Para e´sto puede utilizar toda la
informacio´n que muestra la ventana de de la Figura 9.10 en las casillas de “Paso de longitud”
y “Paso de Tiempo” de los archivos. Para el caso de nuestro ejemplo hemos seleccionado el
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ca´lculo del error en los instantes de tiempo 0, 20, 60 y 300 segundos, y para las posiciones
0.1, 0.2, 0.3 y 0.4 m excluyendo los extremos de la barra.
Una vez este´ seguro de haber seleccionado los puntos en el tiempo y en el espacio donde
desea calcular el error del “Archivo 2” con respecto al “Archivo 1”, se procede a hacer clic
en el boto´n “Calcular Error” de la Figura 9.10. Los ca´lculos del error estara´n terminados
cuando las casillas “Error Cuadra´tico Medio Global (% )” y “Error Cuadra´tico Medio Glob-
al” muestren los valores que corresponden. Despue´s de esto tendremos 5 formas diferentes de
visualizar estos resultados.
Al hacer clic en el boto´n “Graficar Diferencias” el programa graficara´ para los tiempos y
posiciones escogidas las diferencias de los valores que tenga la variable. Para el caso de nuestro
ejemplo solo sera´n diferencias de temperaturas calculadas utilizando la siguiente expresio´n
E(x, t) = UC(x, t)− UT (x, t) (9.4)
donde UT (x, t) representa los resultados de referencia para el ca´lculo del error, en nuestro
caso es la solucio´n anal´ıtica, y UC(x, t) los resultados a los cuales se les calcula el error, la
solucio´n nume´rica con el uso del me´todo expl´ıcito en nuestro ejemplo, para la posicio´n x en el
tiempo t. El resultado se puede mirar en la Figura 9.11. No´tese que los valores estara´n dados
en unidades de temperatura y esta´n en orden de 10−3.
El software realiza ca´lculos del porcentaje de error, estos se pueden visualizar haciendo
clic en el boto´n “Graficar Porcentaje de Error” mostrado en la Figura 9.10. El valor del
porcentaje de error es calculado para los tiempos y las posiciones seleccionadas por medio de
la siguiente fo´rmula
%E(x, t) =
UC(x, t)− UT (x, t)
UT (x, t)
∗ 100 (9.5)
Para nuestro ejemplo los resultados del gra´fico que muestra el software se presentan en la Figu-
ra 9.12. Como se puede observar el resultado del comportamiento de las l´ıneas son iguales
a las obtenidas en la Figura 9.11 con la diferencia en que los valores esta´n dados en porcentaje.
El resultado mostrado en la casilla “Error Cuadra´tico Medio Global” corresponde al valor
calculado por la expresio´n √
1
N
∑
|UC(x, t)− UT (x, t)|2 (9.6)
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Figura 9.11: Resultado de la diferencia de error en las posiciones y tiempos seleccionados.
donde N es el nu´mero de nodos de la malla.
El error cuadra´tico medio global en porcentaje corresponde al valor dado en la casilla
“Error Cuadra´tico Medio Global (%)”. Este se calcula con la formula√
1
N
∑ |UC(x, t)− UT (x, t)|2√
1
N
∑ |UT (x, t)|2
(9.7)
La otra opcio´n que tiene esta parte del pos-procesador es la de ver los resultados de los
errores en forma tabulada. En esta opcio´n se muestran los resultados de error en dos tablas,
en la primera se tabulan la diferencia entre los dos resultados y en la segunda se tabulan el
porcentaje de error de la solucio´n calculada con respecto a la de referencia, que es la solucio´n
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Figura 9.12: Resultado del porcentaje de error en las posiciones y tiempos seleccionados.
anal´ıtica en nuestro caso de ejemplo. Despue´s de hacer clic en el boto´n “Tabular Errores”
inmediatamente se despliega la ventana mostrada en la Figura 9.13.
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Figura 9.13: Resultados del error calculado, mostrando las diferencias y los porcentajes para
las posiciones y los tiempos seleccionados.
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EJERCICIOS 1D
Acontinuacio´n se presentan algunos ejercicios propuestos en (Gockenbach, 2002) y (Za-
uderer, 1998), con algunas modificaciones con el objetivo de que el software sea utilizado
como una herramienta para el ana´lisis de los problemas y no solamente para que estos sean
resueltos.
1. Considere una barra de hierro, de longitud 50 cm, con calor espec´ıfico c = 0.437 J/(gK),
densidad ρ = 7.88 g/cm3 y conductividad te´rmica k = 0.832 W/(cmK). Suponga que
la barra esta´ aislada te´rmicamente excepto en los extremos y que la temperatura inicial
es
f(x) = 5− |x− 25|
5
,
donde f(x) esta´ dada en grados Celsius. Finalmente suponga que los extremos de la
barra se colocan en un medio de hielo (0oC). Se pide,
a) Expresarlo como un problema de valores iniciales con condiciones de borde.
b) La solucio´n anal´ıtica esta´ dada por
u(x, t) =
∞∑
i=1
bn sin
(npix
50
)
e
− kn2pi2
502ρc ,
bn =
2
50
f(x) sin
(npix
50
)
dx.
Calcular la distribucio´n de temperatura despue´s de 20, 60 y 300 segundos, utilizan-
do los me´todos expl´ıcito e impl´ıcito con ∆x = 1 y ∆t = 1, ∆t = 2.5. Comparar
con la solucio´n anal´ıtica.
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2. Resolver nume´ricamente la ecuacio´n
ut = 0.1uxx, 0 < x < 1, 0 < t,
u(x, 0) = x(1− x), 0 < x < 1,
ux(0, t) = 0, 0 < t,
ux(1, t) = 0, 0 < t.
utilizando los me´todos impl´ıcito y Crank-Nicolson, empleando
a) Diferencias centradas para aproximar las derivadas en los bordes.
b) Diferencias progresivas en x = 0 y diferencias regresivas en x = 1.
c) Comparar en t = 0.6, t = 1 los resultados con la solucio´n anal´ıtica dada por
u(x, t) =
∞∑
i=0
bn cos(npix)e
−0.1n2pi2t,
bn = 2
∫ 1
0
x(1− x) cos(npix)dx.
3. Resuelva la ecuacio´n
ut = uxx, 0 < x < 1, 0 < t,
u(x, 0) = 1, 0 < x < 1,
ux(0, t) = u(x, 0), 0 < t,
ux(1, t) = −u(1, t), 0 < t.
usando los me´todos Expl´ıcito y Crank-Nicolson para 0 < t ≤ 1 y empleando,
a) Diferencias centradas para las condiciones de frontera.
b) Diferencias progresivas en x = 0 y diferencias regresivas en x = 1.
c) Comparar la solucio´n obtenida en x = 0.2 y x = 0.6 en todos los tiempos, con la
solucio´n anal´ıtica
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u(x, t) = 4
∞∑
n=1
{
secαn
3 + 4α2n
e−4α
2
nt cos 2αn
(
x− 1
2
)}
, 0 < x < 1
donde αn es una ra´ız positiva de la ecuacio´n
α tanα =
1
2
.
4. Suponga ahora que la barra de hierro del ejercicio 1 se calienta a una temperatura
constante de 4oC y que un extremo (x = 0) se coloca en un medio de hielo (0oC)
mientras que el otro se mantiene a 4oC ¿Cua´l es la distribucio´n de temperatura 5
minutos despue´s?
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VENTANA 2D
En la Ventana 2D se ofrecen las herramientas para definir un problema en dos dimensiones
que se expresa mediante la ecuacio´n
ρc
∂u
∂t
(x, y, t)− k
(
∂2u
∂x2
(x, y, t) +
∂2u
∂y2
(x, y, t)
)
= G(x, y, t), para t > 0, 0 < x < L
u(x, y, 0) = f(x, y), para 0 < x < Lx y 0 < y < Ly.
α1u(0, y, t)− β1uy(0, y, t) = 0,
α2u(Lx, y, t)− β2uy(Lx, y, t) = 0,
α3u(x, 0, t)− β3ux(x, 0, t) = 0,
α4u(x, Ly, t)− β4ux(x, Ly, t) = 0, para t > 0
(11.1)
Esta ecuacio´n se utiliza para modelar diversos feno´menos f´ısicos, tales como distribucio´n
de temperatura y transporte de contaminantes, entre otros. Las constantes ρ, c, y k toman
significados diferentes, de acuerdo al feno´meno que se este´ trabajando, α y β definen las
condiciones de frontera.
El software se aplica sobre un dominio rectangular en donde las condiciones de frontera
sera´n definidas para cada uno de los cuatro lados del mismo.
11.1. Estado de la Ecuacio´n
Permite determinar si la ecuacio´n se desea calcular en un estado en el cual es dependiente
o independiente del tiempo (Chapra, 1997; Gockenbach, 2002).
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Permanente: Independiente del Tiempo
Transitorio: Dependiente del Tiempo
11.2. Tipo de Ecuacio´n
Esta opcio´n permite determinar el tipo de problema, de acuerdo con la funcio´n del lado
derecho de la Ecuacio´n (11.1).
Homoge´nea:
ρc
∂u
∂t
(x, y, t)− k
(
∂2u
∂x2
(x, y, t) +
∂2u
∂y2
(x, y, t)
)
= 0, (11.2)
No Homoge´nea:
ρc
∂u
∂t
(x, y, t)− k
(
∂2u
∂x2
(x, y, t) +
∂2u
∂y2
(x, y, t)
)
= G(x, y, t). (11.3)
11.3. Nombre de la Variable
Se refiere al nombre de la variable u en la Ecuacio´n (11.1) que es a la que se le dara´ solucio´n.
Aqu´ı se puede seleccionar uno de los nombres propuestos al hacer click en el boto´n insertar
o, tambie´n, se puede escribir variables, como por ejemplo temperatura, concentracio´n de
contaminante, potencial ele´ctrico, etc.
11.4. Condiciones Iniciales
Se introduce la funcio´n que representa la condicio´n inicial del problema. Por ser bidimen-
sional esta se presenta en funcio´n de las variables longitudinales x y y, las cuales pueden ser
constantes, da´ndonos como resultado el valor de u (Ecuacio´n (11.1)) en el tiempo t = 0 en
todo el dominio. Esta funcio´n debe ser escrita en la nomenclatura que utiliza MATLAB para
la interpretacio´n de funciones.
11.5. Funcio´n de Forzamiento
Aqu´ı se debe ingresar la funcio´n G(x, y, t), mostrada en la Ecuacio´n (11.3), cuando el tipo
de ecuacio´n seleccionado es no homoge´neo. Si el tipo de ecuacio´n que se esta´ trabajando es
homoge´neo esta casilla estara´ inactiva y no se podra´ ingresar ninguna funcio´n.
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11.6. Para´metros Geome´tricos
Permite determinar las dimensiones espaciales del problema a tratar. Por tratarse de un
problema bidimensional los valores que se ingresan son las longitudes en las direcciones x y y
del dominio del problema.
11.7. Para´metros F´ısicos
Se escribe el Coeficiente de Difusio´n, el cual posee distintos significados de acuerdo con la
variable de la que se esta´ tratando en el problema. Por ejemplo para el caso de distribucio´n
de temperatura en una barra, el coeficiente de difusio´n esta´ dado por
k
ρc
, donde c es el calor
espec´ıfico; densidad, ρ y; conductividad te´rmica, k.
11.8. Condiciones de Frontera
Cada una de las condiciones de frontera determinara´ la representacio´n f´ısica del problema
que se esta´ estudiando. Se distinguen tres tipos de condiciones diferentes:
Dirichlet u(0, y, t) = A(y, t) u(Lx, y, t) = B(y, t) (11.4)
u(x, 0, t) = A(x, t) u(x, Ly, t) = B(x, t) (11.5)
Neumann uy(0, y, t) = A(y, t) uy(Lx, y, t) = B(y, t) (11.6)
ux(x, 0, t) = A(x, t) ux(x, Ly, t) = B(x, t) (11.7)
Mixta uy(0, y, t) = A(y, t)u(0, y, t) uy(Lx, y, t) = −B(y, t)u(Lx, y, t) (11.8)
ux(x, 0, t) = A(x, t)u(x, 0, t) ux(x, Ly, t) = −B(x, t)u(x, Ly, t) (11.9)
Donde A y B pueden ser funciones dependientes del tiempo o, tambie´n, constantes. Las
condiciones de frontera se deben definir en cada uno de los cuatro lados del dominio.
11.9. Boto´n Procesar
Una vez ingresados los datos que definen el planteamiento del problema, se procede a
hacer click en el boto´n Procesar para pasar a la siguiente ventana donde se seleccionaran los
para´metros segu´n el tipo de solucio´n que se desee realizar, ya sea anal´ıtica o nume´rica, segu´n
el problema.
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VENTANA PARA SELECCIONAR
EL TIPO DE SOLUCIO´N
En esta ventana el usuario debera´ seleccionar y preparar el tipo de solucio´n que desea
obtener. Entre las posibilidades que se tienen en el software esta´n las soluciones nume´ricas y
anal´ıticas, teniendo para cada una de ellas una serie de para´metros los cuales se explican a
continuacio´n.
12.1. Solucio´n Anal´ıtica
Todas las posibles soluciones anal´ıticas que se pueden obtener en el software esta´n detalla-
das en la Tabla 12.1. Para obtener informacio´n de los me´todos para la obtencio´n de la solucio´n
anal´ıtica ver en Ayuda, Me´todos Anal´ıticos.
Tabla 12.1: Soluciones anal´ıticas que se pueden realizar en el software para problemas bidi-
mensionales.
Tipo de Condicio´n
Estado Ecuacio´n de
Frontera
Permanente Homoge´nea Dirichlet
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12.2. Solucio´n Nume´rica
En la Tabla 12.2 se muestra un resumen de todas las combinaciones y tipo de soluciones
nume´ricas que se pueden obtener con la utilizacio´n del software. Para obtener informacio´n
referente a Me´todo a Utilizar y Aproximacio´n de Derivadas en la Frontera ver en Ayuda,
Me´todos Nume´ricos.
Tabla 12.2: Soluciones nume´ricas que se pueden realizar en el software para problemas bidi-
mensionales.
Tipo de Condicio´n
Estado Ecuacio´n de Me´todo
Frontera
Permanente Homoge´nea Dirichlet
Neumann
Dirichlet Expl´ıcito
Homoge´nea ADI
Neumann Expl´ıcito
Transitorio ADI
Dirichlet Expl´ıcito
No Homoge´nea ADI
Neumann Expl´ıcito
ADI
12.3. Malla Espacio - Temporal
12.3.1. Paso de longitud (4x y 4y)
El usuario debe seleccionar, para la solucio´n nume´rica, el paso de longitud que sera´ utiliza-
do para la realizacio´n de los ca´lculos y el almacenamiento de los resultados en las direcciones
x y y. En el caso de la solucio´n anal´ıtica, el usuario solamente ingresa las posiciones a lo largo
del dominio en los cuales desea guardar la informacio´n de los ca´lculos, ya que la precisio´n de
los resultados no depende del paso de longitud seleccionado.
Ejemplo. Si el usuario ha seleccionado para su problema un paso de longitud de 5 cm
en la direccio´n x y de 8 cm en la direccio´n y, debera´ ingresar en las casillas respectivas los
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valores de 0.05, que corresponde a 4x = 0.05 m y 0.08 correspondiente a 4y = 0.08 m.
De este modo, para una solucio´n nume´rica, tendremos que la precisio´n y estabilidad en la
solucio´n dependera´n en gran parte de este valor. Para la solucio´n anal´ıtica tendremos que los
ca´lculos sera´n almacenados cada 5 cm, en la direccio´n x y cada 8 cm en la direccio´n y (Ver
Ayuda, Me´todos nume´ricos y Me´todos anal´ıticos).
12.3.2. Paso de tiempo (4t)
Para las soluciones nume´ricas, el paso de tiempo es utilizado para la realizacio´n de los
ca´lculos y para el almacenamiento de los resultados de la solucio´n del problema. Si se desea
realizar la solucio´n anal´ıtica, el usuario debera´ ingresar solamente los instantes de tiempo en
los cuales desea guardar los resultados. Cuando se tienen soluciones para el estado Perma-
nente este para´metro no se tiene en cuenta.
Ejemplo. Si se tiene que el paso de tiempo, seleccionado para los ca´lculos es de 30 s, el
usuario debera´ ingresar en esta casilla un valor de 30, que corresponde a 4t = 30 s. De este
modo, para una solucio´n nume´rica, tendremos que la precisio´n y estabilidad en la solucio´n
dependera´n en gran parte de este valor. Para la solucio´n anal´ıtica tendremos que los ca´lculos
sera´n almacenados cada 30 s, para cada una de las posiciones escogidas en el paso de tiempo
(Ver Ayuda, Me´todos nume´ricos y Me´todos anal´ıticos).
12.3.3. Tiempo de simulacio´n
Corresponde al tiempo final en el cual se desean tener las soluciones (nume´ricas o anal´ıticas).
El Tiempo de simulacio´n so´lo se considerara´ para las soluciones en el estado Transitorio.
12.4. Realizacio´n de los Ca´lculos
Una vez ingresados los para´metros, ya sean nume´ricos o anal´ıticos, necesarios para el
procesamiento de la solucio´n del problema se procede a hacer click en el boto´n “CALCU-
LAR”. Despue´s de esto sera´ necesario que el usuario cree un archivo en donde guardara´ toda
la informacio´n que ha ingresado hasta el momento ma´s, todos los resultados del problema
seleccionando una direccio´n en el disco de almacenamiento y un nombre para e´ste. Toda esta
informacio´n podra´ ser revisada, analizada y comparada en la ventana para visualizacio´n de
resultados del software.
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Despue´s de realizar cualquier solucio´n, el usuario podra´ realizar varias soluciones para el
mismo problema, o para cualquier otro, sin ser necesario que haga una verificacio´n inmediata
de los resultados, teniendo la posibilidad de aplicar diferentes me´todos, aproximaciones, etc;
para despue´s realizar las comparaciones o visualizaciones que desee.
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SOLUCIONES NUME´RICAS DE LA
ECUACIO´N DE CALOR
BIDIMENSIONAL
En este cap´ıtulo se desarrollara´ los me´todos nume´ricos para resolver la ecuacio´n diferencial
parcial,
∂u
∂t
(x, y, t) = α2
[
∂2u
∂x2
(x, y, t) +
∂2u
∂y2
(x, y, t)
]
+ F (x, y, t) (x, y) ∈ R, t > 0 (13.1)
u(x, y, 0) = f(x, y), (x, y) ∈ R ∪ ∂R (13.2)
u(x, y, t) = g(x, y, t) (x, y) ∈ ∂R, t > 0, (13.3)
donde R = {(x, y) ∈ R2 | 0 < x < Lx, 0 < y < Ly}. La Ecuacio´n (13.2) indica la condicio´n
inicial del problema definido en el recta´ngulo y en la frontera del mismo, (13.3) determina
las condiciones de frontera del problema, inicialmente utilizaremos condiciones de Dirichlet
en los cuatro bordes pero se incluira´n condiciones de frontera tipo Neumann.
13.1. Me´todo Expl´ıcito para Problemas en 2D
13.1.1. Derivacio´n del me´todo
Para discretizar el dominio del problema se eligen valores ∆x, ∆y, ∆t que son los taman˜os
de paso elegidos en x , y y t respectivamente, con lo cual se forma la particio´n,
0 < x0 < x1 < · · · < xM = Lx, 0 < y0 < y1 < · · · < yN = Ly, 0 = t0 < t1 < · · · ,
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donde ∆x = xi+1 − xi, para i = 0, 1, ...,M − 1, ∆y = yj+1 − yj para j = 0, 1, ..., N − 1, y
tn = n∆t, para n = 1, 2, ....
Sea uni,j = u(xi, yj, tn), para i = 0, 1, ...,M , j = 0, 1, ..., N , n = 1, 2, .....
Para la discretizacio´n de la Ecuacio´n (13.1) en el punto (xi, yj) y el tiempo tn, se hace,
∂u
∂t
(xi, yj, tn) =
un+1i,j − uni,j
∆t
+O(∆t),
∂2u
∂x2
(xi, yj, tn) =
uni−1,j − 2uni,j + uni+1,j
∆x2
+O((∆x)2),
as´ı reemplazando en la Ecuacio´n (13.1) se obtiene
un+1i,j − uni,j
∆t
= α2
[
uni−1,j − 2uni,j + uni+1,j
∆x2
+
uni,j−1 − 2uni,j + uni,j+1
∆y2
]
+ F ni,j, (13.4)
donde F ni,j = F (xi, yj, tn), la Ecuacio´n (13.4) es va´lida para i = 1, ...,M − 1, j = 1, ..., N − 1.
Con el fin de calcular un+1i,j lo despejamos de la Ecuacio´n (13.4) colocando
rx =
α2∆t
∆x2
, y (13.5)
ry =
α2∆t
∆y2
, (13.6)
as´ı
un+1i,j = u
n
i,j + rx
(
uni−1,j − 2uni,j + uni+1,j
)
+ ry
(
uni,j−1 − 2uni,j + uni,j+1
)
+∆tF ni,j (13.7)
para i = 1, ...,M − 1, j = 1, ..., N − 1.
Para iniciar el me´todo expl´ıcito, se utiliza la Ecuacio´n (13.2), de la forma,
u0i,j = f(xi, yj), para i = 0, 1, ...,M, j = 0, 1, ..., N,
Calculados estos valores se utiliza la Ecuacio´n (13.7) para determinar
{
u1i,j
}
con
i = 1, ...,M −1, j = 1, ..., N −1, y para los nodos restantes se utiliza la condicio´n de frontera
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(13.3), de la siguiente forma
u10,j = g (0, yj,∆t) , para j = 0, 1, ..., N
u1M,j = g (Lx, yj,∆t) , para j = 0, 1, ..., N
u1i,0 = g (xi, 0,∆t) , para i = 0, 1, ...,M
u1i,N = g (xi, Ly,∆t) , para i = 0, 1, ...,M
y as´ı sucesivamente para los tiempos posteriores.
13.1.2. Condiciones de frontera tipo Neumann
Supongamos que se tiene una condicio´n de Neumann en uno de los bordes, sin perdida de
generalidad, de tal modo que
ux(x, 0, t) = g(x, 0, t) para 0 < x < Lx, (13.8)
aqu´ı los valores de uni,0 son desconocidos para i = 0, 1, ...,M. Para aproximarlos se utilizara´n
dos discretizaciones para la derivada en el punto (xi, 0) y el tiempo tn
ux(xi, 0, tn) =
uni,1 − uni,0
∆t
+O(∆t), i = 0, 1, ...,M (13.9)
la forma de aproximar los valores deseados es despeja´ndolos de las ecuaciones (13.8) y (13.9),
obteniendo
uni,0 = u
n
i,1 −∆tg(xi, 0, tn)
una vez se hallan obtenido los valores en el interior de R.
Si se utiliza la discretizacio´n en la derivada
ux(xi, 0, t1) =
u0i,1 − u0i,−1
2∆t
+O((∆x)2), i = 0, 1, ...,M (13.10)
notemos que se incluye un nuevo nodo (xi, y−1) del cual no poseemos informacio´n, para ellos
utilizamos la Ecuacio´n (13.7) con n = 0 y j = 0, obteniendo
u1i,0 = u
0
i,0 + rx
(
u0i−1,0 − 2u0i,0 + u0i+1,0
)
+ ry
(
u0i,−1 − 2u0i,0 + u0i,1
)
+∆tF 0i,0 (13.11)
con rx y ry tomados de las Ecuaciones (13.5) y (13.6), el valor de u
0
i,−1 obtenido de las
Ecuaciones (13.8) y (13.10) y reemplazando en (13.11) se obtiene
u1i,0 = u
0
i,0 + rx
(
u0i−1,0 − 2u0i,0 + u0i+1,0
)
+ ry
(
2u0i,1 − 2u0i,0 −∆tg(xi, 0, t0)
)
+∆tF 0i,0
la cual se utilizara´ para i = 0, 1, ...,M . Para ma´s informacio´n sobre el me´todo explicito puede
ser obtenida en [Smith, 1993, pag 147].
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13.2. Me´todo ADI (Alternative Direct Implicit Method)
Se considera ahora un me´todo impl´ıcito para aproximar la solucio´n nume´rica del problema
(13.1) sujeto a las condiciones iniciales (13.2) y las condiciones de frontera (13.3) o´ (13.8). Se
tomara´ para simplificar ∆x = ∆y, sea vni,j = u(xi, yj, tn) una vez conocidos los valores de v
n
i,j,
para aproximar la solucio´n en punto vn+1i,j el me´todo ADI se obtiene al tomar un taman˜o de
paso temporal ∆t/2 y utilizando aproximacio´n en diferencias regresivas que sea impl´ıcito
solo en la direccio´n del eje x y utiliza valores anteriores en la direccio´n de y a lo largo de la
linea x = xi, obteniendo
vn+.5i,j − vni,j
∆t/2
=
α2
(∆x)2
[
vn+.5i−1,j − 2vn+.5i,j + vn+.5i+1,j + vni,j−1 − 2vni,j + vni,j+1
]
El me´todo es impl´ıcito solo en la direccio´n de x. Una vez conocidos los valores de
{
vn+.5i,j
}M−1
i=1
en el siguiente paso de ADI se utiliza nuevamente la aproximacio´n realizada en el paso ante-
rior, pero ahora esta aproximacio´n usa valores pasados en la direccio´n del eje x a lo largo de
la linea y = yj y es impl´ıcito solo en la direccio´n de y, obteniendo la aproximacio´n
vn+1i,j − vn+.5i,j
∆t/2
=
α2
(∆x)2
[
vn+.5i−1,j − 2vn+.5i,j + vn+.5i+1,j + vn+1i,j−1 − 2vn+1i,j + vn+1i,j+1
]
Con un asterisco (*) se denotaran los valores intermedios calculados en el tiempo
t = tn +∆t/2, los pasos del me´todo de ADI se dan en la forma
− v∗i−1,j +
(
2 +
2
r
)
v∗i,j − v∗i+1,j = vni,j−1 +
(
2
r
− 2
)
vni,j + v
n
i,j+1 (13.12)
−vn+1i,j−1 +
(
2 +
2
r
)
vn+1i,j − vn+1i,j+1 = v∗i−1,j +
(
2
r
− 2
)
v∗i,j + v
∗
i+1,j (13.13)
Para ejecutar un paso completo del me´todo del ADI, una vez conocido los valores de{
vni,j
}
, para 1 < i < M − 1 y 1 < j < N − 1, se utiliza la fo´rmula (13.12) con j fijo
1 ≤ j ≤ N − 1 haciendo un barrido horizontal para calcular todos los valores intermedios por
medio de un sistema tridiagonal, obteniendo los valores de
{
v∗i,j
}M−1
i=1
, se repite este barrido
horizontal resolviendo N − 1 sistemas tridiagonales cada uno de taman˜o N − 1, cada uno de
taman˜o M −1. Una vez obtenido los (N − 1) (M − 1) valores intermedios de v∗i,j se realiza un
barrido vertical, en el cual se resuelven M − 1 sistema tridiagonales en la Ecuacio´n (13.13),
un sistema para cada i, obteniendo los los valores para vn+1i,j .
Un barrido horizontal seguido de un barrido vertical constituyen un paso para el me´todo
de ADI. La exactitud de este me´todo es comparable con el me´todo de Crank Nicolson en el
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caso de la Ecuacio´n de calor en una dimension. Para ma´s informacio´n sobre el me´todo ADI
puede ser obtenida en (Johnson y Riess, 1982; Thomas, 1995).
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VENTANA PARA LA
VISUALIZACIO´N DE RESULTADOS
BIDIMENSIONALES
Despue´s de realizar la solucio´n de cualquier problema, todos los datos ingresados por el
usuario y los resultados correspondientes a e´ste quedan almacenados en el archivo que creo´ al
momento de realizar los ca´lculos. Despue´s de la realizacio´n de una o ma´s soluciones se hace
necesario ver, principalmente, en forma gra´fica co´mo es la variacio´n de nuestra variable en
todo el dominio durante un tiempo determinado. De la barra de menu´ de la ventana de pre-
procesamiento se puede seleccionar el menu´ “Ver” donde se despliega las opcio´n, “Resultados”.
En la ventana que se despliega al hacer click en el menu´ “Resultados” el usuario no
podra´ realizar el ingreso de ninguna informacio´n que modifique los datos y los resultados de
un problema que haya sido resuelto, las u´nicas opciones que se tienen se encuentran en la
barra de menu´ de la ventana y son: del menu´ de “Archivo”, las opciones “Abrir” y “Cerrar”,
y del menu´ “Ver”, la opcio´n “Error”.
14.1. Abrir un archivo
El menu´ “Abrir” permite seleccionar cualquier archivo en donde el usuario haya decidido
guardar todos los datos y los resultados calculados de un problema.
Despue´s de seleccionado y abierto el archivo, al usuario le aparecera´ toda la informacio´n
que introdujo como datos pertinentes al planteamiento del problema en el pre-procesador, y
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los para´metros utilizados en la solucio´n del mismo. Hasta este punto el usuario no ha visto
los resultados de la solucio´n del problema, en esta ventana podra´ seleccionar la forma en la
cual desea ver los resultados, teniendo como posibilidades la visualizacio´n gra´fica en formas
de contornos o de superficies.
14.2. Visualizacio´n gra´fica
Permite al usuario ver en forma gra´fica los resultados. El usuario debe decidir si desea
ver la solucio´n en todo el dominio para uno o varios instantes de tiempo, chequeando en la
casilla “Puntos de t a mostrar”. En esta opcio´n el usuario tendra´ la posibilidad de seleccionar
entre dos tipos de gra´ficos, un gra´fico de contorno y otro de superficie, para ambos gra´ficos
el usuario podra´ decidir si quiere ver un video de en donde se muestra el valor de la variable
para los tiempos seleccionados.
Los datos ingresados en estas casillas deben ser escritos en la nomenclatura que utiliza
MATLAB para definir tanto valores reales como vectores. Ejemplo, si deseamos ver como es
la variacio´n de la temperatura en el dominio para los tiempos 0, 20, 60 y 300 segundos, estos
se ingresan separados por espacios. Para la visualizacio´n de la variacio´n de la temperatura a
lo largo del tiempo en los puntos comprendidos entre 0 y 0.25 m cada 0.05 m, ingresamos en
la casilla correspondiente de la siguiente forma 0 : 0.05 : 0.25.
Para la seleccio´n de los tiempos a graficar el usuario debe tener en cuenta la informacio´n
mostrada en la ventana de pos-procesamieto con el fin de no ingresar valores de tiempos que
no hayan sido calculados.
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