Pyxel, una llibreria per a l'anotació automàtica de fotografies by Gris Sarabia, Irene
 Pyxel, una llibreria per a l’anotació 
automàtica de fotografies 










Autora: Irene Gris Sarabia 
Director: Xavier Giró i Nieto 
Escola d'Enginyeria de Terrassa ( EET ) 
Universitat Politècnica de Catalunya ( UPC ) 
Gener 2015 








 Donat que actualment la generació i difusió de contingut multimèdia ha incrementat 
molt, s'està fent recerca per trobar eines d’anotació automàtica o semiautomàtica d'imatges, 
sons, vídeos, etc. 
Aquest document recull la informació sobre el desenvolupament i funcionament de la 
llibreria Pyxel, orientada, concretament, a l'anotació d'imatges mitjançant la informació visual 
de la imatge i la informació textual que l'acompanya, les metadades. 
El Pyxel és un conjunt de classes desenvolupades en llenguatge de programació Python 
per dur a terme una cadena d'anotació d'imatges complerta, es a dir, permet l'extracció de 
característiques visuals amb descriptors SIFT i l'extracció de característiques textuals de 
metadades mitjançant l'algoritme de processat de text TF-IDF, així com eines per crear ambdós 
vocabularis. També proporciona eines per l'entrenament i la detecció d'un classificador SVM.     
Per tal de gestionar les dades de grans volums d'imatges les eines del Pyxel estan 
pensades per fer processat d'imatges en paral·lel, molt útil per aprofitar d'una manera optima 
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Actualment la generació i difusió de contingut multimèdia esta a l'abast de 
tothom. Qualsevol persona un mòbil pot adquirir fotografies i publicar-les a la web. Això fa 
que el volum de dades generades augmenti exponencialment.  Aquest fet es útil sempre i 
quan el material pugui ser recuperat i sigui d'utilitat. Quan pugem dades al núvol no 
sempre ho fem amb l'anotació correcta per després recuperar-ho i etiquetar manualment 
tot el contingut publicat es inviable. Per aquest motiu en aquest projecte es desenvolupen 
una sèrie de llibreries en llenguatge de programació Python creades per a fer un sistema 
complet d'anotació de grans volums de dades.  
Aquestes llibreries permeten l'extracció de característiques visuals amb descriptors 
SIFT, que permetran crear un vocabulari visual i esdevindran vectors de 
paraules/característiques visuals ( BoF: Bag of Features ). Per altra banda, la llibreria també 
permet de forma paral·lela extraure característiques textuals amb el descriptor TF-IDF. 
També permeten l'entrenament, creació de models i anotació automàtica, a partir d'un 
classificador de Màquines de Vectors de Suport ( SVM ) comú i genèric tant pels 
descriptors visuals com els textuals. 
Finalment la llibreria Pyxel disposa d'un conjunt d'eines d'avaluació que permet 
realitzar experiments d'aprenentatge supervisat amb conjunts de dades etiquetades. Els 
protocols i  mesures d'avaluació implementades segueixen les bones pràctiques de la 
comunitat científica a l'hora d'avaluar i comparar les diverses solucions. 
La llibreria s'ha construït durant la participació de l'equip Grup de Processament de 
la Imatge de la Universitat Politècnica de Catalunya en la campanya d'avaluació científica 
internacional MediaEval.  
El Pyxel s'ha utilitzat ja en dos dominis complementaris que permeten validar-ne la 
seva robustesa. En primer lloc, en Sergi Imedio la va utilitzar per dur a terme el seu Treball 
de fi de grau, del qual se'n parla a l'apartat 6 d'aquesta memòria. 
En segon lloc, la llibreria s'ha posat a la disposició dels estudiants de l'assignatura 
de Gestió i Distribució de Senyals Audivisuals del Grau d'Enginyeria en Sistemes 
Audiovisuals de l'Escola d'Enginyeria de Terrassa (EET). En concret tretze estudiants de 
quatre equips diferents, han utilitzat i millorat l'eina per tal de resoldre els seus projectes 
de classificació d'imatges, i d'aquesta manera validant la usabilitat del Pyxel.  
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1.2. Parts del document 
Aquest document esta dividit en sis capítols principals, 
• Requeriments explica per a que serveix el sistema d'anotació d'imatges 
Pyxel i quines han sigut les expectatives del usuaris que l'han utilitzat.  
• L'Estat de l'art, on s'esmenten altres llibreries pel procés automàtic 
d'anotació d'imatges. Esta dividit en tres apartats segons si volem fer 
l'anotació mitjançant la informació visual, textual o si la llibreria conté 
recursos per fer reconeixement de patrons.  
• Disseny, on es troba explicada la estructura del sistema d'anotació Pyxel, 
els passos a seguir per anotar imatges mitjançant característiques visuals o 
textuals i l'ordre que té el flux de treball. 
• L'apartat de Desenvolupament explica com s'ha desenvolupat el Pyxel, 
esta dividit en dues parts;  
o Entorn de desenvolupament, on s'indica el llenguatge de 
programació, el programes de control de versions i el software  
utilitzats per implementar el Pyxel. 
o Implementació, on es detalla les característiques del sistema 
complert d'anotació, les classes que formen el Pyxel i els scripts 
que permeten la seva utilització. També s'explica la estructura del 
sistema de directoris que actualment fan servir el scripts 
esmentats.  
• En el capítol d'Avaluació i resultats explica quins usuaris que han utilitzat 
el Pyxel i com son les dades que han fet servir i com ha sigut la seva 
experiència amb el Pyxel  
• Al capítol de Conclusions estan enumerats el requeriments assolits i les 











Dins d'un sistema d’anotació hi ha dos parts principals que son l'extracció de 
característiques i la detecció, però dins d'aquests punts hi ha un seguit de processos, 
indispensables per al correcte funcionament del sistema complert. 
En aquesta memòria s'explica la part del Pyxel associada a la classificació d'imatges. El 
Pyxel ha estat creat per varis desenvolupadors y proporciona eines que no formen part del 
projecte que he desenvolupat.  
Pyxel esta pensada per facilitar la implementació de sistemes automàtics d'anotació 
d'imatges. El que l'usuari final espera de Pyxel és tenir accessible un conjunt de funcionalitats 
pertanyents al mateix conjunt de llibreries. 
El punt fort de Pyxel, en aquest moment, no recau en la qualitat de l'anotació, si no en 
la facilitat que proporciona per a crear noves classes, semblants a les actuals però amb 
característiques diferents. Pyxel va sorgir de la idea de tenir un codi endreçat i que facilités la 
dinàmica de fer proves amb diferents tipus d'extractors de característiques i diferents tipus de 
classificadors.  
La finalitat de la llibreria consisteix en, donat un conjunt de dades d'entrenament i de 
test, Pyxel ha de proporcionar eines per; 
• Extreure les característiques visuals a partir dels píxels de les fotografies. 
• Extreure les característiques textuals a partir de les metadades de les 
fotografies (per exemple: títol, descripció, paraules clau...). 
• Creació dels vocabularis: Visual i Textual 
• Entrenament d'un classificador. 
• Anotació automàtica a partir del model generat pel classificador 
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3. Estat de l'art  
 
Aquest capítol descriu llibreries de programari lliure similars a Pyxel, utilitzades 
per a la classificació dedocuments multimèdia. Es revisa quines són les seves 
característiques principals i dominis d'aplicació.  
Com s'ha explicat al capítol Requeriments l'anotació d'imatges no és només 
una sola acció, és un sistema compost per una part que consisteix en obtenir les 
característiques de les dades que tenim i una segona part en la qual es comparen les 
característiques de les dades que tenim anotades amb les característiques de les dades 
que hem d'anotar de forma automàtica.  
El capítol es divideix en tres apartats, els dos primers fan referència a la 
primera part del sistema segons la modalitat principal sobre la qual es basen: la visual 









OpenCV [1] Open Source Computer Vision 
 
OpenCV és una llibreria ideada per proporcionar una infraestructura comuna 
per aplicacions de visió per computador. Té algoritmes que es poden utilitzar per 
reconèixer cares, identificar objectes, classificar les accions humanes en vídeos, 
moviments de càmera, objectes en moviment, extreure models 3D d'objectes, etc. 
Pyxel utilitza una crida al algoritme SIFT del OpenCV per tal d'extreure'n els 
punts característics dels píxels de la imatge. Donat que la estructura que fa servir per a 
la implementació de les seves classes es comuna, amb petits canvis a Pyxel es poden 
obtenir extractors de característiques diferents sense necessitat de tornar a 
implementar tot el codi. 
 
Figura 3.1.Exemple del funcionament del extractor de característiques SIFT de la llibreria OpenCV 
 
Open Sift Library[2] 
Open Sift Library esta implementada en C fent servir la llibreria OpenCV. Igual 
que el Pyxel, Open Sift Library inclou funcions pel processat de característiques SIFT. A 
més conté eines per construir índexs del tipus kd-trees i computació de 
transformacions geomètriques a la imatge per comprovar coincidències fent servir 
RANSAC ( RANSAC és un algoritme iteratiu per trobar els paràmetres que representen 
millor un model ).  
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libLDB [3] Local Difference Binary 
 
Aquesta llibreria té com a característica principal l'extracció de descriptors 
visual Local Difference Binary. La llibreria calcula un descriptor binari mitjançant tres 
passos, captura de patrons interns de cada tros de la imatge a través de proves 
binàries. Fa servir una estratègia de quadriculació múltiple per capturar la freqüència 








Scikit-Image [4] Image processing in python 
 
Scikit-image és una col·lecció d'algorismes per al processament d'imatges. 
Permet els canvis en el espai de color d'una imatge, diferents formes de 
interpretació,... proporciona dades per fer proves, eines de dibuix, eines d'edició de la 










NLTK[5]  Natural Language Toolkit 
 
NLTK proporciona eines de processat de dades del llenguatge humà, té 
interfícies fàcils d'utilitzar i proporciona més de 50 cossos i recursos lèxics, com el 
WordNet, juntament amb un conjunt de biblioteques de processament de text per a la 
classificació, tokenització, derivat, etiquetatge, anàlisi i raonament semàntic.  
 
La llibreria NLTK va ser utilitzada per crear una funció a l'apartat de processat 
de text per tal de crear un vocabulari textual el més similar possible entre imatges, per 
exemple, convertint les lletres a minúscules, trobant sinònims de paraules i per a tots 
ells escollir la mateixa paraula, corregint faltes ortogràfiques o passant a singular 
paraules en plural.  
 
 
LibShortText:[6] A Library for Short-text Classification and Analysis 
 
LibShortText es una eina de codi obert per l'anàlisi i classificació de text curt. 
Pot gestionar la classificació de títols, preguntes, sentencies i missatges curts. 
LibShortText en general és més eficient que la resta de paquets de caracterització de 
text.  
 Aquesta llibreria no s'ha fet servir durant el projecte, ni es utilitzada per Pyxel, 
però em sembla interesant afegir-la ja que possiblement una de les pròximes millores 
impliqui l'afegit de funcionalitats a través d'aquesta llibreria a la part de text del Pyxel. 
 
Actualment Pyxel fa l'extracció de característiques TF-IDF mitjançant la part de 
"feature extraction" de la llibreria scikit-learn Machine Learning in Python[7], però 
donat que aquesta llibreria té més pes a la part de reconeixement de patrons s'explica 
en el següent apartat. 
  
Irene Gris,  “Pyxel, una llibreria per a l’anotació automàtica de fotografies” 
13 
 
3.3. Reconeixement de patrons 
 
scikit-learn Machine Learning in Python[7] 
 
Scikit-learn és una llibreria que proporciona eines per l'anàlisi de dades, 
classificació, clustering, preprocessat, selecció dels paràmetres per a models de 
classificació, etc. Pot ser utilitzada en diferents contextos.  
Aquesta llibreria també proporciona extracció de característiques textual, i 
proporciona eines d'edició i organització de grans volums de dades. 
 
 
Figura 3.3. Pagina Web de la llibreria Scikit-Learn 
Pyxel utilitza varies funcionalitats de la llibreria Scikit-learn, per exemple, per 
crear el vocabulari visual es fan servir eines de "Clustering" com el MiniBatchKMeans o 
Ward i a per classificar fem servir el Support Vector Classification (SVC) que 




LIBSVM:[8] A Library for Support Vector Machines 
 
 LIBSVM es una extensió de la llibreria LIBLINEAR [9], es un software que integra 
classificació per vectors de suport ( SVC ), regressió ( SVR ) i estimació de la 
distribució ( SVM ).  
Inclou diferents formules de SVM, una classificació multi classe eficient, 
validació creuada per selecció de models, estimació de probabilitats, que pot ser molt 
útil per combinar característiques textuals i visuals i inclou també pesos per conjunts 
de dades no equilibrades. 
 




BSVM conté eines per resoldre la classificació de grans volums de dades. 
Proporciona eines com la classificació One-vs-One per classificació multiclasse fent 
servir formulació acotada, classificació multiclasse utilitzant la formulació de Crammer 











En aquest capítol s'explica quina és la estructura del sistema d'anotació automàtica 






 Figura 4.1. Esquema complert amb tots els elements del sistema d'anotació Pyxel.  
La part de l'esquerra es correspon a l'anotació a partir dels píxels de la imatge i la part de la dreta es 
correspon a l'anotació a partir de les metadades de text. 
 
A l'esquema de la Figura 4.1 es mostren cada un dels mòduls del Pyxel que formen el 
sistema d'anotació automàtica d'imatges. La representació esta feta en dos columnes 
encapçalades pels títols Imatge i Metadades.  
Amb el títol Imatge es fa referencia a la part visual del sistema d'anotació, i  
Metadades abarca les etiquetes textuals incloses en les metadades de la fotografia.  
La figura també esta dividida entre entrenament i test. La part de dalt del esquema es 
correspon al procés de desenvolupament que s'ha de dur a terme durant l'entrenament. La 
part inferior del esquema mostra el procés de la part de test. 
Els mòduls que enllacen cada un dels objectes del sistema es mostren a la Figura 4.2. 




Figura 4.2. Mòduls del Pyxel i context en el que treballen. 
  
 Aquest capítol esta dividit en 3 sub-seccions; Extracció de característiques, 
Classificació i Avaluació i resultats. 
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4.1. Extracció de característiques 
En aquest sub-apartat s'explica com s'ha estructurat la part d'extracció de 
característiques dins del sistema.A la Figura 4.3 estan emmarcades les parts del 
sistemes que es corresponen a l’extracció de característiques visuals i textuals. 
 
Figura 4.3.  Extracció de característiques mitjançant els mòduls  BofExtractor, TFIDFExtractor, 
VisualVocabulary i TextualVocabulary del Pyxel. 
 
A partir de les imatges d'entrenament s'obté un vocabulari que s'utilitza per poder 
representar les característiques de la imatge ( ja siguin les metadades o els píxels ) en 
vectors que permetin ser comparats. Amb el vocabulari creat a partir d'un conjunt de les 
característiques de les imatges d'entrenament s'extreuen tant els descriptors 
d'entrenament com els de test. 
 
  




La classificació té dues parts separades, l'entrenament que pertany a la part prèvia 
a l'anotació, i el test que és just on es fa el procés d'anotació. 
El següent esquema mostra la part de la estructura global que es correspon al 
procés d'entrenament.  
 
Figura 4.4. Entrenament del classificador mitjançant el mòdul Trainer del Pyxel 
 
Per dur a terme l'anotació es fa servir la classe Detector. Els vectors de 
característiques extrets mitjançant les classes BofExtractor o TfidfExtractor són introduïts 
al Trainer com exemples de cada tipus de classe semàntica. 
La Figura 4.4 conté dues instàncies de la classe Trainer per mostrar el paral·lelisme 
entre els dos tipus de classificació, però realment les part de classificació i avaluació són 
comunes tant per descriptors textuals com visuals. De l'entrenament obtenim un model 
que explica com són les característiques que descriuen cada classe semàntica. 
La Figura 4.5 mostra com per generar l'anotació es fa servir la classe Detector que 
compara cada una de les imatges de test amb el model obtingut a l'entrenament i prediu 
l'etiqueta que es correspon.  




Figura 4.5.  Predicció dels vectors de característiques mitjançant el mòdul Detector del Pyxel 
 
4.3. Avaluació dels resultats 
Un cop finalitzat el sistema d'anotació automàtica, l'últim pas és l'avaluació dels 
resultats. Aquest procés es realitza a partir de comparar l’anotació de veritat terreny (en 
anglès, “ground truth”) de les imatges de test amb l’anotació automàtica generada pel 
Detector.  
 
Figura 4.6.  Avaluació de les anotacions automàtiques del Detector mitjançant el mòdul Trainer del 
Pyxel 
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5. Desenvolupament  
5.1. Entorn de desenvolupament 
Llenguatge de programació 
La implementació del projecte s'ha fet amb el llenguatge de programació Python, ja 
que es un llenguatge té disponibles llibreries molt interesants i de codi lliure sobre la matèria, 
a més didàcticament es un llenguatge fàcil d'aprendre. Un altre motiu pel qual es va 
desenvolupar en Python va ser per que pogués ser útil per altres projectes del grup de 
Processament de la Imatge de la UPC. 
 
Programes de control de versions 
 Durant la implementació del projecte he necessitat fer servir programes de control de 
versions com el GIT, SVN.  
 Inicialment es va escollir GIT a través de la plataforma GITHUB ja que em va semblar 
una eina bastant intuïtiva i visual i de la que tenia molta informació a internet ja que abans no 
havia utilitzat programes de control de versions.  
Més endavant,  vaig començar a fer servir el SVN ja que era el programa de control de 
versions que es feia servir pels membres del grup de Processament de la Imatge de la UPC.   
 Finalment de cara a facilitar l'accés als estudiants de GDSA i a en Sergi Imedio, a 
mitjans d'estiu, es va batejar el conjunt de classes amb el nom de Pyxel  i el codi es va moure a 
la plataforma Bitbucket[11] que treballa amb el sistema de control de versions del Git. 
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Programari de desenvolupament  
Pyxel ha estat desenvolupada amb l’entorn de desenvolupament Enthought Canopy, 
amb la llicencia d'estudiant[12]. És una eina molt útil i didàctica per desenvolupar amb Python, 
i una bona opció per iniciar-se en la utilització de llibreries externes, ja que conté un sistema 
de gestió de paquets que permet la senzilla instal·lació de les llibreries externes necessàries. 
Per qui no esta acostumat a fer servir sistemes operatius on les accions es fan per 
comandes a un terminal, com Linux, la opció de fer servir Canopy facilita l'aprenentatge ja que 
té una interfície amb editor de text per poder generar scripts i un gestor de directoris per tal 
de poder tenir coneixement de la estructura del projecte de forma més visual. També té una 
consola de comandes que ha estat de gran ajuda a l'hora de fer proves de funcions per 
separat.  
 
 Figura 5.1.  Intefície del software Enthought Canopy 
 
  





Aquest apartat descriu la implementació del sistema d'anotació. El capítol esta 
estructurat en tres apartats principals; Extracció de característiques, Classificació i Avaluació i 
resultats. 
 
Figura 5.2. Parts del sistema d'anotació 
 
Una altra part important i prèvia al procés d'anotació és la separació de les dades en 
dades d'entrenament i de test.  Un detall important és que les dades que escollim per fer 
entrenament han d'estar ja anotades al document de veritat terreny ( Ground Truth). En cada 
un dels següents apartats es farà referència a aquestes per explicar on i com s'utilitzen. 
5.2.1. Extracció de característiques 
La finalitat de l'extracció de característiques és obtenir informació de les dades, en 
aquest cas imatges, que volem anotar per tal, de més endavant, poder comparar unes imatges 
amb altres. 
En la introducció a aquest capítol s'ha fet un apunt sobre la divisió de dades 
d'entrenament i de test. En l'extracció de característiques hi participen els dos paquets de 
dades ja que l'extracció ha de ser la mateixa tant per totes les dades que tenim.  
Dins de l'extracció de característiques hem de diferenciar entre característiques visuals 
i característiques textuals. 
Característiques Visuals 
Les imatges digitals estan formades per un conjunt de píxels que permeten ser 
processats per obtenir-ne informació. En aquest cas la informació sobre els punts 
d'interès d'una imatge ens l'aporta un algoritme de extracció de característiques SIFT. 
Les característiques SIFT del paquet d'imatges d'entrenament les processarem 
amb un algoritme de clustering, com el MiniBatchKMeans de la llibreria Scikit-learn[7] , 
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per obtenir un conjunt de clusters de característiques on cada un d'aquests clusters 
representarà una paraula visual. 
D'aquesta manera el vocabulari amb el que "parlen" totes les imatges és el 
mateix. Per poder fer comparacions entre imatges es creen vectors de característiques 
Bag of Features ( BoF )[13]. Un BoF és semblant a un histograma on cada una de les 
paraules visuals del vocabulari son els bins. 
Finalment s'extreuen les característiques SIFT de totes les imatges ( tant del 
paquet d'entrenament com del de test ) i es crea un vector BoF per cada una de les 
imatges. 
Textuals 
A més de la informació que poden aportar els píxels de la imatge, existeix 
informació en forma de text, anomenades metadades, que aporten informació sobre 
el context de la imatge, les característiques de codificació, el dispositiu amb el que ha 
sigut presa la fotografia, etc. 
Pyxel permet la extracció de característiques textuals a partir de les etiquetes 
que acompanyen a la imatge. Aquestes etiquetes son paraules que tenen relació amb 
el contingut de la imatge. 
Igual que els píxels de la imatge les etiquetes també poden ser processades per 
extractors de característiques textuals, com el processat TF-IDF. 
Farem servir les etiquetes de les imatges del paquet d'entrenament per crear 
un llistat limitat de paraules que definirà el vocabulari amb el qual es treballarà. 
El TF-IDF crea unes ponderacions per a cada una de les paraules que apareixen 
en un document o una llista, donant més importància a les paraules que  amb menys 
aparicions i menys importància a aquelles que son més habituals, com poden ser els 
articles, determinants, etc. 
Per tal d'aconseguir un vocabulari el més reduït possible però sense perdre 
informació important, endrecem les paraules del vocabulari textual de més pes a 
menys pes segons el processat del TF-IDF i ens quedem amb les N paraules que més 
apareixen, on N és la mida del vocabulari textual que volem.  
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Igual que amb el cas visual, els vectors que fem servir per comparar les 
etiquetes de les imatges son vectors de valor 0 on cada posició del vector es correspon 
a una paraula i allà on hi apareix s'hi afegeix el valor 1, obtenint així un vector binari. 
L'últim pas en la creació de vectors de característiques roman en mirar quines 
paraules té associada cadascuna de les imatges, tant del paquet d'entrenament com 
del de test, i obtenir un vector de característiques per a cada una.   
 
5.2.2. Classificació 
Així com la part d'extracció de característiques diferencia entre visual i textual, el 
classificador de la llibreria Pyxel és compatible amb els dos tipus de característiques. La 
classificació té dues parts, entrenament i obtenció de models, i detecció. El resultat de la 
classificació és la generació automàtica d’una anotació de les dades de test. 
Entrenament i obtenció de models 
L'entrenament es tracta de mostrar al classificador exemples de com és allò 
que després haurà de reconèixer. En aquesta part del sistema només es fan servir les 
imatges del conjunt d'entrenament. 
Mitjançant els vectors de característiques obtinguts en l'extracció s'entrena el 
classificador Support Vector Classification ( SVC ) que crea un espai de característiques 
amb "linies" i marges que delimiten les fronteres entre classes semàntiques i retorna 
un model. 
El SVC necessita els vectors de característiques de les imatges d'entrenament i 
la veritat terreny ( Ground Truth ) de totes les imatges d'entrenament. 
El model és una abstracció de les dades d'entrenament que s'han utilitzat i és 
la referència que el detector farà servir per predir quina anotació li correspon a cada 
imatge del conjunt d'entrenament 
  Detecció 
En aquesta part del sistema és on es desenvolupa el procés d'anotació 
definitiu. Les dades que hem d'anotar son les que pertanyen al conjunt de test. 
Mitjançant el model creat en l'entrenament del SVC, el classificador pot interpretar a 
quina classe semàntica pertanyen els vectors de característiques de les imatges que es 
volen anotar.  
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5.2.3. Avaluació dels resultats 
Un cop anotades les imatges d'entrenament, podem avaluar els resultats obtinguts 
comparant-los amb el fitxer de veritat terreny (ground truth), on s’inclouen les anotacions 
desitjables sobre el conjunt de fotografies de test.  
Pyxel conté una classe per obtenir les mesures bàsiques d'avaluació, i algunes eines 
que permeten l'avaluació i obtenir gràfiques o diagrames de barres.  
Hi ha un mòdul anomenat Evaluator que fent crides a la llibreria metrics del scikit-learn 
proporciona els paràmetres d'avaluació més comuns, com l'acuracy, F score, precision, recall, 
etc. 
 Aquest mòdul, en la versió actual no permet la generació de grafiques. Però dins del 
paquet Pyxel hi ha eines d'avaluació creades per altres desenvolupadors que proporcionen 
aquest tipus d'eines. 
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6. Avaluació i resultats 
 
Pyxel esta publicada a la plataforma de control de versions Bitbuket [11]. 
Pyxel ha estat utilitzada per l'anotació automàtica de dos tipus de dades. Per una 
banda en Sergi Imedio[14] estudiant de Grau en Enginyeria de Sistemes Audiovisuals a la EET la 
va utilitzar al seu projecte final de grau, " An investigation of eye gaze tracking utilities in image 
object recognition.  
Pyxel també ha processat les dades de la tasca de classificació i detecció 
d'esdeveniments (Social Event Detection) de la workshop Mediaeval2013 on es tractava de 
classificar les imatges per tipus d'esdeveniments.". 
Detecció de productes de supermercat en vídeos egocèntrics 
 A partir de gravacions de vídeos egocèntrics de productes en botigues, en Sergi Imedio 
va obtenir on apareixien productes a prestatges de botigues. Aquest vídeos van ser gravats 
amb les ulleres Tobii (a la Figura 6.1) i pre-processats amb el programari "Tobii Studio 
Software", obtenint així unes metadades que es corresponien al punt on l'usuari fixa la mirada.  
 
Figura 6.1. Ulleres Tobii 
  
Pyxel es va fer servir per detectar quin producte apareix a cada un dels fotogrames que on el 
processat de vídeo havia marcat que hi havia producte i anotar cada un d'aquests amb el tipus 
de producte que hi apareix. 
 Quan es va voler dur a terme l'anotació automàtica de les dades d'en Sergi vam veure 
que el format de les metadades que de les que ell disposava no eren compatibles amb la versió 
del Pyxel que hi havia en aquell moment, de manera que vam treballar per fer una captació de 
les dades general per a qualsevol tipus de dades i es van adaptar la resta de les classes per ser 
compatibles per aquesta nova implementació.  
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Detecció d’esdeveniments en fotografies de l’Instagram 
Pyxel ha estat desenvolupat principalment mitjançant el processament de fotografies 
procedents de la web Instagram. Aquestes dades de desenvolupament van ser proporcionades 
com a part de la campanya d’avaluació científica MediaEval2013, i es corresponen a la segona 
part de la tasca Social Event Detection. La col·lecció consta de 27754 imatges de 
desenvolupament i 29411 imatges de test amb les corresponents metadades i etiquetes. 
S'ha dut a terme l'anotació d'aquestes imatges tant mirant característiques visuals com 
mirant les metadades.  
Els resultats obtinguts amb Pyxel són els que es mostren a la Figura 6.2. Taula de 
resultats i a la Figura 6.3. Mitjana dels resultats per categoria de la F1 
Figura 6.2. Taula de resultats 
 
Figura 6.3. Mitjana dels resultats per categoria de la F1 
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A la Figura 6.2. Taula de resultats, es mostren els resultats obtinguts per cada 
categoria. Aquests resultats són bastant baixos, un del possibles motius és que el número de 
imatges representatives escollides és baix, per visual es van escollir 100 imatges i 4096 
paraules visuals i per textual, es van escollir les 500 paraules amb més importancia. 
Més enllà dels resultats dels experiments realitzats amb Pyxel, la llibreria també ha 
estat utilitzada ja per altres usuaris. En concret, durant la Tardor 2014 diversos estudiants del 
curs de “Gestió i Distribució de Senyals Audiovisuals” (GDSA) de l’Escola d'Enginyeria de 
Terrassa de la UPC han fet servir Pyxel com a punt de partida per desenvolupar els seus 
projectes d'anotació d'imatges.  
Un dels grups que fer servir Pyxel pel seu projecte d'anotació va decidir fer la part de 
classificació amb un classificador KNN en comptes del SVC que proporciona el Pyxel. Per fer-ho 
van crear una funció dins de la classe Detector, van utilitzar les funcions que proporciona 
Detector per carregar descriptors i van cridant a la funció KNN de la llibreria 
sklearn.neightbors. 
Una alumna de GDSA ha implementat una classe paral·lela al SiftExtractor anomenada 
SurfExtractor, que, com el seu nom indica, fa l'extracció de les característiques SURF de les 
imatges. La resta del procés d'extracció ha estat el mateix que en el cas de l'extracció amb 
SIFT. Gracies a aquesta aportació vam descobrir un petit error al codi del SiftExtractor que feia 
que una funció donés error. 
 
  





Aquest capítol esta dedicat a les conclusions sobre l'experiència d'altres usuaris amb la 
llibreria Pyxel i les possibles futures millores. 
La idea de crear un conjunt de classes d'anotació automàtica per a facilitar la generació 
de codi per fer crides a llibreries externes  
 
Experiència d'altres usuaris 
Com ja s'ha comentat el Pyxel ha estat utilitzat per altres usuaris (treball de fi de grau 
d’en Sergi Imedio i estudiants de GDSA) i amb dades de treball diferents (vídeos egocèntrics i 
fotografies de l’Instagram). Tots ells han aconseguit completar la cadena d'anotació sencera i, 
com ja s'ha comentat a l'apartat de Avaluació i resultats, alguns dels usuaris finals han pogut 
dur a terme proves amb altres extractors de característiques i classificadors mantenint la 
estructura del Pyxel.  
D'altra banda la utilització del Pyxel en el treball de final de grau "An investigation of 
eye gaze tracking utilities in image object recognition"[14] va ajudar a que Pyxel fos molt més 
genèric a l’hora de treballar amb metadades. 
 
Treball futur 
Per millorar la llibreria seria interessant tenir una part que permeti fer servir Spatial 
Pyramid Matching[15], consisteix en extreure els vectors de característiques BoF d'una imatge, 
fer una partició espacial de la imatge en quatre o més divisions i extreure'n els BoF com si es 
tractés de quatre imatges independents. A continuació es concatenen els vectors BoF de cada 
una de les particions i els de la imatge complerta. Penso que de cara a fer investigació pot ser 
interesant la capacitat de fer transformacions en les imatges. 
Per la part textual de la llibreria penso que pot ser interesant processar les dades de 
text fent servir la llibreria LibShortText [6], ja que les metadades de les imatges normalment no 
formen un document literari o un escrit, si no que son paraules clau, frases, títols, etc.  
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9. Anexos  
Per dur a terme la implementació del Pyxel he creat una sèrie de llibreries que faciliten 
l'accés a altres ja creades amb funcions membre útils per a l'anotació automàtica d'imatges. 
Esta formada per una part anomenada Modules que conté classes per a l'extracció de 
característiques, anotació, classificació i avaluació. Aquestes pretenen ser generals per a tots 
els projectes que es vulguin dur a terme.  
Per altra banda esta l'apartat de Tools formada per scripts que criden a les classes 
recollides a Modules i des d'on s'executen les accions implementades. 
9.1.1. Modules 
La part de mòduls es correspon a la part que anomenem llibreries, on es declara cada 
objecte i les funcions membre que té.  
De mòduls tenim els següents: 
Computation 
Les classes del apartat Computation fan referencia a la forma d'organitzar les dades 
per a facilitar el cost computacional del sistema.  
Dataset 
Aquesta classe carrega o crea un fitxer de text amb tots els noms root que hi ha en un 
directori. Va bé per grans volums de dades quan el llistat d'operacions pot ser lent. També 
pot ser útil per reduir una gran quantitat de memòria en poc espai. 
Dataset( pathTxtFile, flagSaveInMemory=False, flagVerbose=False) 
Funcions  
def readRootNamesFromTxtFile( self, pathTxtFile ): 
def build( self, dirFiles, fileExtension ): 
def saveToDisk( self, pathTxtFile, rootNames ): 
def getRootNames( self ) 
 
  





Aquesta classe conté, per a una etiqueta semàntica específica, el nom de les 
imatges positives, negatives o neutres, organitzades als diferents diccionaris. 
AnnotatedSemanticClass() 
Funcions  
def addInstance(labelType, docId, score=1.0 ): 
def getNofDocsInClass(self, labelType ): 
def getDocIdsInClass( self, labelType ): 
def containsDocId( self, labelType, docId ): 
 
Annotation 




def isSemanticClassInstantiated( className ): 
def getSemanticClassNames( ): 
def addInstance( className, labelType, docId ): 
def getNofDocsInClass( className, labelType ): 
def getDocIdsInClass( className, labelType ): 
def getAnnotatedClasses( labelType, docId ): 
def completetheAnnotation( ): 
Instance 
  La classe Instance conté la informació del nom de la imatge i de la puntuació 
que li correspon. 
Intance(docId, score) 
Funcions  
def getDocId( ): 
def getScore( ): 
 
LabelType 




def doesSemanticClassExist( className ): 
def addSemanticClass( className ): 
def getSemanticClassNames( ): 
def saveOntology ( ontologyPathFile ): 
def loadOntology ( ontologyPathFile ): 
 




La classe Trainer serveix per entrenar un classificador, donats un directoris 
facilita la carrega de vectors de característiques i genera un Model que permet desar a 
disc. 
Trainer(pathDirFeatures, annotationFile, flagVerbose=False ) 
Funcions 
def loadData( pathTxtFile ): 
def run( pathTxtFile ): 
def save_model_to_disk( savepath, model_name = 'model_svm.p'): 
 
Detector 
La classe Detector permet fer la detecció d'una o d'un conjunt de imatges, 
facilita carregar els descriptors i retorna els resultats obtinguts en un fitxer o en forma 
d'Annotation. També podem combinar els resultats obtinguts a partir de diferents 
fonts de característiques. 
Detector ( Model , ontology) 
Funcions 
def get_labels( ): 
def createCompleteAnnotation(  ): 
def loadDescriptor( pathTxtFile, pathDirFeatures ): 
def predict_collection( pathTxtFile,pathDirFeatures ): 
def get_results( ): 
def save_to_file(  pathFileResults): 
def predict_class(  descriptor): 
def combine_voting_in_added_with(   feature_voting): 
def predict_class_from_voting( combinate_voting): 
def combine_ponderating_voting_with( feature_voting,    
ponderation): 
def get_voting_collection( pathTxtFile,pathDirFeatures ): 
def get_voting( descriptor): 
def saveAnnotation (  AnnotationPath): 
 
  





Extreu els descriptors de Bag of SIFT Features (BoF) de una imatge o de d'una 
colecció, també desa a disc el descriptor.  




def processDir(  pathDirImages, pathDirBoFs=None ): 
def processTxtFile(  pathTxtFile,  
pathDirImages, fileImageExtension, pathDirBoFs=None): 








 def processImage( pathFileImage ): 
 def saveToDisk( signature, pathFileBof ): 
 def getBofs( ): 
 
SiftExtractor 
Extreu les característiques SIFT  de una imatge o de d'una col·lecció, també 
desa a disc el descriptor.  
Constructor( flagSaveInMemory=False, flagVerbose=False): 
Funcions 
def processDir( pathDirImages, pathDirSifts=None ): 








def processImage(  pathFileImage ): 
def saveToDisk( descriptors, pathDirSifts, imageId): 
def getDescriptors( ): 
 
  








def buildFromTags( pathFileTags, numOfTerms ): 
def get_most_freq_tags( ): 
def loadFromDisk( pathFile): 
def saveToDisk( pathFile): 
 
TfidfExtractor 
Extreu les caracteristiques TFIDF de les metadades de una imatge o d'una 
colecció a partir d'un vocabulari visual. També permet desar les característiques a disc. 
Constructor( pathMetadata, pathFileTags, pathFileVocabulary, 
flagSaveInMemory = False, flagVerbose=False): 
Funcions 
def feature_extractor(  imageId): 
def processTxtFile(  pathTxtFile, pathDirTfidfs=None): 
def processCollectionFilesData( imageIds, pathDirTfidf=None ): 
def processData(  imageId): 
def saveToDisk( descriptors, pathDirTfidfs, imageId): 
def getDescriptors( ): 
 
VisualVocabulary 
Crea un vocabulari visual i quantitza les caracteristiques visuals. 
Constructor(pathFile=None, flagVerbose=False ): 
Funcions 
def readImageIdsFromTxtFile( pathTxtFile ): 
def buildFromImageCollection( pathTxtFile,  









def loadFromDisk( pathFile): 
def saveToDisk( pathFile): 
def quantizeVector(  descriptors ): 
 




Les tools del projecte son scripts fets per cridar a cada una de les classes 
esmentades anteriorment, executant una a una en l'ordre assignat pels números 
davant del nom de la tool fan funcionar pas a pas el sistema d'etiquetatge. 
Directori on es troben els scripts python que es mencionen a continuació :   
  tools/socialevent/mediaeval2013/classification/ 
2_datasets 
Per començar a treballar necessitem les dades en un format concret, per tal de 
generalitzar el procés. 
De totes les imatges que tenim, les separem en dos directoris, train i test, 
d’aquesta manera queden diferenciades les dades que farem servir per 
desenvolupament de les que farem servir per fer el testeig del nostre classificador. 
Per a cada partició creem un objecte de tipus Dataset, i cridem la funció membre 
Dataset.build, que ens generarà un fitxer amb extensió txt amb el nom de totes les 
imatges que hi ha en aquell directori.  
Aquest pas previ fa que després el processament de les dades sigui molt més 
ràpid. 
 3_vocabulary 
Aquest script et crea un vocabulari tant visual com de text. Per a la part visual 
el vocabulari es crea a partir de característiques SIFT. El vocabulari creat ens servirà per 
extreure les BoF de cada imatge. Hi ha diferents mètodes d’extracció de descriptors 
d’imatge, nosaltres fem servir el SIFT  
Des de la funció VisualVocabulary.buildFromImageCollection es crida a 
l’extracció de característiques SIFT, per tant per obtenir un vocabulari visual hem de 
cridar aquesta funció i ens guardem el vocabulari mitjançant la funció 
VisualVocabulary.saveToDisk. 
Similar al vocabulari visual, en aquest cas tenim com a descriptor el TF-IDF,  en 
aquest cas no seria necessari crear un vocabulari com a tal, però la gran quantitat de 
dades de text que tenim fa que sigui necessari crear un vocabulari més petit i concret. 
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Creem un objecte de tipus TextVocabulary i cridem la funció 
TextVocabulary.buildFromTags tot dient-li en número de paraules que volem agafar 
per fer el vocabulari i el guardem amb la funció TextVocabulary.saveToDisk. 
Aquests vocabularis creats els necessitem per poder crear els vectors de 
característiques BoF ( Bag of Features) i TF-IDF 
4_bof 
Aqquesta tool crea un objecte de tipus BofExtractor i cridem la funció 
BofExtractor.processTxtFile, que mitjançant el fitxer de text creat al principi amb la 
classe Dataset, extreu el BoF de cada imatge.  
S’ha de tenir en compte que les imatges que hem de fer servir per crear el 
vocabulari son les de entrenament, i aquest mateix vocabulari es fa servir per extreure 
els BoF de entrenament i de test. 
4_tfidf 
 
Aquesta tool serveix per crear els vectors de TF-IDF, per tant creem un objecte 
de tipus TfidfExtractor i cridem la funció TfidfExtractor.processTxtFile. 
5_annotation 
Aquest script et crea un objecte de tipus Ontology on hi guardarem la 
informació sobre les etiquetes semàntiques que tenim cridant la funció 
Ontology.addSemanticClass. Això es una cosa que només hem de fer un cop. 
Seguidament creem un objecte de tipus Annotation, al qual li passem l’objecte 
ontology, i per cada una de les imatges d’entrenament cridem la funció 
Annotation.addInstance que afegeix a l’anotació cada imatge amb l’etiqueta semàntica 
que li correspon. Aquest objecte conté la informació sobre a quina classe pertany cada 
imatge. 
5_models 
Per crear els models que ens serviran per fer la detecció, i s'obtenen entrenant 
el classificador. Hem de crear un objecte de tipus Trainer , li donarem la informació del 
Annotation i les extraccions de característiques. Per tal de crear un model hem de 
cridar a la funció Trainer.run, després guardem el model a disc amb la funció 
Trainer.save_model_to_disk i ja tindrem el model creat.  




Aquest script permet la classificació d'imatges a partir del model obtingut al 
entrenament. Creem un objecte de tipus Detector, i cridem a la funció 
Detector.predict_collection, ens retornarà un objecte de tipus annotation amb el nom 
de cada imatge i la classe semàntica que ha assignat 
7_evaluation 
El script d'avaluació permet comprovar quant bo és l'etiquetat dut a terme. A 
partir de l'Annotation obtingut a la sortida del detector creem un vector on cada 
posició correspon a una imatge del dataset. Després, per avaluar la precisió i el record 
posem 1 a la posició que es correspon. Aquests dos vectors seran la entrada per a la 
funció precision_recall_curve de les funcions de 'metrics' de la llibreria sklearn. 
  




De cara a desar resultats i objectes es proposa el disseny un sistema de directoris on 
tenir guardat i endreçat allò que fem servir en cada moment. De cara utilitzar els mòduls, 
aquest directoris no són importants, cadascú pot escollir com desa les dades que van sortint de 
cada pas de classificació. 
 
Figura 9.1.Esquema dels directoris de treball 
 
Les tools tenen uns directoris associats al esquema anterior, el número que encapçala 
cada carpeta procura marcar l'ordre en que anirem obtenint els documents i es correspon als 
noms dels scripts compresos a tools que generaran els fitxers que van dins de cada una. 
 Tal com es mostra al esquema, moltes de les carpetes conten dos directoris més dins 
per tal de separar la part d'entrenament de la de test;  1_imatges, 2_datasets, 4_bof, 4_tfidf. 
 A les carpetes de train hi afegirem en cada cas els fitxers corresponents a 
l'entrenament i en els directoris de test aquells dels que volem fer l'anotació automàtica. 
