In this paper the kinetic model for vehicular tra c developed in 3, 4] is considered and theoretical results for the space homogeneous kinetic equation are presented. Existence and uniqueness results for the time dependent equation are stated. An investigation of the stationary equation leads to a boundary value problem for an ordinary di erential equation. Existence of the solution and some properties are proven. A numerical investigation of the stationary equation is included.
Introduction
Kinetic or Boltzmann-like models for vehicular tra c have been developed for example in 8], 6, 7] , 5, 2] In 3, 4] a new kinetic multilane model is described and numerically investigated. Here we give a theoretical investigation of the space homogeneous model presented in the above cited papers. We are especially concerned with the solution of the stationary equation, i.e. the counterparts of the Maxwellian distributions in the kinetic theory of gases. These stationary solutions are used in 3, 4] to derive the coe cients of macroscopic equations based on the kinetic model. The paper is organized in the following way: In Section 2 we describe the equation under consideration and prove some basic properties. Section 3 contains an investigation of the stationary equation. We prove existence of solutions. Finally in the last section we present some numerical results.
The Space Homogeneous Kinetic Equation
Let f = f(v; t); v 2 0; w]; t 2 0; 1) be the time dependent velocity distribution of vehicles in a space homogeneous situation. w denotes the maximal velocity of the cars. We set w = 1. The density is de ned as (t) = R f(v; t)dv. may vary between 0 and a maximal density m , which we set equal to 1 as well. We consider, compare 3, 4] , the equation @ t f = C(f) (1) with the interaction operator C(f) de ned by This expresses the fact that a driver with velocity v 1 having a leading car with velocity v 2 > v 1 is accelerating into a range of velocities above v 1 . The loss term due to acceleration is
q B (v; f); q A (v; f) denote correlation functions. They ful ll R 1 0 q B (v; f)dv = 1 and R 1 0 q A (v; f)dv = 1. For an explicit example we refer to 3]. P B (v 1 ; v 2 ; f) denotes the probability of braking. It depends in general on the velocities of the cars involved in the braking interaction and on the distribution function itself. One observes immediately that, due to the fact that integrating B and A with respect to v gives 1, the density = R f(v)dv is a conserved quantity during the evolution. For simplicity we restrict ourselves in this paper to quantities q B ; q A ; P B of the following form, for more complicated situations, see 3]: The correlation functions q B ; q A are assumed to depend only on . For high densities, i.e. near 1, the number of possible braking interactions must be much higher than the number of acceleration interactions; in contrast, for small densities, i.e. near 0, the number of possible braking and acceleration interactions is approximately equal. This means the relation q B ( )=q A ( ) ranges from 1 to 1 for ranging from 0 to 1. The probability of braking P B is also assumed to depend only on . P B ranges from P B ( = 0) = 0 to P B ( = 1) = 1 corresponding to the fact that for low densities the probability of braking is small and for high densities the probability of braking is 1. Thus, we introduce the parameter k = k( ) de ned by k = P B ( )q B ( ) q A ( ) . Due to the above k ranges from 0 to 1 as tends from 0 to 1. Moreover, we set = 0 and = 1.
The kinetic equation is now rewritten in terms of the normalized distribution function F = F (v; t) with f = F , R 1 0 F (v)dv = 1. One obtains
where the collision operator C k (F; G) is de ned by
k is a parameter ranging from 0 to 1, corresponding to a range of interactions which are purely dominated by acceleration to interactions dominated by braking.
We start the investigation of equation (2) by determining the collision invariants of the interaction operator C k , i.e. we have to nd the functions ' = '(v) 
for any functions F and G, i.e. the functions ' that are not changed during an interaction process.
As already stated the above equality is true for all constant functions ' = constant. This expresses the conservation of the number of cars during an interaction. The constants are the only conserved quantities due to Proof:
Multiplying the interaction operator C k (F; G) with ', integrating with respect to v and changing variables in the gain terms gives
This is assumed to be equal to 0 for all F; G 2 C since for example the gain term due to braking can be estimated by (1 ?
In the same way one obtains
The statement follows immediately.
Existence of Solutions for the Stationary Equation
In this section we consider the equation C k (F; F ) = 0; k 2 0; 1]. In order to investigate the equation we distinguish between two sets of values for the parameter k, namely k = 0; 1 and k 2 (0; 1).
The rst case k = 0 corresponds to a situation where only acceleration interactions are present. One expects the stationary solutions to be the distribution at 1 for k = 0 (all cars are driving with maximal speed). Using Proof:
We show that the support of F is concentrated in a single point. Due to Proposition 3 we restrict to the case k = 0.
Multiplication of 0 = C k (F; F ) with a test function ' and integration with respect to v gives for k = 0:
Considering this equation the following Lemma 1 shows that Proof:
De ne
Integrating gives
A much more di cult problem is to nd the solutions of the stationary equation with parameters k 2 (0; 1). Again the -functions v 0 ; v 0 2 0; 1] are solutions of the stationary equation associated to the above mentioned unstable tra c ow situations. However, additionally smooth solutions exist. One expects a unique stable smooth solution.
In the following we want to prove the existence of a smooth solution of the stationary equation. We consider again the weak formulation
Since adding a constant to the test function ' will not change the equation
we can restrict to test functions ' Reordering gives
with K(0) = 0; K 0 (0) = 0; K 0 (1) = 1. We mention that K; K 0 and K 00 must ful ll 0 K 1, 0 K 0 1 and 0 K 00 due to the de nition of K and the properties of F . We de ne
The dependence on K(1) is neglected in the notation. One obtains the equation
with K(0) = 0; K 0 (0) = 0; K 0 (1) = 1. In the following we want to prove existence of smooth solutions K of the above boundary value problem. By straightforward formal manipulations we can transform equation (4) Choosing K 00 (0) in such a way that K 0 (1) = 1 is ful lled we get
The resulting equation is 
In the following we restrict to the case k = 1. In this case an additional symmetry property of the solutions allows to use formulation (6) and a xpoint argument to prove the existence of a solution of the boundary value problem (4). Our main result is Proof:
The key to the proof is the restriction to solutions which satisfy the symmetry condition
Indeed let us assume that there exists a solution of (7) which satis es (8) .
Then it is easy to verify that K 000 ( ? v) for all v 2 0; 1 2 ]. We conclude: Any solution K of (7) and (8) satis es 1. and 3.
The symmetry condition (8) has two important consequences. First, the value K(1) which arises in the model equation is known: K(1) = 1 2 . Second, it su cies to determine K(v) for all v 2 0; 1 2 ], because due to 1. we get Until now we have assumed that there exists a solution K of (7) and (8) .
Now let us assume that f 2 C 3 0; 1 2 ] is a solution of (9). We extend f to a function K . It is also easy to see that K satis es properties 1. and 3. The sensitive question is whether K is a solution of (7). This can be seen as follows. First of all we observe that due to K(1) = 1 2 the equations (7) and (9) coincide on 0; 1 2 ]. Since f is a solution of (9) and since K = f on 0; 1 2 ] we get: K satis es (7) on 0; 1 2 ]. It remains to prove that K satis es ) and f solves (9) on 0; 1 2 ].
We conclude: If (9) has a solution f 2 C 3 0; 1 2 ] and if K 2 C 3 0; 1] is constructed from f as described above, then K will be a solution of (7) which satis es 1. and 3.
It remains to prove that problem (9) possesses a solution f 2 C 3 0; 1 2 ], which has the additional property 2., i.e. there is an 0 2 (0; 1 4 ) such that for all v 2 0; ] and is a solution of problem (9).
Hence problem (9) can be reformulated as xed point problem: Find an f 2 C 2 0; 1 2 ] such that
We prove by means of the Schauder theorem that (10) has a solution. We have to nd a convex, closed (in an appropriate topology) set M such that S maps M continuously into a compact subset of M.
For 2 (0; To get a lower estimate for (S g]) 00 we make use of the previous estimates (11) and (12) The last integral can be calculated explicitly (where we make use of the fact that < for all v 2 0; 1 2 ]. We conclude: S maps M 0 into M 0 .
It is not di cult to obtain an upper estimate for T g](v). The reader can easily verify that there exist C 1 ; C 2 2 (0; 1) such that for all v 2 0; 1 2 ]and all g 2 M 0 :
Hence,
C 2 expC 2 C 1 expC 1 :
We conclude: S(M 0 ) is a bounded subset of C 2 0; 1 2 ]. Due to the Arzela As- 2) The reader may wonder why the xed point argument is settled in a space with a lower estimate for the second derivative. At rst glance a much more convenient way to prove the existence of a solution of (9) The di culty of this approach however lies in the fact that there is no mechanism in the equation which allows to nd bounds for T f ] which are independent of . This is not surprising, because -as mentioned above -there is a (distributional) solution of (7) which satis es (8) and whose second derivative has a -singularity at v = 
Numerical Investigations
In this section a numerical investigation of the equations is presented. In particular, the time dependent equation @ t F = C k (F; F ) is simulated for di erent values of the parameter k. To obtain the numerical results shown here we did use a numerical scheme as described in detail in 4]. 
