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Abstract. The Tunka Radio Extension (Tunka-Rex) is a digital antenna array, which mea-
sures radio emission of the cosmic-ray air-showers in the frequency band of 30-80 MHz.
Tunka-Rex is co-located with the TAIGA experiment in Siberia and consists of 63 anten-
nas, 57 of them are in a densely instrumented area of about 1 km2. In the present work
we discuss the improvements of the signal reconstruction applied for Tunka-Rex. At the
first stage we implemented matched filtering using averaged signals as template. The
simulation study has shown that matched filtering allows one to decrease the threshold of
signal detection and increase its purity. However, the maximum performance of matched
filtering is achievable only in case of white noise, while in reality the noise is not fully
random due to different reasons. To recognize hidden features of the noise and treat them,
we decided to use convolutional neural network with autoencoder architecture. Taking
the recorded trace as an input, the autoencoder returns denoised traces, i.e. removes all
signal-unrelated amplitudes. We present the comparison between the standard method of
signal reconstruction, matched filtering and the autoencoder, and discuss the prospects
of application of neural networks for lowering the threshold of digital antenna arrays for
cosmic-ray detection.
1 Introduction
Tunka-Rex is an antenna array, which measures the radio emission of air showers produced by cosmic
rays with energies above 100 PeV in the frequency band of 30-80 MHz [1]. Tunka-Rex requires an
external trigger and operates jointly with the non-imaging air-Cherenkov light detector Tunka-133 [2]
and the scintillators of Tunka-Grande [3].
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The main background at the Tunka-Rex location is the Galaxy. However there are many sources
of non-white and non-stationary background in the Tunka Valley. Due to this we use two different
approaches: matched filter with predefined signal template and neural network with optimized con-
volutional filters.
2 Matched filter and autoencoder for signal reconstruction
In the present work we use 650 000 samples of measured Tunka background and 25 000 CoREAS
simulations folded with Tunka-Rex hardware response. We use single polarization (v × B) and the
following upsampling rates: 64 for matched filter and 16 for neural network. The true peak position
in the simulated trace is defined as a position of the maximum of the Hilbert envelope of the trace
before adding the background [1].
A matched filter (MF) convolutes a template with the input trace and the maximum of the convo-
lution defines the position of the peak. Templates are obtained from averaging of many CoREAS[4]
simulations. In the present work we use templates with lengths of 60 ns, upsampled to 800 MS/s rate
(see Fig. (1)). The threshold is defined as 5% probability of false positive. Amplitude is estimated
as the function of the square root of cross-correlation. We have implemented the MF in the Auger
Offline [5] and tested it on the set of simulated events. The MF is able to reconstruct pulses with lower
amplitudes and features resolution of arrival direction similar to standard method. The distribution of
reconstructed events and arrival directions can be seen in Fig. (1). Here it is worth noticing, that we
did not perform any corrections and whitening of our noise, by this the performance of the MF does
not reach it full efficiency.
At the next step we use neural network which called autoencoder (AE). AE is based on 1D con-
volutional layers with rectified linear units and max pooling after convolution layers. Binary cross-
entropy is used as a loss function. For minimization of the loss, all data should be normalized in [0;1]
range and baseline always should be put on a 0.5 level, what helps the AE to extract features from
noise.
The structure of the AE is defined by the following: depth (D) and number of filters per layer (N)
are free parameters. The i-th encoding layer (i = 1, ...,D) is described by the following:
S i = Smin × 2D−i , ni = 2i+N−1 , (1)
where S i is size of the i-th filter, ni is a number of filters per layer. Smin = 16 is minimal size of layer
(corresponding to few ns).
To assess the quality of the networks we have introduced 2 metrics: efficiency: Nrec./Ntot., namely
fraction of events that passed the threshold; and the purity: Nhit/Nrec., namely the fraction of events
with reconstructed position of the peak |trec. − ttrue| < 5 ns. Networks with 3-4 layers show similar
result, only addition of the 5th layer increases of the purity. Networks with 5 layers have a large
number of degrees of freedom which leads to overfitting with our limited size of the training dataset.
3 Summary
We have improved Tunka-Rex signal reconstruction by implementing matched filters and autoen-
coders. New methods show promising results in the lowering of the threshold. We will improve
current results by extending the library of templates for matched filter and optimization of autoen-
coder architectures.
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Figure 1. Left panel, examples of AE performance: correct identification (true positive), no identification (true
negative), double identification (true plus false positive). Right panel, from the left upper conner to the bottom
right: 1) distribution of reconstructed events as function of energy; 2) angular resolution of different methods; 3)
efficiency of AE; 4) purity of AE.
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