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1. Einleitung
Was ist quantitative Ultraschalldiagnose?
Die medizinische Ultraschalldiagnose ist heutzutage ein routinema¨ßig ein-
gesetztes bildgebendes Verfahren. Es zeichnet sich durch Echtzeitfa¨higkeit,
minimale Belastung des Patienten und verha¨ltnisma¨ßig geringe Kosten aus.
Demgegenu¨ber steht allerdings die verrauschte und detailarme Bildqualita¨t.
Zudem haben die Bilder wenig Aussagekraft in Bezug auf die Gewebeart. In
jedem Fall ist eine zuverla¨ssige Diagnose nur durch einen im Umgang mit
Ultraschall erfahrenen Arzt mo¨glich, der die Bilder einschließlich zahlreicher
Artefakte richtig zu deuten weiß. Diese Tatsachen motivieren Arbeiten zur
Verbesserung und Erweiterung der bestehenden Verfahren zur Erzeugung
von Ultraschallbildern.
Die Auswertung der Ultraschallbilder erfolgt bis heute nur visuell und rein
qualitativ, doch schon seit den Anfa¨ngen der Ultraschall-Technologie wurde
der Wunsch nach computergestu¨tzter quantitativer Diagnostik laut. Un-
ter quantitativer Diagnostik versteht man das Messen von lokalen Para-
metern, die eine objektive (physikalische) Aussage u¨ber bestimmte Eigen-
schaften der beschallten Strukturen leisten sollen. Insbesondere richtete man
bald ein Augenmerk auf die Frage, ob pathologisch vera¨ndertes Gewebe
mit Hilfe solcher Methoden besser erkannt werden ko¨nnte, sei es durch
einen nachgeschalteten statistischen Klassifikator, oder durch die bildhaf-
te Darstellung dieser Parameter (
”
Parameterbilder“). In der Literatur ha-
ben sich fu¨r diese Aufgabenstellung Begriffe wie
”
Gewebedifferenzierung“
und
”
Gewebecharakterisierung“ etabliert (engl.
”
ultrasonic tissue characte-
rization“). Erste Eindru¨cke zu den Mo¨glichkeiten und Problemen vermitteln
[Gre86, Thi87, ABM+94, STKG96, DTOS96].
Problematik
Allerdings tritt bei der Messung von Parametern ein großes Problem auf, vor
allem bei Ultraschallechos aus dem lebenden Ko¨rper (in vivo): Abgesehen
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von der Ru¨ckstreuamplitude liegt die Schwankungsbreite der Parameter im
Bereich der Messunsicherheiten, so dass zufa¨llige und systembedingte Fehler
jede Messung unbrauchbar machen ko¨nnen (C.R.Hill in [DTOS96]:
”
Can tis-
sue characterization ever become a science?“). Die hohen Messunsicherheiten
sind auf die Inhomogenita¨t der beschallten Strukturen zuru¨ckzufu¨hren:
• Systembedingte Fehler, welche auf Beugung, Da¨mpfung, Streuung und
Brechung des Schalls zuru¨ckzufu¨hren sind, ko¨nnen schwer gescha¨tzt
und deshalb auch nur schwer korrigiert werden.
• Die Verwendung gro¨ßerer Datenausschnitte zur Verkleinerung der sta-
tistischen Unsicherheit von Messungen hat Grenzen, da bei heteroge-
nen Datenausschnitten ein unbrauchbarer mittlerer Parameterscha¨tz-
wert resultiert, der wichtige Details verdeckt.
Jede Arbeit zur Gewebedifferenzierung sollte sich daher mit der Korrektur
von systembedingten Fehlern und mit der statistischen Unsicherheit von
Parametermessungen bescha¨ftigen. Die Schwerpunkte der vorliegenden Dis-
sertation liegen auf der Scha¨tzung von korrigierten Ru¨ckstreuspektren sowie
auf der Darstellung von gera¨teunabha¨ngigen und somit objektivierten Pa-
rameterbildern. Der frequenzabha¨ngige Verlauf von Ru¨ckstreuspektren hat
sich in zahlreichen Arbeiten als sinnvoller Parameter herausgestellt (Kapi-
tel 3). Objektivierte Parameterbilder machen die Ergebnisse quantitativer
Analysen fu¨r den Arzt versta¨ndlich und begreifbar.
Ansa¨tze in dieser Arbeit
Wegen der großen Variabilita¨t des menschlichen Gewebes und wegen der
großen technischen Unterschiede in den Ultraschallgera¨ten liegt in dieser
Arbeit der Schwerpunkt auf allgemeingu¨ltigeren theoretischen Abhandlun-
gen. Beispiele aus Daten
”
echter“ Ultraschallbilder sollen die Ergebnisse un-
termauern.
An erster Stelle steht die Entwicklung eines systemtheoretischen Modells fu¨r
die Entstehung der Ultraschallechos. Dieses Modell ist Grundlage fu¨r kriti-
sche Diskussionen verschiedener Methoden, die auf eine Korrektur system-
bedingter Fehler zielen (Kapitel 4). In der systemtheoretischen Behandlung
der Ultraschallechos bestehen die Korrekturverfahren dann aus zwei Kom-
ponenten, na¨mlich der Messung der Fehler, also einer Systemidentifikation
(Kapitel 5), und der eigentlichen Korrektur durch Entfaltung (Kapitel 6).
Beide Komponenten mu¨ssen aufeinander abgestimmt sein.
3Fu¨r alle Parametermessungen ist es wu¨nschenswert, dass sie eine mo¨glichst
geringe Unsicherheit bei gleichzeitig hoher ra¨umlicher Auflo¨sung besitzen,
insbesondere wenn Echos aus heterogenen Medien Gegenstand der Untersu-
chung sind. Deshalb sollte auch schon die Korrektur systembedingter Fehler
auf dieses wichtige Kriterium ausgerichtet sein. Daraus ergibt sich der An-
satz, eine Minimum-Varianz-Entfaltung auf der Basis von Kalman-Interpo-
lationsalgorithmen zu verwenden, und zwar derart, dass nach der Entfaltung
ein nahezu unkorrelierter Zufallsprozess u¨brig bleibt (
”
whitening filter“). Es
wird gezeigt, dass eine solche Entfaltung gegenu¨ber der u¨blichen Methode
der Division von Spektren viele Vorteile aufweist, insbesondere im Hinblick
auf die Scha¨tzung von Ru¨ckstreuspektren. Eine geeignete Parametrisierung
der entfalteten Echos kann außerdem als Grundlage einer weitgehend gera¨-
teunabha¨ngigen und speckle-reduzierten Darstellung von Ultraschallbildern
dienen (
”
objektivierte Ultraschallbilder“, Kapitel 8).
Zur Scha¨tzung von Ru¨ckstreuspektren kommen u¨blicherweise gemittelte Pe-
riodogramme mit logarithmierter Amplitude (dB-Skala) zum Einsatz, wobei
in der Regel nur wenige unabha¨ngige Periodogramme zur Mittelwertbildung
herangezogen werden ko¨nnen. Um die Genauigkeit dieser Scha¨tzmethode be-
urteilen zu ko¨nnen, muss man Erwartungswert und Varianz kennen. Aller-
dings sind diese beiden Kenngro¨ßen bisher nur fu¨r gemittelte Periodogram-
me mit linearer Amplitude und fu¨r den asymptotischen Fall vieler unab-
ha¨ngiger Scha¨tzungen zur Mittelwertbildung untersucht worden. Mit Hilfe
der Ergebnisse einer entsprechenden Analyse fu¨r den Fall weniger gemittel-
ter Periodogramme mit logarithmierter Amplitude ko¨nnen klare Richtlinien
fu¨r ein optimiertes Vorgehen bei der Scha¨tzung von Ru¨ckstreuspektren ge-
wonnen werden (Kapitel 7).
Klinische Studie
Am Ende der Dissertation findet sich eine Studie mit klinischem Datenma-
terial (Kapitel 9). Mit dieser Studie sollte urspru¨nglich herausgefunden wer-
den, ob das Ultraschallkontrastmittel LevovistTM zur Erho¨hung der Unter-
scheidbarkeit von Nierenparenchym- und Nierenkarzinomgewebe beitragen
kann. Um den Einfluss von sto¨renden zwischenliegenden Fett- und Gewebe-
schichten zu vermindern, wurden außerdem Ultraschallbilder intraoperativ
aufgezeichnet, d.h. der Schallkopf befand sich, mit einer da¨mpfungsfreien
Vorlaufstrecke zur Ankopplung, direkt auf dem Organ bzw. Tumor. Ein
statistischer Vergleich von gewebespezifischen Parametern aus (korrigier-
ten) Ru¨ckstreuspektren zeigte allerdings, dass die starke Inhomogenita¨t der
Gewebeausschnitte Zweifel an der Realisierbarkeit einer automatischen Ge-
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webedifferenzierung aufkommen la¨sst, wenn auch ein solches System von
vielen A¨rzten zur Unterstu¨tzung ihrer Diagnose gewu¨nscht wird.
2. Technik der Ultraschalldiagnose
Dieses Kapitel skizziert das technische Funktionsprinzip der Ultraschallbild-
gebung, wie sie in der medizinischen Diagnostik eingesetzt wird.
Fu¨r die medizinische Ultraschalldiagnose kommt ein Puls-Echo-Verfahren
zum Einsatz: Ein kurzer Schallpuls wird von einer bestimmten Position aus-
gehend in das Medium gesendet (Sendepuls), und die Echos an der gleichen
Position wa¨hrend einer gewissen Zeitdauer empfangen. Sowohl beim Senden
als auch beim Empfangen wird eine starke Richtwirkung angestrebt, so dass
sich der Schall anna¨hernd entlang einer Linie ausbreitet (Sendefokussierung)
und nur das vom Wandler empfangen wird, was entlang der gleichen Linie
zuru¨ckgestreut oder reflektiert wurde (Empfangsfokussierung). Man erreicht
dies mit einer konkav geformten Wandleroberfla¨che oder durch zeitlich auf-
einander abgestimmte Ansteuerung einiger eng beieinander liegender sehr
kleiner Teilwandler.
Den Zeitverlauf aller u¨berlagerten Echos, die entlang einer solchen Linie
empfangen wurden, bezeichnet man als A-Scan. Da die Schallgeschwindig-
keit in biologischem Gewebe na¨herungsweise konstant ist (c0 ≈ 1540 m/s),
kann u¨ber die Laufzeit eines empfangenen Schallereignisses auf den Ort
zuru¨ckgeschlossen werden, wo die zugeho¨rige Reflexion oder Ru¨ckstreuung
stattgefunden hat.
Da der Schallpuls auf seinem Wege durch das Gewebe geda¨mpft wird (ca. auf
ein tausendstel, also −60 dB, nach Durchlaufen von 30 cm Schallweg, d.h.
15 cm Eindringtiefe), muss das empfangene hochfrequente Echo (HF-Echo)
entsprechend versta¨rkt werden. Dies geschieht mit einer zeitabha¨ngigen Ver-
sta¨rkung (time controlled gain, TCG; oder time-gain-compensation, TGC)
entlang jedes A-Scans.
Solche A-Scans werden nun aus mehreren, meist fa¨cherartig aufgespreizten
Richtungen aufgenommen (siehe Abb. 2.1). Um ein Schnittbild des Medi-
ums zu erhalten, sind aber noch weitere Schritte notwendig, da sich die
mittelwertfreien HF-Echos kaum fu¨r eine Visualisierung eignen.
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Wandlertyp konkaves Single-Element
Wandlerdurchmesser 14 mm
geometrischer Fokus 60 mm
Resonanzfrequenz der Piezokeramik 3,8 MHz
Dauer des abgestrahlten Schallpulses ca. 0,52 · 10−6 s
angenommene Schallgeschwindigkeit c0 = 1540 m/s
Dauer B-Scan 71,8 · 10−3 s
Anzahl A-Scans innerhalb eines B-Scans 239
O¨ffnungswinkel B-Scan 100◦
Tab. 2.1: Kenndaten des in dieser Arbeit verwendeten Schallwandlers.
Solche Single-Element-Schallwandler mit festem Fokus und
mechanischer Scan-Bewegung sind sehr weit verbreitet und
geho¨ren zur Standardausstattung vieler Ultraschallgera¨te. Die
Resonanzfrequenz der Piezokeramik ist auf die Abdominalso-
nografie abgestimmt (Kompromiss zwischen Eindringtiefe des
Schalls und Auflo¨sung).
In erster Linie mo¨chte man in einem Ultraschallbild anatomische Struk-
turen wie Organ- oder Tumorbegrenzungen erkennen, die sich vor allem
in der Ru¨ckstreuamplitude widerspiegeln. Deshalb wird in den heute u¨bli-
chen Ultraschallgera¨ten die Einhu¨llende der HF-Echos detektiert (siehe Abb.
2.3). Da die Ru¨ckstreuamplituden auch noch nach Durchlaufen des Tiefen-
ausgleichsversta¨rkers einen sehr großen Dynamikumfang aufweisen, werden
die Einhu¨llenden einer Amplitudenkompression unterworfen, so dass kleine
Amplituden relativ zu großen Amplituden angehoben werden (z.B. y = xα,
0 < α < 1).
Nach der Wandlung dieser komprimierten Einhu¨llenden in digitale Signale
folgen weitere Schritte der Verarbeitung, die sich allerdings von Gera¨t zu
Gera¨t sehr unterscheiden ko¨nnen. Am Ende des Darstellungsprozesses steht
eine Koordinatentransformation, um die entlang den
”
Falten“ des A-Scan-
Fa¨chers verlaufenden Ru¨ckstreuamplituden auf einem Monitor ausgeben zu
ko¨nnen und um die Ra¨ume zwischen den Falten durch Interpolation auf-
zufu¨llen. Das fertige Ultraschallbild wird B-Bild genannt und grauwertco-
diert dargestellt. Ein Beispiel hierfu¨r ist in Abb. 2.2 zu sehen. Zur weiteren
Veranschaulichung sind in Tab. 2.1 einige typische technische Daten zusam-
mengestellt.
7A-Scans
Schallwandler
(Senden, Empfangen)Schallkopf
(Gehäuse)
16
 cm
Abb. 2.1: Entstehungsprinzip eines Ultraschall-B-Bildes mit einem
Single-Element-Wandler. Die fa¨cherartig angeordneten Sende-
und Empfangsrichtungen werden durch Hin- und Herkippen
des Schallwandlers erreicht.
Abb. 2.2: Typisches Ultraschall-B-Bild einer gesunden Niere. Die fleckige
Struktur, Speckle-Rauschen genannt, ist eine unvermeidliche
Interferenzerscheinung (na¨her erla¨utert in Abschnitt 4.3.3).
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Abb. 2.3: Entstehungsprinzip eines A-Scans. Die beiden grau hinter-
legten Impulse im
”
Gewebe“ (Stellen starker Ru¨ckstreuung)
ko¨nnen weder im HF-Echo noch in der Einhu¨llenden aufgelo¨st
werden. Um die beiden Impulse zu rekonstruieren muss eine
Entfaltung durchgefu¨hrt werden.
Fu¨r das Messen von gewebespezifischen Parametern aus Ultraschallbildern
ko¨nnen die Ergebnisse verschiedener Verarbeitungsstufen der Echos heran-
gezogen werden. Allerdings sind selbst die hochfrequenten Echos stark ge-
ra¨teabha¨ngig, obwohl sie am Anfang der Verarbeitungskette stehen. Daraus
ergibt sich die Forderung, gera¨teunabha¨ngigere und standardisierte Echo-
signale zu gewinnen, die dann Ausgangspunkt fu¨r die Umsetzung in eine
bildhafte Darstellung sein sollten. Der Weg zu diesem Ziel fu¨hrt u¨ber die in
dieser Arbeit entwickelten Methoden der Entfaltung.
In Abb. 2.2 ist ferner die verwaschene und fleckige Struktur des Ultraschall-
bildes zu erkennen. Dieses sogenannte Speckle-Rauschen wird nicht nur als
sto¨rend und auflo¨sungsbegrenzend eingestuft, sondern es ist auch gera¨te-
abha¨ngig. Mit den hier entwickelten Korrekturverfahren kann das Speck-
9le-Rauschen deutlich reduziert werden, was zu leichter versta¨ndlichen Ul-
traschallbildern fu¨hrt. Das Ergebnis der Korrektur systembedingter Ver-
fa¨lschungen hat dann auch einen direkteren Bezug zur Mikrostruktur des
Gewebes, was die Diagnose weiter vereinfachen kann (siehe hierzu auch Abb.
2.3).
3. Akustische Eigenschaften von
biologischem Gewebe
Eine Gewebecharakterierung kann nur dann durchgefu¨hrt werden, wenn sich
die akustischen Eigenschaften biologischen Gewebes reproduzierbar auf die
Ultraschallechos abbilden. Dieses Kapitel soll aufzeigen, welche akustischen
Eigenschaften fu¨r die Gewebecharakterisierung eine Rolle spielen. Besonders
wichtig ist die Mikrostruktur des Gewebes, die sich u¨ber die Ru¨ckstreuspek-
tren manifestiert.
3.1 Physikalische Parameter
Biologisches Gewebe besteht zum gro¨ßten Teil aus Wasser und wird des-
halb als flu¨ssigkeitsa¨hnliches Medium behandelt. Fu¨r die Schallausbreitung
in Flu¨ssigkeiten ist charakteristisch, dass die schnellen Drucka¨nderungen
adiabatisch ablaufen und dass nur Longitudinalwellen existieren.
Die Schallausbreitung in einem flu¨ssigkeitsa¨hnlichen Medium wird von drei
physikalischen Parametern getragen: der Massendichte ρ, der adiabatischen
Kompressibilita¨t κ(ω) = − 1V ∂V∂p (relative Volumena¨nderung) und dem
Da¨mpfungskoeffizienten a(ω). Der Da¨mpfungskoeffizient entha¨lt die Verlus-
te durch Streuung und Absorption und ist ein Maß fu¨r die Abschwa¨chung
des Schalldruckes p(z, ω), abha¨ngig von der durchlaufenen Strecke z:
∣∣∣p(z, ω)∣∣∣ = ∣∣∣p(z = 0, ω)∣∣∣ · ea(ω)·z , a(ω) ≤ 0 . (3.1)
Man beachte, dass die Kompressibilita¨t und die Da¨mpfung frequenzabha¨n-
gig sind.
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ρ ≈ 1 gcm3
κ 4,0 · 10−11 . . . 4,6 · 10−11 cm·s2g
c 1470 . . .1570 ms
Z 1,47 · 105 . . . 1,57 · 105 gcm2·s
a(ω) 0,1 . . .0,8 dBcm·MHz
Tab. 3.1: Typische Werte der akustischen Parameter in biologischem Ge-
webe bei einer Temperatur von ca. 20◦ C (aus [Zol94], [Zis93]).
Ferner gilt fu¨r die Schallausbreitungsgeschwindigkeit c(ω) und den Wellen-
widerstand Z(ω) (auch akustische Impedanz genannt, [Mil87], S.26):
c(ω) =
1√
ρ κ(ω)
(3.2)
Z(ω) = ρ c(ω) . (3.3)
Schallgeschwindigkeit c(ω) und Da¨mpfung a(ω) sind u¨ber die Kausalita¨ts-
forderung eng miteinander verknu¨pft (Dispersion). In Anhang A.4 werden
die Zusammenha¨nge zwischen den beiden Gro¨ßen ausfu¨hrlich dargestellt.
Dort findet sich auch eine Argumentation, dass sich c(ω) innerhalb der im
diagnostischen Ultraschall verwendeten Frequenzbereiche nur unwesentlich
a¨ndert.
In Tabelle 3.1 sind einige typische Werte der akustischen Parameter fu¨r
biologische Medien aufgelistet.
Wie man der Tabelle entnimmt, u¨berstreicht die Da¨mpfung einen vergleichs-
weise großen Wertebereich. Die Aussagekraft der lokalen Da¨mpfung in Be-
zug auf pathologische Vera¨nderungen wird durch zahlreiche Arbeiten unter-
mauert [KSM76, KS79, CT83, FHC83, RWB84, VCT85, BLFP87, LP88,
CO90, OTH+91, Hal93, JGC+00]. Messungen der Da¨mpfung sind aber
nur in gro¨ßeren, weitgehend homogenen Gewebebereichen (> 1 cm2 in der
Schnittebene des B-Bildes) zuverla¨ssig. Fu¨r inhomogene Tumoren wie z.B.
dem Nierenzellkarzinom oder bei kleinen pathologischen Vera¨nderungen wie
Lebermetastasen ist die Messung fast unmo¨glich.
Eine Korrelation zwischen akustischen Parametern (Schallgeschwindigkeit,
Impedanz, Da¨mpfung) und histologischen Parametern wurde fu¨r In-vitro-
Gewebeproben aus menschlicher Leber [CMV+86] nachgewiesen. Dort wer-
den auch verschiedene Da¨mpfungsmodelle in Bezug auf ihre Abha¨ngigkeit
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von der Frequenz diskutiert. Eine Verbindung zwischen Histologie und akus-
tischen Parametern, die aus In-vivo-Ultraschallechos gescha¨tzt wurden, ist
bisher nicht gelungen.
Im nun folgenden Abschnitt schließt sich eine detailliertere Diskussion des
Einflusses weiterer akustischer Kenngro¨ßen auf die Ultraschallechos an.
3.2 Mikrostruktur des Gewebes
Biologisches Gewebe ist durch eine zufa¨llige Anordnung der oben genannten
akustischen Parameter gekennzeichnet. Deshalb wird eine einfallende Schall-
welle in alle Richtungen frequenzabha¨ngig gestreut. Die Bestimmung der
tatsa¨chlichen Verteilung von Kompressibilita¨t und Dichte innerhalb eines
Volumenelements wu¨rde die Lo¨sung des inversen Streuproblems erfordern.
Dies ist aber mit dem Puls-Echo-Verfahren nicht mo¨glich, da die Ausschnit-
te des Ultraschallechos, die man zur statistischen Analyse heranzieht, die
Summe aller Ru¨ckstreuungen eines kleinen Volumenelements enthalten (sie-
he auch Kapitel 4: Modellierung der Ultraschallechos). Außerdem sind die
Absta¨nde von Streuzentren typischerweise kleiner als die verwendete Wel-
lenla¨nge des Schalls (λ ≈ 0,5 mm), weshalb einzelne Streuerpositionen nicht
aufgelo¨st werden ko¨nnen.
Trotzdem ermo¨glicht die statistische Analyse der Echos indirekt Ru¨ckschlu¨s-
se auf die Struktur im Gewebe. Dies ha¨ngt damit zusammen, dass sich die
Teilechos von sa¨mtlichen Streuern im betrachteten Volumenelement zu ei-
nem typischen Interferenzmuster u¨berlagern. Das Potenzial der statistischen
Analyse fu¨r quantitative Aussagen hinsichtlich der Gewebeart wurde bereits
um 1969 entdeckt, und Anfang der 70er-Jahre fanden erste Versuche zur
spektralen Analyse der hochfrequenten Echos statt [CH75].
Die ra¨umliche Anordnung der akustischen Parameter kann als ein stochasti-
scher Prozess aufgefasst werden, der sich durch eine Auswahl verschiedener
Mittelwerte na¨herungsweise beschreiben la¨sst. Gewebedifferenzierung ist die
Aufgabe, reproduzierbare und eindeutige Abbildungen dieser Mittelwerte
auf das Echosignal zu finden. Hierbei ist zu beachten, dass die Scha¨tzung
solcher Mittelwerte nur in stationa¨ren Bereichen sinnvoll ist. Inhomogeni-
ta¨ten im Sinne von ausreichend ausgedehnten stationa¨ren Zufallsprozessen
sind demzufolge Grundlage fu¨r die Charakterisierung von Mikrostrukturen.
Andere Inhomogenita¨ten wie Organbegrenzungen, Blutgefa¨ße, oder im all-
gemeinen Sinne durch das Puls-Echo-Verfahren auflo¨sbare Strukturen (mit
gegenu¨ber ihrer Umgebung deutlich vera¨nderter Ru¨ckstreusta¨rke) ko¨nnen
dagegen die Charakterisierung vollsta¨ndig vereiteln. Diese Art von Inhomo-
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Gewebeparameter Messung Literatur
Korrelation,
Ru¨ckstreukoeffizient
korrigiertes Ru¨ckstreu-
spektrum
[NHN82, MMI84,
UO85, RTB89, IH90,
IWBH90, WWG95,
SES99, JGC+00]
laterale und axiale
Korrelation im B-Bild
(Gro¨ße der Speckle)
[Ho¨f95, Oos90]
mittlerer Streuerab-
stand
Autokorrelation im
korrigierten Ru¨ckstreu-
spektrum
[VD93, VD94, SSE97]
Streuerdichte
SNR der Einhu¨llenden,
Kurtosis des HF-Echos
[OTV85, Kuc86,
CZM94, Hui98]
mittlere Ru¨ckstreuin-
tensita¨t, (lokale) Vari-
anz des HF-Echos
entspricht weitestge-
hend den klassischen
B-Bildern
Ru¨ckstreuspektrum bei
der Mittenfrequenz
[Hui98, SES99,
JGC+00]
Parameter der K-
Verteilung
[Sha95, SMN+96]
Struktur allgemein
Co-Occurrence-
Parameter des B-Bildes
[NNGH86, BSMG93]
Tab. 3.2: Eine Auswahl an Parametern, die potenziell die Mikrostruktur
von biologischem Gewebe differenzieren ko¨nnen.
genita¨ten sei im Folgenden der Makrostruktur zugeordnet. Des Weiteren gibt
es noch Inhomogenita¨ten, die sich in ra¨umlich ausgedehnten allma¨hlichen
Vera¨nderungen a¨ußern (inhomogener Hintergrund).
Tabelle 3.2 entha¨lt eine U¨bersicht der fu¨r die Charakterisierung der Mi-
krostruktur wichtigsten statistischen Parameter. Ein großes, und bisher un-
gelo¨stes Problem ist allerdings die inhomogene Verteilung der Da¨mpfung:
Eine reduzierte Echogenita¨t, d.h. geringere mittlere Amplitude des Echo-
signals, kann ihre Ursache sowohl in lokal sta¨rkerer Da¨mpfung als auch in
geringerer Ru¨ckstreusta¨rke haben. Diese Zweideutigkeit schra¨nkt die Zuver-
la¨ssigkeit von Verfahren der Gewebedifferenzierung erheblich ein.
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Eine zufrieden stellende Beschreibung der Streumechanismen in biologi-
schem Weichgewebe ist allerdings bis heute nicht gelungen ([Bam79, SG84,
Duc90, ST93, Seh93]; [Ho¨f95], S.72ff). Dies unterstreicht die dem Themen-
komplex Gewebedifferenzierung innewohnende
”
Unvollsta¨ndigkeit“.
3.3 Ru¨ckstreuspektren
Die Korrespondenz zwischen Autokorrelation der (zufa¨llig verteilten) akusti-
schen Gro¨ßen (akustische Impedanz, Schallgeschwindigkeit oder Kompressi-
bilita¨t) und lokalem Spektrum des Echosignals nimmt eine wichtige Stellung
ein: Sogar im
”
Lexikon der Medizin“ [ZS99] ist unter dem Stichwort
”
Sono-
grafie“ die Akusto-Spektroskopie aufgefu¨hrt. Allerdings sind Ru¨ckschlu¨sse
von den Ru¨ckstreuspektren auf die Struktur im Gewebe nur unter Labor-
bedingungen zuverla¨ssig, d.h. wenn Streuproben in einem Wassertank an
der Stelle des Fokus’ platziert werden. Unter In-vivo-Bedingungen sieht die
Sache freilich anders aus, denn dort erfa¨hrt die Schallwelle auf ihrem Weg
zum interessierenden Streuvolumen und zuru¨ck frequenzabha¨ngige Verzer-
rungen, die durch meistenteils nicht messbare Beugungs- und Da¨mpfungs-
einflu¨sse zustande kommen.
Arbeiten zur Messung von Ru¨ckstreuspektren aus Medien mit zufa¨lliger
Struktur sind zahlreich [CH75, NHN82, LGFE83, MMI84, UO85, LOF+86,
RTB89, IH90, IWBH90, WWG95, FKSMa96, FLK+97, SES99, JGC+00].
Das theoretische Fundament bilden die Zusammenha¨nge zwischen dem
Ru¨ckstreukoeffizienten, dem Modell der kontinuierlichen Inhomogenita¨-
ten (schwache Streuung in inhomogenen Medien, [Che60], S.41ff, [Ho¨f95],
S.40ff), der Autokorrelation akustischer Parameter im Medium und schließ-
lich dem Ru¨ckstreuspektrum, d.h. dem mittleren Leistungsdichtespektrum
eines Abschnittes des hochfrequenten Ultraschallechos aus dem betrachte-
ten Medium. Die Darstellung dieser Zusammenha¨nge ist umfangreich und
bedient sich zahlreicher Na¨herungen, deshalb sei der Leser auf die Literatur
verwiesen (insbesondere [UI81, IH90, IWBH90, Sch96]).
Die Wertigkeit der Ru¨ckstreuspektren in Bezug auf die Unterscheidung ver-
schiedenen Gewebes wird in [GJSH96] demonstriert: In einem speziellen
Phantom wurde ein Einschluss eingearbeitet, der im Vergleich zu seiner Um-
gebung andere Ru¨ckstreueigenschaften hat. Im normalen B-Bild ist dieser
Einschluss nicht zu erkennen, aber die spektrale Analyse der hochfrequen-
ten Ultraschallechos kann ihn sichtbar machen. Indessen sind derart klare
Ergebnisse wahrscheinlich nur mit ku¨nstlichen Streuobjekten wie kleinsten
Ku¨gelchen aus Glas oder Polystyrol erzielbar, fu¨r die zum Teil sogar analy-
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tische Betrachtungen u¨ber die zugeho¨rigen Ru¨ckstreuspektren mo¨glich sind.
Mangels zufrieden stellender Streumodelle fu¨r biologisches Gewebe ([Ho¨f95],
S.68ff) ist die Aussagekraft des frequenzabha¨ngigen Verlaufs der Ru¨ckstreu-
spektren kritisch zu betrachten (siehe auch Kapitel 9).
Neben dem prinzipiellen frequenzabha¨ngigen Verlauf der Ru¨ckstreuspek-
tren kann auch aus den Periodizita¨ten im Ru¨ckstreuspektrum Information
u¨ber die Struktur des Gewebes abgelesen werden, na¨mlich die mittleren
Streuerabsta¨nde [VD93, VD94]. In der vorliegenden Arbeit hingegen be-
schra¨nken sich sa¨mtliche Untersuchungen auf den prinzipiellen Verlauf, und
die Schwankungen im gescha¨tzten Ru¨ckstreuspektrum werden ausgegla¨ttet
(vgl. [JGC+00]).
Unter Vernachla¨ssigung der Detailinformation im Ru¨ckstreuspektrum
RX(ω) kann das logarithmierte Spektrum (dB-Skala) innerhalb einer
gewissen Bandbreite (−12 oder −20 dB-Bandbreite des Schallwandlers,
z.B. f = 2 . . . 5 MHz) um die Mittenfrequenz ω0 linearisiert werden
([LOF+86, RTB89], [Hui98], S.19ff):
10 log10RX(ω) ≈ b0 + b1(ω − ω0) , b0 ≡ 10 log10RX(ω0) . (3.4)
Die spektralen Parameter b0, b1 ko¨nnen aus den gescha¨tzten Spektren
durch lineare Regression in der genannten Bandbreite ermittelt werden. Ein
weiterer interessanter Parameter ist die mittlere quadratische Abweichung
dieser Gerade vom gescha¨tzten (mo¨glicherweise gegla¨tteten) Spektrum
10 log10 RˆX(ω) [Sch96]:
bˆerr ≡ 1
N
(
10 log10 RˆX(ω)− bˆ0 − bˆ1(ω − ω0)
)2
, (3.5)
wobei N die Anzahl der Frequenzstu¨tzstellen innerhalb der untersuchten
Bandbreite bezeichnet.
Die Scha¨tzung der mittleren Ru¨ckstreuintensita¨t bzw. die Ru¨ckstreusta¨r-
ke bei der Mittenfrequenz (b0) eignet sich gut zur Gewebedifferenzierung.
Entsprechende Untersuchungen an pathologischen Vera¨nderungen in Leber,
Prostata und Hoden sind recht vielversprechend. Zwar ko¨nnen Unterschiede
in der Ru¨ckstreuintensita¨t auch im konventionellen B-Bild subjektiv erkannt
werden, doch vermag eine objektive Messung feine Unterschiede deutlicher
herauszustellen (siehe auch Kapitel 8).
Allerdings ist bei der Scha¨tzung von logarithmierten Leistungsdichtespek-
tren vieles zu beachten. Deshalb liegt ein Schwerpunkt der vorliegenden
Arbeit auf der Untersuchung statistischer Eigenschaften gemittelter Peri-
odogramme mit dB-Skala – der u¨blichen Scha¨tzmethode in der Gewebe-
charakterisierung (Kapitel 7). Insgesamt ist es das Ziel der Arbeit, einen
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Ursache Auswirkung
Gro¨ßere Bereiche mit vera¨nderter
Schallgeschwindigkeit
verzerrte Abbildung, verfa¨lschte
Abmessungen
Brechung des Schalls an ausge-
dehnten Impedanzspru¨ngen
verzerrte Abbildung, falsche Loka-
lisierung von Objekten
Reflexion des Schalls an ausge-
dehnten Impedanzspru¨ngen
Schallabschwa¨chung hinter der
Reflexionsstelle, bis hin zur Schall-
auslo¨schung
Mehrfachreflexionen Geisterbilder
abschnittsweise erho¨hte Da¨mpfung
scheinbar verringerte Ru¨ckstreu-
sta¨rke hinter diesen Abschnitten
abschnittsweise niedrigere Da¨mp-
fung
scheinbar erho¨hte Ru¨ckstreusta¨rke
hinter diesen Abschnitten
Tab. 3.3: Die wichtigsten sichtbaren Artefakte beim Puls-Echo-Ultra-
schall.
Weg zur Scha¨tzung von Ru¨ckstreuspektren bzw. deren Parametrisierung mit
ho¨chstmo¨glicher ra¨umlicher Auflo¨sung bei gleichbleibend niedriger Varianz
und kleinem Fehler (Bias) zu finden.
3.4 Inhomogenita¨t und Grenzen des Puls-Echo-Verfahrens
Fu¨r die physikalischen Grenzen des Puls-Echo-Ultraschalls sind tatsa¨chlich
in erster Linie die Inhomogenita¨ten der Makrostruktur verantwortlich. A¨n-
derungen der akustischen Parameter, die u¨ber kleine und stationa¨re Schwan-
kungen hinausgehen, verursachen zahlreiche Verfa¨lschungen, die im Fach-
jargon als Artefakte bekannt sind. Einige dieser Artefakte verbergen sich
zwar dem Auge, ko¨nnen aber die Zuverla¨ssigkeit von gewebedifferenzieren-
den Messungen entscheidend beeintra¨chtigen. In Tabelle 3.3 sind die wich-
tigsten Artefakte zusammengestellt.
Alle diese Sto¨rungen, die der Schallpuls auf seinem Weg durch das Gewe-
be erfa¨hrt, ziehen außerdem noch Phasenverzerrungen (phase abberations)
nach sich, was die Analyse der Mikrostruktur des Gewebes zusa¨tzlich er-
schwert. Die Erkla¨rung hierfu¨r liegt darin, dass sich die Huygensschen Ele-
mentarwellen, die entweder von der Oberfla¨che des Schallwandlers oder vom
streuenden Medium ausgehen, auf eine nicht vorhersagbare Weise u¨berla-
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gern. Dies hat zur Folge, dass die Interferenzmuster im B-Bild (Speckle)
nicht nur mit der Struktur des Gewebes an der dortigen Stelle, sondern
auch mit den Makrostrukturen zwischen Schallwandler und dieser Stelle in
Verbindung gebracht werden ko¨nnen. Leider sind bis heute keine Verfahren
bekannt, die dieses Pha¨nomen quantifizieren und somit korrigieren ko¨nnten.
Aber auch fu¨r den computergestu¨tzten Vergleich verschiedener Gewebeklas-
sen ergibt sich aus der Makrostruktur des Gewebes und den damit verbunde-
nen Fehlern eine kaum behebbare Schwierigkeit: Sind na¨mlich die untersuch-
ten Gewebeklassen grundsa¨tzlich durch Inhomogenita¨t in der Makrostruktur
gekennzeichnet, wa¨chst der Wertebereich der gewebespezifischen Parameter
stark an und la¨sst somit die Diskriminanz zwischen den Klassen bedenk-
lich schrumpfen. Selbst wenn man sehr viele Schnittebenen eines Tumors in
die Analyse mit einbeziehen wu¨rde, ko¨nnten ho¨chstens Inhomogenita¨tsma-
ße, d.h. Messung von Parametern zur Charakterisierung von instationa¨ren
Prozessen zu einer Klassifikation herangezogen werden.
4. Modellierung der Ultraschallechos
Ziel der quantitativen Ultraschalldiagnose ist es, einen reproduzierbaren Zu-
sammenhang zwischen empfangenen Ultraschallechos und der Mikrostruk-
tur des Gewebes herzustellen. Hierzu mu¨ssen systembedingte Fehler korri-
giert und zufa¨llige Fehler begrenzt werden. Deshalb ist es der erste Schritt,
sa¨mtliche Fehlerquellen durch physikalische und systemtheoretische Model-
lierung der Ultraschallechos zu pra¨zisieren. Im Anschluss an die Diskussion
der wichtigsten Konsequenzen des Modells werden die Mo¨glichkeiten der
Korrektur systembedingter Fehler ausgelotet. Weitere Arbeiten hierzu sind
u.a. [UI81, UI84, LF86, IH90, IWBH90, Jen91, JGJ93, APR96, Jen97] sowie
die Dissertationen [Ho¨f95, Sch96].
4.1 Schallwandler und Schallfeld
Das Schallfeld eines fla¨chenhaften Strahlers berechnet man mit Hilfe des
Rayleigh-Oberfla¨chen-Integrals, das im Anhang A.1 hergeleitet wird. Ge-
ma¨ß dem Koordinatensystem in Abb. 4.1 ist der Schalldruck p(r,t) an ei-
nem Ort r abha¨ngig von den Schallschnellen vn(r
′, t) der Wandlerelemente
dS(r′) (c0: mittlere Schallgeschwindigkeit, ρ0: mittlere Dichte des Medi-
ums):
p(r, t) =
∫
S
ρ0 · v˙n
(
r′, t− |r−r′|c0
)
2pi|r − r′| dS(r
′) . (4.1)
Im Frequenzbereich gilt entsprechend (Wellenzahl k = ω/c0)
p(r, ω) =
∫
S
jωρ0 e
−j k|r−r′|
2pi|r − r′| vn(r
′, ω) dS(r′) . (4.2)
Um die weiteren Betrachtungen in diesem Kapitel mo¨glichst u¨bersichtlich
zu halten, soll die Schallschnelle des Wandlers als u¨ber die ganze Fla¨che
konstant angenommen werden:
v˙n
(
r′, t− |r−r′|c0
)
= v˙n
(
t− |r−r′|c0
)
= v˙n(t) ∗ δ
(
t− |r−r′|c0
)
(4.3)
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Abb. 4.1: Koordinatensystem fu¨r das Rayleigh-Oberfla¨chen-Integral.
So ist es mo¨glich, die Schnelle vor das Oberfla¨chenintegral zu ziehen. Dies
motiviert die Definition einer U¨bertragungsfunktion, die ausschließlich die
Geometrie und Anordnung des Schallwandlers repra¨sentiert:
hφ(r, t) ≡
∫
S
δ
(
t− |r−r′|c0
)
2pi|r − r′| dS(r
′) (4.4)
Hφ(r, ω) ≡
∫
S
e−j k|r−r
′|
2pi|r − r′| dS(r
′) (4.5)
Da diese U¨bertragungsfunktionen maßgebend fu¨r die Beugung des Schalls
sind, seien sie als Beugungscharakteristik bezeichnet.
Daraus ergeben sich die Schalldru¨cke im Zeit- bzw. im Frequenzbereich:
p(r, t) = ρ0 · v˙n(t) ∗ hφ(r, t)
p(r, ω) = ρ0 · jω · vn(ω) ·Hφ(r, ω)
. (4.6)
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Interpretationen und Beispiele hierzu findet der Leser spa¨ter in Abschnitt
4.3.2.
Einfluss der Da¨mpfung
Wenn der Schall auf seinem Weg vom Wandlerelement bei r′ zum Ort r ein
dispersives Medium durchla¨uft, kann der Einfluss dieses Mediums durch die
komplexe Wellenzahl eingebracht werden (a ≤ 0):
k =
ω
c(ω)
+ j a(ω) . (4.7)
In biologischem Gewebe ist die Schallgeschwindigkeit zwar u¨ber die beim
diagnostischen Ultraschall verwendeten Frequenzbereiche und Schallein-
dringtiefen nahezu konstant (Anhang A.4). Allerdings bewirkt die schwache
Frequenzabha¨ngigkeit eine zusa¨tzliche Phasenverschiebung um kδ · |r − r′|,
die bei |r − r′| = 15 cm ungefa¨hr einen Wert von −pi erreicht und in
manchen Fa¨llen beru¨cksichtigt werden muss (z.B. wenn Simulationsstudien
mit echten Echosignalen verglichen werden sollen).
kδ wird hier aus einer Na¨herungslo¨sung fu¨r die Wellenzahl k gewonnen, die
von einer linearen Frequenzabha¨ngigkeit der Da¨mpfung ausgeht. Mit ω0 als
Mittenfrequenz des bandbegrenzten U¨bertragungsverhaltens und ω1 < ω
als beliebige Bezugsfrequenz ergibt sich (siehe Gleichung (A.87), S.186)
k ≈ ω
c(ω1)
− 2 · a(ω0)
pi
· ω
ω0
· log ω
ω1
+ j a(ω) . (4.8)
Dies entspricht der komplexen Wellenzahl fu¨r konstante Schallgeschwindig-
keit,
k0 ≡
ω
c(ω1)
+ j a(ω) , (4.9)
nebst einem zusa¨tzlichen rellen und negativen Term (es gilt a(ω0) < 0 und
ω > ω1, der Term muss wegen der geforderten Kausalita¨t negativ sein)
kδ ≡ 2 · a(ω0)
pi
· ω
ω0
· log ω
ω1
, (4.10)
welcher der Da¨mpfungsu¨bertragungsfunktion als zusa¨tzlicher Phasenterm
zugeschrieben werden kann und fu¨r das
”
Zerfließen“ des ausgesendeten Wel-
lenpaketes verantwortlich ist. So erhalten wir die modifizierte Beugungscha-
rakteristik (durch den Index
”
d“ gekennzeichnet)
Hφ,d(r, ω) =
∫
S
e−j (k0+kδ)·|r−r
′|
2pi |r − r′| dS(r
′) . (4.11)
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Daraus wird unmittelbar klar, dass die Da¨mpfung das vom Wandler erzeugte
Schallfeld stark beeinflussen kann.
Fu¨r das Fernfeld, d.h. fu¨r |r|  |r′| ; |r − r′| ≈ |r|, kann der Expo-
nentialterm komplett vor das Integral gezogen werden1. Mit der Definition
einer eigensta¨ndigen Da¨mpfungsu¨bertragungsfunktion vereinfacht sich die
systemtheoretische Behandlung von Ultraschallechos betra¨chtlich:
Hd(r, ω) ≡ exp
(
a(ω) |r|) · exp
(
j · 2 a(ω0)
pi
· ω
ω0
· log ω
ω1
· |r|
)
(4.13)
; Hφ,d(r, ω) = Hd(r, ω) ·Hφ(r, ω) , fu¨r |r|  |r′| . (4.14)
Diese Trennung der beiden Einflu¨sse Da¨mpfung und Schallbeugung ist auch
wichtige Voraussetzung fu¨r die separate Da¨mpfungskorrektur, wie sie u¨bli-
cherweise in der Gewebedifferenzierung eingesetzt wird ([Sch96, JGC+00],
weitere Ausfu¨hrungen in Abschnitt 4.5
”
Korrektur systembedingter Einflu¨s-
se“).
4.2 Abbildung des Gewebes auf das Echosignal
Der von einem Schallwandler erzeugte Schalldruck wurde im letzten Ab-
schnitt hergeleitet. Definieren wir die Abku¨rzung (
”
T“ fu¨r
”
Transmit“):
hT(t) ≡ ρ0 · v˙n(t) . (4.15)
hT(t) kann als Sendesignal verstanden werden. Damit wird der Schalldruck
pi(ω) einer einfallenden Welle (”
i“ steht fu¨r
”
incident“) gema¨ß Gleichung
(4.6) zu (HT(ω) ≡ F
{
hT(t)
}
)
p
i
(r, ω) = HT(ω) ·Hφ,d(r, ω) . (4.16)
In r wird die einfallende Welle gestreut und erfa¨hrt eine richtungs- und fre-
quenzabha¨ngige A¨nderung gema¨ß der U¨bertragungsfunktion des Gewebes,
1 Auf den ersten Blick mag die Approximation |r − r′| ≈ |r| fu¨r den Phasenterm
der Da¨mpfung ungerechtfertigt erscheinen, doch in Anbetracht der Tatsache, dass die
Dispersionskorrektur kδ sehr viel kleiner gegenu¨ber der reellen Wellenzahl k ist –
kδ =
2 a(ω0)
pi
·
ω
ω0
· log
ω
ω0

ω
c0
= k (4.12)
– wirken sich A¨nderungen in |r| entsprechend weit weniger stark auf eine Phasena¨nderung
aus (siehe hierzu auch A.4).
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HG(r, ω). Bei isotroper Streuung entfa¨llt die Richtungsabha¨ngigkeit. Die
gestreute Welle (
”
s“ fu¨r
”
scattered“) ist eine geda¨mpfte Kugelwelle (komple-
xe Wellenzahl k = k0 + kδ , siehe (4.7) bis (4.11)). Die Streuantworten jedes
Punktes eines Streuvolumens V aufintegriert, erhalten wir
p
s
(r′, ω) =
∫
V
p
i
(r, ω) ·HG(r, ω) · e
−j k·|r−r′|
4pi |r − r′| dV (r) . (4.17)
Unter Vernachla¨ssigung anisotroper Streuung kann aus dem physikalischen
Modell der kontinuierlichen Inhomogenita¨ten ein Ausdruck fu¨r die Gewe-
beantwort HG(r, ω) gefunden werden. Die allgemeine Lo¨sung der entspre-
chenden Wellendifferentialgleichung ergibt zuna¨chst fu¨r die gestreute Welle
[Che60, UI81, IH90, IWBH90, Ho¨f95]
p
s
(r′, ω) =
∫
V
(
k2 · 2 ∆c(r)
c0
· p
i
(r, ω) +
1
ρ0
· ∇ (∆ρ(r)) · ∇p
i
(r, ω)
)
· e
−j k·|r−r′|
4pi |r − r′| dV (r) , (4.18)
wobei von der Born-Approximation p
s
 p
i
Gebrauch gemacht wurde und
nur kleine Schwankungen c = c0 +∆c, ∆c c0 bzw. ρ = ρ0 +∆ρ, ∆ρ ρ0
zugelassen sind (siehe hierzu auch o.g. Literatur zum physikalischen Modell).
Weiterhin darf innerhalb des Streuvolumens V keine Da¨mpfung auftreten.
Dies bedeutet, dass V klein genug sein muss, um die Da¨mpfung vernachla¨s-
sigen zu ko¨nnen.
Vernachla¨ssigt man nun die anisotrope Dichtestreuung, d.h. geht man davon
aus, dass im biologischen Gewebe die Dichte weit weniger schwankt als die
Schallgeschwindigkeit, gelangt man zu dem einfacheren Ausdruck
p
s
(r′, ω) =
∫
V
k2 · 2 ∆c(r)
c0
· p
i
(r, ω) · e
−j k·|r−r′|
4pi |r − r′| dV (r) , (4.19)
und folglich
HG(r, ω) = k
2 · 2 ∆c(r)
c0
=
ω2
c20
· 2 ∆c(r)
c0
. (4.20)
Hierbei ist ∆c(r) und damit auch HG(r, ω) als ra¨umlicher Zufallsprozess zu
verstehen.
Den gesuchten Ausdruck fu¨r das empfangene Ultraschallecho erhalten wir,
wenn wir p
s
(r′, ω) an jeder Stelle der Wandleroberfla¨che in geeigneter Wei-
se beru¨cksichtigen. Hierzu nehmen wir an, dass der piezoelektrische Schall-
empfa¨nger nur u¨ber seine ganze Fla¨che gleichphasige Dickenschwingungen
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zula¨sst. Mit dieser Annahme und aufgrund der Tatsache, dass Piezowand-
ler Druckempfa¨nger sind ([ZZ93], S.183), kann p
s
(r′, ω) ohne zusa¨tzliche
Gewichtungsterme u¨ber die ganze Wandleroberfla¨che integriert werden. Be-
zeichnen wir die elektromechanische U¨bertragungsfunktion sowie weitere ge-
ra¨tespezifische Filter2 zusammengefassend als HR(ω) (”
R“ fu¨r
”
Receive“),
lautet das Spektrum der Echo-Spannung schließlich
e(ω) = HR(ω) ·
∫
S
p
s
(r′, ω) dS(r′) (4.21)
= HR(ω) ·
∫
S
∫
V
p
i
(r, ω) ·HG(r, ω) · e
−j k·|r−r′|
4pi |r − r′| dV (r) dS(r
′) (4.22)
= HR(ω) ·
∫
V
p
i
(r, ω) ·HG(r, ω) ·
∫
S
e−j k·|r−r
′|
4pi |r − r′| dS(r
′) dV (r) (4.23)
= HR(ω) ·
∫
V
p
i
(r, ω) ·HG(r, ω) · 1
2
Hφ,d(r, ω) dV (r) . (4.24)
Einsetzen von p
i
(r, ω) aus Gleichung (4.16) nebst der Abku¨rzung
HW(ω) ≡ 1
2
·HT(ω) ·HR(ω) (4.25)
liefert den fu¨r die Analyse von Ultraschallechos fundamentalen Ausdruck
e(ω) = HW(ω) ·
∫
V
H2φ,d(r, ω) ·HG(r, ω) dV (r) . (4.26)
Anhand dieser Gleichung verdeutlicht sich der Einfluss der tiefenabha¨n-
gig variierenden Beugungscharakteristik Hφ,d(r, ω). Wu¨rde man ein kleines
streuendes Volumenelement in Richtung der Schallausbreitung verschieben,
beka¨me man ein variierendes Echospektrum. Diese systembedingte Schwan-
kung u¨bersteigt den Wertebereich von Parametern zur Charakterisierung
von Weichgewebe, und deshalb ist eine entsprechende Korrektur unumga¨ng-
lich.
2 Hier wird vorausgesetzt, dass die Empfangselektronik ein stationa¨res Verhalten hat.
Alle Einflu¨sse nichtstationa¨rer Funktionalita¨ten wie die des Tiefenausgleichsversta¨rkers
sollten vor der Analyse korrigiert werden.
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4.3 Interpretation der Abbildung des Gewebes
4.3.1 Gefensterte Analyse
Bisher haben wir nur das Echosignal eines kleinen Volumenelements be-
trachtet. Beim In-vivo-Ultraschall haben wir es allerdings mit einem aus-
gedehnten Medium zu tun, welches zudem im Allgemeinen inhomogen ist.
Somit erhalten wir in jedem Fall ein instationa¨res Echosignal, welches stu¨ck-
weise analysiert werden muss.
Jeder Zeitpunkt tz des Echosignals entspricht einer Eindringtiefe z = c0 · tz
/ 2. Entsprechend der La¨nge des Sendepulses u¨berlagern sich die Ru¨ckstreu-
echos eines kleinen Volumens V (z) zu einem Teilecho
e(z, ω) = HW(ω) ·
∫
V (z)
H2φ,d(r, ω) ·HG(r, ω) dV (r) . (4.27)
Der gesamte A-Scan e(t) kann als U¨berlagerung der Teilechos aus aneinan-
der grenzenden Volumenelementen aller Eindringtiefen verstanden werden,
da sich mit fortschreitender Zeit auch die Grenzen des Volumens V (z) in z-
Richtung verschieben.
Das zu einem Zeitpunkt tz = 2 z/c0 des Echosignals geho¨rige Streuvolumen
V (z) wird in [OTH+91] als
”
isochronisches Volumen“ bezeichnet. Verein-
facht und idealisiert kann auch von
”
isochronischen Fla¨chen“ gesprochen
werden [FHC83].
Unser Bestreben ist es, das Spektrum |e(z, ω)| in unterschiedlichen Eindring-
tiefen zu scha¨tzen, um etwas u¨ber die Mikrostruktur des Gewebes in V (z) zu
erfahren. Allerdings sind wir gezwungen, auf das Zeitmittel zuru¨ckzugreifen,
da wir aufgrund der komplexen Zusammensetzung des Echosignals keinen
Zugang zum Scharmittel haben. Hierzu beno¨tigen wir einen Ausschnitt des
Echosignals, ausgewa¨hlt durch die Fensterfunktion g(t− 2 z/c0) (z liege in
der Mitte des Fensters):
e(z, t) = e(t) · g(t− 2 z/c0) . (4.28)
Dies entspricht ungefa¨hr dem Echo eines durch ein Raumfenster g(z, r) ein-
gegrenzten Volumens ([IH90], Anhang A.2):
e(z, ω) ≈ HW(ω) ·
∫
 
3
g(z, r) ·H2φ,d(r, ω) ·HG(r, ω) dV (r) . (4.29)
Das Raumfenster g(z, r), das direkt mit dem isochronischen Streuvolumen
V (z) verknu¨pft ist, kann nicht einfach erhalten werden [MMI84]. Die Volu-
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menelemente V (z) haben im Allgemeinen eine sehr komplizierte Struktur
[FC84]. Oft wird vereinfachend von ebenen Volumenausschnitten ausgegan-
gen [VCT85]. Eine andere Na¨herung wa¨re die Aufteilung des Raumfensters
in eine laterale und eine axiale Komponente, wobei die laterale Komponente
durch die Richtcharakteristik ausgedru¨ckt wird [IWBH90].
Außerdem entspricht die Fensterung im Zeitsignal einer Faltung im Fre-
quenzbereich, was zwangsla¨ufig zu Fehlern fu¨hrt [MMI84]. Diese Fehlerquel-
le kann mit der in Kapitel 6 ero¨rterten Entfaltung im Zeitbereich umgangen
werden.
Das Zeitfenster sollte zumindest so lang sein, dass eine volle Periode der
niedrigsten wichtigen Frequenz enthalten ist [CH75]. Dies ha¨ngt auch
mit der Zeit-Frequenz-Unscha¨rfe zusammen. Beispiel: Mittenfrequenz des
Schallwandlers f0 = 3.5 MHz, niedrigste Frequenz innerhalb der Bandbreite
des Wandlers: flow = 2 MHz, ; Fensterla¨nge τmin ≈ 1/flow = 0,5 · 10−6 s,
bei einer Abtastfrequenz von fs = 20 MHz sind dies τmin = 10 Samples.
Fu¨r die Analyse der Echosignale fordern wir quasistationa¨res Verhalten fu¨r
einen gewissen Tiefenbereich z1 . . . z2. Diese Forderung ist nur dann erfu¨llt,
wenn H2φ,d(r, ω) innerhalb des Raumfensters g(z, r) keine wesentlichen A¨n-
derungen in z-Richtung erfa¨hrt und wenn die statistischen Eigenschaften
von HG(r, ω) innerhalb des gleichen Raumbereichs ungefa¨hr konstant blei-
ben. Deshalb sollten nur da¨mpfungs- und beugungskorrigierte Echosignale
zur Analyse herangezogen werden. Wenn das untersuchte Medium in seiner
Makrostruktur inhomogen ist, sollten die Fenster mo¨glichst klein sein.
4.3.2 Beugungsprofil
Eine erste Interpretation des Ausdruckes (4.26) fu¨r die Abbildung des Ge-
webes auf ein Ultraschallecho verdeutlichte die verzerrenden Eigenschaften
des Schallfeldes. Um dies weiter zu veranschaulichen, betrachten wir die
Punktantworten, d.h. wir reduzieren das Medium auf einen einzigen Punkt,
der alleine fu¨r die Ru¨ckstreuantwort verantwortlich ist und zudem keinerlei
Frequenzabha¨ngigkeit einfu¨hrt:
hG(r, t) = δ(r, t) . (4.30)
Damit entfa¨llt das Volumenintegral im Echosignal (4.26) und man erha¨lt
die Punktantwort im Frequenzbereich e(r, ω):
e(r, ω) = HW(ω) ·H2φ,d(r, ω) . (4.31)
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Die Beispiele in Abb. 4.2 verdeutlichen, wie die Schallbu¨ndelung zwangs-
la¨ufig mit Auffa¨cherungen und Schallschwa¨chungen in na¨chster Na¨he zum
Wandler und jenseits des Fokus’ einhergehen. Man spricht von Beugungs-
profilen, weil das hinter einer Apertur gebeugte Schallfeld dem eines Kol-
benschwingers gleicher Gro¨ße a¨hnelt ([Kut88], S.74ff).
In na¨chster Na¨he zur Membran (Nahfeld ; bis ca. einem Abstand, der das
doppelte der gro¨ßten Wandlerabmessung betra¨gt [ZZ93]) gestaltet sich das
Schallfeld wesentlich komplizierter als in gro¨ßerer Entfernung (Fernfeld;
|r|  d, d: Wandlerdurchmesser) und kann dort nur numerisch berech-
net werden. Fu¨r das Fernfeld existieren jedoch fu¨r einige Wandlergeome-
trien analytische Na¨herungen, die den Einfluss bestimmter Parameter auf
das Beugungsprofil direkter erkennen lassen. Die Grenze zwischen Nahfeld
und Fernfeld ist nicht eindeutig bestimmt, aber wenn die Abnahme der
Schallintensita¨t in einen durch 1/|r| gepra¨gten Verlauf u¨bergegangen ist,
kann man von Fernfeldverhalten sprechen [Mil87]. Die Nahfeld-Fernfeld-
Grenze ist auch fu¨r die Gewebedifferenzierung wichtig, da im Nahfeld der
Da¨mpfungsterm nicht vor das Volumenintegral in (4.26) gezogen werden
kann (siehe auch Herleitungen in den Abschnitten 4.1 und 4.2) und somit
die Bestimmung jeglicher Gewebeparameter mit Fehlern behaftet sein muss
(nachgewiesen in [O’D83, CO90]).
Im In-vivo-Ultraschall ist die genaue Form des Beugungsprofils weder vor-
hersagbar noch messbar. In der Praxis versucht man deshalb oft, die Schall-
beugung und die Da¨mpfung getrennt zu behandeln. Weitere Untersuchungen
zu Beugungsprofilen in Bezug auf die Ultraschalldiagnose findet man auch
in [CT83, O’D83, RWB84, FC84, VCT85, CO90].
Ein sehr interessanter Aspekt des Beugungsprofils wurde in [Oos90] gezeigt.
Man bemerkte sowohl in Simulationen als auch im Experiment mit speziell
hergestellten Phantomen eine Verbreiterung der lateralen Autokorrelations-
funktion eines B-Bildes nach Hinzunahme frequenzabha¨ngiger Da¨mpfung
und schrieb dies der Vera¨nderung des Beugungsprofils zu, ohne aber dieses
Pha¨nomen tiefer gehend zu untersuchen. Um die Zusammenha¨nge zwischen
lateraler Ausdehnung des Beugungsprofils und der Autokorrelation des B-
Bildes aufzudecken, beno¨tigt man auch Wissen u¨ber die Korrelationsla¨n-
gen im Medium, welche ebenfalls die Autokorrelationsfunktion beeinflussen
([Ho¨f95]; siehe auch folgenden Abschnitt 4.3.3 u¨ber Speckle).
An den Erkenntnissen u¨ber Beugungsprofile sowie deren Auswirkung auf die
Ultraschallechos a¨ndert sich prinzipiell nichts, wenn statt der hier betrach-
teten sogenannten Single-Element-Wandler komplexere Systeme mit Multi-
Element-Wandlern und dynamischer Fokussierung verwendet werden.
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Abb. 4.2: Simulierte
”
Beugungsprofile“ eines konkaven Wandlers bei
zwei verschiedenen Mittenfrequenzen. Dargestellt ist der auf
das globale Maximum normalisierte RMS-Wert (Root Mean
Square) der Punktantworten (4.31). Oben: Mittenfrequenz
f0 = 5 MHz. Unten: f0 = 3 MHz. Man beachte die sta¨rkere
Bu¨ndelung bei der ho¨heren Mittenfrequenz.
Simulationsparameter:
Wellenform hW(t) = e
−(t−τ)2/2σ2 · sin(2pif0t) mit σ =
0,244 · 10−6 s und τ = 0,75 · 10−6 s. Konkaver, kreisrunder
Wandler mit geometrischem Fokus R = 60 mm, Durchmesser
d = 13 mm, aufgeteilt in 2133 diskrete und gleich große Ele-
mentarwandler. c0 = 1500 m/s. Abtastfrequenz fs = 50 MHz.
Simulation im Zeitbereich durch phasensensitive U¨berlagerung
der Wellenformen. Da¨mpfung vernachla¨ssigt.
28 4. Modellierung der Ultraschallechos
4.3.3 Speckle
Typisch fu¨r alle Ultraschallbilder ist das Speckle-Muster im B-Bild, eine
Interferenzerscheinung, die in a¨hnlicher Weise auch in der Laser-Techno-
logie auftritt. Die kurzen Punktantworten, von zufa¨llig verteilten Streuern
frequenzabha¨ngig verzerrt, u¨berlagern sich innerhalb eines A-Scans im Ex-
tremfall zur Auslo¨schung oder zur Versta¨rkung (axiales Speckle). Wird das
zufa¨llige Medium durch mehrere benachbarte A-Scans abgebildet, u¨berlap-
pen sich die Beugungsprofile dieser A-Scans teilweise. Zwei nebeneinander
liegende A-Scans sind korreliert, da sich die beschallten Volumenelemente
gleicher Eindringtiefe u¨berschneiden (laterales Speckle). Gewo¨hnlich haben
die Speckles in lateraler Richtung eine gro¨ßere Ausdehnung als in axialer
Richtung. In Abb. 4.3 ist ein Beispiel dargestellt.
Das zufa¨llige Speckle-Muster kann mit herko¨mmlichen Methoden der Sta-
tistik analysiert werden. Hierbei wird der Gro¨ße der Speckles, ausgedru¨ckt
durch laterale und axiale Autokorrelation, besondere Bedeutung beigemes-
sen [WSSL83, SW84, WIS88, OTH+91, BSMG93]. Es besteht auch ein di-
rekter Zusammenhang zu den entsprechenden Autokorrelationen der hoch-
frequenten Echos, da das B-Bild aus diesen berechnet wird [Ho¨f95].
Allerdings hat die Analyse des Speckle-Musters im B-Bild fu¨r die Gewebe-
differenzierung eher geringen Nutzen. Zwar dru¨ckt sich im Speckle auch die
Mikrostruktur des Gewebes aus [Ho¨f95, Oos90]. Aber die vielfa¨ltigen Ver-
fa¨lschungen wie Schallbeugung, Da¨mpfung und die Abha¨ngigkeiten von der
Mittenfrequenz bringen erhebliche Schwierigkeiten mit sich [OTV85, Oos90,
OTH+91]. Die meisten Arbeiten zur Gewebedifferenzierung beru¨cksichtigen
daher nur die axiale Komponente der Autokorrelation, die aber direkt mit
dem lokalen Ru¨ckstreuspektrum verknu¨pft ist und deshalb keine zusa¨tzliche
Information liefern kann. Eine angemessene Korrektur (z.B. durch Entfal-
tung) der Beugung und Da¨mpfung ist in jedem Falle erforderlich, wie in den
zitierten Arbeiten unterstrichen wird.
Aus diesen Gru¨nden wird das Speckle-Muster eher als sto¨rend eingescha¨tzt –
die grundlegende Motivation fu¨r Maßnahmen zur Speckle-Reduktion [HL93].
Auch die Entfaltung der hochfrequenten Echos hat letztendlich die Reduk-
tion des Speckles zum Ziel, aber nur in axialer Richtung (Diskussion von
lateralen Entfaltungen in Abschnitt 6.2).
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Abb. 4.3: Simuliertes Speckle-Muster im B-Bild (100 a¨quidistante A-
Scans) in Abha¨ngigkeit von der Eindringtiefe z. Oben: Man
erkennt deutlich die Fokussierung des Schalls um z = 80 mm.
Unten: Amplituden auf das Maximum der jeweiligen Ge-
webeschicht normiert. Die Verschiedenartigkeit des Speck-
le-Musters ist alleine auf die Schallbeugung zuru¨ckzufu¨hren
(vgl. Abb. 4.2). Simulationsparameter: Mittenfrequenz
f0 = 5 MHz. Wellenform hW(t) = e
−(t−τ)2/2σ2 · sin(2pif0t) mit
σ = 0,198 · 10−6 s und τ = 0,61 · 10−6 s. Konkaver, kreisrunder
Wandler mit geometrischem Fokus R = 80 mm, Durchmesser
d = 13 mm, aufgeteilt in 349 diskrete und gleich große Elemen-
tarwandler. c0 = 1500 m/s. Abtastfrequenz fs = 50 MHz. Zwei-
dimensionale Simulation im Zeitbereich durch phasensensitive
U¨berlagerung der Wellenformen. Da¨mpfung vernachla¨ssigt. Ge-
webematrix 300 × 50 Punkte bzw. 30 × 5 mm, Punktstreuer
zufa¨llig auf 10 % der Matrixpunkte verteilt. Amplitudenkom-
pression der Einhu¨llenden gema¨ß y = x0,5.
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4.4 Vereinfachtes systemtheoretisches Modell
Betrachten wir zuna¨chst noch einmal das mathematische Modell (4.26),
(4.27) fu¨r die Ultraschallechos mit der Fernfeldna¨herung (Hφ,d(r, ω) =
Hd(r, ω) ·Hφ(r, ω), Gl. (4.14)) und unter der Annahme, dass die Da¨mpfung
innerhalb des Volumenelements V (z) vernachla¨ssigt werden kann (d.h. die
Da¨mpfung wird nur bis zum Volumenelement beru¨cksichtigt):
e(z, ω) = HW(ω) ·H2d(z, ω)
∫
V (z)
H2φ(r, ω) ·HG(r, ω) dV (r) . (4.32)
Sowohl fu¨r die Gewebedifferenzierung als auch fu¨r die Darstellung von stan-
dardisierten Ultraschallbildern mit erho¨hter Aussagekraft bezu¨glich der Ge-
webeart ist es entscheidend, lokale Parametrisierungen der Ultraschallechos
zu finden, die unabha¨ngig vom Ort der Parametrisierung eine stets gleich-
bleibende Proportionalita¨t zur GewebeantwortHG(r, ω) aufweisen. Wie wir
aus Gleichung (4.32) erkennen, gestaltet sich die Lo¨sung dieses Problems
schwierig, weil die BeugungscharakteristikHφ(r, ω) innerhalb des Volumen-
integrals auftritt. Fu¨r die Lo¨sung des inversen Streuproblems, d.h. die Iden-
tifizierung aller HG(r, ω) innerhalb des Volumenelementes, beinhaltet das
Echo e(z, ω) zu wenig Informationen. Man kann sich deshalb nur darauf
konzentrieren, statistisch sinnvolle Mittelwerte zu scha¨tzen, die im Zusam-
menhang zur Gewebeantwort und somit zur Mikrostruktur stehen.
Die Schallbeugung muss aber auch zur Bestimmung derartiger Mittelwerte
separat und korrigierbar auftreten. Fu¨r Leistungsdichtespektren la¨sst sich
ein Separationsansatz angeben (Anhang A.2):
RE(z, ω) = |HW(ω)|2 · |Hd(z, ω)|4 · |D(z, ω)|2 · |B(z, ω)|2 , (4.33)
wobeiD(z, ω) ein Beugungsanteil (diffraction) und B(z, ω) ein Ru¨ckstreuan-
teil (backscattering) ist. Rein formal erha¨lt man daraus durch Faktorisierung
die Na¨herung∫
V (z)
H2φ(r, ω) ·HG(r, ω) dV (r) ≈ D(z, ω) · B(z, ω) , (4.34)
womit der Ausdruck (4.32) in eine zeitliche (eindimensionale) Faltung u¨ber-
fu¨hrt wa¨re:
e(z, ω) = HW(ω) ·H2d(z, ω) ·D(z, ω) · B(z, ω) . (4.35)
Die Annahme von D(z, ω) als alleinige Beschreibung der Schallbeugung
kann auch gerechtfertigt werden, indem man fu¨r das isochronische Volu-
men V (z) eine
”
mittlere Beugungscharakteristik“ annimmt: Hφ,d(r, ω) ≈
4.5 Korrektur systembedingter Einflu¨sse 31
D(z, ω), siehe [OTH+91]. Allerdings erscheint eine derartige Approximation
etwas
”
gewagt“. Von einem heuristischen Standpunkt aus betrachtet ko¨nnte
man argumentieren, dass sich der Einfluss von Hφ,d fu¨r jedes betrachtete
Volumenelement V (z) einfach als verzerrende U¨bertragungsfunktionD(z, ω)
auf die
”
tatsa¨chliche“ Ru¨ckstreuantwort B(z, ω) auswirkt.
Solange nur Leistungsdichtespektren und daraus abgeleitete Parameter be-
trachtet werden, ist die Phase von D(z, ω) oder B(z, ω) nicht relevant. Da-
von abgesehen gestaltet sich die Behandlung der Phase a¨ußerst schwierig, da
der Schall auf seinem Weg durch das Gewebe unza¨hlige Phasenverzerrungen
durchla¨uft (
”
phase aberrations“), die sich nicht nachvollziehen lassen.
4.5 Korrektur systembedingter Einflu¨sse
Da die direkte Messung vonD(z, ω) undHW(ω) sehr aufwa¨ndig ist, betrach-
tet man den zu analysierenden Bereich des Echosignals relativ zu Echosigna-
len aus einem wohldefinierten Referenz-Medium und aus gleicher Eindring-
tiefe. Alle Gro¨ßen, die mit dem Referenzmedium in Verbindung gebracht
werden, seien im Folgenden mit einem hochgestellten ref gekennzeichnet.
Die Korrektur systembedingter Einflu¨sse gelingt dann durch die Entfal-
tung e(z, ω)/eref(z, ω). Das Referenzmedium ko¨nnte ein gewebeimitieren-
des Ultraschallphantom [Hui98, JGC+00] oder eine reflektierende Fla¨che
[IWBH90] sein.
Verwendet man zur Messung der Referenzechos eref(z, ω) das gleiche Ultra-
schallsystem wie bei der Analyse des unbekannten Mediums, gilt na¨herungs-
weise
Dref(z, ω) ≈ D(z, ω)
HrefW (ω) ≈ HW(ω) (4.36)
und wir erhalten wegen (4.35)
e(z, ω)
eref(z, ω)
≈
[
Hd(z, ω)
]2 ·B(z, ω)[
Hrefd (z, ω)
]2
· Bref(z, ω)
. (4.37)
Allerdings sind die in (4.36) vorausgesetzten Na¨herungen oft nur unzurei-
chend erfu¨llt, zumal Dref(z, ω) und HrefW (ω) fu¨r eine stabile Entfaltung mi-
nimalphasig sein mu¨ssen. Eventuell verbleibende Allpassterme, sofern be-
stimmbar, ko¨nnen durch eine antikausale Filterung im Anschluss an die
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Entfaltung beseitigt werden. In jedem Falle gelten die Na¨herungen aber fu¨r
die Betra¨ge. (Zur Erinnerung:D(z, ω) wird nur durch die Wandlergeometrie
bestimmt.)
An (4.37) erkennt man das u¨bliche Dilemma: Mo¨chte man die relativen
Ru¨ckstreuspektren messen, muss man die Da¨mpfung kennen und entspre-
chend korrigieren. Ist hingegen die Scha¨tzung der lokalen Da¨mpfung die
Aufgabe, muss die Ru¨ckstreuung bekannt sein. Eine mo¨gliche Lo¨sung des
Problems ist die Multi-Narrow-Band-Methode [FHC83, CT83], mit der
Da¨mpfungs- und Ru¨ckstreuanteil gleichzeitig gescha¨tzt werden. Allerdings
ist diese Methode nur dann anwendbar, wenn ausreichend große homo-
gene Gewebebereiche vorhanden sind (> 1 cm2 in der Schnittebene des
B-Bildes), und außerdem darf die Da¨mpfung nur lokal von der Referenz
abweichen – u¨ber die ganze La¨nge des A-Scans gesehen darf kein Trend in
der Abweichung bestehen [Sch96].
Wahl des Referenzmediums
Die in Frage kommenden Referenzmedien ko¨nnen in zwei Klassen aufgeteilt
werden:
1. Deterministisch. Hierzu za¨hlen feste Reflektoren wie du¨nne Dra¨hte,
Stahlkugeln und ebene Fla¨chen, die meist in Wassertanks angeordnet
werden.
2. Stochastisch. Alle Medien mit zufa¨lligen Streuerverteilungen fallen in
diese Kategorie. Fu¨r die quantitative Ultraschalldiagnose sind gewe-
beimitierende Streuphantome und Datenbanken mit in vivo gewonne-
nen Ultraschallaufnahmen geeignet.
Umfassende und aufschlussreiche Diskussionen zur Wahl des Referenzme-
diums findet man in [Hui98], allerdings nur auf experimenteller Basis. Wie
nun gezeigt wird, erlauben aber auch die analytischen Betrachtungen der
letzten Abschnitte klare Schlussfolgerungen.
Wa¨hlen wir einen ebenen Reflektor, der senkrecht zur z-Achse und in einem
da¨mpfungsfreien Medium (Hd(r, ω) ≡ 1) angebracht ist, erhalten wir fu¨r
das Echo den Ausdruck (mit r = (x, y, z)T)
eref(z, ω) = HW(ω) ·Dref(z, ω)
= HW(ω) ·
∫
 
∫
 
H2φ(r, ω) dx dy . (4.38)
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Hier geht also die Beugung mit einem Fla¨chenintegral ein, wa¨hrend sie bei
einem Echo aus stochastischem Medium in einem Volumenintegral steht.
Die Diskrepanz verdeutlicht sich, wenn wir die Leistungsdichtespektren ge-
genu¨berstellen (siehe Anhang A.2, (A.22) und (A.27)):
∣∣∣Dref(z, ω)∣∣∣2 =
∣∣∣∣∣
∫
 
∫
 
H2φ(r, ω) dx dy
∣∣∣∣∣
2
(4.39)
∣∣D(z, ω)∣∣2 = ∫
V (z)
∣∣Hφ(r, ω)∣∣4 dV (r) (4.40)
; D(z, ω) 6= Dref(z, ω) . (4.41)
Somit muss mit einer unbefriedigenden Beugungskorrektur gerechnet wer-
den, es sei denn, das Streuvolumen V (z) hat in z-Richtung eine sehr kleine
Ausdehnung.
Wa¨hlt man hingegen ein stochastisches Medium als Referenz, so ist eref (z, ω)
zufa¨lligen Schwankungen unterworfen. Dieser unerwu¨nschte Effekt wird um-
gangen, indem man bei der Bestimmung der Referenz je nach Methode der
Systemidentifikation geeignete Mittelwerte aus den Daten vieler A-Scans
bildet. Entsprechende Methoden werden im na¨chsten Kapitel erarbeitet.
4.6 Relatives Ru¨ckstreuverhalten
Ein besonderer Vorteil von gewebeimitierenden Streuphantomen ergibt sich
dann, wenn die Da¨mpfungseigenschaften mo¨glichst realita¨tsnah nachgebil-
det sind. Dann ku¨rzen sich die Da¨mpfungsterme in (4.37) und man erha¨lt
relative Ru¨ckstreuspektren:∣∣e(z, ω)∣∣2∣∣eref(z, ω)∣∣2 ≈
∣∣B(z, ω)∣∣2∣∣Bref(z, ω)∣∣2 . (4.42)
Wir fu¨hren nun eine Nomenklatur ein, die eine andere Sichtweise auf das
Problem der Beugungs- und Da¨mpfungskorrektur erlaubt. Erstens betrach-
ten wir die Referenzen eref(z, ω) als Momentan-U¨bertragungssystem, im Fol-
genden als H(z, ω) bezeichnet, und zweitens interpretieren wir das relative
Ru¨ckstreuverhalten als zeitlich instationa¨ren Zufallsprozess w(t) mit dem
momentanen Spektrum:
RW (z, ω) ≡
∣∣∣∣∣ B(z, ω)Bref(z, ω)
∣∣∣∣∣
2
. (4.43)
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Somit gelangen wir zu der Darstellung des zeitlich instationa¨ren Ultraschall-
echos e(t)
e(t) = F−1 {H(z, ω)} ∗ w(t) . (4.44)
Mit Hilfe dieser Darstellung wird die Beugungs- und Da¨mpfungskorrektur
als zeitvariantes Entfaltungsproblem interpretiert: Das relative Ru¨ckstreu-
spektrum ergibt sich aus einer Scha¨tzung des Eingangssignals w(t), die
im idealisierten Fall einer Faltung mit dem inversen Referenzsystem
F−1 {1/H(z, ω)} entspricht:
w(t) = e(t) ∗ F−1
{
1
H(z, ω)
}
. (4.45)
Das Modell in (4.44) widerstrebt vielleicht der Intuition, da nicht der aus-
gesendete Schallpuls, sondern das Medium als Eingangssignal gesehen wird
(a¨hnliche Betrachtungen in [Kuc79, JMGS93]). Die Identifikation der loka-
len Ru¨ckstreueigenschaften wird u¨ber den Umweg einer zeitvarianten Ent-
faltung erreicht.
4.7 Zusammenfassung
In den vorangegangenen Abschnitten wurde klar, dass die angestrebte quan-
titative Diagnose aufgrund der komplizierten Natur der Ultraschallechos nur
mit recht groben Na¨herungen mo¨glich ist. Die Behandlung der Echos aus
stochastischen Medien erfolgte hier – im Gegensatz zu anderen Arbeiten –
bewusst systemtheoretisch und unabha¨ngig von physikalischen Streutheori-
en. Gleichwohl konnte eine Verbindung zum ha¨ufig verwendeten Streumodell
der kontinuierlichen Inhomogenita¨ten gezeigt werden.
Die systemtheoretischen Vereinfachungen, die zum Faltungsmodell (4.44)
fu¨hrten, sind heuristischer Natur. Trotzdem kann eine befriedigende
Beugungs- und Da¨mpfungskorrektur erreicht werden, wenn man die Kor-
rekturterme auf der Basis von Echos aus einem stochastischen Medium
bestimmt. Dieses Referenzmedium sollte a¨hnliche Da¨mpfungseigenschaften
wie das untersuchte biologische Gewebe aufweisen.
5. Systemidentifikation
Nachdem nun ein einfaches Faltungsmodell zur Beschreibung der Ultra-
schallechos vorliegt, ko¨nnen zur Vorbereitung der Entfaltung die zu kor-
rigierenden systembedingten Einflu¨sse in geeigneter Weise gemessen und
parametrisiert werden. Die verschiedenen Mo¨glichkeiten, die hierfu¨r in Be-
tracht kommen, werden im nun folgenenden Kapitel ero¨rtert. Im Hinblick
auf den in dieser Arbeit verwendeten Entfaltungsalgorithmus, der von einer
Zustandsraumdarstellung des Faltungsmodells ausgeht, liegt der Schwer-
punkt auf der Scha¨tzung von ARMA-Modellen.
5.1 Wahl der Methode
Die Quantifizierung der systembedingten Fehler ist gleichbedeutend mit ei-
ner Systemidentifikation auf der Basis gemessener Ultraschallechos, oder,
von einem geringfu¨gig anderen Standpunkt aus betrachtet, als Parametri-
sierung der gemessenen Zufallsprozesse zu verstehen.
Zwischen Identifikation der gesuchten Systeme und der Scha¨tzung des Ein-
gangssignals, d.h. der Entfaltung, besteht immer eine enge Verwandtschaft,
oft sind die Identifikationsmethoden sogar selbst zur Entfaltung geeignet.
Unter einem erweiterten Betrachtungshorizont offenbaren sich auch viele
Parallelita¨ten zur adaptiven Filterung und zur Kanalentzerrung aus der
Nachrichtentheorie.
Um die Eignung verschiedener Identifikations- bzw. Entfaltungsmethoden
beurteilen zu ko¨nnen, sollten zuna¨chst alle bekannten Eigenschaften der
Ultraschallechos ausgewertet werden. Wichtig ist ferner die Entscheidung
zugunsten
”
stochastischer Referenzen“ zur Beugungs- und Da¨mpfungskor-
rektur (Abschnitt 4.5), was bedeutet, dass hier nur Zufallsprozesse als
Eingangs- bzw. Ausgangssignal in Frage kommen. Direkte Messungen von
Impulsantworten, wie sie beispielsweise durch Messung von Reflexionen an
einem Draht oder an einer ebenen Fla¨che denkbar wa¨ren, werden hier also
nicht behandelt.
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Die entscheidenden Eigenschaften der Echosignale sind einerseits die Insta-
tiona¨rita¨t und andererseits das bandpassartige Spektrum. Der Instationa¨ri-
ta¨t kann auf zweierlei Weise Rechung getragen werden:
1. Blockverarbeitung, En-bloc-Berechnung. Die Signale werden in quasi-
stationa¨re Blo¨cke zerlegt, und innerhalb jedes Blockes kann dann eine
Systemidentifikation durchgefu¨hrt werden. Zuverla¨ssigere Scha¨tzun-
gen sind unter Umsta¨nden dann mo¨glich, wenn mehrere unabha¨ngige
Signale (Realisierungen) in die Berechungen einfließen (
”
Multi-Input
Multi-Output“, MIMO).
2. Tracking. Einem anfa¨nglich gescha¨tzten Startsystem wird eine gewisse
Variabilita¨t eingera¨umt. Der Algorithmus versucht dann, die Vera¨n-
derungen des Systems im Rahmen der erlaubten Variabilita¨t zu ver-
folgen. Dies la¨sst sich mit rekursiven Algorithmen realisieren.
Die Form des Spektrums bestimmt die Wahl des Parametrisierungsmodells:
1. MA-Modell (Moving Average). Ein MA-Modell ist theoretisch immer
geeignet. Allerdings kann fu¨r eine genu¨gend genaue Modellierung ei-
ne sehr hohe Filterordnung erforderlich sein, was sich nicht nur in
großem Rechenaufwand, sondern eventuell auch in unsicheren Scha¨t-
zungen niederschla¨gt, besonders wenn die zur Verfu¨gung stehenden
Datenmengen gering sind. Außerdem ko¨nnen MA-Modelle nur durch
numerische Suche gefunden werden, da die Scha¨tzgleichungen nichtli-
near sind.
2. AR-Modell (Auto Regressive). Dies ist ein System, das nur aus Pol-
stellen besteht. Mit einem AR-Modell lassen sich nur Systeme mit
resonanzartigen Spitzen repra¨sentieren. Dies funktioniert bei einigen
Ultraschallsystemen recht gut [LGFE83, WWG95]. Des Weiteren exis-
tieren lineare und robuste Algorithmen zur Scha¨tzung von AR-Para-
metern aus Zufallsprozessen.
3. ARMA-Modell (Auto Regressive Moving Average). Bei zu großer Dis-
krepanz zwischen wahrem System und AR-Modell ist das ARMA-
Modell die Lo¨sung, eine Kombination aus AR- und MA-Modell. Man
erkauft sich die dann realita¨tsnahe Parametrisierung durch einen enor-
men Zuwachs an Komplexita¨t in den Scha¨tzalgorithmen, da wegen der
Nichtlinearita¨t des Gleichungssystems nur die numerische Suche als
Lo¨sungsstrategie bleibt.
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Wie bereits angedeutet wurde, gehen Systemidentifikation und Entfaltung
Hand in Hand. Deshalb ist es wichtig, die Zusammenha¨nge zu verschiedenen
Entfaltungsmethoden zu beleuchten. Hier kann man folgende Kategorien
unterscheiden:
1. Nichtparametrische Methoden. Hierzu geho¨rt insbesondere die Divisi-
on im Frequenzbereich, die zur Scha¨tzung von korrigierten und/oder
relativen Ru¨ckstreuspektren u¨blich ist. Ein weiterer wichtiger Vertre-
ter dieser Gruppe ist die blinde Entfaltung u¨ber Cepstrum, Bicep-
strum ([PN88], [NP93], S.219ff, [Hay96], S.772ff) oder Unterraum-Zer-
legung (subspace decomposition, [Hay96], S.804). Die Anwendbarkeit
blinder Entfaltungen auf Ultraschallechos wird weiter unten diskutiert.
2. Parametrische Methoden. Diese Methoden basieren auf einem der oben
aufgeza¨hlten Modelle. Hier wa¨ren alle zustandsraumbasierten Algo-
rithmen zu nennen (Kalman-Filter), die der instationa¨ren Natur
der Ultraschallechos Rechnung tragen ko¨nnen (Literaturhinweise im
Kapitel 6:
”
Entfaltung“).
Wie aus der Diskussion im vorigen Kapitel hervorgeht, bietet sich zur Kor-
rektur der systembedingten Einflu¨sse die Verwendung eines stochastisch
streuenden Mediums als Referenz an (Phantom, biologisches Gewebe).
Dementsprechend mu¨ssen auch die Methoden der Systemidentifikation
ausgerichtet sein: Die Echos sind als Zufallsprozesse zu interpretieren, und
daraus mu¨sste man die Systemfunktionen scha¨tzen. Hierbei wird das Ein-
gangssignal als (zuna¨chst unbekanntes) weißes Rauschen angenommen, und
die gescha¨tzte Systemfunktion entha¨lt auch einen Anteil, der das (absolute)
Ru¨ckstreuspektrum des Mediums repra¨sentiert (siehe Abschnitte 4.4 bis
4.6).
In der Gruppe der nichtparametrischen Methoden ka¨men mit dieser Be-
trachtungsweise nur noch die verschiedenen blinden Entfaltungen in Frage,
Methoden also, die gleichzeitig das Eingangssignal und die U¨bertragungs-
funktion scha¨tzen.
Allerdings erweisen sich die blinden Entfaltungen in ihrer Anwendung auf
Ultraschallechos als problematisch, und zwar vor allem aus zwei Gru¨nden:
Erstens haben die Verfahren, die auf Spektren ho¨herer Ordnung basieren,
eine langsame Konvergenz ([Hay96], S.802f), und zweitens ist die Voraus-
setzung, dass das Eingangssignal nicht normalverteilt sein darf, beim Ultra-
schall in der Regel nicht gegeben [APR95]. Solange keine zufriedenstellen-
den Modelle von der Mikrostruktur biologischen Gewebes existieren, ist die
Annahme von nicht-normalverteilten Eingangssignalen (z.B. durch Punkt-
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streuermodelle gerechtfertigt) reine Spekulation. Punktstreuermodelle sind
zwar unter Umsta¨nden sinnvoll zur Scha¨tzung von (hypothetischen) Streu-
erdichten als Gewebeparameter. Doch ist andererseits intuitiv klar, dass die
nachgewiesene fraktale Struktur von biologischem Gewebe [Ho¨f95] wenig
Anhaltspunkte fu¨r die Rechtfertigung eines solchen Modells liefert.
Entfaltungen u¨ber das Bicepstrum, wie sie in [APR95] untersucht wurden,
setzen außerdem einen unkorrelierten Prozess fu¨r das Eingangssignal voraus,
was bezu¨glich der Vielfalt mo¨glicher Gewebestrukturen zu restriktiv ist,
vor allem wenn farbige Ru¨ckstreuspektren aus den Echos gescha¨tzt werden
sollen. Ein weiterer Nachteil ist darin zu sehen, dass relativ große stationa¨re
Signalausschnitte fu¨r einigermaßen zuverla¨ssige Scha¨tzungen unabdingbar
sind (in [APR95]: Segmente mit 10 benachbarten A-Scans und der La¨nge
128 Samples bei einer Abtastfrequenz von 13,3 MHz).
Der oft hervorgehobene Vorteil, dass sich mit dieser Methode auch nicht-mi-
nimalphasige U¨bertragungsfunktionen scha¨tzen lassen, verliert erheblich an
Gewicht, wenn man bedenkt, welche nicht nachvollziehbaren Verzerrungen
die Phase des Ultraschallpulses auf dem Weg durch das Medium erfa¨hrt und
wie die Phase so an Aussagekraft verliert (Abschnitt 3.4, [Oos90, OTH+91]).
So bleiben die parametrischen Verfahren. Besonders interessant sind hier-
bei die ARMA-Modelle, da sich diese durch ihre Allgemeinheit auszeichnen.
Die Algorithmen zur Scha¨tzung solcher Modelle haben zwar gegenu¨ber den
einfachen AR-Modellen eine wesentlich gro¨ßere Komplexita¨t, doch allzu oft
entzieht sich die breitbandige Natur der Ultraschallpulse einer ausreichend
genauen Modellierung durch ein AR-System. Wenn es um die Scha¨tzung
von Ru¨ckstreuspektren geht, ko¨nnte die Mittelung der Spektren einiger un-
abha¨ngiger AR-Scha¨tzungen aus dem gleichen Gewebebereich ein Ausweg
sein [WWG95]. Fu¨r die angestrebte Entfaltung sind die Fehler dagegen nicht
tolerierbar, und deswegen fa¨llt die Entscheidung zu Gunsten von ARMA.
Die niedrigste Varianz haben naturgema¨ß jene Verfahren, in welchen die AR
und die MA-Parameter gleichzeitig gescha¨tzt werden. Hierzu geho¨rt insbe-
sondere die Prediction Error Method (PEM), welche eng mit der Maximum-
Likelihood-Scha¨tzung verwandt ist und somit die kleinstmo¨gliche Varianz
hat (die PEM und die Maximum-Likelihood-Scha¨tzung entsprechen ein-
ander direkt, wenn die Systemordnungen des zu scha¨tzenden Modells und
des Zufallsprozesses gleich sind; [SS89], S.198ff). Um der Zeitvarianz Rech-
nung zu tragen, ko¨nnen entweder quasistationa¨re Blo¨cke verarbeitet werden
[JMGS93], oder man bemu¨ht die um einiges schwerer handhabbare rekursi-
ve Variante, die Recursive Prediction Error Method (RPEM). Vom Stand-
punkt der Spektralscha¨tzung aus gesehen verdient außerdem die modifizierte
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Yule-Walker-Methode einige Beachtung, bei der die ARMA-Parameter
aus einem auf andere Weise gewonnenen Leistungsdichtespektrum errechnet
werden.
5.2 Theoretische Grundlagen
Zweck dieses Abschnittes ist die Formulierung einiger wichtiger Definitio-
nen sowie die Zusammenfassung der untersuchten Algorithmen und deren
wichtigster Eigenschaften, vor allem bezu¨glich der praktischen Umsetzung.
Da ausfu¨hrliche Herleitungen und theoretische Analysen der Algorithmen
eine betra¨chtliche Komplexita¨t besitzen, sei der Leser auf die einschla¨gige
Literatur verwiesen [Lju87, SS89, KT93].
5.2.1 Parametrisierung diskreter Systeme
Von nun an erfolgen alle Betrachtungen im Diskreten, d.h. sa¨mtliche Para-
metrisierungen und Entfaltungen stu¨tzen sich auf abgetastete Echosignale
(t ∈   , ω = 2pi f/fS). Aus diesem Grunde entziehen sich die konkreten Er-
gebnisse von Systemordnung und -parameter einer Verallgemeinerung, da
eine Abha¨ngigkeit von der Abtastfrequenz besteht. Ganzrationale Modellie-
rung im Kontinuierlichen (Laplace-Transformierte), ausgehend von den in
Kapitel 4 hergeleiteten physikalischen Zusammenha¨ngen, wa¨re unter Um-
sta¨nden auch denkbar, ist aber nicht Gegenstand dieser Arbeit.
Differenzengleichung
Um die Orientierung in der Vielzahl an parametrischen Modellen diskreter
Zufallsprozesse zu erleichtern, beginnen wir mit dem SISO ARMAX-Modell
(Single-Input-Single-Output, AutoRegressive Moving Average eXtended),
aus dem dann das gewu¨nschte ARMA-Modell als Spezialfall hervorgeht.
Die Differenzengleichung des ARMAX-Modells lautet
y(t)+
NA∑
ν=1
aν y(t− ν) = u(t)+
NB∑
µ=1
bµ u(t− µ)+w(t)+
NC∑
η=1
cη w(t − η) . (5.1)
Hierbei wird das Ausgangssignal mit y(t), das Eingangssignal mit u(t) und
das Sto¨rsignal mit w(t) bezeichnet. Es ist wichtig zu verstehen, dass per
definitionem nur y(t) und u(t) messbar sind. Beim ARMA-Modell liegt kein
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messbares Eingangssignal u(t) vor, d.h. u(t) ≡ 0, und die obige Differenzen-
gleichung reduziert sich auf
y(t) +
NA∑
ν=1
aν y(t− ν) = w(t) +
NC∑
η=1
cη w(t− η) . (5.2)
Die Z-Transformation von Gleichung (5.1) lautet
Y (z)A(z) = U(z)B(z) +W (z)C(z) (5.3)
Y (z) =
B(z)
A(z)
U(z) +
C(z)
A(z)
W (z) (5.4)
und mit den Umbenennungen
G(z) ≡ B(z)
A(z)
H(z) ≡ C(z)
A(z)
(5.5)
; Y (z) = G(z)U(z) +H(z)W (z) . (5.6)
In der Literatur findet man ha¨ufig eine Art Mischform aus Darstellung im
Zeitbereich und im Z-Bereich, die eine bessere Erkennbarkeit der U¨bertra-
gungsfunktionen bzw. der Signale ermo¨glicht. Hierbei bezeichnet z−1 einen
Verzo¨gerungsoperator mit der Verzo¨gerung um ein Abtastintervall, d.h.
z−1 y(t) ≡ y(t− 1) (5.7)
(z−1)n y(t) ≡ y(t− n) . (5.8)
Mit Polynomen der Art
A(z−1) = 1 +
NA∑
ν=1
aν (z
−1)ν (5.9)
la¨sst sich das ARMAX-Modell im Zeitbereich darstellen als
y(t) = G(z−1)u(t) +H(z−1)w(t) . (5.10)
Lineare Regression
In kompakter Vektorschreibweise lautet Gleichung (5.1):
y(t) = ψ(t)T θ(t) , (5.11)
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ψ(t) ≡


−y(t− 1)
...
−y(t−NB)
u(t)
u(t− 1)
...
u(t−NA)
w(t)
w(t− 1)
...
w(t −NC)


θ(t) ≡


a1(t)
...
aNA(t)
1
b1(t)
...
bNB(t)
1
c1(t)
...
cNC (t)


. (5.12)
Hierbei bezeichnet θ(t) den mo¨glicherweise zeitlich variablen Parametervek-
tor, der in Aufgaben der Systemidentifikation zu scha¨tzen ist. Eine einfache
lineare Regression
yˆ(t) = ψ(t)T θˆ(t)
ist allerdings nicht mo¨glich, da ψ(t) die nicht direkt messbare Zeitreihe{
w(t), . . . , w(t −NC)
}
entha¨lt. Dies verdeutlicht aber, wie im Falle von ARMA-Modellen (u(t) ≡
0) Systemidentifikation und Entfaltung, d.h. Scha¨tzung von w(t), Hand in
Hand gehen.
5.2.2 Scha¨tzung der Systemordnung
Fu¨r eine gute Beschreibung von unbekannten Zufallsprozessen durch AR-
MA-Parameter ist die richtige Wahl der AR- und der MA-Ordnung entschei-
dend. Man darf sich hierbei nicht dazu verleiten lassen, die Ordnung einfach
sehr hoch zu wa¨hlen, denn allzu oft verschlechtern sich dann die Ergebnisse,
und außerdem neigen dann viele Scha¨tzalgorithmen zu schlechterem Konver-
genzverhalten. Es gilt also ein Optimum zu finden. Im Wesentlichen stehen
zur Bewa¨ltigung dieser Aufgabe vier Werkzeuge zur Verfu¨gung:
1. Akaike Information Criterion (AIC) bzw. Bayesian Information Cri-
terion (BIC). Ein weitestgehend heuristisch gewonnenes Maß, welches
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aus Daten des Prozesses und der gewa¨hlten Systemordnung berech-
net wird. In vielen Fa¨llen liefert es ein Minimum fu¨r eine bestimmte
Ordnung ([Pri81], S.373-376; [SS89], S.442ff), die man dann wa¨hlen
sollte.
2. Test auf Unkorreliertheit des Fehlersignals. Wenn die Modellordnun-
gen richtig gewa¨hlt sind, ist das Fehlersignal des Pra¨diktors unkorre-
liert (weißer Prozess). Ein statistischer Test auf Unkorreliertheit gibt
dann Auskunft daru¨ber, ob die Modellordnung richtig gewa¨hlt wurde
([Kay88], S.297f).
3. Inspektion der Pole und Nullstellen. Pole und Nullstellen, die unter
Vernachla¨ssigung eines gewissen Scha¨tzfehlers an der selben Stelle lie-
gen, tragen nicht zum Frequenzgang bei und ko¨nnen gestrichen wer-
den, was in einer kleineren Systemordnung resultiert ([SS89], S.433).
4. Vergleich mit nichtparametrischen Methoden. In dieser Kategorie ist
insbesondere ein Vergleich der Leistungsdichtespektren des aus den ak-
tuellen Parametern gescha¨tzten Signals mit den entsprechenden Spek-
tren des gemessenen Signals sinnvoll.
Diese U¨bersicht verdeutlicht den heuristischen Charakter des Vorgehens zur
Bestimmung einer optimierten Systemordnung.
Das AIC ist fu¨r die Gesamtsystemordung η ≡ NA + NC eines ARMA-
Systems definiert als
AIC(η) ≡ Neff log σˆ2 + 2 η . (5.13)
Hierbei ist Neff die effektive Anzahl der zur Scha¨tzung herangezogenen Da-
tenpunkte, und σˆ2 ist die gescha¨tzte Leistung des Pra¨diktorfehlersignals.
Da aufgrund von Einschwingvorga¨ngen die Zeitpunkte t = 1 . . .NA nicht
beru¨cksichtigt werden sollten, errechnet sich bei einem MIMO-Modell mit
K Kana¨len und einer La¨nge T der Zeitreihen Neff = (T −NA) ·K. Entspre-
chend sind bei der Berechnung von σˆ2 aus den Pra¨diktorfehlersignalen die
ersten (1) . . . (NA) wegzulassen.
Die Definition des BIC lautet mit der zusa¨tzlich beno¨tigten Samplevarianz
der gemessenen Zeitreihe σˆ2Y
BIC(η) ≡ Neff log σˆ2 − (Neff − η) · log
(
1− η
Neff
)
+ η logNeff + η log

1
η
(
σˆ2Y
σˆ2
− 1
)
 . (5.14)
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Es sei noch angemerkt, dass nur dann, wenn die gewa¨hlte Ordnung mit der-
jenigen des wahren Systems u¨bereinstimmt, klare und zum Teil analytisch
berechenbare Aussagen u¨ber die Varianz und die Konvergenz der Parame-
terscha¨tzungen mo¨glich sind [Lju87, SS89].
5.3 Algorithmen zur Scha¨tzung von ARMA-Modellen
5.3.1 PEM
Um die Unsicherheit der gescha¨tzten ARMA-Parameter so gering wie mo¨g-
lich zu halten, mu¨ssen so viele A-Scans wie mo¨glich in den Scha¨tzprozess
eingebunden werden. Betrachten wir zuna¨chst immer die ARMA-Parame-
ter einer bestimmten Eindringtiefe. Dann ko¨nnen wir auf zwei verschiedene
Arten vorgehen:
1. SISO-Modell (Single Input Single Output). Die ARMA-Parameter
sind fu¨r jeden A-Scan zu scha¨tzen, um dann aus den so erhaltenen
Parametern einen Mittelwert zu bilden. Da aber Ultraschallechos aus
stochastischen Medien nie durch ein
”
richtiges“ sondern ho¨chstens
durch ein
”
bestes“ Modell beschrieben werden ko¨nnen (auch ein
”
homogenes“ Ultraschallphantom weist Schwankungen in der Streuer-
verteilung auf), arbeiten die Scha¨tzalgorithmen im Allgemeinen nicht
optimal und ko¨nnen stark voneinander abweichende Modellparameter
finden [SS89], obwohl sie alle das lokale Leistungsdichtespektrum
gut anna¨hern. Mittelwerte dieser Parameter ko¨nnen deshalb irrefu¨h-
rend sein. Abhilfe ko¨nnte vielleicht damit geschaffen werden, wenn
simulierte Ultraschallechos als Referenz dienten (hier nicht verfolgt).
2. MIMO-Modell (Multi Input Multi Output). Mit diesem Modell wird
ein einziger Satz von ARMA-Parametern aus vielen
”
parallelen“ Kana¨-
len gewonnen, die in unserem Falle die A-Scans sind. Mit dieser Vor-
gehensweise werden die Probleme der gemittelten SISO-Modelle ver-
mieden [Jen94].
Die Definition des Multi-Kanal-ARMA-Modells lautet gema¨ß den Gleichun-
gen (5.2), (5.4) und den in einem Vektor zusammengefassten hochfrequenten
A-Scans y(t)
y(t) =
C(z−1)
A(z−1)
·w(t) . (5.15)
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Das Fehlersignal ist die Differenz zwischen dem gemessenen y(t) und der
Pra¨diktion um einen Schritt, yˆ(θ, t|t − 1), d.h. yˆ(t) wird mit allen Werten
y(t− 1), y(t− 2), . . . und mit dem Parametersatz θ bestimmt:
(θ, t) ≡ y(t)− yˆ(θ, t|t− 1) . (5.16)
Zur Berechnung des optimalen Parametersatzes θˆ wird folgende Kosten-
funktion1 minimiert:
C(θˆ) =
T∑
t=1
(θˆ, t)T (θˆ, t) . (5.17)
Die Minimierung geschieht u¨ber den Newton-Raphson-Algorithmus mit
variabler Schrittweite α(m) (Iterations-Index m)
θˆ(m) = θˆ(m− 1)− α(m)
[
C′′(θˆ(m− 1))
]−1 [
C′(θˆ(m− 1))
]T
. (5.18)
Die erste Ableitung der Kostenfunktion ergibt sich zu:
C′(θ) ≡ ∂C(θ)
∂θ
= 2
T∑
t=1
(
∂(θ, t)
∂θ
)T
· (θ, t) , (5.19)
und mit (θ) ≡ (ε1(θ), . . . , εK(θ))T ist
∂(θ)
∂θ
=


∂ε1(θ)
∂θ1
. . . ∂εk(θ)∂θ1 . . .
∂εK (θ)
∂θ1
...
. . .
...
. . .
...
∂ε1(θ)
∂θ`
. . . ∂εk(θ)∂θ` . . .
∂εK (θ)
∂θ`
...
. . .
...
. . .
...
∂ε1(θ)
∂θL
. . . ∂εk(θ)∂θL . . .
∂εK (θ)
∂θL


T
.
Da C(θ) eine skalarwertige Funktion ist, wird C ′(θ) zu einem Gradienten-
Vektor.
1 Diese Kostenfunktion entspricht der Spur der Fehlersignal-Korrelationsmatrix. Bei
der zweiten wichtigen Mo¨glichkeit fu¨r die Kostenfunktion berechnet man die Determi-
nante der Korrelationsmatrix. Mit dieser Variante wird der PEM-Scha¨tzer unter wenigen
zusa¨tzlichen Annahmen (Sto¨rprozess w(t) normalverteilt) identisch zum Maximum-Like-
lihood-Scha¨tzer und hat somit die kleinstmo¨gliche Varianz [SS89], S.198ff.
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Die zweite Ableitung der Kostenfunktion ist die Hesse-Matrix
C′′(θ) ≡ ∂
2C(θ)
∂θ2
=


∂
∂θ1
(
∂C(θ)
∂θ1
)
. . . ∂∂θ1
(
∂C(θ)
∂θL
)
...
. . .
...
∂
∂θL
(
∂C(θ)
∂θ1
)
. . . ∂∂θL
(
∂C(θ)
∂θL
)

 . (5.20)
Mit der Bezeichnung
ψ`(θ, t) ≡
∂(θ, t)
∂θ`
(5.21)
erhalten wir fu¨r die einzelnen Elemente der Hesse-Matrix unter Anwendung
der Produktregel
∂
∂θk
(
∂C(θ)
∂θ`
)
=
∂
∂θk

2 T∑
t=1
ψ`(θ, t)
T · (θ, t)


= 2
T∑
t=1
(
∂ψ`(θ, t)
∂θk
)T
· (θ, t) + 2
T∑
t=1
ψ`(θ, t)
T · ψk(θ, t) .
(5.22)
Eine Mo¨glichkeit zur Vereinfachung in dieser Berechnungsvorschrift bietet
sich mit der Linearisierung des Pra¨diktorfehlers um den Scha¨tzwert θˆ(m−1)
an:
(θ) ≈ 
(
θˆ(m− 1)
)
+
∂(θ)
∂θ
∣∣∣∣∣
θ=θˆ(m−1)
·
(
θ − θˆ(m− 1)
)
(5.23)
Damit verschwinden sa¨mtliche zweite Ableitungen der Art
∂
∂θk
ψ`(θ, t) ≡
∂
∂θk
(
∂(θ, t)
∂θ`
)
≡ 0 , (5.24)
und die Elemente der Hesse-Matrix (5.22) lassen sich na¨herungsweise an-
geben als
∂
∂θk
(
∂C(θ)
∂θ`
)
≈ 2
T∑
t=1
ψ`(θ, t)
T ·ψk(θ, t) . (5.25)
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Bezeichnet man außerdem die bereits aufgetretene Matrix der Gradienten
Ψ(θ, t) ≡ ∂(θ, t)
∂θ
, (5.26)
gelangt man zu einer in der Literatur u¨ber Systemidentifikation u¨blichen
Darstellung:
C′′(θ) ≈ 2
T∑
t=1
(
∂(θ, t)
∂θ
)T
· ∂(θ, t)
∂θ
= 2
T∑
t=1
Ψ (θ, t)T · Ψ (θ, t) . (5.27)
Man kennt diesen Optimierungs-Algorithmus, der auf der Linearisierung des
Fehlers beruht, auch unter dem Namen Gauss-Newton-Algorithmus. Man
erha¨lt das gleiche Ergebnis, wenn man die Linearisierung in die Kostenfunk-
tion einsetzt und direkt minimiert.
Fu¨r den Fall des ARMA-Modells ist der Parametervektor
θ =
(
a1 . . . aNA c1 . . . cNC
)T
, (5.28)
und daraus wird die Matrix Ψ zu ([SS89], S.213f)
Ψ (θ, t) =
(
yF(t− 1), . . . ,yF(t−NC),
− F(t− 1), . . . ,−F(t−NC)
)
,
(5.29)
mit den gefilterten Zeitreihen (fu¨r jeden Iterationsschritt m der Minimum-
suche neu zu berechnen)
yF(t) ≡ y(t)
Cˆ(z−1)
, F(t) ≡ − (t)
Cˆ(z−1)
. (5.30)
Dies verdeutlicht, dass nur minimalphasige ARMA-Systeme identifiziert
werden ko¨nnen, da ansonsten die Filterung mit [Cˆ(z−1)]−1 instabil wa¨re.
Wa¨hrend der numerischen Suche nach dem optimalen Parametersatz θ
mu¨ssen deshalb nach jedem Iterationsschritt alle Nullstellen von Cˆ(z−1) ins
Innere des Einheitskreises gespiegelt werden. Gleiches gilt natu¨rlich auch
fu¨r die Nullstellen von Aˆ(z−1).
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Bedeutung des Fehlersignals
Stimmt die Systemordnung des analysierten Zufallsprozesses mit der
des ARMA-Scha¨tzers u¨berein, ist das Pra¨diktorfehlersignal gleich dem
Eingangssignal (gilt nur bei minimalphasigen Systemen, [SS89], S.195):
(t) = w(t) . (5.31)
Ist das den Zufallsprozess erzeugende System nicht minimalphasig, gilt
Gleichheit nur fu¨r die Signalleistungen (mittelwertfreie Prozesse angenom-
men):
σ2 = σ
2
W . (5.32)
Die Referenzsysteme sollten die Signalleistung enthalten. Deshalb berechnen
wir ein neues Za¨hlerpolynom gema¨ß
cˆ0 +
NC∑
η=1
cˆη cˆ0 z
−η , (5.33)
mit cˆ0 ≡
√
σˆ2 . Bisher wurde na¨mlich c0 = 1 angenommen, da der PEM-
Algorithmus c0 nicht direkt scha¨tzen kann.
Wie beim AIC/BIC-Kriterium (S.42) sollten die Werte (1) . . . (NA) nicht
in die Scha¨tzung von σˆ2 einbezogen werden, da sie von Einschwingvorga¨ngen
gepra¨gt sind.
5.3.2 RPEM
Wa¨hrend im letzten Abschnitt ein Datenblock konstanter La¨nge fu¨r die
Scha¨tzung der Parameter herangezogen wurde, wird nun eine rekursive Me-
thode hergeleitet, welche die Scha¨tzwerte mit jedem neuen zur Verfu¨gung
stehenden Ein- bzw. Ausgangsvektor aktualisiert. Allerdings soll zuna¨chst
immer noch von zeitinvarianten Systemen ausgegangen werden. Die Grund-
idee dabei ist, die Rekursion des Newton-Raphson-Algorithmus’ u¨ber die
fortschreitende Zeit laufen zu lassen:
θˆT = θˆT−1 − αT
[
C′′(θˆT−1)
]−1 [
C′(θˆT−1)
]
. (5.34)
Dies ist eine prinzipiell andere Vorgehensweise, und deshalb sind die Ergeb-
nisse nicht direkt mit denen der En-bloc-Berechnung vergleichbar. Trotzdem
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ist der rekursive Algorithmus vorteilhaft, da er, evtl. in Verbindung mit ei-
nem Vergessensfaktor, das Tracking von zeitlich variablen Systemen erlaubt
(siehe na¨chsten Abschnitt). Außerdem hat es sich als nu¨tzlich erwiesen, mit
einigen Rekursionen zuna¨chst einen groben Scha¨tzwert fu¨r die Parameter zu
suchen und diesen dann als Startwert fu¨r eine pra¨zise En-bloc-Berechnung
zu verwenden.
Ein echtes rekursives Vorgehen erfordert auch Rekursionsformeln fu¨r die
Kostenfunktionen und deren Ableitungen:
C(θ, T ) =
T−1∑
t=1
(θ, t)T · (θ, t) + (θ, T )T · (θ, T )
= C(θ, T − 1) + (θ, T )T · (θ, T ) , (5.35)
und entsprechend
C′(θ, T ) = C′(θ, T − 1) + 2Ψ(θ, T )T · (θ, T ) (5.36)
C′′(θ, T ) = C′′(θ, T − 1) + 2Ψ(θ, T )T · Ψ (θ, T ) . (5.37)
Setzt man die Scha¨tzwerte von θ zum Zeitpunkt T − 1 ein, erha¨lt man (fu¨r
die anderen Rekursionen gilt entsprechendes)
C′(θˆT−1, T ) = C′(θˆT−1, T − 1) + 2Ψ(θˆT−1, T )T · (θˆT−1, T ) . (5.38)
Das Problem hierbei ist aber, dass diese Rekursion bzgl. θˆT−1 immer noch
Werte aller Zeiten von t = 1 bis t = T beno¨tigt. Man wu¨nscht sich dage-
gen eine rekursive Berechnung aus dem vorherigen Scha¨tzwert θˆT−2. Man
erreicht dies durch folgende Approximationen:
C′(θˆT−1, T − 1) ≈ 0 (5.39)
C′′(θˆT−1, T − 1) ≈ C′′(θˆT−2, T − 1) . (5.40)
Die Na¨herung (5.39) entspringt der A-priori-Annahme, dass θˆT−1 bereits
das Minimum der Kostenfunktion C(θ) ist, und die Motivation fu¨r (5.40)
liegt in der ebenfalls a priori langsamen A¨nderung der Hesse-Matrix C ′′(θ).
Jetzt ha¨ngt die Newton-Raphson-Iteration fu¨r die Minimumsuche prinzi-
piell nicht mehr vom Zeitpunkt T ab, es sei denn, fu¨r die Berechnung von Ψ
und  sind alle Daten bis zum Zeitpunkt T erforderlich, wie dies bei einigen
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parametrischen Modellen der Fall ist, denn dann sind noch entsprechende
Approximationen hierfu¨r notwendig. So ergibt sich der Algorithmus
θˆt = θˆt−1 − αt
[
C′′(θˆt−1, t)
]−1
· 2Ψ (θˆt−1, t)T · (θˆt−1, t)
C′′(θˆt−1, t) = C′′(θˆt−2, t− 1) + 2Ψ(θˆt−1, t)T · Ψ (θˆt−1, t)
. (5.41)
Beim bereits mehrfach betrachteten multikanaligen ARMA-Modell mit glei-
chen Parametern in allen Kana¨len werden die angesprochenen Approxima-
tionen fu¨r Ψ und  beno¨tigt. Die korrekte Berechnung wa¨re fu¨r 
(θˆt−1, t) =
Aˆt−1(z
−1)
Cˆt−1(z−1)
y(t) . (5.42)
Zur Erinnerung: Auch hier gilt wieder C(z−1) = 1+
∑NC
ν=1 cν (z
−1)ν . Damit
kann die korrekte Rekursion auch folgendermaßen geschrieben werden:
(θˆt−1, t) = Aˆt−1(z
−1)y(t)− (θˆt−1, t) ·
NC∑
ν=1
cˆt−1,ν (z
−1)ν (5.43)
= Aˆt−1(z
−1)y(t)−
NC∑
ν=1
cˆt−1,ν (θˆt−1, t− ν) . (5.44)
Man modifiziert dieses rekursive Filter jetzt so, dass zu jedem Zeitpunkt
t der aktuell zur Verfu¨gung stehende Scha¨tzwert θˆt−1 eingesetzt wird, d.h.
man verwendet ein zeitvariantes Filter. Auf diese Weise erha¨lt man zu jedem
Zeitpunkt einen neuen Wert fu¨r , der dann fu¨r die Rekursion verwendet
wird:
(θˆt−1, t) ≈ Aˆt−1(z−1)y(t)−
NC∑
ν=1
cˆt−1,ν (θˆt−ν−1, t− ν) . (5.45)
Genauso verfa¨hrt man mit den Elementen des Gradienten (5.29)
Ψ(θˆt−1, t) =
(
yF(θˆt−1, t− 1), . . . ,yF(θˆt−NC , t−NC),
− F(θˆt−1, t− 1), . . . ,−F(θˆt−NC , t−NC)
)
,
(5.46)
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mit
yF(θˆt, t) ≈ y(t)−
NC∑
ν=1
cˆt,ν y
F(θˆt−ν , t− ν) (5.47)
F(θˆt, t) ≈ (θˆt−1, t)−
NC∑
ν=1
cˆt,ν 
F(θˆt−ν , t− ν) . (5.48)
An (5.45) erkennt man, dass der Pra¨diktorfehler (θˆt−1, t) mit Hilfe vergan-
gener Pra¨diktorfehler (θˆt−1−τ , t−τ), τ ≥ 1, berechnet wird. Dies erscheint
jedoch unglu¨cklich, da ja bereits der Scha¨tzwert θˆt−1 zur Verfu¨gung steht.
Es erweist sich als gu¨nstig, die Berechnung derart abzuwandeln, dass immer
die neuesten Scha¨tzwerte verwendet werden:
(θˆt−1, t) ≈ Aˆt−1(z−1)y(t)−
NC∑
ν=1
cˆt−1,ν ¯(θˆt−ν , t− ν) . (5.49)
Hierfu¨r beno¨tigt man allerdings zu jedem Zeitpunkt t die zusa¨tzliche rekur-
sive Berechnung
¯(θˆt, t) = Aˆt(z
−1)y(t)−
NC∑
ν=1
cˆt,ν ¯(θˆt−ν , t− ν) . (5.50)
Auch die Na¨herung des gefilterten Pra¨diktorfehlers kann entsprechend mo-
difiziert werden:
F(θˆt, t) ≈ ¯(θˆt, t)−
NC∑
ν=1
cˆt,ν 
F(θˆt−ν , t− ν) . (5.51)
Identifikation von zeitvarianten Systemen
Mo¨chte man zeitlich variable Systeme identifizieren, muss der Algorithmus
die Mo¨glichkeit bieten, die vera¨nderlichen Parameter zu verfolgen. Als Lo¨-
sung bietet sich ein rekursiver Algorithmus an, der den neuesten Parameter-
satz aus vorherigen Parametern bestimmt. Das Konvergenzverhalten wird
durch den Vergessensfaktor (engl. forgetting factor) λ < 1 beeinflusst, mit
dem weiter zuru¨ckliegende Pra¨diktorfehler immer weiter ausgeblendet wer-
den:
C(θ, T ) =
T∑
t=1
λT−t (θ, t)T · (θ, t) , λ < 1 . (5.52)
5.3 Algorithmen zur Scha¨tzung von ARMA-Modellen 51
Hiermit werden die zugeho¨rigen Rekursionsformeln zu
C(θ, T ) = λ C(θ, T − 1) + (θ, T )T · (θ, T ) (5.53)
C′(θ, T ) = λ C′(θ, T − 1) + 2Ψ(θ, T )T · (θ, T ) (5.54)
C′′(θ, T ) = λ C′′(θ, T − 1) + 2Ψ(θ, T )T · Ψ (θ, T ) . (5.55)
Der rekursive PEM-Algorithmus, wie er im vorigen Abschnitt hergeleitet
wurde, vera¨ndert sich dadurch nur in der Berechnung von C ′′:
θˆt = θˆt−1 − αt
[
C′′(θˆt−1, t)
]−1
· 2Ψ (θˆt−1, t)T · (θˆt−1, t)
C′′(θˆt−1, t) = λ C′′(θˆt−2, t− 1) + 2Ψ(θˆt−1, t)T · Ψ (θˆt−1, t)
. (5.56)
Beschleunigter Algorithmus
Durch einige Umformungen kann ein Algorithmus hergeleitet werden, der fu¨r
einkanalige Modelle (SISO) numerisch effizienter ist, da dann an die Stelle
der Matrixinversion eine skalare Division tritt ([SS89], S.330f). Definieren
wir
P (t) ≡
[
C′′(θˆt−1, t)
]−1
, (5.57)
lautet die Rekursion von C ′′(θˆt−1, t) in (5.56)
P−1(t) = λP−1(t− 1) + 2Ψ(θˆt−1, t)T · Ψ (θˆt−1, t) . (5.58)
Wenden wir hierauf das Matrix-Inversion-Lemma2 an, erhalten wir
P (t) =
1
λ
· P (t− 1)− 1
λ
· P (t− 1)Ψ (θˆt−1, t)T
·
[
λ
2
I + Ψ (θˆt−1, t)P (t− 1)Ψ (θˆt−1, t)T
]−1
Ψ (θˆt−1, t)P (t− 1) . (5.59)
2 Matrix-Inversion-Lemma, [SS89], S.511. Seien A und B zwei positiv definite M×M-
Matrizen, D eine positiv definite N ×N-Matrix, und C eine M ×N-Matrix. Wenn
A = B−1 + C D−1 CH
dann gilt
A−1 = B −B C
(
D + CH B C
)
−1
CH B .
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Fu¨r einkanalige Anwendungen (SISO) ist die Inversion ein Skalar, da in
diesem Fall Ψ (θˆt−1, t) ein Zeilenvektor ist.
Mit der Definition K(t) ≡ P (t)Ψ (θˆt−1, t)T ist die Rekursion
θˆt = θˆt−1 − 2αtK(t) (θˆt−1, t) . (5.60)
Durch Einsetzen von (5.59) wird außerdem
K(t) = P (t− 1)Ψ(θˆt−1, t)T
[
λ
2
I + Ψ (θˆt−1, t)P (t− 1)Ψ(θˆt−1, t)T
]−1
(5.61)
und somit
P (t) =
1
λ
·
(
P (t− 1)−K(t)Ψ (θˆt−1, t)P (t− 1)
)
. (5.62)
Zusammen mit (5.60) bilden diese beiden Gleichungen den fu¨r einkanalige
Modelle beschleunigten rekursiven PEM Algorithmus.
5.3.3 Modifizierte Yule-Walker-Methode
Mit der modifizierten Yule-Walker-Methode ko¨nnen ARMA-Parameter
direkt aus Leistungsdichtespektren (bzw. aus gescha¨tzten Autokorrelations-
folgen) bestimmt werden (einige Varianten sind in [FP84] beschrieben).
Spektrale Faktorisierung
Ein zentrales Element ist hierbei die spektrale Faktorisierung, mit der aus
dem Leistungsdichtespektrum eine Impulsantwort konstruiert wird. Im Ein-
zelnen gilt ([Pri81], S.733ff):
RZ(ω) =
∣∣∣H(z = ej ω)∣∣∣2
= H(z) ·H∗(1/z∗)∣∣
z = ej ω
= H(z) ·H(1/z)∣∣
z = ej ω
. (5.63)
Man entwickelt log[H(z) ·H∗(1/z∗)] in eine Laurent-Reihe
log[H(z) ·H∗(1/z∗)] =
∞∑
t=−∞
α(t) z−t (5.64)
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und erha¨lt somit
H(z) = exp

α(0)
2
+
∞∑
t=1
α(t) z−t

 (5.65)
α(t) =
1
2pi
∫ pi
−pi
logRZ(ω) e
j ωt dω , (5.66)
da α(t) die Fourier-Koeffizienten von logRZ(ω) sind.
In der Praxis berechnet man die Z-Transformierte in (5.65) durch FFT.
Man erha¨lt dann die gesuchte Impulsantwort h(t) durch inverse FFT aus
H(z) (der Zusammenhang zwischen Z-Transformation und diskreter Fouri-
er-Transformation ist z.B. in [KK98], S.229f erkla¨rt).
Scha¨tzen von ARMA-Parametern
Die ARMA-Parameter erhalten wir nun in folgenden Schritten:
1. Bestimmen der nicht erwartungstreuen Autokorrelationsfolge (AKF)
durch inverse FFT des gescha¨tzten Leistungsdichtespektrums.
2. Gewichtung der AKF mit einem Parzen-Fenster der La¨nge 2TW + 1,
was einer Gla¨ttung des Leistungsdichtespektrums entspricht (siehe
hierzu auch Abschnitt 7.3.4).
3. Berechnung der AR-Parameter u¨ber die modifizierten Yule-
Walker-Gleichungen:
rˆZ(NC+`)+aˆ1 rˆZ(NC+`−1)+· · ·+aˆNA rˆZ(NC+`−NA) = ε(NC+`)
1 ≤ ` ≤ TW −NC (5.67)
mit TW als maximal verwendete Zeitverschiebung in der AKF (sie-
he Punkt 2.). Das u¨berbestimmte Gleichungssystem wird durch li-
neare Regression gelo¨st (
∑
ε2(NC + `)
!
= min). Sollte das Polynom
A(z) =
∑NA
τ aτ z
−τ Nullstellen außerhalb des Einheitskreises haben,
werden diese ins Innere des Einheitskreises gespiegelt, um Stabilita¨t
von 1/A(z) zu gewa¨hrleisten.
4. Berechnung eines Nennerpolynoms C˜(z) =
∑NA
τ=0 c˜τ z
−τ aus der AKF
und den bereits gescha¨tzten AR-Parametern mit
C˜(z)
Aˆ(z)
≡ rˆZ(0)
2
+
∞∑
τ=1
rˆZ(τ) z
−τ (5.68)
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und dem zugeho¨rigen Leistungsdichtespektrum
R˜Z(ω) =
∞∑
τ=−∞
rˆZ(τ) z
−τ
∣∣∣∣∣∣
z = ej ω
=
C˜(z)
Aˆ(z)
+
C˜∗(1/z∗)
Aˆ∗(1/z∗)
∣∣∣∣∣
z = ejω
(5.69)
= 2 ·Re
{
C˜(ejω)
Aˆ(ej ω)
}
. (5.70)
Man erha¨lt die c˜τ durch lineare Regression von (5.68) im Zeitbereich
(inverse Z-Transformation von (5.68)):
c˜τ ∗ Z−1
{
1/Aˆ(z)
}
≈ (rˆZ(0)/2, rˆZ(1), . . . , rˆZ(TW))T . (5.71)
Hierzu bildet man fu¨r die Z−1
{
1/Aˆ(z)
}
eine Faltungsmatrix. Dieser
Algorithmus mit dem u¨berbestimmten Gleichungssystem (TW > NA)
ist auch unter dem Namen Shank-Methode zum Filterdesign bekannt.
5. Wenn NC = NA, gelangt man schließlich mit (rechte Seite von (5.69)
auf einen Nenner gebracht)
Cˆ(z) · Cˆ∗(1/z∗) = C˜(z) · Aˆ∗(1/z∗) + C˜∗(1/z∗) · Aˆ(z) (5.72)
zu den gesuchten MA-Parametern cˆτ .
Fu¨r NC < NA geht der Weg u¨ber die Berechnung einer Impulsantwort
h˜(t) durch spektrale Faktorisierung des (na¨herungsweise ermittelten)
Leistungsdichtespektrums R˜Z(ω), wie sie am Anfang des Abschnittes
vorgestellt wurde.
6. Die Scha¨tzung der MA-Parameter cˆt gelingt dann durch lineare Re-
gression des u¨berbestimmten Gleichungssystems
h˜(t) = cˆt ∗ Z−1
{
1/Aˆ(z)
}
(5.73)
mit der gleichen Methode wie in Punkt 4. In seltenen Fa¨llen ist das ge-
fundene ARMA-Modell nicht minimalphasig. Da die anstehende Ent-
faltung nur mit einem minimalphasigen System stabil ist, mu¨ssen die
Nullstellen gegebenenfalls am Einheitskreis gespiegelt werden.
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5.4 Probleme in der Anwendung
5.4.1 Additives Rauschen
Wenn die Referenz-U¨bertragungsfunktionen aus gemessenen Echos (z.B. Re-
ferenzphantom) gescha¨tzt wurden, so enthalten diese zuna¨chst auch addi-
tives Systemrauschen. Wie im Kapitel 6
”
Entfaltung“ gezeigt wird, kann
das Eingangssignal aber nur dann in optimaler Weise rekonstruiert werden,
wenn die Referenzen keinen Rauschanteil enthalten.
Bei den diskutierten PEM-Verfahren ist additives Rauschen immer in das
ARMA-Modell einbezogen. Zur Handhabung des Rauschens sind zwei Mo¨g-
lichkeiten denkbar: Erstens eine Rauschunterdru¨ckung vor der Systemiden-
tifikation (wird hier nicht weiter verfolgt), und zweitens das Entfernen des
Rauschanteils aus dem zum ARMA-Modell geho¨rigen Leistungsdichtespek-
trum mit anschließender erneuter ARMA-Parametrisierung.
Wenn der Rauschprozess V vom Signalprozess Y unabha¨ngig ist, gilt fu¨r
das Leistungsdichtespektrum RZ(ω) des gemessenen Signals z(t):
RZ(ω) = RY (ω) +RV (ω) . (5.74)
Entweder wurde RZ(ω) nichtparametrisch gescha¨tzt oder es wird aus den
gescha¨tzten ARMA-Parametern berechnet:
RZ(ω) =
∣∣∣HZ(z = ej ω)∣∣∣2 = C(z) · C∗(1/z∗)
A(z) · A∗(1/z∗)
∣∣∣∣∣
z = ej ω
(5.75)
; RY (ω) =
(
C(z) · C∗(1/z∗)−RV (ω) ·A(z) ·A∗(1/z∗)
A(z) · A∗(1/z∗)
)∣∣∣∣∣∣
z = ej ω
.
(5.76)
Dieser Zusammenhang verdeutlicht, dass nur das Za¨hlerpolynom neu be-
rechnet werden muss. Die neuen MA-Parameter lassen sich u¨ber spektrale
Faktorisierung bestimmen, in Anlehnung an das im Abschnitt 5.3.3 (modi-
fizierte Yule-Walker-Methode) vorgestellte Verfahren.
1. Berechnung von RY (ω) anhand von (5.76).
2. Bestimmen einer Impulsantwort hY (t) durch spektrale Faktorisierung
von RY (ω) nach der Methode auf S.52f.
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3. Die Scha¨tzung der neuen MA-Parameter cˆY,t gelingt dann durch li-
neare Regression des u¨berbestimmten Gleichungssystems
hY (t) = cˆY,t ∗ Z−1
{
1/A(z)
}
(5.77)
wie in Punkt 6 auf S.53f.
5.4.2 Blockverarbeitung
Fu¨r die Entfaltung ist es wichtig, dass die Referenzu¨bertragungsfunktion in
einer nahtlosen zeitlichen Entwicklung vorliegt, denn fu¨r jeden Abtastzeit-
punkt des hochfrequenten Echos wird ein ARMA-System beno¨tigt. Sprung-
und Knickstellen in den ARMA-Parametern sind zu vermeiden, da ansons-
ten Streifenmuster oder sonstige Artefakte in Parametrisierungen der ent-
falteten Echos auftreten ko¨nnen (Kapitel 8).
Allerdings ko¨nnen bei der Blockverarbeitung zur Identifikation zeitvarian-
ter Systeme in aufeinanderfolgenden Datenblo¨cken stark voneinander abwei-
chende ARMA-Parameter gefunden werden. Solche Schwankungen konnten
hier weitgehend eingeda¨mmt werden, indem die Parameter eines Daten-
blockes als Startwerte fu¨r die Scha¨tzung im folgenden Datenblock verwendet
wurden. Fu¨r den ersten Datenblock wurde ein Startwert mit dem RPEM-
Verfahren (λ = 0,95) aus dem ersten A-Scan desselben Datenblocks be-
stimmt.
Es hat sich als praktikabel erwiesen, die Datenblo¨cke ho¨chstens zu 50 %
u¨berlappen zu lassen und die ARMA-Parameter der dazwischen liegen-
den Abtastzeitpunkte durch Interpolation zu finden (Spline-Interpolation
fu¨r stetige und differenzierbare Stu¨tzstellen). Nach der Interpolation sollte
gepru¨ft werden, ob alle Systeme minimalphasig sind, und eventuell auftau-
chende gemischtphasige Systeme durch Spiegelung der Nullstellen am Ein-
heitskreis korrigiert werden. Falls vor der Interpolation alle Systeme mini-
malphasig waren, sind die eventuell auftretenden Unstetigkeiten nach einer
solchen Korrektur sehr klein und somit vertretbar.
5.4.3 RPEM bei instationa¨ren Prozessen
Die rekursive PEM bezieht unmittelbar vorangegangene Scha¨tzwerte in die
aktuellen Ergebnisse ein. Inwieweit sich der Algorithmus an Scha¨tzwerte
aus der Vergangenheit erinnert, wird durch die Wahl des Vergessensfaktors
λ bestimmt. Großes Erinnerungsvermo¨gen bewirkt einen Gla¨ttungseffekt:
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Die Scha¨tzwerte schwanken weniger, aber dafu¨r ko¨nnen schnelle A¨nderun-
gen in den Parametern nicht verfolgt werden. Kleines Erinnerungsvermo¨gen
bewirkt das Gegenteil. Somit gilt es einen Kompromiss zu finden.
Zu Beginn der Scha¨tzung beno¨tigt der Algorithmus ein kleines Erinnerungs-
vermo¨gen (λ = 0,95), um von den Startwerten aus schnell einschwingen zu
ko¨nnen und einen kleinen Scha¨tzfehler zu erreichen. Danach kann der Ver-
gessensfaktor erho¨ht werden (λ = 0,99). Das Problem ist indessen, dass
hyper- oder hypoechoische Stellen den Algorithmus sto¨ren und Konvergenz
auf (andere) lokale Minima bewirken ko¨nnen. Deshalb mu¨ssen solche Stel-
len maskiert werden (Abschnitt 5.5). Hierbei hat sich folgende Methode
bewa¨hrt:
1. Maskierte Stellen aus den A-Scans herausschneiden und die verblei-
benden Signalstu¨cke aneinander fu¨gen.
2. U¨berblenden an den Schnittstellen: Ungefa¨hr zwei Wellenla¨ngen (der
Mittenfrequenz) vor der Schnittstelle bis hin zur Schnittstelle kon-
tinuierlich auf Null ausblenden, und jenseits der Schnittstelle glei-
chermaßen wieder einblenden. Hierfu¨r eignet sich z.B. eine Ha¨lfte des
Blackman-Fensters (0,42 − 0,5 · cos(2pin/N) + 0,08 · cos(4pin/N),
n = 0, 1, . . . , N/2 und N gerade).
3. ARMA-Parameter rekursiv scha¨tzen.
4. Die gefundenen Parameter den richtigen Eindringtiefen zuordnen.
5. Mittelwerte der Parameter u¨ber alle A-Scans hinweg bilden.
Trotz dieser Maskierung ko¨nnen noch Unregelma¨ßigkeiten auftreten. Eine
ungenu¨gende Genauigkeit der gescha¨tzten ARMA-Parameter schla¨gt sich
insbesondere auch in einer lokal erho¨hten Leistung oder in ungewo¨hnlich
hohen Spitzen des Pra¨diktorfehlersignals nieder. Solche Ausreißer ko¨nnen
aber leicht mit einem Schwellenwert detektiert werden. Die zugeho¨rigen
ARMA-Parameter werden dann verworfen. Wie einige Experimente mit den
Ultraschallechos gezeigt haben, fu¨hrt die Anwendung einer solchen Ausrei-
ßerdetektion zu erheblich robusteren Ergebnissen.
5.5 Detektion kleiner Inhomogenita¨ten
der Makrostruktur
Stark inhomogene Bereiche ko¨nnen die Bestimmung einer Referenz sto¨ren
und verfa¨lschen, aber sie ziehen auch irrefu¨hrende Resultate in der quanti-
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tativen Analyse nach sich. Zu derartigen Inhomogenita¨ten za¨hlen insbeson-
dere kleine Bereiche, die im Vergleich zu ihrer Umgebung im Ultraschallbild
angehobene (hyperechogene) oder abgesenkte (hypoechogene) Ru¨ckstreuin-
tensita¨ten manifestieren. Diese Bereiche gilt es zu maskieren, d.h. von der
Analyse auszuschließen. U¨berhaupt ist die Maskierung eine in Arbeiten zur
quantitativen Ultraschalldiagnose verbreitete Vorgehensweise, um Ausreißer
in den Messungen von vornherein zu vermeiden. Die Methoden der Maskie-
rung reichen von manueller Eingabe am Computer bis hin zu komplexen,
heuristisch entwickelten Algorithmen.
5.5.1 Inhomogener Hintergrund
Eine der Methoden zur Detektion von starken Inhomogenita¨ten kleiner Aus-
dehnung beruht auf der Definition eines inhomogenen Hintergrundes im Ul-
traschallbild ([Hui98], S.65f; dort ging es in erster Linie um die Detektion von
mittelgroßen und nicht direkt sichtbaren Blutgefa¨ßen in Leberparenchym,
welche durch ihre Inhomogenita¨t die Gewebecharakterisierung sto¨ren). Die-
ser inhomogene Hintergrund ist eine von Details bereinigte, sprich gegla¨ttete
Variante des Ultraschall B-Bildes. Bildet man nun den Quotienten aus Origi-
nalbild und gegla¨ttetem Bild, weichen Stellen mit starken Inhomogenita¨ten
kleiner Ausdehnung deutlich von eins ab. Mit einem geschickt gewa¨hlten
Grenzwert ko¨nnen so hyperechogene (> 1,5) und hypoechogene (< 0,5) Be-
reiche detektiert werden (Werte aus [Hui98]). Fu¨r die Gla¨ttung eignet sich
die eindimensionale Mittelwerbildung oder ein eindimensionaler Binomial-
Tiefpass, der nacheinander in beide Koordinatenrichtungen des Bildes an-
gewendet wird (separierbares zweidimensionales Filter, [KZ95], S.190, 194).
Fu¨r einen ausreichenden Gla¨ttungseffekt sollte das Filter mehrere Speckles
umfassen. Die Wahl der Grenzwerte ha¨ngt auch davon ab, ob das B-Bild
mit oder ohne Amplitudenkomprimierung in die Berechnungen eingeht.
Diese Methode hat den entscheidenden Nachteil, dass auch das Bild des
Quotienten aus Originalbild und gegla¨ttetem Bild Speckle-Rauschen ent-
ha¨lt, was die Wahl des Grenzwertes zu einer heiklen Angelegenheit macht.
Zusa¨tzliches Gla¨tten des Quotientenbildes ist hier kein Ausweg, da dann der
Kontrast zwischen Hintergrund und instationa¨ren Stellen reduziert wird.
Wegen dieser Nachteile wird nun eine wesentlich robustere Methode vorge-
stellt.
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5.5.2 Lokale Leistungen und F-Test
Da wir die Ultraschallechos als Zufallsprozesse betrachten, interpretieren
wir kleine Inhomogenita¨ten der Makrostruktur als instationa¨re Abschnitte.
Instationa¨rita¨ten eines Zufallsprozesses entstehen im allgemeinsten Sinne
durch die (zeitliche) Vera¨nderung von Parametern, die diesen Prozess be-
schreiben. Allerdings ist die Scha¨tzung der lokalen Parameter aufgrund der
begrenzten Datenmenge Schwankungen unterworfen, die auch bei statio-
na¨ren Prozessen auftreten. Vergleicht man nun einen lokalen Parameter mit
dem gleichen lokalen Parameter eines anderen Bereichs (Referenzbereich,
z.B. Umgebung des ersten Bereichs), muss man diese Schwankungen be-
ru¨cksichtigen, um nicht irrtu¨mlich auf Unterschiede in diesem Parameter zu
schließen. Hierfu¨r sind statistische Tests geeignet, welche die Schwankungen
ada¨quat in die Schlussweise einbeziehen.
Die Werte des HF-Echos werden in der Regel nur unwesentlich von der
Normalverteilung N (0, σ) abweichen [CZM94]. Daraus folgt, dass auch die
Hilbert-Transformierte der Verteilung N (0, σ) unterworfen ist, denn die
Hilbert-Transformation ist ein Allpass und a¨ndert deshalb nicht die Leis-
tung σ2 des Signals. Bezeichnen wir die Amplitude des HF-Echos mit der
Zufallsvariablen X und die Hilbert-Transformierte mit Y ≡ H{X}, so
ist das Quadrat der Einhu¨llenden Z (zur mathematischen Definition der
Einhu¨llenden siehe auch Abschnitt 8.1.1)
Z2 = X2 + Y 2 mit X,Y ∼ N (0, σ) . (5.78)
Die normierte Zufallsvariable Z2/σ2 ist dann χ2(2)-verteilt,
;
Z2
σ2
= X˜2 + Y˜ 2 mit X˜, Y˜ ∼ N (0, 1) (5.79)
;
Z2
σ2
∼ χ2(2) , (5.80)
falls die Hilbert-Transformierte als unabha¨ngig vom Original-Signal ange-
nommen wird (was strenggenommen nicht so ist, aber einfache Computer-
Experimente besta¨tigen die χ2(2)-Verteilung fu¨r die quadrierte Einhu¨llende
in sehr guter Na¨herung).
Die empirische Leistung innerhalb eines Bildausschnittes ist hier
s¯2N ≡
1
N
N∑
n=1
Z2n . (5.81)
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Falls die Z2n statistisch unabha¨ngig voneinander sind, ist die normierte Zu-
fallsvariable Z¯N
Z¯N ≡ s¯
2
N ·N
σ2
=
N∑
n=1
Z2n
σ2
∼ χ2(2N) (5.82)
einer χ2(2N)-Verteilung unterworfen.
In der Regel sind unmittelbar benachbarte Z2n korreliert (im B-Bild so-
wohl axial als auch lateral). Der geforderten statistischen Unabha¨ngigkeit
tra¨gt man na¨herungsweise dadurch Rechnung, indem man eine χ2(2Neff)-
Verteilung annimmt, bei der Neff < N die entsprechend reduzierte effekti-
ve Anzahl voneinander unabha¨ngiger Werte bezeichnet. Fu¨r das Verha¨ltnis
γcorr ≡ N/Neff kann die volle Halbwertsbreite der Autokorrelationsfolge
rZ(κ) = 1/K
∑K
k=1 Zk Zk+κ als Orientierung dienen.
Die Testgro¨ße zum Vergleich zweier gescha¨tzter Leistungen aus zwei Berei-
chen der Einhu¨llenden sei nun definiert durch
Q ≡ s¯
2
1,N
s¯22,M
=
Z¯1,N · σ21/N
Z¯2,M · σ22/M
. (5.83)
Unter der Nullhypothese H0 : σ1 = σ2 vereinfacht sich die Testgro¨ße zu
Q =
Z¯1,N/N
Z¯2,M/M
. (5.84)
Da aber Z¯1,N ∼ χ2(2N) und Z¯2,M ∼ χ2(2M) gilt (siehe Gleichungen (5.81),
(5.82)), ist P{Q < ξ} eine F -Verteilung gema¨ß F (2N, 2M), sprich eine F -
Verteilung3 mit den Freiheitsgraden 2N und 2M . Mit frei wa¨hlbarem Signi-
fikanzniveau α wird die Nullhypothese abgelehnt, fallsQ > F−1(2N, 2M, 1−
3 Die F (N,M)-Verteilung (Wahrscheinlichkeitsdichte f(x), gilt nur fu¨r x > 0):
f(x) =
Γ( N+M
2
) ·NN/2 ·MM/2
Γ( N
2
) · Γ( M
2
)
·
xN/2−1(
M
2
+ N
2
x
)(N+M)/2 (5.85)
=
MM/2NN/2xN/2−1(
M
2
+ N
2
x
)(N+M)/2
· B( N
2
, M
2
)
(5.86)
F (x) = I
(
x; M
2
, N
2
)
(5.87)
wobei Γ(x) die Gamma-Funktion ist, B(a, b) die Beta-Funktion ([AS84], S.79) bezeichnet,
und I(x;a, b) die unvollsta¨ndige Beta-Funktion repra¨sentiert ([AS84], S.420ff, siehe auch
[BSMM95], S.634).
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Abb. 5.1: Zur Erla¨uterung der Gro¨ßen α und c ≡ F−1(2N, 2M, 1− α).
P{Q < ξ} ist die kumulative Wahrscheinlichkeit.
α) (entspricht dem (1− α)-Quantil der Verteilung F (2N, 2M)) (hyperecho-
gen), oder falls Q < F−1(2N, 2M,α) (hypoechogen). In Abb. 5.1 ist die Be-
deutung dieser Schlussweise veranschaulicht. Die Werte der Umkehrfunktion
F−1(2N, 2M,P ) mu¨ssen numerisch berechnet werden.
Der F -Test reagiert empfindlich auf Abweichungen von den zugrunde lie-
genden Verteilungen ([Sta00], S.199), insbesondere fu¨hren Ausreißer in den
Stichproben zur Ablehnung der Nullhypothese, doch ist dies hier gerade er-
wu¨nscht. Um der Korrelation in der Einhu¨llenden Rechnung zu tragen, sind
die Freiheitsgrade 2N und 2M entsprechend zu reduzieren, da die effektive
Anzahl an unabha¨ngigen Samples bei korrelierten Signalen kleiner ist als bei
unkorrelierten Signalen.
In der Praxis bestimmt man nun s¯22,M in großen Datenausschnitten, so dass
kleine instationa¨re Bereiche nicht ins Gewicht fallen. Wenn sehr viele im-
pulsartige Ausreißer zu erwarten sind, ist vor der Bestimmung von s¯22,M die
Anwendung eines Medianfilters auf die Einhu¨llenden sinnvoll, doch muss
dann die effektive Anzahl Meff < M wegen des Gla¨ttungseffektes entspre-
chend der Filterla¨nge reduziert werden. Im zweiten Schritt ist dann s¯21,N in
kleinen Datenausschnitten zu bestimmen, welche bei Ablehnung der Null-
hypothese als instationa¨r markiert werden. In Abb. 5.2 sind Beispiele zu
sehen.
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Abb. 5.2: Beispiele fu¨r die Detektion instationa¨rer Bereiche mit dem F -
Test. Die Einhu¨llenden der A-Scans umfassen 604 Samples bei
einer Eindringtiefe von 16,3 cm. Gro¨ße der Datenausschnitte
fu¨r s¯22,M : 50 Samples (=ˆ13,5 mm) × 20 A-Scans. Fu¨r s¯21,N : 5
Samples × 5 A-Scans. γcorr = 5 fu¨r M,N . Signifikanzniveau
α = 0,01.
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5.6 Beispiele: ARMA-Modelle aus experimentellen Daten
In diesem Abschnitt werden Anwendungsbeispiele fu¨r die ARMA-Parame-
trisierungen von Ultraschallechos aus stochastischen Medien (Phantom, Nie-
re) gezeigt und diskutiert. Hierbei kommen drei verschiedene Methoden zum
Einsatz, die PEM (prediction error method), RPEM (recursive prediction
error method) und die modifizierte Yule-Walker-Methode. Die Ergebnis-
se sind aufgrund der speziellen gera¨tetechnischen Ausru¨stung natu¨rlich nicht
uneingeschra¨nkt zu verallgemeinern. Da jedoch alle in Ultraschallwandlern
verwendeten Piezokeramiken (PVDF oder PZT, [Kut88]) im Wesentlichen
a¨hnliche Eigenschaften aufweisen (typische U¨bertragungsfaktoren, [Ler85])
und die Ultraschallechos nach Durchlaufen von HF-Filtern immer die typi-
sche Bandpasscharakteristik zeigen, ist trotzdem eine gewisse Allgemeingu¨l-
tigkeit gegeben. Die optimale Systemordnung kann aber abweichen. Die Vor-
und Nachteile der untersuchten Scha¨tzmethoden gelten uneingeschra¨nkt.
5.6.1 Messaufbau
Ziel der Korrektur durch Entfaltung ist es, auch bei verschiedenen Schall-
ko¨pfen bzw. Ultraschallgera¨ten direkt miteinander vergleichbare Ru¨ckstreu-
spektren zu erhalten. Dies bedeutet, dass sowohl Beugung und Da¨mpfung als
auch sa¨mtliche Systemfunktionen des verwendeten Ultraschallgera¨tes korri-
giert werden mu¨ssen. Am einfachsten gelingt dies, wenn man ein Referenz-
medium mit genau der gleichen Apparatur und den gleichen Gera¨teein-
stellungen beschallt, wie spa¨ter das zu untersuchende Medium. Auf diese
Weise werden automatisch auch zeitvariante Systemkomponenten wie der
Tiefenausgleichsversta¨rker korrekt beru¨cksichtigt. Die in den folgenden Ab-
schnitten gezeigten Spektrogramme der Referenzmedien sind daher immer
inklusive aller U¨bertragungsfunktionen der Aufnahmeapparatur, wie sie in
Abb. 5.3 dargestellt ist.
Als Referenz dient in erster Linie ein gewebeimitierendes Phantom
(kommerziell, Schallgeschwindigkeit c0 = 1540 m/s, Da¨mpfung a0 =
0,5 dB/(cmMHz)). Streu- und Da¨mpfungseigenschaften sind so konstruiert,
dass das Phantom Lebergewebe imitiert (siehe auch Abb. 8.4). Um zu
einer Referenz zu gelangen, werden zuna¨chst die Reflexionsstellen an den
im Phantom eingebrachten Dra¨hten und Einschlu¨ssen sowie die Bereiche
”
außerhalb“ der (schallabsorbierenden) Wa¨nde des Phantoms maskiert
(siehe hierzu Abschnitt 5.5). Die Handhabung maskierter Stellen ist jeweils
zusammen mit den Methoden der Systemidentifikation beschrieben.
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3,5 MHz
Single-Element
Wandler
Bandpass-
Filter
TCG
Anti-Aliasing-
Filter
Transientenrecorder
20 MSa/s
Triggerlogik
Triggersignale
Ultraschall-Gerät
PC
Abb. 5.3: Aufbau zur Digitalisierung der HF-Echos. Schallwandler:
Single-Element, 3,5 MHz Mittenfrequenz (nominal), sonstige
technische Daten siehe auch Tab. 2.1, S.6. Anti-Aliasing-Filter:
elliptisches Filter (passives LC-Filter) neunter Ordnung mit
Grenzfrequenz 10 MHz, womit ein anna¨hernd linearer Pha-
sengang innerhalb der Bandbreite des Schallwandlers gegeben
ist. Die Digitalisierung erfolgte mit einer Auflo¨sung von 12 bit.
TCG: Tiefenausgleichsversta¨rker.
5.6.2 Additives Rauschen des Messaufbaus
Um das Rauschspektrum der Apparatur zu messen, beschallt man gefiltertes
und entgastes Wasser oder ein stark absorbierendes Material und zeichnet
das
”
Echosignal“ auf. Da die Gewinnung von entgastem Wasser aufwa¨ndig
ist, kam in dieser Arbeit ein stark schallabsorbierender gummiartiger Poly-
urethan-Block zum Einsatz (c0 = 1450 m/s, Da¨mpfung 5 dB/cm bei 2 MHz,
16 dB/cm bei 5 MHz, 50 dB/cm bei 10 MHz, jeweils einfacher Weg). Da
schon in kleinsten Eindringtiefen praktisch nichts mehr zuru¨ckgestreut wird
(bei 3 cm Eindringtiefe, also 6 cm Schallweg, ist die Da¨mpfung bei der
Mittenfrequenz f0 = 3,5 MHz schon ca. 60 dB), kann man dieses Signal
ab einer Eindringtiefe von 3 cm sicherlich als reines Rauschen betrachten.
Fu¨r Tiefen < 3 cm kann dann ein konstantes Grundrauschen angenommen
werden.
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Abb. 5.4: Oben: Gemessene Rauschleistung σ2V . Die maximale Versta¨r-
kung des Tiefenausgleichs (40 dB) ist bei ca. 10 cm Eindring-
tiefe erreicht, deshalb bleibt die Rauschleistung fu¨r gro¨ßere
Eindringtiefen konstant. Das Grundrauschen (weißes Rau-
schen) ist bei ca. −56 dB, 10 dB u¨ber dem Quantisierungs-
rauschen (12-bit A/D). Unten: Das Spektrum des versta¨rkten
Rauschens fu¨r Eindringtiefen > 10 cm ist nicht weiß.
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Aus Abb. 5.4 entnehmen wir, dass der Tiefenausgleichsversta¨rker das
(thermische) Rauschen des Schallwandlers ab einer Eindringtiefe von ca.
6 cm u¨ber das Grundrauschen der Aufnahmeapparatur angehoben hat.
Fu¨r Eindringtiefen > 10 cm zeigt das Spektrogramm in Abb. 5.4 das
HF-Bandpassfilter des Ultraschallgera¨tes (siehe Abb. 5.3).
5.6.3 Vergleich PEM – modifizierte Yule-Walker-Methode
Betrachten wir zuna¨chst die Ru¨ckstreuspektren aus dem oben beschriebenen
gewebeimitierenden Ultraschallphantom, wobei die Spektren verschiedener
Eindringtiefen zu Spektrogrammen zusammengefasst sind (Abbildungen 5.5
und 5.6). Man erkennt deutlich den Einfluss der Schallbeugung, der sich
insbesondere in der Fokussierung des Schalls zeigt (maximale Ru¨ckstreuin-
tensita¨t zwischen 5 und 10 cm). Als Folge der Schallda¨mpfung im Medium
verlagert sich der Schwerpunkt des Spektrums mit zunehmender Eindring-
tiefe zu tieferen Frequenzen hin.
Des Weiteren demonstrieren die Abbildungen 5.5 und 5.6, dass die in Ab-
schnitt 5.4.1 vorgeschlagene Methode zur Eliminierung des Rauschanteils
im Spektrum gut funktioniert.
Die modifizierte Yule-Walker-Methode liefert innerhalb der U¨ber-
tragungsbandbreite gute U¨bereinstimmung zum zugrunde liegenden pe-
riodogramm-basierten Spektrogramm, wogegen in den Sperrbereichen
Abweichungen von +2 · · ·+ 3 dB vorherrschen. Die Gru¨nde hierfu¨r sind vor
allem darin zu suchen, dass die ARMA-Parameter durch Least-Squares-
Scha¨tzer im Zeitbereich gewonnen werden, wo der gro¨ßte Teil der Energie
aus Frequenzanteilen der U¨bertragungsbandbreite stammt.
Die Ergebnisse der PEM Multikanal-Methode erscheinen insgesamt homo-
gener mit etwas geringerer Unsicherheit, doch mit kleinen Fehlern innerhalb
der U¨bertragungsbandbreite. Ein Teil der in Abb. 5.5 links unten angezeig-
ten Fehler an den Flanken der U¨bertragungsbandbreite ist dem Bias des
nichtparametrisch gescha¨tzten Vergleichsspektrogramms zuzuschreiben, da
die Zeitfenster des Periodogramm-basierten Scha¨tzers mit einem Black-
man-Fenster gewichtet wurden.
Systemordnung
Wenden wir uns nun der Systemordnung zu. Um die beste Systemordnung
zu finden, scha¨tzt man die ARMA-Spektren fu¨r verschiedene Ordnungen
und beurteilt einige Kriterien. Hier kommen zum Einsatz: Das Bayesian
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Abb. 5.5: Oben links: Spektrogramm aus ARMA-Modellen (NC = 6,
NA = 7), mit PEM (Blockverarbeitung) aus einem gewebeimi-
tierenden Phantom ermittelt. Oben rechts: ARMA-Modelle
(NC = 6, NA = 7) nach Abzug des Rauschspektrums (siehe
Abschnitt 5.4.1). Unten: Ergebnisse relativ zu nichtparame-
trisch gewonnenem Spektrogramm (gemittelte Periodogram-
me, La¨nge der Datenausschnitte 128 Samples, gewichtet mit
Blackman-Fenster).
Information Criterion (BIC), der Gesamtfehler des ARMA-Spektrogramms
im Vergleich zum Periodogramm-basierten Spektrogramm, und die Anzahl
der sich in ihrer Wirkung gegenseitig aufhebenden Pole und Nullstellen. Die
Ergebnisse sind in Abb. 5.7 und 5.8 zusammengestellt.
Die Spektrogrammfehler betrachtet, zeigt sich prinzipiell kein Unterschied
zwischen PEM und modifizierter Yule-Walker-Methode. Nur die Anzahl
der sich gegenseitg aufhebenden Pole und Nullstellen ist bei der modifizier-
ten Yule-Walker-Methode etwas geringer, was durch die getrennte Scha¨t-
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Abb. 5.6: Oben links: Spektrogramm aus ARMA-Modellen (NC = 6,
NA = 7), mit der modifizierten Yule-Walker-Methode
(Blockverarbeitung) aus einem gewebeimitierenden Phantom
ermittelt. Oben rechts: ARMA-Modelle (NC = 6, NA = 7)
nach Abzug des Rauschspektrums (siehe Abschnitt 5.4.1).
Unten: Ergebnisse relativ zu nichtparametrisch gewonnenem
Spektrogramm (gemittelte Periodogramme, La¨nge der Daten-
ausschnitte 128 Samples, gewichtet mit Blackman-Fenster).
zung von AR- und MA-Parametern begru¨ndet ist (in der PEM werden AR-
und MA-Parameter gleichzeitig bestimmt). Insgesamt scheint eine Ordnung
von (NC = 5, NA = 6) oder (NC = 6, NA = 7) ein guter Kompromiss zu
sein.
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Abb. 5.7: PEM Multikanal-Scha¨tzer fu¨r ARMA-Modelle verschiede-
ner Ordnung. Oben: BIC und Fehler zwischen nichtparame-
trisch und parametrisch (ARMA) gescha¨tzten Spektrogrammen
(mittlere Absolutdifferenz der dB-skalierten Spektren zwischen
1 und 9 MHz). Unten: Anzahl der Pol-Nullstellen-Paare, deren
Abstand kleiner als 0,05 ist, und die daher fast keinen Beitrag
zum Modell leisten.
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Abb. 5.8: Modifizierte Yule-Walker-Methode fu¨r ARMA-Modelle ver-
schiedener Ordnung. Oben: Fehler zwischen nichtparame-
trisch und parametrisch (ARMA) gescha¨tzten Spektrogrammen
(mittlere Absolutdifferenz der dB-skalierten Spektren zwischen
1 und 9 MHz). Unten: Anzahl der Pol-Nullstellen-Paare, deren
Abstand kleiner als 0,05 ist, und die daher fast keinen Beitrag
zum Modell leisten.
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5.6.4 RPEM und In-vivo-Referenz
Abgesehen von der hohen Komplexita¨t des RPEM-Algorithmus’ tritt das
Problem auf, dass man wegen der durch Maskierung zerstu¨ckelten Signale
(Probleme stark instationa¨rer Signalabschnitte, siehe Abschnitt 5.4.3) im
Allgemeinen zuna¨chst nur SISO-Modelle scha¨tzen kann und die so erhal-
tenen ARMA-Parameter einer jeden Eindringtiefe mitteln muss. Wie die
Theorie fordert und wie die Inspektion der Verteilungen gescha¨tzter Pa-
rameter aus dem homogenen Phantom zeigten, sind diese na¨herungsweise
normalverteilt. Trotzdem ist fu¨r gemittelte ARMA-Parameter eine nicht
erwartungstreue Scha¨tzung der Spektren zu erwarten, vor allem was die
Spektrogramme aus In-vivo-Daten angeht (siehe auch Abb. 5.9).
Allerdings kann die in Abb. 5.9 sichtbare Tendenz, hohe Amplituden in
den Spektren auszugla¨tten, gerade fu¨r In-vivo-Referenzen ein nicht zu un-
terscha¨tzender Vorteil sein. Einerseits kann na¨mlich mit In-vivo-Referenzen
die Gewebeda¨mpfung und die zugeho¨rige Schallbeugung besser modelliert
werden als mit einem gewebeimitierenden Phantom [Hui98]. Aber anderer-
seits zeigt sich z.B. in der Nierensonografie die Niere selbst als echoa¨rmere
Region, wa¨hrend die Umgebung echoreich ist, und dieses Ru¨ckstreuverhal-
ten wu¨rde mit einer Referenz aus Nierensonografie (evtl. nur aus Echos des
gleichen Patienten gewonnen) unerwu¨nschterweise ausgeglichen werden und
somit den Kontrast der Parameterbilder aus den entfalteten Echos mindern.
Das in Abb. 5.9 gezeigte Spektrogramm der RPEM-Referenz aus Nierenso-
nografie fa¨llt aber wesentlich flacher aus als das mit nichtparametrischen
Methoden gewonnene, obwohl in beiden Fa¨llen die instationa¨ren Bereiche
maskiert wurden. Somit ha¨tten wir einen Kompromiss zwischen Kontrast
und realita¨tsnahem Referenzmedium erreicht.
5.7 Zusammenfassung
In diesem Kapitel wurden verschiedene Methoden der parametrischen Sys-
temidentifikation behandelt, welche ARMA-Parametrisierungen von Ultra-
schallechos aus stochastischen Medien ermo¨glichen. Diese ARMA-Modelle
sind Grundlage einer Korrektur von Schallbeugung und -da¨mpfung durch
Entfaltung.
Wie die Ergebnisse illustrierten, hat die PEM (Prediction Error Method)
die meisten Vorzu¨ge, falls Echos aus homogenen Streumedien (Phantom)
die Korrekturmodelle (Referenzen) liefern sollen. Die Ero¨rterung der modi-
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Abb. 5.9: Oben: Spektrogramm aus ARMA-Modellen (NC = 5,
NA = 6), mit der RPEM ermittelt (Einschwingphase: λ = 0,95,
sonst λ = 0,99). Unten: Spektrogramm aus gemittelten Pe-
riodogrammen, La¨nge der Datenausschnitte 128 Samples, ge-
wichtet mit Blackman-Fenster. Links: Gewebeimitierendes
Ultraschallphantom. Rechts: Serie von Ultraschallbildern der
Niere (19 Patienten).
fizierten Yule-Walker-Methode war in erster Linie der Schlu¨ssel zu einem
robusten Verfahren, die Rauschanteile aus ARMA-Systemen zu entfernen.
Die hier vorgeschlagene RPEM (Recursive Prediction Error Method) zur
Identifikation von Korrekturmodellen aus In-vivo-Echos ist offenbar ein viel-
versprechender Ansatz, bedarf aber noch weiterer Untersuchungen. Die In-
vivo-Referenz wird in dieser Arbeit nicht weiter verfolgt.
6. Entfaltung
Entfaltung im Hinblick auf die Gewebedifferenzierung bedeutet, mo¨glichst
genaue Scha¨tzungen der relativen Ru¨ckstreuspektren zu erhalten. Dieses Ka-
pitel zeigt hierfu¨r neue Wege auf, die gegenu¨ber der sonst u¨blichen Division
im Spektralbereich wesentliche Vorteile aufweisen: Die relativen Ru¨ckstreu-
spektren werden nach einer zustandsraumbasierten Entfaltung im Zeitbe-
reich gescha¨tzt [Gu¨n01b]. Daru¨ber hinaus bilden entfaltete Echos die Grund-
lage fu¨r eine weitgehend gera¨teunabha¨nige und somit objektivierte Darstel-
lung von Ultraschallbildern. Deshalb ist auch das Verhalten der Entfaltung
in instationa¨ren Echoabschnitten zu untersuchen.
6.1 Entfaltung im Frequenzbereich
Die intuitivste und sicherlich auch am leichtesten handhabbare Form der
Entfaltung ist die Division von Spektren:
y(t) = h(t) ∗ w(t) (6.1)
; w(t) = F−1
{
Y (ω)
H(ω)
}
. (6.2)
Fu¨r Leistungsdichtespektren gilt entsprechend:
RW (ω) =
RY (ω)∣∣H(ω)∣∣2 . (6.3)
In der Praxis erwa¨chst aber aus der Anwendung dieser Methode eine Reihe
von Problemen. Ein Großteil der Schwierigkeiten ha¨ngt damit zusammen,
dass Spektren prinzipiell nur fu¨r stationa¨re Signale einen Sinn ergeben, ei-
ne Voraussetzung, die in Ultraschallechos grob verletzt ist. Deshalb muss
eine Kurzzeitanalyse vorgenommen werden. Des Weiteren entstehen Fehler
durch additives Rauschen, welches in obigen Berechnungsvorschriften ver-
nachla¨ssigt wurde.
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6.1.1 Additives Rauschen
Ist das gemessene Echosignal durch additives Rauschen v(t) gesto¨rt, d.h.
z(t) = h(t) ∗ w(t) + v(t) , (6.4)
kann die Rekonstruktion von w(t) u¨ber Gleichung (6.2) empfindliche Fehler
aufweisen.
Da H(ω) auch gemessen werden muss und durch Rauschen der Leistungs-
dichte RV (ω) gesto¨rt ist, erha¨lt man fu¨r das relative Leistungsdichtespek-
trum
RWˆ (ω) =
RZ(ω)∣∣H(ω)∣∣2 +RV (ω) =
∣∣H(ω)∣∣2 ·RW (ω) +RV (ω)∣∣H(ω)∣∣2 +RV (ω) . (6.5)
In der Analyse von Ultraschallechos werden u¨blicherweise die logarithmier-
ten Spektren parametrisiert (Abschnitt 3.3 und Kapitel 7):
logRWˆ (ω) = log
(∣∣H(ω)∣∣2 · RW (ω) +RV (ω))− log(∣∣H(ω)∣∣2 +RV (ω)) .
(6.6)
Um den Gesamtfehler
(
logRWˆ (ω)− logRW (ω)
)
dieses relativen Spektrums
besser u¨berschauen zu ko¨nnen, ist eine Linearisierung des Logarithmus’ fu¨r
kleine RV (ω) hilfreich
1:
log
(∣∣H(ω)∣∣2 · RW (ω) +RV (ω))
≈ log ∣∣H(ω)∣∣2 + logRW (ω) + RV
2
∣∣H(ω)∣∣2 ·RW (ω) . (6.7)
1 Allgemein: Linearisierung um den Punkt a ergibt
f(a + x) ≈ f(a) + f ′(a) · x , x  a
; log (a + x) ≈ log a +
x
a
Allerdings ist hier x = RV (ω) ≥ 0, und deshalb bietet sich die Verbesserung der Ap-
proximation fu¨r gro¨ßere positive x auf Kosten der Approximation fu¨r die (sowieso nicht
existenten) negativen x an. Fu¨r den Logarithmus ist der Faktor 1/2 beim linearen Term
gu¨nstig:
log (a + x) ≈ log a +
x
2 a
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Hiermit erhalten wir einen Ausdruck fu¨r den Gesamtfehler
logRWˆ (ω)− logRW (ω) ≈
RV (ω)
2
∣∣H(ω)∣∣2 · RW (ω) −
RV (ω)
2
∣∣H(ω)∣∣2 (6.8)
Je sta¨rker also das relative Ru¨ckstreuspektrum RW (ω) vom weißen Spek-
trum der Leistung eins abweicht, desto gro¨ßer wird der Fehler – ein fu¨r Ge-
webedifferenzierung sehr ungu¨nstiges Verhalten, da schließlich gerade diese
Abweichungen so genau wie mo¨glich gemessen werden sollen. Dieses Verhal-
ten zeigt sich auch in der spa¨ter durchgefu¨hrten umfangreicheren Analyse
(Abschnitt 6.7.4). Siehe auch Abb. 6.1.
Vielleicht ist man versucht, eine rauschfreie Referenz zu benutzen. Aller-
dings wird dann der Fehler im Bereich von RW (ω) ≈ 1 gro¨ßer als mit der
verrauschten Referenz:
RWˆ (ω) =
∣∣H(ω)∣∣2 ·RW (ω) +RV (ω)∣∣H(ω)∣∣2 (6.9)
; logRWˆ (ω)− logRW (ω) =
RV (ω)∣∣H(ω)∣∣2 . (6.10)
Aber auch die Berechnung der Differenz RˆZ(ω)−RV (ω) ist bedenklich, da
in der Regel RˆZ(ω) aus wenigen Daten bestimmt werden muss und deshalb
eine gewisse Varianz aufweist. Nach Abzug von RV (ω) bleibt diese Vari-
anz aber erhalten, und somit ist nach Logarithmierung die Varianz auch
gro¨ßer als wenn das Spektrum aus einer rauschfreien Umgebung gescha¨tzt
wa¨re. Außerdem ko¨nnen bei der Differenzbildung unsinnige negative Werte
auftreten.
6.1.2 Kurzzeitanalyse
Im Falle instationa¨rer Signale berechnet man Kurzzeitspektren (in der Regel
nichtparametrisch, d.h. auf der Basis gemittelter und gegla¨tteter Periodo-
gramme). Allerdings sind diese mit abnehmender La¨nge T der Zeitfenster
f(t) mehr und mehr verfa¨lscht ([KK98], S.335):
〈
RˆZ(ω)
〉
=
1
2pi
1
AT
RZ(ω) ∗
∣∣∣F {fT (t)}∣∣∣2 mit A ≡ 1
T
T−1∑
t=0
f2T (t) .
(6.11)
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Abb. 6.1: Links: — Amplitudengang
∣∣H(ω)∣∣ (typisches Referenzspek-
trum), - - - Erwartungswerte der aufgrund von additivem Rau-
schen verfa¨lschten Spektren. Rechts: — Relatives Spektrum
RW (ω), - - - Erwartungswerte der entsprechend verfa¨lschten
Scha¨tzungen, RWˆ (ω).
Definieren wir den dadurch im logarithmierten Spektrum entstandenen (fre-
quenzabha¨ngigen) Fehler (Bias) als εZ(ω):
log
〈
RˆZ(ω)
〉
= logRZ(ω) + εZ(ω) , (6.12)
und nehmen wir an, dass die Referenz log
∣∣H(ω)∣∣2 mit einem Fehler εH(ω)
behaftet ist, erhalten wir fu¨r das gescha¨tzte relative Ru¨ckstreuspektrum
logRWˆ (ω) = log
(∣∣H(ω)∣∣2 · RW (ω))+εZ(ω)−log ∣∣H(ω)∣∣2−εH(ω) . (6.13)
Der Fehler ist damit
logRWˆ (ω)− logRW (ω) = εZ(ω)− εH(ω) . (6.14)
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Abb. 6.2: Links: — Amplitudengang
∣∣H(ω)∣∣ (typisches Referenzspek-
trum), - - - Erwartungswerte der aufgrund von kurzen Zeit-
fenstern verfa¨lschten Spektren, nach Gleichung (6.11) (Black-
man-Fenster, Rechteck-Fenster). Rechts: — Relatives Spek-
trum RW (ω), - - - Erwartungswerte der entsprechend verfa¨lsch-
ten Scha¨tzungen, RWˆ (ω). Die Fensterla¨nge ist 32 Samples.
Die Konsequenz daraus ist, dass beide zueinander ins Verha¨ltnis gesetzten
Spektren mit der gleichen Fensterfunktion gescha¨tzt werden sollten, da sich
ansonsten der Fehler des relativen Spektrums vergro¨ßert. Dass auch aus
RZ(ω) 6=
∣∣H(ω)∣∣2 bzw. RW (ω) 6= 1 Fehler entstehen, kann leider nicht
vermieden werden.
In Abb. 6.2 sind zwei Beispiele dargestellt: Das Blackman-Fenster hat ei-
ne hohe Sperrbandda¨mpfung, was insgesamt eine bessere Anna¨herung an
das wahre relative Spektrum ermo¨glicht. Dies wird aber durch eine sta¨rkere
Gla¨ttung (verminderte Frequenzauflo¨sung) innerhalb der bandpassartigen
Spektren
∣∣H(ω)∣∣2 bzw. ∣∣H(ω)∣∣2 ·RW (ω) erkauft, was sich in einem S-fo¨rmi-
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gen Verlauf im relativen Spektrum a¨ußert. Im anderen Extrem, dem Recht-
eckfenster, bezahlt man die erheblich verbesserte Frequenzauflo¨sung mit ei-
ner niedrigen Sperrbandda¨mpfung (Leckeffekt) und folglich einer schlechten
Rekonstruktion des relativen Spektrums RW (ω). Interessiert man sich aller-
dings nur fu¨r die Minimierung des Fehlers innerhalb einer kleinen Bandbrei-
te um die Mittenfrequenz, ko¨nnte das Rechteckfenster die gu¨nstigere Wahl
sein.
Ein weiteres Problem der Entfaltung im Frequenzbereich ist es, dass die Di-
vision von Kurzzeitspektren ho¨chstens auf indirektem Wege ein zusammen-
ha¨ngendes entfaltetes Echosignal liefern kann. U¨berblendung zwischen u¨ber-
lappenden Signalsegmenten ist die u¨blicherweise angewendete Methode, um
trotzdem zu zusammenha¨ngenden Signalen zu gelangen [OTH+91, SES99].
6.1.3 Schlussfolgerung
Eine Lo¨sung der genannten Probleme verspricht die zeitvariante Entfal-
tung im Zeitbereich, idealerweise unter Beru¨cksichtigung des additiven Rau-
schens. Der na¨chste Abschnitt stellt einige bekannte Methoden vor und zeigt
Verwandtschaften und Unterschiede zwischen den Methoden auf.
6.2 Entfaltung im Zeitbereich: Wahl der Methode
In der Einleitung zur Systemidentifikation wurden bereits einige Entfal-
tungsmethoden diskutiert (Abschnitt 5.1). Dort fiel die Entscheidung zu-
gunsten parametrischer Methoden, die sich auf ARMA-Modellierung von
Zufallsprozessen stu¨tzen.
Die Untersuchung und Entwicklung von Entfaltungsalgorithmen erhielt
den wahrscheinlich gro¨ßten Vorschub im Fachgebiet der Seismik, und zwar
hauptsa¨chlich in den 70er Jahren [OM72, Cru74, BZ76, MK78]. Auch
im Bereich der Ultraschalldiagnose gibt es einige Arbeiten zum Thema
Entfaltung der HF-Echos [Kuc79, LW83, Jen92, JMGS93, APR95, HLT98],
denn schließlich ist eine ho¨here axiale Auflo¨sung der konventionellen B-
Bilder zu erwarten.
Im Gegensatz zur Entfaltung der einzelnen HF-Echos, also einer axialen
Entfaltung, stehen Versuche, die durch U¨berlappung der Schallfelder benach-
barter A-Scans verursachten lateralen Gla¨ttungseffekte durch entsprechende
Korrekturen zu mindern [HT80, Vol82, APR95]. Diese lateralen Entfaltun-
gen sind jedoch nicht unumstritten, weil sie mehr ad hoc und weniger durch
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physikalische Modelle motiviert sind. Zudem wird die Auswertung lateraler
Information durch die weit verbreitete fa¨cherartige Anordnung der A-Scans
(teilweise mit variablem Winkelabstand) erschwert. Diese beiden Gru¨nde
sind triftig genug, um vorerst auf laterale Entfaltung zu verzichten.
Der Weg zur Entscheidung zugunsten einer Entfaltungsmethode fu¨hrt u¨ber
eine etwas detailliertere Analyse der Mo¨glichkeiten. Nach einer ersten groben
Analyse (Abschnitt 5.1) wurden bereits die auf ARMA-Modellen basieren-
den parametrischen Methoden favorisiert.
Pra¨diktive Entfaltung
Weiß man von vornherein, dass das gesuchte Eingangssignal weißes Rau-
schen ist und kann man ferner Sto¨rungen und Modellfehler außer Acht
lassen, entspricht das Pra¨diktorfehler-Signal der ARMA-Scha¨tzalgorithmen
diesem gesuchten Eingangssignal (siehe auch Beschreibung der PEM auf
S.47:
”
Bedeutung des Fehlersignals“). Man nennt Entfaltungsalgorithmen,
die das Eingangssignal u¨ber diesen Umweg der Parametrisierung des Zu-
fallsprozesses scha¨tzen, pra¨diktive Entfaltung [Hay96], vor allem im Zusam-
menhang mit den rekursiven Verfahren RPEM (recursive prediction error
method) und RLS (recursive least squares).
Allerdings wird das Eingangssignal bei all diesen Verfahren a priori als
unkorreliert (weißes Rauschen) und normalverteilt vorausgesetzt, wodurch
eine Unterscheidung von verschiedenen relativen Ru¨ckstreuspektren unter-
bunden wird. Genau dieser Voraussetzung ist es hingegen zu verdanken, dass
sich diese Methoden innerhalb gewisser Grenzen an ein zeitvariantes System
anpassen ko¨nnen (tracking). Als u¨berfordert entpuppt sich dieses adaptive
Verhalten bei stark instationa¨ren Signalabschnitten, da es auf Berechnung
von Zeitmitteln beruht, wobei das
”
Erinnerungsvermo¨gen“ durch exponen-
tiell abfallende Gewichtung vergangener Werte eingebracht wird (Verges-
sensfaktor). Werden na¨mlich Werte bis weit zuru¨ck in die Vergangenheit
beru¨cksichtigt, ist zwar die Varianz der identifizierten Systeme gering, doch
andererseits kann der Algorithmus keinen schnellen Vera¨nderungen folgen.
Ein Peak im Ausgangssignal wu¨rde sich dann auf einen Peak im Fehlersignal
niederschlagen.
Diese Verfahren der Entfaltung beinhalten außerdem eine unangenehme
Zweideutigkeit: Ob eine erho¨hte Signalleistung dem System oder dem Ein-
gangssignal zuzuschreiben ist, kann nicht gekla¨rt werden.
Weitere spezifische Nachteile sind: RLS-Filter, in erster Linie fu¨r die Scha¨t-
zung von AR-Systemen gedacht ([Hay96], S.562ff), weisen bei ARMA-Sys-
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temen ungu¨nstige Konvergenzeigenschaften auf ([Kay88], S.316). RPEM-
Filter sind zwar, auch bei ARMA-Systemen, im Vergleich zu RLS-Filtern op-
timal (Minimum-Varianz-Scha¨tzer), doch zu dem Preis der Nichtlinearita¨t,
die nach numerischen Suchalgorithmen verlangt. Diese wiederum ko¨nnen je
nach Konstellation ebenfalls ungu¨nstiges Konvergenzverhalten haben.
Zustandsraumbasierte Entfaltung
Eine andere Vorgehensweise ist die Modellierung bereits anderweitig identi-
fizierter Systeme im Zustandsraum. Dadurch ko¨nnen zeitvariante Systeme
beru¨cksichtigt werden, aber der Algorithmus ist nicht adaptiv, d.h. das Sys-
tem muss fu¨r alle Zeiten im Voraus bekannt sein.
Zu den zustandsraumbasierten Methoden za¨hlen insbesondere die Kal-
man-Filter [Kal60, Kai68, BH97, Kro96] und die Kalman-Interpolation
[KF68, BH97, Kro96]. Urspru¨nglich sind diese Methoden dazu gedacht, den
Zustandsvektor fortlaufend zu scha¨tzen, um damit entweder den Zustand
eines Systems zu beobachten oder um additives weißes Rauschen zu un-
terdru¨cken. Das Eingangssignal zu scha¨tzen stellt in dieser Form eine eher
ungewo¨hnliche Aufgabe dar, doch wurden auch hierzu entsprechende Algo-
rithmen entwickelt, sogar in ihrer Minimum-Varianz-Form (J.M. Mendel
in [MK77, Men77, MK78, Men81, KM83]).
Kalman-Filter arbeiten mit dem Scharmittel. Deshalb treten Probleme be-
zu¨glich der Vergangenheit des Signals, hervorgerufen durch die Wahl eines
bestimmten Vergessensfaktors, grundsa¨tzlich nicht auf – die Vergangenheit
fließt mit der La¨nge der Impulsantwort des aktuellen Systems ein. Dies ist
mit verantwortlich fu¨r die Robustheit von Kalman-Filtern.
Allerdings wird bei allen Kalman-Filtern und -Interpolationen vorausge-
setzt, dass das Eingangssignal weißes Rauschen ist, und zwar a priori. Die
Ausfu¨hrungen des na¨chsten Abschnittes zeigen aber, dass die von Mendel
entwickelte Entfaltung auch fu¨r farbige Eingangssignale zuverla¨ssig funktio-
niert. Eine sich anschließende Herleitung, die einen Ausdruck fu¨r das Leis-
tungsdichtespektrum des entfalteten Signals zum Ergebnis hat, bildet die
Grundlage zu Untersuchungen, wie und in welchen Grenzen das urspru¨ng-
liche Spektrum des Eingangssignals rekonstruiert werden kann.
Die Leistung des Eingangssignals muss fu¨r jeden Zeitpunkt angegeben wer-
den, was nur na¨herungsweise mo¨glich ist. In welchem Rahmen der Entfal-
tungsalgorithmus Ungenauigkeiten verzeiht, ist Thema des Abschnittes 6.6.
Dass außerdem additives weißes Rauschen in den genannten Algorithmen
von vornherein Beru¨cksichtigung findet, kann nur von Vorteil sein, denn
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die Leistung des Rauschens eines Ultraschallsystems kann leicht gescha¨tzt
werden. Somit zeichnet sich die Entfaltung mittels Kalman-Interpolation
gegenu¨ber den pra¨diktiven Entfaltungsmethoden zusa¨tzlich durch Rausch-
unterdru¨ckung aus.
6.3 ARMA-Systeme im Zustandsraum
Zustandsraummodell
Allgemein lautet das Zustandsraummodell fu¨r ein MIMO-System [BH97,
Kro96]:
q(t+ 1) = A(t) q(t) +B(t)
[
u(t) +w(t)
]
(6.15)
y(t) = C(t) q(t) . (6.16)
Die erste der beiden Gleichungen nennt man Zustandsgleichung, weil sie die
Entwicklung des Zustandsvektors q(t) vom Zeitpunkt t zum na¨chsten Zeit-
punkt t+1 beschreibt. Die zweite Gleichung wird mit Beobachtungsgleichung
bezeichnet, weil sie den Zusammenhang zwischen dem aktuellen Zustand des
Systems und dem beobachtbaren (messbaren) Signal y(t) herstellt.
Man beachte, dass alle Gro¨ßen zeitlich schwanken ko¨nnen, was die Model-
lierung instationa¨rer Zufallsprozesse erlaubt. Das als weiß angenommene
Rauschen w(t) heißt Prozessrauschen und geht in die zeitliche Entwicklung
des Zustandsvektors ein.
In der Praxis ist aber jede Messung mit Unsicherheiten behaftet, was sich
im additiven Messrauschen niederschla¨gt (Messgleichung):
z(t) = C(t) q(t) + v(t) = y(t) + v(t) . (6.17)
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Zusa¨tzliche Forderungen sind:
〈
w(t)
〉
= 0 (6.18)〈
v(t)
〉
= 0 (6.19)
RW (t, τ) =
〈
w(t)wT(τ)
〉
=

 RW (t), t = τ0, t 6= τ (6.20)
RV (t, τ) =
〈
v(t)vT(τ)
〉
=

 RV (t), t = τ0, t 6= τ (6.21)
RWV (t, τ) =
〈
w(t)vT(τ)
〉
= 0 ∀ t, τ . (6.22)
ARMA-Modell
Prinzipiell sind mehrere Repra¨sentationsformen von ARMA-Modellen im
Zustandsraum mo¨glich. Fu¨r die Zwecke dieser Arbeit ist jedoch die regelbare
kanonische Form am besten geeignet. In dieser Form ist fu¨r den Nenner der
Grad N und fu¨r den Za¨hler der Grad N − 1 zu wa¨hlen2:
HARMA(z) =
C(z)
A(z)
=
c0 +
∑N−1
η=1 cη z
−η
1 +
∑N
ν=1 aν z
−ν
. (6.23)
2 Wa¨hlt man Nenner und Za¨hler vom gleichen Grad N , erha¨lt man (Rechnung analog
[BH97], S.206f)
q(t + 1) =


0 1 0 . . . 0
0 0 1 . . . 0
.
..
. . .
.
..
−aN −aN−1 −aN−2 . . . −a1


· q(t) +


0
...
0
1


· w(t)
y(t) =
(
cN − c0 · aN , cN−1 − c0 · aN−1 , . . . , c1 − c0 · a1
)
· q(t) + w(t) .
In diesem Modell taucht w(t) in der Beobachtungsgleichung auf. Dies ist eine Abweichung
vom Zustandsraummodell mit (6.16), und somit ist der in dieser Arbeit verwendete Ent-
faltungsalgorithmus nicht anwendbar.
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Das zugeho¨rige (SISO-) Zustandsraummodell lautet (gema¨ß [BH97], S.206f;
dort ist allerdings HARMA(z) leicht abweichend definiert)
q(t+ 1) =


0 1 0 . . . 0
0 0 1 . . . 0
...
. . .
...
−aN −aN−1 −aN−2 . . . −a1

 · q(t)
+


0
...
0
1

 · w(t+ 1)
y(t) =
(
cN−1, . . . , c1, c0
)
· q(t) . (6.24)
In dieser Darstellung kann es sto¨rend sein, dass w(t + 1) eingeht, d.h. dass
sich das (zufa¨llige) Eingangssignal ohne Zeitverzo¨gerung auf den neuen Zu-
standsvektor auswirkt. Dies kann man aber leicht umgehen, indem man im
Za¨hler von 6.23 eine Zeitverzo¨gerung um einen Schritt hinzufu¨gt (Multipli-
kation der U¨bertragungsfunktion mit z−1).
6.4 Entfaltung durch Kalman-Interpolation
Filterung, Pra¨diktion, Interpolation
Die Schreibweise des Scha¨tzwertes xˆ(t|t+δ) bedeutet, dass zum Zeitpunkt t
alle Messwerte der Zeitpunkte {0, 1, . . . t+ δ} in die Berechnungen eingehen.
Man unterscheidet dann ([Kro96], S.10)
xˆ(t|t+ δ) , δ = 0 Filterung
δ < 0 Pra¨diktion
δ > 0 Interpolation (6.25)
Algorithmen, die einen Wert sowohl anhand von vergangenen, gegenwa¨rti-
gen und zuku¨nftigen Messdaten scha¨tzen, bezeichnet man als Interpolation.
Die Tabelle 6.1 listet alle bekannten Unterarten der Interpolation auf.
Die Interpolation von einem festen Zeitpunkt aus (fixed interval) benutzt die
Daten aller zur Verfu¨gung stehender Zeitpunkte {0, 1, . . . T} und hat deshalb
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Scha¨tzer fester
Parameter
Interpolation fu¨r. . . engl. Bezeichnung
xˆ(t|t+ δ) t festen Zeitpunkt fixed point
xˆ(t|t+ δ) δ festen Zeitabstand fixed lag
xˆ(t|t + δ) ,
T = t+ δ ;
xˆ(T − δ|T )
T von einem festen
Zeitpunkt aus
fixed interval
Tab. 6.1: Interpolationsarten.
die geringste Varianz (Minimum-Varianz-Scha¨tzer). Dies kommt einer Off-
line-Arbeitsweise gleich. Die beiden anderen Interpolationsarten sind hin-
gegen eher fu¨r Online-Berechnungen gedacht, da z.B. bei der Interpolation
fu¨r einen festen Zeitpunkt der Scha¨tzwert mit neu hinzukommenden Daten
immer sicherer wird. Fu¨r die Bearbeitung von Ultraschallechos bietet sich
die Fixed-interval-Methode an, da jeder A-Scan eine fu¨r sich abgeschlossene
Einheit bildet, zu der keine neuen Messwerte hinzukommen.
Allgemeine Entfaltung
Entfaltung ist im allgemeinsten Sinne die Scha¨tzung des Eingangssignals
w(t) durch eine beliebige (nicht notwendigerweise lineare) Funktion f aller
zur Verfu¨gung stehenden Messwerte Z(t + δ) ≡ {z(0), z(1), . . . , z(t+ δ)},
kurz f
(
Z(t+ δ)
)
:
y(t) = h(t) ∗ w(t) (6.26)
z(t) = y(t) + v(t) (6.27)
; wˆ(t|t+ δ) = f (Z(t+ δ)) (6.28)
Der Minimum-Varianz-Scha¨tzer fu¨r wˆ(t|t+ δ) ist der bedingte Erwartungs-
wert (Definition:
〈
f(X)|Y 〉 = ∫   f(x) · pX|Y (x|y)dx, [GD86], S.273f):
 = w(t) − f (Z(t+ δ)) (6.29)〈
2
〉
!
= min (6.30)
; wˆ(t|t+ δ) = 〈w(t)|Z(t+ δ)〉 . (6.31)
Wir fordern nun, dass sich w(t) nicht direkt auf die Messung z(t) auswirkt,
mit anderen Worten, dass z(t), und damit auch Z(t), nur von vergangenen
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Werten w(t − 1), w(t − 2), . . . abha¨ngt. Dies ist fu¨r kausale Systeme auch
immer zutreffend. Da also w(t) und Z(t) statistisch unabha¨ngig sind, gilt
fu¨r die bedingte Wahrscheinlichkeitsdichte
pwt|Zt =
pwt,Zt
pZt
= pwt (6.32)
;
〈
wt|Zt
〉
=
∫
 
w(t) · pwt|Zt
(
w(t)|Z(t)) dw(t)
=
∫
 
w(t) · pwt
(
w(t)
)
dw(t) = 〈wt〉 . (6.33)
Da fu¨r Kalman-Filter wt als mittelwertfrei angenommen wird, haben wir
schließlich 〈
w(t)|Z(t)〉 = 〈w(t)〉 = 0 . (6.34)
Die Konsequenz daraus ist, dass nur fu¨r Interpolation, d.h. fu¨r δ > 0, eine
optimale Scha¨tzung des Eingangsprozesses w(t) gelingt [Men77].
Entfaltung im Zustandsraum
Fu¨r die Zustandsvektoren gilt auf a¨hnliche Weise (man beachte, dass die
Erwartungswerte von Null verschieden sind):
qˆ(t+ 1|t+ δ) = 〈q(t+ 1)|Z(t+ δ)〉 (6.35)
qˆ(t+ 1|t+ 1) = 〈q(t+ 1)|Z(t+ 1)〉 . (6.36)
Diese Zusammenha¨nge kann man fu¨r die Herleitung eines Ausdruckes fu¨r
die Scha¨tzung von wˆ ausnutzen, indem man den bedingten Erwartungswert
auf die Zustandsgleichung (6.15) anwendet3〈
q(t+ 1)|Z(t+ δ)〉 = 〈A(t) q(t)|Z(t+ δ)〉+ 〈B(t)w(t)|Z(t+ δ)〉 (6.37)
; B(t) wˆ(t|t+ δ) = qˆ(t+ 1|t+ δ)−A(t) qˆ(t|t+ δ) (6.38)
B(t) wˆ(t|t+ δ − 1) = qˆ(t+ 1|t+ δ − 1)−A(t) qˆ(t|t+ δ − 1) . (6.39)
Die Herleitung fu¨r wˆ la¨sst sich nun alleine durch Einsetzen der Ergebnisse
fu¨r interpolierte Zustandsvektoren qˆ bewerkstelligen (siehe Anhang A.3).
3 Zuna¨chst muss fu¨r ein Multikanal-Modell B w(t) gerechnet werden, da spa¨ter in einer
Gleichung B−1 auftaucht. Durch geschicktes Umrechnen dieser Gleichung gelingt jedoch
eine Darstellung mit BT, womit auch Einkanal-Modelle b w(t) mo¨glich werden.
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Zusammengefasst ergibt sich fu¨r ein SISO-System (jeder A-Scan soll separat
entfaltet werden) der nun aufgelistete Fixed-interval-Algorithmus, nach dem
Autor der entsprechenden Vero¨ffentlichungen als
”
Entfaltung nach Men-
del“ bezeichnet. Da Eingangs- und Ausgangssignal sowie die additive Sto¨-
rung skalare Gro¨ßen sind, werden die Kovarianzmatrizen ebenfalls zu Ska-
laren:
RW (t) = σ
2
W (t)
RV (t) = σ
2
V (t) . (6.40)
Zuna¨chst erfolgt eine normale Kalman-Filterung. Mit der Kovarianzmatrix
des gescha¨tzten Zustandsvektors
P ≡
〈
(q − qˆ) · (q − qˆ)T
〉
, (6.41)
und der Initialisierung (siehe auch Bemerkungen weiter unten)
qˆ(1|0) = 0
P (1|0) = 1 (6.42)
ist dies im Einzelnen:
L(t) =
(
C(t)P (t|t− 1)C(t)T + σ2V (t)
)−1
K(t) = P (t|t− 1)C(t)T L(t)
z˜(t|t− 1) = (z(t)−C(t) qˆ(t|t− 1))
ξ(t|t− 1) = L(t) · z˜(t|t− 1)
qˆ(t|t) = qˆ(t|t− 1) +K(t) · z˜(t|t− 1)
P (t|t) = (I−K(t)C(t)) P (t|t− 1)
qˆ(t+ 1|t) = A(t) qˆ(t|t)
P (t+ 1|t) = A(t)P (t|t)A(t)T +B(t)σ2W (t)B(t)T (6.43)
Die Variable L(t) wird spa¨ter fu¨r die Berechnung der Fehlervarianz beno¨tigt,
deswegen mu¨ssen die Werte zwischengespeichert werden. Gleichermaßen er-
fordert die Berechnung des Interpolationswertes von wˆ(t) die Zwischenspei-
cherung der Zeitreihe ξ(t|t− 1).
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In einem zweiten Schritt wird der eigentliche Interpolationswert von wˆ(t)
ru¨ckwa¨rts berechnet (Initialisierung mit ρ(T |T ) = 0):
wˆ(t+ 1|T ) = σ2W (t) ·BT · ρ(T − t|T )
J(T − t) = A(t) · [I−K(T − t)C(t)]
ρ(T − t− 1|T ) = J(T − t)T · ρ(T − t|T )
+C(t)T ξ(T − t|T − t− 1) (6.44)
Gleichzeitig mit diesem Ru¨ckwa¨rtslauf kann auch auf einfache Weise die
Varianz σ2
W˜
des Scha¨tzfehlers w˜ ≡ w(t + 1)− wˆ(t + 1|T ) errechnet werden
[MK77]:
σ2
W˜
(T − t|T ) ≡
〈(
w˜ − 〈w˜〉)2〉
Rρ(T − t− 1|T ) ≡
〈
ρ(T − t− 1|T ) · ρT(T − t− 1|T )
〉
= J(T − t)TRρ(T − t|T )J(T − t)
+C(t)T L(T − t)C(t)
; σ2
W˜
(T − t|T ) = σ2W (t)− σ2W (t)B(t)TRρ(T − t|T )B(t)σ2W (t) (6.45)
Initialisierung
Prinzipiell ko¨nnen qˆ(1|0) und P (1|0) frei gewa¨hlt werden. Man kann davon
ausgehen, dass mit
”
vernu¨nftigen“ Startwerten immer gutmu¨tige Konver-
genz der Entfaltung gegeben ist. Von einem eher theoretischen Standpunkt
aus gesehen sollte qˆ(1|0) = 0 sein und P (1|0) sollte mit dem zu erwar-
tenden Wert bezu¨glich des modellierten Prozesses initialisiert werden, denn
nur dann ist wirklich optimale Konvergenz und auch A¨quivalenz zum Wie-
ner-Filter gegeben ([BH97], S.306f). Fu¨r die hier behandelten instationa¨ren
Ultraschallechos ist aber P nicht bekannt. Eine Lo¨sung wa¨re, die Entfaltung
zuna¨chst mit willku¨rlich gewa¨hltem P (1|0) zu starten und den Zeitpunkt
abzuwarten, zu dem der Algorithmus hinreichend eingeschwungen ist. Der
dann erreichte Wert der Kovarianzmatrix ko¨nnte als neuer Startwert dienen.
Diese Methode wurde auch in [Jen92] verwendet, und die dort ermittelte
Einschwingzeit lag zwischen 20 und 30 Samples.
In der Berechnung von σ2
W˜
ist der Startwert Rρ(T |T ) = 0 zu wa¨hlen
[MK77].
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Bemerkungen
Dass σ2
W˜
(T − t|T ) nicht von z(t) und somit nur von den vorgegebenenA(t),
C(t), σ2W (t), σ
2
V (t) sowie von den Startwerten abha¨ngt, offenbart sich durch
Inspektion des Algorithmus’. Fu¨r σ2V  σ2W geht die Fehlervarianz σ2W˜ →
σ2W . Umgekehrt geht die Fehlervarianz fu¨r σ
2
V  σ2W gegen Null.
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In diesem Abschnitt soll nun ein Ausdruck fu¨r das Leistungsdichtespektrum
des mittels Kalman-Interpolation entfalteten Signals entwickelt werden.
Dies erfordert natu¨rlich wieder die Annahme der Existenz quasistationa¨rer
Abschnitte im gemessenen Signal, da ansonsten die Betrachtung eines Spek-
trums keinen Sinn ergibt. Diese Annahme impliziert, dass sich die Matri-
zen des Zustandsraummodells innerhalb eines gewissen zeitlichen Rahmens
nicht oder nur sehr langsam a¨ndern. Somit kann aber eine Bru¨cke zwischen
dem Kalman-Filter, der fu¨r instationa¨re Prozesse ada¨quat ist, und dem fu¨r
stationa¨re Prozesse anwendbaren Filter nach Wiener-Kolmogorov (im
folgenden nur als Wiener-Filter bezeichnet) geschlagen werden. Dies ist
aus zwei Gru¨nden sinnvoll:
1. Kalman-Filter und kausales Wiener-Filter sind fu¨r stationa¨re Pro-
zesse a¨quivalent: Fu¨r t → ∞ liefern sie das gleiche Scha¨tzergebnis
yˆ(t) ([Unb90], S.414; [BH97], S.306f). Diese A¨quivalenz gilt auch fu¨r
Kalman-Interpolation und akausales Wiener-Filter, wie weiter un-
ten gezeigt wird.
2. Da ein Wiener-Filter aus den Korrelationsfunktionen rY (τ) und
rV (τ) berechnet wird, gelangt man direkt zu einer spektralen Dar-
stellung fu¨r RYˆ (ω) und somit auch fu¨r RWˆ (ω).
Die Vorgehensweise gliedert sich wie folgt: Zuna¨chst wird die Wiener-
Hopf-Gleichung betrachtet, deren Lo¨sung einerseits die U¨bertragungsfunk-
tion des Wiener-Filters liefert, andererseits aber auch Ausgangspunkt fu¨r
die Herleitung des Kalman-Filters ist. Durch diese A¨quivalenzbetrachtung
kann dann sofort eine Lo¨sung fu¨r das Entfaltungsproblem angegeben wer-
den.
Es sei hier noch bemerkt, dass eine analytische Herleitung der U¨bertra-
gungsfunktionen aus den rekursiven Berechungsvorschriften des Kalman-
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Algorithmus’ nicht mo¨glich ist, obwohl fu¨r wˆ eine geschlossene Form ange-
geben werden kann ([MK77], Gl.25). Das liegt daran, dass die darin vor-
kommende Fehlerkorrelationsmatrix P (t|t − 1) die numerische Lo¨sung der
diskreten algebraischen Riccati-Gleichung ist4.
6.5.1 Wiener-Hopf-Gleichung
Ziel ist es, aus dem gemessenen und rauschbehafteten Signal z(t) = y(t) +
v(t) ein Signal d(t) zu scha¨tzen, welches aus einer linearen Filterung von y(t)
hervorgeht. Die Scha¨tzung soll mit einem Filter der Impulsantwort g(t,τ)
erfolgen (zeitvarianter Multikanal-Prozess):
dˆ(t|b) =
b∑
τ=a
g(t, τ) · z(τ) . (6.46)
Fu¨r b > t ergibt sich eine akausale Filterung. Mo¨chte man z.B. das Rauschen
unterdru¨cken, wa¨hlt man im einkanaligen Fall d(t) = y(t) und erha¨lt
yˆ(t|b) =
b∑
τ=a
g(t− τ) · z(τ) . (6.47)
Die Scha¨tzung soll
”
optimal“ erfolgen, d.h. die Spur der Fehlerkorrelations-
matrix wird minimiert:
(t) ≡ Spur
〈[
d(t)− dˆ(t|b)
]
·
[
d(t)− dˆ(t|b)
]T〉 !
= min . (6.48)
Dann gilt aber das Orthogonalita¨ts-Prinzip ([Pap91], S.201):〈[
d(t)− dˆ(t|b)
]
· zT(θ)
〉
= 0 . (6.49)
4 Annahme fu¨r stationa¨re Verha¨ltnisse: die Fehlerkorrelationsmatrix P (t|t− 1) a¨ndert
sich nicht mehr, da sie bereits einen Erwartungswert darstellt. Setzen wir nun an: P¯ ≡
P (t + 1|t) = P (t|t − 1), erhalten wir aus den Filtergleichungen:
P¯ = A P (t|t) AT + B RW B
T
P (t|t) =
[
I− P¯ CT
(
C P¯ CT + RV
)
−1
C
]
P¯
; P¯ = A P¯ AT −A P¯ CT
(
C P¯ CT + RV
)
−1
C P¯ A + B RW B
T
Dies ist aber gerade die diskrete algebraische Riccati-Gleichung (discrete algebraic Riccati
equation, DARE).
Fu¨r instationa¨re Verha¨ltnisse gelangt man auf analoge Weise zur diskreten Riccati-
Differenzengleichung. Der Algorithmus des Kalman-Filters kann aber als numerische re-
kursive Lo¨sungsmethode dieser Differenzengleichung interpretiert werden [Hay96, BH97].
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Setzen wir hier (6.47) ein, erhalten wir die diskrete Wiener-Hopf-Glei-
chung:
〈
d(t) · zT(ϑ)
〉
−
b∑
τ=a
g(t, τ) ·
〈
z(τ) · zT(ϑ)
〉
= 0 , a ≤ ϑ ≤ b . (6.50)
Fu¨r eine zeitinvariante Impulsantwort g(t), die innerhalb a ≤ t ≤ b voll-
sta¨ndig abgeklungen sein soll (no¨tigenfalls setzt man a = −∞ und b = ∞),
kann die Wiener-Hopf-Gleichung u¨ber Fourier-Transformation gelo¨st wer-
den. Wir beno¨tigen im Weiteren nur die Lo¨sung fu¨r einkanalige Prozesse,
und deshalb ko¨nnen wir auf die etwas kompliziertere Mehrkanal-Lo¨sung ver-
zichten. Außerdem betrachten wir hier akausale Filterung (Interpolation),
sodass Randbedingungen keine Beachtung finden mu¨ssen (fu¨r die kausale
Lo¨sung ist erforderlich, dass g(t) = 0 ∀ t < 0, was die Randbedingung b = t
nach sich zieht. Kausale Lo¨sungen findet man z.B. in [BH97, Kro96]). Un-
ter Beru¨cksichtigung, dass die Kovarianzterme im stationa¨ren Fall nur vom
Zeitabstand abha¨ngen, vereinfacht sich die Wiener-Hopf-Gleichung weiter
zu
rD,Z(t)−
b∑
τ=a
g(t− τ) · rZ(τ) = 0 (6.51)
; G(ω) · RZ(ω) = RD,Z(ω) (6.52)
; G(ω) =
RD,Z(ω)
RZ(ω)
. (6.53)
Betrachten wir wieder den Fall der Rauschunterdru¨ckung, d.h. d(t) ≡ y(t),
erhalten wir fu¨r das Leistungsdichtespektrum des gescha¨tzten Signals yˆ(t)
RYˆ (ω) =
∣∣G(ω)∣∣2 ·RZ(ω) = R2Y,Z(ω)
RZ(ω)
. (6.54)
Nun gilt es noch eine Verbindung zum Zustandsraummodell und zum Kal-
man-Filter herzustellen. Der hauptsa¨chliche Unterschied liegt darin, dass
statt des Signals yˆ(t) zuna¨chst der Zustandsvektor gescha¨tzt wird:
qˆ(t|b) =
b∑
τ=a
g˜(t,τ) · z(τ) (6.55)
yˆ(t|b) = C · qˆ(t|b) (6.56)
; g(t,τ) = C · g˜(t,τ) . (6.57)
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Daraus erkennt man, dass die Scha¨tzung u¨ber das Zustandsraummodell
genauso auf die Lo¨sung der Wiener-Hopf-Gleichung hinauslaufen wird,
nur ist die optimale Filterfunktion zuna¨chst eine andere als bei der direk-
ten Scha¨tzung yˆ(t|b). Die Skalierung mit der deterministischen Matrix C
stellt den Zusammenhang zur Lo¨sung des direkten Scha¨tzproblems her. In
der Tat ko¨nnen die Berechnungsvorschriften des Kalman-Filters bzw. der
Kalman-Interpolation sehr elegant u¨ber die Lo¨sung der Wiener-Hopf-
Gleichung hergeleitet werden, wenn man zusa¨tzlich den Umweg u¨ber die
Innovations geht [KF68, Kai68].
6.5.2 Zusammenhang Zustandsraum-Modell – Faltung
Das Faltungsmodell lautet (hier in der skalaren Form):
z(t) = h(t) ∗ w(t) + v(t) , y(t) ≡ h(t) ∗ w(t) . (6.58)
Der Ausdruck fu¨r y(t) wird nun als Zustandsraummodell repra¨sentiert:
q(t+ 1) = Aq(t) +Bw(t + 1)
y(t) = C q(t) . (6.59)
Hierbei ist im skalaren Fall B = b ein Spaltenvektor, und C = cT ein
Zeilenvektor.
Gesucht ist ein Ausdruck fu¨r die Impulsantwort h(t) in Abha¨ngigkeit von
den Zustandsraum-Matrizen A, B, C.
Eine Mo¨glichkeit fu¨hrt u¨ber die Lo¨sung der Zustandsdifferenzengleichung.
Z-Transformation der Gleichungen bei konstanten MatrizenA, B, C ergibt
z · Z {q(t)} = A · Z {q(t)}+ z ·BW (z)
Y (z) = C · Z {q(t)} (6.60)
; Y (z) = z ·C (z · I−A)−1 B ·W (z) (6.61)
= H(z) ·W (z) (6.62)
; h(t) = Z−1
{
z ·C (z · I−A)−1 B
}
. (6.63)
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Eine andere Mo¨glichkeit, h(t) zu erhalten, liegt in der Rekursion der Zu-
standsgleichung:
q(T ) = A
[
Aq(T − 2) +B w(T − 1)]+B w(T )
. . .
q(t) = At q(0) +
t∑
τ=1
At−τ B · w(τ)
; y(t) = C q(t) = CAt q(0) +
t∑
τ=1
CAt−τ B · w(τ) . (6.64)
In der Regel setzt man q(0) = 0. Die Summe la¨sst sich als Faltung interpre-
tieren, und daraus liest man die (kausale) Impulsantwort h(t) ab:
h(t) = CAtB . (6.65)
Diese Koeffizienten sind auch unter dem Namen Markov-Parameter bekannt
[Men81].
Diese beiden Herleitungen verdeutlichen, wie eng die Zustandsraumdarstel-
lung mit der Faltung verknu¨pft ist. Es existieren sogar spezielle Vorgehens-
weisen, wie aus einem gegebenen h(t) durch geschickte (numerische) Zer-
legung in das Matrixprodukt CAtB ein Zustandsraummodell gewonnen
werden kann (Singula¨rwert-Zerlegung, [Men81]).
Somit ist in Verbindung mit den Ergebnissen des letzten Abschnittes klar,
dass durch Scha¨tzung von yˆ(t) mittels eines akausalen Wiener-Filters und
anschließender Filterung mit h−1(t) das gleiche Ergebnis fu¨r wˆ(t) zu erwar-
ten ist wie bei einer direkten Scha¨tzung von wˆ(t) mittels geeigneter Kal-
man-Interpolation (fixed-interval), welche auf dem zu h(t) geho¨renden Zu-
standsraum-Modell basiert.
6.5.3 Spektrum
Wenn nun also eine Spektraldarstellung fu¨r die optimalen Scha¨tzwerte yˆ(t)
vorliegt, kann daraus sofort eine Spektraldarstellung fu¨r wˆ(t) abgeleitet wer-
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den. Aus der (akausalen) Lo¨sung der Wiener-Hopf-Gleichung (6.54) lesen
wir ab:
RYˆ (ω) =
∣∣H(ω)∣∣2 · RWˆ (ω) (6.54)= ∣∣G(ω)∣∣2 ·RZ(ω) (6.66)
; RWˆ (ω) =
∣∣∣∣∣G(ω)H(ω)
∣∣∣∣∣
2
·RZ(ω) =
R2Y,Z(ω)∣∣H(ω)∣∣2 ·RZ(ω) . (6.67)
Dieses Ergebnis kann auch als lineare Filterung des beobachteten Prozesses
z(t) mit dem
”
optimalen“ Entfaltungsfilter
Hdec(ω) ≡ G(ω)
H(ω)
=
RY,Z(ω)
H(ω) · RZ(ω) (6.68)
betrachtet werden. Diese U¨bertragungsfunktion soll nun weiter analysiert
werden, und zwar im Hinblick auf das der Kalman-Interpolation zugrun-
de liegende Zustandsraum-Modell fu¨r einkanalige Prozesse. Der Einfachheit
halber seien hier dessen wichtigste Eigenschaften kurz wiederholt:〈
w(t) · v(ϑ)〉 = 0 (6.69)
rW (τ) ≡
〈
w(t) · w(t + τ)〉 = σ2W δ(τ) (6.70)
rV (τ) ≡
〈
v(t) · v(t+ τ)〉 = σ2V δ(τ) . (6.71)
Die Annahme, dass das Sto¨rrauschen unkorreliert sein soll, ist keine Ein-
schra¨nkung, da korreliertes Rauschen durch zusa¨tzliche Zustandsvariablen,
d.h. durch Filterung eines weißen Sto¨rrauschens modelliert werden kann.
Dies fu¨hrt auf eine Erweiterung des Zustandsvektors ([Sor66], S.238ff;
[BH97], S.225ff).
Mit z(t) = y(t) + v(t) und y(t) = h(t) ∗ w(t) erha¨lt man fu¨r die Leistungs-
dichtespektren
RZ(ω) = RY +V (ω) = RY (ω) +RV (ω) = RY (ω) + σ
2
V (6.72)
RY,Z(ω) = RY,Y +V (ω) = RY (ω) (6.73)
RY (ω) =
∣∣H(ω)∣∣2 ·RW (ω) = ∣∣H(ω)∣∣2 · σ2W . (6.74)
Mit diesen Gleichungen in (6.68) eingesetzt gelangen wir zu dem wichtigen
Ergebnis fu¨r die aus der Entfaltung mittels Kalman-Interpolation resultie-
rende U¨bertragungsfunktion, das Entfaltungsfilter Hdec(ω):
Hdec(ω) =
∣∣H(ω)∣∣2 · σ2W[∣∣H(ω)∣∣2 · σ2W + σ2V ] ·H(ω) (6.75)
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; Hdec(ω) =
H∗(ω) · σ2W∣∣H(ω)∣∣2 · σ2W + σ2V . (6.76)
Diese U¨bertragungsfunktion gilt im
”
quasistationa¨ren“ Fall und entspricht
dem akausalen Wiener-Filter fu¨r die Entfaltung. Wie immer ist die
Spektralanalyse von instationa¨ren Prozessen nur dann legitim, wenn sich
H(ω), σ2W und σ
2
V innerhalb des betrachteten Signalausschnittes nicht
wesentlich a¨ndern. Zur Beru¨cksichtigung von Einschwingvorga¨ngen des
Entfaltungsfilters Hdec(ω) in der Na¨he abrupter Signala¨nderungen soll-
te die Spektralanalyse erst nach einer vollen La¨nge der Impulsantwort
hdec(t) = F−1
{
Hdec(ω)
}
gestartet werden, weshalb eine großzu¨gige Mas-
kierung von kleinen, stark instationa¨ren Bereiche sinnvoll ist.
Entscheidend fu¨r das Versta¨ndnis ist hier, dass unter stationa¨ren Bedingun-
gen die Filterung mit der U¨bertragungsfunktion Hdec(ω) und die rekursive
Entfaltung mittels Kalman-Interpolation a¨quivalent zueinander sind. Das
durch Entfaltung zu rekonstruierende Signal braucht also nicht weißes Rau-
schen zu sein, d.h. es stellt keine Verletzung der Voraussetzungen dar, wenn
das Eingangssignal w(t) farbig ist.
Ganz allgemein ist also das Leistungsdichtespektrum des rekonstruierten
Signals wˆ(t)
RWˆ (ω) =
∣∣Hdec(ω)∣∣2 ·RZ(ω) (6.77)
=
∣∣Hdec(ω)∣∣2 · [∣∣H(ω)∣∣2 · RW (ω) + σ2V ] (6.78)
RWˆ (ω) =
∣∣∣∣∣∣
H∗(ω) · σ2W∣∣H(ω)∣∣2 · σ2W + σ2V
∣∣∣∣∣∣
2
·
[∣∣H(ω)∣∣2 ·RW (ω) + σ2V ] . (6.79)
Fu¨r den Sonderfall, dass w(t) tatsa¨chlich weiß ist, wird das Leistungsdich-
tespektrum des entfalteten Signals zu
RWˆ (ω) =
∣∣Hdec(ω)∣∣2 · [∣∣H(ω)∣∣2 · σ2W + σ2V ] (6.80)
=
∣∣H(ω)∣∣2 · σ4W∣∣H(ω)∣∣2 · σ2W + σ2V .
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Wenn dann außerdem keine Sto¨rungen vorliegen, d.h. σV = 0, ist das ent-
faltete Signal weißes Rauschen RWˆ (ω) = σ
2
W .
Fu¨r σ2V 6= 0 ist RWˆ (ω) kein weißes Leistungsdichtespektrum, was auch mit
Hilfe der geschlossenen Form des Fixed-interval-Algorithmus’ gezeigt werden
kann [Men81].
6.5.4 σ2W und σ
2
V als Filterparameter
Aus der Beschreibung des Entfaltungsalgorithmus’ sowie aus den Betrach-
tungen u¨ber das Spektrum des entfalteten Signals geht klar hervor, dass die
Parameter σ2W und σ
2
V einen entscheidenden Einfluss auf das Ergebnis ha-
ben. Da die genauen Werte dieser Parameter normalerweise nicht bekannt
sind, mu¨ssen sie aus dem gemessenen Signal z(t) ermittelt werden.
In Abschnitt 5.6.2 (S.64) wurde an der hier verwendeten Ultraschall-Appa-
ratur fu¨r Eindringtiefen > 10 cm farbiges Rauschen gemessen. Die Modellie-
rung farbigen Rauschens im Zustandsraum wu¨rde die Entfaltung erheblich
komplexer machen. Man beachte aber, dass bei einer in biologischem Gewe-
be u¨blichen Da¨mpfung von 0,5 dB/(cm ·MHz) mit einer Mittenfrequenz von
f0 = 3,5 MHz bei 10 cm Eindringtiefe, d.h. 20 cm Schallweg, der Sendepuls
schon um 35 dB abgeschwa¨cht ist und die Ru¨ckstreuung von Weichgewebe
mindestens um 20 dB schwa¨cher ausfa¨llt als eine direkte Reflexion. Unter
diesen Voraussetzungen kann zur Scha¨tzung von Ru¨ckstreuspektren sowieso
keine vernu¨nftige Rauschunterdru¨ckung mehr erwartet werden. Dieser Argu-
mentation zufolge ist im Entfaltungsalgorithmus die Annahme von weißem
Rauschen fu¨r v(t) vertretbar.
Nun muss noch ein Verfahren zur Abscha¨tzung von σ2W gefunden werden.
Gema¨ß einem Vorschlag in [JMGS93] kann die Scha¨tzung durch folgendes
Prinzip erfolgen:
Innerhalb eines quasistationa¨ren Signalabschittes gilt fu¨r die Korrelations-
folgen der Signale (Eingangssignal W und additives Rauschen V statistisch
unabha¨ngig, h(t): Impulsantwort der U¨bertragungsfunktion in diesem Si-
gnalabschnitt):
rh(τ) =
∞∑
t=−∞
h(t)h(t+ τ) (6.82)
rZ(τ) = rh(τ) ∗ rW (τ) + rV (τ) . (6.83)
Nehmen wir nun an, dass W na¨herungsweise weißes Rauschen ist:
rW (τ) ≈ σ2W · δ(τ) . (6.84)
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Dieser Forderung kann durch entsprechendes Design des Entfaltungsprozes-
ses, d.h. durch geschickte Wahl der Referenz (U¨bertragungsfunktion H(ω)),
leicht nachgekommen werden. Nun ist es mo¨glich, Gleichung (6.83) nach σ2W
aufzulo¨sen:
σ2W ≈
rZ(τ)− rV (τ)
rh(τ)
∣∣∣∣∣
τ=0
=
1
2pi
∫ pi
−pi RZ(ω)−RV (ω) dω
1
2pi
∫ pi
−pi
∣∣H(ω)∣∣2 dω . (6.85)
Dieser Ausdruck kann fu¨r theoretische Betrachtungen benutzt werden, wenn
die Autokorrelationsfolgen bzw. die entsprechenden Leistungsdichtespektren
von vornherein bekannt sind. Fu¨r eine Scha¨tzung aus dem gemessenen Signal
bietet sich folgende Berechnungsvorschrift an (erwartungstreu, weil z(t) als
mittelwertfrei angenommen wird):
rˆZ(τ = 0) =
1
T
T∑
t=1
z2(t) (6.86)
Setzen wir zudem RV (ω) = σ
2
V , erhalten wir schließlich die Scha¨tzvorschrift
σˆ2W ≡
1
T
∑T
t=1 z
2(t)− σ2V
1
2pi
∫ pi
−pi
∣∣H(ω)∣∣2 dω . (6.87)
Ungu¨nstige Wahl der Fensterla¨nge T kann zu Artefakten im entfalteten
Signal fu¨hren, vor allem in der Umgebung von Reflexionsstellen (Impulsen).
Deshalb wird im Anschluss an die Ero¨rterung der Rekonstruktion von Im-
pulsen nochmals auf die Scha¨tzung von σ2W eingegangen (Abschnitt 6.8.3).
6.6 Robustheit des Entfaltungsfilters
Im Regelfall sind σˆ2W und σˆ
2
V unsichere Scha¨tzwerte. Um die Robustheit des
Entfaltungsfilters abscha¨tzen zu ko¨nnen, betrachten wir das verallgemeiner-
te Filter mit variablem Parameter p:
Hdec(ω) =
H∗(ω)∣∣H(ω)∣∣2 + 1p . (6.88)
In einem konkreten Anwendungsfall, in dem die Form der zu erwartenden
Spektren im Voraus weitestgehend bekannt ist, kann p so eingestellt werden,
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Abb. 6.3: — Relatives Spektrum RW (ω), - - - Erwartungswerte der
Entfaltungen, RWˆ (ω), mit akausalem Entfaltungs-Filter fu¨r
〈σˆ2W 〉 =
∫ pi
−pi RY (ω) dω/
∫ pi
−pi |H(ω)|2 dω und p = γ · 〈σˆ2W 〉/σ2V
mit σ2V = −40 dB. Amplitudengang
∣∣H(ω)∣∣2 wie in Abb. 6.2.
dass optimale Kompromisse fu¨r die Scha¨tzung von relativen Ru¨ckstreuspek-
tren innerhalb eines bestimmten Bandbereichs erreicht werden. Auf diese
Weise fungiert p als filter tuning parameter (einfaches Beispiel in [Men81]).
Dies ist in Abb. 6.3 demonstriert, indem mit p = γ · 〈σˆ2W 〉/σ2V ein zusa¨tzli-
cher variabler Multiplikator γ eingefu¨hrt wurde. Mit dieser Sichtweise wird
die naturgegebene Schwankung des Scha¨tzwerts σˆ2W erfasst. Die Abbildung
fu¨r γ = 1 zeigt auch das typische Verhalten des (akausalen) Entfaltungs-
Filters, welches das Rauschen im Sperrbereich des Bandpasses H(ω) zu un-
terdru¨cken sucht. Ein Minimum-Varianz-Scha¨tzer ist eben in der Regel nicht
erwartungstreu, und dieses Verhalten zeigt sich auch hier.
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Der Ansatz mit variablem p erlaubt auch die Beurteilung des Verhaltens
der Entfaltung, wenn z.B. σ2W zu hoch oder zu niedrig gewa¨hlt wurde. Es
geht in diesem Zusammenhang auch um Einscha¨tzung der Robustheit der
Entfaltung bei unsicherem σˆ2W oder σˆ
2
V . Wir setzen daher
p =
σˆ2W
σˆ2V
=
γ · σ2W
σ2V
. (6.89)
Fu¨r sehr große γ gilt dann
lim
γ→∞
RWˆ (ω) = limγ→∞
∣∣H(ω)∣∣2(∣∣H(ω)∣∣2 + σ2V
γ·σ2
W
)2 · (∣∣H(ω)∣∣2 ·RW (ω) + σ2V )
(6.90)
= RW (ω) +
σ2V∣∣H(ω)∣∣2 . (6.91)
Hieraus wird deutlich, dass selbst mit viel zu hoch gescha¨tztem σ2W in-
nerhalb der U¨bertragungsbandbreite des Systems, wo
∣∣H(ω)∣∣2  σ2V ist,
immer noch gute Scha¨tzwerte fu¨r das relative Ru¨ckstreuspektrum RW (ω)
gewonnen werden ko¨nnen. Nur in den Frequenzbereichen mit schlechtem
Signal-Rausch-Verha¨ltnis, d.h.
∣∣H(ω)∣∣2 ≈ σ2V (oder gar ∣∣H(ω)∣∣2 < σ2V ) wird
RW (ω) viel zu hoch gescha¨tzt, was sich insgesamt in einer zu hohen Varianz
σ2
Wˆ
des entfalteten Signals niederschla¨gt.
In der anderen Richtung, γ → 0, ko¨nnen wir zum Zwecke einer Abscha¨tzung
innerhalb der U¨bertragungsbandbreite, d.h. mit
∣∣H(ω)∣∣2  σ2V , folgende
Na¨herung angeben:
RWˆ (ω) =
1(
1 +
σ2
V
γ·σ2
W
·|H(ω)|2
)2
· ∣∣H(ω)∣∣2
·
(∣∣H(ω)∣∣2 ·RW (ω) + σ2V )
(6.92)
≈ 1(
1 +
σ2
V
γ·σ2
W
·|H(ω)|2
)2 · RW (ω) . (6.93)
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Tolerieren wir maximal ein Prozent Fehler, mu¨ssen wir fordern:
1(
1 +
σ2
V
γ·σ2
W
·|H(ω)|2
)2 > 0,99 (6.94)
;
σ2V
γ · σ2W ·
∣∣H(ω)∣∣2 < 0,005 . (6.95)
Hierbei ist
∣∣H(ω)∣∣2 ·σ2W /σ2V das Signal-Rausch-Verha¨ltnis des resultierenden
Signals z(t):∣∣H(ω)∣∣2 · σ2W
σ2V
= 30 dB ; γ > 0,2 (6.96)
∣∣H(ω)∣∣2 · σ2W
σ2V
= 40 dB ; γ > 0,02 . (6.97)
Diese Abscha¨tzungen sowie der Fehler fu¨r γ → ∞ verdeutlichen, wie ro-
bust das vorgestellte Entfaltungsfilter bezu¨glich der Scha¨tzung von relati-
ven Ru¨ckstreuspektren innerhalb von Bandbreiten genu¨gend hohen Signal-
Rausch-Verha¨ltnisses ist.
Eine weitere Fehlerquelle in der Entfaltung ist die Unsicherheit in der ge-
scha¨tzten ReferenzH(ω). Im ungu¨nstigsten Fall ist diese Referenz selbst mit
Rauschen behaftet. Dann ist das Leistungsdichtespektrum des entfalteten
Signals
RWˆ (ω) =
∣∣H(ω)∣∣2 + σ2V(∣∣H(ω)∣∣2 + σ2V + σ2Vγ·σ2
W
)2 · (∣∣H(ω)∣∣2 ·RW (ω) + σ2V ) . (6.98)
Um das Verhalten dieser Entfaltung weiter zu beleuchten, sind wiederum
Grenzwertbetrachtungen hilfreich:
lim
γ→∞
RWˆ (ω) =
∣∣H(ω)∣∣2 · RW (ω) + σ2V∣∣H(ω)∣∣2 + σ2V . (6.99)
Dieser Ausdruck entspricht dem der Division von Spektren, bei der kei-
nerlei Rauschunterdru¨ckung stattfindet. Es ist bemerkenswert, dass dieser
Grenzwert mit dem u¨blichen γ ≈ 1 auch bei σ2W /σ2V  1 schon gut ange-
na¨hert wird, was die numerische Suche nach einem optimalen γ innerhalb
eines
”
vernu¨nftigen“ Bereichs (zwischen 0,1 und 10) nutzlos macht (siehe
na¨chsten Abschnitt).
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6.7 Beispiele und Optimierung: Stationa¨rer Fall
Ziel dieses Abschnittes ist es, fu¨r typische relative Ru¨ckstreuspektren die
Fehler der beiden vorgestellten Entfaltungsmethoden miteinander zu ver-
gleichen, also der Entfaltung im Frequenzbereich (Division von Spektren)
und der Entfaltung im Zeitbereich (Kalman-Interpolation nach Mendel).
Zudem sollen noch einige praktische Aspekte der Mendel-Entfaltung be-
leuchtet werden, um schließlich zu einer optimierten Rekonstruktion der
relativen Ru¨ckstreuspektren zu gelangen.
6.7.1 Parameter der Berechnungen
Die nun folgenden Fehlerabscha¨tzungen ko¨nnen nur beispielhafter Natur
sein, da allgemein gu¨ltige Rechnungen wohl kaum mo¨glich sind. Deshalb
werden typische Verla¨ufe von Ru¨ckstreuspektren verwendet, wie sie in der
Literatur zu finden sind. Bei Echos aus biologischem Weichgewebe ist eine
Linearisierung der logarithmierten Spektren in guter Na¨herung mo¨glich, zu-
mindest innerhalb einer gewissen Bandbreite (Abschnitt 3.3, S.14). Nehmen
wir also fu¨r die relativen Ru¨ckstreuspektren folgendes Modell an:
10 log10RW (ω) ≈ b0 + b1 (ω − ω0) , b0 = 10 log10 RW (ω0) . (6.100)
Einige typische Werte fu¨r b0 und b1, wie sie von verschiedenen Autoren
gefunden wurden, sind in Tab. 6.2 aufgelistet. Fu¨r die numerischen Beispiele
sowie fu¨r die spa¨teren Simulationen kommt eine FIR-Realisierung dieses
Filters zum Einsatz (IFFT des Amplitudengangs in (6.100), mit Hamming-
Fenster gewichtet, Filterla¨nge 31 Samples).
6.7.2 Methode der Berechnungen
Da die Scha¨tzung von relativen Ru¨ckstreuspektren sowie deren Parametri-
sierung im Mittelpunkt steht, bietet sich als Gu¨tekriterium der Gesamtfehler
innerhalb der Bandbreite des Gesamtu¨bertragungssystems an. Fu¨r diskre-
te Spektren ist dann der mittlere quadratische Fehler (mean squared error,
MSE):
ε2(γ) =
1
N
ω2∑
ω=ω1
∣∣∣10 log10RWˆ (ω, γ)− 10 log10RW (ω)∣∣∣2 ,
N = # {ω1, . . . ,ω2} , (6.101)
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Parameter Organ relativ zu . . . Literatur
b1 = −2,3 . . .0 dB/MHz
b0 = −45 . . .− 30 dB
Prostata Rayleigh Streu-
ung (∼ ω4) und
Fokus
[SES99]
b1 = −2 . . . − 3 dB/MHz
b0 = −15 . . .0 dB
Prostata Speziell herge-
stelltes Phantom
[JGC+00]
b1 = −2 . . . + 2 dB/MHz
b0 = −5 . . .10 dB
Leber Leber [Hui98]
Tab. 6.2: Typische Parameter des linearen Modells fu¨r Ru¨ckstreuspektren
aus Weichgewebe.
f [MHz]
Am
pl
itu
de
 [d
B]
0 2 4 6 8 10
−60
−40
−20
0
0 10 20 30 40
−0.1
0
0.1
t [samples]
Am
pl
itu
de
Abb. 6.4: Links: — Amplitudenspektrum eines Modells fu¨r |H(ω)|, - - -
gemessenes Echospektrum aus einem Phantom in der Ge-
gend des Fokus’, abzu¨glich des gemessenen Rauschpegels von
−36 dB (relativ zum Maximum bei f0). Rechts: Impulsant-
wort h(t) des Modells (6.102) (minimalphasig).
und p = γ ·〈σˆ2W 〉/σ2V sowie 〈σˆ2W 〉 =
∫ pi
−pi
RY (ω) dω/
∫ pi
−pi
|H(ω)|2 dω als Filter-
parameter im Entfaltungsfilter (6.88) zur Berechnung von RWˆ (ω, γ).
Das verwendete Modell fu¨r die U¨bertragungsfunktion H(ω) = F {h(t)}
repra¨sentiert in guter Na¨herung den Amplitudengang von Piezokeramiken
(a¨hnliches Modell in [Ho¨f95], S.23), und deckt sich gleichermaßen gut mit
dem spektralen Verlauf von gemessenen Echos aus einem Phantom (siehe
auch Abb. 6.4)
h(t) = h0 ·
(
t/τ
)2 · e−(t/τ)2 · cos (2pif0 · t) (6.102)
mit f0 = 3,8 MHz, fS = 20 MHz, τ = 2,5/f0. Die Frequenzen, bei welchen
das Amplitudenspektrum |H(ω)| um −24 dB vom Maximum abgefallen ist,
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werden durch ω1 und ω2 markiert. Mit der Wahl h0 = 0,338 liegt das Ma-
ximum von |H(ω)| bei 0 dB. Um spa¨ter konkrete Beispiele der Entfaltung
im Zustandsraum simulieren zu ko¨nnen, wird an den Verlauf von H(ω) ein
ARMA-Modell (NC = 5, NA = 6) angepasst
5. Alle nun folgenden Beispiele
und Berechnungen basieren auf diesem Modell6.
6.7.3 Einfluss von σ2W
Wie bereits in Abschnitt 6.6 besprochen wurde, hat der Filterparameter
σ2W einen gewissen Einfluss auf das Ergebnis der Entfaltung, wenn auch
innerhalb der U¨bertragungsbandbreite des Systems keine wesentlichen Ver-
a¨nderungen zu erwarten sind.
Zuna¨chst ist die Genauigkeit der Scha¨tzvorschrift fu¨r σˆ2W (Gleichung (6.87))
im Umfeld unserer Modellspektren (6.100) fu¨r RW (ω) von Interesse. Plausi-
blerweise verschlechtert sich die Scha¨tzung umso mehr, je weiter sich RW (ω)
vom flachen Verlauf entfernt, da dann die Na¨herung (6.84) zunehmend gro¨-
ber wird (Abb. 6.5). Der zum Teil doch recht große Fehler von weit u¨ber
50 % wirkt sich weniger auf die Ergebnisse innerhalb der U¨bertragungs-
bandbreite aus, sondern mehr auf die Leistung der entfalteten Signale ins-
gesamt. Allerdings sind die hohen Fehler auf ho¨here Frequenzanteile außer-
halb der U¨bertragungsbandbreite zuru¨ckzufu¨hren, wo Systemrauschen die
Rekonstruktion des relativen Spektrums sowieso verhindert.
Um die Untersuchungen u¨ber den Einfluss von σ2W zu vervollsta¨ndigen, steht
noch die Optimierung des Parameters γ in (6.101) aus:
γopt = min
γ
ε2(γ) . (6.103)
Die Suche des Minimums entspricht einem nichtlinearen Leastsquares-Pro-
blem [CL96].
5 Numerische Gauss-Newton-Suche des Minimums von
pi∑
ω=−pi

 cˆ0 +∑NCη=1 cˆη e−j ωη
1 +
∑NA
ν=1 aˆν e
−j ων
−H(ω)


2
,
mit 128 Stu¨tzstellen fu¨r ω.
6 Die Parameter des ARMA-Modells im Einzelnen:
c =
(
0,0246 −0,0184 0,0086 −0,0056 0,0029 −0,0002
)
a =
(
1 −1,9538 3,6182 −3,3844 2,9283 −1,2794 0,5301
)
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Abb. 6.5: Relativer Fehler (〈σˆ2W 〉 − σ2W )/σ2W . Scha¨tzvorschrift fu¨r σˆ2W
nach (6.87), Spektrum RW (ω) nach (6.100). Rauscheinflu¨sse
wurden vernachla¨ssigt (RV (ω) ≡ 0). Fu¨r ein weißes Spektrum
RW (ω) ≡ const., gleichbedeutend mit b1 = 0, ist der Fehler
Null.
Die Verla¨ufe des Fehlers ε(γ) in Abb. 6.6 zeigen beispielhaft, dass fu¨r ver-
schiedenste SNRs ein Minimum in der Gegend von γ ≈ 2 zu erwarten ist
und dass dieses Minimum eine deutliche Verringerung des Fehlers gegenu¨ber
γ = 1 bringt. Der flache Verlauf der Fehlerkurven fu¨r gro¨ßere Werte von γ
besta¨tigt die Grenzwertbetrachtungen aus Abschnitt 6.6 (S.96f.), wo die Ro-
bustheit des Entfaltungsfilters bezu¨glich zu großem γ bereits herausgestellt
wurde. (Vorsicht ist allerdings geboten, wenn die lokale Leistung oder die
Einhu¨llende des entfalteten Signals fu¨r bildhafte Darstellungen vorgesehen
ist, denn dann wirkt sich zu hohes γ ungu¨nstig aus.)
Dass u¨berhaupt ein Minimum von ε(γ) gefunden wird, hat seine Ursache in
der mittels γ variierten Bandbreite des Entfaltungsfilters. Mit dieser etwas
erho¨hten Bandbreite erfa¨hrt das Spektrum des entfalteten Signals beider-
seits der U¨bertragungsbandbreite des Referenzsystems eine kleine Anhe-
bung, die der Rekonstruktion von a priori exponentiellem Verlauf (linear in
dB) der relativen Spektren zum Vorteil gereicht.
Die Ergebnisse in Abb. 6.7 kristallisieren den Kompromiss γ ≈ 2 fu¨r eine
Vielzahl an Fa¨llen weiter heraus.
Im Falle rauschbehafteter Referenzen, d.h. mit
〈σˆ2W 〉 =
∫ pi
−pi RZ(ω) dω∫ pi
−pi |H(ω)|2 + σ2V dω
(6.104)
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Abb. 6.6: Rauschfreie Referenz. MSE ε(γ) innerhalb der −24 dB-
Bandbreite von
∣∣H(ω)∣∣. Der durch Kurzzeitanalyse zu er-
wartende Bias in den Spektren wurde vernachla¨ssigt. b1 =
−2 dB/MHz.
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Abb. 6.7: Rauschfreie Referenz. Optimales γopt, welches den kleinsten
MSE von RWˆ (ω) innerhalb der −24 dB-Bandbreite von
∣∣H(ω)∣∣
liefert. Der durch Kurzzeitanalyse zu erwartende Bias in den
Spektren wurde vernachla¨ssigt.
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ergeben sich a¨hnliche Verha¨ltnisse, nur dass fu¨r kleines σ2V bzw. großes b0,
in anderen Worten fu¨r großes SNR, kein Minimum im Sinne von (6.103)
gefunden wird (Abb. 6.8). Das ha¨ngt mit dem asymptotischen Verhalten
von RWˆ (ω) fu¨r γ →∞ zusammen (Gl. (6.99)). Abb. 6.8 verdeutlicht aber,
dass der Fehler fu¨r γ > 2 kaum noch abnimmt. Da bei schlechterem SNR
dagegen noch ein Optimum in der Gegend von γ ≈ 2 gefunden wird, ist
dieser Wert auch hier eine vernu¨nftige Wahl (Abb. 6.9).
U¨berraschenderweise hat die Minimierung des Fehlers ε(γ) offenbar we-
nig mit der Fehlerhaftigkeit von σˆ2W zu tun. So verlangt z.B. bei b1 =
−2 dB/MHz der relative Fehler
(
σˆ2W − σ2W
)
/σ2W von fast 80 % (siehe Abb.
6.5) nicht nach einem Ausgleich durch ho¨heres γ.
6.7.4 Einfluss des additiven Rauschens
Das additive Rauschen wird zwar im Mendel’schen Entfaltungsalgorithmus
beru¨cksichtigt, kann aber aufgrund seiner breitbandigen Natur nur bedingt
unterdru¨ckt werden. Innerhalb der U¨bertragungsbandbreite vonH(ω) findet
de facto keine Rauschminderung statt, nur in den angrenzenden Bandberei-
chen kommt der Kompromiss des Wiener-Filters zum Tragen.
Wie aus Abb. 6.10 hervorgeht, lohnt sich dieser Kompromiss aber im Ver-
gleich zur Entfaltung im Frequenzbereich, insbesondere wenn das relative
Spektrum RW (ω) sta¨rker vom weißen Spektrum der Leistung eins abweicht.
Fu¨r b0 = 0 ist die Entfaltung im Frequenzbereich nicht im Nachteil. Diese
Ergebnisse stehen im Einklang mit den Ausfu¨hrungen in Abschnitt 6.1.1.
6.7.5 Einfluss der Kurzzeitanalyse
Kommt zu dem Sto¨rfaktor Rauschen noch der durch Kurzzeit-FFT verur-
sachte Bias in den Spektren hinzu, ist die Zeitbereichsentfaltung klar im
Vorteil, und zwar umso sta¨rker, desto ku¨rzer die Zeitfenster sind und desto
steiler RW (ω) ist. Ohne den Einfluss der Kurzzeitanalyse (Abb. 6.10) stehen
die beiden Entfaltungsmethoden fu¨r b0 = 0 ungefa¨hr pari. Deshalb bietet
es sich an, den Einfluss der Fensterung im Zeitbereich bei diesem Wert zu
analysieren, wobei die auf Rauschen zuru¨ckzufu¨hrenden Fehler trotzdem be-
ru¨cksichtigt werden ko¨nnen. (Das akausale Entfaltungs-Filter bekommt mit
zunehmendem Rauschen mehr und mehr Bandpasscharakter mit ho¨herer
Sperrbandda¨mpfung. Als Folge hiervon entsteht bei der Kurzzeit-Spektral-
scha¨tzung nach der Entfaltung auch ein gro¨ßerer Bias.)
106 6. Entfaltung
1 2 3 4 5
0
1
2
3
γ
σV
2
 = −30 dB
1 2 3 4 5
0
2
4
6
γ
σV
2
 = −20 dB
Fe
hl
er
 ε(
γ)
1 2 3 4 5
0
0.1
0.2
0.3
0.4
γ
σV
2
 = −40 dB
b0=−5 dB
b0= 0 dB
b0= 5 dB
Abb. 6.8: Rauschbehaftete Referenz. MSE ε(γ) innerhalb der
−24 dB-Bandbreite von ∣∣H(ω)∣∣. Der durch Kurzzeitanaly-
se zu erwartende Bias in den Spektren wurde vernachla¨ssigt.
b1 = −2 dB/MHz.
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Abb. 6.9: Rauschbehaftete Referenz. Optimales γopt, welches den
kleinsten MSE von RWˆ (ω) innerhalb der −24 dB-Bandbreite
von
∣∣H(ω)∣∣ liefert. Der durch Kurzzeitanalyse zu erwartende
Bias in den Spektren wurde vernachla¨ssigt.
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Abb. 6.10: Fehler ε(γ = 2) innerhalb der −24 dB-Bandbreite von ∣∣H(ω)∣∣
fu¨r verschiedene Formen des relativen Spektrums RW (ω).
Mendel-Entfaltung, rauschfreie Referenz. Men-
del-Entfaltung, rauschbehaftete Referenz. Division der
rauschbehafteten Spektren. σ2V = −30 dB. Der durch Kurz-
zeitanalyse zu erwartende Bias in den Spektren wurde ver-
nachla¨ssigt.
Abb. 6.11 zeigt die Fehler in Abha¨ngigkeit des Fenstertyps fu¨r das rea-
listische σ2V = −30 dB. Um die Unterschiede mo¨glichst zu betonen, wur-
de ein sehr kurzes Fenster von 32 Samples und ein steiles RW (ω) mit
b1 = −2 dB/MHz gewa¨hlt. Als Ergebnis kann man festhalten, dass die nach
der Zeitbereichsentfaltung gewonnen Spektren erwartungsgema¨ß wesentlich
weniger durch die Fensterung beeinflusst werden als die Resultate der Di-
vision von Spektren. Das Kaiser-Fenster mit −30 dB oder −40 dB Sperr-
bandda¨mpfung ist fu¨r beide Arten der Entfaltung ein guter Kompromiss
zwischen Frequenzauflo¨sung und Leakage (weil σ2V = −30 dB). Es ko¨nnten
auch Tschebyscheff-Fenster verwendet werden, doch ziehen deren Unre-
gelma¨ßigkeiten (Anhebung an den beiden Enden des Fensters) zusa¨tzlichen
Bias nach sich, der sich vor allem bei gro¨ßeren Fensterla¨ngen bemerkbar
macht.
Abb. 6.12 veranschaulicht schließlich die Auswirkung der Fensterla¨nge.
Wa¨hrend die Scha¨tzung der quasi-weißen Spektren nach der Entfaltung
im Zeitbereich kaum eine Abha¨ngigkeit von der Fensterla¨nge offenbart,
entstehen durch die Entfaltung im Frequenzbereich zum Teil betra¨chtliche
Fehler.
108 6. Entfaltung
Bm Hm R Hn K50 K40 K30
0
0.2
0.4
0.6
0.8
1
Fensterart
Fe
hl
er
 ε
Abb. 6.11: Fehler ε(γ = 2) innerhalb der −24 dB-Bandbreite von ∣∣H(ω)∣∣
fu¨r verschiedene Fensterfunktionen (Bm: Blackman, Hm:
Hamming, R: Rechteck, Hn: Hann, Kx: Kaiser mit x dB
Sperrbandda¨mpfung), Fensterla¨nge 32 Samples. Men-
del-Entfaltung, rauschfreie Referenz. Mendel-Entfal-
tung, rauschbehaftete Referenz. Division der rauschbe-
hafteten Spektren. b0 = 0 dB. b1 = −2 dB/MHz.
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Abb. 6.12: Fehler ε(γ = 2) innerhalb der −24 dB-Bandbreite von ∣∣H(ω)∣∣
fu¨r verschiedene Fensterla¨ngen. Mendel-Entfaltung,
rauschfreie Referenz. Mendel-Entfaltung, rauschbehaf-
tete Referenz. Division der rauschbehafteten Spektren.
Kaiser-Fenster mit 40 dB Sperrbandda¨mpfung. b0 = 0 dB.
b1 = −2 dB/MHz.
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6.8 Instationa¨rer Fall
Im Zusammenhang mit der Entfaltung ko¨nnen Instationa¨rita¨ten auf meh-
reren Ebenen auftreten: Das
”
Eingangssignal“, also das zu rekonstruierende
Signal w(t) kann instationa¨r sein, aber auch die Referenzu¨bertragungsfunk-
tion und die Rauschleistung ko¨nnen zeitlich variieren. Die Referenz wird sich
in der Regel nur langsam vera¨ndern, wie die Ergebnisse aus Abschnitt 5.6
(S.63ff.) gezeigt haben. Die gro¨ßten Schwankungen sind von der Ru¨ckstreu-
ung im Gewebe zu erwarten, im Extremfall kann dies die impulsartig starke
Ru¨ckstreuung eines in schwach streuendem Medium eingebettenen kleinen
schallharten Gegenstandes sein.
Entscheidend fu¨r das Verhalten der Entfaltung unter solch extremen Bedi-
nungen ist die La¨nge der Impulsantwort des Entfaltungsfilters. Aber auch
die gescha¨tzte Leistung σˆ2W hat einen bemerkenswerten Einfluss auf das Er-
gebnis, wenn es um die Rekonstruktion von scharfen Kanten geht. Dagegen
spielt die Einschwingzeit der gesamten Entfaltung wegen eventuell ungu¨ns-
tig gewa¨hlter Anfangsparameter eher eine untergeordnete Rolle.
6.8.1 La¨nge der Impulsantwort
In den vorigen Abschnitten wurde stets stillschweigend von der A¨quivalenz
zwischen akausalem Entfaltungsfilter nach Wiener und Mendel’schem
Entfaltungsalgorithmus ausgegangen, doch strenggenommen gilt diese A¨qui-
valenz nur fu¨r t → ∞. Nach der La¨nge des Wiener-Entfaltungsfilters zu
urteilen (Abb. 6.13), beschra¨nkt sich der Einfluss des Filters jedoch auf ei-
ne kleine Zeitumgebung. Die Beispiele in Abb. 6.13 verdeutlichen zudem
den akausalen Charakter der Filter (Impulsantwort ungleich Null fu¨r Zeiten
t < 0), und die zunehmende La¨nge der Impulsantwort mit kleiner werden-
dem Verha¨ltnis σ2V /σ
2
W . La¨sst man nur langsame A¨nderungen von σ
2
W zu,
ko¨nnen (zusammen mit den ebenfalls langsamen A¨nderungen in der Refe-
renz) fu¨r die Rekonstruktion von instationa¨ren Ultraschallechos sehr a¨hnli-
che Verha¨ltnisse erwartet werden.
6.8.2 Rekonstruktion von Impulsen
Die Form der Impulsantworten des Entfaltungsfilters wirkt sich letztlich
auch auf die Rekonstruktion von Impulsen in w(t) aus. Mit kleiner wer-
dendem Verha¨ltnis σ2W /σ
2
V wird die Ho¨he der gescha¨tzten Impulse immer
geringer, bis sie schließlich im Rauschen untergehen.
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Abb. 6.13: Impulsantworten des Entfaltungsfilters nach Wiener (6.76).
H(ω) wie in (6.102).
Mit den folgenden analytischen Zusammenha¨ngen wird der Sachverhalt et-
was konkreter. Nehmen wir an, dass sich die Grenze zwischen zwei verschie-
denen Medien durch einen Impuls7 in der Reflektivita¨t a¨ußert (Amplitude
r proportional dem Reflexionskoeffizienten):
w(t) = r · δ(t) . (6.106)
Unter der Voraussetzung, dass sich das Referenzsystem und die Rauschleis-
tung in einer gewissen Umgebung des Impulses nicht wesentlich a¨ndern, ist
der entfaltete Impuls die additive U¨berlagerung eines verzerrten Impulses
und Rauschens:
wˆ(t) = hdec(t) ∗
(
h(t) ∗ w(t) + v(t))
= hdec(t) ∗
(
h(t) ∗ rδ(t) + v(t))
= r · hdec(t) ∗ h(t) + hdec(t) ∗ v(t) (6.107)
RWˆ (ω) = r
2 · ∣∣Hdec(ω) ·H(ω)∣∣2 + ∣∣Hdec(ω)∣∣2 · σ2V . (6.108)
7 Da hier nur zeitdiskrete Probleme behandelt werden, lautet die Definition des Im-
pulses:
δ(t) ≡

 1, t = 00, t 6= 0 (6.105)
Dieser diskrete Impuls ist nicht mit der Delta-Distribution im Kontinuierlichen zu ver-
wechseln, wenngleich eine enge Verwandtschaft bezu¨glich systemtheoretischer Eigenschaf-
ten besteht.
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Abb. 6.14: Impulse nach der Entfaltung mit dem Entfaltungsfilter nach
Wiener (6.76). H(ω) wie in (6.102).
Fu¨r das Leistungsdichtespektrum erha¨lt man das gleiche Ergebnis, wenn
w(t) weißes Rauschen mit der Leistung σ2W = r
2 ist. Der linke Summand
in Gleichung (6.108) beschreibt das quadrierte Amplitudenspektrum eines
determinierten Signals, wa¨hrend der rechte Summand ein echtes Leistungs-
dichtespektrum im statistischen Sinne darstellt. Beispiele fu¨r den linken
Summanden werden in Abb. 6.14 gezeigt.
Genauso wie bei der Rekonstruktion von relativen Ru¨ckstreuspektren tritt
auch hier das praktische Problem auf, wie groß und wie genau idealerweise
der Filterparameter σ2W gewa¨hlt werden soll, oder mit anderen Worten, wie
robust sich die Rekonstruktion von Impulsen mit unsicheren σˆ2W verha¨lt.
Deshalb definieren wir hier wie im letzten Kapitel einen variablen Multipli-
kator γ, der das vorgegebene
”
wahre“ σ2W vera¨ndert: p = σ
2
V /(γ · σ2W ).
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Abb. 6.15: Impuls SNR: Ho¨he des entfalteten Impulses
maxt
{
hdec(t) ∗ h(t)
}
im Verha¨ltnis zum Rauschhintergrund
|Hdec(ω)| · σV , in Abha¨ngigkeit von γ. Siehe auch (6.107),
(6.108). H(ω) wie in (6.102). σ2h ≡
∑T
t=0 h
2(t) mit T = 30,
f0/fS = 3,8/20.
Wie Abb. 6.14 demonstriert, variiert die Ho¨he des entfalteten Impulses je
nach gewa¨hltem γ betra¨chtlich. Dagegen offenbart sich die Amplitude bei
der Mittenfrequenz f0 als sehr robust. Aus dieser Abbildung ko¨nnte man
schließen, dass ein ho¨heres γ zu einer besseren Anna¨herung an die urspru¨ng-
liche Ho¨he des Impulses fu¨hrt. Allerdings erho¨ht sich dann auch die Rausch-
leistung, die in (6.108) durch den zweiten Summanden repra¨sentiert wird.
Deshalb ist in jedem Falle das Verha¨ltnis der Ho¨he des entfalteten Impulses
zum Rauschhintergrund zu beachten. Das Ergebnis in Abb. 6.15 weist somit
in die entgegengesetzte Richtung, d.h. γ sollte eher klein gewa¨hlt werden, da
sich der entfaltete Impuls sonst schlechter vom Rauschhintergrund abhebt.
6.8.3 Konsequenzen fu¨r die Scha¨tzung von σ2W
Beim In-vivo-Ultraschall sind Organgrenzen, Blutgefa¨ße etc. fu¨r Reflexions-
stellen verantwortlich, und somit ist der Impuls in w(t) in der Regel auf
beiden Seiten mit zufa¨lligen Ru¨ckstreusignalen des angrenzenden Gewebes
umgeben. Wu¨rde man nun das hohe σ2W der Reflexionsstelle auch fu¨r die
Entfaltung der benachbarten schwach streuenden Gewebe einsetzen, wa¨re
dort die Leistung des entfalteten Signals viel zu hoch, und in ungu¨nstigen
Fa¨llen ko¨nnen sogar zusa¨tzliche Impulse auftreten, die als reine Artefakte
zu werten wa¨ren. Demzufolge ist eine zuverla¨ssige Entfaltung von In-vivo-
Ultraschallechos, die sich bekanntlich durch starke Heterogenita¨t auszeich-
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nen, nur mit mo¨glichst hoch aufgelo¨ster Scha¨tzung von σ2W mo¨glich. Da
aber andererseits mit erho¨hter o¨rtlicher Auflo¨sung von σˆ2W auch die Varianz
var
{
σˆ2W
}
zunimmt, muss ein Kompromiss gefunden werden.
Wa¨hrend sich die Scha¨tzung von relativen Ru¨ckstreuspektren aus entfal-
teten Echos als robust gegenu¨ber Schwankungen des Filterparameters σ2W
erwiesen hat, stellten sich Scha¨tzungen von Impulsho¨he und lokaler mittlerer
Leistung als anfa¨llig heraus, was nach niedriger Varianz var
{
σˆ2W
}
verlangt.
Eine mo¨gliche Kompromisslo¨sung ist mit dem Medianfilter zu erreichen, der
eine gewisse Mittelwertbildung (Gla¨ttung) verrauschter Daten ohne ein Ver-
schleifen scharfer Kanten ermo¨glicht [Ja¨h93], S.122f, [KZ95], S.269ff. Scharfe
Impulse werden zwar auch ausgegla¨ttet, was im Lichte der Ergebnisse des
vorigen Abschnittes 6.8.2 aber nicht unbedingt ins Gewicht fa¨llt: Obwohl die
entfalteten Impulse mit dem dann zu niedrigen Filterparameter σ2W nicht
die richtige Ho¨he erreichen, werden sie trotzdem mit gutem Kontrast zum
Rauschhintergrund rekonstruiert.
Im Rahmen der vorliegenden Arbeit hat sich fu¨r die Bestimmung von σˆ2W
folgende Vorgehensweise bewa¨hrt:
1. Den eventuell vorhandenen Gleichanteil der HF-Echos beseitigen.
2. Die lokale mittlere Leistung entlang jedes A-Scans bestimmen: σˆ2Z(t) =∑TW−1
τ=−TW
z(t+ τ) mit der Fenstergro¨ße 2TW = 32 und der Fensterver-
schiebung t = k·∆t, ∆t = 16, k ∈   (bei f0 ≈ 3,5 MHz, fS = 20 MHz).
3. Die Ergebnisse aller A-Scans zu einer Matrix zusammenfassen (jede
Spalte entha¨lt einen A-Scan).
4. Einen Medianfilter der Gro¨ße 11× 5 (Zeilen × Spalten) auf diese Ma-
trix anwenden. Dieser Wahl haftet natu¨rlich eine gewisse Willku¨r an,
doch ha¨ngt der optimale Kompromiss wesentlich vom Bildinhalt ab.
5. σˆ2W nach Gl. (6.87), S.96 scha¨tzen.
6. Resultat interpolieren, so dass fu¨r jeden Abtastwert z(t) ein σˆ2W (t) zur
Verfu¨gung steht.
6.8.4 Beispiel: Spektralscha¨tzung in instationa¨rer Umgebung
Zur weiteren Veranschaulichung der Entfaltung und der Scha¨tzung von
Spektren nach der Entfaltung diene das nun folgende Beispiel. Die einzelnen
Schritte der Simulationsstudie waren:
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1. Weißes Rauschen (normalverteilt) der Leistung eins wurde in zwei
Zeitabschnitten (regions of interest, ROIs) mit FIR-Filtern vera¨ndert,
so dass 10 · log10RW (ω) = b0 + b1 · (ω − ω0). ROI#1 mit b0 = 0,
b1 = −2 dB/MHz. ROI#2 mit b0 = 5, b1 = 2 dB/MHz.
2. Das Resultat wurde mit einem zeitvarianten ARMA-System gefaltet
(zeitvariante Faltung im Zustandsraum, ARMA-Modell aus RPEM
Systemidentifikation von Echos aus Streuphantom, Abb. 5.9 auf S.72).
3. Normalverteiltes Rauschen der Leistung σ2V = −30 dB wurde hinzu-
addiert.
4. Bestimmung von σˆ2W , wie im vorigen Abschnitt beschrieben (abwei-
chend davon: Fenstergro¨ße 2TW = 64, Fensterverschiebung ∆t = 32;
Medianfilter nur eindimensional mit La¨nge = 11). Ergebnis in Abb.
6.16.
5. Entfaltung nach Mendel mit γ = 2. Die Referenz ist das System aus
Punkt 2.
6. Kurzzeit-Spektralanalyse mit gemittelten Periodogrammen. La¨nge der
FFT: 64 Samples. Fensterfunktion: Blackman-Fenster. Mittelwert-
bildung fu¨r jede Fensterverschiebung aus zehn statistisch unabha¨ngi-
gen Simulationen. Ergebnisse innerhalb der beiden ROIs in Abb. 6.17.
7. Lineare Regression in allen logarithmierten Leistungsdichtespektren
(dB-Skala), um die Scha¨tzwerte bˆ0, bˆ1 zu erhalten. Bandbreite fu¨r die
Regression: 2,26 . . .5 MHz. Ergebnisse in Abb. 6.18.
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Abb. 6.16: - - - Wahrer Verlauf σ2W (t). — Gescha¨tzter Verlauf σˆ
2
W (t)
nach (6.87) (Abschnitt 6.5.4) sowie Abschnitt 6.8.3. Zum
Scha¨tzfehler siehe Abb. 6.5.
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Abb. 6.17: — Wahres relatives Spektrum, RW (ω), innerhalb der ROI.
- - - Erwartungswert des gescha¨tzten relativen Spektrums,
RWˆ (ω) nach Gleichung (6.79). · · · Mittelwert aus allen
RˆW (ω) innerhalb der ROI. H(ω) wie in (6.102).
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Abb. 6.18: Links: - - - Wahrer Verlauf b0(t). — Gescha¨tzter Verlauf
bˆ0(t). Rechts: - - - Wahrer Verlauf b1(t). — Gescha¨tzter Ver-
lauf bˆ1(t).
6.9 Zusammenfassung
In diesem Kapitel wurde untersucht, inwieweit ein spezieller Entfaltungs-
algorithmus, der auf der Kalman-Interpolation beruht, fu¨r die Entfaltung
von Ultraschallechos geeignet ist. Wie gezeigt wurde, schra¨nkt der Algo-
rithmus die weitere Verarbeitung der entfalteten Echos in keiner Weise ein,
da sowohl relative Ru¨ckstreuspektren als auch instationa¨re Bereiche wie Im-
pulse und sprunghafte A¨nderungen des Ru¨ckstreuverhaltens sehr gut rekon-
struiert werden. Fu¨r die Scha¨tzung von relativen Ru¨ckstreuspektren ist die
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Entfaltung, die hier im Zeitbereich erfolgt, im Vergleich zu der u¨blichen Me-
thode, der Division von lokalen Kurzzeitspektren, sogar deutlich im Vorteil.
Somit eignet sich der Algorithmus hervorragend fu¨r eine Standardisierung
von Ultraschallechos aus unterschiedlichsten Gera¨ten.
7. Scha¨tzung von Ru¨ckstreuspektren
Aus den Ru¨ckstreuspektren von Ultraschallechos ko¨nnen zweierlei Informa-
tionen u¨ber Eigenschaften des beschallten Mediums gewonnen werden: Die
frequenzabha¨ngige Ru¨ckstreuamplitude und die ebenfalls von der Frequenz
abha¨ngige Da¨mpfung. In der Diskussion u¨ber die fu¨r eine Gewebedifferen-
zierung relevanten Parameter (Kapitel 3) wurde bereits herausgestellt, dass
fu¨r die spektralen Parameter logarithmierte Spektren (dB-Skala) zugrunde
gelegt werden, vor allem weil sich dann Linearisierungen der (korrigierten)
Ru¨ckstreuspektren anbieten, sofern es sich beim Medium um biologisches
Weichgewebe handelt.
Da aber selbst in der allgemeinen Literatur u¨ber Spektralscha¨tzverfahren
[Kay88, Koo95, KK98] nicht auf die statistischen Eigenschaften von den
hier wichtigen logarithmierten Spektren eingegangen wird, soll dieses Kapi-
tel eine entsprechende Analyse fu¨r die klassischen Periodogramm-basierten
Spektralscha¨tzer bieten, insbesondere im Hinblick auf die Forderung, mit
mo¨glichst wenig Datenmaterial (hohe Ortsauflo¨sung von Parameterbildern)
Scha¨tzwerte mit geringer Varianz und gleichzeitig akzeptabel geringer Ver-
fa¨lschung (Bias) zu erreichen. Ein Großteil des Kapitels wurde in [Gu¨n01a]
vero¨ffentlicht.
7.1 Theoretische Grundlagen
Jeder Entwurf eines statistischen Scha¨tzers zielt auf erwartungstreue Ergeb-
nisse mit niedriger Varianz. In der Spektralscha¨tzung kann niedrige Varianz
auf zweierlei Weise erreicht werden: Die erste Methode ist es, einen Mit-
telwert aus einigen statistisch unabha¨ngigen Periodogrammen des gleichen
stochastischen Prozesses zu bilden. Die Periodogramme durch Filterung im
Frequenbereich zu gla¨tten ist die zweite Mo¨glichkeit, aber in diesem Fall
mu¨ssen wir darauf achten, dass dies mit einem Verlust an Frequenzauflo¨-
sung verbunden ist.
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Dieses Kapitel konzentriert sich auf die Untersuchung von Periodogrammen
mit logarithmischer Skalierung, und zwar sowohl nach Mittelwertbildung als
auch nach Gla¨ttung. Deshalb ist der Ausgangspunkt die statische Analyse
des Periodogramms mit linearer Amplitude.
Fu¨r zufa¨llige Zeitreihen definiert das Theorem von Wiener-Chintchine
das Leistungsdichtespektrum als Fourier-Transformation der Autokorrela-
tionsfolge. Wir ko¨nnen einen Scha¨tzwert dieses Leistungsdichtespektrums
erhalten, indem wir das Periodogramm berechnen (durch hochgestelltes per
gekennzeichnet):
RˆperX (ω) ≡
∣∣X(ω)∣∣2 (7.1)
mit X(ω) ≡ 1√
T
t0+T∑
t=t0
x(t) e−j ωt , (7.2)
wobei X(ω) die diskrete Fourier-Transformation eines Ausschnittes von x(t)
ist, skaliert mit 1/
√
T (t, t0 ∈   und T ∈   +). Die Kreisfrequenz ω =
2pif/fS ist hier immer relativ zur Abtastfrequenz fS gemeint. Wenn wir
dies in Real- und Imagina¨rteil aufspalten, erhalten wir
X(ω) = ReX(ω) + j ImX(ω)
; RˆperX (ω) =
[
ReX(ω)
]2
+
[
ImX(ω)
]2
(7.3)
Fu¨r T →∞ sind Real- und Imagina¨rteil statistisch unabha¨ngig voneinander
und sie haben beide eine Normalverteilung mit Mittelwert Null und Varianz
σ2R gema¨ß ([Koo95]; RX(ω) ist das wahre Leistungsdichtespektrum)
lim
T→∞
σ2R(ω) =
1
2
RX (ω) . (7.4)
Daraus folgt, dass der Ausdruck
RˆperX (ω)
σ2R(ω)
=
[
ReX(ω)
]2
σ2R(ω)
+
[
ImX(ω)
]2
σ2R(ω)
(7.5)
eine χ2(2)-Verteilung mit Mittelwert 2 und Varianz 4 hat [Koo95, Pap91].
Folglich sind Erwartungswert und Varianz des Periodogramms〈
RˆperX (ω)
〉
= 2σ2R(ω) = RX (ω) (7.6)
var
{
RˆperX (ω)
}
= 4σ4R(ω) = R
2
X (ω) (7.7)
fu¨r T →∞ , ω 6= 0,± pi .
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Aus diesem Ergebnis schließen wir, dass das Periodogramm kein konsistenter
Scha¨tzer ist und dass zur Verringerung der hohen Varianz eine Mittelwert-
bildung oder Gla¨ttung erforderlich ist.
Definieren wir das Amplitudenspektrum als Wurzel aus dem Periodogramm:
√
RˆperX (ω) =
∣∣X(ω)∣∣ =√[ReX(ω)]2 + [ImX(ω)]2 . (7.8)
Die normierte Variable√
RˆperX (ω)
σR(ω)
=
√[
ReX(ω)
]2
σ2R(ω)
+
[
ImX(ω)
]2
σ2R(ω)
(7.9)
hat eine Rayleigh-Verteilung mit der Wahrscheinlichkeitsdichte fZ(z) =
z · e−z2/2 , z ≥ 0, deren Mittelwert gleich √pi/2 und deren Varianz gleich
(4− pi)/2 ist. Erwartungswert und Varianz des Amplitudenspektrums sind
damit
〈√
RˆperX (ω)
〉
=
√
pi
2
· σR(ω) =
√
pi
2
·
√
RX(ω) (7.10)
var
{√
RˆperX (ω)
}
=
4− pi
2
σ2R(ω) =
4− pi
4
RX(ω)
fu¨r T →∞ , ω 6= 0,± pi . (7.11)
Die Rayleigh-Verteilung im Amplitudenspektrum ergibt sich also zwangs-
la¨ufig aus der Scha¨tzmethode, und eine Verbindung zur Entstehung von
Ultraschallechos kann nur in der Frage bestehen, ob die untersuchten
Ru¨ckstreustrukturen die Voraussetzungen fu¨r obige Herleitung erfu¨llen,
d.h. ob die Ru¨ckstreustrukturen stochastischer und (quasi-) sta¨tiona¨rer
Natur sind. In [Hui98] (S.18) wird na¨mlich davon ausgegangen, dass die
Rayleigh-Verteilung im Amplitudenspektrum speziell mit der Natur der
Ultraschallechos zusammenha¨ngt. Außerdem ist noch anzumerken, dass
sich die Rayleigh-Verteilung der Einhu¨llenden eines Ultraschallechos aus
anderen Gru¨nden ergibt (Betrag des analytischen Signals; siehe Abschnitt
8.1.1).
Es sei hier betont, dass alle diese Ergebnisse nur fu¨r T → ∞ exakt gelten.
Numerische Beispiele zeigen jedoch schon fu¨r kleine Fensterla¨ngen von T =
32 Abtastwerten eine sehr gute U¨bereinstimmung mit diesen theoretischen
Ergebnissen.
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7.2 Mittelwertbildung aus Spektralscha¨tzungen
Dieser Abschnitt ist der Entwicklung von Ausdru¨cken fu¨r Erwartungswert
und Varianz in Amplitudenspektren mit logarithmierter Skala gewidmet, die
aus Mittelung weniger unabha¨ngiger Scha¨tzungen resultieren: Instationa¨re
Signalabschnitte und begrenzte Beobachtungszeit schra¨nken die Anzahl der
fu¨r eine Mittelung zur Verfu¨gung stehenden unabha¨ngigen Scha¨tzungen ein
(typischerweise < 10).
Zur Berechnung von Log-Amplitudenspektren durch Mittelwertbildung sind
mehrere Mo¨glichkeiten denkbar:
1.
”
LMP“ (Logarithmus des Mittelwertes aus Periodogrammen): Mittel-
wertbildung aus statistisch unabha¨ngigen Periodogrammen, anschlie-
ßend Logarithmierung (log
√
x = 0,5 · logx), u.a. benutzt in [UO85,
LGFE83, JGC+00].
2.
”
LMA“ (Logarithmus des Mittelwertes aus Amplitudenspektren):
Mittelwertbildung aus den Quadratwurzeln von Periodogrammen,
benutzt in [OTH+91, Hui98].
3.
”
MLA“ (Mittelwert aus logarithmierten Amplitudenspektren), in
[BLFP87] betrachtet.
Alle diese Methoden liefern unterschiedliche Erwartungswerte und Varian-
zen, abha¨ngig von der Anzahl der gemittelten Spektren. Herleitungen hierzu
folgen in den na¨chsten drei Abschnitten.
7.2.1 Methode LMP
Wir definieren das Log-Amplitudenspektrum zu
AX(ω) ≡ 0,5 · logRX(ω) . (7.12)
Die Scha¨tzvorschrift fu¨r die Methode LMP lautet
AˆLMPX (ω) ≡ 0,5 · log

 1
M
M∑
m=1
RˆperX (ω,m)

 . (7.13)
Nun definieren wir eine Hilfsvariable Z:
Z ≡
M∑
m=1
RˆperX (ω,m)/σ
2
R(ω) (7.14)
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mit σ2R(ω) = RX(ω)/2 aus Gl. (7.4). Dieses Z hat eine χ
2(2M)-Verteilung
mit der Dichte ([Pap91], S.79)
fZ(z) =
1
2M · Γ(M) · z
M−1 · e−z/2 , z ≥ 0 (7.15)
mit Γ(M) ≡
∫ ∞
0
yM−1 e−y dy, M ≥ 1 . (7.16)
Der Scha¨tzer lautet nun
AˆLMPX (ω) = 0,5 · log
(
1
M
· σ2R(ω) · Z
)
(7.17)
Nehmen wir Erwartungswerte und ordnen die Terme erhalten wir〈
AˆLMPX (ω)
〉
= 0,5 · logRX(ω) + 0,5 ·
(− logM − log 2 + 〈logZ〉) . (7.18)
Der rechte Summand entspricht dem Bias, im Folgenden als bLMP(M) be-
zeichnet (vgl. (7.12)):〈
AˆLMPX (ω)
〉
= AX (ω) + bLMP(M) . (7.19)
〈logZ〉 kann analytisch berechnet werden (Ergebnis mit der Software
Maple ermittelt; laut (7.15) gilt fZ(z) = 0 fu¨r z < 0):
〈logZ〉 =
∫ ∞
0
log(z) fZ(z) dz = log 2 + ψ0(M) . (7.20)
ψ0(M) ist die sogenannte Digamma-Funktion mit der Berechnungsvorschrift
([AS84], S.79f)
ψ0(M) ≡ d
dM
log
(
Γ(M)
)
=
Γ′(M)
Γ(M)
=
∫ ∞
0
e−y
y
− e
−M y
1− e−y dy . (7.21)
Setzen wir (7.20) in (7.18) ein, erhalten wir also fu¨r den Bias des Scha¨tzers
LMP
bLMP(M) = 0,5
(
ψ0(M)− logM
)
. (7.22)
Der Bias ha¨ngt nur von der Anzahl M der gemittelten Spektren ab. Die
Werte fu¨r alle verwendeten M vorab berechnet, erha¨lt man auf einfache
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Weise erwartungstreue Spektralscha¨tzer. Der Verlauf von bLMP(M) ist in
Abb. 7.1 auf S.126 fu¨r M = 1 . . . 10 gezeigt.
Das Ergebnis wird durch Betrachten von M → ∞ weiter veranschaulicht.
Da der empirische Mittelwert ein erwartungstreuer Scha¨tzer ist, erhalten
wir:
lim
M→∞

 1
M
M∑
m=1
RˆperX (ω,m)

 = 〈RˆperX (ω)〉 (7.6)= RX(ω) (7.23)
; lim
M→∞
AˆLMPX (ω) = 0,5 · logRX(ω)
(7.12)
= AX(ω) (7.24)
; lim
M→∞
bLMP(M) = 0 . (7.25)
Wir leiten nun die Varianz des Scha¨tzers LMP her. Mit Gl. (7.17) und der
Tatsache, dass mit konstantem a
var
{
log(aZ)
}
= var {log a+ logZ} = var {logZ} , (7.26)
gelangen wir zu:
σ2LMP(M) ≡ var
{
AˆLMPX (ω)
}
(7.17)
= 0,25 · var {logZ} . (7.27)
Die Varianz von logZ kann berechnet werden mit
var {logZ} =
〈
(logZ)2
〉
− 〈logZ〉2 (7.28)
und dem Zusammenhang (Ergebnis mit der Software Maple ermittelt)
〈
(logZ)2
〉
=
∫ ∞
0
log2(z) fZ(z) dz =
(
log 2 + ψ0(M)
)2
+ ψ1(M) . (7.29)
Die ho¨here Funktion ψ1(M) ist eine der sogenannten Polygamma-Funktio-
nen ([AS84], S.81)
ψn(M) ≡ d
n+1
dMn+1
log
(
Γ(M)
)
=
dn
dMn
Γ′(M)
Γ(M)
=
dn
dMn
ψ0(M)
= (−1)n+1
∫ ∞
0
yn e−M y
1− e−y dy , n ≥ 1 . (7.30)
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Somit ergibt sich insgesamt
σ2LMP(M) = 0,25 · ψ1(M) . (7.31)
Wir schließen daraus, dass die Varianz genauso wie der Bias der Scha¨tzme-
thode LMP nur von der Anzahl der gemittelten Spektren abha¨ngt.
Eine Nachschlagetabelle fu¨r Bias und Varianz des LMP-Scha¨tzers findet sich
auf S.127 (Tab. 7.1), und den Verlauf der Standardabweichung im Vergleich
zu anderen Scha¨tzmethoden entnimmt man Abb. 7.2 auf S.126.
7.2.2 Methode LMA
Der Scha¨tzer ist wie folgt definiert:
AˆLMAX (ω) ≡ log

 1
M
M∑
m=1
√
RˆperX (ω,m)

 (7.32)
Fu¨hren wir auch hier eine Hilfvariable Z ein:
Z ≡
M∑
m=1
√
RˆperX (ω,m)/σR(ω) (7.33)
mit σR(ω) =
√
RX (ω)/2 (Gl. (7.4)). Damit lautet der LMA-Scha¨tzer
AˆLMAX (ω) = log
(
1
M
· σR(ω) · Z
)
. (7.34)
Nun bilden wir die Erwartungswerte und fassen die Terme zusammen:〈
AˆLMAX (ω)
〉
= 0,5 · logRX(ω) +
(− logM − 0,5 · log 2 + 〈logZ〉) . (7.35)
Der erste Summand ist das wahre Log-Amplitudenspektrum, und der zweite
Summand ist der Bias des Scha¨tzwertes, bLMA(M).
Fu¨r M →∞ erhalten wir (vergleiche mit (7.23))
lim
M→∞
AˆLMAX (ω)
(7.10)
= 0,5 · log
(√
pi
2
√
RX(ω)
)
(7.36)
lim
M→∞
bLMA(M) = log
√
pi
2
≈ −0,1208 ≈ −1.049 dB (7.37)
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Um den Bias fu¨r kleine M zu berechnen, beno¨tigen wir den Erwartungswert
〈logZ〉. Im Prinzip ko¨nnte man diesen mit der Beziehung (7.20) erhalten.
Die Herleitung der Dichte von Z, die aus der Addition von Rayleigh-ver-
teilten Zufallsvariablen resultiert, ist allerdings analytisch nicht ohne weite-
res handhabbar, weshalb hier eine numerische Approximation durchgefu¨hrt
wird. Hierbei wird ausgenutzt, dass sich die Dichte einer Summe von unab-
ha¨ngigen Zufallsgro¨ßen aus der Faltung der Einzeldichten bzw. der inversen
Fourier-Transformation des Produktes der charakteristischen Funktionen er-
rechnet ([Pap91], S.195). Außerdem ist Aˆ ≡
√
RˆperX (ω)/σR(ω) Rayleigh-
verteilt (siehe Abschnitt 7.1), die entsprechende Dichte sei mit fAˆ(z) be-
zeichnet.
Φ(ω) ≡ F
{
fAˆ(z)
}
fZ(z) =
F−1
{
ΦM (ω)
}
∫
  F−1 {ΦM (ω)} dz . (7.38)
Die Normierung ist erforderlich, da definitionsgema¨ß die Gesamtfla¨che unter
einer Wahrscheinlichkeitsdichte eins sein soll. Bei der Berechnung u¨ber FFT
muss beachtet werden, dass die resultierende Dichte innerhalb der La¨nge der
FFT vollsta¨ndig abgeklungen ist, d.h. die Einzeldichte sollte vor ihrer Trans-
formation in den Frequenzbereich entsprechend mit angeha¨ngten Nullen auf
eine ausreichende La¨nge gebracht werden.
Nun berechnen wir die Varianz
σ2LMA(M) ≡ var
{
AˆLMAX (ω)
}
= var {logZ} (7.39)
gema¨ß Gleichung (7.28). Allerdings muss das Integral numerisch ausgewertet
werden. Die Ergebnisse von bLMA(M) und σ
2
LMA(M) findet man (fu¨r M =
1 . . . 10) in Abb. 7.1 bzw. Abb. 7.2 auf S.126
Wie beim Scha¨tzer LMP, sind Bias und Varianz des Scha¨tzers LMA nur
von der Anzahl der gemittelten Spektren abha¨ngig.
7.2.3 Methode MLA
Definition des Scha¨tzers (geometrisches Mittel):
AˆMLAX (ω) ≡
1
M
M∑
m=1
(
0,5 · log RˆperX (ω,m)
)
(7.40)
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Wir fu¨hren wiederum eine Hilfvariable Z ein:
Zm ≡ Rˆ
per
X (ω,m)
σ2R(ω)
(7.41)
AˆMLAX (ω) =
1
M
M∑
m=1
(
0,5 logZm + 0,5 logσ
2
R(ω)
)
. (7.42)
Die Verteilung von Zm ist fu¨r alle m die gleiche. Mit
〈∑
m ξm
〉
=
∑
m 〈ξm〉
und var
{∑
m ξm
}
=
∑
m var {ξm} (gu¨ltig falls alle ξm untereinander unab-
ha¨ngig sind [Pap91]) erhalten wir:〈
AˆMLAX (ω)
〉
= 0,5 · 〈logZ〉+ 0,5 · logσ2R(ω)
var
{
AˆMLAX (ω)
}
=
1
M2
·M · 0,25 · var {logZ} . (7.43)
Die Lo¨sungen fu¨r 〈logZ〉 und var {logZ} sind (Ergebnis mit der Software
Maple ermittelt; fZ(z) ist die Dichte einer χ
2(2)-Verteilung):
〈logZ〉 = (log(2)− γ)
mit γ ≈ 0,5772 (Eulergamma) , (7.44)
var {logZ} = pi
2
6
. (7.45)
〈
AˆMLAX (ω)
〉
(7.4),(7.44)
= 0,5 · logRX(ω)− 0,5 · γ (7.46)
bMLA = −0,5 · γ ≈ −0,2886 ≈ −2,5067 dB
σ2MLA(M) ≡ var
{
AˆMLAX (ω)
}
=
1
M
· pi
2
24
. (7.47)
7.2.4 Anwendung auf Ultraschallechos
Bei der Biaskorrektur von Spektralscha¨tzungen in Ultraschallanwendungen,
wo die Mittelwertbildung u¨ber Ausschnitte benachbarter A-Scans vorge-
nommen wird, ist die laterale Korrelation aufgrund der u¨berlappenden Beu-
gungsprofile zu beachten. Durch diese Korrelation verringert sich die effekti-
ve Anzahl der gemittelten Spektren: Bildet man also einen Mittelwert u¨ber
die Spektren von zehn teilweise korrelierten A-Scans, hat das gemittelte
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Abb. 7.1: Bias bLMP(M), bLMA(M) und bMLA der gescha¨tzten Log-Am-
plitudenspektren.
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Abb. 7.2: Standardabweichung σLMP(M) · M1/2, σLMA(M) · M1/2 und
σMLA(M) ·M1/2 der gescha¨tzten Log-Amplitudenspektren.
Spektrum die statistischen Eigenschaften einer Mittelwertbildung von viel-
leicht nur fu¨nf unabha¨ngigen Spektren.
Viele Single-Element-Wandler werden zum Scan mit nichtkonstanter Win-
kelgeschwindigkeit bewegt (sie ist oft in der Mitte des B-Scans schneller als
an den Ra¨ndern). Man mu¨sste also zuna¨chst fu¨r jeden Winkel- und Tiefen-
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M bLMP(M) [dB] σ
2
LMP(M) [dB
2] σLMP(M) [dB]
1 −2,51 31,03 5,57
2 −1,17 12,16 3,49
3 −0,76 7,45 2,73
4 −0,57 5,35 2,31
5 −0,45 4,17 2,04
6 −0,37 3,42 1,85
7 −0,32 2,90 1,70
8 −0,28 2,51 1,58
9 −0,25 2,22 1,49
10 −0,22 1,98 1,41
Tab. 7.1: Nachschlagetabelle fu¨r Bias, Varianz und Standardabweichung
des LMP-Scha¨tzers.
bereich die mittlere laterale Korrelation messen und damit eine Korrektur-
tabelle fu¨r das gesamte Ultraschallbild erstellen.
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Eine andere Methode zur Verringerung der Varianz in gescha¨tzten Leis-
tungsdichtespektren ist die Gla¨ttung, d.h. Mittelung innerhalb der glei-
chen Scha¨tzung. Dies kann entweder mittels Filterung im Spektrum oder
durch Fensterung in der entsprechenden Zeitbereichsdarstellung geschehen.
Zwei Methoden werden nun betrachtet: Fensterung der Autokorrelationsfol-
ge (AKF), auch als Blackman-Tukey-Spektralscha¨tzer bekannt (Bezeich-
nung: BT), und die Fensterung des Cepstrums (Bezeichnung: Cep).
7.3.1 Bias und Varianz gegla¨tteter Spektren
Bezeichne SˆX(ω) einen Spektralscha¨tzer mit beliebiger Amplitudenskalie-
rung (die logarithmisch sein kann). Das gegla¨ttete Spektrum
¯ˆ
SX(ω) resul-
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tiert dann aus der Faltung mit dem Spektrum eines Zeitfensters W (ω) =
F {w(τ)}:
¯ˆ
SX(ω) ≡ 1
2pi
SˆX(ω) ∗W (ω) (7.48)
;
〈
¯ˆ
SX(ω)
〉
=
1
2pi
〈
SˆX(ω)
〉
∗W (ω) . (7.49)
Die Varianz des gegla¨tteten Spektrums ist na¨herungsweise (ohne Beweis;
Verallgemeinerung der Varianz des BT-Scha¨tzers [Kay88], S.98; w(τ) als
reell und gerade angenommen):
var
{
¯ˆ
SX(ω)
}
≈ 1
2pi
var
{
SˆX(ω)
}
∗ W
2(ω)
T
. (7.50)
T bezeichnet die La¨nge des zur Spektralscha¨tzung herangezogenen Daten-
ausschnittes (vgl. Abschnitt 7.1).
7.3.2 BT-Spektralscha¨tzer mit Log-Amplitude
Um Bias und Varianz des Spektrums mit logarithmierter Amplitude zu er-
rechnen, beno¨tigen wir Kenntnis u¨ber die Wahrscheinlichkeitsdichten in der
BT-gegla¨tteten Scha¨tzung (siehe (7.20), (7.28)). Zur Vermeidung kompli-
zierter Herleitungen schlage ich die folgende einfache Approximation vor.
Vorausgesetzt wir wu¨rden die Varianz des BT-Scha¨tzwertes a priori kennen,
ko¨nnten wir diesen Scha¨tzwert mit einem Mittelwert aus L unabha¨ngigen
Scha¨tzungen gleichsetzen, so dass beide Scha¨tzungen die gleiche Varianz ha¨t-
ten. Dies ist mo¨glich, weil die Gla¨ttung im Spektrum als Summe verschieden
gewichteter unabha¨ngiger Zufallsgro¨ßen betrachtet werden kann (zur statis-
tischen Unabha¨ngigkeit der Spektralscha¨tzwerte benachbarter Frequenzen
siehe [Koo95], S.260ff) .
Fu¨r den BT-Scha¨tzer gilt ([Kay88], S.99; w(τ) bezeichne die Fensterfunktion
in der Autokorrelationsfolge, Fensterla¨nge 2TW + 1)
var
{
RˆBTX (ω)
}
≈ 1
T
TW∑
τ=−TW
w2(τ) · R2X(ω) . (7.51)
Verglichen zum Periodogramm mit var
{
RperX (ω)
}
= R2X(ω) entspricht dies
einer um den Faktor c ≡ 1/T ·∑τ w2(τ) reduzierten Varianz. Die gleiche
Varianz ko¨nnte durch Mittelung von
L =
1
c
=
1
1
T
∑
τ w
2(τ)
(7.52)
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unabha¨ngigen Periodogrammen erreicht werden. Mit diesem L = 1/c ko¨n-
nen wir auf die Ergebnisse von AˆLMPX (ω) zuru¨ckgreifen. Folglich ist der Er-
wartungswert fu¨r das logarithmierte BT-Spektrum
AˆBTX (ω) ≡ 0,5 · log RˆBTX (ω) (7.53)
unter Beru¨cksichtigung von (7.17) und (7.31)〈
AˆBTX (ω)
〉
= 0,5
(
logσ2R(ω) + log 2 + ψ0(1/c)− log(1/c)
)
. (7.54)
Wenn L klein ist, d.h. wenn nur schwach gegla¨ttet wird, ko¨nnen wir an-
nehmen, dass die Scha¨tzungen bei benachbarten Frequenzen immer noch
nahezu statistisch unabha¨ngig sind und deshalb in guter Na¨herung eine
χ2(2)-Verteilung haben, deren Mittelwert dem Erwartungswert linearer BT-
Spektralscha¨tzer ([Kay88], S.98, gilt nur fu¨r TW  T ) entspricht:
σ2R(ω) ≈
1
2
· 1
2pi
·RX (ω) ∗W (ω) . (7.55)
Wenn andererseits eine starke Gla¨ttung vorliegt (L groß), na¨hert sich die
Verteilung im linearen BT-Spektralscha¨tzer einer Normalverteilung mit dem
gleichen Mittelwert, und somit bleibt der auf die Logarithmierung zuru¨ckzu-
fu¨hrende Bias 0,5·(ψ0(1/c)− log(1/c)) sehr klein (da limL→∞ bLMP(L) = 0,
Gl. (7.23)).
Der Erwartungswert la¨sst sich also folgendermaßen darstellen:
〈
AˆBTX (ω)
〉
= 0,5 · log
(
1
2pi ·RX (ω) ∗W (ω)
)
+ 0,5 · (ψ0(1/c)− log(1/c)) .
(7.56)
Fu¨r die Varianz erhalten wir mit (7.27) und (7.31)
var
{
AˆBTX (ω)
}
= 0,25 · var {logZ}
= 0,25 · ψ1(1/c) . (7.57)
Im Falle großer L und deshalb kleiner Varianz von Z ist eine Linearisierung
der Logarithmierung um 〈Z〉 erlaubt1
var {logZ} ≈ var {Z}〈Z〉2 =
4L
(2L)2
=
1
L
= c . (7.58)
1 g(x) = g(x0) + g′(x0) · (x− x0) ; var
{
g(x)
}
=
(
g′(x0)
)2
· var {x}
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Insgesamt ist also die Varianz des BT-Scha¨tzers mit Log-Amplitude fu¨r
hinreichend starke Gla¨ttung
σ2BT ≡ var
{
AˆBTX (ω)
}
≈ 0,25 · c . (7.59)
Wird statt des Periodogramms eine bereits aus Mittelwertbildung mehrerer
Periodogramme entstandene Spektralscha¨tzung als Ausgangsbasis fu¨r die
BT-Gla¨ttung herangezogen, kann die zusa¨tzlich reduzierte Varianz in den
Faktor c mit einbezogen werden. Mittelung von M Spektren verringert die
Varianz gegenu¨ber dem einfachen Periodogramm um den Faktor 1/M , und
demzufolge setzt man c/M statt c bzw. M · L statt L.
Monte-Carlo-Experimente haben außerdem besta¨tigt, dass die Na¨herungen
dieses Abschnittes sehr genau sind.
7.3.3 Cepstral gegla¨ttete Spektren mit Log-Amplitude
Cepstrale Gla¨ttung wird durch Gewichtung des Cepstrums2
cˆ(τ) ≡ F−1
{
0,5 · log RˆperX (ω)
}
(7.60)
mit einer Fensterfunktion w(τ) implementiert, so dass die hochquefrenten3
Anteile ausgeblendet werden. Dieses gefensterte Cepstrum wird dann Fou-
rier-transformiert, was das gewu¨nschte Log-Spektrum liefert:
AˆCepX (ω) ≡ F
{
cˆ(τ) · w(τ)} . (7.61)
Diese Definition kann verallgemeinert werden, wenn wir F−1
{
AˆLMPX (ω)
}
statt F−1
{
0,5 · log RˆperX (ω)
}
fu¨r das Cepstrum benutzen. Um nun Bias und
2 Wird der komplexe Logarithmus verwendet, erha¨lt man das komplexe Cepstrum,
andernfalls das reelle Cepstrum. Das reelle Cepstrum ist gerade ([RS78]). Anmerkung:
Es existieren leicht abweichende Definitionen, die statt des Leistungsdichtespektrums
das Amplitudenspektrum, oder statt der inversen eine normale Fourier-Transformation
verwenden.
3 Die Zeitverschiebung τ des Cepstrums c(τ) wird als Quefrenz bezeichnet.
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Varianz des cepstral gegla¨tteten Spektrums zu erhalten, setzen wir SˆX(ω) ≡
AˆLMPX (ω) in (7.49) und (7.50).〈
AˆCepX (ω)
〉
=
1
2pi
·
〈
AˆLMPX (ω)
〉
∗W (ω)
= 0,5 · 1
2pi
·W (ω) ∗ logRX(ω)
+
1
2pi
· bLMP(M) ·
∫ pi
−pi
W (ω) dω . (7.62)
Mit der Beziehung
∫ pi
−pi
W (ω) dω =
∫ pi
−pi
W (ω) ej ωt dω
∣∣∣∣∣
t=0
= 2pi · w(0) (7.63)
erhalten wir schließlich fu¨r den Erwartungswert
〈
AˆCepX (ω)
〉
=
1
4pi
·W (ω) ∗ logRX (ω) + w(0) · bLMP(M) . (7.64)
Fu¨r die Varianz gilt
var
{
AˆCepX (ω)
}
=
1
2pi
· var
{
AˆLMPX (ω)
}
∗ W
2(ω)
T
, (7.65)
und da var
{
AˆLMPX (ω)
}
nicht von der Frequenz ω abha¨ngt, lautet das Er-
gebnis unter Verwendung des Parseval’schen Theorems sowie c ≡ 1/T ·∑
τ w
2(τ):
var
{
AˆCepX (ω)
}
= var
{
AˆLMPX (ω)
} 1
2pi T
∫ pi
−pi
W 2(ω) dω
= c · var
{
AˆLMPX (ω)
}
. (7.66)
Zusammengefasst ergibt sich die Varianz aus M gemittelten Periodogram-
men mit anschließender cepstraler Gla¨ttung
σ2Cep ≡ var
{
AˆCepX (ω)
}
= c · σ2LMP(M) . (7.67)
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7.3.4 Vergleich zwischen BT- und cepstraler Gla¨ttung
Intention dieses Abschnittes ist es, die Kompromisse zwischen reduzierter
Varianz und erho¨htem Bias fu¨r verschiedene Fensterfunktionen anhand ei-
nes beispielhaften bandbegrenzten Spektrums sowie anhand eines typischen
Spektrums nach der Entfaltung zu demonstrieren. Um den Bias fu¨r einen
Spezialfall abzuscha¨tzen, ermitteln wir, in Anlehnung an die Betrachtungen
im Kapitel 6 u¨ber Entfaltung, den mittleren quadrierten Fehler innerhalb
einer bestimmten Bandbreite (weil in Ultraschallanwendungen normalerwei-
se die von additivem Rauschen dominierten Ausla¨ufer des Spektrums nicht
von Interesse sind):
ε2(TW) =
1
N
ω2∑
ω=ω1
∣∣∣∣〈AˆX(ω, TW)〉−AX(ω)
∣∣∣∣
2
,
N = # {ω1, . . . ,ω2} , (7.68)
mit AX(ω) ≡ 0,5 · logRX(ω). Das hier benutzte Beispielspektrum ist
RX (ω) =
∣∣∣∣∣F
{
h0 ·
(
t/τ
)2 · e−(t/τ)2 · cos (2pif0 · t)
}∣∣∣∣∣
2
(7.69)
mit f0 = 3,8 MHz, fS = 20 MHz, τ = 2,5/f0, h0 = 0,338. ω1 und ω2 markie-
ren diejenigen Frequenzen, bei denen das Amplitudenspektrum gegenu¨ber
seinem Hauptmaximum um −24 dB abgefallen ist (siehe Abb. 7.3 oder Abb.
7.5).
Die Frage ist nun, welche Methode der Gla¨ttung mit welcher Fensterfunktion
den besten Kompromiss liefert. Fu¨r einzelne (M = 1) gegla¨ttete Periodo-
gramme gelten die Varianzen in Abha¨ngigkeit vom Fensterla¨ngenparameter
TW
σ2BT(TW) ≡ var
{
AˆBTX (TW)
}
≈ 0,25 · 1
T
·
TW∑
τ=−TW
w2(τ)
σ2Cep(TW) ≡ var
{
AˆCepX (TW)
}
≈ 0,41 · 1
T
·
TW∑
τ=−TW
w2(τ) . (7.70)
Die La¨nge des Fensters ist 2TW +1. Wie stark die Varianz reduziert werden
kann, ist also auch durch die Form des Fensters und die Beziehung TW/T
bestimmt. Einige Beispiele sind in Tab. 7.2 zusammengestellt.
Ausgehend von den Ausdru¨cken fu¨r die Varianzen stellen wir fest, dass mit
festem TW und gleichzeitiger Vergro¨ßerung des Datenausschnittes T fu¨r das
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Fensterfunktion Bartlett Parzen Blackman Hamming
∑TW
τ=−TW
w2(τ) 0,667 · TW 0,539 · TW 0,609 · TW 0,795 · TW
Tab. 7.2: Das Potenzial einiger Fensterfunktionen zur Verringerung der
Varianz. Den sta¨rksten Gla¨ttungseffekt erzielt das Parzen-
Fenster.
Periodogramm die Varianz immer kleiner wird, wa¨hrend der Bias (ungefa¨hr)
gleich bleibt.
In unserem Beispiel sollte T zumindest so groß sein, dass der Leckeffekt ver-
nachla¨ssigt werden kann. Mit anderen Worten: Wir fu¨hren unsere Analyse
im Sinne von T → ∞ durch. Der Bias-Varianz-Kompromiss fu¨r die Bei-
spielspektren (7.69) ist in Abb. 7.4 dargestellt (T = 1024). Wenn wir eine
geringere Varianz anstreben, lo¨sen wir (7.70) nach TW, um die zugeho¨rige
Fensterla¨nge zu erhalten. Entsprechend den Kurvenverla¨ufen in Abb. 7.6
scheint der Wert σ = 1 dB eine vernu¨nftige Wahl zu sein. Hierfu¨r ergibt
sich TW = 17 fu¨r das Rechteckfenster im Cepstrum, und TW = 101 fu¨r das
Parzen-Fenster in der Autokorrelationsfolge.
Ein Spektrum, das nach der Entfaltung gegla¨ttet werden soll (breitbandiges
Spektrum), ist in Abb. 7.6 untersucht. Wegen der Breitbandigkeit kann
prinzipiell eine geringere Varianz durch Gla¨ttung erreicht werden, ohne dass
sich der Fehler wesentlich erho¨ht. So erscheint hier ein σ = 0,5 dB mo¨glich,
was TW = 25 fu¨r BT-Gla¨ttung und Parzen-Fenster, sowie TW = 4 fu¨r
cepstrale Gla¨ttung und Rechteck-Fenster ergibt.
Abb. 7.4 zeigt, dass in unserem bandbegrenzten Spektrum das mit einem
Rechteckfenster modifizierte Cepstrum die besten Kompromisse erreicht. Im
Falle der BT-Gla¨ttung sollte das weniger bekannte Parzen-Fenster
w(τ) =

 1− 6 (τ/TW)
2 + 6 (|t|/TW)3 , |τ | ≤ TW/2
2 (1− |t|/TW)3 , TW/2 < |τ | ≤ TW
(7.71)
dem u¨blicherweise verwendeten Bartlett-Fenster vorgezogen werden (es
sei angemerkt, dass nur diese beiden Fensterfunktionen ein nicht-negatives
Spektrum haben, womit nicht-negative Scha¨tzungen fu¨r die Leistungsdich-
tespektren garantiert sind).
Das Spektrum nach einer Entfaltung im Zeitbereich ist wesentlich breitban-
diger und reagiert anders auf die Gla¨ttungsverfahren: Die BT-Gla¨ttung ist
im Beispiel Abb. 7.5 die gu¨nstigere Wahl.
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Abb. 7.3: Log-Amplitudenspektrum aus Gl. (7.69) und Erwartungswerte
BT-gegla¨tteter Varianten unter Benutzung von Parzen-Fens-
tern mit unterschiedlicher Fensterla¨nge 2TW + 1. Der Bereich
ω1 < ω < ω2 ist grau hinterlegt.
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Abb. 7.4: Kompromiss zwischen Bias und Varianz fu¨r das Beispielspek-
trum aus Abb. 7.3 mit Log-Amplitude, mit T = 1024 und
TW = 8 . . . 200. Kleinstmo¨gliche Varianz bei gleichzeitig akze-
pabel kleinem Bias wird durch Kurven angezeigt, die mo¨glichst
weit links unten verlaufen. Der Bias w(0) · bLMP(1) wurde in
allen cepstral gegla¨tteten Spektren korrigiert.
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Abb. 7.5: Log-Amplitudenspektrum nach Entfaltung mit Kalman-In-
terpolation (vgl. Abb. 6.3, S.97) und Erwartungswerte BT-
gegla¨tteter Varianten unter Benutzung von Parzen-Fens-
tern mit unterschiedlicher Fensterla¨nge 2TW + 1. Der Bereich
ω1 < ω < ω2 ist grau hinterlegt.
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Abb. 7.6: Kompromiss zwischen Bias und Varianz fu¨r das Beispielspek-
trum aus Abb. 7.5 mit Log-Amplitude, mit T = 1024 und
TW = 3 . . . 200. Kleinstmo¨gliche Varianz bei gleichzeitig akze-
pabel kleinem Bias wird durch Kurven angezeigt, die mo¨glichst
weit links unten verlaufen. Der Bias w(0) · bLMP(1) wurde in
allen cepstral gegla¨tteten Spektren korrigiert.
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Abb. 7.7: Vergleich der Fensterfunktionen Parzen und Bartlett.
Links: Zeitbereich. Rechts: Amplitudengang.
Zur Interpretation der Ergebnisse bleibt festzuhalten, dass das Parzen-
Fenster ein breiteres Hauptmaximum und eine insgesamt ho¨here Sperr-
bandda¨mpfung hat als das Bartlett-Fenster, was die Unterschiede in den
Gla¨ttungseigenschaften erkla¨rt (siehe Abb. 7.7). Das Rechteck-Fenster kann,
zur Gewichtung des Cepstrums eingesetzt, zu merkwu¨rdigen Spektren fu¨h-
ren, da das Cepstrum unter Umsta¨nden abrupt abgeschnitten wird (dies
erkla¨rt den zackigen Verlauf in Abb. 7.4 und Abb. 7.6). Dagegen blenden
Bartlett- und Parzen-Fenster in einem allma¨hlichen U¨bergang auf Null
aus.
Die beiden Beispiele demonstrieren, wie schwierig die Wahl der richtigen
Methode zur Gla¨ttung von Spektren ist. Prinzipiell kann man aber sagen,
dass bei der Bestimmung von Ru¨ckstreuspektren erst das entfaltete Spek-
trum gegla¨ttet werden sollte, da so geringere Varianzen bei gleichbleibend
kleinem Bias erreichbar sind. Dann ist aber die BT-Gla¨ttung mit Parzen-
Fenster in jedem Falle zu bevorzugen.
7.4 Zusammenfassung
Periodogramm-basierte Spektralscha¨tzer mit logarithmierter Amplitude, die
aus der Mittelwertbildung weniger unabha¨ngiger Scha¨tzungen hervorgehen,
weisen einen Fehler (Bias) auf, der aber nur von der Anzahl der gemittelten
Spektren abha¨ngt und somit leicht korrigiert werden kann. Allerdings fu¨hrt
die Mittelung von Periodogrammen (Leistungsdichtespektren) mit anschlie-
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ßender Logarithmierung (LMP) zu geringerer Varianz als die Mittelung von
Amplitudenspektren (Quadratwurzel aus Periodogramme) mit nachfolgen-
der Logarithmierung (LMA).
Zur Wahl der optimalen Gla¨ttungsmethode, mit der die Varianz im Log-
Amplitudenspektrum weiter verringert werden soll, ko¨nnen kaum allgemein
gu¨ltige Richtlinien angegeben werden, da der durch die Gla¨ttung verursach-
te Fehler (Bias) stark vom Verlauf des wahren Spektrums abha¨ngt. Die
Analysen des vorigen Abschnittes zeigen jedoch, dass das weniger bekann-
te Parzen-Fenster zur Gewichtung der Autokorrelationsfolge im Spektral-
scha¨tzer nach Blackman-Tukey dem sonst u¨blichen Bartlett-Fenster
(Dreiecksfenster) vorgezogen werden sollte.
Schließlich bleibt festzuhalten, dass die Varianz in logarithmierten Spek-
tren bei allen Scha¨tzmethoden unabha¨ngig von der Frequenz bzw. vom Ver-
lauf des Spektrums ist – ein großer Vorteil in der Parametrisierung von
Ru¨ckstreuspektren fu¨r die quantitative Ultraschalldiagnose.
8. Darstellung von Ultraschallbildern
Die Ultraschallechos selbst – ob roh oder entfaltet – sind mittelwertfreie Zu-
fallsprozesse und somit fu¨r eine bildhafte Darstellung nicht geeignet. Um zu
einer visuell leicht versta¨ndlichen Darstellung zu gelangen, muss der lokale
Informationsgehalt konzentriert werden. In konventionellen Ultraschallge-
ra¨ten geschieht dies durch die Detektion der Einhu¨llenden der HF-Echos.
Liegen dagegen die wesentlich breitbandigeren entfalteten HF-Echos vor,
verliert die Einhu¨llende ihren Sinn. Die U¨bersetzung der entfalteten Echos
in eine aussagekra¨ftige Form gelingt nur mit sogenannten Parameterbildern:
Die lokal extrahierten Parameter werden grau- oder farbcodiert dargestellt,
sollen sich durch hohe Genauigkeit und hohe ra¨umliche Auflo¨sung auszeich-
nen und in einem direkten Verha¨ltnis zu Gewebeeigenschaften stehen. Der
einfachste und bezu¨glich der anatomischen Gegebenheiten zugleich aussa-
gekra¨ftigste Parameter ist die mittlere Ru¨ckstreusta¨rke, ermittelt durch die
lokale Varianz der entfalteten HF-Echos. Natu¨rlich ko¨nnen Parameterbilder
auch auf der Basis roher HF-Echos oder deren Einhu¨llenden erzeugt werden,
doch ist wegen der Korreliertheit dieser Signale die ra¨umliche Auflo¨sung ge-
genu¨ber der Parametrisierung von entfalteten Echos zu verringern, da sonst
eine gewisse Genauigkeit der Parameter nicht gewahrt bleiben kann. Ferner
entspricht der U¨bergang von entfalteten Echos zu HF-Echos und schließlich
zur Einhu¨llenden einer Transformation von Zufallsgro¨ßen, so dass fu¨r einen
bestimmten statistischen Parameter jeweils unterschiedliche Werte resultie-
ren.
8.1 Einhu¨llende des rohen HF-Echos
Aufgrund der Bandpasscharakteristik des Sendepulses wird unter der An-
nahme eines passiven Mediums auch das Echosignal Bandpassverhalten zei-
gen. Man geht also davon aus, dass das (mittelwertfreie) Echosignal e(t) als
kombinierte Amplituden- und Phasenmodulation aufgefasst werden kann:
e(t) = a(t) · cos (ω0t+ ϕ(t)) . (8.1)
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8.1.1 Hilberttransformation
Demodulation bandbegrenzter, mittelwertfreier Signale ist gleichbedeutend
mit der Rekonstruktion des Basisbandes. Dies gelingt u¨ber das sogenannte
analytische Signal e+(t) ([KK98], S.27ff):
e+(t) = e(t) + j H {e(t)} , (8.2)
H {e(t)} ≡ F−1 {−j sign(ω) · F {e(t)}} . (8.3)
Das analytischen Signal e+(t) ist ein einseitiges Bandpasssignal, d.h. alle
Anteile auf der negativen Frequenzachse verschwinden, wa¨hrend die Beitra¨-
ge aus positiven Frequenzen doppelte Leistungsdichten haben (die Energie
des analytischen Signals ist gleich derjenigen des urspru¨nglichen Signals).
Demodulation gelingt nun, indem man den einseitigen Anteil um die Tra¨-
gerfrequenz, die hier der Mittelfrequenz ω0 des Bandpasses entspricht, nach
links verschiebt. Im Zeitbereich entspricht diese Operation der Multiplika-
tion mit der Exponentialfunktion. Somit erha¨lt man das a¨quivalente Tief-
passsignal
eTP(t) = e
+(t) · e−jω0t . (8.4)
Der Betrag dieses komplexen Signals entspricht der Einhu¨llenden:
a(t) =
∣∣eTP(t)∣∣ = ∣∣∣e+(t)∣∣∣ =√e2(t) +H {e(t)}2 . (8.5)
Die Hilbert-Transformation kann u¨ber FFT des gesamten A-Scans oder
u¨ber ein FIR-Filter ([KK98], S.199ff) realisiert werden. Beide Methoden
beanspruchen recht viel Rechenzeit.
8.1.2 Maximalwertoperator
Zur schnellen Detektion der Einhu¨llenden schlage ich den Maximalwert-
Operator vor. Dieser za¨hlt zu den Rangordnungs-Operatoren und kommt
ganz ohne Multiplikationen und Additionen aus ([KZ95], S.257ff):
aˆ(t) = max
τ
{|e(t+ τ)|; τ = 0,1,2, . . . ,T} . (8.6)
Wenn die zeitliche Zuordnung von a(t) wichtig ist, kann man auch den
entsprechend zentrierten Operator verwenden.
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e(t) a(t)
Abb. 8.1: Analoger Schaltkreis zur Detektion der Einhu¨llenden.
Die Fensterla¨nge T sollte man so wa¨hlen, dass ungefa¨hr eine halbe Periode
der Mittenfrequenz innerhalb des Fensters liegt. Man erreicht eine Unter-
abtastung, wenn t in Schritten gro¨ßer als eins geza¨hlt wird. Innerhalb einer
halben Periodendauer der Mittenfrequenz bleibt der Maximalwert in den
meisten Fa¨llen konstant, so dass mit der entsprechenden Schrittweite nur
geringes Aliasing zu erwarten ist.
Zur Interpretation dieser Vorgehensweise kann der in Abb. 8.1 gezeigte
Schaltkreis zur analogen Detektion der Einhu¨llenden helfen ([OW83], S.457).
Im Allgemeinen weichen die Ergebnisse aus Detektor und Berechnung u¨ber
Hilbert-Transformation nur wenig voneinander ab.
8.1.3 Momentanleistung
A¨hnlich zur Detektion der Einhu¨llenden mittels Maximalwert-Operator ist
auch die Berechnung der Momentanleistung σ2E(t) jeweils innerhalb einer
Periodendauer T0 der Mittenfrequenz ω0 denkbar. σE(t) kann dann als mo-
mentaner Effektivwert betrachtet werden, woraus sich sofort der Scha¨tzwert
fu¨r die Einhu¨llende, aˆ(t), ergibt (e(t) = a(t) · cos(ω0 t)):
σ2E(t) =
1
T0
T0/2∑
τ=−T0/2
e2(t+ τ) ≈ a
2(t)
T0
∫ T0
0
cos2(ω0τ) dτ =
a2(t)
2
(8.7)
; aˆ(t) ≈
√
2 · σE(t) . (8.8)
Die Momentanleistung, wie sie hier zur Detektion der Einhu¨llenden betrach-
tet wurde, hat eine prinzipiell andere Bedeutung als die lokale Ru¨ckstreu-
leistung. Obwohl die Berechnungsvorschriften identisch sind, kann aus den
rohen HF-Echos fu¨r die lokale Ru¨ckstreuleistung nur auf der Basis eines
mehrere Perioden umfassenden Zeitfensters ein genu¨gend genauer Scha¨tz-
wert berechnet werden.
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8.2 Lokale Ru¨ckstreusta¨rke
Im Gegensatz zur Einhu¨llenden, die durch eine deterministische Rechenvor-
schrift direkt aus dem HF-Echo hervorgeht, ist die lokale Ru¨ckstreusta¨rke die
Scha¨tzung eines statistischen Parameters, der den Zufallsprozess
”
HF-Echo“
beschreibt. Wie jede Scha¨tzung ist auch diese einer gewissen Unsicherheit
unterworfen, die zu kennen fu¨r die quantitative Analyse oder fu¨r die Dar-
stellung dieses Parameters in einem Parameterbild nu¨tzlich ist, vor allem
um wiederum einen Kompromiss zwischen Auflo¨sung und Genauigkeit zu
finden.
Die Scha¨tzvorschrift fu¨r die lokale Ru¨ckstreuleistung lautet (gleich der Va-
rianz mittelwertfreier Zufallsprozesse)
σˆ2X ≡ rˆX (0) =
1
T
T−1∑
t=0
x2(t) . (8.9)
Die Wurzel aus diesem Wert, also σˆX , sei als lokale Ru¨ckstreusta¨rke be-
zeichnet.
Die Annahme der Mittelwertfreiheit ist fu¨r die von Parameterbildern aus
entfalteten Echos wichtig, da Impulse nur mit dieser Scha¨tzvorschrift richtig
abgebildet werden, denn wu¨rde man stattdessen die Varianz berechnen, also
den quadrierten Mittelwert abziehen, wu¨rde der Impuls deutlich an Ho¨he
einbu¨ßen1.
Zur Herleitung eines Ausdruckes fu¨r var
{
σˆ2X
}
gehen wir von der Varianz
der nicht erwartungstreu gescha¨tzten Autokorrekationsfolge aus:
rˆX(τ) ≡ 1
T
T−1∑
t=0
x(t) · x(t+ τ) . (8.10)
1 Allerdings kann die Mittelwertfreiheit nach der Entfaltung nicht immer gewahrt blei-
ben, weil die ARMA-Modelle der Referenz, also das Zustandsraummodell fu¨r die Ent-
faltung, einen kleinen Gleichanteil enthalten ko¨nnen, der sich auf das entfaltete Signal
fortpflanzt. Somit ha¨tte obiger Scha¨tzwert den Bias +
〈
X(t)
〉2
. Ob dieser Bias vertretbar
ist, ha¨ngt vom Gleichanteil der Referenz in der Entfaltung ab und kann nicht allgemein
gu¨ltig ero¨rtert werden.
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Die Varianz dieser Scha¨tzung ist nach [KK98], S.301 (Herleitung umfang-
reich)
var
{
rˆX(τ)
}
=
1
N
T−1−|τ |∑
t=−(T−1−|τ |)
(
1− |t|+ |τ |
T
)
·
(
r2X (t) + rX (t+ |τ |) · rX (t− |τ |)
)
.
(8.11)
Mit σ2X = rX(τ = 0) vereinfacht sich dieser Ausdruck zu
var
{
σˆ2X
}
=
2
N
T−1∑
t=−(T−1)
(
1− |t|
T
)
· r2X(t) , (8.12)
und speziell fu¨r Unkorreliertheit, also rX (τ) = δ(τ),
var
{
σˆ2X
}
=
2
N
· r2X (0) =
2
N
· σ4X . (8.13)
Es besteht also eine deutliche Abha¨ngigkeit von der Korreliertheit des Pro-
zesses. Folglich sind fu¨r die Scha¨tzungen σˆ2Z aus dem rohen HF-Echo zur
Wahrung einer gewissen Genauigkeit wesentlich gro¨ßere Signalausschnitte
erforderlich als fu¨r entsprechende Scha¨tzungen auf der Basis des entfalteten
Echos wˆ(t). Ein quantitatives Beispiel in Abb. 8.2 verdeutlicht dies. Hierin
liegt auch begru¨ndet, dass die Scha¨tzung σˆ2W nach Gleichung (6.87) (S.96),
die aus σˆ2Z hervorgeht, ein Parameterbild mit geringerer Auflo¨sung ergibt
als die erneute Scha¨tzung σˆ2
Wˆ
aus dem Ergebnis der Entfaltung, wˆ(t).
Allerdings ist zu beachten, dass die lokale Leistung von wˆ(t) auch mit
der Scha¨tzung σˆ2W zusammenha¨ngt, was in gewisser Weise zu einer Pseu-
doauflo¨sung fu¨hren kann. Aus Abb. 8.3 geht hervor, inwieweit eine variieren-
de Signalleistung σ2W trotz eines fest gewa¨hlten s
2
W = 1 im Filterparameter
p ≡ s2W /σ2V nach der Entfaltung noch rekonstruiert werden kann. Idealer-
weise sollten die Kurven in Abb. 8.3 flach verlaufen, was aber nicht der Fall
ist. Es fa¨llt auf, dass ein gegenu¨ber s2W erho¨htes σ
2
W besser rekonstruiert
wird als ein erniedrigtes, eine Eigenschaft, die nicht von der Mittenfrequenz
und auch nicht von der Form der bandpassartigen Referenz H(ω) abha¨ngt
(die Kurvenformen bleiben trotz Variation dieser beiden Charakteristika
von H(ω) a¨hnlich). Fu¨r p ≡ s2W /σ2V →∞ na¨hert sich σ2Wˆ /σ2W → 1, wie zu
erwarten war. Allgemein ko¨nnen die Fehler folgendermaßen erkla¨rt werden:
Im Fall σ2W > s
2
W ist das tatsa¨chliche SNR besser als das fu¨r die Entfaltung
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Abb. 8.2: Normierte Varianz des Scha¨tzers σˆ2X in Abha¨ngigkeit von der
La¨nge N des Datenausschnittes. — Unkorrelierter normalver-
teiler Zufallsprozess X (minimale Varianz). −− Korreliertheit
nach Entfaltung (Entfaltungsfilter (6.88), S.96, Filterparameter
p ≡ s2W /σ2V , s2W = 1, σ2V = −30 dB; Referenz H(ω) wie in
(6.102), S.100). − · −· Korreliertheit des rohen HF-Echos (nor-
malverteiltes weißes Rauschen gefiltert mit H(ω). Ist im HF-
Echo fu¨r eine bestimmte Varianz die Fensterla¨nge N = 50 er-
forderlich, kann im entfalteten Echo die gleiche Varianz schon
mit N = 13 erreicht werden.
angenommene. wˆ(t) kann den Spitzen von w(t) nicht folgen. Dagegen ist
fu¨r σ2W < s
2
W das SNR kleiner als angenommen und somit schla¨gt sich das
Rauschen auf wˆ(t) nieder, da es ungenu¨gend unterdru¨ckt wird.
In der Praxis der Gewebedifferenzierung ist die Korrelation rX(τ) natu¨r-
lich nicht bekannt. Aber auch in diesem Fall kann die Varianz der lokalen
Ru¨ckstreusta¨rke abgescha¨tzt werden [Bro98].
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In diesem Abschnitt wird anhand von Beispielen ero¨rtert, welche potenzi-
ellen Vorteile gegenu¨ber konventionellen Ultraschallbildern erreicht werden
ko¨nnen, wenn die Parametrisierung der entfalteten HF-Echos Ausgangs-
punkt einer bildhaften Darstellung ist.
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Abb. 8.3: Leistung σ2
Wˆ
des entfalteten Signals im Verha¨ltnis zur Leistung
σ2W des Eingangssignals bei festem s
2
W = 1 (Entfaltungsfilter
(6.88), S.96, Filterparameter p ≡ s2W /σ2V ; Referenz H(ω) wie in
(6.102), S.100). — σ2V = −30 dB. −− σ2V = −40 dB. · · · σ2V =
−50 dB.
8.3.1 Lokale Ru¨ckstreusta¨rke
Die naheliegendste Parametrisierung entfalteter Echosignale ist sicherlich
die lokale Ru¨ckstreusta¨rke, denn sie kann mit hoher ra¨umlicher Auflo¨sung
bestimmt werden und entspricht dem intuitiven Versta¨ndnis des Puls-Echo-
Prinzips [GR00].
Anhand eines wohldefinierten Testobjektes, dem in Abb. 8.4 dargestellten
Ultraschallphantom, kann gepru¨ft werden, inwieweit die aus den entfalteten
Echos gewonnenen Parameterbilder der lokalen Ru¨ckstreusta¨rke mit konven-
tionellen Bildern konkurrieren ko¨nnen oder diese in der Darstellungsqualita¨t
u¨bertreffen: Die Position der Nylonfa¨den sollte scharf und ohne Artefakte
dargestellt werden (Rekonstruktion von Impulsen), und die Einschlu¨sse ver-
a¨nderter Ru¨ckstreusta¨rke sollten klar erkennbar sein (Gewebekontrast).
Wie der Vergleich in Abb. 8.5 veranschaulicht, ist das aus entfalteten Echos
berechnete Bild deutlich glatter, ohne die Lokalisierbarkeit der Reflexions-
stellen zu beeintra¨chtigen, wie dies bei normalen Gla¨ttungsfiltern zu erwar-
ten wa¨re. Die Einschlu¨sse sind aufgrund des reduzierten Speckle-Rauschens
deutlicher als homogene Einheit zu erkennen.
Mit der Entfaltung wurde insbesondere die Korrektur von Beugungs- und
Da¨mpfungseffekten beabsichtigt. Dies zeigt sich darin, dass die homoge-
ne Streueigenschaft des Phantomgrundmaterials als u¨ber das gesamte Bild
gleich bleibender Grauton abgebildet wird – eine objektivierte und gera¨teu-
nabha¨ngigere Darstellung.
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Abb. 8.4: Ultraschallphantom. Die Punkte zeigen die Position von du¨n-
nen Nylonfa¨den an, die senkrecht zur Darstellungsebene ver-
laufen. Zylindrische Einschlu¨sse mit gegenu¨ber dem Grundma-
terial des Phantoms vera¨nderter Ru¨ckstreusta¨rke sind durch
Kreisscheiben gekennzeichnet.
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Auch die Parameterbilder von In-vivo-Aufnahmen in Abb. 8.5 bis Abb. 8.8
zeigen sich im Vergleich zur konventionellen Darstellung glatter und mit
gleichbleibend deutlichen Details. Die Unterdru¨ckung des Speckle-Rauschens
ermo¨glicht eine kontrastreichere Darstellung, was der Unterscheidung von
verschiedenen Gewebearten zugute kommt.
Allerdings kann das Speckle-Rauschen nicht vollsta¨ndig unterdru¨ckt werden,
was drei Gru¨nde hat: Erstens ko¨nnen Da¨mpfung und Ru¨ckstreuspektrum
des In-vivo-Gewebes von denen des Phantoms abweichen, was zu axialer
Restkorrelation fu¨hrt. Zweitens sind die Echos aus gro¨ßeren Eindringtiefen
stark durch Rauschen gesto¨rt, worauf das Entfaltungsfilter mit schma¨leren
Durchlassbereichen reagiert, und somit sta¨rkere axiale Korrelation nach sich
zieht. Drittens bleibt die laterale Korrelation prinzipiell erhalten, und somit
versta¨rken die beiden erstgenannten Ursachen das Rest-Speckle.
Details der Berechnung
Die Entfaltung (Algorithmus auf S.86f.) wurde mit einer vom Rauschan-
teil befreiten ARMA-Referenz (NC = 6, NA = 7) durchgefu¨hrt, die mittels
PEM aus dem Phantom gewonnen wurde (Abb. 5.5 auf S.67). Im U¨brigen
erfolgte die Scha¨tzung von σ2W mit den Methoden aus Abschnitt 6.5.4 und
Abschnitt 6.8.3, und σ2V war wie in Abb. 5.4, S.65. Der in Abschnitt 6.7
optimierte Paramter des Entfaltungsfilters war γ = 2. Details zur Aufnah-
meapparatur und zum verwendeten Schallwandler sind in Abschnitt 5.6.1
bzw. in Tab. 2.1 beschrieben.
Zur Scha¨tzung der lokalen Ru¨ckstreusta¨rke wurde ein Datenausschnitt von
lediglich 6 Samples verwendet (bei der verwendeten Abtastfrequenz von
20 MHz und einer angenommenen Schallgeschwindigkeit von 1540 m/s ent-
spricht dies einer axialen Fensterla¨nge von 0,23 mm). Die Einhu¨llende der
rohen HF-Echos wurde nach Abschnitt 8.1.3 bestimmt, und zwar ebenfalls
mit der Fensterla¨nge 6 Samples.
Fu¨r die Darstellung der lokalen Ru¨ckstreusta¨rke σˆW aus entfalteten Echos
ist zu beachten, dass diese einen anderen Wertebereich und eine andere em-
pirische Verteilung hat als die Einhu¨llende der rohen HF-Echos. Um trotz-
dem einen vergleichbaren Wertebereich und Kontrast zu erzielen, wurde
in allen Beispielbildern zuna¨chst eine Rayleigh-Verteilung an die Daten
angepasst, und dann wurden die Daten durch den Wert der zehnfachen
Standardabweichung plus Mittelwert dieser Rayleigh-Verteilung geteilt2.
2 Rayleigh-Dichte:
f(x) =
x
β2
· e−x
2/(2 β2) , x ≥ 0 .
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Die Annahme einer globalen Rayleigh-Verteilung ist eine grobe Na¨herung,
liefert aber praktikable Ergebnisse fu¨r die Ermittlung eines Wertebereichs.
Nach der beschriebenen Normierung erfolgt eine Amplitudenkompression
derart, dass im Intervall [0, 1] die darzustellenden Amplitudenwerte ungefa¨hr
eine symmetrische Verteilung mit Schwerpunkt in der Mitte dieses Intervalls
haben. Hier erwies sich die Transformation y = log(α x+ 1)/ log(α+ 1) mit
α = 100 als gu¨nstig. Fu¨r die Darstellung auf Monitoren mit Kathodenstrahl-
ro¨hre bietet sich eine zusa¨tzliche Gammakorrektur mit z = yν an (je nach
Gera¨t ist ν ∈ [1,5 . . .2,5]).
8.3.2 Spektrale Parameter und farbcodierte Darstellung
Eine zweite Mo¨glichkeit, die entfalteten Echos in ein Bild umzuwandeln,
ist die Parametrisierung der lokalen relativen Ru¨ckstreuspektren. In erster
Linie bietet sich der Wert des Ru¨ckstreuspektrums bei einer ausgewa¨hlten
Frequenz an. Parameter, die den Verlauf des Spektrums und somit die Mi-
krostruktur des Gewebes charakterisieren, sind in einer bildhaften Darstel-
lung wenig aussagekra¨ftig, da die Scha¨tzung dieser Parameter mit großen
Unsicherheiten behaftet ist, wenn sie aus In-vivo-Daten erfolgen soll (siehe
auch Kapitel 3 sowie die dort zitierten Arbeiten).
Die Darstellung der Parameterbilder ist hier farbkodiert (Falschfarbendar-
stellung). Gegenu¨ber grauwertkodierten Bildern haben Farbdarstellungen
den Vorteil, dass die mit gleichen Farben kodierten Gebiete im Bild besser
als zusammengeho¨rig wahrgenommen werden. Ferner kann durch geschickte
Wahl der Farbskala optimal auf den Informationsgehalt relativer Ru¨ckstreu-
spektren eingegangen werden: Ein kleiner Gru¨nbereich signalisiert geringe
Abweichung von den Referenzspektren, wa¨hrend entsprechend der intuiti-
ven
”
Temperaturskala“ gro¨ßere Werte von Gelb bis Rot, und kleinere Werte
von Cyan bis Dunkelblau reichen. Die Farbkodierung Gru¨n agiert als Orien-
tierungshilfe und somit wird die Auffassung des Ultraschallbildes zusa¨tzlich
objektiviert (dies wa¨re mit einem
”
mittleren Helligkeitswert“ in der Grau-
wertkodierung nicht mo¨glich).
Zusa¨tzlich kann in die farbigen Parameterbilder das konventionelle grau-
wertkodierte B-Bild (oder ein anderes Parameterbild) eingebracht werden,
Mittelwert β
√
pi/2, Standardabweichung β
√
(4− pi)/2. Der Maximum-Likelihood-
Scha¨tzer fu¨r β ist
βˆ2 =
1
2 N
N∑
n=1
x2n .
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(a) Konventionelles B-Bild.
(b) Lokale Ru¨ckstreusta¨rke nach Entfaltung.
Abb. 8.5: Vergleich zwischen konventionellem B-Bild und dem Parame-
terbild lokaler Ru¨ckstreusta¨rke nach Entfaltung im Zeitbereich
(Aufnahme aus dem Ultraschallphantom in Abb. 8.4).
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(a) Konventionelles B-Bild.
(b) Lokale Ru¨ckstreusta¨rke nach Entfaltung.
Abb. 8.6: Vergleich zwischen konventionellem B-Bild und dem Parame-
terbild lokaler Ru¨ckstreusta¨rke nach Entfaltung im Zeitbereich
(La¨ngsschnitt einer Niere mit Tumor rechts oben).
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(a) Konventionelles B-Bild.
(b) Lokale Ru¨ckstreusta¨rke nach Entfaltung.
Abb. 8.7: Vergleich zwischen konventionellem B-Bild und dem Parame-
terbild lokaler Ru¨ckstreusta¨rke nach Entfaltung im Zeitbereich
(La¨ngsschnitt einer Niere mit Tumor links unten).
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(a) Konventionelles B-Bild.
(b) Lokale Ru¨ckstreusta¨rke nach Entfaltung.
Abb. 8.8: Vergleich zwischen konventionellem B-Bild und dem Parame-
terbild lokaler Ru¨ckstreusta¨rke nach Entfaltung im Zeitbereich
(La¨ngsschnitt einer gesunden Niere, Leber links oben).
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wenn die Gesamtdarstellung mit dem sogenannten HSB-Farbmodell aufge-
baut wird (HSB: Hue Saturation Brightness). Hierbei entspricht die Farbart
(Hue) dem Wert des spektralen Parameters, und der Grauwert des B-Bildes
geht in die Helligkeit (Brightness) ein. Mit einer Farbsa¨ttigung (Saturation)
von < 1 kann außerdem eine transparenter wirkende Darstellung erreicht
werden. Auf diese Weise erha¨lt der Betrachter den Eindruck, dass das farb-
codierte Parameterbild dem B-Bild u¨berlagert wa¨re.
Wie in Abb. 8.9 und Abb. 8.10 zu sehen ist, ko¨nnen auf der Basis von entfal-
teten Echos hochauflo¨sende Bilder spektraler Parameter errechnet werden.
Die Scha¨tzungen der relativen Ru¨ckstreuspektren sind innerhalb der Band-
breite des Schallwandlers robust (Abschnitte 6.6ff.) und eignen sich deshalb
besonders fu¨r eine bildhafte Darstellung. Die lokale Ru¨ckstreusta¨rke dage-
gen wird vom gesamten Spektrum und somit auch von den Rauschanteilen
beeinflusst.
Details der Berechnung
Zuna¨chst wurde eine Entfaltung der HF-Echos durchgefu¨hrt, deren Eck-
punkte bereits im vorigen Abschnitt skizziert wurden.
Zur Berechnung der spektralen Parameter bilden logarithmierte Amplitu-
denspektren die Grundlage. Hierzu wurden zuna¨chst die Periodogramme
der La¨nge 32 Samples von vier benachbarten A-Scans gemittelt (bei der
verwendeten Abtastfrequenz von 20 MHz und einer angenommenen Schall-
geschwindigkeit von 1540 m/s entspricht dies einer axialen Fensterla¨nge von
ca. 1,2 mm, die laterale Fensterausdehnung ist im Sektor-Scan variabel). Die
Fenster wurden mit einem Blackman-Fenster gewichtet.
Um den Bias durch Logarithmierung zu vermeiden und um die Varianz der
Spektralscha¨tzwerte zu verringern, wurden die gemittelten Spektren dann
noch gegla¨ttet (Gewichtung der Autokorrelationsfolge mit einem Parzen-
Fenster der La¨nge 31, dies enspricht der in den Abschnitten 7.3.2 bis 7.3.4
beschriebenen BT-Methode).
8.4 Zusammenfassung
In diesem Kapitel wurde gezeigt, wie aus den entfalteten Ultraschallechos
bildhafte Darstellungen erzeugt werden ko¨nnen. Da die Entfaltung system-
bedingte Einflu¨sse weitgehend korrigiert, sind auch die Bilder gera¨teunab-
ha¨ngiger und objektiver. Die Unterdru¨ckung des Speckle-Rauschens in Bil-
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Abb. 8.9: Links: Lokale Ru¨ckstreusta¨rke. Rechts: Relative Ru¨ckstreu-
spektren bei f = 3,75 MHz, nach der Entfaltung im Zeitbe-
reich gescha¨tzt. Der Wertebereich der Darstellung wurde auf
−12 . . .12 dB beschra¨nkt, um Details im Bereich des Nieren-
parenchyms sichtbar zu machen. Im Phantombild (oben) sind
einige der Einschlu¨sse zu erkennen (vgl. Abb. 8.4).
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Abb. 8.10: Links: Lokale Ru¨ckstreusta¨rke. Rechts: Relative Ru¨ckstreu-
spektren bei f = 3,75 MHz, nach der Entfaltung im Zeitbereich
gescha¨tzt. Weitere Erla¨uterungen in Abb. 8.9.
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dern der lokalen Ru¨ckstreusta¨rke ist u¨berzeugend, und gleichzeitig offenbart
sich ein mindestens genau so hoher Detailreichtum und Gewebekontrast wie
bei konventionellen Bildern. Wegen des reduzierten Speckle-Rauschens ist
in vielen Fa¨llen sogar eine wesentlich kontrastreichere Darstellung verschie-
dener Gewebearten mo¨glich, was fu¨r die Diagnose von großem Nutzen sein
kann.
9. Klinische Studie
Die urspru¨ngliche Idee war es, mit Hilfe von Methoden der automatischen
Gewebedifferenzierung a¨hnlich denen in [Sch96] eine Dignita¨tsaussage fu¨r
ausgewa¨hlte Gewebebereiche zu erhalten und somit auch die Sichtbarkeit
von Nierentumoren in Ultraschallbildern zu verbessern. Deshalb wurde zu-
na¨chst die nun beschriebene Machbarkeitsstudie durchgefu¨hrt. Leider stellte
sich heraus, dass die automatische Gewebedifferenzierung in naher Zukunft
wohl kaum realisierbar sein wird. Die Ursachen hierfu¨r sind vielfa¨ltig und
liegen sowohl in den Einschra¨nkungen des Puls-Echo-Verfahrens als auch in
der großen Variabilita¨t der Gewebestrukturen.
Die Studie wurde in enger Zusammenarbeit mit Herrn Dr.-med. D. Ro¨sing
(Klinik fu¨r Urologie, Universita¨t Greifswald) angefertigt. Weiterhin waren
beteiligt: Prof. Dr.-Ing. U. Lu¨bbert, PD Dr.-rer.-nat. B. Pompe (Institut fu¨r
Physik, Universita¨t Greifswald), Prof. Dr.-med. K.-J. Klebingat, OA Dr.-
med. U. Zimmermann (Klinik fu¨r Urologie, Universita¨t Greifswald). Teile
der Studie wurden in [GRK99] pra¨sentiert.
9.1 Aufgabenstellung
9.1.1 Warum Nierenultraschall?
Es bietet sich aus mehreren Gru¨nden an, eine klinische Studie zur Gewebe-
differenzierung mittels Ultraschall am Organ der Niere durchzufu¨hren.
”
Als
Organ mit einer Fu¨lle von Anomalien und Formvarianten treten [. . . ] bei
der Niere oft diagnostische Probleme bei der Abgrenzung des Normalen zum
Pathologischen, insbesondere in der Tumordiagnostik auf“ ([Zol94], S.115).
Deshalb steht an erster Stelle der potenziell hohe Wert einer quantitativen
Ultraschalldiagnose fu¨r die Diagnose und Detektion von Nierentumoren:
• Kleinere Tumoren werden oft u¨bersehen (Tumoren im Anfangsstadium
oder multifokales Wachstum; sonografische Nachweisbarkeit ab einem
Durchmesser von ca. 2 cm).
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• Die genaue Gro¨ße und die Begrenzung von Tumoren sind fu¨r deren
operative Entfernung (Nierenteilresektion) von gro¨ßter Wichtigkeit.
Leider kommt es oft vor, dass weder Sonografie noch Spiral-CT die
erforderliche Klarheit schafft.
• Kleine Nierenkarzinome sind in ca. 75 % der Fa¨lle in ihrer Echogeni-
ta¨t (subjektiv) nicht vom Nierenparenchym zu unterscheiden ([Zol94],
S.129), dagegen weisen Nierenkarzinome ab mittlerer Gro¨ße ha¨ufig un-
regelma¨ßige Echostrukturen auf.
• Prinzipiell wa¨re es wu¨nschenswert, auf das teure und fu¨r den Patienten
mit hoher Strahlenbelastung einhergehende Spiral-CT zu verzichten.
Fu¨r die Durchfu¨hrbarkeit einer Studie zur Gewebedifferenzierung sind von
Bedeutung:
• Die Niere ist ein paariges Organ, womit mehr intraindividuelle Ver-
gleichsdaten vorhanden sind.
• Die Inzidenz von Nierentumoren ist vergleichsweise hoch, was eine
rasche Sammlung von Daten unterschiedlicher Patienten ermo¨glicht.
• Die Niere kann sowohl vor als auch wa¨hrend der Operation ohne
großen Aufwand sonografiert werden. Vorteil der intraoperativen So-
nografie ist es, dass der Schallkopf mit einer schallkoppelnden Vorlauf-
strecke direkt auf das freigelegte Organ aufgesetzt werden kann und
somit der ansonsten sto¨rende Einfluss zwischenliegender Fett- und Ge-
webeschichten vermieden werden kann.
9.1.2 Warum Ultraschallkontrastmittel?
Wie im vorigen Abschnitt bereits angeklungen ist, la¨ge der fu¨r die Detekti-
on von Nierentumoren erstrebenswerte Mehrwert einer Gewebedifferenzie-
rung in der deutlicheren Unterscheidbarkeit von gesundem Parenchymgewe-
be und krankem Tumorgewebe, also der Erho¨hung des Gewebekontrastes.
Deshalb liegt es auf der Hand, Ultraschallkontrastmittel (USKM) einzu-
setzen. Zwar wurde USKM urspru¨nglich zur besseren Diagnose der Durch-
blutung von Organen mittels Farbdoppler-Sonografie entwickelt. Es gibt
jedoch Hinweise, dass die Kapillargefa¨ßstruktur entscheidenden Einfluss auf
das Ru¨ckstreuspektrum von Schall hat ([Ho¨f95] etc.).
Es wurde das 1996 auf dem Markt erschienene USKM LevovistTM 2,5 g
(D-Galaktose + Palmitinsa¨ure) verwendet [FS95]. Der erho¨hte
”
Kontrast“,
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womit in der Regel erho¨hte Ru¨ckstreuintensita¨t aus Blutgefa¨ßen gemeint
ist, wird dadurch erreicht, dass sich an speziellen Keimen kleinste Gasbla¨s-
chen im Blut ausbilden, die dann große Schallimpedanzspru¨nge verursachen
(es existieren verschiedene Stoffe, die diese Bla¨schenbildung auslo¨sen; For-
schungen hierzu sind noch aktuell).
Allerdings sind fu¨r die Studie auch einige Nachteile des Einsatzes eines sol-
chen USKMs zu notieren:
• Von der Injektion des USKMs bis zur maximalen Wirkung vergeht
ungefa¨hr eine Minute. Aufgrund der Atmung des Patienten ist es aber
praktisch unmo¨glich, den Zeitpunkt fu¨r die Aufnahme eines Ultra-
schallbildes genau festzulegen.
• Die Wirksamkeit des USKMs la¨sst rasch nach (wenige Minuten).
• Kontinuierliche Beschallung von USKM-angereichertem Blut fu¨hrt
zur Zersto¨rung der Gasbla¨schen. Ob der Effekt des USKMs erhalten
bleibt, ha¨ngt dann im Wesentlichen davon ab, ob mit ausreichender
Durchblutung des untersuchten Gewebes neues USKM-reiches Blut
nachkommt.
• Kosten, Aufwand und Patientenbelastung (USKM muss intraveno¨s
verabreicht werden) sind sehr hoch.
9.1.3 Wahl der Methoden
Die Vera¨nderung der Echogenita¨t eines Gewebebereiches kann oft schon
im konventionellen Ultraschallbild beobachtet werden. Da die Anreicherung
von USKM nur dann diagnostisch nu¨tzlich ist, wenn sich dadurch ein erho¨h-
ter Kontrast zwischen verschiedenen Gewebebereichen ergibt, notierte ein
im Umgang mit Sonografie erfahrener Arzt die Echogenita¨t des karzinom-
verda¨chtigen Areals im Vergleich zum gesunden Parenchymgewebe (hyper-,
hypo- oder isoechogen) vor und nach Verabreichung von USKM (intraindi-
vidueller Vergleich).
Dem subjektiven Eindruck sollte eine objektive Beurteilung gegenu¨berge-
stellt werden, die sich auf Methoden der quantitativen Analyse von Utra-
schallechos stu¨tzt.
Die Aufzeichung der pra¨operativen Ultraschalldaten erfolgte in der Regel
am Abend vor der Operation:
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1. Aufzeichnung der HF-Echos von zwei bis drei Ultraschallbildern aus
La¨ngs- und Querschnitten der gesunden Niere.
2. Aufzeichnung der HF-Echos mehrerer Schnittebenen der kranken Nie-
re.
3. Verabreichung von USKM.
4. Neuerliche Aufzeichnung der HF-Echos mehrerer Schnittebenen der
kranken Niere.
5. Markieren von Parenchym- und Tumorgewebe durch einen Arzt mit
Hilfe einer speziell entwickelten Software.
Die Schritte 2 bis 5 wurden an der operativ freigelegten und noch durchblu-
teten Niere wiederholt (intraoperativer Ultraschall).
Details zur Aufnahmeapparatur findet man in Abschnitt 5.6.1, einige tech-
nische Daten des verwendeten Schallwandlers sind in Tab. 2.1 aufgelistet.
Zur Auswertung der Daten mittels quantitativer Ultraschalldiagnose wur-
den relative Ru¨ckstreuspektren parametrisiert. Relativ heißt hier, dass zur
Korrektur von Beugungs- und Da¨mpfungseffekten alle lokal gescha¨tzten
Ru¨ckstreuspektren auf Referenzspektren entsprechender Eindringtiefe bezo-
gen wurden. Selbstversta¨ndlich blieben sa¨mtliche Gera¨teeinstellungen u¨ber
alle Aufnahmen hinweg konstant, auch fu¨r die Aufnahme der Referenz aus
dem gewebeimitierenden Phantom. Die genauen Parameter der Analyse sind
in Tab. 9.1 aufgelistet.
Man ko¨nnte argumentieren, dass statt der gemittelten Spektren aus einem
ku¨nstlichen Phantommaterial besser solche aus In-vivo-HF-Echos verwen-
det werden sollten, um die Da¨mpfungseigenschaften des zu analysierenden
Gewebes besser modellieren zu ko¨nnen. Bei weitestgehend homogenen Or-
ganen wie der Leber und der Testis ist eine solche Vorgehensweise sicherlich
die beste Wahl, aber bei den heterogenen Ultraschallbildern der Niere ist
sie zweifelhaft (siehe Ergebnisse in Abschnitt 5.6.4).
Die statistische Auswertung der aus den HF-Echos gescha¨tzten Parameter
erfolgte fu¨r den intraindividuellen Vergleich nach dem gleichen Prinzip wie
bei der subjektiven Auswertung. Es ging also nur darum, ob ein Parame-
ter wie z.B. die Ru¨ckstreusta¨rke bˆ0 in einem Gewebebereich (Parenchym)
einen ho¨heren (hyper), niedrigeren (hypo) oder einen gleichen (iso) Mittel-
wert hatte wie in einem anderen Gewebebereich (Tumor). Als statistisches
Verfahren eignet sich hierfu¨r der U-Test (auch Mann-Whitney-Test oder
Wilcoxon-Rangsummen-Test genannt; [Sta00], S.197ff), der unabha¨ngig
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Abtastfrequenz 20 MHz
Mittenfrequenz f0 3,5 MHz
beru¨cksichtigte Bandbreite 2 . . . 5 MHz
Fensterla¨nge 128 Samples
Spektralscha¨tzer
gemittelte Periodogramme, an-
schließend gegla¨ttet (BT-Methode
mit Parzen-Fenster, TW = 24,
siehe hierzu Abschnitte 7.3.2ff.)
Fenstergewichtung Blackman-Fenster
Anzahl gemittelter Spektren 6 lateral
Abstand benachbarter Fenster 3 A-Scans, 64 Samples
Spektrale Parameter b0, b1, berr (siehe Abschnitt 3.3)
Referenz
gewebeimitierendes Phantom (sie-
he Abb. 8.4, S.145)
Tab. 9.1: Parameter der quantitativen Analyse.
von der empirischen Verteilung der Parameter eine entsprechende Aussage
unter Beru¨cksichtigung eines vorgegebenen Signifikanzniveaus leistet. Der
T-Test ist ungeeignet, da er von normalverteilten Stichproben ausgeht.
Zur Beurteilung der Parameterverteilungen insgesamt ist ein interindividu-
eller Vergleich interessant. Somit ko¨nnen einerseits die Wertebereiche der
Parameter auf ihre Plausibilita¨t hin u¨berpru¨ft werden, und andererseits ko¨n-
nen allgemein gu¨ltige und vom Patienten unabha¨ngige Trends festgestellt
werden.
9.2 Ergebnisse
Insgesamt wurden die Ultraschallbilder von 48 Patienten gesammelt, davon
war in 44 Fa¨llen ein Nierenzellkarzinom und in vier Fa¨llen eine gutarti-
ge Raumforderung diagnostiziert worden. Bei fu¨nf Patienten wurden keine
intraoperativen Ultraschallbilder aufgezeichnet. Ultraschallaufnahmen, die
ohne USKM angefertigt wurden, sind im Folgenden als nativ bezeichnet. Fu¨r
die statistische Auswertung kamen einige Aufnahmen nicht in Betracht, da
das Parenchymgewebe nicht klar erkennbar oder bereits fast vollsta¨ndig vom
Tumor verdra¨ngt war.
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9.2.1 Intraindividueller Vergleich
In der Praxis ist es a¨ußerst schwierig, mehrere Ultraschallaufnahmen aus der
gleichen Schnittebene des Organs zu gewinnen, da Schallkopf und Patient
frei beweglich sind und auch schon die Atmung des Patienten
”
Verwacklun-
gen“ verursacht. Dies wa¨re bei weitgehend homogener Organstruktur kein
Problem. Es hat sich aber gezeigt, dass sich die Parameterverteilungen selbst
innerhalb eines Patientendatensatzes von Schnittebene zu Schnittebene zum
Teil voneinander unterscheiden, wie die Ergebnisse in Tab. 9.2 demonstrie-
ren. Zwar stimmen bei durchschnittlich 50 % der Patienten die Parameter-
mittelwerte verschiedener Aufnahmen innerhalb der Aufnahmeklassen u¨ber-
ein, doch erscheint dies angesichts der angestrebten Diskriminanz viel zu
wenig.
Da fu¨r den hier angestrebten Vergleich des Gewebekontrastes Tumor – Pa-
renchym vor und nach Verabreichung von USKM also keine identischen
Schnittebenen zur Verfu¨gung standen, wurden fu¨r jede Aufnahmeklasse
(pra¨operativ, intraoperativ, mit und ohne USKM) sowie fu¨r jede Gewebe-
klasse (Parenchym, Tumor) die Parameter aller Aufnahmen eines Patienten
zu einer Parameterverteilung zusammengefasst (insgesamt acht Klassen).
Kleine hochgradig instationa¨re Bereiche (hyperechogen) wurden nach der
Methode aus Abschnitt 5.5.2 von der Parameterextraktion ausgeschlossen,
um die Parameterverteilungen nicht unno¨tig zu verbreitern (das Verha¨ltnis
der Fla¨che solcher instationa¨rer Bereiche zur Gesamtfla¨che des markierten
Gewebebereichs schwankte zwischen 0 und 10 %, mit einer maximalen Ha¨u-
figkeit bei 3 % bis 4 %, unabha¨ngig von der Aufnahmeklasse).
Nun wurden die Mittelwerte der Parameterverteilungen
”
Tumor“ und
”
Pa-
renchym“ innerhalb jeder Aufnahmeklasse mit dem U-Test auf Gleichheit
getestet (Ergebnis in Tab. 9.3). Das Ergebnis ist fu¨r alle vollsta¨ndigen Da-
tensa¨tze in der Grafik Abb. 9.1 veranschaulicht. Man erkennt auf den ersten
Blick, dass keine generelle Aussage hinsichtlich der Anreicherung von USKM
mo¨glich ist, wenn auch in Einzelfa¨llen eine im Mittel erho¨hte Echogenita¨t
objektiv nachgewiesen werden kann (hier nicht aufgeschlu¨sselt). Von einem
Vergleich pra¨operativ – intraoperativ sollte abgesehen werden (siehe hierzu
na¨chsten Abschnitt).
Schließlich bleibt noch festzustellen, dass die subjektiv recht ha¨ufig erkannte
Erho¨hung des Gewebekontrastes nach Verabreichung von USKM nicht mit
den Ergebnissen des U-Tests u¨bereinstimmt. Mo¨glicherweise ist die Betrach-
tung des Mittelwertes der Parameterverteilungen zu grob im Vergleich zu
dem gut ausgebildeten Differenzierungsvermo¨gen des Arztes, aber auch eine
gewisse Voreingenommenheit des Arztes kann nicht ausgeschlossen werden.
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Aufnahmeklasse Parameterart Anzahl der Vergleiche
hypo iso hyper Σ
Pra¨operativ b1 6 (17,1 %) 17 (48,6 %) 12 (34,3 %) 35
Nativ b0 12 (34,3 %) 15 (42,9 %) 8 (22,9 %) 35
berr 10 (28,6 %) 20 (57,1 %) 5 (14,3 %) 35
Pra¨operativ b1 5 (16,1 %) 20 (64,5 %) 6 (19,4 %) 31
USKM b0 6 (19,4 %) 16 (51,6 %) 9 (29,0 %) 31
berr 9 (29,0 %) 17 (54,8 %) 5 (16,1 %) 31
Intraoperativ b1 4 (11,1 %) 20 (55,6 %) 12 (33,3 %) 36
Nativ b0 12 (33,3 %) 14 (38,9 %) 10 (27,8 %) 36
berr 3 ( 8,3 %) 27 (75,0 %) 6 (16,7 %) 36
Intraoperativ b1 4 (16,0 %) 18 (72,0 %) 3 (12,0 %) 25
USKM b0 6 (24,0 %) 13 (52,0 %) 6 (24,0 %) 25
berr 5 (20,0 %) 17 (68,0 %) 3 (12,0 %) 25
Tab. 9.2: Intraindividueller Vergleich der Parametermittelwerte (U-Test) zwischen jeweils zwei Aufnahmen
innerhalb der jeweiligen Aufnahmeklasse. Signifikanzniveau 0,01.
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Aufnahmeklasse Parameterart Anzahl der Patienten
hypo iso hyper Σ
Pra¨operativ Echogenita¨t (subjektiv) 3 (6,3 %) 28 (58,3 %) 17 (35,4 %) 48
Nativ b1 14 (40,0 %) 11 (31,4 %) 10 (28,6 %) 35
b0 10 (28,6 %) 5 (14,3 %) 20 (57,1 %) 35
berr 17 (48,6 %) 10 (28,6 %) 8 (22,9 %) 35
Pra¨operativ Echogenita¨t (subjektiv) 2 (4,2 %) 18 (37,5 %) 28 (58,3 %) 48
USKM b1 12 (41,4 %) 7 (24,1 %) 10 (34,5 %) 29
b0 11 (37,9 %) 5 (17,2 %) 13 (44,8 %) 29
berr 14 (48,3 %) 9 (31,0 %) 6 (20,7 %) 29
Intraoperativ Echogenita¨t (subjektiv) 3 (7,0 %) 18 (55,8 %) 28 (37,2 %) 43
Nativ b1 3 (11,5 %) 13 (50,0 %) 10 (38,5 %) 26
b0 5 (19,2 %) 11 (42,3 %) 10 (38,5 %) 26
berr 11 (42,3 %) 12 (46,2 %) 3 (11,5 %) 26
Intraoperativ Echogenita¨t (subjektiv) 0 (0,0 %) 8 (18,6 %) 35 (81,4 %) 43
USKM b1 4 (17,4 %) 16 (69,6 %) 3 (13,0 %) 23
b0 4 (17,4 %) 14 (60,9 %) 5 (21,7 %) 23
berr 8 (34,8 %) 10 (43,5 %) 5 (21,7 %) 23
Tab. 9.3: Intraindividueller Vergleich der Parametermittelwerte (U-Test) zwischen Tumor und Parenchym.
Signifikanzniveau 0,01.
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Abb. 9.1: Intraindividueller Vergleich der Parametermittelwerte (U-Test)
zwischen Tumor und Parenchym, nur die vollsta¨ndigen Daten-
sa¨tze. Signifikanzniveau 0,01.
: Hypoechogen, : Isoechogen, : Hyperechogen.
PO: Pra¨operativ, IO: Intraoperativ, KM: Kontrastmittel. Beim
Vergleich (IO, KM) wurde ein Datensatz nicht beru¨cksichtigt,
da er weniger als fu¨nf Parameterscha¨tzungen enthielt.
9.2.2 Interindividueller Vergleich
Ein interindividueller Vergleich der spektralen Parameter ist mo¨glich, da ei-
ne breitbandige Korrektur von Schallbeugung und -da¨mpfung vorgenommen
wurde. Allerdings kann die Da¨mpfung im untersuchten (lebenden) Gewebe
von dem des Korrektur- (Referenz-) Mediums abweichen, was aber beim in-
homogenen Nierenultraschall nicht zuverla¨ssig gemessen werden kann. Die
Spektrogramme in Abb. 5.5 und Abb. 5.9 auf S.67 bzw. S.72 zeigen aber,
dass im großen und ganzen die Da¨mpfung a¨hnlich ist (auf na¨here Untersu-
chungen hierzu wurde verzichtet; tatsa¨chlich ist die genaue Da¨mpfungskor-
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rektur eines der wichtigsten ungelo¨sten Probleme der In-vivo-Gewebecha-
rakterisierung).
Die Abbildungen 9.2 und 9.3 demonstrieren1, wie stark die Mittelwerte der
spektralen Parameter von Patient zu Patient (interindividuell) schwanken,
was eine Trennung der Klassen unmo¨glich macht. Ein allgemein gu¨ltiger
Trend ist weder fu¨r die Kontrastmittelanreicherung noch fu¨r die generelle
Klassifizierbarkeit von Tumor und Parenchymgewebe feststellbar. Da die
intraindividuellen Mittelwerte bei den intraoperativen Aufnahmen gleicher-
maßen stark gestreut sind wie bei den pra¨operativen, kann die Ursache einer
ungenu¨genden Da¨mpfungskorrektur praktisch ausgeschlossen werden, denn
beim intraoperativen Ultraschall liegt zwischen Schallwandler und unter-
suchtem Gewebebereich nur eine da¨mpfungsfreie Vorlaufstrecke und evtl.
ein nur sehr kurzes Stu¨ck Gewebe. Auch die vergleichbaren Wertebereiche
des Parameters b1 bei pra¨operativen und intraoperativen Aufnahmen deuten
auf eine akzeptable Da¨mpfungskorrektur hin (die Da¨mpfung ist frequenzab-
ha¨ngig und mu¨sste bei unzureichender Korrektur zu vera¨ndertem b1 fu¨hren).
Allerdings liegt der Wertebereich von b0 intraoperativ ca. 5 dB ho¨her als
pra¨operativ. Dies ist wahrscheinlich darauf zuru¨ckzufu¨hren, dass mit zuneh-
mender Beschallungsintensita¨t die Gesamtru¨ckstreusta¨rke im Phantomma-
terial anders ansteigt als im lebenden Gewebe, ab einer gewissen Intensita¨t
sogar nichtlinear (die Einstellungen am Ultraschallgera¨t waren fu¨r pra¨- und
intraoperative Aufnahmen gleich, und somit war die Beschallungsintensita¨t
mit der da¨mpfungsfreien Vorlaufstrecke intraoperativ ho¨her). Entsprechen-
de Experimente erschienen aber mangels einer positiven Gesamttendenz der
klinischen Studie als unangemessen aufwa¨ndig.
Die Wertebereiche der Parameter sind plausibel und decken sich gut mit
Ergebnissen aus der Literatur [Hui98, Sch96, SES99, JGC+00].
Die intraindividuellen Standardabweichungen (ohne Abbildung) liegen fu¨r bˆ0
im Intervall [1 . . . 5] dB, mit Schwerpunkt bei ca. 2,9 dB, und fu¨r bˆ1 im Inter-
vall [0,6 . . .1,6] dB/MHz, mit Schwerpunkt bei ca. 1 dB. Vergleicht man dies
1 Um das Versta¨ndnis der Streudiagramme zu erleichtern wurde fu¨r jede Klasse zusa¨tz-
lich eine Kontur gleicher Wahrscheinlichkeitsdichte einer aus den Daten der jeweiligen
Klasse gescha¨tzten bivariaten Normalverteilung eingezeichnet (z.B. [Sta00], S.311f). Sei
der Parametervektor mit x bezeichnet (z.B. x = (b0, b1)T). Fu¨r jeden Datensatz wurden
die Mittelwerte x¯ und die Kovarianzmatrix Σ gescha¨tzt. Die in den Streudiagrammen
eingezeichneten Ellipsen genu¨gen der Gleichung
(x − x¯)T ·Σ−1 · (x − x¯) = 1 .
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mit den ungefa¨hr zu erwartenden Standardabweichungen des Scha¨tzers2,
3,31 dB fu¨r bˆ0 und 0,86 dB/MHz fu¨r bˆ1, gelangt man zu dem Schluss, dass
die hier urspru¨nglich angestrebte Gewebecharakterisierung in erster Linie
deswegen scheitert, weil die Schwankungsbreite der Parameter im Vergleich
zur Mess- und Scha¨tzunsicherheit viel zu groß ist.
9.3 Zusammenfassung
Mit den Ergebnissen dieses Kapitels wurden starke Anhaltspunkte fu¨r die
große intraindividuelle und interindividuelle Variabilita¨t von spektralen Pa-
rametern aus Nierenparenchym und Nierentumor gefunden. Selbst mit ge-
nauester Da¨mpfungs- und Beugungskorrektur ist wahrscheinlich keine Ver-
besserung der Diskriminanz zwischen den Klassen Parenchym- und Tumor-
gewebe zu erwarten, und deshalb ist auch keine zuverla¨ssige Klassifikati-
on zwischen diesen beiden Gewebearten mo¨glich. Dieses negative Ergebnis
u¨berrascht aber keineswegs, wenn man die Varianz der Parameterscha¨tzwer-
te aus anderen Arbeiten zur Gewebecharakterisierung betrachtet. Dass sich
in einigen Arbeiten trotzdem Klassifikationsergebnisse ergeben haben, liegt
zum einen an der Tatsache, dass bisher nur homogenere Gewebestrukturen
wie Leber und Hoden untersucht wurden, und zum anderen aber auch an
der sorgfa¨ltigen manuellen Auslese
”
gutmu¨tiger“ Datensa¨tze.
An diesem Punkt mu¨ssen wir uns die in der Einleitung zitierte Frage in Erin-
nerung rufen:
”
Can tissue characterization ever become a science?“ (C.R.Hill
in [DTOS96]). Die Arbeiten zur Gewebedifferenzierung sind freilich nicht
umsonst, da deren Methoden der Korrektur systembedingter Verfa¨lschungen
die Grundlage von gera¨teunabha¨nigeren und standardisierten Ultraschallbil-
dern bilden.
2 Die Scha¨tzvarianzen der linearen Regression yˆ = aˆ x + bˆ durch Minimieren von∑
(yˆ − y)2 sind (mit x¯ ≡ 1/N
∑N
n=1 xn und σ
2 der Varianz der Messwerte y)
σ2aˆ =
σ2∑N
n=1(xn − x¯)
2
σ2
bˆ
=
σ2
∑N
n=1 x
2
n∑N
n=1(xn − x¯)
2
.
Das Modell des relativen Ru¨ckstreuspektrums ist b0 + b1 (f − f0). Somit setzen wir
xn = fn−f0, und die fn sind die Frequenzstu¨tzpunkte innerhalb der untersuchten Band-
breite 2,5 MHz ≤ fn ≤ 5 MHz, 128 Stu¨tzpunkte auf fS = 20 MHz. Außerdem scha¨tzen
wir ab: σ2 ≈ σ2LMP(3) = 7,45 dB
2 (aus Abschnitt 7.2, wegen Korrelation benachbar-
ter A-Scans statt der sechs gemittelten Spektren effektiv nur drei). Schließlich ergeben
sich daraus die o.g. Standardabweichungen. Die vorgenommene Gla¨ttung in den relati-
ven Ru¨ckstreuspektren verringert diese Standardabweichungen nicht, verhindert aber den
Bias bLMP (siehe 7.3)
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Abb. 9.2: Streudiagramme der intraindividuellen Parametermittelwerte,
pra¨operativ. TN: Tumor Niere, PN: Parenchym Niere, PO:
Pra¨operativ, KM: Kontrastmittel. Eine Trennung der Klassen
ist nicht mo¨glich. Die Ellipsen sind die Linien gleicher Wahr-
scheinlichkeitsdichte einer aus den Daten der jeweiligen Klasse
gescha¨tzten bivariaten Normalverteilung (Erla¨uterung in der
Fußnote auf S.165).
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Abb. 9.3: Streudiagramme der intraindividuellen Parametermittelwerte,
intraoperativ. TN: Tumor Niere, PN: Parenchym Niere, IO:
Pra¨operativ, KM: Kontrastmittel. Eine Trennung der Klassen
ist nicht mo¨glich. Die Ellipsen sind die Linien gleicher Wahr-
scheinlichkeitsdichte einer aus den Daten der jeweiligen Klasse
gescha¨tzten bivariaten Normalverteilung (Erla¨uterung in der
Fußnote auf S.165).
10. Zusammenfassung und Ausblick
In der vorliegenden Arbeit wurde ein Rahmenwerk zur Berechnung objekti-
vierter Ultraschallbilder entwickelt, mit deren Hilfe die medizinische Diagno-
se erleichtert werden ko¨nnte: Die vorgestellten objektivierten Bilder stehen
in einem direkteren Zusammenhang zum untersuchten Weichgewebe, da ge-
ra¨tespezifische Verfa¨lschungen weitgehend korrigiert werden konnten.
Ausgehend von hochfrequenten Ultraschallechos, die aus marktu¨blichen
klinischen Ultraschallgera¨ten stammen, fu¨hrte der Weg zuna¨chst u¨ber
die Korrektur systembedingter Verfa¨lschungen, zu denen insbesondere
Schallbeugung, Schallda¨mpfung, U¨bertragungsverhalten des Schallwandlers
und nachgeschalteter Versta¨rker sowie additives Rauschen za¨hlen. Diese
korrigierten Echos sind weitgehend gera¨teunabha¨ngig und somit unabding-
bare Voraussetzung fu¨r eine quantitative Analyse von Ultraschallechos.
Schließlich ko¨nnen die Ergebnisse der quantitativen Analyse visualisiert
werden, und man erha¨lt auf diese Weise objektivierte Ultraschallbilder.
Ausgangspunkt war die Diskussion physikalischer Grundlagen und die Ent-
wicklung eines einfachen systemtheoretischen Modells, um erstens der An-
wendbarkeit von Methoden der statistischen Signalanalyse den Weg zu be-
reiten, und um zweitens die Grenzen der quantitativen Ultraschalldiagnose
aufzuzeigen.
Der na¨chste Schritt war die Parametrisierung der systembedingten Verfa¨l-
schungen. Dies geschah, in Abstimmung auf die nachfolgenden Korrektur-
verfahren, durch Anpassen eines zeitvarianten ARMA-Modells an Echos, die
aus einem gewebeimitierenden Streuphantom aufgezeichnet wurden. Unter
den diskutierten Methoden, ARMA-Parametrisierungen zu erhalten, erwies
sich ein Multikanal-Pra¨diktionsfehlerverfahren als besonders praktikabel.
Allerdings sind die gemessenen Echos aus dem Phantom rauschbehaftet, und
somit enthalten die gescha¨tzten ARMA-Modelle einen Rauschanteil. Um in
den Korrekturverfahren diesem Rauschen in optimaler Weise Rechnung tra-
gen zu ko¨nnen, wurde ein Verfahren entwickelt, den Rauschanteil mittels
spektraler Faktorisierung nachtra¨glich aus den ARMA-Parametrisierungen
zu entfernen.
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Zur Durchfu¨hrung der Korrektur systembedingter Verfa¨lschungen fiel die
Wahl auf Methoden der zeitvarianten Entfaltung, deren Ergebnis ein Zu-
fallsprozess sein sollte, der unabha¨ngig von der Eindringtiefe des Schalls in
gleichbleibendem Bezug zur Mikrostruktur des Gewebes steht. Kernpunkte
der Korrektur-Strategie waren
1. Erhaltung mo¨glichst breitbandiger Informationen u¨ber das spektrale
Ru¨ckstreuverhalten aller Gewebeabschnitte,
2. die Auslegung der Entfaltung als eine Art Whitening-Filter im Zeitbe-
reich, was effizientere und genauere Spektralscha¨tzungen ermo¨glicht,
3. die Einbeziehung additiven Rauschens,
4. es sollte ein zusammenha¨ngender Zufallsprozess resultieren, der sich
zur weiteren Signalauswertung und schließlich zur Darstellung objek-
tivierter Ultraschallbilder eignet.
Alle diese Forderungen konnten mit einer zustandsraumbasierten Entfal-
tung (Kalman-Interpolation) erfu¨llt werden. Mit Hilfe einer Analogiebe-
trachtung zwischen dem auf der Kalman-Interpolation beruhenden Entfal-
tungsalgorithmus und dem akausalen Wiener-Filter wurde das Spektrum
des rekonstruierten (entfalteten) Eingangssignals hergeleitet. Als Ergebnis
ist festzuhalten, dass die Entfaltung auch korrelierte Signale in einem gewis-
sen Rahmen zu rekonstruieren vermag, obwohl der Algorithmus des Kal-
man-Filters fu¨r dieses Signal einen unkorrelierten Zufallsprozess fordert.
Fu¨r die Beurteilung der Qualita¨t und Robustheit dieser Entfaltung wur-
de in erster Linie das Spektrum des Ergebnisses der Entfaltung betrachtet,
welches im Zusammenhang mit Ultraschallechos dem relativen Ru¨ckstreu-
spektrum entspricht.
Somit war nicht nur eine breitbandige Behandlung der Entfaltung mo¨glich,
sondern es zeigte sich auch ein im statistischen Sinne effizienter Weg zur
Scha¨tzung der in der Gewebecharakterisierung wichtigen Ru¨ckstreuspek-
tren. Außerdem wurde das Verhalten der Entfaltung in der Umgebung von
starken Instationa¨rita¨ten behandelt. Dabei stellte sich heraus, dass die vor-
gestellte Methode auch zur Rekonstruktion von Impulsen (Stellen starker
Ru¨ckstreuung) geeignet ist, und somit auch auf In-vivo-Ultraschallbilder
angewendet werden kann.
Da den Ru¨ckstreuspektren in der quantitativen Ultraschalldiagnose eine zen-
trale Rolle zukommt, wurden in einem weiteren Teil der Arbeit die statisti-
schen Eigenschaften periodogrammbasierter Spektralscha¨tzer mit logarith-
mischer Amplitudenskala untersucht. Um eine hohe ra¨umliche Auflo¨sung
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spektraler Parameter im Ultraschallbild zu erreichen, ko¨nnen nur wenige
Spektren gemittelt werden. Die Analyse ergab, dass dann allerdings ein
Scha¨tzfehler (Bias) von bis zu −2,5 dB entsteht. Da dieser Fehler aber nur
von der Anzahl der gemittelten Spektren abha¨ngt, kann er leicht korrigiert
werden. Außerdem wurden verschiedene Verfahren der Gla¨ttung von Spek-
tren ero¨rtert. Fu¨r die Gla¨ttung von relativen Ru¨ckstreuspektren erwies es
sich als besonders gu¨nstig, die zugeho¨rige Autokorrelationsfolge mit einem
Parzen-Fenster zu gewichten.
Die Parametrisierung der entfalteten, d.h. korrigierten Ultraschallechos
ermo¨glichte die Darstellung von gera¨teunabha¨nigeren Ultraschallbildern
mit gleichzeitig erheblich reduziertem Speckle-Rauschen, ohne dass even-
tuell vorhandene Konturen und Peaks negativ beeinflusst wurden. Die
Unterdru¨ckung des Speckle-Rauschens ermo¨glichte eine kontrastreichere
Darstellung, was der Unterscheidung von verschiedenen Gewebearten zugu-
te kommt und die Diagnose vereinfachen kann. Dies konnte anhand einiger
Beispiele demonstriert werden.
Eine klinische Studie an Nierentumoren besta¨tigte die bereits bekannte prin-
zipielle Problematik der quantitativen Ultraschalldiagnose, dass die Schwan-
kungsbreite gewebecharakterisierender Parameter im Bereich der Messun-
sicherheiten liegt. Zusa¨tzlich verschlechtert sich die Diskriminanz zwischen
Gewebeklassen durch die Inhomogenita¨t von Nierentumoren und Nieren-
parenchym sowie durch große interindividuelle Unterschiede. Die Hoffnung,
dass sich mit dem Einsatz von ju¨ngst auf den Markt gekommenen Ultra-
schallkontrastmitteln bessere Bedingungen ergeben wu¨rden, hat sich leider
als tru¨gerisch herausgestellt.
Da die Streumechanismen in biologischem Weichgewebe weithin ungekla¨rt
sind und da das Puls-Echo-Verfahren zu wenig Informationen zur hinrei-
chend genauen Rekonstruktion der Mikrostrukturen des Gewebes liefert,
wird sich die weitere Entwicklung der Ultraschalldiagnose auf die Verbes-
serung und Objektivierung der Bilder konzentrieren. Hierzu leistet die vor-
liegende Dissertation einen Beitrag. Der na¨chste Schritt wa¨re es nun, eine
echtzeitfa¨hige Implementierung der vorgestellten Methoden zu entwickeln.
Hierzu ko¨nnte es hilfreich sein, den Entfaltungsalgorithmus durch geeigne-
te Approximationen zu vereinfachen. Im Anschluss daran mu¨sste in einer
Studie die Praxistauglichkeit der korrigierten Ultraschallbilder getestet wer-
den.
A. Erga¨nzende Materialien
A.1 Rayleigh-Oberfla¨chen-Integral
Das Rayleigh-Oberfla¨chen-Integral dient der Berechnung von Schall-
dru¨cken, die von einer beliebig geformten schwingenden Oberfla¨che oder
einer Oberfla¨che mit inhomogen verteilter Schallschnelle erzeugt wird
([Kut88], S.73ff).
Das Rayleigh-Integral impliziert Na¨herungen, die nur bei genauem Ver-
sta¨ndnis der Herleitung offenbar werden. Da in der Literatur u¨ber diesen
Punkt ha¨ufig hinweg gegangen wird, soll hier der Versuch einer ausfu¨hrli-
chen Darstellung unternommen werden.
Zuna¨chst wird das Schallfeld einer sehr kleinen Kugelquelle berechnet. Das
Geschwindigkeitspotenzial φ(r, t) in einer Entfernung r von der Quelle ergibt
sich als eine Lo¨sung der Wellengleichung zu (homogenes Medium, Kugelko-
ordinaten)
φ(r, t) =
φ0
r
ej (ωt−kr) . (A.1)
φ0 kann u¨ber die Ergiebigkeit ([ZZ93], S.76f) und die Schallschnelle einer
gegenu¨ber der Wellenla¨nge sehr kleinen Kugelquelle (Punktquelle) bestimmt
werden (ka 1, a: Radius der Kugelquelle):
Q =
∮
S
v ds =
∮
S
v(r) er ds = v(a) 4pir
2 (A.2)
v(a, t) = − gradφ |r=a = φ0 ej (ωt−ka)
(
1
a2
+ j
k
a
)
(A.3)
v(a) =
φ0
a2
e−j ka(1 + j ka) ≈ φ0
a2
fu¨r ka 1 (A.4)
und schließlich
φ0 =
Q
4pi
. (A.5)
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Der Schalldruck in beliebiger Entfernung r la¨sst sich nun in Abha¨ngigkeit
von der Ergiebigkeit angeben:
p(r, t) = ρ0
∂φ
∂t
= ρ0jω
Q
4pir
ej (ωt−kr) . (A.6)
Nimmt man als Na¨herung an, dass von jeder beliebig geformten, aber ge-
genu¨ber der Wellenla¨nge kleinen Schallquelle eine Kugelwelle ausgeht und
die Ergiebigkeit dieser Quelle deshalb der einer kugelfo¨rmigen Quelle a¨hnelt,
la¨sst sich auch jede gro¨ßere Schallquelle aus kleinen schwingenden Teilfla¨-
chen zusammensetzen und deren Schallfeld berechnen, wobei allerdings zu
beachten ist, dass Elemente von fla¨chenhaften Strahlern Halbkugelwellen
abstrahlen und sich deshalb bei gleich bleibender Ergiebigkeit der Teilschall-
druck verdoppelt:
Q ≈ v ds (A.7)
dp(r, t) =
jωρ0
2pir
ej (ωt−kr) v ds . (A.8)
Der Gesamtschalldruck berechnet sich durch das Oberfla¨chenintegral u¨ber
die abstrahlende Fla¨che (Rayleigh-Integral):
p(r, t) =
∫
S
jωρ0 e
j (ωt−k|r−r′|)
2pi|r − r′| v(r
′) ds(r′) . (A.9)
Wenn die Wandlerfla¨che nicht in eine sehr große starre Wand eingebettet
ist, geht die Halbkugelwelle der Fla¨chenelemente zu den Ra¨ndern der Fla¨che
hin in Kugelwellen u¨ber, was kleiner werdenden Teilschalldru¨cken entspricht.
Dieser Effekt wird mit der variablen Schallschnelle v(r′) modelliert.
Des Weiteren kann man das Skalarprodukt v(r′) ds(r′) als vn(r
′) dS(r′)
schreiben, wenn der Wandler u¨berall nur in Richtung der Fla¨chennormalen
schwingt:
p(r, t) =
∫
S
jωρ0 e
j (ωt−k|r−r′|)
2pi|r − r′| vn(r
′) dS(r′) . (A.10)
Im diagnostischen Ultraschall wird ein piezoelektrischer Wandler mit einem
sehr kurzen Spannungsimpuls angeregt, woraus eine breitbandige Schnelle
mit der komplexen Amplitude vn(r
′, ω) entsteht. Damit gilt fu¨r jede Fre-
quenz der komplexen Schwingung p(r, t) = p(r, ω) · ejωt
p(r, ω) · ej ωt =
∫
S
jωρ0 e
−j k|r−r′|
2pi|r − r′| vn(r
′, ω) dS(r′) · ej ωt . (A.11)
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Auf beiden Seiten u¨ber alle ω ∈   zu integrieren ergibt nichts anderes als
die inverse Fouriertransformation:
p(r, t) = F−1
{∫
S
jωρ0 e
−j k|r−r′|
2pi|r − r′| vn(r
′, ω) dS(r′)
}
. (A.12)
Nach Einsetzen der Beziehung (mit k = ω/c0)
F−1
{
jω · e−j k|r−r′| ·vn(r′, ω)
}
= v˙n
(
r′, t− |r − r
′|
c0
)
(A.13)
erhalten wir schließlich
p(r, t) =
∫
S
ρ0 · v˙n
(
r′, t− |r−r′|c0
)
2pi|r − r′| dS(r
′) . (A.14)
A.2 Separationsansatz zur Beugungskorrektur
Die nun folgende Herleitung lehnt sich an [IWBH90], doch wird hier die
Einschra¨nkung auf Spektren aus dem Fokus fallengelassen. Als Ausgangs-
punkt dienen die in 4.2 und 4.3.1 hergeleiteten Ausdru¨cke (4.29) und (4.32)
fu¨r das gefensterte Ultraschallecho mit dem Gesamtvolumen Vges =  
3:
e(z, ω) ≈ HW(ω) ·H2d(z, ω) ·
∫
 
3
g(z, r) ·H2φ(r, ω) ·HG(r, ω) dV (r) (A.15)
Hierin sind die Gewebeantwort HG(r, ω) und somit auch das Echospektrum
e(z, ω) zufa¨lligen Schwankungen unterworfen. Bezeichnen wir die entspre-
chenden Zufallsvariablen abku¨rzend mit Γ und E.
Man betrachte zuna¨chst den Mittelwert gescha¨tzter Kreuz-Leistungsdichte-
spektren (Definition in [Kay88], S.453,455), wobei n,m ∈   zwei A-Scans
aus einem Medium mit gleich bleibenden statistischen Eigenschaften kenn-
zeichnen; die Abha¨ngigkeit von ω wird der U¨bersichtlichkeit halber wegge-
lassen:〈
En(z)E
∗
m(z)
〉
= |HW|2 · |Hd(z)|4
·
∫
 
3
∫
 
3
g(z, r1) g
∗(z, r2)H
2
φ,n(r1)H
2 ∗
φ,m(r2)
〈
HG,n(r1)H
∗
G,m(r2)
〉
· dV (r1) dV (r2) , (A.16)
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da g(z, r) und Hφ(r) keine statistische Gro¨ßen sind.
Die ra¨umliche Kreuzkorrelationsfunktion des Gewebes ist
rΓ (n,m ; r1, r2) =
〈
HG,n(r1)H
∗
G,m(r2)
〉
(A.17)
und wird, wenn sich die Struktur des Gewebes zwischen benachbarten A-
Scans nicht wesentlich a¨ndert, zu einer Autokorrelationsfunktion:
rΓ (n,m ; r1, r2) ≈ rΓ (n, n ; r1, r2) ≡ rΓ (r1, r2) . (A.18)
Geht man fu¨r Γ zusa¨tzlich von einem schwach stationa¨ren Prozess aus,
ha¨ngt rΓ nur vom Unterschied ∆r = r1 − r2 ab. Mit der Substitution
u =
r1 + r2
2
r1 = u+
∆r
2
∆r = r1 − r2 r2 = u− ∆r
2
(A.19)
wird aus Gl. (A.16)
〈
En(z)E
∗
m(z)
〉
= |HW|2 · |Hd(z)|4
·
∫
 
3
∫
 
3
g(u,∆r,) g∗(u,∆r, z)H2φ,n(u,∆r)H
2 ∗
φ,m(u,∆r) dV (u)
· rΓ (∆r) dV (∆r) . (A.20)
Integration bezu¨glich V (u) erlaubt die Darstellung mit der ra¨umlichen Kor-
relationsfunktion von g(z, r) und H2φ(r):
〈
En(z)E
∗
m(z)
〉
= |HW|2 · |Hd(z)|4
·
∫
 
3
rφ(n,m, z ; ∆r) · rΓ (∆r) dV (∆r) (A.21)
mit
rφ(n,m, z ; ∆r) =
∫
 
3
g
(
u+ ∆r2
)
· g∗
(
u− ∆r2
)
·
·H2φ,n
(
u+ ∆r2
)
·H∗ 2φ,m
(
u− ∆r2
)
dV (u)
(A.22)
=
∫
V (z)
H2φ,n
(
u+ ∆r2
)
·H∗ 2φ,m
(
u− ∆r2
)
dV (u) . (A.23)
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Man beachte, dass rφ von z abha¨ngt, was mit der urspru¨nglichen Integration
u¨ber V (z), also ohne Raumfenster, verdeutlicht wird (siehe Abschnitt 4.3.1:
”
Gefensterte Analyse“).
Wenn die Streuergro¨ße gegenu¨ber der mittleren Wellenla¨nge des Sendepulses
sehr klein ist und wenn die Anzahl der Streuer in den betrachteten Volu-
menelementen sehr groß ist, na¨hert sich die Struktur des Gewebes einem
weißen Prozess1
rΓ (∆r) → σ2Γ δ(∆r) (A.24)
und hat somit einen wesentlich schma¨leren Tra¨ger als rφ. Die Ausblendei-
genschaft des Dirac-Impulses bewirkt dann, dass
rφ(n,m, z ; ∆r) ≈ rφ(n,m, z ; 0) (A.25)
zu Konstanten bezu¨glich ∆r angesetzt werden du¨rfen. Der allgemeinere
Fall tiefenabha¨ngig schwankender Gewebestruktur la¨sst sich wiederum
durch innerhalb der Raumfenster quasi-stationa¨re Korrelationsfunktionen
rΓ (z ; ∆r) ausdru¨cken. Somit erha¨lt man als Na¨herungslo¨sung fu¨r den
Erwartungswert der Kreuzspektren
〈
En(z)E
∗
m(z)
〉
= |HW|2 · |Hd(z)|4 · rφ(n,m, z ; 0)
·
∫
 
3
rΓ (z ; ∆r) dV (∆r) . (A.26)
Unter Verwendung von Gl. (A.26) ist es nun mo¨glich, den variablen Ein-
fluss der Schallbeugung zu eliminieren und direkt auf die Gewebeinformati-
on zuzugreifen, die in Form eines Volumenintegrals u¨ber die dreidimensio-
nale Korrelationsfunktion vorliegt. Es ist ferner mo¨glich, mit dem Modell
der kontinuierlichen Inhomogenita¨ten diese Korrelation in einen direkten
Zusammenhang zu physikalischen Gro¨ßen (Ru¨ckstreukoeffizient) zu setzen
[IWBH90, Jen91, ST93].
Definieren wir nun einen Beugungsanteil D(z, ω) (diffraction) und einen
Ru¨ckstreuanteil B(z, ω) (backscattering)
|D(z, ω)|2 ≡ rφ(n, n, z, ω ; 0) (A.27)
|B(z, ω)|2 ≡
∫
 
3
rΓ (z, ω ; ∆r) dV (∆r) , (A.28)
1 Existieren Korrelationen, d.h. Regelma¨ßigkeiten zwischen den Streuern, spricht man
von koha¨renter Streuung. Der Anwendbarkeit dieser Na¨herung muss demnach ggf. ei-
ne Zerlegung des gestreuten Signals in einen koha¨renten und einen inkoha¨renten Anteil
vorausgehen [IWBH90].
A.3 Kalman-Interpolation zur Entfaltung 177
gelangen wir zu einem leicht handhabbaren Ausdruck fu¨r die lokalen Leis-
tungsdichtespektren RE(z, ω) ≡
〈
En(z, ω)E
∗
n(z, ω)
〉
der Ultraschallechos:
RE(z, ω) = |HW(ω)|2 · |Hd(z, ω)|4 · |D(z, ω)|2 · |B(z, ω)|2 . (A.29)
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Ausgangspunkt der Herleitung des Fixed-interval-Algorithmus’ zur Entfal-
tung sind die beiden Gleichungen
B(t) wˆ(t|t+ δ) = qˆ(t+ 1|t+ δ)−A(t) qˆ(t|t+ δ) (A.30)
B(t) wˆ(t|t+ δ − 1) = qˆ(t+ 1|t+ δ − 1)−A(t) qˆ(t|t+ δ − 1) , (A.31)
die sich aus der Anwendung der bedingten Erwartungswerte auf die Zu-
standsgleichung ergeben (siehe Abschnitt 6.4).
Um einen Ausdruck fu¨r wˆ zu erhalten, mu¨ssen die Ergebnisse fu¨r interpo-
lierte Zustandsvektoren qˆ eingesetzt werden.
Interpolation fu¨r einen festen Zeitpunkt
Es soll ein rekursiver Algorithmus hergeleitet werden. Wir wollen darauf
hinaus, dass wˆ(t|t + δ) in Abha¨ngigkeit von einem fru¨heren Scha¨tzwert
wˆ(t|t + δ − 1) und von den optimalen Scha¨tzwerten qˆ(t|t) und qˆ(t|t − 1)
der Kalman-Filterung berechnet wird. Wir betrachten die Differenz:
B · (wˆ(t|t+ δ)− wˆ(t|t+ δ − 1)) = (qˆ(t+ 1|t+ δ)− qˆ(t+ 1|t+ δ − 1))
−A · (qˆ(t|t+ δ)− qˆ(t|t+ δ − 1))
(A.32)
Fu¨r die Berechnung der Differenzen der gescha¨tzten Zustandsvektoren be-
no¨tigt man nur ein Resultat aus der Fixed-interval-Interpolation fu¨r δ > 0
([Kro96], S.364f):
qˆ(t|t+ δ) = F (t) qˆ(t+ 1|t+ δ) + (I − F (t)A(t)) · qˆ(t|t) (A.33)
mit den Definitionen
F (t) ≡ P (t|t)AT(t)P−1(t+ 1|t) (A.34)
P ≡
〈
(q − qˆ) · (q − qˆ)T
〉
. (A.35)
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Daraus ergibt sich zuna¨chst eine der gesuchten Differenzen in (A.32)
qˆ(t|t+δ)−qˆ(t|t+δ−1) = F (t)·(qˆ(t+ 1|t+ δ)− qˆ(t+ 1|t+ δ − 1)) (A.36)
Dies wiederum eingesetzt in (A.32) fu¨hrt auf
B · (wˆ(t|t+ δ)− wˆ(t|t+ δ − 1)) =(
I −AF (t)) · (qˆ(t+ 1|t+ δ)− qˆ(t+ 1|t+ δ − 1)) . (A.37)
Diese Differenz der gescha¨tzten Zustandsvektoren muss nun noch auf
”
Be-
rechenbares“, d.h. auf Scha¨tzwerte aus Filterung und Pra¨diktion um einen
Schritt, zuru¨ckgefu¨hrt werden, damit eine echte Rekursionsformel entsteht.
Da t + 1 < t + δ, muss so aufgerechnet werden, dass man auf Scha¨tzwerte
(t+ δ|t+ δ) kommt. Dies gelingt mit der Rekursion der Differenzen
qˆ(t+ 1|t+ δ)− qˆ(t+ 1|t+ δ − 1) =
F (t+ 1) · (qˆ(t+ 2|t+ δ)− qˆ(t+ 2|t+ δ − 1)) (A.38)
qˆ(t+ 2|t+ δ)− qˆ(t+ 2|t+ δ − 1) =
F (t+ 2) · (qˆ(t+ 3|t+ δ)− qˆ(t+ 3|t+ δ − 1)) (A.39)
; qˆ(t+ 1|t+ δ)− qˆ(t+ 1|t+ δ − 1) =
F (t+ 1) · F (t+ 2) (qˆ(t+ 3|t+ δ)− qˆ(t+ 3|t+ δ − 1)) (A.40)
. . .
; qˆ(t+ 1|t+ δ)− qˆ(t+ 1|t+ δ − 1) =
t+δ−1∏
i=t+1
F (i) · (qˆ(t+ δ|t+ δ)− qˆ(t+ δ|t+ δ − 1)) . (A.41)
Dieses Ergebnis, das u¨brigens die Rekursionsformel zur Berechnung der In-
terpolation fu¨r einen festen Zeitpunkt darstellt, kann jetzt in (A.37) einge-
setzt werden:
wˆ(t|t+ δ)− wˆ(t|t+ δ − 1) =
B−1 · (I −AF (t)) · t+δ−1∏
i=t+1
F (i) · (qˆ(t+ δ|t+ δ)− qˆ(t+ δ|t+ δ − 1)) .
(A.42)
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Weitere Umformungen:
B−1 · (I −AF (t)) = RW BT P−1(t+ 1|t) (A.43)
weil
F (t) ≡ P (t|t)AT(t)P−1(t+ 1|t) Def. (A.34)
P (t+ 1|t) = AP (t|t)AT +BRW BT Kalman-Filter, (6.43)
; P (t|t)AT = A−1 ·
(
P (t+ 1|t)−BRW BT
)
; F (t) = A−1 ·
(
I −BRW BT P−1(t+ 1|t)
)
;
(
I −AF (t)) = BRW BT P−1(t+ 1|t) . (A.44)
Außerdem erha¨lt man aus dem Algorithmus der Filterung:
qˆ(t|t)− qˆ(t|t− 1) =K(t) ν(t|t− 1) (A.45)
mit der Gain-Matrix K und dem Innovations-Prozess ([Kai68])
ν(t|t− 1) ≡ z(t)− yˆ(t|t− 1) = z(t)−C qˆ(t|t− 1)
= y(t)− yˆ(t|t− 1) + v(t) . (A.46)
Damit wird die Rekursionsformel zur Berechnung interpolierter Scha¨tzwerte
fu¨r das Eingangssignal und fu¨r einen festen Zeitpunkt wie in [MK77, MK78]:
wˆ(t|t+ δ) = wˆ(t|t+ δ − 1)
+RW B
T P−1(t+ 1|t) ·
t+δ−1∏
i=t+1
F (i) ·K(t+ δ) · ν(t+ δ|t+ δ − 1)
(A.47)
Um einen Fixed-interval-Scha¨tzer zu erhalten, muss zuna¨chst der laufende
Parameter umgestellt werden, d.h. t + δ = T , und man wu¨rde eine Rekur-
sionsformel folgender Art suchen:
wˆ(T − δ|T ) = f (wˆ(T − δ ± 1|T )) (A.48)
Fixed-interval-Interpolation
Betrachten wir das bereits im vorigen Abschnitt verwendete Resultat fu¨r die
Scha¨tzung des Zustandsvektors mit dem Fixed-interval-Algorithmus (wobei
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hier die Substitution t + δ = T bereits eingearbeitet ist; ferner soll zur
Verbesserung der U¨bersichtlichkeit die Umbenennung τ = T − δ eingefu¨hrt
werden):
qˆ(τ |T ) = F (τ) qˆ(τ + 1|T )
+
[
I − F (τ)A(τ)] · qˆ(τ |τ)
= P (τ |τ)AT(τ)P−1(τ + 1|τ) ·
· [qˆ(τ + 1|T )− qˆ(τ + 1|τ)]+ qˆ(τ |τ) (A.49)
weil
qˆ(t|t+ 1) = A(t) qˆ(t|t) (A.50)
F (t) = P (t|t)AT(t)P−1(t+ 1|t) . (A.51)
Man beachte, dass die Scha¨tzung ru¨ckwa¨rts in der Zeit vonstatten geht,
d.h. der neue Wert qˆ(τ |T ) wird aus dem zuvor gescha¨tzten
”
zuku¨nftigen“
Wert qˆ(τ + 1|T ) errechnet. Zusammen mit der Berechnungsvorschrift (vgl.
(A.30))
B wˆ(τ |T ) = qˆ(τ + 1|T )−A(τ) qˆ(τ |T ) (A.52)
hat man bereits einen implementierbaren Algorithmus zur Scha¨tzung des
Eingangssignal-Vektorsw(t). Allerdings ist diese Vorgehensweise numerisch
ineffizient, weil zu jedem Zeitpunkt die Fehlerkorrelationsmatrix P (τ +1|τ)
invertiert werden muss. Um das zu umgehen, kann ein residualer Zustands-
vektor eingefu¨hrt werden ([Men81]):
ρ(τ |T ) ≡ P−1(τ |τ − 1) [qˆ(τ |T )− qˆ(τ |τ − 1)] (A.53)
Insbesondere ist fu¨r τ = T + 1
ρ(T + 1|T ) = 0 , (A.54)
was zur Initialisierung benutzt wird.
Ziel ist es nun, eine Rekursion fu¨r ρ herzuleiten, um dann mittels Umstellen
der Definition (A.53) den gescha¨tzten Zustandsvektor zu erhalten:
qˆ(τ |T ) = qˆ(τ |τ − 1) + P (τ |τ − 1)ρ(τ |T ) . (A.55)
Zuna¨chst wird aus (A.49) mit der Definition (A.53)
qˆ(τ |T ) = P (τ |τ)AT(τ)ρ(τ + 1|T ) + qˆ(τ |τ) (A.56)
= P (τ |τ)AT(τ)ρ(τ + 1|T ) + qˆ(τ |τ − 1) +K(τ) ν(τ |τ − 1)
(A.57)
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Umstellen und Multiplizieren mit P−1(τ − 1|τ) ergibt:
P−1(τ − 1|τ) [qˆ(τ |T )− qˆ(τ |τ − 1)] =
P−1(τ − 1|τ)P (τ |τ)AT(τ)ρ(τ + 1|T )
+ P−1(τ − 1|τ)K(τ) ν(τ |τ − 1) . (A.58)
Die linke Seite ist nun aber gerade die Definition des residualen Zustands-
vektors:
ρ(τ |T ) = P−1(τ − 1|τ)P (τ |τ)AT(τ)ρ(τ + 1|T )
+ P−1(τ − 1|τ)K(τ) ν(τ |τ − 1) . (A.59)
Durch Einsetzen der Berechnungsvorschriften fu¨rK(τ) sowie fu¨r P (τ |τ) aus
dem Kalman-Filter gelingt die Eliminierung der Inversen P−1(τ−1|τ), und
man erha¨lt schließlich 2:
ρ(τ |T ) = [I−KC]T AT(τ)ρ(τ + 1|T )
+CT
[
CT P (τ |τ − 1)C +RV
]−1
ν(τ |τ − 1) . (A.60)
Der Ausdruck
L(τ) ≡
[
CT P (τ |τ − 1)C +RV
]−1
(A.61)
taucht schon bei der Berechnung der Kalman-Filterung auf und kann zur
Einsparung von Rechenzeit zwischengespeichert werden. Dies ist bei SISO
ARMA-Modellen kein Aufwand, da es sich dann um einen Skalar handelt.
Außerdem wird noch der Innovations-Prozess ν(τ |τ − 1) aus der Kalman-
Filterung beno¨tigt.
Vor diesem Hintergrund wird nun eine u¨bersichtliche neue Herleitung des
Fixed-interval-Scha¨tzers fu¨r wˆ mo¨glich. Der Ausgangspunkt ist wiederum
die Gleichung (vgl. (A.30), (A.52))
B(t) wˆ(τ |T ) = qˆ(τ + 1|T )−A(τ) qˆ(τ |T ) . (A.62)
Um die Rekursion von ρ(τ |T ) fu¨r eine Rekursion von wˆ(τ |T ) nutzen zu
ko¨nnen, setzen wir hier zuna¨chst (A.55) und darin wiederum (A.60) ein:
B wˆ(τ |T ) = qˆ(τ + 1|τ) + P (τ + 1|τ)ρ(τ + 1|T )
−A(τ) [qˆ(τ |τ − 1) + P (τ |τ − 1)ρ(τ |T )] . (A.63)
2 P (τ |τ) = P T(τ |τ)
; P (τ |τ) = P T(τ |τ − 1) · [I −K C]T = P (τ |τ − 1) · [I −K C]T
182 A. Erga¨nzende Materialien
; B wˆ(τ |T ) = qˆ(τ + 1|τ)
+ P (τ + 1|τ)ρ(τ + 1|T )
−A(τ) qˆ(τ |τ − 1)
−A(τ)P (τ |τ − 1) [I−KC]T AT ρ(τ + 1|τ)
−A(τ)P (τ |τ − 1)CT L(τ) ν(τ |τ − 1) . (A.64)
Um diesen Ausdruck zu vereinfachen, beno¨tigen wir folgende Beziehungen,
die aus dem Kalman-Filter-Algorithmus gewonnen werden:
qˆ(τ |τ + 1) = Aqˆ(τ |τ)
= A
[
qˆ(τ |τ − 1) +K ν(τ |τ − 1)]
= A
[
qˆ(τ |τ − 1) + P (τ |τ − 1)CTL(τ) ν(τ |τ − 1)
]
(A.65)
P (τ + 1|τ) = AP (τ |τ)AT +BRW BT
= A [I−KC] P (τ |τ − 1)AT +BRW BT (A.66)
Beides eingesetzt ergibt
B wˆ(τ |T ) = Aqˆ(τ |τ − 1)
+AP (τ |τ − 1)CTL(τ) ν(τ |τ − 1)
+A [I−KC] P (τ |τ − 1)AT ρ(τ + 1|T )
+BRW B
T ρ(τ + 1|T )
−A(τ) qˆ(τ |τ − 1)
−A(τ)P (τ |τ − 1) [I−KC]T AT ρ(τ + 1|τ)
−A(τ)P (τ |τ − 1)CTL(τ) ν(τ |τ − 1) . (A.67)
Beachten wir wieder, dass
[I−KC] P (τ |τ − 1) = P (τ |τ − 1) [I−KC]T
gilt (siehe Fußnote vorige Seite), gelangen wir zu der einfachen Berechnungs-
vorschrift
wˆ(τ |T ) = RW BT ρ(τ + 1|T ) (A.68)
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Zweck dieses Abschnittes ist es, das Ausmaß der Dispersion bei Schallaus-
breitung im biologischen Weichgewebe abzuscha¨tzen. Dies erfolgte zwar zum
Teil in [JGJ93, Ho¨f95], doch war dort die Simulation von Ultraschallechos
betrachtet worden. Hier geht es um die Analyse von Echos, und es soll ge-
kla¨rt werden, in welchem Rahmen Na¨herungen zula¨ssig sind.
In da¨mpfungsfreien flu¨ssigkeitsa¨hnlichen Medien errechnet sich die Schall-
geschwindigkeit (Phasengeschwindigkeit = Gruppengeschwindigkeit) zu
[Mil87]
c =
1√
ρ0 κ
(A.69)
k2 =
ω2
c2
= ω2 ρ0 κ , (A.70)
wobei ρ0 die Dichte des Mediums ist, und κ die Kompressibilita¨t, d.h.
die durch einen Druck erzeugte relative Volumena¨nderung κ = − 1V ∂V∂p .
In da¨mpfungsfreien Medien folgt die Volumena¨nderung stets gleichphasig
mit der Drucka¨nderung, aber in da¨mpfenden Medien verursachen Relaxa-
tionsprozesse frequenzabha¨ngige Phasenverschiebungen und außerdem wird
auch die Gro¨ße der Volumena¨nderung selbst frequenzabha¨ngig. Mit kleinen
Dru¨cken gelten die linearen Hookeschen Gesetze, und deshalb la¨sst sich die
relative Volumena¨nderung systemtheoretisch als Faltung mit der Impuls-
antwort κ(t) der Kompressibilita¨t darstellen. Die Fourier-Transformierte ist
komplex:
κ(ω) = F{κ(t)} = κ1(ω) + jκ2(ω) . (A.71)
Die Da¨mpfung la¨sst sich u¨ber eine komplexe Wellenzahl in die Schallaus-
breitung einbringen:
k =
ω
c(ω)
+ j a(ω) . (A.72)
Gesucht ist ein Zusammenhang zur frequenzabha¨ngigen komplexen Kom-
pressibilita¨t, was u¨ber (A.70) gelingt:
k2 = ω2 ρ0 κ(ω)
ω2
c(ω)2
− a(ω)2 + j 2ω a(ω)
c(ω)
= ω2 ρ0 κ1(ω) + jω
2 ρ0 κ2(ω) . (A.73)
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Vergleich der Real- und Imagina¨rteile liefert Beziehungen zwischen Phasen-
geschwindigkeit c(ω), Da¨mpfung a(ω) und der Kompressibilita¨t:
c(ω) =
1√
ρ0 κ1(ω)
(A.74)
a(ω) =
ω ρ0 κ2(ω) c(ω)
2
. (A.75)
Ha¨tte man einen Zusammenhang zwischen dem Real- und dem Imagina¨rteil
der Kompressibilita¨t, stu¨nde mit diesen beiden Gleichungen ein eindeutiger
Zusammenhang zwischen Phasengeschwindigkeit und Da¨mpfungskoeffizient
zur Verfu¨gung. Die gesuchte Beziehung zwischen κ1(ω) und κ2(ω) basiert
auf nur zwei Forderungen: Erstens muss die Impulsantwort κ(t) kausal sein,
d.h. κ(t) = 0 fu¨r t < 0, und zweitens muss sie reell sein. Aufspaltung
der Impulsantwort in einen geraden und ungeraden Anteil ergibt zuna¨chst
mit der inversen Fourier-Transformation und der zweiten Forderung [Fo¨l90],
S.208:
κ(t) = κg(t) + κu(t)
=
1
pi
∫ ∞
0
κ1(ω) cos(ω t) dω − 1
pi
∫ ∞
0
κ2(ω) sin(ω t) dω . (A.76)
Mit der Forderung κ(t) = 0 fu¨r t < 0 gelangt man schließlich zu der Glei-
chung
1
pi
∫ ∞
0
κ1(ω) cos(ω t) dω =
1
pi
∫ ∞
0
κ2(ω) sin(ω t) dω . (A.77)
Gleichheit la¨sst sich dadurch erreichen, dass κ2(ω) gegenu¨ber κ1(ω) fu¨r
sa¨mtliche Frequenzen um −90◦ phasenverschoben ist. Der +90◦-Phasen-
schieber ist die bekannte Hilbert-Transformation mit der Impulsantwort
h(t) =
1
pi t
. (A.78)
Das um −90◦ verschobene Signal errechnet sich daher aus
κ1(ω) = −h(t) ∗ κ2(ω)
= − 1
pi
∫ ∞
−∞
κ2(ω˜)
ω − ω˜ dω˜ (A.79)
Die Eigenschaft (A.76) beinhaltet aber auch, dass der Imagina¨rteil der Fou-
rier-Transformierten von reellen Signalen ungerade und der Realteil gerade
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ist: κ2(ω) = −κ2(−ω). Setzt man dies wiederum in (A.79) ein, gelangt man
zu
κ1(ω) =
2
pi
∫ ∞
0
ω˜ κ2(ω˜)
ω˜2 − ω2 dω˜ . (A.80)
Analog gilt
κ2(ω) = − 2
pi
∫ ∞
0
ω˜ κ1(ω˜)
ω˜2 − ω2 dω˜ . (A.81)
Diese beiden Gleichungen sind auch als Kramers-Kronig-Beziehungen be-
kannt. Allerdings sind sie oftmals wenig nu¨tzlich, weil Real- bzw. Imagina¨r-
teil von κ(ω) fu¨r alle Frequenzen bekannt sein muss. Deshalb wird daraus
in [OJM81] ein in der Frequenz lokaler Zusammenhang hergeleitet, der nur
dann gilt, wenn die A¨nderung der Phasengeschwindigkeit u¨ber der Frequenz
langsam und resonanzfrei ist:
κ2(ω) ≈ −pi
2
ω
dκ1(ω)
dω
. (A.82)
Daraus folgt zusammen mit den Gln. (A.74) und (A.75)
1
c(ω1)
− 1
c(ω)
=
2
pi
∫ ω
ω1
a(ω˜)
ω˜2
dω˜ . (A.83)
In biologischem Gewebe kann die Da¨mpfung u¨ber weite Frequenzbereiche
als linear angenommen werden:
a(ω) = a0 + a1 (ω − ω0) . (A.84)
a0 ist also die Da¨mpfung bei der Frequenz ω0. Allerdings ist bei diesem
Ansatz zu unterscheiden, ob eine lineare Approximation innerhalb eines ge-
wissen Frequenzintervalls oder u¨ber alle Frequenzen gemeint ist. Im zweiten
Fall muss a(ω = 0) = 0 sein, im ersten jedoch nicht. So erha¨lt man den
Zusammenhang
a(ω = 0) = a0 − a1 ω
a1 =
a0
ω0
(A.85)
und schließlich
a(ω) =
a0
ω0
ω . (A.86)
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Setzt man diese linearisierte Da¨mpfung in die oben hergeleitete Dispersions-
beziehung (A.83) ein und multipliziert mit ω, gelangt man zu dem in der
Literatur ha¨ufig verwendeten Zusammenhang [OJM81, LF86, Ho¨f95, JGJ93]
ω
c(ω)
=
ω
c(ω1)
− 2 a0
pi
· ω
ω0
· log ω
ω1
. (A.87)
Die komplexe Wellenzahl ist daher
k =
ω
c(ω)
+ j a(ω)
=
ω
c(ω1)
− 2 a0
pi
· ω
ω0
· log ω
ω1
+ j a(ω) . (A.88)
Die gegenu¨ber dem dispersionsfreien Fall zusa¨tzliche Phasenverschiebung ist
exp
(−j kδ |r|), mit der Definition
kδ ≡ 2 a0
pi
· ω
ω0
· log ω
ω1
. (A.89)
Hierbei kann ω/c(ω1) als Wellenzahl in dispersionsfreien Medien betrachtet
werden. Diese Na¨herungslo¨sung der Kramers-Kronig-Beziehungen hat al-
lerdings einen entscheidenden Nachteil: Die aufgrund von Dispersion und
der geforderten Kausalita¨t notwendige zusa¨tzliche Phasenverzerrung kδ |r|
ha¨ngt davon ab, wie die Frequenz ω1 gewa¨hlt wird, aber in der Regel kennt
man weder die Da¨mpfung noch die Phasengeschwindigkeit c(ω1). In jedem
Fall sollte man ω1 < ω wa¨hlen, da sonst nichtkausale Verschiebungen nach
links stattfinden. Aber selbst dann ist die Kausalita¨t nur na¨herungsweise
gegeben.
Bei der Analyse von echten oder simulierten Ultraschallbildern betrachtet
man normalerweise nur lokale Eigenschaften der Echosignale, so dass die-
ser Fehler nicht ins Gewicht fa¨llt, zumal sich kδ |r| nur langsam mit der
Entfernung a¨ndert. Der Phasengang ist u¨ber einen weiten Frequenzbereich
anna¨hernd linear, weshalb keine drastischen Verzerrungen der Wellenform
zu erwarten sind (siehe Abb. A.1 und Abb. A.2).
Um einen Eindruck vom Verlauf der Phasengeschwindigkeit u¨ber der Fre-
quenz zu erhalten, kann fu¨r die in flu¨ssigkeitsa¨hnlichen Medien typisch klei-
nen Abweichungen ∆c, c(ω) = c(ω1) + ∆c, in (A.83) noch eine Na¨herung
angewendet werden:
1
α+ x
≈ 1
α
− 1
α2
· x , |x|  α (A.90)
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Abb. A.1: Phasenverzerrung in Abha¨ngigkeit der von Frequenz und bei
r = |r| = 0,1 m. f0 = 3,5 MHz, f1 = ω1/(2pi) = 0,5 MHz.
a0 = 20 Np/m = 0,496 dB/(cm MHz), c(ω1) = 1540 m/s.
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Abb. A.2: Phasenverzerrung in Abha¨ngigkeit von der Entfernung und
bei: f = f0 = 3,5 MHz. f1 = ω1/(2pi) = 0,5 MHz. a0 =
20 Np/m = 0,496 dB/(cm MHz), c(ω1) = 1540 m/s.
und daher, mit ∆c(ω) = c(ω)− c(ω1)
1
c(ω)
≈ 1
c(ω1) + ∆c(ω)
≈ 1
c(ω1)
+
1
c(ω1)2
·∆c(ω) . (A.91)
Daraus erha¨lt man wieder zusammen mit (A.83)
∆c(ω) = c(ω)− c(ω1) = 2 c(ω1)
2
pi
∫ ω
ω1
a(ω˜)
ω˜2
dω˜ , (A.92)
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Abb. A.3: Abweichung der Phasengeschwindigkeit in Abha¨ngigkeit von
der Frequenz und bei r = |r| = 0.1 m. f0 = ω0/(2pi) =
3,5 MHz. f1 = ω1/2pi) = 0,5 MHz. a0 = 20 Np/m =
0,496 dB/(cm MHz), c(ω1) = 1540 m/s.
und wieder mit der linearisierten Da¨mpfung (A.86)
c(ω) ≈ c(ω1) + 2 c(ω1)
2
pi
· a0
ω0
· log ω
ω1
. (A.93)
B. Formelzeichen, Definitionen,
Abku¨rzungen
Notationen allgemein
a Spaltenvektor
A Matrix
AT transponierte Matrix
AH konjugiert komplexe Transposition
A−1 Inverse der Matrix
I Identita¨tsmatrix: A I = A
0 Nullvektor bzw. Nullmatrix
1 Einsvektor bzw. Einsmatrix
a∗ komplexe Konjugation
| · | Betrag
Re{·} Realteil
Im{·} Imagina¨rteil
x(t) kontinuierliches Zeitsignal bzw.
diskretes Zeitsignal mit t ∈  
X(ω) ≡ F {x(t)} Fourier-Transformation
x(t) ≡ F−1 {X(ω)} inverse Fourier-Transformation∫
  x(t) e−jωt dt kontinuierliche Fourier-Transformation
1
2pi
∫
  X(ω) ej ωt dω kontinuierliche inverse Fourier-Transformation∑∞
t=−∞ x(t) e
−j ωt zeitdiskrete Fourier-Transformation, ω = 2pif/fS
1
2pi
∫ pi
−pi X(ω) e
j ωt dω zeitdiskrete inverse Fourier-Transformation
x = |x| ej arg x bei allen harmonischen Schwingungen:
komplexe Amplitude von x(t) = Re
{
x ej ωt
}
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H{·} Hilbert-Transformation
x(t) ∗ y(t) Faltung
x˙(t) = ∂∂t x(t) zeitliche Ableitung
∇ Nabla-Operator
4 = ∇2 Laplace-Operator
δ(t) Delta-Distribution
log natu¨rlicher Logarithmus
Akustik
f , ω = 2pif Frequenz, Kreisfrequenz
fS Abtastfrequenz
f0 Mittenfrequenz
a(ω) Da¨mpfungskoeffizient
a0, a1 Koeffizienten des linearen Da¨mpfungsmodells
b(ω) Ru¨ckstreukoeffizient
b0, b1 Koeffizienten des linearen Ru¨ckstreumodells
c(ω) Schallausbreitungsgeschwindigkeit
c0 mittlere Schallausbreitungsgeschwindigkeit
ρ0 mittlere Massendichte
κ adiabatische Kompressibilita¨t
p Schallwechseldruck
v Betrag der Schallschnelle
k = ω/c Wellenzahl
φ Geschwindigkeitspotential
Q =
∮
O v do Ergiebigkeit
Stochastik, Spektralscha¨tzung
X , Xt Zufallsvariable, Zufallsprozess
x Realisierung der Zufallsvariable X
x(t) Realisierung eines ergodischen Zufallsprozesses
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xˆ Scha¨tzwert
FX(x) Wahrscheinlichkeitsverteilung von X
fX(x) Wahrscheinlichkeitsdichte von X
fXY (x) Verbunddichte von X,Y
fX|Y (x) bedingte Wahrscheinlichkeitsdichte von X
P{·} Wahrscheinlichkeit〈
g(X)
〉 ≡ ∫   g(x) fX(x) dx Erwartungswert einer Funktion g(X)
σ2X ≡
〈(
X − 〈X〉)2〉 Varianz von X
var {·} allgemeiner Varianzoperator〈
X |Y 〉 ≡ ∫   x fX|Y (x) dx bedingter Erwartungswert
rX(t1,t2) ≡
〈
X(t1) ·X(t2)
〉
Autokorrelationsfunktion (X reell)
rX(τ) ≡
〈
X(t) ·X(t+ τ)〉 Autokorrelationsfkt. (X reell, stationa¨r)
rXY (t1,t2) ≡
〈
X(t1) · Y (t2)
〉
Kreuzkorrelationsfkt. (X,Y reell)
rXY (τ) ≡
〈
X(t) · Y (t+ τ)〉 Kreuzkorrelationsfkt. (X,Y reell, stationa¨r)
RX(ω) ≡ F
{
rX(τ)
}
Autoleistungsdichte, Leistungsdichtespektrum
RXY (ω) ≡ F
{
rXY (τ)
}
Kreuzleistungsdichte
RˆperX (ω) Periodogramm-Spektralscha¨tzer
RˆBTX (ω) Blackman-Tukey-Spektralscha¨tzer
RˆCepX (ω) cepstral gegla¨ttetes Spektrum
N
(
µ, σ2
)
Normalverteilung mit Mittelwert µ
und Varianz σ2
χ2(`) Chi-Quadrat-Verteilung mit Freiheitsgrad `
yˆ(t|τ) Scha¨tzung von y(t) mit y(0), y(1), . . . , y(τ)
RX (t, τ) =
〈
x(t)x(τ)T
〉
Autokorrelationsmatrix
LMP Log. des Mittelwertes aus Periodogrammen
LMA Log. des Mittelwertes aus Amplitudenspektren
MLA Mittelwert aus log. Amplitudenspektren
Modellierung der Ultraschallechos
e(ω) Spektrum des Echosignals
g(t) Fensterfunktion (Gate)
HT(ω), hT(t) U¨bertragungsverhalten der elektromechan.
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Komponenten beim Senden
HR(ω), hR(t) U¨bertragungsverhalten der elektromechan.
Komponenten beim Empfangen
HW(ω) ≡ 12 ·HT(ω) ·HR(ω)
HG(ω), hG(t) U¨bertragungsverhalten des Gewebes
Hφ(r, ω), hφ(r, t) Beugungscharakteristik
(Schallfeld-U¨bertragungsfunktion)
Hd(r, ω) frequenzabha¨ngige Da¨mpfung
Hφ,d(r, ω) Beugungscharakteristik bei dispersiven Medien
pi(r, t) Schalldruck der einfallenden (incident) Welle
ps(r
′, t) Schalldruck der gestreuten (scattered) Welle
V Streuvolumen
S Wandleroberfla¨che
ref Bezeichner fu¨r Variablen des Referenzmediums
Systemidentifikation, Entfaltung
δ(t) Dirac-Impuls
λ Vergessensfaktor (forgetting factor)
z−1 Verzo¨gerungsoperatur
θ Parametervektor
C Kostenfunktion
, ε Pra¨diktorfehler
Hdec(ω) U¨bertragungsfunktion des Entfaltungsfilters
γ Filterparameter des Entfaltungsfilters
SISO Single Input Single Output
MIMO Multi Input Multi Output
ARMA Autoregressive Moving Average
(R)PEM (Recursive) Prediction Error Method
RLS Recursive Least Squares
AIC Akaike Information Criterion
BIC Bayesian Information Criterion
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