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“I have a friend who’s an artist and has sometimes taken a view which I don’t agree
with very well. He’ll hold up a flower and say "look how beautiful it is," and I’ll
agree. Then he says "I as an artist can see how beautiful this is but you as a scientist
take this all apart and it becomes a dull thing," and I think that he’s kind of nutty.
First of all, the beauty that he sees is available to other people and to me too, I believe.
Although I may not be quite as refined aesthetically as he is ... I can appreciate the
beauty of a flower. At the same time, I see much more about the flower than he sees.
I could imagine the cells in there, the complicated actions inside, which also have a
beauty. I mean it’s not just beauty at this dimension, at one centimeter; there’s also
beauty at smaller dimensions, the inner structure, also the processes. The fact that
the colors in the flower evolved in order to attract insects to pollinate it is interesting;
it means that insects can see the color. It adds a question: does this aesthetic sense
also exist in the lower forms? Why is it aesthetic? All kinds of interesting questions
which the science knowledge only adds to the excitement, the mystery and the awe
of a flower. It only adds. I don’t understand how it subtracts.”
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In nature, spatiotemporal dynamics represent life. A world in equilibrium would
be a dull and uninteresting world. That life is an out of equilibrium system was
already discussed by the ancient greek philosophers Heraclitus and Plato in their
statement “Panta rhei”1 which means “Everything flows”. One aspect of living
dynamics is cell migration, which is known to be very similar in many different
organisms. For instance, the amoeboid cell migration describes a type of cell motility
that is conserved from amoeba to human immune cells. Neutrophil granulocytes, a
kind of phagocytes of the mammalian immune system, migrate from blood vessels
through tissue towards spots of inflammation. To find this inflammation, they use
a chemical “compass” that contains a system to receive and process a chemical
signal that guides the neutrophil to the inflammation by leading it towards higher
concentration of a chemoattractant molecule. This process is known as chemotaxis.
Like amoeboid cell migration, chemotaxis is a process found often and is widespread
1Idea of Heraclitus, used by Plato, wordly by Simplikios
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8 Chapter 1 Introduction
in nature. A well-known but unpleasant process where chemotaxis plays a ma-
jor role is cancer metastasis. The social amoeba Dictyostelium discoideum (D.d.)
is a commonly used model organism to study migration as well as chemotaxis. It
will be the organism with which we study cell migration and chemotaxis in this thesis.
The amoeba D. d. has three different life cycles. There is a vegetative cycle, in
which the amoebae live as individuals in the forest soil and prey on bacteria. As long
as the amount of food is sufficient, the cells will grow and divide by mitosis into two
genetically identical daughter cells. Depending on the environmental conditions, the
cells will develop further either in the sexual cycle, in which D. d. cells are able to
mate, or in the social cycle, where the cells are able to synchronize with each other
and finally form a multicellular organism. D. d. cells enter this cycle if they are
deprived of nutrients. Therefore, they express a completely novel machinery that was
not needed before the starvation. As receptors for the chemoattractant cAMP (cyclic
adenosine monophoshate), the machinery for signal transduction of this chemoat-
tractant signal and the tools for secreting cAMP on their own are needed. Using
these newly developed tools, the cells synchronize with each other, come together
and form a multicellular organism composed of a large number of differentiated
single cells. This multicellular organism has the evolutionary advantages of a faster
movement and the exploration of larger surrounding area to find new food sources.
In Figure 2.1, the social cycle can be seen in the lower left. In the beginning, single
amoeboid cells hunt bacteria in the soil. For the transition between the vegetative
cycle and the social cycle, the amount of bacterial prey is crucial. If the cells start to
starve, the development of the cells begins.
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The natural environment for cell migration, whether these are immune cells, cancer
cells or D. d., is a very complex geometry such as cylindrical blood vessels, living
tissue or forest soil and leaf litter. Hence it is reasonable to assume that amoeboid
migration is dependent on the properties of the surrounding geometry. Due to chal-
lenges of the experimental setups, most investigations of cell migration are still
performed in two-dimensional setups, as for instance a microfluidic channel with
glass slide at the bottom. The first part of this thesis is to investigate cell migration of
D. d. on curved substrates. We developed two setups to examine the effect of curved
substrates to amoeboid cell migration of D. d. As we were able to find directed the
cell migration along high curvature, we called this effect “Curvotaxis”.
A very interesting concept in modern science is pattern formation, which is also
referred to as self-organization. The fact that nature produces structures and patterns
puzzles scientists and philosophers since ancient greece. Modern philosophy is also
concerned about self-organization as can be seen in Immanuel Kant’s work from
1790 entitled “Kritik der Urteilskraft” about the aesthetics of patterns in nature. In
terms of physics and computer science, the leading figure was Alan Turing with his
groundbreaking 1952 paper “The Chemical Basis of Morphogenesis”, in which he
introduced a mathematical model that could explain pattern formation processes
(78).
A special process of pattern formation is the directional solidification. It was found
by Utter and colleagues (81) that in directional solidification alternating tip splitting
occurs, which is quite similar to the splitting of pseudopodia in D. d. cell migration.
In directional solidification the reason of the split is a linear instability of the curved
front. This leads to the question of the underlying mechanism of the splitting pseu-
dopodia in D. d.
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In chapter five of this thesis, we want to study the process of D. d. cell migra-
tion, considering the geometrical shape-changes of single cells. We investigate
the correlations of cell signaling dynamics, actin polymerization and cell geome-
try. The reason to study this problem is to confirm the cause-and-effect relation
of the already known parts of the signaling cascades and the cell membrane curva-
ture. We address the question of whether membrane curvature is responsible for a
higher possibility for a pseudopod to start and hence to activate the signaling cascade.
The thesis starts with an introduction to the organism D. d. and the basis of chemo-
tactic cell migration. Thereafter the materials and methods used for the work will be
presented. Chapter 4 contains the results of the “Curvotaxis” chapter. The correlation
of the signaling dynamics with the cell geometry is presented in Chapter 5. The




The social amoeba D. d. is one of the most extensively studied model organisms
for cell motility, amoeboid motion and chemotaxis. Despite its early evolution
(it branched off the phylogenetic tree between plants and fungi) it shares many
biochemical aspects with younger eukaryotic organisms, for example its dependence
on the messenger cyclic adenosine monophosphate (cAMP). D. d. is a haploid
organism with a fully sequenced genome (29) and therefore genetic modifications
are comparatively easy. The ability to modify the organism allows for investigation
of the biochemical networks and signaling cascades. The organism D. d. is studied
due to the strong similarities in migration to human neutrophils or cancer cells, and
also from a developmental biophysics point of view: its life cycle possesses three
different parts, particularly the so-called social cycle is a fascinating mechanism
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rarely occurring in nature. If a single soil-living amoeba ceases to find sufficient
food supplies, mainly bacteria, they start to synchronize with each other by emitting
the signaling molecule cAMP. This cAMP activates a signaling pathway leading
to chemotactic migration, i.e. directed motility in the direction of the maximal
chemoattractant gradient. Additionally, cells that sense cAMP are also emitting
cAMP and in this way all cell will enter a synchronized stage, where cAMP waves
can travel through the complete population.
2.1.1 Life Cycle
D. d. possesses a life cycle with three different parts that fulfill different purposes, as
shown schematically in Figure 2.1. In the vegetative cycle, D. d. cells face no food
deprivation and therefore the cells can grow and divide by mitosis, leading to cell
doubling every 8-9 hours and under best environmental conditions it can decrease to
4 hours (44).
Additionally, D. d. cells have the possibility to proliferate in a sexual cycle allow-
ing gene exchange between individuals. This only occurs under special environmen-
tal conditions, including darkness, wet conditions, low phosphate ion concentrations
and the presence of calcium ions (57), leading to a macrocyst (44, 74).
The social cycle is most relevant for this thesis as it relies on cAMP-chemotaxis.
As soon as the cells are deprived of food, they enter this cycle. They then upregulate
several genes that enable them to sense and produce a cAMP. The secreted cAMP
forms a gradient towards which surrounding amoebas migrate via chemotaxis. After
a streaming stage, where first cell-cell contacts are temporarily formed, the cells ag-
gregate and form an collective organism called mound. The mound can subsequently
2.2 Cell Migration 13
form a so-called finger at its top, which may evolve into a slug-like stage that is able
to migrate for some distance. The final goal of this multicellular organism, built
from former individual cells is to form a fruiting body including spore cells, resting
on its stalk. These spores can then be transported by wind, water as well as other
soil organisms to a place where the cells may find improved living conditions. In
this case the spores can disseminate to release single amoebas. Furthermore, D. d.
exhibit the following fascinating phenomenon: to support the fruiting body some
cells have to sacrifice themselves to build the stalk and hence to assure the survival
of the colony (20). It was found that approximately 20% of the cells have to sacrifice
themselves, while 80% of the cells will form spores.
2.2 Cell Migration
Migration is one of the classical properties of life. The variety of migrational modes
is huge, like for example: swimming of bacteria, crawling of fish keratocytes, floating
and rolling of white blood cells before leaving the human blood vessels. Here we
will focus on amoeboid cell migration, which we will call cell crawling. Crawling
cells need a supporting surface to migrate on. If we allow for a wider definition of
the term crawling D. d. migration through a very viscous fluid (5) with the same
geometrical properties as on a substrate may also be captured.
In the following section we will present the underlying structural network for
cell migration, namely the cytoskeleton. Moreover we will discuss the general
mechanism of cell migration and details of D. d. cell migration.
Migration towards environmental cues is a crucial part of D. d. motility. This not
only includes chemical cues, as in the case of the well-studied chemotaxis. D. d. is
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Figure 2.1: Overview of the three parts of the life cycle of D. d.. In the vegetative
cycle, the cells grow and divide by mitosis. In the sexual cycle, two haploid
cells fuse and after several intermediate steps the recombinant cells leave the
so-called marcocyst. The cycle of most interest in this thesis is the social cycle,
where starved amoeba synchronize with each other to aggregate and form a
multicellular organism with stalk and spore cells. Scheme taken from (33),
Copyright 2010, D. Brown and J.E. Strassmann. Permission granted by the
Creative Commons Attribution.
known to show phototaxis, thermotaxis, acidotaxis, mechanotaxis and electrotaxis.
The directed migration is found either on the slug like stage or on the single cell
stage:
• Slug stage: Phototaxis is the ability to migrate towards a light source and is
observed in D. d. during the slug-like stage (28, 54). It was also observed
that both the slug like stage and the single amoeba show directed migration in
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temperature gradients (thermotaxis) (38). Bonner and colleagues investigated
in 1985 the dependence of the slug-like stage on pH gradients (11) and found
that the slugs orient towards the more acidic side. Hence it was termed
acidotaxis.
• Single cell stage: Mechanotaxis stands for the ability to migrate in response
to mechanical cues. For instance D. d. is known to react to sufficiently high
shear stress (23). The existence of an electric field has also been observed to
influence the cell migration and it is refered to as electrotaxis (68).
Even though these various directional cues of D. d. cell migration are known,
there is still more aspects of directed migration to be discover. We will present a new
mode of guided migration we named curvotaxis in chapter 4.
2.2.1 Cytoskeleton
The basis of cell morphology and migration is the cytoskeleton. The eukaryotic
cytoskeleton consists of three main components, namely actin-filaments, intermediate
filaments and microtubuli. These can be associated with motor-proteins, but also
binding-proteins that create a stiff but still dynamic and flexible fibrous skeleton that
gives the cell structure.
The structure of the cytoskeleton was found to be strongly conserved in most of
eukaryotic cells (59). The main stabilizing constituents of the cytoskeleton are actin
and myosin that also the building blocks of mammalian muscles, are at the center of
the D. d. cell cortex, but also many other proteins play a role in the actin cytoskeleton
(56).
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2.2.1.1 Actin
Actin molecules can be found in nearly every if not all eukaryotic cells. There is a
huge variety in actin molecules. An intriguing fact is that, despite this variety, the
actin isoforms are highly conserved, meaning that around 90% of the amino-acid
sequence are identical (58).
Actin exists in the cells in a monomeric form called globular actin (G-actin) as
well as in a polymeric, filamentous form which is called F-actin. Actin monomers
bind to adenosine triphosphate (ATP), adenoside diphosphate (ADP), as they are the
enzymes (pyrophosphatase) substrates and its cofactor and to magnesium cations
Mg2+.
The main question regarding actin is how the dynamical change between monomeric
G-actin and filamentous F-actin governs the cell morphology. As described in
(59, 60, 61), this complex system needs several interacting proteins. Figure 2.2
shows the most important processes, starting with the processes in vitro to describe
the process in controlled conditions:
1) The in vitro formation of a actin dimer from two actin monomers is an energe-
tically unfavorable process that is unlikely to happen. Likewise the formation of a
trimer from a dimer and a monomer is less likely than the back reaction in which
a trimer dissociates. Going from trimers to fibers instead becomes energetically
favorable. F-actin filaments are polarized, like their G-actin constituents. As they
have an orientation that leads to different rate constants for growing and shrinking
of the filaments. The growing end is called the barbed end, whereas the shrinking
one is the pointed end. Apart from purified actin, also the presence of phosphate
groups e.g. the activation state, thus ATP and ADP play a crucial role. The binding
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Figure 2.2: Main properties of actin. A shows a single actin monomer as a rib-
bon as well as space-filling models. In B the rate constants for spontaneous
actin assembly and disassembly are shown. The effect of actin nucleation and
elongation factors are shown in C and D, namely formin, profilin & cofilin. E
describes how the proteins WASP and Scar activate the Arp2/3 complex that
cause a branching of an actin filament. F Several possible ways how an actin
filament can develop are shown. It can be capped, which leads to a stop of
polymerization at the barbed end. It can be severed into smaller pieces and
finally back into monomers, and can be cross-linked. G shows a myosin-V
motor walking on an actin filament using ATP. Image taken from (61), Reprinted
with permission from AAAS.
of ATP-actin has a different rate constant than the binding of ADP-actin. ATP-actin
will be hydrolyzed to ADP and phosphate. This process has a half time of around 2
seconds (58). The phosphate may now reversibly dissociate with a half time of 350
seconds. In the described orientation of the filament, the phosphate release is more
probable at the pointed end. In steady state conditions this leads to a process which
is known as treadmilling, where the length of the filament and hence the amount of
actin molecules stays constant via adding molecules to the barbed end and releasing
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molecules from the pointed end, but during this the actin filament is displaced.
2) In vivo the nucleation process is governed by more than 60 protein families
which are responsible for binding, capping, cross-linking etc.
One of these proteins is profilin, which binds actin monomers and also catalyzes
the exchange of ADP to ATP. Additionally profilin inhibits the growth of the pointed
end of the actin filament. This growth of the actin filament also involves formins that
initiate the binding of free actin as profilin-actin binds to formin. With that the actin
monomers are transfered on the barbed end of actin filaments (61).
ADF/Cofilin is a family of proteins that are able to bind ADP-actin monomers and
inhibit nucleotide exchange. Hence they play a role in severing ADP-actin filaments.
The influence of the Arp2/3 complex is essential in the formation of the actin
cytoskeleton and thus the migration of cells. The Arp2/3 complex is responsible for
the branching of actin filaments, as shown by the sketch in Figure 2.2 F. The complex
binds to an existing actin filament and offers a binding site for actin monomers.
Hence straight filaments can become a branched network due to the action of the
Arp2/3 complex with an branching angle of 70◦.
The SCAR/WAVE protein is responsible for the transduction of the external chemo-
tactic signal that links the cell with the actin cytoskeleton and hence the migration.
SCAR/WAVE is the last step of the signaling cascade regulating the actin machinery,
due to the activation of the Arp2/3 complex that enhances branching of actin filaments
(see Figure 2.3).
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Figure 2.3: Sketch of the actin machinery. The extracellular stimuli are transformed
to an intracellular signal and then amplified through a signaling cascade until
they activate WASP/SCAR, which activates Arp2/3 and leads to filament branch-
ing. The barbed ends of the filaments grow and push against the cell membrane
leading to protrusion. Over time, some filaments are capped and the pointed
ends of filaments age, meaning that the actin monomers are mainly bound to
ADP. ADF/cofilin binds to ADP-actin and severs and depolymerizes ADP-actin
filaments. The resulting ADP-actin monomers bind to profilin which catalyzes
the exchange of ADP for ATP and hence allows the actin monomers to be incor-
porated into freshly polymerized actin-ATP filaments again. Image modified
from (61), Reprinted with permission from AAAS.
2.2.1.2 Myosin
The role of myosin motors in the cytoskeletal dynamics is of great importance. The
myosin motors can be viewed as the side of the coin opposite of actin in actomyosin
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based motility. As the dynamic processes of actin are necessary to push the plasma
membrame forward of the cell membrane, there is a need to control the dynamics
of the cell rear, also called uropod. This control is taken care of by myosin motors,
especially myosin-II, that are responsible for the contractile forces at the cell back. In
the actomyosin cortex of D. d. cells, this contraction secures the structural integrity
of the cell and its pseudopod extensions.
In D. d. cytoskeleton myosin-II is the most important form of myosin studied
in this thesis, as it is strongly involved in the cytoskeleton (86). It is composed by
two essential light chains, two regulatory light chains and two myosin heavy chains
(MHC), which itself possess a globular head, see Figure 2.4.
The importance of myosin-II in the actin cytoskeleton is due to its function of
being able to transform chemical energy into mechanical energy or force. In Figure
2.4 (b) the effective process of the myosin-II motor protein is shown. A bundle of two
myosin-II proteins can shift actin filaments against each other. The motor domain
allows the myosin-II to bind to actin and this actomyosin complex can contract by a
hydrolization of ATP (14).
2.2.2 Migration Mechanism
Amoeboid migration is widely conserved over a huge variety of species. Its uni-
versality is an important aspect and allows us to study this general process with
D. d.
The mechanism of cell migration consists of four main steps, namely attachment,
protrusion, contraction and detachment. Below we will explain these individual steps
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Figure 2.4: Sketch of myosin-II and its function. (a) Scheme of myosin-II: molecule
is composed of two MHC having a coiled-coil structure, a non-helical tail and
globular head group. The light chains are used to stabilize the neck for its use as
a motor. (b) Function of a bipolar myosin-II filament bound to actin filaments
that are able to create a pulling force relative to the actin filaments bt using the
motor function of the myosin. Reprinted from (19), Copyright (2007), with
permission from Elsevier.
in the order of appearance during cell migration and in Figure 2.5 we show a sketch
of the process including the migration steps and modules needed, namely the actin
cytoskeleton, myosin motors and adhesion areas.
We assume a cell sitting on a substrate (2.5 A). To start its migration, it begins
to polymerize a branched actin network that is responsible for a local protrusion
of the cell membrane (Figure 2.5 B). At this time the cell body that is adherent
to the substrate and is barely moving. The protruding part of the cell - called the
leading edge - contains a high concentration of freshly polymerized actin whereas
the concentration of myosin-II motors is reduced.
After this actin-rich protrusion, also called the pseudopodium, has formed, it has to
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contact the substrate and form new adhesion sites (Figure 2.5 C). The actin cortex is
now under a strong tension. This helps the cell to break the bonds of adhesion at the
trailing edge (Figure 2.5 D). Finally to shift the cell body, the cell needs to pull in the
posterior, which is done by a contraction of myosin-II motors inside the actomyosin
network. The sliding of the myosin-II motors against the actin filaments can, due
to the connection of the actomyosin cytoskeleton to the adhesion sites, generate a
traction force that allows the cell to migrate forwards (2). After this contraction,
the cell has undergone a net displacement (Figure 2.5 E) and is again in the same
phase as in Figure 2.5 A. From here it can start polymerizing an actin network again.
(Figure 2.5 F)
In amoeboid migration, the front at extension called the pseudopodium is essential
for cell migration in D. d.. In the following section, we will describe this crucial part
of the migration machinery in more detail.
2.2.2.1 Pseudopods
Next to blebbing (80), pseudopods are the most prominent feature of amoeboid
migration from a macroscopic point of view. Besides describing cell migration as
a biochemical process, in which you identify every molecule and its interaction
network, you can also start from geometrical optical observations. This way to
describe amoeboid cell migration is also referred to the pseudopod-centered approach
(82).
It is possible to distinguish between two types of pseudopods. Due to their origin,
we name one kind splitting pseudopod, as it is formed close to an already existing
pseudopod and usually alternating sides at an angle of about 55◦. This zig-zagging




Figure 2.5: Migration mechanism of amoeboid cell. A Cell starts to migrate. B
Pseudopod is formed due to branching of the actin network. The cell membrane
at the leading edge is pushed forward. C The new pseudopod is adhering to the
surface what creates a tension in the cell cortex. D Due to tension in the cell
cortex adhesion bonds at the trailing edge break. E Myosin-II contraction pulls
the trailing back inside. F Cell forms a new pseudopod. Sketch adapted from
(1) and (2).
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manner of cell migration can be compared to ice-skating. The second type of pseu-
dopod is the so-called de-novo pseudopod. In contrast to splitting pseudopods, the
position of a newly formed de-novo pseudopod shows no angle-dependence (13).
To clarify the differences between the two kinds of pseudopod formation, we have
to discuss the migrational modes of the cells. It is well-known that the differences
in chemical gradients and cell development cause differences in the cell migration.
Regarding an unpolarized D. d. cell (vegetative or in early stage of development) that
is able to migrate, we will find no clear front and back and it will extend pseudopodia
in every direction (73). Apart from that, it will react to a chemoattractant gradient by
forming a pseudopod in the direction of highest cAMP concentration. If the position
of the chemoattractant will be changed, it will form a new pseudopod in the new
direction.
If a D. d. cell is in its chemotactically active developed phase for a longer pe-
riod, typically after 6 hours, it tends to be more polarized, hence it has a front to back
asymmetry (88). In a chemoattractant gradient the formation of pseudopods will still
be at the leading edge, but they will orient in the gradient. Hence the cell will make
a so-called u-turn, due to its already reached polarization. This polarization is pro-
duced by the symmetry breaking of signaling membrane lipids phosphatidylinositol
(3,4,5)-trisphosphate (PIP3) and phosphatidylinositol 4,5-bisphosphate (PIP2) (84),
which we will describe in more detail in section 2.3.1.
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2.3 Chemotaxis
The chemotactic migration of single amoeba during the aggregation of D. d. is a
crucial part of its social cycle. Additionally, gradient sensing and amoeboid motion
are of more general interest because of their importance for example in the human
immune system as well as for the metastasis of cancer.
This very robust, evolutionary conserved mechanism of chemotaxis will be de-
scribed in more detail in the following section and will be linked to the aforemen-
tioned migration modules.
2.3.1 Chemotactic Signaling Network
The chemotactic signaling cascade of D. d. is very complex and has been the subject
of intensive research especially during the last two decades (45, 84). This research
has unveiled four somewhat redundant signal modules merged into the chemotactic
signaling system (73).
The main parts of the D. d. signaling cascade are shown as an overview in figure
2.6. To gain some understanding of the full complexity, more important modules for
this thesis will be discussed in greater detail below.
The natural way to describe this complex and heretofore not fully understood
pathway is to start at the receptor level. The chemoattractant cAMP can be sensed
by D. d. cells with G-protein coupled receptors (GPCR), namely the four receptors
of cAMP receptors cAR 1-4 (46). Details about the receptor affinities and the
functionality of the four different receptors can be found in literature (24, 45).
As the name already explains, these receptors are coupled to heterotrimeric G-
proteins that are responsible for transforming the exterior chemical signal to a
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Figure 2.6: Overview of most important modules in D. d. chemotactic signaling
cascade. cAMP binds to a cAR receptor that dissociates the G-protein Gα2-
GDP-Gβγ into its two parts, when occupied with a cAMP molecule. This G-
proteins transfer the extracellular signal into an intracellular cascade activating
several Ras proteins. These Ras proteins on their own activate several pathways
that lead to symmetry breaking, actin polymerization, myosin-II contraction
and cAMP production. Sketch redrawn according to (48).
cytoplasmic signal. To understand this process in more detail, we show a sketch of
the signaling cascade from the cAR receptors to the Gα2−GT P in Figure 2.7. When
a cAMP molecule binds to the cAR receptor, with highest affinity to cAR1, the Gα2-
GDP-Gβγ complex dissociates into Gα2-GDP and Gβγ. Within this dissociation
step, Gα2-GDP is transferred to its active form Gα2-GTP. Both the G-proteins
play important roles in the further downstream signal relay. The system controlling
the occupancy of the cAR receptor involves the nonreceptor Guanine nucleotide
Exchange Factor (GEF) and GTPase-Activating Proteins (GAP), the protein resistant
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Figure 2.7: Sketch of transduction of cAMP-signal to Ras-GEF. The binding of the
cAMP molecule to the cAR receptor induces dissociation of the coupled G-
proteins Gα2-GDP-Gβγ. RIC8 and the RGS influence the amount of Gα2-GTP
that then is able to activate downstream Ras proteins. Active forms marked in
green. Sketch redrawn according to (43).
to inhibitors of cholinesterase 8 (Ric8), and regulators of G-protein signaling (RGS
proteins).
While Ric8 is able to stimulate the conversion of Gα2 from its GDP into the GTP
form, the RGS proteins assists the back reaction into the GDP form. More details on
the general properties, like the protein structure of the G-proteins can be found in
(53).
A class of second messenger proteins of main interest in the signaling cascade of
D. d. is the Ras super family, which consists of 15 proteins, including 11 Ras, 3 Rap
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and one Rheb related protein (50). Both the Gα and Gβγ are involved in activating
different Ras proteins. Specific Ras proteins play a crucial role in basically every part
of the chemotactic signaling pathway that is known so far (50, 73). We will focus
on most important Ras proteins for chemotaxis, Ras-C and Ras-G are important in
chemotaxis (10), Ras-G and unspecifically also Ras-C can be visualized with the
fluorescent marker Raf1-RBD-GFP, that will be described in section 2.3.3.
The influence of Ras-G and Ras-C on D. d. chemotaxis is widely studied in the
literature and demonstrates not only the importance but also the complexity and the
various interactions of the different signaling pathways responsible for chemotaxis
(10, 42, 47, 67), for instance it was shown that Ras-C-GTP is also necessary for the
formation of cAMP (50). Ras-C-GTP activates cytosolic regulator of adenyl cyclase
(CRAC) that itself regulates the adenyl cyclase (ACA), which produces cAMP (40).
Research shows that both proteins have overlapping functions (50). The process of
most interest for this thesis that involves Ras-G/C, concerns the symmetry breaking
due to phosphatidylinositol (3,4,5)-trisphosphate (PIP3), as shown in Figure 2.9.
In this process of symmetry-breaking, there are four constituent of major im-
portance. The membrane lipid PIP3 can be dephosphorylated by the phosphatase
and tensin homolog (PTEN) into PIP2. The phosphorylation of PIP2 to PIP3 is
assisted by the kinase phosphatidylinositol-4,5-bisphosphate 3-kinases (PI3K). In
the chemotactic signaling cascade, the activated Ras-GTP forms regulate the PI3K
activity (47).
PIP3 is able to activate cytoskeletal mediators like SCAR/WAVE. Thus the signaling











Figure 2.8: Sketch of transduction of signal from Gα to actin polymerization via
Ras. The upstream produced Gα2-GTP activates Ras-GEFs that are able to
catalyze the exchange of GDP for GTP in Ras proteins. The active Ras-GTP
forms are able to activate downstream the production of cAMP due to ACA as
well as actin polymerization and Myosin contraction. Active forms marked in
green. Sketch redrawn according to (43).
2.3.2 Chemotactic Migration
The intent of this section is to combine the concepts introduced above into a consistent
picture of chemotactic migration. A model of the cell that includes parts of the acto-
myosin machinery, parts of the signaling pathway and the cell geometry is expected
to capture the complexity of this whole process and give an overview of the situation.






Figure 2.9: Sketch of signal transduction from RasG until actin polymerization via
PIP3. RasG activates the PI3 Kinase leading to increase of PIP3. PIP3 itself
can activate the cAMP production via CRAC and ACA and on the other hand it
activates SCAR/WAVE as well directly as additionally via the Rac pathway. In
such a way, the Arp2/3 complex is activated and a branched network of actin
filaments will be the result. ACtive forms marked in green. Adapted from (47).
The cell is exposed to a gradient of the chemoattractant cAMP, as shown in
Figure 2.10 by the blue pentagons that represent the cAMP molecules increasing in
concentration from the right to the left. These molecules bind to membrane bound
cAR-receptors and hence activate the cell’s chemotactic signaling network. The
extracellular signal is transferred into an intracellular signal by the G-protein-coupled
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Figure 2.10: Sketch of chemotaxis in D. d.. As there are more cAMP molecules
on the right-hand side more cAR receptors are occupied there and the cell is
oriented in this direction. An active Ras patch is indicated at the pseudopod in
the upper right side of the cell. The actin cytoskeleton is close to the membrane
everywhere apart from the pseudopodium, where a branched actin network is
formed to push put the cell membrane. In this so-called leading edge no myosin
is incorporated in the actin cytoskeleton. Contrary to the rear of the cell, where
it is responsible for the retraction of the back of the cell.
receptors cARs. The internal signal processing via the Ras protein superfamily
(shown in purple) leads to a symmetry-breaking of the distribution of molecules
involved in the chemotactic signaling cascade, especially the PIP2/PIP3 localization
and the activation of the actomyosin cortex. Finally, the actomyosin machinery leads
to membrane propulsion (pseudopodia) and cell migration.
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2.3.3 Genetic Mutations
A very important advantage of using D. d. is the knowledge of the fully sequenced
haploid cell genome (29), leading to the capability of controlling specific genes. This
control is the basis of understanding the dynamics of the signaling cascade as we are
able to label specific proteins fluorescently genetically.
A way of interfering minimally with the intrinsic dynamics of D. d. cells while
investigating them is to use indirect labels.
The two fluorescently labeled protein probes that are of utmost importance for
this thesis are LimE and Raf1-RBD. The LimE protein colocalizes with freshly
polymerized filamentous actin. It has two advantages: a direct labeling of all actin
molecules would lead to a saturation and it would be challenging to obtain precise
measurements of F-actin as the background of G-actin would lead to a poor signal-
to-noise-ratio. The more important effect considers the rate constants, such as the
diffusion rate, as they may decrease if one would add a bulky fluorescence tag like a
GFP protein on the actin monomers (15).
The other indirect fluorescent label that is used in this thesis is the Ras Binding
Domain of human Raf1 tagged with GFP (Raf1-RBD-GFP) (91). This protein labels
Ras-G and Ras-C as it colocalizes with Ras-G in its GTP-form. Therefore Ras-G is
more specifically labeled and fluorescent signals correspond to more than 80 % to
Ras-G activity. Hence we can visualize the Ras proteins in their active form, during
signaling.
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2.4 Theoretical Descriptions
The chemotactic signaling of D. d. has been a main research interest for many years
as well with experimental techniques as with computational models. Step by step
a wide knowledge of the biochemistry of chemotaxis in D. d. was gained. In this
chapter we want to present the main results that are common knowledge in the
literature along with the hypotheses that are widely used.
Since the first publication of a mathematical model, explaining pattern formation
in morphogenesis by Turing in 1952 (78), the approach to model biological systems
with partial differential equations has widely been used (35, 90).
The theoretical descriptions of pseudopod formation is also heavily dependent on
which aspect of the problem is regarded. As already mentioned in subsection 2.2.2.1,
the models are either based on cell signaling dynamics or based on microscopy and
pseudopod formation. Hence we will introduce two models that may explain the
system of extending pseudopods in D. d. chemotaxis.
2.4.1 Activated Membrane Patches
A specific model commonly used to explain the pseudopod formation based on
cell signaling was developed by Hecht and collaborators (35). In this model where
activated membrane patches are responsible for the formation of pseudopodia. The
emergence of these patches is due to an reaction diffusion system. In the simulation,
they link an external compass with an one-dimensional excitable medium on the cell
membrane. The excited patches on this membrane regulate the actin polymerization
and lead to the shape-changes and hence to the cell migration.
In order to describe the model in more details, we will show the equations in the
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following paragraph. It is an excitable reaction-diffusion model related to the cell
membrane. The model is a spatially distributed Fitzhugh-Nagumo model that can












= Db∆b + a−µb +β (2.2)
The variables a and b are the activator and the inhibitor respectively, the concen-
trations of the two chemicals of the reaction-diffusion system, and Da,Db are the
diffusivities of a and b. By ε, β andµ constants are denoted, while η corresponds to a
noise term.
The pseudopod formation is modeled by an activator dependent force, acting on
the cell membrane. If the reaction-diffusion system leads to a patch of the activator,
this force will induce a propulsion of the cell membrane:
Ftot = fp(a)−γ (κ− κ0)−C1 (A−A0)−λv. (2.3)
In this force term, γ corresponds to the membrane rigidity, κ to the curvature, A
to the cellular area and v to the membrane velocity. The function fp(a) models the
protruding force and has the following functional dependence:
fp(a) = C (a−a0) · θ(G). (2.4)
The function fp(a) is positive if the value of a exceeds a mean value a0 and is
zero if there is no G-actin left at the membrane. Hence one can see the influence of
G-actin in this function and this leads to a conservation law for actin that is shown in
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equations 2.5 and 2.6:
∆Fi
∆t









δ f Fi (2.6)
Fi describes the F-actin at each node i, vi the membrane speed, ∆li =
ri−1,i+1
2 the
membrane length, while Γ, δ f are constants.




To also include chemotaxis into this model Hecht et al. implemented an internal
compass, where φint is the compass direction of the cell:
φint = φext +ηφ. (2.8)
Here, φext models the external direction of the chemoattractant gradient and ηφ is a
directional noise. Due to this definition φint is the leading edge of the cell. At this
leading edge the choice of β < 0.6 is made and hence the system at the leading edge
is excitable, while the back of the cell is not.
2.4.2 Statistical Geometrical Theories
A statistical way to model the pseudopod formation was introduced by van Haastert
in one of his publications (83). In that work, statistical properties of the microscopic
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phenomena were used to describe the process and answer the question if statistics
would be sufficient to explain the system.
This theoretical description of the pseudopod extension of D. d. basically regards
the pseudopods as self-organized entities, being formed regularly. The position of a
new pseudopod is calculated depending on its kind, being a splitting pseudopod or a
de-novo pseudopod. Additionally, the existence and the strength of a chemoattractant
gradient is also of great interest for the model. In case of a splitting pseudopod,
the direction of the new pseudopod is chosen to be identical to the direction of
the previous pseudopod. This direction will be modified by a bias imposed by the
chemoattractant gradient. To include noise, the direction is the mean value of a von
Mises distribution with variance σφ. The new direction is chosen randomly within
the range of the von Mises distribution.
In case of a de-novo pseusopod, the initial direction will be picked randomly
between [0◦,360◦]. The following steps are exactly the same as for splitting pseu-
dopods.
With this model, using the statistical properties of the pseudopodia, it is possible
to describe the system and as well allowing to make predictions about knock-out
mutants (12, 13).
CHAPTER 3
Experimental Setup and Methods
In this chapter we will focus on the experimental setups and the methods used to
preform our experiments. We will start by presenting the protocols used prepare the
cells for the experiments. The second part of this chapter will include details on the
experimental setups, namely the microfluidic devices and the involved microscopy
techniques.
3.1 Cell Culture and Genetics
D. d. exists as several cell strains that need to be treated differently. An important
difference between strains is the ability to use different food supplies. The cell lines
used in this thesis are all axenic, meaning that they are able to feed on medium
(HL5 (Formedium, Norwich, England)) free of other organisms (87). A more recent
protocol of D. d. cell culture can be found in (31). Cells are stored either as spores or
directly as cells at −80 ◦C for extended time periods. To use the cells for experiments,
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frozen stock is thawed at room temperature and afterwards they are cultured in HL5
medium on Petri dishes. The doubling time of the cells is between 8 to 9 hours at the
optimal growing temperature of 21−23 ◦C. The cell culture has to be subcultured
every 2-3 days, when the cells have become confluent on in the Petri dish. The
passage number is increased by one each time for a new subculture and the cells will
be discarded after passage 15, due to the increasing probability for a genetic change
of the culture.
To perform experiments, we use cells harvested in their exponential growth phase,
which are due to the pulsing with cAMP in their highly chemotactic phase. The
preparation of the cells starts one day before the experiment. The preparation process
starts with pipetting 106 cells into a flask with 25 ml HL5 medium. This flask is
cultivated on a shaking table at 22 ◦C with 150 rotation per minute. On the day of the
experiment, 7 hours prior to the start of the experiment, the cells are centrifuged and
the medium is removed. The cells are washed with phosphate buffer and afterwards
centrifuged again. The remaining pellet is diluted with 20 ml phosphate buffer and
is positioned on the shaking table at 22 ◦C, when every 6 minutes a pulse of cAMP
(approx. 60µl with concentration 18µMol; Sigma-Aldrich) is dropped into the flask
to increase the chemotactical activity of the cells as reported in (18).
We also used mutant D. d. cells. For the curvotaxis project, ACA-Null mutant cells
were used, because cells lacking the aggregation stage adenylyl cyclase (ACA) the
cells are not able to produce cAMP and hence they are missing the capability to
aggregate. Those cells possess the ability to perform chemotaxis but only towards
external cAMP as they cannot porduce it. This missing functionality enables us
to investigate the effect of the complex geometry without the strong influence of
chemotaxis.
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To investigate the signaling cascade and its influence on the cell geometry, we use
myosin-II-null and PTEN-null knockout cells. The knockout of myosin-II strongly
interferes with the cell cortex, which is visible for instance through the fact that
myosin-II-null cells are not able to divide without being attached to a surface (21).
Hence after the pulsing, there are many multinucleated cells. Those will divide as
soon as they are adherent on a substrate. The PTEN-null knockout is as described
in section 2.3.1 interfering with the symmetry breaking of the chemotactic cells
mainly. As one of the enzymes for the process is knocked out, the fine-tuned process
is disrupted. It leads to cells that have less control of the size and positioning of
pseudopodia and show decreased chemotactic efficiency.
To investigate the role of the protein Ras during chemotaxis, we need to image
its dynamics. We accomplish this goal via genetic labeling. A common way is to use
a marker protein that only interacts with the GTP form. Also important is the fact
that the fluorescent label is not tagged directly to the protein itself because otherwise
it may change its dynamics.
We used different labels designed by the group of van Haastert (85) and Gerisch/Müller-
Taubenberger (32). To maintain cell lines with comparable properties e.g. the amount
of fluorophores, we had to electroporate fresh wildtype cells every three to four
weeks with the expression plasmid. After several days of recovery these genetically
modified cells could be used similarly as standard wildtype cells.
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3.2 Methods
3.2.1 Microfluidics
An important methodological objective of this thesis is to stimulate cells with well-
defined chemical stimuli using a microfluidic gradient mixer described in (41) and
improved in (71). This precise tool allows us to control the gradient that the cell is
able to sense. The devices is built in a stepwise procedure explained in the following:
A chrome mask is used to prepare a silicon wafer via soft lithography to get a negative
form of the microfluidic channel; in a subsequent step Polydimethylsiloxane (PDMS
(Sylgard 184, Dow Corning Europe SA, Houdeng-Goegnies, Belgium)) is cast to
produce the microfluidic channel walls. The final step is the bonding of PDMS form
to a glass cover slip to seal the microfluidic channel.
3.2.1.1 Soft Lithography
The basic idea of soft lithography is to create small scale devices with very high
precision mold. Our protocol to create the microfluidic channels is very similar to the
methods described in the reviews (41) and (89) and the individual steps can be found
in Figure 3.1. In our case we create microfluidic flow chambers to apply precise
environmental conditions to our biological sample. We used a chrome/quartz mask
that was build from a CAD file several years ago by Song (CNF - Cornell Nanoscale
Science & Technology Facility).
Based on this chrome/quartz mask, we create a reusable master silicon wafer.
After baking off residual oil or organics from a polished silicon wafer, we deposit
the SU-8 photoresist on the wafer with a spin coater allowing the precise control of
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Idea Chrome mask Silicon wafer microfluidic channelPDMS molding
Figure 3.1: Basic idea of soft lithography. After the idea and the concept, using a
CAD program a chrome mask will be created. This chrome mask is used to
produce a silicon wafer which is the negative image of the PDMS stamp. The
PDMS mold is used to built the microfluidic channel.
the height of the photoresist precisely (2000 rpm for 35 s).
After spin coating, the wafer is placed on a hotplate for 10-15 minutes at 95 ◦C
for the soft baking process. The subsequent step is the exposure of the wafer to UV
radiation below 350 nm wavelength with an exposure energy dose of 150−250 mJcm2
to crosslink the polymer photoresist. In this process, only the areas that are exposed
to the light will be cross-linked and thus become the negative form of the structure.
The next step of wafer production is the post-exposure-baking (PEB) that is
composed of two steps. To reduce the stress of the cross-linked film, the wafer is
placed on a hotplate at 65 ◦C for one minute. Second, the wafer is placed for 3-5
minutes on the hotplate at 95 ◦C.
In the final step we reveal the photoresist structure by placing the wafer in SU-8
developer for about 8 minutes. This helps to dissolve the non-crosslinked SU-8,
leaving behind the pattern. After this development, the wafer will be rinsed with
fresh developer, iso-propanol and dried with nitrogen.
The procedure to create the microfluidic channels with a newly built wafer is
presented in the following: The wafer is cleaned by rinsing consecutively with
acetone, isopropyl alcohol and distilled water. Afterwards, Sylgard 184 PDMS
Elastomer is mixed with Sylgard 184 Curing Agent (Dow Corning Europe SA,
Houdeng-Goegnies, Belgium) at the ratio of 10:1 and poured onto the wafer that
is situated in a weighboat. The PDMS in the weighboat will be degassed in an
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desiccator until all air bubbles have vanished. Finally the PDMS is cured for 60-90
minutes at 75 ◦C.
The cured PDMS, which can easily be cut afterwards with a sharp knife, is freshly
cleaved and - at the designated spots - holes are punched into the PDMS to create
inlets and the outlet of the microfluidic channel.
To seal the microfluidic channel a glass cover slide is attached after plasma
cleaning both the PDMS and the cover slide for 1-3 minutes. To maximize binding
strength the device is afterwards stored for 5 minutes at 75 ◦C.
3.2.2 Microscopy
The experimental work in this thesis relies on the use of microscopy and as the
examined effects are on small length scales, it is required to use high resolution
microscopy techniques like Confocal Laser Scanning Microscopy (CLSM). CLSM
is a standard microscopy techniques with a high resolution. As described in Abbe’s





where NA is the numerical aperture A = n · sinα. The wavelength λ, the refrective
index n and the half opening angle of the cone of light α are the important quantities
in this equation and all have are bound in the small interval. It is possible to
overcome this limit with special techniques, as described in (9, 36, 37, 64). But
even to approach this limit with traditional techniques is far from trivial. As for
widefield epi-fluorescence microscopy, the whole specimen is illuminated, and thus
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fluorophores of different layers, the images will contain light from all layers, which
will decrease the resolution. The CLSM used in this thesis is a method that overcomes
this problem and is presented in the following chapter. An enhanced CLSM, namely
the spinnning disc Confocal Laser Scanning Microscopy (sdCLSM) will be explained,
because, due to its high temporal resolution, we performed experiments with this
setup.
3.2.2.1 Confocal Laser Scanning Microscopy
The main idea of Confocal Laser Scanning Microscopy is the introduction of a
pinhole in the light path of the excitation laser. In this way, the excited volume is
reduced to, in principal, the minimal spot to which light is able to be focused. Its
size is around 200 nm in x- and y-direction and 500 nm in z-direction. The image
quality is enhanced as no fluorescence is excited and collected from other spots.
The set-up of this microscope type is shown in Figure 3.2 that can be found at the
homepage www.microscopyu.com.
The light path starts with the laser that is restricted to a very small focus by
the light source pinhole aperture. Through a dichromatic mirror, the laser light is
reflected to the objective that focuses the light to a spot on the specimen. There it
will excite fluorophores, that will emit photons of a different wavelength. These
photons will be focused by the objective on the photomultiplier in such a way that
out-of-focus fluorescence will be blocked by the detector pinhole aperture. Hence
one gets a fluorescent signal of a single point of the specimen. By scanning the probe
you are able to image everything or just a part, for instance, single confocal planes
of it.
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Figure 3.2: This sketch shows the lightpath of a laser scanning confocal microscope.
The laser excitation source is shown on the left hand side. After passing a small
pinhole the light is reflected by a dichromatic mirror through the objective onto
the specimen. The fluorescent light, which is emitted by the specimen will be
detected by a photomultiplier detector after having passed through the objective
and the dichromatic mirror only if it matches with the detector pinhole aperture.
That is if and only if it was emitted in the confocal plane that is visualized.
Taken from Nathan S. Claxton, Thomas J. Fellers, and Michael W. Davidson:
http://www.microscopyu.com/articles/confocal/confocalintrobasics.html on July 21st,
2015.
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3.2.2.2 Spinning Disc Confocal Laser Scanning Microscopy
The sdCLSM is one special form of the confocal microscopy aimed at optimizing
temporal resolution. The main difference between this technique and conventional
CLSM is that a highly efficient camera is used to create the micrograph instead of
the photomultiplier detector. To retain the confocality due to the precisely placed
pinholes, the sdCLSM possesses two rapidly rotating discs, one incorporated with
microlenses and the other one with pinholes (72, 76). In Figure 3.3 a sketch of the
sdCLSM is shown which is taken from the web page of Zeiss-Campuss.de. The
illumination of the specimen is done by focussing the laser with the microlenses of the
first rotating disc to the pinholes of the second rotating disc and afterwards through
the objective. Thus the confocality is obtained similarly as for the conventional
CLSM. The emitted fluorescence will be focused through the objective and the
pinholes, but in contrast to the excitation light reflected by the dichromatic mirror
onto the CCD camera.
3.2.2.3 Differential Interference Contrast Microcopy
Within the variety of different microscopy techniques, differntial interference contrast
microscopy (DIC), is a brightfield microscopy technique. The advantage of the DIC
microscopy is that objects with volume-like cells can be imaged in a way that the
height of the object can be visualized with a grey scale. On a DIC micrograph, one
gets a pseudo three-dimensional image.
To accomplish this impression of three-dimensional imaging, the technique uses
the interference of light due to a path differences while passing the probe, see Figure
3.4. Therefore the light has to go through a polarizer in the beginning. The polarized
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Figure 3.3: Sketch of Spinning Disc operation mode. The laser light is focused by the
microlenses of the rotating lens disc through the pinholes of the rotating pinhole
disc. Via the objective the specimen is illuminated. The emitted fluorescence of
the sample takes the light path through the objective and pinhole disc before
being reflected by a beamsplitter onto a CCD camera.
Taken from http://zeiss-campus.magnet.fsu.edu/articles/spinningdisk/introduction.html
on July 21st, 2015.
light will be split by a Wollaston (Nomarsky) prism into two light paths. Both light
paths will illuminate the specimen after a condenser. Due to the objective the two
light paths will be merged into a second Wollaston (Nomarsky) prism and there they
will interfere with each other. Dependent on the difference of the optical path which
the light had to take, it will be constructive or destructive interference. Hence the
image will be brighter or darker. As last step before the eze piece or the camera
detector there is a analyzer that assures only correctly polarized will be detected.
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Figure 3.4: Sketch of DIC light path. Light is polarized and then splitted by a
Wollaston(Nomarsky) prism. After the actual imaging of the probe with a
condensor and an objective with a second Wollaston(Nomarsky) prism the two
light paths are merged again and can interfere. Due to the analyzer only the
correctly polarized light can pass to the ezepieces or the camera.
Taken from http://www.olympusmicro.com/primer/techniques/dic/dicoverview.html on
July 21st, 2015
3.2.3 Experimental Setups
For the different aspects of the experimental questions we want to address in both
parts of this thesis, we have highly specialized experimental setups. To probe the
signaling of chemotactically migrating D. d. cells, we use a diffusive mixer developed
in Whitesides group several years ago (41) and was improved for the use with D. d.
in our group (71).
Furthermore we established an experimental approach to study cell migration on
curved substrates. Therefore we use an approach based either on optical fibers or -
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in cooperation with Marco Rivetti and Oliver Bäumchen - wrinkled substrates made
of soft polystyrene films supported by PDMS layers. In the following these setups
will be introduced in more detail.
3.2.3.1 Curvotaxis Setup
To find a more realistic description of geometrical effects underlying amoeboid cell
motion and the associated pseudopod dynamics, it is necessary to investigate the
cellular behavior in more complex environments than flat glass surfaces. A straight-
forward way to increase the complexity of the system is to consider three dimensions,
albeit keeping the structure simple. Until now, experiments from migration literature
were mostly restricted to flat surfaces. Unfortunately, this setting does not resemble
the real environment of cells. When D. d. aggregate or prey on bacteria in the soil,
they face a porous, often fluid filled, anisotropic and heterogeneous environment
and hence have to crawl over curved surfaces, a situation distantly related to the
one a neutrophil experiences in blood vessels at their curved interfaces. Therefore,
in cooperation with Humboldt-Bessel-Fellow Oliver Steinbock (UF Tallahassee),
we started to analyze D. d. cells migration on glass capillaries as done before for
fibroblasts (63). To exclude chemotactical migratory effects we place the optical
fibers in a perfusion chamber (RC-27, Large Bath Chamber, Warner Instruments,
Hamden, CT, USA) on a glass spacers to allow a fluid flow around the fiber which
washes away the cAMP molecules secreted by the cells. A sketch of this setup can be
seen in Figure 3.5. We can image the fiber surface facing D. d. in this device with an
inverted optical setup as well as with a top-view configuration. We use a peristaltic
pump (RP-1 Peristaltic Pump, Mettler Toledo Inc., Columbus, Ohio USA) to create
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a fluid flow with a mean flow speed in the chamber of v f low = 167
µm
s . To investigate
the actual velocities of the fluid flow close to the fiber, we used fluorescently labeled
polymer beads Duke 36-6 (Polystyrene Divinylbenzene (PS-DVB), Duke Scientific
Corporation, California, USA), with a diameter of 33µm. The mean bead velocity
close to the fiber was v = 10 µms . Hence we can be sure that the velocity in the setup
is not inducing migration of the D. d. cells but is still high enough to flush away
cAMP, compare the velocity in other commonly used microfluidic devices as the
gradient mixer (v = 650 µms ) (71) or the linear microfluidic channel used for flow
photolysis (v = 67 µms −110
µm
s ) (8).
Figure 3.5: Sketch of the curvotaxis setup. The optical fiber is placed on two glass
spacers inside the perfusion chamber. The perfusion chmaber is connected to a
perfusion pump. Cells are added to the fiber from the top. Imaging can be done
as well with inverted as with top-view optical setups.
The drawbacks of this setup are the lensing effect of the fiber and also the small
area we are limited to, including problems arising with confocality of the used
CLSM setup and the fluorescence readout. In cooperation with Oliver Bäumchen
and Marco Rivetti, from the Department of Complex Fluids of Prof. Herminghaus,
we designed wrinkled patterns to have a large area device with controlled amplitudes
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Figure 3.6: Photograph of Perfusion chamber, fiber fixed on spacers perpendicular
to flow direction. The dimensions of the chamber are 5.1 cm in length and
2.6 cm in width. The flow is applied with a peristaltic pump to pump fluid in on
the right side and suck fluid out on the left side.
and wavelengths, hence also curvatures. For this purpose we use a technique first
described by Cerda and Mahadevon (16). We bind a thin, stiff polystyrene layer to
a thick, soft PDMS gel that is under tension. After the two layers are bond to each
other, the bending stress is released causing a wrinkling instability in the system.
As calculated by Cerda and Mahadevan (16), the wavelength of the wrinkles is
proportional to the bending stiffness over an effective elastic foundation of stiffness
to the power one fourth. The amplitude of the wrinkles A is proportional to the
wavelength λ and the imposed compressive strain ∆W , which is the fraction of the
imposed compressive transverse displacement ∆ divided by the width of the sheet W.















Figure 3.7: Sketch of the construction method of the wrinkled Curvotaxis device.
The PDMS layer is first hold under tension. Afterwards the thin polystyrene
film will be bound to the PDMS. After releasing the tension of the PDMS the
wrinkling instability causes periodic waves.














The resulting wrinkles range from scales of a wavelength of few micron to several
hundred micron. Hence we obtain a cell compatible substrate with defined curvature,
on that we can image tens to hundreds of cells.
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Figure 3.8: Sketch of the gradient mixer. Fluid with two different concentrations is
filled in the two inlets. Due to diffusive mixing the fluid will be mixed in several
steps until there are ten different concentrations that will be incorporated in the
main channel. Hence the D. d. cells will be placed in a linear gradient of cAMP.
Graph taken from (77) based on (71).
3.2.3.2 Microfluidic Gradient Mixer
For the chemotactical migration stimulation, we use a microfluidic diffusive mixer,
as described by Song and colleagues (71), which is based on the work of Jeon
and coworkers (41). With this gradient mixer, we achieve a well-controlled linear
gradient of cAMP in an extended micro-channel. Hence it is a ideal tool to study
chemotaxis in D. d. The cAMP concentrations (cmax = 200 nM, corresponding to
∆c = 0.4 nMµm ) we use are in the range maximal chemotactic velocity of the cells
observed in the work of Song and colleagues (71) and consistently in the diploma
thesis of Theves (77). In contrast to previous studies, we investigate the migration at
the single cell level and not on the population level.
CHAPTER 4
Curvotaxis
The forest soil amoebae D. d. live in a very complex three-dimensional environment.
This is in contrast to the laboratory experiment which takes place on uniform flat
glass surfaces. Hence we may ask the question, are these experiments the most
appropriate way to understand the mechanism of amoeboid cell migration in their
typical natural environment?
On our path to understanding of the full complexity of amoeboid cell motion,
we leave the simple and nicely accessible, two-dimensional flat glass surfaces to
arrive at the next step of complexity in introducing the third dimension of substrate
complexity to cell migration by using a curved, yet still two-dimensional surface. A
appropriate setup to study this question are optical fibers, as they are easy to get and
to handle and they are curved in one direction while in the perpendicular direction
their curvature is zero. We find that D. d. cells prefer to migrate in the curved
direction of optical fibers. We call this anisotropic cell migration towards the curved
direction “Curvotaxis”.
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As further step towards higher complexity, we also introduce cell migration on
wave-like structures. The cell behavior as well as the substrate are more complex,
the cells migrate mostly in a direction in between the the curved and the non-curved
direction.
In this chapter, we will start by introducing the aspects of curvature and the tools
for analyzing the anisotropic cell migration. Then we will present the experimental
results sorted by the following categories:
• Fluid flow direction
• Measurement chamber
Afterwards we analyze the dependencies of the curvotactic migration on the radius
of curvature of the geometries. Finally, we will compare the hallmarks of curvotaxis
on both substrates.
4.1 Related research
In recent research, the investigation of cell behavior in complex environments has
increased. There are many approaches to address the question of more complex
as well as more realistic experimental setups. Despite the fact that there are other
setups where cells change their behavior due to a geometrical guidance from an
environmental cue, curvotaxis can be distinguished from those effects. A close
relation to other experiments is found in recent literature (4, 25, 26, 34, 55). In
all these publications, D. d. cells are migrating on a more complex geometry than
just a flat surface. Those substrates are different from our curvotaxis setup. In the
case of (4, 34), the cells migrate on flat PDMS, but on the surface there are small
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PDMS pillars of the height 10−12µm and a diameter of 4µm. Inside this array of
micropillars, the cells are facing the flat surface of the bottom layer, as well as the
curved surface of the pillars. These publications are concerned with cell migration
as a function of different pillar densities, but Gorelashvili et al. also report that "cells
in directed motion states sense the pillars as attractive topographic stimuli" (34).
Although a fiber with radius of 2µm could not be used in our curvotaxis setup, this
finding indicates that the curvotaxis effect may still be valid for smaller length scales.
Their analysis shows that cells lacking myosin-II are not attracted to the pillars (4),
which agrees nicely with our finding of cells lacking myosin-II activity not showing
any curvotaxis.
A more confined experimental setup to investigate the influence of the topography
on D. d. cell migration is shown in the joint work of the Beta and Losert groups
in (55). In order to create a confined migration device that is similar to narrow
interstitial spacings, cells may have to squeeze through, they designed a small
linear microfluidic channel with height 20µm and width of 10µm. In this way the
symmetry-breaking of a single confined cell can be investigated, as it may only walk
in on direction, either to the right or to the left. Nagel and his colleagues find that
the migration mechanism is unaffected, as the pseudopod extension, even in this
confined setup, shows still the typical alternating manner of splitting.
Another way to analyze migration in a complex environment is shown in (25),
where D. d. cells can eventually migrate up a ramp and may come close to a cliff.
At this cliff the cells mainly orient along the edge of the cliff and migrate towards
the needle of the cliff. Hence again, the cells react to the complex environment in
a distinct way. The Losert group investigates whether this migration is induced by
contact guidance, which is known for other cell types to take place when the cells
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face tiny structures like nanometer-sized fibers. Hence they produced a grating that
includes parallel nanoridges with a width of about 250 nm and a height of a few
hundred nanometers. Those ridges posses a constant spacing that is varied. They
found that most of the cells orient and migrate along these ridges, as it is supposely
the mechanism relevant for contact guidance. Contact guidance is a phenomenon
known from mammalian cells, as they migrate in vivo on an extracellular matrix
or in experiments on fibers (27) or in 3D gels (62), for instance made of collagen
fibers. In these experiments the cells orient and migrate along these small structures.
The mechanisms of contact guidance were already investigated in more detail (3).
The BAR domain superfamily is presented to play a crucial part in the curvature
sensing and membrane deformation on the nanometer scale (65). The member IBAR
of this family was also found by the Faix group to have functions, like in filopodium
formation and in cytokinesis in D. d. (51). Thus state-of-the-art knowledge indicates
that these known mechanisms only describe curvature sensing in the range from
several nanometer up to several hundreds of nanometer. Additional sensing of
curvatures of several hundred micrometers by this mechanism can be excluded due
to the size of IBAR. As the radii of curvature in our experimental studies range
between 15µm and 150µm the mechanism of IBAR is not likely to describe this
effect.
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4.2 Curvature Definition and Analysis
Techniques
In the overall scope of this thesis, curvature plays a crucial role both on the level of
substrates as well as for the membrane geometry. Therefore we need to introduce
the concept of curvature in the two-dimensional planar environment as well as in the
three-dimensional environment.
4.2.1 Two-Dimensional Line Curvature
To relate curvature to chemotactic migration, biochemical signaling and cell shape,
we use the line curvature of the cell membrane as a measure for cell contour. The
two-dimensional line curvature of a mathematical curve is a relatively simple concept.
The curvature is only dependent on the second derivatives.
Definition:
Let c : I→ R2 be a planar curve with a domain I, that is parameterized by the arc
length. Then we shall call the function
κ : I→ R2, κ(t)B ‖c̈(t)‖
the curvature of the curve c at a time t.
In this thesis, this concept is needed to calculate the curvature of the two-dimensional
projections of D. d. cells that are recorded with the confocal laser scanning micro-
scope.
The result of this imaging technique is a two-dimensional image. Hence we have
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c(t)
Figure 4.1: Sketch of a planar curve c with its first derivative.
made a crude simplification by looking at a three-dimensional surface as a closed
curve in two dimensions. However, up to this point, a more realistic description,
as for instance three-dimensional image stacks of the cells, suffers from very poor
temporal resolution. Hence using the curvature of a confocal plane projection of the
cell membrane is the best measure we can rely on so far.
4.2.2 Three-Dimensional Curvature
While migrating in natural environments, as the forest soil and leaf litter, D. d. cells
are sitting on a two-dimensional surface embedded in three-dimensional space and
may be exposed to huge variety of possible curvatures. To characterize the curvature
a cell is exposed to at a specific point in time we use the path along which the cell
migrates and calculate the curvature of this path.
The concepts of curvature in three dimensions are more diverse than the two-
dimensional line curvature and need to be explained in more detail. A very important
fact is that the curvature of a single point on a surface is not unique. This difference
between the two-dimensional and three-dimensional cases have strong implications.
A first important step is to distinguish between the possible concepts of curvature
in three spatial dimensions. Firstly there is the straight forward extension of line
curvature to three dimensions. Secondly we can investigate the curvature of a two-
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Figure 4.2: Using two-dimensional projection as measure for three-dimensional
morphology. On the left-hand side, we can see a three-dimensional rendering
of a D. d. cell labeled with a membrane associated label. This rendering is
calculated from a stack of two-dimensional confocal fluorescence images. The
red plane in the image corresponds to a projection of the cell in this plane,
which is shown on the right-hand side.
dimensional smooth surface embedded in the three-dimensional space. To quantify
the curvature of such spaces we need some more mathematical tools, which will
not be explained in this thesis as it is of no practical use here. A deep mathematical
introduction can be found in (6). For such a surface you can find the two principal
curvatures for any point on the surface and with simple arithmetic you can extract
the Gauss curvature and the mean curvature of each point. As we are interested in
curvature of a cell on the surface along its migration path the curvature of a space
curve in three dimensions is a more suitable approach to our problem and we do not
have to deal with the more complex three-dimensional concepts.
Definition:
Consider c : I→ R3 a spatial curve that is parameterized by the arc length. Then
we will call the function
κ : I→ R3, κ(t)B ‖c̈(t)‖
the curvature of curve c at time t.
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4.2.3 Projections and Lengths
A novel challenge of cell visualization in three dimensions is the calculation of
distances. Basically all microscopy techniques, including the different techniques
introduced earlier in part 3.2.2, visualize two-dimensional sections of the imaged
sample. Thus the recorded images of our experimental setup will always be the
projection of the three-dimensional reality into the two-dimensional image. A
visualization of this challenge can be seen in Figure 4.3. A cell that migrates along
a perfect half-circle perpendicular to the fiber axis of the optical fiber with radius
r, covers a distance of dreal = π · r. In contrast, the distance we can measure on our
microscopic image is dpro jected = 2 · r. That trivially leads to the fact that the distance
and hence also the velocity of the cell along its trajectory has to be corrected by the
correction factor ccorr = π2 .
As a circle is a highly nonlinear geometric entity, this correction factor is only
correct for trajectories of a full half-circle. If one has a trajectory with the projected
length of dpro jected < 2 · r one will find infinite amount of correction factors. As
an example, we show the traveled distances of three trajectories with a constant
projected distance dpro jected = r2 .
We start with the trajectory that starts on the top of curved surface and is shown in
red in Figure 4.4. The end point is denoted with x1 = r2 .













Figure 4.3: Sketch of projection from three-dimensional fiber to two-dimensional
microscope image. The red plane represents the projected plane that is visible
in the lower part of the figure, which we call Imaging area. The cell trajectory
shown in blue can be seen in the upper part and its projection is the straight
blue line in the lower part. The velocity can be decomposed into a component
parallel to the curvature direction v‖ and another component perpendicular to it
v⊥.



























































For the second trajectory we use the endpoint of the first trajectory as the starting
point x1 = r2 . We choose the maximal position of the fiber to be the end point of the




, x2 = r (4.6)






























The third trajectory passes the top of the curved substrate. The easiest way to
calculate the angle φ3 and respectively the real travelled distance dreal,3 is by dividing
the path into the two symmetric parts with dpro jected,3 = r4 and treat them analogously
to the first case.





















Figure 4.4: Sketch of three different exemplary trajectories with identical dpro jection.
On the projected micrographs all lengths in y-direction are equal, even though
the actual migrated distances on the optical fiber differ strongly. The real
traveled distances dreal are segments of a circle, and therefore it is necessary to







































) ≈ 0.2527 (4.12)
⇒ dreal = 2πr ·
φ3
2π











In summary this means that depending on the cell position, the difference of the
traveled distance may be very small. In the third case it is as few as 1%, as well
as intermediate as it is in the first case about 5%, and it may also be huge as in the
second case more than 109%. Therefore, we need a way to correct for these strong
differences.
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4.2.4 Vector Decomposition
We decompose the displacement in a component that is parallel to the curved direction
and another component that is parallel to the flat direction, the axis of the optical
fiber, or in other words, perpendicular to the curved direction.
The fiber is a three-dimensional object with a two-dimensional surface on which
the cells can migrate. Mathematically speaking, the cells migrate on two-dimensional
surfaces embedded in the three spatial dimensions. The principle curvatures of the
surface are 1R f iber and zero. Therefore the maximal curvature is
1
R f iber
and this is the
curvature the cells “feel” if they migrate tangentially on the cylinder. Along a straight
path the curvature is always constant.
4.2.4.1 Special Case for Wrinkles
In the case of the sinusoidal surface created by the wrinkling instability of thin
polystyrene film bound to PDMS used in the present study, the curvature changes
depending on the position on the substrate and the direction in which the cells
migrate.
In the case of the wrinkled substrate, the analysis of the traveled distance differs
slightly as the surface is sinusoidal. Hence the calculation changes, but the general
property that the migrated distance is larger than the projected value is conserved.
We assume that we can approximate the surface S of the wrinkled substrate by a
sinusoidal waveform. We can write it as
S : (x,y) 7−→ (x,y,Asin(k · y +φ)). (4.14)
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To achieve the same vector decomposition as for the fibers on the wrinkled
substrates, we will calculate the actual migrated distance extracting the collected
projection from the micrograph. Here we cannot use the trivial calculation of the
fraction of a full circle to extract the real migrated distance as arc length of the
migrated curve. A more reasonable way is to calculate the arc length as learned in










1 + (Acos(ϕ))2dϕ. (4.16)
4.2.5 Curvotactic Anisotropy Parameter
For D. d. chemotaxis, a measure of how well cells migrate in a the chemical gradient
is the chemotactic efficiency that is defined by the velocity in gradient direction vgrad





In this work we define a parameter to measure the anisotropy of the migration
in a complex geometry. As we are interested in the different behaviour of the
cells according to the complex environment, we define the Curvotactic Anisotropy
Parameter (CAP) as the absolute value of the velocity |v‖| in the curved direction




















Figure 4.5: Sketch of a migrating cell and its trajectory in direction perpendicular to
the wrinkles. The projection of the migrated trajectory into the φ,z-plane has a
different length than the actual curve. Hence the length of the trajectory has to
be corrected accordingly via the arc length of the function the trajectory. The
projection into the y,z-plane does not have a different length than the real curve,
hence there is no need for a correction.





In contrast, to the chemotactic efficiency CE, where the target set is [−1,1],
the target set of the curvotactic efficiency is [0,∞). Hence a value of one for the
curvotactic anisotropy parameter corresponds to a setting where the velocity is the
same in both directions e.g. a random walk. A higher the CAP corresponds to the
faster cells migration in the direction of the curvature.
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4.2.6 PCA-Characterization of Trajectories with Convex
Hulls
Another measure to describe the anisotropy of the cell migration is to use the convex
hull of each trajectory; such principal component analysis (PCA) have been used to
analyze D. d. shape in various gradients of cAMP (79).
For this reason we construct a convex hull around a trajectory. Hence we choose
all points of the trajectory such that all convex combinations of the points contained
in the trajectory are included in the polygon of the convex hull. As an illustration of
the advantages using the convex hull analysis, see Figure 4.6. In mathematical terms,
we have to introduce the terms convex set and convex hull as:
Definition: A set S is convex, if for all vectors x and y in S and 0 ≤ λ ≤ 1, the
point t = λx + (1−λ)y is also in S .
S ⊂ V = R2 convex if ∀x,y ∈ S ⇒ t = λx + (1−λ)y ∈ S (4.19)
Definition: The convex hull co(S ) of a set S contained in a vector space V is
defined as the intersection of all convex sets U in V containing S .





Besides this set theoretical definition one can also write a more geometrical one
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Cell position on convex hull
Cell position inside of convex hull
First principal component
Second principal component
Figure 4.6: Sketch of a trajectory and in red included the convex hull and all the
points of the hull. The blue line denotes for the first principal component. It has
a distinct direction and length. The second component is shown in green. It is
perpendicular to the first component and it is shorter then the first component.





∣∣∣∣si ∈ S ,n ∈ N, n∑
i=1
αi = 1,αi ≥ 0
 (4.21)
It is clearly visible in Figure 4.6 that the convex hull of a set of points in two
dimensions defines the polygon surrounding all points and including every line
segment between two of the points crossed while migrating.
After we have constructed the convex hull, we can use its geometry to analyze
the properties of the cell trajectory that defines it. We use the principal component
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analysis of the constructed two-dimensional polygon. The results of this analysis are
the two vectors corresponding to the first and second principal components. With
the two vectors, we can on the one hand classify the different convex hulls into
elongated hulls where the first principal component is much bigger than the second
and amorph hulls where both principal components have about the same length. If a
cell trajectory leads to an elongated convex hull, the cell had one direction in which
it explored much more distance than in all other directions. As visible in Figure 4.6,
the cell may as well walk back and forth in this direction.
On the other hand we extract the directionality of the convex hull and know
precisely the principal direction. That means that we obtain a new measure to
quantify the anisotropy of cell migration. In particular, the effect of single small
steps decreases dramatically in this analysis.
Using a global measure of the cell migration like the convex hull, minimizes the
influence of the error due to manually tracking the D. d. cells.
4.2.7 Atomic Force Microscopy for Substrate Analysis
As there are several studies that report on the influence of nano-sized patterns on
the migration of motile cells, we investigated whether there is any nanostructure on
either of the two presented substrates. Hence we did experiments with Atomic Force
Microscopy to characterize the properties of the substrates in the nanometer regime.
In case of the wrinkled substrates, there is an important question that the Atomic
Force Microscope (AFM) is able to answer. The height of the sinusoidal wave-like
structure can be measured by the AFM experiment.
The results of the AFM experiment on the cylinders are shown in Figure 4.7. The
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graph on the left shows an image of 40 µm ×40 µm of imaging mode of the AFM.
The cylinder axis (cylinder radius 80 microm) is placed at around 20 µm and the
height decreases both to the right and to the left. There is no additional structure
besides the change due to the curvature of the cylinder. If one calculates the height
difference using the assumption that the fiber is right in the center, this value is 2.3µm
and in perfect agreement of the shown result of the graph. On the right hand side
graph of Figure 4.7 the deflection is shown. A structured nanometer-sized pattern
is not found. Therefore we can use the cylinders to study cell migration on curved


































Figure 4.7: Experimental results of AFM measurements. The graph on the left hand
side shows the height profile of the optical fiber measured with the AFM. At
a position of 20 µm there is the maximum of the fiber and to the right and
to the left the height decreases. The graph on the right hand side shows the
deflection of the cantilever as a gray scale. It describes the changes of the
parameters of the control circuit and is a measure for roughness of the sample.
On this image there is no structure visible, besides some dirt, especially no
nanometer-sized structure in curvature direction which could influence the cells
via contact guidance.
An image of the height profile of a wrinkled substrate measured with atomic force
microscopy is shown in Figure 4.8. The wrinkles possess a wave length of 80µm and
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Figure 4.8: Height profile of a single wrinkle wave. The color code uses black and
white stripes for visualizing height differences. The amplitude of the wave is
1.5µm and its wave length is 80µm.
a height of 1.5µm. The black and white stripes on the picture are the color code to
visualize the height differences. The few small stripes in the middle of the substrate
perpendicular to the wrinkles are artefacts of the cantilever due to the controlling
feedback.
In Figure 4.9, we show an overlay of the the height profile (small inlay) and the
top view bright field image, where one can see the wrinkled substrate as well as the
cantilever. In this way, we can correlate the geometrical property of the substrate
with the bright field image.
As a result, we could not find any evidence that there is any nanometer-sized
pattern on either of the substrates. We conclude that the process investigated in this
thesis is not influenced by the process known as contact guidance.
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Figure 4.9: Overlay of the height profile (black and white inlay) and the top view
bright field image with a gray scale in arbitrary units. The cantilever of the
AFM is visible on the left hand side. The wrinkled structure of the substrate is
also visible. In the inlay, the cantilever position is marked by the red cross. The
height profile inside the inlay is color-coded with white for the maximal height
and black for the minimal height. The image is the same as in Figure 4.8.
4.3 Curvotaxis on Cylinders
The results of curvotactic migration of D. d. cells on cylinders, i.e. optical fibers are
shown in this section. We used different fiber diameters between 28µm and 260µm
to investigate the influence of the curvature on the migration of the cells.
In Figure 4.10 a typical DIC micrograph of the a single experiment is shown
with D. d. cells on the optical fiber including the cell trajectories. At a first glance,
it is already apparent that the cells seem not to move isotropically. This effect is
even stronger than the impression that is visible by eye, as the migrated distance
in the direction parallel to the curvature is always larger than the distance we can
measure in our projected micrograph, as shown in part 4.2.3. This impression will
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be confirmed in the following section by a rigorous analysis. We then divide the
results in different categories for different cell lines and different experimental setups.
Finally, we will show the combined data from all categories.
4.3.1 Representative Single Experiment
In this section, we will present a single exemplary experiment, including the details of















Figure 4.10: Overlay of the first micrograph of a time series of migrating cells and
the corresponding 43 trajectories extracted from this series. We used AX2
cells labeled with LimE-GFP. The diameter of the optical fiber is 160µm and
the images recorded with an Olympus confocal laser scanning microscope
Fluoview 1000 in the DIC mode. The different colours of the trajectories are
used to distinguish between individual trajectories. Gray scale represents the
DIC intensity in a.u., while the black scale bar corresponds 100µm.
This example stems from a microfluidic flow experiment with AX2 cells including
the filamentous actin marker LimE-GFP. The raw data in Figure 4.10 show the initial
image of the image series in gray scale. All 43 trajectories of migrating cells are
shown overlaying in different colors to distinguish between individual trajectories
more easily. The trajectories are noisy and more oriented in the curved direction.
Figure 4.11 shows a histogram of the migration angle of the cells. It includes all
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Migration angle in degree





















Figure 4.11: Histogram of migration angles of 42 motile D. d. cells on the fiber
shown in Figure 4.10 for all steps of the trajectories that migrate a minimum
distance of 10 µm. A very distinct peak at a migration direction of 90◦ is found.
migration angles of all trajectories that are found for motile cells. Being motile is
defined as migrating at least one cell length (10µm). Thus we exclude cells that do
not move, being unhealthy, or even dead. We find cell trajectories durations ranging
from length from 12.5 min to 120 min, what was the total duration of the experiment.
We find the base line of the histogram at around 300 counts with a clear peak at a
migration angle of 90◦ including more than 560 counts. Moreover, the bins closest
to the peak are substantially higher than the base line. Hence most of the migrational
steps are in the curved direction.
Another way to confirm the anisotropy of the D. d. cell migration on the curved
substrate is the convex hull analysis introduced in section 4.2.6. The results are shown
in Figure 4.12 as a histogram of the direction of the first principal component of the
elongated trajectories. Here we exclude all trajectories where the main component
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Figure 4.12: Histogram showing the orientation of 35 motile D. d. cell trajectories
on an optical fiber which are elongated (absolute value of first component twice
as high as absolute value of second component). The orientation is defined by
the direction of the convex hull compared to the axis of the optical fiber, where
0◦ corresponds 0◦ of the migration angles, or in other words along the fiber axis.
The peak of the orientation of the trajectories is at 90◦ corresponding to the
curved direction.
is less than two time the smaller component. As the number of trajectories is
much smaller than the number of migration steps, the sampling of the histogram
is not as good as in Figure 4.11. The orientation angle of a complete trajectory
is, however, a much more robust way to quantify the anisotropy. At the level of
up to 150 µm migrated distance the error made by manually tracking the cells is
negligible compared to the same error made at a single step that may be on the order
of one micrometer. The histogram in Figure 4.12 shows a clear peak at an orientation
angle of 90◦, corresponding perfectly to the result for the migration angle. We
additionally investigate the dependence of the magnitude of the migrational velocity
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on the migration direction. The result for the exemplary experiment is shown in
Figure 4.13. We binned the data as in the orientation histograms in Figure 4.11 and
4.12 and show the mean and the standard deviations of each bin. In direction of the
curvature, the main velocity of the cells is maximal and more than 40% higher than
as for the migration along the flat direction. Finally we can investigate the velocity
parallel and perpendicular to the curvature and compare them to the total velocity,
and thus calculating the curvotactic efficiency introduced earlier (Section 4.2.5). For
this experiment, we find the following average velocities.
< |v⊥| > = 3.5
µm
s
< |v‖| > = 4.7
µm
s




The velocity parallel to the curvature v‖ is 36% higher than the perpendicular
velocity v⊥. This leads to a curvotactic anisotropy parameter of CAP = 1.36.
All introduced measures thus confirm the anisotropy of the migration on a curved
substrate.
4.3.2 Influence of the Experimental Setup
In this section, we look at different experimental setups with their different properties
to apply the application of fluid flow relative and to thereby exclude the influence of
chemotactic signaling due to cells secreting cAMP.
The experimental setup contains four different specific designs. In the simplest
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Figure 4.13: This plot shows the migration velocity of D. d. cells dependent on the
migration direction of the cells for the exemplary microfluidic experiment. It
shows that the cells that migrate in the direction parallel to the curvature are
quicker than cells that migrate in different directions.
possible setup, we placed the optical fibers in a petri dish, in which we cannot
control the fluid flow. This setup is very easy to handle. The drawback is that
the cells might communicate with each other by cAMP signaling. To address this,
we devised alternate experimental setups, which contain a controlled fluid flow to
remove cAMP and allow to distinguish between the mechanisms due to chemotaxis
and curvotaxis. One way to achieve a fluid flow around the fiber is to place it in a
microfluidic channel. To achieve that, we need to use a channel that is bigger than
the fiber diameter. The only way to place the fiber reasonably well in the microfluidic
channel, is to align it with the microchannel. Another possible design is to place it
in a perfusion chamber (described in section 3.2.3.1). This design allows to have
the flow either parallel or perpendicular to the fiber axis. A drawback of placing
the fiber parallel to the fluid flow is that cAMP produced by cells upstream in the
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device may influence cells downstream. This can be prevented by positioning the
fiber perpendicular to the fluid flow. By having fluid transport around the fiber and
by not imaging of cells downstream in the device, we can exclude the influence of
chemotaxis.
We investigated different fluorescently labeled cell lines, namely RBD-GFP, LimE-
GFP, cAR1-GFP and cytosolic GFP HG-1692. Due to the imaging through the
optical fiber, it is difficult to obtain clear fluorescent images. The fluorescence
intensity we could gather for each of the cell lines was not sufficient to get an
image where individual cells could be visualized. Therefore, the DIC module of the
Olympus microscope software FV1000 was used to image the cell migration.
We extract the cell trajectories from the raw data manually as it is more stable and
reliable than automated tracking due to the noisiness of the data.
As in the preceding section (4.3.1), we will show the four different measures of
anisotropy, namely migration direction of cells, orientation of trajectories, angle de-
pendent velocity and curvotactic efficiency. The different measures will be combined
for all experimental setups in individual figures.
We begin with the plot of histograms of the migration angles corresponding to all
four different experimental setups in Figure 4.14. In these histograms, we plot all
migration steps of all migrating cells for the different categories. This means that we
first divide all cells into migrating and non-migrating. We defined migrating cells as
cells that migrate at least a distance of 10µm during their whole trajectory. As D. d.
cells migrate in chemotactic gradients with an average velocity of around 10 µmmin , we
only exclude very slow or dead cells. In this analysis, the fraction of non-migrating
cells was as small as 6%. Additionally, we only plot the steps where the cells actually
move. If a migrating cells is not moving from one timestep to the next, we do not use
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Figure 4.14: Migration angle histogram for all experimental setups. All migration
step for cells that migrate at least 10 micron are used for the histogram. All four
histograms show a clear peak at the migration angle of 90◦. There are basically
no differences between the histograms.
this step for the migration angle histogram. All histograms show a clear peak at 90 ◦,
which indicates a migrations along the y-direction or in other words the curvature
direction. For all cases the peaks are for all cases at least 60% higher than the second
largest peak and more than twice as high as the average of all other peaks. Thus we
found an anisotropy of the cell migration in curvature direction.
Now we show, in Figure 4.15, the directionality of the convex hulls for the different
experimental setups. The convex hulls were analyzed by a principal component
analysis (PCA) as described in section 4.2.6. The two parameters that describe the
two-dimensional shape of the convex hull in terms of a PCA are the orientation and
the elongation. The components of a two-dimensional shape are two vectors p1,p2
which are orthogonal to each other: p1 ⊥ p2. Therefore we can use the fraction of
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Figure 4.15: Histogram showing the orientation of D. d. cell trajectories on optical
fibers of all four different experimental setups with fiber radius r = 80µm. The
orientation is defined by the direction of the convex hull compared to the axis
of the optical fiber, where 0◦ corresponds 0◦ of the migration angles, or in other
words, along the fiber axis. Besides the setup in the perfusion chamber with
flow parallel to the fiber axis (70◦), for all setups the highest peak is found at
90◦.





For the histogram, we use the direction of the first component of convex hulls with
an elongation higher than two, elong > 2. In all categories, we can see the trend that
more trajectories have directions close to 90◦. In the histogram corresponding to No
flow conditions, the peak at 90◦ is surrounded by high values in the bins of 70◦,110◦
and 130◦. The results of the microfluidic channel experiment show a very clear peak
4.3 Curvotaxis on Cylinders 81
Migration direction in degree





































Figure 4.16: Angle dependence of cell migration velocity of all different experimen-
tal setups. The velocities have all the tendency to be higher in the curvature
direction, with the maximal velocities found in the directions between 70◦ to
110◦.
at 90◦. In the histogram concerning the perfusion setup with fluid flow parallel to
the optical fiber we find the peak at 70◦ and additionally high values for all bins
up to 150◦. This may be due to the experimental setup. In this setup there is still
a chemotactic signaling possible for cells downstream on the fiber,as this analysis
shows that several cell trajectories are shifted from 90◦. Finally we observe that the
maximum for perfusion flow experiment with the flow direction perpendicular to the
fiber axis is also at 90◦. Here the overall number of trajectories is small compared to
the other data sets.
Thus, we can show the anisotropy of the cell migration, or the curvotaxis, with
this measure for all experimental setups.
Besides the migration and the orientation angles of the trajectories, the migration
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velocity of the cells is also found to be maximal along the curved direction as shown
in Figure 4.16. In this plot we show the velocities of cells averaged in bins of 20◦
of their migration direction and normalized by the maximum of each curve. We
plot the normalized migration velocity against the center of the bins for all different
setups in different colors. Additionally we plot the average of all data in black. We
observe that the curves for each category are noisy. The maxima for all curves are
reached either for 70◦,90◦ or 110◦ and the minima are reached at the borders. The
absolute values of the migration velocities are changing with the experimental setup,
why we normalize them. This change is due to the cell-to-cell variability and due
to a rather small set of cells in the case of the perfusion setup with perpendicular
flow. For no flow conditions and the perfusion setup with parallel flow the velocity
towards the curved direction is with about 12 µmmin comparable to typical chemotactic
average velocities. For the microfluidic channel setup as well as for the perfusion
setup with perpendicular flow the maximal velocities are slightly below the average
velocity of chemotaxis. Cells that migrate along the direction of curvature are also
migrating faster than cells that migrate in any other direction. Hence we have yet
another confirmation of the curvotaxis.
Now we present the average velocities v⊥, v‖, vtotal of the different experimental
setups in Figure 4.17. The mean velocities differ between the different experimental
setups. The smallest velocities are found for the experiments in the perfusion
chamber with fluid flow perpendicular to the fiber axis. On the one hand this set of
cells (23) is the smallest, and cell-to-cell variability can play still a role here. On
the other hand in this setup, chemotaxis is excluded strictly. This indicates that the
possible chemotaxis in the other setups could have still influenced the migration
speed.
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Figure 4.17: Velocities v⊥,v‖, and vtotal for all four experimental setups. The velocity
in curvature direction v‖ is always higher than the velocity in fiber direction v⊥.
The velocities differ between the setups and are smallest for the perfusion setup
with flow perpendicular to the fiber axis.
Additionally we plot in Figure 4.18 the Curvotactic Anisotropy Parameter (CAP)
corresponding to the category as defined in section 4.2.5. The CAP is very useful to
characterize the cell migration and its anisotropy. The values of the CAP are between
CAPno f low = 1.90 and CAPPer f usion⊥ = 1.27. The effect of curvotaxis is visible for
all setups. The comparison with a random walk (red dashed line in Figure 4.18)
shows that even the smallest value of the CAP, CAPPer⊥ = 1.27, has an anisotropy in
the cell migration velocity of more than 27%. This clearly shows that the curvotaxis
is taking place without influence of cell chemotaxis.
Hence we find for all four different experimental setups an anisotropy towards the
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Figure 4.18: For the different experimental setups the values of CAP differ. In
no flow conditions the anisotropy is most pronounced. In the case of fluid
flow parallel to the cylinder axis, the anisotropy is lower and consistent for
both setups. In the setup with fluid flow perpendicular to the cylinder axis the
anisotropy measured by CAP is smallest, but still 20%.
curved direction. The mechanism that directs the D. d. cells to migrate in a high
curvature direction is still working if we prevent biochemical signaling via diffusing
cAMP.
4.3.3 Curvature-Dependence of Curvotaxis
The effect of the fiber radius on the curvature induced migration of D. d. cells was
also investigated. Therefore we used optical fibers and self-pulled glass capillaries.
The investigated fiber radii range between 25µm and 80µm. A reasonable way to
analyze the differences is the curvotactic anisotropy parameter CAP. The experimen-
tal setup in this section is exclusively the perfusion chamber in which the fiber was
placed perpendicular to the fluid flow as shown in Figure 3.5. The cell line used for
all these experiments was ACA-null cells.
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In Figure 4.19, the CAP is shown as a function of the fiber radius in µm. All
values for the CAP are above 1, hence they show an anisotropy in the curvature
direction.
There is a trend, suggesting that the curvotactic efficiency decreases for higher
fiber radii as shown by the regression that is plotted in Figure 4.19 as the blue,
dash-dotted line. To gain more results for higher radii is very challenging as the
imaging becomes difficult due to increasing fiber radii. The fit has the following
functional form:







cWT = 1.55±0.49 (4.24)
The errors correspond to the 95% confidence interval of the fit. The y-interception
of this fit is cWT = 1.55 and still bigger than one for the maximal error. The error of
the slope has a confidence interval is slightly bigger than its value.
4.3.4 Biochemical Origins of Curvotaxis
To determine the mechanism that leads to curvotaxis we also investigated mutant
cell lines, namely Myosin-II-null, lacking contractile forces, and PTEN-null cells,
which are unable to polarize. As mentioned in section 2.3.3, the two cell lines show
hampered chemotaxis. Myosin-II-null cells show reduced rates of cell division and
migration velocities, but they still migrate in a chemotactic gradient. In PTEN-null
cells, the chemotactic signaling equilibrium between front polarization via PI3K and
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Figure 4.19: Plot of the Curvotactic Anisotropy Parameter (CAP) against the fiber
radii of optical fibers. The values of the curvotactic efficiency are between
1.5729 and 1.0243. There is a small trend visible that towards higher radii the
CAP is decreasing. The regression leads to a dependence which is also shown.
back polarization via PTEN is disturbed. Also these cells are able to migrate in a
chemotactic gradient.
In our experiments we could not find any curvotactic cell migration of either
of the two cell types on a fiber placed inside the perfusion chamber with fluid
flow perpendicular to the fiber axis. As a further check in addition to the genetic
mutations we also used chemical inhibitors for Myosin-II (blebbistatin c = 100µM)
or respectively PTEN (LY29004 c = 50µM). In those experiments, we found the
cells to migrate properly until we added the drug. After the drug was added, we
could not find any migration anymore. The cells were only wriggling around but
there was no net displacement, instead of performing a random motion as would be
suggested on a flat surface. Hence we conclude that a contractile cytoskeleton and
the abiltity to polarize are both necessary for curvotaxis.
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Figure 4.20: Mean migration velocity of cells before and after chemical inhibition
and knockout mutants.
4.4 Curvotaxis on Wrinkled Substrates
To understand D. d. migration on curved substrates, we were also investigating
the effect of negatively curved geometries. Therefore we first investigated cell
migration inside of glass capillaries. These investigations indicated that the migration
in negatively curved regions also appears to be anisotropic. Because of several
difficulties in the experimental setup with the capillaries, like destruction due to
bubbles and cell death due to a lack of oxygen, we decided to take a step towards
more complex geometries and started to investigate the migration of D. d. cells
on a sinusoidal wave-like geometry. It is produced by a wrinkling instability in a
composite material made of PDMS and polystyrene as described in section 3.2.3.1.
The advantage of such a substrate is that the cells are facing both positively as well
as negatively curved regions. This leads to a situation for the cells that more likely
reflects the natural environment.
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To compare the cell migration on this wave-like substrate, we calculate the radius
of curvature for each device. The main analysis of the cell migration on the wave-like
substrates is done according to the analysis of curvotaxis on the cylinders, namely
the migration angle distribution, the track orientation angle distribution, the angle
dependent cell velocity and the curvotactic anisotropy parameter. Additionally we
include the cell orientation angle distribution and split the migration direction into
positive and negative curvature depending on the position of the cell.
As above for the curvotaxis on cylinders, one examplary substrate will be shown
in detail before the data presentation for different radii of curvature.
4.4.1 Exemplary Curvotaxis Result on Wrinkles
In this section we show an exemplary result of cells migrating on a wrinkled substrate.
In this case, the wavelength of the pattern is measured optically. We find the
wavelength λ = 71.3µm ±3.0µm. The amplitude of the wrinkles have been measured
in several experiments to be very consistently at approximately A = 1.5µm. Hence
the maximal radius of curvature reached in the extrema of the wave-like structure is
rcmax = 85.8µm ±7.4µm. Preventing the chemotactic signaling of D. d. cells on a
wrinkled substrate is more difficult than on the cylinders, as the dimensions of the
wrinkled substrates are in the order of a few millimeters squared. Instead of having
to deal with the challenge to flush away the cAMP the cells produce, we decided
to use a cell line that is unable to secrete cAMP (ACA-null) - but apart from this
defect - retains all functionality of wild-type D. d. cells. Hence we can use a very
simple setup without any fluid flow for the experiments with wrinkled substrates.
We simply place the wrinkled device on a glass bottom petri dish. In the following,
4.4 Curvotaxis on Wrinkled Substrates 89
Length in µm












Figure 4.21: D. d. cells migrating on polystyrene wrinkles. The graphic shows an
overlay of the initial DIC image of the experiment which is overlayed by all
trajectories with an displacement of at least 10µm in either x- or y-direction. In
this way we exclude non-migrating or dead cells. The geometry of the sinusoidal
wave-like structure can be seen due to the differences in the brightness of the
DIC image.
we show the results of the migration angles, track orientation angles, cell orientation
angles and migration velocities for the wrinkled substrate with rcmax = 85.8µm.
As a starting point in Figure 4.21 we plot a DIC image of the wrinkled substrate
overlayed by all trajectories found by the tracking algorithm that have a minimal
displacement of 10µm that corresponds approximately to one cell length. Compared
with the curvotaxis experiments on cylinders, there is no immediately obvious
preferred migration direction. The statistical analysis of the migration directions is
shown in Figure 4.22. The histogram of all migration angles of the specific device is


















Migration angle in degree






Figure 4.22: Histograms of migration angles on wrinkles with rcmax = 85.8µm for
all cells and divivded in migrating steps for cells in negatively respectively
positively curved regions. We exclude cells that do not migrate at least 10µm
as well as single steps where the total velocity is zero. We find no differences in
the distribution of the migration direction dependent on whether the cells are
migrating in negatively or positively curved regions.
shown on the top. The peak of a wide range of higher values is in the bin between
the migration direction of 50◦ and 60◦. In addition, we find high values between 0◦
and 100◦ and smaller values between 110◦ and 180◦. Dividing the cell migration
in the negatively or positively curved areas of the substrate, this leads to the result
shown in the histograms in the middle and at the bottom. Besides some minor details,
the structure of these plots is very similar to each other and therefore also to the
histogram at the top which is the combination of both. Hence we do not find a strong
difference between positively and negatively curved regions.
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Figure 4.23: Histogram showing the orientation of D. d. cell trajectories on a
wrinkled substrate with a maximal radius of curvature rcmax = 85.8µm. The
orientation is defined by the direction of the convex hull compared to the axis
of the optical fiber, where 0◦ corresponds 0◦ of the migration angles. The
orientation direction of the trajectories shows a peak at 50◦.
The second parameter to quantify the anisotropy of the D. d. curvotactic migration
is the orientation of the cell trajectories. We access this orientation as the direction
of the first principal component of the convex hull of motile and directed trajectories.
We call a trajectory directed if its first principal component is at least twice as high
as the second component. The definition of motility is the same as above. The
histogram in Figure 4.23 shows the directions of the convex hulls. The peak of the
distribution is consistently in the bin between 40◦ and 60◦ to the peak of migration
angle distribution. Hence the anisotropy of the track orientation is similar to the
anisotropy of cell migration at the single step level.
The use of the automated tracking provides a more precise and objective way to
determine the cell migration. Additionally, the chosen algorithm finds and tracks the
cells automatically, not only the cell positions but also the cell shapes are known. The
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(a) Histogram of the cell orientation angle
of 85.8µm radius of curvature wrinkles.
The tracked cells are mostly oriented in
the direction of 40◦−50◦. The very low
values between 110◦−150◦ is an image
processing artefact due to deformation
of cells.
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(b) This plot shows the migration velocity of
D. d. cells dependent on the migration
direction of the cells for the cells migrat-
ing on wrinkles with 85.8µm radius of
curvature. The velocity shows no peak
for any migration direction.
Figure 4.24: Cell orientation and direction dependence of velocity
manual extraction of cell shapes from the experiments on cylinders is not feasible as
it would increase the time to analyze the data many-fold. We use the cell shapes in
each timestep to analyze the cell orientation in this step. As polarized cells usually
migrate in the direction in which they are polarized, thus we gain another measure for
the anisotropy of the cell migration. The results of the experiments with a maximal
radius of curvature of rcmax = 85.8µm are shown in Figure 4.24(a).
Investigating the velocity and the CAP of this experiment, we find that the velocity
in along the curved direction is higher than the velocity along the flat direction. In
this case the CAP shows just a 5% anisotropy, meaning it is much smaller than for
the cylinder experiments, but still shows the anisotropic migration.
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⇒CAP85.8 = 1.05 (4.28)
4.4.2 Dependence of Curvotaxis on Maximal Radius of
Curvature of Wrinkles
To investigate the influence of the geometric properties of the wrinkled substrates, we
used substrates with different maximal radii of curvature. In the following Figures
(4.25-4.29), we show the same properties as in the section above for four different
radii of wrinkled substrates.
The migration angle histogram in Figure 4.25 shows the histogram of directions
of motile cells for every step. The maxima of the cell migration histogram are
consistently peaked between 40◦ and 60◦ for three different radii. Only for the case
of rCmax = 137µm we find no maximum in this region, instead a small peak at 90
◦.
The second parameter to quantify the anisotropy of cell migration is the orientation
of cell trajectories (Figure 4.26). The results of these histograms are very consistent
for the first three cases with the directions of the cell migration histograms. In those
cases the peaks of the histograms are at the bin with center of 50µm. In the case for
rCmax = 137µm we find a peak at 70
◦.
As further confirmation of the migration anisotropy we plot the cell orientation
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Figure 4.25: Histogram of migration angle for motile cells for all different wrinkled
radii. In the first three cases rCmax = {43µm,85.8µm,115µm} the maxima are at
the bin at 50◦. For the biggest radius rCmax = 137µm we find only a very small
maximum at 90◦.
with different radii of curvature. In all cases the maxima of the histogram lies between
30 G and 60◦. The values of the maxima are also consistent with the maximal values
of the track orientation histograms in Figure 4.26.
The angle dependence of the migration velocity is shown in Figure 4.28. There is
no trend visible for either of the radii. To quantify the anisotropy of the cell migration
on the wrinkled substrates, we again use the curvotactic anisotropy parameter (CAP).
The small trend can be quantified by calculating the regression line. This line shows
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Figure 4.26: Histogram showing the orientation of D. d. cell trajectories on all
wrinkled substrates. The orientation is defined by the direction of the convex
hull compared to the axis of the optical fiber, where 0◦ corresponds 0degree of
the migration angles. The orientation direction of the trajectories shows peaks
at 50◦ for the three smallest radii, and 70◦ for the biggest radius.














· rC + 1.16±0.18 (4.29)
Hence for bigger radii of curvature, the anisotropy decreases. For the biggest
maximal radius of curvature rCmax = 137µm the anisotropy is only 2%. The errors
correspond to the 95% confidence interval of the fit.
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Figure 4.27: Histogram of the cell orientation angle of all different wrinkled sub-
strate. The tracked cells are mostly oriented in the direction of 40◦ and 60◦. The
very low values between 110◦ and 150◦ are an artefact of the image processing.
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Figure 4.28: This plot shows the migration velocity of D. d. cells dependent on the
migration direction of the cells for the cells migrating on all wrinkles substrates.
The velocity shows no directional dependence.
4.5 Discussion: Cylinders vs. Wrinkles 97
Radius of curvature in µm




















Figure 4.29: Plot of the Curvotactic Anisotropy Parameter (CAP) against the radii
of maximal curvature of the wrinkled substrates. The values of the curvotac-
tic efficiency are between 1.12 and 1.02. There is a small trend visible that
towards higher radii the CAP is decreasing. The dependence of the fit is
CAPwrinkles (rc) =
(




· rC + 1.16±0.18 .
4.5 Discussion: Cylinders vs. Wrinkles
Finally we compare the curvotactic cell migration of the two main different experi-
mental setups and discuss the results. Generally speaking, the main difference of the
systems is that the curvature changes for the wrinkled substrates, while the curvature
is constant on the cylinders. In the case of the curvotaxis on a cylinder, we find a clear
anisotropy in all measures. The migration angle, the cell trajectory orientation and
cell migration velocity all show maxima at 90◦, respectively parallel to the curvature.
Hence for the cell migration on cylinders we have several proofs that confirm the
ansisotropic cell migration, hence curvotaxis.
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Figure 4.30: The left hand graph shows orientation and elongation of cells migrating
on a wrinkled substrate. For each cell that has a elongation of at least 3 the
center of mass position and an ellipse is plotted. The color code of the ellipse
corresponds to its elongation (green: small elongation, red strong elongation)
and the orientation of the ellipse corresponds to the orientation of the cell. The
right hand graph shows histograms of the cell orientation binned for the cell
elongation. For higher elongation the probability for the cells to migrate in
the direction of maximal curvature and maximal curvature gradient increases.
Graphs with permission of Marco Rivetti.
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Regarding the wrinkle curvotaxis, the results are different. The cell velocity does
not show an angle dependence on the wrinkled substrates. The other measures are
consistent and show an anisotropy in direction of about 50◦. This result is surprising
as we would then also assume that there is a peak around 135◦ due to symmetry. A
possible explanation for this broken symmetry could be the ice-skating like migration
already discussed in section 2.2.2.1.
The mechanism with which the cell chooses the migrational direction is presum-
ably actively controlled by the cell and not just a pure consequence of the surface
geometry. This was proved earlier in this thesis in section 4.3.4, where without a
properly working cytoskeleton no curvotactic migration was found. The cytoskeleton
was manipulated in three ways, namely a knockout of the heavy chain of myosin-II,
by disabling the functionality of the myosin-II head group via chemical inhibition
with blebbistatin, and by dissembling actin filaments using the drug Latrunculin A.
The signaling pathway known from chemotaxis is also important, as at least the po-
larization controlled by PI3K and PTEN were shown to be necessary for curvotactic
migration. As PI3K and PTEN are responsible for the symmetry breaking of the cell,
we recently started to analyze how the cell polarization affects its directionality. In
the left hand graph of Figure 4.30 the positions, directions and elongations of cells
from the experiment shown in section 4.4.1 are shown, starting at a threshold of 3.
Here the elongation is shown in the geometry of each ellipse as well as in its color
(green: small elongation, red: strong elongation). In the histograms on the right hand
side of Figure 4.30, the directionality of the cells is shown in four different bins for
the elongation of the cells. For the two smallest elongation bins the maxima of the
cell orientation directions are at 55◦ respectively at 35◦, which is consistent with
Figure 4.24(a). The higher the elongation is, the more pronounced the value at very
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high and very small orientation directions gets. In the case of cell elongation larger
than 4, we can observe a biphasic behavior with one peak at 5◦ and a second and
higher peak at 75◦. That suggests that more elongated cells are more likely to choose
the direction with highest curvature and highest curvature gradient.
Apart from these findings, we additionally found a new cell behavior that we call
probing. A cell was still adherent at the cell rear, but with the cell front it was probing
the substrate in various directions before it chose the its new migration direction.
Figure 4.31: D. d. cell probing the direction to take on wrinkled substrate. Due to
the use of substrating image technique we can visualise the positions the cell
took for several timesteps in bright colour, while the backround is black. Hence
we can see that the basal part of the cell was staying fixed while the front part
was probing several direction, before it chose a direction to move further.
This can be seen in Figure 4.31 on a wrinkled substrate. The positions of the cell
trajectory are shown in such a way that all the area the cell has explored is highlighted
in white, while the substrate is dark. This was achieved by subtracting the average
image from the image series and afterwards plotting the maximum intensity. This
behavior was also seen in the experiments on the cylinders, but less frequent than in
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the experiments on the wrinkled substrates. This may be due to the more complex
geometry and the changing curvature which the cell is exposed to. A cell may be
exposed to positive and negative curvature when being close to the turning point of
the wave-like structure. It would be reasonable for the cell to prevent this to happen
by choosing the direction in this probing manner. Also the preferred migration
direction could be due to the fact that the change of the curvature the cell is exposed
to, is less steep than for migration exactly parallel to the curved direction.
As final result, we show the results of the cylinder data for ACA-null cells together
with the results of the experiments on the sinusoidal substrate in Figure 4.32. As
already mentioned in section 4.4.1, ACA-null cells need to be used for the wrinkled
substrates as they lack the ability to produce cAMP.
If we compare the two different setups with each other we realize that the slope of
the fitted line for the experiments on wrinkles mWrinkles = 9.5 ·10−4 1µm ±1.7 ·10
−3 1
µm
is only around one quarter of the value for the cylinder experiments mCylinders = 4.2 ·
10−3 1µm ±7.0 ·10
−3 1
µm . The intercept of the fitted line with the y-axis cACA,wrinkles =
1.16±0.18 is also very small compared to the results of the cylinder data. It suggests
a maximal anisotropy of around 16% compared to 50% in the case of cylinder
curvotaxis cCylinders = 1.55±0.49. We find on both experimental setups a curvature
dependent CAP, the influence of the curvature and the value of the CAP is higher on
the cylinders than on the sinusoidal substrates. The importance of the actomyosin
cortex as well as the importance of cell polarization was shown due to the mutant
experiments with (Myosin-II-null and PTEN-null) on the cylinders.
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Figure 4.32: Plot of the Curvotactic Anisotropy Parameter (CAP) against the radii of
maximal curvature of the wrinkled substrates or fiber radius. The blue crosses
show the ACA-null cells on cylinder data, while the green circles denote for
the ACA-null data on wrinkled substrates. The values of the CAP are between
1.5729 and 1.0205. There is a trend visible that towards higher radii the CAP
is decreasing. The regression leads to a dependence which is also shown.
The slope of the regression lines for the cylinder data is (mACA−null,Cylinders =
4.2 ·10−3 1µm ±7.0 ·10
−3 1
µm , while the slope from the wrinkled substrate data
is just one third of it mACA−null,wrinkles = 9.5 · 10−4 1µm ± 1.7 · 10
−3 1
µm . The
interception with the y-axis is different for all cases cACA−null,Cylinders1.55±
0.49,cACA−null,wrinkles = 1.158±0.18. The errors are corresponding to the 95%
confidence intervals of the fits.
CHAPTER 5
Pattern Formation in the Actin Cortex
The second research chapter of the thesis is concerned with the signaling pathway
of D. d. cells and its interplay with the cell geometry. We investigate the curvature
of the cell membrane. The cross-correlation of cell geometry and the activity of
the important Ras-G protein will be a central part of the study. We are seeking to
find out, if cell geometry is a consequence of actin polymerization caused by the
chemotactic signaling cascade of the cell or if geometry itself forces the cells to
recruit the actin polymerization at the leading edge.
In fluorescent micrographs of D. d. cells labeled with Raf1-RBD-GFP (label for
Ras-G in its activated form (Ras-G-GTP), sometimes we will refer with Ras to the
Raf1-RBD-GFP fluorescence or Ras-G, as it is the Ras protein we focus on, see
subsection 2.3.3) and LimE-mRFP (label for filamentous actin, see subsection 2.3.3),
we can image the biochemical signals of the signaling cascade. These fluorescent
micrographs can be used to extract the cell contour and, hence, the curvature of
the cell membrane and the cell cortex. In this chapter, curvature always means
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two-dimensional line curvature of the cell perimeter in a micrograph, as explained
in section 4.2.1. This curvature is a useful and reliable measure for the existence,
formation and splitting of pseudopods. A more detailed analysis should include the
three-dimensional curvatures of the pseudopod. The imaging technique for three
dimensions suffers from a poor temporal resolution, as the dynamic changes of
the pseudopodium are faster than the scanning rate for conventional confocal laser
scanning microscopy (CLSM), which made imaging of a pseudopodium in three
dimension impossible so far. A possible way to increase the temporal resolution is to
use a Spinning Disc Confocal Laser Scanning Microscope (sdCLSM).
In this chapter, we will start with shortly presenting the literature of research
related to this project to present its different aspects. An introduction about the used
analysis tools will be given in section 5.2. Afterwards, the results for the Confocal
Laser Scanning Microscope are shown, followed by the results gathered with the
very high temporal resolution data of the Spinning Disc Confocal Laser Scanning
Microscope (sdCLSM) gathered in cooperation with the group of Prof. Enderlein at
University of Göttingen.
5.1 Related research
The Ras superfamily is focus of very intense research in mammalian cells and D. d.,
especially after development of an indirect marker for activated forms via Raf1-RBD
(7). In the case of D. d. the interactions of activated Ras-G with filamentous actin
was investigated and a positive feedback loop of Ras, PI3K and actin was already
discussed in 2004 by the group of Firtel (67). Further studies by several groups
(Devreotes, van Haastert/Kortholt and Firtel) proved the connection of the cAMP
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receptor cAR1, Ras, PI3K, PIP3 and actin at the leading edge of a cell (39, 43, 47, 91).
Recent literature is strongly highlighting the crucial importance of Ras activation
for the process of chemotaxis, as well for cAMP chemotaxis as for folate chemotaxis
(17). The activation of Ras has become a marker for symmetry breaking and hence
directional sensing and chemotaxis of the chemotactic D. d. cells (48, 49).
Ras plays also a very important part in adaptation and memory of D. d. in cAMP
gradients. The process of adaptation that is important in chemoattractant gradients
with high mean value as well as in the so called back-of-the-wave problem. The back-
of-the-wave problem is the effect that D. d. cells only migrate in one direction when
a cAMP wave is moving over them. Even though they are facing the same gradient
twice, once for the arriving wave and once for the departing wave, the cells only
react once, to the arriving wave gradient. This problem is under strong investigation
and the hypothesis is that Ras-G plays a crucial part in the incoherent feedforward
loop that controls this process of adaption (75). This hypothesis is strengthened by
work of Skoge et al. (69), where both experimental as theoretical work is consistent
with this hypothesis. For the experimental investigation, the Rappel group used
a microfluidic wave generator that allows to sweep focussed pulses of cAMP of
about 700 nM through the channel. The theoretical model of adaption they propose
contains an incoherent feedforward loop that regulates RasGTP similar as described
above (75).
The alternating splitting process is known to be mediated by PLA2 (12). The
different migration modules of splitting pseudopods and de-novo pseudopods are
also mediated by Ras. Hence the most logical line of research is to use the techniques
shown in this thesis to investigate de-novo pseudopods and the differences between
de-novo and splitting pseudopods.
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In addition the Rappel group and the Devreotes group have performed simulations
where the influence of Ras to the chemotactic cell migration has been investigated (35,
90). Especially Hecht et al. (35) investigated as well theoretically as experimentally
the interplay of Ras and pseudopod formation, but even though they could find high
correlations of Ras in pseudopodia, they were not able to make any statements about
the spatiotemporal distribution and cause-and-effect relations. Contrarily I could find
with the results presented in this thesis temporal anisotropies between the signals of
activated Ras-G and filamentous actin. I found that the LimE is lagging behind the
activated Ras-G and could first answer to this questions.
5.2 Analysis Methods
To analyze the above mentioned experiments, we need ways to quantify the results.
The specific details of the methods to quantify the results will be discussed in this
section. At first, we will show the main method to extract the data, namely the cell
geometry, from micrographs. In the second part of this section, we will describe the
method to correlate the different signals to learn more about their dependencies.
5.2.1 Active Contour Cell Outline Detection
As measure of the cell geometry, we use the cell membrane curvature from quasi-2D
slices of the cell measured with CLSM (approximately 0.5µm high, usually just
above the glass slide ). To calculate the curvature of the cell membrane, we need a
way to find the cell circumference. This non-trivial task can be realized using the
micrographs that are grey-scale images with a specific amount of pixels. The pixel
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size is dependent on the parameters of the setup, e.g. the microscope objective. In
our experiments, the pixel size was between 133 nm and 400 nm. Hence to find the
cell membrane, respectively the cell contour, we need a more elaborate method than
simple thresholding. We decided to use the active contour algorithm from Debreuve.
It uses a discrete variational approach to determine the cell outline via the shape
gradient and is presented in (22) in greater detail.
This variational approach can be formulated as a minimization problem of an
effective energy, dependent on properties of the cell. This energy may be written as




φ f (Γ, x)dx +
∫
Γ
ϕ f (s)ds. (5.1)
In this equation, Ω corresponds to an area that is in mathematical terms an open set
in R2. The oriented boundary of that area is characterized by Γ and s is its arc-length
parameterization. The key feature of the energy is its property of having a unique
global minimum which is denoted with Ω∗, corresponding to the cell domain.
The minimization of this energy is possible to achieve by starting with an initial
contour and deforming it iteratively in a way that causes the energy to decrease
in every step. This process is known as active contour method. To find the actual
boundary of the cell this algorithm uses the shape gradient of the image.
5.2.1.1 Kymographs
After the position of the cell circumference is found, we can use this position to
extract the cell curvature directly from this data. Additionally, we can use the cell
circumference to find the fluorescence intensity of the investigated labels in the
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Figure 5.1: Zoom on overlay of two colors channel real raw data to visualise the
pixel at cell membrane. Both fluorescent labels are visualized by a false-color
grey scale and afterwards overlayed, where green corresponds to the Raf1-RBD-
GFP and red corresponds to LimE-mRFP. The raw data consists of grey scale
pixels. For the visualisation we include colours of different intensity depending
on the intensity measured by the photo diode of the microscope and saved in the
data image. Hence the cell outlines in the raw data is defined by bright pixels
close to darker pixels. To extract a smooth cell outline from this discrete pixels
with eventually strongly different intensities we use an active contour algorithm
based on (22). Scale bar corresponds to 10µm.
cytoskeleton. Hence, we find for each position around cell circumference values
of the fluorescence intensities. A commonly used way to plot values like this with
a time dependancy are kymographs. The values for curvature and fluorescence
intensity are incorporated in two-dimensional maps, in which one axis corresponds
to the position around the cell circumference, while the second axis corresponds to
the time position. The y-axis corresponding to the position on the cell circumference
is normalized by the arc length of the cell circumference, as its length can change
over time. Hence we choose a specific amount of points (200) and interpolate such
that we have equally spaced points around the whole circumference. This results into
a range of the y-axis curves from 0 to 1, where 1 corresponds to the length of the cell
circumference. In such a way one can see in these diagrams the full spatio-temporal






























Figure 5.2: Sketch of the kymograph construction. For the construction of the
kymograph we extract from every frame of the time series the data around
the whole cell circumference (curvature or fluorescence intensity). Afterwards
this signal is plotted as a line into a map, where the y-axis corresponds to the
position around the cell perimeter. The data of the next timestep is plotted next
to it. This results in a map where the x-axis corresponds to the time and the
y-axis to the position around the cell. To have the same amount of points in each
time step we divide the cell circumference into a constant number of points in
every frame.
behavior of the signal. Particularly changes in shape or intensity are visible in these
graphics.
Additionally we have to consider the effect of photobleaching, described for
instance by Song and coworkers in (70). Due to illumination a fluorophore may
be destroyed and stop to emit fluorescent light. This effect should be decreased in
living cell fluorescence microscopy, as, due to the genetic labeling, the cell is able to
produce the fluorescent label. If the rate of photobleaching is higher than the rate
of production of the fluorescent protein inside the cell, the fluorescent signal will
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decrease over time. This effect is significantly smaller in the the experiments using
CLSM than for the experiments performed with with the sdCLSM. To correct for
this effect, we use a linear detrending of the data in time, where we calculate the
mean value of each timestep, use these mean values for the linear detrending and
substract the detrended mean from the fluorescent signal at each timestep.
5.2.2 Spatiotemporal Cross-Correlation
A reasonable way to calculate dependencies of two spatiotemporal signals as the
kymographs from the contour analysis are two-dimensional cross-correlations. Those
spatiotemporal cross-correlation coefficients can be calculated by the following
expression that is basically an extension of the one-dimensional Paerson correlation
coefficient. If we have to signal f (x,y) and g (x,y), we can calculate the correlation
coefficients for shifts τ, ρ in both variables x, y with the equation:
r f ,g (τ,ρ) =
∑
x,y
( f (x,y)− < f >) (g (x +τ,y +ρ)− < g >)√∑
x,y
( f (x,y)− < f >)2
∑
x,y
(g (x,y)− < g >)2
. (5.2)
For ideal agreement of the signals, we would find a correlation coefficient r f ,g (0,0) =
1 and decreasing values for other values of τ and ρ. As an example, we show a
curvature kymograph and its two-dimensional cross-correlation map in Figure 5.3.
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Figure 5.3: Sketch of principle of two-dimensional cross-correlation. On the right
hand side we show a kymograph of the result data (see 5.5). The graphs in
the middle and on the right both show the two-dimensional autocorrelation
of this kymograph, once with a two-dimensional color plot and once with a
three-dimensional surface plot. In the very center we find a narrow peak that
has the maximum at one.
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5.3 Results of Confocal Laser Scanning
Microscopy
In this section we will describe the results of the experiments performed with the
Olympus FV10 Confocal Laser Scanning Microscope (CLSM). We will divide the
results of this setup into whole cell data, where we are using the full kymograph
gathered, and splitting pseudopodia, for which we extract the events of curvature
change out of the kymographs.
5.3.1 Results
The analysis of the coupling of geometry, signaling cascade and the actin cortex
begins at the level of the whole cell. After labeling the D. d. cells with the two labels,
Raf1-RBD-GFP as a label for Ras-G and LimE-mRFP as label for filamentous actin,
we starve them for six hours according to the pulsing protocol described in section
3.1. These cells are very motile and chemotactically active after the pulsing. They
were placed in a microfluidic gradient mixer, as shown above in subsection 3.2.3.2,
in which they are exposed to a linear, stable and well-controlled chemoattractant
gradient. The imaging process requires to image one or a few cells to be placed in
a rather small imaging area. We choose the imaging area as small as possible to
achieve a high temporal resolution, i.e. minimizing the scanning time of the CLSM.
Yet it has to be large enough for the cell to stay inside during the imaging time.
Hence, we have to find a compromise in the size of the imaging area.
After we defined the x- and y-position of the imaging area, we have to specify the
z-position. As we want to investigate the influence of the signaling protein Ras,
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we choose the z-position in such a way that the intensity of the Raf1-RBD-GFP
label is maximal. For most of the cells, this leads to imaging areas that are slightly
above the surface (1µm to 2µm) of the glass slide. An exemplary time series of a
splitting pseudopod is shown in Figure 5.4. A D. d. cell with the above mentioned
labels is visualized during the whole splitting process of a pseudopod inside the
microfluidic gradient mixer with the concentration gradient of 0.4 nMµm towards the top
of the images. As the imaging is done with a oil immersion 60x objective (Olympus
UPLSAPO 60x), we were not able to measure the position of the cell in the gradient,
as we would have to use smaller magnification for that. In the beginning of the
shown series at the very right of the cell high fluorescent signals are visible as well
as in top middle. The high fluorescence intensity on the right hand side is due to a
pseudopod, while the higher fluorescence in the center is a developing pseudopod
in the following. At T = 4.53 s, this pseudopod has already formed and is the only
position where a high fluorescence signal can be found. Starting with the third image
with time stamp T = 9.06 s, the pseudopod splitting event becomes visible. Until
T = 18.12 s both new pseudopods are growing and show high fluorescence intensity
in both channels. In contrast, at T = 22.65s, the fluorescence at the pseudopod on the
right-hand-side is not above the average anymore. This pseudopod will be retracted
subsequently, while the one at the left hand side proceeds growing until T = 36.42 s.
The microscopic image series like the one shown above in Figure 5.4 are analyzed
as described in section 5.2.1 by an active contour algorithm to extract the cell
circumference as well as the curvature. To correlate this geometric property of
the cells with the signaling protein Ras-G and the actin cortex, we define a mask
for the cell cortex based on the extracted cell circumference. Within this mask,
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Figure 5.4: A single cell showing a pseudopod splitting. Cell migrates in a mi-
crofluidic gradient mixer with a gradient of 0.4 nMµm that is to the top. Time
between the shown images is 4.53 s. Scale bar corresponds 10µm. The green
colour is a colour representation of the grey scale fluorescence signal of Raf1-
RBD-GFP and the red colour accordingly represents the fluorescence signal
of LimE-mRFP, both in arbitrary units. At the upper left one can read a time
stamp in seconds. The fluorescent signals show maxima at the leading edge of
pseudopods for both channels.
we extract the fluorescence intensities of both channels. Hence, we can construct
kymographs for every frame of the three time series. An example of these results is
shown in Figure 5.5. The top figure shows the curvature of a migrating D. d. cell
in a microfluidic gradient mixer. The curvature is shown for about one and a half
minute. At the cell perimeter of around 0.75smax, the back side of the cell is visible.
The positive curvature of the convex cell back is virtually constant over the whole
imaging time. There are few changes in the geometry at the back, as expected. On
the upper part of the Figure the strong dynamical changes at the leading edge of the
cell is clearly visible. Various splits of the high curvature areas can be seen. On
the second image, the fluorescence intensity of the Raf1-RBD-GFP is shown. The
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fluorescence intensity kymograph has a similar structure to the curvature kymograph.
At the cell back there is no strong signal of the Ras protein. In the upper part, this
is significantly different. There are, as for the curvature signal, various splitting
events. In a detailed examination it becomes apparent that the higher intensities
for the Raf1-RBD-GFP signal are located closely to the highest curvatures. To
be more precise, the strongest signals are located at the locations of the highest
curvatures. The fluorescence signal of the LimE-mRFP kymograph shown in Figure
5.5 at the bottom differs from the other two kymographs. In this case, the high
fluorescence patches are much smaller and less branched. Apparently the process
of actin polymerization is a process that is acting in a local way and there are huge
differences between high intensity patches and low or no intensity regions.
5.3.1.1 Curvature Dependence on the Fluorescent Patches
We investigate the dependence of the curvature on protein activity, visualized by
fluorescence of 31 D. d. cells (AX-3 WT with Raf1-RBD-GFP and LimE-mRFP
labels) inside microfluidic gradient mixer with a concentration gradient of 0.4 nMµm .
Hence we isolate the fluorescent patches by a thresholding of the kymographs. We
define the fluorescent patches as all areas where the fluorescence intensity is higher
than a percentage of the maximal fluorescence intensity of the normalized signal.
We start with 10% of the maximal fluorescence and increase the value up to 90%.
In the following graphs, we investigate the influence of the threshold on the distribu-
tions of the two other signals. In Figure 5.6, we show the different distributions of
the curvatures at Ras and LimE patches on the upper images, while in the second
row the mean values of the fluorescence intensities are shown in dependence of
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Figure 5.5: Kymographs of Curvature, Ras-Fluorescence and LimE-Fluorescence
of an exemplary cell. On the curvature kymograph we can see a very dynamic
change of the curvature due to shape changes on the leading edge, while on the
bottom the retracting back is very uniform. On the kymograph in the middle
we visualize the fluorescence intensity of Ras-G via Raf1-RBD-GFP. Here we
can find strong patches at the upper part, while close to the retracting back
there is a minimum of intensity. Qualitatively this is similar on the lower
kymograph of the LimE-GFP fluorescence intensity, which corresponds to
actin polymerization. The patches of high fluorescence activity are much more
confined than for the case of Ras.
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the patch threshold of the other label. The errorbars correspond to the standard
deviation of the distribution. A general feature of all four graphs is that the mean
curvature as well as the fluorescence intensities increase with increasing threshold of
the fluorescent patches. In addition we find that the errors increase for the last two
points at thresholds of 0.8 and 0.9. The increasing standard deviations are due to the
decreasing amount of points. The mean value of the LimE fluorescence intensity at
Ras patches seems to saturate. As we find a steady increase of all curves and only
for the LimE fluorescence at Ras patch a saturation at a threshold of 0.7, we decided
to use this threshold value for both fluorescent labels. The fact that the signals
monotonously increase with higher patch threshold, shows a strong correlation of
the three signals, Ras, LimE and curvature. The saturation of LimE fluorescence at
Ras patches can be explained with the stronger localization of LimE fluorescence,
even at Ras patches with less high intensity the full LimE patch is already found.
At these patches (defined by 70 % of the maximal intensity), we investigate the
curvature values. We can immediately see that the distribution of the curvature values
at Ras patches is shifted as well as skewed. The distribution of all curvature values is
shown in the bottom graph of Figure 5.7, while the distribution of curvature values at
LimE-mRFP and Ras-GFP patches are shown above. The distributions can be fitted
reasonably well by lognormal distributions, which are also shown in Figure 5.7.









, x > 0. (5.3)
To fit our curvature distribution with a lognormal distribution, we have to shift the
data to positive values, as the lognormal distribution is only defined for positive
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values. After the fit, we have to shift the fit and the data back to its original values.
We find the mean of all curvature value to be 0.176 1µm , while the mean of the fit is
0.177 1µm . The standard deviation of the data is 0.238
1
µm while the standard deviation
of the fit is 0.253 1µm . The main properties are reasonably well reflected by the fit.
The parameters of the fit of all curvature values, without any dependence on the
fluorescence, are
µ = 0.2481 [0.2478,0.2484] and (5.4)
σ = 0.1918 [0.1916,0.1921], (5.5)
where the 95% confidence intervals are shown in brackets. The mean value of the
distribution is 0.176 1µm while the fitted curve has a mean at 0.178
1
µm . To compare
the fitted distribution with the data of the histogram, we investigate the mean value
and the standard deviation of both distributions. The curvature distribution at Ras
patches is shown on the graph in the middle of Figure 5.7 and the fit parameters are
shown below:
µRas = −0.62 [−0.64,−0.60] and (5.6)
σRas = 0.57 [0.56,0.59]. (5.7)
The parameters of the fit are in good agreement, the mean of the data being 0.48 1µm
and the mean of the fit 0.51 1µm . The same holds for the standard deviations, where
the std value for the data is 0.26 1µm and the value for the fit is 0.39
1
µm .
The curvature distribution at the LimE patches is fitted with a lognormal distribu-
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tion with the following parameters:
µLimE = 0.080 [0.077,0.082] and (5.8)
σLimE = 0.268 [0.266,0.269]. (5.9)
We find that both values are in very good agreement as the mean value of the data is
0.434 1µm and the mean of the fit is 0.439
1
µm and as well the standard deviation of the
data is 0.265 and the standard deviation of the fit is 0.306.
The distributions of the curvatures at the patches are both in good agreement for
both the mean values and the standard deviations. The two distributions differ from
the distribution of all curvatures. The mean value of the he distribution of curvatures
is 0.18 1µm . The mean of the distribution of the curvature values at Ras-Patches is
at 0.48 1µm and hence at a value more than twice as big as for all curvatures. The
distribution of curvature values at LimE patches is peaked at similar high value at
0.43 1µm . Hence we can tell that the curvature is higher at the spatial positions where
the fluorescence intensity is high.
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Curvature / 1/µm

































































PDF of Curvature at Lim patch with threshold=0.7
Curvature at Lim
Lognormal fit
Figure 5.7: Distributions of curvature. On the upper graph, the distribution of all
curvature values is shown. The red line corresponds to the lognormal fit. The
distribution of the patches of high Ras intensity is shown in the graph in the
middle. The graph at the bottom shows the distribution of the curvature values
at LimE patches and the lognormal fit. The distribution of the curvatures at
fluorescent patches are both strongly shifted compared to the distribution of all
curvatures.
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5.3.1.2 Cross-Correlations of Kymographs
We investigate the cross-correlations of these signals as two-dimensional cross-
correlation functions of the kymographs. Hence, the cross-correlation functions can
tell us details about spatio-temporal shifts of the data signals. We are interested
in spatial shifts, as they may provide details of the geometrical distribution of the
proteins on to the cell circumference. The temporal shift may lead to a deeper
understanding in the processes of protein recruitment and pseudopod formation, as it
can help to distinguish a cause-and-effect chain.
To obtain results of the cross-correlation that include more than one cell, we
calculate the cumulated cross-correlation function of various cells (31 WT Raf1-
RBD-GFP+LimE-mRFP). To achieve this, we resample the data in terms of the
time steps in such a way that all experiments we compare have the same time step
between to frames, namely t = 0.5s. Then we average the cross-correlation functions.
We use the temporal data of ±15 s time-shifts. In Figure 5.8, those two-dimensional
cumulated cross-correlation functions are shown. As described in section 2.3.1 the
current understanding of the chemotactic signaling cascade suggests that the activity
of Ras-G should activate the actin polymerization and that this polymerization is
responsible for the morphologic change of the cell.
In Figure 5.8 the cumulated cross-correlation functions of curvature, Ras and
LimE are shown. In the top row, the cross-correlations of curvature and Ras is
shown, visualized in three different ways. On the right graph, the cross-correlation
is plotted as a color plot and in the middle the same data is plotted as a colored
surface plot for easier visualization. On the left graph, we show a measure of
asymmetry. To calculate this measure, we substract the values of positive direction
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(right part of the cross-correlation function) from the negative direction (left part
of the cross-correlation function). Hence, a small value this measure corresponds
to a small asymmetry, while a high positive value corresponds to larger values in
the negative direction and a high negative value corresponds to larger values in the
positive direction.
The results of the series of experiments performed with 31 migrating cells inside
a microfluidic gradient mixer using a conventional CLSM. The cross-correlation
coefficients are maximal at the no-shift position for all three cases. The values for the
maximal cross-correlation is medium in the two cases where curvature is involved
(0.4), but rather high (0.7) for the correlation of the two fluorescent labels. The
cross-correlation is very strongly dependent on spatial shift and confined in an area
of small shifts. This is also visible in the three-dimensional surface plots. If we
focus on the temporal axis of the correlation functions we realize very clearly a
shift towards negative time for the cross-correlation functions of curvature and Ras,
respectively LimE, we find a different behavior to the cross-correlation function of
Ras and LimE. We find the shift towards negative times of about one quarter of the
maximal cross-correlation coefficient for curvature and Ras as well as for curvature
and LimE. In the case for the cross-correlation of Ras and LimE, there is no shift
visible, even though the cross-correlation is very high. These shifts found for the
cross-correlations of curvature and Ras, respectively curvature and LimE, imply that
curvature is lagging behind the biochemical signals in the cell, hence the hypothesis
that the chemotactic signaling cascade is responsible for the cell geometry change is
strengthened by this finding.
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5.3.1.3 Cross Correlations at Pseudopod Level
In the kymograph analysis of the whole cell, the curvature at the cell back is always
positive, but, as it is the cell back, no fluorescence activity is found. The highly
positive curvature at the retracting back faces no fluorescence signal. Hence the
cross-correlation of the kymograph decreases. As we are interested in the dynamics
at the leading edge and especially in the formation of pseudopodia, we will now
investigate the splitting of pseudopodia in greater detail. Therefore, we also choose
to do the cross-correlations on the level of single pseudopods at their splitting events.
From the kymographs of the aforementioned 31 migrating cells, we could extract
121 pseudopod splits.
To define a splitting event, we are using the curvature kymograph. In a spatiotem-
poral neighborhood where a positive curvature (convex part of the cell - hence a
propulsion) splits into two positive curvature areas and a negative curvature area in
between, we will define as a pseudopod split. The investigation shows that in order
to characterize the whole process in this way, we need to define these neighborhoods
spatial extension as a quarter of the total cell outline. The temporal extension of
the pseudopod split is chosen to be 15s. This choice is reasonable in concern to the
measured data and also suitable compared to the usual pseudopod extension time
which is known from the literature to be 12 s±5s (13).
Regarding the images of the mean cross-correlation functions, we observe several
properties. The property of most importance is that there is asymmetry towards
negative time. This finding strongly indicates that the biochemical signaling cascade
is responsible for pushing out the membrane leading to a higher membrane curvature
(pseudopod). This result does not show evidence for the hypothesis, that the curved
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membrane is the origin of pseudopod formation. Additionally, we find that there
regions of small positive correlation slightly shifted in space, as well in negative time
shifts as even smaller for positive time shifts. This spatial shifts correspond to the
geometry of the splitting pseudopodia. Out of one positively curved region, there
will be two positively curved regions with a negatively curved part in between of
these two. The results show that the spatial dependence is higher for negative times
and there cross-correlation is higher. The results for the cross-correlations of both
fluorescent signals with the curvature are very similar.
In contrast to this, the cross-correlation of the two fluorescent intensities is a very
uniform symmetric function with a peak at no-shift position, indicating that the
signals are very similar. Within this analysis we are able to tell that Ras and LimE
are visible before the curvature, but we can not tell a temporal difference between
Ras and LimE. To answer this important question in our analysis of the problem, we
started to increase the temporal resolution.
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5.4 Fast Spinning Disc Confocal Laser
Scanning Microscopy
As all the results from the ordinary CLSM showed the strongest correlations without
any temporal and spatial shifts, we start to perform experiments with a higher
temporal resolution. To specify whether this is an effect of the low time resolution of
0.5 s we decided to increase the temporal resolution by changing the experimental
setup to a spinning disc CLSM (sdCLSM). The frame rate of the sdCLSM was in
most of our experiments 16.8979 frames per second. Besides the eightfold incrase of
the frame rate, also the imaging area is increased and hence it is possible to image
several cells similarly.
5.4.1 Results for Wildtype Cells
In this section we will similar to the results of section 5.3 analyze the spatiotemporal
dynamics of D. d. wild type cells first at the whole cell level and then at the pseudopod
level. We use the same cell line (AX3 WT Raf1-RBD-GFP+LimE-mRFP) and the
same microfluidic setup as in the section before (microfluidic gradient mixer with a
concetration gradient of 0.4 nMµm ) and investigated 46 cells in total.
5.4.1.1 Resolution Increase Due to Setup
To show the immensely increased temporal resolution in Figure 5.10, the curvature
and the Ras-G kymograph of an experiment with the sdCLSM is plotted on top of a
zoom-in of the Figure 5.5 with the same length in time. The curvature map in the
top graph possesses much more details than the map from the bottom. This is even
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more pronounced in the case of the Ras-G kymograph. The increase of the temporal
resolution is the main aspect we were aiming for and in Figure 5.10, we see two
curvature kymographs where in the one extracted from conventional CLSM (low
graph) the frame rate is 2 frames per second, while in kymograph of the sdCLSM
(top graph) the frame rate is 16.8979 frames per second. Hence we reach more than
an 8-fold increase of the temporal resolution by using the sdCLSM. Furthermore the
sdCLSM setup in the Enderlein Departement at University of Göttingen possess a
“100x UPlanSApo, 100x magnification, NA 1.4, Olympus” objective, leading to an
additional increase of the spatial resolution. At the conventional CLSM we are able
to reach a pixelsize of 207 nm (in Figure 5.10 it was 414 nm to increase the temporal
resolution), while for the sdCLSM a pixelsize of 133 nm is reached. Additionally we
do not have to reduce the region of interest of the confocal scan for the sdCLSM,
hence we are able to image more cell at a time.
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Figure 5.10: Curvature and Ras kymographs of different WT cells with sdCLSM
and CLSM. Top images shows a curvature and a Ras-G activity kymograph of a
WT cell with double label of Ras-GFP and LimE-mRFP imaged with sdCLSM
at frame rate of 16.8979 Hz. On the bottom images a curvature and a Ras-G
activity kymograph of another WT cell is shown for the same time as the top
image with frame rate 2 Hz.
5.4 Fast Spinning Disc Confocal Laser Scanning Microscopy 131
5.4.1.2 Dependence on Fluorescence Patches
As for the conventional CLSM we also analyze the dependencies of the distributions
of the lognormal fits of curvature and fluorescence intensities on the fluorescent
patches. The setting is exactly the same as before in subsection 5.3.1.1, besides the
higher resolution due to the sdCLSM setup.
The curves on Figure 5.11 are all monotonously increasing for increasing value of
the patch threshold. This holds for the curvature distributions for both conditions
(Ras patch or LimE patch) and as well for the distributions of the fluorescence
intensities conditioned of the other fluorescent patch. In the case of the Ras patches,
it seems that there is a change in the small change in the steepness of the curve at a
threshold of 0.7 in for the curvature distribution and for 0.8 for the LimE distribution.
There is no plateau in the plot for the LimE distribution at Ras patches.
In addition, we realize in general, but especially for the LimE intensity at Ras
patches, that the standard deviations of the fitted curves are bigger than for CLSM
data presented in Figure 5.6. This may be caused by the smaller number of cells
and especially by the strongly reduced number of pseudopods due to the measuring
technique as the imaging time per cell is drastically reduced.
5.4.1.3 Cross-Correlations of Kymographs
The kymographs shown in Figure 5.10 with high temporal resolution will be investi-
gated as in the preceeding section with the two-dimensional cross-correlation. As
result we gain the following graphs shown in Figure 5.12. All graphs consist of the
average cross-correlation functions of 46 D. d. cells that were labeled with Raf1-
RBD-GFP and LimE-mRFP, as described earlier. In general, all cross-correlation
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maps look very similar. We find the strongest correlation coefficients without spatial
shift and without temporal shift.
Regarding the dependencies of the two axes, it is clear that the spatial shift has a
much stronger effect than the temporal shift. Even for small spatial shifts to either
direction the correlation coefficients drops to or even slightly below zero. That
means that the signals are not correlated, if the spatial shifts At fixed position for
no spatial shift, the correlation also decreases strongly for temporal shifts. We find
a small shift in the asymmetry plot of Figure 5.12 towards the negative time for
the mean cross-correlation functions of curvature and Ras as well as for curvature
and LimE. This anisotropy is maximal without a spatial shift and is on the order
of 10% of the cross-correlation coefficients. In the case of the cross-correlation of
Ras and LimE, we find the correlation function is again peaked sharply at no-shift
position. Nevertheless, the anisotropy graph is quite different. At first the anisotropy
is maximal at a shift of half a cell perimeter. In addition the anisotropy is smaller
compared to the higher correlation functions and finally at no spatial shift position
the anisotropy is slightly negative, corresponding to a potential mismatch of the
timing of Ras and LimE, where LimE lags behind Ras.
The fact of the relatively high values at no spatial shift may be explained with the
fact that we observe rather few pseudopods in the data. As due to imaging reasons,
we observe any cell maximally for about one minute. On this time-scale, many cells
have a conserved cell shape. Additionally, we plot here the cross-correlation only
with temporal shifts of −5 s to 5 s as we could include all 46 cells in this analysis.
This can also be seen in the amount of pseudopods we show in the next section.
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5.4.1.4 Cross-Correlations of Pseudopod-Kymographs
The analysis of the pseudopod splits is done exactly as for the case of the conventional
CLSM. A general problem of the fast imaging, we can achieve with the sdCLSM
is that the due to the high intensities of the excitation laser that is illuminating the
whole cells all the imaging time. Hence, the cells were behaving reasonably only
up to 2000 frames, corresponding, at a frame rate of 16.8979 frames/s, to less than
2 minutes. After that they show severe damage. on the one hand there is a strong
reduction of fluorophores caused by photobleaching, on the other hand also the cells
stop migrating and sometimes even release from the substrate. This can also be
observed for conventional CLSM, but usually only for imaging times of the cells
above 10 minutes. Therefore it was much more challenging to gain data for splitting
pseudopodia. This is the reason why from 46 cells that could be investigated, we
could extract only 33 pseudopodia, compared to the case of the conventional CLSM,
where we extracted 121 pseudopodia from the data of 31 cells.
Via the two-dimensional cross-correlation of the curvature, Ras and LimE ky-
mographs, we nevertheless could calculate the average cross-correlation functions
of those 33 pseudopodia. The results are qualitatively very similar to those of the
conventional CLSM in Figure 5.9. We can again find the maximal peak of the corre-
lations at the exact no-shift position in all three cases. In the case of the correlation
of curvature with one of the fluorescent labels an asymmetry with higher correlation
to the negative times is visible especially in the asymmetry graph and its maximum
has a value of about 0.8, hence more than 10% of the original correlation coeffi-
cients. This is consistent with Figure 5.9 and with the literature. The small spatial
dependencies, as seen above, are again visible but not as pronounced as before. The
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correlation of the two fluorescent labels does not show a strong asymmetry, but at
no-shift position and for a time difference smaller than 2s we can see the minimum of
the asymmetry at −0.04. This corresponds to a 7% negative asymmetry that indicates
that the LimE signal is lagging against the Ras signal.


































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































138 Chapter 5 Pattern Formation in the Actin Cortex
5.4.2 PTEN Knockout Cells
To investigate the influence of the signaling cascade to the correlation between cell
shape and cell signaling dynamics, we performed experiments with D. d. cells in
which PTEN was knocked out. As described earlier in subsection 2.3.1, PTEN is a
regulator of the reaction of PIP2 to PIP3. Hence it has a strong influence on the cell
geometry and especially its symmetry breaking.
5.4.2.1 Dependence on Fluorescence Patches
As before for wild type cells, we also analyze the dependencies of the distributions
of the lognormal fits of curvature and fluorescence intensities on the fluorescent
patches for the knockout mutants where PTEN is disabled. The setting is exactly the
same as before in subsection 5.3.1.1, besides the different cell line. We investigated
11 cells on three experimental days.
The curves on Figure 5.14 are all monotonously increasing for increasing value of
the patch threshold. This holds for the curvature distributions for both conditions (Ras
patch or LimE patch) as well as for the distributions of the fluorescence intensities
conditioned of the other fluorescent patch. For all curves but LimE at Ras patches,
the mean values start to saturate at a threshold of 0.7. In contrast, the mean value of
the LimE distribution at Ras patches is increasing in steepness at a threshold of 0.7.
In addition we realize that the standard deviations of the fitted curves are increasing
with increasing patch threshold. This may be due to the smaller number of cells and
especially due to the strongly reduced number of pseudopod splits (one) because
of the measuring technique and cell line. The PTEN-null cells generally show less
polarization and hence fewer splitting pseudopods than wild type cell lines.
5.4 Fast Spinning Disc Confocal Laser Scanning Microscopy 139
5.4.2.2 Cross-Correlations of Kymographs
The results obtained with the mutant cells are shown in Figure 5.15. The data analysis
is the same as described before for the wild type cells. Also the results are very
similar to those of wild type cells shown in Figure 5.13. We find relatively high
correlation for all temporal shifts when the spatial shift is close to zero. In all cases
the maximal correlation coefficient is around 0.7. In addition there is no asymmetry
visible on neither of the asymmetry maps. The reason for these findings is the same
as for the wild type cells. There are only very few shape changes occurring. Within
the 29 kymographs gathered from 11 cells, we could only find a single pseudopod
split and the stable cell curvature and hence kymographs with horizontal stripes are
leading to this strong dependency of the spatial shift.
For the experiments with the PTEN-null cells we could not find any temporal
asymmetry in neither of the cross-correlations. This may be explained by the fact,
that there is only very few active migration for this cells. These cells are known to be
less motile, form less pseudopods and show less splitting of pseudopod. Additionally
the analysis to extract the cell outline is more difficult, as the cell outline is less
regular for this cell type.
5.4.2.3 Cross-Correlations at Pseudopod Level
The analysis of the pseudopod splits is done exactly as for the wild type cells. As
explained above, the PTEN-null cells tend to form fewer pseudopods as the wild
type cells. As the sdCLSM only allows for small imaging times, the probability to
find a pseudopod splitting is significantly reduced.
From 11 PTEN-null cells measured on three experimental days we could only
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extract a single split of a pseudopod. Via the two-dimensional cross-correlation
of the curvature, Ras and LimE kymographs we nevertheless could calculate the
cross-correlation functions of this pseudopod. The results are clearly showing that for
a single pseudopod, the cross-correlation functions do not have this high values for
all values close to a spatial shift of zero but a much more distinct peak. In addition,
we see that the spatial axis possesses an asymmetry, which is due to the asymmetric
splitting process, where one of the two pseudopods survives and the other one dies
out. Still, we find the maximal peak of the correlations at the exact no-shift position
in all three cases. But here we find a strong anti-correlation at a negative spatial shift
between −0.25smax and −0.125smax. In contrast to the earlier presented data, the
temporal asymmetry plays is rather negligible.










































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































144 Chapter 5 Pattern Formation in the Actin Cortex
5.4.3 Myosin-II Knockout Cells
We performed further experiments with D. d. cells where myosin-II was knocked out
to investigate the influence of the cytoskeleton on the spatiotemporal behavior of cell
shape and Ras-G activity. Cells with weakened cytoskeletal contractility may show
different behavior and may lead to a deeper understanding of the process. Hence
we use the same experimental setup (microfluidic gradient mixer, concentration
gradient 0.4 nMµm , sdCLSM) to investigate 16 D. d. cells with a knockout of the
myosin-II heavy chain that are labeled with the same fluorescent markers as before
(Raf1-RBD-GFP+LimE-mRFP).
Due to the few available data the histograms of the distributions possess to few
points and hence there is no reasonable fit possible. Therefore we do not show this
data for the Myosin-II knockout cells.
5.4.3.1 Cross-Correlations of kymographs
In Figure 5.17 we show the cross-correlation results of 24 kymographs extracted
from 16 different cells. Compared to the results shown in Figures 5.13 and 5.15,
the myosin-II-null data is very similar to those results not showing a big difference.
Similarly, the amount of extracted pseudopod splits that could be extracted is very
small, namely three.
There is no significant asymmetry in the plotted cross-correlations. The cross-
correlation are rather high, without showing a hint to answer our question of the
connection of Ras-G activity, actin polymerization and cell geometry. We can not tell
temporal or spatial shifts between any two of the three signals. This can be explained
by the few events of splitting pseudopods, the small amount of cells that could be






















































































































































































































































































































































































































































































































































































































































































































































































































































































146 Chapter 5 Pattern Formation in the Actin Cortex
analyzed and the big differences of the cell shape of the cells due to their genetical
modification. As mentioned earlier the imaging with the sdCLSM has generally the
problem of short imaging time and hence fewer splitting events. Also the amount of
cells that showed the fluorescent label in both Ras-G and LimE signals was smaller,
assumably due to the cell type, as the defect of missing myosin-II heavy chain is a
severe problem of the cells. This causes also that these cells are usually very big and
hence show fewer efficiency in chemotactical migration. This may be caused by the
lack of regulation of the pseudopod splitting, due to missing myosin-II contraction.
5.4.3.2 Cross-Correlations at Pseudopod Level
In Figure 5.18 we show the average cross-correlation maps of those three pseudopod
splits of myosin-II-null cells. As the amount of pseudopod splits is so small we
can not be sure, how much this data is dependent on cell-to-cell variability and how
genreal these findings are. On these maps there are anisotropies visible. We find
an asymmetry for all three cross-correlation maps. In the case of the correlations
of curvature with Ras and LimE there is a asymmetry for negative times yielding
again that the two fluorescent signals lead to the curvature signal. In the case of
the correlation between Ras and LimE, we find an asymmetry for positive times
corresponding to the fact that Ras would lag behind LimE. This would be a difference
of the myosin-II knockout cells compared to the WT cells where we could find that
LimE lags behind Ras. This may be explained with the fact of a faster reaction of
actin polymerization without contractile forces of myosin-II.

























































































































































































































































































































































































































































































































































































































































































































































































































































148 Chapter 5 Pattern Formation in the Actin Cortex
5.5 Discussion
In this chapter, we investigated the spatiotemporal correlation of the cell shape,
visualized by the membrane curvature, and the active biochemistry, visualized by
fluorescent labels of the important signaling protein Ras-G and the cytoskeletal key
player actin.
To find those correlations, we used double labeled D. d. cells inside a chemoat-
tractant gradient, produced by a microfluidic gradient mixer. We were able to find a
temporal asymmetry that showed us that the curvature lags behind the fluorescent
signals. As the temporal resolution (2 frames/s) of the used conventional CLSM was
not good enough to make more precise statements, we performed further experiments
using a sdCLSM in cooperation with the group of Prof. Jörg Enderlein from the
Third Institute of Physics of the University Göttingen.
Here, we reached a higher temporal resolutions (16.8979 frames/s) and, hence,
more temporal details. Unfortunately, the imaging of around 1000 frames per minute
led to the problem that the cells could not be observed longer than 1.5−2 minutes.
Hence, the amount of single pseudopodia was lower than for the CLSM setup. For
the data of single pseudopod splits, we could again find an asymmetry but for the
whole cell level we could not.
We could proof that the curvature distribution at fluorescent patches is shifted to
more positive values compared to all curvature values.
Regarding the splitting pseudopods, we find asymmetry of the curvature and
the fluorescence in such a way that the curvature is lagging behind the fluorescent
signals.
Due to the high temporal resolution data of the sdCLSM, I was able to find an
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asymmetry between Ras-G and actin, thus showing that actin is following Ras-G.
These findings are shown in Figure 5.19 and the positions of these maxima can be
found in Table 5.1. The maximal asymmetry for the cross-correlation of curvature
and both fluorescent labels is very similar for each cell line (blue and yellow curves).
I do not find a strong maximal asymmetry for Ras vs. LimE but for minimal
asymmetry instead. Hence, we show that LimE is lagging behind Ras. On the level
of splitting pseudopodia, the results are similar, besides the fact, that the values of
the asymmetry are larger. As for the mutant cells, the amount of pseudopod data
is small, so that it is not certain how significant the findings are. For PTEN-null
cells, the values are comparable to the WT cells investigated by sdCLSM. Contrarily
however the values for the Myosin-II-null cells are very high.
What we would need additionally is to increase the amount of pseudopod split
data for the high temporal resolution and especially for the mutant data to able to
make statements about the effects of the missing proteins.
Very interesting would be for further investigation to increase the analysis to three
dimensions. Performing experiments with high temporal resolution in such a way
that the fluorescence activity and the cell geometry could be analyzed in full three
dimensions could help to give a more complete and volumetric image of the full
process.
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Cell line




























































Maximal Anisotropy CurvRas Pse
Minimal Anisotropy CurvRas Pse
Maximal Anisotropy CurvLimE Pse
Minimal Anisotropy CurvLimE Pse
Maximal Anisotropy RasLimE Pse
Minimal Anisotropy RasLimE Pse
Figure 5.19: Overview of asymmetry of cross-correlation functions. Maximal
asymmetry normalized to the maximum cross-correlation coefficients of the
corresponding mean cross-correlation functions on the whole cell level. Filled
symbols represent maxima while open symbols represent minima. Top: Anal-
ysis on whole cell level: Blue and yellow curves (CurvRas and CurvLimE)
are in very good agreement. The smallest values for maxima between curva-
ture and fluorescence intensity is found for PTEN-null cells, largest values
for WT cells in conventional CLSM. The maximal asymmetry for RasLimE
is quite small. The light blue and violet curve are in very good agreement.
For WT CLSM cells, there is an asymmetry of more than 5% for RasLimE
and CurvLimE, while it smaller than 3% for CurvRas. As well the RasLimE
data has an aisotropy for myosin-II-null cells of 8.98 %. Bottom: Analysis
on level of splitting pseudopods: Compared to top graph the asymmetry is
higher on the pseudopod level. The values for pseudopodia for the knockout
mutants are gathered for 1(PTEN-null), respectively 3(Myosin-II-null), hence
the significance of this data is not certain. The minimal asymmetry of RasLimE












































































































































































































































































































































































































In the present work, I could prove that migration of D. d. cells is strongly dependent
on the morphology of their substrate. A strong effect on curved substrates directing
migration, hence called "Curvotaxis" was found while searching for a more realistic
experimental setup. To get closer to the natural habitat of the amoeba, two steps
regarding more complex substrate geometries were taken. The first step was to use a
cylindrical optical fiber that has a non-vanishing constant curvature in one direction
and zero curvature in the perpendicular direction. I found that cells show a preferred
migration direction parallel to the direction of highest curvature.
The second step of increasing the complexity involved to mimic the D. d. cell
migration on a wave-like substrate. Thereby, we also introduced areas with negative
curvature. An interesting finding in this setup is that cells avoid to be curved
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positively and negatively at the same time, which would happen if they would
migrate perpendicular to the wrinkles on the substrate. My hypothesis is that this
way of holding the cell membrane curvature constant is one of the crucial driving
forces of D. d. cell migration on curved substrates.
A possible way to explain the curvotaxis mechanism, is to regard the cell cortex in
terms of the persistence length of filamentous actin. It denotes 10µm to 15µm as
presented in literature by Salbreux et al. (66). On this length scale sensing of the
curvature radii used in my experiments appears realistic. A proof of this hypothesis
is still left for future work.
To further increase the complexity it would be possible to track D. d. cells
migrating in real three-dimensional gels, and track them in all three dimensions.
This kind of experiments have been started by (52). In this work of Mandeville and
colleagues, neutrophils are migrating through a three-dimensional matrix of amniotic
membrane due to a chemotactic gradient and are visualized with fluorescent labels,
every 30 s - 60 s.
6.2 Pattern Formation in the Actin Cortex
The pattern formation processes in the actin cortex of D. d. cells are of uttermost
importance for their migration and are conserved up to mammalian cells.
In this thesis I could show that the curvature, the activated patches of Ras-G and
filamentous actin coincide well, during chemotactic cell migration. This was found
in two different ways.
1) For defined patches of high fluorescence intensity of both labels, the mean value of
the distribution of the curvature and as well of the respectively other fluorescent label
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increased linearly for increasing thresholds of the patch. This finding is consistent
for both experimental setups (CLSM, sdCLSM) and it holds for wild type cells as
well as for PTEN-null cells as it does for Myosin-II-null cells. This confirms the
strong correlation, but not yet specifies any spatiotemporal dynamics.
2) To increase the understanding of the cause-and-effect relation between the three
investigated signals (membrane curvature, Ras-G activity and actin polymerization),
two-dimensional cross-correlation functions were derived. Thus it was proven by an
anisotropy in the cross-correlation functions that the membrane curvature is follow-
ing the dynamics of the chemotactic signaling cascade and the actin polymerization.
Finally, my results suggest that the signaling protein Ras can be observed first. With
just a small time lag we find the label for actin polymerization (LimE) and curvature
follows both of those signals. Hence, I confirmed the cause-and-effect relation that
was proposed earlier, and I could not find indications that the curvature of the cell
membrane induces the signaling.
6.3 Investigation of Signaling Dynamics in
Curvotactic Migration
Even though the two projects presented in chapters 4 and 5 appear to be very sepa-
rated at first glance, the upcoming steps of both projects lead into a combining of
both ideas. The three-dimensional analysis of the signaling dynamics is the next
step for the analysis of the pattern formation in the cortex. Doing so, I would like to
investigate the active signaling patches in the whole cell using ultra-fast 3D imaging
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Figure 6.1: Micrographs of Myosin-II-GFP+LimE-mRFP labeled D. d. cells on
wrinkled substrate. All images are recorded within 1.5 s. Left: Brightfield
image; the wrinkles are visible wtih the regular pattern of the black and white
changes. The cells are visible. Center: Fluorescence image of GFP; Myosin-II
is visualized inside the cells in green via GFP. Right: Fluorescence image of
mRFP; Filamentous actin is visualized inside the cells in red via mRFP. Scale
bar corresponds to 100µm in all three graphs.
with the sdCLSM, instead of individual confocal slices. The group of Danuser
published work in a very similar direction recently (30). They investigated primary
aortic endothelial cells in a three-dimensional collagen gel and in microfabricated
agarose chambers. The investigation of the branching of the endothelial cells could
be connected to cortical myosin-II association and dissociation which was found to
be regulated in a negative manner by cell-surface curvature.
To include fluorescence microscopy of labeled signaling proteins in the curvotaxis
investigation would help to distinguish the origin of curvotaxis and is easily possible
using the wrinkled substrates, as is shown in Figure 6.1, where I present a proof-
of-concept image of the fluorescent imaging of wildtype D. d. cells labeled with
Myosin-II-GFP and LimE-mRFP on the wrinkled substrate. The wrinkles are visible
in the brightfield image but not in the fluorescence images. All three images are
recorded within 1.5 s. Hence it is certain that the project can progress further due to
studying signaling dynamics of chemotactically and curvotactically migrating cells
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in full three dimensions.
Even though the BAR domain is unlikely to explain curvotaxis, it would be useful
to investigate whether there is a connection of the BAR proteins with curvotaxis. To
achieve that D. d. cells where a BAR protein, for instance IBAR, is tagged with a
fluorescent marker could be investigated on the wrinkled substrate, as the imaging of
fluorescent probes can be done easily with this setup.
A possible way to explain the curvotaxis mechanism, is to regard the cell cor-
tex in terms of the persistence length of filamentous actin. It denotes 10µm to 15µm
as presented in literature by Salbreux et al. (66). On this length scale sensing of the
curvature radii used in my experiments appears realistic. A proof of this hypothesis
is still left for future work.
6.4 Outlook
Besides the possible connection of the two fascinating subjects of this thesis, there
is more further work to do. Maybe the most important and interesting question
is to investigate the origin of the curvotaxis. This could involve visualization of
important proteins during curvotactic migration. Another fascinating question is
to ask about the interplay of curvotaxis with other directed migration mechanisms
as chemotaxis or contact guidance. One could ask the question which of the three
mentioned mechanisms is the strongest or “Can curvotaxis overrule chemotaxis?”
To answer this question one would need a experimental setup, that allows to apply a
well-controlled chemotactic gradient, to cells migrating on a cylinder. To compare
curvotaxis and contact guidance, a possible way would be to construct cylinders,
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which have nanometer-sized topography along the flat axis. The line of progression
to get close to a realistic experiment for curvotaxis would be to use three-dimensional
gels like fibronectin-gels with different fiber radii and add a chemotactic gradient to
this setup.
An important question, which should be further investigated is the interplay of
Ras-G activity and actin polymerization. Are there ways to enable the D. d. cells,
or other cells, which migrate in an amoeboid fashion, to migrate quicker or more
efficient. As a long-term goal this could lead to improved medication.
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