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多変数同世代問題に対する問い合わせ評価法
Query Evaluation of The Same Generation 
Problem with Many Variables 
鈴木晋人 茨木俊秀↑¥ 岸政七↑
Susumu Suzuki， Toshihide lbaraki， Masahichi Kishi 
ABSTRACT We consider a generalization of the same generation problem， which is well 
knoωn in the deductive database theory， inthe sense that the arity of a recursive predicate 
is generally m and that each extensional database may be cyclic. For the case of mと3，
among developed methods， the magic set method or the H aN a method appears most efficient 
in worst-case time complexity. We propose here a modification of the HaNa method and 
analyze its世Jorst-caseperformance. When m ~ 3 and some usual conditions are satisfied， 






rO(X1'. . ，xm). (1) 
r1(X~ ， X1)， r2(x;， X2)，.， 
rm(x:"， xm)， s(x~ ，. ・，x:"12) 
s(a1'・ 3αh，X峠 1，・ ，Xm)? (3) 
に答えるととを考える. ととで，Xl，・ ，Xm，
ZL ・・・ ， x~は変数， al，・ ，ahは定数，sは IDB
述語 (intensionaldatabase predicate)， roおよび
r1，・・，rmは EDB述語 (extensional database 
predicate)である.各 EDB述語 roは事実として
外延データペース (extensionaldatabase) R; K蓄
えられている (R;= {ro(b，c)，ro(d，e)，・・・}).述語
S(X1'...' xm)は式 (1)により初期化され，式 (2)
により再帰的に定義される.S(Xl'・ ，Xm)のうち，
条件X1= al，・・，Xh= ahを満たす (Xh+1ぃ・，Xm)
が問い合わせ (3)の解であり，すべての解の集合
ANS = {(Xh+b・ ，Xm)}を求めるととが要求さ












m = 2，かつ， G1および G2の両方が閉路を含
む揚合，HaNa法 (HaNa method)は最悪時間量

























連言 r1 ・^・・八九を変数 Z1に関する EDB述語







emバ)= O(ηh(eh + tO) + nm-h(to + em-h)で
ある [1，2]. ととで，nh， ehは述語 r1^ ・・・八九が
表す積グラフ G1X ..• X Ghの節点数，校数であ
り，nm-h，em-hは述語 rh+1八・・・八T聞が表す積グ
ラフ Gh+1x.・xGmの節点数，枝数である.ま
た，toは外延データベ』ス Roのタプル数 (to= 






よび J.F.Naughtonにより m= 2の場合に対し
て提案された HaNa法 [1，2]をm と3の場合に
効率的になるように変形した拡張HaNa法を提案
し， mと3のとき，その最悪時間量が
O(to(nm log n + nm-hlANSllog n)) 
最悪領域量が
O(mne + IANSI) 
であるととを解析する.ととで，IANSIは解集合













3勾 (X1，X2， X3): -3_eq(x1， X2， X3). (4) 
3_Sg(X1， X2， X3): -pαr(x~ ， X1) ， Pαr(x~ ， X2)， 
par(x~ ， X3)， 3 ..sg(x~ ， x~ ， x~). (5) 
3_sg(α1，a2，x3)? (6) 
を考える. ととで，3_sgは IDB述語， par，3_eq 
は EDB述語である. EDB述語 3_eq(X1，X2， X3)
は， ζζでは X1= X2 = X3を表すものとする.
par(x:， Xi)はz;がXiの親である ζ とを示し，外延
データペースとして与えられる • xの子供をx'(i= 
1， .一，d)， x'の子供を日(j=13・ ，di)と記す.
式(4)より 3.sg(x，x， x)が成立し，3_sg(x，x，x)に
式(5)を適用すると， 3-sg(Z213ZZ23zza)(t13i23i3=
1，・・，d)を得る.X'1，X'2， X'3は zより 1世代
下った子孫である.さらに，3_sg( xil， Xi2， X.i3)に
式 (5)を適用すると，3.sg(xi山 ，X'U'，XiU3)(j1 = 
1，・・，dillI2=l，・ ，d，j3= 1，・・，d句)を得る.
X'lJl， X'2J2 ) X'3J3はzより 2世代下った子孫である.
上記の処理を繰り返すととにより，Xを共通先祖
とする全ての 3.sg(x1，X2， X3)を求める ζ とができ
る.すなわち，3_Sg(X1， X2， X3)は，X1， X2， X3の 3
人全てがある共通先祖zから阿世代数だけ下った
子孫であるとと，すなわち，従兄弟であるととを
示す. ととろで，x;'(i = 1，2，3)をzのある子孫
とすると，一般に z;'とzの世代差は一意的でな
い.その結果，例えぽ， zfとzの世代差がんおよ
びk2，X~ と z の世代差がん， z: と z の世代差が
k2 とすると， zf と x~の 2 人，および， zfとZ1の
2人は，各k，Xを共通先祖とする従兄弟である










はs(α1，X2) ?である.グラフ Gi(i= 1，2)におい
て，節点 Uー から節点 Xiへの 3つの距離集合




会う，節点 Yiから Xiへの長さ lの路が存在
する}
五(宮川町)= { l 1節点的から Xiへ l< nな












Fig.l A graph G reprcscnting an exLcnsiofl"J d，uabil!日
は閉路 α7a8a9α10α7)に接している路を意味する園
Di，CDi，l九を使って，

























































大公約数gをg= gcd(P)と記す園 Pi(i= 1，・ ， d)
を自然数のある有限集合とすると，先に述べたよ
うに集合CD(y，x)は
CD(y， x) = U L(Ci; Pi) (8) 
~=1 
と表されるので， とれより，新しい集合
B(CD(y，x)) B(U L(Ci; Pi) 
z=l 
U L( Ci mod gi; g;) (9) 
~=l 




L(l; 2) U L(3; 4) U L(l; 4) 
{1 + 2入|入.非負整数}
U {3十4λ|λ:非負整数}
U {1 + 4入|入:非負整数}(10)
CD(y， x)および CS(y，x)の定義より，
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を示すことができる [1，2]・ したがってョ
CD1(YlJ Xl) n CD2(Y2， X2)チゆ
件 ICD1(Y1，Xl)円CD2(Y2，x2)1 =∞ 
特 ICS1(Y1，Xl) n CS2(め，x2)1 =∞ 
(ゃ:ICSi(Yi， Xi)-CDi(Yi， xi)1 <∞より
二争:CDi(Yi， Xi)C CSi(Yi， Xi)より)
件 CS1(Y1，X1) n CS2(Y2， X2)チ。
が成立するので，CANSを簡略化距離集合CSiを
使って
CANS = {ゎ|ヨ(Yl'Y2)εRo 
CS1(Y1，α1) n CS2(Y2， X2)チ叫
によって計算する ζ とができる
3.2 簡略化距離集舎の性質
簡略化距離集合CS(y，X )(= Uf=l L(Ci;Pi))は3 具
体的には3 それを表す集合L(Ci，Pi)の組を計算す
るととにより求められる園同じ CS(y，X)を表す
L( Ci， Pi)の組は複数存在し得るが， H乱Na法はそ
の一つを以下のように効率的に定める. (この性
質は拡張 HaN品法の効率化に利用される. ) 
ケース 1)節点 zがGのある閉路に含まれる場合:
式 (8)，(9)の記号を用いる. 91>'・ ，9dの最小公
倍数p(=lcm(91，・ ，9d)および
C -{cmodp I CεU L(Ci mod 9りあ)}
i=l 
を計算する匂 とのとき，CS(y，x)ね:
CS(y，X) = U L(c;p) 
cEO 
と表される.CS(y， x)のζの表現UcEOL(c;p)を
M(CS(y， x))と記すー例え札式 (10)は3ζ の
表現により
CS(α0， a7) = L(l; 4) U L(3; 4) 





(i) X を含む Gρ極大強連結成分をG = 
(V，E)fV・節点集合，E:枝集合)とする.節点 X'
がdに含まれるならばョ (CD(y，x)= UiL(Ci;Fi) 
のRとCD(y，x') = Ui L(c:; Pi)のRは全て等し
いので， ) CS(y， x)の周期 pとCS(y，x')の周期
p'は等しい.
(i) Gに含まれる全ての単純閉路の長さを
あ3・ ，'PJとする固 CD(y， x)= Ut=l L( Ci; Pi)にお
いて， P1 ，. ・ •，p!は全ての Pi(i= 1，・・，d)に含ま
れるのでB
p = lcm(gcd(九)，・ e・，gcd(九))
三 gcd({長1，..，TJ})三IVト (11)
ケース 2)節点 zが閉路に含まれない場合:
節点 uから zへのある路 y...ZiVi， Vi，・ VicX
において，節点 Ziはある閉路に含まれ， 1節点
Vi1l Vi2l ・，Vicは全てどの閉絡にも含まれないと
する. ζの条件を満足する全ての Ziを Zl，・ ，Ze 
とし，各 Ziの簡略化距離集合を(ケース 1の節点
であるので)




{(C +路 ZiVi1・ VicXの長さ)modpi I Cε Ci} 
を計算する a ζのとき，CS(y， x)は
CS(y， x) = U U L(C;Pi) 
i=l cEC~ 
と表される.例えば，図 1の例では，Y =α0， x
α12K対しョ Zl= a6，z2 =α8となりョ CS(α0，a6) = 
L(O; 2)， CS(α0， a8) = L(O; 4) U L(2; 4)より
CS(αo，α勺=L(l; 2) U L(2; 4) U L(O井)• 






















L(l; 4) U L(3; 4)， 
L(O; 4) U L(2; 4)， 
L(l; 4) U L(3; 4)， 
L(0;4) U L(2; 4)， 
L(l; 4) U L(3; 4)， 




















Di(Yi， Xi)， CD，(Yi， x，) Fi(Yi， Xi)， CSi(Yi， x.)(i 
1， .・，m)を3節と同様に定義する. また，
ANS = {(Xh+1l・ ，Xm) I 
ヨ(Y1，. . ， Ym) E Ro 
(什 D.(y.，ai)) n ( n Di(礼的))チゆ}
包=1 .=h+1 
CANS = {(Xh+1，・，Xm)I 
ヨ(Y1，..，Ym)εRo
(n CD.(Yi， a心n(什 CDi(Yi，Xi))手。}
i=l i=h+1 
FANS= {(Xh+1，'・，Xm) I 
ヨ(Y1，..，Ym)εRo





CANS = {(Xh+1，・，Xm) I 
ヨ(Y1ぃ・・，Ym)εR日




で一般の mに素直に拡張した HaNa法を図 2K
示す.ただし，







for V(Yl，. . ，Ym)εRo do {ノレー プ 1の初め}
begin 
step2.1: HaNa法のアノレゴリズムにより，
簡略化距離集合CSi(Yi，xi)(i = 1，.. J m， XjεV;) 
を計算する，
step2回2:{(Yl，・.，Ym)K対する CANSの計算}
for V(Xh+l'・ ，Xm)E I1~h+l vi 
do {ノレー プ 2の初め}
if (Xh+l""， Xm)巨CANSthen 
begin 
for V(L(Cl; Pl)，'・，L(cm;Pm))E m~1 CSi(百川町)
xI1江川1CS;(Yi， X;)do { )レー プ3の初め}
if L(Cj;Pl) n... n L(cm;Pm)子世 then
begin 
CAN S := CAN S U {(Xh+l，・，Xm)}; 
goto exitloop 
end; {ノレー プ 3の終わり}
exitloop: {んープ 3を抜けるための空文}
end {ノレー プ2の終わり}
end; {ノレー プ 1の終わり}
step3: ANS:= FANSU CANS 
end. 
図2一般の mに素直K主主張された HaNa法
Fig.2 The HaNa method generalized for the c田e
of general m in a s紅白ghtforward manner 
日CSi(Yi， ai)x rCSi(Yi， Xi)= 
i=l i=h+1 
{(L( C1i P1)，・ ，L(CmiPm)) I 
L(CiiPi) c Cふ(Yi，向)3i=I，・?九3













フ G1X ... X Gh および Gh+1X ... x Gmの路の
最大長は ηである.) 
2) step2のif文の L式判定テスト・
L( C1; P1) n . . . n L( CmiPm)チゆ
?????
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を. m=2の場合. HaNa法は
L(C1iP1) n L(C2iP2)チゆ




う時間である. L式判定テストは 3重の for)レー







rr~l 1C品(Yi，匂)1 x日立川11CSi(Y川町)11= nm 
である.したがって，全ての L式判定テストを行










はじめに.L(CiP) n L(C'iP')チゆ(0三C< p，O三
C' < p')の場合，
L(CliP") = L(CiP) n L(C'iP') 
を満たす c♂1吋'(包壬 p〆")，
すa との計算時聞は，ユーク Pッド互除法にかか
るO(logm砿 {p，p'}) [14， 15]である‘




算時間 log(mは{P~i-1'P~;}) [14， 15]の和である.
d孟η2ト 1であるので，
2: 2: O(log(m砿{P~i-1'P~;}) 
k=l i=l 
t t O(logn2k-1) = O(mlogmlogn) 
stepl: gcd(p， p')をューク Pッド互除法により求め
る.よ〈知られているように， gcd(p，p')はある
整数O，7を用いて
gcd(p，p') = op+ 7P' (F1) 
と表される(とのO，7も求まる)・
step2: L(cjp) n L(djp')チゆおよび式(13)より
ヨK(整数) (c -c')/ gcd(p，p') = K (F2) 
が成立するので，式(F1)，(F2)より gcd(p，p')を
消去して，
C -K op = C' + K 7P' 
を得る.とれより，L(c"jpつは
p" = lcm(p，p') = p'/ gcd(p，p')， 
c" = (c-Kop)modp". 
図3L(やc";うiPつ=L(cj沼P坊)nL刈(c吟';p〆')を満たすL(やc"行'ljp〆"
の計算法
Fig.3 The a.lgorithm to∞mpute L(内つ
sa.tisfying L( C"i p'つ=L(CiP) n L(djp'). 
stepl: {初期化}Ci，Piを各々 cLplと記す(i= 1，・・，m).
k:= 1; 





一つの iIC対し L(C~._l;~._l)n L(c~.;p~J =骨
であれば，式(12)位不成立として終了.
step4: L(c~+1 ;p~+1) = L(~.一日ιl)nL(c~.;p却を
満足する C~+l ， p~+lを図 3 の方法により求める
(i= 1，.，m/2k)・k:=k +，1iとして山p2へ
図4L式判定テスト
Fig.4 The a.lgorithm to exa.mine回 Lexpression 
ととろで，各 (Yl， • • • ，Ym)( E Ro)に対する複
数回の L式判定テスト...， L(C1iP1) n .n 
L(Cm-1iPm-1) n L(CmiPm)ヂ仇 L(C1iP1)n . n 
L(Cm-1iPm-1) n L(C:"iP:")手仇...において，前
回のL式判定テスト L(c1i P1)n. . .nL( CmiPm)チゅ
の中間データを記憧し，かっ，今回のL式判定テ




すればよい.したがって，各 (Y1". . ，Ym)作品)
に対する 2回目以降のL式判定テストにおいて， 1 





[補題]グラフ G= (v，E)において節点 yを一つ
固定する • YとGの全ての節点在の聞の簡略化距
離集合の和を




1 SS(y) 1 三IVI(=n). (14) 





SS(y) U CS(y， x)
xEV'U，'UVf 
? U CS(y，x)) 
xEVー(V'U"'UVf)





2項の中に現れる任意の L(c'; p)の pは第 1項
の中のある L(c;p)のpと等しい圃また，同，じく
3.2節のケース 1で紹介したように，第 1項の各
U"'EVi CS(y， x)の中に現れる L(c;p)のpは全て
等しく(それをP:とおく)， P; :三IV'Iである.した
がって，
Pl + P2 +・ +Pd" 三 p~+ p~ +... + P~ 
( iヂjtc.対しP:=Pjの場合も有り得る)
壬!V11+・ +!Vfl 孟IVI = n.
(詰)次に3 任意の L(c;p)において， 0三c三p-l
であるので，
(同じPiをもっ異なる L(Ci; Pi)の数)豆Pi. (16) 
式 (15)，(16)より式 (14)が証明された ロ
補題を利用して L式判定テストの回数を誠ら
すととができる.図 2の st巴p2の 3重の forJレ
ープのうち，ループ 2では，各 (Xh+l，・ ，Xm)(ε 
















step2.3: {(Yl"'" Ym)に対する CAN5の計算}
for V(L(Ch+l; p，叶1)，""L(cm;Pm)) 
E TIi:h+1 55，(Yi) do {ノレー プ 2の初め}
begin 
for V(L(Cl;Pl)，.， Lh;Ph)) E n?=1 CS;(y"仇)
do {ノレー プ 3の初め}
if L(Cl;Pl) n... n L(cm;Pm)チ<tthen 
begin 









Fig.5 The modi五edHaN a method. 















NNi(L(Ci;Pi)，Yi) = {Xi 1 L(Ci;Pi) C CSi(Yi，Xi)} 
i = h + 1，.， m， 
r N Ni(L(Ci;p小Yi)= {(Xh+l，"'， Xm) 1 
i=h+l 
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Xi E N Ni(L(Ci;Pi)， y.ふi= h + 1，・.，m}，
r SSi(Yi) = ((L(Ch+1;Ph+1)，'・，L(cm;Pm))! 
i=h+1 
L(Ci;Pi) C SSi(Yi)， i= h + 1，・・，m}
とおく.
4.5 例題
m = 3，h = 2，問い合わせをs(α53α7，X) ?とする.
また.Ro = {(aO，α0， aO)}とし.Gi( i = 1， 2， 3)は
全て図 1のGに等しいとする.
はじめに CANS 
を求める(図 5の step2)・!Ro!= {(aO， aO， aO)} 
であるので，ループ 1すなわち step2.1から
step2.3は，(Yl> Y2， Y3)= (aO， aO， aO)に対し 1回
だけ実行される. sもep2.1で計算される簡略化距
離集合 CS1(αo，αi)，CS2(aO， aJ)， CS3(aO， aj)(i = 
0，・・， 12)は全て， 3.2節で求めた CS(α0，ai)に
等しい. したがって.step2.2において，
12 
SS3(α。) U CS3(aO，ai) 
i=O 
L(O; 2) U L(l; 2) U L(O; 4) 







N N3(L(1; 4)， aO) = 
N N3(L(2; 4)，α。)






sもep2.3のノレー プ 2の SS3(Y3)は SS3(α。)， ま
た，ル}プ 3の CS1(Y1，a1)と CS2(Y2，α2)は
各々，CS1(aO，a5). CS2(α0， a7)である. したが
って，例えぼ.L(l; 2)(εCS1(α0， a5)). L(l; 4)(ε 
CS2(α03α7)， L(l; 2)(εSS3(α0))に対し.L式判
定条件:
L(l; 2) n L(l; 4) n L(l; 2)手ゆ
が成立する.同様に，L(l; 4)， L(3; 4)(εSS3(α0)) 
に対しでも， L式判定条件が成立し，







(1) 図 5の step1: FANSを計算する逆
数え上げ法 [3] の最悪時間量は O(tonme+ 








のSSi(ω)を計算する時聞はEXoEVo1 CSi(Yi， Xi)1 
log 1 SSi(Yi) 1である.また，文献 [1，2]および
4.3節の補題より 1CSi(Yi， Xi)1三1SSi(抗)1三n








Spαce1 =玄 IIS品(Yi)11= O((m -h)n). 
i=h+1 
各 NNi(L(Ci;Pi)， Yi)の計算は，CSi(Yi， Xi)よ




N Ni(L(Ci;Pi)， Yi)三!V;!= nより，











Time3 = O(tonmm log n). 
多変数同世代問題に対する聞い合わせ評価法
次に，式





(17)の全実行回数は， IRol ITi:Ml 1SSi(鈎)1 
である.また， 1回の実行に必要な時間は，




しておけぼ O(logICAN SI)である. したがって，
Time4 = IRol I 1 SSi(釣)1 
i=h+l 
I IN Ni(L( Ci; Pi)， Yi)llog ICAN SI 
i=h+l 。(tonm-hICANSllogICANSJ). 
Time3とTime4を合わせ， sもep2.3の最悪時間量




(5) 図 5 の step3: 最悪時間量は




O(to(mne + nmmlogn + nm-hlAN Sllog IANSI)) 
最悪領域量は













悪時間量は O(tonmlog n)となる. (mの多項式項
は消去.)よく議論される応用例では，外延データ
ペース RoはRo= {(Yl，.・，Ym)1 Yl =・・ =Ym} 
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