On a given probability space (Ω, F, P ) a continuous time stochastic process is a collection of random variables {X t | t ≥ 0}. A Lévy process {X t | t ≥ 0} is a continuous time stochastic process having the following three properties.
Definitions and Assumptions
On a given probability space (Ω, F, P ) a continuous time stochastic process is a collection of random variables {X t | t ≥ 0}. A Lévy process {X t | t ≥ 0} is a continuous time stochastic process having the following three properties.
1. X t+s − X s is distributed like X t for any nonnegative s and t.
2. For every integer n ≥ 2 and 0 = t 0 < t 1 < . . . < t n , the random variables {X t i − X t i−1 |1 ≤ i ≤ n} are independent.
3. X t → 0 in probability as t ↓ 0.
Since for 0 < t < s, X t+s − X s and X s − X s−t are distributed like X t , it is clear that X t+s → X s and X t−s → X s in probability as t ↓ 0 for any s ≥ 0. Therefore, it is customary to refer to these three properties by 1. stationary increments, 2. independent increments, 3. continuous in probability. Thus a Lévy process is a continuous time stochastic process which has stationary independent increments and is continuous in probability.
A more general definition of a Lévy process is as follows. Let {F t | t ≥ 0} be a nondecreasing family of σ-algebras all of which are contained in F. Such a family is called a filtration. In addition assume that the following two conditions are satisfied. 1. lim s↓t F s = F t and 2. F 0 contains all the P -null sets F (in particular, so does F). Such a right continuous and augmented filtration is said to satisfy the usual conditions or is called a standard filtration.
A Lévy process with respect to {F t | t ≥ 0} is a process satisfying the first and third condition above and where condition 2 is replaced by:
2. X t+s − X t is independent of F t for every s, t ≥ 0.
It is easy to check that this condition implies that {X t | t ≥ 0} has independent increments. Also, it can be shown that a Lévy process has a right continuous left limit (cádlág) version. That is, there exists a cádlág process {X t | t ≥ 0} such that P [X t = X t ] = 1 for each t ≥ 0. It can be shown that the filtration generated by a right continuous process having stationary independent increments is right continuous. A nice exposition of Lévy processes emphasizing such properties can be found in Section I.4 of [13] . See also [4] , which has become a standard reference regarding Lévy processes.
Infinite divisibility and basic structure
A random variable X has an infinitely divisible distribution if and only if for every n ≥ 2 there are independent and identically distributed (
It is well known (e.g. Section 7.6 of [5] and Section 9.5 of [3] ) that if X has an infinitely divisible distribution, then Ee , where, with A c being the complement of a set A,
and ν is a measure satisfying
ν(dx) < ∞ and ν({0}) = 0. The measure ν is called the Lévy measure and (1) is often referred to as the Lévy-Khintchine formula. It can be shown that for any measure satisfying these assumptions and for any c and σ 2 there is an infinitely divisible distribution with a characteristic function having an exponent ϕ of this form. In fact, letting
we set λ n = ν(I n ) and when λ n > 0, let . Assume that all of these random variables are independent. Finally, let S (n) 0 = 0 and for m ≥ 1, S
has an a distribution with the desired exponent and it can be shown that the infinite sum converges almost surely. Due to this decomposition, it is easy to verify that when ν(−∞, 0) = 0 then E zX is finite for every complex z with z ≤ 0 and is equal to e ϕ (−iz) , where ϕ(−iz) is the Lévy-Khintchine formula in which iα is replaced by z. That is, (4) and in particular log Ee . For a Lévy process {X t | t ≥ 0}, X t = n k=1 (X kt/n − X (k−1)t/n ) and thus, by the stationary increments property it follows that X t has an infinite divisible distribution. In particular, if Ee
. ϕ is called the characteristic exponent (or just exponent) of the Lévy process. In particular, for any Lévy process there is an exponent which satisfies the Lévy-Khintchine formula and for any such exponent there is a Lévy process having this exponent.
When [−1,1] xν(dx) < ∞ the non-Brownian part of the Lévy process has almost surely bounded variation sample paths and otherwise it doesn't. In the case that it does, it is of the form J 1 (t) − J 2 (t) + ct where J 1 and J 2 are independent nondecreasing pure jump Lévy processes. A nondecreasing Lévy process is called a subordinator. From the preceding, any subordinator is a finite or infinite sum of independent compound Poisson process. It either has a finite number of jumps on any finite interval or an infinite number of jumps on any finite interval, but not both. An example of a subordinator with an infinite number of jumps on finite intervals is the Gamma process, with ν(dx) = ae In general, it can be shown that if
and if
There is a close relationship between Lévy processes and Poisson random measures. In particular, if A 1 , . . . , A n are mutually disjoint Borel subsets of [0, ∞) × (−∞, ∞), then if N (A i ) counts the number of instances where
Martingales associated with Lévy processes
In this section we consider a right continuous Lévy process {X t | t ≥ 0} with respect to some filtration {F t | t ≥ 0} satisfying the usual conditions. The Wald martingale associated with {X t | t ≥ 0} is the process e
. It is easy to check that this process is indeed a martingale. Similarly, for the case with no negative jumps e
is a martingale for every α ≥ 0 and thus, for every β > 0 we have that e
is also a martingale. This last martingale can be used to show that for T x = inf{t| X t < −x} we have that Ee
. In particular this implies that 
and that
Finally, set 
It is noted that (10) and (11) is weaker than the condition
which is assumed in [11] but the results remain valid with this weaker condition. This martingale was successfully applied in a variety of models in queueing, storage models and networks, risk and finance.
Reflected Lévy processes
A special case where the martingale of [11] applies is where Y t = z + L t where z ≥ 0 and L t is defined as follows.
1. {L t | t ≥ 0} is nonnegative, nondecreasing and right continuous.
{Z t | t ≥ 0} is nonnegative.
3. One (and then all) of the following equivalent conditions holds (see [10] ):
(c) {L t | t ≥ 0} is the minimal process satisfying 1 and 2.
For this case {Z t | t ≥ 0} is called a reflected Lévy process.
When the Lévy process has no negative jumps, the process {Y t | t ≥ 0} is continuous with Y 0 = z and it can be verified that EY t < ∞ for each t ≥ 0. These properties together with the martingale in [11] can be used to show that
is a zero mean martingale which in a very simple way implies that if EX 1 < 0 then the distribution of Z t converges in law to a distribution which has the following generalized Polachek-Khinchine formula (see [11] for details):
This result is well known has also been proved in various other methods (e.g., see [2, 9, 15] ). Recently, in [12] a class of martingales associated with a reflected Lévy process is established of which the martingale of [11] when applied to the reflected case is a special case.
The Wiener-Hopf factorization
It is well known (e.g., [2, 12] ) that the following decomposition holds. A similar decomposition holds for random walks. 
(17) is known as the celebrated Wiener-Hopf factorization. An interesting fact is that this result can be proved using the martingale from [11] . This is explicitly done in [12] . The Wiener-Hopf factorization has been used to prove various results about Lévy processes the generalized Polachek-Khinchine formula and results regarding first passage times in the same way that it has been applied to random walks (e.g., [2] ). Many of these results are now known to have independent martingale proofs.
Multidimensional Lévy processes
An infinitely divisible distribution has a multivariate analogue. In particular in can be shown that a random vector has an infinitely divisible distribution if and only if it has a characteristic function of the form e ϕ(α)
(e If {X t | t ≥ 0} is a multidimensional Lévy process, then for every
is a one dimensional Lévy process with exponent ϕ * (β) = ϕ(βα). In particular, inserting β = 1 immediately implies that the martingale result of [11] applies without change in the the multivariate case. That is, one simply replaces α by α T in (12) and (13) and assumes that each coordinate of Y c has bounded expected variation on finite intervals and that
where x = √ x T x. The last assumption is to assure that
and the same for the case where the Lévy process has no negative jumps and the coordinates of α are nonnegative.
Multidimensional reflected Lévy process
If {X t | t ≥ 0} is a multidimensional Lévy process and A = (a ij ) is a nonnegative matrix with spectral radius less than 1 (that is, A n → 0 as n → ∞), 
is the minimal process satisfying 1 and 2. (d) {L t | t ≥ 0} is the unique process such that for each t ≥ 0,
See, e.g., Lemma 14.2.6 on page 562 of [16] .
For the case where the Lévy process is a Brownian motion this process is an instance of a Brownian network and has been shown, under various conditions, to be the weak limit of general Jackson type queueing networks. That is, a network of queues where customers upon completion of service in a given station are routed to another station or out of the network according to some lottery which is independent of the past and can change from station to station (Markovian routing). The literature related to this is vast. The earliest general result seems to be [14] and a recent one is [8] which contains an impressive bibliography. Another application is a fluid network with Lévy input. In this model, a content which is referred to as fluid arrives at the various stations of the network according to a nondecreasing multidimensional Lévy process {J t | t ≥ 0}. Each station has a maximal processing rate r i and processes fluid at the maximal rate whenever its buffer content is not zero. A fixed proportion p ij of each unit of processed fluid is instantly transferred from station i to station j. It can be shown that such a model is a special case of a multidimensional reflected Lévy process with A = P T and X t = J t − (I − A)rt. This model under various assumptions has been considered in the literature. For a recent reference with a rather complete set of bibliography to related literature see [7] . 
be the jump epochs of {E t | t ≥ 0} (with T 0 = 0) it is assumed that for every i, j, n, U ij n is F T n measurable. Then the Markov additive process has the following representation.
where X 0 ∈ F 0 . Let Q be the infinitesimal transition matrix of {E t | t ≥ 0}, G ij (α) be the characteristic function of U ij n and 1 j be a row vector where the jth coordinate is one and the rest are zero. Finally let F (α) = (F ij (α)) where
where δ ii = 1 and δ ij = 0 when i = j. is a martingale.
For the next theorem we extend the definition of F (α) to the appropriate part of the complex plane (as discussed in the theorem) and we denotẽ F (α) = F (−iα) for complex α. is a zero mean martingale.
