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ABSTRACT
Using the marker and filler methods of Keane and Smorodinsky, we prove that entropy is a complete
finitary isomorphism invariant for r-processes. It is conjectured that entropy is a complete finitary
isomorphism invariant for finitary factors of Bernoulli schemes. We present a weaker version of this
conjecture with hope that its proof is more attainable with present methods. In doing so, we define a
one-way finitary isomorphism and prove one-way finitary results for random walks. We will also extend
the marker and filler methods of Keane and Smorodinsky to a class of countable state processes.
1. INTRODUCTION
We will always take our processes to be discrete and stochastic. We formally define
a process as follows.
Definition 1.1. A process X is a quadruple (X, U ,μ,T ) where X is the set of
doubly infinite sequences of some alphabet A, U is the σ -algebra generated by the
coordinates, μ is a probability measure on (X, U ), and T is the left shift by one.
We will also always suppose our processes to be irreducible and to have at most
countably many states. In this paper, X always refers to the above defined quadruple
with state space A.
MSC: 37A35
Key words and phrases: Bernoulli scheme, Markov, r-process, Finitary isomorphism
E-mail: sshea@anselm.edu (S.M. Shea).
463
The theory of finitary isomorphisms in [1,3–5,10,11,13] has strongly paralleled
the theory of measure-theoretic isomorphisms as outlined by Ornstein and Sinai
in [8,9,12]. The finitary theory began in 1979 with the work of Keane and
Smorodinsky. Here are two of their results.
Theorem 1.2 [4]. Entropy is a complete finitary isomorphism invariant for
Bernoulli schemes.
Theorem 1.3 [4]. Irreducible finite memory Markov shifts on finite state spaces
are finitarily isomorphic if and only if they have the same period and the same
entropy.
There are, however, results on the measure-theoretic side that are noticeably
missing in the finitary theory. For instance, we know that all factors of Bernoulli
schemes are measure-theoretically isomorphic to Bernoulli schemes [9]. The fol-
lowing finitary equivalent remains unresolved.
Conjecture 1.4. Finitary factors of Bernoulli schemes are finitarily isomorphic to
Bernoulli schemes.
The main result of the next section is new progress towards this conjecture. We
now formally define r-processes and finitary isomorphisms.
Definition 1.5. Let (X, U ,μ,T ) and (Y, V, ν, S) be two processes. An isomor-
phism, φ from (X, U ,μ,T ) to (Y, V, ν, S) is an invertible bimeasurable equivariant
map from a subset of X of measure one to a subset of Y of full measure which takes
μ to ν. The isomorphism, φ is finitary if for almost every x ∈ X there exists integers
m  n such that the zero coordinates of φ(x) and φ(x′) agree for almost all x′ ∈ X
with x[m,n] = x ′[m,n], and similarly for φ−1. If we drop the requirement that φ be
invertible, we say φ is a finitary factor.
Definition 1.6. We say a ∈ A is a renewal state of X if the σ -algebras U (Xn+1,
Xn+2, . . .) and U (. . . ,Xn−2,Xn−1) are independent given the event [Xn = a]. If
there exists such an a, we say X is a renewal process.
Definition 1.7. Let a ∈ A be a renewal state in X. We say a ∈ A has n-Bernoulli
distribution if for some nonnegative integer n, P [Xn′ = a|X0 = a] = P [Xn′ = a] for
all n′ > n.
Definition 1.8. An r-process, X, is a renewal process such that a renewal state in
X has n-Bernoulli distribution for some nonnegative integer n.
From the above definitions, we can now define a Markov process as a process in
which every state is a renewal state. We can then define a Bernoulli scheme as a
process in which every state is a renewal state with 0-Bernoulli distribution.
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Common examples of r-processes include Bernoulli schemes and m-dependent
Markov chains. M-dependent Markov chains often occur as finite factors of
Bernoulli schemes. For more information on the interplay of the Markov property
and m-dependence, consult [7].
Definition 1.9. We say X is m-dependent if the σ -algebras U (Xm+1,Xm+2, . . .)
and U (. . . ,X−1,X0) are independent.
We will need the following definition for the k-stringing of X. This can also be
referred to as the k-block presentation.
Definition 1.10. Let k be a positive integer. The process X(k) called the k-stringing
of X is defined as follows. The state space of X(k) is all allowable sequences of
length k in X, and X(k)n = (Xn,Xn+1, . . . ,Xn+k−1) where (n ∈ Z).
We will need the following lemmas. The proofs of Lemmas 1.11 and 1.13 follow
directly from the definitions [13].
Lemma 1.11. For any positive integer k, X and X(k) are finitarily (and even
continuously) isomorphic.
Lemma 1.12. If X is a renewal process with renewal state a, then any sequence
of length k, σ = σ1σ2 . . . σk such that σi = a for some 1  i  k is a renewal state
of X(k).
Proof. Let X(k) have sigma-algebra V . V(X(k)1 ,X(k)2 , . . .) is completely determined
by U (X1,X2, . . .). V(. . . ,X(k)−2,X(k)−1) is completely determined by U (. . . ,Xk−3,
Xk−2). Since a is a renewal state in X, U (. . . ,Xk−3,Xk−2) and U (X1,X2, . . .)
are independent given X[0, k − 1] = σ . Therefore, V(. . . ,X(k)−2,X(k)−1) and V(X(k)1 ,
X
(k)
2 , . . .) are independent given X
(k)
0 = σ 
Lemma 1.13. For integers k  1 and m  0, if X is m-dependent, then X(k) is
(m + k − 1)-dependent.
Lemma 1.14. For any integer m  0, m-dependent renewal processes are
r-processes.
Proof. Let X be an m-dependent renewal process. Then there exists a ∈ A such
that a is a renewal state. Since X is m-dependent, for all m′ > m, p[Xm′ = a|X0 =
a] = p[Xm′ = a]. Therefore, a has m-Bernoulli distribution in X. 
Definitions 1.15–1.17 are from [13].
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Definition 1.15. Let A′ ⊆ A be a subset of the set of states of X, and let b be a
symbol not belonging to A. We say that the process X′, defined by
X′n =
{
Xn if Xn /∈ A′,
b otherwise
is obtained from X by collapsing A′.
Definition 1.16. Let b1, b2, . . . , bl be symbols not belonging to A, q1, q2, . . . , ql a
probability vector, and qi ∈ A. We say that the process X′ is obtained from X by
independently splitting ai according to q1, q2, . . . , ql if X′ is defined as follows:
The states of X′ are b1, b2, . . . , bl, a1, . . . , ai−l , ai+1, . . . , am and if c0, . . . , cr is a
sequence of such states with cj1 = bi1, . . . , cjs = bis and all other cj ’s being a’s,
then P [X′n = c0, . . . ,X′n+r = cr ] = (
∏s
t=1 qit )P [Xn+jt = ai , 1  t  s, Xn+j = cj
for the other j ’s].
Definition 1.17. Let a ∈ A. The distribution of the state a is defined as the
process Xˆ obtained by setting
Xˆn =
{0 if Xn = a,
1 if Xn = a.
Whenever the existence of a finitary isomorphism is demonstrated, the crucial step
is proving the existence of markers. We will use the following terminology to refer
to this marker method.
Definition 1.18. Two processes X and Y are 0-equivalent if X and Y have the same
entropy and if for some positive integers k and j there exists a renewal state in X(k)
with the same distribution as a renewal state in Y (j).
Definition 1.19. Two processes X and Z are 1-equivalent if there exists a process Y
such that both X and Z are 0-equivalent to Y .
Definition 1.20. Let d be a positive integer. Two processes X and Z are d-equiva-
lent if there exist d processes Y1, Y2, . . . , Yd such that X is 0-equivalent to Y1, Z is
0-equivalent to Yd , and Yi is 0-equivalent to Yi+1 for 1  i  d − 1.
For example, in order to show that Bernoulli schemes with the same entropy are
finitarily isomorphic, Keane and Smorodinsky [4] proved the following.
Theorem 1.21. Two Bernoulli schemes X and Z with the same entropy are
2-equivalent.
The proof of the theorem follows from Lemmas 2 and 3 of [4].
The following lemma demonstrates the unavoidable role r-processes play in the
original marker and filler methods of Keane and Smorodinsky.
466
Lemma 1.22. If a process X is 0-equivalent to a Bernoulli scheme Z then there
exists a positive integer j such that X(j) is an r-process.
Proof. Suppose X is 0-equivalent to a Bernoulli scheme Z. Since Z is an inde-
pendent process, by Lemma 1.12, every state in Z(k
′) (k′  1) is a renewal state.
Since the pre-image of any state in Z(k
′) is a cylinder of length k′ in Z, every
state in Z(k
′) has k′-Bernoulli distribution. In order for X to be 0-equivalent to Z,
there must exist positive integers j and k such that a renewal state in X(j) has the
same distribution as a state in Z(k). Therefore, X(j) must have a renewal state with
k-Bernoulli distribution and is an r-process. 
In order to prove the existence of a finitary isomorphism between any discrete
stationary stochastic process X and a Bernoulli scheme Z in the traditional methods
of Keane and Smorodinsky, one must show that the given process X is d-equivalent
to some r-process Y . The only result, we know of, that takes a process which is
not an r-process and shows it is 0-equivalent to an r-process is the result mentioned
below. This result is due to the work of Keane and Smorodinsky in [5] and Ackoglu,
del Junco and Rahe in [1].
Theorem 1.23. If X is a mixing, irreducible, finite state Markov process, then X is
0-equivalent to an r-process, Y .
The main result of the next section, Theorem 2.1 will show that Y is now
finitarily isomorphic to a Bernoulli scheme. In Section 3, we define one way finitary
isomorphisms. In Section 4, we show that the existence of a one-way finitary
isomorphism between two stochastic processes does not imply the existence of a
finitary isomorphism between the same two processes. In Section 5, we introduce
a class of countable state renewal processes and prove that for this class, if two
processes are d-equivalent, the processes are finitarily isomorphic. In Section 6,
we prove one-way finitary results for random walks. We finish with a weakening
of Conjecture 1.4. We believe that the proof this new conjecture is more attainable
with current methods than the proof of Conjecture 1.4.
2. FINITARY ISOMORPHISMS OF R-PROCESSES
In this section, we always assume our r-processes to be irreducible and on a finite
state space. The main result of this section is the following.
Theorem 2.1. Let X be a finite state irreducible r-process. Then, there exists a
Bernoulli scheme Z such that X and Z are finitarily isomorphic.
Since Bernoulli schemes with the same entropy are finitarily isomorphic [4], we
can conclude:
Corollary 2.2. Entropy is a complete finitary isomorphism invariant for
r-processes.
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We will say a process Y is renewal if there exists a positive integer k such that
Y (k) is a renewal process.
Lemma 2.3. Renewal finite factors are finitarily (and even continuously) isomor-
phic to r-processes.
Proof. Finite factors are m-dependent. If a finite factor, Y is renewal, then there
exists a positive integer k such that Y (k) is a renewal process. By Lemma 1.11,
Y is finitarily (and even continuously) isomorphic to Y (k). By Lemma 1.13, Y is
(m + k − 1)-dependent. By Lemma 1.14, Y (k) is an r-process. 
Theorem 2.1 and Lemma 2.3 clearly then imply the following corollary.
Corollary 2.4. Renewal finite factors of Bernoulli schemes are finitarily isomor-
phic to Bernoulli schemes.
To prove Theorem 2.1, we will first prove that an r-process X is 1-equivalent to
some Bernoulli scheme Z. We will then show that two 0-equivalent r-processes
are finitarily isomorphic. Since finitary isomorphism is transitive, our proof is
complete.
Proposition 2.5. If X is an r-process, there exists a Bernoulli scheme Z, such that
X and Z are 1-equivalent.
Proof. Let X be an (irreducible) r-process with alphabet A = {a1, a2, . . . , am}
where a = ai for some i such that 1  i  m, is the renewal state with n-Bernoulli
distribution. Since Theorem 2.1 is true for Markov processes [5], we may assume
that there does not exist a positive integer k such that X(k) is Markov. 
Lemma 2.6. Let X be as defined above and suppose there does not exist a positive
integer k such that X(k) is Markov. For all positive integers k  2, there exists an
allowable sequence (in X) α = α1α2 . . . αk such that αk = a and αi = a for 1  i 
k − 1.
Proof. If such a sequence did not exist, then by Lemma 1.12 any state in the
k-stringing of X would be a renewal state and X(k) would be Markov. 
Remark 2.7. By Lemma 1.12, α is a renewal state of X(k).
We now proceed in a similar fashion as was done in [5].
Let W = (Wn)n∈Z be a Bernoulli scheme with states b0, b1, . . . , bm ∈ B and
probability vector q0, q1, . . . , qm. We will choose k large enough to meet certain
specifications later, but for now we may assume k is a fixed integer  2. Let
Y ′ = X × W and Y ′(k) be the k-stringing of Y ′. We partition the states of Y ′(k) into
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three disjoint subsets M , N , and O defined as follows.
M = {(a, x2, . . . , xk) × (b0, . . . , b0, b1): (x2, . . . , xk) ∈ Ak−1},
N = {α × (β1, . . . , βk): (β1, . . . , βk) ∈ Bk},
O = all other states of Y ′(k).
Let Y ′′ denote the process obtained from Y ′(k) by separately collapsing M , N
and O . Thus, Y ′′ is a process on three states, which we shall of course denote by
M , N and O . The probabilities of M and N tend to zero as k → ∞, so we may
choose k so large that h(Y ′′) ≤ h(X). We can then split O independently to obtain
a new process Y with states M , N , O1, . . . ,Op such that h(Y ) = h(X).
Next, we verify that M and N are renewal states in Y . Since any independent
splitting of O will not destroy the renewal property of M or N , we need only to
check that M and N are renewal states in Y ′′.
Lemma 2.8. M and N are renewal states of Y ′′ (and therefore Y).
Proof. [Y ′′0 = M] forces Y ′′−1 = O, . . . , Y ′′−(k−2) = O . Thus the renewal property
of M in Y ′′ follows from the renewal property of a in X. More explicitly,
U (. . . , Y ′′−2, Y ′′−1) and U (Y ′′1 , Y ′′2 , . . .) are independent given [Y ′′0 = M] if and only
if U (. . . , Y ′′−k, Y ′′−(k−1)) and U (Y ′′1 , Y ′′2 , . . .) are independent given [Y ′′0 = M]. Since
W is a Bernoulli Scheme, U (. . . , Y ′′−k, Y ′′−(k−1)) and U (Y ′′1 , Y ′′2 , . . .) are independent
given [Y ′′0 = M] if U (. . . ,X(k)−k,X(k)−(k−1)) and U (X(k)1 ,X(k)2 , . . .) are independent
given [X0 = a]. U (. . . ,X(k)−k,X(k)−(k−1)) and U (X(k)1 ,X(k)2 , . . .) are independent given
[X0 = a] if a is a renewal state in X.
[Y ′′0 = N ] forces Y ′′1 = O, . . . , Y ′′k−2 = O . Thus the renewal property of N in Y ′′
also follows from the renewal property of a in X. More explicitly, U (. . . , Y ′′−2, Y ′′−1)
and U (Y ′′1 , Y ′′2 , . . .) are independent given [Y ′′0 = N ] if and only if U (. . . , Y ′′−2, Y ′′−1)
and U (Y ′′(k−1), Y ′′k , . . .) are independent given [Y ′′0 = N ]. Since W is a Bernoulli
scheme, U (. . . , Y ′′−2, Y ′′−1) and U (Y ′′(k−1), Y ′′k , . . .) are independent given [Y ′′0 = N ]
if U (. . . ,X(k)−2,X(k)−1) and U (X(k)(k−1),X(k)k , . . .) are independent given [X0 = a].
U (. . . ,X(k)−2,X(k)−1) and U (X(k)(k−1),X(k)k , . . .) are independent given [X0 = a] if a is
a renewal state in X. 
It is clear that N has the same distribution in Y as α in X(k). So all that is left
to check to prove our proposition is that there exists a k-stringing of a Bernoulli
scheme Z with some state that has the same distribution as M in Y , and so that
h(Y ) = h(Z).
Lemma 2.9. There exists a Bernoulli scheme Z such that Y and Z are 0-equiva-
lent.
Proof. We know that P [Y0 = M] = P [X0 = a] · P [W0 = W1 = · · · = Wk−2 =
b0] · P [Wk−1 = b1]. So P [Y0 = M] = P [X0 = a] · qk−10 q1. Since we may choose
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our probability vector q0, . . . , qm freely, and M is a renewal state in Y , we may
choose our Bernoulli scheme Z with alphabet {c0, . . . , cl} such that P [Z0 = c0] = q0
and P [Zk = c1] = P [X0 = a] · q1 and h[Z] = h[Y ]. Now consider the state
C0 = (c0, . . . , c0, c1) in Z(k). P [Z(k)0 = C0] = P [Y0 = M]. Since a has n-Bernoulli
distribution, we may now choose k > n and C0 will have the same distribution
as M . 
Proposition 2.10. Let X and Y be r-processes such that h(X) = h(Y ), and so that
the two processes share a renewal state with the same n-Bernoulli distribution. In
other words, let X and Y be 0-equivalent r-processes. Then X and Y are finitarily
isomorphic.
Proof. The proof follows the proof in [4] with minor modifications. 
3. ONE-WAY FINITARY ISOMORPHISMS
Recall the definition of finitary isomorphism. We emphasize the end of that
definition, “and similarly for φ−1”. What if we drop the finitary condition on the
inverse?
Definition 3.1. An isomorphism, φ is one-way finitary from X to Y if for almost
every x ∈ X there exists integers m  n such that the zero coordinates of φ(x)
and φ(x′) agree for almost all x′ ∈ X with x[m,n] = x ′[m,n].
If there exists a one-way finitary isomorphism from X to Y we will say X is
one-way finitarily isomorphic to Y or use the notation X
fin	−→ Y . Since this definition
is asymmetric, it is important that we recognize the direction which is finitary.
In a 2003 paper, Keane and Steif [6] showed there exists a one-way finitary
isomorphism from a Bernoulli scheme to the T ,T −1 process with drift. Lacking
the definition of a one-way finitary isomorphism, Keane and Steif refer to their
isomorphism as simply a finitary isomorphism. Although they acknowledge that
they are not referring to a finitary isomorphism in the sense of [3–5], their
terminology may be misleading. So, we propose the above definition for one-way
finitary isomorphisms, and we will use the term finitary isomorphism only if the
inverse is finitary as well.
4. ONE-WAY FINITARY DOES NOT IMPLY FINITARY
We now present an example of two processes X and Y , such that Y
fin	−→ X, but
where Y is not finitarily isomorphic to X.
Let Y be a countable state Markov chain with state space {1,2,3, . . .} where
P [X1 = i + 1|X0 = i] = pi , and P [X1 = 1|X0 = i] = 1 − pi . Let T be the left
shift on our process and μ the stationary probability measure. Now for i a positive
integer, define
ai(1) = p[Xi = 1,Xj = 1 for j such that 0 < j < i|X0 = i].
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In other words, ai(1) is the probability of seeing a 1 for the first time i iterations
after last seeing a 1. If we fix 0 < pi < 1 for all i ∈ Z+, then ai(1) > 0 for all i. We
need to fix the ai(1)’s, and therefore the pi ’s, such that
∑∞
i=1 iai(1) < ∞ and (ai(1))
does not decay exponentially. For our Markov chain, ai(1) decays exponentially if
for some d  0 and 0  c  1, there exists a positive integer n so that ai(1)  dci
for all i > n.
So we choose ai(1) = 1(i+1)3 . From there we can determine the probabilities (pi).
For instance, we find that p1 = 7/8 and p2 = 181/189.
Furthermore,
∞∑
i=1
iai(1) =
∞∑
i=1
i
1
(i + 1)3 <
∞∑
i=1
i
1
(i)3
=
∞∑
i=1
1
(i)2
< ∞.
Since the above Markov process does not have exponentially decaying return
times, we know that there does not exist a one-way finitary isomorphism from a
Bernoulli scheme X to this process Y [11]. Even stronger, Y cannot be realized as
a finitary factor of a Bernoulli scheme.
However, we do know that there exists a Bernoulli scheme Z to which Y is
measure-theoretically isomorphic. Let φ be the isomorphism from Z to Y . Now
consider the process Y ′ where for y′ ∈ Y ′, y′ = (z′, φ(z′)). Note that this is not the
same as the product of the processes Z and Y . Now we claim that the one-way
finitary isomorphism from Y ′ to the Bernoulli scheme Z is just the one block
code f such that f (z,φ(z)) = z. The inverse of this map is then just the map φ′
where φ′(z) = (z,φ(z)). The fact that Y cannot be realized as a finitary factor of
an independent process precludes the possibility that a finitary isomorphism exists
between Z and Y ′.
There are interesting questions pertaining to the direction of the one-way finitary
isomorphism. Note that the above example is a one-way finitary isomorphism from
a process X to a Bernoulli scheme Y . Can we find a Bernoulli scheme W and a
process V , which are not finitarily isomorphic, but for which there does exist a
one-way finitary isomorphism from W to V ? The finitary factor conjecture implies
that such a counterexample does not exist.
5. LOCALLY FINITE PROCESSES
Before we can continue, we need to extend the Keane and Smorodinsky methods
for proving finitary isomorphisms to locally finite processes.
One quality we might want in a countable state process, or more specifically a
countable state Markov chain, is that if we fall asleep for any finite number of steps,
there are only finitely many possibilities for what could have occurred while we
slept. We formally define this quality as follows.
Definition 5.1. We say that a renewal process, X, is locally finite if for any not
necessarily unique renewal states a and b, and positive integer n, given X0 = a and
Xn = b, the number of sequences allowed in X between a and b is finite.
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Clearly all finite processes are locally finite. Let us construct a finitary isomor-
phism from a 2-state Bernoulli scheme to a process which is a countable state
Markov process, an r-process, and locally finite.
Let BS(p) be a Bernoulli scheme with probability vector p = (1/2,1/2) and
state space {0,1}Z. Define φ :X → Y so that φ(0) = 0 and if for a positive integer k,
x0 = 0, x1 = 1, x2 = 1, . . . , xk = 1, (φ(x[0, k]))k = k. So for example,
. . .00111101000111011110 . . .
is mapped under φ to
. . .00123401000123012340 . . .
Every state k in Y is renewal with k-Bernoulli distribution. Clearly, Y has
countably many states. However, given that two states l and m occur n steps apart
in Y , there are 2n allowable sequences in Y that can “fill” that gap.
The above example shows that it is easy to find a locally finite process which
is finitarily isomorphic to a Bernoulli scheme. It was examples such as this that
led us to the following result, the proof of which follows that in [4] with minor
modifications.
Theorem 5.2. Any two d-equivalent locally finite renewal processes with exponen-
tially decaying return times are finitarily isomorphic.
Proof. To get the proof of Theorem 5.2, we need to modify the proof in [4] in the
filler section. We include here only that modification. We refer the reader to [4] for
the necessary definitions.
Let l be the length of a rank 1 skeleton s. We define for each such l a filler
alphabet Al . Al is all blocks of length l which are allowable in X between two
occurrences of our marker 0 at a distance l apart. The filler alphabet of a general
skeleton is then a union of such Al’s.
A =
⋃
i∈N
Ai.
The filler measure μs on l(s) blocks is then the projection of the conditional
measure μ(·|S) where S is the event that skeletons occur at [0, l(s) − 1] in X. If s
is a skeleton of rank > 1, since our markers are renewal states, μs is the product of
the filler measures of the corresponding rank 1 subskeletons of s.
We then set (this is where we use the locally finiteness of our processes)
θ1,l = min
{
μs(α)|α ∈
⋃
il
Ai
}
and
θ2,l = max
{
μs(α)|α ∈
⋃
il
Ai
}
.
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We leave it to the reader to check that if we replace η and θ from [4] with θ1,l
and θ2,l , the rest of the proof follows from [4]. 
We then have the following corollary.
Corollary 5.3. 0-equivalent locally finite mixing Markov chains with exponentially
decaying return times are finitarily isomorphic.
6. FINITARY AND ONE-WAY FINITARY ISOMORPHISMS OF RANDOM WALKS
In order to get a feel for the relationship between finitary and one-way finitary
isomorphisms, we will prove a few classification results for different random walks.
These random walks provide simple examples of processes where the one-way
finitary and finitary isomorphisms are not only proven to exist, but sometimes are
easily constructed. We will also come across intuitive examples of r-processes.
Note that a random walk with drift is transient, and therefore we cannot find a
shift invariant Borel probability measure on such a dynamical system. Without a
shift invariant probability measure, we cannot define a process. Therefore, we will
always have a ground zero for our random walkers to recur to, and it is interesting
to note where we have to add an assumption on probabilities so that the walker does
return infinitely often.
Definition 6.1. We say that a Markov chain X on the nonnegative integers is a
resourceful random walk if p[xi = xi−1 + 1] = q and p[xi = max{0, xi−1 − 1}] =
(1 − q) for some 0 < q < 1.
Like a mountain climber who might tether to progressively higher trees as they
climb, the resourceful random walker makes sure never to drop more than one
integer. This is in contrast to the following reckless random walker.
Definition 6.2. We say that a Markov chain X on the nonnegative integers is a
reckless random walk if p[xi = xi−1 + 1] = q and p[xi = 0] = (1 − q) for some
0 < q < 1.
The reckless random walker will progress with probability q , but will misstep
and tumble back to 0 with probability 1 − q .
Definition 6.3. We say that a Markov chain X on {0,1, . . . ,M} is a reluctant
reckless random walk if p[xi = min{xi−1 + 1,M}] = q and p[xi = 0] = (1 − q)
for some 0 < q < 1 and some positive integer M .
Definition 6.4. We say that a Markov chain X on {0,1, . . . ,M −1,M} is a reluctant
resourceful random walk if p[xi = min{xi−1 + 1,M}] = q and p[xi = max{xi−1 −
1,0}] = (1 − q) for some 0 < q < 1, and integer M .
We now move on to classification results for our random walks.
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Proposition 6.5. For any resourceful random walk, Y , with q  12 , there exists a
Bernoulli scheme, X, such that Y
fin	−→ X.
Proof. Not only can we show that a one-way finitary isomorphism from the
resourceful random walk to a Bernoulli scheme exists, but we can actually con-
struct it. Let X be our resourceful random walk. We define φ :X → Y so that
(φ(xi, xi−1))i = max{0, xi − xi−1}. Then Y is a Bernoulli scheme with states {0,1}
and associated probability vector (1−q, q). It is clear that these two processes have
entropy q logq + (1−q) log(1−q). Since we required q  12 , this walk is recurrent,
and therefore, a measure-theoretic inverse exists. The inverse is not finitary, for we
need “infinite pasts”, to determine our height in the random walk. 
In fact, in the above proof, we have defined a measure-theoretic isomorphism
which is in one direction continuous (finite), but in the inverse not finitary.
Proposition 6.6. Entropy is a complete finitary isomorphism invariant for reluctant
resourceful random walks.
Proof. The reluctant resourceful random walk is a finite state irreducible, mixing,
and aperiodic Markov chain. Thus, by the work of Keane and Smorodinsky [5],
entropy is a complete finitary isomorphism invariant for reluctant resourceful
random walks. 
Note that in this case, we need not require q  12 . In fact, we can take q as close
to 1 as we would like, and the process still recurs. The same is true for our next two
results.
Proposition 6.7. Entropy is a complete finitary isomorphism invariant for reckless
random walks.
Proof. Reckless random walks are Markov and so every state is a renewal state.
Furthermore, p[xk = 0|x0 = 0] = q0 = p[xk = 0] for all positive integers k. Thus,
the state 0 in the reckless random walk is a renewal state with n-Bernoulli
distribution. Given xm = 0 and xn = 0 for any integers m < n, the number of
allowable sequences in X that can fill the cylinder [xm+1,Xn+1] is 2n−m−1. Since
there trivially exists a path from any state in the reckless random walk to any other,
the reckless random walk is an irreducible locally finite r-process. Since there exists
a Bernoulli scheme with a state that has the same distribution as a state in our
reckless random walk, Theorem 5.2 implies reckless random walks are finitarily
Bernoulli. 
Proposition 6.8. Entropy is a complete finitary isomorphism invariant for reluctant
reckless random walks.
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Proof. Reluctant reckless random walks are Markov and so every state is a
renewal state. Furthermore, p[xk = 0|x0 = 0] = q0 = p[xk = 0] for all positive
integers k. Thus, the state 0 in the reluctant reckless random walk is a renewal
state with n-Bernoulli distribution. Therefore, the reluctant reckless random walk
is a finite state irreducible r-process. By Theorem 2.1 entropy is a complete finitary
isomorphism invariant for reluctant reckless random walks. 
Remark 6.9. The resourceful random walk defined in this section is very similar to
the M/M/1 queue defined in [2]. We credit [2] for the inspiration for our definition
of the resourceful random walk.
7. ONE-WAY FINITARY FACTOR CONJECTURE
Conjecture 1.4 appeared in the literature as early as 1981 [10], and was more
recently revisited in 1992 [13]. However, a resolution still eludes us. In Section 4,
we showed that one-way finitary isomorphism is weaker than finitary isomorphism.
So, there is a natural weakening of the above conjecture.
Conjecture 7.1. Let Y be a finitary factor of a Bernoulli scheme. Then there exists
another Bernoulli scheme X, such that X
fin	−→ Y .
We hope that a resolution one way or another of this new weaker conjecture will
provide the necessary insight to finally settle the stronger Conjecture 1.4.
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