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１．  研究概要  
 
大規模な分散システムを安定して動作させるためにはシステムが置かれた状況を理解することを可能とする必要があ
る. 本研究では, そのためのインフラストラクチャとして様々な実時間に生成された情報を収集, 分析することを可能
とするためのモニタリングアーキテクチャに関する研究をおこなう.  
 
２．  モニタリングアーキテクチャ  
 
本年度は２つのモニタリングシステムに関する研究をおこなった．１つ目のシステムは mBrace である．mBrace は Web
サービスの性能解析ツールであり，トランザクション毎の詳細な性能評価を可能とする．図１に示すように，各トランザ
クションの性能結果を可視化することが可能であり，それにより管理者はどのトランザクションが問題であるかを容易に
評価することが可能である．mBrace は Web アプリケーションを変更せずに，ミドルウエアの変更のみで，詳細な性能評
価を可能とする．本年度は，mBrace の有効性を大規模なベンチマークを利用することにより示した．ベンチマークは簡

















本システムは, 稼働時にシステム内で発生する様々な異常を検出するためのシステムとして DEOS に貢献する．例えば，














































なアクセスと攻撃が含まれたアクセスをおこない，正常に攻撃が検出されることを示した（図３, 図４）．  
比較対象としては，SQL インジェクションとバッファオーバーランの検出について，本手法 (HMM) による方式, 閾値, 




























 また，グループのメンバーを中心に，First International Workshop on Software Technologies for 
Future Dependable Distributed Systems (STFSSD 2009) の開催をおこない，情報爆発セッションを設置す
ることにより現状の研究成果の宣伝をおこなった．ワークショップには内外から１００名程度の参加者が
集まり，海外からの参加者が６０％程度であった．ワークショップでは，個別技術の他に，グループの研











 マルウェアによる脅威は、 高度に複雑化され、脅威となるマルウェアやその配布元サイト、 攻撃者の存
在が隠蔽されている。このようなマルウェアの感染は、 Webアプリケーションとクライアントアプリケーシ
ョンの脆弱性が合わせて悪用されていることが多い。 






ータセット CCC DATASet 2009）に対して時系列分析を行った。 時系列に対し、 挙動を可視化することによ
り、 ボットネットの実態や挙動を観測し、 時間と攻撃元・攻撃先 IP アドレスの関連性を評価できる。 得
られた結果を評価することで、 ボットの実態、 動向の観測を行った。 




た。また、 UDP のパケットに注目し、 解析した結果、ボット端末の周りに攻撃したり、 特定の IP を継続
的に攻撃していることが分かった。 






























































































のような分散フレームワークの開発が盛んであるが、MapReduce 型フレームワークは I/O ボトルネックが大
きいことや、ストリーム処理型のアプリケーションが作成しにくいといった問題点が指摘されている。本グ
ループでは、Key-Value ストレージを利用することで I/O ボトルネックを軽減した MapReduce 型分散フレー
  
ムワーク Gridool、ストリーム処理型のアプリケーションに適した分散フレームワーク QueueLinker の開発
を進めている。また、将来のメニーコア CPU 環境で深刻になると予想される排他制御によるボトルネックを
軽減するため、ロックフリーなキャッシュアルゴリズム Nb-GCLOCK を実現した。 
 
分散フレームワークの開発 
分散フレームワークとして Google MapReduce のオープンソース実装である Apache Hadoop が代表的であ
るが、Hadoop が普及すると共に、既存の MapReduce 型フレームワークの問題点が指摘されるようになって
きた。そのひとつに Map と Reduce ごとにデータがストレージに書きこまれるため、I/O ボトルネックが大





ならびにストリーム型処理に適したフレームワークである QueueLinker の開発を進めた。MapReduce 型のフ
レームワークでは Reduce を実行する前に同一の Key ごとに Value をまとめ上げる Shuffle フェーズを実行
する必要がある。Shuffle フェーズではソートのためにディスクに対する I/O を行うためストレージボトル
























アルゴリズムでは CPU の atomic 命令を利用することで、スレッドの進行を止めることなく排他的にデータ
の更新を実現できる。既存のキャッシュアルゴリズムでは 16 プロセッサ以上の場合にスケーラビリティを
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