An emerging literature examines how agents update their beliefs about climate change. Most studies have relied on indirect belief measures or opinion polls. We analyze a direct measure: prices of financial products whose payouts are tied to future weather outcomes. We compare these market expectations to climate model output for the years 2002 to 2018 as well as observed weather station data across eight cities in the US. All datasets show statistically significant and comparable warming trends. Nonparametric estimates suggest that trends in weather markets follow climate model predictions and are not based on shorter-term variation in observed weather station data. When money is at stake, agents are accurately anticipating warming trends in line with the scientific consensus of climate models.
Scientists overwhelmingly agree that the climate is changing because of human activity. The American Association for the Advancement of Science (December 9, 2006) reported that "the scientific evidence is clear: global climate change caused by human activities is occurring now." On the other hand, Oreskes & Conway (2010) argue that a handful of scientists with strong ties to particular industries are "keeping the controversy alive" by spreading doubt. Certain politicians in the US have questioned the evidence on climate change, with some famously calling it an "elaborate hoax." As a result, personal beliefs about climate change have been shown to vary across geography, political affiliation, educational status, and economic sector (Leiserowitz et al. 2016) . Given the divergent beliefs about climate change, the debate surrounding the accuracy of climate change predictions and whether agents incorporate these predictions when deciding on their actions persists.
Economists have estimated the benefits and costs from a changing climate (Auffhammer 2018). Many of the recent micro-level estimates relate outcomes of interest to random exogenous year-to-year weather fluctuations to obtain unbiased damage estimates (Dell, Jones & Olken 2014) . While random and exogenous year-to-year variation is preferable from a statistical perspective, adaptation to a permanent change in climate might mitigate some of the weather sensitivity that is observed in response to unknown random weather shocks. Agents should undertake adaptation investments in response to anticipated permanent shifts in the climate that are either unprofitable or even infeasible for a one-time unknown weather shock. However, before agents can adapt, they first need to realize that the climate is changing. Again, there is uncertainty regarding how well climate models predict the future and whether agents base their decisions on model forecasts.
We address these questions by examining how market participants update their beliefs about future weather. The Chicago Mercantile Exchange (CME) offers futures contracts for eight cities on two main weather products: cooling degree days, which measure how much cooling is necessary during hot temperatures in summer, and heating degree days, which measure how much heating is required during cold temperatures in winter. The payoffs from these contracts depend on the observed temperatures over the course of a month. The contracts are traded before the month in which the weather is realized, and thus provide a direct measure of the market's view on future climate. First, we show that the futures market capitalizes weather shocks, i.e., deviations from historical averages, in the two weeks before an unexpected weather deviation occurs. This is consistent with an earlier finding that for longer horizons of 8-10 days, "the nature of temperature dynamics simply makes any point forecast of temperature unlikely to beat the climatological forecast at long horizons, because all point forecasts revert fairly quickly to the climatological forecast" (Campbell & Diebold 2005) . Therefore, futures prices more than 10 days before the start of a month therefore reflect expectations about a month's weather before a particular year's outcomes are known. Second, we find that market expectations as measured by futures prices when weather outcomes are unknown have been trending at the same rate as temperature forecasts in the CMIP5 archive, the latest repository where various climate modeling groups made predictions for 2006 onward, as well as observed temperatures from weather station data. All find significant warming, i.e., an increase in cooling degree days in summer and a decrease in heating degree days in winter. Predictions of climate models have materialized, at least on average, validating model forecasts, and financial speculators with money on the line have fully internalized these forecasts. Third, while climate models correctly predicted average trends in degree days, the spatial heterogeneity among the eight cities does not match the observed distribution. This is likely due to the limited duration of our time series and the influence of outliers that would otherwise average out over space. It has also been argued that predicting average warming is easier as it relies on a simple balance of energy (radiative forcing), while predicting spatial heterogeneity requires predicting shifts of the atmospheric system like the jet stream (Hsiang & Kopp 2018) . There is an active discussion whether a shift in the jet stream will reduce February temperatures as it allows for cold air from the arctic to influence weather on the East Coast. The futures market seems to agree with this theory, as there has been a significant increase in expected heating degree days in February. Fourth, market expectations have been trending up smoothly in line with climate model predictions and do not seem to respond to year-to-year fluctuation in weather outcomes. In other words, market participants do not myopically update based on weather outcomes in the previous year, but proactively anticipate a warming climate.
Finally, we employ LASSO regressions to examine how oceanic oscillation indices affect temperatures across the eight cities in our sample. Removing these large-scale effects reduces the year-to-year variability, but does not change the observed trend. The observed warming trend is hence not driven by the major oceanic drivers of the natural variability, but rather caused by increased greenhouse gas emissions.
Background and Model
Recent research has shown how weather fluctuations affect the corporate sector. The profitability of the food industry responds to fluctuations in the Palmer drought index with direct implications for the sector's valuation (Hong, Li & Xu 2019) . More broadly, corporate earnings of several sectors of the US economy are sensitive to temperature fluctuations (Addoum, Ng & Ortiz-Bobea 2019) . Weather markets offer companies a hedge against such fluctuations as well as a direct measure of the market expectation of future climate.
A second strand of literature has emphasized how climate change policy that is designed to limit emissions affects the profitability of various companies. Meng (2017) shows how the stock market incorporates changes in the likelihood of US carbon regulation as measured by betting markets. Furthermore, limiting emissions may render a company's marginal reserves, i.e., the most costly ones, worthless as they can no longer be extracted (McGlade & Ekins 2015) . Thus future climate expectations are key to the sector's profitability.
A third strand of the literature focuses on how agents adjust their behavior in response to environmental forecasts (Rosenzweig & Udry 2014 , Neidell 2009 ). Shrader (2017) finds that fishermen update their beliefs using El Niño medium-range weather forecasts in order to make optimal fishing decisions. Before El Niño forecasts were available, the cost of weather shocks was much higher because fisheries could not adapt. On the other hand, Burke & Emerick (2016) find that yield changes in response to observable long-term temperature trends are not significantly different from yield changes in response to random weather shocks. What is common to most of the previous studies is that researchers infer indirectly how agents update their beliefs on climate. Some authors have modeled how market participants learn about and adapt to changing weather conditions. For example, Kala (2017) examines how Indian farmers dependent on monsoon precipitation update their beliefs. Twitter reactions show that people become habituated to extreme weather events as they become more frequent over time (Moore, Obradovich & Lehner 2018) . On the other hand, public opinion surveys ask respondents to self-report their beliefs. We know there is significant variation in public opinion about climate change across the U.S., which varies by location and demographic characteristics (Howe et al. 2015) . Public opinion on climate change also seems to be driven by recent weather events, especially extremes. Observed periods of cooling can translate into climate skepticism (Kaufmann et al. 2017) . It is also possible that agents hold differing private and public beliefs about climate change, especially if certain views on climate change are perceived as more expedient. We add to this literature by using a different approach to directly measure beliefs about climate change in financial markets. It is possible to observe the market expectations about climate by looking at the price of futures contracts that are linked to weather outcomes. The predominant contracts are based on heating and cooling degree days which are indexed to 65
• F, the temperature considered the most comfortable for humans on average. It is also a common standard for utility companies because heating and cooling systems tend to be turned on that level, respectively. Cooling degree days (CDD) measure by how much and for how long temperatures exceed 65
• F and thus require cooling, hence the name cooling degree days. The exact formula to derive CDD (CDD ik ) for day k in location i with average temperatures equal to τ ik is
These daily measures are then summed over all k = 1...K days of a week w, month m, or season of the year y to derive the total number of cooling degree days per time interval t
Likewise, heating degree days (HDD) measure by how much and for how long temperature fall below 65
• F and thus require heating. The exact formula to derive HDD (HDD ik ) for day k in location i with the daily average temperature equal to τ ik is
The daily measures are again summed over all K days of a week w, month m, or season of the year y to derive the total number of heating degree days per time interval t
In the first step, we estimate the timing of when the market updates its beliefs, i.e., capitalizes information into prices, by running a weekly regression of changes in futures prices on the weather of that week and the weeks that follow. Weekly aggregation addresses the discontinuous pricing given weekends, market closures, etc. We approximate the baseline expectations of the seasonality in degree days by regressing the daily observed degree days on a flexible restricted cubic spline 1 using data from 1950-2018. This gives us the average weekly w degree days for each location i: DD iw . We then obtain weather shocks by subtracting this average baseline from the observed weather outcome DD it . We regress weekly price changes
] on these weather shocks. Since markets are forward looking and should only respond to news, we include up to L = 3 leads, and vary the set of fixed effects α ikw as described in the regression table.
In our baseline specification we set leads beyond the end of a month equal to zero. A weather derivative on the number of cooling degree days in June should not respond to weather outcomes in July. For example, price changes in the last week of June should only respond to what happened in that week, while leads on future weeks fall outside the month. In a sensitivity check we limit the analysis to weeks that are at least L = 2 weeks from a month's end and find similar results.
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Confirming earlier findings that weather predictions beyond a narrow 10-14 day window are not better than climatic normals, we argue that futures prices at least 10 days before the start of a month represent ex-ante expectations. We estimate the annual time trends in degree days from three different data sources: the market expectation as measured by the price of weather contracts prior to when the random weather is known, predictions from the CMIP5 archive of climate models, and the observed weather station data on which the contracts are based. We aggregate the data by summer and winter season of each year y and regress various contracts that are based on eight city-level weather stations on a simple common time trend
In sensitivity checks we allow the time trend to vary by city and by each month within the seasons. We next relax the linearity assumption and present lowess regression for the average residual after removing location fixed effects, i.e., the mean for each location. Mathematically, we derive the residuals DD it − DD it for each year and location, then obtain the annual average residual r iy
before we run lowess regression on the annual observations for y = 2002 . . . 2018. While we find consistent evidence in warming trends across various data sources, one concern may be that oceanic oscillations, which have been shown to be strong predictors of temperatures (Zebiak & Cane 1987) , might have driven the trend in observed warming. To rule this out we link the monthly observed station level data DD im in the 17 years [2002] [2003] [2004] [2005] [2006] [2007] [2008] to the six oceanic indices for the same months as well as a linear time trend.
Given the small degrees of freedom, we rely on machine learning to pick the optimal model, specifically LASSO regression using the Extended Bayesian Information Criteria (EBIC). We then partial out the effect of the observed oceanic oscillation indices, i.e., the γ ikm chosen under the LASSO regression. Contracts are priced based on cumulative monthly heating degree days (HDD) in winter months and cooling degree days (CDD) in summer months. Degree days are a measure of how much a day's average temperature, calculated as the mean of the day's high and low temperature, deviates from a baseline. The CME temperature product uses the same baseline of 65
• F (18 • C). Thus, heating degrees for a given day are the number of degrees that the average temperature of that day is below 65
• F, and cooling degrees are the number of degrees that the average temperature is above 65
• F. The accumulation period of each contract begins on the first calendar day of the contract month and ends on the last calendar day of the contract month. Trading volume of contracts generally increases in the last two months before the start of a month, and is more infrequent before then. The final settlement price is based on the respective weather station HDD or CDD Index for the month as reported by MDA Federal Information Systems, Inc. Each degree day in a contract is $20. For example, if a customer buys one July CDD contract for 300 cooling degree days, the cost would be $6,000. If the realized cumulative CDD for the month of July settled at 330 cooling degree days, the clearance value would be $6,600, and the trader would reap a profit of $600 ($20 times the increase of 30 degree days).
The main participants in the weather market are firms seeking to offset risk. For example, an energy company may sell an HDD contract to mitigate the risk of lower demand for heating oil due to a mild winter. Likewise, a citrus company may purchase a HDD contract to mitigate the risk of a winter freeze. The other market participants are speculators who take contract positions based on their expectations of future weather (i.e., private beliefs on climate).
Daily futures prices (end of day) were obtained from Bloomberg terminals. In the absence of market activity, prices are simply carried forward. For example, if there is a recorded trade on June 17 at a price of 300 cooling degree days for the July contract, followed by no trade on June 18, the Bloomberg data will show a price of 300 again. Unfortunately, the volume data only includes contracts traded via the exchange and not privately over the counter, and it is missing for most days. More generally, volumes in this market decreased in recent years due to the entry of reinsurance firms offering bespoke weather-based hedging services to market participants.
One concern that we will return to in our empirical analysis is the liquidity of the market. CME has a process in place to update prices on days in which no transacted volume occurs.
Prices are updated based on the mid-point of outstanding but non-converging bids and offers that are registered on the exchange. In the absence of live bids and offers, price changes can be derived from option prices linked to the relevant month's contract and/or the seasonal strip contract (the aggregated contract for the entire winter or summer months). We can infer that there was market activity, i.e., either a market clearing trade or a new bid/offer, when prices change over time. Such price changes are a sufficient but not necessary condition for market activity, as trades might happen at the previous day's price. Price fluctuations tend to increase the closer one gets to the contract live month. In our baseline we exclude city-year observations if city-month contract prices did not vary over the roughly 45-day period ranging from 14 days prior to the start of the contract month and the end of the contract month for any of the months of the season. We find similar results when they are included.
Some data cleaning was necessary because of "sticky fingers," e.g., sudden price jumps by a factor of 10. For example, a price series was 91, 91, 910. We contacted Bloomberg about whether these were data entry errors, but they assured us that the data had been cleaned. The last trade might reflect an erroneous entry by a trader. 
Weather Station Data
Daily temperature data come from airport station monitors that are linked to each city's futures contract. We obtained the station ID of the weather station underlying the contract, and downloaded the data on minimum and maximum temperature from the National Oceanic and Atmospheric Administration's FTP server. A very small number of days have missing values, in which case we replace the missing value with the previous' day value. We then computed the daily mean by averaging the minimum and maximum temperature before calculating the degree days for the 65
• F bound as given in equations 1 and 3 above.
Oceanic Oscillation Indices
Oceans exert strong influences on weather. One of the strongest and most famous is the El Niño -Southern Oscillation, warming in the eastern Pacific Ocean that has been linked to periodic climate shifts across the globe (Zebiak & Cane 1987) . To rule out that recent trends in observed weather are driven by trends in oceanic oscillations, we estimate monthly models linking temperature data in a city to six monthly oceanic oscillation indices: ENSO (El Niño -Southern Oscillation), NAO (North Atlantic Oscillation), PNA (Pacific/ North American Teleconnection Pattern), AO (Arctic Oscillation), and AAO (Antarctic Oscillation). These oscillations were downloaded from a FTP server of NOAA. 
Climate Model Data
The Coupled Model Comparison Project (CMIP) asks various modeling groups to simulate changing temperatures under comparable assumptions. We rely on the 5th round, i.e., the CMIP5 archive where these groups predicted trends in climate from 2006 onwards. These runs were done only using observed climate data prior to 2006 in the calibration. We obtain daily values from NASA NEX-GDDP, a dataset of 21 models that were spatially downscaled to a common grid of 0.5
• latitude and longitude. We pick the grid cell in which the weather station is located. NASA NEX-GDDP is bias corrected. There is a well-documented literature describing how climate models can get the baseline averages wrong for various grids because the models are primarily designed to simulate how shocks, i.e., deviations from the average, promulgate through the system. NASA NEX-GDDP therefore adjusts for possible biases by ensuring the baseline average match those observed for the grid cell. Regardless, subtracting the same constant every year will not affect predicted changes in temperature, the relevant factor in this and other trend analyses. NASA NEX-GDDP has data for two scenarios: Representative Concentration Pathway (RCP) 4.5, assuming an additional energy flux of 4.5 watts per meter square. This is a moderate warming scenario in which greenhouse gas emissions are reduced and radiative forcing stabilizes such that the global mean temperature increases by 1.8
There is large spatial heterogeneity, and warming in the US is usually projected to be higher than the global average by a factor or two, i.e., 6.4
• F. RCP 8.5, on the other hand, simulates major warming where emissions continue to rise such that there will be additional radiative forcing of 8.5 Watts per square meter. This results in a global mean temperature increase of 3.7
• C by 2100. However, in the short term (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) (2016) (2017) (2018) ) that includes our study period, both models give very similar projections. They are only predicted to diverge towards the end of the century as carbon emissions accumulate over time. as well variance around the means in both datasets. Recall that the climate models predict average temperature over the entire grid, and hence it might differ from the observed temperature at any given point (weather station) if there is spatial heterogeneity. For example, a city close to a mountain might have a lower temperature than the temperature of the surrounding area when averaged over the entire grid. Figure 3 shows the analogous plot for heating degree days. Both plots show strong seasonality: more cooling degree days in the summer, and more heating degree days in the winter. As expected, more northerly cities (Chicago, Minneapolis, New York) have relatively more HDD and less CDD, while more southerly cities (Atlanta, Dallas, Las Vegas) have less HDD and more CDD. Across the eight cities, there are very few occurrences of HDD in the summer months and CDD in winter months, which is why HDD futures contracts are not traded in summer and CDD contracts are not traded in winter.
While Figures 2 and 3 compare the historic baseline period in the climate models, Figure 4 compares station level data on cumulative degree days for a given city-month with the settled prices of the city-month's futures contract (averaged over the seven days after the month's close). These data have been cleaned using the process described earlier. As expected, there is close alignment between futures prices and observed weather station data at the month's end, at which point all uncertainty has been resolved, i.e., the weather has been realized. The correlation of the two series is above 0.999. The scatter plot reveals a small number of deviations from the 45-degree line, which may be explained if the futures did not trade at the end of the month and hence the price may not reflect the final tally of observed degree days.
3 Empirical Results
Market Capitalization of Weather Shocks
We start by analyzing the timing of when weather shocks are capitalized into futures prices, which is akin to the market updating a particular year's weather shock. Forecasting and prediction skill of weather (short-term) and climate (medium to long-term) are closely connected (Auffhammer et al. 2013 ). Climate models build on a foundation of short-term weather dynamics, and the same underlying physical laws apply to the predictions of both weather and climate models. If market participants are accurately updating their longer-term beliefs based on climate warming trends, it would be expected that they also accurately update their short-term beliefs based on weather forecasts.
Weather forecasts are widespread and freely available sources of information, and under efficient markets, we would expect that prices of weather futures to adjust based on these forward expectations. Forecast skill is a function of forecast range. There has been a sustained improvement in weather forecasting across all prediction ranges over the past decades. Forecasting skill seems to have plateaued in the early 2000s when the weather futures market was launched. At present, 5-day forecasts are very accurate with 90% skill, 7-day forecasts are good with 75% skill, and 10-day forecasts are poor with less than 50% skill (Bauer, Thorpe & Brunet 2015) . Given this, we would expect an inverted U-shape in terms of the impact of weather shocks on current prices since long-term forecasts beyond 10 days have quickly diminishing value and since very short-term forecasts should have already been incorporated into prices given their certainty. As such, anticipated changes in weather around one week out should have the largest impact on current prices in an efficient weather market.
To test this, we regress changes in weekly futures prices (Friday to Friday) on actual weekly deviations in degree days from historical averages over the contemporaneous week (Saturday to Friday), as well as the three leading weeks as given in equation 5. For CDD, we include the four summer contract months (June to September), the months that showed the highest average number of cooling degree days in Figure 2 . The results are shown in Panel A of Table 1 . We find that the majority of price updating is driven by weather shocks that occur one week out, when 41-47% of a weather shock (deviation from seasonal average) is priced into futures. The concurrent week follows with an estimate of 17-22%, while shocks two weeks ahead only get reflected 6-8% in the futures price. Leads three weeks into the future have no significant coefficients. The sum of the coefficients for these three weeks l = 0 . . . 2 implies that 78% of a weather shock gets capitalized into futures prices during those three weeks, as shown in the most flexible model in column (7). Results are insensitive to the fixed effects included in the regression, which range from no fixed effects in column
(1) to city by year by contract month fixed effects as well as week till settlement fixed effects, e.g., a fixed effect for the June 2017 contract in Atlanta as well as fixed effects for the week's position relative to the contract's maturity in column (7). Table 1 presents the regression results for heating degree days during the winter season from November to March. The coefficient for the period one week into the future again has the largest magnitude, being reflected 35% in the current week's price change. HDD contract prices are also driven by weather shocks two weeks into the future, which are capitalized 23-25%. Together they account for 60% of price changes, as shown in column (7). Neither the contemporaneous week nor the one three weeks out are significant. The insignificant coefficient on the contemporaneous week suggests that short-term weather forecasting skill is better in winter months than summer months in the US.
Panel B of
Earlier we discussed how weather futures are sometimes not traded and hence might not reflect the latest information and the market expectations. Our baseline regression excluded week-on-week price changes if te prices remained constant throughout the entire week. Table A1 includes all the available data, even when no price change occurred during any of the trading days in a week (not just Friday to Friday). This increases the total number of observations by roughly 10%. The resulting coefficients are slightly smaller in magnitude, but not significantly different. The inclusion of these observations may induce attenuation bias as the prices do not reflect true market expectations (the market price has not adjusted). Excluding these observations has its own drawbacks, as the occurrence of a trade is endogenous and might signal extreme weather events that might be easier (or harder) to predict and hence have different forecast skill. However, the results are consistent either way.
In another sensitivity check in Table A2 we exclude weeks where the leads fall beyond the end of the contract month. In the baseline model, these weather shocks were set to zero as they fall outside the time range for which the weather contract is based. We skip the third lead as it was not significant, which allows for an extra week of data. The results are again consistent.
Linear Trends in Expectations
We now turn to our main analysis of market expectations and climate change. With weather futures contracts, we must be careful to separate price changes driven by short-term weather forecasts and those that reflect longer-term market beliefs on climate change. Some shocks are partially forecastable over the course of months based on oceanic-atmospheric phenomena like El Niño -Southern Oscillation (ENSO) or the North Atlantic Oscillation (NAO). Ideally we would like to use futures prices well before the contract's delivery month to ensure that we are capturing market expectations of climate and not short-term weather forecasts. However, precisely because weather is hard to forecast far in advance, trading does not pick up until one is getting closer to the delivery month. Early dated prices may not be representative of the market's true expectation given the illiquidity.
Balancing these two tradeoffs, our baseline model uses average futures prices between 30 to 10 days prior to the start of each contract month, e.g., the average price between June 1 and June 20 for a July CDD contract, which ensures that prices reflect future expectations and not contemporaneous weather as confirmed in the previous section. For the CDD contracts, this average price for each contract-month is again summed over the summer months from June to September, and for the HDD contracts, it is again summed over the winter months from November to March. To capture overall trends, Table 2 regresses the total degree days for each city and season, e.g., annual summer cooling degree days from June to September, on an annual time trend as shown in equation 6.
Column (1a)- (1d) all use the same set of observations where futures data are non-missing.
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Column (1a) uses the baseline average of futures prices traded 30 to 10 days prior to the start of the contract month. Panel A shows cooling degree days in summer and Panel B
shows heating degree days in winter. Both show statistically significant warming in the US with anticipated cooling degree days increasing by about 10 per year during the summer and anticipated heating degree days declining by about 8 per year during the winter. Column (1b) uses weather station data. The observed trends are larger in magnitude with an increase of 12 cooling degree days per year during the summer and a decrease of 17 heating degree days during the winter. The standard errors are much larger given the greater year-toyear swings due to random weather fluctuations, e.g., cold spells during the so-called Polar Vortex. Given these larger standard errors, they are not significantly different from the trends anticipated by the futures market as shown in (1a). The smaller standard errors in the futures data relative to the station level data suggest that we are correctly measuring market expectations over the longer term and not annual weather realizations, which are much noisier. Finally, columns (1c)- (1d) give the predicted trends that climate models had forecast for the same time period in the CMIP5 archive under the RCP4.5 and RCP8.5 model, respectively. Recall that these forecasts were made using climate data from 2005 and before, i.e., the modeling groups had no chance to match their forecast to observed trends. These annual warming trends closely mirror the trend in the futures data, i.e., the markets seem to have fully internalized the projections of climate scientists.
While columns (1a)-(1d) purposefully keeps the set of city-year observations constant, columns (2a)-(2d) replicate the analysis with different subsets of the data. Column (2a) excludes seasons where any of the monthly contracts did not experience a price change between 30 to 10 days before the start of a delivery month, an indication that no trading activity occurred. This exclusion has a very limited effect on the estimated coefficients.
Next we address concerns about the endogeneity of this market, e.g., contracts are especially traded in cold or hot years as firms realize they need a hedge. Columns (2b)-(2d) use all available months with weather station and climate model data (even if no futures data existed) and again find very similar trends. Figure 5 relaxes the linearity assumption of the time trend and instead plots lowess regressions of the average annual residuals, i.e., after city fixed effects have been removed to account for different average climates (Atlanta is hotter than Minneapolis) and residuals have been averaged over the eight cities. The exact formula is given in equation (7) above. The lines in green, red, cyan, and blue are the same as in columns (1a)-(1d) of Table 2 , respectively. All of them show a steady upward trend for cooling degree days and a downward trend for heating degree days. The year 2017/2018 was especially warm, leading to a sharp drop for that winter.
Nonlinear Trends in Expectations
7 The observation for summer 2018 is missing because data for June 2018 contracts were not available. Figure A2 replicates the analysis for the summer months from July to September and finds comparable results. Mirroring the heating degree day trend, there is an accelerated increase in warming in 2018.
Next, we look at variability in the non-linear warming trends. The red line showing actual weather outcomes from station data is the most variable as it is influenced by annual and city-level weather anomalies. The magenta line, an additional trend from those included in Table 2 , partials out the effects of the ocean oscillation indices that we obtained from the LASSO regression in equation (8) that are summarized in Table 3 . Several monthly degree day totals are influenced by the phase of various oceanic oscillation indices. The trend is less variable than the one based on the raw weather station data, i.e., the standard deviation around the trend is lower for the magenta line than the red line, both for cooling and heating degree days. But the overall trend is rather unchanged. In other words, the warming trend observed from station data is not due to the natural variability of oceanicatmospheric phenomena.
7 Recall that the 2017-2018 winter is coded as 2018.
Lastly, the smooth green line, which is the trend in futures market expectations, closely follows the cyan and blue line of climate projections, and is not influenced by the red or magenta line, suggesting that the beliefs are not myopically updated based on recently experienced weather but rather tied to the smooth warming trend projected by climate models. Financial markets seem to fully incorporate this scientific consensus.
Sub-seasonal Trends in Expectations
Tables 4 and 5 separate the aggregate seasonal analysis into months for cooling and heating degree days, respectively. Not surprisingly, there is more variability in these coefficient estimates when the data is summed over a smaller time frame given that anomalous weather shocks at the individual city-level are not being averaged over the course of a season. One unique feature is that futures prices for the month of February show a significant positive trend, i.e., an increase in HDD, which would be consistent with cooling and not warming. All other winter months either show a significant negative trend or insignificant trend with a negative point estimate. This may be explained by recent literature suggesting that melting ice sheets destabilize the jet stream, leading to an increased frequency of stable weather patterns that bring cold arctic air to Europe and North America (Francis & Vavrus 2015).
Another paper concludes that "Arctic polar vortex shifted persistently towards the Eurasian continent and away from North America in February over the past three decades. [...] Our analysis reveals that the vortex shift induces cooling over some parts of the Eurasian continent and North America which partly offsets the tropospheric climate warming there in the past three decades." (Zhang et al. 2016) . Kim et al. (2014) note that "the mechanism that links sea-ice loss to cold winters remains a subject of debate." So while there remains an active scientific debate, the futures market seems to anticipate cooling in February consistent with the recent literature. This is striking because observed station level data has exhibited a February warming trend across cities, as predicted by the climate models in the CMIP5 archive that preceded this recent debate of the shift in the polar vortex.
Since the polar vortex is expected to mainly influence the East Coast, we provide another nonlinear regression based on the February futures prices for the six cities in the eastern half of the US (excluding Las Vegas and Sacramento) in Figure 6 
Spatial Heterogeneity in Warming
We examine spatial heterogeneity in the warming trends in Figure 7 . While climate models correctly predicted average annual trends in degree days, the predicted spatial heterogeneity among the eight cities in our sample does not match the observed distribution from station data. A regression of trends in city-level warming expectations derived from futures data on city-level warming trends from the climate models does not provide a significant estimate for spatial patters in cooling degree days in summer. For heating degree days, the coefficient is negative under the RCP4.5 scenario, suggesting that cities that were predicted to see higher-than-average winter warming in the climate models actually had lower-than-average warming in the futures data. There are two possible explanations.
First, as discussed in the previous section, it is much harder to predict spatial heterogeneity in warming than it is to predict average trends because of all the localized feedback loops of the climate system. The average trend is given by a simple balance of energy calculation. For example, if one increases the burner under a pot of water the average temperature will increase, but it is much harder to predict where this extra energy will show up and how it will spread across the volume of water. Similarly, changes in wind patterns might lead to higher warming in some areas while reducing it in others (Hsiang & Kopp 2018). February cooling due to the polar vortex over eastern North America goes hand-in-hand with higherthan-expected warming in the Arctic. Cooling in East Coast cities does not refute that the globe is warming, which it is in total, but rather reflects the uncertainty on where the extra energy manifests as jet streams shift.
Second, the futures market only came into existence in the fall of 2001 which might be too short a time frame to pick up city-level warming trends that are heavily influenced by city-level outliers that would otherwise average out over space.
Trends Prior to 2002 and Post 2018
Given There is also spatial heterogeneity in predicted warming, albeit subject to the caveat discussed in the previous section about the uncertainty around the impact of shifting circulation patterns.
Conclusion
This paper contributes to the literature on belief formation and expectations about climate change. To the best of our knowledge, we are the first to utilize a direct measure of climate change expectations as derived from weather-based futures contracts. The evidence shows that financial markets fully incorporate climate model projections. We find that the market has been accurately pricing in climate change, largely in line with global climate models, and that this began occurring at least since the early 2000s when the weather futures markets were formed. This has relevance for the corporate sector. Recent studies have highlighted how the val-uations of companies and entire industries are sensitive to weather fluctuations. Efficient and profit-maximizing behavior requires an accurate assessment of predicted warming. Weather markets can provide companies with pertinent information on future weather and climate trends, as well as a hedge against potential lost profit. There are also policy implications of our findings, especially since some politicians still question the existence and extent of climate change. Anyone doubting the observed warming trend can make a significant profit by betting against it in weather markets. However, the observed annual trend in futures prices shows that the supposedly-efficient financial markets agree that the climate is warming. At least so far, climate models have been very accurate in predicting the average warming trend that's been observed across the US. When money is on the line, it is hard to find parties willing to bet against the scientific consensus. Notes: Left graph displays a scatter plot of the 513 observed monthly cooling degree day (CDD) totals against the average futures price the week following the end of the summer months June-September. Right graph displays a scatter plot of the 630 observed monthly heating degree day (HDD) totals against the average futures price the week following the end of the winter months November-March. Both graphs use data from winter 2001/2002 through summer 2018 across the eight airports. Graphs exclude 8 CDD (12 HDD) futures contracts where prices did not move in the 14-day window spanning between 7 days before the end of the month or seven days after the end of the month, as it is not clear that they reflect final totals. Notes: Figure estimates nonparametric trends using lowess regression on the average annual residual among the eight airports, i.e., the annual residuals after taking out airport fixed effects (means) are averaged by year before running lowess on the annual observations. Red line shows the results for the observed station data, the magenta line partials out ocean oscillation indices that affect weather. The green line uses futures prices before the weather is realized, and the blue and cyan lines use model output from NASA NEX-GDDP. The left column shows the results for summer (June-September) CDD and the right column for winter (November-March) HDD. 
A1 Data Appendix
Some data cleaning was necessary for the futures data because of "sticky fingers," e.g., sudden price jumps by a factor of 10. For example, a price series was 91, 91, 910. We contacted Bloomberg about whether these were data entry errors, but they assured us that the data had been cleaned. Specifically, we rescaled Table 1 , but also includes weeks that did not see any price change. It regresses weekly cooling (CDD) and heating (HDD) degree day future returns (Friday-Friday) on deviations in degree days from seasonal averages. Both the contemporaneous week as well as three leads are included. Errors are clustered at the delivery month (e.g., November 2010). Columns control for different fixed effects across the 17 years in our sample (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) (2016) (2017) (2018) , months (June-September for CDD and November-March for HDD) and 8 airports for which contracts are available. Fixed effects are: monthly (M), yearly (Y), year-month (YM), airport-year (AY), airport-year-month (AYM), as well as AYM plus week relative to contract maturity fixed effects (AYM,W). Table 1 , but does not include weeks were the leads fall beyond the end of the contract months (they were previously set to zero). It regresses weekly cooling (CDD) and heating (HDD) degree day future returns (Friday-Friday) on deviations in degree days from seasonal averages. Both the contemporaneous week as well as two leads are included. Errors are clustered at the delivery month (e.g., November 2010). Columns control for different fixed effects across the 17 years in our sample (2002) (2003) (2004) (2005) (2006) (2007) (2008) (2009) (2010) (2011) (2012) (2013) (2014) (2015) (2016) (2017) (2018) , months (June-September for CDD and November-March for HDD) and 8 airports for which contracts are available. Fixed effects are: monthly (M), yearly (Y), year-month (YM), airport-year (AY), airport-year-month (AYM), as well as AYM plus week relative to contract maturity fixed effects (AYM,W). Tables excludes observations that did not see a price change during the entire week.
