It is well known that the celebrated Kojima-Mizuno-Yoshise primal-dual interior-point method for linear programming can be viewed as a damped per- 
Introduction
In subsection 1.1 we review the composite Newton method, in 1.2 we recall the primaldual interior-point method, in 1.3 we present Mehrotra.'s predictor-corrector interiorpoint method, and in 1. 4 we present our perturbed composite Newton interior-point method. Section 2 contains equiva1ence results between the Mehrotra predictorcorrector method and the perturbed level-1 composite Newton method. Since the level-I composite Newton method is known to be cubically convergent, in Section 3 we study the cubic convergence aspect of the Mehrotra. predictor-corrector interior-point method via our equivalence result. It is interesting to learn that the interior-point feature of the method, i.e., the step is damped so that iterates remain positive, precludes the standard proof of cubic convergence of the method. However, for nondegenerate problems it is possible to retain quadratic convergence. Recall that Zhang, Tapia and Dennis (1990) demonstrated that the primal-dual interior-point method can attain quadratic convergence for nondegenerate problems. We then prove that by choosing steplength one in a neighborhood of the solution, cubic convergence can be attained by the predictor-corrector interior-point method for nondegenerate problems.
Numerical experimentation with the cubically convergent modification is most impressive and has been relegated to a compa.nion paper, El-Bakry, Tapia and Zhang (1991 ) , which numerically studies the local behavior of the predictor-corrector algorithm. Clearly an optimal implementation of the composite Newton interior-point method would allow m (the number of simplified Newton steps) to vary at each Newton step. This issue is not the subject of the current work, but probably merits further study. Finally, in Section 4 we give some concluding remarks.
The Composite Newton Method
Consider the nonlinear equation Under standard assumptions Newton's method is known to give Q-quadratic convergence. Not counting the work required to evaluate the function F or its Jacobian, the algebra required per iteration is O(n:
3 ), since the dominant task is the factorizing of then x n Jacobian matrix F'(:r:k)-For large n this can be a very serious concern. 
The Primal-Dual Interior-Point Method
Consider a linear program in the starnla.rd form (3)
Choose Tk E (0, 1) and set ak = min (1, Tkak) where
Actually in most implementations the formula (1.~J) for ak is further broken down and one steplength is used to update the :c-variable and another is used to update the y-variable and the ,\-variable. While this distinction is of value in practice, it is not an issue in the present work and consequently will be ignored. The major role of the centering step ~z, defined in
Step (2) is to remedy this situation. Hence it seems quite reasonable that the choice for the centering parameter /lk should also be a function of the Newton step ~ZN. This is particularly true in delicate applications. For example, recently there was considerable speculation as to whether an instance of Algorithm 1 could have both polynomial complexity and superlinear convergence. In their original pa.per Kojima, Mizuno and Yoshise (1989) presented choices for Tk and /lk lea.ding to polynomia.l complexity. Zhang, Tapia and Dennis (1990) presented conditions on TA, and /J,k that guaranteed superlinear convergence. settled this concern by demonstrating the existence of choices for Tk and /lk that guaranteed both polynomial complexity and superlinear convergence. Ji, Potra, Tapia and Zhang (l~rnl) extended this result to linear complementarity problems. In both these applications the choice of /lk depended strongly on the Newton step ~ZN. Hence, the centering step ~zc had to be calculated as described in Step (2) above. However, in less delicate applications where /lk depends only on zk, Steps (1) and (2) in Algorithm l can be combined and the combined step ~z =~ZN+ ~zc can be obtained as the solution of (1. 10) In this way the backsolve required by Step (2) can be saved. This is the more common presentation of the Kojima-Mizuno-Yoshise algorithm and is fine for restricted applications.
The sense in which the prima.1-dual interior-point method can be viewed as damped perturbed Newton should be clear. The qualifier clamped speaks to the steplength ak :S 1 in Step ( 5). The qualifier perturbed speaks to the fact that the step 6z consists of the Newton step 6zN perturbed by the centering step 6zc; see Step (3).
The Predictor-Corrector Interior-Point Method
Mizuno, Todd, and Ye (1989) suggested and studied an algorithm which they labeled a predictor-corrector algorithm. In their algorithm the predictor step is a damped Newton step for problem (1.7), producing a new strictly feasible iterate. The subsequent corrector step is a centered Newton step. In this corrector step, the choice of fl, the centering para.meter, is based on the predictor step. Both the predictor and the corrector steps require essentially the same a.mount of work, namely, the evaluation and factorization of the Jacobian matrix. Mehrotra (1989) later presented the following variant of Algorithm 1, which he also referred to a:,; a predictor-corrector method. A common feature in these two predictor-corrector approaches is that the value of the centering para.meter in the corrector step depends on the predictor step. However, unlike Mizuno, Todd and Ye's corrector step, Mehrotra.'s corrector step does not eva.luate a fresh Jacobian matrix. Instead, it reuses the .Jacobian matrix used by the predictor step. Recall that e=(0, ... ,0,1, ... ,lf. While in the present section we are not concerned with the specific choice of the initial iterate z 0 or the various a.lgorithmic parameters, we emphasize that Mehrotra suggested choices that allowed him to obtain very impressive numerical results.
The Perturbed Composite Newton Interior-Point Method
In this subsection we present our perturbed composite Newton interior-point method for problem (1.7). Reca.11 that e = (0, ... , 0, 1, ... , l)I'. Our idea is to replace the Newton component in the primal-dua.l interior-point a.lgorithm with a composite Newton component.
Algorithm 3 (Level-m Perturbed Composite Newton Interior-Point Method)
Given zo = (:ro, '!Jo, Au) with (:r 0 , Yu) > 0 for k: = 0, 1, ... , do 
Set zk+l = Zk + n1,:6z .
Predictor-Corrector as Perturbed Composite Newton
We say that two algoritlnns a.re equivalent if given a current iterate they produce the same subsequent iterate for the same choice of common algorithmic parameters.
Theorem 2.1 The predictor-corn:ctor intf1'ior-point 111.dlwd ( Algorithrn 2) is equivalent to the level-1 perturbed cornpositt Nt:wton interior-point method ( Algorithm 3).
Proof. Let z = (:r:, y, >.) be the current iterate and let 6zl' = (6:r:p, 6]fr,, 6Ap) be the predictor step for problem (1.7), i.e., 6zp is obtained from
Step (1) of Algorithm 2.
By comparing Algorithm 2 with Algorithm :3 (rn = 1), we see that our proof will be complete once we show that Moreover, from the definition of 6.z 7 , in
Step (2) between problem (1. 7) and a problem which had the current iteration as its solution. 
Cubic Convergence
Much of the following analysis follows directly from material in Dennis and Schnabel (1983) or Ortega. and Rheinholdt (1970) . As before we consider problem (1.7) and use the notation z = (:c,y,>..). Also, recall that e = (0, ... ,0,l, ... ,lf where the number of zeros is n + m and the number of ones is n. The pure Newton method can be written
and the predictor-corrector interior-point method can be written The term 110(1) can be made O(llz -z*li:3) by the choice of 11. Everything now hinges on the term ll -alO(llz -z*II)-We m1ist therefore take a very close look at the quantity 1-a. Clearly, for cubic convergence, we need II-al to be O(llz-z*ll 2 ).
Assuming strict complementarity, z* is a nondegenera.te vertex solution, and Zk is feasible. Zhang, Tapia and Dennis (19~)0) obtained the useful expression Hence (3.5) is also valid for the Newton predictor-corrector interior-point method.
It can now be seen from (3.5) that independent of the choices for Tk and ak, the term 11 -nkl is at best O(llz -z*II) and the Newton predictor-corrector interior-point method, even for nondegenera.te problems, cannot be shown to be cubically conver- On the other hand) U' instead of (S. 6 ) wt: havc (3.8) and instcad of (S. 7) we have that f01· large k: Proof. The proof follows from combining the discussion given above with the details given in Zhang, Tapia, an<l Dennis (1990) for the proof of Theorem 4.1.
Concluding Remarks
In this pa.per we ha.ve studied the Mehrotra. predictor-corrector philosophy and demonstrated that it is equivalent to the level-1 perturbed composite Newton philosophy.
We were intrigued by the discovery that, while the level-1 composite Newton method is known to be cubically convergent, this standard convergence rate proof applied to the predictor-corrector interior-point method gives at best quadratic convergence. The limitation of the standarcl proof results from the constrictive steplength choice forced on the method by the interior point philosophy, i.e., requiring the iterates to remain strictly feasible with respect to the nonnegativity constraints. We demonstrated that if one drops the interior-point aspect of the predictor-corrector method locally, i.e., in a. neighborhood of the solution steplength one is selected, and a.lso chooses the centering parameter to be of the order of the duality gap cubed, then cubic convergence can be attained for nondegenera.te problems.
The research presented in Zhang, Tapia, and Dennis (1990) , m Zhang, Tapia and Potra (1990) , and the present research leads us to conjecture that we should implement Newton interior-poiut methods aud their variants in a. manner which nea.r the solution sets the centering parameter to zero and takes steplength one, i.e., a.s old-fashioned Newton. Our preliminary numerirnl experiments employing this idea were impressive a.ncl motivated the more general study described in the companion paper El-Ba.kry, Tapia and Zhang (l~J~Jl). The reader is referred to that paper for numerical results.
