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Abstract
In this paper we investigate a hidden consequence of the hypothe-
sis that Lagrangians and field equations must be invariant under active
local Lorentz transformations. We show that this hypothesis implies in
an equivalence between spacetime structures with several curvature and
torsion possibilities.
1 Introduction
It is now a well established fact that Maxwell, Dirac and Einstein theories can
be formulated in terms of differential forms. The easiest way to see this is to
introduce the Clifford and spin-Clifford bundles [28, 25, 14] of spacetime. This
formalism for the case of Maxwell and Dirac fields will be briefly recalled in
Section 2, since they will play an essential role for proving the main claim of
this paper. For the case of the gravitational field, see [26] and also [23, 29, 30].
As it is well known [29], any field theory formulated in terms of differen-
tial forms is such that the action is invariant under arbitrary diffeomorphisms.
This does not imply that the field equations of the theory are necessarily in-
variant under diffeomorphisms, unless we are prepared to accept as equivalent
different manifolds equipped with metrics and connections which may be said
diffeomorphically equivalent 1. Now, several authors, e.g., [13, 22] insist that
the invariance of the action (and field equations) under arbitrary active Lorentz
∗Int. J. Geom. Meth. Mod. Phys. 2 (2), 305-357 (2005).
1A thoughtful discussion on this issue will be presented elsewhere.
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transformations is a necessary consequence of the equivalence principle2. From
the mathematical point of view, in order to have such imposition satisfied it
is necessary to introduce the concept of generalized gauge covariant derivatives
(Section 3 and Appendix D). We show that once we accept this concept we must
necessarily also accept the equivalence between spacetime models with connec-
tions that have different curvature and torsion tensors. This paper is organized
as follows. In Section 2 we introduce the Clifford and spin-Clifford bundles
and discuss the concept of Dirac-Hestenes spinor fields (which are sections of
a spin-Clifford bundle) and their representatives in the Clifford bundle, which
are sums of even nonhomogenous differential forms. In Section 3 we discuss
the covariant derivative of Clifford fields and introduce the curvature and tor-
sion extensor fields of a given connection. In Section 4 we discuss the covariant
derivative of spinor fields, and how to define an effective covariant derivative for
representatives of Dirac-Hestenes spinor fields in the Clifford bundle. In Section
5 we discuss the many faces of Dirac equation. In Section 6 we discuss the
meaning of active local Lorentz invariance of Maxwell equations. In Section 7,
we introduce the Dirac-Hestenes equation in a Riemann-Cartan spacetime, and
in Section 8 we discuss the meaning of active local Lorentz invariance of the
Dirac-Equation. We prove then our main result, namely: active local Lorentz
invariance implies a gauge identification of geometries with connections that
have different torsion and curvature tensors. The intelligibility of the issues dis-
cussed in this paper requires a working knowledge of the theory of connections,
and in particular, the introduction of the concept of generalized G-connections.
The main results needed are presented in Appendices A-D. This paper is ded-
icated to Ivanenko, that in a pioneer paper [10] used sums of nonhomogeneous
antisymmetric tensors to represent spinors. The way in which such an idea
becomes mathematically legitimate is presented below.
2 Clifford and Spin-Clifford Bundles
LetM = (M, g,∇, τg, ↑) be an arbitrary Riemann-Cartan spacetime. The quadru-
ple (M, g, τg, ↑) is a four-dimensional time-oriented and space-oriented Lorentzian
manifold. This means that g ∈ secT 02M is a Lorentzian metric of signature
(1,3), τg ∈ sec
∧
4(T ∗M) and ↑ is a time-orientation (see details, e.g., in [27]).
Here, T ∗M [TM ] is the cotangent [tangent] bundle. T ∗M = ∪x∈MT
∗
xM ,
TM = ∪x∈MTxM , and TxM ≃ T
∗
xM ≃ R
1,3, where R1,3 is the Minkowski
vector space3. ∇ is an arbitrary metric compatible connection i.e., ∇g = 0,
but in general, R(∇) 6= 0, T(∇) 6= 0, R and T being respectively the curvature
and torsion tensors. When R(∇) 6= 0, T(∇) 6= 0, M is called a Riemann-
Cartan spacetime. When R(∇) 6= 0, T(∇) = 0, M is called a Lorentzian
spacetime. When R(∇) = 0, T(∇) 6= 0, M is called a teleparallel spacetime.
Minkowski spacetime is the case where R(∇) = 0, T(∇) = 0, and M ≃ R4. Let
2We are not going to enter discussions about the equivalence principle in this paper. One
of the authors’ view on the subject is discussed in [24].
3Not to be confused with Minkowski spacetime [27].
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g ∈ secT 20M be the metric of the cotangent bundle. The Clifford bundle of differ-
ential forms Cℓ(M, g) is the bundle of algebras, i.e., Cℓ(M, g) = ∪x∈MCℓ(T
∗
xM, g),
where ∀x ∈ M , Cℓ(T ∗xM, g) = R1,3, the so called spacetime algebra [25]. Recall
also that Cℓ(M, g) is a vector bundle associated to the orthonormal frame bundle,
i.e., Cℓ(M, g) = PSOe
(1,3)
(M)×Ad Cl1,3 [12, 14]. For any x ∈M , Cℓ(T
∗
xM, g) as a
linear space over the real field R is isomorphic to the Cartan algebra
∧
(T ∗xM)
of the cotangent space.
∧
(T ∗xM) = ⊕
4
k=0
∧k
(T ∗xM), where
∧k
(T ∗xM) is the(
4
k
)
-dimensional space of k-forms. Then, sections of Cℓ(M, g) can be represented
as a sum of non homogeneous differential forms. Let {ea} ∈ secPSOe
(1,3)
(M) (the
frame bundle) be an orthonormal basis for TU ⊂ TM , i.e., g(ea, ea) = ηab =
diag(1,−1,−1,−1). Let θa ∈ sec
∧1
(T ∗M) →֒ sec Cℓ(M, g) (a = 0, 1, 2, 3) be
such that the set {θa} is the dual basis of {ea}.
2.1 Clifford Product
The fundamental Clifford product (in what follows to be denoted by juxtaposi-
tion of symbols) is generated by θaθb + θbθa = 2ηab and if C ∈ sec Cℓ(M, g) we
have
C = s+ vaθ
a +
1
2!
fabθ
aθb +
1
3!
tabcθ
aθbθc + pθ5 , (1)
where τg = θ
5 = θ0θ1θ2θ3 is the volume element and s, va, fab, tabc, p ∈
sec
∧0(T ∗M) →֒ sec Cℓ(M, g).
For Ar ∈ sec
∧r
(T ∗M) →֒ sec Cℓ(M, g), Bs ∈ sec
∧s
(T ∗M) →֒ sec Cℓ(M, g)
we define the exterior product in Cℓ(M, g) (∀r, s = 0, 1, 2, 3) by
Ar ∧Bs = 〈ArBs〉r+s,
Ar ∧Bs = (−1)
rsBs ∧ Ar, (2)
where 〈 〉k is the component in
∧k
(T ∗M) of the Clifford field. The exterior
product is extended by linearity to all sections of Cℓ(M, g).
Let Ar ∈ sec
∧r
(T ∗M) →֒ sec Cℓ(M, g), Bs ∈ sec
∧s
(T ∗M) →֒ sec Cℓ(M, g).
We define a scalar product in Cℓ(M, g) (denoted by ·) as follows:
(i) For a, b ∈ sec
∧1
(T ∗M) →֒ sec Cℓ(M, g),
a · b =
1
2
(ab + ba) = g(a, b). (3)
(ii) For Ar = a1 ∧ ... ∧ ar, Br = b1 ∧ ... ∧ br,
Ar ·Br = (a1 ∧ ... ∧ ar) · (b1 ∧ ... ∧ br)
=
∣∣∣∣∣∣
a1 · b1 .... a1 · br
.......... .... ..........
ar · b1 .... ar · br
∣∣∣∣∣∣ (4)
We agree that if r = s = 0, the scalar product is simple the ordinary product
in the real field.
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Also, if r 6= s, then Ar · Bs = 0. Finally, the scalar product is extended by
linearity for all sections of Cℓ(M, g).
For r ≤ s, Ar = a1 ∧ ... ∧ ar, Bs = b1 ∧ ... ∧ bs we define the left contraction
by
y : (Ar , Bs) 7→ AryBs =
∑
i1 <...<ir
ǫi1...is(a1∧...∧ar)·(bi1 ∧...∧bir )
∼bir+1∧...∧bis
(5)
where ∼ is the reverse mapping (reversion) defined by
∼: sec
∧p
(T ∗M) ∋ a1 ∧ ... ∧ ap 7→ ap ∧ ... ∧ a1 (6)
and extended by linearity to all sections of Cℓ(M, g). We agree that for α, β ∈
sec
∧0
(T ∗M) the contraction is the ordinary (pointwise) product in the real
field and that if α ∈ sec
∧0
(T ∗M), Ar ∈ sec
∧r
(T ∗M), Bs ∈ sec
∧s
(M) then
(αAr)yBs = Ary(αBs). Left contraction is extended by linearity to all pairs of
elements of sections of Cℓ(M, g), i.e., for A,B ∈ sec Cℓ(M, g)
AyB =
∑
r,s
〈A〉ry〈B〉s, r ≤ s (7)
It is also necessary to introduce the operator of right contraction denoted
by x. The definition is obtained from the one presenting the left contraction
with the imposition that r ≥ s and taking into account that now if Ar ∈
sec
∧r
(T ∗M), Bs ∈ sec
∧s
(T ∗M) then Arx(αBs) = (αAr)xBs. See also the
third formula in Eq.(8).
The main formulas used in the Clifford calculus can be obtained from the
following ones (where a ∈ sec
∧1
(T ∗M) →֒ sec Cℓ(M, g)):
aBs = ayBs + a ∧Bs, Bsa = Bsxa+Bs ∧ a,
ayBs =
1
2
(aBs − (−)
sBsa),
AryBs = (−)
r(s−1)BsxAr,
a ∧Bs =
1
2
(aBs + (−)
sBsa),
ArBs = 〈ArBs〉|r−s| + 〈AryBs〉|r−s−2| + ...+ 〈ArBs〉|r+s|
=
m∑
k=0
〈ArBs〉|r−s|+2k, (8)
Ar · Br = Br ·Ar = A˜ryBr = ArxB˜r = 〈A˜rBr〉0 = 〈ArB˜r〉0.
2.1.1 Hodge Star Operator
Let ⋆ be the Hodge star operator, i.e., the mapping
⋆ :
∧k
(T ∗M)→
∧4−k
(T ∗M), Ak 7→ ⋆Ak
4
where for Ak ∈ sec
∧k
(T ∗M) →֒ sec Cℓ(M, g)
[Bk · Ak]τg = Bk ∧ ⋆Ak, ∀Bk ∈ sec
∧k
(T ∗M) →֒ sec Cℓ(M, g). (9)
τg ∈
∧4
(M) is a standard volume element. Then we can verify that
⋆Ak = A˜kγ
5. (10)
2.1.2 Dirac Operator
Let d and δ be respectively the differential and Hodge codifferential operators
acting on sections of Cℓ(M, g). If Ap ∈ sec
∧p(T ∗M) →֒ sec Cℓ(M, g), then
δAp = (−)
p ⋆−1 d ⋆ Ap, with ⋆
−1⋆ = identity.
The Dirac operator acting on sections of Cℓ(M, g) is the invariant first order
differential operator
∂ = θa∇ea , (11)
where {ea} is an arbitrary orthonormal basis for TU ⊂ TM and {θ
b} is a basis
for T ∗U ⊂ T ∗M dual to the basis {ea}, i.e., θ
b(ea) = δ
a
b, a,b = 0, 1, 2, 3. The
reciprocal basis of {θb} is denoted {θa} and we have θa · θb = ηab. Also,
∇eaθ
b = −ωbca θc (12)
Defining
ωea =
1
2
ωbca θb ∧ θc, (13)
we have that for any Ap ∈ sec
∧p(T ∗M), p = 0, 1, 2, 3, 4
∇eaAp = ∂eaAp +
1
2
[ωea , Ap], (14)
where ∂ea is the Pfaff derivative, i.e., if Ap =
1
p!Ai1...ipθ
i1...ip ,
∂eaAp :=
1
p!
ea(Ai1...ip)θ
i1...ip . (15)
This important formula (Eq.(14) that is valid also for a nonhomogeneous
A ∈ sec Cℓ(M, g) will be proved below (Section 3).
Using Eq.(14) we can show a very important result: The Dirac operator
associated to a Levi-Civita connection satisfies
∂Ap = ∂ ∧ Ap + ∂yAp = dAp − δAp,
∂ ∧ Ap = dAp, ∂yAp = −δAp. (16)
With these results, Maxwell equations for F ∈ sec
∧2
(T ∗M) →֒ sec Cℓ(M, g),
J ∈ sec
∧1
(T ∗M) →֒ sec Cℓ(M, g) reads
dF = 0, δF = −J, (17)
or Maxwell equation4 reads
∂F = J. (18)
4No misprint here.
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2.2 Spinor Fields
How to represent the Dirac spinor fields in this formalism? We can show that
Dirac-Hestenes spinor fields do the job5. To introduce this concept in a mean-
ingful way we need to recall several mathematical concepts. First we recall the
concept of spin structure of an oriented (and time-oriented) (M, g). This con-
sists of a principal fibre bundle πs : PSpine1,3(M) → M (called the spin frame
bundle) with group Spine1,3 and a map
s : PSpine1,3(M)→ PSOe1,3(M) (19)
satisfying the following conditions:
(i) π(s(p)) = πs(p) ∀p ∈ PSpine1,3(M), π is the projection map of the bundle
PSOe1,3(M).
(ii) s(pu) = s(p)Adu , ∀p ∈ PSpine1,3(M) and
Ad : Spine1,3 → Aut(R1,3),
Adu : R1,3 ∋ x 7→ uxu
−1 ∈ R1,3.
When does a spin structure exist on an oriented (and time oriented) (M, g)?
For a Lorentzian manifold the answer is given by a famous result due to Geroch
[8] which says that for an oriented (and time-oriented) Lorentz manifold (M,g),
a spin structure exists if and only if PSOe1,3(M) is a trivial bundle.
We call global sections ξ ∈ secPSOe1,3(M) Lorentz frames and global sections
sΞ ∈ secPSpine1,3(M) spin frames. We recall (see, e.g., [14]) that each ξ ∈
secPSOe1,3(M) is a basis for TM , which is completely specified once we give an
element of the Lorentz group for each x ∈ M and fix a fiducial frame. Each
sΞ ∈ secPSpine1,3(M) is also a basis for TM and is completely identified once we
give an element of the Spine1,3 for each x ∈M and fix a fiducial frame. Note that
two ordered basis for TM when considered as spin frames, even if consisting of
the same vector fields, but related by a 2π rotation are considered different.
Also, two ordered basis for TM when considered as spin frames, if consisting of
the same vector fields, related by a 4π rotation are considered equal. Even if
this mathematical construction seems at first sight impossible of experimental
detection, Aharonov and Susskind [1] warrant that with clever experiments the
spinor structure can be detected.
Recall that a principal bundle is trivial if and only if it admits a global sec-
tion. Therefore, Geroch’s result says that a (non-compact) spacetime admits
a spin structure, if and only if, it admits a (globally defined) Lorentz frame.
In fact, it is possible to replace PSOe1,3(M) by PSpine1,3(M) in the statement
of Geroch theorem (see [8], footnote 25). In this way, when a (non-compact)
spacetime admits a spin structure, the bundle PSpine1,3(M) is trivial and, there-
fore, every bundle associated to it is also trivial. This result is indeed a very
important one, because it says to us that the real spacetime of our universe
5More details on other kinds of spinor fields in this formalism can be found in [20].
6
(that, of course, is inhabited by several different types of spinor fields) must
have a topology that admits a global tetrad field, which is defined only modulus
a local Lorentz transformation. The dual cotetrad have been associated to the
gravitational field in [26], where we wrote wave equations for them. In a certain
sense that cotetrad field is the substance of physical spacetime. In what follows
we shall use the symbol Ξ to denote a spin coframe dual to a spin frame sΞ. We
also write by abuse of notation that Ξ ∈ secPSpine1,3(M).
An oriented manifold endowed with a spin structure will be called a spin
manifold.
2.3 Spinor Bundles and Spinor Fields
We now present the most usual definitions of spinor bundles appearing in the
literature6 and next we find appropriate vector bundles such that particular
sections are Dirac-Hestenes spinor fields.
A real spinor bundle for M is a vector bundle
S(M, g) = PSpine1,3(M)×µl M (20)
where M is a left module for R1,3 and µl is a representation of Spin
e
1,3 on
End(M) given by left multiplication by elements of Spine1,3.
The dual bundle S⋆(M) is a real spinor bundle
S⋆(M, g) = PSpine1,3(M)×µr M
⋆ (21)
whereM⋆ is a right module for R1,3 and µr is a representation Spin
e
1,3 in End(M)
given by right multiplication by (inverse) elements of Spine1,3. By right multi-
plication we mean that given a ∈M∗, µr(u)a = au
−1, then
µr(uu
′)a = a(uu′)−1 = au′−1u−1 = µr(u)µr(u
′)a. (22)
A complex spinor bundle for M is a vector bundle
Sc(M, g) = PSpine1,3(M)×µc Mc (23)
whereMc is a complex left module for C⊗R1,3 ≃ R4,1 ≃ C(4), and where µc is
a representation of Spine1,3 in End(Mc) given by left multiplication by elements
of Spine1,3.
The dual complex spinor bundle for M is a vector bundle
S⋆c (M, g) = PSpine1,3(M)×µc M
⋆
c (24)
where M⋆c is a complex right module for C ⊗ R1,3 ≃ R4,1 ≃ C(4), and where
µc is a representation of Spin
e
1,3 in End(Mc) given by right multiplication by
(inverse) elements of Spine1,3.
6We recall that there are some other (equivalent) definitions of spinor bundles that we are
not going to introduce in this paper as, e.g., the one given in [2] in terms of mappings from
PSpine1,3
to some appropriate vector space.
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Taking, e.g., Mc = C
4 and µc the D
(1/2,0) ⊕ D(0,1/2) representation of
Spine1,3
∼= Sl(2,C) in End(C4), we immediately recognize the usual definition of
the (Dirac) covariant spinor bundle of M , as given, e.g., in [3].
Let {Ea} be an orthonormal basis R1,3. The ideal I = R1,3
1
2 (1 + E0) is a
minimal left ideal of R1,3. Besides I, other ideals exist in R1,3, that are only
algebraically equivalent to this one [25]. In order to capture all possibilities
we recall that R1,3 can be considered as a module over itself by left (or right)
multiplication. We have:
The left real spin-Clifford bundle of M is the vector bundle
CℓlSpine1,3(M, g) = PSpin
e
1,3
(M)×l R1,3 (25)
where l is the representation of Spine1,3 on R1,3 given by l(a)x = ax. Sections of
CℓlSpine1,3(M, g) are called left spin-Clifford fields.
CℓlSpine1,3(M) is a ‘principal R1,3-bundle’, i.e., it admits a free action of R1,3
on the right [12], which is denoted by Rg, g ∈ R1,3.
There is a natural embedding PSpine1,3(M) →֒ Cℓ
l
Spine1,3
(M, g) which comes
from the embedding Spine1,3 →֒ R
0
1,3. Hence (as we shall see in more details
below), every real left spinor bundle forM can be captured from CℓlSpine1,3(M, g),
which is a vector bundle very different from Cℓ(M, g). Their relation is presented
below, but before, we introduce ideal left algebraic spinor fields.
Let I(M, g) be a subbundle of CℓlSpine1,3(M, g) such that there exists a prim-
itive idempotent e of R1,3 with
ReΨ = Ψ (26)
for all Ψ ∈ sec I(M, g) →֒ sec CℓlSpine1,3(M, g). Then, I(M, g) is called a subbundle
of ideal left algebraic spinor fields. Any Ψ ∈ sec I(M, g) →֒ sec CℓlSpine1,3(M, g) is
called a left ideal algebraic spinor field (LIASF).
I(M, g) can be thought of as being a real spinor bundle for M such that M
in Eq.(23) is a minimal left ideal of R1,3.
We say that two subbundles I(M, g) and I ′(M, g) of LIASF are geometrically
equivalent if the idempotents e, e′ ∈ R1,3 (appearing in the previous definition)
are related by an element u ∈ Spine1,3, i.e., e
′ = ueu−1.
The right real spin-Clifford bundle of M is the vector bundle
CℓrSpine1,3(M, g) = PSpin
e
1,3
(M)×r R1,3. (27)
Sections of CℓrSpine1,3(M, g) are called right spin-Clifford fields
In Eq.(27) r refers to a representation of Spine1,3 on R1,3, given by r(a)x =
xa−1. As in the case for the left real spin-Clifford bundle, there is a natural
embedding PSpine1,3(M) →֒ Cℓ
r
Spine1,3
(M, g) which comes from the embedding
Spine1,3 →֒ R
0
1,3. There exists also a natural left La action of a ∈ R1,3 on
CℓrSpine1,3(M, g). This will be proved below.
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Let I⋆(M, g) be a subbundle of CℓrSpine1,3(M, g) such that there exists a prim-
itive idempotent element e of R1,3 with
LeΨ = Ψ (28)
for any Ψ ∈ sec I⋆(M, g) →֒ sec CℓrSpine1,3(M, g). Then, I
⋆(M, g) is called a
subbundle of right ideal algebraic spinor fields. Any Ψ ∈ sec I⋆(M, g) →֒
sec CℓrSpine1,3(M, g) is called a RIASF. I
⋆(M, g) can be thought of as being a
real spinor bundle for M such that M⋆ in Eq.(24) is a minimal right ideal of
R1,3.
We say that two subbundles I∗(M, g) and I∗′(M, g) of RIASF are geomet-
rically equivalent if the idempotents e, e′ ∈ R1,3 (appearing in the previous
definition) are related by an element u ∈ Spine1,3, i.e., e
′ = ueu−1.
The following result proved in [14] is crucial: in a spin manifold, we have
Cℓ(M, g) = PSpine1,3(M)×Ad R1,3. (29)
We recall also that S(M, g) (or CℓlSpine1,3(M, g)) is a bundle of (left) modules
over the bundle of algebras Cℓ(M, g). In particular, the sections of the spinor
bundle (S(M, g) or CℓlSpine1,3(M, g)) are a module over the sections of the Clifford
bundle [12]. Then, if Φ,Ψ ∈ secCℓlSpine1,3(M, g) and Ψ 6= 0, there exists ψ ∈
sec Cℓ(M, g) such that
Ψ = ψΦ. (30)
This allows to identify a correspondence between some sections of Cℓ(M, g)
and some sections of I(M) or CℓlSpine1,3(M, g) once we fix a section on Cℓ
l
Spine1,3
(M, g).
This and other correspondences are essential for the theory of Dirac-Hestenes
spinor fields (more details are given in [14]). Once we clarified which is the
meaning of a bundle of modules S(M, g) over a bundle of algebras Cℓ(M, g), we
can say that:
Two real left spinor bundles are equivalent, if and only if, they are equivalent
as bundles of Cℓ(M, g) modules.
Of course, geometrically equivalently real left spinor bundles are equivalent.
Remark 1 In what follows we denote the complexified left spin Clifford bundle
and the complexified right spin-Clifford bundle by
CℓlSpine1,3(M) = PSpin
e
1,3
(M)×l C⊗ R1,3 ≃ PSpine1,3(M)×l R4,1,
CℓrSpine1,3(M) = PSpin
e
1,3
(M)×r C⊗ R1,3 ≃ PSpine1,3(M)×r R4,1. (31)
2.4 Dirac-Hestenes Spinor Fields
Let Eµ, µ = 0, 1, 2, 3 be the canonical basis of R1,3 →֒ R1,3 which generates the
algebra R1,3. They satisfy the basic relation E
µEν + EνEµ = 2ηµν . We recall
that [25]
e =
1
2
(1 +E0) ∈ R1,3 (32)
9
is a primitive idempotent of R1,3 and
f =
1
2
(1 +E0)
1
2
(1 + iE2E1) ∈ C⊗ R1,3 (33)
is a primitive idempotent of C⊗ R1,3. Now, let I =R1,3e and IC = C⊗ R1,3f
be respectively the minimal left ideals of R1,3 and C⊗ R1,3 generated by e and
f . Let φ = φe ∈ I and Ψ = Ψf ∈ IC. Then, any φ ∈ I can be written as
φ = ψe (34)
with ψ ∈ R01,3. Analogously, any Ψ ∈ IC can be written as
Ψ = ψe
1
2
(1 + iE2E1), (35)
with ψ ∈ R01,3.
Recall moreover that C⊗ R1,3 ≃ R4,1 ≃ C(4), where C(4) is the algebra of
the 4× 4 complex matrices. We can verify that

1 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0

 (36)
is a primitive idempotent of C(4) which is a matrix representation of f . In
that way (see details in [25]) there is a bijection between column spinors, i.e.,
elements of C4 (the complex 4-dimensional vector space) and the elements of
IC. All that, plus the definitions of the left real and complex spin bundles and
the subbundle I(M, g) suggests the following definition [14]:
Let Φ ∈ sec I(M, g) →֒ sec CℓlSpine1,3(M, g), i.e.,
ReΦ = Φe = Φ, e
2 = e =
1
2
(1+E0) ∈ R1,3. (37)
A Dirac-Hestenes spinor field (DHSF ) associated with Φ is an even section ψ
of CℓlSpine1,3(M, g) such that
Φ = ψe. (38)
An equivalent definition of a DHSF is the following. Let Ψ ∈ secCℓlSpine1,3(M, g)
be such that
RfΨ = Ψf =Ψ, f
2 = f =
1
2
(1+E0)
1
2
(1+ iE2E1) ∈ C⊗R1,3. (39)
Then, a DHSF associated to Ψ is an even section ψ of CℓlSpine1,3(M, g) →֒
CℓlSpine1,3(M, g) such that
Ψ = ψf . (40)
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In what follows, when we refer to a DHSF ψ we omit for simplicity the
wording associated with Φ (or Ψ). It is very important to observe that DHSF
are not sums of even multivector fields although, under a local trivialization, ψ
∈ secCℓlSpine1,3(M, g) is mapped on an even element
7 of R1,3. We emphasize
that DHSF are particular sections of a spinor bundle, not of the Clifford bundle.
However, we show below how these objects have representatives in the Clifford
bundle. To understand how this happens, recall that, whenM is a spin manifold:
(i) The elements of Cℓ(M, g) = PSpine1,3(M)×Ad R1,3 are equivalence classes
[(p, a)] of pairs (p, a), where p ∈ PSpine1,3(M), a ∈ R1,3 and (p, a) ∼ (p
′, a′)
⇔ p′ = pu−1, a′ = uau−1, for some u ∈ Spine1,3;
(ii) The elements of CℓlSpine1,3(M, g) are equivalence classes of pairs (p, a),
where p ∈ PSpine1,3(M), a ∈ R1,3 and (p, a) ∼ (p
′, a′) ⇔ p′ = pu−1, a′ = ua, for
some u ∈ Spine1,3;
(iii) The elements of CℓrSpine1,3(M, g) are equivalence classes of pairs (p, a),
where p ∈ PSpine1,3(M), a ∈ R1,3 and (p, a) ∼ (p
′, a′) ⇔ p′ = pu−1, a′ = au−1,
for some u ∈ Spine1,3.
In this way, it is possible to define the following natural actions on these
associated bundles [14]:
1. There is a natural right action of R1,3 on Cℓ
l
Spine1,3
(M, g) and a natural
left action of R1,3 on Cℓ
r
Spine1,3
(M, g).
Indeed, given b ∈ R1,3 and α ∈ Cℓ
l
Spine1,3
(M, g), select a representative (p, a)
for α and define αb := [(p, ab)] . If another representative (pu−1, ua) is chosen
for α, we have (pu−1, uab) ∼ (p, ab) and thus αb is a well-defined element of
CℓlSpine1,3(M, g).
Let us denote the space of R1,3-valued smooth functions onM by F(M,R1,3).
Then, the above proposition immediately yields the following.
2. There is a natural right action ofF(M,R1,3) on the sections of Cℓ
l
Spine1,3
(M, g)
and a natural left action of F(M,R1,3) on the sections of Cℓ
r
Spine1,3
(M, g).
3. There is a natural left action of sec Cℓ(M, g) on the sections of CℓlSpine1,3(M, g)
and a natural right action of sec Cℓ(M, g) on sections of CℓrSpine1,3(M, g).
Indeed, given α ∈ sec Cℓ(M, g) and β ∈ sec CℓlSpine1,3(M, g), select represen-
tatives (p, a) for α(x) and (p, b) for β(x) (with p ∈ π−1(x)) and define (αβ)(x) :=
[(p, ab)] ∈ CℓlSpine1,3(M, g). If alternative representatives (pu
−1, uau−1) and (pu−1, ub)
are chosen for α(x) and β(x), we have
(pu−1, uau−1ub) = (pu−1, uab) ∼ (p, ab)
and thus (αβ)(x) is a well-defined element of CℓlSpine1,3(M, g).
7Note that it is meaningful to speak about even (or odd) elements in Cℓl
Spine1,3
(M,g) since
Spine1,3 →֒ R
0
1,3.
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4. There is a natural pairing
sec CℓlSpine1,3(M, g)× sec Cℓ
r
Spine1,3
(M, g)→ sec Cℓ(M, g).
Indeed, given α ∈ sec CℓlSpine1,3(M, g) and β ∈ sec Cℓ
r
Spine1,3
(M, g), select rep-
resentatives (p, a) for α(x) and (p, b) for β(x) (with p ∈ π−1(x)) and define
(αβ)(x) := [(p, ab)] ∈ Cℓ(M, g). If alternative representatives (pu−1, ua) and
(pu−1, bu−1) are chosen for α(x) and β(x), we have (pu−1, uabu−1) ∼ (p, ab)
and thus (αβ)(x) is a well-defined element of Cℓ(M, g).
5. There is a natural pairing
sec CℓrSpine1,3(M, g)× sec Cℓ
l
Spine1,3
(M, g)→ F(M,R1,3).
Indeed, given α ∈ sec CℓrSpine1,3(M, g) and β ∈ sec Cℓ
l
Spine1,3
(M, g), select rep-
resentatives (p, a) for α(x) and (p, b) for β(x) (with p ∈ π−1(x)) and define
(αβ)(x) := ab ∈ R1,3. If alternative representatives (pu
−1, au−1) and (pu−1, ub)
are chosen for α(x) and β(x), we have au−1ub = ab and thus (αβ)(x) is a
well-defined element of R1,3.
2.4.1 “Unit Sections”
We now show how to define “unit sections” on the various vector bundles asso-
ciated to the principal bundle PSpine1,3(M).
Let
Φi : π
−1(Ui)→ Ui × Spin
e
1,3, Φj : π
−1(Uj)→ Uj × Spin
e
1,3
be two local trivializations for PSpine1,3(M), with
Φi(u) = (π(u) = x, φi,x(u)), Φj(u) = (π(u) = x, φj,x(u)).
Recall that the transition function on gij : Ui ∩ Uj → Spin
e
1,3 is then given by
gij(x) = φi,x(u) ◦ φj,x(u)
−1,
which does not depend on u.
6. Cℓ(M, g) has a naturally defined global unit section. Indeed, for the
associated bundle Cℓ(M, g), the transition functions corresponding to local triv-
ializations
Ψi : π
−1
c (Ui)→ Ui × R1,3, Ψj : π
−1
c (Uj)→ Uj × R1,3, (41)
are given by hij(x) = Adgij(x). Define the local sections
1i(x) = Ψ
−1
i (x, 1), 1j(x) = Ψ
−1
j (x, 1), (42)
where 1 is the unit element of R1,3. Since
hij(x) · 1 = Adgij(x)(1) = gij(x)1gij(x)
−1 = 1,
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we see that the expressions above uniquely define a global section 1 ∈ Cℓ(M, g)
with 1|Ui = 1i.
7. There exists a unit section on CℓrSpinep,q (M, g) (and also on Cℓ
l
Spinep,q
(M, g)),
if and only if, PSpinep,q (M) is trivial.
Indeed, we show the necessity for the case of CℓrSpinep,q (M, g),
8 the sufficiency
is trivial. For CℓrSpinep,q (M, g), the transition functions corresponding to local
trivializations
Ωi : π
−1
sc (Ui)→ Ui × Rp,q, Ωj : π
−1
sc (Uj)→ Uj × Rp,q, (43)
are given by kij(x) = Rgij(x), with Ra : Rp,q → Rp,q, x 7→ xa
−1. A unit
section in CℓrSpinep,q (M, g) – if it exists – is written in terms of these two local
trivializations as
1ri (x) = Ω
−1
i (x, 1), 1
r
j(x) = Ω
−1
j (x, 1), (44)
and we must have 1ri (x) = 1
r
j(x) ∀x ∈ Ui ∩ Uj . As Ωi(1
r
i (x)) = (x, 1) =
Ωj(1
r
j(x)), we have 1
r
i (x) = 1
r
j(x) ⇔ 1 = kij(x) · 1⇔ 1 = 1gij(x)
−1 ⇔ gij(x) =
1.9
We already recalled that when the (non-compact) spacetime M is a spin
manifold, the bundle PSpine1,3(M) admits global sections. With this in mind,
let us fix a spin frame sΞ and its dual spin coframe Ξ for M . This induces a
global trivialization for PSpine1,3(M), which we denote by ΦΞ : PSpine1,3(M) →
M × Spine1,3, with Φ
−1
Ξ (x, 1) = Ξ(x). As we show in the following, the spin
coframe Ξ can also be used to induce certain fiducial global sections on the
various vector bundles associated to PSpine1,3(M):
(a) Cℓ(M, g)
Let {Ea} be a fixed orthonormal basis of R1,3 →֒ R1,3 (which can be
thought of as being the canonical basis of R1,3). We define basis sections in
Cℓ(M, g) = PSpine1,3(M) ×Ad R1,3 by θa(x) = [(Ξ(x),Ea)]. Of course, this in-
duces a multiform basis {θI(x)} for each x ∈ M . Note that a more precise
notation for θa would be, for instance, θ
(Ξ)
a .
(b) CℓlSpine1,3(M, g)
Let 1lΞ ∈ sec Cℓ
l
Spine1,3
(M, g) be defined by 1lΞ(x) = [(Ξ(x), 1)]. Then the
natural right action of R1,3 on Cℓ
l
Spine1,3
(M, g) leads to 1lΞ(x)a = [(Ξ(x), a)]
8The proof for the case of Cℓl
Spinep,q
(M, g) is analogous.
9For general spin manifolds, the bundle PSpinep,q (M) is not necessarily trivial for arbitrary
(p, q), but Geroch’s theorem warrants that, for the special case (p, q) = (1, 3) with M non-
compact, PSpine1,3(M) is trivial. By the above proposition, we then see that Cℓ
r
Spine1,3
(M, g)
and also CℓlSpinep,q
(M, g) have global “unit sections”. It is most important to note, how-
ever, that each different choice of a (global) trivialization Ωi on CℓrSpine1,3
(M, g) (respectively
CℓlSpinep,q
(M, g)) induces a different global unit section 1ri (respectively 1
l
i). Therefore, even in
this case there is no canonical unit section on Cℓr
Spine1,3
(M, g) (respectively on Cℓl
Spine1,3
(M, g)).
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for all a ∈ R1,3. It follows from property 2 above that an arbitrary section
α ∈ sec CℓlSpine1,3(M, g) can be written as α = 1
l
Ξf , with f ∈ F(M,R1,3).
(c) CℓrSpine1,3(M, g)
Let 1rΞ ∈ sec Cℓ
r
Spine1,3
(M, g) be defined by 1rΞ(x) = [(Ξ(x), 1)]. Then the nat-
ural left action of R1,3 on Cℓ
r
Spine1,3
(M, g) leads to a1rΞ(x) = [(Ξ(x), a)] for all a ∈
R1,3. It follows from property 2 that an arbitrary section α ∈ sec Cℓ
r
Spine1,3
(M, g)
can be written as α = f1rΞ, with f ∈ F(M,R1,3).
Now recall again that a spin structure on M is a 2-1 bundle map s :
PSpine1,3(M) → PSOe1,3(M) such that s(pu) = s(p)Adu, ∀p ∈ PSpine1,3(M),
u ∈ Spine1,3, where Ad : Spin
e
1,3 → SO
e
1,3, Adu : x 7→ uxu
−1. We see that
the specification of the global section in the case (a) above is compatible with
the Lorentz coframe {θa} = s(Ξ) assigned by s. More precisely, for each
x ∈M , the element s(Ξ(x)) ∈ PSOe1,3(M) is to be regarded as a proper isometry
s(Ξ(x)) : R1,3 → T ∗xM , so that θa(x) := s(p) ·Ea yields a Lorentz coframe {θa}
on M , which we denoted by s(Ξ). On the other hand, Cℓ(M, g) is isomorphic
to PSpine1,3(M) ×Ad R1,3, and we can always arrange things so that θa(x) is
represented in this bundle as θa(x) = [(Ξ(x),Ea)] . In fact, all we have to do
is to verify that this identification is covariant under a change of coframes. To
see that, let Ξ′ ∈ sec(PSpine1,3(M)) be another spin coframe on M . From the
principal bundle structure of PSpine1,3(M), we know that, for each x ∈M , there
exists (a unique) u(x) ∈ Spine1,3 such that Ξ
′(x) = Ξ(x)u(x). If we define, as
above, θ′a(x) = s(Ξ
′(x)) · Ea, then
θ′a(x) = s(Ξ(x)u(x)) ·Ea = s(Ξ(x))Adu(x) · Ea
=
[
(Ξ(x),Adu(x) ·Ea)
]
= [(Ξ(x)u(x),Ea)] = [(Ξ
′(x),Ea)] .
This proves our claim. The following results proved in [14] are also needed for
what follows.
(i) Ea = 1
r
Ξ(x)θa(x)1
l
Ξ(x), ∀x ∈M,
(ii) 1lΞ1
r
Ξ = 1 ∈ Cℓ(M, g), (45)
(iii) 1rΞ1
l
Ξ = 1 ∈ R1,3.
Consider now how the various global sections defined above transform when
the spin coframe Ξ is changed. Let Ξ′ ∈ secPSpine1,3(M) be another spin coframe
with Ξ′(x) = Ξ(x)u(x), where u(x) ∈ Spine1,3. Let θa, 1
r
Ξ, 1
l
Ξ and θ
′
a, 1
r
Ξ′ , 1
l
Ξ′
be the global sections respectively defined by Ξ and Ξ′ (as above). We then
have (see proof in [14]) that if Ξ,Ξ′ are two spin coframes related by Ξ′ = Ξu,
where u : M → Spine1,3, then
(i) θ′a = UθaU
−1
(ii) 1lΞ′ = 1
l
Ξu = U1
l
Ξ,
(iii) 1rΞ′ = u
−11rΞ = 1
r
ΞU
−1, (46)
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where U ∈ sec Cℓ(M, g) is the Clifford field associated to u by U(x) = [(Ξ(x), u(x))].
Also, in (ii) and (iii), u and u−1 respectively act on 1lΞ ∈ sec Cℓ
l
Spine1,3
(M, g) and
1rΞ ∈ sec Cℓ
r
Spine1,3
(M, g).
3 Covariant Derivatives of Clifford Fields
Since the Clifford bundle of differential forms is Cℓ(M, g) = TM/Jg, it is clear
that any linear connection ∇ on TM which is metric compatible (∇g = 0)
passes to the quotient TM/Jg, and thus define an algebra bundle connection
[4]. In this way, the covariant derivative of a Clifford field A ∈ sec Cℓ(M, g) is
completely determined.
We now derive [14] formulas for the covariant derivative of Clifford fields
(and for Dirac-Hestenes spinor fields) using the general theory of connections
in principal bundles and covariant derivatives in associate vector bundles as
developed in the Appendices (see also, e.g., [3, 11, 21])
The covariant derivative of a Clifford field A ∈ sec Cℓ(M, g) (in a given
gauge), in the direction of the vector field V ∈ secTM is given by
∇V A = ∂V (A) +
1
2
[ωV , A], (47)
where ωV is the usual (
∧2
(T ∗M)-valued) connection 1-form written in the basis
{θa} . We recall that ∂V is the Pfaff derivative operator (Eq.(15)), that is, if
A = AIθI , then ∂V (A) := V (A
I)θI .
10
Indeed, writing A(t) = A(σ(t)) in terms of the multiform basis {εI} of
sections associated to a given spin coframe, we have A(t) = AI(t)εI(t) =
AI(t)[(Ξ(t),EI )] = [(Ξ(t), A
I (t)EI)] = [(Ξ(t), a(t))], with a(t) := A
I(t)EI ∈
R1,3. Then the parallel transported field is given by [3]
A0||t = [(Ξ(0), g(t)a(t)g(t)
−1)] (48)
for some g(t) ∈ Spine1,3, with g(0) = 1. Thus
lim
t→0
1
t
[
g(t)a(t)g(t)−1 − a(0)
]
=
[
dg
dt
ag−1 + g
da
dt
g−1 + ga
dg−1t
dt
]
t=0
=
= a˙(0) + g˙(0)a(0)− a(0)g˙(0) =
= V (AI)EI + [g˙(0), a(0)],
where g˙(0) ∈ spine1,3 =
∧2
(R1,3). Therefore
∇V A = V (A
I)θI +
1
2
[ωV , A],
10I denotes collective indices of a basis of Cℓ(M, g), e.g., θ12 = θ1θ2.
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where
ωV = [(p, g˙(0))]=
1
2
ωaV bθa ∧ θ
b =
1
2
ωaV
bθa ∧ θb (49)
=
1
2
V cωabc θa ∧ θb =
1
2
V cωacbθ
a ∧ θb. (50)
In particular, calculating the covariant derivative of the basis 1-covector
fields εa yields
1
2 [ωec , θa] = ω
b
caθb. Note that
ωacb = ηadω
d
c b = −ωbca (51)
and
ωabc = η
kaωkclη
lb = −ωbac (52)
In this way, ω : V 7→ ωV is the usual (
∧2(T ∗M)-valued) connection 1-form
on M written in a given gauge (i.e., relative to a spin frame and associated
orthonormal (vector) coframe).
Eq.(47) shows that the covariant derivative preserves the degree of a homo-
geneous Clifford field, as can be easily verified.
The general formula given by Eq.(47) and the associative law in the Clif-
ford algebra immediately yields the result that the covariant derivative ∇V
on Cℓ(M, g) acts as a derivation on the algebra of sections, i.e., for A,B ∈
sec Cℓ(M, g) and V ∈ secTM , it holds
∇V (AB) = (∇V A)B +A(∇VB). (53)
Under a change of gauge (local Lorentz transformation), ωV transforms as
1
2
ωV 7→ U
1
2
ωV U
−1 + (∇V U)U
−1, (54)
Indeed, using Eq.(47) we can calculate ∇V A in two different gauges as
∇V A = ∂V (A) +
1
2
[ωV , A], (55)
or
∇V A = ∂
′
V (A) +
1
2
[ω′V , A], (56)
where by definition ∂V (A) = V (AI)θ
I and ∂′V (A) = V (A
′
I)θ
′I . Now, we observe
that since θ′I = UθIU−1, we can write
U∂V (U
−1A) = U∂V (U
−1A′Iθ
′I) = V (A′I)θ
′I +A′Iθ
′IU∂V (U
−1)
= ∂′V (A) +AU∂V (U
−1).
Now, U∂V (U
−1A) = ∂V A+ U(∂V U
−1)A and it follows that
∂′V (A) = ∂V (A)− [(∂V U)U
−1, A]
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Then, we see comparing the second members of Eq.(55) and Eq.(56) that
1
2
ωV =
1
2
ω′V + U
(
∂V U
−1
)
,
1
2
ω′V =
1
2
ωV + (∂V U)U
−1, (57)
and
1
2
ω′V =
1
2
ωV +
[
∇V U −
1
2
ωV U +
1
2
UωV
]
U−1
=
1
2
UωV U
−1 + (∇V U)U
−1. (58)
3.1 Curvature and Torsion Extensors of a Riemann-Cartan
Connection
Let u,v, t, z ∈ secTM and u, v, t, z ∈
∧1
(T ∗M) →֒ Cℓ(M, g) the physically
equivalent 1-forms, i.e., u = g(u, ), etc.Let moreover, as usual {ea} be an
orthonormal basis for TM and {θa}, θa ∈ sec
∧1
(T ∗M) →֒ Cℓ(M, g) the cor-
responding dual basis and consider the Riemann-Cartan spacetime (M,g, τg, ↑
,∇). Call ∂ = θaea.
The torsion operator of the connection is the (2, 1)-extensor field11
τ : sec
∧2
(T ∗M)→ sec
∧1
(T ∗M),
τ(u ∧ v) = (u · ∂)v − (v · ∂)u − [u, v], (59)
where the Lie bracket of form fields is12
[u, v] = (u · ∂)v − (v · ∂)u, (60)
The torsion of the connection is the extensor field
T: sec (
∧1
(T ∗M)×
∧2
(T ∗M))→ sec
∧0
(T ∗M), (61)
T(z, u ∧ v) = z · τ(u ∧ v). (62)
The connection (1, 2)-extensor field ω is given by
ω : sec
∧1
(T ∗M)→ sec
∧2
(T ∗M),
v 7→ ωv = ωv, v = g(v, ), (63)
where ωv is the (
∧2(T ∗M)-valued) connection 1-form introduced in Eq.(49).
11For a detailed theory of multivector and extensor fields, see [5, 6, 7, 16, 17, 18, 19].
12
eaθb := h
µ
a∂µ(ηbcθ
c) = hµaηbc∂µ(h
c
νdx
ν) = hµa∂µ(hbν)dx
ν
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The curvature biform of the connection is the (2,2)-extensor field13 R(u∧v)
R : sec
∧2
(T ∗M)→ sec
∧2
(T ∗M)
R(u ∧ v) = u · ∂ω(v)− v · ∂ω(u) + ω(u)× ω(v). (64)
We now show that the curvature biform can be written as
R(u ∧ v) = u · ∂ωv − v · ∂ωu −
1
2
[ωu, ωv]− ω[u,v]. (65)
Indeed, recall that by definition
u · ∂(ω(v)) = u · ∂(ω(v)) + [ω(u),ω(v)]. (66)
Also,
(u · ∂ω) (v) ≡ u · ∂ω(v) = u · ∂(ω(v)) − ω(u · ∂v). (67)
So,
u · ∂(ω(v)) − v · ∂(ω(u))= u · ∂ω(v)−v · ∂ω(u) + ω(u · ∂v)− ω(v · ∂u)
= u · ∂ω(v)−v · ∂ω(u) + ω([u, v])
= u · ∂ωv − v · ∂ωu + ω[u,v], (68)
and using the above equations in Eq.(64) we derives Eq.(65).
We can also easily show that
[∇u,∇v]t−∇[u,v]t =
1
2
[R(u ∧ v), t] (69)
It is important to have in mind that the curvature operator of the theory of
covariant derivatives is given by (see, e.g., [3])
ρ(u,v) = [∇u,∇v]−∇[u,v] (70)
The Riemann curvature extensor of the connection is
R : sec
∧2
(T ∗M)×
∧2
(T ∗M)→ sec
∧0
(T ∗M),
R(t ∧ z, u ∧ v)= (t ∧ z) ·R(u ∧ v) (71)
We can show that if [ea, eb] = c
d
abed, then [θa, θa] = c
d
abθd. Then, using the
above formulas we have immediately that
T(z, u ∧ v) = zdu
avbTdab,
T cab = ω
c
ab − ω
c
ba − c
c
ab (72)
and
R(t ∧ z, u ∧ v) = tczdu
avbRcdab,
Rcdab = ea(ω
d
bc)− eb(ω
d
ac) + ω
d
akω
k
bc − ω
d
bkω
k
ac − c
k
abω
d
kc. (73)
13Note that [u,v] is the standard Lie bracket of vector fields.
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Also, we have the very important result. For any t ∈ sec
∧1
(T ∗M) →֒
sec Cℓ(M, g)
[∇ea ,∇eb ]t = R(θa ∧ θb)xt− (T
c
ab − ω
c
ab + ω
c
ba)∇ect. (74)
Indeed, using the previous results, we can write
[∇ea ,∇eb ]t =
1
2
[R(θa ∧ θb), t] +∇[ea,eb]t
= R(θa ∧ θb)xt+∇[ea,eb]−∇eaeb+∇ebea t+∇∇eaebt−∇∇ebeat
= R(θa ∧ θb)xt+∇−T c
ab
ect+∇ωcabect−∇ωcabect
= R(θa ∧ θb)xt− T
c
ab∇ect+ (ω
c
ab − ω
c
ab)∇ect. (75)
4 Covariant Derivative of Spinor Fields
The spinor bundles introduced in Sections 2.2, 2.3 and 2.4, like I(M, g) =
PSpine1,3(M) ×ℓ I, I = R1,3
1
2 (1 + E0), and Cℓ
l
Spine1,3
(M, g), CℓrSpine1,3(M, g) (and
subbundles) are vector bundles. Thus, as in the case of Clifford fields we
can use the general theory of covariant derivative operators on associate vec-
tor bundles (described in the Appendices) to obtain formulas for the covari-
ant derivatives of sections of these bundles. Given Ψ ∈ sec CℓlSpine1,3(M, g)
and Φ ∈ sec CℓrSpine1,3(M, g), we denote the corresponding covariant deriva-
tives by ∇sVΨ and ∇
s
V Φ
14. We have that for any Ψ ∈ sec CℓlSpine1,3(M, g) and
Φ ∈ sec CℓrSpine1,3(M, g)
∇sVΨ = ∂V (Ψ) +
1
2
ωVΨ, (76)
∇sV Φ = ∂V (Φ)−
1
2
ΦωV . (77)
The proof is analogous to the case of the covaraint derivative of Clifford fields,
with the difference that Eq.(48) should be substituted by
Ψ0||t = [(Ξ(0), g(t)a(t))] and Φ
0
||t = [(Ξ(0), a(t)g(t)
−1)].
We observe that in the case of (covariant) spinor fields, the matrix represen-
tation of the ωei are called Fock-Ivanenko coefficients.
Another important result (see [14]) is the following:
Let ∇ be the connection on Cℓ(M, g) to which ∇s is related. Then, for any
V ∈ secTM , A ∈ sec Cℓ(M, g), Ψ ∈ sec CℓlSpine1,3(M, g) and Φ ∈ sec Cℓ
r
Spine1,3
(M, g),
∇sV (AΨ) = A(∇
s
VΨ) + (∇V A)Ψ, (78)
∇sV (ΦA) = Φ(∇V A)+(∇
s
V Φ)A. (79)
14Recall that Il(M) →֒ Cℓl
Spine1,3
(M, g) and Ir(M) →֒ Cℓr
Spine1,3
(M, g).
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Using the above results we can prove that the right unit sections associated
with spin coframes are not constant in any covariant way. Indeed, if 1rΞ ∈
sec CℓrSpine1,3(M, g) is the right unit section associated to the spin coframe Ξ,
then
∇sea1
r
Ξ = −
1
2
1rΞωea . (80)
We now calculate the covariant derivative of a spinor field Ψ ∈ sec CℓlSpine1,3(M, g)
in the direction of the vector field V ∈ secTM to confirm the validity of
Eq.(54).15
Let u :M → Spine1,3 →֒ R1,3 be such that in the spin gauge Ξ ∈ secPSpine1,3
(M) we have for U ∈ sec Cℓ(0)(M, g), UU−1 = 1, U(x) = [(Ξ(x), u(x))]. Then,
we can write the covariant derivative of Ψ ∈ sec CℓlSpine1,3(M, g) in two different
gauges Ξ,Ξ′ ∈ secPSpine1,3 (M) as
∇sVΨ = ∂V (Ψ) +
1
2
ωVΨ, (81)
∇sVΨ = ∂
′
V (Ψ) +
1
2
ω′VΨ. (82)
Now,
Ψ = ΨIs
I = Ψ′Is
′I ,
where sI , s′I are the following equivalence classes in sec CℓlSpine1,3(M, g)
sI =
[(
Ξ(x), SI
)]
ℓ
, s′I =
[(
Ξ′(x), SI
)]
ℓ
,
with SI a spinor basis in a minimal left ideal in R1,3. Now, if Ξ
′ = Ξu we can
write, using the fact that CℓlSpine1,3(M, g) is a module over Cℓ(M, g) that
s′I =
[(
Ξ′(x), SI
)]
ℓ
=
[(
Ξ(x)u(x), SI
)]
ℓ
=
[(
Ξ(x), uSI
)]
ℓ
= [(Ξ(x), u(x))]Cℓ
[(
Ξ(x), SI
)]
ℓ
Now, recalling that U = [(Ξ(x), u(x))]Cℓ ∈ sec Cℓ(M, g) we can write
s′I = UsI . (83)
Recalling that
∂V (Ψ) = V (ΨI)s
I ,
∂′V (Ψ) = ∂V (Ψ
′
I)s
′I , (84)
we get
∂′V (Ψ) = ∂V (Ψ) + U
−1(∂V U). (85)
Using Eq.(85) in Eq.(81) and Eq.(82) we immediately confirm the validity of
Eq.(54). We explore a little bit more some details in the calculation of ∇sVΨ.
15Authors are grateful to Dr. R. A. Mosna for discussions on this issue.
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Recall that since Ψ = [(Ξ,ΨΞ)]ℓ = [(Ξ
′,Ψ′Ξ)]ℓ we can write
[(Ξ′,Ψ′Ξ)]ℓ = [(Ξu,Ψ
′
Ξ)]ℓ = [(Ξ, uΨ
′
Ξ)]ℓ ,
i.e.,
Ψ′Ξ = u
−1ΨΞ (86)
Then,
∂V (Ψ) = V (ΨI)
[(
Ξ, SI
)]
ℓ
=
[(
Ξ, V (ΨI)S
I
)]
ℓ
= [(Ξ, ∂V (ΨΞ)] (87)
∂′V (Ψ) = V (Ψ
′
I)
[(
Ξ, SI
)]
ℓ
=
[(
Ξ, V (Ψ′I)S
I
)]
ℓ
= [(Ξ, ∂V (Ψ
′
Ξ)] (88)
and
∇sVΨ = ∂V (Ψ) +
1
2
ωVΨ =
[(
Ξ, ∂V (ΨΞ) +
1
2
wVΨΞ
)]
ℓ
, (89)
∇sVΨ = ∂
′
V (Ψ) +
1
2
ω′VΨ =
[(
Ξ′, ∂V (ΨΞ′) +
1
2
w′VΨ
′
Ξ
)]
ℓ
, (90)
with
ωV = [(Ξ, wV )]Cℓ , (91)
ω′V = [(Ξ
′, w′V )]Cℓ . (92)
Then we can write using Eq.(90),
∇sVΨ =
[(
Ξu, ∂V (u
−1ΨΞ) +
1
2
w′V u
−1ΨΞ
)]
ℓ
=
[(
Ξ, u∂V (u
−1ΨΞ) +
1
2
uw′V u
−1ΨΞ
)]
ℓ
=
[(
Ξ, ∂VΨΞ + u∂V (u
−1)ΨΞ +
1
2
uw′V u
−1ΨΞ
)]
ℓ
(93)
Comparing Eqs.(89) and (90) we get
1
2
w′V = u
−1wV u− ∂V (u
−1)u. (94)
Next, we must verify that Eqs.(94) and (54) are compatible. To do this, we
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use Eq.(92) to write
1
2
ω′V =
1
2
[(Ξ′, w′V )]Cℓ = U
1
2
ωV U
−1 + (∇V U)U
−1
=
1
2
ωV + (∂V U)U
−1
=
[(
Ξ,
1
2
wV + ∂V (u)u
−1
)]
Cℓ
=
[(
Ξ′u−1,
1
2
wV + ∂V (u)u
−1
)]
Cℓ
=
[(
Ξ′,
1
2
u−1wV u+ u
−1∂V (u)
)]
Cℓ
. (95)
Comparing Eqs.(95) and (94), we see that Eqs.(94) and (54) are indeed
compatible.
5 Many Faces of the Dirac Equation
As well known [3, 25, 14], a covariant Dirac spinor field is a section Ψ ∈
secSc(M, g) = PSpine1,3(M) ×µl C
4. Let (U = M,Φ),Φ(Ψ) = (x, |Ψ(x)〉)
be a global trivialization corresponding to a spin coframe Ξ, such that for
{ea} ∈ PSOe1,3(M),
s(Ξ) = {θa}, θa ∈ sec Cℓ(M, g), θa(eb) = δ
a
b
θaθb + θbθa = 2ηab, a,b = 0, 1, 2, 3. (96)
The usual Dirac equation in a Lorentzian spacetime for the spinor field Ψ — in
interaction with an electromagnetic field A ∈ sec
∧1
(M) →֒ sec Cℓ(M, g) — is
then
iγa(∇sea + iqAa)|Ψ(x)〉 −m|Ψ(x)〉 = 0, (97)
where γa ∈ C(4), a = 0, 1, 2, 3 is a set of constant Dirac matrices satisfying
γa γb + γb γa = 2ηab. (98)
Due to the one-to-one correspondence between ideal sections ofCℓlSpine1,3(M, g),
CℓlSpine1,3(M, g) and of Sc(M, g) as explained above, we can translate the Dirac
Eq.(97) for a covariant spinor field into an equation for a spinor field, which
is a section of CℓlSpine1,3(M, g), and finally write an equivalent equation for a
DHSF ψ ∈ sec CℓlSpine1,3(M, g). In order to do that we introduce the spin-Dirac
operator.
The spin-Dirac operator acting on sections of CℓlSpine1,3(M, g) is the first order
differential operator [12]
∂s = θa∇sea , (99)
where {θa} is a basis as defined in Eq.(96).
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Remark 2 It is crucial to keep in mind the distinction between the Dirac op-
erator ∂ (Eq.(11)) and the spin-Dirac operator ∂s just defined.
We now write Dirac equation in CℓlSpine1,3(M, g), denoted DECℓ
l. It is
∂sψE21 −mψE0 − qAψ = 0 (100)
where ψ ∈ sec CℓlSpine1,3(M, g) is a DHSF and the E
a ∈ R1,3 are such that E
aEb+
EbEa = 2ηab. Multiplying Eq.(100) on the right by the idempotent f = 12 (1 +
E0)12 (1 + iE
2E1) ∈ C⊗ R1,3 we get after some simple algebraic manipulations
the following equation for the (complex) ideal left spin-Clifford field Ψf =Ψ ∈
secCℓlSpine1,3(M, g),
i∂sΨ−mΨ− qAΨ = 0. (101)
Now we can easily show, that given any global trivializations (U =M,Θ) and
(U =M,Φ), of Cℓ(M, g) and CℓlSpine1,3(M, g), there exists matrix representations
of the {θa} that are equal to the Dirac matrices γa (appearing in Eq.(97)). In
that way the correspondence between Eqs.(97), (100) and (101) is proved.
Remark 3 We must emphasize at this point that we call Eq.(100) the DECℓl.
It looks similar to the Dirac-Hestenes equation (on Minkowski spacetime) dis-
cussed, e.g., in [25], but it is indeed very different regarding its mathematical
nature. It is an intrinsic equation satisfied by a legitimate spinor field, namely
a DHSF ψ ∈ sec CℓlSpine1,3(M). The question naturally arises: May we write
an equation with the same mathematical information of Eq.(100) but satisfied
by objects living on the Clifford bundle of an arbitrary Lorentzian spacetime,
admitting a spin structure? We now show that the answer to that question is
yes.
5.1 The Dirac-Hestenes Equation
We obtained above a Dirac equation, which we called DECℓl, describing the
motion of spinor fields represented by sectionsΨ of CℓlSpine1,3(M, g) in interaction
with an electromagnetic field A ∈ sec Cℓ(M, g),
∂sΨE21 − qAΨ = mΨE0, (102)
where ∂s = θa∇sea , {θ
a} is given by Eq.(96), ∇sea is the natural spinor covariant
derivative acting on sec CℓlSpine1,3(M, g) and {E
a} ∈ R1,3 →֒ R1,3 is such that
EaEb + EbEa = 2ηab. As we already mentioned, although Eq.(102) is written
in a kind of Clifford bundle (i.e., CℓlSpine1,3(M, g)), it does not suffer from the
inconsistency of representing spinors as pure differential forms and, in fact, the
object Ψ behaves as it should under Lorentz transformations.
Of course, Eq.(102) is nothing more than a rewriting of the usual Dirac
equation, where the role of the constant gamma matrices is undertaken by the
constant elements {Ea} in R1,3 and by the set {θ
a}. In this way, Eq.(102) is not
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a kind of Dirac-Hestenes equation as discussed, e.g., in [25]. It suffices to say
that (i) the state of the electron, represented by Ψ, is not a Clifford field and
(ii) the Ea’s are just constant elements of R1,3 and not sections of 1-form fields
in Cℓ(M, g). Nevertheless, as shown originally in [14] Eq.(102) does lead to a
multiform Dirac equation once we carefully employ the theory of right and left
actions on the various Clifford bundles introduced above. It is that multiform
equation that we call the DHE.
5.1.1 Representatives of DHSF on the Clifford Bundle
Let {Ea} be, as before, a fixed orthonormal basis of R1,3 →֒ R1,3. Remember
that these objects are fundamental to the Dirac equation (102) in terms of
sections Ψ of CℓlSpine1,3(M, g):
∂sΨE21 − qAΨ = mΨE0.
Let sΞ ∈ secPSpine1,3(M) be a spin frame and Ξ its dual spin coframe on M and
define the sections 1lΞ, 1
r
Ξ and θa, respectively on Cℓ
l
Spine1,3
(M, g), CℓrSpine1,3(M, g)
and Cℓ(M, g), as above. Now we can use Eqs.(45) and (46) to write the above
equation in terms of sections of Cℓ(M, g) :
(∂sΨ)1
r
Ξ ε
211lΞ − qAΨ = mΨ1
r
Ξ ε
01lΞ. (103)
Right-multiplying by 1rΞ yields,
εa(∇seaΨ)1
r
Ξε
21 − qAΨ1rΞ = mΨ1
r
Ξε
0. (104)
It follows from Eq.(79) that
(∇seaΨ)1
r
Ξ = ∇ea(Ψ1
r
Ξ)−Ψ∇
s
ea(1
r
Ξ)
= ∇ea(Ψ1
r
Ξ) +
1
2
Ψ1rΞωea , (105)
where Eq.(80) was employed in the last step. Therefore
θa
[
∇ea(Ψ1
r
Ξ) +
1
2
Ψ1rΞωea
]
θ21 − qA(Ψ1rΞ) = m(Ψ1
r
Ξ)θ
0. (106)
Thus it is natural to define, for each spin coframe Ξ, the Clifford field ψΞ ∈
sec Cℓ(M, g) by
ψΞ := Ψ1
r
Ξ. (107)
We then have
θa
[
∇eaψΞ +
1
2
ψΞωea
]
θ21 − qAψΞ = mψΞθ
0. (108)
A comment about the nature of spinors is in order. As we repeatedly said in
the previous sections, spinor fields should not be ultimately regarded as fields
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of multiforms, for their behavior under Lorentz transformations is not tensorial
(they are able to distinguish between 2π and 4π rotations). So, how can the
identification above be correct? The answer is that the definition in Eq.(107) is
intrinsically spin-coframe dependent. Clearly, this is the price one ought to pay
if one wants to make sense of the procedure of representing spinors by differential
forms.
Note also that the covariant derivative acting on ψΞ in Eq.(108) is the ten-
sorial covariant derivative ∇V on Cℓ(M, g), as it should be. However, we see
from the expression above that ∇V acts on ψΞ together with the term
1
2ψΞωV .
Therefore, it is natural to define an effective covariant derivative ∇
(s)
V acting on
ψΞ by
∇(s)ea ψΞ := ∇eaψΞ +
1
2
ψΞωea . (109)
or, recalling Eq.(76),
∇(s)ea ψΞ = ∂ea(ψΞ) +
1
2
ωeaψΞ, (110)
which emulates the spinorial covariant derivative, as it should. We observe
moreover that if C ∈ sec Cℓ(M, g) and if ψΞ ∈ sec Cℓ(M, g) is a representative of
a Dirac-Hestenes spinor field then
∇(s)ea (CψΞ) = (∇eaC)ψΞ + C(∇
(s)
ea ψΞ). (111)
With this notation, we finally have the Dirac-Hestenes equation for the rep-
resentative Clifford field ψΞ ∈ sec Cℓ(M, g) of a DHSF Ψ of Cℓ
l
Spine1,3
(M, g)
relative to the spin coframe Ξ on a Lorentzian spacetime:
θa∇(s)ea ψΞθ
21 − qAψΞ = mψΞθ
0. (112)
Let us finally show that this formulation recovers the usual transforma-
tion properties characteristic of the Hestenes’ formalism as described, e.g., in
[25]. Consider then, two spin coframes Ξ,Ξ′ ∈ secPSpine1,3(M), with Ξ
′(x) =
Ξ(x)u(x), where u(x) ∈ Spine1,3 . It follows [14] that ψΞ′ = Ψ1
r
Ξ′ = Ψu
−11rΞ =
Ψ1rΞU
−1 = ψΞU
−1. Therefore, the various spin coframe dependent Clifford
fields from Eq.(112) transform as
θ′a = UθaU
−1, (113)
ψΞ′ = ψΞU
−1.
These are exactly the transformation rules one expects from fields satisfying the
Dirac-Hestenes equation.
5.1.2 Passive Gauge Invariance of the DHE
It is a trivial exercise to show that if
θ′a∇
(s)
e′
a
ψΞ′θ
′21 − qAψΞ′ = mψΞ′θ
′0
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then if the connection ωV transforms as in Eq.(54) then
θa∇(s)ea ψΞθ
21 − qAψΞ = mψΞθ
0
This property will be referred as passive gauge invariance of the DHE. It
shows that the fact that even if writing of the Dirac-Hestenes is, of course, frame
dependent, this fact does not imply in the selection of any preferred reference
frame.
The concept of active gauge invariance under local rotations of the Dirac-
Hestenes equation will be studied below.
5.2 [∇sea ,∇
s
eb
]ψ
Let ψ ∈ sec Cℓ(0)(M, g) be a representative of a Dirac-Hestenes spinor field in
a spin frame Ξ defining the orthonormal basis {ea} for TM with {θ
a}, (θa ∈
sec
∧1
(T ∗M) →֒ Cℓ(M, g)) the corresponding dual basis and {θa} the reciprocal
basis of {θa}. Then, a trivial calculation similar to the one that leads to Eq.(74)
shows that
[∇sea ,∇
s
eb
]ψ =
1
2
R(θa ∧ θb)ψ − (T
c
ab − ω
c
ab + ω
c
ba)∇ecψ, (114)
where R(θa ∧ θb) is the same object as in Eq.(74). This shows the unifying
power of our formalism.16
We are now prepared to discuss the meaning of local active Lorentz invari-
ance of Maxwell and Dirac-Hestenes Equations.
6 Active Local Lorentz Invariance and Maxwell
equations
The action functional for the electromagnetic field F generated by a current J
in classical electromagnetic theory is (as it is well-known)
A =
∫
U
F ∧ ⋆F −A ∧ ⋆J. (115)
Action (115) is invariant under local active Lorentz transformations. This
statement is easy to see once we use the Clifford bundle formalism. Indeed,
taking into account that17
F ∧ ⋆F = (F · F )τg, (116)
we see that if we perform an active Lorentz transformation
F 7→
R
F = RFR−1, (117)
16Also, compare that equation, e.g., with Eq.(6.4.54) of Ramond´s book [22], where some
terms are missing.
17Analogous argument applies to the term A ∧ ⋆J .
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where R ∈ sec Spine1,3(M) →֒ sec Cℓ
(0)(M, g), we have
F ∧ ⋆F =
R
F ∧ ⋆
R
F. (118)
This follows since τg = θ
5 commutes with even sections of the Clifford bundle
and Rθ5R−1 = θ5.
Is
R
F a solution of Maxwell equations? The answer is in general negative.
Indeed, if
dF = 0, δF = −J, (119)
in general,
d(RFR−1) 6= 0, δ(RFR−1) 6= RJR−1. (120)
This can be easily seen in the Clifford bundle formalism, since in general,
∂(RFR−1) 6= R(∂F )R−1, (121)
because, in general, θaR 6= Rθa.
So, in definitive, we showed that although Maxwell action is invariant under
active local Lorentz transformations, Maxwell equation does not inherit that
invariance. However, we can modify Maxwell equation in such way that we may
propose that F and all RFR−1 are gauge equivalent. In order for that to be
the case, it is necessary that the Dirac operator be ∂ only in a fiducial gauge.
In other gauges, we have (symbolically)
∂ () 7→
R
∂ = R∂ ()R−1. (122)
In this case, we always have
R
∂
R
F =
R
J, (123)
and we can say that distinct electromagnetic fields are also classified as distinct
equivalence classes, where F and
R
F represent the same field in different gauges.
These different gauges arises from generalized G-connections (Definition 63).
Since this problem appears also in an analogous way in the case of the Dirac
equation, we discuss in details, only this latter case. As we will see the sug-
gestion that gauge equivalent equations describe the same physical phenomena
implies that the different geometries on (M,g) generated by equivalent gauge
connections, with different torsion and curvature tensors are indistinguishable.
The empirical use of a particular gauge is then a question of convenience.
7 The Dirac-Hestenes Equation on a Riemann-
Cartan Spacetime
Let (M,g,∇, τg, ↑) be a general Riemann-Cartan spacetime. In this section we
investigate how to obtain a generalization of the Dirac-Hestenes equation (intro-
duced above for a Lorentzian spacetime) for a representative ψΞu ∈ sec Cℓ(M, g)
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of a Dirac-Hestenes spinor field Ψ ∈ sec CℓlSpine1,3(M, g). In order to do that
we first introduce a chart (ϕ,U) from the maximal atlas of M , with coor-
dinate functions {xµ}. The associate coordinate basis of TU is denoted by
{eµ =
∂
∂xµ = ∂µ} and we denote by {γ
µ = dxµ} its dual basis. Moreover, we
suppose that γµ ∈ sec
∧1
(T ∗M) →֒ sec Cℓ(M, g). Also, let {ea} ∈ sec PSOe1,3(M)
an orthonormal frame and {θa}, θa ∈ sec
∧1
(T ∗M) →֒ sec Cℓ(M, g) the corre-
sponding dual basis. In what follows we are going to work in a fixed spin coframe
Ξu = (u, {θ
a}) and so, in order to simplify the notation we write simply ψ in-
stead of ψΞu .
Recall now that the Lagrangian density for a free Dirac-Hestenes spinor in
Minkowski spacetime (M, η, D˚, τη, ↑) [15] can be written in a global Lorentz
coordinate chart {x˚µ} as
L˚(˚x, ψ, ∂˚ψ) = L˚(˚x, ψ, ∂˚ψ)dx˚0 ∧ dx˚1 ∧ dx˚2 ∧ dx˚3
=
[
(∂˚ψiγ3) · ψ −mψ · ψ
]
dx˚0 ∧ dx˚1 ∧ dx˚2 ∧ dx˚3, (124)
where ∂˚ = dx˚µD˚ ∂
∂x˚µ
. The usual prescription of minimal coupling between a
given spinor field and the (generalized) gravitational field,
dx˚µ 7→ θa, D˚ ∂
∂x˚µ
7→ ∇ea ,
suggests that we take the following Lagrangian for a (representative) ψ of a
Dirac-Hestenes spinor field in a Riemann-Cartan spacetime,
L(x, ψ,∂(s)ψ) = L(x, ψ,∂sψ)dx0 ∧ dx1 ∧ dx2 ∧ dx3
=
[
(∂(s)ψθ0θ2θ1) · ψ −mψ · ψ
]√
|detg|dx0 ∧ dx1 ∧ dx2 ∧ dx3,
(125)
where
∂(s)ψ = θa∇(s)ea ψ = θ
a
(
∂eaψ +
1
2
ωeaψ
)
(126)
Now, in order to use (almost directly) the Lagrangian formalism inMinkowski
spacetime as presented in [15] for the present problem we must recall that the
term ∂x∂∂xψL˚ appearing in the Euler-Lagrange equation (ELE) for the Dirac-
Hestenes spinor field corresponds to ∂∂x˚µ
(
∂ ∂ψ
∂x˚µ
L˚
)
as can be proved by direct
calculation. If we take this observation into account we immediately obtain that
variation of the Lagrangian given by Eq.(125) results in the following ELE,
∂ψL− ∂µ
(
∂∂µψL
)
= 0. (127)
But, since our Lagrangian is expressed in terms of the Pfaff derivatives ∂eaψ
we must express ∂µ
(
∂∂µψL
)
in terms of them. To do that we first write
θa = haµdx
µ. (128)
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Then, since √
|detg| =
1
det(haµ)
≡ h−1 (129)
we have
L(x, ψ,∂sψ) =
[
(∂sψθ0θ2θ1) · ψ −mψ · ψ
]
h−1. (130)
Also,
∂∂µψL = (∂∂µψ∂eaψ)(∂∂eaψL) = h
µ
a∂∂eaψL (131)
and Eq.(127) becomes
∂ψL− (∂µh
µ
a)∂∂eaψL−∂ea
(
∂∂eaψL
)
= 0. (132)
Now, we can verify that
h−1∂µh = h
a
σ∂µh
σ
a , (133)
and taking into account that
[ea, eb] = (h
ν
a∂bh
c
ν − h
ν
b∂ah
c
ν)ec = c
c
abec (134)
we can write
∂µh
µ
a = −c
c
ab + h
−1∂eah, (135)
and Eq.(132) becomes
∂ψL− [∂ea − c
c
ab + h
−1∂eah]
(
∂∂eaψL
)
= 0. (136)
Now18,
∂ψ
(
θaωeaψθ
0θ2θ1 · ψ
)
= 〈θaωeaψθ
0θ2θ1 + ωeaθ
aψθ0θ2θ1〉ψ ,
and then
h∂ψL =
(
θa∂eaψθ
0θ2θ1 +
1
2
θaωeaψθ
0θ2θ1 +
1
2
ωeaθ
aψθ0θ2θ1 − 2mψ
)
,
∂∂eaψL = −h
−1
(
θaψθ0θ2θ1
)
,
∂ea
(
∂∂eaψL
)
= −h−1∂eah(∂∂eaψL)− h
−1θa∂eaψθ
0θ2θ1, (137)
and Eq.(136) becomes
θa∇(s)ea ψθ
0θ2θ1−
1
4
θaωeaψθ
0θ2θ1+
1
4
θaωeaψθ
0θ2θ1+
1
2
θacbabψ−mψ = 0 (138)
or, recalling that the components of the torsion tensor in an orthonormal basis
are given by
T cab = ω
c
ab − ω
c
ba − c
c
ab, (139)
18The symbol 〈 〉ψ means projection on the grades of ψ.
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and that, in particular ωbab = ηbbω
bb
a = 0, we have
θa∇(s)ea ψθ
0θ2θ1 −
1
4
ωeaθ
aψθ0θ2θ1 −
1
2
cbabθ
aψθ0θ2θ1 −mψ
= θa∇(s)ea ψθ
0θ2θ1 −
1
4
θaωeaψθ
0θ2θ1 +
1
4
ωeaθ
aψθ0θ2θ1 −
1
2
cbabθ
aψθ0θ2θ1 −mψ
= θa∇(s)ea ψθ
0θ2θ1 −
1
2
θayωeaψθ
0θ2θ1 −
1
2
cbabθ
aψθ0θ2θ1 −mψ (140)
= θa∇(s)ea ψθ
0θ2θ1 +
1
2
Tbabθ
aψθ0θ2θ1 −mψ = 0
Finally we write the Dirac-Hestenes equation in a general Riemann-Cartan
spacetime as
∂(s)ψθ2θ1 +
1
2
Tψθ0θ2θ1 −mψθ0 = 0, (141)
where
T = Tbabθ
a. (142)
is called the torsion covector. Note that in a Lorentzian manifold T = 0 and
we come back to the Dirac-Hestenes equation given by Eq.(108). We observe
moreover that the matrix representation of Eq.(141) coincides with an equation
first proposed by Hehl and Datta [9].
We observe yet that if we tried to get the equation of motion of a Dirac-
Hestenes spinor field in a Riemann-Cartan spacetime using the principle of
minimal coupling in the Dirac-Hestenes equation in Minkowski spacetime, we
would miss the term 12Tψθ
2θ1 appearing in Eq.(141). This would be very bad
indeed, because in a complete theory where the {θa} and the {ωea} must be
dynamic fields it can be shown that spinor fields generate torsion (details in [9]).
8 Active Lorentz Invariance of the Dirac-Hestenes
Lagrangian
In the proposed gauge theories of the gravitational field (see, e.g., [13, 22]) it is
said that the Lagrangians and the corresponding equations of motion of physical
fields must be invariant under arbitrary local Lorentz rotations. In this section
we briefly investigate how to mathematically implement such a hypothesis and
what is its meaning for the case of a Dirac-Hestenes spinor field on a Riemann-
Cartan spacetime. The Lagrangian we shall investigate is the one given by
Eq.(130), i.e.,
L(x, ψ,∂(s)ψ) =
[
(θa∇(s)ea ψθ
0θ2θ1) · ψ −mψ · ψ
]
h−1 (Dirac-Hestenes)
Observe that the Dirac-Hestenes Lagrangian has been written in a fixed
(passive gauge) individualized by a spin coframe Ξ and we already know that
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it is invariant under passive gauge transformations ψ 7→ ψU−1 (UU−1 = 1,
U ∈ sec Spine1,3(M) →֒ sec Cℓ(M, g) once the ‘connection’ 2-form ωV transforms
as given in Eq.(54), i.e.,
1
2
ωV 7→ U
1
2
ωV U
−1 + (∇V U)U
−1. (143)
Under an active rotation (gauge) transformation the fields transform in new
fields given by
ψ 7→ ψ′ = Uψ,
θm 7→ θ′m = UθmU−1 = Λmn θ
n,
em 7→ e
′
m = (Λ
−1)nmen. (144)
Now, according to the ideas of gauge theories, we must search for a new
connection ∇′s such that the Lagrangian results invariant. This will be the case
if connections ∇s and ∇′s are generalized G-connections (Definition 63), i.e.,
∇
′(s)
e′
m
(Uψ) = U∇(s)emψ,
or
∇′(s)en (Uψ) = Λ
m
n U∇
(s)
emψ. (145)
Also, taking into account the structure of a representative of a spinor covariant
derivative in the Clifford bundle (see Eq.(76)) we must have we must have for
the Pfaff derivative
∂en 7→ ∂
′
en
= Λmn ∂em , (146)
and for the connection,
ω′en = Λ
m
n
(
UωemU
−1 − 2∂em(U)U
−1
)
,
or
ω′e′
m
= UωemU
−1 − 2∂em(U)U
−1. (147)
Write
ω′en =
1
2
ω′klm θk ∧ θl =
1
2
ω′klm θkl ∈ sec Cℓ(M, g),
ωen =
1
2
ωklmθk ∧ θl =
1
2
ωklmθkl ∈ sec Cℓ(M, g),
U = expF , F =
1
2
F rsθrs ∈ sec Cℓ(M, g). (148)
Recall that
ωrsn = η
raωanbη
sb = ωrnbη
sb,
ωrnk = ω
rs
n ηsk. (149)
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Then, from Eqs.(147), (148) and (149) we get
ω′rnk = Λ
b
qω
p
mbΛ
r
pΛ
m
k − ηskΛ
m
k ∂em (F
rs) (150)
Now, we recall that the components of the torsion tensors T and T′ of the
connections ∇ and ∇′ in the orthonormal basis {er ⊗ θ
n ∧ θk} are given by
T rnk = ω
r
nk − ω
r
kn − c
r
nk,
T ′rnk = ω
′r
nk − ω
′r
kn − c
r
nk, (151)
where [en, ek] = c
r
nker.
Let us suppose that we start with a torsion free connection ∇. This means
that crnk = ω
r
nk − ω
r
kn. Then,
T ′rnk = Λ
b
nΛ
m
k Λ
r
pc
p
mb − c
r
nk − ∂em (F
rs) [ηskΛ
m
n − ηsnΛ
m
k ] , (152)
and we see that T′ = 0 only for very particular gauge transformations.
We then arrive at the conclusion that to suppose the Dirac-Hestenes La-
gragian is invariant under active rotational gauge transformations implies in an
equivalence between torsion free and non torsion free connections. It is always
emphasized that in a theory where besides ψ, also the the tetrad fields θa and
the connection ω are dynamic variables, the torsion is not zero, because its
source is the spin of the ψ field. Well, this is true in particular gauges, because
as showed above it seems that it is always possible to find gauges where the
torsion is null. Analogous conclusions are valid for the curvature tensors of the
‘gauge equivalent connections’, as the reader may verify.
A Principal Bundles and Associated Vector Bun-
dles
We recall in this and the next Appendices some of the main definitions and
concepts of the theory of principal bundles and their associated vector bundles,
including the theory of connections and generalized G-connections in principal
and vector bundles, which we shall need in order to introduce the Clifford and
spin-Clifford bundles over a Lorentzian manifold. Propositions are in general
presented without proofs, which can be found, e.g., in [3, 11, 21].
Definition 4 A fiber bundle overM with Lie group G is denoted by (E,M, π,G, F ).
E is a topological space called the total space of the bundle, π : E → M is a
continuous surjective map, called the canonical projection and F is the typical
fiber. The following conditions must be satisfied:
a) π−1(x), the fiber over x, is homeomorphic to F .
b) Let {Ui, i ∈ I}, where I is an index set, be a covering of M , such that:
• Locally a fiber bundle E is trivial, i.e., it is diffeomorphic to a product
bundle, i.e., π−1(Ui) ≃ Ui × F for all i ∈ I.
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• The diffeomorphisms Φi : π
−1(Ui)→ Ui × F have the form
Φi(p) = (π(p), φi,x(p)) (153)
φi|π−1(x) ≡ φi,x : π
−1(x)→ F is onto (154)
The collection {(Ui,Φi)}, i ∈ I, are said to be a family of local trivializa-
tions for E.
• The group G acts on the typical fiber. Let x ∈ Ui ∩ Uj. Then,
φj,x ◦ φ
−1
i,x : F → F (155)
must coincide with the action of an element of G for all x ∈ Ui ∩ Uj and
i, j ∈ I.
• We call transition functions of the bundle the continuous induced mappings
gij : Ui ∩ Uj → G, where gij(x) = φi,x ◦ φ
−1
j,x. (156)
For consistence of the theory the transition functions must satisfy the cocycle
condition
gij(x)gjk(x) = gik(x). (157)
Definition 5 (P,M, π,G, F ≡ G) ≡ (P,M, π,G) is called a principal fiber bun-
dle (PFB) if all conditions in 4 are fulfilled and moreover, if there is a right
action of G on elements p ∈ P , such that:
a) the mapping (defining the right action) P × G ∋ (p, g) 7→ pg ∈ P is
continuous.
b) given g, g′ ∈ G and ∀p ∈ P , (pg)g′ = p(gg′).
c) ∀x ∈ M,π−1(x) is invariant under the action of G, i.e., each element of
p ∈ π−1(x) is mapped into pg ∈ π−1(x), i.e., it is mapped into an element of
the same fiber.
d) G acts free and transitively on each fiber π−1(x), which means that all
elements within π−1(x) are obtained by the action of all the elements of G on
any given element of the fiber π−1(x). This condition is, of course, necessary
for the identification of the typical fiber with G.
Definition 6 A bundle (E,M, π1, G = Gl(m,F), F = V), where F = R or C
(respectively the real and complex fields), Gl(m,F) is the linear group, and V
is an m-dimensional vector space over F is called a vector bundle.
Definition 7 A vector bundle (E,M, π,G, F ) denoted E = P ×ρ F is said
to be associated to a PFB bundle (P,M, π,G) by the linear representation ρ
of G in F = V (a linear space of finite dimension over an appropriate field,
which is called the carrier space of the representation) if its transition functions
are the images under ρ of the corresponding transition functions of the PFB
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(P,M, π,G). This means the following: consider the following local trivializa-
tions of P and E respectively
Φi : π
−1(Ui)→ Ui ×G, (158)
Ξi : π
−1
1 (Ui)→ Ui × F, (159)
Ξi(q) = (π1(q), χi(q)) = (x, χi(q)), (160)
χi|π−11 (x)
≡ χi,x : π
−1
1 (x)→ F, (161)
where π1 : P×ρF →M is the projection of the bundle associated to (P,M, π,G).
Then, for all x ∈ Ui ∩ Uj, i, j ∈ I, we have
χj,x ◦ χ
−1
i,x = ρ(φj,x ◦ φ
−1
i,x). (162)
In addition, the fibers π−1(x) are vector spaces isomorphic to the representation
space V .
Definition 8 Let (E,M, π,G, F ) be a fiber bundle and U ⊂M an open set. A
local section of the fiber bundle (E,M, π,G, F ) on U is a mapping
s : U → E such that π ◦ s = IdU , (163)
If U =M we say that s is a global section.
Remark 9 There is a relation between sections and local trivializations for
principal bundles. Indeed, each local section s, (on Ui ⊂ M) for a principal
bundle (P,M, π,G) determines a local trivialization Φi : π
−1(U) → U × G, of
P by setting
Φ−1i (x, g) = s(x)g = pg = Rgp. (164)
Conversely, Φi determines s since
s(x) = Φ−1i (x, e). (165)
Proposition 10 A principal bundle is trivial if and only if it has a global cross
section.
Proposition 11 A vector bundle is trivial if and only if its associated principal
bundle is trivial.
Proposition 12 Any fiber bundle (E,M, π,G, F ) such thatM is a paracompact
manifold and the fiber F is a vector space admits a cross section.
Remark 13 Then, any vector bundle associated to a trivial principal bundle
has non-zero global sections. Note however that a vector bundle may admit a
non-zero global section even if it is not trivial. Indeed, as shown in the main text,
any Clifford bundle possesses a global identity section, and some spin-Clifford
bundles admits also identity sections once a trivialization is given.
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Definition 14 We say that the structure group G′ of a fiber bundle (E,M, π,G, F )
is reducible to G if the bundle admits an equivalent structure defined with a sub-
group G′ of the structure group G. More precisely, this means that the fiber
bundle admits a family of local trivializations such that the transition functions
takes values in G′, i.e., gij : Ui ∩ Uj → G
′.
A.1 Frame Bundle
The tangent bundle TM to a differentiable n-dimensional manifoldM is an asso-
ciated bundle to a principal bundle called the frame bundle F (M) =
⋃
x∈M FxM ,
where FxM is the set of frames at x ∈M . Let {x
i} be the coordinate functions
associated to a local chart (Ui, ϕi) of the maximal atlas of M . Then, TxM has
a natural basis { ∂∂xi
∣∣
x
} on Ui ⊂M .
Definition 15 A frame at TxM is a set Σx = {e1|x , ..., en|x} of linearly inde-
pendent vectors such that
ei|x = F
j
i
∂
∂xj
∣∣∣∣
x
, (166)
and where the matrix (F ji ) with entries A
j
i ∈ R, belongs to the the real general
linear group in n dimensions Gl(n,R). We write (F ji ) ∈ Gl(n,R).
A local trivialization φi : π
−1(Ui)→Ui ×Gl(n,R) is defined by
φi(f) = (x,Σx), π(f) = x. (167)
The action of a = (aji ) ∈ Gl(n,R) on a frame f ∈ F (U) is given by (f, a)→
fa, where the new frame fa ∈ F (U) is defined by φi(fa) = (x,Σ
′
x), π(f) = x,
and
Σ′x = {e
′
1|x , ..., e
′
n|x},
e′i|x = ej|x a
j
i . (168)
Conversely, given frames Σx and Σ
′
x there exists a = (a
j
i ) ∈ Gl(n,R) such that
Eq.(168) is satisfied, which means that Gl(n,R) acts on F (M) actively.
Let {xi} and {x¯i} be the coordinate functions associated to the local chart
(Ui, ϕi) (Ui, ϕi) and of the maximal atlas of M . If x ∈ Ui ∩ Uj we have
ei|x = F
j
i
∂
∂xj
∣∣∣∣
x
= F¯ ji
∂
∂x¯j
∣∣∣∣
x
,
(F ji ), (F¯
j
i ) ∈ Gl(n,R). (169)
Since F ji = F¯
j
k
(
∂xk
∂x¯i
)∣∣∣
x
we have that the transition functions are
gki (x) =
(
∂xk
∂x¯i
)∣∣∣∣
x
∈ Gl(n,R). (170)
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Remark 16 Given U ⊂M we shall denote by Σ ∈ secF (U) a section of F (U)
⊂ F (M). This means that given a local trivialization φ : π−1(U)→U×Gl(n,R),
φ(Σ) = (x,Σx), π(f) = x. Sometimes, we also use the sloppy notation {ei} ∈
secF (U) or even {ei} ∈ secF (M) when the context is clear.
A.2 Orthonormal Frame Bundle
Suppose that the manifold M is equipped with a metric field g ∈ secT 2,0M of
signature (p, q), p+ q = n. Then, we can introduce orthonormal frames in each
TxU . In this case we denote an orthonormal frame by Σx = {e1|x , ..., en|x}
and
ei|x = h
j
i
∂
∂xj
∣∣∣∣
x
, (171)
g(ei|x , ej|x)
∣∣
x
= diag(1, 1, ..., 1,−1, ...,−1) (172)
with (hji ) ∈ O(p, q), the real orthogonal group in n dimensions. In this case we
say that the frame bundle has been reduced to the orthonormal frame bundle,
which will be denoted by PO(n)(M). A section Σ ∈ sec PO(n)(U) is called a
vierbein.
Remark 17 The principal bundle of orthonormal frames PSOe1,3(M) over a
Lorentzian manifold modelling spacetime and its covering bundle called spin
bundle PSpine1,3(M) discussed in Section 2 play an important role in this article.
Also, vector bundles associated to these bundles are very important. Associated
to PSOe1,3(M) we have the tensor bundle, the exterior bundle and the Clifford
bundle. Associated to PSpine1,3(M) we have several spinor bundles, in particular
the spin-Clifford bundle, residence of the Dirac-Hestenes spinor fields. All those
bundles and their relations are studied in details in [14] and briefly discussed in
Section 2.
Given two vector bundles (E,M, π,G,V) and (E′,M ′, π′, G′,V′) we have
Definition 18 The product bundle E×E′ is a fiber bundle whose basis space is
M×M ′, the typical fiber is V ⊕V′, the structural group of E×E′acts separately
as G and G′ in each one of the components of V ⊕V′ and the projection π × π′is
such that E × E′
π×π′
→ M ×M ′.
Definition 19 Given two vector bundles (E,M, π,G,V) and (E′,M, π′, G′,V′)
over the same basis space, the Whitney sum bundle E ⊕ E′ is the pullback of
E × E′ by h : M →M ×M , h(p) = (p, p).
Definition 20 Given two vector bundles (E,M, π,G,V) and (E′,M, π′, G′,V′)
over the same basis space, the tensor product bundle E⊗E′ is the bundle obtained
from E and E′ by assigning the tensor product of fibers π−1x ⊗π
′−1
x for all x ∈M .
Remark 21 With the above definitions we can easily show that given three
vector bundles, say, E,E′, E′′ we have
E ⊕ (E′ ⊗ E′′) = (E ⊗ E′)⊕ (E ⊗ E′′) (173)
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B Equivalent Definitions of a Connection in Prin-
cipal Bundles
To define the concept of a connection on a PFB (P,M, π,G), we recall that
since dim(M) = m, if dim(G) = n, then dim(P ) = n + m. Obviously, for
all x ∈ M , π−1(x) is an n-dimensional submanifold of P diffeomorphic to the
structure group G and π is a submersion, π−1(x) is a closed submanifold of P
for all x ∈M .
The tangent space TpP , p ∈ π
−1(x), is an (n+m)-dimensional vector space
and the tangent space VpP ≡ Tp(π
−1(x)) to the fiber over x at the same point
p ∈ π−1(x) is an n-dimensional linear subspace of TpP called the vertical sub-
space of TpP
19.
Now, roughly speaking a connection on P is a rule that makes possible a
correspondence between any two fibers along a curve σ : R ⊇ I →M, t 7→ σ(t).
If p0 belongs to the fiber over the point σ(t0) ∈ σ, we say that p0 is parallel
translated along σ by means of this correspondence.
Definition 22 A horizontal lift of σ is a curve σˆ : R ⊇ I → P (described by
the parallel transport of p).
It is intuitive that such a transport takes place in P along directions specified
by vectors in TpP , which do not lie within the vertical space VpP . Since the
tangent vectors to the paths of the basic manifold passing through a given
x ∈ M span the entire tangent space TxM , the corresponding vectors Y p ∈
TpP (in whose direction parallel transport can generally take place in P ) span
a four-dimensional linear subspace of TpP called the horizontal space of TpP
and denoted by HpP . Now, the mathematical concept of a connection can be
presented. This is done through three equivalent definitions given below which
encode rigorously the intuitive discussion given above. We have,
Definition 23 A connection on a PFB (P,M, π,G) is an assignment to each
p ∈ P of a subspace HpP ⊂ TpP , called the horizontal subspace for that connec-
tion, such that HpP depends smoothly on p and the following conditions hold:
(i) π∗ : HpP → TxM , x = π(p), is an isomorphism.
(ii) HpP depends smoothly on p.
(iii) (Rg)∗HpP = HpgP, ∀g ∈ G, ∀p ∈ P .
Here we denote by π∗ the differential of the mapping π and by (Rg)∗ the
differential of the mapping Rg : P → P (the right action) defined by Rg(p) = pg.
Since x = π(σˆ(t)) for any curve in P such that σˆ(t) ∈ π−1(x) and σˆ(0) = p0,
we conclude that π∗ maps all vertical vectors in the zero vector in TxM , i.e.,
19Here we may be tempted to realize that as it is possible to construct the vertical space
for all p ∈ P then we can define a horizontal space as the complement of this space in respect
to TpP . Unfortunately this is not so, because we need a smoothly association of a horizontal
space in every point. This is possible only by means of a connection.
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π∗(VpP ) = 0 and we have
20,
TpP = HpP ⊕ VpP. (174)
Then every Y p ∈ TpP can be written as
Y = Yhp +Y
v
p , Y
h
p ∈ HpP, Y
v
p ∈ VpP. (175)
Therefore, given a vector field Y over M it is possible to lift it to a horizontal
vector field over P , i.e., π∗(Y p) = π∗(Y
h
p) = Yx ∈ TxM for all p ∈ P with
π(p) = x. In this case, we call Y hp horizontal lift of Yx. We say moreover that
Y is a horizontal vector field over P if Y h =Y .
Definition 24 A connection on a PFB (P,M, π,G) is a mapping Γp : TxM →
TpP , such that ∀p ∈ P and x = π(p) the following conditions hold:
(i) Γp is linear.
(ii) π∗ ◦ Γp = IdTxM .
(iii) the mapping p 7→ Γp is differentiable.
(iv) ΓRgp = (Rg)∗Γp, for all g ∈ G.
We need also the concept of parallel transport. It is given by
Definition 25 Let σ : ∋ I → M, t 7→ σ(t) with x0 = σ(0) ∈ M , be a curve in
M and let p0 ∈ P such that π(p0) = x0. The parallel transport of p0 along σ is
given by the curve σˆ : ∋ I → P, t 7→ σˆ(t) defined by
d
dt
σˆ(t) = Γp(
d
dt
σ(t)), (176)
with p0 = σˆ(0) and σˆ(t) = p‖t, π(p‖t) = x.
In order to present yet a third definition of a connection we need to know
more about the nature of the vertical space VpP . For this, let Y ∈ TeG = G be
an element of the Lie algebra G of G. The vector Y is the tangent to the curve
produced by the exponential map
Y =
d
dt
(exp(tY))
∣∣∣∣
t=0
. (177)
Then, for every p ∈ P we can attach to each Y ∈ TeG = G a unique element
Y vp ∈ VpP as follows: let f : (−ε, ε) → P be a curve in P and F : P → R a
smooth function and consider the function F◦f(t) = F(p exp tY ). Then we have
Yvp(F) =
d
dt
F (p exp(tY))
∣∣∣∣
t=0
. (178)
20We also write TP = HP ⊕ V P.
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By this construction we attach to each Y ∈ TeG = G a unique vector field
over P , called the fundamental field corresponding to this element. We then
have the canonical isomorphism
Yvp ←→ Y, Y
v
p ∈ VpP, Y ∈ TeG = G (179)
from which we get
VpP ≃ G. (180)
Definition 26 A connection on a PFB (P,M, π,G) is a 1-form field ω on P
with values in the Lie algebra G = TeG such that ∀p ∈ P we have,
(i) ωp(Y
v
p) =Y and Y
v
p ←→Y , where Y
v
p ∈ VpP and Y ∈ TeG = G.
(ii) ωp depends smoothly on p.
(iii) ωp[(Rg)∗Y p] = (Adg−1ωp)(Y p), where Adg−1ωp = g
−1ωpg.
It follows that if {Ga} is a basis of G and {θ
i} is a basis for T ∗P then
ωp = ω
a
p ⊗ Ga = ω
a
i (p)θ
i
p ⊗ Ga, (181)
where ωa are 1-forms on P .
Then the horizontal spaces can be defined by
HpP = ker(ωp), (182)
which shows the equivalence between the definitions.
B.1 The Connection on the Base Manifold
Definition 27 Let U ⊂M and
s : U → π−1(U) ⊂ P, π ◦ s = IdU , (183)
be a local section of the PFB (P,M, π,G).
Definition 28 Let ω be a connection on P . The 1-form s∗ω (the pullback of
ω under s) by
(s∗ω)x(Yx) = ωs(x)(s∗Yx), Yx ∈ TxM, s∗Yx ∈ TpP, p = s(x), (184)
is called the local gauge potential.
It is quite clear that s∗ω ∈ secT ∗U ⊗G. This object differs from the gauge
field used by physicists by numerical constants (with units). Conversely we have
the following
Proposition 29 Given ω ∈ secT ∗U⊗G and a differentiable section of π−1(U) ⊂
P , U ⊂ M , there exists one and only one connection ω on π−1(U) such that
s∗ω = ω.
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Consider now
ω ∈ T ∗U ⊗G, ω = (Φ−1(x, e))∗ω = s∗ω, s(x) = Φ−1(x, e),
ω′ ∈ T ∗U ′ ⊗G, ω′ = (Φ′−1(x, e))∗ω = s′∗ω, s′(x) = Φ′−1(x, e).
(185)
Then we can write, for each p ∈ P (π(p) = x), parameterized by the local
trivializations Φ and Φ′ respectively as (x, g) and (x, g′) with x ∈ U ∩U ′, that
ωp = g
−1dg + g−1ωxg = g
′−1dg′ + g′−1ω′xg
′. (186)
Now, if
g′ = hg, (187)
we immediately get from Eq.(186) that
ω′x = hdh
−1 + hωxh
−1, (188)
which can be called the transformation law for the gauge fields.
C Exterior Covariant Derivatives.
Let
k∧
(P,G) =
k∧
(T ∗P ) ⊗ G, 0 ≤ k ≤ n, be the set of all k-form fields over
P with values in the Lie algebra G of the gauge group G (and, of course, the
connection ω ∈ sec
1∧
(P,G)).
Definition 30 For each ϕ ∈ sec
k∧
(P,G) we define the so called horizontal
form ϕh ∈ sec
k∧
(P,G) by
ϕhp(X1,X2, ...,Xk) = ϕ(X
h
1 ,X
h
2 , ...,X
h
k), (189)
where Xi ∈ TpP , i = 1, 2, .., k.
Notice that ϕhp(X1,X2, ...,Xk) = 0 if one (or more) of the Xi ∈ TpP are
vertical.
Definition 31 ϕ ∈ sec
k∧
(T ∗P )⊗V (where V is a vector space) is said to be
horizontal if ϕp(X1,X2, ...,Xk) = 0, if at least one (say) Xi ∈ TpP is vertical.
Definition 32 ϕ ∈ sec
k∧
(T ∗P )⊗V is said to be of type (ρ,V) if ∀g ∈ G we
have
R∗gϕ = ρ(g
−1)ϕ. (190)
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Definition 33 Let ϕ ∈ sec
k∧
(T ∗P ) ⊗V be horizontal. Then, ϕ is said to be
tensorial of type (ρ,V).
Definition 34 The exterior covariant derivative of ϕ ∈ sec
k∧
(P,G) in relation
to the connection ω is
Dωϕ = (dϕ)h ∈ sec
∧k+1
(P,G), (191)
where Dωϕp(X1,X2, ...,Xk,Xk+1) = dϕp(X
h
1 ,X
h
2 , ...,X
h
k ,X
h
k+1). Notice that
dϕ = dϕa ⊗ Ga where ϕ
a ∈ sec
k∧
(P ), a = 1, 2, ..., n.
Definition 35 The commutator of ϕ ∈ sec
i∧
(P,G) and ψ ∈ sec
j∧
(P,G),
0 ≤ i, j ≤ n by [ϕ,ψ] ∈ sec
i+j∧
(P,G) such that if X1, ...,Xi+j ∈ secTP , then
[ϕ,ψ](X1, ...,Xi+j) =
1
i!j!
∑
σ∈Sn
(−1)σ[ϕ(Xι(1), ...,Xι(i)),ψ(Xι(i+1), ...,Xι(i+j))],
(192)
where Sn is the permutation group of n elements and (−1)
σ = ±1 is the sign
of the permutation. The brackets [ , ] in the second member of Eq.(192) are the
Lie brackets in G.
By writing
ϕ = ϕa ⊗ Ga, ψ = ψ
a ⊗ Ga, ϕ
a ∈ sec
∧i
(T ∗P ), ψa ∈ sec
∧j
(T ∗P ),
(193)
we can write
[ϕ,ψ] = ϕa ∧ψb ⊗ [Ga,Gb]
= f cab(ϕ
a ∧ψb)⊗ Gc
(194)
where f cab are the structure constants of the Lie algebra .
With Eq.(194) we can prove easily the following important properties in-
volving commutators:
[ϕ,ψ] = (−)1+ij [ψ,ϕ], (195)
(−1)ik[[ϕ,ψ], τ ] + (−1)ji[[ψ, τ ],ϕ] + (−1)kj [[τ ,ϕ],ψ] = 0, (196)
d[ϕ,ψ] = [dϕ,ψ] + (−1)i[ϕ, dψ]. (197)
for ϕ ∈ sec
i∧
(P,G), ψ ∈ sec
j∧
(P,G), τ ∈ sec
k∧
(P,G).
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We shall also need the following identity
[ω,ω](X1,X2) =2[ω(X1),ω(X2)]. (198)
The proof of Eq.(198) is given as follows:
(i) Recall that
[ω,ω] = (ωa ∧ ωb)⊗ [Ga,Gb]. (199)
(ii) Let X1,X2 ∈ secTP (i.e., X1 and X2 are vector fields on P ). Then,
[ω,ω](X1,X2) = (ω
a(X1)ω
b(X2)− ω
a(X2)ω
b(X1))[Ga,Gb]
= 2[ω(X1),ω(X2)].
(200)
Definition 36 The curvature form of the connection ω ∈ sec
1∧
(P,G) is Ωω ∈
sec
2∧
(P,G) defined by
Ωω = Dωω. (201)
Definition 37 The connection ω is said to be flat if Ωω = 0.
Proposition 38
Dωω(X1,X2) = dω(X1,X2) + [ω(X1),ω(X2)]. (202)
Eq.(202) can be written using Eq.(200) (and recalling that ω(X) = ωa(X)Ga).
Thus we have
Ωω = Dωω = dω +
1
2
[ω,ω]. (203)
Proposition 39 (Bianchi identity):
DΩω = 0. (204)
Proof. (i) Let us calculate dΩω. We have,
dΩω = d
(
dω +
1
2
[ω,ω]
)
. (205)
We now take into account that d2ω = 0 and that from the properties of the
commutators given by Eqs.(195), (205) and (197) above, we have
d[ω,ω] = [dω,ω]− [ω, dω],
[dω,ω] = −[ω, dω],
[[ω,ω],ω] = 0. (206)
Using Eq.(206) in Eq.(205) gives
dΩω = [dω,ω]. (207)
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(ii) In Eq.(207) use Eq.(203) and the last equation in Eq.(206) to obtain
dΩω = [Ωω,ω]. (208)
(iii) Use now the definition of the exterior covariant derivative [Eq.(192)]
together with the fact that ω(Xh) = 0, for all X ∈ TpP to obtain
DωΩω = 0.
We can then write the very important formula (known as the Bianchi identity),
DωΩω = dΩω + [ω,Ωω] = 0. (209)
C.1 Local curvature in the Base Manifold M
Let (U,Φ) be a local trivialization of π−1(U) and s the associated cross section as
defined above. Then, s∗Ωω := Ωω (the pullback of Ωω) is a well defined 2-form
field on U which takes values in the Lie algebra G. Let ω = s∗ω (see eq.(185)).
If we recall that the differential operator d commutes with the pullback, we
immediately get
Ωω = s∗Dωω = dω +
1
2
[ω,ω] . (210)
It is convenient to define the symbols
Dω := s∗Dωω, (211)
DΩω := s∗DωΩω (212)
and to write
DΩω = 0,
DΩω = dΩω + [ω,Ωω] = 0.
(213)
Eq.(213) is also known as Bianchi identity.
Remark 40 In gauge theories (Yang-Mills theories) Ωω is (except for numer-
ical factors with physical units) called a field strength in the gauge Φ.
Remark 41 When G is a matrix group, as is the case in the presentation of
gauge theories by physicists, Definition 35 of the commutator [ϕ,ψ] ∈ sec
i+j∧
(P,G)
(ϕ ∈ sec
i∧
(P,G), ψ ∈ sec
j∧
(P,G)) gives
[ϕ,ψ] = ϕ ∧ψ − (−1)ijψ ∧ ϕ, (214)
where ϕ and ψ are considered as matrices of forms with values in G and ϕ∧ψ
stands for the usual matrix multiplication. Then, when G is a matrix group, we
can write Eqs.(203) and (210) as
Ωω = Dωω = dω + ω ∧ ω, (215)
Ωω := Dω = dω+ω∧ω. (216)
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C.2 Transformation of the Field Strengths Under a Change
of Gauge
Consider two local trivializations (U,Φ) and (U ′,Φ′) of P such that p ∈ π−1(U∩
U ′) has (x, g) and (x, g′) as images in (U∩U ′)×G, where x ∈ U∩U ′. Let s, s′ be
the associated cross sections to Φ and Φ′ respectively. By writing s′∗Ωω = Ωω′,
we have the following relation for the local curvature in the two different gauges
such that g′ = hg :
Ωω′ = hΩωh−1, ∀x ∈ U ∩ U ′. (217)
We now give the coordinate expressions for the potential and field strengths
in the trivialization Φ. Let 〈xµ〉 be a local chart for U ⊂M and let
{
∂µ =
∂
∂xµ
}
and {dxµ}, µ = 0, 1, 2, 3, be (dual) bases of TU and T ∗U respectively. Then,
ω = ωa ⊗ Ga = ω
a
µdx
µ ⊗ Ga, (218)
Ωω = (Ωω)a ⊗ Ga =
1
2
Ωaµνdx
µ ∧ dxν ⊗ Ga. (219)
where ωaµ, Ω
a
µν : M ⊃ U → R (or C) and we get
Ωaµν = ∂µω
a
ν − ∂νω
a
µ + f
a
bcω
b
µω
c
ν . (220)
The following objects appear frequently in the presentation of gauge theories
by physicists.
(Ωω)a =
1
2
Ωaµνdx
µ ∧ dxν = dωa +
1
2
fabcω
b ∧ ωc, (221)
Ωωµν = Ω
a
µνGa = ∂µων − ∂νωµ + [ωµ, ων ], (222)
ωµ = ω
a
µGa. (223)
We now give the local expression of Bianchi identity. Using Eqs.(213) and
(221) we have
DΩ
ω
:=
1
2
(DΩ
ω
)ρµνdx
ρ ∧ dxµ ∧ dxν = 0. (224)
By putting
(DΩ
ω
)ρµν := DρΩ
ω
µν (225)
we have
DρΩ
ω
µν = ∂ρΩ
ω
µν + [ωρ,Ω
ω
µν ], (226)
and
DρΩ
ω
µν +DµΩ
ω
νρ +DνΩ
ω
ρµ = 0. (227)
Physicists call the operator
Dρ := ∂ρ + [ωρ, ]. (228)
the covariant derivative. The reason for this name will be given below.
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C.3 Induced Connections
Let (P1,M1, π1, G1) and (P2,M2, π2, G2) be two principal bundles and let F :
P1 → P2 be a bundle homomorphism, i.e., f is fiber preserving, induces a
diffeomorphism f : M1 → M2 and there exists a homomorphism λ : G1 → G2
such that for g1 ∈ G1, p1 ∈ P1 we have
F(p1g1) = Rλ(g1)F(p1) (229)
Proposition 42 Let F : P1 → P2 be a bundle homomorphism. Then a connec-
tion ω1 on P1determines a unique connection on P2.
Remark 43 Let (P,M, π′,O(p, q)) = PO(n)(M) be the orthonormal frame bun-
dle, which is as explained above a reduction of the frame bundle F (M). Then,
a connection on PO(n)(M) determines a unique connection on F (M). This is
a very important result that is usually used implicitly.
Proposition 44 Let F (M) be the frame bundle of a paracompact manifold M .
Then, F (M) can be reduced to a principal bundle with structure group O(n),
and to each reduction there corresponds a Riemann metric field on M.
Remark 45 If M has dimension 4, and we substitute O(n) 7→ SOe1,3 then to
each reduction of F (M) there corresponds a Lorentzian metric field on M.
C.4 Linear Connections on a Manifold M
Definition 46 A linear connection on a smooth manifold M is a connection
ω ∈ secT ∗F (M)⊗ gl(n,R).
Remark 47 Given a Riemannian (Lorentzian) manifold (M, g) a connection
on F (M) which is determined by a connection on the orthonormal frame bundle
PO(n)(M) (PSOe1,3(M)) is called a metric connection. After introducing the con-
cept of covariant derivatives on vector bundles, we can show that the covariant
derivative of the metric tensor with respect to a metric connection is null.
Consider the mapping f |p : TxM → R
n (with p = (x,Σx) in a given triv-
ialization) which sends v ∈ TxM into its components relative to the frame
Σx = {e1|x , ..., en|x}. Let {θ
j
∣∣
x
} be the dual basis of {ei|x}. Then,
f |p (v) = ( θ
j
∣∣
x
(v)) (230)
Definition 48 The canonical soldering form ofM is the 1-form θ ∈ secT ∗F (M)⊗
Rn such that for any v ∈ secTpF (M) such that v =π∗v we have
(θ(v)): = θa|p (v)Ea
= θa|x (v)Ea, (231)
where {Ea} is the canonical basis of R
n and {θa} is a basis of T ∗F (M), with
θa = π∗θa , θa|p (v) = θ
a|x (v).
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Definition 49 The torsion form of a linear connection ω ∈ secT ∗F (M) ⊗
gl(n,R) is the 2-form
Dθ = Θ ∈ sec
∧2
T ∗F (M)⊗ Rn.
As it is easy to verify, the soldering form θ and the torsion 2-form Θ are
tensorial of type (ρ,Rn), where ρ(g) = g, g ∈ Gl(n,R).
We can show, using the same techniques used in the calculation ofDωω(X1,X2)
(Eq.(202)) that
Θ = dθ + [ω,θ], (232)
where [ , ] is the commutator product in the Lie algebra of the affine group
A(n,R) = Gl(n,R)⊠Rn, where ⊠ means the semi-direct product. Suppose that
(Eba,Ec) is the canonical basis of a(n,R), the Lie algebra of A(n,R). Recalling
that
ω(v) = ωab (v)E
b
a, (233)
θ(v) = θa(v)Ea, (234)
we can show without difficulties that
DωΘ = [Ω,θ] (235)
C.5 Torsion and Curvature on M
Let {xi} be the coordinate functions associated to a local chart (U,ϕ) of the
maximal atlas of M . Let Σ ∈ secF (U) with ei = F
j
i
∂
∂xj and θ = θ
aEa. Take
π∗v = v. Then
(θp(v)) = f |p (v) = f |p (dx
j(v)∂j) = f |p (dx
j(v)(F kj )
−1ek)
= ((F kj )
−1
dxj(π∗v)). (236)
With this result it is quite obvious that given any w ∈ Rn, θ determines a
horizontal field vw ∈ secTF (M) by
θ(vw(p)) = w. (237)
With these preliminaries we have the
Proposition 50 There is a bijective correspondence between sections of T ∗M⊗
T rsM and sections of T
∗F (M) ⊗ Rnq , the space of tensorial forms of the type
(ρ,Rnq ) in F (M), with ρ and q being determined by T rsM .
Using the above proposition and recalling that the soldering form is tensorial
of type (ρ(g),Rn), ρ(g) = g, we see that it determines on M a vector valued
differential 1-form θ = ea ⊗ dx
a ∈ secTM ⊗
∧1
(T ∗M). Also, the torsion Θ is
tensorial of type (ρ(g),Rn), ρ(g) = g and thus define a vector valued 2-form on
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M , Θ = ea⊗Θ
a ∈ secTM ⊗
∧2
(T ∗M). We can show from Eq.(232) that given
u,w ∈ TpF (M),
Θa(π∗u, π∗w) = dθ
a(π∗u, π∗w) + ω
a
b (π∗u)θ
b(π∗w)− ω
a
b (π∗w)θ
b(π∗u). (238)
On the basis manifold this equation is often written:
Θ = Dθ = ea ⊗ (Dθ
a)
= ea ⊗ (dθ
a + ωab ∧ θ
b), (239)
where we recognize Dθa as the exterior covariant derivative of index forms21.
Also, the curvature Ωω is tensorial of type (Ad,Rn
2
). It then defines Ω =
ea ⊗ θ
b ⊗ Ωab ∈ secT
1
1M ⊗
∧2(T ∗M) which is easily find to be
Ω = ea ⊗ θ
b ⊗ Ωab
= ea ⊗ θ
b ⊗ (dωab + ω
a
c ∧ ω
c
b), (240)
where the Ωab ∈ sec
∧2(T ∗M) are the curvature 2-forms.
Ωab := dω
a
b + ω
a
c ∧ ω
c
b (241)
Note that sometimes the symbol Dωab such that Ω
a
b := Dω
a
b is introduced in
some texts. Of course, the symbol D cannot be interpreted in this case as
the exterior covariant derivative of index forms. This is expected since ω ∈
sec
∧1
(T ∗P (M))⊗ gl(n,R) is not tensorial.
D Covariant Derivatives on Vector Bundles
Consider a vector bundle (E,M, π1, G,V) denoted E = P ×ρ V associated to
a PFB bundle (P,M, π,G) by the linear representation ρ of G in the vector
space V over the field F = R or C. Also, let dimFV = m. Consider again the
trivializations of P and E given by Eqs.(159)-(161). Then, we have the
Definition 51 The parallel transport of Ψ0 ∈ E, π1(Ψ0) = x0, along the
curve σ : R ∋ I →M , t 7→ σ(t) from x0 = σ(0) ∈M to x = σ(t) is the element
Ψ‖t ∈ E such that:
(i) π1(Ψ‖t) = x,
(ii) χi(Ψ‖t) = ρ(ϕi(p‖t) ◦ ϕ
−1
i (p0))χi(Ψ0).
(iii) p‖t ∈ P is the parallel transport of p0 ∈ P along σ from x0 to x as
defined in Eq.(176) above.
21Rigorously speaking, if Eq.(239) is to agree with Eq.(238) we must have ω¯a
b
∧ θ¯b =(
ω¯a
b
⊗ θ¯b − θ¯b ⊗ ω¯a
b
)
. This is not the definition of the exterior product we used in Section
2 because a factor 1/2 is missing. However, this causes no troubles in the calculations we did
using the Clifford bundle formalism.
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Definition 52 Let Y be a vector at x0 tangent to the curve σ (as defined
above). The covariant derivative of Ψ ∈ secE in the direction of Y is denoted
(DEYΨ)x0∈ secE and
(DEYΨ)(x0) ≡ (D
E
YΨ)x0 = lim
t→0
1
t
(Ψ0‖t −Ψ0), (242)
where Ψ0‖t is the “vector” Ψt ≡ Ψ(σ(t)) of a section Ψ ∈ secE parallel trans-
ported along σ from σ(t) to x0, the only requirement on σ being
d
dt
σ(t)
∣∣∣∣
t=0
= Y. (243)
In the local trivialization (Ui,Ξi) of E (see Eqs.(159)-(161)) if Ψt is the
element in V representing Ψt, we have
χi(Ψ
0
‖t) = ρ(g0g
−1
t )χi|σ(t)(Ψt). (244)
By choosing p0 such that g0 = e we can compute Eq.(242):
(DEYΨ)x0 =
d
dt
ρ(g−1(t)Ψt)
∣∣∣∣
t=0
=
dΨt
dt
∣∣∣∣
t=0
−
(
ρ′(e)
dg(t)
dt
∣∣∣∣
t=0
)
(Ψ0). (245)
This formula is trivially generalized for the covariant derivative in the direc-
tion of an arbitrary vector field Y ∈ secTM.
With the aid of Eq.(245) we can calculate, e.g., the covariant derivative of
Ψ ∈ secE in the direction of the vector field Y = ∂∂xµ ≡ ∂µ. This covariant
derivative is denoted DE∂µΨ.
We need now to calculate dg(t)dt
∣∣∣
t=0
. In order to do that, recall that if ddt is a
tangent to the curve σ in M , then s∗
(
d
dt
)
is a tangent to σˆ the horizontal lift of
σ, i.e., s∗
(
d
dt
)
∈ HP ⊂ TP. As defined before s = Φ−1i (x, e) is the cross section
associated to the trivialization Φi of P (see Eq.(158)). Then, as g is a mapping
U → G we can write [
s∗(
d
dt
)
]
(g) =
d
dt
(g ◦ σ). (246)
To simplify the notation, introduce local coordinates 〈xµ, g〉 in π−1(U) and write
σ(t) = (xµ(t)) and σˆ(t) = (xµ(t), g(t)). Then,
s∗
(
d
dt
)
= x˙µ(t)
∂
∂xµ
+ g˙(t)
∂
∂g
, (247)
in the local coordinate basis of T (π−1(U)). An expression like the second mem-
ber of Eq.(247) defines in general a vector tangent to P but, according to its
definition, s∗
(
d
dt
)
is in fact horizontal. We must then impose that
s∗
(
d
dt
)
= x˙µ(t)
∂
∂xµ
+ g˙(t)
∂
∂g
= αµ
(
∂
∂xµ
+ ωaµGag
∂
∂g
)
, (248)
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for some αµ.
We used the fact that ∂∂xµ + ω
a
µGag
∂
∂g is a basis for HP , as can easily be
verified from the condition that ω(Y h) = 0, for all Y ∈ HP . We immediately
get that
αµ = x˙µ(t), (249)
and
dg(t)
dt
= g˙(t) = −x˙µ(t)ωaµGag, (250)
dg(t)
dt
∣∣∣∣
t=0
= −x˙µ(0)ωaµGa. (251)
With this result we can rewrite Eq.(245) as
(DEYΨ)x0 =
dΨt
dt
∣∣∣∣
t=0
− ρ′(e)ω(Y )(Ψ0), Y =
dσ
dt
∣∣∣∣
t=0
, (252)
which generalizes trivially for the covariant derivative along a vector field Y ∈
secTM.
Remark 53 Many texts introduce the covariant derivative operator DEY acting
on sections of the vector bundle E as follows:
Definition 54 A connection DE on M is a mapping
DE : secTM × secE → secE,
(X,Ψ)7→DEYΨ. (253)
such that DEY : secE → secE satisfies the following properties:
(i) DEX(aΨ) = a(D
E
XΨ),
(ii) DEX(Ψ+Φ) = D
E
XΨ+D
E
XΦ,
(iii) DEX(fΨ) = X(f) + fD
E
XΨ,
(iv) DEX+YΨ = D
E
XΨ+D
E
YΨ,
(v) DEfXΨ = fD
E
XΨ.
(254)
∀ X,Y ∈ secTM , Ψ,Φ ∈ secE, ∀a ∈ F = R or C (the field of scalars entering
the definition of the vector space V of E) ∀f ∈ C∞(M), where C∞(M) is the
set of smooth functions with values in F.
Of course, all properties in Eq.(254) follows directly from Eq.(252). However,
the point of view encoded in Definition 54 may be appealing to physicists. To
see, first recall that E = P ×ρV. Recall that ̺ stands for the representation of
G in the vector space V.
Definition 55 The dual bundle of E is the bundle is the bundle E∗ = P×ρ∗V
∗,
where V∗ is the dual space of V and ̺∗ is the representation of G in the vector
space V∗.
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Example 56 As examples, recall that the tangent bundle is TM = F (M) ×ρ
Rn where ρ : Gl(n,R)→Gl(n,R) denotes the standard representation. Then,
T ∗M = F (M)×ρ∗(R
n)∗ and the dual representation ρ∗ satisfies ρ∗(g) = ρ(g−1)t.
Also, the tensor bundle of tensors of type (r, s), the bundle of homogenous k-
vectors and the bundle of homogeneous k-forms are:
T rsM =
⊗r
s
TM = F (M)×⊗r
s
(
⊗r
s
R
n),∧k
(TM) = F (M)×∧k
ρ
∧k
R
n,∧k
(T ∗M) = F (M)×∧k
ρ∗
∧k
R
n, (255)
where
⊗r
s,
∧k
ρ and
∧k
ρ∗ are the induced tensor product and exterior powers
representations.
Definition 57 The bundle E⊗E∗ is called the bundle of endomorphisms of E
and will be denoted by End(E).
Definition 58 A connection DE
∗
acting on E∗ is defined by
(DE
∗
X Υ
∗)(Ψ) = X (Υ∗(Ψ))−Υ∗(DEXΨ), (256)
∀Υ∗ ∈ secE∗, ∀Ψ ∈ secE and ∀X ∈ secTM .
Definition 59 A connection DE⊗E
∗
acting on sections of E ⊗ E∗ is defined
∀Υ∗ ∈ secE∗, ∀Ψ ∈ secE and ∀X ∈ secTM by
DE⊗E
∗
X Υ
∗ ⊗Ψ =DE
∗
X Υ
∗ ⊗Ψ+Υ∗ ⊗DEXΨ. (257)
We shall abbreviate DE⊗E
∗
by DEndE . Eq.(257) may be generalized in an
obvious way in order to define a connection on arbitrary tensor products of
bundles E ⊗ E′ ⊗ ...⊗ E′...′. Finally, we recall for completeness that given two
bundles, say E and E′ and given connections DE and DE
′
there is an obvious
connection DE⊕E
′
defined in the Whitney bundle E ⊕ E′ (recall definition 19)
It is given by
DE⊕E
′
X (Ψ⊕Ψ
′) = DEXΨ⊕D
E′
X Ψ
′, (258)
∀Ψ ∈ secE, ∀Ψ′ ∈ secE′ and ∀X ∈ secTM .
D.1 Connections on E over a Lorentzian Manifold
In what follows we suppose that (M,g) is a Lorentzian manifold. We recall
that the manifold M in a Lorentzian structure is supposed paracompact. Then,
according to Proposition 12 the bundles E,E∗, T rsM and EndE admit global
cross sections.
We then write for the covariant derivative of Ψ ∈ secE and X ∈ secTM,
DEXΨ =D
0E
X Ψ+W(X)Ψ, (259)
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where W ∈ secEndE ⊗ T ∗M will be called connection 1-form (or potential) for
DEX and D
0E
X is a well-defined connection on E, that we are going to determine.
Consider then a open set U ⊂ M and a trivialization of E in U . Such a
trivialization is said to be a choice of a gauge.
Let {Ei} be the canonical basis of V. Let Ψ|U ∈ sec E|U = π
−1(U).
Consider the trivialization Ξ : π−1(U) → U × V, Ξ(Ψ) = (π(Ψ), χ(Ψ)) =
(x, χ(Ψ)). In this trivialization we write
Ψ|U := (x,Ψ(x)), (260)
Ψ(x) ∈ V, ∀x ∈ U , with Ψ : U → V a smooth function. Let {si} ∈ sec E|U , si =
χ−1(Ei), i = 1, 2, ...,m be a basis of sections of E|U and {eµ} ∈ secF (U), µ =
0, 1, 2, 3 a basis for TU . Let also {εν}, εν ∈ secT ∗U , be the dual basis of {eµ}
and {s∗i} ∈ sec E∗|U , be a basis of sections of E
∗|U dual to the basis {si}.
We define the connection coefficients in the chosen gauge by
DEeµsi =W
j
µisj . (261)
Then, if Ψ = Ψisi and X = X
µeµ
DEXΨ = X
µDEeµ(Ψ
isi)
= Xµ
[
eµ(Ψ
i) +W iµjΨ
j
]
si. (262)
Now, let us concentrate on the term XµW iµjΨ
jsi. It is, of course a new
section ̥ := (x,XµW iµjΨ
jsi) of E|U and X
µW iµjΨ
jsi is linear in both X and
Ψ.
This observation shows that WU ∈ sec(End E|U ) ⊗ T
∗U , such that in the
trivialization introduced above is given by
WU =W iµjsj ⊗ s
∗i ⊗ εµ (263)
is the representative of W in the chosen gauge.
Note that if X ∈ secTU and Ψ := (x,Ψ(x)) ∈ sec E|U we have
ωU (X) := ωUX = X
µW iµjsj ⊗ s
∗i,
ωUX(Ψ) = X
µW iµjΨ
isj . (264)
We can then write
DEXΨ = X(Ψ) + ω
U
X(Ψ), (265)
thereby identifying D0EX Ψ = X(Ψ). In this case D
0E
X is called the standard flat
connection.
Now, we can state a very important result which has been used in Chapter
2 to write the different decompositions of Riemann-Cartan connections.
Proposition 60 Let D0E and DE be arbitrary connections on E. Then there
exists W¯ ∈ sec EndE ⊗ T ∗M such that for any Ψ ∈ secE and X ∈ secTM,
DEXΨ = D
0E
X Ψ+W¯(X)Ψ. (266)
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D.2 Gauge Covariant Connections
Definition 61 A connection DE on E is said to be a G-connection if for any
g ∈ G and any Ψ ∈ secE there exists a connection D′E on E such that for any
X ∈ secTM
D′EX (ρ(g)Ψ) = ρ(g)D
E
XΨ. (d11)
Proposition 62 If DEXΨ =D
0E
X Ψ+W¯(X)Ψ for Ψ ∈ secE and X ∈ secTM ,
then D′EX Ψ =D
0E
X Ψ+W¯
′(X)Ψ with
W¯ ′(X) =gW¯(X)g−1 + gdg−1. (267)
Suppose that the vector bundle E has the same structural group as the
orthonormal frame bundle PSOe1,3(M), which as we know is a reduction of the
frame bundle F (M). In this case we give the
Definition 63 A connection DE on E is said to be a generalized G-connection
if for any g ∈ G and any Ψ ∈ secE there exists a connection D′E on E such
that for any X ∈ secTM , TM =PSOe1,3(M)×ρTM R
4
D′EX′ (ρ(g)Ψ) = ρ(g)D
E
XΨ, (268)
where X ′ = ρTMX ∈ secTM.
D.3 Curvature Again
Definition 64 LetDE be a G-connection on E. The curvature operator RE∈ sec
∧2
T ∗M⊗
EndE of DE is the mapping
RE : secTM ⊗ TM ⊗ E → E, (269)
RE(X,Y )Ψ = DEXD
E
YΨ−D
E
YD
E
XΨ−D
E
[X,Y ]Ψ
RE(X,Y ) = DEXD
E
Y −D
E
YD
E
X −D
E
[X,Y ], (d14)
for any Ψ ∈ secE and X,Y ∈ secTM .
If X = ∂µ, Y = ∂ν ∈ secTU are coordinate basis vectors associated to the
coordinate functions {xµ} we have
RE(∂µ, ∂ν) := R
E
µν =
[
DE∂µ , D
E
∂ν
]
(270)
In a local basis {si ⊗ s
∗j} of EndE we have under the local trivialization
used above
REµν = R
a
µνbsa ⊗ s
∗b,
Raµνb = ∂µW
a
νb − ∂νW
a
µb +W
a
µcW
c
νb −W
a
νcW
c
µb (271)
Eq.(271) can also be written
REµν = ∂µWν − ∂νWµ + [Wµ,Wν ] (272)
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D.4 Exterior Covariant Derivative Again
Definition 65 Consider Ψ⊗Ar ∈ secE ⊗
∧r T ∗M and Bs ∈ ∧s T ∗M . We
define (Ψ⊗Ar)⊗∧ Bs by
(Ψ⊗Ar)⊗∧ Bs = Ψ⊗(Ar ∧Bs) (273)
Definition 66 Let Ψ⊗Ar ∈ secE⊗
∧r
T ∗M and Π⊗Bs ∈ secEndE⊗
∧s
T ∗M.
We define (Π⊗Bs)⊗∧ (Ψ⊗Ar) by
(Π⊗Bs)⊗∧ (Ψ⊗Ar) = Π(Ψ)⊗(Bs ∧ Ar) (274)
Definition 67 Given a connection DE acting on E, the exterior covariant
derivative dD
E
acting on sections of E ⊗
∧r
T ∗M and the exterior covariant
derivative dD
EndE
sections of EndE ⊗
∧s
T ∗M (r, s = 0, 1, 2, 3, 4) are given by
(i) if Ψ ∈ secE then for any X,Y ∈ secTM
dD
E
Ψ(X) =DEΨ, (275)
(ii) For any Ψ⊗Ar ∈ secE ⊗
∧r
T ∗M
dD
E
(Ψ⊗Ar) = d
DEΨ⊗∧Ar +Ψ⊗dAr , (276)
(iii) For any Π⊗Bs ∈ sec EndE ⊗
∧s T ∗M
dD
EndE
(Π⊗Bs) = d
DEndEΠ⊗∧Bs +Π⊗dBs, (277)
Proposition 68 Consider the bundle product E = (EndE ⊗
∧s
T ∗M)⊗∧ E ⊗∧r
(T ∗M). Let Π = Π⊗Bs ∈ sec EndE ⊗
∧s
T ∗M and Ψ = Ψ⊗Ar ∈ secE ⊗∧r
T ∗M . Then the exterior covariant derivative dD
E
acting on sections of E
satisfies
dD
E
(Π⊗∧ Ψ) = (d
DEndEΠ)⊗∧ Ψ+ (− 1)
s
Π⊗∧d
DEΨ. (278)
Exercise 69 We can now show several interesting results, which make contact
with results obtained earlier when we analyzed the connections and curvatures
on principal bundles and which allowed us sometimes the use of sloppy notations
in the main text:
(i) Suppose that the bundle admits a flat connection D0E . We put dD
0E
= d.
Then, if χ ∈ secE ⊗
∧r
T ∗M we have
dD
0E
χ = dχ+W⊗∧χ
(ii) If χ ∈ secE ⊗
∧r
T ∗M we have
(dD
E
)2χ = RE⊗∧χ. (279)
(iii) If χ ∈ secE ⊗
∧r T ∗M we have
(dD
E
)3χ = RE⊗∧d
DEχ (280)
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(iii) Suppose that the bundle admits a flat connection D0E . We put dD
0E
=
d. Then, if
(iv) If Π ∈ secEndE ⊗
∧s
T ∗M
dD
EndE
Π = dΠ+ [W ,Π] (281)
(v)
dD
EndE
RE = 0 (282)
(vi)
RE = dW +W⊗∧W (283)
Remark 70 Note that RE 6= dD
EndE
W .
We hope that the material presented in the Appendix be enough to permit
our reader to follow the more difficult parts of the text and in particular to see
the reason for or use of many eventual sloppy notations.
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