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１．はじめに 
現代社会における衣服は，単に人間の体温調節や人を保護する
ためだけでなく，その人物の個性や感性といった人物の特徴を
表現するものとして欠かせないものになっている．さらに、近
年ではインターネットの普及によってWeb上に多くのファッシ
ョン通販サイトが存在しており，またスナップ写真をWeb上に
掲載して他人に自分のファッションを紹介するアプリなども
存在している．このような背景から，衣服画像データをWeb上
で大量に入手することは容易となっており，そうした衣服画像
から視覚情報を抽出し解析することにより，ファッションに関
連する個人毎に異なる感性情報を獲得し，分析ができる可能性
が高いと考えられる．仮に画像データからファッションに関連
する個人毎に異なる感性のモデル化が可能となれば，Webショ
ッピングなどを利用する際にサイト上にある大量の服の画像
から，感性モデルを利用し自分の嗜好にあった画像を自動的に
分類・検索することが可能となり， Webショッピングに際しユ
ーザの利便性を向上させ，またユーザ側の負担も軽減できると
考えられる．さらには，衣服画像データの衣服の色や模様とい
った視覚情報から，ファッションの流行や地域性等に関する分
析にも役立てられるのではないかと考えられる． 
そこで本研究は，ファッション画像データから視覚情報を抽出
することを目標とし，画像中の衣服領域から自動的に視覚情報
を抽出して，感性モデルを構築する手法を提案する． 
 
２．関連研究  
 画像に含まれる服の情報を扱った先行研究として，個人認識
や同一人物の特定に関する研究が挙げられる．Gallagherら
（2008）は，人物の写真から衣服の情報を利用して個人認識を
行う研究について報告をしている[1]．この研究では，２枚の
写真に写っている人物が同じ服を着ている場合は，その２人の
人物が同一人物である可能性が高いという仮定のもと個人の
認識を行う．具体的には複数の画像データを用いて，衣服領域
の特定を行い，その領域から個人認識のための特徴抽出をする． 
また，個人認識とは異なる視点で，視覚情報において衣服自体
が何色であるかといった衣服の色を分類する研究が，相田ら
（2012）によってなされている[2]．この研究では，人物画像
を入力すると，その画像中の人物が着ている服の色名を返すと
いうシステムを提案している．さらに，顔検出による人物範囲
の推定を行い人物と背景の分離を行い，その後，衣服領域の細
分化を行い領域毎の色を分類している． 
これらの先行研究では，人物写真に写っている衣服に着目し，
個人認識や衣服の色を分類する試みが行われてはいるものの，
個人のファッションに対する考え方や個性といった衣類に関
する感性情報を定量的に分析することは，研究の対象外となっ
ている．本研究はこれらを鑑み，人物写真に写っている衣服領
域から視覚情報を特徴量として抽出する手法に着目し，抽出デ
ータを基にして，写真に写っている人物のファッションがユー
ザ側の嗜好に合っているかどうかを推定・分類するシステムの
構築を行う． 
 
３．本研究のアプローチ 
３.１ 提案手法の概要 
 本研究で取り扱う画像データは，１枚の画像に対して１人の
人物が写っている写真とする．また本研究では，画像データ中
に含まれる衣服領域から視覚情報を抽出するが，衣服の色や模
様といった特徴をよく表現する画像特徴量として，色情報に着
目する．抽出した画像特徴量に対し機械学習を適用し，ファッ
ションに関連する個人毎に異なる感性のモデル化を行う． 
 
３.２ 人物と背景の領域分割手法 
本研究を進めるにあたって，写真に写っている人物と背景を
自動で分離する必要があり，これが初めに取り扱う課題である．
ここでは，先行研究でもよく用いられている領域分割手法とし
て，GrabCutを用いる[3]．GrabCutは，２つのエネルギー関数
を最小化することによって，画像を物体と背景の２つの領域に
分割する．エネルギー関数は，隣接画素の差分値と画素が物体
と背景に属する確率モデルを使って定義される．背景に属する
画素集合を指定し，それらの値をガウス混合分布によって表現
することで確率モデルが決定される．つまり，GrabCutによる
領域分割手法では，衣服領域を予め大まかに決定する必要があ
る．人物写真から色情報を手動ではなく自動的に抽出するため
には，大まかな衣服領域を予め決定しなければならない。そこ
で本研究では，写真に写っている人物はおおよそ写真の中央に
位置していると仮定して，画像データの横幅を３分の１ずつに
分割したときの中央の領域とし，縦幅は，画像データと同様の
幅とした．図１に実際の画像データに対して，GrabCutを行っ
たときの例を示す． 
 
３.３ 画像特徴量の抽出方法 
本研究では，色情報を画像特徴量として抽出する．このとき
画像データ中に使用されている色数を２５６色まで減色した
上で抽出をした．この理由は，衣服領域に使用されている色数
  
は，実際に人が知覚するよりもはるかに多くの色が使用されて
おり，計算機で処理するためには色数が多すぎるためである． 
 
３.４．感性モデルの構築 
 本研究では，人物写真の衣服領域から抽出した画像特徴量を
教師データとし，ランダムフォレストによる機械学習を行うこ
とにより，写真に写っているファッションがユーザにとって好
みであるか，そうでないかの，２つのクラスに分類する．この
分類によって，ユーザのファッションの嗜好を反映した感性モ
デルを構築する．ランダムフォレストとは，多数の決定木を用
いたアンサンブル学習であり，各決定木による多数決で最終的
に分類するクラスを決定するものである[6]．本研究が用いる
ランダムフォレストは，説明変数の重要度つまり寄与度を算出
することが可能であり，さらには，学習や評価が高速であると
いう特徴を有する．
  
図１：GrabCutを利用した人物・背景の分離の例 
 
４．実験手順 
本研究で行った実験手順を以下に示す． 
① 画像データから人物と背景の領域分割 
本研究では，人物が写っている写真からGrabCutを用い
て自動的に大まかな領域を選択し人物と背景を分割す
ることにより衣服領域を特定した．また，本研究では５
1０枚の画像データを写真群として用いた． 
② 画像特徴量の抽出 
①を用いて人物と背景を分割した画像データから，画像
特徴量としてLabカラーヒストグラムを抽出した． 
③ 機械学習による嗜好推定 
被験者５人に対し，それぞれ５1０枚の画像データを提
示し，被験者が好むファッションの画像かを予め選択し
てもらい，次に画像データから得られた画像特徴量を教
師データとし，ランダムフォレストによる機械学習を用
いて２値分類を行い推定した． 
④ 推定された分類の評価 
推定精度の評価を行うために，与えられた写真群からブ
ートストラップサンプルを作成した．ブートストラップ
サンプリングにより得られたデータセット中のおよそ
３分の１をテスト用として取り除き，残りを学習用とす
るOut-Of-Bagによって評価を行った． 
 
５．実験結果 
表１：被験者が選んだ好きの正答率 
被験者 被験者が選んだ好
きの枚数 
被験者が選んだ好
きの正答率（％） 
１ １２７ ４１ 
２ ９８ ６３ 
３ １２１ ３０ 
４ １０６ ４３ 
５ １１２ ３５ 
平均 １１２.８ ４２.４ 
 
表２：機械学習によって判定された好きの正答率 
被験者 好きと判定された
枚数 
好きと判定された
正答率（％） 
１ ６４ ８１ 
２ ７０ ８７ 
３ ４５ ７６ 
４ ５６ ８０ 
５ ４５ ８７ 
平均 ５６ ８２.２ 
 
６．モデル化による自動分析の考察 
 本実験では，写真の衣服領域から抽出したLabカラーヒスト
グラムと，被験者の嗜好（好き・嫌い）とを紐づけしたものを
教示データとし，ランダムフォレストを利用してモデル化を試
みた．その結果，被験者が嫌いと答えた写真に対し，モデルが
好きか嫌いか判定をした場合，モデルの正答率の平均は９割を
超えていた．また、モデルによって嫌いと判定された写真を，
実際に被験者が嫌いと答えた割合（正答率）の平均も，８割を
超えていた．これらの結果から，被験者が嫌いと判定したファ
ッションに対する嗜好分析とモデル化は，かなり高精度に実施
できたのではないかと考えられる． 
 一方，モデルによって好きと判定された写真に対し，実際に
被験者が好きと回答した割合（正答率）の平均は８割を超えた
が，被験者によって好きと判定された写真に対し，モデルが好
きと判定した割合（正答率）の平均は４割弱と低い結果となっ
た．このことから，実際にこのモデルを利用したシステムを導
入した際に，好きと判定されて表示されたファッション写真の
多くが，システム利用者から指示されない問題が生じる恐れが
ある．この問題が起きた理由として，今回の実験では，色の画
像特徴量(Labカラーヒストグラム)のみを利用したことによっ
て，他の要因（服の形状・色の位置関係）に反映される被験者
の嗜好を予測できなかったことが原因の１つとして考えられ
る．例えば図２に示したように，同じ白と黒の衣服の組み合わ
せであっても，色の位置によって印象が変化するため，色の位
置関係が嗜好を左右した可能性が指摘できる． 
  
 
 
図２：ファッションにおける色の位置関係の違い 
 
７．まとめと今後の展望 
 本研究では，画像の色彩特徴量を用いてファッションの嗜好
を自動分析するために，人物が写っている写真の衣服領域から
抽出した画像特徴量を学習データとして機械学習させ，ファッ
ションの嗜好をモデル化し，被験者のファッションに対する嗜
好を推定する手法を提案した．今後は，以下の点に取り組みた
いと考えている． 
① 本研究では， GrabCutを用いて自動的に人物と背景を
分割する際に，人物は写真の中央に位置していると仮
定し，大まかな領域を設定したが，写真の中の人物が
中央に位置していない場合には，うまく画像特徴量を
抽出することが難しいという問題が未解決である．こ
の問題を解決するためには，写真に写っている人物の
顔検出から得られる顔の領域範囲をもとに，衣服領域
を大まかに決定する手法が有効であると予測される． 
② 服地の色の位置関係を考慮するため， 色彩特徴量を抽
出する際に，抽出した色が服のどの位置（ボトムス，
トップス，etc.）に存在するかというデータを加えて
モデル化を行い，今回のモデルと精度の比較を行う． 
③ 色彩特徴量を用いてモデルを構築するために，本研究
ではランダムフォレストによる機械学習によって，２
クラス分類を行っている．このときランダムフォレス
トを利用した識別器が適切かどうかを検証するために，
他の SVMやディープラーニングによる機械学習による
モデル化と比較して，推定精度を検証する． 
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