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Abstract
Lipids are a crucial ingredient of biomembranes in cells, and they play a pivotal role in
many chemical and biological processes. Lipid based structures, such as lipid monolayers
and lipid bilayers, both natural and artiﬁcial, are gaining importance and popularity in
drug delivery. In this thesis, the main interest is on using molecular modeling and atomistic
molecular dynamics simulations to study lipid monolayers and bilayers, and their physical
properties and interactions with an antibiotic molecule called daptomycin. This thesis is
composed of the research results from two projects.
The ﬁrst project focuses on an atomistic molecular dynamcis study of lipid Langmuir
monolayers composed of both pure zwitterionic dipalmitoylphosphatidylcholine (DPPC)
and a mixture of DPPC and cationic cetyltrimethylammonium bromide (CTAB). The
cationic CTAB lipids have been found to have signiﬁcant condensing eﬀect on the DPPC
/ CTAB monolayers, i.e., at the same surface tension or surface pressure, monolayers with
higher CTAB molar fraction have smaller area per lipid. With this condensing eﬀect, the
DPPC / CTAB monolayers are also able to achieve negative surface tension without in-
troducing buckling into the monolayer structure. The condensing eﬀect is caused by the
interplay between the cationic CTAB headgroups and the zwitterionic phosphatidylcholine
(PC) headgroups which has electrostatic origin. Moreover, detailed analysis of the struc-
tural properties of the monolayers, such as the density proﬁle analysis, hydrogen bonding
analysis, chain order parameter calculations and radial distribution function calculations
were also performed for better understanding of cationic DPPC/CTAB monolayers. A
chapter is dedicated to the discussion of the mean and Gaussian curvatures of the pure
DPPC and DPPC/CTAB mixture monolayers.
In the second project, MD simulations were employed to study the atomistic details
of the antimicrobial activities of daptomycin, a cyclic anionic lipopeptide which treats
infections caused by Gram-positive bacteria, with emphasis on its interactions with a model
bacteria membrane. Despite having a net negative charge, it is selective against negatively
charged bacterial membranes. It has been established that daptomycin’s antibiotic activity
is based on targeting bacterial membranes and that this antibacterial activity depends
on calcium ions. Importantly, however, both the precise role of ions and the physical
mechanisms responsible for daptomycin’s action remain poorly understood. We investigate
these issues using three types of molecular dynamics simulations: free energy calculations
for a single daptomycin, unbiased simulations for daptomycin tetramers and micellation of
daptomycin both in the absence and presence of calcium ions.
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Chapter 1
Introduction
The theme of the ﬁrst half of this thesis is employing molecular modeling approaches, or
more speciﬁcally molecular dynamics (MD) methods to investigate lipid based structures
and materials, with the aim of facilitating the design of packaging material for drug delivery
nanocarriers, with the help of massively parallel computer simulations. MD simulations
were performed for a detailed atomistic study of lipid Langmuir monolayers composed of
both pure zwitterionic dipalmitoylphosphatidylcholine (DPPC) and a mixture of DPPC
and cationic cetyltrimethylammonium bromide (CTAB). The purpose of the study is to
investigate how the composition of the DPPC/CTAB monolayers aﬀects their structural
and electrostatic properties in the liquid-expanded phase.
The second half of this thesis focuses on using very similar molecular modeling ap-
proaches to study the mechanism of daptomycin’s antimicrobial activities. Daptomycin
is a cyclic anionic lipopeptide which treats infections caused by Gram-positive bacteria.
But the full picture of its antimicrobial activities is yet to be revealed. Again we em-
ployed atomistic MD studies to reveal the behavior and structural changes of daptomycin
in one of the key stages of the process of killing bacteria. This chapter provides the ba-
sic theoretical and experimental background knowledge for the rest of this thesis. A lot
of background will be discussed in the next chapter, Molecular Dynamics Simulation of
Surfactant Monolayers, including details on parametrizing lipid molecules, simulation box
setup and techniques of running monolayer simulations.
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1.1 The Role of Lipid-Based Structures in Modern
Drug Delivery and Drug Design
According to the World Cancer Report 2014[1], cancer is one of the most serious threats
to human health and in 2012 alone it claimed 8.2 million human lives[1]. Yet the threat of
cancer shows no sign of slowing down. According to the estimation of the World Health
Organization in the World Cancer Report 2014[1], the number of new cases is expected to
rise to an annual 19.3 million by 2025 from an estimated 14 million new cases in 2012.
The high death rate of cancer poses a tremendous challenge for researchers who look
for new cancer treatment methods. Even with the rapid advance of cancer treatments,
such as surgery and radiation therapy, drug treatment remains one of the most available
and practical approaches for patients.
Most of the current drug treatments for clinical use involves oral ingestion or intravas-
cular injection of low molecular mass drug molecules into the human body through blood
circulation. The most serious issue is that only a small portion of the drug molecules
reaches the pathological site to be treated, with the vast majority of the dose (can be as
high as 99% in some chemotherapy) unleashing their toxicity on healthy human cells[2].
Patients and doctors are facing a diﬃcult and unfortunate dilemma: if the dosage of the
cancer treatment drug is too low, the portion of the drug molecules that directly attacks
the pathological site will be insuﬃcient to be eﬀective. If the dosage is too high, the
side eﬀect caused by the toxicity will be too high for the patient to bear, sometimes out-
weighting the beneﬁt of quenching the growth of the pathological site. What worsens the
situation is that a lot of clinically approved drugs and development candidates for cancer
treatment possesses the unfortunate characteristic of high hydrophobicity and as a result,
being poorly soluble in an aqueous environment[3, 4]. The intrinsic hydrophobicity makes
their clinical use challenging as serious side eﬀect such as embolization of blood capillaries
can develop[5]. Hydrophobicity refers to the physical property of a molecule that shows
repulsive tedency against a mass of water. Hydrophobic molecules are usually non-polar
and, thus, prefer other neutral molecules and non-polar solvents. Hydrophobicity is an
entropic eﬀect. A hydrophobic molecule in water disrupts the hydrogen bonding network
of water and leads to water forming a clathrate-like structure around the hydrophobic
molecule. The structure formed is more ordered and entropically unfavorable than free
water molecules, as the water molecules try to arrange themselves to interact as much as
possible with themselves.
Nucleic acids based cancer treatment is an emerging ﬁeld in the last two decades[6].
Ribonucleic acid, or RNA was once understood as simply an intermediate between deoxyri-
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bonucleic acid (DNA) and protein[7]. This picture of RNA’s functionality changed drasti-
cally in early 1980s-1990s due to the discovery of catalytic RNAs[8] and RNA interference[9].
These two important events in the RNA research ﬁeld led to an explosion of new RNA-
based therapeutics, such as RNAi, ribozymes and aptamers[10]. One of the most promising
RNA based cancer therapeutics is small interfering RNAs (siRNAs) which work by the
mechanism of RNA interference (RNAi), i.e., interfering with (silencing) the expression of
speciﬁc genes of cancer cells. However the daunting task of delivering siRNAs into the
cytoplasm of the targeted cancer cells preludes to the promising employment of the RNAi
mechanism to decimate the targeted cancer cells. There are several major hurdles to an
eﬀective delivery of siRNAs to the cytoplasm of the targeted cancer cells, despite the fact
siRNAs are relatively small (about 13 kDa)[11, 12]. First, siRNAs are intrinsically unstable
in vivo due to the plethora of ribonucleases in serum and in cells[5, 10]. Second, siRNAs
have a short half-life caused by the rapid renal clearance by the kidneys and the capture by
the mononuclear phagocytic system (MPS) in the liver[13]. Third, siRNAs are negatively
charged and hydrophilic which prevent them from easily crossing the cell membrane[10].
The strategy of targeted drug delivery was envisaged by the pioneer Paul Ehrlich, the
founder of chemotherapy, more than one century ago[14]. The ultimate goal of targeted
drug delivery is concentrating drug molecules in the pathological site while reducing the
relative concentration attacking healthy cells. One of the latest trends in targeted drug
delivery is using nanoparticles, also called nanocarriers as the delivery agent because once
they are assembled in uniform and well-deﬁned size and shape, they could possess the ability
to cross the membranes of cancer cells while minimizing the probability of unleashing the
packaged drug molecules into undesirable sites, i.e., healthy cells[15, 16]. For poorly soluble
drug molecules, nanocarriers can be designed to solubilize them as well as protecting them
from getting metabolically destroyed by the liver. It has been shown that nanocarriers
can be meticulously engineered to possess the following characteristics as siRNA delivery
agents. First, they can be stable with direct contact with nucleases. Second, their size
can be carefully chosen and implemented in production to elude the renal clearance by
the kidneys and the capture by the mononuclear phagocytic system (MPS) in the liver[5].
It is worth mentioning that the threshold of the renal clearance sets the lower limit for
the size of nanocarriers (about 5.5 nm[17]) while the threshold of the capture by the
MPS sets the upper limit. Various studies show the ideal range for the size of the drug
delivery nanocarriers is 50 nm - 200 nm which is large enough to escape the renal clearance
but small enough to avoid the uptake by the MPS in the liver[5, 13, 18]. Third, they
can balance the negative charges of the siRNAs by carrying positive charges, which makes
the entire siRNA/nanocarrier entity either slightly positively charged or slightly negatively
charged[19]. Fourth, they can protect siRNAs from being recognized by the immune system
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as well as avoiding non-speciﬁc interactions with serum proteins.
There are several candidates as promising packaging material for designing nanocarriers
as the delivery vehicle for drugs and siRNAs, among which lipid based structures and
materials received much attention. And they are the focus of this thesis. Lipids as an
essential component of nanocarriers can be engineered into functional structures to have
the favorable characteristics mentioned above to deliver the wrapped drugs or siRNAs into
the desirable sites. First, lipids can wrap into structures, such as micelles and liposomes, to
protect drugs and siRNAs during blood circulation and/or improve the water solubility of
drugs with high hydrophobicity. As Figure 1.1a indicates, micelles are spherical structures
formed by amphiphilic lipid molecules in aqueous solutions. The formation of micelles is
spontaneous only when the concentration of amphiphilic lipid is greater than the critical
micelle concentration (CMC), and the temperature of the system is greater than the critical
micelle temperature, or Kraﬀt temperature[11, 20]. The polar (hydrophilic) headgroups
form the surface of micelles in direct contact with water and the nonpolar (hydrophobic)
tails are hidden inside and stay away from water. Figure 1.1b shows a simple diagram for
a liposome which is an artiﬁcial vesicle composed of two layers of lipids. The hydrophilic
polar headgroup of the outer layer faces the aqueous environment, and those of the inner
layer faces inwards. As both micellar and liposomal structures have hydrophilic parts facing
outwards, the nanocarriers based on them are usually water soluble. Second, nanocarriers
can be engineered to have cationic lipids as its components aiming to provide electrostatic
stabilization[21]. Third, lipid containing micelles and liposomes loaded with drugs can be
complemented with targeting moieties to achieve active targeting to cancer cells. Figure
1.1c shows a micellar structure with drug molecules as its payload and its surface linked
to three targeting moieties, i.e., antibody, receptor targeted ligands, and cell penetrating
function for intracellular targeting. The micellar structure usually contains not only lipids,
but also polymeric compound such as poly(ethylene glycol) (PEG) to achieve desirable
characteristic [5, 21, 22, 23]. The size of the lipid containing nanocarriers with micellar or
liposomal structures ranges from dozens of nanometers to several hundred nanometers[23,
24, 25, 26, 27]. Therefore these nanocarriers are not prone to encounter the renal clearance
or be uptaken by the MPS in the liver.
The design and application of lipid containing micelles and liposomes as drug delivery
nanocarriers require in-depth knowledge and understanding of their physical and chemical
properties. The “base” structures for lipid containing micelles and liposomes which are
lipid monolayers and bilayers respectively provide simpliﬁed models to capture the essential
physical and chemical properties of them and faciliate both experimental and simulational
studies. The MD simulation works presented in this thesis focus on cationic mixture
lipid monolayers which can be seen as a simpliﬁed model for cationic lipid containing
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micelles. It is worth mentioning though we simulated planar monolayers, they are sound
approximations to the micellar structure of the lipid based nanocarriers discussed above, as
the relatively large size of the micellar structure dictates the curvature’s eﬀect is relatively
small for a local patch which can be approximately regarded as a planar monolayer[28].
1.2 The Molecular Dynamics Method
In this section, a brief introduction to the molecular dynamics methods is presented. Much
of the content is a summary of several in-depth literatures[29, 30] on the molecular dy-
namics method. The GROMACS speciﬁc details can be found in the GROMACS manual
(http://www.gromacs.org/Documentation/Manual).
1.2.1 Molecular Modeling of Biological Systems
Before we proceed to the discussion of the molecular dynamics method in detail, a broader
overview of the molecular modeling of biological systems, which includes the molecular
dynamics method as one of the most prominent approaches, is presented. Tamar Schlick
deﬁnes molecular modeling as “the science and art of studying molecular structure and
function through model building and computation”[31]. The central idea of molecular
modeling is using a simpliﬁed description (model) of the molecules of an interesting system
to compute the evolution of the system with the passage of time. The model should be
able to capture both the internal interactions of the system and the interactions with
the environment. Except for a very limited number of very small pedagogical molecular
modeling cases which can be solved by hand, such as covalent bonding in some diatomic
molecules (e.g. H2), molecular modeling inevitablly involves computer simulations for all
physical, chemical and biological systems of decent size.
A molecular modeling study usually involves three steps. First, modeling of the molecules
of interest is performed to describe interactions in the system. Second, the evolution of
the molecular system of interest is mimicked by computer simulation with the underlying
model of the molecules accomplished in the ﬁrst step. Third, analysis is performed to
investigate the physical or chemical properties of interest.
The strength of molecular modeling is that one can directly observe the microscopic
interactions and processes of the molecular system of interest, which could be diﬃcult
or even impossible for experimental studies to accomplish, usually due to the temporal
and/or spatial limitations. Take our own study of daptomycin’s spontaneous binding to
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(a) (b)
(c)
Figure 1.1: (a) A simple diagram for a micelle composed of a monolayer of amphiphilic
lipids. The hydrophilic polar headgroup faces the aqueous environment and the hydropho-
bic nonpolar tails hides inside. In reality, water molecules are not perfectly excluded from
the interior of the micelle. (b) A simple diagram for a liposome composed of a bilayer of
amphiphilic lipids. Compared to a micelle, a liposome is a small artiﬁcial vesicle that has
two layers of amphiphilic lipids. The hydrophilic polar headgroup of the outer layer faces
the aqueous environment, and those of the inner layer faces inwards. (c) A micelle loaded
with drug and targeting moieties at its surface. In real cases, the micelle could be either
polymeric or lipid-based or the compound of both. The three targeting moieties may or
may not exist at the same time on the same micelle surface[5].
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the surface of a model bacterial membrane as example. Daptomycin is a cyclic anionic
lipopeptide which treats infections caused by Gram-positive bacteria. Daptomycin gains
its signiﬁcance as Gram-positive pathogens rapidly acquire resistance against other an-
tibiotics, e.g. methicillin-resistant Staphylococcus aureus [32]. The bacterial membrane
generally diﬀers from the eukaryotic membrane by having a signiﬁcant concentration of
phosphatidylglycerol lipids[33], which was properly reﬂected in our model. Upon the bind-
ing (Figure 1.2), hydrogen bonds develop between daptomycin and the lipids in the model
bacteria membrane, and the daptomycin undergoes a structural change compared to its free
state in water, which can be directly observed and analyzed in great detail in our molec-
ular modeling approaches. To our best knowledge, though experimental measures such as
NMR [34] have the capability to indirectly observe these processes, no currently existing
experimental measures can directly observe them (Figure 1.2). In other words, molecular
modeling approaches can provide the unparalleled temporal and spatial resolution of many
microscopic molecular interactions and processes.
Molecular modeling, while providing indispensable beneﬁt and usefulness for many
molecular systems, also faces some limitations. Our own study of daptomycin’s antimicro-
bial activities is a good example in which both the size of modeled system and the time
scale of molecular process we can simulate is severely limited by the computational power
we can employ. The bacterial membrane is modeled by only a few hundred lipids, which is
almost negligible compared to the number of lipids in a real bacterial membrane, though
this issue can be addressed by using periodic boundary condition to a large extent. We
will talk about periodic boundary condition later in Section 1.2.6. The more challenging
issue is the time scale of molecular process we can simulate, which almost poses as an in-
tractable obstacle which prevents us from studying many molecular process. The process
of daptomycin killing bacteria takes several minutes[35] to ﬁnish, in which some key stages
of daptomycin’s eﬀect such as the aggregation of daptomycin in bacteria membrane and
the ﬂipping of daptomycin clusters occur at a similar time scale[36]. However we can only
achieve simulated trajectories of daptomycin interacting with model bacteria membrane
up to several microseconds. The size of the systems and the time scale of the trajectory
we can achieve are typical for modern MD simulations. The current world leading level
of MD simulations was done for an inﬂuenza virus particle on a mammalian membrane
(approximately 120 nm)[37]. They simulated more than 10 million particles for several
microseconds of simulated time. There is a huge gap between the time scale we can sim-
ulate and the time scale at which the real molecular or biological process occurs. The
current limitation of molecular modeling also indicates one of the key directions for the
future development of molecular modeling, i.e., simulating larger molecular systems at a
much longer time scale. Also multiscale modeling is often employed to achieve the bal-
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Figure 1.2: An antimicrobial daptomycin molecule in the united atom representation
(shown as sticks and balls) bound to the surface of a model bacteria membrane (shown as
lines).
ance between speed and accuracy[38]. For example, ab initio molecular dynamics [39] can
be used to study a critical region of a system where chemical reactions (bond formation
and breaking) occur. Outside the critial region, atomistic classical molecular dynamics or
even coarse-grained classical molecular dynamics [40] can be applied to reduce the compu-
tational cost while oﬀering acceptable accuracy. Advanced sampling techniques, such as
metadynamics[41], are also extensively used to enchance the sampling in the phase space
which is diﬃcult for regular MD to reach in many cases.
1.2.2 Molecular Dynamics
Molecular dynamics (MD) simulations numerically solve Newton’s equation of motion,
Eq.1.1, for particles (indexed by subscript i) of an interesting system in a discretized
fashion. Here we refer the most elementary and indivisible constituent of a system studied
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by MD as a particle, not an atom. The reason is MD simulations can not only simulate
a system of atoms, but also a system comprising of other indivisible constituent such as
beads in the coarse grained approaches. Therefore particle is a more suitable and broader
concept than atom to describe the most elementary and indivisible constituent of a MD
simulated system.
Fi = mai (1.1)
The force on each particle can be evaluated by taking the partial derivatives of an empirical
potential energy function V = V (r1, r2, ..., ri), if the analytical form is available.
∂V
Fi = − (1.2)
∂ri
Here the potential energy function is empirical because it is predetermined by the force
ﬁeld employed, not from real-time electronic structure calculations. A set of carefully de-
signed empirical potential energy functions that ﬁt to either experimental data or quantum
chemistry calculations or both is called a force ﬁeld. It is one of the most important de-
termining factors in a MD simulation. There are many algorithms for discretizing Eq. 1.1
in conjunction with Eq. 1.2 to derive updated positions and velocities for each particle.
These algorithms are named numerical integrators. One of the most widely used integra-
tors which was also employed for all the MD simulations in this thesis, is the leap-frog
integrator[42].
The general procedure of update scheme in a MD simulation is:
1. Provide an initial conﬁguration of the particle coordinates to the MD engine as
well as run parameters and a topology ﬁle which describes the interactions (bonded and
non-bonded) between the particles. The initial conﬁguration of the particle coordinates is
usually generated artiﬁcially, or assembled from an experimentally determined structure
or the output of another MD simulation. The initial velocities can be sampled from a
Maxwell-Boltzmann distribution which deﬁnes the distribution of speeds for a molecular
system at a certain temperature:
( )1/2
dN m −mv2
2kBT= e dv (1.3)
N 2πkBT
where dN/N is the fraction of molecules moving at velocity v to v + dv, m is the mass of
the molecule, kb is the Boltzmann constant, and T is the absolute temperature.
2. Evaluate the forces on each particle by using their coordinates and the force ﬁeld.
3. Use a numerical integrator to update the coordinates of each particle.
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4. If a thermostat and/or a barostat is present, another treatment of the coordinates
and the velocities are needed to achieve the desirable temperature and pressure.
5. Repeat Steps 2 to 4 to generate a trajectory with periodic output of the coordinates
and velocities of the particles and other state data, e.g., energies and virials.
The periodic time interval for performing a cycle of Steps 2 to 4 is called a time step,
which must be carefully selected to ensure the accuracy and non-divergence behavior of
the numerical integrator (not too large), while keeping the computational cost of MD
simulation acceptable (not too small).
The molecular dynamics method described above is called classical molecular dynamics
in which the forces are calculated by using a force ﬁeld and the motions of the particles in
the system are treated under the frame of classical (i.e., non-quantum) mechanics[43]. The
classical molecular dynamics is distinctive from the ab initio molecular dynamics in which
the forces are calculated from the electronic structure of the system[39]. The ab initio
molecular dynamics has the superiority of investigating chemical reactions as breaking and
formation of chemical bonds are allowed, which is essentially impossible for the classical
molecular dynamics. It should be noted that the plain ab initio molecular dynamics can
treat the ground state of the quantum molecular system only. In order to deal with bond
breaking and formation, excited states need to be included using speciﬁc methods, such as
the GW-BSE method[44]. The major drawback of the ab initio molecular dynamics is the
prohibitive computational cost, which conﬁnes its application to small systems (typically
dozens of atoms at several nanoseconds of simulated time[45]). It is worth mentioning semi-
empirical methods were developed to combine the strength of both the classical molecular
dynamics and the ab initio molecular dynamics, such as ReaxFF (for reactive force ﬁeld)
[46] which can treat chemical reactions with lower computational cost compared to the pure
ab initio molecular dynamics. For biological systems such as lipid monolayers and bilayers
we investigated in this thesis, we have to resort to the classical molecular dynamics which
allows us to study large systems consisting of hundreds of thousands, or even millions of
particles[37]. All the MD simulations in this thesis are classical molecular dynamics.
1.2.3 Numerical integrators
The leap-frog integrator[42] mentioned above is a variant of the Verlet algorithm[47] family
based on the idea of Taylor expansion, which was proposed by Loup Verlet almost half
a century ago[47]. The vanilla Verlet algorithm which is also called coordinate Verlet
algorithm, the position r(t+Δt) at t+Δt is evaluated from the positions r(t) and r(t−Δt),
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and the acceleration at time t:
d (Δt)2 d2 (Δt)3 d3
r(t−Δt) = r(t)−Δt r(t) + r(t)− r(t) +O (1.4)
dt 2 dt2 6 dt3
d (Δt)2 d2 (Δt)3 d3
r(t+Δt) = r(t) + Δt r(t) + r(t) + r(t) +O (1.5)
dt 2 dt2 6 dt3
Adding these two equations to obtain
(Δt)2
r(t+Δt) ≈ 2r(t)− r(t−Δt) + F (t) (1.6)
m
wherem is the mass of the particle. The major weakness of the coordinate Verlet algorithm
is the velocity is obtained as the diﬀerence of two coordinates of the same magnitude:
1
v(t) ≈ [r(t+Δt)− r(t−Δt)] (1.7)
2Δt
The truncation error is of the order (Δt)4 for the new coordinates and (Δt)2 for the velocity.
The velocity Verlet algorithm[48] was proposed to address the weakness of the coordi-
nate Verlet algorithm:
1 F (t)
r(t+Δt) ≈ r(t) + Δtv(t) + (Δt)2 (1.8)
2 m
F (t) + F (t+Δt)
v(t+Δt) ≈ v(t) + Δt (1.9)
2m
The advantage of the velocity Verlet algorithm is the new velocity is updated after the new
coordinate is derived and thus based on the new forces.
The leap frog algorithm uses positions r at time t and velocities v at time t− 1
2
Δt:
1 1 Δt
v(t+ Δt) ≈ v(t− Δt) + F (t) (1.10)
2 2 m
1
r(t+Δt) ≈ r(t) + Δtv(t+ Δt) (1.11)
2
The formal derivation of the Verlet algorithm family is based on the Liouville formal-
ism from statistical mechanics and the Trotter theorem[49]. The strength of the Verlet
algorithms lies on their time reversibility[47] and symplecticity[50]. Time reversibility is
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important because it enhances conservation of energy, angular momentum, among other
conserved quantities. Symplecticity means conservation of the volume in phase space, in
the absence of round-oﬀ error. This favorable property guarantees that there is no severe
energy drift even in long time scales, and truncating and round-oﬀ errors will not change
ensemble behavior even with diﬀerent trajectories when the Verlet algorithm is used. By
contrast, some other numerical integrators are neither time reversible nor symplectic, lead-
ing to overall energy drifts for long time scales[51].
1.2.4 Force Field
An empirical force ﬁeld for describing the potential energy is one of the most important,
if not the most important ingredients in a MD simulation.
∑ ∑ ∑ki ki Vn
V (rN) = (li − li,0)2 + (θi − θi,0)2 + (1 + cos(nω − γ)
2 2 2
bonds angles torsions ]) (1.12)N N [( (∑ ∑ qiqj σij )12 σij )6
+ + 4ij −
4π0rij rij riji=1 j=i+1
Equation 1.12 is a general form for a force ﬁeld[29, 30]. Certain terms, e.g., the third
term for torsion, can take a variety of other forms. The ﬁrst three terms are called bonded
terms, which deﬁne the intramolecular terms. The fourth term is called the non-bonded
term, which describes the non-bonded interactions between particles in the system, i.e.,
the long-ranged electrostatic interactions and the short-ranged van der Waals interactions.
The non-bonded interactions usually take a form of
r
1
N . If N > 1, the interaction is a
short-ranged one. If N  1, it is a long-ranged one.
The ﬁrst term is called bond stretching interaction (Figure 1.3A), in which ki is the
force constant, and li,0 is the equilibrium bond distance for a certain type of bond. In
practical MD simulations, and also in all our MD simulations presented in this thesis, the
bond stretching is constrained to allow a larger MD time step. The use of bond stretching
constraint has been proved to be theoretically justiﬁed and reliable in practice. Without
bond stretching constraint, the MD time step can usually not be larger than 1.4 fs, while
with it, the MD time step can be selected to be 2 fs for atomistic MD simulations, i.e.,
not coarse-grained MD simulations in which the time step is usually much larger[52]. The
most commonly used constraint algorithm with the GROMACS package[53] is LINCS[54]
for any bonds except those in water and SETTLE[55] for water bonds and angles.
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Figure 1.3: The potential functions described in Eq.1.12. (A) Bond stretching, (B) Bond
bending, (C) Torsion, (D) Electrostatic interactions for 2 positive charges in a medium
with a dielectric constant of 78, (E) van der Waals interactions. Courtesy of Dr. Drew
Bennett.
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The second term is called bond bending interaction (Figure 1.3B), or angle potential,
which is deﬁned over three consecutively bonded particles (atoms or beads) in a molecule.
Again ki is the force constant, and θi,0 is the equilibrium angle. The 2 fs time step in
atomistic MD simulations is chosen because as the bond stretching, the motion of the
highest frequency constrained, the next fastest mode of motion is bond bending which
requires no less than 2 fs time step to ensure the accuracy of the numerical integrators[54].
The third term is called the torsional interaction or the dihedral potential between four
consecutively bonded particles (atoms) in a molecule to describe the dihedral potential for
the angle between the plane formed by the ﬁrst three atoms and the plane formed by the
last three atoms (Figure 1.3C). Vn is the force constant for the dihedral potential, ω is the
dihedral angel, γ is the phase factor. The dihedral potential is diﬀerent from the bond
stretching and bond bending potentials by having multiple minima, as demonstrated in
Figure 1.3C. The number of minima is associated with n.
The fourth term describes the electrostatic interactions, where q is the charge carried
by a particle, rij is the distance between two charged particles, and 0 is the dielectric
constant. This is usually the most computationally costly interaction to evaluate in a
MD simulation (Figures 1.3D and E), and numerous techniques have been developed to
address the issue[56]. A naive estimation of the computational cost of directly evaluating
all the non-bonded interactions scales with N2 when N is the number of particles in the
system. But this is actually not true because a periodic boundary condition is usually
used in a MD simulation. Therefore there are essentially an inﬁnite number of particles
in the system, requiring the evaluation of non-bonded interactions for an inﬁnite num-
ber of pairs, especially for long-ranged electrostatic interactions. Long-range electrostatic
schemes are mandatory to reduce the computational cost. By using modern algorithms
treating electrostatic interactions, such as the particle mesh Ewald (PME) method[57] and
the particle-particle particle-mesh (PPPM) method[58], the scaling of the computational
cost can be reduced to O(N logN), where N is the number of charges in the simulation
box. The scaling O(N logN) is essentially determined by the underlying Fast Fourier
Transformation (FFT) algorithm[59]. The correct and eﬃcient protocol for the treatment
of the electrostatic interactions has been discussed in-depth in Ref.[60, 61]. The poor treat-
ment of the electrostatic interactions can cause artifacts in MD simulations, as reported
in Ref.[62, 63, 64]. Simple cut-oﬀ can introduce large artifacts such as aﬀecting structural
properties of a variety of atomistic molecular systems like water, and lipids, which can be
demonstrated by the wrong behavior of the radial distribution function (RDF) (see the
detailed discussion in Ref.[56, 65, 66]). Simple cut-oﬀ should be avoided. It should be
noted that qi and qj in Eq. 1.12 are partial charges of the corresponding atoms, which
are usually calculated by performing quantum chemistry calculations on the molecule of
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interest in an environment that is similar to the MD simulation setup. The most commonly
used long range treament for electrostatic interactions is the particle mesh Ewald method
(PME)[57], which is also used for all our MD simulations. With the PME algorithm, a
cutoﬀ is selected (in our case, 1.3 nm) to divide the evaluation of electrostatic interactions
into a real space part, i.e., direct evaluation for charge pairs within the cutoﬀ, and a recip-
rocal part in which the charges are placed on a grid to which the Fourier transformation
is applied to sum up the reciprocal space contribution more eﬃciently.
In all our simulations, neighbor searching with group cutoﬀ scheme was performed
every 5 MD steps to generate a neighbor list, with only interactions between atoms within
the cut-oﬀ calculated. The intramolecular non-bonded interactions are neglected between
atoms separated by more than three bonds and the intramolecular non-bonded interactions
between atoms separated by one, two or three bonds have already been accounted by the
ﬁrst three terms in Eq. 1.12.
The ﬁfth term describes the van der Waals interactions, where rij is the distance between
two particles, and ij and σij are the van der Waals parameters. As for the treatment of
the van der Waals interactions in all our MD simulations, We employed a cutoﬀ of 1.0
nm and shifting starting from 0.9 nm instead of plain cutoﬀ as the latter may be a source
of artifacts[62, 67, 68]. The van der Waals interaction between two atoms can also be
rewritten into:
(12) (6)
C Cij ij
VV dW (rij) = 12 − 6 (1.13)r rij ij
(12) (6)
The  and σ in Equation 1.12 or C and C parameters are diﬀerent for diﬀerentij ij
atom types and diﬀerent force ﬁelds. In the OPLS force ﬁeld[69], the van der Waals
parameters were optimized through statistical mechanical Monte Carlo simulations and
ﬁtting to thermodynamical and structural data, such as densities, heats of vaporization
and free energies of hydration. In the Amber force ﬁelds[70], van der Waals terms for
various sp2 and sp3 carbon, as well as aliphatic and aromatic hydrogen atom types, were
obtained through comparison of simulated alkene and benzene liquids with experimental
data. Most of the remaining van der Waals parameters were taken from OPLS. The
GROMOS force ﬁelds put more emphasis on optimizing the free enthalpy of hydration by
varying both the partial charges and the van der Waals parameters[71, 72, 73]. Normally
the standard geometric averaging combination rule:
(6) (6) (6)
)1/2C = (C Cij ii jj
(1.14)
(12) (12) (12)
)1/2C = (C Cij ii jj
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Figure 1.4: The united atom model (left) versus the all-atom model (right) for the CTAB
molecule. The non-polar hydrogen atoms (white) presented in the all-atom model are
absorbed into their adjacent carbon atoms (cyan) to form hydrocarbons in the united
atom model. Nitrogen is shown in blue.
is used for heteroatomic van der Waals interactions, or, alternatively the Lorentz-Berthelot
rules can be used:
1
σij = (σii + σjj)
2 (1.15)
ij = (iijj)
1/2
But a set of special parameters can be deﬁned for certain pairs of atom-types[71, 72,
73]. Diﬀerent force ﬁelds could use diﬀerent combination rules for the van der Waals
parameters[69, 70, 71, 72, 73].
The speciﬁc force ﬁeld used in all our MD simulations is the GROMOS96 53a6 force
ﬁeld[71, 72, 73]. It uses an united-atom representation (Figure 1.4), which means a non-
polar hydrogen bonded to a carbon atom is absorbed into the carbon atom to form a
hydrocarbon. Compared to all-atom force ﬁelds, such as Amber, the united-atom repre-
sentation in the GROMOS96 53a6 requires signiﬁcantly less computational cost, especially
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for lipids, for which the number of atoms can get reduced by two thirds(Figure 1.4). The
GROMOS force ﬁeld was originally optimized with respect to the condensed phase prop-
erties of alkanes[71, 72, 73]. It has been widely used for lipid and protein simulations. For
speciﬁc lipid types, the original GROMOS force ﬁeld parameters can be adjusted to obtain
better parametrization, e.g., for the 1,2-dimyristoyl-sn-glycero-3-phosphocholine (DMPC)
lipid, modiﬁcation to partial charges and adjustment to the van der Waals radius for the
carbonyl-ester atom can reproduce satisfactory area per lipid, the lateral self-diﬀusion con-
stant and deuterium order parameters of the acyl chains. The chain order parameter is a
characterizing measurement of lipid chain’s ordering with insight into the phase behavior
of the bilayer system[74, 75]. Ordering of nonpolar hydrocarbon chains in lipid bilayer
systems can be faithfully represented by the deuterium order parameter SCD measured
through 2H NMR experiments. If θ is the angle between a CD bond and the bilayer
normal, the order parameter is deﬁned as
SCD =
3〈cos2 θ〉 − 1 , (1.16)
2 2
separately for each hydrocarbon. The brackets stand for averaging over time and/or
molecules. For water, the simple point-charge model (SPC)[76, 77] has been used in all
our MD simulations to be consistent with the GROMOS force ﬁeld we employed.
1.2.5 Periodic Boundary Conditions
The importance of periodic boundary conditions (PBC) arises from the dilemma that MD
simulations can only simulate a very limited size system, compared to the macroscopic
systems in physical reality with virtually an inﬁnite number of particles. Considering the
size of the system, or the number of atoms in current state-of-art MD simulations (tens
of million atoms simulated[37]), the number of atoms would be negligible, compared to
the number of atoms in a macroscopic system, except for the simulation of microscopic
clusters. Luckily in macroscopic systems, only a small fraction of the atoms are located in
the vicinity of the boundaries. This enables us to use PBC to tackle the ﬁnite size issue.
PBC means that atoms are enclosed in a simulation box, which is replicated to all the three
Cartesian directions by translation with the entire Euclidean space ﬁlled. One “original
atom” in the simulation box would have an inﬁnite number of “image” atoms which would
move completely in synchronization with the “original” one (Figure 1.5a). When an atom
enters or leaves the simulation box, an image atom would leave or enter the box on the
opposite side. Therefore the number of atoms in the simulation box is always a constant,
which was determined during the simulation box setup. PBC allows MD simulations to
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partially address the ﬁnite size issue by “pretending” to simulate an inﬁnite one, at the
risk of possible artifacts (Figure 1.5b). The possible artifacts include imposed symmetry
by using a speciﬁc PBC type, such as cubic PBC[78]. Chapter 4 is dedicated to the
discussion of monolayer curvatures where small and relatively large simulation boxes give
vastly diﬀerent results.
Besides the most simple PBC type, i.e., rectangular space-ﬁlling unit cell, other PBC
types, such as rhombic dodecahedron and the truncated octahedron[79] have proven their
value for simulating approximately spherical structures in solution, as they are closer to
being a sphere and thus require fewer solvent molecules to ﬁll the box given a minimum
distance between the spherical structure’s images.
1.2.6 The Statistical Mechanics Behind The Molecular Dynam-
ics Methods
Thermodynamics summarizes the experimentally measured relations between various macro-
scopic observables such as temperature, volume, pressure of a system. On the other hand,
statistical mechanics starts with postulates about the properties and interactions of the
microscopic constituent particles to derive the physical behavior of the macroscopic sys-
tems. The direct output of an atomistic MD simulation is usually atomic and molecular
coordinates and velocities which are microscopic information. Then statistical mechanics
has to be employed to derive the macroscopic properties of the simulated system from
the microscopic information generated by the MD simulation. In this section, a brief re-
view of the most relevant notions in thermodynamics and statistical mechanics for MD
simulations is given. More in-depth discussion of statistical mechanics can be found in
literatures[80, 81].
The pivotal notion in thermodynamics is thermodynamic equilibrium. A system is in
thermodynamic equilibrium if it is in thermal, mechanical and chemical equilibrium with
the environment. Thermal equilibrium means that there is no net heat inﬂow or outﬂow
between the system and the environment. The condition for reaching thermal equilibrium
is that the temperatures of the system and the environment are the same. Mechanical∑ ∑
equilibrium means that the net forces i F
	
i and torques i τ	i must be zero. Chemical
equilibrium means that the chemical potentials of all substances μi in the system and the
environment are constant in time and uniform in space.
MD methods can be employed to study the properties of a simulated system in the
equilibrium state or in a dynamic process. If the purpose of a MD simulation is to investi-
gate the equilibrium properties, an equilibration stage of MD run is usually needed for the
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(a)
(b)
Figure 1.5: Illustrations of periodic boundary conditions and the associated artifacts. (a)
A lipid bilayer system with lipids shown as cyan, and water as red and white lines. The
unit box boundaries are depicted by thick blue lines. (b) A highly buckled lipid monolayer
in which the periodicity of the buckling highly modulated by the size of the simulation
box, which is an artifact.
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system to achieve equilibrium. Reaching equilibrium requires all the macroscopic observ-
ables in a MD simulation, including energies, virials, temperature, pressure tensors and
macroscopic geometries, etc., to converge to an equilibrium range, i.e., showing only small
ﬂuctuations but no systematic drift. For lipid systems we simulated, other macroscopic
observables, such as area per lipid or hydrogen bonding numbers, are available to judge if
the system has reached equilibrium.
A fundamental notion in statistical mechanics is ensemble. An ensemble can be de-
ﬁned as a collection of a number of macroscopically identical but essentially independent
systems[82]. Here the term macroscopically identical means, each of the system constitut-
ing an ensemble satisﬁes the same macroscopic conditions, such as volume, energy, pressure,
temperature, and total number of particles etc. The term essentially independent means
the systems (in the ensemble) diﬀer only in microscopic conditions, such as the coordinates
of the particles constituting the system. Consider a classical system of N particles sub-
jected to certain macroscopic conditions. The positions and momenta for the N particles
are denoted, respectively, as q1, q2, ..., q3N and p1, p2, ..., p3N , which evolve in time within
a 6N dimensional phase space. A microstate is a point in the phase space corresponding
to a speciﬁc set of qi, pi. An ensemble is a collection of all possible microstates for the
system subjected to certain macroscopic conditions which are called macrostate[80, 81].
The most simple and easily implemented ensemble in MD simulations is the NVE ensem-
ble, a.k.a., the microcanonical ensemble, for which the macrostate is constant number of
particles N, constant volume V and constant energy E. This ensemble describes a system
isolated from the environment. The fundamental postulate of statistical mechanics dictates
that for an isolated system with an exactly known energy and exactly known composition,
the system can be found with equal probability in any microstate consistent with that
knowledge[80, 81]. The distribution function of microstates is
1
ρ(q, p) = δ(H(q, p)− E), (1.17)
Ω
where δ is the Dirac delta function, ρ(q, p) is the probability for the system to be in the
microstate q, p, Ω is the partition function which is the total number of possible microstates
in the ensemble, and H is the Hamiltonian.
However this ensemble is seldom realizable in experimental conditions. To obtain
direct comparison with experimental data, more realistic ensembles such as the NVT
ensemble, a.k.a., the canonical ensemble, for which the macrostate is constant number
of atoms N, constant volume V and constant temperature T, and the NPT ensemble,
a.k.a., the isothermal-isobaric ensemble, for which the macrostate is constant number of
atoms N, constant pressure P and constant temperature T, are required for practical MD
simulations[29, 30].
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Figure 1.6: (a) A non-ergodic trajectory which only traverses a subset of phase space. (b)
An ergodic trajectory which traverses all possible microstates in phase space.
The NVT ensemble describes a closed system in contact with a heat bath at a constant
temperature T [80, 81]. The distribution function is
1
ρ(q, p) = exp[−(H(q, p)/kT ], (1.18)
Z
where Z is the canonical partition function, and k is the Boltzmann constant[80, 81].
For a macroscopic observable X, the expectation value is governed by all microstates
and their distribution in the ensemble[80, 81]. For a canonical ensemble, the expectation
value < X > can be calculated as ∫
Xe−H(q,p)/kTdτ〈 〉 〈 〉
X = X = ∫ (1.19)
ens −H(q,p)/kTdτe
where < X >ens is called the ensemble average and dτ is the volume element of the phase
space[80, 81].
The fundamental statistical mechanics notion behind the whole MDmethods framework
is the ergodicity hypothesis which states over long periods of time, the time spent by a
system in some region of the phase space of microstates with the same energy is proportional
to the volume of this region, i.e., that all accessible microstates are equiprobable over a
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long period of time[29, 30]. In more plain words, the ergodic hypothesis draws an equality
between ensemble averages and quantities from time average. Because of the equality
between ensemble averages and quantities from time average, one can derive the ensemble
averages from averaging the MD simulation trajectory, which represents the evolution of
the system with time[29, 30].
M ∫ τ nsteps1 1 1
X = X
ens
= lim Xi = lim X(t)dt ≈ X(C(n)) (1.20)
M→∞ M ττ→∞ 0 nstepsi=1 n=1
where i represents a possible microstate that a system might be in, and M stands for the
number of all possible microstates for the system in a given ensemble, X(t) is the value
of X evaluated in a trajectory at time t. The rightmost approximate equality will be
discussed later.
One important implication that can be drawn from the ergodicity hypothesis is given
a long enough trajectory of a MD simulation, the measured average of a macroscopic
observable X , does not depend on the initial conﬁgurations or conditions of the simulated
system[29, 30]. In MD simulations, a system experiences an evolution in time determined
by the Hamilton’s equations:
dqi ∂H(q, p)
= (1.21)
dt ∂pi
dpi ∂H(q, p)
= − (1.22)
dt ∂qi
where H(q, p) is the Hamiltonian of the system. Consider a MD trajectory in phase space
denoted by C(t). The instantaneous value of a macroscopic observable X evolves with
the trajectory as X(C(t)). If the simulated trajectory is not long enough, only a subset
of the phase space, i.e., a portion of the ensemble, can be traversed by the trajectory
(Figure 1.6(a)). Then the average X(C(t)) will depend on the initial conﬁgurations or
conditions which are usually artiﬁcial, and the length of the trajectory. Thus it is a biased
measurement of the macroscopic observable X. If the simulated trajectory is long enough,
the entire phase space, i.e., the whole ensemble, will be traversed by the trajectory (Figure
1.6(b)). Then the average X(C(t)) is the true expectation value of X, and it does not
depend on the initial conﬁgurations or conditions[29, 30].
In the real world MD simulations, the phase space, which usually contains inﬁnite
number of possible microstates, can never by fully traversed[62]. However, a MD simulation
with a long enough trajectory can be approximately regarded as having visited all the
relevant states in the phase space. As the trajectory in a MD simulation is discretized, the
measurement of X is made for a certain number of time steps nsteps. This is where the
rightmost approximate equality in Eq.1.20 originates[29, 30].
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1.2.7 Thermostat and Barostat
To achieve desirable ensembles such as the NVT ensemble or the NPT ensemble, algo-
rithms are needed to properly maintain the temperature and/or pressure at the desired
value. There are also practical technical reasons to avoid using the NVE ensemble in MD
simulations. The MD methods are not exact due to numerical approximations such as
various cutoﬀs for diﬀerent interactions as well as round-oﬀ errors. This leads to unavoid-
able energy drifts especially when electrostatic interactions are involved, which breaks the
deﬁnition of the NVE ensemble[83]. Essentially the NVE ensemble is not realizable for
the vast majority of simulational cases.
For temperature coupling (thermostat), there are a number of algorithms that work
well in diﬀerent situations. The most basic idea for implementing a thermostat is coupling
the simulated system and an “imaginary” heat bath. Since the temperature is essentially
determined by the average kinetic energy, maintaining the system’s temperature can be
achieved by scaling the velocities of the atoms. The excess or shortage of kinetic energy
required to maintain the desirable temperature will be transferred to/from the external
heat bath,
1
K¯ = NfkT (1.23)
2
where K¯ is the average kinetic energy, Nf is the number of degrees of freedom, k is the
Boltzmann constant, and T is temperature. The rescaling factor α for the velocities is
obtained as √
K¯
α = (1.24)
K
However, directly applying such an algorithm will not generate a strict NVT ensemble. The
essential issue of the simple velocity scaling is it can not capture the energy ﬂuctuations
correctly. And the calculations of some macroscopic observables, such as heat capacity,
depend on correct energy ﬂuctuations[29, 30]. Imagine the velocity scaling is applied for
every MD step. Then the kinetic energy will remain a constant during the whole trajectory,
which contradicts the calculation of the ﬂuctuation of the kinetic energy by statistical
mechanics on NVT ensemble[29, 30]:
σ2
1
Nfk
2T 2k = (1.25)2
That is why the thermostat we used for all our MD simulations, i.e., the V-rescale algorithm
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Figure 1.7: A monolayer system with semi-isotropic symmetry. The monolayer has trans-
lational and rotational symmetry in the xy plane.
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introduces a stochastic term to generate a strict NVT ensemble[84].
Kt
α = (1.26)
K
where Kt is drawn from the NVT equilibrium distribution for the kinetic energy:
Nf/2−1¯ −βKtdKtP (Kt)dKt ∝ Kt e (1.27)
A common issue for various thermostat is in a heterogeneous system, such as a lipid
bilayer in water, diﬀerent components could have diﬀerent temperatures, e.g., “hot” lipids
and “cool” water, though the overall temperature is correctly sampled from the NVT
ensemble[85]. This issue is usually addressed by coupling diﬀerent components to the
corresponding heat baths, instead of using a single heat bath. One should not assign
too few atoms into a temperature coupling group, e.g., assigning the ions to a separate
temperature coupling group, which would introduce artifacts into the simulation.
For pressure coupling (barostat), the nature of the system symmetry could be con-
sidered. Lipid bilayer or monolayer systems usually possess semi-isotropic symmetry, i.e.,
translational and rotational symmetry in the xy plane (Figure 1.7). To accommodate
such symmetry, semi-isotropic pressure coupling should also be enabled. Two of the most
commonly used barostats are the Berendsen weak-coupling algorithm[83] and Parrinello-
Rahman algorithm[86, 87]. Both algorithms were extensively used in our MD simulations.
The NPT stage in our MD simulations usually starts with the Berendsen algorithm to
allow ﬁrst-order fast decay of pressure towards the equilibrium (Eq. 1.28)and the use of
Berendsen algorithm is beneﬁcial for removing the steric force caused by the artiﬁcially
constructed simulation box.
dP (t) 1
= (Pbath − P (t)) (1.28)
dt τP
Similar to the implementation of the thermostat described above, the Berendsen barostat
achieves the convergence towards the desirable pressure by scaling the coordinates for all
the atoms
′ = λ1/3ri ri (1.29)
where the scaling factor λ is evaluated by
dt
λ = 1− κ (P − Pbath) (1.30)
τP
25 
− 1 (∂VHere κ is the compressibility deﬁned in classical thermodynamics, κ =
V ∂P
)T . Here
the coupling constant τP appears several times, which is often a parameter that needs
to be chosen as the input to the MD simulation. τP characterizes the rate at which the
deviation Pbath−P (t) exponentially decays. For all our MD simulations, a τP of 1.0 ps and
a compressibility of 4.5 · 10−5 bar-1 are always used.
The main issue for the Berendsen barostat is it does not generate the true NPT ensem-
ble, or more speciﬁcally, the ﬂuctuations in pressure or volume which could be essential for
calculating thermodynamic properties, are not correct. The Parrinello-Rahman algorithm
gives the true NPT ensemble. It allows for the simulation box to change shape as well
as size. It may not be suitable for systems that are far from equilibration, as its second-
order decay nature requires much longer equilibration time, and sometimes it might even
fail. In almost all our MD simulations, the ﬁrst NPT stage which employs the Berendsen
thermostat for equilibration is followed by the second stage using the Parrinello-Rahman
algorithm for the statistical averages.
1.3 Lipid Monolayers and Bilayers and Their Molec-
ular Dynamics Simulations
1.3.1 Lipid Molecules
There are a number of deﬁnitions for lipid molecules. Each of them captures a key aspect
of the broad category of lipids. One deﬁnition is a substance that is insoluble in water but
soluble in alcohol, ether, and chloroform, which is from the pure experimental chemists’
perspective. Another deﬁnition is hydrophobic or amphiphilic small molecules with a ma-
jor part consisting of hydrocarbons as its building blocks. Some people give the deﬁnition
of lipids by enumerating the subcategories: fatty acids, glycerolipids, glycerophospholipids,
sphingolipids, sterol and prenol lipids, etc[88]. The lipid molecules used in the MD simu-
lations presented in this thesis are illustrated in Figure 1.8. The common feature of them
is they are comprised of a hydrophilic headgroup and one or two hydrophobic chains. The
DPPC, DMPC, and DMPG lipids are glycerophospholipids as they have a glycerol back-
bone which is connected to the headgroup (phosphatidylcholine for DPPC and DMPC and
phosphatidylglycerol for DMPG) and two hydrocarbon chains (sn-1 and sn-2 )[88]. The
hydrocarbon chains of DPPC each have 16 hydrocarbons while the hydrocarbon chains of
DMPC and DMPG each have 14 hydrocarbons. The DPPC, DMPC, and DMPG lipids
are all saturated lipids, meaning all the C-C bonds in their hydrocarbon chains are single
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Figure 1.8: The lipid molecules simulated in this thesis in the united-atom
representation. Dipalmitoylphosphatidylcholine (DPPC), 1,2-dimyristoyl-sn-glycero-3-
phosphocholine (DMPC), 1,2-Dimyristoyl-sn-glycero-3-phosphorylglycerol (DMPG) be-
long to a family of lipids called glycerophospholipids, which is characterized by the glycerol
backbone connected to a headgroup and two hydrocarbon chains. DPPC and DMPC diﬀer
only in the number of hydrocarbons in the hydrocarbon chains. DMPG diﬀers from DPPC
and DMPC by having a diﬀerent headgroup, i.e., PG (phosphatidylglycerol) versus PC
(phosphatidylcholine)[88]. CTAB, on the other hand, is a simple molecule with a choline
headgroup and a hydrocarbon chain[89].
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bonds[88]. There are glycerophospholipids which contains double bonds in their hydrocar-
bon chains, such as 2-oleoyl-1-pamlitoyl-sn-glyecro-3-glycerol (POPG)[90]. But they were
not used in our MD simulations. The CTAB molecule is a simple molecule composed of a
choline headgroup and a 16 hydrocarbons long aliphatic chain[89].
The charge state of a lipid molecule is usually determined by its headgroup as the
hydrocarbons in aliphatic chains are neutrally charged. The four lipid types used in our
MD simulations cover a wide spectrum of charge states. CTAB is a cationic lipid (positively
charged) at the physiological condition (pH = 7) determined by the choline group. DPPC
and DMPC are zwitterionic lipids (containing both the positively charged choline group and
the negatively charged phosphate group). DMPG is an anionic lipid due to the negatively
charged phosphate group[91].
In lipid monolayers and bilayers which are not too buckled, the area occupied by a lipid
molecule is largely determined by the type of the headgroup and how the headgroup orients
as the cross section of the headgroup is much larger than the hydrocarbon chains[88]. On
the other hand, the thickness of the monolayer or bilayer is mainly determined by the
length of the hydrocarbon chain[88].
1.3.2 Amphiphilic Lipids as Surfactants and Lipid Monolayers
A central property in surface physics and surface chemistry is surface tension. From the
perspective of an observable phenomenon, surface tension is the elastic tendency of a
ﬂuid surface to acquire the least surface area possible. Figure 1.9a gives an intuitive
illustration of how surface tension arises. In a ﬂuid comprising of atoms or molecules
of the same or similar kind, an atom or molecule in the ﬂuid bulk interacts with the
atoms or molecules in its neighborhood or say the ﬁrst few coordination shells, which is
usually energetically favorable for the system. At the interface between the ﬂuid and air,
the situation is diﬀerent. The favorable interactions between ﬂuid atoms or molecules
of the same or similar kind (called cohesion in some literature)[92] is usually stronger
than the interactions between a ﬂuid atom or molecule and air (called adhesion in some
literature)[92]. However, a ﬂuid atom or molecule at the surface has less atoms or molecules
of its kind in its neighborhood. This reduces the chance of forming favorable interactions
with the net eﬀect of giving rise to high system energy (incurring an energy penalty),
compared to the impossible situation of having all the ﬂuid atoms or molecules in the ﬂuid
bulk (which is topologically unachievable in 3D Euclidean space, but possible in other
“imaginary” diﬀerential manifolds). The ﬂuid instead tries to minimize its surface area,
giving rise to the phenomenon of surface tension. Surface tension has an unit of mN/m
with the value for bare air/water interace as 72 mN/m at room temperature[93].
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Lipids are either hydrophobic or amphiphilic depending on the polarity of the head-
group. If the headgroup is nonpolar, the lipid molecule is hydrophobic. Otherwise, it is
amphiphilic due to having the hydrophobic chain(s). The four lipid types used in our MD
simulations are all amphiphilic, which make them excellent candidates for surfactants. A
surfactant is an agent that lies at the interface between the polar phase, which is usu-
ally water, and the non-polar phase, which could be air, pentane, hexane, benzene, etc,
to reduce the surface tension[94, 95]. As demonstrated in Figure 1.9b, amphiphilic lipids
can work as a surfactant as they can form a monolayer at the interface between the po-
lar phase and the non-polar phase to reduce the surface tension by orienting their polar
hydrophilic headgroup in the polar phase and their nonpolar hydrophobic chain in the
non-polar phase[96]. Therefore both phases are not directly in contact with each other.
In other words, both phases are experiencing the part of the surfactant molecules of their
similar kinds. As a result, the boundary eﬀect that creates surface tension is no longer
signiﬁcant[96].
Monolayers formed at an air-liquid interface by amphiphilic molecules are called Lang-
muir monolayers or ﬁlms, named after Irving Langmuir, the 1932 Nobel Prize Laureate
in Chemistry. The most conventional way to characterize a monolayer’s physical behavior
is by measuring the surface tension-area per lipid isotherms, or equivalently, the surface
pressure-area per lipid isotherms. The surface pressure of a monolayer is linked to the
surface tension of the monolayer under the same condition by
Π(AL, T ) = γ0(T )− γ(AL, T ), (1.31)
where γ0 ≡ γ0(T ) is the bare water/air surface tension which is a function of temperature,
and Π, the surface pressure of a monolayer and γ, the surface tension of the monolayer,
which are functions of the area per lipid AL and temperature. In experiments, the observ-
able is usually Π, the surface pressure of a monolayer, which can be directly measured by
Langmuir-Blodgett trough experiments. In MD simulations, the observable is usually γ,
the surface tension of a monolayer which can be calculated from the diagonal components
of the pressure tensor in the simulation box[93]:
{ }
1 Lz Pxx(z, t) + Pyy(z, t)
γ(t) = Pzz(z, t)− dz
2 0 { 2 } (1.32)
Lz Pxx(z, t) + Pyy(z, t)
= Pzz(z, t)−
2 2
γ = 〈(PN − PL) · Lz〉/2, (1.33)
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where Lz is the box size in z-direction, PN = Pzz is the normal pressure, PL = (Pxx+Pyy)/2
is the lateral pressure and the brackets denote averaging over time. The pressure tensor in
molecular dynamics can be computed from the kinetic energy and the virials[97]. There is a
caveat when one converts the simulated surface tension of a monolayer to the corresponding
surface pressure. All the currently available water models can only generate the correct
bare air/water surface tension for a certain range of temperature. The bare air/water
surface tension to be used in Eq. 1.31 is not the experimental value of 72 mN/m at room
temperature, but the value generated by the water model of choice to ensure consistency.
The surface pressure-area isotherm can be employed to study monolayers’ phase be-
havior. For each lipid type, there is a characteristic main phase transition temperature
Tm at which the phase transition from gel to liquid occurs[93]. The surface pressure-area
isotherms are qualitatively diﬀerent when the temperature is below or above Tm. When
the temperature is below Tm, as the area per lipid increases, the monolayer can undergro
a series of transitions from the condensed phase (C) to the liquid-condensed phase (LC),
to the coexistence of the LC phase and the liquid-expanded phase (LE), to the LE phase,
until the gas phase. When the temperature is above Tm, as the area per lipid increases,
the monolayer can only undergo the transition from the LE phase to the gas phase, un-
less the area per lipid is very small[93]. In the MD simulations we performed, lipids were
usually in the LE phase which is characterized by the translational disorder of lipids and
the conformational disorder of the aliphatic chains. As for the MD simulations of DPPC
monolayers, the temperature was set to 323 K, which is above the Tm = 314 K of DPPC
[98]. As for the MD simulations of DMPC and DMPG, the temperature was set to 310
K, which is above the Tm = 296.5 K of DMPC [99], and the Tm range of 291 K - 303K of
DMPG [100].
Until now, a planar geometry for lipid monolayers was assumed. At extreme conditions,
i.e., with very high surface pressure, the surface tension of the monolayer can even be a
negative value, which could eventally lead to the destablization of the planar geometry
of the lipid monolayer into a 3D geometry. In some literature, it is called monolayer
collapse[88, 93, 101, 102, 103]. This phenomenon was clearly observed in our simulations
of pure DPPC monolayers under very high surface pressure. The monolayers did not
completely lose their 2D structure. Instead severe buckling was developed along a direction
in the xy plane. Examples of monolayer buckling will be given in the Chapters 2&3.
1.3.3 Lipid Bilayers
Figure 1.9c demonstrates a simple model lipid bilayer. A lipid bilayer is constituted by
two oppositely oriented leaﬂets, with the hydrophobic chains pointing inwards, eﬀectively
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(a) (b) (c)
Figure 1.9: (a) A simple illustrative diagram to explain how surface tension arises. The
interactions between an atom in the ﬂuid bulk with the atoms in its coordination shells
generally reduce the system energy. However a ﬂuid atom at the surface between the ﬂuid
and air has signiﬁcantly less atoms of its kind in its coordination shells, resulting in lower
chance to reduce the system energy. This diﬀerence in term of energy can be regarded as
the excess energy of placing an atom in the surface, which is deﬁned as surface tension.
(b) An illustration of a Langmuir monolayer consisting of amphiphilic lipids. The polar
hydrophilic headgroup is facing the polar phase, which is water in this example, and the
nonpolar hydrophobic chain is facing the nonpolar phase, which is air in this example. The
Langmuir monolayer serves as a surfactant layer helping water reduce the surface tension.
(c) An illustration of a model lipid bilayer. The two leaﬂets of the bilayer assumes a tail to
tail orientation, eﬀectively hiding their hydrophobic chains from contacting with the two
polar phases to avoid energy penalty. The polar headgroups of the lipid bilayer are almost
immersed into the two polar phases. This model can be used as the most simple model for
cell membranes, with one of the polar phases stands for the exterior environment, and the
other one stands for the cell’s inner environment.
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hiding the hydrophobic chains from contacting with the two polar phases. The polar
headgroups of the lipid bilayer are almost immersed into the two polar phases. Lipid
bilayers are vital to almost all living organisms as they are the main component of cell
membranes. Lipid bilayers function as the barrier to separate the cell’s inner and exterior
environment. Water, ions, proteins and other molecules are not allowed to move directly
from one side to the other side of a lipid bilayer, despite a lipid bilayer being two layers of
lipid molecules in thickness.
The biological membranes consist of many diﬀerent types of lipids and proteins. The
major lipid types in living cells’ membranes (bilayers) are phospholipids[92]. DPPC, DMPC
and DMPG used in our MD simulations are phospholipids. In MD simulations, it is
impractical to include all kinds of lipids and proteins into the simulation. This also poses
as a technical diﬃculty to experiments studying the properties of lipid bilayers. Instead
model lipid bilayers constituted by only one or two lipid types are usually used[104, 105].
In the MD simulations to study Daptomycin’s antimicrobial activities, mixture bilayers
of DMPC and DMPG were used to mimick the bacterial membranes, which were also
employed in an experimental study of the antimicrobial activity of amphipathic α-helical
peptides[106].
1.3.4 Membrane Elasticity
Elasticity refers to the ability of an object to reverse a deformation when the source of the
deformation disappears. The elasticity theory of membranes investigates energy changes
that result from four basic classes of membrane deformations, i.e., shearing, stretching,
thickness change and bending[107]. As cell membranes are essentially ﬂuid phospholipid
bilayers, the shear modulus is not well deﬁned as the lipids resemble a ﬂuid at physiological
conditions. Stretching, on the other hand, is an important elastic phenomenon in biolog-
ical membranes. Hooke’s law can be applied here to describe the stretching in the most
simplistic way:
1 (A− A0)2
Estretch = Kstretch (1.34)
2 A0
where A0 is the area at zero external stress, and the modulus Kstretch is the constant
between a quadratic deviation of the area from its unstressed state and the respective
energy. Characteristic values of Kstretch fall in the range 55-70 kBT/nm
2[107]. Biological
membranes have a relatively low tensile strength, compared to more elastic materials, i.e.,
they can only stretch a small amount before rupture occurs[107].
Changing the membrane thickness can be seen as stretching of the membrane in the
perpendicular direction. At the lowest order of approximation, again Hooke’s law can be
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applied to describe the energy cost of thickness deformation:
1 w − w0 2
Ethickness = Kthickness dS (1.35)
2 w0
The characteristic value for Kthickness is 60 kBT/nm
2[107].
Membrane bending turns out to be the dominant deformation for ﬂuid phase mem-
branes. And much theoretical and experimental work has been dedicated to the study of
membrane bending[108, 109, 110, 111]. Membrane bending is a deep topic which could
require length of text to describe it in detail. Here a concise description of the most fun-
damental ideas is given. The description of bending is closely related to the concept of
curvature. The curvatures that were commonly used to characterize membranes are the
mean and Gaussian curvatures which can be deﬁned on arbitrary points except singulari-
ties on a 2D surface in the 3D Euclidean space. For each point p except singularities on a
2D surface S, a normal vector can be deﬁned[112]. There are an inﬁnite number of planes
containing the normal vector, each eﬀectively cutting the 2D surface into a plane curve
for which a curvature at point p can be deﬁned. Among the inﬁnite number of curvatures
which can be deﬁned in this way, the maximal curvature κ1 and the minimal curvature
κ2 can be found and called the principal curvatures for point p on surface S. The mean
curvature is deﬁned as
1
H = (κ1 + κ2) (1.36)
2
And the Gaussian curvature is deﬁned as
G = κ1 ∗ κ2 (1.37)
The meanings of the mean curvature H and Gaussian curvature G are summarized in
Table 1.1. At the lowest order of approximation, the bending energy can be described as
Kb KG
Ebending = dSH
2 + dSG (1.38)
2 2
where Kb and KG are the bending moduli associated with the mean and Gaussian curva-
tures respectively[107].
A more sophiscated model to describe the contribution of bending to the free energy of
the membrane is called the Helfrich free energy model[113]:
F = dS γ +
1
Kb(H −H0)2 +KGG (1.39)
2
where γ is an area coeﬃcient, also called line tension and H0 is called the spontaneous
curvature.
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Table 1.1: The meaning of the mean and Gaussian curvatures[114] 
H G
≥ 0 Surface S is convex at p Surface S is equivalent to sphere at p
= 0 Surface S is ﬂat on average at p Surface S is equivalent to cylinder at p
≤ 0 Surface S is concave at p Surface S is saddle-like at p
1.4 Mechanism for Daptomycin’s Antimicrobial Ac-
tivities
Daptomycin, trade name Cubicin R©, is a cyclic lipopeptide with a branch of three amino
acid residues and a lipid tail. It was approved by the U.S. Food and Drug Adminis-
tration (FDA) in 2003 as an antibiotic to treat bacterial infections inﬂicted by Gram-
positive pathogens[115]. Daptomycin gains its signiﬁcance as Gram-positive pathogens
rapidly acquire resistance against other antibiotics, e.g. methicillin-resistant Staphylococ-
cus aureus [32]. It consists of a total of 13 amino acid residues, with 10 of which forms
a macrolactone which is formed by connecting the C-terminus with the hydroxyl group
of Threonine (Thr) via an ester bond (Figure 1.10). Some of the 13 amino acids are
non-standard ones, such as kynurenine (Kyn), ornithine (Orn) and methylglutamic acid
(mGlu). The lipid tail which is a decanoyl aliphatic chain is acylated with the N-terminus
of the peptide chain. At pH=7, daptomycin carries approximately -3 charges caused by
the three anionic aspartic acid sidechains, the anionic mGlu sidechain, and the cationic
Ornithine (Orn) sidechain[115]. Figure 1.10 shows the block diagram for daptomycin with
chirality, and pKa values for the sidechains which could change their protonation states at
diﬀerent pH values.
Daptomycin is a type of antimicrobial peptides (AMPs)[116]. Antimicrobial peptides
are a diverse group of molecules, which can be classiﬁed into subcategories according to
their amino acid composition and structure[116]. AMPs have generally between 12 and
50 amino acids. So daptomycin is a relatively small AMP. Most AMPs are cationic and
amphiphilic[117]. The mechanisms by which AMPs kill bacteria are diversiﬁed[118] and
may diﬀer for diﬀerent bacterial species[119]. The mechanisms for cationic AMPs’ antimi-
crobial action is relatively straightforward to explain[119]. Compared to the membranes
of plants and mammals which usually have no net charges on their outer leaﬂet[120], bac-
terial membranes usually have negative charges on their outer leaﬂet due to considerable
concentration of PG lipids and cardiolipin[121, 122]. Therefore, the outer leaﬂet of the
bacterial membrane are more exposed to the attack of cationic AMPs. In other words,
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electrostatic interactions play a central role in the binding of cationic AMPs to bacterial
membranes[121, 122]. The eventual killing of bacteria by AMPs in most cases can be
attributed to the transmembrane pore forming, which fatally depolarizes bacteria[118].
Anionic AMPs, on the other hand, constitute a relatively rare subcategory of AMPs[118].
Besides daptomycin, dermcidin[123] from humans and maximin H5[124] from amphibians
are the most studied anionic AMPs. The common feature of anionic AMPs is their high
concentration of glutamic and aspartic acids[118, 123, 124], as evidenced in the block dia-
gram of daptomycin Figure 1.10.
Though daptomycin was discovered three decades ago[125, 126, 127], the mechanism
for its antimicrobial action remains to be fully understood. A number of experiments
conﬁrmed daptomycin’s antimicrobial action requires the presence of Ca2+ ions in the
environment[128, 129, 130, 131, 132, 133, 134] and phosphatidylglycerol (PG) lipids in the
membranes[135, 136, 137, 138, 139] which can partially explain the speciﬁcity of dapto-
mycin to kill bacteria as PG lipids have a relatively high concentration in bacterial cell
membranes but is scarce in human ones.
Various models for daptomycin’s antimicrobial action have been proposed. These mod-
els can be classiﬁed into two distinctive categories. The ﬁrst category of models are based on
daptomycin’s inhibition eﬀect on the biosynthesis of lipoteichoic acid which is a major con-
stituent of the cell wall of Gram-positive bacteria with the presence of Ca2+ ions[130, 140].
However this model has been challenged by the in vitro experiments of daptomycin’s activ-
ities against Staphylococcus aureus and Enterococcus faecalis [133]. The second category of
models involve daptomycin’s binding to Ca2+ which could possibly bring a conformational
change of daptomycin, following by daptomycin’s insertion into the membrane bilayer which
leads to membrane depolarization and cell death[36, 131, 132, 141, 142, 143]. However the
models within the second category have important diﬀerence in term of the detailed mech-
anisms for action, e.g., where and how the oligomerization of daptomycin occurs. Jung et
al.[141, 144] proposed a two-step mechanism of action. First in the presence of Ca2+, dap-
tomycin binds to PG lipids with a minor conformational change. This step increases the
chance of oligomerization and micelle formation. In the second step, daptomycin interacts
with PG lipids experiencing a major conformational change to make daptomycin insert
into bilayer membranes, again in the presence of Ca2+. Straus et al. revised the model
proposed by Jung et al. in which during the ﬁrst step, daptomycin aggregates in solution in
the presence of a minimum of 1:1 Ca2+ to daptomycin stoichiometric ratio[142]. However
the aggregate of daptomycin needs to dissociate later to allow daptomycin interacting with
bacterial membranes. They also proposed daptomycin applies positive curvature strain on
the lipids and daptomycin may also oligomerize in the membrane. Recently Zhang et al.
proposed an even detailed mechanism for daptomycin’s antimicrobial activities regarding
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the order of binding of daptomycin to the lipid membranes and oligomerization and how
oligomerization occurs[36, 143]. The proposed mechanism are illustrated in Figure1.11
with the upper subﬁgure corresponding to the step 1 in Fig. 7 of Ref.[143], and the lower
subﬁgure corresponding to the steps 2 and 3 in Fig. 7 of Ref.[143]. In their models, dap-
tomycin’s spontaneous binding to the bacterial membrane (steps 1 and 2 in Figure1.11)
precedes oligomerization in the membrane, which is in turn followed by insertion of dapto-
mycin multimers into membrane. The ﬁrst intermediate product of the oligomerization of
daptomycin in the bacteria membrane is a daptomycin tetramer sitting in the outer leaﬂet
of the membrane bilayer (step 3 in Figure1.11). Then a ﬂip of the tetramer translocates
itself from the outer leaﬂet into the inner leaﬂet, which is followed by aligning with another
daptomycin tetramer sitting in the outer leaﬂet to form a daptomycin octamer to serve
as a functional pore to depolarize the bacterial membrane (step 4 in Figure1.11). They
derived their model from their FRET experiment results with an estimation of the number
of daptomycin monomers in a daptomycin multimer in the bacterial membrane[36, 143].
Though with such a multitude of experimental work on daptomycin’s antimicrobial ac-
tion, whether and how daptomycin binds to the bacterial membrane bilayer and whether
and how daptomycin aggregates inside the membrane remains an unanswered question.
Experimental measures such as NMR and FRET are often limited by the experimental
conditions and temporal and spatial resolutions, regarding solving the problem of dapto-
mycin’s antimicrobial action. Molecular dynamics simulations which can provide atomistic
level details of daptomycin’s interactions with model phospholipid bilayers, pose as valu-
able tools to complement the experimental measures to give a more complete and thorough
picture of daptomycin’s antimicrobial action. To our best knowledge, the only existing
MD simulation works on daptomycin besides ours was by Scott et al.[145] who applied
time-averaged distance restraining potential to the structural change of daptomycin upon
binding to DHPC micelles with and without the presence of Ca2+ and by Ho et al.[146] to
unravel the problem of how daptomycin binds to Ca2+ in solution and the possible binding
sites and conformational change involved in this process. However the interactions between
daptomycin and a model lipid bilayer which mimicks the bacterial cell membrane in the
presence of Ca2+ is yet an interesting and possibly fruitful ﬁeld to be exploited by MD
simulations.
In Chapter 5, we aim to explore a key stage of daptomycin antimicrobial action by
using state-of-art MD simulation techniques, i.e., a single daptomycin molecule’s sponta-
neous binding to a model phospholipid bilayer mimicking the bacterial membrane con-
sisting of equal molar ratio of 1,2-dimyristoyl-sn-glycero-3-phosphocholine (DMPC) and
1,2-Dimyristoyl-sn-glycero-3-phosphorylglycerol (DMPG). The mixture bilayer of DMPC
and DMPG has been widely used as the model “bacterial” membrane by a number of exper-
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imental studies[36, 143, 147, 148, 149] with an application to study antimicrobial peptide’s
interactions with the model “bacterial” membrane[147] and a few MD studies[91]. We
employed various analysis techniques to give an insight into the behaviors of daptomycin
and its interactions with the other components of the simulated systems, especially the
DMPC/DMPG lipids and Ca2+ ions at the atomistic level. More speciﬁcally, we evaluated
the potential of mean force (PMF) for the spontaneous binding process with a comparison
to the PMF for the binding to a pure DMPC bilayer, the center of mass (COM) motion of
the daptomycin molecule and its residues relative to the DMPC/DMPG bilayer midplane,
the radial distribution functions (RDFs) between Ca2+ and daptomycin, daptomycin’s ef-
fect on lipid orientation, hydrogen bonding, and the last but not least, we used principal
component analysis (PCA) techniques to investigate the change of main-chain conforma-
tion upon daptomycin’s spontaneous binding to the model DMPC/DMPG bilayer.
We are aware that there are other important stages of the proposed model of action for
daptomycin, including but not limited to the insertion of daptomycin into the membrane
bilayer, the process of oligomerization of daptomycin into multimers in the lipid membrane
bilayer, the possible translocation of the daptomycin tetramer into the inner (lower) leaﬂet
of the membrane bilayer, and the possible assembly of a daptomycin octomer to form a
pore on the membrane. We did not attempt to simulate these stages because they are
essentially intractable by contemporary MD simulations due to the time scale issue, i.e.,
they occur at several magnitude longer time scale (milliseconds to minutes)[130, 150] than
what we are capable of simulating which is in this paper, the order of 1-10 s.
1.5 Structure of This Thesis
Chapter 2 is dedicated to details of parametrizing lipid molecules, simulation box setup and
techniques of running monolayer simulations, which complements the background intro-
duction on drug delivery, lipid structure and systems and the molecular dynamics method
in the previous sections of this chapter.
We employed atomistic molecular dynamics simulations to study lipid Langmuir mono-
layers composed of both pure DPPC and a mixture of DPPC and CTAB aiming to reveal
how the composition of the DPPC/CTAB monolayers aﬀects their structural and electro-
static properties, which will be fully discussed in Chapter 3.
In Chapter 4, we analyzed the same simulation trajectories which have been used
in the analysis presented in Chapter 3. This chapter is dedicated to the discussion of
DPPC/CTAB monolayers’ mean and Gaussian curvatures and the artifact introduced by
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Figure 1.10: Color block diagram of daptomycin. The numbering of the residues is shown in
the parenthesis following the residue names. Side chains which can change their protonation
states under various pH environment are shown with their pKa values. The literature pKa
values for Asp3 ranging from 3.86-4.3[151, 152], Asp7 as 1.0[152], Asp9 as 3.8[152], Orn
ranging from 10.7-10.8[153, 154], mGlu ranging from 4.1-4.6[152, 155]. Only one pKa
value, not the range, is labeled for the Asp3, Asp7, Orn and mGlu sidechains as only the
protonation states of the sidechains matter in this MD simulation work as the protonation
state and thus the charge state must be determined a priori before the simulation box
setup. At pH = 7, daptomycin carries approximately -3 charges. The arrow shows the
vector used to deﬁne the molecules ori-entation.
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Figure 1.11: Proposed mechanism for daptomycin’s antimicrobial activities[36, 143]. (1)
Daptomycin’s spontaneous binding to the bacterial membrane. characterized by forming
hydrogen bonds between daptomycin and the phospholipids in the bacterial membrane. (2)
Daptomycin inserts its lipid tail into the bacterial membrane and gets partially embedded.
(3) Oligomerization of daptomycin molecules into tetramers in the outer leaﬂet of the
bacterial membrane. (4) A ﬂip of the tetramer translocates itself from the outer leaﬂet
into the inner leaﬂet, which is followed by aligning with another daptomycin tetramer
sitting in the outer leaﬂet to form a daptomycin octamer to serve as a functional pore to
depolarize the bacterial membrane.
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using small simulation box, as small and relatively large simulation boxes give vastly dif-
ferent results.
We also conducted atomistic molecular dynamics simulations to study the mechanism
of daptomycin’s antimicrobial activities, or more speciﬁcally, the behavior and structural
changes of daptomycin in one of the key stages of the process of killing bacteria, i.e., the
spontaneous binding of daptomycin to the model bacteria membrane. The detailed results
will be presented in Chapter 5.
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Chapter 2
Molecular Dynamics Simulation of
Surfactant Monolayers
The contents of this chapter were adapted from the book chapter published in
Bin Liu, Jirasak Wong-Ekkabut, Mikko Karttunen. “Molecular Dynamics Simulation
of Surfactant Monolayers”, Chapter 11 in Computational Methods for Complex Liquid-
Fluid Interfaces (page 249-264), Edited by Mohammad Taeibi Rahni, Mohsen Karbaschi,
and Reinhard Miller Copyright (2015) CRC Press
2.1 Introduction
In this review, we provide a brief introduction to molecular simulations of lipid / surfactant
monolayers. We do not aim to provide a comprehensive review. Instead, we ﬁrst discuss
the very timely problem of nanoparticle interactions with the lung surfactant and how that
can be studied by simulations. After that, we provide a detailed introduction on the var-
ious aspects of building a monolayer simulation and show a case study using simulations
of cationic surfactants and zwitterionic lipids. The aim is to provide the reader with a
detailed view of how to build simulations, what aspects are important and what kind of
properties can be analyzed. In our other contributions of this volume we discuss electro-
static interactions in detail. That discussion is also valid here and we refer the reader to
that chapter regarding the details of how the important electrostatic interactions must be
account for in interfacial systems.
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2.2 Parametrizing lipid molecules
The previous section demonstrated the utility of molecular simulations. In this section, we
discuss the details how to obtain parameters for lipid or surfactant molecules when they
are not readily available from prior research.
Before being able to perform any MD simulations, one must obtain force ﬁeld parame-
ters, or in the case they do not exist, parametrize the molecules of interest so that the MD
program can understand their compositions, structures and interactions with each other
and other components in simulation. This is an essential step as it determines the simula-
tion’s correctness, quality and value. Although lots of lipid and surfactant molecules have
been parameterized, for many lipid molecules, signiﬁcant manual work, including ab initio
calculations for partial charges and constructing topology ﬁles which describe the modelling
or parametrization understandable to a MD program, is still mandatory to obtain a quality
parametrization for lipid molecules. Tools for generating topology ﬁles automatically from
a structure ﬁle such as a PDB ﬁle exist [156]. But the quality of the generated topology
ﬁles is usually far from being desirable.
There are two broad categories for the force ﬁelds in lipid modelling, the atomistic
approach and the coarse-grained (CG) approach. The CG force ﬁelds, as used in the lung
surfactant study in the previous section, such as the famous MARTINI model [157, 158],
are known for their speed and larger system sizes. Atomistic force ﬁelds, on the other hand,
are often able to provide quantitative predictions that can be veriﬁed by experiments, and
are versatile. The atomistic force ﬁelds can be classiﬁed into two ﬂavors, the all-atom ones
and the united-atom ones. In an all-atom force ﬁeld, such as OPLS [69, 159], AMBER
[160, 161, 162, 163] and CHARMM [164, 165, 166], all atoms are explicitly present in the
simulation. In an united-atom force ﬁeld, such as the GROMOS force ﬁeld [71, 167, 168],
the nonpolar hydrogens bonded to the carbons in a acyl chain are absorbed into the
carbons to which they are bonded, to form a ’united atom’ to reduce the number of
interacting sites. Here, we focus on some practical issues and skills useful in obtaining
good quality parametrization for lipid molecules by using one of the most widely used
atomistic force ﬁeld for lipid simulations, the GROMOS force ﬁeld and its derivative, the
Berger lipid model [169]. It is also worth noting that the OPLS force ﬁeld has also found
many applications in lipid simulations (yet work remains to be done for OPLS peptide
parameterization [73]). In addition, there is currently a very interesting open collaboration
platform called Matching lipid force ﬁelds with NMR data available on the Internet at
http://nmrlipids.blogspot.ca. This approach is pioneered by Markus Miettinen and
Samuli Ollila is groundbreaking and may lead to fully new developments and integration
of experimental and computational lipid data.
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From the practical point of view, a good way to obtain a quality parametrization for
a lipid molecule is by studying and reusing mature, well-tested parametrization for other
lipid molecules which share notable amounts of parts as the lipid to be parametrized.
It may, of course, be the case that no such parametrization exists. This shortcut ap-
proach has been applied to many lipid molecules with success. One of the most famous
’baseline’ lipid parametrization from which many other parametrizations were derived is
the DPPC parametrization [170] based on the GROMOS force ﬁeld and the Berger lipid
model. Many other saturated dichained lipids, including DMPC [171] and DLPC can
be easily parametrized by adding or removing repeating hydrocarbons. Borrowing the
parametrization for the double bonded hydrocarbons, this DPPC parametrization can be
adapted to construct parametrization for unsaturated dichained lipids, such as DOPC,
POPC and SOPC in principle. A word of warning should be said, however: Double bonds
can be tricky to parametrize and it has been shown that old parametrizations are wrong
and can inﬂuence the observed physical properties of lipids and their interactions with oth-
ers [172, 173]. Similarly, the PC headgroup can also be substituted by other parametrized
headgroups, such as the PG headgroup to obtain parametrizations for the corresponding
PG lipids [174].
If the headgroup of the lipid of interest has not been parametrized, one can use the
parameter set of a force ﬁeld to parametrize it. The parameter set includes equilibrium
position and force constant for bonded interactions such as bond stretching, bond angle
bending and proper and improper dihedral interactions, van der Waals radii and constants.
What is usually missing in a force ﬁeld for a speciﬁc headgroup is the partial charges.
Quantum chemistry calculations are needed to obtain the partial charges to parametrize
a headgroup. Ideally, one should apply quantum chemistry approaches to calculate the
partial charges for the entire lipid. However, as the computational cost of a quantum
chemistry calculation scales as the third order or even more of the number of electrons in
the system, it becomes quickly intractable as the size of the lipid increases. Fortunately,
the “locality” of partial charges and the “insulating” property of hydrocarbons can be
employed to reduce the computational cost. The “locality” of partial charges means the
partial charge of a speciﬁc site (an atom or an united atom) is only inﬂuenced heavily
by its ﬁrst and second bonded neighbors. One important exception is aromatic rings. In
any cases, an aromatic ring must be treated as a whole. The “insulating” property of
hydrocarbons means one hydrocarbon can be essentially regarded as a neutrally-charged
dividing point to separate two independent partial charge regions. Therefore, one can
perform quantum chemistry calculations for a pseudo molecule composed of a headgroup
and a methyl or ethyl group. If the headgroup contains one or more hydrocarbons, one can
divide the headgroup again into smaller parts and cap them with methyl or ethyl groups
43 
to form pseudo molecules. Usually the accuracy of partial charges obtained from such a
pseudo molecule is within the tolerance of a MD simulation for lipids.
Quantum chemistry calculations for partial charges can be performed by using the well-
known Gaussian package [175] and some open source packages such as the GAMESS family
which includes GAMESS-US [176, 177] and Fireﬂy [176, 178] as its two major variants. One
of the most popular basis set, e.g. 6-31G* and 6-31G(d,p) [179, 180, 181] which oﬀer both
decent accuracy and acceptable computational cost, is often used for calculating the partial
charges for a lipid. 6-31G* has also been employed to obtain the partial charges in the
AMBER force ﬁeld [182]. These basis sets usually work well for neutral and cationic lipids.
But for anionic lipids, 6-31+G* or 6-31+G(d,p) [183, 184] which include diﬀuse function
to account for the presence of signiﬁcant charge density that are distant from the atomic
nuclei, are needed to get accurate results at the cost of slower or even diﬃcult convergence.
To take the eﬀect of electron correlation on partial charges into account, post-Hartree-
Fock (HF) methods or density functional theory (DFT) methods are usually employed as
they are generally superior to the plain Hartree-Fock level calculation in which electron
correlation is totally neglected. Moeller-Plesset level 2 (MP2) method which is a post-HF
method, is usually preferable as it can take most of electron correlation into account at
aﬀordable computational cost. DFT methods can also work well provided one chooses
an appropriate exchange-correlation functional (Exc). The quantum chemistry packages
mentioned above can oﬀer four sets of partial charges, i.e., those by Mulliken population
analysis [185, 186], Lo¨wdin population analysis [187, 188], electrostatic potential analysis
(ESP) [189, 190] and natural population analysis (NPA) [191, 192, 193]. NPA can only
be done by the natural bond orbital (NBO) module [193] which exists as a plugin for all
the major quantum chemistry packages. Once one obtains the four sets of partial charges,
one should ﬁrst use one’s chemical instinct to judge which set is most reasonable. Our
experience shows that usually the NPA scheme is the choice as it is not sensitive to the
choice of basis set, theory level, or initial structure of the molecule being investigated. But
the choice of partial charge scheme could diﬀer from case to case. In principle, one should
also employ polarized continuum model (PCM) [194, 195, 196, 197] to reﬂect the inﬂuence
of the aqueous environment on partial charges. However, our experience shows the use
of PCM makes negligible diﬀerence for partial charges of the molecules for biological or
physiological simulations.
Quantum chemistry calculations for partial charges usually take two steps. First, one
uses the plain HF level calculation to perform geometry optimization for the molecule
being investigated and obtain the “equilibrium” structure. We put a double quote to
encompass the word equilibrium because the geometry optimization usually ends up in a
local minimum or even a saddle point on the potential energy surface as the global minimum
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is extremely diﬃcult to reach if possible at all. This is caused by the high dimensional
and very complex potential energy surface landscape of any molecule of decent size. The
point of performing this step is getting a structure reasonably close to the real equilibrium
structure for the second quantum chemistry calculation step and in real MD trajectories,
molecules are always close to their equilibrium structures but seldom sit there. The second
step involves using the optimized structure obtained in the ﬁrst step to perform single point
calculation at either MP2 level or with a DFT method to account for electron correlation.
Our experience shows the partial charges obtained by using a MP2 level or DFT calculation
are distinguishable from those from the plain HF level calculation, but reasonably close.
One may encounter the diﬃcult situation in which one bonded interaction in the
molecule being parametrized has not been parametrized in a speciﬁc force ﬁeld. One
obvious approach is to look for experimental results to ﬁnd the equilibrium position and
force constant for it. One can also resort to quantum chemistry calculations to perform
a scan of the potential energy surface on the dimension of interest. In the following ex-
ample (Figure 2.1, the angle bending interaction between CH2-(C=O)-C(benzene) is not
parametrized in the GROMOS force ﬁeld [71]. The ﬁrst step to parametrize it using the
harmonic oscillator approximation is capping CH2 with CH3 (methyl group) to form a
pseudo molecule. To facilitate the parametrization, one would better convert the structure
representation of this pseudo molecule from Cartesian to internal coordinates (Z-matrix
representation) which can be accomplished by using chemical visualization programs such
as MacMolPlt [198]. Then one can generate a set of input ﬁles for quantum chemistry
calculations with single point structures represented by Z-matrix and with varying CH2-
(C=O)-C angles which should cover the guessed equilibrium angle. This set of quantum
chemistry calculations usually can give a set of system energies which can be almost per-
fectly ﬁtted to a parabola against the varying CH2-(C=O)-C angles. From the ﬁtting, one
can retrieve the equilibrium angle and force constant for this angle bending interaction.
2.3 Simulation box setup
Once parametrization for all molecules has been obtained, the next step for the simulation
is to construct a simulation box which consists of all the components needed and has
the appropriate geometric conﬁguration. In theory, any box types that can ﬁll up the
entire space with periodic boundary condition can be used for monolayer simulations,
including some perhaps bizarre sounding box types like rhombic dodecahedron or truncated
octahedron. For the easy of analysis and practical reasons, the simplest rectangular box
type is almost always used unless there are some special requirements.
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OFigure 2.1: Diagram for a pseudo molecule for parametrizing the angle bending interaction
between CH2-(C=O)-C(benzene).
For monolayer at air/water interface simulations, there are two popular geometrical
conﬁguration setups, see Figure 2.2. In Figure 2.2a, the simulated monolayer is placed
at the interface between the water and air phases, and a wall potential is applied to the
bottom of the water phase to prevent molecules from escaping. The water slab should
be thick enough to allow recovery of bulk water property for the region that has a direct
eﬀect on the monolayer[199]. Another very popular conﬁguration is displayed in Figure
2.2b where two symmetrical monolayers are separated by a water slab thick enough to
restore bulk water property in the middle and hence prevent interactions between these
two monolayers [104]. Caution should be taken when one uses the setup in Figure 2.2a
with the NPT ensemble, or in a situation in which severe buckling may develop, as the
varying box size or monolayer geometry may interfere with the wall potential and cause
artifacts.
One way to check if the water slab in Figure 2.2b is thick enough is to calculate water
dipole orientation along the z-axis and calculate the Debye screening length. In the vicinity
of the polar headgroups of the monolayers, water dipole orientation is distinctively diﬀerent
from that in bulk water region which should be isotropic. With either conﬁguration, the
air phase (essentially vacuum in most simulations) needs to be thick enough to prevent the
interactions between the simulated system and its periodic images in z-direction.
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(a) (b)
Figure 2.2: Two types of simulation box setup for monolayers at the air/water interface.
(Left) A wall potential is applied to prevent water from escaping. (Right) Symmetrical
monolayers separated by a thick water slab. Monolayers displayed here consist of DPPC
lipids modeled by the GROMOS force ﬁeld and the Berger lipid model.
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Figure 2.3: Water dipole orientation for the symmetrical conﬁguration in Figure 2.2b. The
two symmetrical peaks correspond to the phosphate region in the DPPC headgroup which
signiﬁcantly reorients water dipole. Bulk water property rapidly resumes away from the
headgroup region. The ripples in the lipid chain region and in the air phase are caused by
small number of water molecules escaped from the water slab.
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2.4 Running monolayer simulations
Once the simulation box has been constructed, the production simulations are usually the
least complicated step compared to parametrization or analysis (which will be discussed
in detail below). Modern MD packages, such as GROMACS [53], NAMD [200], AMBER
[201], usually provide reliable default parameter settings and excellent documentation. One
must, however, always pay attention to the particular demands of the system and verify
that the behavior is physically correct [64]. Typically, one needs to conduct trial simulations
to verify the choice of parameters against existing experiments or other simulation results.
Usually monolayer simulations start with the energy minimization step. Steep descent
and conjugate gradient (CG) methods are the most popular choices. This step relaxes the
energy introduced by the artiﬁcial system setup which could otherwise make the following
dynamic simulation steps unstable. Failing to complete the minimization step usually
indicates serious issues in either parametrization or simulation box setup or both.
Depending on the goals one wants to achieve with a monolayer simulation, the next
step could be either a constant temperature (NVT) simulation which comprises of both
the equilibration stage and the production stage, or a series of NVT simulations or con-
stant temperature constant pressure (NPT) simulations for equilibration followed by a
production NPT simulation. The choice of thermostat and/or barostat determines the
quality of NVT or NPT simulations to a large extent. Popular thermostats include Nose´-
Hoover [202, 203] or Nose´-Hoover chains [204], Berendsen thermostat or its variants [83],
Andersen thermostat [205] and the increasingly popular V-Rescale thermostat [84] which
has proven to be suitable for both equilibration and production simulations [63]. Popular
barostats include Berendsen coupling [83] which is very useful for situations where the sys-
tem is far from equilibration as it provides ﬁrst-order decaying towards equilibrium, and
the Parrinello-Rahman coupling [86] which serves the production stage very well and is
generally the recommended method.
In the past, treating long-ranged Coulombic interactions were computationally intensive
and tricky to handle. The Particle-Mesh Ewald (PME) algorithm [57] is becoming the de-
facto standard treatment for Coulombic interactions as it oﬀers both satisfactory accuracy
and very decent eﬃciency [56, 60, 65, 206, 207] provided one chooses appropriate cut-oﬀ
ranges. The choice of real-space range is usually less important when PME is used than
with other algorithms that treat Coulombic interactions such as Reaction Field [208], since
in PME the real-space cutoﬀ is no more than a division of computational burden into a real-
space part and a reciprocal space part. The lower sensitivity to the choice of cut-oﬀ range
in PME is another advantage. Recent reviews are provided in Refs. [56, 60]. Our other
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contribution in this book also contains a detailed discussion of electrostatic interactions
when interfaces are present.
2.5 Analysis and a case study for DPPC/CTABmono-
layers
In this section, we discuss both the conventional analysis that can be relatively easily
done and some advanced analysis techniques which have been recently developed in the
context of monolayer simulations. As shown in Figures 2.2b and 2.4, both pure DPPC
monolayers and DPPC/CTAB mixtures were simulated by employing the symmetrical
conﬁguration setup [104]. Each monolayer in the simulation box consists of 128 lipids.
CTAB (cetyltrimethylammonium bromide) is a cationic surfactant [209]. It has a trimethyl
ammonium headgroup and a lipid chain of 16 hydrocarbons. A series of NVT simulations
with various simulation box sizes at various CTAB molar fractions were conducted.
Snapshots along the trajectory are often an intuitive and important way to gauge how
the simulation evolves in time. Figure 2.4 displays snapshots at the end of 1μs trajectories
for three monolayers with various CTAB molar fractions. The visualizations were obtained
by using the VMD [210, 211] software, possibly the most popular MD visualization tool.
Severe buckling occurs in the pure DPPC monolayer (Figure 2.4a) at a low area per lipid 0.4
nm2 which indicates high surface pressure. The monolayer with 20% CTAB displays much
milder buckling and with 30% CTAB buckling almost disappears. This indicates CTAB
stabilizes the ﬂat geometry of DPPC monolayers, especially with high surface pressure.
The goals of conducting an MD simulation can be categorized into studying statistical
properties and investigating dynamical processes. Before taking statistics, one must ensure
equilibrium has been reached and that the trajectories from the equilibration have been
discarded from the analysis. The most common approach to judge if the system has entered
equilibrium is to investigate the trend of various energies, including total, kinetic, potential
and other energies belonging to various degrees of freedom. If at least one of them is still
displaying a systematic increase or decrease, the system is still not in equilibrium. This
is, however, not a suﬃcient criterion and other quantities, e.g., the number of hydrogen
bonds, must be monitored. In addition, analysis of ﬂuctuations is often a useful way to
analyze equilibrium.
One of the most important characterization for the behavior of monolayers is the surface
tension/pressure to area per lipid isotherms. From the pressure tensor in the simulation
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box, the surface tension of a monolayer can be evaluated [93] as
γ = 〈(PN − PL) · Lz〉/2 = 〈(PN − PL)〉 · Lz/2, (2.1)
where Lz is the box size in z-direction, PN = Pzz is the normal pressure and the third
diagonal component of the pressure tensor, PL = (Pxx + Pyy)/2 is the lateral pressure and
Pxx and Pyy are the ﬁrst and second components of the pressure tensor. The brackets
denote averaging over time. The second equality applies only to NVT simulations where
the box size in z-direction is a constant, which applies to the case study here.
To get a more direct comparison between simulations and experimental data, the surface
pressure of a monolayer can be evaluated, which can be accomplished by deducting the
surface tension of the monolayer from the bare air/water surface tension under the same
condition:
Π(AL, T ) = γ0(T )− γ(AL, T ), (2.2)
where γ0 ≡ γ0(T ) is the bare water/air surface tension which is a function of temperature,
and both Π and γ are functions of the area per lipid AL and temperature.
However no water model can reproduce the real bare air/water surface tension for a
broad range of temperature which might be used in biological or physiological simulations.
Therefore instead of using experimental data for bare air/water surface tension, the simu-
lated values by the speciﬁc water model used in a simulation should be employed to ensure
consistency. In addition, density proﬁling is a valuable tool to investigate the relative po-
sitioning of all relevant components in the simulation box and the change of it caused by
other factors.
2.6 Discussion and conclusions
In this mini-review, we have provided a detailed discussion of how to set up monolayer
simulations, the caveats and various technical details as well as software commonly used for
such simulations. Our aim was not to provide a comprehensive review of the vast literature
on the topic but rather to provide a fairly hands-on approach to help the interested readers
to set up, run and analyze their own simulations.
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(a) (b) (c)
Figure 2.4: Pure DPPC monolayer and DPPC/CTAB mixtures at area per lipid 0.4 nm2.
(Left) High surface pressure at very low area per lipid induces buckling in pure DPPC
monolayer. (Center) 20% cationic CTAB (deep blue) with 80% DPPC mixture has only
very wild surface undulation. (Right) 30% cationic CTAB (deep blue) with 70% DPPC
mixture resumes ﬂat geometry even at very low area per lipid.
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(a) (b)
Figure 2.5: Phosphorus (the large tan atom)-Nitrogen (the large blue atom) vector in PC
headgroups reoriented by neighboring cationic CTAB. (Left) The P-N vector of DPPC is
oriented almost parallel to the monolayer plane. (Right) The cationic CTAB (green lipid
tail) essentially reorients the P-N vector of DPPC.
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Figure 2.6: The normal vectors (green arrows) for highly buckled DPPC monolayers sepa-
rated by a water slab. Each monolayer has 2048 DPPCs. Water is disabled in visualization
for clarity. Phosphates were chosen to approximate the interface between water and DPPC
monolayers. The normal vectors always point toward water.
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at 323K. The experimental data were obtained by Crane et al. [212]
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Chapter 3
Molecular Dynamics Simulations of
DPPC/CTAB Monolayers at the
Air/Water Interface
The contents of this chapter were adapted from the article published in
Bin Liu, Matthew Hoopes, Mikko Karttunen. Molecular Dynamics Simulations of
DPPC/CTAB Monolayers at the Air/Water Interface. The Journal of Physical Chemistry
B 118, 11723-11737 Copyright (2014) American Chemical Society.
3.1 Introduction
Cationic lipid monolayers are promising packaging material for DNA/RNA based drug
delivery[16, 213, 214, 215, 216, 217, 218, 219, 220, 221, 222, 223, 224]. They allow one to
overcome the unfavorable properties of DNA/RNA as drugs, namely, the negative charges
they carry and hydrophilicity, which would otherwise essentially compromise the circulation
time and eﬀectiveness of the drug[225].
Atomistic molecular dynamics (MD) simulations are a powerful yet versatile tool for
investigating biomolecular systems. In particular, MD simulations can provide one insight
into the atomistic details of the structure and dynamics of biomolecular systems. Not only
do they complement to experiments, but they also allow investigations of various static
and dynamic properties not readily accessible by current experimental methods.
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In this work, we employed atomistic MD simulations to study lipid monolayers com-
posed of both pure zwitterionic dipalmitoylphosphatidylcholine (DPPC), and mixtures of
DPPC and cationic cetyltrimethylammonium bromide (CTAB) at the air/water interface.
Lipid monolayers are excellent model systems that can capture some of the essential prop-
erties of micelle-like structures or liposomes[226] which are the basic structures of packaging
materials for DNA/RNA based drug delivery; the relevance and utility of Langmuir mono-
layers as suitable models has been recently reviewed by Stefaniu et al.[219].
DPPC molecules are a major component of lung surfactant in human body[227]. CTAB
is a common cationic surfactant[209] and it has been widely used for providing a buﬀer
solution to extract DNA[228]. CTAB is currently being used and further developed for
drug delivery applications. Peetla et al. used Langmuir ﬁlm balance experiments and
found that polystyrene nanoparticles with their surfaces modiﬁed with CTAB or DMAB
(which can be regarded as a dichained version of CTAB) have stronger interactions with
an endothelial cell model membrane than unmodiﬁed nanoparticles. Polystyrene can be
regarded as a ”placeholder” for drugs.[214] CTAB is also often used in combination with
other molecules (such as chitosan, PLA, and PLGA) and such combinations have been
reported to reach good uptake eﬃncies for DNA delivery as has been shown by Basarkar
et al.[215] Interestingly, Gaweda et al. compared CTAB to four other cationic agents for
DNA compaction[216]. They found CTAB and CTAC to be the least eﬃcient. They traced
this to the structural properties of the hydrocarbon chains, in particular to their ﬂexibility.
These two apparently contradictory discoveries show the importance of understanding the
structural aspects of CTAB and the details of its interactions with other molecules. Other
studies in this direction include Mezei et al.’s very recent ﬁnding that the ﬂexibility of
CTAB’s chain structure helps it to have better DNA helix/surfactant ratios as compared
to some other compounds[217]. Moreover, CTAB mixtures can display a rich variety
of structures, which could be useful for designing drug delivery agents. Small angle x-
ray scattering was used by Krishnaswany et al. to study the structures of DNA, CTAB
and hexanol as a function of hexanol content[218]. Interestingly, they found a structural
transitions between hexagonal and lamellar structures. The use of cationic lipids, cationc
surfactants (including CTAB) and polymers in cancer therapy has recently been reviewed
by Bilensoy[16]. The above works demonstrate the value of CTAB or CTAB-containing
mixtures as promising packaging materials for drug delivery.
Pure CTABmonolayers have been studied by MD simulations[229, 230] and experiments[231,
232]. However, as the above disucssion illustrates, in real applications cationic lipids are
seldom the only component of the packaging material. Instead, mixtures consisting of zwit-
terionic lipids and cationic lipids are much more useful as they can integrate the desirable
properties of both ingredients. Considering the amount of work devoted to the studies of
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either DPPC monolayers/bilayers, or CTAB monolayers/micelles[89, 230, 233, 234, 235],
and the importance of CTAB as a promising packaging material for drug delivery, it is
surprising to see that, to the best of our knowledge, no published work has been done
to investigate the properties of DPPC/CTAB mixtures, especially as a viable packaging
material for gene delivery. Our objective is to investigate how the composition of the
DPPC/CTAB monolayers inﬂuences their structural and electrostatic properties under
conditions corresponding to the liquid-expanded phase.
By varying the molar fraction of CTAB, we found the CTAB molecules condense the
DPPC/CTAB monolayers, i.e., they reduce the area per lipid under the same surface
pressure. Further analysis of the DPPC P-N vector, radial distribution functions, molecular
positions and binding suggest that while the condensation eﬀect has a strong correlation
with the P-N vector reorientation, contributions from other factors are important. Our
work paves the way to further studies of DNA/RNA-monolayer complexes which could
lead to real applications of DPPC/CTAB monolayer as a drug delivery agent.
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Figure 3.1: DPPC and CTAB molecules showing the numbering of carbons in the acyl
chains.
3.2 Methods
The DPPC parametrization was obtained from Tieleman et al[236]. and the GROMOS96
53a6 force ﬁeld[71] was used for the simulations. The partial charges of the CTAB cation
were obtained by using the quantum chemistry package GAMESS-US[176, 177] to per-
form the calculations at Mller-Plesset level 2 using 6-31G(d,p) basis set[179, 180, 181].
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The Polarized Continuum Model (PCM)[194, 195, 196, 197] was used to take the inﬂu-
ence of the aqueous environment into account. Four sets of partial charges, i.e., Natu-
ral Population Analysis (NPA) by using the Natural Bond Orbital (NBO) module[193],
Mulliken population analysis[185, 186], Lwdin population analysis[187, 188] and Electro-
static Potential (ESP)[189, 190] were obtained. The NPA partial charges given by the
NBO module were chosen to parametrize the CTAB cation as the NPA scheme is not
sensitive to the choice of basis set, theory level or initial structure of the molecule being
investigated[191, 192]. This was also the case in our quantum chemistry calculation for
CTAB. The NPA partial charges obtained at Hartree-Fock level are very similar to the
partial charges for CTAB parametrization obtained at Hartree-Fock level which has been
used in the MD simulations of CTAB micelles by Cat et al.[233]. Our NPA partial charges
are slightly diﬀerent from the partial charges by Cat et al., as we took electron correlation
into account by employing MP2 level calculations. The parametrization is available at:
http://www.softsimu.net/downloads.shtml
The simulation box contains two symmetrical monolayers separated by a Simple Point
Charge (SPC) water[76, 77] slab (see Figures 3.2 and 3.4). Similar setup has been employed
in other MD studies of monolayers[237, 238, 239, 240, 241]. Another useful system setup
for simulating monolayers is setting up a monolayer and a water slab and employing a wall
potential to prevent water from escaping into vacuum[199]. The thickness of the water slab
(> 4 nm), which is more than has been used in previous MD simulations of symmetrical
DPPC monolayers[238], was carefully selected to prevent interactions between the two
monolayers. Standard periodic boundary conditions were used in all three directions. The
thickness of vacuum between the system and its periodic images in the z-direction was
at least 20 nm, essentially eliminating interactions between them. Each simulated system
consisted of 256 lipids, i.e., 128 lipids per monolayer. Both pure DPPC monolayers and
mixtures composed of DPPC and CTAB were simulated. Mixtures with 20%, 30%, 40%,
50% CTAB molar fractions were obtained by randomly substituting CTAB molecules for
DPPC molecules in a pure DPPC monolayer. Molar fractions are deﬁned with respect to
the total number of lipid molecules.
The GROMACS 4.5.5 software package[53] was used. Constant temperature simula-
tions (NVT ensemble) were conducted at T=323 K using the V-rescale thermostat[84].
Langmuir-Blodgett trough experiments were mimicked by using a series of simulation box
sizes. This protocol has been used in previous simulations of monolayers at the air/water
interface[239, 240, 242]. The area per lipid is deﬁned as the area of the simulation box
in the x-y plane divided by the number of lipids, including both DPPC and CTAB, in
the monolayer. Steepest descent energy minimization was ﬁrst performed, followed by full
dynamic simulations. Each of the simulation trajectories was 1  s long with time step of 2
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fs. The ﬁrst 100 ns was discarded as equilibration period; 100ns was suﬃcient for reaching
equilibrium as there were no changes in any macroscopic quantities, including energies, viri-
als, temperature, pressure tensors and macroscopic geometries, etc. All the bond lengths
except those for water molecules were constrained by using the P-LINCS algorithm[54].
Water molecules were constrained by the SETTLE algorithm[55]. Neighbor searching with
group cutoﬀ scheme was performed every 5 MD steps. Previous studies show that to be a
safe update frequency for neighbor searching for lipid systems without pores[63]. Coulom-
bic interactions were treated with the PME algorithm[57] with a cutoﬀ of 1.3 nm. The
PME algorithm was used for its accuracy[56, 60, 65, 206], and it is also computationally
eﬃcient[56, 207]. Shifted van der Waals interactions were employed with a cutoﬀ of 1.0 nm
and shifting starting from 0.9 nm. Shifted van der Waals interactions were used instead
of plain cutoﬀ as the latter may be a source of artifacts[68]. Overall charge neutrality was
maintained by adding chloride counterions instead of bromide counterions. This approach
is justiﬁed by the fact in MD simulations, ions mostly behave as point charges such that
ions carrying the same charges but with diﬀerent mass have little diﬀerence in aﬀecting the
properties of monolayers or bilayers. The trajectories were visualized by VMD[210, 211].
3.3 Results
Snapshots at the end of the 1  s trajectories are shown in Figures 3.2, 3.3 and 3.4. The
pure DPPC monolayer (Figures 3.2 and 3.3) shows severe buckling when the area per
lipid is 0.5 nm2 or below. Monolayer buckling under high surface pressure, and eventual
collapse, have been observed in experiments[243, 244, 245, 246, 247]. In addition, the
buckling of lung surfactant monolayers in which DPPC is a major component has been
studied by MD simulations by Baoukina et al[88, 248]. They described monolayer buckling
as a stage of monolayer collapse which is initiated by undulations. Monolayer buckling has
been also reported in the simulations of sodium alkyl sulfate surfactant monolayers at the
water/trichloroethylene interface[249]. In contrast, buckling is far less obvious in mixtures
with 20% CTAB (Figure 3.4d). In mixtures with 30% CTAB or higher (Figures 3.4a, 3.4b,
3.4c), buckling almost totally disappears. The cationic CTAB lipids show a high tendency
to stabilize and maintain the ﬂat geometry of monolayers under very high surface pressure.
3.3.1 Surface Tension/Surface Pressure to Area Per Lipid Isotherms
Monolayers are typically characterized by surface tension-area per lipid and surface pressure-
area per lipid isotherms. The surface tension of a monolayer can be calculated from the
59 
(a) Area per lipid 0.55 nm2 (b) Area per lipid 0.5 nm2
(c) Area per lipid 0.45 nm2 (d) Area per lipid 0.4 nm2
Figure 3.2: Snapshots of pure DPPC monolayers at the end of the 1  s trajectories. DPPC
shows as orange, oxygen in water shows as red dots, hydrogen in water shows as white
dots. Monolayer buckling becomes severe as area per lipid decreases below 0.5 nm2.
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(a) (b)
Figure 3.3: Snapshots of the buckled pure DPPC monolayer with area per lipid 0.4 nm2.
They show the high curvature areas of Figure 3.2d.
diagonal components of the pressure tensor in the simulation box[93]:
γ = 〈(PN − PL) · Lz〉/2 = 〈(PN − PL)〉 · Lz/2, (3.1)
where Lz is the box size in z-direction, PN = Pzz is the normal pressure, PL = (Pxx+Pyy)/2
is the lateral pressure and the brackets denote averaging over time. The second equality
applies only to NVT simulations when the box size in z-direction is ﬁxed, as is our case.
This equation is valid only when the monolayer maintains a ﬂat geometry. When buckling
occurs, an additional term is needed to take the local curvature into account[108, 250].
This term was not considered when the surface tensions were calculated. Similar issues
have been reported in Baoukina et al.’s simulations of lung surfactant[93].
The calculated surface tension-area per lipid isotherms are shown in Figure S.1. At the
same area per lipid, the surface tension of the monolayers increases as the molar fraction of
CTAB increases. This eﬀect is obvious when the area per lipid of the monolayer is low, and
diminishes as the area per lipid increases. Second, negative surface tension appears with
stable ﬂat monolayer geometry for mixture monolayers of DPPC and CTAB when area
per lipid is below 0.5 nm2 (Figures 3.4b,3.4c,3.4d). This means enlarging the interﬁcial
area between air and water with the presence of the DPPC/CTAB surfactant mixtures
can be energetically favorable. The role the cationic CTAB plays can be summarized as a
cohesive force to stabilize the monolayer. Third, one can see an anomaly in the isotherm for
pure DPPC monolayer when the area per lipid is small. The irregular increase of surface
tension with decreasing area per lipid can be explained by the buckling of the pure DPPC
monolayer (Figures 3.2b,3.2c,3.2d).
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(a) 50% DPPC and 50% CTAB (b) 60% DPPC and 40% CTAB
(c) 70% DPPC and 30% CTAB (d) 80% DPPC and 20% CTAB
Figure 3.4: Snapshots of monolayers at the end of the 1  s trajectories with various CTAB
molar fractions and area per lipid 0.4 nm2. DPPC shows as orange, CTAB as green.
Oxygen in water shows as red dots, hydrogen in water as white dots. Compared to the pure
DPPC monolayers shown in Figure 3.2, the mixtures shown here maintain ﬂat geometry
at very low area per lipid (0.4 nm2). The system containing 20% CTAB displays very mild
buckling.
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The surface pressure of a monolayer is a more convenient quantity for direct comparison
between simulations and experimental data. The surface pressure of a monolayer can be
directly calculated from the surface tension of the monolayer and bare water/air surface
tension under the same condition,
Π(AL, T ) = γ0(T )− γ(AL, T ), (3.2)
where γ0 ≡ γ0(T ) is the bare water/air surface tension which depends on temperature,
and both Π and γ depend on the area per lipid AL and temperature. To our knowledge,
no water model can reproduce the correct bare water/air surface tension for the whole
temperature range of interest in biological or physiological simulations. Since the SPC
model is employed, 49.0 mN/m is used as the bare water/air surface tension at 323 K[97],
instead of using the experimental value 67.6 mN/m to ensure the consistency[251].
Figure 3.5 shows that the calculated surface pressure isotherm for the pure DPPCmono-
layer is in good agreement with the experimental data[212] and MD simulation data[252].
Our data overlaps with the experimental data when the area per lipid is between 0.65 nm2
and 0.8 nm2. Below 0.65 nm2, small deviation, although within the margin of error, from
the experimental data can be seen.
Experimental studies of CTAB containing monolayers have mostly focused on contain-
ing both CTAB and other components, e.g., PG lipids or alcohol, at various interfaces,
including air-water interfaces or water-solid interfaces[231, 232, 253, 254, 255, 256, 257].
The surface pressure-area isotherms for pure CTAB monolayers have been measured by
Knauf et al.[231]and Nakahara et al.[232] under various conditions. Their data are shown
in Figure 3.5. The measurement by Knauf et al. was done on 0.1 M NaCl at the airwater
interface at 293 K. The measurement by Nakahara et al. was done with 5 M NaBr and 5
M NaCl at the air-water interface at 298.2 K. Compared to CTAB-DPPC mixtures, the
pure CTAB monolayers have signiﬁcantly lower surface pressure at low area per lipid re-
gion, which is a further proof of the condensation eﬀect of the cationic CTAB. With large
area per lipid, the pure CTAB monolayers display slightly larger surface pressure than the
mixtures, which could be attributed to diﬀerent experimental/simulational conditions.
An interpretation of the surface tension-area per lipid isotherms or the surface pressure-
area per lipid isotherms is the condensation eﬀect of the cationic CTAB on DPPC/CTAB
monolayers, i.e., at the same surface tension or surface pressure, monolayers with higher
CTAB molar fraction have smaller area per lipid. The same eﬀect of another naturally oc-
curring cationic lipid sphingosine on POPCmonolayers has been reported in experiments[258].
This condensation eﬀect is largely attributed to reorientation of the P-N vector in the head-
groups of DPPC (see the discussion in P-N vector orientation section).
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Figure 3.5: Pressure-area isotherms for the simulated systems. The molar fractions of
CTAB in the monolayers are 0% (red, solid), 20% (green, long-dashed), 30% (blue, short-
dashed), 40% (magenta, dotted), and 50% (cyan, dotted-long dashed). The experimental
data for pure DPPC monolayers are shown as a black, dotted-short dashed line with open
circle markers[212]. The atomistic MD simulation data for pure DPPC monolayers are
shown as brown rhombus markers[252]. The experimental data for pure CTAB monolayers
are shown as orange, dotted-short dashed line with open triangle markers (0.1 M NaCl, 293
K)[231] and violet, dotted-short dashed line with ﬁlled triangle markers(5 M NaBr and 5
M NaCl, 298.2 K)[232]. Each curve for the simulation data has one characteristic error bar
which was obtained by block averaging[259]. The experimental data for POPC monolayers
measured at 300 K (Tm ≈ 270K [260]) is also shown as gray pentagons, as they are also in
the LE phase[261]. The condensation eﬀect of CTAB on DPPC monolayers, i.e., systems
with higher CTAB molar fraction has lower area per lipid at a speciﬁc surface pressure, is
shown. The decrease of surface pressure of pure DPPC monolayer and mixtures with 20%
and 30% CTAB molar fractions at low area per lipid is caused by monolayer buckling.
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3.3.2 Water Orientation and Density Proﬁles
Figure 3.6 shows how the molar fraction of CTAB aﬀects water dipole orientation. The
pure DPPC monolayer shows a single high peak which is highly correlated to the peaks of
the density proﬁles of phosphate and choline groups (Figure S.2). With increasing CTAB
molar fraction, the height of the main peak diminishes and valleys develop. The position
of the valleys are correlated to the peak of the density proﬁle of chloride ions which are
generally concentrated near the choline groups (Figure S.2). Similar correlation has been
reported in the MD studies of DPPC bilayers by Feller et al.[237] and DMPC monolayers
by Alper et al.[262]. Our water orientation agrees with Gurtovenko et al.’s results on water
orientation in the vicinity of DMPC/DMTAP bilayers in both trend and magnitude[171].
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Figure 3.6: Water dipole orientation measured between 100 ns and 1 s for the pure DPPC
monolayer and mixtures with area per lipid 0.65 nm2. The y-axis corresponds to the
midplane of the water slab. The noise on the right is caused by very small number of water
molecules escaped from the water slab into air. The peaks and valleys of water orientation
are strongly correlated to the peaks of the density proﬁles of the charged functional groups
(Figure S.2), indicating the charged groups’ strong modulation eﬀect on water orientation.
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Figure 3.7: Electrostatic potentials of monolayers with various CTAB molar fractions at the
area per lipid = 0.65 nm2. The peaks for the pure DPPC monolayer correspond to the peaks
of the density proﬁles for phosphate and choline groups. The trend of decreasing heights of
the peaks as the molar fraction of CTAB increases is a reminiscence of the corresponding
water dipole orientation. Meanwhile, the potentials of the water slab regions decreases
from -0.55 V to -0.83 V as the molar fraction of CTAB increases from zero to 50%.
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3.3.3 Electrostatic Potential
Figure 3.7 shows the electrostatic potentials of monolayers with various CTAB molar frac-
tions. Generally, the electrostatic potentials of symmetrical monolayers separated by a
water slab have a well shape. The well depth increases as the molar fraction of CTAB
increases. Similar electrostatic potential proﬁles, including very similar value for the well
depth for DMPC bilayers, have been reported by Gurtovenko et al.’s MD studies of cationic
DMTAP/DMPC bilayers[171]. The pure DPPC monolayer and mixtures with the molar
fraction of CTAB lower than 40 % also have peaks at the positions of the peaks of the
corresponding density proﬁles for phosphate and choline groups. The trend of decreas-
ing heights of the peaks as the molar fraction of CTAB increases is a reminiscence of the
corresponding water dipole orientation.
3.3.4 Monolayer Thickness
Monolayer thickness is an important characteristic of the interfacial region at the air/water
interface. We deﬁne the thickness as the full width of the lipid density proﬁle at half of
the maximum density in the bilayer. Figure 3.8 shows that CTAB reduces the monolayer
thickness. This eﬀect diminishes as area per lipid increases. Our algorithm for evaluating
monolayer thickness only works well for monolayers without buckling. When a monolayer
buckles, local curvature is introduced into the monolayer making even the concept of
thickness not well-deﬁned. Therefore, the datapoints presented by triangles in Figure 3.8
which correspond to the pure DPPC monolayer with buckling can not reﬂect the true
thickness of it. The increase of monolayer thickness due to buckling was also observed
by Baoukina et al.’s simulations of collapse of lung surfactant monolayers[88, 248]. In
their case, buckling leads to monolayer folding, which also makes the concept of monolayer
thickness not well-deﬁned. In experiments, the process of the total thickness of a lysozyme
monolayer as a function of surface pressure in a cycle of compression and decompression
has also been observed[263], in which the dramatic increase of monolayer thickness was
also attributed to buckling.
3.3.5 Hydrogen Bonding
Because neither DPPC nor CTAB have hydrogen donors and CTAB does not have accep-
tors either, the only two kinds of hydrogen bonding that can form in the simulated system
are those between the phosphate groups of DPPC (acceptors) and water (donors), and
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Figure 3.8: Monolayer thickness. The molar fractions of CTAB in the monolayers are 0%
(red, solid), 20% (green, long-dashed), 30% (blue, short-dashed), 40% (magenta, dotted),
and 50% (cyan, dotted-dashed). The error bars are of the same size as the symbols. The
error bars were calculated from the diﬀerence between two leaﬂets in the same system. The
cationic CTAB lipids have signiﬁcant eﬀect of reducing monolayer thickness, especially at
low area per lipid. The datapoints with triangle symbols for the pure DPPC monolayer can
not reﬂect the true thickness of the monolayer as they were measured with the presence
of severe buckling which introduces local curvatures into the monolayer, making even the
concept of monolayer thickness not well-deﬁned.
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those between the carboxyl groups of DPPC (acceptors) and water (donors). The usual
geometrical criterion involving distance and alignment was used to determine hydrogen
bonding. The cutoﬀ radius for donor-acceptor pairs is 0.35 nm which corresponds to the
ﬁrst minimum of the radial distribution function of SPC water[264]. The cutoﬀ angle for
hydrogen-donor-acceptor angle is 30 degrees[265]. Figure 3.9 shows the number of hydro-
gen bonds normalized with respect to the DPPC molar fraction in the monolayer to get
meaningful comparison between systems with various CTAB molar fractions. The two
ﬁgures show exactly the same trend, i.e., the number of hydrogen bonds between DPPC
and water increases with CTAB molar fraction, but the eﬀect diminishes as the CTAB
molar fraction approaches 40%. Again dramatic increase in the number of hydrogen bonds
between pure DPPC monolayer and water is caused by buckling: more DPPC lipids are
exposed to water.
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Figure 3.9: Hydrogen bonds between phosphate groups of DPPC and water normalized by
the molar fraction of DPPC. Inset: Hydrogen bonds between carboxyl groups of DPPC
and water normalized by the molar fraction of DPPC. Each curve for the simulation data
has one characteristic error bar which is the standard deviation obtained from the statistics
of the trajectories between 100 ns and 1  s. CTAB has the eﬀect of increasing hydrogen
bonding formation. The dramatic increase of hydrogen bonding for pure DPPC monolayer
is caused by buckling at high surface pressure.
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3.3.6 Chain Order Parameter
Ordering of the DPPC hydrocarbon chains can be used to characterize the phase behavior[74,
75]. Ordering of nonpolar hydrocarbon chains in lipid monolayers is typically characterized
by the deuterium order parameter SCD measured through
2H NMR experiments. If θ is
the angle between a CD bond and the monolayer normal, the order parameter is deﬁned
as
3 1
SCD = 〈cos2 θ〉 − , (3.3)
2 2
separately for each hydrocarbon group. The brackets stand for averaging over time and
molecules. Since we employed a united atom force ﬁeld, the positions of the deuterium
atoms are not directly available but have to be reconstructed from the coordinates of
three successive nonpolar hydrocarbons, assuming an ideal tetrahedral geometry of the
central CH2 group. The coordinates of both possible deuterium atoms for each carbon
were reconstructed and both were taken into account to give the ﬁnal contribution to the
order parameter[266, 267, 268]. SCD ∈ [−12 , 1], with 1 indicating perfect alignment with
respect to the z-axis, and -1/2 indicating perpendicular orientation with respect to the
monolayer normal. Value of zero indicates isotropic orientation.
Figure 3.10 shows the averaged chain order parameters in pure DPPC monolayers. The
experimental data for chain order parameter of DPPC monolayer at the air/water interface
are not available as the NMR measurements of chain order parameter still require a solid
substrate. Some experiments [269, 270] which used various solid substrates, including
quartz and indium tin oxide, indicate that the overall averaged chain order parameter
ranges from 0.09 to 0.27 for DPPC monolayers. Our results (Figure 3.10) show that the
averaged chain order parameter ranges from 0.07 to 0.27.
An interesting comparison can be made between chain order parameter proﬁles of the
acyl chains in simulated DPPC monolayers and those in DPPC bilayers investigated ex-
perimentally and by simulation. Figure S.3 shows our simulation results for chain order
parameter proﬁles of the acyl chains in DPPC monolayers with area per lipid = 0.6 nm2
and area per lipid = 0.65 nm2, as well as the results for DPPC bilayers obtained from both
experiments[271, 272] and MD simulations[65, 273, 274]. Figure S.3 shows that despite of
having diﬀerent structures (monolayer vs bilayer), their results are generally very similar
to our simulation results at area per lipid = 0.65 nm2. Only for the ﬁrst to the eighth
hydrocarbons, the simulated DPPC monolayer with area per lipid = 0.65 nm2 has slightly
lower chain order parameters than DPPC bilayers have. For the other hydrocarbons, the
diﬀerence is negligible. Even the diﬀerence in chain order parameters for the ﬁrst to the
eighth hydrocarbons can be fully explained by that all the values for area per lipid used or
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measured in the experiments and simulations are higher than 0.6 nm2 and slightly lower
than 0.65 nm2 (0.633 nm2 by Petrache et al.[271], 0.627 nm2 by using the Berger lipid
model by Pandit et al.[273], 0.648 nm2 by using the GROMOS 54A7 force ﬁeld[275], 0.631
nm2 by using the parameter set by Kukol et al.[276], 0.641 nm2 by using the parameter
set by Ane´zo et al.[277] simulated by Poger et al.[274]) and 0.645 nm2 obtained by Patra
et al.[65]. Another experimental studying reported 0.640 nm2 for area per lipid in the Lα
phase[278].
Figure 3.11 shows the order parameters for the acyl chains of DPPC with various
CTAB molar fractions and diﬀerent area per lipid. The average of two sets of order
parameters for the sn-1 and sn-2 chains is shown here. The low order parameters for
DPPC in pure DPPC monolayer with area per lipid 0.4 nm2 (Figure 3.11a) and area per
lipid 0.45 nm2 (Figure 3.11b) is caused by buckling because each inﬁnitesimal area of the
monolayer has its own normal due to the curvature. As buckling gradually disappears
with increasing area per lipid, the order parameters for DPPC in pure DPPC monolayer
rapidly assume their normal range of values (Figures 3.11c and 3.11d). CTAB has the
eﬀect of making the acyl chains of DPPC less ordered as shown in Figure 3.11. The order
parameters for DPPC’s acyl chains decreases monotonically with increasing molar fraction
of CTAB. Previous MD studies of cationic DMTAP/DMPC bilayers[171] and cationic
DOTAP/DMPC bilayers[279] report that the chain order parameters for DMPC increase
as the molar fraction of cationic DMTAP or DOTAP increases from zero to 50%, but
decrease as it increases further from 50% to 89%. Such phenomenon was not observed in
our simulations. This diﬀerence in behavior can be explained by two reasons. First, at a
given area per lipid, higher CTAB molar fraction means lower surface pressure which can
lead to lower chain order parameter. Second, CTAB has only one lipid chain instead of
two lipid chains which can be found in DMTAP/DOTAP/DPPC. Therefore higher CTAB
molar fraction means less steric constraints on DPPC lipid chains.
The order parameters also decreases with increasing area per lipid of the monolayer
indicating higher area per lipid makes lipids’ acyl chains less ordered.
3.3.7 P-N Vector Orientation
The orientation of the phosphatidylcholine headgroup of DPPC can be characterized by
the vector connecting the phosphorus and the nitrogen atoms in the headgroup. Figure
3.12 shows that the molar fraction of CTAB in the monolayer is strongly correlated with
the P-N vector orientation. In the pure DPPC monolayer, the P-N vector aligns almost
parallel to the air-water interface with 9 degrees pointing to the water slab as the average
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in pure DPPC monolayers at various area per lipid. The experimental data for averaged
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Figure 3.11: Chain order parameter averaged over the sn-1 and sn-2 carbon chains of
DPPC. The molar fractions of CTAB in the monolayers are 0% (red, cross), 20% (green,
open square), 30% (blue, ﬁlled square), 40% (magenta, open circle), and 50% (cyan, ﬁlled
circle). The labels on the upper-right corners of the subﬁgures are area per lipid used in
the simulations. The unusually low order parameters for pure DPPC monolayers when
area per lipid is 0.4 nm2 and 0.45 nm2 are indication of severe buckling. CTAB has the
eﬀect of lowering the chain order parameter for the acyl chains of DPPC. The error bars
are of the same size as the symbols.
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angle between the P-N vector and the surface of the monolayer, which agrees with both
the direct evidence from neutron scattering experiments [280] and indirect evidence from
surface potential measurements[281, 282]. The MD simulation in Ref [283] shows that the
angle of P-N vectors with the surface of the monolayer is 5 degrees pointing to water in
average. Other MD simulation works[252, 284] show the probability distribution of P-N
tilt angle has a maximum near 90 degree with respect to the z-axis. All experimental or
theoretical results indicate the P-N vector orientation is mainly determined by the phase
of the monolayer. They suggest that in liquid expanded (LE) phase, the P-N vector of the
DPPC headgroups is more likely to have an in-plane orientation, while in the liquid con-
densed (LC) phase, it tends to tilt toward the normal with more features in the distribution
of P-N orientation with respect to the monolayer normal, such as bimodal distribution at
T < Tm shown in Ref.[284]. As the simulations were performed at T=323 K (Tm = 314.4
K[285, 286]) for pure DPPC in aqueous solution, the monolayers remain in the LC phase.
This is clearly manifested by our P-N vector orientation results for DPPC monolayers,
which is supported by theoretical[252, 283, 284] and experimental studies[280, 281, 282].
A similar comparison can be drawn between the P-N vector orientation in DPPC mono-
layers and that in DPPC bilayers as we already did for the chain order parameters. A
simulation study in Ref [287] shows the average value for the angle between the P-N vec-
tor and the bilayer plane is 9 degrees with the P-N vector pointing outward from the
bilayer when the bilayer is in the liquid phase, which agrees with our results very well,
while another simulation study in Ref [288] shows the average value is 19 degrees when the
bilayer enters the gel phase. Similar results were also reported by other MD simulation
studies[273, 274, 289]and measurements from neutron diﬀraction experiments[290].
The increasing molar fraction of CTAB in the monolayers essentially reorients the P-N
vector more vertically. This phenomenon has an electrostatic origin. With the cationic
CTAB molecules added, DPPC lipids tend to reorient their P-N vectors from a more lat-
eral to a more vertical orientation with respect to the normal to maximize the distance
between the positive charges of CTAB and the choline groups. P-N vector reorientation is
correlated with the condensation eﬀect, i.e., smaller area per lipid. This correlation can be
explained by the fact that the headgroups of DPPC are quite rigid and their orientation
determines the area per lipid to a large extent. Meanwhile, the condensation eﬀect has
also other important contributions, such as from the relative vertical positioning of CTAB.
Besides lateral diﬀusion, CTABs can also adjust their vertical positions to minimize the
total free energy consisting of the enthalpic contributions from electrostatic interactions
between charged groups and entropic contributions from the relative positioning of acyl
chains of DPPC and CTAB to allow the most favourable packing. CTABs can also bind
to the two negatively charged regions of DPPC. This can be demonstrated by the resi-
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dence time histogram of CTAB-phosphate and CTAB-carbonyl charge pairs (Figure S.4).
CTAB spent 65.6% and 83.9% of the total simulated time with phosphate and carbonyl
groups respectively in the charge pair state. The condensation eﬀect of cationic lipids on
zwitterionic lipid system has been reported by other simulations and experimental studies.
Gurtovenko et al. employed MD simulations to investigate how DMTAP, another cationic
monovalent lipid, condenses bilayers consisting of DMPC lipids[171]. Their major ﬁnding
was the condensation eﬀect is generally caused by DMTAP’s eﬀect on the P-N vector of
their neighboring DMPC lipids, i.e., DMPC lipids in their ﬁrst coordination shells. In an-
other study, Zhao et al. showed on how cationic DOTAP lipids condense DMPC bilayers
and reorient the P-N vector[279]. They showed that the average angle between the P-N
vector of DMPC and the bilayer normal decreases monotonically as the molar fraction of
DOTAP increases from zero to 90%. However, the average area per lipid as a function of
DOTAP fraction was not monotonic. It decreased ﬁrst until the DOTAP fraction reached
40%-50%, and then started to increase. Seelig et al.[222, 223] and Doux et al.[224] used
NMR to investigate the eﬀect of charged lipids on the P-N orientation of PC headgroups.
Their basic conclusion is that the inclusion of negatively charged lipids leads to a more
parallel orientation of the P-N vector of the PC headgroup with respect to the membrane
surface, whereas incorporation of cationic lipids drives the positively charged end of the
vector further away from the membrane surface toward the aqueous phase, leading to a
more vertical orientation. Seelig et al. even proposed using PC headgroups as sensors of
electric charge in membranes[222].
Another interesting feature in the ﬁgure is the changed trend of P-N vector orientation
with respect to the area per lipid when the CTABmolar fraction increases from zero to 50%.
In the pure DPPC monolayer and mixtures with low CTAB molar fraction, the average
angle between the P-N vector and the normal is not sensitive to area per lipid. When the
molar fraction of CTAB is above 30%, the average angle between the P-N vector and the
normal is clearly dependent on area per lipid. The explanation for this phenomenon is the
average angle between the P-N vector and the normal is mostly determined by coordination
number NC of DPPC with CTAB, i.e., the number of CTAB lipids in the ﬁrst coordination
shell of DPPC lipids, instead of area per lipid itself (see the detailed explanation in the
Electrostatic Interactions of PC and TAB Headgroups section).
3.3.8 Diﬀusion
The lateral diﬀusion constant was computed through the mean square displacement (MSD)
of atoms from a set of initial positions and performing least squares ﬁtting to a straight
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Figure 3.12: Phosphorus-nitrogen orientation in DPPC. The error bars are the standard
deviations of the corresponding data points. The cationic CTAB essentially reorients the
P-N vectors in DPPC’s headgroups from a more lateral to a more vertical orientation,
which is a major cause for the condensation eﬀect of CTAB. A schematic representation
for P-N vector orientation is shown in the inset.
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line[53]:
Dα = lim
t→∞
1
4t
〈r2(t)〉 = lim
t→∞
1
4tNα
Nα
〈r2i (t)〉. (3.4)
i=1
Here, the subscript α denotes lipid species, i.e., in our case, either DPPC or CTAB. 〈r2(t)〉i
is the average squared lateral displacement of the i th lipid belonging to type α at time
t. Nα is the total number of lipids of type α in the system. The motion of the center
of mass of the corresponding leaﬂet has been removed from ri
2(t). The error estimate is
the diﬀerence of the diﬀusion coeﬃcients obtained from ﬁts over the two halves of the ﬁt
interval. The diﬀusion of DPPC lipids is dramatically fastened by the presence of CTAB
(Figure 3.13). The diﬀusion of CTAB also increases with an increasing molar fraction of
CTAB (the inset of Figure 3.13). This phenomenon can be explained by the fact that
CTAB has a much smaller size compared to that of DPPC, which is far less obtrusive to
lipid diﬀusion at given area per lipid. Useful information can be obtained by comparing our
results to those by other MD studies of lipid systems. Gurtovenko et al. reports a simulated
pure DMPC bilayer at 323 K has a lateral diﬀusion coeﬃcient of 12.9 ± 1.5  m2/s[171] and
Patra et al. reports a simulated pure DPPC bilayer at 323 K has 12.7 ± 0.5  m2/s. Various
experiments report pure DPPC bilayers at 323 K have lateral diﬀusion coeﬃcients ranging
from 10  m2/s to 13  m2/s[291, 292, 293]. Our simulations give a lateral diﬀusion coeﬃcient
of 15.45 ± 2.03  m2/s at the same temperature for pure DPPC monolayer with area per
lipid = 0.65 nm2. The slightly higher diﬀusion coeﬃcient for pure DPPC monolayer is
rather reasonable as the lipids in monolayers do not experience the obstruction from the
other leaﬂet of lipids during diﬀusion as the lipids in bilayers do.
The lowest diﬀusion coeﬃcients in Figure 3.13 are between 5  m2/s and 10  m2/s,
indicating a minimal diﬀusion length of 1.41 nm during the ﬁrst 100 ns trajectories for
equilibration which is 2.2 times the width of a single lipid in either x - or y- direction. This
implies eﬀective mixing of lipids during the equilibration stage, which is another proof of
the correctness of our statistics.
3.3.9 Radial distribution functions
Figures S.5 and S.6 show the radial distribution functions (RDF) for the N-N and P-P
pairs in the DPPC headgroups and the lateral (2D) radial distribution function for the
center of mass of the DPPC molecules in the pure DPPC monolayer when area per lipid
of the monolayer is 0.65 nm2. The x-coordinates of the main peak (x = 0.85 nm) for N-N
pairs, the main peak (x = 0.54 nm) and the second peak (x = 0.91 nm) and the valley
(x = 0.75 nm) for P-P pairs match the results by Patra et al.[65] very well. However, the
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Figure 3.13: Lateral (2D) diﬀusion coeﬃcient of DPPC as a function of area per lipid and
CTAB molar fraction. Inset: Lateral(2D) diﬀusion coeﬃcient of CTAB as a function of
area per lipid and CTAB molar fraction. The molar fractions of CTAB in the monolayers
are 0% (red, solid), 20% (green, long-dashed), 30% (blue, short-dashed), 40% (magenta,
dotted), and 50% (cyan, dotted-dashed). The error bars are given by the diﬀerence of the
diﬀusion coeﬃcients obtained from ﬁts over the two halves of the ﬁt interval. The diﬀusion
coeﬃcients of both DPPC and CTAB increase essentially as the molar fraction of CTAB
increases.
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Figure 3.14: Lateral radial distribution functions (RDF) g2d(r) for the phosphorus atom in
the DPPC headgroup and the nitrogen atom in the CTAB headgroup. The area per lipid
of the monolayers are 0.4 nm2 (red), 0.5 nm2 (green), 0.6 nm2 (blue), 0.7 nm2 (magenta),
and 0.8 nm2 (cyan). Monolayers with higher CTAB molar fraction have signiﬁcantly higher
main peaks. However, the radii of the ﬁrst coordination shells (the x -axis coordinates of
the ﬁrst valleys) are always approximately 0.64 nm and the x -axis coordinates of the main
peaks are always approximately 0.47 nm regardless of CTAB molar fraction and area per
lipid.
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Figure 3.15: Lateral radial distribution functions (RDF) g2d(r) for pairs of nitrogen atoms
in the CTAB headgroup. The area per lipid of the monolayers are 0.4 nm2 (red), 0.5
2 2 2nm (green), 0.6 nm (blue), 0.7 nm2 (magenta), and 0.8 nm (cyan). The oscillating
RDFs with 20% or 30% CTAB molar fraction at area per lipid = 0.4 nm2 are due to
monolayer buckling. With stable ﬂat geometry for the monolayer, the RDFs generally
display a feature of double peaks, which has been observed in anionic DMPA Langmuir
lipid monolayers[294].
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y-coordinates between our RDFs and theirs are not directly comparable as in 3D RDFs
for monolayers, due to the inhomogeneity of the system, i.e., nitrogens or phosphorus are
highly conﬁned to a very thin sheet of space, RDFs do not converge to unity at large
distance[295].
The lateral radial distribution functions between the phosphorus atom in the DPPC
headgroup and the nitrogen atom in the CTAB headgroup were also calculated. Figure
3.14 shows higher CTAB molar fraction makes the main peak of the lateral RDF of the
corresponding monolayer higher. But neither area per lipid nor the CTAB molar fraction
have signiﬁcant eﬀect on the x-axis coordinates of the main peaks (approximately 0.47
nm) or the ﬁrst valleys (approximately 0.64 nm). This indicates the radius of the ﬁrst
coordination shell of DPPC with CTAB is generally a constant regardless of the system
composition and area per lipid.
Figure 3.15 shows the lateral RDFs between the nitrogen atoms in the CTAB head-
group. Due to the electrostatic repulsion, the main peaks shift to larger distance (ap-
proximately 1.0 nm). Monolayer buckling manifests itself again in the RDFs with 20% or
30% CTAB molar fraction at area per lipid = 0.4 nm2. When the ﬂat geometry resumes,
the RDFs generally display a feature of double peaks with signiﬁcantly lower peak heights
compared to those of RDFs for phosphorus (DPPC) and nitrogen (CTAB). Similar feature
was observed in the RDFs for negatively charged phosphorus atoms in the anionic DMPA
headgroups[294]. Although the superlattice model predicts the superlattice structure could
exist in monolayer systems populated with either cationic lipids or anionic lipids[296], the
size of our monolayer does not allow a proper comparison and hence we cannot validate
the model.
3.3.10 Electrostatic Interactions of PC and TAB Headgroups
Figure S.7 shows the coordination number NC of the phosphorus atom in DPPC with the
nitrogen atom in CTAB as a function of area per lipid and CTAB molar fraction. The
presence of the nitrogen atom in CTAB in the ﬁrst coordination shell of the phosphorus
atom in DPPC can also be interpreted as the formation of PC-TAB charge pairs. The
most important feature on the ﬁgure is the higher the CTAB molar fraction, the larger the
coordination number changes upon area per lipid changing from 0.4 nm2 to 0.8 nm2. When
the molar fraction of CTAB is low, coordination number NC of DPPC with CTAB does
not change much upon the change of area per lipid as the CTAB molecules are dilute in
the monolayers. With increasing CTAB molar fraction, the decrease in area per lipid will
signiﬁcantly increase coordination number NC of DPPC with CTAB, making the eﬀect of
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CTAB reorientating the P-N vector in DPPC headgroups much more pronounced. Together
with the information by Figure 3.12, this is another convincing evidence that supports the
P-N vector orientation is mostly determined by the coordination number NC of DPPC
with CTAB, which could be a common feature of cationic lipids’ eﬀect on zwitterionic
lipid systems with PC headgroups.
Another type of charge pair that can exist is PC-PC charge pair. It forms when the
nitrogen atom of one DPPC molecule is within the ﬁrst coordination shell of the phosphorus
atom of another DPPC molecule. Figure S.8 shows the coordination number NC of the
phosphorus atom with the nitrogen atom in DPPC as a function of area per lipid and CTAB
molar fraction. The intramolecular charge pairs have been excluded from the counting. The
formation of PC-PC pairs was essentially inhibited by the presence of CTAB. Together
with the information in Figures S.2 and 3.12, it can be concluded that in the pure DPPC
monolayer, the phosphate groups and the choline groups generally lie in the same plane
with similar z-coordinates, therefore there is relatively high probability for the formation of
PC-PC charge pairs; with the presence of CTAB, the P-N vector of DPPC was reoriented
such that the phosphate groups and the choline groups are no longer in the same plane,
therefore the formation of PC-PC charge pairs was largely supplanted by the formation
of PC-TAB charge pairs. Similar phenomenon, i.e., the inhibition of PC-PC charge pairs
by PC-TAP(cationic) charge pairs, has been observed in the DMPC-DOTAP bilayers by
Zhao et al.[279].
3.4 Discussion and conclusions
The design of novel delivery agents for DNA/RNA based drugs has attracted much at-
tention due to their promising high selectivity[297] and low toxicity[298]. Cationic lipid
monolayers, as model systems for micelle-like structures for packaging materials, provide
a valuable platform to gain insight into the underlying properties of such structures[299].
In this paper, we employed MD simulations to study monolayers consisting of zwitteri-
onic DPPC and cationic CTAB at the air/water interface when the conditions correspond
to the liquid-expanded phase. First, agreement between simulations and existing exper-
imental and simulational results for the pure DPPC monolayer was established. Then
the molar fraction of CTAB was systematically varied to study the eﬀect of composi-
tion on structural and electrostatic properties. The eﬀect of the CTAB molecules can be
brieﬂy summarized as a condensation eﬀect and stabilization restoring the monolayers’
ﬂat structure. For the pure DPPC monolayer, severe buckling was observed for areas per
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lipid smaller than 0.55 nm2 (Figure 3.2). Such buckling has a profound eﬀect on mono-
layers’ properties, e.g., thickness, hydrogen bonding, chain order parameter etc. With
increasing CTAB molar fraction, the buckling diminishes quickly even at 20% CTAB mo-
lar fraction (Figure 3.4). This shows the cohesive eﬀect the CTAB molecules exert onto
the DPPC/CTAB monolayers. The combination of these eﬀects leads to stable ﬂat struc-
tures for the DPPC/CTAB monolayers under high surface pressure which could correspond
to even negative surface tension. These properties are particularly desirable for obtain-
ing inverted micelle-like structures[300] as packaging materials for drug delivery agents in
which hydrophobic acyl tails facing outward to protect the encapsulated the drug during
blood circulation and hydrophilic yet cationic headgroups facing inward to bind the anionic
DNA/RNA drugs.
Density proﬁle analysis was also performed to show the relative displacement of phos-
phate and choline groups of DPPC as a result of increasing CTAB molar fraction. We also
show that water dipole reorients with the charged functional groups in its vicinity (Figures
3.6 and S.2).
Due to the lack of hydrogen bonding donors in the DPPC/CTAB monolayers, only two
ﬂavors of hydrogen bonding can exist, i.e., those between the phosphate groups and the
carboxyl groups of DPPC as acceptors and water as donors. These two hydrogen bondings
display exactly the same trend as a function of area per lipid and mixture composition.
The CTAB molecules generally increase the number of hydrogen bonding between DPPC
and water, but the eﬀect diminishes when the CTAB molar fraction is higher than 30%.
Similar to the thickness analysis, hydrogen bonding in the pure DPPC system shows a
dramatic enhancement at low area per lipid, which again is caused by buckling when high
surface pressure is applied.
The chain order parameter shows interesting behavior. First, the acyl chains in the
pure DPPC monolayer have very similar order parameters to those in DPPC bilayers
in the liquid-expanded phase and similar area per lipid. Second, the CTAB molecules
reduce the order parameters of the DPPC lipids in the corresponding monolayer. Third,
buckling aﬀects the order parameters in the pure DPPC monolayer in a pronounced way.
Signiﬁcantly lower order parameter was observed in the pure DPPC monolayer with low
area per lipid. CTAB molecules also reduce the thickness of the corresponding monolayer.
Lipid diﬀusion generally becomes faster in the presence of CTAB molecules. This can be
explained by the fact that CTAB has a smaller projected size on the x-y plane.
The analysis of P-N vector orientation provides an interpretation of the condensation
eﬀect of the CTAB molecules. In the pure DPPC monolayer, the P-N vector aligns almost
parallel to the air-water interface (Figure 3.12). The presence of CTAB molecules reorients
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the P-N vectors of their neighboring DPPC molecules into more vertical directions, which
is highly correlated with the condensation eﬀect but also depends on the vertical motion
of the CTAB molecules, their binding to DPPCs negatively charged groups and even ions.
To support this interpretation, RDF analyses were performed. Our calculations show the
RDFs for the two key atoms in the DPPC headgroup (N-N and P-P) and the center of mass
of the whole DPPC molecule in the pure DPPC monolayer have similar features as those
for DPPC bilayers. The lateral RDFs for the phosphorus atom in the DPPC headgroup
and the nitrogen atom in the CTAB headgroup and the subsequent calculation of the
coordination number of DPPC with CTAB conﬁrmed our view of how the CTAB molecules
reorient the P-N vector of DPPC, i.e., the reorientation eﬀect is generally limited to the
ﬁrst coordination shell of the CTAB molecule. To demonstrate other possible contributions
to the condensation eﬀect, the residence time histogram of CTAB-phosphate and CTAB-
carbonyl charge pairs were also calculated.
3.5 Supplementary material
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Figure S.1: Tension-area isotherms for the simulated systems. The molar fractions of
CTAB in the monolayers are 0% (red, solid), 20% (green, long-dashed), 30% (blue, short-
dashed), 40% (magenta, dotted), and 50% (cyan, dotted-dashed). Each curve for the
simulation data has one characteristic error bar for clarity which was obtained by block
averaging[259].
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Figure S.2: Density proﬁles of monolayers with 0% and 50% CTABmolar fraction measured
between 100 ns and 1  s with area per lipid 0.65 nm2. In the pure DPPC monolayer, the
peaks of the density proﬁles of phosphate and choline have similar z-coordinates, indicating
a lateral orientation of the P-N vector in the pure DPPC monolayer. In the mixture,
The peaks of the density proﬁles of DPPC’s phosphate groups and CTAB’s ammonium
groups have similar z-coordinates, which is related to the formation of charge pairs (see the
discussion in Radial distribution functions and Electrostatic Interactions of PC and TAB
Headgroups), while the peaks for phosphate and choline show a clear separation, which
is an evidence of P-N vector reorientation by CTAB (see the discussion in P-N vector
orientation section).
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Figure S.3: Chain order parameter |SCD| proﬁles of the acyl chains in simulated DPPC
monolayers (purple, open rhombus for area per lipid = 0.6 nm2 and red, cross for area
per lipid = 0.65 nm2) and in DPPC bilayers measured experimentally by Petrache et
al.[271] (green, open triangle) and by Douliez et al.[272] (blue, star) and in DPPC bilayers
simulated by using the Berger lipid model[273] (magenta, open square) and by using the
GROMOS 54A7 force ﬁeld[274, 275] (cyan, ﬁlled square) and by using the parameter set
by Kukol et al.[274, 276] (black, open circle) and by using the parameter set by Ane´zo
et al.[274, 277] (orange, ﬁlled circle) and by Patra et al.[65] (brown, open pentagon). All
these simulations and experiments were done at 323 K. All the values for area per lipid
used or measured in the experiments and the simulations are between 0.6 nm2 and 0.65
nm2. Note Douliez et al.[272] also reported that the |SCD| value for the ﬁrst hydrocarbon
could be challenging to determine accurately.
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Figure S.4: Residence time of CTAB-phosphate(red, solid line) and CTAB-carbonyl(blue,
dashed line) charge pairs. Residence time is deﬁned as the consecutive time spent by CTAB
in the 1st coordination shell of the oppositely charged groups of DPPC. The systems has
50% CTAB molar fraction and area per lipid 0.65 nm2. CTAB spent 65.6% and 83.9% of
the total simulated time with phosphate and carbonyl groups respectively in the charge
pair state. This indicates CTAB has a limited degree of freedom of moving up or down to
minimize the free energy consisiting of the enthalpic contributions from electrostatic inter-
actions between charged groups and entropic contributions from the relative positioning of
acyl chains of DPPC and CTAB.
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Figure S.5: Radial distribution functions (RDF) g(r) for the two key atoms in the DPPC
headgroups in the pure DPPC monolayer: RDFs for N-N and P-P pairs when area per lipid
of the monolayer is 0.65 nm2. Note in 3D RDFs for monolayers, due to the inhomogeneity
of the system, RDFs do not converge to 1 at large distance[295]. The x coordinates of the
main peak of N-N RDF, the main and the second peaks and the valley of P-P RDF match
the calculation for DPPC bilayer by Patra et al[65].
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Figure S.6: Lateral radial distribution function (RDF) g2d(r) for the center of mass of the
DPPC molecules in the pure DPPC monolayer when area per lipid of the monolayer is
0.65 nm2. Similar lateral RDF for the center of mass of the DPPC molecules in DPPC
bilayer was reported by Patra et al[65]. Compared to the 3D RDFs shown in Figure S.5,
the relative soft core of g(r) in the neighborhood of r = 0 is caused by the fact that the
lipids may be intertwined around each other allowing the x,y coordinates of their center of
mass lying close to each other.
90 
 0.2
 0.4
 0.6
 0.8
 1
 1.2
 1.4
 1.6
 0.4  0.45  0.5  0.55  0.6  0.65  0.7  0.75  0.8
Co
or
di
na
tio
n 
nu
m
be
r N
c
Area per lipid [nm2]
20% CTAB
30% CTAB
40% CTAB
50% CTAB
Figure S.7: The coordination number NC of the phosphorus atom in DPPC with the
nitrogen atom in CTAB as a function of area per lipid and CTAB molar fraction. The
molar fractions of CTAB in the monolayers are 20% (green, long-dashed), 30% (blue, short-
dashed), 40% (magenta, dotted), and 50% (cyan, dotted-dashed). The error bars were
calculated from the diﬀerence between two leaﬂets in the same system. The coordinates
number doesn’t change much as area per lipid varies in the monolayer with 20% CTAB
(0.52 → 0.26), while in the monolayer with 50% CTAB, it changes signiﬁcantly (1.59 →
0.71), which has profound eﬀect on the P-N vector orientation of DPPC headgroups.
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Figure S.8: The coordination number NC of the phosphorus atom with the nitrogen atom
in DPPC (intramolecular pairs excluded) as a function of area per lipid and CTAB molar
fraction. The molar fractions of CTAB in the monolayers are 0% (red, solid), 20% (green,
long-dashed), 30% (blue, short-dashed), 40% (magenta, dotted), and 50% (cyan, dotted-
dashed). The error bars were calculated from the diﬀerence between two leaﬂets in the
same system. The formation of intermolecular phosphorus(PC)-nitrogen(PC) pairs was
essentially inhibited by the presence of CTAB. Buckling in the pure DPPC monolayer
manifests itself again in the form of anomalous decrease in the coordination number with
area per lipid below 0.525 nm2.
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Chapter 4
Molecular Dynamics Simulations of
mean and Gaussian curvatures of
DPPC/CTAB Langmuir Monolayers
4.1 Background
Curvature in biological membranes has posed as a deﬁning feature to characterize vari-
ous shapes of the cell membrane in recent years[301]. It has been shown that curvature
plays a pivotal role in various cellular phenomena, e.g., separation of various membrane
components[302] and membrane fusion[111, 303]. Molecular dynamics (MD) simulations
in which the coordinates of individual atoms can be precisely recorded in the simulation
trajectory provide an ideal framework for evaluating curvature of simulated membranes.
The previously challenging task of evaluating curvature for simulated membranes in MD
trajectories has been conquered by Pteros[114, 304, 305, 306, 307] which is a fast parallel
molecular analysis library for C++ and Python. Dr. Semen Yesylevskyy provided the
Pteros source code and the curvature evaluation plugin to the author to accomplish the
analysis presented in this chapter. The author contributed to the testing of the Pteros
source code and the curvature evaluation plugin.
The concepts of membrane curvatures have been introduced in the membrane elastic-
ity section of the ﬁrst chapter. The meanings of the mean curvature KM and Gaussian
curvature KG are summarized in Table 1.1.
In the previous chapter, MD simulations were performed for an in-depth study at the
93 
atomistic level of monolayers consisting of both pure zwitterionic dipalmitoylphosphatidyl-
choline (DPPC) and a mixture of DPPC and cationic cetyltrimethylammonium bromide
(CTAB) at the air/water interface. It was shown that both area per lipid and the CTAB
molar fraction have profound eﬀect on if and how the monolayer buckles by showing the
representative snapshots of the monolayer. In this chapter, the studies were deepened by
evaluating the mean and Gaussian curvatures at the sites of the phosphorus atoms in the
DPPC headgroup and the nitrogen atoms in the CTAB headgroup. These atoms are the
most heavy ones in the corresponding lipid headgroups, and thus can be used to approx-
imate the surface of the monolayer in contact with water. The distributions of the mean
and Gaussian curvatures for monolayer systems with various area per lipid and various
CTAB molar fractions were demonstrated and compared. It should be emphasized that
for pure DPPC monolayers at very low area per lipid (0.45 nm2), both a small monolayer
with 128 DPPC lipids and a large monolayer with 2048 DPPC lipids were simulated to
investigate how the size of the monolayer aﬀects the curvatures and their distributions.
We also presented the snapshots of the monolayer systems with only phosphorus and ni-
trogen atoms displayed and the corresponding normal vectors plotted as arrows to give an
intuitive picture of how good our calculations are.
4.2 Methods
We used exactly the same simulation setup, protocols and the resulting trajectories which
have been analyzed in the previous chapter.
The method that enables the evaluation of local normal vector, mean and Gaussian
curvatures for an arbitrary set of atoms of the membrane was developed under the Pteros
framework[114, 304, 305, 306, 307]. The algorithm of the method is based on the analysis
of local membrane patches and can be applied to membranes with arbitrary shape and
topology. For more details of the algorithm, please refer to Ref. [114].
4.3 Results
Our analysis of the mean and Gaussian curvatures of the pure DPPC and DPPC/CTAB
mixture monolayers focuses on three questions. First, we aim to ﬁnd out how the area
per lipid of the monolayer aﬀects the curvatures. Second, we are interested in how the
diﬀerent molar fractions of CTAB aﬀects the curvatures. As discussed in the previous
chapter, the area per lipid of the monolayer and the molar fractions of CTAB have essential
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eﬀects on the surface tension of the monolayer. When the area per lipid of the monolayer
is low combined with low or zero molar fractions of CTAB, the surface tension of the
monolayer can reach very low level or even become negative. Low or even negative surface
tension could lead to a phenomenon called monolayer collapse in which the monolayer loses
its planar structure and develops its geometry into the third dimension. The mean and
Gaussian curvatures would experience drastic change in this process. Therefore the mean
and Gaussian curvatures can be employed to characterize the monolayer collapse process.
Third, we are concerned about if and how the number of DPPC lipids per monolayer for
the pure DPPC monolayer introduces any artifacts into the calculated curvatures.
Once the mean and Gaussian curvatures have been obtained, it seems natural to go
further into the evaluation of other curvature related quantities. Such quantities, including
the spontaneous curvature of the monolayer (see the deﬁnition in Eq. 1.39)[88, 250, 308,
309, 310], the bending modulus[108, 309] and the Gaussian curvature modulus[110, 311,
312] have been subjected to extensive theoretical and experimental studies. However our
trial tests of ﬁtting the distribution of Gaussian curvatures to get the Gaussian modulus
were too sensitive to some parameters we chose. The same issues occurred to the evaluation
of the spontaneous curvature too. The fundamental problem here is that local curvature
is a microscopic property while the moduli are macroscopic. In order to get the moduli
reliably, one must use some macro-observable. Therefore the evaluations of the bending
and Gaussian moduli and the spontaneous curvature for the monolayers will be the topics
of our future work.
To give an overall sense of how the area per lipid and molar fractions of CTAB aﬀect
how monolayers buckle, snapshots of pure DPPC monolayers at a series of area per lipid
are shown in Figure 4.2, and snapshots of DPPC/CTAB mixture monolayers with various
CTAB molar fractions and area per lipid 0.45 nm2 which is small are shown in Figure
4.5. The general observation is the pure DPPC monolayer shows severe buckling when the
area per lipid is low than a threshold (≤ 0.55 nm2), and the presence of CTAB essentially
alleviates buckling even when the area per lipid is very low (0.45 nm2).
One of the most intuitive ways to investigate the correctness of the calculation of
the mean and Gaussian curvatures is to plot the local normal vectors sitting on the heavy
atoms in the DPPC and CTAB headgroups, i.e., phosphorus and nitrogen, for a local patch
consisting of the heavy atom itself and its neighboring ones, as shown in Figures 4.1, 4.3 and
4.6. All these ﬁgures showed the local normal vectors are correctly calculated and plotted
on the corresponding atoms. Figure 4.1 shows the snapshot of the phosphorus atoms and
the corresponding local normal vectors in a relatively large pure DPPC monolayer system
(2048 lipids per monolayer). Figure 4.3 demonstrates the snapshot of the phosphorus
atoms and the corresponding local normal vectors in small pure DPPC monolayer systems
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with varying area per lipid (128 lipids per monolayer). And Figure 4.6 demonstrates the
snapshot of the phosphorus atoms (DPPC) and the nitrogen atoms (CTAB) in mixture
monolayer systems with varying CTAB molar fractions with area per lipid 0.45 nm2.
Our evaluation of the mean and Gaussian curvatures is only for the hydrophilic head-
groups of the monolayer. Theoretically one can also evaluate the curvatures for a set of
atoms consisting of the terminal hydrocarbons in the DPPC and CTAB lipid tails, which
could generate diﬀerent values for the curvatures. However, as indicated in our previous
work (Figure S.2 in the previous chapter, in the mixture monolayers, the phosphate in
DPPC and the choline in CTAB almost have overlapping peaks in their density proﬁle
plotted in the z direction, which essentially means the phosphorus atom in DPPC and
the nitrogen atom in CTAB are basically located on the same plane or surface. But as
DPPC and CTAB are signiﬁcantly diﬀerent in term of their lengths, one can not generally
expect the terminal hydrocarbons in the DPPC lipid tails and the terminal hydrocarbon
in the CTAB lipid tail are located on the same plane, which makes the evaluation of the
curvatures for an artiﬁcial locally rugged surface composed of the terminal hydrocarbons
in the DPPC and CTAB lipid tails together much less useful.
Figure 4.4 gives an insight into the ﬁrst and the third questions. Pure DPPC monolayers
with low area per lipid (≤ 0.55 nm2) have vastly diﬀerent distributions for the mean
and Gaussian curvatures than the ones with relatively high area per lipid (≥ 0.6 nm2).
Pure DPPC monolayers with relatively high area per lipid (≥ 0.6 nm2) demonstrates a
narrow and symmetrical mean curvature distribution centered on Km = 0 nm
-1 while the
monolayers with low area per lipid (≤ 0.55 nm2) except for the large monolayer (2048
lipids) show wide and highly negatively skewed distribution. Similar separation into two
groups for low area per lipid monolayers and high area per lipid monolayers can also be
observed for the distributions of Gaussian curvature. This together with the snapshots in
Figures 4.1, 4.2 and 4.3 conﬁrms the buckling and curvatures got essentially reduced by
increasing area per lipid for the monolayer. And area per lipid 0.6 nm2 is an threshold
value. When the value of area per lipid increases above it, there is no signiﬁcant change in
the distributions of mean and Gaussian curvatures.
Another fact that can be derived from Figure 4.4 is for monolayers with low area per
lipid value, the size of the monolayer, i.e., the number of lipids per monolayer, aﬀects
the distributions of mean and Gaussian curvatures to a very large extent. At the same
area per lipid 0.45 nm2, the small monolayer with 128 lipids and the large monolayer with
2048 lipids display distinctively diﬀerent curvature distributions. The wide and highly
negatively skewed distributions only exist for the small monolayer. The large monolayer
demonstrates a narrow and symmetrical distribution for mean curvature which is consis-
tently approaching the distribution for mean curvature of the monolayer with higher area
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per lipid (0.55 nm2). This fact indicates for highly buckled monolayers, small simulation
box size introduces box sized modulated artifacts into the curvatures. Therefore to obtain
the reliable results for highly buckled monolayers, a relatively large simulation box which
accommodates a monolayer with adequate number of lipids is required for simulations and
the evaluation of curvatures.
Figure 4.7 provides an answer to the second question on how CTAB aﬀects curvatures
as well as giving more clues to the third question on whether the number of DPPC lipids per
monolayer introduces PBC artifacts. First, the discussion is limited to small monolayers
with 128 lipids per monolayer. High molar fraction of CTAB in the monolayer has an
eﬀect of reducing the buckling as well as making the curvature distributions for DPPC
and CTAB itself narrower and more peaked around zero, which is consistent with the
snapshots in Figures 4.5 and 4.6. Monolayers with molar fraction of CTAB no less than
30% show little diﬀerence in both mean and Gaussian curvature distributions. Second, the
large pure DPPC monolayer with 2048 lipids demonstrated curvature distributions which
are very similar to those of the small and less buckled mixture monolayer with 20% CTAB
molar fraction. This again signiﬁed that a relatively large monolayer is mandatory for the
evaluation of curvatures when the buckling is severe.
4.4 Conclusions
In this paper, we analyzed the mean and Gaussian curvatures for the pure DPPC mono-
layers at various area per lipid and DPPC/CTAB mixture monolayers with various CTAB
molar fractions. It is demonstrated that both higher area per lipid and high CTAB molar
fraction have the eﬀect of reducing the buckling of the monolayer and making the distri-
butions of the mean and Gaussian curvatures narrower and more peaked around zero. To
give an intuitive illustration of how accurate our evaluation of the curvatures is, we also
presented the snapshots of the phosphorus atoms (DPPC headgroup) and the nitrogen
atoms (CTAB headgroup) in the pure DPPC and mixture monolayers with various area
per lipid and various CTAB molar fractions and the corresponding local normal vectors.
We also found that for highly buckled monolayers, the size of the monolayer is an essen-
tial factor that must be considered if one wants to derive the correct mean and Gaussian
curvatures and their distributions. A highly buckled monolayer with too few lipids could
introduce severe artifacts into the calculation of curvatures. Therefore a relatively large
monolayer consisting of suﬃcient number of lipids is highly recommended for use if a signif-
icant buckling is expected. In practice, determining whether a monolayer is large enough
could involve an iterative process in which monolayers with larger and smaller sizes are
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Figure 4.1: The snapshot of the phosphorus atoms (in tan color) representing the head-
groups of two highly buckled DPPC monolayers which are decoupled by a sandwiched
water slab. Water is disabled for clarity. Each monolayer has 2048 DPPCs. The area per
lipid is 0.45 nm2. The phosphorus atoms can also be regarded as the interface between
water and DPPC monolayers. The normal vectors (green arrows) were plotted on each
phosphorus atom, pointing towards water. The snapshot was taken for the last frame of
the 200 ns trajectory.
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(a) Area per lipid 0.45 nm2 (b) Area per lipid 0.5 nm2
(c) Area per lipid 0.55 nm2 (d) Area per lipid 0.6 nm2
Figure 4.2: Snapshots of pure DPPC monolayers at the end of the 1  s trajectories. Water
is shown as red dots.
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(a) (b)
(c) (d)
Figure 4.3: Snapshots of the phosphorus atoms (in tan color) and the normal vectors
(green arrows) in DPPC monolayers with varying area per lipid values. (a) 0.45 nm2, (b)
0.5 nm2, (c) 0.55 nm2, (d) 0.6 nm2. Each monolayer has 128 DPPCs. Water is disabled
for clarity. Buckling and the associated curvatures decrease signiﬁcantly as the area per
lipid increases. Comparing Figure 4.3a to Figure 4.1, with all other conditions equal, the
number of DPPC lipids in the simulation box has essential impact on curvature values,
which will be demonstrated in Figure 4.7. The snapshots were taken for the last frames of
the 1  s trajectories.
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Figure 4.4: Distributions of mean (a) and Gaussian (b) curvatures for phosphorus atoms
during equilibrated parts of trajectories (the last 900 ns with the ﬁrst 100 ns discarded for
equilibration) for pure DPPC monolayers with various area per lipids. The distribution
curves were smoothed for clarity. Each monolayer has 128 lipids except for the large
monolayer (2048 lipids), corresponding to the snapshots in Figures 4.1, 4.2 and 4.3. The
mean curvature distribution curves for area per lipid 0.65 nm2, 0.7 nm2, and 0.75 nm2 are
overlapping.
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(a) 80% DPPC and 250% CTAB (b) 70% DPPC and 30% CTAB
(c) 60% DPPC and 40% CTAB (d) 50% DPPC and 50% CTAB
Figure 4.5: Snapshots of monolayers at the end of the 1  s trajectories with various CTAB
molar fractions and area per lipid 0.45 nm2. DPPC is shown in cyan, and CTAB in violet.
Water is shown as red dots.
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(a) (b)
(c) (d)
Figure 4.6: Snapshots of the phosphorus atoms (in tan color) representing the headgroups
of DPPC and the nitrogen atoms (in blue color) representing the headgroups of CTAB
in mixture monolayers with various DPPC/CTAB molar fractions. The area per lipid is
0.45 nm2. (a) 80% DPPC and 20% CTAB, (b) 70% DPPC and 30% CTAB, (c) 60%
DPPC and 40% CTAB, (d) 50% DPPC and 50% CTAB. The normal vectors are plotted
as green arrows on each phosphorus or nitrogen atom, pointing towards the sandwiched
water slab. Each monolayer has 128 lipids. The buckling and the associated curvatures
decrease signiﬁcantly as the molar fraction of CTAB increases. The snapshots were taken
for the last frames of the 1  s trajectories.
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Figure 4.7: Distributions of mean (a) and Gaussian (b) curvatures for DPPC phosphorus
atoms and distributions of mean (c) and Gaussian (d) curvatures for CTAB nitrogen atoms
during equilibrated parts of trajectories for pure DPPC monolayers (128 lipids per mono-
layer and 2048 lipids per monolayer) and mixture monolayers with various DPPC/CTAB
molar fractions (128 lipids per monolayer). The distribution curves were smoothed for
clarity. The area per lipid is 0.45 nm2. For 128 lipids per monolayer systems, the last 900
ns trajectory was used to collect the statistics with the ﬁrst 100 ns discarded. For the 2048
lipids per monolayer pure DPPC system, the last 100 ns trajectory was used to collect the
statistics with the ﬁrst 100 ns discarded. The corresponding snapshots can be found in
Figures 4.1, 4.3, 4.5 and 4.6.
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simulated with the distributions of the curvatures evaluated. A monolayer is large enough
for curvature evaluation when the evaluated distributions of the curvatures converge to
those obtained by using larger monolayers.
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Chapter 5
Subtle Balance of Calcium Ions,
Hydrogen Bonding and Charged
Lipids is the Key to Daptomycin’s
Ability to Destabilize Bacterial
Membranes
The contents of this chapter were adapted from a manuscript submitted to The Journal of
Physical Chemistry Letters
Bin Liu, Mikko Karttunen. Subtle balance of calcium ions, hydrogen bonding and
charged lipids is the key to daptomycin’s ability to destabilize bacterial membranes. (2016)
In review
Daptomycin, trade name Cubicin was approved by the U.S. Food and Drug Admin-
istration already in 2003 as an antibiotic to treat infections by Gram-positive pathogens.
Daptomycin is special among most antibiotics in that its antibacterial action results from
directly acting on membranes[313]. The leading hypothesis is that it enters bacterial mem-
branes, forms channels for ions leading to subsequent depolarization of the membrane and
cell death[132]. Whether this happens via oligomerization[145] and disruption or channel
formation remains unresolved, although the mechanisms are not mutually exclusive. Im-
portantly, it appears to be quite resistant toward mutations and eﬀective against targets
such as methicillin-resistant S. aureus [32]. It consists of a total of 13 amino acid residues
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including non-standard ones, such as kynurenine (Kyn), ornithine (Orn) and methylglu-
tamic acid (mGlu), (Figure 1.10).
Although it is established that Ca2+ ions[36, 141, 142, 143] and anionic phosphatidyl-
glycerol (PG) lipids[144, 145] are required, and that daptomycin acts directly on mem-
branes, the mechanisms for its antimicrobial action remain poorly understood. It is also
slightly counterintuitive that anionic daptomycin (net charge about -3) acts on anionic
membranes.
Given daptomycin’s importance and the success of membrane simulations[314, 315], it
is surprising that there appears to be only two prior MD simulation works, by Scott et al.
[145] who applied a time-averaged distance-restraining potential to the structural change
of daptomycin upon binding to DHPC micelles with and without Ca2+, and by Ho et al.
[146] who studied binding to Ca2+ in solution.
We parameterized daptomycin using the GROMOS96 53a6 force ﬁeld[71] at physiolog-
ical conditions. Figure 1.10 shows the pKa values for the sidechains. Partial charges were
evaluated at Mller-Plesset level 2 using the 6-31G(d,p) basis set[179, 181] and GAMESS-
US package[176] using Natural Population Analysis (NPA) via the Natural Bond Orbital
module[193]. The NPA scheme is not sensitive to the choice of basis set, theory level and
geometric structure[191]. The eﬀect of the aqueous environment was taken into account
by using the Polarized Continuum Model (PCM)[195, 196]. Parametrization is available
at URL www.softsimu.org/downloads.shtml.
Two diﬀerent membrane setups were used: 1) Single daptomycin in pure DMPC
and a bi-component DMPC/DMPG mixture that provides a simple model for bacterial
membranes[316], and 2) a tetramer in the bi-component DMPC/DMPG bilayer. The
single daptomycin systems were used for free energy calculations. Additionally, using a
diﬀerent setup, 3) we examined daptomycin’s micellation and its dependence on calcium
ions. The details of the systems are the following: 1) Single daptomycin: DMPC/DMPG
bilayer consisting of 64:64 DMPC:DMPG lipids (racemic) and a pure DMPC bilayer (128
lipids) were used. Ca2+ concentration was set to 0.1 M. This is higher than the concentra-
tion (1.25mM) at which daptomycin reaches its highest antimicrobial potency[134, 317].
This ensures that the absolute number of ions is reasonable. The production simulations
were 500 ns each. 2) A daptomycin tetramer was embedded in the upper leaﬂet of a bi-
layer consisting 256:256 DMPC:DMPG. About 5 lipids removed upon embedding. The
Ca2+ concentration was set to 0.1 M and the production simulations were 2 microseconds
each. 3) To examine micellation, 64 daptomycin molecules were randomly distributed in
the simulation box both with no Ca2+ present and at 1:1 molar ratio of CaCl2. The pur-
pose of these 300 ns simulations was to investigate qualitatively if micellation in solution
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depends on Ca2+.
The parameterization of Kukol[276] was used for DMPC. The Simple Point Charge
(SPC) was used to model water[77]. GROMACS version 4.6[53] was used in all simu-
lations, and the NpT ensemble (constant particle number, pressure & temperature) at
T=310K and 1 bar was applied with the V-rescale thermostat[84] and the Parrinello-
Rahman barostat[86]. The time step was set to 2 fs. The P-LINCS algorithm[54] was
used to constrain all the daptomycin bond lengths and SETTLE[55] for water. The PME
algorithm[57] was employed for the long-range Coulomb interactions with a real space cut-
oﬀ of 1.3 nm. Shifted van der Waals interactions with a cutoﬀ of 1.0 nm were used with
shifting starting at 0.9 nm. These protocols have been extensively tested before[62]. Charge
neutrality was maintained by adding Cl- counterions when necessary. The trajectories were
visualized by VMD[210].
Free energy umbrella sampling[318, 319] (see SI for details) was employed to calculate
the potential of mean force of a single daptomycin as a function of the distance of its
center of mass from the midplane for both pure DMPC and the mixed DMPC/DMPG
systems, Fig.5.1. Snapshots of representative conformations are shown in Fig.5.2. Figure
5.1 shows that daptomycin has much higher aﬃnity for the mixed PC/PG membranes. At
the head group region (phosphorous atoms of the head group) at 2 nm, the free energy
diﬀerence is around 55 kJ/mol (13 kcal/mol). At the top of the head group region at 2.8
nm, the diﬀerence is about 70 kJ/mol ( 16.7 kcal/mol). Compared to (using the same
force ﬁeld) membrane penetrating peptides such as transportan[320] (about -40 kJ/mol at
2 nm) or the commonly studied transmembrane WALP peptide[321] (about -40 kJ/mol),
daptomycin appears to bind more readily to the head group region with values of about -
140 kJ/mol for the DMPC/DMPG mixture and about -70 kJ/mol for pure DMPC. Unlike
the two, however daptomycin has its free energy minimum at about 2 nm where the
phosphorous atoms of the DMPC head group are located. In contrast, transportan and
WALP have their free energy minima in the membrane interior. For both pure DMPC
and the mixture, the proﬁle is very shallow between about 1.8 and 2.4 nm. Due to the
large free energy diﬀerence between the pure PC and the mixed PC/PG membrane, and
since experimental results support this selectivity, tetramers (below) were studied only
with the PC/PG membrane. In unconstrained control simulations daptomycin molecules
translocated spontaneously from solution to the free energy minimum.
The free energy proﬁles in Fig.5.1 are compared to the representative snapshots in
Fig.5.2. The most remarkable diﬀerences appear at distances of z=2.0 nm and z=2.8 nm.
In the case of the PC/PG membrane, daptomycin tries to insert itself to the membrane with
the lipid tail ﬁrst. No preferred orientation or conformation was observed at any distance.
In the pure PC membrane, however, daptomycin preferred 100 degrees at z=2.0 and 150
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degrees at z=2.8 with respect to the membrane normal albeit with large ﬂuctuations in
both cases. The angle is deﬁned in Fig. 1.10. The tail-ﬁrst insertion mechanism has been
proposed based on circular dichroism by Kirkham et al.[322] and its viability is shown
here directly by single molecule free energy calculations. Binding is aided by the charged
amino acids which interact strongly with the charged PGs. Interestingly, none of this
was observed in the case of zwitterionic PC. Instead, daptomycin preferred intramolecular
interactions and remained compact. Using diﬀerential scanning calorimetry, Jung and
Straus6 proposed that daptomycin binds diﬀerently to pure PC and bacterial membranes.
The current results conﬁrm this and show the detailed origin: upon insertion at z=2.8,
daptomycin forms about 7 (10% margin) intramolecular hydrogen bonds when in contact
with the pure PC bilayer. This is about double the number compared with the mixed
bilayer. The situation is the opposite for daptomycin-lipid hydrogen bonds. It also appears
that the PG lipids enable daptomycin to reach deeper inside the bilayer, hydrogen bond
and then insert the lipid tail inside the hydrophobic environment. This allows Ca2+ ions
to bind at the lipid interface; the important (for antibacterial activity[323, 324]) Asp and
mGlu residues participate strongly in hydrogen bonding with water in both cases. Inside
the membrane, conformational ﬂuctuations are large in both cases as indicated by the free
energy penalty in Fig.5.1.
Next, we look at membrane embedded daptomycin tetramers. No constraints were
applied and ions were able to diﬀuse freely. Tetramers were chosen since they have been
suggested as intermediate states of water and cation-conducting octamers[36] as well as
possible equilibrium structures[325]. Thus, they provide a valid and computationally ac-
cessible system to study daptomycin complexes. . Inspection of ion binding shows that
Asp-9 is the key to stabilizing the tetramer to remain inside the membrane. Figure 5.3
shows two cases after 2 microseconds of MD simulations each: 1) the tetramer complex
remains stably buried inside the membrane (left) and 2) the center of the tetramer slowly
moves upwards toward the head group region. We call this case unstable since the tetramer
moves upwards. The arrows show the areas where the largest diﬀerence occur and the den-
sity plots show water density inside the tetramers. Trajectory analysis shows that, most
importantly, in the stable case, at least two Ca2+ ions remain bound to Asp-9 residues
(see Figure 1.10 for numbering) throughout the simulation (not visible since the ions are
buried inside the tetramer). In the unstable case, Ca2+ binding to Asp-9 was transient.
Ca2+ ions do also bind to mGlu and Kyn but that is not able to stabilize the tetramer to
remain inside the membrane even when binding lasts for 100s of ns.
As the insets show, water density is higher within the tetramer that is buried in the
membrane and water is able to cross through it. Although not quantiﬁed, but based on
inspection of the tetramer structure, penetration and lack of electric potential barriers
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implies that the compact tetramer would be able to transport ions as well, thus supporting
the leakage and loss of membrane potential hypothesis; umbrella sampling and free energy
calculations[326] of potassium ions are beyond the current study but will be performed
in the future. Experiments have shown PC/PG embedded daptomycin octamers conduct
water and cations[36]. Our simulations support this and show that water enters even the
tetrameric state. Although purely a speculation, it may be that water is needed for octamer
formation at later stages. In the unstable case with no Ca2+ stabilizing Asp-9 (Fig. 5.3,
right), the tetramer moves slowly toward the surface and pulls lipids from the lower leaﬂet
with it enhancing curvature. It is possible that that may lead to lipid extraction[139]. This
is also supported by the fact that in additional simulations, tetramers moved out of the
membrane pulling some lipids with them. Thus, it appears that daptomycin may have
more than one pathways to destroy bacterial membranes.
Finally, we brieﬂy investigate daptomycin’s behavior in solution. Surprisingly, despite
daptomycin’s importance and lack of information on how it interacts with and enters
membranes, the ﬁrst direct study of its self-assembly was published only earlier this year
by Kirkham et al.[322] using small angle x-ray scattering and cryo-TEM together with other
experimental methods for secondary structure. In contrast to the leading hypothesis[145],
their results show that daptomycin self-assembles into micelles independently of Ca2+ ion
concentration at least up to 1:1 molar ratio of CaCl2. Although fully systematic study of
micellation is beyond the scope of the present work (larger systems and simulation times
of at least tens of microseconds would be necessary), we performed simulations both in
the presence and absence of CaCl2 to have a qualitative picture of the situation (only Cl
-
counterions to preserve charge neutrality were present). Figure 5.4 shows snapshots after
300 ns both with Ca2+ and without Ca2+. The observed independence of micellation from
Ca2+ ions is signiﬁcant since it challenges the suggestion that Ca2+ ions are required for
micellation.
In conclusion, we have demonstrated daptomycin’s aﬃnity for model bacterial PC/PG
membranes and detailed the origin of the diﬀerence in binding to PC membranes. We have,
to our knowledge, for the ﬁrst time, shown in detail how calcium ions stabilize the tetramer
complex, in particular by binding to at least two Asp-9 residues for long times - binding
was observed over a microsecond. It was also observed that binding to other residues is not
able to stabilize the complex to stay within the membrane. We also showed that hydrogen
bonding, although subtle, is important for binding to membranes. This, together with
transient binding to the charged PG lipids, stabilizes the complex and provides a narrow
channel through the membrane.
Several interesting questions remain including daptomycin’s precise insertion mecha-
nism into the membrane: The free energy proﬁle in Fig. 5.1 suggests that individual
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Figure 5.1: Free energy of insertion for a single daptomycin. The distance 2 nm corresponds
to the bilayer head group region. Snapshots of representative conformations are shown in
Fig.5.2.
molecules are not likely to enter the membrane interior. One of the immediate questions
is: does aggregation occur on the membrane surface or in solution? Several scenarios have
been suggested[143, 144, 145] and it is likely that multiple pathways for membrane entry
exist. Based on the current simulations and the scattering experiments of Kirkham et
al.[322], aggregation is independent of calcium (or other ion) concentration. The simula-
tions here show that individual daptomycins seem to be able to insert the lipid tail ﬁrst
(Figure 1.10) into the membrane via assistance from hydrogen bonding, and ions. How
complexes form remains, however, an open question. The above results imply that cal-
cium becomes signiﬁcant in one or more of the main stages: binding, membrane entry,
stabilization in the membrane but not in aggregate formation in solution.
Supporting Information
Details of the free energy calculation:
Umbrella sampling[318, 319] was used to calculate the potential of mean force acting
on the center of mass of a single daptomycin molecule as a function of distance from the
bilayer midplane (z=0). The pure DMPC bilayer that was used in the umbrella sampling
calculation had 128 DMPC lipids. The DMPC/DMPG bilayer contained 64 DMPC and
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Figure 5.2: Representative conformations from the umbrella sampling simulations of the
pure DMPC and the mixed system. The distance (z), corresponds to Fig. 5.1. The color
scheme for the peptide is the same as in Figure 1.10.
Figure 5.3: Left: Tetramer in a stable position in the PC/PG membrane. It causes only
a small perturbation on the opposing leaﬂet. Stability results from two or more Ca2+
ions being bound to the Asp-9 residues. Right: In the absence of Ca2+-Asp-9 binding the
tetramer slowly moves out of the membrane and pulls lipids from the opposing side with
it. Insets: water density inside the tetramer in the two cases (blue is low, red is high). The
color scheme for daptomycin is given in Figure 1.10.
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(a) (b)
Figure 5.4: Micellation in the presence (left) and absence (right) of Ca2+ ions after 300 ns.
The system Ca2+ present evolves fast but reaching equilibrium would require (minimally)
tens of microseconds.
114 
64 DMPG lipids. The starting conﬁgurations for the umbrella sampling calculations were
generated from pulling a single daptomycin with its center of mass initially 3.3 nm (in
solution) from the bilayer midplane in the z-direction towards the bilayer midplane. The
center of mass spacing in the z-direction was selected to be 0.1 nm. This generated 37
initial daptomycin conﬁgurations for umbrella sampling windows. Each daptomycin con-
ﬁguration was then constrained at its respective center of mass z-coordinate by a harmonic
potential with a force constant of 1000 kJ mol-1 nm-2; the constraint acted on the center
of mass of the daptomycin molecule and the rest of the molecule was free to move and
explore its conformations. For each daptomycin conﬁguration, 100 ns simulations were
conducted. The ﬁrst 50 ns of each simulation was used as the equilibration stage, and
the remaining 50 ns to calculate the potential of mean force. We used the weighted his-
togram analysis method[319] (WHAM) to combine the results from all of the sampling
windows in order to calculate the potential of mean force. Error bars were estimated by
the bootstrapping method[319]. In addition to the umbrella sampling simulations, control
simulations for a single daptomycin without constraints were performed and the molecule
moved spontaneously from solution to the free energy minimum.
Details of the setup of daptomycin tetramer systems:
All tetramer simulations were full dynamic simulations without any applied constraints
(as was done in umbrella sampling for single daptomycin molecules). It is well known,
that computing the free energy proﬁle for complex consisting of several molecules is very
challenging due to problems in determining appropriate reaction coordinates. Some current
issues regarding calculations of free energy have been recently discussed by Hansen and
van Gunsteren[327]. The initial conﬁgurations of the daptomycin tetramers were obtained
by using the following procedure. The four daptomycin monomers in a tetramer initially
had the same orientation and conformation, and diﬀered only in the xy-coordinates of
the center of mass. The xy-coordinates of the centers of masses of the four monomers
were placed in the corners of a square of 0.8 nm in length. The z-coordinates of the
centers of masses were the same. We then applied a random angle to rotate each of the
four daptomycin monomers around the z-axis ﬁxed on each monomers respective center of
mass. This procedure was repeated to obtain the initial tetramer conﬁgurations.
In each of the tetramer simulations, a daptomycin tetramer was placed inside the bilayer
by removing a few ( 5) lipid molecules from the bilayer. The initial z-coordinate of each
tetramers center of mass was set to 0.5 nm above the bilayer midplane. After the placement,
the system was ﬁrst relaxed to remove any steric constraints and then left to evolve over
time. The tetramer simulations were full dynamic simulations without any positional
constraints: the tetramers were free to move out if/when they became unstable. Ions were
added to the simulation box by randomly replacing water molecules. 100 Ca2+ ions were
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added to the simulation box to ensure that the observed interactions between ions, lipids
and residues are not rare events. Na+ ions were added accordingly as the counterions to
balance the negative charges of PG lipids and daptomycin molecules, and Cl- ions were
added to balance the charges of Ca2+ ions.
We performed simulations for six independent daptomycin tetramer systems. The ﬁnal
conﬁgurations for two of the six simulated tetramer systems are shown in Figure 5.3 in
the main text. In the remaining four simulated tetramer systems, one displayed similar
behavior as the stable tetramer system shown in Figure 5.3, while the remaining three
tetramers moved out of the membrane pulling lipids with them: as discussed in the main
text, in the stable cases Ca2+ ions spontaneously bound to at least of two of the Asp-
9 residues for extended times ( length of full simulation). This binding distinguished
the stable (i.e., remaining stably inside the membrane) from the unstable (moving out of
the membrane) cases. In each of unstable cases, the three tetramers remained partially
embedded in the lipid bilayer, and all the four daptomycin molecules remained bound to
the lipid bilayer for a few hundreds of nanoseconds. Additional snapshots of binding and
of an unstable tetramer moving out of the membrane are provided in Figure 5.6.
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Figure 5.5: Persistent binding between a Ca2+ ion and an Asp-9 residue of one of the
four daptomycin molecules in the stable tetramer. All the other residues are shown as
semi-transparent. The other three daptomycin molecules and the other Ca2+ ions were
not shown for clarity. Binding was continuous through the whole 2 microsecond trajectory.
Asp-9s COO- functional group attracts the Ca2+ ion.
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(a) (b)
Figure 5.6: Snapshots of a tetramer moving out of the membrane. Left: after 500 ns.
Right: after 1 microsecond. The color scheme for daptomycin is given in Fig. 1.10.
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Chapter 6
Summary and Future Work
6.1 Summary
Lipid structures, such as monolayers/bilayers and micelles/liposomes, are gaining their
importance as promising packaging material for drug delivery purpose. The studies of
lipid bilayers, as the underlying structure of cell membranes, also provides insight into the
understanding of the action mode of drugs, paving ways for the development of the next
generation of drugs.
In the DPPC/CTAB monolayer project, we performed MD simulations of the pure
DPPC and DPPC/CTAB mixture Langmuir monolayers at a series of area per lipid at con-
stant temperature 323 K. We investigated how the composition of the DPPC/CTAB mono-
layers aﬀects their structural and electrostatic properties in the liquid-expanded phase. The
most signiﬁcant conclusion was the presence of the CTAB molecules has a condensation
eﬀect and stabilization restoring the monolayers’ ﬂat structure which has an electrostatic
origin. For the pure DPPC monolayer, severe buckling was observed for areas per lipid
smaller than 0.55 nm2. Such buckling has a profound eﬀect on monolayers’ properties, e.g.,
thickness, hydrogen bonding, chain order parameter etc. However the buckling diminishes
quickly even at 20% CTAB molar fraction in the mixture monolayers for the same range of
areas per lipid. The condensation eﬀect leads to stable ﬂat structures for the DPPC/CTAB
monolayers under high surface pressure which could correspond to even negative surface
tension. The analysis of P-N vector orientation provides an interpretation of the conden-
sation eﬀect of the CTAB molecules. In the pure DPPC monolayer, the P-N vector aligns
almost parallel to the air-water interface, which leads to larger projected area onto the air-
water interface occupied by the PC headgroup. The presence of CTAB molecules reorients
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the P-N vectors of their neighboring DPPC molecules into more vertical directions, which
signiﬁcantly reduces the projected area onto the air-water interface occupied by the PC
headgroup.
We also showed that the local normal and the distributions of the mean and Gaussian
curvatures for both ﬂat and highly buckled monolayers can be accurately evaluated by
using the Pteros framework and the curvature evaluation plugin. However, caveats exist
for the evaluation of the distributions of the curvatures when the buckling is severe. A
highly buckled monolayer with too few lipids in the simulation box could introduce severe
artifacts into the calculation of curvatures. This has been demonstrated by our calculations
of the distributions of the mean and Gaussian curvatures for highly buckled pure DPPC
monolayers with 256 and 4096 lipids at the same area per lipid. If the artifacts were absent,
the small pure DPPC monolayer with 256 lipids and the large one with 4096 lipids should
give the same distributions for the mean and Gaussian curvatures. However, while the
distributions for the curvatures obtained by using the large monolayer show reasonable
symmetry with respect to zero, the distributions obtained by using the small monolayer
is highly skewed. Therefore a large monolayer consisting of suﬃcient number of lipids is
highly recommended for use if a signiﬁcant buckling is expected.
In the daptomycin project, we constructed the ﬁrst high-quality molecular modeling of
the antibiotic molecule, daptomycin, by using the GROMOS force ﬁeld and partial charges
set obtained by the NPA scheme. We then used the modeling for daptomycin to study the
mechanism for its antimicrobial action. More speciﬁcally, we simulated two of the several
stages in the latest version of the proposed mechanism for daptomycin’s antimicrobial
action.
First, we simulated the spontaneous binding of a single daptomycin to the model
PC/PG bacterial membrane surface. We simulated this stage in two ways. We con-
ducted positionally constrained simulations to evaluate the free energy proﬁle of a single
daptomycin’s binding process to the DMPC/DMPG bilayer. As a reference, we applied
the same protocal to evaluate the free energy proﬁle of a single daptomycin’s binding to
the pure DMPC bilayer. The free energy proﬁles tell that a single daptomycin has much
higher aﬃnity to the mixture PC/PG bilayer than to the pure DMPC bilayer, and the
free energy minimum for binding to the PC/PG bilayer is located near the bilayer sur-
face. The free energy proﬁles were then conﬁrmed by unconstrained control simulations
in which a daptomycin molecule translocated spontaneously to the free energy minimum
no matter where we initially placed it, such as in the solution or deeply embedded in the
PC/PG bilayer. The full dynamics simulation of a free daptomycin’s spontaneous binding
to the surface of the PC/PG bilayer also revealed that the occurence of persistent hydrogen
bonding between daptomycin and the PC/PG phosphate groups plays a vital role in the
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binding process.
Second, we performed full dynamics simulations of daptomycin tetramers which were
artiﬁcially embedded in the model PC/PG bilayer. We were unable to directly simulate
the spontaneous oligomerization of daptomycin molecules inside the model PC/PG bilayer
due to an intractable time scale issue. Yet our simulations of the daptomycin tetramer
state gave an insight into how the tetramers interact with the model PC/PG bilayer. In
sharp contrast with the single daptomycin case, daptomycin tetramers did not necessarily
translocate to the free energy minimum in a short period, at least not at the microsec-
ond time scale. This means daptomycin tetramers can be stably embedded in the model
PC/PG bilayer for a long time. This agrees with the experimental results that tetramers
are a plausible and likely intermediate towards octamers and they do exist in PC/PG
membranes[36]. We then found the key factor to determine whether a tetramer is stable
is the persistent binding between the aspartic acid residues of daptomycin to Ca2+ ions.
6.2 Future work
For both projects presented in this thesis, further work is needed to complement the existing
studies.
The formation and evolution of membrane curvatures is a highly complex dynamical
process. Our existing work is conﬁned to the description of the pure geometric properties of
this process, i.e., the mean and Gaussian curvatures and the normal vector. The studies of
the dynamical properties of this process will lead to the evaluation of dynamical quantities,
such as the spontaneous curvature, and the moduli associated with the mean and Gaussian
curvatures. For the moment, the evaluation of the spontaneous curvature and the curvature
moduli still poses as a great challenge for us. Taking the Gaussian modulus as an example.
The Gaussian curvature modulus is rather tricky to compute despite its simple deﬁnition.
To our best knowledge, the only reliable way of computing it in MD is the method of Hu et
al.[110]. Some tests with ﬁtting the distribution of Gaussian curvature in order to get the
Gaussian modulus have been performed. However the results depend on parameters used
and are not reliable. The fundamental problem here is that local curvature is a microscopic
property while the bending modulus is macroscopic. In order to get the bending modulus
reliably, some macro-observables, such as vesicle closure time in the method of Hu et al.
are needed. The same is true for the spontaneous curvature. We still have a long way to
go before the reliable dynamical quantities can be obtained.
There are a number of future directions for the daptomycin project.
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First, applying the same simulation and analysis methodology to the daptomycin oc-
tamer state as we did to the tetramer state will hopefully provide a more comprehensive
picture of how daptomycin multimers interact with the model PC/PG bacterial membrane.
A larger and more persistent pore through the octamer is expected to develop and function
as the water and ion channel. Again, we will closely observe how the (persistent) binding
of Ca2+ ions to speciﬁc amino acid residues of daptomycin aﬀects the stability of the dap-
tomycin octamer state. We also expect the daptomycin octamer will disrupt the model
PC/PG bacterial membrane even further and may induce signiﬁcant curvatures. However,
the direct calculation of the curvatures of the disrupted membrane is still challenging as
our current approach to evaluate the curvatures requires the membrane to be continuous.
Second, more simulations and analysis are needed to understand daptomycin’s spon-
taneous oligomerization/micellation in solution. Signiﬁcantly longer trajectories are re-
quired to equilibrate the daptomycin oligomers in solution. After the equilibrium has been
reached, the distribution of the daptomycin oligomer state, i.e., whether they are tetramers,
pentamers, etc., and their relative abundance weighted by time, can be obtained. We are
also interested in the conformation and orientation of the daptomycin monomers consti-
tuting the oligomer states.
Third, if we do substitution of speciﬁc amino acid residues in daptomycin, such as the
important Asp and mGlu residues for antimicrobial activity, and perform all the simula-
tional procedures and analysis to the new chemical compounds, we could lead to better
understanding of daptomycin’s interactions with the bacterial membrane, and hence shed
light on the understanding of daptomycin’s antimicrobial activity and even facilitating the
development of the next generation of antibiotics. Obviously this stage will involve huge
commitment of human time and computational resources. But this is the ultimate goal of
the studies in daptomycin.
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The following papers have been reproduced with permission as Chapters 2 and 3:
1. Bin Liu, Jirasak Wong-Ekkabut, Mikko Karttunen (2015) “Molecular Dynamics
Simulation of Surfactant Monolayers”, Chapter 11 in Computational Methods for Com-
plex Liquid-Fluid Interfaces (page 249-264), Edited by Mohammad Taeibi Rahni, Mohsen
Karbaschi, and Reinhard Miller Copyright (2015) CRC Press of Taylor and Francis Group
LLC Books
2. Bin Liu, Matthew Hoopes, Mikko Karttunen (2014) Molecular Dynamics Simula-
tions of DPPC/CTAB Monolayers at the Air/Water Interface. The Journal of Physical
Chemistry B 118, 11723-11737 Copyright (2014) American Chemical Society.
In these publications, the author has been involved in planning the research projects,
constructing the model systems, running massive scale computer simulations, and perform-
ing the analysis to interpret the results. The author has also contributed essentially to the
writing of the drafts for the publications.
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