This article considers some computational issues related to the minimum mean squared error (MMSE) prediction of non-Gaussian variables under a spatial generalized linear mixed model (GLMM). Earlier literature decribes how this model has been used to model spatial non-Gaussian variables, under which MMSE prediction of non-Gaussian variables can be computed. Because the MMSE prediction is nonlinear and cannot be computed in closed form, Markov chain Monte Carlo techniques are employed to approximate the predictor. We first establish some analytical results and show through three examples how these results can be used to make the MMSE predictions computationally more efficient. We then examine the effectiveness of cross-validating variogram in a spatial GLMM through a simulation study. Cross-validation is closely related to prediction since it uses partial data to predict the remaining. Our results show that cross-validation may fail to indicate the obvious lack of fit of a variogram in a spatial non-Gaussian GLMM.
INTRODUCTION
In many fields such as agricultural sciences, ecology, and environmental sciences, it is of great practical interest to interpolate random values at unsampled locations in a continuous region based on values at sampling locations. Let Y (s) denote the observation at site s ∈ R 2 , and s i , i = 1, 2, . . . , n be the sampling sites where data are collected. A random function φ(s) at site s is to be predicted based on Y = (Y (s i ), i = 1, 2, . . . , n).
It is well known that the minimum mean squared error (MMSE) predictor for φ(s) is the conditional expectation of φ(s) given Y, which is denoted by E(φ(s)|Y) throughout this
For some link function g, g(µ(s)) = b(s) + p i=1 x i (s)β i , where x i (s) is the value of the ith explanatory variable at location s, i = 1, . . . , p. Inferences about the model have been carried out through Bayesian and non-Bayesian approaches. Diggle et al. (1998) employed a Bayesian framework to estimate model parameters as well as to predict functionals of random effects, implemented through the Metropolis-Hastings algorithm. Zhang (2002) considered maximum likelihood estimation of model parameters through the Monte Carlo EM gradient algorithm, in which conditional expectations in the E-step was approximated by a Monte Carlo method. A composite likelihood approach to binary spatial data was studied by Heagerty and Lele (1998) . In the present work, we do not consider parameter estimation but rather focus on prediction of a function of random effect b(s) or the response variable Y (s) at an unsampled site s, under the assumption that model parameters are known or have been estimated.
We will address some computational issues related to prediction in spatial GLMMs. Specifically, we will first establish some analytic results that can be applied to make the prediction computationally more efficient in both the Bayesian and non-Bayesian approaches to spatial GLMMs. An example of such an analytical result is found in Zhang (2002) , where it is shown that given observations at sampling sites s 1 , . . . , s n , the MMSE prediction for b(s) can be computed linearly:
where the coefficients c k depend on locations s, s i , i = 1, . . . , n such that c k b(s k ) equals E{b(s)|b(s i ), i = 1, . . . , n}. These coefficients are the solution of linear equations involving covariances of {b(s), b(s i ), i = 1, . . . , n} because the process b(s) is Gaussian. Therefore, once the MMSE estimates of random effects are obtained at the sampling sites, the MMSE prediction for the random effect at any unsampled sites can be carried out linearly as if the random effects were observable at the sampling sites. Equation (1.1) can also be applied in the Bayesian prediction as discussed at the end of Section 2. We will see that Equation (1.1) is a special case of the general analytical results provided in Theorem 1.
The second issue concerns prediction of a function of the response variable Y (s). Although the random effects b(s) reflect spatial variations and predicting b(s) or a function of b(s) is of practical interest, it is also interesting, and in some cases more appropriate to predict a function of Y (s) at an unsampled site s. For example, if Y (s) is the number of diseased roots among n(s) individual roots to be sampled at site s, then it is interesting and perhaps more appropriate to predict π(s) = Y (s)/n(s). It will be seen from Theorem 1 that if, conditionally on b(s), Y (s) is binomial with a parameter p(s) = exp(β + b(s))/(1 + exp(β + b(s))) (assuming no explanatory variables), then
E{π(s)|Y} = E{p(s)|Y}.
Although the two predictors are identical, their interpretations are different: The right hand side is a prediction of the binomial probability that does not depend on the sample size at the predicted site, whereas the left hand side is a prediction of the actual incidence rate to be observed at the site that does depend on the sample size. In addition, the corresponding prediction variances also differ. Indeed, as implied by Theorem 1 (p. 6),
This shows a difference between predicting a function of Y (s) and that of b(s). This difference needs to be considered in cross-validation of model assumptions where we use one subset of the data to predict another, because the variables Y (s) are observable and the random effects are not. For binomial Y, the following quantity may be used for crossvalidation:
where for a fixed s,π(s) andσ(s) 2 are the predicted value and prediction variance of π(s)
Here it is appropriate to use the prediction variance of π(s) instead of that of p(s).
It is worthwhile to mention that the plug-in method is not appropriate for prediction. For the aforementioned example, due to the concavity of the function exp(·)/(1 + exp(·)) and Jensen's inequality,
Hence substituting E{b(s)|Y} for b(s) in p(s) results in over prediction of Y (s)/n(s) or p(s) and consequently it is necessary to directly predict p(s).
The last issue relates to cross-validation for a spatial GLMM. This issue directly relates to prediction since the idea of cross-validation is to use partial data to predict the remaining values and compare the predicted values with the observed ones. A great discrepancy between the predicted values and the observed values would indicate a lack of fit, though by nature cross-validation does not specify the causes of the lack of fit. For a spatial GLMM, these causes may be mis-specifications of the link function, the variogram or even the model itself. They could also be related to poor estimates or the estimation methods. In some classical geostatistical contexts such as ordinary kriging, cross-validation boils down to cross-validating a variogram, because it is the variogram that only matters to interpolation in those contexts. In the classical geostatistical literature, cross-validation of variogram is an acceptable tool to prevent blunders though it cannot prove the fitted variogram is correct (Davis 1987; Cressie 1993, p. 102; and Stein 1999, sec. 6.9) . Although for a spatial non-Gaussian GLMM, model components other than the variogram need to be diagnosed, one wishes and sometimes is asked to justify that the parametric form of the variogram assumed at the first place is appropriate and model estimates are reasonable. We will conduct a simulation study to evaluate the effectiveness of cross-validating variogram for a spatial GLMM by controlling other model components at fixed levels. Our simulation results show that cross-validation using the traditional measures of discrepancy is not useful for checking the fit of a variogram in the context of none-Gaussian spatial GLMM, at least for Poisson models-it cannot tell even when the fitted variogram is grossly incorrect. Therefore one should exercise caution when using and interpreting cross-validation results for non-Gaussian spatial GLMM. We will have more discussions on this in Section 3.
The rest of the article is organized as follows. Section 2 gives some analytical results and shows through three examples how to apply the analytical results to make prediction computationally more efficient. Section 3 examines the appropriateness of cross-validating variogram, and Section 4 provides the conclusion and discussion.
MMSE PREDICTION IN A SPATIAL GLMM
Let Y (s) follow the GLMM described previously, and let s 1 , . . . , s n be the n sampling sites.
Let the process b(s) have a covariogram depending on a parameter vector θ. The model parameters are therefore (β, θ), where β is the linear parameter in the link function. In the sequel, we will assume that the parameters have been obtained via some method and develop a method to evaluate the MMSE predictors corresponding to the estimated parameters. Let s be an unsampled site and φ(Y (s)) be a measurable function that may depend on s. We develop a method to compute the MMSE predictor E{φ(Y (s))|Y} and prediction variance var{φ(Y (s))|Y}.
Our method requires generation of samples
We will employ a Markov chain Monte Carlo (MCMC) method to generate such samples so that for any real-valued function ψ with E{|ψ(b)| |Y} < ∞,
Here we choose the Metropolis-Hastings (MH) algorithm because it is a general purpose algorithm and can be implemented straightforwardly for the spatial GLMM. It is the same algorithm as in Zhang (2002) and a version of that in Diggle, Tawn, and Moyeed (1998) . Our prediction method-described in the next subsection-is not constrained to any particular MCMC method. The MH algorithm samples from a candidate distribution and accepts the new value with some acceptance probability. If the candidate distribution is chosen as the distribution of b, the acceptance probability takes a nice form (McCulloch 1997; Zhang 2002 ). The single-component MH algorithm is easier to implement that updates a single component at each iteration. Because a single component is updated while the rest kept the same, in order to preserve the simple form of the acceptance probability, the candidate distribution needs to be the conditional distribution of b k given all other components b j , j / = k. Let Q = (Q ij ) be the inverse of the covariance matrix of b. For given parameters β and θ, the MH algorithm proceeds as follows:
Generate a Uniform(0,1) random value U ;
to be the current value of b (m) .
}
We now give the following theorem that is the basis of our prediction method, whose proof is provided in the Appendix.
Theorem 1. For any function
The theorem has two immediate consequences. First, the MMSE predictor of φ(Y (s)) equals the MMSE predictor of its conditional expectation given b(s). However, the variance of the former is larger than that of the latter. Second, for any function ψ, (2.3) implies that E{ψ(b(s))|Y} can be approximated by the MCMC method:
where b (1) , . . . , b (N ) are MCMC samples from the conditional distribution of b given Y generated via the Metropolis-Hastings algorithm. Hence the MMSE predictor and prediction variance can be approximated by
For GLMMs, ψ 1 and ψ 2 can usually be given in closed form. This is certainly true if the conditional distribution of Y (s) given b(s) is in the exponential family. Because the process {b(s)} is Gaussian, the conditional expectation E{ψ(b(s))|b} for any function ψ is of the form f (t) exp(−t 2 ) dt, which can be fairly easily approximated to any given precision (Crouch and Spiegelman 1990) 
It is well known that We also note that (1.1) is a special case of (2.3). Next we consider three examples to show how the results can be applied to make prediction computationally more efficient.
Example 1 (Poisson model): Y (s)|b(s) has a Poisson distribution with a mean T (s) exp(β + b(s))
, where T (s) refers to the duration of observing time or the size of the site s. An application of this model was given in Diggle, Tawn, and Moyeed (1998) 
. It is of interest to interpolate the function φ(Y (s)) = Y (s)/T (s)
, that is, the intensity at site s. In this case 
and their conditional moments given b involve integrals of the form
The MMSE predictor and prediction variance can be computed as
The integral I n (u, v) is called the logistic-normal integral and cannot be computed in closed form but can be evaluated through numerical methods. For example, the method of Gaussian quadrature approximates the integral as follows:
where c k , t k , k = 1, . . . , K are available from standard tables for K ≤ 20 (Abramowitz and Stegun 1967, p. 924) , where K = 20 is considered to be large enough for a good approximation. Although this method is believed to approximate well, analytic error-bound is not known. Crouch and Spiegelman (1990) showed that for any error bound η, we can choose a proper constant h > 0 such that
where | (h)| ≤ η. The infinite sum can then be truncated to satisfy any error-bound. It is worth pointing out that prediction of φ(Y (s)) or ψ(b(s)) can be carried out using a pure MCMC method as in Diggle, Tawn, and Moyeed (1998) effects and not a function of Y (s). However, using partial analytical results in Theorem 1 can lead to much faster convergence and less fluctuating numerical approximations to the MMSE predictor. We will demonstrate this through the following Example.
Example 3. (using partial analytical results):
We simulate Y (i, j), i, j = 1, . . . , 15 from the following Poisson-normal model: {b(i, j), i, j = 1, . . . , 15} is a second-order stationary Gaussian process on the lattice with mean 0 and an isotropic exponential covariogram with range 5, nugget effect 0.5, and sill 1.5:
where h is the distance between two locations. Conditional on the random effects, Y (i, j) has a Poisson distribution with mean exp (1 + b(i, j) ). We predict b(i, j) and Y (i, j) for i = 8, j = 7 using all data except at this particular location. There is no particular reason to choose this location except that it is the center of the lattice. The Gaussian process b(i, j) is simulated using the spatial module of S-Plus, and given b(i, j), Y (i, j) is generated using the S-Plus function rpois. The actual simulated value of Y (8, 7) is 35 with the values at the four nearest sites being 9, 20, 25, and 37.
We apply two methods for predicting both the random effect and the Poisson variable Y at (i, j) = (8, 7), and compare the results in Figure 1 . In the first method, we generated 2,000 samples from N = 1, . . . , 2,000) is, by (1.1),
for some appropriate constants c(i, j). The predicted Y (8, 7) is, by applying (2.9),
where σ 2 8,7 is the conditional variance of b(8, 7) given b. We plotted the two sequences on the left column in Figure 1 from which we see that both sequences converged rapidly and N = 500 is sufficient.
The second method is a full Monte Carlo method without applying the partial analytical results as in Diggle, Tawn, and Moyeed (1998) Figure 1 , it is clearly seen that using partial analytical results brings about faster convergence of the Monte Carlo approximations to the predictors, as compared to the full Monte Carlo approach without using the partial analytical results. For the full Monte Carlo approach, the Markov chain length needs to be at least 2,000 for a reasonably close approximation to both E{b(8, 7)|b} and E{Y (8, 7)|b}, which is four times the necessary Markov chain length in the other method. When there are hundreds or thousands of locations to which interpolation needs to be done to generate a map, as in Diggle, Tawn, and Moyeed (1998) and Zhang (2002) , the total savings in computation may be significant.
In the rest of this section, we discuss how to apply Theorem 1 to the Bayesian approach to make the computations more efficient. A brief review of the Bayesian approach is given here to facilitate the incorporation of the partial analytical results. In the Bayesian approach, the model parameters β and θ are assumed to have some known prior distributions. Then using some MCMC sampling method such as the Metropolis-Hastings algorithm, generate Monte Carlo samples from the appropriate posterior distributions for the purpose of parameter estimation and prediction. To predict a function of the random effect at an unsampled site s, the following four steps were outlined by Diggle, Tawn, and Moyeed (1998) 
:
Step 0: Choose initial values for θ, β, and b to start.
Step 1: Update all the components of θ using the MCMC method.
Step 2: Update the vector of random effects b at the sampling sites using the MCMC method.
Step 3: Update the components of β using the MCMC method.
Iterate Steps 1-3 until the chain is judged to have reached its equilibrium distribution, at which point we move on to the next step.
Step 4 
Then for any function ψ, E{ψ(b(s))|Y} is approximated by
To approximate E{φ(Y (s))|Y}, one more step is needed.
Step 5 
Each of the summands can be approximated to any given precision using the method given by Crouch and Spiegelman (1990) . We are thus able to predict φ(Y (s)) for any site s using only MCMC samples (
. . , N without Steps 4 and 5. As shown in Example 3, the necessary run length for convergence may be significantly reduced for each site. Considering the fact that usually hundreds of sites are interpolated to so that a map can be generated, the amount of computation saved might be significant.
CROSS-VALIDATING VARIOGRAM
In geostatistical literature, there are two major methods for diagnosing fitted variograms. The first one is a visual comparison between the fitted variogram and the empirical variogram calculated from the observed spatial data. This method is widely used in geostatistics despite some criticism (Stein 1999, pp. 220-223) . The second method is crossvalidation, which sometimes is preferred over the first method due to the criticism the first method faces (Stein 1999, sec. 6.9) . The idea of cross-validation is to use partial data to predict the remaining data and compare the predicted values with the observed values. The first method clearly is inapplicable to the spatial GLMM, because the random effects are unobservable and subsequently the empirical variogram cannot be calculated and compared with the fitted one. Some efforts have been made to find a functional relationship between the variogram of random effects and that of Y , the observable response variable (Diggle, Tawn, and Moyeed 1998 ). Yet such a functional relationship can be given only under very restrictive conditions. Therefore, cross-validating variogram would be more useful in spatial GLMM if it works equally well as in other cases. This section examines the effectiveness of cross-validating variogram in the spatial GLMM context.
LetŶ i be the MMSE predictor of Y i using all data except Y i , andσ 2 i be the corresponding prediction variance. The following quantity or its square root has been used in classical geostatistics as a measure of discrepancy between predicted values and the observed values:
Note that the expected value of T is 1. Hence an extremely large value of T may indicate that the variogram is poorly fitted. However, the summands are correlated and consequently the variance T depends on the unknown true variogram and may be very large.
To evaluate if T is an appropriate measure of discrepancy, we essentially need to find out how much T differs under the fitted variogram from the likely values of T under the true variogram. We carried out a simulation study to provide an answer to this, in which the true variogram of the random effects is exponential with sill 1 and range 5 with no nugget effect:
The response variable Y (s) is Poisson with mean exp(1.5+b(s)) conditional on b(s). Hence the linear parameter β = 1.5. We assume Y (s) is observed on the lattice D = {(i, j) :
We first simulated 500 sets of {Y (s), s ∈ D} under the true model, and for each of the sets calculated T using techniques outlined in Example 1. We therefore obtained 500 sample values for T under the true variogram. The median and 95% percentile of the T values are 1.418 and 2.117, respectively. In this simulation study, the length of Markov chain in the Metropolis-Hastings algorithm was fixed at 2,000, which is sufficient for prediction as shown in Example 3.
In addition, for each of the 500 sets of simulated {Y (s), s ∈ D}, we calculated the leave-one-out prediction and prediction variances to obtain T under each of seven different variograms. These seven variograms are all different from the true one and are assumed to be fitted variograms, all of which are from the power-exponential class with different parameters:
where the parameter θ 1 ∈ (0, 2] and the other three parameters θ i , i = 0, 2, 3 are positive. The true variogram and seven variograms are plotted in Figure 2 . We provide in Table 1 the parameter values for each of the variograms, and 5th, 10th, 50th, 90th, and 95th percentiles, and the mean of the 500 values of T under each of the 8 variograms. We first kept the parameter β to be the true value in the predictions-that is, to assume β is perfectly estimated-so that the effects of fitted variogram on prediction can be seen. Realizing that the fitted variogram could affect estimates of β, we also used different β values to calculate T . The last two rows of Table 1 have β values different from the true value.
From the percentiles in Table 1 , we see that the T values do not become much larger or smaller when the fitted variogram differs from the true variogram. The seventh fitted variogram, that is, variogram 8 in Figure 2 , deviates most from the true variogram in the sense that it has a nonzero nugget effect and the behavior of a variogram near the origin is very important for interpolation (Stein 1999, chap. 4 ). Yet the values of T from this fitted variogram do not indicate a lack of fit. Indeed, the 90% percentile under the fitted variogram is 1.97 (row 8 in the table body), which is only slightly larger than that under the true variogram. If we take a value of T greater than or equal to 2 as being indicative of a lack of fit, there is a chance of less than 10% to detect a lack of fit. Hence values T are not indicative of a lack of fit even when the fitted variogram is grossly incorrect. The simulation size 500 in the study may be increased to get better estimates of the percentiles for T . However, it does not seem to be necessary here since the percentiles under the different variograms are so close to each other that better estimates of percentiles resulted from increased simmulation size should not change the conclusion we have made. We also used two other measures of discrepancy in hope that some measure may increase the effectiveness of cross-validation. The two measures are (1/n) i (Y i −Ŷ i ) 2 and (1/n) i |Y i −Ŷ i |. Neither of these measures are more effective than the measure T to detect a lack of fit and hence results are not reported in this work. For a second-order stationary spatial process, Stein (1999, sec. 4. 3) has shown that prediction under a wrong variogram could be asymptotically equal to the prediction under the correct variogram. In that case, cross-validation using any of the three measures of discrepancy will not be effective. We think similar results hold for the non-Gaussian spatial GLMM. This may partially justify the simulation results though it is arguable that the sample size 225 is sufficiently large to render the asymptotic results.
CONCLUSION AND DISCUSSION
We established some analytical results that can be used to make computationally efficient prediction in the spatial GLMM. The analytical results can be applied in both Bayesian and non-Bayesian predictions to make computations more efficient. The results also show a need to differentiate prediction of a function of the response variable in the spatial GLMM with prediction of a function of the random effects.
Our simulation study showed that cross-validating variogram using the traditional measure of discrepancy T or its variants is not effective for a non-Gaussian spatial GLMM, at least for Poisson models, because it fails to indicate a serious departure of a fitted variogram from the true one. It is worthwhile to further study if other measures of discrepancy would make cross-validating variograms more effective. A referee suggested the Mahalanobis distance between the vector of observed data and the vector of predicted values as a measure of discrepancy, which is not examined in this article. Another open problem is the effective- Received February 2002 . Revised July 2002 
