Possible applications of new CUDA-enabled systems-on-chip (SoCs) Tegra K1 and Tegra X1 in high-energy astrophysics are discussed in this paper. Hardware and software aspects of general purpose computing on graphics processing units (GPGPU) are briefly reviewed. An influence of space radiation effects on processors and a mitigation of its consequences are discussed.
Introduction
The history of general purpose computing on graphics processing units (GPGPU) is quite short (less than one decade) but it was extremely bright. This scientific area was born as a by-product of computer games development. Tough competition in large market sector of computer games (tens of billions USD per year) leads to very fast improvement of technical characteristics of graphics processing units (GPUs) and the price can be made very low because of tremendous quantity of produced units (hundreds of millions per year). For example, desktop-scale GPU GeForce GTX 680 released in 2012 by NVIDIA [1] gives peak processing power comparable with 1997-2001 Number 1 supercomputer ASCI Red in Sandia National Laboratory [2] for five orders of magnitude lower price ($500 versus $55,000,000 [3] ) and four orders of magnitude lower power consumption.
Hardware improvements accompanied by specialized software development (first of all, CUDA or Compute Unified Device Architecture C language extension [4] and a lot of libraries) have allowed to effectively use this new technology in various areas, including high energy physics.
Last achievements in general purpose computing on graphics processing units (GPGPUs) are connected with new Tegra K1 and Tegra X1 systems-on chip (SoCs) released by NVIDIA in 2014 [5] and 2015 [6] accordingly. Very low power consumption of these units (several watts) allows to use them in hand-held and other miniature devices (may be for space experiments also, see for example [7, 8] ).
This paper contains the preliminary discussion of possible applications of Tegra K1 and Tegra X1 SoCs in dataintensive high energy astrophysics experiments (these cases were chosen as examples), namely:
Detection of gamma-ray bursts (GRBs) Space-based detection of ultra-high-energy cosmic rays
The space radiation environment influence to SoC devices with CUDA-enabled GPUs is also briefly discussed.
General purpose computing on graphics processing units (GPGPU)
Modern computer graphics uses specialized many-core parallel processors (graphics processing units or GPUs) Graphics rendering is carried out by very large number of similar programmable threads simultaneously executed on large number (several thousands) of identical cores. Currently GPU processing power is equal to 4 -6 TFLOPs and the number of transistors on GPU chips was increased now up to 7 -8 billions.
The use of graphics cards for general purpose computing emerges in the beginning of 2000s with the appearance of programmable shaders and floating point support on GPUs. First attempts were based on the representation of general purpose data in the form of graphics datasets and the use of these objects in programmable shaders. In 2007 NVIDIA had released easy-to-use programming interface for general purpose computing on graphic processing units (GPGPUs) named as CUDA or Compute Unified Device Architecture [4] . This extension of C language makes a programming for GPU's parallel cores much easier and greatly facilitates various applications of GPGPUs in many fields (see talks and posters presented on the last GPU Technology Conference 2015 [9]), including, for example, computer games development; video and image processing; computer vision; computational physics, fluid dynamics and astrophysics; medical applications; supercomputing; defense and homeland security applications; radio astronomy and solar astronomy.
GPGPUs are used actively in various applications in experimental and theoretical high energy physics (see talks and posters from first international conference "GPU in high energy physics" held in September 2014 [10]), for example high level triggers (including Large Hadron Collider experiments), low level triggers, Geant-V simulation package for parallel architecture, lattice quantum chromodynamics calculations, and so on.
GPUs may be used for general purpose computing in usual desktop PCs with graphics cards (with overall price ~$1000), special workstations with several Tesla processing modules (prices of several tens of thousands USD) or in supercomputers with thousands Tesla processing modules (largest U.S. supercomputer TITAN has 18,688 K20x modules and it costs about $100,000,000).
Power consumption of computer systems with modern desktop-scale GPUs is comparatively large; it is equal to several hundred watts at least. NVIDIA produces smaller analogs of its GPUs for notebooks. Notebook-scale GPUs processing power is somewhat smaller but nevertheless power consumption of notebook-scale GPUs is also too large for hand-held equipment (smartphones, tablets and so on) and for small size mobile equipment on platforms with serious power limitations.
Recently NVIDIA has released CUDA-enabled systems-on-chip (SoCs) Tegra K1 [5] and Tegra X1 [6] (see Table 1 ) characterized by low power consumption and significant processing power and based on ARM architecture multi-core CPUs and Kepler (Tegra K1) or Maxwell (Tegra X1) architecture GPU. These SoCs open very wide opportunities for various scientific and technical areas (robotics, automotive systems, hand-held equipment, video and image processing, and so on; see talks and posters presented on the last GPU Technology Conference 2015 [9] in "Embedded Systems" category). NVIDIA has released also the development board Jetson TK1 [11] for Tegra K1 SoC which can be used not only for Tegra K1 software development but also as a part of various devices. Credit-card sized single board computer module mCOM10K1 [12] with Tegra K1 SoC developed by GE Intelligent Platforms may be included into an equipment operating in harsh environment (for example, lunar lander and rover [7, 8] ).
Applications in space applications and particularly in high energy astrophysics experiments
GPGPU can be most promising when very high processing power is essential. Tegra K1 and Tegra X1 SoCs should be very useful if high processing power requirement is combined with power limitation, e.g. in space applications.
GPGPU should be used in Astrobotic autolanding system of "Griffin" lunar lander (see Fig. 1a ) which may be launched in late 2016 ([13] ; see also [7, 8] ). This system should be used for precision navigation at final approach immediately before lunar landing. Computer vision algorithms will compare images with high-resolution lunar maps to determine spacecraft position and attitude. Near surface laser rangefinders will be used for a construction of lunar surface 3D-model. The system will detect possible hazards and autonomously manoeuvre to a safe landing with 100 m landing point accuracy.
Developed by GE Intelligent Platforms MAGIC1 Multicore Payload Processor [14] with Intel i7 CPU and an analogue of GPU GeForce GT 650M should be used in Astrobotic autolanding system. Tegra K1 SoC will be included into lunar rover equipment for H.264 streaming of stereo HD video sensors over Lunar/Earth Ethernet network through lunar rover [7] (see Fig. 1b) .
Tegra K1 and Tegra X1 SoCs may be effectively used in other areas such as Earth observations (for example hyperspectral imaging or image or video processing) but we discuss in this paper according to conference theme GPGPU use in high energy astrophysics. Data-intensive applications in high energy astrophysics are comparatively rare because fluxes of incoming particles are usually quite low. Nevertheless some exceptions exist because of either extensive necessary processing or large quantity of secondary particles from single incoming particle. First of the cases to be considered (detection of gamma-ray bursts) belongs to first group and second case (space-based detection of ultra-high-energy cosmic rays) belongs to the second one.
Detection of gamma-ray bursts (GRBs)
Gamma-ray bursts (GRBs) -short intense flashes of low energy gamma radiation -represent one of the most impressive cosmic phenomena (see for example [15] ). They were discovered in the end of 1960s [16] as a byproduct of Vela Satellite Program intended for the monitoring of nuclear explosions in space [17] .
For a long time GRB sources were not identified with any cosmic objects and even a distance to them was unknown. Their theoretical models were mostly factitious (see for example first hypothetical extragalactic GRB source model in [18] ). Successful identification of GRB sources requires fast and accurate determination of their angular coordinates (preferably ~10 arc minutes in several seconds) which is necessary to orientate narrow field sensitive telescopes to right direction in short time. First attempt of fast narrow-field telescope orientation in GRB observations was undertaken in Konus-Sunflower experiment onboard Granat observatory launched in 1989 [19] . Data from six Konus detectors with all-sky combined field of view and nearly cosine-law dependence of effective area of each detector were used for the determination of GRB source angular coordinates with 1 -2 degrees accuracy and for the reorientation of the Sunflower-P platform with small telescopes to calculated direction during several seconds. This scheme worked but unfortunately X-ray telescope Sunflower-D [20] mounted on the platform fails.
Next step with BeppoSAX satellite [21] launched in 1996 was more successful. The GRB detection was based on gamma-rays burst monitor GRBM and the localization was provided by two wide-field X-ray cameras WFC. The accuracy of the localization was equal to 3 arc minutes. Localization results were obtained during several hours after GRB detection and within 5 -8 hours narrow-field telescopes onboard BeppoSAX satellite may be reoriented according to GRB localization. Owing these new possibilities optical counterparts of GRB sources were identified and it was shown that GRB sources are extragalactic and are located at very large distances [22, 23] .
Autonomous GRB localization was implemented for the first time in HETE-2 satellite launched in 2000 [24] . Time interval between GRB trigger and a transmission of GRB coordinates to ground-based observatories was shortened up to tens of seconds.
Both autonomous GRB localization and spacecraft reorientation were realized in Swift mission launched in 2004 and working up to now. GRB source coordinates are measured by coded mask Burst Alert Telescope (BAT) [25] with 32,768 CdZnTe detectors (4 × 4 × 2 mm) (see Fig. 2a [26] ). Coded aperture mask (see Fig. 2b [26] ) is composed of randomly placed ~52,000 lead blocks (5 × 5 × 1 mm): the distance between detector plane and mask is equal to 1 meter. Gamma-rays image is reconstructed onboard Swift through fast Fourier transform (FFT) convolution of coded mask pattern with observed distribution of registered gamma rays by radiation hardened FPGA. Burst coordinates with 1 -4 arc minutes accuracy are obtained within 20 s after burst trigger (the duration of FFT convolution of 1024 × 512 image is equal to 12 s). Spacecraft slew to aiming point lasts 20 -70 s.
Tegra K1 SoC performs FFT convolution of 2048 × 2048 image within tens of milliseconds and its processing power is much more than sufficient not only for Swift needs but also for much larger telescopes such as EXIST project [27] with 4.6 m 2 area of CdZnTe detectors with 0.6 mm pixels. Total count rate of EXIST detectors is equal to 30,000 counts/s and corresponding data flow to processor is not very large (less than 1 Mbytes/s).
Space-based detection of ultra-high-energy cosmic rays
The main problem of high-energy cosmic rays detection connected with very steep energy spectrum. In direct detection of cosmic ray particles from spacecrafts and balloons even huge SEZ-14 instruments onboard Proton satellites were capable of measurements of cosmic rays spectrum only up to several hundred TeV [28] ; above this energy observational statistics became very poor. For higher energies it is necessary to study cosmic rays through their interactions with atmosphere (so called extensive air showers (EAS) which were discovered by P. Auger [29] ; see more details in [30] ).
A number of methods are used for EAS studies (see [30] ). Experimental setups with largest effective area are based on air fluorescence method. Energetic charged particles moving through air excite nitrogen molecules which de-excite and emit UV photons in 300 -400 nm band (so called "Teller light"; Edward Teller in 1947 proposed to use this type of air fluorescence for remote diagnostics of early stage of nuclear explosions in atmospheric nuclear tests; see [31] ). Mean number of emitted photons is approximately equal to 4 photons per meter per particle (see more details in [30] ).
The source of extensive air shower (EAS) fluorescent radiation has thin concave disk-shaped form with several hundred meters diameter and several meters thickness (see [30] ). This source moves through atmosphere to Earth surface with a velocity close to the velocity of light. Overall duration of this phenomena should be equal to several tens of microseconds. This faint and short lived transient optical phenomena must be detected within maximum possible field of view.
The discussion of possibilities to use air fluorescence for ultra high energy cosmic rays (> 10 18 eV) detection was begun by A.E. Chudakov and K. Suga in 1962 at Fifth Inter-American Conference on Cosmic Rays and Space Physics (as mentioned in [32] ) and it was continued in 1965 by K. Greisen [33] . First observations were carried out in 1977 [34] and the first large scale telescope (Fly's Eye near Dugway, Utah) was commissioned in 1981 [35] (in 1991 in this experiment highest (up to now) energy of cosmic ray particle was registered -(3.2 ± 0.9)10 20 eV). Now the largest air fluorescence ultra high energy cosmic rays is Pierre Auger Observatory in western Argentina [36] (it includes 27 air fluorescence telescopes and 1600 ground based water Cerenkov detectors distributed over 3000 km 2 area). It represents certain practical limit for size of ground-based ultra high energy cosmic rays observatories. In spite of very good results of Pierre Auger Observatory studies the observational statistics is quite poor in highest energy region larger than 10 20 eV because of insufficient effective area. This energy region is extremely interesting for the understanding of ultra high energy cosmic rays origin (for example, spectrum cut-off because of the interaction with cosmic background radiation or Greisen-Zatsepin-Kuzmin effect [37, 38] ).
The effective area of air fluorescence ultra high energy cosmic rays telescopes may be increased by observations from satellites on near-Earth orbit (this method was proposed by Benson and Linsley [39] ). Several projects were studied (for example OWL and Super-OWL [40] , KLYPVE [41] , JEM-EUSO [42] and Super-EUSO [43] ).
JEM-EUSO mission should be launched to International Space Station in 2017 but now it is not possible due to financial reason. Nevertheless this project is most advanced and the JEM-EUSO collaboration continues the efforts to improve the baseline design and the capabilities and sensitivity of such an instrument with the aim to launch it to space at a later opportunity [44] .
JEM-EUSO mission uses super-wide-field (almost ± 30 degrees) telescope with the 4.5 m 2 effective area. It corresponds to 1.4 10 5 km 2 area observed on ground surface. Curved telescope focal surface contains nearly five thousand 64-pixel photomultipliers (PMT) (315,648 pixels in total) organized mechanically and electronically into three level infrastructure: elementary cell (EC) with 4 PMTs -photodetector module (PDM) with 9 ECs -focal surface detector with 137 PDMs (315,648 pixels in total which is nearly equivalent to 640 × 480 video frame). Data collection time interval of 2.5 microsecond was chosen close to the ratio of telescope spatial resolution (about 500 meters) and velocity of light. Data flow from detectors (1 byte per pixel) is approximately equal to 12.6 GBps (equivalent to 640 × 480 B/W video with 400,000 frames per second). This data flow must be processed onboard to be compatible with accessible ISS-Earth data link capacity (197 kbits or 3 Gbyte/day).
Event detection with necessary 4 10 -6 data compression should be carried out by complicated electronics with three level trigger ( [45] ). Largest data processing requirement (2.3 GBIps per PDM or 315 GBIps in total) corresponds to lowest level trigger with 250-fold data flow reduction with 50 MBps data output.
Each of Tegra K1 and Tegra X1 SoCs may in principle be used for the substitution for second and third stage of data processing. Processing power of Tegra X1 SoC is sufficient for all data processing but very large 12.6 GBps data flow from focal surface detector cannot be directly received by this SoC. The possibility of use Tegra K1 and Tegra X1 SoCs for telescopes similar to JEM-EUSO needs more detailed evaluation.
Space radiation effects
Radiation effects influence on spacecraft electronics was firstly observed more than 50 years ago when highenergy electrons of artificial radiation belt from U.S. "Starfish" high-altitude nuclear explosion in 1962 had destroyed seven satellites within seven months [46] . A lot of experience and knowledge and regulative measures in the radiation tolerance assurance of space electronics was obtained during past years.
Space radiation effects may be roughly divided to two groups: cumulative total ionizing dose effects and single event effects (SEE) caused by single charged particle propagation through electronic component. Total ionizing dose effects at low near-Earth orbits similar to International Space Station orbit didn't seem very hazardous (electronic components radiation tolerance in any case is stronger than human tolerance; the same argument may be applied to short duration lunar missions). SEE tolerance of various electronic components is different and it should be evaluated individually.
Large scale space mission with moderate data processing requirements mainly use specially developed radiationhardened processors such as RAD750 [47] . In some non-expensive space missions fast commercial processors were used for data-intensive tasks and radiation hardened slow processors were used for mission critical tasks of spacecraft control (for example CHIPSat UV-observatory [48] ; data-processing processor was reset each three weeks on the average). Most extreme example is NASA PhoneSat 2.4 satellite which uses unmodified commercialgrade smartphone Google Nexus S with Exynos 3110 processor (45 nm, ARM architecture, 1.0 GHz, 3.2 GFLOPs GPU) [49] . This processor had worked six weeks on low near-Earth orbit whereupon processor's software hung but peripherals worked.
From 1983 NASA actively uses unmodified commercial-grade notebooks for human space flights support (GRiD laptops in 1980s on Space Shuttle and thereafter IBM ThinkPad and Lenovo ThinkPad notebooks on Space Shuttle, Mir Space Station and International Space Station). Special experiments for SEU (single event upset) frequency measurements on IBM ThinkPad onboard Space Shuttle and Mir Space Station were carried out [50] . Measured SEU frequency was equal to several bits per day which is insignificant to computer functioning. May be similar experiment with tablets based on Tegra K1 and Tegra X1 SoCs (NVIDIA SHIELD for example) with special diagnostic software onboard ISS should be helpful for using of these SoCs onboard spacecrafts on low near-Earth orbits.
Conclusion
Tegra K1 and Tegra X1 SoCs seem very attractable for data-intensive applications in high energy astrophysics because of their very large processing power and low power consumption. Gamma-ray bursts observatory example is characterized by intensive data processing and moderate data flow from gamma-ray detectors. This is compatible with Tegra K1 and Tegra X1 SoCs characteristics and therefore this application may be interested in these GPGPU SoCs. Air fluorescence ultra high energy cosmic ray telescope example is characterized by both intensive data processing and very high data flow from focal plane detectors. The problem of very high data flow seems most difficult and it needs additional evaluation. In both cases the successful application of Tegra K1 or Tegra X1 SoCs should depend on the tolerance of these devices to single event upsets (SEU) from cosmic ray particles.
