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CIRCLE PRODUCTS AS RESTRICTIONS OF THE SQUARE PRODUCT
VASILEIOS A. ANAGNOSTOPOULOS, YANNIS SARANTOPOULOS
Abstract. We equip the tensor algebra of a vector space U over the real or complex
field with an alternative product. The new product has the property that if we specialize
it to the symmetric tensor algebra becomes the circle product introduced by Brouder [1]
while specialization to the antisymmetric algebra becomes the circle product introduced by
Rota and Stein [9]. We prove some interesting properties of this product analogous to the
properties proved by the previous authors. We use Hopf algebraic methods to simplify our
results. Finally we prove that the classical algebraic structure of the tensor algebra and the
new one are homomorphically isomorphic.
1. Introduction
During the last few years there has been a growing body of literature targeting the algebraic
structure of quantum field theory. A purely algebraic interpretation of Wick ordering [3] was
provided giving insight to one of the most intriguing aspects of theoretical physics. On
the other hand, this work provides more insight at the mathematical front to the structure
of the tensor algebra of a vector space. Our interest lies on the mathematical basis of
the approach and not its physical meaning. Circle products were introduced by Rota and
Stein in [9] in the context of super-symmetric Hopf algebras. Brouder in [1] carried out
the same construction to derive similar quantities for the symmetric algebra. The above
work leaves out the important question of whether or not this construction is carried out for
the symmetric tensor algebra in an analogous manner, like Rota’s and Stein’s construction,
in the context of the antisymmetric algebra. Though the two constructions are similar in
spirit there is no clear indication of an underlying more general construction. Since both
algebras are quotient algebras of the tensor algebra the most natural generalization is to
create a unified construction to the tensor algebra and then to specialize to subspaces. More
specifically, one expects to see a circle product and a Laplace pairing on the tensor algebra
that specializes to the above constructions when transferred to the quotient algebras. In this
work we achieve exactly this. We carry out this construction on the tensor algebra and re-
derive the two specialized constructions. In this interpretation, our work is complementary
to both these works and unifies them. We re-derive the symmetric algebra as a necessary
ingredient of this approach. We also re-derive the circle products of Brouder and Rota as
consequences of more general constructions.
2. Definitions, notation and basic results
In this section we fix notation and review some basic facts on the Hopf algebraic structure
of the tensor algebra of a finite dimensional vector space which will be used in the next
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sections. We also define the joint tensor algebra of two vector spaces in duality and describe
its Hopf algebraic structure. Finally, we revisit the definition of a circle product defined on
the symmetric algebra generated by a finite dimensional vector space equipped with an inner
product. For basic definitions of a Hopf algebra, reference [7] provides an excellent short
introduction. See also [6, 5] which are the standard textbooks on the subject among others.
For the definition of the tensor algebra of a vector space and symmetric tensors we refer to
[2].
2.1. Review of basic facts on Hopf algebras. Let A be a unital algebra over the field
K. In general its dual is not an algebra. If there is a special additional structure that we will
outline below then not only its dual becomes a unital algebra but this additional structure
is also present to the dual.
Definition 2.1. Let A be a unital algebra with unit 1. Suppose that following mappings are
defined
(i) ∆ : A→ A⊗ A (the co-multiplication, homomorphism),
(ii) S : A→ A⊗A (the antipode, anti-homomorphism),
(iii) ǫ : A→ K (the co-unit, homomorphism)
with the additional properties
(i) (I ⊗∆)∆ = (∆⊗ I)∆ (the co-associativity),
(ii) (ǫ⊗∆)∆ = (∆⊗ ǫ)∆ = I,
(iii) (S ⊗ I)∆ = (I ⊗ S)∆ = ǫ(·)1 (the co-unit)
where I is the identity operator. We call the quadruple 〈A,∆, S, ǫ〉 a Hopf algebra.
We use the well known Sweedler notation, (see [5]), for the co-multiplication of an element
a of the Hopf algebra A as
∆(a) =
∑
(a)
a(1) ⊗ a(2)
We call a Hopf algebra co-commutative when
∆(a) =
∑
(a)
a(1) ⊗ a(2) =
∑
(a)
a(2) ⊗ a(1) .
For repeated application of ∆, we use the standard notation,
(I
⊗
∆)∆(a) =
∑
(a)
a(1) ⊗ a(2,1) ⊗ a(2,2)
and
(∆
⊗
I)∆(a) =
∑
(a)
a(1,1) ⊗ a(1,2) ⊗ a(2) .
We call a Hopf algebra co-associative when the two quantities above are equal.
A standard result [6] states that given two Hopf algebras A1, A2 we can turn also A1
⊗
A2
into a Hopf algebra. We summarize now the details. Since A1, A2 are unital algebras their
tensor product is again an algebra with product (defined for elementary tensors)
(a1 ⊗ a2)(a
′
1 ⊗ a
′
2) = a1a
′
1 ⊗ a2a
′
2 .
Let us define for a ∈ A1 and b ∈ A2
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(i) (∆1 ⊗∆2)(a1 ⊗ a2) =
∑
(a),(b)(a(1)i ⊗ b(1))⊗ (a(2) ⊗ b(2)) ,
(ii) (S1 ⊗ S2)(a1 ⊗ b) = S1(a)S2(b) ,
(iii) (ǫ1 ⊗ ǫ2)(a⊗ b) = ǫ1(a)ǫ2(b) ,
Theorem 2.1. The quadruple 〈A1
⊗
A2,∆1 ⊗∆2, S1 ⊗ S2, ǫ1 ⊗ ǫ2〉 is a Hopf algebra.
2.2. Review of basic facts on tensor algebra. Let U be a vector space. The letter x
possibly indexed by some subscript will usually denote a generic element of U. Its tensor
algebra T (U) is defined as the direct sum of the n-fold tensor products of U with itself
⊗n
U ,
namely
T (U) =
∞⊕
n=0
n⊗
U .
We define
⊗0
U = K, the field of U . The unit element of the field when we view it as a
member of the tensor algebra will be denoted by 1. For our purposes we restrict our attention
to the complex field C or to the real field R. One can also view the tensor algebra as the
free non-commutative algebra generated by the elements of U . Since
⊗n
U is the span of
elementary tensors x1⊗· · ·⊗xn where xi ∈ U , we define the product in the algebra between
two elements of
⊗n
U and
⊗m
U as
(x1 ⊗ · · · ⊗ xn) · (x
′
1 ⊗ · · · ⊗ x
′
m) = x1 ⊗ · · · ⊗ xn ⊗ x
′
1 ⊗ · · · ⊗ x
′
m ,
and extend with linearity to the whole algebra. It can be proved that with this multiplication
the tensor algebra is a unital associative algebra. Because of the direct sum construction of
the tensor algebra and the definition of the product, it is a graded algebra.
Let U and V be two vector spaces in duality via the bilinear form 〈·, ·〉 , both over the
same field K. The letter x possibly indexed by some subscript will usually denote a generic
element of U while the letter y indexed by some subscript will denote a generic element of
V. Their joint tensor algebra is defined as the pair consisting of the duality and the tensor
product
T (U, V ) = T (U)
⊗
T (U) .
The term “joint tensor algebra” is not used in the literature. However, since our work pertains
to the properties of this specific tensor product we decided to give it a name encoding its
special nature. It is easy to see that we can equip it with a suitable product to become a
unital non-commutative associative algebra. We define it first for elementary tensors, that
is
(u1 ⊗ v1) · (u2 ⊗ v2) = (u1 · u2)⊗ (v1 · v2) , (1)
where ui ∈
⊗ni U and vj ∈ ⊗mj V . We can extend it with linearity to the joint tensor
algebra. It is well-known that the bilinear form can be extended to the joint tensor algebra.
The extension takes place by first defining it for elementary tensors
〈(x1 ⊗ · · · ⊗ xn), (y1 ⊗ · · · ⊗ ym)〉 = δm,n〈x1, y1〉 · · · 〈xn, ym〉 .
A typical element of the joint tensor algebra can be written as
a =
∑
i
ui ⊗ vi ,
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where ui ∈
⊗ni U and vi ∈ ⊗mi V . For this reason we define the bilinear form for two
elements in the joint tensor algebra a, b as
〈a, b〉 := 〈
∑
i
ui ⊗ vi,
∑
j
u
′
j ⊗ v
′
j〉 =
∑
i
∑
j
〈ui, v
′
j〉〈u
′
j, vi〉 .
We will specialize the previous definitions to an important quotient algebra of the tensor
algebra, namely the symmetric tensor algebra. On the tensor algebra of the vector space U
we can define the symmetrization operator first for elementary tensors as
Symm(x1 ⊗ · · · ⊗ xn) :=
1
n!
∑
p∈Pern
xp(1) ⊗ · · · ⊗ · · ·xp(n) (2)
and extend it by linearity on the whole tensor algebra. We collect in the next theorem some
useful facts on the symmetrization operator [8, 10].
Theorem 2.2. Let U be a vector space. Then, the symmetrization operator defined by (2)
is a projection. The projection of the tensor algebra is denoted by TS(U) = Symm(T (U))
and is called the symmetric algebra generated by U . It is itself a commutative unital algebra
with multiplication defined as
u · v = Symm(u⊗ v) .
It can be written as the span of the elementary symmetric tensors
x1 · · ·xn = Symm(x1 ⊗ · · · ⊗ xn) =
1
n!
∑
p∈Pern
xp(1) ⊗ · · · ⊗ · · ·xp(n) .
The algebra can be viewed as the free commutative algebra generated by the vector space U .
It can also be viewed as the quotient of the tensor algebra by the two-sided ideal I generated
by the set
S = {(x⊗ y − y ⊗ x)}x,y∈U .
The symmetric algebra comes with a natural grading:
TS(U) =
∞⊕
t=0
t⊙
U where Symm(
t⊗
U) =
t⊙
U.
Important elements of the symmetric tensor algebra are the homogeneous elements, namely
symmetric tensor powers of a single vector. A crucial algebraic result for symmetric tensors is
the polarization formula [10] that allows us to rewrite each grade as the span of homogeneous
elements. This means
t⊙
U = span(xt)x∈U .
The polarization formula is very useful and for this reason we repeat it here for complete-
ness. The formula reads as follows
x1x2 · · ·xt =
1
2tt!
∑
ǫi=±1
ǫ1 · · · ǫt(ǫ1x1 + ǫ2x2 + · · ·+ ǫtxt)
t . (3)
We note here that this formula is required when proving that the space of homogeneous
polynomials over U is isomorphic to the space of symmetric multi-linear forms of the same
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order. The symmetric algebra is not the only one with the above properties. The anti-
symmetrization operator ASymm is defined on the tensor algebra T (U) as
ASymm(x1 ⊗ · · · ⊗ xn) :=
1
n!
∑
p∈Pern
sign(p)(xp(1) ⊗ · · · ⊗ · · ·xp(n)) , (4)
where sign(p) is the sign of the permutation, see [8]. We can extend the mapping via linearity
to the whole tensor algebra.
We collect in the next theorem some useful facts on the anti-symmetrization operator [8].
Theorem 2.3. Let U be a vector space. The anti-symmetrization operator defined by (4)
is a projection. The projection of the tensor algebra is denoted by TA(U) = ASymm(T (U))
and is called the antisymmetric algebra generated by U . It is itself a non-commutative unital
algebra with multiplication defined as
u ∧ v = ASymm(u⊗ v) .
It can be written as the span of the elementary antisymmetric tensors
x1 ∧ · · · ∧ xn = ASymm(x1 ⊗ · · · ⊗ xn) =
1
n!
∑
p∈Pern
sign(p)(xp(1) ⊗ · · · ⊗ · · ·xp(n)) .
The algebra can be viewed as the quotient of the tensor algebra by the two-sided ideal I
generated by the set
S = {(x⊗ y + y ⊗ x)}x,y∈U .
For this reason u∧ v = (−1)pqv ∧ u, when both u, v are elementary antisymmetric tensors of
non-zero grades p and q respectively.
The anti-symmetric algebra comes with a natural grading:
TA(U) =
∞⊕
t=0
(
t∧
U) where ASymm(
t⊗
U) =
t∧
U.
Contrary to the symmetric algebra, the anti-symmetric algebra is finite dimensional when
the vector space is finite dimensional. It also inherits the inner product from the tensor
algebra when it is equipped with one.
2.3. Review of the Hopf algebraic structure of tensor algebra. The tensor algebra
has more structure than its grading. This structure displays itself with the ability to equip
it with suitable operations to turn it to a Hopf algebra. To this end we first define the
co-multiplication ∆ : T (U) → T (U)
⊗
T (U) of the tensor algebra. The co-multiplication
should be a homomorphism and because our algebra is freely generated by the elements of U
it is enough to define it on the elements of U . For this we make the following two definitions
(i) ∆(1) = 1⊗ 1,
(ii) ∆(x) = 1⊗ x+ x⊗ 1 where x ∈ U .
For later convenience let Tn be the set {1, · · · , n}. For a subset S of Tn with m elements
and an elementary tensor un = x1⊗· · ·⊗xn of grade n we write uS = xs1 ⊗· · ·⊗xsm , where
the elements of S are arranged in increasing order. We can easily see that
∆(x1 ⊗ · · · ⊗ xn) =
∑
S⊆Tn
uS ⊗ uTn\S . (5)
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For the definition of the antipode S : T (U) → T (U) we similarly define (because it is a
homomorphism)
(i) S(1) = 1,
(ii) S(x) = −x where x ∈ U .
Finally, due to its homomorphic property the co-unit of the algebra ǫ : T (U) → K can be
defined on the elements of U as
(i) ǫ(1) = 1,
(ii) ǫ(x) = 0 where x ∈ U .
Now we are ready to state a useful well-known theorem concerning the Hopf algebra
structure of the tensor algebra [2].
Theorem 2.4. Given a vector space U with corresponding tensor algebra T (U), the quadru-
ple 〈T (U),∆, S, ǫ〉 is a co-commutative and co-associative Hopf algebra.
The Hopf algebra structure of the tensor algebra carries over to its symmetric algebra.
Theorem 2.5. Let U be a vector space. The symmetric tensor algebra TS(U) generated by
U can be equipped with the structure of a co-commutative and co-associative Hopf algebra as
(i) ∆symm(a) = (Symm ⊗ Symm)∆(a) ,
(ii) Ssymm(a) = Symm(S(A)) ,
(iii) ǫsymm(a) = ǫ(a) ,
where a ∈ TS(U).
For homogeneous elements the co-multiplication takes an elegant form
∆(xt) =
t∑
k=0
(
t
k
)
xt−k ⊗ xk . (6)
The Hopf algebra structure of the tensor algebra also carries over to its antisymmetric
algebra.
Theorem 2.6. Let U be a vector space. The antisymmetric tensor algebra TA(U) generated
by U can be equipped with the structure of a co-commutative and co-associative Hopf algebra
as
(i) ∆asymm(a) = (ASymm⊗ ASymm)∆(a),
(ii) Sasymm(a) = ASymm(S(A)),
(iii) ǫasymm(a) = ǫ(a),
where a ∈ TA(U).
As far as the joint algebra is concerned, observe that by theorem 2.1 it can be equipped
with a Hopf algebra structure. The joint algebra and its Hopf algebraic properties will be
our focus in the next section. We conclude this section with some remarks.
Remark 2.1. The element ∆a, where a ∈ T (U), can be identified with an element of T (U)
as follows
∆(a) =
∑
(a)
a(1)
⊗
a(2) =
∑
(a)
a(1) ⊗ a(2) . (7)
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Remark 2.2. When U and V two vector spaces in duality. Let a ∈ T (U) and b ∈ T (V ).
We have the duality relations
(i) 〈Symm(a), b〉 = 〈a, Symm(b)〉 = 〈Symm(a), Symm(b)〉,
(ii) 〈ASymm(a), b〉 = 〈a,ASymm(b)〉 = 〈ASymm(a),ASymm(b)〉.
3. The square product
In this section we aim to define a Laplace pairing on the joint tensor algebra. We need it
in order to define a circle product in the sense of [1] on the joint tensor algebra, which we call
it square product. Once our goal is completed, we will proceed to derive the ordinary circle
product of the symmetric algebra defined in [1] as a symmetrization of the square product
of the tensor algebra. A Laplace pairing on the joint tensor algebra is a symmetric bilinear
form (·|·) which should satisfy the important identity (see [1])
(a|bc) =
∑
(a)
(a(1)|b)(a(2)|c) where a, b, c ∈ T (U)
⊗
T (V ). (8)
Due to its recursive definition, in order to make it compatible with the duality already defined
on the joint tensor algebra we require
(i) (1|1) = 1
(ii) (1⊗ y|x⊗ 1) = (x⊗ 1|1⊗ y) = 〈x, y〉 where x ∈ U and y ∈ V
(iii) (x1 ⊗ 1|x2 ⊗ 1) = (1⊗ y1|1⊗ y2) = 0 where x1, x2 ∈ U and y1, y2 ∈ V
(iv) (x⊗ 1|1⊗ 1) = (1⊗ 1|x⊗ 1) = (1⊗ 1|1⊗ y) = (1⊗ y|1⊗ 1) = 0 where x ∈ U
and y ∈ V .
One important question is whether fixing these “ initial conditions” or the recursion, is
enough to define the Laplace pairing. Moreover, we can also question the existence of the
Laplace pairing. Our next theorem gives a positive answer.
Theorem 3.1. A Laplace pairing defined on the joint tensor algebra generated by two vector
spaces U and V in duality compatible with the duality exists and is unique. Moreover, it is
symmetric
(a|b) = (b|a) where a, b ∈ T (U)
⊗
T (V ).
We split the proof in several steps.
Lemma 3.2. Under the hypotheses of theorem 3.1, if such a Laplace pairing exists then for
m 6= n,
(x1 ⊗ · · · ⊗ xn|y1 ⊗ · · · ⊗ ym) = 0 . (9)
Proof. We will proceed with double induction. We prove first the important fact that for
n > 0
(x1 ⊗ · · · ⊗ xn|1) = 0 . (10)
We argue by induction. For n = 1 it is true because of the compatibility conditions. Suppose
now that this property holds for n. Then, by the splitting property in equation (8) we have
(x1 ⊗ · · · ⊗ xn ⊗ xn+1|1) = (x1 ⊗ · · · ⊗ xn|1)(xn+1|1) = 0
and so the property holds for n + 1. In a similar fashion we prove that
(1|y1 ⊗ · · · ⊗ ym) = 0 .
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We have proved relation (9) when m = 0 < n ≤ 1. Suppose now that the orthogonality
holds for every pair (n,m), N ≥ n > m. We need to show the orthogonality for every pair
(n,m), N + 1 ≥ n > m. By the induction hypothesis it is enough to prove the assertion for
the pairs (N + 1, m) with N + 1 > m. By the properties of the Laplace pairing (8) and the
co-multiplication (5),
(x1 ⊗ · · · ⊗ xN+1|y1 ⊗ · · · ⊗ ym) =
∑
Q⊆Tm
(x1 ⊗ · · · ⊗ xN |yQ)(xN+1|yTm\Q) .
Observe that the only surviving terms occur when |Q| = N and |Tm \ Q| = 1. But then
m = N + 1 which is not possible. 
Lemma 3.3. Under the hypotheses of theorem 3.1, if such a Laplace pairing exists
(x1 ⊗ · · · ⊗ xn|y1 ⊗ · · · ⊗ yn) = (x1 ⊗ · · · ⊗ xn|
∑
p∈Per(n)
yp(1) ⊗ · · · ⊗ yp(n)) . (11)
Proof. Once more we argue by induction. For n = 0, 1 the theorem obviously holds. If the
theorem holds for n, we need prove it for n+ 1. First observe that by using (5) we have
(x1 ⊗ · · · ⊗ xn+1|y1 ⊗ · · · ⊗ yn+1) = (x1 ⊗ · · · ⊗ xn|
∑
Q⊆Tn+1
yQ)(xn+1|yTn+1\Q) .
The RHS can be written as
n+1∑
k=1
(x1 ⊗ · · · ⊗ xn|
∑
Q⊆(Tn+1\{k})
yQ)(xn+1|yk) .
Let Mk be the totality of “1 − 1” onto functions g : Tn+1 \ {k} → Tn. By the induction
hypothesis we can rewrite the above summations as
n+1∑
k=1
(x1 ⊗ · · · ⊗ xn ⊗ xn+1|
∑
g∈Mk
yg−1(Tn) ⊗ yk) .
But every such g is derived uniquely by restricting a Tn+1 permutation on Tn+1 \ {k}. For
this reason
(x1 ⊗ · · · ⊗ xn|y1 ⊗ · · · ⊗ yn) = (x1 ⊗ · · · ⊗ xn+1|
∑
g∈Per(n+1)
yg−1(Tn+1))
which proves the lemma. 
Lemma 3.4. We assume the hypotheses of theorem 3.1. Suppose that such a Laplace pairing
exists. Moreover, let ui ∈
⊗ni U and vj ∈⊗mj V . Then,
(u1 ⊗ v1|u2 ⊗ v2) = (u1|u2)(v1|v2) . (12)
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Proof. By the splitting property (8) and the fact that T (U)
⊗
V is a tensor product of Hopf
algebras we have
(u1 ⊗ v1|u2 ⊗ v2) =
∑
(u1),(v1)
(u1,(1) ⊗ v1,(1)|u2)(u1,(2) ⊗ v1,(2)|v2)
=
∑
(u1),(v1),
(u2),(v2)
(u1,(1)|u2,(1)))(v1,(1)|u2,(2))(u1,(2)|v2,(1)(v1,(2)|v2,(2)) .
By the previous discussion u1,(1) = u2,(1) = 1 and v1,(2) = v2,(2) = 1. But then u1,(2) = u1 and
u2,(2) = u2. In the same way v1,(1) = v1 and v2,(1) = v2. For this reason (12) holds. 
Lemma 3.5. We assume the hypotheses of theorem 3.1 and the existnce of the aforemen-
tioned Laplace pairing. Suppose that a, b ∈ T (U)
⊗
T (V ). We can write a =
∑
i,j ui ⊗ vj,
with ui ∈
⊗i
U, vj ∈
⊗j
V and b =
∑
k,l u
′
k⊗ v
′
l , with u
′
k ∈
⊗k
U, v
′
l ∈
⊗l
V . Then, we have
(a|b) =
∑
i,j
∑
k,l
i!k!〈Symm(ui), Symm(v
′
l)〉〈Symm(u
′
k), Symm(vj)〉 .
Proof. This is the result of the previous discussion and of theorem 2.2. 
Now we have the required form of the pairing if it exists. In the course of the previous
discussion we have also proven its uniqueness. In order to conclude the proof of our main
theorem (theorem 3.1) we have to verify that the above defined pairing has the splitting
property.
Proof of Theorem 3.1. Because of the previous discussion, it suffices to prove the theorem
when a = x1 ⊗ · · · ⊗ xn, b = y1 ⊗ · · · ⊗ ym and c = y
′
1 ⊗ · · · ⊗ y
′
m
′ . Then,
(x1 ⊗ · · · ⊗ xn|y1 ⊗ · · · ⊗ ym ⊗ y
′
1 ⊗ · · · ⊗ y
′
m
′ ) = n!〈x1 · · ·xn, y1 · · · ymy
′
1 · · · y
′
m
′ 〉 .
Because of the symmetrization and polarization formula (3), it is enough to prove the theorem
when a = xn, b = ym and c = y
′m
′
. Then, we have
(xn|ym ⊗ y
′
1 ⊗ y
′m
′
) = n!〈x, y〉m〈x, y
′
〉m
′
.
On the other hand, by (6)
∑
(a)
(a(1)|b)(a(2)|c) =
∑
k
(
n
k
)
k!(n− k)!〈x, y〉m〈x, y
′
〉m
′
.
The symmetric nature of the pairing follows from its definition and the self-adjointness
properties of the symmetrization operator. The proof of Theorem 3.1 is complete.
Remark 3.1. The above theorem proves the striking fact that when U = V with a self-
duality, the derived pairing is the same as the one derived for the symmetric algebra in [1].
Remark 3.2. Another striking fact is that the Laplace pairing works only with symmet-
ric tensors. Without defining a symmetric tensor algebra we re-derived the symmetrization
operator only from pure algebraic facts.
Now we are in a position to present the definition of the square product.
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Definition 3.1. Let U and V be two vector spaces in duality via the bi-linear form 〈·, ·〉.
We define the square product for two elements a, b ∈ T (U)
⊗
T (V ) as
ab =
∑
(a),(b)
(a(1)|b(1))a(1) ⊗ b(2) . (13)
Remark 3.3. If the vector space U is already in duality with itself, the joint tensor algebra
is the ordinary tensor algebra with square product defined exactly as above.
Remark 3.4. If the vector space U is already in duality with itself, and if we restrict the
product on elements of the symmetric tensor algebra, as we shall see later
Symm(ab) = a ◦ b where a, b ∈ TS(U).
In the above expression ◦ is the circle product defined for the specific Laplace pairing (the
bilinear form).
It would be convenient if the joint tensor algebra could be turned into a unital associative
algebra like in the case of the circle product. We cannot require commutativity for obvious
reasons. The content of the next theorem fills this gap.
Theorem 3.6. Let U and V be two vector spaces in duality via the bi-linear form 〈·, ·〉. The
joint tensor algebra equiped with the square product is a unital associative algebra.
Proof. Let a, b, c ∈ T (U, V ). We want to prove that
(ab)c = a(bc).
The LHS expression can be computed to be
(ab)c =
∑
(a),(b),(c)
(a(1)|b(1))(a(2,1)b(2,1)|c(1))a(2,2)b(2,2)c(2)
while the RHS is equal to (due to co-associativity)
a(bc) =
∑
(a),(b),(c)
(a(1)|b(2,1)c(2,1))(b(1)|c(1))a(2)b(2,2)c(2,2) .
We now use the spliting property of the pairing (8). The above two expressions can be
written as
(ab)c =
∑
(a),(b),(c)
(a(1)|b(1))(a(2,1)|c(1,1))(b(2,1)|c(1,2))a(2,2)b(2,2)c(2)
and
a(bc) =
∑
(a),(b),(c)
(a(1,1)|b(2,1))(a(1,2)|c(2,1))(b(1)|c(1))a(2)b(2,2)c(2,2).
respectively. Because of the co-associativity and co-commutativity of the Hopf algebras we
have used, the above expressions are the same. Finally, as we can easily show, the unit of
the algebra is the ordinary unit. 
A weak commutativity property that generalizes the one given in [1], is stated in the next
lemma.
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Lemma 3.7. Let a, b, c ∈ T (V, U) and let the assumptions of the main theorem be fulfilled.
Then, the following identity holds
(ab|c) = (a|bc) . (14)
Proof. The proof is a matter of simple algebraic manipulations. We have
(ab|c) =
∑
(a),(b)
((a(1)|b(1))a(2) ⊗ b(2)|c)
=
∑
(a),(b)
(a(1)|b(1))(a(2) ⊗ b(2)|c)
=
∑
(a),(b),(c)
(a(1)|b(1))(a(2)|c(1))(b(2)|c(2))
=
∑
(b),(c)
(a|b(1) ⊗ c(1))(b(2)|c(2))
= (a|bc) .

Finally, we can write the square product via the ordinary product just like in [1].
Theorem 3.8. Let a, b, c ∈ T (V, U) and let the assumptions of the main theorem be fulfilled.
Then, the following identity holds
a⊗ b =
∑
(a),(b)
(S(a(1))|b(1))a(2)b(2) , (15)
where S is the antipode.
Proof. The proof is the same as in [1] for the circle product. 
Now we restrict our attention to the case where U is equipped with an inner product and
V = U . We also restrict our attention to the symmetric tensor algebra. In this case the
above complex calculations can be considerably simplified. We will use the notation in [1].
Lemma 3.9. Let u, v ∈ TS(V ), then
Symm(uv) = u ◦ v . (16)
Proof. By the definition of the square product we have
Symm(uv) =
∑
(u),(v)
Symm((u(1)|v(1))u(2) ⊗ v(2) =
∑
(u),(v)
(u(1)|v(1))Symm(u(2) ⊗ v(2)) .
By the definition of the circle product observe that the RHS is equal to∑
(u),(v)
(u(1)|v(1))Symm(u(2) ⊗ v(2)) = u ◦ v . (17)

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4. Automorphic property of the circle and square products
We restrict ourselves to a vector space U equipped with a self-duality. We will prove
that the symmetric algebra equipped with the circle product in (17) is homomorphically
equivalent to the symmetric algebra equipped with the ordinary product.This is not very
clearly stated in [1] and we aim to fill this gap. We prove this property and use it as a model
to extend it to the case of the square product. Let us define the mapping φ with domain
and codomain equal to the symmetric tensor algebra TS(V ) first on elementary symmetric
tensors as
(i) φ(1) = 1
(ii) φ(xn) = x ◦ · · · ◦ x where x ∈ U
and then extend it over the symmetric algebra by linearity.
Lemma 4.1. For u, v ∈ TS(V ), the above mapping φ is a homomorphism as the property
φ(uv) = φ(u) ◦ φ(v)
holds. Moreover, the homomorphism is injective and surjective.
Proof. The mapping is clearly linear. We shall prove the homomorphic property for ele-
mentary homogeneous tensors. For this we use the polarization formula to prove that for n
vectors x1, x2, . . . , xn of U we have
φ(x1x2 · · ·xn) = x1 ◦ x2 ◦ · · · ◦ xn .
Since both RHS and LHS are symmetric multilinear functions of the vectors, by the polar-
ization formula (3) it is enough to prove that given a linear functional Ω on the symmetric
tensor algebra,
Ω(φ(xn)) = Ω(x ◦ x ◦ · · · ◦ x) .
But, this is true by the very definition of the homomorphism. For this reason
Ω(φ(x1x2 · · ·xn)) = Ω(x1 ◦ x2 ◦ · · · ◦ xn) ,
and since Ω is arbitrary the above identity is valid. Observe now that
φ(x1x2 · · ·xny1y2 · · · ym) = x1 ◦ x2 ◦ · · · ◦ xn ◦ y1 ◦ y2 ◦ · · · ◦ ym
= φ(x1x2 · · ·xn) ◦ φ(y1y2 · · · ym)
and by linearity
φ(uv) = φ(u) ◦ φ(v) for every u ∈
t⊙
U and every v ∈
s⊙
U.
By linear extension we have shown that φ is homomorphic. We prove now that φ is injective.
For this suppose that there exists an element u of the symmetric algebra with
φ(u) = 0 .
First observe that
φ(xt) = xt + lower grade terms .
By linearity for an element u ∈
⊙t
U we have
φ(u) = u+ lower grade terms .
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For a general element u ∈ TS(U) lying in the kernel of φ, we have by the natural grading
u =
m∑
k=0
uk with uk ∈
k⊙
U.
Obviously uk 6= 0. By the homomorphic property
φ(u) =
m∑
k=0
φ(uk) = um + lower grade terms = 0
and we conclude that uk = 0 which is a contradiction. This proves the injectivity. It
remains to show that φ is surjective. It is enough to prove the theorem for the elementary
homogeneous elements . We already know that
x ◦ · · · ◦ x = xt + lower grade terms ⇐⇒ xt = x ◦ · · · ◦ x+ lower grade terms .
By iterating this procedure for the low order terms we arrive at the result that
xt =
t∑
k=0
akx
◦k = φ(
t∑
k=0
akx
k) .
This ends the proof of the theorem. 
Now we have a model to prove the same property for the square product. Namely, the
fact that the tensor algebra with this square product is homomorphically equivalent to the
tensor algebra with the ordinary product. Let us define the mapping φ with domain and
codomain equal to the tensor algebra T (V ) first on elementary tensors as
(i) φ(1) = 1
(ii) φ(x1 ⊗ · · · ⊗ xn) = x1 · · ·xn ,
and then over the whole tensor algebra by linearity.
Lemma 4.2. For u, v ∈ T (V ), the above mapping φ is a homomorphism as the property
φ(uv) = φ(u)φ(v)
holds. Moreover, the homomorphism is injective and surjective.
The proof is analogous to the one for the circle product.
5. The circle product for the anti-symmetric algebra
In this section we aim to carry out the rest of the construction we mentioned in the
introduction. We aim to prove that if we define
u ◦ v = ASymm(uv) where u, v ∈ TA(U)
then we can create yet another product on the antisymmetric algebra. As a first step we
observe that
x ◦ y = (x|y) + x ∧ y where x, y ∈ V
and
x ∧ y ◦ z ∧ w = (x|z)y ∧ w + (x|w)y ∧ z + (y|z)x ∧ w + (y|w)x ∧ z + x ∧ y ∧ z ∧ w .
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Obviously the new product is neither commutative , nor antisymmetric. One also observes
that the pairings operate on terms of grade 0 or 1 because of anti-symmetry. We prove that
the new circle product is associative.
Lemma 5.1. For elements u, v, w ∈ TA(U) we have the following relation
(u ◦ v) ◦ w = u ◦ (v ◦ w) .
Proof. It is enough to prove the theorem for elementary antisymmetric tensors. By the
properties of the antisymmetric algebra outlined in theorem 2.3, it is not difficult to see that
(u ◦ v) ◦ w =
∑
(u),(v),(w)
(u(1)|v(1))(u(2,1) ∧ v(2,1)|w(1))u(2,2) ∧ v(2,2) ∧ w(2) ,
while
u ◦ (v ◦ w) =
∑
(u),(v),(w)
(v(1)|w(1))(u(1)|v(2,1) ∧ w(2,1))u(2) ∧ v(2,2) ∧ w(2,2) .
Since the pairing is symmetric the terms inside it antisymmetric, they must be of grade at
most 1 otherwise the pairing is 0. For this reason the anti-symmetrization restricted in these
cases is self-adjoint because the pairing degenerates to the ordinary duality. Then we have
by the co-commutativity
(u ◦ v) ◦ w =
∑
(u),(v),(w)
(u(1)|v(1))(u(2,1) ⊗ v(2,1)|w(1))u(2,2) ∧ v(2,2) ∧ w(2)
and
u ◦ (v ◦ w) = u ◦ (v ◦ w) =
∑
(u),(v),(w)
(v(1)|w(1))(u(1)|v(2,1) ⊗ w(2,1))u(2) ∧ v(2,2) ∧ w(2,2) .
By the definition of the square product (13) and co-associativity,
(u ◦ v) ◦ w =
∑
(u),(v),(w)
(u(1)v(1)|w(1))u(2) ∧ v(2) ∧ w(2)
while
u ◦ (v ◦ w) =
∑
(u),(v),(w)
(u(1)|v(1)w(1))u(2) ∧ v(2) ∧ w(2) .
The lemma follows from (14), the permutation of the square product inside the Laplace
pairing. 
It is a matter of very simple steps to prove that the new circle product is in fact an algebra
product. We record in the next theorem the analogous properties of the circle product for
the anti-symmetric algebra. Let us define the mapping φ with domain and codomain equal
to the antisymmetric tensor algebra TA(V ) first on elementary tensors as
(i) φ(1) = 1
(ii) φ(x1 ∧ · · · ∧ xn) = x1 ◦ · · · ◦ xn ,
and then we extend it over the antisymmetric algebra by linearity.
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Theorem 5.2. Let U be a vector space in self-duality via the bi-linear form 〈·, ·〉. The
anti-symmetric tensor algebra TA(U) equipped with the circle product is a unital associative
algebra. For u, v ∈ TA(U), the above mapping φ is a homomorphism as the property
φ(u ∧ v) = φ(u) ◦ φ(v)
holds. Moreover, the homomorphism is injective and surjective.
The proof is analogous to the one for the circle product on symmetric tensors. The reader
can see that this circle product is indeed the product presented in [9].
6. Conclusion
In this paper we have proved that the circle product on the symmetric tensor algebra,
introduced in [1], can be derived as a restriction of a more general product on the tensor
algebra. This general product shares many commonalities like the circle product. It is
defined via a more general Laplace pairing. For symmetric tensors this Laplace pairing
makes the circle multiplication by a symmetric tensor self-adjoint. For general tensors the
adjoint map of left square multiplication is the left square multiplication in the opposite
algebra. Finally, we have proved the important fact that the new algebraic structures are
homomorphically equivalent with the traditional structures. As a by-product we have shown
that the symmetric tensor algebra arises naturally via algebraic considerations, namely via
the Laplace pairing properties. We have also extended our results to the anti-symmetric
algebra to re-derive the product defined by Rota and Stein [9]. This step gives us a unified
picture of the circle products defined in the literature as specializations of a general structure.
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