!titE WORK REPORTED ON hi.KEIN was performed in support of the U.S. Dk-partment of Energy (DOE) Stirling Engine Highway Vehicle System Program for which the Lewis Research Center (LeRC), through an Interagency agreement with DOE, has project management responsibility under the programmatic direction of the DUE Division of Transportation Energy Conservation.
one objective of this program is to make validated Stirling engine performance and design optimization computer codes available to all who wish to do rer_,earch and development work on Stirling engines. Although private industry has been given contractual responsibility for the code development, NASA Lewis has been developing a performance code and attempting to validate it against experimental data. This approach makes it possible for us to contribute directly toward the development of validated codes and to manage the contractual code development more intelligently.
One version of the code which models the engine of a rhombic-drive ground power unit (GPh) has already been reported in reference (1) .'` 'This paper updates that model and compares its predictions with recent GPU test results.
This test GPU was designed and buiit for the Army by General Motors. 1'1 ► e unit was designed to produce 3 kW of electric power.
GENERAL DESCRIPTION OF MODEL
The GPU engine, for which this model predicts performance, is shown schematically in Fig. 1 . The engine incorporates eight regenerator/cooler units. The model assumes that identical flow conditions exist in each of these eight parallel flow paths. The model represents the working space by a series of subdivisions called control volumes; this type of model is soiaetimes called a nodal model.
The engine working space is represented by 13 control volumes, as shown in Fig. 2 ; the adjacent ;petal walls are represented by 13 corresponding control volumes. The metal temperatures, ext: .ept for those in the regenerator, are assumed to be constant. This is a reasonable assumption for any given run since the heater and cooler metal temperatures '`Numbers in parentheses designate References at end of paper.
are essentially boundary temperatures that are controlled by the combustor and the cooling water flow, respectively; these temperatures vary little over a cycle because the metal heat capacity is much greater than that of the gas. The appropriate fixed cooler ivetal temperatures are determined from cooling water inlet temperature, flow rate and the calculated heat rejection per cycle (this requires several iterations since heat rejection is a function of the cooler tube temperature); compression space metal temperature was assumed equal to the cooler metal temperatures.
The model calculates indicated poorer and efficiency for a given engine speed, mean pressure, heater and expansion space metal temperatures, and cooler water inlet temperaturc and flow rate. 'The indicated efficiency is based on heat into the gas plus conduction losses. The model also simulates temperature, pressure, and flow variations over the cycle at various stations in the working space.
The present model incorporates engine mechanical losses, as calculated from heat balances measured during the recent LeRC GPU tests.
'The thermodynamic equations and assumptions used in developing the model were reported in reference• 1. The modifications which have been made to the model since publication of reference 1 are discussed in the appendix to this paper.
The calculation procedure used in the model is outlined in Fig. 3 • Each set of calculations, indicated in Fig. 3 within the inner loop (except for pressure-drop, conduction, and shuttle losses), is made at each integration time Step during each cycle. It is necessary to make the pressure drop calculations only over the last cycle since, as explained in reference 1, the pressure drop calculations are decoupled from the heat and mass transfer calculations. Conduction and shuttle losses are calculated just once during the last cycle.( (Shuttle heat transfer occurs by heating of the displacer at the hot end of the stroke and cooling at the cold end of the stroke (2) .) The regenerator metal temperature convergence scheme (1) was turned on after the 5th cycle, and off after the 25th cycle. During this time, the regenerator metal temperatures were corrected after each cycle and the cooler tube temperatures were corrected after every 4th cycle. With the temperatures converged, the calculations proceed through rive more , cycles to allow further settling; out and the run is terminated with the completion of the 30th cycle.
The e: mpuLer program is in FOR-TRAN V and, in card format, is about 1300 cards long (including plotting subroutines). Current computing; time is about :5.75 minutes for 30 cycles on a UNIVAC 1100, or 0.125 minute per cycle. This is based on 1000 iterations pQr cycle (which implies a time increment of 2x10 -5 sec when the engine, frequency is 50 liz) .
The computing time can be decreased by decreasing the number of iterations per cycle; the corresponding; effect on predicted indicated power and efficiency is shown in Figs. 4 and 5 for one series of runs of an earlier version of the model. These figures show that some error was introduced by reducing from 1000 to 500 iterations per cycle and that the error became more significant if only 200 iterations per cycle were used.
COMI)ARISON WITH OTHER MODELS
The model described hCrein is less general than the model_; of Urieli (3,4), Shock (5), and Fineg;old and Vanderbrug: (6) in that it neglects the effects of gas inertia (and pressure-wave dynamics) and gas kinetic energy. By neglecting these effects it is possible to use an integration technique Which allows a trade-off between computing; time and accuracy of solution without concern for numoric.al instability and which results in a savings of computer time.
Urieli has used his model to predict the performance of one prototype engine for which the above mentioned effects appear to be very significant at 50 Hz operating; speed (7) . However, these effects were assumed to be negligible in the GPU (maximum Mach numbers were calculated to be about 0.05 for hydrogen and 0.075 for helium at design spedd and pressure level (50 Hz, 6.90 10 6 N/m2 or 3000 rpm, 1000 psi)).
The LeRC model differs from the Rios (S) and the Martini (2, 9) models in that in more closely represents the "distributed parameter" nature of the working; space by dividing each heat exchanger into several control volumes and making; the heat exchanger inefficiencies an integral part of the cycle calculations.
The Lewis model is thus more general but less efficient, in terms of computing time, than the models oL Rios and Martini.
Neither the Le RC or any one of the more general models (i.e., those of Urieii, Shock, and Finegold and Vanderbrug) would be suitable for a design optimization program because of excessive• computing time. One run of a Stirling engine design optimization program may require the prediction of engine performance at several thousand different configurations and/or operating conditions. Of the models mentioned here only the Martini or Rios models appear to be sufficiently efficient in terms of computing time to serve as the basis for an optimization code.
ENGINE DESCRIPTION AND BACKGROUND
The GPU-3 (Greind Power Unit) was obtained from the U.S. Army Mobility Equipment Research and Development Center (:ERDC) at Fort Belvoir, Virginia. It was designed and built by the General Motors Research Laboratories in 1965 for the U.S. Army. The progress reports on the development of the engine and its components by Ceneral Motors as well as other useful information concerning the CPU are given in reference 10.
The GPU-3 engine is a single-cylinder displaces-type engine with rhombic drive and sliding rod seals. It is capable of producing a maximum engine output of approximately 7.5 kW_(10 hp) with hydrogen working fluid at 6.9x10 b N/m' (1000 psi) mean compression-space pressure. The piston swept volume is 120 cc (7.3 1n3).
The engine obtained from Fort Belvoir was initially torn down and restored to operating condition. It was then tested as part of the original GPU-3 package with only those changes made that were necessary to make the unit operable. Those results and a description of the engine hardware are given in reference 11.
To obtain the data necessary for comparison to the computer simulation, the engine was modified as follows:
(1) The engine-driven accessories from the original GPU-3 package were removed with the exception of the lubrication oil system.
(2) Air, water, fuel, and working fluid were provided from the facility support systems.
(3) Instrumentation was added to obtain an energy balance, engine temperature profiles, working space gas temperatures, dynamic pressures, and to measure indicated work.
The original GPU-3 alternator and a separate resistance load bank were used to absorb the engine output power. The alternator was calibrated to define its efficiency at various speeds and output voltages. Since the GPU-3 package was designed for a 3-kW output, the alternator was not capable of absorbing the maximum output power of the engine.
Engine dimensions and parameters needed in the simulation were determined and are given in " Table 1 . A breakdown of the engine dead volume as calculated from hardware measurements is given in Table 2 together with the measured value of minimum working; space volume (obtained by a gas displacement method). The calculated value of minimum working space volume is seen to be within 2 percent of thv measured value.
The GPU-engine is shown schematically in Fig. 1 . A more accurate schematic of the top portion of the engine (which shows the dimensions needed for heat conduction calculations) is shown in Fig. b . The geometric relations between piston positions and crankshaft angle are shown schematically in Fib;. 7. Equations for calculating compression-, expansion-, and buffer-space volumes are given in reference 1.
PREDICTION PROCEDURE -The following procedure was used in setting the model up to make comparisons with the experimental data;
Heater tube and expansion space metal temperatures were set to average values of the corresponding measured metal temperatures. Measured temperature profiles in the cylinder, regenerator, and insulation container (which encloses the insulation packed around the regenerators) were input to the model for use in conduction calculations. Measured water temperature into the cooler and water flow rate were used together with the calculated beat out to estimate the average cooler tube temperature (this required several iterations).
The reference heat transfer and pressure drop co relations identified in the appendix were used. However, the regenerator friction factor was adjusted to give best agreement between predicted and experimental indicated powers. (This will be discussed further in the next section.)
The experimentally determined mechanical losses, discussed in the appendix, were used to determine: predicted brake power from predicted indicated power.
With the above procedure it was found th.it the time averagvcl predicted gas temperature:; were linter in the heater and higher in the cooler than the corresponding measured gas temperatures. Good agreement between predicted and experimental average gas tzmperatures could he obtained by increasing the model heat transfer coefficients in the heater and cooler. But increasing these coefficients made tile the agreement between predicted and experimental engine power and efficienc y _ worse. rherefore, for these runs, we did not attempt to bring the predicted and experimental gas temperatures into close agreement.
An optional procedure, which has been considered but not yet tried, would be to assume that the measured heater gas temperature is correct and to set the model heater metal temperatures to the values required to match the measured gas temperature. At this time it is not clear which of the two sets of temperature measurements (metal or gas) is the more correct.
COMPARISON OF MODEL PERFORMANCE PREDICTION WITH EXPERIMENTAL DATA
Baseline tests were run to map the engine performance over a range of heater gas temperatures from 595 0 to 705 0 C (1100 0 to 1300 0 F), mean compression-spade pressures of 1.4 to 6.9x10 6 N/m (200 to 1000 psi), and engine speeds from 1000 to 3500 rpm with both hydrogen and helium as the working fluids. These experimental results are reported in reference 12.
Comparison of experimental and predicted indicated powers suggested that the engine pressure drop was underestimated when the reference set of friction factors and end effects were used in the model. (The end effects calculations are described in ref. 1.) Since the regenerator accounts for most of the calculated frictional pressure drop, the regenerator friction factor was adjusted to get better agreement between predictions and data. For runs made with hydrogen working gas the plot of indicated power shown in Fig. 8 suggests that predicted indicated power agrees best with the test data if four times the reference regenerator friction factor is used; this factor of 4 produced the best overall agreement for all test points made with hydrogen working; gas.
The reference regenerator and cooler friction factors are based on steady-flow air tests that were made on the newly manufactured regenerator-cooler units prior to the engine tests. Examination of the regenerator-cooler units after the engine tests revealed they had been contaminated with oil. Steady flow air tests of the oil contaminated components (i.e., tests on (1) the complete heater headregenerator-cooler flow system and (2) three individual regenerator-cooler units) were completed after the computer predictions discussed in this paper were completed. Preliminary analysis of these results indicate that the three contaminated regenerate.-cooler components have about one-third greater pressure drop than when clean and also the spread in pressure drop from one unit to another has increased. Also the flow tests on the complete heater head, regenerator, cooler flow system sugge.-st that the pressure drop due to end effects appears almobt as large as the regenerator frictional pressure drop. It thus appears that loss due to end effects is being underestimated in the computer model. Further analysis using these airflow results will be required before the appropriate modifications can be made to the computer model.
Other possible explanations for additional pressure drop are:
(1) Increased pressure drop due to methane (which can be produced by thermal cracking of the oil contaminant). In reference 13 (p. 9) it is stated that in thk General Motor tests "the effect (of methane production) was much more significant than had ever been noted by plugging of the heat exchangers by solid residue." In future tests it is planned to periodically analyze samples of the working gas to evaluate the effect of such impurities.
(2) Error due to use of steady flow friction factor correlations to predict pressure drop for periodically reversing flow.
(3) Errors in pressure drop prediction due to the neglect of gas inertia and gas kinetic energy. (These effects are probably not significant in the GPU at the low Mach numbers encountered (< 0.1) when hydrogen and helium are used at speeds at or below 3500 rpm.)
Another possibility is that we may be underestimating the true mechanical loss; such an error would make the apparent pressure drop loss appear larger (bee the discussion of mechanical loss in the appendix).
PerformanLC predictions are compared with the experimental results for hydrogen working gas in Figs. 9 to 12; four times the reference regenerator friction factor was used in the model to make all predictions shown in these figures. Brake power is shown as a function of engine speed for severalpressure levels in Fig;. 9 . ne, 4.14x10 6 N/m (600 psi) pressure was the highest experimental pressure that could be achieved without overloading the alternator; the alternator limitation also prevented completion of the experimental curve at this higi.est pressure level (see Fig. 9 ). Agreement is within 6 percent of the experimental values at the 2.76x10 6 N/m2 (400 psi) and 4 , 14x10' N /m l (600 psi) pressures. At the 1.38x10 6 N/m 2 (200 psi) mean pressure level although the absolute error in predicted power is no greater thin 0.22 kW (0.3 hp) the percentage error is as high as 44 percent due to the low power level.
Predicted and experimental brake efficiencies are compared in Fig. 10 for the same hydrogen runs. Brake efficiency is defined as follows:
Brake efficiency brake power rate of heat input to engine Two sets of experimental brake efficiencies are shown for each pressure level. Results of two methods of determining the experimental heat input rate, used in determining these two sets of experimental brake efficiencies, are compared with the predicted heat input rate in Fig. 11 . One set of values was determined by a hot end energy balance as follows:
Heat input rateI hot end energy balance = heat produced by fuel -[sum of heat loss rates via exhaust gas, fuel nozzle cooling water, conduction, and radiation]
This set of hest input valuer was the higher and therefore gave the lower experimental efficiencies. Complete combustion of the fuel was assumed. the lower heat input valuer in The effect of different heater gas temperatures on the comparison of predicted and experimental brake powers Is shown in Fib. 12 for hydrogen working gas at 2.76x10 6 N/m (400 psi). The comparison suggests that the 9 m..^, i acc., i .kk-ly predicted the effects of changes in heater gas temperature on brake Power. Correlation of predicted and experimental values of brake efficienc9r and heat input for 649 0 C (1200 0 F) and 593 C (1100° F) were not significantly different than for the 704° C (1300 0 F) heater gas temperature.
For helium working gas, comparisons of predicted and experimental Indicated power such as that shown in Fig. 13 show that bast agreement with the test data results when about 2.6 times the reference generator friction factor is used. Although the comparison is shown for 2.16x106 N/cn2 (400 psi) mean pressure and 704 0 C (1300 0 F) heater gas temperature, the choice of the factor of 2.6 was based on such comparisons over the mean pressure range from 2.76x1O h N/m2 (400 psi) to 6 .90x10 6 N/m2 (1000 psi) at 649 0 C (1200 0 F) heater gas temperature.
Theoretically the same friction factor -Reynolds number correlations and end effects calculations should apply to both hydrogen and helium. The fact that different "correction factors" for regenerator :riction factor were required to get best Agreement with the data m3y be due in part to the following:
(1) 'The hydrogen tests were made after the helium tests; thus the larger friction factor required to fit the hydrogen data may be due in part to additional solid residue from oil that was deposited after completion of the helium tests.
(2) Also any methane produced by breakdown of the oil would cause a larger percentage error in the pressure drop calculation for the hydrogen than for the helium runs (since methane is closer in density to helium than to hydrogen).
(3) It is shown in the appendix that the experimentally determined mechanical losses were higher for helium than for hydrogen. This result is supported by results discussed briefly in reference 10 (Sec. 1.206, p. 4). If, however, the results shown in the appendix overestimate the difference between helium and hydrogen mechanical losses, an effect would be to cause an apparent difference between friction factors for hydrogen and helium such as that already noted.
Performance comparisons for helium working gas are shown in Figs. 14 to 18; 2.6 times the reference regenerator friction factor was used in the model to make all predictions shown in these figures. In the brake power plot of Fig. 14 ( for b49 0 C (1200 0 F) heater temperature) the predicted power ranges from 2 to 15 percent above the experimental power for all points except the one of lowest power.
The corresponding brake efficiencies are compared in Fig. 15 .
In Fig. 15 (a) the predicted effiriencies range from 3 to 17 percent above the u7n,r experimental values at all points except the point of lowest efficiency.
In Fig. 15(b) for 5.5200 6 N/m2 (800 psi) the predicted values lie above the " pper experimental values by from 10 to 15 percent over the range tested.
In Fig. 15 (c) for 6.90x10 6 NO' (1000 psi) the predicted values exceed the upper experimental values by about 12 percent over the range tested.
The corresponding values of heat in are compared in Fig. 16 . At 6.9000 6 N/m2 (1000 psl) and 5.52006 N/m2 (800 psi) the predicted values lie within the ran a of experimental values. For 4.1010 6 N/mv (600 psi) and 2.7010 6 N/m2 (400 psi) the predicted heat in is slightly low at the higher engine speeds but still within 4 percent of the lower :xperimental values. Thus errors in predicted brake efficiency for this set of helium runs are primarily due to overprediction of power.
Predicted and experimental brake powers :or 704 0 C (1300 0 F) nominal heater gas temperature are compared to fag. 17. The shapes of the predicted curves are in good agreement with the data; however, the --,nitudes are more optimistic than for those runs made at 649 0 C (1200 0 F) nominal heater gas temperature. At 5.5200 6 NQ (800 psi) the predicted values are within 10 percent of the experimental values. However at 4.14006 N/m2 (600 psi) and 2.7600 6 N/m2 (400 psi) the predicted values range from 19 to 28 percent and from 7 to 34 percent, respectively, above the experimental values. Correlation between predicted and experimental power at 4.14x10 6 N/m2 (600 psi) is notably worse than for the corresponding 649 0 C (1200 0 F) case shown in Fig. 14 Comparisons of predicted and experimental indicated powers implied that the reference pressure drop calculations were underestimating actual engine pressure drop. This result seemed consistent with (1) the presence of oil contamination in the regenerator-cooler units after engine testing, (2) preliminary analysis of flow tests on the Entire flow system and on several of tht • oil contaminated regeneratorcooler units, and (3) the possible presence of methane in the working; r, as due to thermal cracking of oil.
Another possibility is that the Le RC mechanical loss data may underestimate the true mechanical loss; such an -rror would make the apparent pressure drop loss, as implied by exp ,^imental indicated power, appear larger.
The procedure used in this comparison was to adjust the regenerator friction factor to give best agreement between predicted and indicated powers. For hydrogen working gas a factor of 4 times the reference regenerator friction gave best results and for helium a factor of about 2.6 was best. This apparent dif.f ,^-.renee in friction factors for hydrogen aria helium, although theoretically unreasonable, would be consistent with (1) progressive accumulation of solid residue from oil contamination (the hydrogen tests were done after the helium tests) and (2) possible presence of methane (which would affect the hydrogen results more than the helium. Any overestimate of the true difference between helium and hydrogen mechanical losses would also tend to produce an apparent difference in helium and hydrogen friction factors such as that noted above.
Results of the comparisons between predicted and experimental brake power and efficiency are summarized in 'fable 3; the predictions were made using the adjustments in regenerator friction factor discussed above. 'fable 3 shows that for hydrogen working gas the predicted values of brake power ranged from 0 to 6 percent above the experimental values at the two higher pressure levels. For the correspondin. predicted :rake effi-ciencies the error range was higher (from 6 to 16 percent above the upper set of experimental brake efficiencies). In general the highest percentage errors occurred at the low power and efficiency points. For helium with 649 0 C (1200 0 F) heater gas temperature the predicted brake power was 2 to 15 percent grerter than the experimental (except for one point) over a wider pressure range than could be covered with hydrogen working; gas; the percent error range for the corresponding predicted brake efficiencies was about the same as for brake power. The correlation between predicted and experimental brake powers is seen, in Table 3 , to be worse for helium at 704 0 C (1300' ) F) heater gas temperature than at 049 0 C (1200 0 F).
Due to uncertainties in the various true losses -pressure drop, mechanical loss, leakage, heat exchanger inefficiencies, etc. -it is possible to obtain good performance predictions for a given set of engine tests with a combination of incorrect loss predictions. Thus individual losses are better determined by special tests and/or instrumentation rather than implied by overall results. Therefore attempts must be made to obtain better definition of the various losses. The recent flow tests on the oil. contaminated components imply that pressure drop loss due to end effects and oil contamination has not been properly accounted for in the model.. Periodic samples of the working gas must be made to determine if significant amounts of methane or other contaminants are present. Motoring; tests of the engine will be made and an attempt will be made to improve the direct measurement of indicated power to develop more confidence in the mechanical loss definition. It may be possible to improve the leakage lost: estimate by use of techniques discussed in reference 10 (Sec. 5).
It should be noted that only one of the test points discussed in this paper was taken at the design operating pressure of 6.90106 N/m2 (1000 psi). It may be unreasonable to expect great accuracy at Pressures as low as 
TURE -When the Model was reported in refer-
ence I it was assumed that the water side heat transfer coefficient in the cooler was so large compared to the gas side coefficient that the cooler tube temperature was essentially at the average water temperature. Information given in reference 10 suggests that the above assumption was a poor one. Consequently, cooler tube temperature is now calculated as follows:
'rite heat transfer correlation used on the water side is hwD = 0.35 N 0.55 N0.33
(1) k Re PR (from (15) Since the value of Qout is changing from cycle to cycle during the convergence procedure it is necessary to repeat this calculation several times. The correction is made after every 4th cycle during the sequence of cycles when the regenerator metal temperatures are being corrected after each complete cycle.
The portion of the heat rejection due to pressure loss was neglected in determining the temperature difference between the cooler wall and the cooling water. This caused an overprediction of power estimated to be no more than 2 to .3 percent (with the largest errors occurring with helium working gas at the highest engine speed).
2. LEAKAGE LOSS -The simplified equations incorporated in the model for calculating leakage throughout the cycle, described in reference 1, were not used for this set of runs. These equations always give the same mean pressure for working and buffer spaces. The test data showed that this assumption is not a good one.
Instead an estimate of the power loss due to leakage between working and buffer spaces w•ia made based on information given in reference 10 (Sic. 6.006). Accordin to this information the power loss due to leakage is about 0.45 kW (O.t) hp) for hydrogen working gas at the design mean pressure of 6.90x10 N/m 2 (1000 psi.). An equation derived in this ruferonce for power loss due to leakage between working and buffer spaces implies thit this ;p ower loss is proportional to the square of the mean pressure level and is independent of engine speed. The equation also indicates that this leakage power loss is inversely proportional to the square root of the molecular weight. Using these relationships and assuming that the 0.45 kW (0.6 lip) leakage loss for hydrogen is due only to leakage between working and buffer spaces ; the leakage losses in 'fable 4 were generated and used in the model. 3. MECHANICAL LOSS -Mechanical loss curves for hydrogen and helium are shown in Fibs. 19 and 20. At the 4.14x10 6 N/m 2 (600 psi), 58.33 Hz (3500 rpm) point the mechanical loss with helium working gas is about 19 percent greater than with hydrogen. At 2.76x106 N/m2 (400 psi) mean pressure pressure the mechanical loss with helium is higher than with hydrogen by from 9 percent at 10.67 Hz (1000 rpm) to 26 percent at 58.33 Hz (3500 rpm). At 1.38x10 6 N/m2 (200 psi) the mechanical loss with helium ranges from 7 to 42 percent higher than with hydrogen over the speed range tested.
These mechanical loss curves were determined from experimental heat balances taken during the recent LeRC GPU tests. It was assumed that the sum of the heat to the buffer space cooling water and to the oil equaled the mechanical loss. According to reference 10 (Sec. 6.006) General Motors concluded that this heat balance approach to estimating mechanical loss was probably more accurate than use of motoring, loss data.
The mechanical loss for hydrogen at 2.76x10 6 N/m 2 (400 psi), from Fig. 19 , can be compared to General Motors motoring loss data (10) (Sec. 6.006, p. .36); at 3000 rpm the motoring loss data, which includes leakage, implies a loss about 0.37 kW (0.5 hp) greater than the mechanical loss data of Fig. 19 . Table 4 shows a leakage loss of 0.07 kW (0.10 hp) for hydrogen at 2.76x106 N/m2 (400 psi) .
The implication of the above is that the LeRC mechanical loss data indicates about 0.3 kW (0.4 hp) less mechanical loss (at 3000 rpm and 2.76x10 6 N/m 2 (400 psi)) than the General Motors motoring loss data. The difference between the mechanical losses predicted by the two sets of data decreases linearly with speed until they agree at approximately 1600 rpm.
The relative difference between the helium and }iydrogen mechanical losses (Figs. 19 and 20) agrees well with information given in reference 10 (Sec. 1.206, p. 4) for 3000 rpm and 4.83x10 6 N/m2 (700 psi). 
HEAT TRANSFER CO1RELATIONS -Steady
V 7 A Y Y Q Y ti 'D ti y Y Y • ,• ^^ J^p C b •4. O • Y N /^1i Y 4 Y M Y F O U i O C V M 4 ] M V^ M , M, Y O ^ , N V v M y • V V O M Y L Y ^y y m ^ Y .V. Y , O pp F Y• O O Y Y y Y Y 4 J tt , y , L Y L Y V V N V 4 U Y d Y A p Y 4^ L O L O C 330 u M V a ^ • . 4îp^ C V •^^ C •+ _ C> 7 J ^ y,• ... 1a71 Y F n r ^ rMJ Y b y^J M b 00 C 1{Ŷ Y JI ŵ Y7 Ma [ w C p v U• F 4 ..^^ y •+ 4 C ! • O w C M , 1 L L CC b O Y C^ Y M^. ^ Y r7i C + 7 6 Q a Y Y C 4• > C L Y 0 o d y C Y44 Y Y Y O w M Y a Y o :1 O N /' -• .. r• • V 1. b > Y E
