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It is well known that perception is mediated by the five sensory modalities (sight, hearing, 
touch, smell and taste), which allows us to explore the world and build a coherent spatio-
temporal representation of the surrounding environment. Typically, our brain collects and 
integrates coherent information from all the senses to build a reliable spatial representation of 
the world. In this sense, perception emerges from the individual activity of distinct sensory 
modalities, operating as separate modules, but rather from multisensory integration processes. 
The interaction occurs whenever inputs from the senses are coherent in time and space (Eimer, 
2004). Therefore, spatial perception emerges from the contribution of unisensory and 
multisensory information, with a predominant role of visual information for space processing 
during the first years of life. Despite a growing body of research indicates that visual experience 
is essential to develop spatial abilities, to date very little is known about the mechanisms 
underpinning spatial development when the visual input is impoverished (low vision) or 
missing (blindness).  
The thesis's main aim is to increase knowledge about the impact of visual deprivation on spatial 
development and consolidation and to evaluate the effects of novel technological systems to 
quantitatively improve perceptual and cognitive spatial abilities in case of visual impairments. 
Chapter 1 summarizes the main research findings related to the role of vision and multisensory 
experience on spatial development. Overall, such findings indicate that visual experience 
facilitates the acquisition of allocentric spatial capabilities, namely perceiving space according 
to a perspective different from our body. Therefore, it might be stated that the sense of sight 
allows a more comprehensive representation of spatial information since it is based on 
environmental landmarks that are independent of body perspective. Chapter 2 presents original 
studies carried out by me as a Ph.D. student to investigate the developmental mechanisms 
underpinning spatial development and compare the spatial performance of individuals with 
affected and typical visual experience, respectively visually impaired and sighted. Overall, 
these studies suggest that vision facilitates the spatial representation of the environment by 
conveying the most reliable spatial reference, i.e., allocentric coordinates. However, when 
visual feedback is permanently or temporarily absent, as in the case of congenital blindness or 
blindfolded individuals, respectively, compensatory mechanisms might support the refinement 
of haptic and auditory spatial coding abilities. The studies presented in this chapter will validate 
novel experimental paradigms to assess the role of haptic and auditory experience on spatial 
representation based on external (i.e., allocentric) frames of reference. Chapter 3 describes the 
validation process of new technological systems based on unisensory and multisensory 
stimulation, designed to rehabilitate spatial capabilities in case of visual impairment. Overall, 
the technological validation of new devices will provide the opportunity to develop an 
interactive platform to rehabilitate spatial impairments following visual deprivation. Finally, 
Chapter 4 summarizes the findings reported in the previous Chapters, focusing the attention on 
the consequences of visual impairment on the developmental of unisensory and multisensory 
spatial experience in visually impaired children and adults compared to sighted peers. It also 
wants to highlight the potential role of novel experimental tools to validate the use to assess 
spatial competencies in response to unisensory and multisensory events and train residual 
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Chapter 1  
Introduction 
 
The ability to integrate sensory information is fundamental to understand the basic 
mechanisms of human perception (Alais and Burr, 2004; Ernst and Banks, 2002; Gori et al., 
2013, 2012b, 2011; Squeri et al., 2012; Stein, 2012; Barry E. Stein and Meredith, 1993; 
Tomassini et al., 2011; Trommershauser et al., 2011), and it is based on cross-modal 
convergence processes (Soto-Faraco et al., 2019) that are not attributable to merely statistical 
redundancy, i.e. a simple combination of unisensory responses (Colonius and Diederich, 2004; 
Laurienti et al., 2004; Maddox et al., 2015; Molholm et al., 2002; Murray et al., 2005).   
Spatial perception is typically acquired thanks to the reciprocal interaction among visual, 
auditory, and haptic feedback related to our body and external objects in the environment 
(Barry E. Stein and Meredith, 1993). Therefore it is considered a multisensory process by 
nature. Nonetheless, since our perception tends to be dominated by the sensory modality that 
provides the most accurate and reliable information about the world, spatial perception is 
generally dominated by vision that provides the most accurate and reliable information about 
external objects' three-dimensional properties. Several studies confirm this view by showing 
the pivotal role of vision in guiding spatial judgments in other sensory modalities, such as 
hearing and touch (Cappagli et al., 2015; Thinus-Blanc and Gaunet, 1997; Vasilyeva and 
Lourenco, 2010; Vercillo et al., 2016). Vision presents some relevant advantages compared to 
other modalities. For instance, it allows the simultaneous perception of multiple and distal 
stimuli at a time (Foulke, 1982; Iachini et al., 2014; Merabet and Pascual-Leone, 2010; 
Pasqualotto and Proulx, 2012) and is more accurate in updating spatial information during 
navigation (Blasch and Welsh, 1980; Foulke, 1982; Loomis et al., 1993; Strelow, 1985).  
Conversely, touch is the best sense to convey spatial information related to the size and 
shape of objects, but it operates only within the body's scope. Therefore, it allows spatial 
encoding only in the peripersonal space (Brain, 1941; M. Gori, 2015; Hall, 1966; Previc, 1998;  
 
 
Rizzolatti et al., 1981). Finally, hearing can convey spatial information for near and far space 
both in active and passive conditions (Jacobson, 1998; Wanet and Veraart, 1985), but it is 
generally less accurate than vision (Kolarik et al., 2016). The main role of vision on spatial 
perception is to facilitate the assumption of a perspective based on externally visible landmarks 
(allocentric frame of reference) other than the perspective based on our body feedback 
(egocentric frame of reference) (Foley et al., 2015; Klatzky, 1998). Moreover, vision 
contributes to compensate our egocentric perspective in other senses, e.g. touch (Newell et al., 
2005; Newport et al., 2002; Postma et al., 2007; Spencer et al., 1989), confirming the 
hypothesis that our perception is calibrated on the sense that provides the more accurate and 
robust information on the external objects, namely the cross-sensory calibration theory (King, 
2009; King et al., 1988). Studies investigating the role of vision on spatial perception indicate 
that when vision is impaired, haptic and auditory spatial judgments are more biased towards an 
egocentric perspective, with increasing difficulties in shifting towards allocentric spatial 
coordinates (Cattaneo et al., 2008; Pasqualotto et al., 2013; Schmidt et al., 2013).  
As a consequence, visual loss may significantly affect spatial development and possibly 
impair the consolidation of spatial abilities across the lifespan (Bigelow, 1996; Cattaneo et al., 
2008; Koustriava and Papadopoulos, 2010; Ungar et al., 1995). Indeed, recent studies suggest 
that a congenital visual impairment significantly prevents visuo-motor experiences that 
typically guide spatial development (Gori et al., 2014; Vercillo et al., 2016). Moreover, 
profound and long-term visual deprivation can interfere with the consolidation of neural 
circuits underlying the construction of spatial representations (King, 2015; Lazzouni and 
Lepore, 2014). Nonetheless, despite the growing scientific interest in the role of visual 
experience on spatial competence, little is known about the developmental mechanisms 
underlying spatial development following a visual impairment or temporary deprivation. The 
following sections will provide an overview of scientific findings related to spatial competence 
in adults (Section 1.1) and in children (Section 1.2) with  visual disability. It will be also 
provided an overview of the technological aids to support spatial perception in visually 
impaired individuals (Section 2) will be provided. Finally, the present doctoral thesis's 
objectives will be discussed within the context of current research gaps in the scientific 
literature on the topic (Section 3).  
 
 
1. Introduction                                                                                                                         2 
 
 
1.1 The impact of visual experience on spatial perception 
As discussed above, compared to other sensory modalities, vision dominates spatial 
perception, as confirmed by paradigms creating conflicting sensory situations (Alais and Burr, 
2004; Anderson and Zahorik, 2011; Bertelson and Aschersleben, 2003; Botvinick and Cohen, 
1998; Flanagan and Beltzner, 2000; Zahorik, 2001). For instance, studies investigating visual-
auditory conflicts, such as the ventriloquist effect (Mateeff et al., 1985; Warren et al., 1981) 
demonstrate that spatial resolution is higher in the visual than in the auditory system (Voss, 
2016). Consequently, perceptual development, also comprising spatial development, can be 
altered when the visual experience is impoverished, as in the case of low vision, or missing, as 
in the case of blindness. Two opposing hypotheses tried to describe the effects of visual 
deprivation on perceptual development. While the sensory compensation hypothesis suggests 
that visual deprivation does not alter perceptual development in other sensory modalities, the 
perceptual deficit hypothesis argues that the lack of vision would cause a perceptual deficit in 
the intact modalities. Therefore, considering the dominant role of vision in spatial development, 
the first and second hypotheses would predict intact and altered spatial development in 
individuals with visual loss, respectively. More specifically, the sensory compensation 
hypothesis would lead to the conclusion that spatial development is not impaired in visually 
impaired individuals because intact sensory modalities refine their functional capabilities after 
sensory loss (Pavani and Bottari, 2011). The deficit might be compensated in specific auditory 
and proprioceptive tasks, e.g. azimuthal localization (Blauert, 2005; Bola et al., 2017; Lomber 
et al., 2010; Pascual-Leone and Hamilton, 2001; Salminen et al., 2012; Shiell et al., 2014) and 
relative distance discrimination (Dehaene, 2005; Ricciardi et al., 2014), or in haptic tasks, as 
size discrimination with a cane (Dehaene and Cohen, 2007), haptic object exploration and 
recognition (Hannagan et al., 2015), tactile recognition of 2D angles and gratings (Benetti et 
al., 2017) and immediate hand-pointing localization (MacSweeney and Cardin, 2015). The idea 
that residual senses compensate for the lack of vision has been further supported by cross-
modal plasticity mechanisms (Kolarik et al., 2014; Schenkman and Nilsson, 2010), 
demonstrating that auditory stimuli activate cortical areas responsible for visual stimuli 
processing (Collignon et al., 2006; Collignon and De Volder, 2009; Thaler et al., 2014). 
Conversely, the perceptual deficit hypothesis would lead to the conclusion that spatial  
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development is impaired in visually impaired individuals because intact sensory modalities 
cannot process spatial information in absence of the leading sense, namely vision. Such 
hypothesis has been confirmed by studies demonstrating that visually impaired individuals 
present spatial deficits for auditory localization in the vertical plane (Voss et al., 2015), auditory 
bisection (Gori et al., 2014), vertical localization (Lewald, 2002; Zwiers et al., 2001) and 
absolute distance discrimination (Andrew J Kolarik et al., 2013). Similar impairments have 
been shown in the tactile domain, such as haptic orientation discrimination (Postma et al., 
2008), visual spatial imagination (Noordzij et al., 2007), updating of spatial information 
(Pasqualotto and Newell, 2007) and rotation of object arrays (Ungar et al., 1995) tasks. 
Therefore, the perceptual deficit hypothesis would support the general idea that auditory and 
tactile representations of space are constantly and continuously refined by visual experience 
(King, 2009). Very recently, a third hypothesis has been proposed with the main aim to 
reconcile the contrasting findings related to the presence of enhancements or impairments 
following visual deprivation. The visual calibration hypothesis (Eimer, 2014; Gori et al., 
2012b, 2010; Gori, 2015) postulates that visual loss or impoverishment significantly affects 
spatial abilities in the other modalities (hearing and touch), mainly because during development 
vision calibrates other senses in processing spatial information. This hypothesis is based on the 
idea that our perception is calibrated by the sense that provides the more accurate and robust 
representation of events. Therefore, since vision is the best modality to process spatial 
information, vision would be the teaching modalities for spatial perception. Such hypothesis 
has been confirmed by several behavioral studies showing that the absence of vision from birth 
determines auditory and proprioceptive spatial impairments in the blind population (Amadeo 
et al., 2019; Cappagli et al., 2015; Cappagli and Gori, 2019, 2016; Gori et al., 2020a, 2017). 
Moreover, the idea that vision calibrates hearing for spatial perception has been further 
supported by neurophysiological studies demonstrating that visual experience influences the 
development of auditory spatial properties of neurons in the superior colliculus (King, 2009; 
King et al., 1988). 
In the following sections, I will deepen the maturation process of spatial coding skills when 
visual experience is prevented in adults (Section 1.1.1) and compare the developmental trends 
of spatial abilities in children with typical and atypical visual experience (Section 1.1.2).  
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1.1.1 Spatial competence in adults with visual impairments 
Sighted individuals strongly rely on visual feedback when asked to perform spatial 
judgments and are biased towards visual feedback when asked to localize objects within the 
auditory space (Campus et al., 2019; Barry E. Stein and Meredith, 1993). Such evidence 
indicates that vision is the leading sense to promote spatial development. Consequently, we 
might expect to see a worse spatial performance in individuals affected by a visual disability 
across the lifespan. Nonetheless, contrasting results indicate that visually impaired individuals 
present an impaired performance only for specific spatial tasks, possibly indicating that visual 
experience is necessary only in some conditions. For instance, sighted individuals tend to 
perform worse than blind individuals in an auditory localization when blindfolded (e.g., 
(Andrew J. Kolarik et al., 2013; Voss et al., 2004)), especially in the case of sounds located in 
the horizontal plane (Abel et al., 2002; Tabry et al., 2013). Other studies have found similar 
results for static sound localization and spatial processing of two sounds in the horizontal plane 
(e.g., (Doucet et al., 2005; Gougoux et al., 2004; King and Parsons, 1999; Lessard et al., 1998; 
Lewald, 2007; Roder et al., 1999)) as well as in a minimum audible angle task (Gori et al., 
2014; Hüg et al., 2014; Vercillo et al., 2015; Voss et al., 2004). Enhanced spatial performance 
in the blind population is probably due to changes in the auditory pathway (Elbert et al., 2002; 
Korte and Rauschecker, 1993; Petrus et al., 2014) or in the recruitment of the visual cortex 
(e.g., (Gougoux et al., 2005; Poirier et al., 2005; Renier and De Volder, 2005; Striem-Amit and 
Amedi, 2014; Weeks et al., 2000)). Moreover, we might hypothesize that auditory and tactile 
spatial skills are refined and respective cortical areas more reactive due to use-dependent 
plasticity, as has been observed for heightened tactile acuity with prolonged experience in 
reading Braille (Wong et al., 2011). In contrast with the previous findings, other studies 
indicate that spatial performance is impaired in blind when asked to judge auditory distance 
(Cappagli et al., 2015), probably because they tend to overestimate distances in the near space 
and underestimate distances in the far space (Kolarik et al., 2017). Moreover, other studies 
demonstrated that visual deprivation affects specific auditory spatial abilities, such as auditory 
bisection (Gori et al., 2014), vertical localization (Lewald, 2002; Zwiers et al., 2001) and 
absolute distance discrimination (Kolarik et al., 2013). Visual deprivation also impacts on 
tactile spatial abilities, such as haptic orientation discrimination (Postma et al., 2008), visual 
spatial imagination (Noordzij et al., 2007), representation and updating of spatial information  
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(Pasqualotto and Newell, 2007) and rotation of object arrays (Ungar et al., 1995). Impoverished 
spatial performance after visual loss is supported by neurophysiological evidence showing 
altered auditory spatial learning of cortical maps in the superior colliculus (King and Carlile, 
1993; Knudsen and Brainard, 1991; Withington, 1992) in visually deprived animals. Such 
evidence that non-visual spatial maps are continuously refined by visual experience (King, 
2009). 
Overall, research studies investigating the role of visual experience on spatial development 
suggest that, whereas blind adults show impaired spatial performance when referring to 
external (i.e., allocentric) landmarks, they showed superior spatial performance when relying 
on their bodily (i.e., egocentric) perspective (Andrew J. Kolarik et al., 2013; Vercillo et al., 
2018). Indeed, it has been shown that head motion compromises the detection of auditory 
moving targets in early blind individuals, with a localization bias towards the direction of the 
head movement, suggesting a strong reliance on body-centered frames of reference (Vercillo 
et al., 2017), in contrast with sighted individuals (Finocchietti et al., 2015b; Lewald, 2013; 
Zwiers et al., 2001). 
Moreover, other evidence indicates that several factors need to be considered when 
assessing spatial performance in the blind. For instance, Vercillo and colleagues (2015) 
demonstrated that spatial abilities are preserved in blind individuals trained in echolocation, 
namely a technique that allows humans to detect objects in their environment by sensing echoes 
from those objects by actively creating sounds. Moreover, it has been shown that the onset of 
blindness can strongly influence the consolidation of spatial coding skills in adulthood. Indeed, 
individuals who lost vision later in life after experiencing a normal visual development show 
equal or even better performance than sighted participants in several auditory spatial tasks 
(Cattaneo et al., 2008; Hart and Moore, 1973; Holmes and Spence, 2004; Andrew J Kolarik et 
al., 2013). From the growing body of studies investigating the role of vision on spatial 
perception, visual experience has a different impact on the development of spatial 
competencies depending on the task proposed, resulting in enhanced or impaired skills when 
absent. Moreover, very few studies investigated the time course of spatial abilities in visual 
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1.1.2 Spatial competence in children with visual impairments 
The first pioneering theory related to the typical development of spatial competencies in 
humans has been proposed by Piaget and colleagues (Piaget et al., 1960; Piaget and Inhelder, 
1967), assuming that spatial consciousness gradually improves with age and builds up a whole 
sensorimotor experience of the environment. Starting from 3 months of age, infants are capable 
of distinguishing above vs. below and left vs. right (Quinn, 1994; Quinn et al., 1996), while at 
five months, they begin to code spatial object dimensions such as height (Baillargeon, 1987; 
Baillargeon et al., 1985; Baillargeon and DeVos, 1991), distance location (Newcombe et al., 
1999), and angles (Lourenco and Huttenlocher, 2008). Concerning the development of spatial 
coordinates, it has been shown that 9-months infants can rely on their body to update objects’ 
position in space. Therefore, their spatial coordinates system is mainly egocentric (Landau et 
al., 1984; Rieser and Heiman, 1982). Research has shown that only later in the development 
they will be able to shift their attention from spatial relations based on their body (egocentric 
frame of reference) towards spatial relations based on external objects (allocentric frame of 
reference). Indeed, several studies demonstrated that adjacent landmarks embedded in the 
environment (Lew et al., 2000) represent a reliable spatial strategy starting from 12 months of 
age, with a further improvement in spatial allocentric performance between 16 and 36 months 
(Newcombe et al., 1998). At around 18–24 months of age, toddlers refine their spatial 
competence by using allocentric geometrical cues such as shape to orient themselves in space 
(Hermer and Spelke, 1996, 1994). Conversely, the ability to integrate the two complementary 
reference frames (egocentric and allocentric) in a common spatial reference system does not 
emerge before 8 years of age, when children alternate both egocentric and allocentric strategies 
instead of combining them, as adults usually do (Nardini et al., 2008). It has been argued that 
the emergence of allocentric coding in the form of cue learning might derive from the onset of 
crawling at around 8–9 months. Indeed, crawling allows infants to experience changes in the 
external world and supports the shifting from a body-oriented localization of objects to one 
based on the use of environmental landmarks (Aytekin et al., 2008; Bremner et al., 2008). 
Moreover, research on auditory spatial perception has shown that sighted infants improve 
their ability to turn the head toward a sound since birth (Muir and Field, 1979). At six months 
of age, infants can code the location of sonorous objects in space within 13-19 degrees spatial  
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angles (Ashmead et al., 1989; Morrongiello et al., 1998). Following these findings, it has been 
shown that sighted infants rely on auditory cues in the absence of visual feedback (Clifton, 
1992; Clifton et al., 1991; Litovsky and Clifton, 1992; Morrongiello et al., 1998; Perris and 
Clifton, 1988), suggesting that the concept of auditory space is well consolidated at this 
developmental stage. Nevertheless, Gori and colleagues (2012) showed that vision dominates 
spatial hearing until 12 years of age for complex tasks such as auditory bisection and that no 
optimal sighted-like integration capabilities are observed.  
Although the development of spatial competence has been extensively studied in sighted 
infants, less effort has been spent in understanding how the sense of space develops in children 
with visual impairment (Cappagli and Gori, 2019). Since it has been shown that spatial 
representation emerges gradually thanks to the reciprocal influence between visual and motor 
feedback (Bremner et al., 2008), and altered visual experience during growth could determine 
auditory and haptic impairments due to the lack of visuo-motor correspondences (Fraiberg, 
1977; Landau et al., 1984; Warren, 1977). For instance, while sighted children typically start 
to perform first individual actions and navigation from 12 months, blind children without 
cognitive and motor impairments start to walk at about 30-32 months of age (Pérez-Pereira and 
Conti-Ramsden, 2005). Such motor delay is caused by the absence of visual feedback that 
prevents visually impaired infants from reaching several motor milestones, e.g., rolling, 
crawling, standing, and balancing (Hallemans et al., 2011; Houwen et al., 2009), confirming 
the fundamental role played by visuo-motor experience for the development of self-concept. 
Research related to the development of auditory spatial skills in the absence of vision provided 
contrasting results. Indeed, it has been shown that visually impaired children can discriminate 
differences in sound localization in the horizontal and vertical plane and reach or walk towards 
sound source (Ashmead et al., 1998).  
Conversely, other studies suggested that infants and children with severe congenital 
blindness are severely delayed in the development of sound localization abilities (Cappagli et 
al., 2015; Cappagli and Gori, 2016; Fraiberg, 1977; Vercillo et al., 2016) and motor responses 
to sounds (Adelson and Fraiberg, 1974; Fraiberg et al., 1966). For instance, while sighted 
children start to reach sonorous targets at around five months, blind children show the same 
ability only after the first year of life (Bayley, 1993). Furthermore, blind children perform 
worse than sighted children in several auditory task, e.g. bisection and minimum audible angle 
tasks (Vercillo et al., 2016) and audio depth (Cappagli et al., 2015). Similarly, the ability to  
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detect auditory moving targets is impaired in visually impaired individuals, especially in blind 
compared to low vision children (Cappagli et al., 2015; Fraiberg, 1977).  Interestingly, the 
spatial performance of blind children is comparable to that of blind adults, suggesting that the 
strong reliance on nonvisual cues may help to solve a certain variety of auditory motion 
detection/lateralization tasks (Adelson and Fraiberg, 1974; Fraiberg et al., 1966).  
Overall, all these findings suggest that a multimodal perception of space is not fully 
developed until later in life in case of visual loss or impoverishment (Gori, 2015). Moreover, 
depending on the spatial ability considered, the early or late emergence or the visual 
impairment can have profound consequences for the development of spatial skills (Shiell et al., 
2016). Consequently, early intervention specifically focused on activities fostering the 
development of spatial perceptual skills and motor abilities would help visually impaired 
children to overcome perceptual delays and deficiencies caused by the absence of visual inputs. 
 
1.2 Technological aids to enhance spatial representation in 
the absence of vision 
In the previous sections, an overview of research studies investigating the impact of altered 
visual experience on spatial development and consolidation has been presented. Given that 
visually impaired individuals manifest developmental delays and impairments in both auditory 
and haptic domains, the design of rehabilitation tools to support spatial competence would be 
a need. The term “assistive technology” has been used to define technological systems that 
satisfy users’ needs in terms of assistance by assuring the enhancement of users’ abilities and 
their safety and well-being (Csapó et al., 2015). Technological systems for visually impaired 
individuals are mainly categorized based on the sensory signal (i.e., audition or touch) used to 
substitute the absent sensory information (i.e., vision) for daily activities (Cappagli and Gori, 
2019; Gori et al., 2012b; Richardson et al., 2019). The most effective systems developed to 
date are defined as Sensory Substitution Devices (SSDs), i.e. technological aids that convert 
visual stimuli into stimuli accessible to another sensory modality (e.g., hearing or touch). SSDs 
are dedicated to converting the spatial information about the position, size, shape, color, and 
motion of visual objects into auditory or tactile information (Gori et al., 2016; Hamilton-
Fletcher and Ward, 2013).  
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Specifically, SSDs developed for visually impaired individuals are categorized into two 
main families: i) visual-to-tactile devices; ii) visual-to-auditory devices (Proulx and Harder, 
2008). Technically, the system includes a sensor that converts light energy (visual stimuli), 
sound, and mechanical into electronic signals to provide stimulation in terms of sound energy 
(auditory stimuli, as in the case of visual-to-auditory devices) or mechanical energy (tactile 
stimuli, as in the case of visual-to-tactile devices) (Lenay et al., 2003). The first visual-to-tactile 
device was developed in 1969 and named Tactile Vision Sensory Substitution (TVSS) device 
(Bach-Y-Rita et al., 1969). The system was provided with a television studio camera, adaptable 
to the user, connected to vibrating solenoids, positioned in the back of a dentist’s chair, 
arranged in a matrix that resembled the camera’s pixels. The developers presented improved 
versions of the TVSS device, introducing electro-tactile stimulation. Moreover, they lead the 
development of the Tongue Display Unit (Sampaio et al., 2001), namely an SSD that converts 
2D greyscale images into a spatialized pattern of electro-tactile stimulation on the tongue in 
real-time. More recently, another tongue-stimulator was created, called the BrainPort, even 
though no visual acuity improvements due to its use were recorded (Nau et al., 2013; Stronks 
et al., 2016). Moreover, vibrotactile technologies have improved with the introduction of three-
dimensional (3D) cameras, mobile computer processing and a single-unit wearable vest (Ertan 
et al., 1998; Jones et al., 2004; Rochlis, 1998; Spanlang et al., 2010), e.g. the VibroVision, 
equipped with a series of vibrating motors arranged on the users’ abdomen (Wacker et al., 
2016). Concerning visual-to-auditory devices, despite the starting prototypes were created 
much earlier than visual-to-tactile devices (e.g., Noiszewski’s Elektroftalm in 1897 – 
(Starkiewicz and Kuliszewski, 1963)), the first device that acquired relevance for scientific 
purposes was ‘the vOICe’ (Meijer, 1992), namely a device provided with a software that 
converts 2D greyscale images into soundscapes played through headphones. The vOICe 
reproduced the horizontal axis through stereo playback and temporal information scanning 
from left to right, the vertical axis through pitch changes (i.e., louder volumes for brighter 
images), and brightness through volume (i.e., higher pitches for higher locations). The vOICe 
has been widely tested in experimental contexts and it is still considered one of the higher 
resolution auditory substitution devices (Haigh et al., 2013; Striem-Amit et al., 2012c). More 
recent SSDs have been developed to provide 3D information for localizing individual objects, 
segmenting their shape, and navigating (Caraiman et al., 2017; Dunai et al., 2013; Fristot et al., 
2012; Spagnol et al., 2017; Stoll et al., 2015). The process of 3D sonification of objects’ spatial 
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location is referred to as a ‘virtual acoustic space’ (Eckert et al., 2018; González-Mora et al., 
2006, 1999; Rodríguez-Hernández et al., 2010), with the ‘Synaestheatre’ as the main example 
(Hamilton-Fletcher et al., 2016). The spatialized fully-3D sounds produced by the 
Synaestheatre are updated in real-time and, similarly to VibroVision, the azimuth and elevation 
of sounds are conveyed spatially. 
Nonetheless, despite the increasing scientific effort in developing novel technological 
assistive aids to address visually impaired population’s needs, several limitations in their use 
have been pointed out (Cappagli and Gori, 2019; Gori et al., 2016). The most striking 
limitations that might determine low acceptance rate in adults and low adaptability in children 
are reported: 
 invasiveness: SSDs can be invasive since they need to be positioned on crucial body parts 
(e.g., ears or mouth) or to be transported (e.g., in backpacks), limiting users’ perceptual 
functions and navigation abilities due to weight and size; 
 extensive training: SSDs usually require long periods of training since the user must learn 
how to interpret the output of the device, which is not immediate (e.g., the correspondence  
of sound loudness to pixel brightness in the vOICe (Striem-Amit et al., 2012a));  
 high cognitive load: SSDs need the user to employ high attentional resources for all the 
time they use the device;  
 absence of clinical validation: the majority of SSDs remain prototypes without reaching the 
market, principally because they are not validated on large sample patients under 
standardized clinical trials; 
 artificiality: SSDs expect the user to convert a physical visual stimulus into a sound (in the 
case of visual-to-auditory SSDs) or a physical feeling (in the case of visual-to-tactile SSDs) 
through an artificial transformation code that does not comprehend an action-perception 
link. 
Moreover, SSDs have been mainly tested in adults (Maidenbaum et al., 2014), but they have 
never been tested in children, especially because of their overwhelming cognitive load.  
Concerning other assistive solutions aimed at supporting spatial skills, the most developed 
solutions to date consist in technological canes and robots for mobility, which support visually 
impaired individuals during navigation. A review by Cuturi and colleagues (2016) presented 
the most relevant assistive technologies to guide visually impaired people in locomotion,  
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generally provided with sensors, actuators and displays mounted on an external and 
independent support, which usually moves on wheels. Technological canes and navigation 
robots acquire information from mainly indoor environments and translate it into audio-tactile 
feedback, even though a passive guidance might lead to a possible reduction of independent 
orientation. Among technological aids for navigation, visually impaired children might use  
three types of devices: a) powered mobility devices, that exploit legs or the upper body 
movements to be driven; b) pre-canes, that precede the use of the white cane; c) virtual reality 
technology, that aim to develop spatial skills to improve outdoor mobility in a safe but quite 
realistic environment.  
The main limitations observed in technological canes and robots for mobility are reported: 
 low attention on children; 
 lack in the study of the brain mechanisms that subtend the deficit for technological 
development; 
 little testing on users; 
 substitutive and not rehabilitative systems; 
 absence of specific certification procedures. 
Nonetheless, technological solutions for visually impaired children are gaining interest since 
cortical plasticity is maximal in the first year of life. Moreover, technological development 
should be based on multimodal stimulation, which has been shown to be more effective than 
unimodal stimulation in conveying spatial information (Bremner and Spence, 2008; 
Lewkowicz, 2008; Shams and Seitz, 2008). From a general point of view, every technological 
development should start from the neuroscientific understanding of the mechanisms underlying 
visual impairment, and the transmitted information has to be associated with user capabilities. 
Newly developed technological aids for visually impaired individuals should foresee the early 
inclusion of such systems in rehabilitation programs starting from the first years of life. These 
devices' goal is to provide an immediate benefit in terms of quality of life and an important 
opportunity for children to develop perceptual and cognitive abilities by compensating for the 
sensory deprivation.  
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1.3 Objectives of the doctoral thesis 
Chapter 1 illustrates research studies highlighting the relevant role of vision in calibrating 
other senses to perceive spatial information (Cappagli et al., 2015; Thinus-Blanc and Gaunet, 
1997; Vercillo et al., 2016). Several studies have demonstrated that vision provides the most 
detailed spatial information based on the allocentric or object-centered frame of reference (e.g., 
external to the observer’s body) (Foley et al., 2015; Klatzky, 1998) compared to other senses, 
which are mainly based on egocentric or body-centered frames of reference (e.g., referred to 
the observer’s body) (Newell et al., 2005; Newport et al., 2002; Postma et al., 2007; Spencer 
et al., 1989). Therefore, visual impairments can increase the reliance on egocentric spatial cues, 
with a negative impact on the development and consolidation of allocentric spatial coordinates 
(Cattaneo et al., 2008; Pasqualotto et al., 2013; Schmidt et al., 2013) (Bigelow, 1996; Cattaneo 
et al., 2008; Koustriava and Papadopoulos, 2010; Ungar et al., 1995). Despite the consistent 
amount of scientific studies assessing the influence of visual deprivation on spatial 
development, to date, very few studies investigated the mechanisms underlying the perceptual 
enhancements and deficits associated with visual impairment. Moreover, experimental 
systems' paucity to quantitatively assess unisensory and multisensory spatial skills and the lack 
of technological systems to support spatial development in visually impaired children needs to 
be addressed.  
The present thesis has two main aims: i) increasing scientific knowledge about the role of 
visual experience on spatial perception (scientific objective); ii) developing new experimental 
paradigms and technological devices to assess and train spatial skills in individuals with visual 
disabilities (technological objective). The main scientific objective of the thesis is to investigate 
the developmental and consolidation process of spatial representation in children and adults 
with different visual experiences since birth. Moreover, this thesis aims to assess whether other 
sensory modalities (hearing and touch) predominantly based on external (allocentric) or body-
centered frames of reference can be exploited to explore different objects’ spatial features. 
Specifically, in the present thesis, I designed novel experimental paradigms to investigate the 
role of visual experience on spatial competence in children with a residual or total absence of 
vision and adults with temporal visual deprivation. To reach this objective, we assessed 
children and adults’ capabilities to integrate complementary reference frames based on body  
1.3 Objectives of the doctoral thesis                                                                                      13 
 
 
and environmental landmarks. Overall, the results obtained will demonstrate whether the 
absence of would compromise auditory and haptic spatial skills residual sensory modalities 
(e.g., hearing and touch) or whether compensatory mechanisms emerge following visual 
impairment. Recently, there has been a growing development of technological aids to 
compensate spatial deficits caused by the absence of visual inputs by relying on auditory and 
tactile feedback. To date, Sensory Substitution Devices (SSDs) and assistive technologies for 
mobility (Cuturi et al., 2016) provide the most effective way to overcome visual impairment 
by converting visual stimuli into stimuli accessible to another sensory modality (e.g., hearing 
or touch) (Amedi et al., 2007; Bach-y-Rita and Kercel, 2003; Gori et al., 2016; Hamilton-
Fletcher and Ward, 2013; Meijer, 1992; Proulx and Harder, 2008). 
Nonetheless, despite the technological effort put in the development of novel assistive aids 
for visually impaired individuals, limitations due to low user acceptance (Cappagli and Gori, 
2019; Gori et al., 2016), absence of assessing purposes and poor rehabilitative intents (Gori et 
al., 2016) have emerged. The main technological objective of the thesis is to develop and 
validate novel rehabilitation devices to train spatial skills in visually impaired individuals and 
assess the potential benefit deriving from the use of such devices in the clinical context meant. 
Specifically, in the present thesis, I worked on the development of the hardware and software 
components of an interactive, multisensory platform (iGYM) comprising three innovative 
technological solutions (i.e., TechARM (Schiatti et al., 2020), TechPAD, TechMAT). 
Moreover, I validated using a rehabilitative device called ABBI (Audio Bracelet for Blind 
Interaction; see (Finocchietti et al., 2015c)) to train auditory and proprioceptive spatial skills 
in adults with and without visual impairment in auditory and proprioceptive spatial skills.  
Overall, the results obtained from this thesis will improve knowledge on methodologies to 
quantitatively assess spatial performance in case of unisensory and multisensory events, and to 
help visually impaired individuals in specific trainings for the rehabilitation of spatial coding 
















Chapter 2  
Spatial coding skills with and without 
visual feedback 
 
Chapter 1 summarized the main research findings related to the role of vision and 
multisensory experience on spatial development and the main technological outcomes to date 
to support visually impaired individuals by substituting visual loss with other senses, i.e. 
hearing and touch. Overall, such findings indicate that visual experience facilitates the 
acquisition of spatial capabilities. Most of all, compared to hearing and touch, vision allows to 
encode spatial properties of perceptual events based on environmental landmarks, which are 
independent of body perspective and thus permit a more comprehensive representation of 
spatial information. Therefore, Chapter 2 aims to improve knowledge on the development and 
consolidation of spatial coding skills and the impact of visual loss on the ability to rely on 
external instead of bodily frames of reference.  
2.1 Introduction 
The ability to locate and identify objects in space has been extensively considered a 
milestone for spatial development (Cappagli and Gori, 2019; Lew et al., 2000; Vasilyeva and 
Lourenco, 2012). The cognitive representation of space is built upon the spatial perspective 
assumed, namely the frame of reference that allows us to keep track of and continuously update 
objects’ position in the surrounding. The egocentric or subject-centered perspective describes 
an object by referring to the perceiver’s own body, while the allocentric or object-centered 
frame of reference is based on external landmarks positioned in space (Foley et al., 2015; 
Klatzky, 1998). The ability to integrate different representations of space based on egocentric 
and allocentric coordinates allows to encode an event's spatial properties. Several studies have 
 
 
shown that egocentric and allocentric reference systems coexist until 6 years of age (Nardini et 
al., 2006; Newcombe and Huttenlocher, 2003). The development of an allocentric 
representation based on external references instead of the observer’s position takes place using 
adjacent (cue learning) or distal (place learning) landmarks. Indeed, it has been demonstrated 
that children with typical development attempt to rely on adjacent landmarks (cue learning) to 
find non-visible targets (Acredolo, 1981; Piaget and Inhelder, 1967) and start to rely on distal 
landmarks (place learning) at 12 months of age (Lew et al., 2000). At 24 months of age, toddlers 
show the ability to rely on distal cues (Newcombe et al., 1998), consolidating the consciousness 
of relations between distal landmarks throughout childhood (Nardini et al., 2009; Overman et 
al., 1996; Rieser and Rider, 1991; Vasilyeva and Lourenco, 2012). Nonetheless, the ability to 
efficiently integrate egocentric and allocentric frames of reference starts after six years of age 
and is still not mature until eight years of age (Bullens et al., 2010; Nardini et al., 2008, 2006). 
The ability to update spatial representation by combining body- and object-centered landmarks 
depends on environmental changes within the switching-perspective skills (Burgess, 2006; 
Cornoldi et al., 1991; Harris et al., 2012; Nadel and Hardt, 2004; Vecchi et al., 2004). The 
consolidation of spatial frames of reference typically happens in adulthood, when individuals 
employ spatial strategies based on the integration of egocentric and allocentric frames of 
reference (Nadel and Hardt, 2004).  
Empirical evidence suggests that allocentric spatial coding is promoted by visual experience 
across development (Pasqualotto et al., 2013; Thinus-Blanc and Gaunet, 1997) and by the 
ability to combine multiple sensory inputs of the same object (Nardini et al., 2009; Vasilyeva 
and Lourenco, 2012). Therefore, the visual loss might impair the integration of egocentric and 
allocentric perspectives in other senses, e.g. touch (Newell et al., 2005; Newport et al., 2002; 
Postma et al., 2007; Spencer et al., 1989), according to the cross-sensory calibration theory 
(King, 2009; King et al., 1988). It has been widely demonstrated that vision plays a relevant 
role in the acquisition of spatial knowledge and it is considered the leading sense in the 
development of an allocentric spatial coding system (Giudice, 2018; Schinazi et al., 2016; 
Thinus-Blanc and Gaunet, 1997). Indeed, vision seems to calibrate spatial representation in the 
other non-visual modalities, such as hearing and touch (Eimer, 2004; Newell et al., 2005). 
Moreover, vision constitutes the most important sensory input to comprehend the spatial 
properties of objects (Thinus-Blanc and Gaunet, 1997), such as the objects’ shape (Erdogan 
and Jacobs, 2017; Milner, 1974; Peelen et al., 2014; Pietrini et al., 2004). As a consequence,  
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visual loss may significantly affect an adequate spatial representation of the external world 
(Bigelow, 1996; Cattaneo et al., 2008; Koustriava and Papadopoulos, 2010; Ungar et al., 1995). 
In line with this view, it has been demonstrated that visually impaired adults tend to assume an 
egocentric perspective to code space, probably due to the use of residual sensory modalities 
mainly based on body landmarks, i.e. touch (Cattaneo et al., 2008; Pasqualotto et al., 2013). 
Furthermore, the absence of vision negatively impacts on the ability to solve spatial tasks that 
rely on allocentric cues (Cattaneo et al., 2008; Iachini et al., 2014; Merabet and Pascual-Leone, 
2010; Millar, 1994; Pasqualotto and Proulx, 2012; Schmidt et al., 2013; Thinus-Blanc and 
Gaunet, 1997), and to combine different reference frames in response to environmental changes 
– i.e., switching-perspective skills (Burgess, 2006; Cornoldi et al., 1991; Harris et al., 2012; 
Nadel and Hardt, 2004; Vecchi et al., 2004). Conflicting results indicate that visually impaired 
individuals can rely on allocentric frames of reference, but they might also remain anchored to 
an egocentric perspective, depending on the spatial task administered (Gaunet et al., 2007; 
Gaunet and Rossetti, 2006; Giudice et al., 2011; Rossetti et al., 1996). Concerning switching-
perspective abilities, it has been shown that visually impaired children manifest difficulties in 
performing mental rotation tasks, for instance, when asked to mentally rotate their spatial 
perspective without any physical change (Huttenlocher and Presson, 1973; Koustriava and 
Papadopoulos, 2012; Millar, 1976). Although audition seems to provide effective spatial cues 
in processing spatial properties of objects, such as shape, in absence of visual inputs (Bizley 
and Cohen, 2013; Carello et al., 1998) , a multisensory description of space is mostly mediated 
by visual spatial coordinates, that link inputs from multiple sensory modalities (Bremner et al., 
2012; Pouget et al., 2002). Röder and colleagues (2012) suggested that the increasing 
dominance of vision across development fosters the assumption of a visual allocentric 
perspective to encode the environment (see also Warren and Pick, 1970). Following this view, 
they affirmed that the lack of visual feedback is detrimental for the development of a 
multisensory approach based on the use of external landmarks.  
To sum up, several pieces of evidence suggest that sighted and visually impaired individuals 
differently develop spatial reference systems across development, mainly due to the absence 
of visual feedback and the impossibility to rely on multisensory integration for spatial 
development. Nonetheless, it is still unclear when and how the acquisition of the ability to 
switch from egocentric to allocentric frames of reference emerges across childhood, in case of 
partial (low vision) or total (blindness) absence of vision. Furthermore, little is known about 
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the ability to discriminate spatial properties of known objects without any visual cues. Chapter 
2 aims at investigating whether and how visual feedback affects the spatial perception of the 
environment and the development and consolidation of spatial coding abilities from childhood 
until adulthood. In this chapter, I also propose novel experimental paradigms to assess whether, 
in the absence of vision, other sensory modalities, e.g. touch and audition, would be reliable to 
build maps based on external rather than bodily spatial frames of reference and to discriminate 
typically visual spatial features of the environment. More in detail, in the following sections, I 
will further investigate the following aspects: effects of partial loss of vision, i.e. low vision, 
on the development and integration of different spatial coordinates systems (Section 2.2); 
effects of a total loss of vision, i.e. blindness, on the development and integration of different 
spatial coordinates systems (Section 2.3);  effects of substituting the visual with the auditory 
input to convey spatial information such as shape contours (Section 2.4). 
2.2 Visuo-spatial development in low vision children 
It has been widely shown that visual experience plays a critical role in encoding space based 
on allocentric or object-centered spatial coordinates. Nonetheless, very little is known about 
allocentric spatial coding abilities when visual experience is impoverished, as in low vision. A 
study conducted by Ochaíta and Huertas (1993) indicates that sighted children acquire a 
coherent sense of space at 14 years of age while visually impaired children at 17 years of age, 
suggesting a developmental delay following visual deprivation. This can be explained by the 
fact that visual deprivation results in a lack of sensorimotor (visuo-motor) feedback that in turn 
can delay locomotor development (Fazzi et al., 2002; Fraiberg, 1977; Landau et al., 1984), 
which has been indicated as a fundamental step for spatial development (Bremner et al., 2008). 
Indeed, a delay in locomotor development might cause children to accumulate much less 
multisensory spatial experience related to the surrounding objects, determining their difficulty 
in perceiving objects other than from their egocentric perspective. Other studies indicate that 
visually impaired children manifest deficits in performing mental rotations of the self 
(perspective-taking; (Huttenlocher and Presson, 1973; Koustriava and Papadopoulos, 2012; 
Millar, 1976; Papadopoulos and Koustriava, 2011) and objects/configurations (Huttenlocher 
and Presson, 1973; Papadopoulos and Koustriava, 2011; Penrod and Petrosko, 2003), further 
confirming the role of visual feedback on spatial representation dependent on allocentric cues  
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(Cappagli et al., 2015; Cappagli and Gori, 2019, 2016; Koustriava and Papadopoulos, 2012; 
Papadopoulos and Koustriava, 2011).  
To date, it is still unclear whether the acquisition of allocentric spatial skills during 
childhood might be affected by partial loss of vision. In the present study, we assessed whether 
the ability to switch from egocentric to allocentric spatial coordinates is compromised by an 
impoverished visual experience during childhood (namely low vision) to understand whether 
vision is necessary to develop switching-perspective abilities during childhood. We 
hypothesized that children with an atypical visual experience during development would rely 
more on body-centered cues and then show difficulties in tasks based on allocentric 
perspectives. To test our hypothesis, we compared children with typical and atypical visual 
experience in switching from an egocentric to an allocentric representation of visual space. 
Visually impaired and sighted participants were asked to reproduce a spatial configuration of 
visual stimuli from different spatial perspectives related to egocentric or allocentric frames of 
reference.  
Sample  
Sighted and visually impaired children between four and nine years of age were enrolled in 
the study. Sighted children were recruited from local schools, visually impaired children were 
recruited from a local hospital (IRCCS Mondino Foundation, Pavia, Italy) based on their visual 
acuity (VA). To define the visual deficit, we exploited specific tests following the 
“International Statistical Classification of Diseases and Related Health Problems” (World 
Health Organization, 1993), which defines moderate to severe visual impairment as a condition 
characterized by VA comprised between 0.5 and 1.3 LogMAR (Logarithm of the Minimum 
Angle of Resolution, defined as log10(MinimumAngleResolution)). We recruited visually impaired 
children with best-corrected binocular VA in the range 0.5–1.3 LogMAR, at a testing distance 
of 3 m (see Table 2.1 for clinical details of participants). We evaluated the cognitive 
development of visually impaired children with the verbal scale of the “Wechsler Preschool 
and Primary Scale of Intelligence” (Wechsler, 2012) and the “Wechsler Intelligence Scale for 
Children” (Wechsler, 2014), according to their chronological age. Only children presenting 
adequate cognitive development were recruited. Neither visually impaired nor sighted children 
reported additional sensory, musculoskeletal, neurological disabilities, or impairments related 
to color discrimination. Twenty-seven sighted (mean age: 6.56 ± 1.80 years) and fifteen  
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visually impaired (mean age: 6.33 ± 1.72 years) children participated in the study. Both visually 
impaired and sighted participants were divided into three groups, based on their age range: 4-
to-5 years old (five visually impaired, nine sighted), 6-to-7 years old (six visually impaired, ten 
sighted), and 8-to-9 years old (four visually impaired, eight sighted). The study was approved 
by the local Ethical Committee, and written informed consent was provided by participants’ 
parents, in accordance with the Declaration of Helsinki. The sample size was calculated with 
the free software G*Power 3.1 (www.psycho.uni-duesseldorf.de/abteilungen/aap/gpower3/), 
based on the following parameters:  
- effect size dz: 1.62 (Partial eta squared η2p = 0.72; see Ruotolo et al., 2015); 
- α err. prob. = 0.05;  
- power (1-β err. prob.) = 0.95. 
 
TABLE 2.1 Clinical details of visually impaired participants (N = 15). 
The table shows the age range at test, the pathology, and visual acuity (VA) expressed in LogMAR scale at a 
distance of 3 m of visually impaired participants. 
 
Task and procedure 
Participants sat in the experimental room with the setup positioned in front of them on a table. 
The setup consisted of two 30 x 30 cm plastic boards, whose layout represented a grid with 
intersecting embossed straight vertical and horizontal lines used to separate boxes, on which  
colored coins (red, blue, and yellow) were positioned (Figure 2.1A). The boards were realized 
in such a way that children with visual impairment could visually discriminate stimuli by 
Participant Age range Pathology Visual Acuity  
(LogMAR) 
#1 4-5 Left Micropthalmia & Bilateral Coloboma 1.00 
#2 4-5 Nystagmus 1.00 
#3 4-5 Retinal Dystrophy 1.00 
#4 6-7 Retinopathy 1.30 
#5 8-9 Microphtalmia 1.00 
#6 6-7 Aniridia 1.30 
#7 6-7 Nystagmus 1.00 
#8 8-9 Retinal Dystrophy 1.00 
#9 4-5 Albinism 0.82 
#10 6-7 Bilateral Micropthalmia & Coloboma 1.30 
#11 4-5 Optic Nerve Hypoplasia 1.30 
#12 8-9 Retinal Dystrophy 0.82 
#13 6-7 Nystagmus 0.50 
#14 8-9 Optic Nerve Hypoplasia 1.00 
#15 6-7 Retinopathy 1.00 
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relying on high contrast colors (colored coins on high contrast background). Before the 
beginning of the task, the experimenter showed the participant a sample of configuration with 
an increasing number of coins to let the child familiarize with the task. The task procedure 
comprised two phases: (a) a demonstration phase, during which the experimenter presented a 
configuration of coins on his/her own board and allowed the participant to visually explore it; 
(b) a reproduction phase, during which the participant was asked to reproduce on his/her own 
board the configuration of the coins shown in (a). Before starting with (a), the participant was 
asked to assume one out of four different spatial positions and maintain the same position until 
(b). The participant could assume four spatial which defined the four conditions of the 
switching-perspective task: (1) egocentric condition, with the participant sitting next to the 
experimenter (0 rotation degrees) and the two boards lying next to each other (Figure 2.2A); 
(2) egocentric condition, with the participant sitting next to the experimenter (0 rotation 
degrees) and the two boards lying one above the other (Figure 2.2C); (3) allocentric condition, 
with the participant sitting rotated 90 degrees to the experimenter position and the boards 
positioned in front of them (Figure 2.2B); (4) allocentric condition, with the participant sitting 
rotated 180 degrees to the experimenter position and the boards positioned in front of them 
(Figure 2.2D). During both phases, participants were allowed to look at the experimenter’s 
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Figure 2.1 Setup and protocol of the visual switching-perspective task. 
(A) Procedure for the switching-perspective task. On each trial, the experimenter (E) show to the child (C) 
one out of twelve possible configurations of colored coins on a plastic board made of nine boxes (left panel) 
and immediately after the child is asked to reproduce the same configuration on his own plastic board in front 
of him (right panel). (B) Trials for each condition of the task. The switching-perspective task comprises 48 
trials that differ with respect to the level of difficulty, namely to the number of coins that constitute the 




configuration as many times as they needed to reproduce it. Depending on the number of coins 
in the configuration, the task assumed three levels of difficulty (Figure 2.1B): (1) one coin, for 
the simplest level; (2) two coins for the intermediate level; and (3) three coins, for the hardest 
level. Configurations were presented to the participant in random order concerning the level of 
difficulty. The task procedure comprised two blocks of trials, and each block comprised one 
egocentric configuration and one allocentric configuration to randomize the presentation of 
egocentric and allocentric spatial positions (Figure 2.2, left panel: positions (1) and (3); right 
panel: positions (2) and (4)). The total amount of trials performed by each participant was 48 
(twelve trials per four spatial positions, four trials for each level of difficulty). The whole 
experiment was performed on the same day in about 1 hour, and short breaks were allowed at 
any time during the session.  
Data analysis and statistics  
The accuracy in the task was measured to quantify the spatial ability to switch from an 
egocentric to an allocentric frame of reference in children with and without visual impairment. 
We computed a correctness score, as follows:  
                                                     𝐶𝑆 =  
∑ 𝑛𝑐𝑟𝑁𝑖=1
𝑁
   ,                                                                  (1) 
where CS stands for “Correctness Score,” ncr stands for the number of correct responses for 
each of the four task conditions defined by the position assumed by the participant during the 
reproduction phase (egocentric – 1, egocentric – 2, allocentric – 3, allocentric – 4, and see  
Figure 2.2 Egocentric and allocentric conditions of the visual switching-perspective tasks. 
Four conditions are administered to participants in two separate blocks: each block comprises both an 
egocentric (A, C) and an allocentric (B, D) condition. In the first block (left panel), the allocentric condition 
(B) results from a 90° rotation respect to the egocentric condition (A). In the second block (right panel), the 
allocentric condition (D) results from a 180° rotation respect to the egocentric condition (C). * E: 
experimenter; C: child; r: right; l: left 
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Figure 2.2), and N stands for the number of repetitions per condition (12 trials). Responses 
were considered correct (trial score = 1) when the participant accurately reproduced the 
experimenter's configuration during the demonstration phase, despite the spatial position 
assumed during the reproduction phase and thus despite the confounding visual feedback of 
the whole scene. For instance, while in the egocentric conditions children can rely on the visual 
feedback of the scene to copy the layout configuration, in the allocentric conditions they had 
to mentally rotate the board layout (90 in condition 3, 180 in condition 4) to place the coins 
correctly according to the configuration presented (see a comparison of conditions 1/2 and 3/4 
in Figure 2.2). Therefore, correct responses for the two egocentric conditions (Figures 2.2A,C) 
were considered as egocentric responses because correct reproduction was based on egocentric 
coordinates, while correct answers for the two allocentric conditions (Figures 2.2B,D) were 
considered as allocentric responses because correct reproduction was based on the ability to 
switch from an egocentric to an allocentric frame of reference. Moreover, we computed a score 
for “specular” and “casual” responses, given when children positioned coins in a mirror-like 
configuration concerning the assumed midline and in a way that could not be linked to any of 
the categories mentioned above, respectively. We evaluated the normal distribution of data 
applying the Shapiro–Wilk test of normality with the free software R (Free Software 
Foundation, Boston, MA, United States). Since we verified that data did not follow a normal 
distribution, we used nonparametric methods for the analysis. Two levels of analysis were 
performed: an intra-group level, which considered the performance of visually impaired and 
sighted children to investigate developmental trends separately; an inter-groups level, which 
compared the performance of visually impaired and participants. Starting from the intra-group 
level, we conducted four separate mixed permuted ANOVAs with “correct,” “specular,” 
“egocentric” (only allocentric conditions), and “casual” responses as dependent variables, 
within-factors “age groups” (three levels: 4–5, 6–7, and 8–9), “coins” (three levels: One, Two, 
and Three), and “conditions” (four levels: 1, 2, 3, and 4) as independent variables. For the inter-
groups level, we performed four separate mixed permuted ANOVAs with “correct,” 
“specular,” “egocentric” (only allocentric conditions), and “casual” responses as dependent 
variables, between-factor “subjects” (two levels: Visually Impaired, ), and within-factors “age 
groups” (three levels: 4–5, 6–7, and 8–9), “coins” (three levels: One, Two, and Three), and 
“conditions” (four levels: 1, 2, 3, and 4) as independent variables. The permuted Bonferroni  
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correction for non-parametric data was applied in case of significant effects to adjust the p-
value of multiple comparisons (significant value: p < 0.05).  
Results  
Firstly, we compared the correctness of responses between sighted and visually impaired 
participants. Figure 2.3 shows that visually impaired (VI) children significantly reported less 
correct responses than peers, independently of their age group and the difficulty of task  
 
conditions (inter-groups analysis; main effect: subjects; RSS = 5.13, iter = 5000, p < 2e–16; 
and Bonferroni: p = 0.00). The intra-group analysis indicated significant differences between 
conditions (Figure 2.4). In egocentric conditions (1, 2), correct responses were significantly 
higher than in allocentric conditions (3, 4) for both sighted (main effect: conditions; RSS = 
162.45, iter = 5000, p < 2e–16; and Bonferroni: 1 vs. 3 = 1 vs. 4 = 2 vs. 3 = 2 vs. 4: p = 0.00), 
and visually impaired participants (main effect: conditions; RSS = 71.50, iter = 5000, p < 2e–
16; and Bonferroni: 1 vs. 3 = 1 vs. 4 = 2 vs. 3 = 2 vs. 4: p = 0.00). Moreover, the different effect 
size between sighted and visually impaired children seemed to be related to a development 
factor (inter-groups analysis; interaction between subjects x age groups; RSS = 0.21, iter = 
5000, and p = 0.0012). In Figure 2.5, visually impaired participants performed significantly  
Figure 2.3 Comparison of correctness of responses between visually impaired and sighted participants.  
The inter-groups analysis shows that visually impaired children perform significantly worse than sighted 
children (RSS = 5.13, iter = 5000, p < 2e-16; Bonferroni: p = 0.00), independently of the age group participants 
belong to and of the difficulty of conditions.  
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worse compared to typical peers at 4–5 than 6–7 and 8–9 years of age (Bonferroni: 4–5VI vs. 
4–5S: p = 0.00; 6–7VI vs. 6–7S: p = 0.06; 8–9VI vs. 8–9S: p = 0.10).  
Starting from these findings, a deeper evaluation of accuracy among egocentric conditions 
revealed a dependency on age groups (Figure 2.6). Indeed, visually impaired children showed 
a strong developmental trend (interaction between age groups x conditions; RSS = 2.09, iter = 
5000, p < 2e–16; and Bonferroni: 4–5_1 vs. 6–7_1: p = 0.00; 4–5_1 vs. 8–9_1: p = 0.00; 6–
7_1 vs. 8–9_1: p = 0.00; 4–5_2 vs. 8–9_2: p = 0.00; 6–7_2vs. 8–9_2: p = 0.00), while only 4–
5 years old  participants showed a similar trend exclusively in condition 2 (interaction between 
age groups x conditions; RSS = 0.35, iter = 5000, p < 2e–16; and Bonferroni: 4–5_2 vs. 6–7_2: 
p = 0.00; 4–5_2 vs. 8–9_2: p = 0.00).  
To evaluate a possible influence of the experimental condition on correctness, we compared 
the performance across age groups in terms of correct and specular responses scored by the 
two experimental groups using confusion matrices (Figure 2.7). The levels of gray indicate 
whether participants reproduced a configuration (“Reproduced configuration”, x-axis)  
 
 
Figure 2.4 Intra-group comparison between conditions.  
(A) In egocentric conditions (1, 2), visually impaired participants scor significantly higher in correct responses 
than in allocentric conditions (3, 4) (RSS = 71.50, iter = 5000, p < 2e-16; Bonferroni: 1 vs. 3 = 1 vs. 4 = 2 vs. 
3 = 2 vs. 4 : p = 0.00). (B) Sighted participants obtain a similar result in egocentric conditions (RSS = 162.45, 
iter = 5000, p < 2e-16; Bonferroni: 1 vs. 3 = 1 vs. 4 = 2 vs. 3 = 2 vs. 4 : p = 0.00).  
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Figure 2.5 Inter-groups comparison between age groups.  
Visually impaired participants perform significantly worse compared to sighted peers at 4-5 than 6-7 and 8-9 
years of age (RSS = 0.21, iter = 5000, p = 0.0012; Bonferroni: 4-5VI vs. 4-5S: p = 0.00; 6-7VI vs. 6-7S: p = 
0.06; 8-9VI vs. 8-9S: p = 0.10). 
 
Figure 2.6 Intra-group evaluation of accuracy among egocentric conditions.  
(A) Visually impaired children show a strong developmental trend (RSS = 2.09, iter = 5000, p < 2e-16; 
Bonferroni: 4-5_1 vs. 6-7_1: p = 0.00; 4-5_1 vs. 8-9_1: p = 0.00; 6-7_1 vs. 8-9_1: p = 0.00; 4-5_2 vs. 8-9_2: 
p = 0.00; 6-7_2vs. 8-9_2: p = 0.00). (B) On the contrary, only 4-5 years old sighted participants show a similar 
trend, and exclusively in condition 2 (interaction between age groups x conditions; RSS = 0.35, iter = 5000, 
p < 2e-16; Bonferroni: 4-5_2 vs. 6-7_2: p = 0.00; 4-5_2 vs. 8-9_2: p = 0.00).  
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correctly (dark gray) or specularly (light gray) concerning the experimenter’s configuration 
(“Target configuration”, y-axis) in a specific condition. As regards typical children (Figure 
2.7B), the number of specular responses resulted higher in allocentric (3, 4) than egocentric (1, 
2) conditions, but it gradually reduced with growth. On the contrary, visually impaired 
participants did not improve their performance across ages, generally relying on allocentric 
frames of reference (Figure 2.7A). Interestingly, at 4–5 years of age, visually impaired 
children's specular responses seemed to be higher than peers even in condition 1, where we 
expected a similar result based on egocentric cues. Figure 2.8 confirms that the tendency to 
reproduce specular configurations in an egocentric condition (1) was significantly higher in 4–
5 years old visually impaired than participants (inter-groups analysis; interaction between 
subjects x age groups x conditions; RSS = 0.44, iter = 5000, p < 2e–16; and Bonferroni: 45VI_1 
vs. 45S_1: p = 0.00). This result suggests a significant developmental delay in the consolidation 
process of egocentric spatial competencies in the youngest visually impaired children.  
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Figure 2.7 Intra-group performance across age groups in terms of correct and specular responses with 
confusion matrices.  
The levels of grey indicate whether participants reproduce a configuration (‘Reproduced configuration’, x-
axis) correctly (dark grey) or specularly (light grey) with respect to the experimenter’s configuration (‘Real 
configuration’, y-axis) in a certain condition. (A) Visually impaired participants do not improve their 
performance by relying more on allocentric frames of reference, (B) while the number of specular responses 
given by normally sighted children results higher in allocentric (3, 4) than egocentric (1, 2) conditions, 




Overall, our findings suggest that the ability to switch from egocentric to allocentric 




Despite the ability to integrate egocentric and allocentric frames of reference that emerges 
during the first years of life and typically relies on visual experience, to date it is not yet clear 
when children become able to switch from egocentric to allocentric coordinates and how visual 
deprivation impacts on this skill. In this work, we tested and verified the hypothesis that 
children with an atypical visual experience during development (low vision) would show a 
more substantial reliance on egocentric frames of reference when a mental update of spatial 
coordinates was required. In particular, we demonstrated that visually impaired children are 
impaired compared to typical peers in performing a switching-perspective task, requiring them 
to ignore their egocentric spatial perspective to focus on allocentric cues. Furthermore, visually 
impaired children showed a dominance of specular responses (i.e., mirror-like representation 
of space) at 4–5 years of age in configurations that required an egocentric coordinate system.  
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Figure 2.8 Correct and specular responses in egocentric condition 1.  
The tendency to reproduce specular configurations is significantly higher in 4-5 years old visually impaired 
than sighted participants (RSS = 0.44, iter = 5000, p < 2e-16; Bonferroni: 45VI_1 vs. 45S_1: p = 0.00). This 
result might suggest that youngest visually impaired children have a significant developmental delay in the 




The first years of life are crucial for the development of executive functions that might play 
a role in helping children to identify and select the most appropriate spatial strategy according 
to environmental features (Hermer and Spelke, 1994; Nardini et al., 2008; Vasilyeva and 
Lourenco, 2012). Since vision is crucial for the maturation of spatial cognition (Foulke, 1982; 
Thinus-Blanc and Gaunet, 1997), visual impairment can determine delays in the acquisition of 
spatial planning (Cappagli and Gori, 2016) and spatial updating abilities requiring a switch 
from egocentric to allocentric coordinates (and vice-versa). In this work, we found that visually 
impaired children remained anchored to an egocentric representation of space across ages when 
they were required to rely on allocentric frames of reference to solve the task. Conversely, 
sighted children improved their performance gradually, showing an increase in the number of 
correct responses. This result is in line with previous studies that have reported a deficit of 
visually impaired children in solving tasks based on the mental rotation of the self 
(Huttenlocher and Presson, 1973; Koustriava and Papadopoulos, 2012; Millar, 1976; 
Papadopoulos and Koustriava, 2011) or physical objects (Huttenlocher and Presson, 1973; 
Papadopoulos and Koustriava, 2011; Penrod and Petrosko, 2003). It has recently been 
hypothesized that the object-centered representation of space cannot be independent of 
egocentric coordinates (Filimon, 2015). In other words, spatial decisions remained anchored to 
a purely egocentric spatial reference frame even when spatial locations are referred to external 
objects. Therefore, it seems that spatial strategies are based on a two-steps process. The first 
step allows to code space in body-centered coordinates, while the second step allows linking 
body-centered to objects-centered coordinates. We can speculate that visually impaired 
children remained anchored to the first step, being able to code space in egocentric coordinates 
while not rotating mentally body-centered representation according to the spatial layout.  
Another interesting result of this work is that visually impaired children manifested a 
developmental delay in performing the task also from an egocentric point of view. Indeed, at 
4-5 years of age they showed more specular than egocentric responses in condition 1 but not 
in condition 2 (see Figure 2.2A), contrarily to sighted peers that correctly maintained the same 
perspective (egocentric) in both conditions. In this case, the body midline might play a role in 
the representation of space based on body coordinates. Previous research in the field has shown 
that body midline is a reliable reference for spatial judgments when it is spatially aligned with 
the perceived object (Millar, 1985, 1981), but not when the task requires to cross the body 
midline to code the spatial properties of the stimulus (Millar and Ittyerah, 1992). Therefore, in  
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the present study we might speculate that condition 2 represents the case in which the body 
midline is aligned with the spatial configuration of the stimulus, while condition 1 represents 
the case in which the task requires a body-midline crossing to perceive the stimulus, implying 
an overall worsen performance. Moreover, it may be assumed that egocentric spatial coding 
can also be centered on the eye (Rock, 1997). According to this egocentric dichotomy, results 
obtained in condition 1 might suggest that visually impaired children tend to refer more on 
their body midline at early ages to encode body midline-crossing space. In contrast, they mainly 
rely on their visual residual in case of body midline-aligned space.  
To conclude, our work suggests that an impoverished visual experience during development 
negatively impacts on the development of allocentric spatial coding and the acquisition of a 
correct body-center perspective in case of body midline-crossing targets.  
 
2.3 Haptic-spatial development in blind children  
Research on spatial competencies has shown that haptic and visual experience facilitates 
identifying and localizing objects in the peripersonal space (Postma et al., 2007), defined as 
space immediately surrounding our bodies (Rizzolatti et al., 1997). Several works have also 
demonstrated that vision plays a crucial role in developing allocentric spatial coding, e.g., by 
compensating the egocentric representation of objects location through touch (Newell et al., 
2005; Newport et al., 2002; Postma et al., 2007; Spencer et al., 1989). Ungar et al. (1995) and 
Hollins and Kelley (1988) demonstrated that visually impaired and early-blind adults 
predominantly based haptic spatial coding of a rotated object configuration on body 
movements (egocentric cues) instead of external (allocentric) cues. Furthermore, Ruggiero and 
colleagues (2018) confirmed that congenitally blind adults performed a haptic switching-
perspective task worse than blindfolded sighted adults. A study conducted by Pasqualotto and 
Newell (2007) pointed out that congenitally blind adults performed worse than late blind and 
blindfolded adults in recognizing the spatial configuration of haptic scenes a static position or 
after physically assuming a different perspective. These findings confirm that adults with 
partial (visually impaired) or total (blind) vision loss tend to employ an egocentric spatial 
strategy to code haptic configurations of stimuli (Spencer et al., 1989; Warren, 1994).  
Nonetheless, only a few studies investigated this topic in children with visual disabilities. A 
recent work by Papadopoulos and Koustriava (2011) suggested that visually impaired children  
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might be impaired in relying on allocentric spatial cues to solve mental rotation tasks, but to 
date it is still unclear when they become able to utilize properly allocentric cues to perform 
haptic switching-perspective tasks. Moreover, little is known about how temporary visual 
deprivation (blindfolding) in sighted children would affect their ability to rely on allocentric 
coordinates to reproduce a haptic spatial configuration.  
In the present study, we employed an experimental paradigm adapted from Martolini et al. 
(2020), based on the idea that allocentric representation of space emerges from egocentric 
coordinates. In other words, being able to represent a spatial configuration of stimuli based on 
external coordinates would require the ability to imagine the same spatial configuration from 
the perceiver’s perspective. Participants were required to perform a switching-perspective task 
consisting of reproducing a configuration of visual or haptic stimuli by assuming the 
experimenter’s perspective. Contrarily to paradigms aiming at differentiating egocentric and 
allocentric processes (Burgess et al., 2004; Ruggiero et al., 2018; Wang and Simons, 1999), 
the task aimed at investigating whether and how children can update spatial coordinates of a 
scene independently of their current egocentric perspective. In particular, this task allowed us 
to categorize a type of response (specular response) that we consider as a precursor of 
allocentric coding, namely when participants provided a spatial configuration that presented 
both elements of an egocentric and allocentric representation of stimuli. Firstly, we 
hypothesized that sighted children would encounter more difficulties in performing a 
switching-perspective task in the haptic modality than in the visual modality. To test this 
hypothesis, we compared the performance of blindfolded and not-blindfolded sighted children 
in a haptic and visual switching-perspective task, respectively. Secondly, we hypothesized that 
the total absence of vision (blindness) during growth would affect the ability to mentally rotate 
spatial configurations by switching from egocentric towards allocentric haptic landmarks. To 
test this hypothesis, we assessed whether the ability to shift from egocentric towards allocentric 
frames of reference is altered in temporary (blindfolding) and total absence of vision 
(blindness).  
Sample 
Overall, thirty sighted and ten blind age-matched children between six and thirteen years of 
age participated in the study. Sighted children were recruited from local schools. Blind children 
were recruited from a local hospital (IRCCS Mondino Foundation, Pavia, Italy). According to 
the ‘International Statistical Classification of Diseases and Related Health Problems’ (ICD-10  
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(Organization, 1993)), we recruited blind participants with a residual vision from light/sporadic 
light to no light perception (see Table 2.2 for clinical details of participants). We checked that 
all blind children reached an adequate level (cut-off ≥ 85) of cognitive development, as 
assessed with the verbal scale of the ‘Wechsler Intelligence Scale for Children’ (Wechsler, 
2014). Neither of the children reported additional sensory, motor, or neurological disabilities. 
Concerning sighted participants, fifteen children (mean age: 9.20 ± 0.12 years) performed the 
task in the haptic modality, while fifteen age-matched peers performed the visual version of 
the same task. To verify whether the absence of vision has an impact on the ability to switch 
from egocentric to allocentric frames of reference, we compared the performance of the blind 
children (mean age: 8.90 ± 0.05 years) with a selected group of age-matched sighted peers. The 
local Ethical Committee approved the study, and participants’ parents were asked to sign 
written informed consent under the Declaration of Helsinki. The sample size was calculated 
with the free software G*Power 3.1 (www.psycho.uni-
duesseldorf.de/abteilungen/aap/gpower3/), based on the following parameters:  
- effect size dz: 1.62 (Partial eta squared η2p = 0.72; see Ruotolo et al., 2015); 
- α err. prob. = 0.05;  
- power (1-β err. prob.) = 0.95. 
Task and procedure 
Participants performed a switching-perspective task to assess the ability of participants to 
change their spatial perspective to reproduce a configuration of visual or haptic stimuli.  Stimuli 
consisted of three textured (haptic task) or colored (visual task) coins positioned on a plastic 
board realized as a 30x30 cm grid of white Velcro straight vertical and horizontal lines. When 
the task was administered in the visual modality, high-contrast colored coins (bright red, blue, 
and yellow) were used, while when the task was administered in the haptic modality, coins 
with different textures (rough, soft, wrinkled) were used, and sighted participants were 
blindfolded. In both modalities, the task comprised two consecutive phases: 1) the 
experimenter presented a configuration of coins on his/her own board by allowing the 
participant to visually or haptically explore it (demonstration phase); 2) the participant was 
asked to reproduce on his/her board the configuration presented (reproduction phase). The 
physical spatial position of the participant was defined based on four possible reproduction 
conditions. Two conditions implied an egocentric perspective in the sense that the spatial 
perspective of the experimenter showing the configuration to be reproduced and the spatial  
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perspective of the participants asked to reproduce it coincided. Conversely, the other two 
conditions implied an allocentric perspective because the participant was asked to physically 
rotate his/her position in space with respect to the experimenter. Figure 2.9 depicts the four 
reproduction conditions: 1) egocentric condition, with the participant sitting next to the 
experimenter and the two boards next to each other; 2) egocentric condition, with the 
participant sitting next to the experimenter and the boards position and the boards next to each 
other, in front of them; 4) allocentric condition, with the participant sitting rotated 180 degrees 
to the experimenter position and one board above the other, in front of them. The rationale 
behind the two egocentrics (one board adjacent to each other and one board above each other) 
and allocentric (90° rotation and 180° rotation) conditions is to provide two different spatial 
arrangements (left-right and up-down) to test the egocentric and allocentric perspective, sitting 
rotated 180 degrees to the experimenter position and one board above the other, in front of 
them. The rationale behind the two egocentrics (one board adjacent to each other and one board 
above each other) and allocentric (90° rotation and 180° rotation) conditions is to provide two 
different spatial arrangements (left-right and up-down) to test the egocentric and allocentric 
perspective, assuming that left-right (for egocentric) and 90° rotation (for allocentric) are easier 
compared to up-down (for egocentric) and 180° rotation (for allocentric) conditions. For each 
participant, the testing session was divided into two blocks, comprising one egocentric and one 
allocentric condition to randomize participants' spatial positions. At the beginning of each 
block, the participant's physical spatial position was defined according to the four possible 
conditions illustrated in Figure 2.9. At the beginning of each trial in each experimental block, 
the participant familiarized with the setup in a short practice session of a few configurations to 
test the task's comprehension. The difficulty per condition increased along with the number of 
coins used by the experimenter: 1) simple level, with one coin; 2) intermediate level, with two 
coins; 3) hard level, with three coins. For each level, four configurations were presented to the 
participant in random order. During the demonstration and the reproduction phases, 
participants were allowed to explore the visual (sighted participants) or haptic (blind and 
blindfolded sighted participants) spatial configuration on the experimenter’s board. We 
allowed children to look at and touch the model configuration on the experimenter’s board to 
avoid the interference of memory delays between the encoding and the reproduction phases 
(Gaunet and Rossetti, 2006). Children performed a total amount of 48 trials (12 trials per 
condition) on the same day in about one hour, with short breaks at any time during the  





TABLE 2.2 Clinical details of blind participants (N = 10). 
The table shows the age range at test, the pathology, and residual vision at a distance of 3 m of blind participants. 
 
experimental session.  
Data analysis and statistics  
We evaluated sighted and blind children's ability to correctly reproduce spatial configurations 
of coins on a board by relying on visual (only sighted children) or haptic (sighted and blind 
children) feedback, independently of the spatial perspective assumed during the experiment. 
More specifically, we compared the performance of sighted and blindfolded sighted  
Participant Age range Pathology Residual Vision 
#1 6-9 
Bilateral microphthalmia and severe anterior 
segment dysgenesis 
No light perception 
#2 11-13 Leber congenital amaurosis Sporadic light perception 
#3 6-9 Leber congenital amaurosis Light perception 
#4 6-9 Leber congenital amaurosis Light perception 
#5 11-13 Norrie disease No light perception 
#6 6-9 Leber congenital amaurosis Light perception 
#7 11-13 Leber congenital amaurosis Light perception 
#8 6-9 Leber congenital amaurosis Light perception 
#9 6-9 Leber congenital amaurosis Sporadic light perception 
#10 6-9 Peters’ anomaly,  microphthalmia No light perception 
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participants in the reproduction of visual and haptic configurations (first step), then we 
compared the performance of blindfolded sighted and blind participants in the reproduction of 
haptic configurations (second step). We defined four categories of the response given after a 
visual or haptic exploration of the configuration presented by the experimenter: 1) correct 
response, when the participant accurately reproduced the configuration; 2) specular response, 
when the participant reproduced a mirror-like configuration with respect to the assumed 
midline; 3) egocentric response, when the participant merely copied the configuration despite 
the condition of reproduction; 4) casual response, when the participant reproduced a 
configuration that was not linked to any of the categories previously mentioned. We calculated 
a score (maximum trial score = 1) for each of the four response categories in all the four 
conditions, defined by the spatial position assumed by participants during the demonstration 
and reproduction phases (egocentric - 1, egocentric - 2, allocentric - 3, allocentric – 4), as 
follows:   
                                                              𝑆 =  
∑ 𝑛𝑟𝑁𝑖=1
𝑁
 ,                                                               (1) 
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Figure 2.9 Conditions of the visual and haptic switching-perspective task.  
The experimenter (E) shows to the child (C) a configuration of coins on a plastic board to be explored in a 
visual or haptic modality. Then the child is asked to reproduce the same configuration on his own plastic 
board in front of him. Each condition refers to a specific reference frame: conditions 1) and 2) are solved with 
an egocentric frame of reference, while conditions 3) and 4) expect an allocentric frame of reference to be 
reproduced correctly.   
 
 
where S stands for ''Score”, nr stands for the number of responses, and N stands for the number 
of repetitions per condition (12 trials). For instance, we considered correct all responses where 
children relied exactly on reproduced the experimenter's configuration. Therefore, to produce 
a correct response in the egocentric conditions, they had to copy the experimenter's 
configuration. To reproduce a correct response in the allocentric conditions, they had to 
mentally rotate the experimenter's board of 90° and 180° in conditions 3 and 4, respectively. 
We verified that data did not follow a normal distribution by applying the Shapiro-Wilk test of 
normality with the free software R (Free Software Foundation, Boston, MA, USA).  
The first level of analysis evaluated whether the use of different sensory modalities (vision 
and touch) affects the ability of sighted children to switch from egocentric to allocentric frames 
of reference along with childhood (inter-modality level). We conducted a mixed permuted 
ANOVA with correct responses as a dependent variable, between-factor "modality" (two 
levels: visual, haptic), and within-factor "conditions" (four levels: 1, 2, 3, 4). The second level 
of analysis compared the performance of blind and sighted children in the haptic modality to 
evaluate whether the complete absence of vision affects the development of switching-
perspective abilities (intra-modality level). We analyzed the difference in correct responses 
scored by blind and sighted participants with a mixed permuted ANOVA with correct 
responses as a dependent variable, between factor "subjects" (two levels: Blind, Sighted), and 
within-factor "conditions" (four levels: 1, 2, 3, 4). For both levels of analysis, the permuted 
Bonferroni correction for non-parametric data was applied in case of significant effects to 
adjust the p-value of multiple comparisons (significant value: α = .05). 
Results 
We evaluated whether the use of different sensory modalities (vision and touch) affects 
sighted children's performance to switch from a body-centered to an object-centered 
perspective (inter-modality level). As shown in Figure 2.10A, the proportion of correct 
responses in the haptic version of the switching-perspective task was significantly lower thanin 
the visual version of the same task, regardless of the reproduction condition (main effect: 
modality; RSS = 2.45, iter = 5000, p < 2e-16; t = -3.20, p = 0.0014), suggesting that sighted 
children have worse spatial performance in the haptic modality. Figure 2.10B showed that the 
performance in the haptic and visual versions of the task is dependent on the experimental 
conditions (interaction between modality x conditions; RSS = 2.46, iter = 5000, p < 2e-16). 
Children enrolled in the haptic task performed worse compared to children enrolled in the  
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visual task in the first egocentric condition (Bonferroni: haptic_1 vs. visual_1: p = 0.003; 
haptic_2 vs. visual_2: p = 0.27) and in both allocentric conditions (3, 4) (Bonferroni: visual_3 
vs.  haptic_3: p = 9.51e-08; visual_4 vs.  haptic_4: p = 4.81e-08). Since vision might help build 
a spatial representation of the setup while touch might be a body-related sense, we evaluated 
the proportion of egocentric responses in the allocentric conditions (incorrect responses) of 
sighted participants. The results are shown in Figure 2.11 and confirmed that children 
performed more egocentrically in the haptic than in the visual version of the task, independently 
of the spatial position assumed (permuted unpaired two-tailed t-test; haptic_3 vs. visual_3: t = 
3.78, p < 0.0001; haptic_4 vs. visual_4: t = 7.81, p < 0.0001). Moreover, in the first egocentric 
condition, the proportion of casual responses (between 0 and 1) was higher in the haptic 
compared to the task's visual condition (permuted unpaired two-tailed t-test; haptic vs. visual: 
t = 2.83, p = 0.002). This finding might be related to children's difficulty in encoding space in 
the absence of visual feedback. To understand whether total visual deprivation from birth 
influences switching-perspective competencies in the haptic domain, we compared the ability 
to use haptic egocentric and allocentric frames of reference appropriately in blind and sighted 
children (intra-modality level). Interestingly, Figure 2.12A showed that correct responses of 
blind and sighted participants were similar (main effect: subjects; RSS = 0.13, iter = 493, p = 
Figure 2.10 Comparison of correctness between sighted and blindfolded sighted children in the visual 
and haptic domain.  
A) Participants show a worse performance in the haptic than in the visual domain, independently of the 
reproduction condition (p < 0.01). B) In the haptic task the proportion of correct responses is lower than in 
the visual task in the first egocentric condition (p < 0.01) and in both allocentric conditions (3, 4) (p < 
0.0001). 
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0.17). As for the inter-modality analysis, the performance of the two experimental groups 
differed among conditions (interaction between subjects x conditions; RSS = 1.00, iter = 5000, 
p < 2e-16), as explained in Figure 2.12B. Blind participants performed worse than sighted peers 
in condition 1 (egocentric) (Bonferroni: blind vs. sighted: p < 0.0001), while they performed 
better than sighted peers in condition 4 (allocentric) (Bonferroni: blind vs. sighted: p = 0.043).  
Figure 2.12 Comparison of correctness between blind and blindfolded sighted children in the haptic 
domain.  
A) The proportion of correct responses scored by blind participants are similar to blindfolded sighted peers 
(p = 0.17). B) In the first egocentric condition, blind participants perform worse than sighted peers (p < 
0.0001). On the contrary, blind children perform better than sighted participants in the fourth allocentric 
condition (p < 0.05). 
Figure 2.11 Proportion of egocentric responses in the allocentric conditions (3, 4) by sighted children 
in the visual and haptic domain.  
A) Sighted children perform more egocentrically in the haptic (while blindfolded) than in the visual modality 
in both condition 3 (p < 0.0001) B) and 4 (p < 0.0001). 
2.3 Haptic-spatial development in blind children                                                                 38 
 
 
More specifically, in condition 4 (allocentric, Figure 2.13), a significantly higher proportion of 
egocentric responses was obtained by sighted participants (permuted unpaired two-tailed t-test; 
blind vs. sighted: t = -4.72, p < 0.0001). These results indicate that children with a normal 
visual experience are more impaired than totally visually deprived peers when asked to 
reproduce a configuration from a different spatial position. Moreover, in condition 1 
(egocentric), the proportion of specular responses (between 0 and 1) significantly increased for 
blind children (permuted unpaired two-tailed t-test; blind vs. sighted: t = 3.89, p < 0.0001). 
This result suggests that there might be a significant delay in the developmental process of 
egocentric spatial competencies in blind children. To sum up, results indicated that the 
temporary absence of vision might impair allocentric spatial abilities in sighted children only 
to use haptic cues. Simultaneously, a total visual deprivation from birth might compromise the 
development of egocentric more than allocentric frames of reference in the haptic modality.  
 Discussion  
In this work, we hypothesized that temporary visual deprivation (blindfolded sighted 
children) and permanent and total visual deprivation (congenital blind children) would  
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Figure 2.13 Proportion of egocentric responses in allocentric condition 4 by blind and blindfolded 
sighted children in the haptic domain.   
Sighted participants scor a higher number of egocentric responses than blind peers when positioned 180° 
rotated to the experimenter’s position (p < 0.0001). 
 
 
negatively impact the ability to perform a switching perspective task in the haptic domain. To 
test these hypotheses, we evaluated participants' ability to reproduce a spatial configuration of 
stimuli by ignoring their current egocentric perspective and by mentally assuming the 
experimenter’s egocentric perspective.  
Results confirmed our first hypothesis, showing that sighted children tend to rely more on 
allocentric cues when visual feedback is present (visual condition of the task) while their 
egocentric perspective dominates spatial representation of stimuli when only haptic feedback 
is present (haptic condition of the task). This finding confirms previous works on sighted adults 
reporting the prevalence of an object-centered representation of space in the haptic modality 
(Kappers, 1999; Kappers and Koenderink, 1999; Klatzky, 1999). Indeed, a study conducted by 
Newport and colleagues (2002) showed that visual cues, even when non-informative, 
significantly increased sighted adults' performance in orienting a bar correctly, while 
blindfolding significantly decreases their performance. Therefore, haptic spatial representation 
seems to rely mainly on egocentric landmarks, while visual coding provides an environment- 
and object-centered perspective. Moreover, it has been demonstrated that mental manipulation 
of space is enhanced by assuming allocentric frames of reference, as in the visual domain, while 
the haptic modality is based on body movements that are considered mainly egocentric (Milner 
and Goodale, 1995). Surprisingly, the results did not confirm our second hypothesis. Indeed, 
blind children correctly performed the haptic task's allocentric conditions and provided more 
correct responses compared to sighted peers, indicating that the ability to shift from egocentric 
to allocentric coordinates is preserved despite blindness. This result seems in contrast with 
previous studies showing the predominant use of an egocentric frame of reference by blind 
individuals in haptic mental rotation tasks (Giudice, 2018; Millar, 1994; Schinazi et al., 2016; 
Ungar et al., 1995).  
Conversely, a similar finding resulted from a study by Postma and colleagues (2007) 
comparing the performance of blind and blindfolded sighted adults in the haptic processing of 
objects on a board before and after a physical rotation. They found out that blind participants 
performed better than blindfolded adults when they referred to other objects on the board and 
not to the board itself to encode spatial information. The authors called the ability of blind 
individuals to represent peripersonal space as a route “allocentric intrinsic spatial coding” 
(Brambring, 1982), different from assuming the surrounding frame as a reference (allocentric 
extrinsic spatial coding; see Ungar et al., 1995). A possible explanation of our result is that  
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allocentric intrinsic haptic skills in peripersonal space develop during childhood and 
consolidate adulthood. Interestingly, we found out that blind children were more impaired than 
blindfolded sighted peers in reproducing the task egocentrically (condition 1), showing a higher 
proportion of specular responses, independently of the age. The same result was found in our 
recent paper, where low vision children reproduced more specular than egocentric 
configurations when a body-centered perspective was required to solve a visual switching-
perspective task (Martolini et al., 2020b). This result might be related to the role of body 
midline in egocentric spatial representation. Since egocentric spatial coding has been also 
considered centered on the eye (Rock, 1997), we might assume that a visual impairment centers 
the body-centered frame of reference on the body midline, regardless of the spatial position of 
objects. Moreover, the reliability of the body midline assumed as reference point has been 
demonstrated in case of aligned objects (Millar, 1985, 1981) but not in body midline-crossing 
spatial tasks (Millar and Ittyerah, 1992). Consequently, blind children might be impaired in 
tasks requiring  body midline crossing to solve spatial configurations. 
To conclude, this study suggests that vision plays a fundamental role in representing space 
based on allocentric frame of reference, while haptic spatial coding skills remain anchored to 
egocentric frame of reference for sighted children with temporary visual deprivation. On the 
contrary, blind children with a total absence of visual feedback might enhance their haptic 
spatial representation using allocentric intrinsic frames of reference. At the same time, they 
seem to be impaired in developing an egocentric perspective in the case of body midline-
crossing targets.  
 
2.4 Auditory space in adults with temporary visual 
deprivation   
Vision constitutes the most important sensory input to comprehend the spatial properties of 
the world (Thinus-Blanc and Gaunet, 1997) and shape discrimination is considered one of the 
most peculiar visual features of objects (Erdogan and Jacobs, 2017; Milner, 1974; Peelen et al., 
2014; Pietrini et al., 2004). Since it has been shown that visual deprivation affects the 
processing of spatial information, it would be interesting to investigate whether and how 
temporary visual deprivation impacts the ability to perceive the shape of an object conveyed  
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with alternative modalities such as audition. Some recent studies have explored the role of 
audition in complementing or substituting for vision in shape perception, showing that both 
sighted and visually impaired individuals can use hearing to process shape information when 
vision is impoverished or absent (Bizley and Cohen, 2013; Carello et al., 1998). For instance, 
it has been shown that audition alone can provide useful information about shape curvature 
(Boyer et al., 2015) and that friction sounds produced when drawing are sufficiently 
informative to evoke the underlying gesture and recognize the drawn shapes (Thoret et al., 
2014). To date, it is not clear whether auditory shape recognition is influenced by the same 
factors that affect visual shape recognition, such as the property of contours closure. According 
to the Gestalt principle of ‘closure’ (Wertheimer, 1923), the most relevant cue that allows us 
to perceive an object is its closed contour, which makes a shape global and, consequently, 
segregates the object from its background.  
In the present study, we investigated whether such visual perception properties, e.g., 
closeness, are automatically transferred to audition (see Martolini et al., 2020). Therefore, we 
hypothesized that auditory shapes with closed contours would be discriminated better than with 
auditory shapes with open contours. To test this hypothesis, we proposed an auditory shape 
recognition task where blindfolded sighted adults were asked to identify four shapes using the 
sound conveyed through a set of consecutive loudspeakers embedded on a fixed two-
dimensional vertical array.  
Sample 
Twenty-two sighted volunteers participated in the study and were divided into two groups.  
Eleven adults (age range: 19–38 years, mean age: 26.9 ± 6.36 years, seven females) were 
assigned to the first group, while 11 adults (age range: 20–29 years, mean age: 24.5 ± 2.73 
years, six females) were assigned to the second group. All participants were recruited from a 
list of volunteers at the Italian Institute of Technology (Genoa, Italy) and monetary 
compensation was provided for their participation. None of the participants reported visual or 
auditory impairments, musculoskeletal or neurological pathologies. All participants gave 
written consent to the experimental protocol, as required by the Declaration of Helsinki and 
the local Ethics Committee (Comitato Etico ASL3 Genovese). The sample size was calculated 
with the free software G*Power 3.1 (www.psycho.uni-
duesseldorf.de/abteilungen/aap/gpower3/), based on the following parameters:  
- effect size dz: 1.25 (Cohen’s d = 1.30; see Carello et al., 1998); 
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- α err. prob. = 0.05;  
- power (1-β err. prob.) = 0.95. 
Task and procedure 
Participants entered the room blindfolded to avoid seeing the setup. The whole experiment 
was performed on the same day in about 30 min. Before starting the experimental session, all 
participants were familiarized with a tactile version of the four shapes (diamond, house, 
staircase, spiral) presented in the auditory shape recognition task (Figure 2.14A). The shapes 
were 2D paper figures, whose orientation and dimension matched those of the auditory shapes 
in the recognition task. Specifically, blindfolded participants were asked to recognize tactile 
figures in a fixed position on a table in front of them by following the contours with one or 
both hands. It was not permitted to manipulate figures by handling them. The tactile recognition 
task was not performed before the post-training session. The auditory shape recognition task 
required participants to formally recognize four semantic shapes (diamond, house, staircase, 
spiral) presented as continuous sounds. The experimental setup used to present auditory shapes 
consisted of 25 loudspeakers embedded in a fixed array resulting in a 5 rows × 5 columns 
 auditory matrix (Figure 2.14B). Each loudspeaker was positioned at the center of a 5 cm × 
5 cm box, and the distance between two consecutive speakers was 5.5 cm. Stimuli consisted of 
auditory shapes resulting from adjacent loudspeakers' consecutive activation, where the second 
speaker of the second row of the auditory matrix was always activated first. Auditory shapes  
Figure 2.14 Materials and methods of the auditory shape recognition task. 
(A) Before starting the experiment, all participants are familiarized with tactile versions of the four shapes 
(diamond, house, staircase, spiral), included in the auditory shape recognition task. The dimensions of the 
tactile and the auditory shapes are matched (thickness 1 cm). (B) The auditory shape recognition task requires 
participants to recognize the four shapes presented auditorily by the consecutive activation of adjacent 
loudspeakers embedded in a 25 × 25 cm matrix. The dots indicate the auditory stimuli that compose the 
auditory shapes (blue dots indicate the starting sounds). 
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were designed to have the same duration (9 s from activating the first loudspeaker to turning 
off the last loudspeaker) to avoid the risk that participants could recognize the shapes by relying 
not on the spatial occurrence of sounds but on their duration. The auditory stimuli were 
generated by readapting the procedure used in the work by Vercillo et al. (2017). Since 
displacements in space and durations were fixed at 44 cm and 9 s, respectively, the velocity of 
migration was maintained constant across the experiment. The sound was a white noise burst 
at 500 Hz, generated with the software TrueRTA™ (True Audio®, Andersonville, TN, USA). 
A laptop controlled the speakers via MATLAB (R2010a, The MathWorks, USA). The task 
required participants to sit at a distance of about 40 cm from the array of loudspeakers with the 
experimenter sat next to the participant to monitor the head's position, and the height of the 
chair was adjusted to have the central speaker at eye level. After familiarizing the tactile 
versions of the shapes, participants performed a practice session where two auditory shapes 
were reproduced, without any feedback from the experimenter, to realize the kind of sounds 
they had to listen. At the end of the practice session, the experiment started with participants 
asked to listen to the auditory shapes presented in pseudo-randomized order and to name 
verbally the shape perceived. Each participant performed 40 experimental trials (10 trials per 
shape) and short breaks were allowed at any time during the session. 
Data analysis and statistics  
For each participant, we calculated an index of correctness given as the number of correct 
responses for each auditory shape divided by the total number of trials for each shape (e.g., 
five correct responses for the diamond gave an index of the correctness of 0.5). We verified 
that data were normally distributed, performing the Shapiro–Wilk test of normality using the 
free software R (Free Software Foundation, Boston, MA, USA). We conducted a one-way 
ANOVA with ‘recognition score’ (index of correctness) as the dependent variable and ‘shapes 
contours’ as within-factor (two levels: Open, Closed).  
Results 
Figure 2.15 represents the performance of all participants collapsed in a single group. 
Indeed, no significant difference was observed between the two groups in recognizing auditory 
shapes (F(1, 20) = 0.29, p = 0.59). We calculated that participants' capabilities in recognition of 
auditory shapes were around the chance level (recognition score around 0.25). This poor ability 
might be related to sighted people's difficulty to recognize shapes through audition instead of 
vision. Results showed that the recognition score was significantly higher with open- than  
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closed-contour shapes (F(1, 20) = 7.24, p = 0.014). This finding indicates that auditory open 
shapes were perceived better than auditory closed shapes by blindfolded sighted participants. 
Moreover, we calculated an index of error (inverse of the correctness index) by considering 
the two groups separated. Such index was computed as the number of times out of all trials 
where participants named the wrong shapes (e.g. naming, shell or stairs or house when 
presented with diamond). In this way, confusing the auditory shape presented (e.g. diamond) 
with one of the other three (e.g. house, shell, stairs) was considered an error. Significant results 
were obtained only for the first group of participants with the diamond (closed shape) and the 
shell (open shape). When presented with diamond, the index of error for the house (closed 
shape) was significantly higher than the stairs (open shape) (t10 = 3.24; p = 0.0089). For the 
shell, the index of error was significantly higher with respect to the stairs (t10 = 2.51; p = 0.031). 
This result provided evidence that participants did not confuse closed and open shapes,  
 
suggesting that an object's visual properties as shape closeness, can also be considered an 
auditory property. 
Overall, our findings demonstrated that contrarily to our hypothesis, shapes with open 
contours conveyed through sounds are discriminated better than auditory shapes with closed 
contours. 
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Figure 2.15 Performance of participants in the auditory shape recognition task.  
Participants perceived open-contour shapes more correctly compared to closed-contour shapes, independently 




Recent studies have demonstrated that audition can effectively convey spatial information 
when complementing and substituting visual input, which is the most predominant sense for 
spatial perception (Bizley and Cohen, 2013; Carello et al., 1998). In the present work, we 
hypothesized that the closeness of contours would have a key role in the discrimination of 
shapes conveyed through sounds. To verify such hypothesis, we evaluated blindfolded sighted 
adults' performance in an auditory shapes recognition task, asking them to discriminate two 
shapes with closed contours and two shapes with open contours by listening to continuous 
sounds in front of them.  
Contrarily to our hypothesis, results indicated that open-contour shapes were perceived 
better than closed-contour shapes in the auditory domain. Although we might suppose that 
discriminating shapes with similar features (e.g., diamond and house) would be harder than 
with more pronounced differences (e.g., diamond and stairs), a possible explanation is that 
closed-contour shapes are more typical in the visual domain. Therefore hearing might not be 
the most accurate and precise modality to process such stimuli. For instance, it has been 
reported that the detection of two-dimensional visual shapes is more rapid for closed- than 
open-contour stimuli (Elder and Zucker, 1993) and that visual closed-contour shapes are 
processed in a faster and precise way compared to shapes conveyed with non-visual senses 
(Garrigan, 2012). Furthermore, it might be possible that closure property is less predominant 
in auditory shape recognition compared to visual shape recognition. According to this 
statement, a study by Gori and colleagues (2017) reported that perception and reproduction of 
sonorous closed geometrical shapes failed in early-blind individuals, while other studies 
indicated that blind people have superior processing of open shapes in the form of linear audio 
motion (Lewald, 2007).  
Therefore, our result indicates that the ability to perceive auditory shapes with closed-
contour is altered by temporary visual deprivation.  
 
2.5 General conclusions 
Empirical evidence suggests that the ability to process spatial information based on 
allocentric cues is promoted by visual experience (Pasqualotto et al., 2013; Thinus-Blanc and 
Gaunet, 1997) and that auditory and haptic spatial representation are calibrated by vision across  
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development (Gori et al., 2012b). Nonetheless, several aspects related to spatial development 
are still unknown and the studies presented in Chapter 2 aimed to further investigate this topic. 
The first study presented in Section 2.2 aimed at clarifying the effect of partial loss of vision 
(low vision) on the development of visual egocentric and allocentric frames of reference. 
Indeed, it has been demonstrated that visual experience has a pivotal role in spatial 
development, but no study to date investigated whether an impoverished visual experience 
compromises the ability to switch from egocentric to allocentric spatial coordinates during 
childhood (namely low vision). This study indicates that partial but permanent loss of vision 
affects the development of switching perspective abilities, with possible negative outcomes on 
overall spatial competence. Moreover, this study suggests that low vision children tend to 
remain anchored to a mixed (specular) perspective that results from the combination of 
egocentric and allocentric cues, possibly suggesting the key to understand the cause of the 
spatial developmental delay observed in this and other studies in the literature.  
The second study presented in Section 2.3 investigated the impact of a total loss of vision 
(blindness) on the development and integration of haptic egocentric and allocentric frames of 
reference. Indeed, it has been shown that adults with blindness predominantly code space 
through touch, but only a few studies investigated this topic in children with visual disability. 
Research indicates that visually impaired children are impaired in spatial tasks requiring 
allocentric spatial coding, but no study to date investigated whether and how they become able 
to update spatial coordinates of a scene independently of their current egocentric perspective. 
This study shows that total loss of vision does not impair children's ability to develop a coherent 
haptic spatial representation based on allocentric spatial cues. Taken together, the results of the 
first and the second studies indicate that while the visual experience is necessary for the 
development of allocentric spatial coding in the visual domain, it is not necessary to develop 
the ability to switch from egocentric to allocentric coordinates in the haptic domain. Such 
results suggest that mechanisms other than visual experience might support haptic spatial 
development, e.g. body midline could drive the consolidation of egocentric-allocentric 
switching perspective abilities in children with the absence of visual feedback from birth.  
The third study is presented in Section 2.4 and aimed at assessing the role of audition in 
conveying spatial information when visual feedback is absent. Indeed, several pieces of 
evidence indicate that spatial properties typically conveyed with vision (e.g. shape) can be 
successfully conveyed also with audition, but no study to date explored whether auditory  
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perception is influenced by the same factors that influence visual perception (e.g. contours of 
shape). In the present work, we hypothesized that the closeness of contours would have a key 
role in the discrimination of shapes conveyed through sounds. This study's results indicate 
open-contour shapes were perceived better than closed-contour shapes in the auditory domain, 
while the opposite pattern is documented in the visual domain. Moreover, findings show that 
the ability to perceive auditory shapes with closed-contour is altered by temporary visual 
deprivation, further confirming the predominant role of vision on spatial perception.  
Future works may focuse the attention on the performance of sighted compared to visually 
impaired children on the recognition of auditory shapes, and on the comparison between 
sighted and visually impaired adults in the integration of visual and haptic egocentric and 
allocentric frames of reference.  
Further research seemed to be necessary to understand whether training based on auditory 

































Chapter 3  
Technological systems to assess and 
rehabilitate spatial competence in sighted 
and visually impaired individuals 
 
Chapter 2 investigated whether and how visual experience impacts on the development and 
consolidation of spatial coding skills by assessing humans’ capability to integrate 
complementary reference frames based on the body (egocentric reference frame) and 
environmental (allocentric reference frame) landmarks. Overall, research findings indicate that 
visual feedback supports spatial development (Cappagli et al., 2015; Lepore et al., 2009; 
Maurer et al., 2005; Pasqualotto and Proulx, 2012; Ruotolo et al., 2012; Thinus-Blanc and 
Gaunet, 1997; Vasilyeva and Lourenco, 2010) and, specifically, it facilitates allocentric spatial 
coding (Newell et al., 2005; Newport et al., 2002; Postma et al., 2007). The original studies 
reported in Chapter 2 further confirm the role of vision on spatial competence, demonstrating 
that low vision affects the development of allocentric spatial coding in the visual domain, while 
blindness does not impact on the ability to switch from egocentric to allocentric coordinates in 
the haptic domain. Taken together, such results indicate that visual feedback typically 
facilitates the representation of spatial information in the brain, but when the visual feedback 
is permanently absent, as in the case of congenital blindness, compensatory mechanisms might 
support the refinement of haptic spatial capabilities. Moreover, such findings suggest that 
specific training based on multisensory stimulation should be adopted in the case of 




impairments in the spatial domain across development. Indeed, several pieces of evidence 
indicate that both low vision and blind children might show difficulties in performing auditory 
and haptic spatial tasks (Cappagli et al., 2015; Cappagli and Gori, 2016; Koustriava and 
Papadopoulos, 2012; Papadopoulos and Koustriava, 2011). Therefore, Chapter 3 aims to 
propose and validate new technological systems developed to assess and rehabilitate spatial 
capabilities, mainly designed to overcome the perceptual impairments observed in the visually 
impaired population.  
3.1 Introduction 
Spatial representation arises from the reciprocal relation between the perceiver and entities 
in the environment and the integration of spatially and temporally coherent multisensory inputs, 
which enhances spatial accuracy (Hart and Moore, 1973). Evidence indicates that vision has a 
pivotal role in integrating multisensory spatial information when stimuli are spatially and 
temporally congruent (Gori, 2015; Barry E. Stein and Meredith, 1993). For instance, the 
combination of visual-auditory (Miller, 1982) visual-tactile (Diederich et al., 2003) stimuli 
results in enhanced spatial and temporal discrimination abilities and shortens temporal 
reactions to an event (Miller, 1982; Todd, 1912). Moreover, it has been shown that audition 
and touch are strongly biased towards vision when conflicting spatial stimuli are provided, 
confirming that visual information typically dominates spatial perception (Alais and Burr, 
2004; Anderson and Zahorik, 2011; Bertelson and Aschersleben, 2003; Botvinick and Cohen, 
1998; Flanagan and Beltzner, 2000; Zahorik, 2001). Such evidence indicates that the absence 
of visual feedback during growth might determine spatial impairments in auditory (Cappagli 
et al., 2015; Cappagli and Gori, 2016; Fazzi et al., 2002), proprioceptive (Cappagli et al., 2015) 
and haptic (Gori et al., 2010) processing, as well as delays in motor capabilities (Fazzi et al., 
2002; Hallemans et al., 2011; Levtzion‐Korach et al., 2000). Vercillo and colleagues (2016), 
for example, have demonstrated that blind individuals have difficulties in spatial bisection 
tasks, which require the evaluation of spatial relationships between three consecutive and 
spatially distributed sounds. Moreover, several studies indicate that the absence of visual input 
might impair multisensory integration processing, preventing the consolidation of a mature 
spatial representation during development (Eimer, 2004; Van der Stoep et al., 2017). For these 
reasons, the development of technological devices to support visually impaired individuals in  
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their spatial development would be a need. Nonetheless, despite the huge recent advancements 
in the technological industry, most of the devices developed so far to address visually impaired 
population’s needs are not widely accepted by adults and not easily adaptable to children 
(Cuturi et al., 2016; Gori et al., 2016).  
To overcome spatial impairments related to visual loss, in the past 20 years the role of 
audition in conveying spatial information has been linked to the development of Sensory 
Substitution Devices (SSDs), introduced as technological solutions that typically transform 
visual properties of a stimulus into auditory or tactile information (Bach-y-Rita and Kercel, 
2003; Gori et al., 2016; Meijer, 1992; Proulx and Harder, 2008). For instance, substitution 
systems based on visual-to-tactile or visual-to-auditory conversion transform images captured 
by a camera into tactile or auditory stimulations directed to users, respectively (Auvray and 
Myin, 2009; Velázquez, 2010). Several works indicate that SSDs can support visually impaired 
individuals' daily life activities, e.g. by facilitating shape recognition with a device that 
transforms visual images into artificial soundscapes (Amedi et al., 2007). Nonetheless, the 
main reason why the visually impaired population does not accept SSDs is that they can be 
physically invasive in the sense that they must be positioned on crucial body parts (e.g., ears 
or mouth), thus limiting perceptual functions in users or they must be transported (e.g., in 
backpacks), thus limiting users’ navigation for weight and size. In addition, the main reason 
why SSDs are not feasible for children is that they are based on artificial operating principles 
that young users find difficult to learn. For example, many substitution devices based on visual-
to-auditory conversion pretend to convey information about luminosity using auditory 
parameters such as frequency levels, which results in an artificial procedure. Moreover, SSDs 
for the blind do not support the rehabilitation of impaired functions following visual loss, but 
they mainly aim at replacing the missing sensory information with other sensory signals 
(audition and touch) for daily activities such as object recognition.  Finally, most of the SSDs 
developed so far substitute the visual function with either the auditory or the tactile modality 
alone, without providing multimodal stimulation whose benefits have been repeatedly reported 
compared to unimodal stimulation (Bremner and Spence, 2008; Lewkowicz, 2008; Shams and 
Seitz, 2008).  
Indeed, it has been demonstrated that multimodal stimulation is more effective than 
unimodal stimulation in providing spatial information of the environment mainly due to 
preexisting congruencies of information coming from the different senses (Bahrick et al., 2004;  
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Shams and Seitz, 2008). Specifically, the use of non-speech audio to represent information 
which is not audible otherwise, namely movement sonification (Kramer et al., 2010), consists 
in the auditory feedback of users’ own movements and, thus, provides a multisensory 
representation of their own actions. According to Sensorimotor Contingency Theory (SCT) 
(O’Regan and Noë, 2001), the environment around an observer is not merely computed at the 
sensory level, but it is described through motor exploration (Clark, 2006), as in case of object 
recognition (Maye and Engel, 2011). For instance, Boyer et al. (2013) employed auditory 
feedback to provide blindfolded subjects with supplementary sensory information in addition 
to proprioception during a hand-pointing task, finding that such multisensory audio–motor 
coupling leads to enhanced pointing accuracy, demonstrating the efficiency of audition in on-
line motor control. Furthermore, several studies have demonstrated that the use of audition to 
recalibrate spatial coding abilities typically developed through visual experience is effective in 
children (Cappagli et al., 2019, 2017) and adults (Finocchietti et al., 2017) with visual 
disabilities by performing training that associates auditory feedback to body movements. 
Nonetheless, rehabilitation training commonly adopted in visual disability is mostly unimodal 
as they tend to enhance the residual visual information through intensive and repetitive visual 
activities (Markowitz, 2016; Sabel et al., 1997). Conversely, positive outcomes of multisensory 
stimulation have been demonstrated in the case of individuals with partial visual deficits, 
indicating that audio-visual training can in fact facilitate long-lasting visuo-spatial functions 
(Bolognini et al., 2005; Cappagli et al., 2017; Frassinetti et al., 2005; Passamonti et al., 2009) 
and possibly produce long-term plastic changes (Grasso et al., 2016).  
These results suggest that enriched experience with cross-modal stimulation can reinforce 
brain potential to perceive the multisensory nature of events. For such reasons, the creation and 
validation of technological devices to support the development of multisensory skills in 
visually impaired people would guarantee an improvement in autonomy and an increment of 
exploratory opportunities.  
Chapter 3 presents and validates novel experimental tools to enhance multisensory 
integration and consolidate spatial competence in visual loss. More in detail, in the following 
sections, I will: introduce innovative technological tools developed to quantitatively assess and 
rehabilitate spatial competencies based on unisensory and multisensory stimulation (the Tech- 
systems and ABBI device, described in Section 3.2);  investigate the efficacy of the proposed 
technological tool in conveying multisensory stimuli (Section 3.3.1) and the interaction with  
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moving targets (Section 3.3.2); investigate the effect of a rehabilitation training performed with 
a proposed technological tool to enhance spatial skills in visually impaired (Section 3.3.4) and 
sighted (Section 3.3.3) individuals thanks to the sonification of body movements.  
3.2 Technological development to foster multisensory 
stimulation with real-time feedback 
In the context of a broader scientific collaboration between Istituto Italiano di Tecnologia 
(Genoa, Italy) and IRCCS Mondino Foundation (Pavia, Italy), I participated in the creation of 
a Joint-Lab whose main aim is to develop and validate a new technological platform designed  
to foster spatial development in children with visual impairments. The new platform called 
Interactive GYM (i-GYM) is meant as an interactive environment made of distinct multisensory 
tools to assess and train impaired perceptual functions from an early age: 
 Technological ARM (TechARM): it is a wireless system consisting of separated but 
connectable units providing spatially and temporally-coherent multisensory stimulation on 
the body with real-time feedback from the user, in terms of temporal reaction and spatial 
localization; 
 Technological PAD (TechPAD): it is a cabled system consisting of  multiple TechARM 
units grouped in a unique and compact device, developed to investigate peripersonal spatial 
abilities outside the body and to implement experimental and clinical protocols in 
transverse and frontal plans; 
 Technological MAT (TechMAT): it is a cabled system made of distinct but connectable 
modules that provide haptic, auditory and visual stimulation to create a technological 
multisensory carpet through which children can explore the surrounding extrapersonal 
space.  
The technical development and core features of the new technological tools have been 
designed for the i-GYM: TechARM (Section 3.2.1), TechPAD (Section 3.2.2) and TechMAT 
(Section 3.2.3). Moreover, I will present the validation studies to test the efficacy of the first 
developed and ready-to-test tool (TechARM). Specifically, I will report two validation studies 
in which I investigated whether the TechARM system is an useful device to provide 
multisensory stimulation on the body with two main advantages derived from the connection 
of separate multisensory units. The first one is to increment the total size of the stimulated area,  
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enhancing overall perceptual accuracy (Section 3.2.1.3), the second one is to provide dynamic 
multisensory stimulation on the body, creating the impression of moving targets (Section 
3.2.1.4).  
Concerning the design and technological development of the device ABBI (Audio Bracelet 
for Blind Interactions), it was carried out within the EU Strep project ABBI FP7-ICT 611452 
(“https://www.abbiproject.eu/,” n.d.). The main aim of ABBI is to improve spatial 
representation skills and to rehabilitate spatial and social deficits of individuals with visual 
impairment by exploiting a natural association between body movements and auditory 
feedback of body movements. Auditory feedback of body movements allows the visually 
impaired individual to associate movements with the limbs' spatial position and, consequently, 
to build an environmental representation of his/her body in an intuitive and direct manner 
(Finocchietti et al., 2015c; Porquis et al., 2017). ABBI has been validated in two separate 
studies with a three-months rehabilitation program, respectively, involving 3 to 5 years old 
(Cappagli et al., 2017) and 6-to-17 years old (Cappagli et al., 2019) visually impaired children. 
The rehabilitative sessions comprised spatial and social training exercises based on audio-
motor coupling. The improvement observed in visually impaired patients was evaluated with 
specific spatial and motor tasks, further confirming the importance of multisensory training in 
case of sensory loss. The battery of ad-hoc tests used to assess the outcomes of the training 
with ABBI (Finocchietti et al., 2015c) required the use of complex experimental devices and 
the presence of a skilled experimenter. Therefore, to simplify the administration of the 
assessment tasks, the project comprised the development of ABBI-K, an innovative portable 
system consisting of a briefcase with a set of customized loudspeakers controlled by a 
dedicated Android application via Wi-Fi™ and two ABBI devices (Martolini et al., 2018), with 
the main aim to provide a more accessible and intuitive tool to simplify testing procedures.  
 
3.2.1 TechARM 
The TechARM system was designed as a set of multiple wearable, multisensory devices 
including: (i) embedded sensors and actuators to enable visual (V), auditory (A), and tactile 
(T) interactions, (ii) a capacitive (C) surface receiving inputs from the user, (iii) and an inertial 
(I) unit to detect position updates in real-time. Figure 3.1 shows the functioning scheme of a 
single unit of the TechARM system. 




The platform is implemented at bare-metal (firmware-level) to minimize latency, and it is 
based on an ATMEGA328P Micro-Controller Unit (Microchip Technology Inc.), that 
interfaced a two-channel CY8C20121 capacitive sensor (CapSense Express™, Cypress 
Semiconductor Corp.), a BNO055 I2C Inertial Module Unit (Adafruit Industries), a MAX1749 
haptic moto-driver (Maxim Integrated Products), a WS2812 Red Green Blue (RGB) LED 
(WORLDSEMI Co.), a SSM2305RMZ speaker driver (Analog   Devices Inc.), a nRF24L01 
2.4GHz ISM transceiver (Nordic Semiconductor), and a microSD card holder. The prototype 
is provided with an internal Li-Po 160mAh battery. Figure 3.2 shows the prototype with its 
final biocompatible enclosure (top-left), battery charger (top–right), and internal PCB unit with  
detail on a few peripherals (bottom). A single unit's dimension was 25 mm x 25 mm x 25 mm, 
with the dimension of the upper sensitized area of 625 mm2, and the enclosure is realized with 
a biocompatible photopolymerizing resin. The firmware is conceived to let the system be polled 
anytime to read-out the peripheral input data (touch detection and IMU data), and at the same 
time provide output events to the haptic, auditory and visual peripherals. The system is 
programmed and controlled with Matlab® through a serial port connection with the ISM 
transceiver. Devices addressing can reach up to 255 units, and it is possible to send separate 
commands to each input/output peripheral on each device simultaneously. The system is  
Figure 3.1 The TechARM functioning architecture.  
Each unit of the system is based on an ATMEGA328P Micro-Controller Unit, that controls two-channels 
CY8C20121 capacitive sensor (C), a BNO055 I2C Inertial Module Unit (I), a MAX1749 haptic moto driver 
(H), a WS2812 Red Green Blue (RGB) LED (V), a SSM2305RMZ speaker driver (A), a nRF24L01 2.4GHz 
ISM transceiver (T), and a microSD card holder (M). 
 
3.2 Technological development to foster multisensory stimulation                                      55 
 
 
intended to create multisensory environments, using multiple units controlled separately and 
simultaneously. Compared to previously released multisensory systems (Gori et al., 2019) the 
devices can be distributed in different places inside a room or along the body, in parallel and 
multiple wireless connections. Moreover, the TechARM provides the possibility to detect a 
touch on the upper surface of each unit's enclosure and check position updates along the x-, y 
-, and z-axes in real-time. 
Core features 
 Communication and control. The ISM transceiver is centered on the ATMega328 
microcontroller. It allows the communication between the PC and the TechARM via a 
virtual serial port from USB by transferring the signal to the nRF24L01+ radio module using 
an SPI port. The USB port of the PC also provides the necessary power supply for the 
operation of the unit. The electronic board's dimensions enclosed in its plastic container are 
45 mm x 50 mm x 8 mm. The Wi-Fi radio control module communicates with the 
transceiver, with dimensions 23 mm x 30 mm. This module includes an ATMega328 
microcontroller, that transfers commands and I/O data to control the peripherals.    
 Main microcontroller. The ATMega328 microcontroller receives via radio module and 
handles all the commands to be sent to the peripherals. Each peripheral is managed directly 
by I/O pins (sensors) or output (stimuli) and by SPI or I2C ports. This component is used at  
Figure 3.2 The TechARM single unit.  
Dimensions of a single unit prototype are 2.5x2.5x2.5 cm, with biocompatible enclosure (top–left) and a 
battery charger (top–right). Both battery charger and enclosure are made of a photopolymerizing resin. An 
internal PCB unit presents a haptic motor, a touch-sensitive surface, a RGB LED, and a speaker as main 
peripherals (bottom). 
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a reduced clock (8 MHz), guaranteeing low power consumption while allowing the fast 
reading of audio files.  
 Peripherals: 
- Capacitive sensor: it is obtained by using a single CY8C20121-SX1I module. 
- Vibromotor: the vibration is produced by an eccentric micromotor (Precision Microdrives) 
with diameter 8 mm, thickness 3.4 mm, powered by MAX1749 haptic moto-driver to ensure 
a stable power supply. 
- RGB LED: a high-brightness RGB-type composite LED is provided, producing a colored 
stimulus across the visible spectrum.  
- Audio amplifier: a class-D digital amplifier of power 2W drives a mini-speaker (diameter 
12 mm) to play the audio files stored in a 4GB microSD memory (Kingston Technology) 
and read by the microncontroller. The format of files is .afm, converted from .wav. 
- Inertial Measurement Unit (IMU): the unit includes an accelerometer, a gyroscope and a 
magnetometer of great sensitivity and precision, equipped with self-calibration system and 
transmission of quaternions. 
- ON/OFF button 
 Power management. The TechARM units include Lithium-Ion rechargeable 160mAh 
batteries. Up to five units can be recharged using a full-custom charger integrating an array 
of blade-type power connectors and providing a 5V stable supply. The battery charger is 
realized using a biocompatible photopolymerizing resin. 
 
3.2.2 TechPAD 
The TechPAD system is designed as a matrix of 12 multisensory modules, independent from 
each other, arranged in a 4x3 array (dimensions: 430 mm x 325 mm) to assume the form of a 
tablet, for the use on a flat surface (e.g. a table). Figure 3.3 represents the appearance and 
utilization of the resulting multisensory tablet positioned in either horizontal or vertical planes. 
The system 
Each module is realized on a rigid printed circuit with dimensions 106 mm x 106 mm x 1.4 
mm, and it includes (see Figure 3.4): (i) embedded sensors and actuators to enable visual (V),  
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auditory (A), and tactile (T) interactions, (ii) and a capacitive (C) surface receiving inputs from 
the user. Each module of the matrix is equipped with 16 CY8CMBR2016-24LQXI capacitive 
touch sensors (CapSense Express™, Cypress Semiconductor Corp.; 8 mm x 8 mm squares), 4 
loudspeakers (diameter 25 mm) controllable from 4 SSM2305CPZ audio amplifiers (Analog 
Devices Inc.), 8 WS2812 RGB LEDs (WORLDSEMI Co.), and 4 MAX1749 haptic  
 
moto-drivers (Maxim Integrated Products). The modules also control audio modules 
(TechPAD-Sound units), realized on a rigid printed circuit with dimensions 53 mm x 53 mm x 
1.6 mm, that allows the setting of sound parameters and the reproduction of mono- or 
polyphonic sounds. The firmware is conceived to let the system be polled anytime to read-out 
the peripheral input data (touch detection), and at the same time provide output events to the 
haptic, auditory and visual peripherals. Ideally, modules addressing can reach up to 255 units, 
and different modules can receive synchronous commands to each input/output peripheral since 
each module is set with a unique address. The system is intended to create multisensory 
environments, using multiple units controlled separately and at the same time. The visual, audio 
and haptic peripherals of the modules are controlled by a RS485 transceiver, which is in turn 
controlled through a wired connection (serial port) from the PC. The system is programmed 
and controlled with the software Matlab®. A full-custom plastic and metal mechanical 
enclosure is realized to make the structure compact, support the internal components (modules  
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Figure 3.3 The TechPAD system.  
Appearance of the multisensory TechPAD tablet, that can be positioned in either horizontal or vertical 
planes thanks to the tilting mechanical supporting structure.   
 
 
and TechPAD-Sound units), and allow both a horizontal and vertical placement thanks to a 
tilting mechanical support provided with adjustable grips. The power supply is external to the  
system and provided via USB.  
The core features 
 Communication and control. The FTDI transceiver allows the communication between the 
PC and the remote matrix of multisensory modules. The transceiver receives commands 
from the PC via a virtual serial port, and it transfers information to the modules and the 
TechPAD-Sound units using the RS485 interface. An external power supply provides the  
 
necessary power for the operation of all units. The communication protocol guarantees the 
execution of commands in a few tens of microseconds. It also allows the activation and 
deactivation of multisensory stimuli and the reading of the peripherals' responses. Therefore, 
the microcontroller must verify that the command is intended for its module, execute it and 
return a response when requested.  
 Modular microcontroller. Like the TechARM system, the ATMega328 microcontroller of 
the modules receives commands via the RS485 interface and handles all the commands 
sent to the peripherals. Each peripheral is managed directly by I/O pins (sensors) or output 
(stimuli) and by SPI or I2C ports. This component is used at a reduced clock (8 MHz), 
guaranteeing low power consumption while allowing the fast reading of audio files.  
Figure 3.4 The TechPAD hardware components.  
Each module of the TechPAD is realized on a rigid 106x106x1.4 mm printed circuit, and it includes: 
embedded sensors and actuators to enable visual (V), auditory (A), and tactile (T) interactions, and a 
capacitive (C) surface receiving inputs from the user. Each module of the matrix is equipped with 16 
capacitive touch sensors, 4 loudspeakers, 8 RGB LEDs, and 4 haptic moto-drivers. The modules control also 
audio modules (TechPAD-Sound units), realized on a rigid  53x53x1.6 mm printed circuit, to set sound 
parameters and reproduce mono- or polyphonic sounds. 
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 Peripherals:  
- Capacitive sensors: the 4 subsections within a single module contain 16 sensors, obtained 
by using 4 CY8CMBR2016-24LQXI modules.  
- Vibromotors: the vibration is produced by 4 eccentric micromotors (Precision Microdrives) 
with diameter 8 mm, thickness 3.4 mm, powered by MAX1749 haptic moto-driver to ensure 
a stable power supply. 
- RGB LEDs: 8 high-brightness RGB-type composite LEDs are provided, producing a 
colored stimulus across the visible spectrum.  
- Audio amplifiers: 4 class-D digital amplifiers of power 2W drives 4 mini-speaker (diameter 
25 mm) to play the audio files stored in a 4GB microSD memory (Kingston Technology) 
inside the dedicated cardholder on mounted on the corresponding TechPAD-Sound unit. 
The format of audio files is .wav. 
 Power management. The TechPAD is not provided with a battery on-board, since the 
necessary power supply is provided by an external charger certified for medical use, 
guaranteeing 220Vac input and 5Vdc 2A output. 
 
3.2.3 TechMAT 
The TechMAT design is intended as a unique squared multisensory module (dimensions: 
500 mm x 500 mm), potentially connectable with other independent modules (Figure 3.5).  
The system 
The module includes (see Figure 3.6): (i) embedded sensors and actuators to enable visual 
(V), auditory (A), and tactile (T) interactions, (ii) and a capacitive (C) surface receiving inputs 
from the user. It is equipped with 4 loudspeakers (diameter 20 mm), controllable from 4 
SSM2305CPZ audio amplifiers (Analog Devices Inc.), 8 WS2812 RGB LEDs (WORLDSEMI 
Co.), and 8 MAX1749 haptic moto-drivers (Maxim Integrated Products). Accessory audio 
modules (TechMAT-Sound units), corresponding to each digital amplifier and realized on a 
rigid printed circuit, allow the setting of sound parameters and the reproduction of mono- or 
polyphonic sounds. The TechMAT-Sound unit is provided with a local microcontroller 
(MK20DX259VLHT 96MHz + SGTL5000), which is seen by the remote PC as an independent 
peripheral with a unique address. The system is intended to create multisensory events, using  
 




multiple peripherals controlled separately and at the same time. The visual, audio and haptic 
peripherals are controlled by a RS485 transceiver, which is in turn controlled through a wired  
connection (serial port) from the PC. The system is programmed and controlled with the 
software Matlab®. A full-custom metal mechanical enclosure is realized to make the structure 
compact, support the internal components (TechMAT-Sound units), and guarantee mechanical 
solidity and resistance as a walkable floor. The power supply is external to the system and 
provided via USB. The TechMAT system is still at a prototyping level. The next step implies 
testing the pressure sensors to be included to obtain specific and precise pressure feedback.  
The core features 
 Communication and control. The FTDI transceiver allows the communication between the 
PC and all the remote modular units of the TechMAT system. The transceiver receives 
commands from the PC via a virtual serial port, and it transfers information to the modules 
and the TechMAT-Sound units using the RS485 interface. An external power supply 
provides the necessary power for the operation of all units.  
 Modular microcontroller. As for the two previous Tech- systems, the ATMega328P 
microcontroller receives commands via the RS485 interface and handles all the commands 
to be sent to the peripherals. Each peripheral is managed directly by I/O pins (sensors) or 
output (stimuli) and by SPI or I2C ports. This component is used at a reduced clock (8 
MHz), guaranteeing low power consumption while allowing the fast reading of audio files. 
Furthermore, interfacing with pressure sensors is foreseen. 
Figure 3.5 The TechMAT system.  
Appearance of a single multisensory TechMAT tile, that can be mounted with other modules through cabled 
connections. It includes 4 speakers (A) producing auditory stimuli.   
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 Peripherals:  
- Pressure sensors: the pressure sensors need a further testing phase.  
- Vibromotors: the vibration is produced by 8 eccentric micromotors (Precision Microdrives) 
with diameter 8 mm, thickness 3.4 mm, powered by MAX1749 haptic moto-driver to ensure 
a stable power supply. 
- RGB LEDs: 8 high-brightness RGB-type composite LEDs are provided, producing a 
colored stimulus across the visible spectrum.  
- Audio amplifiers: 4 class-D digital amplifiers of power 2W drives 4 mini-speaker (diameter 
20 mm) to play the audio files stored in a 4GB microSD memory (Kingston Technology) 
inside the dedicated card holder on mounted on the corresponding TechMAT-Sound unit. 
The format of files is .afm, converted from .wav. 
 Power management. As in the case of the TechPAD, the TechMAT is not provided with 
a battery on-board, since the necessary power supply is provided by an external charger 
certified for medical use, guaranteeing 220Vac input and 5Vdc 2A output. 
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Figure 3.6 The TechMAT hardware components.  
The TechMAT is realized as a unique squared 500x500 mm printed circuit, and it includes: embedded sensors 
and actuators to enable visual (V), auditory (A), and tactile (T) interactions, and haptic (C) surface receiving 
inputs from the user. Each module of the matrix is equipped with 4 loudspeakers, 8 RGB LEDs, and 8 haptic 
moto-drivers. The module controls also a remote audio control unit (TechMAT-Sound unit), to set sound 




The design and technological development of the device ABBI (Audio Bracelet for Blind 
Interactions; see Figure 3.7) was carried out within the EU Strep project ABBI FP7-ICT 
611452 (“https://www.abbiproject.eu/”). The main aim of ABBI is to improve spatial 
representation skills and to rehabilitate spatial and social deficits of individuals with visual 
impairment by exploiting a natural association between body movements and auditory 
feedback of body movements. Auditory feedback of body movements allows the visually 
impaired individual to associate movements with the limbs' spatial position and, consequently, 
to build an environmental representation of his/her body in an intuitive and direct manner 
(Finocchietti et al., 2015c; Porquis et al., 2017). ABBI has been validated in two separate  
 
studies with a three-months rehabilitation program, respectively, involving 3 to 5 years old 
(Cappagli et al., 2017) and 6-to-17 years old (Cappagli et al., 2019) visually impaired children. 
The rehabilitative sessions comprised spatial and social training exercises based on audio-
motor coupling. The improvement observed in visually impaired patients was evaluated with 
specific spatial and motor tasks, further confirming the importance of multisensory training in 
case of sensory loss. 
The battery of ad-hoc tests used to assess the outcomes of the training with ABBI 
(Finocchietti et al., 2015c) required the use of complex experimental devices and the presence 
of a skilled experimenter. Therefore, to simplify the administration of the assessment tasks, the 
 
Figure 3.7 The ABBI device.  
Appearance of the wearable and wireless 55x35x25 mm device called ABBI (Audio Bracelet for Blind 
Interactions), carried out within the EU Strep project ABBI FP7-ICT 611452, with the aim to improve spatial 
representation skills in individuals with visual impairment by auditory feedback of body movements.  
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project comprised the development of ABBI-K, an innovative portable system consisting of a 
briefcase with a set of customized loudspeakers controlled by a dedicated Android application 
via Wi-Fi™ and two ABBI devices (Martolini et al., 2018), with the main aim to provide a more 
accessible and intuitive tool to simplify testing procedures.  
The system 
As explained in the work by Martolini and colleagues (2018), ABBI-K's main intent is to 
overcome the limits of previous experimental systems to assess spatial and motor skills in 
visually impaired children and adults under rehabilitative training with ABBI. The system 
includes (see Figure 3.8) 10 independent Wi-Fi™ loudspeakers, a smartphone with the “ABBI-
K” Android application, two hub USB 7-ports rechargers with relative power supplies to 
recharge simultaneously multiple devices, and two ABBI devices. The smartphone is unusable 
to call, send SMS and mobile data connection, to be dedicated only to experimental purposes. 
In this way, the system replaced a PC with a smartphone with an easy-to-use application 
onboard.  
Each ABBI in the system (see Figure 3.9) is wearable and wireless device controlled by a 
smartphone application via Bluetooth Low Energy. The dimensions (55mm x 35mm x 25mm) 
and weight (40 g) make it easy to mount on a wristband adapted to children’s upper limbs. The 
system hardware is formed by a custom-designed electronic circuit, a battery and micro-
speaker and/or headset connector. The high-density six-layer circuit includes a powerful 
Figure 3.8 The ABBI-K system.  
Appearance of the ABBI-K system, an innovative portable tool with a briefcase including a set of customized 
loudspeakers  controlled by a dedicated Android application via Wi-Fi™, a 7-ports hub usb to recharge 
batteries of multiple components, and two ABBI devices, with the aim to provide a more accessible and 
intuitive tool to simplify testing procedures. 
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microcontroller (ARM®-based Cortex® M3 STM32L151QDH6, ST Microelectronics), an 
audio class‐D amplifier (SSM2305, Analog Devices Inc.), a Bluetooth™ low‐energy module 
(BLE113‐A, Bluegiga Technologies), an Inertial Motion Unit (IMU) that includes a three-axis 
gyroscope (A3G4250D, ST Microelectronics) and a six-axis accelerometer/magnetometer 
combo (LSM303D, ST Microelectronics), a 2x8 MB Flash memories (S25FL064P, Spansion) 
to store audio files and/or log the activity of the user, a micro-USB connector to charge the 
battery (Coin cell LIR 2450, rechargeable lithium‐ion), update the firmware and 
upload/download large files. A RGB LED is provided to indicate when ABBI is powered on 
(blue light), when it is charging (red light), and when it is muted (yellow light) from the 
smartphone application or by pushing the lateral button on the enclosure. The external 
enclosure is made of an opaque photopolymer material (VeroWhite, Stratasys) or a clear bio‐
compatible Objet FullCure®360, in order to guarantee biocompatibility. Sounds are synthesized 
inside the microcontroller that runs an embedded program. Generated sounds can be a 
combination of continuous tones, intermittent beeps, or audio files. The inertial sensors provide 
movement data, which are used for triggering or modulating the sounds. The wireless module 
is the connectivity link for remote controlling the bracelet, such as configuring its operating 
modes (motion-triggered or remote controlled), muting it, or adjusting its volume. In the 
remote-control modality, the sound onset and offset can be controlled remotely via the 
smartphone or PC. In the movement-triggered modality, the sound starts automatically when  
 
Figure 3.9 ABBI hardware components.  
The ABBI system hardware includes a custom-designed electronic circuit with a Bluetooth™ low‐energy 
module, to connect the device to the smartphone, and an Inertial Motion Unit (IMU) that includes a three-axis 
gyroscope, and a six-axis accelerometer/magnetometer combo, a Li-Ion battery and a micro-speaker.  
3.2 Technological development to foster multisensory stimulation                                      65 
 
 
the device velocity overcomes a pre-set threshold, and it stops when the velocity is below this 
limit. 
The core features 
 Loudspeakers. The 10 loudspeakers that are part of the ABBI-K system assume the 
technical name SUWA (Set-Up Wi-Fi Audio), with dimensions 60 mm x 60 mm x 6.5 mm. 
Each peripheral is independent of the others, thanks to the unique IP address. The devices 
are provided with a conductive layer (capacitive sensors) for touch detection on the upper 
surface in specific tasks and two independent LEDs to indicate when the loudspeaker is 
active (blue light) and the battery status (yellow light). Each loudspeaker is powered by a 
Li-Ion 3.7 V 1500 mA rechargeable battery, recharged via a microUSB port. The standby 
current consumption of the battery evaluated at 3.7 V is less than 90 mAh. The electronic 
board's principal components are the Arduino Pro Mini ATmega328 microcontroller, a Wi- 
Fi™ ESP8266 module, two analog capacitive sensors, a class-D audio mono amplifier, a 
digital potentiometer, a voltage regulator, a charging battery Integrated Circuit, and a 
micro-SD. 
 Communication and control. The ESP module mounted on the electronic board of each 
loudspeaker is dedicated to the connection with the access point gateway generated on the 
smartphone. The loudspeakers are distinguished by different IP addresses, including a 
tracking progressive number from 100 to 109, and a unique socket port (9000). After the 
connection, a series of commands are sent to the Arduino microcontroller on the electronic 
board. Each ABBI device communicates with the smartphone via a Bluetooth LE module, 
a standard protocol implemented for low power applications. The velocity of data 
communication is around 10 kB/s, which is ideal for adjusting the device's parameters. 
ABBI is designed to send advertisements of availability and respond to connection requests 
from the smartphone. When the device is connected to the smartphone, the user can 
configure the audio and motion characteristics of ABBI, e.g. changing the type of sound, 
the volume of the sound, broadcasting motion data.  
 Power management. The main consumer of battery power concerns the sound production 
of the ABBI devices, which is up to 320 mAh for a continuous sound at maximum volume. 
The choice to use intermittent sounds can minimize power consumption. To save power, 
ABBI activates the sleep modality automatically after a certain period without being moved  
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 (e.g., 20 s), and wakes up automatically when movements above a defined threshold are 
detected. The Bluetooth module starts working exclusively when ABBI sends 
advertisements. Once the Bluetooth connection is over, the Bluetooth module goes back 
into sleep mode. All these transitions are managed via a state machine in the firmware (the 
microcontroller's embedded program). 
 
 
3.3 Validation of the technology for assessment and 
rehabilitative purposes 
In the following Sections, I will report two studies in which I investigated whether the use 
of the TechARM system as an innovative technological aid would guarantee an efficient and 
reliable assessment of spatial competencies, specifically the effects of stimulated area's size  
(Section 3.3.1) and the interaction with moving targets (Section 3.3.2) when unisensory and 
multisensory stimuli are conveyed on the body. Then, I will report two studies in which I 
assessed whether the use of ABBI would improve spatial coding abilities in temporal or 
permanent absence of vision, specifically the effects of an audio-motor training on the 
recognition of auditory shapes in sighted adults (Section 3.3.3) and on auditory and 
proprioceptive competencies in long-term late blind adults (Section 3.3.4).  
 
3.3.1 Assessment of increasing stimulated area’s effects in unisensory and 
multisensory conditions 
The present study has been carried out to assess the efficacy of the Tech-ARM in 
incrementing the total size of stimulated area and enhancing overall perceptual accuracy. 
Indeed, it has been demonstrated that multisensory stimulation enhances sensory accuracy, but 
no study to date has explored whether also the size of the stimulated area affects perceptual 
performance. If increasing the size of stimulation positively impacts overall sensory accuracy, 
this would be a crucial factor to consider when developing technological tools to foster 
multisensory development in rehabilitation contexts.  
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Several pieces of evidence indicated that both spatial and temporal proximity affects 
multisensory integration. Stevenson and colleagues (2012) showed that for asynchronous and 
synchronous audio-visual stimuli, reaction times increased and decreased, confirming that 
temporal proximity facilitates multisensory integration. Moreover, the effects of temporal 
proximity depend on the stimulated spatial area. The space outside the body is divided into 
peripersonal (i.e., immediately around the body; (Brain, 1941; Hall, 1966; Previc, 1998; 
Rizzolatti et al., 1981)) and extrapersonal (i.e., beyond the peripersonal region; (Hall, 1966)) 
spatial areas. Sambo and Foster (2009) demonstrated decreased reaction times to simultaneous 
visuo-haptic stimulation only when stimulation occurred in the peripersonal space. Several 
studies have also demonstrated that spatial proximity of unisensory stimulation promotes a 
statistically optimal sensory integration (Ernst and Banks, 2002; Soto-Faraco et al., 2002; 
Spence and Squire, 2003; Zampini et al., 2003). However, it is not clear whether the size of 
sensory stimulation can affect perceptual accuracy, specifically whether incrementing the 
overall sensory stimulated area with multiple spatially and temporally coincident stimuli would 
enhance or impoverish sensory discrimination. This effect is referred to the impact of of the 
stimulated area's size on the perceived intensity of a stimulation. Therefore, positive results 
would indicate that the bigger the surface area stimulated, the higher the accuracy in the 
stimulation's perception. Similarly, the spatial summation effects have been demonstrated at 
the perceptual level, e.g. for different visual stimuli (Anderson and Burr, 1991, 1987; Burr et 
al., 1998), tactile stimuli (Gescheider et al., 2002; Verrillo et al., 1999; Verrillo and Gescheider, 
1975) and pain stimuli (Marchand and Arsenault, 2002), and at the cortical level, e.g. in the 
visual cortex areas (Shushruth et al., 2009), suggesting its potential role for several perceptual 
mechanisms. Moreover, several pieces of evidence have demonstrated that spatial summation 
effects might explain several psychophysical phenomena, e.g. contextual effects (Levitt and 
Lund, 1997; Li et al., 1999). 
In the present study, we investigated the relationship between the size of the stimulated 
surface and sensory discrimination by assessing how the size of sensory stimulation influences 
perception in unimodal (visual, auditory, tactile) and multimodal (bimodal, trimodal) 
conditions. We asked participants to tap a sensitized surface with the right index finger as soon 
as they perceived unimodal (visual, auditory, or tactile) or multimodal (the combination of 
unimodal stimuli) stimulations. The stimuli were conveyed by multisensory units positioned 
on the left harm. Then, they were asked to verbally indicate the number of stimuli perceived,  
3.3 Validation of the technology for assessment and rehabilitative purposes                       68 
 
 
independently of the stimulus modality. To perform the task, we used the TechARM (see 
Chapter 3, Section 3.2.1), which is a wearable and wireless system that provides spatially- and 
temporally-coherent multisensory stimulation with real-time feedback from the user (Schiatti 
et al., 2020).  
We hypothesized incrementing the stimulated area would decrease sensory threshold, thus 
increase sensory discrimination, both in unisensory and multisensory conditions. Moreover, 
due to the dominance of vision in spatial perception, we expected that visual information would 
dominate multimodal stimulation. Specifically, vision relies on a reference system based on 
external landmarks and facilitates spatial representation in allocentric coordinates. Therefore, 
we hypothesized that vision would promote the interaction of multiple stimuli conveyed on an 
increasing stimulated area of the body and enhance sensory accuracy more than modalities 
based on an egocentric perspective of space (e.g. touch). Indeed, we hypothesized that the 
absence of visual inputs would undermine an effective interaction between auditory and tactile 
stimulations, irrespective of the size of stimulated area. 
Sample 
Sixteen sighted adults between 25 and 37 years of age (mean age: 29 ± 0.82 years, 10 
females) were enrolled in the study. Participants were randomly recruited by Istituto Italiano 
di Tecnologia (Genoa, Italy), which provided them with monetary compensation for their 
participation. Participants belong to middle and upper-class Caucasian families living in a 
university town in Italy and none of them reported visual, auditory, musculoskeletal or 
neurological impairments. The study was approved by the local Ethics Committee (Comitato 
Etico ASL3, Genoa, Italy), and participants gave written consent to the experimental protocol, 
following the Declaration of Helsinki. The sample size was calculated with the free software 
G*Power 3.1 (www.psycho.uni-duesseldorf.de/abteilungen/aap/gpower3/), based on the 
following parameters:  
- effect size dz: 1.18 (Cohen’s d = 1.09; see Schiatti et al., 2020); 
- α err. prob. = 0.05;  
- power (1-β err. prob.) = 0.95. 
Task and procedure 
The experiment was conducted in a dark room, where participants sat in front of a table. The 
experimental setup consisted of five multisensory units, part of the TechARM system (see 
Chapter 3, Section 3.2.1). Each unit included embedded sensors and actuators to enable visual  
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(RGB LED), auditory (digital amplifier and speaker), and tactile (haptic moto-driver) 
interactions and a capacitive surface (capacitive sensor) on the device's upper part to receive 
and record real-time inputs from the user (dimension of a single unit: 2.5 cm x 2.5 cm x 2.5 
cm; dimension of upper sensitized area: 6.25 cm2). Four units were shaped in a 2x2 array and 
positioned on participants’ left arm, which was centrally aligned with their head, while the fifth 
unit was placed on the table, next to the right index finger. The dimension of the stimulation 
area was in the range from 6.25 cm2 (single unit: 2.5x2.5 cm2) to 25 cm2 (four units) (Figure  
 
3.10). During each trial, unimodal (auditory, visual, or tactile), bimodal (audio-tactile, audio-
visual, tactile-visual) or trimodal (audio-tactile-visual) stimuli with a duration of 100 ms were 
randomly produced by a randomized number of units in the array (between one and four active 
units), defined by fifteen configurations. The active units produced the same temporally-
congruent stimulation. Auditory stimuli were provided as 79 dB white noise burst at 300 Hz , 
visual stimuli were produced as white light by RGB LED (luminance: 317 mcd), and tactile 
stimuli were conveyed by a vibromotor peripheral (vibration frequency: 10 Hz). The 
experimental protocol was divided into two phases: a) a perceptual phase, where participants 
were asked to tap the upper surface of the fifth unit with the right index finger as soon as they 
where they reported verbally how many devices they assumed as active. Each stimulation was 
reproduced three times in all configurations, with a total amount of 315 trials (forty-five trials 
per seven stimulation levels). The experiment was performed in about one hour, and short  
 
Figure 3.10 Experimental setup of the increasing stimulated area task.   
The system used for the increasing stimulated area task consists in a technological system providing spatially- 
and temporally-coherent multisensory stimulation with real-time feedback from the user. Four units of the 
system are shaped in a 2x2 array and positioned on participants’ left arm, with the head centrally aligned. 
Another unit is placed on the table, next to the right index finger, to record reaction times by tapping the upper 
sensitized surface. The dimensions of each unit are 2.5x2.5 cm2, for a total of 25 cm2 with four units.  
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breaks perceived a stimulus, regardless of the kind of stimulation conveyed; b) a cognitive 
phase,  were allowed at any time during the session.  
Data analysis and statistics  
The experiment was designed to evaluate: a) the accuracy in determining the number of 
active units; b) the responsiveness to different levels of stimulation on the body. As a measure 
of accuracy, we computed index correct (IC), calculated as the number of correct responses 
divided by the total number of trials for each configuration of stimuli, and expressed as an 
index between 0 and 1. As a measure of responsiveness, we collected reaction times (RT), 
calculated as the time interval between the beginning of the delivered stimulation and the time 
when the participant tapped the fifth unit with the right index finger and expressed in seconds 
(s). To evaluate whether data were normally distributed, we applied the Shapiro-Wilk test of 
normality with the free software R (Free Software Foundation, Boston, MA, United States). 
After verifying that the data did not follow a normal distribution, we ran the analysis using 
nonparametric statistics. We conducted two separate two-ways permuted ANOVAs with IC 
and RT as dependent variables, and within-factors “stimulation” (seven levels: Auditory - A, 
Visual - V, Tactile - T, Audio-Tactile - AT, Audio-Visual - AV, Tactile-Visual – TV, and 
Audio-Tactile-Visual - ATV) and “active units” (four levels: One, Two, Three, and Four) as 
independent variables. The permuted Bonferroni correction for nonparametric data was applied 
in case of significant effects to adjust the p-value of multiple comparisons (significant value: α 
= .05). 
Results 
We carried out two levels of analysis: i) the main effects of the increase of stimulated area 
and the types of stimulation provided on index correct (IC) and reaction times (RT); ii) the 
interaction effects between increasing stimulated area and the kind of stimuli on IC and RT.  
In the first level of analysis, we examined whether the increasing number of active units and 
the difference between stimuli affected the performance in terms of accuracy (IC) and 
responsiveness (RT). As shown in Figure 3.11, the dimension of stimulated area resulted in a 
significant reduction of IC only within 18.75 cm2, with a similar performance in case of three 
and four active units, independently of the kind of stimulus provided (main effect: active units; 
RSS = 21.91, iter = 5000, p < 2.2e–16; and Bonferroni: One vs. Two = One vs. Three = One 
vs. Four = Two vs. Three: p = 0.00; Two vs. Four: p = 0.89; Three vs. Four: p = 1). Differently 
from IC, reactions to stimuli linearly increased with the increasing number of sources (main  
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effect: active units; RSS = 4.57, iter = 5000, p < 2.2e–16; and Bonferroni: One vs. Two: p = 
0.02; One vs. Three = One vs. Four: p < 0.001; Two vs. Three = Two vs. Four: p < 0.001; Three 
vs. Four: p = 0.008). The presence of visual stimuli, alone (unimodal) or combined with 
auditory or/and tactile stimuli (bimodal, trimodal), increased the response correctness, while 
unimodal auditory, tactile and bimodal audio-tactile stimuli induced a lower accuracy, 
regardless of the stimulated surface (main effect: stimulation; RSS = 197.73, iter = 5000, p < 
2.2e–16; and Bonferroni: V/AV/TV/ATV vs. A/T/AT: p < 0.001). Concerning RTs, they were 
similar with unimodal tactile and bimodal visuo-tactile stimuli (Bonferroni: p = 1) but higher 
than with other stimuli, apart from modality and number of active units (Bonferroni: T vs. A: 
p = 0.017; T vs. V: p = 0.004; T vs. AT: p = 0.025; T vs. AV: p < 0.001; T vs. ATV: p < 0.001; 
TV vs. A: p = 0.004; TV vs. V/AT/AV: p < 0.001). The second level of analysis investigated  
Figure 3.11 Impact of increasing stimulated area on index correct (IC) and Reaction Time (RT).  
The grey symbols represent the values of index correct (y-axis) between 0 and 1, as a function of Reaction 
Time (x-axis), expressed in seconds, per participant. The red asterisk is the average on the total number of 
participants. The black dashed lines indicate the chance level (0.25). The increase in the number of active 
units significantly resulted in a reduction of IC within 18.75 cm2 (p < 0.001), along with a linear increase of 
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whether the combination of the two factors might influence participants' performance and 
responsiveness. Firstly, we compared unimodal stimuli by considering changes in IC and RT 
while increasing the stimulated area. Figure 3.12A shows that the number of correct responses 
remained high only in case of visual stimuli (interaction between stimulation x active units; 
RSS = 45.04, iter = 5000, p < 2.2e–16; and Bonferroni: p = 1), while it linearly decreased with 
the increase in the number of active units for auditory (Bonferroni: A-One vs. A-
Two/Three/Four: p < 0.001; A-Two vs. A-Three: p = 0.049) and tactile stimuli (Bonferroni: T-
One vs. T-Two/Three/Four: p < 0.001; T-Two vs. T-Three: p < 0.001; T-Two vs. T-Four: p = 
0.007). On the contrary, participants slowed down reactions to visual (interaction between 
stimulation x active units; RSS = 3.12, iter = 5000, p < 2.2e–16; and Bonferroni: V-One vs. V-
Three/Four: p < 0.001; V-Two vs. V-Four: p = 0.004) but not to auditory (Bonferroni: p = 1) 
and tactile (Bonferroni: p = 1) stimuli (see Figure 3.12B). According to these findings, we may 
conclude that increasing the stimulated area did not affect discrimination accuracy when vision 
was present but negatively impacted on audition and touch, while it had a cost in terms of 
responsiveness only for visual stimuli. Secondly, we analyzed IC and RT's trend in bimodal 
and trimodal stimuli with increasing active units. As shown in the first level of analysis, Figure 
3.12C highlights that vision combined with other stimuli improved the performance in terms 
of correctness (Bonferroni: p = 1), although a linear delay in responsiveness (see Figure 3.12D) 
was confirmed (Bonferroni: AV-One vs. AV-Two: p = 0.005; AV-One vs. AV-Three/Four: p 
< 0.001; AV-Two vs. AV-Four: p < 0.001; AV-Three vs. AV-Four: p = 0.037; TV-One vs. 
TV-Two: p = 0.024; ATV-One/Two vs. ATV-Three/Four: p < 0.001; ATV-Three vs. ATV-
Four: p = 0.026). Concerning audio-tactile stimuli, the absence of significant differences 
between different dimensions of stimulated area was observed for both IC (Bonferroni: AT-
One vs. AT-Two/Four: p = 1; AT-One vs. AT-Three: p = 0.72; AT-Two vs. AT-Three/Four: p 
= 1; AT-Three vs. AT- Four: p = 0.19) and RT (Bonferroni: AT-One vs. AT-Two: p = 1; AT-
One vs. AT-Three: p = 0.88; AT-One vs. AT-Four: p = 0.96; AT-Two vs. AT-Three/Four: p = 
1; AT-Three vs. AT- Four: p = 1). Finally, to deeply evaluate the interaction between auditory 
and tactile stimuli, we compared the performance with unimodal and bimodal conditions 
(Figure 3.13). Results showed that IC was lower with bimodal than both unimodal stimulations 
for the smallest dimension of stimulated area (6.25 cm2) (Bonferroni: p < 0.001). However, 
accuracy with audio-tactile stimuli surprisingly increased in the case of three active units (18.75 
cm2), overtaking only auditory stimulation (Bonferroni: AT vs. A: p < 0.001; AT vs. T: p =  
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1.00), that was even lower than tactile stimulation (Bonferroni: T vs. A: p = 0.038; see Figure 
3.12A). These findings might point out that bimodal interaction of audio-tactile stimuli 
occurred with increased stimulation complexity.  
Figure 3.12 Impact of increasing stimulated area on index correct (IC) and Reaction Time (RT) with 
unimodal and multimodal stimuli.  
In A) and B) each symbol represents the mean value with standard error of IC and RT (y-axis), respectively, 
obtained by all the participants per number of active units (x-axis) with unimodal visual (blue dots), auditory 
(red squares) and tactile stimuli (purple triangles). The black dashed lines indicate the chance level (0.25). A) 
Only visual stimuli induced a high IC (p = 1), regardless of the number of active units, with respect to the 
linear decrease of auditory (p < 0.05) and tactile (p < 0.01) modalities. B) Concerning RT, a linear increase 
in responsiveness was present in case of visual stimuli (p < 0.01), but not auditory or tactile stimuli (p = 1). 
In C) and D) each symbol represents the mean value with standard error of CS and RT (y-axis), respectively, 
obtained by all the participants per number of active units (x-axis) with bimodal audio-tactile (green 
rectangle), audio-visual (dark-red dots), and visuo-tactile (red and green triangle) stimuli, and with trimodal 
audio-tactile-visual (light-blue dots) stimuli. C) When bimodal conditions included visual stimuli, IC 
maintained a high value, independently from the number of active units (p = 1), while IC were lower for 
audio-tactile stimuli with no significant differences between different dimensions of stimulated areas (p > 
0.10). D) As opposite to the trend of IC, RT linearly delayed only in presence of visual stimuli (p < 0.05), 
while no significant difference was experienced with audio-tactile stimuli (p > 0.80). 
N = 16 N = 16 





























The present study aims to unravel the mechanisms responsible for unisensory and 
multisensory spatial interaction. Specifically, it investigates whether the stimulated area's 
increase has a detrimental or beneficial effect on the sensory threshold. Two main results came 
out from the present work, respectively related to the proposed task's unisensory and 
multisensory conditions. 
In terms of unisensory processing, we found that visual information, alone or combined with 
auditory, tactile, or audio-tactile stimuli, dominates perception. This finding is in line with 
previous works demonstrating the higher reliability of vision in perceiving simultaneous 
stimuli (Foulke, 1982; Merabet and Pascual-Leone, 2010; Pasqualotto et al., 2013; Thinus-
Blanc and Gaunet, 1997). Research has also underlined that the combination of perceptual 
experiences from the environment and visual experience drives the development of allocentric 
spatial skills (Nardini et al., 2009; Vasilyeva and Lourenco, 2012). Moreover, spatial accuracy 
and precision of an event improve when multiple senses, congruent in space and in time, are  
Figure 3.13 Comparison of index correct (IC) between bimodal Audio-Tactile stimuli and unimodal 
Auditory and Tactile stimuli.  
The grey symbols represent the values of index correct in the Audio-Tactile modality (y-axis), expressed as 
an index between 0 and 1, as a function of index correct in the Auditory and Tactile modalities (x-axis), 
expressed as an index between 0 and 1, per participant. The red asterisk is the average on the total number of 
participants. IC was lower with bimodal than both unimodal stimulations when one unit was active (6.25 cm2) 
(p < 0.001), while it increased until 18.75 cm2 with a significant difference with respect to Auditory (p < 
0.001) but not Tactile (p = 1.00) stimuli. 
N = 16 
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integrated (Gori, 2015). However, our findings showed that when the stimulated area increases, 
a delayed responsiveness can be observed in the visual domain, indicating that size of 
stimulation has an effect in terms or visual responsiveness. A possible explanation might be 
that, when stimulation is conveyed on the body the faster response of touch is due to the fact 
that touch contributes to represent space based on egocentric (bodily) coordinates. Concerning 
hearing, we found that auditory responsiveness was not affected by the size of the stimulated 
area but auditory accuracy did not improve along with the increase of stimulated area, and this 
might be due to less reliability of auditory than visual information based on external landmarks, 
and than tactile information on the body. Several studies have demonstrated that vision 
typically dominates other sensory modalities in perception, producing a strong bias in case of 
conflicting events (Alais and Burr, 2004; Anderson and Zahorik, 2011; Bertelson and 
Aschersleben, 2003; Botvinick and Cohen, 1998; Flanagan and Beltzner, 2000; Zahorik, 2001). 
Our result might suggest that increasing the surface area on the body produced a sensory 
conflict between multiple sensory modalities, independently of the spatial and temporal 
coherence of stimulation.  
Consequently, we might argue that conflicting events are solved by vision under a more 
cognitive point of view, while auditory and tactile stimuli foster perceptual abilities when 
multiple and proximal stimuli add up in space. A further explanation of the late responsiveness 
of vision in the task proposed might be related to the coexistence of retinotopic and spatiotopic  
reference frames to build spatial maps of the environment (Gardner et al., 2008; Golomb et al., 
2008; Macaluso and Maravita, 2010; Wandell et al., 2007). Since retinotopic coordinates can 
induce an error signal when the fovea has to be moved and kept on a selected target, such a 
reference system can be considered more viewer-centered than spatiotopic frames of reference, 
which determine observer-independent properties of stimuli (Noory et al., 2015). According to 
this view, we might conclude that retinotopic and spatiotopic reference frames get into a 
conflict when perceptual features are processed, producing a significant delay in 
responsiveness, while spatiotopic coordinates overcome when cognitive processes take place 
and guide the other senses in encoding bodily space.  
In terms of multisensory processing, we found that audio-tactile interaction enhances 
sensory accuracy more than unisensory (audio, tactile) processing only when the stimulated 
area increases. Indeed our results indicate that a significant increase in sensory accuracy is 
evident only when the surface areas correspond to four devices (25 cm2), suggesting that the  
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dimension of stimulated area might facilitate multisensory interaction. A possible reason for 
this is that, while vision dominates the spatial representation, a cost on integrating bigger spatial 
and tactile areas might emerge. When vision is not available, the association between auditory 
and tactile stimuli might have a stronger benefit for a bigger area of stimulation, where 
unisensory uncertainty is smaller. This idea might be supported by previous findings on the 
computation of frequency that showed a convergence between auditory and tactile stimuli in 
the case of spatiotemporal coherence (Foxe, 2009). According to such a view, other works have 
highlighted the early convergence and integration of auditory and tactile inputs at sensory 
cortices level (Brandwein et al., 2011; Finocchietti et al., 2015b; Foxe et al., 2002, 2000; 
Keniston et al., 2010; Meredith et al., 2009; Schroeder et al., 2001).  
Overall, this work aimed to unravel the role of vision combined with audition and touch in 
space representation in an increasing bodily area. Our results suggested that, since multisensory 
interaction is driven by vision improved response accuracy with the increasing of stimulated 
area, vision provides a more reliable spatila information to encode peripersonal space. This 
result supports the idea that vision enhance spatial change discrimination when multiple stimuli 
occur in the same location and time. On the other hand, relying on visual cues might affect 
responsiveness to stimulation. Depending on vision seems to have a cost in terms of the spatial 
perception of both unisensory and multisensory events, while touch might guide audition in the 
discrimination of an increasing audio-tactile area on the body. Indeed, the combination of 
audition and touch improved the performance compared to unimodal auditory stimuli for a high 
number of active units, which might highlight a leading role of touch, based on body-centered 
spatial coordinates, in audio-tactile interaction process.  
Concerning the TechARM system's validation, results confirmed its effectiveness in 
conveying unisensory and multisensory spatial stimuli. Moreover, thanks to the system's 
performing features, we implemented a novel paradigm, investigating whether the size of the 
stimulated area can effectively improve accuracy in the discrimination of spatial stimuli (i.e., 
spatial summation effect). With the present study, we demonstrated that vision drives 
multisensory integration of different sensory modalities with increasing stimulated area, with 
a detrimental effect in terms of responsiveness to stimulation. Moreover, the combination of 
auditory and tactile stimuli increased along with the stimulated area. These findings better 
define the interaction between sensory modalities and spatial area, highlighting the importance 
of assessing and training multisensory spatial skills in case of visual disability.  
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3.3.2 Assessment of spatiotemporal interceptive skills in interactive 
scenarios 
The present study has been performed to assess the efficacy of the Tech-ARM in providing 
static and dynamic stimulation on the body, creating the impression of fixed or moving targets 
and recording users’ responses in real-time. Indeed, it has been shown that it is possible to 
localize and intercept a moving object with visual feedback and rely on other senses such as 
touch and hearing. Nonetheless, no study has directly compared interception accuracy across 
senses (vision, touch, hearing) on the body. The validation of a device that permits to measure 
the interception accuracy in unisensory and multisensory conditions quantitatively and directly 
on the body would comprehensively assess spatial and temporal aspects.  
Impairments in the typical functioning of a sensory modality, such as problems related to 
vision, can affect the development of spatial and locomotor competencies, interpretation and 
integration of input from other senses, cognitive and social skills (Hyvärinen, 1995). Although 
it is generally assumed that increased auditory and tactile skills may compensate for a visual 
deficit, it was demonstrated that vision impairments could also negatively affect the 
development of other sensory modalities (Gori et al., 2014). To date, the use of innovative 
systems for the quantitative assessment of sensory stimulation responses is increasing, 
particularly to evaluate the development of spatial coding skills (Colenbrander, 2010).  
In the present study, we investigated perceptive mechanisms (e.g., unimodal and multimodal 
perception) of spatial representation by focusing on interception (see Schiatti et al., 2020). 
Interception is a fundamental ability in daily activities that require consolidated spatiotemporal 
skills, since it is based on predicting and integrating an individual’s movement and the 
movement of the object to be intercepted to produce a timed motor response (Brenner and 
Smeets, 2018). While most of the research related to interception has mainly focused on the 
role of vision in guiding motor actions to reach an object (Port et al., 1997), it has been recently 
shown that it is possible to localize and intercept a moving object even relying on other senses 
such as touch and hearing. For instance, intercepting a tactile target can be compared to visual 
targets' interception, depending on haptic judgments on the position and velocity of the moving 
stimulus (Nelson et al., 2019). Similarly, sounds seem to provide prospective information for 
the purposeful control of goal-directed behavior. Specifically, individuals can vary the velocity 
profile of their intercepting movements based on the moving sound object (Komeilipoor et al.,  
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2015; Shaffer et al., 2013). Despite the relevance of understanding such perceptual 
mechanisms, extensive data assessing a direct comparison of interception accuracy across 
senses (vision, touch, hearing) on the body are still missing to date. The present study's main 
aim was to validate the TechARM (see Chapter 3, Section 3.2.1) by using a manual interception 
task performed on a group of sighted adult subjects. The task consisted in the delivery of visual, 
auditory and tactile stimuli, either static or moving across the subject’s arm, and in the direct 
record of users’ responses, without the need of complex equipment, e.g. a motion tracking 
system. 
Sample 
Six sighted adults (average age: 27 ± 3.28) took part in both experiments after giving their 
written consent with the experimental procedure, approved by the local Ethics Committee 
(Comitato Etico ASL3 Genovese).  
The sample size was calculated with the free software G*Power 3.1 (www.psycho.uni-
duesseldorf.de/abteilungen/aap/gpower3/), based on the following parameters:  
- effect size dz: 1.18 (Cohen’s d = 1.09); 
- α err. prob. = 0.05;  
- power (1-β err. prob.) = 0.95. 
Task and procedure 
The experimental protocol was splitted in: i) Position task; ii) Interception task (see Figure 
3.14). The protocol for both tasks followed the guidelines presented in the related literature 
(Nelson et al., 2019). Participants sat with their hands laying on a table, with six TechARM 
units placed in a row on their left/ right arm (right-handed/ left-handed). They were asked to 
perform a tapping task, with the goal of matching the position of a static stimulus on their arm 
(Position), or intercepting it while it was moving along the arm (Interception). The stimuli,  
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Figure 3.14 Experimental setup for the TechARM system validation. 




either static or moving, were delivered by the TechARM units in the visual (V), tactile (T), and 
auditory (A) modalities, in the form of white LED lighting, vibration, and a white noise sound, 
respectively. Each trial started with the subjects placing their dominant-hand index finger at a 
starting point indicated on the table (see Figure 3.14a). After a beep, the stimulation started and 
the subject was instructed to match the position of the stimulus as fast as possible by tapping 
the upper sensitized surface (embedded with the capacitive sensor) of the active TechARM 
unit. 
Position task 
The task took into account individual baseline differences in position detection accuracy for 
stimuli of different sensory modalities (see Figure 3.14b). This allowed us to include such 
differences when interpreting the interception task results. Six TechARM units covered a 
distance of 15 cm (2.5 cm per unit) on the participant’s forearm. During the trial, one out of 
the six units delivered a 200ms stimulation in one of the three sensory modalities, and 
participants had to tap the target as soon as they felt it. For each position on the arm, there were 
three repetitions per sensory modality, resulting in 54 trials.  
Interception task 
During this task, the TechARM units were programmed to deliver a certain stimulation 
(either V, T or A), with a progressive delay from an end of the row to the opposite one, thus 
simulating a moving stimulus (see Figure 3.14c). Participants were instructed to intercept the 
stimulus by tapping on the active unit as fast as possible after the trial started. Three stimuli 
durations were implemented, namely 100ms, 200ms, and 300ms, leading to an apparent speed 
of approximately 25cm/s (high), 12.5cm/s (medium) and 8.3cm/s (low),  respectively. The 
starting positions always corresponded to the two extremities of the row. Therefore, the 
stimulus could travel in the elbow-to-wrist direction or the opposite way, resulting in a total of 
18 conditions. For each condition, there were 5 repetitions, leading to a total of 90 trials per 
participant.  
Data analysis and statistics  
Position task 
The performance was evaluated in terms of Response Time (RT), calculated as the temporal 
interval between the start of the trial and the first touch detected, and Position Error (Errp), 
calculated as the distance between the selected unit and the active unit. We assessed that data  
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did not follow a normal distribution (Shapiro-Wilk test), and we applied paired permutation t-
tests with Bonferroni correction for multiple comparisons (significant value: α = .05). 
Interception task 
The performance was evaluated in terms of Response Time (RT), and Time Error 
(Errt),calculated as the temporal interval between the tap and the time in which the selected 
unit was active (Errt > 0 if the unit was tapped after the end of its activation time, Errt < 0 if 
tapped before its activation time, Errt = 0 if tapping matched time of unit’s activation). We 
assessed that data did not follow a normal distribution (Shapiro-Wilk test), and we applied 
paired a permuted two-way ANOVA analysis with “RT” and “Errt” as dependent variables, 
and “stimulus type” (three levels: V, A, T) and “speed” (three levels: Low, Medium, High) as 
within-subjects factors, with Bonferroni correction for multiple comparisons (significant value: 
α = .05). 
Results 
Position task 
We found that the ability to localize stimuli on the arm strongly depends on the sensory 
information provided (see Figure 3.15b) for what concerns static targets. Results suggest that 
participants tend to localize less accurately T compared to V stimuli (p = 1.92e-19), A 
compared to V stimuli (p = 5.48e-14) and T compared to A stimuli (p = 0.01). Therefore, 
participants seem to be overall more impaired in tactile localization of static stimuli on the arm. 
On the contrary, as shown in Figure 3.15a, no significant difference exists between audition 
and touch when considering reaction times (p = 0.26), while V significantly differs from T (p  
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Figure 3.15 Position experiment results (distributions among subjects). 
Results in terms of response time RT (a) and Position Error Errp (b), comparing V, T and A conditions. Each 
box indicates the distribution median (red line), the 25th and 75th percentiles, and outliers (’+’). Stars 
highlight significant differences between conditions according to paired permutation t-tests (*p ≤ 0.05, **p ≤ 
1e-2, ***p ≤ 1e-3). 
 
 
= 4.00e-6) and A (p = 4.27e-4). Overall, results suggest that the visual modality leads to faster 
and more precise responses.  
Interception task 
For what concerns dynamic targets, revealed for both RT and Errt a significant effect of 
stimulus type (p < 2.20e-16) and speed (p < 2.20e-16), as well as of their interaction (p = 1.00e 
-3). For V and T, RT decreased with increasing stimulus velocity (see Figure 3.16a). This 
confirms previous literature findings on tactile and visual interception (Nelson et al., 2019), 
and supports the idea that our device is suitable for investigating perception. Results from Errt 
(Figure 3.16b) indicate that also interception accuracy varied depending on stimulus velocity. 
Indeed, while participants correctly intercepted the moving stimulus across all sensory 
conditions for medium velocity (200ms), they manifest a motor delay resulting in a positive 
temporal error for high velocity (100ms) and motor anticipation resulting in a negative 
temporal error for low-velocity stimuli (300ms) in case of acoustic stimuli. This can be 
intercept auditory targets more quickly when fast compared to slow stimuli are presented 
(Komeilipoor et al., 2015).  
Another interesting result comes from the observation that, while all sensory modalities 
show the same interception accuracy for a medium stimulus velocity, V modality behaves 
similarly to T and better than A for slow targets, and similarly to A and better than T for fast 
targets. Overall, findings from our study suggest that auditory and tactile information might be 
effective in compensating and eventually substituting visual inputs to develop interception 
capabilities on the body. 
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Figure 3.16 Interception experiment results (distributions among subjects). 
Results in terms of response time RT (a) and Time Error Errt (b), for low, medium and high speed of moving 
target, comparing V, T and A conditions. Outliers are not shown. Stars highlight significant differences 




In the present study, we presented a novel wearable system called TechARM, suitable to be 
used in investigating perceptive capabilities during interactive tasks, e.g., the interception of a 
moving target. When static stimuli were provided, the visual modality drove participants to 
faster and more precise performance. This can be explained by taking into consideration the 
spatial and temporal resolution of the visual system, being dependent on the resolution of the 
fovea (Danilova and Bondarko, 2007). On the other hand, individuals similarly react to 
auditory and tactile stimulations in terms of velocity, but they better identify the location of the 
stimulation when using the auditory modality. Such observation could be explained both by 
the type of stimulus, i.e. a vibration transmitted through the whole TechARM unit bottom 
surface, and by the resolution of skin receptors on the arm (Cholewiak et al., 2004). In the case 
of dynamic targets, the decrease of RT when visual and tactile stimuli were provided confirms 
previous literature findings on tactile and visual interception (Nelson et al., 2019), and supports 
the idea that the TechARM system might be suitable for investigating spatial perception.  
Moreover, while participants correctly intercepted the moving stimulus across all sensory 
conditions for medium velocity (200ms), they manifest a motor delay resulting in a positive 
temporal error for high velocity (100ms) and a motor anticipation resulting in a negative 
temporal error for low-velocity stimuli (300ms) only in case of auditory stimuli. This can be 
interpreted in the context of the existing literature on the topic, showing that individuals 
intercept auditory targets more quickly when fast rather than slow stimuli are presented 
(Komeilipoor et al., 2015).  
Another interesting result comes from the observation that, while all sensory modalities 
show the same interception accuracy for a medium stimulus velocity, the visual modality 
behaves similarly to tactile and better than auditory modality for slow targets, and similarly to 
auditory and better than tactile modality for fast targets. This suggests that multisensory audio-
tactile feedback might improve individuals' interception abilities by providing more robust 
information than with unimodal feedback.  
Concerning the validation of the TechARM system, results confirmed its effectiveness in 
reproducing findings of previous works in the field. Moreover, thanks to the system's 
performing features, we implemented a novel paradigm, comparing interception accuracy 
across visual, auditory and tactile sensory modalities. With the present study, we demonstrated  
that auditory and tactile information, other than vision, can be used to intercept a target on the 
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arm and that the velocity of dynamic stimuli strongly affects interception accuracy. These 
findings shed light on the role of predictive abilities in motor action planning. Therefore, they 
highlight the importance of assessing and improving interception skills in case of sensory 
disabilities, such as blindness.  
 
3.3.3 Effects of body-centered training on auditory spatial competencies in 
adults with temporal visual deprivation  
The present study has been performed to investigate whether ABBI would be a reliable tool 
to improve spatial skills in the temporary or permanent absence of vision. Specifically, we 
tested the effects of audio-motor training performed with ABBI on recognizing auditory shapes 
in sighted adults (Section 2.1). Indeed, it has been shown that audio-motor coupling can 
improve sensory accuracy in specific auditory and proprioceptive tasks in both children 
(Cappagli et al., 2019, 2017) and adults (Finocchietti et al., 2017) with visual impairment. 
Nonetheless, no study has investigated whether more complex perceptual tasks, such as shape 
recognition, might improve after a training reinforcing audio-motor association. The validation 
of a device that enhances spatial perception by producing audio-motor correspondences would 
have important implication in terms of rehabilitation outcomes for children with a visual 
disability.  
The development of Sensory Substitution Devices (SSDs) to transform visual stimuli into 
auditory or tactile information (Bach-y-Rita and Kercel, 2003; Gori et al., 2016; Meijer, 1992; 
Proulx and Harder, 2008) has reinforced the assumption that audition can substitute vision in 
the recognition of visual properties of an object, e.g. the shape (Amedi et al., 2007; Bizley and 
Cohen, 2013; Boyer et al., 2015; Carello et al., 1998). Furthermore, recent studies have 
demonstrated that the association of auditory feedback to bodily movements can be beneficial 
for spatial perception (Aggius-Vella et al., 2020; Cappagli et al., 2019, 2017; Finocchietti et 
al., 2017). Therefore, audition can be informative in providing real-time feedback about motor 
performance by explicit and implicit sensorimotor learning (Bevilacqua et al., 2016; Schaffert 
et al., 2019; Scholz et al., 2014), which is considered a crucial factor for spatial perception. 
Nonetheless, no study to date has assessed whether auditory feedback coupled with motor 
information would enhance the ability to discriminate a specific spatial property, i.e. objects’  
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shape, presented as spatialized sounds. Moreover, it is not clear whether training the 
recognition of auditory shapes through audio-motor feedback would produce an automatic 
transfer of visual shape properties, such as the closure of contours. Indeed, according to the 
Gestalt principle of ‘closure’ (Wertheimer, 1923), the most relevant cue that allows the visual 
perception of an object is its closed contour.   
In the present study, starting from the findings obtained in Chapter 2 (Section 2.4), we 
assessed whether blindfolded sighted adults improve their ability to recognize auditory shapes 
after an audio–motor training with the use of the ABBI devices included in the ABBI-K system 
(see Martolini et al., 2020). We hypothesized that the audio-motor training would produce more 
positive effects on recognizing auditory shapes compared to solely auditory training since it 
provided multimodal contingencies that are more effective than unimodal stimulation (Bahrick 
et al., 2004; Shams and Seitz, 2008). Secondly, to investigate whether such properties of visual 
perception, as closeness, would be automatically transferred to audition, we evaluated whether 
auditory feedback of body movements would influence the discrimination of open- versus 
closed-contour auditory shapes. Accordingly, we presented two untrained open and two 
untrained closed shapes conveyed through auditory stimuli to be recognized, and we expected 
that the training would allow a generalization to both untrained open and untrained closed 
shapes in the auditory domain. Finally, we assumed that well-performed audio–motor training 
would help sighted adults with temporal deprivation of visual inputs to improve the recognition 
of auditory shapes, regardless of the contour (open, close). 
Sample  
The same twenty-two sighted volunteers of the work presented in Chapter 2, Section 2.4 
participated in this study.  Eleven adults (age range: 19–38 years, mean age: 26.9 ± 6.36 years, 
seven females) were assigned to the first group (experimental group), while 11 adults (age 
range: 20–29 years, mean age: 24.5 ± 2.73 years, six females) were assigned to the second 
group (control group). We recruited participants with the same procedure explained in Chapter 
2, Section 2.4. Before starting the experiment, written consent to the experimental protocol was 
provided by each participant, as required by the Declaration of Helsinki and the local Ethics 
Committee (Comitato Etico ASL3 Genovese). The sample size was calculated with the free 
software G*Power 3.1 (www.psycho.uni-duesseldorf.de/abteilungen/aap/gpower3/), based on 
the following parameters:  
- effect size dz: 1.25 (Cohen’s d = 1.30; see Carello et al., 1998); 
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- α err. prob. = 0.05;  
- power (1-β err. prob.) = 0.95. 
Task and procedure 
As explained in Chapter 2, Section 2.4, participants entered the experimental room 
blindfolded to prevent them from seeing the setup. The experiment was divided into three 
consecutive sessions: (1) the pre-training session, during which participants performed the 
auditory shape recognition task for the first time (the experimental session in Chapter 2, Section 
2.4); (2) the training session, during which participants performed audio–motor (experimental 
group) or a completely passive auditory training (control group) for 30 min; (3) the post-
training session, during which all participants performed the auditory shape recognition task 
for the second time. The whole experiment was performed on the same day and lasted about 1 
h and 30 min. Preliminarily to the pre-training session, participants were allowed to familiarize 
themselves with a tactile version of the four shapes (diamond, house, staircase, spiral) 
presented in the auditory shape recognition task (see Chapter 2, Section 2.4). The auditory 
shape recognition task was administered to both groups of participants and consisted of the 
verbal recognition of four semantic shapes (diamond, house, staircase, spiral) presented as 
continuous sounds. The experimental setup and procedure of the task were the same as the 
study presented in Chapter 2, Section 2.4.  
The training 
The training lasted about 30 min for both groups (experimental and control) and required 
participants to understand how a shape could be perceived through hearing while blindfolded 
until they sat in front of the experimenter behind the setup. The experimental group performed 
active training based on the association of auditory and motor information from their body 
movements. Participants were required to wear a sound source on the wrist corresponding to 
the dominant hand and reproduce the same simple arm movements previously performed by  
the experimenter, who wore a sound source on both wrists (Figure 3.17). The auditory source 
used for the training was ABBI, the wearable device included in the ABBI-K system, that has 
been previously adopted to enhance spatial perception in visually impaired people (Cappagli 
et al., 2019, 2017).  
The training's goal was to make participants conscious of the position of sounds in 
peripersonal space by relying on body-centered coordinates. The sound produced was an 
intermittent sound (pure tone) of 500 Hz and 180 bpm, as previously used in a study by  
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(Finocchietti et al., 2017, 2015b). The training consisted of two sessions, with increasing 
difficulty. During the first session, participants were required to listen to one out of four simple 
auditory stimuli (horizontal line, vertical line, diagonal line, and curve line) and reproduce it.  
During the second session, participants were required to listen to one of four complex auditory 
stimuli (half triangle, half rhombus, half circle, and a half square) and reproduce it. Before 
starting each training session, participants took the blindfold off while the experimenter in front 
of them showed the first and second training sessions' shapes, respectively. After a short demo, 
participants were blindfolded again and the training started. On each training trial, the 
experimenter produced auditory stimuli by moving both arms sequentially (right and left in 
random order) to mimic the stimulus (simple or complex). Immediately following that, 
participants were asked to reproduce the auditory stimulus with both arms in sequence, one 
arm with only motor feedback (arm without ABBI) and the other arm with audio–motor 
feedback (arm with ABBI). In the first session of the active training, the four trajectories 
(horizontal line, vertical line, diagonal line, and curve line) were reproduced with both hands 
10 times each, for 40 trials with the left hand and 40 trials with the right hand (total: 80 trials). 
Since the difficulty of the training increased, we reduced the number of repetitions in the second 
session. Each participant reproduced the four half shapes (half triangle, half rhombus, half 
circle, and a half square) with both hands five times each, for 20 trials with the left hand and 
shapes (e.g., diagonal line, half rhombus for diamond), presented in the experimental sessions 
before and after the training. We supposed that this kind of training would improve the ability 
to discriminate shapes with different features, such as curves or vertical lines, similarly to 20 
trials with the right hand (total: 40 trials). Overall, the training was intended as a practice 
session based on recognizing parts of open (e.g., curve line, half circle for shell) and closed 
image representation paradigms (Bai et al., 2014). Concerning the passive auditory training, 
the control group performed the same number of trials per session and verbally named each 
trajectory or half shape without reproducing them. No feedback was given to participants 
during either the active or the passive trainings. For this reason, in the audio–motor training 
participants were not expected to repeat the movement for incorrect reproduction trials. If 
participants reported being unsure about the experimenter’s performance, they were allowed 
to hear the trials for a second time. 
Data analysis and statistics 
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For each participant, we calculated an index of correctness given as the number of correct 
responses for each auditory shape divided by the total number of trials for each shape (e.g., 
five correct responses for the shell gave an index of the correctness of 0.5). The correctness 
index was calculated for the pre-training (see ‘recognition score’ in Chapter 2, Section 2.4) and 
the post-training sessions. We focused on each participant's improvement (Δ) across the test 
phases (pre-training and post-training), expressed as an index between 0 and 1. Concerning the 
training, we collected the score obtained by each participant for each level of difficulty (number 
of correct responses, normalized between 0 and 1). The final score index was averaged on the 
total number of trials of the two training sessions. We verified that data were normally 
distributed, performing the Shapiro–Wilk test of normality using the free software R (Free 
Software Foundation, Boston, MA, USA). We conducted three separate mixed ANOVAs with 
‘pre-training score’, ‘post-training score’ and ‘improvement’ as dependent variables, with 
‘training groups’ as between-factor variable (two levels: Experimental, Control) depending on 
the kind of training performed, and ‘shapes contours’ as within-factor (two levels: Open, 
Closed). Bonferroni correction was applied in case of significant effects to adjust the p-value 
of multiple comparisons (significant value: α = .05). 
Figure 3.17 Active audio–motor training of the auditory shape recognition task.  
Participants of the experimental group undergo an active training based on the association of auditory and 
motor information from their own body. (A) The blindfolded participant (left) and the experimenter (right) sit 
in front of each other. The experimenter wears an Audio Bracelet for Blind Interaction (ABBI) device on both 
wrists, while the participant wears an ABBI device only on his dominant wrist. (B, C) The experimenter 
produces auditory shapes with ABBI (both left and right hemi-spaces in random order). (D, E) The participant 
is asked to reproduce with both arms the auditory shapes performed by the experimenter. (F) Sessions of 
training. During the first session (difficulty level 1), four simple trajectories (horizontal line, vertical line, 
diagonal line, and curved line) are presented, while during the second session (difficulty level 2), four complex 
auditory shapes (half triangle, half rhombus, half circle and half square) are presented. 
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Furthermore, we evaluated whether there was a relation between the score obtained during 
the training and the improvement in auditory shapes recognition. We calculated the median 
value of training scores among the participants of each group. We divided participants into two 
subgroups: ‘Good training’ if the score value was greater than the median, ‘Bad training’ 
otherwise. We analyzed whether the improvement was influenced by the test score, comparing 
the experimental to the control group with a one-tailed t-test (significant value: α = .05). 
Results 
Since no significant difference was observed between the experimental and control groups 
in the recognition of auditory shapes during the pre- (F(1, 20) = 0.29, p = 0.59) and post-training  
(F(1, 20) = 1.24, p = 0.28) phase, all participants were collapsed in a single group. Participants 
were better at recognizing open- than closed-contour shapes (main effect: contour shapes; pre-
training: F(1, 20) = 7.24, p = 0.014, Bonferroni: p = 0.005; post-training: F(1, 20) = 10.61, p = 
0.004, Bonferroni: p = 0.0007), regardless of the type of training performed (interaction 
training groups × contour shapes; pre-training: F(1, 20) = 0.27, p = 0.61; post-training: F(1, 20) = 
0.59, p = 0.45).  
We then evaluated the improvement of participants in the auditory shapes recognition task 
after both training (Figure 3.18). Results suggested that performing active or passive training 
influenced the improvement in the recognition of auditory shapes with open or closed contours 
(interaction training groups × contour shapes; F(1, 20) = 6.86, p = 0.016)]. The recognition of 
open shapes was significantly higher than that of closed shapes within the experimental group 
(Bonferroni: p = 0.015). Moreover, participants who underwent the audio–motor training 
improved their performance more than participants performing the passive training, 
specifically in the recognition of open shapes (Bonferroni: p = 0.045). This result confirmed 
our hypothesis on the effectiveness of active training based on the reproduction of movements 
combined with sounds in the recognition of auditory shapes. 
Finally, we analyzed the improvement obtained by experimental and control groups in the 
recognition of open versus closed shapes, taking into account participants' score during the 
training. Figure 3.19 shows that only those who collected a high score during the active training 
significantly improved their abilities in recognizing open shapes, concerning participants who 
did a good passive training (t18 = 2.21; p = 0.021). In the case of a low score, both experimental 
and control groups showed no significant difference in recognizing open shapes (t22 = 1.06; p  
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= 0.30). Concerning closed shapes, no significant differences were reported between 
experimental and control groups with both high (t18 = 0.00; p = 1.00) and low score (t22 = −1.52; 
p = 0.14). In this case, our hypothesis regarding an improvement in the recognition of auditory 
Figure 3.18 Improvement in the auditory shape recognition task after the training.  
The experimental group, whose members do the active audio–motor training based on the coupling of auditory 
and motor feedback, improves the recognition of open shapes significantly more than the control group 
(between factor, p <0.05), who undergoes a passive training relying solely on the auditory information 
produced by the experimenter. Moreover, within the experimental group, open-contour shapes are perceived 
significantly better than closed-contour shapes (p <0.05). 
Figure 3.19 Comparison between the improvement obtained by the experimental and control groups in 
case of high or low score during the training.  
(A) When scoring high at training, participants of the experimental group improve more than those of the 
control group in the recognition of open-contour shapes (p < 0.05). When scoring low, no significant 
difference is observed between the two groups (p = 0.30). (B) No significant difference is observed between 
the two groups when scoring both high and low towards closed-contour shape recognition (p >0.10). 
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open and closed shapes due to audio–motor training was confirmed only in the case of open 
shapes.  
Overall, the results demonstrated that doing good training based on the coupling of auditory 
and motor feedback improves the recognition of open shapes conveyed through sounds, 
shifting from the body to external references. 
Discussion  
Recent studies have shown that auditory feedback associated with body movements could 
enhance spatial representation both in sighted (Aggius-Vella et al., 2020) and blind individuals 
(Cappagli et al., 2019, 2017; Finocchietti et al., 2017). In the present work, we hypothesized 
and demonstrated that coupling auditory cues with body movements could also improve the 
ability to recognize auditory shapes. Our findings showed that an active audio–motor training 
performed with ABBI (Finocchietti et al., 2015c; Porquis et al., 2017), a wearable device 
included in the ABBI-K system (Martolini et al., 2020a), and based on the reproduction of  
movements combined with sounds was effective in improving the recognition of complex 
shapes presented as auditory stimuli. Moreover, the higher the score during the training, the 
higher the improvement obtained in the recognition of open-contour auditory shapes. 
According to our results, providing a sound as a real-time feedback about movements can both 
explicitly and implicitly enhance sensorimotor abilities (Bevilacqua et al., 2016), while 
audition applied to motor performance seemed to be effective for rehabilitation and sport 
training (Schaffert et al., 2019; Scholz et al., 2014). In a work by Boyer and colleagues (2015), 
solely auditory cues provided information about the curvature of shapes in the absence of visual 
feedback, further confirming that audition can be successfully applied for spatial learning tasks. 
A growing body of research has demonstrated that audition employed to substitute but not to 
compensate vision can also help individuals to perceive typically visual features of objects via 
artificial soundscapes (SSDs - Sensory Substitution Devices; (Amedi et al., 2007; Bach-y-Rita 
and Kercel, 2003; Gori et al., 2016; Meijer, 1992; Proulx and Harder, 2008)). Nonetheless, the 
use of visual-to-auditory SSDs was effective only after long training, divided into multiple 
sessions lasting from 2 hours to 50 hours (Amedi et al., 2007; Striem-Amit et al., 2012b), while 
the audio–motor training proposed in this study lasted 30 min in a unique session and seemed 
to be effective as well.  
Our work's first finding indicates that blindfolded sighted adults could improve the 
recognition of open-contour auditory shapes thanks to the coupling of auditory and motor  
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feedback of their own body movements during a short training. This result is in line with 
our previous studies, showing that spatial perception can be enhanced by audio–motor training, 
especially in rehabilitation contexts of visually impaired individuals (Cappagli et al., 2019, 
2017; Finocchietti et al., 2017). A possible explanation of such a result is that the association 
of auditory feedback with body movements might create a ‘bridge’ between body 
representation and external representation. In other words, audio–motor training could be used 
to shift the spatial representation from egocentric to external reference frames. This process, 
usually mediated by vision, can be guided by hearing through the sonorous feedback deriving 
from body-centered coordinates, allowing recalibration of the extra-personal space in 
allocentric coordinates. 
Interestingly, the second finding of the present work shows that the audio-motor training 
was beneficial only to recognize open-contour shapes. Generally, this might indicate that the 
audio–motor training proposed might led to generalization to, at least, novel untrained open-
contour shapes, while closed shapes need to be trained differently. Alternatively, in our study 
auditory feedback was used as real-time movement sonification. Therefore only implicit 
learning was possible. Nonetheless, it has been suggested that the combination of both explicit 
and implicit learning mechanisms can further improve perceptual performance (Bevilacqua et 
al., 2016).  
Consequently, the auditory feedback as an alarm for movement errors might have also been 
used to signal shape reproduction errors in the training phase. Another possible explanation is 
that training based on audition better recalibrates the perception of open-contour shapes, which 
are less frequent in everyday life, while closed-contour shapes are more typical in the visual 
domain. Indeed, it is still possible that the property of closure is less predominant in auditory 
shape recognition compared to visual shape recognition, and therefore training benefits transfer 
from trained to untrained shapes.  
Overall, this study's results suggest that auditory feedback associated with motor feedback 
deriving from body movements effectively conveys spatial information useful for auditory 
shape recognition. Furthermore, our findings may have important implications for 
rehabilitation outcomes, since they provide important inputs for the development of appropriate 
training procedures to be adopted in blindness, where auditory feedback associated with body 
movement might be essential to convey important spatial properties of objects. 
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3.3.4 Effects of audio-motor training on spatial representation in long-term 
late blind adults  
The present study has been performed to investigate whether ABBI would be a reliable tool 
to assess and improve spatial representation in long-term late blind adults. Specifically, we 
tested the effects of audio-motor training performed with ABBI on auditory and proprioceptive 
competencies in long-term late blind adults. Indeed, it has been shown that audio-motor 
coupling can be an effective tool to train spatial skills in blind children, but no study to date 
has explored the effects of multisensory training on visually impaired adults.  
Research has widely assessed that vision provides the most accurate spatial information, 
since it enables the representation of space based on the relations between objects in the 
environment, i.e. by relying on object-centered or allocentric frames of reference (Foley et al., 
2015; Klatzky, 1998). Considering the importance of vision in giving the most accurate and 
reliable spatial information (Cappagli and Gori, 2019), the lack of visual experience may 
significantly compromise the development of other sensory modalities and, in general, the 
acquisition of spatial knowledge (Bigelow, 1996; Cattaneo et al., 2008; M. Gori, 2015; 
Koustriava and Papadopoulos, 2010; Ungar et al., 1995). It has been studied that visually 
impaired adults tend to adopt body-centered or egocentric frames of reference to encode space, 
based on the observer’s perspective, with increasing difficulties in the use of an allocentric 
reference system (Iachini et al., 2014; Merabet and Pascual-Leone, 2010; Millar, 1994; 
Pasqualotto and Proulx, 2012; Thinus-Blanc and Gaunet, 1997).  
Further works have investigated how visually impaired individuals deal with the relation 
between sounds in space and time (Gori et al., 2014, 2010), finding a tendency to encode space 
based on temporal properties of auditory information (Gori et al., 2018). Specifically, early 
blind adults and late blind adults who spent more than 20 years without vision (i.e. long-term 
late blind) did not show the typical early activation of the occipital and temporal cortices, 
contralateral sound position in space, during the spatial bisection task (Campus et al., 2017). 
On the contrary, their occipital and temporal activation was influenced by the temporal instead 
of the sounds' spatial features (Amadeo et al., 2020; Gori et al., 2020b).  
Although the recent introduction of Sensory Substitution Devices (Auvray and Myin, 2009; 
Bach-y-Rita and Kercel, 2003; Gori et al., 2016; Maidenbaum et al., 2014; Meijer, 1992; Proulx 
and Harder, 2008; Velázquez, 2010) has effectively helped blind individuals in processing  
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visual stimuli (see Amedi et al., 2007), such technological systems are mainly intended as 
unimodal training aids, aiming at substituting sensory loss instead of reinforcing residual 
sensory abilities. The adoption of a multisensory approach to train visually impaired 
individuals has increased in importance (Bremner and Spence, 2008; Lewkowicz, 2008; Shams 
and Seitz, 2008), since multisensory contingency can improve the detection of the amodal 
properties of events (Bahrick et al., 2004; Todd, 1912). For instance, it has been demonstrated 
that multisensory association of audition and motion is effective in enhancing sensorimotor 
learning and motor control in both sighted (Bevilacqua et al., 2016; Boyer et al., 2013) and 
visually impaired individuals (Cappagli et al., 2019, 2017; Finocchietti et al., 2017). In 
particular, the adoption of ABBI (Audio Bracelet for Blind Interaction; (Finocchietti et al.,  
2015c; Porquis et al., 2017)), a wearable auditory source activated by body movements 
included in the ABBI-K system (Martolini et al., 2018), in training activities of visually  
TABLE 3.1 Clinical details of long-term late blind participants (N = 3).  
The table shows the chronological age at testing, pathology, and years of blindness duration (i.e. number of years 
spent without vision) for each participant. 
impaired individuals improved their abilities in encoding space around them. Although it has 
been shown that a multimodal approach might be more effective than unimodal strategies to 
train spatial skills in blind children, to date no multisensory training has been effectively tested 
in blind adults. In particular, individuals who have experienced blindness for more than 20 
years (long-term) might benefit from training involving residual sensory modalities to build a 
metric representation in the auditory domain based on spatial rather than temporal cues. 
Moreover, a further investigation on the effects of audio-motor training in long-term late blind 
adults on auditory and proprioceptive spatial abilities should be carried out.  
In the present work, we assessed whether a training based on auditory feedback of body 
movements might improve spatial representation skills in long-term LB adults. Firstly, we 
hypothesized that audio-motor training would produce positive effects on long-term LB adults' 
auditory and proprioceptive spatial competencies. To test this hypothesis, we proposed a 
battery of spatial tasks before and after a training based on auditory and motor feedback  
Participant Age  Pathology Blindness duration 
(years) 
Residual vision 
#1 54 Nystagmus and retinitis pigmentosa 24  Lights and shadows 
#2 47 Congenital glaucoma 41 No light perception 
#3 59 Uveitis 48 No light perception 
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coupling that lasted one month. The battery included: i) auditory transverse and frontal 
localization tasks, where participants indicated the final position of a moving sound source; ii) 
proprioceptive-motor tasks, where participants discriminated the ending point of arm 
movements.  
Sample  
Three participants with acquired blindness (i.e. late blind, LB) were recruited to take part in 
this study. Specifically, one participant (i.e., S01) was a female, aged X years old, who lost 
sight at X years old; another participant (i.e., S02) was a male, aged X years old, who lost sight 
at X years old; and the last participant (i.e., S03) was a male, aged X years old, who lost sight 
at X years old. For each participant, blindness duration (i.e., BD - the difference between 
chronological age at testing and age of blindness onset) was superior to 20 years. Clinical 
details of the three LB participants are summarized in Table 3.1. All of them reported normal 
hearing and no history of neurological, cognitive, or other sensory-motor deficits except for 
total blindness. The research protocol was approved by the ethics committee of the local health 
service (Comitato Etico, ASL3 Genovese, Italy) and conducted in line with the Declaration of 
Helsinki. Participants provided written informed consent prior to testing. Due to the actual 
pandemic caused by Covid-19, it was not possible to recruit more LB participants to be 
involved in the experimental protocol. For the same reason, we were not able to enroll control 
participants to increase the reliability of results due to the training in LB individuals.     
Task and procedure 
The procedure required LB participants to perform three experimental sessions: i) a pre-
evaluative session (i.e., Pre-Session), involving a battery of behavioral tasks to evaluate spatial 
coding skills and an EEG recording to investigate neural correlates of complex spatial 
representations; 2) a training session (i.e. Training), during which participants performed 
spatial exercises based on auditory feedback associated with body movements; 3) a post-
evaluative session (i.e., Post-Session), involving the same behavioral and EEG assessment 
proposed in Session 1 to test any improvement following the training. The Pre- and Post- 
sessions lasted 3 hours and were performed on two different days before and after the training, 
respectively. The Training session lasted 4 weeks and involved participants performing spatial 
exercises that consisted of reproducing upper-limb movements and paths. The whole training 
was based on auditory feedback of body movements provided by the wearable device ABBI 
(Audio Bracelet for Blind Interaction), which was clinically validated as rehabilitative  
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technology to enhance spatial perception in visually impaired people (Cappagli et al., 2019, 
2017; Finocchietti et al., 2015a). 
The training 
All the participants enrolled in the study performed the 4-weeks training based on the use 
of ABBI both with the experimenter and at home. Participants performed the audio-motor 
training with the experimenter for 1 hour once a week at IIT (4 hours over 4 weeks) and with 
a relative or alone at home for 1-3 hours per day (mean duration: 42 hours over 4 weeks), for 
an average total of 46 hours. During sessions both at IIT and at home, the sounds produced by 
ABBI were chosen by participants among pure tones (intermittent or continuous) at 500 Hz and 
180 bpm (Finocchietti et al., 2017, 2015a), and preselected playback sounds stored in the device 
(e.g. waves, birds, drums) (Cappagli et al., 2019, 2017). The choice to use different kinds of 
sounds aimed to keep the participant involved and motivated during the entire training sessions. 
The spatial exercises were designed by readapting the protocol proposed by Cappagli and 
colleagues (2017), during which ABBI was worn on the wrist by either the participant or the 
experimenter/relative. Participants performed two types of training: a) static training, 
consisting in the localization of static sounds or the reproduction of moving sounds trajectories 
in peripersonal space with the upper limb while sat in front of the experimenter/relative; b) 
motor training, consisting in the localization of static sounds or the reproduction of auditory 
trajectories in extrapersonal space.  
Below are listed the exercises of the static training:  
 Localization of sounds in peripersonal space: the participant sat in front of the 
experimenter/relative, who wore ABBI on the wrist and moved the arm towards a position 
on either horizontal or vertical plan at different depth, with ABBI emitting a sound. The  
participant was asked to indicate the final position of the movement. If the response was 
wrong, firstly, the movement was reproduced by the participant holding the experimenter’s 
hand, secondly, the participant repeated the task. The experimenter/relative always gave 
verbal feedback on response correctness. The main objective was to create a detailed 
auditory spatial map based on sensory-motor experience.  
 Interception of sounds: the participant sat in front of the experimenter/relative, who wore 
ABBI on the wrist and moved the arm continuously along the horizontal/vertical plane,  
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with ABBI emitting a sound. The participant was asked to intercept the sound while 
moving. The main objective was to localize a moving sound source in peripersonal space.  
 The lift: the participant sat in front of the experimenter/relative, who moved ABBI towards 
different positions along the vertical plane, with ABBI emitting a sound. The participant 
was asked to indicate at which height ABBI stopped emitting sounds. The main objective 
was to train sounds localization in the vertical plane.     
The motor training comprised:  
 Follow the sound: the participant stood at the starting position in front of the 
experimenter/relative, who wore ABBI on the wrist and moved randomly in the 
experimental/house room, with ABBI emitting a sound. The participant was requested to 
follow the sound and to stop when the sound stopped. The main objective was to enable 
participants to notice and consequently react to a moving sound source's directional 
changes in space.  
 Localization of sounds in extrapersonal space: the participant stood at the starting position 
in front of the experimenter/relative, who wore ABBI on the wrist and moved towards a 
first random position in the experimental/house room, with ABBI emitting a sound. After 
stopping for 2 seconds, the experimenter/relative moved towards a second position, with 
ABBI still emitting the same sound, then stopped the sound after 2 seconds. The participant 
was requested to reach the final position by reproducing the same path. The path included 
straight, diagonal and curved lines. The main objective was to create an auditory spatial 
map based on sensory-motor training in far space. 
 Mind the obstacles: the participant stood at the starting position in front of the 
experimenter/relative and was requested to reach a final position avoiding one or two 
obstacles (e.g. chairs) previously positioned in the experimental/house room. The game 
was structured into two levels of difficulty: 1) the experimenter/relative wore ABBI on the 
wrist and moved towards the final position, with ABBI emitting a sound. When standing 
in front of the obstacles, the experimenter/relative changed the path direction. The 
participant was requested to reproduce the path by remembering the position of obstacles 
and changing directions; 2) the experimenter/relative positioned ABBI on one obstacle, 
then turned ABBI on for 2 seconds. The participant was required to reach the obstacle, 
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 change direction and return to the starting position. The main objective was to create a 
mental spatial map based on the position of sounds in space. 
 Reproduction of shapes in space: the participant stood at the starting position in front of the 
experimenter/relative, who wore ABBI on the wrist and moved in the experimental/house 
room representing a shape (e.g. circle, square, triangle) with coincident starting and ending 
points, with ABBI emitting a sound. The participant was requested to reproduce the same 
path. The main objective was to understand the shift from mental to the motor 
representation of geometrical shapes in space through sounds.  
Besides the static and motor trainings, the participants were encouraged to use ABBI by 
wearing it on their wrists and doing common life actions, like setting the table or moving 
objects from a point to another inside a room. The main objective of body-centered (or 
egocentric) training was to improve spatial representation with object-centered (or allocentric) 
coordinates based on sensorimotor feedback. 
Evaluation tasks  
We developed a battery of spatial tasks to quantitatively measure sensorimotor training's 
effectiveness on spatial representation abilities of long-term LB individuals. The battery 
comprised the following four tasks:      
 Auditory transverse localization task: participants sat in front of a paper grid positioned on 
a table opposite the experimenter. Six target points positioned at the same depth but 
opposite with respect to the central reference were indicated on the grid. The sound 
produced by the device ABBI was intermittent (pure tone) at 500 Hz and 180 bpm, as 
previously used in the experimental protocol of Finocchietti et al. (2015, 2017 (Finocchietti 
et al., 2017, 2015b)). During each trial, the experimenter moved ABBI emitting sounds 
towards one of the target points, and the sound stopped when the point was reached. The 
participant was asked to localize the final position of the moving sound. The number of 
repetitions per target point was 10, with a total amount of 60 trials. The task's goal was to 
localize the final position of a moving sound source on the horizontal plane. 
 Auditory frontal localization task: the participant sat in front of a vertical grid opposite the 
experimenter. The setup was similar to that used by Finocchietti et al. (2017) in their 
experimental paradigm. Eight target points were positioned along the grid's four sides at 
the same distance with respect to the central reference. ABBI emitted an intermittent sound  
3.3 Validation of the technology for assessment and rehabilitative purposes                       98 
 
 
at 500 Hz and 180 bpm (Finocchietti et al., 2017, 2015b). During each trial, the 
experimenter moved ABBI emitting sounds towards one of the target points, and the sound 
stopped when the target was reached. The participant was asked to localize the final 
position of the moving sound. The number of repetitions per target point was 5, with a total 
amount of 40 trials. The task's goal was to localize the final position of a moving sound 
source on the vertical plane. 
 Position matching task: the participant sat centrally in front of a set of 16 loudspeakers, 
placed inside a metallic case with a sliding support and provided with a touch-sensitive 
surface (for further details, see Cuppone et al., 2018). The experimenter moved the 
participant’s dominant hand handling the sliding support from the starting position (center 
of loudspeaker 1) towards 6 target positions. After 1 second, the experimenter moved the 
hand back to the starting position. The participant was asked to replicate the same 
movement by ending in the perceived final position without a time constraint, and then the 
experimenter touched the loudspeaker surface on the correspondent point to register the 
matching position (Cuppone et al., 2018). The number of repetitions per target point was 
5, with a total amount of 30 trials. A laptop controlled the speakers via MATLAB (R2018b, 
The MathWorks, USA). The goal of the task was to assess the proprioceptive motor skills 
of blind individuals. 
 Proprioceptive midline task: the participant sat centrally in front of the same setup used in 
the Position matching task. The task was readapted from the protocol used by Pizzamiglio 
et al. (2000). The experimenter moved the participant’s dominant hand handling the sliding 
support from the starting position (center of loudspeaker 14) towards the center of 11 target 
positions: one central target point (loudspeaker 8), five on the left and five on the right 
concerning the central target. The participant was asked whether the hand was perceived 
on the left or the right with respect to his/her nose (body midline). The number of repetitions 
per target point was 5, with a total amount of 55 trials. The task's goal was to assess the 
influence of body midline on spatial judgments of blind individuals.  
Data analysis and statistics 
In the auditory transverse and frontal localization tasks, the accuracy error (relative error) 
was calculated as the difference (in mm) between the position reached by the participant and 
the target point along X- (accuracy-x) and Y- (accuracy-y) axes on the horizontal and vertical  
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grids, respectively. As a measure of precision error (absolute error), we computed the 
Euclidean distance (in mm) between the end-point position reached by the participant and the 
target point. In the position matching task, we calculated the accuracy error as the difference 
(in mm) between the final position reached by the participant’s hand and the center of the target 
loudspeaker along X-axis (accuracy). In the proprioceptive midline task, a binomial value (1 
in case of correct response, 0 otherwise) was attributed to participants’ verbal answers on the 
perception of their body midline with respect to their hand's final position. Statistical analyses 
were performed using R - Free Software Foundation, Boston, MA, United States. For all tasks, 
data did not follow a normal distribution (Shapiro-Wilk test of normality). On the contrary, 
data of auditory transverse and frontal localization tasks and data of the position matching task 
followed a gamma distribution (gamma_test function, R), while data of proprioceptive midline 
asks followed a binomial distribution. For each task, we applied a Generalized Linear Mixed 
Model (GLMM) fit by maximum likelihood (glmer function, R) with accuracy-x, accuracy-y, 
precision (auditory localization tasks), accuracy (position matching task) and correctness 
(proprioceptive midline task) as dependent variables, fixed-effect group “session” (two levels: 
Pre, Post), and random-effect group “subject” (total number: three).  
Results 
In the present thesis EEG data are not reported, since the Covid-19 global pandemic slowed 
down EEG data collection and analysis.   
Auditory transverse localization task. The dependent variables accuracy-x, accuracy-y and 
precision resulted as gamma-distributed (accuracy-x: Pre: V = 2.28, p = 0.11; Post: V = -1.71, 
p = 0.23; accuracy-y: Pre: V = 0.43, p = 0.76; Post: V = -1.94, p = 0.17; precision: Pre: V = 
1.36, p = 0.33; Post: V = 1.27, p = 0.37). As results showed, the training did not significantly 
improved auditory localization abilities in the horizontal plane, maintaining both accuracy 
errors (accuracy-x: χ2 = 0.73, df = 1, p = 0.39; accuracy-y: χ2 = 0.85, df = 1, p = 0.36) and 
precision error (χ2 = 1.46, df = 1, p = 0.23) within the same range (see Figure 3.20A,B,C). 
Auditory frontal localization task. The dependent variables accuracy-x, accuracy-y and 
precision resulted as gamma-distributed (accuracy-x: Pre: V = -1.05, p = 0.46; Post: V = -2.71, 
p = 0.052; accuracy-y: Pre: V = -0.99, p = 0.48; Post: V = -2.54, p = 0.072; precision: Pre: V = 
-2.34, p = 0.098; Post: V = -0.61, p = 0.67). The training with ABBI helped participants to 
reduce the accuracy error along the X-axis (χ2 = 13.20, df = 1, p = 0.00028) (see Figure 3.20D),  
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while no significant difference between the Pre- and Post-training sessions was shown along 
the Y-axis (χ2 = 0.16, df = 1, p = 0.69) (see Figure 3.20E). Concerning the precision error (Fig. 
3.20F), participants showed a significant improvement in the localization of an auditory source 
on the vertical plane after the training (χ2 = 39.85, df = 1, p = 2.74e-10).  
Position matching task. The dependent variable accuracy resulted as gamma-distributed 
(accuracy: Pre: V = -2.64, p = 0.062; Post: V = -2.71, p = 0.052). As shown in Figure 3.21, 
participants showed better proprioceptive spatial skills after the use of ABBI by reducing the 
accuracy error (χ2 = 6.35, df = 1, p = 0.012), increasing thus the capacity to match correctly the 
end-point of the hand movement.  
Proprioceptive midline task. Results in this task suggested that participants correctly 
discriminated their body midline with no significant difference between Pre- and Post-training 
sessions (χ2 = 0.070, df = 1, p = 0.69). 
Discussion  
It has been widely demonstrated that vision leads the other senses in the developmental 
process of spatial representation (Pasqualotto and Proulx, 2012; Thinus-Blanc and Gaunet, 
1997; Vasilyeva and Lourenco, 2010). Indeed, when visual feedback is absent, blind people 
tend to substitute an object-centered (i.e., allocentric) perspective with body-centered (i.e., 
egocentric) frames of reference to build spatial maps of the environment, with increasing 
difficulties to rely on external auditory landmarks (Iachini et al., 2014; Merabet and Pascual-
Leone, 2010; Millar, 1994; Pasqualotto and Proulx, 2012; Thinus-Blanc and Gaunet, 1997).  
In the present study, we hypothesized and assessed the efficacy of a one-month training with 
the wearable device ABBI (Finocchietti et al., 2015c; Porquis et al., 2017), based on auditory 
feedback of body movements, to enhance audio-proprioceptive spatial competencies in long-
term (i.e., more than 20 years) late blind (LB) adults. Specifically, participants performed a 
battery of spatial tasks before and after the training, including auditory frontal and transverse 
localization tasks and proprioceptive-motor tasks. The spatial training protocol was readapted 
from Cappagli and colleagues (2017), and concerned static exercises, e.g. the localization of 
static sounds or the reproduction of moving sounds trajectories in peripersonal space with the 
upper limb, and motor exercises, e.g. the reaching of static sounds or the reproduction of 
auditory trajectories in extrapersonal space.  
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Figure 3.20 Results of long-term late blind adults in the auditory evaluation tasks.  
Concerning the auditory transverse localization task, the training seemed ineffective on the improvement of 
(A) accuracy error along X-axis (p > 0.30), B) accuracy error along Y-axis (p > 0.30) and C) precision error 
(p > 0.20). Concerning the auditory frontal localization task, D) the training with ABBI helped participants to 
reduce the accuracy error along the X-axis (p < 0.001), E) but not along the Y-axis (p > 0.69), and F) it 
significantly improved also the precision error (p < 0.0001). 











Concerning the purely auditory tasks, we found that participants did not show significant 
improvements in sound source localization on the horizontal plane along both spatial axes, 
maintaining the same accuracy and precision regardless of the training. In support of this result, 
it has been demonstrated that blind adults are skilled in the localization of static sounds in the 
horizontal plane (Doucet et al., 2005; Gougoux et al., 2004; King and Parsons, 1999; Lessard 
et al., 1998; Lewald, 2007; Roder et al., 1999), even at the cortical level, showing the 
recruitment of the visual cortex (Gougoux et al., 2005; Poirier et al., 2005; Renier and De 
Volder, 2005; Striem-Amit and Amedi, 2014; Weeks et al., 2000). Other studies suggest a 
superior performance of blind compared to blindfolded sighted individuals in case of sounds 
located in the horizontal plane (Abel et al., 2002; Tabry et al., 2013). Given all these statements, 
we might suppose that the training was ineffective due to high auditory abilities in the 
transversal plane. Conversely, the training fostered a significant improvement in the accuracy 
along the X-axis and precision in the vertical plane's auditory localization. This latter result 
might be explained by the perceptual deficit hypothesis, according to which remaining sensory 
modalities manifest several deficits in processing spatial tasks (Pavani and Bottari, 2011), such 
as localization of sounds in the frontal plane (Lewald, 2002; Voss et al., 2015; Zwiers et al., 
2001). In this sense, providing a multimodal stimulation to train auditory spatial abilities has 
overcome the impairment caused by the absence of visual cues (Bremner and Spence, 2008;  
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Figure 3.21 Results of long-term late blind adults in the proprioceptive evaluation task.  
Participants show a better performance the proprioceptive position matching task after the use of ABBI by 
significantly reducing the accuracy error (p < 0.05).  
 




Lewkowicz, 2008; Shams and Seitz, 2008) and, consequently, of allocentric frames of 
reference to process auditory information when the sound source is moved in front of us.  
Results showed a great improvement in accuracy after the audio-motor training in the correct 
match of the hand movement final position, but not in the correct body midline discrimination. 
According to previous literature, blind individuals show enhanced spatial abilities in immediate 
hand-pointing localization (Rossetti et al., 1996), probably related to the fact that visual 
experience during development seems to consolidate proprioceptive skills (Cappagli et al., 
2015; Gori et al., 2010; Röder et al., 2004). Nevertheless, since spatial representation emerges 
thanks to the association between visual cues and motor skills (Bremner et al., 2008), visually 
impaired adults show delays in the acquisition of proprioceptive spatial abilities compared to 
sighted peers (Fraiberg, 1977; Landau et al., 1984; Warren, 1977). According to this latter 
statement, the multimodal training bridged the gap between residual proprioceptive abilities 
settled during the years of visual experience. It also seems to produce the difficulties in 
readapting the spatial coordinates system after visual loss, as shown in other works on auditory 
and proprioceptive improvement of visually impaired individuals after training audio-
proprioceptive competencies (Cappagli et al., 2019, 2017; Finocchietti et al., 2017). Finally, 
the results on discrimination of body midline confirmed that, despite evident difficulties in  
referring to external landmarks, blind adults demonstrate superior abilities to solve spatial 
issues related to body-centered frames of reference (Kolarik et al., 2013; Vercillo et al., 2018). 
Indeed, LB participants performed the task correctly even before the training, suggesting a 
strong reliance on egocentric spatial cues (Cattaneo et al., 2008; Pasqualotto et al., 2013; 
Schmidt et al., 2013) that allows a veridical perception of their axis of body symmetry.  
Overall, the present study emphasized that using a technology that provides auditory 
feedback associated to body movements can improve certain audio-proprioceptive spatial 
abilities in long-term late blind adults. Furthermore, our findings demonstrated that such 
training improved the accuracy and precision in the localization of sound sources in the frontal 
plane and the correct reproduction of a hand movement in the transverse plane. This results 
suggests that multimodal rehabilitation might help impaired individuals to overcome their 
spatial perceptual disabilities.  
  
 








Chapter 4  
General Discussion  
 
The present doctoral thesis aimed at increasing current research knowledge related to the 
impact of visual deprivation on the developmental stages of spatial representation from 
childhood to adulthood (scientific objective), and validating the use of innovative technological 
systems for the assessment and rehabilitation of spatial competencies to enhance residual 
functions in the absence of visual input (technological objective). The first chapter of the thesis 
summarizes the main scientific findings related to the development and consolidation of spatial 
abilities in the visually impaired and the main technological systems developed to date to 
support visually impaired individuals in their daily activities. The second chapter presents a set 
of original studies where I assessed whether touch and hearing could favor the shift from a 
body-center (i.e., egocentric) towards an object-centered (i.e., allocentric) spatial perspective 
whenever a visual disability occurs. Finally, in the third chapter of the thesis, I presented the 
work done to develop and validate innovative technological devices that can evaluate spatial 
competencies in the presence of unisensory and multisensory stimulation and train visually 
impaired individuals through intact sensory modalities. In the present chapter, I will discuss 
the original studies' main outcomes presented in Chapter 3 and Chapter 4 with the final scope 
to reconcile them within the broader context or research literature investigating the impact of 
visual deprivation on spatial development.  
4.1 Spatial representation with and without visual inputs  




information (Cappagli et al., 2015; Gori et al., 2012a; Thinus-Blanc and Gaunet, 1997; 
Vasilyeva and Lourenco, 2010; Vercillo et al., 2016) and is crucial for several cognitive spatial 
skills (Foulke, 1982; Thinus-Blanc and Gaunet, 1997). This is probably because the sense of 
sight prompts the development of an allocentric or object-centered frame of reference (e.g., 
referred to external landmarks (Foley et al., 2015; Klatzky, 1998)). It acts differently than other 
sensory modalities that mostly refer to egocentric or body-centered frames of reference (e.g., 
referred to the observer’s body) as in case of touch. Consequently, the partial (i.e., low vision) 
or total (i.e., blindness) absence of visual experience can be detrimental for the consolidation 
of a spatial coordinates system based on egocentric and allocentric cues. Nonetheless, in 
Chapter 2 I presented a set of studies aiming at unraveling the impact of partial but permanent 
visual deprivation (Section 2.2) and total absence of visual experience (Section 2.3) on the 
development of switching perspective abilities, namely consisting in the ability to shift from 
an egocentric towards an allocentric spatial frame of reference. Results suggest that partial 
visual deprivation from birth prevents the development of allocentric spatial coding when 
comparing low vision and sighted children's performance in the visual domain (Section 2.2). 
Our findings are confirmed by previous studies on visually impaired adults, which showed their 
tendency to adopt reference frames mainly based on body landmarks due to a strong reliance 
on residual sensory modalities mainly, e.g. touch (Cattaneo et al., 2008; Pasqualotto et al., 
2013). It has also been shown that visual loss prevents the use of external landmarks (Cattaneo 
et al., 2008; Iachini et al., 2014; Merabet and Pascual-Leone, 2010; Millar, 1994; Pasqualotto 
and Proulx, 2012; Schmidt et al., 2013; Thinus-Blanc and Gaunet, 1997) and affects switching-
perspective abilities, namely the capacity to combine different reference frames in response to 
environmental changes (Cornoldi et al., 1991; Harris et al., 2012; Nadel and Hardt, 2004; 
Nardini et al., 2006; Vecchi et al., 2004). Other studies hypothesize that this might depend on 
the spatial task (Gaunet et al., 2007; Gaunet and Rossetti, 2006; Giudice et al., 2011; Rossetti 
et al., 1996). Our study presented in Section 2.2 highlights that visually impaired children 
perform egocentrically even when expected to solve a switching-perspective task. Indeed, they 
adopt allocentric frames of reference, contrarily to sighted peers who demonstrated a gradual 
improvement in the use of object-centered spatial references. During childhood, visual 
impairment delays the development of important spatial encoding abilities (Cappagli and Gori, 
2016). Indeed, Ochaíta and Huertas (1993) found out that visually  
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impaired children acquire a coherent sense of space at 17 years of age compared to sighted 
children’s spatial maturation at 14 years of age. Such finding might be related to the lack of 
visuo-motor feedback that leads to locomotor delays during growth (Bremner et al., 2008; Fazzi 
et al., 2002; Fraiberg, 1977; Landau et al., 1984; Levtzion‐Korach et al., 2000). Considering 
that egocentric and allocentric capabilities typically coexist until 6 years of age (Nardini et al., 
2006; Newcombe and Huttenlocher, 2003) and are integrated after 8 years of age ((Bullens et 
al., 2010; Nardini et al., 2006); see also Nardini et al., 2008 (Nardini et al., 2008)), it seems 
that the process of spatial updating, included switching-perspective skills, is further delayed in 
blind individuals (Burgess, 2006; Cornoldi et al., 1991; Harris et al., 2012; Nadel and Hardt, 
2004; Vecchi et al., 2004).  
Recently, the hypothesis of a two-steps process in the development of spatial encoding has 
gained ground (Filimon, 2015). Specifically, in the first step spatial judgments are mainly based 
on an egocentric perspective, even when spatial locations are referred to external objects, while 
the second step implies a shift towards the use of objects-centered coordinates. According to 
such hypothesis, results reported in Section 2.2 would confirm that the presence of visual 
feedback facilitates the two-steps process, while an impoverished visual feedback prevents the 
emergence of the second step, anchoring individuals to an egocentric encoding without a 
mental spatial update. Further confirmation comes from neurophysiological studies on possible 
different processing of egocentric and allocentric spatial representation. For instance, Nadel 
and Hardt (2004) have shown that almost separate neural networks process allocentric and 
egocentric information, while Galati and colleagues (2010) demonstrated the activation of the 
posterior parietal/frontal network and of the posteromedial/medio-temporal cerebral 
substructures during egocentric and allocentric spatial coding, respectively.  
Similarly to Section 2.2, our results in Section 2.3 show a significant difference in the spatial 
performance of sighted children who demonstrate the ability to switch from egocentric towards 
allocentric perspective in the visual condition of the task and blindfolded sighted peers who 
tend to maintain an egocentric perspective in the spatial representation of haptic stimuli. 
Further research supports our findings, reporting difficulties experienced by visually impaired 
children in performing a mental update of their position (Huttenlocher and Presson, 1973; 
Koustriava and Papadopoulos, 2012; Papadopoulos and Koustriava, 2011) or of objects’ 
position (Huttenlocher and Presson, 1973; Papadopoulos and Koustriava, 2011; Penrod and 
Petrosko, 2003) in space. Our findings seem to be in line with the perceptual deficit hypothesis  
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(see Chapter 1), which states that when visual feedback is missing, spatial performance in the 
tactile and auditory domains is compromised. Indeed, several studies demonstrate relevant 
difficulties in haptic orientation discrimination (Postma et al., 2008), updating of spatial 
information (Pasqualotto and Newell, 2007) and rotation of object arrays (Ungar et al., 1995), 
confirming the role of vision in refining residual sensory modalities spatial maps (King, 2009). 
Nonetheless, in Section 2.3 we also demonstrate that blind children perform better than 
blindfolded sighted children shifting from egocentric towards allocentric frames of reference 
in the haptic domain. This finding appears in conflict with previous literature on haptic mental 
rotation tasks, which indicates a predominant assumption of an egocentric perspective by blind 
individuals (Giudice, 2018; Millar, 1994; Schinazi et al., 2016; Ungar et al., 1995). 
Nevertheless, our result finds support in the study by Postma and colleagues (2007) that 
highlighted a better performance of blind compared to blindfolded sighted adults in the haptic 
processing of objects on a rotated platform when they based their judgments on objects and not 
on the platform itself as frames of reference. Consequently, they associated spatial encoding 
abilities of blind participants to the concept of “allocentric intrinsic spatial coding” (Brambring, 
1982), different from the “allocentric extrinsic spatial coding” that assumes the surrounding 
environment as a reference. Concerning our results, a possible interpretation is that allocentric 
intrinsic haptic skills start to develop during childhood and consolidate in adulthood. Moreover, 
it might be supported by the sensory compensation theory (see Chapter 1), which show a great 
improvement in residual sensory modalities in the absence of visual inputs (Pavani and Bottari, 
2011), as confirmed by several studies in the haptic domain (Benetti et al., 2017; Dehaene and 
Cohen, 2007; Hannagan et al., 2015; Kappers, 1999; Kappers and Koenderink, 1999; Klatzky, 
1999; MacSweeney and Cardin, 2015). Another interesting finding of Sections 2.2 and 2.3 is 
the developmental delay showed by low vision and blind children in assuming a correct 
egocentric perspective when they need to perform a spatial task by crossing their body midline. 
In particular, they reproduce a spatial configuration of objects more mirror-like than 
egocentrically, while egocentric responses are given when the body midline is spatially aligned 
with the configuration. This result is supported by other works on the robust role of body 
midline as a reference point in case of alignment to coded objects (Millar, 1985, 1981) but not 
in body midline-crossing spatial tasks (Millar and Ittyerah, 1992). Furthermore, since 
egocentric spatial coding has also been considered centered on the eye (Rock, 1997), we might  
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assume that visual loss centers the body-centered frame of reference on the body midline, 
regardless of objects' position.  
In Chapter 2, I also presented one study investigating whether hearing can convey an object's 
spatial properties, which are typically conveyed by vision when sighted adults experience 
temporary visual deprivation (Section 2.4). Concerning the results reported in Section 2.4, our 
study indicates that audition promotes the discrimination of typical visual properties by 
conveying information about shapes' contours when vision is temporarily impaired. Although 
several studies have confirmed the importance of vision in the calibration process of the other 
non-visual modalities, i.e. hearing and touch, to represent environmental features (Eimer, 2004; 
Erdogan and Jacobs, 2017; Milner, 1974; Newell et al., 2005; Peelen et al., 2014; Pietrini et 
al., 2004). Other research works supported the theory that typically, visuo-spatial properties of 
objects, such as shape, can be conveyed by solely auditory cues (Bizley and Cohen, 2013; 
Carello et al., 1998). Further studies have demonstrated that audition can provide useful 
information about shape curvature (Boyer et al., 2015). The friction sounds produced by 
drawing an object let the listener recognize the drawn shape (Thoret et al., 2014). It has also 
been shown that audition can enhance sensorimotor contingencies by providing real-time 
feedback about objects’ movements (Bevilacqua et al., 2016). Our results find support in the 
sensory compensation hypothesis, stating that residual sensory modalities – in this case, 
audition – compensate spatial deficits caused by visual impairment (Pavani and Bottari, 2011) 
by improving the performance in specific spatial tasks (Blauert, 2005; Bola et al., 2017; 
Lomber et al., 2010; Pascual-Leone and Hamilton, 2001; Salminen et al., 2012; Shiell et al., 
2014) and recalibrating spatial abilities in both visually impaired children (Cappagli et al., 
2019, 2017) and adults (Finocchietti et al., 2017). Such hypothesis is supported by studies 
demonstrating cross-modal plasticity mechanisms (Kolarik et al., 2014; Schenkman and 
Nilsson, 2010), that confirm the role of auditory information in the activation of cortical areas 
typically dedicated to visual stimuli processing (Collignon et al., 2006; Collignon and De 
Volder, 2009; Thaler et al., 2014). Such evidence indicates that audition might substitute vision 
to discriminate typically visual information about an object. For instance, Amedi and 
colleagues (2007) validated the use of a technology that converts visual images into 
soundscapes (i.e., a visual-to-auditory Sensory Substitution Device (SSD) (Bach-y-Rita and  
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Kercel, 2003; Gori et al., 2016; Meijer, 1992; Proulx and Harder, 2008), providing evidence 
that auditory cues can deliver spatial information about objects’ shape and activate typically 
visual cortical areas, e.g. the lateral-occipital tactile–visual area (LOtv). Interestingly, Section 
2.4 reports a better performance of blindfolded sighted adults in the discrimination of open- 
rather than closed-contour auditory shapes, showing an opposite pattern with respect to the 
visual domain. In support of our findings, Lewald and colleagues (2007) demonstrated that 
blind people are highly capable of processing shapes with open contours when conveyed as 
linear audio motion. Another possible interpretation might be related to the predominance of 
closed-contours shapes in the visual domain, since it has been demonstrated that two-
dimensional visual closed-contour shapes are processed faster than open-contour shapes (Elder 
and Zucker, 1993). Further evidence has been provided by Gori and colleagues (2017), 
reporting a severe impairment of early-blind individuals in the correct perception and 
reproduction of sonorous geometrical shapes with closed contours. Consequently, audition 
seems to be less accurate and precise than vision to process certain spatial properties of an 
object, e.g. closeness of contours (Garrigan, 2012). Therefore, our result indicate that the ability 
to perceive auditory shapes with closed contours is altered by temporary visual deprivation. 
To sum up, our findings provide evidence that permanent visual loss delays the integration 
of spatial reference systems across childhood, altering the developmental stages of spatial 
competencies, such as switching-perspective abilities. In particular, partial visual impairment 
leads to a stronger reliance on egocentric than allocentric frames of reference to solve a spatial 
issue by assuming a different perspective. Contrarily, the total absence of vision fosters haptic 
spatial skills during growth, allowing children to develop a coherent representation of complex 
spatial relations by relying on allocentric coordinates. Finally, we show that the temporary 
absence of visual input can enhance auditory spatial abilities in adults, providing effective 
means to process spatial features of an object that are typically identified by visual cues. These 
results suggest that vision typically conveys the most informative sensory input to comprehend 
spatial relations and properties of the environment (Thinus-Blanc and Gaunet, 1997). Other 
sensory modalities can also compensate for visual deprivation to develop and consolidate 
spatial coding skills. Moreover, our outcome highlights the importance of supporting the 
improvement of residual spatial competencies by developing innovative solutions for assessing 
and training spatial perceptual abilities in visually impaired individuals from childhood to 
adulthood. 
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4.2 Multisensory contingencies and technological 
development 
 
Research has widely assessed the leading role of vision in processing multimodal spatial 
information with spatially and temporally coherent stimuli (Gori, 2015; Stein and Meredith, 
1993). Therefore, we may suppose that visual impairment delays the multisensory integration 
of different sensory modalities and, consequently, the maturation of spatial representation 
abilities (Eimer, 2004; Van der Stoep et al., 2017). Novel technologies have been developed to 
substitute vision with residual senses, e.g. hearing and touch, and for assisted locomotion to 
support visual disability. Nonetheless, most of these systems have shown limitations towards 
both adults and, particularly, children (Cuturi et al., 2016; Gori et al., 2016).  
In Chapter 3, I aimed at validating newly developed technologies to assess and enhance 
spatial skills to overcome the perceptual impairments observed in visually impaired population. 
Firstly, I presented innovative experimental tools (Sections 3.2.1., 3.2.2, and 3.2.3) to 
quantitatively evaluate unisensory and multisensory contingencies provided by visual, auditory 
and tactile stimuli with spatial and temporal congruency (Section 3.3.1), and to assess spatial 
interaction with moving unisensory targets (Section 3.3.2). Secondly, I validated the effects of 
training conducted using a recently developed device (Section 3.2.4) that provides multimodal 
contingencies in adults with temporary (Section 3.3.3) or permanent (Section 3.3.4) visual 
deprivation.  
In Section 3.2, we presented a newly developed technological platform called Interactive 
GYM (i-GYM), intended as an interactive environment composed of independent multisensory 
devices to assess and train perceptual impairments from the first years of life. The first device 
is the Technological ARM (TechARM), designed as wireless, independent units providing 
spatially and temporally-coherent multisensory stimulation on the body with real-time 
feedback from the user of temporal reaction and spatial localization (Section 3.2.1). The second 
technology is the Technological PAD (TechPAD), consisting in multiple multisensory modules 
grouped in a cabled, unique and compact device with the main intent to investigate peripersonal 
spatial abilities in transverse and frontal planes (Section 3.2.2). Finally, the third prototype is 
the Technological MAT (TechMAT), designed as a cabled system made of distinct but 
connectable modules that provide multimodal stimulation, with the main intent to realize a  
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technological multisensory carpet through helping children in the exploration of extrapersonal 
space (Section 3.2.3).  
The TechARM was the first developed and ready-to-test tool for the validation studies in 
Sections 3.2.1.3 and 3.2.1.4. The first validation study (Section 3.2.1.3) confirms the usability 
of the TechARM in conveying unisensory and multisensory spatial stimuli to investigate 
whether the size of the stimulated area has a detrimental or beneficial effect on sensory 
threshold, namely spatial summation effect. Spatial summation is a perceptual effect that has 
been studied with visual (Anderson and Burr, 1991, 1987; Burr et al., 1998), tactile (Gescheider 
et al., 2002; Verrillo et al., 1999; Verrillo and Gescheider, 1975) and pain (Marchand and 
Arsenault, 2002) stimulation, and at the cortical level, e.g. in the visual cortex areas (Shushruth 
et al., 2009). The second validation study (Section 3.2.1.4) confirms the efficacy of the 
TechARM to compare interception accuracy across different sensory modalities by varying the 
type and velocity of the stimulation.   
Our results on spatial summation effects (Section 3.3.1) are in line with previous research 
on the crucial role of vision in driving multisensory interaction with the increasing of 
stimulated area, since it allows spatial encoding by referring to object-centered frames of 
reference (Monica Gori, 2015; Newell et al., 2005; Newport et al., 2002; B E Stein and 
Meredith, 1993), especially when stimuli are simultaneous (Foulke, 1982; Merabet and 
Pascual-Leone, 2010; Pasqualotto et al., 2013; Thinus-Blanc and Gaunet, 1997). Indeed, the 
influence of visual experience on spatial perception seems to foster the development of 
allocentric spatial skills (Nardini et al., 2009; Vasilyeva and Lourenco, 2012), improving 
spatial accuracy and precision of an event in case of multisensory interaction of stimuli 
congruent in space and in time [16]. For instance, bimodal visual-auditory (Miller, 1982) and 
visual-tactile (Diederich et al., 2003) stimulations provide reliable cues to discriminate spatial 
and temporal contingencies of a perceptual event (Miller, 1982; Todd, 1912). On the other 
hand, our findings point out that visual accuracy resulted in delayed responsiveness when a 
stimulated area's size increased, with a consequent worsening in terms of perceptual reaction, 
independently of unimodal or multimodal stimulation. A possible explanation of such results 
is that vision provides the highest reliability for a cognitive representation of peripersonal 
space, while audition and touch are based on less reliable frames of reference even if they  
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provide a faster response to stimuli conveyed on the body. It might be that increasing the 
surface area on the body creates a conflicting event between sensory modalities based on 
different reference systems, so that vision might solve conflicting contingencies under a more 
cognitive point of view. Conversely, auditory and tactile stimuli foster perceptual abilities 
when a spatial summation of multiple stimuli takes place. Further motivations might be found 
in the coexistence of retinotopic and spatiotopic reference frames within the visual domain 
(Gardner et al., 2008; Golomb et al., 2008; Macaluso and Maravita, 2010; Wandell et al., 2007). 
Indeed, it has been demonstrated that the use of retinotopic coordinates can induce an error in 
processing the fovea’s update towards a selected target, implying a more viewer-centered 
reference than spatiotopic coordinates (Noory et al., 2015). According to this view, retinotopic 
and spatiotopic frames of reference might get into a perceptual conflict when visual stimuli are 
conveyed within peripersonal space that leads to a significant delayed responsiveness.  
Interestingly, our study points out a possible leading role of touch toward audition with 
increasing audio-tactile bodily area, considering that the combination of auditory and tactile 
stimuli results in a better performance than unimodal stimulation when the size of stimulation 
increases. A possible explanation might be that when external (auditory) and body-centered 
(tactile) references are combined in the absence of visual inputs, major stability in terms of 
spatial performance takes place together a consequent smaller unisensory uncertainty bigger 
area of stimulation. In support of this idea, previous works showed a convergence between 
auditory and tactile stimuli in the case of spatiotemporal coherence (Foxe, 2009), further 
supported by evidence on the early convergence and integration of auditory and tactile inputs 
at sensory cortices level (Brandwein et al., 2011; Finocchietti et al., 2015b; Foxe et al., 2002, 
2000; Keniston et al., 2010; Meredith et al., 2009; Schroeder et al., 2001). Other works support 
the theory of dominance of touch over audition when conveyed with spatial and temporal 
coherency within peripersonal borders (Hötting and Röder, 2004; Sherrick, 1976; Soto-Faraco 
et al., 2004), even though body posture changes may alter this interaction (Sanabria et al., 2005; 
Soto-Faraco et al., 2004).   
Concerning the ability to intercept moving stimuli on the body (Section 3.3.2), our findings 
demonstrate that auditory and tactile information is as useful as visual cues to build a bodily 
map for the localization (in case of static target) and interception (in case of moving target) on 
the arm. When static stimuli are conveyed, vision prevails over audition and touch for velocity 
and precision of responses. We might argue that the spatial and temporal resolution of the  
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visual system plays a crucial role in improving spatial localization skills, depending on the 
high resolution of the fovea (Danilova and Bondarko, 2007), while the resolution of skin 
receptors on the arm (Cholewiak et al., 2004) might be different with respect to the spatial 
resolution of tactile stimuli conveyed by the TechARM, thus producing more uncertainty.   
Interestingly, opposite velocities of dynamic targets result in different perceptual processing 
of auditory and tactile stimuli, since slow targets induce a similar response for vision and touch 
but worsen for audition, while fast targets see a similar performance for vision and audition but 
worsen for touch. The first outcome can be confirmed by previous literature on tactile and 
visual interception tasks, showing a similar result with low velocities (Nelson et al., 2019), 
while other literature finds a similar result on high interceptive performance with fast auditory 
stimuli (Komeilipoor et al., 2015). Furthermore, hearing has been considered the most accurate 
sense to develop orientation and mobility skills by relying on distal environmental cues ( Gori, 
2015) and to substitute vision in conveying spatial properties of an object (Amedi et al., 2007; 
Bizley and Cohen, 2013; Boyer et al., 2015; Carello et al., 1998). Several studies on auditory 
motion detection have also shown that head motion might affect the localization of auditory 
moving targets in blind (Vercillo et al., 2017) but not in sighted (Finocchietti et al., 2015b; 
Lewald, 2013; Zwiers et al., 2001) individuals, probably due to a stronger reliance on body-
centered frames of reference when vision is absent. Overall, our findings suggest that the 
TechARM system is suitable for investigating unisensory and multisensory spatial perception 
and provide evidence that the use of such technology for specific training and rehabilitation 
protocols based on multisensory stimulation might enhance residual perceptual skills in case 
of visual disability (i.e., low vision and blindness) across development.  
Starting from the need to provide multisensory contingencies to train residual spatial 
abilities when vision is absent, Chapter 3 introduces (Section 3.2.4) and demonstrates the 
efficacy of a wearable device called ABBI (Finocchietti et al., 2015c; Porquis et al., 2017), 
included in the assessment and rehabilitation system called ABBI-K system (Martolini et al., 
2018). ABBI provides auditory feedback of body movements to train auditory spatial skills in 
blindfolded adults (Section 3.3.3) and enhances audio-proprioceptive spatial skills in long-term 
late blind adults (Section 3.3.4). The choice to adopt a multisensory approach to visually 
impaired individuals' spatial skills has gradually increased in importance (Bremner and Spence, 
2008; Lewkowicz, 2008; Shams and Seitz, 2008). Indeed, multisensory redundancy of coherent  
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cross-modal stimuli seems to be helpful for the detection of the amodal properties of events 
(Bahrick et al., 2004). For instance, the multisensory association of audition and motion 
enhances sensorimotor learning and motor control and fosters rehabilitation and sport training 
(Schaffert et al., 2019; Scholz et al., 2014). Recently, the efficacy of ABBI for multimodal 
training has been assessed for the improvement of spatial representation skills in blind children 
(Cappagli et al., 2019, 2017) and adults (Finocchietti et al., 2017). Indeed, multimodal 
stimulation seems more effective than unimodal stimulation in providing spatial information 
of the environment (Bahrick et al., 2004; Shams and Seitz, 2008).  
Our results indicate that blindfolded sighted adults improve the recognition of open-contour 
auditory shapes thanks to during a short training with ABBI, based on the coupling of auditory 
and motor feedback of their own body movements (Section 3.3.3). A similar outcome was 
confirmed by Aggius-Vella and colleagues (2017), demonstrating an enhancement of spatial 
coding skills after audio-motor training in sighted adults, as well as previously shown in 
blindfolded sighted adults (Boyer et al., 2013) and visually impaired individuals (Bolognini et 
al., 2005; Cappagli et al., 2019, 2017; Finocchietti et al., 2017; Frassinetti et al., 2005; Grasso 
et al., 2016; Passamonti et al., 2009). A possible explanation of such result might be related to 
creating a ‘bridge’ between body representation and external representation that can be 
exploited to shift from an egocentric towards an allocentric spatial representation. In the 
absence of visual inputs, hearing can mediate recalibration of the extra-personal space in 
allocentric coordinates from body-centered coordinates. According to this view, audition has 
acquired importance in conveying spatial information thanks to the development of Sensory 
Substitution Devices (SSDs), intended as technological solutions converting visual properties 
of a stimulus into auditory or tactile information (Amedi et al., 2007; Auvray and Myin, 2009; 
Bach-y-Rita and Kercel, 2003; Cuturi et al., 2016; Gori et al., 2016; Meijer, 1992; Proulx and 
Harder, 2008; Velázquez, 2010). However, SSDs typically substitute but do not rehabilitate 
impaired spatial abilities, they do not provide any multimodal contingencies (Bremner and 
Spence, 2008; Lewkowicz, 2008; Shams and Seitz, 2008), and they expect a high cognitive 
load that is detrimental, especially for children (Cuturi et al., 2016; Gori et al., 2016).   
Interestingly, our results further show a beneficial effect of the audio-motor training only to 
recognize auditory open-contour shapes. We might speculate on the possibility that the 
proposed audio–motor training might led to generalization to, at least, novel untrained auditory 
open-contour shapes, while closed-contour shapes need a different training methodology.  
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Alternatively, we might suppose that a training based on audition fosters a recalibration of 
open-contour shapes, which are less frequent in everyday life, while closed-contour shapes are 
considered typically visual spatial properties to discriminate objects in the environment. 
Indeed, it is even possible that closure is less predominant in audition than vision.   
Focusing on spatial performance of blind adults (Section 3.3.4), our results assess that the 
use of ABBI in a one-month rehabilitation program based on the coupling of auditory and 
motor feedback improves certain audio-proprioceptive spatial abilities in long-term (i.e., more 
than 20 years) late blind (LB) adults. In sound source localization on the horizontal plane, 
participants maintain the same accuracy and precision before and after the training, while the 
training fostered a better performance in the localization of static sounds in the frontal plane.  
Our results are in line with previous literature on blind adults, that shows superior auditory 
abilities in the transverse plane (Doucet et al., 2005; Gougoux et al., 2004; King and Parsons, 
1999; Lessard et al., 1998; Lewald, 2007; Roder et al., 1999) compared to blindfolded sighted 
peers (Abel et al., 2002; Tabry et al., 2013), further confirmed by the recruitment of the visual 
cortex to process auditory spatial cues (Gougoux et al., 2005; Poirier et al., 2005; Renier and 
De Volder, 2005; Striem-Amit and Amedi, 2014; Weeks et al., 2000). Conversely, according 
to the perceptual deficit hypothesis (see Chapter 1), residual senses are impaired in solving 
specific auditory spatial tasks (Pavani and Bottari, 2011) in the frontal plane (Lewald, 2002; 
Voss et al., 2015; Zwiers et al., 2001). In this sense, providing a multimodal stimulation to train 
auditory spatial abilities has overcome the impairment caused by the absence of visual cues 
(Bremner and Spence, 2008; Lewkowicz, 2008; Shams and Seitz, 2008) and, consequently, 
allocentric frames of reference to process auditory information when the sound source is moved 
in front of us.  
Concerning proprioceptive tasks, our findings confirm the efficacy of the multisensory 
training to match the final position of the hand movement correctly, but do not show any 
difference in the definition of the body midline. Despite it has been shown that blindness is not 
detrimental for the development of proprioceptive skills (Cappagli et al., 2015; Gori et al., 
2010; Röder et al., 2004), such in case of immediate hand-pointing localization tasks (Rossetti 
et al., 1996), visually impaired adults manifest less accurate proprioceptive spatial abilities than 
sighted peers (Fraiberg, 1977; Landau et al., 1984; Warren, 1977). To overcome such 
impairments, the multimodal training might act as a “bridge” to fill the gap between residual 
proprioceptive abilities settled during the years of visual experience and the spatial difficulties  
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encountered after visual loss (Cappagli et al., 2019, 2017; Finocchietti et al., 2017). On the 
other hand, the correct discrimination of the body midline can be reduced to the superior spatial 
abilities related to body-centered frames of reference ( Kolarik et al., 2013; Vercillo et al., 
2016), since blind individuals demonstrate a strong reliance on egocentric spatial cues 
(Cattaneo et al., 2008; Pasqualotto et al., 2013; Schmidt et al., 2013). 
To conclude, our findings highlight the relevance of multisensory information to define 
spatial properties and the importance of training spatial competencies by providing multimodal 
contingencies, with particular attention to partial and total permanent visual loss that alters the 
development and consolidation of spatial coding abilities. Due to the lack of assessment and 
rehabilitation tools to convey multisensory stimulations, we proposed and validated new 
technological systems to overcome the perceptual impairments observed in the visually 
impaired population. In particular, when multisensory integration is driven by vision, it 
improves response accuracy when the stimulated area increases, since it provide a more reliable 
reference system to encode peripersonal space (e.g., allocentric), but delays responsiveness to 
stimulation, contrarily to bimodal audio-tactile stimulation. Moreover, auditory and tactile 
information can help intercept a target on the arm, depending even on the velocity of dynamic 
stimuli. Furthermore, temporary visual deprivation benefits from the coupling of auditory 
feedback and body movements to foster the recognition of auditory shapes outside the body. 
Adults experiencing long-term late blindness take advantage of audio-motor training based on 
bodily cues to improve auditory and proprioceptive spatial competencies. These results suggest 
that a multisensory approach is more suitable than unisensory information (Bahrick et al., 2004; 
Shams and Seitz, 2008) to train and eventually rehabilitate spatial competencies when vision 
is temporary or permanently impaired. Consequently, the need to design and validate 
technological devices to assess and support multisensory skills in visually impaired people can 
guarantee an improvement in autonomy and an increment of exploratory opportunities thanks 
to rehabilitation programs instead of substituting intents.   
 
4.3 Further works 
The present thesis intends to increase knowledge about visual impairment on the 
developmental and consolidation of spatial coding skills in children and adults, respectively  
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(see Chapter 2), and to propose original experimental protocols with the inclusion of newly 
developed technological systems to provide assessment methods and training tools for the 
promotion of spatial competencies rehabilitation for visually impaired individuals (see Chapter 
3).  
In addition to the findings presented in Chapters 2 and 3, I introduce two preliminary works 
that aim to deepen auditory spatial competencies without any visual clues in case of moving 
targets (Section 4.3.1) and to assess whether a training based on the coupling of audio-visual 
and motor feedback of body movements provided by the device ABBI would boost the 
spontaneous recovery in cataract-treated children (Section 4.3.2).  
 
4.3.1 Movement-induced bias in auditory spatial perception 
Research on localizing a moving stimulus has increasingly acquired relevance, since 
humans continuously keep tracking of changes in the spatial position of visual and auditory 
objects in real environments. In the visual domain, spatial biases are known to affect the 
perceived onset of motion, i.e. the Fröhlich Effect (Fröhlich, 1923) and the final position of 
motion, i.e. the Representational Momentum Effect (Freyd and Finke, 1984). The Fröhlich 
Effect describes a phenomenon where the initial position of a moving stimulus is perceived as 
shifted in the direction of motion (Fröhlich, 1923; Kerzel and Gegenfurtner, 2004; Kirschfeld 
and Kammer, 1999; Müsseler and Aschersleben, 1998), while the Representational Momentum 
Effect is a bias of the final position in the direction of motion (Freyd and Finke, 1984; Hayes 
and Freyd, 2002; Hubbard, 2005). It has been hypothesized that such visual effects might 
depend on target velocity, attention, target position, and response measure (Hubbard, 2005; 
Kerzel, 2003). Since both effects describe a spatial displacement in the movement direction, it 
has been proposed a common underlying mechanism for determining the onset and offset 
position of a moving visual stimulus (Müsseler et al., 2002; Whitney and Cavanagh, 2000). In 
audition, fewer studies have investigated what happens in the localization of the onset 
(Getzmann, 2005a; Perrott and Musicant, 1977) or offset (Feinkohl et al., 2014; Getzmann, 
2005b; Getzmann et al., 2004; Perrott and Musicant, 1977) of moving sounds. A comparison 
of the Representational Momentum Effect in the visual and auditory domains (Schmiedchen et 
al., 2013) found similar dependence on the target's spatial location, stimulus velocity, and 
direction, but significant differences in the magnitudes of displacement for each modality.  
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Moreover, conflicting results have been shown on the effect of velocity in the end-point 
localization for stimuli moving towards the setup periphery (Feinkohl et al., 2014; 
Schmiedchen et al., 2013). It remains unclear whether spatial information might affect the 
perception of a moving stimulus in the auditory domain.  
This study aims to shed light on how velocity influences the localization of onset (Fröhlich 
effect) and offset (Representational Momentum effect) of an auditory moving target on typical 
sighted adults, evaluating whether the result is comparable to research findings on visual 
movement-induced biases in the direction of motion.  
Sample and Task procedure 
Eight adults with normal visual and auditory acuity were recruited for the experiment, 
performed in a dark room, after signing the informative consent according to the Declaration 
of Helsinki. Auditory stimuli are provided through a set of 18 loudspeakers covered with 4X4 
arrays of tactile sensors (Vercillo et al., 2017), placed inside a fixed 120° arc mechanical 
support with a distance of 6.67° between two consecutive speaker centers (Figure 4.1a). 
Participants sit at a distance of 50 cm from the loudspeakers, facing the central speakers 9 and 
10. They are asked to look at a physical fixation marker (a cross) between the central 
loudspeakers to prevent ocular movements. The moving sound produced is a white noise burst 
with 300 Hz center frequency, and the stimuli move randomly from the left to the right side of 
the setup, or vice-versa. The movement's velocity is pre-determined and maintained constant  
Figure 4.1 Setup and example of the moving stimuli in the auditory Fröhlich and Representational 
Momentum effects.  
(a) The setup consists in a set of 18 loudspeakers covered with 4X4 arrays of tactile sensors, fixed in 120° arc 
mechanical support. (b) The moving stimuli during the experimental trials. A) The participant listens to a 
moving stimulus, with variable starting and ending positions, then he/she is required to touch the surface of 
the perceived starting loudspeaker (evaluation of the Fröhlich effect). The velocity of the moving sound is 
pre-determined, and the direction is randomized. B) The participant is required to locate the offset of the 
moving stimulus by touching the surface of the perceived ending loudspeaker (evaluation of the 
Representational Momentum effect). The velocity of the moving sound is pre-determined, and the direction 
is randomized. 
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(three targeted velocities: 20°/s, 30°/s, 40°/s), while different spatial displacements between 
the onset and offset of the sound are pre-determined and randomized. The target (onset for 
Fröhlich effect, see Figure 4.1bA; offset for Representational Momentum effect, see Figure 
4.1bB) is pre-determined and randomized among all the trials. The experiment is performed in 
two separate sessions, in which they are asked to touch the perceived onset or offset position 
after the moving sound stopped. 
Preliminary results 
Preliminary findings show a strong Fröhlich effect (mean bias: 7.66° ± 0.10) but a weaker 
Representational Momentum effect (mean bias: 1.05° ± 0.11) in the auditory modality. The 
analysis of onset (Figure 4.2A) and offset (Fig. 4.2B) motions indicated that fast stimuli (40°/s) 
induced a larger spatial bias than medium (Fröhlich: p < 0.05; Representational Momentum: p 
< 0.05) and lower (Fröhlich: p < 0.001; Representational Momentum: p < 0.001) velocities in 
the direction of motion. This work suggests that increasing the velocity of an auditory moving 
sound might increase the shifts in the spatial perception of the starting and ending position in 
the direction of motion. 
 
4.3.2 Effects of audiovisuo-motor training on spatial recalibration in 
cataract-treated children  
Figure 4.2 Preliminary findings of movement-induced bias in spatial perception of a moving sound.  
A) The analysis of onset indicated that fast stimuli (40°/s) induced a larger spatial bias than medium (p < 
0.05) and lower (p < 0.001) velocities in the direction of motion. B) The analysis of offset indicated that fast 
stimuli (40°/s) induced a larger spatial bias than medium (p < 0.05) and lower (p < 0.001) velocities in the 
direction of motion. 
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Research on dense congenital and infantile cataracts has shown that it should be treated as 
soon as it arises. Otherwise, it may lead to a progressive and sometimes irreversible complete  
visual loss (Birch et al., 2009). Despite several studies on visual functions after sight restoration 
have shown a normal development of spatial properties of the environment, such as color 
perception (Brenner et al., 1990; McKyton et al., 2015; Pitchaimuthu et al., 2019) or biological 
motion detection (Bottari et al., 2015; Hadad et al., 2012), other works pointed out the existence 
of permantent visual impairments, such as reduced visual acuity (Ellemberg et al., 1999; Kalia 
et al., 2014), difficulty in face processing (Le Grand et al., 2001; Putzar et al., 2010), and 
reduced global motion perception (Bottari et al., 2018; Hadad et al., 2012). Concerning 
children, it has been demonstrated that the visual impairment is experienced more in the case 
of monocular than binocular cataract and depends on the cataract onset (Lewis and Maurer, 
2005). In particular, children treated for congenital cataracts later in life show relevant delays 
in the development of visuo-spatial skills, such as reduced ability to integrate body-centered 
and object-centered frames of reference into a unique spatial coding system (Geldart et al., 
2002; Lewis et al., 2002).  
The main aim of this study is to investigate whether the use of the device ABBI (Finocchietti 
et al., 2015c; Porquis et al., 2017) for specific training based on auditory, visual and motor 
feedback of body movements would rapidly improve the recovery of normal visual 
functionalities in cataract-treated children (Senna et al., 2020).  
Sample and Task procedure 
Eighteen post-treatment Ethiopian children (congenital dense bilateral cataract, surgically 
treated years after birth), and nine blind or low vision controls (5 Ethiopian, 4 Italian children) 
participate in the experimental protocol, after their parents or legal guardians have sighed 
informed consent. The battery of evaluative tests proposed to the experimental groups before 
and after the training (only cataract-treated participants) includes: i) auditory bisection task, 
consisting in listening to three consecutive auditory stimuli played at three different spatial 
positions, and evaluating the spatial distances between the three sounds; ii) audio-visual 
localization task, consisting in the localization of single sounds or single visual stimuli in a 
large 2d space (thus, in both the vertical and horizontal planes (Finocchietti et al., 2015b)); iii) 
reaching for static sound task, consisting in listening to a static sound for 5 seconds, and then 
reaching the position of the sound by walking towards it (3 random positions x 3 times)  




(Finocchietti et al., 2015c); iv) mobility task, consisting in walking from a starting position 
until the experimenter touches the participant’s shoulder, and walking back to the origin 
position as fast as possible (3 times) (Cappagli et al., 2019; Finocchietti et al., 2015c); v) 
pointing straight ahead (body midline) task, consisting in pointing straight forward, at the 
height of the shoulder, touching a dedicated setup (Finocchietti et al., 2015b).  
The training with ABBI lasted one week (evaluation included) for a group of children and 
only post-treatment children participate in the training sessions. The control group is tested 
twice after 5/6 days from the first evaluation to make sure that possible improvements observed 
in the training group are not merely due to familiarity with the tasks. Each day the first training 
session lasts 45 min, while the second session lasts about 30 min. During the training, ABBI 
provides both auditory and visual stimuli (activation of the LED) and it is associated to body 
movements in tasks involving audio-motor and audio-visuo-motor associations, previously 
proposed by Cappagli and colleagues (2019). 
Preliminary results 
Auditory bisection task. Results show that cataract-treated children improved in the task (Figure 
4.3A), with a smaller threshold after the training than the performance before the training. 
Instead, blind control participants show comparable performance in the first and second 
evaluation tests, ruling out the possibility that an eventual improvement could be merely related 
to familiarity with the task. 
Audio-visual localization task. The overall accuracy, measured as the mean linear error 
between each target and pointing, and precision, measured as the variance of all errors, are 
calculated for each participant. Figure 4.3B shows the mean pointing error and the mean 
variance across participants in the visual and auditory conditions. Post-treatment participants 
significantly improve their accuracy after the training, and they tend to improve in their 
precision. Blind and low vision controls show similar behavior in the two tests. 
Reaching for static sound task. The accuracy is calculated in each participant as the median 
linear error between the target and the position reached by the participant. The precision is 
measured as the variance of the residuals (i.e., calculating the median localization error and 
subtracting it from individual trials, then taking the variance of such differences as a measure 
of precision). Figure 4.3C shows that children taking part in the training significantly reduce 
the linear error (i.e., higher accuracy) and improve their precision, while blind children did not  
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Figure 4.3 Results after one week of training with ABBI in cataract-treated children.  
A) Results in auditory bisection task show that cataract-treated children improved in the task, with a smaller 
thresholds after the training, as compared to the performance before the training. Blind control participants 
do not improve in the second evaluation tests. B) Results in the auditory-localization task show that post-
treatment participants tend to improve after the training, while blind and low vision controls show a similar 
behavior in the two tests. C) In the reaching for single sound task, children taking part in the training 
significantly reduce the linear error (i.e., higher accuracy) and improve their precision, while blind children 
did not reduce their variance. The control group do not show any improvement between the first and the 
second test. D) Results in the mobility task show that post-treatment children reduce the time to go back to 
the starting position already after one week of training, while blind and low vision controls do not change 
their performance between the two tests. E) In the pointing straight ahead task, post-treatment children 
become significantly more precise along the vertical axis after one week of training, showing a similar trend 
for the horizontal axis. On the contrary, blind and low vision controls do not differ between the first and 
second test.  
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reduce their variance. The control group does not show any improvement between the first and 
the second test.  
Mobility task. The time from the touch of the participant’s shoulder to when the child was back 
to the origin position is recorded with a stopwatch. In Figure 4.3D, post-treatment children 
reduce the time to go back to the starting position already after one week of training, while 
blind and low vision controls do not change their performance between the two tests.  
Pointing straight ahead task. Figure 4.3E shows the median variance of the pointing errors 
across participants. In each trial, the pointing error is measured as the distance between the 
target (i.e., the center of the circle, aligned with the mid-sagittal plane and at the height of the 
shoulder) and the endpoint of the participant’s pointing along the horizontal axis, where 
negative values indicate errors on the left of the target, and the vertical axis, where negative 
values indicate error below the target. The variance in the pointing trials along the horizontal 
and vertical axes is taken as a measure of precision. Post-treatment children become 
significantly more precise along both the vertical and horizontal axes after one week of training. 
On the contrary, blind and low vision controls do not differ between the first and second tests. 
Overall, these findings suggest that cataract-treated children benefit from a short training 
with ABBI, sometimes even getting to values within normal range (bisection task), only after 
one week of training.  
 
4.4 Concluding remarks 
The present thesis had the main aim to: increase knowledge related to spatial development 
following partial or total lack of visual experience; present new methodologies based on 
innovative experimental paradigms and technological systems to assess spatial coding skills in 
response to unisensory and multisensory contingencies; to promote multimodal rehabilitation 
training to foster residual sensory modalities in building a clear and stable spatial map of the 
environment. Our results point out that visual deprivation impairs the development of 
integrated spatial reference systems, maintaining a tendency to encode space by referring 
almost to an egocentric perspective, even though the reliance on haptic skills partially 
overcomes the difficulty of assuming a more allocentric point of view. Moreover, further 
enhancements are shown in the auditory domain when vision is temporarily impaired,  
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providing unusual processing methods to encode spatial features of the environment, 
supporting the idea that the absence of visual inputs can be compensated by other sensory 
modalities (Pavani and Bottari, 2011). Despite the necessity to further investigate the grade of 
spatial confidence provided by touch in individuals with visual impairment, our outcome 
supports the importance of relying on residual spatial competencies by developing innovative 
solutions that can be affordable for both children and adults. Several studies have shown that 
multisensory integration can convey a more accurate and precise representation of the 
environment and foster solid relations between the body and objects in space (Deneve and 
Pouget, 2004; Barry E. Stein and Meredith, 1993) in a statistically optimal manner (Alais and 
Burr, 2004; Ernst and Banks, 2002; Gori et al., 2013, 2012b, 2011; Squeri et al., 2012; Stein, 
2012; Barry E. Stein and Meredith, 1993; Tomassini et al., 2011; Trommershauser et al., 2011). 
Our findings confirm the importance of providing multimodal contingencies to improve spatial 
competencies to compensate and rehabilitate developmental delays due to partial and total 
permanent visual loss. The actual lack of assessment and rehabilitation tools that can provide 
multisensory contingencies within peripersonal space prompts us to propose and validate new 
technologies to train residual perceptual abilities to improve visually impaired individuals' 
spatial coding skills. In the current thesis, we used an innovative device to investigate the 
impact of multisensory interaction on spatial discrimination with increasing dimensions of the 
stimulated bodily area, highlighting that bimodal audio-tactile stimulation can potentially 
convey spatial information in the absence of visual inputs. Unisensory auditory and tactile 
information helps intercept moving stimuli on the body, providing further evidence of the 
importance of enhancing spatial information of other senses than vision. Multimodal 
contingencies provided during rehabilitation training demonstrate to be crucial to foster the 
discrimination of auditory spatial properties of the environment, such as objects’ shape, in 
temporary visual deprived individuals, and to improve auditory and proprioceptive spatial 
competencies in blind adults taking advantage of the association between sounds and body 
movements. Our outcomes might have important implications for the definition of novel 
rehabilitation and training protocols, shedding light on the role played by residual sensory 
modalities with atypical development of visual experience.  
Therefore, future works will encourage further investigation in multisensory contingencies 
with and without visual inputs, with potential implications for developing appropriate 
rehabilitation training suitable for both children and adults with visual impairment.   
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