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ABSTRACT
This paper presents a methodology for sampling and rendering 3-dimensional (3D)
volume data to give it the appearance of classical ink-and-paint techniques. Although
tremendous strides have been made in the realm of realistic volume rendering, research
on rendering techniques for non-photorealistic (NPR) images is limited and does not yield
results that provides artists the ability to create and render volumes in a classical animation
style. Currently, the industry standard is to render the volume using 3D volume data and
the diffuse channel, or to provide a card and play an image sequence on the card.
This paper discusses a technique that allows for the non-photorealistic rendering of 3D
volume data which can be used to sample and shade a variety of shapes to create a stylized
render of a volume, similar to classical ink-and-paint techniques. This approach can be
summarized in the following steps: (1) Scatter point data within 3D volume data based off
of density values, or create a custom point cloud; (2) Ray cast from the camera to the hit
position of the volume; (3) From the hit position of the ray, cast towards a direction (either
towards a light for shading, or continue in the same direction for a headlamp effect); and
(4) Tally and normalize the number of scattered points within a radius of the direction of
said ray; then (5) Use this value to interpolate between the lit color of the volume and the
background color.
ii
DEDICATION
For my father.
iii
CONTRIBUTORS AND FUNDING SOURCES
Contributors
This work was supported by a thesis committee consisting of Professor Ergun Akle-
man, Professor Tim McLaughlin of the Department of Visualization, and Professor John
Keyser of the Department of Computer Science.
All other works conducted for the thesis were completed by the student independently.
Funding Sources
All funding has been from the student.
iv
TABLE OF CONTENTS
Page
ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ii
DEDICATION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . iii
CONTRIBUTORS AND FUNDING SOURCES . . . . . . . . . . . . . . . . . . iv
TABLE OF CONTENTS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . v
LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . vii
1. INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Motivation and Inspiration . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
2. BACKGROUND AND LITERATURE REVIEW . . . . . . . . . . . . . . . . 5
2.1 Shading Trees and Their Role in Animation . . . . . . . . . . . . . . . . 5
2.2 Related Works . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
3. NON-PHOTOREALISTIC VOLUME RENDERING . . . . . . . . . . . . . . 8
3.1 Barycentric Shader Development . . . . . . . . . . . . . . . . . . . . . . 8
3.1.1 Computing Densities . . . . . . . . . . . . . . . . . . . . . . . . 9
3.1.2 Normalizing Densities . . . . . . . . . . . . . . . . . . . . . . . 11
3.1.3 Our Bilinear Barycentric Shader . . . . . . . . . . . . . . . . . . 11
3.2 Point Cloud Generation . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3.2.1 Distance function from Direction Vector . . . . . . . . . . . . . . 12
3.3 Shader Implementation . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4. VOLUME BARYCENTRIC SHADING WITH ARTISTIC CONTROL . . . . 17
4.1 Normalizing Techniques . . . . . . . . . . . . . . . . . . . . . . . . . . 17
4.2 Border Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.3 Custom Point Clouds . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
v
5. CONCLUSIONS AND FUTURE WORK . . . . . . . . . . . . . . . . . . . . 21
5.1 Deficiencies with the NonPhotorealistic Toon Shader . . . . . . . . . . . 21
5.2 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
5.3 Continued Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
vi
LIST OF FIGURES
FIGURE Page
1.1 Cell shaded volumes as described in and reprinted from [1] . . . . . . . . 3
3.1 Computing Densities. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.2 Point cloud data generated by the density attribute of the volume data. . . 14
3.3 Cloud rendering directional lighting. . . . . . . . . . . . . . . . . . . . . 15
3.4 Examples of results. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16
4.1 Color Ramp with For two shapes with different normalizing constants. . . 17
4.2 Examples of Renders with custom point clouds . . . . . . . . . . . . . . 19
4.3 Examples of artistically rendered images . . . . . . . . . . . . . . . . . . 20
vii
1. INTRODUCTION
1.1 Motivation and Inspiration
3-dimensional (3D) computer graphics revolutionized the film industry. With the abil-
ity to create 3D computer graphics, the craft and technology of live-action and animated
films became able to tell stories more vividly. Today, in the film industry, computer graph-
ics play a particularly important role for generating safe and relatively cheap digital ef-
fects. Where fire once would be a hazard of the job, now it can be created safely without
endangering assets and people. Computer generated visual effects (FX) such as smoke,
fire, or clouds are now essential elements in most popular films. These generated elements
play important roles in the creation of believable imaginary worlds. FX can also provide a
better understanding of how physics behaves in the real world to better imitate it in the cre-
ation of imaginary worlds. FX also stylistically enhances images to captivate an audience.
Typically, volume based techniques are used to create many of these visual effects.
Despite the advancements in technology for rendering such volumes, there has been
little research in developing a methodology for rendering these volumes in a classical
animation (or non-photo-real) style. When 3D effects started being used in the animation
industry, the creative liberty with these effects began to diminish since the artistic direction
of these animations embraced more photo-real rendering styles. Today, artists seek to
break the mold of photo-real rendering; this inspired me to create a new methodology that
would offer an alternative to realistic rendering for volume data.
1.2 Introduction
Popular rendering techniques for shading cartoons (toon shading) of volumes typically
utilize simulation data and the diffuse channel of the realistic rendering, effectively re-
moving lighting and detail within the simulation; however, this has similar drawbacks to
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rendering realistic volumes - the most substantial drawback being the lack of control for
the shape, the simplicity of color, and lack of stylization.
If an artist desires lighting in the rendering of their volume, they are limited by render-
ing approaches that use physically plausible techniques including computationally expen-
sive rendering such as volume scattering and ray marching. Currently, real time renderers
have not come to an efficient level of being able to render highly complex or dense point
maps with realistic rendering. With the creation of this methodology, I propose to circum-
vent around physical realism and obtain desired aesthetics by using a 2D approach which
involves utilizing point data, and sampling the data based on the camera’s point of view.
McGuire’s approach to achieve stylized renders involves cell shading techniques ap-
plied to shapes [1]. This technique is successful in yielding a stylized and cell shaded
volume as shown in Figure 1.1. Although this technique is a good approach for billowy
volumes and shading based off of a light source to achieve a ’comic book’ aesthetic [1], it
does not yield artistically controllable results for factors such as density, temperature, and
internal motion. This approach also requires a static camera which is less than ideal for an
animation environment.
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The approach provided in this paper describes a more dependable method to create
artistic renderings of high-density point data using 2D views. It also allows for more
artistic control and freedom when creating 2D animations and artistic pieces using 3D
point data. In their paper, Yen emphasized the importance of portraying artistic style
on stylized rendering of 3D models [2]. The challenges of creating stylized effects in
environments that mimic the real-world are frequent and will continue to arise as long as
artists attempt to put their visions on screen as technology continues to advance.
In addition to utilizing this shading method for artistic style, the non-photo-realistic
approach to rendering volumes allows for easily represented data for maps or images with
density information, such as urban density maps [3] or building density visualization [4].
This would be done by applying a ’headlamp’ approach to the data set. This approach will
Figure 1.1: Cell shaded volumes as described in and reprinted from [1]
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be further discussed in Chapter 3.
The goal of this research is to create an approach that can be easily integrated with an
existing computer graphics pipeline, and that mimics the style and shading of traditional
2D animation for volumes. To be successful, the final render must have the quality of
traditional 2D animation and be free of artifacts of the standard scattering method that
realistic volume renders tend to contain. The creation of this shader is motivated by the
following:
• Creating 3-Dimensional Geometry that will represent the shape of a volume and
converting this geometry to volume data. This may include meshing of simulated
geometry.
• Understanding the different types of volumes and how to stylize the shape that has
been created.
• Sampling the volume efficiently and converting this data into a usable platform.
• Generalizing the process to allow for its replication.
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2. BACKGROUND AND LITERATURE REVIEW
Currently, a lot of production time in animation goes into researching efficient ways to
create a desired stylistic effect. There have been many recent advancements in achieving
stylized renders to emulate hand-drawn art styles [5]. Achieving a similar goal for simu-
lated and procedural visual effects is a newer challenge. To understand the challenges in
the non-photoreal rendering discipline, one must understand some fundamentals of styl-
ized rendering and their relationship to the 2D end product on the screen.
A draw-back of classical animation is the frame-by-frame shading that is required to
shade the objects and effects on the screen. With 24 frames per second, shading the film
takes many man-hours. For a moving camera with lighting, a lot of attention to detail is
required of the artist.
2.1 Shading Trees and Their Role in Animation
To generalize shading in order to assist in the shading of 3D geometry, the Shade Tree
was introduced. In the creation of 3D-animated films and shorts, shading trees allow the
artist more control at a quicker pace. The shade tree gives artists control of the details such
as the light source, reflections, and the roughness of the light. [6].
The Shade Tree is utilized by many shading languages across a multitude of rendering
platforms such as Renderman, Arnold, and Mental Ray. Given the shape geometry, nor-
mals, coordinates, and the density of geometry, an artist is able to develop custom shaders
for a variety of uses. Since the Shade Tree model is a series of functions to standardize
shading digital geometry, its usability is highly desired by artists.
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2.2 Related Works
In their paper on Cartoon Smoke, Selle et al. describe a sprite method that iterates over
points used to represent the volume [7]. The points have sprites ’stamped’ onto them and
the edge is detected from the camera to get strong stroke lines, similar to classical ink-and-
paint techniques. The stroke-line is used as a ’stencil’ for the volume and yields pleasant
results. Selle describes how the technique used has limitations due to the ’stamping’ pro-
cess. If the camera is moving, the illusion is broken due to overlapping sprites. This results
in ’popping,’ which is when objects will compete to be rendered over one another.
In conjunction with Selle’s Paper on volume rendering, Cornish was able to describe a
generalized approach for non-photorealistic rendering. With an emphasis on the stroke and
utilizing scattered points to represent the geometry, the results are promising [8]. Cornish
was able to get hand drawn aesthetic, and the approach had normalized results (two-tone)
that are applicable to many renders. A strength of the Cornish approach is the focus on
camera dependency. Since the camera is able to pan and rotate, the illusion is continuous.
The Barycentric shader approach introduced by Akleman for simplifying shader inter-
polation is a strong contender for non-photorealistic approaches and was useful in interpo-
lating between shaders for the stroke of the volume’s edge and different density thresholds.
Barycentric shaders can be understood with the following equation:
C(u, v) =
M∑
i=0
Bi(t)Ti(u, v)
where C(u, v) is rendered color of the point (u, v), Ti(u, v)’s are control images and t is
one of the shading parameters such as diffuse parameter. For the purposes of this paper,
all color channels will be piped into the t value [9]. This is why it is used heavily in the
approach described in this paper.
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Additionally, the volume data will be the high resolution sparse volume data set created
by Dreamworks Animation Studios [10]. The dataset allows for precise volume data that
is easy to shape into geometry and various other data sets.
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3. NON-PHOTOREALISTIC VOLUME RENDERING
In this chapter a methodology to create 2D animation-style images by using a gener-
alized approach for volume data is presented. By using volume and point data (generated
by volume or added in creatively), this paper describes the methodology to create dynamic
view-dependant volumes.
In the following sections the generalized approach is explained and the implementation
is described.
3.1 Barycentric Shader Development
Because of its simplicity and ability to be used in a variety of cases, the Barycentric
shader will be the structured framework for the shader. This will allow for color ramp-
ing, or interpolation between a multitude of colors. To reiterate, the Barycentric Shader
designed by Akleman et al. [9] is defined as follows:
c =
M∑
i=0
ωiCi where
M∑
i=0
ωi = 1 and ∀ωi ≥ 0
where the Ci’s are colors, i.e. n-tuples of positive real numbers. The restriction that the
weights ωi are all positive and sum to 1 is called the partition of unity property, which
guarantees that solutions c stay inside of the convex hull defined by the colors Ci. This
restriction does not impose any limit over the polynomials we can use. In fact, basis
functions of most widely used parametric polynomials in geometric modeling, such as
Bezier, B-splines or β-splines, satisfy this property. For instance, if we choose ω0 = (1−t)
and ω1 = t with 0 ≤ t ≤ 1, we obtain the mix operator, which utilizes basis functions of
first degree Bezier curves. Similarly, it is easy to see that the degree zero B-spline basis
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functions, namely,
Ni,0(t) =
 1 if ti ≤ t < ti+10 otherwise.
also satisfy partition of unity and each ti is called a knot. Moreover, higher degree B-spline
basis functions
Ni,p(t) =
t− ti
ti+p − tiNi,p−1(t) +
ti+p+1 − t
ti+p+1 − ti+1Ni+1,p−1(t),
that are obtained by the Cox-de Boor formulation also satisfy partition of unity. More im-
portantly, any parametric rational or irrational polynomial or piece-wise polynomial can
be converted to a form that satisfies the partition of unity property [11]. In addition, the
convex hull property, which comes with partition of unity, is particularly useful in practi-
cal shader development applications, since it provides an intuitive control mechanism for
obtaining desired results.
In our case, we build our Barycentric shaders by using normalized densities as vari-
ables of Barycentric basis functions. To compute normalized densities, we first need to
compute density values.
3.1.1 Computing Densities
Now, consider the volume of particles as shown in Figure 3.1. Let D denote density
of the volume along a line segment L intersected the volume, shown as a blue line in
Figure 3.1. Let i = 0, 1, ..., N − 1 denote all points that are their distance to the line
smaller than a given threshold value dmax, shown as a blue line in Figure 3.1. Let r denote
the radius of the particle located at point i and di denote the actual distance of the particle
to the line, then we compute D(L) for the given line segment L as follows:
9
Figure 3.1: Computing Densities.
D(L) =
N−1∑
i=0
F (di/r)
where F (x) is a function that is defined as follows:
F (x) =

1 if x ≤ 1
x−dmax
1−dmax if 1 < x ≤ dmax
0 otherwise
where dmax is a positive number larger than 1.
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3.1.2 Normalizing Densities
For normalizing densities, we consider a set of line segments L. Let Dmax denote
maximum density for all line segments in L given as follows:
Dmax = max
L∈L
D(L)
Then, normalized density d(L) for a given set of line segments L is computed as
d(L) =
D(L)
Dmax
We consider two sets of lines that gives us two parameters. The first set is obtained
as a subset of all rays emanating from camera towards the viewport, which is shown in
Figure 3.1 as a white grid. The second set of set is obtained as a subset of all rays ema-
nating from light source (sun) towards the volume, which is shown in Figure 3.1 as yellow
and blue cloud of particles. Each of these two sets of lines can be parameterized using
viewport coordinates u and v. Let t(u, v) denote the normalized density obtained a subset
of all rays emanating from camera and s(u, v) denote the normalized density obtained a
subset of all rays emanating from light source, i.e. sun. Using these two parameters, we
can construct any Barycentric shader by appropriately combining the contributions of sky
and sun.
3.1.3 Our Bilinear Barycentric Shader
Let CB(u, v) and CF (u, v) denote color of the background and foreground at u, v po-
sitions respectively; and CS denote the color of the sun in a given position. Then, our
Barycentric shader is in the following form:
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C(u, v) = (CB(u, v)(1− t) + CF (u, v)t)s+ CS(1− s)
This is a simplified Bilinear formula. Note that three basis functions are (1 − t)s, ts,
and (1− s) and they always add up to 1
(1− t)s+ ts+ (1− s) = 1
and they are always positive since both s and t have values only between 0 and 1.
3.2 Point Cloud Generation
The Non-photoreal Volume Shader requires an assortment of points. This is intentional
to provide the artist with as much refinement and control as possible. By default, within
the software, density is used. The default (density) approach of generating the point cloud
is by sampling each voxel (a 3D pixel generally used to store volume data) and for the
density. If the density is above a threshold, use the center of the voxel and generate a
point. In addition, the point position may be jittered no more than the size of the voxel so
that the results tend to be a little more naturalistic. If the user desires more artistic freedom
with the structure of the point cloud, the algorithm does give artistic control to the artist
and allows one to create point clouds based on a variety of factors. Some examples are as
follows: Velocity based particle generation, even point distribution, and additional points
created via other methods.
3.2.1 Distance function from Direction Vector
As stated in chapter 1, upon ray hit with the volume, a direction vector is created.
Whether this is continuous (headlamp) or towards a light, this is used to measure the
distance from each point to the vector itself. The shader for the volume uses this infinite
vector created by the camera at render time. The shader calculates the distance between
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the line and the point. The function can be described as follows:
d = | ~Np − ( ~Np˙ ~Nc) ∗ ~Nc)|
where ~Np is the normalized vector from the position of the particle in the point cloud
to the part of the volume being sampled. ~Nc is the direction of the infinite vector to the
point of the point cloud being sampled.
3.3 Shader Implementation
Implementation of the volume shader is done in a language native to SideFX’s Houdini
package. The language - VEX - is quick, C-based, and known for its ability to iterate over
a large quantity of point and volume data with ease. The renderer used is Houdini’s native
renderer, Mantra. The type of renderer is almost negligible since a constant color is all
that is truly needed. The approach described in this paper assigns the color value itself.
However this shader may be applied to the alpha, reflectively, subsurface, and other values.
Houdini’s procedural node-based networking system allows the user to work interac-
tively with the shader. If the artist wishes to pre-compute the color values before render
time, Houdini also allows this capability. This reduces render time by off-loading the
amount of computation done at render time.
The example provided in this section will be a very basic cloud example. The volume
of the cloud will be constructed using spheres then formed into the VDB. This VDB will
be the structure we will be sampling. Also, for tradition sake - A teapot will also be shown
in the following section.
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Figure 3.2: Point cloud data generated by the density attribute of the volume data.
Since the shader uses a density, or point cloud look-up (Figure 3.2), a light is not very
necessary inside of the scene file. However, since a ’light’ is often used in traditional
2D animation, there is the added support of lighting within the shader in this example.
Therefore, the scene will have the volume geometry, and a light.
In order to light the volume, instead of using the camera as the origin for ~Nc, one would
cast this vector to the position of the light. Or use the vector that the light would cast to
the position being sampled. This ensures that the density is being sampled from the hit
point to the light position. This yields an aesthetically pleasing subsurface effect as shown
in Figure 3.3.
In addition to the algorithm described above, border enhancement also yielded favor-
able results. By utilizing the gradient -or exit direction- of the volume as a normal, we are
able to render borders by using Nienhaus’ technique [12].
As stated above, an integral part of the Barycentric Shader is the ability for it’s imple-
mentation to be used with a ramp and/or spline for interpolating between control images
or colors. Its simple structure allows it to be used with a variety of inputs, in our case it
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Figure 3.3: Cloud rendering directional lighting.
happens to be the density from the algorithm above. Houdini’s native ramp has a suitable
structure for the shader. After normalizing the density value, the color look-up may be
easily used. The structure of the function for the density maps the densest areas closer to
one and the low-density areas closer to zero. In the ramp, the right side of the ramp is one,
the left side is zero. Also, Houdini’s structure allows for the shader to be ’piped’ into a
variety of components of the final render. Whether it be reflection, ambient occlusion, dif-
fuse. Because of the simplicity of toon rendering, the diffuse is the only use-case disclosed
in this paper.
The final color is then rendered to the pixel after the shader returns the color for the
volume. As you can see in the following section.
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3.4 Results
In this section we discuss images that are the rendered results using the non photo-
realistic generalized volume shader. In Figure 3.3 we showed the lit version of the cloud
with changing backgrounds and a light at different angles. In Figure 3.4a, the sampling of
the cloud’s density is not traced to a light, but rather the camera. This is a good way to
represent the density of the volume from that camera’s perspective. If we were to describe
it based on a lighting perspective, it would be as though the camera had a headlamp on it.
This technique is also shown in Figure 3.4b.
(a) Cloud rendering with border detection. (b) Utah Teapot with border detection.
Figure 3.4: Examples of results.
16
4. VOLUME BARYCENTRIC SHADING WITH ARTISTIC CONTROL
While the generalized shader is applicable in many instances, the true capabilities of
the NPR Volume Shader become apparent when utilizing the shader artistically. In the fol-
lowing sections we will describe the use cases of normalizing techniques, border detection,
and customized point clouds.
4.1 Normalizing Techniques
As stated in Chapter 3, the normalizing constant is an integral part of the shader. While
this can be a constant derived by getting the maximum number of points that a ray samples
and normalizing based off of that constant, in the shader I have exposed this parameter to
give artistic control to the user. This can yield interesting results depending on the user’s
artistic vision. Figure 4.1 shows the result of how a lower normalizing constant can yield
more data between zero and one and allow the user to have more colors in the color ramp
(or more textures). A higher normalizing constant will remove the data but will give the
user a more even color throughout the area sampled.
Figure 4.1: Color Ramp with For two shapes with different normalizing constants.
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4.2 Border Detection
While the border detection methodology used in this shader is not a new implemen-
tation [12], the use of it in conjunction with the density-based non-photorealistic shader
yields very appealing results. The shader utilizes the gradient of the volume [10]. As the
normal for the border’s detection. From then on it colors the final render based off of the
return value based off of Nienhaus’ paper on border/edge rendering [12]. The color is user
defined. While there is a falloff parameter exposed, the falloff is minimal for the sake of
this paper since a classical 2D rendering approach is the goal.
4.3 Custom Point Clouds
The shader by default utilizes density data to compute the point cloud for the final
render. While there are a multitude of approaches to altering the density data (distance
influence/falloff, or velocity based point cloud, et cetera), there is also the added feature of
bringing in data completely separate from the volume itself. When this feature is enabled,
the volume is only used for the purposes of ’hit’ detection and for the border.
The artist is able to provide geometry, curves, or points to influence the final render.
These points will be handled as though they were from the point cloud. Generally for
appealing results, if there is custom data, having a minimum search radius for the ray is
optimal in order to discern the shape. The artistic choice is ultimately depends on the
artist.
4.4 Results
Results with more artistic liberty taken better match the classical 2D animation ap-
proach. In classical 2D animation, each frame is meticulously drawn and animated. With
as much care, the 2D Non-Photorealistic Volume Shader allows the artist to achieve similar
results with less time spent drawing and more time on the final image.
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(a) Utah Teapot with border detection and cus-
tom point cloud.
(b) Volume Shader on multiple elements smoke
top and fire bottom. Bottom element has been
fed a custom point cloud.
Figure 4.2: Examples of Renders with custom point clouds
As stated in Chapter 3, an additional artistic control is the direction used for the point
sampling. If sampling points from the hit location to a light source instead of from the
camera to the volume, the artist is able to artificially render sub-scattering and light the
density driven volume as shown in Figure 4.3a.
Figure 4.3b, on the other hand, has a custom point cloud. Instead of being mapped to
a lighting pass, the density attribute is to reflect the heat intensity. This figure was fed a
custom point cloud for artistic reasons with a tight radius to show rapid change in heat.
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(a) Volume shader with the camera ray no longer sampling from camera for the ’camera vector’,
but from the light source.
(b) Muzzle Flash with custom point cloud.
Figure 4.3: Examples of artistically rendered images
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5. CONCLUSIONS AND FUTURE WORK
5.1 Deficiencies with the NonPhotorealistic Toon Shader
As is a problem with most volume rendering, the final image is dependent on a  high 
resolution volume to provide detail. However, if the final render does not need a detailed 
output, a low count point cloud with a high sample radius may yield desired results. This 
is typical for volume rendering. Efficient a pproaches a re p ossible f or d etermining the 
distance of the point cloud. For example, utilizing an oct-tree to determine which points 
are able to be sampled by the shader would greatly enhance the run time [13].
Additionally, there is an additional artistic issue with the shader. As stereoscopic ren-
dering becomes popular, there may be an artistic drawback of using this shader in a stereo 
context. Since the shader is heavily dependent on the camera view, introducing a second 
camera with its own perspective would result in different color values for the same sample. 
A methodology would need to be created in order to compensate for the second camera.
5.2 Conclusions
The Barycentric shader approach is a powerful shader methodology. In this paper we 
described how the shader allows for easy implementation for a wide variety of challenges, 
including volumes. The barycentric shader allows for a density sampling algorithm to be 
piped in and create interesting 2D style images from 3D volume data.
5.3 Continued Study
Currently the methodology described in this paper offers promising results for creating 
classical 2D styled images. However, the methodology for creating volumes that have the 
classical silhouette and shape of 2D volumes is yet to be generalized.
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