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Abstract
We give “hybrid” proofs of the q-binomial theorem and other identities. The
proofs are “hybrid” in the sense that we use partition arguments to prove a restricted
version of the theorem, and then use analytic methods (in the form of the Identity
Theorem) to prove the full version.
We prove three somewhat unusual summation formulae, and use these to give
hybrid proofs of a number of identities due to Ramanujan.
Finally, we use these new summation formulae to give new partition interpreta-
tions of the Rogers-Ramanujan identities and the Rogers-Selberg identities.
1 Introduction
The proof of a q-series identity, whether a series-to-series identity such as the second
iterate of Heine’s transformation (see (4.1) below), a basic hypergeometric summation
formula such as the q-Binomial Theorem (see (2.1)) or one of the Rogers-Ramanujan
identities (see (S14) below), generally falls into one of two broad camps.
In the one camp, there are a variety of analytic methods. These include (but are
certainly not limited to) elementary q-series manipulations (as in the proof of the Bailey-
Daum summation formula on page 18 of [15]), the use of difference operators (as in
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Gasper and Rahman’s derivation of a bibasic summation formula [14]), the use of Bai-
ley pairs and WP-Bailey pairs (see, for example, [7, 29, 31]), determinant methods (for
example, [17, 26]), constant term methods (such as in [4, Chap. 4]), polynomial finitiza-
tion/generalization of infinite identities (as in [28]), an extension of Abel’s Lemma (see [8,
Chap. 7]), algorithmic methods such as the q-Zeilberger algorithm (as in [12, 19]), matrix
inversions (including those of Carlitz [11] and Krattenthaler [20]), q-Lagrange inversion
(see [2, 16]), Engel expansions (see [5, 6]) and several other classical methods, including
“Cauchy’s Method” [18] and Abel’s lemma on summation by parts [13].
In the other camp there are a variety of combinatorial or bijective proofs. Rather than
attempt any classification of the various bijective proofs, we refer the reader to Pak’s
excellent survey [21] of bijective methods, with its extensive bibliography.
In the present paper we use a “hybrid” method to prove a number of basic hyperge-
ometric identities. The proofs are “hybrid” in the sense that we use partition arguments
to prove a restricted version of the theorem, and then use analytic methods (in the form
of the Identity Theorem) to prove the full version.
We also prove three somewhat unusual summation formulae, and use these to give
hybrid proofs of a number of identities due to Ramanujan. Finally, we use these new
summation formulae to give new partition interpretations of the Rogers-Ramanujan iden-
tities and the Rogers-Selberg identities.
2 A Hybrid Proof of the q-Binomial Theorem
In this section we give a hybrid proof of the q-Binomial Theorem,
∞∑
n=0
(a; q)nz
n
(q; q)n
=
(az; q)∞
(z; q)∞
. (2.1)
Lemma 1. Let k ≥ 4 and r, s be fixed positive integers with 0 < r < s < r + s < k. For
each positive integer n and each integer m ≥ (r + k)n, let An(m) denote the number of
partitions of m with
• the part r occurring exactly n times,
• distinct parts from {s, s+ k, s+ 2k, . . . , s+ (n− 1)k},
• possibly repeating parts from {k, 2k, 3k, . . . , nk}, with the part nk occurring at least
once.
Likewise, let Bn(m) denote the number of partitions of m into exactly n parts, with
• distinct parts ≡ r + s(mod k), with the part r + s not appearing,
• possibly repeating parts ≡ r(mod k), with the part r not appearing.
Then
An(m) = Bn(m).
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Proof. We will exhibit injections between the two sets of partitions. We may represent a
partition of m of the type counted by An(m) as
m =
n∑
j=1
mj(jk) +
n−1∑
j=0
δj(jk + s) + n(r),
where the parts are displayed in parentheses, and the multiplicities satisfymn ≥ 1, mj ≥ 0
for 1 ≤ j ≤ n− 1, and δj ∈ {0, 1}. Upon applying the identity
∑t
j=1 jyj =
∑t
j=1
∑t
i=j yi
to the sums containing j, we get
m = (mnk + δn−1s+ r) +
n−1∑
j=1
(
k
n∑
i=j
mi + k
n−1∑
i=j
δi + δj−1s+ r
)
.
Here the parts of the new partition are displayed inside parentheses, and it is not difficult
to recognize this partition as one of the type counted by Bn(m).
On the other hand, we may represent a partition of m of the type counted by Bn(m)
as
m =
n∑
j=1
(pjk + δjs+ r)
with 1 ≤ p1 ≤ p2 ≤ · · · ≤ pn, δj ∈ {0, 1}, and if δi = δi+1 = 1, then pi < pi+1. We also
label the pj so that if pik+ δis+ r > pjk+ δjs+ r, then i > j (in particular, this labeling
means pj+1 − pj − δj ≥ 0 for 1 ≤ j ≤ n− 1). We rewrite the above sum for m as
m = n[r] + δn[s]
+ (pn − pn−1 − δn−1)[k] + δn−1[k + s]
+ (pn−1 − pn−2 − δn−2)[2k] + δn−2[2k + s]
+ (pn−2 − pn−3 − δn−3)[3k] + δn−3[3k + s]
...
+ (p3 − p2 − δ2)[(n− 2)k] + δ2[(n− 2)k + s]
+ (p2 − p1 − δ1)[(n− 1)k] + δ1[(n− 1)k + s]
+ p1[nk].
This is a partition of the type counted by An(m), where this time the parts are displayed
inside [ ]’s.
It is not difficult to see that these transformations give injections between the two sets
of partitions and the result is proved.
Graphically, we may describe these transformations as follows. In each case, we start
with the usual Ferrers diagram of the partition.
It can be seen that the largest part in a partition counted by An(m) has size nk, so
such a partition can be regarded as consisting of n columns, each of width k. The first
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step is to distribute the n parts of size r so that one r is at the bottom of each of these n
columns. We then form a new partition whose parts are the columns of this intermediate
partition (we might call it the k-block conjugate of this partition). This new partition is
easily seen to be a partition of the type counted by Bn(m).
If we start with a partition of the type counted by Bn(m), the first step is to strip
away a part of size r from each of the n parts. We then form the k-block conjugate of the
remaining partition, add in the n parts of size r, and what results is a partition of the
type counted by An(m).
We illustrate these transformations with two partitions of 26k+4s+5r (with n = 5).
The partition with parts 5k, 4k + s, 4k, 4k, 3k + s, 2k, 2k, k + s, k, s, r, r, r, r, r is one of
those counted by A5(26k + 4s + 5r). Its Ferrers diagram follows, and we show how it is
transformed into the partition with parts 9k + s + r, 7k + s + r, 5k + r, 4k + r + s and
k + r + s, which is a partition of the type counted by B5(26k + 4s+ 5r).
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Figure 1. Place one part of size r at the bottom of each of the 5 columns of width k.
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Figure 2. Now form the k-block conjugate of this partition.
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Figure 3. This is a partition of the type counted by B5(26k + 4s+ 5r).
These steps are easily seen to be reversible.
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Lemma 2. Let k ≥ 4 be a fixed integer and let r and s be fixed integers such that
0 < r < s < r + s < k. Then
∞∑
n=0
(−qs; qk)n
(
qr+k
)n
(qk; qk)n
=
(−qs+r+k; qk)∞
(qr+k; qk)∞
. (2.2)
Proof. The generating function for the sequence An(m) is given by
(−qs; qk)n
(
qr+k
)n
(qk; qk)n
=
∑
m≥(r+k)n
An(m)q
m.
Thus
1 +
∞∑
n=1
(−qs; qk)n
(
qr+k
)n
(qk; qk)n
= 1 +
∞∑
n=1
∑
m≥(r+k)n
An(m)q
m
= 1 +
∞∑
n=1
∑
m≥(r+k)n
Bn(m)q
m
= 1 +
∑
m≥(r+k)
B(m)qm,
where B(m) counts the number of partitions of m with
• distinct parts ≡ r + s(mod k), with the part r + s not appearing,
• possibly repeating parts ≡ r(mod k), with the part r not appearing.
It is clear that
1 +
∑
m≥(r+k)
B(m)qm =
(−qs+r+k; qk)∞
(qr+k; qk)∞
,
and the result now follows.
We now give a proof of the q-Binomial Theorem.
Theorem 1. Let a, z and q be complex numbers with |z|, |q| < 1. Then
∞∑
n=0
(a; q)nz
n
(q; q)n
=
(az; q)∞
(z; q)∞
. (2.3)
Proof. By (2.2), if k and m are positive integers with k ≥ 4, and r and s are integers with
0 < r < sm < sm+ r < mk, then
∞∑
n=0
(−qsm; qkm)n
(
qr+km
)n
(qkm; qkm)n
=
(−qsm+r+km; qkm)∞
(qr+km; qkm)∞
.
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Fix an m-th root of q, denoted q1/m, and replace q with q1/m to get
∞∑
n=0
(−qs; qk)n
(
qr/m+k
)n
(qk; qk)n
=
(−qs+r/m+k; qk)∞
(qr/m+k; qk)∞
.
Now let m take the values 1, 2, 3, . . . , so that the identity
∞∑
n=0
(−qs; qk)n
(
zqk
)n
(qk; qk)n
=
(−qs+kz; qk)∞
(zqk; qk)∞
(2.4)
holds for z ∈ {qr/m : m ≥ 1}. By continuity this identity also holds for z = 1, the limit
of this sequence. Hence, by the Identity Theorem, (2.4) holds for |z| < |q|−k. Replace z
with z/qk and we get that
∞∑
n=0
(−qs; qk)nz
n
(qk; qk)n
=
(−qsz; qk)∞
(z; qk)∞
(2.5)
holds for |z| < 1 and 1 < s < k.
Next, fix a k-th root of q, denoted q1/k, replace q with q1/k in (2.5) to get that
∞∑
n=0
(−qs/k; q)nz
n
(q; q)n
=
(−qs/kz; q)∞
(z; q)∞
. (2.6)
Set s = 2 and let k take the values 4, 5, 6, . . . to get that
∞∑
n=0
(a; q)nz
n
(q; q)n
=
(az; q)∞
(z; q)∞
(2.7)
holds for a ∈ {−q2/k : k ≥ 4} and |z| < 1. By continuity, (2.7) also holds for a = −1,
the limit point of this sequence. Thus, again by the Identity Theorem, (2.7) holds for all
a ∈ C and all z ∈ C with |z| < 1.
3 Some Preliminary Summation Formulae
Before coming to the proof of the next identities, we prove some preliminary lemmas.
Lemma 3. Let |q| < 1 and b 6= −q−n for any positive integer n. Then if m is any positive
integer,
∑
0≤a1≤a2≤···≤an
qm(a1+a2+···+an)∏n−1
j=0
∏m+1
k=1 (1 + bq
j(m+1)+k+aj+1)
=
1
(qm; qm)n(−bq; q)mn
, (3.1)
where the sum is over all n-tuples {a1, . . . , an} of integers that satisfy the stated inequality.
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Proof. We rewrite the left side of (3.1) as the nested sum∑
a1≥0
qma1∏m+1
k=1 (1 + bq
k+a1)
∑
a2≥a1
qma2∏m+1
k=1 (1 + bq
(m+1)+k+a2)
· · ·
∑
an−1≥an−2
qman−1∏m+1
k=1 (1 + bq
(n−2)(m+1)+k+an−1 )∑
an≥an−1
qman∏m+1
k=1 (1 + bq
(n−1)(m+1)+k+an )
(3.2)
Next, we note that if p ≥ 1 is an integer, and none of the denominators following
vanish, that∑
ai≥ai−1
qpmai∏mp+1
k=1 (1 + cq
k+ai)
=
1
1− qpm
∑
ai≥ai−1
[
qpmai∏mp
k=1(1 + cq
k+ai)
−
qpm(ai+1)∏mp+1
k=2 (1 + cq
k+ai)
]
=
1
1− qpm
qpmai−1∏mp
k=1(1 + cq
k+ai−1)
, (3.3)
since the second sum telescopes. We now apply this result (with p = 1) to the innermost
sum at (3.2) to get that this sum has the value
qman−1
(1− qm)
∏m
k=1(1 + bq
(n−1)(m+1)+k+an−1 )
,
so that the next innermost sum at (3.2) becomes∑
an−1≥an−2
q2man−1
(1− qm)
∏2m+1
k=1 (1 + bq
(n−2)(m+1)+k+an−1 )
.
We apply (3.3) again, this time with p = 2, to get that this sum has value
q2man−2
(1− qm)(1− q2m)
∏2m
k=1(1 + bq
(n−2)(m+1)+k+an−2)
.
This now results in the third innermost sum becomes∑
an−2≥an−3
1
(qm; qm)2
q3man−2∏3m+1
k=1 (1 + bq
(n−3)(m+1)+k+an−2)
.
This process can be continued, so that after n− 1 steps, the left side of (3.2) equals∑
a1≥0
qmna1
(qm; qm)n−1
∏nm+1
k=1 (1 + bq
k+a1)
=
qmn(0)
(qm; qm)n−1(1− qnm)
∏nm
k=1(1 + bq
k+0)
=
1
(qm; qm)n(−bq; q)nm
, (3.4)
giving the result.
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Lemma 4. Let |q| < 1 and b 6= −q−n for any positive integer n. Then if m is any positive
integer,
′∑
0≤a1≤a2≤···≤an
qm(a1+a2+···+an)∏n−1
j=0
∏m+1
k=1 (1 + bq
jm+k+aj+1)
=
1
(qm; qm)n(−bq; q)mn
, (3.5)
where the sum is over all n-tuples {a1, . . . , an} of integers that satisfy the stated in-
equality, and the
∑′
notation means that if ai = ai−1 for any i, then the factor 1 +
bq(i−1)m+m+1+ai−1 = 1 + bqim+1+ai occurs just once in any product.
Proof. The proof is similar to the proof of Lemma 3. We rewrite the left side of (3.5) as
the nested sum
∑
a1≥0
qma1∏m+1
k=1 (1 + bq
k+a1)
′∑
a2≥a1
qma2∏m+1
k=1 (1 + bq
m+k+a2)
· · ·
′∑
an−1≥an−2
qman−1∏m+1
k=1 (1 + bq
(n−2)m+k+an−1)
′∑
an≥an−1
qman∏m+1
k=1 (1 + bq
(n−1)m+k+an)
. (3.6)
Next, we note that if p ≥ 1 is an integer, and the term 1+ cq1+ai−1 occurs in the next
sum out, and none of the denominators following vanish, then
′∑
ai≥ai−1
qpmai∏mp+1
k=1 (1 + cq
k+ai)
=
qpmai−1∏mp+1
k=2 (1 + cq
k+ai−1)
+
∑
ai≥ai−1+1
qpmai∏mp+1
k=1 (1 + cq
k+ai)
=
qpmai−1∏mp+1
k=2 (1 + cq
k+ai−1)
+
1
1− qpm
qpm(ai+1)∏mp
k=1(1 + cq
k+ai−1+1)
=
qpmai−1
(1− qpm)
∏mp+1
k=2 (1 + cq
k+ai−1)
, (3.7)
where the second equality follows from the same telescoping argument used in Lemma
3. We now apply this summation result repeatedly, starting with the innermost sum at
(3.6) (with (with p = 1)), to eventually arrive at the sum at (3.4) above, thus giving the
result.
Lemma 5. Let |q| < 1 and b 6= −q−n for any positive integer n. Then if m is any positive
integer,
′′∑
0≤a1≤a2≤···≤an
qm(a1+a2+···+an)∏n−1
j=0
∏m
k=0(1 + bq
jm+k+aj+1)
=
1
(qm; qm)n(−bq; q)mn
, (3.8)
the electronic journal of combinatorics 18 (2011), #P60 8
where the sum is over all n-tuples {a1, . . . , an} of integers that satisfy the stated inequality,
and the
∑′′
notation means that if ai = ai−1 for any i, then the factor 1+bq
(i−1)m+m+ai−1 =
1 + bqim+0+ai occurs just once in any denominator product, and in addition, if a1 = 0,
then the factor 1 + b = 1 + bq0+0 does not appear in any denominator product.
Proof. The proof parallels the proof of Lemma 4, to get after n − 1 steps, that the left
side of (3.8) equals
′′∑
a1≥0
qmna1
(qm; qm)n−1
∏nm
k=0(1 + bq
k+a1)
=
qmn(0)
(qm; qm)n−1
∏nm
k=1(1 + bq
k+0)
+
∑
a1≥1
qmna1
(qm; qm)n−1
∏nm
k=0(1 + bq
k+a1)
=
1
(qm; qm)n−1(−bq; q)mn
+
qmn(1)
(qm; qm)n−1(1− qmn)
∏nm−1
k=0 (1 + bq
k+1)
=
1
(qm; qm)n(−bq; q)nm
. (3.9)
4 Hybrid proofs of some q-series Identities
We recall the second iterate of Heine’s transformation (see [3, page 38]).
∞∑
n=0
(a, b; q)n
(c, q; q)n
tn =
(c/b, bt; q)∞
(c, t; q)∞
∞∑
n=0
(abt/c, b; q)n
(bt, q; q)n
(c
b
)n
. (4.1)
We will give a hybrid proof of a special case (set c = 0, replace a with −a and b with
−bq/t, and finally let t→ 0) of this identity.
Theorem 2.
∞∑
n=0
(−a; q)nb
nqn(n+1)/2
(q; q)n
= (−bq; q)∞
∞∑
n=0
(ab)nqn
2
(q,−bq; q)n
. (4.2)
Remark: A version of (4.2) was stated by Ramanujan, see for example [8, Entry
1.6.1, page 24]. Proofs of (4.2) have been given by Ramamani [22] and Ramamani and
Venkatachaliengar [23]. A generalization of (4.2) was proved by Bhargava and Adiga [10],
while Srivastava [30] showed that (4.2) follows as a special case of Heine’s transformation,
as described above. Lastly, a combinatorial proof of (4.2) has been given in [9] by Berndt,
Kim and Yee.
Proof of Theorem 2. We will prove for all integers r, s and k satisfying 0 < r < s <
r + s < k, that
∞∑
n=0
(−qs; q)nq
rnqkn(n+1)/2
(qk; qk)n
= (−qr+k; qk)∞
∞∑
n=0
q(s+r)nqkn
2
(qk,−qr+k; qk)n
, (4.3)
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and (4.2) will then follow from the Identity Theorem, by an argument similar to that used
in the proof of the q-Binomial Theorem.
The n-th term in the series on the left side of (4.3) may be regarded as the generating
function for partitions with
• the part r occurring exactly n times,
• distinct parts from {s, s+ k, s+ 2k, . . . , s+ (n− 1)k},
• possibly repeating parts from {k, 2k, 3k, . . . , nk}, with each part occurring at least
once.
We consider the Ferrers diagram for such a partition, which may be regarded as having
n columns, each of width k. We first distribute the n parts of size r so that one such
part is placed at the bottom of each column. We then take the k-block conjugate of this
partition we get a partition into n parts with
• distinct parts ≡ s + r(mod k), with the part s + r not appearing and a gap of at
least 2k between consecutive parts,
• distinct parts ≡ r(mod k), with the parts r + jk and r + (j + 1)k not appearing if
the part r + s+ jk appears (here j ≥ 1).
Once again, this operation of taking the k-block conjugate gives a bijection between
these two sets of partitions. If we now sum over all n, we get all partitions with
• distinct parts ≡ s + r(mod k), with the part s + r not appearing and a gap of at
least 2k between consecutive parts,
• distinct parts ≡ r(mod k), with the parts r + jk and r + (j + 1)k not appearing if
the part r + s+ jk appears (here j ≥ 1).
Next, instead of considering partitions of this latter type where there are a total of n
parts, we consider instead partitions of this type containing exactly n parts ≡ r+s(mod k).
In other words we consider partitions with
• exactly n distinct parts ≡ s + r(mod k), with the part s + r not appearing and a
gap of at least 2k between consecutive parts,
• distinct parts ≡ r(mod k), with the parts r + jk and r + (j + 1)k not appearing if
the part r + s+ jk appears (here j ≥ 1).
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It is not difficult to see that the generating function for such partitions is
∑
0≤a1≤···≤an
q(r+s+(1+a1)k)+(r+s+(3+a2)k)+···+(r+s+(2n−1+an)k)(−qr+k; qk)∞∏n
j=1(1 + q
r+(2j−1+aj)k)(1 + qr+(2j+aj)k)
= (−qr+k; qk)∞q
(r+s)nqkn
2
×
∑
0≤a1≤a2≤···≤an
q(a1+a2+···+an)k∏n
j=1(1 + q
r+(2j−1+aj)k)(1 + qr+(2j+aj)k)
= (−qr+k; qk)∞
q(r+s)nqkn
2
(qk; qk)n(−qr+k; qk)n
,
where the last equality follows from (3.1) (with m = 1, b = qr and q replaced with qk).
Now summing over all n gives (4.3), and (4.2) follows.
We now prove a pair of identities stated by Ramanujan ([8, Entry 1.5.1, page 23],
a replaced with aq). Analytic proofs were given by Watson [32] and Andrews [1], and a
combinatorial proof has been given in [9] by Berndt, Kim and Yee.
Theorem 3. If |q| < 1 and a 6= −q−2n for any integer n > 0, then
∞∑
n=0
anqn
2+n
(q; q)n
= (−aq2; q2)∞
∞∑
n=0
anqn
2+2n
(q2; q2)n(−aq2; q2)n
, (4.4)
= (−aq3; q2)∞
∞∑
n=0
anqn
2+n
(q2; q2)n(−aq3; q2)n
.
Proof. We will prove only the first identity, as the proof of the second is very similar. We
will first show, for all integers 0 < r < k, that
∞∑
n=0
qrnqk(n
2+n)
(qk; qk)n
= (−qr+2k; q2k)∞
∞∑
n=0
qrnqk(n
2+2n)
(q2k; q2k)n(−qr+2k; q2k)n
. (4.5)
The n-th term in the series on the left side of (4.5) may be interpreted as the generating
function for partitions with
• the part r occurring exactly n times,
• repeating parts from {k, 2k, 3k, . . . , nk}, with each part occurring at least twice.
We once again consider the Ferrers diagram for such a partition, which also may be
regarded as having n columns, each of width k. We first distribute the n parts of size r
so that one such part is placed at the bottom of each column. We then take the k-block
conjugate of this partition we get a partition into n parts with
• distinct parts ≡ r(mod k), with the parts r and r + k not appearing and a gap of
at least 2k between consecutive parts.
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If we now sum over all n, we get all partitions with
• distinct parts ≡ r(mod k), with the parts r and r + k not appearing and a gap of
at least 2k between consecutive parts.
We consider instead partitions of this type containing exactly n distinct parts ≡ r +
k(mod 2k), with the part r + k not appearing, and distinct parts ≡ r(mod 2k), with
the part r not appearing and a gap of at least 2k between any consecutive parts. (If
there are no parts ≡ r + k(mod 2k), then the partition consists entirely of distinct parts
≡ r(mod 2k), with the part r not appearing, and these partitions have generating function
(−qr+2k; q2k)∞). In other words we consider partitions with
• exactly n distinct parts ≡ r + k(mod 2k), with the part r + k not appearing and a
gap of at least 2k between consecutive parts,
• distinct parts ≡ r(mod 2k), with the part r not appearing, and with the parts
r + (2j − 2)k and r + 2jk not appearing if the part r + (2j − 1)k appears (here
j ≥ 2).
The generating function for such partitions is
′∑
0≤a1≤···≤an
q(r+(3+2a1)k)+(r+(5+2a2)k)+···+(r+(2n+1+2an)k)(−qr+2k; q2k)∞∏n+1
j=2 (1 + q
r+(2j−2+2aj)k)(1 + qr+(2j+2aj)k)
= (−qr+2k; q2k)∞q
rnqk(n
2+2n)
×
′∑
0≤a1≤a2≤···≤an
q(a1+a2+···+an)2k∏n
j=1(1 + q
r+(j+aj)2k)(1 + qr+(j+1+aj)2k)
= (−qr+2k; q2k)∞
qrnqk(n
2+2n)
(q2k; q2k)n(−qr+2k; q2k)n
,
where the last equality follows from (3.5) (with b = qr, m = 1 and q replaced with q2k).
Now summing over all n gives (4.5), and the first identity at(4.4) follows once again by
the Identity Theorem.
The proof of the second identity is similar, except that instead of considering partitions
with exactly n parts ≡ r + k(mod 2k) with the part r + k not appearing, we consider
partitions with exactly n parts ≡ r(mod 2k) with the part r not appearing. The second
identity at (4.4) then follows, after some minor technicalities.
Next we give a hybrid proof of a special case of another identity of Ramanujan (see
Entry 1.4.17 on page 22 of [8]).
Theorem 4. If |q| < 1 and a, b 6= −q−n for any positive integer n, then
(−bq; q)∞
∞∑
n=0
anqn(n+1)/2
(q; q)n(−bq; q)n
= (−aq; q)∞
∞∑
n=0
bnqn(n+1)/2
(q; q)n(−aq; q)n
. (4.6)
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Remark: In the more general identity stated by Ramanujan, the terms (−aq; q)n and
(−bq; q)n above are replaced, respectively, with (−aq; q)mn and (−bq; q)mn, where m is
any positive integer. A combinatorial proof of Ramanujan’s identity has been given in [9]
by Berndt, Kim and Yee.
Proof. We will show for all integers r, s, k satisfying 0 < r < s < k that
(−qr+k; qk)∞
∞∑
n=0
qsnqkn(n+1)/2
(qk,−qr+k; qk)n
= (−qs+k; qk)∞
∞∑
n=0
qrnqkn(n+1)/2
(qk,−qs+k; qk)n
, (4.7)
and the full result at (4.6) will follow once again from the Identity Theorem.
By (3.5) (with m = 1 and q replaced with qk), the left side of (4.7) equals
∞∑
n=0
′∑
0≤a1≤a2≤···≤an
q
Pn
j=1 s+(j+aj)k(−qr+k; qk)∞∏n−1
j=0 (1 + q
r+(j+1+aj+1)k)(1 + qr+(j+2+aj+1)k)
=
∞∑
n=0
′∑
0≤a1≤a2≤···≤an
q
Pn
j=1 s+(j+aj)k(−qr+k; qk)∞∏n
j=1(1 + q
r+(j+aj)k)(1 + qr+(j+1+aj)k)
.
The n-th term of this latter series may be regarded as the generating function for partitions
with
• exactly n distinct parts ≡ s(mod k), with the part s not appearing,
• distinct parts ≡ r(mod k), with the part r not appearing, and with the parts r+ pk
and r + (p+ 1)k not appearing if the part s + pk appears (here p ≥ 1),
and so the entire series may be regarded as the generating function for partitions with
• distinct parts ≡ s(mod k), with the part s not appearing,
• distinct parts ≡ r(mod k), with the part r not appearing, and with the parts r+ pk
and r + (p+ 1)k not appearing if the part s + pk appears (here p ≥ 1).
These conditions are equivalent to the conditions
• distinct parts ≡ r(mod k), with the part r not appearing,
• distinct parts ≡ s(mod k), with the part s not appearing, and with the parts s +
(p− 1)k and s+ pk not appearing if the part r + pk appears (here p ≥ 1).
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The generating function for such partitions containing exactly n distinct parts ≡ r(mod k)
is
′′∑
0≤a1≤a2≤···≤an
q
Pn
j=1 r+(j+aj)k(−qs+k; qk)∞∏n
j=1(1 + q
s+(j−1+aj)k)(1 + qs+(j+aj)k)
=
′′∑
0≤a1≤a2≤···≤an
q
Pn
j=1 r+(j+aj)k(−qs+k; qk)∞∏n−1
j=0 (1 + q
s+(j+aj+1)k)(1 + qs+(j+1+aj+1)k)
=
(−qs+k; qk)∞q
rnqkn(n+1)/2
(qk,−qs+k; qk)n
,
where the last equality follows from (3.8) (with m = 1, q replaced with qk, and b = qs).
The identity at (4.7) now follows upon summing over all n.
5 Some New Partitions Identities Deriving from
Identities of Rogers-Ramanujan-Slater type
Lemmas 3 - 5 allow us to derive new partition interpretations of some well-known analytic
identities.
5.1 The Rogers-Ramanujan Identities
The following identities appear in Slater’s paper [29] (S14 refers to the identity numbered
(14) in Slater’s paper [29], and similarly for other identities labelled below):
∞∑
n=0
qn
2+n
(q; q)n
=
1
(q2, q3; q5)∞
, (S14)
(−q2; q2)∞
∞∑
n=0
qn
2+2n
(q4; q4)n
=
1
(q2, q3; q5)∞
, (S16)
(−q; q2)∞
∞∑
n=0
qn
2+n
(q2; q2)n(−q; q2)n+1
=
1
(q2, q3; q5)∞
. (S94)
Each of these identities had also previously been proven by Rogers [24]. The equality
of the three left sides of these equations easily follow from Theorem 3, and in fact they
could also be proved directly from the summation formulae in Lemmas 4 and 5.
Perhaps more interesting is the result of interpreting the left sides of S16 and S94
using the summation formula in Lemma 3. As is well known, the identity at S14 (The
Second Rogers-Ramanujan Identity) implies that if A(n) denotes the number of partitions
of n into distinct parts with no 1’s and a gap of at least 2 between consecutive parts, and
B(n) denotes the number of partitions of n into parts ≡ 2, 3(mod 5), then A(n) = B(n)
for all positive integers n. Lemma 3 now lets us describe two other sets of partitions of
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each positive integer n which are also equinumerous with the sets of partitions counted
by A(n) and B(n).
Theorem 5. For a positive integer n, let A(n) denotes the number of partitions of n into
distinct parts with no 1’s and a gap of at least 2 between consecutive parts, and let B(n)
denote the number of partitions of n into parts ≡ 2, 3(mod 5).
Let C(n) denote the number of partitions of n into distinct parts with no 1’s appearing,
such that if oj is the j-th odd part (where we order the parts in ascending order), then the
even parts oj + 2j − 3 and oj + 2j − 1 do not appear.
Let D(n) denote the number of partitions of n into distinct parts with no 1’s appearing,
such that if ej is the j-th even part (where again we order the parts in ascending order),
then the odd parts ej + 2j − 1 and ej + 2j + 1 do not appear.
Then
A(n) = B(n) = C(n) = D(n). (5.1)
Proof. From what has been said already about the equality of the three left sides at S14,
S16 and S94, all that is necessary is to show that
(−q2; q2)∞
∞∑
n=0
qn
2+2n
(q4; q4)n
=
∞∑
n=0
C(n)qn
(−q; q2)∞
∞∑
n=0
qn
2+n
(q2; q2)n(−q; q2)n+1
=
∞∑
n=0
D(n)qn.
We do this for the second identity only, since the proof for the former follows similarly.
By Lemma 3, with q replaced with q2, m = 1 and b = q,
(−q; q2)∞
∞∑
n=0
qn
2+n
(q2; q2)n(−q; q2)n+1
= (−q3; q2)∞
∞∑
n=0
qn
2+n
(q2; q2)n(−q3; q2)n
=
∞∑
n=0
∑
0≤a1≤a2≤···≤an
q(2+2a1)+(4+2a2)+···+(2n+2an)(−q3; q2)∞∏n
j=1(1 + q
4j−1+2aj )(1 + q4j+1+2aj )
.
This last series is the generating function for partitions into distinct parts, with no 1’s
appearing, and such that if 2j+2aj is the j-th even part, then the odd parts (2j+2aj)+
2j− 1 and (2j+2aj)+ 2j+1 do not appear. This is precisely the partitions of an integer
n counted by D(n).
As an example we consider the nine partitions of 15 counted by B(15), C(15) and
D(15). Those counted by B(15) are
{3, 2, 2, 2, 2, 2, 2}, {3, 3, 3, 2, 2, 2}, {3, 3, 3, 3, 3}, {7, 2, 2, 2, 2}, {7, 3, 3, 2},
{8, 3, 2, 2}, {8, 7}, {12, 3}, {13, 2},
those counted by C(15) are
{7, 5, 3}, {8, 5, 2}, {9, 4, 2}, {9, 6}, {10, 5}, {11, 4}, {12, 3}, {13, 2}, {15},
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while those counted by D(15) are
{7, 5, 3}, {7, 6, 2}, {8, 4, 3}, {8, 7}, {10, 5}, {11, 4}, {12, 3}, {13, 2}, {15}.
Note that D(15) does not count, for example, {8, 5, 2} (since e1 = 2 and e1+2(1)+1 =
5), while C(15) does not count, for example, {7, 6, 2} (since o1 = 7 and o1+2(1)−3 = 6).
Three partner identities which also appear in Slater’s paper [29] and which were also
previously proven by Rogers [24] are the following:
∞∑
n=0
qn
2
(q; q)n
=
1
(q, q4; q5)∞
, (S18)
(−q2; q2)∞
∞∑
n=0
qn
2
(q2,−q2; q2)n
=
1
(q, q4; q5)∞
, (S20)
(−q; q2)∞
∞∑
n=0
qn
2+n
(q2; q2)n(−q; q2)n
=
1
(q, q4; q5)∞
. (S99)
The equality of the three left sides of these equations once again easily follow from the
summation formulae in Lemmas 4 and 5. The identity S18 (The First Rogers-Ramanujan
Identity) also has a well-known interpretation in terms of partitions, namely, that if A(n)
denotes the number of partitions of n into distinct parts with a gap of at least 2 between
consecutive parts, andB(n) denotes the number of partitions of n into parts≡ 1, 4(mod 5),
then A(n) = B(n) for all positive integers n.
As with the previous three identities, Lemma 3 implies two new partition identities.
Theorem 6. For a positive integer n, let A(n) denotes the number of partitions of n
into distinct parts a gap of at least 2 between consecutive parts, and let B(n) denote the
number of partitions of n into parts ≡ 1, 4(mod 5).
Let C(n) denote the number of partitions of n into distinct parts, such that if oj is the
j-th odd part (where we order the parts in ascending order), then the even parts oj +2j−3
and oj + 2j − 1 do not appear.
Let D(n) denote the number of partitions of n into distinct parts, such that if ej is
the j-th even part (where again we order the parts in ascending order), then the odd parts
ej + 2j − 3 and ej + 2j − 1 do not appear.
Then
A(n) = B(n) = C(n) = D(n). (5.2)
Proof. Once again, all that is necessary is to show that
(−q2; q2)∞
∞∑
n=0
qn
2
(q4; q4)n
=
∞∑
n=0
C(n)qn
(−q; q2)∞
∞∑
n=0
qn
2+n
(q2; q2)n(−q; q2)n
=
∞∑
n=0
D(n)qn.
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As in the proof of the previous theorem, we do this for the second identity only, since
the proof for the former follows similarly. By Lemma 3, with q replaced with q2, m = 1
and b = 1/q,
(−q; q2)∞
∞∑
n=0
qn
2+n
(q2; q2)n(−q; q2)n
=
∞∑
n=0
∑
0≤a1≤a2≤···≤an
q(2+2a1)+(4+2a2)+···+(2n+2an)(−q; q2)∞∏n
j=1(1 + q
4j−3+2aj )(1 + q4j−1+2aj )
.
This last series is the generating function for partitions into distinct parts, such that if
2j+2aj is the j-th even part, then the odd parts (2j+2aj)+2j−3 and (2j+2aj)+2j−1
do not appear. This is precisely the partitions of an integer n counted by D(n).
This time, as an example, we consider the six partitions of 10 counted by B(10), C(10)
and D(10). Those counted by B(10) are
{1, 1, 1, 1, 1, 1, 1, 1, 1, 1}, {4, 1, 1, 1, 1, 1, 1}, {4, 4, 1, 1}, {6, 1, 1, 1, 1}, {6, 4}, {9, 1},
those counted by C(10) are
{5, 4, 1}, {6, 4}, {7, 3}, {8, 2}, {9, 1}, {10},
while those counted by D(10) are
{6, 3, 1}, {6, 4}, {7, 3}, {8, 2}, {9, 1}, {10}.
Note that D(10) does not count {5, 4, 1} (since e1 = 4 and e1 + 2(1)− 1 = 5), while
C(10) does not count {6, 3, 1} (since o2 = 3 and o2 + 2(2)− 1 = 6).
5.2 The Rogers-Selberg Identities
Before coming to the Rogers - Selberg identities, we recall that the union of the partitions
pi and λ, denoted pi∪λ, is the partition whose parts are those of pi and λ together, arranged
in non-increasing order. For example,
{4, 3, 3, 2, 2, 1} ∪ {5, 4, 3, 2, 2, 1, 1} = {5, 4, 4, 3, 3, 3, 2, 2, 2, 2, 1, 1, 1}.
A bipartition of a positive integer n is an ordered pair of partitions (pi, λ) such that pi ∪ λ
is a partition of n. Note that pi or λ may be empty.
The following identity was proved by Rogers [24] and also later by Selberg [27] and
Slater [29]:
(−q; q)∞
∞∑
n=0
q2n
2
(q2; q2)n(−q; q)2n
=
1
(q, q2, q5, q6; q7)∞
. (S33)
We may interpret this identity as follows.
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Theorem 7. For a positive integer n, let A(n) denote the number of partitions of n into
parts ≡ ±1,±2(mod 7).
Let B(n) denote the number of bipartitions (pi, λ) of n, where pi is a partition into
distinct even parts with a gap of at least 4 between consecutive parts, and λ is a partition
into distinct parts such that if ej is the j-th part in pi (where we order the parts in ascending
order), then the parts ej/2, ej/2 + 1 and ej/2 + 2 are not present in λ.
Let C(n) denote the number of bipartitions (pi, µ) of n, where pi is as above, and µ is a
partition into distinct parts such that if ej is the j-th part in pi (where,as above, we order
the parts in ascending order), then the parts ej/2 + j − 1, ej/2 + j and ej/2 + j + 1 are
not present in µ.
Then
A(n) = B(n) = C(n).
Proof. The right side of (S33) clearly gives
∑∞
n=0A(n)q
n. By Lemmas 3 and 4, respec-
tively, with b = 1 and m = 2 in each case,
(−q; q)∞
q2n
2
(q2; q2)n(−q; q)2n
=
∑
0≤a1≤a2≤···≤an
q(2+2a1)+(6+2a2)+···+(4n−2+2an)(−q; q)∞∏n
j=1(1 + q
3j−2+aj )(1 + q3j−1+aj )(1 + q3j+aj )
=
′∑
0≤a1≤a2≤···≤an
q(2+2a1)+(6+2a2)+···+(4n−2+2an)(−q; q)∞∏n
j=1(1 + q
2j−1+aj )(1 + q2j+aj)(1 + q2j+1+aj )
.
Upon noting that the j-th addend in the exponent of q in each of the two multiple
sums above is ej = 4j − 2 + 2aj, it can be seen that summing the first of these sums over
all n gives
∑∞
n=0C(n)q
n, while summing the second over all n gives
∑∞
n=0B(n)q
n.
Remark: It is not until n = 14 do we reach an integer for which there is a difference
in the bipartitions counted by B(n) and those counted by C(n): ({8, 4}, {4}) is counted
by C(14) but not B(14) (since e2/2 = 4), and ({6, 2}, {6}) is counted by B(14) but not
C(14) (since e2/2 + 2 + 1 = 3 + 2 + 1 = 6).
A similar analysis (with b = q and m = 2 in Lemmas 3 and 4) of the next identity,
also due independently to Rogers [25], Selberg [27] and Slater [29],
(−q2; q)∞
∞∑
n=0
q2n
2+2n
(q2; q2)n(−q2; q)2n
=
1
(q2, q3, q4, q5; q7)∞
, (S31)
leads to the following partition interpretation.
Theorem 8. For a positive integer n, let A(n) denote the number of partitions of n into
parts ≡ ±2,±3(mod 7).
Let B(n) denote the number of bipartitions (pi, λ) of n, where pi is a partition into
distinct even parts greater than 2 with a gap of at least 4 between consecutive parts, and λ
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is a partition into distinct parts greater than 1 such that if ej is the j-th part in pi (where
we order the parts in ascending order), then the parts ej/2, ej/2+ 1 and ej/2+ 2 are not
present in λ.
Let C(n) denote the number of bipartitions (pi, µ) of n, where pi is as above, and µ is
a partition into distinct parts greater than 1 such that if ej is the j-th part in pi (where,as
above, we order the parts in ascending order), then the parts ej/2 + j − 1, ej/2 + j and
ej/2 + j + 1 are not present in µ.
Then
A(n) = B(n) = C(n).
Remark: In this case it is not until n = 19 do we reach an integer for which there is a
difference in the bipartitions counted by B(n) and those counted by C(n): ({10, 4}, {5})
is counted by C(19) but not B(19) (since e2/2 = 5), and ({8, 4}, {7}) is counted by B(19)
but not C(19) (since e2/2 + 2 + 1 = 4 + 2 + 1 = 7).
Lastly, an analysis (with b = 1 and m = 2 in Lemmas 3 and 4) of the remaining
Rogers-Selberg-Slater identity ([25], [27] and [29]),
(−q; q)∞
∞∑
n=0
q2n
2+2n
(q2; q2)n(−q; q)2n
=
1
(q, q3, q4, q6; q7)∞
, (S32)
leads to the following result.
Theorem 9. For a positive integer n, let A(n) denote the number of partitions of n into
parts ≡ ±1,±3(mod 7).
Let B(n) denote the number of bipartitions (pi, λ) of n, where pi is a partition into
distinct even parts greater than 2 with a gap of at least 4 between consecutive parts, and
λ is a partition into distinct parts such that if ej is the j-th part in pi (where we order the
parts in ascending order), then the parts ej/2− 1, ej/2 and ej/2+ 1 are not present in λ.
Let C(n) denote the number of bipartitions (pi, µ) of n, where pi is as above, and µ is a
partition into distinct parts such that if ej is the j-th part in pi (where,as above, we order
the parts in ascending order), then the parts ej/2 + j − 2, ej/2 + j − 1 and ej/2 + j are
not present in µ.
Then
A(n) = B(n) = C(n).
This time, it is not until n = 18 do we reach an integer for which there is a difference
in the bipartitions counted by B(n) and those counted by C(n): ({10, 4}, {4}) is counted
by C(18) but not B(18) (since e2/2 − 1 = 5 − 1 = 4), and ({8, 4}, {6}) is counted by
B(18) but not C(18) (since e2/2 + 2 = 4 + 2 = 6).
6 Concluding Remarks
In the bijective part of the hybrid proofs given in the paper, we have used only the simplest
of all bijections, namely, conjugation. It is likely that other bijections will lead to hybrid
proofs of other basic hypergeometric identities.
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The fact that Ramanujan’s identity Entry 1.4.17 generalizes the identity in Theorem
4 (see the remark following Theorem 4) suggests that it may be possible to generalize the
summation formulae in Section 3.
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