The minimum average Hamming distance of binary codes of length n and cardinality M is denoted by . All the known lower bounds are useful when M is at least of size about , ,
Introduction
In this paper we will consider only binary codes. Let and let denote the set of all binary words of length n. For , denotes the Hamming distance between and and is the weight of , where denotes all-zero codeword. A binary code of length is a non empty subset of . An (n, M) code C is a binary code of length with cardinality [1] .
The average Hamming distance [2] of an code C is defined by
, ,
The minimum average Hamming distance of an code is defined by An code for which is called extremal code.
On the extremal combinatories of Hamming space, Ahlswede and Katona [3] posed the problem to determine the value of β(n, M) for 1 ≤ M ≤ 2 n . Ahlswede and Althofer [4] observed that this problem also occurs in the construction of good codes for writing efficient memories, introduced by Ahlswede and Zhang [5] as a model for storing and updating information on a rewritable medium with constraints.
Preliminaries
The distance distribution of an code is the (  -tuple of Let .
Therefore, and .
Consequently, the following composition distance table (Table 1) is symmetric and all diagonal elements are zero. Table 1 distance
where is the sum of upper triangular components of the composition distance table.
In order to develop our main result in the next section we need the following theorems [2, 6, 7] on bounds. 
Main Result
In this section we develop the following result.
Theorem: For any code satisfy the following inequality
, ∞ , and .
Proof: Let C be the code. 
,
Except all-zero codeword, the number of codewords between the first two horizontal lines is n, between the next two horizontal lines; the number of code words is n-1 and so on. Proceeding in this way, in order to meet the total number of codewords we need to include the remaining codewords from below the (k+1) th horizontal line.
First we prove the upper bounds of ). , ( lim kn n n β ∞ →
When
, we consider only first three parts of the above codewords. 2 We can easily prove the following result by using Theorem 2,
Again when , we take only first four parts of the above codewords and two codewords from rest. Then by (2), we have
Again when , then we take only first five parts of the above codewords and any five codewords from rest. Then by (2), we have
In this way, if we increase the value of , we get a sequential way of the above theorem for right hand side: This completes the proof.
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