We present a method to learn models of human 
Introduction and Related Work
The human head and face are the most valuable objects that a computer vision system may detect, track and recognize. Amongst these tasks, detection is perhaps the most challenging; while recognition and tracking have registered considerable progress during the last decade, detection has so far eluded the efforts of computer vision researchers. The main source of hope comes from observing the human visual system; it can detect reliably and quickly human heads in clutter: independently of scale, viewpoint, in a large variety of lighting conditions, and robustly with respect to occlusion.
A number of studies have addressed detection in simplified scenarios: Sung and Poggio [8] , Baluja, Rowley and Kanade [5] , have proposed neural-network approaches to detecting unoccluded frontal views of the face. Schneiderman and Kanade [7] have proposed an approach based on histograms of feature detectors to address the same problem. Burl, Leung, Weber and Perona [1] additionally address the issue of occlusion. All these systems use supervised training where the training examples are normalized and aligned by hand. In the system by Burl et al. an operator indicates the main features of the faces by clicking on them with a mouse.
It is difficult to assess and compare the performance of these systems since no common benchmark exists. Baluja et al. made their system available for testing on the internet [6] . On realistic datasets the detection rates of these systems is above ¼% of frontally viewed faces, with false alarm rates in the range of ¼ ½¼ in clutter. The computational time is implementation-dependent and ranges from ½ to ½¼¼ seconds per image. Training on large datasets ranging from ½¼ ¾ to ½¼ images is required.
We address here the problem of detecting human heads in clutter idependently of their orientation around the vertical axis. We seek to achieve this invariance while preserving the robustness to occlusion of Burl et al. and the mild training supervision required by the neural-network approaches. Our starting point is the scheme proposed by Burl et al. which we extend along two directions: (a) we obtain viewpoint invariance using two distinct methods: training a single detector on multiple views, and combining the output of multiple detectors trained on different views, (b) we weaken the training paradigm requiring no image normalization, registration or manual detection of features: We develop ideas for automatic feature selection and shape training.
Overview of the Approach
We model object classes following the work of Burl et al. [1] . An object is composed of parts and shape, where parts are image patches which may be detected and characterized by appropriate detectors, and shape describes the geometry of the mutual position of the parts in a way that ÙÖ ½º ÇÚ ÖÚ Û Ó ÓÙÖ Ñ Ø Ó is invariant with respect to rigid and, possibly, affine transformations [4] . A joint probability density on part appearance and shape models the object class. Object detection is performed by first running part detectors on the image, thus obtaining a set of candidate part locations. The second stage consists of forming likely object hypotheses, i.e. constellations of appropriate features (e.g. eyes, nose, mouth, ears); both complete and partial constellations are considered, in order to allow for partial occlusion. The third stage consists of using the object's joint probability density for either calculating the likelihood that any hypothesis arises from an object (object detection), or the likelihood that one specific hypothesis arises from an object (object localization). In order to train a model we need to decide on the key parts of the object, identify those parts in the training images and estimate the joint probability density function on part appearance and shape. The method we present here performs all three steps automatically. A block diagram is shown in Fig. 1 .
Our technique for selecting potentially informative features/regions is composed of two steps: first highly textured regions are detected in the training images by means of a standard interest operator or keypoint detector. The number of those potential features is then reduced in an unsupervised clustering step. Appropriate feature detectors may be trained using the resulting clusters.
The second step of our proposed model learning algorithm simultaneously estimates which ones of the features actually are the most informative, and what is the probabilistic description of the constellation that they tend to form when they are associated to an object of interest. This process requires iterating four operations: (a) choosing a tentative model structure, i.e. the collection of features (or parts) that are associated to the object, (b) establishing a correspondence between homologous parts across the training set, and simultaneously labelling as 'background' or 'noise' all parts that are not put in such correspondence, (c) estimating the joint model probability density from such a labelled training set, (d) assessing the performance of such a model. In our method, operations (b) and (c) are performed only implicitly in a "soft" way, using expectation maximization.
The best performing model generated in such fashion is in the end selected as "the model".
Outline of the Paper
In Section 3 we discuss our feature selection procedure based on vector quantization. Section 4 introduces the probabilistic model, explains MAP classification and discusses how the EM algorithm is used to learn the model parameters from example images. In Section 5 we report on the results of experiments that test the ability of the model to generalize to unseen viewing angles. The appendix completes the theory with some detailed formulas of the learning algorithm.
Automatic Feature Selection
The problem of selecting distinctive and well localizeable features is intimately related to the method chosen to detect these features. Since we need to evaluate a large number of potential features and thus, detectors, we settled on normalized correlation as feature detection method. Furthermore, extensive experiments lead us to believe that this method offers comparable performance over many more elaborate detection methods.
With correlation based detection, every pattern in a small neighborhood in the training images defines a feature detector. The purpose of the procedure described here is to reduce this potentially huge set of features to a reasonable number, such that the model learning algorithm described in the next section can then select a few most useful features. We use a two-step procedure to accomplish this.
In the first step, we identify points of interest in the training images (see Fig. 2 ). This is done using the interest operator proposed by Förstner in [3] , which is capable of detecting corner points, intersections of two or more lines, as well as center points of circular patterns. These pattern are
easy to localize, since the interest operator assures that they contain points of large image gradients in more than one direction. This step produces about ¼ feature candidates per training image.
A significant reduction of the number of features can be achieved by the second step of the selection process, which consists in performing vector quantization on the patterns. To this end, we use a standard -means clustering algorithm [2] , which we tuned to produce a set of about ½¼¼-½ ¼ patterns.
In order to further eliminate redundancies, we remove patterns which are simlilar to others after a shift of up to two pixels in an arbitrary direction.
Due to the restriction to points of interest and the fact that the training images contain only human heads, the pattern set exhibits interesting structure, as can be seen in Figure 3 . The patterns shown represent the centers of the respective clusters and are obtained as averages of about ¾¼-¼¼ original patterns. Since we segment the heads from the training images and overlay them on white and black backgrounds, the most common patterns are simple corners which stem mostly from the silhouette of the heads. But one can also readily identify true facial features such as eyes, nostrils, earlobes, mouth corners and so forth.
Model Training
In order to train an object model we need to solve two problems. Firstly, we need to decide on a small subset of the selected features, to be used as parts in the model, i.e. define the model configuration. Secondly, we need to learn the parameters of the statistical part of the model. The first problem is solved in an outer loop throughout which different promising configurations are evaluated. The model
parameters are estimated within the loop using expectation maximization (EM). After each iteration, the detection performance of the model is evaluated using a validation data set (disjoint from the test set). Based on the performance, a feature in the configuration might be exchanged against a more promising one.
In the remainder of this section we discuss the problem of estimating the parameters of the statistical object class model, given a fixed model configuration.
We assume that we have at our disposal Ì training images, identified by subscripts . We first apply all feature detectors of the given configuration to the training images and retain only the positions at which the detectors have maximal response (locally). The only training data extracted from the images are these candidate locations. In order to achieve a high recognition performance, we then optimize for the maximum likelihood fit of our object model to the training data, using the EM algorithm.
Notation
We assume that a model configuration, comprised of features, has been chosen. 1 As a simplification, we derive the learning algorithm for a Gaussian density of part positions in the image. The necessary changes to obtain the translation invariant version used in the experiments are minor.
represented in the following "matrix" of feature candidate positions,
where the superscript 'Ó' indicates that these positions are observed in the image, as opposed to being unobserved or missing, which will be indicated by 'Ñ'. Thus, the Ø row contains the (two-dimensional) locations of detections of feature type . We will use the following random variables, which represent either observed or hidden information in image ,
The entire set, Ó , of feature candidates can be divided into candidates which are the true features of the object (the foreground) and noise features coming from the background. This non-observeable fact is conveyed by the random variable , a set of indices, which is also called a hypothesis-for reasons to become evident later. Thus, ¼, means that point Ü is a foreground point.
If the true object features has been missed altogether by the corresponding detector, the correct hypothesis will have a zero-entry at this position. We denote by a binary vector which has entry 
Classification
For the experiments in this paper our objective is to classify images into the classes "head present" (class ½ ) and "head absent" (class ¼ ). Given a probability density for the observed data, Ô´ Ó µ, the optimal decision-minimizing the total error probability-is made by choosing the class which has the maximum a posteriori probability (MAP approach, see e.g. [2] ). It is therefore convenient to consider the following ratio,
3 Although this representation is redundant ( is entirely determined by while Ò is obtained from and the total number of detections, AE), it allows us to put the parts of the probabilistic model into correspondence with the underlying physical processes, while accurately reflecting the natural dependencies between the random variables. can be absorbed into a decision threshold. The sum in the numerator includes all hypothesis, including the null hypothesis, since the object could be present but remain undetected by any feature detector. In the denominator, the only consistent hypothesis to explain "object absent" is, of course, the null hypothesis.
The Model
For a given training image, Á , we can write the probability density function modeling the data as:
The probability density over the number of background detections can be modeled by a Poisson 4 distribution, 
Learning
To estimate the parameters of the generative model, ¦ Ô´ µ Å , we will use the expectation maximization (EM) algorithm to find their maximum likelihood (ML) solutions. The EM algorithm is particularly suited for our problem since the variables Ò and Ü Ñ are unobserved and must be inferred from the observed data Ó . In the following we will omit reference to the variables Ò and because they are simple functions of (see previous section).
In standard Åfashion, we attempt to maximize the log-likelihood of the observed data, which is given as Formally, the E-step amounts to the calculation of this posterior density (or certain sufficient statistics thereof), while the M-step maximizes É´ ½ µ over , given this posterior density with parameters from the previous iteration, ½ . It can be shown that the EM algorithm converges to a local maximum of the log-likelihood. The respective Mand E-steps for our model are included in the appendix.
Experiments
We performed three experiments in order to evaluate the performance of the method and, in particular, the ability of the face detectors to generalize to unseen viewing directions. In the first experiment, we trained three models, each for only one particular viewing direction (frontal, profile and semi-profile). In the second experiment, three models were provided with training images from segments of width ¿¼ AE . Finally, we trained a single model on the entire quadrant from frontal to profile view.
Performance was measured in a classification task where images had to be labeled as either containing a face or not containing a face.
Training and Test Images
In order to produce a large set of images with different but known head orientations, a sufficient number of subjects, as well as different, cluttered backgrounds, we resorted to a synthetic blending of head images with background scenes. Subjects were photographed in front of a blue background facing different viewing directions ( ½ AE ¼ AE´ ÖÓÒØ Ðµ ½ AE ¼ AE´ ÔÖÓ¬Ð µ ½¼ AE ). The background was then subtracted from the images which were converted to grayscale; and the background was replaced with entirely white or black regions to produce training images (see Fig. 4 top), as well as with random scenes to produce test images (see Fig. 4 bottom). From the same set of background scenes images were selected at random to serve as negative examples in the classification task. Overall, we used images of ¾¾ subjects. This set was divided into two non-overlapping, equally large sets for training and testing. Four pictures were taken of each subject at every viewing direction.
The set of background scenes contained ½ ¼ pictures of landscapes, outdoor scenes of buildings and cars, as well as indoor scenes of office and laboratory environments. This set was divided into two sets of pictures for training and testing.
The resolution of the training images was such that the distance from top of the head to chin spanned about ¼ pixels.
Automatic Feature Selection
Features were automatically selected according to the procedure described in Sec. 3. The Förstner interest operator was applied to training images with black and white background, taken from the same viewing direction(s) as were used to subsequently train the model.
The idea underlying the choice of pure black and white backgrounds is that points on the silhouette of the face might be useful features, if there is a reasonable chance that the face is seen, at detection time, against a fairly uniform background which is either darker or brighter than the head itself. Since we used normalized correlation, it is only necessary that the background be slightly different in brightness from the head, since any difference in a local region will be amplified through the normalization.
We performed vector quantization on grayscale patches of size ½½ ¢ ½½ pixels, cut out at the points of interest. A 
Model Training
The experiments described here were carried out using a translation invariant version of the EM learning algorithm. The algorithm could have been used as described above, but care would have had to be taken to register the training images.
We initialized the model configuration with a small randomly drawn set and estimated the model parameters by running EM on the data from images with black and white backgrounds (¾¾ images per viewing direction were used). Aside from the fact that black and white backgrounds were used in the feature selection step, they are used here again, in order to avoid biasing the model towards backgrounds darker or brighter than the foreground.
The number of features in all models was limited to three since we found that, due the limited number of training images, the learning algorithm was overfitting the training data when four or more features were used. Even with three feature models, the training error was often close to zero, while the test error was significantly larger. This indicates that some overfitting remained and that the amount of training data was not sufficient to estimate all degrees of freedom of the model. Reducing the degrees of freedom by allowing only diagonal covariance matrices in the statistical shape model did not solve this problem. For a larger set of training images, we expect both errors to approach a common limit, somewhere between the observed test and training errors.
We found the EM algorithm to converge in ½¼-½¼¼ iterations. One iteration took about ¼ ¾ seconds using a Matlab implementation. The entire training process took about three hours on a state of the art PC and, on average, about ¾ ¼ model configurations were tried in the case of a three feature model.
Performance Evaluation
Rather than classifying every image by applying a fixed decision threshold according to Equation 1, we computed receiver operating characteristics (ROCs) based on the ratio of posterior probabilities. We determined the point on the ROC curve corresponding to an equal fraction of misclassified foreground and background images and used this error rate as a performance measure. Error rates are shown for different viewing directions in the tuning curves in Figure 5 .
One can observe that the models trained under only one viewing direction have indeed narrow tuning characteristics. Also, these models are not superior to more broadly trained models within their designated viewing range. This suggests that a more diverse training set is generally beneficial. The models trained over ¿¼ AE segments show the best detection performance and a very good generalization capability. The likely reason for the somewhat disappointing performance of the model trained on the entire viewing range is that the learning algorithm is not able to identify consistent feature arrangements well in a very diverse data set. We have also observed a tendency of the configuration selection strategy to get stuck in local extrema in this case.
The computational requirements of our method for detection are rather small. The bulk of the processing time is used to filter the images with the feature templates, which takes about ¼ ¾ seconds in Matlab for three-feature models and images of size ½ ¼ ¢ ½¾¼ pixels.
Detection results are illustrated in Figure 6 .
Discussion and Conclusion
The system we describe improves upon previous work on face and head detection on two counts. It is viewpoint invariant, rather than restricted to frontal views of the face. Furthermore, no direct supervision is required for training the system, unlike previous work where an operator had to align and normalize the training set and/or click on the most distinctive facial features of each training example. Moreover: it detects efficiently the head amongst clutter (around 0.3 seconds per image on a Pentium 400MHz) and it is robust with respect to occlusion.
Our experiments indicate that orientation invariance may be achieved both by combining the output of different models that were trained on specific views, and by training a single model on all views. Best performance is achieved by training on ¿¼ AE viewpoint intervals, possibly achieving the optimum in a tradeoff between number of training examples and model specificity. Performance in that case is above ¼± when training and testing on heads belonging to different people. Many aspects of the system are susceptible of improvement. The choice of the features is far from optimal: it may be noticed in Figure 2 that a number of features is edgelike rather than corner-like indicating that our implementation of the Förstner interest operator in connection with the clustering method needs to be improved. Another issue concerning feature selection: it should not be restricted to a single scale but rather features should be chosen at multiple scales of resolution in order to incorporate both fine details and coarse 'lowpass' aspects of the face. On model training: our greedy algorithm is not necessarily optimal. Lastly, it is likely that the performance of the system would further improve if more and more diverse training examples were used. 
A M-step and E-step

