ABSTRACT The advent of the Internet era and advances in telecommunications has seen image compression attract a great deal of research. Enhancements to the quality and ratio of image compression have been achieved through approaches, such as neural networks and discrete transforms. However, other heuristic and bio-inspired methods, such as genetic algorithms, are still in the developmental stages. In this paper, we introduce a new image compression mechanism that exploits the relationship between rational numbers and their corresponding quotient representation. Each sub-image is mapped to a fractional number based on its RGB representation, and this fraction is then reduced to an efficient quotient. The appeal of using genetic algorithms is explained by the massive search needed to find a close fraction that can be reduced to a short quotient. We enhance the search by pre-calculating all possible rational numbers for a given set of numerators and denominators. Experimental results show that a considerable compression ratio can be achieved when the least significant bits of each byte are altered. Hence, the image quality is preserved while achieving a high compression ratio.
I. INTRODUCTION
Image processing is a very interesting research area in which the continual improvements being made quickly become an integral part of multimedia development [1] . This field covers the analysis, handling, storage, and display of graphical images. It includes a set of techniques that aim to improve the quality and appearance of digital images, as well as to reduce the amount of memory needed to store them. During image processing, an image is first scanned and converted into a digital form that can be stored in the computer memory or the hard disk.
Image compression is a form of image processing, although it can also be considered as a general type of signal processing. Compression aims to reduce the size of an image by taking advantage of the internal redundancy of pixels, zones, and patterns. Lossless compression preserves all of the qualitative properties of the image while reducing the original size [2] . The best-known lossless method is Huffman coding compression [3] , which is based on replacing the most redundant codes by shorter ones. However, lossless compression techniques-usually used for data file compression -fail to achieve high compression ratios because of the restriction that they must retain all data [4] , [5] . In contrast, lossy compression techniques consider similar parts of an image to be redundant in that the differences between those parts are not captured by the human visual system [4] , [6] . This concept has pushed lossy compression to achieve higher compression ratios than lossless methods.
Lossy techniques can be combined with lossless methods to produce higher-performing lossy methods. In fact, most lossy techniques apply a lossless compression in their final phase to achieve higher compression ratios [7] . On the contrary, lossless techniques cannot be hybridized with lossy methods if the final compression-decompression product must be identical to the original [4] .
Many lossy techniques have been developed in recent decades. Most of these methods belong to specific categories such as discrete transforms and learning methods. Wavelet, Jpeg, Jpeg2000, and DjVu are common discrete transforms based on Fourier analysis. These have been used to develop the discrete cosine transform and discrete wavelet transform, which are commonly used in the image compression domain [8] . Moreover, possible correlations between color plans (red, green, blue) can also be used in a limited way to achieve better compression ratios [9] . Neural networks were also applied to lossy image compression problems because the simple architecture of their interconnected neurons is capable of efficiently learning and extracting the compressed information from the digital image [10] . Many neural network image processing techniques have been proposed based on the back-propagation model, Kohonen networks, and adaptive resonance theory networks [11] .
The aim of this work is to exploit the reduction form of rational numbers in favour of lossy compression and to assess the corresponding reconstruction quality as well as the compression ratio. The rest of this paper is organized as follows. In Section two, brief definitions of Mersenne numbers and rational numbers are given in addition to related works of image compressions that utilise genetic algorithms. Our proposed methods for image compression based on rational numbers are presented in Section three. In Section four, we present experimental results showing a comparison between proposed methods and peer techniques. Section five is the conclusion.
II. MATHEMATICAL BACKGROUND AND RELATED WORKS A. MERSENNE NUMBERS
A Mersenne prime is a prime number of the form M n = 2 n −1. In [12] , Solinas mentioned that Mersenne numbers can be used to simplify integer division to a simple addition modulo a certain integer m.
Let M be a Mersenne prime set, i.e., M = {M n = 2 n − 1: n is prime}. If n is a composite number, then so is 2 n − 1. The definition is therefore unchanged when written M p = 2 p − 1, where p is assumed to be prime [13] .
More generally, numbers of the form M n = 2 n − 1 without the primality requirement are called Mersenne numbers [12] , [14] . Mersenne numbers are sometimes defined to have the additional requirement that n is prime, equivalently that they be pernicious Mersenne numbers, namely those pernicious numbers whose binary representation contains no zeros [12] - [14] . The smallest composite pernicious Mersenne number arises with p = 11 [15] . The probability that M p is prime is about 2 log (2p)/plog2 [16] . For more examples of Mersenne numbers, see Appendix A.
B. RATIONAL NUMBERS
In mathematics, a rational number is any number that can be expressed as the quotient or fraction p/q of two integers, with the denominator q not equal to zero. Because q may be equal to 1, every integer is a rational number [17], [18] . The decimal expansion of a rational number always terminates after a finite number of digits or repeats the same finite sequence of digits over and over. Moreover, any repeating or terminating decimal represents a rational number. These statements hold true not just for base 10, but also for binary, hexadecimal, or any other integer base.
C. REPEATING DECIMALS
In arithmetic, a repeating decimal is a way of representing a rational number [18] , [19] . Thus, a decimal representation of a number is called a repeating decimal (or recurring decimal) if at some point it becomes periodic, that is, if there is some finite sequence of digits that is repeated indefinitely. For example, the decimal representation of 1/3 = 0.3333333 . . . or 0.3 (known as ''0.3 repeating,'' or ''0.3 recurring'') becomes periodic immediately after the decimal point, repeating the single-digit sequence ''3'' infinitely.
As a mathematical notation, repeating decimal numbers are expressed with a bar notation [20] , e.g., The decimal representation of a rational number is ultimately periodic. Conversely, every real number that has an ultimately periodic decimal expansion is a rational number [20] . In other words, numbers with eventually repeating decimal expansions are exactly the rational numbers (i.e., those that can be expressed as ratios).
Rational numbers satisfy the following two properties [20] : Every rational number is either a terminating (e.g., Every repeating or terminating decimal x is a rational number p/q. It can be converted using the following sequences:
. . a n (1) 10 n x = a 1 a 2 . . . a n .a 1 a 2 . . . a n (2) 10 n x − x = a 1 a 2 . . . a n (3)
x = a 1 a 2 . . . a n 10 n − 1
The greatest common divisor (GCD) between a 1 a 2 . . . a n and 10 n − 1 can then be used to reduce the last expression to:
x = (a 1 a 2 . . . a n ) ÷ GCD(a 1 a 2 . . . a n , 10 n − 1) (10 n − 1) ÷ GCD(a 1 a 2 . . . a n , 10 n − 1)
D. GENETIC ALGORITHMS AND IMAGE COMPRESSION
Genetic algorithms (GAs) are search procedures based on the mechanics of natural selection and natural genetics. GAs were invented by John Holland in the 1960s, and were developed by Holland and his students and colleagues at the University of Michigan throughout the 1960s and 1970s [21] . GAs are based on moving from one population of ''chromosomes'' (e.g., strings of ones and zeros, or ''bits'') to a new population using a kind of ''natural selection'' together with the genetics-inspired operators of crossover, mutation, and inversion. Each chromosome consists of ''genes'' (i.e., bits) [21] . The selection operator chooses which chromosomes in the population will be allowed to reproduce, with ''fitter'' chromosomes generally selected to produce more offspring than the less fit ones. Crossover exchanges subparts of two or more chromosomes, whereas mutation randomly changes the allele values of some locations in the chromosome. The GA phases are repeated until an optimal solution is found or some termination criterion is fulfilled (see Figure 1 ). VOLUME 6, 2018 Fractal image compression seeks the following characteristics: high compression ratio, acceptable decompression quality, and fast coding and decoding times [21] . Hence, many image compression techniques have used GAs to enhance the resulting image quality. For instance, Xi and Zhang claimed that the main aspect of fractal-based image coding is to find a suitable domain block and a transformation for a rough-type range block [22] . They concluded that image compression could be performed by searching a huge space to find an optimal code to replace the original image fractal. Shih and Wu [23] proposed a robust GA-based technique for embedding the watermark of signature information or textual data around the region of interest inside a medical image. Wu et al. [24] used the selfsimilarity property of a natural image to find the partitioned iterated function system that encodes an image via GAs. Xing-Yuan et al. [25] adopted a hybrid compression method based on simulated annealing and GAs to explore the global optima if the local optima were not satisfactory. In [26] , GAs were also coupled with a reversible steganographic method to achieve image compression through block truncation coding.
III. IMAGE COMPRESSION BASED ON RATIONAL NUMBERS: FIRST IMPLEMENTATION USING GENETIC ALGORITHMS AND MERSENNE NUMBERS
Unlike irrational numbers, rational numbers include a redundant pattern in their fractional form. Thus, to extract the short form of the numerator-denominator that represents a rational number, we can perform the series of transformations described in the previous section. In other words, the long sequence of the decimal representation of a rational number is reduced to a short representation of a few digits. To make use of this reduction, we propose a simple mechanism that maps a sub-image block (2 × 2, 4 × 4, . . . ) to a long rational number. Subsequently, we reduce the latter to a short-digit numerator and denominator, which results in compression from a sub-image to few digits, as shown in Figure 2 . The method is named rational number conversion (RNC) and was primarily discussed in [27] and [28] . where w min is obtained from w i by setting all LSB to 0 and w max is obtained from w i by setting all MSB to 1. f) Define the rational numbers r i , r min , r max :
) Find the best rational number r best in the range [r min , r max ] that converts to a shorter expression of numerator/denominator: p best + q best is the shortest expression, where p denotes the length of p in bits. This step invokes a GA to find the optimal solution; other methods could also be used. h) Save p best , q best in a file (PQ-file). i) Repeat step c) for all sub-images in all color plans. j) Compress the PQ-file using a lossless technique (e.g., Winzip, Winrar). 
where: n is the number of bytes in IMfile, IM i (ReIM i , respectively) is the i th byte in IMfile (ReIMfile, respectively). Appendix B shows a compression example.
E. REPLACING THE GA SEARCH WITH MERSENNE FACTORS SEARCH
In our method, we invoke a GA to search for the best representation near to a rational number. However, GAs are relatively slow. To overcome this problem, we use the Mersenne table for base 10; the prime factors are used to evaluate the chromosomes (see Appendix C).
For instance, assume that we need to find the best value r best between r min and r max while considering that their decimal parts are of length n. We extract the decimal parts of r min and r max as follows: , and so g is a potential GCD. Otherwise, g is rejected. e) Repeat step a) for all bit-mask values. f) Select the highest value of g as the best GCD (g best ). g) Calculate R best :
h) Calculate p best and q best :
q best = 9 * M n (10) g best i) Save p best , q best in the PQ-file.
F. FORCING THE USE OF LARGE NUMBER OF MERSENNE FACTORS
The previous section showed that finding a high GCD is not obvious. In this section, we propose using the maximum number of factors and then applying a dichotomy approximation of their product. Therefore, we create a number by multiplying some of the M n (10) 
2) EXPERIMENTAL IMAGES
Our compression/decompression experiments were performed on the following images as shown in Figure 3 . 
3) RESULTS
During our experimental tests, we executed RNC.v1 with many different LSB values and sub-image sizes. Figure 4 shows the percentage of each of the three compression alternatives for compressed images. This shows that the GA is not effective with regular photos. In fact, forcing the Mersenne factors with dichotomy hops took up a large part of the compression phase. For simpler backgrounds, the GA was the main compression phase. The use of Mersenne factors required relatively little computation, but was useful in the overall process of compression. Figure 5 shows that the compression ratio increases in proportion to the sub-image size, whereas the PSNR exhibits a decreasing trend. However, the PSNR maintains a good level and is very stable with LSB = 3.
IV. IMAGE COMPRESSION BASED ON RATIONAL NUMBERS: SECOND IMPLEMENTATION (RNC.v2) USING A TABLE OF PRE-CALCULATED RATIONAL NUMBERS
In this section, we present the second version of RNC in which the factorization phase is replaced with a table of precalculated rational numbers (PQ-table) based on a range of numerators (p) and denominators (q) (see Figure 2) .
A. PQ-TABLE PREPARATION VARIABLES
MaxValue : maximum value that the numerator might take (e.g., 256, 256 2 , . . .). Select a value p from 0 to MaxValue. Select a value q from 0 to MaxValue. a) Calculate the rational number r: 
f) Seek the closest rational number r best in the PQ-table and extract the corresponding pair of p best , q best . g) Save p best , q best in the PQ-file. h) Repeat step c) for all sub-images in all color plans. i) Compress the PQ-file using a lossless technique (e.g., Winzip, Winrar).
C. DECOMPRESSION PROCESS
• Decompress the compressed file using the same lossless technique used for compression (Winzip, Winrar) to produce the PQ-file.
• For each pair (p, q) in the PQ-file, calculate the consequent rational number r and its corresponding bit sequence w:
• Divide the bit sequence w into w MSB and w LSB , where w MSB takes the first n × m × MSB bits, and w LSB takes the rest.
• Construct a vector v byte by byte, taking (for each byte) MSB bits from w MSB and LSB bits from w LSB .
• Convert v into a matrix of n × m bytes, resulting in a sub-image (sub i , 1 ≤ i ≤ k) of size n × m bytes.
• Repeat
Step b) until all grayscale plans (IM color , where color in red, green, blue}) have been constructed.
• Combine the three grayscale plans to produce the final reconstructed image ReIM.
D. RNC.v2 ADVANTAGES
The second version of RNC has the following advantages over the first version:
• It is algorithmically simpler than the previous version, as only one variant is implied instead of three.
• This version requires much fewer parameters to perform compression/decompression: sub-image size and PQ-table size. For a fixed sub-image size (e.g., 2 × 2), the compression process needs only specify the PQ-table size. The latter can be used to tune the compression to obtain either the desired image quality or the desired compression ratio.
• The corresponding rational number r ← p p+q+1 is guaranteed to lie between 0 and 1.
• After sorting the PQ-table, the process of searching for the closest rational number to represent a sub-image is an order of magnitude less than the size of the table, i.e., a dichotomy search with logarithmic complexity.
• After eliminating the redundancies in the PQ-table, the (p, q) pair that produces a non-redundant rational number is as short as possible.
• The PQ-table is universal for all types of image and is formed only once. Therefore, its construction is excluded from the complexity of RNC.v2. Figure 6 shows different compression results using different sizes of PQ-table. In these experiments, we fixed the sub-image to 2×2 for simplicity. The subfigures show that increasing the size of the PQ-table enhances the quality of the decompressed image. However, larger PQ-tables decrease the compression ratio, especially when the size exceeds 256 2 . This is because the corresponding p and q values require more than one byte to be represented when their values exceed 256. For comparison purposes, we selected the best results obtained by RNC.v1 for comparison with RNC.v2 (PQ-table size = 256 2 ), as well as the state-of-the-art compression techniques of PNG, GIF (Graphics Interchange Format), and JPEG2000. Figure 7 illustrates the different compression ratios of the various images. The results show that RNC.v2 outperforms v1. In fact, RNC.v2 proved to be simpler to use because no parameters are required for compression/ decompression. Moreover, RNC.v2 is very competitive with the state-of-the-art techniques. For instance, RNC.v2 gave a higher compression ratio than PNG, even though the latter retained an infinite PSNR that reflects perfect image quality. However, the decompression quality of RNC.v2 was acceptable (above 33) for all of the test images. Compared to GIF, RNC.v2 excels in both compression ratio and image quality for all test images.
E. RESULTS AND DISCUSSION
JPEG2000 is the best current image compressor, as it outperforms other techniques in terms of compression ratio and image quality. Subfigures show that JPEG2000 is particularly strong in terms of its compression ratio. However, with the simple documents, shapes, and backgrounds, RNC.v2 excels in terms of both compression ratio and reconstructed image quality.
F. VALIDATION OF RESULTS AND COMPARISON WITH OTHER FORMATS
In order to validate the performance of RNC v.2, we selected images from three domains that are widely used in image compression: medical (MRI), satellite, and landscape images (Figure 8 ). Furthermore, we extend our comparison to other formats such as EPS (Encapsulated PostScript), EXR/HDR (High Dynamic Range), TGA (Truevision TARGA) and TIFF (Tagged Image File Format). During our experimentations, we aimed for high image quality in all converted images with a PSNR above 30.
For MRI images, we observed that JPEG2000 excelled for all chosen images in terms of compression ratio (Figure 9 ). Nonetheless, RNC showed very competitive results, especially when compared to GIF. For satellite images, RNC overcomes JPEG2000 in two images due to the large gray surfaces and the high similarity index. For landscapes, the compression ratio was still high with JPEG2000 followed by RNC and GIF. For the rest of the formats, compression ratios were as small as 1:1 for all selected images. As a result, RNC compression with the validation set of images showed very competitive results compared to peer techniques. different compression techniques based on compression ratio, reconstructed image quality (PSNR), and the speed of compression/decompression. RNC ver.1 showed a low compression speed because it uses genetic algorithms that run over many iterations in addition to the complexity of finding perfect factors of Mersenne numbers. However, with RNC ver.2 the compression time was reduced due to the pre-calculated sorted values of rational numbers.
V. CONCLUSION
In this paper, we have proposed a new fractal compression method based on rational numbers. After dividing the image into sub-images, the pixels' bytes are arranged next to each other, based on the least and the most significant bits, to form one single rational number. This is then transformed to a fractional form, giving a shorter expression than the regular form. Our technique determines a closer rational number to the original one representing the sub-image. The new rational number is obtained from among all possible rational numbers that come from modifying the least significant bits in the sub-image. In addition, the newly selected rational number satisfies the requirement of having the shortest form in terms of numerator and denominator. Our first approach used a heuristic GA to efficiently find a better rational number with a shorter reduced form. In our second approach, we constructed a table of all possible rational numbers given a range of numerators and denominators. The results were very promising when compared with state-of the-art image compression techniques such as JPEG2000, TIFF, and PNG, especially in terms of quality and compression ratio.
In future work, we will investigate the possibility of classifying sub-images based on the characteristics of their corresponding rational numbers in terms of GCDs, and will attempt to combine other technique related to visual perception, such as sampling techniques that improve the compression ratio.
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Step d):
Step e): Step h) saving (256, 257) to PQ-file.
2) DECOMPRESSION
Step a) Reading (256, 257) from PQ-file.
Step b) Calculating r and w: r = 256 257 = 0.996108949416342
Step c) Calculating w MSB and w LSB : w MSB = 1111111100000000 w LSB = 1111111100000000
Step d) Constructing v: v = (1111.1111) (1111.1111) (0000.0000) (0000.0000)
Step e) Recovering the sub-image sub i : Therefore:
So, g is rejected.
With another example, we may consider the mask:
Therefore:
So,g is accepted.
D. EXAMPLE OF FORCING THE USE OF HIGH NUMBER OF MERSENNE FACTORS
Let's consider the previous example, where: R min = 996093750231921, and R max = 996109008788157 and let's consider the mask:
We choose a value d = 50 to get the R best : 
