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Abstract. We consider integrable systems that are connected with orthogonal
separation of variables in complex Riemannian spaces of constant curvature. An iso-
morphism with the hyperbolic Gaudin magnet, previously pointed out by one of us,
extends to coordinates of this type. The complete classification of these separable
coordinate systems is provided by means of the corresponding L-matrices for the
Gaudin magnet. The limiting procedures (or ǫ calculus) which relate various degen-
erate orthogonal coordinate systems play a crucial result in the classification of all
such systems.
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1. Classical Integrable Systems on Complex Constant Curvature Spaces
and the Complex Gaudin Magnet. Separation of variables in the Hamilton
Jacobi equation
(1.1) H(p1, ..., pn; x1, ..., xn) =
n∑
α,β=1
gαβpαpβ = E, pα =
∂W
∂xα
, α = 1, ..., n
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amounts to looking for a solution of the form
(1.2) W =
n∑
α=1
Wα(xα; h1, ..., hn), hn = E
The solution is said to be a complete integral if det(∂2W/∂xi∂hj)n×n 6= 0. The
solution then describes that of free motion on the corresponding Riemannian space
with contravariant metric gαβ. Indeed, if we require bj =
∂W
∂hj
−hntδnj , j = 1, ..., n
for parameters bj , we find that the functions x(b,h), p(b,h) satisfy Hamilton’s
equations
(1.3) x˙α =
∂H
∂pα
, p˙α = − ∂H
∂xα
In this article we allow the Riemannian space to be complex and we consider variable
separation of (1.1) on the following two classes of spaces.
(1) The n dimensional complex sphere SnC. This is commonly realised by the
set of complex vectors x = (x1, ..., xn+1) which satisfy
∑n+1
α=1 x
2
α = 1 and
have infinitesmal distance dx · dx =∑n+1α=1 dx2α
(2) The n dimensional complex Euclidean space EnC. This is the set of complex
vectors x = (x1, ...., xn) with infinitesmal distance dx · dx =
∑n
α=1 dx
2
α.
A fundamental problem from the point of view of separation of variables on these
manifolds is to find all “inequivalent” coordinate systems. As yet, this is an un-
solved problem, principally because many such coordinate systems are intrinsically
nonorthogonal. For orthogonal coordinate systems the problem is completely solved
and in this case the constants hi occuring in the complete integral can be chosen
to be the values of an involutive set of constants of motion
(1.4) Aj =
n∑
α,β=1
a
(j)
αβpαpβ , j = 1, ..., n, An = H,
{Aj, Ak} = 0,
where
{F (xα, pβ), G(xα, pβ)} =
n∑
γ=1
(
∂F
∂pγ
∂G
∂xγ
− ∂F
∂xγ
∂G
∂pγ
), α, β = 1, ..., n
is the Poisson bracket. These constants of the motion are such that
(1) each of the tensors a
(j)
αβ is a Killing tensor and satisfies Killing’s equations
∇(αa(j)βγ) = 0, [1], and
(2) the Aj can be represented as a sum of quadratic elements of the enveloping
algebra of the Lie algebra of symmetries of each of these two considered
spaces.
The Lie algebras of these spaces have respectively bases of the form
(1) SO(n+ 1) :Mαβ = xαpβ − xβpα, α, β = 1, ..., n+ 1. Here,
{Mαβ,Mγδ} = δαγMδβ + δαδMβγ + δβγMαδ + δβδMγα
(2) E(n) :Mαβ , Pγ = pγ , α, β, γ = 1, · · · , n, α 6= β. Here,
{Mαβ, Pγ} = δβγPα − δαγPβ , {Pα, Pβ} = 0.
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In this section the separable coordinate systems classified in [1,5,10] are given
an algebraic interpretation. This is done using the complex analogue of the isomor-
phism between all integrable systems connected with all possible separable systems
and the m site SO(2, 1) Gaudin magnet, [2,4]. The m-site complex Gaudin magnet
can be realised as follows. Consider the direct sum of Lie algebras, each of rank 1,
(1.5) A = ⊕mα=1soα(3,C).
The generators sα ∈ C3, α = 1, · · · , m of A satisfy the Poisson bracket relations
(1.6) {siα, sjβ} = −δαβǫijkskα.
The following metric will be used subsequently when norms and scalar products
are calculated:
s2α = (sα, sα) = (s
1
α)
2 + (s2α)
2 + (s3α)
2, (sα, sβ) = s
1
αs
1
β + s
2
αs
2
β + s
3
αs
3
β .
If for each α, s2α = c
2
α then the variables sα lie on the direct product of n complex
spheres in C3. The complex Gaudin magnet is the integrable Hamiltonian system
described by the n integrals of motion Hα which are in involution with respect to
the Poisson bracket,
(1.7) Hα = 2
m∑
β=1
′
(sα, sβ)
eα − eβ , {Hα, Hγ} = 0.
(We will give a simple proof of this involution property later.) Here the eα are
taken to be pairwise distinct. This integrable Hamiltonian system is called an m-
site SO(3,C)−XXX Gaudin magnet. The Hα are all quadratic functions in the
generators of the A algebra and the following identities are satisfied:
(1.8)
m∑
α=1
Hα = 0,
m∑
α=1
eαHα = J
2 −
m∑
α=1
c2α,
where we have introduced the variables
(1.9) J =
m∑
α=1
sα, J
2 = (J,J),
the total sum of the momenta sα. Indeed
(1.10) {J i, Jj} = −ǫijkJk, {Jk, Hα} = 0, i, j, k = 1, 2, 3, α = 1, · · · , m.
The complete set of involutive integrals of motion is provided by Hα,J
2 and, for
example, J3. The integrals are generated by the 2× 2 L matrix [3,4,6,7,8],
(1.11) L(u) =
m∑
α=1
1
u− eα
(
s3α −s1α − is2α
−s1α + is2α −s3α
)
=
(
A B
C −A
)
,
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where
(1.12) detL(u) = −(A2 +BC) = −
m∑
α=1
Hα
u− eα −
m∑
α=1
c2α
(u− eα)2 .
Furthermore, L(u) satisfies the linear r matrix algebra [2,21]
(1.13) {
1
L(u),
2
L(v)} = i
u− v [P,
1
L(u) +
2
L(v)], i =
√−1
where
(1.14) P =


1 0 0 0
0 0 1 0
0 1 0 0
0 0 0 1

 , 1L(u) = L(u)⊗ I, 2L(v) = I ⊗ L(v).
The algebra specified by (1.13) contains all the necessary Hamiltonian structure of
the problem in question. Note that (1.13) is equivalent to the easily proved relations
{A(u), A(v)} = {B(u), B(v)} = {C(u), C(v)} = 0,
(1.15)
{A(u), B(v)} = i
u− v (B(v)−B(u)), {A(u), C(v)} =
i
u− v (C(u)− C(v)),
{B(u), C(v)} = 2i
u− v (A(v)− A(u)).
From (1.15) and the Leibnitz property of the Poisson bracket it is straightforward
to deduce that
{detL(u), detL(v)} = 0.
In his article [4] Kuznetsov has explicitly given the nature of the isomorphism
between the XXX Gaudin magnet models and the separation of variables on the
n dimensional real sphere Sn. The purpose of this article is to extend these ideas
to complex orthogonal coordinate systems on the complex n sphere SnC and, of
course, as a consequence complex Euclidean space EnC. Following Kuznetsov [4,7]
in the case of the sphere, we set cα = 0, α = 1, · · · , n+ 1. The coordinates on the
resulting cones are parametrised by
(1.16) s1α =
1
4
(p2α + x
2
α), s
2
α =
i
4
(p2α − x2α), s3α =
i
2
pαxα.
It follows from (1.6) that {xα, xβ} = {pα, pβ} = 0, {pα, xβ} = δαβ . Introducing the
new variables Mαβ = xαpβ − xβpα which are the generators of rotations we have
(sα, sβ) =
1
8
M2αβ.
These generators satisfy the commutations relations given previously. This equality
establishes the simple quadratic connection between the generators sα of A and the
Mαβ of SO(n + 1). Under this isomorphism the integrals given in (1.7) (and the
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subsequent discussion) transform into the following integrals for the free motion on
the n sphere
H =
n+1∑
α=1
hαHα =
1
4
∑
α<β
hα − hβ
eα − eβ M
2
αβ.
For hγ = eγ we obtain the Casimir element of the so(n + 1) algebra
∑
α<β M
2
αβ.
The total momentum J takes the form
J1 =
1
4
(p · p+ x · x), J2 = i
4
(p · p− x · x), J3 = i
2
p · x
where the scalar product for the vectors x and p inCn+1 is Euclidean.The quantities
M and J form the direct sum so(n + 1) ⊕ so(3) as a result of the commutation
relations
{Mαβ, J i} = 0, {J i, Jj} = −ǫijkJk.
Therefore, in addition to the involutive set of integrals Hα we can choose J
2 =
1
4
∑
α<β M
2
αβ and 2(J
1+ iJ2) = x ·x = c, which gives the equation of the n sphere.
2. Generic Ellipsoidal Coordinates on SnC and EnC. Critical to the sep-
aration of variables on the n sphere SnC is the system of ellipsoidal coordinates
graphically pictured by the irreducible block
(2.1) (SnC|e1|e2| · · · |en+1|.
where in general eα 6= eβ for α 6= β. The separation variables are defined as zeros
of the off diagonal element B(u) of the L matrix, i.e., B(uj) = 0, j = 1, ..., n. It
follows that
(2.2)
n+1∑
α=1
x2α
u− eα = 0 for u = uj and x
2
α = c
Πnj=1(uj − eα)
Πβ 6=α(eβ − eα) .
Each vector of momentum sα is associated with a cell eα of the block. Note that
x2α = 2(s
1
α + is
2
β). For each uj the conjugate variable vj is defined according to
(2.3) vj = −iA(uj) = 1
2
n+1∑
α=1
xαpα
uj − eα .
From (1.15) one can show that the ui, vi satisfy the canonical relations [4]:
(2.4) {uj , ui} = {vj , vi} = 0, {vj , ui} = δij .
The change to the new variables vj , ui, c and J
3 is effectively the procedure of
variable separation of (1.1) in ellipsoidal coordinates on the n-sphere. Writing the
L matrix in terms of the new variables we obtain
L(u) =
(
A(u) B(u)
C(u) −A(u)
)
, B(u) = − c
2
Πnj=1(u− uj)
Πn+1α=1(u− eα)
,
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(2.5) A(u) = −2i
c
B(u)

−iJ3 + n∑
j=1
vj
u− uj
Πn+1γ=1(uj − eγ)
Πi6=j(uj − ui)

 ,
where A(uj) = ivj , j = 1, · · · , n, and A(u)→ (1/u)J3 + · · · as u→∞.
To obtain C(u) we first notice that equating residues at eα on the right and left
hand side of A(u) gives
pα =
2xα
c

−iJ3 + n∑
j=1
vj
eα − uj
Πn+1γ=1(uj − eγ)
Πi6=j(uj − ui)

 .
This together with the expression (2.2) for x2α in terms of uj gives C(u) in the new
variables. Three other useful formulae are
(2.6) Mαβ =
2xαxβ
c
(eα − eβ)
n∑
j=1
vj
Πˆn+1γ=1(uj − eγ)
Πi6=j(uj − ui) ,
where the hat in (2.6) means that the product terms with γ = α and γ = β are
omitted,
(2.7) J2 = −
n∑
j=1
v2j
Πn+1γ=1(uj − eγ)
Πi6=j(uj − ui) =
n∑
j=1
cv2j
(
n+1∑
α=1
x2α
(uj − eα)2
)−1
,
Hα =
x2α
c
n∑
j=1
v2j
uj − eα
Πn+1γ=1(uj − eγ)
Πi6=j(uj − ui) .
These relations together with (2.2) establish the explicit connection between the
two sets of 2n+2 variables pα, xα and ui, vj, c, J
3. The equation for the eigenvalue
curve Γ : det(L(u)− iλI) = 0 has the form
−λ2 −A(u)2 −B(u)C(u) = 0.
If we put u = uj into this equation then λ = ±vj . Thus variables uj and vj lie on
the curve Γ:
(2.8) v2j +
n∑
α=1
Hα
uj − eα ≡ v
2
j − detL(uj) = 0.
Equations (2.8) are the separation equations for each of the n degrees of freedom
connected with the values of the integrals Hα. For the sphere cα = 0 these have
the form
Hα =
1
4
∑
β
′ M2αβ
eα − eβ ,
∑
α
Hα = 0,
∑
α
eαHα =
1
4
∑
α<β
M2αβ = J
2.
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The Hamilton Jacobi equation (1.1) when parametrised by these variables has the
form
(2.9)
1
4
∑
α<β
M2αβ = J
2 = −
n∑
j=1
(
∂W
∂uj
)2
Πn+1γ=1(uj − eγ)
Πi6=j(uj − ui) = E, vj =
∂W
∂uj
,
which can be solved by the separation of variables ansatz
(2.10) W =
n∑
j=1
Wj(uj, H1, ..., Hn) =
n∑
j=1
∫
vjduj .
It will be convenient to employ an alternative form of the L matrix. If we use
the vector
(2.11) L(u) =
n+1∑
α=1
sα
u− eα , L(u) = (s,L(u)), detL(u) = −L(u) · L(u)
where
s1 =
(
0 −1
−1 0
)
, s2 =
(
0 −i
i 0
)
, s3 =
(
1 0
0 −1
)
,
we see that L satisfies
(2.12) {Li(u), Lj(v)} = ǫijk
u− v
(
Lk(u)− Lk(v)) .
At this point we must consider a crucial difference between the real sphere and
its complex counterpart. In the case of the complex sphere the generic ellipsoidal
coordinates can admit multiply degenerate forms: the restriction eα 6= eβ , for α 6= β
can be lifted. The resulting coordinates can be denoted by the block form
(SnC|eλ11 |eλ22 | · · · |eλqq |, λ1 + · · ·+ λq = n+ 1,
where the λα denote the multiplicities of the eα. To understand how the previous
analysis applies to these types of coordinates we first illustrate with an example
corresponding to the coordinates with diagram
(SnC|e21|e3| · · · |en+1|.
In this case we write
(2.13) L(u) =
a1s1
u− e1 +
a2s2
u− e2 +
n+1∑
α=3
sα
u− eα .
Putting
(2.14) x2 → x′1 + ǫx′2, x1 → x′1, p2 → p′1 + ǫp′2, p1 → p′1,
a1 + a2 = 0, a2 = 1/ǫ, xα → x′α, pα → p′α, (α ≥ 3), e2 = e1 + ǫ,
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then in the limit as ǫ→ 0 we find
L(u) =
z1
(u− e1)2 +
z2
u− e1 +
n+1∑
α=3
zα
u− eα
where
z1 =<
1
4
(p′1
2
+ x′1
2
),
i
4
(p′1
2 − x′12),
i
2
p′1x
′
1 >
z2 =<
1
2
(p′1p
′
2 + x
′
1x
′
2),
i
2
(p′1p
′
2 − x′1x′2),
i
2
(p′1x
′
2 + p
′
2x
′
1) >(2.15)
zα = sα, α = 3, · · · , n+ 1.
The components of z1, z2 satisfy the E(3,C) algebra relations
{zi1, zj1} = 0, {zi1, zj2} = −ǫijkzk1 , {zi2, zj2} = −ǫijkzk2
where the Poisson bracket (expressed in the primed coordinates) is
{F,G} =
n+1∑
j,k=1
Bjk(
∂F
∂p′j
∂G
∂x′k
− ∂F
∂x′j
∂G
∂p′k
)
and
B = (Bjk) =


0 1 0 · · · 0
1 0 0 · · · 0
0 0 1 · · · 0
· · ·
0 0 0 · · · 1

 .
It can easily be verified from these relations that relations (2.12) are again satisfied.
Thus, {L · L(u),L · L(v)} = 0 so the coefficients of the various powers (u − ej)−k
in the expansion of L · L(u) form an involutive set of integrals of motion.
We obtain
L · L = 1
(u− e1)4 z1 · z1 +
2
(u− e1)3 z1 · z2 +
1
(u− e1)2 z2 · z2 +
∑
α≥3
2z1 · zα
(u− e1)2(u− eα)
+
∑
α≥3
2z2 · zα
(u− e1)(u− eα) +
∑
α,β≥3, α 6=β
1
(u− eα)(u− eβ) (zα, zβ)
=
−1
4(u− e1)2 (p
′
1x
′
2 − p′2x′1)2 +
n+1∑
α=3
[
1
4(u− e1)2(u− eα) (p
′
1x
′
α − p′αx′1)2
(2.16)
+
1
2(u− e1)(u− eα) (p
′
1x
′
α − p′αx′1)(p′2x′α − p′αx′2)]
+
n∑
α,β=3,α 6=β
1
8(u− eα)(u− eβ) (p
′
βx
′
α − p′αx′β)2.
In particular,
z1 · z1 = 0, z1 · z2 = 0, zα · z1 = (p′1x′α − p′αx′1)2/8, z2 · z2 = −(p′1x′2 − p′2x′1)2/4,
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zα · z2 = (p′1x′α − p′αx′1)(p′2x′α − p′αx′2)/4.
To relate this to the projective coordinates on the complex n sphere we recall that
under the transformation (2.14) the fundamental quadratic formsX = a1x
2
1+a2x
2
2+∑n+1
α=3 x
2
α, P = a1p
2
1 + a2p
2
2 +
∑n+1
α=1 p
2
α transform to X = 2x
′
1x
′
2 +
∑n+1
α=3 x
′2
α, P =
2p′1p
′
2 +
∑n+1
α=3 p
′2
α. Therefore if we take the coordinates
x′1 =
1√
2
(X1 + iX2), x
′
2 =
1√
2
(X1 − iX2), x′α = Xα, α = 3, · · · , n+ 1
p′1 =
1√
2
(P1 + iP2), p
′
2 =
1√
2
(P1 − iP2), p′α = Pα, α = 3, · · · , n+ 1
we then can write
p′1x
′
α − p′αx′1 =
1√
2
(M1α + iM2α), p
′
2x
′
α − p′αx′2 =
1√
2
(M1α − iM2α),
p′1x
′
2 − p′2x′1 = i
√
2M12, X =
n+1∑
j=1
X2j , P =
n+1∑
j=1
P 2j ,
where Mjk = XjPk −XkPj .
The integrals of motion Hα, Z in this case have, using partial fractions, the form
L · L = 1
(u− e1)2 [−
1
4
(p′1x
′
2 − p′2x′1)2 +
n+1∑
α=3
1
4(e1 − eα) (p
′
1x
′
α − p′αx′1)2]
+
n+1∑
α=3
1
u− eα [
1
4(e1 − eα)2 (p
′
1x
′
α − p′αx′1)2 −
1
2(e1 − eα)(p
′
1x
′
α − p′αx′1)(p′2x′α − p′αx′2)
+
∑
β
′ (p′αx
′
β − p′βx′α)2
4(eα − eβ) ] +
1
(u− e1)
n+1∑
α=3
[
−1
4(e1 − eα)2
(p′1x
′
α − p′αx′1)2
+
1
2(e1 − eα) (p
′
1x
′
α − p′αx′1)(p′2x′α − p′αx′2)]
=
n+1∑
α=3
Hα
u− eα +
Z
(u− e1)2 +
Y
u− e1
where Y =
∑n+1
α=3Hα.
The analysis presented so far could have been deduced from Kuznetsov [4] where
the double root is essentially contained in the s systems of type C on the real
hyperboloid. Furthermore, the threefold root is contained in Kuznetsov’s type D
systems. The question we now answer is how to use these techniques on the case of
ellipsoidal coordinates corresponding to multiply degenerate roots. For this we use
the limiting procedures developed by Kalnins, Miller and Reid [5]. We recall that
the process of using these limiting procedures amounts to altering the elementary
divisors of the two quadratic forms
n+1∑
α=1
x2α
u− eα = 0,
n+1∑
α=1
x2α = c
2.
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Theorem 1. Let ui be the generic ellipsoidal coordinates coordinates on the n
sphere viz.
(2.18) aαx
2
α =
c2Πnj=1 (uj − eα)
Πβ 6=α(eβ − eα) , α = 1, · · · , n+ 1
with corresponding infinitesmal distance
ds2 = −1
4
n∑
i=1
Πj 6=i(ui − uj) (dui)
2
Πn+1j=1 (ui − ej)
and coordinate curves
(2.19)
n+1∑
α=1
aαx
2
α
u− ej = 0,
n+1∑
α=1
aαx
2
α = c
2.
Then the degenerate ellipsoidal coordinates having the infinitesimal distance
(2.20) ds2 = −1
4
n∑
i=1
[Πj 6=i(ui − uj)] (dui)
2
Πpj=1(ui − ej)Nj
can be obtained from generic ellipsoidal coordinates via the transformations
eJj → eJ1 +J ǫ1j−1, j = 1, · · · , NJ , J = 1, · · · , p
pJj → pJ1 +
NJ∑
i=2
Jǫi−1j+1−ip
J
i
xJj → xJ1 +
NJ∑
i=2
Jǫi−1j+1−ix
J
i(2.21)
where
Jǫi−1j+1−i = Π
i
ℓ=2(
Jǫ1j−1 −J ǫ1ℓ−2), aJj = 1/[Πk 6=j(Jǫ1j−1 −J ǫ1k−1)], k = 1, · · · , NJ
and N1 + · · ·+Np = n+ 1. (We require Jǫi0 = 0 and take the limit as the Jǫ1h → 0
for h = 1, · · · , NJ − 1.) In particular,
(2.22) L(u) =
p∑
J=1
NJ∑
j=1
zJj
(u− eJ )NJ−j+1
where
zJj =<
1
4
∑
i
(pJi p
J
j+1−i+x
J
i x
J
j+1−i),
i
4
∑
i
(pJi p
J
j+1−i−xJi xJj+1−i),
i
2
∑
i
pJi x
J
j+1−i > .
The (zJj )ℓ satisfy the Poisson bracket relations
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(2.24) {(zJj )ℓ, (zJ
′
k )m} = −δJJ ′(zJj+k−NJ )sǫlms
and we also have
(2.25) L · L(u) = 1
4
∑
(xJj p
L
k − xLk pJj )(xJmpLn − xLnpJm)
1
(u− eJ )p(u− eL)q
where 1 ≤ p ≤ NJ , 1 ≤ q ≤ NL, 1 ≤ j,m ≤ NJ , 1 ≤ k, n ≤ NL, subject to
j+m = NJ +2−p, k+n = NL+2− q and the summation extends over the indices
J, L, p, q, j,m, k, n subject to these restrictions.
From expressions (2.24) we can verify that relations (2.12) are satisfied, so that
{L · L(u),L · L(v)} = 0.
The constants of the motion can be read off from the partial fraction decomposition
of (2.25). This clearly illustrates the compactness of the r matrix formulation for
the operators describing the integrable systems examined so far.
In dealing with the case of Euclidean space EnC the most transparent way to
proceed is as follows. The generic ellipsoidal coordinates in n dimensional complex
Euclidean space are given by [1,9]
(2.26) x2α =
Πnj=1(uj − eα)
Πβ 6=α(eβ − eα) , j, α, β = 1, · · · , n
with coordinate curves
(2.27)
n∑
α=1
x2α
(u− eα) = 1, u = uj , j = 1, · · · , n.
Proceeding in analogy with (2.2)-(2.10) we can obtain the r matrix algebra. The
corresponding L(u) operator is
(2.28) L(u) =
n∑
α=1
sα
u− eα +
1
4

−11
0

 .
(Indeed the equation L1(u) + iL2(u) = 0 is just (2.27). Moreover it is obvious, due
to the fact that expressions (2.11) satisfy (2.12), that expressions (2.28) also satisfy
(2.12).) The conjugate variables vj are defined by vj = −iL3(uj) and they must
satisfy the canonical relations (2.4). The integrals of motion Hα are determined
from
(2.29) L2(u) =
n∑
α=1
Hα
u− eα
where
Hα = 2
n∑
β=1
′
(sα, sβ)
eα − eβ −
1
2
(s1α + s
2
α) =
1
4
(
n∑
β=1
′
M2αβ
eα − eβ − p
2
α)
with
∑
αHα = −p2/4. The separation equations are of the form
v2j + L
2(uj) = 0, j = 1, · · · , n,
as in (2.8).
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3. Cyclidic Coordinates. Associated with the separation of variables problem
for the Hamilton Jacobi equation (1.1) with E 6= 0 is the corresponding E = 0
problem. In this case the equation is
(3.1)
n∑
α,β=1
gαβpαpβ = 0, p =
∂W
∂xα
, α = 1, · · · , n
and we consider only complex Euclidean space. While it is true that all the coordi-
nate systems discussed for EnC with E 6= 0 will provide a separation of variables of
this equation, there are coordinates that provide an additive separation of variables
only when E = 0. This is related to the fact that the E = 0 equation admits a
conformal symmetry algebra [1,11,13].
The most convenient way to proceed is to introduce hyperspherical coordinates
{x1, · · · , xn+2},
x1 = t
2(
n∑
j=1
z2j − 1), x2 = it2(
n∑
j=1
z2j + 1), xk+2 = 2zkt
2, k = 1, · · · , n,
related to the usual Cartesian coordinates {z1, · · · , zn} according to
zk = xk+2/(−x1 − ix2), k = 1, · · · , n
n+2∑
j=1
x2j = 0.
We consider the system of §1 in n+ 2 dimensions, where J = 0 and the cα = 0.
The general (separable) cyclidic coordinates are specified by
Ω =
n+2∑
j=1
x2j
λ− ei = 0, Φ =
n+2∑
j=1
x2j = 0, λ = u1, · · · , un, ek 6= ej .
Furthermore,
σx2α =
Πnj=1(uj − eα)
Πβ 6=α(eβ − eα) , σ = −[
n+2∑
j=1
ejx
2
j ]
−1.
The Hamilton Jacobi equation is given by
(3.2) J2 = −σ2
n∑
j=1
(
∂W
∂uj
)2 Πn+2γ=1(uj − eγ)
Πi6=j(uj − ui) = 0.
The quadratic forms Ω and Φ have elementary divisors [11 · · ·1], see [5,11]. It
is known that the geometry of these fourth order coordinate curves is unchanged
under birational transformations of the form
ek → αek + β
γek + δ
, uj → αuj + β
γuj + δ
, λ→ αλ+ β
γλ+ δ
,
for αδ − βγ 6= 0 and k = 1, · · · , n+ 2, j = 1, · · · , n.
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Now we can mimic the exposition given for the Gaudin magnet integrable systems
using the hyperspherical coordinates and the Poisson bracket
(3.3) {F (xi, pj), G(xi, pj)}h =
n+2∑
k=1
(
∂F
∂pk
∂G
∂xk
− ∂F
∂xk
∂G
∂pk
),
the xi, pj now being regarded as independent. The analysis then proceeds much as
in the construction (2.2)-(2.12), but with n replaced by n+1; indeed the coordinates
are defined as zeros of the off diagonal element
B(u) =
n+2∑
α=1
x2α
u− eα
subject to the restriction Φ = 0. The crucial difference is that J = 0. The expres-
sions for pα and Mαβ are altered by a factor σ:
pα = 2σxα[
n∑
j=1
vj
eα − uj
Πnγ=1(uj − eγ)
Πi6=j(uj − ui) ]
which together with x2α in terms of uj gives C(u) in the new variables. Another
useful formula is
Mαβ = 2σxαxβ(eα − eβ)
n∑
j=1
vj
Πˆn+2γ=1(uj − eγ)
Πi6=j(uj − ui) .
In fact the Poisson bracket {, }h can be identified with the Poisson bracket { ,
} for functions defined in the n dimensional space spanned by z1, · · · , zn. This
can readily be seen by noting that F (z1, · · · , zn, pz1 , . . . , pzn) = F (−x3/(x1 +
ix2), · · · ,−xn+2/(x1+ ix2),−(x1+ ix2)px3 +x3(px1 + ipx2), · · · ,−(x1+ ix2)pxn+2 +
xn+2(px1+ipx2)) from which the equality of the Poisson brackets follows identically.
The infinitesmal distance for general cyclidic coordinates is
(3.4) ds2 =
1
4
(x1 + ix2)
−2
(
n∑
i=1
Πj 6=i(ui − uj) (dui)
2
Πn+2j=1 (ui − ej)
)
.
We denote the coordinates defined by this graph as
[EnC, E = 0|e1|....|en+2|.
Other coordinates of this type are those corresponding to the graphs
(SpC|e1|....|ep+1| ⊕ (SqC|f1|....|fq+1|
where p+ q = n+ 2. These coordinates are given by
σx2k =
Πpj=1(uj − eα)
Πβ 6=α(eβ − eα) , α, β = 1, · · · , p+ 1, k = 1, · · · , p
(3.5)
σx2k =
Πqj=1(vj − fα)
Πβ 6=α(fβ − fα) , α, β = 1, · · · , q + 1, k = p+ 1, · · · , p+ q + 2
σ = −[
p+1∑
i=1
eix
2
i +
q+1∑
j=1
fjx
2
j ]
−1.
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We note here that the ei the fj are pairwise distinct, for if they were not then for
any of these quantities which occured with multiplicity more than 1 a birational
transformation could transform it to ∞ and hence to a graph corresponding to
EnC.
It can happen just as in the case of generic ellipsoidal integrable systems on the
sphere that some of the ei in (3.5) are equal to some of the fj also. In this case
the rules for obtaining the corresponding L matrix are summarised in the following
theorem.
Theorem 2. Denote the generic ellipsoidal coordinates by the graph
[EnC|e1|....|en], ei 6= ej
and generic cyclidic coordinates by the graph
{CEnC|e1|.....|en+2}, ei 6= ej .
Separable coordinates for the Hamilton Jacobi equation (3.1) corresponding to generic
graphs with multiplicities
[EnC|en11 | · · · |enpp ], n1 + · · ·+ np = n,
{CEnC|en11 | · · · |enqq }, n1 + · · ·+ nq = n+ 2,
[5] can be obtained via the transformations of Theorem 1 applied to the quadratic
forms
Ω =
m∑
i=1
aix
2
i
λ− ei = 0, Φ =
m∑
i=1
aix
2
i = 0
where m = n for generic ellipsoidal coordinates in EnC and m = n + 2 for the
corresponding cyclidic coordinates.
For coordinates corresponding to the direct sum of two spheres viz. (3.5) we can
merely apply the result of the previous theorem for spherical coordinates to each
of the pairs of quadratic forms
Ω′1 =
p+1∑
α=1
aαx
2
α
u− eα , Φ
′
1 =
p+1∑
α=1
aαx
2
α
Ω′2 =
n+2∑
α=p+2
aαx
2
α
u− eα , Φ
′
2 =
n+2∑
α=p+2
aαx
2
α.
Indeed the freedom to subject the coordinates uj and the ei to birational transfor-
mations in the expressions for generic cyclidic coordinates allows us to let e1 →∞.
(In this particular case the resulting coordinates can be identified with generic ellip-
tical coordinates on the n sphere.) The process described in Theorem 1 enables one
to pass from the elementary divisors [11....1] to [N1, N2, ...., Np], Ni ≥ 1, i = 1, ..., p,
see [5,11]. It is then possible (via Theorem 2) to take e1 → ∞ in which case
[
∞
N1, N2, ...., Np] corresponds to the various generic coordinate systems in Euclidean
space if N1 > 1. To illustrate how this works for the Gaudin XXX magnet model
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consider the quadratic forms Ωˆ, Φˆ corresponding to elementary divisors [21 · · ·1]
viz.
Ωˆ =
x21
(λ− e1)2 +
2x1x2
λ− e1 + · · ·+
x2n+2
λ− en+2 = 0, Φˆ = 2x1x2 + x
2
3 + · · ·+ x2n+2 = 0.
Putting λ→ 1/λ, ei → 1/ei we find (with the use of Φˆ = 0)
Ωˆ = λ2[
e21x
2
1
(e1 − λ)2 +
n+2∑
k=3
(e1 − ek)
(e1 − λ)
x2k
(ek − λ) ],
or, in the limit as e1 →∞,
x21 −
n+2∑
k=3
x2k
λ− ek = 0.
Now if we perform the limiting procedure (2.13) - (2.15) on L(u) (in n + 2 dimen-
sions), let u→ 1/u, ei → 1/ei, let e1 →∞ and then evaluate at p1 = 0, x1 = 1 we
find (up to a common factor u)
L(u) =
n+2∑
α=3
sα
u− eα +
1
4

−11
0

 .
Here, we have made use of the fact that J = 0. This agrees with (2.28) and with
the L(u) operator given by Kuznetsov [4], and corresponds to elementary divisors
[
∞
2 , 1, · · · , 1].
This process can be generalised for quadratic forms corresponding to elementary
divisors [
∞
N, 1 · · · , 1], N > 1. We have that
Ωˆ = uN−2x21+u
N−32x1x2+
∑
i
xixN−i−
n+2∑
k=N+1
x2k
u− ek , Φˆ =
N∑
i=1
xixN+1−i+
n+2∑
k=N+1
x2k.
The corresponding L(u) operator is
L(u) =
n+2∑
α=N+1
sα
u− ek + s1
where
s11 =
1
4
[Ωˆ(0, p2, ..., pn+2)− Ωˆ(1, x2, ..., xn+2)],
s21 =
1
4
[Ωˆ(0, p2, ..., pn+2) + Ωˆ(1, x2, ..., xn+2)],
s31 =
1
2
[S′(0, p2, ...., pn+2; 1, x2, ...., xn+2)], S
′ =
N∑
j=2
uN−j
∑
ℓ+m=j
xℓpm.
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4. Branching Rules for the Construction of Orthogonal Non Generic
Complex Integrable Systems on SnC and EnC. To deal with the non generic
separable coordinate systems in EnC and SnC we must combine coordinate systems
for both manifolds [5]. (See [13,14] for tabulations of all cases for small values of
n.) The branching laws for graphs on these manifolds are summarised below
(1)
(SnC| · · · |ei| · · · |
↓
SpiC
(2)
(SnC| · · · |eλii | · · · |
↓
EpiC
, λi > 1
(3)
(EnC| · · · |ei| · · · |
↓
SpiC
(4)
(EnC| · · · |eλii | · · · |
↓
EpiC
, λi > 1.
As an example consider the coordinate system given by the graph on S4C,
(S2C |e21| e5|
↓
[E2C |f3| f4|
.
The coordinates for this graph can be obtained from those of the generic graph
(S4C|e21|e3|e4|e5|
via the limiting transformations
ej = e1 + ǫ+ ǫ
2fj , j = 3, 4, f3 6= f4
uj = e1 + ǫ+ ǫ
2u¯j , j = 3, 4
where ǫ→ 0.
The corresponding coordinates are then given implicitly by
−x21 =
(u1 − e1)(u2 − e1)
e5 − e1 , x
2
5 =
(u1 − e5)(u2 − e5)
(e1 − e5)2
−2x1x2 = −(u1 − e1)
e5 − e1 −
(u2 − e1)
e5 − e1 +
(u1 − e1)(u2 − e1)
(e5 − e1)2
− (u1 − e1)(u2 − e1)
e5 − e1 (f3 + f4 − u¯3 − u¯4)
−x23 =
(u1 − e1)(u2 − e1)
(e5 − e1)
(u¯3 − f3)(u¯4 − f3)
(f3 − f4) ,
−x24 =
(u1 − e1)(u2 − e1)
(e5 − e1)
(u¯3 − f4)(u¯4 − f4)
(f4 − f3) .
SEPARATION OF VARIABLES AND THE GAUDIN MAGNET 17
Using the nomenclature given previously we have that L(u) has the two different
forms
L1(u) =
z1
(u− e1)2 +
z2
u− e1 +
z3 + z4
u− e1 +
z5
u− e5 , u = u1, u2
L2(u) = z1 +
z3
u− f3 +
z4
u− f4 , u = u¯3, u¯4.
As usual, the separation variables are the zeros of the equation L1λ(u)+ iL
2
λ(u) = 0
with u = u1, u2 when λ = 1 and u = u¯3, u¯4 when λ = 2. Each of the Lλ separately
satisfy (2.12) for λ = 1, 2. In addition we have
{L1 · L1(u),L2 · L2(v)} = 0.
This example illustrates how to derive the substitutions that enable the various
branching laws to be obtained from a generic form. For the sphere SnC and generic
coordinates
(SnC|...|eλ+q−s0 |e1| · · · |es| · · · | q > s, λ > 1,
if we make the substitutions
ek = e0 + ǫ
q−s+1 + ǫλ+q−sfk, k = 1 · · · s,
uj = e0 + ǫ
q−s+1 + ǫλ+q−su¯j , j = 1 · · · q
where ǫ→ 0, then the graph illustrated transforms into
(SnC| · · · · · · |eλ0 | · · · |
↓
[EqC| f1| · · · · · · |fs|
.
The remaining branching rule is obtained from a graph of the type
(SnC|...|e0|e1|....|es|.
By means of the substitutions
ej = e0 + ǫ(f0 − fj), j = 1, · · · , p+ 1 uk = e0 + ǫ(u¯k − f0), k = 1, · · · , p
we obtain the coordinate system coming from the graph
(SnC| · · · · · · |e0| · · · |
↓
(SpC| f0| · · · · · · |fp|
.
The corresponding substitutions for the analogous Euclidean space branching
rules are essentially identical. To completely specify the coordinate systems on
these manifolds we need a few more substitution rules. Firstly consider the graph
[EpC|h1|....|hp| + [EqC|f1|....|fq|.
This graph can be obtained from the generic graph for E(p+q)C via the substitutions
ui =
K1
ǫ
+ u¯i, ei =
K1
ǫ
+ hi, i = 1, · · · , p
ui =
K2
ǫ
+ u¯i, ei =
K2
ǫ
+ fi−p, i = p+ 1, · · · , p+ q, K1 6= K2.
The graph [EqC|h1|....|hq|, q < n can be obtained from [EnC|h1|....|hn| via the
substitutions
ui = e1 + ǫ
q−n−1 + ǫq−nu¯i, i = 1, · · · , n
ej = e1 + ǫ
q−n−1 + ǫq−nhj , j = 1, · · · , q ek = hk, k = q + 1, · · · , n.
Given these substitution rules all the corresponding graphs for EnC and SnC can
be constructed together with their corresponding L matrices.
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5. Quantum Integrable Systems on Complex Constant Curvature Spaces
and the Quantum Gaudin Magnet. To deal with the quantum version of this
description of separation of variables we consider the Schro¨dinger or Helmholtz
equation [3].
(5.1) HΨ = 1√
g
∂
∂yα
[
√
g gαβ
∂
∂yβ
]Ψ = EΨ,
where E 6= 0 for the moment. Separation of variables means (roughly) the solution
of this equation of the form
(5.2) Ψ = Πnα=1ψα(yα; h1, · · · , hn)
where the quantum numbers hj are the eigenvalues of mutually commuting opera-
tors
Ai =
n∑
α,β=1
a
(j)
αβ
∂2
∂yα∂yβ
+
n∑
β=1
bβ
∂
∂yβ
, j = 1, · · · , n(5.3)
[Ai,Aj] =0, i, j = 1, · · · , n, An = H, AjΨ = hjΨ.
Furthermore these operators can be represented as symmetric quadratic elements
in the enveloping algebra of the symmetry algebra of the equation (5.1) in the case
of SnC and EnC. The standardised representations of these symmetry algebras are
SO(n+ 1) : Mαβ = xˆαpˆβ − xˆβ pˆα, pˆα = ∂
∂xα
, α, β = 1, · · · , n+ 1.
[Mαβ,Mγδ] = δαγMδβ + δαδMβγ + δβγMαδ + δβδMγα(5.4)
E(n) : Mαβ, Pγ = ∂
∂xγ
[Mαβ,Pγ ] = δβγPα − δαγPβ , [Pα,Pβ] = 0(5.5)
where [, ] is the commutator bracket. Much of the analysis goes through as it did
in the classical case with, of course, some critical differences. For the quantum
Gaudin magnet one considers the sum of rank 1 Lie algebras A = ⊕mα=1soα(3)
where the generators of the algebra satisfy the commutation relations (1.6) and the
inner product is defined as in §1. The Casimir elements of A have the form
(5.6) (sα, sα) = kα(kα + 1)
where kα is a constant when the generators of soα(3) determine an irreducible rep-
resentation,[12]. The quantum Gaudin magnet is the quantum integrable Hamil-
tonian system on A given by m commuting integrals of motion :
Hα = 2
m∑
β=1
′
(sα, sβ)
eα − eβ , [Hα,Hβ] = 0.
This is the m site SO(3,C)-XXX quantum Gaudin magnet, [3]. These integrals
(operators) satisfy
(5.7)
m∑
α=1
Hα = 0,
m∑
α=1
eαHα = J2 −
m∑
α=1
kα(kα + 1)
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where J =
∑m
α=1 sα is the total momentum operator. The complete set of com-
muting operators consists of Hα,J2 and J 3. The integrals are generated by the
2×2 operator L(u) given by (1.11) understood in the operator sense. The quantum
determinant is
(5.8) q-detL(u) = −A(u)2 − 1
2
{B(u), C(u)} = −
m∑
α=1
Hα
u− eα −
m∑
α=1
kα(kα + 1)
(u− eα)2
with L-operator satisfying the r matrix algebra
(5.9) [
1
L(u),
2
L(v)] =
i
u− v [P,
1
L(u) +
2
L(v)], i =
√−1,
(compare with (1.13)). The total momentum J has components
(5.10) J 1 = 1
4
(pˆ · pˆ+ xˆ · xˆ), J 2 = i
4
(pˆ · pˆ− xˆ · xˆ), J 3 = i
4
(pˆ · xˆ+ xˆ · pˆ)
The Lie symmetries Mαβ and J form the direct sum so(m) ⊕ so(3) with com-
mutation relations
(5.11) [Mαβ,J i] = 0, [J i,J j ] = iǫjkℓJ ℓ,
subject to the constraints
(5.12) J2 =
1
4
∑
α<β
M2αβ +
1
16
m(m− 4), 2(J 1 + iJ 2) = xˆ · xˆ.
Considering again separation of variables using the coordinates of the irreducible
block (2.1), the separation variables are defined, as before, as the zeros of the off
diagonal elements B(u) of the L matrix. The q-determinant is the generating
function of the commuting integrals of motion
(5.13) [q-detL(u), q-detL(v)] = 0.
On the n sphere the algebra A is realised by taking the canonical operators
(5.14) s1α =
1
4
(pˆ2α + xˆ
2
α), s
2
α =
i
4
(pˆ2α − xˆ2α), s3α =
i
4
{pˆα, xˆα}, α = 1, · · · , n+ 1
where (sα, sα) = − 316 . Furthermore
(5.15) (sα, sβ) =
1
8
(M2αβ +
1
2
)
and this establishes the relationship between the sα of A and theMαβ of so(n+1).
The integrals transform into the family of integrals
(5.16) H =
n+1∑
α=1
hαHα = 1
4
∑
α<β
hα − hβ
eα − eβ (M
2
αβ +
1
2
)
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and the coordinates are given by
B(uj) = 0 :
n+1∑
α=1
x2α
u− eα = 0.
For each uj variable there is defined the conjugate variable (operator)
(5.17) vj = −iA(uj) = 1
4
n+1∑
α=1
1
uj − eα {pˆα, xˆα}.
Separation of variables is then the process of changing to the new variables vj , ui, c
and J 3. In fact we have that
(5.18)
1
4
{pˆα, xˆα} = xˆ
2
α
c
[−iJ 3 −
n∑
j=1
1
eα − ujDjvj ], Dj = −
Πn+1α=1(uj − eα)
Πi6=j(uj − ui) .
The separation equations can be obtained by substituting u = uj into the q-detL(u),
making the choice
(5.19) vj = i(
∂
∂uj
+
1
4
n+1∑
α=1
1
uj − eα ),
and looking for the solutions of the spectral problem HαΨ = hαΨ. The separation
equations are then
(5.20)
d2
du2j
ψj +
1
2
(
n∑
α=1
1
uj − eα )
d
duj
ψj =
n+1∑
α=1
h′α
uj − eαψj
where
Ψ = Πn+1j=1ψj(uj), h
′
α = hα +
1
8
∑
β 6=α
1
eα − eβ .
These are the separation equations for the Helmholtz equation in generic ellip-
soidal coordinates. Note that for this choice of vj we have taken (sα, sα) = −3/16.
The L operator is given in direct analogy with the classical case,
(5.21) L(u) =
n+1∑
α=1
sα
u− eα .
The treatment of generic ellipsoidal coordinates on EnC follows similar lines,
with the L operator given in this case by
(5.22) L(u) =
n∑
α=1
sα
u− eα +
1
4

−11
0

 .
The limiting procedures described in the classical case work also in the quantum
case. All coordinate systems that were obtained in the classical case appear again.
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In the case of cyclidic coordinates we can adopt the same strategy as in §3: we
impose the conditions J = 0 and proceed as before. The natural setting in this case
is again to use hyperspherical coordinates. The total momentum has components as
in (5.10). If pˆα, xˆα are now vectors in hyperspherical coordinates then we can derive
the standard quantum r matrix algebra as above with the same formulas valid. The
constraints are now 2(J 1 + iJ 2) = xˆ · xˆ = 0, J2 = 18n(n− 4). Coordinates uj and
their conjugate operators vj can be chosen as before. In particular if we make the
choice
(5.23) vj =
∂
∂uj
+
1
4
n+2∑
α=1
1
uj − eα
and look for solutions of HΨ = 0 of the form Ψ = σ(n−2)/2Πni=1ψi(ui), then we
obtain the separation equations which coincide with the the equations given by
Bocher,[11], viz.
d2
du2j
ψj+
1
2
n+2∑
α=1
1
uj − eα
d
duj
ψj =
−1
16
(n2 − 4)unj − 116(2n− n2)(
∑n+2
α=1 eα)u
n−1
j +
∑n−2
β=0 λβu
β
j
Πn+2γ=1(uj − eγ)
ψj
for suitable γβ. Note that the solutions Ψ are not strictly separable in this case
but are what is termed R separable, i.e., separable to within a non separable factor
σ(n−2)/2, [1].
We conclude this work by pointing out that one can obtain a complete set of
constants of the motion associated with an orthogonal separable coordinate system
{u1, · · ·un} for the Schro¨dinger equation (5.1) directly from (5.1) itself, [15, 16]. It
is well known that all orthogonal separable coordinate systems for the Schro¨dinger
equation on a Riemannian space are obtainable via the Sta¨ckel construction, e.g.,
[17, 18]. Thus if {u} is a separable orthogonal coordinate system for (5.1) there
exists an n× n nonsingular matrix S = (Sγ,β(uα)) such that ∂uγSαβ = 0 if γ 6= α,
and such that the nonzero components of the contravariant metric tensor in the
coordinates {u} are gαα(u) = Tnα(u), α = 1, · · · , n, where T is the inverse matrix
to S,
(5.24)
n∑
β=1
Tαβ(u)Sβγ(uβ) = δ
α
γ .
The constants of the motion are
(5.25) Aβ =
n∑
α=1
T βα(u)
(
∂2uα + fα(uα)∂uα
)
, An = H.
Here, fα(uα) = ∂uα ln(
√
ggαα). (The fact that
∂uαuβ ln(
√
ggαα) = 0 for α 6= β
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follows for any space of constant curvature by noting that it is equivalent to
the statement that the off diagonal elements of the Ricci tensor must vanish for
an orthogonal coordinate system: Rαβ = 0, α 6= β, [17].) One can show that
[Aα,Aβ] = 0, [17, 18]. Furthermore, if Ψ = Πnα=1ψα(yα; h1, · · · , hn) satisfies the
separation equations
(5.26) ∂2uαΨ+ fα(uα)∂uαΨ =
n∑
β=1
Sαβ(uα)hβΨ, α = 1, · · · , n
then
(5.27) AβΨ = hβΨ, β = 1, · · · , n.
Now fix γ, 1 ≤ γ ≤ n, and denote by y the coordinate choice
y = (u1, · · · , uγ−1, τ, uγ+1, · · · , un)
where τ is a parameter. We see from (5.26) that if Ψ satisfies the separation
equations then
(5.28) ψ−1γ
(
∂2uγψγ + fα(uγ)∂uγψγ
)
|uγ=τΨ(u) =
n∑
β=1
Sγβ(τ)AβΨ(u).
On the other hand, from (5.1) we have
ψ−1γ
(
∂2uγψγ + fα(uγ)∂uγψγ
)
|uγ=τΨ(u) =
1
gγγ(y)
(H(u)−Hγ(y))Ψ(u)
where
Hγ(y) = 1√
g(y)
∑
α 6=γ
∂uα
(√
g(y)gαα(y)∂uα
)
.
This suggests the operator identity
(5.29)
1
gγγ(y)
(H(u)−Hγ(y)) =
n∑
β=1
Sγβ(τ)Aβ,
i.e., that the left-hand side of (5.29) is a one-parameter family of constants of the
motion and that as τ runs over a range of values and γ = 1, · · · , n the full space of
constants of the motion associated with this separable system is spanned, [15, 16].
Now (5.29) is equivalent to the conditions
Tnα(u)
Tnγ(y)
− T
nα(y)
Tnγ(y)
(1− δαγ ) =
n∑
β=1
Sγβ(τ)T
βα(u),
and these conditions are easily seen to follow from (5.24) and from
n∑
β=1,β 6=γ
Tnβ(y)Sβξ(uβ) + T
nγ(y)Sγξ(τ) = δ
n
ξ .
Similarly, for the classical case an expression for the Hamiltonian analogous to
(5.29) generates the constants of the motion, [15, 20].
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