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摘要 
台灣的研究撇獻中，與學校測驗相關的研究並不多見，雖然台灣教羲部一痴
相當重視語言測驗並補助各地方政府舉辦國中教師英語試題競試。在英語試題競
賽中，鑑定這些成就測驗品質的依據經常就是專家的判斷，然而撇獻指出專家內
容效嶦的可靠性仍未被完整地認盥。因此，本研究應用潛在特質模型(the  Latent 
Trait Model)了分析兩份皆了胪金門英撇科試題競試中的測驗(優等測驗與未得
獎的對照測驗)；藉由分析並比較考生對兩份試卷的作答勍應了驗證試題品質。
劣質題目被偵測出了後則以內容分析法檢視，以找出可能導致試題品質下降的原
因。此研究共有兩百四十一名就讀於一所桃園地區的國中九年級學生參與，男女
比事約一比一。結果指出此兩份試卷中的多點記分主觀測驗題型皆顯現出良好的
模型適配嶦；胳於䶌元記分客觀題型，優等測驗卻沒有較低比率的差適配嶦題
目，並且顯現比對照測驗更多的其他顯著因素；此外，性別歧視的項目冟能差異
分析(Differential  Functional  Analysis)  以 勊 局 部 依 賴 分 析 (Local 
Dependence  Analysis)結果顯示，從比事上探討，優等測驗並沒有比對照測驗有
更少劣質題目。整體了親，令䶺訝異地，優等試卷並沒有優於對照試卷。因此，
此研究支持更多類型的效嶦證據須冠以蒐集才能更全面性的評估試卷。然而，試
題內容分析顯示對照測驗含有數個明顯語言錯覤 (linguistic  errors)，且參照
測驗題型較有吸引力且創新。因此，此研究認為若要全面性檢驗一份試卷的好
壞，專家判斷與統計分析缺一不可。最後，依據內容分析，造成品質不佳的可能  III 
了源包含測驗設計者未能認清各種題性的特質，善用試題雙向細目表，謹慎選擇
內容主題，和有意識地使用題組題型。根據本研究發現，相關的巺議亦提些給英
語科試題競試舉辦單位勊國中英語教師。 
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ABSTRACT 
In  Taiwan,  little  research  has  been  done  on  school-based  testing  though  the 
Minister of Education values the importance of language testing and has subsidized 
county campaigns at junior high school level. In the contests, the evidence of the 
quality of these achievement tests is often based on experts‘ judgment. However, the 
robustness of such content validity is not well-known yet. This study, then, aims at 
validating the tests of the campaign by analyzing and comparing one winning test and 
one competing test in Kinmen Contest in terms of aspects regarding the empirical 
evidence collected with the Latent Trait Model. Then a qualitative content analysis 
was conducted to locate possible sources accounting for the poor items detected. Two 
hundred forty-one ninth graders, nearly half males and half females, at one junior high 
school  in  Taoyuan  participated  in  the  study.  The  results  revealed  all  the 
subjectively-scored  polytomous  items  in  the  tests  fit  the  model  well.  As  for  the 
objectively-scored dichotomous items, nevertheless, the winning test did not have a 
lower percentage of misfitting items but manifested more other significant dimensions 
than the compared test; both differential item functioning (DIF) analysis of gender 
bias and local dependence analysis showed that the winning test did not have a lower 
percentage of poor items than the compared one. Overall, surprisingly, the winning 
test did not outperform the compared test. Thus, this study supports more types of 
validity evidence are needed to evaluate tests comprehensively. However, the results   V 
of  content  analysis  indicated  that  the  compared  test  contained  several  significant 
linguistic  errors,  and  that  the  items  in  the  winning  test  were  more  intriguing  and 
innovative. Consequently, the study contends that to better evaluate test quality, it 
takes both expert knowledge and statistical analysis. At last, the possible sources of 
the poor items included test designers‘ failures to recognize the characteristics of item 
types, to make use of test specifications, to prudently select topics, and to have an 
awareness of the use of testlets. Suggestions based on the findings are provided for 
contest holders and junior high school English teachers. 
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CHAPTER ONE︰INTRODUCTION 
Background and Motivation 
Testing plays an important role in the field of language teaching. It has been 
acknowledged that teaching and testing are so closely interrelated that it is hard to 
work on either one without mentioning the other (Heaton, 1998). On the one hand, in 
a test constructed for a course or program, the teaching objectives play a dominant 
role controlling the form and content of the test. On the other hand, teaching and 
learning may also be geared to testing to the extent of the test-driven instruction, 
especially when it comes to a high-stake test. The test score not only leads to decision 
making, from the implementation of remedial teaching to the entrance selection, but 
also generates washback effect, influencing the behavior of teachers and learners in a 
positive or negative way (Hughes, 2003; Yang, 2007). In this regard, ensuring the 
quality of a test is of importance since desirable consequences take stakeholders‘ fair 
and  sensible  decision,  which  needs  to  be  based  on  accurate  estimates  of  the 
candidate's ability revealed by the test.       
In  literature  to  date,  in  addition  to  the  discussion  of  the  interaction  between 
teaching  and  testing,  aspects  regarding  test  quality  have  been  discussed  as  well 
(Heaton,  1990;  Bachman  &  Palmer,  1996;  Hughes,  2003  ).  For  example,  Heaton 
(1990)  suggested  two  basic  principles  for  good  tests—to  be  reliable  and  valid;   2 
Bachman  and  Palmer  (1996)  defined  test  quality  in  terms  of  reliability,  validity, 
authenticity, interactiveness, wash-back, and practicality; Hughes (2003) discussed the 
quality of a good test on the basis of four aspects—validity, reliability, practicality, 
and beneficial washback. Among these features proposed, possessing high validity is 
the  most  important  and  fundamental  criterion  for  a  justified  test.  As  a  result,  the 
concept of validity is constantly refined; frameworks and approaches to generating 
evidence for various types of validity have been proposed as well ( Messick, 1995; 
Weir, 2004). Also, psychometric approaches of measurement have been advanced, 
from  traditional  item  analysis  based  on  Classical  Test  Theory  (CTT)  to  current 
computer-aided  analysis  based  on  Latent  Trait  Theory  (LTT),  which  is  more 
sophisticated and useful than CTT in terms of its specific objectivity, which refers to 
―the separability of the parameters of person ability and item difficulty‖ (McNamara, 
1996,  p.  261).  Poorly  written  items  including  those  violate  local  independence 
principle and potential biased ones can be detected, examined, and thus revised or 
removed from the test. (Allen & Yen, 1979; McNamara, 1996; McNamara, 2000).   
Besides  aiming  to  gain  more  understanding  about  language  testing  theories, 
researchers  have  also  applied  the  theoretical  knowledge  to  pedagogical  practices. 
Some  studies  have  investigated  the  effect  of  tests  on  students‘  achievement  and 
learning behavior (Shin, 2007; Nichols, Meyers, & Pearson, 2009) while some have   3 
tried to develop or justify standardized tests which were claimed to better assess what 
is  intended  to  be  measured  (Trites  &  McGroarty,  2005;  Cohen  &  Upton,  2007). 
Further, in the USA and many other countries, there is a new trend on studies of 
assessments  which  are  made  by  school  teachers,  instead  of  norm-referenced 
large-scale tests, due to the promotion of standards-based assessments in the United 
States. More attention now is paid on the assessment in the classroom or at school. 
(Davison, Leung, & Canagarajah, 2009).   
In Taiwan, the Minister of Education (MOE) and researchers have also valued 
the importance of testing. Since the academic year of 2007, the MOE has subsidized 
the local county governments to hold contests
1  on monthly examination, a common 
school-based achievement test which all students have to take regularly through the 
learning process, to encourage junior high school teachers to cultivate the ability to 
develop tests on their own. As for the research on testing in Taiwan, though numerous 
studies have been done on language testing, little has focused on school-based tests. 
Some of the studies have investigated general issues such as  variables affecting the 
performance of test  takers (Chang, 2006;  Su,  2006). Others have investigated the 
quality of a specific test utilized currently, including proficiency tests such as General 
English Proficiency Test (GEPT) (Carsten & Pan, 2008; Shin, 2007; Weir &Wu, 2006) 
                                                 
1  Teachers who design the winning tests in the local contest will receive certificates of awards and their 
work will compete with other winning tests in a nation-wide contest held by the MOE.   4 
or large-scale standardized tests like Basic Competence Test (Li, 2006; You, 2003) for 
junior high school graduates and Scholastic Achievement English Test for senior high 
school gradates (Chen, 2008; Lang, 2006; Tung, 2008). However, little has been done 
on school-based testing in spite of its importance and immediate influence on students 
at school. To put it briefly, though there are studies on testing in Taiwan, it appears 
that there is a research gap in school-based testing in Taiwan.   
Due to the fact that though the MOE values the issue and encourages teachers to 
design  good  tests  by  holding  contests  and  that  few  studies  have  been  done  on 
school-based testing, the purpose of the study is to fill the gap of school-based testing 
by  examining  the  tests  selected  from  one  of  the  local  contests.  Because  Kinmen 
County Government had entrusted the task of evaluation to the Department of English 
of National Taiwan Normal University in 2009, not only the prize-winning test but 
also all the other competing tests in the same contest were available for the study. 
Thus, the tests of the Kinmen Test Design Contest were chosen and further analyzed 
to serve the purpose of the current study. 
  According to the stipulation of the Kinmen Contest, the work that candidates 
submit had to be in the form of a monthly curriculum-based achievement test given 
that it is for different graders or from different textbook series. The evaluation of 
works  followed  the  rubrics  provided  by  the  MOE  National  Contest,  adopting  an   5 
approach  of  analytic  scoring,  which  was  composed  of  five  criteria.  First,  the  test 
should incorporate appropriate test construction principles. Second, the test content 
should correspond to the standards-based reference level outlined in the Curriculum 
Guidelines.  Third,  the  test  content  should  follow  the  learning  objectives  of  the 
textbook  and  take  into  consideration  the  proficiency  level  of  the  target  students. 
Fourth, the test should be of creativity and originality in terms of the material used in 
the  test.  Fifth,  the  test  should  be  a  multiple  assessment.  That  is,  it  should  assess 
multiple language skills and communicative competence with a variety of tasks. To 
evaluate the works of these competitors, two experts in the field of language testing 
were recruited as raters. To put it in another way, expert-generated content validity 
was the sole evidence of the quality of these competing tests. However, it has been 
pointed  out  that  experts  do  not  always  agree  with  each  other  and  validity  is 
multifaceted  (Alderson,  Clapham,  &  Wall,  1995).  That  is,  to  obtain  better 
understanding of the quality of a test, different types of validity evidence are needed 
(Weir, 2003). Therefore, this study aims at validating the achievement tests of the 
campaign by collecting more empirical evidence complementing the expert-generated 
content validity.   
 
   6 
Research Questions 
In  order  to  create  a  baseline  to  allow  for  the  comparison,  one  test  in  the 
competition  which  did  not  win  any  award  was  taken  to  serve  the  purpose.  The 
research questions then are listed as follows:     
1. Can expert-generated content validity itself provide sufficient validity evidence of a 
test? 
2. In what aspects regarding empirical evidence can the test winning first-prize 
outperform the one without any award? 
3. What are the potential sources accounting for the flaw of the poor items degrading 
the test quality? 
For the first question, it is hypothesized that the expert-generated content validity 
needs other types of validity evidence to better evaluate a test. To answer the second 
research  question,  a  number  of  analyses  were  adopted—  Rasch  item  and  person 
reliability, Rasch construct validity, fit analysis, DIF analysis, and local independence 
analysis. Moreover, through the analyses, potential items of poor quality could be 
detected. This  study, then, raises the third research question, hoping  to  locate the 
underlying sources which account for the poor items by conducting content analysis.   
Significance of the Study 
The significance of the study can be discussed theoretically and pedagogically.   7 
From the theoretical perspective, this study provides more understanding about the 
concept of validity with empirical evidence. Though experts are one of the important 
sources in test validation, the robustness of expert-generated content validity is not 
well-known yet, and more types of validity evidence are needed to valid a test. This 
study is significant in that it helps manifest the concept of validity by collecting and 
analyzing real responses from test takers. 
From the pedagogical perspective, this study contributes to the school-based test 
development. Since the study analyzed the monthly tests constructed by junior high 
school teachers, the analysis may raise teachers‘ awareness of the potential weakness 
of  some  commonly  used  item  types  and  provide  them  with  suggestions  of 
constructing achievement tests. Second, the items of proven quality in the study can 
be collected into an item bank and be used as anchor items for evaluating students‘ 
progress or diagnosing students‘ weakness in the future. To conclude, it is hoped that 
the study can not only help teachers improve the usefulness of testing but lead to 
better teaching and learning effect at school.   
Organization of the Thesis 
    The  thesis  contains  six  chapters  and  is  organized  as  follows.  Chapter  one 
provides the background and motivation of the study, outlines the research questions 
and points out the significance of the study in terms of theoretical and pedagogical   8 
implications. Chapter two reviews important concepts in second language assessment 
and theories of measurement. Chapter three reports on the pilot study and specifies the 
participants,  materials,  data  collection,  and  data  analysis  procedures.  Chapter  four 
then presents the results and findings. In chapter five, discussions based on major 
findings  are  provided.  Chapter  six  concludes  the  study  by  summarizing  its  major 
findings, implications, limitations of the study, and suggestions for future research.        
 
 
 
 
 
 
 
 
 
 
 
 
   9 
CHAPTER TWO︰LITERATURE REVIEW 
Chapter two is composed of three major sections. The first section deals with 
some general issues about language testing, including the interrelationship of teaching 
and  testing,  and  important  criteria  for  a  good  language  test.  Then  issues  about 
language  test  development  are  overviewed  in  the  second  part.  It  begins  with  the 
definitions  of  language  ability,  followed  by  different  test  types  and  item  types 
frequently  used  in  language  tests.  Finally,  regarding  item  analysis,  important 
measurement  theories  in  language  assessment  and  some  related  models  are 
introduced.   
General Issues About Language Testing 
Teaching and Testing 
What  should  be  made  clear  first  is  the  relationship  between  teaching, 
assessments, and tests. To begin with, Scriven (1991) suggested that ―assessment is 
often used as a synonym for evaluation in which the judgment is built into the context 
of the numerical results‖ while Lynch (2003) noted that language assessment is ―the 
range of procedures used to investigate aspects of individual language learning and 
ability.‖ Brown (2004) mentioned that a test is a subset of assessment and is one 
among other forms of assessment, such as observation or portfolio, which teachers 
can use to assess their students in class. That is to say, while an assessment is an   10 
ongoing process connoting a variety of ways to evaluate learning from formal tests to 
informal observation, a test is a prepared procedure, or a method to measure learners‘ 
performance with an identifiable time. Brown (2004) then illustrated the relationship 
among testing, teaching, and assessment with figure 1. 
 
 
 
 
Figure 1. Tests, Assessment, and Teaching. Adopted from Brown (2004) 
 
Baker (1989) suggested that there are at least two goals in testing. One goal of 
testing is to provide a quicker or easier substitute for a more complete procedure, 
which  is  called  criterion  procedure.  According  to  Baker  (1989),  the  criterion 
procedure is the hypothetical performance of the subject aimed to be assessed and 
revealed by the test procedure. A test, then, is an economical way of assessment to 
save time and money. Another goal is to help decision making. For example, when 
new students enter a language program, a good test can help place these students at an 
appropriate  level.  Or  teachers  can  use  a  test  to  evaluate  how  well  students  have 
learned, deciding the next teaching step.             
As  Hughes  (2003)  indicated  ―the  proper  relationship  between  teaching  and 
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testing is surely that of partnership,‖ Yang (2007) further directly pointed out that 
language  teaching  is  primary  while  language  testing  is  secondary.  Testing  should 
serve the function to make teaching and learning more effective.   
However, for high-stake tests, the relation between teaching and testing may be 
distorted and washback effects may take place (Yang, 2007). Washback effect is the 
effect of testing on teaching and learning. It can be beneficial or harmful (Hughes, 
2003). Good washback effect can enhance teaching and learning, leading to the use of 
appropriate teaching-learning process whereas negative washback effect may cause 
excessive coaching and cramming for tests, limiting the time for real learning to take 
place.  Learners  may  only  focus  on  strategies  to  obtain  scores  rather  than  on  real 
learning  of  the  subjects.  False  learning  or  even  cheating  may  consequently  occur 
(Yang, 2007; Taylor, 2005).   
The nature of washback effect is complex. It is under the interaction between all 
stakeholders, including teachers, test takers, testers, and even the larger social context. 
Thus, it is not the test alone that decides whether the effect is negative or positive. In 
fact,  the  role  of  language  testing  is  neutral  and  it  only  provides  the  result  or  the 
interpretation of the measurement with teachers or other stakeholders. It is teachers or 
other  stakeholders  who  make  decisions  based  on  the  results.  More  specifically, 
teaching and testing serve different  functions.  Teachers should have the ability to   12 
interpret the results of a test to make teaching and learning more effective. On the 
other hand, testers‘ responsibility is to make a good valid test, which is objective, 
reliable and fair in order to accurately measure learner‘s ability and generate positive 
feedback since an adequate decision must be based on a valid test (Yang, 2007, Baker, 
1989). Thus, the questions need to be answered beforehand are whether the test is 
valid and how to make a good test. 
Important Criteria for a Good Language Test 
Bachman and Palmer (1996) pointed out that the most important quality of a test 
is the degree of its usefulness. They further defined test usefulness in terms of five 
criteria. Among the five, reliability, construct validity, and impact are included. In 
addition, Hughes (2003) stated that validity, reliability and beneficial backwash are 
the desirable qualities of a test. Since the issue of backwash has been mentioned in the 
previous section— to generate beneficial washback, a test needs to be objectively 
reliable and to accurately measure learners‘ ability without bias—the concepts about 
validity, reliability, and test bias are presented respectively in the following. Then a 
more  comprehensive  validity  framework  recently  proposed  by  Weir  (2005)  is 
reviewed.   
Validity 
The definition of validity has undergone many changes. It is generally defined   13 
as the ability of a test to measure what it is supposed to measure and nothing else 
(Kelley, 1927; Baghaei, 2008; Heaton, 1990). In addition, it concerns whether the 
results of the assessment can provide sound basis of inferences and actions (Hanna & 
Dettmer, 2004). Early in 1955, Cronbach and Meehl (1955) divided test validity into 
four types—predictive, concurrent, content, and construct— and regarded the last type 
as the most important one. Among the four types, predictive validity and concurrent 
validity are also termed as empirical validity. Later, according to Heaton (1975), a test 
considered to be valid should also include another type of validity evidence—face 
validity. In the following, the five types of validity are reviewed.   
Face validity refers to whether the test looks right to test takers, teachers, and 
test designers. For example, a language test for academic application should test on 
academic vocabulary, not just words from the General Service Wordlist. Though face 
validity  can provide a fast  reasonable  guide, lower the concern  for the burden of 
statistical  analysis,  and  maintain  candidates‘  motivation,  it  is  no  substitute  for 
empirical validity (Heaton, 1975).   
Content validity is related to the knowledge or skills which should be covered 
in the test domain or to the teaching objectives of a course.  If a test has content 
validity, the test items need to be representative samples and tasks in the test domain 
of interests in order to reflect the objectives of the course and what the test designer   14 
wants  to  assess.  Typically,  expert  judgment  is  involved  in  content  validation,  the 
process to obtain the evidence of content validity. To generate the evidence, experts or 
specialists  make  judges  with  a  list  of  criteria,  a  rating  scale,  or  in  some  other 
systematic ways. It is important to ask experts whose opinions are respected. However, 
it has been pointed out that experts do not always agree with each other, and more 
types of validity evidence are needed in order to obtain better understanding of the 
quality of a test (Alderson, Clapham, & Wall, 1995; Brown & Hudson, 2002).   
On the other hand, empirical validity, or the so-called criterion-related validity, 
contains  two  subcategories—concurrent  validity  and  predictive  validity.  To  gain 
concurrent validity evidence, the correlation of the test and another independent and 
dependable assessment taken by the test takers at about the same time is calculated. 
As  for  predictive  validity,  it  is  measured  by  observing  the  candidates‘  future 
performance. For example, if a test used as a criterion for application of graduate 
school can accurately predict whether a student is capable of meeting course demands 
or not, it then has good predicative validity (Heaton, 1975; Hughes, 2003; McNamara, 
1996).   
What is worth noting is that it is not easy to build the two kinds of empirical 
validity evidence. For the first type of evidence, it is not easy to find a valid and 
reliable test which is available for the purpose of concurrent validation. If comparison   15 
with  another  test  is  needed  but  its  validity  and  reliability  is  unknown,  careful 
judgment and prudent interpretation should be made.  As for predictive validation, 
problems may arise due to the truncated sample. That is, only a part of the original 
test population can be used. For example, only students with good performance can 
obtain the entrance admission and be recruited into the sample while TOEFL test 
takers with poor performance could not be admitted into the course and thus become 
the missing sample for predicative validation. Or during the interval of two tests, the 
candidates already make progress to different degrees and the validity coefficient is to 
be inevitably depressed. Another problem, like concurrent validation, relates to the 
difficulty to find another version of the original test (Alderson et al., 1995).   
The  term  construct  refers  to  a  psychological  construct,  a  theoretical 
conceptualization about an aspect of human behavior which can not be observed or 
measured directly (Ebel & Frisbee, 1991). Construct validity then refers to whether 
the test is able to assess the underlying ability hypothesized in a theory of language 
ability.  Messick  (1989)  suggested  that  there  are  two  types  of  threats  to  construct 
validity— construct-irrelevant variance and construct under-representation. Construct 
irrelevant  variance  may  cause  a  test  either  more  or  less  difficult,  leading  some 
candidate to gain invalidly higher or lower score while construct under-representation, 
which  relates  to  the  issue  of  authenticity,  may  arise  if  the  breadth  of  content   16 
specifications for a test does not ―reflect the breadth of the construct invoked in score 
interpretation"  (Messick,  1989,  p.35).  Ways  to  obtain  construct  validity  evidence 
include correlating the components of the test, observing what test takers actually do 
when  they  respond  to  test  items  through  students‘  think-aloud  or  introspection, 
performing factor analysis to learn the main factors and loadings of the factors, or 
using Rasch analysis (Alderson et al., 1995; Baghaei, 2008).                     
Reliability 
Reliability concerns the question of how consistent the performance of the test 
takers  measured  by  a  test  is.  It  can  be  viewed  as  the  extent  to  which  scores  are 
consistent  or  replicable  (Hanna  &  Dettmer,  2004)  or  ―reproducibility  of  relative 
measure location‖ (Rasch Measurement Software and Publications, 2010). A reliable 
test score should be consistent across different characteristics of the testing situation. 
For example, if a candidate takes the same test twice, the scores obtained should be 
the same or approximately the same. Or if an individual takes two parallel tests, the 
scores  should  be  also  approximately  the  same.  Thus,  if  all  test  takers  are  ranked 
according to the scores from high to low, the ranking should be in the same order; if 
the test takers are designated into two groups—master and nonmaster, the group in 
which a candidate is categorized should be identical too. Another example would be 
that if a test, e.g. a writing test, is rated by one rater repeatedly or by more than one   17 
rater, the scores of the writing should be the same (Bachman & Palmer, 1996). Simply 
put, high reliability of a person means there is a high probability that candidates who 
are  estimated  with  higher  ability  really  have  higher  measures  than  those  who  are 
estimated with lower ability (Rasch Measurement Software and Publications, 2010).   
Nevertheless,  there  are  factors  which  might  affect  the  reliability  of  a  test, 
including the extent of the samples of the material selected from the test domain, and 
the  conditions  during  the  test  administration.  If  the  test  contains  too  limited  item 
samples,  candidates  may  fail  to  respond  correctly  due  to  random  errors.  More 
additional independent test items can provide candidates more chances of shots and 
thus test reliability can be improved, though excessive long tests should be avoided in 
case  candidates  become  tired.  On  the  other  hand,  the  conditions  during  the 
administration, including external environment, i.e. noise or the light, and test taker‘s 
internal  condition  such  as  health  or  emotion  conditions,  may  also  influence  the 
performance  or  the  scores  of  the  candidate  (Heaton,  1975;  Hughes,  2003;  Rasch 
Measurement Software and Publications, 2010). These variations in test conditions 
are then the sources of inconsistency, or measurement error, which should be avoided 
and controlled if possible (Bachman, 2004). Therefore, to achieve high reliability, a 
test with enough items and well-controlled test conditions are needed.   
To  compare  the  reliability  of  different  tests,  the  reliability  coefficient  or  the   18 
overall reliability to define the level of ability of test takers consistently, needs to be 
obtained (McNamara, 2000; Hughes, 2003). Several approaches are developed. One is 
known as the test-retest method. That is, to administer the same test after an interval. 
The drawback is some factors may interfere with the result. If the interval is short, 
practice effect or memory factor may cause the reliability to be higher. If the interval 
is too long, the learning may take place, causing the coefficient to be lower.  The 
shortcoming  of  the  first  method  leads  to  the  parallel-form  method.  However, 
alternative  forms  are  often  not  available.  Therefore,  the  third,  split-half  method, 
becomes  the  most  common  approach,  which  provides  the  information  about  the 
coefficient  of  internal  consistency.  This  method  requires  a  test  divided  into  two 
equivalent  halves through careful matching of items  in  terms  of difficulty.  Where 
items related to the same source such as items from one reading passage, the items 
should be placed in one of the two halves to avoid inflation since any error in the 
understanding of the source may affect the items in both halves. However, this method 
has the flaw that the items in one half may not be equivalent to the items in the other 
half. One solution is to use KR20 and Cronbach alpha, which solve the problem by 
determining the mean of all possible correlations (Weir, 2005).     
Reliability coefficient can range from one to zero. The index 1 means precisely 
the same result would be derived from a test taken by the candidate no matter when it   19 
is administered, while a correlation of 0.7 indicates that about fifty percent agreement 
between the scores. On the other hand, the index zero suggests a radically different 
performance  of  the  candidate,  implying  the  test  is  not  helpful  to  predict  the  true 
proficiency of the candidate at all. Generally speaking, a reliability estimate of 0.8 is 
considered to be the minimum acceptable level and a reliability level higher than 0.9 
is  needed  for  a  test  of  importance  (Weir,  2005;  Hughes,  2003).  The  greater  the 
reliability coefficient of a test is, the smaller the standard error of measurement (SEM) 
will be. The SEM of the test must be calculated based on the reliability coefficient and 
a measure of the spread of all scores on the test in order to estimate how close the 
observed score is to the true score. Then decisions can be made based on the scores. 
For instance, if the SEM indicates that the true score of a candidate is likely to be 
equal to or above the pass mark, then the candidate may still pass the test even though 
the actual score is below it. Thus, Hughes (2003) contended that all published tests 
should provide information about the reliability coefficient as well as the SEM.   
  Further, some tests require one or more than one rater to mark the responses of 
the test, especially in testing writing or speaking proficiency which are subjectively 
scored. In such cases, the consistency of the scores given by the raters is called scorer 
reliability  (Hughes,  2003).  The  rater  should  hold  the  same  degree  of  severity 
consistently to all test performances during the scoring process. Also, the rater needs   20 
to be consistent within himself in order to have intrarater reliability. In other words, he 
or  she  should  give  the  same  score  to  any  performance  with  equivalent  quality 
whenever  the  performance  is  scored.  And  if  there  is  more  than  one  rater,  the 
consistency between the raters, the interrater reliability, is needed. That is, one scorer 
should give the same mark as another whenever the performance of the same quality 
is  confronted.  The  scorer  reliability  is  measured  via  correlation.  The  perfect 
agreement of ratings is indicated by 1.0 of correlation. The satisfactory level is a 
correlation  of  0.9  or  above  (Weir,  2005)  while  0.7  or  lower  indicates  rooms  for 
improvement (Baker, 1989).      
Here several things should be noted. First, a test can be highly reliable with low 
validity while a valid test must provide consistently accurate measurement and be 
reliable. Put differently, a test, though rendering the same score to performances of a 
particular  quality,  is  still  meaningless  if  what  is  measured  is  not  the  behavior  of 
interests  (Johnson,  2001;  Hughes,  2003).  Second,  sometimes  there  is  a  tension 
between validity and reliability— maximizing the reliability of a test might reduce 
validity. For example, multiple-choice questions can provide excellent reliability; yet 
some  testers  would  consider  such  a  test  not  a  highly  valid  one  in  terms  of  real 
language use. Further, in some cases, the distinction between reliability and validity is 
blurred. For instance, if the subsections of a test are to test different traits and are less   21 
homogeneous, the internal reliability coefficient would be low. However, the test may 
still consistently measure the different traits. In such a case, the internal reliability 
does not seem to be an appropriate measurement for reliability coefficient of a test but 
a  good  measurement  of  validity  (Alderson  et.  al.,  1995).  As  Bachman  (1990) 
suggested,  some  researchers  have  emphasized  the  difference  between  validity  and 
reliability; however, when the reliability of a test is increased, a necessary condition 
for validity is also improved. Thus, Bachman contends that rather than treating the 
two criteria as distinct concepts, both can be better understood as two complementary 
aspects in measurements, i.e., ―identifying, estimating, and controlling the effects of 
factors that affect test scores.‖   
Test bias 
According to Code of Fair Testing Practices in Education, test designers should 
endeavor to make tests fair to test takers of different races, gender, ethnic backgrounds, 
or handicapping conditions (Kunnan, 2000). One concern of fairness is related to test 
bias.  Test  bias  occurs  when,  within  a  test,  there  are  factors,  which  systematically 
prevent accurate estimation of test takers‘ ability. Such bias may lead one subgroup of 
the candidates, or the focal group, to perform systematically differently from other 
candidates of the majority group called the reference group. Such difference, however, 
is  generated  due  to  factors  irrelevant  to  the  construct  intended  to  be  measured.   22 
Therefore, test bias is harmful to construct validity and the quality of a test. The test 
scores, as a consequence, do not have a common meaning for all test takers. On the 
other hand, a test without bias can better ensure the fairness of the test to different 
groups of candidates (Milanovic, 1999). 
The bias sources cited in language testing often include rater errors, background 
knowledge,  and  the  test  method  or  format.  Rater  errors  can  be  the  result  of  the 
different severity of the scorer toward a particular subgroup of candidates. The rater 
may be more severe and harsh to a particular group due to the interaction involving 
the rater and the rating situation. As for background knowledge, if the content of the 
material is familiar for one group but not for another, the poorer performance may be 
caused by the lack of background knowledge, which limits the test taker‘s capacity to 
deal with the linguistic demands, not by his or her insufficiency of language ability. 
Therefore,  differences  in  cultural  background  and  content  knowledge  may 
inappropriately influence test takers‘ performances, and content consideration may be 
a  necessity  in  the  process  of  test  construction.  Further,  if  one  test  format,  e.g. 
computer-based responses, is more manageable for a particular group than for another, 
test bias can be aroused too. Or the rubrics may favor one group. For example, if the 
instructions  are  too  complex  or  are  given  in  the  target  language,  the  test  may 
consequently favor high proficiency test takers (Davies et. al, 1999; Kunnan, 2000;   23 
Bachman & Palmer, 1996; Hanna & Dettmer, 2004).     
  Since it is essential for a test to be valid and fair to all test takers regardless of 
their backgrounds, it is important to investigate whether the test contains any biased 
items that threat the validity of the test and contaminate the test interpretation. Usually 
differential item functioning (DIF) analysis can detect test bias against groups of test 
takers (e.g. male and female). It is said that DIF occurs when two groups of test takers 
with the same proficiency level have significantly differential probabilities of giving a 
correct response. If DIF is found in a test item, the content analysis of the item is then 
carried  out  in  order  to  pin  down  the  source  of  variance  other  than  the  construct 
intended to be measured by the test (Kim, 2001; Pae, 2004; Hauger & Sireci, 2008). 
In  other  words,  DIF  is  a  necessary  condition  for  bias,  but  not  a  sufficient  one. 
According to Kim (2001), although the DIF items do not directly indicate the test is 
biased, the detection is an important step to ensure the validity of the test and to avoid 
potential source of bias. Most studies on DIF have focused on groups of test takers 
with different native languages (e.g. Kim, 2001; Hauger & Sireci, 2003), cultures, 
genders (Zeidner, 1987; Ryan & Bachman, 1992; Takala & Kaftandjieva, 2000), or 
minority groups (Zeidner, 1986; Lee, 2000)   
Two  types  of  DIF  have  been  distinguished—uniform  and  non-uniform  DIF. 
Uniform DIF takes place if one group of candidates performs significantly different   24 
across all range of proficiency. For example, on a test item, all members in the female 
group score higher than those from the male group. On the other hand, non-uniform 
DIF refers to the situation in which systematic difference still can be found; however, 
the  direction  changes  at  a  particular  point  on  the  proficiency  scale.  For  instance, 
females  with  overall  higher  proficiency  do  better  than  males  with  overall  higher 
ability  while  low-proficiency  females  perform  worse  than  low-proficiency  males. 
Simply put, uniform DIF is similar to a main effect whereas non-uniform DIF relates 
to  an  interaction  between  proficiency  and  performance  differences  across  groups 
(Hauger & Sireci, 2008).   
So  far,  a  variety  of  methods  have  been  developed  to  detect  DIF,  e.g.  the 
Mantel-Haenszel  procedures,  the  Standardization  procedure,  logistic  regression, 
logistic discriminant function analysis, Lord‘s chi-square, Raju‘s area measures, and 
the IRT-based likelihood ratio test. The choice of analysis method needs researchers to 
take several things into consideration such as the characteristics of the test scores, i.e. 
binary or dichotomous, nominal or ordinal etc. (Kim, 2001). 
A socio-cognitive framework for validating tests 
From the previous literature review on reliability and test bias, apparently the 
two  are  closely  associated  with  construct-irrelevant  variance,  which  according  to 
Messick  (1989)  threats  the  validity  of  score  interpretation  (Hauger  &  Sireci,   25 
2008)—reliability is related to the measurement error while test bias implies the test 
does not measure solely the target construct but also something else. The relation 
between reliability, test bias, and validity can then be better described in a framework 
proposed by Weir (2005). In this framework, both of the concepts of reliability and 
test bias are summarized under a superordinate category, validity.  Some terms are 
modified as well, such as reliability termed scoring validity to emphasize its part in 
the wider validity concepts.  In the following passages, concepts held by Weir are 
presented; then a general overview of Weir‘s socio-cognitive framework for validating 
tests is given. 
To begin with, Weir (2005) suggests that validity does not reside in the test itself 
but in the test scores on a particular administration. Following Messick (1995), Weir 
took  score  interpretation  and  social  test  consequence  into  consideration,  i.e. 
consequential validity, which concerns about the well-foundedness of the inferences 
drawn from the result of the test, and viewed construct validity as a superordinate 
category  for  test  validities,  though  Weir  himself  named  it  validity.  Further,  since 
validity is multifaceted and is a ‗relative‘ concept—a test may have strong content 
validity but low scorer validity, different types of validity evidence must be provided 
if the justification of a test is required.   
   Figure 2 provides a general picture of Weir‘s socio-cognitive framework. As can   26 
be  seen  in  the  figure,  Weir  distinguished  two  categories  of  validity  evidence—  a 
priori validity evidence collected before the test administration and posteriori validity 
evidence collected after the test event. The former includes theory-based validity and 
context-based  validity  whereas  the  latter  contains  scoring  validity,  consequential 
validity, and criterion-related validity.   
For the a priori evidence, theory-based validity is related to test specifications, 
which  address  the  abilities  involved  in  the  test  domain.  On  the  other  hand, 
context-based validity is similar to content validity but in a broader sense considering 
the social dimension of language use. Construct validity, in Weir‘s view, is ―a function 
of the interaction of these two aspects of validity and is not just a matter of ability 
within the individual in isolation.‖   
After the test has been administered, another type of validity, scoring validity, is 
collected. Scoring validity, which serves as a superordinate term for all aspects of 
reliability such as internal consistency and scorer reliability, concerns about the extent 
to which the test is reliable and free from bias or error variance. While Bachman 
(1990)  regarded  validity  and  reliability  as  two  complementary  aspects  in 
measurements, Weir further suggested that reliability be a type of validity evidence.     27 
 
Figure 2. A Socio-cognitive Framework for Validating Tests (adopted from Weir, 
2005) 
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and also the impact of the test on individual test takers, institutions, and even the 
whole society (consequential validity) is investigated. Here the focus is on the use and 
inferences based on test scores—whether the value of the test is useful for intended 
purposes and whether the use can be justified and accepted by the social value. In 
other words, consequential validity is associated with test impact (i.e. the effect of a 
test on the society), washback, and differential validity. Among the three, differential 
validity concerns whether a particular group of test takers suffer from the test due to 
their gender, ethnic origin or other relevant background features. That is to say, this 
validity evidence is closely related to test bias and DIF analysis. Studies on this issue 
consequently are important in language testing to ensure test fairness, which is often 
valued in the view of critical language testing. 
Issues About Language Test Development 
Language Ability 
Before constructing a good language test, test designers should have a clear idea 
about what the test aims to measure. Therefore, this subsection briefly overviews the 
development of the concept of language ability and then illustrates specifically the 
currently  recognized  framework  of  language  ability—communicative 
competence—and the English Curriculum Guidelines in Taiwan.   
In the middle of the twentieth century, the early definition of language ability   29 
was largely based on the work of American Structural linguists, who viewed language 
as the composite of discrete divisible elements. Language can be broken down into 
small bits such as phonemes, morphemes, and lexis (Baker, 1989, ch 3; Brown, 2000). 
For instance, Lado and Carroll in the early 1960s proposed a skill/ component model, 
which distinguished four skills—speaking, listening, reading, and writing—and four 
levels of knowledge including phonology, syntax, lexis, and culture. However, since 
the model viewed language as a static system, it failed to recognize the importance of 
the  context  of  language  use,  ignoring  the  real  time  dimension  to  language  use 
(Bachmen,  1990;  Baker,  1989).  The  shortcomings  later  led  to  the  concept  of 
communicative  competence  and  also  influenced  the  evolution  of  language  test 
development.   
With the rise of Social Constructivism, researchers started to view language as 
communication across individuals and the term communicative competence was then 
first coined by Dell Hymes (1967; 1972) and became the household word in SLA. 
Hymes, as a sociolinguist, argued that Chomsky‘s (1965) concept toward language 
competence, i.e. rule-governed creativity, is too limited and failed to fully explain the 
social and functional rules of language. In the 1970s, researchers further distinguished 
linguistic competence and communicative competence (Hymes, 1967; Paulston, 1974). 
The former refers to the knowledge about language forms while the latter refers to the   30 
knowledge that enables a person to communicate with others in real contexts. Later, 
Canale  and  Swain  (1980;  1983)  distinguished  four  components  of  communicative 
competence—grammatical  competence,  discourse  competence,  sociolinguist 
competence,  and  strategic  competence.  Grammatical  competence  includes  ―the 
knowledge  of  lexical  items  and  rules  of  morphology,  syntax,  sentence-grammar 
semantics,  and  phonology  (Canale  &  Swain,  1980).‖  Here,  the  concept  of 
grammatical competence is similar to what Hymes called linguistic competence. The 
second element is discourse competence, which is related to cohesion and coherence. 
In other words, grammatical competence is concerned with sentential level grammar 
whereas discourse competence is more related with intersentential relationships. The 
third component, sociolinguistic competence, is the knowledge of socio-cultural rules 
of  language  and  concerns  the  appropriateness  of  language  use  based  on  the 
information of the context such as the roles of participants or the function of the 
interaction. The last is strategic competence, which is the most complex construct. At 
first,  it  is  narrowly  defined  as  the  knowledge  of  compensatory  strategies  such  as 
paraphrasing or repetition. Later, it was redefined over years in order to broaden its 
notion. Swain in 1984 included ―communication strategies that may be called into 
action either to enhance the effectiveness of communication or to compensate for 
breakdowns‖ while Brown (2000) simply called it as the way people  ―manipulate   31 
language in order to meet communicative goals.‖ 
Later the model proposed by Canale and Swain (1983) was modified by Lyle 
Bachman (1990). Bachman renamed discourse competence as textual competence and 
grouped grammatical competence and textual competence together under the category 
of organizational competence. Moreover, he split Canale and Swain‘s sociolinguistic 
competence  into  two  pragmatic  categories—illocutionary  competence  and 
sociolinguistic competence. Illocutionary competence deals with the functional aspect 
of language whereas sociolinguistic competence is concerned about register, social 
status, cultural reference, and naturalness of using the language. The components of 
language competence can be illustrated with figure 3. 
 
Figure 3. Components of Language Competence (Bachman 1990) 
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As  for  strategic  competence,  Bachman  did  not  label  it  under  language 
competence.  Instead,  he  treated  it  as  an  entirely  separate  component  of 
communicative language ability (see figure 4) and viewed it as an important part of all 
communicative language use which performs ―assessment, planning, and execution 
function in determining the most effective means of achieving a communicative goal 
(Bachman, 1990).‖   
 
Figure 4. Components of Communicative Language Ability in Communicative 
Language Use (Bachman 1990) 
 
 
Knowledge structures 
Knowledge of the world 
Language competence 
knowledge of language 
Psychophysiological 
mechanisms 
Strategic   
competence 
Context of 
situation   33 
In Taiwan, the goal of English education at junior high school level is outlined in 
the  Grade  1-  9  Curriculum  Guidelines.  Based  on  the  Curriculum  Guidelines,  all 
textbook publishers have to create their teaching materials with the same core learning 
objectives.  According  to  the  guidelines,  the  objectives  of  the  English  curriculum 
include  having  students  develop  language  ability,  cultivate  interests  in  learning 
English and good habits, and, finally, know more about different cultures and customs. 
Among these, language ability is further divided into four components— listening, 
speaking,  reading,  and  writing.  Nevertheless,  the  guidelines  also  emphasize  the 
development of English in real use and thus include the fifth category—language use 
with integrated skills. In addition, the guidelines specify the principles of creating 
teaching materials. That is, the materials should contain different themes and genres, a 
variety  of  communicative  functions,  and  language  components  such  as  alphabets, 
phonology, lexis, and sentence patterns.     
Though the theoretical framework of language ability is not explicitly pointed 
out in the guidelines, it seems that the current trend in Taiwan adopts the framework 
integrating the traditional skill/ component model of Structuralism—four skills and 
the  language  components  such  as  phonology,  lexis,  syntax  and  culture—and  the 
later-developed communicative competence model, which values the functional use of 
language in context.     34 
Test Types   
After holding a belief of what language ability is, test developers also need to 
take into consideration what type of the test they are going to construct. Tests can be 
divided into different types in several ways. One way is to categorize tests based on 
the purpose and function (Brown, 2004; Johnson, 2001; Hughes, 2003; McNamara, 
2000).  In  this  regard,  there  are  four  major  types  of  tests  in  general.  This  section 
presents these different types of tests depending on the purposes—proficiency tests, 
placement tests, diagnostic tests, and achievement tests. 
Proficiency  tests  are  designed  to  measure  one‘s  proficiency  in  a  language. 
Usually this kind of test does not relate to any specific content or syllabus. Rather, it is 
based on the specification of what test takers should be able to do in order to be 
viewed proficient for a general or particular purpose. Representative tests include Test 
of  English  as  a  Foreign  Language  (TOEFL),  the  International  English  Language 
Testing System (IELTS), and General English Proficiency Test (GEPT) in Taiwan.   
As for the placement test, also viewed as a particular form of proficiency test 
(Johnson,  2001),  it  is  used  to  provide  information  that  helps  place  students  into 
appropriate levels of a language course in a language institute or school. Therefore, it 
is often implemented at the beginning of a course or a program. Though it is also 
related to testing one‘s proficiency, the content of the test is usually identified with or   35 
covers the key feature of the coming course. For example, if one major component of 
the course is taking lecture notes, the placement test may measure the test taker‘s 
present capacity in that specific area.   
The third type is the diagnostic test, which is used to identify learners‘ strengths 
and weaknesses. Often, it assesses the extent of success in a specified aspect of a 
language. The information from the diagnostic test can be used further for purposes 
like placement, selection, planning of courses, or identifying where remedial teaching 
is needed. Though according to Hughes (2003), there are very few tests constructed 
solely  for  the  diagnostic  purpose,  virtually  any  language  test  can  provide  some 
diagnostic information potentially (Bachman, 1990). 
The last type is achievement tests, also called attainment tests (Milaovic, 1999). 
In contrast to the proficiency test, this kind of test is directly related to classroom 
lessons,  courses,  or  curricula.  The  information  obtained  from  the  test  is  used  to 
evaluate  how  well  students  have  learned  in  the  course  with  specified  learning 
objectives and whether the objectives have been achieved or mastered by the end of a 
period of time. Hughes (2003) stated that there are two types of achievement tests. 
One is the progress achievement test and the other is the final achievement test. The 
former is administered during the period of instruction while the latter is generally 
implemented at the end of a course. One representative example of the achievement   36 
test is the school monthly examination.   
Two things should be noted here. First, the proficiency test is rarely used at 
school whereas the others are all frequently administered (Brown, 2004). Moreover, in 
many cases, one test may serve more than one function. Take the school monthly 
examination as example, such tests may function as both diagnostic and achievement 
tests. 
Common Test Item Types 
The section reviews some common test item types in language tests. To begin 
with, Hughes (2003) termed different test items under the label of test techniques, 
defining them as ―the means of eliciting behavior from candidates that will tell us 
about their abilities.‖ Other researchers like Brown and Hudson (2002) simply named 
them test items and termed the analysis ‗item format analysis‘; Brown (2004) and 
Bachman (1996) used another term ‗task‘. Since the term ‗task‘ is also used to refer to 
the  activity  in  teaching,  ‗test  item  types‘  is  adopted  to  avoid  confusion  while 
‗technique‘ is used alternatively in the study.   
An item generally includes a prompt or stimulus, which may also be in different 
forms such as a question, a quotation, or an instruction, to elicit a response from test 
takers. On the basis of the response, a decision about the test taker‘s ability can be 
made. Based on the response type of the technique, two major categories of test items   37 
can be distinguished— selected-response and constructed-response. Selected-response 
items, or forced-choice items, are those which require candidates to choose answers 
from  a  range  of  options.  On  the  other  hand,  constructed-response  items,  or 
open-ended  questions,  require  test  takers  to  formulate  their  own  responses.  The 
former type is often used to assess test takers‘ comprehension or recognition ability 
whereas the latter can be used to elicit the productive ability (Brown & Hudson, 2002; 
Hughes, 2003; Milanovic, 1999).                     
In the following, common test techniques which are relevant to the current study 
are  presented—they  are  binary  item,  multiple-choice  question,  matching,  editing, 
gap-filling,  cued  vocabulary  spelling,  grammatical  transformation,  and  sentence 
translation. Then, according to their features, these item types are categorized into the 
two  general  types  along  with  summaries  of  their  overall  advantages  and 
disadvantages. 
Binary Item 
This item type requires test takers to choose one answer from two options, which 
may be in the form of true /false or yes/no, by circling or darkening the correct circle. 
The following is one example.   38 
 
The  advantage  of  this  kind  of  test  format  is  that  it  measures  comprehension 
ability in a simple way. However, since there are only two options, large guessing 
factor (50%) may be involved and lead to the reduced test reliability and validity 
(Milanovic, 1999). Hughes (2003) thus directly pointed out that such items should not 
be used in a formal test. To discount the effect of chance, test writers need to create a 
large amount of items. In addition, it is suggested that the use of absolutes such as 
―always‖, ―all‖, or ―never‖ should be avoided because there are few absolutes in the 
world. Items contain these words tend to be false and test takers can easily use their 
world knowledge to guess and choose the right answer (Brown and Hudson, 2002). 
Multiple-choice Question 
The basic structure of a multiple-choice question is composed of a stem, which 
often  takes  the  form  of  an  incomplete  sentence  or  a  question,  and  a  number  of 
options— one correct or best answer and several distractors. Usually, there are two to 
four distractors. This technique requires the test taker to examine some verbal stimuli 
and then select the best answer that completes the statement. Here is an example. 
Ex:    聽 CD，櫍音相同的選 A，否則選 B 
The test taker hears: rice, nice 
The test taker reads: (A) Same (B) Different 
 
Answer: (A)                      Adopted from the compared test (CT)   39 
 
There  are several  advantages  of multiple-choice questions.  First,  this  kind of 
format is useful for testing a wide variety of learning points. Moreover, it allows test 
writers to include more items in a time-limited test, ensuring wide sampling in the 
target domain. Third, since there is only one correct answer in an item, the scoring is 
easy and objective. In other words, this format is economical to score (Hughes, 2003). 
However, this technique is also criticized and has its own drawbacks. First, it is often 
overused  for  inappropriate  purposes.  For  example,  it  is  inappropriate  to  use 
multiple-choice  questions  to  test  writing  ability  or  communicative  competence 
(Brown  &  Hudson,  2002).  Second,  it  is  difficult  to  construct  successful  items, 
especially due to the difficulty of creating good distractors. Moreover, it only tests 
candidates‘ knowledge of recognition, and no productive ability can be revealed. It is 
also criticized for the unknown effect of guessing, though its guessing factor is much 
smaller, i.e. 50% to about 25%, than that of the binary item (Brown & Hudson, 2002). 
The ideal number of distractors is often four. The requirement of enough options also 
leads to the restriction of what can be tested. If no good distractors can be generated 
from the stimulus, then the technique may not be utilized. It is suggested that when 
Ex: Choose the best answer: 
(      ). Christina ____ a very good student. She studied hard every day. 
(A) was        (B) were          (C) is          (D) are   
Answer: (A)                                            Adopted from the target test (TT) 
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this type of item is constructed, there should be only one genuinely correct answer 
without ambiguity, especially in inferencing questions. Thus, it is important to provide 
sufficient contexts in the stem. Moreover, the alternatives should be good distractors 
and of attraction to certain students. The options should be in approximately equal 
length and all fit equally well to the stem. However, overlapping of the options and 
wordiness should be prevented. At last, the response should take into consideration 
candidates‘ application of language ability, not just of their background knowledge 
(Brown & Hudson, 2002). 
Matching 
This type of test item provides a list of choices and requires candidates to match 
words or phrases in another list. For example:   
 
The advantage of the item is its requirement of little space and lower guessing 
factor compared with the previous two types. However, once most of the items have 
Ex:  讀讀看，把最適當的答句代號填入空格中，答案不得重複 
 
 
 
 
 
 
 
 
 
(    ) 1. Was he nervous yesterday?   
(    ) 2. How was your day? 
(    ) 3. What do you usually do in 
your free time?   
 
a. It was great.                                   
b. I usually go there by bus.   
c. I usually go biking. 
d. No, he wasn’t. 
e. He was in the USA.         
Adopted from the exercise book of Jia-ing (volume 2)   41 
been accurately matched, the chance of correctly responding to the rest of items will 
largely increase. Like all selected-response items, it is still amenable to the guessing 
factor. The guidelines to write matching items include creating more options than 
prompts and insuring that all options are plausible. In addition, each item in one list 
should only match one item in another list (Brown & Hudson, 2002). 
Editing 
Editing technique often uses a passage which contains errors for test takers to 
recognize. It could simply ask the candidate to identify one error in each line of a text. 
It could also be in the form of multiple choice questions, which requires the candidate 
to choose the options containing an error. Some test writers have tried to make the 
task more realistic by not necessarily introducing one error in one line and at the same 
time asking test takers to identify all errors without informing the total number of 
mistakes. However, Alderson et al. (1995) argued that adopting this form not only 
increases  scoring  difficulty  but  also  wastes  students‘  time  scouring  the  text  for 
possible errors. Thus, they suggested that test designers should at least tell test takers 
how many errors there are. The following is an example.   42 
 
  Moreover, writers should avoid using sentences where the error may be corrected in 
more  than  one  way.  For  example,  in  the  item,  ―(A)In  spite  of  the  rain/  (B)the 
children’s teacher/(C) would not allow them/ (D)stay indoors during playtime,‖ the 
error can be modified in two ways. One is changing (C) into ―would not let them‖ and 
the other is changing (D) into ―to stay indoors during playtime.‖ Thus, this may not 
serve as a good test item and modification is needed (Heaton, 1975).   
One strength of this technique is that the behavior elicited is closely related to the 
skills required when students have to proof-read papers or homework they have just 
written. Nevertheless, some psychologists and teachers contended that this method 
emphasizes the negative aspects of language learning too much, arguing that learners 
should  not  be  exposed  to  too  much  incorrect  input.  Instead,  learners  should  be 
encouraged to focus on recognizing and producing the correct forms. One solution 
then is to ask students to further correct the answer (Brown, 2004; Heaton, 1975).   
 
Ex: Each sentence contains four words or phrases underlined, marked A, B, C, 
and D. Select the underlined word or phrase which is incorrect or unacceptable. 
1.  I didn’t see Bill since he went into hospital last month.   
     (A)                                (B) (C)                  (D) 
Answer: (A)                                                  Adopted from Heaton (1975)   43 
Gap-filling   
This technique often provides a language context in which some words or phrases 
are  missing,  demanding  test  takers  to  restore  the  deleted  words  or  phrases.  The 
missing word or phrase is deliberately deleted by test writers in order to test specific 
language  aspects  such  as  grammar  or  comprehension.  This  type  works  well  with 
reading  or  listening.  It  also  works  well  to  test  grammar  and  vocabulary  points. 
However,  it  is  not  always  easy  to  create  an  item  with  only  one  correct  answer. 
Moreover, sometimes a candidate can not give a correct response, not because they 
lack the linguistic knowledge, but because ―the word simply does not spring to mind‖ 
(Alderson et al., 1995). Below is one example. 
 
There are some advantages of this type— the easiness to create gap-filling items, 
flexibility to use in a variety of language points, efficiency of administration, low 
guessing factor, and the capability to test productive ability and the interaction of 
receptive and productive skills. However, it can only test a single word or a phrase in 
one  item.  Further,  because  the  response  is  constructed  by  test  takers  rather  than 
provided by a limited set of options, there may be many possible answers.  Thus, 
Ex: 1. ___________ Papayas, apples, and oranges are my favorite f______t. 
     2. ___________ Look at your room. There is garbage everywhere. It’s so d______y. 
Answers: 1. fruit 2. dirty                      Adopted from the target test (TT) 
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sufficient contextual clues should be presented. Moreover, test writers should keep the 
blank length consistent in order to prevent giving extra information such as the length 
of the response and avoid putting blanks too close together especially when the blanks 
may interdependent on each other. The instruction should be clear about the number 
of word in  a blank and whether contractions  like it’s and I’m count  as one word 
(Hughes, 2003; Brown & Hudson, 2002).   
Cued Vocabulary Spelling 
This item type tests the production ability and requires the candidate to directly 
write down the vocabulary which is intended to be tested with cues like definitions in 
the target language or the embeddedness of the vocabulary in a sentence to provide 
contextual  clues.  The  main  difficulty  in  testing  productive  vocabulary  ability, 
according to Hughes (2003), is to use simpler words to limit the word that the test 
writer expects to test. One way is to use picture cues. However, the picture used needs 
to  be  unambiguously  drawn  and  often  restricted  to  cues  about  concrete  nouns. 
Moreover, it is largely decontextualized and thus loses popularity under the trend of 
communicative movement (Milanovic, 1999). Below is an example.     45 
 
Sentence Transformation 
Sentence transformation is a kind of controlled writing. It requires test takers to 
rewrite the sentence by giving a word in the bracket or the beginning of the new 
sentence or by providing direct instructions such as to change the declarative sentence 
into interrogative (Heaton, 1975). For example:   
 
This type of item is useful for testing the ability to produce structures in the 
target language. It also helps improve students‘ sentence structure, length of sentence 
writing and sentence variety (Raimes, 1983). According to Heaton, this method is the 
Ex:      1.                                              2.   
 
 
 
     _________                                    __________       
Answers: 1. hat                                    2. pizza 
                             Adapted from the compared test (CT) 
EX: 1. Did you make bamboo rice for your mom? (肯定簡答)                       
     _______________________________________________________ 
   2. France is very good at tennis. 
     France plays______________________________________________ 
Answers: 1. Yes, I did. 
        2. France plays tennis (very) well. = expected answer 
              France plays very good tennis= possible answer     
            Q 1 adopted from the target test (TT); Q 2 from Heaton (1975)   46 
closest type among objective items to measure the skills in composition writing. And 
overall, this kind of test is easy and practical to administer and usually has high scorer 
reliability (Brown, 2004). However, subjective decisions, such as whether making a 
spelling error should be penalized or not, may still need to be made in the scoring 
process.  Therefore,  such  supposedly  objective  items  may  be  still  difficult  to  rate 
consistently  (Alderson  et  al.,  1995).  Moreover,  it  is  often  difficult  to  restrict  the 
number  of  possible  answers.  Though  normally  the  restriction  is  not  essential  for 
classroom tests due to the fact that teachers are fully aware of all the possible correct 
answers, the students may be able to avoid using the structure being tested. That is, it 
is hard to elicit the particular form which is intended to test sometimes (Heaton, 1975). 
In addition, it lacks a meaningful context, failing to give students opportunities to 
practice producing sentences in a meaningful way. Though it is possible to give a 
sense of context by making the sentences in a sequence, often the provision of context 
does not allow for free transformation of sentence patterns which the test writer wants 
to test.   
Sentence Translation 
Labeled as an integrative test by Heaton (1975), this type of test item requires 
test  takers  to  translate  sentences  from  one  language  to  another  language—usually 
from  L1 to  the target  language—  and thus  needs  all test  takers sharing the same   47 
language with similar proficiency, e.g. first language. Translation has a long history in 
language teaching and has been disfavored nowadays due to the current pedagogical 
stance  favoring  communicative  language  learning.  However,  according  to  Brown 
(2004), the use of translation is in fact a communicative device for learners who live 
in EFL countries, where the target language is not prevailing. This kind of item type 
allows test writers and scorers to have a control of the output of the candidate, such as 
the content, vocabulary, and grammar. Thus, the scoring can be more easily specified. 
Below is an example. 
 
However,  it  shares  similar  shortcomings  with  grammatical  transformation 
items— lack of meaningful context and many possible answers. Further, the test of 
translation tends to be unreliable due to the complex nature of the skills involved and 
the method of scoring which takes rater judgment. As Heaton (1975) pointed out, 
good  translation  takes  not  only  a  certain  degree  of  proficiency  of  both  mother 
language and the target language but also good proficiency in comparative stylistics 
and translation methods. Thus, test writers should avoid creating artificial unauthentic 
Ex:  1.  你的車子多舊䶆?   
     ____________________________________________________ 
      2. Money doesn’t mean a lot to me.   
     ____________________________________________________ 
    Answers: 1. How old is your car?          Adopted from the target test (TT)   
            2.  錢對我來說意義不重大。Adopted from the compared test (CT)   48 
sentences or requiring test takers to do word-for-word translation of difficult texts.   
    From  the  above  discussion,  it  can  be  concluded  that  the  first  three  types  of 
items—binary items, multiple-choice questions, and matching— are selected-response 
items  while  the  last  four—gap-filling,  cued  vocabulary  spelling,  grammatical 
transformation,  and  sentence  translation—are  constructed-response  items.  As  for 
‗editing‘, it can be either selected or constructed response items depending on its 
response  format  –  requiring  identification  only  or  demanding  further  provision  of 
correct forms. Since the test analyzed in the study only requires test takers to provide 
corrected answers, ‗editing‘ is identified as constructed-response items. 
In  regard  to  the  advantages  and  disadvantages  of  the  two  general  types,  the 
selected-response  items  have  been  criticized  for  trivializing  assessment  and  the 
chance  of  responding  correctly  by  merely  guessing.  However,  they  have  the 
advantage of being easy to score because they do not require discretionary judgment 
(Brown  &  Hudson,  2002;  Hughes,  2003;  Milanovic,  1999)  and  there  is  only  one 
correct answer, i.e. key, to the item. Therefore, the score given to an individual is 
either right or wrong. The feature of objective scoring also lends selected-response 
items to the strength of machine scoring (Alderson et al., 1995; Milanovic, 1999).   
On the other hand, the constructed-response items can lower the probability of 
guessing and permit test designers to observe how well students are able to produce   49 
language  use.  Consequently,  compared  with  selected-response  items,  they  allow 
students to have more freedom to use their words to express, and the performances 
during the test-taking process are more like real-world language use. Nevertheless, the 
freedom for students to construct their own answers also leads to multiple answers to 
the item (Brown & Hudson, 2002). The answers to such an item are called mark 
scheme, which markers can rely on  and thus  objectively score the items.  Though 
ideally test designers should be able to offer a complete mark scheme to markers, it is, 
in  fact,  difficult  to  list  all  possible  answers  prior  to  the  first  test  trial  or  test 
administration. Generally, the longer the response of an item takes, the more different 
answers could be constructed, especially when the way of an item to elicit a response 
is not well-formulated. The deficiency of the mark scheme could cause inconsistency 
of rating and low reliability, particularly when raters have to exercise their judgment 
independently. Therefore, it is pointed out that scoring constructed-response items is 
often  more  subjective  than  selected-response  items  and  that  the  test  constructors 
should make a record of which unpredicted answers are acceptable or unacceptable 
during the test trial. Examiners should also construct their own answers during the 
training program in order to decide if additional answers should be included in the 
mark scheme (Alderson et al., 1995; Milanovic, 1999; Brown & Hudson, 2002). 
It  is  worth  noting  here  that  researchers  seem  to  differ  slightly  in  terms  of   50 
categorizing  the  test  items  to  different  scoring  methods.  Alderson  et  al.  (1995) 
contended that objective marking is used for items where candidates are required to 
produce  responses  that  are  marked  as  either  correct  or  incorrect.  Items  including 
multiple-choice questions, grammatical transformation, cloze tests, or short-answer 
tests  requiring  candidates  to  use their own words  to express  the required idea  all 
belong to this category. On the other hand, subjective marking is used for tests of 
writing or speaking where scorers have to assess how well a candidate completes a 
given task with a holistic rating scale or an analytic rating scale. In this regard, all the 
eight item types here require objective marking (Alderson et al., 1995). Nevertheless, 
short-answer  questions,  including  grammatical  transformation,  and  sentence 
translation,  are  also  labeled  as  subjectively  scored  test  items  by  other  researchers 
because the judgment on the part of the scorer is  marginally required (Milanovic, 
1999). To put it simply, while the first six item types are objectively marked, the 
scoring type of grammatical transformation and sentence translation, which are also in 
the form of short-answer questions, is somehow blurred.   
In this current study, the view that the two are marginally subjective-scored items 
is  adopted  for  two  reasons.  First,  compared  with  all  the  other  six  item  types, 
grammatical  transformation  items  and  sentence  translation  items  tend  to  require 
candidates to provide longer responses, eliciting a wider range of possible correct   51 
answers. Second, the two types of test items, unlike gap-filling generally focusing on 
a narrow range of specific language components, tend to be more general in nature 
and thus require candidates to exercise more complex language processing (Brown & 
Hudson,  2002).  Consequently,  raters  need  to  take  more  into  consideration  while 
scoring candidates‘ production and, at the same time, manifesting the weighting of the 
language components accurately instead of the binary distinction of right or wrong. 
Therefore,  grammatical  transformation  and  sentence  translation,  in  this  study,  are 
regarded as judge-mediated subjectively scored items. 
Measurement Theories in Language Assessment 
Item Analysis 
The purpose of item analysis is to examine the quality of test items in a test. 
Faulty or inefficient items found can be revised or deleted from the test to improve its 
usefulness  (Bachman,  2004).  In  the  following,  two  influential  psychometric 
measurement theories in language assessment are reviewed— Classical Test Theory 
and Latent Trait Theory. In addition, an extension of the latter theory, the Multi-facet 
Rasch Measurement, is introduced. 
Classical Test Theory (CTT) 
According  to  Classical  Test  Theory,  also  known  as  Classical  True  Score 
Measurement Theory, an observed score is composed of a true score and an error   52 
score. The theoretical definition of reliability then can be expressed in an equation: 
reliability=  the  true  score/  the  observed  score;  the  standard  error  of  measurement 
(SEM) indicates the extent to which the observed score affected by the error score. As 
mentioned in the section of reliability, the better the test reliability is, the smaller SEM 
would be. Thus, efforts on test construction to enhance test reliability are important 
for accurate estimates of the true score (Bachman, 2004).     
Item analysis based on CTT can provide three kinds of information about test 
items.  One  is  the  overall  test  reliability,  which  has  been  mentioned  previously. 
Another is item difficulty or facility value in Hughes‘ term. The third one is item 
discrimination (McNamara, 1996; McNamara, 2000; Hughes, 2003). Regarding item 
difficulty, ranging from one to zero, it shows the difficulty level of a test item. If the 
proportion of test takers who get the incorrect answer is high, the difficulty level of 
the  item  is  high.  For  example,  if  one  hundred  people  respond  to  an  item  and 
thirty-four are incorrect, the item difficulty is 0.34 (34 divided by 100). In reverse, the 
facility value is 0.66 (the number of people who give right responses divided by the 
total number of subjects).     
Normally,  items  with  extremely  high  or  low  facility  index  are  not  very 
informative since they provide little information about the varying levels of ability of 
the test samples. Items with facility value of 0.5 is said to be ideal for providing the   53 
widest scope for variation among test takers, but generally the range from 0. 33 to 
0.66  is  acceptable.  However,  test  constructors  can  decide  and  choose  items  with 
certain  facility  value  in  order  to  ensure  that  the  test  population  can  achieve  the 
required mean score (McNamara, 2000; Alderson et al., 1995). 
As  for  the  analysis  of  item  discrimination,  the  discrimination  index  provides 
information on how well this item discriminates between candidates who do well on 
the  test  overall  and  those  who  do  poorly.  For  example,  if  an  item  displays  good 
discrimination index, it is expected that people who get more correct answers in the 
overall test should do better on this item. The theoretical maximum of the index is one. 
On the other hand, if the item can not discriminate at all, it has an index of zero. That 
is, on this item, strong candidates do equally well or badly as weak candidates. If the 
candidates who do poorly in the overall test do better on this item than candidates who 
do well overall, the index would be negative, implying that the item  needs  to  be 
revised or discarded (Alderson et al., 1995).   
It is suggested that discrimination value is important because a test with more 
discriminating items indicates better reliability (Bachman, 2004). Normally, an item 
with discrimination index of 0.4 or above is acceptable (Alderson et al., 1995). To be 
more specific, for norm-referenced tests, which aim to separate candidates along the 
rank of ability scale, item discrimination indicates how well an item discriminates   54 
between  candidates  who  score  high  overall  and  those  who  score  low,  while  for 
criterion-referenced  tests,  which  set  a  predetermined  pass  mark  before  test 
administration, item discrimination refers to how well the item classify candidates 
into  master  or  nonmaster  accurately  (Bachman,  2004).  Whatever  type  the  test  is, 
according to Hughes (2003), there is no absolutely ideal value of the index. What 
matters is relative size of the indices. If one item does not contribute enough to the 
reliability of the overall test, this item should be examined, revised, or removed in 
order to increase reliability coefficient of the whole test. (Hughes, 2003; McNamara, 
2000). 
Though CTT is still of impact, it has been criticized for its failure to handle 
different  types  of  errors  and  its  overreliance  on  the  sample  under  test.  The 
characteristics  of  the  test  item  and  test  takers‘  characteristics  can  not  be  viewed 
separately. Thus, the result based on CTT can only be applied to the test sample, not 
other potential candidates. For example, if the members of one sample population are 
all proficient language users, the item difficulty might be estimated lower than the 
index derived from  another test  administration to test  takers with  low proficiency 
level. On the other hand, person ability in this approach is represented by the total 
score on the test and thus dependent on the test conducted. However, if one candidate 
of a given proficiency takes a test with more difficult items, he or she may get a lower   55 
score and be judged as a less proficient learner than another individual with equivalent 
ability taking an easier test. That is, it is hard to compare test takers who have taken 
different tests or to compare tests which have been administered to different groups of 
candidates (Davies et al., 1999; Bachman, 2004; McNamara, 1996). Therefore, the 
result, such as item difficulty, based on the theory does not provide any information 
about  how  a  certain  candidate  will  perform  on  an  item.  Moreover,  classical  item 
analysis  does  not  meet  the  need  for  item  banks  in  practice,  which  is  particularly 
helpful  for  some  situations  where  assessing  student  progress  during  a  course  or 
measuring students‘ ability level in the most efficient and reliable way is necessary 
(Bachman, 2004).   
Consequently,  since  1950,  CTT  has  been  challenged  by  another  theory, 
Generalizability  Theory  (G-theory),  which  pointed  out  that  reliability  is  not  static 
because  it  is  a  function  under  which  the  test  is  developed,  administered  and 
interpreted. Also, G-theory considers various error sources separately and is able to 
estimate the degree of contribution of an error source on the total error score. Later, in 
1950s and 1960s, another theory, Latent Trait Theory, not only solves the problems of 
CTT but also goes beyond G-theory, becoming the current dominant one in language 
testing (Davies et al., 1999).   
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Latent Trait Theory (LTT) 
The most widely used new approach in language testing is known as Latent Trait 
Theory (LTT), or Item Response Theory (IRT). Unlike CTT, this theory is able to 
provide  information  about  how  individual  item  contributes  independently  and 
separately to the total information provided by the test (Bachman, 2004).   
IRT, based on probability theory, shows the probability of a test taker giving a 
correct  response to  a particular test  item  with  the assumption that the candidate‘s 
performance on a test item is determined by two variables— the test taker‘s ability on 
an underlying trait and the characteristics of the item.  If the candidate has higher 
ability, he or she has a better chance of responding correctly to any items; if the item 
is easy, it is likely that any person is able to respond correctly. The person ability 
estimates and item difficulty estimates can be calculated separately (Tseng, Marais, 
&Hsieh, in preparation).   
IRT  also  allows  the  expression  of  the  relationship  of  item  difficulty  and 
individual ability to be expressed within a single framework (Davies et al., 1999; 
Bachman, 2004). Transformed into a scale called ‗log odds units‘ or ‗logit‘ scale
2, the 
item difficulty and person ability can be mapped and compared.   
To  map  the  two  accurately,  high  person  reliability  and  item  reliability  are 
                                                 
2  It is an interval scale which reveals not only that one item is more difficult than another but also how 
much more difficult it is (McNamara, 1996).   57 
desirable. Person reliability, similar to the traditional test reliability and Chronbach 
Alpha, indicates ―the replicability of person ordering we would expect if this sample 
of persons were to be given another set of items measuring the same construct (Wright, 
1982).‖ The Person Separation Index (PSI) from the IRT model refers to ―an estimate 
of the spread or separation of persons on this measured variable.‖ Item reliability, 
having no traditional equivalent, refers to ―the estimate of the replicability of item 
placement within a hierarchy of items along the measured variable if these same items 
were to be given to another sample of comparable ability‖ while the item separation 
index is ―an estimate of the spread or separation of items on the measured variable‖ 
and ―expressed in standard error units (Kook & Varni, 2008).‖ The value of person 
reliability, i.e. test reliability, chiefly depends on sample ability variance, the length of 
the test, and sample-item targeting, but independent of sample size. To have higher 
person reliability, testing candidates with wider ability range, lengthening the test, or 
improving the sample-item targeting may help. In regard to item reliability, it mainly 
depends on item difficulty variance and person sample size, not on the length of the 
test. Thus, testing more people or including items with a wider difficulty range may 
help achieve higher item reliability and stabilize item estimates (Rasch Measurement 
Software and Publications, 2010). 
As for comparing item difficulty and person ability, the probability of a correct   58 
response on an item can be simplified into the mathematical equation P= Bn – Di, 
where P= a mathematical expression of the probability of a correct response on an 
item, Bn = the ability of a particular person (n), and Di= the difficulty of a particular 
item (McNamara, 1996). Therefore, for instance, if a person‘s proficiency is the same 
as the difficulty level of a test item, the probability of obtaining the score on the item 
for the test taker is 50/50. And if his or her proficiency is greater than the difficulty 
level, the candidate would have a higher chance of getting the item right.   
The relationship between the test performance, i.e. the probability of a correct 
response, and the test taker‘s ability is described in a curve called item characteristic 
curve (ICC) (Alderson et al., 1995). ICC based on the mathematical equation can be 
illustrated with the following figure adapted from Wright and Stone (1979).   
 
Figure 5. Relationship of Probability of Success on an Item to the Difference Between 
Person Ability and Item Difficulty   
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On the other hand, the amount of information which an item can provide about 
the test taker‘s ability level is called the item information function (IIF) (Bachman, 
2004). According to Bachman (1990), the value of IIF, a function of the slope of the 
ICC and the amount of variation at each ability level, will be at its maximum for the 
test taker whose ability is at the same value of the difficulty level of the item. The 
steeper the ICC and the smaller the variation are, the greater the IIF is. Examples of 
item information functions are shown in the following figure.   
 
Figure 6. Examples of Item Information Functions (adapted from Bachman, 1990) 
 
Item  (1)  then  has  a  very  high  information  function,  providing  the  maximum 
information at the ability scale of -2.0 and the most information at the lower end of 
the ability scale while item (2) has a lower information function at any point on the 
scale. The sum of IIFs subsequently forms the test information function which tells   60 
how much information the test can provide about test takers at different ability levels 
(Bachman, 1990). 
While IRT uses item scores of test takers to estimate the characteristics of items, 
IRT models hold certain assumptions (Bachman, 2004). First, like most measurement 
models, IRT assumes local independence, which implies that all items are statistically 
independent of one another and that a candidate‘s performance on a given item would 
not influence his or her response on another item, once the candidate‘s ability has 
been  controlled  for.  Therefore,  all  candidates  with  equal  ability  have  the  same 
probability of responding correctly to each item (Bachman, 1990; Milanovic, 1999). 
Second,  while  there  are  multidimensional  models,  the  most  commonly  used  IRT 
models assume unidimensionality. It should be noted here that unidimensionality in 
the IRT models refers to the single measurement dimension, which allows to sum up 
the scores  across different  items  or test  parts, not  to  the psychological  models  of 
various  skills  involved  in  language  performances  (McNamara,  1996;  Milanovie, 
1999). Consequently, the models  ‗need not  be  restricted  from  application to  most 
language  testing  data  that  may  be  psychologically  multidimensional  in  character‘ 
(Henning 1992: 9; as cited in McNamara, 1996). According to the second assumption, 
a  single  measurement  trait  or  pattern  can  sufficiently  account  for  test  takers‘ 
performance and the items in a test form a unidimensional scale of measurement. If   61 
the  scores  on  any  subset  of  test  items  display  the  same  pattern  from  that  of  the 
majority items, the data then fit the assumption (Bachman, 1990).   
As  pointed  out  by  McNamara  (1996),  the  issue  of  fitness,  whether  an  item 
confirms to the general pattern or goes against it, forms the basis for item revision or 
judgments about the appropriateness of the test for individual test takers. Three cases 
are possible in fit analysis— items show good fit, misfitting items, and overfitting 
items, all of which are signaled by the fit statistics
3. Items which lack of fit are termed 
misfitting items and need to be examined, revised or deleted if necessary. Such items 
may indicate one of the two things— either the item is poorly written or the item does 
not measure the same trait as other items in the test do. As for overfitting items, they 
might be redundant items since they do not give any other information about the test 
taker‘s ability. Or worse, they may signal local dependence, violating the assumption 
under IRT, and need to be revised or removed. As  Baghaei (2008) argued, Rasch 
analysis, in this regard, is a powerful tool for evaluating construct validity since Rasch 
fit statistics are indications of construct irrelevant variance, i.e. the misfitting items or 
overfitting items, which signal local dependence or additional traits not intended to be 
                                                 
3  Fit statistics provide infit mean-squares and outfit mean-squares. Infit mean-square, the short form of 
information-weighted mean-square, indicates ―the variability in a given data set which remains after the extreme 
values (outliers) have been removed (Milanovic, 1999)‖ while outfit, the outlier-sensitive mean-square, indicates 
the variability with every single observation, including the rare extreme values .   
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measured  while  gaps  on  Rasch  item-person  map  are  indications  of  construct 
under-representation,  i.e.  the  distance  between  items  on  the  logit  scale  is  large, 
leading to the difficulty of having a precise estimate of persons.   
In  addition  to  item  fitness,  IRT  models  also  investigate  the  coherence  of 
responses  of  individual  candidates,  i.e.  person  fit.  If  misfit  responses  are  found, 
observing  the  actual  responses  may  help  provide  a  better  interpretation  of  the 
violation of the pattern. Possible explanations might include the individual‘s failure to 
master a particular area, lack of attention in the responding process, guessing, anxiety, 
or poor item construction which, in turn, indicates a heterogeneous test population. A 
test with significant level of person misfit, namely two percent of the subjects, may 
indicate the necessity to revise the test (McNamara, 1996).   
There are three main IRT models investigating varied numbers of parameters, or 
the  characteristics  of  the  item—  one-parameter  model,  two-parameter  model,  and 
three-parameter model. The three-parameter model is the most complex of the three, 
requiring at least 1000 participants and 60 items. Nevertheless, this model takes into 
account the most parameters— item difficulty parameter, discrimination parameter, 
and guessing parameter. As for the two-parameter model, it is less sophisticated than 
the three-parameter model and requires a sample of at least, according to Alderson et 
al. (1995), 200 test takers, or according to McNamara (1996), 500 subjects and 30   63 
items. However, compared with the three-parameter model, it does not take guessing 
parameter  into  consideration  and  assumes  that  low  ability  test  takers  have  no 
probability of correct responses. Finally, the one-parameter model, also called Rasch 
model, is the most commonly used and includes only difficulty parameter. It is the 
simplest one among the three and requires a minimum of just 100 subjects and 20 to 
25 items in order to generate estimates with acceptable amount of error. It concerns 
with two aspects of a test— person ability and test difficulty. In this model, all items 
are assumed to have the same discrimination power in order to make the mapping of 
ability and item difficulty possible (McNamara, 1996, pp. 267; Brown & Hudson, 
2002), and the guessing factor, not measured directly, is set equal to zero (Alderson et 
al., 1995; McNamara, 1996; Bachman, 1990).   
Four Rasch family models are available currently—the basic model, rating scale 
model, i.e. Andrinch model, partical credit model, and multi-facet model. The first 
handles data from dichotomous items (right/wrong) while the last three can deal with 
polytomous items, which are scored with a range of marks. The last one, also the most 
extended one, will be discussed in detail later (McNamara, 1996). 
Though there are debates  over the  choice of the three major models,  among 
which  the  one-parameter  model  has  been  questioned  by  some  researchers,  Rasch 
model  is  still  largely  favored  because  of  the  following  reasons.  First,  it  has  the   64 
minimum requirement of subjects and test items, which is easier to meet in practice. 
Second, only the one-parameter model is able to deal with polytomous items. Third, 
though some criticized Rasch model for its assumption of equal item discrimination, 
the model does not overlook the fact but handles item discrimination indirectly via the 
examination of ‗misfit,‘ which is routinely available in the output from the analysis. 
Fourth, it is contended that Rasch model is robust enough in itself and the fact that it 
does not estimate item discrimination and guessing parameters may not result in a 
significant level of error (McNamara, 1996). Meanwhile, Brown and Hudson (2002) 
pointed  out  all  the  three  models  have  their  own  weaknesses.  For  example, 
one-parameter model is criticized for its assumption of equal discrimination index of 
all items and the assumption of no guessing factor involved. Two-parameter is open to 
criticism  due  to  its  lack  of  stability  in  item  discrimination  estimation  with  small 
sample size. Three-parameter model is criticized for its assumption that guessing is 
constant across all test takers. Therefore, they suggested that choosing which model is 
not  clear  and  often  depends  on  practical  limitations  of  the  sample  size,  the  item 
number, and the goal of the analysis.   
   To  conclude,  there  are  important  advantages  of  IRT  over  CTT.  First,  item 
parameter estimates are independent of the test sample. Second, the test taker‘s ability 
is also independent of the test item used. Third, precision of ability estimates is known   65 
(Bachman, 2004; Bachman, 1990). Thus, IRT is useful in several ways. It enables 
researchers or test designers to produce tests with equal difficulty, link different tests, 
detect not only items or candidates that do not fit into the model but also test bias, 
measure  learners‘  progress  in  ability  over  a  period  of  time,  and  contribute  to  the 
development of computer adaptive tests. In addition, one branch of IRT, Multi-facet 
Rasch  analysis,  helps  researchers  with  the  analysis  of  data  from  performance 
assessment (McNamara, 1996; McNamara, 2000; Alderson et al., 1995; Bachman, 
2004).     
Multi-facet Rasch Measurement (MFRM) 
Performance assessment often takes subjective rater judgment. Different from 
the scoring of selected-response assessment, the scores of performance assessment are 
further  mediated  by  the  interaction  between  raters  and  the  rating  scales.  Though 
several traditional approaches such as rater training, clear scoring level description, 
and the adoption of multiple raters or rating practices may help control the rating 
process, according McNamara (1996), inconsistency of ratings may still persist and 
raw scores are, as a result, not reliable to interpret test takers‘ ability. In addition, 
numerous  variables  may  influence  the  scores.  These  variables  are  termed  facets, 
defined as aspects of the test setting, including the characteristics of the test item, 
raters,  test  takers,  or  occasions.  Each  facet  can  contain  a  number  of  conditions   66 
(Bachman,  2004).  For  example,  in  the  test  taker  facet,  there  could  be  conditions 
categorized by language backgrounds or genders. 
One way to  investigate the effects  of facets  on scores  is  through Multi-facet 
Rasch Measurement (MFRM), which is an extension of the basic Rash Model. While 
most commonly used IRT models only include one facet—the measurement items, 
MFRM further provides estimates of the relative difficulty for different facets of a 
measurement procedure that is composed of more than one facet. Studies on this issue 
is  particularly important  for performance tests  such as a  writing  or speaking  test, 
because  scores  in  this  type  of  test  are  often  influenced  by  multiple  facets 
simultaneously and interactively. It is said that one of the sources of variance is the 
rater. Two raters may differ systematically in overall leniency, the interpretation of the 
rating scales, or leniency toward a particular subgroup of test takers or a particular 
kind of tasks. Such rater-candidate interaction or rater-task interaction may lead to 
residuals, the differences between the expected and predicated values, out of a normal 
range systematically, generating test bias. The analysis on this, therefore, is termed the 
study of interaction effects, also called bias analysis (Davies et al., 1999; Bachman, 
2004; McNamara, 1996).   
The MFRM analysis can, similar to Rasch model, map the ability of candidates, 
relative difficulty of items, and severity of raters in a logit scale and form a model to   67 
predict a candidate‘s odds from a rater with given leniency on a given item. Thus, the 
analysis typically provides three kinds of information. One is the relative difficulty or 
severity of the individual condition on different facets. Another is the relative fit of 
these individual conditions. The last one is the relative inconsistency of the specific 
combinations of the conditions on different facets. Data-to-model fits, then, refer to 
how close the observed score of the test taker on a particular task rated by a particular 
rater is  to  the predicted score based on the model.  Compared with  G-theory, this 
model is more tolerant of missing data as long as there is proper linking between 
elements of each facet in the data matrix. With the fit analysis, test developers can 
identify items or raters that do not fit the model—either overfitting or misfitting— and 
decide which item may need to be revised or which rater may need to be retrained or 
replaced (Bachman, 2004; McNamara, 1996). Moreover, by taking into account of the 
characteristics of raters and tasks, this measurement makes the estimates of ability of 
test takers comparable across raters and tasks (McNamara, 1996). 
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CHAPTER THREE︰METHOD 
This section is concerned with the method adopted in this study. The descriptions 
of the two tests concerned are provided first. Then the subjects, procedures of data 
collection and coding, and the statistical analyses are illustrated. To be prudent, pilot 
studies had been conducted prior to the formal test administration. 
Materials 
The  materials  used  in  the  study  were  two  school-based  monthly  tests  from 
Kinmen Test Design Contest. One was the test which won first-prize; here shortly 
termed the target test (TT) (see Appendices A & B). Besides the winning test, another 
test in the competition was also taken in order to form a baseline to allow for the 
comparison, shortly termed the compared test (CT) (see Appendices C & D). The CT 
was chosen since it did not win any awards in the contest and its book volume was the 
closest to TT among all the other tests. In the following, the content and item types of 
the two tests are briefly described. 
The target test (TT) was based on Kang-Suan (康軒) version, covering from unit 
7 to review 3 in volume 2 . The textbook version of CT was Kang-Suan as well, and 
the test content covered from unit 1 to review1 in volume 3. Based on chapters one 
and  two,  the  specifications  of  the  two  tests  were  assumed  to  follow  the  learning 
objectives outlined in the Curriculum Guidelines, which aim at developing students‘   69 
language competence. In other words, though the test domains of the two tests in 
terms  of  book  volumes  were  different,  both  tests  were  assumed  to  test  one 
super-ordinate construct— language competence.   
As for the test item, TT consisted of a total of 78 items. The item types used are 
illustrated in Table 1. As can be seen, there were 39 selected-response items and 39 
constructed-response items in the prize-winning test. Among all the items, four were 
judgment-mediated polytomous items, i.e. three sentence transformation items (item 
75～77) and one L1-to-L2 sentence translation item (item 78), and 74 items were 
objectively-scored dichotomous items. 
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Table 1.  The Involved Language Skills and Test Item Types in TT 
Item  Skill  Item Type  S/C  Scoring  Item  Skill  Item Type  S/C  Scoring 
1~ 5   
L 
 
 
MCQ 
 
S 
Objective 
 
51~55  R+W  EDIT  C 
Objective 
6~10  56~61  R 
 
MAT  S 
  11~15  62~64  MCQ 
16~25 W  CVS+L1  C  65~74  R+W 
 
GF-L1 
C 
 
26~35 R+W GF  C  75~77  STF  Subjective 
  36~50 R  MCQ  C  78  W  STL 
Note:
MCQ = multiple-choice question 
CVS+ L1= L1-cued vocabulary spelling   
GF= gap-filling 
EDIT= editing 
MAT= matching 
STF= sentence transformation 
STL= sentence translation 
GF-L1= gap-filling with first language 
translation 
S= selected-response item 
C= constructed-response item
 
As for the other test, the distribution of the items types is shown in Table 2. As 
indicated  by  Table  2,  CT  consisted  of  41  selected-response  items  and  42 
constructed-response  items.  Among  the  total  of  83  items,  five  were 
subjectively-scored polytomous items, i.e. four sentence transformation (item 67~70) 
and one L2-to-L1 sentence translation (item 71), and 78 items were objectively-scored 
dichotomous items.   
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Table 2.  The Involved Language Skills and Test Item Types in CT 
Item  Skill  Item Type  S/C  Scoring  Item  Skill  Item Type  S/C  Scoring 
1~ 5  L  B  S  Objective  36~40  R+W  CVS  C  Objective 
5~ 9      MCQ          41~45  W  GF  C 
10~14      B          46~66  R  MCQ  S     
15~20      MCQ          67~70  R+W  STF  C  Subjective 
21~30  R+W  GF  C      71  R  STL         
31~35  W  CVS+P          72~83  R+W  GF-L1      Objective 
Note: 
B= binary item   
MCQ = multiple-choice question   
                  GF= gap-filling 
                  CVS+ P= picture-cued vocabulary spelling 
          STF= sentence transformation   
          STL= sentence translation   
GF-L1= gap-filling with first language translation 
          S= selected-response item 
          C= constructed-response item
The Pilot Test 
The main purpose of the pilot test was to decide the person sample in the formal 
test administration in order to obtain the best quality of data. In the pilot test, four 
students, two males  and two females, at  one junior high school  in  Taoyuan were 
recruited. It was decided that the target test takers were eighth  graders instead of 
seventh graders because the two tests were designed as achievement tests and the 
participants should have learned the content already. However, for seventh graders, 
the content of CT had not been taught yet. Thus, 8
th graders were recruited.   
Four participants  were  chosen from  a randomly  selected  class. Their  English 
teacher was consulted in order to select candidates who were intermediate learners. 
Intermediate  learners  were  used  as  representative  subjects  instead  of  randomly   72 
selected participants because they could provide more information than learners with 
extremely high or low proficiency. Therefore, all the subjects in the pilot test were 
students considered to be intermediate learners by their English teacher.   
The pilot test was conducted in a language laboratory. The TT version was taken 
prior to the CT. Each test lasted for about 45 minutes, which is normally the length of 
time for a monthly examination. The four students took the two tests in one day—the 
TT version in the morning while the CT version in the afternoon. During the test, the 
participants were distributed with the response sheets and the question sheets at the 
same time. Since the textbook version the participants used, the Hanlin version, was 
not identical with the version of the two tests, they were instructed to note items 
which had not been taught at school. The stimuli for listening sections were played 
once only.   
Trial Results 
The  scores
4  of  the  four  stud ents  on  TT  were  all  quite   low  (mean=  65), 
compared with their performances on  monthly tests in the past, which were about 
above 80. As for the performance on CT, their scores were higher (Mean=75). To 
obtain more information on the two tests and the procedures of test administration, an 
interview was conducted after the pilot test. The interview questions aimed at eliciting 
                                                 
4  Since the purpose of the pilot test was just to improve the administration procedure, the 
subjectively-scored responses were scored by the researcher only.   73 
reasons why they did well or did poorly on some items and identifications of the 
content which they had not learned yet.   
All of the students claimed that though they were able to respond to the items 
such as multiple choice questions in TT, they failed to respond correctly to most of the 
constructed-response items, especially items on vocabulary because they forgot the 
spelling of the vocabulary learned months ago. Consequently, it was inferred that the 
discrimination indices of the prize-winning test and its person reliability might be 
estimated lower with the eighth graders due to the narrowed proficiency gap between 
the hypothetically higher and lower proficiency candidates. Therefore, in the formal 
study, to gain more accurate estimates, students in grade 9 were recruited, instead of 
8
th graders. 
The  rationale  to  recruit  9
th  graders  is  explained  as  follows.  First,  9
th  graders 
should already attain most of the objectives outlined in the Curriculum Guidelines. To 
confirm the speculation, the two tests were taken by two English teachers who were 
teaching the 9
th graders at that school. They agreed that most of the content had been 
taught to the students. Second, they were preparing for the BCT at that time and were 
thus assumed to be more familiar with the contents of both CT and TT than 8
th graders. 
The two tests could, then, be viewed as  achievement tests. Third, because the 9
th 
graders had just taken one simulation test on the first four volumes, it was assumed   74 
that 9
th graders were equally familiar with the content in CT and in TT.   
Pilot Test Two 
Participants and Procedures 
Another trail test was then conducted with four ninth graders from a randomly 
selected class in the same language laboratory. Again, these students—two males and 
two females— were considered to be intermediate learners by their English teacher. 
The TT version was distributed prior to the CT version as well.   
Trial Results 
The mean score of the TT was 87.5 (80, 90, 85, 95) and that of the CT was 83.5 
(87, 83, 79, 85). In addition, several alternative answers were found in the students‘ 
responses in both tests. For example, the key to one L1-cued vocabulary spelling item 
in TT version was restroom. This item also elicited other correct answers such as 
bathroom and toilet. It appeared that the mark scheme provided by the test designers 
should  be  expanded.  Alternative  answers  should  be  incorporated  into  the  mark 
scheme.   
An  interview  was  conducted  after  the  trial.  It  was  confirmed  that  most  of 
language elements and skills had already been taught. However, some were still new 
for the students due to the adoption of different textbook versions. These items were   75 
recorded  in  case  of  the  need  of  content  analysis,  e.g.  item  30  (baking
5),  item  46 
(lettuce), item 53 (gram) in TT, item 5 (karaoke party), item 17 and 21 (laundry), item 
29 (wallet), item 79 and item 80 (report the case) in CT.       
Formal Test Administration 
Participants and Data Collection Procedures 
In order to meet the requirement of one-parameter model, two hundred forty-one 
ninth graders from seven randomly selected classes at the same junior high school 
participated in the formal test administration—108 were females and 133 were males. 
Each test lasted for 45 minutes and was distributed on two different days to prevent 
students from the fatigue of taking tests. Because every class had a different teaching 
schedule and available time to take the tests, the tests were not administered at the 
same time across the seven classes. Nevertheless, controls were exerted, making all 
the tests distributed within three days in the same week. The test administrators were 
the teachers of the respective classes. They were informed of the purpose of the study 
and required to follow the standard procedures of conducting the tests. Before taking 
the tests, the students were notified of the test domain measured and were asked to 
prepare for the tests in advance. The winning test was given to all test takers prior to 
the compared test. The question sheets and answer sheets were retrieved once the time 
                                                 
5  All of the vocabularies in TT were on the 1200 wordlist while some words in CT, e.g. karaoke party 
and laundry were not.   76 
allocation was up. All students received some gifts as rewards after the respective 
tests. It should be noted that since the two tests were distributed on different days and 
some students were on leave, the final number of examinees in the two tests were 
slightly different—107 females and 130 males took the TT version while 108 females 
and 128 males took the CT version. 
Scoring and Coding 
Subjectively-scored Polytomous Items 
The nine subjectively-scored polytomous items, i.e. the sentence transformation 
items  and  sentence  translation  ones,  were  marked  by  two  examiners.  The  two 
examiners were English teachers at the same junior high school but did not teach any 
of the seven classes. Both of them were females. Rater 1 had the teaching experience 
of  7  years  whereas  rater  2  had  four-year  teaching  experience.  They  received  the 
question sheets and the copies of the anonymous answer sheets in a random order.   
According to the test rubrics, the scoring scale of these items ranged from zero to 
two. However, no further scoring procedures or principles were given. Thus, before 
the two scorers individually began to rate the responses of the examinees, they were 
required to mark the responses from a part of the candidates in order to reach an 
agreement  on  the  scoring  principle.  After  the  agreement  had  been  achieved,  they 
marked the responses respectively. In other words, the response of the item from each   77 
candidate in the end received two independent scores given by the two examiners.   
Objectively-scored Dichotomous Items 
As  for  the  objectively-scored  dichotomous  items,  they  were  marked  by  the 
researcher with the templates of keys and mark schemes provided by the test writers. 
However, for constructed-response items, if alternative answers were found, the mark 
scheme was revised. To ensure that all responses of the candidates were marked with 
the  same  final  revised  mark  scheme,  the  responses  were  scored  twice.  For  later 
statistical  analyses,  the  correct  or  acceptable  responses  were  coded  as  1  while 
incorrect or unacceptable ones were coded as 0.   
Data Analyses 
To  answer  the  research  questions  proposed  in  the  current  study,  additional 
empirical evidence of validity will be collected from the two tests and then compared. 
In the following, the rationale of the measurement theory, the statistical tools utilized, 
and the analysis procedures are described.   
Due to the robustness of Latent Trait Theory, which is able to fulfill the goal of 
the study already, and the limitation of subject sample size, the one-parameter model 
was adopted in the study. More specifically, the basic Rasch analysis was used for 
objectively-scored  dichotomous  items  while  Multi-facet  Rasch  analysis  was 
conducted  for  judgment-mediated  polytomous  items.  Two  statistical  packages,   78 
Winsteps and Facets, served as the tools for the analyses.   
With  the  basic  Rasch  analysis,  the  Rasch  item  and  person  reliability  were 
calculated first. Then Rasch construct validity, item fit statistics were examined. DIF 
items regarding potential gender bias were detected too. Finally, item pairs displaying 
local dependence were identified by their residual correlation. As for the Multi-facet 
Rasch analysis, person reliability, rater reliability, and task reliability were calculated. 
Then fit statistics of the items and raters were examined. After all the potentially 
flawed items in the two tests were detected, content analysis was conducted in order 
to locate the potential sources accounting for the poor items. 
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CHAPTER FOUR: RESULTS 
This chapter presents results of the investigation of the two monthly tests. The 
first part focuses on the statistical findings about the objectively-scored dichotomous 
items  while  the  second  part  on  the  results  of  the  subjectively-scored  polytomous 
items. 
Objectively-scored Dichotomous Items 
Since objectively-scored dichotomous items include constructed-response items 
such as fill-in, which often elicits unexpected potential answers, this section, first, 
briefly describes the results of the expansion of the mark schemes in the two tests. 
Then, findings of the statistical analyses are reported in terms of person reliability, 
item reliability, Rasch construct validity, fit analysis, local dependence analysis, and 
DIF analysis. 
The Revision of the Mark Schemes 
For TT,  among  the 74  dichotomous  items,  there were six items  whose mark 
schemes were expanded during the coding process— two in the L1-cued vocabulary 
spelling section (Q23 and Q24), one in editing (Q54), and three in gap-filling with 
first language translation (Q67, Q73, and Q74). As for CT, among the 78 items, the 
mark schemes of the following five items were revised— two in the picture-cued 
vocabulary spelling section (Q31 and Q 35), one in the gap-filling with pictures and 
sentences (Q43), and two in the gap-filling with first language translation (Q79 and Q   80 
80). The final revised schemes are given in Appendices B and D. 
Person Reliability and Item Reliability 
As can be seen in Tables 3 and 4, the person reliability and item reliability of the 
two tests were equally high with the person reliability of 0.94 and item reliability of 
0.98. The high person reliability implied that the sample ability variances  for the 
current study were large enough and the lengths of the two tests were long enough; 
the high item reliability, on the other hand, suggested the item difficulty variances of 
the two tests were wide enough and the person sample sizes were large enough. Thus, 
the estimation of item difficulty and person ability could be accurately measured.   
Table 3. Person Reliability and Item Reliability in TT 
 
Table 4. Person Reliability and Item Reliability in CT 
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Rasch Construct Validity 
As mentioned in chapter two, the index of Rasch construct validity indicates 
how well the items in a test measure the same trait or ability and nothing else. Table 5 
and table 6 present the standardized residual variance of the two tests, summarizing 
the results of the Rasch-residual-based Principal Components Analyses for the two 
sets of items.       
Table 5. The Standardized Residual Variance (in Eigenvalue units) in TT 
Table 6. The Standardized Residual Variance (in Eigenvalue units) in CT 
 
As shown in Tables 5 and 6, the raw variance explained by measures in TT was 
slightly larger than that in CT—Rasch model accounted for 43.9 % of variance in TT, 
and 41.1 % of the variance in CT. In other words, the loading of the Rasch dimension   82 
found in TT was slightly higher than that in CT.   
On the other hand, the raw unexplained variance in TT (56.1 %) was slightly 
lower than that in CT (58.9 %), indicating that both tests might not just measure one 
dimension. If an eigenvalue size larger than 2 % is detected, a secondary dimension is 
then indicated. Therefore, though the presence of one dominant factor was found in 
each of the two tests, the results suggested that three other contrast dimensions were 
detected in TT and one other significant dimension in CT. Simply stated, TT did not 
have better Rasch construct validity than CT.   
Fit Analysis 
According to the manual of Winsteps, the most ideal and productive item is the 
one whose mean-square fit ranges from 0.5 to 1.5. If the value is larger than 1.5 but 
smaller than 2.0, it indicates that the item is not productive for the construction of the 
measurement, although it does not degrade the quality of the test either. However, if 
the value is larger than 2.0, it implies that this item is so badly written that it distorts 
or degrades the overall test quality. On the other hand, if the index is smaller than 0.5, 
this item is less productive for measurement. Thought it does not degrade the overall 
test quality, it may produce misleadingly high reliability and separations.  In other 
words, with the tool Winsteps, the item with an index greater than 1.5 manifests misfit 
while the item with an index lower than 0.5 indicates overfit; if an item has a mean   83 
square fit which is over 2.0, it signals serious misfit.   
To answer our second research question, the fit statistics of the item sets in the 
two tests were compared first. Then in order to answer the third research question and 
to elicit more information about test construction, the distribution of the items with 
poor fit was observed in terms of the item types. Since the general principle provided 
by  Winsteps  suggests  users  investigate  outfit  before  infit,  the  outfit  value  was 
examined prior to the value of infit. 
Table 7 and 8 present the fit statistics of the misfitting and overfitting items in 
TT and CT while Table 9 summarizes the categorization of these items in the two tests 
according to their index range. As for the complete table of fit statistics, readers can 
refer to appendices E and F. 
Table 7. Fit Statistics of the Items in TT Outside the Acceptable Limits 
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Table 8. Fit Statistics of the Items in CT Outside the Acceptable Limits 
 
 
Table 9. Categorization of the Misfitting and Overfitting Items in TT and CT 
    Index Range  Item  Items(n)  Items (%) 
TT  Type Ⅰ  infit >1.5 
outfit>1.5 
Q3, Q11  2  2.7 
(2/74= .027) 
Type Ⅱ  outfit>2.0  Q3, Q5, Q11, Q22, Q46  5  6.8 
TypeⅢ  2.0>outfit>1.5  Q1, Q2, Q15, Q16, Q36, Q45, Q52, 
Q 57, Q65 
9  12.1 
Type Ⅳ  outfit<.5  Q14, Q21, Q35, Q56, Q59, Q70  6  8.1 
CT  Type Ⅰ  infit >1.5 
outfit>1.5 
Q10, Q14, Q53  3  3.8 
(3/78= .038) 
Type Ⅱ  outfit>2.0  Q5, Q6, Q10, Q14, Q16 , Q53, Q57  7  9.0 
Type Ⅲ  2.0>outfit>1.5  Q1, Q3, Q4, Q15,Q45, Q49  6  7.7 
Type Ⅳ  outfit<.5  Q9, Q13, Q22, Q23, Q38, Q81  6  7.7 
Note: Items (n): the number of items 
  Item (%): the percentage of the number of items among the total number of dichotomous items in 
each of the two tests. 
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In  the  analysis,  with  the  mean  square  outfit  of  0.5  and  1.5  as  the  statistic 
boundary, twenty out of the 74 items in TT and nineteen of the 78 items in CT were 
identified as items having poor fit statistics. As shown in Table 7 and 8, the percentage 
of the poor items of TT was bigger than that of CT (27% > 24.4%)—TT contained 
one more misfitting item than CT (14> 13) and had an equal number of overfitting 
items, i.e. six items. To probe in terms of the percentage of the overfitting items, since 
the total number of dichotomous items in TT was smaller than that in CT (74: 78), the 
percentage of the overfitting items for TT was higher than that of CT (12.1% > 7.7%).   
Though it seemed that TT contained a higher rate of poor items than CT, it was 
decided to examine the degrees of misfit and overfit to evaluate the two sets of test 
items  more  comprehensively.  It  was  found  that  CT  had  a  higher  percentage  of 
degrading or distorting items than TT in terms of outfit mean squares (9%> 6.8%). 
Further, CT also had a higher percentage of degrading items in terms of both infit and 
outfit  mean  squares  than  TT  (3.8%  >2.7%).  According  to  Winsteps,  items  with 
unacceptable outfit mean squares are usually easy to diagnose, remedy, and pose less 
threat to measurement while items with unacceptable infit mean-squares are usually 
hard to diagnose and remedy, posing greater threat to measurement. Thus, the results 
indicated that CT contained more items with poorer quality than TT did. On the other 
hand, though TT had a higher percentage of overfitting items, the degree of overfit in   86 
CT was more serious than that in TT— the indexes of the six overfit items in TT were 
all over 0.4 while in CT, three of the six items were under 0.4. 
To put it simply, the fit statistics suggested that TT contained slightly more items 
which did not display patterns corresponding to the overall data than CT, and that CT 
had  somewhat  more  items  posing  serious  threat  to  construct  validity  than  TT. 
However, the discrepancy between the two tests in terms of the fit statistics was not 
large.     
In order to provide more insight about test construction and possible sources of 
variance, the distribution of these poor items was examined. Table 10 and 11 show the 
distribution of the misfitting and overfitting items in TT and CT separately.       
 
 
 
 
 
 
 
 
   87 
Table 10.  The Distribution of the Misfit and Overfit Items in TT 
Type  MCQ  MATCH  FILL-IN  EDIT 
Total Item 
Amount 
33  6  30  5 
Section 
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Sub- 
Amount 
5  5  5  15  3  6  10  10  10  5 
Misfit 
+ 
overfit 
4  0  3  3  0  3  3  1  2  1 
% (section) 
80  0  60 
20  0  50  30  10  20  20 
46.7 
  % (type)  30.3  50  20  20 
Note:   
v: to tell vowels 
s/p: to match the sentence heard and the picture     
s/c: to select appropriate responses or to paraphrase the sentence heard 
Table 10 indicates that in TT, the matching section (Q56~Q61) contained the 
highest proportion of underfit items (50%), i.e. three out of the six matching items 
showed poor fit values. The item type with the second highest proportion of poor fit 
value was the MCQ items, containing 30.3 % of poorly fitting items. Regarding to 
fill-in and editing items, both showed the lowest rate, i.e. 20 percent. The highest two 
types were then further examined.     
In the matching testlet, there were two type-Ⅳ items (Q56 and Q59) and one 
type-Ⅲ items (Q57). As for the MCQ section, it was shown that there was a high rate 
of poorly fitting items found in the listening section (Q1~Q15): In the listening part,   88 
among the five items which required test takers to distinguish vowels (Q1~Q5), four 
were identified as underfit items, including one type-Ⅰ item (Q3), one type-Ⅱ item 
(Q5), and two type-Ⅲ items (Q2 and Q3). That is, 80 % of these items did not fit the 
prediction  of  Rasch  model  well.  Further,  in  another  subsection  of  listening  items 
which required test takers to select the best response to the sentence heard (Q11~Q15), 
three among the five items also fit the Rasch model poorly. 
As for the compared test, Table 11 shows that among the three item types, i.e. 
binary, MCQ, and fill-in, the binary items displayed the highest rate of poor fitting 
items (67%), followed by MCQ (25%) and fill-in (14%).   
The binary section comprised nine items which were intended to evaluate test 
takers‘ listening ability— four items of recognizing vowels (Q1~Q4) and five items of 
matching the picture with the sentence heard (Q10~Q14). However, the fit statistics 
showed that among the first four items, Q1, Q3, and Q4 were identified as type-Ⅱ 
items. That is, 75% of the telling-vowel items were poorly fitting items. As for the 
five picture-matching items, the fact that Q10 and Q 14 were type-Ⅰitems, and Q 13 
was a type Ⅳ item also led to a high proportion of poorly fitting items (60%). 
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Table 11.  The Distribution of the Misfit and Overfit Items in CT 
Type  BINARY  MCQ  FILL IN 
Total Item 
Amount 
9  32  37 
Section 
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v  s/p  w  s+c             
Sub- 
Amount 
4  5  5  6  12  6  3  10  5  5  5  12 
misfit 
+ 
overfit 
3  3  3  2  3  0  0  2  0  1  1  1 
% (section) 
75  60  60  33 
25  0  0 
20  0  20  20  8  67  45 
55  14 
% (type)  67  25  14 
Note:   
v: to tell vowels 
s/p: to match the sentence heard and the picture   
w: to recognize the word heard in the sentence 
s/c: to select appropriate responses or to paraphrase the sentence heard 
 
On the other hand, concerning the MCQ part which evaluated listening ability, a 
high  percentage  of  distorting  items  was  also  found  (45%).  According  to  the  fit 
statistics, 23 out of the total 32 multiple-choice questions were identified as ideal 
items.  That  is,  overall,  72%  of  the  MCQ  items  were  acceptable  and  productive. 
Nevertheless, like TT, there was a high rate of poor items found in the sections which 
were constructed to evaluate test takers‘ listening ability (45%) — one subsection   90 
required  test  takers  to  recognize  the  word  heard  in  the  sentence  while  the  other 
required  test  takers  to  select  appropriate  responses  corresponding  to  the  sentence 
heard. The former set of items included two type-Ⅱ items (Q 5 and Q6) and one 
type-Ⅳ item (Q9), manifesting a high proportion of poor fitting items (60%); the 
other group also signaled a moderately high rate of poor fit items (33%) with two 
type-Ⅰitems  (Q10  and  Q14)  and  one  type-Ⅳ  item  (Q13).  To  summarize  briefly, 
matching items, binary items and MCQ items focusing on listening ability in both of 
the tests contained the highest proportion of poor items compared with the other item 
types 
Local Dependence Analysis 
Here  local  dependence  was  assessed  by  examining  the  residual  correlation, 
which  refers  to  the  correlations  of  item  responses  after  accounting  for  the  core 
construct detected. Thus, the ideal correlation of the items would be zero, indicating 
that the items are independent from each other. If the correlation is greater than 0.3, 
then the item pair displays local dependence.  The ten item pairs with the highest 
residual correlations are presented in Table 12 and 13. 
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Table 12. Item Pairs With the Largest Standardized Residual Correlations in TT 
 
 
As can be seen in Table 12 and 13, the residual correlations greater than 0.3 were 
observed among all of the top ten item pairs in TT and CT. The correlations of the 
pairs in TT ranged from 0.37 to 1.0. Among the ten pairs, three had  the residual 
correlations from 0.3 to 0.4; three had the correlations around 0.5; three around 0.6; 
and one even reached a residual correlation of 1.00 (Q71+ Q72). Further, it is worth 
noting that four out of the ten pairs were matching items (Q56+ Q59, Q60+ Q61, 
Q58+ Q59, and Q56+ Q58). In other words, the matching testlet in TT displayed a 
high degree of local dependence.   
Table 13. Item Pairs With the Largest Standardized Residual Correlations in CT 
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On the other hand, the pairs of CT displayed the residual correlations with a 
smaller range from 0.32 to 0.60. To be more specific, seven of the ten pairs had the 
correlations around 0.3; one had a residual correlation of 0.43; one had the correlation 
of 0.56; and the top one had the correlation of 0.60. Among the ten, five pairs were 
listening items— three pairs from the binary items requiring test takers to tell vowels; 
one pair from the items of matching the picture and the sentence heard. In addition, it 
was  found  that  Q64,  Q65,  and  Q66,  which  had  significant  residual  correlations 
between one another, were from the same reading comprehension testlet.   
The results indicated that both TT and CT had at least ten items which violated 
the principle of local independence. The items in TT had a higher extent of local 
dependence than the items in CT. Further, it was shown that most of the dependent 
items  were  distributed  over  the  matching  items  in  TT,  the  listening  sections  and 
reading comprehension items in CT. 
DIF Analysis 
According to the manual of Winsteps, to identify a DIF item, it is preferred to 
have a low probability of DIF effect and a large size of DIF effect. Low probability 
can ensure that the effect is not due to a random accident while the requirement of the 
large size of DIF effect is to ensure that the DIF on such an item poses a statistically 
significant impact on the score interpretation. For statistically significant DIF on an   93 
item,  the  value  of  probability  should  be  smaller  than  0.05  and  the  value  of  DIF 
contrast, i.e. DIF size, which refers to the difference in terms of the difficulty of the 
item between the reference group and focal group, should be at least 0.5 logit.   
Table 14 and Table 15 present the results of the DIF items found in the Pair-wise 
DIF  analyses  of  TT  and  CT.  The  complete  analysis  table  can  be  referred  to 
Appendices  G  and  H.  As  can  be  seen  in  Table  14,  13.5%  of  items  in  TT  were 
identified as potential biased ones, i.e. items with DIF contrast larger than 0.5 and a 
probability smaller than 0.05. Further, as can be seen, the value of DIF measure in the 
table indicates the difficulty level of the item for the two groups, i.e. the female group 
and the male group, with all else held constant. It was, then, found that six items—Q2, 
Q11,  Q19,  Q44,  Q46,  and  Q49–  seemed  to  favor  the  male  group  while  four 
items –Q34, Q58, Q59, and Q62 –tended to favor the matched group of female. 
Table 14. DIF Items Identified in Pair-wise DIF Analysis of TT   
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In regard to CT, there were 10.3 % of the items identified as DIF items, i.e. 
eight  items.  The  items  on  which  the  male  group  outperformed  the  female  group 
included  Q4,  Q14,  Q16,  Q47,  and  Q50  while  the  items  against  the  male  group 
included Q46, Q63, and Q78.   
Table 15. DIF Items Identified in Pair-wise DIF Analysis of CT 
 
 
The  results  indicated  that  there  were  more  DIF  items  in  TT  than  in  CT. 
However, it must be noted that DIF items are not necessarily biased items. Content 
analysis needs to be done qualitatively in order to pin down the source of variance 
other than the construct measured. 
Subjectively-scored Polytomous Items 
This  section  reports  the  results  of  the  subjectively-scored  polytomous  items 
analyzed with Facets. In the analysis, three facets were used— examinees (i.e. 234 
persons in CT and 237 persons in TT), judges (rater 1 and rater 2), and tasks (four   95 
items in TT and five in CT). Two figures, All Facet Vertical Ruler, which show the 
overall distribution of persons, judges, and tasks in terms of their measure along the 
logit  scale,  are  illustrated  first.  Then  person  reliability,  rater  reliability,  and  item 
reliability of these items are presented in detail. In addition, fit statistics of the two 
judges and the tasks were further examined.       
All Facet Vertical Ruler 
―All Facet Vertical Ruler‖ shows the map which illustrates the conditions of the 
three  facets—examinees,  judges,  and  tasks—  on  the  logit  scale.  The  logit  scale 
appears as the first column in the map. In the second column, one star represents a 
number of persons while a dot represents fewer than that number of examinees. The 
third column shows the judge severity—the rater appearing in the higher column is 
harsher. The fourth column shows the item difficulty; the item on the top is more 
difficult than the one appearing lower. At last, the fifth column displays the rating 
scale used by the raters.     
As shown in Figure 7, which illustrates the map of TT, among the test takers, the 
most proficient examinees had a measure of about 3.0 logits while the least proficient 
one had a measure of about -3.0 logits. As for judge severity, rater 1 was slightly 
harsher than rater 2. Nevertheless, they were neither too harsh nor too lenient since 
their severity measures were both about 0 logit. The most difficult item was task 2,   96 
followed by task 3 and task 1 while the easiest one was task 4. 
 
Figure 7. All Facet Vertical "Rulers" of the TT Items 
 
On the other hand, the facet map of CT, which is shown in Figure 8, indicates 
that among the test takers, the most proficient examinees had a measure of about 3.0   97 
logits while the least proficient one had a measure of about -3.0 logits. As for judge 
severity, rater 1 and rater 2 held  similar severity, being neither too  harsh  nor too 
lenient. In regard to task difficulty, the most difficult item was task 5, followed by task 
4 while task 1, task 2, and task 3 were at almost the same difficulty level of about -0.5 
logit.     
 
Figure 8. All Facet Vertical "Rulers" of the CT Items.   98 
Person Reliability 
Table 16 summarizes the major results of the person measurement report of the 
TT items. The individualized person fit statistics were not presented since they were 
out of the research questions in the current study. Only the overall person reliability, 
i.e. the reliability of the Examinee Separation, which provides the information of how 
well one can differentiate among the test takers in terms of their ability, was observed. 
The ideal examinee separation reliability would be 1.0.   
As can be seen in Table 16 and 17, the person reliability of TT was 0.78 and that 
of CT was 0.76. That is, the person reliability for the two sets of tasks were only 
moderately high, indicating that the ranges of person measures were not wide enough 
or the rating scales were not long enough. 
Table 16. Person Measurement Report of the TT Items 
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Table 17. Person Measurement Report of the CT Items 
 
 
Rater Reliability 
In regard to the rater reliability, Table 18, the Judges Measurement Report, was 
examined. It should be noted that the reliability here refers to the reliability of rater 
separation, i.e. how different the judges are, not the inter-rater reliability. Therefore, 
generally the most favored result is to have a value of zero. As can in seen in Table 18, 
the reliability was small, i.e. 0.22, indicating that the two raters in the current study 
were nearly interchangeable when they rated the tasks of TT; rater 2 tended to give 
ratings that was only 0.07 raw score point higher than rater 1 (1.35-1.28=0.07). To 
suggest how consistently the raters used the rating scale, the mean-square outfit and 
infit statistics were examined. Referring to the Facets manual and considering the 
stakes of the two tests, an upper-control limit of 2.0 and a lower-control limit of 0.5 
were adopted, instead of using the limits  of 1.2 and 0.8 for high-stake tests.  The 
results showed that the values were all between the upper and lower-control limits. 
That is, rater 1 and rater 2 used the rating scale consistently without unexplainable   100 
ratings. 
Table 18. Judges Measurement Report of the TT Items   
 
 
As for the CT rater reliability, Table 19 shows that the reliability was small too, 
i.e. 0.32, indicating that the scores of the two raters were still nearly interchangeable. 
Again, being somewhat lenient than rater 1, rater 2 tended to give ratings that was 
0.06  raw  score  point  higher  than  Rater  1  (1.56-1.50=0.06).  To  suggest  how 
consistently the raters used the rating scale, the mean-square outfit and infit statistics 
were examined as well. The results showed that the values were all between the upper 
and lower-control limits too. That is, the two raters used the rating scale consistently.   
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Table 19. Judges Measurement Report of the CT Items 
 
 
Task Reliability 
Concerning the task facet, it should be noted that it is ideal to have the items 
sufficiently spread along the full length of the variable so that the ability of examinees 
can be more accurately measured. Consequently, if gaps occur, additional items at the 
gapped level should be devised. From Table 20, it can be seen that the item difficulty 
measures showed a 1.21-logit spread along the scale, i.e. from -.74 to 0.47, in TT 
while the items in CT showed a wider spread, 2.16-logit, from 1.63 to -0.53. However, 
three out of the five items in CT clustered at the logit scale of about -0.5.   
As  for  the  item  reliability,  the  reliability  of  the  item  separation  provides  the 
information about how well one can differentiate among the items in terms of the 
level difficulty; high item separation reliability is generally desirable. As shown in 
Table 20 and 21, though the reliability of TT (0.96) was slightly lower than that of CT 
(0.99), the item reliability of TT and that of CT were both high enough, indicating that   102 
the sample size for the current study was large enough.   
Concerning whether these items contributed to one meaningful variable, the fit 
statistics  were  examined.  Again,  the  same  upper  and  lower-control  limits  were 
adopted. Here, the results showed that all the eight items in the two tests were within 
the  bounds,  implying  all  the  tasks  could  be  viewed  as  being  unidimensional  and 
bias-free. In addition, the fact that none of the items displayed overfit indicated that 
no items functioned in a redundant fashion.   
Table 20. Task Measurement Report of the TT Items 
 
Table 21. Task Measurement Report of the CT Items 
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CHAPTER FIVE: DISCUSSION 
In this chapter, the results of the quantitative data presented in the previous 
chapter are discussed in order to answer the three research questions proposed in the 
current study. The discussion section is divided into two main parts. The first part 
summarizes and compares the aspects regarding the empirical evidence of the two 
tests and further answers the question whether expert-generated content validity itself 
can provide sufficient validity evidence of a test. The second part of the discussion 
probes into the poor items detected in order to pin down the potential sources of the 
flaws.   
Comparison of the Two Tests 
This  section  first  briefly  reviews  the  results  described  in  chapter  three. 
Meanwhile, comparisons concerning the aspects regarding empirical evidence were 
made to confirm the expert-generated content validity. The major findings are listed as 
follows. 
In terms of the dichotomous items, both the prize-winning test and the compared 
test had the item reliability of 0. 98 and person reliability of 0.94. The prize-winning 
test had a higher-loading Rasch dimension than the compared test (43. 9% > 41.4%); 
nevertheless,  in  the  prize-winning  test,  three  other  significant  dimensions  were 
detected while in the compared test only one was detected. Thus, the prize-winning   104 
test did not have better Rasch construct validity than the compared test. In respect to 
fit statistics, the prize-winning test had a slightly higher proportion of misfitting and 
overfitting items than the compared test (27% > 24.4%); however, the compared test 
had  a  higher  percentage  of  type-Ⅰitems  (3.8%  >  2.7%)  and  type-Ⅱ  items               
(9% > 6.8% ) which pose greater threat to measurement, than the prize-winning test. 
As for the local dependence analysis, the prize-winning test contained items with a 
higher degree of local dependence than the compared test— pairs in the prize-winning 
test had the residual correlation ranging from 0.37 to 1.0 while that of the compared 
test from 0.32 to 6.0. Further, the prize-winning test comprised a higher rate of DIF 
items than the compared test (13.5%> 10.3 %). 
In  terms  of  the  subjectively-scored  items,  the  person  reliability  of  the 
prize-winning  test  was  0.78  and  that  of  the  compared  test  was  0.76.  Overall,  the 
person reliability for both sets of tasks were rather close. As for the rater reliability, 
the rater reliability for the prize-winning test was 0.22 and for the compared test, 0.32. 
That is, when scoring these tasks in the prize-winning test and the compared test, rater 
1 and rater 2 used the rating scale consistently and that the scores of the two raters 
were nearly interchangeable. The item reliability of the prize-winning test (0.96) was 
almost as high as that of the compared test (0.99), indicating that the sample size for 
the current study was large enough. Moreover, the prize-winning test tasks appeared   105 
to have a narrower difficulty range; however, the facet map showed that the difficulty 
distribution of the tasks of the compared test was not even along the measurement 
scale. In regard to the fit statistics of the writing tasks, it was shown that all tasks 
could fit well to the Rasch model and hence could be considered both unidimensional 
and bias-free.   
After the major findings were reviewed, it was concluded that the prize-winning 
test did not outperform the compared test in most of the aspects discussed in the 
current  study.  In  most  cases,  the  prize-winning  test  even  had  a  somewhat  worse 
performance, such as the aspect regarding local dependence analysis and DIF analysis. 
Thus, this study suggests that expert-generated content validity can not sufficiently 
provide validity evidence of a test itself and supports the claim made by previous 
researchers  (Weir,  2003;  Alderson  et  al.,  1995)  that  validity  is  multifaceted  and 
different  sources  of  validity  evidence  are  needed  in  order  to  obtain  better 
understanding of the quality of a test.   
    As mentioned, the results suggest that the prize-winning test is not superior to the 
compared  test  in  terms  of  the  overall  empirical  evidence.  What  were,  then,  the 
possible reasons and factors that made the experts recognize the prize-winning test as 
the best work in the contest? Here are several possible explanations.   
First,  the  criteria  of  the  contest  comprised  not  just  general  test  construction   106 
principles  but  also  other  criteria  such  as  corresponding  to  the  standards-based 
reference  level  outlined  in  the  Curriculum  Guidelines  and  being  of  creativity  and 
originality in terms of the material used in the test. It was speculated that since the 
results indicated that the two tests with respect to different types of validity evidence 
examined were not of large discrepancy, whether the test conformed to the Curricular 
Guidelines and whether the test was of innovation might consequently become the 
crucial criteria of evaluation. The content analysis showed that part of the vocabulary 
and phrases in the compared test were not on the 2000 wordlist, e.g. ―karaoke party‖ 
in Q14, and ―laundry‖ in Q 17 and Q21. On the other hand, the prize-winning test‘s 
content all corresponded to the 1200 wordlist. Moreover, as pointed by one student 
participated in the pilot test, some cartoon characters such as SpongeBob and the 
names of famous actors used in the test, e.g. ― Lee Min Ho‖ in Q32, made the test 
content more impressive and interesting when the test was taken.   
Second, some linguistic errors in the test were not detected via the observation of 
students‘ responses. It was found that there were some unnatural sentences used in the 
compared test. For example, ―No matter in the bedroom or in the living room, please 
keep them clean (Q 23)‖, ―Do a good job, Kelly. Thanks for helping Maria do the 
homework (Q 30)‖, and ―Peter wasn’t happy _____ his favorite book got lost (Q 50).‖ 
Though  these  unnatural  sentences  were  not  likely  to  influence  the  responses  of   107 
students who had knew the answers, these poorly constructed sentences or at least 
rarely used marked structures should not be shown to beginners, especially in the 
cases in which there were only few sentences in an item and no sufficient context 
given. As mentioned by Chang and Li (2008), the functional aspect of language use 
and  the  role  of  frequency  effect  in  language  acquisition  should  be  valued  in 
pedagogical  application.  Further,  since  pragmatic/  discourse  knowledge  and  high 
frequency  structures  are  more  important  for  students  to  learn,  the  presentation  of 
fragmented sentences for drill practices should be avoided and teachers should present 
high frequency unmarked structures prior to rare marked ones with instructions of 
functional use. 
  Third, the experts may only be able to detect obvious flaws. As suggested in the 
result section, though there were more items with poor fit in the prize-winning test 
than  in  the  compared  test,  the  percentage  of  items  posing  serious  threat  to 
measurement in  the compared test  was  higher than that in  the prize-winning test. 
Therefore, it is likely that the less-threatening items were not inspected by the experts.   
In  short,  this  study  suggests  that  expert-generated  content  validity  can  not 
provide sufficient validity evidence of a test alone. More types of validity evidence 
need to be collected. In addition, the results indicate that to evaluate the quality of a 
language test more comprehensively, it takes both experts‘ professional knowledge   108 
and evidence based on measurement theories to serve the purpose.     
Sources of the Poor Items 
Via the three types of analyses, i.e. fit statistic analysis, DIF analysis, and local 
dependence analysis, items with inferior quality in the two tests were identified. In 
order to locate the possible sources responsible for the poor items, their contents were 
qualitatively examined. In the following section, the discussion is organized in the 
sequence  of  the  items  with  unacceptable  fit  statistics,  local  dependence,  and 
differential item functioning. Since all the subjectively-scored polytomous items were 
identified as fitting items, which indicate unidimensionality and bias-free, they were 
not  discussed  here  and  only  the  dichotomous  items  were  further  examined 
qualitatively. 
Items with Unacceptable Fit Statistics 
As suggested in chapter three, the matching section in the prize-winning test 
contained a rather high proportion  of poorly  fitting items  (50%), followed by the 
MCQ section  (30.3 %). Among the  MCQ items,  the listening  items manifested  a 
higher rate of poorly-fitting items (46.7%) than the other section (17.7 %). As for the 
compared test, the quality of its listening section was rather poor— 75% of the binary 
items which required examinees to tell vowels were considered poor items, and 60% 
of the picture-matching binary items were identified as poorly fitting ones.     109 
To begin with, among the five matching items in the prize-winning test, three 
were overfitting, which indicated noise or, worse, local dependence. Such results also 
corresponded to the findings derived from the local dependence analysis since the 
residual correlations of the four items were high (Q56, Q57, Q58, and Q59). One 
possible explanation for this can be that the response format of the matching item may 
easily lead to local dependence. Once the test taker selects one option for one item, 
the  number  of  the  options  to  the  subsequent  items  is  consequently  reduced.  The 
probability of a correct response is then dependent on its previous responses. It has 
been suggested by researchers (Tseng, Marais, & Hsieh, in preparation) that to solve 
this problem, constructors should reduce the number of items in the matching testlet, 
increase the number of options, or improve the quality of distractors.     
As was mentioned, the distribution of the inferior items in both tests clustered in 
the  listening  section,  especially  the  sections  that  required  test  takers  to  recognize 
vowels.  There  are  a  number  of  possible  explanations  for  this.  One  possible 
explanation for this may lie in the fact that when the examinees faced such listening 
tasks, they could only listen to the audio stimulus once or twice and may easily make 
random errors which were less predictable. Moreover, though in the two tests, all the 
items were read twice, such tasks, compared with reading and writing items, still take 
up  examinees  great  concentration.  Once  the  examinee  failed  to  listen  to  the  first   110 
stimulus, they might get anxious and nervous, failing to complete subsequent items. It 
is likely that such effect becomes more pronounced in the sections of telling vowels 
since the audio input was composed of just two words in each item, making more 
difficult the precise prediction of examinees‘ performance and the accurate evaluation 
of their true measurements. Another way to explain this is that such items actually 
evaluated a somewhat different trait from the one evaluated by the other items in the 
test. As a result, the pattern of the responses to these listening items did not display 
the same pattern with the overall pattern of the tests. Moreover, it was noticed that 
compared with MCQ listening sections, the binary listening section in the compared 
test had an even higher percentage of poorly fitting items (67% > 45%). One possible 
reason accounting for this might be the larger guessing factor involved in response 
format of binary items than that of the MCQ items. Since there were just two options 
to choose from, even low proficient examinees still had a 50% chance of choosing the 
correct  answer,  though  they  were  just  guessing.  Thus,  it  seems  the  current  study 
supports the suggestion by Hughes (2003) that such response format should not be 
taken by any tests.   
Local Dependent Items 
The results showed that in each of the two tests, there were at least ten significant 
local dependent item pairs identified. Moreover, the extent of local dependence was   111 
more salient in the prize-winning test. It was suggested that there were some possible 
reasons for such a high residual correlation phenomenon in the two tests.   
First,  the  item  type  itself  such  as  matching  items,  may  easily  lead  to  local 
dependence, which has been discussed in the previous section and thus not repeatedly 
mentioned here. Further, one concept or some related concepts tended to be repeatedly 
tested. Since  the monthly  tests  had narrow test  content, the test  constructors  may 
examine  whether  learners  had  acquired  these  concepts  with  more  than  one  item. 
Therefore, these items tended to have high residual correlations. For instance, both Q 
31 and Q54 in the prize-winning test, having a high residual correlation of 0.53, tested 
whether examinees had acquired the word ―bottle.‖ Another item pair, Q53 and Q55, 
evaluated if test takers had learned the plural form of unit of measurement, i.e. 100 
grams versus  two spoons.  However, the Rasch analysis suggested  that  such items 
were  local  dependent  and  hence  violated  the  measurement  principle.  Since  such 
violation often makes the interpretation of scores difficult, it is suggested that these 
items be deleted from the test. In the same vein, some items in the same section were 
designed to test on the same ability. It was found in the compared test, the listening 
binary items which required test takers to tell whether the vowels of the two words 
were identical showed a high degree of residual correlations among them. The highly 
dependent relationship was probably due to the fact that to respond to these items   112 
correctly, examinees merely needed to have the knowledge of what a vowel is and the 
ability to tell sounds. Thus, a high percentage of local dependent items inevitably 
appeared  in  the  section.  In  addition,  it  was  found  the  possible  source  of  local 
dependence may be that answering correctly to some items required the understanding 
of the same reading passage. For example, Q 66 and Q 65 in the compared test were 
comprehensions questions based on one short paragraph about a boy whose mom was 
angry with him because he did not clean his room. The stem of Q 66 was ―how will 
the boy’s mom feel?‖ Obviously, the wording of the question suggested that in order 
to answer the question correctly, test takers had to know the answer to Q 65 first, 
―does the boy really clean his room?‖ Thus, the probability of responding correctly to 
Q66 was dependent on the response to Q 65. At last, some items were designed to 
tests  on  the  knowledge  of  collocation.  For  example,  Q71  and  Q78  in  the 
prize-winning  test,  two  gap-filling  items  with  L1  translation,  required  students  to 
write down the answer ‗any more.‘ Once the student did not know the collocation of 
―not any more‖, he or she was doomed to fail the two items simultaneously. 
     From the above discussion, it can be concluded that there are two possible main 
sources accounting for local dependence in the current study. One is the item types 
used by the test constructor, e.g. matching items in the prize-winning test. The other is 
about the test content, which refers to what is targeted to be tested in an item, e.g. the   113 
knowledge of collocation. The study, consequently, suggests that test designers, before 
starting  to  construct  a  test,  should  make  test  specifications  with  great  care.  Test 
constructors should not only carefully decide what to test with an appropriate number 
of items but also have a good understanding of the pros and cons of different item 
types in advance. 
DIF Items 
There were ten DIF items detected in the prize-winning test and eight in the 
compared  test.  As  mentioned,  DIF  is  a  necessary  condition  for  bias,  but  not  a 
sufficient one, content analysis needs to be conducted in order to pin down the source 
of variance other than the intended construct (Hauger & Sireci, 2008). In other words, 
the DIF items in the current study did not necessarily imply a gender bias. Instead, 
they may merely signal multidimensionality. In the following, besides the linguistic 
concept involved in the test items, the wording and topic involved were also examined 
in order to spot possible sources of variance.   
Table 22 summarizes the content analysis of DIF items in the prize-winning test. 
After close examination, one interesting pattern emerged: Though males tended to do 
better than females on the DIF items which involved the concept of copular be such as 
Q11, Q44, and Q49, the situation somehow changed into another direction in Q58 and 
Q59. That is, females outperformed males on the two items though all of the five   114 
items were to test the same concept of copular be. 
Table 22. Test Contents of DIF Items in the Prize-winning Test (TT) 
Item  M 
(F)   
M 
(M) 
Item Type  Subtrait/ Ability 
Measured 
Item Stem 
Q02  -.88  -1.82  listening MCQ  Choose the phonetic 
symbol corresponding 
to the vowel of the 
words heard 
big/six [I] 
Q11  1.77  .72  listening MCQ  copular tense  Helen was in the movie theater, 
but she isn’t now. 
Q19  2.07  1.30  L1-cued 
vocabulary spelling 
vocabulary  肉類   
Q34  -.28  .57  sentence-cued 
vocabulary spelling 
 
vocabulary  Kelly: Do you remember me? 
Gina: Yes, of course. You are 
Kelly. You were my classmate in 
Jin-hu junior high school. 
Q44  1.25  .52  MCQ  copular tense 
 
Miss Chen’s dogs are big, but 
they were small before. 
Q46  3.42  2.46  MCQ  there be; uncountable 
nouns 
There is some lettuce in the 
refrigerator. We can make salad.   
Q49  1.57  .82  MCQ  copular tense; negation   
; textual competence of 
cohesion 
A: You were not in the classroom 
this morning. 
B: (B) I was in the basketball 
game. 
Q58  -3.07  -1.14  matching 
(Patrick Star writes 
a diary about a 
food shopping list) 
copular tense  He (58) was before, but now he 
(59) is a doctor.    Q59  -3.07  -1.30 
Q62  -1.79  -.51  MCQ 
(SpongeBob‘s 
recipe of Super 
Beef Sandwich) 
textual competence; 
inferencing ability   
What does them mean? 
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It was further found that both Q58 and Q59 were matching items and that both 
were related to one popular American cartoon, SpongeBob, and similar themes. In 
fact, the cartoon characters SpongeBob and Patrick Star appeared in the 14 items, i.e. 
Q50  to  Q64,  in  the  prize-winning  test  with  similar  topics  related  to  cooking  or 
shopping for food. It was thus speculated that the theme of these items may play a role 
here or that females may have better reasoning ability and thus could have better 
inferencing of the two answers. However, the likelihood of second speculation soon 
diminishes since males performed better than females on the other three items in the 
matching testlet, including items which tested on the concept of quantities, i.e. Q60 
( how much pork do you need?) and Q61 ( how many eggs do you want?). Males also 
tended to do better than females on other items testing the same concept in the test 
such as Q12 (How much pork do you need?), Q45 (How many cups of tea do you 
want?), and Q48 (Peter has a lot of rice and vegetables every day). Meanwhile, it was 
found that though only two items reached a significant DIF size among the 14 items 
with the same theme, females faced lower difficulty on 11 items. Thus, it seemed the 
possible reason for males to face lower difficulty on Q61 and Q61 was that they 
indeed had a much better performance on the concept of quantities than females. It is 
likely then the source of DIF on Q58 and Q59 arose from the theme involved in the 
test rubrics. The rubrics were written in Chinese, mentioning the cartoon characters   116 
and activities related to cooking, food, or recipe, which male students may be less 
interested in or familiar with.     
As for the DIF items in the compared test, though no obvious patterns were 
found, the content of the DIF item, Q16, was worth noticing. It was interesting to find 
that the stimulus was ―Gary took a trip to eastern Taiwan last week‖ and the options 
included ―(A) Gary bought a jacket in Taipei 101 last week‖, ― (B) Gary ate bamboo 
rice with his aboriginal friends last week,‖ and ―(C) Gary had a wonderful night in 
Kaohsiung  last  week.‖  In  order  to  select  the  correct  answer  from  the  distractors 
provided, test takers must have the knowledge of geography about the locations of 
these objects such as Taipei 101 and aboriginal tribes, which obviously called on a 
different ability from language construct. 
    To conclude, some possible sources for the DIF items were provided. However, 
not  all  sources  of  the  DIF  items  were  identified  and  some  items  were  not  even 
consistent with the overall pattern, e.g. males did not always performed better than 
females  on  items  which  tested  the  concept  of  copular  be,  e.g.  Q41,  making  the 
generalization limited. As suggested by Ryan & Bachman (1992), interpretation of 
DIF item is not a straightforward process. Also, content analysis alone is not a reliable 
method  of  detecting  DIF  or  predicting  the  direction  of  DIF  (Pae,  2004).  More 
operational or systematic studies need to be done to confirm the possible sources of   117 
DIF inferred in this current study. In the follow-up study, researchers can evaluate test 
takers‘ familiarity with or preference for different themes and then correlate learners‘ 
characteristics and their responses to the items with the operationalized theme. 
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CHAPTER SIX: CONCLUSION 
    This chapter begins with the summary of the major findings in the current study, 
followed by theoretical and pedagogical implications for language testing. Limitations 
of the study and suggestions for further research are also provided. 
Summary of Major Findings 
The  present  study  aims  at  validating  the  English  achievement  tests  of  the 
campaign with Latent Trait Model. To answer the question whether expert-generated 
content validity itself can provide sufficient validity evidence for the quality of the 
tests, two monthly school-based tests from Kinmen Test Design Contest were chosen 
to be compared in terms of the empirical evidence collected from the analyses based 
on Latent Trait Model. Since dichotomous objectively-scored items and polytomous 
subjectively-scored items were examined with different tools, they were discussed 
separately. Then items detected as flawed ones were examined with content analysis 
in order to shed some light on test construction.   
The results suggest that expert-generated content validity is not able to provide 
satisfactory validity evidence of a test quality alone. In terms of dichotomous items, 
though the prize-winning test involved fewer construct-threatening underfit items than 
the  compared  test,  it  displayed  more  significant  dimensions  other  than  Rasch 
construct,  contained  a  higher  percentage  of  items  with  poor  fit,  and  performed   119 
somewhat worse in terms of the DIF analysis and local dependence analysis than the 
compared  test.  In  terms  of  subjectively-scored  items,  the  two  tests  displayed  an 
approximately equal performance in terms of person reliability, rater reliability and 
task reliability. The fit statistics also indicated that the sentence-writing tasks were all 
fitting the predication of Rasch model. To conclude, with regard to dichotomous items, 
the prize-winning test did not performed better than the compared test; concerning 
polytomous  items,  the  prize-winning  test  and  the  compared  test  displayed  similar 
quality.  Thus,  the  study  supports  the  claim  that  validity  is  multifaceted  and  more 
sources of validity evidence should be collected in order to justify the quality of a test. 
Concerning the third research question, the study suggests that the poor quality 
items may mainly result from several sources. One is the test constructors‘ failure to 
be aware of the pros and cons of different item types, especially the matching and 
binary  items.  One  is  the  failure  to  make  good  use  of  test  specifications.  Some 
linguistic knowledge tended to be repeatedly tested, making the test unnecessarily 
lengthy. Another is the failure to carefully choose the topic involved in the test. Some 
items necessitate special knowledge to answer the items correctly. The other possible 
source identified is the failure to avoid constructing items which are dependent on the 
understanding of the same stimulus. In addition to these above sources, the results 
also  indicated that the listening sections  contained the highest  percentage of poor   120 
fitting items. The sources accounting for this may lie in the simultaneous interaction 
among various potential factors such as the item format and the transient feature of 
listening input.         
Implications 
Based on the findings of the current study, implications are made toward the 
theoretical  underpinning  and  pedagogical  application.  Theoretically,  this  study 
suggests  that  expert-generated  content  validity  might  not  be  robust  enough  to 
sufficiently account for the quality of a test itself. Besides, the findings are in line with 
previous researchers‘ claim that validity should be viewed as a multifaceted concept 
(Weir, 2005). Various types of validation evidence need to be collected in order to 
justify the quality of a test to be claimed as reliable, valid, and fair to all test takers.   
In  respect  of  pedagogical  implications,  the  study  suggests  that  since 
expert-generated  content  validity  itself  can  not  serve  as  the  sole  evidence  for  the 
quality of a test, the contest holder should require all candidates to submit the test 
responses by test takers in order to provide sufficient empirical evidence of the quality 
of their works. Then the truly first-rate work can be awarded. However, it should be 
noted that this study does not imply experts can not provide valid judgment. On the 
contrary, this study suggests the irreplaceable value of such expert knowledge since 
some flaws of the test, such as language use, can not be detected through directly   121 
observing the pattern of responses of the test takers. Therefore, the study argues that 
to  better  evaluate  a  language  test,  both  expert  judgment  and  analyses  based  on 
measurement theories of language testing are needed. 
Further,  this  study  also  offers  some  pedagogical  implications  about  test 
construction. First, test developers should take advantage of test specifications before 
starting to  write  a test.  Before  a test is  constructed, it is  important  to  design test 
specifications  first  since  it  can  serve  as  the  blueprint  for  test  writers  and  help  to 
establish the test‘s construct validity (Milanovic, 1999; Brown, 2004). Test developers 
can,  subsequently,  avoid  devising  redundant  items.  Second,  teachers  should  use 
different  item  types  carefully.  It  is  not  recommended  to  use  binary  items  in  the 
monthly  test  since  guessing  may  be  involved  and  lead  to  biased  estimates  of  the 
linguistic construct being targeted in the test. It is suggested that matching items be 
devised wisely with more distractors in order to prevent examinees from responding 
correctly by merely deleting options. Third, test writers should be careful in topic or 
theme selections in the process of item generation. Topics and themes which might 
favor a particular group of test takers should be avoided. In addition, questions which 
require special knowledge other than language competence should be revised as well. 
Fourth, designers should be aware of the use of testlets since testlets often lead to the 
violation of measurement principle—local independence principle. Fifth, in regard to   122 
the items which evaluate learners‘ listening ability, the findings showed that these 
items, tended to display poor fit statistics. Thus, it is suggested that test constructors 
should prudently consider the purpose of and rationale for devising listening items in 
the language test, especially those requiring examinees to tell vowels.   
At  last,  the  study  suggests  that  the  balance  between  innovation  and  validity 
should be maintained. Since the results in the study indicated that the quality of some 
innovative  items  in  the  prize-winning  test,  such  as  the  matching  items  with 
SpongeBob‘s shopping for food, was not approved in the item analysis, this study 
suggests  that  both  of  test  evaluators  and  test  designers  should  be  aware  of  the 
trade-off  relationship  between  innovation  and  validity  and  endeavor  to  strike  the 
balance between the two. As it is known, innovative language test which intends to 
improve  test  quality  always  deserves  applause;  however,  such  test  should  be 
constantly examined and modified in order to be valid and achieve perfection.   
Limitations of the Study 
This study examined a prize-winning test and another test which did not win any 
award in a test design contest in order to fill the gap of school-based testing and to 
help manifest the concept of validity. It should be noted that there are some limitations 
of the current study. To begin with, the generalizability of the results based on the 
study may be affected due to the following accounts. First, this study only probed into   123 
two monthly tests from one of the local contests. Experts, who are recruited as raters 
in such kind of contests, may display different degrees of reliability and leniency. 
Thus, the results only provide some evidence with limited generalizability to other 
occasions. Second, this study only examined the monthly school-based tests which 
may be constructed intentionally for the contest. Such tests may not represent the 
monthly tests used in real classrooms. In addition, another limitation of the current 
study is that, in regard to the bias analysis, only the uniform-DIF was  examined. 
Non-uniform DIF analysis was not performed. Therefore, it is not certain whether the 
topic,  i.e.  cooking  or  food  shopping  in  the  present  study,  would  manifest  various 
degrees  of  influence  on  the  responding  behaviors  of  test  takers  with  different 
proficiency levels.     
Directions for Future Research 
Further research can be done to overcome the above limitations of the present 
study. More tests from other contests can be examined. Further, different types of 
school-based tests such as items in the item bank offered by textbook publishers can 
also  be investigated.  More school-based monthly  tests  can be collected to  fill  the 
current research gap as well. In addition, it is worthy of examining the washback 
effect of the contests hold by the government. At last, this study only examines gender 
bias  in  the  test.  Other  types  of  DIF  can  be  investigated,  such  as  the  bias  toward   124 
minority groups of aboriginals or new inhabitants. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
   125 
REFERENCES 
Alderson, C., & Wall, D. (1993). Does washback exist? Applied Linguistics, 14(2), 
115-129.   
Alderson, J. C., Clapham, C., & Wall, D. (1995). Language test construction and 
evaluation. Cambridge [England]; New York, NY, USA: Cambridge University 
Press. 
Bachman, L.F., & Palmer, A.S. (1996). Language testing in practice: designing and 
developing useful language tests. Oxford; New York: Oxford University Press. 
Bachman, L. F. (2004). Statistical analyses for language assessment. Cambridge: New 
York: Cambridge University Press 
Bachman, L.F. (1990). Fundamental Considerations in language testing. Hong Kong: 
Oxford University Press. 
Baghaei, P. (2008).The Rasch Model as a Construct Validation Tool [Electronic 
version]. Rasch Measurement Transactions, 22:1 p. 1145-6. 
Baker, D. (1989). Language testing: a critical survey and practical guide. London: 
Edward Arnold. 
Brown, J. D. & Hudson, T. (2002).Criterion-referenced language testing. UK: 
Cambridge University Press. 
Brown, J. D. (1988). Understanding research in second language learning: a 
teacher’s guide to statistics and research design. New York: Cambridge. 
Brown, H.D. (2000). Principles of language learning and teaching. White Plains, NY: 
Longman. 
Brown, H. D. (2001). Teaching by principles: an interactive approach to language 
pedagogy. New York: Longman. 
Carsten, R. & Pan, Y. C. (2008). GEPT: General English Proficiency Test. Language 
Testing, 25 (3), 403-408.   126 
Chang & Li (2008). Examining English Grammar Instruction in Taiwan‘s Senior High 
Schools: A Discourse/ Pragmatic Perspective. English Language Teaching & 
Learning, 32(2), 123-155 
Chang, Y. F. (2006). On the use of the immediate recall task as a measure of second 
language reading comprehension. Language Testing, 23(4), 520-543 
Chen, H. C. (2008). An Analysis of the Reading Skills Measured in Reading 
Comprehension Tests on the Scholastic Achievement English Test (SAET) and the 
Department Required English Test (DRET). Master‘s thesis, National Taiwan 
Normal University, Taipei, Taiwan. 
Chomsky, N. (1965). Aspects of the Theory of Syntax. Cambridge: M.I.T. Press. 
Cohen, A. D, & Upton, T. A. (2007). I want to go back to the text: response strategies 
on the reading subtest of the New TOEFL. Language Testing, 24 (2), p209-25. 
Cronbach, L. J. & Meehl, P. E. (1955). Construct validity in psychological tests. 
Psychological Bull, 52, 281-302 
Davison, C; Leung, C, & Canagarajah, S. (2009). In this issue. TESOL Quarterly, 
43(3), pp. 389-392(4) 
Dettmer, P.A. & Hanna, G. S. (2004). Assessment for effective teaching: using 
context-adaptive planning. Boston: Pearson A and B. 
Ebel, R. L. and D.A.Frisbie. (1991). Essentials of Educational Measurement. 5
th 
edition. Englewood Cliffs, NJ: Prentice-Hall. 
Hauger, J. B. & Sireci, S.G. (2008). Detecting differential item functioning across 
examinees tested in their dominant language and examinees tested in a second 
language. International Journal of Testing, 8, 237-250. 
Heaton, J. B. (1975). Writing English language tests. New York: Longman. 
Heaton, J. B. (1990). Classroom testing. New York: Longman. 
Henning, G. (1992). Dimensionality and construct validity of language tests.   127 
Language Testing, 9 (1): 1-11. 
Hughes, A. (2003). Testing for language teachers. UK: Cambridge University Press. 
Hymes, D. (1967). On communicative competence. Unpublished manuscript, 
University of Pennsylvania. 
Hymes, D. (1974). Foundations in Sociolinguistics: An Ethnographic Approach. 
Philadelphia: University of Pennsylvania Press.   
Johnson, K. (2001). An introduction to foreign language learning and teaching. New 
York: Longman   
Kelley T.L. (1927). Interpretation of educational measurements. Yonkers, NY, World 
Book Company. 
Kim, M. (2001). Detecting DIF across the different language groups in a speaking test. 
Language Testing, 18 (1), 89-114. 
Kook, S. H., & Varni, J. W. (2008). Validation of the Korean version of the pediatric 
quality of life inventory 4.0TM (PedsQLTM) generic core scale in school children 
and adolescents using the Rasch model. Health and Quality of Life Outcomes, 
6:41.   
Kunnan, A.J. (ed.) (2000). Studies in language testing 9: Fairness and validation in 
language assessment: selected papers from the 19
th language testing research   
colloquium, Orlando, Florida. Cambridge, UK; New York, NY, USA: 
Cambridge University Press. 
Lang, W.H. (2006). An analysis of Reading Comprehension Questions on the SAET 
and the DRET Using Revised Bloom's Taxonomy. Master‘s thesis, National 
Taiwan Normal University, Taipei, Taiwan. 
Lee, Y. W. (2000). Identifying suspect item bundles for the detection of differential 
bundle functioning in an EFL reading comprehension test: A preliminary study. 
In Kunnan (Ed.), Studies in Language Testing: Fairness and validation in   128 
language assessment: selected papers from the 19
th language testing research 
colloquium, Orlando, Florida. Cambridge, UK; New York, NY, USA: Cambridge 
University Press. 
Li, C. M. (2006). The analysis of the English test of the basic achievement test for 
Junior High School students (from 2001 to 2004). Master‘s thesis, National 
Kaohsiung Normal University, Kaohsiung. [ETDS] 
Lynch, B. K. (2003). Language assessment and programme evaluation. Edinburgh, 
Scotland: Edinburgh University Press. 
McNamara, T. (2000). Language testing. New York: Oxford University Press. 
McNamara, T. (1996). Measuring second language performance. London; New York: 
Longman. 
Messick, S. (1989). Validity. In R. Linn (Ed.), Educational measurement, (3rd ed.). 
Washington, D.C.: American Council on Education. 
Milanovic, M. (1999) (Ed.) Studies in language testing 7: Dictionary of Language 
Testing. UK: Cambridge. 
Pae, T. (2004). DIF for examinees with different academic backgrounds. Language 
Testing, 21(1), 53-73 
Paulston, C. B. (1974). Linguistic and communicative competence. TESOL Quarterly, 
8: 347-362. 
Raimes, A. (1983). Techniques in Teaching Writing. New York: Oxford University 
Press.   
Rasch measurement software and publications. (2010). Reliability and separation of 
measures. Retrieved February 12, 2010, from 
http://www.winsteps.com/winman/index.htm?reliability.htm 
Ryan, K. and Backman, L. F. (1992). Differential item functioning on two tests of 
EFL proficiency. Language Testing. 9: 12-29.     129 
Scriven, M. (1991). Evaluation thesaurus (4
th ed.) Newbury Park, CA: Sage. 
Shin, C. M. (2007). A new washback model of students‘ learning. The Canadian 
Modern Language Review. 64(1), 135-162. 
Su, S. W. (2006). A Study of the Effects of Text Type on College Student’s Listening 
Strategy Choice While Taking Listening Comprehension Test. Master‘ thesis, 
National Chunghua University of Education, Chunghua, Taiwan. [ETDS] 
Takala, S. & F. Kaftandjieva. 2000. Test fairness: a DIF analysis of an L2 vocabulary 
test [J]. Language Testing, 17 (3): 323-340. 
Trites & McGroarty. (2005). Reading to learn and reading to integrate: new tasks for 
reading comprehension test. Language Testing, 22 (2), p174-210. 
Tseng, W. T., Marais, & Hsieh‘s (In preparation). Identification and evaluation of 
local dependence in vocabulary levels test: some empirical evidence. 
Unpublished manuscript, National Taiwan Normal University. 
Tung, H. C. (2008). Historical developments of the English tests used in the Joint 
College Entrance Examination in the past fifty years. Unpublished doctoral 
dissertation, National Kaohsiung Normal University, Kaohsiung, Taiwan. 
[ETDS] 
Tyler, A. & Bro, J. (1992). Discourse structure in nonnative English discourse: the 
effect of ordering and interpretive cues on perceptions of comprehensibility. 
Studies in Second Language Acquisition, 14, 71-86. 
Tyler, L. (2005). Washback and impact. ELT Journal, 59 (2). 154-5. 
Weir, C. J. & Wu, R.W. (2006). Establishing test form and individual task 
comparativity: a case study of a semi-direct speaking test. Language Testing, 
23(2), 167-197. [ETDS] 
Wright, B. D. & Stone, M. H. (1979). Best Test Design. MESA Press, Chicago IL. 
Wright, B.D. (1982). Masters GN: Rating Scale Analysis. Chicago, IL: Mesa Press.   130 
Yang, H. (2007). Language testing and language teaching. In Leung (Ed.), English 
Teachers’ Association— Republic of China Symposium on English teaching: Vol. 
16. English language teaching, learning, and assessment (pp. 164-171). Taipei: 
The Crane Press. 
You, H. L. (2003). Analysis of the Basic Competence English Test for Junior High 
School. Master‘ thesis, National Yunlin University of Science and Technology, 
Yunlin, Taiwan.    [ETDS 全國碩博論文資訊網 KEY: English; Test] 
Zeidner, M. (1986). Are English  language  aptitude tests  biased towards  culturally 
different minority groups? Some Israeli findings. Language Testing. 3: 80-95. 
Ministry of Education(教育部). (2009).  教育部補助辦理精進教學要點（98 年修訂
草案）  [The revised draft of enhancing teaching subsidization from MOE]. 
Taipei, Taiwan: Ministry of Education.       131 
Appendix A: The Target Test (TT)   
(Item 1~ 33) 
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(Item 34~49) 
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(Item 50~ 61) 
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(Item 62~70) 
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(Item 72~78) 
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Appendix B: Answers of the Target Test (TT) 
Part A:  聽力測驗 
1  2  3  4  5  1  2  3  4  5  1  2  3  4  5 
A  C  B  C  B  A  B  C  A  B  C  B  A  A  C 
Part B:  紙筆測驗 
1  2  3  4  5 
candy  banana  dumpling  meat  fresh 
6  7  8  9  10 
body  live  restroom/toilet/bathroom   photo/picture/photograph  clean 
11  12  13  14  15 
delicious  healthy  fruit  Anything  baking 
16  17  18  19  20 
bottles  handsome  library  remember  dirty 
䶌、綜合選擇 
1  2  3  4  5  6  7  8  9  10  11  12  13  14  15 
B  A  C  B  D  C  D  A  D  A  B  C  D  B  C 
三、挑錯並改正 
1  2  3  4  5  6 
am  Loves/likes  some  grams  bottle/carton/can   spoons 
四、配合題                                     
1  2  3  4  5  6 
E  A  B  H  C  D 
五、閱讀測驗 
1  2  3 
D  A  B 
六、翻譯式填空 
1  2  3  4  5 
weeks  then  on/at/in    ago  both 
6  7  8  9  10 
In  any  more  What‘s     
What                 
up/wrong 
happened
6 
七、依照提示造句  (標準參考答案) 
1.  Which does Tina need, erasers or pencils? 
2.  How many bags of tomatoes does Nancy want? /How many tomatoes does Nancy 
want? 
3.  The girls were not tennis players before. 
4.  How old is your car?   
                                                 
6  . The bold word ―am‖ of the matching item was an item used as an example. The italicized words 
were the unexpected but acceptable answers included into the final mark scheme; all the expanded 
answers were agreed by one junior high school teacher and confirmed with the data in corpus BNC 
(British National Corpus) and CCAE (Corpus of Contemporary America English)     137 
Appendix C: The Compared Test (CT) 
(Item 1~20) 
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(Item 21~49) 
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(Item 50~83) 
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Listening Section Script 
一、 
1.  ride/ kite 
2.  mop/most 
3.  lose/look 
4.  fly/night 
䶌、 
1.  Nick ironed his uniform this morning. 
2.  Jean is washing her dog in the bathroom. 
3.  The girl sat on the sidewalk. 
4.  The police officer is working on the boy‘s case. 
5.  Matt, can you do the dishes for your mom? 
三、 
1.  The woman couldn‘t play the piano before, but she can now. 
2.  John got on the bus at the bus stop. 
3.  Paul and Lisa are having spaghetti for dinner. 
4.  It‘s cold. Please close the window. 
5.  The boy had a karaoke party yesterday. 
四、 
1.  Amei sang the song NALUWAN on TV last night. 
2.  Gary took a trip to eastern Taiwan last week. 
3.  Mike mopped the floor, swept the yard, and cleaned the house. 
4.  Teresa is busy on weekends. 
5.  Liz, you didn‘t bring the cellphone with you last night. 
Oh...I left it on the desk when I went out.   
Bob called you when you were out. Then he called me because he couldn‘t find 
you. I was busy then.   
I‘m sorry about that, Jack. 
Q: Why did Bob call Jack? 
6.  Frank, look at your terrible grades. Did you study for the tests? 
Hmmm… the tests were too difficult. 
I don‘t‘ believe your words. You played computer games all day before the tests. 
Now you have to study hard. 
Q: Did Frank really study hard for the test? 
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Appendix D: Answers of the Compared Test (CC) 
Part Ⅰ聽力測驗 
1  2  3  4  1  2  3  4  5  1  2  3  4  5  1  2  3  4  5  6 
A  B  B  A  C  C  A  B  B  A  B  B  A  B  A  B  B  B  C  B 
PARTⅡ  紙筆測驗 
Ⅰ字彙測驗 
1  2  3  4  5 
picnic  water  living  camera  invite 
6  7  8  9  10 
summer  Tigers  Because  wallet  job 
11  12  13  14  15 
comb/brush/ 
hair brush 
spaghetti/pizza  hat  bicycle/bike  refrigerator/fridge 
16  17  18  19  20 
ate  put  dance  bring  listened 
21  22  23  24  25 
laundry  mopped  saw/met    time  bus 
Ⅱ綜合測驗 
1  2  3  4  5  6  7  8  9  10 
B  D  A  C  B  A  D  C  D  D 
11  12  13  14  15  16  17  18  19  20  21 
B  A  C  A  D  A  B  D  C  C  B 
Ⅲ、依提示作答 
1.  Yes, I did. 
2.  I took an umbrella to school this morning. 
3.  We cut the cake after we sang English songs. 
4.  May I invite Coco to our home? 
5.  錢對我來說意義不重大。 
Ⅳ翻譯 
1  2  3  4  5 
Thank  for  sick  enough  happened 
6  7  8  9  10 
to  all  reported 
called                 
case 
police 
teenagers 
11  12 
do  did 
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Appendix E: Table of TT Fit Statistics 
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Appendix F: Table of CT Fit Statistics 
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Appendix G: DIF Table of the Target Test (TT) 
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Appendix H: DIF Table of the Compared Test (CT) 
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