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Abstract
The Veterans Health Administration (VHA) provides care to over eight million Veterans
and operates over 1,700 sites of care distributed across twenty-one regional networks in
the United States. Health care providers within VHA report large seasonal variation in the
demand for services, especially in healthcare systems located in the southern U.S. that
experience a large influx of "snowbirds" during the winter. Since the majority of resource
allocation activities are carried out through a single annual budgeting process at the start
of the fiscal year, the seasonal load imposed by "traveling Veterans," defined as Veterans
that seek care at VHA sites outside of their home network, make providing high quality
services more difficult. This work constitutes the first major effort within VHA to
understand the impact of traveling Veterans. We found a significant traveling Veteran
population (6.6% of the total number of appointments), distributed disproportionately
across the VHA networks. Strong seasonal fluctuations in demand were also discovered,
particularly for the VA Bay Pines Healthcare System, in Bay Pines, Florida. Our analysis
further indicated that traveling Veterans imposed a large seasonal load (up to 46%) on the
Module A clinic at Bay Pines. We developed seasonal autoregressive integrated moving
average (SARIMA) models to help the clinic better forecast demand for its services by
traveling Veterans. Our models were able to project demand, in terms of encounters and
unique patients, with significantly less error than the traditional historical average
methods. The SARIMA model for uniques was then used in a Monte Carlo simulation to
understand how clinic resources are utilized over time. The simulation revealed that
physicians at Module A are over-utilized, ranging from a minimum of 92.6% (June 2013)
to maximum 207.4% (January 2013). These results evince the need to reevaluate how the
clinic is currently staffed. More broadly, this research presents an example of how simple
operations management methods can be deployed to aid operational decision-making at
other clinics, facilities, and medical centers both within and outside VHA.
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1. Introduction
The United States Department of Veterans Affairs (VA) exists to fulfill President
Abraham Lincoln's promise, "to care for him who shall have borne the battle, and for his
widow, and his orphan," by providing benefits to Veterans and their families. Chief
among those benefits is health care, delivered by the Veterans Health Administration
(VHA). Nearly 22 million Veterans are eligible for VHA services, and as of December
2012, approximately 8.76 million Veterans were enrolled. VHA operates over 1,700 sites
of care, including 152 medical centers, 821 ambulatory care and community-based
outpatient clinics, and 300 VA Vet centers [1]. These facilities are distributed across
twenty-one regional health networks called Veterans Integrated Service Networks
(VISNs; Figure 1).
Resource allocations within VHA are based on a system known as Veterans Equitable
Resource Allocation (VERA). VERA considers a number of different factors, including:
1) the number of Veterans currently residing in a particular area and 2) the number of
Veterans projected to migrate to the area either temporarily or permanently in the future
[2]. The aim of this approach is to ensure that the greatest number of Veterans has access
to essential health care services and that access remains equitable. In other words, under
VHA's mission, Veterans should have access to health care services regardless of where
they live or travel within the US. Of the two considerations outlined above, the
movement of Veterans is considerably more volatile and difficult to predict. The
administrative VISN boundaries illustrated in Figure 1 were drawn in 1994, and reflect
the understanding of patient movement patterns at that time. Since the widespread
adoption and integration of electronic health records in VHA, it has become possible to
confidently determine the actual degree of patient movement nationwide, which can form
the basis for superior resource allocation decisions and service planning.
20 ~12/an
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Figure 1: Veterans Health Administration map illustrating the Veterans Integrated
Service Network (VISN) boundaries
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In particular, health care providers within VHA report large seasonal variation in the
demand for services, especially in healthcare systems located in the southern U.S. that
experience a large influx of "snowbirds" during the winter months. With these "traveling
Veterans" - defined as Veterans that seek care at VHA sites outside of their home VISNs
- ensuring continuity of care, patient safety, and minimization of waste (duplicate
medical tests, redundant paperwork, and administrative inefficiencies) pose significant
challenges. Figure 2 describes the current process through which traveling Veterans
receive care. As depicted, while VHA operates using a singular electronic patient record
system, each VISN and VHA health care facility has its own idiosyncrasies with respect
to what and how patients' medical information is recorded. Discrepancies in how data is
recorded limit how effectively patient information can be shared among providers and
thus affects the overall operational efficiency of VHA.
- Coordinated sometimes by case manager and eligibility clerk
- Quick process for Veterans who have had previous contact with
VHA
- Must gain permission to access patient medical record
- Formatting and placement of info is inconsistent across facilities
m - Patient receives care based on need
- Medical center/facility operations complex
and vary significantly in terms of how
traveling patients are treated
- Updating patient record is straightforward, provided access has
been granted though information may not be recorded in a
standardized format.
- Notification to patients'main primary care provider is largely
manual
- Occurs through flag in medical record, e-mail, or phone
- Often unsuccessful due to workload burden
Figure 2: Current health care delivery process for traveling Veterans [3]
Moreover, health care providers note that the additional seasonal loads imposed by
traveling Veterans make providing high quality services more difficult without additional
resources. For instance, the majority of resource allocation activities are carried out
through a single annual budgeting process at the start of the fiscal year. While there is
some consideration given to traveling Veterans when budgets are set and resources are
allocated, there appears to be no systematic process through which VHA actually
attempts to forecast the expected service needs of traveling Veterans and plan
accordingly. A significant proportion of resource planning ostensibly occurs by
considering historical averages and other simple statistics. Meanwhile, future demand
projections directly impact the overall capacity of VHA healthcare systems and the
quality of care that can be provided to patients. Therefore, better understanding of the
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seasonal demand for services by traveling Veterans could potentially allow VHA to
allocate its resources more effectively and efficiently, thereby improving the current
standard of care provided to traveling Veterans.
To our knowledge, the research presented herein constitutes the first major effort within
VHA to understand and characterize the dynamics of the traveling Veteran population.
This study began with a pan-VHA characterization of the traveling Veteran population.
Our analysis revealed a large segment of traveling Veterans throughout the VHA
network. We further confirmed the seasonal variation in demand for services within
certain VISNs that has been reported by health care providers only anecdotally thus far.
Based on the high-level examination, the VA Bay Pines Healthcare System (Bay Pines
HCS) in VISN 8 (Florida, Southern Georgia, Puerto Rico, and U.S. Virgin Islands) was
selected for further study because of the seasonal nature of its traveling Veteran
population. Additional data analysis elucidated key service areas utilized by traveling
Veterans. Statistical models were created to forecast the demand for services in these
service areas. Finally, a clinic level patient flow model was developed to evaluate
expected resource utilization by traveling Veterans given their seasonally varying
demand for services. The overall analysis is suggestive of potential reforms VHA might
consider in attempting to improve its operations and in doing so, also improve the
standard of care provided to traveling Veterans.
More broadly, the aim of this research is also to develop a simple framework to enable
health care mangers, at VHA and elsewhere, to approach resource allocation and policy
making in a more data driven manner. Despite the widespread use of operations
management strategies in industries as diverse as retail, airlines, banking, and
manufacturing, management of healthcare systems has lagged far behind. A significant
component of the challenge in health care today is not necessarily the development of
novel cures and treatments for diseases, but rather more effective delivery of existing
interventions. The goal ultimately is to improve patient outcomes while containing cost
of delivery. Hence, in part, this research intends to provide a case study of the application
of operations management tools within the health care context.
2. Literature review
2.1 Patient migration in the United States
While migration patterns of people and its effect on service delivery appears to be have
been a concern within the realm of public policy, the literature on traveling patients who
seek health care away from their homes has been sparse. In 1982, Monahan and Greene
investigated this phenomenon (the seasonal migration pattern of elderly people) using
data from Tucson, Arizona as a case study [4]. Monahan and Greene aimed to
substantiate the claim that the winter influx of elderly visitors to the city causes
disruptions in services such as health, housing, and social services to the local
community, due to excess demand and insufficient capacity. To assess the impact of the
visiting elderly, the authors conducted a survey of both the seasonal and residential
population during 1979 and 1980. However, the degree to which the authors were able to
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identify and sample the seasonal population remains questionable. They ultimately
resorted to conducting a random census of residential sites known to attract seasonal
visitors. Overall, the authors were able to survey 281 seasonal visitors and 143 local
residents. With these methodological limitations in mind, Monahan and Greene found
that the chronic illness profile and thus health care utilization related to chronic illness
was similar between visitors and residents. Moreover, the authors claimed that although
some of their interviews suggested emergency department congestion because of the
visitors, the visitors did not otherwise disproportionately use health care services relative
to the residents. However, these claims appear to be based primarily on anecdotes and
very little data is provided to support their position.
Some work has also been conducted to investigate the use of inpatient services covered
by Medicare by traveling patients, defined as patients who seek care outside of their state
of residence. Buczko's work in 1991 built upon earlier research that suggested that non-
resident beneficiaries of inpatient services covered by Medicare could comprise over
10% of case loads in certain states, with substantial implications for resource planning
[5]. For example, since Medicare is essentially a capitated system, the load imposed by
traveling patients can distort the utilization rates of residents, especially in locations
where the flow of traveling patients is significant. To mitigate the lack of information and
data on traveling patients experienced by Monahan and Greene, Buczko used a sampling
from the Medicare Provider Analysis Review (MEDPAR) database to examine the inter-
state flow of patients as it related to inpatient hospitalizations covered by Medicare. The
results indicated that in aggregate 7.9% of Medicare hospitalizations occurred outside the
home state of the patient. Moreover, when disaggregated the data reveal substantial state-
to-state variability in the percentage of visitor hospitalizations; for example, in Florida
9.1% of hospitalizations were traveling patients while in California, traveling patients
accounted for only 2.6% of hospitalizations. Buczko then performed regression analysis
to explain the inter-state flow of patients, attributing the migration chiefly to both the
availability of resources (e.g. physicians, specialists, and specialized services) and
seasonal migration. However, Buczko fell short of making any concrete
recommendations of how health care authorities and managers should allocate their
resources in anticipation of the inflow of travelers that require hospitalization. Building
upon this work, Buczko then investigated the differences in Medicare hospitalizations in
Florida among seasonal traveling patients, adjacent-state traveling patients (individuals
that came to seek care in Florida from other contiguous states), and Florida residents [6].
He found that in aggregate, seasonal and adjacent-state travelers represent approximately
6.9% of hospitalizations in Florida, and claimed that this does not represent a
"burdensome volume increase to local hospitals" [6]. However, this conclusion is
premature as the statistics were taken in aggregate. It could be the case that seasonal and
adjacent-state travelers comprise a much larger proportion of hospitalizations during
certain times of the year, a phenomenon that can easily become hidden by taking a simple
average.
While Buczko focused his analysis on Medicare beneficiaries, Cowper and Longino
examined the interstate migration of Veterans and their use of VHA services while
traveling outside of their home VISN [7]. In this case, the authors sought to ascertain if
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patient migration affects Veteran health service demand and provide insights that could
help improve the way in which the VA projects demand and allocates resources. They
used data from three different sources to conduct their analysis: U.S. Census Bureau, the
VA's annual Summary of Medical Programs, and 1985 Area Resource File published by
the US Department of Health and Human Services. They discovered that, of the entire
traveling Veteran population in their sample, 52% were independent travelers, 30.4%
were travelers dependent on household care, and about 8% were institutionalized. The
mix of these three types of traveling Veterans was highly variable from state-to-state
with, for example 72% of Veterans traveling to Florida as being independent while in the
District of Columbia, 25% of the traveling Veterans who came to DC were classified as
independent. These numbers should however be interpreted with caution as the authors
themselves recognize limitations in their sampling methodology which caused some of
the categories to have very few cases. By next comparing aggregate admission rates of
Veterans over age 65 years among states, the authors found that medical center admission
rates were typically not higher in states with larger numbers of older traveling Veterans.
As with previous studies, however, such an average estimate may not be representative of
what occurs throughout the year. It is plausible that admission rates may be higher during
certain times of the year, perhaps during winter months when independent travelers are
more likely to arrive and may be substantial enough to be a burdensome load on the local
VHA medical centers. Few other studies have examined to what extent traveling patients
and variation in their demand for services impact healthcare systems. To bridge this
knowledge gap, we exploit VHA's rich National Patient Care Database in this study to
investigate current trends in which traveling Veterans impact VHA operations. We seek
to generate insights that may also be applicable to manage operations at other large,
nationalized healthcare systems that experience similar patient movement through their
networks.
2.2 Demand forecasting in health care
Forecasting demand is a fairly common exercise for most businesses. The forecasts
provide a likely picture of the expected volume (e.g. revenue, units, customers, items,
etc.), thus enabling key managerial decisions like determining what levels to stock
products or how to staff stores. Analogously, within the health care setting, demand
forecasting offers health care managers a sense for the number of patients the medical
center should expect to service. As with the sales example, forecasts for services enable
health care managers to make more effective resource allocation decisions. In the health
care setting, specifically, the availability of resources often defines the quality of care that
can be provided to patients. Hence, accurate demand forecasting can allow health care
managers to ultimately improve the quality of service to patients.
Developing autoregressive integrated moving average (ARIMA) models is a common
approach in time series analysis. Popularized by Box and Jenkins [8], the approach
involves using previous values of the variable in question to predict its future values. A
computer algorithm is used to determine the coefficients of the autoregressive and
moving average terms that lead to the best model fit and prediction. If the data has
seasonal trends, the approach can be extended to include seasonal autoregressive and
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moving average terms to capture the seasonality of the variable over time. These types of
models are known as seasonal autoregressive integrated moving average (SARIMA)
models. The main advantage of employing an ARIMA-based approach compared to other
methods of time series analysis is simply that the data requirements in the modeling effort
are quite minimal. To develop ARIMA models, one only requires historical data of the
variable in question over time. Other regression and econometric approaches to time
series analysis require significantly larger amounts of data for forecasting, which are
often difficult or otherwise infeasible to capture. In econometric approaches, the selection
of explanatory variables is also an issue and certainly impacts the ultimate veracity of the
model being constructed. For this reason, ARIMA based methods have become popular
in time series analysis both within and outside health care.
While there appears to be some work done in forecasting the epidemiological spread of
disease, research on forecasting demand for health care services has been limited to
primarily emergency departments, readmission, etc. despite its importance. In 1980, Kao
and Tung modeled the demand for inpatient services in terms of monthly admissions
across eighteen specialties for a large public health care delivery system using SARIMA
[9]. Using historical admissions data for each specialty, the authors developed SARIMA
models and forecasted admissions for the next twelve months. Forecasts were then
compared to actuals by calculating percentage forecast errors and found to be
comparatively small. Forecast errors varied by specialty, ranging from 21.5% in the
newborn nursery to 3.3% in psychiatry. In performing this research, Kao and Tung
attempted to address a fundamental challenge faced by many health care planners:
projecting demand for services as accurately as possible so that annual planning and
resource allocation activities, which often occur far in advance, reflect the expected case
load and allow for a high standard of care to be provided to patients.
A larger body of work has been conducted to examine the demand for services in
Emergency Departments (EDs). For example, Jones and Joy investigated the use of
SARIMA to forecast the ED occupancy (defined as the ratio of total number of patients
in the ED to the total number of licensed beds) and found that the model forecasts were
more accurate than using simple historical averaging [10]. The model was developed
using ED data from Bromley Hospitals NHS Trust from April 1, 1993 to March 23, 1999.
Predictions were validated by setting aside a segment of the raw data for testing and
using the model to forecast into the test period. Root mean square errors (RMSE) were
found to be approximately 3% of the mean ED occupancy, in comparison to 6-10%
RMSE if the occupancy was naively assumed to be the same as it was historically (i.e. last
week or last year). Like others, Jones and Joy sought to address the challenge faced by
hospital administrators to balance emergency department resources while providing high
quality care to patients.
Similarly, Abraham et al. found that short-term ED occupancy could be modeled using
SARIMA with daily occupancy data from the Royal Melbourne Hospital [11]. The
strength of the model was evaluated based on the RMSE of forecasts and cross-validation
against a previously set aside data set. As such, Abraham et al. demonstrated that
SARIMA could be used to generate reliable short-term (within one-week) forecasts of
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ED occupancy. The authors aimed to illustrate the potential value of using statistical
techniques like SARIMA to forecast demand, thereby enabling more effective week-
over-week resource planning.
Furthermore, Schweigler et al. contended that SARIMA models can be used to forecast
the ED occupancy because the prospective forecasts had lower RMSE than the use of
historical averages [12]. Using hourly occupancy data from three different academic EDs,
the authors developed autoregressive models to predict occupancy. The effectiveness of
the models was evaluated by examining their goodness-of-fit to the training data and
prospective accuracy of model forecasts at either 4- or 12-hours beyond the training data.
The authors found that SARIMA forecasts produced significantly less RMSE for both 4
and 12-hour predictions in comparison to simply using historical averages. In doing so,
the authors intended to demonstrate that despite being slightly more complex, using
statistical techniques like SARIMA to forecast ED occupancy levels could produce
markedly superior results than simply using historical averages for resource planning, as
is common practice by health care managers.
2.3 Simulation in health care
As outlined previously, modeling and simulation have found widespread application in a
range of different industries including retail, airlines, transportation, and finance. At the
same time, simulation and modeling have only recently become more common within
health care. This section provides a brief overview of some existing applications of
simulation within health care.
In their literature review, Kuljis et al. addressed whether the knowledge and experience
of modeling and simulation in business and manufacturing can be transferred to address
the numerous challenges physicians and managers experience in the health care context
[13]. The authors identify six main simulation techniques that have garnered widespread
use in other industries to address a vast array of challenges, such as reducing
transportation costs, determining values of important equipment design parameters,
supply chain management, risk assessment, energy pricing, and improving
communication among people. These simulation techniques include: discrete-event
simulation, continuous simulation, system dynamics, Monte Carlo simulation, agent-
based simulation, and virtual reality simulation. On whether these approaches could be
beneficial in tackling problems in health care, the authors maintain that health care is
different from industries across seven axes: patients' fear of death, medical practitioners'
approach to healing, health care support staff, health care managers, political influence
and control, society's view, and utopia. The authors asserted that patients' fear of death
introduces unpredictability to any modeling effort. Similarly, the medical practitioner
community is comprised of a diverse set of individuals who do not necessarily agree on
the same approach to healing. Health care support staff and health care managers often
have conflicting views of the overall organization and how it should be managed.
Moreover, health care is also more prone to politicization than perhaps other industries
and often tied to the current society's view on health care issues. Finally, society has an
underlying desire for a health care utopia in which everyone is healthy, perhaps without
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any analogous sentiment in other industries. As such, Kuljis et al. sought to demonstrate
that health care is inherently different from other industries and that in order for modeling
or simulation efforts to succeed, model developers must recognize these differences and
incorporate the unique needs of health care and its stakeholders.
Katsaliaki and Mustafee undertook a systematic review of approximately 250 journal
papers published on health care simulation between 1970 and 2007 [14]. The authors
classified the articles with respect to the simulation technique employed in the study:
Monte Carlo simulation, discrete-event simulation, system dynamics and agent-based
simulation. According to the authors, each simulation technique was employed to
examine a variety of health care challenges including health risk assessment, planning of
health care services, public health policy evaluation, and interactions of different
treatments for complex diseases. Despite the diversity of these studies and the potential
insights they provide, the authors found that relatively few of the published studies led to
real world implementations based on the simulation results. They explained this
phenomenon by pointing to the difficulty in bringing change to health care given its
complexity and multifarious stakeholders. Nevertheless, in conducting the review, the
authors sought to provide an overview of how simulation has been applied to address
challenges in health care while at the same time developing a compendium of insightful
articles for health care planners and researchers.
Kennedy also provided a brief overview of the applications of simulation to addressing
challenges in health care delivery [15]. In particular, Kennedy highlighted the use of
methods such as Monte Carlo simulation and discrete-event simulation in contexts as
diverse as valuing the acquisition of an expensive medical imaging device and choosing
the appropriate level of support staffing to evaluating bed utilization and operating room
productivity. As such, Kennedy sought to illustrate the value of simulation modeling as a
tool for health care managers to: 1) characterize uncertainty in the health care
environment; 2) develop a probabilistic sense of outcome measures; 3) develop "what-if'
scenarios to examine potential policy interventions and/or process improvements; and 4)
visualize processes and flows within the health care context.
Bennett and Duckett offered a historical review of how operations research has been
utilized to address the challenge of nurse staffing [16]. Nurses play a strong supportive
role in the delivery of health care services to patients and their wages constitute a
significant cost to health care institutions. Hence, it is desirable to determine the optimal
level of staffing to achieve a benchmark level quality for patient care. The authors began
by examining the traditional method of maintaining a fixed nursing staff and scheduling
their time manually. Next, they outlined research in controlled variable staffing (changing
the level of staffing by set amounts throughout the year), since hospitals rarely experience
uniform workload conditions over time. The authors further described additional research
by Warner (1976) on the use of computer systems to aid nurse staffing and scheduling. In
performing this review, Bennett and Duckett intended to demonstrate the utility of
operations research to address a difficult challenge in health care while also highlighting
that ultimately operations research does not solve the problem per se but rather provides
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decision makers with information to better consider the tradeoffs involved in their
decisions.
Benneyan used a case study of patient wait-times in a pediatric department to
demonstrate the strength of computer simulation in assessing the tradeoffs between
patient waits, resource utilization, and costs [17]. In particular, Benneyan provided a
walk-through of the modeling and simulation procedure with discussions of the
simulation inputs and outputs, model development, and the resources required and
common pitfalls of modeling studies. In doing so, Benneyan aimed to concretely
illustrate how health care managers can exploit computer simulation to analyze and
address operational challenges more effectively.
2.4 Applications of Monte Carlo simulation
Monte Carlo simulation is a common approach deployed to make better decisions under
conditions of uncertainly. In essence, the method relies upon randomly selecting a
combination of values for input variables of the model from their associated probability
distributions, performing a deterministic calculation of the output variables based on the
set of input values, repeating the procedure many times with different sets of random
input values, and finally aggregating the output values into a probability distribution for
the output variables. As such, it provides decision makers with a probabilistic
representation of the output variables rather than a naively deterministic point estimate.
Table 1 provides a brief summary of the variety of domains in which Monte Carlo
simulation is employed.
Table 1: Applications of Monte Carlo simulation by domain
Domain Application
Finance and insurance Cost-benefit analysis [18], personal finance planning [19], risk analysis
in investment appraisal [20], security pricing [21], and option valuation
[22]
Mathematics Optimization [23, 24] and Bayesian inference [25]
Pure and applied science Engineering design [26], spectroscopy, imaging, and chemical kinetics
[27]
Health care Nurse staffing [28], resource utilization [29], and cost-benefit analysis of
different resource allocation policies [30, 3 1]
In addition to its applications in other domains, Monte Carlo simulation is also one of the
most common simulation techniques employed within health care [14]. For example, as
described previously through other studies, nursing staff allocation is a difficult challenge
facing health care managers. In their paper, Hershey et al. report a Monte Carlo
simulation model they developed to help health care managers evaluate the relative
benefits of fixed and variable nurse staffing policies [28]. The model simulates the
nursing load and allocated nursing hours for each ward under consideration. In addition,
the model records the number of days during which demand exceeds the allocated nurse
hours in a given ward, demand exceeds allocated nurse hours in one or more wards, and
outputs the expected overload on a given day with fixed nurse staffing. Based on these
parameters, the model estimates the size of the nursing float pool required in a controlled
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variable staffing scenario and the associated cost savings. Moreover, the authors utilized
their model to perform an example analysis of nurse staffing using hypothetical data. In
doing so, Hershey et al. demonstrated the strength of Monte Carlo simulation in
evaluating benefits and tradeoffs of alternative nurse staffing policies.
Dexter et aL. developed a statistical methodology based on modeling and simulation that
allows health care mangers to reduce variability in operating room (OR) utilization and
improve labor productivity [29]. In their paper, the authors describe a mathematical
procedure that allows managers to first develop a simple structured equation model of
key OR parameters, including daily allocated hours of OR time, estimated hours of
elective cases, actual hours of elective cases, estimated hours of add-on cases, actual
hours of add-on cases, hours of turnover time, and hours of underutilized time. Based on
the model, a Monte Carlo simulation was then performed to evaluate the effect of
different management interventions on the variability in underutilized OR time. The
authors applied their approach to two ORs - the University of Iowa's OR and the
Ambulatory Surgery Center - and found that, for both ORs, the best management
strategy to reduce variation in OR underutilization time was to optimally select the day
for elective procedures. In comparison, they found that eliminating the errors in
predicting how long elective cases take, variability in turnover delays, and day-to-day
variation in hours of add-on cases had a small effect on reducing variability in OR
underutilization, a somewhat counterintuitive result. In performing this study, the authors
demonstrated the utility of statistical modeling and Monte Carlo simulation to make more
effective management decisions within the health care context.
Medical literature suggests that there is a strong link between nurse staffing and patient
outcomes. Rothberg et al. assessed the cost effectiveness of various nurse-to-patient
ratios versus patient outcomes (in terms of length of stay and mortality) [30]. Using data
from two large hospitals, the authors developed a model to link nurse-to-patient ratio to
patient length of stay and mortality. Since there is a distribution of variables such as
hourly nurse compensation, cost per inpatient hospital day, supply elasticity, relative risk
of mortality, relative risk of nurse dissatisfaction, and decrease in length of stay per
nurse-hour, Monte Carlo simulation was employed to perform a sensitivity analysis of
those parameters. In performing this work, Rothberg et al. sought to demonstrate the cost
effectiveness of range of nurse-to-patient ratios ranging from 8:1 to 4:1. They found that
reducing the ratio to 4:1 improved mortality while the cost effectiveness in terms of the
average cost per life saved did not exceed $139,000 (95% confidence interval of $53,000
- $402,000). Their study provides one example of how Monte Carlo simulation can be
applied within the health care context to analyze uncertainty in model results.
Diabetic retinopathy is considered the leading cause of preventable blindness among
Americans, and Javitt et al. examined the cost savings associated with providing
preventative eye care to patients with type 11 diabetes [31]. The authors used a model
known as the Prospective Population Health Event Tabulation Modeling System
(PROPHET). Among its other features, PROPHET analyzes the events and costs
associated with the progression of a disease and utilizes Monte Carlo simulation to
ascertain the probabilistic outcome of all events including: disease progression, disease
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detection, treatment outcome, and mortality. Based on the model results and other cost
data from Medicare and the Social Security Disability Insurance, the authors asserted that
the predicted net savings, if all individuals with type II diabetes received the
recommended preventative eye care, would exceed $472 million and 94,304 person-years
of sight (or a net savings of $975 per person). As such, the authors intended to use a
modeling approach to make a case for why preventative eye care for type II diabetes
patients should be expanded from current levels of care.
2.5 Resource utilization in health care
Health care resources are expensive, and as such there exists an on-going pressure on
health care providers to do more with less. In part, this involves understanding how
valuable health care resources are being utilized and ensuring that their utilization is at
optimal levels. The following section highlights some existing literature on resource
utilization in health care, and Table 2 provides a summary of the surveyed literature.
Tyler et al. developed a simulation model of a simple OR, based on data on
adenoidectomy cases at the Children's Hospital of Philadelphia, to determine the optimal
OR utilization and investigate how factors, such as case duration and the variability of
case duration, affect OR utilization [32]. To account for patient experience, that authors
further imposed the operational constraint that all procedures must start and finish within
fifteen minutes of their scheduled time. Based on their model, simplifying assumptions,
and constraints, they discovered that, for simple ORs, the optimum level of utilization
ranged from 85-90%. Furthermore, they found that increased case duration, greater
variability of case duration, emergencies, and cancellations would all, in general, reduce
the optimum possible OR utilization. As such, the authors developed a helpful modeling
framework that can be used by OR managers to: 1) study their ORs in greater detail; 2)
ascertain, to some extent, the optimum target OR utilization; and 3) to test simple "what-
if" scheduling scenarios before implementing changes.
In their research with the Cincinnati VA Medical Center, Cahill and Render created a
simulation model to analyze the flow of patients through medical beds with the goal of
improving access to Intensive Care Unit (ICU) beds [33]. At the time of the study, ICU
bed utilization was at a high of 92.6%, telemetry beds at 91.3% utilization, and floor beds
at 81.2% utilization. Using their model, the authors evaluated the impact of two planned
changes in the hospital: 1) addition of nine new telemetry beds and 2) addition of three
new ICU swing beds in the ED. Model results indicated that with both planned changes
the average ICU utilization was expected to decrease to 81%. Hence, in performing this
work, the authors sought to demonstrate the utility of modeling in forecasting to what
degree the planned changes would achieve the desired objectives. Though, at the same
time, Cahill and Render recognized the need to validate the model by comparing the
simulation results against the actual outcomes after the changes are implemented.
Draeger argued that modeling can help inform decisions about staffing coverage and
process changes for EDs [34]. In her paper, she described the development of simulation
models of Bethesda Hospital's three EDs. The models essentially tracked patient flow in
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the ED through a step-wise process flow and measured key operational parameters such
as: average number of patients in the system, average time in the system, average number
of patients waiting, average wait time, average utilization of treatment areas, average
utilization of triage nurses, and average utilization of nursing staff as a whole. The
models were validated in part by comparing model results against observed data. Though
limitations in the amount of data precluded rigorous statistical testing of significance.
Nevertheless, the model allowed ED managers at Bethesda Hospital to execute "what-if'
scenarios in the model and test out staffing changes to visualize their expected effect on
patient outcomes before making real world changes to the EDs.
Table 2: Existing literature on resource utilization in health care
Author Approach Summaiy
Tyler et al. [32] Stochastic simulation Optimizing OR utilization
Cahill and Render [33] Dynamic simulation Intensive care unit bed access and availability
Draeger [34] Process flow simulation ED nurse staffing and utilization
Kuzdrall et al. [35] Monte Carlo simulation OR and recovery room usage
Barnoon and Wolfe [36] Simscript simulation Scheduling a multiple OR system
Swisher et al. [37] Discrete event simulation Operations at a family practice clinic
Showstack [38] Statistical modeling Resource utilization in liver transplantation
Multz et al. [39] Statistical modeling ICU design and resource utilization
3. Methods
For the purposes of this study, we restricted out analysis to outpatient episodes of care
based on the fact that the majority of traveling Veterans use outpatient services. We
relied upon VHA's National Patient Care Database (NPCD) for all data. The NPCD is a
daily updated repository of patient information (including for example, patient
demographic information, types of services provided to patients, dates and locations of
services provided, and identities of service providers) from all of VHA's health care
facilities around the U.S. [40].
Our data consisted of counts of "appointments" and "encounters" segmented by time
between October 2010 and September 2012. "Appointments" refers to whether a patient
was seen by a health care provider within VHA, whereas "encounters" refers to the actual
type of care received by the Veteran. Each encounter is associated with a "stop code" that
acts as an identifier for the type of service provided, and each appointment may consist of
zero or multiple encounters. For all counts, we also had information on the patients'
home VISN and the VHA sites at which they sought care, allowing us to distinguish
traveling Veterans from residents (i.e. non-traveling Veterans).
3.1 Seasonal ARIMA modeling
A complete account of the SARIMA procedure can be found in the text written by Box
and Jenkins [8]. Briefly, the SARIMA process involves developing a model of the form:
Op(Bs)(p (B)(Vyt - p) = OQ (B)Oy(B)Et
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In the equation above, t indexes time and s is the number of periods in a season. For
example, for a monthly time series, s = 12. B represents the backshift operator such that
Byt = Yt-1. Furthermore, V is the seasonal and non-seasonal differencing operator and
takes the form V= (1 - BS)(1 - B)dwhere D and d represent the orders of seasonal
and non-seasonal differencing, respectively. p is the intercept or mean term in the model,
and Et are independent and identically distributed random error terms with mean zero and
constant variance.
The equation has four distinct polynomial expressions, each representing the seasonal and
non-seasonal components of the model. cPp (BS) represents the seasonal autoregressive
terms and has the form c1(BS) = 1 - cP1 Bls - cI2 B 2 ,s - -- - opBP's. Similarly, #,(B)
represents the non-seasonal autoregressive terms and has the form P(B) = 1 - #1 Bl -
#2B2 - --- pBP. O(BS) is the polynomial of seasonal moving average terms and has
the form OQ(BS) = 1 - 01 Bls - 0 2B 2,s - - - OpBQ,s . Similarly, 9 q(B) is the
polynomial of non-seasonal moving average terms and has the form 0 q(B) = 1 -
0iBls - 02 B 2,s - ... - OpB4s . For convenience, SARIMA models are written as
Seasonal ARIMA (p, d, q)(P, D, Q)s, where p, d, q represent the order of the non-
seasonal autoregressive, differencing, and moving average terms, respectively; P, D, Q
represent the order of the seasonal autoregressive, differencing, and moving average
terms, respectively; and s represents the number of periods per season.
The SARIMA modeling procedure has four main steps. First, the time series is
differenced if necessary to make the series stationary. The autocorrelation and partial
autocorrelation functions of the series are then compared against those of theoretical time
series to estimate the orders of seasonal and non-seasonal polynomials in the model.
Second, the parameters of the model are estimated using a computer algorithm. In this
case, JMP Pro 10 (SAS Institute Inc.) software is used to determine the parameters.
Third, the residuals and goodness-of-fit of the model are examined to ensure their
adequacy. Finally, the process is iterated until a satisfactory model (or combination of
satisfactory models) is found.
3.2 Monte Carlo simulation of clinic utilization
A model for patient flow at the "Module A Screening Clinic" at VA Bay Pines HCS in
Bay Pines, Florida was developed using the procedure outlined by Rajaram [41]. Briefly,
a process flow diagram was created for treating patients at the clinic based on semi-
structured personal interviews with staff physicians at the clinic. For each stage of the
process, the minimum, maximum, and most likely processing times were noted. In
addition, the resources committed at each stage of the process were also recorded.
Finally, for branches in the process flow diagram, the percentage of patients routed
through a particular pathway relative to the others was also noted. Percentage utilization
for each resource at the clinic was calculated as the ratio of the number of patients
serviced to the capacity of the resource in terms of numbers of unique patients per month.
Raychaudhuri provides a good overview of the Monte Carlo simulation procedure [42].
Briefly, Monte Carlo simulation is a form of stochastic modeling that relies on repeated
25
random sampling and statistical analysis. The process begins with the definition of the
input variables and the probability distributions of their potential values. Next, random
samples are drawn from the probability distributions of the input variables. Based on the
combinations of these randomly selected values for the input variables, values for the
output variables are calculated in a deterministic manner. The process is repeated
numerous times, each time with a different combination of randomly drawn values for the
input variables. Finally, all the calculated values of the output variables are aggregated
into probability distributions for each of them. Figure 3 provides a schematic
representation of the Monte Carlo simulation procedure. As such, the Monte Carlo
simulation process provides a probabilistic sense for the behavior of the output variables.
For the purposes of this work, Monte Carlo simulation was performed using Crystal Ball
(Oracle Corporation), an add-in for Microsoft Excel (Microsoft Corporation).
Start
N= 1
Compute forecasted demand distribution for
ith period, f,, using SARIMA model
> Sample forecasted demand f, and processingtime p, for each clinic resourcej
Next iteration Calculate percentage utilization of each
N = N + 1 resource and store results
N=100,000?
NoI
Y es
Aggregate results and compute statistics for
each resource including mean and 95% P.I.
End
Figure 3: Schematic representation of the Monte Carlo simulation logic
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4. Data Analysis
4.1 Macro-level: Pan-VHA analysis of traveling Veterans
Figure 4 illustrates the current movement patterns of traveling Veterans based on
appointment data from the NPCD. Each VISN is represented by a grey circular node on
the map, with the size of the node reflecting the size of the VISN in terms of its number
of resident (non-traveler) appointments. Blue lines represent movement of Veterans (in
terms of appointments) from one VISN to another, and the thickness of the line is
proportional the number of appointments. Figure 5 provides a breakdown of the inflow
and outflow of traveling Veteran (traveler) appointments for each VISN (see Appendix A
for a more detailed breakdown). In addition, overall summaries of the number and
percentage of traveling versus resident appointments are provided in Table 3. Figure 6
and Figure 7 provide visual representations of the data in Table 3. In this case, inflow
refers to traveling Veterans from other VISNs coming to seek care at the designated
VISN. Conversely, outflow refers to Veterans from the designated VISN going out and
seeking care at a different VISN.
Figure 4: Traveling Veteran movement patterns based on appointment data
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Figure 5: Inflow and outflow of appointments by VISN
Table 3: VHA outpatient appointments from October 2010 to May 2012
VISN Resident appointments (%) Traveler appointments (%) Total appointments
VOl 4,366,808 (98.3%) 74,747 (1.7%) 4,441,555
V02 2,552,418 (91.9%) 226,417 (8.2%) 2,778,835
V03 3,522,205 (92.2%) 299,411 (7.8%) 3,821,616
V04 4,793,589 (92.4%) 392,450 (7.6%) 5,186,039
V05 2,237,212 (84.8%) 401,254 (15.2%) 2,638,466
V06 4,975,402 (96.1%) 202,304 (3.9%) 5,177,706
V07 6,042,715 (96.8%) 198,392 (3.2%) 6,241,107
V08 11,942,690 (96.5%) 435,573 (3.5%) 12,378,263
V09 4,406,853 (86.9%) 664,122 (13.1%) 5,070,975
V1O 4,029,822 (93.1%) 301,128 (7.0%) 4,330,950
V 1 4,349,072 (91.2%) 418,926 (8.8%) 4,767,998
V12 4,063,326 (81.4%) 931,389 (18.7%) 4,994,715
V15 3,524,911 (90.1%) 388,410 (9.9%) 3,913,321
V16 8,524,930 (97.2%) 246,711 (2.8%) 8,771,641
V17 5,102,636 (93.0%) 383,651 (7.0%) 5,486,287
V18 3,980,143 (96.2%) 158,475 (3.8%) 4,138,618
V19 2,651,490 (94.6%) 152,820 (5.45%) 2,804,310
V20 4,024,833 (97.0%) 125,976 (3.0%) 4,150,809
V21 3,808,585 (83.8%) 734,855 (16.1%) 4,543,440
V22 5,351,126 (97.0%) 163,171 (3.0%) 5,514,297
V23 5,985,158 (97.9%) 130,626 (2.1%) 6,115,784
Total 100,235,924 (93.4%) 7,030,808 (6.6) 107,266,746
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Figure 7: Percentage of resident versus traveler appointments by VISN
These data demonstrate that VISN-to-VISN migration within VHA is a real phenomenon.
While in aggregate 6.6% of overall appointments being from travelers may appear
innocuous from a percentage standpoint, in absolute terms travelers accounted for over
seven million patient appointments within the timeframe under study (October 2010 to
May 2012), a much more significant result. Semi-structured interviews with case
managers revealed that coordination of care for traveling Veterans is more challenging
than for resident patients because they are often seeking care for chronic conditions at the
distal site and also because it is more difficult to establish a comprehensive patient
medical history. Furthermore, Figure 5 and Figure 7 reveal significant heterogeneity of
traveling Veteran appointment load among VISNs. For example, in absolute terms VISN
12 experienced a very large inflow of traveling Veteran appointments and small outflow,
while VISN 16 experienced the opposite trends. These trends may be explained by the
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fact that certain VISNs are more favorable for migration due to climate (e.g. sunbelt
VISNs during the winter months) or due to them offering specialized medical centers and
services that are not available elsewhere.
The VISN-to-VISN heterogeneity of traveler appointments also has significant financial
implications. Currently, each VISN operates on a fully capitated system and receives a
fixed amount of funding in its operating budget, largely based on the number of its own
residents and the complexity of their care over a rolling three year historical window.
When a VISN provides medical services to travelers, the scheme for being reimbursed for
the costs of those services currently is not immediate. While a mechanism does exist for
proportional allocation of resources based on where a patient actually received care,
semi-structured interviews with professionals at medical centers that provide care to
traveling Veterans indicated that the center typically is not fully reimbursed for the cost
of services provided to travelers, at least in perception. Hence, understanding the VISN-
to-VISN variability in traveling Veteran load has potential implications for how VHA
currently allocates funds and determines budgets.
Traveling Veteran appointments were further analyzed to assess, in rough terms, the
distances Veterans traveled. Appointments were classified broadly based on their point of
origin, from adjacent versus non-adjacent VISNs to the network at which they sought
care. Travelers from adjacent VISNs, in general, traveled smaller distances. Figure 8 and
Figure 9 list the number and percentage of appointments in each category, respectively.
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Figure 8: Number of traveler appointments from adjacent versus non-adjacent VISNs
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Figure 9: Percentage of traveler appointments from adjacent versus non-adjacent VISNs
As before, there is a large degree of variation from VISN-to-VISN in broad terms with
respect to the relative distances traversed by traveling Veterans. For example, in VISNs
1, 7, 8, 18, and 20, the majority of travelers originate from non-adjacent VISNs.
Conversely, in most other VISNs, travelers from adjacent VISNs represent the majority.
The absolute numbers of traveling Veterans from adjacent versus non-adjacent areas are
also interesting to examine. VISN 8 (Florida, Southern Georgia, Puerto Rico, and Virgin
Islands), for example, has the largest absolute number of traveler appointments from non-
adjacent areas (265,613 appointments). This suggests that a portion of traveling Veterans
in VISN 8 may be "snowbirds," traveling for warmer weather.
4.2 Meso-level: Traveling Veterans in VISN 8 (Florida, Southern Georgia, Puerto
Rico, and Virgin Islands)
To better understand the dynamics of the traveling Veteran population, traveler
appointments were also plotted over time from October 2010 to May 2012. For most
VISNs, the number of traveler appointments over time appears either to be constant or
declining linearly (data not shown). However, for VISN 8, there is a clear seasonal
pattern to traveler appointments (Figure 10), with higher volumes during winter months
and lower volumes during summer months. Furthermore, as Figure 10 illustrates, the
seasonality appears to be limited strictly to traveler appointments from non-adjacent
VISNs (square makers in the figure). In comparison, traveler appointments from adjacent
VISNs appear to be slightly declining linearly over time (diamond makers in the figure).
These results further confirm the anecdotal accounts of snowbirds, who come to warmer
states like Florida during the winter months.
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Figure 10: Traveler appointments in VISN 8 over time
The seasonality demonstrated by VISN 8 appointments was particularly interesting to us
because of its potential to impact clinic level operations. Hence, we chose to focus the
next segment of our analysis on VISN 8. Our previous high-level analysis revealed that
the largest proportion of traveling Veteran appointments in VISN 8 occur at the Bay
Pines HCS; consequently, in the next stage of this study we exclusively examined the
impact of traveling Veterans at Bay Pines.
Encounter data was utilized to ascertain the specific types of services rendered to
traveling Veterans compared to residents. Encounters are categorized based on primary
"stop code", a unique identifier for the type of service provided to the patient. In some
cases, certain clinics may exclusively use a stop code to categorize the care they provide,
though it is generally more common for multiple physical clinics and departments to use
the same stop code if they all provide the care indicated by the stop code. We examined
encounter data for approximately 300 different stop codes from October 2010 to May
2012 and discovered a significant proportion (11.8% cumulatively) of traveler encounters
represented within ten stop codes (see Table 4 and Figure 11).
Table 4: VA Bay Pines Healthcare System encounters by primary stop code from
October 2010 to May 2012
Stop code Resident Traveler Total Average percent
encounters (%) encounters (%) encounters load amplitude
(131) Urgent care unit 12,965 (74.1%) 4,539 (25.9%) 17,504 19.8%
(561) PCT-PTSD group 16,549 (69.5%) 7,264 (30.5%) 23,813 12.9%
(317) Anti-coagulation clinic 29,600 (91.5%) 2,737 (8.5%) 32,337 8.6%
(533) MH intervention
biomed ind 4,017 (87.0%) 601 (13.0%) 4,618 7.5%
(202) Recreation therapy 32,981 (87.3%) 4,783 (12.7%) 37,764 7.3%
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Stop code Resident Traveler Total Average percent
encounters (%) encounters (%) encounters load amplitude
service
(102) Admitting/screening 63,600 (90.9%) 6,361 (9.1%) 69,961 6.3%
(540) PCT-PTSD ind 20,381 (88.4%) 2,663 (11.6%) 23,044 5.7%
(513) Sub use disorder
individual 8,281 (94.0%) 530 (6.0%) 8,811 5.4%
(529) HCHV/HCMI 6,741 (91.2%) 647 (8.8%) 7,388 4.5%
(338) Telephone primary care 63,055 (93.4%) 4,423 (6.6%) 67,478 3.4%
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Figure 11: Percentage resident versus traveler encounters by primary stop code for the
VA Bay Pines Healthcare System
As expected, the data revealed heterogeneity in terms of the load traveling Veterans
impose on particular stop codes. The urgent care clinic, for instance, had 25.9% of
encounters associated with travelers in comparison to 6.0% at the substance use disorder
clinic. Interpreted collectively, these results indicate that traveling Veterans impose a
greater load on certain services than others, consistent with our intuition and that of our
VHA partners.
4.3 Micro-level: Seasonality of traveling Veteran load
In addition to examining aggregate load over the 20-month timeframe, we were also
interested in examining the fluctuation of the load within each stop code over time. As
Figure 12 illustrates, when plotted over time, there is significant variation of traveler load.
In general, the load appears to peak during winter months and trough during summer
months, consistent with the anecdotal accounts of snowbirds shared by our VHA partners.
Hence, these data confirm the snowbird phenomenon, which has hitherto only been
accounted for in anecdotal terms. More significantly, Figure 12 also elucidates that many
stop codes experience a significant spike in traveler load over the course of the year. For
instance, as illustrated in Figure 13, travelers accounted for over 45% of the load at the
urgent care clinic during January and February in both 2011 and 2012.
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Figure 12: Seasonality of traveler encounters at VA Bay Pines Healthcare System
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Figure 13: Seasonality of traveler encounters for stop code (131) urgent care unit
Stop code "(131) urgent care unit" is also interesting because it corresponds exclusively
to patients seen within the Module A (Mod A) Screening Clinic at VA Bay Pines HCS.
According to our VHA partners at Bay Pines, Mod A was originally set up as a clinic
exclusively for traveling Veterans visiting the region during winter months in response to
service demand. However, over time the clinic has evolved into a general-purpose
screening clinic and provides basic primary care services. Though as the data illustrate,
traveling Veterans still make up over 45% of Mod A's patient workload during winter
months. Patients in the clinic are seen almost entirely on a walk-in basis, except a few
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situations when appointments might be prescheduled. Moreover, despite the drastically
fluctuating workload over time, the staffing in Mod A remains static throughout the year.
Based on these unique and interesting features, the Mod A clinic was selected for further
examination. In particular, we were interested to determine whether the expected
traveling Veteran workload at the clinic could be forecasted and how the seasonality
affects utilization of clinic resources.
5. Results
5.1 Demand forecasting models
In the next stages of the analysis, we sought to develop statistical models to forecast the
expected demand for services. Stop code "(131) urgent care unit" was selected for the
model because its workload appeared to be the most seasonally varying. For example, as
mentioned previously, over 45% of stop code (131) encounters during winter months
were related to traveling Veterans.
A SARIMA modeling approach was selected, based on the demand forecasting literature
cited earlier. This section describes the development of two SARIMA demand
forecasting models: a model for stop code (131) encounters and another for stop code
(131) uniques. Model predictions were then validated prospectively against actual values
of encounters and uniques observed for stop code (131) over six months, from October
2012 to March 2013.
5.1.1 Urgent care unit encounters
Following the procedure developed by Box and Jenkins, the autocorrelation and partial
autocorrelation functions of the encounter data were calculated (see Figure 14). Based on
the functions, the results were seasonally differenced (121h differenced since s = 12) to
render it stationary (see Figure 15).
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Figure 14: Urgent care unit encounters data autocorrelation and partial autocorrelation
functions
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Figure 15: Urgent care unit encounters data autocorrelation and partial autocorrelation
functions once seasonally differenced
Next, a number of different models were developed to match a theoretical pair of
autocorrelation and partial autocorrelation functions to that of the data (shown in Figure
15). The procedure involved taking educated guesses, with some trial and error. Table 5
summarizes key statistics for eight such models, along with diagnostic measures of their
fit to the data.
Table 5: Demand forecasting model development for urgent care unit encounters
Model Variance AIC SBC R2  Adjusted R2  -2LogLH MAPE MAE
Seasonal 1857.20 126.41 127.38 0.91 0.90 122.41 27.58 32.60
ARIMA(1, 0,
0)(0, 1, 0)12
Seasonal 1855.33 126.49 127.46 0.91 0.90 122.49 28.43 32.76
ARIMA(0, 0,
1)(0, 1, 0)12
Seasonal 1728.05 127.91 129.37 0.91 0.89 121.91 30.07 33.32
ARIMA(1, 0,
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Model Variance AIC SBC R2 Adjusted R2 -2LogLH MAPE MAE
1)(0, 1,0)12
Seasonal 1022.54 128.25 129.71 0.91 0.89 122.25 27.35 32.67
ARIMA(1, 0,
0)(0, 1, 1)12
Seasonal 1026.91 128.40 129.86 0.91 0.89 122.40 27.14 32.18
ARIMA(0, 0,
1)(0, 1, 1)12
Seasonal 966.92 129.44 131.38 0.91 0.88 121.44 29.00 32.88
ARIMA(1, 0,
1)(0, 1, 1)12
Seasonal 2219.41 120.04 121.23 0.90 0.87 114.04 24.46 34.64
ARIMA(l, 1,
1)(0, 1, 0)12
Seasonal 1265.60 121.79 123.38 0.90 0.85 113.79 24.09 34.63
ARIMA(l, 1,
1)(0, 1, 1)12
The final model was selected primarily based on the adjusted R2, mean absolute
percentage error (MAPE), and mean absolute error (MAE)
Information Criterion (AIC), and Schwarz's Bayesian
values, though the Akaike's
Criterion (SBC) were also
considered. Adjusted R2 provides an estimate of how well the model fit the data and has
values ranging from 0 to 1 (higher values are desirable). MAPE, MAE, AIC, and SBC are
additional measures of model fit, where lower values are desirable. Detailed explanations
of how these statistics are derived and their interpretation are provided elsewhere by Box
and Jenkins [8]. In this case, the Seasonal ARIMA(1, 0, 0)(0, 1, 0)12 model was selected
based on its superior R2, adjusted R2, MAPE, MAE, AIC, and SBC values in comparison
to the other models. For example, as Table 5 lists, the SARIMA(1, 0, 0)(0, 1, 0)12 model
has an adjusted R2, MAPE, MAE values of 0.90, 27.58, and 32.60, respectively. Table 6
lists the estimates of the parameter values for the model.
Table 6: Parameter estimates for urgent care encounters SARIMA(1, 0, 0)(0, 1, 0)12
Term Factor Lag Estimate Std Error t Ratio Prob>|t| Constant Estimate
ARI,1 1 1 0.44148 0.25198 1.75 0.1103 -24.956115
Intercept 1 0 -44.68246 19.34642 -2.31 0.0435*
Furthermore, it is desirable for models to have residuals that appear to be randomly
distributed and with autocorrelation functions of zero. To verify these characteristics, the
residuals of the fitted SARIMA(1, 0, 0)(0, 1, 0)12 model were analyzed (Figure 16). As
shown in the figure, the plot of residuals did not appear to have any distinct pattern. More
importantly, the values of the residual Ljung-Box statistic - a statistical measure of
whether residual autocorrelations are statistically different from zero - were all non-
significant. Therefore, the SARIMA(1, 0, 0)(0, 1, 0)12 model fit the data well and has the
desired characteristics of a strong model.
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Figure 16: Urgent care encounters SARIMA(1, 0, 0)(0, 1, 0)12 model residuals
The model was then used to forecast the expected number of stop code (131) encounters
for the next nine months, October 2012 to June 2013. Figure 17 and Table 7 summarize
the results of the model forecasts, including 95% prediction intervals, which provided a
sense of the uncertainty around the predictions. The predictions appeared to be in
alignment with the historical pattern of encounters experienced. The peak of the demand
was expected to occur in January 2013 (363 expected encounters), consistent with the
pattern from previous years. By the summer months (May and June 2013), the number of
encounters was expected to reach its minimum value, also consistent with trends from
previous years. Hence, from a cursory visual standpoint, the SARIMA model for stop
code (131) encounters appeared to provide sensible predictions for the number of
encounters, consonant with the patterns from previous years. A formal discussion of
model validation is to follow.
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Figure 17: Urgent care encounters SARIMA(1, 0, 0)(0, 1, 0)12
Table 7: Urgent care encounters SARIMA(l, 0, 0)(0, 1, 0)12 prediction summary
Time Forecasted encounters Upper 95% prediction Lower 95% prediction
interval interval
Oct-12 77 161 0
Nov-12 190 282 98
Dec-12 200 294 107
Jan-13 363 457 269
Feb-13 349 443 255
Mar-13 249 343 154
Apr-13 106 201 12
May-13 33 128 0
Jun-13 0 92 0
5.1.2 Urgent care unit uniques
Following the same procedure as before, a SARIMA model for stop code (131) urgent
care unit uniques (as opposed to encounters) was also developed. As before, the
autocorrelation and partial autocorrelation functions of the data were examined (Figure
18). The data was 12t differenced as before to render the data stationary (Figure 19).
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Figure 18: Urgent care unit uniques data autocorrelation and partial autocorrelation
functions
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Figure 19: Urgent care unit uniques data autocorrelation and partial autocorrelation
functions once seasonally differenced
A series of different SARIMA models were fit to the data. Table 8 summarizes the
strongest of these models along with associated measures of statistical fit.
Table 8: Demand forecasting model development for urgent care uniques
Model Variance AIC SBC R Adjusted R2 -2LogLH MAPE MAE
Seasonal
ARIMA(1, 0,
0)(0,1,0)12 495.38 110.44 111.41 0.97 0.97 106.44 19.49 17.46
Seasonal
ARIMA(0, 0,
1)(0, 1,0)12 493.72 110.40 111.37 0.97 0.97 106.40 19.69 17.16
Seasonal
ARIMA(0, 0,
0)(0, 1, 0)12 509.36 109.81 110.29 0.97 0.97 107.81 19.43 18.57
Seasonal
ARIMA(1, 0,
1)(0, 1, 0)12 545.05 112.33 113.79 0.97 0.96 106.33 19.56 17.23
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Model Variance AIC SBC R2 Adjusted R2 -2LogLH MAPE MAE
Seasonal
ARIMA(1, 0,
0)(0, 1, 1)12 274.21 112.37 113.83 0.97 0.96 106.37 19.32 17.40
Seasonal
ARIMA(0, 0,
1)(0, 1, 1)12 273.96 112.37 113.82 0.97 0.96 106.37 19.77 17.13
Seasonal
ARIMA(0, 0,
0)(0, 1, 1)12 560.29 111.81 112.78 0.97 0.96 107.81 19.43 18.57
Seasonal
ARIMA(0, 0,
0)(1, 1, 0)12 560.29 111.81 112.78 0.97 0.96 107.81 19.43 18.57
As before, adjusted R2, MAPE, MAE values, and to a lesser extent, the AIC and SBC
values were considered in selecting the model. In this case, the SARIMA(I, 0, 0)(0, 1,
0)12 model structure was chosen once again. As Table 8 lists, the SARIMA(1, 0, 0)(0, 1,
20)12 model had an adjusted R2, MAPE, MAE values of 0.97, 19.49, and 17.46,
respectively. Table 9 provides the estimates of the parameter values for the model.
Table 9: Parameter estimates for urgent care uniques SARIMA(1, 0, 0)(0, 1, 0)12
Term Factor Lag Estimate Std Error t Ratio Prob>|t| Constant Estimate
AR1,1 1 1 -0.31937 0.262294 -1.22 0.25 13" -19.814623
Intercept 1 0 -15.01826 4.538458 -3.31 0.0079*
Model residuals were then analyzed to ensure that they appeared to be randomly
distributed and their autocorrelation function was zero. As Figure 20 demonstrates, the
plot of the residuals versus time appeared to contain no obvious visual patterns.
Furthermore, none of the Ljung-Box statistics for the residuals had significant p-values,
indicating that they were not statistically different from zero. Consequently, the
SARIMA(1, 0, 0)(0, 1, 0)12 model fit the data well and had the desired characteristics of
a strong model.
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Figure 20: Urgent care uniques SARIMA(1, 0, 0)(0, 1, 0)12 model residuals
Finally, the model was used to forecast the expected number of stop code (131) uniques
for the next nine months, October 2012 to June 2013. Figure 21 and Table 10 summarize
the results of the model forecasts, including 95% prediction intervals. The predictions
appear to be in alignment with the historical pattern of unique patients experienced. The
peak of the demand was expected to occur in January 2013 (359 expected uniques),
consistent with the pattern from previous years. By the summer months (May and June
2013), the number of encounters was expected to reach its minimum value (around 22
expected uniques), also consistent with trends from previous years. Therefore, from a
cursory visual standpoint, the SARIMA model for stop code (131) uniques appeared to
provide sensible predictions for the number of uniques, consonant with the patterns from
previous years. A formal discussion of model validation follows in the next section.
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Figure 21: Urgent care uniques SARIMA(1, 0, 0)(0, 1, 0)12
Table 10: Urgent care uniques SARIMA(1, 0, 0)(0, 1, 0)12 prediction summary
Time Forecasted uniques Upper 95% prediction Lower 95% prediction
interval interval
Oct-12 68 112 25
Nov-12 171 217 125
Dec-12 204 250 158
Jan-13 359 405 313
Feb-13 337 383 291
Mar-13 245 291 199
Apr-13 121 167 75
May-13 53 99 7
Jun-13 22 68 0
5.1.3 Urgent care unit demand forecasting model validation
The ultimate utility of a forecasting model is judged based on its ability to make accurate
predictions. Hence, to validate the demand models developed in the sections 5.1.1 and
5.1.2, the model predictions were compared to prospective values of actual encounters
and uniques. In this case, the root mean square errors (RMSE) of SARIMA model and
simple historical average predictions were calculated. RMSE was computed based on the
following formula:
N
ERMSE =(~ - i 2
i=1
In the equation, i indexes the particular observation while N is the total number of
observations. y and y represent the model forecasted and actual values, respectively.
The results of the of RMSE calculations can be found in Table 11 and Table 12.
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Table 11: RMSE of SARIMA model predictions versus simple historical average for
urgent care unit encounters
Time Actual encounters Encounters SARIMA Encounters historical ave
prediction (RMSE) prediction (RMSE)
Oct-12 80 77 (3.37) 121 (40.50)
Nov-12 176 190 (10.24) 229 (46.89)
Dec-12 188 200(10.97) 285 (67.60)
Jan-13 393 363 (17.91) 469 (69.66)
Feb-13 350 349 (16.03) 433 (72.52)
Mar-13 285 249 (20.86) 359 (72.77)
Table 12: RMSE of SARIMA model predictions versus simple historical average for
urgent care unit uniques
Time Actual uniques Uniques SARIMA prediction Uniques historical ave
(RMSE) prediction (RMSE)
Oct-12 74 68 (5.54) 98 (23.50)
Nov-12 160 171 (8.77) 177 (20.51)
Dec-12 172 204(19.61) 238(41.36)
Jan-13 359 359 (16.99) 392 (39.44)
Feb-13 318 337 (17.39) 352 (38.32)
Mar-13 248 245 (15.93) 292 (39.23)
As the tables indicate, the RMSE for SARIMA predictions for both encounters and
uniques were consistently lower than their historical average counterparts. This notion is
formalized in Figure 22, which demonstrates that the RMSE for SARIMA predictions
were significantly lower than those for the historical average predictions. In the case of
encounters, the p-value was less than 0.0001 while for uniques the p-value was less than
0.001. Interpreted collectively, these results indicated that while the SARIMA model
predictions do contain some error, the levels of the error are consistently and significantly
lower than predictions of demand made using simple historical averaging. This result is
particularly important because it demonstrates the utility of the slightly more complex
SARIMA based approach of making demand projections over using simple historical
averages, as is the current practice within VHA.
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Figure 22: Root mean square error (RMSE) of SARIMA model versus simple historical
average predictions
In addition to comparing the RMSE of SARIMA model and historical average
predictions, matched pair t-tests (by month from October 2012 to March 2013) were used
to compare the model predicted values for encounters and uniques against actual values.
Since the current practice within VHA is to utilize historical averages in projecting
demand for services, matched pair t-tests were also performed between the historical
average values of encounters and uniques against the actual values. The results of the
analysis are summarized in Table 13.
Table 13: Paired t-tests of SARIMA model and simple historical average versus actuals
Matched Pair Mean Upper 95% Lower 95% t-Ratio Prob>|t|
Difference
Encounters -7.333 14.796 -29.463 -0.852 0.4332
SARIMA- Actual
encounters
Encounters 70.667 92.057 49.276 8.492 0.0004*
historical ave-
Actual encounters
Uniques SARIMA- 8.833 24.277 -6.610 1.470 0.2014
Actual uniques
Uniques historical 36.333 54.397 18.270 5.171 0.0036*
ave- Actual uniques
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As Table 13 illustrates, forecasts made by both the encounters and uniques SARIMA
models were not statistically different from the actual values (p-values of 0.4332 and
0.2014, respectively). In contrast, predictions made using a simple historical average
calculation were significantly greater than the actual values at the 5% level (p-values of
0.0004 and 0.0036, respectively). Overall, the results of the matched pair t-tests indicated
that there is no statistical difference between the SARIMA model predictions and what
was actually observed. In other words, the model predictions are statistically accurate.
5.2 Module A Monte Carlo clinic utilization model
Having developed and validated models for demand associated with stop code (131), we
next sought to investigate how the seasonal fluctuation in demand affected resource
utilization associated with the Module A clinic (the screening clinic at Bay Pines
associated exclusively with stop code 131). Resource utilization is simply a ratio of the
expected number of patients to be serviced by the resource and the overall capacity of the
resource. Since both the expected demand (in terms of uniques) and the capacity of
resources have some degree of uncertainty, we used Monte Carlo simulation to determine
distributions of the expected utilization. This section describes the development and
results of the simulation model.
The first stage of the simulation model development was to understand how patients are
serviced at Mod A and the times associated with each step of the process. Figure 23
provides a diagram of patient flow in Mod A. As the diagram illustrates, all patients
coming to the clinic are first seen by the check-in clerk and then the triage nurse, who
subsequently channels the patients into three distinct streams based on their needs. In the
first stream, patients with less complex/severe needs are directed to the nurse practitioner
(NP). NPs are mid level providers (often Physician Assistants) who are able to provide
service to patients within a limited scope of practice. Once the NP sees the patient and
their needs have been met, they can proceed to the pharmacy (if necessary) and then to
check-out and/or exit. If the NP determines the patient's case is more complex than
originally determined, they may refer the patient to see a physician (MD). Once the MD
sees the patient, the patient can then proceed first to the pharmacy (if necessary) and then
to check-out and/or exit. In the second stream, the ,triage nurse determines the patients'
needs are complex enough to warrant a session with an MD. The patient is thus routed
directly to the MD. As before, after the MD sees the patient, the patient can visit the
pharmacy (if necessary) and then proceed to check-out and/or exit. Finally, in the third
stream, the patient only requires pharmacy services and thus is routed directly to the
pharmacy after which they proceed to the exit. Table 14 summarizes the resources (in
terms of time and personnel) committed during each step in the patient flow process, and
Table 15 breaks down the percentage of patients requiring a particular resource by the
stream they are assigned.
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Figure 23: Module A screening clinic patient flow diagram
Table 14: Module A screening clinic operating stages and process times
Stage No. Min Likely Max Probability distribution
Available process process process of process time
time (min) time (min) time (min)
Check-in clerk 0.5 1.0 10.0 15 p, = Tr-(10,1,15)
Triage nurse 2.0 5.0 7.0 15 P2 = Tr-(7,5,15)
Nurse practitioner 1.0 10.0 17.5 25 P3 = Tr-(17.5,10,25)
Doctor 1.5 15.0 23 120 p 4 = Tr-(23,15,120)
Pharmacist 1.0 5.0 10.0 15 p 5 = Tr-(10,5,15)
Check-out clerk 0.5 1.0 10.0 15 P6 = Tr-(10,1,15)
EKG machine 1.0 1.0 5.0 10 p 7 = Tr-(5,1,10)
Doctor exam
room 1.0 15.0 23 120 P8 = Tr-(23,15,120)
Nurse practitioner
exam room 1.0 10.0 17.5 25 pq = Tr-(17.5,10,25)
Triage rooms 2.0 5.0 7.0 15 pO = Tr-(7,5,15)
Table 15: Module A percentage of patients requiring a given resource by visit type
Visit Type
Resource Doctor Nurse practitioner Pharmacy
Check-in clerk 100% 100% 100%
Triage nurse 100% 100% 100%
Nurse practitioner 0% 100% 0%
Doctor 100% 5% 0%
Pharmacist 75% 75% 100%
Check-out clerk 50% 50% 0%
EKG machine 10% 3% 0%
Overall % of patients 60% 33% 7%
Capacity of each of the resources (in terms of number of patients) was calculated based
on the data listed in Table 14, with the process times represented as triangle distributions
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(since they were based on the expert opinion of a physician who has been working at the
clinic for the past 10 years). The absolute utilization (in terms of number of patients) of
each resource was computed based on the percentages listed in Table 15 and the stop
code (131) uniques SARIMA(1, 0, 0)(0, 1, 0)12 model described previously. Since the
model predictions are subject to uncertainty, they were represented as normal
distributions (based on the 95% confidence intervals). Furthermore, since over 50% of
the patients at the clinic are VISN 8 residents, a separate ARIMA model of just VISN 8
uniques expected in Mod A was also developed and included in the Monte Carlo
simulation model to develop as accurate a picture of the clinic as possible. Details of the
VISN 8 residents ARIMA model can be found in Appendix B. Table 16 lists the
forecasted distribution of patients at the clinic based on the models.
Table 16: Forecasted distributions of patients at the Module A clinic
Time Traveler Distribution VISN 8 Resident Distribution
Oct-12 ftj = N~(68,26.5) fri. = N~(444,71.8)
Nov-12 ft,2 = N~(171,27.8) fr,2 = N-(433,79.3)
Dec-12 ft,3 = N-(204,28.0) fr,3 = N-(423,86.2)
Jan-13 fr 4 = N-(359,28.0) fr = N-(412,92.5)
Feb-13 ft,s = N~(337,28.0) fr,s = N~(402,98.5)
Mar-13 ft,6 = N-(245,28.0) fr,6 = N-(391,104.1)
Apr-13 ft,7 = N~(121,28.0) fr,7 = N~(380,109.4)
May-13 ft,8 = N-(53,28.0) fr,8 = N~(370,114.4)
Jun-13 ft s = N~(22,28.0) fr.9 = N~(359,119.3)
Figure 24 to Figure 30 provide the expected percentage utilization of
Mod A over time. Each plot illustrates the mean expected percentage
resource along with the 95% prediction interval.
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Figure 24: Forecasted utilization of Mod A check-in clerk
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Figure 24 shows the forecasted utilization of the Mod A check-in clerk. Mean utilization
varied from 73.3% to 165.0% over time, which indicated that additional check-in clerk
time must be sourced during busy months for the clinic to avoid creating a bottleneck.
100%
80%
60%
S40%
2%
0% +-
Sep-12 Nov-12 Jan-13 Mar-13 May-13
Time
- Upper 95% --- Mean utilization Lower 95%
Figure 25: Forecasted utilization of Mod A triage nurse
Figure 25 shows the forecasted utilization of the Mod A triage nurse. Mean utilization
varied from 19.1% to 42.3% over time, which indicated that perhaps less triage nurse
time could be allocated to the clinic without affecting the desired level of service.
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Figure 26: Forecasted utilization of Mod A nurse practitioner
Figure 26 shows the forecasted utilization of the Mod A nurse practitioner. Mean
utilization varied from 24.1% to 54.2% over time, which indicated, like the triage nurses,
that perhaps less nurse practitioner time could be allocated to the clinic without affecting
the desired level of service.
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Figure 27: Forecasted utilization of Mod A physician
Figure 27 shows the forecasted utilization of the Mod A physician. Mean utilization
ranged from 92.6% to 207.4% over time. Clearly, these utilization values are extremely
high, and the results suggest that managers could consider allocating more physician time
to the clinic. Alternatively, the clinic should reexamine patient flow and route more
patients to the nurse practitioner, if possible. Another potential remedy might be to
somehow reduce the overall number of patients (the overall demand) that come to Mod A
(i.e., service their needs elsewhere).
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Figure 28: Forecasted utilization of Mod A pharmacist
Figure 28 shows the forecasted utilization of the Mod A pharmacist. Mean utilization
varied from 32.5% to 73.1% over time, which indicated that the pharmacist time could
potentially be reduced during summer months when there is less expected utilization.
During winter months, a full time pharmacist appeared to enough to meet the expected
volume of Veterans.
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Figure 29: Forecasted utilization of Mod A EKG machine
Figure 29 shows the forecasted utilization of the Mod A EKG machine. Mean utilization
varied from 1.59% to 3.57% over time. Clearly, the EKG machine in Mod A was not
highly utilized. If the machine is expensive to maintain, the clinic might consider sharing
a machine with another clinic or unit of the health care facility.
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Figure 30: Forecasted utilization of Mod A check-out clerk
Figure 30 shows the forecasted utilization of the Mod A check-out clerk. Mean utilization
varied from 34.1% to 76.8% over time. Similar to the pharmacist, the check-out clerk
time could potentially be reduced during summer months when there is less expected
utilization. During winter months, a half time check-out clerk appeared to be enough to
meet the expected volume of Veterans.
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6. Discussion
Since the level of resources within VHA directly impacts the quality of care that can be
delivered to Veterans and is reviewed on an annual basis, the need to accurately project
demand for services and allocate resources effectively is paramount. The goal of this
research was to examine the dynamics of the traveling Veteran population in VHA and in
doing so, provide health care managers a framework to approach resource allocation
decisions and general policy making in a more data driven manner. Specifically, we
sought to characterize the traveling Veteran population at the national level and then
investigate their impact on operations at the clinic level.
As such, we began with a pan-VHA analysis of the traveling Veteran population. We
found that, in aggregate, traveling Veterans represented just over seven million
appointments (6.6% of the total number of appointments) between October 2010 and
May 2012. Furthermore, all VISNs experience inflow and outflow of traveling Veterans
appointments, though there are significant discrepancies VISN-to-VISN. For example,
VISN 12 experienced 931,389 appointments related to travelers from other VISNs while
VISN 12 residents contributed 57,415 appointments at other VISNs. In contrast, VISN 16
experienced 246,911 appointments related to travelers from other VISNs and other
VISNs experienced 997,965 appointments related to travelers from VISN 16. Hence,
certain VISNs experience a large influx of traveling Veteran appointments, while others
experience very little. There is also a large degree of variation in the distances Veterans
might travel for appointments. In VISN 1, VISN 7, VISN 8, VISN 18, and VISN 20, for
instance, the majority of traveling Veterans came from VISNs not directly adjacent to
them. There may be a multiplicity of reasons why such discrepancies exist VISN-to-
VISN. Certain VISNs host specialized medical centers that are not available elsewhere,
and thus Veterans must travel to obtain such services. At the same time, Veterans may
simply be traveling seasonally to find favorable climate. Alternatively, they may be
traveling temporarily on vacation but require follow-up care while away from home.
Others may travel due to work related reasons.
Whatever their motivations, the movement of Veterans across VISN boundaries has
significant implications for VHA's current model of high-level resource allocation. The
existing model, called Veterans Equitable Resource Allocation (VERA), is essentially a
capitated system wherein each Veteran is allocated a fixed total amount for his or her
care (depending on the Veterans specific needs and VISN of residence). At the same
time, the model also reportedly adjusts for the movement of Veterans across VISNs
through a proportional allocation scheme. The policy book provides an illustrative
example, "The New York City Network may get 60% of the credit for Basic Care
Veteran, and the Florida Network may get 40% credit if 60% of the cost of the Veteran's
care was incurred at New York facilities and 40% at Florida facilities" [2]. However, how
exactly the Veteran's care is tracked (to determine the appropriate proportions) remains
unclear. Moreover, the adjustment appears to occur at the network level, though the data
clearly suggest certain facilities and healthcare systems within VHA experience larger
volumes of traveling Veterans than others. Semi-structured interviews with case
managers and providers at the VA Bay Pines HCS, for example, revealed that often the
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specific facilities that actually provide care to the traveling Veterans are not, at least in
perception, reimbursed even though the overall network (VISN 8, in this case) may be
compensated. As a result, healthcare systems like VA Bay Pines HCS must provide care
to a significant volume of traveling Veterans without necessarily receiving any additional
resources to do so. Ultimately, the VISN authority has final discretion on how funds for
traveling Veterans through VERA are reallocated to its own medical centers. At this
point, it remains unclear how exactly this reallocation occurs, and there is definitely, at
the very least, perception among the staff we interviewed that the medical centers are
often not fully reimbursed for the care rendered to traveling Veterans. Hence, we
recommend more detailed inspection of how exactly VERA funds for traveling Veterans
are redistributed at the network level. If the funds are not reallocated in a manner such
that the medical centers actually providing the care to traveling Veterans are reimbursed,
then the policy should be revised. In either case, it is necessary to better communicate the
policy to staff to rectify any persisting misconceptions.
While the aggregate summaries of traveling Veteran appointments provides some clues
as to their overall impact on VHA, more granular analysis was required to assess their
impact at a more operational level. As such, the volume of traveling Veteran
appointments was also plotted month-by-month for each VISN. For most VISNs, the
number of traveling Veteran appointments was either constant or declining linearly over
time. However, traveler appointments in VISN 8 - specifically appointments of Veterans
from non-adjacent VISNs - demonstrated strong seasonal fluctuation. In VISN 8,
travelers from non-adjacent areas came primarily during winter months and left during
the summer months, thus confirming the anecdotal accounts of snowbirds we have
received. As a result, VISN 8 and more specifically, the VA Bay Pines HCS (the facility
of choice for the largest proportion of traveling Veterans) was selected for further
analysis to better understand how seasonality affects care delivery at a more operational
level.
The first step in the analysis was to determine precisely what type of care was sought by
traveling Veterans at the VA Bay Pines HCS. We utilized encounters broken down by
primary stop code from October 2010 to May 2012 to examine the specific episodes of
care related to traveling Veterans. For each stop code, the load of traveling Veterans,
defined as the ratio of traveler encounters to total encounters, was calculated month-by-
month. We found that traveler encounters related to stop code (13 1) urgent care unit
demonstrated significantly seasonal fluctuation. Over 45% of the workload in stop code
(131) was related to traveling Veterans during winter months. During summer months,
the share of traveler workload in the stop code dropped to about 10%. Upon further
investigation and interviews with providers at Bay Pines, we discovered that stop code
(131) corresponds exclusively to encounters that occur at the Module A clinic. While the
label attached to stop code describes the clinic as the "urgent care unit," Mod A functions
more like a walk-in clinic and provides basic primary care services. The clinic was
originally intended to serve the snowbird population (and was even colloquially referred
to as the "snowbird clinic") and other patients at Bay Pines without an assigned primary
care provider at the main hospital campus. In recent years, however, Mod A has become
a general-purpose walk-in clinic. At the same time, the resources of the clinic - in terms
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of staff, space, and equipment - have largely remained unchanged. Hence, we were
interested in investigating the implications of the seasonally varying traveling Veteran
population on the operations of the clinic.
Given the strong seasonal pattern of load for Mod A, we were interested in determining
whether the workload related to stop code (131), in terms of encounters and uniques,
could be modeled using statistical techniques. Parenthetically, it is worth recognizing that
encounters and uniques, in and of themselves, often may not fully capture the extent of
the workload at the clinic. While encounters, in theory, measure the care rendered to
patients, there is often administrative work for traveling Veterans (e.g., gaining access to
the patients existing medical records and establishing a medical history) that are not
incorporated in the encounters measure. At the same time, uniques may also not be fully
representative of the workload at the clinic if patients have multiple visits. Recognizing
the limitations in using any one measure of workload, we attempted to address this
uncertainly by developing models for both encounters and uniques.
Based on our literature survey, we developed models for both encounters and uniques
using SARIMA based on data from October 2010 to September 2012. The models were
then used to make forecasts from October 2012 to June 2013. For a point of comparison,
the number of encounters and uniques were also forecasted using a simple historical
average calculation, since historical averaging is common practice in VHA for annual
resource planning. To validate the predictions made by the SARIMA models and
historical average, we compared their predictions against actual encounters and uniques
from October 2012 to March 2013. Our results indicated that the RMSE of SARIMA
model predictions were significantly lower than those for historical average predictions.
Similarly, there are no statistical differences between SARIMA model predictions and the
actual number of encounters and uniques. In contrast, historical averaging produced
predictions that were significantly greater than the actual values. As such, our SARIMA
models are able to make more accurate predictions of the expected demand for services in
Mod A than the current historical averaging approach.
The demand forecasting model for uniques was then used in a Monte Carlo simulation of
Mod A clinic utilization to better understand how well the clinic is prepared to cope with
the month-to-month variability in its patient volume. The Monte Carlo method was
employed to better account for the uncertainty in the expected patient volume month-to-
month and the variation in the processing times at each stage of care delivery at the
clinic. A limitation of work was the reliance on expert opinion to characterize the
distributions of processing times at each stage. Performing primary data collection and
then determining the actual empirical distribution of processing times for each step could
improve our analysis and potentially shrink our prediction intervals for utilization.
Furthermore, for simplicity we also assumed that all resources were committed to directly
providing patient care the entire duration of the workday. In reality, there is some amount
of time spent each day on purely administrative tasks that will cause the calculations of
resource capacity to be slightly inflated. As such, primary data collection will also help
address this uncertainty. Nevertheless, since the Monte Carlo simulation is in effect a
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large sensitivity analysis, we felt that modeling the process times as triangle distributions
would still allow us to derive insight on how Mod A's resources are utilized.
Our results indicated the need to review resources in Mod A and perhaps implement a
variable staffing model. For example, mean utilization of the check-in clerk ranged from
a minimum of 73.3% (June 2013) to a maximum of 165.0% (January 2013). Similarly,
physicians at the clinic are consistently above 100% utilization, ranging from a minimum
of 92.6% (June 2013) to maximum 207.4% (January 2013). Clearly, check-in clerks and
physicians are over-utilized at the clinic. At these levels of utilization, with physicians
essentially having to service twice as many patients than they can, it is difficult to see
how the quality of care to the patient would not be adversely affected.
There are several different ways in which the over-utilization of physician can be
addressed. The first, and perhaps most direct approach, would be to re-analyze how
patients are referred to the clinic. The providers we interviewed from Mod A made
frequent complaints of patients being referred to the clinic when they should not have
been (for example, patients who already have an assigned primary care provider in Bay
Pines and/or are not traveling Veterans). If the overall volume of patients coming to the
clinic is lowered, the percentage utilization of each resource will also be lowered
proportionately. The second potential intervention would be to increase the percentage of
patients serviced by a mid-level provider like the NP. Currently, the NP services
approximately 33% of all patients that come to the clinic. If physicians and NP both
service the same percentage of patients (47% each), the physician percentage utilization
range drops to between 72.6% (June 2013) and 163.9% (January 2013). Appendix C
provides the details of this scenario. Clearly, expanding the NP's scope of practice alone
will not be sufficient to drive down the physician utilization during winter months.
Therefore, a third possible intervention would be to implement a variable physician
staffing model. For example, the clinic would potentially enlist contract or fee-basis
physicians at least during winter months to accommodate the increased volume of
patients. It may also be possible to maintain a float pool of physicians who are allocated
to different clinics throughout the year depending on need. Mod A will likely need to
implement a combination of all three interventions outlined in order to effectively reduce
the physician utilization to the necessary levels.
In analyzing Mod A, we relied upon clinic resource utilization as a measure for the
clinic's performance. In reality, the performance of the clinic should ultimately be judged
by (apart from its patients' health outcomes) how long it requires patients to gain access
to medical care and their total time spent at the clinic. Hence, in a patient-centric view,
clinic resource utilization (though important from a manager's perspective) only provides
a proxy measure of the clinic's overall performance. As a result, a significant
improvement to the analysis presented herein would be to also include a simulation of
wait-times. Such an undertaking would necessitate more granular, minute-by-minute data
of patient arrival and treatment, and rely upon other modeling approaches such as
discrete-event simulation. These potential extensions to the model offer exciting areas for
future work.
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At the same time, the results of this work also have wider implications for nationalized
healthcare systems in other countries. For example, Canada, the United Kingdom, France,
Germany and many others all have single payer healthcare systems nationwide. Like
Veterans in VHA, citizens of these countries are entitled to receive health care services in
any part of their country, irrespective of where they live or travel. In Canada, for
instance, providing health care is the responsibility of the provincial/territorial
government. Provinces/territories plan their healthcare systems based on the needs of
their residents, much like how VISNs plan their activities based on the needs of their
resident Veterans. Nevertheless, in accordance with the portability criterion in the Canada
Health Act, Canadian citizens are eligible to receive health care services at
provinces/territories outside of their own when traveling. A system of bilateral reciprocal
billing agreements exists among provinces/territories to facilitate this process. While the
Canadian Institute of Health Information (CIHI) has investigated this issue at the pan-
Canadian level, to some extent, by examining inpatient hospitalizations of out-of-
province/territory patients [43], the impact of patient movement across the country on
health care delivery at the operational level remains unclear. It may also be the case that
certain medical centers experience, as the CIHI report suggests, a larger proportion of
traveling patients than others. Depending on the time scale of their movements (i.e.
seasonal versus non-seasonal), traveling patients could potentially impose significant
operational challenges as they do at Mod A in VHA. Moreover, to what extent the
reciprocal billing agreements among provinces/territories function effectively also
remains unclear. Hence, while we did not focus on making a comprehensive comparison
of VHA with nationalized healthcare systems in other countries, there are some very clear
analogies, and the lessons learned in VHA about providing care to traveling Veterans is
directly applicable. This topic represents a potentially exciting area for future research.
7. Conclusion
This research revealed evidence for how traveling Veterans can present significant
challenges to health care delivery. While their impact is certainly not uniformly felt
throughout VHA, clinics like Mod A must endure seasonally fluctuating demand for
services from traveling Veterans. In particular, seasonality makes it difficult to staff and
resource the clinic at the levels necessary to ensure quality care to patients. Our results
justify three main recommendations to VHA. First, the funding mechanism for care
rendered to traveling Veterans could be modified to ensure that facilities that provided
services to traveling Veterans are compensated. While the current proportional allocation
approach described in VERA appears sensible, clearer policies could be developed and
communicated on how the care provided to traveling Veterans is monitored and how the
proportions are calculated at the facility level. Without a clearer policy, facilities that
routinely provide care to a large number of traveling Veterans, like Bay Pines, may find
themselves uncompensated. If a misconception exists among staff about whether or how
the reimbursement occurs, then that too should be addressed and clarified.
The second recommendation relates more specifically to staffing at Mod A. During the
course of this research, we developed SARIMA and Monte Carlo based models that
allow health care managers at Mod A to predict the expected number of patients for the
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winter next season and determine the expected utilization of clinic resources. Our
analysis reveals the need for an adjustment to the current staffing model at Mod A. The
physicians at the clinic are currently over-utilized, often at over 150% of their capacity.
However, utilization does drop significantly during summer months. As such, the clinic
could adapt its resourcing strategy based on the seasonality of its patient population.
Potential interventions include decreasing the overall number of patients sent to Mod A,
expanding the scope of practice of the NP, maintaining a float pool of primary care
providers, and/or having a contract or fee-basis arrangement with additional physicians
during the busy winter months. The specific strategy can be determined by analyzing the
economics of different staffing models and their ultimate impact on resource utilization.
Our final recommendation provides an overall comment on how VHA currently
approaches operations management. Despite having a wealth of data from its electronic
patient record system, the current culture of decision-making is not sufficiently data-
driven. In fact, more broadly speaking unlike other major industries like airlines, retail,
and finance, operations management in the health care industry appears to lack a firm
grounding in data. This research presents a clear example of how VHA's data can be
analyzed through slightly more sophisticated methods to enable more effective decision-
making. As we demonstrated with Mod A, more detailed analyses of other clinics and
facilities can be performed using the data already available through the NPCD. While our
analysis focused almost exclusively on the operations of Mod A, there may be other
clinics within VHA that also experience significant fluctuations in the demand for their
services because of traveling Veterans or for other reasons. Hence, the approach
presented in this research - using the electronic record system to acquire data, developing
statistical models to forecast demand, and using simulation to understand how resources
are utilized - can be generalized to aid operational decision-making at other clinics,
facilities, and medical centers both within and outside VHA.
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Appendix A
A.1 Flow of traveler patient appointments from VISN to VISN (Oct-2010 to May-2012)
From VISN
Vol V02 V03 V04 V05 V06 V07 V08 V09 V1O
Vol 4,366,808 8,126 4,157 2,703 1,172 7,249 5,819 23,274 2,088 947
V02 13,144 2,552,418 61,227 104,287 1,286 7,238 4,993 14,062 1,822 3,008
V03 22,850 9,903 3,522,205 208,650 2,977 11,178 8,116 19,851 1,216 1,086
V04 3,037 25,097 114,274 4,793,589 40,871 15,945 6,661 16,110 27,426 121,547
V05 2,331 731 3,844 40,161 2,237,212 318,314 6,327 9,095 2,691 1,660
V06 2,579 1,987 3,098 8,863 6,317 4,975,402 73,577 13,288 64,515 2,481
V07 2,256 1,823 2,503 3,279 2,613 33,264 6,042,715 23,100 11,165 2,720
V08 38,797 19,951 20,543 21,995 6,050 21,198 100,430 11,942,690 17,655 18,206
V09 1,757 1,021 778 4,080 1,377 52,426 103,130 14,364 4,406,853 84,834
e VIO 1,098 854 695 18,724 797 5,033 5,228 11,888 195,367 4,029,822
ViI 881 519 257 1,404 745 3,866 5,176 12,910 55,738 203,931
2 V12 1,071 683 1,129 1,643 1,410 4,720 5,858 10,756 5,243 2,837
V15 914 410 448 1,272 583 2,544 3,971 5,589 182,988 1,286
V16 2,092 1,259 1,168 2,146 1,793 6,524 37, 142 13,430 8,509 2,807
V17 2,035 1,368 978 2,155 1,364 3,600 6,412 7,943 3,414 2,391
VI8 2,919 1,437 1,020 2,493 931 3,540 4,730 6,479 3,536 3,063
V19 1,326 561 552 1,261 683 2,641 2,725 4,257 1,650 1,363
V20 1,948 575 684 1,204 733 3,091 3,188 5,790 2,111 1,313
V21 2,479 704 1,488 1,539 901 8,926 6,971 11,105 8,582 4,976
V22 3,026 1,350 2,114 2,333 1,406 4,758 5,248 7,118 3,109 2,673
V23 1,561 868 459 2,790 769 3,458 2,987 9,045 2,879 2,002
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From VISN
Vil V12 V15 V16 V17 V18 V19 V20 V21 V22 V23
VOl 1,184 658 738 3,237 1,816 3,430 1,128 1,924 1,256 2,633 1,208
V02 1,068 551 784 3,381 1,418 2,335 1,046 978 981 2,005 803
V03 751 775 618 2,365 1,256 2,116 600 974 890 2,638 601
V04 2,220 838 1,030 3,512 2,077 2,917 1,973 2,103 1,085 2,063 1,664
V05 1,392 703 756 2,962 1,545 2,028 1,126 1,510 1,105 2,145 828
V06 3,117 1,041 1,455 5,698 2,857 2,396 1,625 1,632 1,615 2,425 1,738
V07 3,699 1,499 1,980 91,436 3,450 2,649 2,029 2,575 1,635 3,104 1,613
V08 30,106 12,275 7,354 69,530 7,146 7,838 5,366 6,145 3,630 8,118 13,240
V09 19,305 2,014 16,960 344,665 3,694 3,207 1,826 2,326 1,468 2,829 2,061
V1O 41,926 1,407 1,014 3,712 2,140 2,613 1,909 1,511 1,013 2,474 1,725
VII 4,349,072 6,070 40,701 6,200 3,024 4,125 2,165 1,751 1,275 2,990 65,198
V12 511,156 4,063,326 5,367 9,012 4,938 6,749 2,943 4,142 1,822 5,454 344,456
V15 14,635 1,707 3,524,911 93,499 4,314 5,044 5,399 2,966 1,488 2,889 56,464
V16 5,911 3,102 41,526 8,524,930 75,701 12,878 5,877 7,602 3,511 7,651 6,082
V17 4,085 3,319 4,862 281,420 5,102,636 31,358 4,722 4,335 2,987 5,678 9,225
V18 6,321 4,292 6,387 21,394 18,740 3,980,143 15,774 17,771 6,710 15,962 14,976
V19 2,328 842 3,370 5,614 3,913 18,110 2,651,490 75,282 3,841 8,611 13,890
V20 1,780 1,183 2,250 8,260 4,484 13,928 20,585 4,024,833 31,430 16,105 5,334
V21 7,293 5,274 10,355 21,905 15,205 16,806 15,787 33,731 3,808,585 540,223 20,605
V22 4,530 2,454 4,160 11,190 6,761 47,942 13,264 16,358 18,445 5,351,126 4,932
V23 12,597 7,411 14,713 8,973 6,218 10,023 30,605 5,064 2,275 5,929 5,985,158
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A.2 Bay Pines encounters by primary stop code (October 2010 to May 2012)
Clinic/Service Stop Code Traveler encounters (%) Resident encounters (%) Total encoun
65
ters
I
(102) ADMITTING/SCREENING
(103) TELEPHONE TRIAGE
(104) PULMONARY FUNCTION
(105) X-RAY
(106) EEG
(107) EKG
(108) LABORATORY
(109) NUCLEAR MEDICINE
(115) ULTRASOUND
(116) RESPIRATORY THERAPY
(118) HOME TREATMENT SERVICES
(119) COMM NURSING HOME FOLLOW-UP
(123) NUTRITION/DIETETICS-INDIVIDUAL
(124) NUTRITION/DIETETICS-GROUP
(125) SOCIAL WORK SERVICE
(130) EMERGENCY DEPT
(131) URGENT CARE UNIT
(142) ENTEROSTOMAL TX
(145) PHARM/PHYSIO NMP STUDIES
(146) PET
(147) TELEPHONE/ANCILLARY
(148) TELEPHONE/DIAGNOSTIC
(149) RADIATION THERAPY TREATMENT
(150) COMPUTERIZED TOMOGRAPHY (CT)
(15 1) MAGNETIC RESONANCE IMAGING/MRI
(152) INACTIVE
(153) INTERVENTIONAL RADIOGRAPHY
6,361 (9.1%)
5,207 (3.7%)
139(3.4%)
3,990 (4.5%)
26 (4.4%)
1,107 (3.1%)
31,501 (4.6%)
117(4.0%)
581 (3.2%)
268 (4.7%)
36 (2.3%)
80 (3.1%)
110 (2.5%)
32 (4.0%)
1,235 (5.4%)
2,251 (5.8%)
4,539 (25.9%)
10 (4.9%)
127 (2.9%)
61 (3.3%)
7,865 (4.6%)
21 (4.6%)
182 (2.7%)
1,064 (4.2%)
422 (3.5%)
16 (2.0%)
2 (1.5%)
63,600 (90.9%)
134,280 (96.3%)
3,892 (96.6%)
85,389 (95.5%)
568 (95.6%)
34,487 (96.9%)
646,420 (95.4%)
2,819 (96.0%)
17,460 (96.8%)
5,389 (95.3%)
1,537 (97.7%)
2,486 (96.9%)
4,318 (97.5%)
774 (96.0%)
21,650 (94.6%)
36,460 (94.2%)
12,965 (74.1%)
195 (95.1%)
4,253 (97.1%)
1,809 (96.7%)
163,274 (95.4%)
438 (95.4%)
6,459 (97.3%)
24,497 (95.8%)
11,468 (96.5%)
773 (98.0%)
129 (98.5%)
69,961
139,487
4,031
89,379
594
35,594
677,921
2,936
18,041
5,657
1,573
2,566
4,428
806
22,885
38,711
17,504
205
4,380
1,870
171,139
459
6,641
25,561
11,890
789
131
Clinic/Service Stop Code Traveler encounters (%) Resident encounters (%) Total encounters
(156) HBPC - PSYCHOLOGIST
(160) CLINICAL PHARMACY
(166) CHAPLAIN SERVICE - INDIVIDUAL
(167) CHAPLAIN SERVICE - GROUP
(17 1) HBPC - RN OR LPN
(172) HBPC - NURSE EXTENDER
(173) HBPC - SOCIAL WORKER
(174) HBPC - THERAPIST
(175) HBPC - DIETITIAN
(176) HBPC - CLINICAL PHARMACIST
(177) HBPC - OTHER
(178) HBPC/TELEPHONE
(180) DENTAL
(18 1) TELEPHONE/DENTAL
(182) TELE CASE MGMT
(191) COMM ADULT DAY HEALTH CARE FOLLOW-UP
(197) POLYTRAUMA/TRAUMATIC BRAIN INJURY (TBI)-
INDIVIDUAL
(20 1) PHYSICAL MED & REHAB SVC
(202) RECREATION THERAPY SERVICE
(203) AUDIOLOGY
(204) SPEECH PATHOLOGY
(205) PHYSICAL THERAPY
(206) OCCUPATIONAL THERAPY
(209) VIST COORDINATOR
(210) SPINAL CORD INJURY
(212) EMG - ELECTROMYOGRAM
(216) TELEPHONE/REHAB AND SUPPORT
(217) BROS (BLIND REHAB O/P SPEC)
16(1.3%)
5,973 (5.4%)
69 (6.3%)
135 (13.1%)
87(1.6%)
21(0.9%)
24(1.3%)
78 (2.6%)
14(1.0%)
28(1.7%)
47 (2.0%)
42 (0.8%)
1,801 (3.3%)
3 (6.0%)
613 (5.6%)
10(4.6%)
263 (5.8%)
145 (3.2%)
4,783 (12.7%)
3,255 (4.4%)
71 (2.7%)
671 (3.2%)
237 (3.8%)
36(4.1%)
10(4.1%)
64 (3.9%)
38 (3.9%)
8(4.1%)
66
1,260 (98.7%)
105,256 (94.6%)
1,031 (93.7%)
897 (86.9%)
5,511 (98.4%)
2,449 (99.1%)
1,832 (98.7%)
2,918 (97.4%)
1,331 (99.0%)
1,635 (98.3%)
2,247 (98.0%)
5,177 (99.2%)
52,384 (96.7%)
47 (94.0%)
10,354 (94.4%)
206 (95.4%)
4,253 (94.2%)
4,343 (96.8%)
32,981 (87.3%)
70,568 (95.6%)
2,521 (97.3%)
20,079 (96.8%)
5,967 (96.2%)
848 (95.9%)
232 (95.9%)
1,597 (96.1%)
943 (96.1%)
186 (95.9%)
1,276
111,229
1,100
1,032
5,598
2,470
1,856
2,996
1,345
1,663
2,294
5,219
54,185
50
10,967
216
4,516
4,488
37,764
73,823
2,592
20,750
6,204
884
242
1,661
981
194
tersClinic/Service Stop Code I Traveler encounters (%) Resident encounters (%) Total encoun
(221) VIST TELEPHONE
(229) BLIND REHAB TELEPHONE
(301) GENERAL INTERNAL MEDICINE
(302) ALLERGY IMMUNOLOGY
(303) CARDIOLOGY
(304) DERMATOLOGY
(305) ENDO./METAB (EXCEPT DIABETES)
(306) DIABETES
(307) GASTROENTEROLOGY
(308) HEMATOLOGY
(309) HYPERTENSION
(310) INFECTIOUS DISEASE
(311) PACEMAKER
(312) PULMONARY/CHEST
(313) RENA L/NEPHROL(EXCEPT DIALYSIS)
(314) RHEUMATOLOGY/ARTHRITIS
(315) NEUROLOGY
(316) ONCOLOGY/TUMOR
(317) ANTI-COAGULATION CLINIC
(3 18) Geriatric Problem-Focused Clinic
(320) ALZHEIMERS/DEMENTIA CLINIC
(321) GI ENDOSCOPY
(322) COMPHREHENSIVE WOMENS PRIMARY CARE
(323) PRIMARY CARE/MEDICINE
(324) TELEPHONE/MEDICINE
(325) TELEPHONE/NEUROLOGY
(326) TELEPHONE/GERIATRICS
(328) MEDICAL/SURGICAL DAY UNIT MSDU
(329) MEDICAL PROCEDURE UNIT
67
62 (4.0%)
17 (3.1%)
649 (3.4%)
151 (3.1%)
1,351 (3.8%)
1,082 (4.0%)
192 (2.3%)
133 (3.0%)
578 (3.0%)
709 (4.0%)
9 (5.0%)
118 (2.6%)
84 (2.9%)
222 (3.3%)
132 (2.2%)
199(3.1%)
341 (3.2%)
3 (14.3%)
2,737 (8.5%)
15(2.9%)
3 (3.4%)
238 (2.6%)
301 (2.9%)
13,648 (4.0%)
1,194 (4.0%)
9 (2.0%)
497 (3.5%)
215 (2.5%)
3 (10.7%)
1,495 (96.0%)
538 (96.9%)
18,600 (96.6%)
4,673 (96.9%)
33,992 (96.2%)
25,741 (96.0%)
8,175 (97.7%)
4,237 (97.0%)
18,845 (97.0%)
17,039 (96.0%)
170 (95.0%)
4,400 (97.4%)
2,800 (97.1%)
6,455 (96.7%)
5,839 (97.8%)
6,133 (96.9%)
10,442 (96.8%)
18(85.7%)
29,600 (91.5%)
498(97.1%)
84 (96.6%)
8,874 (97.4%)
10,176 (97.1%)
328,535 (96.0%)
28,323 (96.0%)
452 (98.0%)
13,779 (96.5%)
8,316 (97.5%)
25 (89.3%)
1,557
555
19,249
4,824
35,343
26,823
8,367
4,370
19,423
17,748
179
4,518
2,884
6,677
5,971
6,332
10,783
21
32,337
513
87
9,112
10,477
342,183
29,517
461
14,276
8,531
28
Clinic/Service Stop Code Traveler encounters (%) Resident encounters (%) Total encounters
(330) CHEMOTHERAPY PROC. UNIT-MED.
(332) PRE-BED CARE RN (MEDICINE)
(333) CARDIAC CATHETERIZATION
(334) CARDIAC STRESS TEST/ETT
(338) TELEPHONE PRIMARY CARE
(348) PRIMARY CARE SHARED APPOINTMENT
(349) SLEEP MEDICINE
(350) GERIATRIC PRIMARY CARE
(35 1) Hospice Care
(372) MOVE PROGRAM INDIV
(373) MOVE PROGRAM GRP
(401) GENERAL SURGERY
(403) ENT
(404) OBSTETRICS/GYNECOLOGY (OB/GYN)
(406) NEUROSURGERY
(407) OPHTHALMOLOGY
(408) OPTOMETRY
(409) ORTHOPEDICS
(410) PLASTIC SURGERY
(411) PODIATRY
(413) THORACIC SURGERY
(414) UROLOGY
(415) VASCULAR SURGERY
(416) PRE-SURG EVAL BY NON-MD
(417) PROSTHETICS/ORTHOTICS
(418) AMPUTATION CLINIC
(419) ANESTHESIA PRE/POST-OP CONSULT
(420) PAIN CLINIC
(421) VASCULAR LABORATORY
253 (4.3%)
155 (5.7%)
50 (3.9%)
131 (3.0%)
4,423 (6.6%)
1,166 (5.1%)
123 (2.9%)
193 (3.0%)
61 (2.8%)
2 (4.8%)
391 (2.5%)
331 (2.9%)
296 (3.2%)
77 (3.8%)
7 (3.3%)
333 (2.7%)
1,665 (3.1%)
647 (3.3%)
310 (2.6%)
753 (3.6%)
16(1.9%)
1,044 (3.5%)
97 (2.2%)
340 (2.6%)
386 (3.7%)
3 (3.8%)
120 (2.9%)
147 (2.2%)
334 (3.3%)
68
5,646 (95.7%)
2,571 (94.3%)
1,239 (96.1%)
4,236 (97.0%)
63,055 (93.4%)
21,906 (94.9%)
4,135 (97.1%)
6,154 (97.0%)
2,099 (97.2%)
40 (95.2%)
15,509 (97.5%)
10,988 (97.1%)
8,821 (96.8%)
1,965 (96.2%)
206 (96.7%)
12,076 (97.3%)
52,099 (96.9%)
19,208 (96.7%)
11,413 (97.4%)
20,161 (96.4%)
805 (98.1%)
29,001 (96.5%)
4,410 (97.8%)
12,848 (97.4%)
9,990 (96.3%)
75 (96.2%)
4,080 (97.1%)
6,398 (97.8%)
9,642 (96.7%)
5,899
2,726
1,289
4,367
67,478
23,072
4,258
6,347
2,160
42
15,900
11,319
9,117
2,042
213
12,409
53,764
19,855
11,723
20,914
821
30,045
4,507
13,188
10,376
78
4,200
6,545
9,976
Clinic/Service Stop Code Traveler encounters (%) Resident encounters (%) Total encounters
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(422) CAST CLINIC
(423) PROSTHETIC & SENSORY AIDS SERVICE
(424) TELEPHONE SURGERY
(425) TELEPHONE/PROSTHETICS/ORTHOTICS
(428) TELEPHONE/OPTOMETRY
(429) PATIENT CARE IN OR
(434) NON-OR ANESTHESIA PROC
(439) LOW VISION CARE
(502) MH CLINIC IND
(507) HUD/VASH GROUP
(509) PSYCHIATRY INDIV
(510) PSYCHOLOGY IND
(511 ) GRANT AND PER DIEM
(513) SUB USE DISORDER INDIV
(522) HUD/VASH
(523) OPIOD SUBSTITUTION
(527) TELEPHONE/PSYCH
(528) TELEPHONE/MHCMI
(529) HCHV/HCMI
(530) TELEPHONE/HUD VASH
(532) INACTIVE
(533) MIH INTERVENTION BIOMED IND
(534) MH INTGRTD CARE IND
(535) MH VOC ASSISTANCE IND
(537) TELEPHONE/PSYCHOSOCIAL REHAB
(538) PSYCH TESTING
(539) MH INTGRTD CARE GRP
(540) PCT-PTSD IND
(542) TELEPHONE/PTSD
8 (3.1%)
103 (3.0%)
209 (3.0%)
1 (2.9%)
37 (5.5%)
111(2.5%)
9 (3.9%)
19(3.5%)
693 (3.7%)
1 (0.5%)
1,683 (3.1%)
413 (3.1%)
81 (2.9%)
530 (6.0%)
297 (2.2%)
149 (5.8%)
732 (4.2%)
138 (7.4%)
647 (8.8%)
262 (2.7%)
183 (7.0%)
601 (13.0%)
569 (5.3%)
94(4.1%)
20 (13.6%)
98 (6.0%)
120(3.0%)
2,663 (11.6%)
97 (7.0%)
249 (96.9%)
3,332 (97.0%)
6,838 (97.0%)
34(97.1%)
640 (94.5%)
4,385 (97.5%)
220 (96.1%)
523 (96.5%)
18,233 (96.3%)
200 (99.5%)
51,801 (96.9%)
12,920 (96.9%)
2,668 (97.1%)
8,281 (94.0%)
12,945 (97.8%)
2,441 (94.2%)
16,754 (95.8%)
1,732 (92.6%)
6,741 (91.2%)
9,312 (97.3%)
2,429 (93.0%)
4,017 (87.0%)
10,230 (94.7%)
2,214 (95.9%)
127 (86.4%)
1,547 (94.0%)
3,828 (97.0%)
20,381 (88.4%)
1,281 (93.0%)
257
3,435
7,047
35
677
4,496
229
542
18,926
201
53,484
13,333
2,749
8,811
13,242
2,590
17,486
1,870
7,388
9,574
2,612
4,618
10,799
2,308
147
1,645
3,948
23,044
1,378
Clinic/Service Stop Code Traveler encounters (%) Resident encounters (%) Total encounters
(545) TELEPHONE/SUB USE DISORDER
(546) TELEPHONE/MHICM
(547) INTENSIVE SUB USE DISORDER GROUP
(548) Intensive Substance Use Disorder - Individual
(550) MH CLINIC GROUP
(552) MHICM IND
(557) PSYCHIATRY GROUP
(558) PSYCHOLOGY GROUP
(559) INACTIVE
(560) SUB USE DISORDER GROUP
(561) PCT-PTSD GROUP
(562) PTSD-INDIV
(565) MH INTERVENTION BIOMED CARE GROUP
(566) MH RISK FACTOR REDUCTION GRP
(568) MH CWT/SE FACE TO FACE
(573) MH IT GROUP FACE TO FACE
(574) MH CWT/TWE FACE TO FACE
(575) MH VOC ASSISTANCE GROUP
(576) GEROPSYCH INDIV
(577) GEROPSYCH GROUP
(582) PRRC INDIV
(583) PRRC GROUP
(584) TELEPHONE/PRRC
(588) RRTP AFTERCARE IND
(592) Veterans Justice Outreach
(596) RRTP ADMISSION SCREENING SERVICES
(599) RRTP PRE-ADMIT GRP
(602) ASSISTED HEMODIALYSIS
(606) CONTINUOUS AMBULATORY PERIT DIALYSIS
137 (5.6%)
58 (6.0%)
932 (4.6%)
101 (4.4%)
170 (3.4%)
290 (2.0%)
2 (2.8%)
103 (2.4%)
174(7.0%)
821 (4.7%)
7,264 (30.5%)
23(1.8%)
38 (4.3%)
59 (4.8%)
15(1.4%)
133 (5.1%)
87 (4.8%)
97 (4.0%)
6(1.0%)
1 (50.0%)
25 (2.1%)
245 (1.4%)
1 (0.7%)
13 (6.7%)
38 (4.1%)
268 (6.0%)
1 (6.3%)
82(1.0%)
28 (5.2%)
70
2,312 (94.4%)
914 (94.0%)
19,387 (95.4%)
2,196 (95.6%)
4,821 (96.6%)
14,545 (98.0%)
70 (97.2%)
4,212 (97.6%)
2,326 (93.0%)
16,590 (95.3%)
16,549 (69.5%)
1,246 (98.2%)
842 (95.7%)
1,182 (95.2%)
1,062 (98.6%)
2,457 (94.9%)
1,710 (95.2%)
2,347 (96.0%)
622 (99.0%)
1 (50.0%)
1,160 (97.9%)
16,671 (98.6%)
151 (99.3%)
182 (93.3%)
890 (95.9%)
4,227 (94.0%)
15 (93.8%)
8,297 (99.0%)
510(94.8%)
2,449
972
20,319
2,297
4,991
14,835
72
4,315
2,500
17,411
23,813
1,269
880
1,241
1,077
2,590
1,797
2,444
628
2
1,185
16,916
152
195
928
4,495
16
8,379
538
Clinic/Service Stop Code Traveler encounters (%) Resident encounters (%) Total encounters
(611) TELEPHONE/DIALYSIS 9 (4.1%) 213 (95.9%) 222
(683) HT NON-VIDEO MONITORING 254 (1.7%) 14,984 (98.3%) 15,238
(685) CARE OF HT PROGRAM PATIENTS 104(1.6%) 6,564 (98.4%) 6,668
(686) TELEPHONE CONTACT BY HT STAFF 413 (2.4%) 16,693 (97.6%) 17,106
(703) MAMMOGRAM 112 (2.9%) 3,735 (97.1%) 3,847
(704) WOMEN GENDER SPECIFIC PREVENTIVE CARE 28(2.4%) 1,134 (97.6%) 1,162
(718) DIABETIC RETINAL SCREENING 233 (4.0%) 5,647 (96.0%) 5,880
(999) EMPLOYEE HEALTH 193 (3.2%) 5,748 (96.8%) 5,941
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Appendix B: Urgent care unit VISN 8 resident uniques demand
forecasting model
Lag
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
AutoCorr
1.0000
0.6672
0.5450
0.3077
0.1180
0.1704
0.0819
0.0534
0.0216
-0.0348
-0.0045
0.0050
-0.0645
-0.2104
-0.2631
-0.3703
-0.2898
-.8..6-.4..20 .2.4.6.8 Liung-Box Q
12.0777
20.5019
23.3146
23.7494
24.7028
24.9353
25.0401
25.0583
25.1086
25.1095
25.1107
25.3271
27.8384
32.1565
41.6627
48.2130
53.4643
60.3154
63.6596
72.1129
77.3890
81.2578
84.0139
p-Value
0.0005*
<.0001*
<.0001*
<.0001*
0.0002*
0.0004*
0.0007*
0.0015*
0.0029*
0.0051 *
0.0088*
0.0133*
0.0095*
0.0038*
0.0003*
<.0001*
<.0001*
<.0001*
<.0001*
<.0001*
<.0001*
<.0001 *
<.0001 *
Lag
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
VISN 8 residents urgent care unit uniques data autocorrelation and partial autocorrelation
functions
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100- Mean
50 - Std
N
50e Zero Mean ADF
Single Mean ADF
5 -100 - Trend ADF
-150 -
06-01-2010 03-01-2011 12-01-2011 09-01-2012
Time
AutoCorr -.8.6-.4.2 0 .2.4 .6.8 Ljung-Box 0
1.0000
-0.4622 5.5840
0.1923 6.5968
-0.1259 7.0528
-0.1553 7.7827
0.0635 7.9114
0.0206 7.9257
-0.0553 8.0356
-0.0183 8.0484
-0.0611 8.2019
0.1416 9.0890
0.0545 9.2311
0.1207 9.9926
-0.2939 14.9594
0.2471 18.8592
-0.2830 24.6153
0.0584 24.8957
0.0566 25.2023
-0.0893 26.1195
0.0979 27.4984
-0.0252 27.6201
0.0601 ] 28.6570
-0.0436 29.7503
p-Value
0.0181*
0.0369*
0.0702
0.0999
0.1612
0.2436
0.3295
0.4288
0.5139
0.5237
0.6006
0.6166
0.3099
0.1704
0.0554
0.0717
0.0903
0.0971
0.0936
0.1187
0.1225
0.1247
Lag
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
VISN 8 residents urgent care unit uniques data autocorrelation
functions once differenced
-10.13043
65.618333
23
-7.387388
-7.616689
-7.771783
Partial -.&.6-.4..2 0 .2.4.6.8
and partial autocorrelation
Parameter estimates for VISN 8 residents urgent care uniques IMA(1,1)
Term Lag Estimate Std Error t Ratio Prob>|t| Constant Estimate
MAI 1 0.53117 0.214644 2.47 0.0219* -10.63579541
Intercept 0 -10.63580 5.930023 -1.79 0.0873
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Lag
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
100*
50
0-
-50
r -100-
-150
06-01-2010 06-01-2011 03-01-2012 12-01-2012
Time
Lag AutoCorr -.8.6-.4.2 0.2.4.6.8 Ljung-Box Q p-Value
0 1.0000
1 -0.0025 0.0002 0.9900
2 0.1430 0.5604 0.7556
3 -0.1724 1.4152 0.7020
4 -0.2434 3.2074 0.5237
5 -0.0435 3.2678 0.6588
6 -0.0420 3.3275 0.7668
7 -0.0881 3.6065 0.8238
8 -0.0612 3.7503 0.8789
9 -0.0082 3.7530 0.9269
10 0.2014 5.5479 0.8517
11 0.1867 7.2189 0.7811
12 0.1139 7.8972 0.7931
13 -0.2260 10.8346 0.6247
14 0.0292 10.8892 0.6947
15 -0.3053 17.5863 0.2850
16 -0.0578 17.8606 0.3321
17 0.0025 17.8612 0.3976
18 -0.0595 18.2679 0.4381
19 0.0867 19.3480 0.4347
20 0.0071 19.3576 0.4987
21 0.0607 20.4172 0.4950
22 -0.0215 20.6841 0.5403
23 0.0000
Lag
0
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
16
17
18
19
20
21
22
23
Partial -.8-.6-.4.2 0 .2.4.6.8
1.0000
-0.0025
0.1430
-0.1754
-0.2741
0.0060
0.0129
-0.1941
-0.1590
0.0205
0.2159
0.1097
-0.0181
-0.2722
0.1876
-0.1400
-0.2501
0.0019
0.0801
-0.0140
-0.2047
-0.0776
-0.0613
0.0430
VISN 8 residents urgent care uniques IMA(1,1) model residuals
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800
700
600
500
400
3f0
200
100
0
Sep-10
444 423 402 380 530
4-- 12 391 370
Jan-11 May-11 Sep-11 Jan-12 May-12 Sep-12 Jan-13
Time
001* Historical Forecasted - - Upper 95% - Lower 95%
May-13
VISN 8 residents urgent care uniques IMA(1,1)
VISN 8 residents urgent care uniques IMA(1,1) prediction summary
Time Actual uniques Forecasted uniques Upper 95% Lower 95%
prediction interval prediction interval
Oct-12 582 444 562 326
Nov-12 481 433 564 303
Dec-12 548 423 565 281
Jan-13 598 412 564 260
Feb-13 530 402 563 240
Mar-13 491 391 562 220
Apr-13 - 380 560 200
May-13 - 370 558 181
Jun-13 - 359 555 163
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Appendix
and nurse
C8
0.
C: Module A screening clinic utilization scenario if physician
practitioner both service 47% of patients
400%
350%
300%
250%
200%
150%
100%
50%
0%
Sep-12
-----
Nov-12 Jan-13 Mar-13 May-13
Time
Upper 95% --- Mean utilization Lower 95%
Forecasted utilization of Mod A physician if they service 47% of patients
%
%
120
100
80
60
40
20
0%
Sep-12 Nov-12 Jan-13 Mar-13 May-13
Time
Upper 95% - Mean utilization Lower 95%
Forecasted utilization of Mod A nurse practitioner if they service 47% of patients
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