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EXISTENCE AND NONEXISTENCE OF ENTIRE SOLUTIONS
FOR NON-COOPERATIVE CUBIC ELLIPTIC SYSTEMS
HUGO TAVARES, SUSANNA TERRACINI, GIANMARIA VERZINI AND TOBIAS WETH
Abstract. In this paper we deal with the cubic Schro¨dinger system
−∆ui =
n∑
j=1
βiju
2
jui, u1, . . . , un ≥ 0 in R
N (N ≤ 3),
where β = (βi,j)ij is a symmetric matrix with real coefficients and βii ≥ 0 for
every i = 1, . . . , n. We analyse the existence and nonexistence of nontrivial solu-
tions in connection with the properties of the matrix β, and provide a complete
characterization in dimensions N = 1, 2. Extensions to more general power-type
nonlinearities are given.
1. Introduction and main results
The purpose of the present paper is to analyze existence and nonexistence of nontrivial
solutions of the cubic elliptic system
(1.1) −∆ui =
n∑
j=1
βiju
2
jui, u1, . . . , un ≥ 0 in RN
when N ≤ 3. Here (βij)ij is a symmetric n × n-matrix with real coefficients and
nonnegative diagonal elements, i.e. βii ≥ 0 for i = 1, . . . , n. We say that u =
(u1, . . . , un) is a nontrivial solution of (1.1) if ui 6≡ 0 for at least one i ∈ {1, . . . , n},
which then implies that ui > 0 on R
N by the maximum principle. In order to motivate
our results on (1.1), let us first consider the single elliptic equation
(1.2) −∆u = up−1, u > 0 in RN .
It is well known that (1.2) admits solutions if and only if N ≥ 3 and p ≥ 2∗ =
2N/(N −2). The nonexistence in the complementary cases has been proved by Gidas
and Spruck in [10]. In this paper we will show that for n ≥ 2 the existence or
nonexistence of solutions of (1.1) depends in a subtle way on the coefficients βij .
In the case where βij ≥ 0 for all i, j and βii > 0 for all i, the elliptic system behaves
to a certain extent similarly as the single equation (1.2) for p = 3. In this case the
system does not admit nontrivial solutions in dimensions N ≤ 3 (where the cubic
nonlinearity is subcritical). This follows from a more general nonexistence result of
Reichel and Zou [18] relying on the method of moving spheres. It is the purpose of the
present paper to study the non-cooperative case where the off-diagonal coefficients
βij may be negative and therefore methods based on the maximum principle, like
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the method of moving spheres, do not apply. More precisely, we will analyze how
B = (βij)ij must differ from a matrix satisfying βij ≥ 0 for all i, j in order to allow
nontrivial solutions of (1.1). In the special case where N ≤ 2 (unidimensional or
planar problem) or n = 2 (two-component problem) we will answer this question
completely by giving a necessary and sufficient matrix condition for the solvability of
(1.1), see Corollaries 1.1 and 1.2 below. By this we complement and extend a recent
nonexistence result, which has been obtained for the two-component problem in [4].
Nonexistence results in the whole space – also called Liouville type theorems – for
the equation (1.2) and the system (1.1) play a crucial role in deriving a priori bounds
for a larger class of boundary value problems via the rescaling method of Gidas and
Spruck. In fact, in [9] Gidas and Spruck have used their nonexistence result for (1.2)
to deduce a priori bounds for solutions of equations of the type
(1.3)
{−∆u = f(x, u), u > 0 in Ω,
u = 0 on ∂Ω,
Here Ω ⊂ Rn is a smooth domain, and it is assumed that f(x,t)
tp−1
→ h(x) uniformly
in x as t → ∞ for some subcritical exponent p, where h ∈ C(Ω). In the same spirit,
Dancer, Wei and Weth [4] have obtained some a priori bounds for the class of systems
(1.1) in the two components case
(1.4)
{ −∆u+ λ1u = β11u3 + β12uv2 in Ω
−∆v + λ2v = β22v3 + β12u2v in Ω
u, v ≥ 0 in Ω
u, v = 0 on ∂Ω.
Another class of Liouville type results for cubic systems has been proved, under some
global growth condition, in [17], allowing to obtain uniform Ho¨lder estimates for the
solutions of system (1.4), and of the more general version
(1.5) −∆ui + λiui =
n∑
j=1
βiju
2
jui in Ω u1 = · · · = un = 0 on ∂Ω.
These nonlinear Schro¨dinger systems have received extensive attention in recent years,
since they appear in mathematical models for different phenomena in physics such as
nonlinear optics and Bose–Einstein condensation, see e.g. [1,3,7,19] and the references
therein. In particular, for λi > 0, the question of which conditions on (βij)ij assure the
existence of positive solutions has been widely studied, see e.g. [1,2,13,15,19,21,22].
For λi < 0, existence and multiplicity of solutions in some particular cases were
obtained also in [16]. We remark that, in order to derive a priori bounds for (1.5) via
the rescaling method of Gidas and Spruck, a nonexistence result is needed both for
the problem (1.1) and for nonnegative nontrivial solutions of the half space problem
(1.6) −∆ui =
n∑
j=1
βiju
2
j in R
N
+ for i = 1, . . . , n, u1 = · · · = un = 0 on ∂RN+,
where RN+ = {x ∈ RN : xN > 0}. There is strong evidence that the nonexistence of
nontrivial solutions of (1.1) – for a certain matrix B – also gives rise to nonexistence
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of nontrivial nonnegative solutions of (1.6). In the two component case n = 2, this
was already observed in [4], but the argument in that paper does not extend to the
case n ≥ 3. Since problem (1.6) requires very different techniques, it will be treated
in future work, see [5].
To state our results, we first need to recall some notions for symmetric matrices. So
let S(n) denote the space of symmetric n× n-matrices with real coefficients, and let
Cn+ ⊂ Rn denote the closed cone of all c ∈ Rn with nonnegative components ci. A
matrix B = (βij)ij ∈ S(n) is called
• positive semidefinite (resp. positive definite) if
n∑
i,j=1
βijcicj ≥ 0 for all c ∈ Rn (resp.
n∑
i,j=1
βijcicj > 0 for all c ∈ Rn \ {0});
• copositive (resp. strictly copositive) if
n∑
i,j=1
βijcicj ≥ 0 for all c ∈ Cn+ (resp.
n∑
i,j=1
βijcicj > 0 for all c ∈ Cn+ \ {0});
We note that copositivity is a weaker condition than positive semidefiniteness. In
case n ≤ 4 every copositive matrix can be written as a sum of a positive semidefinite
matrix and a matrix having only nonnegative components, but this is not true for
n ≥ 5, see [6]. Copositive matrices play a significant role in quadratic programming
(see [11]), while – up to our knowledge – they have not been discussed in the context of
elliptic systems yet. In case n ≤ 4, strictly copositivity can be characterized explicitly
by inequalities between the matrix coefficients, see e.g. [12]. In particular,
• B ∈ S(2) is strictly copositive if and only if
(1.7) β11, β22 > 0 and β12 > −
√
β11β22.
• B ∈ S(3) is strictly copositive if and only if
(1.8)


β11, β22, β33 > 0,
β12 +
√
β11β22 > 0, β13 +
√
β11β33 > 0, β23 +
√
β22β33 > 0 and√
β11β22β33 + β12
√
β33 + β13
√
β22 + β23
√
β11+
+
√
2(β12 +
√
β11β22)(β13 +
√
β11β33)(β23 +
√
β22β33) > 0.
Our first result shows that strict copositivity is a necessary assumption for the nonex-
istence of nontrivial solutions of (1.1).
Theorem 1.1. Let N ≤ 3, suppose that βii ≥ 0 for i = 1, . . . , n, and that the matrix
B = (βij)ij is not strictly copositive. Then (1.1) admits a nontrivial solution.
In fact we will prove the following stronger existence result for the Neumann problem
corresponding to (1.1) in bounded domains, which immediately gives rise to Theo-
rem 1.1 by tiling RN with cubes and reflecting solutions.
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Theorem 1.2. Suppose that Ω ⊂ RN is a bounded domain, N ≤ 3, and that the
matrix B = (βij)ij ∈ S(n) is not strictly copositive but satisfies βii ≥ 0 for i =
1, . . . , n. Then the Neumann problem
(1.9)


−∆ui =
n∑
j=1
βiju
2
jui, u1, . . . , un ≥ 0 in Ω,
∂u1
∂ν
=
∂u2
∂ν
= · · · = ∂un
∂ν
= 0 on ∂Ω,
admits a nontrivial solution.
We note that the assumption on the nonnegativity of the diagonal elements of B
is crucial in Theorem 1.1, which already can be seen by looking at the equation
−∆u = −u3. By a classical result [20], this equation does not admit nontrivial
nonnegative solutions defined on all of RN . Next, we discuss sufficient conditions
for the nonexistence of nontrivial solutions of (1.1). It was observed in [4] that, in
the special two component case n = 2, the strict copositivity of B ∈ S(2) is also
a sufficient condition. This was proved as follows. Assuming by contradiction that
(1.1) admits a nonnegative nontrivial solution u = (u1, u2), it was shown that a
suitable linear combination w = µ1u1 + µ2u2 is a positive solution of the differential
inequality −∆w ≥ w3, contrary to a result of Gidas [8]. To exploit the idea in the
more general n-component case, we are lead to introduce another notion of positivity
of a symmetric matrix B.
Definition 1.1. We call a matrix B ∈ S(n) strictly cubically copositive if there
exists µ ∈ Cn+ such that
(1.10)
n∑
i,j=1
βijc
2
jciµi > 0 for all c ∈ Cn+ \ {0}.
We briefly comment on this definition. By applying (1.10) to coordinate vectors, we
see that µ must have strictly positive components to satisfy this condition. Moreover,
by homogeneity, there is a constant κ = κ(B,µ) > 0 such that
(1.11)
n∑
i,j=1
βijc
2
jciµi ≥ κ
( n∑
i=1
µici
)3
for every c ∈ Cn+ \ {0}.
To explain the degree of freedom given by the choice of µ, we note that if B satisfies
n∑
i,j=1
βijc
2
jciµi > 0 for all c ∈ Cn+ \ {0}.
then the matrix B˜ = diag(µ21, . . . , µ
2
n)B diag(µ
2
1, . . . , µ
2
n) with components β˜ij =
µ2iβijµ
2
j satisfies
n∑
i,j=1
β˜ijc
2
jci > 0 for all c ∈ Cn+ \ {0}.
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Our motivation to introduce this notion is given by the following observation.
Proposition 1.1. Let N ≤ 3. If B ∈ S(n) is strictly cubically copositive, then (1.1)
does not admit a nontrivial solution.
Since the proof is very simple, we give it immediately.
Proof. Let µ ∈ Cn+ be as in the definition above. We now suppose by contradiction
that (1.1) admits a nontrivial solution u = (u1, . . . , un). Let κ = κ(B,µ) > 0 satisfy
(1.11). Then the positive function v :=
√
κ
n∑
i=1
µiui satisfies
−∆v = √κ
n∑
i,j=1
βiju
2
jµiui ≥ κ
3
2
( n∑
i=1
µiui
)3
= v3 in RN ,
in contradiction, for N ≤ 3, with the aforementioned result of Gidas [8]. 
It is natural to ask wether strict copositivity and strict cubical copositivity are related
in some way. This is answered by the following proposition.
Proposition 1.2. Let B ∈ S(n).
(1) If B is strictly cubically copositive, then it is also strictly copositive.
(2) If n = 2 and B is strictly copositive, then it is also strictly cubically copositive.
By combining Theorem 1.1 with Propositions 1.1 and 1.2, we immediately get the
following
Corollary 1.1. If n = 2 and β11, β22 are nonnegative, then the system (1.1) admits
a nontrivial solution if and only if B is not strictly copositive, i.e., if one of the strict
inequalities
β11 > 0, β22 > 0, β12 > −
√
β11β22
is not satisfied.
The equivalence of strict copositivity and strict cubic copositivity stated in Propo-
sition 1.2 for n = 2 fails to be true if n ≥ 3. Indeed, for ε > 0 small, the following
matrix is strictly copositive but not strictly cubically positive.
(1.12) Bε =

 1 −1 + ε −1 + ε−1 + ε 1 1
−1 + ε 1 1

 , ε > 0.
The strict copositivity follows directly from (1.8), but it is not at all obvious that Bε
is not strictly cubically positive. We postpone the proof of this fact to the Appendix.
In the multicomponent case n ≥ 3, the results presented so far still leave a gap be-
tween necessary and sufficient conditions for the nonexistence of solutions of (1.1).
Somewhat surprisingly, we can close this gap in case N ≤ 2 but not in the threedi-
mensional case.
Theorem 1.3. If N ≤ 2, n ≥ 2 and B ∈ S(n) is strictly copositive, then (1.1) does
not admit a nontrivial solution.
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By combining Theorems 1.1 and 1.3 we obtain the following result.
Corollary 1.2. Let N ≤ 2 and let B ∈ S(n), n ≥ 2, be such that βii ≥ 0. Then the
system (1.1) admits a nontrivial solution if and only if B is not strictly copositive.
The proof of Theorem 1.3 relies on a test function argument which does not extend
to the three-dimensional case. Hence in the case N ≥ 3, n ≥ 3 it is still open whether
nonexistence of nontrivial solutions follows from weaker assumptions than strict cubic
copositivity of B. We conjecture that, as in the case N ≤ 2, strict copositivity
is sufficient. Since we are not able to prove this, we add a simple condition on the
coefficients of B which guarantees strict cubic copositivity and therefore nonexistence
of solutions of (1.1).
Proposition 1.3. Suppose that
βii > 0 and
n∑
j=1
j 6=i
β−ij > −βii for i = 1, . . . , n,
where β−ij = min{βij , 0}. Then B is strictly cubically copositive, and therefore (1.1)
does not admit a nontrivial solution by Proposition 1.1.
The paper is organized as follows. In Section 2 we will consider the Neumann problem
(1.9), and we will give the proof of Theorem 1.2. The solution is found by variational
methods. More precisely, we will consider a C1-functional E such that critical points
of E are precisely (weak) solutions of (1.1). Moreover, we will use the assumption that
B is not strictly copositive to set up a suitable minimax principle which eventually
gives rise to a nontrivial critical point of E. The difficulty in analyzing the functional
geometry of E is the fact that zero is not a minimum but a highly degenerate critical
(saddle) point of E.
In Section 3 we will give the proof of our other results presented above which are
concerned with matrix properties and nonexistence of solutions of (1.1). Afterwards,
in Section 4 we will add some extensions of our results to the more general system
(1.13) −∆ui =
n∑
j=1
βiju
p
2
j u
p
2
−1
i , u1, . . . , un ≥ 0 in RN ,
where 2 < p < 2∗ = 2N/(N − 2) if N ≥ 3 and 2 < p <∞ if N ∈ {1, 2}.
Finally, in the Appendix we will give the proof that the matrix Bε defined in (1.12)
is not strictly cubically positive for sufficiently small ε > 0.
2. Proof of the existence result
This section is devoted to the proof of Theorem 1.2. From now on we assume that
the matrix B = (βij)ij is not strictly copositive, but βii ≥ 0 for i = 1, . . . , n. We
wish to show that, in this case, (1.9) admits a nontrivial solution. Without loss of
generality, we may from now on assume that
(2.1) Bc 6= 0 for every c ∈ Cn+ \ {0}.
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Indeed, if there is c ∈ Cn+ \ {0} with Bc = 0, then the constant vector
u ≡ (√c1, . . . ,√cn) is a nontrivial solution of (1.1), and the assertion holds.
Moreover, we may also assume that
(2.2) βii > 0 for i = 1, . . . , n,
otherwise the i-th coordinate vector ei is a constant nontrivial solution of (1.9). Next,
we consider
∂Cn+ := {x ∈ Cn+ : xi = 0 for some i}.
Arguing by induction on n, we may from now on assume that
(2.3)
n∑
i,j=1
βijcicj > 0 for all c ∈ ∂Cn+ \ {0}.
Indeed, if n = 2, then (2.2) assures that (2.3) holds. On the other hand, if n ≥ 3 and
n∑
i,j=1
βijcicj ≤ 0 for some c ∈ ∂Cn+ with, say, ck = 0, then we may eliminate the k–th
column and the k–th row from B and obtain a matrix B˜ = (β˜ij)ij ∈ R(n−1)×(n−1)
which is not strictly copositive. By induction, we then get a nontrivial solution
v : Ω→ Rn−1 of the reduced system
(2.4)


−∆vi =
n−1∑
j=1
β˜ijv
2
j vi, v1, . . . , vn−1 ≥ 0 in Ω,
∂v1
∂ν
=
∂v2
∂ν
= · · · = ∂vn−1
∂ν
= 0 on ∂Ω,
Then a nontrivial solution of the original problem (1.9) is given by
u : Ω→ Rn, u = (v1, . . . , vk−1, 0, vk, . . . , vn−1).
We need to introduce some more notation. We consider the Hilbert space H :=
H1(Ω,Rn), endowed with the norm
‖u‖2 :=
∫
Ω
(|∇u|2 + u2) dx for u = (u1, . . . , un) ∈ H.
Here and in the following we use the notation
|u|2 =
n∑
i=1
u2i , |u−|2 =
n∑
i=1
(u−i )
2 and |∇u|2 =
n∑
i=1
|∇ui|2.
Lemma 2.1. Consider
E : H → R, E(u) = 1
2
∫
Ω
(|∇u|2 + |u−|2) dx− ϕ(u),
where
ϕ(u) :=
1
4
n∑
i,j=1
∫
Ω
βij(u
+
i )
2(u+j )
2 dx for u ∈ H
Then we have:
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(i) E is a C1-functional, and critical points of E are nonnegative solutions of
(1.9).
(ii) E satisfies the Palais-Smale condition.
Proof. i) The fact that E is of class C1 follows from standard arguments in the calculus
of variations, using the Sobolev embeddings H →֒ L2(Ω) and H →֒ L4(Ω). If u ∈ H
is a critical point of E, then u satisfies∫
Ω
(∇ui · ∇ϕ+ u−i ϕ) dx =
n∑
j=1
∫
Ω
βij(u
+
j )
2u+i ϕdx
for ϕ ∈ H1(Ω) and i = 1, . . . , n. By choosing ϕ = u−i , we obtain∫
Ω
(|∇u−i |2 + |u−i |2) dx = 0 for i = 1, . . . , n.
This implies that u−i ≡ 0 for i = 1, . . . , n, and hence u = (u1, . . . , un) is a solution of
(1.9).
ii) Let (uk)k ⊂ H be a sequence such that E(uk) remains bounded and E′(uk) → 0
in the dual space H′. Then
o(‖uk‖) = E′(uk)uk =
∫
Ω
(|∇uk|2 + |u−k |2)dx−
n∑
i,j=1
∫
Ω
βij((u
i
k)
+)2((ujk)
+)2 dx
= 4E(uk)−
∫
Ω
(|∇uk|2 + |u−k |2)dx,
and hence
(2.5)
∫
Ω
(|∇uk|2 + |u−k |2)dx ≤ C + o(‖uk‖) as k → +∞,
for some constant C > 0. We now suppose by contradiction that (uk)k is unbounded
in H, hence ‖uk‖ → ∞ up to a subsequence. Define vk := uk‖uk‖ . Then ‖vk‖ = 1 for
all k and lim
k→∞
∫
Ω
(|∇vk|2 + (v−k )2)dx = 0, so we may pass to a subsequence such that
vk → v in H, where v 6= 0 is a constant vector with vi ≥ 0 for i = 1, . . . , n. Moreover,
for arbitrary ϕ ∈ H1(Ω) and i = 1, . . . , n we have
n∑
j=1
βijv
2
j vi
∫
Ω
ϕ dx =
n∑
j=1
∫
Ω
βij(v
+
j )
2(v+i )ϕdx =
= lim
k→∞
‖uk‖−3
n∑
j=1
∫
Ω
βij((u
j
k)
+)2(uik)
+ϕ dx =
= lim
k→∞
‖uk‖−3
(
∂iE(uk)ϕ−
∫
Ω
(∇uik · ∇ϕ+ (uik)− ϕ) dx) = 0.
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Consequently,
n∑
j=1
βijv
2
j vi = 0 for i = 1, . . . , n.
If v ∈ ∂Cn+ \ {0}, this obviously contradicts (2.3). On the other hand, if v ∈ int(Cn+),
then
∑n
j=1 βijv
2
j = 0 for i = 1, . . . , n, contradicting (2.1).
We therefore conclude that ‖un‖ is bounded. Next, we note that∇E(un) = un−A(un)
with
A : H → H, Aw = (−∆+ 1)−1


w+1 +
n∑
j=1
β1j(w
+
j )
2w+1
...
w+n +
n∑
j=1
βnj(w
+
j )
2w+n

 ,
i.e., the i-th component (Aw)i of Aw is uniquely given by∫
Ω
(
∇(Aw)i · ∇ϕ+ (Aw)i ϕ
)
dx =
∫
Ω
(
w+i ϕ+
n∑
j=1
βij(w
+
j )
2w+i ϕ
)
dx,
for all ϕ ∈ H1(Ω). By the compactness of the embeddings H →֒ L3(Ω,Rn) and
H →֒ L1(Ω,Rn), we see that A is also a compact operator. Hence we may pass to a
subsequence of (uk)k such that A(uk)→ u¯ in H. But then also
lim
k→∞
(uk − u¯) = lim
k→∞
(uk −A(uk)) = lim
k→∞
∇E(uk) = 0.
Hence uk → u¯ strongly in H, which was claimed. 
In order to prove Theorem 1.2, our goal is to set up a minimax principle which gives
rise to a positive critical value of E. For this we need some preparations. We let
b : Rn → R denote the quadratic form associated with B, i.e.,
(2.6) b(c) =
n∑
i,j=1
βij cicj for c ∈ Rn.
By the assumption that B is not strictly copositive and by (2.3), there exists d :=
(d1, . . . , dk) ∈ int(Cn+) such that b(d) ≤ 0. In fact, we can find d ∈ int(Cn+) such
that b(d) < 0, since otherwise min
Cn+
b = 0 would be attained at a point c ∈ int(Cn+)
satisfying 0 = ∇b(c) = 2Bc, contradicting (2.1).
From now on we fix d ∈ int(Cn+) such that b(d2) < 0, where d2 := (d21, . . . , d2n). We
define the linear map
(2.7) L : H → Rn, Lu =
(∫
Ω
u1 dx, . . . ,
∫
Ω
un dx
)
and, for λ > 0, the sets
Mλ := {u ∈ H : ‖u‖ = λ, Lu ∈ Rd}.
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Lemma 2.2. There exists λ > 0 such that
(2.8) σλ := inf
Mλ
E > 0.
Proof. We first show that there exists κ1 > 0 such that
(2.9) max
{
−ϕ(u),
(∫
Ω
(|∇u|2 + |u−|2) dx)2} ≥ κ1 for all u ∈M1.
Indeed, suppose by contradiction that there exists a sequence (uk)k ⊂M1 such that
lim inf
k→∞
ϕ(uk) ≥ 0 and lim
k→∞
∫
Ω
(|∇uk|2 + |u−k |2) dx = 0.
Since ‖uk‖ = 1 for all k, we may pass to a subsequence such that uk → u in H as
k →∞, where u 6= 0 is a constant vector with ui ≥ 0 for i = 1, . . . , n. By continuity
of the map L and the functional ϕ, we find that
(2.10) Lu ∈ Rd and ϕ(u) ≥ 0.
Since u is a constant vector, we conclude that u ≡ λd for some λ > 0. By the choice
of d we deduce that ϕ(u) < 0, contrary to (2.10). Thus we have proved (2.9). By
homogeneity, we deduce that, for every λ > 0,
max{−ϕ(u),
(∫
Ω
|∇u|2 + |u−|2) dx)2} ≥ κ1λ4 for all u ∈Mλ.
On the other hand, it is also clear that there exists κ2 > 0 independent of λ > 0 such
that
ϕ(u) ≤ κ2‖u‖4 = κ2λ4 for all u ∈Mλ.
We now claim that (2.8) holds for λ =
4
√
κ1
2
√
κ2
. Indeed, let u ∈Mλ. Then
−ϕ(u) ≥ κ1λ4 or
∫
Ω
(|∇u|2 + |u−|2) dx ≥ √κ1λ2.
In the first case we have
E(u) =
∫
Ω
(|∇u|2 + |u−|2) dx− ϕ(u) ≥ κ1λ4 > 0,
whereas in the second case
E(u) ≥
√
κ1λ
2
2
− κ2λ4 = λ2(
√
κ1
2
− κ2λ2) =
√
κ1
4
λ2 > 0.
We thus have established (2.8). 
From now on we fix λ > 0 such that (2.8) holds, and we fix functions ϕi ∈ C2(Ω),
i = 1, . . . , n such that 0 ≤ ϕi ≤ 1, ϕi 6≡ 0 for i = 1, . . . , n and ϕi ϕj ≡ 0 for i 6= j. We
also put
κ := min
1≤i≤n
∫
Ω
ϕ2i (x) dx > 0.
We define the map
(2.11) h : Cn+ →H, c 7→ hc = (c1ϕ1, . . . , cnϕn).
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Then we have
n∑
i,j=1
∫
Ω
βij(h
i
c)
2(hjc)
2 dx =
n∑
i=1
βii c
4
i
∫
Ω
ϕ4i (x) dx > 0 for every c ∈ Cn+ \ {0},
which by homogeneity implies that there exists κ3 > 0 such that
n∑
i,j=1
∫
Ω
βij(h
i
c)
2(hjc)
2 dx > κ3|c|4 for every c ∈ Cn+ \ {0}.
As a consequence, there exists R1 > 0 such that
(2.12) E(hc) ≤ |c|
2
2
(
max
1≤i≤n
∫
Ω
|∇ϕi|2
)
− κ3
4
|c|4 ≤ 0 for c ∈ Cn+ with |c| ≥ R1.
Next we consider the homotopy
Cn+ × [0, 1]→H, (c, t) 7→ hc,t with hc,t(x) = (1− t)c+ thc(x).
We note that hc,t(C
n
+) ⊂ ∂Cn+ for c ∈ ∂Cn+, 0 ≤ t ≤ 1, and therefore (2.3) implies
that
n∑
i,j=1
∫
Ω
βij(h
i
c,t)
2(hjc,t)
2 dx > 0 for every c ∈ ∂Cn+ \ {0}, t ∈ [0, 1].
By reasoning exactly as in (2.12) we deduce the existence of R2 > 0 such that
(2.13) E(hc,t) ≤ 0 for every c ∈ ∂Cn+ \ {0} such that |c| ≥ R2, t ∈ [0, 1].
Moreover, recalling that 0 ≤ ϕi ≤ 1, we see that
‖hc,t‖2 ≥
n∑
i=1
c2i
∫
Ω
[
(1− t) + tϕi(x)
]2
dx ≥
n∑
i=1
c2i
∫
Ω
ϕ2i (x) dx ≥ κ|c|2
for 0 ≤ t ≤ 1, c ∈ Cn+ and therefore
(2.14) ‖hc,t‖ > λ for 0 ≤ t ≤ 1 and c ∈ Cn+ with |c| ≥ R3 :=
λ+ 1√
κ
.
Finally we take D := BR+1(0) ∩ Cn+ with R := max{R1, R2, R3}. We define the
continuous function
Θ : D →H,


Θ(c) = c if c ∈ BR(0) ∩ Cn+,
Θ(c) = hc,|c|−R if c ∈
(
BR+1(0) \BR(0)
) ∩Cn+,
Θ(c) = hc if c ∈ Cn+ \BR+1(0),
By combining (2.3) with (2.12) and (2.13) we see that
(2.15) E(Θ(c)) ≤ 0 for every c ∈ ∂D.
We are now in a position to define a minimax value for E.
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Proposition 2.1. Let
T := {γ : D →H : γ continuous, γ|∂D = Θ} and σ := inf
γ∈T
sup
c∈D
E(γ(c)).
Then σ ≥ σλ > 0, and σ is a critical value of E.
Proof. We first show that
(2.16) γ(D) ∩Mλ 6= ∅ for any γ ∈ T ,
then Lemma 2.2 immediately yields σ ≥ σλ > 0. To prove the intersection property
(2.16), we will use classical degree theory (see e.g. [23, Appendix D]). For this we
define
K : H → Rn, Ku = ‖u‖2d+ P (Lu)
where L is defined in (2.7) and P : Rn → Rn is the orthogonal projection onto
d⊥ := {c ∈ Rn : c · e = 0}. We observe that (2.16) holds if and only if
(2.17) λ2d ∈ [K ◦ γ](D) for any γ ∈ T .
We first consider γ = Θ. As a consequence of (2.14) and the definition of Θ, we have
for c ∈ D
K(Θ(c)) = λ2d if and only if c = µd with µ = λ√|Ω||d|
Moreover µd ∈ BR(0) ∩ Cn+ and hence, for c in a neighborhood of µd in Rn we have
K(Θ(c)) = |Ω|
(
|c|2d+ Pc
)
, so that the derivative of K ◦Θ at µd is given by
[K ◦Θ]′(µd)e = |Ω|
(
2µ[d · e]d+ Pe
)
for e ∈ Rn.
If we choose a basis of Rn of the type {d, e1, . . . , en−1}, where {e1, . . . , en−1} is a basis
of the subspace d⊥, then the matrix of the linear map [K ◦ Θ]′(µd) in such basis is
given by diag(2µ|d|2|Ω|, |Ω|, . . . , |Ω|). Hence the Jacobian determinant of K◦Θ at µd
is 2|Ω|nµ|d|2 > 0 and therefore deg(K ◦ Θ,D, λd) = 1. Consequently, we also have
deg(K ◦ γ,D, λd) = 1 for every γ ∈ T by standard properties of the degree, since
γ ≡ Θ on ∂D. Hence (2.17) and therefore (2.16) holds.
We still need to prove that σ is a critical value of E. We argue by contradiction and
assume that this is not the case. Then, since E satisfies the Palais-Smale condition,
there exists ε ∈ (0, σ2 ) such that
‖∇E(u)‖ ≥ ε for all u ∈ H with σ − 2ε ≤ E(u) ≤ σ + 2ε.
Now the quantitative deformation lemma (see [23, Lemma 2.3]) yields a continuous
map η : H → H such that
E(η(u)) ≤ σ − ε whenever E(u) ≤ σ + ε
and
η(u) = u whenever E(u) ≤ σ − 2ε
SCHRO¨DINGER SYSTEM 13
Now let γ ∈ T with sup
c∈D
E(γ(c)) ≤ σ + ε. Since E ◦ γ = E ◦ Θ ≤ 0 on ∂D, we infer
that η ◦ γ = γ = Θ on ∂D and therefore η ◦ γ ∈ T . This yields
c ≤ sup
η◦γ(D)
E ≤ σ − ε,
a contradiction. We conclude that σ is a critical value of E, as claimed. 
Proof of Theorem 1.2 (completed). By Proposition 2.1, there exists a nontrivial critical
point of E, which by Lemma 2.1-(i) is a solution of (1.9). ✷
3. Nonexistence results and matrix conditions
In this Section we will give the proof of Theorem 1.3 and Propositions 1.2 and 1.3.
We start with the
Proof of Theorem 1.3. Suppose by contradiction that (1.1) admits a nontrivial solu-
tion. Without loss of generality, we may assume that ui > 0 in R
N for i = 1, . . . , n.
For R > 0, consider the function
fR : R→ R,


fR(r) = 1 if r ≤ R,
fR(r) =
log(r/R2)
log(1/R)
if R ≤ r ≤ R2,
fR(r) = 0 if r ≥ R2.
For N = 1, 2, if we take the radial function ϕR ∈ H1(RN ), ϕR(x) = fR(|x|), we then
have ∫
RN
|∇ϕR|2 dx→ 0 as R→∞.
In fact, for N = 1,∫
R
|∇ϕR|2 dx = 2
log2R
∫ R2
R
1
r2
dr = 2
(
1
R
− 1
R2
)
1
log2R
→ 0 as R→∞,
whereas for N = 2,∫
R2
|∇ϕR|2 dx = 2π
log2R
∫ R2
R
1
r
dr =
2π
logR
→ 0 as R→∞.
Now, multiplying (1.1) with
ϕ2R
ui
and integrating by parts, we get
n∑
j=1
βij
∫
RN
u2jϕ
2
R dx =
∫
RN
−∆ui
ui
ϕ2R dx =
∫
RN
∇ui ·
(
2ϕR∇ϕR
ui
− ϕ2R
∇ui
u2i
)
dx
= −
∫
RN
∣∣∣∣ϕRui ∇ui −∇ϕR
∣∣∣∣
2
dx+
∫
RN
|∇ϕR|2 dx ≤
∫
RN
|∇ϕR|2 dx = o(1)
as R → ∞. Next we let cj(R) :=
∫
RN
u2jϕ
2
R dx for j = 1, . . . , n. By multiplying the
above inequality with ci(R) and summing over i, we obtain from the strict copositivity
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of the matrix B
0 ≤ const
n∑
i=1
c2i (R) ≤
n∑
i,j=1
βijci(R)cj(R) ≤ o(1)
n∑
i=1
ci(R) as R→∞,
Thus
∫
BR(0)
u2i ≤ o(1) → 0 as R → +∞ and hence ui ≡ 0 for every i, contrary to
what we have assumed. ✷
Proof of Proposition 1.2. First we show i), so we assume that B ∈ S(n) is strictly
cubically copositive. Hence there exists µ ∈ Cn+ such that
n∑
i,j=1
βijc
2
i cjµj > 0 for every
c ∈ Cn+ \ {0}. To show strict copositivity of B, we need to prove that b(c) > 0 for
c ∈ Cn+ \ {0}, where b : Rn → R denotes the quadratic form associated with B (see
(2.6)) or, equivalently, that b˜(c) = b(c2) = b(c21, . . . , c
2
n) > 0 for c ∈ Cn+ \ {0}. For a
nonempty subset N ⊂ {1, . . . , n}, we put
CN := {c ∈ Cn+ \ {0} : ci = 0 for i 6∈ N}.
Arguing by induction on |N |, we prove that, for every N ⊂ {1, . . . , n},
(3.1) b˜(c) > 0 for all c ∈ CN .
If |N | = 1, then N = {i} for some i = 1, . . . , n, and choosing c = ei in Definition 1.1
immediately gives βii > 0 and therefore (3.1).
Next we fix l ∈ {2, . . . , k}, and we suppose that (3.1) holds for all N with |N | ≤ l−1.
For each N∗ with |N∗| = l, we consider µ˜ = (µ˜1, . . . , µ˜n) ∈ Cn+, where µ˜i = µi if
i ∈ N∗ and µ˜i = 0 if i /∈ N∗. We note that for every c ∈ CN∗ we have
∂µ˜b˜(c) = ∇

 n∑
i,j=1
βijc
2
i c
2
j

 · µ˜ = 4 ∑
i,j∈N∗
βijc
2
jciµ˜i = 4
n∑
i,j=1
βijc
2
i cjµj > 0
As a consequence, by integrating the previous expression we deduce that b˜(c) > 0
for all c that can be written as c = cˆ + tµ˜ with cˆ = 0 or cˆ ∈ CN for some N with
|N | ≤ l − 1 and t > 0. Since every c ∈ CN∗ can be written in this way, we conclude
that (3.1) holds for every element of CN∗ .
Next we prove ii), arguing somewhat more directly than in [4, Theorem 2.1]. Let
B =
(
β11 β12
β12 β22
)
∈ S(2)
be strictly copositive, so that β11, β22 > 0 and β12 > −
√
β11β22 by (1.7). To show the
strict cubic copositivity of B, we consider the vector µ := ( 14√β11 ,
1
4√β11 ) ∈ C
2
+. Take an
arbitrary c = (c1, c2) ∈ C2+\{(0, 0)}. If either c1 = 0 or c2 = 0 then
∑2
i,j=1 βijc
2
jµici is
either equal to β22c
3
2µ2 > 0 or β11c
3
1µ1 > 0 respectively. Suppose now that c1, c2 6= 0
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and put c˜i = ci
4
√
βii for i = 1, 2. Then
2∑
i,j=1
βijc
2
jµici =
1
4
√
β11
(β11c
3
1 + β12c
2
2c1) +
1
4
√
β22
(β22c
3
2 + β12c
2
1c2)
= c˜31 + c˜
3
2 +
β12√
β11β22
(c˜22c˜1 + c˜
2
1c˜2) > c˜
3
1 + c˜
3
2 − (c˜22c˜1 + c˜21c˜2) ≥ 0,
as required. ✷
Proof of Proposition 1.3. Using the simple inequality s2t + st2 ≤ s3 + t3 for s, t ≥ 0
and the fact that B = (βij)ij is symmetric, we obtain
n∑
i,j=1
βijc
2
jci ≥
n∑
i=1
βiic
3
i +
1
2
n∑
i,j=1
i6=j
β−ij (c
2
jci + c
2
i cj) ≥
n∑
i=1
βiic
3
i +
1
2
n∑
i,j=1
i6=j
β−ij (c
3
i + c
3
j )
=
n∑
i=1
βiic
3
i +
n∑
i,j=1
i6=j
β−ij c
3
i =
n∑
i=1
c3i
(
βii +
n∑
j=1
j 6=i
β−ij
)
for c ∈ Cn+.
Moreover, since
κ0 := min
i=1,...,n
(
βii +
n∑
j=1
j 6=i
β−ij
)
> 0
we infer that
n∑
i,j=1
βijc
2
jci ≥ κ0
n∑
i=1
c3i > 0 for every c ∈ Cn+ \ {0}. ✷
4. Results for systems with more general power-type nonlinearities
Some of the results that we have obtained for the cubic system (1.1) can be extended
to more general systems such as
(4.1) −∆ui =
n∑
j=1
βiju
p
2
j u
p
2
−1
i , u1, . . . , un ≥ 0 in RN ,
where now the dimension N is arbitrary and 2 < p < 2∗ = 2N/(N − 2) if N ≥ 3 and
2 < p < ∞ if N ∈ {1, 2} (in fact, in this setting, the picture is less clear, and at the
moment we need some further restriction on p, see below). In this section we state
and prove such extensions. Observe that (4.1) reduces to (1.1) when p = 4.
Most of the techniques used in the proofs will be simple adaptations of the ones used
in the previous two sections. In such cases, we will only provide a sketch of the proof,
stressing the major differences with respect to the cubic case.
Concerning the existence of nontrivial solutions of (4.1), we have the following.
Theorem 4.1. Suppose that 2 < p < 2∗ = 2N/(N − 2) if N ≥ 3 and 2 < p < ∞ if
N ∈ {1, 2}. Suppose furthermore that βii ≥ 0 for i = 1, . . . , n, and that the matrix
B = (βij)ij ∈ S(n) is not strictly copositive. Then (4.1) admits a nontrivial solution.
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As already discussed in the special case p = 4, this result is an immediate consequence
of the following
Theorem 4.2. Suppose that Ω ⊂ RN is a bounded domain, 2 < p < 2∗ if N ≥ 3 and
2 < p < ∞ if N ≤ 2. Suppose moreover that the matrix B = (βij)ij ∈ S(n) is not
strictly copositive but satisfies βii ≥ 0 for i = 1, . . . , n. Then the Neumann problem
(4.2)


−∆ui =
n∑
j=1
βiju
p
2
j u
p
2
−1
i , u1, . . . , un ≥ 0 in Ω,
∂u1
∂ν
=
∂u2
∂ν
= · · · = ∂un
∂ν
= 0 on ∂Ω,
admits a nontrivial solution.
We briefly outline the proof of Theorem 4.2 and point out the adjustments which
have to be made. Exactly as in the proof of Theorem 1.2, one can suppose without
loss of generality that
(4.3) Bc 6= 0 for every c ∈ Cn+ \ {0}.
(otherwise we have a constant solution of the type u ≡ ( p
√
c21, . . . ,
p
√
c2n)). Moreover,
we may also assume that βii > 0 for i = 1, . . . , n and
(4.4)
n∑
i,j=1
βijcicj > 0 for all c ∈ ∂Cn+ \ {0}.
Now, we consider the functional
Ep : H → R, E(u) = 1
2
∫
Ω
(|∇u|2 + |u−|2) dx− ϕp(u),
where
ϕp(u) :=
1
p
n∑
i,j=1
∫
Ω
βij(u
+
i )
p
2 (u+j )
p
2 dx for u ∈ H.
Again we have that Ep satisfies the Palais-Smale condition and that critical points of
Ep are nonnegative solutions of (4.2). Choosing now d ∈ int(Cn+) such that b(d
p
2 ) =
b(d
p
2
1 , . . . , d
p
2
n ) < 0 and defining
Mλ := {u ∈ H : ‖u‖ = λ, Lu ∈ Rd},
we can prove that
max{−ϕ(u),
(∫
Ω
|∇u|2 + |u−|2) dx) p2 } ≥ κ1λp and ϕ(u) ≤ κ2‖u‖p = κ2λp
for all u ∈Mλ with constants κ1, κ2 > 0. From this we then deduce that
σλ := inf
Mλ
Ep > 0 for λ =
κ
2
p(p−2)
1
(4κ2)
1
p−2
.
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The rest of the proof, namely the minimax principle relying on the construction of
the set D ⊂ Cn+ and the map Θ : D →H, can be carried out exactly as in the special
case p = 4, see Section 2.
Next, we turn to the nonexistence results. Having once more the results of Gidas [8]
in mind, we start by generalizing the notion of strict cubic copositivity. Therefore in
the following we will call a matrix B ∈ S(n) strictly (p− 1)–copositive if there exists
µ ∈ Cn+ such that
(4.5)
n∑
i,j=1
βijc
p
2
j c
p
2
−1
i µi > 0 for all c ∈ Cn+ \ {0}.
This notion gives rise to the following nonexistence result for (4.2).
Proposition 4.1. Suppose that 2 < p ≤ 2N−2
N−2 if N ≥ 3 and 2 < p <∞ if N ≤ 2. If
B ∈ S(n) is strictly (p−1)–copositive, then (4.1) does not admit a nontrivial solution.
Proof. Let µ ∈ Cn+ be as in the definition above and take κ = κ(B,µ) > 0 such that
n∑
i,j=1
βijc
p
2
j c
p
2
−1
i µi ≥ κ
(
n∑
i=1
µici
)p−1
.
Suppose by contradiction that (4.1) admits a nontrivial solution u = (u1, . . . , un).
Then the positive function v := κ
1
p−2
n∑
i=1
µiui satisfies
−∆v = κ 1p−2
n∑
i,j=1
βiju
p
2
j u
p
2
−1
i µi ≥ κ
p−1
p−2
( n∑
i=1
µiui
)p−1
= vp−1 in RN .
By the result of Gidas [8], this is impossible since p− 1 ≤ N
N−2 by assumption. 
Concerning the relationship between strict copositivity and strict (p−1)–copositivity,
we have the following generalization of Proposition 1.2
Proposition 4.2. Let B ∈ S(n).
(1) If B is strictly (p − 1)–copositive for some p > 2, then it is also strictly
copositive.
(2) If n = 2 and B is strictly copositive, then it is also strictly (p− 1)–copositive
for every p > 2.
Proof. i) Defining b˜(c) = b(c
p
2 ) = b(c
p
2
1 , . . . , c
p
2
n ) for c ∈ Cn, we can show similarly as
in the proof of Proposition 1.2 that b˜ is strictly positive on C+n \ {0}, hence the same
is true for b.
ii) Let B = (βij) ∈ S(2) be strictly copositive, so that β11, β22 > 0 and β12 >
−√β11β22. To show the strict (p − 1)–copositivity of B, we now consider µ :=
( 1p√β11 ,
1
p
√
β11
) ∈ Cn+. Take an arbitrary c = (c1, c2) ∈ C2+ \ {(0, 0)}. If either c1 = 0
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or c2 = 0 then
∑2
i,j=1 βijc
p
2
j µic
p
2
−1
i is either equal to β22c
p−1
2 µ2 > 0 or β11c
p−1
1 µ1 > 0
respectively. Suppose now that c1, c2 6= 0 and put c˜i = ci p
√
βii for i = 1, 2. Then
2∑
i,j=1
βijc
p
2
j µic
p
2
−1
i =
1
p
√
β11
(β11c
p−1
1 + β12c
p
2
2 c
p
2
−1
1 ) +
1
p
√
β22
(β22c
p−1
2 + β12c
p
2
1 c
p
2
−1
2 )
= c˜p−11 + c˜
p−1
2 +
β12√
β11β22
(c˜
p
2
2 c˜
p
2
−1
1 + c˜
p
2
1 c˜
p
2
−1
2 ) > c˜
p−1
1 + c˜
p−1
2 − (c˜
p
2
2 c˜
p
2
−1
1 + c˜
p
2
1 c˜
p
2
−1
2 ) ≥ 0,
as required. 
By combining Theorem 4.1 with Propositions 4.1 and 4.2, we immediately get the
following
Corollary 4.1. Take N ∈ N and 2 < p ≤ 2N−2
N−2 if N ≥ 3, 2 < p < ∞ if N ≤ 2. Let
n = 2. If β11, β22 are nonnegative, then the system (4.1) admits a nontrivial solution
if and only if B is not strictly copositive, i.e., if one of the strict inequalities
β11 > 0, β22 > 0, β12 > −
√
β11β22
is not satisfied.
Generalizing Theorem 1.3, we can also derive sharp nonexistence results for the case
of n ≥ 3 components in dimensions N = 1, 2. However, we have to restrict our
attention to the case 2 < p ≤ 4, and the proof is somewhat more complicated than
in the case p = 4.
Theorem 4.3. If N ≤ 2, 2 < p ≤ 4 and B ∈ S(n) is strictly copositive, then (4.1)
does not admit a nontrivial solution.
Proof. Suppose by contradiction that (4.1) admits a nontrivial solution. Without loss
of generality, we may assume that ui > 0 in R
N for i = 1, . . . , n. For R > 0, consider
the function ϕR defined in the proof of Theorem 1.3. We recall that for N = 1, 2 we
have ∫
RN
|∇ϕR|2 dx→ 0 as R→∞.
Observe moreover that |∇ϕR| ≤ C for some C > 0 independent of R > 0.
For p = 4 the result of Theorem (4.3) is exactly the content of Theorem 1.3. Fix
2 < p < 4 and let a ∈ (2,+∞) be such that p = 4a2a−2 . Multiplying (1.1) with ϕaRu
1− p
2
i
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and integrating by parts, we get
n∑
j=1
βij
∫
RN
u
p
2
j ϕ
a
R dx =
∫
RN
−∆uiϕaRu
1− p
2
i dx =
∫
RN
∇ui · ∇
(
ϕaRu
1− p
2
i
)
dx
=
∫
RN
∇ui ·
(
aϕa−1R u
1− p
2
i ∇ϕR −
(p− 2
2
)
ϕaRu
− p
2
i ∇ui
)
dx
= −
∫
RN
∣∣∣
√
p− 2
2
ϕ
a
2
Ru
− p
4
i ∇ui −
a
2
√
2
p− 2ϕ
a
2
−1
R u
1− p
4
i ∇ϕ
∣∣∣2 dx+
+
a2
2(p− 2)
∫
RN
ϕa−2R u
4−p
2
i |∇ϕ|2 dx
≤ a
2
2(p − 2)
∫
RN
ϕa−2R u
4−p
2
i |∇ϕ|2 dx.
Next we let cj(R) :=
∫
RN
u
p
2
j ϕ
a
R dx for j = 1, . . . , n. By multiplying the above in-
equality with ci(R) and summing over i, we obtain from the strict copositivity of the
matrix B
0 ≤ κ1
n∑
i=1
c2i (R) ≤
n∑
i,j=1
βijci(R)cj(R) ≤ a
2
2(p− 2)
n∑
i=1
ci(R)
∫
RN
ϕa−2R u
4−p
2
i |∇ϕ|2dx ≤
≤ a
2
2(p − 2)
(
max
1≤i≤n
ci(R)
) n∑
i=1
∫
RN
ϕa−2R u
4−p
2
i |∇ϕ|2 dx
and hence, by Young’s inequality,
κ2
n∑
i=1
∫
RN
u
p
2
i ϕ
a
R dx ≤
n∑
i=1
∫
RN
ϕa−2R u
4−p
2
i |∇ϕR|2 dx ≤
≤ κ2
2
n∑
i=1
∫
RN
u
p
2
i ϕ
p(a−2)
4−p
R dx+
n∑
i=1
κ3
∫
RN
|∇ϕR|
2p
2p−4 dx.
Since p(a−2)4−p = a and
2p
2p−4 ≥ 2, we finally get
κ2
2
n∑
i=1
∫
RN
u
p
4
i ϕ
a
R dx ≤ κ3
∫
RN
|∇ϕR|2 dx→ 0 as R→ +∞.
Thus
∫
BR(0)
u
p
2
i dx → 0 as R → +∞ and hence ui ≡ 0 for every i, contrary to what
we have assumed. 
By combining Theorems 4.1 and 4.3 we obtain the following result.
Corollary 4.2. Let N ≤ 2, 2 < p ≤ 4 and let B ∈ S(n), n ≥ 2, be such that βii ≥ 0.
Then the system (1.1) admits a nontrivial solution if and only if B is not strictly
copositive.
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Finally, for a general dimension N , we have an easy sufficient condition to check the
strict (p − 1)–copositivity of a matrix, and hence also a general sufficient condition
for the nonexistence of solutions of (4.1).
Proposition 4.3. Suppose that
(4.6) βii > 0 and
n∑
j=1
j 6=i
β−ij > −βii for i = 1, . . . , n,
where β−ij = min{βij , 0}. Then B is strictly (p − 1)–copositive for every p > 2. In
particular if (4.6) holds and either 2 < p ≤ 2N−2
N−2 with N ≥ 3, or 2 < p < ∞ and
N ≤ 2, then (1.1) does not admit a nontrivial solution by Proposition 4.1.
Proof. Using the simple inequality s
p
2 t
p
2
−1 + s
p
2
−1t
p
2 ≤ sp−1 + tp−1 for s, t ≥ 0 and
the fact that B = (βij)ij is symmetric, we obtain, by arguing exactly as in the proof
of Proposition 1.3, that
n∑
i,j=1
βijc
p
2
j c
p
2
−1
i ≥ κ0
n∑
i=1
cp−1i > 0
for every c ∈ Cn+ \ {0} and κ0 := min
i=1,...,n
(
βii +
∑
j 6=i β
−
ij
)
> 0. 
5. Appendix
Here we prove that the matrix
Bε =

 1 −1 + ε −1 + ε−1 + ε 1 1
−1 + ε 1 1

 , ε > 0.
(see (1.12)) is not strictly cubically copositive for ε > 0 small. This was claimed in
Section 1. Suppose by contradiction that there exists a sequence of positive numbers
εk → 0 such that Bεk is strictly cubically copositive for all k. Then there exists
(µk1 , µ
k
2 , µ
k
3) ∈ int(C3+) such that
(5.1) µk1
(
c31 + (εk − 1)c1c22 + (εk − 1)c1c23
)
+ µk2
(
(εk − 1)c21c2 + c32 + c2c23
)
+
+ µk3
(
(εk − 1)c21c3 + c22c3 + c33
)
> 0
for every c ∈ C3+ \{0}. By dividing the previous inequality by µk1 > 0, we can suppose
without loss of generality that µk1 = 1. We show that
(5.2) µk2 → 1, µk3 → 1 as k →∞.
Taking c = (λ, 1, 0) ∈ C3+ in (5.1) with λ > 0, we obtain
(λ3 + (εk − 1)λ) + µk2((εk − 1)λ2 + 1) > 0 for every k ∈ N
and hence
(λ3 − λ) + lim inf
k→∞
[
µk2(1− λ2)
]
≥ 0.
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As a consequence, we get
lim inf
k→∞
µk2 ≥ λ for all λ ∈ (0, 1) and lim sup
k→∞
µk2 ≤ λ for all λ > 1,
which eventually yields lim
k→∞
µk2 = 1. Considering c = (λ, 0, 1) in (5.1), a similar
argument shows that lim
k→∞
µk3 = 1. By combining (5.1) with (5.2), we conclude that
(c31 − c1c22 − c1c23) + (−c21c2 + c32 + c2c23) + (−c21c3 + c22c3 + c33) ≥ 0 for all c ∈ C3+,
which is false when evaluated at c = (3, 2, 2).
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