The recent proliferation of QoS-aware group applications over the Internet has accelerated the need for scalable and efficient multicast support. In this article, we present a multicast "life-cycle" model which identifies the various issues that are involved in a typical multicast session. During the life-cycle of a multicast session, three important events can occur: group dynamics, network dynamics, and traffic dynamics. The first two aspects are concerned with maintaining a good quality (e.g., cost) multicast tree taking into account member join/leave and changes in the network topology due to link/node failures/additions, respectively. The third aspect is concerned with flow, congestion, and error control. In this article, we examine various issues and solutions for managing group dynamics and failure handling in QoS multicasting and outline several future research directions.
I. Introduction to Multicasting
The phenomenal growth of group communications and QoS-aware application over the Internet have accelerated the need for scalable and efficient network support [1] , [2] . These group applications include videoconferencing, shared workspaces, distributed interactive simulations (DIS), software upgrading, and resource location. The traditional unicast model is extremely inefficient for such group-based applications as the same data is unnecessarily transmitted across the network to each receiver.
The difference between multicasting and separately unicasting data to several destinations is best captured by the host group model [3] : "a host group is a set of network entities sharing a common identifying multicast address, all receiving any data packets addressed to this multicast address by senders (sources) that may or may not be members of the same group and have no knowledge of the groups' membership". This definition implies that, from the sender's point of view, this model reduces the multicast service interface to a unicast one. Thus, the multicast model was proposed to reduce the many unicast connections into a single multicast connection for a group of receivers.
The multicast definition also allows the behavior of the group to be unrestricted in multiple dimensions: groups may have local (LAN) or global (WAN) membership, be transient or persistent in time, and have constant or varying membership. Consequently, we have the following types of multicast (or host) groups:
• dense groups which have members on most of the links or subnets in the network, whereas sparse groups have members only on a small number of widely separated links.
• open groups are those in which the sender need not be a member of the group, whereas closed groups allow only members to send to the group.
• permanent groups are those groups which exist forever or for a longer duration compared to the duration of transient groups.
• static groups are those groups whose membership remains constant in time, whereas dynamic groups allow members to join/leave the group.
A. Life-cycle of a Multicast Group
A network architecture that aims to provide complete support for multicast communication is burdened with the task of managing the multicast session in a manner transparent to the users. This goal of transparent multicast service imposes specific requirements on the network implementation. To demonstrate the different functionalities that such a network must provide, Figure 1 shows the various steps and events that can take place in the "life-cycle" of a typical multicast session. The sequence of phases/steps relevant to the multicast session are (i) multicast group (session) creation, (ii) multicast tree construction and resource reservation, (iii) data transmission, and (iv) multicast session tear-down.
B. Multicast Group Creation
The first step in the creation of a multicast session is the assigning of a unique address to the multicast group such that the data of one group does not clash with other groups. Both groups and addresses have associated lifetimes. Similar to groups, group addresses are classified as either static or dynamic, depending on whether they are assigned permanently to a given group, or assigned to different groups at different instants of time. The most obvious matching between groups and addresses is to assign static addresses to permanent groups and dynamic addresses to transient groups. Note that assignment of static addresses to transient groups could result in insecure communication (wherein non-members receive messages meant for a certain group) whereas assignment of dynamic addresses to permanent groups merely causes unnecessary communication overhead. 
C. Multicast Tree Construction & Resource Reservation
Once the group is created, the next phase in the multicast session is the construction of a multicast distribution tree, spanning the source(s) and all the receivers (QoS routing), and reserving resources on the tree. Multicast route determination is traditionally formulated as a problem related to tree construction. There are three reasons for adopting the tree structure:
• The source needs to only transmit a single packet down the multicast tree.
• The tree structure allows parallel transmission to the various receiver nodes
• The tree structure minimizes data replication, since, the packet is replicated by routers only at branch points in the tree.
It has been established that determining an optimal multicast tree for a static multicast group can be modeled as Steiner problem in networks which is shown to be NPcomplete [2] . A number of algorithms have been developed using heuristic-based approaches such as KMB and TM (discussed in [2] ). An additional dimension to the multicast routing problem is the need to construct trees that will satisfy the QoS requirements of modern networked multimedia applications (delay, delay jitter, loss, etc.).
QoS routing and resource reservation are two important, closely related issues. Resource reservation is necessary for the network to provide QoS guarantees -in terms of throughput, end-to-end delay, and delay jitter -to multimedia applications. Hence, the data transmission of the connection will not be affected by the traffic dynamics of other connections sharing the common links. Before the reservation can be done, a tree that has the best chance to satisfy the resource requirements must be selected. Resource reservation and tree construction are discussed further in Section III.
D. Data Transmission
Once the above two phases have been completed successfully, data transmission can begin. During data transmission, the following four types of run-time events can occur:
• Group dynamics: Since group membership can be dynamic, the network must be able to track current membership during a session's lifetime. Tracking is needed both to start forwarding data to new group members and to stop the wasteful transmission of packets to members that have left the group (identified as COLM (Constrained OnLine Multicast) routing in Figure 1 ). As a result of group dynamics, the tree quality may degrade and may necessitate re-optimization (identified as Tree Rearrangement). For core-based trees, a similar degradation may occur that may necessitate a change in the core node (identified as Core Migration).
• Network Dynamics: During the life-time of a multicast session, if any node or link supporting the multicast session fails, service will be disrupted. This requires mechanisms to detect node and link failures and to reconfigure (restore) the multicast tree around the faulty links/nodes (identified as Failure Handling in Figure 1 ). Note that multicast routing protocols based on underlying unicast routing protocols are as survivable as the unicast routing protocol. If the multicast routing protocol is independent of the unicast routing protocol, it must implement its own restoration mechanism [5] .
• Transmission problems: This could include events such as swamped receivers (needing flow control), or faulty packet transmissions (needing error control). The traffic control mechanism, working in conjunction with the schedulers at the receivers and the routers, is responsible for performing the necessary control activities to overcome these transmission problems (identified as Traffic Control in Figure 1 ).
• Competition among Senders: In a many-to-many multicasting, when multiple senders share the same multicast tree (resources) for data transmission, resource contention occurs among the senders. This will result in data loss due to buffer overflow, thus triggering transmission problems. This requires a session control mechanism that arbitrates transmission among the senders. (identified as Session Control in Figure 1 ).
E. Group Tear-Down
At some point in time, when the session's lifetime has elapsed, the source will initiate the session tear-down procedures. This involves releasing the resources reserved for the session along all of the links of the multicast tree and purging all session-specific routing table entries. Finally, the multicast address is released and group tear-down is complete.
As is evident from the life cycle of a multicast session, the multicasting problem contains many interesting issues. Rather than covering all of the issues associated with multicasting, this article focuses on two of the key areas from the life cycle, group dynamics and failure recovery. The rest of the article is structured as follows. Section II discusses an overview of multicast routing protocols. Section III investigates QoS multicast routing from the perspective of group dynamics. Next, Section IV examines the motivation for fault tolerance in multicasting and the implications for QoS multicast routing. Finally, in Sections V and VI, we make several concluding remarks and comment on open areas of research.
II. An Overview of Multicast Routing Protocols
Multicast routing protocols can be classified into two main approaches: source-based protocols and center-based protocols. The source-based approach uses the notion of a shortest path tree (SPT) rooted at each source node. The SPT is typically obtained by concatenating shortest paths from the source to each receiver. Since the shortest path is usually the shortest delay path, the receivers in the multicast tree typically receive excellent delay performance. However, source-based trees introduce scalability problems for large networks as each individual source must have a separate tree constructed, spanning all the receivers, rooted at the source node. Source-based routing is currently employed in Distance Vector Multicast Routing (DVMRP), dense-mode Protocol Independent Multicasting (PIM-dense), and Multicast Open Shortest Path First (MOSPF) [4] .
The other type of protocols, center-based or shared-tree protocols, construct a multicast tree spanning the members whose root is the center or core node. These protocols are highly suitable for sparse groups and are scalable for large networks. However, just as shortest-path trees provided excellent QoS at the cost of network bandwidth, shared trees provide excellent bandwidth conservation at the cost of poor QoS to the receivers. The Core Based Tree (CBT) [6] is a well-known example of a shared tree routing protocol. When a node wishes to transmit a message to the multicast group in the CBT protocol, it sends the message towards the core. The message is distributed to group members along the path to the core and then the message is distributed to the remaining members once it reaches the core. Requests to join or leave the multicast group are processed by sending the request towards the group core. When a join request reaches an on-tree node, the on-tree node becomes the point of attachment for the new node. Conversely, when a node leaves a group, the part of the tree that does not support any members is pruned.
Recently, several hybrid routing protocols have been proposed which allow receivers to switch from a shared-tree to a shortest-path tree. Protocols such as sparse-mode PIM (PIM-sparse) and Multicast Internet Protocol (MIP) are examples of hybrid routing protocols [4] .
III. Managing Group Dynamics
The QoS of the multicast tree (receiver-perceived QoS) is not solely affected by the multicast routing protocol. Rather, the QoS of the multicast tree is a function of group dynamics which includes the following issues:
• QoS-aware routing • Tree rearrangement • Core/tree migration Figure 2 summarizes the issues that will be discussed in the following sections.
A. QoS-aware Routing
A multicast tree is incrementally constructed as members join and leave a group. When an existing member leaves the group, it sends a control message up the tree to prune the branch that no longer has active members. When a new member joins the group, the tree must be extended to cover it. The dynamic QoS multicast routing problem can be informally stated as:
Given a new member M new , find a path from M new to an on-tree node that satisfies the QoS requirements of M new .
The QoS requirements can be classified into link constraints (e.g., bandwidth) or path constraints (e.g., end-toend delay or path cost). The optimization problem with two or more path constraints is known to be NP-complete [2] . Many practical instances of QoS routing problems have at least two path constraints and hence, most QoS multicast routing protocols employ heuristic solutions.
In addition to satisfying the QoS requirements of the receiver, a good QoS-aware multicast routing protocol should aim at:
• improving the probability of successful join • minimizing the cost of the joining path • minimizing the joining time • being scalable to large networks Based on how the new member is connected to the tree, multicast routing protocols can be classified into two broad categories: single-path routing (SPR) and multiple-path routing (MPR) . An SPR provides a single path connecting the new member to the tree, whereas an MPR provides multiple candidate paths.
Most SPR protocols were originally designed for besteffort traffic. Well known examples are CBT and PIM wherein a new member i is connected to the multicast tree along the unicast shortest path from i to the core/source of the tree. The unicast path is typically the shortest path in terms of hop length which is good for best-effort traffic. However, such a shortest path may not have the required resources to support the QoS needs of the member. Several SPR protocols such as DCUR and RDM [7] have been proposed for QoS unicast routing which can be used for multicast routing as well. These protocols typically use delay and cost tables for making routing decisions during QoS path setup. 
Fig. 2. Issues in Multicast Group Dynamics
In contrast to SPR protocols, MPR protocols provide or probe multiple candidate paths in order to increase the chances of finding a feasible path (i.e., a path that satisfies the QoS requirements of the member). Among these candidate paths, the best path is selected. Spanning-join, QoSMIC, QMRP, and parallel probing are among the recently proposed MPR protocols [8] , [9] (and the references therein). Spanning Join: In the Spanning-join protocol, the new member broadcasts join-request messages in its neighborhood to find on-tree nodes. Upon receiving the join-request message, the on-tree nodes reply to this message and the member chooses the best on-tree node to connect to from the set of on-tree nodes that have replied. QoSMIC: In QoSMIC, the search for candidate paths consists of two parallel procedures: local search and tree search. The local search is equivalent to spanning-join, except that only a small neighborhood is searched. The tree search handles the case when there is no on-tree node in the neighborhood checked by local search. In the tree search, the new member contacts a designated Manager node which is responsible for ordering a subset of on-tree nodes to establish a path from them to the member. Each such path is a candidate path. The new member then selects best path out of these candidate paths. QRMP: The QMRP protocol consists of two sequential procedures: single-path mode and multiple-path mode. The protocol starts and continues with single-path mode until it reaches a node that has insufficient resources to satisfy the join request. When such a node is encountered, the protocol switches to multi-path mode. Parallel Probing: This protocol was originally proposed for QoS unicast routing and can be adapted to multicast routing. The objectives of the protocol are to minimize the path setup time and to minimize the resource reservation along the multiple candidate paths. To achieve this, the member sends multiple probes, using different heuristics for each probe, to an intermediate destination (ID) . Upon receiving the first probe message, the ID initiates a parallel probe to the next ID. Upon receiving later probes, the ID releases the resources reserved between the ID and the previous ID (or member) by those later probes.
Although the above mentioned protocols do take into account some of the above requirements, none of the above listed protocols are designed to take into account all the requirements of a good multicast routing protocol. For example, Spanning-join and QoSMIC are not scalable to the Internet because of high message overhead due to their flooding nature. Whereas, QMRP has the same problem in multiple-path mode, QMRP also incurs a high joining time due to its sequential invocation of multi-path mode from single-path mode. Although parallel probing takes into account many of the stated goals, its effectiveness primarily depends on the selection of intermediate destinations.
B. Tree Rearrangement
In a dynamic multicast session, it is important to ensure that member join/leave will not disrupt the ongoing multicast session, and the multicast tree after member join/leave will still remain near-optimal and satisfy the QoS requirements of all on-tree receivers [2] . One way to handle dynamic member join/leave is by reconstructing the tree every time a member joins or leaves the session. This involves migration of on-tree nodes to the new tree which may result in a large service disruption that may not be tolerable, especially by QoS multicast sessions. Another way to handle dynamic member join/leave is by incrementally changing the multicast tree through the graft/prune mechanism. This incremental change approach suffers because the quality (e.g., tree cost) of the tree maintained may deteriorate over time. Therefore, an on-line multicast routing algorithm must take into account two important and possibly contradicting goals [10] : cost-reduction and minimization of service disruption. Thus, a balance needs to be struck between these goals by employing a technique that monitors the quality of the tree or portion of the tree and triggers tree rearrangement when the quality degrades below a threshold. The tree rearrangement mechanism is a means by which balance can be struck between these goals [10] .
C. Core & Tree Migration
Another significance of tree maintenance is in core-based multicasting. In core-based multicasting, core selection is an important problem because the location of the core influences the tree cost and delay. The quality (e.g., cost) of the tree based on the current core may deteriorate over time due to dynamic join and leave of members, i.e., the core degenerates [11] with time. The maintenance of a good quality multicast tree requires online selection of a new core, online construction of a multicast tree based on the new core, and migration of the members from the old multicast tree to the new multicast tree.
Core migration can also be invoked as part of core failure recovery when the current core fails. A number of heuristics have been proposed in [12] for core selection. Also, several algorithms have been proposed for multicast tree construction of core-based trees (references in [2] ). The issues in core migration frequently involve tradeoffs which are discussed below:
• Tradeoff -Invocation of Core Migration: Maintaining a good quality tree requires frequent core migration, but incurs service disruption and overhead. Thus, there exists a tradeoff between (i) minimizing service disruption and overhead and (ii) maintaining a good quality tree (i.e., cost). The triggering mechanism for core migration is critical for capturing the tradeoff between service disruption and quality of the tree.
• Tradeoff -Multicast Tree Construction: During tree construction, again there exists a tradeoff between cost of the tree and service disruption.
• Tradeoff -Tree Migration: During tree migration, there exists a tradeoff between service disruption and resource wastage (i.e., the amount of resources overallocated momentarily during core migration). In other words, more resource wastage may result in less service disruption and vice-versa.
IV. Failure Recovery in QoS Multicasting
A communication network failure can have an adverse effect on today's society. In the future, as more applications employ multicast routing, a strong need will emerge for algorithms that can be employed by survivable multicast routing protocols [5] . Although faults may seem uncommon, the chance of faults is higher than one might expect. For example, it was recently observed that the Internet occasionally experiences periods of routing instability, also known as routing flaps, when network can lose connectivity as floods of routing updates are processed. This network instability could lead to timeouts that result in transient faults. Moreover, fault handling is even more important in mobile and multi-hop adhoc networks wherein, as the mobile host moves, the connectivity of the network is likely to change and the structure of the multicast tree may break. Therefore, multicast protocols must be equipped with mechanisms to survive or detect and recover from link/node failures. In order for them to be widely deployable, these mechanisms need to take into account several design considerations, such as scalability, fast recovery, and minimizing protocol overhead.
The most important aspect of failure recovery is to minimize service disruption. For unicasting, one type of failure handling approach is the protection based approach wherein dedicated protection mechanisms, such as backup paths, are employed to cope with failures. This approach is more suitable for hard real-time communication wherein every packet is critical. The other type is the restoration based approach wherein, on detection of a failure, an attempt is made to reroute (restore) the path around the faulty nodes/links with minimal service disruption. With multimedia multicasting, the problem is much more complicated than with unicasting, as resource reservations are shared and group dynamics interact with network reconfigurations. Very little is known as to how to deal with such problems [1] . The use of the protection based approach for multicasting is prohibitively expensive in terms of resource usage as it requires one or more backup trees for each primary tree, and hence not scalable. Moreover, for dynamic groups, this approach does not suit well as the structure of the tree itself changes with time. Therefore, it is more appropriate to use the restoration based approach.
A. Failure Recovery in Core-Based Multicasting
With regard to core-based multicasting, the main problem is that it has a single point of failure at the core. If the core fails, then the whole multicast session would be disrupted. To provide reliable multicast services, the multicast routing protocols need to be equipped with mechanisms for handling core failures as well as node/link failures. Figure 3 details several of the issues associated with core failure recovery. Core recovery may be further subdivided into the following areas:
• Core Selection & Tree Construction: A new core must be selected from a list of candidate cores with a multicast tree that minimizes service disruption and tree cost.
• Local Recovery: Once a core failure or link/node failure has occurred, recovery may take place on a local scale whereby nodes contact other nearby nodes and perform local rerouting.
• Global Recovery: In the event of a severe failure, it may be necessary to globally recover the multicast group. For these instances, the new core must be evaluated and the members of the multicast tree must be migrated to the new tree.
For core based trees, there has been some work for link/node failure recovery. The original specification [6] for core based trees included a mechanism for recovering from link or node failure. In order to resolve the problem of loop formation, the protocol specification of core based trees was modified to eliminate the possibility of generat-ing loops during failure recovery via flushing. Although the flushing modification eliminated loop formation, it had several drawbacks:
• substantial time in rebuilding the tree.
• substantial overhead if the number of members in the subtree is large.
• overhead at on-tree nodes may be high when processing many simultaneous join requests.
Another protocol was proposed recently in [13] with the aim of applying the flush operation less frequently. Although this protocol has a reasonably high success rate of restoring the tree without using the flush operation, it incurs a high message overhead and recovery time due to more message exchanges.
V. Targeting Towards Next-Generation QoS Architectures
Most of the QoS multicasting solutions discussed in this article are well suited for per-flow QoS architectures such as Integrated Services. However, the adaption of these solutions to aggregation-based QoS architectures such as Differentiated Services (DiffServ) is non-trivial due to several architectural conflicts as given below [14] .
• DiffServ requires that the core routers be stateless whereas multicasting relies on per-group (per-flow) state information at all nodes in the multicast tree.
• DiffServ employs sender-driven QoS whereas multicasting typically employs receiver-driven QoS for accommodating heterogeneous members.
The issues of managing group dynamics and failures are further compounded due to the distributed nature of decision making by the edge routers in a DiffServ domain. Moreover, an additional complexity arises when providing end-to-end QoS across multiple DiffServ and/or nonDiffServ domains. In summary, the integration of DiffServ and multicasting is an important and relatively unexplored area and requires significant research attention.
VI. Conclusions
In this article, we first outlined the various issues in multicast communication through tracing the life-cycle of a multicast session. Then, we focused on two key issues, namely, managing group dynamics and failure recovery. These issues have a profound impact on QoS multicast routing and the QoS experienced by the end user. For these issues, we identify the following important research problems:
• Join/Leave QoS Routing: Although significant work has been done in QoS routing, the currently proposed schemes do not meet all of the goals of a good multicast routing protocol. Thus, further research is needed in developing such schemes that provide better performance on both an intra-and inter-domain routing scale.
• Tree Maintenance: Tree rearrangement, has received significant attention [10] in the recent past and needs further research [2] . The management of group dynamics in an integrated manner addressing all of the subproblems (QoS routing, Tree rearrangement, and Tree migration) is an important problem for further research.
• Core & Tree Migration: Though there has been some work [11] , [12] on online core evaluation, to the best of our knowledge, there is no work on tree migration taking service disruption aspect into account (Currently, the effect of changing the core on data loss is not well-understood [12] ).
• Failure Recovery: As of today, very little work ( [13] for link/node failure in core-based trees) has been done on failure recovery in multicast communication and hence this topic needs further research [5] .
• Interaction with QoS Architectures: As discussed in Section V, the interactions of multicasting with QoS architectures need further research.
Besides group dynamics and failure handling, other issues such as traffic control and session control have many interesting problems which bear future research.
