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1 Einleitung
1.1 Motivation
Rechnergestu¨tzte Systeme gewinnen fu¨r Diagnoseaufgaben und Therapieentschei-
dungen bei komplexem pathophysiologischen Verhalten im klinischen Einsatz zu-
nehmend an Bedeutung [8, 137].
Ein derart komplexes Anwendungsgebiet ist die medizinische Untersuchung von
pathologischem Gangverhalten als Teilbereich der Orthopa¨die. Bereits das physio-
logische aufrechte Gehen ist derzeit nicht vollsta¨ndig erforscht, da eine Vielzahl von
Parametern wirksam werden, um den Gang aufrecht (stabil) und eﬃzient zu halten.
So wird die Stabilita¨t und Eﬃzienz des Ganges durch dynamisches Zusammenwirken
von Bodenreaktionskra¨ften, Tra¨gheitskra¨ften und -momenten sowie Gravitationsein-
ﬂu¨ssen erreicht [61, 173]. Daru¨ber hinaus stellt die Untersuchung des pathologischen
Ganges eine zusa¨tzliche Herausforderung dar. Zur Unterstu¨tzung der Mediziner dient
die ‘Instrumentelle Ganganalyse’ als ein etabliertes Verfahren zur Quantiﬁzierung
von Bewegungsabla¨ufen beim Gehen (z.B. Aufzeichnung der Gelenkwinkelverla¨ufe
und -momente). Die klinische Auswertung der Daten (Bestimmung der Gangqua-
lita¨t, Diagnose von Bewegungssto¨rungen, Therapieplanung und -validierung) erfolgt
derzeit allerdings lediglich durch erfahrene Experten [121]:
”
How that [gait analysis] information is interpreted depends heavily on
the experience and intuition of the clinicians looking at the data.“
Aufgrund rein subjektiver Situationseinscha¨tzungen und dem daraus empirisch ex-
trahierten Wissen sind die Gefahren gravierender Fehlentscheidungen mit folgen-
schweren Konsequenzen fu¨r den Patienten unausweichlich. Wegen der Komplexita¨t
der Zusammenha¨nge zwischen den Bewegungsgro¨ßen und vieler ungekla¨rter Fragen
konnte bei der Instrumentellen Ganganalyse bisher keine objektive, standardisier-
te Basis zur Datenanalyse erstellt werden. Fu¨r eine Unterstu¨tzung der subjektiven
Auswertungsprozedur besteht daher ein großer Bedarf an computerbasierten Daten-
analysen [30, 57, 146]. Hierbei ko¨nnen Vorteile beim Einsatz derartiger Methoden
genutzt werden, wie die Mo¨glichkeiten zur
2 1 Einleitung
 simultanen Betrachtung einer sehr großen Anzahl von Merkmalen,
 Datenauswertung fu¨r gesamte Patientengruppen,
 Quantiﬁzierung der Ergebnisse,
 generalisierten objektiveren Auswertungsprozedur sowie
 untersucher- und zeitunabha¨ngigen Entscheidungsﬁndung.
Schwierigkeiten beim datenbasierten Entwurf und bei der Anwendung solcher Me-
thoden resultieren aus den teilweise großen Rohdatenmengen, die beispielsweise aus
mehreren simultan aufgezeichneten Zeitreihen entstehen. Eine weitere Herausforde-
rung ist die Verbesserung der Akzeptanz fu¨r eine klinische Anwendung derartiger
Entwu¨rfe. Sie kann als zweiseitig gerichtetes Schnittstellenproblem
”
Mensch (Klini-
ker) ↔ Maschine (Computer)“ formuliert werden. Fu¨r die eine Richtung
”
Mensch
→ Maschine“ ist eine geeignete klinische Problemformulierung wichtig. Hierbei ist
sowohl die mathematische Formulierung von Problemen und die Herangehenswei-
se zur rechnergestu¨tzten Lo¨sung entscheidend als auch die U¨berlegung, auf welche
Probleme die Daten prinzipiell Antwort liefern ko¨nnen. Die andere Schnittstellen-
richtung
”
Maschine → Mensch“ setzt die klinische Nachvollziehbarkeit der Heran-
gehensweise voraus, so dass die erhaltenen Ergebnisse validierbar und versta¨ndlich
sind. In der vorliegenden Arbeit soll ein Beitrag geleistet werden, diese Schnittstelle
zu verbessern, um die subjektive Datenanalyse durch computerbasierte Methoden
zu unterstu¨tzen.
1.2 Darstellung des Entwicklungsstandes
1.2.1 Einfu¨hrung in die ‘Instrumentelle Ganganalyse’
Die ‘Instrumentelle Ganganalyse’ ist ein etabliertes Verfahren zur messtechnischen
Erfassung von menschlichen und tierischen Bewegungen. Dadurch kann ein besseres
Versta¨ndnis des physiologischen und pathologischen (krankhaften) Gehens aufge-
baut werden [100, 157, 171, 172, 177], um damit neurogene Bewegungssto¨rungen
(z.B. ICP: Infantile Cerebralparese, SCI: Spinal Cord Injury/ Querschnittla¨hmung)
diﬀerenzierter zu untersuchen und gezielter zu therapieren [17, 55, 120, 147]. Weite-
re Anwendungen sind die Anpassung von Beinprothesen und -orthesen [9, 126, 133]
oder die Gewinnung von Erkenntnissen in der Robotik [27, 143].
In dieser Arbeit steht die Analyse des menschlichen pathologischen Ganges im
Vordergrund. Eine Bewertung und Einscha¨tzung des Gangverhaltens von Patienten
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dient der Diagnose und daraus einer Therapieentscheidung sowie einer Kontrolle
des Behandlungserfolgs (Therapievalidierung). Um gehbehinderten Menschen mit
einer individuellen, optimalen Therapie (z.B. Injektion von Medikamenten in be-
stimmte Muskeln oder Operationen) zu helfen, muss fu¨r die einzelnen Patienten eine
mo¨glichst genaue Ursache (Diagnose) des Problems bekannt sein. Durch die Pru¨fung
des Gangverhaltens auf Verbesserung nach einem Therapieeingriﬀ wird die Thera-
pieentscheidung dann im gesamten Behandlungsprozess validiert und ggf. optimiert.
Klinische Problemstellungen gliedern sich somit in zwei wesentliche Aufgabenfelder
hinsichtlich Diagnose und Therapie, siehe Tabelle 1.1 und [54, 63, 120, 150].
Die Einscha¨tzung einzelner Patienten setzt natu¨rlich Wissen u¨ber ein gesam-
tes Patientenkollektiv voraus. In der medizinischen Praxis werden diese Aufgaben
empirisch und iterativ gelo¨st, indem Erfahrungen von den einzelnen Patienten ge-
sammelt werden, um damit ein Gesamtbild (
”
globales Wissen“) u¨ber ein ganzes
Kollektiv sukzessiv zu erarbeiten.
Derartige klinische Problemstellungen werden derzeit in der Praxis durch mehr
oder minder erfahrene Kliniker anhand visueller Beobachtung (direkte Beobachtung
des Patienten) und subjektiver, empirischer Analysen von Gangdaten bearbeitet. Die
Bearbeitung wird durch eine klinische Interpretation erreicht, siehe Abbildung 1.1.
Abbildung 1.1: Klinisches Vorgehen bei der Analyse.
Durch Ganganalyselabors werden klinisch relevante Patienten-Messungen mit
dem Ziel durchgefu¨hrt, den Experten in seinen Entscheidungen zu unterstu¨tzen.
Es konnte gezeigt werden, dass derartige Messungen zuverla¨ssig reproduzierbar be-
stimmte Bereiche des menschlichen Gehens aufnehmen [37, 73]. Dadurch konnten
auch Therapieentscheidungen, insbesondere operative Eingriﬀe, besser getroﬀen wer-
den als durch eine direkte Beobachtung der Patienten [52, 86, 119, 146].
Die aufgenommenen Messdaten umfassen Bewegungsgro¨ßen, z.B. Kinematik-
verla¨ufe einzelner Gelenke, Raum-Zeit-Parameter wie Schrittla¨nge, Kadenz, Geh-
geschwindigkeit (Abbildung 1.2) und nicht sichtbare Aktivita¨ten wie Muskelkon-
traktion, Bodenreaktionskra¨fte, Kinetikverla¨ufe, Sauerstoﬀverbrauch usw. [25, 54,
60, 62, 63, 75, 146].
Ein u¨blicher Untersuchungsablauf von Patienten wird im Folgenden kurz be-
schrieben [38, 63, 71, 152]. Die Untersuchung beginnt mit einer Voranalyse, bei
der die Personenbasisdaten (z.B. Alter, Gewicht, Beinla¨nge, maximaler Bewegungs-
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Diagnose: Therapie:
Identiﬁkation wesentlicher Gangsto¨rungen,
Charakterisierung, Erkennen von Gang-
Unterschieden und -Mustern
Therapieplanung, -validierung und
-prognose
Fu¨r ein gesamtes Patientenkollektiv:
 Was sind die wesentlichen Gangsto¨-
rungen einer Patientengruppe? Durch
welche charakteristischen Merkmale
lassen sie sich beschreiben?
 Existieren unterschiedliche Subgrup-
pen?
 Wie lassen sich diese Subgruppen un-
terscheiden?
Fu¨r ein gesamtes Patientenkollektiv:
 Sind charakteristische Vera¨nderung-
en im Gangbild des Gesamtkollektives
oder einzelner Subgruppen zu erwar-
ten?
 Bewirkt die Therapie eine Verbesse-
rung?
 Lassen sich bestimmte A¨nderungen/
Verbesserungen in einem gesamten
Kollektiv oder einzelner Subgruppen
als prognostische Aussagen formulie-
ren?
Bei einzelnen Patienten:
 Was sind die wesentlichen Gangsto¨-
rungen des Patienten? Wie la¨sst sich
die Gangqualita¨t einscha¨tzen?
 Welche Symptome treten auf? Was
sind charakteristische Merkmale?
 Welche Ursachen (im Gegensatz zur
Kompensation) liegen diesen Merk-
malen zugrunde?
 Wie stark sind die Ursachen ausge-
pra¨gt, d.h. ist es ein typischer Pa-
tient? Gibt es ausgepra¨gte Unterschie-
de zu einem Patientenkollektiv mit ei-
ner gleichen Diagnose?
Bei einzelnen Patienten:
 Welche Therapie empﬁehlt sich fu¨r
den Patienten?
 Wird sich der Patient durch diese
Therapie voraussichtlich verbessern?
Tabelle 1.1: Klinische Aufgaben aus Diagnose und Therapie.
bereich einzelner Gelenke) ermittelt werden. Anschließend wird eine herko¨mmliche
Videoaufzeichnung des Patienten beim Gehen durchgefu¨hrt. Dadurch kann der Ex-
perte den Patienten im Laufe der Therapie subjektiv bewerten. Danach wird die
Messung der Gang-Kinematik aufgenommen. Dabei ko¨nnen die Aufzeichnungen auf
einem Laufband oder auf festem Boden, d.h. frei durch den Raum gehend, erfolgen.
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In darauf folgenden, separaten Untersuchungsdurchga¨ngen werden je nach Krank-
heitsbild noch zusa¨tzliche Messungen durchgefu¨hrt, wie beispielsweise Aufzeichnun-
gen u¨ber Muskelaktivita¨ten (EMG) oder Sauerstoﬀverbrauch. Die Auswertung fu¨r
Diagnose und Therapie erfolgt durch rein subjektive Einscha¨tzung von Charts, sie-
he Abbildung 1.2 und Abschnitt 2.3. Hierbei sind Bewegungsgro¨ßen (insbesondere
Gang-Kinematik) der verschiedenen Gelenke auf einen Gangzyklus normiert darge-
stellt. Ein Gangzyklus beschreibt die Aktivita¨t zwischen zwei Aufsetzpunkten eines
Fußes. Dieser ist in funktionelle Phasen gegliedert, z.B. Stand und Schwung, siehe
Anhang A.
Stiftung Orthopaedische
Universitaetsklinik Heidelberg
Name: XXXXXXXXXXXXXX
ID: 815
U-Datum: 06.04.98 (PRE)
Geschw.: 72,6 +/- 17,9 cm/sec 
Kadenz: 166,3 +/- 29,5 Schritte/min 
Doppelschrittlänge:  52,1 +/- 6,5 cm 
Dauer Doppelschritt:  0,74 +/- 0,12 sec 
Spurbreite:  +/-  cm 
Schrittlänge rechts:  27,3 +/- 4,0 cm 
Schrittlänge links:  29,5 +/- 1,8 cm 
Standphase rechts:  64,9 +/- 0,8 % 
Standphase links:  63,6 +/- 3,8 % 
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Abbildung 1.2: Links: Patientin wa¨hrend Gangmessung, rechts: rechte (du¨nn)
und linke (dick) Gelenkwinkelverla¨ufe (Becken, Hu¨fte, Knie,
Sprunggelenk bzw. OSG) aus den unterschiedlichen drei ko¨rper-
bezogenen Ebenen (sagittal, von der Seite; frontal, von vorne;
transversal, von oben betrachtet).
Weit verbreitet ist die Aufzeichnung der Gelenkwinkelverla¨ufe mit am Patienten
befestigten Markern, die Infrarotlicht besonders gut reﬂektieren [39, 76, 119, 145].
Durch mehrere Infrarotkameras werden die Bewegungskurven (Trajektorien) der
Marker im Raum aufgezeichnet und daraus die Gelenkwinkel modellbasiert berech-
net, siehe Abbildungen 1.3 und 1.4 sowie [108, 119]. Die Messgenauigkeit ist dabei
relativ hoch. Durch das geringe Gewicht der Marker ist der Einﬂuss auf das Ge-
hen des Menschen klein. Der Nachteil ist das aufwendige Kamerasystem mit der
entsprechenden Auswertesoftware und die Schwierigkeit der genauen Markerpositio-
nierung [1].
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Abbildung 1.3: Links: Prinzip zur Aufnahme von Markertrajektorien wa¨hrend
des Gehens auf dem Laufband, rechts: reale Patientenmessung.
Abbildung 1.4: Schema der Datenaufnahme.
Es existieren weitere Messsysteme, die ohne Marker durch Bildauswerteverfah-
ren die Winkelverla¨ufe berechnen [68, 154], oder fru¨here Arbeiten, die aus den Vi-
deobildern die Winkelverla¨ufe manuell messen [49]. Allerdings sind die schlechte
Messgenauigkeit und der hohe individuelle Messaufwand nachteilig. Direkt am Men-
schen befestigte Sensoren (Goniometer, Beschleunigungssensoren) ﬁnden wegen der
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zusa¨tzlichen Belastung und damit verfa¨lschten, natu¨rlichen Bewegung seltener An-
wendung [171], bieten aber eine einfachere und damit preiswertere Alternative [103].
Die Bodenreaktionskra¨fte werden durch Fußmesssohlen oder Kraftmessplatten
im Boden bzw. Laufband beim Betreten des Patienten bestimmt. Sie dienen zur
Erfassung der Druckverteilung wa¨hrend des Abrollvorgangs und zur Scha¨tzung von
externen Gelenkmomenten bzw. -leistungen. Die internen Kinetik-Daten (Beru¨ck-
sichtigung der Kra¨fte und Momente wa¨hrend der Bewegungen) einzelner Gelenke
werden derzeit durch Starrko¨rpermodelle grob gescha¨tzt. Solche Modelle nehmen
meist verschiedene Bereiche des Skeletts (z.B. Becken, Ober-, Unterschenkel, Fuß)
vereinfacht als einheitliche, starre Ko¨rper an, die durch Scharniergelenke verbun-
den sind [38, 72, 143]. Vernachla¨ssigt werden hierbei Dreh-Gleit-Bewegungen der
Gelenke, Gelenkreibung, Einﬂu¨sse von Weichteilen wie Haut und Muskulatur, in-
dividuelle Auspra¨gungen wie Muskelkraft, Muskel/Sehnen-La¨ngen und -Positionen
usw. [74, 138, 171, 172]. Daru¨ber hinaus sind biomechanische Modelle fu¨r Patien-
ten noch weniger fortgeschritten und sehr bedingt verstanden, z.B. das dynamische
Verhalten spastischer Muskeln [12, 35, 112, 148, 158, 160].
Muskelaktivita¨ten werden derzeit durch elektromyographische (EMG) Du¨nn-
drahtelektroden an der Hautoberﬂa¨che gemessen [146]. Allerdings ko¨nnen hierbei
nur die Muskeln erfasst werden, die nahe der Hautoberﬂa¨che liegen, tiefer gelege-
ne Muskeln werden nicht gemessen. Weiterhin ist der Zusammenhang zwischen den
EMG-Signalen und Muskelkontraktion und -kraft ungekla¨rt [34, 80]. Hinzu kommen
viele patientenindividuelle Unterschiede wie La¨nge des Muskelstrangs und dessen
Ermu¨dung in Bezug auf die EMG-Signale [34, 63, 80]. Durch Messung des Sauer-
stoﬀverbrauchs oder der Herzfrequenz besteht ansatzweise die Mo¨glichkeit, auf die
beno¨tigte Energie beim Gehen und damit auf die Eﬃzienz zu schließen (Gango¨ko-
nomie, [25, 157, 165]).
Fu¨r die Erhebung der Gangdaten existieren bereits kommerzielle Softwarelo¨sun-
gen, die die Messdaten wie Markertrajektorien aufbereiten und in Charts als nor-
mierte Zeitreihen darstellen [1]. In der praktischen Anwendung mu¨ssen allerdings
die Daten teilweise noch manuell aufgearbeitet werden, z.B. Lo¨schen von fehlenden
Zeitreihen, wie spa¨ter in Abschnitt 3.3 gezeigt. Eine einheitliche Strukturierung zur
automatisierten Analyse existiert noch nicht. Das Exportieren erfolgt durch einzelne
Protokolle, in denen die Daten ohne Zusammenha¨nge gespeichert sind. Der Zugriﬀ
auf die Daten muss durch subjektives Auswa¨hlen erfolgen. Dazu stehen bereits er-
ste Lo¨sungen zu einer verbesserten Handhabung mit einer graﬁsch unterstu¨tzten
Verwaltung der Daten sowie komfortabler Exportschnittstellen zur Verfu¨gung [130].
Die meisten existierenden Arbeiten zur automatisierten Analyse von Gangdaten ver-
wenden kommerzielle Programmlo¨sungen (z.B. Statistica, Microsoft Excel, SPSS),
wobei eine subjektive Vorauswahl der Daten und Merkmale erfolgen muss. Eine
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Softwarelo¨sung fu¨r Gangdaten, die einen vollsta¨ndigen Analyseprozess unterstu¨tzt,
existiert noch nicht. Hingegen gibt es erste Ansa¨tze, die subjektives Expertenwissen
in Datenbanken speichern, allerdings ohne automatisierte Analyse [77, 167].
1.2.2 Automatisierte Analyse von Gangdaten
Ein automatisierter Entwurf basiert auf einem Lerndatensatz, der Beispieldatensa¨tze
mit Messwerten (Zeitreihen bzw. bereits daraus extrahierte Merkmale) und evtl. de-
ren bekannte Klassenzuordnung entha¨lt (
”
u¨berwachtes Lernen“ mit Klassenzuord-
nung,
”
unu¨berwachtes Lernen“ ohne Klassenzuordnung). Dabei werden komplexe
Zusammenha¨nge mit mehreren Merkmalen erkannt und quantiﬁziert. Die im Fol-
genden vorgestellten Entwu¨rfe werden unter den zwei wichtigen Aspekten mit
 der Merkmalsextraktion und -auswahl sowie
 der Auswertung (Klassiﬁkation)
betrachtet. Die rechnergestu¨tzten Arbeiten zur Analyse von Gangdaten basie-
ren meist auf statistischen Verfahren (z.B. Hauptkomponentenanalyse, Signiﬁkanz-
Tests), Cluster-Verfahren, Fuzzy-Verfahren oder Methoden, denen ein mechanisches
Modell zugrunde liegt. Einen U¨berblick bietet Tabelle B.1 und [30]. Des Wei-
teren existieren einige Arbeiten, die auf empirischem Wissen beruhen, das nur
durch langja¨hrige Erfahrungen mit bestimmten Patientengruppen aufgebaut wer-
den kann [146].
Automatisierte Verfahren in der Ganganalyse sollen und ko¨nnen den Mediziner
nicht ersetzen. Ein Grund ist, dass viele weitere patientenindividuelle Entscheidun-
gen mit beru¨cksichtigt werden mu¨ssen, die eine reine computerbasierte Analyse deﬁ-
nitiv nicht liefern kann, wie z.B. Einbezug psychischer und physischer Zusta¨nde der
Patienten bei der Therapieplanung. Allerdings enthalten sie ein großes Potenzial zur
Unterstu¨tzung bei der Bearbeitung der komplexen Aufgaben aus Diagnose und The-
rapie. Sie ko¨nnen bei einer Vielzahl von Daten
”
versteckte Eﬀekte“ mit Gu¨ltigkeit
fu¨r ein gesamtes Kollektiv ﬁnden.
Die bisher bekannten Verfahren zur automatisierten bzw. teilautomatisierten
Analyse von Gangdaten lassen sich einteilen in:
1. Statistische Verfahren mit empirisch vorausgewa¨hlten Merkmalen [3, 35, 36, 60,
136, 152, 162]
2. Verfahren zur Formalisierung von empirischem Wissen und Auswertung von kli-
nischen Tests [33, 43, 44, 67, 76, 77, 101, 128, 129, 167, 179]
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3. Cluster-Verfahren [110, 114, 118, 145, 163]
4. Statistische Verfahren ohne empirisch vorausgewa¨hlte Merkmale [18, 39, 115,
159]
5. Fourier- und Wavelet-Analysen [69, 87, 134, 159]
6. Fuzzy-Verfahren [97, 108]
7. Ku¨nstliche Neuronale Netze [15, 64]
8. Verfahren mit mechanischem Modell [50, 113, 153]
Der gegenwa¨rtige klinische Nutzen nimmt allerdings von oben (1.) nach unten (8.)
ab. Ein wesentlicher Grund ist die Interpretierbarkeit der Ergebnisse, die bei den
ersten beiden Verfahren von vornherein mit inbegriﬀen ist. Zu diesen Verfahren
existieren zahlreiche Publikationen, die aber oftmals den starken subjektiven Ein-
ﬂuss beklagen [136, 152]. Cluster-Verfahren gewinnen immer mehr an Bedeutung,
da unterschiedliche Gangstrategien grundlagenorientiert erforscht werden ko¨nnen.
Die Ergebnisse sollen Hinweise fu¨r Therapieprognosen geben. Es fehlen allerdings
noch Arbeiten, die diese quantitativ dokumentieren [104, 116, 157]. Die klinische
Interpretierbarkeit ist sehr hoch, da Kliniker ebenfalls die Patienten in unterschied-
liche Subgruppen einteilen [12, 35, 174]. Allerdings existieren derzeit noch wenige
Arbeiten zur Analyse der Gangdaten durch Cluster-Verfahren. Zur Verringerung der
subjektiven Abha¨ngigkeit werden Merkmale durch explorative statistische Verfahren
oder Fourier-Analysen gebildet, allerdings oftmals mit geringer klinischer Relevanz
wegen der indiﬀerenten Interpretierbarkeit [30]. Fuzzy-Verfahren beziehen sich auf
die natu¨rliche Sprache und bieten somit ein hohes Maß an Interpretierbarkeit. Diese
Verfahren sind in der Ganganalyse allerdings noch wenig verbreitet, so dass ein hoher
Nachholbedarf besteht. Existierende Arbeiten mit Ku¨nstlichen Neuronalen Netzen
sind zwar fu¨r die gestellten Klassiﬁkationsprobleme (z.B. Erkennung von Patienten)
sehr leistungsstark, aber die Ergebnisse sind klinisch nicht zu interpretieren. Verfah-
ren mit mechanischen Modellen versuchen grundlagenorientiert Patientenverhalten
zu erkla¨ren, jedoch sind sie bei der Beschreibung der Pathologie zu stark vereinfacht
und dementsprechend wenig akzeptiert [112]. Die einzelnen Arbeiten zu den Verfah-
ren werden nachfolgend na¨her beschrieben, wobei die Verfahren auch miteinander
kombiniert werden.
Statistische Verfahren mit empirisch vorausgewa¨hlten Merkmalen:
Diese Verfahren extrahieren subjektiv bestimmte Merkmale (z.B. Extrema) aus
Kinematikzeitreihen und bewerten in einem weiteren Schritt deren Signiﬁkanz
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durch bekannte Verfahren, wie z.B. Univariate Varianzanalyse (ANOVA, siehe Ab-
schnitt 3.6.1), t-Test [3, 35, 36, 129, 136, 152, 162]. Die Erfassung der wesentli-
chen und meist signiﬁkanten Merkmale (und Kombinationen) fu¨r eine bestimmte
Patientengruppe kann dadurch nur sehr eingeschra¨nkt erfolgen. Zudem wird der
Informationszugewinn aus Kombinationen der vorausgewa¨hlten Merkmale oftmals
auch methodisch nicht mit beru¨cksichtigt. Die Merkmale werden separat von einan-
der bewertet. Allerdings ist bei der subjektiven Auswahl die Interpretierbarkeit der
Merkmale bereits mit inbegriﬀen. Sofern sie nicht weiter transformiert werden, ist
die Versta¨ndlichkeit der Ergebnisse bereits von vornherein gegeben. Prinzipiell ist
eine Beschra¨nkung auf wesentliche Merkmale (und Kombinationen) wichtig fu¨r die
patientenindividuelle Einscha¨tzung der Mediziner. Eine rein subjektive simultane
Betrachtung eines derart großen Datenraumes sto¨ßt schnell auf Grenzen. Anhand
einer methodischen Datenreduktion lassen sich charakteristische Krankheitsbilder
kurz umschreiben und eine Suche nach wesentlichen Problemen und Ursachen er-
leichtern.
Eine Erweiterung dieser Vorgehensweise wurde in [60] anhand von 40 ICP-
Patienten1 gezeigt, indem zu den originalen Kinematikzeitreihen auch die erste
zeitliche Ableitung mit beru¨cksichtigt wurde, wobei auch hier die Auswahl von
Merkmalen aus allen Zeitreihen auf subjektiven Entscheidungen basiert. Bei zusa¨tz-
licher Verwendung dieser Zeitreihen konnte eine bessere Klassiﬁkation zwischen
pre-therapeutischem Zustand und einer Referenzgruppe gezeigt werden. Allerdings
zeigte diese Patientengruppe keine signiﬁkante A¨nderung in abgeleiteten Zeitreihen
wa¨hrend des Therapieverlaufs. Basierend auf derartigen vorausgewa¨hlten Merkma-
len wurden in [135] der Informationsverlust zwischen (auf Standperiode) normierten
und nicht-normierten Gangdaten mit Ku¨nstlichen Neuronalen Netzen untersucht.
Der verwendete Datensatz bestand aus 13 weiblichen Probanden mit unterschiedli-
chen Arten von Schuhen.
Des Weiteren existieren Arbeiten, die quantitative Merkmale bestimmen (Pha-
senverschiebungen, links/rechts Symmetrie-Indikatoren, . . . ), um sie auf ihre Aus-
sagekraft zu untersuchen [84, 85]. Die Merkmale werden wie bei den anderen Ar-
beiten mit statistischen Verfahren auf Relevanz zur Klassentrennung untersucht.
U¨bliche Klasseneinteilungen sind
”
pathologisch“ und
”
physiologisch“ oder
”
Pre“-
und
”
Post“-Zeitpunkte einer Therapie. Allerdings sind derartige Arbeiten lediglich
auf die ausgewa¨hlten Merkmale begrenzt.
Um das Gangverhalten bezu¨glich einer Referenz zu charakterisieren, wurde
in [182] ein statistischer Ansatz verwendet, der sowohl originale Zeitreihen, als auch
die erste zeitliche Ableitung beru¨cksichtigt. Jedoch wurden nur fu¨nf fest ausgewa¨hlte
1Infantile Cerebralparese, siehe auch Kapitel 2 und Anhang A
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Abtastzeitpunkte wa¨hrend eines Gangzyklus betrachtet. Fu¨r diese Zeitpunkte wur-
de der zweidimensionale Merkmalsraum aus originaler und abgeleiteter Zeitreihe
betrachtet. Anhand von Probanden-Daten lassen sich in diesem zweidimensionalen
Raum jeweils Mittelwerte und Kovarianzmatrizen berechnen. Das Ergebnis sind
fu¨nf
”
Referenz-Ellipsen“. Eine vorgeschlagene Klassiﬁkation der Daten hinsichtlich
‘physiologisch’ und ‘pathologisch’ soll mit Abstandsmaßen zu den betreﬀenden fu¨nf
”
Norm-Ellipsen“ erfolgen. Allerdings wurde in der Arbeit nur die Idee vorgeschlagen
und nicht deren praktische Umsetzung und Funktionalita¨t demonstriert.
Verfahren zur Formalisierung empirischen Wissens und klinische
Tests: Dazu kommen eine Reihe von Arbeiten, die lediglich die subjektive Vor-
gehensweise und das Expertenwissen formalisieren, beispielsweise durch Fragenka-
taloge, klinische Punktelisten, sog.
”
Functional Assessments“, Bewertungstabellen
oder Entscheidungsba¨ume [67, 76, 77, 167]. Derartige Methoden sind allerdings stark
beschra¨nkt auf die jeweils untersuchte Patientengruppe oder basieren auf rein em-
pirischem Wissen. Insbesondere ist bei vielen klinischen Tests nicht die Relation
zum eigentlichen Gangverhalten inbegriﬀen, deren weitere Analyse bleibt dem Kli-
niker u¨berlassen. Ausgewertet werden beispielsweise Parameter wie Muskelsta¨rken,
statische Bewegungsspannen, Schmerz- und Reaktionsempﬁndlichkeit, verwendete
Gehhilfen zur Erreichung bestimmter Strecken usw. [43, 44, 101, 128, 179].
Trotz verbesserter Therapieentscheidungen durch pra¨zisere Messungen
mit Ganganalysen verbleibt eine hohe Variabilita¨t (Inter-Untersucher und
-Institutionen) bei der Interpretation von Daten durch den hohen subjektiven
Anteil [141, 164]. Weitere Nachteile sind die Beschra¨nkung auf bestimmte Patien-
tengruppen oder eingeschra¨nkte Mo¨glichkeiten zur A¨nderung und Erweiterung [84].
Cluster-Verfahren: Fuzzy-Cluster-Verfahren sind in [19, 20, 22, 169] zu ﬁnden.
Durch ein Abstandsmaß wird eine graduelle Zuordnung zu verschiedenen Cluster-
Zentren berechnet. Die Cluster-Zentren ko¨nnen als Auspra¨gung fu¨r ein bestimmtes
Krankheitsbild oder physiologische Charakteristik interpretiert werden [104]. Die
graduelle Zuordnung der Messwerte (z.B. eines Patienten) zu den Zentren wird hier
als Ausmaß eines Krankheitsbildes (oder einer Genesung) gedeutet. Im Gegensatz
zu scharfen Gruppeneinteilungen ko¨nnen mit Fuzzy-Verfahren gleiche Krankheits-
bilder sogar mit individuellen Auspra¨gungen erkannt werden. In der Ganganalyse
wurden in [118] Einzelmerkmale (Schrittla¨nge und Kadenz) durch fu¨nf Cluster (eins
fu¨r gesundes Gehen und vier fu¨r pathologische Gangarten) gruppiert. Es wurden 88
ICP-Patienten im Vergleich zu 68 Probanden untersucht. Durch einen unu¨berwach-
ten Lernalgorithmus2 konnten die Daten gut unterteilt werden. Eine medizinische
Interpretation wurde an die gefundenen Patientengruppen angepasst. Allerdings ba-
2U¨berwachte und unu¨berwachte Lernalgorithmen unterscheiden sich in der Vorgabe einer
Klassen- bzw. Gruppeneinteilung, siehe auch Kapitel 3.
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siert die Einteilung nur auf zwei Merkmalen, eine diﬀerenziertere Aufteilung wurde
nicht betrachtet. Ein Behandlungserfolg wurde daran gemessen, wie stark sich der
Abstand zum Cluster-Zentrum fu¨r gesundes Gehen reduziert. Weiterhin basiert diese
Arbeit auf Ansa¨tzen zur Kompensation des Alters und der Beinla¨nge durch linea-
re Regression [117]. Sowohl die Kadenz, als auch die Schrittla¨nge wurden auf das
Patientenalter bzw. Beinla¨nge normiert. Somit sind modiﬁzierte (neue) Merkmale
verwendet worden. Diese Betrachtung fu¨hrte zu einer besseren Zuordnung zu den
Clustern, d.h. auch zu einer besseren Trennung zwischen gesundem und pathologi-
schem Verhalten. Allerdings wird dadurch die medizinische Interpretation erschwert.
Vereinzelt abgeleitete Einzelmerkmale (Spannweite, Extrema, Mittelwert bezo-
gen auf den gesamten Gangzyklus) aus sagittalen Kinematikdaten (Hu¨ft-, Knie-
und Sprunggelenk-Flexion) wurden in [114] mittels Fuzzy-Cluster-Verfahren unter-
sucht. Hierbei wurden die Daten von insgesamt 146 ICP-Patienten verwendet und
in acht Gruppen unterteilt. Sowohl die Merkmalsauswahl als auch die Anzahl der
Cluster-Zentren wurde rein subjektiv gewa¨hlt. Dennoch liefert die Interpretation
des Ergebnisses einen Versuch zur Diagnose, z.B. Einteilung in Gruppen wie starker
Kauergang (kleine Hu¨ftﬂexions-Spannweite bei insgesamt großem Flexionswinkel)
oder leichtes Knie-Recurvatum (Hyperextension, U¨berstreckung, hier vorwiegend in
der Standphase, charakterisiert durch negativen Knieﬂexionswinkel). Durch a¨hnli-
che Methoden (wenige, subjektiv ausgewa¨hlte Einzelmerkmale, hierarchisches, har-
tes Clustern) wurden in [163, 176] Unterschiede im Gangverhalten zwischen jungen
und alten Menschen untersucht.
Fest deﬁnierte Merkmale aus Kinematikzeitreihen (Extrema in den einzelnen
Gangphasen) sowie Raum-Zeit-Parameter und EMG-Merkmale wurden in [110] fu¨r
Cluster-Analysen bei 47 Schlaganfall-Patienten verwendet. Bei 42 Patienten wurde
der Verlauf der Rehabilitation untersucht. Die Daten wurden jeweils in vier Gruppen
eingeteilt und im Einklang mit klinischer Expertise diskutiert. Allerdings erstreckt
sich die Merkmalsextraktion aus den Zeitreihen auf eine beschra¨nkte Auswahl.
In [145] wurden drei verschiedene Kinematikzeitreihen des Fußes (Bewegungen
des Hinterfußes, Vorderfußes und Vorderfuß im Verha¨ltnis zum Schienbein) von 10
Patienten mit Sprunggelenk-Arthrodese (Gelenkversteifung) und 10 gesunden Pro-
banden durch Fuzzy-Cluster graduell zu Gruppen zugeordnet. Hierbei wurden drei
”
Zeitreihen-Cluster-Zentren“ lediglich u¨ber den kompletten Kinematikverlauf des
Sprunggelenks berechnet. Ein Cluster-Zentrum repra¨sentierte den gesunden Gang
und zwei Zentren unterschiedliche pathologische Auspra¨gungen. Zur U¨berpru¨fung
der A¨hnlichkeit von
”
Zeitreihen-Cluster-Zentren“ mit den realen Zeitreihen wurde
eine Korrelationsberechnung durchgefu¨hrt. Nun ko¨nnen die Patientengruppen mit
Hilfe der Cluster-Zugeho¨rigkeiten eingeteilt werden. Ein Problem stellt in dieser Ar-
beit allerdings die geringe Anzahl von Patienten dar. Das fu¨hrte zu hypothetisch
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formulierten Patientensubgruppen (acht Patienten wurden einer Subgruppe zuge-
teilt, zwei einer weiteren, daru¨ber hinaus wurden zwei weitere hypothetische Sub-
gruppen formuliert). Des Weiteren wurde nur separat u¨ber die einzelnen Zeitreihen
das Cluster-Verfahren durchgefu¨hrt, ohne weitere Kombinationen von Merkmalen.
Andere Arbeiten zur Einteilung verschiedener Gangbilder anhand der Kinematik-
zeitreihen in bestimmte Kategorien basieren auf empirischer Beobachtung und Deﬁ-
nitionen [12, 35, 157, 174]. Derartige (vereinzelte) subjektive Erfahrungen sind in der
Ganganalyse durchaus sehr anerkannt und neue computerbasierte Methoden werden
anhand dieser validiert [136, 150].
Statistische Verfahren ohne empirisch vorausgewa¨hlte Merkmale: Die
Hauptkomponentenanalyse maximiert die Kovarianzinformation (z.B. aus allen Ab-
tastzeitpunkten in Zeitreihen oder daraus extrahierten Merkmalen) durch Linear-
kombination der Daten in einem unkorrelierten, virtuellen Raum, siehe Anhang C.
Durch Gewichtungsfaktoren werden signiﬁkante Bereiche sta¨rker mit einbezogen.
Im Idealfall ko¨nnen Klassentrennungen (z.B. Referenzpersonen und Patienten) in
dem neuen Raum ermittelt werden. In [39, 40] wurden Kinematikzeitreihen von 13
Patienten, die an Knie-Osteoarthritis (Gelenksentzu¨ndung) leiden, im Vergleich zu
37 Probanden ausgewertet. Die Methode wurde auch auf abgeleitete Merkmale aus
Zeitreihen wie Extremwerte oder Spannweiten angewandt [115].
Bei Verwendung bekannter Klasseneinteilungen kann mit a¨hnlicher Mathematik
durch die Diskriminanzanalyse die beste Merkmalskombination zur Trennung zwi-
schen den Klassen ermittelt werden [108]. Beispielsweise kann die Klasseneinteilung
‘physiologisch’ und ‘pathologisch’ oder ‘pre’- und ‘post’-therapeutischer Zustand
zum Ermitteln von A¨nderungseﬀekten durch eine Therapie lauten. Die Anwendung
der Methode zielt ebenfalls auf das Ermitteln signiﬁkanter Bereiche und der Reduk-
tion redundanter Information. In [68] wurde die Diskriminanzanalyse verwendet, um
aus Video-Bildern gesunde Probanden voneinander zu trennen.
Die Hauptkomponenten- bzw. Diskriminanzanalyse betrachten allerdings nur af-
ﬁne Zusammenha¨nge (Linearita¨t ohne translatorischen Anteil) in den Daten. Eine
klinische Interpretation in dem neuen Raum ist wegen der Merkmalskombination
sehr schwierig und wird oftmals vernachla¨ssigt [39, 68]. Zwar werden die Gewich-
tungsfaktoren aus der Linearkombination fallweise klinisch diskutiert, aber die un-
terschiedlichen Vorzeichen in der Linearkombination werden oftmals vernachla¨ssigt.
Dynamische Zusammenha¨nge in Zeitreihen (entsprechend zeitlichen Ableitungen),
die diese Analyse beru¨cksichtigen kann, werden aufgrund der Vielzahl der Merk-
malskombinationen nicht interpretiert [39, 115].
Das Ermitteln wichtiger Merkmale wurde in [18] durch eine heuristische Optimie-
rung gelo¨st, wobei als Merkmale die Abtastzeitpunkte von drei Kinetik-Zeitreihen
verwendet wurden. Untersucht wurden jeweils 28 Plattfuß-Patienten im Vergleich
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zu gesunden Probanden mit dem Ziel zwei operative Techniken zu validieren. Das
Ergebnis liefert bestimmte Abtastzeitpunkte in Zeitreihen, die zur Trennung der
beiden Klassen signiﬁkant sind. Diese Bereiche dienen als Hinweis fu¨r die Mediziner
im Sinne einer Datenreduktion.
Fourier- und Wavelet-Analysen: Auf Basis der Fourier-Koeﬃzienten und
anschließender Hauptkomponentenanalyse wurden Abweichungen von zwei ICP-
Patienten in Bezug zu 174 Referenzpersonen anhand der sagittalen Kinematikzeit-
reihen berechnet [159]. Durch die Methode la¨sst sich der gesamte Datenraum auf
wenige bzw. einen Parameter reduzieren, der das Gangverhalten von Patienten be-
schreibt. Allerdings richtet sich die Berechnung derartiger Parameter nicht nach dem
empirischen Analysevorgehen, so dass eine klinische Diskussion und Interpretation
des berechneten Ergebnisses nicht mo¨glich ist. Weiterhin ist eine gezielte Analy-
se von aussagekra¨ftigen Zeitreihenverla¨ufen durch das Zusammenfassen der ganzen
Zeitreihe in einem Parameter nicht mo¨glich.
Durch diskrete Fourier-Analysen lassen sich periodische Zeitreihen durch die Ko-
eﬃzienten vergleichen. In der Ganganalyse wurden beispielsweise gemessene Bo-
denreaktionskra¨fte von 26 gesunden Probanden mit 10 Patienten, die an einer
Knieerkrankung leiden, verglichen [134]. Untersuchte Fragestellungen sind hier das
Finden wesentlicher Frequenzen zur Unterscheidung von Patienten und Proban-
den. Problematisch ist allerdings die klinische Interpretation, die hier wenn u¨ber-
haupt nur in Ansa¨tzen erfolgt. Des Weiteren geht bei der Fourier-Analyse die Zeit-
Information verloren. Das ist bei der Wavelet-Analyse nicht der Fall, wobei auch
hier die sehr eingeschra¨nkte klinische Interpretation in der Literatur beklagt wird.
Daher kommen diese Methoden nur eingeschra¨nkt zur Datenvorverarbeitung zum
Einsatz [30, 69, 102].
Zur Beschreibung von Referenzdaten bietet die Berechnung eines Konﬁdenzinter-
valls u¨ber gesamte Zeitreihen eine Mo¨glichkeit [87]. Hierbei werden die kompletten
Zeitreihen mit der Fourier-Transformation im Bildbereich untersucht und verglichen.
Fuzzy Verfahren: Die Reduzierung von Messdaten auf wenige linguistische Va-
riablen wurde in [24, 97, 98, 99] vorgeschlagen. Hierbei werden die Daten (Zeitreihen)
durch Zugeho¨rigkeitsfunktionen in so genannte Zeitbereiche und darin gemittelte Si-
gnalbereiche eingeteilt. Mit einer Faktoranalyse werden die Bereiche gesucht, die die
gro¨ßten Unterschiede zwischen den untersuchten Daten-Gruppen liefern und diese
somit
”
erkla¨ren“. Mit der Fuzziﬁzierung wurde versucht, die Ergebnisse der Faktor-
analyse zu interpretieren. Um Schrittphasen zu erkennen, wurden in [5, 108] Fuzzy-
Klassiﬁkatoren verwendet. Die Anwendung der Methoden auf Daten der Gangana-
lyse bezogen sich bei den Arbeiten allerdings nur auf gesunde Menschen.
Um Sport-Bewegungsabla¨ufe zu optimieren, wurden in [131] Fuzzy-Regeln ent-
worfen, um bestimmte nichtlineare, multivariate Zusammenha¨nge zu formalisieren.
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Der Entwurf der Zugeho¨rigkeitsfunktionen und Regeln basierte hier allerdings auf
subjektivem Expertenwissen. Das Ziel ist die Erstellung einer allgemein gu¨ltigen Re-
gelbasis fu¨r spezielle Bewegungsﬁguren, die ein Ausgangsverhalten (z.B. Stabilita¨ts-
kriterien) mit ausgewa¨hlten Merkmalen (z.B. Position von Gelenken) maßgeblich
beeinﬂussen. Wegen der verwendeten starken Vereinfachungen und der subjektiven
Annahmen konnten die erhaltenen Regeln nur bedingt validiert werden.
Ku¨nstliche Neuronale Netze: Die Untersuchung der Fourier-Koeﬃzienten
der Knie- und Hu¨ft-Kinematikverla¨ufe wurde in [15] mit Hilfe Ku¨nstlicher Neuro-
naler Netze gezeigt und anhand von Phasendiagrammen (hier Hu¨ft- gegen Knie-
Verlauf) angewandt. Hierbei sind allerdings nur die Potenziale von Ku¨nstlichen
Neuronalen Netzen fu¨r die Klassiﬁkation von physiologischem und pathologischem
Gang gezeigt. Die Interpretation und charakterisierende Eigenschaften von Patienten
konnten nicht bzw. nur sehr eingeschra¨nkt erfolgen [14, 16, 64]. Ein weiteres Pro-
blem ist in der Arbeit erwa¨hnt, indem die Strukturen der Ku¨nstlichen Neuronalen
Netze problem- und anwendungsspeziﬁsch gewa¨hlt werden mu¨ssen. Daher ist die
Methode auf unterschiedliche Patientengruppen oder Fragestellungen nur bedingt
u¨bertragbar.
Verfahren mit mechanischem Modell: Unter Verwendung eines einfachen
mechanischen Modells (Pendel mit einer Punktmasse) wurden in [50] sechs Kinder,
die an infantiler Cerebralparese (ICP, Anhang A) leiden, mit sechs gesunden Kindern
verglichen. Beide Gruppen wurden bei unterschiedlichen Gehgeschwindigkeiten un-
tersucht. Die bei dieser pathologischen Gangart typische erho¨hte Beinsteiﬁgkeit (z.B.
durch erho¨hte Muskelverkrampfung) und verminderte Muskelkraft (z.B. durch redu-
zierte Muskelkontraktions-Fa¨higkeit, gro¨ßeres Sehnen zu Muskel-Verha¨ltnis) konnte
durch das Modell gezeigt werden. Die Quantiﬁzierung der Parameter fu¨r das rea-
le Verhalten kann wegen der groben Modellstruktur allerdings nicht erfolgen. Eine
Erho¨hung der Beinsteiﬁgkeit wird beispielsweise auch bei schnelleren Gehgeschwin-
digkeiten beim gesunden Menschen festgestellt. So wird oft dieses Krankheitsbild
mit dem Gangmuster von rennenden, gesunden Probanden verglichen [52]. Die Va-
riabilita¨t der Beinsteiﬁgkeit wurde in [113] anhand von 24 gesunden Probanden
untersucht. Dabei schwangen die Probanden ein Bein im gestreckten Zustand, das
anschließend mit einem einfachen Punktmasse-Feder-Pendel mathematisch beschrie-
ben wurde. Da¨mpfungen wurden hier allerdings nicht beru¨cksichtigt.
1.3 Oﬀene Fragen
In der medizinischen Praxis erfolgt – trotz vieler Forschungsarbeiten zu automati-
sierten Verfahren (siehe z.B. [8, 30, 31]) – der gesamte Entscheidungsprozess fast
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immer empirisch ohne eine automatisierte computergestu¨tzte Auswertung. Wesent-
liche Einschra¨nkungen der subjektiven Analysen sind, dass
 die Datenauswertung allein auf erfahrenen Experten beruht,
 die Schlussfolgerungen lediglich subjektiv begru¨ndet sind,
 das Wissen auf empirischer Erarbeitung basiert,
 langja¨hrige Erfahrung fu¨r bestimmte Patientengruppen notwendig ist und
 nur eine begrenzte Anzahl von Merkmalen simultan betrachtet werden ko¨nnen.
Aus den vorgestellten Arbeiten zur automatisierten Analyse von Gangdaten lassen
sich gemeinsame Probleme erkennen. Diese sind:
- Ausrichtung auf nur eingeschra¨nkte Fragestellungen, z.B. lediglich Klassiﬁkation
‘physiologisch’ und ‘pathologisch’, ungeachtet von weiteren Fragestellungen wie
Bevorzugung valider oder besser interpretierbarer Merkmale oder einer objekti-
ven Auswahl von Subgruppen [18, 39],
- Ignorieren inhomogener Klassen, die sich aus verschiedenen, oftmals unbekannten
Subklassen zusammensetzen, z.B. Zusammenfassen heterogener Patientenkollek-
tive zu einer Klasse [15, 152],
- Zuschneiden auf bestimmte Patientengruppen und damit mangelnde U¨bertrag-
barkeit auf andere Patientengruppen [76, 116, 136] oder Untersuchung nur weni-
ger Patienten, was zu mangelhaften statistischen Absicherungen fu¨hrt [109, 145],
- Verwendung empirisch ermittelter Merkmale, die erst danach auf Relevanz
bezu¨glich einer Problemstellung untersucht werden [35, 152],
- Betrachtung eines eingeschra¨nkten Teils des gesamten Datenraumes und damit
Fokussierung auf nur wenige Merkmale im Vergleich zu empirischen diﬀerenzier-
ten Analysen [60, 118],
- Fehlende Transparenz und schwierige Interpretation der Ergebnisse im Hinblick
auf klinische Vorgehensweisen, d.h. komplizierte Verknu¨pfung einer Vielzahl von
Merkmalen, z.B. mit Ku¨nstlichen Neuronalen Netzen, statistischen Klassiﬁkato-
ren, Transformation durch Hauptkomponentenanalyse [30, 39, 87, 115, 182].
Insbesondere fu¨r den letztgenannten Punkt ist bei der Ganganalyse zu beachten,
dass eher die Nachvollziehbarkeit des Lo¨sungsweges zum berechneten Ergebnis als
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das Ergebnis selbst im Vordergrund steht. Der Lo¨sungsweg ist durch relevante Merk-
male, Wirkungsrichtungen und Zusammenha¨nge zwischen Merkmalen gekennzeich-
net, z.B. Erkennung von Symptomen zur Diagnose → Therapieplanung → Thera-
pievalidierung. Die beiden wichtigen Aspekte bei der automatisierten Datenanalyse
mit Merkmalsextraktion/-auswahl und Auswertung/Klassiﬁkation werden in die-
sen Arbeiten nur bedingt gemeinsam betrachtet und gelo¨st. Weiterhin fehlt eine
Software-Lo¨sung, die eine Anwendung von Data Mining Methoden bei Gangdaten
unterstu¨tzt.
1.4 Ziele und Aufgaben
Durch die vorliegende Arbeit sollen die Gebiete
”
Ganganalyse“ mit ihren oﬀenen
Fragen und
”
Data Mining Methoden“ zusammengefu¨hrt werden. Dazu mu¨ssen die
klinischen Fragen ermittelt, fu¨r Data Mining Methoden geeignet formalisiert und auf
die Lo¨sbarkeit untersucht werden. So ist sowohl die klinische Anbindung als auch
der methodische Entwicklungsprozess zu integrieren (Beachtung der Schnittstelle
”
Klinik“ ↔
”
Data Mining Methoden“). Dazu mu¨ssen sowohl bestehende Methoden
weiterentwickelt als auch neue Methoden im Bereich der Ganganalyse eingesetzt und
entsprechend angepasst werden. Insbesondere soll eine verbesserte Lo¨sung zu den in
Abschnitt 1.3 gezeigten oﬀenen Fragen durch
 die Betrachtung erweiterter klinischer Fragestellungen (z.B. Quantitative Be-
stimmung des pathologischen Ausmaßes, Charakterisierung eines Patientenkol-
lektives oder der darin enthaltenen Subgruppen, siehe Tabelle 1.1), d.h. die Ver-
besserung der Schnittstelle
”
Mensch → Maschine“,
 die Beru¨cksichtigung heterogener Patientenkollektive, worin unbekannte Sub-
gruppen mit unterschiedlichen Symptomen und Therapieaussichten mo¨glicher-
weise vorhanden sind,
 die Entwicklung von Auswertungsprozeduren, die unabha¨ngig von den gegebenen
Patientengruppen sind,
 die objektivere Auswertung der Daten, um den subjektiven Einﬂuss bei der Da-
tenvorauswahl zu reduzieren,
 die Betrachtung des gesamten Datenraumes sowie
 eine transparente, interpretierbare Vorgehensweise, d.h. die Verbesserung der
Schnittstelle
”
Maschine → Mensch“ durch Einbezug von Apriori-Wissen
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gefunden werden. Existierende Verfahren (acht Gruppen aus Abschnitt 1.2.2) sind
entweder gut interpretierbar, beschra¨nken aber durch subjektive Vorauswahl den
Datenraum, oder erfassen den kompletten Datenraum, sind aber durch kompliziert
verknu¨pfte Rechenschritte nicht interpretierbar, siehe Anhang B.
Die vorliegende Arbeit soll ein Konzept erarbeiten, das die Vorteile aus den acht
Einteilungen miteinander verbindet. Dazu sollen existierende Data Mining Verfahren
modiﬁziert und angewendet werden, damit die in Tabelle 1.1 genannten unterschied-
lichen klinischen Aufgaben gelo¨st werden ko¨nnen. Beispielsweise sollen
- wesentliche Gangsto¨rungen als pathologische Abweichung von Patientenkollekti-
ven quantiﬁziert,
- charakteristische Merkmale ohne subjektiven Einﬂuss automatisiert erkannt und
- Subgruppen gefunden und charakterisiert werden.
Die Ergebnisse mu¨ssen wahlweise das gesamte Kollektiv oder einzelne Patienten
beschreiben. Die modiﬁzierten Verfahren sollen sowohl fu¨r die Diagnose als auch
fu¨r die Therapie einsetzbar sein. Somit ko¨nnen Fragestellungen wie
”
Wodurch ist
das Patientenkollektiv vor der Therapie charakterisiert?“,
”
Wie a¨ndern sich diese
Merkmale durch die Therapie?“ oder
”
Existieren Subgruppen und haben sie eine
Auswirkung auf die Therapie?“ untersucht werden.
Grundlegende Voraussetzungen wie z.B. die Robustheit gegen
”
Ausreißer“ und
Messfehler, die Akzeptanz fehlender Daten oder Extraktion relevanter Informatio-
nen sind zudem zu erfu¨llen. Die Vorteile von computerbasierten Analysen, wie z.B.
simultane Betrachtung sehr vieler Merkmale oder Auswertung gesamter Patienten-
gruppen, sollen dabei ausgenutzt werden, um den Einschra¨nkungen der subjektiven
Analyse entgegenzuwirken.
Die modiﬁzierten Methoden sollen einen Beitrag zur Gewinnung von globalem,
quantiﬁzierbarem Wissen u¨ber ein ganzes Patientenkollektiv liefern und die subjek-
tive klinische Einscha¨tzung von Patienten unterstu¨tzen [8, 31, 146]. Dadurch sollen
auch weniger erfahrene Mediziner auf dem Gebiet einen besseren Zugang bei der
Einarbeitung in die komplexen Gangpathologien erhalten (Verbesserung der
”
Lern-
kurve“).
In dieser Arbeit werden zuna¨chst die zur Verfu¨gung stehenden Datensa¨tze und
die Vorgehensweise bei der subjektiven Analyse beschrieben (Kapitel 2). Dabei wird
versucht, das eher zerstreute und wenig zusammenha¨ngende empirische Wissen bei
der Analyse zu sammeln und Gesetzma¨ßigkeiten sowie Systematisierungen daraus
abzuleiten [88].
Die Systematik wird anschließend als computerbasierte Vorgehensweise nachge-
bildet (Kapitel 3). Durch eine modulare rechnergestu¨tzte Analysemethodik lassen
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sich klinische Problemformulierungen lo¨sen, die derzeit nur mit den Einschra¨nkun-
gen aus Abschnitt 1.3 gelo¨st werden [90, 94, 95].
Um die hier erarbeitete Methodik auch im klinischen Alltag einsetzen zu ko¨nnen,
ist ein benutzerfreundlicher Zugang notwendig. Dazu sind alle vorgestellten Metho-
den in Form einer Softwaretoolbox mit einer graﬁschen Bedienoberﬂa¨che zu imple-
mentieren [96] und in MATLAB [156] zu realisieren (Kapitel 4).
Die erfolgreiche Anwendung der Arbeit wird mit Datensa¨tzen verschiedener
Krankheitsbilder aufgezeigt (Kapitel 5). Zur Validierung der Arbeit werden die Er-
gebnisse mit bekannten Ergebnissen aus der Literatur verglichen [136, 152, 159].
Daru¨ber hinaus werden eine Reihe neuer Erkenntnisse in der Ganganalyse vorge-
stellt [88, 90, 91, 93, 94].
Nach einer Zusammenfassung (Kapitel 6) beﬁnden sich im Anhang Angaben
u¨ber Begriﬀe, kompakte Einfu¨hrungen in weiterfu¨hrende Analysemethoden sowie
Erga¨nzungen zu den zur Verfu¨gung stehenden Datensa¨tzen.
2 Datenbeschreibung und
empirische Analyse
2.1 Beschreibung der Datensa¨tze und Krank-
heitsbilder
Die Datensa¨tze (Rohdaten), die fu¨r diese Arbeit zur Verfu¨gung standen, setzen sich
aus folgenden Gruppen zusammen:
 ein Referenzkollektiv bestehend aus 10 Probanden (Durchschnittsalter 33±13
Jahre) ohne orthopa¨dische Einschra¨nkungen bei drei unterschiedlichen, selbst
gewa¨hlten Gehgeschwindigkeiten (langsam, REF,L; mittel, REF,M; schnell,
REF,S) auf dem Laufband (6 Kamerasystem Motion Analysis, Santa Rosa, CA,
USA [1]),
 ein Referenzkollektiv bestehend aus 10 Probanden (REF,K Durchschnittsalter
10±6 Jahre) ohne orthopa¨dische Einschra¨nkungen bei selbst gewa¨hlter mittlerer
Gehgeschwindigkeit ohne Laufband (6 Kamerasystem, Vicon Motion Systems,
Oxford, England),
 43 infantile Cerebralparese (ICP) Patienten (Durchschnittsalter 6±2 Jahre)
mit diplegischem (beidseitigem), dynamischen Spitzfuß zu pre-therapeutischen
(ICP,PRE) und post-therapeutischen (ICP,POST) Untersuchungen ca. sechs
Wochen (U1) und ca. vier bis sechs Monate (U2) nach einer Botulinum-Toxin-
Therapie (6 Kamerasystem, Vicon Motion Systems, Oxford, England), sowie
 29 inkomplett querschnittgela¨hmte (SCI) Patienten (Durchschnittsalter
50±18 Jahre) zu mehreren (unterschiedlichen) Untersuchungszeitpunkten vor
(SCI,PRE), wa¨hrend und nach einer Therapie (SCI,POST) durch Laufbandlo-
komotion mit jeweils individuell angepasster Gehgeschwindigkeit und teilweiser
Ko¨rpergewichtsentlastung (6 Kamerasystem Motion Analysis, Santa Rosa, CA,
USA).
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Die Rohdaten bestehen aus Zeitreihen und Einzelmerkmalen und dienen hier
als Lerndatensatz fu¨r die computergestu¨tzte Analyse. Der Begriﬀ
”
Merkmale“ wird
als Oberbegriﬀ fu¨r Zeitreihen und Einzelmerkmale verwendet1. Die Zeitreihen sind
Kinematikverla¨ufe einzelner Gelenke aus den drei Raumrichtungen, z.B. sagittale
Gelenkwinkelverla¨ufe des Knies oder der Hu¨fte. Die verschiedenen Gelenkwinkelstel-
lungen und -bewegungen sind orthopa¨disch unterschiedlich bezeichnet, die allerdings
in dieser Arbeit durch die Kategorisierung vereinheitlicht wird, siehe Anhang A, Ta-
belle Tabelle A.1 und Abschnitt 3.3. Beispielsweise wird die Bewegung des Sprungge-
lenks von der sagittalen Ko¨rperseite als Dorsalﬂexion (cranial, nach oben
”
zum Kopf
hin“) bzw. Plantarﬂexion (distal, nach unten
”
zum Fuß hin“) bezeichnet. Ebenfalls
von der sagittalen Ebene (von der Ko¨rperseite betrachtet) sind andere Gelenke wie
das Knie als Flexion (Beugung) bzw. Extension (Streckung) oder das Becken mit
Anterior (nach vorne) Posterior (nach hinten) beschrieben. Aus technischer Sicht
lassen sich diese Unterschiede allerdings einheitlich benennen (Drehung um die je-
weilige Gelenkachse in sagittaler Ebene, mathematisches Vorzeichen in Anlehnung
an orthopa¨dische Richtung). Die Zeitreihen beschreiben einen vollsta¨ndigen Gang-
zyklus (GZ), der in funktionelle und standardisierte Abschnitte unterteilt ist, z.B.
Stand- und Schwungphase, siehe Anhang A.
Da bei den hier zur Verfu¨gung stehenden Datensa¨tzen nur sehr vereinzelt Ki-
netikverla¨ufe der Gelenke und Muskelaktivita¨ten (EMG) vorhanden sind, werden
diese im Folgenden nicht weiter betrachtet. Die hier entwickelten Analysemethoden
sind allerdings fu¨r die allgemeine Auswertung von Gangdaten einsetzbar, so dass sie
auch auf weitere Daten anwendbar sind.
Als Einzelmerkmale werden in dieser Arbeit Daten ohne Zeitverlauf bezu¨glich
des Gangzyklus beschrieben. Bei den Rohdaten sind dies entweder Personenbasis-
daten (Alter, Gewicht, . . . ) oder Raum-Zeit-Parameter (Kadenz, Gehgeschwindig-
keit, . . . ) oder bei den SCI-Patienten auch die subjektive, medizinische Einscha¨tzung
der Gangqualita¨t. Daneben existieren einige Informationen, die mit Unsicherheiten
verbunden, schwer formalisierbar und oftmals unvollsta¨ndig sind. Diese Informatio-
nen ko¨nnen unter Umsta¨nden durch
”
nachfragen“ erhalten werden, wie z.B. klinische
Hinweise zur Handhabung der Daten, Bevorzugung bestimmter Merkmalsarten, un-
terschiedliche Messqualita¨t der Merkmale oder empirisches Wissen.
2.1.1 Referenzdaten
Die Daten des Referenzkollektives bestehen aus 10 Probanden ohne orthopa¨dische
Einschra¨nkungen, die auf dem Laufband bei drei individuell gewa¨hlten Gehgeschwin-
1Jeder Abtastzeitpunkt einer Zeitreihe kann wiederum als Merkmal aufgefasst werden; eine
komplette Zeitreihe als ”Sammlung“ mehrerer Merkmale.
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digkeiten (langsam, mittel, schnell) aufgezeichnet worden sind, siehe Tabelle 2.1. Es
wurden zwischen 14 und 41 Schritten gemessen. Dieses Kollektiv wird hier zum
Vergleich der inkomplett querschnittgela¨hmten Patienten verwendet, da sie unter
vergleichbaren Bedingungen im selben Labor vermessen worden sind.
Zeitreihen fu¨r linke/rechte Ko¨rperseite
Becken (3 Ko¨rperebenen: Anterior/ Posterior, Kranial/ Kaudal, Innen-/ Au-
ßenrotation), Hu¨fte (3 Ko¨rperebenen: Flex-/ Extension, Ab-/ Adduktion,
Innen-/ Außenrotation), Knie (3 Ko¨rperebenen: Flex-/ Extension, Ab-/ Ad-
duktion, Innen-/ Außenrotation), Sprunggelenk (3 Ko¨rperebenen: Flex-/ Ex-
tension, Ab-/ Adduktion, Innen-/ Außenrotation), Ellenbogen (Flex-/ Exten-
sion), Schulter (2 Ko¨rperebenen: Flex-/ Extension, Ab-/ Adduktion)
Einzelmerkmal
Alter
Tabelle 2.1: U¨berblick der Referenzdaten auf dem Laufband REF,L; REF,M;
REF,S.
Ein weiteres Referenzkollektiv besteht aus 10 Kindern ohne orthopa¨dische Ein-
schra¨nkungen, bei denen die Gangdaten bei selbstgewa¨hlter, mittlerer Gehgeschwin-
digkeit frei gehend durch den Raum erhoben sind, siehe Tabelle 2.2. Die Anzahl der
aufgezeichneten Schritte betra¨gt zwischen 4 und 10. Dieses Kollektiv dient zum
Vergleich der ICP-Patienten (Datenerhebung im selben Labor unter vergleichbaren
Bedingungen).
Zeitreihen fu¨r linke/rechte Ko¨rperseite
Oberko¨rper* (3 Ko¨rperebenen), Becken (3 Ko¨rperebenen), Hu¨fte (3 Ko¨rper-
ebenen), Knie (3 Ko¨rperebenen), Sprunggelenk (2 Ko¨rperebenen: Flex-/ Ex-
tension, Innen-/ Außenrotation)
Einzelmerkmale
Alter, Kadenz, Gehgeschwindigkeit, Doppelschrittla¨nge, Dauer Doppelschritt,
fu¨r jeweils linke/rechte Ko¨rperseite: Fußablo¨sung (in % GZ, Standphase), Ende
der Einzelunterstu¨tzungsphase (in % GZ), Beginn der Einzelunterstu¨tzungs-
phase (in % GZ), Schrittla¨nge
Tabelle 2.2: U¨berblick der Referenzdaten ohne Laufband REF,K
(GZ=Gangzyklus). * Unvollsta¨ndige Daten, die auch durch
die Datenvorverarbeitung nicht rekonstruiert werden konnten, da
fu¨r mehrere Probanden diese Daten nicht aufgezeichnet wurden.
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2.1.2 Infantile Cerebralparese (ICP) Patienten
Die infantile Cerebralparese beschreibt ein Krankheitsbild, bei dem bestimmte Hirn-
regionen irreparabel gescha¨digt wurden, z.B. infolge Sauerstoﬀmangels wa¨hrend der
Geburt, siehe Anhang A und [36, 52, 150, 152, 174]. Ein Resultat dieser Scha¨di-
gung ist eine motorische Beeintra¨chtigung, insbesondere das Auftreten einer Hy-
peraktivita¨t von Muskeln. Diese Muskelspastiken schra¨nken die Patienten z.T. in
erheblichem Maße ein und fu¨hren langfristig zu Gelenkfehlstellungen, Kontraktu-
ren (Dauerverku¨rzung eines Muskels mit daraus folgender Gelenkfehlstellung) und
zu einem eingeschra¨nkten La¨ngenwachstum. Als Therapiemo¨glichkeiten stehen ir-
reversible chirurgische Eingriﬀe am Bewegungsapparat (z. B. Muskel- bzw. Sehnen-
transplantationen oder -verla¨ngerungen, Korrekturen am kno¨chernen Bewegungs-
apparat) zur Verfu¨gung [161]. Mittels der Injektion von Botulinum-Toxin in die
spastische Muskulatur kann die Hyperaktivita¨t voru¨bergehend vermindert und so-
mit die Progredienz der Problematik verlangsamt werden [59, 81, 152]. Die gro¨ßten
Eﬀekte werden innerhalb der ersten drei Monate erzielt. Dadurch ko¨nnen andere,
schwa¨chere Muskelgruppen wirksam werden, die vorher wegen der eingeschra¨nkten
Gelenkbewegung durch den spastischen Muskel nicht zum Einsatz kamen [158].
Daru¨ber hinaus kann eine Normalisierung des Gangbildes bei nicht so stark aus-
gepra¨gter ICP auch durch den Einsatz von Orthesen oder Gipsverba¨nden erreicht
werden.
Fu¨r die Analyse steht in dieser Arbeit ein Datensatz von 43 Spitzfuß-ICP-
Patienten (Pes Equinus) zu drei Untersuchungsterminen (PRE - Voruntersuchung,
U1 bzw. U2 - nach einer Behandlung) zur Verfu¨gung. Hierbei fanden bei allen Pa-
tienten die Nachuntersuchungen U1 bzw. U2 durchschnittlich 6 Wochen bzw. 4 bis 5
Monate nach einer Behandlung statt. Die Anzahl der untersuchten Schritte variiert
zwischen 2 und 16 Schritten, da es bei dieser Patientengruppe teilweise schwierig
ist, eine einheitliche Anzahl von Schritten aufzunehmen, siehe im Anhang Tabel-
le E.7. Alle Messungen wurden ohne Laufband aufgezeichnet, d.h. wa¨hrend dem
freien Gehen durch den Raum, siehe auch Tabelle 2.3. Behandelt wurden diese Pa-
tienten durch eine Botulinum-Toxin-Injektion mit individuellen Dosierungen. Daten
fu¨r eine Kontrollgruppe, die keine Therapie erhielt, stehen hier nicht zu Verfu¨gung
Wichtige klinische Fragestellungen bei der Datenanalyse sind die Charakterisie-
rung der gesamten Patientengruppe im pre-therapeutischen Zustand sowie das Er-
mitteln unterschiedlicher Gangmuster (Subgruppen). Weiterhin sind soweit mo¨glich
prognostische Einscha¨tzungen durch die Therapie zu geben und deren A¨nderungs-
eﬀekte im Gangbild zu ermitteln.
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Zeitreihen fu¨r linke/rechte Ko¨rperseite
Oberko¨rper* (3 Raumrichtungen) Becken (3 Ko¨rperebenen), Hu¨fte (3
Ko¨rperebenen), Knie (3 Ko¨rperebenen), Sprunggelenk (2 Ko¨rperebenen:
Flex-/ Extension, Innen-/ Außenrotation)
Einzelmerkmale
Gewicht, Alter, Kadenz, Gehgeschwindigkeit, Doppelschrittla¨nge, Dauer Dop-
pelschritt, Botulinum-Toxin-Dosierungen (in patientenindividuelle Muskelgrup-
pen: Gastrocnemius, Soleus, Ischios, Rectus Femoris, Tibialis Anterior, Ad-
ductor) fu¨r jeweils linke/rechte Ko¨rperseite: Fußablo¨sung (in % GZ, Stand-
phase), Ende der Einzelunterstu¨tzungsphase (in % GZ), Beginn der Einzelun-
terstu¨tzungsphase (in % GZ), Schrittla¨nge,
Tabelle 2.3: U¨berblick der ICP-Daten (GZ=Gangzyklus). * Unvollsta¨ndige Da-
ten, die auch durch die Datenvorverarbeitung nicht rekonstruiert
werden konnten, da fu¨r mehrere Patienten an einem Untersuchungs-
termin diese Daten nicht aufgezeichnet worden sind.
2.1.3 Inkomplett querschnittgela¨hmte (SCI) Patienten
Im Gegensatz zu komplett Gela¨hmten sind bei inkomplett Querschnittgela¨hmten
aufgrund einer teilweisen Scha¨digung des Ru¨ckenmarks bestimmte Muskeln nicht
oder nur eingeschra¨nkt willku¨rlich ansteuerbar [56, 90]. Zusa¨tzlich ist die senso-
rische Ru¨ckkopplung gesto¨rt. Die La¨hmungsho¨hen in der Wirbelsa¨ule und dessen
Ursachen sind sehr patientenindividuell. Je nach Ausmaß der Scha¨digung ko¨nnen
die funktionellen Einschra¨nkungen bis zu einem totalen Verlust von motorischen
Grundfunktionen (z.B. Gehen/Stehen) reichen. Eine vielfach eingesetzte Therapie
zur Verbesserung des Gehvermo¨gens besteht in der Laufbandlokomotion, bei der
die Patienten unter teilweiser Ko¨rpergewichtsentlastung mobilisiert werden. Thera-
pieziele sind die Wiederherstellung der Gehfunktion bis zum selbsta¨ndigen Gehen,
das Erreichen einer angemessener Geschwindigkeit und Ausdauer sowie eine Norma-
lisierung des Gangbildes [7, 57]. Aufgrund der individuellen Ausfallmuster ist das
Gangbild extrem heterogen.
Zur Analyse steht hier ein Datensatz mit 30 Patienten (19 vor und nach der Lauf-
bandlokomotion, 11 nur vor der Therapie) zur Verfu¨gung. Bei den 19 Patienten wur-
den zwischen 2 und 8 Nachuntersuchungen zu patientenindividuellen Zeitpunkten
bei unterschiedlichen Messmodalita¨ten durchgefu¨hrt (mit/ohne Gewichtsentlastung,
Halten am Barren, . . . ). Die Anzahl der aufgezeichneten Schritte betra¨gt zwischen
5 und 86. Alle Messungen wurden auf dem Laufband durchgefu¨hrt, wobei manche
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Patienten durch teilweise Gewichtsentlastung bzw. Halten am Barren unterstu¨tzt
wurden, siehe auch Tabelle 2.4. Ein Einschlusskriterium fu¨r Auswertungen in der
vorliegenden Arbeit ist die Verwendung von Patienten mit einem WISCI-Index (s.
unten) kleiner 20 zur PRE-therapeutischen Untersuchung (Patienten, die wesentli-
che funktionelle Beeintra¨chtigungen haben). Dadurch reduziert sich der Datensatz
auf 23 Patienten (15 vor und nach der Therapie, 8 nur vor der Therapie).
Zeitreihen fu¨r linke/rechte Ko¨rperseite
Oberko¨rper* (3 Raumrichtungen), Becken (3 Raumrichtungen), Hu¨fte (3
Raumrichtungen), Knie (3 Raumrichtungen), Sprunggelenk (3 Raumrichtun-
gen), Ellenbogen, Schulter (2 Raumrichtungen)
Einzelmerkmale
Alter, Geschlecht, Gro¨ße, Gewicht, La¨hmungseintritt, La¨hmungsho¨he, Ursache,
Gewichtsentlastung, Gehdauer, Gehgeschwindigkeit, Halten am Barren, Daten
zur Laufbandtherapie (Gehgeschwindigkeit, Gewichtsentlastung), WISCI-Index,
ASIA-Index (links/rechts fu¨r Arme und Beine), Visuelle Analog Skala (VAS, von
drei Experten A, B, C), Hilfsmittel linker/rechter Fuß
Tabelle 2.4: U¨berblick der SCI-Daten. * Unvollsta¨ndige Daten, die auch durch
die Datenvorverarbeitung nicht rekonstruiert werden konnten, da fu¨r
mehrere Patienten an einem Untersuchungstermin diese Daten nicht
aufgezeichnet worden sind.
Zur klinischen Untersuchung und Dokumentation dieser Patienten werden
zusa¨tzlich Skalen verwendet. Diese beurteilen beispielsweise die motorischen und
sensorischen Fa¨higkeiten (z.B. ASIA, American Spinal Injury Association, zum Er-
mitteln der Beru¨hrungs- und Schmerzempﬁndlichkeit sowie aktive Bewegungsfa¨hig-
keit [33, 57]), spezielle Leistungsfa¨higkeiten (WISCI, Walking Index for Spinal Cord
Injury, bewertet Abha¨ngigkeit von Gehhilfen und erreichte Gehstrecke [43]) oder die
visuelle Gesamteinscha¨tzung durch Experten (VAS, visuelle analog Skala [41, 127]),
siehe Anhang A. Diese Skalen dokumentieren aber nur bedingt die funktionelle
Gehfa¨higkeit anhand der Gang-Kinematik (Gangqualita¨t). Weiterhin sind sie un-
tersucherabha¨ngig [127, 141].
Eine wichtige klinische Fragestellung bei SCI-Patienten ist die Bestimmung einer
globalen, quantitativen Gangqualita¨t, die den Grad der Pathologie aus der Gang-
Kinematik in einem u¨bergreifenden Gu¨temaß beschreibt. Die Bestimmung einer
Gangqualita¨t dient beispielsweise der Dokumentation von Rehabilitationsverla¨ufen.
Weitere klinische Fragestellungen sind die Charakterisierung des Patientenkollek-
tives (inkl. zuna¨chst unbekannter Subklassen) und die quantitative Beschreibung
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relevanter A¨nderungen. Von besonderem Interesse ist die quantitative Prognose der
zu erwartenden Therapieauswirkungen aus einer Ganganalyse vor der Therapie.
Das mittelfristige klinische Ziel besteht darin, fu¨r jeden Patienten die individuel-
le aussichtsreichste Therapieoption auszuwa¨hlen und aussichtslose und langwierige
Therapien zu vermeiden. Wegen der Komplexita¨t des Sachverhalts und ungelo¨ster
Fragen (z.B. la¨sst sich die Gangqualita¨t quantiﬁzieren, existieren charakteristische
Merkmale der Patienten die sich durch die Therapie normalisieren) dazu ist eine
Entscheidungsunterstu¨tzung notwendig.
2.2 Schwierigkeiten und Analysevoraussetzungen
Die Erhebung der Messdaten erfolgt wa¨hrend des klinischen Alltages mit dem unmit-
telbaren Ziel einer konkreten Nutzung (subjektive, gezielte Analyse). Dabei fehlen
oftmals standardisierte Datenbanken. Erste Lo¨sungen hierzu sind bereits vorgeschla-
gen und sind in Erprobung [130]. Messungen werden dabei untersucherabha¨ngig mit
Variationen durchgefu¨hrt oder sind manuell dokumentiert (z.B. Botulinum-Toxin-
Dosierungen). Messungen fu¨r reine Forschungsarbeiten ko¨nnen kaum geleistet wer-
den, deren Qualita¨tsanspru¨che werden nur bedingt eingehalten (z.B. vollsta¨ndige
Datenaufnahme). Fu¨r eine subjektive Analyse sind derartige Messaufnahmen sel-
ten problematisch, da der Untersucher Vorwissen u¨ber die Patienten nutzt oder
logisches Modellversta¨ndnis einbezieht (z.B. Nichtbeachtung fehlender Daten). Dies
kann bei der reinen computerbasierten Analyse nicht genutzt werden. Daher mu¨ssen
bestimmte Voraussetzungen erfu¨llt sein, indem typische Schwierigkeiten klinischer
Daten behoben werden. Diese und insbesondere die der hier zur Verfu¨gung stehenden
Gangdaten sind [82, 90, 123]:
Heterogenita¨t: Individuell unterschiedliche Laufmuster und Kompensationsme-
chanismen innerhalb einer Patientengruppe gleichen Krankheitstyps (U¨berla-
gerung des Grundmusters und individuelle Eﬀekte), unterschiedliche Grund-
muster bei gleichen Krankheitstypen (heterogenes Patientenkollektiv), intra-
individuelle Unterschiede (schlechte Reproduzierbarkeit der einzelnen Schritte
bei einem Patienten), unterschiedliche Motivation der Patienten (psychologi-
sche Hemmungen, insbesondere bei Kindern, individuelle Therapiefortschrit-
te).
Messfehler: Subjektives (ungleiches) Anbringen von Messapparaturen an Perso-
nen (z.B. fehlerhaftes Bekleben oder Verrutschen der Marker, dadurch ent-
steht ein zusa¨tzlicher Oﬀset in Gelenkwinkel-Zeitreihen), verdeckte Marker
oder ungu¨nstige Winkel der Marker-Trajektorien zu den Kameras wa¨hrend
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des Gehens (dadurch fehlen einzelne Gelenkwinkel-Zeitreihen), pathologi-
sche Ausfallerscheinungen (z.B. Ermittlung von Fersenaufsetzpunkt bei Spitz-
fußga¨ngern, Verfa¨lschung des Gangbildes durch unpra¨zises Auftreten auf
Kraftmessplatten).
Messmodalita¨ten, fehlende Daten: Unterschiedliche Datenerfassung (an den
Patienten angepasste Messbedingungen wie Gehgeschwindigkeit, Gehhilfen,
Ko¨rpergewichtsentlastung, usw.), klinische Untersuchungsvarianten (zusa¨tz-
liche individuelle Messungen, z.B. verschiedener Muskelgruppen, Sauerstoﬀ-
verbrauch-, Kinetik-Daten), unterschiedliche Anzahl von Messaufnahmen
(mehrere Untersuchungszeitpunkte zu unterschiedlichen zeitlichen Absta¨nden
wa¨hrend des Rehabilitationsverlaufs, unterschiedliche Anzahl aufgezeichneter
Gangzyklen, wenn z.B. Patient nicht la¨nger laufen kann).
Unsicherheiten, schwer formalisierbare Einscha¨tzungen: Subjektive klini-
sche Einscha¨tzung der Gangcharakteristik, -qualita¨t, usw., Bevorzugung von
Messungen, wie sagittale Ko¨rperseite, ho¨here Verla¨sslichkeit von Messungen
bestimmter Bereiche in Winkelverla¨ufen.
Oftmals entstehen solche Schwierigkeiten aus Zeit- und Kostendruck im klinischen
Alltag. Allerdings sind die Schwierigkeiten auch bei einer computerbasierten Ana-
lyse zu beachten und mo¨glichst zu beheben. Die Ergebnisse du¨rfen dadurch nicht
beeinﬂusst werden.
2.3 Empirische Analyse von Gangdaten
Bei der Analyse von Gangdaten im klinischen Alltag sind gewisse Unklarheiten
und unpra¨zis formalisierbare Expertenregeln Stand der Technik. Das Wissen wird
durch praktische Erfahrungen erarbeitet oder weitergegeben, ist allerdings nirgends
in Fachliteratur gebu¨ndelt zusammengefasst [127, 136, 146]. Der Bedarf derartiger
Formalisierungen durch computerbasierte Analysen ist hoch [77, 157].
Um Data Mining Methoden fu¨r die vorliegende Arbeit zur Auswertung von Gang-
daten zu modiﬁzieren, ist eine Formalisierung der klinischen Vorgehensweise bei
der Merkmalsextraktion notwendig. Dadurch soll die klinische Auswertung rechner-
gestu¨tzt nachgebildet werden, siehe Abschnitt 1.4.
Anhand der zur Verfu¨gung stehenden Krankheitsbilder (ICP und SCI) wird an-
schließend demonstriert, welche Aussagen und Regeln daru¨ber durch Expertenin-
terviews und Fachliteratur erhalten werden ko¨nnen. Auf derartige Aussagen wird
spa¨ter beim Vergleich der Ergebnisse durch Anwendung der modiﬁzierten Data Mi-
ning Methoden Bezug genommen.
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2.3.1 Merkmalsextraktion und Vorgehensweise
Durch eine Literaturanalyse [30, 120, 149, 159, 174] und Interviews [4, 89, 108, 175]
wurde versucht, allgemeine Gesetzma¨ßigkeiten bei der Art der Merkmalsextraktion
aus Zeitreihen zur klinischen Interpretation zu ﬁnden. Dabei ﬁel auf, dass sich er-
fahrene A¨rzte an Merkmalsarten wie
1. minimalen und maximalen Werten sowie deren Positionen in der Zeitreihe,
2. Spannweiten und Mittelwerten,
3. Kurvensteigungen,
4. (intra-)individuellen Streuungen (Reproduzierbarkeit der Zeitreihe bei mehre-
ren Schritten),
5. charakteristischen Unterschieden zu Zeitreihen bei einem normalen Gangbild,
6. Unterschieden zwischen der linken und der rechten Ko¨rperseite sowie
7. bestimmten charakteristischen Kurvenformen
orientieren [88]. Die Merkmale werden global u¨ber die gesamte Zeitreihe oder lokal
in semantisch deﬁnierten Abschnitten (Stand- und Schwung- sowie weitere sieben
Schrittphasen) erhoben, siehe Anhang A. Daru¨ber hinaus konnte festgestellt wer-
den, dass bestimmte Merkmale unterschiedlich bevorzugt werden, wie z.B. Merkma-
le von der sagittalen vor den anderen beiden Ko¨rperseiten [60]. Weiterhin werden
auch Raum-Zeit-Parameter (siehe Abschnitt 1.2.1) bei der klinischen Analyse mit
einbezogen. Sie ko¨nnen als weitere Gruppe aufgefu¨hrt werden. Der Fokus bei der
Entwicklung von Data Mining Methoden liegt hier allerdings auf extrahierten Merk-
malen aus den Kinematikzeitreihen. Erst in der Anwendung in Kapitel 5 werden die
Raum-Zeit-Parameter mit verwendet.
Je nach Pathologie und Aufgabenstellung (Diagnose, Beschreibung der typischen
Eigenschaften eines Patientenkollektives, Therapieentscheidungen, Beurteilung von
Therapieerfolgen) werden neben dem eher unterbewusst wirkenden
”
Gesamtbild“
nur wenige informationstragende Merkmale aus diesen sieben Merkmalsarten be-
trachtet. Fu¨r andere Pathologien sind diese speziﬁschen Merkmale nicht verwendbar.
Eine weitere Auswahl erfordert wiederum langja¨hrige Erfahrung. Bei redundanten
Informationen werden bestimmte Merkmale bevorzugt, z.B. wegen ihrer besseren In-
terpretierbarkeit oder einer ho¨heren Messgenauigkeit. Arbeiten auf dem Gebiet der
statistischen, quantitativen Ganganalyse stu¨tzen sich meist auf empirisch ausgewa¨hl-
te Merkmale aus den ersten drei Merkmalsarten, siehe Kapitel 1.2.2 und [30, 60].
Der Vorteil eines empirischen Entwurfes besteht darin, dass Apriori-Wissen und
logisches Problemversta¨ndnis einbezogen werden und der Experte eine hohe Krea-
tivita¨t und Flexibilita¨t bei der Merkmalsextraktion beisteuert. Die interpretierba-
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re Erkla¨rung des Lo¨sungsweges zur Klassiﬁkation ist somit von vornherein gesi-
chert. Dadurch ko¨nnen Ursache-Wirkungs-Prinzipien, logische, modellbasierte Zu-
sammenha¨nge oder auch Ausreißer gefunden und erkla¨rt werden. Der Experte sucht
eher einfache Zusammenha¨nge mit wenigen Merkmalen, wobei er u.U. komplizier-
tere Zusammenha¨nge u¨bersieht. Weitere Probleme sind der langwierige Aufbau von
Erfahrungswissen, unvollsta¨ndiges Wissen und die Quantiﬁzierung. Somit ha¨ngt der
Erfolg bei der Bearbeitung der Problemstellungen wesentlich von der Erfahrung des
jeweiligen Klinikers ab [4]. Große Variabilita¨t besteht bei Aussagen unterschiedlicher
Kliniker (Untersucherabha¨ngigkeiten). Insbesondere bei weniger bereichserfahrenen
Klinikern treten unter Umsta¨nden Fehleinscha¨tzungen der komplexen biomechani-
schen und neurologischen Auswirkungen einer Therapie auf [111, 141, 164]. Fehl-
einscha¨tzungen ko¨nnen ernste Auswirkungen fu¨r die einzelnen Patienten bei irre-
versiblen Therapien wie Operationen haben. Es existieren einige Fa¨lle, bei denen
Patienten nach der Operation nicht mehr lauﬀa¨hig waren. Selbst erfahrene Opera-
teure ko¨nnen dies dann nicht mehr korrigieren.
Neben der Datenanalyse wird der Patient visuell beobachtet und beurteilt
(z.B. mittels Videoaufzeichnungen). Beispielsweise werden Standstabilita¨t, Boden-
freiheit in der Schwungphase, Fußaufsetzverhalten (Winkel beim Initial Contact,
IC), ada¨quate Schrittla¨nge sowie Gango¨konomie (mu¨hsam/ﬂu¨ssig) betrachtet, ohne
diese jedoch quantitativ zu bewerten [51].
2.3.2 Krankheitsbild ICP
Durch ein Experteninterview2 konnten einige qualitative Aussagen u¨ber Spitzfuß-
ICP-Patienten erhalten werden mit folgender kurzen Darstellung.
Patienten setzen Kompensationsmechanismen zum Ausgleich der Behinderung
ein. Prima¨re Ziele sind das Halten des (dynamischen) Gleichgewichts und das
Vorwa¨rtskommen unter den neurologischen und biomechanischen Einschra¨nkungen.
Dabei mu¨ssen Fehlstellungen und -ansteuerungen eines oder mehrerer Gelenke durch
weitere Gelenke kompensiert werden. Jeder Patient la¨uft fu¨r sich mehr oder weniger
optimal. Sekunda¨re Ziele wie Gango¨konomie (eﬃzientes, energiesparendes Gehen)
oder Schonung von Gelenken ko¨nnen dabei nicht erfu¨llt werden. Dadurch verschlech-
tert sich bei den heranwachsenden ICP-Patienten das Gangbild mit zunehmendem
Alter aufgrund des nicht mehr zu tragenden eigenen Ko¨rpergewichts oder Versagens
der Gelenke. Eine Therapievariante stellt die Injektion von Botulinum-Toxin dar,
um Gelenkfehlstellungen zu verbessern oder chirurgische Eingriﬀe hinauszuzo¨gern.
2Das Interview wurde mit Herrn Dr. med. L. Do¨derlein, leitender Oberarzt an der Orthopa¨di-
schen Universita¨tsklinik Heidelberg gefu¨hrt.
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Diese ICP-Patienten haben immer eine Fehlstellung im Sprunggelenk, die kom-
pensiert werden muss. Die Fehlstellung betriﬀt sowohl den Beginn des Gangzyklus
(erho¨hte Abweichung als auch zunehmende Dorsalﬂexion anstatt abnehmende im
Vergleich zum gesunden Gangverhalten) als auch insgesamt die Stand- und Schwung-
phase. Eine Bewegung im Sprunggelenk kann dabei auch lediglich passiv, d.h. durch
das Ko¨rpergewicht nach Aufsetzen des Fußes, erfolgen. Das erkla¨rt die umgekehrte
A¨nderung des Verlaufes zum gesunden Gangverhalten. Ein besonders spitzer Auf-
setzwinkel ha¨ngt mo¨glicherweise mit einer eingeschra¨nkten Bewegung zusammen
(ausgepra¨gte Spastik mit reduziertem Hebelarm fu¨r passive Bewegung). Betrach-
tete Merkmale in der Sprunggelenk-Kinematik sind beispielsweise Winkelstellung
beim Fußaufsetzen (IC), Minimum in der Stand- und Schwungphase [136]. In der
klinischen Praxis wird das Ausmaß des Spitzfußes anhand des gemittelten Verlaufs
des Sprunggelenks in vier Gruppen eingeteilt [124, 174]: Plantarﬂexion gro¨ßer als
20 (stark ausgepra¨gter Spitzfuß), zwischen 10 und 20, zwischen 10 und 0 (leicht
ausgepra¨gter Spitzfuß) und kleiner als 0, also Dorsalﬂexion (Bereich des gesunden
Gangverhaltens). Der Bereich, u¨ber den gemittelt wird, ist allerdings nicht eindeutig
(je nach Ermessen des Untersuchers z.B. nur Stand- oder Schwungphase). Die Fuß-
rotation wird hingegen bei Spitzfuß-ICP-Patienten eher untergeordnet betrachtet,
zumal die derzeitige Messtechnik fu¨r die Fußrotation ungenau ist [140]. Wichtiger
ist die Hu¨ftrotation, die aufgrund der Biomechanik in Zusammenhang mit der Fuß-
rotation steht. Hierbei sind drei Typen von ICP-Verhalten durch versta¨rkte Innen-
bzw. Außenrotation oder keine wesentliche Abweichung vom Referenzverhalten zu
unterscheiden.
Ein Zusammenhang zwischen der Flexion des Fußes und Knies wird vermutet.
Ein Problem bei manchen dieser Patienten ist dabei das Recurvatum (Knieu¨ber-
streckung), das wiederum Auswirkungen auf Hu¨fte und Becken hat. Im Gegensatz
dazu gibt es Spitzfuß-ICP-Patienten, die permanent mit gebeugtem und steifem Knie
laufen, was wiederum als eine Kompensation zum Spitzfuß beurteilt werden kann
(starke Spastik, damit hohe Plantarﬂexion, die kompensiert werden muss). Das ge-
beugte Knieverhalten kann seinerseits Auswirkungen auf weitere Gelenke haben, wie
Hu¨fte und Becken, das insgesamt zum sog. Kauergang fu¨hren kann (eingeschra¨nkter
Bewegungsumfang zwischen 12 und 47 im Knie, Knieﬂexion wa¨hrend des gesamten
Schrittes gro¨ßer 20 und permanent erho¨hter Beckenwinkel [162]). Eine vera¨nderte
Hu¨ftﬂexion, insbesondere in der Standphase, ist ha¨uﬁg ein weiteres charakteristisches
Merkmal, das mit der Knieﬂexion zusammen ha¨ngt. Zusa¨tzlich sollen die Knie- und
Sprunggelenkﬂexion (Plantarﬂexion) miteinander gekoppelt sein.
Ein weiterer typischer Kompensationsmechanismus kann der Beckenschiefstand
(erho¨hte Adduktion) sein. Dadurch wird das Bein auf der Spitzfußseite wa¨hrend
der Schwungphase angehoben. Damit verbunden ist mo¨glicherweise eine Kopplung
zur Beckenkippung und Hu¨ftﬂexion. Bei diesen Patienten tritt aber eine erho¨hte
Beckenkippung nur gelegentlich auf. Eine schnelle Beckenkippungsa¨nderung ist eine
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Kompensationsbewegung fu¨r distale (zum Fuß hin) Spastik und muss u¨ber mehrere
Gelenke kompensiert werden. Die charakteristische Kennzeichnung der Beckenkip-
pung durch zwei ausgepra¨gte Maxima in jeweiliger Stand- und Schwungphase wird
hierbei klinisch als
”
double bump“ bezeichnet.
Aufgrund der Komplexita¨t sind weitere derartige systematische und quantiﬁ-
zierte Regeln durch Experten kaum formulierbar. Viele Zusammenha¨nge sind oft-
mals nicht bekannt, so dass pra¨zise Aussagen und Regeln nicht getroﬀen werden
ko¨nnen [121, 152, 167]. Die Forderung und der Bedarf nach derartigen pra¨zisen,
quantitativen Regeln ist allerdings sehr groß [30, 146]. Beispielsweise sind Zusam-
menha¨nge der Hu¨ftbewegungen in den drei Raumkoordinaten oder Zusammenha¨nge
zwischen den Gelenken wie Beckenkippung mit Hu¨ft- und Fußrotation unklar. Da-
zu existieren viele Regeln und Aussagen, die mehr oder weniger intuitiv durch den
Experten wa¨hrend der subjektiven Analyse einzelner Patienten verwendet werden.
Der Experte kann das allerdings nicht auf Anhieb verallgemeinert beschreiben. Eine
Quantiﬁzierung der Spastik ist bisher nicht mo¨glich [161].
2.3.3 Krankheitsbild SCI
Die inkomplett querschnittgela¨hmten Patienten sind im Vergleich zu den ICP-
Patienten weniger gut dokumentiert erforscht [4, 41]. Fallspeziﬁsche Regeln und
Aussagen sind wenig etabliert, die U¨bertragbarkeit ist aufgrund unterschiedlicher
Pathologien nicht mo¨glich. Existierendes, klinisches Wissen auf diesem Gebiet ist
neurologisch und physiologisch ausgerichtet [57] und nicht auf die funktionellen
Auswirkungen auf das Gangbild. Erst in den letzten Jahren gewinnt die Forschung
mit der Untersuchung von SCI-Patienten in Ganganalyselabors an Bedeutung. Es
wird vermutet, dass ein Gangmuster-Generator im Ru¨ckenmark existiert, der die
gezielte Ansteuerung der Beinmuskeln u¨bernimmt [32, 47]. Das bedeutet, dass trotz
der neurologisch gesto¨rten Verbindung zum Gehirn gewisse Restfunktionen fu¨r ein
Gangmuster vorhanden sind [42].
Wegen des Forschungsru¨ckstandes der funktionellen Auswirkungen steht daher
die Einscha¨tzung der Gehfa¨higkeit im Vordergrund, die zuna¨chst der besseren Doku-
mentation von Therapieverla¨ufen dient. Die Unterteilungen in Subgruppen und de-
ren charakteristische Merkmale sind weiterfu¨hrende Fragestellungen, um den Ru¨ck-
stand aufzuholen. Weiterhin kann mit derartigem globalen Wissen zusa¨tzlich die
Gehfa¨higkeit detaillierter eingescha¨tzt werden.
Neben den bereits erwa¨hnten Indizes (neurologisch, funktionell, . . . ) wird im kli-
nischen Alltag die Gehfa¨higkeit durch subjektive Indizes (VAS, visuelle Analogskala)
ermittelt. Hierbei vergibt der Experte bei direkter Patientenbeobachtung Punkte,
z.B. zwischen 0 und 10, die die Qualita¨t des Gehens einscha¨tzen. Neben der Va-
riabilita¨t der Untersucher existiert kein Standard, der angibt, wie der Gang (z.B.
Auswahl bestimmter Kriterien) zu bewerten ist.
3 Neues Data Mining Konzept zur
Entscheidungsunterstu¨tzung
3.1 U¨berblick
Fu¨r eine Anwendung computerbasierter Systeme in der Ganganalyse ist die Interpre-
tierbarkeit des Lo¨sungsweges Voraussetzung. Durch ein neues Konzept wird daher
die klinische Vorgehensweise systematisiert, siehe Abbildungen 1.1 und 3.1. Im fol-
genden Kapitel wird die computergestu¨tzte Analyse durch modiﬁzierte Data Mining
Methoden vorgestellt, siehe unterer Teil in Abbildung 3.1. Die einzelnen Blo¨cke und
die Verbindungen zu einem gesamten neuen Konzept werden in den einzelnen Ab-
schnitten beschrieben.
Abbildung 3.1: Neues Konzept fu¨r den Prozess der Datenauswertung.
Hierzu ist zuna¨chst eine Formalisierung der in den Kapiteln 1 und 2 genannten
klinischen Problemstellungen notwendig (Abschnitt 3.2).
Zur computerbasierten Lo¨sung der Problemstellungen mu¨ssen die Daten kon-
vertiert und vorverarbeitet werden (Abschnitt 3.3). Das ist ein U¨bergang von der
klinischen Seite zur computergestu¨tzten Analyse. Hierbei sind notwendige Voraus-
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setzungen zur Analyse durch die Entwicklung einer geeigneten Systematisierung,
Strukturierung und Aufbereitung zu lo¨sen (z.B. einheitliche Datenanlage, -zugriﬀ
und Merkmalsbezeichnung, Umgang mit fehlenden Daten).
Der empirische Auswerteprozess wird systematisiert und quantiﬁziert nachgebil-
det, d.h. der Rechner soll die
”
Sprache“ der Mediziner lernen. Das wird durch die
Berechnung zusa¨tzlicher Zeitreihen (Abschnitt 3.4) und zusa¨tzlicher Einzelmerk-
male (Abschnitt 3.5) erreicht, die sich eng an den in Abschnitt 2.3.1 diskutierten
Gesetzma¨ßigkeiten der empirischen Analyse orientieren. Zwar enthalten die beiden
Vorga¨nge keine direkten U¨berga¨nge von der klinischen Seite, weil sie fu¨r alle folgen-
den Problemstellungen und fu¨r weitere Daten gleichermaßen durchgefu¨hrt werden.
Aber die Vorga¨nge beinhalten Transferwissen aus der empirischen, klinischen Ana-
lyse, das durch die Literaturrecherche und Interviews extrahiert wurde.
Ein wesentlicher methodischer Neuheitswert ist die systematische und struktu-
relle Bereitstellung eines verallgemeinerten Merkmalsraumes, der zur Lo¨sung von
Problemstellungen zur Verfu¨gung steht. Durch die Formalisierung der klinischen
Problemstellungen (direkte Umsetzung klinischer Fragen aus oﬀenen Problemen in
der Literatur) besteht hier die Mo¨glichkeit, in das gesamte System benutzerdeﬁ-
niert einzugreifen. Aus Sicht der Datenanalyse ist hierzu je nach Problemstellung
ein geeignetes Verfahren zu wa¨hlen.
Zur eigentlichen Lo¨sung unterschiedlicher, formalisierter klinischer Problemstel-
lungen werden u¨berwachte und unu¨berwachte Klassiﬁkationsverfahren eingesetzt,
die auch als Lernen mit bzw. ohne
”
Lehrer“ bezeichnet werden [22, 46, 168]. Sie
gliedern sich fu¨r die klinische Anwendung beispielsweise in die Teilaufgaben der
Charakterisierung bekannter Gruppen und dem Finden von unbekannten Subgrup-
pen. Die Vor- und Nachteile der hier verwendeten Methoden werden kurz diskutiert
(Abschnitte 3.6, 3.7 und 3.8).
U¨berwachte und unu¨berwachte Verfahren unterscheiden sich, ob eine Klassen-
einteilung gegeben ist [46, 70, 106, 155]. Die Klasseneinteilungen sind in dieser Ar-
beit fu¨r alle Datensa¨tze N in YN×SY fu¨r unterschiedliche Klassenarten SY (z.B.
Patient, Untersuchungszeitpunkt) gespeichert. Eine Klasseneinteilung kann seman-
tisch (durch Vorwissen) gegeben sein, wie beispielsweise die Einteilung in Referenz-
und Patienten-Datensa¨tze, siehe Anhang A und [22]. Des Weiteren kann eine formale
Klasseneinteilung rein datenbasiert berechnet werden, die auf deﬁnierten Absta¨nden
basiert. Wa¨hrend der Lernphase ist bei beiden Verfahrensarten ein Ziel anhand ge-
gebener Datensa¨tze zu erreichen, z.B. fehlerfreie Einteilung in gegebene Klassen.
Generell gilt, dass nach der Lernphase eine Arbeitsphase folgt. Hierbei werden die
angelernten Klassiﬁkationsmethoden auf neue Datensa¨tze angewandt. Fu¨r die Gang-
analyse allerdings stehen die Ergebnisse aus der Lernphase im Vordergrund, Tabel-
le 3.1.
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Methode gegeben gesucht
u¨berwachte
Bewertung von
Merkmalen
Datensa¨tze X,
Klasseneintei-
lung y, Apriori-
Relevanzen map
Merkmalsrelevanzen Mi,ges, i = 1..S
u¨berwachte
Klassiﬁkation
Datensa¨tze X,
Klasseneintei-
lung y, Apriori-
Relevanzen map
Merkmalskombinationen mit sF Merk-
malen incl. Wertebereichen zur Unter-
scheidung der Klassen, Charakterisie-
rung von Klassen
unu¨berwachtes
Clustern
Datensa¨tze X Cluster-Merkmale sC , Anzahl Clu-
ster C, Cluster-Zentren V, Zugeho¨rig-
keit uj,i eines Datensatzes j zum Clu-
ster i
Tabelle 3.1: Entwurf der Methoden (Lernphase).
Bei der u¨berwachten Bewertung von Merkmalen sind Merkmale oder Merkmals-
kombinationen gesucht, mit denen sich die Klassen unterscheiden lassen. Sie dient
insbesondere der Datenreduktion. Eine wesentliche Weiterentwicklung der Relevanz-
bewertung fu¨r Einzelmerkmale ist in dieser Arbeit durch Einbezug von Apriori-
Relevanzen map (S×1) geleistet, siehe Abschnitt 3.6. Dadurch kann beispielsweise
empirisches, schwer greifbares und quantiﬁzierbares Apriori-Wissen zur verbesserten
Nachbildung der subjektiven Analyse-Herangehensweise formalisiert mit einbezogen
werden. Die verwendeten Verfahren sind multivariate bzw. univariate Varianzana-
lysen (M)ANOVA, informationstheoretische Maße, Korrelations- und Regressions-
analysen. Die ersten beiden Verfahren werden verwendet, um diskrete Klassen zu
unterscheiden. Die letzten beiden Verfahren dienen hier weiterhin zur Beschreibung
kontinuierlicher Klassen (bzw. Merkmale, die in diesem Kontext als Klassen betrach-
tet werden ko¨nnen).
Die Relevanzbewertung wird hier zudem als Vorstufe zum Klassiﬁkatorentwurf
genutzt. Bei der u¨berwachten Klassiﬁkation sind die genauen Wertebereiche zur Un-
terscheidung (und Beschreibung) der Klassen gesucht, siehe Abschnitt 3.7. Fu¨r die
klinische Anwendung ko¨nnen dadurch die Unterschiede zwischen den Klassen geziel-
ter beschrieben und charakterisiert werden. Dazu werden hier Fuzzy-Klassiﬁkatoren
eingesetzt.
Bei der unu¨berwachten Klassiﬁkation (hier sind Fuzzy-Cluster-Verfahren ver-
wendet) ist keinerlei Klasseneinteilung bekannt. Diese Verfahren dienen weiteren
klinischen Problemstellungen wie z.B. dem Finden von unbekannten Patientensub-
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gruppen, siehe Abschnitt 3.8. Fu¨r eine Anwendung der Verfahren wurden in der
vorliegenden Arbeit entsprechende Weiterentwicklungen geleistet, wie z.B. eine ver-
besserte Merkmalsauswahl oder das Finden bekannter Gruppen.
Die Intention der Arbeit besteht in der Anwendung der u¨berwachten Fuzzy-
Klassiﬁkatoren auf die Gangdaten und die Auswertung der Ergebnisse. Hierfu¨r konn-
ten bereits entwickelte Entwurfsverfahren fu¨r Fuzzy-Klassiﬁkatoren eingesetzt wer-
den [108]. Fu¨r den Einsatz unu¨berwachter Klassiﬁkatoren bei den Gangdaten zur
Lo¨sung weiterer klinischer Fragestellungen werden zusa¨tzliche methodische Entwick-
lungsarbeiten geleistet.
Zur Bearbeitung verschiedener klinischer Problemstellungen sind in dieser Ar-
beit zudem die vorgestellten Verfahren miteinander kombiniert, siehe Abschnitt 3.9.
Durch verschiedene Visualisierungstechniken ko¨nnen die Ergebnisse pra¨sentiert wer-
den, Abschnitt 3.10.
3.2 Neue Strategie zur Formalisierung klinischer
Problemstellungen
Die unterschiedlichen klinischen Problemstellungen aus Tabelle 1.1 mu¨ssen in forma-
lisierte Problemstellungen modiﬁziert werden, damit sie mit Data Mining Methoden
gelo¨st werden ko¨nnen, siehe Abbildung 3.1.
Zur Extraktion relevanter Informationen muss ein Problem pra¨zise formuliert
werden, damit zum einen die entsprechenden klinischen Fragen gelo¨st und zum an-
deren die erhaltenen Ergebnisse fu¨r die Anwendung (hier der klinische Kontext)
einsetzbar sind. In dieser Arbeit werden die drei methodischen Ansa¨tze aus Tabel-
le 3.1 fu¨r Problemstellungen in der Ganganalyse bearbeitet. Durch Kombination der
verschiedenen Ansa¨tze kann mit dem hier neu entwickelten strukturellen Konzept
der Datenauswertung eine gesteigerte Universalita¨t und Betrachtung erweiterter kli-
nischer Fragestellungen erreicht werden.
Die unterschiedlichen klinischen Problemstellungen werden jeweils geeignet for-
malisiert, wie die nachfolgenden Abschnitte zeigen. Die Ergebnisse mu¨ssen anhand
der Formalisierung richtig interpretiert werden. An einer klinischen Problemstel-
lung wird dies exemplarisch kurz erla¨utert, siehe erstes Beispiel in unten stehenden
Aufza¨hlungen:
”
Gibt es charakteristische Merkmale, die das Patientenverhalten be-
schreiben?“, d.h. auf welche Merkmale muss der Kliniker im Wesentlichen achten,
wenn er den Patienten durch die Charts einscha¨tzt, siehe Tabelle 1.1. Mit dem
durch das neue methodische Konzept zur Verfu¨gung stehenden verallgemeinerten
Merkmalssatz wird eine u¨berwachte Relevanzbewertung angewendet. Hierzu wird
die Klasseneinteilung in Referenz und Patientendatensa¨tze verwendet, d.h. ein 2-
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Klassenproblem wird gelo¨st. Als Ergebnis wird eine Liste von relevanten Merkmalen
erhalten, die die Patienten im Wesentlichen charakterisieren. Durch Verwendung
von interpretierbaren Merkmalen und Modiﬁkation der Relevanzbewertung durch
Apriori-Relevanzen kann zudem die Interpretierbarkeit erho¨ht werden, wie spa¨ter
gezeigt wird.
Durch Ausnutzung verschiedener Kombinationen lassen sich in a¨hnlicher Weise
zudem weitere Problemstellungen lo¨sen, die fu¨r einen klinischen Einsatz von Belang
sind [4, 41, 88, 93, 95, 127, 175], wie z.B.:
 Gibt es charakteristische Merkmale, die das Patientenverhalten beschreiben? Wie
unterscheiden sich die Patienten in diesen Merkmalen vom Referenzverhalten?
Lo¨sung: U¨berwachte Relevanzbewertung bzw. Klassiﬁkation.
Beispiele:
- 2-Klassenproblem: Eine Referenzklasse mit mittlerer Gehgeschwindigkeit
REF,LM und eine Patientenklasse PRE-therapeutisch PRE.
- 2-Klassenproblem: Eine Referenzklasse mit verschiedenen Gehgeschwindig-
keiten (langsam, mittel, schnell) als REF zusammengefasst und eine Pati-
entenklasse POST-therapeutisch POST.
 Wie la¨sst sich die Gangqualita¨t in Anlehnung an die subjektive Einscha¨tzung
objektiviert beschreiben?
Lo¨sung: Regressionsanalysen zwischen Merkmalen.
Beispiel: Nachbildung der VAS (subjektive Experteneinscha¨tzung der Gangqua-
lita¨t) durch geeignete Merkmale aus den gemessenen Zeitreihen.
 Welche Zusammenha¨nge existieren zwischen Merkmalen? Lassen sich Merkmale
durch andere Merkmale beschreiben?
Lo¨sung: Korrelation zwischen Merkmalen und/ oder Klassen.
Beispiel: Verwendung besser interpretierbarer Merkmale aus einer Vielzahl von
Merkmalen, die a¨hnliche Information beinhalten.
 Welche Merkmale a¨ndern sich wa¨hrend einer Therapie?
Lo¨sung: U¨berwachte Relevanzbewertung bzw. Klassiﬁkation
Beispiele:
- 2-Klassenproblem PRE-POST.
- Merkmalsrelevanzproblem PRE-POST.
 In welchen Merkmalen (Zeitreihen oder Einzelmerkmale) existieren bei den Pa-
tienten wesentliche, verschiedene Subgruppierungen? Wo existieren nur Tenden-
zen? Wie viele Gruppierungen gibt es? Wie sehen die Subgruppen qualitativ aus?
3.3 Vorverarbeitung und neues Konzept zum Speichern der Daten 37
Lo¨sung: Struktursuche mit unbekannter Klasseneinteilung.
Beispiel: Suche nach Merkmalen, die Subgruppeninformation beinhalten, Bestim-
mung der Anzahl von Subgruppen, Visualisierung von Subgruppen.
 Wodurch unterscheiden sich Gruppen im Wesentlichen? Wie lassen sich die Un-
terschiede klinisch interpretieren?
Lo¨sung: Kombination unu¨berwachte/u¨berwachte Verfahren.
Beispiel: U¨berwachte Relevanzbewertung und Klassiﬁkation, anhand unu¨ber-
wacht gefundener Subgruppen.
 Gibt es Aussagen u¨ber Therapieverla¨ufe der verschiedenen Subgruppen?
Lo¨sung: Kombination aller Verfahren.
Beispiele:
- A¨nderung der Gangqualita¨t anhand berechneter Cluster-Zugeho¨rigkeiten
oder als Pra¨diktion: Suche nach Subgruppen im PRE-therapeutischen Zu-
stand, anschließend Vergleich im POST-therapeutischen Zustand.
- Anwendung u¨berwachter Verfahren zur PRE-POST Auswertung der einzel-
nen Subgruppen.
Es ist darauf zu achten, dass die einzelnen methodischen Ansa¨tze bestimmte
Probleme lo¨sen. Beispielsweise sind charakteristische Merkmale zur Unterscheidung
REF-PRE nicht unbedingt am besten geeignet, um die Patienten in Subgruppen
aufzuteilen.
Durch die gezeigte Formalisierung lassen sich somit klinische Problemstellungen
in Klassiﬁkationsaufgaben modiﬁzieren, um sie wie in den na¨chsten Abschnitten
gezeigt zu lo¨sen.
3.3 Vorverarbeitung und neues Konzept zum
Speichern der Daten
Daten, die in den Ganganalyselabors erhoben werden, sind in einzelnen Protokollen
gespeichert. Um ein gesamtes Kollektiv von Patienten und Referenzpersonen u¨ber
alle gemessenen Daten auswerten zu ko¨nnen, mu¨ssen die Daten geeignet strukturiert
werden, siehe Abbildung 3.1. Das wird durch eine neue Strategie zur Speicherung
der Daten in diesem Abschnitt gezeigt.
Wegen der Periodizita¨t der Schritte sind alle Zeitreihen eines Schrittes nachfol-
gend auf 100% des Gangzyklus normiert [145, 146, 174]. Dabei haben alle Zeitreihen
der verschiedenen Gelenke und Datensa¨tze die gleiche Anzahl von K = 101 Abtast-
zeitpunkten. Das hat bei der Analyse den Vorteil, dass die Zeitreihen der einzelnen
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Datensa¨tze (=alle einzelnen Schritte aller Personen) miteinander verglichen werden
ko¨nnen.
Wie in Abschnitt 1.2 gezeigt, existiert kein Konzept zum Speichern von Gangda-
ten, das zur weiteren computerbasierten Analyse geeignet ist. Daher ist nachfolgend
eine neue Strategie zum Speichern der Daten gezeigt mit der ein automatisierter
Zugriﬀ auf die Datensa¨tze und Merkmale mo¨glich ist, siehe Abbildung 3.2.
Abbildung 3.2: Veranschaulichung einer neuen Strategie zur Speicherung der Da-
ten.
Die Zeitreihen werden in einem Feld dritter Ordnung (n = 1..N Datensa¨tze,
k = 1..K Abtastzeitpunkte, s = 1..SZR Zeitreihen) gespeichert. Zeitreihen sind hier
die zur Verfu¨gung stehenden Gelenkwinkelverla¨ufe aus den drei Raumrichtungen,
z.B. Hu¨ft-Flexion-Extension, Hu¨ft-Ab-Adduktion, Knie-Flexion-Extension. In dem
Feld bestehen die 1..N Datensa¨tze aus allen Schritten aller Personen. Hierzu geho¨ren
beispielsweise Patientenschritte, die an verschiedenen Untersuchungszeitpunkten im
Laufe einer Therapie aufgezeichnet wurden oder Schritte von Referenzpersonen mit
unterschiedlichen Gehgeschwindigkeiten. Um die einzelnen Datensa¨tze zu kennzeich-
nen, werden SY Klassenarten verwendet und in einer Y(N×SY ) Matrix kodiert. Durch
die SY Klassenarten sind beispielsweise die verschiedenen Patienten, deren Unter-
suchungszeitpunkte oder die unterschiedlichen Referenzpersonen enthalten.
Zu jedem einzelnen n ∈ N Datensatz sind SEM Einzelmerkmale zugeordnet.
Dadurch ko¨nnen fu¨r alle Datensa¨tze verschiedene Einzelmerkmale aus den unter-
schiedlichen Zeitreihen generiert werden, z.B. das Maximum der Knie-Zeitreihe
u¨ber den gesamten Schritt. Einzelmerkmale, die sich auf mehrere Schritte bezie-
hen, wie Personen-Basisdaten (z.B. Alter), werden mehrfach u¨ber die betreﬀenden
Datensa¨tze gespeichert.
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Beispiel: In den Datensa¨tzen n = 1..2 sind zwei Schritte des ersten Patienten
(Alter=9 Jahre) zum ersten Untersuchungszeitpunkt abgelegt, in dem Daten-
satz n = 3 ein Schritt des gleichen Patienten zum zweiten Untersuchungs-
zeitpunkt, danach in n = 4..6 drei Schritte eines weiteren Patienten (Alter=5
Jahre) zum ersten Untersuchungszeitpunkt. Betrachtet wird die Zeitreihe der
rechten Knieﬂexion und u¨ber den ganzen Schritt extrahierte Einzelmerkmale
”
Minimum“ und
”
Maximum“. Die Einzelmerkmalsmatrix X und Klassenma-
trix Y beinhalten:
X =

9 −14.0 61.2
9 −12.1 59.7
9 16.9 56.4
5 25.0 60.7
5 28.2 57.0
5 10.2 61.00
 Y =

1 1
1 1
1 2
2 1
2 1
2 1

Die erste Spalte (s = 1) in X gibt das Alter an, s = 2 das Minimum der
Knieﬂexion bzw. s = 3 das Maximum. Die erste Spalte (s = 1) in Y kodiert
die Patienten, s = 2 den Untersuchungszeitpunkt.
Zur Kodierung der unterschiedlichen Zeitreihen SZR und Einzelmerkmale SEM
wird entsprechend der Klasseneinteilungsmatrix eine Kategorieneinteilungsmatrix
GSZR+SEM×L verwendet. Kategorien sind z.B. ”
Gelenk“ mit den unterschiedlichen
Eintra¨gen
”
Becken“,
”
Hu¨fte“,
”
Knie“ und
”
Sprunggelenk“ oder
”
Art des Merkmals“
mit den Eintra¨gen
”
Zeitreihe“,
”
Maximum“,
”
Minimum“ usw., siehe Tabelle 3.2 und
Anhang A fu¨r die Erkla¨rung der Zeitbereiche. Anhand der Kategorien lassen sich
die Zeitreihen und Einzelmerkmale einheitlich und eineindeutig beschreiben und au-
tomatisiert handhaben, wie z.B. die Verwendung der Apriori-Relevanzen oder die
hierarchische Bewertung des Gangverhaltens in unterschiedlichen Abstraktionsebe-
nen.
Beispiel: Die ganze Zeitreihe (vollsta¨ndiger Schritt) der linken Knieﬂexion wird
durch
”
ZR STRI Knie sag LI“ beschrieben oder in der Kategorienmatrix G als
Zeilenvektor durch gs = [1 1 3 1 2] kodiert. Wird aus der Standphase dieser
Zeitreihe das Einzelmerkmal
”
Maximum“ extrahiert, so ist es durch
”
MAX ST
Knie sag“ bzw. gs = [2 2 3 1 2] beschrieben.
Aufgrund messtechnischer Probleme in den Labors fehlen fu¨r einzelne Datensa¨tze
manchmal Zeitreihen, meist fu¨r eine komplette Ko¨rperseite, siehe Abschnitt 2.2
und [70]. Die fehlenden Zeitreihen werden in dem Feld dritter Ordnung zuna¨chst
mit Nullelementen aufgefu¨llt,
”
Nullzeitreihen“. Drei Arten werden hier fu¨r fehlende
Daten verwendet:
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Art (l = 1) Zeitbereich (l = 2) Gelenk Raumrichtung Ko¨rper-
(l = 3) (l = 4) seite
(l = 5)
Zeitreihe (ZR), Schritt (STRI): k = 1..100, Becken, sagittal (sag), rechts,
Maximum (MAX), Stand (ST): k = 1..60, Hu¨fte, frontal (fro), (RE)
Minimum (MIN), Schwung (SW): k = 61..100, Knie, transversal links,
. . . weitere Zeitbereiche wie Sprung- (tra) (LI)
Loading Response (LR) gelenk
k = 1..10, Initial (OSG)
Swing (ISw) k = 61..73, . . .
Tabelle 3.2: Bezeichnungen fu¨r Zeitreihen und Einzelmerkmale anhand von Ka-
tegorien l = 1..5, die Kategorien werden spa¨ter in den Abschnit-
ten 3.4 und 3.5 erweitert.
 Nullzeitreihen werden ersetzt, indem fu¨r den betreﬀenden Datensatz n entspre-
chend gemittelte Zeitreihen
Zns[k] =
1
Nj
∑
j
Zjs mit yn = yj und Zjs = 0 (3.1)
verwendet werden, vgl. Gl. (3.6). Die gemittelten Zeitreihen berechnen sich aus
allen Datensa¨tzen fu¨r jeweils identische Klassen y = 1..Y (z.B. selbe Person zum
selben Untersuchungszeitpunkt), die keine Nullzeitreihen sind.
 Der Datensatz n wird gelo¨scht, bei dem mindestens eine Nullzeitreihe existiert.
 Sind alle Zeitreihen identischer Klassen y = 1..Y (z.B. Patient zu einem Unter-
suchungszeitpunkt) Nullzeitreihen, ein Kopieren von gemittelten Zeitreihen ist
somit nicht mo¨glich, so werden die Zeitreihen fu¨r alle N Datensa¨tze gelo¨scht.
Das ist beispielsweise bei den Oberko¨rperdaten der Fall, die nur bei vereinzelten
Personen vorliegen.
Die erste Art reduziert zwar nicht die Anzahl von Datensa¨tzen bzw. Merkmalen,
verfa¨lscht aber durch die gemittelten Zeitreihen unter Umsta¨nden den gesamten
Datensatz. Analog zu den Zeitreihen wurden die Einzelmerkmale auf fehlende Mes-
sungen u¨berpru¨ft. Es ist oﬀensichtlich, dass ein Lo¨schen von einzelnen Elementen in
dem Feld (oder der Matrix) nicht mo¨glich ist, da so entweder die komplette Zeitrei-
he (Einzelmerkmal), oder der komplette Datensatz gelo¨scht werden muss. Fehlende
Daten verfa¨lschen eine Klassiﬁkation oder Relevanzbewertungen (z.B. irrefu¨hren-
de Diagnose von Patienteneﬀekten aufgrund fehlender Daten) oder erho¨hen hier
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inada¨quat den Aufwand beim Entwurf von Klassiﬁkatoren. Eine Beschreibung zur
Realisierung von Datenprojekten mit dem konkreten Umgang mit fehlenden Daten
ist in Kapitel 4 gezeigt.
Mehrere Lo¨sungsansa¨tze zur Behandlung von Ausreißern bzw. fehlenden
Messwerten sind in der Literatur bekannt [11, 46, 70]. Allerdings mu¨ssen sie wie
eben gezeigt problemspeziﬁsch ausgewa¨hlt und entsprechend der neuen Strategie
zur Speicherung der Daten modiﬁziert werden.
Durch die neu entwickelte Strategie zur Speicherung der Daten ist der Zugriﬀ auf
alle erhobenen Messdaten mo¨glich und die zusa¨tzliche Berechnung und Einbindung
eines verallgemeinerten Merkmalsraumes mo¨glich, wie in den na¨chsten Abschnitten
gezeigt wird. Dadurch lassen sich die computerbasierten Verfahren verallgemeinert
anwenden, weil der gesamte Datenraum ohne subjektive Vorauswahl erfasst ist.
3.4 Verallgemeinerter Merkmalsraum mit zusa¨tz-
lichen Zeitreihen
Die Berechnung zusa¨tzlicher Zeitreihen dient zur verallgemeinerten und schemati-
sierten Nachbildung der empirischen Analyse (Abschnitt 2.3) und Erweiterung der
originalen Daten, um weitere potenziell relevante Merkmale zur Lo¨sung einer Pro-
blemstellung bereit zu stellen, siehe Abbildung 3.1 und [88, 90]. Dadurch ko¨nnen
 dynamische Verhaltensweisen,

”
versteckte“ Eﬀekte,
 zusa¨tzliche Informationen oder
 pathologische Ausmaße
erfasst und quantiﬁziert werden. Alle zusa¨tzlichen Zeitreihen sind wiederum auf
100% des Gangzyklus normiert und in dem Feld dritter Ordnung Z[k] als weitere
Zeitreihen abgelegt.
Zusa¨tzliche Zeitreihen sind die Geschwindigkeitszeitreihen (GZR)
U˙ns[k] =
∆Uns[k]
∆k
=
Uns[k + 1]− Uns[k − 1]
(k + 1)− (k − 1) =
Uns[k + 1]− Uns[k − 1]
2
(3.2)
bzw. Beschleunigungszeitreihen (BZR)
U¨ns[k] =
∆U˙ns[k]
∆k
=
U˙ns[k + 1]− U˙ns[k − 1]
2
, (3.3)
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fu¨r k=2..K-1, d.h. die erste bzw. zweite Ableitung bezogen auf die Abtastzeitpunkte
(K = 100 ist zweckma¨ßig, da dann die einzelnen Abtastzeitpunkte k der prozentua-
len Aufteilung des Gangzyklus entsprechen). Um die Anfa¨lligkeit auf Ausreißer zu
reduzieren, wurde ein Tiefpass aus den Abtastzeitpunkten k−1 und k+1 verwendet.
Der erste bzw. letzte Abtastzeitpunkt K sind extrapoliert, siehe Abbildung 3.3:
U˙ns[1] = U˙ns[2]− (U˙ns[3]− U˙ns[2]) = 2 · U˙ns[2]− U˙ns[3], (3.4)
U˙ns[K] = 2 · U˙ns[K − 1]− U˙ns[K − 2]. (3.5)
Abbildung 3.3: Berechnung von zeitlichen Ableitungen am Beispiel der GZR
(links) und Extrapolation der Randwerte (rechts).
Mit U˙ns[k] bzw. U¨ns[k] kann das dynamische Verhalten spa¨ter ausgewertet und
beispielsweise u¨ber Anstiege von Zeitreihen interpretiert werden. Aufgrund der Nor-
mierung aller Zeitreihen auf 100% des Gangzyklus ko¨nnen die eigentlichen Gangef-
fekte in den Bewegungsabla¨ufen einheitlich verglichen werden, trotz individuell un-
terschiedlicher Gehgeschwindigkeiten, siehe Abbildung 3.4. Beispielsweise beschreibt
das Minimum der normierten Geschwindigkeitszeitreihen (rechte Diagramme in Ab-
bildung 3.4) den gleichen funktionellen Zusammenhang mit dem Strecken des Knies:
Zu erkennen sind a¨hnliche Werte (ca. -3) in der gleichen Gangphase (ca. 90% des
Gangzyklus). Bei der Betrachtung der Verla¨ufe auf die zeitbezogene Geschwindig-
keit (mittlere Diagramme in Abbildung 3.4) erscheinen die Minima wegen des unter-
schiedlich schnellen Gehens verschieden (Werte und Positionen in den Zeitreihen).
Wichtig ist aber, die funktionellen Unterschiede zu erkennen. Mit der Geschwindig-
keitszeitreihe U˙ns[k] (bzw. U¨ns[k]) werden daher nicht die gehgeschwindigkeitsab-
ha¨ngigen zeitlichen Winkela¨nderungen, sondern normierte Winkelgeschwindigkeiten
und -beschleunigungen berechnet.
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Abbildung 3.4: Veranschaulichung der Geschwindigkeitsverla¨ufe am Beispiel des
Kniegelenkwinkels eines Probanden mit langsamer (oben) und
schneller (unten) Gehgeschwindigkeit sowie Originalzeitreihen
(links), auf Zeit bezogene Geschwindigkeit (Mitte) und (normier-
te) Geschwindigkeitszeitreihe (rechts).
Weitere zusa¨tzliche Zeitreihen sind Mittelwert-
Zns[k] =
1
NJ
∑
n∈J
Zni[k] (3.6)
(Mittelung erfolgt zu festem Zeitpunkt k u¨ber NJ Datensa¨tze) und Standardabwei-
chungszeitreihen
Z˜ns[k] =
√
1
NJ − 1
∑
n∈J
(
Zni[k]− Zns[k]
)2
(3.7)
fu¨r NJ Datensa¨tze. Diese Zeitreihen werden mit Zns[k] = Uns[k] u¨ber die originalen
Zeitreihen (MZR bzw. SZR) oder u¨ber die GZR mit Zns[k] = U˙ns[k] (MGZR bzw.
SGZR) berechnet. Hieraus lassen sich charakteristische Kurvenformen fu¨r
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 Personengruppen (NJ Datensa¨tze, z.B. alle Schritte eines Referenzkollektives
J = REF mit resultierender Mittelwert- ZREF s[k] und Standardabweichungs-
zeitreihe Z˜REF s[k], siehe Abbildung 3.5) oder
 eine Person (z.B. alle NJ Schritte eines Patienten bei einer Untersuchung zur Er-
fassung der intra-individuellen Reproduzierbarkeit von Bewegungen als zusa¨tzli-
che Information)
ermitteln. Da bei der konventionellen, empirischen Datenanalyse lediglich die Mittel-
wertzeitreihen eines Patienten anhand der Charts ausgewertet werden, wird dadurch
die intra-individuellen Reproduzierbarkeit vernachla¨ssigt. Lediglich durch direkte
Beobachtung der Patienten (auch mittels Videoaufzeichnungen) wird in der klini-
schen Praxis dieser Aspekt mit beru¨cksichtigt, siehe Abschnitt 2.3 und [51, 147, 162].
Der Experte erkennt ungleichma¨ßiges Gehen eines Patienten, allerdings ohne es
zu quantiﬁzieren. Erst neuere Arbeiten versuchen die Variabilita¨t zu quantiﬁzie-
ren [4, 6]. In Kapitel 5 wird gezeigt, dass die intra-individuelle Reproduzierbar-
keit eine wichtige Charakterisierung von Patienten ist und als Standstabilita¨t und
Gango¨konomie interpretiert werden kann [175].
Fu¨r einen relativen Vergleich von Datensa¨tzen zu einem Referenzkollektiv werden
Referenzabweichungszeitreihen (RZR)
Ẑns[k] =
1
γ
· |Zns[k]− ZREF s[k]|
Z˜REF s[k]
(3.8)
verwendet, die in der vorliegenden Arbeit neu entwickelt wurden. Die Idee ist die
Abweichung zwischen der MZR eines Referenzkollektives und einer Patientenzeitrei-
he durch die SZR des Referenzkollektives zu gewichten. Es ﬁndet eine Normierung
bezu¨glich des Referenzkorridors statt, siehe Abbildung 3.5: Dabei liegt der du¨nn
dargestellte Referenzkorridor in dem Wertebereich zwischen [0,1], siehe untere Dia-
gramme mit RZR bzw. RGZR. Beispielsweise ist die PRE und POST Kniezeitreihe
des Patienten ID 50324 zwischen ca. 70 und 90% des Gangzyklus innerhalb des Re-
ferenzkorridors, siehe Diagramm links oben. In der Referenzzeitreihe im Diagramm
links unten sind daher in diesem Bereich des Gangzyklus die Werte zwischen [0,1].
Je gro¨ßer die pathologische Abweichung bezu¨glich der Referenz, desto gro¨ßer sind
die Werte der Referenzzeitreihen, z.B. bei ca. 50% des Gangzyklus in den linken
Diagrammen. Analog dazu sind die Geschwindigkeitszeitreihen zu interpretieren.
Mit dem Gewichtungsfaktor γ kann zusa¨tzlich die Korridorbreite eingestellt wer-
den, er ist im Folgenden allerdings auf γ = 1 gesetzt. Werte zwischen Null und
Eins bedeuten eine Funktionalita¨t im Referenzbereich. Werte gro¨ßer als Eins deuten
auf erhebliche Abweichungen hin (pathologisches Ausmaß). Die Referenzabweichung
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wird u¨ber originale (RZR) oder u¨ber die Geschwindigkeitszeitreihen (RGZR) berech-
net.
Weitere Alternativen zur RZR bestehen in dem Weglassen des Betrags
Ẑ∗ns[k] =
1
γ
· Zns[k]− ZREF s[k]
Z˜REF s[k]
(3.9)
(zusa¨tzliche Beru¨cksichtigung der Patientenmesswerte
”
ober- bzw. unterhalb“
des Referenzkorridors) oder damit nur die Beru¨cksichtigung des Vorzeichens
Ẑ∗∗ns[k] = sign(Ẑ
∗
ns[k]) oder alleinige Bewertung des pathologischen Ausmaßes (mit
max(0, Ẑns[k] − γ), Beru¨cksichtigung lediglich der Abtastzeitpunkte außerhalb des
Referenzkorridors).
Die Akzeptanz bei den Klinikern ist allerdings fu¨r die RZR bzw. RGZR aus der
Gleichung (3.8) ho¨her, da eine abstrakte und skalierte Bewertung des pathologischen
Gehens verlangt ist [4, 41, 127]. Das bedeutet, es soll darin ein Wertebereich als Re-
lativeinscha¨tzung zum Referenzverhalten erkennbar und keine weiteren Informatio-
nen enthalten sein (wie ober- und unterhalb des Referenzkorridors). Insbesondere die
zusa¨tzliche Information kann auf anderem Wege besser interpretierbar und detail-
lierter erhalten werden, wie durch die Extraktion charakteristischer Einzelmerkmale.
Tabelle 3.3 gibt einen U¨berblick u¨ber die verwendeten Zeitreihen. Die
”
Art der
Zeitreihe“ dient als weitere Kategorie zur systematischen und eindeutigen Bezeich-
nung. Die vollsta¨ndige Kategorisierung wird zusammen mit den Einzelmerkmalen
in Abschnitt 3.5 beschrieben.
Abk. Symbol Einh. Art der Zeitreihe
OZR Uns[k] [◦] originale Zeitreihe
GZR U˙ns[k] [◦/k] (auf 100% Gangzyklus normierte) Geschwindigkeitszeitreihe
BZR U¨ns[k] [◦/k2] (auf 100% Gangzyklus normierte) Beschleunigungszeitreihe
MZR Zns[k] [◦] Mittelwertzeitreihe, z.B. U[k] oder U˙[k]
SZR Z˜ns[k] [◦] Streuungszeitreihe, z.B. U˜[k] (OZR SZR) oder
˜˙U[k]
(GZR SZR)
RZR Ẑns[k] [] Referenzabweichungszeitreihe, z.B. Ûns[k] (OZR RZR) oder̂˙Uns[k] (GZR RZR)
Tabelle 3.3: Abku¨rzungen, Symbole und Einheiten der Zeitreihen. Einheiten sind
hier Winkel in ◦ bzw. Abtastzeitpunkt k.
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Abbildung 3.5: Knieﬂexion (OZR, links oben) und zusa¨tzliche Zeitreihen (GZR,
rechts oben; RZR links unten; RGZR rechts unten) der rechten
Ko¨rperseite eines Patienten ID 50324 zur PRE-therapeutischen
(fett, durchgezogen) und POST-therapeutischen (fett, strich-
punktiert) Untersuchung. Weiterhin ist der Referenzkorridor
durch ZREF s[k]± Z˜REF s[k] (du¨nn durchgezogen bzw. gestrichelt)
dargestellt.
Beispiel zur Interpretation zusa¨tzlicher Zeitreihen, vgl. Abbildung 3.5: Der
maximale Anstieg zum PRE-therapeutischen Zustand ist gegenu¨ber dem Re-
ferenzverhalten reduziert (in der originalen Zeitreihe empirisch nur schwer fest-
stellbar,
”
versteckter“ Eﬀekt, besser in GZR oder RGZR), Ursache ist ein re-
duziertes Vermo¨gen, den Muskel schnell zu kontrahieren, mo¨glicherweise durch
Spastik. Das maximale pathologische Ausmaß ist bei ca. 50% des Gangzyklus.
Eine geringfu¨gige Verbesserung ist durch die Therapie erzielt. Dynamisches
Verhalten verschlechtert sich im Laufe der Therapie, die motorischen Abla¨ufe
ko¨nnen nicht gezielt eingesetzt werden, mo¨glicherweise durch Ausschalten ver-
antwortlicher Muskeln durch Botulinum-Toxin.
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Selbstversta¨ndlich ist die Berechnung weiterer zusa¨tzlicher Zeitreihen mo¨glich,
wie z.B. Auto- oder Kreuzkorrelationsfunktionen bezu¨glich UREF s[k], siehe An-
hang C. Allerdings ist hierbei die klinische Akzeptanz besonders gering.
3.5 Verallgemeinerter Merkmalsraum mit inter-
pretierbaren Einzelmerkmalen
Die Berechnung von Einzelmerkmalen dient
 der Zusammenfassung von Aussagen u¨ber die gesamte Zeitreihe (global) oder
u¨ber die funktionellen bzw. standardisierten Bereichen in Zeitreihen (lokal) sowie
 der verallgemeinerten, systematischen Nachbildung der klinischen Interpretation.
Sie werden als potenziell relevante Einzelmerkmale aus den originalen und den
zusa¨tzlichen Zeitreihen berechnet und in X abgelegt, siehe Abbildung 3.1 und Ta-
belle 3.4.
Abk. Einzelmerkmal Berechnung
MIN Minimum xns = min(Zns[k]), k ∈ K
MAX Maximum xns = max(Zns[k]), k ∈ K
MIPO Position Minimum in %
des Gangzyklus
xns = k∗, mit Zns[k∗] = min(Zns[k]), k ∈ K
MAPO Position Maximum in
% des Gangzyklus
xns = k∗, mit Zns[k∗] = max(Zns[k]), k ∈ K
MW Mittelwert xns = 1K ·
∑
k Zns[k],K =
∑
k 1, k ∈ K
SpW Spannweite xns = max(Zns[k])−min(Zns[k]), k ∈ K
Tabelle 3.4: Abku¨rzungen der Einzelmerkmale zur klinisch interpretierbaren Da-
tenauswertung (oben) und zur weiteren Datenvorverarbeitung (un-
ten).
Aus den Zeitreihen werden somit interpretierbare Einzelmerkmale wie Extre-
ma, deren Positionen, Mittelwerte und Bewegungsspannen berechnet, siehe Abbil-
dung 3.6. Das erfolgt systematisch sowohl u¨ber die ganze Zeitreihe (Schritt) als auch
u¨ber bestimmte Zeitbereiche (Tabelle 3.5). Die Zeitbereiche sind an funktionelle Un-
terteilungen in der Ganganalyse angepasst, wie z.B. die Einteilung in Stand- (ST)
und Schwungphase (SW). In der Arbeit sind sie sowohl als standardisierte Gangpha-
sen angenommen (in Anlehnung an Referenzpersonen, Tabelle 3.5) als auch perso-
nenindividuell durch Ereignismessungen berechnet (individuelle Phaseneinteilung).
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Die Ereignismessungen beinhalten beispielsweise fu¨r jede Person den Zeitpunkt der
Fußablo¨sung im Gangzyklus, wodurch die Stand- und Schwungphase deﬁniert sind,
siehe Anhang A. Die Zeitreihen werden entsprechend der Phasen interpoliert. Aller-
dings sind teilweise die Daten nicht vorhanden oder unvollsta¨ndig, so dass sich nicht
alle einzelnen Schrittphasen berechnen lassen, wie z.B. Mid Stance (MSt), Terminal
Stance (TSt), Initial Swing (ISw), Mid Swing (MSw). Ein Vergleich von standar-
disierten Gangphasen und individueller Phaseneinteilung ist in Kapitel 5 gezeigt.
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Abbildung 3.6: Beispiele fu¨r Einzelmerkmale zur Quantiﬁzierung von Aussagen
fu¨r einen Patienten ID 50324. Die Zeitreihen des Patienten sind
fett durchgezogen und die des Referenzkorridors du¨nn gestrichelt
bzw. durchgezogen dargestellt.
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Die eindeutige Zuordnung der Einzelmerkmale erfolgt u¨ber ein neu entwickeltes
Konzept mit Kategorien (Art Einzelmerkmal, Zeitbereich, Gelenk, Raumrichtung
usw.), aus denen u.a. die Bezeichnung hervorgeht. Das Minimum in der Standphase
der normierten Geschwindigkeits-ZR des rechten Knies in sagittaler Ko¨rperebene
wird somit durch
”
MIN ST Knie sag RE GZR“ abgeku¨rzt, siehe Abbildung 3.6
rechts oben.
Art Zeitbereich Gelenk Raum- Ko¨rper- ZR
richtung seite
ZR, Schritt (STRI): k = 1..100, Becken, sagittal rechts, OZR
MAX, Stand (ST): k = 1..60, Hu¨fte, (sag), (RE) GZR
MIN, Schwung (SW): k = 61..100, Knie, frontal links, BZR
MIPO, Initial Contact (IC) k = 1..2, Sprung- (fro), (LI) MZR
MAPO, Loading Response (LR) k = 1..10, gelenk transversal SZR
MW, Mid Stance (MSt) k = 11..30, (OSG) (tra) RZR
SpW Terminal Stance (TSt) k = 31..51, GZR
Pre Swing (PSw) k = 52..61,
Initial Swing (ISw) k = 61..73,
Mid Swing (MSw) k = 74..87,
Terminal Swing (TSw) k = 88..100
Tabelle 3.5: Vollsta¨ndige Bezeichnungen fu¨r Zeitreihen und Einzelmerkmale an-
hand der Kategorien.
Aufgrund der systematischen Berechnung entsteht eine Vielzahl von teilweise
redundanten Einzelmerkmalen, z.B. 63 Zeitreihen aus 9 originalen Zeitreihen mit je-
weils 6 zusa¨tzlichen Zeitreihen, 6 Arten von Einzelmerkmalen und 11 Schrittphasen
ergibt 4158 Einzelmerkmale. Sie mu¨ssen mit geeigneten Methoden problemspeziﬁsch
bewertet und ausgewa¨hlt werden. Der Sinn dieser Vielzahl von Merkmalen ist, dass
somit alle Eﬀekte in der Zeitreihe erfasst werden ko¨nnen und die Vorgehensweise
des Klinikers verbessert nachgebildet wird. Der Kliniker achtet bei der subjekti-
ven Analyse neben dem gesamt wirkenden Gangbild auf derartige charakteristische
Zeitbereiche. Bestimmte Patientengruppen sind nur in funktionellen Zeitbereichen
pra¨zise charakterisiert, z.B. Fußaufsetzbereich, Ende der Schwungphase (MSt), sie-
he spa¨ter in Tabellen 5.3 und 5.14. Aus dem Grund werden die Gangdaten in den
Labors derart ausfu¨hrlich aufgenommen.
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Beispiel, siehe Referenz, PRE- und POST-Werte in Abbildungen 3.5 und Ein-
zelmerkmale in Abbildung 3.6 sowie in Tabelle 3.6: Die Einzelmerkmale be-
schreiben die Spannweite in der Standphase der Kniebeugung oder den maxi-
malen Anstieg im gesamten Schritt. Durch die Therapie wurde eine Verschlech-
terung in Kauf genommen, um z.B. das Sprunggelenkverhalten zu verbessern.
Im Gegensatz zur empirischen Analyse lassen sich auch weniger oﬀensichtliche
Merkmale ﬁnden, die dennoch interpretierbar bleiben, z.B. Position des ma-
ximalen Anstiegs von Winkelverla¨ufen oder von Referenzabweichungen oder
durchschnittliche Referenzabweichung der normierten Geschwindigkeit. Die
Position von Maxima und Minima sind allerdings lediglich der Vollsta¨ndig-
keit berechnet, weil sie fester Bestand in der empirischen Analyse sind. Sie
werden in der Praxis aus den Zeitreihen interaktiv und mit Modellversta¨ndnis
extrahiert, z.B. individuelle, lokale Positionen. Diese Art von Extraktion ist
rechnerbasiert schwer systematisierbar.
Einzelmerkmal PRE POST REF
SpW ST Knie sag RE OZR 22.2 37.9 16.5± 3.2
Max STRI Knie sag RE GZR 2.0 2.6 3.3± 0.3
MAPO STRI Knie sag RE RZR 52.0 98.0 58.7± 32.3
MW STRI Knie sag RE RGZR 1.6 2.2 0.6± 0.2
MW STRI OSG sag RE OZR −19.3 2.2 2.5± 2.2
MW STRI OSG sag RE RZR 7.2 1.1 0.7± 0.4
MW STRI OSG sag RE RGZR 1.3 1.1 0.4± 0.1
MW STRI OSG sag RE SZR 4.3 4.6 1.5± 0.1
Tabelle 3.6: Beispiele von Einzelmerkmalen fu¨r einen Patienten ID 50324, die
aus den originalen und zusa¨tzlichen Zeitreihen extrahiert werden,
vgl. Abbildung 3.6.
Bei manchen Einzelmerkmalen entstehen durch die Kombination aus zusa¨tz-
lichen Zeitreihen Besonderheiten bei der Interpretation, die im Folgenden
erla¨utert werden. Unter der Annahme, dass ein Schritt reproduzierbar ist (Anfangs-
Zns[1] und Endwert Zns[K] in einer Zeitreihe sind gleich) ist das Einzelmerkmal
”
MW STRI ZR GZR“ Null. Allerdings ist die Annahme insbesondere bei Patienten
falsch (siehe Kapitel 5, die Patientenschritte sind schlecht reproduzierbar) und kann
durch Messfehler versta¨rkt werden.
Von besonderem klinischem Interesse bei der Bestimmung einer globalen Gang-
qualita¨t ist der Mittelwert u¨ber die Referenzabweichungs-ZR
”
MW STRI ZR
RZR“ bzw.
”
MW STRI ZR GRZR“. Durch die Gewichtung mit der Referenzstreu-
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ung Z˜REF s in Gl. (3.8) bestehen zwei wesentliche Vorteile bei der Bestimmung einer
Gangqualita¨t durch
 Vergleichen und
 Verknu¨pfen.
Dadurch lassen sich beispielsweise die gemittelte Referenzabweichung aus der Stand-
phase und Schwungphase einer Zeitreihe vergleichen. Oder es lassen sich auch die ge-
mittelten Referenzabweichungen aus verschiedenen Zeitreihen (z.B. Knie und Hu¨fte)
miteinander vergleichen, da sie bezu¨glich der Referenz normiert sind. Durch die Nor-
mierung lassen sich zur Bestimmung einer globalen Gangqualita¨t die Mittelwerte
u¨ber mehrere Zeitreihen miteinander verknu¨pfen.
Anhand des Mittelwerts wird auch deutlich, dass bei anderen Varianten bei der
Berechnung einer Referenzabweichungs-ZR Nachteile entstehen. Beispielsweise he-
ben sich in Ẑ∗ns[k] durch unterschiedliche Vorzeichen die Werte auf, trotz großer
Referenzabweichung ober- und unterhalb des Referenzkorridors.
Weiterhin wurde zur Scha¨tzung von Kurvena¨hnlichkeiten in dieser Arbeit der
Korrelationskoeﬃzient zwischen Zeitreihen eines Patienten und dem Mittelwert des
Referenzkollektives mit
xns′ =
∑K
k=1 (Zns[k]−MW(Zns)) ·
(
ZREF s[k]−MW(ZREF s)
)√∑K
k=1 (Zns[k]−MW(Zns))2 ·
∑K
k=1
(
ZREF s[k]−MW(ZREF s)
)2 (3.10)
vorgeschlagen. Der Wertebereich liegt im Intervall [−1,+1], betragsma¨ßig große Wer-
te beschreiben eine hohe A¨hnlichkeit und umgekehrt [132].
Die klinische Akzeptanz ist zwar gering, da a¨hnliche Informationen durch die
oben vorgestellten interpretierbaren Einzelmerkmale erhalten werden, wie z.B. u¨ber
die GZR oder RGZR. Daru¨ber hinaus la¨sst sich die Kurvenform detaillierter mit den
spa¨ter vorgestellten Cluster-Verfahren beschreiben. Hierbei wird sogar die Heteroge-
nita¨t der Daten beru¨cksichtigt und die Akzeptanz ist relativ hoch (7. Merkmalsart
in Abschnitt 2.3).
Selbstversta¨ndlich ko¨nnen weitere Einzelmerkmale berechnet werden, wie z.B.
Parameter aus Scha¨tzungen von Systemidentiﬁkationen [28, 58, 142] oder transfor-
mierte Einzelmerkmale durch die Hauptkomponentenanalyse [83, 132], siehe auch
Abschnitt 3.8.2. Allerdings besteht bei der Ganganalyse dafu¨r keinerlei klinische
Akzeptanz [30, 77, 127].
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3.6 Bewertung von Einzelmerkmalen
Die Bewertung von Einzelmerkmalen gliedert sich hier in die Relevanzbewertung
und Regression. Dabei werden die Aufgaben
 Finden informationstragender Merkmale fu¨r eine bestimmte Problemstellung,
 Aussortieren redundanter Information,
 Bevorzugung besonders interpretierbarer Merkmale und
 Beru¨cksichtigung zuverla¨ssiger Merkmale
gelo¨st. Bei der Relevanzbewertung werden im Folgenden diskrete Klasseneinteilun-
gen aus Abschnitt 3.2 vorausgesetzt. Fu¨r die klinische Anwendung werden hierbei
aus der Vielzahl von Einzelmerkmalen diejenigen herausgefunden, die zu Lo¨sung ei-
ner gegebenen klinischen Problemstellung beitragen (auf welche Merkmale muss der
Kliniker insbesondere achten, um Patienten zu charakterisieren, Therapiefortschrit-
te einzuscha¨tzen usw. ?). In Abbildung 3.1 ist der in diesem Abschnitt beschriebene
Teilprozess der Datenauswertung mit
”
Bewertung von Merkmalen“ dargestellt. Hier-
bei werden insbesondere die zusa¨tzlich berechneten interpretierbaren Einzelmerkma-
le aus Abschnitt 3.5 als auch gemessene Einzelmerkmale (wie Alter, Schrittla¨nge,
Kadenz, . . . ) einbezogen.
Die diskrete Klasseneinteilung zur Relevanzbewertung wird aus der Klassenma-
trix YN×SY problemspeziﬁsch gewa¨hlt. Beispielsweise ko¨nnen Vera¨nderungen durch
eine Therapie durch Wahl des Klassenterms
”
Untersuchung“ und der entsprechen-
den Spalte y als Klasseneinteilung herangezogen werden. Durch eine Datenauswahl
lediglich der PRE-therapeutischen und der ersten POST-therapeutischen Untersu-
chung ergibt das ein 2-Klassenproblem.
Bei der Regression ist die Vorgabe eines
”
Zielmerkmals“ notwendig (als
”
konti-
nuierliche Klasse“). Sie dient fu¨r spezielle Teilaufgaben wie z.B. das Ermitteln einer
Gangqualita¨t in Bezug auf eine Experteneinscha¨tzung (welche quantitative Merk-
malskombination beschreibt ein Zielmerkmal wie die VAS Experteneinscha¨tzung,
d.h. auf welche Merkmale achtet ein Experte unbewusst).
3.6.1 Verfahren zur Relevanzbewertung
Statistische Standardverfahren zur Relevanzbewertung sind die univariate (ANOVA:
ein Merkmal) oder multivariate (MANOVA: Gruppe von Merkmalen) Varianzanaly-
se, (Multivariate) Analysis of Variance [70, 155]. Basierend auf klassenspeziﬁschen
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Kovarianzmatrizen
Sc =
1
Nc
(
XTc − (
1
Nc
1(Nc×Nc)Xc)
T
)
·
(
XTc − (
1
Nc
1(Nc×Nc)Xc)
T
)T
(3.11)
=
1
Nc
∑
n∈Nc
(
xTn − xTNc
) · (xTn − xTNc)T (3.12)
mit Xc Matrix der Einzelmerkmale von Nc Datensa¨tzen aus einer Klasse c (z.B.
ICP,PRE; ICP;U1 usw.) bzw. deren Mittelwerte xNc . Entsprechend wird u¨ber alle
Datensa¨tze Nc = N die Gesamtkovarianzmatrix Sc = S berechnet. Mit der Gesamt-
variationsmatrix T, der Innerklassenkovarianzmatrix W und dem Streuungszerle-
gungssatz T = B + W wird das Eigenwertproblem [11, 155](
W−1B− λiI
)
φi mit T = N · S und W =
∑
c
Nc · Sc (3.13)
gelo¨st. Das Ziel besteht darin Einzelmerkmale (oder Kombinationen) zu ﬁnden, die
kleine Streuungen innerhalb der Klassen im Vergleich zu Streuungen zwischen den
Klassen aufweisen. Auf den geordneten Eigenwerten (λ1 ≥ λ2 ≥ . . . λSEM ) baut
beispielsweise das Likelihood-Quotientenmaß
Ms = 1−
SEM∏
i=1
1
1 + λi
(3.14)
auf [108]. Dadurch werden große Eigenwerte favorisiert. Ms nimmt Werte zwischen
Null (keine Relevanz, die Klassen lassen sich mit den Einzelmerkmalen nicht unter-
scheiden) und Eins (eindeutige Relevanz) an. Dabei wird die Merkmalskombinati-
on aller SEM Einzelmerkmale fu¨r MANOVA und lediglich ein Einzelmerkmal mit
SEM = 1 fu¨r ANOVA verwendet. Ein suboptimaler aber dafu¨r praktikabler und
recheneﬃzienter Lo¨sungsweg fu¨r MANOVA beginnt mit der Suche nach dem besten
Einzelmerkmal (SEM = 1). Iterativ wird nun die Merkmalskombination mit einem
weiteren Einzelmerkmal erga¨nzt, das den Wert von Gl. (3.14) maximiert.
Weitere statistische Verfahren sind Signiﬁkanztests, wie z.B. der Student-(t)-
Test, der eng mit ANOVA verwandt ist. Diese Tests werden hier allerdings wegen
der schwierigeren Erweiterung bzw. Modiﬁkation in den Hintergrund gestellt.
Die Vorteile bei der Anwendung der multivariaten Varianzanalyse (MANOVA)
sind die geschlossene Lo¨sbarkeit, die relativ einfache Implementierung sowie der ge-
ringe Rechenaufwand. Auf den Relevanzwertebereich zwischen Null und Eins baut
zudem eine Modiﬁkation auf, die in der vorliegenden Arbeit entwickelt worden ist
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(Abschnitt 3.6.2), um zusa¨tzlich zur Datenrelevanz weitere Priorisierungen einzu-
beziehen (z.B. empirisch bevorzugte Merkmalskategorien, zuverla¨ssigere Messqua-
lita¨ten). Nachteile sind die Voraussetzung einer Normalverteilung (ist aber oftmals
in der Praxis na¨herungsweise erfu¨llt) und das Beru¨cksichtigen linearer Trennbarkei-
ten. Um auch nichtlineare Trennbarkeiten zu suchen, existieren weitere Verfahren
wie informationstheoretische Maße [166].
Informationstheoretische Maße bewerten den Informationszugewinn, der fu¨r die
Verwendung eines Merkmals (oder zusa¨tzliche Verwendung bei Merkmalskombina-
tionen) zur Trennung von Klassen erreicht wird. Zur Verwendung der informati-
onstheoretischen Maße werden zuna¨chst fu¨r jedes Einzelmerkmal dreieck- bzw. tra-
pezfo¨rmige Zugeho¨rigkeitsfunktionen entworfen, die den jeweiligen Wertebereich in
ms linguistische Terme Asi, i = 1..ms transformiert
1 (z.B. fu¨r s=
”
MAX ST Hu¨fte
sag GZR“ sind die Stu¨tzpunkte der Zugeho¨rigkeitsfunktion as = [0; 0.4; 0.8; 1.2; 3]
mit einer Zugeho¨rigkeit µ(asi) = 1 zum jeweiligen linguistischen Term Asi, siehe y-
Achse des linken Diagramms in Abbildung 3.7). Beim automatischen Entwurf wer-
den dabei die Datenverteilung und die Randwerte sowie Interpretierbarkeitsaspekte
beru¨cksichtigt [105]. Die Benennung der Terme orientiert sich an den Werten der
Stu¨tzpunkte (Tabelle 3.7). Ein Term mit asi = 0 wird mit NU bezeichnet. Die Be-
zeichnung von Termen mit asi > 0 richtet sich nach deren Anzahl (1 Term: POS, 2
Terme: PK-PG, 3 Terme PK-PM-PG, 4 Terme PK-PM-PG-PSG, 5 Terme PSK-PK-
PM-PG-PSG). Bei Termen mit asi < 0 wird analog vorgegangen. Allerdings geht
bei diesem automatischen Entwurf die subjektiv empfundene, intuitive Zuordnung
u.U. teilweise verloren. Die Alternative einer manuellen Zuordnung ist aber nicht
akzeptabel.
µ(asi) = 1, asi > 0 µ(asi) = 1, asi < 0 µ(asi) = 1, asi = 0
POS: positiv NEG: negativ NU: ungefa¨hr null
PSK: sehr klein NSK: etwas kleiner als null
PK: klein NK: leicht negativ
PM: mittel NM: ma¨ßig negativ
PG: groß NG: stark negativ
PSG: sehr groß NSG: sehr stark negativ
Tabelle 3.7: Kurz- und Langbezeichnung der linguistischen Terme in Abha¨ngig-
keit von den Stu¨tzpunkten der Zugeho¨rigkeitsfunktionen asi [89].
1In dieser Arbeit ist ms = 5 fu¨r alle wertekontinuierlichen Einzelmerkmale.
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Abbildung 3.7: Beispielregeln fu¨r ein 4-Klassenproblem (REF,LM; REF,LL;
REF,LS; ICP,PRE) mit automatisiert entworfenen Zugeho¨rig-
keitsfunktionen (ZGF) fu¨r ms = 5 linguistische Terme, siehe auch
Abschnitt 3.7.
Anschließend erfolgt eine Diskretisierung2 durch α-cuts mit α = 0.5 in ms = 5 In-
tervalle (z.B. in [−∞,+0.2], ] + 0.2,+0.6], ] + 0.6,+1.0], ] + 1.0,+2.1], ] + 2.1,+∞]).
Dadurch lassen sich relative Ha¨uﬁgkeiten bzw. bedingte relative Ha¨uﬁgkeiten
pˆ(xs = Asi) =
N(xs = Asi)
N
, (3.15)
pˆ(y = Bc) =
N(y = Bc)
N
, (3.16)
pˆ(xs = Asi ∩ y = Bc) = N(xs = Asi ∩ y = Bc)
N
. (3.17)
mit der Anzahl von Datensa¨tzen in einem Intervall N(xs = Asi), der Anzahl von
Datensa¨tzen zu einem Klassenterm N(y = Bc) bzw. der Anzahl von Datensa¨tzen in
einem Intervall und einem Klassenterm N(xs = Asi∩y = Bc) und der Gesamtanzahl
N scha¨tzen [108].
Die Relevanz der Einzelmerkmale der informationstheoretischen Maße
Ms =
H(xs; y)
H(y)
(3.18)
2Der Entwurf von Zugeho¨rigkeitsfunktionen dient der spa¨teren Verwendung beim Fuzzy-
Klassiﬁkator.
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wird durch die Transinformation H(xs; y) = H(xs) + H(y) − H(xs, y) sowie Ein-
gangs-, Ausgangs- und Gesamtentropie
H(xs) =−
ms∑
i=1
p(xs = Asi) · log2 p(xs = Asi) (3.19)
H(y) =−
C∑
c=1
p(y = Bc) · log2 p(y = Bc) (3.20)
H(xs, y) =−
ms∑
i=1
C∑
c=1
p(xs = Asi ∩ y = Bc) · log2 p(xs = Asi ∩ y = Bc) (3.21)
berechnet [139].
3.6.2 Modiﬁkation der Verfahren
Bei der Bewertung von Einzelmerkmalen wird zusa¨tzlich zur problembezogenen
Merkmalsrelevanz Ms auch eine problemunabha¨ngige Apriori-Merkmalsrelevanz
Ms,ap in die Berechnung der Gesamt-Merkmalsrelevanz Ms,ges einbezogen. Die Mo-
tivation besteht darin, im Falle problembezogen nahezu gleichwertiger Merkmale
diejenigen Merkmale zu bevorzugen, die sich beispielsweise durch eine bessere In-
terpretierbarkeit, einen geringeren Messaufwand, eine bessere Berechnungseﬃzienz
oder eine ho¨here messtechnische Zuverla¨ssigkeit auszeichnen. Die Verknu¨pfung bei-
der Komponenten erfolgt multiplikativ:
Ms,ges = Ms ·Ms,ap. (3.22)
Dieser Berechnungsschritt wird mit in die Merkmalsselektion integriert [89]. Die
Relevanz der Einzelmerkmale Ms nimmt Werte zischen Null und Eins an, siehe
Abschnitt 3.6.1. Die Apriori-Merkmalsrelevanz Ms,ap soll ebenfalls Werte zwischen
Null und Eins annehmen, so dass bei der multiplikativen Verknu¨pfung die Gesamt-
Merkmalsrelevanz Ms,ges wiederum Werte zwischen Null und Eins ergeben.
In der Ganganalyse dominieren die klinische Akzeptanz (Erho¨hung der Interpre-
tierbarkeit) und die Zuverla¨ssigkeit der Messungen bei der Festlegung der Apriori-
Merkmalsrelevanzen, z.B. die Bevorzugung der sagittalen Raumrichtung vor den
anderen beiden [60] oder die Unterdru¨ckung schwer interpretierbarer lineartrans-
formierter Merkmale [30]. Um diese nicht fu¨r jedes Merkmal manuell festlegen zu
mu¨ssen, wird das neu entwickelte Konzept der Kategorien zur Einteilung von Merk-
malen herangezogen:
1. Art des Merkmals (Minimum, Maximum, Mittelwert usw.): Map,AM ,
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2. zeitlicher Abschnitt (ganzer Schritt, nur Stand- oder Schwungperiode, Schritt-
phasen): Map,Zeit,
3. Gelenke (wie Becken, Hu¨fte, Knie, Fuß): Map,Gel,
4. Raumrichtung (sagittal, frontal, transversal): Map,Eb,
5. Art der Zeitreihe (originale oder zusa¨tzliche Zeitreihe, z. B. Gelenkwinkel, -win-
kelgeschwindigkeiten, Referenzabweichungen): Map,ZR.
Die Apriori-Merkmalsrelevanzen der Werte aller Kategorien sind Eins mit Ausnahme
 der Merkmalsart
”
MAPO“ und
”
MIPO“, wegen der heuristischen, empirischen
Extraktion, die schwer formalisierbar ist (diese Einzelmerkmale sind nur bei Zeit-
reihen mit einem ausgepra¨gten Extremwert interpretierbar, problematisch bei
Zeitreihen mit mehreren lokalen Extremwerten, wird spa¨ter in Kapitel 5 na¨her
erla¨utert),
 der zeitlichen Abschnitte der Stand- und Schwungperiode mit je Map,Zeit = 0.8
und der Schrittphasen mit je Map,Zeit = 0.6, die aufgrund der automatischen
Zeiteinteilung fehleranfa¨lliger sind,
 der frontalen und transversalen Ebene mit je Map,Eb = 0.8, die bei der klinischen
Analyse eine etwas geringere Rolle als die sagittale Ebene spielen (da die sagittale
Ebene fu¨r das Vorwa¨rtslaufen maßgebend ist) sowie
 der in der klinischen Praxis weniger gebra¨uchlichen Geschwindigkeitszeitreihen
mit Map,ZR = 0.8, Beschleunigungszeitreihen mit Map,ZR = 0.3 oder Streuungs-
zeitreihen Map,ZR = 0.4.
Zusa¨tzlich werden Merkmale mit einer messtechnisch unzuverla¨ssigeren Kombinati-
on von Kategorien Map,Kombi unterdru¨ckt (ungu¨nstige Signal-Sto¨r-Verha¨ltnisse, die
durch klinische Erfahrung eingescha¨tzt werden). Beispielsweise sind Messwerte in
der frontalen und transversalen Ebene fu¨r das Knie (Knie kann als Scharniergelenk,
genauer Roll-Gleitlager fu¨r Drehungen in einer Ebene angenommen werden) und in
der frontalen Ebene fu¨r das Fußgelenk aus anatomischer Sicht wa¨hrend des Gehens
nahezu irrelevant (originale Zeitreihen der Gelenkwinkel jeweils Map,Kombi = 0.6 so-
wie deren Winkelgeschwindigkeiten jeweils Map,Kombi = 0.1). Somit kann auch die
Auswahl von klinisch kaum akzeptierten Merkmalen wie Spannweite (SpW) oder
Mittelwerten (MW) von Geschwindigkeiten vermieden werden (Map,Kombi = 0.1).
Die Verknu¨pfung erfolgt fu¨r jedes Merkmal u¨ber eine Multiplikation
Ms,ap = Map,Art(l) ·Map,Zeit(l) ·Map,Gel(l) ·Map,Eb(l) ·Map,ZR(l) ·Map,Kombi(l) (3.23)
der jeweiligen Apriori-Merkmalsrelevanzen der Kategorien.
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Beispiel: Das berechnete Merkmal
”
Mittlere Winkelgeschwindigkeit der Knie-
ﬂexion in der Schwungperiode“ (
”
MW SW Knie sag GZR“) nimmt in den
Kategorien folgende Werte an: Art des Merkmals: Mittelwert (Map,AM = 1),
zeitlicher Abschnitt: Schwungperiode (Map,Zeit = 0.8), Gelenk: Knie (Map,Gel =
1), Ebene: sagittal (Map,Eb = 1), Art der Zeitreihe: Geschwindigkeit (Map,ZR =
0.8), spezielle Kombinationen von Kategorien: keine (Map,Kombi = 1). Daraus
folgt mit Gl. (3.23) die Apriori-Merkmalsrelevanz Ms,ap = 0.64.
In der Praxis werden mit den informationstheoretischen Maßen oder univariaten
Varianzanalysen (ANOVA) auch voneinander abha¨ngige Merkmale im Ergebnis mit
einbezogen. Das hat zur Folge, dass innerhalb der relevanten Merkmale teilweise ho-
he Korrelationen auftreten ko¨nnen. Um eine Liste charakteristischer, unabha¨ngiger
Merkmale zu erhalten, wird zudem eine Abstufung der Relevanz
Ms,uk = Ms,ges ·Ms,ko (3.24)
bei korrelierten Merkmalen mit einem Korrelationskoeﬃzienten ρs,s∗ und ρkrit = 0.7
einbezogen. Die zusa¨tzliche Relevanz
Ms,ko =
{
0 fu¨r ρs,s∗ > ρkrit und Ms,ges < Ms∗,ges
1 sonst
(3.25)
hat fu¨r alle Merkmale den Faktor Eins und Null fu¨r korrelierte Merkmalspaare mit
einem Korrelationskoeﬃzienten gro¨ßer 0.7 und der kleineren Relevanz Ms,ges. Dieser
Rechenschritt erfolgt nach dem Einbezug der Apriori-Merkmalsrelevanzen.
Bei der Anwendung der Relevanzbewertungen werden einzelne Merkmale be-
wertet und direkt zur klinischen Anwendung zur Verfu¨gung gestellt. Dazu besteht
noch die Mo¨glichkeit, die bewerteten Merkmale gema¨ß den Kategorien zusammen-
zufassen. Dadurch ko¨nnen globale, abstrahiertere Aussagen getroﬀen werden, wie
z.B. die Patientengruppe ist durch wesentliche Charakteristiken in der Standphase
oder in der sagittalen Ko¨rperebene gepra¨gt. Dadurch kann ein hierarchisches Kon-
zept zur Beurteilung von Patienten erreicht und in der klinischen Praxis eingesetzt
werden [127].
3.6.3 Verfahren zur Regressionsanalyse
Um Zusammenha¨nge zwischen Einzelmerkmalen zu ﬁnden, kann die Regressions-
analyse eingesetzt werden. Sie wird insbesondere dazu verwendet, eine subjektive,
formalisierte Experteneinscha¨tzung mit mehreren quantitativen Merkmalen zu er-
kla¨ren.
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Die Regressionsanalyse sucht nach funktionalen Zusammenha¨ngen von Einzel-
merkmalen XN×SEM , die ein ”
Zielmerkmal“ xs am besten beschreiben [29, 132]. Die
Zusammenha¨nge sind beispielsweise linear oder quadratisch durch die Regressions-
gleichung
xs = α0 + α1x1 + α2x2 + . . . + αs−1xs−1 + αs+1xs+1 + . . . + β0 + β1x21 + . . . (3.26)
mit den Regressionskoeﬃzienten αi, βi, i = 0 . . . I beschrieben. Die Auswahl der Ein-
zelmerkmale xi erfolgt durch Scha¨tzung eines multiplen Korrelationskoeﬃzienten.
Dieser soll zwischen dem Zielmerkmal xs und der Auswahl gema¨ß Gl. (3.26) maxi-
miert werden. Berechnet wird das u¨ber die Summe der quadrierten Abweichungen
zwischen Scha¨tzung und Zielmerkmal der Regressionsgleichung.
3.7 Klassiﬁkation mit bekannter Klasseneintei-
lung
Das Ziel in der Ganganalyse besteht in der Interpretation des erreichten Klassiﬁ-
kationsergebnisses und nicht in der automatisierten Klassiﬁkation von Datensa¨tzen
(
”
der Weg ist das Ziel“). Eine automatisierte Klassiﬁkation ist beispielsweise die
Einteilung in Referenz- und Patientendaten. Eine derartige Aufgabe ist bereits sub-
jektiv fu¨r klinische Laien einfach lo¨sbar, d.h. das Erkennen von krankhaftem Gehen
ist intuitiv leicht zu erkennen. Die Frage nach einer Charakterisierung und Dif-
ferenzierung hingegen, anhand welcher Kriterien ein Patient krankhaft la¨uft, ist
bei komplexen Krankheitsbildern nicht so einfach lo¨sbar. Hierbei ist die Extraktion
und Auswahl geeigneter Merkmale oftmals wichtiger fu¨r den Erfolg als die Art des
Klassiﬁkationsverfahrens. Eine reine Verbesserung der Klassiﬁkationsgu¨te, z.B. mit
anderen Merkmalen oder anderen Klassiﬁkationsverfahren, unter Reduzierung bei
der Interpretierbarkeit fu¨hrt daher zu einem Misserfolg bei der Anwendung in der
Ganganalyse.
In den Gesamtprozess der Datenauswertung aus Abbildung 3.1 ordnet sich dieser
Abschnitt als
”
Klassiﬁkation“ ein. Dabei werden die bewerteten Einzelmerkmale aus
Abschnitt 3.6.1 verwendet, um die Klassiﬁkationsprobleme aus den formalisierten
Problemstellungen (Abschnitt 3.2) zu lo¨sen.
Auf Basis der gefundenen Merkmalsrelevanzen ko¨nnen nun u¨berwachte Klassi-
ﬁkatoren automatisiert entworfen werden. Beispiele sind Bayes-Klassiﬁkatoren mit
einer vorgeschalteten linearen Merkmalstransformation durch eine Diskriminanzana-
lyse bzw. Fuzzy-Klassiﬁkatoren [46, 106, 108]. Beide Typen liefern oftmals a¨hnliche
Klassiﬁkationsgu¨ten mit tendenziellen Vorteilen fu¨r die Bayes-Klassiﬁkatoren. Hin-
gegen ko¨nnen Fuzzy-Klassiﬁkatoren mit nichtlinearen Zusammenha¨ngen und nicht-
60 3 Neues Data Mining Konzept zur Entscheidungsunterstu¨tzung
kompakten Klassenbereichen umgehen. Dazu sind Fuzzy-Klassiﬁkatoren meist besser
interpretierbar, weil die Einzelmerkmale nicht weiter transformiert werden. Daher
werden im Folgenden Fuzzy-Klassiﬁkatoren angewendet, die bereits aus der Litera-
tur bekannt sind [106, 108].
Beim Entwurf des Fuzzy-Klassiﬁkators werden zuna¨chst die Werte der Ein-
zelmerkmale durch linguistische Terme verbalisiert [22, 169, 180, 181]. Durch die
informationstheoretischen Maße, den Einbezug von Apriori-Relevanzen sowie die
Induktion von Entscheidungsba¨umen werden die Einzelmerkmale bewertet und
ausgewa¨hlt. Anschließend werden aus den Entscheidungsba¨umen Regelhypothesen
extrahiert, durch ein Pruning verallgemeinert und geeignete Regeln als Regelbasis
zur Lo¨sung des Klassiﬁkationsproblems ausgewa¨hlt. Die Regeln Rk haben die
Struktur
Rk : WENN x1 = A1,Rk︸ ︷︷ ︸
Teilpra¨misse Pk1
UND · · · UND xs = As,Rk︸ ︷︷ ︸
Teilpra¨misse Pks︸ ︷︷ ︸
Pra¨misse Pk
DANN y = BRk,︸ ︷︷ ︸
Konklusion Ck
,
z.B. “WENN (SpW ST Hu¨fte sag OZR = PM) UND (SpW STRI Becken
sag OZR=PSK ODER PK) DANN REF, LM“. Die Regeln ko¨nnen zusa¨tzlich
durch den Bereich von Zugeho¨rigkeiten der Teilpra¨missen µ > 0.5 visualisiert
werden (siehe Rechteck im rechten Diagramm in Abbildung 3.7, dabei werden die
Datensa¨tze von REF,LM als ◦ symbolisiert erfasst). Sie ko¨nnen weiterhin durch die
Generierung von Erkla¨rungstexten angegeben werden. Hierbei werden zusa¨tzliche
Informationen verbalisiert, die bestenfalls aus Graﬁken abgescha¨tzt werden ko¨nnen.
Weitere Ziele sind die Anna¨herung an den natu¨rlichen Sprachgebrauch sowie die
sprachliche Komprimierung unter Beibehaltung des Informationsgehalts.
Die zusa¨tzlichen Informationen stu¨tzen sich auf relative Ha¨uﬁgkeiten und infor-
mationstheoretische Maße und geben z.B. die Anzahl abgedeckter Datensa¨tze durch
eine Regel, den Bezug zu anderen Klassen oder die verursachten Fehlklassiﬁkationen
an [89, 107].
Automatisiert generierter Erkla¨rungstext, vgl. Abbildung 3.7 rechts: Die
Beispiele fu¨r Referenzpersonen mit mittlerer Gehgeschwindigkeit (REF,LM)
sind dadurch charakterisiert, dass die Spannweite der Hu¨ftﬂexion wa¨hrend der
Standphase (SpW ST Hu¨fte sag OZR) ha¨uﬁg anders als sonst ist: meistens
mittel (zwischen 35 und 45). Weiterhin gilt fu¨r die Beispiele, dass die
Spannweite der Beckenkippung wa¨hrend des Schrittes (SpW STRI Becken sag
OZR) ha¨uﬁg kleiner als sonst ist: meistens klein (zwischen 2 und 4).
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Aus den Aussagen la¨sst sich eine Regel aufbauen, die fast alle Fa¨lle von Refe-
renzpersonen mit mittlerer Gehgeschwindigkeit (REF,LM) beschreibt: WENN
die Spannweite Hu¨ftﬂexion wa¨hrend der Standphase (SpW ST Hu¨fte sag OZR)
mittel (zwischen 35 und 45) ist UND die Spannweite der Beckenkippung
wa¨hrend des Schrittes (SpW STRI Becken sag OZR) sehr klein bis klein (klei-
ner als 4) ist, DANN FOLGT DARAUS meistens Referenz mit mittlerer Geh-
geschwindigkeit (REF,LM).
Dabei werden die Zahlenwerte der bedingten Ha¨uﬁgkeiten in linguistische Terme
umgesetzt, siehe Tabelle 3.8 und [23, 122]. Hierbei wird zwischen der gescha¨tzten
Wahrscheinlichkeit und der relativen Anzahl der Beispiele unterschieden.
Relative linguistischer Term linguistischer Term
Ha¨uﬁgkeit pˆ (gescha¨tzte Wahrscheinlichkeit) (relative Anzahl von Beispielen)
[0, 0.025] nie keine
(0.025, 0.20] selten wenige
(0.20, 0.50] gelegentlich einige
(0.50, 0.80] ha¨uﬁg viele
(0.80, 0.975] meistens fast alle
(0.975, 1.00] immer alle
Tabelle 3.8: Linguistische Terme zur Beschreibung der relativen Ha¨uﬁgkeiten [89,
107].
In [89, 107, 108] sind Fuzzy-Klassiﬁkatoren und die Generierung von Erkla¨rungs-
texten ausfu¨hrlich beschrieben. In dieser Arbeit stehen der Einsatz und die Auswer-
tung der Ergebnisse im Vordergrund.
3.8 Struktursuche ohne bekannte Klasseneintei-
lung
Der in diesem Abschnitt durchgefu¨hrte Teilprozess verbindet mehrere Blo¨cke im Ge-
samtprozess aus Abbildung 3.1. Die klinische Problemstellung mit der Suche nach
unbekannten Subgruppen (Abschnitt 3.2) bedeutet formalisiert eine Klassiﬁkations-
aufgabe ohne Vorgabe von Klassen (unu¨berwachtes Lernen). Hierbei sollen die Da-
tensa¨tze von Patienten in bestimmten Merkmalen (Zeitreihen oder Einzelmerkmale)
zusammengefasst werden, die eine hohe A¨hnlichkeit haben. Dazu ist die Bewertung
der Merkmale erforderlich, die geeignet sind, um die Subgruppen zu ﬁnden. Als Er-
gebnis werden weitere zusa¨tzliche Zeitreihen bzw. Einzelmerkmale berechnet, die die
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Subgruppen als Cluster-Zentren repra¨sentieren. Die Zugeho¨rigkeiten der Datensa¨tze
zu den Cluster-Zentren sind weitere Einzelmerkmale. Somit erstreckt sich der Teil-
prozess mit der Struktursuche u¨ber mehrere ru¨ckgekoppelte Teilschritte.
Existierende Unterteilungen sind hier als Subgruppen bezeichnet, wie z.B. un-
terschiedliche pathologische (krankhafte) Ausfallerscheinungen innerhalb einer Pa-
tientengruppe. Als Cluster werden hier die berechneten Unterteilungen der Daten
bezeichnet. Die Cluster dienen dem Ziel, die unterschiedlichen realen Gruppierungen
zu ﬁnden. Der Begriﬀ
”
Klassen“ bzw.
”
Gruppen“ wird wie bereits beschrieben fu¨r
semantische Einteilungen verwendet [22], z.B. Referenzpersonen und Patienten. Die
Cluster wiederum ko¨nnen als eine formale Klasseneinteilung interpretiert werden,
sofern sie klinisch akzeptiert sind, d.h. Subgruppen beschreiben.
Das Zusammenfassen von Objekten in Cluster dient der explorativen Daten-
analyse3 zum Finden von Strukturen bzw. Gruppen. Ein prima¨res Ziel der Cluster-
Analyse ist, Datensa¨tze in homogene Gruppen (Klassen, Cluster, Typen) zusammen-
zufassen. Dabei soll eine Homogenita¨t (oder hohe A¨hnlichkeit, kleine Distanzen, ho-
he Datendichte) innerhalb der Cluster und eine Heterogenita¨t (Una¨hnlichkeit, große
Distanzen, geringe Datendichte) zwischen den Clustern erreicht werden [10, 48, 70].
Die Begriﬀe sind durch unterschiedliche Distanzen oder A¨hnlichkeitsmaße formali-
siert [21, 46]. Es existiert keine exakte Theorie, die diese Ziele fu¨r beliebige Anwen-
dungsfa¨lle und Fragestellungen erfu¨llt, so dass die meisten Verfahren heuristischer
Natur sind. In der vorliegenden Arbeit sind dazu fu¨r die Anwendung in der Gangana-
lyse zuna¨chst empirische Bewertungen von Subgruppen formuliert. Die Bewertun-
gen stu¨tzen sich einerseits auf Angaben in der technischen Literatur zum Erkennen
intuitiver Einteilungen4 und andererseits auf Hinweise in der medizinischen Litera-
tur zu bereits bekannten Subgruppierungen. Weiterhin muss methodischer Entwick-
lungsaufwand geleistet werden, um Cluster-Algorithmen fu¨r die Anwendung bei den
Gangdaten einzusetzen (Vergleich, Auswahl und Modiﬁkation geeigneter Algorith-
men und Merkmalsra¨ume, wie nachfolgend gezeigt wird).
Anschließend werden Fuzzy-Cluster-Verfahren vorgestellt und miteinander ver-
glichen, um sie auf die Zeitreihenanalyse in der Ganganalyse anzupassen. Wegen
Sto¨reﬀekten, z.B. Rauschen oder partielle, individuelle Patientenauspra¨gungen, ist
der Einbezug von Unsicherheiten in die Analyse unvermeidbar. Daher beschra¨nkt
sich in dieser Arbeit die Anwendung auf Fuzzy-Cluster-Verfahren zur Analyse der
Gangdaten. Fuzzy-Cluster-Verfahren basieren auf der Optimierung einer Zielfunkti-
on (
”
Objective-Function“) und bestimmen graduelle Zugeho¨rigkeiten (ZGH) der Da-
3Explorative Datenanalyse beschreibt hier die Untersuchung der Daten, ohne ein vorgewa¨hltes
mathematisches Modell anzunehmen, das das Auftreten der Daten und deren Strukturen erkla¨rt.
4Intuitive Einteilung, beschreibt hier Einteilungen, wie sie von Menschen vorgenommen werden
ko¨nnten.
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tensa¨tze zu Cluster-Zentren [46, 65]. Die Positionen der Cluster-Zentren ergeben sich
aus den Datensa¨tzen entsprechend der ZGH. Die meisten Cluster-Verfahren lo¨sen
ihre gestellte Aufgabe gut, wie z.B. derartige Minimierungsaufgaben. Schlechte Er-
gebnisse im Sinne einer intuitiven Einteilung gehen daher oftmals auf eine unpra¨zis
formulierte Aufgabenstellung an die Cluster-Analyse zuru¨ck. Um die Ergebnisse au-
tomatisiert zu bewerten, werden Validierungsmaße eingesetzt und entsprechend mo-
diﬁziert. Die Anwendung der verwendeten Methoden soll die Merkmalsextraktion,
die Bewertung der Existenz von Subgruppen in einer oder mehreren Zeitreihen und
die Festlegung der Cluster-Anzahl automatisieren.
3.8.1 Verallgemeinerte empirische Bewertung von Subgrup-
pen
Um ein berechnetes Analyseergebnis (Einscha¨tzung von Cluster-Gu¨ten zum Erken-
nen guter Cluster-Ergebnisse) bewerten zu ko¨nnen, mu¨ssen Kriterien festgelegt wer-
den, die an intuitiven Ergebnisinterpretationen und teilweise vorhandenem empiri-
schen Wissen angelehnt sind, wie z.B.
1. Bevorzugung u¨berwiegend eindeutiger Zugeho¨rigkeiten der Datensa¨tze zu den
Clustern (Gewinnung von Information, Gegenbeispiel: Alle Datensa¨tze sind glei-
chermaßen zu allen Cluster-Zentren zugeordnet),
2. Cluster-Zentren sollen weitgehend getrennt und nicht eng benachbart sein (Er-
mittlung funktionell unterschiedlicher Subgruppen, Gegenbeispiel: Alle Cluster-
Zentren liegen u¨bereinander),
3. Vermeidung des Anlernens einzelner Datensa¨tze, d.h. Einhaltung einer
”
gewissen
Abstraktion“ (Generalisierung) in einem Cluster-Zentrum als Zusammenfassung
von mehreren Datensa¨tzen,
4. Bestimmung einer geeigneten Cluster-Anzahl,
5. Finden bekannter Klassen als Cluster (z.B. bereits ermittelte Cluster im ein-
geschra¨nkten Suchraum oder empirisch bekannte Gruppen, wie Referenzgruppe
oder Beschreibung von Datensa¨tzen mit unterschiedlichen, semantischen Eigen-
schaften durch separates Cluster-Zentrum) und
6. plausible Zuordnung einzelner Datensa¨tze zu Clustern.
Das Ziel besteht darin, Zeitreihen mit ausgepra¨gten Gruppen zu ﬁnden und sie
durch Cluster zu beschreiben. Dabei sind die Anzahl der Gruppen sowie Zusam-
menha¨nge zwischen den Zeitreihen meist unbekannt. Insbesondere das Finden von
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Zusammenha¨ngen u¨ber mehrere Zeitreihen ist wu¨nschenswert. Aber oftmals las-
sen sich derartige Fragestellungen nicht eindeutig lo¨sen, so dass mit einer gewissen
Unscha¨rfe zu rechnen ist.
3.8.2 Automatisiertes Finden von Subgruppen
Zur Struktursuche mit unbekannter Klasseneinteilung wird im Folgenden die
Cluster-Analyse zum Finden unbekannter Subgruppierungen eingesetzt. Der Ein-
satz sowie die Auswahl und Anpassung geeigneter Methoden fu¨r die Gangdaten wird
im Folgenden detaillierter beschrieben, da fu¨r diese Daten bisher keine universellen
Entwicklungen zur Verfu¨gung stehen.
Cluster-Algorithmen
Viele Fuzzy-Cluster-Verfahren [20, 66] ﬁnden Cluster-Zentren Vs×C = (v1 · · ·vC)
(s = Anzahl Merkmale, C = Cluster-Anzahl) durch Lo¨sen des Optimierungspro-
blems
Jq(U,V) =
N∑
n=1
C∑
c=1
(un,c)
q · d2c(xn,vc)→ min
U,V
, (3.27a)
C∑
c=1
un,c = 1,∀n = 1 . . . N, mit un,c ≥ 0, (3.27b)
N∑
n=1
un,c > 0,∀c = 1 . . . C. (3.27c)
Die Nebenbedingungen erzwingen eine probabilistische (Summe aller ZGH fu¨r festen
Datensatz n ist Eins) Cluster-Einteilung Gl. (3.27b) und fordern, dass kein Cluster
leer ist Gl. (3.27c). Sie vermeiden die Triviallo¨sung mit un,c → 0 [66]. Bei possibi-
listischen Cluster-Einteilungen entfa¨llt die Nebenbedingung Gl. (3.27b), so dass ein
Datensatz n zu mehreren Cluster-Zentren eine ZGH von Eins erlangen kann5. Die
Minimierung der Optimierungsfunktion Jq wird fu¨r eine große Zugeho¨rigkeit un,c ei-
nes Datensatzes n = 1 . . . N zu einem Cluster-Zentrum c = 1 . . . C mit einer kleinen
quadratischen Distanz d2c und umgekehrt erreicht. Durch den Fuzziﬁzierungsgrad q
ko¨nnen
”
harte“ (q = 1) oder einheitlich
”
weiche“ Zugeho¨rigkeiten q → ∞ einge-
stellt werden. Mit der Nebenbedingung Gl. (3.27b), Nullsetzen der Ableitung von
5Diese Einteilung kann fu¨r Bildauswertungen zweckma¨ßig sein. Allerdings ist sie fu¨r die klinische
Anwendung, bei der die Patienten eindeutig zu einer Subgruppen zugeordnet werden sollen, nicht
praktikabel und wird nicht weiter verfolgt.
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Gl. (3.27a) fu¨r q > 1 nach U bzw. V ergibt sich die Zugeho¨rigkeit (ZGH)
un,c =
[d2c(xn,vc)]
1
1−q∑C
i=1 [d
2
i (xn,vi)]
1
1−q
(3.28)
bzw. die Lage der Cluster-Zentren, z.B. fu¨r Euklidische Distanzen
vc =
∑N
n=1(un,c)
qxn∑N
n=1(un,c)
q
. (3.29)
Datensa¨tze mit einer großen Zugeho¨rigkeit ziehen das Cluster-Zentrum sta¨rker in ih-
re Richtung als Datensa¨tze mit kleinen Zugeho¨rigkeiten. Da Gl. (3.27) nicht geschlos-
sen lo¨sbar ist, werden nach einer Wahl von Start-Clustern Gl. (3.28) und Gl. (3.29)
iterativ berechnet, siehe auch im Anhang Abbildung C.5. Start-Cluster ko¨nnen bei-
spielsweise zufa¨llig sein (wird in Kapitel 5 zur Validierung der Ergebnisse eingesetzt),
wobei wegen der besseren Vergleichbarkeit der Methoden hier Start-Cluster entspre-
chend der (reziproken) Datendichte verteilt sind. Die Iteration wird beendet, wenn
die A¨nderung aller Zugeho¨rigkeiten in aufeinanderfolgenden Iterationsschritten u∗n,c
nach un,c eine bestimmte Schranke ε mit Σ
N
n=1Σ
C
c=1
(
u∗n,c − un,c
)2
< ε unterschreitet.
Ein Wert von ε = 10−3 hat sich hier bewa¨hrt, wobei sich die Cluster-Zentren meist
schon nach wenigen Iterationsschritten an die endgu¨ltigen Positionen anna¨hern. Frei-
heitsgrade fu¨r eine problemspeziﬁsche Anpassung der hier vorgestellten automati-
sierten Verfahren bestehen in der Wahl
 des Algorithmus zur Festlegung der Cluster-Anzahl C,
 der Distanz dc,
 der Merkmale X und
 dem Fuzziﬁzierungsgrad q.
Die Literatur empﬁehlt oftmals einen Fuzziﬁzierungsgrad von q = 2 [66, 118, 145].
Er wird nachfolgend einheitlich auf q = 2 eingestellt, Arbeiten zur Optimierung
ﬁnden sich z.B. unter [79]. Fu¨r q = 2 konnten die bereits empirisch gefundenen Sub-
gruppen ebenfalls gefunden werden. Bei gro¨ßeren Werten sind die Zugeho¨rigkeiten
der Datensa¨tze zu den Clustern nicht mehr eindeutig, bei kleineren Werten sind
Patienten-individuelle Auspra¨gungen zu stark gewichtet.
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Validierungen von Cluster-Ergebnissen und Festlegung Cluster-Anzahl
Die Cluster-Anzahl C sowie die Merkmalsselektion lassen sich allerdings nicht aus
dem Wert von Gl. (3.27a) bestimmen, da Jq(U,V) fu¨r steigende Cluster-Anzahl mo-
noton fa¨llt. Fu¨r eine gleiche Anzahl von Clustern und Datensa¨tzen ergibt die Funk-
tion Null. Daher werden anwendungsspeziﬁsch Validierungsmaße verwendet, die bei
wiederholter Cluster-Berechnung mit verschiedener Cluster-Anzahl bestimmt wer-
den [66, 78]. Sie beurteilen die Qualita¨t lokal (von einzelnen Clustern) oder global
(u¨ber alle Cluster). Zu den globalen Validierungsmaßen geho¨rt der Partitionskoeﬃ-
zient (partition coeﬃcient) [20]
PC(u) =
∑N
n=1
∑C
c=1 u
2
n,c
N
(3.30)
mit 1
C
≤ PC(u) ≤ 1 fu¨r eine gleichma¨ßige (informationslose, 1
C
) bis scharfe Cluster-
Einteilung (1). Die Partitionsentropie [65, 166]
PE(u) =
−∑Nn=1∑Cc=1 un,c ln(un,c)
N
(3.31)
die der Shannon-Entropie [139] nachempfunden ist, dru¨ckt den mittleren Informa-
tionsgehalt mit 0 ≤ PE(u) ≤ ln(C) aus, d.h. von einem maximalen Informati-
onszugewinn (Entropie=0) bis hin zur Gleichverteilung. Ein aus diesen Ansa¨tzen
entwickelter Verha¨ltnis-Repra¨sentant (proportion exponent)
PX(u) = − ln
 N∏
n=1
[µ−1n ]∑
i=1
(−1)i+1
(
C
i
)
(1− iµn)C−1
 (3.32)
verwendet maximale Cluster-ZGH µn = max(un,c) u¨ber c = 1..C und die gro¨ßte
ganze Zahl [µ−1n ] kleiner gleich
1
µn
[170]. Je gro¨ßer die Werte des PX, desto besser
ist das Analyseergebnis bewertet (0 ≤ PX ≤ ∞). Der Trennungsgrad (separation)
S(u) =
Jq(U,V)
C · min
i,j=1..C,i=j
(d2c(vi,vj))
(3.33)
erweitert Gl. (3.27a) um die Cluster-Anzahl C und die minimale quadratische Di-
stanz zwischen zwei benachbarten Clustern [178]. Dadurch werden eng benachbarte
Cluster-Zentren bestraft. Eine gute Anzahl von Clustern wird durch das erste loka-
le Minimum angegeben [66]. Bei steigender Cluster-Anzahl existieren zwar oftmals
weitere lokale Minima, stellen aber unzufriedene Ergebnisse dar.
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Daru¨ber hinaus existieren weitere Validierungsmaße und deren speziﬁsche An-
wendungen [22, 66, 78, 118, 145]. Beispiele sind das Fuzzy-Hypervolumen FHV (u) =∑C
i=1
√
det(Ai) oder Partitionsdichten von Clustern. Diese Maße sind fu¨r die
Einscha¨tzung von Punktanha¨ufungen nahe des Cluster-Zentrums gut geeignet. Der-
artige konzentrierte Datenha¨ufungen kommen aber gerade bei heterogenen Patien-
tenauspra¨gungen in der Praxis nicht vor (in Abbildung 3.7 sind die Datensa¨tze der
Patienten ICP,PRE als ∇ symbolisiert und sehr heterogen verteilt, im Gegensatz
zu kompakten und homogenen Gruppen wie REF,LL als × symbolisiert). Weiterhin
bauen derartige Maße auf spezielle Algorithmen (Gath-Geva, siehe unten) auf, der
fu¨r die Gangdaten nicht geeignet ist, wie spa¨ter gezeigt wird. Lokale Validierungs-
maße bewerten einzelne Cluster und versuchen gezielt, Cluster zu vereinen oder
trennen. Sie sind insbesondere fu¨r die Erkennung bestimmter Formen, z.B. Linien
oder Kreise wie in der Bildverarbeitung u¨blich, ausgelegt. In der Ganganalyse ist
die Erkennung vorgegebener, gezielter Formen nicht Gegenstand, so dass die lokalen
Maße nicht weiter verfolgt werden.
Eine U¨bersicht der hier untersuchten und vorgestellten Validierungsmaße zeigt
Tabelle 3.9.
Maß Ziel beste Cluster-Gu¨te schlechteste Cluster-Gu¨te
PC(u) maximieren 1 1
C
PE(u) minimieren 0 ln(C)
PX(u) maximieren →∞ 0
S(u) minimieren, erstes → 0 ∞
lokales Minimum
Tabelle 3.9: Zusammenfassung verschiedener Validierungsmaße.
Wahl der Distanz
Der Fuzzy-C-Means-Algorithmus (FCM)6 verwendet eine einheitliche Distanz
d(xn,vc) mit
d2c(xn,vc) = d
2(xn,vc) = (xn − vc)T ·M · (xn − vc). (3.34)
Die Matrix M muss eine positiv deﬁnite Matrix sein7. Beispiele sind die Euklidische
(EU, M = Is: Einheitsmatrix) oder Mahalanobis-Distanz (MA, M = S
−1: inverse
6FCM steht fu¨r eine verallgemeinerte Mittelwertbildung mit fester Cluster-Anzahl c.
7Symmetrische Matrizen M fu¨r die xTMx > 0,∀x ∈ Rn,x = 0 gilt, heißen positiv deﬁnit.
Charakteristisch fu¨r diese Matrizen sind ihre positiven Eigenwerte. Damit ist eine Deﬁnition des
Abstandes gewahrt, der nur positive Werte annehmen kann.
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Kovarianzmatrix u¨ber alle Datensa¨tze). Der FCM erkennt kugelfo¨rmige Punktwol-
ken in S-dimensionalen (transformierten) Ra¨umen. Die ZGH zu den Cluster-Zentren
ergeben sich direkt aus den Distanzen, so wird bei der iterativen Berechnung ledig-
lich die Cluster-Position optimiert. Der Fuzziﬁzierungsgrad q in Gl. (3.28) ist ein
Gewichtungsexponent fu¨r die Distanz (z.B. bedeutet q = 1.5 eine mit vier poten-
zierte Diﬀerenz, siehe Gl. (3.28) durch formales Einsetzen von q).
Der Gustafson-Kessel-Algorithmus (GK) basiert auf cluster-speziﬁschen Distan-
zen dc(xn,vc) mit
d2c(xn,vc) = (xn − vc)T ·Mc · (xn − vc). (3.35)
Dabei ist das Cluster-Volumen (positiv deﬁnite Matrix)
Mc =
s
√
det(S′c)S′
−1
c (3.36)
konstant, hier durch den Term s
√
det(S′c) einheitlich Eins8. Sonst wird die Minimie-
rung der Funktion aus Gl. (3.27a) lediglich durch Vergro¨ßerung der Cluster-Volumen
erzielt. Die Cluster-Form ist allerdings durch die
”
Fuzzy-Kovarianzmatrix“ [66]
S′c =
∑N
n=1 u
q
n,i(xn − vc)(xn − vc)T∑N
n=1 u
q
n,c
. (3.37)
variabel9. Die
”
Fuzzy-Kovarianzmatrix“ modiﬁziert die Berechnung der Kovarianz-
matrix aus Gl. (3.11) fu¨r jedes Cluster durch Verwendung der Zugeho¨rigkeiten uqn,c
(mit Werten aus dem Intervall [0, 1]). Fu¨r große N und einheitlich hohe ZGH un,c = 1
ko¨nnen sie ineinander u¨bergefu¨hrt werden. Die Cluster-Zentren entsprechen klassen-
speziﬁschen Mittelwerten (fu¨r einheitliche ZGH un,c = 1).
Der Gath-Geva-Algorithmus (GG) nimmt eine mehrdimensionale Normalvertei-
lung der Datensa¨tze in einem Cluster an. Die Distanz dc ergibt sich aus der gescha¨tz-
ten reziproken Wahrscheinlichkeit, dass ein Datensatz zu einem Cluster geho¨rt10:
d2c(xj,vc) =
(2π)
s
2
√
det(S′c)
p̂c
exp
(
1
2
(xj − vc)TS′−1c (xj − vc)
)
(3.38)
mit p̂c =
∑N
j=1 u
q
j,c∑N
j=1
∑C
l=1 u
q
j,l
.
8Erweiterungen des GK-Algorithmus lassen konstante Cluster-Volumen det(Ai) = const. zu.
9Der Nennerterm
∑N
j=1 u
q
j,i hat beim GK-Algorithmus keinen Einﬂuss, wird aber fu¨r den Gath-
Geva-Algorithmus erforderlich.
10Da der Term (2π)
s
2 fu¨r alle cluster-speziﬁschen Distanzen konstant bleibt, hat er keinen Einﬂuss
auf das Ergebnis des GG-Algorithmus und kann weggelassen werden. Der Term stellt hier aber den
Bezug zur Normalverteilung besser dar.
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Die gescha¨tzte Wahrscheinlichkeit fu¨r ein Auftreten eines Datensatzes in einem
Cluster p̂c ergibt sich aus den relativen Zugeho¨rigkeiten zum Cluster c. Der Un-
terschied zur s-dimensionalen Wahrscheinlichkeitsdichte ist die Verwendung der
”
Fuzzy-Kovarianzmatrizen“ und die Scha¨tzung der Wahrscheinlichkeiten p̂c anhand
der ZGH, siehe Anhang C und [46, 66]. Beim GK- und GG-Algorithmus wird in
jedem Iterationsschritt fu¨r jedes Cluster die Kovarianzmatrix aller Datensa¨tze im
Cluster neu gescha¨tzt.
Merkmale
Fu¨r die Cluster-Algorithmen werden hier entweder alle K Abtastzeitpunkte einer
oder mehrerer Zeitreihen Zns[k] oder daraus extrahierte Einzelmerkmale aus Ab-
schnitt 3.5 als Merkmale X = ((xns)) verwendet. Bei der Cluster-Berechnung gilt
xn = (Zns[1], . . . Zns[K]) (3.39)
fu¨r eine Zeitreihe s bzw.
xn = (Zns[1], . . . Zns[K], Zni[1], . . . Zni[K]) (3.40)
fu¨r die Zeitreihen s und i usw..
Weitere Einzelmerkmale X entstehen durch eine dimensionsreduzierende Line-
artransformation der Zeitreihe s ∈ SZR (nach einer Normierung auf ein Intervall
[−1,+1]):
xn = zns ·Φ mit zns = (Zns[1], . . . Zns[k], . . . Zns[K]) (3.41)
xn = (xn1, . . . , xnI),Φ = (φ1, . . . ,φI).
Die (K × I)-dimensionale Transformationsmatrix Φ wird so entworfen, dass die
jeweils interessierende Information mo¨glichst gut erhalten und komprimiert wird [70,
155], z.B. durch Lo¨sen eines Eigenwertproblems
(A− λiIK×K)φi = 0, λ1 ≥ . . . ≥ λi ≥ . . . λI ≥ . . . ≥ λK . (3.42)
(IK×K : Einheitsmatrix, λi: Eigenwerte, φi: Eigenvektoren). Dabei maximiert die
Hauptkomponentenanalyse (HKA) mit A = T (T = N · S, Total Variance = Ge-
samtstreuung aller Datensa¨tze) die Kovarianzinformation fu¨r einen I-dimensionalen
Unterraum. Die Kovarianzmatrix S berechnet sich aus allen N Datensa¨tzen, vgl.
Gl. (3.11). Fu¨r praktische Anwendung bei den Gangdaten erwies sich eine Anzahl
der Hauptkomponenten (HK) mit I = 2 als sinnvoll und wird daher nachfolgend
verwendet. Voraussetzungen fu¨r die Verwendung von HK sind
70 3 Neues Data Mining Konzept zur Entscheidungsunterstu¨tzung
1. valides Bestimmen anhand der gegebenen Daten und
2. Unterscheidung der Gruppen in Bereichen maximaler Streuung.
Die erste Voraussetzung konnte durch eine Cross-Validierung gezeigt werden (mehr-
maliges Berechnen der HK durch unterschiedliche Teilmengen der gesamten Da-
tensa¨tze). Die zweite Voraussetzung ist bei den Gangdaten meistens erfu¨llt, muss
aber ggf. durch Interpretation der Ergebnisse gepru¨ft werden, wie spa¨ter gezeigt
wird.
Strukturell passen Hauptkomponenten ebenfalls in die
”
Berechnung zusa¨tzlicher
Einzelmerkmale“ aus Abbildung 3.1. Sie erhalten aber wegen der schlechten klini-
schen Interpretierbarkeit eine sehr kleine Apriori-Merkmalsrelevanz Map,AM = 0.01.
Sie dienen hier lediglich zur weiteren Verwendung durch die Cluster-Algorithmen,
um bessere Ergebnisse zu erzielen, wie spa¨ter gezeigt wird [70]. Die Interpretation
ist dann mo¨glich, wenn mit den Zugeho¨rigkeiten nach abgeschlossener Optimierung
(bei den Hauptkomponenten in X) die Cluster-Zentren fu¨r die Zeitreihen Zns[k]
berechnet werden. Die Bezeichnung fu¨r Merkmalsart ist
”
i. HK“ fu¨r die i-te Haupt-
komponente. Die weiteren Bezeichnungen richten sich nach der bereits eingefu¨hrten
Kategorisierung, siehe Tabelle 3.5.
Typische Probleme
Die bisher diskutierten Algorithmen liefern gute Ergebnisse, wenn alle Merkmale
relevante Subgruppen enthalten, die sowohl in der Projektion als auch im ho¨herdi-
mensionalen Raum existieren. Abbildung 3.8a verdeutlicht diesen Fall anhand eines
illustrativen Beispiels mit zwei Merkmalen und zwei klar ausgepra¨gten Clustern,
deren Cluster-Zentren sowohl separat fu¨r jedes Merkmal (Darstellung auf den jewei-
ligen Achsen) als auch fu¨r die Kombination beider Merkmale (2D-Darstellung inkl.
Achsenprojektion) ermittelt wurden (kompatible Cluster).
Komplizierter ist der Fall, wenn zwar fu¨r jedes Merkmal wenige Subgruppen
existieren, aber im ho¨herdimensionalen Raum eine ho¨here Cluster-Anzahl erforder-
lich ist. Diesen Fall zeigt Abbildung 3.8b, bei dem jedes Merkmal je zwei, deren
Kombination aber drei Cluster aufweist. Zu niedrige Cluster-Anzahlen fu¨hren dann
zu irrefu¨hrenden Ergebnissen bei der Projektion der Cluster-Zentren (). Der Ef-
fekt ist durch → visualisiert. Deshalb werden die zwei Cluster fu¨r diese Merkmale
als nichtkompatible Cluster bezeichnet. Bei einer Vielzahl solcher unterschiedlicher
Zusammenha¨nge in hochdimensionalen Datenra¨umen fu¨hrt das u.U. zu sehr hohen
Cluster-Anzahlen, die mit einer limitierten Anzahl von Datensa¨tzen N nicht valide
ermittelbar sind und dem Ziel einer Abstraktion widersprechen.
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a. Kompatible Cluster b. Nichtkompatible Cluster
c. Korrelationseffekte d. Rauscheffekte
Abbildung 3.8: Typische Eﬀekte bei der Cluster-Berechnung: a. Kompatible Clu-
ster, b. Nichtkompatible Cluster, c. Korrelationseﬀekte, d. Raus-
cheﬀekte.
Einige Metriken verursachen Probleme bei korrelierten und z.T. informationslo-
sen Merkmalen. Abbildung 3.8c illustriert das fu¨r zwei korrelierte Merkmale, bei
denen die Mahalanobis-Distanz (◦) im Gegensatz zur Euklidischen Distanz ()
die Cluster-Zentren
”
zusammenzieht“. A¨hnlich wirken zusa¨tzliche informationslo-
se Merkmale (Abbildung 3.8d), die fu¨r gro¨ßere Distanzen zum jeweiligen Cluster-
Zentrum sorgen. Das fu¨hrt beim FCM-Algorithmus zu weniger ausgepra¨gten Zu-
geho¨rigkeiten, weshalb auch entfernte Datensa¨tze die Cluster-Zentren beeinﬂussen
und sie somit deutlich in Richtung eines gemeinsamen Schwerpunktes verschieben
(). Bei Metriken wie beim GK- und GG-Algorithmus (	) oder separatem Clustern
u¨ber einzelne Merkmale tritt der Eﬀekt kaum auf.
3.8.3 Ableitung modiﬁzierter Verfahren und Erprobung
Die vorgestellten Verfahren zur Struktursuche ohne bekannte Klasseneinteilung wer-
den nun anhand exemplarischer, realer Daten verglichen. Dabei werden beispielhaft
die Kniebeugung (ZR STRI Knie sag OZR), die Beugung des oberen Sprungge-
lenks (ZR STRI OSG sag OZR) und deren normierte Winkelgeschwindigkeit (ZR
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STRI OSG sag GZR) sowie die seitliche Neigung des Oberko¨rpers (ZR STRI Becken
fro OZR) verwendet, siehe Abbildung 3.9. Die N = 106 Datensa¨tze stammen
von der Referenzgruppe (REF,LM, 20 Datensa¨tze) und einer ICP-Patientengruppe
(ICP,PRE, 86 Datensa¨tze). Die unterschiedlichen Zeitreihen und Datensa¨tze sind
notwendig, da sich verschiedene Eﬀekte der Methoden unterschiedlich auswirken.
Aus klinischer Sicht existieren zwischen Referenzgruppe und Patientengruppe we-
sentliche Unterschiede u¨ber die meisten Bereiche des Gangbildes [152, 174]. Die
Patienten weisen wiederum teilweise bekannte Subgruppen auf, mit denen die Me-
thoden verglichen werden ko¨nnen, z.B. Recurvatum- (starke Knieu¨berstreckung),
Kauergang- oder Spitzfuß-Subgruppen, siehe Abschnitt 2.3. Neben diesen eindeu-
tig ausgepra¨gten Gruppierungen existieren in allen Zeitreihen allerdings auch sehr
starke U¨berga¨nge, was den Einsatz von Fuzzy-Cluster-Verfahren pra¨destiniert: In
Abbildung 3.9 rechts sind die Datensa¨tze der Patienten mit • symbolisiert und in ei-
ner zusammenha¨ngenden Punktwolke verteilt, wobei eindeutige Subgruppen existie-
ren, wie spa¨ter noch gezeigt wird. Allerdings gibt es einige Datensa¨tze die zwischen
den Subgruppen lokalisiert sind, d.h. es existieren
”
ﬂießende“ U¨berga¨nge. Zusa¨tzlich
gibt es Zeitreihen mit versteckte Subgruppen, z.B. in der Winkelgeschwindigkeit des
Sprunggelenks. Aus Sicht der Datenanalyse unterscheiden sich die Gruppen durch
unterschiedliche Datendichten, die subjektiv nur schwer zu erkennen sind. Das be-
gru¨ndet auch die wenig etablierten empirischen Subgruppen, die lediglich eindeutig
ausgepra¨gte Subgruppen beschreiben. In Kapitel 5 werden die methodischen Ergeb-
nisse auf alle Daten angewendet.
0 20 40 60 80 100
−10
−5
0
5
10
ZR
 S
TR
I B
ec
ke
n 
sa
g 
O
ZR
% Gangzyklus
0 20 40 60 80 100
−40
−20
0
20
40
60
ZR
 S
TR
I K
ni
e 
sa
g 
O
ZR
% Gangzyklus
0 20 40 60 80 100
−80
−60
−40
−20
0
20
ZR
 S
TR
I O
SG
 s
ag
 O
ZR
% Gangzyklus
0 20 40 60 80 100
−4
−3
−2
−1
0
1
2
3
ZR
 S
TR
I O
SG
 s
ag
 G
ZR
% Gangzyklus
−100 0 100 200 300 400 500 600
0
50
100
150
1. HK STRI Knie sag OZR
2.
 H
K 
ST
RI
 K
ni
e 
sa
g 
O
ZR
ICP,PRE
REF    
Abbildung 3.9: Links: Referenzdaten REF,LM der exemplarischen Daten
(ZREF s[k] durchgezogen, ZREF s[k]± Z˜REF s[k] gestrichelt), rechts:
Hauptkomponenten der Kniebeugung.
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Zur methodischen Entwicklung der Cluster-Verfahren wird nachfolgend zuna¨chst
jeweils nur ein Parameter untersucht, wie das Validierungsmaß, die Distanz, die
Merkmalsart oder die Festlegung der Cluster-Anzahl. Mit den gefundenen methodi-
schen Ergebnissen werden dann Subgruppen u¨ber mehrere Zeitreihen und bei unbe-
kannter Cluster-Anzahl gesucht. In der Praxis ist die methodische Entwicklung mei-
stens iterativ [10, 66]. Ein Ziel dieses Teilprozesses ist die empirischen Bewertungen
von Subgruppen aus Abschnitt 3.8.1 zu erreichen. Das wird erreicht, indem die klini-
schen Problemstellungen zur Suche nach Subgruppen formalisiert werden, wie nach-
folgend gezeigt wird, siehe auch Abbildung 3.1. Wa¨hrend der Cluster-Berechnung
werden Zeitreihen (Merkmale) bewertet und ausgewa¨hlt, falls sie Subgruppen enthal-
ten. Bei abgeschlossener Cluster-Berechnung sind die Daten anhand der gefundenen
Zugeho¨rigkeiten un,c klassiﬁziert. Die Zugeho¨rigkeiten und die gefundenen Cluster-
Zentren sind Einzelmerkmale bzw. Zeitreihen. Somit erstreckt sich die Struktursuche
mit unbekannter Klasseneinteilung u¨ber mehrere Blo¨cke im Prozess der Datenaus-
wertung.
Im Folgenden wird die Auswahl geeigneter Algorithmen mit dem zuvor beschrie-
benen Beispieldatensatz aus Abbildung 3.9 bezu¨glich
 Validierungsmaße und -kennzahlen
 Distanzen bei K Abtastzeitpunkten als Merkmale
 Vergleich Merkmalsraum (K Abtastzeitpunkte gegen zwei HK-Merkmale)
 Bestimmung Cluster-Anzahl bei zwei HK-Merkmalen
 Erweiterung des Suchraums auf mehrere Zeitreihen: Simultanes Clustern
durchgefu¨hrt. Das Ziel ist es zu jedem der aufgefu¨hrten Punkte den besten Algorith-
mus zu ﬁnden, mit dem in dem Beispieldatensatz enthaltene Subgruppen erkannt
werden.
Validierungsmaße und -kennzahlen
Validierungsmaße und -kennzahlen sind wichtig, um die verschiedenen Methoden
miteinander zu vergleichen, Zeitreihen nach Subgruppen zu bewerten und die Anzahl
der Cluster festzulegen.
Bei Verwendung des FCM mit Euklidischer Distanz u¨ber die 1. und 2. Haupt-
komponente der Kniebeugung mit den N = 86 ICP,PRE-Datensa¨tze11 werden die
11Die Verwendung lediglich der Patientendaten dient dem spa¨teren Verweis auf diese Ergebnisse.
Fu¨r die Auswahl der Validierungsmaße hat das keinen Einﬂuss. Bei anderen Datensa¨tzen und
anderen Merkmalen werden qualitativ die gleichen Ergebnisse erhalten.
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unterschiedlichen Validierungsmaße untersucht. Im Einzelnen sind das:
1. Partitionskoeﬃzient PC(u),
2. Partitionsentropie PE(u),
3. Verha¨ltnis-Repra¨sentant PX(u) und
4. Trennungsgrad S(u).
Die Cluster-Anzahl ist hierbei variabel. Die erhaltenen Ergebnisse sind in Abbil-
dung 3.10 dargestellt.
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Abbildung 3.10: Validierungsmaße, links: Partitionskoeﬃzient PC(u) und Par-
titionsentropie PE(u), rechts: Verha¨ltnis-Repra¨sentant PX(u)
und Trennungsgrad S(u). Fu¨r eine Cluster-Anzahl von C ≥ 9
strebt PX(u)→∞.
Der Partitionskoeﬃzient PC(u) bzw. die Partitionsentropie PE(u) liefern kei-
ne befriedigenden Ergebnisse, da sie fu¨r steigende Cluster-Anzahl monoton fallend
bzw. steigend sind. In der Literatur sind diese Eigenschaften mit der Abha¨ngigkeit
von der Cluster-Anzahl C fu¨r viele reale Daten bereits bema¨ngelt [66]. Der Grund
ist, dass in der Regel die ZGH zu den einzelnen Clustern bei steigender Cluster-
Anzahl kleiner werden, so dass weitere Kenngro¨ßen in einem Validierungsmaß mit
einbezogen werden mu¨ssen. In der Literatur wird daher ein kombinatorischer An-
satz mit dem Verha¨ltnis-Repra¨sentant PX(u) vorgeschlagen [170]. Allerdings liefert
der PX oftmals nur fu¨r große Fuzziﬁzierungsgrade q zufriedenstellende Ergebnis-
se [66, 145]. Bei den Gangdaten liefert dieses Maß nur in seltenen Fa¨llen Ergebnisse.
Ein Grund ist, dass die verschiedenen Subgruppen (Cluster) sich stark u¨berlappen
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und nicht eindeutig zu trennen sind, siehe Abbildung 3.9. Lediglich fu¨r sehr ein-
deutige Gruppierungen (z.B. homogene Referenzgruppe gegen eine homogene aber
stark abweichende Patientengruppe) liefert PX(u) fu¨r große Fuzziﬁzierungsgrade
q ordentliche Ergebnisse (ausgepra¨gtes Maximum). Allerdings ko¨nnen in der Pra-
xis viele Subgruppen in den Gangdaten mit einer Erho¨hung von q nicht gefunden
werden, so dass der PX(u) nicht weiter verfolgt wird.
Der Trennungsgrad S(u) erfu¨llt noch am besten die Zielstellung aus Ab-
schnitt 3.8.1, da sehr eng benachbarte Cluster-Zentren und sehr große Cluster-
Anzahlen bestraft werden. Die Ergebnisse von S(u) stimmen mit bereits gesammel-
tem empirischem klinischem Wissen u¨berwiegend u¨berein, wie noch spa¨ter gezeigt
wird (Abbildungen 3.11 und 3.12). In diesem Beispiel empﬁehlt der Trennungsgrad
eine Cluster-Anzahl von C = 3, die mit den Subgruppen Recurvatum, milder und
starker Kauergang u¨bereinstimmen. Nach heuristischen U¨berpru¨fungen sind Wer-
te von S(u) < 50 in der Ganganalyse akzeptabel, gute Ergebnisse bei Werten von
S(u) < 20 bis sehr gute Ergebnisse von S(u) < 10, die insbesondere bei der Kombi-
nation von Zeitreihen spa¨ter eingesetzt wird.
Allerdings existieren Beispiele, die den Einbezug weiterer Kenngro¨ßen erfordern,
insbesondere bei der Festlegung des Merkmalsraumes, der Distanz und der Cluster-
Anzahl. Bei der Auswahl der Methoden in Einklang mit klinischer Plausibilita¨t
haben sich daher folgende Kennzahlen im praktischen Einsatz bewa¨hrt, siehe Ab-
schnitt 3.8.1:
 die mittlere maximale Zugeho¨rigkeit zu einem Cluster-Zentrum (umax,c → 1 bei
eindeutiger Zugeho¨rigkeiten der Datensa¨tze),
 die minimale quadratische Euklidische Distanz zwischen zwei Cluster-Zentren
(d2min,ZR = min (d
2(vc,vi)) mit c, i = 1 . . . C, c = i, maximal fu¨r gut getrennte
Cluster-Zentren),
 der Trennungsgrad S(u) (minimal fu¨r eine geeignete Cluster-Anzahl und valide
Cluster),
 die Anzahl zugeordneter Datensa¨tze zu den Clustern (Anzahl DS, nicht zu klein
zum Erzielen eines angemessenen Abstraktionsniveaus) und
 die maximale Zugeho¨rigkeit des Mittelwerts der Referenzgruppe zu einem Cluster
(uREF, groß zum Finden dieser bekannten Gruppe).
Dabei berechnet sich die maximale Zugeho¨rigkeit zu einem Cluster-Zentrum
umax,c =
1
Nc
∑
n∈Ic
un,c mit n ∈ Ic fu¨r un,c = max
i=1..C
(un,i) (3.43)
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und Nc als Anzahl der Element in Ic sowie die maximale Zugeho¨rigkeit des Mittel-
werts der Referenzgruppe zu einem Cluster
uREF = max
c=1..C
(uREF,c). (3.44)
Fu¨r uREF,c wird in der Berechnung der ZGH aus Gl. (3.28) fu¨r die Daten in
xn der Mittelwert der Referenz verwendet, z.B. bei den Zeitreihen mit x =(
ZREF s[1], . . . ZREF s[K]
)
. Werte fu¨r uREF > 0.9 werden im Folgenden als akzepta-
bel eingestuft (Referenzverhalten kann eindeutig gefunden werden).
Distanzen bei K Abtastzeitpunkten als Merkmale
Anhand der sagittalen Knie-Zeitreihe mit K = 101 Abtastzeitpunkten (
”
ZR STRI
Knie sag OZR“) als Merkmalsraum und vier Cluster-Zentren trennt lediglich der
FCM-Algorithmus mit Euklidischer Distanz die Datensa¨tze in klinisch plausible Clu-
ster auf (Abbildung 3.11a).
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Abbildung 3.11: Cluster-Ergebnis fu¨r die sagittale Knie-Zeitreihe durch a. FCM-
Algorithmus mit Euklidischer Distanz und b. FCM-Algorithmus
mit Mahalanobis-Distanz, wobei die Cluster-Zentren 1 bis 4
u¨bereinander liegen.
Probleme beim FCM-Algorithmus mit Mahalanobis-Distanz, GK- und GG-
Algorithmus resultieren aus Problemen bei der Inversion von Kovarianzmatrizen
zur Berechnung der Distanzen. Die vergleichsweise geringe Anzahl von Datensa¨tzen
fu¨hrt hier zu einem Rangabfall der Kovarianzmatrizen, der beim Invertieren nur
durch Berechnung von Pseudoinversen zu behandeln ist. Dadurch werden alle Da-
tensa¨tze zu den Clustern nahezu gleichverteilt zugeordnet (Abbildung 3.11b und
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Tabelle 3.10). Die Zentren liegen somit beim gemeinsamen Mittelwert u¨ber alle Da-
tensa¨tze.12
dc Art C S uREF umax,c Anzahl DS d2min,ZR Abb.
EU ZR 4 15.21 0.92 0.69 0.67 0.59 0.63 11 26 45 24 7588.22 a.
MA ZR 4 5 ∗ 108 0.25 0.25 0.25 0.25 0.25 27 27 26 26 8 · 10−7 b.
GK ZR 4 6.62 0.25 0.25 0.25 0.25 0.25 27 27 26 26 10−10 –
GG ZR 4 6.62 0.25 0.25 0.25 0.25 0.25 27 27 26 26 10−10 –
EU HK 4 9.24 0.97 0.77 0.73 0.72 0.71 11 37 35 23 8319.63 –
Tabelle 3.10: Vergleich verschiedener Distanzen dc fu¨r ”
ZR STRI Knie sag OZR“,
vgl. Abbildung 3.11 (s = K = 101 Abtastzeitpunkte bzw. dessen
Transformation
”
HK STRI Knie sag OZR“ mit s = 2 Merkmalen).
Die numerischen Probleme auf Grund nahezu gleicher ZGH bei
Mahalanobis-Distanz, GK- und GG-Algorithmus wurden geeignet
durch eine Grenzwertbeschra¨nkung behandelt.
Die mit dem FCM-Algorithmus und Euklidischer Distanz gefundenen Cluster
stimmen mit etablierten klinischen Subgruppen u¨berein [152, 174]. Dabei entspricht
”
Cluster 2“ nahezu dem Mittelwert der Referenzgruppe (uREF = 0.92), ”
Cluster
1“ qualitativ dem Recurvatum (Knieu¨berstreckung),
”
Cluster 3 und 4“ qualitativ
einem starken und milden Kauergang (crouch gait), siehe Cluster-Zentren in Ab-
bildung 3.11a. und die zugeho¨rigen Datensa¨tze zu den Clustern in Abbildung 3.12.
Vergleich Merkmalsraum (K Abtastzeitpunkte gegen zwei HK-
Merkmale)
Da nur der FCM-Algorithmus mit Euklidischer Distanz bei Zeitreihen gute Ergebnis-
se liefert, wird er beim Vergleich von Zeitreihen mit s = K = 101 Abtastzeitpunkten
und deren dimensionsreduzierende Transformation durch die HKA mit s = 2 Ein-
zelmerkmalen verwendet. Beide Ansa¨tze liefern beim Clustern von
”
oﬀensichtlichen“
12Daru¨ber hinaus gibt es bereits beim Clustern von Zeitreihenabschnitten mit wenigen Ab-
tastzeitpunkten (ab K = 3..5) Probleme durch die Korrelationen benachbarter Abtastzeitpunkte.
Zwar ko¨nnen (abschnittsweise) die Cluster durch unterschiedliche Steigungen in den Zeitreihen cha-
rakterisiert sein, allerdings dominiert der Rauschanteil. Der FCM-Algorithmus mit Mahalanobis-
Distanz, GK- und GG-Algorithmus versta¨rken diese (Ko-)Varianzen und so den Rauschanteil beim
Clustern. Die Auswirkungen a¨hneln Abbildung 3.11b und Tabelle 3.10 mit Clustern beim gemein-
samen Mittelwert u¨ber alle Datensa¨tze.
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Abbildung 3.12: Cluster-Ergebnis durch FCM-Algorithmus mit Euklidischer Di-
stanz fu¨r die sagittale Knie-Zeitreihe mit den jeweiligen Da-
tensa¨tzen der einzelnen Cluster c = 1..4. Klinische Interpreta-
tionen: a. Recurvatum (Knieu¨berstreckung), b. Referenzverhal-
ten, c. milder Kauergang, d. starker Kauergang.
Gruppierungen, wie z.B. in der sagittalen Knie Zeitreihe, vergleichbar gute Ergeb-
nisse, siehe HK, EU in Tabelle 3.10. Allerdings werden in seltenen Fa¨llen durch die
HK manche Datensa¨tze fragwu¨rdig zugeordnet. Anhand des eindeutig erkennbaren
Referenzkollektives werden in dem Beispiel manche Patientendatensa¨tze zu diesem
Cluster zusa¨tzlich zugeordnet, siehe unplausibel klassiﬁzierte Datensa¨tze in Abbil-
dung 3.13. Aus klinischer Sicht sind sie schlecht zugeordnet aufgrund des stark ge-
beugten Knies beim Aufsetzen und der leichten Knieu¨berstreckung, d.h. mangelndes
Abfedern des Ko¨rpergewichts in den ersten 10% des Gangzyklus (negative Steigung
im Kniewinkel wa¨hrend der Phase LR). Im Vergleich dazu zeigt Abbildung 3.12
eine bessere Einteilung der Subgruppen: In a. sind alle Datensa¨tze des Recurvatum
(Knieu¨berstreckung, d.h. negative Winkelstellung in der Standphase); in b. sind die
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Referenzdatensa¨tze bzw. zur Referenz sehr a¨hnliche Datensa¨tze enthalten; c. entha¨lt
die Datensa¨tze des milden Kauergangs, die teilweise in Abbildung 3.13 unplausibel
klassiﬁziert sind; in d. sind Datensa¨tze des starken Kauergangs. Der Grund fu¨r die
bedingt schlechtere Klassiﬁkation mit HKA ist, dass in Bereichen maximaler Streu-
ung nicht immer die verschiedenen Gruppen unterschieden werden. Die erste HK
(
”
1.HK STRI Knie sag OZR“), die hier fu¨r den Eﬀekt verantwortlich ist, beinhal-
tet anna¨hernd eine Mittelung der ersten 60% des Gangzyklus (Standphase), weil
in dem Bereich alle Datensa¨tze stark streuen, z.B. Recurvatum, Kauergang, siehe
Abbildungen 3.9, 3.12 und 3.13. Dadurch werden die Cluster lediglich durch den
mittleren Verlauf der Zeitreihe in dem bestimmten Bereich unterschieden, weitere
Informationen werden nicht beru¨cksichtigt. Auf diese Art ko¨nnen sich zumindest in
der 1. HK zu hohe Werte im Initial Contact (IC, 0%..10% des Gangzyklus) und zu
niedrige Werte in der Mid Stance (MSt, 10%..30%) kompensieren. Die 2. HK spielt
wegen der geringeren Werte eine untergeordnete Rolle.
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Abbildung 3.13: Links: Transformationsvorschrift der HKA in Φ = (φ1,φ2),
rechts: Cluster mit mehrheitlich Referenzdaten (hellgrau)
und klinisch unplausibel zugeordnete Patientendatensa¨tze
(schwarz).
Ein komplexes Beispiel ist bei Vorgabe von C = 4 Cluster-Zentren die normier-
te Geschwindigkeitszeitreihe des oberen Sprunggelenks (ZR STRI OSG sag GZR),
die
”
versteckte“ Subgruppen entha¨lt. Versteckte Subgruppen sind dadurch charak-
terisiert, dass sie sich u¨ber große Bereiche in der Zeitreihe kaum voneinander un-
terscheiden, z.B.
”
Cluster 1, 3 und 4“ zwischen 20% bis 50% des Gangzyklus in
Abbildung 3.14 a. und b. Die vorhandenen Unterschiede zwischen Datensa¨tzen in
diesem Bereich wirken folglich wie Rauscheﬀekte (vgl. Abbildung 3.8) und erschwe-
ren so eine Erkennung mit ZR-Merkmalen und dem FCM-Algorithmus.
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Abbildung 3.14: Cluster-Ergebnisse fu¨r die sagittale OSG-
Geschwindigkeitszeitreihe in a. und c. ZR-Merkmalsraum
(s = K = 101) bzw. in b. und d. im HK-Merkmalsraum
(s = 2), wobei die Darstellung der Cluster-Zentren als
Zeitreihen durch die ZGH erfolgt.
Das Cluster-Ergebnis mit K Abtastzeitpunkten im Zeitreihen-Merkmalsraum
trennt lediglich die Referenzgruppe von allen Patienten, siehe Abbildung 3.14 a.
und uREF = 0.98 zu ”
Cluster 2“ in Tabelle 3.11. Weiterhin sind die maximalen ZGH
zu
”
Cluster 2“ relativ hoch (Abbildung 3.14c, Mittelwert umax,2 = 0.68), was fu¨r eine
gute Trennung dieses Clusters steht. Das Cluster entha¨lt 19 von 20 Datensa¨tzen der
Referenzpersonen in den 23 zugeordneten Datensa¨tzen. Die Patientendaten werden
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allerdings zu den restlichen drei Clustern nahezu gleichverteilt zugeordnet13 (umax,c ≈
1
3
, c = 1, 3, 4 in Tabelle 3.11). Dadurch sind die drei Cluster-Zentren eng benachbart,
was zu einer kleinen minimalen quadratischen Euklidischen Distanz in Zeitreihen
d2min,ZR = 0.07 fu¨hrt.
dc Art C S uREF umax,c Anzahl DS d2min,ZR Abb.
EU ZR 4 6401.65 0.98 0.34 0.68 0.34 0.34 42 23 34 7 0.07 a.
EU HK 4 8.24 0.99 0.85 0.72 0.66 0.68 22 31 25 28 23.41 b.
Tabelle 3.11: Vergleich von Cluster-Ergebnissen in Zeitreihen (ZR, s = K = 101)
und in deren transformiertem Raum durch die HK (s = 2) fu¨r
die sagittale OSG-Geschwindigkeitszeitreihe (ZR STRI OSG sag
GZR), siehe auch Abbildung 3.14.
Die Trennung der Patienten in Subgruppen ist durch Verwendung der HK mit
zwei Merkmalen besser. Deren Interpretation ist mo¨glich, wenn mit den Zugeho¨rig-
keiten nach abgeschlossener Optimierung die Cluster-Zentren mit Zns[k] fu¨r die Zeit-
reihen berechnet werden. In Abbildung 3.14 b. ist zu erkennen, dass die Cluster 2 bis
4 (das entspricht den Patientendatensa¨tzen) sich nur in bestimmten Zeitbereichen
unterscheiden, wie z.B. zwischen 50 und 80% des Gangzyklus. Hier sind die mittle-
ren ZGH zu den einzelnen Cluster-Zentren relativ groß (umax,c  1C = 14 , c = 2, 3, 4,
Tabelle 3.11 und Abbildung 3.14d). Die HK bieten somit Vorteile bei
”
versteckten“
Gruppierungen, weil Bereiche in ZR, in denen sich die Gruppen nicht unterscheiden
(und eher wenig streuen), durch die HK unterdru¨ckt werden.
Die Verwendung interpretierbarer Einzelmerkmale aus Abschnitt 3.5 ist fu¨r das
Clustern nicht geeignet. Ein Grund ist, dass die Einzelmerkmale Zeitreihen-speziﬁsch
ausgewa¨hlt werden mu¨ssen, z.B. kann in einer Zeitreihe der Mittelwert charakteri-
stisch zur Unterscheidung der Subgruppen sein, in einer anderen Zeitreihe ist es das
Maximum [13]. Eine subjektive Vorauswahl fester (oder variabler) Einzelmerkma-
le widerspricht den Zielen der vorliegenden Arbeit, siehe Kapitel 1. Weiterhin sind
Einzelmerkmale wie das Maximum oder das Minimum stark anfa¨llig auf Ausreißer
und Messfehler. Beispielsweise existieren in Zns[k] erho¨hte Peaks durch Messfehler in
wenigen Datensa¨tzen. Das fu¨hrt dazu, dass lediglich durch die Ausreißer die Daten
in Cluster eingeteilt werden.
13Es ist oﬀensichtlich, dass die Cluster-Anzahl im Merkmalsraum ZR STRI OSG sag GZR mit
C = 4 falsch ist. Aber zum Vergleich der Merkmalsra¨ume muss die Cluster-Anzahl fest sein. Das
Ergebnis fu¨r C = 2 ist qualitativ a¨hnlich und fasst die Cluster 1, 3, 4 zu einem Cluster zusammen.
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Bestimmung Cluster-Anzahl bei zwei HK-Merkmalen
In den bisherigen Abschnitten wurde die Cluster-Anzahl fest gesetzt. Im Folgenden
soll nun versucht werden, mit den eingefu¨hrten Kennzahlen eine optimale Cluster-
Anzahl C zu ﬁnden. Hierbei wird zuna¨chst die Euklidische Distanz mit zwei HK-
Merkmalen verwendet und anschließend mit anderen Distanzen verglichen.
Die Ergebnisse fu¨r die sagittale Knie-Zeitreihe zeigt Tabelle 3.12. Die Litera-
turempfehlung, das erste lokale Minimum des Trennungsgrades S(C) (hier C = 3)
zu verwenden, zeigt bezu¨glich der mittleren maximalen Zugeho¨rigkeiten und der
Anzahl der zugeordneten Datensa¨tze sowie der Trennung der Cluster-Zentren be-
friedigende Ergebnisse. Allerdings ﬁndet diese Zuordnung die Referenzgruppe nur
unzureichend (uREF = 0.85), was sich auch an einer deutlichen Abweichung des ent-
sprechenden
”
Clusters 2“ vom Referenzverlauf a¨ußert (Abbildung 3.15a im Vergleich
zeigt Cluster 2 in Abbildung 3.15b die pra¨zis gefundene Referenz).
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Abbildung 3.15: Vergleich von drei und vier Cluster-Zentren fu¨r die sagittale
Knie-Zeitreihe.
Der Grund fu¨r eine derart
”
falsche“ Einscha¨tzung durch den Trennungsgrad
liegt darin, dass das Ergebnis teilweise durch sehr eindeutige Gruppen (wie die
der Referenz) verfa¨lscht wird. Die eindeutige Gruppe verursacht hohe ZGH. In der
Na¨he liegende, aber abweichende Datensa¨tze von Patienten beeinﬂussen die Lage des
Cluster-Zentrums insbesondere bei einer niedrigen Cluster-Anzahl. Der Trennungs-
grad bevorzugt nun hohe ZGH bei niedriger Cluster-Anzahl mit der Folge, dass
einige Patienten und die Referenz in einem Cluster (hier
”
Cluster 2“) beschrieben
werden und das eigentliche Gangverhalten der beiden Gruppen vermischt wird.
3.8 Struktursuche ohne bekannte Klasseneinteilung 83
d
c
A
rt
C
S
u
R
E
F
u
m
a
x
,c
A
nz
ah
l
D
S
d
2 m
in
,Z
R
A
bb
.
E
U
H
K
2
12
.7
9
0.
92
0.
81
0.
83
63
43
29
63
3.
67
-
E
U
H
K
3
5.
65
0.
85
0.
80
0.
79
0.
80
13
64
29
25
30
6.
88
-
E
U
H
K
4
9.
24
0.
97
0.
77
0.
73
0.
72
0.
71
11
37
35
23
83
19
.6
3
-
E
U
H
K
5
5.
53
0.
96
0.
73
0.
74
0.
66
0.
72
0.
81
11
29
35
21
10
83
91
.5
9
a.
E
U
H
K
6
6.
42
0.
71
0.
67
0.
80
0.
68
0.
58
0.
71
0.
77
11
17
24
25
19
10
46
44
.6
9
-
E
U
H
K
7
5.
92
0.
92
0.
61
0.
71
0.
70
0.
66
0.
54
0.
69
0.
74
10
7
16
20
24
19
10
41
36
.4
1
-
M
A
H
K
2
19
.8
8
0.
97
0.
82
0.
77
54
52
88
08
.2
0
-
M
A
H
K
3
7.
53
0.
99
0.
70
0.
78
0.
69
31
43
32
87
34
.9
0
-
M
A
H
K
4
6.
91
0.
99
0.
66
0.
74
0.
64
0.
67
16
36
24
30
89
50
.8
0
-
M
A
H
K
5
6.
31
0.
93
0.
64
0.
75
0.
61
0.
66
0.
61
8
24
30
26
18
49
15
.8
6
-
M
A
H
K
6
2.
84
0.
96
0.
68
0.
70
0.
64
0.
64
0.
62
0.
64
7
28
18
27
13
13
61
91
.3
4
b.
M
A
H
K
7
4.
25
0.
70
0.
65
0.
69
0.
71
0.
67
0.
64
0.
58
0.
58
7
20
18
14
23
11
13
33
72
.5
7
-
G
K
H
K
2
10
.7
1
0.
99
0.
85
0.
82
60
46
78
74
.6
7
-
G
K
H
K
3
7.
43
1.
00
0.
85
0.
71
0.
72
41
41
24
46
44
.4
6
-
G
K
H
K
4
5.
08
0.
98
0.
79
0.
69
0.
76
0.
67
33
27
25
21
28
32
.9
7
c.
G
K
H
K
5
14
.6
0
0.
75
0.
91
0.
64
0.
77
0.
70
0.
70
5
33
25
26
17
16
44
.2
5
-
G
K
H
K
6
8.
35
0.
86
0.
90
0.
69
0.
71
0.
76
0.
65
0.
67
5
18
28
19
20
16
17
88
.1
4
-
G
K
H
K
7
7.
43
0.
82
0.
85
0.
76
0.
64
0.
66
0.
58
0.
72
0.
73
5
18
25
12
22
13
11
38
50
.5
1
-
G
G
H
K
2
78
9.
05
1.
00
0.
99
0.
97
1
10
5
72
24
8.
62
-
G
G
H
K
3
89
.2
1
1.
00
0.
87
0.
93
0.
90
4
48
54
63
09
.2
3
-
G
G
H
K
4
7.
63
1.
00
0.
94
0.
86
0.
95
0.
84
3
20
74
9
90
24
.2
1
d.
G
G
H
K
5
6.
81
0.
53
0.
89
0.
80
0.
73
0.
74
0.
81
3
12
41
38
12
65
84
.3
6
-
G
G
H
K
6
0.
07
1.
00
0.
81
0.
71
0.
00
0.
00
0.
99
0.
99
2
2
0
0
2
10
0
81
76
.7
4
-
G
G
H
K
7
0.
07
1.
00
1.
00
0.
68
0.
00
0.
00
0.
00
0.
99
1.
00
2
2
0
0
0
2
10
0
53
30
.3
6
-
T
ab
el
le
3.
12
:
E
rg
eb
n
is
se
d
er
A
lg
or
it
h
m
en
an
h
an
d
vo
n
zw
ei
tr
an
sf
or
m
ie
rt
en
M
er
k
m
al
en
d
u
rc
h
d
ie
H
K
(H
K
m
it
s
=
2)
fu¨
r
d
ie
sa
gi
tt
al
e
K
n
ie
-Z
ei
tr
ei
h
e
(1
.H
K
S
T
R
I
K
n
ie
sa
g
O
Z
R
b
zw
.
2.
H
K
S
T
R
I
K
n
ie
sa
g
O
Z
R
),
si
eh
e
A
b
b
il
d
u
n
g
3.
16
.
84 3 Neues Data Mining Konzept zur Entscheidungsunterstu¨tzung
Eine praktische und eﬃziente Lo¨sung ist der Vergleich der Cluster-Ergebnisse
mit reduzierten Datensa¨tzen und zwar ohne klar erkannte Gruppierungen, fu¨r die
Ganganalyse in der Regel die Referenzgruppe. Werden bei dem Beispiel somit nur
die Patienten-Datensa¨tze verwendet, so gibt der Trennungsgrad ein C = 3 vor,
wodurch die drei beschriebenen Patienten-Subgruppen gut gefunden werden, siehe
Abbildung 3.10. Fu¨r dieses Beispiel ist davon auszugehen, dass fu¨r den gesamten
Datensatz mindestens C = 4 Cluster-Zentren vorhanden sind (mit dem klinischen
Hintergrund, dass die Patienten abweichend vom Referenzverhalten laufen). Eine
Erho¨hung der Cluster-Anzahl auf C = 4 bzw. C = 5 verbessert die Kennzahl mit
der A¨hnlichkeit zur Referenz (Abbildung 3.15b bzw. 3.16a), aber reduziert den Ab-
stand der Cluster-Zentren. Bei C = 5 beschreiben zwei Cluster-Zentren ein a¨hnli-
ches orthopa¨disches Gangbild, siehe
”
Cluster 3 und 4“ in Abbildung 3.16. A¨hnliche
Eﬀekte treten unter Umsta¨nden auch bei anderen Zeitreihen auf. Deshalb fa¨llt es
wegen der unterschiedlichen Zielstellungen in einem multikriteriellen Optimierungs-
problem schwer, eine richtige Cluster-Anzahl zu empfehlen. Eine ﬁnale Entscheidung
wird deshalb interaktiv getroﬀen.
Der FCM-Algorithmus mit Mahalanobis-Distanz, GK- bzw. GG-Algorithmus lie-
fern im transformierten Merkmalsraum durch die HK befriedigende Ergebnisse, sie-
he Tabelle 3.12 und Abbildung 3.16. Beim FCM-Algorithmus mit Mahalanobis-
Distanz weist der Trennungsgrad auf eine Cluster-Anzahl von C = 6 hin, siehe
Abbildung 3.16b. Allerdings beschreiben die Cluster-Zentren a¨hnliche Gangbilder.
Eng benachbart sind insbesondere
”
Cluster 3 und 4“. Eine Reduzierung auf C = 5
verbessert die Situation der eng benachbarten Cluster-Zentren nicht. Eine weitere
Reduzierung hat zur Folge, dass die bereits ermittelten Subgruppen nur unbefriedi-
gend gefunden werden.
Der GK-Algorithmus ﬁndet bei C = 4 (anhand des Trennungsgrades) nicht die
Patienten-Subgruppen (Abbildung 3.16c). Bei Erho¨hung auf C = 5 wird die be-
kannte Gruppe
”
Referenz“ verfa¨lscht. Zudem treten sehr eng benachbarte Cluster-
Zentren auf. Der GG-Algorithmus liefert zwar auf den ersten Blick mit C = 4
”
gute
Cluster-Zentren“ (
”
Cluster 2“ als Referenzverhalten,
”
Cluster 1, 3 und 4“ als bereits
beschriebene Patienten-Subgruppen). Allerdings ist die Verteilung der Datensa¨tze
ungleichma¨ßig. Fu¨r die Gangdaten treten bei diesem Kriterium insbesondere beim
GG-Algorithmus oftmals Probleme auf. Der Grund ist, dass der GG-Algorithmus
versucht, sehr hohe ZGH zu erreichen. Somit bezieht er gegebenenfalls nur wenige
Datensa¨tze in ein Cluster ein.
Das Ziel der Hauptkomponentenanalyse ist, anhand der maximalen Streuung so
viel Information wie mo¨glich aus den Zeitreihen zu extrahieren. Der Informations-
gehalt fa¨llt somit bei den transformierten Merkmalen mit kleineren Eigenwerten ab.
Die transformierten Merkmale haben einen unterschiedlichen Wertebereich entspre-
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Abbildung 3.16: Visualisierung von Cluster-Zentren bei der sagittalen Knie-
Zeitreihe (HK-Merkmalsraum).
chend ihrem Informationsgehalt (entlang der gro¨ßten, zweitgro¨ßten, usw. Streuung
innerhalb der normierten Zeitreihen auf ein [-1,+1] Intervall). Die Mahalanobis-
Distanz bewirkt eine einheitliche Skalierung der transformierten Merkmale und
zersto¨rt somit die Ziele der Transformation, indem sie weniger wichtige Merkmale
versta¨rkt. A¨hnliche Probleme resultieren durch die Fuzzy-Kovarianzmatrizen beim
GK- und GG-Algorithmus. Die Ergebnisse ha¨ngen stark von den Start-Clustern
ab, sind auf die Lerndatensa¨tze angepasst und widersprechen somit der geforderten
Generalisierung. Letzteres wird durch Berechnung der
”
Fuzzy-Kovarianzmatrizen“
entsprechend der Datenverteilung verursacht. Eine starke Abha¨ngigkeit der Start-
Cluster ist zudem ein Indiz, dass sehr viele Rauscheﬀekte existieren (es ko¨nnen keine
klaren Gruppierungen gefunden werden, es existieren viele lokale Minima in Jq). Der
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Rausch-Anteil wa¨chst mit der Anzahl der Hauptkomponenten, der mit diesen Al-
gorithmen zudem (durch die einheitliche Skalierung) versta¨rkt wird. Insbesondere
bei Zeitreihen-Kombinationen liefern diese Algorithmen nur spa¨rliche Ergebnisse.
Bei den Gangdaten ha¨ngen die Ergebnisse des FCM mit Euklidischer Distanz von
den Start-Clustern nicht bzw. nur sehr gering ab. Der Grund ist, dass die Daten
keine kleinen, eng benachbarten aber abgetrennten Gruppen aufweisen, die loka-
le Minima in Jq verursachen. Die Gruppen unterscheiden sich in unterschiedlichen
Datendichten, siehe Abbildung 3.9. Somit ist auch wa¨hrend der iterativen Optimie-
rung von Jq ein zufa¨lliges ”
Springen“ von Cluster-Zentren nicht notwendig, das bei
Optimierungen im allgemeinen ein Festsetzen in lokalen Minima verhindert.
Erweiterung des Suchraums auf mehrere Zeitreihen: Simultanes Clustern
Das Problem der multikriteriellen Optimierung erweitert sich, wenn neben der Wahl
der Cluster-Zentren auch besonders geeignete Kombinationen von Zeitreihen auto-
matisiert gesucht werden. In der Ganganalyse ist es derzeit vo¨llig unbekannt, wel-
che Zeitreihen sich kombinieren lassen. Dieses Problem ist hier aus klinischer Sicht
besonders von Interesse, weil unterschiedliche Gangmechanismen, weitla¨uﬁgere Zu-
sammenha¨nge oder Kompensationseﬀekte u¨ber einen erweiterten Suchraum bislang
ungekla¨rt sind [30, 152]. Die Lo¨sung dient einem besseren Versta¨ndnis von komple-
xen Pathologien bei der Diagnose und Therapieplanung.
Ein methodischer Vergleich zur Lo¨sung des Problems ist anhand Kombination A
(sagittale Knie-Zeitreihe und sagittale OSG-Zeitreihe) gegen Kombination B (sagit-
tale Knie-Zeitreihe und frontale Becken-Zeitreihe) mit dem FCM-Algorithmus und
Euklidischer Distanz gezeigt, siehe Abbildung 3.17 und Tabelle 3.13. Die Anwen-
dung der methodischen Vorgehensweise mit einer klinischen Diskussion u¨ber alle
Kombinationen ist in Kapitel 5 und teilweise in [88, 93] gegeben.
Die Gru¨nde fu¨r die schlechten Ergebnisse bei Kombination B verdeutlicht Ab-
bildung 3.18. Hierbei wurden zuna¨chst fu¨r die sagittale Knie-Zeitreihe vier Cluster
gesucht (Zentren:  in Abbildung 3.18a). Beim Einzeichnen der Zugeho¨rigkeiten
in die Merkmale der frontalen Beckenzeitreihe (·, ◦,×,+ in Abbildung 3.18b) zeigt
sich keine Struktur (etwaige Gleichverteilung), obwohl auch hier bei einem separa-
ten Clustern ausgepra¨gte Cluster gefunden werden (). Das deutet auf inkompatible
Cluster hin, siehe Abbildung 3.8b. Ein simultanes Clustern verschiebt alle Cluster-
Zentren in Richtung der Mittelwerte, ohne ausgepra¨gte Cluster zu ﬁnden (	). Somit
sinken auch die Zugeho¨rigkeiten zu den simultanen Clustern im Vergleich zu den se-
paraten Clustern, z.B. Datensatz DS 80: u80,1 = 0.96 (Knie), u80,4 = 0.84 (Becken),
u80,4 = 0.39 (simultan Knie + Becken).
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Abbildung 3.17: Simultanes Clustern fu¨r a. die Kombination A (sagittale Knie-
und OSG-Zeitreihe, links) und b. die Kombination B (sagittale
Knie- und frontale Becken-Zeitreihe, rechts).
Bei Darstellung der Cluster-Zentren als Zeitreihen (Abbildung 3.17b) wird der
Eﬀekt verdeutlicht. Bei C = 3 werden die bekannten Patienten-Subgruppen im Knie
nicht gefunden, d.h. die Cluster-Zentren liegen in der Na¨he des Mittelwerts aller
Patientendaten (ausgenommen von den Referenzdaten, da diese im Wesentlichen
durch das
”
Cluster 2“ abgedeckt sind). Bei C = 4..6 werden entweder bekannte
Subgruppen oder die Referenz nicht gefunden. Erst bei C = 7 werden sowohl die
Patienten-Subgruppen als auch die Referenz durch die Form der Cluster-Zentren
beschrieben. Allerdings sind die Cluster-Zentren eng benachbart und die Referenz
wird durch zwei Cluster beschrieben (das erkla¨rt den niedrigen Wert von uREF =
0.53).
Besser sind die Ergebnisse bei Kombination A. Der Trennungsgrad weist auf eine
Cluster-Anzahl von C = 4 hin. Mit dieser Anzahl sind die Patienten-Subgruppen
im Knie einigermaßen gut abgebildet und Zusammenha¨nge zum sagittalen OSG
beschrieben. Der Grund, dass das
”
Recurvatum“ nicht vollsta¨ndig abgebildet ist,
liegt an der starken Heterogenita¨t und Komplexita¨t der Daten. Es existieren keine
eindeutigen, klaren Zusammenha¨nge innerhalb der Daten, lediglich Tendenzen, die
mit diesem Vorgehen aufgedeckt werden ko¨nnen. Eine Variation der Cluster-Anzahl
C verbessert die Ergebnisse nicht (keine vollsta¨ndige Erkennung der Patienten-
Subgruppen im Knie bzw. eng benachbarte Cluster-Zentren, siehe Abbildung 3.17a).
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Abbildung 3.18: HK-Merkmale fu¨r sagittale Knie-Zeitreihe (links) und frontale
Becken-Zeitreihe (rechts) mit eingezeichneten Cluster-Zentren
(: separat Knie, : separat Becken, 	: Kombination B mit
simultanem Clustern fu¨r Knie und Becken; ·, ◦,×,+: Da-
tensa¨tze entsprechend maximaler Zugeho¨rigkeit fu¨r separate
Knie-Cluster).
Zum Einscha¨tzen einer besseren Kombination von Zeitreihen kann zudem der
Wert von S(C) als Vergleichsparameter herangezogen werden, Tabelle 3.13 fu¨r Kom-
bination A und B. Das wird in Kapitel 5 zum Finden von Zeitreihenkombinationen
u¨ber alle Daten verwendet.
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dc X C S uREF umax,c Anzahl DS d2min,ZR Abb.
EU A 2 16.07 0.95 0.76 0.81 41 65 57025.79 -
EU A 3 11.67 0.96 0.66 0.65 0.77 22 38 46 35249.59 -
EU A 4 10.45 0.97 0.58 0.58 0.59 0.73 20 23 25 38 23945.66 -
EU A 5 6.52 0.98 0.51 0.61 0.57 0.71 13 17 24 35 23633.81 a.
0.59 17
EU A 6 11.45 0.99 0.57 0.55 0.50 0.53 9 17 19 14 9888.43 -
0.65 0.52 30 17
EU A 7 11.81 0.89 0.52 0.51 0.55 0.45 9 12 9 21 7836.88 -
0.68 0.49 0.51 20 21 14
EU B 2 32.28 0.54 0.72 0.73 54 52 2278.89 -
EU B 3 19.93 0.94 0.62 0.64 0.63 33 40 33 4676.30 b.
EU B 4 25.26 0.52 0.49 0.54 0.57 0.56 27 28 25 26 4446.53 -
EU B 5 23.79 0.44 0.45 0.49 0.45 0.51 21 24 21 16 1068.98 -
0.47 24
EU B 6 16.71 0.61 0.45 0.46 0.45 0.50 19 13 19 17 1821.21 -
0.43 0.45 18 20
EU B 7 20.47 0.53 0.53 0.46 0.44 0.47 5 12 18 20 2137.42 -
0.42 0.40 0.49 20 19 12
Tabelle 3.13: Ergebnisse beim simultanen Clustern mit Kombination A bzw. B,
die Art der Merkmale sind jeweils HK mit s = 4.
Zusammenfassung und Wertung
Bei der Cluster-Analyse existieren keine Standard-Lo¨sungsverfahren, die fu¨r alle
Anwendungsgebiete einsetzbar sind [20, 66]. Um die Ziele aus Abschnitt 3.8.1 zum
Finden von Subgruppen in den Gangdaten zu erreichen, musste daher ein entspre-
chender Entwicklungsaufwand geleistet werden.
Bei den Gangdaten haben sich folgende Methoden zur Struktursuche ohne be-
kannte Klasseneinteilung bewa¨hrt:
 Der Fuzzy-C-Means (FCM) mit Euklidischer Distanz.
 Merkmalsraum:
- Die Abtastzeitpunkte der Zeitreihen insbesondere fu¨r
”
oﬀensichtliche“ Sub-
gruppen (Subgruppen unterscheiden sich u¨ber nahezu alle Abtastzeitpunk-
te).
- Die dimensionsreduzierende Hauptkomponentenanalyse (HKA) insbesonde-
re bei
”
versteckten“ Subgruppen (dieser Eﬀekt versta¨rkt sich bei Kombina-
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tionen von Zeitreihen in komplexen Gangbilder wie ICP). Voraussetzung der
HKA ist die Unterscheidung der Gruppen in Bereichen maximaler Streuung
(muss bei der Anwendung separat gepru¨ft werden).
 Der Trennungsgrad S(C) mit den neuen Modiﬁkationen zum Finden und Er-
kennen bekannter Gruppen (gefundene Referenz mit uREF) zur Validierung der
Cluster-Ergebnisse. In seltenen Fa¨llen mu¨ssen weitere Kennzahlen einbezogen
werden.
Insbesondere bei der Wahl des Merkmalsraumes empﬁehlt sich, Cluster-Ergebnisse
zuerst u¨ber die Zeitreihen zu erzielen und bei ausbleibendem Erfolg u¨ber die HKA
erneut nach Strukturen zu suchen. Eine große Diﬀerenz der Werte von S(u) zwischen
den beiden Merkmalsra¨umen hilft zudem versteckte Subgruppen zu erkennen. Da-
durch bleibt ein bestimmter Grad an Interaktivita¨t u¨brig, was auf die Komplexita¨t
der Gangdaten zuru¨ckzufu¨hren ist.
3.9 Verallgemeinerte Kombination der Verfahren
Die einzelnen Methoden wurden in den Abschnitten 3.2 bis 3.8 entsprechend ei-
nes einheitlichen strukturellen Vorgehens zur Datenanalyse fu¨r klinische Problem-
stellungen bereit gestellt, siehe Abbildung 3.1. Neben der pauschalen Bereitstellung
zusa¨tzlicher Merkmale entstehen auch problemabha¨ngige Merkmale, die aus den ver-
wendeten Daten berechnet werden, wie z.B. Cluster-Zentren und -Zugeho¨rigkeiten.
Somit ist der Prozess ru¨ckgekoppelt, um detailliertere Problemstellungen zu lo¨sen.
Die eigentliche Auswertung mit der Bewertung von Merkmalen und Klassiﬁkation
ist von den Daten und der jeweiligen Problemstellung abha¨ngig.
Die vorgestellten methodischen Werkzeuge lassen sich verschieden kombinieren,
um unterschiedliche klinische Fragestellungen zu beantworten. Damit steht ein allge-
meines Verfahren zur Lo¨sung einer Vielzahl von Problemstellungen zur Verfu¨gung.
Beispielsweise lassen sich charakteristische Einzelmerkmale zur Beschreibung einer
gesamten Patientengruppe berechnen. Mit einer vorgeschalteten Struktursuche las-
sen sich charakteristische Einzelmerkmale zum Erkennen unterschiedlicher Subgrup-
pen ermitteln, siehe Abschnitt 3.2.
Aus methodischer Sicht sind die hier verfolgten Ziele mehr oder minder auch mit
weiteren Techniken zu erreichen. Jedoch sind die Methoden fu¨r die Schwierigkeiten
der Ganganalyse ausgewa¨hlt, die aber auf andere technische und nicht-technische
Daten u¨bertragbar sind [88, 92, 95]. Die Schwierigkeiten bei der Analyse aus Ab-
schnitt 2.2 und deren Lo¨sungen sind z.B.
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Heterogenita¨t: Cluster-Analyse, modiﬁzierte Datenauswahl durch Ausschlusskri-
terien (z.B. bestimmte Geschwindigkeit, Untersuchungstermine, klinische In-
dizes),
Messfehler, fehlende Daten: Datenvorverarbeitung, Interpretation und Plausi-
bilita¨tspru¨fung der Ergebnisse, Apriori-Relevanz,
Messmodalita¨ten: Modiﬁzierte Klasseneinteilung und Datenauswahl (z.B. Zu-
sammenfassen und Auswahl von unterschiedlichen Untersuchungszeitpunkten
in erste, mittlere und letzte Untersuchung)
Unsicherheiten, schwer formalisierbare Einscha¨tzungen: Apriori-Relevanz,
Fuzzy-Klassiﬁkatoren.
In Kapitel 5 sind die Lo¨sungsstrategien in der Anwendung verdeutlicht.
3.10 Visualisierung
Die Visualisierung ist ein entscheidender Bestandteil bei der Analyse von Daten.
Zum einen wird damit die Entwicklung und Auswahl von Analysemethoden gepra¨gt,
als auch die versta¨ndliche Pra¨sentation und Veranschaulichung der Ergebnisse. Da-
mit ko¨nnen die Ergebnisse fu¨r die klinische Interpretation zugefu¨hrt werden, siehe
Abbildung 3.1.
In dieser Arbeit werden folgende Visualisierungs- und Pra¨sentationstechniken
eingesetzt und teilweise fu¨r die Ganganalyse modiﬁziert, siehe [22, 88, 90, 94] und
Kapitel 5:
 Einzelmerkmale in ein-, zwei- und dreidimensionalen Graﬁken, farb-
lich/symbolisch nach Klassen sortiert.
 Einzelmerkmale entsprechend der Klassen in zweidimensionalen Graﬁken, Hi-
stogrammen und mit Mittelwerten und Standardabweichungen in Tabellen.
 Nach Relevanz sortierte Tabellen von charakteristischen oder korrelierten
Merkmalen.
 Zeitreihen (einzelner Datensa¨tze oder Mittelwerte und Streuungen) farb-
lich/symbolisch nach Klassen sortiert.
 Zeitreihen mit Zusatzinformation, z.B. farblich codierte Gangabweichungen
eines gesamten Patientenkollektives.
 Fuzzy-Regeln in kompakter Form und als Erkla¨rungstext.
Die unterschiedlichen Techniken werden in den folgenden Kapiteln verdeutlicht.
4 Erweitertes Programmsystem
”
Gait-CAD“
4.1 U¨berblick
Die Entwicklung und Realisierung eines Programmsystems als Softwaretoolbox ist
fu¨r die erfolgreiche und praktische Anwendung von Data Mining Methoden un-
erla¨sslich. In der Literatur wird der Mangel an derartigen Lo¨sungen oftmals be-
klagt [30, 77, 127, 146]. Die Gru¨nde beziehen sich einerseits auf die technische Ent-
wicklung und andererseits auf den klinischen Einsatz der Methoden, die im Einzelnen
 Vereinheitlichung aller Data Mining Methoden fu¨r Gangdaten (unterschiedli-
che Methoden, Anwendung auf verschiedene Datensa¨tze),
 Bearbeitung unterschiedlicher Problemstellungen,
 Zugang fu¨r Kliniker zu Data Mining Methoden fu¨r Problemstellungen in der
Ganganalyse und damit
 Anwendung im klinischen Alltag durch benutzerfreundliche Bedienung
bedeuten. Die in dieser Arbeit entwickelte Softwaretoolbox
”
Gait-CAD“ (Gait –
Computer Aided Diagnosis) erfu¨llt den technischen Teil und bietet eine benutzer-
deﬁnierte Schnittstelle zu den klinischen Aufgaben, siehe Abbildungen 3.1 und 4.1
sowie [96]. Der technische Teil beinhaltet alle in Kapitel 3 vorgestellten Methoden
und ist durch
- Datenvorverarbeitung (Konvertierung, Strukturierung der Daten, Umgang mit
fehlenden Daten, Abschnitt 3.3)
- Informationsextraktion (Berechnung zusa¨tzlicher Zeitreihen und Einzelmerk-
male, Abschnitte 3.4 und 3.5)
- Auswertungen (Anwendung Data Mining Methoden, Abschnitte 3.2 sowie 3.6
bis 3.9)
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Abbildung 4.1: Funktionen von
”
Gait-CAD“.
- Visualisierungen (Abschnitt 3.10)
abgedeckt. Die Anwendung ist in Kapitel 5 gezeigt, die durch hohe klinische Akzep-
tanz und Verwendung der Ergebnisse gekennzeichnet ist [4, 41, 88, 127, 175]. Bedient
wird
”
Gait-CAD“ durch eine graphische und menu¨gesteuerte Benutzeroberﬂa¨che, die
mit MATLAB [156] realisiert ist, siehe Abbildung 4.2.
Abbildung 4.2: Hauptfenster von
”
Gait-CAD“.
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4.2 Verallgemeinertes Anlegen von Datenprojek-
ten
Eine Voraussetzung fu¨r die Anwendung von
”
Gait-CAD“ ist die Auswahl eines ent-
sprechenden Patientenkollektives mit den entsprechenden Untersuchungszeitpunk-
ten aus einer klinischen Datenbank. Dieser Schritt wird von
”
Gait-CAD“ nicht
unterstu¨tzt und muss mit einer externen Software zum Zugriﬀ auf eine klinische
Datenbank (wie z.B. HeiDATAProVIT [130]) realisiert werden.
Damit Data Mining Methoden fu¨r die Gangdaten anwendbar sind, mu¨ssen sie
in entsprechende Datenprojekte angelegt werden, siehe Abschnitt 3.3. Mit der ent-
wickelten Softwaretoolbox
”
Gait-CAD“ ko¨nnen Daten aus Ganglabors importiert
und vorverarbeitet werden. Hierzu werden die Merkmale einheitlich bezeichnet und
in die Felder zweiter und dritter Ordnung fu¨r Einzelmerkmale X bzw. Zeitreihen
Z gespeichert, siehe Abschnitt 3.3. Bekannte Klassen werden in Y abgelegt, wie
z.B. Kennzeichnung der unterschiedlichen Patienten oder Untersuchungstermine.
Die Gangdaten ko¨nnen sowohl aus kommerziellen Archivierungsprotokollen als auch
aus neu entwickelten Datensystemen der Ganglabors in
”
Gait-CAD“ importiert wer-
den [1, 96, 130]. Allerdings ist hierfu¨r ein einheitlicher und klar deﬁnierter Ablauf
erforderlich. Weiterhin sind fu¨r die klinischen Problemstellungen gegebenenfalls ver-
schiedene Varianten beim Anlegen von Datenprojekten notwendig. Die Varianten
sind als Funktionen in
”
Gait-CAD“ implementiert, die im Folgenden beschrieben
werden, siehe Abbildung 4.3.
Direkt nach dem Import der Originaldaten aus den Labors werden die Streu-
ungszeitreihen (SZR) u¨ber jeweils identische Klassen (z.B.
”
Person“ und
”
Unter-
suchungszeitpunkt“, d.h. alle Datensa¨tze mit identischen Klassen yi = yj fu¨r alle
einzelnen i =Patienten und j =Untersuchungszeitpunkte, siehe Abschnitt 3.3) als
zusa¨tzliche Zeitreihen berechnet. Somit werden z.B. die Streuungen eines Patienten
zu einem Untersuchungszeitpunkt berechnet. In die Berechnung der SZR werden feh-
lende Zeitreihen (
”
Nullzeitreihen“) nicht mit beru¨cksichtigt, da sie die Streuung in
der Regel nach oben abscha¨tzen (Berechnung nur u¨ber vorhandene Zeitreihen, hier
als
”
Nulldetektion“ bezeichnet). Anschließend werden die Projekte in zwei Varianten
angelegt. Der Unterschied ist die Handhabung der linken und rechten Ko¨rperseite.
Die eine Variante KAP (Ko¨rperseiten abha¨ngige Projekte) verwendet hierzu zwei
Merkmale, z.B. linke und rechte Knie-Zeitreihe als
”
ZR STRI Knie RE OZR“ und
”
ZR STRI Knie LI OZR“, siehe linke Ha¨lfte in Abbildung 4.3. Die andere Variante
KUP (Ko¨rperseiten unabha¨ngige Projekte) verwendet ein Merkmal pro Ko¨rpersei-
te, z.B. als
”
ZR STRI Knie OZR“,
”
links/ rechts Kombination“, siehe rechte Ha¨lfte
in Abbildung 4.3. Die Daten der linken und rechten Ko¨rperseite werden dabei als
unterschiedliche Datensa¨tze n ∈ N in xns bzw. Zns[k] abgelegt. Fu¨r einen gezielten
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Abbildung 4.3: Erzeugung von Datenprojekten. Die doppelt umrahmten Projek-
te werden zur weiteren Analyse verwendet.
Zugriﬀ werden die entsprechenden Datensa¨tze als Klassen in Y kodiert, z.B. als
Klasse
”
Ko¨rperseite“.
Bei KAP werden danach die fehlenden Daten (
”
Nullzeitreihen“) durch Kopie-
ren von gemittelten Zeitreihen u¨ber jeweils identische Klassen ersetzt1, siehe Ab-
schnitt 3.3. Bei KAP mu¨ssen natu¨rlich fu¨r jeden Datensatz n eine Zeitreihe fu¨r linke
und rechte Ko¨rperseite vorhanden sein, das Feld dritter Ordnung Z muss vollsta¨ndig
sein, siehe Abbildung 3.2. Bei KUP werden die einzelnen Datensa¨tze n komplett
gelo¨scht, bei denen mindestens eine
”
Nullzeitreihe“ vorhanden ist. Dies reduziert
1Die Datensa¨tze mit zumindest teilweise ersetzten Zeitreihen werden durch ein Einzelmerkmal
kodiert. Dadurch kann spa¨ter auf die Herkunft des Datensatzes ru¨ckgeschlossen werden (originaler
oder ersetzter Datensatz).
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hier in der Regel nicht die informationstragenden Daten, da fehlende Zeitreihen
meistens die komplette Ko¨rperseite betreﬀen, siehe Datensatz n = 8 der rechten
Ha¨lfte (KUP) in Abbildung 4.4.
Abbildung 4.4: Beispiele einer Projektanlage.
Aus den Zwischenprojekten der KAP und KUP werden nun Mittelwert- oder Ein-
zelschrittprojekte berechnet, siehe Abbildung 4.3. Dazu werden bei den Mittelwert-
Projekten Mittelwertzeitreihen (MZR) gema¨ß Gl. (3.6) fu¨r jeweils identische Klassen
berechnet, z.B. fu¨r gleiche
”
Person“ und
”
Untersuchungszeitpunkt“ und
”
Ko¨rpersei-
te“ (bei KUP als Klasse vorhanden). Daraus werden nun alle weiteren zusa¨tzlichen
Zeitreihen berechnet, wie Geschwindigkeits-, Beschleunigungs- oder Referenzabwei-
chungszeitreihen (GZR, BZR, RZR). Bei den Mittelwertprojekten ist die Berechnung
der zusa¨tzlichen Zeitreihen u¨ber die gemittelten Zeitreihen wegen der Reduzierung
von Messfehlern insbesondere bei den zeitlichen Ableitungen wie GZR und BZR vor-
teilhaft. Die Alternative ist, u¨ber vollsta¨ndige Einzelschrittprojekte mit allen origi-
nalen und zusa¨tzlichen Zeitreihen zu mitteln. Bei den Einzelschrittprojekten werden
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natu¨rlich die zusa¨tzlichen Zeitreihen aus den einzelnen Schritten (Zeitreihen) be-
rechnet. Durch das Ersetzen fehlender Daten durch gemittelte Zeitreihen sind die
Mittelwertprojekte der Varianten KAP und KUP von den Daten her identisch, le-
diglich der Speicherort ist unterschiedlich (als Merkmal bzw. Datensatz).
Vorteil der KAP ist die Mo¨glichkeit zur Auswertung funktionaler Zusam-
menha¨nge zwischen linker und rechter Ko¨rperseite, z.B. als Fuzzy-Regel
”
Wenn
rechtes Knie und linkes Knie . . . dann . . .“. Allerdings ko¨nnen beim Einzelschritt-
projekt der KAP ersetzte (nicht original gemessene) Datensa¨tze vorkommen. Der
Vorteil von KUP ist die simultane Auswertung der rechten und linken Ko¨rpersei-
te, insbesondere fu¨r Pathologien, die unabha¨ngig von der Ko¨rperseite auftreten. In
der Orthopa¨die ist das insbesondere fu¨r diplegische Patienten zula¨ssig [152, 159].
Da aber die Streuung eines Patienten (Intra-Streuung) kleiner ist als die zwischen
den Patienten (Inter-Streuung), wird die Gesamtstreuung des Datensatzes bei der
links/ rechts Kombination kleiner. Allerdings ist ein Vorteil, dass die Anzahl der Da-
tensa¨tze verdoppelt wird und somit die statistische Absicherung steigt. Ein weiterer
Grund bezu¨glich Klassiﬁkation fu¨r die links/ rechts Kombination ist die generalisier-
tere Auswertung unabha¨ngig von der Ko¨rperseite, z.B. fu¨r Aussagen
”
die Patienten
haben ein Spitzfußproblem“ im Gegensatz zu
”
die Patienten haben ein Spitzfußpro-
blem der rechten Ko¨rperseite“, da sich die Pathologie auch auf beide Ko¨rperseiten
auswirkt (Diplegie). Durch die beiden Varianten KAP und KUP ko¨nnen somit un-
terschiedliche klinische Aufgaben gelo¨st werden.
Der Vorteil der Mittelwertprojekte ist die bessere Recheneﬃzienz und u¨bersicht-
lichere klinische Interpretation. Die dabei vernachla¨ssigten Intra-Streuungen der ein-
zelnen Patienten werden durch die SZR beibehalten. Eine u¨berma¨ßige Reduktion von
enthaltenen Informationen wird dadurch vermieden. Die Variabilita¨t kann zudem
durch die SZR formuliert werden. Im Folgenden werden vorzugsweise Mittelwert-
projekte der KUP verwendet (diplegische Patienten, links-rechts Zusammenha¨nge
sind klinisch eher sekunda¨r).
Durch das einheitliche Anlegen aller Gangprojekte (einheitliche Strukturie-
rung der Daten, einheitliche Merkmalsbezeichnungen, die ansonsten laborspeziﬁsch
sind, . . . ) lassen sich nun unterschiedliche Projekte kombinieren, z.B. Patienten und
Referenzpersonen. Das erfolgt durch Anha¨ngen des zusa¨tzlichen Projektes als weite-
re Datensa¨tze, die Merkmale werden entsprechend zugeordnet. Der gezielte Zugriﬀ
auf die so entstandenen Datensa¨tze N wird durch Modiﬁkation der Klassenmatrix
Y erreicht. Hierzu wird fu¨r die neuen Datensa¨tze bei den bestehenden Klassenein-
teilungen ein weiterer Klassenterm erga¨nzt und umgekehrt, siehe Abbildung 4.5.
Die urspru¨nglichen Klasseneinteilungen bleiben somit erhalten. Beispielsweise wird
die Klasse
”
Untersuchungszeitpunkt“ (die nur fu¨r die Patienten existiert) mit den
existierenden Klassentermen
”
PRE“,
”
U1“ und
”
U2“ durch einen weiteren Klas-
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senterm
”
unbekannt“ fu¨r alle neuen Datensa¨tze erga¨nzt. Der Zugriﬀ auf die Daten
erfolgt durch Und-Verknu¨pfung (innerhalb einer Klasse) bzw. Oder-Verknu¨pfungen
(zwischen den Klassen).
Abbildung 4.5: Beispiel zum Anha¨ngen von Projekten.
Beispiel, siehe Abbildung 4.5: Die Klasseneinteilung Y eines urspru¨nglichen
Projektes fu¨r n = 1..7 Datensa¨tze beinhaltet
”
Patienten“ (1 = erster Patient,
2 = zweiter Patient) und
”
Untersuchungszeitpunkt“ (1 = PRE-therapeutisch,
2 = erste Nachuntersuchung, 3 = zweite Nachuntersuchung). Die Klassen-
einteilung eines anzuha¨ngenden Projektes sind
”
Referenzpersonen“ (1 = er-
ste Person, 2 = zweite Person, 3 = dritte Person) und
”
Gehgeschwindigkeit“
(1 = langsam, 2 = mittel). Beim Projekt Anha¨ngen werden alle Klassen kom-
biniert, so dass z.B. die Klasse
”
Untersuchungszeitpunkt“ mit einem neuen
Term (4 = unbekannt) belegt wird.
Ein gezielter Zugriﬀ (durch und- bzw. oder-Verknu¨pfungen) auf die Da-
tensa¨tze fu¨r die Formulierung eines Klassiﬁkationsproblems
”
Charakterisierung
von Patientenverhalten zum PRE-therapeutischen Zustand im Vergleich zur
Referenz mit mittlerer Gehgeschwindigkeit“ lautet: Auswahl (
”
Patienten“ = 1
oder 2 oder 3) und (“Untersuchungszeitpunkt“ = 1 oder 4) und (
”
Refe-
renzpersonen“ = 1 oder 2 oder 3 oder 4) und (
”
Gehgeschwindigkeit“ = 2
oder 3). Fu¨r das Klassiﬁkationsproblem kann nun formal die Klasse
”
Untersu-
chungszeitpunkt“ oder
”
Gehgeschwindigkeit“ ausgewa¨hlt werden, da dadurch
die Patienten bzw. Referenzpersonen zusammengefasst und voneinander ge-
trennt werden.
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4.3 Neue Funktionen in
”
Gait-CAD“
”
Gait-CAD“ wird u¨ber ein graphisch unterstu¨tztes Hauptfenster und eine
Menu¨steuerung bedient, siehe Abbildung 4.2. Hierbei konnten existierende Stan-
dardfunktionen implementiert werden, wie z.B.:
 Auswahlfunktionen mit sog. MATLAB
”
Listboxen“ oder direkte Nummerie-
rungseingabe fu¨r die Auswahl von Zeitreihen, Einzelmerkmale, Klassen, Ein-
stellungen zum Gebrauch von Daten (Anzeige: Referenz, Legenden, Numme-
rierung der Datensa¨tze, Tabellen als TEX-Standard-Protokolle, Liniensta¨rken,
Schwarz/ Weiß Modus, . . . ),
 Bewertung von Merkmalen: Multi- und univariate Varianzanalysen,
(M)ANOVA, informationstheoretische Maße, t-Test, Korrelations- und Regres-
sionsanalysen,
 U¨berwachter Fuzzy-Klassiﬁkator u¨ber eine Export-Schnittstelle zur be-
stehenden Softwaretoolbox
”
KAFKA – Karlsruher Fuzzy-Modellbildungs-,
Klassiﬁkations- und datengestu¨tzte Analyse-Toolbox“ [108],
 unterschiedliche Visualisierungsunterstu¨tzungen.
Zudem sind neue Funktionen fu¨r die Analyse der Gangdaten erforderlich, die in der
vorliegenden Arbeit implementiert und realisiert sind. Die neuen Funktionen stu¨tzen
sich auf die in Kapitel 3 vorgestellten und modiﬁzierten Verfahren. Diese sind im
Einzelnen:
- Vorverarbeitung durch einheitliche Merkmalsbezeichnung (Tabelle 3.5),
- Neue Strategie zum Speichern der Daten und Anha¨ngen von Projekten (Abbil-
dung 3.2 sowie Abschnitte 3.3 und 4.2); dadurch verbesserte Handhabung von
Datensa¨tzen und Klassen (Datenauswahl durch alle Klassen mit Und- bzw.
Oder-Verknu¨pfungen, Abschnitt 3.3),
- Erzeugung eines verallgemeinerten Merkmalsraumes mit der Berechnung
zusa¨tzlicher Zeitreihen (Gl. (3.2) bis Gl. (3.9)) bzw. interpretierbarer Einzel-
merkmale (Tabelle 3.4),
- Handhabung von Merkmalen u¨ber neues Konzept der Kategorisierungen: Er-
stellung von Kategorisierungen, Merkmalsauswahl anhand von Kategorien, Be-
wertung von Kategorien (Abschnitte 3.3 bis 3.5),
- Einbezug von Apriori-Relevanzen (Abschnitt 3.6.2),
- Unu¨berwachte Klassiﬁkation mit Fuzzy-Cluster-Verfahren (Gl. (3.27) bis
Gl. (3.44) in Abschnitt 3.8).
Im Anhang D sind die in dieser Arbeit realisierten Funktionen (MATLAB m-Files)
aufgelistet und es ist ein exemplarischer Auszug einer Funktion gezeigt.
5 Anwendung des neuen Data
Mining Konzeptes
5.1 U¨berblick
In diesem Kapitel werden die in den vorherigen Kapiteln beschriebenen Methoden
auf die Patientendaten angewendet. Die wesentliche Voraussetzung fu¨r eine klinische
Akzeptanz ist die Interpretierbarkeit der Ergebnisse. Das wurde durch die
”
Nach-
bildung der klinischen Sprache“ erreicht. Dadurch ﬁndet der Kliniker Zugang zu
den Methoden, kann die Ergebnisse interpretieren und validieren sowie erfolgreich
anwenden [4, 41, 127, 175]. Je nach Pathologie stehen unterschiedliche klinische
Problemstellungen im Vordergrund, die sich eng an den klinischen Aufgaben aus
der Diagnose und Therapie orientieren (siehe Tabelle 1.1 und Abschnitt 1.2.1). Es
ist ersichtlich, dass die reine automatisierte Klassiﬁkation zur Diagnose mit deren
Klassiﬁkationsgu¨ten klinisch absolut nicht im Vordergrund steht, da die Trennung
zwischen gesundem und pathologischem Gehen ohne klinisches Wissen bereits durch
einen Laien erkannt wird. Schwieriger und klinisch von großem Interesse ist das Er-
kennen (Auswahl charakteristischer Merkmale), was den Unterschied im Gangver-
halten beschreibt. Die Daten sollen auf wenige informationstragende Merkmale bzw.
Merkmalskombinationen reduziert werden, d.h. zu fragen ist: Wo sind die gro¨ßten
pathologischen Gangabweichungen der Patienten, was sind die typischen Symptome
sowie charakteristische Verla¨ufe in Zeitreihen und auf was muss der Kliniker bei der
empirischen Analyse im Wesentlichen achten [125, 136]?
Hierzu wird mit steigendem Detaillierungsgrad das pathologische Gehen analy-
siert, siehe Abbildung 5.1. Dabei werden drei methodische Schwerpunkte durch
Abbildung 5.1: U¨berblick der Auswertung bei steigendem Detaillierungsgrad.
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 die Quantiﬁzierung des pathologischen Ausmaßes zur Qualita¨tsbestimmung und
abstrakten Einscha¨tzung des Gehens, d.h. wo sind wesentliche Abweichungen in
den Kinematikzeitreihen und wie wirkt sich das auf die Dynamik aus (beruhend
auf den Referenzabweichungszeitreihen aus Gl. (3.8)),
 die Charakterisierung des Krankheitsbildes zum Finden aussagekra¨ftiger Ver-
la¨ufe in Zeitreihen zur gezielten Beschreibung der Pathologie, d.h. welche ge-
meinsamen Auswirkungen zeigen sich im Gangverhalten (Anwendung der Rele-
vanzbewertung und Klassiﬁkation anhand gegebener Klasseneinteilung auf den
extrahierten Einzelmerkmalen) sowie
 das Finden von Subgruppen zur weiteren diﬀerenzierteren Charakterisierung,
d.h. existieren unterschiedliche Gangstrategien oder Kompensationsmechanis-
men, um die Gangsto¨rungen auszugleichen (Einsatz der Struktursuche ohne be-
kannte Klasseneinteilung)
bearbeitet. Das erfordert die Kombination mehrerer Verfahren wie in Abschnitt 3.9
beschrieben.
Mit diesen Diagnosewerkzeugen kann zudem der Erfolg der Therapie quantita-
tiv dokumentiert und bewertet werden, z.B. wie wirkt sich die Therapie auf die
Gangqualita¨t aus, normalisieren sich die Symptome und charakteristischen Verla¨ufe
in Zeitreihen fu¨r das betreﬀende Krankheitsbild oder proﬁtieren die Subgruppen
unterschiedlich von der Therapie.
Es existieren bereits viele Forschungsarbeiten u¨ber ICP-Patienten [60, 136, 152],
anhand derer die hier neu entwickelten Methoden zuna¨chst validiert werden ko¨nnen.
Daru¨ber hinaus wird der Zugewinn neuer Erkenntnisse gezeigt, z.B. bessere Merkma-
le zur Beschreibung des Patientenkollektives, Hinweise fu¨r prognostische Aussagen,
siehe Abschnitt 5.2.
Im Gegensatz dazu sind die SCI-Patienten noch wenig erforscht und erst in den
letzten Jahren durch Ganganalysen na¨her untersucht [7, 57]. Mit den entwickelten
Methoden sollen hierfu¨r neue Erkenntnisse gewonnen werden, z.B. Einscha¨tzung
einer quantitativen Gangqualita¨t, Auswirkungen der Therapie, siehe Abschnitt 5.3.
5.2 Infantile Cerebralparese (ICP)
Die ICP-Patienten (infantile Cerebralparese) sind durch eine gemeinsame Spitzfuß-
Gangsto¨rung gekennzeichnet, siehe Kapitel 2. Trotz der gemeinsamen Sto¨rung sind
die Auswirkungen auf das Gangverhalten stark unterschiedlich. Die nachfolgend
bearbeiteten Fragestellungen, wie die Charakterisierung des Kollektives oder das
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Finden
”
oﬀensichtlicher“ Subgruppen [150, 174], stellen in der Literatur große Her-
ausforderungen dar [30, 125, 136, 159] und sind gro¨ßtenteils mit empirischem Wis-
sen gelo¨st. Daneben existieren einige ungelo¨ste Vermutungen wie unterschiedliche
Entwicklungen bei der Therapie evtl. auch in Zusammenhang mit
”
versteckten“,
unbekannten Subgruppen [152, 158].
Durch Anwendung der Diagnosewerkzeuge auf das gesamte Kollektiv lassen
sich die sta¨rksten pathologischen Ausmaße, wesentliche Charakteristiken und unter-
schiedliche Subgruppen quantitativ ermitteln. Auswirkungen und Zusammenha¨nge
zwischen den Gelenken werden ebenfalls erkannt sowie Entwicklungen bei der Thera-
pie. Aus den Erkenntnissen des gesamten Kollektives ko¨nnen individuelle Diagnosen
abgeleitet werden. Fu¨r alle Patienten des hier zur Verfu¨gung stehenden Datensatzes
sind Messungen vor ICP,PRE und nach einer Botulinum-Toxin-Therapie ICP,POST
erhoben. Dabei ist der klinisch relevante POST-Untersuchungszeitpunkt ca. 6 Wo-
chen nach der Therapie ausgewertet.
5.2.1 Neues Auswerteverfahren fu¨r die Diagnose
Verallgemeinerte Quantiﬁzierung des pathologischen Ausmaßes
Im klinischen Alltag scha¨tzen erfahrene Kliniker durch subjektive Analyse der Gang-
charts das pathologische Ausmaß der einzelnen Patienten ab, z.B. muss ein Ge-
lenk gezielt behandelt werden, wenn der Verlauf wesentlich vom Referenzverhalten
oder Patientenkollektiv abweicht (ist das ein typischer Patient oder mu¨ssen speziel-
le Maßnahmen eingeleitet werden). Abbildung 5.2 zeigt den sagittalen Knieverlauf
einer Ko¨rperseite mit der entsprechenden Referenzabweichung eines Patienten mit
der Identiﬁzierungsnummer (ID) 50504. Damit kann die oﬀensichtlich erho¨hte Ab-
weichung aus dem Referenzkorridor am Beginn, Mitte und Ende des Gangzyklus
abgebildet werden. Mit Hilfe der Referenzabweichungszeitreihen aus Gl. (3.8) kann
die sonst lediglich qualitativ durch den Experten eingescha¨tzte pathologische Ab-
weichung quantiﬁziert werden.
Ein typischer Fehler bei der subjektiven Einscha¨tzung ist das Erfassen der Refe-
renzstreuungen bei unterschiedlichen Steigungen in Zeitreihenabschnitten. Bei star-
ken Anstiegen scheint der Referenzkorridor
”
enger“ zu sein, obwohl die Streuung
groß sein kann, da sie parallel zu den Achsenkoordinaten betrachtet werden muss,
siehe Referenzstreuung zwischen 60% und 70% bzw. zwischen 80% und 90% des
Gangzyklus in Abbildung 5.3 links. Dadurch ist die Referenzabweichung bei glei-
cher Distanz zum Referenzmittelwert (z.B. bei 56% und 65% des Gangzyklus) bei
gro¨ßerer Streuung kleiner und umgekehrt. Die gesamte mittlere Abweichung dieses
Patienten betra¨gt fu¨r das Knie
”
MW STRI Knie sag OZR“=2.8, d.h. der Kniever-
lauf des Patienten weicht im Mittel das 2.8-fache der halben Referenzkorridorbreite
ab, siehe auch Tabelle 5.1.
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Abbildung 5.2: Sagittale Kniezeitreihe (links) und dessen Referenzabweichungs-
zeitreihe (rechts) eines Patienten (ID 50504, rechte Ko¨rpersei-
te). Das Referenzkollektiv ist durch ZREF s[k] durchgezogen bzw.
ZREF s[k]± Z˜REF s[k] punktiert-gestrichelt dargestellt.
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Abbildung 5.3: Erweiterte Darstellung der Kniezeitreihe (links, oben) und deren
Geschwindigkeitszeitreihe (rechts, oben) entsprechend der Refe-
renzabweichungen des Patienten (ID 50504) in den Gangphasen.
Hohe Referenzabweichungen sind dunkler dargestellt. Die Refe-
renzstreuungen Z˜REF s[k] sind unten abgebildet.
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Zusa¨tzlich ko¨nnen die Zeitreihen bei der Visualisierung entsprechend der Refe-
renzabweichung grau hinterlegt werden, um den Kliniker bei der subjektiven Analyse
zu unterstu¨tzen, z.B. u¨ber alle sieben Gangphasen gemittelt, Abbildung 5.3. Hohe
Abweichungen sind dabei dunkler dargestellt. Analog ko¨nnen auch die Geschwindig-
keitszeitreihen mit deren Referenzabweichungen als grauer Hintergrund dargestellt
werden, siehe Abbildung 5.3 rechts.
Subjektive Einscha¨tzungen der wesentlichen pathologischen Gangsto¨rungen ei-
nes gesamten Patientenkollektives sind nur bedingt und mit langja¨hriger Erfahrung
bei bestimmten Patienten mo¨glich [136, 152]. Durch Mittelung der Referenzabwei-
chungszeitreihen u¨ber das gesamte Kollektiv lassen sich derartige Einscha¨tzungen
quantiﬁzieren, siehe Tabelle 5.1. Die Patientencharts ko¨nnen zudem in Bezug zu
den pathologischen Gangsto¨rungen des gesamten Kollektives als graue Hinterlegung
dargestellt werden, siehe Abbildung 5.4. Zur besseren Einscha¨tzung dynamischer
Eﬀekte werden in dieser Arbeit zusa¨tzlich Charts der Geschwindigkeitszeitreihen
vorgeschlagen, die wiederum mit den pathologischen Ausmaßen des gesamten Pati-
entenkollektives dargestellt werden ko¨nnen, siehe Abbildung E.1 im Anhang.
ICP, PRE (Patient ID 50504)
Gelenk/ Ebene sagittal frontal transversal gesamt
Becken OZR 1.7± 1.1 (1.1) 2.5± 1.1 (2.5) 2.1± 1.2 (1.9) 2.1± 1.0 (1.8)
Becken GZR 2.7± 1.0 (2.1) 2.3± 0.7 (2.8) 1.6± 0.7 (0.9) 2.2± 0.7 (1.9)
Hu¨fte OZR 2.0± 1.1 (2.1) 1.6± 0.9 (1.6) 2.1± 1.3 (2.6) 1.9± 1.1 (2.1)
Hu¨fte GZR 2.5± 0.9 (2.3) 2.0± 0.7 (1.1) 1.5± 0.3 (1.2) 2.0± 0.5 (1.5)
Knie OZR 3.9± 1.8 (2.8) 3.9± 1.8 (2.8)
Knie GZR 3.6± 0.9 (2.4) 3.6± 0.9 (2.4)
OSG OZR 5.1± 3.7 (4.6) 3.2± 1.9 (1.7) 4.6± 2.6 (3.2)
OSG GZR 2.7± 0.8 (2.5) 2.4± 0.9 (1.0) 2.6± 0.8 (1.8)
gesamt OZR 3.1± 1.2 (2.6) 2.0± 0.9 (2.0) 2.4± 0.9 (2.3) 2.5± 0.8 (2.3)
gesamt GZR 2.9± 0.6 (2.3) 2.2± 0.9 (2.0) 1.9± 0.3 (1.1) 2.3± 0.5 (1.8)
Tabelle 5.1: Gemittelte Referenzabweichungen der Kinematikzeitreihen (OZR)
sowie deren Geschwindigkeitszeitreihen (GZR) des ICP-Kollektives
und in Klammern eines Patienten ID 50504 jeweils zum PRE-
therapeutischen Zustand.
Durch die Normierung der Abweichung bezu¨glich des Referenzverhaltens lassen
sich sowohl verschiedene Bereiche einer Zeitreihe als auch unterschiedliche Zeitreihen
miteinander vergleichen. Dadurch ko¨nnen auch Mittelwerte u¨ber mehrere Zeitreihen
berechnet werden. So betra¨gt die gesamte Referenzabweichung der ICP-Patienten
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Abbildung 5.4: Neue Erweiterung eines Patientencharts (ID 50504) mit grauen
Abstufungen entsprechend der pathologischen Gangabweichun-
gen aller ICP-Patienten. Je dunkler die Hintergrundfarbe, desto
gro¨ßer ist die Gangsto¨rung aller Patienten.
zum PRE-therapeutischen Zustand im Mittel 2.5± 0.8, wobei die sagittale Ko¨rper-
seite am sta¨rksten mit 3.1 ± 1.2 betroﬀen ist. Im Vergleich liegt beim Patient ID
50504 eine weniger stark ausgepra¨gte Pathologie vor, siehe Tabelle 5.1. Die wesent-
lichen Abweichungen betreﬀen das Knie und Sprunggelenk (OSG) beim gesamten
Kollektiv wie auch bei diesem Patienten. Eine weitere detailliertere U¨bersicht der
pathologischen Abweichungen ist ein neues Hierarchie-Konzept, das in dieser Arbeit
entwickelt wurde, siehe Abbildung 5.5. Dadurch ko¨nnen die gro¨ßten Abweichungen
lokalisiert werden, wie z.B. große Abweichungen durch die Spastik im OSG, insbe-
sondere in Mid Stance (MSt) oder beim Fußaufsetzen (Initial Contact, IC) in den
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Geschwindigkeitszeitreihen des OSG. Der Grund ist die passive OSG Bewegung. Im
Knie fu¨hren oftmals Fehlstellungen durch teilweise Kompensation (Terminal Swing,
TSw) oder steifes Verhalten durch die Spastik insbesondere im Schwung (Mid Swing,
MSw) zu großen Abweichungen. Derartige Aussagen decken sich mit den Experten-
meinungen, wobei sie in der vorliegenden Arbeit quantiﬁziert und systematisiert
beschrieben sind, um auch versteckte Eﬀekte zu ﬁnden, vgl. Kapitel 2.
Abbildung 5.5: Hierarchie-Konzept mit dem pathologischen Ausmaß u¨ber das
Gesamtkollektiv, vgl. graue Hinterlegung in Abbildungen 5.4
und E.1.
Verallgemeinerte Charakterisierung des Krankheitsbildes
Eine genauere Betrachtung der Zeitreihenverla¨ufe zur Beschreibung des Krankheits-
bildes wird mit den u¨berwachten Verfahren zur Relevanzbewertung und Klassiﬁka-
tion der extrahierten Einzelmerkmale erreicht. Das Ziel ist die objektiviertere Er-
mittlung wichtiger Merkmale, was in der Literatur oftmals beklagt wird:
”
Still the
process of selecting the set of variables to use was subjective“ [136].
Extrahierte Einzelmerkmale aus Zeitreihen, die in der Literatur als etabliert
verwendet werden, zeigt Tabelle 5.2. Die Extraktion dieser Merkmale ist durch
langja¨hrige Erfahrung mehrerer Kliniker empirisch gefunden. Mit diesen Merkma-
len ko¨nnen im Folgenden die hier entwickelten Methoden verglichen und validiert
werden. Aus weiterer Literatur [60, 115, 149, 162] existieren noch andere Einzelmerk-
male, die pauschal aus Zeitreihen extrahiert (z.B. lediglich Mittelwert oder Extrema
u¨ber die ganze Zeitreihe) und somit noch weniger geeignet sind, da der gezielte Zu-
sammenhang zur Pathologie fehlt. Aus Sicht der Datenanalyse fallen bei vielen in
der Literatur verwendeten Merkmalen zuna¨chst drei kritische Punkte auf:
 Merkmale haben schlechte Relevanzen, z.B. L-15 oder L-16,
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 Zwischen den Merkmalen existieren hohe Korrelationen, z.B. L-I bis L-IV,
 Merkmale beschreiben nicht die gewu¨nschten funktionalen pathologischen Zu-
sammenha¨nge, z.B. L-1 oder L-12.
Mit den hier entwickelten Methoden sind diese Punkte durch die rein automatisierte
Extraktion von Einzelmerkmalen, die Verwendung weitgehend unabha¨ngiger Merk-
male (Ru¨ckstufung korrelierter Merkmale) und den Einbezug der Apriori-Relevanzen
(zusa¨tzliche Beru¨cksichtigung nicht valider Merkmale) verbessert.
Nr. Einzelmerkmal Ms ρmax
L-1 MAPO STRI Knie sag OZR 0.625
L-2 SpW STRI Becken sag OZR 0.530
L-3 MW IC Knie sag OZR 0.520
L-4 Gehgeschwindigkeit 0.358
L-5 MAX ST OSG sag OZR 0.254 0.90 zu L-6
L-6 MAX SW OSG sag OZR 0.239 0.90 zu L-5
L-7 MW STRI OSG tra OZR 0.210
L-8 MW ST Hu¨fte tra OZR 0.170
L-9 SpW STRI Knie sag OZR 0.156 0.72 zu L-13
L-10 Fußablo¨sung (in % GZ, Standphase) 0.124
L-11 MIN STRI Hu¨fte sag OZR 0.118
L-12 MW STRI Becken sag OZR 0.106
L-13 SpW STRI Hu¨fte sag OZR 0.071 0.72 zu L-9
L-14 Kadenz 0.061
L-15 MIN SW Hu¨fte fro OZR 0.044
L-16 MW STRI Becken tra OZR 0.000
L-I 10% GA OSG sag OZR 0.338 0.89 zu L-IV
L-II MAX ST OSG sag OZR 0.254 0.90 zu L-III
L-III MAX SW OSG sag OZR 0.239 0.92 zu L-IV
L-IV MW IC OSG sag OZR 0.146 0.92 zu L-III
Tabelle 5.2: Einzelmerkmale aus der Literatur mit Relevanzen Ms (informations-
theoretische Maße, standardisierte Gangphasen) und Korrelationen
untereinander mit ρmax > 0.7, oben aus [125, 136], unten aus [152].
Merkmale mit schlechten Relevanzen sind z.B. L-15:
”
MIN SW Hu¨fte fro OZR“
oder L-16:
”
MW STRI Becken tra OZR“. Mit der neuen Methode ko¨nnen rechner-
basiert derartige Merkmale als nicht geeignet erkannt werden [90, 94]. Dabei stellte
sich zudem heraus, dass eine optimale Positionierung des Sakralmarkers (Marker am
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Becken) unter Umsta¨nden schlecht gefunden werden kann. Das fu¨hrt dann zu einem
zusa¨tzlichen Oﬀset (konstante Abweichung) bei der Messung der Becken Zeitreihen.
Dieser ist beim Mittelwert aus der Zeitreihen voll enthalten, so dass das Merkmal
tendenziell nicht valide zur Bestimmung des Gehens wird.
Aus Sicht der Datenanalyse ist die Verwendung von abha¨ngigen bzw. hoch kor-
relierten Merkmalen nicht erforderlich, da der Zugewinn von Informationen nicht
gegeben ist. Zudem wird die klinische Diskussion bei einer Vielzahl von Merkmalen,
die den einen gleichen Zusammenhang beschreiben, sehr mu¨hsam, unu¨bersichtlich
und somit erschwert [175]. Aus diesem Grund werden Merkmale mit hohen Korre-
lationen in ihrer Relevanz zuru¨ckgestuft, vgl. Gl. (3.24) in Abschnitt 3.6.2.
Die Positionen von Extremwerten in den Zeitreihen sind unter Umsta¨nden nicht
an funktionelle Gangphasen angepasst, wie z.B. das in der Literatur vorgeschlage-
ne Einzelmerkmal L-1:
”
MAPO STRI Knie sag OZR“ u¨ber den gesamten Schritt.
Das Merkmal soll die Position des stark ausgepra¨gten Maximums (fu¨r gesundes
Gangverhalten) in der Schwungphase erfassen. Existieren allerdings bei Patienten
Maxima in der Standphase, so wird der eigentliche funktionelle Zusammenhang mit
diesem Merkmal falsch betrachtet, siehe Abbildung 5.6. Aus dem Grund sind der-
artige Merkmale hier mit der Apriori-Relevanz herabgestuft, da sie sehr kritisch zu
pru¨fen sind, vgl. Gl. (3.23) in Abschnitt 3.6.2.
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Abbildung 5.6: Links: Histogramm des Einzelmerkmals
”
MAPO STRI Knie sag
OZR“, rechts: Fehlerhaftes Erkennen des funktionalen Zusam-
menhangs mit diesem Merkmal bei einem Patienten, ID 50490.
Aufgrund der Vielzahl von Einzelmerkmalen durch die systematische Berechnung
sind auch sehr viele Einzelmerkmale geeignet, um die gegebenen Klassen voneinan-
der zu trennen, z.B. die beiden Klassen ICP,PRE und REF,K. Allerdings sind diese
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Einzelmerkmale oftmals hoch korreliert, unterschiedlich anfa¨llig auf Messfehler und
bei den Klinikern unterschiedlich bevorzugt. Daher kommt die Apriori-Relevanz und
die Ru¨ckstufung korrelierter Einzelmerkmale zum Einsatz. Die dadurch erzielten Er-
gebnisse werden hier fu¨r die klinische Anwendung diskutiert und mit den bekannten
Ergebnissen aus der Literatur verglichen. Die Diskussion basiert rein auf den durch
die neue Methode ermittelten Einzelmerkmalen, klinisches Vorwissen wurde dabei
nicht genutzt. Die Einzelmerkmale der unterschiedlichen Gangphasen ko¨nnen entwe-
der durch standardisierte Phaseneinteilungen berechnet werden, oder teilweise durch
individuelle Phasenerkennung, die oftmals mit aufwa¨ndiger Messdatenerfassung ver-
bunden ist. Beide Varianten werden spa¨ter miteinander verglichen. Weiterhin wer-
den zur Bestimmung der Datenrelevanz die informationstheoretischen Maße mit der
univariaten Varianzanalyse (ANOVA) verglichen. Beide Verfahren ko¨nnen mit der
Apriori-Relevanz kombiniert werden.
Durch Verwendung der informationstheoretischen Maße, Einbezug der Apriori-
Relevanzen und Ru¨ckstufung korrelierter Einzelmerkmale sind 16 relevante Einzel-
merkmale ermittelt, die die Klassen ICP,PRE und REF,K trennen, siehe Tabelle 5.3.
Die Merkmale enthalten zumindest teilweise unabha¨ngige Informationen und sind in
Kombination geeignet, um das gesamte Patientenverhalten zu beschreiben. Dadurch
ko¨nnen auch einzelne Patienten, wie hier z.B. Patient ID 50504, anhand der gefun-
denen Einzelmerkmale mit der Referenz und dem Patientenkollektiv klinisch besser
diskutiert und verglichen und zur Anwendung eingesetzt werden [175], vgl. auch Ab-
bildungen 5.4 und E.1. Beispielsweise fa¨llt auf, dass dieser Patient bei den meisten
Merkmalen im Wertebereich des ICP-Kollektives liegt (d.h. typisches ICP-Verhalten
aufweist) und bei manchen Merkmalen erheblich zum Schlechteren abweicht (rela-
tiv zur Referenz, z.B. einige Merkmale aus den Streuungszeitreihen wie
”
MW STRI
OSG sag SZR“ oder
”
MIN STRI OSG sag GZR“). Bei keinem der charakteristischen
Merkmale beﬁndet sich der Patient im Referenzbereich.
Die Charakterisierung des gesamten Kollektives durch Einzelmerkmale steht in
Bezug zum pathologischen Ausmaß. Die bereits wesentlich erkannten Gangsto¨rungen
spiegeln sich wieder, z.B. im OSG oder Knie. Bei Betrachtung der relativen Anzahl
der Einzelmerkmale entsprechend ihrer Relevanz pro Kategorie lassen sich a¨hnliche
qualitative Aussagen erhalten, siehe Abbildung 5.7. Hierbei ist zu erkennen, dass die
Kategorie
”
sagittale Ko¨rperseite“ mehr relevante Einzelmerkmale hat als die ande-
ren Kategorien (in Relation zur Anzahl von Einzelmerkmalen pro Kategorie): Bei
informationstragenden Einzelmerkmalen (Relevanzen Ms > 0.1) sind die schwarzen
Balken (relative Anzahl Einzelmerkmale der sagittalen Ko¨rperseite) gro¨ßer als bei
den informationslosen Einzelmerkmalen (Relevanzen Ms zwischen 0.0 und 0.1). Die
heuristisch ermittelten Werte der Apriori-Relevanzen stimmen daher gut mit den
Ergebnissen u¨berein (Herabstufung der frontalen und transversalen Ebene relativ
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Einzelmerkmal (Ms,ap) Ms,uk Ms ICP, PRE Pat. REF,K
Schrittla¨nge (1.0) 0.61 0.61 (0.61) 0.3± 0.1 0.2 0.6± 0.1
SpW STRI Becken sag OZR (1.0) 0.53 0.53 (0.53) 8.0± 3.3 5.8 2.9± 0.8
SpW MSw Knie Sag OZR (0.6) 0.42 0.70 (0.72) 9.0± 5.3 10.0 31.4± 3.2
MW STRI OSG sag SZR (0.6) 0.34 0.57 (0.58) 6.1± 3.6 16.0 1.8± 0.7
MW ST OSG sag OZR (0.8) 0.30 0.38 (0.41) −9.0± 14.0 −10.2 5.5± 2.5
MW STRI Hu¨fte sag SZR (0.6) 0.29 0.48 (0.47) 4.9± 2.0 8.6 2.0± 0.7
MAX STRI Hu¨fte sag OZR (1.0) 0.28 0.28 (0.31) 47.6± 8.0 44.1 35.9± 4.8
MW STRI Becken tra SZR (0.48) 0.26 0.53 (0.52) 6.7± 2.8 12.4 2.1± 0.8
MAX STRI OSG tra OZR (0.8) 0.25 0.31 (0.31) 11.7± 13.6 4.7 −1.9± 4.5
MIN MSt OSG sag GZR (0.48) 0.23 0.48 (0.33) −0.6± 0.5 −0.4 0.2± 0.2
MAX PSw Becken sag GZR (0.48) 0.22 0.46 (0.59) 0.3± 0.2 0.2 −0.0± 0.1
MIN STRI OSG sag GZR (0.8) 0.20 0.25 (0.28) −1.7± 0.9 −0.6 −3.0± 0.7
MAX TSw OSG sag GZR (0.48) 0.19 0.40 (0.42) 1.2± 0.7 1.1 0.1± 0.2
SpW IC OSG sag OZR (0.6) 0.19 0.32 (0.28) 1.2± 0.7 1.8 0.6± 0.2
MW STRI Hu¨fte tra SZR (0.48) 0.19 0.39 (0.39) 5.7± 4.5 11.4 1.9± 0.6
MW STRI Becken fro OZR (0.8) 0.17 0.22 (0.20) 0.1± 3.5 −3.0 0.0± 1.0
Tabelle 5.3: Charakteristische Einzelmerkmale mit Wertebereiche des ICP,PRE-
Kollektives (86 Datensa¨tze) im Vergleich zur Referenz (REF,K
20 Datensa¨tze) mit standardisierten Gangphasen, Apriori-Relevanz
Ms,ap, Ru¨ckstufung korrelierter Einzelmerkmale Ms,uk = Ms ·Ms,ap ·
Ms,ko und Berechnung Ms durch informationstheoretische Maße, in
Klammern ist Ms mit individuellen Phaseneinteilungen angegeben.
Die Werte des Patienten ID 50504 sind ebenfalls angegeben.
zur sagittalen Ebene). Beim Becken (Abbildung 5.7 rechts) existieren nur weni-
ge charakteristische Einzelmerkmale, vgl. geringere pathologische Abweichungen in
Abbildungen 5.4 und E.1 als helle Grauto¨ne dargestellt.
Im Vergleich zur Literatur fa¨llt auf, dass mit der neuen Methode mehr Merkmale
gefunden werden, die eine gro¨ßere Relevanz haben, vgl. Tabelle 5.2 mit 5.3. Das 16.
Merkmal hat mit Ms = 0.22 eine ho¨here Relevanz als das siebte Merkmal L-7 aus der
Literatur. Im Folgenden werden die wichtigsten Merkmale im Einzelnen diskutiert
und mit denen aus der Literatur verglichen.
Bei den Patienten ist die Schrittla¨nge mit 0.3±0.1 geringer als bei vergleichbaren
Referenzpersonen mit 0.6±0.1. Dieses Einzelmerkmal ist mit der Doppelschrittla¨nge
hoch korreliert (ρ = 0.98), die allerdings eine Datenrelevanz von Ms = 0.558 hat
und somit durch Ms,ko = 0 herabgestuft ist.
Die Spannweite des Beckens (
”
SpW STRI Becken sag OZR“) ist ein bereits in der
Literatur u¨bliches Merkmal, siehe Tabelle 5.2 und [125, 136, 147]. Bei den Patien-
ten wird oftmals ein Kompensationsmuster
”
double bump“ verwendet, das durch
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Abbildung 5.7: Bewertung von Kategorien: Relative Anzahl von Einzelmerkma-
len entsprechend ihrer Relevanz und Kategorie
”
Ko¨rperebene“
(links) bzw.
”
Gelenk“ (rechts), siehe dazu auch in Abschnitt 5.3
hergeleitete Gangqualita¨t.
je ein ausgepra¨gtes Maximum im Stand und Schwung charakterisiert und durch
dieses Merkmal gut beschreibbar ist. Andere Merkmale erfassen selbstversta¨ndlich
auch dieses Muster, wie z.B.
”
MAX STRI Becken sag GZR“ mit den Relevanzen
Ms,ap = 0.8 und Ms = 0.56. Aus Sicht der Datenanalyse eignet sich zwar das Merk-
mal geringfu¨gig besser zur Klassentrennung (Ms = 0.53 fu¨r ”
SpW STRI Becken sag
OZR“) und beschreibt oftmals a¨hnliche Gangmechanismen (Ausnahmen: Patienten
ohne ausgepra¨gtes
”
double bump“, aber mit kleinen, schnellen Auslenkungen des
Oberko¨rpers, oder Patienten mit nur einem ausgepra¨gten Maximum im gesamten
Schritt und folglich langsamen Auslenkungen des Oberko¨rpers, siehe Abbildung 5.8).
Allerdings sind GZR fu¨r Kliniker weniger gut interpretierbar, in der Apriori-Relevanz
herabgestuft und in diesem Fall mit
”
SpW STRI Becken sag OZR“ hoch korreliert
(ρ = 0.81), so dass es durch Ru¨ckstufung korrelierter Merkmale nicht in Tabelle 5.3
auftaucht. Die hier diskutierten Merkmale zeigen beispielhaft, dass nicht alle charak-
teristischen Besonderheiten aus den Referenzabweichungszeitreihen erkannt werden
ko¨nnen. Beide Beckenmerkmale sind hoch relevant, obwohl die durchschnittliche
Referenzabweichung eher unterdurchschnittlich ist.
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Abbildung 5.8: Diskussion von Einzelmerkmalen, links:
”
MAX STRI Becken sag
GZR“ und
”
SpW STRI Becken sag OZR“, rechts: OZR und GZR
des Beckens zweier Patienten.
Zwei der diskutierten Einzelmerkmale verwendet beispielsweise auch der Fuzzy-
Klassiﬁkator, siehe Abbildung 5.9. Die Fuzzy-Regel zeigt auch, dass beide Merkmale
zur Unterscheidung notwendig sind. Patienten mit einer großen Schrittla¨nge weisen
eine gro¨ßere Spannweite im Becken auf, was auf einen Kompensationsmechanis-
mus zur Erreichung gro¨ßerer Schrittla¨ngen hindeutet (Erhalten des Gleichgewichts).
Hierbei ist leicht zu erkennen, dass eine fehlerfreie Klassiﬁkation bereits mit wenigen
Merkmalen zu erreichen ist, was in dieser Arbeit allerdings nicht im Vordergrund
steht. Zu erkennen ist auch, dass die Verwendung von Merkmalskombinationen wich-
tig ist, um Patientenverhalten zu beschreiben. In der Literatur wurde das entweder
durch Verwendung univariater Analysen vernachla¨ssigt [3, 35] oder durch schwer
interpretierbare Merkmalstransformation erreicht [14, 39]. In dieser Arbeit werden
die Merkmale daher nicht weiter transformiert, aber in Kombination bewertet.
Die Patienten haben oftmals ein sehr steifes Knie, das sich insbesondere in der
Schwungphase zeigt, da hier keine passive Bewegung vorkommt (durch die Methode
mit
”
SpW MSw Knie Sag OZR“ erkannt). Allerdings gibt es beim Knieverlauf unter-
schiedliche Subgruppen, z.B. Recurvatum, milder und starker Kauergang, wie spa¨ter
bei den Subgruppen gezeigt. Dabei haben die Patienten teilweise große Bewegungs-
spannen in der Standphase (durch U¨berstreckung oder passive Bewegung), so dass
die Verwendung in der Literatur [125, 136] von
”
SpW STRI Knie sag OZR“ u¨ber
den gesamten Schritt eher ungu¨nstig ist (zu sehen an der schlechteren Datenrelevanz
Ms = 0.156 in Tabelle 5.2).
Die Apriori-Relevanz fo¨rdert in der Praxis die Priorisierung von besser interpre-
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Die Beispiele fu¨r Referenzpersonen (REF) sind
dadurch charakterisiert, dass die Schrittla¨nge
meistens gro¨ßer als sonst ist: gelegentlich groß
(zwischen 0.45 m und 0.6 m) und gelegent-
lich sehr groß (gro¨ßer als 0.6 m). Weiterhin
gilt fu¨r die Beispiele, dass die Spannweite der
Beckenkippung wa¨hrend des Schrittes (SpW
STRI Becken sag OZR) meistens kleiner als
sonst ist: gelegentlich sehr klein (kleiner als 3)
und gelegentlich klein (zwischen 3 und 5). Aus
den Aussagen la¨sst sich eine Regel aufbauen,
die alle Fa¨lle von Referenzpersonen (REF) be-
schreibt: WENN die Schrittla¨nge groß bis sehr
groß (gro¨ßer als 0.45 m) ist UND die Spann-
weite der Beckenkippung wa¨hrend des Schrit-
tes (SpW STRI Becken sag OZR) sehr klein bis
klein (kleiner als 5) ist, DANN FOLGT DAR-
AUS immer Referenzpersonen (REF).
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Abbildung 5.9: Links: Automatisiert generierter Erkla¨rungstext der Klasse
REF [89, 107]. Die Negation kann durch die de Morganschen Ge-
setze erreicht werden, um die Patienten zu beschreiben. Rechts:
Visualisierung der Regel
”
WENN (Schrittla¨nge=PG oder PSG)
UND (SpW STRI Becken sag OZR=PSK oder PK) DANN Klas-
se=REF“.
tierbaren oder messtechnisch valideren Merkmalen. Deren Festlegung beeinﬂusst das
Ergebnis nur sehr gering hinsichtlich einer subjektiven Vorauswahl, das am Beispiel
der Streuungszeitreihe (SZR) mit Ms,ap = 0.6 zu sehen ist. Beispielsweise ist durch
”
MW STRI OSG sag SZR“ eine erho¨hte Variabilita¨t bei Patienten gegenu¨ber der
Referenz erkannt worden, trotz erheblicher Ru¨ckstufung durch die Apriori-Relevanz.
Die erho¨hte Variabilita¨t erstreckt sich auch auf andere Gelenke, d.h. die Patienten
haben einen sehr ungleichma¨ßigen, schlecht reproduzierbaren Gang. Durch die neue
Methode der vorliegenden Arbeit werden damit auch weniger etablierte Merkmale
vorgeschlagen, die als klinisch sehr wertvoll eingestuft worden sind [175]. Bemerkens-
wert ist auch, dass der Mittelwert (“MW STRI OSG sag SZR“) eine gro¨ßere Relevanz
(Ms = 0.58) gegenu¨ber beispielsweise dem Maximum (”
MAX STRI OSG sag SZR“
mit Ms = 0.36) aufweist. Der Grund ist, dass die Referenz im Schwung ebenfalls
eine erho¨hte Variabilita¨t hat, vgl. Abbildung 5.3. Derartige Zusammenha¨nge ko¨nnen
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mit der neuen Methode sehr gut erfasst und der klinischen Diskussion zur Verfu¨gung
gestellt werden.
Klinisch sehr wichtige Einzelmerkmale sind Mittelwerte der OSG-Zeitreihen, die
mit der neuen Methode durch
”
MW ST OSG sag OZR“ ebenfalls erkannt worden
sind. Das ist mit den Einzelmerkmalen u¨ber den ganzen Schritt oder nur Schwung
hoch korreliert (ρmax = 0.904). Der Grund, dass in Tabelle 5.3 das Merkmal u¨ber
den Stand ermittelt wurde, liegt an geringfu¨gig besseren Relevanzen im Bereich der
Nachkommastellen des hier verwendeten Datensatzes. Mit einem anderen Referenz-
kollektiv ist beispielsweise das Merkmal u¨ber den ganzen Schritt relevanter. Aus
Sicht der Datenanalyse ist die Verwendung aller drei Merkmale (siehe Tabelle 5.2)
wegen hoher Korrelationen nicht erforderlich.
Im Vergleich zur Literatur werden weitere bekannte oder a¨hnliche aber bessere
Einzelmerkmale durch die neue Methode automatisiert gefunden. Beispielsweise ist
das durch die neue Methode gefundene
”
MAX STRI Hu¨fte sag OZR“ mit Ms = 0.279
besser zur Beschreibung der Patienten geeignet als die aus der Literatur verwendeten
”
MIN STRI Hu¨fte sag OZR“ mit Ms = 0.118 und ”
SpW STRI Hu¨fte sag OZR“ mit
Ms = 0.071, die in Kombination die gleiche Information beinhalten.
Weiterhin ﬁndet die Methode auch weniger etablierte Merkmale, die in der Li-
teratur und im klinischen Einsatz vernachla¨ssigt wurden. Dazu za¨hlen die erwa¨hn-
ten SZR oder auch die Geschwindigkeitszeitreihen (GZR). Dynamische Eﬀekte im
OSG sind in der Literatur weniger beru¨cksichtigt, siehe z.B.
”
MIN STRI OSG sag
GZR“ das infolge der Spastik ein steifes Verhalten ausdru¨ckt und bei Patienten mit
−1.7±0.9 gegenu¨ber der Referenz mit −3.0±0.7 reduziert ist. Das Merkmal dru¨ckt
das Abstoßverhalten (
”
push oﬀ“) im PSw (negative Steigung der Referenz im OSG
bei 50%-60% des Gangzyklus) aus, das bei Patienten nicht ausgepra¨gt ist, siehe
Abbildungen E.1 und E.1 sowie spa¨ter bei den Subgruppen.
In derartigem Detaillierungsgrad lassen sich nun prinzipiell die weiteren Einzel-
merkmale interpretieren und diskutieren.
Die Leistung der Methode konnte dergestalt erfolgreich aufgezeigt werden [41, 90,
94, 127, 175], dass der Anwender besseren Zugang zur Analyse komplexer Daten hat.
Allerdings sind die in Tabelle 5.3 angegebenen Einzelmerkmale nicht als endgu¨lti-
ge Auswahl zu werten. Durch die Ru¨ckstufung korrelierter Merkmale werden nur
geringfu¨gig schlechtere Merkmale bezu¨glich des verwendeten Datensatzes herabge-
stuft, d.h. die Abha¨ngigkeit vom verwendeten Datensatz ist groß. Somit empﬁehlt
es sich, auch die zuru¨ckgestuften Merkmale klinisch zu pru¨fen und zu diskutieren
ggf. mit weiteren Datensa¨tzen entsprechender Pathologie zu vergleichen. Außerdem
kann die Festlegung der Apriori-Relevanz weitere klinische Faktoren mit einbeziehen
und somit ggf. in ihren Werten leicht modiﬁziert werden. Eine endgu¨ltige Festlegung
derartiger Werte ist aber nicht Gegenstand der Arbeit.
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Ein methodischer Vergleich zwischen einer individuellen Phaseneinteilung und
standardisierten Gangphasen zeigt, dass die meisten gefundenen Einzelmerkmale
identisch sind, siehe Tabelle 5.3 und im Anhang Tabelle E.2. Sie sind auch unter
klinischen Gesichtspunkten die wichtigsten, wie bereits diskutiert. Interessant sind
die beiden zusa¨tzlich gefundenen Einzelmerkmale
”
MIN SW Knie sag OZR“ und
”
MW LR Knie sag GZR“, die sogar Informationen enthalten, um ICP-Subgruppen
zu unterscheiden, wie spa¨ter noch gezeigt wird. Allerdings fallen diese Merkma-
le bei den standardisierten Gangphasen des verwendeten Datensatzes lediglich der
Ru¨ckstufung korrelierter Merkmale zum Opfer1. Beide sind mit Ms = 0.45 bzw.
Ms = 0.73 dennoch relevant. Weiterhin konnten Einzelmerkmale bei der individu-
ellen Phaseneinteilung gefunden werden, die sich auf bestimmte Gangphasen in der
OSG GZR beziehen. Deren Verwendung ist allerdings kritisch zu betrachten, da sie
eine hohe Anfa¨lligkeit auf Rauschen haben und klinisch kritisch zu pru¨fen sind (ge-
ringe Plausibilita¨t). Somit wird hier die individuelle Phaseneinteilung nicht weiter
verfolgt.
Ein anderer methodischer Vergleich ist die Berechnung der Datenrelevanz Ms
zwischen informationstheoretischen Maßen und univariater Varianzanalyse (ANO-
VA), siehe Tabellen 5.3 und im Anhang Tabelle E.3. Hierbei ﬁnden sich ebenfalls
die wichtigsten relevanten und bereits diskutierten Merkmale wieder, z.B.
”
SpW
MSw Knie sag OZR“ oder
”
SpW STRI Becken sag OZR“. Bedingt durch den ver-
wendeten Datensatz und die Ru¨ckstufung korrelierter Merkmale werden teilweise
andere Merkmale gefunden, die aber hoch korreliert sind, wie z.B.
”
SpW LR OSG
sag OZR“ und
”
SpW IC OSG sag OZR“ mit ρ = 0.81. Weitere Merkmale wie
”
MW
ST Knie sag GZR“ sind bei den informationstheoretischen Maßen durch die Ru¨ck-
stufung korrelierter Merkmale zuru¨ckgestuft, aber dennoch relevant (Ms = 0.36
mit informationstheoretischem Maß). Somit sind fu¨r die Daten beide Varianten der
Relevanzbewertung einsetzbar und liefern nahezu identische Werte. Im Folgenden
werden allerdings die informationstheoretischen Maße (mit standardisierten Gang-
phasen) verwendet.
Verbessertes Finden von Subgruppen
Das Finden von Subgruppen bei den ICP-Daten ist sehr mu¨hsam [12, 124, 174],
aber nicht aussichtslos [92]. Ungekla¨rte Fragen sind hierbei:
 In welchen Zeitreihen existieren funktionelle Subgruppen?
1Das Einzelmerkmal ”MW LR Knie sag GZR“ korreliert mit ρ = 0.75 zu ”MW MSw Knie sag
GZR“, dieses wiederum mit ρ = 0.740 zu ”SpW MSw Knie sag OZR“, so dass die beiden ersten
zuru¨ckgestuft werden.
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 Wieviele Subgruppen existieren?
 Gibt es Zusammenha¨nge zwischen den Zeitreihen?
Eﬀektive Lo¨sungsansa¨tze ko¨nnen mit den in Kapitel 3 entwickelten Verfahren zur
Struktursuche ohne bekannte Klasseneinteilung erreicht werden. Allerdings ko¨nnen
diese Fragen bei den ICP-Daten nicht vo¨llig beantwortet werden, da interaktive oder
heuristische Lo¨sungsvarianten herbeigezogen werden mu¨ssen, die eine vollsta¨ndige
automatisierte Lo¨sung verhindern.
Dazu werden nachfolgend verschiedene Varianten vorgestellt mit Verwendung
der Kollektive ICP,PRE (86 Datensa¨tze) und REF,K (20 Datensa¨tze). Eine Lo¨sung
wurde bereits in Abschnitt 3.8 gezeigt, mit der Einteilung von vier Gruppen im Knie
(eine Referenzgruppe und drei ICP-Subgruppen), siehe Abbildungen 3.11 und 3.12
und im Folgenden als SUB1 bezeichnet. Analog dazu ko¨nnen vom Anwender weitere
Zeitreihen ausgewa¨hlt werden, wie z.B.
”
ZR STRI OSG sag OZR“, SUB2 siehe
Abbildung 5.10. Die Validierungsmaße liefern plausible Hinweise auf die Cluster-
Anzahl. Die Subgruppen ko¨nnen bei diesem Beispiel u¨ber die Zeitreihe mit allen
K Abtastzeitpunkten gefunden werden, da das Problem relativ einfach ist (keine
”
versteckten“ Subgruppen). Die Ergebnisse stimmen mit den empirisch bekannten
Gruppierungen u¨berein, siehe Abschnitt 2.3 und [124, 151, 174]. Beispielsweise ist die
zunehmende Dorsalﬂexion am Beginn des Gangzyklus aller Patientensubgruppen zu
erkennen (Cluster 1 bis 3) sowie die erho¨hte Abweichung zur Referenz (insbesondere
Cluster 1 und 2). Diese Gelenkfehlstellungen werden auch bei den Subgruppen u¨ber
Zeitreihenkombinationen gefunden, wie nachfolgend gezeigt wird.
Weiterhin ko¨nnen auch vielversprechend scheinende Kombinationen von Zeitrei-
hen ausgewa¨hlt werden, wie z.B.
”
ZR STRI Knie sag OZR“ und
”
ZR STRI OSG sag
OZR“, SUB3 siehe Abbildung 5.11. Aufgrund komplexer Zusammenha¨nge zwischen
den Zeitreihen mu¨ssen die Cluster durch die Transformation mit der Hauptkompo-
nentenanalyse berechnet werden (also durch erste und zweite
”
HK STRI Knie sag
OZR“ und
”
HK STRI OSG sag OZR“). Die bereits berechneten Subgruppen im
Knie (Abbildung 3.11) und OSG (Abbildung 5.10) ko¨nnen auch in der Kombination
gefunden werden, allerdings muss die Cluster-Anzahl auf C = 5 erho¨ht werden (vgl.
nichtkompatible Cluster aus Abschnitt 3.8.2). Diese Anzahl ist auch durch S und
uREF empfohlen (Abbildung 5.11, links), bei einer anderen Anzahl werden bekannte
Gruppen nicht gefunden oder funktionell a¨hnliche Gangbilder beschrieben. Das be-
deutet, dass eine Cluster-Anzahl von C = 4 (wie bei separatem Clustern u¨ber OSG
und Knie) nicht ausreicht, um die Kombinationseﬀekte zu ﬁnden. Diese sind Re-
curvatum in Kombination mit starker Plantarﬂexion (Cluster 1). Weitere sind hier
milder Kauergang mit starker Plantarﬂexion (Cluster 2) bzw. schwach ausgepra¨gter
milder Kauergang mit geringer Referenzabweichung im OSG (Cluster 3) oder star-
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Abbildung 5.10: Cluster-Ergebnisse bei der
”
ZR STRI OSG sag OZR“ (SUB2),
Trennungsgrad S () und Finden der Referenz uREF (links),
Cluster-Zentren mit den aus S und uREF automatisiert empfoh-
lenen Cluster-Anzahl von C = 4 (rechts).
ker Kauergang mit kleiner Referenzabweichung im OSG (Cluster 5)2. Qualitative
Zusammenha¨nge wurden in der Literatur lediglich empirisch vermutet [12, 174]. Der
quantitative Nachweis erfolgt durch die vorliegende Arbeit.
Eine Vergro¨ßerung des Suchraums bei automatisiertem Finden von Kombinatio-
nen von Zeitreihen ist in Tabelle 5.4 gezeigt. Hierbei wird bei festgelegter Cluster-
Anzahl diejenige Zeitreihe ausgewa¨hlt, die den kleinsten Trennungsgrad S aufweist
und die Voraussetzung der gefundenen Referenz mit uREF > 0.9 erfu¨llt. Fu¨r zwei
Cluster-Zentren erfu¨llt
”
HK STRI Hu¨fte tra SZR“ (Merkmale: erste und zweite
Hauptkomponenten der Streuungszeitreihe des transversalen Hu¨ftgelenkwinkels) die
beiden Bedingungen am besten. Durch zusa¨tzliche Verwendung der
”
HK STRI Hu¨fte
tra GZR“ wird die beste Zweier-Kombination anhand der beiden Bedingungen ge-
funden usw. Bei zwei Cluster-Zentren ﬁnden die Cluster die bereits bekannten Tren-
nungen zwischen Referenz und Patienten, insbesondere die SZR (die bei der u¨ber-
wachten Relevanzbewertung große Ms zur Klassentrennung ICP,PRE und REF,K
aufweisen). Bemerkenswert sind die gefundenen Kombinationen mit der transversa-
len Hu¨fte und OSG fu¨r alle Cluster-Anzahlen, die bereits empirisch vermutet wurden
und teilweise auf Messbedingungen zuru¨ckzufu¨hren sind.
Sehr interessante Ergebnisse sind bei C = 4 bzw. C = 5 Cluster-Zentren zu
erhalten. Von klinischer Seite werden dabei eindeutig die Referenz als eine Gruppe
2Die Referenz ist durch das Cluster 4 eindeutig gefunden
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Abbildung 5.11: Cluster-Ergebnisse bei
”
HK STRI Knie sag OZR“ und
”
HK
STRI OSG sag OZR“ (Kombination der Knie- und OSG-
Zeitreihen, SUB3): Trennungsgrad S () und Finden der Re-
ferenz uREF (links) sowie Cluster-Zentren mit der automatisiert
empfohlenen Cluster-Anzahl C = 5 (rechts).
und mindestens zwei unterschiedliche Patienten-Subgruppen gefunden. Bei C = 4
Cluster-Zentren wird die bereits dargestellte Kombination aus Knie und OSG ge-
funden, SUB4 siehe Abbildung 5.12 und fett gedruckte Kombination in Tabelle 5.4.
Die anderen Zeitreihen beeinﬂussen dabei die Cluster-Anzahl mit C = 4. Dadurch
werden allerdings bereits erkannte Eﬀekte (insbesondere schwach ausgepra¨gte) ver-
nachla¨ssigt. Daru¨ber hinaus wird der Zusammenhang zwischen OSG sag und Hu¨fte
fro gefunden, der als biomechanische Kompensation vermutet wurde: Plantarﬂexion
des OSG muss durch einen Beckenschiefstand kompensiert werden, der eine erho¨hte
Hu¨ft-Adduktion hervorruft (z.B. Cluster 1 in Abbildung 5.12). Allerdings ist der
Zusammenhang mit dem Knie sag gekoppelt, der die Plantarﬂexion durch das Re-
curvatum aufhebt, siehe Cluster 2. Cluster 4 zeigt einen milden Kauergang im Knie
und eine geringe Referenzabweichung in der Hu¨ft-Adduktion und dem OSG (eine
geringe Plantarﬂexion muss nicht durch erho¨hten Beckenschiefstand und dem Hu¨ft-
Adduktions-Ausgleich kompensiert werden). Die beim Clustern gefundenen GZR
trennen im Wesentlichen die Referenz (Cluster 3) von allen Patienten. Dadurch
wird der Trennungsgrad S verbessert, so dass die Auswahl der Zeitreihen beein-
ﬂusst wurde (insbesondere
”
ZR STRI Hu¨fte tra GZR“,
”
ZR STRI Knie sag GZR“
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Zwei Cluster-Zentren S(u, 2) Drei Cluster-Zentren S(u, 3)
1 ZR HK STRI Hu¨fte tra SZR 1.94 HK STRI Hu¨fte tra SZR 1.74
2 ZR & HK STRI Hu¨fte tra GZR 2.37 & HK STRI Hu¨fte tra GZR 2.80
3 ZR & HK STRI OSG tra GZR 3.19 & HK STRI Becken tra SZR 7.14
4 ZR & HK STRI OSG sag GZR 4.26 & HK STRI OSG tra SZR 9.41
5 ZR & HK STRI OSG tra SZR 5.67 & HK STRI OSG tra GZR 11.98
6 ZR & HK STRI Hu¨fte sag GZR 7.28 & HK STRI Hu¨fte sag GZR 16.51
7 ZR & HK STRI Becken sag GZR 9.91 & HK STRI Becken fro SZR 20.60
8 ZR & HK STRI OSG sag SZR 12.90 & HK STRI Hu¨fte sag SZR 19.93
Vier Cluster-Zentren S(u, 4) Fu¨nf Cluster-Zentren S(u, 5)
1 ZR HK STRI Knie sag OZR 3.23 HK STRI OSG tra OZR 3.12
2 ZR & HK STRI Hu¨fte tra GZR 3.63 & HK STRI Hu¨fte tra OZR 3.88
3 ZR & HK STRI Knie sag GZR 6.11 & HK STRI Hu¨fte tra GZR 4.74
4 ZR & HK STRI OSG sag OZR 11.18 & HK STRI OSG tra GZR 5.26
5 ZR & HK STRI Hu¨fte fro OZR 13.15 & HK STRI OSG sag OZR 8.68
6 ZR & HK STRI OSG sag GZR 16.90 & HK STRI OSG sag GZR 9.41
7 ZR & HK STRI OSG tra GZR 31.49 - keine Referenz gefunden - -
8 ZR & HK STRI Hu¨fte tra OZR 75.09 - keine Referenz gefunden - -
Tabelle 5.4: Automatisiert gefundene Kombinationen von Zeitreihen zum Finden
von Subgruppen bei einer Cluster-Anzahl von C = 2..5. Die Zeitrei-
hen wurden jeweils durch einen kleinsten Trennungsgrad S und der
Voraussetzung uREF > 0.9 gefunden. Fett gedruckt ist Kombination
SUB4.
und
”
ZR STRI OSG sag GZR“).
Es kommt bei den realen Daten vor, dass die erste Zeitreihe lediglich durch
geringfu¨gig bessere Werte in S ausgewa¨hlt wird, d.h. eindeutige Pra¨ferenzen hin-
sichtlich der Subgruppen existieren demnach nicht. Die nachfolgend ausgewa¨hlten
Zeitreihen ha¨ngen teilweise vom Startergebnis ab. Beispielsweise ko¨nnen fu¨r C = 5
Cluster-Zentren unter Ausschluss von OSG tra (nicht valide messbar) klinisch rele-
vante Ergebnisse erzielt werden, siehe Tabelle 5.5 und im Anhang Abbildung E.4.
Der geringfu¨gige Unterschied in S = 3.12 bzw. S = 3.20 hat Auswirkung auf das
ganze Ergebnis. Hierbei lassen sich bereits bekannte Zusammenha¨nge erkennen (z.B.
starke Plantarﬂexion des OSG mit tendenzieller Knieu¨berstreckung, die eine erho¨hte
Streuung im OSG zeigen). Allerdings u¨berlagern sich die Eﬀekte, so dass die Aus-
wirkungen auf das Knie in dieser Kombination sehr schwach sind.
Weiterhin kann bei Vorgabe einer bestimmten Zeitreihe nach heuristisch ver-
muteten Zusammenha¨ngen gesucht werden, z.B. Zusammenha¨nge mit dem
”
double
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Abbildung 5.12: Visualisierung der vier Cluster-Zentren aus Tabelle 5.4 fu¨r die
ersten sechs Zeitreihenkombinationen, SUB4 (bis einschließlich
”
HK STRI OSG sag GZR“).
bump“ bei der Becken sag OZR fu¨r C = 4 Cluster-Zentren, siehe Tabelle 5.5 und im
Anhang Abbildung E.3. Dadurch konnte gezeigt werden, dass das
”
double bump“
Muster mit einer permanent mittleren bis stark ausgepra¨gten anterioren (nach vor-
ne gebeugten) Haltung in Kombination mit einem mittleren bis stark ausgepra¨gten
Spitzfuß auftritt. Empirische Vermutungen konnten damit besta¨tigt werden, siehe
Abschnitt 2.3 und [150, 174]. Bei detaillierterer Betrachtung kann allerdings auch
erkannt werden, dass sich Cluster aufteilen. Im Becken existieren kaum unterscheid-
bare Muster, die sich aber in Hu¨fte und OSG unterschiedlich auswirken, siehe Ab-
bildung E.3.
Das einheitlich automatisierte Finden aller hier beschriebenen Zusammenha¨nge
konnte aus mehreren Gru¨nden nicht erzielt werden. Es u¨berlagern sich unterschied-
liche Eﬀekte im pathologischen Gang, die aus individueller Gangart und Aufteilung
von Subgruppen (gleiches Muster in einer Zeitreihe, aber unterschiedliche Auswir-
kung in anderer Zeitreihe) bestehen. Hinzu sind einige Eﬀekte nur sehr schwach
ausgepra¨gt und kompliziert miteinander verknu¨pft. Zudem ist die Datenanzahl fu¨r
eine derartige Lo¨sungssuche zu gering. Weiterhin fu¨hren die Hauptkomponenten nur
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Fu¨nf Cluster-Zentren S(u, 5) Vier Cluster-Zentren S(u, 4)
1 ZR HK STRI Knie sag OZR 3.20 HK STRI Becken sag OZR 2.36
2 ZR & HK STRI Hu¨fte tra GZR 4.98 & HK STRI Hu¨fte tra GZR 3.48
3 ZR & HK STRI OSG sag SZR 5.87 & HK STRI OSG sag OZR 5.48
4 ZR & HK STRI OSG sag OZR 10.20 & HK STRI OSG sag GZR 6.74
5 ZR & HK STRI OSG sag GZR 18.01 & HK STRI Hu¨fte sag GZR 8.16
6 ZR & HK STRI Hu¨fte tra SZR 41.41 & HK STRI OSG tra GZR 10.49
7 ZR & HK STRI Hu¨fte sag GZR 146.65 & HK STRI Hu¨fte sag OZR 14.99
8 ZR & HK STRI Hu¨fte fro OZR 208.91 & HK STRI Becken sag GZR 22.22
Tabelle 5.5: Variationen beim automatisierten Finden von Subgruppen. Links:
Fu¨nf Cluster-Zentren unter Ausschluss aller OSG tra OZR (nicht
valide messbar). Rechts: Vier Cluster unter Vorgabe der Becken sag
OZR als Startsuche und lediglich Beru¨cksichtigung des Trennungs-
grades S (die Referenz kann hierbei in keiner Kombination gefunden
werden, auch nicht bei fu¨nf Cluster-Zentren).
bedingt zu Lo¨sungen beim Unterscheiden der Subgruppen. Die Validierungsmaße (S
und uREF) sind eﬀektiv, aber fu¨r eine vollsta¨ndige Automatisierung zu erga¨nzen (z.B.
durch Bevorzugung valider Messergebnisse entsprechend der Apriori-Relevanzen).
Dennoch konnte mit der neuen Methode erfolgreich die Existenz von Subgruppen
mit deren unterschiedlichen Auswirkungen auf das gesamte Gangbild gezeigt werden.
Empirisch bekannte Ansa¨tze konnten besta¨tigt und an deren Grenzen weiterfu¨hren-
de Erkenntnisse (z.B. Kombinationseﬀekte mit C = 5 Cluster zwischen Knie und
OSG oder Kompensationen zwischen Hu¨fte, Knie und OSG) erzielt werden. Es kann
davon ausgegangen werden, dass die hier dargestellten Ergebnisse nicht zufa¨llig ent-
standen sind, z.B. durch Datenrauschen. Gru¨nde sind dafu¨r die U¨bereinstimmung
mit den in der Literatur dargestellten empirischen Ansa¨tzen, die hier diskutierten
biomechanischen Zusammenha¨nge und datenanalytische Hinweise3. Eine Besta¨ti-
gung der Cluster-Ergebnisse wird zudem in den na¨chsten Abschnitten durch u¨ber-
wachte Verfahren gezeigt. Eine eindeutige, alle Zeitreihen umfassende Einteilung in
3Beispielsweise stark ansteigende S außerhalb der hier vorgestellten Zeitreihenkombinationen.
Wie bereits in Kapitel 3 beschrieben, bedeutet nach heuristischen U¨berpru¨fungen ein S < 20 gute
Cluster-Ergebnisse. Zum Vergleich betra¨gt S = 86.20 fu¨r C = 4 Cluster-Zentren aus Tabelle 5.4,
wenn bereits bei der vierten Kombination ”HK STRI Becken fro OZR“ (anstatt ”HK STRI OSG
sag OZR“ mit S = 11.18) verwendet wird (starke ”Ho¨henunterschiede“ im Knie werden systema-
tisch durch eine entgegenwirkende Oberko¨rperhaltung ausgeglichen, das die Patienten allerdings
in diesem Zusammenhang nicht nutzen, wobei das Becken, frontal große pathologische Ausmaße
aufweist, siehe Abbildung 5.5).
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Subgruppen kann bei den ICP-Daten (im Gegensatz zu den SCI-Daten) mit diesen
methodischen Werkzeugen nicht gefunden werden.
Nachfolgend werden verschiedene Subgruppen (86 ICP,PRE und 20 REF,K
Datensa¨tze) verwendet:
 SUB1: Vier Cluster-Zentren u¨ber
”
ZR STRI Knie sag OZR“ (Abbildung 3.11).
 SUB2: Vier Cluster-Zentren u¨ber
”
ZR STRI OSG sag OZR“ (Abbildung 5.10).
 SUB3: Fu¨nf Cluster-Zentren u¨ber
”
HK STRI Knie sag OZR“ und
”
HK STRI
OSG sag OZR“, siehe Abbildung 5.11.
 SUB4: Vier Cluster-Zentren aus sechs Kombinationen von Zeitreihen, siehe fett
gedruckte Kombination in Tabelle 5.4 (bis einschließlich
”
HK STRI OSG sag
GZR“) und Abbildung 5.12.
Verallgemeinerte Charakterisierung der Subgruppen
Die beschriebenen Werkzeuge zur Diagnose lassen sich nun auf die ermittelten Sub-
gruppen als weitere Klasseneinteilungen anwenden, die im Folgenden beispielhaft
dargestellt sind. Die Subgruppen haben insgesamt a¨hnliche pathologische Ausmaße
wie das gesamte Patientenkollektiv, aber mit teilweise unterschiedlichen Schwer-
punkten in einzelnen Gangphasen, siehe Abbildung 5.13 und vergleiche Tabelle 5.1
bzw. Abbildungen 5.4 und 5.5. Bei na¨herer Untersuchung fa¨llt auf, dass a¨hnlich große
Abweichungen im Becken, sag (MSt und ISw durch
”
double bump“), im Becken fro
(insbesondere LR und MSt) und im Knie sag (TSw) auftreten. Im Sprunggelenk
sind hingegen die wesentlichen Abweichungen verschoben.
Die gefundenen Cluster von SUB1 beschreiben sehr gut bekannte empirische Sub-
gruppen. Tabelle 5.6 zeigt fu¨r die Subgruppen SUB1 die charakteristischen Merkma-
le. Hierbei fa¨llt auf, dass zuna¨chst wichtige Einzelmerkmale von der Klassentrennung
ICP,PRE bzw. REF,K (d.h. alle Patienten einheitlich betrachtet, vgl. Tabelle 5.3)
bereits bekannt sind (z.B.
”
SpW STRI Becken sag OZR“ oder
”
MW STRI OSG
sag SZR“) oder aufgrund hoher Korrelationen bereits diskutiert wurden. Daru¨ber
hinaus tauchen allerdings auch Einzelmerkmale auf wie
”
MIN STRI Knie sag OZR“
(Unterscheidung funktionaler Subgruppen) oder
”
MIN LR Knie sag GZR“ (Beschrei-
bung pathologischer Stoßda¨mpfung beim Fußaufsetzen), die sehr viel detailliertere
Informationen beitragen. Daher kann durchaus Tabelle 5.3 mit derartigen Einzel-
merkmalen erga¨nzt werden, da sie die Subgruppen der Patienten beschreiben. Das
2-Klassenproblem zur Trennung von ICP,PRE und REF,K reicht daher zum Finden
von Merkmalen, die Subgruppen unterscheiden, nicht immer aus.
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Abbildung 5.13: Pathologische Gangabweichungen als graue Hinterlegungen ei-
ner Subgruppe (Cluster 2) aus SUB4.
Weiterhin fa¨llt auf, dass einige Einzelmerkmale aus anderen Zeitreihen auftreten,
die mit den Knie-Subgruppen zusammen ha¨ngen, wie z.B.
”
MW TSt OSG sag OZR“,
”
MW STRI OSG sag SZR“ oder
”
HK Knie sag GZR“,
”
HK Hu¨fte tra GZR“. Das
zeigt die gleichen Zusammenha¨nge wie bereits im vorherigen Abschnitt beim auto-
matisierten Clustern u¨ber mehrere Zeitreihen. Allerdings wurden die Ergebnisse mit
anderen mathematischen Methoden ermittelt, das zusa¨tzlich auf valide Ergebnisse
hinweist. Allerdings sind die Eﬀekte teilweise u¨ber bestimmte Phasen im Gangzyklus
vorhanden und meistens schwach ausgepra¨gt, zu sehen an den geringen Relevanzen
Ms. Die ”
1. HK Knie sag OZR“ und
”
2. HK Knie sag OZR“ tragen zwar viel zur
Unterscheidung der Subgruppen bei, ko¨nnen sie allerdings einzeln nicht vollsta¨ndig
kla¨ren. Bei den weiteren Hauptkomponenten fa¨llt auf, dass meistens die Relevanzen
der zweiten Hauptkomponente in der Regel nur noch die Ha¨lfte der Subgruppen-
Informationen beinhaltet, wie z.B. Ms = 0.05 der ”
2. HK OSG sag OZR“. Daher
ko¨nnen u.U. die Cluster-Ergebnisse verbessert werden, indem iterativ die Anzahl
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der Hauptkomponenten festgelegt wird.
Einzelmerkmal Ms,ap Ms Ms,uk Hauptkomponente Ms
MIN STRI Knie sag OZR 1.00 0.37 0.37 1. HK Knie sag OZR 0.402
MIN LR Knie sag GZR 0.48 0.33 0.16 2. HK Knie sag OZR 0.376
SpW STRI Becken sag OZR 1.00 0.14 0.14 1. HK Knie sag GZR 0.270
MW STRI OSG tra OZR 0.80 0.16 0.13 1. HK Becken sag GZR 0.204
MIN ISw Knie sag GZR 0.48 0.23 0.11 1. HK Hu¨fte tra GZR 0.189
Gehgeschwindigkeit 1.00 0.10 0.10 1. HK OSG sag GZR 0.157
MW TSt OSG sag OZR 0.60 0.13 0.08 1. HK Hu¨fte fro GZR 0.134
MW TSw OSG sag GZR 0.48 0.17 0.07 1. HK Becken fro SZR 0.122
SpW PSw OSG sag OZR 0.60 0.12 0.07 1. HK OSG tra OZR 0.119
SpW LR Knie sag OZR 0.60 0.12 0.07 1. HK OSG sag OZR 0.116
Fußablo¨sung 1.00 0.07 0.07 1. HK OSG tra SZR 0.114
MAX MSt OSG sag GZR 0.48 0.15 0.07 1. HK OSG sag SZR 0.112
MW STRI OSG sag SZR 0.60 0.12 0.07 2. HK Knie sag GZR 0.102
MAX TSw Knie sag GZR 0.48 0.15 0.07 1. HK Knie sag SZR 0.100
MAX STRI Becken sag OZR 1.00 0.06 0.06 1. HK Hu¨fte sag GZR 0.087
SpW PSw Hu¨fte fro OZR 0.48 0.13 0.06 1. HK Hu¨fte sag SZR 0.085
Tabelle 5.6: Charakteristische Einzelmerkmale der Subgruppen SUB1 (Abbil-
dung 3.12, 106 Datensa¨tze, 4-Klassenproblem) mit Verwendung
standardisierter Gangphasen und informationstheoretischen Maßen.
Links: Mit Apriori-Relevanz Ms,ap und Ru¨ckstufung korrelierter Ein-
zelmerkmale Ms,uk = Ms · Ms,ap · Ms,ko. Rechts: Relevanzen der
Hauptkomponenten.
Analog zu den Knie-Subgruppen (SUB1) lassen sich nun die ebenfalls empirisch
etablierten Subgruppen aus SUB2 charakterisieren, siehe Tabelle 5.7. Hierin ﬁnden
sich einige aus Tabelle 5.6 bekannte Einzelmerkmale wie
”
SpW STRI Becken sag
OZR“ oder
”
MW STRI OSG sag SZR“ wieder, die sogar das gesamte ICP,PRE-
Kollektiv beschreiben. Ferner fallen qualitativ die Zusammenha¨nge zwischen Knie
und OSG sag auf. Dennoch tauchen auch eine Reihe nicht u¨bereinstimmender Kom-
binationen auf (z.B.
”
SpW SW Hu¨fte tra OZR“). Diese Unstimmigkeiten zeigen
die unterschiedlichen und sehr komplexen Subgruppen, so dass aufgrund der reinen
Empirie derartige Zusammenha¨nge kaum zu ﬁnden sind.
Obwohl auch Zusammenha¨nge zum Becken sag entdeckt wurden, ist dessen
Zeitreihe bei der automatisierten Suche nach Clustern (Tabelle 5.4) nicht enthalten.
Weitere Gru¨nde (zu den bereits diskutierten) bestehen darin, dass die Hauptkompo-
nenten nicht fu¨r Subgruppen ausgelegt sind (sondern lediglich maximale Streuung
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aller Daten liefern) und der Zusammenhang sehr schwach ausgepra¨gt ist.
Weiterhin ist auﬀa¨llig, dass die
”
2. HK Knie sag OZR“ mit Ms = 0.10 eine relativ
hohe Relevanz hat und weit vor der ersten Hauptkomponente liegt. Der Grund ist,
dass der Zusammenhang zum OSG eher mit der zweiten Hauptkomponente des
Knies erkla¨rt wird. Diese Hauptkomponente tra¨gt zu bestimmten Knie-Subgruppen
viel Information bei, wie z.B. zu dem Recurvatum.
Einzelmerkmal Ms,ap Ms Ms,uk Hauptkomponente Ms
MW STRI OSG sag OZR 1.00 0.44 0.44 1. HK OSG sag OZR 0.47
SpW STRI Becken sag OZR 1.00 0.11 0.11 1. HK Knie sag GZR 0.13
Schrittla¨nge 1.00 0.08 0.08 1. HK Hu¨fte tra GZR 0.11
SpW SW Hu¨fte tra OZR 0.64 0.11 0.07 2. HK Knie sag OZR 0.10
SpW ISw Hu¨fte sag OZR 0.60 0.11 0.07 1. HK OSG sag GZR 0.10
MW SW Hu¨fte sag GZR 0.64 0.10 0.06 1. HK Hu¨fte fro GZR 0.09
SpW SW Knie sag OZR 0.80 0.08 0.06 1. HK Hu¨fte sag GZR 0.09
MIN SW Hu¨fte sag GZR 0.64 0.10 0.06 1. HK OSG sag SZR 0.08
MAX MSt OSG sag GZR 0.48 0.12 0.06 2. HK Hu¨fte sag OZR 0.07
MAX TSw Knie sag OZR 0.60 0.10 0.06 1. HK Becken sag GZR 0.07
MAX LR Hu¨fte tra GZR 0.38 0.15 0.06 2. HK Hu¨fte tra OZR 0.06
MIN MSt OSG sag GZR 0.48 0.12 0.06 2. HK OSG sag GZR 0.05
MW STRI OSG sag SZR 0.60 0.08 0.05 1. HK OSG tra SZR 0.05
MW TSw OSG sag GZR 0.48 0.10 0.05 1. HK Hu¨fte fro SZR 0.05
MW ST Becken sag GZR 0.64 0.07 0.04 1. HK Hu¨fte sag OZR 0.05
MW MSw Hu¨fte fro GZR 0.38 0.10 0.04 1. HK Becken tra SZR 0.04
Tabelle 5.7: Charakteristische Einzelmerkmale und Hauptkomponenten der Sub-
gruppen SUB2 (Abbildung 5.10, 106 Datensa¨tze, 4-Klassenproblem)
mit Verwendung standardisierter Gangphasen und informations-
theoretischen Maßen.
Abschließend sind charakteristische Einzelmerkmale von SUB4 gezeigt, siehe Ta-
belle 5.8. Insbesondere die ersten sechs aufgefu¨hrten Einzelmerkmale decken sich
gut mit den bekannten Ergebnissen bzw. erweitern diese (z.B.
”
MW STRI Hu¨fte
fro OZR“). Die weiteren Einzelmerkmale sind pra¨destiniert zur ku¨nftigen Analyse
von Subgruppen, da sie sich lediglich auf bestimmte Phasen beziehen und somit
empirisch schwer zu ﬁnden sind.
Sehr bemerkenswert sind die gefundenen Merkmalskombinationen mit dem
Fuzzy-Klassiﬁkator, siehe Abbildung 5.14. Hierbei sind genau die vermuteten und
bereits diskutierten Zusammenha¨nge zwischen OSG sag und Hu¨fte fro automatisiert
beschrieben. Eine starke Plantarﬂexion (im OSG) tritt entweder mit Adduktion der
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Einzelmerkmal Ms,ap Ms Ms,uk Hauptkomponente Ms
MW STRI OSG sag OZR 1.00 0.27 0.27 2. HK Knie sag OZR 0.29
MW STRI Hu¨fte fro OZR 0.80 0.24 0.19 1. HK Knie sag GZR 0.25
MIN STRI Knie sag OZR 1.00 0.17 0.17 1. HK OSG sag OZR 0.22
MIN LR Knie sag GZR 0.48 0.27 0.13 1. HK Hu¨fte fro OZR 0.20
Gehgeschwindigkeit 1.00 0.12 0.12 1. HK Hu¨fte sag GZR 0.18
SpW STRI Becken sag OZR 1.00 0.10 0.10 1. HK Hu¨fte tra GZR 0.18
MIN ISw Knie sag GZR 0.48 0.17 0.08 1. HK OSG sag GZR 0.17
MAX STRI OSG tra OZR 0.80 0.09 0.07 1. HK Becken sag GZR 0.16
SpW PSw OSG sag OZR 0.60 0.12 0.07 1. HK Hu¨fte fro GZR 0.15
MAX STRI Becken sag OZR 1.00 0.07 0.07 1. HK OSG sag SZR 0.12
MIN MSt OSG sag GZR 0.48 0.15 0.07 1. HK Becken fro GZR 0.11
SpW TSt Hu¨fte sag OZR 0.60 0.10 0.06 1. HK OSG tra SZR 0.11
MAX MSt OSG sag GZR 0.48 0.13 0.06 1. HK Becken fro SZR 0.10
MW TSw OSG sag GZR 0.48 0.13 0.06 1. HK Knie sag OZR 0.10
MW STRI OSG sag SZR 0.60 0.10 0.06 1. HK Becken tra SZR 0.07
SpW SW Hu¨fte tra OZR 0.64 0.09 0.06 2. HK Becken fro OZR 0.07
Tabelle 5.8: Charakteristische Einzelmerkmale und Hauptkomponenten der Sub-
gruppen SUB4 bei 106 Datensa¨tzen (Abbildung 5.12, standardisierte
Gangphasen, informationstheoretische Maße).
Hu¨fte (Cluster 1, linke Regel, positiver
”
MW STRI Hu¨fte fro OZR“, empirisch aus
Biomechanik bekannt) oder sogar mit Abduktion der Hu¨fte (Cluster 2) auf. Zur
biomechanischen Erkla¨rung des Verhaltens von Cluster 2 gibt mo¨glicherweise der
Knieverlauf Hinweise (Abbildung 5.12) oder es existieren Kompensationen zwischen
der linken und rechten Ko¨rperseite. Die rechte Regel beschreibt klinisch bekannte
Zusammenha¨nge beim milden Kauergang (Cluster 4), der durch geringe Abweichun-
gen im OSG zur Referenz (hier Cluster 3), aber schlechte Stoßda¨mpfung im Knie
(
”
shock absorbtion“, kleines
”
Min LR Knie sag GZR“) charakterisiert ist [150]. Wei-
terhin ist zu erkennen, dass im Gegensatz zur Referenz die Steigung des Knieverlaufs
beim Fußaufsetzen (
”
Min LR Knie sag GZR“) bei ICP generell negativ ist.
Die Komplexita¨t der Zusammenha¨nge wird z.B. mit den besten Merkmalen des
Knies ersichtlich, siehe Abbildung 5.15 und vgl. Abbildung 5.12. Die Hauptkompo-
nenten trennen zwar formal die Subgruppen besser auf (gro¨ßeres Ms), hingegen sind
”
MIN STRI Knie sag OZR“ und
”
MIN LR Knie sag GZR“ besser interpretierbar
(z.B. Recurvatum durch sehr kleines Minimum u¨ber Knie sag OZR und negativen
Aufsetzwinkel in LR). Dadurch wird ersichtlich, dass der milde und starke Kauer-
gang nicht eindeutig zu trennen sind. Gru¨nde sind zum einen die u¨berlagerten Ef-
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Abbildung 5.14: Zwei Regeln zur Beschreibung der Subgruppen aus SUB4.
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Abbildung 5.15: Darstellung der Subgruppen SUB4 aus Abbildung 5.12 durch
charakteristische Einzelmerkmale aus Tabelle 5.8 (Cluster 1
und 4 = milder und starker Kauergang, Cluster 2 = Recurva-
tum, Cluster 3 = Referenz), links: Interpretierbare Einzelmerk-
male. Rechts: Hauptkomponenten.
fekte mit anderen Zeitreihen und zum anderen sind die Hauptkomponenten lediglich
Hilfsgro¨ßen beim Finden von Subgruppen. Hingegen sind die meisten interpretier-
baren Einzelmerkmale nicht zum Clustern geeignet, z.B. sind GZR sehr anfa¨llig auf
Ausreißer, was die Cluster-Ergebnisse maßgeblich beeintra¨chtigt [13]. Ein mo¨glicher
Ansatz ist wiederholtes Clustern u¨ber die so gefundenen Hauptkomponenten oder
u¨ber die interpretierbaren Einzelmerkmale. Darauf wird in dieser Arbeit nicht wei-
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ter eingegangen. Hierzu ist fundierteres klinisches Wissen no¨tig, da in der Literatur
die Subgruppen nur ansatzweise bekannt und lediglich durch qualitative Verla¨ufe
in Zeitreihen beschrieben sind [114, 174]. Deren Charakterisierung u¨ber bestimmte
Merkmale erfolgte wegen mangelnder Quantiﬁzierung mit geeigneten Analysever-
fahren noch nicht.
5.2.2 Neues Auswerteverfahren fu¨r die Therapie
Verallgemeinerte Quantiﬁzierung des pathologischen Ausmaßes
Um einen generellen U¨berblick der Therapie-Eﬀekte zu erhalten, kann das pathologi-
sche Ausmaß basierend auf der Referenzabweichungszeitreihe aus Gl. (3.8) eingesetzt
werden, siehe Abbildung 5.9. Die Therapie erzielt den gewu¨nschten klinischen Eﬀekt
einer Verbesserung des OSG sag (Normalisierung bezu¨glich der Referenz).
ICP, PRE → ICP,POST (MW ± STD)
Gelenk/ Ebene sagittal frontal transversal
Becken OZR 1.7± 1.1→ 1.8± 1.2 2.5± 1.1→ 2.5± 1.5 2.1± 1.2→ 1.9± 1.3
Becken GZR 2.7± 1.0→ 2.6± 1.0 2.3± 0.7→ 2.3± 0.8 1.6± 0.7→ 1.5± 0.9
Hu¨fte OZR 2.0± 1.1→ 2.0± 1.1 1.6± 0.9→ 1.5± 0.9 2.1± 1.3→ 2.3± 1.5
Hu¨fte GZR 2.5± 0.9→ 2.5± 0.9 2.0± 0.7→ 1.9± 0.7 1.5± 0.3→ 1.5± 0.5
Knie OZR 3.9± 1.8→ 3.7± 1.7
Knie GZR 3.6± 0.9→ 3.5± 0.9∗
OSG OZR 5.1± 3.7→ 3.1± 2.1∗ 3.2± 1.9→ 3.1± 1.9∗
OSG GZR 2.7± 0.8→ 2.4± 0.6∗ 2.4± 0.9→ 2.3± 0.8
gesamt OZR 3.1± 1.2→ 2.6± 1.0∗ 2.0± 0.9→ 2.0± 1.1 2.4± 0.9→ 2.4± 1.1
gesamt GZR 2.9± 0.6→ 2.7± 0.6∗ 2.2± 0.9→ 2.1± 0.7 1.9± 0.3→ 1.8± 0.5
gesamt OZR 2.5± 0.8→ 2.3± 0.7
gesamt GZR 2.3± 0.5→ 2.2± 0.5
Tabelle 5.9: Gemittelte Referenzabweichungen der Kinematikzeitreihen (OZR)
sowie deren Geschwindigkeitszeitreihen (GZR) des ICP-Kollektives
zum PRE- und POST-therapeutischen Zustand. Signiﬁkante Ver-
besserungen sind mit ∗(p < 0.05) symbolisiert.
Insbesondere bei der A¨nderung der Referenzabweichung
”
MW STRI OSG sag
RZR“ konnten wichtige Zusammenha¨nge entdeckt werden, siehe Abbildung 5.16,
links und [91]. Hierbei ist die A¨nderung von PRE nach POST (
”
∆PRE,POST MW STRI
OSG sag RZR“) u¨ber den Ausgangswerten PRE aufgetragen. Dabei fa¨llt eine nahezu
lineare Verbesserung der meisten Patienten auf (Gruppe A), allerdings auch einige
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Ausnahmen (Gruppe B) und wenige Verschlechterungen (Gruppe C). In der Grup-
pe C sind viele Patienten, die relativ zur Referenz eine geringfu¨gige Plantarﬂexion
PRE-therapeutisch und durch die Therapie eine Dorsalﬂexion (
”
U¨ber-Korrektur“)
aufweisen.
Naheliegende Vermutungen zur Erkla¨rung dieser Zusammenha¨nge mit der
Botulinum-Toxin-Dosierung konnten nicht festgestellt werden4, siehe Abbil-
dung 5.16, rechts. Sowohl in Gruppe A, B und C sind vergleichbare Dosierungen
injiziert worden.
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Abbildung 5.16: Links: PRE-POST-Diﬀerenz u¨ber den PRE-Werten von
”
MW
STRI OSG sag RZR“. Rechts: Exemplarischer Ausschnitt des
linken Diagramms mit ko¨rpergewichtsbezogenen Botulinum-
Toxin-Gesamtdosierungen.
Auﬀallend hingegen sind unterschiedliche Entwicklungen der Subgruppen in den
drei Gruppen A, B und C, siehe Abbildung 5.17. Die Subgruppen mit der Knieu¨ber-
streckung (Recurvatum, Cluster 2 im linken bzw. Cluster 1 im rechten Bild) erkla¨ren
die meisten Datensa¨tze der Gruppe B. Bis auf wenige Ausnahmen sind sogar alle
Patienten mit einem stark ausgepra¨gten Recurvatum betroﬀen (Gruppe D).
Ausnahmen (Patienten mit Recurvatum bzw. aus Cluster 1 von SUB1 die nicht
in Gruppe B enthalten sind) betreﬀen nur sechs Datensa¨tze, siehe Abbildung 5.18,
links. Erstaunlicherweise sind hierbei beide Beine dieser Patienten betroﬀen, d.h.
nur drei Patienten.
4Eingesetzt wurden u¨berwachte Klassiﬁkatoren zum Beschreiben der drei Gruppen A, B, C
bzw. Korrelationsanalysen zum Erkla¨ren der Botulinum-Toxin-Dosierungen, siehe Abbildungen E.5
und E.6 sowie Tabellen E.5 und E.4 im Anhang.
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Abbildung 5.17: PRE-POST-A¨nderungen aus Abbildung 5.16 mit Einteilungen
in Subgruppen, links: SUB4, rechts: SUB1.
Die Ausnahmen aus der Gruppe B ohne ausgepra¨gtes Recurvatum (mit Pfeilen
in Abbildung 5.17 markiert) sind in Abbildung 5.18, rechts gezeigt (alle sechs Da-
tensa¨tze sind von unterschiedlichen Patienten). Eine Diskussion mo¨glicher Ursachen
erfolgt in dieser Arbeit aufgrund der sehr kleinen Anzahl von Ausnahmen nicht.
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Abbildung 5.18: Ausnahmen der PRE-POST-A¨nderungen, links: Die Datensa¨tze
der drei Patienten mit Recurvatum die nicht in Gruppe B ent-
halten sind (betreﬀen linke und rechte Ko¨rperseite), rechts: Die
vier Patienten aus Gruppe B ohne Recurvatum.
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Verallgemeinerte Charakterisierung der Therapiewirkung
Die u¨berwachten Verfahren ko¨nnen auch fu¨r die Klasseneinteilung ICP,PRE und
ICP,POST eingesetzt werden, um gezielt nach Therapieeﬀekten zu suchen, siehe
Tabelle 5.10. Demnach a¨ndern sich nur sehr wenige Merkmale durch die Thera-
pie. Das beste dieser Merkmale ist
”
MW ST OSG sag OZR“, wenn auch mit sehr
kleinen Relevanzen (d.h. nur geringfu¨gige A¨nderungen sind vorhanden), siehe Ab-
bildung 5.19. Dabei fa¨llt auf, dass sich die PRE-Werte zum POST-Zeitpunkt in
Richtung REF verschieben, d.h. es tritt eine geringfu¨gige Verbesserung auf. Selbst-
versta¨ndlich ist dieses Merkmal zu anderen Merkmalen des OSG sag hoch korreliert,
wie zu
”
MW STRI OSG sag OZR“ mit ρ = 0.98 oder
”
MW SW OSG sag OZR“ mit
ρ = 0.86). Noch kleinere A¨nderungen durch die Therapie (kleine Relevanzen) treten
beim dynamischen OSG sag Verhalten in bestimmten Phasen auf, z.B.
”
MAX MSw
OSG sag GZR“ mit Ms = 0.04. Alle weiteren Einzelmerkmale aus anderen Gelen-
ken bzw. Ko¨rperebenen haben nahezu verschwindend kleine Relevanzen bezu¨glich
einer Therapiewirkung. Bereits durch das pathologische Ausmaß wurden derarti-
ge Wirkungen der Therapie erkannt. Die weiteren Einzelmerkmale, die das gesam-
te ICP-Gangverhalten charakterisieren, werden allerdings nicht durch die Therapie
vera¨ndert, siehe Tabelle 5.3 und E.6 im Anhang. Aus Sicht der Datenanalyse bleibt
das charakteristische ICP-Verhalten u¨berwiegend unvera¨ndert.
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Abbildung 5.19: Histogramme der drei Klassen ICP,PRE und ICP,POST sowie
REF.
Bei Betrachtung der Subgruppen lassen sich die Aussagen noch detaillierter aus-
werten. Beachtlich sind die Vera¨nderungen von ICP,PRE nach ICP,POST bei den
ZGH zu den verschiedenen Clustern. Die zu kla¨rende klinische Fragestellung ist:
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Einzelmerkmal Ms,ap Ms Ms,uk ICP,PRE ICP,POST REF,K
MW ST OSG sag OZR 0.80 0.14 0.11 −9.0± 14.0 2.0± 11.5 5.5± 2.5
ZGHSUB3 Cluster 4 (REF) 1.00 0.10 0.10 0.1± 0.1 0.2± 0.1 0.9± 0.1
ZGHSUB3 Cluster 3 1.00 0.07 0.07 0.3± 0.2 0.4± 0.2 0.1± 0.0
ZGHSUB3 Cluster 2 1.00 0.04 0.04 0.2± 0.2 0.1± 0.1 0.0± 0.0
ZGHSUB2 Cluster 2 1.00 0.03 0.03 0.3± 0.2 0.2± 0.2 0.0± 0.0
MAX MSw OSG sag GZR 0.48 0.04 0.02 1.2± 0.7 0.8± 0.5 1.2± 0.4
SpW ST OSG sag OZR 0.80 0.03 0.02 25.6± 11.7 21.2± 9.9 25.8± 5.9
MAX STRI Becken tra
GZR
0.64 0.03 0.02 0.7± 0.3 0.7± 0.4 0.5± 0.1
MIN STRI Hu¨fte sag SZR 0.60 0.03 0.02 2.2± 1.5 2.3± 1.4 0.8± 0.3
MAX MSw Hu¨fte tra
GZR
0.38 0.05 0.02 0.1± 0.4 0.1± 0.5 0.6± 0.3
ZGHSUB4 Cluster 4 1.00 0.01 0.01 0.3± 0.1 0.4± 0.1 0.1± 0.0
MAX IC OSG sag GZR 0.48 0.02 0.01 1.0± 1.0 1.1± 0.7 −0.6± 0.2
MIN LR OSG sag SZR 0.36 0.03 0.01 3.8± 2.5 3.9± 2.9 1.0± 0.4
SpW LR OSG tra OZR 0.48 0.02 0.01 3.4± 2.0 2.4± 1.7 3.3± 1.5
MAX ISw Hu¨fte tra GZR 0.38 0.03 0.01 0.2± 0.4 0.2± 0.5 0.5± 0.3
Gehgeschwindigkeit 1.00 0.01 0.01 0.8± 0.3 0.8± 0.3 1.2± 0.1
MW TSt OSG sag GZR 0.48 0.02 0.01 −0.3± 0.4 −0.2± 0.3 0.0± 0.3
ZGHSUB2 Cluster 4 (REF) 1.00 0.10 0.10 0.2± 0.2 0.4± 0.3 0.8± 0.2
ZGHSUB4 Cluster 3 (REF) 1.00 0.05 0.05 0.1± 0.1 0.2± 0.1 0.8± 0.1
Tabelle 5.10: Oben: Charakteristische Einzelmerkmale und Wertebereiche von
ICP,PRE (86 Datensa¨tze) im Vergleich zu ICP,POST (86 Da-
tensa¨tze) mit standardisierten Gangphasen, Apriori-Relevanzen
Ms,ap, Ru¨ckstufung korrelierter Einzelmerkmale und Berechnung
Ms mit informationstheoretischen Maßen. Die ZGH zu den Cluster-
Zentren beziehen sich auf die verschiedenen Subgruppen, z.B.
ZGHSUB1 fu¨r SUB1. Unten: Relevanzen von
”
Referenz-Cluster“.
Geho¨ren die Patienten nach der Therapie einer anderen Subgruppe an? Z.B. Gibt es
Patienten, die im PRE-Zustand der Recurvatum-Subgruppe angeho¨ren und durch
die Therapie diese Knieu¨berstreckung sich normalisiert, so dass die Patienten im
POST-Zustand der Referenzgruppe angeho¨ren?
Die gro¨ßten Relevanzen weisen die ZGH der fu¨nf Cluster-Zentren von SUB3 auf
(die von Fall zu Fall mit den ZGH der OSG-Subgruppen hoch korrelieren), sie-
he Tabelle 5.10. Auﬀa¨llig sind die hohen Relevanzen zu den Cluster-Zentren, die
das Referenzkollektiv beschreiben, hier z.B.
”
ZGHSUB3 Cluster 4 (REF)“ (ZGH zum
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”
Referenz-Cluster 4“ in SUB3, siehe Abbildung 5.19. Die ZGH zu den verschiedenen
”
Referenz-Clustern“ (aus SUB2 oder SUB4) sind bei den Daten von ICP,PRE und
ICP,POST hoch korreliert, so dass sie in der Relevanz herab gestuft sind (Tabel-
le 5.10 unten). Die hohen Relevanzen dru¨cken eine Normalisierung des Gangbildes
aus, das allerdings sehr stark durch das OSG sag dominiert wird, siehe
”
ZGHSUB2
Cluster 2“ oder
”
ZGHSUB2 Cluster 4 (REF)“. Auﬀallend ist auch, dass alle ZGH der
Knie-Subgruppen (SUB1) eine Relevanz Ms = 0.00 haben. Die Patienten geho¨ren
also im Knie ihrer urspru¨nglichen Subgruppen an (PRE-Zustand Gruppierung), d.h.
im Knie ﬁndet kein Wechsel der Subgruppen statt.
Neue Visualisierungen der Subgruppen
Mit der maximalen ZGH zu den einzelnen Clustern lassen sich diskrete Klassenein-
teilungen fu¨r die einzelnen Patienten erzeugen. Durch Beibehalten dieser Klassen-
einteilung, aber Verwendung der Datensa¨tze zum POST-Zustand lassen sich Mit-
telwertzeitreihen visualisieren, die tendenzielle A¨nderungen durch die Therapie be-
schreiben, siehe Abbildungen 5.20 und 5.21.
0 20 40 60 80 100
−20
0
20
40
60
% Gangzyklus
ZR
 S
TR
I K
ni
e 
sa
g 
O
ZR
Cluster 1
Cluster 2
Cluster 3
Cluster 4
Cluster 5
0 20 40 60 80 100
−60
−40
−20
0
20
ZR
 S
TR
I O
SG
 s
ag
 O
ZR
% Gangzyklus
0 20 40 60 80 100
−20
0
20
40
60
ZR
 S
TR
I K
ni
e 
sa
g 
O
ZR
% Gangzyklus
Max. ZGH Cluster 1
Max. ZGH Cluster 2
Max. ZGH Cluster 3
Max. ZGH Cluster 4
Max. ZGH Cluster 5
0 20 40 60 80 100
−60
−40
−20
0
20
ZR
 S
TR
I O
SG
 s
ag
 O
ZR
% Gangzyklus
Abbildung 5.20: Subgruppen aus SUB3, links: PRE-therapeutische Clu-
ster. Rechts: Mittelwertzeitreihen der diskretisierten PRE-
therapeutischen Cluster-ZGH zum POST-Zustand.
Hierbei sind die bereits diskutierten Eﬀekte dargestellt, z.B. die U¨ber-Korrektur
von Patienten mit einer geringen PRE-therapeutischen OSG sag Referenzabwei-
chung, Cluster 4 in Abbildung 5.21. Die unbefriedigenden Verbesserungen der Pa-
tienten mit Recurvatum sind gut durch Cluster 1 in Abbildung 5.20 zu sehen.
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Abbildung 5.21: Visualisierung der Subgruppen SUB4 zum POST-Zustand, vgl.
Abbildung 5.12.
5.2.3 Zusammenfassung und Wertung
Es existieren viele langja¨hrige Forschungsarbeiten u¨ber ICP-Patienten [125, 136,
150, 159, 174] mit deren Hilfe die in der vorliegenden Arbeit modiﬁzierten Methoden
validiert wurden. Allerdings werden in den bereits bestehenden Arbeiten aufgrund
der ICP-Komplexita¨t viele oﬀene Fragen beklagt [30, 53, 146]. Dazu konnten in dieser
Arbeit wesentliche Beitra¨ge zur Lo¨sung geleistet werden [89, 90, 91, 92, 94, 96]:
 Plausible, interpretierbare Einscha¨tzungen des pathologischen Ausmaßes wur-
den durch Referenzabweichungen realisiert. Die Aussagen sind im Vergleich zur
Literatur [18, 159, 182] besser interpretierbar, da sie das Verha¨ltnis zum Refe-
renzkorridor bewerten und das subjektive Analysevorgehen abbilden [41].
 Charakteristische, interpretierbare Einzelmerkmale, die aus der Literatur be-
kannt sind, wurden mit den hier verwendeten Methoden ebenfalls gefunden,
einige Merkmale eignen sich sogar noch besser. Weiterhin wurden auch bisher
vernachla¨ssigte Merkmale erkannt, die klinisch sehr nu¨tzlich sind [175].
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 Relevante Subgruppen existieren und wurden in dieser Arbeit quantitativ nach-
gewiesen. Durch Einbezug des gesamten Datenraumes und eine automatisier-
te Analyse konnten sogar Zusammenha¨nge zwischen bestimmten Gelenken auf-
gedeckt werden. Hinweise zur Existenz von Subgruppen werden in der Litera-
tur [12, 151, 174] nur ansatzweise empirisch vermutet. Erste quantitative Ana-
lysen beziehen sich nur auf einzelne Gelenke oder klinische Parameter, Zusam-
menha¨nge ko¨nnen damit nicht gefunden werden [110, 118, 145].
 Ansa¨tze fu¨r eine Therapieprognose wurden in der vorliegenden Arbeit gefunden,
Beitra¨ge dazu liefern die gefundenen Subgruppen zwischen den Gelenken. Pro-
gnostische Aussagen bei ICP mit Botulinum-Toxin-Behandlung gibt es derzeit
in der Literatur kaum [152].
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Die SCI-Patienten (Inkomplette Querschnittla¨hmung, Spinal Cord Injury) sind zwar
alle durch eine teilweise Scha¨digung des Ru¨ckenmarks gekennzeichnet, aber die Ur-
sachen (Blutung, Tumor, Unfall, . . . ) und La¨hmungsho¨he der Wirbelsa¨ule sind stark
unterschiedlich, d.h. das Kollektiv ist neurologisch stark heterogen, siehe Kapitel 2.
Die Anwendung der hier vorgestellten Werkzeuge ist analog zu den ICP-Daten (vgl.
auch Abbildung 5.1), so dass die Ergebnisse teilweise kompakt dargestellt werden
und auf weiterfu¨hrende Literatur verwiesen wird [4, 41, 88, 93, 95]. Daru¨ber hinaus
sind bei den SCI-Patienten klinische Fragestellungen und Schwerpunkte unterschied-
lich, beispielsweise ist die quantitative Einscha¨tzung der Gangqualita¨t einzelner Pa-
tienten von großem Interesse. Dazu stehen hier visuelle Experteneinscha¨tzungen zur
Verfu¨gung, an denen sich die Auswahl von Qualita¨tsparametern orientieren kann.
Mit diesen Einscha¨tzungen la¨sst sich der Verlauf der Therapie dokumentieren. Im
Gegensatz zu den ICP-Patienten existieren allerdings keine diﬀerenzierten Therapie-
varianten (z.B. Dosierung und Injektionsbereich von Medikamenten, unterschiedli-
che Operationen, . . . ). Dafu¨r ist die U¨berpru¨fung der Laufbandtherapie von großem
Interesse, insbesondere zur eﬀektive Nutzung immer knapper werdender Ressour-
cen [4, 127]. Die Motivation der Patienten kann zudem durch die Ru¨ckfu¨hrung einer
quantitativen Gangqualita¨t wa¨hrend dem Gehen gesteigert werden (analog eines
Fahrradtachos bei Sportlern zur intensiveren Trainingsausnutzung).
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5.3.1 Neues Auswerteverfahren fu¨r die Diagnose
Verallgemeinerte Quantiﬁzierung des pathologischen Ausmaßes
Aufgrund sehr individueller Scha¨digungen des Ru¨ckenmarks kommt der einzelnen
Betrachtung der Patienten eine klinisch sehr große Bedeutung zu. Dabei ist neben
den pathologischen Ausmaßen fu¨r das gesamte Kollektiv auch die objektive, stan-
dardisierte Einscha¨tzung einzelner Patienten wichtig. Derartige Einscha¨tzungen exi-
stieren in der klinischen Praxis nur wenige. Viele sind durch subjektive Meinungen
gepra¨gt. Zu dem Datensatz existieren hier formalisierte, visuelle Einscha¨tzungen von
drei unabha¨ngigen Experten (VAS A, VAS B, VAS C und deren Mittelwert VAS M,
VAS = Visuelle Analog Skala), die auf einer Punkteskala von Null (Patient kann
sehr schlecht gehen) bis Zehn (Patient la¨uft gut) ausgelegt sind. Allerdings variieren
auch die drei Meinungen oder sind stark an klinisch erhobene Parameter angelehnt,
ohne das eigentliche Kinematik-Gangbild zu bewerten, siehe Tabelle 5.11 und im
Anhang Abbildung E.7.
VAS Parameter ρ
VAS A Gehgeschwindigkeit 0.56
& Entlastung % KG 0.70
& ”MW STRI OSG sag RZR“ 0.77
VAS B Gehgeschwindigkeit 0.52
& La¨hmungsho¨he 0.68
& ”MW STRI Hu¨fte sag RZR“ 0.73
VAS C Gehgeschwindigkeit 0.77
& La¨hmungsho¨he 0.81
& ”MW STRI OSG sag RZR“ 0.84
VAS M Gehgeschwindigkeit 0.70
& La¨hmungsho¨he 0.76
& ”MW STRI Hu¨fte fro sag RZR“ 0.80
Tabelle 5.11: Lineare Regression mit erreichter Korrelation ρ zur Erkla¨rung der
VAS mit den klinischen Parametern: prozentuale Gewichtsentla-
stung bezogen auf das Ko¨rpergewicht (Entlastung % KG), erreich-
te Gehdauer, Gehgeschwindigkeit, Halten am Barren links bzw.
rechts, La¨hmungsho¨he, Gehstrecke, Variabilita¨t, Ko¨rpergewicht,
Hilfsmittel rechter bzw. linker Fuß und Kinematik-Einzelmerkmale
aus Tabelle 5.12.
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Allein durch Verwendung der erhobenen klinischen Parameter kann die VAS
durch die Gehgeschwindigkeit und die prozentuale Gewichtsentlastung gut nachge-
bildet werden. Allerdings muss beachtet werden, dass diese die beiden Parameter
bereits durch die subjektive Einscha¨tzung des Gehvermo¨gens von erfahrenen Klini-
kern wa¨hrend der Therapie optimiert wurden (selbst die Gehgeschwindigkeit wird
durch physiologische Bewertung wa¨hrend der Laufbandtherapie eingestellt). Weiter-
hin fa¨llt auf, dass die Merkmale aus der eigentlichen Gang-Kinematik sehr einge-
schra¨nkt einbezogen werden, Tabelle 5.11 rechts.
Aufgrund der unterschiedlichen Expertenmeinungen und des fehlenden Bezuges
zur Kinematik bei der Bestimmung einer Gangqualita¨t wird im Folgenden das quan-
titative pathologische Ausmaß basierend auf den Referenzabweichungszeitreihen aus
Gl. (3.8) angewendet.
Das pathologische Ausmaß fu¨r das gesamte SCI,PRE-Kollektiv (46 Datensa¨tze)
zeigt Tabelle 5.12. Dabei wurde das REF,M Kollektiv (Referenz mit mittlerer Geh-
geschwindigkeit, 20 Datensa¨tze) verwendet. Das Ziel einer therapeutischen Verbesse-
rung der Patienten ist das Angleichen an das physiologische Gangbild (Referenzgang-
bild) bei mittlerer Gehgeschwindigkeit. Im Vergleich zu den ICP-Patienten zeigen
die SCI-Patienten weniger stark ausgepra¨gte Abweichungen.
SCI,PRE → SCI,POST
Gelenk/ Ebene sagittal frontal transversal
Becken OZR 2.3± 1.5→ 1.8± 1.4 1.8± 1.0→ 1.3± 0.6 1.1± 0.6→ 1.0± 0.5
Becken GZR 0.8± 0.3→ 0.7± 0.3∗ 0.9± 0.2→ 0.8± 0.2 0.8± 0.3→ 0.9± 0.2
Hu¨fte OZR 2.1± 1.2→ 1.7± 1.0 1.6± 0.9→ 1.3± 0.7 1.2± 0.8→ 1.1± 0.6
Hu¨fte GZR 1.7± 0.4→ 1.3± 0.5∗ 1.0± 0.2→ 0.9± 0.3 0.8± 0.3→ 0.9± 0.3∗
Knie OZR 2.3± 0.8→ 1.9± 1.2∗
Knie GZR 2.0± 0.6→ 1.6± 0.7∗
OSG OZR 2.1± 0.8→ 1.9± 0.9∗ 1.2± 1.0→ 1.1± 0.5
OSG GZR 1.3± 0.3→ 0.9± 0.3∗ 0.8± 0.2→ 0.7± 0.3
gesamt OZR 1.8± 1.6→ 1.5± 0.4∗ 1.4± 0.9→ 1.3± 0.7 1.1± 0.7→ 1.1± 0.5
gesamt GZR 1.1± 0.7→ 1.0± 0.3∗ 0.8± 0.3→ 0.8± 0.3 0.7± 0.3→ 0.8± 0.3
gesamt OZR 1.5± 1.0→ 1.4± 0.9∗
gesamt GZR 0.9± 0.5→ 0.8± 0.4∗
Tabelle 5.12: Gemittelte Referenzabweichungen der Kinematikzeitreihen (OZR)
sowie deren Geschwindigkeitszeitreihen (GZR) des SCI,PRE-
Kollektives (46 Datensa¨tze). Die SCI,POST-Werte dienen hier nur
dem spa¨teren Verweis fu¨r die Datenauswertung bezu¨glich Therapie,
signiﬁkante Verbesserungen sind mit ∗ markiert.
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Um ein objektives Qualita¨tsmaß zu ermitteln, das die Gang-Kinematik
einscha¨tzt, werden im Folgenden die Merkmale aus Tabelle 5.12 fu¨r die einzelnen
Patienten verwendet. Sie werden mit Hilfe der Regression zur Nachbildung der VAS
bewertet5, siehe Tabelle 5.13. Die zusa¨tzliche Verwendung von mehr als drei Merk-
malen verbessert die erreichte Korrelation ρ kaum (maximal erreichte Korrelation ist
ρ = 0.69). Weiterhin fa¨llt auf, dass sich die drei Experten noch am meisten an den
sagittalen Merkmalen der Hu¨fte, des Knie und des OSG orientieren. Insbesondere
bei VAS M ist dabei der Einbezug des sagittalen Beckenwinkels eher unwichtig (das
Merkmal erscheint bei der Regressionsanalyse an letzter Stelle mit einer erreichten
Korrelation von |ρ| = 0.69). Das Qualita¨tsmaß soll unabha¨ngig von der Patholo-
gie (Patientenkollektiv) standardisiert und objektiv die Gangqualita¨t einscha¨tzen.
Zum Vergleich sind bei der automatisierten Charakterisierung der ICP-Patienten die
Beckenwinkel weniger wichtig, vgl. Abbildung 5.7 (die Gangqualita¨t soll unabha¨ngig
vom Patientenkollektiv entwickelt werden). Zudem ist die Beckenbewegung zur Be-
wertung des Gehens der SCI-Patienten verfa¨lscht, da sie durch die Gewichtsentla-
stung oder das Halten am Barren beeinﬂusst wird. Weiterhin ist wie bereits be-
schrieben die Messung des Winkels nicht valide, da eine optimale Positionierung des
Sakralmarkers schwierig ist, insbesondere beim Anlegen des Gewichtsentlastungs-
systems. Die Merkmale aus den anderen Ko¨rperebenen sind bei der Erkla¨rung der
VAS eher unwichtig. Daher wird im Folgenden der Mittelwert der Referenzabwei-
chung u¨ber die sagittalen Hu¨ft-, Knie- und OSG-Winkel
”
MW sag RZR“ betrachtet
(Mittelwert aus
”
MW STRI Hu¨fte sag RZR“,
”
MW STRI Knie sag RZR“ und
”
MW
STRI OSG sag RZR“). Zum Vergleich korreliert der Mittelwert der Referenzabwei-
chung u¨ber alle neun Gelenke mit nur ρ = 0.61 zur VAS M und bildet somit die
Gangqualita¨t schlechter ab. Der Grund ist, dass die frontale und transversale Ebene
im Gegensatz zur sagittalen Ebene geringere Referenzabweichungen aufweisen (so-
wohl bei ICP als auch bei SCI) und daher eine Gesamteinscha¨tzung trotz Pathologie
zum Besseren tendiert.
Die Gewichtungsfaktoren αi aus Gl. (3.26) ko¨nnen als unterschiedliche Korridor-
breite der Referenz interpretiert werden, vgl. Gl. (3.8) mit γ = 1/αi. Allerdings ist
die Festlegung aufgrund der unterschiedlichen Gewichtung der einzelnen Experten
schwierig. Zudem erkla¨rt bereits
”
MW sag RZR“ die VAS zufriedenstellend.
Weitere Merkmale zur Bestimmung eine Kinematik-Gangqualita¨t, wie z.B. die
Referenzabweichung u¨ber die GZR oder Korrelationskoeﬃzienten zur Einscha¨tzung
5Basierend auf den Referenzabweichungszeitreihen ko¨nnen natu¨rlich weitere Einzelmerkmale
verwendet werden, die sogar die VAS M noch besser erkla¨ren, wie z.B. Maximum der Referenzab-
weichung, Mittelwerte der Referenzabweichung u¨ber Standphasen oder Kombinationen aus beiden.
Diese sind allerdings anfa¨llig fu¨r Messfehler oder bewerten nicht das gesamte Gangbild, so dass sie
nicht weiter betrachtet werden.
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VAS Einzelmerkmale αi Korrelation |ρ|
mit αi ”MW sag RZR“
VAS A MW STRI Knie sag RZR -1.40 0.58
& MW STRI OSG sag RZR -0.74 0.65
& MW STRI Hu¨fte sag RZR -0.43 0.67 0.62
VAS B MW STRI OSG sag RZR -0.62 0.41
& MW STRI Hu¨fte sag RZR -0.70 0.49
& MW STRI Knie sag RZR -0.70 0.55 0.55
VAS C MW STRI Knie sag RZR -1.83 0.50
& MW STRI Hu¨fte sag RZR -1.47 0.63
& MW STRI Becken sag RZR +0.65 0.66 0.64
VAS M MW STRI Knie sag RZR -1.14 0.51
& MW STRI Hu¨fte sag RZR -0.75 0.63
& MW STRI OSG sag RZR -0.59 0.66 0.64
Tabelle 5.13: Multiple Regressionsanalyse mit erreichter (betragsma¨ßiger) Kor-
relation ρ zur Erkla¨rung der VAS mit den Einzelmerkmalen u¨ber
OZR der einzelnen neun Gelenkwinkel aus Tabelle 5.12. Als Ver-
gleich dient der Mittelwert
”
MW sag RZR“ u¨ber die Einzelmerk-
male der sagittalen Hu¨ft-, Knie- und OSG-Winkel.
von Kurvena¨hnlichkeiten aus Gl. (3.10), sind in ihrer klinischen Akzeptanz tenden-
ziell gering.
Daher wird hier zur Einscha¨tzung der Kinematik-Gangqualita¨t der
”
MW sag
RZR“ neu vorgeschlagen, der aus klinischer Sicht akzeptiert wird [4, 41, 127]. Damit
sind die wichtigsten Gelenke und Ko¨rperebenen beim Gehen erfasst. Er stellt einen
guten Kompromiss aus Interpretierbarkeit (mittlere Abweichung in Bezug auf die
halbe Referenzkorridorbreite) und einer guten Korrelation mit ρ = 0.64 zur VAS M
dar. Weiterhin ﬁel auf, dass eine gro¨ßere Korrelation mit |ρ| = 0.78 zwischen VAS M
und
”
MW sag RZR“ fu¨r Patienten ohne Gewichtsentlastung erreicht wird, siehe im
Anhang Abbildung E.7.
Verallgemeinerte Charakterisierung des Krankheitsbildes
In den letzten Jahren wurden SCI-Patienten aufgrund zunehmender erfolgsverspre-
chender Therapieaussichten in Ganganalyselabors versta¨rkt untersucht. Allerdings
besteht aufgrund der mangelnden Forschungsarbeiten zur Auswertung der SCI-
Gang-Kinematik ein großer Nachholbedarf.
Die relevanten Einzelmerkmale des gesamten SCI-Kollektives zeigt Tabelle 5.14.
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Da die neurologischen Ursachen bei den SCI-Patienten unterschiedlich sind, ist die
klinische Bedeutung derartiger Merkmale u¨ber das gesamte Kollektiv zuna¨chst eher
gering. Anders aus Sicht der Datenanalyse, da hierbei ein wichtiger Beitrag zur Redu-
zierung einer großen Anzahl von Daten auf wenige informationstragende Merkmale
geleistet wird. Dabei fa¨llt auf, dass einige Merkmale sich auf bestimmte Gangphasen
des Schwungs beziehen (wobei durch Ms,ap der gesamte Schritt bevorzugt wurde).
Nr. Einzelmerkmal ρm Ms,uk SCI, PRE REF,M REF,L
S1 MW ISw OSG sag OZR  0.417 9.1± 6.2 −8.0± 3.4 6.2± 3.1
S2 SpW ST Hu¨fte sag OZR  0.412 28.8± 6.4 40.0± 2.6 29.7± 4.0
S3 MAX ISw Knie sag OZR  0.383 29.5± 12.8 57.0± 5.0 28.8± 8.4
S4 MIN STRI Hu¨fte sag OZR  0.329 7.9± 10.9 −7.0± 5.9 −3.0± 6.0
S5 SpW STRI Hu¨fte fro OZR  0.287 6.3± 2.5 12.0± 3.5 10.0± 2.9
S6 MIN SW Hu¨fte sag GZR  0.268 −0.7± 0.4 −0.1± 0.1 −0.3± 0.2
S7 SpW STRI Becken sag OZR  0.227 4.7± 2.1 2.6± 0.7 2.8± 1.0
S8 SpW TSw Hu¨fte sag OZR 0.210 5.8± 2.9 2.1± 1.0 5.2± 2.7
S9 MW STRI Hu¨fte sag SZR  0.203 2.1± 0.7 1.3± 0.3 1.9± 0.5
S10 SpW ST Knie sag OZR 0.185 14.3± 7.7 16.5± 3.2 8.8± 3.3
S11 MW PSw OSG tra GZR 0.150 −0.1± 0.1 0.1± 0.1 −0.1± 0.1
S12 MIN ST OSG sag GZR 0.148 −1.1± 0.7 −1.9± 0.6 −0.9± 0.5
S13 MW STRI Becken sag SZR  0.148 1.4± 0.4 0.9± 0.2 1.1± 0.3
S14 MIN ISw OSG tra GZR 0.147 −0.3± 0.4 −1.5± 0.6 −0.3± 0.3
S15 MW ST OSG sag GZR 0.141 0.2± 0.1 0.1± 0.1 0.1± 0.1
S16 MAX SW OSG sag GZR 0.135 1.3± 0.9 1.9± 0.6 2.0± 1.1
Tabelle 5.14: Charakteristische Einzelmerkmale des SCI,PRE-Kollektives (46
Datensa¨tze) im Vergleich zur Referenz (REF,M 20 Datensa¨tze) mit
standardisierten Gangphasen, Apriori-Relevanz Ms,ap, Berechnung
von Ms durch informationstheoretische Maße und Ru¨ckstufung kor-
relierter Einzelmerkmale Ms,uk. Die Wertebereiche von REF,L (Re-
ferenz mit langsamer Gehgeschwindigkeit) dienen nur dem Ver-
gleich. ρm gibt Korrelationen ρ > 0.7 zu den Einzelmerkmalen aus
Tabelle 5.15 an.
Abbildung 5.22 zeigt beispielhaft zwei Fuzzy-Regeln zur Charakterisierung des
SCI-Krankheitsbildes. Hierbei fa¨llt wieder die Wichtigkeit der Merkmalskombinati-
on auf, die oft nichtlinear zusammen ha¨ngen. Die eindeutige Trennung der beiden
Klassen ist wiederum mit bereits wenigen Merkmalen zu erreichen. Ein automati-
siert generierter Erkla¨rungstext [89, 107] der links visualisierten Regel lautet (die
Negation kann mit den de Morganschen Gesetzen erfolgen, vgl. Abbildung 5.9):
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Abbildung 5.22: Visualisierung zweier automatisiert generierter Fuzzy-Regeln
zur Unterscheidung SCI,PRE und REF.
Die Beispiele fu¨r Referenzpersonen (REF) sind dadurch charakterisiert, dass das
Minimum der Hu¨ftﬂexion wa¨hrend des Schrittes (MIN STRI Hu¨fte sag OZR)
ha¨uﬁg kleiner als sonst ist: ha¨uﬁg leicht negativ (zwischen -12 und -2); gele-
gentlich stark negativ (kleiner als -12) und gelegentlich ungefa¨hr Null (zwischen
-2 und 5). Weiterhin gilt fu¨r die Beispiele, dass das Maximum der Knieﬂexion
wa¨hrend Initial Swing (MAX ISw Knie sag OZR) meistens gro¨ßer als sonst ist:
meistens groß (zwischen 45 und 60) und gelegentlich sehr groß (gro¨ßer als 60).
Aus den Aussagen la¨sst sich eine Regel aufbauen, die alle Fa¨lle von Referenz-
personen (REF) beschreibt: WENN das Minimum der Hu¨ftﬂexion wa¨hrend des
Schrittes (MIN STRI Hu¨fte sag OZR) stark negativ bis ungefa¨hr Null (kleiner
als 5) ist UND das Maximum der Knieﬂexion wa¨hrend Initial Swing (MAX ISw
Knie sag OZR) groß bis sehr groß (gro¨ßer als 45) ist, DANN FOLGT DARAUS
immer Referenzpersonen (REF).
Trotz der klinischen Skepsis, konnten mit den gezeigten Merkmalen u¨ber das
gesamte Kollektiv einige Gemeinsamkeiten der SCI-Pathologie erkannt werden. Bei
detaillierterer Diskussion der Merkmale konnten Zusammenha¨nge gefunden werden,
die aufgrund der wenigen SCI-Forschungsergebnisse weitgehend ungekla¨rt waren,
wie nachfolgend gezeigt wird. Viele SCI-Patienten ko¨nnen aufgrund geschwa¨chter
Streckmuskeln (im Wesentlichen Gluteus Maximus Muskel) ihre Hu¨fte wa¨hrend des
Gehens nicht vollsta¨ndig strecken. Die automatisierte Charakterisierung fand die
Gangsto¨rung bei den Patienten durch die beiden Merkmale
”
MIN STRI Hu¨fte sag
OZR“ (bei Patienten im Vergleich zur Referenz erho¨ht) und
”
SpW ST Hu¨fte sag
OZR“ (bei Patienten reduziert). Die Fa¨higkeit, die Hu¨fte vollsta¨ndig zu strecken,
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ist ein wichtiger Indikator einer therapeutischen Entwicklung und wird gezielt bei
der Laufbandtherapie trainiert [7]. Ein weiteres charakteristisches Merkmal der SCI-
Patienten ist der erho¨hte Mittelwert
”
MW ISw OSG sag OZR“. Die Patienten laufen
oftmals a¨ngstlich und versuchen, ein Stolpern zu vermeiden. Daher bemu¨hen sie sich,
die Bodenfreiheit zu erho¨hen, um im Schwung nicht in Bodenkontakt zu geraten.
Das wird durch das Beibehalten des OSG in Dorsalﬂexion (oder zumindest kleine
Plantarﬂexion) wa¨hrend des Schwunges erreicht. Des Weiteren ist das Verhalten
eine Kompensation fu¨r eine reduzierte Knieﬂexion (kleines
”
MAX ISw Knie sag
OSG“). Das SCI-Gangbild zeigt weiterhin eine reduzierte Spannweite (phasenweise)
in Hu¨fte, Knie und OSG, siehe
”
SpW SW Hu¨fte sag OZR“ und
”
SpW STRI Hu¨fte
fro OZR“. Das ha¨ngt auch mit dem eher vorsichtigen Gangverhalten und der klei-
nen Schrittla¨nge (liegt hier nicht als Messung vor) zusammen. Die Patienten haben
eine sehr schwache Rumpfmuskulatur, so dass sie Schwierigkeiten haben, die Hu¨fte
anzuheben (Hu¨ft-Ab-Adduktion, frontaler Hu¨ftwinkel). Weiterhin kann das Merk-
mal auch mit dem Gewichtsentlastungssystem zusammen ha¨ngen. Die
”
SpW STRI
Becken sag OZR“ ist bei den Patienten erho¨ht, obwohl sich alle Patienten zur PRE-
Untersuchung am Barren halten. Das zeigt eine schlechte Kontrolle des Oberko¨rpers
der Patienten. Beim Becken ist die Betrachtung der Spannweite (SpW) im Gegen-
satz zum Mittelwert zula¨ssig, da die Probleme der Messdatenerfassung (konstanter
Oﬀset) darin nicht enthalten sind.
Manche der gefundenen Merkmale ha¨ngen allerdings auch mit dem langsa-
men Gehen und verschobenen Gangphasen zusammen, vermutlich z.B.
”
SpW ST
Knie sag OZR“. Tabelle 5.15 zeigt dafu¨r charakteristische Merkmale fu¨r das 2-
Klassenproblem zur Trennung von SCI,PRE und REF,L zusammen mit REF,M
(ODER-Verknu¨pfung bei der Datenauswahl von REF,L und REF,M und Verein-
heitlichung als eine Klasse). Hierbei fa¨llt auf, dass die meisten Merkmale identisch
bzw. hoch korreliert zu den bereits diskutierten Merkmalen sind. Daher fu¨hrt die
alleinige Betrachtung von REF,M zu validen Ergebnissen, die zudem die klinische
Zielstellung der Therapie erfu¨llt (Anna¨herung des SCI-Gangbildes an mittlere Geh-
geschwindigkeit). Ein weiterer Vergleich zu einer individuellen Phaseneinteilung er-
folgt hier nicht mehr.
Eine hohe Relevanz Ms gibt zudem Hinweise auf eine zuverla¨ssige Anwendung
der Merkmale. Im Vergleich zu den ICP-Patienten weisen die Relevanzen der SCI-
Patienten geringere Werte auf. Ein Grund ist, dass manche Patienten sich kaum vom
Gangbild der Referenz unterscheiden. Zudem werden trotz niedriger Priorisierung
durch die Apriori-Relevanz Ms,ap einige phasenbezogene Merkmale gefunden. Das
deutet im Vergleich zum ICP-Gangbild auf weniger stark ausgepra¨gte globale Gang-
sto¨rungen hin.
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Nr. Einzelmerkmal ρm Ms,uk SCI, PRE REF,L REF,M
C1 MAX STRI Becken sag GZR  0.32 0.4± 0.2 0.2± 0.1 0.2± 0.0
C2 MIN STRI Hu¨fte sag OZR  0.29 7.9± 10.9 −3.0± 6.0 −7.0± 5.9
C3 SpW STRI Becken fro OZR  0.24 3.7± 2.3 5.7± 1.2 7.9± 2.8
C4 MIN PSw Hu¨fte fro GZR  0.19 −0.2± 0.1 −0.4± 0.2 −0.6± 0.2
C5 MIN SW Hu¨fte sag GZR  0.18 −0.7± 0.4 −0.3± 0.2 −0.1± 0.1
C6 MAX MSt Hu¨fte sag GZR 0.17 −0.1± 0.3 −0.5± 0.1 −0.5± 0.2
C7 MAX STRI Hu¨fte sag GZR 0.16 1.8± 0.5 1.9± 0.3 2.1± 0.2
C8 MIN SW OSG sag OZR 0.15 −4.7± 8.3 −7.5± 6.4 −15.4± 3.6
C9 MW STRI Becken sag SZR  0.15 1.4± 0.4 1.1± 0.3 0.9± 0.2
C10 MW ISw OSG sag OZR  0.15 9.1± 6.2 6.2± 3.1 −8.0± 3.4
C11 SpW ISw Hu¨fte sag OZR  0.14 6.9± 4.2 5.5± 4.1 18.8± 2.2
C12 MW TSw OSG tra GZR 0.14 −0.1± 0.5 0.6± 0.3 0.7± 0.3
C13 MAX SW Becken sag GZR 0.13 0.2± 0.1 0.1± 0.1 0.2± 0.0
C14 SpW SW Knie sag OZR 0.13 41.9± 11.6 44.2± 4.8 53.6± 2.9
C15 MAX MSw Hu¨fte fro GZR 0.12 0.2± 0.2 0.4± 0.1 0.4± 0.1
C16 MW STRI Hu¨fte sag SZR  0.11 2.1± 0.7 1.9± 0.5 1.3± 0.3
Tabelle 5.15: Charakteristische Einzelmerkmale fu¨r 2-Klassenproblem SCI,PRE
gegen REF,L UND REF,M zusammen (mit informationstheoreti-
schen Maßen, standardisierten Gangphasen, Ru¨ckstufung korrelier-
ter Merkmale). ρm gibt Korrelationen ρ > 0.7 zu den Einzelmerk-
malen aus Tabelle 5.14 an.
Verbessertes Finden von Subgruppen
Aufgrund der individuellen Scha¨digungen der Wirbelsa¨ule sind unterschiedliche Aus-
wirkungen in Form von Subgruppen im Gangverhalten von der klinischen Seite her
zu erwarten. Das Finden von Subgruppen und somit die Besta¨tigung dieser Annah-
men wird im Folgenden gezeigt.
Exemplarisch zeigt Abbildung 5.23 Subgruppen u¨ber eine heuristisch gefundene
Kombination aus drei Zeitreihen, die als SUB1,SCI bezeichnet wird. Die Auswahl der
Zeitreihen basiert auf den Ergebnissen bei der Ermittlung der Gangqualita¨t, da die
klinischen Experten versta¨rkt auf die drei Zeitreihen achten und ihre Einscha¨tzung
zum gro¨ßten Teil daraus ableiten. Die Zeitreihen sind auf ein [−1,+1] Intervall
normiert und alle Abtastzeitpunkte sind als Merkmale beim Clustern verwendet.
Aus Sicht der Datenanalyse lassen sich Subgruppen bei den SCI-Patienten leichter
ﬁnden als bei den ICP-Patienten. Die Separation ist sogar bei den drei Zeitrei-
henkombinationen mit S = 11.92 sehr gering. Die Gru¨nde liegen darin, dass die
Laufmuster nicht so stark individuell ausgepra¨gt sind und somit keine u¨berlager-
ten Eﬀekte existieren. Alle SCI-Patienten konnten vor ihrer Erkrankung ohne jegli-
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che orthopa¨dische Einschra¨nkung gehen. Aus klinischer Sicht kann daher vermutet
werden, dass ein allgemeines Grundlaufmuster bei den Patienten erhalten ist und
somit die stark individuellen U¨berlagerungseﬀekte nicht auftreten (zum Vergleich:
Die ICP-Patienten mussten von Geburt an ein individuelles Optimum zum Gehen
ﬁnden, das dementsprechend stark unterschiedlich zwischen den Patienten ist). Erst
durch die Erkrankung sind die Muskeln nicht mehr willku¨rlich ansteuerbar, so dass
Subgruppen entsprechend dem Grad der Scha¨digung auftreten.
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Abbildung 5.23: Subgruppen SUB1,SCI mit
”
ZR STRI Hu¨fte sag OZR“,
”
ZR
STRI Knie sag OZR“ und
”
ZR STRI OSG sag OZR“.
Durch das Clustern konnten sowohl die Referenzdaten sehr gut erkannt (Clu-
ster 3 in Abbildung 5.23) als auch weitere Patienten-Subgruppen gefunden werden.
Bemerkenswert ist hierbei, dass sich nur drei voneinander deutlich unterscheidbare
Muster innerhalb der Querschnittpatienten ergeben. Das deutet darauf hin, dass in
der (neurologisch) sehr inhomogenen Patientengruppe klar unterscheidbare funktio-
nelle Gangmuster existieren, die in gewisser Weise miteinander vergleichbar sind:
Eine Subgruppe hat ein gestrecktes Knie insbesondere wa¨hrend der Standphase mit
einer nur tendenziell leicht erho¨hten Hu¨ft- und Plantarﬂexion (Cluster 1). Eine wei-
tere Subgruppe (Cluster 4) geht mit einem permanent gebeugten Knie wa¨hrend der
Standphase in Kombination mit einer stark erho¨hten Hu¨ftﬂexion und leicht erho¨hten
Dorsalﬂexion. Cluster 2 beschreibt ein Gangbild, das funktionelle Bewegungen bei-
der Patientensubgruppen beinhaltet. Alle gefundenen Subgruppen ko¨nnen mit bio-
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mechanischen Modellen besta¨tigt werden (z.B. hat ein gebeugtes Knie eine erho¨hte
Hu¨ftﬂexion zur Folge oder bei einem gestreckten Knie muss die Vorwa¨rtsbewegung
durch eine erho¨hte Hu¨ftﬂexion erreicht werden).
Eine Automatisierung zum Finden geeigneter Zeitreihenkombinationen6 zeigt
Tabelle 5.16. Dabei wurden fu¨r alle Zeitreihen die ersten zwei Hauptkomponen-
ten als Merkmale verwendet. Bei C = 4 Clustern dominiert die Kniebeugung,
die zwischen drei Patientensubklassen und der Referenz trennt (Abbildung 5.24).
Nachfolgend wird iterativ unter Beibehaltung der bisher ausgewa¨hlten Zeitreihen
Zwei Cluster-Zentren S(u, 2) Drei Cluster-Zentren S(u, 3)
1 ZR OSG tra SZR 5.24 Hu¨fte sag GZR 2.33
2 ZR & Knie sag SZR 9.98 & Knie sag GZR 3.48
3 ZR & OSG sag SZR 15.15 & OSG sag GZR 7.26
4 ZR & Hu¨fte fro SZR 22.29 & Hu¨fte sag OZR 10.55
5 ZR & Hu¨fte sag SZR 28.74 & Knie sag OZR 18.72
6 ZR & Knie sag GZR 34.49 & OSG sag OZR 26.30
7 ZR & Hu¨fte sag GZR 32.91 & Knie sag SZR 102.94
8 ZR & Knie sag OZR 30.59 & OSG tra GZR 105.60
Vier Cluster-Zentren S(u, 4) Fu¨nf Cluster-Zentren S(u, 5)
1 ZR Knie sag OZR 1.99 Knie sag OZR 1.82
2 ZR & OSG sag GZR 3.26 & Hu¨fte sag GZR 2.64
3 ZR & OSG sag OZR 4.52 & OSG sag SZR 3.43
4 ZR & OSG sag SZR 5.72 & Knie sag GZR 5.95
5 ZR & OSG tra SZR 9.19 & OSG sag GZR 20.41
6 ZR & OSG tra GZR 23.13 & Hu¨fte sag OZR 149.17
7 ZR & Hu¨fte sag OZR 77.52 & OSG sag OZR 665.79
8 ZR & OSG tra OZR 373.03 & Knie sag SZR 860.16
Tabelle 5.16: Beste Trennungsgrade und Reihenfolge der Zeitreihen (Zeilen) bei
der Cluster-Findung fu¨r zwei bis fu¨nf Cluster-Zentren (Spalten) fu¨r
23 Patienten vor der Therapie und 10 Referenzpersonen.
diejenige Zeitreihe mit minimalem Trennungsgrad erga¨nzt (2.-8. Zeile von Tabel-
le 5.16). Dabei fa¨llt auf, dass der Trennungsgrad ab einer bestimmten Anzahl von
6Die Automatisierung erfolgt durch festgelegte Cluster-Anzahl C und iteratives Erga¨nzen von
Zeitreihen zu Kombinationen. Dabei ist der kleinste Trennungsgrad S zu erfu¨llen sowie das Finden
der Referenz mit uREF > 0.9. Die Cluster-Anzahl wird dann sukzessiv erho¨ht. Dieses Vorgehen
wurde bereits beim ICP-Datensatz erfolgreich angewendet und die modiﬁzierte Methode in Ab-
schnitt 3.8.3 erla¨utert.
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Zeitreihen steil ansteigt und somit ein unbefriedigendes Cluster-Ergebnis anzeigt.
Das Ergebnis deutet auf weniger pra¨gnante Subklassen bei Betrachtung mehre-
rer Zeitreihen hin. Daher wird im Folgenden die Subgruppe SUB2,SCI mit vier
Cluster-Zentren der ersten sechs Zeitreihenkombinationen betrachtet (bis einschließ-
lich
”
OSG tra GZR“, fett in Tabelle 5.16 aufgrund des auﬀa¨llig kleinen Tren-
nungsgrad fu¨r gute Cluster-Einteilungen gema¨ß Kapitel 3). Selbstversta¨ndlich kann
zuku¨nftig das Finden von Zeitreihenkombinationen u¨ber den Merkmalsraum mit
allen Abtastzeitpunkten ebenfalls in diesem Stil automatisiert werden, da die SCI-
Patienten keine ausgepra¨gt
”
versteckten“ Subgruppen haben.
Die in Abbildung 5.24 visualisierten Subgruppen zeigen die bereits diskutierten
Zusammenha¨nge zwischen Knie und OSG. Durch das automatisierte Vorgehen sind
daru¨ber hinaus weitere geeignete Kombinationen von Zeitreihen gefunden. Beispiels-
weise zeigt die Patientensubgruppe mit dem gestreckten Knie in der Standphase eine
erho¨hte Streuung im Sprunggelenk (ZR STRI OSG sag SZR), mo¨glicherweise auf-
grund eines weniger gut kontrollierbaren Fußaufsetzverhalten. Ein fehlerhaftes Auf-
setzverhalten ist zudem in allen Subgruppen bei der OSG Geschwindigkeitszeitreihe
insbesondere der Loading Response (LR, 0..10% des Gangzyklus) zu erkennen (siehe
ZR STRI OSG sag GZR). Auf diese Weise lassen sich nun weitere Auspra¨gungen
der verschiedenen Subgruppen klinisch interpretieren.
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Abbildung 5.24: Visualisierung der Subgruppen SUB2,SCI mit vier Cluster-
Zentren der ersten sechs Zeitreihenkombinationen aus Tabel-
le 5.16.
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Verallgemeinerte Charakterisierung der Subgruppen
Aufgrund der neurologischen Heterogenita¨t der Patienten kommt prinzipiell der
Charakterisierung von Subgruppen klinisch eine gro¨ßere Bedeutung zu als der Cha-
rakterisierung des gesamten Kollektives, siehe Tabelle 5.17. Auﬀa¨llig sind allerdings
die großen U¨bereinstimmungen7 der Merkmale zwischen SUB1,SCI und SUB2,SCI
und mit denen zur Charakterisierung des gesamten Kollektives aus den Tabellen 5.14
und 5.15. Somit wirken sich die neurologisch stark heterogenen Patienten nicht so
stark auf individuelle Unterschiede im Gangbild aus.
Einzelmerkmal Ms,uk u¨ Einzelmerkmal Ms,uk u¨
MW STRI Knie sag OZR 0.317  MW STRI Knie sag OZR 0.226 
MIN STRI Hu¨fte sag OZR 0.248  MAX ISw Knie sag OZR 0.209
MIN STRI OSG sag OZR 0.190  MIN STRI OSG sag OZR 0.201 
MW ISw OSG sag OZR 0.165  MW ISw OSG sag OZR 0.180 
SpW ST Hu¨fte sag OZR 0.146 SpW TSw Hu¨fte sag OZR 0.147 
MAX ISw OSG sag GZR 0.139 SpW STRI Hu¨fte sag OZR 0.132
SpW STRI Becken fro OZR 0.126  MW STRI Hu¨fte sag SZR 0.131 
SpW TSw Hu¨fte sag OZR 0.097  SpW STRI Becken fro OZR 0.128 
SpW STRI Becken sag OZR 0.094  MIN STRI Hu¨fte sag OZR 0.121 
MW TSw Knie sag OZR 0.083  MW TSw Knie sag OZR 0.117 
MIN SW Hu¨fte sag GZR 0.080  SpW STRI Becken sag OZR 0.112 
MW STRI Hu¨fte sag SZR 0.062  MW STRI OSG sag SZR 0.109
MIN STRI Becken fro OZR 0.062 MIN SW Hu¨fte sag GZR 0.090 
MAX STRI Becken fro OZR 0.061 SpW ST Knie sag OZR 0.083
SpW TSw OSG sag OZR 0.060 MIN ST OSG sag GZR 0.079
MIN TSt Becken sag GZR 0.049 MIN TSw OSG tra GZR 0.079
Tabelle 5.17: Charakteristische Einzelmerkmale zur Unterscheidung von Sub-
gruppen (46 SCI,PRE-Datensa¨tze und 20 REF,M Datensa¨tze).
Charakterisierung von SUB1,SCI (Links) bzw. von SUB2,SCI
(rechts) und u¨bereinstimmend (u¨) gefundene Merkmale.
Bei der qualitativen Analyse der Abbildung 5.24 fallen bestimmte Abweichungen
des Clusters 3 (Referenz) zu den anderen drei Clustern (SCI) auf, z.B. die maximale
Kniebeugung im MSw (73%-87% des Gangzyklus). Allerdings taucht das Merkmal
nicht in den Tabellen 5.14, 5.15 und 5.17 auf. Ein wesentlicher Grund ist, dass das
langsame Referenzverhalten in MSw im Wertebereich der SCI-Patienten liegt. Im
7Was klinisch zu erwarten war, da die Kombinationen der Zeitreihen a¨hnlich sind. Allerdings
ist die Berechnung unterschiedlich, hier mit bzw. ohne Hauptkomponenten Transformation
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ISw (60%-73%) hingegen unterscheiden sich die SCI-Patienten eher zu REF,L UND
REF,M. Das wurde durch das Merkmal
”
MAX ISw Knie sag OZR“ bei allen Vari-
anten gefunden, siehe auch im Anhang Tabelle E.8. Das
”
MIN ST OSG sag OZR“
beschreibt ebenfalls tendenziell das SCI-Verhalten, wobei sehr starke A¨hnlichkeiten
zum langsamen Gehen existieren, siehe C8 in Tabelle 5.15. Auﬀa¨llig hingegen ist die
OSG SZR, die einen wesentlichen Beitrag zur Charakterisierung von SCI-Patienten
liefert, was auch ansatzweise in der Literatur bekannt ist [6]. In den Tabellen 5.14
und 5.15 ist die OSG SZR durch hohe Korrelationen zur Hu¨fte sag SZR zuru¨ckge-
stuft.
5.3.2 Neues Auswerteverfahren fu¨r die Therapie
Mit den neuen Analysemethoden lassen sich ebenfalls die Eﬀekte der Therapie fu¨r
SCI-Patienten quantitativ dokumentieren. Im Folgenden werden analog zu den vor-
herigen Abschnitten die drei methodischen Schwerpunkte angewendet, siehe Abbil-
dung 5.1.
Verallgemeinerte Quantiﬁzierung des pathologischen Ausmaßes
In Bezug auf Tabelle 5.12 lassen sich bereits einige signiﬁkante Verbesserungen im
Gangbild der SCI-Patienten feststellen, die sich auf mehrere Gelenke beziehen. Die
einzigen geringen Verschlechterungen betreﬀen die transversale Becken GZR und
Hu¨fte GZR, d.h. das dynamische Verhalten in diesen Gelenkebenen. Eine mo¨gliche
Erkla¨rung ist, dass die Patienten im Laufe der Therapie (vgl. Kapitel 2) keine oder
immer weniger Hilfsmittel beno¨tigen, die zum Teil die natu¨rlichen Bewegungen und
u.U. auch pathologische Gangabweichungen einschra¨nken (z.B. Gewichtsentlastung,
Halten am Barren, hochgebundener Fuß, Peroneus-Schiene, . . . ). Insbesondere die
Becken- und Hu¨ftbewegungen werden bei der Gewichtsentlastung oder beim Halten
am Barren eingeschra¨nkt. Aus therapeutischer Sicht werden die Patienten so wenig
wie no¨tig durch Hilfsmittel unterstu¨tzt, damit sie so eigensta¨ndig wie mo¨glich gehen.
Eine weitere Erkla¨rung ist, dass die Gangkinematik beim Fortlassen der Hilfsmittel
sich leicht verschlechtert, da nun das gesamte Ko¨rpergewicht durch die immer noch
geschwa¨chten Muskeln zu tragen ist, obwohl sich der Patient zunehmend regeneriert.
Der Eﬀekt mit der sich leicht verschlechternden Gangkinematik ist bei einem der im
Folgenden diskutierten Patienten ebenfalls zu erkennen (Patient ID 10123).
Auf Basis des Gangqualita¨tsmaßes kann der Verlauf der Therapie bei einzelnen
Patienten quantitativ dokumentiert werden, siehe Abbildung 5.25 links. Zu erkennen
ist eine stetige Angleichung an das Referenzverhalten bei Patient ID 10108 (durch
kleiner werdende Referenzabweichung). Ab dem 7. Zeitpunkt wa¨hrend der Therapie
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kann der Patient bereits ohne Gewichtsentlastung gehen, wobei das Gangbild sich
nicht wesentlich verbessert, da die Muskeln nun das gesamte Ko¨rpergewicht tragen
mu¨ssen. Zwar sind die Muskeln durch die Therapie sta¨rker gewordenen, haben sich
aber noch nicht vollsta¨ndig rehabilitiert. Bei Patient 10123 ist zwar die Referenz-
abweichung nicht allzu groß, aber eine stetige Verbesserung ist kaum zu erkennen.
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Abbildung 5.25: Dokumentation der Therapie anhand des Gangqualita¨tsmaß
”
MW sag RZR“ u¨ber einzelne Schritte, links: Patienten ID
10108 mit neun Untersuchungszeitpunkten, rechts: Patient ID
10123.
Verallgemeinerte Charakterisierung der Therapiewirkung
Die Untersuchung charakteristischer Merkmale, die sich wa¨hrend der Therapie
a¨ndern, wird nur fu¨r die 15 Patienten durchgefu¨hrt, bei denen auch Daten nach der
Therapie existieren. Die relevanten Einzelmerkmale fu¨r die Problemstellung zeigt
Tabelle 5.18, wobei die Zugeho¨rigkeit fu¨r Cluster 3 aus SUB2,SCI (Referenz) das
beste Einzelmerkmal ist (Histogramm in Abbildung 5.27 links). Da das Cluster 3 die
A¨hnlichkeit zum Referenzkollektiv bewertet, deutet das auf eine zunehmende gradu-
elle Verbesserung der Patienten durch die Therapie hin. Andere relevante Merkmale
sind Spannweiten im Hu¨ftgelenk.
Zudem fa¨llt bei den relevanten A¨nderungsmerkmalen auf, dass einige von ihnen
identisch oder hoch korreliert zu den Merkmalen aus den Tabellen 5.14, 5.15 und 5.17
sind. Das zeigt, dass sich viele charakteristische SCI-Merkmale durch die Therapie
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Einzelmerkmal Ms,uk SCI,PRE SCI,POST REF,LM
ZGH Cluster 3 SUB2,SCI 0.332 0.1± 0.1 0.3± 0.3 0.8± 0.2
SpW STRI Hu¨fte fro OZR 0.195 6.0± 2.2 9.2± 2.6 12.0± 3.5
SpW STRI Hu¨fte sag OZR 0.183 31.9± 7.4 40.6± 6.9 40.4± 2.5
MAX ST Knie sag GZR 0.169 0.9± 0.5 1.9± 0.8 2.3± 0.3
MW STRI Knie sag SZR 0.161 3.6± 1.2 2.2± 0.6 2.1± 0.4
MW SW Knie sag OZR 0.158 28.1± 6.9 35.2± 8.7 39.2± 4.7
SpW STRI Becken fro OZR 0.150 3.4± 1.8 5.3± 2.5 7.9± 2.8
ZGH Cluster 1 SUB2,SCI 0.128 0.3± 0.3 0.1± 0.2 0.0± 0.0
MW PSw Hu¨fte fro GZR 0.092 −0.1± 0.1 −0.2± 0.2 −0.4± 0.2
MIN MSw OSG sag GZR 0.088 −1.7± 1.4 −0.9± 1.3 0.1± 0.2
Tabelle 5.18: Charakteristische Merkmale fu¨r die A¨nderung wa¨hrend der The-
rapie (2-Klassenproblem SCI,PRE gegen SCI,POST fu¨r jeweils 30
Datensa¨tze).
normalisieren, siehe Abbildung 5.26. Hierbei fa¨llt auf, dass die PRE-POST A¨nde-
rung (links) sich dem Referenzverhalten mit mittlerer Gehgeschwindigkeit anna¨hert
(Pfeil im rechten Bild). Die beiden Merkmale beschreiben sowohl eine gesteiger-
te Rumpfstabilita¨t (die Hu¨fte kann besser angehoben werden), als auch eine ver-
besserte Stoßda¨mpfung durch das Knie (Zunehmende Kniebeugung am Anfang des
Gangzyklus). Das therapeutische Ziel des Angleichens an ein Gangbild mit mittlerer
Gehgeschwindigkeit konnte durch die vorliegende Arbeit somit quantitativ nachge-
wiesen werden.
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Abbildung 5.26: Charakteristische Einzelmerkmale aus Tabelle 5.18.
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Neue Visualisierungen der Subgruppen
Ebenso aufschlussreich ist die Darstellung der Mittelwertzeitreihen nach der Thera-
pie mit vor der Therapie berechneten Cluster-Zugeho¨rigkeiten der Patienten (Ab-
bildungen 5.27 und 5.28). Die visualisierten Zeitreihen ermo¨glichen zumindest ten-
denzielle Aussagen u¨ber subklassenspeziﬁsche A¨nderungen durch die Therapie. So
fa¨llt auf, dass insbesondere die Patienten aus Cluster 1 stark proﬁtieren: In der
”
ZR
STRI OSG sag SZR“ sind die individuellen Streuungen deutlich verringert. Aller-
dings besteht immer noch das gestreckte Knieverhalten in Kombination mit der
erho¨hten Plantarﬂexion. Bei den beiden Clustern 2 und 4 ist qualitativ erkennbar,
dass sie sich aneinander und dem Referenzverhalten anna¨hern. Das Anna¨hern an
das Referenzverhalten ist anhand der ZGH zu Cluster 3 durch das Histogramm in
Abbildung 5.27 gezeigt. Cluster 3 ist bei der Darstellung nicht enthalten, da die Re-
ferenz nicht abgebildet ist und keine Patienten dem Cluster 3 zum PRE-Zeitpunkt
angeho¨ren, siehe Abbildung 5.27 links.
Weiterhin lassen sich die Merkmale aus Tabelle 5.18 auch in den Zeitreihen ﬁn-
den. Beispielsweise haben die Subgruppen nach der Therapie einen steileren Anstieg
des Knies im Schwung (
”
MAX ST Knie sag GZR“) oder eine erho¨hte Hu¨ftbewegung
(
”
SpW STRI Hu¨fte sag OZR“ insbesondere bei Cluster 4 in Abbildung 5.27). Die
Reduzierung der individuellen Streuungen des OSG sag (z.B. als Merkmal
”
MW
STRI OSG sag SZR“ mit Ms = 0.23) ist zwar sehr relevant, aber mit ”
MW STRI
Knie sag SZR“ mit ρ = 0.83 hoch korreliert und somit in Tabelle 5.18 herabgestuft.
Die hier gezeigten Ergebnisse und exemplarische klinische Diskussionen lassen
sich nun weiter fortfu¨hren. Insbesondere die klinische Interpretation und somit
Ru¨ckfu¨hrung der Erkenntnisse (z.B. Quantiﬁzierung der Gangqualita¨t, unterschied-
liche A¨nderungseﬀekte der Subgruppen durch die Therapie) muss fu¨r die praxisnahe
Anwendung weiter erfolgen, siehe U¨bergang von der computergestu¨tzten zur klini-
schen Analyse (Visualisierung → klinische Interpretation) in Abbildung 3.1. Der
klinische Nutzen aus den gezeigten Erkenntnissen liegt in der Optimierung von The-
rapien, der quantitativen Beschreibung von Patientenverhalten oder einem verbes-
serten Grundlagenversta¨ndnis u¨ber die Patienten.
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Abbildung 5.27: ZGH Cluster 3 von SUB2,SCI (links). Mittelwertzeitreihen
der drei Patienten-Cluster von SUB1,SCI fu¨r 30 SCI,POST-
Datensa¨tze (rechts).
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Abbildung 5.28: Darstellung der Mittelwertzeitreihen der drei Patienten-Cluster
von SUB2,SCI fu¨r 30 SCI,POST-Datensa¨tze.
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5.3.3 Zusammenfassung und Wertung
Mit den in Kapitel 3 beschriebenen modiﬁzierten Verfahren konnten wesent-
liche Beitra¨ge zur Analyse der Gang-Kinematik von SCI-Patienten erzielt
werden [88, 90, 93, 95]. Im Einzelnen sind das:
 Ein verallgemeinertes, quantitatives Maß fu¨r die Gangqualita¨t wurde in An-
lehnung an Experteneinscha¨tzungen entwickelt und bereits erfolgreich in der
klinischen Praxis umgesetzt [4, 41, 127]. Die wesentlichen Vorteile gegenu¨ber
herko¨mmlichem Vorgehen (subjektive, visuelle Einscha¨tzungen, neurologische
Maße) bestehen in der Beru¨cksichtigung der funktionellen Gang-Kinematik und
in der Quantiﬁzierung. Damit sind sie von einer subjektiven Variabilita¨t un-
abha¨ngig.
 Die Charakterisierung der SCI-Kinematik konnte gezeigt werden, z.B. wesentli-
che Merkmale in sagittaler Ebene von Hu¨fte, Knie und OSG. Sie wurden klinisch
auf Plausibilita¨t gepru¨ft und decken sich stark mit den aus der Gangqualita¨t ge-
wonnenen Erkenntnissen.
 Große klinische Akzeptanz konnte mit den Ergebnissen beim Finden von Sub-
gruppen erzielt werden. Dabei ergaben sich nur wenige voneinander deutlich un-
terscheidbare funktionelle Mechanismen trotz der neurologisch stark heterogenen
SCI-Patienten.
 Die Methodik wurde ebenfalls zur Dokumentation der Therapieerfolge in der
Gang-Kinematik eingesetzt. Bei den meisten Patienten konnte eine Normalisie-
rung der wesentlichen, charakteristischen SCI-Merkmale gezeigt werden. Es wur-
den auch Patienten erkannt, die keine Verbesserung der Gangqualita¨t zeigten.
Dadurch kann eine rechtzeitige Optimierung der Therapie eingeleitet werden.
6 Zusammenfassung und Ausblick
Die vorliegende Arbeit schla¨gt ein Konzept fu¨r eine modellgestu¨tzte Diagnostik mit-
tels Data Mining am Beispiel der Bewegungsanalyse vor. Dabei handelt es sich um
eine neue Strategie, die empirische Vorgehensweisen bei der Analyse von Zeitrei-
hen (Kapitel 2) formalisiert und in eine datenbasierte Auswertung integriert. Hier-
zu wurden interpretierbare Merkmale extrahiert und verschiedene u¨berwachte und
unu¨berwachte Lernverfahren eingesetzt (Kapitel 3). Das gesamte Konzept der Ar-
beit ist in einem erweiterten Programmsystem realisiert (Kapitel 4). Die Ergebnisse
wurden beispielhaft in der klinischen Bewegungsanalyse anhand der Messdaten von
Patienten mit infantiler Cerebralparese und inkompletter Querschnittla¨hmung sowie
Probanden ohne orthopa¨dische Einschra¨nkungen als Referenz demonstriert (Kapi-
tel 5).
Die zentrale Idee und der Innovationswert der Arbeit besteht in der Aufbereitung
der Messdaten zu einem einheitlichen, auf Expertenbefragungen basierenden Merk-
malssatz, so dass dieser auf beliebige Datensa¨tze und klinische Problemformulierun-
gen angewendet werden kann. Da somit das empirische Analysevorgehen in die rech-
nerbasierte Analyse einbezogen wurde, entsteht ein hoher Grad an interpretierbaren
Ergebnissen. Sie sind bereits in der klinischen Praxis umgesetzt [4, 41, 127, 175].
Die wichtigsten Ergebnisse der Arbeit sind:
1. Eine neue universelle Methodik mit modularen Elementen wurde entwickelt. Da-
durch lassen sich im Gegensatz zu bisherigen bekannten Analysen von Bewe-
gungsdaten verschiedene Patientengruppen untersuchen und auf unterschiedliche
Problemstellungen hin auswerten.
2. Eine erweiterte, systematische Vorverarbeitung wurde entwickelt, die die Vorge-
hensweise klinischer Experten formalisiert abbildet.
3. Die systematische Vorverarbeitung ist in ein neues methodisches Konzept inte-
griert, das die Anwendung verschiedener Data Mining Methoden fu¨r die Auswer-
tung klinischer Bewegungsdaten ermo¨glicht.
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4. Die verwendeten Data Mining Methoden (z.B. Relevanzbewertungen durch in-
formationstheoretische Maße, u¨berwachte Fuzzy-Klassiﬁkatoren, unu¨berwachte
Fuzzy-Cluster-Verfahren) wurden mit bereits bestehenden Methoden zur klini-
schen Datenanalyse (z.B. empirische Analysen) verglichen und deren Vorteile
aufgezeigt.
5. Modiﬁkationen bei der Anwendung von Data Mining Methoden wurden gelei-
stet, um bessere Analyseergebnisse zu erhalten. Hierzu za¨hlen beispielsweise der
formalisierte Einbezug von Apriori-Wissen oder die Validierung von Ergebnissen
mit Hilfe bekannter Gruppen bei der Struktursuche von unbekannten Subgrup-
pen.
6. Der Aufbau und die Erprobung einer neuen Softwaretoolbox zur automatisierten
Datenvor- und -weiterverarbeitung wurde realisiert, die das hier erarbeitete neue
methodische Konzept beinhaltet.
7. Durch die formalisierte Abbildung der klinischen Vorgehensweise und den Einsatz
ausgewa¨hlter Data Mining Methoden mit den entsprechenden Modiﬁkationen
konnte die klinische Interpretation von computerbasierten Ergebnissen erreicht
werden.
8. Durch die hierarchische Quantiﬁzierung und Lokalisierung von Gangabweichun-
gen und der Kombination von Experteneinscha¨tzungen ist die Berechnung einer
quantitativen Gangqualita¨t entwickelt worden, die der besseren und detaillierte-
ren Patienteneinscha¨tzung dient.
9. Bei der Auswertung der Bewegungsdaten mit dem neuen Konzept konnten cha-
rakteristische Merkmale gefunden werden, die Patientenkollektive besser be-
schreiben als bereits bekannte Merkmale aus der Literatur.
10. Bisher nur qualitativ bekannte bzw. unbekannte Beziehungen zwischen den Ge-
lenken konnten durch die Struktursuche nach unbekannten Subgruppen aufge-
zeigt und quantitativ beschrieben werden. Derartige Beziehungen ko¨nnen auch
fu¨r prognostische Aussagen bei der Therapie herangezogen werden, wie z.B. ge-
ringe bzw. keine Verbesserung von ICP-Recurvatum Patienten durch Botulinum-
Toxin.
Die mit der neuen Methodik erzielten Ergebnisse wurden zuna¨chst mit existie-
renden klinischen Ergebnissen aus der Literatur [125, 136, 150, 159, 174] erfolgreich
validiert. Wesentliche Beitra¨ge zur Lo¨sung oﬀener Fragen aus der Literatur, wie z.B.
stark subjektiv gepra¨gte Merkmalsextraktion, empirische Vermutungen, fehlende
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Transparenz oder Betrachtung eines eingeschra¨nkten Analyseraums, konnten durch
die rein rechnergestu¨tzte Vorgehensweise erreicht werden [89, 90, 91, 92, 94, 96].
Vorteile gegenu¨ber existierenden Verfahren [30] sind
 die Universalita¨t (Bearbeitung unterschiedlicher klinischer Fragestellungen)
durch die Modularita¨t der Methodik,
 die Unabha¨ngigkeit von der Pathologie (anwendbar auf beliebige Patientengrup-
pen) durch die reine computerbasierte Auswertung mit formalisiert einbezogener
subjektiver Vorgehensweise,
 die Objektivita¨t durch den Einsatz von Rechnern auf diesem Gebiet,
 die Vollsta¨ndigkeit und Systematisierung durch die Betrachtung des gesamten
Datenraumes sowie
 die Interpretierbarkeit durch Nachbildung des subjektiven Analysevorgehens.
Die Data Mining Methoden sind somit in der Lage, neue Hypothesen u¨ber Zu-
sammenha¨nge zu erkennen sowie klinische Aussagen zu belegen. Alle so aufgestellten
neuen Hypothesen mu¨ssen anschließend mit klinischen und biomechanischen Ex-
perten eingehend analysiert werden, um die zugrundeliegenden Ursache-Wirkungs-
Mechanismen zu verstehen.
Das vorgeschlagene Konzept ist oﬀen fu¨r zuku¨nftige Erweiterungen:
Das Finden von Subgruppen kann in pra¨ziseren Merkmalsra¨umen erfolgen, bei-
spielsweise mit interpretierbaren Einzelmerkmalen.
Mit dem Einbezug biomechanischer Modelle in die neue Methodik ko¨nnen bis-
lang noch nicht manifestierte grundlegende pathologische Zusammenha¨nge erforscht
werden. Insbesondere bei chirurgischen Eingriﬀen in den Bewegungsapparat ist das
Wissen u¨ber derartige oftmals unbekannte Zusammenha¨nge wichtig.
Die systematische Auswertung der Gangdaten erforderte neue kategorische Be-
zeichner. Fu¨r die klinische Anwendung kann die Interpretierbarkeit der hier ver-
wendeten Abku¨rzungen durch Ru¨ckumwandlung in orthopa¨dische Bezeichnungen
gesteigert werden. Erste Ansa¨tze sind durch die automatisierten Erkla¨rungstexte
gezeigt worden. Weiterhin ko¨nnen nun die mit dem neuen Konzept zur Verfu¨gung
stehenden Ergebnisse in eine verbesserte praxisnahe Verwendung u¨berfu¨hrt werden.
Die dazu notwendige klinische Interpretation konnte in der vorliegenden Arbeit nur
exemplarisch erfolgen und ist weiter auszubauen. Deren gezeigte Potentiale bieten
konkretisierte und systematisch dokumentierte Entscheidungsﬁndungen fu¨r klinische
Experten.
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ASIA: Neurologische Bewertung von Schmerz- bzw. Druckempﬁndlichkeit (fu¨r 28
Ko¨rperbereiche wie Brust, Oberarm, Oberschenkel, . . . Punkteverteilung von
Null (abwesend) bis zwei (normal bei leichter Beru¨hrung und Nadelstichemp-
ﬁnden)) und motorischen Fa¨higkeiten der Extremita¨ten (fu¨r zehn Muskelgrup-
pen wie Ellenbogenbeuger, Hu¨ftbeuger, Kniestrecker, . . . Punkteverteilung von
Null (komplette La¨hmung) bis fu¨nf (aktive Bewegung u¨ber volles Bewegungs-
ausmaß gegen vollen Widerstand)), siehe [33].
Botulinum-Toxin, Botulinum-A-Toxin: Eines der sta¨rksten Nervengifte, die
Wirkung zielt auf die Nervenenden ab. Anwendung im medizinischen Bereich,
in kleinsten Dosen: Im Muskel eingespritzt (injiziert) wirkt es voru¨bergehend
la¨hmend (ca. 3 Monate, vollsta¨ndiger Abbau bis ca. 1.5 Jahre), Anwendungen
vorwiegend bei Spastik [81, 152].
diplegisch: Beide Beine (oder Arme) von La¨hmungserscheinungen betroﬀen.
distal: Vom Ko¨rpermittelpunkt nach unten entferntes Segment, s. Abbildung A.3.
Doppelstand: Phase, in der beide Fu¨ße gleichzeitig Bodenkontakt haben (double-
support). Sie umfasst beim normalen Gehen (bei mittlerer Geschwindigkeit)
ca. 10% des gesamten Gangzyklus und beﬁndet sich zwischen dem Fersen- und
Fußsohlenkontakt des einen Beines (Abbildung A.1) sowie Fersen- und Zehen-
ablo¨sung des anderen Beines. Die Zeit des Doppelstands ist antiproportional
zur Gehgeschwindigkeit [17]. Beim Laufen kommt der Doppelstand gar nicht
vor.
Gang- oder Schrittzyklus: Intervall, in dem die Gang-Aktivita¨ten zwischen
zwei Bodenaufsetzpunkten eines Fußes (Initial Contact, IC) beschrieben wer-
den. Bei Menschen ohne orthopa¨dische Einschra¨nkungen setzt die Ferse zuerst
auf (Heel Strike). Die verschiedenen Aktivita¨ten wa¨hrend eines Gangzyklus
werden in % des vollsta¨ndigen Gangzyklus angegeben, wobei sie in unter-
schiedliche Schrittphasen unterteilt werden ko¨nnen (s. unten und [17, 120]).
158 A Begriﬀe
Ein Gangzyklus umfasst eine Standphase (ca. 60% bei mittlerer Gehgeschwin-
digkeit) und eine Schwungphase (ca. 40%, Abbildungen A.1 und A.2). In der
Literatur werden weiterhin drei Hauptaufgaben unterschieden. Diese sind Ge-
wichtsu¨bernahme auf das betrachtete Bein (weight acceptance, Loading Re-
sponse), Tragen des Ko¨rpergewichts auf diesem Bein (single limb support, Mid
Stance und Terminal Stance) und das Vorbringen des anderen Beines (limb
advancement, Schwung) [63, 120].
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Abbildung A.1: Einteilungen eines Gangzyklus, hier am Beispiel eines Kniege-
lenkwinkelverlaufs eines Probanden.
hemiplegisch: La¨hmungserscheinungen in einem Arm und einem Bein auf der sel-
ben Ko¨rperseite, d.h. eine neuromuskula¨re Funktionssto¨rung einer Ko¨rperseite
aus frontaler Sicht, die andere Ko¨rperseite ist nahezu intakt [174].
Kadenz: Schrittrate pro Minute.
Klasse (Ausgangsklasse): Nach [22] umfasst eine Klasse diejenigen Objekte,
die eine Einheitlichkeit, gema¨ß deﬁnierter Kriterien, aufweisen. Hierbei wird
in semantische (inhaltliche A¨hnlichkeit, oft empirisch zweckbestimmt) und
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Abbildung A.2: Einteilung in Gangphasen [108].
natu¨rliche (formale A¨hnlichkeit, z.B. durch Absta¨nde deﬁniert) Klassen un-
terschieden. Klasseneinteilungen sind z.B.
”
Patienten-Referenz“,
”
Untersu-
chungszeitpunkte“, wie PRE-POST-therapeutische Untersuchung oder
”
pa-
thologische Subgruppen“. Wa¨hrend Objekte elementare Informationen tragen,
liefern Klassen mit ihrer Gesamtheit an Objekten globale Informationen.
Ko¨rperbewegungen: In der Orthopa¨die werden gelenkspeziﬁsche Bewegungen
verwendet, siehe Tabelle A.1.
Ko¨rperebenen: In der Medizin / Orthopa¨die werden drei ﬁktive Ebenen durch
den menschlichen Ko¨rper unterschieden, diese sind frontal (d.h. senkrecht zur
Betrachtungsrichtung von vorne), sagittal (von der Seite) und transversal (von
oben), siehe Abbildung A.4.
Ko¨rperrichtungen: In der Medizin werden fu¨r die verschiedenen Glieder ent-
sprechende Richtungsbezeichnungen verwendet (Abbildung A.3), z.B. bedeu-
tet Abduktion vom Ko¨rper weg und Adduktion zum Ko¨rper hin, distal vom
Ko¨rperzentrum (proximal) weg.
Merkmal: Merkmale sind charakteristische Eigenschaften von Objekten und die-
nen zu deren Beschreibung [22]. Merkmale werden hier als Oberbegriﬀ fu¨r
Einzelmerkmale (z.B. Raum-Zeit-Parameter, oder berechnete Merkmale
aus den Zeitreihen, wie Maxima) und Zeitreihen (Zeitreihenmerkmale z.B.
Knieﬂexions-Zeitreihe) verwendet.
monoplegisch: La¨hmungserscheinung in nur einer Extremita¨t.
Objekt: Objekte sind allgemeine diskrete Abbildungen (Modelle) von Systemen.
Sie werden durch einen Satz von Informationen u¨ber das System erkla¨rt [22].
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Gelenk/
Segment
Sagittale Ko¨rperebene Frontale Ko¨rperebe-
ne
Transversale
Ko¨rperebene
Becken Anterior (nach vorne) >
0◦ (0◦ ∼= senkrecht ge-
streckt),
Kranial (nach
rechts), > 0◦
Innenrotation,
> 0◦
Posterior (nach hinten)
< 0◦
Kaudal (nach links),
< 0◦
Außenrotation,
< 0◦
Hu¨fte Flexion (zum Bauch hin
gebeugt) > 0◦, (0◦ ∼=
senkrecht gestreckt),
Adduktion (zur
Ko¨rpermitte), > 0◦
Innenrotation,
> 0◦
Extension < 0◦ Abduktion (vom
Ko¨rper weg, nach
außen), < 0◦
Außenrotation,
< 0◦
Knie Flexion (nach hinten ge-
beugt) > 0◦ (0◦ ∼= senk-
recht gestreckt),
Adduktion (zur
Ko¨rpermitte), > 0◦
Innenrotation,
> 0◦
Extension < 0◦ Abduktion (vom
Ko¨rper weg, nach
außen), < 0◦
Außenrotation,
< 0◦
Oberes
Sprungge-
lenk
Dorsalﬂexion (nach oben
gebeugt), > 0◦ ∼= waage-
rechte Stellung,
Adduktion (zur
Ko¨rpermitte), > 0◦
Innenrotation,
> 0◦
(OSG) Plantarﬂexion < 0◦ Abduktion (vom
Ko¨rper weg, nach
außen), < 0◦
Außenrotation,
< 0◦
Tabelle A.1: Orthopa¨dische Gelenkbezeichnungen (bzw. Becken-Segment) und
Winkelangaben der in dieser Arbeit verwendeten Zeitreihen und
Kategorisierung.
Somit werden alle Gangdaten einer Person zu einem Objekt (dieser Person)
zusammengefasst.
Orthopa¨die: Wissenschaft von der Erkennung und Behandlung angeborener oder
erworbener Fehler des menschlichen Bewegungsapparats, sowie Fehlbildungen
und Erkrankungen der Bewegungsorgane.
pathologisch: Krankhaft, von der
”
Norm“ abweichend.
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Abbildung A.3: Ko¨rperrichtungen bei verschiedenen Gliedern, nach [2].
Personenbasisdaten: In dieser Arbeit als Oberbegriﬀ fu¨r patientenspeziﬁsche
Daten, die aus der Voruntersuchung hervorgehen, wie z.B. Gro¨ßen (gesam-
ter Ko¨rper, Beine, Fu¨ße, . . . ), Gewicht, Alter, Geschlecht, maximale Bewe-
gungsfa¨higkeit der Gelenke, Begleiterkrankungen.
Physiologie: Wissenschaftsgebiet zur Untersuchung
”
normaler“ biophysikalischer
Lebensvorga¨nge.
proximal: Ko¨rpersegment na¨her am Ko¨rpermittelpunkt gelegen, s. Abbil-
dung A.3.
quatroplegisch: La¨hmungen in allen vier Extremita¨ten
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Abbildung A.4: Ko¨rperebenen und Richtungen, nach [2].
Raum-Zeit-Parameter (Time-Distance-Parameters): Einzelmerkmale, die
wa¨hrend der Ganganalyse ebenfalls erhoben werden, wie z.B. Schrittla¨nge,
oder Kadenz (Schritte/Minute), (absolute) Gehgeschwindigkeit, Zeitdauer des
Schrittes, prozentuale Aufteilung der einzelnen Schrittphasen.
Schritt: Ein Schritt wird in dieser Arbeit verwendet, um den Prozess zwischen zwei
Fußaufsetzpunkten (IC) des linken und rechten Fußes zu beschreiben (step).
Ein Gangzyklus besteht somit aus zwei hintereinander folgenden Schritten
(stride, hier als Doppelschritt bezeichnet).
Schrittphasen: Der komplette Schrittzyklus wird u¨blicherweise in sieben Schritt-
phasen eingeteilt, siehe Abbildungen A.1 und A.2 sowie [17, 120]. Der Initial
Contact (IC) ist hierbei ein Ereignis und wird oftmals zwischen 0% und 2%
des Gangzyklus angegeben. Die Schrittphasen umfassen im Einzelnen:
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Loading Response (LR, 0%-10%): Die Phase beginnt mit dem Fußauf-
setzpunkt (IC, 0%-2%) und endet, wenn der andere Fuß abgehoben ist.
Dabei wird das nach unten verlaufende Ko¨rpergewicht abgebremst, es
ﬁndet eine Stoßda¨mpfung statt (Shock Absorbtion).
Mid Stance (MSt, 10%-30%): Diese Phase beginnt, wenn der andere Fuß
abgehoben ist und endet, wenn das Ko¨rpergewicht u¨ber dem betrachteten
Fuß lastet. Sie ist die erste Phase, bei der nur ein Fuß Bodenkontakt hat.
Dabei lastet ein Großteil des Ko¨rpergewichts auf diesem Fuß. Bei ca. 15%
ist die Fußsohle im vollsta¨ndigen Kontakt zum Boden (foot ﬂat).
Terminal Stance (TSt, 30%-50%): Die Phase schließt sich wiederum an
die vorherige an (MSt) und endet mit dem IC des anderen Fußes. Sie
beinhaltet die Fersenablo¨sung des einen Fußes. Der Ko¨rper bewegt sich
vor diesen Fuß. Bei ca. 45% ist dabei die Ferse vollsta¨ndig vom Boden
abgelo¨st.
Pre-Swing (PSw, 50%-60%): Die Phase beginnt mit dem IC des anderen
Fußes und endet mit der Zehenablo¨sung des betrachteten Fußes (Toe-
Oﬀ), wobei eine Abstoßphase (Push-Oﬀ) vorkommt.
Initial Swing (ISw, 60%-73%): Sie ist die erste Schwungphase des be-
trachteten Beines und endet, wenn sich dieses Bein gegenu¨ber dem ande-
ren (jetzt Stand-) Bein beﬁndet. Hierbei wird das Schwungbein beschleu-
nigt.
Mid Swing (MSw, 73%-87%): Die Phase endet, wenn das Schwungbein
vorn ist und das Schienbein des anderen (Stand-) Beines vertikal gerichtet
ist.
Terminal Swing (TSw, 87%-100%): Letzte Schwungphase, sie endet mit
dem Aufsetzen des Fußes (IC) und beinhaltet auch ein Abbremsen des
Beines wa¨hrend dem Schwung.
Spastik: Unfa¨higkeit, einen Muskel zu entspannen.
WISCI: Funktionale Bewertung des Gehens mit einer Punkteverteilung von Null
(gar nicht gehfa¨hig) bis 20 (gehfa¨hig u¨ber eine Strecke von mindestens 20
Metern ohne Gehhilfen), siehe [43, 44].
Zerebralparese, Cerebralparese (Cerebral Palsy, CP): CP-Patienten lei-
den an einer Sto¨rung der Gehirnzentren, die die Haltung und Bewegung
kontrollieren. Dies fu¨hrt zu einer U¨beraktivita¨t bestimmter Muskeln oder
einer Unfa¨higkeit, die Muskeln gezielt zu kontrollieren. Handelt es sich um die
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Abk. Standardisierte Individuelle Phaseneinteilung Bedeutung
Gangphasen
STRI 0%..100% 0..K Stride, kompletter
Gangzyklus
ST 0%..60% 0..kST Stance, Standphase
SW 60%..100% kST ..K Swing, Schwung-
phase
IC 0%..2% 0.. 150 ·K Initial Contact
LR 0%..10% 0..kLR Loading Response
MSt 10%..30% kLR..kMSt, kMSt = kLR + 12 · (kTSt − kLR) Mid Stance
TSt 30%..50% kMSt..kTSt, kTSt = kMSt + 12 · (kTSt − kLR) Terminal Stance
PSw 50%..60% kTSt..kST Pre Swing
ISw 60%..73% kST ..kISw, kISw = kST + 13 · (K − kST ) Initial Swing
MSw 73%..87% kISw..kMSw, kMSw = kISw + 13 · (K − kST ) Mid Swing
TSw 87%..100% kMSw..K Terminal Swing
Tabelle A.2: Abku¨rzungen der einzelnen Schrittphasen. Bei der Berechnung in-
dividueller Phaseneinteilungen werden kLR (Einzelunterstu¨tzungs-
phase des betrachteten Beins bzw. Fußablo¨sung des gegenu¨berlie-
genden Beins), kTSt (Fußaufsetzen des gegenu¨berliegenden Beins),
kST (Fußablo¨sung des betrachteten Beins) und K (Fußaufsetzen des
betrachteten Beins, auch als IC bezeichnet) gemessen.
Wadenmuskulatur, kommt es zu einer Spitzfuß-Stellung (Pes Equinus), wobei
die U¨beraktivita¨t ha¨uﬁg gerade bei schnellen Bewegungen (z.B. beim Gehen)
auftaucht. Bei heranwachsenden Kindern (infantile CP, ICP) kann durch
die sta¨ndigen Fehlhaltungen eine Missbildung von Muskeln und Gelenken
resultieren, z.B. Muskelverku¨rzungen, Fußscha¨digungen. Mit der ICP treten
auch manchmal Anfallsleiden (Epilepsie), Sehsto¨rungen oder andere Verhal-
tensauﬀa¨lligkeiten auf [2]. Je nach Ausmaß der ICP sind gute Therapieerfolge
im fru¨hen Sa¨uglingsalter durch die Vojta- oder Bobath-Therapie mo¨glich,
wobei eine Diagnose durch pathologische, fru¨hkindliche Reﬂexe oder durch
Computertomographie erfolgen kann. Eine Heilung wegen der Gehirnscha¨di-
gung im fortgeschrittenen (Kindes-) Alter ist fast nicht mo¨glich, wohl aber
eine Besserung. Die Ha¨uﬁgkeit der Zerebralparese von Geburt an betra¨gt ca.
2,0-2,5 [26].
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C Methoden und
Theoriegrundlagen
C.1 Hauptkomponentenanalyse u¨ber Zeitreihen
Die Hauptkomponenten u¨ber Zeitreihen (K = 100 Abtastzeitpunkte entspricht ei-
nem K-dimensionalen Merkmalsraum) berechnen sich mit Gl. (3.41). Die φi Eigen-
vektoren dienen als aﬃne (
”
Linearita¨t“ ohne Beru¨cksichtigung des translatorischen
Anteils) Transformationsvorschrift fu¨r die einzelnen Abtastzeitpunkte der Zeitrei-
hen, links und Mitte in Abbildung C.1. Dadurch entsteht ein virtueller, dimensi-
onsreduzierter Merkmalsraum, rechts in Abbildung C.1. Die Klasseneinteilung (hier
ICP,PRE und REF) geht in die Berechnung nicht mit ein. Daher kann die Haupt-
komponentenanalyse nur bedingt zur Klassentrennung eingesetzt werden (im Gegen-
satz zur Diskriminanzanalyse mit a¨hnlicher Mathematik). In Abbildung C.1 rechts
ist diese Klasseneinteilung lediglich zur Orientierung mit angegeben. Die klinische
Interpretation ist in diesem virtuellen Raum sehr schwierig.
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Abbildung C.1: Links: Zeitreihen von 106 Datensa¨tzen (86 ICP,PRE Patien-
ten, 20 REF,K Personen), Mitte: Transformationsvorschrift
der Hauptkomponentenanalyse (Eigenvektoren φ1 , φ2), rechts:
Transformierte Merkmale im zweidimensionalen Raum.
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C.2 Proximita¨tsmaße
Der Begriﬀ Proximita¨tsmaße dient als Oberbegriﬀ fu¨r Distanz- und A¨hnlichkeits-
maße [11].
Zwei Winkelverla¨ufe (Zeitreihen, siehe z.B. Abbildung C.2) Zi[k] und Zj[k], k =
1..K ko¨nnen unterschieden werden, indem fu¨r jeden Abtastzeitpunkt ein Abstands-
maß eingefu¨hrt wird und diese aufsummiert werden. Ein Abstandsmaß zweier Vek-
toren (Minkowski-Metrik [11], hier am Beispiel zweier Zeitreihen) ist
δi,j = [
K∑
k=1
|Zi[k]− Zj[k]|r] 1r , (C.1)
wobei dieses fu¨r r = 2 die Euklidische Norm ist. Da dieses Maß mit zunehmender
Anzahl K steigt, wird im Folgenden ein auf die Anzahl K gemitteltes Abstandsmaß
δi,j = [
1
K
·
K∑
k=1
|Zi[k]− Zj[k]|r] 1r , (C.2)
mit r = 2 verwendet. In Matrixschreibweise ist ein quadratisches Abstandsmaß
δ2(zj, zi) = (zj − zi)T ·M · (zj − zi), (C.3)
wobei M eine Gewichtungsmatrix ist. Wenn M = I die Einheitsmatrix ist, wird die
quadratische Euklidische Distanz (vgl. (C.1)) erhalten. Ist M die inverse Kovari-
anzmatrix (u¨ber alle Datensa¨tze, oder nur eine bestimmte Auswahl) wird der Ab-
stand entsprechend der Datenstreuung gewichtet (z.B. Mahalanobis- oder Tatsuoka-
Distanz, [155]).
Eine weitere Mo¨glichkeit, zwei Zeitreihen zu vergleichen, besteht in der Betrach-
tung der Korrelation. Eine Korrelation kann als Maß fu¨r den Zusammenhang zwi-
schen zwei Variablen angesehen werden. Bei Zeitreihen kann sie somit als Maß fu¨r
den Zusammenhang zwischen zwei Verla¨ufen (unabha¨ngig von ihrer Distanz) dienen.
Die Korrelation berechnet sich durch
ρi,j =
∑N
k=1 (Zi[k]−MW(Zi[k])) · (Zj[k]−MW(Zj[k]))√∑N
k=1 (Zi[k]−MW(Zi[k]))2 ·
∑N
k=1 (Zj[k]−MW(Zj[k]))2
=
1
N
·∑Nk=1 (Zi[k]−MW(Zi[k])) · (Zj[k]−MW(Zj[k]))√
σ2i · σ2j
, (C.4)
wobei MW(Zi[k]) bzw. MW(Zj[k]) der Mittelwert der i-ten bzw. j-ten Zeitreihe
ist. Sie kann als normierte Kovarianz zweier Merkmale (hier Zeitreihen) betrachtet
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Abbildung C.2: Zwei Zeitreihen mit dem Abstandsmaß aus Gl. (C.2) fu¨r die
Standphase δi,j = 12.79
◦ und die Schwungphase δi,j = 15.30◦.
werden, wobei sie bezu¨glich beider Standardabweichungen normiert ist. Das Kor-
relationsmaß kann somit Werte zwischen -1 und +1 annehmen. Ein Wert von +1
bedeutet eine positive Korrelation. Hierbei sind die Kurvenverla¨ufe identisch, aller-
dings unabha¨ngig von ihrer Distanz (Mittelwert) bzw. eines (konstanten und positi-
ven) Versta¨rkungsfaktors. Ein Wert von -1 bedeutet eine negative Korrelation, der
Versta¨rkungsfaktor ist negativ (die Verla¨ufe sind um ihre jeweilige Mittelwertsachse
gespiegelt). Eine Korrelation von 0 (unkorreliert) bedeutet, dass der Kurvenver-
lauf der einen Kurve nicht aus dem der anderen erschlossen werden kann [144]. So
haben zwei gleiche Sinuskurven, die sich nur um einen Phasenwinkel von π
2
un-
terscheiden, eine Korrelation von 0, d.h. unter Vorgabe eines Funktionswertes der
einen Sinuskurve kann der entsprechende Wert der anderen Kurve nicht eindeutig
bestimmt werden (ohne zusa¨tzliche Information, z.B. Zeit, Abbildung C.3). In der
Ganganalyse ko¨nnen durch Messfehler oder durch individuelle Unterschiede die Kur-
venverla¨ufe zeitverzo¨gert sein, so muss dies in der Korrelationsbetrachtung beru¨ck-
sichtigt werden. Die zu vergleichenden Kurven sind somit auch mit einer bestimmten
Zeitverzo¨gerung zu untersuchen. Die Autokorrelation betrachtet um K Abtastwerte
verschobene Abha¨ngigkeiten einer Zeitreihe. Sie wird durch formales Ersetzen der
Zeitreihe Zj[k] in Gleichung (C.4) durch die zeitverschobene Zeitreihe Zi[k + ∆k]
berechnet. Die Kreuzkorrelation betrachtet hingegen zwei verschiedene, zeitverscho-
bene Zeitreihen. Als Zusammenfassung liefert Tabelle C.1 einen U¨berblick.
Die Auto- bzw. Kreuzkorrelationsfunktion (AKF, KKF) zeigt die entsprechen-
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Abbildung C.3: Beispiele fu¨r Korrelationskoeﬃzienten ρ bei mit dem Winkel ϕ
phasenverschobenen Sinuskurven, links: Darstellung der beiden
Verla¨ufe (sin(x) und sin(x+ϕ)) gegeneinander, rechts: Darstel-
lung beider Verla¨ufe gegenu¨ber x-Koordinate.
Bezeichnung Berechnung
Korrelation ρi,j =
1
N
·∑Nk=1(Zi[k]−MW(Zi[k]))·(Zj [k]−MW(Zj [k]))√
σ2i ·σ2j
Autokorrelation ρi,K =
1
N−K ·
∑N−K
k=1 (Zi[k]−MW(Zi[k]))·(Zi[k+K]−MW(Zi[k])∗)
σ2i
mit MW(Zi[k]) =
1
N−K ·
∑N−K
k=1 Zi[k]
und MW(Zi[k])
∗ = 1
N−K ·
∑N
k=K Zi[k]
Kreuzkorrelation ρi,j,K =
1
N−K ·
∑N−K
k=1 (Zi[k]−MW(Zi[k]))·(Zj [k+K]−MW(Zj [k]))√
σ2i ·σ2j
Tabelle C.1: U¨berblick verschiedener Korrelationen.
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den Korrelationskoeﬃzienten gegenu¨ber einer Verschiebung K auf (Abbildung C.4).
Dadurch ko¨nnen beispielsweise charakteristische Zeitverzo¨gerungen beim Vergleich
von Gangkurven aufgedeckt werden.
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Abbildung C.4: Links: Autokorrelationsfunktion der oberen Zeitreihe aus Abbil-
dung C.2, sie sind immer symmetrisch und rechts: Kreuzkorre-
lationsfunktion der Zeitreihen aus Abbildung C.2.
Ein weiteres Maß ist die nicht-parametrische Rang-Korrelation. Es betrachtet
lediglich die Rangfolge zweier Messgro¨ßen, die zudem keiner bestimmten Vertei-
lung unterliegen mu¨ssen. Es ist robuster gegen Ausreißer, a¨hnlich dem Zentral-
wert oder Median. Am Beispiel der beiden Zeitreihen Zi[k] und Zj[k] sei Ri[k] und
Rj[k] die Rangreihenfolge der Zeitreihenelemente, woraus sich der Spearman-Rang-
Korrelationskoeﬃzient durch
rsi,j =
∑N
k=1 (Ri[k]−MW(Ri)) · (Rj[k]−MW(Rj))√∑N
k=1 (Ri[k]−MW(R)i)2 ·
∑N
k=1 (Rj[k]−MW(R)j)2
(C.5)
berechnet.
Derartige Proximita¨tsmaße sind allerdings klinisch wenig akzeptiert, so dass sie
in dieser Arbeit nicht zur direkten Interpretation von Zeitreihen verwendet werden.
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C.3 Cluster-Verfahren
In der Literatur werden unterschiedliche Prinzipien von Cluster-Verfahren unter-
schieden, z.B. hierarchische oder partitionierende Verfahren [11, 45]. Bei den hie-
rarchischen Verfahren werden entweder Cluster sukzessiv vereint (agglomerativ, be-
ginnend mit jedem Datensatz als ein Cluster) oder getrennt (divisiv, beginnend mit
einem Cluster u¨ber alle Datensa¨tze). Das Vereinen oder Trennen von Clustern kann
unterschiedlich erfolgen [20, 22, 70], z.B. single linkage (kleinste Distanz zwischen
Datensa¨tzen zweier Cluster), complete linkage (gro¨ßte Distanz der Datensa¨tze zwei-
er Cluster) oder centroid linkage (mittlere Distanz aller Datensa¨tze zweier Cluster).
Die partitionierenden Verfahren gehen von einer bestimmten Cluster-Anzahl aus
und optimieren die Zugeho¨rigkeit der Datensa¨tze zu den Clustern, ein allgemeines
Vorgehen zeigt Abbildung C.5. Daher ko¨nnen die Fuzzy-Cluster-Verfahren, die ei-
ne Optimierungsfunktion minimieren, zu den partitionierenden Verfahren geza¨hlt
werden [66]. Ein Beispiel einer Optimierungsfunktion zeigt Gl. (3.27a), die große
Cluster-Zugeho¨rigkeiten u und kleine Distanzen dc (bzw. umgekehrt) favorisiert.
Abbildung C.5: Prinzip zur iterativen Cluster-Berechnung.
Nachfolgend werden die Leistungen unterschiedlicher Fuzzy-Verfahren anhand
eines Testdatensatzes (Abbildung C.6 links) demonstriert. Die Fuzzy-Verfahren
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sind der Fuzzy-C-Means mit Euklidischer Distanz (EU), der Fuzzy-C-Means mit
Mahalanobis-Distanz (MA), der Gustafson-Kessel (GK) und der Gath-Geva (GG),
siehe Abschnitt 3.8.2. Der Testdatensatz besteht aus fu¨nf intuitiv einteilbaren Klas-
sen A bis E. Diese Klassen unterscheiden sich in ihrer Ausrichtung und Position,
so dass charakteristische Eigenschaften der verschiedenen Cluster-Algorithmen ver-
deutlicht werden ko¨nnen. In der Ganganalyse kommen allerdings derart oﬀensichtlich
zu trennende Klassen selten vor, meistens u¨berlappen sich die Klassen, insbesondere
die Patientensubgruppen.
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Abbildung C.6: Links: Ku¨nstlicher Testdatensatz mit zwei Merkmalen und
fu¨nf intuitiv einteilbaren Klassen mit deren Korrelationsanga-
ben ρA..E, rechts: Cluster Ergebnis durch den EU mit fu¨nf
Cluster-Zentren , zufa¨lligen Start-Clustern  und Euklidischer
Distanz. Die maximale Zugeho¨rigkeit zu den jeweiligen Cluster-
Zentren ist symbolisch durch ·, ◦,×,+,♦ dargestellt.
Durch den EU werden wegen der Euklidischen Distanz kugelfo¨rmige Punk-
tanha¨ufungen erkannt, z.B. Klasse B (siehe Ausrichtung der
”
Distanz-Metrik“, hier
als
⊕
symbolisiert, wobei die leichte ovale Form lediglich durch die unterschied-
lichen Achsenskalierungen verursacht ist). Die Klassen C und D ko¨nnen ebenfalls
gut erkannt werden, da sie ausreichenden Abstand zueinander haben. Allerdings
werden dadurch auch Datensa¨tze der Klassen A und E mit in diese beiden Cluster
einbezogen. Daher werden auch die Cluster-Zentren von ◦ und ♦
”
weggedru¨ckt“.
Beim MA ist die
”
Distanz-Metrik“ entsprechend der Kovarianz aller Datensa¨tze
ausgerichtet, siehe Abbildung C.7 links. In Richtung der Hauptdiagonalen (von links
unten nach rechts oben) sind die Distanzen reduziert. Eine Auswirkung dabei ist,
dass die Klassen C und D in einem Cluster enthalten sind und damit auch einige
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Datensa¨tze aus Klasse E. Die Klasse A wird in zwei Cluster aufgeteilt, da die Distanz
senkrecht zur Hauptdiagonalen vergro¨ßert wird.
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Abbildung C.7: Links: FCM Ergebnis mit Mahalanobis-Distanz, rechts:
Gustafson-Kessel-Algorithmus mit Start-Clustern vom FCM,
Euklidischer Distanz.
Der GK beru¨cksichtigt clusterspeziﬁsche Datenausrichtungen. Daher ko¨nnen die
Klassen A bis C gut erkannt werden (siehe Symbolisierungen der Distanz-Metriken).
Die Klasse D wird durch Datensa¨tze aus der Klasse E beeinﬂusst, d.h. die Distanz-
Metrik bezieht sich nicht nur auf die Klasse D. Dadurch kommt ein fehlerhaftes
Anlernen zustande. Der GK ist fu¨r dieses Anwendungsbeispiel stark von den Start-
Clustern abha¨ngig (viele lokale Minima in der Optimierungsfunktion), so dass die
Start-Cluster aus EU u¨bernommen wurden.
Die Ergebnisse ko¨nnen beim GG nicht verbessert werden. Dieser ist ebenfalls
von den Start-Clustern abha¨ngig. Das beste Ergebnis ist a¨hnlich dem des GK.
D Funktionen von Gait-CAD
m-File Beschreibung Zeilen
Bein.m Erzeugt Ko¨rperseiten unabha¨ngiges Projekt
(KUP), siehe Abschnitt 4.2
74
CLUSTER.M Implementierung aller Cluster-Algorithmen und
Validierungen sowie Visualisierungen, siehe Ab-
schnitt 3.8
1266
EM AUT.M Zeigt Einzelmerkmale in Tabelle an, siehe Ab-
schnitt 3.10
99
EM TRANS.M Transformiert Einzelmerkmal in Klasse, siehe Ab-
schnitt 3.3
16
GAITCAD.M Verwaltung aller einzelnen Funktionen, Haupt-
aufruf, siehe Kapitel 4
240
KAT BER.M Erstellt Kategorien, siehe Abschnitte 3.3
und 3.6.2
138
KAT BEW.M Bewertet Kategorien, siehe Abschnitt 3.6.1 167
KAT LIST.M Stellt alle Kategorien in Tabelle dar 40
LDPRJ G.M Laden von Projekten 265
LOADNORM.M Laden von Referenzdaten 94
MW2NORM.M Transformiert Mittelwerte zu Referenzdaten 13
NORMMASZ.M Berechnet Referenzabweichung, siehe Abschnit-
te 3.4 und 3.5
31
Normier ZR.m Normiert Zeitreihen auf [0,1] Intervall, siehe Ab-
schnitt 3.8.2
31
SAVENORM.M Speichert Referenzdaten 14
Test Daten erstellen.m Erstellt ku¨nstliche Testdaten, siehe Anhang C.3 24
aktparawin.m Aktualisiert Hauptfenster 186
append prj.m Fu¨gt Projekt an bestehendes an, siehe Ab-
schnitt 4.2
86
ausgang kombi.m Kombiniert Klassen, siehe Abschnitt 3.3 18
ausgang kombi text.m Erzeugt Menu¨aufruf 22
ausgangloeschen text.m Lo¨scht Klasse, siehe Abschnitt 3.3 25
ausgkl einz text.m Erzeugt Menu¨aufruf 23
Fortsetzung auf der na¨chsten Seite
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m-File Beschreibung Zeilen
ausgkl zusfuegen.m Kombiniert Klassen, siehe Abschnitt 3.3 24
aut em loesch.m Datenvorverarbeitung zum Ersetzen von ”Null-
elementen“, siehe Abschnitt 3.3
25
aut zr loesch.m Datenvorverarbeitung zum Ersetzen von ”Null-
zeitreihen“, siehe Abschnitt 3.3
147
auto 9 Gangplot.m Visualisierung Zeitreihen als Chart, siehe Ab-
schnitt 3.10
14
berechne abstand.m Berechnung von Distanzen fu¨r Cluster, siehe Ab-
schnitt 3.8
69
cluster auto.m Automatisierung Cluster u¨ber mehrere Merkma-
le, siehe Abschnitt 3.8
57
cluster auto komp.m Automatisierung Cluster u¨ber mehrere Merkma-
le, siehe Abschnitt 3.8
67
cluster hka visu.m Visualisierung von Cluster u¨ber HKA, siehe Ab-
schnitt 3.8
21
cluster okay.m Fu¨r Menu¨aufruf 126
cluster text.m Fu¨r Menu¨aufruf 83
color style.m Farbwahl 36
datenauswahl text.m Fu¨r Menu¨aufruf 42
ds loeschen.m Datensa¨tze lo¨schen 47
ds loeschen text.m Fu¨r Menu¨aufruf 31
eml untersuchung.m Vorverarbeitung fu¨r Patienten mit unterschiedli-
chen Untersuchungszeitpunkten
33
ﬁnd code alle.m Unterschiedliche Klassen suchen 43
gleichsetzen normdaten.m Linke und rechte Ko¨rperseite gleichsetzen 40
interpret einzelmerk.m Apriori-Relevanzen erzeugen, siehe Ab-
schnitt 3.6.2
134
kafka export.m Exportschnittstelle zu KAFKA (u¨berwachte
Fuzzy-Klassiﬁkation), siehe Abschnitt 3.7
58
kat auswahl.m Merkmale durch Kategorien auswa¨hlen 17
kat auswahl text.m Menu¨aufruf 44
kat aut losch.m Automatisch Kategorien lo¨schen 27
Lauf Sim2 g.m Zweidimensionale Visualisierung der Kinematik-
daten durch schematisieres Personenmodell
178
merk gene em.m Einzelmerkmale aus Einzelmerkmalen generieren 134
merk gene em text.m Fu¨r Menu¨aufruf 32
merkmalsgenerierung.m Generierung neuer Merkmale (Zeitreihen, Einzel-
merkmale), siehe Abschnitte 3.4 und 3.5
393
merkmalsgenerierung text.m Fu¨r Menu¨aufruf 32
merkmalsloeschen text.m Fu¨r Menu¨aufruf 42
mittel em.m Erzeugt Mittelwerte 59
Fortsetzung auf der na¨chsten Seite
179
m-File Beschreibung Zeilen
phasen resample.m Interpolation von Zeitreihen entsprechend indivi-
dueller Phaseneinteilung
46
readpar1 g.m Initialisierung 131
resample g.m Normiert Zeitreihen, siehe Abschnitt 3.3 8
saveprj g.m Speichert Projekt 22
visu einzel ausf.m Visualisiert Einzelmerkmale, siehe Abschnitt 3.10 69
visu einzel text.m Fu¨r Menu¨aufruf 41
visu zeitreihe.m Visualisierung Zeitreihen, siehe Abschnitt 3.10 198
visu zr signi.m Visualisierung Zeitreihen mit Referenzabwei-
chung, siehe Abschnitt 3.10
193
Tabelle D.1: MATLAB m-Files (mit Kurzbeschreibung und Anzahl der Zeilen)
die in der vorliegenden Arbeit zur Softwareimplementierung
”
Gait-
CAD“ realisiert wurden.
Daneben werden
”
KAFKA“-Funktionen verwendet, die nicht im Rahmen dieser
Arbeit entwickelt wurden (Kapitel 3, [108]).
Nachfolgend ist ein exemplarischer Auszug der Funktion
”
normmasz“ gezeigt:
function [masz_betr,masz_richt,masz_betr0,masz_richt0,masz_zr,vorz,vorz0]
=normmasz(d_orgs_auswahl,my,mstd,n)
% [masz_betr,masz_richt,masz_betr0,masz_richt0,masz_zr,vorz,vorz0]=
normmasz(d_orgs_auswahl,my,mstd,n)
% Berechnet Maß fu¨r Abstand von Zeitreihen in d_orgs zur Referenz
% (beschrieben durch Strukt ref, mit ref.my=Mittelwertzeitreihe,
ref.mstd= Standardabweichungszeitreihe)
%
% masz_betr = summiert Betrag aller Abstandsmaße u¨ber Abtastzeitpunkte
(der Zeitreihe) auf
% masz_richt = summiert alle Abstandsmaße u¨ber Abtastzeitpunkte
(der Zeitreihe) auf
%
% Bewertung nur der Werte der Zeitreihe d_orgs, die aus dem Referenzkorridor
(der Strand.abw.) hinausgehen:
% masz_betr0 = Summe aller Betra¨ge
% mas_richt0 = Summe u¨ber Werte
% vorz = Berechnet Patienten-Zeitreihen ober/unterhalb
von ReferenzMITTELWERT
% vorz0 = Berechnet Patienten-Zeitreihe ober/unterhalb
von ReferenzKORRIDOR, im Korridor=0
if (nargin>4) mstd=n*mstd;end;
if size(my,1)~=1 my=my’;end; %my muss in einer (1,anz_samples) vorliegen
if size(mstd,1)~=1 mstd=mstd’;end;
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%Mittelwerte berechnen und durch n*Standardabweichungen teilen
masz=( d_orgs_auswahl-ones(size(d_orgs_auswahl,1),1)*my ) ./
( ones(size(d_orgs_auswahl,1),1)* mstd);
indnan=find(isnan(masz));
masz(indnan)=zeros(size(indnan));
masz_zr=masz;
masz_richt=sum(masz’)/size(d_orgs_auswahl,2);
masz_betr=sum(abs(masz)’)/size(d_orgs_auswahl,2);
vorz=sum(sign(masz’))/size(d_orgs_auswahl,2);
%fu¨r Bewertung nur der Werte der Zeitreihe d_orgs, die aus dem Referenzkorridor
(der Strand.abw.) hinausgehen
ind=find(abs(masz)<1);masz(ind)=zeros(size(ind));
ind=find(masz>=1); masz(ind)=masz(ind)-1;
ind=find(masz<=-1); masz(ind)=masz(ind)+1;
masz_richt0=sum(masz’)/size(d_orgs_auswahl,2);
masz_betr0=sum(abs(masz)’)/size(d_orgs_auswahl,2);
vorz0=sum(sign(masz’))/size(d_orgs_auswahl,2);
E Erga¨nzungen zu den
Datensa¨tzen
E.1 Bezeichnungen
Tabelle E.1 zeigt Textbausteine, mit denen die unterschiedlichen Kinematikzeitreih-
en von den Labors bezeichnet werden. Hierbei treten auch synonyme oder gelenk-
winkelspeziﬁsche Bezeichnungen auf.
(synonyme) Abku¨rzungen Bedeutung
L-, [Left Linke Ko¨rperseite
R-, [Right Rechte Ko¨rperseite
ANK, Ankle OSG, Oberes Sprunggelenk
KNEE Knie
HIP Hu¨fte
Pelvis, Pelvic Becken
ELBOW Ellenbogengelenk
Shl Schultergelenk
Trunk oberer Rumpf (Wirbelsa¨ule als ’Gelenk’)
Head Position zwischen Kopf und Ko¨rper (Hals als ’Gelenk’)
Flex, FlexExt, DorsiPlanFlex Flexion (Winkelbezeichner in Sagittalebene)
Rot, Rotation Rotation (Winkelbezeichner in Transversalebene)
Abd, ValgVar, AbAdduct Abduktion (Winkelbezeichner in Frontalebene)
Tilt Kippen, Neigung
Lat, Obliquity lateral (seitwa¨rts), fu¨r Winkel in Frontalebene
Fwd, Tilt forward (vorwa¨rts), fu¨r Winkel in Sagittalebene
Tabelle E.1: Textbausteine aus den Labors zur Bezeichnung der Kinematikzeit-
reihen.
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E.2 ICP-Daten
Abbildung E.1 zeigt die erweiterte Kinematik-Visualisierung eines Patientencharts
(ID 50504) mit Geschwindigkeitszeitreihen (GZR) und die graue Hinterlegung we-
sentlicher pathologischer Ausmaße des gesamten Kollektives.
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Abbildung E.1: Erweiterte Darstellung der Charts als Geschwindigkeitszeitrei-
hen und Visualisierung der pathologischen Gangabweichung des
Patientenkollektives als unterschiedliche graue Abstufungen.
Tabelle E.2 zeigt charakteristische Einzelmerkmale, die mit einer individuellen
Phaseneinteilung gefunden sind. Beim Vergleich mit den standardisierten Phasen
existieren beispielsweise erhebliche Unterschiede in der Relevanz bei
”
MIN ISw OSG
sag GZR“, siehe auch Abbildung E.2. Hierbei gibt es infolge der individuellen Pha-
seneinteilung lediglich geringfu¨gige Verschiebungen der Zeitreihen insbesondere im
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ISw (60%-73% des Gangzyklus), was im Wesentlichen in der GZR zum Ausdruck
kommt. Ob dieses nun ein klinisch plausibles Merkmal ist, ist eher zweifelhaft. Im
Gegensatz dazu ist das Einzelmerkmal
”
MIN STRI OSG sag GZR“ ein oﬀensichtli-
cher ICP-Eﬀekt (durch beide Varianten erkannt), welcher das Abstoßverhalten be-
schreibt. Somit existieren keine Merkmale fu¨r diesen Datensatz, die durch die indi-
viduelle Phasenerkennung wesentlich besser erkannt worden sind.
Einzelmerkmal Ms,ap Ms,uk Ms Identisch mit
Tabelle 5.3
Schrittla¨nge 1.00 0.61 0.61 (0.61) 
SpW STRI Becken sag OZR 1.00 0.53 0.53 (0.53) 
MIN SW Knie sag OZR 0.80 0.43 0.54 (0.45) ρmax = 0.70
MW LR Knie sag GZR 0.48 0.40 0.83 (0.73) ρmax = 0.59
MW STRI OSG sag SZR 0.60 0.35 0.58 (0.57) 
MW ST OSG sag OZR 0.80 0.33 0.41 (0.38) 
MAX STRI Hu¨fte sag OZR 1.00 0.31 0.31 (0.28) 
MW STRI Hu¨fte sag SZR 0.60 0.28 0.47 (0.48) 
MAX STRI OSG tra OZR 0.80 0.25 0.31 (0.31) 
MW STRI Becken tra SZR 0.48 0.25 0.52 (0.53) 
MAX MSt OSG sag GZR 0.48 0.23 0.48 (0.37) ρmax = 0.62
MIN STRI OSG sag GZR 0.80 0.22 0.28 (0.25) 
MAX TSw OSG sag GZR 0.48 0.20 0.42 (0.40) 
MIN ISw OSG sag GZR 0.48 0.20 0.42 (0.11) ρmax = 0.61
SpW STRI OSG tra OZR 0.80 0.19 0.24 (0.23) ρmax = 0.52
SpW MSt Hu¨fte sag OZR 0.60 0.19 0.32 (0.18) ρmax = 0.59
Tabelle E.2: Charakteristische Einzelmerkmale des ICP,PRE-Kollektives (86 Da-
tensa¨tze) im Vergleich zur Referenz (REF,K 20 Datensa¨tze) mit in-
dividueller Phaseneinteilung, Apriori-Relevanz Ms,ap, Ru¨ckstufung
korrelierter Einzelmerkmale Ms,uk = Ms ·Ms,ap ·Ms,ko und Berech-
nung Ms durch informationstheoretische Maße. Zum Vergleich ste-
hen die Einzelmerkmale mit standardisierten Gangphasen bei den
Relevanzen in Klammern sowie die identisch gefundenen bzw. die
dazu maximalen Korrelationen ρmax. Unterschiedliche Relevanzen
Ms bei identischen Merkmalen u¨ber einen kompletten Doppelschritt
begru¨nden sich durch die interpolierten Zeitreihen bei individueller
Phaseneinteilung.
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Abbildung E.2: Zeitreihen (Zns[k] ± Z˜ns[k]) des OSG (OZR bzw. GZR) fu¨r das
gesamte ICP,PRE- bzw. REF-Kollektiv. Links: Mit standardi-
sierten Gangphasen. Rechts: Mit individuelle Phaseneinteilung
und entsprechender Interpolation der Zeitreihen.
Tabelle E.3 zeigt charakteristische Einzelmerkmale, die mit der univariaten Va-
rianzanalyse (ANOVA) gefunden wurden. Dieses Verfahren ist eine gute Alternative
zu den informationstheoretischen Maßen und u¨berdies rechentechnisch einfacher zu
implementieren. Bei diesen Datensa¨tzen existieren ausschließlich kompakte Klassen,
so dass auch die univariate Varianzanalyse (ANOVA) eingesetzt werden kann.
Abbildung E.3 zeigt valide Cluster-Ergebnisse von Kombinationen aus Zeitrei-
hen, die halbautomatisiert mit heuristischem Vorgehen gefunden wurde. Es la¨sst
sich erkennen, dass sich bestimmte Muster im Becken kaum unterscheiden (Clu-
ster 1 und 3), allerdings mit unterschiedlichen Auswirkungen auf Hu¨fte und OSG
(Cluster 2 und 3 in Abbildung E.3).
Abbildung E.4 zeigt halbautomatisiert gefundene Cluster-Ergebnisse unter Aus-
schluss aller Merkmale von OSG tra.
E.2 ICP-Daten 185
Einzelmerkmal Ms,ap Muk Ms Identisch mit
Tabelle 5.3
Doppelschrittla¨nge 1.00 0.54 0.54 ρmax = 0.98
SpW MSw Knie sag OZR 0.60 0.46 0.76 
MW ST Knie sag GZR 0.64 0.34 0.54 ρmax = 0.62
SpW STRI Becken sag OZR 1.00 0.32 0.32 
MAX STRI Hu¨fte sag OZR 1.00 0.28 0.28 
MIN STRI OSG sag GZR 0.80 0.21 0.27 
MW LR Becken sag GZR 0.48 0.19 0.40 ρmax = 0.66
MAX PSw Becken sag GZR 0.48 0.19 0.39 
MW STRI OSG sag OZR 1.00 0.18 0.18 ρmax = 0.98
MW STRI Hu¨fte sag SZR 0.60 0.18 0.30 
MW STRI Becken tra SZR 0.48 0.16 0.34 
SpW PSw Hu¨fte fro OZR 0.48 0.16 0.34 ρmax = 0.65
MW IC OSG sag GZR 0.48 0.16 0.34 ρmax = 0.78
SpW LR OSG sag OZR 0.60 0.14 0.23 ρmax = 0.81
MIN TSt Becken sag GZR 0.48 0.14 0.28 ρmax = 0.66
SpW STRI OSG tra OZR 0.80 0.13 0.16 ρmax = 0.52
Schrittla¨nge 1.0 0.53 0.53  (ρ∗max = 0.98)
MW STRI OSG sag SZR 0.6 0.13 0.22  (ρ∗max = 0.61)
MW ST OSG sag OZR 0.8 0.14 0.18  (ρ∗max = 0.98)
MAX STRI OSG tra OZR 0.8 0.13 0.16  (ρ∗max = 0.43)
MIN MSt OSG sag GZR 0.48 0.15 0.31  (ρ∗max = 0.54)
MAX TSw OSG sag GZR 0.48 0.16 0.33  (ρ∗max = 0.78)
SpW IC OSG sag OZR 0.6 0.08 0.13  (ρ∗max = 0.81)
MW STRI Hu¨fte tra SZR 0.48 0.06 0.13  (ρ∗max = 0.54)
MW STRI Becken fro OZR 0.8 0.00 0.00  (ρ∗max = 0.10)
Tabelle E.3: Oben: 16 charakteristische Einzelmerkmale des ICP,PRE-
Kollektives (86 Datensa¨tze) im Vergleich zur Referenz (REF,K
20 Datensa¨tze) mit standardisierten Gangphasen, Apriori-
Relevanz Ms,ap, Ru¨ckstufung korrelierter Einzelmerkmale
Ms,uk = Ms ·Ms,ap ·Ms,ko und Berechnung Ms durch univariate Va-
rianzanalyse (ANOVA). ρmax gibt die maximale Korrelation zu den
gefundenen Merkmalen aus Tabelle 5.3 an. Unten: Neun zusa¨tzlich
gefundene Einzelmerkmale aus Tabelle 5.3, das hier angegebene Ms
ist zum Vergleich mit der univariaten Varianzanalyse (ANOVA)
berechnet. ρ∗max bezieht sich auf die 16 Merkmale von oben.
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Abbildung E.3: Visualisierung der vier Cluster-Zentren aus Tabelle 5.5 (rechts)
fu¨r die ersten sieben Zeitreihenkombinationen (bis einschließlich
”
HK STRI Hu¨fte sag OZR“).
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Abbildung E.4: Visualisierung der fu¨nf Cluster-Zentren aus Tabelle 5.5 (links)
fu¨r die ersten fu¨nf Zeitreihenkombinationen (bis einschließlich
”
HK STRI OSG sag GZR“).
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Tabellen E.4 und E.5 zeigen die Korrelationskoeﬃzienten zwischen Botulinum-
Toxin-Dosierung und Einzelmerkmalen. Als Einzelmerkmale wurden klinische Pa-
rameter (z.B. Gewicht, Alter), interpretierbare Einzelmerkmale aus den Zeitreihen
zum PRE-Untersuchungszeitpunkt (u¨ber STRI, ST und SW, siehe Abschnitt 3.5)
und deren Diﬀerenzen zu den POST-Untersuchungen (DIFF-PRE-POST). Auﬀa¨llig
ist die Gesamtdosierung in Bezug zum Ko¨rpergewicht. Weiterhin stehen (wenn u¨ber-
haupt) die Streuungszeitreihen in Bezug zur Dosierung (leichte Verbesserung durch
die Therapie, vermutlich bessere Gangstabilita¨t).
Position Merkmal ρ
1 Injektion Ischios Med 0.621
2 Dosierung Insges (Units) 0.610
3 MAX SW Knie sag li SZR -0.598
4 SpW SW Knie sag li SZR -0.580
5 MAX ST Knie sag li GZR -0.571
6 DIFF-PRE-POST: MIN STRI Hu¨fte fro li SZR -0.568
7 MW SW Knie sag li RZR -0.555
8 MW SW Knie sag li SZR -0.538
9 MW SW Becken fro li RZR SZR -0.521
10 MW SW Becken fro li SZR -0.516
11 DIFF-PRE-POST: MW Hu¨fte fro li SZR -0.505
12 MW STRI Hu¨fte tra re GZR -0.500
Tabelle E.4: Korrelationskoeﬃzienten ρ von Botulinum-Toxin Dosierung (um-
gerechnet Units/kg)
Position Merkmal ρ
1 Umgerechnet(Units/kg KG) 0.610
2 Gewicht (kg) 0.566
3 DIFF-PRE-POST: MW STRI Knie fro li SZR 0.529
4 DIFF-PRE-POST: MW ST OSG tra li SZR 0.504
5 MAX STRI Knie sag SZR -0.501
6 DIFF-PRE-POST: MAX STRI Knie sag SZR 0.497
7 DIFF-PRE-POST: MW STRI Knie sag SZR 0.497
8 DIFF-PRE-POST: MW ST OSG tra li SZR 0.494
9 R Ischios Med 0.493
10 DIFF-PRE-POST: SpW ST Becken tra re GZR -0.492
11 Geburtsdatum -0.487
12 MW STRI Knie sag re RZR SZR -0.485
Tabelle E.5: Korrelationskoeﬃzienten ρ von Botulinum-Toxin-Dosierung (Do-
sierung Insges (Units))
Anhand des 3-Klassenproblems zur Trennung der Gruppen A, B, C aus Abbil-
dung 5.16 konnten keine Fuzzy-Regeln gefunden werden, die die Botulinum-Toxin-
Dosierung verwenden. Regeln, die andere Merkmale verwenden zeigt Abbildung E.5.
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Abbildung E.5: Regeln zum Erkla¨ren der Gruppen A, B und C.
Fuzzy-Regeln zum Erkla¨ren der Botulinum-Toxin-Dosierungen (3-
Klassenproblem zur Unterscheidung der Dosierungen
”
kleiner 30“,
”
zwischen
30 und 40“ und
”
gro¨ßer 40“) zeigt Abbildung E.6, die allerdings sehr fragwu¨rdig
erscheinen. Bessere Regeln konnten nicht gefunden werden.
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Abbildung E.6: Regeln zum Erkla¨ren der Botulinum-Toxin-Dosierungen.
Tabelle E.6 zeigt Merkmalsrelevanzen fu¨r das 2-Klassenproblem zur Trennung
von ICP,PRE und ICP,POST. Hierzu wurden die Einzelmerkmale aus Tabelle 5.3
verwendet. Dabei fa¨llt auf, dass lediglich – wenn auch geringe – A¨nderungen im
Sprunggelenk (
”
MW ST OSG sag OZR“) erzielt werden. Alle weiteren charakteri-
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stischen ICP-Merkmale a¨ndern sich durch die Therapie kaum.
Einzelmerkmal Ms ICP, PRE ICP,POST REF,K
Schrittla¨nge 0.00 0.3± 0.1 0.3± 0.1 0.6± 0.1
SpW STRI Becken sag OZR 0.00 8.0± 3.3 7.7± 3.3 2.9± 0.8
SpW MSw Knie Sag OZR 0.00 9.0± 5.3 10.0± 6.2 31.4± 3.2
MW STRI OSG sag SZR 0.00 6.1± 3.6 5.9± 3.6 1.8± 0.7
MW ST OSG sag OZR 0.14 −9.0± 14.0 2.0± 11.5 5.5± 2.5
MW STRI Hu¨fte sag SZR 0.00 4.9± 2.0 5.0± 1.9 2.0± 0.7
MAX STRI Hu¨fte sag OZR 0.00 47.6± 8.0 47.8± 7.7 35.9± 4.8
MW STRI Becken tra SZR 0.00 6.7± 2.8 7.0± 3.0 2.1± 0.8
MAX STRI OSG tra OZR 0.01 11.7± 13.6 6.6± 15.2 −1.9± 4.5
MIN MSt OSG sag GZR 0.02 −0.6± 0.5 −0.4± 0.4 0.2± 0.2
MAX PSw Becken sag GZR 0.00 0.3± 0.2 0.3± 0.2 −0.0± 0.1
MIN STRI OSG sag GZR 0.001 −1.7± 0.9 −1.6± 0.7 −3.0± 0.7
MAX TSw OSG sag GZR 0.00 1.2± 0.7 1.2± 0.7 0.1± 0.2
SpW IC OSG sag OZR 0.00 1.2± 0.7 1.1± 0.5 0.6± 0.2
MW STRI Hu¨fte tra SZR 0.00 5.7± 4.5 6.2± 4.9 1.9± 0.6
MW STRI Becken fro OZR 0.00 0.1± 3.5 −0.0± 3.7 0.0± 1.0
Tabelle E.6: Charakteristische Einzelmerkmale aus Tabelle 5.3 mit Relevanzen
Ms (informationstheoretische Maße) fu¨r das Klassiﬁkationsproblem
zur Trennung von ICP,PRE und ICP,POST.
Tabelle E.7 zeigt Botulinum-Toxin-Dosierungen sowie die Anzahl vollsta¨ndiger
Schritte aller ICP-Datensa¨tze.
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E.3 SCI-Daten
Die Variabilita¨t der Experteneinscha¨tzung zeigt Abbildung E.7 links. Hierbei sind fu¨r
23 SCI,PRE Patienten die formalisierten Einscha¨tzungen von drei Experten VAS A,
VAS B, VAS C und der daraus berechnete Mittelwert VAS M (Visuelle Analogskala,
Wertebereich von Null bis Zehn) aufgetragen.
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Abbildung E.7: VAS Einscha¨tzungen (sortiert nach aufsteigendem VAS M) der
Experten (·,+,×) und Mittelwert () u¨ber den 23 Patienten
zum PRE-Zustand (links). Gangqualita¨t
”
MW sag RZR“ u¨ber
gemittelte Experteneinscha¨tzung VAS M (rechts).
Abbildung E.7 rechts zeigt die quantitative Gangqualita¨t
”
MW sag RZR“ u¨ber
der gemittelten Experteneinscha¨tzung VAS M. Hierbei fa¨llt auf, dass eine sehr hohe
Korrelation |ρ| = 0.78 zwischen den beiden Merkmalen bei Patienten ohne Ge-
wichtsentlastung besteht. Bei den Patienten mit Gewichtsentlastung betra¨gt die
Korrelation nur |ρ| = 0.40.
Tabelle E.8 zeigt erga¨nzende Angaben mit Korrelationen ρ > 0.7 zwischen den
Einzelmerkmalen aus den Tabellen 5.14 und 5.15.
Nr. Einzelmerkmal ρ
C1 MAX STRI Becken sag GZR 0.87 zu S7
C3 SpW STRI Becken fro OZR 0.72 zu S5
C4 MIN PSw Hu¨fte fro GZR 0.77 zu S5
C11 SpW ISw Hu¨fte sag OZR 0.88 zu S3
S2 SpW ST Hu¨fte sag OZR 0.71 zu C11
S3 MAX ISw Knie sag OZR 0.88 zu C11
S5 SpW STRI Hu¨fte fro OZR 0.77 zu C4
S7 SpW STRI Becken sag OZR 0.87 zu C1
Tabelle E.8: Korrelation zwischen Einzelmerkmalen.
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