In this paper, w e focu s on the w hole heart segm entation using a 3D U -N et architecture [12], The primary contribution o f our work is in the data augm entation process. Our augm entation process adds the principal com ponent analysis (PCA) to the originally proposed on-the-fly elastic deform ations and sm ooth dense field deform ation. The paper is structured as fo llo w s. U sed m ethods are described in S ection 2. Im plem entation details and description o f a dataset is presented in Section 3. Furthermore, quantitative analysis o f conducted experim ents as w ell as segm entation results are provided in Section 4 . Finally, the conclusion is given in S ection 5.
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Update equations, for each w eight Wj can b e defined as:
A > (H A w t = C n -r-* 9t
where /3i and fa are hyperparameters, ( represents the initial learning rate, gt is the gradient at tim e t along Wj, at and bt represent exponential average o f the gradients and squares o f gradients along Wj respectively. The exponential average and the squares of the gradient of each parameter is computed from Eq. 6 and Eq. 7 while deci sion of the learning step is calculated with Eq.8. Furthermore, common values of the hyperparameters are pi = 0.9, fh = 0.99 while e is chosen to be l e -10 generally. In our implementation, we also use mentioned hyperparameters values.
I I I . I m p l e m e n t a t i o n D e t a i l s
A. Dataset Description
Data provided in the MICCAI 2017 Multi-Modality Whole
Heart Segmentation Challenge is acquired from the everyday clinical environment, using cardiac CT angiography and dif ferent scanner types. This resulted in images with varying voxel sizes and resolutions with the aim of providing imperfect training data to encourage the development of more robust algorithms. The slices were acquired in the axial view with the pixel resolution of 512 x 512. The average in-plane resolution is about 0.78 x 0.78 mm and the average slice thickness is 1.60 mm which leads to volumetric data consisting of 350 to 500 two-dimensional slices. Furthermore, the labeled data contains the whole heart i.e. all heart substructures from the upper abdomen to the aortic arch including the left ventricle (LV), the myocardium of the left ventricle (Myo), the left atrium (LA), the right ventricle (RV), the right atrium (RA) the pulmonary artery (PA) and the ascending aorta (AA).
B. Input Preprocessing
With the objective of simplifying the further process of the network training and reducing the computational time, all volumes used for training were preprocessed i.e. we normalize the intensity applying a following linear transformation: 
C. Localization and Segmentation
The proposed approach consists of two architectures; one used for the whole heart localization while second used for its segmentation. It is important to emphasize that used groundtruth bounding box represents the whole heart rather than its specific substructures such as the left atrium or the pulmonary artery that are strongly connected together. The purpose of the segmentation network is to contain the only necessary information for the spatial regions of the interest from the whole volume consequently simplifying prediction process. The illustration of the used framework is shown in Fig. 2. IV. E x p e r i m e n t s a n d R e s u l t s
For the implementation, we use Keras and Tensorflow. Since training of the huge 3D networks requires high computational power, we use the cuDNN convolution layer implementation to increase memory efficiency. Data augmentation is done on-thefly, which results in as many different artificial training images as the training iterations. We ran in total 120000 training iterations, sim ultaneously on tw o N V idia G eforce Titan V G PUs, w hich took approxim ately 25 hours. Furthermore, the segm entation o f the new dataset took on average on ly 6.8 seconds on the sam e hardware. 
A. Results
For the evaluation purposes
