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a b s t r a c t
We study the oscillation of second-order forced differential equations with nonlinearity
given by a Riemann–Stieltjes integral of the form
(p(t)x′)′ + q(t)x+
∫ b
0
r(t, s)|x(t)|α(s)sgn x(t)dξ(s) = e(t),
where b ∈ (0,∞], α ∈ C[0, b) is strictly increasing such that 0 ≤ α(0) < 1 < α(b−),
p, q, e ∈ C[0,∞)with p(t) > 0, r ∈ C([0,∞)×[0, b)), and ξ : [0, b)→ R is nondecreas-
ing. Interval oscillation criteria of the El-Sayed type and the Kong type are obtained. As a
special case, the work in this paper unifies and improves the existing results in the litera-
ture for equations with a finite number of nonlinear terms. We also extend our results to
equations with delays.
© 2011 Elsevier Ltd. All rights reserved.
1. Introduction
Consider second-order differential equations of the form
(p(t)x′)′ + q(t)x+
∫ b
0
r(t, s)|x(t)|α(s)sgn x(t)dξ(s) = e(t), (1.1)
where b ∈ (0,∞], α ∈ C[0, b) is strictly increasing such that 0 ≤ α(0) < 1 < α(b−), p, q, e ∈ C[0,∞) with p(t) >
0, r ∈ C([0,∞)× [0, b)), and ξ : [0, b)→ R is nondecreasing. Here  b0 f (s)dξ(s) denotes the Riemann–Stieltjes integral of
the function f on [0, b)with respect to ξ .
We note that as special cases, the integral term in the equation becomes a finite sum when ξ(s) is a step function and a
Riemann integral when ξ(s) = s. We also observe that the term q(t)x in Eq. (1.1) can be absorbed into the Riemann–Stieltjes
integral term by requiring ξ(s) to have a jumping discontinuity at s = a ∈ (0, b)whereα(a) = 1. However, wewould rather
keep it separate because it plays a special role in determining the oscillation of Eq. (1.1).
As usual, a solution x(t) of Eq. (1.1) is said to be oscillatory if it is defined on some ray [T ,∞) with T ≥ 0, and has an
unbounded set of zeros. Eq. (1.1) is said to be oscillatory if every solution extendible throughout [tx,∞) for some tx ≥ 0 is
oscillatory.
The study of nonlinear oscillation started with the well known Emden–Fowler equation
x′′ + q(t)|x|αsgn x = 0,
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where 0 < α < ∞ and α ≠ 1. In the past fifty years, extensive work has been done and great progress has been made on
oscillation of this equation for both the superlinear case (α > 1) and the sublinear case (α < 1); see the seminal book by
Agarwal et al. [1] and the references therein.
Recently, people have been interested in the combined effects of linear, superlinear, and sublinear terms and a forced
term in the oscillation. For instance, Sun andWong [2] investigated the following forced equationwithmixed nonlinearities:
(p(t)x′)′ + q(t)x+
N−
j=1
qj(t)|x|αjsgn x = e(t), (1.2)
where p, q, and e satisfy the same assumptions as for Eq. (1.1), qj ∈ C[0,∞), and
0 < α1 < · · · < αl < 1 < αl+1 < · · · < αN . (1.3)
Without imposing a restriction on the forcing term e(t) given by Kartsatos and others (see [3–7]), that e(t) is the second
derivative of an oscillatory function, the authors established interval oscillation criteria for Eq. (1.2) which can be regarded
as generalizations of the one given by El-Sayed [8] for second-order forced linear differential equations and extend many
known results from [9–12]. The idea used in [2] has been further developed by several authors to establish other oscillation
criteria for Eq. (1.2); see [13–18]. Among them, certain interval oscillation criteria were obtained which can be regarded as
generalizations of the one given by Kong [19], established initially for second-order homogeneous linear equations; see [16].
Motivated by the above, in this paper, wewill establish interval oscillation criteria of both the El-Sayed type and the Kong
type for the more general equation (1.1). Clearly, our work is of significance because Eq. (1.1) allows an infinite number of
nonlinear terms and even a continuum of nonlinearities determined by the function ξ . Moreover, even for the special case of
Eq. (1.2), our results unify and improve the existing oscillation criteria given in [2,16]; see Theorems 2.3 and 2.4 in Section 2.
Finally, we will extend the results for Eq. (1.1) to forced nonlinear differential equations with delays in the form
(p(t)x′(t))′ + q(t)x(t)+
∫ b
0
r(t, s)|x(τ (t))|α(s)sgn x(τ (t))dξ(s) = e(t), (1.4)
where p, q, r, α satisfy the same assumption as for Eq. (1.1), and τ ∈ C[0,∞)with τ(t) ≤ t and limt→∞ τ(t) = ∞.
This paper is organized as follows. After this introduction, we state our main results for Eq. (1.1) in Section 2. All proofs
are given in Section 3. Extensions to Eq. (1.4) are presented in Section 4.
2. The main results
We denote by Lξ (0, b) the set of Riemann–Stieltjes integrable functions on [0, b)with respect to ξ . Let a ∈ (0, b) be such
that α(a) = 1. We further assume that
α−1 ∈ Lξ (0, b) such that
∫ a
0
dξ(s) > 0 and
∫ b
a
dξ(s) > 0.
We see that the condition α−1 ∈ Lξ (0, b) is satisfied if either α(0) > 0 or α(s) → 0 ‘‘slowly’’ as s → 0+, or ξ(s) is
constant in a right neighborhood of 0.
Lemma 2.1. Let
m =
∫ b
a
α−1(s)dξ(s)
∫ b
a
dξ(s)
−1
and
n =
∫ a
0
α−1(s)dξ(s)
∫ a
0
dξ(s)
−1
.
Then for any δ ∈ (m, n), there exists η ∈ Lξ (0, b) such that η(s) > 0 on [0, b),∫ b
0
α(s)η(s)dξ(s) = 1 (2.1)
and ∫ b
0
η(s)dξ(s) = δ. (2.2)
We note from the definition of m and n that 0 < m < 1 < n. In the following we will use the values of δ in the interval
(m, 1] to establish interval criteria for oscillation of Eq. (1.1). Following El-Sayed [8], for a, b ∈ [0,∞)with a < b, we define
the function classU(a, b) := {u ∈ C1[a, b, ] : u(a) = 0 = u(b), u ≢ 0}. Our first result provides an oscillation criterion for
Eq. (1.1) of the El-Sayed type.
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Theorem 2.1. Suppose that for any T ≥ 0, there exist nontrivial subintervals [a1, b1] and [a2, b2] of [T ,∞) such that for i = 1, 2
r(t, s) ≥ 0 for (t, s) ∈ [ai, bi] × [0, b), and
(−1)ie(t) ≥ 0 for t ∈ [ai, bi].
(2.3)
For each δ ∈ (m, 1], let η ∈ Lξ (0, b) be defined as in Lemma 2.1. We further assume that for i = 1, 2, there exists a function
ui ∈ U(ai, bi) such that
sup
δ∈(m,1]
∫ bi
ai
[Q (t)u2i (t)− p(t)u′2i (t)]dt ≥ 0, (2.4)
where
Q (t) = q(t)+
[ |e(t)|
1− δ
]1−δ
exp
∫ b
0
η(s) ln
r(t, s)
η(s)
dξ(s)

. (2.5)
Here we use the convention that ln 0 = −∞, e−∞ = 0, and 01−δ = 0 and (1 − δ)1−δ = 1 for δ = 1 due to the fact that
limt→0+ t t = 1. Then Eq. (1.1) is oscillatory.
Remark 2.1. (i) We will see from the proof of Lemma 2.1 in Section 3 that for each δ ∈ (m, 1], the function η can be
constructed explicitly for any nondecreasing function ξ , and hence the function Q in (2.5) is explicitly given.
(ii) We observe that in Theorem 2.1, if the supremum in (2.4) is assumed at δ = 1, the effect of e(t) is neglected to some
extent. This implies that themagnitude of e(t) in [ai, bi] cannot be large. For otherwise, the supremumwould have been
taken at some δ ∈ (m, 1).
(iii) When the supremum in (2.4) is assumed at δ ∈ (m, 1), if e(t) = 0 for t ∈ [ai, bi] or r(t, s) ≡ 0 on [ai, bi] × [0, b), then
Q (t) = q(t).
Following Philos [20] and Kong [19], we say that a functionH := H(t, s) belongs to a function classH , denoted byH ∈ H
if H ∈ C(D,R), where D = {(t, s) : t ≥ s ≥ 0}, which satisfies H(t, t) = 0,H(t, s) > 0 for t > s, and has partial derivatives
∂H/∂t and ∂H/∂s on D such that
∂H
∂t
(t, s) = h1(t, s)

H(t, s) and
∂H
∂s
(t, s) = h2(t, s)

H(t, s), (2.6)
where h1, h2 ∈ Lloc(D,R). Next, we use the function classH to establish an oscillation criterion for (1.1) of the Kong type.
Theorem 2.2. Suppose that for any T ≥ 0, there exist nontrivial subintervals [a1, b1] and [a2, b2] of [T ,∞) such that (2.3) holds
for i = 1, 2. For each δ ∈ (m, 1], let η ∈ Lξ (0, b) be defined as in Lemma 2.1. Further assume that for i = 1, 2, there exist a
constant ci ∈ (ai, bi) and a function H ∈ H such that
sup
δ∈(m,1]

1
H(ci, ai)
∫ ci
ai
[
Q (t)H(t, ai)− p(t)h
2
1(t, ai)
4
]
dt + 1
H(bi, ci)
∫ bi
ci
[
Q (t)H(bi, t)− p(t)h
2
2(bi, t)
4
]
dt

≥ 0,
(2.7)
where Q (t) is defined by (2.5). Then Eq. (1.1) is oscillatory.
Remark 2.2. Even for the homogeneous linear case, i.e., e(t) ≡ 0 and r(t, s) ≡ 0, Theorem 2.2 improves Theorem 2.1 of
Kong [19]. In fact, when the equality in (2.7) holds, our Theorem 2.2 guarantees that Eq. (1.1) is oscillatory, but Theorem 2.1
in [19] fails to apply.
Now, we interpret the results for Eq. (1.1) for the special case of Eq. (1.2).
For N ∈ N and s ∈ [0,N + 1)we let
ξ(s) =
N−
j=1
χ(s− j) with χ(s) =

1, s ≥ 0,
0, s < 0;
α ∈ C[0,N + 1) such that α(j) = αj for j = 1, . . . ,N, satisfying (1.3);
r(t, j) = qj(t) ∈ C[0,∞) for j = 1, . . . ,N.
Then Eq. (1.1) reduces to Eq. (1.2). By a simple computation, from Lemma 2.1, Theorems 2.1 and 2.2 we obtain the following
results for Eq. (1.2).
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Lemma 2.2. Let
m =

N−
j=l+1
αj
−1

(N − l) and n =

l−
j=1
αj
−1

l.
Then for any δ ∈ (m, n), there exists an N-tuple (η1, . . . , ηN) satisfying
N−
j=1
αjηj = 1 and
N−
j=1
ηj = δ.
Theorem 2.3. Suppose that for any T ∈ R, there exist nontrivial subintervals [a1, b1] and [a2, b2] of [T ,∞) such that for i = 1, 2
and j = 1, . . . ,N
qj(t) ≥ 0 and (−1)ie(t) ≥ 0 for t ∈ [ai, bi]. (2.8)
For each δ ∈ (m, 1], let (η1, . . . , ηN) be defined as in Lemma 2.2. We further assume that there exists a function ui ∈ U(ai, bi)
such that for i = 1, 2
sup
δ∈(m,1]
∫ bi
ai
[Q (t)u2i (t)− p(t)u′2i (t)]dt ≥ 0,
where
Q (t) = q(t)+
[ |e(t)|
1− δ
]1−δ N∏
j=1

qj(t)
ηj
ηj
. (2.9)
Here we use the convention that 01−δ = 0 and (1− δ)1−δ = 1 for δ = 1. Then Eq. (1.2) is oscillatory.
Theorem 2.4. Suppose that for any T ∈ R, there exist nontrivial subintervals [a1, b1] and [a2, b2] of [T ,∞) such that (2.8) holds
for i = 1, 2. For each δ ∈ (m, 1], let (η1, . . . , ηN) be defined as in Lemma 2.2. Further assume that for i = 1, 2, there exist a
constant ci ∈ (ai, bi) and a function H ∈ H such that
sup
δ∈(m,1]

1
H(ci, ai)
∫ ci
ai
[
Q (t)H(t, ai)− p(t)h
2
1(t, ai)
4
]
dt + 1
H(bi, ci)
∫ bi
ci
[
Q (t)H(bi, t)− p(t)h
2
2(bi, t)
4
]
dt

≥ 0,
where Q (t) is defined by (2.9). Then Eq. (1.2) is oscillatory.
Clearly, Theorems 2.3 and 2.4 not only cover but also unify and improve Theorems 1 and 2 of [2,16].
At the end of this section, we give an example for the case where ξ(s) = s, to illustrate the applications of Theorem 2.1.
A similar example can be constructed to show the applications of Theorem 2.2, but we leave this to the reader.
Example 1. Consider the equation
x′′ + β sin(2t)x+ γ cos t
∫ 1
0
|x(t)|2ssgn x(t)ds = −f (t) cos(2t), (2.10)
where β, γ > 0 are constants and f (t) ∈ C[0,∞) is any nonnegative function. Here we have p(t) = 1, q(t) = β sin(2t),
r(t, s) = γ cos t, e(t) = −f (t) cos(2t), α(s) = 2s, and ξ(s) = s. For any T ∈ R, we choose k large enough that 2kπ ≥ T and
let a1 = 2kπ, a2 = b1 = 2kπ + π/4, and b2 = 2kπ + π/2. Then (2.3) holds. For any δ ∈ (1/2, 1], set
η(s) = δ
2δ − 1 s
(2−2δ)/(2δ−1).
It is easy to verify that (2.1) and (2.2) are valid. Let u(t) = sin(4t). Note that for i = 1, 2∫ bi
ai
Q (t)u2(t)dt =
∫ π/4
0

β sin(2t)+ f˜ (t) exp
[∫ 1
0
η(s) ln (γ cos t) ds
]
sin2(4t)dt
=
∫ π/4
0

β sin(2t)+ f˜ (t)(γ cos t)δ

sin2(4t)dt,
where
f˜ (t) = exp

−
∫ 1
0
η(s) ln η(s)ds
[
f (t + 2kπ) cos(2t)
1− δ
]1−δ
;
Y. Sun, Q. Kong / Computers and Mathematics with Applications 62 (2011) 243–252 247
and ∫ bi
ai
u′2 =
∫ π/4
0
16 cos2(4t)dt = 2π.
Then it is easy to see that (2.4) is satisfied and hence Eq. (2.10) is oscillatory if
sup
δ∈(1/2,1]
∫ π/4
0

β sin(2t)+ f˜ (t)(γ cos t)δ

sin2(4t)dt ≥ 2π.
3. Proofs
Proof of Lemma 2.1. Define
η1(s) =
α−1(s)
∫ b
a
dξ(s)
−1
, s ∈ [a, b)
0, s ∈ [0, a)
and
η2(s) =

0, s ∈ [a, b)
α−1(s)
∫ a
0
dξ(s)
−1
, s ∈ (0, a).
Clearly for i = 1, 2, ηi ∈ Lξ (0, b) and∫ b
0
α(s)ηi(s)dξ(s) = 1.
Moreover,∫ b
0
η1(s)dξ(s) = m and
∫ b
0
η2(s)dξ(s) = n.
Let
η(s, l) = (1− l)η1(s)+ lη2(s) for s ∈ [0, b) and l ∈ [0, 1].
Then it is easy to see that
 b
0 α(s)η(s, l)dξ(s) = 1. Moreover, since η(s, 0) = η1(s) and η(s, 1) = η2(s), we have∫ b
0
η(s, 0)dξ(s) = m < 1 and
∫ b
0
η(s, 1)dξ(s) = n > 1.
By the continuous dependence of η(s, l) on l, there exists l∗ ∈ (0, 1) such that η(s) := η(s, l∗) satisfies that  b0 η(s)dξ(s) = δ.
Note that η(s) > 0 on [0, b). 
The next lemma is a generalized arithemetic–geometric mean inequality.
Lemma 3.1. Let u ∈ C[0, b) and η ∈ Lξ (0, b) satisfy u ≥ 0, η > 0 on [0, b) and
 b
0 η(s)dξ(s) = 1. Then∫ b
0
η(s)u(s)dξ(s) ≥ exp
∫ b
0
η(s) ln[u(s)]dξ(s)

, (3.1)
where we use the convention that ln 0 = −∞ and e−∞ = 0.
Proof. Define an operator L : C[0, b)→ R by
L(f ) =
∫ b
0
η(s)f (s)dξ(s).
Without loss of generality we assume
 b
0 u(t)dξ(s) ≠ 0. For otherwise,∫ b
0
η(s)u(t)dξ(s) = 0 and
∫ b
0
η(s) ln[u(t)]dξ(s) = −∞,
and hence (3.1) is obviously satisfied. This implies that L(u) > 0. To derive inequality (3.1) it suffices to show that
L(u) ≥ exp(L(ln u)). (3.2)
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It is easy to check that ln t ≤ t − 1 for t ≥ 0. Thus, for any s ∈ [0, b)we have
ln

u(s)
L(u)

≤ u(s)
L(u)
− 1,
which follows that
ln u(s)− ln L(u) ≤ u(s)
L(u)
− 1. (3.3)
Note that L is a linear operator satisfying that L(1) = 1 and
L(ln L(u)) = ln L(u)L(1) = ln L(u).
Hence
L(ln u− ln L(u)) = L(ln u)− L(ln L(u)) = L(ln u)− ln L(u).
Taking the operator L on both sides of (3.3) we have
L(ln u)− ln L(u) ≤ 1− L(1) = 1− 1 = 0,
and hence (3.2) follows. This completes the proof. 
Proof of Theorem 2.1. We prove this result by the contradiction method. Assume the contrary. Then Eq. (1.1) has an
extendible solution x(t) which is eventually positive or negative. Without loss of generality, we may assume that x(t) > 0
for all t ≥ t0, where t0 ≥ 0 depends on x(t). When x(t) is eventually negative, the proof is carried out in the same way
except that the interval [a2, b2], instead of [a1, b1], is used. Define w(t) = −p(t)x′(t)/x(t) for t ≥ t0. Then for t ≥ t0, w
satisfies that
w′(t) = q(t)+
∫ b
0
r(t, s)[x(t)]α(s)−1dξ(s)− e(t)x−1(t)+ w2(t)/p(t). (3.4)
From the assumption, there exists a nontrivial interval [a1, b1] ⊂ [t0,∞) such that (2.3) holds with i = 1.
(I) We first consider the case where the supremum in (2.4) is assumed at δ = 1. From (3.4) we have that for t ∈ [a1, b1]
w′(t) ≥ q(t)+
∫ b
0
r(t, s)[x(t)]α(s)−1dξ(s)+ w2(t)/p(t). (3.5)
Let η ∈ Lξ (0, b) be defined as in Lemma 2.1 with δ = 1. Then η satisfies (2.1) and (2.2) with δ = 1. It follows that∫ b
0
η(s)[α(s)− 1]dξ(s) = 0.
Therefore, by Lemma 3.1 we have that for t ∈ [a1, b1]∫ b
0
r(t, s)[x(t)]α(s)−1dξ(s) =
∫ b
0
η(s)η−1(s)r(t, s)[x(t)]α(s)−1dξ(s)
≥ exp
∫ b
0
η(s)
[
ln
r(t, s)
η(s)
+ (α(s)− 1) ln x(t)
]
dξ(s)

= exp
∫ b
0
η(s) ln
r(t, s)
η(s)
dξ(s)+ ln x(t)
∫ b
0
η(s)(α(s)− 1)dξ(s)

= exp
∫ b
0
η(s) ln
r(t, s)
η(s)
dξ(s)

. (3.6)
Substituting (3.6) into (3.5) we obtain
w′(t) ≥ q(t)+ exp
∫ b
0
η(s) ln
r(t, s)
η(s)
dξ(s)

+ w2(t)/p(t)
= Q (t)+ w2(t)/p(t), t ∈ [a1, b1], (3.7)
where Q (t) is defined by (2.5) with δ = 1. Multiplying both sides of the above inequality by u21(t), integrating every term
from a1 to b1, and using integration by parts, we find∫ b1
a1
[Q (t)u21(t)− p(t)u′21 (t)]dt +
∫ b1
a1
[w(t)p−1/2(t)u1(t)+ p1/2(t)u′1(t)]2dt ≤ 0.
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From (2.4), we see that
w(t)p−1/2(t)u1(t)+ p1/2(t)u′1(t) ≡ 0 on [a1, b1],
which implies from the definition ofw that u′1(t)/u1(t) ≡ x′(t)/x(t) and hence u1(t) ≡ cx(t) on [a1, b1] for some constant
c ≠ 0. This contradicts the assumption that u1(a1) = u1(b1) = 0 and x(t) is positive on [a1, b1].
(II) Nowwe consider the case where the supremum in (2.4) is assumed at δ ∈ (m, 1). Let η˜(s) = δ−1η(s). Then from (2.1)
and (2.2)∫ b
0
η˜(s)dξ(s) = 1 and
∫ b
0
η˜(s)[δα(s)− 1]dξ(s) = 0. (3.8)
Hence for t ∈ [a1, b1]∫ b
0
r(t, s)[x(t)]α(s)−1dξ(s)− e(t)x−1(t) =
∫ b
0
η˜(s)(δη−1(s)r(t, s)[x(t)]α(s)−1 + |e(t)|x−1(t))dξ(s). (3.9)
The following basic inequality is well known: for c, d ≥ 0 and h, k > 0 with h+ k = 1 we have
ch+ dk ≥ chdk.
If we let
c = η−1(s)r(t, s)[x(t)]α(s)−1, d = 1
1− δ (|e(t)|x
−1(t)), h = δ, and k = 1− δ,
then it follows that for t ∈ [a1, b1]
δη−1(s)r(t, s)[x(t)]α(s)−1 + |e(t)|x−1(t) ≥ [r(t, s)/η(s)]δ(|e(t)|/(1− δ))1−δ[x(t)]δα(s)−1.
Substituting this into (3.9) and using Lemma 3.1 and (3.8), we see that for t ∈ [a1, b1]∫ b
0
r(t, s)[x(t)]α(s)−1dξ(s)− e(t)x−1(t)
≥ exp
∫ b
0
η˜(s) ln
[r(t, s)/η(s)]δ(|e(t)|/(1− δ))1−δ[x(t)]δα(s)−1 dξ(s)
≥ exp
∫ b
0
η˜(s)

ln
[
r(t, s)
η(s)
]δ
+ ln
[ |e(t)|
1− δ
]1−δ
+ [δα(s)− 1] ln x(t)

dξ(s)

=
[ |e(t)|
1− δ
]1−δ
exp
∫ b
0
η(s) ln
r(t, s)
η(s)
dξ(s)

.
Then from (3.4)
w′(t) ≥ q(t)+
[ |e(t)|
1− δ
]1−δ
exp
∫ b
0
η(s) ln
r(t, s)
η(s)
dξ(s)

+ w
2(t)
p(t)
= Q (t)+ w2(t)/p(t), t ∈ [a1, b1], (3.10)
where Q (t) is defined by (2.5) with δ ∈ (m, 1). The rest of the proof is similar to that of Part (I) and hence is omitted. 
Proof of Theorem 2.2. Assume the contrary. Then Eq. (1.1) has an extendible solution x(t) which is eventually positive
or negative. Without loss of generality, we may assume that x(t) > 0 for all t ≥ t0 for some t0 ≥ 0. Define w(t) =
−p(t)x′(t)/x(t) for t ≥ t0. Then w satisfies (3.4) for t ≥ t0. From the assumption, there exists a nontrivial interval
[a1, b1] ⊂ [t0,∞) such that (2.3) holds with i = 1. Let the supremum in (2.7) be assumed at some δ ∈ (m, 1], and let
η(s) ∈ Lξ (0, b) be defined by Lemma 2.1 and Q (t) by (2.5) for this δ. Then as in the proof of Theorem 2.1 we have
w′(t) ≥ Q (t)+ w2(t)/p(t), t ∈ [a1, b1]; (3.11)
see (3.7) and (3.10) for the caseswhen δ = 1 and δ ∈ (m, 1), respectively. Let ci ∈ (ai, bi)be such that (2.7) holds.Multiplying
both sides of (3.11) by H(t, a1), integrating it from a1 to c1, and using integration by parts we get that
H(c1, a1)w(c1) =
∫ c1
a1
[
Q (t)H(t, a1)+ ∂H
∂t
(t, a1)+ H(t, a1)w
2(t)
p(t)
]
dt.
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It follows from (2.6) that
H(c1, a1)w(c1) =
∫ c1
a1
[
Q (t)H(t, a1)− p(t)h
2
1(t, a1)
4
]
dt +
∫ c1
a1
√
p(t)h1(t, a1)
2
+

H(t, a1)
p(t)
w(t)
2
dt. (3.12)
Similarly, multiplying both sides of (3.11) by H(b1, t) and integrating it from c1 to b1, we get
− H(b1, c1)w(c1) ≥
∫ b1
c1
[
Q (t)H(b1, t)− p(t)h
2
2(b1, t)
4
]
dt +
∫ b1
c1
√
p(t)h2(b1, t)
2
+

H(b1, t)
p(t)
w(t)
2
dt. (3.13)
By dividing (3.12) and (3.13) by H(c1, a1) and H(b1, c1), respectively, and then adding them together, from (2.7) we have
that
1
H(c1, a1)
∫ c1
a1
√
p(t)h1(t, a1)
2
+

H(t, a1)
p(t)
w(t)
2
dt = 0 (3.14)
and
1
H(b1, c1)
∫ b1
c1
√
p(t)h2(b1, t)
2
+

H(b1, t)
p(t)
w(t)
2
dt = 0.
We can reach a contradiction from either of the above. For instance, (3.14) implies that
√
p(t)h1(t, a1)
2
+

H(t, a1)
p(t)
w(t) ≡ 0 on [a1, c1].
It follows from the definition ofw and (2.6) that
x′(t)
x(t)
= h1(t, a1)
2
√
H(t, a1)
=
∂H
∂t (t, a1)
2H(t, a1)
,
and hence x(t) ≡ c√H(t, a1) on [a1, c1] for some constant c ≠ 0. This contradicts the assumption that H(a1, a1) = 0 and
x(a1) > 0. 
4. Extensions to equations with delays
In the last section, we extend the interval oscillation criteria for Eq. (1.1) in Section 2 to the equations with delays in the
form of (1.4). The following lemma, which is an extension of the lemma in [10], plays a key role in the proof of the oscillation
criteria for the delay equation (1.4).
Lemma 4.1. Let τ ∈ C[0,∞) be such that τ(t) ≤ t and limt→∞ τ(t) = ∞, c, d ∈ [0,∞) with c < d, and τcd = min{τ(t) :
t ∈ [c, d]} ≥ 0. Assume that x ∈ C1[0,∞) is a positive function satisfying (px′)′(t) ≤ 0 on [τcd, d]. Then
x(τ (t))
x(t)
≥ P(τ (t))− P(τcd)
P(t)− P(τcd) , t ∈ [c, d], (4.1)
where P(t) =  t0 p−1(s)ds.
Proof. From the assumption we have
x(t) ≥
∫ t
τcd
p−1(s)(px′)(s)ds ≥
[∫ t
τcd
p−1(s)ds
]
(px′)(t)
= [P(t)− P(τcd)](px′)(t). (4.2)
Next we define
y(s) = x(s)− [P(s)− P(τab)](px′)(s), s ∈ [τ(t), t] with t ∈ [c, d].
From (4.2), we see that y(s) ≥ 0 for s ∈ [τ(t), t]with t ∈ [a, b]. Thus, for t ∈ [c, d]we have
0 ≤
∫ t
τ(t)
p−1(s)y(s)
x2(s)
ds =
∫ t
τ(t)
[
P(s)− P(τcd)
x(s)
]′
ds
= P(t)− P(τcd)
x(t)
− P(τ (t))− P(τcd)
x(τ (t))
,
and hence inequality (4.1) holds. 
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Theorem 4.1. Suppose that for any T ≥ 0, there exist nontrivial subintervals [a1, b1] and [a2, b2] of [T ,∞) such that for i = 1, 2
r(t, s) ≥ 0 for (t, s) ∈ [τaibi , bi] × [0, b), and
(−1)ie(t) ≥ 0 for t ∈ [τaibi , bi].
(4.3)
For each δ ∈ (m, 1], let η ∈ Lξ (0, b) be defined as in Lemma 2.1. We further assume that for i = 1, 2, there exists a function
ui ∈ U(ai, bi) such that
sup
δ∈(m,1]
∫ bi
ai
[Qi(t)u2i (t)− p(t)u′2i (t)]dt ≥ 0, (4.4)
where
Qi(t) = q(t)+ Q˜i(t) (4.5)
with
Q˜i(t) =
[ |e(t)|
1− δ
]1−δ
exp
∫ b
0
η(s) ln
r(t, s)[P(τ (t))− P(τaibi)]α(s)
η(s)[P(t)− P(τaibi)]α(s)
dξ(s)

,
where P(t) =  t0 p−1(s)ds. Here we use the convention that ln 0 = −∞, e−∞ = 0, and 01−δ = 0 and (1 − δ)1−δ = 1 for
δ = 1. Then Eq. (1.4) is oscillatory.
Theorem 4.2. Suppose that for any T ≥ 0, there exist nontrivial subintervals [a1, b1] and [a2, b2] of [T ,∞) such that (4.3) holds
for i = 1, 2. For each δ ∈ (m, 1], let η ∈ Lξ (0, b) be defined as in Lemma 2.1. Further assume that for i = 1, 2, there exist a
constant ci ∈ (ai, bi) and a function H ∈ H such that
sup
δ∈(m,1]

1
H(ci, ai)
∫ ci
ai
[
Q (t)H(t, ai)− p(t)h
2
1(t, ai)
4
]
dt + 1
H(bi, ci)
∫ bi
ci
[
Q (t)H(bi, t)− p(t)h
2
2(bi, t)
4
]
dt

≥ 0,
(4.6)
where Q (t) is defined by (4.5). Then Eq. (1.4) is oscillatory.
Proof of Theorems 4.1 and 4.2. Assume the contrary. Then Eq. (1.1) has an extendible solution x(t) which is eventually
positive or negative. Without loss of generality, we may assume that x(t) > 0 for all t ≥ t0 for some t0 ≥ 0. Define
w(t) = −p(t)x′(t)/x(t) for t ≥ t0. Then for t ≥ t0, w satisfies that
w′(t) = q(t)+
∫ b
0
r(t, s)
[x(τ (t))]α(s)
x(t)
dξ(s)− e(t)x−1(t)+ w2(t)/p(t).
From the assumption, there exists a nontrivial interval [a1, b1] ⊂ [t0,∞) such that (4.3) holdswith i = 1. Let the supremum
in each of (4.4) and (4.6) be assumed at some δ ∈ (m, 1], and let η(s) ∈ Lξ (0, b) be defined by Lemma 2.1 and Q (t) by (4.5)
for this δ. Then by Lemma 4.1 we have that for t ∈ [a1, b1]
[x(τ (t))]α(s)
x(t)
=
[
x(τ (t))
x(t)
]α(s)
[x(t)]α(s)−1
≥
[
P(τ (t))− P(τa1b1)
P(t)− P(τa1b1)
]α(s)
[x(t)]α(s)−1.
The rest of the proof is the same as that in Theorems 2.1 and 2.2, and is hence omitted. 
Now, we give an example for the case where ξ(s) = s to illustrate the applications of Theorem 4.1. A similar example
can be constructed to show the applications of Theorem 4.2, but we leave this to the reader.
Example 2. Consider the delay equation
x′′ + β sin(t + π/4)x+ γ cos t
∫ 1
0
|x(t − π/4)|2ssgn x(t − π/4)ds = e(t), (4.7)
where t ≥ 0, and β, γ > 0 are constants. Here we have p(t) = 1, q(t) = β sin(t + π/4), r(t, s) = γ cos t ,
τ(t) = t − π/4, α(s) = 2s, and ξ(s) = s. For any T ∈ R, we choose k large enough that 2kπ ≥ T and let a1 = 2kπ ,
b1 = 2kπ +π/4, a2 = 2(k+ 1)π +π/4, and b2 = 2(k+ 1)π +π/2. Assume that e(t) ∈ C[0,∞) is any function satisfying
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(−1)ie(t) ≥ 0 on [ai − π/4, bi] for i = 1, 2. Then (4.3) holds. Let u(t) = sin(4t) and let η(s) be defined as in Example 1 for
any δ ∈ (1/2, 1]. It is easy to verify that (2.1) and (2.2) are valid. On the basis of a straightforward computation, we have
Q (t) = β sin

t + π
4

+
[ |e(t)|
1− δ
]1−δ
exp
[∫ 1
0
η(s) ln
γ (t − 2kπ)α(s) cos t
(t − 2kπ + π/4)α(s)η(s)ds
]
.
We see that (4.4) holds and hence Eq. (4.7) is oscillatory by Theorem 4.1 if
sup
δ∈(1/2,1]
∫ π/4
0
Q (t + 2kπ) sin2(4t)dt = sup
δ∈(1/2,1]
∫ π/4
0
[
β sin

t + π
4

+ e˜(t) (γ cos t)
δt
t + π/4
]
sin2(4t)dt
≥ 2π,
where
e˜(t) =
[ |e(t + 2kπ)|
1− δ
]1−δ
exp

−
∫ 1
0
η(s) ln η(s)ds

.
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