Comparing these examples, we can see that the response of both highpass filters are almost equal. Therefore, we can conclude that the Lagrange multiplier method is more efficient in the point of simplicity.
I. INTRODUCTION
Wavelets have recently become popular in many different scientific fields, including signal processing. A wavelet is a signal or a waveform having desirable characteristics, such as localization in time and frequency, and orthogonality across scale and translation [1] , [2] . Because of these appealing properties, wavelets appear to be promising waveforms in communications. Motivation for the use of wavelets for waveform coding stems from the fact that the two ideal waveforms often used to benchmark analog pulse shaping performance, namely, the time-limited rectangular pulse and the band-limited sinc pulse, are the so-called scaling functions and have corresponding wavelets. Thus, wavelet theory appears to have the potential for analog pulse shaping applications. We shall see that orthogonality among wavelets and scaling functions makes this a natural connection, and in fact, wavelet theory appears to provide a unified framework for analog pulse shaping.
Specifically, in this correspondence, we use wavelets and the related scaling functions for continuous-time analog representation of data bits. It is shown that the Nyquist pulse shaping criterion is satisfied by wavelets and scaling functions. In fact, it turns out that the bandlimited raised-cosine waveforms are scaling functions of a special class of Meyer wavelets [4] . We should point out that the present application of wavelets employs analog continuous-time wavelets and scaling functions. This is different from the conventional use of wavelet concepts for discrete-time applications, such as data compression, where the wavelet-based approach simply becomes subband coding (see [5] 
II. PRELIMINARIES
Briefly, let (t) be a (mother) wavelet. A dilated (or scaled) and translated wavelet j;k (t) is given by j;k (t) = 2 0j=2 (2 0j (t 0 2 j k)), where 2 j and 2 j k indicate the amount of dilation and translation for some integers j and k. It can be shown that the inner product between j;k (t) and m;n (t) for some integers j; k; m; n is given by h j;k (t); m;n(t)i = 1 01 j;k (t) m;n(t) dt = j0m k0n (1) which implies that dilated and translated wavelets j;k (t) for different (j; k) values are orthogonal to each other. Wavelets are unit-energy bandpass functions. There also exist corresponding unit-energy lowpass functions, called scaling functions j;k (t), which are generated from a mother function (t). Orthogonality relations h j;k (t); j;n (t)i = k0n h j;k (t); m;n(t)i =0; j n (2) imply that scaling functions, for a given dilation, are orthogonal across translation, whereas wavelets and scaling functions are orthogonal at certain dilations and arbitrary translations. Additionals details and properties of wavelets may be found in [2] .
There exist many families of wavelets and scaling functions. For example, the well-known Haar wavelet (see Fig. 1 ) is given by (t) = 1=2 for 0 t < 1=2 and = 01=2 for 1=2 t < 1 and has corresponding scaling function (t) = 1 for 0 t < 1. Note that both the Haar wavelet and the corresponding scaling function are commonly used to represent digital information in communication systems where the Haar scaling function is generally referred to as the full-width rectangular pulse and the Haar wavelet as the biphase pulse.
Due to the discontinuity, however, the spectrum of the Haar wavelet does not decay rapidly. Wavelets that are smoother than the Haar wavelet do exist, and they offer better temporal-spectral tradeoffs. We consider two well-known wavelet families in this correspondence; they are commonly referred to as Daubechies family of wavelets and Lemarie-Battle wavelets.
The Haar wavelet is an extreme example of Daubechies family of wavelets [2] . the DM wavelet becomes increasingly smoother and longer. The Lemarie-Battle wavelet, on the other hand, is defined using cubic spline functions and is neither time limited nor bandlimited (see [1] ). However, it decays polynomially in time and exponentially in frequency.
III. WAVEFORM CODING USING SCALING FUNCTIONS AND WAVELETS
In this section, we first discuss the traditional (rectangular-pulse) polar signaling technique used for binary phase shift keying (BPSK). A BPSK codec based on scaling functions is then described, followed by a two-channel BPSK codec based on both scaling functions and wavelets. Finally, bandwidth efficiency is computed for signaling schemes under consideration, and comparisons are made. We note that the use of strictly bandpass wavelets for baseband coding has been proposed in [6] under the fractal modulation framework, where results are presented using the ideal bandlimited "sinc" waveform. In addition, bit-by-bit coding using discrete shift-orthogonal wavelet sequences has been recently considered in [7] , whereas application of wavelets for secure communications has been studied in [8] and [9] .
In the traditional BPSK modulator (see Fig. 2 ), polar signaling is used to encode each bit prior to modulation. That is, a binary "1" is represented by a pulse p(t) of duration T b , and a binary "0" is represented by 0p(t). This polar signaling scheme is efficient in that for given bit energy, it provides maximum separation between the two bit signals and thus yields the lowest probability of bit error among other binary modulation schemes (on-off, orthogonal, etc.).
Let fA k g be a sequence of statistically independent symbols, each assuming the value p E b for bit "1" or 0 p E b for bit "0," where E b is the bit energy. A polar (baseband) signal based on pulse p(t) may then be represented as
where T b is the bit duration (R b = 1=T b is the bit rate), and p(t) is a unit-energy continuous-time pulse of duration T b (e.g., the fullwidth rectangular pulse). In the presence of additive white Gaussian noise, the optimum receiver is a matched filter with impulse response function p(T b 0 t) followed by a sampler and a hard limiter. For BPSK, baseband signal (3) is used to modulate the carrier cos(! c t), where !c is the carrier frequency.
With p(t) being the full-width rectangular pulse, we may say that information bits in (3) are coded using the D 2 (or Haar) scaling function. This D2 scaling function, however, does not have appealing spectral characteristics; therefore, it is natural to consider other scaling functions that do have desirable characteristics. Replacing p(t) in (3) with a suitable scaling function (t), we get Note that each scaling function in (4) is dilated by T b . Since typical (t) has temporal support larger than unity (except for D2), the dilated scaling function in (4) Block diagrams of a scaling function-based baseband modulator and demodulator are given in Fig. 3 . Fig. 4(a) shows a typical polar signal representing bit sequence 1 11 1 0 0 1 11 1. The same bit sequence, which has been coded using D 4 scaling functions, is shown in Fig. 4(b) .
Since information bits arrive at rate R b = 1=T b , it is easy to see that scaling functions corresponding to neighboring bits overlap. This is evident from Fig. 4(b) . The resulting polar signal is depicted in Fig. 4(c) . Decoding of bits is possible because, according to (2) , any pair of scaling functions separated by integer multiple of T b are orthogonal. Specifically, at the receiver (see Fig. 3 Assuming a noiseless transmission medium, the matched filter output y(t) sampled at t = nT b is
Clearly, from (5), information bits are recovered at the receiver at rate R b after an initial delay of KT b , as seen from Fig. 4(d) . Bit error probability (BER), in the presence of additive white Gaussian noise, can also be computed easily. For shift-orthogonal waveforms (t=T b ), the receiver BER can be calculated from the BPSK (or polar) signal space diagram. It is therefore not surprising to see that for equal bit energies, the BER for (4) is identical to the one for (3) . Hence, comparison between the two methods should only be based on their bandwidth utilizations.
Before proceeding to the determination of bandwidth efficiencies, we list some key features of the scaling function-based waveform coding technique:
• Neighboring waveforms overlap.
• Decoder outputs are delayed by KT b .
• Output bit rate is identical to the input rate.
• BER is equal to the BER of BPSK scheme. The above scheme can be generalized to include both scaling functions and wavelets as shown in Fig. 5 . Here, the composite baseband signal is a sum of two polar signals-one coded using scaling functions and the other using wavelets: The zero-mean random variables fA k g and fB k g in (6) are assumed to be individually and jointly independent. A corresponding passband signal is obtained by modulating a single carrier cos(!ct) using (6) . Note that the signal constellation in this case is identical to the four-symbol biorthogonal or quadrature phase shift keying (QPSK) technique. Decoding is possible, as shown in Fig. 5 , due to the selfand cross-orthogonality properties of the (t= p T b ) and (t= p T b )
functions. The bit error rate again remains equal to the BPSK scheme as we are dealing with two independent polar signals [3] . Further, the data rate is doubled as is the overall bandwidth.
To compare different wavelet-based coding techniques, we employ the bandwidth efficiency (BE) measure defined by BE = Total Bit Rate Bandwidth (bits/s/Hz)
where we assume 99% power bandwidth. 1 Numerical comparisions are given in the Table I . Here, the 99% bandwidth (BW) is normalized with respect to the bit period T b . As seen from Table I, BE where 8(!) is the continuous-time Fourier transform of (t). We see that (8) is the Nyquist pulse shaping condition for zero intersymbol interference (ISI) with the receive waveform matched to the bandlimited transmit waveform (t=T b ) (see [3] ). This connection between wavelet theory and analog pulse shaping concepts of communications is remarkable [4] , [10] . It suggests that bandlimited raised-cosine pulses are related to scaling functions of some suitable family of wavelets. In fact, in [4] , it is shown that the square-root raised cosine pulse is a special case of the bandlimited Meyer family of wavelets. We also note that biorthogonal 2 wavelets (as opposed to orthogonal wavelets considered in this correspondence) have recently been applied to partial response channels [11] .
Thus, continuous-time wavelet theory appears to provide a unified framework for analog pulse shaping. All orthogonal scaling functions and wavelets known to date are candiates for pulse shaping, each giving certain temporal and spectral tradeoffs. Of course, the chosen waveform must meet the design requirements such as spectral and temporal decay, amount of ISI and timing errors allowed, and amount of phase and frequency deviation tolerated. Although the specific choice of wavelet is application-dependent, no analytical or ad hoc design rules exist to pick a good wavelet for a given application.
Even if one were to develop a set of guidelines that identify the wavelet most suitable for given specifications, physical means to generate this analog continuous-time wavelet are not yet available. It is well known that a continuous-time wavelet or scaling function can be generated by infinitely cascading a prototype FIR or IIR discretetime filter [1] , [2] . However, in reality, even a finite cascade may be neither practical nor cost effective. We should not be discouraged by this; in fact, the conventional scaling functions, i.e., full-width rectangular function and the sinc function, cannot be generated precisely. Methods to produce acceptable approximations of these waveforms have been engineered in the past. Similarly, we must look for ways to approximate those scaling functions and wavelets that promise improved performance-versus-cost metric.
