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Abstrakt
Tato diplomova´ pra´ce se zaby´va´ problematikou autonomn´ı kontroly stavu prˇejezdovy´ch za´vor
pomoc´ı pocˇ´ıtacˇove´ho videˇn´ı. V u´vodu je vysveˇtlena motivace k vytvorˇen´ı te´to pra´ce a prˇed-
staven proble´m, ktery´m se bude zaby´vat. Teoreticka´ cˇa´st se veˇnuje popisu metod pouzˇity´ch
prˇi na´vrhu detektoru. Da´le je shrnuto cˇemu a procˇ se veˇnuje obor detekce objekt˚u v obrazech
a jsou uvedeny prˇ´ıklady aplikac´ı z tohoto oboru. K detekci prˇejezdovy´ch za´vor byly navrh-
nuty a implementova´ny dva prˇ´ıstupy. Hlavn´ı cˇa´st pra´ce popisuje jejich princip a vy´voj. V
kapitole experiment˚u je provedeno meˇrˇen´ı u´speˇsˇnosti vytvorˇeny´ch detektor˚u. Za´veˇrem pra´ce
jsou shrnuty z´ıskane´ zkusˇenosti a porovna´ny vytvorˇene´ detektory.
Kl´ıcˇova´ slova: Pocˇ´ıtacˇove´ videˇn´ı, Zpracova´n´ı obrazu, Detekce za´vor, Zˇelezn´ıcˇn´ı prˇejezd
Abstract
This diploma thesis deals with the problem of autonomous control of level crossing barrier
using computer vision. The introduction explains the motivation to create this work and it
presents the problem to be dealt with. The theoretical part describes the methods used in the
design of the detector. Next section summarizes what and why the field of object recognition
in images is used for and examples are given of applications in this field. Two approaches have
been designed and implemented to detect the level crossing barriers. The main part of the
thesis describes their principle and development. Measuring the success of a created detectors
is done in chapter of experiments. The conclusion summarizes the experience gained. Created
detectors are compared in this chapter too.
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LIDAR - light detection and ranging
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1 U´vod
V dnesˇn´ı dobeˇ je oblast pocˇ´ıtacˇove´ho videˇn´ı rychle se rozv´ıjej´ıc´ı obor. Za t´ımto prudky´m
vzestupem stoj´ı levna´ vy´roba kamer i dostatecˇneˇ vy´konny´ch cˇip˚u. Pocˇ´ıtacˇe tak by´vaj´ı vyba-
veny lepsˇ´ım zrakem nezˇ maj´ı lide´ a take´ jsou schopny zpracovat veˇtsˇ´ı mnozˇstv´ı informac´ı. Se
specia´ln´ımi kamerami mohou videˇt i spektra obrazu, ktere´ nen´ı lidsky´ zrak schopen zachytit.
Naprˇ´ıklad infracˇervene´ cˇi ultrafialove´ za´rˇen´ı. Proble´mem u pocˇ´ıtacˇ˚u tedy nen´ı, zˇe by sˇpatneˇ
videˇly. Nedoka´zˇ´ı jen zaznamenany´m dat˚um porozumeˇt. Maj´ı tedy zrak, ale nevid´ı. Videˇn´ı je
proces prˇi neˇmzˇ nejen sn´ıma´me obrazovou informaci z okol´ı, ale za´rovenˇ z n´ı extrahujeme
d˚ulezˇite´ informace o prostrˇed´ı, prˇedmeˇtech a osoba´ch ve sce´neˇ. Tyto informace jsou da´le
vyuzˇ´ıva´ny pro spra´vne´ vyhodnocen´ı situace pozorovatele. Podobny´ch vy´sledk˚u se lide´ nyn´ı
snazˇ´ı doc´ılit i u pocˇ´ıtacˇ˚u pomoc´ı vhodny´ch algoritmu˚.
S vyuzˇit´ım dostupny´m technologi´ı jsou dnes ve velkomeˇstech vytva´rˇeny centra´ln´ı integro-
vane´ syste´my bezpecˇnostn´ıch i krizovy´ch slozˇek. Jejich soucˇa´st´ı by´va´ i kamerovy´ syste´m,
rozmı´steˇny´ na kl´ıcˇovy´ch bodech jako jsou verˇejne´ budovy, krˇizˇovatky a dopravn´ı tepny.
Tento trend take´ pronika´ do dalˇs´ıch syste´mu˚ spojeny´ch prˇedevsˇ´ım z dopravou a bezpecˇnost´ı.
Prˇ´ıkladem mohou by´t asistencˇn´ı syste´my v chytry´ch automobilech (obr. 1). Prˇ´ıklad ukazuje
pra´ci detektoru, ktery´ v noci zjiˇst’uje prˇ´ıtomnost zv´ıˇrat a osob na vozovce. Vcˇasny´m infor-
mova´n´ım rˇidicˇe tak lze prˇedej´ıt va´zˇny´m zraneˇn´ım a ztra´ta´m na zˇivotech.
Obra´zek 1: Vyuzˇit´ı pocˇ´ıtacˇove´ho videˇn´ı pro zvy´sˇen´ı bezpecˇnosti dopravy, zdroj [10]
V posledn´ıch letech je velmi diskutovane´ te´ma bezpecˇnost zˇeleznicˇn´ıch prˇejezd˚u. Neˇktere´
z nehod na prˇejezdech by´vaj´ı zp˚usobeny selha´n´ım spousˇteˇc´ıho mechanismu za´vor. Pro zachy-
cen´ı teˇchto selha´n´ı se nab´ız´ı mozˇnost vizua´ln´ıho potvrzen´ı stavu za´vory. V te´to diplomove´
pra´ci se zaby´va´m tvorbou detektoru prˇejezdovy´ch za´vor pro autonomn´ı kontrolu jejich stavu.
Prvn´ı kapitoly jsou veˇnova´ny obrazu, chyba´m v obraze a zp˚usob˚um jejich minimalizace. Te´zˇ
popisuji vybrane´ metody detekce objekt˚u. Z nich jsem vyuzˇil thresholding a rucˇn´ı oznacˇen´ı
prˇedpokla´dane´ pozice objektu.
Dalˇs´ı sekce popisuje, co je to detekce objekt˚u, procˇ se detekce objekt˚u pouzˇ´ıva´ a k cˇemu
slouzˇ´ı. Jako vzorove´ kategorie u´cˇel˚u detekce jsem vybral aplikace pro rozpozna´va´n´ı objekt˚u a
analy´zu pohybu entit ve video sekvenc´ıch. Ke zmı´neˇny´m kategori´ım aplikac´ı jsem take´ uvedl
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konkre´tn´ı prˇ´ıklady z praxe. Jedn´ım prˇ´ıkladem je dobrˇe zna´ma´ detekce oblicˇej˚u na fotografiıch.
Pro prˇibl´ızˇen´ı te´matu dopravy jsem zvolil jako druhy´ prˇ´ıklad detekci okrajovy´ch cˇar vozovky.
Hlavn´ı cˇa´st´ı te´to pra´ce je tvorba detektoru prˇejezdovy´ch za´vor pro autonomn´ı kontrolu
jejich stavu. Za t´ımto u´cˇelem byly vytvorˇeny a porovna´ny dveˇ metody. Jedna prohleda´va´
cely´ vstupn´ı obraz. Druha´ vyzˇaduje oznacˇen´ı pozice na n´ızˇ se ma´ spusˇteˇna´ za´vora nacha´zet a
ke klasifikaci vy´skytu za´vory na vybrane´m mı´steˇ vyuzˇ´ıva´ strojove´ho ucˇen´ı. Nejprve jsou obeˇ
metody rozebra´ny a popsa´ny. Za´veˇrem kapitoly jsou pak prˇ´ıstupy obou metod porovna´ny.
Zkouma´n´ım spolehlivosti obou metod se pak podrobneˇji zaby´va´ kapitola experiment˚u.
Sekce experiment˚u je veˇnova´na porovna´n´ı u´speˇsˇnosti vytvorˇeny´ch metod. Nejprve jsou
popsa´na vstupn´ı data. Teˇmi je sekvence sn´ımk˚u zaznamenana´ kamerou na zˇeleznicˇn´ım prˇejez-
du. Tato data jsou pro oba detektory stejna´. Vstupn´ı data nejprve klasifikuji rucˇneˇ a na´sledneˇ
i pomoc´ı jednotlivy´ch detektor˚u. Z´ıskane´ vy´sledky jsou analyzova´ny a na´sledneˇ je provedena
diskuse u´speˇsˇny´ch i proble´movy´ch prˇ´ıpad˚u. V sekci za´veˇru jsou shrnuty dosazˇene´ vy´sledky,
mozˇnosti obou detektor˚u a noveˇ z´ıskane´ zkusˇenosti.
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2 Teoreticky´ za´klad
V te´to kapitole je uvedena vybrana´ teorie ty´kaj´ıc´ı se zpracova´n´ı digita´ln´ıho obrazu, ktera´ je
pouzˇita prˇi tvorbeˇ detektoru prˇejezdovy´ch za´vor. Prvn´ı cˇa´st se veˇnuje neˇktery´m vlastnostem
vstupn´ıho obrazu. Zminˇuji zde chyby, ktere´ mu˚zˇe vstupn´ı obraz obsahovat a zp˚usoby jejich
minimalizace. V druhe´ cˇa´sti jsou popsa´ny vybrane´ procesy prova´deˇne´ prˇi detekova´n´ı objekt˚u
v obraze.
2.1 Vstupn´ı obraz
V dnesˇn´ı digita´ln´ı dobeˇ kdy veˇtsˇina lid´ı disponuje neˇjakou formou technologie schopnou
zaznamena´vat digita´ln´ı obraz se zda´, zˇe je kazˇde´mu jasne´ co to vlastneˇ obraz je. Pro beˇzˇne´ho
uzˇivatele se jedna´ o mnozˇinu pixel˚u, ktere´ dohromady tvorˇ´ı obrazovy´ za´znam neˇjake´ uda´losti.
Na obraz se da´ vsˇak d´ıvat mnohem zaj´ımaveˇji a to jako na dvourozmeˇrnou funkci. V prˇ´ıpadeˇ
digita´ln´ıho obrazu nespojitou. Obecneˇ ale mu˚zˇeme uvazˇovat, zˇe jde o funkci spojitou. tento
pohled na´m otev´ıra´ mnohe´ mozˇnosti a prˇ´ıstupy, ktere´ by na´s zrˇejmeˇ nenapadlo na pouhou
mnozˇinu bod˚u aplikovat. Trˇeba metody z praxe pro pra´ci s elektricky´mi signa´ly. Naprˇ´ıklad
je mozˇne´ se pokusit o filtrova´n´ı n´ızky´ch cˇi vysoky´ch kmitocˇt˚u, pra´ci s fa´z´ı, amplitudou a
podobneˇ [1].
Signa´l se samozrˇejmeˇ nemus´ı omezovat pouze na prostor roviny. Obecneˇ lze uvazˇovat
signa´ly m-rozmeˇrne´. Vy´raz (1) popisuje m-rozmeˇrny´ signa´lovy´ prostor ϕ. Prˇicˇemzˇ f : Ω→ γ
je matematickou reprezentac´ı signa´lu. Kde Ω prˇedstavuje podmnozˇinu m-rozmeˇrne´ho eu-
klidovske´ho prostoru Em. Mnozˇina γ zase obor hodnot a spolecˇneˇ tvorˇ´ı funkci zobrazen´ı
Ω → γ. Prˇicˇemzˇ obor hodnot γ mu˚zˇe by´t mnozˇina cely´ch cˇ´ısel pro obrazy ve stupn´ıch sˇede´
nebo u barevny´ch obraz˚u se mu˚zˇe jednat o trˇ´ı-slozˇkovy´ vektor reprezentuj´ıc´ı hodnoty kana´l˚u
R,G,B. Obor hodnot je za´visly´ od operac´ı, ktere´ nad obrazem prova´d´ıme, cˇi vy´sledk˚u ktere´
dosta´va´me.
ϕ = {f |f : Ω→ γ} (1)
Stejneˇ jako v kazˇde´m jine´m signa´lu i v signa´lu obrazove´m se mohou vyskytovat chyby
zaprˇ´ıcˇineˇne´ nekvalitn´ım za´znamovy´m zarˇ´ızen´ım cˇi rusˇen´ım v prˇirozene´m prostrˇed´ı. Osˇetrˇen´ı
a redukci teˇchto chyb se budu veˇnovat v dalˇs´ı podkapitole.
2.1.1 Chyby a jejich korekce
V te´to kapitole se budu veˇnovat popisu vybrany´ch chyb, ktere´ vznikaj´ı v obrazech. Jak uzˇ jsem
uvedl vy´sˇe, je obraz signa´l. Tud´ızˇ stejneˇ jako naprˇ´ıklad radiovy´ signa´l mu˚zˇe by´t i on ovlivneˇn
rusˇen´ım prostrˇed´ı. Radiovy´ signa´l je citlivy´ na neˇktere´ atmosfericke´ vlivy. U´der blesku pobl´ızˇ
ante´ny se projev´ı jako praska´n´ı v demodulovane´m zvukove´m signa´lu. Obecneˇ mu˚zˇeme tento
jev nazvat sˇum. Dalˇs´ım proble´mem mohou by´t sˇpatne´ sveˇtelne´ podmı´nky jako sˇero, mlha,
de´sˇt’ cˇi sn´ıh. Ty lze prˇirovnat k velke´ vzda´lenosti mezi radiovy´m prˇij´ımacˇem a vys´ılacˇem.
Tehdy je signa´l uzˇ tak slaby´, zˇe je obt´ızˇne´ jej v plne´ kvaliteˇ rekonstruovat nebo dokonce
zachytit. Toto ma´ za na´sledek sn´ızˇen´ı rozsahu intenzity signa´lu. Tedy v prˇ´ıpadeˇ obrazu nen´ı
vyuzˇita´ cela´ sˇka´la barev a obraz je nevy´razny´.
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2.1.2 Odstraneˇn´ı sˇumu
Sˇum, jak uzˇ intuitivneˇ cha´peme z uvedene´ analogie s atmosfericky´mi poruchami, je nepra-
videlny´ jev. Stejneˇ tak je i jeho rozmı´steˇn´ı v obraze na´hodne´ a pra´veˇ te´to vlastnosti mohu
vyuzˇ´ıt k minimalizaci jeho vlivu. Sˇum prˇedstavuje ve sve´m nejblizˇsˇ´ım okol´ı rusˇivou hodnotu.
Liˇs´ı se tedy od pr˚umeˇrne´ hodnoty vzork˚u z nejblizˇsˇ´ıho okol´ı. Rusˇivou odchylku lze sn´ızˇit
pokud mı´sto samotne´ hodnoty v bodeˇ rusˇen´ı pouzˇiji pr˚umeˇrnou hodnotu barvy bl´ızke´ho
okol´ı. Nav´ıc mohu jednotlivy´m vzork˚um z okol´ı prˇiˇradit va´hu, ktera´ je neprˇ´ımo za´visla´ na
vzda´lenosti vzorku od zpracova´vane´ho bodu. K tomuto u´cˇelu lze vyuzˇ´ıt konvoluce, prˇesneˇji
gaussovske´ho rozmaza´n´ı. To provede vyhlazen´ı obrazu, viz. [2, str. 137, 150]. Nevy´hodou te´to
operace je ztra´ta ostrosti hran objekt˚u v obraze.
(a) Vstupn´ı obraz (b) Vy´sledek guassian blur
Obra´zek 2: Prˇ´ıklad omezen´ı sˇumu
Konvoluce je operace zpracova´vaj´ıc´ı dveˇ funkce (2). Vy´sledna´ hodnota v bodeˇ (x, y) je
vypocˇtena jako ”va´zˇeny´ pr˚umeˇr”funkce f . Va´hovou funkc´ı, ktera´ by´va´ te´zˇ nazy´va´na kon-
volucˇn´ı ja´dro, je funkce h. Kv˚uli za´porny´m zname´nk˚um se prˇi vy´pocˇtu funkce h otocˇ´ı o 180◦
a posune o vektor (x, y), [1, str. 11]. Prˇi prova´deˇn´ı gaussovske´ho rozostrˇen´ı je ja´drem kon-
voluce gaussovska´ funkce (3). Ze za´porne´ho exponentu u sourˇadnic obou cˇtverc˚u je patrne´,
zˇe hodnota va´hy klesa´ se vzda´lenost´ı od strˇedu sourˇadnic te´to funkce symetricky [2, str. 137,
150].
(f ∗ h)(x, y) =
 ∞
−∞
 ∞
−∞
f(a, b)h(x− a, y − b) dadb (2)
G(r, s) =
1
2πσ2
e−
r2+s2
2σ2 (3)
Protozˇe pracuji s digita´ln´ım obrazem je vhodne´ uve´st prˇedpis diskre´tn´ı konvoluce (4). Zde
jsou jizˇ funkce f a h diskre´tn´ımi obrazovy´mi signa´ly z prostoru
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Omega = (m,n)|m = 0, 1, ...,M − 1;n =, ..., N − 1.
(f ∗ h)(m,n) = 1
MN
M−1
r=0
N−1
s=0
f(r, s) · h(m− r, n− s) (4)
Prˇ´ıklad filtrace sˇumu (obr 2) se skla´da´ ze dvou obraz˚u. Vstupn´ı sn´ımek (obr. 2a) obsa-
huje sˇum, ktery´ by zp˚usoboval proble´my prˇi dalˇs´ım zpracova´n´ı obrazu. Aby byl tento sˇum
odstraneˇn je na vstupn´ı obraz aplikova´no vy´sˇe zmı´neˇny´ gaussovske´ rozostrˇen´ı. Ve vy´sledne´m
obraze (obr. 2b) je sˇum zjevneˇ potlacˇen a cely´ obraz je neostry´.
2.1.3 Normalizace obrazu
Normalizace obrazu je proces, ktery´ meˇn´ı rozsah intenzity barev v pixelech. Neˇkdy by´va´ nor-
malizace nazy´va´na roztahova´n´ı histogramu. Proble´m male´ho rosahu intenzity barev nasta´va´
naprˇ´ıklad pokud jsou z neˇkolika obraz˚u odeb´ıra´ny vzorky (mensˇ´ı oblasti), ktere´ jsou na´sledneˇ
navza´jem porovna´va´ny. V kazˇde´m obraze nemus´ı by´t stejne´ sveˇtelne´ podmı´nky. Kazˇdy´ mu˚zˇe
by´t take´ porˇ´ızen jiny´m prˇ´ıstrojem nebo mu˚zˇe by´t prˇi ukla´da´n´ı obrazu pouzˇita ztra´tova´ kom-
prese. Toto ovlivnˇuje rozsah intenzity barev pixel˚u odebrany´ch vzork˚u. Aby byly vzorky
vza´jemneˇ porovnatelne´ je trˇeba sjednotit ( normalizovat ) tyto rozsahy intenzit [6, str. 85]..
(a) Omezeny´ rozsah intenzity pixel˚u (b) Normalizovany´ obraz
(c) Histogram omezene´ho rozsahu intenzity (d) Histogram normalizovane´ho obrazu
Obra´zek 3: Normalizova´n´ı obrazu
Inew = (I −Min)Maxnew −Minnew
Max−Min +Minnew (5)
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Ve vy´razu (5) je Inew nova´ hodnota intenzity pro obraz ve stupn´ıch sˇedi. Intenzita p˚uvodn´ıho
obrazu je oznacˇena I. Dynamicky´ rozsah p˚uvodn´ıho obrazu na´lezˇ´ı intervalu < Min;Max >.
Dynamicky´ rozsah normalizovane´ho obrazu se nacha´z´ı v intervalu < Minnew;Maxnew >.
V prˇ´ıkladu (obr. 3) je vlevo obraz ve stupn´ıch sˇedi (obr. 3a). Pod n´ım se nacha´z´ı jeho
histogram (obr. 3c). Z neˇj je patrno, zˇe obraz nevyuzˇ´ıva´ cele´ho mozˇne´ho rozsahu intenzity
pixel˚u. Nevyskytuj´ı se v neˇm jasneˇ b´ıle´ ani syteˇ cˇerne´ barvy. Vpravo (obr. 3b) je ten samy´
obraz, na ktere´m byla uplatneˇna normalizace. Pod n´ım se nale´za´ jeho histogram (obr. 3d).
Hodnoty intenzity nyn´ı vyuzˇ´ıvaj´ı cely´ mozˇny´ rozsah intenzity dane´ho forma´tu.
2.2 Metody detekce objekt˚u
Jednou z hlavn´ıch u´loh pocˇ´ıtacˇove´ho videˇn´ı je rozpozna´va´n´ı objekt˚u v obraze. Jej´ım u´cˇelem
je v obraze objekty nale´zt. Jedn´ım ze spolehlivy´ch zp˚usob˚u nalezen´ı objekt˚u je segmentace.
Ja´drem tohoto procesu je prˇedpoklad, zˇe hledane´ objekty maj´ı urcˇitou u´rovenˇ jasu cˇi barvu,
kterou se vy´razneˇ liˇs´ı od okol´ı. Vytva´rˇ´ı v obraze tedy rozpoznatelnou oblast. Tyto metody
lze principia´lneˇ rozdeˇlit na prahova´n´ı, spojova´n´ı oblast´ı a deˇlen´ı oblast´ı. Pro u´plnost uva´d´ım
i dalˇs´ı metodu a to rucˇn´ı vy´beˇr objekt˚u.
2.2.1 Rucˇn´ı oznacˇen´ı
Jak jizˇ na´zev napov´ıda´ tato metoda vyzˇaduje jako soucˇa´st procesu detekova´n´ı lidsky´ prvek.
Na prvn´ı pohled se tato metoda nemus´ı zda´t vhodnou pro automatizovane´ zpracova´n´ı obrazu.
Prˇi zva´zˇen´ı specia´ln´ıho prˇ´ıpadu, kdy je kamera staticka´ a detekovany´ objekt se pohybuje po
sta´le stejne´ dra´ze mu˚zˇe tato metoda prˇedstavovat elegantn´ı rˇesˇen´ı. Je trˇeba oznacˇit hledany´
objekt pouze jednou a detektor naucˇit rozpozna´vat stav prˇ´ıtomnosti objektu na dane´ pozici.
Dalˇs´ı detekce objektu budou prova´deˇny automatizovaneˇ.
2.2.2 Thresholding
Thresholding neboli prahova´n´ı je metoda, ktera´ detekuje cele´ oblasti. Je to zrˇejmeˇ nejjed-
nodusˇsˇ´ı, ale u´cˇinna´ a rychla´ metoda pro nalezen´ı objekt˚u v obraze. Vy´sledkem prahova´n´ı je
bina´rn´ı obraz, ve ktere´m nejcˇasteˇji hodnota 1 oznacˇuje pixel na´lezˇ´ıc´ı objektu a hodnota 0
na´lezˇ´ı pixelu pozad´ı. Prahova´n´ı prˇedpokla´da´ v cele´ oblasti prˇedstavuj´ıc´ı jeden objekt kon-
stantn´ı nebo te´meˇrˇ nemeˇnnou hodnotu sledovane´ho parametru. Parametrem mu˚zˇe by´t jas,
sytost, barevny´ odst´ın nebo mu˚zˇeme sledovat i neˇkolik parametr˚u soucˇasneˇ. Prˇi prahova´n´ı
oznacˇ´ım interval < pmin, pmax >, ve ktere´m maj´ı hodnoty sledovane´ho parametru lezˇet a body
splnˇuj´ıc´ı tuto podmı´nku jsou nalezeny´mi body objektu. Takte´zˇ mu˚zˇe by´t vybra´na pouze je-
dina´ hodnota prahu t. Pak body ktere´ maj´ı hodnotu prahu vysˇsˇ´ı nezˇ t jsou nalezeny´mi body
objektu [1, str. 87].
Da´le je uveden prˇ´ıklad thresholdingu (obr. 4). Vstupn´ı obraz obsahuje sveˇtly´ b´ıly´ prˇedmeˇt
na tmave´m pozad´ı a cely´ je v odst´ınech sˇede´ (obr. 4a). Stacˇ´ı tedy zvolit vhodnou hodnotu
prahu a spustit proces prahova´n´ı jehozˇ vy´sledkem je bina´rn´ı obraz (obr. 4b).
Samotna´ volba prahu nebo intervalu je kl´ıcˇova´ pro u´speˇsˇnou detekci objekt˚u. Cˇasto tato
hodnota vyply´va´ ze zada´n´ı. Ale stejneˇ tak dobrˇe se mu˚zˇe sta´t, zˇe ji mus´ı volit sa´m autor
detektoru. Prˇi volbeˇ prahu je vhodne´ prozkoumat tvar histogramu. Pokud ma´ naprˇ´ıklad tvar
sedla (obr. 5) je vhodne´ zvolit hodnotu prahu z oblasti sedlove´ n´ızˇe T . Rozdeˇlen´ım vzniknou
dveˇ trˇ´ıdy pixel˚u, z nichzˇ jedna reprezentuje objekt a druha´ pozad´ı.
6
(a) Vstupn´ı obraz (b) Vy´sledek prahova´n´ı
Obra´zek 4: Prˇ´ıklad thresholdingu
Obra´zek 5: Sedlova´ n´ızˇe
Pro hleda´n´ı objekt˚u dle odst´ınu barvy se nab´ız´ı i jine´ rˇesˇen´ı nezˇ sedlovy´ bod. Pokud
prˇedem zna´me jaky´ odst´ın ma´ objekt mı´t, lze vyuzˇ´ıt prˇevodu do jine´ho barevne´ho modelu.
V za´kladu uvazˇujeme, zˇe barevna´ slozˇka se skla´da´ ze trˇ´ı kana´l˚u RGB. Pro budouc´ı detekci
objekt˚u v je vsˇak vhodneˇjˇs´ı prˇeve´st obraz do barevne´ho modelu HSV . Tento model je pro
lidske´ vn´ıma´n´ı mnohem prˇirozeneˇjˇs´ı. Vy´hodou je, zˇe barevny´ odst´ın je volen jen jedn´ım
parametrem H a zbyle´ parametry S, V nastavuj´ı sytost a jas. Tedy na zmeˇny sveˇtelny´ch
podmı´nek jsou citlive´ prˇedevsˇ´ım kana´ly S a V .
2.2.3 Metoda spojova´n´ı oblast´ı
Tato iterativn´ı metoda postupuje od atomicky´ch oblast´ı (pixel˚u), ze ktery´ch sestavuje spo-
jova´n´ım veˇtsˇ´ı a veˇtsˇ´ı oblast. Krite´riem zastaven´ı je zde situace, kdy uzˇ nelze zˇa´dne´ oblasti
spojit. Prˇi procesu spojova´n´ı hraj´ı d˚ulezˇitou roli krite´ria, za ktery´ch se mohou dveˇ oblasti
spojit. Naprˇ´ıklad mus´ı mı´t podobny´ odst´ın cˇi jas. Nemeˇly by by´t oddeˇleny ostrou hranou,
takte´zˇ de´lka hranice soused´ıc´ıch oblast´ı mu˚zˇe hra´t roli. Nen´ı zrˇejmeˇ vhodne´ spojovat oblasti
doty´kaj´ıc´ı se pouze rohovy´mi body a naopak je zˇa´douc´ı spojit oblasti soused´ıc´ı spolu dlouhou
hranic´ı [1, str. 89].
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2.2.4 Operace nad bina´rn´ım obrazem
Zaj´ımavou a prˇesto ve sve´m za´kladu jednoduchou a u´cˇinnou metodou pro pra´ci s bina´rn´ımi
obrazy je matematicka´ morfologie. Vstupem V je bina´rn´ı obraz s detekovany´mi oblastmi a
maly´ bina´rn´ı obraz prˇedstavuj´ıc´ı maskuM . Pro tyto vstupy definuje matematicka´ morfologie
dveˇ za´kladn´ı operace: dilataci a erozi. Princip spocˇ´ıva´ v postupne´m prˇikla´da´n´ı masky M na
pixely vstupn´ıho obrazu V .
E = V ⊗M{x, y|Mx,y ⊆ V } (6)
D = V ⊕M{x, y|Mx,y ∩ V ̸= ∅} (7)
Vy´raz (6) popisuje vznik erodovane´ho obrazu E pouzˇit´ım maskyM na obraz V . Prˇicˇemzˇ pixel
na´lezˇ´ı objektu pouze tehdy a jen tehdy, kdyzˇ pixely vstupn´ıho obrazu prˇekryte´ jednotkovy´mi
pixely masky na´lezˇ´ı do objektu. Vy´raz (7) popisuje vznik dilatovane´ho obrazu E pouzˇit´ım
masky M na obraz V . Prˇicˇemzˇ pixel na´lezˇ´ı do objektu pouze tehdy a jen tehdy, kdyzˇ alesponˇ
jeden z pixel˚u vstupn´ıho obrazu prˇekryty´ch jednotkovy´mi pixely masky na´lezˇ´ı do objektu.
Informace o mozˇnostech matematicke´ morfologie jsem cˇerpal z text˚u [1, str. 91, 92] a [7] .
(a) Eroze (b) Origina´ln´ı obraz (c) Dilatace
Obra´zek 6: Prˇ´ıklady operac´ı
V prˇ´ıkladu (obr. 6) jsou zna´zorneˇny vy´sledky operac´ı eroze a dilatace na p˚uvodn´ı bina´rn´ı
obraz (obr. 6b). Po proveden´ı eroze (obr. 6a) jsou velke´ plochy spojene´ tenky´mi elementy
oddeˇleny, otvory v souvisly´ch plocha´ch zveˇtsˇeny a plocha objekt˚u zmensˇena. Prˇi proveden´ı
dilatace (obr. 6c) jsou objekty, ktere´ se nacha´z´ı bl´ızko sebe spojeny, otvory cˇi za´rˇezy v sou-
visly´ch plocha´ch zaceleny a plocha objekt˚u zveˇtsˇena.
Neprˇ´ıjemnou vlastnost´ı dilatace a eroze je zmeˇna velikosti objekt˚u. T´ımto neduhem vsˇak
netrp´ı dalˇs´ı cˇasto pouzˇ´ıvane´ operace otevrˇen´ı a uzavrˇen´ı. Uzavrˇen´ı (9) je operace dilatace
na´sledovana´ eroz´ı. Otevrˇen´ı (8) je provedeno jako eroze po n´ızˇ na´sleduje dilatace. Otevrˇen´ı
rozdeˇluje plochy spojene´ tenky´mi elementy a eliminuje male´ objekty. Proti tomu uzavrˇen´ı
zaceluje male´ otvory a spojuje objekty lezˇ´ıc´ı bl´ızko sebe. Pro zacelen´ı veˇtsˇ´ıch otvor˚u lze
nejdrˇ´ıve prove´st v´ıcekra´t operaci dilatace po n´ızˇ je proveden stejny´ pocˇet eroz´ı. Obdobne´
pravidlo plat´ı i pro otevrˇen´ı.
V ◦M = (V ⊗M)⊕M (8)
V •M = (V ⊕M)⊗M (9)
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3 State of The Art
Tato cˇa´st pra´ce popisuje co je proces detekce objekt˚u v obraze. Na zacˇa´tk˚u uva´d´ım neˇktera´
u´skal´ı videˇn´ı a komplexitu cele´ho procesu rozpozna´n´ı objekt˚u. Na´sledneˇ nastinˇuji mozˇnosti
vyuzˇit´ı pocˇ´ıtacˇove´ho videˇn´ı a jeho budoucnost. Za´veˇrem kapitoly uva´d´ım neˇkolik vybrany´ch
aplikac´ı z praxe, vyuzˇ´ıvaj´ıc´ıch detekci objekt˚u cˇi pocˇ´ıtacˇove´ videˇn´ı a knihovnu pro pra´ci s
digita´ln´ım obrazem.
3.1 Detekova´n´ı objekt˚u v obraze
Detekce objekt˚u v obraze je jedn´ım z hlavn´ıch u´kol˚u pocˇ´ıtacˇove´ho videˇn´ı. Prˇi tomto u´kolu se
snazˇ´ıme nale´zt a identifikovat objekty v obraze cˇi video-za´znamu. Cˇloveˇk samozrˇejmeˇ doka´zˇe
snadno a intuitivneˇ nale´zt v obraze objekty a zarˇadit je. Proces rozpozna´va´n´ı objekt˚u se
vsˇak skla´da´ z mnoha u´kon˚u a pod´ıl´ı se na neˇm ocˇi i mozek, ktery´ data zpracova´va´. Prˇicˇemzˇ
nevyuzˇ´ıva´ jen aktua´ln´ı obraz ale uplatnˇuje z´ıskane´ zkusˇenosti. Tento zjednodusˇeny´ model je
vyuzˇ´ıva´n i pro pocˇ´ıtacˇove´ videˇn´ı. Kamera zde poskytuje obrazovou informaci. Ta je na´sledneˇ
segmentova´na na zaj´ımave´ objekty, ktere´ se za vyuzˇit´ı strojove´ho ucˇen´ı identifikuj´ı.
Ani cˇloveˇk vsˇak nedoka´zˇe v obraze spra´vneˇ vyhodnotit vsˇechny objekty za vsˇech okolnost´ı.
Stejneˇ tak nelze ocˇeka´vat absolutn´ı u´speˇsˇnost od stroje. Cˇloveˇk je nav´ıc oproti pocˇ´ıtacˇi omezen
t´ım, zˇe nedoka´zˇe svou pozornost rozdeˇlit na v´ıce objekt˚u ve sce´neˇ soucˇasneˇ. Take´ porovna´n´ı
barev objekt˚u, ktere´ nelezˇ´ı vedle sebe, by´va´ pro cˇloveˇka proble´move´. Pokud cˇtena´rˇ nechce
uveˇrˇit nedokonalostem lidske´ho zraku, demonstruji na obra´zku 7, jak mu˚zˇe by´t lidske´ vn´ıma´n´ı
barev zra´dne´.
Obra´zek 7: Prˇ´ıklad chybne´ho vn´ıma´n´ı barev,zdroj p˚uvodn´ıho obrazu [12]
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Na obra´zku 7 cˇloveˇku jeho mozek ze zkusˇenosti rˇ´ıka´, zˇe b´ıla´ dlazˇdice B situovana´ ve st´ınu,
je sveˇtlejˇs´ı nezˇ osveˇtlena´ tmava´ dlazˇdice A. Prˇitom maj´ı obeˇ dlazˇdice totozˇny´ odst´ın sˇede´. V
tomto prˇ´ıpadeˇ tedy uplatneˇn´ı informace z pameˇti meˇlo veˇtsˇ´ı vy´znam nezˇ obrazova´ informace
zaslana´ sn´ımacˇem (okem). Lze tedy rˇ´ıci, zˇe detekce objekt˚u je proces d´ıky neˇmuzˇ se extrahuj´ı
z obrazove´ informace znalosti o objektech na sn´ımane´m mı´steˇ. Detekova´n´ı objekt˚u v obraze
mu˚zˇe mı´t mnoho vyuzˇit´ı a teˇm se veˇnuji da´le.
3.2 U´cˇel detekce objekt˚u
Samotne´ detekovan´ı objekt˚u v obraze neby´va´ veˇtsˇinou fina´ln´ım produktem. Z´ıskane´ informace
o sce´neˇ by´vaj´ı da´le vyuzˇity dalˇs´ımi procesy k rˇ´ızen´ı jiny´ch proces˚u. Takte´zˇ mohou poskytovat
uzˇivateli neˇjaky´ druh sluzˇby. V obraze nemus´ı by´t objekty jen detekova´ny´. Pokud ma´me k
dispozici i video-sekvenci je mozˇne´ prova´deˇt u´koly spojene´ s analy´zou pohybu objekt˚u. Tedy
vytva´rˇet sledovac´ı syste´my. Predikovat chova´n´ı sledovany´ch objekt˚u nebo naopak sledovat
celou sce´nu a rekonstruovat ji ve 3D.
Analy´za pohybu
Analy´za pohybu mu˚zˇe by´t ze sve´ho principu aplikova´na pouze na se´rie sn´ımk˚u. Protozˇe pohyb
zde prˇedstavuje zmeˇnu pozice objektu za cˇasovy´ krok. Krok je da´n cˇasovy´m odstupem po
sobeˇ jdouc´ıch sn´ımk˚u. Soucˇa´st´ı toho procesu je zpravidla hleda´n´ı korespondenc´ı objekt˚u mezi
jednotlivy´mi sn´ımky. Protozˇe sn´ımany´ obraz je pr˚umeˇtem z 3D prostoru na plochu, by´va´
proble´m se zmeˇnami tvaru objektu. Toto se deˇje, kdyzˇ je objekt zab´ıra´n z r˚uzny´ch u´hl˚u.
Proto se veˇtsˇinou nehleda´ shoda cele´ho objektu. Mı´sto neˇj jsou zvoleny zaj´ımave´ body, ktere´
jsou snadno detekovatelne´. Naprˇ´ıklad se mu˚zˇe jednat o body rohove´. Sledova´n´ım teˇchto bod˚u
lze z´ıskat informace o pohybu teˇlesa.
Celou analy´zu pohybu objekt˚u ve sce´neˇ mu˚zˇeme samozrˇejmeˇ vzta´hnout i na kameru. V
tomto prˇ´ıpadeˇ je potrˇeba vybrat neˇkolik staticky´ch bod˚u. Sledova´n´ım jejich pohybu v obraze
se reverzneˇ urcˇuje pohyb kamery. Takte´zˇ je mozˇne´ se pokusit o rekonstrukci sledovane´ho teˇlesa
pokud je zna´m pohyb kamery a prˇedmeˇt je staticky´, prˇ´ıpadneˇ je-li kamera staticka´ a sledovany´
prˇedmeˇt je v za´znamu pozorovatelny´ z v´ıce u´hl˚u. Pro rekonstrukci okol´ı je vsˇak vhodneˇjˇs´ı
pouzˇ´ıt metody za´znamu jejichzˇ vy´sledkem jsou prˇ´ımo body ve 3D prostoru. Naprˇ´ıklad laserova´
meˇrˇen´ı prˇi 3D skenova´n´ı (LIDAR).
Rozpozna´va´n´ı objekt˚u
Prˇi rozpozna´va´n´ı objekt˚u se snazˇ´ıme naj´ıt v obraze ocˇeka´vane´ entity z rea´lne´ho sveˇta,
naprˇ´ıklad oblicˇeje osob, SPZ automobil˚u a podobneˇ. Pozˇadavky z praxe take´ vyzˇaduj´ı opacˇny´
prˇ´ıstup. Tedy situaci prˇi n´ızˇ ve sce´neˇ neˇktere´ typy objekt˚u nechceme. Naprˇ´ıklad automobily
v zo´neˇ za´kazu vjezdu, osoby v nebezpecˇny´ch cˇi strˇezˇeny´ch prostorech a dalˇs´ı prˇ´ıpady. Prˇi
tomto proble´mu je zˇa´douc´ı detekovat pozad´ı a pak indikovat vy´skyt nezna´me´ho objektu ve
sce´neˇ.
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3.3 Prˇ´ıklady aplikace detekce objekt˚u
V te´to sekci jsem uvedl dva prˇ´ıklady detekce objekt˚u. Prvn´ım je detekce oblicˇej˚u. Tuto sluzˇbu
zna´ mnoho uzˇivatel˚u internetu, protozˇe je podporova´na mnoha servery na n´ıchzˇ mu˚zˇete sd´ılet
sve´ fotografie s prˇa´teli. Druhou aplikaci jsem zvolil z prostrˇed´ı dopravy, aby byla bl´ızko te´matu
te´to pra´ce. Jedna´ se o detekci okraj˚u vozovky. Tato aplikace pracuje s videoza´znamem kamery
umı´steˇne´ ve vozidle. V rea´lne´m cˇase zpracova´va´ z´ıskany´ digita´ln´ı obraz.
3.3.1 Detekce oblicˇej˚u na socia´ln´ıch s´ıt´ıch
Za nejzna´meˇjˇs´ı prˇ´ıklad detekce objekt˚u lze dnes povazˇovat detekci oblicˇej˚u. Tu svy´m uzˇiva-
tel˚um nab´ız´ı veˇtsˇina socia´ln´ıch s´ıt´ı. Cozˇ je velmi jednoduchy´ a chytry´ zp˚usob jak prˇiˇradit
ke sn´ımk˚um dodatecˇnou informaci, k cˇemuzˇ dopoma´haj´ı sami uzˇivatele´ oznacˇova´n´ım osob.
Zohledneˇn´ım teˇchto i dalˇs´ıch informac´ı pak mu˚zˇe by´t v socia´ln´ıch s´ıt´ıch prova´deˇna analy´za
s´ıly socia´ln´ıch vazeb mezi jednotlivy´mi cˇleny. Prˇ´ıklad detekce oblicˇeje je uveden na obra´zku
8a.
(a) Oznacˇova´n´ı osob (b) Meˇrˇen´ı biometricky´ch u´daj˚u
Obra´zek 8: Prˇ´ıklad detekce oblicˇej˚u
Z obra´zku 8a je zjevne´, zˇe aplikace se prˇi hleda´n´ı oblicˇeje omezuje na kl´ıcˇove´ slozˇky jako
u´sta, nos a ocˇi. Za nedostatek povazˇuji oddeˇlen´ı brady ze zvy´razneˇne´ oblasti. Oproti meˇrˇen´ı
biometrie by meˇl by´t prˇi oznacˇova´n´ı osob na fotografiıch kladen d˚uraz na estetiku. Oblicˇej
by tedy meˇl by´t vybra´n cely´. Chva´l´ım vsˇak zahrnut´ı usˇ´ı, ktere´ jsou zrˇejmeˇ prˇida´ny jako
nepovinny´ prvek. Naproti tomu prˇi meˇrˇen´ı biometricky´ch u´daj˚u (obr. 8) mus´ı by´t odeb´ıra´n´ı
vzork˚u normovane´ a jednotne´, aby bylo mozˇne´ oblicˇeje porovna´vat [11].
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3.3.2 Detekce okraj˚u vozovky
Tento projekt vypracoval Martin Glucˇ, ktery´ jej take´ prezentuje ve sve´ pra´ci [3]. C´ılem
tohoto projektu je detekovat okraje vozovky v meˇstske´m prostrˇed´ı. Zde se prˇedpokla´daj´ı lepsˇ´ı
podmı´nky viditelnosti a udrzˇovane´ho znacˇen´ı na silnici. Detektor v rea´lne´m cˇase zpracova´va´
obraz z kamery umı´steˇne´ ve vozidle a jako vy´stup poskytuje polohu nalezeny´ch okraj˚u vozovky
v obraze.
Obra´zek 9: Detekce okraj˚u vozovky, zdroj [3, str. 34]
Obra´zek 9 vizualizuje nalezene´ okraje j´ızdn´ıch pruh˚u na vozovce. Detekce okraj˚u vozovky
je zde provedena za pomoci houghovy transformace. Z vy´sledk˚u houghovy transformace jsou
z´ıska´ny nejle´pe vyhovuj´ıc´ı linie, prˇicˇemzˇ je zohledneˇna i na´vaznost pozic okrajovy´ch cˇar
vozovky mezi jednotlivy´mi sn´ımky videa.
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3.4 Knihovna OpenCV
Pro pra´ci s obrazem jsem v projektu detektoru prˇejezdovy´ch za´vor vyuzˇil knihovnu OpenCV.
Jedna´ se o multiplatformn´ı open source knihovnu zameˇrˇenou na zpracova´n´ı digita´ln´ıho obrazu
a pocˇ´ıtacˇove´ videˇn´ı. Knihovna je implementova´na v programovac´ım jazyce C++. OpenCV
poskytuje take´ interface pro programovac´ı jazyky Python, Java, C. V nejnoveˇjˇs´ıch verz´ıch
je pr˚ubeˇzˇneˇ doplnˇova´na funkcemi pro paraleln´ı operace prova´deˇne´ na GPU. Prˇicˇemzˇ doka´zˇe
vyuzˇ´ıvat jak OpenCL tak CUDA. Mezi podporovane´ operacˇn´ı syste´my patrˇ´ı Windows, Linux i
OS X. Knihovna nab´ız´ı dobrou dokumentaci a stejneˇ tak dobrˇe jsou okomentova´ny i zdrojove´
ko´dy. Na stra´nka´ch projektu lze te´zˇ nale´zt velke´ mnozˇstv´ı prˇ´ıklad˚u [13].
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4 Detektor stavu prˇejezdovy´ch za´vor
Hlavn´ı cˇa´st´ı te´to pra´ce je na´vrh a implementace na´stroje pro autonomn´ı kontrolu stavu prˇe-
jezdovy´ch za´vor. Vyzkousˇel jsem dva prˇ´ıstupy k proble´mu. Prvn´ım je metoda prahova´n´ı s
na´slednou klasifikac´ı nalezeny´ch podezrˇely´ch objekt˚u a vyhodnocen´ım jejich vztah˚u. Druha´
varianta vyuzˇ´ıva´ strojove´ho ucˇen´ı. Konkre´tneˇ se jedna´ o metodu strojove´ho ucˇen´ı SVM, ktera´
vyzˇaduje tre´nova´n´ı na cvicˇny´ch datech. Prˇi tvorbeˇ detektoru je pomoc´ı vzorovy´ch prˇ´ıklad˚u
tre´nova´no SVM, ktere´ za ostre´ho beˇhu aplikace rozpozna´va´, zda se na vybrane´m mı´steˇ nale´za´
cˇi nenale´za´ prˇejezdova´ za´vora. Tento prˇ´ıstup vyzˇaduje rucˇn´ı zada´na pozice prˇejezdove´ za´vory
pro kazˇdou kameru. Podrobneˇ jsou oba prˇ´ıstupy rozebra´ny da´le.
4.1 Detekce pomoc´ı thresholdingu
Vyuzˇit´ı thresholdingu, tedy prahova´n´ı byla prvn´ı metoda, kterou jsem se pokusil za´voru v
obraze detekovat. Cely´ proces lze rozdeˇlit na tyto kroky:
1. Thresholding pro cˇervenou a b´ılou barvu
2. U´prava z´ıskany´ch bina´rn´ıch obraz˚u
3. Detekce objekt˚u v bina´rn´ıch obrazech pomoc´ı algoritmu connected component labeling
4. Vy´pocˇet prˇ´ıznak˚u pro jednotlive´ objekty a selekce objekt˚u
5. Hleda´n´ı se´rie objekt˚u tvorˇ´ıc´ıch za´voru
Obra´zek 10: Za´vora s cˇervenob´ıly´m pruhova´n´ım
V obraze jsem se snazˇil nale´zt pixely na´lezˇ´ıc´ı do cˇervenob´ıle´ho pruhova´n´ı za´vor (obr. 10).
Tento u´kol jsem rozdeˇlil na detekci b´ıly´ch a cˇerveny´ch objekt˚u. Samotna´ detekce podezrˇely´ch
objekt˚u je provedena prahova´n´ım (2.2.2), ktere´ je prvn´ım krokem procesu. Nejprve jsem
se pokousˇel o vhodnou volbu prahu v barevne´m modelu RGB. Vhodneˇjˇs´ım se vsˇak uka´zal
prˇevod do barevne´ho modelu HSV. V obou prˇ´ıpadech je vy´sledkem prahova´n´ı bina´rn´ı obraz,
respektive obrazy. Protozˇe prahova´n´ı je prova´deˇno pro cˇervene´ a b´ıle´ objekty zvla´sˇt’.
Bina´rn´ı obrazy jsou prˇed vyhodnocen´ım jesˇteˇ upraveny pomoc´ı operac´ı otevrˇen´ı a uzavrˇen´ı
(viz 2.2.4). Tyto u´pravy jsou nutne´, protozˇe za´vory by´vaj´ı opatrˇeny cˇervenob´ıly´m pruhova´n´ım
pouze z vneˇjˇsku. Vnitrˇn´ı strany z˚usta´vaj´ı b´ıle´ a proto mohou pruhy splynout v jeden objekt,
kdyzˇ je kamera zab´ıra´ z vyvy´sˇene´ pozice. Po u´prava´ch jsou v bina´rn´ıch obrazech vyhleda´va´ny
oblasti na´lezˇ´ıc´ı jednotlivy´m objekt˚um.
Identifikace souvisly´ch oblast´ı v z´ıskany´ch bina´rn´ıch obrazech je provedena metodou con-
nected component labeling. Tuto metodu jsem zvolil, protozˇe je jednoducha´ pro implementaci,
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ale u´cˇinna´ a pro u´cˇely tohoto detektoru postacˇuj´ıc´ı. Prˇi hleda´n´ı souvisle´ plochy objektu jsou
takte´zˇ zjiˇst’ova´ny neˇktere´ prˇ´ıznaky, cˇ´ımzˇ je porusˇena modularita rˇesˇen´ı, ale sn´ızˇen potrˇebny´
pocˇet pr˚uchod˚u obrazem.
Cˇtvrty´m krokem je vy´pocˇet prˇ´ıznak˚u, ktere´ nebyly zjiˇsteˇny beˇhem identifikace souvisly´ch
oblast´ı. Podle teˇchto prˇ´ıznak˚u jsou vybra´ny podezrˇele´ objekty, ktere´ mohou by´t za´vorou. V
tomto procesu se uplatnˇuje i vza´jemna´ poloha objekt˚u. Konecˇne´ rozhodnut´ı o prˇ´ıtomnosti
prˇejezdove´ barie´ry je vsˇak provedeno azˇ v za´veˇrecˇne´m kroku.
V za´veˇrecˇne´m kroku je v mnozˇineˇ podezrˇely´ch objekt˚u hleda´na se´rie objekt˚u, ktere´ splnˇuj´ı
podmı´nky kladeny na za´voru. Pokud nen´ı takova´to se´rie objekt˚u nalezena, je vy´sledkem
detekce, zˇe se za´vora ve sn´ımku nenacha´z´ı. V opacˇne´m prˇ´ıpadeˇ je vy´skyt za´vory potvrzen.
4.1.1 Prahova´n´ı
V obraze jsem se snazˇil nale´zt pixely, ktere´ prˇedstavuj´ı za´voru. Za podezrˇele´ mohu pixely
oznacˇit podle jejich barevne´ho odst´ınu. Prˇicˇemzˇ vyuzˇ´ıva´m metody prahova´n´ı (viz sekce 2.2.2).
Prˇi tom vycha´z´ım z toho, zˇe za´vora je opatrˇena cˇervenob´ıly´m pruhova´n´ım. Hleda´m tedy
cˇervene´ a b´ıle´ objekty. Prˇi prahova´n´ı jsem zkousˇel pouzˇ´ıvat dva barevne´ modely: RBG, HSV.
RBG prahova´n´ı
Prahova´n´ı na za´kladeˇ barevne´ho modelu RGB bylo prvn´ım pokusem o segmentaci obrazu.
Protozˇe v obraze hleda´m prahova´n´ım cˇervene´ a b´ıle´ objekty je nejprve nutne´ definovat tyto
barvy v RGB modelu. Pro kana´ly mus´ı platit, zˇe prˇevazˇuje cˇerveny´ kana´l. Tedy R > G a
R > B. Da´le by hodnota kana´lu R meˇla by´t alesponˇ nad polovinou rozsahu hodnot kana´lu.
Pokud tedy uvazˇuji celocˇ´ıselne´ hodnoty v rozsahu odpov´ıdaj´ıc´ım 1 byte, meˇla by by´t hodnota
cˇervene´ho kana´lu R > 126.
(a) Vstupn´ı obraz (b) Vy´sledek prahova´n´ı
Obra´zek 11: Prˇ´ıklad RGB prahova´n´ı pro cˇervene´ odst´ıny
Prˇ´ıklad prahova´n´ı v modelu RGB pro cˇerveny´ barevny´ odst´ın (obr. 11). V tomto prˇ´ıkladu
byl zvolen pra´h tak jak je popsa´no vy´sˇe. Proces prahova´n´ı byl proveden nad vstupn´ım obra-
zem (obr. 11a). Na neˇm je zachycena prˇejezdova´ za´vora, za kterou se nacha´z´ı p˚udn´ı zava´zˇka.
Vy´sledny´ bina´rn´ı obraz (obr. 11b) naby´va´ jednotkovy´ch hodnot pro pixely, ktere´ splnˇuj´ı
podmı´nku prahova´n´ı. Zbyle´ pixely jsou nulove´. Nulove´ pixely jsou vizualizova´ny b´ılou bar-
vou a jednotkove´ pixely cˇernou. Cˇervene´ pruhy na za´vorˇe byly oznacˇeny spra´vneˇ. Spolu s
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nimi vsˇak byly oznacˇeny i neˇktere´ hneˇde´ odst´ıny z nava´zˇky a vytvorˇili vy´znamneˇ velkou plo-
chu. Toto je zp˚usobeno volbou prahu, ktera´ je v barevne´m modelu RGB pro vn´ıma´n´ı cˇloveˇka
neprˇirozena´.
Jak je z prˇ´ıkladu i popisu volby prahu pro cˇervene´ objekty patrne´, nen´ı pra´ce s RGB
modelem jednoducha´ a intuitivn´ı. Cozˇ je zp˚usobeno t´ım, zˇe barevny´ odst´ın je za´visly´ na
hodnoteˇ vsˇech barevny´ch kana´l˚u. Vy´hodneˇjˇs´ım se tedy jev´ı prˇej´ıt do barevne´ho modelu,
ktery´ odst´ın barvy nastavuje pouze jedn´ım kana´lem. Takovy´m barevny´m modelem je HSV.
HSV prahova´n´ı
Po prˇeveden´ı sn´ımku do barevne´ho modelu HSV je snadne´ stanovit prahove´ hodnoty barev
za pomoci vzorn´ıku, cˇi palety. Nemohu zde vsˇak volit jedinou hodnotu prahu, ale interval ve
ktere´m se budou vyskytovat barvy prˇij´ımany´ch pixel˚u. Barevny´ odst´ın se vol´ı v kana´lu H.
V neˇm tedy vyb´ıra´m cˇervenou barvu. Slozˇky S a V reprezentuj´ı sytost a jas. Protozˇe n´ızke´
hodnoty sytosti vedou na obraz ve stupn´ıch sˇedi, nevol´ım doln´ı mez shodnou s minima´ln´ı
mozˇnou hodnotou slozˇky S. Pro n´ızkou hodnotu jasove´ slozˇky V se vy´sledne´ barvy bl´ızˇ´ı
cˇerne´. Proto i zde nevol´ım doln´ı mez shodnou s minima´ln´ı hodnotou z rozsahu V. Experi-
menta´lneˇ jsem stanovil meze intervalu pro cˇervenou barvu v modelu HSV v OpenCV takto:
< (160, 50, 50); (179, 255, 255) >. Tento interval jsem aplikoval na stejny´ vstupn´ı obraz jako
v prˇ´ıkladu (obr. 11). Obdobneˇ jsem postupoval i pro b´ılou barvu a stanovil tento interval:
< (0, 0, 200); (179, 65, 255) >.
(a) Vstupn´ı obraz (b) Prahova´no pro cˇervenou barvu (c) Prahova´no pro b´ılou barvu
Obra´zek 12: Prˇ´ıklad HSV prahova´n´ı
Prˇ´ıklad prahova´n´ı v barevne´m prostoru HSV pro vy´sˇe stanoveny´ interval cˇervene´ barvy
je na obra´zku 12. Vstupn´ı obraz (obr. 12a) obsahuje prˇejezdovou za´voru, za kterou se nacha´z´ı
p˚udn´ı nava´zˇka. Nad vstupn´ım obrazem je proveden proces prahova´n´ı v dane´m HSV intervalu.
Vy´sledkem je bina´rn´ı obraz (obr. 12b) naby´vaj´ıc´ı jednotkovy´ch hodnot pro pixely, ktere´
splnˇuj´ı podmı´nku prahova´n´ı. Zbyle´ pixely jsou nulove´. Nulove´ pixely jsou vizualizova´ny b´ılou
barvou a jednotkove´ pixely cˇernou barvou. Stejneˇ jako v prˇedchoz´ım prˇ´ıkladu (obr. 11). Ve
vy´sledne´m obrazu jsou jasneˇ vybra´ny cˇervene´ objekty. Pruhy prˇejezdovy´ch za´vor maj´ı vy´razneˇ
veˇtsˇ´ı plochu nezˇ osameˇle´ falesˇneˇ pozitivn´ı objekty. Tud´ızˇ lze tyto falesˇneˇ pozitivn´ı objekty
snadno odfiltrovat. HSV prahova´n´ı se tedy projevilo jako u´cˇineˇjˇs´ı.
Prahova´n´ım jsem urcˇil zda barvy jednotlivy´ch pixel˚u spadaj´ı do stanoveny´ch interval˚u.
T´ım jsem z´ıskal jeden bina´rn´ı obraz oznacˇuj´ıc´ı pixely na´lezˇ´ıc´ı b´ıly´m objekt˚u (obr. 12c) a
druhy´ bina´rn´ı obraz pro pixely cˇerveny´ch objekt˚u (obr. 11). Se vznikly´mi bina´rn´ımi obrazy
da´le pracuji pomoc´ı na´stroj˚u matematicke´ morfologie.
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4.1.2 U´prava bina´rn´ıch obraz˚u
Bina´rn´ı obrazy jsou vy´sledkem prahova´n´ı a identifikuj´ı pixely se, ktery´mi se bude da´le praco-
vat prˇi vysˇetrˇova´n´ı oblast´ı na´lezˇ´ıc´ıch objekt˚um. Proces prahova´n´ı vsˇak mu˚zˇe vybrat jen cˇa´st
objektu, nebo mu˚zˇe objekt rozdeˇlit na neˇkolik cˇa´st´ı. Take´ se sta´va´, zˇe neˇktere´ z objekt˚u bu-
dou propojeny. To vsˇe mu˚zˇe by´t naprˇ´ıklad zaprˇ´ıcˇineˇno osveˇtlen´ım a st´ıny ve sce´neˇ cˇi ztra´tou
cˇa´sti informace o barva´ch vlivem komprese obrazu. Proto je potrˇeba bina´rn´ı obrazy prˇed
dalˇs´ım zpracova´n´ım upravit. Zacelit prˇerusˇene´ objekty, vyplnit chybneˇ detekovane´ otvory v
objektech a rozdeˇlit chybneˇ spojene´ objekty. Za t´ımto u´cˇelem vyuzˇ´ıva´m operac´ı matematicke´
morfologie (viz 2.2.4).
Pro prˇerusˇen´ı tenky´ch spojen´ı mezi objekty a eliminaci maly´ch chybneˇ detekovany´ch
oblast´ı, jako jsou naprˇ´ıklad odlesky, vyuzˇ´ıva´m operace eroze. Pote´ na´sleduje neˇkolikana´sobna´
operace dilatace. Jedna´ se tedy o operaci otevrˇen´ı. V pruz´ıch prˇejezdove´ za´vory vznikaj´ı prˇi
thresholdingu otvory a trhliny, protozˇe barva neˇktery´ch pixel˚u za´vory je ovlivneˇna ztra´tovou
grafickou kompres´ı obrazu prˇi ukla´da´n´ı. Proto prova´d´ım na za´veˇr operaci uzavrˇen´ı.
(a) Vstupn´ı bina´rn´ı obraz (b) Vy´sledny´ bina´rn´ı obraz
Obra´zek 13: U´pravy pomoc´ı matematicke´ morfologie
Prˇ´ıklad (obr. 13) ukazuje prakticky´ vy´znam operac´ı matematicke´ morfologie. Vstupn´ım
obrazem (obr. 13a) je sn´ımek prahovany´ pro b´ılou barvu. Ve vstupn´ım obraze jsou neˇktere´ z
nalezeny´ch pruh˚u za´vor spojeny tenky´mi prˇechody. Stalo se to, protozˇe cˇervenob´ıle´ pruhova´n´ı
je na za´vora´ch pouze z vneˇjˇs´ıch stran a uvnitrˇ jsou za´vory b´ıle´. Takzˇe kamera sn´ımaj´ıc´ı
prˇejezd z vy´sˇky vid´ı cˇa´stecˇneˇ i vnitrˇn´ı stranu za´vor, cozˇ pruhy spoj´ı. Takte´zˇ odlesky kolej´ı
tvorˇ´ı dlouhe´ tenke´ linea´rn´ı oblasti. Aplikac´ı vy´sˇe uvedene´ho sledu operac´ı vznika´ upraveny´
bina´rn´ı obraz (obr. 13b). V neˇm jsou pruhy na za´vorˇe osamostatneˇny. Odstraneˇny jsou drobne´
odlesky a tenke´ linie kolej´ı. V obraze se zmensˇilo mnozˇstv´ı souvisly´ch ploch, cozˇ prˇi dalˇs´ı pra´ci
zjednodusˇ´ı jeho prohleda´va´n´ı a sn´ızˇ´ı mnozˇstv´ı podezrˇely´ch objekt˚u.
Kdyzˇ jsem z´ıskal vhodny´ bina´rn´ı obraz zacˇnu v neˇm hledat souvisle´ plochy, ktere´ mohu
oznacˇit jako objekty. Jedna´ se tedy o spojova´n´ı jednotlivy´ch pixel˚u v plochy. To prova´d´ım
pomoc´ı metody connected component labeling.
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4.1.3 Connected component labeling
Tento algoritmus vycha´z´ı z teorie graf˚u a slouzˇ´ı k hleda´n´ı komponent grafu. V pocˇ´ıtacˇove´m
videˇn´ı se pouzˇ´ıva´ pro detekci souvisly´ch oblast´ı v bina´rn´ıch obrazech. Prˇi pra´ci s obrazem
je na pixely nahl´ızˇeno jako na uzly grafu. Prˇicˇemzˇ dva pixely jsou spojeny hranou pokud se
sebou prˇ´ımo soused´ı. Prˇi tvorbeˇ tohoto detektoru povazˇuji za soused´ıc´ı pixely ty, ktere´ maj´ı
spolecˇnou hranu. Pro zaznamena´n´ı prˇ´ıslusˇnosti pixelu k neˇjake´ oblasti jsou pouzˇity indexy
(sˇt´ıtky). Ty jsou vepisova´ny do pomocne´ho obrazu. Vsˇechny pixely jedne´ spojite´ oblasti
jsou oznacˇeny stejny´m indexem. V pomocne´m (vy´stupn´ım) obraze je tedy ve vy´sledku tolik
unika´tn´ıch index˚u, kolik je v obraze nalezeno oblast´ı plus jeden ”nulovy´”index pro oznacˇen´ı
pozad´ı. Postupneˇ je procha´zen cely´ bina´rn´ı obraz. Pro kazˇdy´ pixel je vyvola´n algoritmus
hleda´n´ı souvisle´ komponenty. Tyto i da´le uvedene´ informace o algoritmu connected component
labeling jsem z´ıskal z [4] a [2, str. 69 - 73].
Prˇi zpracova´n´ı jednoho pixelu kontroluje algoritmus zda nen´ı pixel v bina´rn´ım obraze
oznacˇen jako pozad´ı a zda jizˇ nen´ı ve vy´stupn´ım obraze indexova´n jiny´m objektem. Po-
kud jsou podmı´nky splneˇny je pixel indexova´n jako soucˇa´st aktua´lneˇ vznikaj´ıc´ıho objektu a
jsou rekurzivneˇ zkouma´ny i pixely na sever, vy´chod, jih a za´pad od aktua´ln´ı pozice. Pokud
podmı´nky splneˇny nejsou zpracova´n´ı aktua´ln´ıho pixelu koncˇ´ı.
(a) Prvn´ı iterace (b) Druha´ iterace (c) Trˇet´ı iterace
Obra´zek 14: Zna´zorneˇn´ı postupu algoritmu
Prˇ´ıklad (obr. 14) zna´zornˇuje sekvencˇn´ı indexaci pixel˚u v obraze. Zelenou barvou jsou
vyznacˇeny pixely zpracova´vane´ v aktua´ln´ı iteraci. Modrou barvou jsou oznacˇeny pixely, ktere´
algoritmus prˇideˇlil plosˇe objektu. B´ıla´ barva na´lezˇ´ı pixel˚um, ktere´ jsou objektem a zat´ım
nebyly nikam prˇiˇrazeny. Cˇerna´ barva rˇ´ıka´, zˇe pixel na´lezˇ´ı pozad´ı. V prvn´ım kroku (obr. 14a)
je vybra´n pocˇa´tecˇn´ı pixel. V druhe´m kroku (obr. 14b) je tento pixel zpracova´n a prˇideˇlen
objektu. Pixely severneˇ, vy´chodneˇ a za´padneˇ jsou v aktua´ln´ı iteraci zpracova´va´ny. Prˇicˇemzˇ
jizˇn´ı pixel tvorˇ´ı hranici objektu a proto nebude indexova´n. Ve trˇet´ı iteraci (obr. 14c) je
zobrazeno, jak cely´ proces rekurzivneˇ pokracˇuje.
Kdyzˇ jsou prozkouma´ny vsˇechny podezrˇele´ pixely algoritmus kocˇ´ı. V indexovane´m (vy´sled-
ne´m) obraze je ulozˇena informace o tom, ktere´mu objektu jednotlive´ pixely na´lezˇ´ı. Prˇicˇemzˇ
specia´ln´ı hodnota indexu urcˇuje pixely pozad´ı. Pro zacha´zen´ı s nalezeny´mi objekty slouzˇ´ı v
detektoru za´vor trˇ´ıda ImgObject. Da´le je potrˇeba objekty kvalitativneˇ porovnat, roztrˇ´ıdit
a vybrat z nich pouze elementy jenzˇ tvorˇ´ı za´voru. Proto urcˇuji pro kazˇdy´ nalezeny´ objekt
cˇ´ıselneˇ porovnatelne´ atributy.
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Atributy objekt˚u zjiˇst’ovane´ beˇhem indexace
Obvod a obsah objektu lze urcˇit uzˇ prˇi indexaci dane´ho objektu, cˇ´ımzˇ snizˇuji pocˇet pr˚uchod˚u
obrazem. Obsah objektu je roven soucˇtu pixel˚u na´lezˇ´ıc´ıch do objektu. Prakticky je imple-
mentova´n jako cˇ´ıtacˇ indexovany´ch pixel˚u. V detektoru prˇejezdovy´ch za´vor je oznacˇen jako
atributmyArea na´lezˇ´ıc´ı trˇ´ıdeˇ ImgObject. Obvod objektu lze spocˇ´ıtat prˇi indexaci jako soucˇet
uda´lost´ı, kdy soused´ıc´ı pixel nebyl prˇiˇrazen do aktua´lneˇ vytva´rˇene´ho objektu. Vy´pocˇet ob-
vodu tedy prˇida´va´ do algoritmu jeden cˇ´ıtacˇ. V detektoru prˇejezdovy´ch za´vor prˇedstavuje
obvod atribut myPerimeter na´lezˇ´ıc´ı trˇ´ıdeˇ ImgObject.
4.1.4 Selekce objekt˚u
Kdyzˇ jsou v obraze nalezeny objekty odpov´ıdaj´ıc´ı souvisly´m plocha´m v bina´rn´ım obraze, je
trˇeba ze vznikle´ mnozˇiny vybrat jen ty objekty, ktere´ mohou na´lezˇet prˇejezdove´ za´vorˇe. Proto
se objekt˚um prˇiˇrazuj´ı porovnatelne´ atributy. Souhrnneˇ se takove´ atributy nazy´vaj´ı prˇ´ıznaky.
Detektor prˇejezdovy´ch za´vor vyuzˇ´ıva´ jako prˇ´ıznaky obvod, obsah, minimal bounding box a
neˇktere´ z nich odvozene´ prˇ´ıznaky. Z´ıska´va´n´ı obvodu a obsahu jsem jizˇ popisoval vy´sˇe.
Minimal boundin box
Nejmensˇ´ı obaluj´ıc´ı obde´ln´ık je struktura maj´ıc´ı nejmensˇ´ı obsah ze vsˇech obde´ln´ık˚u, ktere´ ob-
sahuj´ı vsˇechny pixely dane´ho objektu cˇi skupiny objekt˚u. V tomto textu uvazˇuji a vyuzˇ´ıva´m
pouze bounding boxy zarovnane´ s osami. By´vaj´ı te´zˇ oznacˇova´ny jako axis aligned bounding
box (AABB)[5]. AABB zjednodusˇuje operaci pr˚uniku, kterou pouzˇ´ıva´m prˇi pra´ci s nalezeny´mi
skupinami objekt˚u. V detektoru za´vor je struktura reprezentuj´ıc´ı bounding box implemen-
tova´na pod na´zvem AABB.
Prˇi selekci podezrˇely´ch objekt˚u, ktere´ mohou by´t soucˇa´st´ı za´vory jsou vyrˇazeny objekty
maj´ıc´ı zanedbatelnou plochu, tedy jsou velmi male´. Takte´zˇ vyrˇazuji objekty vyplnˇuj´ıc´ı me´neˇ
nezˇ polovinu plochy sve´ho AABB. Toto opatrˇen´ı odfiltruje podlouhle´ tencˇ´ı objekty, jejichzˇ
smeˇr nen´ı rovnobeˇzˇny´ s horizonta´ln´ı nebo vertika´ln´ı osou kamery. To jsou naprˇ´ıklad koleje cˇi
kabely, ktere´ d´ıky perspektiveˇ a jejich de´lce neby´vaj´ı vodorovne´ s horizonta´ln´ı osou kamery.
Oblast za´jmu
Ke zmensˇen´ı mnozˇiny podezrˇely´ch objekt˚u lze vyuzˇ´ıt toho, zˇe se na za´vorˇe mus´ı vyskytovat
b´ıla´ i cˇervena´ barva soucˇasneˇ. Tud´ızˇ mne v obraze nezaj´ımaj´ı oblasti, ve ktery´ch se vyskytuje
jen jeden ze dvou hledany´ch barevny´ch objekt˚u. Nezaj´ımave´ oblasti mohu vyloucˇit jedno-
duchy´m postupem. Vytvorˇ´ım dva velke´ bounding boxy. Jeden pro cˇervene´ objekty a druhy´
pro b´ıle´. Nyn´ı vyberu ze vsˇech objekt˚u ve sce´neˇ ty, ktere´ lezˇ´ı celou svou plochou soucˇasneˇ v
AABB pro cˇervene´ objekty a AABB pro b´ıle´ objekty.
Prˇ´ıklad (obr. 15) ukazuje jak mu˚zˇe oblast za´jmu omezit mnozˇstv´ı podezrˇely´ch objekt˚u.
Vstupn´ı obraz (obr. 15a) obsahuje vsˇechny cˇervene´ (vyznacˇeny cˇervenou barvou) i b´ıle´ objekty
(vynacˇeny cˇernou barvou) detekovane´ ve sce´neˇ. B´ıle´ objekty jsou roztrousˇeny po cele´ plosˇe
sn´ımku. Cˇerveny´mi objekty jsou jen pruhy za´vor, ktere´ jsou koncentrova´ny na omezene´ plosˇe.
Vytvorˇen´ım pr˚uniku AABB b´ıly´ch a cˇerveny´ch objekt˚u vznika´ AABB v podstateˇ odpov´ıdaj´ıc´ı
cˇervene´mu AABB. Oblast pr˚uniku je vyznacˇena na obra´zku 15b sˇedou barvou. Vybrane´ jsou
pak pouze objekty lezˇ´ıc´ı uvnitrˇ te´to oblasti. Prˇi porovna´n´ı plochy obra´zku a pr˚uniku AABB
je jasne´, zˇe docha´z´ı k zefektivneˇn´ı dalˇs´ı pra´ce se sn´ımkem.
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(a) Ojekty v obraze (b) Oblast za´jmu
(c) Detail oblasti za´jmu
Obra´zek 15: Selekce oblasti za´jmu
Selekce pomoc´ı oblasti za´jmu nema´ za c´ıl oznacˇit jen elementy za´vory. Sp´ıˇse odstran´ı
objekty jenzˇ za´vorou by´t nemohou. Jedna´ se tedy o filtr. U´speˇsˇneˇ odstranˇuje naprˇ´ıklad velke´
b´ıle´ oblasti oblohy. Po odfiltrova´n´ı neˇktery´ch nezaj´ımavy´ch objet˚u je na cˇase ve zbyle´ mnozˇineˇ
podezrˇely´ch objekt˚u hledat za´voru.
4.1.5 Nalezen´ı za´vory
Prˇi hleda´n´ı za´vory v obraze je d˚ulezˇite´ vybrat a popsat podmı´nky, ktere´ ma´j´ı elementy,
detekovane´ objekty jenzˇ tvorˇ´ı za´voru, splnˇovat.
• elementy tvorˇ´ıc´ı za´voru lezˇ´ı na jedne´ prˇ´ımce
• vedle sebe nesmı´ lezˇet dva elementy stejne´ barvy
• se´rie element˚u mus´ı by´t tvorˇena alesponˇ peˇti cˇleny
Pro vyhleda´n´ı za´vory jsem se inspiroval Jarvisovy´m algoritmem pro konstrukci konvexn´ı
oba´lky [9]. Prˇi implementaci jsem postupoval takto: podezrˇele´ cˇervene´ a b´ıle objekty jsou
spojeny do jedne´ mnozˇiny. Mnozˇina je setrˇ´ıdeˇna podle horizonta´ln´ı osy obrazu. Podezrˇele´
objekty jsou procha´zeny prˇicˇemzˇ se kontroluje strˇ´ıda´n´ı barev. Pro kazˇde´ trˇi po sobeˇ jdouc´ı
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objekty je vypocˇten u´hel sv´ırany´ strˇedy jejich AABB. Sv´ırany´ u´hel nesmı´ prˇesa´hnout experi-
menta´lneˇ zvolenou odchylku 0.27 rad. Mı´sto strˇedu objektu vyuzˇ´ıva´m strˇed AABB, protozˇe
v drˇ´ıveˇjˇs´ım postupu je oveˇrˇeno, zˇe objekt tvorˇ´ı minima´lneˇ polovinu plochy bounding boxu.
Pokud je nalezena se´rie peˇti objekt˚u splnˇuj´ıc´ıch tyto pozˇadavky, je vy´sledny´m stavem na-
lezen´ı za´vory. Pak jsou strˇedy AABB pocˇa´tecˇn´ıho a koncove´ho objektu oznacˇeny za krajn´ı
body u´secˇky oznacˇuj´ıc´ı pozici za´vory v obraze. Jinak je vy´sledny´m stavem, zˇe za´vora nalezena
nebyla.
Obra´zek 16: Vizualizace hleda´n´ı za´vory
Na sn´ımku z prˇejezdove´ kamery (obr. 16) jsou vizualizova´ny entity procesu hleda´n´ı prˇe-
jezdove´ za´vory v podezrˇely´ch objektech. Modry´mi obde´ln´ıky jsou zvy´razneˇny nalezene´ po-
dezrˇele´ objekty. Lomena´ cˇa´ra barvy cyan, ktera´ je spojuje, prˇedstavuje jejich horizonta´ln´ı
serˇazen´ı prˇi zpracova´n´ı. Takte´zˇ zobrazuje u´hly v jaky´ch na sebe objekty navazuj´ı. A konecˇneˇ
silna´ zelena´ u´secˇka oznacˇuje nalezenou pozici za´vory v obraze. V leve´m doln´ım rohu je nav´ıc
slovneˇ popsa´n stav za´vory.
Za´veˇrem jesˇteˇ pop´ıˇsi na´vratove´ hodnoty detektoru prˇejezdovy´ch za´vor provedene´ho po-
moc´ı thresholdingu. Program vzˇdy vrac´ı alesponˇ jednu hodnotu. Ta indikuje zda byla nebo
nebyla za´vora nalezena. V prˇ´ıpadeˇ zˇe za´vora nalezena byla jsou v dalˇs´ıch cˇtyrˇech hodnota´ch
vra´ceny sourˇadnice koncovy´ch bod˚u u´secˇky oznacˇuj´ıc´ı pozici za´vory.
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1. byla za´vora nalezena? ( 1-Ano | 0-Ne )
2. (za´vora nalezena) sourˇadnice rˇa´dku pocˇa´tecˇn´ıho bodu za´vory
3. (za´vora nalezena) sourˇadnice sloupce pocˇa´tecˇn´ıho bodu za´vory
4. (za´vora nalezena) sourˇadnice rˇa´dku koncove´ho bodu za´vory
5. (za´vora nalezena) sourˇadnice sloupce koncove´ho bodu za´vory
Tento detektor je da´le otestova´n v kapitole experiment˚u. Take´ je porovna´n s druhou verz´ı
detektoru, ktera´ vyuzˇ´ıva´ strojove´ho ucˇen´ı formou SVM.
4.2 Detekce pomoc´ı SVM
Druha´ metoda vytvorˇena´ k detekova´n´ı zˇeleznicˇn´ıch prˇejezdovy´ch za´vor vyuzˇ´ıva´ strojove´
ucˇen´ı. Zvoleny´m modelem ucˇen´ı je SVM, ktery´ je implementova´n v knihovneˇ OpenCV. Tento
detektor pracuje s obrazem ve stupn´ıch sˇedi. Takzˇe je me´neˇ na´chylny´ na zmeˇny sveˇtelny´ch
podmı´nek, protozˇe kamera se prˇi slabe´m osveˇtlen´ı doka´zˇe automaticky prˇepnout z RGB do IR
rezˇimu, ktery´ poskytuje obrazy pouze ve stupn´ıch sˇedi. Pro vytvorˇen´ı a spra´vnou funkcˇnost
detektoru je potrˇeba prove´st tyto kroky:
1. Tvorba vzor˚u pro ucˇen´ı
2. Ucˇen´ı SVM
3. Klasifikace nezna´my´ch vzor˚u pro detekova´n´ı za´vory
SVM je model strojove´ho ucˇen´ı vyzˇaduj´ıc´ı ucˇitele, tedy vzorove´ prˇ´ıklady. Proto je nutne´
vzorove´ prˇ´ıklady vytvorˇit a rucˇneˇ klasifikovat. Je trˇeba vybrat jak prˇ´ıklady na´lezˇ´ıc´ı oblasti
za´vory, tak prˇ´ıklady ktere´ nemaj´ı by´t klasifikova´ny jako za´vora. Vzorky jsou odeb´ıra´ny z
obrazu ve stupn´ıch sˇedi. Vzorky jsou normalizova´ny kv˚uli vlivu sveˇtelny´ch podmı´nek a fil-
trova´ny pro odstraneˇn´ı sˇumu. Pozitivn´ı a negativn´ı vzorky jsou na za´veˇr spojeny do jedne´
mnozˇiny tre´novac´ıch prˇ´ıklad˚u.
Prˇi ucˇen´ı jsou SVM prˇedlozˇeny prˇipravene´ prˇ´ıklady obsahuj´ıc´ı vektor prˇ´ıznak˚u a jeho
klasifikaci. SVM pak vyhleda´ vzory pro prˇedlozˇene´ prˇ´ıklady a prˇizp˚usob´ı jim sv˚uj vnitrˇn´ı
stav. SVM je na´sledneˇ serializova´n a ulozˇen pro budouc´ı pouzˇit´ı prˇi klasifikaci nezarˇazeny´ch
vektor˚u prˇ´ıznak˚u.
Prˇed samotnou klasifikac´ı novy´ch vzork˚u je potrˇeba pro kazˇdou kameru rucˇneˇ vybrat
pozici spusˇteˇne´ prˇejezdove´ za´vory v obraze. Da´le uzˇ detektor sa´m z vybrane´ oblasti za´vory
odeb´ıra´ vzorek. Na jeho za´kladeˇ je vytvorˇen vektor prˇ´ıznak˚u, obdobneˇ jako prˇi vytva´rˇen´ı
prˇ´ıklad˚u pro ucˇen´ı. Vzorek je pak klasifikova´n pomoc´ı SVM a je rozhodnuto o prˇ´ıtomnosti
prˇejezdove´ za´vory. Nezˇ vsˇak prˇistoup´ım k podrobneˇjˇs´ımu popisu detektoru veˇnuji se osveˇtlen´ı
principu strojove´ho ucˇen´ı formou SVM.
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4.2.1 Support vector machine
Support vector machine je metodou strojove´ho ucˇen´ı. Teorii o SVM jsem cˇerpal z [8]. Aby
mohl SVM spra´vneˇ pracovat, vyzˇaduje sadu tre´novac´ıch dat. Jedna´ se tedy o model ucˇen´ı
s ucˇitelem. Prˇi ucˇen´ı s ucˇitelem jsou stroji prˇedkla´da´ny prˇ´ıklady, ktere´ tvorˇ´ı dvojice slozˇene´
z vektoru prˇ´ıznak˚u a pozˇadovane´ho vy´stupu. Aby v budoucnu mohl stroj samostatneˇ roz-
pozna´vat dalˇs´ı vektory, zobecnˇuje vhodny´m zp˚usobem prˇedkla´dana´ data. SVM ke klasifikaci
prˇedkla´dany´ch vektor˚u prˇ´ıznak˚u vyuzˇ´ıva´ jednoduche´ mysˇlenky deˇlen´ı prostoru.
Obra´zek 17: Proble´m deˇlen´ı prostoru
Ve sve´ za´kladn´ı verzi deˇl´ı SVM prostor prˇ´ıznaku na dva podprostory. V prˇ´ıkladu (obr. 17)
jsou sledova´ny dva prˇ´ıznaky x1 a x2. Prostor je tedy dvou dimenziona´ln´ı. Tento prostor obsa-
huje sˇest vzork˚u. Stroj se snazˇ´ı zjistit, jak prostor rozdeˇlit, aby kazˇda´ polorovina obsahovala
pouze jeden typ vzork˚u. Pozitivn´ı vzorky jsou oznacˇeny symbolem +. Negativn´ı zase sym-
bolem −. Nejjednodusˇsˇ´ım zp˚usobem rozdeˇlen´ı te´to roviny je prˇ´ımka. Ovsˇem prˇ´ımek, jenzˇ od
sebe oddeˇluj´ı skupiny pozitivn´ıch a negativn´ıch prˇ´ıklad˚u je nekonecˇneˇ mnoho. V prˇ´ıkladu jsou
zobrazeny dveˇ: zelena´ prˇ´ımka a a hneˇda´ prˇ´ımka b. Ty se od sebe liˇs´ı t´ım, v jake´ vzda´lenosti
procha´z´ı od nejblizˇsˇ´ıch bod˚u z obou skupin. Tato vzda´lenost je zna´zorneˇna cˇa´rkovany´mi
cˇarami. Proble´mem je vy´beˇr nejlepsˇ´ı prˇ´ımky ze vsˇech mozˇny´ch.
K porovna´n´ı kvality prˇ´ımek lze vyuzˇ´ıt sˇ´ıˇrky pruhu, ktery´ je da´n vzda´lenostmi k nejblizˇsˇ´ım
bod˚um z obou skupin prˇ´ıklad˚u. Hleda´n je tedy pruh s maxima´ln´ı sˇ´ıˇrkou, ktery´ deˇl´ı prostor
prˇ´ıznak˚u zp˚usobem popsany´m vy´sˇe. Intuitivneˇ je pak jasne´, zˇe nejvhodneˇjˇs´ı prˇ´ımka z dane´ho
pruhu ma´ stejneˇ daleko k obeˇma okraj˚um pruhu s nimizˇ je rovnobeˇzˇna´. Z prˇ´ıkladu (obr. 17)
je nejˇsirsˇ´ı pruhem ten s hneˇdy´mi okraji. Nejvhodneˇjˇs´ı deˇl´ıc´ı prˇ´ımka prˇ´ıkladu je tedy prˇ´ımka a.
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Klasifikace novy´ch vzork˚u
Lze vypozorovat, zˇe vsˇechny vzorove´ prˇ´ıklady nejsou stejneˇ vy´znamne´ pro nalezen´ı rozdeˇlen´ı
prostoru prˇ´ıznaku na poloroviny. Hlavn´ımi vzorky jsou vektory prˇ´ıznak˚u, ktere´ se nale´zaj´ı na
hranici pruhu vyznacˇene´ cˇa´rkovany´mi cˇarami (obr. 18). Odtud pocha´z´ı na´zev metody support
vector machine.
Obra´zek 18: Klasifikace vzork˚u
Obra´zek 18 nastinˇuje mysˇlenku stoj´ıc´ı za postupem klasifikace novy´ch vzork˚u. Prˇ´ımka a
deˇl´ı podprostor na pozitivn´ı a negativn´ı vzorky. Vektor u prˇedstavuje novy´ vzorek o ktere´m
se ma´ rozhodnout zda je cˇi nen´ı pozitivn´ı. Vektor w je kolmy´ na prˇ´ımku a. U´vaha klasifikace
je takova´: pokud je skala´rn´ı soucˇin vektor˚u w a u veˇtsˇ´ı nezˇ vzda´lenost k deˇl´ıc´ı prˇ´ımce a,
spada´ u do poloroviny pozitivn´ıch vzork˚u. Jinak je negativn´ı. Podmı´nku pozitivity lze tedy
zapsat vy´razem (10).
w · u = c (10)
Prˇeveden´ım konstanty c na levou stranu a prˇeznacˇen´ım dosta´va´m novy´ tvar podmı´nky pozi-
tivity.
w · u+ b = 0 kde b = −c (11)
Mı´sto nezna´me´ho vstupn´ıho vektoru u mohu zvolit pozitivn´ı vzorek (12) nebo negativn´ı
vzorek (13).
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w · x+ + b = 1 (12)
w · x− + b 5 −1 (13)
Da´le mohu zave´st promeˇnou yi definovanou takto:
yi =

+1, pro pozitivn´ı vzorky
−1, pro negativn´ı vzorky (14)
Pokud promeˇnou yi vyna´sob´ım rovnice (12) a (13) dostanu dva stejne´ vy´razy ve tvaru
(15).
yi(w · xi) + b− 1 = 0 (15)
Podmı´nky na sˇ´ıˇrku pruhu kladou jen vzorove´ vektory lezˇ´ıc´ı na okraji pruhu. Nikoli v cele´
polorovineˇ. Proto uprav´ım nerovnici na rovnici.
yi(w · xi) + b− 1 = 0 pro xi na okraj´ıch pruhu (16)
Da´le je potrˇeba zjistit vztah pro sˇ´ıˇrku pruhu.
Obra´zek 19: Sˇ´ıˇrka pruhu
Obra´zek 19 zna´zornˇuje vztahy plat´ıc´ı pro sˇ´ıˇrku pruhu. Vyberu ze vzorovy´ch prˇ´ıznakovy´ch
vektor˚u po jednom z kazˇde´ strany pruhu. Pro negativn´ı stranu je to x− , pro pozitivn´ı x+.
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Jejich odecˇten´ım z´ıska´m vektor x+ − x− spojuj´ıc´ı obeˇ strany pruhu. Tento vektor mu˚zˇe by´t
jakkoliv natocˇen a proto nelze jeho de´lku pouzˇ´ıt prˇ´ımo pro zjiˇsteˇn´ı sˇ´ıˇrky pruhu. Ale pokud
zna´m jednotkovy´ vektor kolmy´ na deˇl´ıc´ı prˇ´ımku a, mohu za pomoc´ı skala´rn´ıho soucˇinu tuto
de´lku zjistit. Vektor w kolmy´ na a je definova´n vy´sˇe. Nen´ı jednotkovy´ a proto mus´ı by´t
normalizova´n. Cˇ´ımzˇ je z´ıska´n vy´raz w∥w∥ . Sˇ´ıˇrka pruhu je tedy rovna vy´razu (17).
width = (x+ − x−) · w∥w∥ (17)
width = (x+ ·w − x− ·w) 1∥w∥ (18)
Z vy´razu (16) pak mohu vyja´drˇit:
pro x+: w · x+ = b− 1 (19)
pro x−: w · x− = −b− 1 (20)
Dosazen´ım vy´raz˚u (19) a (20) do (18) dostanu:
width =
2
∥w∥ (21)
Jak uzˇ bylo rˇecˇeno drˇ´ıve, hleda´n je pruh s maxima´ln´ı sˇ´ıˇrkou (22). Prˇi hleda´n´ı maxima
nema´ konstanta vliv (23). Hleda´n´ı maxima ve zlomku, kde promeˇnna´ je pouze ve jmenovateli
lze prˇeve´st na hleda´n´ı minima cˇitatele (24).
max(
2
∥w∥) (22)
⇒ max( 1∥w∥) (23)
⇒ min(∥w∥) (24)
Sˇ´ıˇrka pruhu se mu˚zˇe pohybovat pouze v kladny´ch cˇ´ıslech. Proto je mozˇne´ hledat i mini-
mum promeˇnne´ umocneˇnou na na druhou (25). Vyna´sobene´ konstantou prˇi hleda´n´ı minima
zde vy´sledek neovlivn´ı (26).
min((∥w∥)2) (25)
⇒ min(1
2
(∥w∥)2) (26)
K nalezen´ı deˇl´ıc´ı prˇ´ımky je tedy potrˇeba nale´zt extre´m z vy´razu (26) a dodrzˇet podmı´nku
vy´razu (16). K nalezen´ı extre´mu za urcˇity´ch podmı´nek jsou zavedeny Lagrangerovy mul-
tiplika´tory α.
L =
1
2
(∥w∥)2 −
n
i=1
αi[yi(w · xi) + b− 1] (27)
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Nyn´ı je hleda´n extre´m vy´razu L (27). Jsou tedy provedeny derivace. Prˇi hleda´n´ı extre´mu˚
zjiˇst’ujeme, kdy jsou derivace rovny nule. Vy´sledkem pro derivaci podle w je vy´raz (28). Pro
derivaci podle b dostanu vy´raz (29)
w =
n
i=1
αiyixi (28)
n
i=1
αiyi = 0 (29)
Omega je tedy linea´rneˇ za´visla´ na tre´novac´ıch datech. Zahrnut´ım prˇedchoz´ı u´vahy o tom,
zˇe pruh ovlivnˇuj´ı pouze vzorove´ prˇ´ıklady na jeho hranici je jasne´, zˇe velke´ mnozˇstv´ı αi bude
nulovy´ch. Da´le je mozˇne´ dosadit za w do vy´razu (27) a zjistit na cˇem je za´visly´ vyhleda´vany´
extre´m.
L =
1
2
n
i=1
αi − 1
2
n
i=1
n
j=1
αiαjyiyjxi · xj + b
n
i=1
αiyi (30)
L =
1
2
n
i=1
αi − 1
2
n
i=1
n
j=1
αiαjyiyjxi · xj (31)
Dosazen´ım za w byl z´ıska´n vy´raz (30). Na neˇj lze aplikovat (29), cˇ´ımzˇ je vynulova´n cˇlen b.
Vy´sledny´ vy´raz je (31). Vyhleda´vany´ extre´m je tedy za´visly´ na skala´rn´ım soucˇinu xi · xj.
(
n
i=1
αiyixi) · u+ b = 0 (32)
Kdyzˇ je zna´m prˇedpis pro w (28) je mozˇne´ jej dosadit do podmı´nky pozitivity (11),
cˇ´ımzˇ vznikne vy´raz (32), ktery´m je mozˇne´ klasifikovat nezna´me´ vektory prˇ´ıznak˚u na za´kladeˇ
tre´novac´ıch dat.
Separabilita dat
V neˇktery´ch prˇ´ıpadech se mu˚zˇe sta´t, zˇe cvicˇna´ mnozˇina prˇ´ıznakovy´ch vektor˚u nen´ı v dane´m
prostoru prˇ´ıznak˚u linea´rneˇ rozdeˇlitelna´ (obr. 20a). Mysˇlenkou jak tento proble´m vyrˇesˇit je:
”Pokud si nev´ıte rady zkuste se na proble´m pod´ıvat z nove´ perspektivy”. V prˇ´ıpadeˇ prostoru
prˇ´ıznakovy´ch vektor˚u se prˇida´ novy´ rozmeˇr. V neˇm uzˇ data mohou by´t separovatelna´.
Prˇ´ıklad (obr. 20) zobrazuje, jak mu˚zˇe zmeˇna pohledu ve´st k linea´rn´ı separabiliteˇ (obr.
20b) p˚uvodneˇ linea´rneˇ nerozdeˇlitelny´ch dat (obr. 20a). Ve dvou dimenziona´ln´ım prostoru
se mohou zda´t data linea´rneˇ nerozdeˇlitelna´. Prˇida´n´ım dalˇs´ıho rozmeˇru vznika´ hyperprostor,
ve ktere´m mohou by´t data rozdeˇlena pomoc´ı hyperplochy. V prˇ´ıkladu vznika´ trojrozmeˇrny´
prostor. Ten mu˚zˇe by´t rozdeˇlen rovinou na dva podprostory.
Pro prˇevod obecne´ho vektoru prˇ´ıznak˚u x do nove´ho prostoru lze definovat zobrazen´ı φ(x).
Ovsˇem jak vyplynulo z vy´razu (31), je vyhleda´va´n´ı extre´mu za´visle´ na skala´rn´ım soucˇinu xi·xj.
Pro rozsˇ´ıˇreny´ prostor tedy plat´ı: φ(xi) · φ(xj). Pro rozpozna´n´ı nezna´me´ho vektoru je takte´zˇ
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(a) Cvicˇna´ data (b) Prˇidany´ rozmeˇr
Obra´zek 20: Zmeˇna perspektivy
potrˇeba skala´rn´ı soucˇin xsum · u . Jeho zobrazen´ı v rozsˇ´ıˇrene´ prostoru je φ(xsum) · φ(u). Je
vsˇak videˇt, zˇe pro zˇa´dny´ z vy´pocˇt˚u nen´ı potrˇeba definovat zobrazen´ı pro samostatny´ vektor
x. Stacˇ´ı definovat funkci, ktera´ prˇiˇrad´ı dvojci vektor˚u hodnotu jejich skala´rn´ıho soucˇinu v
rozsˇ´ıˇrene´m prostoru (33).
k(v1,v1) = φ(v1) · φ(v2) (33)
Dı´ky tomuto postupu je mozˇne´ rozdeˇlit p˚uvodn´ı prostor nelinea´rneˇ, bez nutnosti definovat
zobrazen´ı. Soubor funkc´ı pouzˇ´ıvany´ch jako k(v1,v1) se nazy´va´ ”kernel methods”do cˇesˇtiny
ja´drove´ funkce.
4.2.2 Tvorba prˇ´ıklad˚u a tre´nova´n´ı SVM
Pro spra´vnou funkcˇnost detektoru je nutne´ nejprve naucˇit SVM, ktere´ vektory prˇ´ıznak˚u na´lezˇ´ı
za´vorˇe a ktere´ ne. Proto je nutne´ nejdrˇ´ıve vytvorˇit tre´novac´ı mnozˇinu prˇ´ıklad˚u. Prˇ´ıklad je
tvorˇen dvojic´ı. Jedn´ım cˇlenem je vektor prˇ´ıznak˚u a druhy´m je klasifikace vzorku. Hodnota
+1 znacˇ´ı, zˇe vzorek je hledany´ objekt tj. pozitivn´ı prˇ´ıklad. Hodnota −1 oznacˇuje negativn´ı
prˇ´ıklad.
(a) Pozitivn´ı vzorek (b) Negativn´ı vzorek
Obra´zek 21: Vy´beˇr vzork˚u
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Prˇ´ıklad (obr. 21) ukazuje odeb´ıra´n´ı vzork˚u z obrazu. Vy´beˇr je proveden pomoc´ı zvy´razneˇne´
u´secˇky jej´ızˇ pozice byla zada´na manua´lneˇ. Po de´lce u´secˇky je odebra´n pozˇadovany´ pocˇet
vzork˚u barvy. Prˇi odeb´ıra´n´ı je vyuzˇito interpolace barvy. Tyto barevne´ vzorky jsou slozˇkami
jednoho prˇ´ıznakove´ho vektoru. De´lka u´secˇky mu˚zˇe by´t tedy r˚uzna´, ale pocˇet odebrany´ch
hodnot je vzˇdy stejny´. Na obra´zku vlevo (obr. 21a) je zachycen vy´beˇr pozitivn´ıho vzorku
ze sn´ımku a vizualizace zjiˇsteˇne´ho prˇ´ıznakove´ho vektoru. Na obra´zku vpravo (obr. 21b) je
totozˇny´ u´kon proveden pro negativn´ı vzorek.
(a) Surovy´ vzorek (b) Omezen´ı sˇumu (c) Normalizace
(d) Surovy´ vzorek (e) Omezen´ı sˇumu (f) Normalizace
Obra´zek 22: Zpracova´n´ı vzorku
Po odebra´n´ı surovy´ch vzork˚u je potrˇeba vzorky filtrovat pro odstraneˇn´ı sˇumu a vy-
lepsˇen´ı kontrastu. Prˇ´ıklad (obr. 22) zobrazuje postupnou filtraci surove´ho vzorku (obr. 22a).
Na vstupn´ım vzorku je patrne´, zˇe barva cˇerveny´ch a b´ıly´ch pruh˚u za´vory nen´ı jednolita´.
Tento proble´m je zp˚usoben sˇumem ve zdrojove´m obraze. K odstraneˇn´ı sˇumu se v obraze
pouzˇ´ıva´ pr˚umeˇrova´n´ı pomoc´ı konvoluce (viz 2.1.2). V prˇ´ıpadeˇ vektoru prˇ´ıznak˚u bude konvo-
luce prova´deˇna na jednorozmeˇrne´m poli mı´sto dvourozmeˇrne´ho pole (obrazu). Vy´sledkem je
vektor s omezeny´m vlivem sˇumu (obr. 22b). Jak si mu˚zˇe pozorovatel vsˇimnout ve vektoru 22b
se nenacha´z´ı syteˇ cˇerna´ ani jasneˇ b´ıla´ barva. Nen´ı tedy vyuzˇit cely´ dynamicky´ rozsah barev.
Cozˇ je cˇa´stecˇneˇ zp˚usobeno sveˇtelny´mi podmı´nkami. Vektory prˇ´ıznak˚u odebrane´ za r˚uzny´ch
sveˇtelny´ch podmı´nek by se tedy od sebe vy´razneˇ liˇsily a mohly by by´t sˇpatneˇ rozpozna´ny.
Vliv tohoto jevu se da´ omezit normalizac´ı prˇ´ıznakove´ho vektoru (viz 2.1.3). Vy´sledkem je
vektor vyuzˇ´ıvaj´ıc´ı cele´ho dynamicke´ho rozsahu intenzit (obr. 22c). Stejny´ postup je pouzˇit i
na negativn´ı vzorek (obr. 22f).
Tvorba tre´nova´c´ı mnozˇiny
Po filtraci jsou prˇ´ıznakove´ vektory oznacˇeny jako pozitivn´ı nebo negativn´ı vzory. Takovy´chto
prˇ´ıklad˚u je vytvorˇeno dostatecˇneˇ velke´ mnozˇstv´ı. Z nich se skla´da´ tre´novac´ı mnozˇina pozi-
tivn´ıch a negativn´ıch vzor˚u. Tyto mnozˇiny jsou na´sledneˇ spojeny do jedne´ tre´novac´ı mnozˇiny.
Tre´novac´ı mnozˇina je promı´cha´na, aby se prˇi ucˇen´ı nevyskytovaly velke´ shluky stejne´ho vzoru.
Ty by mohly zp˚usobit nevhodnou volbu deˇl´ıc´ı hyperplochy. V prˇ´ıkladu (obr. 23) jsou vizua-
lizova´ny vybrane´ pozitivn´ı (obr. 23a) i negativn´ı (obr. 23b) prˇ´ıklady surovy´ch prˇ´ıznakovy´ch
vektor˚u, prˇed filtrova´n´ım.
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(a) Pozitivn´ı vzorky (b) Negativn´ı vzorky
Obra´zek 23: Prˇ´ıklady surovy´ch odebrany´ch vzork˚u
Tre´nova´n´ı SVM
Vytvorˇena´ mnozˇina prˇ´ıklad˚u je prˇeda´na SVM. To pak prova´d´ı hleda´n´ı hyperplochy deˇl´ıc´ı
vznikly´ mnohorozmeˇrny´ prostor negativn´ıch a pozitivn´ıch vzor˚u postupem popsany´m v ka-
pitole (4.2.1). Po dokoncˇen´ı procesu ucˇen´ı je SVM serializova´no ( ulozˇeno do XML souboru).
Ze souboru je SVM nacˇteno prˇed procesem detekova´n´ı za´vory v novy´ch sn´ımc´ıch.
4.2.3 Detekce za´vory
Proces detekce za´vory vyzˇaduje natre´novane´ SVM. Da´le je trˇeba oznacˇit oblast, kde se ve
sn´ımku nale´za´ spusˇteˇna´ za´vora. Tato informace je do programu prˇeda´na ve formeˇ parametr˚u
prˇ´ıkazove´ rˇa´dky. U´secˇka je definova´na dveˇma koncovy´mi body v dvou rozmeˇrne´m prostoru
obrazu. Dohromady jsou tedy prˇeda´ny cˇtyrˇi hodnoty, definuj´ıc´ı sourˇadnice koncovy´ch bod˚u.
Protozˇe je kamera staticka´, stacˇ´ı rucˇn´ı oznacˇen´ı polohy za´vory prove´st jednou. Po de´lce
u´secˇky jsou odebra´ny vzorky barvy a zpracova´ny stejneˇ jako v prˇ´ıkladu na (obr. 22). Sa-
mozrˇejmeˇ mus´ı by´t pocˇet prˇ´ıznak˚u vektoru stejny´ pro jaky´ bylo natre´nova´no SVM. Z´ıskany´
vektor prˇ´ıznak˚u je pak vyhodnocen pomoc´ı SVM nacˇtene´ho z XML souboru. Pokud je vzorek
klasifikova´n jako pozitivn´ı vrac´ı program detektoru hodnotu 1, jinak 0.
4.3 Porovnan´ı metod SVM a prahova´n´ı
V te´to sekci srovna´va´m metody z hlediska implementacˇn´ıho, komfortu pro uzˇivatele i prˇ´ıstu-
pu k hleda´n´ı za´vory. Uvad´ım takte´zˇ ocˇeka´vane´ slabe´ i silne´ stra´nky obou dektor˚u. U´speˇsˇnost
detekce pomoc´ı vytvorˇeny´ch metod bude porovna´na v na´sleduj´ıc´ı kapitole experiment˚u.
Z hlediska slozˇitosti implementace byla na´rocˇneˇjˇs´ı metoda vyuzˇ´ıvaj´ıc´ı thresholding, ktera´
tvorˇ´ı jeden program. V neˇm jsou spolu vsˇechny cˇa´sti neoddeˇlitelneˇ propojeny. Samotny´
proble´m jak rozpoznat ve sn´ımku prˇejezdovou za´voru rˇesˇ´ı autor. Oproti n´ı v metodeˇ vy-
uzˇ´ıvaj´ıc´ı strojove´ ucˇen´ı SVM se o rozpozna´n´ı prˇejezdove´ za´vory stara´ SVM, jehozˇ implemen-
taci poskytuje knihovna OpenCV. Cely´ proces je rozlozˇen na neˇkolik samostatny´ch modul˚u:
tvorba tre´novac´ıch dat, vytre´novan´ı SVM, rozpozna´n´ı prˇejezdove´ za´vory.
Z pohledu uzˇivatele je poneˇkud pracneˇjˇs´ı obsluhovat metodu vyuzˇ´ıvaj´ıc´ı SVM. A to
prˇedevsˇ´ım v okamzˇiku tvorby prˇ´ıklad˚u pro ucˇen´ı. Tuto pra´ci vsˇak mu˚zˇe prove´st i autor
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programu a za´kazn´ıka za´sobit vytre´novany´m SVM. Pak uzˇ je nutne´ jen oznacˇit pozici za´vory
pro kazˇdou kameru, kterou chce uzˇivatel k detekci vyuzˇ´ıt, prˇicˇemzˇ kamera mus´ı by´t sta-
ticka´. Oproti tomu metoda vyuzˇ´ıvaj´ıc´ı thresholdingu od koncove´ho uzˇivatele zˇa´dnou aktivitu
uzˇivatele pro samotny´ proces detekce nepotrˇebuje. Vyzˇaduje pouze aby kamera nelezˇela na
boku. Rˇecˇeno forma´lneˇji, aby pro cˇloveˇka stoj´ıc´ıho ve sce´neˇ byl smeˇr vzh˚uru shodny´ se smeˇrem
k horn´ımu okraji obrazu. Pokud by tato podmı´nka splneˇna nebyla, lze jednodusˇe sn´ımek prˇed
samotnou detekc´ı otocˇit do vyhovuj´ıc´ı polohy.
Prˇi hleda´n´ı za´vory v obraze prozkouma´va´ metoda strojove´ho ucˇen´ı pouze oblast oznacˇenou
u´secˇkou. Mu˚zˇe se tedy sta´t, zˇe spusˇteˇna´ prˇejezdova´ za´vora nemus´ı by´t detekova´na, docha´z´ı-li
k silne´mu houpa´n´ı za´vory naprˇ´ıklad vlivem veˇtru. Vy´hodou je, zˇe i kdyby se ve sce´neˇ vysky-
tovaly dalˇs´ı cˇervenob´ıle pruhovane´ objekty podobne´ za´vorˇe, nedojde k chybne´mu detekova´n´ı
spusˇteˇne´ za´vory. Oproti tomu metoda vyuzˇ´ıvaj´ıc´ı thresholding procha´z´ı cely´ sn´ımek. Mu˚zˇe
se tedy sta´t, zˇe mylneˇ detekuje neˇktery´ podobny´ objekt jako spusˇteˇnou za´voru. Na druhou
stranu prˇi mı´rne´m pohybu prˇejezdove´ za´vory je sta´le spusˇteˇna´ za´vora detekova´na. A d´ıky
nastaven´ı tolerance sklonu by´va´ za´vora detekova´na jizˇ prˇi prˇibl´ızˇen´ı k u´hlu zauj´ımane´mu prˇi
spusˇteˇn´ı.
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5 Experimenty
Tato cˇa´st se veˇnuje porovna´n´ı efektivnosti obou vytvorˇeny´ch detektor˚u prˇejezdovy´ch za´vor.
Nejdrˇ´ıve jsou popsa´ny vstupn´ı sn´ımky detekce a data z´ıskana´ po proveden´ı detekce. Tato
data jsou na´sledneˇ analyzova´na vhodny´mi metodami. Vy´sledky experiment˚u jsou na za´veˇr
shrnuty, zhodnoceny a detektory porovna´ny.
5.1 Vstupn´ı data
Pro testova´n´ı obou detektor˚u jsem pouzˇil shodnou vstupn´ı mnozˇinu sn´ımku (prˇ´ıloha 2) ze
staticky umı´steˇne´ kamery sleduj´ıc´ı jednu stranu zˇeleznicˇn´ıho prˇejezdu. Prˇejezd je umı´steˇn ve
volne´ krajineˇ bez huste´ za´stavby. Jedinou budovou v za´beˇru je kontroln´ı stanice prˇejezdu.
Sekvenci testovac´ıch sn´ımk˚u jsem vybral tak, aby obsahovala zdvizˇenou i spusˇteˇnou za´voru,
pohyb za spusˇteˇnou za´vorou, prˇejezd vlaku kolejiˇsteˇm, proces spousˇteˇn´ı za´vory i pohyb v
kolejiˇsti prˇi zdvizˇeny´ch za´vora´ch. Pro rozpozna´va´n´ı pomoc´ı SVM jsem stanovil pozici za´vory
ve sce´neˇ.
Obra´zek 24: Prˇ´ıklad testovane´ho sn´ımku
Sn´ımek (obr. 24) je jedn´ım prˇ´ıkladem z testovac´ı mnozˇiny. Je mu prˇideˇlen unika´tn´ı iden-
tifika´tor 000099. Prˇejezdove´ za´vory jsou spusˇteˇny. Za za´vorami se nale´zaj´ı dalˇs´ı osoby, ktere´
by mohli zt´ızˇit proces detekce d´ıky svy´m oranzˇovy´m vy´strazˇny´m vesta´m s b´ıly´mi pruhy. Vi-
ditelnost na oblast prˇejezdu je dobra´. Jedine´ co by mohlo zp˚usobovat proble´m je to, zˇe slunce
prˇ´ımo neosveˇtluje stranu za´vory prˇilehlou ke kamerˇe. Dı´ky vznikle´mu st´ınu se b´ıl0 pruhy
mohou jevit jako sˇede´ a sply´vat s sˇedou sluncem zalitou vozovkou.
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Vsˇechny sn´ımky z vytvorˇene´ testovac´ı mnozˇiny byly zpracova´ny jak detektorem vyuzˇ´ıva-
j´ıc´ı SVM, tak detektorem vyuzˇ´ıvaj´ıc´ım thresholding. Abych mohl zjistit u´speˇsˇnost detekce
musel jsem take´ rucˇneˇ proj´ıt mnozˇinu a zaznamenat vy´skyt za´vory ve sn´ımc´ıch. Takto jsem
vytvorˇil referencˇn´ı vzorek. Vy´sledky jsem zanesl do tabulek (prˇ´ıloha 2).
detekce za´vory
id sn´ımku SVM tresholding rucˇn´ı
boolean boolean boolean
000082 FALSE FALSE FALSE
000083 FALSE TRUE FALSE
000084 FALSE TRUE TRUE
Tabulka 1: Prˇ´ıklad vy´sledk˚u detekce pro pouzˇite´ metody
Prˇ´ıklad (tab. 1) prˇedstavuje vy´rˇez obsahu tabulky vy´sledk˚u detekce za´vor. Prvn´ı sloupec
obsahuje jedinecˇne´ identifika´tory sn´ımk˚u. Dalˇs´ı sloupce obsahuj´ı vy´sledky detekce pomoc´ı
metod SVM, thresholdingu a rucˇn´ı kontroly. Tyto sloupce naby´vaj´ı dveˇ logicke´ hodnoty:
TRUE nebo FALSE. Hodnota TRUE znamena´, zˇe v dane´m obraze za´vora byla detekova´na.
Hodnota FALSE je uvedena pokud se za´voru nale´zt nepodarˇilo. Prˇi rucˇn´ı kontrole jsem za
nalezen´ı za´vory povazˇoval situaci, v n´ızˇ byla alesponˇ jedna za´vora zcela viditelna´ a nebyla v
poloze kolme´ k vozovce. Tyto bina´rn´ı data da´le analyzuji.
5.2 Analy´za
Tato cˇa´st textu se zaby´va´ rozborem zjiˇsteˇny´ch vy´sledk˚u klasifikac´ı. Nejprve jsem zjiˇst’oval
u´speˇsˇnost obou detektor˚u pomoc´ı absolutn´ı a relativn´ı cˇetnosti u´speˇsˇny´ch detekc´ı z celkove´ho
mnozˇstv´ı sn´ımk˚u.
detektor pocˇet sn´ımk˚u absolutn´ı cˇetnost relativn´ı cˇetnost
- - -
svm 1000 991 0.99
thresholding 1000 997 1.00
Tabulka 2: Cˇetnosti spra´vny´ch detekc´ı
Tabulka cˇetnosti spra´vny´ch detekc´ı (tab. 2) uva´d´ı ve sloupci absolutn´ı cˇetnost pocˇet
spra´vneˇ klasifikovany´ch sn´ımk˚u. Ve sloupci relativn´ı cˇetnost je pocˇet spra´vneˇ klasifikovany´ch
sn´ımk˚u vztazˇen k celkove´mu pocˇtu sn´ımk˚u. K tomu bylo potrˇeba porovnat vy´sledky kazˇde´ho
detektoru s referencˇn´ım vzorkem a secˇ´ıst prˇ´ıpady ve ktery´ch se vzorky shodovaly. T´ım byla
z´ıska´na absolutn´ı cˇetnost spra´vny´ch detekc´ı.
Rozhodl jsem se prˇi analy´ze vyuzˇ´ıt take´ matthewu˚v korelacˇn´ı koeficient (MCC), protozˇe
detektor prˇejezdovy´ch za´vor vrac´ı bina´rn´ı vy´sledky a jsem schopen stanovit referencˇn´ı vzorek.
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Tento se cˇasto vyuzˇ´ıva´ ve strojove´m ucˇen´ı jako mı´ra kvality u bina´rn´ıch (dvou-trˇ´ıdovy´ch)
klasifikac´ı. Prˇicˇemzˇ zjist´ım MCC jak pro detektor s SVM tak pro detektor s thresholdingem,
abych mohl metody porovnat. Ke zjiˇsteˇn´ı MCC (34) je nutne´ rozdeˇlit klasifikace do cˇtyrˇ
skupin: TP pravdiveˇ pozitivn´ı, TN pravdiveˇ negativn´ı, FP falesˇneˇ pozitivn´ı a FN falesˇneˇ
negativn´ı. Soucˇet vsˇech TP +TN+FP +FN je roven pocˇtu testovany´ch sn´ımk˚u. Zjistil jsem
tedy cˇetnosti prˇ´ıpad˚u v teˇchto skupina´ch samostatneˇ pro kazˇdy´ vektor. Vy´raz (34) slouzˇ´ı k
vy´pocˇtu MCC. Vy´sledky jsou vyneseny do tabulky 3.
MCC =
TP × TN − FP × FN
(TP + FP )(TP + FN)(TN + FP )(TN + FN)
(34)
detektor TP TN FP FN MCC
- - - -
svm 112 879 1 8 0.96
thresholding 119 878 2 1 0.99
Tabulka 3: Zjiˇsteˇne´ hodnoty MCC
Tabulka 3 uva´d´ı zjiˇsteˇne´ hodnoty MCC a absolutn´ı cˇetnosti nastaly´ch detekcˇn´ıch stav˚u.
Hodnoty MCC se pohybuj´ı v itervalu < +1;−1 >. Prˇicˇemzˇ hodnota +1 znamena´ perfektn´ı
shodu klasifikace a referencˇn´ı hodnoty, hodnota 0 na´hodne´ vy´sledky a hodnota -1 tota´ln´ı
rozpor mezi vy´sledkem klasifikace a referencˇn´ı hodnotou.
5.3 Shrnut´ı
Zjiˇsteˇne´ hodnoty MCC ukazuj´ı, zˇe oba detektory pracuj´ı nad vybrany´mi sn´ımky dobrˇe.
Spra´vneˇ urcˇuj´ı stav za´vory. Jediny´mi proble´movy´mi okamzˇiky jsou sn´ımky, na nichzˇ jsou
za´vory spousˇteˇny nebo zveda´ny a okamzˇiky prˇejezdu vlaku. V prˇ´ıkladu (obr. 25) jsou uve-
deny sn´ımky, u nichzˇ byla nespra´vneˇ klasifikova´na prˇ´ıtomnost za´vory. Tyto prˇ´ıpady budou
podrobneˇji rozebra´ny da´le.
(a) Pohyb za´vory (b) Citlivost kamery (c) Barva vlaku
Obra´zek 25: Proble´move´ situace
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U detektoru vyuzˇ´ıvaj´ıc´ıho thresholding docha´z´ı k detekci za´vory i kdyzˇ je v obraze vidi-
telna´ jen jej´ı cˇa´st. Jedna´ se o dva prˇ´ıpady FP . Zde za´lezˇ´ı na dane´ aplikaci. U neˇktery´ch by
bylo vhodne´ tyto prˇ´ıpady eliminovat. U jiny´ch ponechat a bra´t tyto prˇ´ıpady jako spra´vneˇ
detekovanou za´voru. Prˇi tvorbeˇ referencˇn´ıho vzorku jsem oznacˇil, zˇe sn´ımek obsahuje za´voru
jen tehdy pokud v neˇm byla viditelna´ veˇtsˇina za´vory a jej´ı konec.
Druhy´m a posledn´ım proble´movy´m prˇ´ıpadem tresholdigu byl okamzˇik po prˇejezdu vlaku.
Kv˚uli sveˇtelne´mu prˇechodu byla kamera citliveˇjˇs´ı na sveˇtlo a sce´na je prˇesv´ıcena (obr. 25b).
Dı´ky tomu se silnice jev´ı jako b´ıla´ a sply´va´ s b´ıly´mi pruhy za´vory. Cozˇ znemozˇnilo nalezen´ı
objektu za´vory jako celku. Dosˇlo tedy k falesˇneˇ negativn´ı klasifikaci FN .
Detektor vyuzˇ´ıvaj´ıc´ı SVM ma´ proble´my detekovat za´voru mimo koncovou spusˇteˇnou po-
zici (obr. 25a). Cozˇ je zp˚usobeno t´ım, zˇe je prozkouma´va´na jen oblast lezˇ´ıc´ı na vybrane´ u´secˇce.
Tento proble´m se projevil na osmi sn´ımc´ıch jako FN . Jestli je trˇeba tyto prˇ´ıpady eliminovat
nebo naopak prˇijmout za spra´vne´ za´lezˇ´ı na konkre´tn´ı aplikaci.
Zaj´ımavy´ proble´m se projevil na sn´ımku, v neˇmzˇ prˇes prˇejezd prˇej´ızˇdeˇla vlakova´ souprava.
Jej´ı sveˇtly´ na´teˇr v oblasti dverˇ´ı spolu s tmavy´m teˇsneˇn´ım oke´nka vytvorˇil po prˇeveden´ı
do odst´ın˚u sˇedi vzor podobny´ pruhova´n´ı za´vory (obr. 25c). Beˇhem prˇejezdu vlaku byl v
ten ”pravy´”okamzˇik odebra´n vzorek pro klasifikaci pra´veˇ z tohoto mı´sta. Dı´ky tomu SVM
vyhodnotilo sn´ımek jako obsahuj´ıc´ı za´voru. V referencˇn´ıch vzorku jsem vsˇak prˇi prˇejezdu
vlaku oznacˇil, zˇe ve sn´ımc´ıch za´vora nen´ı. A to z proste´ho d˚uvodu, zˇe nen´ı viditelna´.
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6 Za´veˇr
Prˇi tvorbeˇ te´to diplomove´ pra´ce jsem z´ıskal nove´ poznatky a uzˇitecˇne´ zkusˇenosti z oblasti
pocˇ´ıtacˇove´ho videˇn´ı. Nejprve jsem rozebral chyby vyskytuj´ıc´ı se ve vstupn´ım obraze a zp˚usoby
jejich minimalizace. Nastudoval jsem take´ problematiku detekce objekt˚u a souvisej´ıc´ı oblast
strojove´ho ucˇen´ı vyuzˇ´ıvanou pro klasifikaci objekt˚u. Osvojene´ dovednosti jsem na´sledneˇ vyuzˇil
pro navrhnut´ı autonomn´ı kontroly prˇejezdovy´ch za´vor.
Prˇi navrhova´n´ı autonomn´ı kontroly prˇejezdovy´ch za´vor jsem se rozhodl vytvorˇit dva de-
tektory pomoc´ı odliˇsny´ch prˇ´ıstup˚u k proble´mu rozpozna´va´n´ı prˇejezdove´ za´vory. Prvn´ı prˇ´ıstup
prohleda´va´ cely´ sn´ımek. Druhy´ testuje pouze vybranou cˇa´st sn´ımku za pomoci strojove´ho
ucˇen´ı. V prˇ´ıpadeˇ druhe´ho prˇ´ıstupu je nutne´, aby uzˇivatel vybral oblast v n´ızˇ se za´vora
nacha´z´ı. A to pro kazˇdou pouzˇ´ıvanou kameru. Kamery jsou vsˇak staticke´. Proto je tento
u´kon nutne´ prove´st jen jednou. Porovna´n´ı u´cˇinnosti obou detektor˚u jsem provedl v sekci ex-
periment˚u. Uka´zalo se, zˇe oba detektory pracuj´ı dobrˇe. Na testovac´ıch datech prˇesa´hly hod-
noty matthewu˚ova korelacˇn´ıho koeficientu kazˇde´ho detektoru hodnotu 0.95. Rozd´ılne´ metody
detekce se vsˇak projevily pra´veˇ na tom, ktere´ sn´ımky byli sˇpatneˇ klasifikova´ny.
Postup prˇi neˇmzˇ je prohleda´va´n cely´ sn´ımek ma´ tu nevy´hodu, zˇe mu˚zˇe by´t ovlivneˇn
nedokonalostmi techniky, jako sklony k prˇesveˇtlen´ı sn´ımku prˇi rychly´ch zmeˇna´ch st´ınu a
prudke´ho sveˇtla dopadaj´ıc´ıch na sn´ımacˇ obrazu. Takte´zˇ mu˚zˇe by´t zmaten objekty podobny´mi
za´vorˇe a chybneˇ tak detekovat jej´ı prˇ´ıtomnost. Oproti tomu druhy´ postup prohleda´vaj´ıc´ı jen
vyznacˇenou oblast t´ımto neduhem netrp´ı. Za to, ale nedoka´zˇe detekovat prˇejezdovou za´voru
prˇi pohybu mezi zdvizˇenou a spusˇteˇnou polohou. Ovsˇem i tento detektor mu˚zˇe by´t oklama´n
pokud se v prohleda´vane´ oblasti vyskytuje pruhovany´ objekt. Pocˇet chybneˇ klasifikovany´ch
sn´ımk˚u vsˇak neprˇesa´hl 1% z celkove´ho mnozˇstv´ı 1000 testovany´ch sn´ımk˚u. Proto lze tyto
prˇ´ıpady povazˇovat za ojedineˇle´.
Pro vizua´ln´ı potvrzen´ı spusˇteˇne´ za´vory jsou proble´movy´mi okamzˇiky prˇejezdy vlaku.
Beˇhem nich nen´ı za´vora viditelna´. Tyto sn´ımky oba detektory vyhodnot´ı jako bez za´vory.
Cozˇ je spra´vny´ vy´sledek. I kdyzˇ cˇloveˇku je jasne´, zˇe za´vora je spusˇteˇna i prˇesto, zˇe nen´ı vi-
ditelna´. Za´vory jsou vsˇak spousˇteˇny drˇ´ıve nezˇ vlak doraz´ı k prˇejezdu. Proto mu˚zˇe by´t jejich
stav potvrzen prˇed prˇejezdem vlaku. Prima´rn´ı u´cˇel kontroly stavu za´vory tak z˚usta´va´ splneˇn.
Celkoveˇ hodnot´ım oba detektory velmi dobrˇe a prˇi prakticke´m nasazen´ı mu˚zˇe by´t vybra´n
ten, jehozˇ chova´n´ı v mezn´ıch situac´ıch le´pe vyhovuje dane´ u´loze. Prˇ´ıpadneˇ mohou by´t vyuzˇity
oba. Prˇicˇemzˇ konecˇny´ vy´sledek klasifikace mu˚zˇe by´t z´ıska´n pomoc´ı operac´ı logicke´ho soucˇtu
cˇi soucˇinu, dle dane´ u´lohy. Pevneˇ veˇrˇ´ım, zˇe vytvorˇene´ detektory stavu prˇejezdovy´ch za´vor
zvy´sˇ´ı bezpecˇnost zˇeleznicˇn´ıch prˇejezd˚u a zachra´n´ı tak lidske´ zˇivoty.
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Seznam prˇ´ıloh
1 CD s kompletn´ım obsahem pra´ce a detektorem
2 datova´ prˇ´ıloha v archivu ZIP
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