Abstract. Let S be a smooth projective surface on a smooth threefold X such that X has Picard rank 1 and NS(S) is generated by the restriction of divisors from X. We show that if X satisfies the Bogomolov-Gieseker type inequality for tilt semistable objects conjectured by Bayer-Macrì-Stellari, then the minimum degree of a dominant rational map S P 2 is either relatively large or determined by a net of curves of low degree on S. As one application, we prove that the complete intersection of three very general quadrics in P 5 has degree of irrationality 4.
Introduction
Let X be a smooth complex projective variety of dimension n. The degree of irrationality of X, denoted irr(X), is defined as the minimal degree of a dominant rational map X P n . This notion was introduced by Heinzer and Moh in [19] as a generalization of the well-known notion of the gonality of a curve, and since then several works (cf. [22] , [1] , [2] , [5] , [17] ) have computed or bounded the degree of irrationality of varieties of dimension at least 2.
In this paper, we will connect the degree of irrationality of a surface S lying on a threefold X to the tilt stability of certain sheaves on X. Tilt stability considerations can eliminate the possibility of an unusually complicated rational map determining irr(S). More precisely, we will prove the following. Theorem 1.1. Let X be a smooth quintic threefold or a smooth projective threefold of Picard rank 1 satisfying Hypothesis 2.6. Let S be a smooth surface on X such that NS(S) is generated by H| S , where H is the primitive ample class on X. Suppose S has numerical class aH as a divisor on X. Then either there is a map φ : S P 2 of degree irr(S) such that, defining b by φ * (ℓ) =: bH, where ℓ is the numerical class of a line on P 2 , we have b ≤ a, or we have irr(S) > min( addition, a variant of Hypothesis 2.6 that applies for threefolds of larger Picard rank was verified in [10] for products P 2 × E, P 1 × P 1 × E, and P 1 × A, where E is an elliptic curve and A an abelian surface, and in [21] for some ample classes on products C 1 × C 2 × C 3 where C 1 , C 2 , and C 3 are curves of the same arbitrary genus. Finally, Li [13] proved a variant of Hypothesis 2.6 for the quintic threefold.
In the problems where it applies, Theorem 1.1 reduces the computation of the degree of irrationality of a surface S to an understanding of the maximal degree of the intersection of three low-degree linearly independent curves on S. This problem is sometimes tractable, and we give one immediate application. Corollary 1.2. The K3 surface S given as a complete intersection of three very general quadrics in P 5 has degree of irrationality 4.
Proof. The intersection of two general quadrics in P 5 is a Fano threefold of Picard rank 1, and hence satisfies Hypothesis 2.6 by [13, Theorem 0.1]. And by Noether-Lefschetz for surfaces [12, No. 39] , the complete intersection S of three very general quadrics in P 5 has Picard group generated by the restriction of the hyperplane class. Then, by Theorem 1.1 we have that the degree of irrationality of S is either at least 4 or is determined by some net of hyperplanes or quadrics. But a net of hyperplanes intersects in some plane Λ ⊂ P 5 , and the length of Λ ∩ S is capped by the length of the complete intersection of Λ and two general quadrics in the net defining S. Since Λ ∩ S is zero-dimensional, this length is at most 4 by Bezout's theorem. Likewise, by the n = 5, k = 2 case of [6, Conjecture CB10], which is verified by Proposition 12 in the same paper, we have that 6 linearly independent quadrics in P 5 either intersect in positive dimension or in a zerodimensional scheme of length at most 24, so a net of quadrics on S with zero-dimensional base locus induces a map to P 2 of degree at least 8. So the degree of irrationality of S is at least 4.
Conversely, given S cut out by the quadrics Q 1 , Q 2 , Q 3 , projection from a plane contained in the locus Q 1 = 0 gives a rational map to P 2 of degree exactly 4. So the degree of irrationality of S is exactly 4. We now explain the general method of our proof of Theorem 1.1. Let φ : S P 2 be a rational map of degree e := irr(S). The pullback of lines on P 2 by φ induces a net-a two-dimensional projective linear series-of curves in some complete linear series |D| of numerical class bH for some integer b. In this context, our theorem says that the nets that can determine irr(S) are those contained in complete linear series |D| where D is of numerical class bH for b ≤ a.
In what follows we will assume that b is minimal, in the sense that no φ ′ : S P 2 exists with deg(φ ′ ) = e and such that the preimage of a line has numerical class b ′ H with b ′ < b. The net induced by φ has a zero-dimensional base locus Γ of length γ := ab 2 H 3 − e, and overall determines a surjection O ⊕3 S ։ I := O S (D) ⊗ I Γ . Using this map, we define a sheaf K on X via the exact sequence,
X → I. Then, supposing b > a and e ≤ min(
H 3 ), we will derive a contradiction stemming from an analysis of the tilt stability of K, which we explain below. In particular, we will find real numbers α and β for which K is a so-called ν α,β stable object, but such that Hypothesis 2.6 asserts K is not ν α,β stable.
Remark. The motivation for this argument stems from a similar technique that can be used to bound the gonality of a smooth curve C lying on a smooth surface V , as seen in [11, Exercise 4.12] . Given a basepoint free pencil Λ on C, one can construct a rank 2 vector bundle F on V from the exact sequence
Applying the Bogomolov-Gieseker inequality [7, Theorem 0.3] , one concludes either that Λ has high degree or is induced by the restriction of a pencil of curves on V . In either case, some bound on the gonality is produced. This paper is organized as follows. In Section 2 we give an overview of tilt stability on threefolds of Picard rank 1 and introduce our key assumption, Hypothesis 2.6. In section 3 we use Hypothesis 2.6 to show that Theorem 1.1 follows from a technical result-Theorem 3.1-on the ν α,β stability of K. In section 4, we show that K is slope stable. In section 5, we use this fact to prove Theorem 3.1.
Notation. All sheaves in this article are coherent. The support of a sheaf F is denoted Supp(F ) and refers to the scheme-theoretic support. The codimension of a sheaf is the codimension of its support. A sheaf F is pure if it has no subsheaves of greater codimension than F . Given S ′ ⊂ X, we use F | S ′ to refer to the tensor product
For the rest of the article, let X be a smooth complex projective threefold of Picard rank 1 and let H be a primitive ample class on X. Let D(X) be the bounded derived category of coherent sheaves on X. In the study of tilt stability on X, the Chern characters of complexes play an important role, but only numerically. As such, we will work with numerical Chern characters, denoted by cn i (E) for E ∈ D(X), and given by the formula
We will write cn ≤k (E) to refer to the truncated numerical Chern character,
Define the twisted numerical Chern characters of E ∈ D(X) by
Essentially, cn
We define the slope of a nonzero sheaf E in the usual way, by µ(E) :=
Tilt stability generalizes this notion of stability by working with a different heart of D(X). We will construct this new heart as a tilt (in the sense of [8] ) of Coh(X). Specifically we will work with the heart Coh β (X) originally defined in [4, Section 3.1]. Given β ∈ R, consider the pair of subsets F β , T β ⊆ Coh(X) given by F β := {E ∈ Coh(X)| any injection F ֒→ E satisfies µ(F ) ≤ β} and
The pair F β , T β is a torsion pair in Coh(X), and in particular, defining Coh β (X) as a subcategory of D(X) as the extension closure,
we have that Coh β (X) is a new heart of D(X), and in particular is an abelian category by [8, Proposition I.2.1]. It is on this category that tilt stability is defined. Given a real number α > 0, define the tilt slope ν α,β (E) of E ∈ Coh β (X) by the formula
An object E ∈ Coh β (X) is ν α,β (semi)stable if for any subobject F ֒→ E, the inequality ν α,β (F ) < (≤)ν α,β (E) holds. ν α,β semistable objects are often well-behaved in the way slope stable objects are. Most literally, for α sufficiently large, the two notions are approximately the same.
Proposition 2.1 ([3], Lemma 2.7). An object E ∈ Coh β (X) is ν α,β semistable for all sufficiently large α if and only if it satisfies one of the following conditions:
• H −1 (E) = 0 and H 0 (E) is slope semistable with µ(H 0 (E)) > β.
• H −1 (E) is slope semistable with µ(H −1 (E)) ≤ β and H 0 (E) is 0 or torsion of codimension at least 2.
• H −1 (E) = 0 and H 0 (E) is torsion.
So, given a slope semistable sheaf E, either E or E[1] is ν α,β semistable for α sufficiently large.
There is also a "tilt" form of the Bogomolov-Gieseker inequality [7, Theorem 0.3] .
If E is ν α,β -semistable for some α, β, then ∆(E) ≥ 0.
The set of ν α,β semistable objects with a given numerical Chern character varies as α and β change, but such change is restricted to occur at walls, where ν α,β (E) = ν α,β (F ) for two objects E and F with cn ≤2 (E) and cn ≤2 (F ) linearly independent. Notationally, let Λ := Z⊕Z⊕ Z 2H 3 be the lattice of numerical Chern characters on X, so there is a map cn ≤2 : D(X) → Λ sending E to cn ≤2 (E). As an abuse of notation, we will use cn i (v), µ(v), and ∆(v) to refer to the expected quantities for v ∈ Λ. A numerical wall is the locus of (α, β) ∈ R + ×R where ν α,β (v) = ν α,β (v ′ ) for v, v ′ ∈ Λ linearly independent. We denote this wall W (v, v ′ ), or if we have objects E, E ′ with cn ≤2 (E) = v and cn ≤2 (E ′ ) = v ′ , we denote it W (E, E ′ ). Bertram's Nested Wall Theorem describe the behavior of these walls in detail, and is due to Maciocia [15] . We follow the presentation given in [16] . (1) Numerical walls W (v, v ′ ) are either semicircles with center on the β-axis or the ray given by β = µ(v). A semicircular wall with center at β = σ and radius ρ satisfies the relation
′′ are linearly dependent. In particular, the walls are identical. (3) If E ∈ Coh β (X) with cn ≤2 (E) = v is destabilized by some subobject F ֒→ E somewhere on the wall W (E, F ), it is destabilized by the same subobject everywhere on the wall
The locus Q α,β (E) = 0 is also a semicircle in the (α, β) half-plane if ∆(E) > 0. We will call it a wall because of the handy observation [16, Lemma 2.3 ] that Q α,β (E) = 0 is equivalent to the equality
Bertram's Nested Wall Theorem applies equally well to this wall Q α,β (E) = 0; it can only intersect a wall
In what follows, we will repeatedly use the following basic calculation, which follows from the equation
Proposition 2.4. Let v, v ′ ∈ Λ be linearly independent, and say v = (c 0 , c 1 , c 2 ), while
We will also require the following theorem.
Theorem 2.5 ([3], Lemma A.6). If there is an exact sequence of objects of Coh
that destabilizes E at some actual wall in tilt stability, then ∆(F ) + ∆(G) ≤ ∆(E).
To prove Theorem 1.1 for a surface S on the threefold X, we will need some "BogomolovGieseker type bound" for cn 3 (E) for ν α,β semistable sheaves E. That will be usually provided by the following. Hypothesis 2.6. Let α and β be real numbers with α positive. Then for any ν α,β semistable object E on X, the inequality
holds, where Q is the quantity
It was originally conjectured in [3, Conjecture 4.1] that Hypothesis 2.6 holds for all smooth complex polarized projective threefolds (X, H). The conjecture fails for some threefolds of Picard rank greater than 1 ([20] , [18] ), but is not known to fail for any threefolds of Picard rank 1.
Initial computations for K
Let S be a smooth surface on X of numerical class aH such that NS(S) is generated by H| S . We repeat the setup from the Introduction. Let φ be a dominant rational map φ : S P 2 of degree e = irr(S) such that the pullback of a line from P 2 is of minimal numerical class bH on S. φ is induced by a net of curves V in some complete linear series |D| on S. V has a zero-dimensional base locus Γ, and determines a surjection O ⊕3 S ։ I where I is defined to be the twisted ideal sheaf O S (D) ⊗ I Γ on S. We then define the sheaf K via the exact sequence
We also set ǫ := e H 3 . Theorem 1.1 follows immediately from the following two assertions, given the setup above. The first is the main technical result of this paper.
Theorem 3.1. Assume b > a and ǫ ≤ min(
). Then K is slope stable, and for α > 0 and β < −a 3
The second is an result that will typically be a easy consequence of Hypothesis 2.6. We defer its proof until later in this section. Proposition 3.2. If X is a smooth quintic threefold or satisfies Hypothesis 2.6, then if K is slope semistable, K is destabilized by some subobject K ′ inducing a wall on or outside the wall Q α,β (K) = 0.
The proof of Theorem 1.1 from these two results is quite straightforward.
Proof of Theorem 1.1. Assume the setup of this section and that X is a quintic threefold or satisfies Hypothesis 2.6. Then K is not ν α,β stable on the wall Q α,β (E) = 0 by Proposition 3.2, so by Theorem 3.1 we have b ≤ a or e > min(
).
For the remainder of this section, we do some basic computations involving the sheaf K that will be used in the proofs of Theorem 3.1 and Proposition 3.2. The numerical Chern character of K is given by
From here, we have ∆(K) = 6ab − 2a 2 and the formula for Q α,β (K),
Then the wall Q α,β (K) = 0 is a semicircle with center at (α, β) = (0, σ), where σ is defined by
This formula is somewhat unwieldy on its own, but it turns out we only need an upper bound on σ, and so we can simplify. In particular, under the assumptions b ≥ a and ǫ ≤ a 3 8
, we have
Remark. In this article, we assert several inequalities between two rational functions of real variables, premised on some additional inequalities. They are all verified in the same way. We first come up with a polynomial inequality implying the desired inequality by clearing denominators. We then use substitution to convert the polynomial into a polynomial with nonnegative coefficients in variables we can assume nonnegative. In this case, for instance, the final inequality clearly follows from the polynomial inequality
which in turn follows from the equation
These calculations are enough to verify Proposition 3.2 in all cases. , Q α,β (K) < 0, and
, then K fails to be ν α,β semistable. In particular, if
for some α, β with Q α,β (K) = 0, K is slope semistable and destabilized on or outside the wall Q α,β (K) = 0. Since (α, β) = (ρ, σ) is on this wall, it hence suffices to show ρ 2 ≥ 1 4
. By Theorem 2.3, we have
so this simply requires (3σ + a)
. By the bound (3), we have 3σ + a ≤ − 109a 32
This right-hand side is clearly at least 9/4, so K must be destabilized on or outside the wall Q α,β (K) = 0, as we were to show.
σ plays a core role in the proof of Theorem 3.1 as well, because by Bertram's Nested Wall Theorem a subobject K ′ ֒→ K destabilizes K on or outside the wall Q α,β (K) = 0 if and only if
In what follows, we will also use the following useful fact.
Proposition 3.3. K is a reflexive sheaf.
Proof. Applying R Hom (•, O X ) to the exact sequence
X → I → 0 we obtain the isomorphisms for all i > 0,
Since
Slope stability of K
In what follows, we assume the setup of section 3, in particular that K is induced by a rational map φ of degree e = irr(S) such that the pullback of the numerical class of a line is bH with b as small as possible.
First, let K be the kernel of the map O ⊕3 S → I induced by the net associated to φ. K is a rank 2 locally free sheaf on S of slope . Since K is reflexive, we can assume K ′ is in fact a line bundle O S (−C) for some C on S. Say C has numerical class cH| S , and let c be minimal such that some inclusion O S (−C) ֒→ K exists. Our assumption that K ′ has slope at least that of K gives c ≤ b 2 . Then, letting s 1 , s 2 , s 3 be three sections generating the net associated to φ, there are three sections f i of O S (C), not all zero, such that f 1 s 1 + f 2 s 2 + f 3 s 3 = 0.
First suppose that the f i are linearly dependent. Then, possibly after taking some linear transformation, we can take f 3 = 0. We have that s 1 and s 2 cut out some common component E of numerical class (b−c)H, and hence have some common factor s, a global section of O S (E). Say s 1 = st 1 and s 2 = st 2 . Then, given the inclusion of homogeneous ideals (s 3 , s)(s 3 , t 1 , t 2 ) ⊆ (s 3 , st 1 , st 2 ), and the zero-dimensionality of V (s 3 , s) we have that length(V (s 3 , t 1 , t 2 )) ≥ length(V (s 3 , st 1 , st 2 )) − length(V (s 3 , s)), so length(V (s 3 , t 1 , t 2 )) ≥ abcH 3 − e. But the length of V (s 3 , t 1 , t 2 ) is capped by ac 2 H 3 , since the t i have no common component, so e ≥ a(bc − c
2 )H 3 and we have c ≥ b by our bound on ǫ, contradicting c ≤ b 2 . Now suppose the f i are linearly independent. By minimality of c, the curves cut out by the f i do not have a fixed component, so after choosing a general basis for the net, we have by Bertini's theorem that the curves cut out by the f i and s i are all integral.
Since the f i are general in their net, we also have that
Since every ideal appearing above has a zero-dimensional vanishing locus, these identities produce the following inequalities on lengths:
and
Combining these inequalities gives the inequality
The left-hand side above is obviously nonnegative, so from length(V (f 1 , s 1 , s 2 , s 3 )) < ac 2 H 3 − e we conclude 0 < acH
Proof. Because K is reflexive, we may assume the subsheaf K ′ is reflexive as well without affecting c, so we may assume K ′ is a line bundle. Then the map
S is either an inclusion or 0. If the map is an inclusion, we have that Proof. Given an injection K ′ ֒→ K, the quotient Q := O ⊕3 X /K ′ is a rank 1 sheaf with cn 1 (Q) = c, and there exists a surjection Q ։ I. If Q is torsion free, we then have that the pure codimension 1 part of Q ⊗ O S is isomorphic to I, from which we conclude c ≥ b. Otherwise, we have an exact sequence,
where T is torsion and F is torsion free. If Supp(T ) does not contain S, the map Q → I factors through F , so cn 1 (F ) = b. Given cn 1 (T ) ≥ 0, we conclude cn 1 (Q) ≥ b. And if Q has torsion supported on S, cn 1 (T ) ≥ a, while F , as a quotient of O ⊕3 X , satisfies cn 1 (F ) ≥ 0. So cn 1 (Q) ≥ a.
Together, these two lemmas immediately imply the following. , then K is a slope stable sheaf.
Proof of Theorem 3.1
In this section, we prove Theorem 3.1. Unless otherwise noted, we will always assume b > a and ǫ ≤ min(
). Since K is slope stable by Corollary 4.4, we have that K must be initially destabilized in the region β < −a 3 by some subobject K ′ ; that is, K is ν α,β stable outside W (K, K ′ ) and ν α,β semistable on W (K, K ′ ), but is unstable inside the wall. We divide the proof of Theorem 3.1 into four cases depending on the properties of K ′ : either K ′ fails to be a subsheaf of K, or K ′ is a subsheaf of rank 1, 2, or 3. In Proposition 5.1 we eliminate the case that K ′ is a subobject of K that is not a subsheaf. Then Propositions 5.2, 5.3 and 5.5 eliminate the cases of rank 1, 2, and 3 subsheaves of K, respectively, completing the proof of Theorem 3.1.
We first exclude the possibility that K is destabilized by a subobject that is not a subsheaf.
Proposition 5.1. If K is initially destabilized by a injection of objects K ′ ֒→ K on or outside the wall Q α,β (K) = 0, then K ′ is a subsheaf of K.
Proof. Suppose K ′ ֒→ K is an injection of objects of Coh β destabilizing K on or outside the wall Q α,β (K) = 0, and assume K ′ is not a subsheaf of K. In this case, the exact sequence of objects 0 → K ′ → K → K ′′ → 0 gives a long exact sequence of sheaves
where K ′′−1 is nonzero and has no subsheaves of slope greater than β and the other sheaves have no quotients of slope at most β. We first bound cn 0 (K ′ ). By Lemma 2.4 of [16] , if K is destabilized by a subobject
Bertram's Nested Wall Theorem then gives 25∆(K) 16
Using the bound (3) on σ, this inequality reduces to
In particular, K ′′−1 must have no subobjects of slope greater than β min , where β min is the smaller solution to the equation Q 0,β (K) = 0, and hence K ′′−1 itself must have slope at most β min . In addition, noting
, so combining, we have cn 1 
β for all β on the semicircle Q α,β (K) = 0 so in particular has slope at least β max . So we have
Translated into a statement about the center σ and radius ρ of the semicircle Q α,β (K) = 0, this inequality produces the bound
Then Theorem 2.3 gives
The usual bound σ ≤ − 47a 32
then gives the inequality
which cannot hold. So K is not destabilized by a subobject that is not a subsheaf.
A subsheaf of K must have rank 1, 2, or 3, and in the remainder of the article we exclude the possibility that K is destabilized by such subsheaves on or outside the wall Q α,β (K) = 0. Proposition 5.2. K is not initially destabilized by a rank 1 subsheaf on or outside the wall Q α,β (K) = 0.
Proof. Suppose otherwise, so K ′ ֒→ K destabilizes K with wall on or outside the wall Q α,β (K) = 0. We can assume that K ′ is reflexive, as in any case its double dual includes into the reflexive sheaf K. So we have K ′ ∼ = O X (−S ′ ) for S ′ a surface of numerical class cH for some integer c. Then K ′ induces a wall with K with center at
Assume for the sake of contradiction that W (K, K ′ ) is on or outside the wall Q α,β (K) = 0, so we have
Expanding this out using the formula for σ produces
where F 1 is given by the polynomial
We will typically regard F 1 as a function of t. We also have, by Theorem 2.5 applied to
. We will show that F 1 (a, b − a, c, ǫ) is always negative given the inequalities a ≥ 2, c ≥ min(a, , b − a ≥ 1 and ǫ ≤ min(
). We will divide into cases, based on whether we have
For c ≥ 2a, (6) gives
We have that
, so
. Plugging this into (5) gives the bound
and c ≥ 2a, this inequality never holds. Now we consider the case ,
This quantity is negative for c ≤ 2a, so F 1 (a, b − a, c, ǫ) decreases as b − a increases for 7a 9
< c ≤ 2a. In particular, given a, ǫ, c fixed, b − a ≥ 0, and
1 Moreover, when c = 7a 9
, F 1 (a, b − a, c, ǫ) is always decreasing as a function of b − a, and hence is also maximized when b − a = 0. So if we have 7 9 a ≤ c ≤ 2a and F 1 (a, b − a, c, ǫ) ≥ 0, we also have the inequality
The right-hand side here is maximized when c is extremal in the interval [ , 2a], but using c = 2a, we see 0 ≤ 180aǫ − 36a 4 , which never holds, and using c = 7a 9
, we produce
27 , which also never holds. So the inequality (7) cannot hold regardless of where c is in the range 7a 9
≤ c ≤ 2a, and so F 1 (a, b − a, c, ǫ) < 0 for all a, b, c, ǫ satisfying the above assumptions and . In this interval, F 1 (a, t, c, ǫ) is a quadratic function of t minimized at the critical point, so fixing a, c, and ǫ, we thus have that F 1 (a, b − a, c, ǫ) is maximized when b − a is either as large or as small as possible, given c, a, ǫ. So we first take b maximal, namely b = 2c − 1. Plugging this in to (5) gives the inequality
The right-hand side of this expression is negative given 1 ≤ a ≤ 10, ǫ ≤ a 3 8
, and 2c ≥ a + 1. More precisely, setting r = 2c − a − 1 and fixing ǫ = a 3 8 , we have that (8) reduces to 0 ≤ 9a
This expression is clearly maximized when r = 0, but even then is still negative for 1 ≤ a ≤ 10. And given a ≥ 10, ǫ ≤ a 2 , and 2c ≥ a + 1, the inequality (8) always fails, as, setting ǫ = a 2 , the right-hand side ends up a negative polynomial in the nonnegative variables a − 10 and 2c − a − 1.
We now take b minimal, so given b > a, it suffices to look at the case b = a. Then (5) gives the inequality
The left-hand side of this expression is maximized for some extremal value of c. When 2c = a + 1, it gives 6a 2 − 30a 3 + 18aǫ + 54ǫ ≥ 0, and when c = 7a 9
, it gives 48ǫ − 400a
Neither inequality is compatible with ǫ ≤ min(
We next exclude the possibility that K is initially destabilized by a subsheaf of rank 2 outside the wall Q α,β (K) = 0. 
Remark. While Proposition 5.3 requires the assumptions that ǫ ≤ min(
) and b > a, Lemma 5.4 is independent of those assumptions, and just requires the basic setup on X of Section 3.
Proof. The wall induced by a map K ։ K ′′ has center at β = 6d − a 2 + 2ab 6c + 2a .
Because K ′′ destabilizes K, inequality (a) follows from the assumption that W (K, K ′′ ) is on or outside the wall Q α,β (K) = 0.
The kernel K ′ of the map K → K ′′ has discriminant 2ac + c 2 − a 2 + 4ab + 4d, which must be nonnegative by Theorem 2.2. This implies inequality (b). Likewise, inequality (c) is implied by Theorem 2.5 applied to the exact sequence
Inequality (d) requires a bit more effort; the inequality that is satisfied depends on whether K ′′ has torsion. K ′′ cannot have any torsion of codimension 2, as if it has a codimension 2 torsion subsheaf F , the quotient K ′′ /F destabilizes K with larger radius. And if it has a torsion subsheaf F of codimension 3, we replace K ′′ with K ′′ /F everywhere; this does not affect the value of c or d, so if inequality (d) is satisfied by K ′′ /F , it is satisfied by K ′′ as well. So we can assume that the torsion of K ′′ is of pure codimension 1.
First suppose that K
′′ has torsion with support that includes an integral surface S ′ = S of numerical class c ′ H cut out by the section f of O X (S ′ ). Then we can define sheaves F and F ′ via the exact sequence
f By the snake lemma and the torsion freeness of K and K ′ , we likewise have the sequence 
Combining this inequality with ac
which is one form of inequality (d). Now suppose that K ′′ has torsion with support containing S. We have that K ′′ fits into an exact sequence 0
where T is torsion and Q torsion free. We then have cn 1 (T ) ≥ a, and cn 1 (Q) ≥ 0 by Lemma 4.3, so cn 1 (K ′′ ) ≥ a and (d) is satisfied. Now suppose K ′′ is torsion free. In this case, there are two possibilities: either O ⊕3 X /K ′ is torsion free or not. We start by supposing it has torsion. Then we have an exact sequence,
where T is torsion and Q is torsion free. Since K ′′ is torsion free, the map T → I must be an injection, so we have that T is a pure torsion sheaf on S of rank 1. So cn ≤2 (T ) = (0, a, s) for some s, and cn ≤2 (Q) = (1, c, d + ab − a 2 2 − s). We have the exact sequence 0 . So by Lemma 4.1 we have the inequality
And from the fact that Q is a quotient of O
. Combining these two inequalities gives
We have that the pure codimension one part of O ⊕3 X /K ′ | S surjects to and is thus isomorphic to I, so we have
, and we have c ≥ b − a, establishing (d).
Proof of Propositon 5.3. We proceed by contradiction. Suppose a, b, c, d, ǫ satisfy the first three inequalities of Lemma 5.4. We show the four inequalities in (d) each produce contradiction. We note that inequality (a) and the bound σ ≤ − 47a 32
Plugging this into (b) gives
c ≥ −a − σ : By the bound σ ≤ − 47a 32
If c = 15a 32
, the inequality (9) fails for all b ≥ a, so c must be larger than the larger root of the quadratic equation − 4ab 6c + 2a .
Rewriting the right-hand side gives
From the bound c ≥ a we then get
Then the standard bound σ ≤ − 
But this contradicts (10).
c ≥ b − a: Combining inequalities (a) and (b) gives the bound
and clearing denominators, we then obtain the polynomial inequality 0 ≤36ǫ − 60ua 2 + 108 ǫu a + 12u 2 a (11)
If u ≥ a, the c ≥ a case gives contradiction. Otherwise, we note that the right-hand side of (11) decreases as u increases in the interval 0 ≤ u ≤ a, and so is maximized when u = 0. In that case, (11) gives
Given b − a > 0 and ǫ < a 3 8
, the right-hand side is maximized when b − a is minimized, so b − a = 1. So we have 0 ≤ 36ǫ − 36a 2 + 108 ǫ a − 72a − 36, which simplifies to the form
.
, however, this inequality never holds.
: Inequality (a) combines with this inequality to give
which produces the quadratic bound
So we have c ≥ 15a 16
, so the analysis from the c ≥ b − a case produces a contradiction.
We finally show that K ′ cannot be a rank 3 subsheaf of K.
Proposition 5.5. K is not initially destabilized by a subsheaf of rank 3 on or outside the wall Q α,β (K) = 0.
Proof. Suppose that K is initially destabilized by the subsheaf K ′ ֒→ K and that cn 0 (K ′ ) = 3. The quotient K ′′ := K/K ′ is a torsion sheaf. We can without loss of generality assume K ′′ is of pure codimension 1, by taking the quotient of K ′′ by all torsion of codimension at least 2; numerically, this process leaves cn ≤1 (K ′′ ) unchanged and can only lower cn 2 (K ′′ ), and hence does not decrease the radius of W (K ′′ , K). We write cn ≤2 (K ′′ ) = (0, c, d).
The wall W (K, K ′′ ) has center at β = that (3σ + a) 2 ≥ (6ab − 2a 2 ), so if c = √ 6ab − 2a 2 , the first quadratic bound fails to hold. So the two inequalities together imply that c is at most the smaller root of the quadratic in (12) . We observe that (12) fails to hold for b ≥ a when c = We now will show that the bounds Given the exact sequence 0 → F → K ′′ → F/K ′′ → 0 and the fact that K ′′ initially destabilizes K, we must have . Moreover, we have c ≥ a because S is contained in the support of K ′′ . We then have that the quadratic polynomial of (12) , contradicting (13) .
