For the first time, we demonstrate modulation domain image filters that achieve perceptually motivated image processing goals by directly manipulating the FM functions in a multi-component AM-FM image model. The action of previous modulation domain filters has been limited to modification of the AM functions based on the values of the AM and FM functions. This is because reconstruction of the modified phase from the filtered frequency modulation vectors was an unsolved problem. Here, we present two new algorithms capable of reconstructing the phase from the processed frequencies, one based on a least squares solution of the discrete Poisson equation with Neumann boundary condition and one based on cubic tensor product spline integration. New modulation domain FM filters are designed to modify both the orientations and magnitudes of the visually important emergent image frequency vectors. In our most dramatic example, we demonstrate an FM filter that autonomously changes the stripes on the pants in the well known Barbara image from vertical to horizontal.
INTRODUCTION
Multicomponent AM-FM image models provide a perceptually motivated image representation from which nonstationary amplitude and frequency information can be readily interpreted. The model represents an image t : R 2 →R as a sum of K nonstationary AM-FM components [1] [2] [3] [4] 
where x ∈ R 2 , a k (x) ≥ 0, and ϕ k (x) : R 2 →R. Given the image t(x), a computed AM-FM model consists of estimates of the K AM functions a k (x) which provide a local characterization of the local contrast and the K FM functions ∇ϕ k (x) which provide a dense characterization of the local texture orientations and pattern spacings.
These models have been used to great effect in a variety of computer vision and analysis applications, including texture segmentation and classification, 3-D shape from texture, edge detection and image enhancement, texture-based stereopsis, fingerprint classification, content-based retrieval, and regeneration of occluded and damaged textures [5] , as well as for human speech analysis [6, 7] and recently in infrared [8] and visible [9] target tracking. While modulation domain image models have proven useful in analysis applications, they have found relatively limited use in applications requiring image synthesis, primarily due to the difficulties involved in reconstructing an image from its modulation domain representation.
The recent development of perfect reconstruction AM-FM image models [10] has opened the door to the possibility of performing perceptually based image filtering directly in the modulation domain. The general notion is that after the image has been modeled according to (1) and the AM and FM functions have been computed, then signal processing can be applied to modify the AM and FM functions to achieve a desired signal processing goal. The filtered image is then reconstructed from the processed modulations. Extremely promising preliminary examples were given in [11, 12] , where we demonstrated dramatic results not readily achievable via LTI filtering techniques.
However, the modulation domain image filters demonstrated in [11, 12] were restricted to "AM-only" processing: while both the AM and the FM functions were generally involved in determining the action of the filter, only the AM functions were actually modified (e.g., frequency selective attenuation of the amplitude). Modulation domain filters that actually modify the FM functions have not been considered previously. The reason is that the reconstruction of the component phases ϕ k (x) in (1) from the computed FM functions ∇ϕ k (x) is extremely sensitive to noise and to errors and perturbations in both the frequency vectors and in the boundary conditions (integration constants) used to reconstruct the phase from the frequencies [13] .
In this paper, we introduce two new practical techniques for reconstructing the processed image after modulation domain filtering has been applied to modify the FM functions. For the first time, we design sophisticated filters that directly modify the frequency modulations of the image to achieve dramatic, perceptually motivated signal processing goals. We briefly discuss the invertible AM-FM image transform in Section 2. In Section 3, we develop the new phase reconstruction techniques and use them to define powerful FM filtering operations. Conclusions are reserved for Section 4.
PERFECT RECONSTRUCTION AM-FM MODEL
We decompose the image t(x) into a sum of components t k (x) as indicated in (1) using an adaptation of the steerable pyramid [14, 15] . As described in [12] , we perform a standard steerable pyramid decomposition to four levels with eight orientations at each level. We further decompose the high pass residual from the first level into eight orientations for a total of K = 40 components t k (x) in (1). The steerable pyramid is attractive because it admits smoothness and joint localization properties that are similar to those of Gabor filterbanks in terms of producing locally coherent components that correspond well to human visual perception. In addition, the steerable pyramid offers two distinct advantages: (1) whereas the AM and FM functions must be estimated from the Gabor filter responses which are not equal to the components t k in general, the steerable pyramid provides direct access to the components themselves which may then be demodulated using exact continuous domain algorithms that do not suffer from approximation errors, and (2) because the pyramid channels are self inverting, interband aliasing is minimized in the synthesis filterbank, thereby providing near perfect reconstruction.
After decomposition, we construct a complex extension
is the partial Hilbert transform. We fit the complex components z k with splines and differentiate analytically [10, 13] to implement the exact demodulation algorithm [3] 
Unfortunately, the frequency field ∇ ϕ k in (2) generally fails to lie in the space of cubic tensor product splines, which is not closed under division. Therefore, while the frequencies (2) are mathematically valid, spline integration filters cannot be used to reconstruct a consistent phase function from them. As explained in [16] , we use the frequencies (2) to guide a novel unwrapping algorithm [13] that delivers a cubic spline phase function ϕ k with gradient ∇ϕ k that is closest to ∇ ϕ k in the least squares sense, where ∇ϕ k is obtained by analytical differentiation of ϕ k [10, 16] .
PHASE RECONSTRUCTION FOR FM FILTERING
After the application of FM signal processing, the modified frequency fields must be integrated to reconstruct the phase function of each processed image component. Based on the spline framework introduced in [17, 18] , an error-free algorithm for reconstructing the phase ϕ k from the FM function ∇ϕ k was given in [13] . However, in order to achieve perfect reconstruction, this algorithm requires unmodified initial conditions on the phase. Moreover, it reconstructs the phase on the first two columns by integrating the vertical frequencies and then performs phase reconstruction on the rest of the image by integrating the horizontal frequencies across each row. Thus, vertical frequency modifications off the first two image columns are not reflected in the reconstructed phase, whereas small perturbations of the phase initial conditions and frequencies on the first two columns tend to cause severe instability in the phase reconstruction. In this section, we introduce two new phase reconstruction algorithms that effectively overcome these problems and allow for consistent phase reconstruction after FM signal processing has been performed. Let p = [m n] T ∈ Z 2 and let t(p) be the original M × N digital image containing the samples of t(x) in (1). Denote the set of pixel sites in the digital image t(p) by
We will write ∇ϕ k (p) to indicate the restriction of the FM function (1) and its complex extension z k (x) to the discrete pixel lattice O. Let G denote the FM signal processing operation, so that the samples of the filtered frequency field are given
, the phase reconstruction problem is to obtain the modified phase functions ϕ k (p) given the filtered frequencies ∇ ϕ k (p).
Least Squares Algorithm
In this section, we introduce a least squares phase reconstruction algorithm based on the well-known discretized Poisson equation with Neumann boundary condition [19] . Let U k and V k be the components of the filtered frequency vector defined by
. Define U k and V k to be the increments of the modi-
We seek the modified phase function ϕ k that minimizes
A frequency domain solution for (5) was proposed in [19] and is given by
where
, and where "DCT" and "IDCT" denote the discrete cosine transform and its inverse, respectively. The solution in (6) is defined everywhere except at the first pixel p = [0 0] T , where it is set to zero. We applied this phase reconstruction algorithm to perform FM image filtering. The results are shown in Fig. 1 . By changing the orientation angles of the FM functions, we can achieve a rotation of the image texture by an arbitrary angle in the image. Fig. 1(b) illustrates an example of FM filtering where we rotate the frequency orientations by π/2 rad. Geometric stretching effects can also be obtained by scaling the magnitudes of the FM vectors. To implement such a filter, we multiply the FM vectors by a positive constant α, e.g., α > 1 produces a zoom-out effect as illustrated in Fig. 1(c) , while taking 0 < α < 1 produces a zoom-in effect as illustrated in Fig. 1(d) .
Spline Based Algorithm
In this section, we alternatively reconstruct the modified phase ϕ k by performing cubic spline-based integration independently over disjoint spatial windows that tile the FM function over the pixel lattice O. This requires an auxiliary technique for estimating the phase initial conditions that are needed to start the integration along the boundaries of each window.
Since each AM-FM component contributes to the reconstructed image only where the AM function is nonzero, the integration windows used in the spline-based reconstruction algorithm are automatically defined for each component around areas where the value of the AM function is above an empirical threshold. Integration is then carried out independently within each window. Because the frequency modulation is generally smoother at points where the AM function exhibits greater values, the initial conditions needed for the integration of each window are estimated from points that coincide with local maxima of the AM function. Cubic spline integration is then performed starting at these points to estimate the modified phase function ϕ k (p).
We used this approach to design two new modulation domain FM filters. We refer to the first of these new filters as the frequency flattening filter. The effect of the signal processing is to produce horizontal ridges with frequencies that are representative of the frequency magnitudes that were present in the original image, but without the original orientation information. For all points in an FM function, this filter sets the horizontal components of the instantaneous frequency vectors to zero, while the vertical components of the instantaneous frequency vectors are set to the magnitude of the original frequency vectors. The action of this filter is illustrated in Fig. 2(b) , where the filter was applied to the chirp image of Fig. 2(a) , which is identical to the image in Fig. 1(a) .
The second FM filter performs frequency rotation. This filter modifies points in the FM function by rotating the instantaneous frequency vectors by a specified angle. Results of applying this filter to the chirp image are given in Fig. 2(c) . For this example, the instantaneous frequency vectors were rotated by π/2 rad at all points in the frequency modulations of all AM-FM components. The magnitudes of the rotated instantaneous frequency vectors were also modified to be inversely proportional to the magnitudes of the original frequencies.
Finally, in order to show the effects of the frequency rotation filter on a natural image, we also applied the filter to the barbara image, which is shown in Fig. 2(d) . In this case, the frequency rotation filter was applied to achieve the perceptually motivated signal processing goal of changing the stripes on Barbara's pants from vertical to horizontal. Hence, the frequency rotation filter was applied only in a spatial region of interest (ROI) indicated by the black box overlayed on the image in Fig. 2(d) . The filter was designed to rotate the instantaneous frequency vectors of all AM-FM components by π/2 rad, but only at pixels where the original instantaneous frequency vectors satisfied −π/2 < ψ k < 3π/16 and π/2 < r k < 2π, where ψ k = arg ∇ϕ k is the orientation of the instantaneous frequency vector, r k = |∇ϕ k | is the magnitude of the instantaneous frequency vector given in units of rad/pixel, k ∈ [1, K] , and K is the number of computed AM-FM components. The ROI from the FM filtered image is shown in Fig. 2(f) , where it can be seen that the desired processing goal was achieved.
CONCLUSION
In this paper, we proposed two new algorithms to perform multicomponent phase reconstruction subsequent to the application of modulation domain FM filters. For the first time, the new phase reconstruction algorithms were used to demonstrate modulation domain filters that directly modify the FM functions of an image to achieve predictable, perceptually motivated image processing goals that would be difficult or impossible to achieve with ordinary LTI spatial filters.
These two algorithms significantly broaden the scope of processing that can be achieved with modulation domain image filtering. Important problems that remain open include the development of a greater understanding of expected modulation domain filter behavior, as well as the development of improved reconstruction algorithms. In addition, a better understanding of the exact relationships between different filtered AM-FM components would be useful in defining improved high-fidelity image reconstruction techniques. (e) Detail view of the ROI. (f) Selective frequency rotation within the ROI; the signal processing goal was to change the stripes on Barbara's pants from vertical to horizontal. Note that certain stripes on the shawl were also rotated since they fell within the ROI and matched the original orientation and granularity of the pants.
