In this contribution a scalable rapid prototyping system is presented. This rapid prototyping system allows for implementing and testing transmitter and receiver in real-time on DSPs (Digital Signal Processors) and FPGAs (Field Programable Gate Arrays). Additionally, an implementation of the I-METRA channel model in separate DSP/FPGA boards can be used for emulating a MIMO propagation channel. The real-time capability of the rapid prototyping system is shown at the example of a WLAN (Wireless Local Area Network) 802.11n implementation. A throughput increase in comparison to 802.11a is achieved by incorporating MIMO (Multiple Input Multiple Output) techniques into the system. By the use of Generic C as rapid prototyping tool, a fast and efficient implementation of the MIMO receiver was achieved. During the implementation process, Generic C allowed for a steady co-verification of the written code with the Matlab Simulink model.
Introduction
The IEEE 802.11a standard specifies wireless local area networks supporting data rates up to 54 Mbit/s. Currently, an IEEE work group is evaluating several corporate proposals for the upcoming 802.11n standard which will incorporate MIMO techniques. These MIMO techniques promise throughput and reliability enhancements of the wireless link [1, 2] . Since it is not decided how the 802.11n standard will look like, current implementations should be adaptable to the final standard. Therefore, we divide the WLAN receiver into two parts:
1. The first part is basically an FFT of size 64, implemented in an FPGA. Since it is already decided that 802.11n will use such an FFT, no need for future changes is required here. However, by adapting the FFT size to 256 or 2048 an implementation for IEEE 802.16 (WiMAX) can be achieved easily with our prototyping system.
2. The second part is the space-time receiver for the frequency selective MIMO channel. This space-time receiver, which is subject to change during the standardization process, is implemented using rapid prototyping methods.
One problem of a classical product design cycle is that different code is used for simulation and for real-time implementation [3] . In our real-time implementation of the WLAN receiver the same code is used for simulation purposes and for the DSP. This is achieved by a GenericC implementation that can be compiled to a Simulink block or to assembler code for the digital signal processor. The MIMO extension of the 802.11a WLAN is achieved by Alamouti [4] coding the transmit symbols, achieving a transmit diversity order of two. An Alamouti receiver for one and two receive antennas is implemented obtaining an overall diversity of two and four, respectively.
The real-time implementation is based on a WLAN MIMO simulator [5] realized as a Matlab Simulink model. The operability of this simulator was verified by comparisons with theoretical results, therefore, it is perfectly suited as a starting point for the real-time implementation.
This paper is organized as follows. Section 2 gives an overview about the ARCS (Austrian Research Centers Seibersdorf) boards used for the real-time implementation of the receiver and the channel emulator. Section 3 illustrates the step-bystep development process and the steady co-verification of the Alamouti receiver using Generic C. In Section 4 the channel emulator and the channel model implemented will be explained. This section also provides simulation results. Finally, Section 6 reports some conclusions.
The ARCS Development Platform
The rapid prototyping platform comprises a transmitter, a channel emulator, and a receiver unit. Its basic building blocks are the "RTS-DSP boards", described in Section 2.1. Each board can either be equipped with digital baseband or analogue intermediate frequency (IF) interfaces, which are described in Section 2.2. Additionally, a complete radio frequency (RF) frontend is under development.
The boards are mounted in a rack, which also supplies a backplane for communication and power supply. The modular and scalable design of the platform allows for the emulation of a large variety of MIMO configurations. The big choice of interfaces allows to exchange parts of the development platform easily with other prototypes or products.
Many other development platforms exist [6] . However, they are only based on MIMO transmissions over the air and thus simulations cannot be reproduced. On the other hand, the realtime hardware channel simulator described in [7] is able to reproduce simulations, but only for a limited number of timeslots. Further, this platform does not provide development boards for rapid prototyping. Therefore, we built a development platform that allows for rapid prototyping of the transmitter and the receiver, as well as for algorithm verification with a channel emulator. Our platform will also allow for real-time free space experiments once the RF frontend is finalized.
The DSP-Boards
The RTS-DSP boards basically consist of a Xilinx Virtex 2 FPGA and a TI C6416 DSP. 
Analogue and RF boards
Each DSP-board can optionally be equipped with an analogue frontend. It comprises a digitizer and a D/A converter plus an FPGA XC2VP30, which handles I/O interfacing, digital mixing, and controlling of the board. The digitizer is built by two ADS5500 from TI and under samples the IF signal at a sampling rate of max. 112 MSPS using 14 bits. The A/D converter uses a two-channel DAC5686 from TI operating with 16 Bit wordlength.
The RF frontends are separated from the rest of the system and reside in an own rack identical to the rack of the platform to reduce influences on the system. Both the transmitter and the receiver are implemented on a separate board. The first version of the RF receiver is designed for WLAN signals only and operates with input signals in the frequency range from 5,15 to 5,25 GHz. Extensions complying WiMAX and UMTS standards are planned for the next version.
From Simulink Blocks to Assembler Code
This section describes the step-by-step development process and the steady co-verification of the 802.11n receiver implemented. The starting point of our real-time implementation is a Matlab Simulink model for an 802.11n WLAN transceiver, presented in [5] . In the following we will focus on the sophisticated receiver rather than the transmitter which was implemented for testing purposes by simply repeating previously stored OFDM frames. Due to this transmitter implementation no additional RTS-DSP boards had to be used since the repetitive transmission was included in the channel emulator boards.
The first part of the receiver (Fig. 2) is an RRC (Root Raised Cosine) receive filter and an FFT of size 64. Since optimized filter and FFT cores are already available in the Xilinx Core Generator development environment no need for rapid prototyping tools is required here. The co-verification of the FPGA design with the Simulink model was achieved with an interface block in Simulink. This interface block basically transfers the input and output data of the FPGA between Simulink and the FPGA by the use of a LAN connection to the RTS-DSP board [10] .
The channel estimation and the space-time receiver using the frequency domain samples after the FFT, is fully written in GenericC as source language. This language has the advantage that Matlab Simulink S-functions and real-time assembler code for a digital signal processor can be generated from a single source file. This approach assists rapid prototyping and code co-verification massively. Another advantage is that wordlength effects can be investigated easily by only changing the types of the variables used in the GenericC file.
A BER performance comparison for different implementation wordlengths used in the receiver revealed no difference between a double, a 32 bit fixed point, and a 16 bit fixed point precision implementation. Note, that a reduction of the wordlength below 16 bit does not improve the performance in our application since the TI C6416 DSP is designed for 16 bit operations. After testing the 16 bit Generic C implementation of the receiver the code was compiled for the TI C6416 DSP. The cor- 
Channel Emulator

Hardware
The ARCS hardware real-time channel emulator is part of a rapid prototyping system. It uses one RTS-DSP board, described in Section 2.1, to emulate one link of a MIMO radio channel. For example, the emulation of a 2×2 MIMO channel utilizes four RTS-DSP boards.
The input signals of the channel emulator can be generated in advance (e.g. in Matlab) and uploaded to the simulator. Alternatively, they can be supplied in real-time externally over the baseband input connectors. For MIMO channels, the intermediate results of the boards contributing to the same receive antenna have to be added. This is achieved over the backplane allowing the boards to pass on their results to the next board in the rack. The outputs of the channel simulator are accessible over the baseband output connectors of the boards. They are in turn connected to the baseband input connectors of the receiver board.
Channel Models
The channel emulator supports different channel models. For the purpose of this work, the I-METRA channel model [11] , [12] , which was also accepted in the IEEE 802.11n standard, was chosen. The I-METRA channel model specifies six dif- ferent propagation scenarios. Scenario "A" is a flat fading scenario with spatial correlation between the antennas, scenarios "B", "C", "D", "E", and "F" are correlated, frequency selective scenarios with increasing delay spread. The I-METRA channel model specifies the channel taps at a sample rate of 100 MHz, i.e. it assumes that the 20 MHz WLAN signal is oversampled by a factor of five. Since the maximum supported sample rate of the LVDS bus is 40 MHz and resampling from 100 MHz to 40 MHz was too costly to be implemented in the FPGA (the oversampling factors are relatively prime), we decided to resample the impulse responses to 120 MHz by a sinc interpolation. This sinc interpolation can be expressed as
with the input sample duration T i = 10 ns, and the output sample duration T o = 8.33 ns. The generation of an interpolated impulse response works as follows. At first, a random impulse response with a power delay profile as specified in the I-METRA model is generated. This impulse response with a sample rate of 100 MHz is then resampled to 120 MHz according to Equation 1. The channel emulator supports a maximum number of eight paths. Therefore, the eight paths containing the most energy of a specific channel realization were selected for the real-time channel emulation. This eight path model will be denoted as sinc8 in the following. Fig. 3 shows the power delay profile of the original I-METRA channel model scenario C, of the sinc interpolated model, and of the path number reduced channel model (sinc8). The power delay profile was calculated by averaging over the energy of 1000 channel realizations. The sinc8 model approximates the original model up to a delay of 100 ns very accurately. But the path number reduction introduces an error in the power delay profile for delays of more than 100 ns. It also causes an error in the RMS delay spread of the channel since larger delays are not modeled anymore. To investigate this error, the RMS (Root Mean Squared) delay spread was calculated by
where the P i denote the taps of the power delay profile, τ i the delays of the power delay profile taps, and N D the number of taps. Table 1 shows the RMS delay spread of the channel models implemented. The path number reduced model always has a lower delay spread than the original I-METRA model, causing an error in the channel emulation. Since a primary use of the channel emulator is the testing of transmitter and receiver algorithms, the influence of the RMS delay spread error on the bit error performance is of interest. In the next section BER simulation results are presented. Fig. 4 shows a BER simulation of the 2×2 802.11n MIMO system for the I-METRA scenarios "C", "D", "E", and "F". In all scenarios the performance of the original I-METRA model at 100 MHz sample rate is identical to the sinc interpolated model at 120 MHz. Scenarios "B", "C", and "D" are also modeled without error in the BER over SNR curve with the path number reduced sinc8 model. In the scenarios "E" and "F" an abberation of about 1 dB at 10 dB SNR occurs. This error is mainly caused by the large delay spread of the scenarios "E" and "F". This large delay spread generates ICI (Inter Carrier Interference) on the OFDM signal and leads to a performance degradation. Since the sinc8 model only uses eight paths to emulate the channel, the ICI causing paths are not emulated. In scenario "F" the use of 16 paths instead of eight shows only slight improvement of the accuracy. More accuracy could be achieved by modeling even more than 16 paths which does not seem to be feasible in the hardware realization. Therefore, other possibilities to improve the performance in the scenarios "E" and "F" should be found and are currently under investigation.
Simulation Results
Conclusions
A scalable rapid prototyping system was presented. The RTS-DSP boards, the basic building blocks of the prototyping system, can be used to implement transmitter and receiver in realtime on a TI C6416 DSP and a Xilinx Virtex 2 FPGA. Furthermore, the transmission system can be tested by the use of a real-time channel emulator. This channel emulator implements an interpolated version of the I-METRA channel model which was accepted in the IEEE 802.11n standard. We showed that the use of eight paths is sufficient to model scenarios "A", "B", "C", and "D" accurately. Scenarios "E" and "F" are modeled with an abberation of about 1 dB at an SNR of 10 dB. Further investigations are necessary to increase the accuracy in these scenarios. 
