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Abstract
We show how the link variables of Arkani-Hamed, Cachazo, Cheung and Kaplan (ACCK),
can be used to compute general gluon tree amplitudes in the twistor string. They arise from
instanton sectors labelled by d, with d = n− 1, where n is the number of negative helicities.
Read backwards, this shows how the various forms for the tree amplitudes studied by ACCK
can be grouped into contour integrals whose structure implies the existence of an underlying
string theory.
1 Introduction
Inspired by work of Arkani-Hamed, Cachazo, Cheung and Kaplan [1, 2], we use link variables
to obtain expressions for tree amplitudes in open twistor string theory [3]-[5]. This extends
the derivation from the twistor string beyond maximally helicity violating (MHV) amplitudes
and special cases of non-MHV trees [8]-[13], as well as providing a basis for the dual structure
envisioned in ACCK. We use a canonical quantization [6, 7] of Berkovits’ version of twistor
string theory, and compute the gluon trees.
The extensive literature for amplitudes in the spinor heliciy basis, sampled by [15]-[19], has
been used in developing recursion relations [20, 21]. These were motivated by a remark-
able formulation of string theory on twistor space [5], which made contact with a twistor
description for gauge theory [22, 23]. Additional dual forms for trees are found [24]-[26].
At loop level, the twistor string has been difficult to interpret as a dual for the gauge theory
[4, 6]. In this paper, however, we show that the gauge theory based analysis of ACCK, which
is phrased in terms of link variables, appears naturally to lead back to the twistor string at
tree level. This may eventually enlighten our treatment of string loops, and the pursuit of
the dual S-matrix.
Suppose we have N gluons, labeled α = 1, . . . N , with momenta paαa˙ = π
a
απαa˙, and helicities
ǫα, m of which are positive and n negative, m + n = N . Write P for the set of positive
helicity particles and N for the set of negative helicity particles.
The link variables cir, i ∈ P, r ∈ N satisfy the 2N linear equations
πj =
∑
r∈N
cjrπr (1.1)
π¯s = −
∑
i∈P
π¯icis. (1.2)
where we have suppressed the spinor indices. See [6] for our conventions. These equations
are not independent because, as noted by ACCK, they imply momentum conservation. As
in [1] (Eq.37), these linear conditions imply energy-momentum conservation:∑
j∈P
π¯ja˙π
a
j =
∑
j∈P
∑
r∈N
π¯ja˙cjrπ
a
r = −
∑
r∈N
π¯ra˙π
a
r ; (1.3)
for momenta satisfying this consistency condition they provide N ′ = 2N − 4 constraints on
the mn variables cir, leaving
NR = mn−N
′ = (m− 2)(n − 2) (1.4)
degrees of freedom. The philosophy outlined by ACCK is to seek to write the tree and loop
amplitudes of gauge theory as contour integrals over the remaining NR degrees of freedom.
The main observation underlying the analysis of this paper is that, in open twistor string
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theory, the link variables should be of the form
cjs =
kj
ks(ρj − ρs)
, (1.5)
for some suitable ρα, kα, as we shall see at the beginning of section 3. The necessary and
sufficient condition for the link variables to be of this form is that the matrix

(ci1r1)
−1 (ci1r2)
−1 . . . (ci1rn)
−1
(ci2r1)
−1 (ci2r2)
−1 . . . (ci2rn)
−1
...
...
...
(cimr1)
−1 (cimr2)
−1 . . . (cimrn)
−1

 (1.6)
should have rank two, as we discuss in more detail in section 5. This is equivalent to the
vanishing of the determinant of each 3×3 submatrix, that is of each determinant of the form
Cijkrst =
∣∣∣∣∣∣
ciscit citcir circis
cjscjt cjtcjr cjrcjs
cksckt cktckr ckrcks
∣∣∣∣∣∣
= circjscktcjrckscit + cjrckscitckrciscjt + ckrciscjtcircjsckt
− ckrcjscitcjrcisckt − cjrciscktcirckscjt − circkscjtckrcjscit. (1.7)
For this condition to be met, it is sufficient for a suitable subset comprising NR of the C
ijk
rst to
vanish, e.g. if we fix I, J ∈ P and R,S ∈ N , it is sufficient to have the vanishing of the NR,
quantities CIJkRSt where k ranges over P
′, the remaining m−2 elements of P, and t ranges over
N ′, the remaining n − 2 elements of N . Using the linear conditions (1.1), (1.2) to express
the cir in terms of the ckt, k ∈ P
′, t ∈ N ′, we find in section 3 that the tree amplitude will
have the form ∮
F (c)
∏
k∈P′
t∈N′
dckt
Ckt
, (1.8)
where F (c) is a simple rational function of the cir.
In section 2, we review the derivation of vertex operator expressions for the general N -point
tree amplitudes in twistor string theory from vertex operators. In section 3, we analyze the
amplitude as an integral over constraints. In section 4, we derive the integrand function F (c),
as a function of the link variables, from twistor string theory. In section 5, we discuss the
parametrization of the linear constraints, and complete the description of the contour integral
expression for the amplitudes. In section 6, we compute all 6-point functions, including
alternativeforms, by evaluating the contour integral as a sum over residues. In section 7, we
use our general formulae to check the 7-pt tree with alternating helicities.
3
2 The N-point Amplitude
As in [3, 6], we consider conjugate twistor variables Z and W
Z =
(
πa
ωa˙
)
, W =
(
ω¯a
π¯a˙
)
, (2.1)
W · Z = ω¯ · π + π¯ · ω ≡ ω¯aπ
a + π¯a˙ω
a˙, (2.2)
and the field describing the twistor string,
Z(ρ) =
(
λa(ρ)
µa˙(ρ)
)
.
We fourier transform the open string vertex operators for gluons according to their helicity[1],
as
V A+ (W,ρ) =
∫
d2πaeiω¯aπ
a
∫
dκ
κ
δ2(κλa(ρ)− πa)eiκπ¯b˙µ
b˙(ρ)JA =
∫
dκ
κ
eiκW ·Z(ρ)JA, (2.3)
V A− (Z, ρ) =
∫
d2π¯a˙e
−iωa˙π¯a˙
∫
κ3dκδ2(κλa(ρ)− πa)eiκπ¯b˙µ
b˙(ρ)JAψ1 . . . ψ4
=
∫
κ3dκδ4(κZ(ρ) − Z)JAψ1 . . . ψ4. (2.4)
Defining Xj =Wj , j ∈ P; Xs = Zs, s ∈ N , we compute the tree amplitudes as a sum over
instanton sectors. The only non-vanishing contribution to any tree with n negative helicity
states is from the sector with instanton number d, where d = n− 1, [6]
M ǫ1...ǫN =
∫
〈0|V A1ǫ1 (X1, ρ1) . . . V
AN
ǫN
(XN , ρN )|0〉
N∏
α=1
dρα
/
dg
=
∫ N∏
α=1
dραdκα
κα
〈0|e(n−1)q0
∏
s∈N
δ4(κsZ(ρs)− Zs) exp

i
∑
j∈P
κjWj · Z(ρj)

 |0〉
×
∏
s∈N
κ4s
∏
r<s;r,s∈N
(ρr − ρs)
4〈0|JA1(ρ1)J
A2(ρ2) . . . J
AN (ρN )|0〉
/
dg
(2.5)
and dg is the invariant measure on the group GL(2,R) of Mo¨bius and scale transformations.
Because Z(ρ) is a polynomial of order n− 1,
Z(ρ) =
∑
s∈N
1
κs
Zs
∏
r 6=s;r∈N
ρ− ρr
ρs − ρr
, (2.6)
4
so that κrZ(ρr) = Zr, r ∈ N . If ξr = κrZ(ρr) − Zr, r ∈ N , the Jacobian resulting from
performing the integrations corresponding to the zero modes of Z(ρ) is
∂(ξj : j ∈ N )
∂(Z−m+1, . . . , Z0)
=
∏
s∈N
κs
∏
r<s;r,s∈N
(ρr − ρs).
This factor will cancel the worldsheet fermion contribution included in (2.5), and the ampli-
tude becomes
M ǫ1...ǫN =
∫ N∏
α=1
dκα
κα
exp

i
∑
r∈N
∑
j∈P
cjrWj · Zr

 fA1A2...AN
[
N∏
α=1
dρα
ρα − ρα+1
]/
dg,
(2.7)
where
cjs =
κj
κs
∏
r 6=s;r∈N
ρj − ρr
ρs − ρr
, (2.8)
which we shall relate to (1.5) in section 3.
The action of the group GL(2,R) is defined by
ρα 7→
aρα + b
cρα + d
, κα 7→ (cρα + d)
n−1κα, (2.9)
which leaves cjs invariant.
We transform to momentum space by applying
∫
exp

−i
∑
j∈P
ω¯j · πj + i
∑
r∈N
π¯r · ωr


∏
j∈P
d2ω¯j
∏
r∈N
d2ωr,
giving
M ǫ1...ǫN = fA1A2...AN
∫ ∏
j∈P
δ2
(
πj −
∑
r∈N
cjrπr
) ∏
s∈N
δ2
(
π¯s +
∑
i∈P
π¯icis
)
×
[
N∏
α=1
dκαdρα
κα(ρα − ρα+1)
]/
dg. (2.10)
As we saw in section 1, the delta function conditions imply energy-momentum conservation.
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Fixing a choice of R,S ∈ N ,
∏
j∈P
δ2
(
πj −
∑
r∈N
cjrπr
) ∏
s∈N
δ2
(
π¯s +
∑
i∈P
π¯icis
)
= 〈R,S〉2δ4
(
N∑
α=1
π¯απα
)∏
j∈P
δ2
(
πj −
∑
r∈N
cjrπr
) ∏
s∈N ′
δ2
(
π¯s +
∑
i∈P
π¯icis
)
,
(2.11)
so that we are left with 2N −4 relations from the remaining delta functions to determine the
2N −4 effective variables amongst the κα, ρα, after allowing for Mo¨bius and scale invariance.
The dependence of the mn = n(N − n) variables cir on the 2N − 4 effective variables κα, ρα
implies the existence of
NR = mn− (2N − 4) = (m− 2)(n − 2)
(nonlinear) relations between the cir, say CK(c) = 0, 1 ≤ K ≤ NR. E.g. for N = 6,m = n =
3,P = {i, j, k},N = {r, s, t}, there is one relation from (1.7):
circjscktcjrckscit + cjrckscitckrciscjt + ckrciscjtcircjsckt
= ckrcjscitcjrcisckt + cjrciscktcirckscjt + circkscjtckrcjscit.
(2.12)
Now,
dg =
dρRdρS
(ρR − ρS)2
dκRdκS
κRκS
,
so that
M ǫ1...ǫN = fA1A2...AN δ4
(
N∑
α=1
π¯απα
)
Mǫ1...ǫN , (2.13)
with
Mǫ1...ǫN = 〈R,S〉2(ρR − ρS)
2
∫ ∏
j∈P
δ2
(
πj −
∑
r∈N
cjrπr
) ∏
s∈N ′
δ2
(
π¯s +
∑
i∈P
π¯icis
)
×
N∏
α=1
1
(ρα − ρα+1)
N∏
α=1
α6=R,S
dκαdρα
κα
.
(2.14)
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Note that if we chose I, J ∈ P rather than R,S ∈ N ,
∏
j∈P
δ2
(
πj −
∑
r∈N
cjrπr
) ∏
s∈N
δ2
(
π¯s +
∑
i∈P
π¯icis
)
=[I, J ]2δ4
(
N∑
α=1
π¯απα
) ∏
j∈P ′
δ2
(
πj −
∑
r∈N
cjrπr
) ∏
s∈N
δ2
(
π¯s +
∑
i∈P
π¯icis
)
,
(2.15)
and we have similar formulae to the above but with [I, J ]2 replacing 〈R,S〉2.
3 The Amplitude as an Integral over Constraints
In order take into account the constraints CK in evaluating the amplitude (2.14), we will
rewrite the world sheet integration on ρ and k as integrals over a set of independent link
variables.
In (2.14), we have
cjs =
κj
κs
∏
r 6=s
r∈N
ρj − ρr
ρs − ρr
, j ∈ P, s ∈ N ,
(3.1)
but it is convenient to change variables, defining
kj =
∏
r∈N
(ρj − ρr)κj , ks =
∏
r 6=s
r∈N
(ρs − ρr)κs, j ∈ P, s ∈ N ,
so that
cjs =
kj
ks
1
ρj − ρs
. (3.2)
Then (2.14) is left unchanged if we replace κα by kα, and the action of the invariance group
GL(2,R) is now given by
ρα 7→
aρα + b
cρα + d
, kj 7→ (ad− bc)kj/(cρj + d), kr 7→ kr(cρr + d), α ∈ A, j ∈ P, s ∈ N ,
A = P ∪N . Writing
fir(c) = 〈i, r〉 −
∑
s∈N
cis〈s, r〉, frt(c) = [r, t] +
∑
i∈P
[r, i]cit, r = R,S, i ∈ P, t ∈ N
′,
(3.3)
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in the expression (2.14) we have
〈R,S〉2
∏
i∈P
δ2
(
πi −
∑
r∈N
cirπr
) ∏
t∈N ′
δ2
(
π¯t +
∑
i∈P
π¯icit
)
= K1
∏
i∈P
r=R,S
δ2 (fir(c))
∏
t∈N′
r=R,S
δ2 (frt(c)) ≡ K1δ
N ′ (f(c)) , (3.4)
where K1 = 〈R,S〉
m+2[R,S]n−2.
Use ̺ℓ, 1 ≤ ℓ ≤ N
′, to denote generically {ρα, kα : 1 ≤ α ≤ N,α 6= R,S} and divide the mn
variables cir into two subsets: c
′
ℓ, 1 ≤ ℓ ≤ N
′, and c′′K , 1 ≤ K ≤ NR, (e.g., fix I, J ∈ P, in
addition to R,S ∈ N , and take the c′ subset to consist of {ciR, ciS , cIr, cJr : i ∈ P, r ∈ N
′},
and the c′′ subset to consist of {cir : i 6= I, J, r 6= R,S}). Then (2.14) can be written
Mǫ1...ǫN = K1
∫
Ψ(̺) δN
′
(f)dN
′
̺ (3.5)
where f ≡ f˜(̺) = f(c(̺)) and
Ψ(̺) = (ρR − ρS)
2
∏
α
1
ρα − ρα+1
∏
α6=R,S
1
kα
. (3.6)
In principle, we could use the N ′ delta functions to perform the N ′ integrals over ̺ℓ and
then calculate the amplitude as a function of the momenta by solving the equations (3.3) to
give ρ and k in terms of the momenta and then substitute for them in
Mǫ1...ǫN = K1Ψ(̺)
∣∣∣∣∂(f)∂(̺)
∣∣∣∣
−1
, (3.7)
but this is not a calculationally convenient way forward.
Instead, we seek to rewrite (3.5) first as an integral over all the mn variables cir and then
to use the delta functions δN
′
(f(c)) to perform N ′ of these integrations to leave an integral
over NR variables corresponding to the constraints CK . We can use these NR constraints to
express the NR variables c
′′
K as functions of the remaining N
′ variables c′ℓ, c
′′ = cˆ′′(c′) and
thus obtain N ′ functions fˆ(c′) = f(c′, cˆ′′(c′)); these are the functions we would obtain if we
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used the N ′ equations (3.2), corresponding to the c′ to express ρ, k as functions of the c′.
∫
Ψ(̺) δ(N
′)(f˜) dN
′
̺ =
∫
Ψ(̺)δN
′
(fˆ)
∣∣∣∣∂(c′)∂(̺)
∣∣∣∣
−1
dN
′
c′
=
∫
Ψ(̺)
∣∣∣∣∂(c′)∂(̺)
∣∣∣∣
−1
δN
′
(fˆ)δNR(C)
∣∣∣∣ ∂(C)∂(c′′)
∣∣∣∣ dmnc
=
∫
Ψ(̺)
∣∣∣∣∂(c′)∂(̺)
∣∣∣∣
−1 ∣∣∣∣ ∂(C)∂(c′′)
∣∣∣∣ δN ′(f)δNR(C)dmnc
=
∫
Ψ(̺)
∣∣∣∣∂(c′)∂(̺)
∣∣∣∣
−1 ∣∣∣∣ ∂(C)∂(c′′)
∣∣∣∣ δN ′(f)δNR(Cˆ)dmnc
=
∫
Ψ(̺)
∣∣∣∣∂(c′)∂(̺)
∣∣∣∣
−1 ∣∣∣∣ ∂(C)∂(c′′)
∣∣∣∣
∣∣∣∣ ∂(f)∂(c′)
∣∣∣∣
−1
δNR(Cˆ)dNRc′′
(3.8)
with Cˆ(c′′) = C(cˆ′(c′′), c′′), where the functions c′ = cˆ′(c′′) are obtained by using the N ′
equations f(c′, c′′) = 0 to express c′ in terms of c′′. The Jacobian of f with respect to c′ is
a constant, dependent only on momenta rather than the cir, because the f are linear; the
value of the constant depends on the choice of the c′ℓ. If we use the choice {ciR, ciS , cIr, cJr :
i ∈ P, r ∈ N ′} for c′, ∣∣∣∣∂(f)∂(c′)
∣∣∣∣ = 〈R,S〉2m[R,S]n−2[I, J ]n−2.
Then
Mǫ1...ǫN = K
∫
F (c′′)δNR(Cˆ)dNRc′′ (3.9)
with
F (c′′) = Ψ(̺)
∣∣∣∣∂(c′)∂(̺)
∣∣∣∣
−1 ∣∣∣∣ ∂(C)∂(c′′)
∣∣∣∣ (3.10)
and
K = K1
∣∣∣∣∂(f)∂(c′)
∣∣∣∣
−1
= 〈R,S〉2−m[I, J ]2−n.
We can integrate (3.9) to obtain
Mǫ1...ǫN = K
∑
F (c′′)
∣∣∣∣∣ ∂(Cˆ)∂(c′′)
∣∣∣∣∣
−1
, (3.11)
where the sum is over at least some of the simultaneous solutions of the NR constraint
equations CˆK(c
′′) ≡ CK(cˆ
′(c′′), c′′) = 0. [Note that in (3.11) the Jacobian is calculated for
Cˆ, that is for C regarded as a function of c′′ with c′ put equal to cˆ′(c′′), whereas in (3.10) is
for C with respect to c′′, with all the c regarded as independent.] To find a rational answer
for the amplitude, in line with the known results, we need to sum over all the solutions c′′
with appropriate signs or phases that enable the contributions to be combined into a contour
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integral of the form
Mǫ1...ǫN = K
∮
F (c′′)
∏
K
dc′′K
CˆK
. (3.12)
[Here we understand the notation for the contour integral to include appropriate factors of
2πi.] This will become apparent when we discuss the 6-point function, with m = n = 3,
in detail in section 6. But first we will discuss the form of the integrand F (c) in section
4, and the parameterization of the general solution for cir of the linear equations fℓ = 0 in
section 5.
4 The Form of the Integrand, F (c)
We can now give a general prescription for the integrand F (c) in terms of the link variables,
working from the string function (3.6). As before, we fix I, J ∈ P and R,S ∈ N , set
P ′ = {k ∈ P : k 6= i, j} and N ′ = {t ∈ N : t 6= r, s}, and chose for the NR variables c
′′ the
collection {ckt : k ∈ P
′, t ∈ N ′}. Then the remaining variables c′ are {ciR, ciS , cIt, cJt : i ∈
P, t ∈ N ′}. Correspondingly, we take the NR constraint functions CK to be
Ckt ≡ C
IJk
RSt, k ∈ P
′, t ∈ N ′. (4.1)
If k, k′ ∈ P ′, and t, t′ ∈ N ′,
∂Ckt
∂ck′t′
= 0 unless k = k′ and t = t′, (4.2)
so that ∣∣∣∣ ∂(C)∂(c′′)
∣∣∣∣ = ∏
k∈P′
t∈N′
∂Ckt
∂ckt
.
= [cIRcJS − cIScJR]
NR
∏
t∈N ′
[cItcJt]
m−2
∏
k∈P ′
[ckRckS]
n−2
∏
k∈P′
t∈N′
1
ckt
,
(4.3)
using the expression we find from (1.7),
∂Ckt
∂ckt
= ckScIRcJR(cItcJS − cIScJt)− ckRcIScJS(cItcJR − cIRcJt)
= cItcJtckRckS(cIRcJS − cIScJR)/ckt. (4.4)
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Also it is not difficult to see that the Jacobian of c′ with respect to ρ, k can be written as a
product of factors:∣∣∣∣ ∂(c′)∂(ρ, k)
∣∣∣∣ =
∣∣∣∣∂(cIR, cIS)∂(ρI , kI)
∣∣∣∣×
∣∣∣∣∂(cJR, cJS)∂(ρJ , kJ)
∣∣∣∣× ∏
k∈P ′
∣∣∣∣∂(ckR, ckS)∂(ρk, kk)
∣∣∣∣× ∏
t∈N ′
∣∣∣∣∂(cIt, cJt)∂(ρt, kt)
∣∣∣∣
=
kn−1I k
n−1
J
kmR k
m
S
(ρR − ρS)
m(ρI − ρJ)
n−2
∏
k∈P ′
kk ×
∏
t∈N ′
1
k3t
×
∏
l∈P
1
(ρl − ρR)2(ρl − ρS)2
∏
t∈N ′
1
(ρI − ρt)2(ρJ − ρt)2
, (4.5)
using
∂(cIR, cIS)
∂(ρI , kI)
= −
kI
kRkS
(ρR − ρS)
(ρI − ρR)2(ρI − ρS)2
,
∂(cIt, cJt)
∂(ρt, kt)
=
kIkJ
(kt)3
(ρI − ρJ)
(ρI − ρt)2(ρJ − ρt)2
.
So
(ρR − ρS)
2
∣∣∣∣ ∂(c′)∂(ρ, k)
∣∣∣∣
−1∏
l∈P
1
kl
∏
k∈N ′
1
kk
=
k2−mR k
2−m
S
k2−nI k
2−n
J
(ρR − ρS)
2−m(ρI − ρJ)
2−nc−2IRc
−2
IS c
−2
JRc
−2
JS
∏
k∈P ′
c−2kRc
−2
kS
∏
t∈N ′
c−2It c
−2
Jt
∏
l∈P
k2l
∏
u∈N
1
k2u
,
(4.6)
and, using
krks
kikj
(ρi − ρj)(ρs − ρr) =
circjs − ciscjr
circiscjrcjs
, for i, j ∈ P, r, s ∈ N , (4.7)
we have
(ρR − ρS)
2
∣∣∣∣ ∂(c′)∂(ρ, k)
∣∣∣∣
−1 ∣∣∣∣ ∂(C)∂(c′′)
∣∣∣∣∏
i∈P
1
ki
∏
k∈N ′
1
kk
=
knI k
n
J
kmR k
m
S
(ρR − ρS)
−m(ρI − ρJ)
−n [cIRcJS − cIScJR]
NR+2
c3IRc
3
ISc
3
JRc
3
JS
×
∏
t∈N ′
cm−3It c
m−3
Jt
∏
k∈P ′
cn−3kR c
n−3
kS
∏
k∈P
t∈N
1
ckt
∏
l∈P
k2l
∏
u∈N
1
k2u
,
(4.8)
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and finally
F (c) = Ψ(ρ, k)
∣∣∣∣ ∂(c′)∂(ρ, k)
∣∣∣∣
−1 ∣∣∣∣ ∂(C)∂(c′′)
∣∣∣∣
=
knI k
n
J
kmR k
m
S
(ρR − ρS)
−m(ρI − ρJ)
−n [cIRcJS − cIScJR]
NR+2
c3IRc
3
ISc
3
JRc
3
JS
∏
t∈N ′
cm−3It c
m−3
Jt
∏
k∈P ′
cn−3kR c
n−3
kS
×
∏
k∈P
t∈N
1
ckt
∏
l∈P
k2l
∏
u∈N
1
k2u
N∏
α=1
1
ρα − ρα+1
. (4.9)
We can write this final product in terms of the cir by using (3.2) whenever ǫα = −ǫα+1; and
using (4.7), with a factor of (ρR−ρS) supplied when ǫα = ǫα+1 = +, and a factor of (ρI−ρJ)
supplied when ǫα = ǫα+1 = −. This will leave (ρI −ρJ)
−p(ρR−ρS)
−p, where p is the number
of sign changes going from ǫ1 to ǫN and back to ǫ1. These factors can again be converted
using (4.7), yielding a rational expression for F (c) of order 6(m − 2)(n − 2)−mn. We now
give some examples and a general prescription.
(a) For m = n and (ǫ1, ǫ2, ǫ3, ǫ4, . . . ǫ2n−1, ǫ2n) = (+,−,+,−, . . . ,+,−),
F (c) = [cIRcJS − cIScJR]
(n−2)(n−3)
∏
t∈N ′
cn−3It c
n−3
Jt
∏
k∈P
cn−3kR c
n−3
kS
′∏
k∈P
t∈N
1
ckt
, (4.10)
where the prime on the last product indicates that terms 1/ckt should be omitted when k, t
are adjacent.
(b) For (ǫ1, . . . , ǫm, ǫm+1, . . . ǫm+n) = (+, . . . ,+,−, . . . ,−), where we choose the labeling
ǫi = +, 1 ≤ i ≤ m; ǫr = −, m+ 1 ≤ r ≤ N ; and I = 1, J = m,R = m+ 1, S = N , we have
F (c) = −cIScJR [cIRcJS − cIScJR]
NR+1
m−1∏
i=1
1
[ciRci+1,S − ci+1,RciS ]
×
N−1∏
r=m+1
1
[cIrcJ,r+1 − cI,r+1cJr]
∏
t∈N ′
cm−1It c
m−1
Jt
∏
k∈P ′
cn−1kR c
n−1
kS
∏
k∈P
t∈N
1
ckt
.
(4.11)
(c) In general, if (ǫ1, . . . , ǫN ), begins with ǫ1 = + and ends with ǫN = − and comprises p
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strings with ǫα = + and, therefore, p strings with ǫα = −, then, up to sign, F (c) is given by
F (c) = [cIRcJS − cIScJR]
NR−p+2cp−3IR c
p−3
IS c
p−3
JR c
p−3
JS
∏
t∈N ′
cm−3It c
m−3
Jt
×
∏
k∈P ′
cn−3kR c
n−3
kS
∏
k∈P
t∈N
1
ckt
N∏
α=1
dα,α+1, (4.12)
where
dir = cir, dri = cir, dij =
ciRcjScjRciS
ciRcjS − cjRciS
, drs =
cIrcJscIscJr
cIrcJs − cIscJr
, i, j ∈ P, r, s ∈ N .
Note, one may obtain different expressions for the integrands using the identity
ciRcjS − cjRciS
cIRcJS − cIScJR
=
circjs − ciscjr
cIrcJs − cIscJr
×
ciRcjScjRciScIrcJscIscJr
circjsciscjrcIRcJScIScJR
.
For given m and n, the expressions for F (c) for different orderings of the helicities are related
by the transformations given in Appendix A.
5 Parameterization of the General Solution of Linear Constraints on cir
In this section we will parameterize the general solution to the linear constraints (1.1), (1.2)
on the link variables in order to express them in terms of suitable independent variables
over which to perform the multi-dimensional contour integral to obtain the amplitudes. As
remarked in section 1, the 2N linear equations (1.1), (1.2) imply energy-momentum conser-
vation. Thus they typically provide N ′ = 2N − 4 constraints on the variables cir, leaving
NR = mn −N
′ degrees of freedom. These remaining degrees of freedom are determined by
the NR independent constraints CK that follow from the requirement that cir be of the form
(3.2), and we shall discuss the form of these non-linear constraints in this section.
A solution to the linear equations (1.1), (1.2) is always provided by cir = air, where
air =
1
p2
∑
j∈P
〈i, j〉[j, r] = −
1
p2
∑
s∈N
〈i, s〉[s, r], (5.1)
using energy-momentum conservation, and
p =
∑
j∈P
pj = −
∑
r∈N
pr, p
2 =
∑
i<j
i,j∈P
〈i, j〉[i, j] =
∑
r<s
r,s∈N
〈r, s〉[r, s]. (5.2)
To show that cir = air satisfies (1.1,1.2), first note that
〈i, j〉πk + 〈j, k〉πi + 〈k, i〉πj = 0, for any i, j, k,
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because, taking the angle bracket with any vector πl,
〈i, j〉〈k, l〉 + 〈j, k〉〈i, l〉 = 〈k, l〉〈i, j〉 − 〈k, j〉〈i, l〉 = −〈k, i〉〈j, l〉.
Similarly
[r, s]πt + [s, t]πr + [t, r]πs = 0, for any r, s, t. (5.3)
So
∑
r∈N
airπr = −
1
p2
∑
r,s∈N
〈i, s〉[s, r]πr
= −
1
2p2
∑
r,s∈N
[s, r] (〈i, s〉πr − 〈i, r〉πs)
=
1
2p2
∑
r,s∈N
[s, r]〈s, r〉πi = πi, (5.4)
establishing (1.1); (1.2) follows similarly.
For convenience write
Air = p
2air. (5.5)
Then, for i, j ∈ P, r, s ∈ N ,
AirAjs −AisAjr =
∑
u,v∈N
(〈i, u〉[u, r]〈j, v〉[v, s] − 〈i, u〉[u, s]〈j, v〉[v, r])
=
∑
u,v∈N
〈i, u〉〈j, v〉 ([u, r][v, s]− [u, s][v, r])
= [r, s]
∑
u,v∈N
〈i, u〉〈j, v〉[u, v] = [r, s]
∑
u<v
u,v∈N
(〈i, u〉〈j, v〉 − 〈i, v〉〈j, u〉) [u, v]
= p2[r, s]〈i, j〉 (5.6)
and so, for i, j, k ∈ P, r, s, t ∈ N ,
(p2)3
∣∣∣∣∣∣
air ais ait
ajr ajs ajt
akr aks akt
∣∣∣∣∣∣ = (AirAjs −AjrAis)Akt + (AjrAks −AkrAjs)Ait + (AkrAis −AirAks)Ajt
= p2[r, s] (〈i, j〉Akt + 〈j, k〉Ait + 〈k, i〉Ajt) = 0,
(5.7)
using (5.2).
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Since this determinant vanishes for any i, j, k ∈ P, r, s, t ∈ N , this implies that the matrix


ai1r1 ai1r2 . . . ai1rn
ai2r1 ai2r2 . . . ai2rn
...
...
...
aimr1 aimr2 . . . aimrn

 (5.8)
has rank 2. In fact, this is evident from the fact that air is defined in (5.1) as the product
of the m×m dimensional matrix 〈i, j〉 and the m× n dimensional matrix [j, r]; because the
πi are two-dimensional, the matrix 〈i, j〉 has rank at most two and the rank of air can not
be larger. For m,n > 2, this condition is different from the rather more unusual condition
(1.6).
The condition that the matrix (1.6) have rank 2 is sufficient as well as necessary for cjr to
be of the form
cjr =
kj
kr(ρj − ρr)
.
We can prove this by induction on the size of (1.6). Suppose (1.6) is of size m× n, has rank
2 and that the result holds for matrices of this size; consider adding an additional column
xi = (ci,n+1)
−1, 1 ≤ i ≤ m, while leaving the rank of the matrix at 2. Then
xi = λ
k1
ki
(ρi − ρ1) + µ
k2
ki
(ρi − ρ2) =
kn+1
ki
(ρi − ρn+1), (5.9)
where
kn+1 = λk1 + µk2, ρn+1 =
λk1ρ1 + µk2ρ2
λk1 + µk2
,
so that the elements of the additional column are
ci,n+1 =
ki
kn+1(ρi − ρn+1)
,
which is of the required form.
For m = 2 or n = 2, (1.1), (1.2) determine cir uniquely, and it is straightforward then to
check that cir = air provides the well known MHV amplitudes. For n = 2, N = {R,S},
ciR = −
1
p2
〈i, S〉[S,R] =
〈i, S〉
〈R,S〉
, ciS =
〈i, R〉
〈S,R〉
, as p2 = 〈R,S〉[R,S]
in this case. Then
ci,Rci+1,S − ci,Sci+1,R =
1
p2
〈i, i+ 1〉[R,S] =
〈i, i + 1〉
〈R,S〉
.
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Then, from the formulae at the end of section 4,
M+...+−− = 〈R,S〉4
/
N∏
α=1
〈α,α + 1〉 ,
since there are no integrations to perform in this case. Similarly for m = 2, P = {I, J},
cIr =
1
p2
〈I, J〉[J, r] = −
[J, r]
[J, I]
, cJr = −
[I, r]
[I, J ]
, as p2 = 〈I, J〉[I, J ]
in this case, leading to the familiar form of the amplitude for this case.
For m,n > 2 we must add to air a solution of the corresponding homogeneous linear equa-
tions, ∑
r∈N
cˆjrπr = 0, j ∈ P (5.10)
∑
i∈P
π¯icˆis = 0, s ∈ N , (5.11)
in order to obtain a solution of (1.1), (1.2) that has the property that (1.6) is of rank 2, when
cir = air + cˆir. (5.12)
The cˆir lie in an NR-dimensional space. For m = n = 3, P = {i, j, k}, N = {r, s, t}, this
space is one-dimensional and parametrized by
cˆir =
β
4p2
ǫijk[j, k]ǫrst〈s, t〉.
The single constraint from (1.6), C1 ≡ C
ijk
rst = 0 provides a quartic equation to determine β,
which we shall discuss further in section 6.
For general m,n ≥ 3, the general solution to (5.10), (5.11) is provided by
cˆir =
1
4
∑
j,k∈P
s,t∈N
βijkrst [j, k]〈s, t〉,
where βijkrst is antisymmetric under permutations of i, j, k and also under the permutations
of r, s, t; it follows from (5.2), (5.3) that this satisfies (5.10), (5.11). Because there are only
(m−2)(n−2) independent solutions to (5.10), (5.11) there is some arbitrariness in the choice
of βijkrst for a given solution cir, e.g.
βijkrst 7→ β
ijk
rst + [i, l]γ
jk
rst + [j, l]γ
ki
rst + [k, l]γ
ij
rst,
where γijrst is antisymmetric in i, j and in r, s, t, and πl is arbitrary, leaves the solution cˆir
unchanged.
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We can express each of the cˆir as a linear combination of the NR components
cˆkt = βkt[I, J ]〈R,S〉, k ∈ P
′, t ∈ N ′
by
cˆIt =
∑
k∈P ′
βkt[J, k]〈R,S〉, cˆkR =
∑
t∈N ′
βkt[I, J ]〈S, t〉, cˆIR =
∑
k∈P′
t∈N′
βkt[J, k]〈S, t〉,
k ∈ P ′, t ∈ N ′, (5.13)
and similar expressions for cˆkS , cˆJt, cˆIS , cˆJR, cˆJS . This is equivalent to taking β
ijk
rst = 0 unless
exactly one of i, j, k is in P ′ and exactly one of r, s, t is in N ′. In this case, the only possibly
nonzero components of βijkrst are
βIJkRSt = βkt, k ∈ P
′, t ∈ N ′ (5.14)
and those related to these by antisymmetry under permutations of I, J, k or of R,S, t.
βijkrst = ǫijkǫrstβ, for m = n = 3, (5.15)
and
βijkrst = β
ijkǫrst, for m > 3, n = 3, (5.16)
and, in this case, we can specify that the only nonzero components of βijk are the m − 2
components of the form βIJk = βk, k ∈ P
′ and those obtained by permuting I, J, k.
Then, from (5.12), we have,
cir = air +
1
4p2
∑
j,k∈P
s,t∈N
βijkrst [j, k]〈s, t〉, (5.17)
where the parameters βijkrst are zero unless they are related to
βIJkRSt = βkt k ∈ P
′, t ∈ N ′,
by permutation of i, j, k and r, s, t. Then, from (3.12), the amplitude becomes
Mǫ1...ǫN = K˜
∮
F (c)
∏
k∈P′
t∈N′
dβkt
Ckt(β)
, (5.18)
with
K˜ = [I, J ](m−3)(n−2)〈R,S〉(m−2)(n−3)
(
p2
)(m−2)(2−n)
, (5.19)
and Ckt = C
IJk
RSt provide the NR constraints CK .
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6 NMHV 6-point Functions.
We will exemplify our analysis by computing all NMHV 6-point gluon tree amplitudes.
Following [2], we then find equivalent but different expressions [24, 25] for the amplitudes,
by choosing other equivalent contours and integrands.
For m = n = 3, we take P = {i, j, k},N = {r, s, t}; from (5.18),
Mǫ1...ǫ6 =
1
p2
∮
F (c)
dβ
C(β)
, (6.1)
with just one constraint C1 ≡ Ckt ≡ C(β),
C(β) = circjscktcjrckscit + cjrckscitckrciscjt + ckrciscjtcircjsckt
− ckrcjscitcjrcisckt − cjrciscktcirckscjt − circkscjtckrcjscit; (6.2)
the link variables are
cir = air +
β
p2
[j, k]〈s, t〉,
where (i, j, k) and (r, s, t) are cyclic, and
F (c) =
k2i k
2
jk
2
k
k2rk
2
sk
2
t
∏
k∈P
t∈N
1
ckt
6∏
α=1
1
ρα − ρα+1
.
For the three different orderings of the NMHV 6-point functions, the integrands are given as
in section 4.
(a) for the case (i, t, j, r, k, s) ≡ (+,−,+,−,+,−),
F+−+−+−(c) = −
1
circjsckt
;
(b) for the case (k, i, s, t, j, r) ≡ (+,+,−,−,+,−)
F++−−+−(c) =
cis
(ckscit − cktcis)circjs
;
(c) for the case (i, j, k, r, s, t) ≡ (+,+,+,−,−,−)
F+++−−−(c) = −
cjs
(circjs − ciscjr)(cjsckt − cjtcks)
.
To compute the amplitudes, we examine the explicit form of the constraint, which leads to
a quartic equation for β. Writing
Vi = [j, k], Wr = 〈s, t〉, V i = 〈j, k〉, W r = [s, t],
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and similarly for cyclic rotations of (i, j, k) and of (r, s, t), we have
cir = air +
β
p2
ViWr, (6.3)
and, from (5.6),
AirAjs −AisAjr = p
2V kW t. (6.4)
From Appendix B, where we list some algebraic relations useful for computing the 6-point
functions,
circjs − ciscjr = βctk, (6.5)
for
cri = ari +
β
p2
W rV i, ari =
1
p2
A¯ri, β = 1/β, (6.6)
A¯ri =
∑
s∈N
〈r, s〉[s, i] = −
∑
j∈P
〈r, j〉[j, i]. (6.7)
In Appendix B, we see that det(c) = β so that cri is the inverse of cir, and hence provides
the general solution of
πr =
∑
i∈P
criπi, πi = −
∑
r∈N
πrcri,
the equations for the amplitude with flipped helicities. Again, from Appendix B,
A¯riA¯sj − A¯siA¯rj = p
2WtVk,
and
cricsj − csicrj = βckt.
Using these properties of cir, the constraint becomes C(β) = 0, where
C(β) = ciscjr(cktcir − ckrcit)(cjsckt − cjtcks)− circjs(ckscit − cktcis)(cjtckr − cjrckt)
= β2[ciscjrcricsj − circjscsicrj ]
= βcircjsckt − β
3cricsjctk, (6.8)
which is manifestly quartic in β. Writing
C(β) = βcircjsckt − β
3cricsjctk ≡ C(4)β
4 + C(3)β
3 + C(2)β
2 + C(1)β + C(0),
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the coefficients in the quartic are
C(0) = −vivjvkwrwswt;
C(1) = airajsakt − arivjvkwswt − asjvivkwrwt − atkvivjwrws;
C(2) = airajsvkwt + ajsaktviwr + airaktvjws − ariasjvkwt − asjatkviwr − ariatkvjws;
C(3) = airvjvkwswt + ajsvivkwrwt + aktvivjwrws − ariasjatk;
C(4) = vivjvkwrwswt,
(6.9)
where
vi = Vi/p
2, wr =Wr/p
2, vi = V i/p
2, wr =W r/p
2.
Now consideration of particular cases for the momenta demonstrates that the roots of C(β)
are irrational functions of the momenta and that rational results can only be obtained by
summing over each of the roots. So, from (6.1), we take
Mǫ1...ǫ6 =
1
p2
∮
O
F ǫ1...ǫ6(c)
C(β)
dβ, (6.10)
where O is taken to be a contour encircling each of these roots once, but none of the poles
of F (c). We now discuss the evaluation of the amplitude using contour manipulation, in the
spirit of [1, 2].
Because the integrand tends to zero as β−3 or faster, as β →∞, we have
Mǫ1...ǫ6 = −
1
p2
∮
O′
F ǫ1...ǫ6(c)
C(β)
dβ,
where the contour O′ encircles the poles in β of F ǫ1...ǫ6(c) positively, but excludes the zeros
of C(β).
(a) For the case (i, t, j, r, k, s) ≡ (+,−,+,−,+,−),
M+−+−+− =
1
2πi
∮
Oa
dβ
p2circjscktC(β)
,
where Oa encircles β = −Air/ViWr, β = −Ajs/VjWs and β = −Akt/VkWt. The integral is
the sum of the contributions of these poles of the integrand, and at each of them C(β) =
βcircjsckt − β
3cricsjctk = −β
3cricsjctk, because circjsckt = 0. Thus, using formulae listed in
Appendix B,
M+−+−+− = −
1
2πi
∮
Oa
dβ
p2circjscktβ3cricsjctk
(6.11)
= −
[j, k]4〈s, t〉4
〈t|Psi|k]〈s|Pti|j] p2jkr〈i, s〉[r, j]〈i, t〉[r, k]
+ 2 cyclic terms,
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where the two additional cyclic terms are obtained by simultaneously cyclically rotating
(i, j, k) and (r, s, t), and where we write
〈α1|Pβ1...βl |α2] = 〈α1, β1〉[β1, α2] + · · ·+ 〈α1, βl〉[βl, α2], (6.12)
so that
〈t|Psi|k] = −〈t|Prj |k], etc.,
and
p2α1...αl = (pα1 + . . . pαl)
2 . (6.13)
Having written the amplitude in the form (6.11), we can replace the contour Oa by a contour
O′a encircling the poles corresponding to cri = 0, csj = 0 and ctk = 0, i.e. β = −V iW r/A¯ir,
β = −V jW s/A¯js and β = −V kW t/A¯kt, respectively:
M+−+−+− =
1
2πi
∮
O′a
dβ
p2circjscktβ3cricsjctk
(6.14)
= −
A¯4ri
〈k|Psi|t]〈j|Pti|s]p2jkr[i, s]〈r, j〉[i, t]〈r, k〉
+ 2 cyclic terms,
where A¯ri is defined in (6.7). (6.14) provides a second, equivalent form for the alternating
tree amplitude.
(b) For the case (k, i, s, t, j, r) ≡ (+,+,−,−,+,−),
M++−−+− = −
1
2πi
∮
Ob
cisdβ
p2circjsβcrjC(β)
,
where Ob encircles β = −Air/ViWr, β = −Ajs/VjWs and β = −V jW r/A¯rj . The integral
is the sum of the contributions of these poles of the integrand, and at each of them C(β) =
β2[ciscjrcricsj − circjscsicrj] = β
2ciscjrcricsj, because circjscsicrj = 0 at the poles. Thus
M++−−+− = −
1
2πi
∮
Ob
dβ
p2circjsβcrjcjrβ2cricsj
(6.15)
= −
[j, k]4〈s, t〉3
〈t|Psi|k]〈i|Prk |j][k, r]p
2
jkr〈i, s〉[r, j]
−
[k, i]3〈t, r〉4
〈t|Prj |k]〈r|Ptj |s][i, s]p2kis〈j, t〉〈j, r〉
−
A¯4rj
〈i|Prk|j]〈r|Ptj |s]p
2
kir〈k, r〉[j, t][s, t]〈k, i〉
.
For an alternative form, starting from (6.15), we can replace the contour Ob by a contour
O′b encircling the poles corresponding to cri = 0, csj = 0 and cjr = 0, i.e. β = −V iW r/A¯ir,
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β = −V jW s/A¯js and β = −Ajr/VjWr, respectively:
M++−−+− =
1
2πi
∮
O′
b
dβ
p2circjsβcrjcjrβ2cricsj
(6.16)
= −
A¯4ri
〈k|Psi|t]〈j|Prk |i]〈k, r〉p
2
jkr[i, s]〈r, j〉[s, t]
−
A¯4sj
〈k|Prj |t]〈s|Ptj |r]〈i, s〉p2kis[j, t][j, r]〈k, i〉
−
[k, i]4〈s, t〉4
〈j|Prk|i]〈s|Ptj |r]p
2
kir[k, r]〈j, t〉〈s, t〉[k, i]
.
(6.17)
(c) For the case (i, j, k, r, s, t) ≡ (+,+,+,−,−,−),
M+++−−− =
1
2πi
∮
Oc
cjsdβ
p2β2ctkcriC(β)
,
where Oc encircles β = −V kW t/A¯tk and β = −V iW r/A¯ri. The integral is the sum of
the contributions of these poles of the integrand, and at each of them C(β) = βcircjsckt −
β3cricsjctk = βcircjsckt, because cricsjctk = 0 at the poles. Thus
M+++−−− =
1
2πi
∮
Oc
dβ
p2β2ctkcriβcirckt
(6.18)
= −
A¯3ri
〈j, k〉[s, t]〈j|Pti |s]p2jkr[i, t]〈r, k〉
−
A¯3tk
〈j, i〉[s, r]〈j|Prk |s]p
2
jit[k, r]〈t, i〉
.
To find the alternative form, starting from (6.18), we can replace the contour Oc by a contour
O′c encircling the poles corresponding to cir = 0, ckt = 0 and β = 0, i.e. β = −Air/ViWr,
β = −Akt/VkWt as well as β = 0, respectively:
M+++−−− = −
1
2πi
∮
O′c
dβ
p2β2ctkcriβcirckt
(6.19)
=
[j, k]3〈s, t〉3
Air〈s|Pti|j]p2jkr〈i, t〉[r, k]
+
[i, j]3〈r, s〉3
Akt〈s|Pkr|j] p2ijt〈r, k〉[i, t]
−
(p2)3
〈ij〉[r, s]〈j, k〉[st]AirAkt
,
where the Air is defined in (5.5).
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7 Multiple Constraints and an NMHV 7-point Function.
We now consider the general situation in which the number of constraints, NR > 1. The
general form of the amplitude is
Mǫ1...ǫN = K˜
∮
F (c)
∏
k∈P′
t∈N′
dβkt
Ckt(β)
, (7.1)
where K˜ is given by (5.19). We must specify further the multi-dimensional contour in (7.1)
and explain how it may be evaluated. We remember, from the end of section 3, that the
motivation for (7.1), is obtained by considering the result (3.11) of evaluating the delta
function constraints δNR(Cˆ) in (3.9). By replacing real integrals over delta functions with
contour integrals around corresponding poles, we effectively replaced an expression involving
the inverse of the modulus of the Jacobian of the constraints Cˆ, summed over a discrete set
of points corresponding to the simultaneous solution of the constraint conditions, with the
same expression with the modulus removed, so that the sum over the simultaneous solutions
of the constraints now includes the phases of the inverse Jacobian at these points. We saw in
section 6, in the case of the NR = 1 6-point function, that this interpretation was forced on
us if we were to be able to reproduce the rational form for the amplitude known from gauge
theory.
In order to specify (7.1) more precisely, we choose an order for the constraints, CK , K =
1 . . . NR, and order the parameters, βK , correspondingly. Then, as in section 5.1 of [2],
the contribution of a particular simultaneous solution β = β0 of the constraint equations,
CK(β) = 0, is
K˜
∮
O
β0
F (c)
[
NR∏
K=1
1
CK(β)
]
dβ = K˜F (c)
[
∂(C)
∂(β)
]−1∣∣∣∣∣
β=β0
, (7.2)
where dβ = dβ1 ∧ . . . ∧ dβNR and the contour O
0 is chosen to be a surface of the form
{β : |CK(β)| = ǫ, 1 ≤ K ≤ NR}, with its orientation determined by the order of the CK (as
in [2]), enclosing β = β0 but no other zero of the CK . The integral (7.2) is be the residue
of the integrand at β = β0 and it is antisymmetric under independent permutations of the
order of the CK or of the βK , and so symmetric under simultaneous identical permutations
of both.
Now, as in the NR = 1 case, we should sum (7.2) over all the simultaneous solutions, β = β
0,
of the constraints, CK(β) = 0, but exclude the contribution of other poles of the integrand
arising from F (c). At this point we should note that, with the particular set of constraints we
have chosen in section 4, namely {Ckt : k 6= I, J, t 6= R,S}, there are always four ‘trivial’ or
‘spurious’ simultaneous solutions of the constraints, namely cIR = cJR = 0; cIS = cJS = 0;
cIR = cIS = 0; and cJR = cJS = 0. They are introduced when we move from statements
about the matrix (1.6), with entries c−1ir to statements about multinomials (1.7) in the link
variables, cir, by multiplying by products of them. They do not correspond to the matrix
(1.6) having rank 2; in fact, they are artifacts of the particular choice of the independent set
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of constraints. These spurious solutions should be excluded from the sum.
The problem again with trying to evaluate this sum directly is that the solutions to the
constraints are not all rational individually, only their sum is. So, we seek to use a multidi-
mensional version of the contour manipulation arguments we used in section 6 to evaluate
the amplitude to obtain the familiar rational results. As in [2], this is provided by the global
residue theorem. Consider an N -dimensional integral of the form∮
Φ(β)dβ∏M
α=1 hα(β)
, (7.3)
where N < M . For distinct indices α1, . . . , αN , the residue of the integrand at a common
zero β0 of hα1 , . . . , hαN , assumed to be a simple zero, is
R(hα1 , . . . , hαN ) = Φ(β
0)
∏
α/∈A
1
hα(β0)
[
∂(hα1 , . . . , hαN )
∂(β1, . . . , βN )
]−1
β=β0
, (7.4)
where A = {α1, . . . , αN}. It may be that the functions hα1 , . . . , hαN have more than one
common zero but we shall assume the set of such simultaneous zeros is finite and, if there
is more than one, we shall understand R(hα1 , . . . , hαN ) to denote the sum of the residues
(7.4) at these simultaneous zeros. Suppose Γℓ, 1 ≤ ℓ ≤ N are disjoint subsets of {1, . . . ,M},
whose union is the whole set. Then a version [2] of the global residue theorem states that∑
αℓ∈Γℓ
R(hα1 , . . . , hαN ) = 0. (7.5)
We demonstrate the effectiveness of this for evaluating amplitudes by considering a 7-point
NMHV tree with helicities (i, r, k, s, l, t, j) ≡ (+−+−+−+), so that m = 4, n = 3, NR = 2.
We take the choice (I, J,R, S) = (i, j, r, s). In this case there are two constraints, Ckt, Clt,
and, as in (5.16), we can take the two integration variables to be βk = β
ijk, βl = β
ijl, where,
for r ∈ N ,
cir = air + (βk[j, k] + βl[j, l])Wr/p
2, (7.6)
cjr = ajr + (βk[k, i] + βl[l, i])Wr/p
2, (7.7)
ckr = akr + βk[i, j]Wr/p
2, clr = alr + βl[i, j]Wr/p
2, r ∈ N . (7.8)
From (4.9),
F (c) =
circjt
cktclr
, (7.9)
and so, from (5.18), the contour expression for the amplitude is of the form
M =
[i, j]
(p2)2
∮
O
circjt
cktclrCktClt
dβkdβl. (7.10)
In (7.10) the contour O is chosen so that it includes the residue contributions from each
of the simultaneous solutions of the constraints Ckt = Clt = 0, but excluding the ‘spurious’
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solutions. Ckt = Clt = 0 if cir = cjr = 0 or cis = cjs = 0 or cit = cjt = 0; we do not have
to consider possible spurious contributions from, e.g. cir = cis = 0, because the variables
cir, cis, cit are not independent and no two of them can vanish together for general momenta,
and similar considerations apply to cjr, cjs, cjt. The residues at cir = cjr = 0 and cit = cjt = 0
vanish because of the presence of cir and cjt, respectively, in the numerator of the integrand,
so that we only have to exclude the contribution from cis = cjs = 0 explicitly.
Applying the global residue theorem taking Γ1 to correspond to {Ckt, clr} and Γ2 to corre-
spond to {Clt, ckt}, we obtain
R(Ckt, Clt) +R(clr, Clt) +R(Ckt, ckt) +R(clr, ckt) = 0. (7.11)
and so, excluding the ‘spurious’ contribution,
M = R(Ckt, Clt)−R(cis, cjs)
= −R(clr, ckt)−R(Ckt, ckt)−R(clr, Clt)−R(cis, cjs) (7.12)
The choice of Γ1 and Γ2 has been made so that R(Ckt, ckt) and R(clr, Clt) are as easy to
evaluate as R(clr, ckt) and R(cis, cjs) are.
Because
Ckt = circjscktcjrckscit + cjrckscitckrciscjt + ckrciscjtcircjsckt
− ckrcjscitcjrcisckt − cjrciscktcirckscjt − circkscjtckrcjscit
= ciscktc
jk
rsc
ij
tr − citcksc
jk
tr c
ij
rs, (7.13)
where
cijrs = circjs − ciscjr, (7.14)
we have that
Ckt|ckt=0 = ckrckscitcjt(ciscjr − circjs), (7.15)
from which it follows that we can write R(Ckt, ckt) as a sum of terms corresponding to the
factors of Ckt when ckt = 0. Because, in this case, for general momenta, ckr, cks 6= 0 when
ckt = 0, and because of the presence of cjt in the numerator, we only have to consider the
factors cit and c
ij
rs, implying
R(Ckt, ckt) = R(cit, ckt) +R(c
ij
rs, ckt). (7.16)
Similarly, from
Clt|clr=0 = clscltcircjr(citcjs − ciscjt), (7.17)
we deduce
R(clr, Clt) = R(clr, cjr) +R(clr, c
ij
st). (7.18)
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Combining (7.16) and (7.18) with (7.12), we have M expressed as a sum of six terms,
M = −R(clr, ckt)−R(cit, ckt)−R(c
ij
rs, ckt)−R(clr, cjr)−R(clr, c
ij
st)−R(cis, cjs). (7.19)
We now calculate each of these terms in turn to obtain M.
Using formulae from Appendix C, we find the following:
(a) residue from clr = ckt = 0
R(clr, ckt) =
[i, j]
(p2)2
[
∂(clr, ckt)
∂(βk, βl)
]−1 circjt
CktClt
(7.20)
= −
1
[i, j]WtWrckrckscitclscltcjr(ciscjr − circjs)(citcjs − ciscjt)
= −
W 4t W
4
r [i, j]
3
〈k, r〉〈k, s〉〈l, s〉〈l, t〉 〈s|Plt|j] 〈s|Pkr|i] 〈t|PijPkr|s〉 〈s|PijPlt|r〉
. (7.21)
(b) residue from cit = ckt = 0
Since at cit = ckt = 0,
∂(Ckt, ckt)
∂(βk, βl)
= −
∂Ckt
∂βl
∂ckt
∂βk
= −
∂ckt
∂βk
∂cit
∂βl
ckrckscjt(ciscjr − circjs),
R(cit, ckt) =
[i, j]
(p2)2
[
∂(Ckt, ckt)
∂(βk, βl)
]−1 circjt
clrClt
(7.22)
= −
1
[j, l]W 2t clrckrcksciscjtclt(ciscjr − circjs)(cjsclr − cjrcls)
=
W 4t [j, l]
4
p2ltj〈i, r〉〈r, k〉〈k, s〉 [l, t][t, j]〈s|Plt |j] 〈i|Pjt|l]
. (7.23)
(c) residue from cijrs = ckt = 0
Since at cijrs = ckt = 0,
∂(Ckt, ckt)
∂(βk, βl)
= −
∂Ckt
∂βl
∂ckt
∂βk
=
∂ckt
∂βk
∂cijrs
∂βl
ckrckscitcjt,
∂cijrs
∂βl
= [(cjsWr − cjrWs)[j, l] + (cirWs − cisWr)[l, i]]/p
2 = −〈t|Pij |l]/p
2
Clt|cijrs=0 = ciscltc
ij
trc
jl
rs. (7.24)
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R(cijrs, ckt) =
[i, j]
(p2)2
[
∂(Ckt, ckt)
∂(βk, βl)
]−1 circjt
clrClt
(7.25)
= −
cir
〈t|Pij |l]Wtclrckrckscitcisclt(cjrcit − cjtcir)(cjrcls − cjsclr)
=
W 4t 〈t|Pij |l]
4
p2ijtp
2
krs〈r, k〉〈k, s〉〈i, j〉〈j, t〉 〈r|Pks |l] 〈i|Pjt|l] 〈t|PijPkr|s〉
. (7.26)
(d) residue from clr = cjr = 0
Since at clr = cjr = 0,
∂(clr, Clt)
∂(βk, βl)
= −
∂clr
∂βl
∂Clt
∂βk
=
∂cjr
∂βk
∂clr
∂βl
circlsclt(cjscit − ciscjt),
R(clr, cjr) =
[i, j]
(p2)2
[
∂(clr, Clt)
∂(βk, βl)
]−1 circjt
Cktckt
(7.27)
= −
1
[k, i]W 2r clscltcirckrcjsckt(cjscit − ciscjt)(cisckt − citcks)
=
W 4r [k, i]
4
p2irk〈s, l〉〈l, t〉〈t, j〉 [i, r][r, k]〈j|Pir |k] 〈s|Pkr|i]
. (7.28)
(e) residue from clr = c
ij
st = 0
Since at clr = c
ij
st = 0,
∂(clr, Clt)
∂(βk, βl)
= −
∂clr
∂βl
∂Clt
∂βk
=
∂cijst
∂βk
∂clr
∂βl
clscltcircjr,
∂cijst
∂βk
= [(cisWt − citWs)[k, i] + (cjtWs − cjsWt)[j, k]]/p
2 = −〈r|Pij |k]/p
2
Ckt|cijst=0
= citckrc
jk
st c
ij
rs. (7.29)
R(clr, c
ij
st) =
[i, j]
(p2)2
[
∂(clr, Clt)
∂(βk, βl)
]−1 circjt
Cktckt
(7.30)
= −
cjt
〈r|Pij |k]Wrcjrclscltcktcitckr(circjs − ciscjr)(cjsckt − ckscjt)
=
W 4r 〈r|Pij |k]
4
p2ijrp
2
lst 〈ji〉〈ir〉〈sl〉〈lt〉 〈j|Pir|k] 〈t|Pls|k] 〈s|PltPij|r〉
. (7.31)
(f) residue from cis = cjs = 0
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Since at cis = cjs = 0,
∂(Ckt, Clt)
∂(βk, βl)
=
∂(Ckt, Clt)
∂(cis, cjs)
·
∂(cis, cjs)
∂(βk, βl)
,
∂(Ckt, Clt)
∂(cis, cjs)
= circjrcksclscitcjt(citcjr − cjtcir)(ckrclt − cktclr)
∂(cis, cjs)
∂(βk, βl)
=
[i, j][k, l]W 2s
(p2)2
,
R(cis, cjs) =
[i, j]
(p2)2
[
∂(Ckt, Clt)
∂(βk, βl)
]−1 circjt
clrckt
(7.32)
=
1
[k, l]W 2s cjrclrcksclscitckt(citcjr − cjtcir)(ckrclt − cktclr)
=
W 4s [k, l]
4
p2kls〈t, j〉〈j, i〉〈i, r〉 [l, s][s, k]〈r|Pks |l] 〈t|Pls|k]
. (7.33)
Combining these results for the residues, we have that
M = −R(clr, ckt)−R(cit, ckt)−R(c
ij
rs, ckt)−R(clr, cjr)−R(clr, c
ij
st)−R(cis, cjs)
=
W 4t W
4
r [i, j]
3
〈k, r〉〈k, s〉〈l, s〉〈l, t〉〈s|Plt |j]〈s|Pkr|i]〈t|PijPkr|s〉〈s|PijPlt|r〉
−
W 4t [j, l]
4
p2ltj〈i, r〉〈r, k〉〈k, s〉[l, t][t, j]〈s|Plt |j]〈i|Pjt|l]
−
W 4t 〈t|Pij |l]
4
p2ijtp
2
krs〈r, k〉〈k, s〉〈i, j〉〈j, t〉〈r|Pks |l] 〈i|Pjt|l] 〈t|PijPkr|s〉
−
W 4r [k, i]
4
p2irk〈s, l〉〈l, t〉〈t, j〉[i, r][r, k]〈j|Pir |k] 〈s|Pkr|i]
−
W 4r 〈r|Pij |k]
4
p2ijrp
2
lst 〈ji〉〈ir〉〈sl〉〈lt〉〈j|Pir|k]〈t|Pls|k] 〈s|PltPij |r〉
−
W 4s [k, l]
4
p2kls〈t, j〉〈j, i〉〈i, r〉[l, s][s, k]〈r|Pks |l] 〈t|Pls|k]
. (7.34)
The expression (7.34) has the appropriate soft limits and is antisymmetric under the transfor-
mations i↔ j, k ↔ l, r ↔ t, s↔ s. It is equal, up to notation and signs, to the expressions
computed directly from the field theory, and by recursion relations [19, 20].
Other tree amplitudes can be computed in a similar fashion from the expressions for the
integrand in section 4. It seems that the dual S-matrix of ACCK leads back to twistor string
theory at tree level. It will be interesting to pursue this link at the loop level.
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A Interchange of Particles between P and N .
For k ∈ P, t ∈ N , let P0 = P ∼ {k}, N0 = N ∼ {t}, and P
′ = P0 ∪ {t}, N
′ = N0 ∪ {k},
πi =
∑
r∈N0
cirπr + citπt, i ∈ P
cktπi − citπk =
∑
r∈N0
(circkt − citckr)πr, i ∈ P0
πi =
∑
r∈N0
(circkt − citckr)
ckt
πr +
cit
ckt
πk, i ∈ P0
πt = −
∑
r∈N0
ckr
ckt
πr +
1
ckt
πk.
So
πi =
∑
r∈N ′
c˜irπr, r ∈ P
′,
with
c˜ir =
circkt − citckr
ckt
, i ∈ P0, r ∈ N0; c˜ik =
cit
ckt
, i ∈ P0; c˜tr = −
ckr
ckt
, r ∈ N0; c˜tk =
1
ckt
.
Similarly
−π¯r =
∑
i∈P ′
π¯ic˜ir, r ∈ N
′,
with the same definition of c˜ir. It remains to show that the c˜ir satisfy the same constraints
as the cir. To do this we establish formulae for them in terms of the κℓ, ρℓ.
c˜js =
cjsckt − cjtcks
ckt
=
κj
κs

∏
r∈N
r 6=s
ρj − ρr
ρs − ρr
−
∏
r∈N
r 6=t
ρj − ρr
ρk − ρr
∏
r∈N
u 6=s
ρk − ρu
ρs − ρu

 , j ∈ P0, s ∈ N0,
=
κj
κs
[
ρj − ρt
ρs − ρt
·
ρs − ρk
ρj − ρk
−
ρj − ρs
ρk − ρs
·
ρk − ρt
ρs − ρt
·
ρs − ρk
ρj − ρk
] ∏
r∈N′
r 6=s
ρj − ρr
ρs − ρr
=
κj
κs
∏
r∈N′
r 6=s
ρj − ρr
ρs − ρr
, j ∈ P0, s ∈ N0.
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c˜jk =
cjt
ckt
=
κj
κk
∏
r∈N
r 6=t
ρj − ρr
ρt − ρr
∏
r∈N
r 6=t
ρt − ρr
ρk − ρr
=
κj
κk
∏
r∈N′
r 6=k
ρj − ρr
ρk − ρr
, j ∈ P0.
c˜ts = −
cks
ckt
= −
κt
κs
∏
r∈N
r 6=s
ρk − ρr
ρs − ρr
∏
r∈N
r 6=t
ρt − ρr
ρk − ρr
=
κt
κs
∏
r∈N′
r 6=s
ρt − ρr
ρs − ρr
s ∈ N0.
c˜tk =
1
ckt
=
κt
κk
∏
r∈N
r 6=t
ρt − ρr
ρk − ρr
=
κt
κk
∏
r∈N′
r 6=k
ρt − ρr
ρk − ρr
.
Thus the c˜js are given by similar expressions in terms of the ρℓ, kℓ as the cjs, and so the c˜js
satisfy similar relations to those satisfied by the cjs.
B Relations for the 6-point Function
VjAir − ViAjr = −p
2[k, r], AirWs −AisWr = −p
2〈i, t〉
VjAirWs + ViAjsWr − VjAisWr − ViAjrWs = p
2A¯tk
where
A¯ri =
∑
s∈N
〈r, s〉[s, i] = −
∑
j∈P
〈r, j〉[j, i], ari =
1
p2
A¯ri
det c =
β
p2
∑
i∈P
r∈N
ViWr(ajsakt − ajtaks) =
β
(p2)2
∑
i∈P
ViV i
∑
r∈N
WrW r = β,
where, as before, (i, j, k), (r, s, t) are cyclic.
Corresponding to the relations for Air, we have
A¯riA¯sj − A¯siA¯rj = p
2WtVk,
A¯riV j − A¯rjV i = −p
2〈r, k〉,
W sA¯ri −W rA¯si = −p
2[t, i],
W sA¯riV j +W rA¯sjV i −W rA¯siV j −W sA¯rjV i = p
2Akt
cricsj − csicrj = βckt.
When cir = 0,
ViWrβcri = p
2
jkr,
ViWrβcsj = 〈i, s〉[r, j], ViWrβctk = 〈i, t〉[r, k], ViWrβcsk = 〈i, s〉[r, k], ViWrβctj = 〈i, t〉[r, j],
Wrcis = 〈i, t〉, Wrcit = −〈i, s〉, Vicjr = [k, r], Vickr = −[j, r],
ViWrβcrj = 〈i|Prk|j], ViWrβcrk = 〈i|Prj |k], ViWrβcsi = 〈s|Pti|r], ViWrβcti = 〈t|Psi|r],
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ViWrcjs = [k|Psi|t〉, ViWrckt = [j|Pti|s〉,
using notation defined in (6.12) and (6.13).
When cir = 0,
V iW rβcir = p
2
jkr,
V iW rβcjs = [i, s]〈r, j〉, V iW rβckt = [i, t]〈r, k〉, V iW rβcks = [i, s]〈r, k〉, V iW rβcjt = [i, t]〈r, j〉,
W rcsi = −[i, t], W rcti = [i, s], V icrj = −〈k, r〉, V icrk = 〈j, r〉,
V iW rβcjr = [i|Prk|j〉, V iW rβckr = [i|Prj |k〉, V iW rβcis = [s|Pti|r〉, V iW rβcit = [t|Psi|r〉,
V iW rcsj = −〈k|Psi|t], V iW rctk = −〈j|Pti|s],
where β = 1/β.
C Relations for the 7-point Function
We derive the relations we need to evaluate the 7-point function working directly from the
equations
πℓ = cℓrπr + cℓsπs + cℓtπt, ℓ = i, j, k, l, (C.1)
−πu = πiciu + πjcju + πkcku + πlclu, u = r, s, t. (C.2)
If ckt = 0, from (C.1) with ℓ = k,
ckr = 〈k, s〉/〈r, s〉, cks = 〈k, r〉/〈s, r〉, ckt = 0. (C.3)
(a) For ckt = clr = 0, in addition to (C.3),
clr = 0, cls = 〈l, t〉/〈s, t〉, clt = 〈l, s〉/〈t, s〉. (C.4)
and from (C.2) with u = r,
πicir + πjcjr = −(πk〈k, s〉+ πr〈r, s〉)/〈r, s〉,
yielding
cir = [j|Pkr|s〉/[i, j]〈r, s〉, cjr = [i|Pkr|s〉/[j, i]〈r, s〉, (C.5)
and, similarly,
cit = [j|Plt|s〉/[i, j]〈t, s〉, cjt = [i|Plt|s〉/[j, i]〈t, s〉. (C.6)
From (C.1) with ℓ = i
cis〈s, t〉 = 〈i, t〉 − cir〈r, t〉, cjs〈s, t〉 = 〈j, t〉 − cjr〈r, t〉
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implying
(circjs − cjrcis)〈s, t〉 = 〈j, t〉cir − 〈i, t〉cjr = −〈t|PijPkr|s〉/[i, j]〈r, s〉
so that
circjs − cjrcis = −〈t|PijPkr|s〉/[i, j]〈r, s〉〈s, t〉, (C.7)
and, similarly,
citcjs − cjtcis = −〈r|PijPlt|s〉/[i, j]〈s, t〉〈r, s〉. (C.8)
(b) When ckt = cit = 0, from (C.1) with ℓ = k, i,
ckr = 〈k, s〉/〈r, s〉, cks = 〈k, r〉/〈s, r〉, ckt = 0, (C.9)
and
cir = 〈i, s〉/〈r, s〉, cis = 〈i, r〉/〈s, r〉, cit = 0. (C.10)
From (C.2) with u = t,
cjt = −[t, l]/[j, l], clt = −[t, j]/[l, j], (C.11)
and from (C.1) with ℓ = j, l,
cjr〈r, s〉 = 〈s|Pjt|l]/[l, j], cjs〈s, r〉 = 〈r|Pjt|l]/[l, j], (C.12)
clr〈r, s〉 = 〈s|Plt|j]/[j, l], cls〈s, r〉 = 〈r|Plt|j]/[j, l]. (C.13)
From (C.1) with ℓ = i, j,
〈r, s〉2[l, j](circjs − ciscjr) = 〈i, r〉〈s|Pjt|l]− 〈i, s〉〈r|Pjt|l] = −〈r, s〉〈i|Pjt|l]
so that
circjs − ciscjr = 〈i|Pjt|l]/〈r, s〉[j, l] (C.14)
From (C.1) with ℓ = j, l,
(clrcjs − cjrcls)〈s, t〉 = 〈j, t〉clr − 〈l, t〉cjr = (〈s|Plt|j]〈j, t〉 + 〈s|Pjt|l]〈l, t〉)/[j, l]〈r, s〉,
from which it follows that
clrcjs − cjrcls = −p
2
jlt/[j, l]〈r, s〉. (C.15)
(c) When ckt = c
ij
rs = 0, from (C.1) with ℓ = k
ckr = 〈k, s〉/〈r, s〉, cks = 〈k, r〉/〈s, r〉, ckt = 0, (C.16)
and with ℓ = i, j,
cjrπi − cirπj = (cjrcit − circjt)πt,
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so that
cjr〈i, t〉 = cir〈j, t〉, cjs〈i, t〉 = cis〈j, t〉. (C.17)
From (C.2) with u = r,
−[l, r] = [l, i]cir + [l, j]cjr + [l, k]〈k, s〉/〈r, s〉,
implying
−〈s|Pkr|l]/〈r, s〉 = [l, i]cir + [l, j]cjr = 〈t|Pij |l]cir/〈i, t〉,
so that
cir = −
〈s|Pkr|l]〈i, t〉
〈t|Pij |l]〈r, s〉
, cjr = −
〈s|Pkr|l]〈j, t〉
〈t|Pij |l]〈r, s〉
, cjrcit − circjt =
〈s|Pkr|l]〈i, j〉
〈t|Pij |l]〈r, s〉
, (C.18)
cis = −
〈r|Pks|l]〈i, t〉
〈t|Pij |l]〈s, r〉
, cjs = −
〈r|Pks|l]〈j, t〉
〈t|Pij|l]〈s, r〉
, cjscit − ciscjt =
〈r|Pks|l]〈i, j〉
〈t|Pij |l]〈s, r〉
, (C.19)
and, from (C.1) with ℓ = i,
cit〈t|Pij |l]〈r, s〉〈i, t〉 = −〈s|Pkr|l]〈i, t〉〈r, i〉 + 〈r|Pks|l]〈i, t〉〈s, i〉 = −〈r, s〉〈i|Prks|l]〈i, t〉
so that
cit =
〈i|Pjt|l]
〈t|Pij |l]
, cjt =
〈j|Pit|l]
〈t|Pij |l]
. (C.20)
From (C.2) with u = t,
〈t|Pij |l][t, l]clt = −[t, i]cit − [t, j]cjt = −[t, i]〈i|Pjt|l]− [t, j]〈j|Pit |l]
implying
clt =
p2ijt
〈t|Pij |l]
. (C.21)
From (C.1) with ℓ = l,
〈t|Pij |l]clr〈r, s〉 = 〈l, s〉〈t|Pij |l]− clt〈t, s〉〈t|Pij |l] = 〈l, s〉〈t|Pij |l]− p
2
ijt〈t, s〉 = −〈t|PijPkr|s〉
so that
clr = −
〈t|PijPkr|s〉
〈r, s〉〈t|Pij |l]
, cls = −
〈t|PijPks|r〉
〈s, r〉〈t|Pij |l]
. (C.22)
From (C.1) with ℓ = j, l,
(cjrcls − cjsclr)〈r, t〉 = cls〈j, t〉 − cjs〈l, t〉
implying
cjrcls − cjsclr = −
p2krs〈j, t〉
〈r, s〉〈t|Pij |l]
. (C.23)
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(d) When clr = cjr = 0, proceeding as in (b), we have
clr = 0, cls = 〈l, t〉/〈s, t〉, clt = 〈l, s〉/〈t, s〉, (C.24)
cjr = 0, cjs = 〈j, t〉/〈s, t〉, cjt = 〈j, s〉/〈t, s〉, (C.25)
cir = −[r, k]/[i, k], ckr = −[r, i]/[k, i], (C.26)
cis〈s, t〉 = 〈t|Pir|k]/[k, i], cit〈t, s〉 = 〈s|Pir|k]/[k, i], (C.27)
cks〈s, t〉 = 〈t|Pkr|i]/[i, k], ckt〈t, s〉 = 〈s|Pkr|i]/[i, k], (C.28)
citcjs − ciscjt = 〈j|Pir |k]/〈s, t〉[i, k], (C.29)
cisckt − citcks = p
2
ikr/[i, k]〈s, t〉. (C.30)
(e) When clr = c
ij
st = 0, proceeding as in (c), we have
clr = 0, cls = 〈l, t〉/〈s, t〉, clt = 〈l, s〉/〈t, s〉, (C.31)
cit = −
〈s|Plt|k]〈i, r〉
〈r|Pij|k]〈t, s〉
, cjt = −
〈s|Plt|k]〈j, r〉
〈r|Pij |k]〈t, s〉
, cjtcir − citcjr =
〈s|Plt|k]〈i, j〉
〈r|Pij |k]〈t, s〉
, (C.32)
cis = −
〈t|Pls|k]〈i, r〉
〈r|Pij|k]〈s, t〉
, cjs = −
〈t|Pls|k]〈j, r〉
〈r|Pij |k]〈s, t〉
, cjscir − ciscjr =
〈t|Pls|k]〈i, j〉
〈r|Pij |k]〈s, t〉
, (C.33)
cir =
〈i|Pjr|k]
〈r|Pij |k]
, cjr =
〈j|Pir|k]
〈r|Pij |k]
, (C.34)
ckr =
p2ijr
〈r|Pij |k]
, (C.35)
ckt = −
〈r|PijPlt|s〉
〈t, s〉〈r|Pij |k]
, cks = −
〈r|PijPls|t〉
〈s, t〉〈r|Pij |k]
, (C.36)
cjtcks − cjsckt = −
p2lst〈j, r〉
〈t, s〉〈r|Pij |k]
. (C.37)
(f) When cis = cjs = 0, also proceeding as in (b), we have
cir = 〈i, t〉/〈r, t〉, cis = 0, cit = 〈i, r〉/〈t, r〉, (C.38)
cjr = 〈j, t〉/〈r, t〉, cjs = 0, cjt = 〈j, r〉/〈t, r〉, (C.39)
cks = −[s, l]/[k, l], cls = −[s, k]/[l, k], (C.40)
ckr〈r, t〉 = 〈t|Pks|l]/[l, k], ckt〈t, r〉 = 〈r|Pks|l]/[l, k], (C.41)
clr〈r, t〉 = 〈t|Pls|k]/[k, l], clt〈t, r〉 = 〈r|Pls|k]/[k, l], (C.42)
citcjr − circjt = −(〈i, r〉〈j, t〉 − 〈j, r〉〈i, t〉)/〈r, t〉
2 = 〈i, j〉/〈t, r〉. (C.43)
34
(ckrclt − clrckt)〈r, s〉 = 〈k, s〉clt − 〈l, s〉ckt = (〈r|Pls|k]〈k, s〉 + 〈r|Pks|l]〈l, s〉)/[k, l]〈t, r〉,
so that
ckrclt − clrckt = −p
2
kls/[k, l]〈t, r〉. (C.44)
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