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Abstract. This paper studies weakly mixing (singular) and mixing masas in type II1 factors
from a bimodule point of view. Several necessary and sufficient conditions to characterize the
normalizing algebra of a masa are presented. We also study the structure of mixing inclusions,
with special attention paid to masas of product class. A recent result of Jolissaint and Stalder
concerning mixing masas arising out of inclusions of groups is revisited. One consequence of
our structural results rules out the existence of certain Koopman-realizable measures, arising
from semidirect products, which are absolutely continuous but not Lebesgue. We also show
that there exist uncountably many pairwise non–conjugate mixing masas in the free group
factors each with Puka´nszky invariant {1,∞}.
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1. Introduction
This paper is a continuation of work initiated by the authors in [4], and deals with maximal
abelian self–adjoint subalgebras (masas in the sequel) in finite von Neumann algebras. In
particular, we study the various notions of singular masas in II1 factors that arise from notions
in ergodic theory and undertake a systematic analysis of the bimodules associated to these
masas. While the techniques used in [4] were more operator algebraic in nature, those used
in this note are primarily measure-theoretic, so there is little overlap between the techniques
deployed here and those found in [4]. It will be evident from the results in §3–§6 that the
measure-theoretic approaches in this paper yield new insights into the notion of singularity in
the context of masas: among other results, in what follows we relate the mixing properties of
masas to those of certain associated measures; build on a number of recent results on strong
singularity in [15, 22, 23, 33, 37]; and give a new construction of many non-conjugate mixing
masas in the free group factors.
The study of normalizers of masas in II1 factors has a long history which dates back to
1954 [8]. Let M be a finite von Neumann algebra gifted with a fixed faithful, normal, tracial
state τ . Let M be in its standard form i.e., acts on the GNS space associated to τ by left
multiplication. Given a masa A ⊂ M , Dixmier defined the group of normalizing unitaries of
A to be N(A) = {u ∈ U(M) : uAu∗ = A}, where U(M) denotes the unitary group of M [8].
He named A to be singular, if N(A) is as small as possible i.e., N(A) ⊂ A. This definition
is purely algebraic but the true nature of singularity was first unveiled by Nielsen [26]. In
[26], it was shown that for a (free) ergodic measure preserving action α of a countable discrete
abelian group G on a standard probability space, the copy of the group in the associated
crossed product produces a singular masa if and only if α is weakly mixing (see [15, 21] for
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the relevant definitions).
Note that every separable II1 factor has singular masas [28]. The authors of [30, 33] studied
the notion of ‘infinity–two’ norm to handle singular masas and defined an apparently stronger
notion of singularity known as strong singularity. Subsequently, in [37] it was proved that
strong singularity is equivalent to singularity and:
Theorem 1.1. [37] The masa A ⊂ M is singular if and only if, given any finite set xi ∈
M with EA(xi) = 0 for all i and for every ǫ > 0, there exists a unitary u ∈ A such that
‖EA(xiuxj)‖2 < ǫ for all i, j, where EA denotes the unique trace preserving normal conditional
expectation onto A.
This last property is known as the weak asymptotic homomorphism property (WAHP in the
sequel). It was shown in [22, Theorem 6.6] that the unitary in the definition of the WAHP
can always be chosen to be vk, for some positive integer k, where v ∈ A is a Haar unitary
generator of the masa A.
The main topic of this paper – the notion of a strongly mixing masa in a finite von Neumann
algebra – was introduced by Jolissaint and Stalder in [15] (see Definition 1.2). They proved
that if a countable discrete abelian group G acts on M by (free) mixing τ–preserving auto-
morphisms, then the copy of the group in the associated crossed product produces a strongly
mixing masa (in what follows, we will use the terms ‘strongly mixing masa’ and ‘mixing masa’
interchangeably). In [4], the authors gave a formulation of Jolissaint and Stalder’s definition of
strong mixing for general subalgebras, and showed that one can replace the groups of unitaries
found in the definition of [15] by bounded weakly null sequences. The following definition was
shown in [4] to be equivalent to the one in [15], in the context of masas.
Definition 1.2. (Compare with [15, Definition 3.4]) A masa A ⊂M is strongly mixing, if for
any bounded sequence of operators an ∈ A converging to zero in the w.o.t (weakly null in the
sequel) and x, y ∈ M such that EA(x) = 0 and EA(y) = 0, one has that ‖EA(xany)‖2 → 0 as
n→∞.
The outline of the paper is as follows. In Section 2, we will associate to a masa in a II1
factor a measure class on a compact space of the form X ×X , called the left-right measure,
as well as a multiplicity function on the same space (see Definition 2.1); these two objects
together encode the structure of the standard Hilbert space as a natural bimodule over the
masa. Most of the subsequent analysis in the paper will focus on the measure class. In the
third section, we present a set of equivalent conditions that characterize the operators in the
normalizing algebra of a general masa in a II1 factor (Theorem 3.2). Crucial to the proof
of this result is a classical theorem of Wiener on Fourier coefficients of measures. Theorem
3.7, a main outcome of our analysis in Section 3, is a generalization of the asymptotic ho-
momorphism property introduced in [33]. We show there is a sequence of positive integers kl
such that
∥∥EA(xvklx∗)∥∥2 → 0 as l → ∞ for all x ∈ M such that EN(A)′′(x) = 0, where v is
a Haar unitary generator of the masa A. These statements are independent of the choice of
coordinates, i.e., the choice of the Haar unitary generator.
In Section 4, we study a special class of masas called masas of product class (also studied
in [23]), which possess vigorous mixing properties. In particular, they are mixing, (Theorem
4.2), and the convergence in the definition of mixing for masas of product class is the stronger
notion of almost everywhere convergence (Theorem 4.4). Our consideration of masas of prod-
uct class was inspired by a similar, though slightly different, class of masas originating in work
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of Sinclair and Smith (cf. [32, §11]). For masas of product class, we demonstrate the existence
of sufficiently many vectors ζ ∈ L2(M)⊖ L2(A) for which EA(ζv
nζ∗) = 0 for all n 6= 0, where
v is a Haar unitary generator of A (Theorem 4.10). A slightly weaker form of the previous
statement is a special property for masas in free group factors by a deep theorem of Voiculescu
[39]. We also show that a large class of mixing masas in II1 factors, namely those which arise
out of inclusions of groups, fall in the product class (Theorem 4.7). This invigorates one of
the main questions addressed in [15, Theorem 3.5]. This result seems to be very interesting,
as the combinatorial relations in [15] that determine mixing turn out to be spectral analytic
in nature.
The subject of Section 5 is mixing masas that arise from measurable dynamical systems.
A Radon measure µ on [0, 1] is said to be mixing (or, sometimes, Rajchman) if its Fourier
coefficients µ̂n =
∫ 1
0
e2πintdµ(t) converge to zero as |n| → ∞. One can also define mixing mea-
sures on the circle (more generally on separable compact abelian groups) by integrating the
functions zn with respect to the measure. The measure µ is called weak mixing or non–atomic
(see [17]), if its Fourier coefficients converge strongly (in absolute value) to zero in the sense
of Cesa`ro. We show that for masas arising out of mixing actions along the direction of the
groups in the associated crossed products, the disintegrations of their left–right measures with
respect to the coordinate projections yield mixing measures for almost all fibres (Theorem 5.1).
This, in turn, justifies the terminology ‘mixing masa.’ We compute the left-right measures of
masas arising out of group actions by relating it to the maximal spectral types of the actions
(Theorem 5.3). This was stated in [25], but our way of calculating has some advantages; the
operators and expressions involved in the definition of WAHP and mixing naturally pop up
in our calculation. For standard results about direct integrals used in these analyses, we refer
the reader to [18].
The following is an old open problem in ergodic theory (see Remark 5.5): Can the maximal
spectral type of an ergodic transformation be absolutely continuous but not Lebesgue? For
an excellent account on these class of problems check [16, §6]. Measures (strictly speaking
equivalence classes of measures) which arise as maximal spectral type of Z–systems will be
called Koopman–realizable. When Theorem 4.7 is combined with Theorem 5.3, we conclude:
There does not exist any countable discrete non abelian group of the form G⋊ Z such that
(i) L(Z) ⊂ L(G⋊ Z) is a mixing masa,
(ii) the maximal spectral type of the Z–action on L(G) is absolutely continuous but not
Lebesgue (see Corollary 4.9, Corollary 5.6).
Borrowing ideas from ergodic theory, in Section 6 we exhibit examples of uncountably many
pairwise non conjugate (by automorphisms) mixing masas in the free group factors each with
Puka´nszky invariant {1,∞} (Theorem 6.2). Finally, a technical result concerning left-right
measures, that is necessary in the later sections of the paper, is proved in the appendix.
Acknowledgements: JC was partially supported by a research travel grant from the Simons
Foundation, and by Simons Collaboration Grant for Mathematicians #319001. The authors
thank the anonymous referee for many suggestions for improving the presentation of the paper.
2. Preliminaries and Setup
All measure spaces appearing in this paper are assumed to be standard Borel spaces, all
von Neumann algebras are assumed to be separable, and all inclusions of algebras are unital.
Whereas in [4], we dealt with general inclusions of finite von Neumann algebras, in this paper,
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we focus on the special case of masas in II1 factors. Let M be a II1 factor, equipped with a
faithful, normal, tracial state τ . The trace τ induces an inner product onM by 〈x, y〉 = τ(y∗x),
x, y ∈ M , and thus induces a Hilbert norm ‖·‖2 on M . Let L
2(M) := L2(M, τ) denote the
completion of M in ‖·‖2. We assume that M acts on L
2(M) via left multiplication. Let J
denote the conjugation operator on L2(M), obtained from extending the densely defined map
J : M ⊂ L2(M) → M ⊂ L2(M) by Jx = x∗. The image of a L2–vector ζ under J will be
denoted by ζ∗. Let A ⊂ M be a masa and let eA : L
2(M) → L2(A) be the Jones projection
associated to A, where L2(A) = A
‖·‖
2. Denote A = (A∪ JAJ)′′. It is well known that eA ∈ A
(cf. [32]). The one–norm on M is defined as ‖x‖1 = τ(|x|), x ∈ M . It is also true that
‖x‖1 = sup
y∈M :‖y‖≤1
|τ(xy)|, x ∈ M . The completion of M in ‖·‖1 is denoted by L
1(M). The
τ–preserving normal conditional expectation EA onto A, the trace and J extend to L
1(M)
in a continuous fashion, and, L1(M) is also identified with the predual of M . With abuse of
notation, we write eA(ζ) = EA(ζ) for L
1(M) and L2(M) vectors. Similarly, we will use the
same symbols τ and J to denote their extensions. This will be clear from the context and will
cause no confusion. For more details check [32].
Given a type I von Neumann algebra B, write Type(B) for the set of all those n ∈ N∪{∞},
such that B has a nonzero component of type In. The Puka´nszky invariant of a masa A ⊂M ,
denoted by Puk(A) (or PukM(A) when the containing factor is ambiguous) is defined to
be Type(A′(1 − eA)) [29]. A stronger invariant for masas in II1 factors called the measure–
multiplicity invariant was studied in [12, 22, 23, 25], and was used in [12, 23] to distinguish
masas with same Puka´nszky invariant [29]. The measure–multiplicity invariant of a masa
has two main components: a measure class (left–right measure) and a multiplicity function,
which together encode the structure of the standard Hilbert space L2(M) as the natural
A,A–bimodule. Both are spectral invariants. Such study of bimodules first appeared in a
handwritten notes of Connes [6].
For a masa A ⊂M , one fixes a unital, norm separable and σ–weakly dense (also dense in the
w.o.t) C∗–subalgebra of A which is isomorphic to C(X) for some compact metric (Hausdorff)
space X . Let λ denote the tracial measure on X . For ζ1, ζ2 ∈ L
2(M), let κζ1,ζ2 : C(X) ⊗
C(X)→ C be the linear functional defined by,
κζ1,ζ2(a⊗ b) = 〈aζ1b, ζ2〉, a, b ∈ C(X).
Then κζ1,ζ2 induces a unique complex Radon measure ηζ1,ζ2 on X ×X given by,
κζ1,ζ2(a⊗ b) =
∫
X×X
a(t)b(s)dηζ1,ζ2(t, s),(1)
and ‖ηζ1,ζ2‖t.v = ‖κζ1,ζ2‖, where ‖·‖t.v denotes the total variation norm of measures.
Write ηζ,ζ = ηζ . Note that ηζ is a positive measure for all ζ ∈ L
2(M). It is easy to see that
the following polarization type identity holds:
4ηζ1,ζ2 = (ηζ1+ζ2 − ηζ1−ζ2) + i (ηζ1+iζ2 − ηζ1−iζ2) .(2)
Note that the decomposition of ηζ1,ζ2 in equation (2) need not be its Hahn decomposition in
general, but
4 |ηζ1,ζ2 | ≤ (ηζ1+ζ2 + ηζ1−ζ2) + (ηζ1+iζ2 + ηζ1−iζ2) = 4(ηζ1 + ηζ2),(3)
so that
|ηζ1,ζ2 | ≤ ηζ1 + ηζ2 .(4)
MIXING AND WEAKLY MIXING ABELIAN SUBALGEBRAS OF TYPE II1 FACTORS 5
For a set X , denote by ∆(X) the diagonal of X ×X .
Definition 2.1. [12, 22, 25] The measure–multiplicity invariant of A ⊂ M , denoted by
m.m(A), is the equivalence class of quadruples (X, λX , [η|∆(X)c ], m|∆(X)c) under the equiva-
lence relation ∼m.m, where
(i) X is a compact Hausdorff space such that C(X) is a unital, norm separable, w.o.t dense
subalgebra of A,
(ii) λX is the Borel probability measure obtained by restricting the trace τ on C(X),
and
(iii) η is the measure on X ×X and
(iv) m is the multiplicity function,
both obtained from the direct integral decomposition of L2(M), so that A is the algebra of
diagonalizable operators with respect to this decomposition; the equivalence ∼m.m being,
(X, λX , [η|∆(X)c ], m|∆(X)c) ∼m.m (Y, λY , [η|∆(Y )c ], m|∆(Y )c)
if and only if, there exists a Borel isomorphism F : X → Y , such that
F∗λX = λY ,
(F × F )∗[η|∆(X)c ] = [η|∆(Y )c ],
m|∆(X)c ◦ (F × F )
−1 = m|∆(Y )c , η|∆(Y )c a.e.
It is easy to see that the Puka´nszky invariant of A ⊂M is the set of essential values of the
multiplicity function in Definition 2.1. The measure class [η|∆(X)c ] is said to be the left–right
measure of A. Both m.m(·) and Puk(·) are invariants of the masa under automorphisms of
the factor M . In this paper, we are mostly interested in the left–right measure.
To understand the relation between mixing properties of masas and their left–right measures,
disintegration of measures will be used (for a detailed account of disintegration, consult [5]).
Let T be a measurable map from (X, σX) to (Y, σY ), where σX , σY are σ–algebras of subsets
of X, Y respectively. Let β be a σ–finite measure on σX and µ a σ–finite measure on σY . Here
β is the measure to be disintegrated and µ is often the push forward measure T∗β, although
other possibilities for µ are allowed.
Definition 2.2. We say that β has a disintegration {βt}t∈Y with respect to T and µ or a
(T, µ)–disintegration if:
(i) βt is a σ–finite measure on σX concentrated on {T = t} (or T
−1{t}), i.e., βt({T 6= t}) = 0
for µ–almost all t,
and, for each nonnegative σX–measurable function f on X:
(ii) t 7→ βt(f) is σY –measurable.
(iii) β(f) = µt(βt(f))
defn
=
∫
Y
βt(f)dµ(t).
If β in Definition 2.2 is a complex measure, then a disintegration of β is obtained by first
decomposing it into a linear combination of four positive measures, using the Hahn decompo-
sition of its real and imaginary parts. Given a measure λ on X and coordinate projections
πi : X × X → X , i = 1, 2, we will index the (π1, λ)– and (π2, λ)–disintegrations of a mea-
sure on X × X using superscripts of t and s, respectively. In particular, we will make use
of the disintegrations {ηtζ}t and {η
s
ζ}s of the measures ηζ1,ζ2 defined by equation (1); these
disintegrations are known to exist by [22, Theorem 3.2] (see also [5]). Note that the measure
ηtζ (respectively, η
s
ζ) is concentrated on {t} × X (respectively, X × {s}) for λ-almost every
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t (respectively, λ-almost every s). Denote the restriction of ηtζ to {t} × X by η˜
t
ζ , and the
restriction of ηsζ to X × {s} by η˜
s
ζ .
The left–right measure of the masa A has the property that if θ : X ×X → X × X is the
flip map θ(t, s) = (s, t), then θ∗η ≪ η ≪ θ∗η [22, Lemma 2.9]. In fact, it is possible to obtain
a choice of η for which θ∗η = η. Therefore, in most of the following, we will only state or
prove results with respect to the (π1, λ)–disintegration; analogous results with respect to the
(π2, λ)–disintegration are also possible. The following lemma, a proof of which can be found
in [22, §6] and [23], will be crucial for our purposes.
Lemma 2.3. Let ζ1, ζ2 ∈ L
2(M) be such that EA(ζ1) = 0 = EA(ζ2). Let ηζ1,ζ2 denote the Borel
measure on X ×X defined in equation (1).
1◦. Then ηζ1,ζ2 admits (πi, λ)–disintegrations X ∋ t 7→ η
t
ζ1,ζ2
and X ∋ s 7→ ηsζ1,ζ2. Moreover,
ηtζ1,ζ2(X ×X) = EA(ζ1ζ
∗
2)(t), λ a.e.
2◦. Let f ∈ C(X). Then the functions X ∋ t 7→ ηtζ1,ζ2(1 ⊗ f), X ∋ s 7→ η
s
ζ1,ζ2
(f ⊗ 1) are in
L1(X, λ). If ζi ∈ M for i = 1, 2, then X ∋ t 7→ η
t
ζ1,ζ2
(1 ⊗ f), X ∋ s 7→ ηsζ1,ζ2(f ⊗ 1) are in
L∞(X, λ).
3◦. Let b, w ∈ C(X). If EA(ζ1wζ
∗
2) ∈ L
2(A), then
‖EA(bζ1wζ
∗
2)‖
2
2 =
∫
X
|b(t)|2
∣∣ηtζ1,ζ2(1⊗ w)∣∣2 dλ(t),
‖EA(bζ1wζ
∗
2)‖1 =
∫
X
|b(t)|
∣∣ηtζ1,ζ2(1⊗ w)∣∣ dλ(t).
3. Weak Mixing and the Normalizing Algebra
In this section, we use measure-theoretic techniques to establish several equivalent analytical
conditions that characterize the normalizing algebra of a masa. These results, along with those
in §5, highlight the relations between mixing, weak mixing of masas and Fourier coefficients of
mixing and non–atomic measures. The main ingredients in the characterization are Theorems
5.5, 6.6 of [22] and the following result of Wiener.
Theorem 3.1. (Wiener) Let µ be a finite Borel measure on S1 and let µ̂(n), n ∈ Z, be its
Fourier coefficients, i.e., µ̂(n) =
∫
S1
tndµ(t), n ∈ Z. Then
lim
N→∞
1
2N + 1
N∑
n=−N
|µ̂(n)|2 =
∑
t∈S1:µ({t})6=0
µ({t})2.
The proof is a direct consequence of the dominated convergence theorem [21, Lemma 1.1].
If M is a fixed II1 factor and A ⊂M a masa, let λ denote the normalized Haar measure on
S1 so that A ∼= L∞(S1, λ); then λ is the tracial measure. Let [η] denote the left–right measure
of A. We assume that η is a probability measure on S1×S1, with η(∆(S1)) = 0. Occasionally
in subsequent sections it will be convenient instead to view A as isomorphic to L∞([0, 1], λ),
where λ is Lebesgue measure on [0, 1] (so that η would then be a probability on [0, 1]× [0, 1]).
We will notify the reader in context of any such change.
Theorem 3.2. Let A ⊂M be a masa. Let v ∈ A be the Haar unitary generator corresponding
to the function S1 ∋ t 7→ t ∈ S1. Let x ∈ M be such that EA(x) = 0. Then the following are
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equivalent.
(i) lim
N→∞
1
2N + 1
N∑
k=−N
∥∥EA(xvkx∗)∥∥22 = 0.
(i)′ lim
N→∞
1
2N + 1
N∑
k=−N
∥∥EA(xvkx∗)∥∥2 = 0.
(ii) lim
N→∞
1
2N + 1
N∑
k=−N
∥∥EA(xvkx∗)∥∥21 = 0.
(ii)′ lim
N→∞
1
2N + 1
N∑
k=−N
∥∥EA(xvkx∗)∥∥1 = 0.
(iii) Given any finite set {wi}
k
i=1 ⊂ U(A), there is a sequence of unitaries un ∈ A, such that
lim
n→∞
‖EA(xwiunx
∗)‖2 = 0 for all 1 ≤ i ≤ k.
(iii)′ Given any finite set {wi}
k
i=1 ⊂ U(A), there is a sequence of unitaries un ∈ A, such that
lim
n→∞
‖EA(xwiunx
∗)‖1 = 0 for all 1 ≤ i ≤ k.
(iv) EN(A)′′(x) = 0.
Proof. That (i) ⇔ (i)′, (ii) ⇔ (ii)′ hold, follows from the fact that whenever {ak}k∈Z ⊂ C is
bounded, we have
lim
N→∞
1
2N + 1
N∑
k=−N
|ak| = 0 ⇔ lim
N→∞
1
2N + 1
N∑
k=−N
|ak|
2 = 0.(5)
Again, (iii)⇒ (iii)′ and (i)⇒ (ii) are obvious as ‖·‖1 is dominated by ‖·‖2. Also, (iii)
′ ⇒ (iii)
follows from Lemma 2.3 after choosing un ∈ C(S
1) (by making a density argument) and passing
to a subsequence. (iv)⇒ (i), (iv)⇒ (ii) are direct consequences of Theorem 5.5, Theorem 6.6
and Theorem 6.9 of [22], after replacing the base space by S1. So, we have to prove (ii)⇒ (iv)
and (iii)⇔ (i).
(ii)⇒ (iv). Note that (ii)′ holds. Write
aN =
1
2N + 1
N∑
k=−N
∥∥EA(xvkx∗)∥∥1 , bN = 12N + 1
N∑
k=−N
∥∥EA(xvkx∗)∥∥22 , ∀N ∈ N.
Note that aN and bN , N = 1, 2, . . . define bounded sequences. There is a constant C > 0 and
a set N0 with λ(N0) = 0 such that
∣∣ηtx(1⊗ vk)∣∣ ≤ C for all t ∈ N c0 and all k ∈ Z.
We claim that given any subsequence bNl , there is a further subsequence bNlm such that
bNlm → 0 as m → ∞. Then bN would converge to 0 as N → ∞. Assume that the claim is
true.
Write x = y + z, where y = EN(A)′′(x) and z = x − EN(A)′′(x). For a, b ∈ A, one has
〈ayb, z〉 = 0 and 〈azb, y〉 = 0, since AyA ⊆ N(A)′′. It follows that ηx = ηy + ηz. Hence, from
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Lemma 3.4 of [22], ηtx = η
t
y + η
t
z for λ almost all t. Write
cN =
1
2N + 1
N∑
k=−N
∥∥EA(zvkz∗)∥∥22 , dN = 12N + 1
N∑
k=−N
∥∥EA(yvky∗)∥∥22 , ∀N ∈ N.
Thus, from Lemma 2.3,
|bN − dN | ≤
∣∣∣∣∣cN + 22N + 1
N∑
k=−N
∫
S1
R
(
ηtz(1⊗ v
k)ηty(1⊗ v
−k)
)
dλ(t)
∣∣∣∣∣
≤ cN +
2
2N + 1
N∑
k=−N
∫
S1
∣∣ηtz(1⊗ vk)ηty(1⊗ v−k)∣∣ dλ(t)
≤ cN +
2
2N + 1
N∑
k=−N
∥∥EA(zvkz∗)∥∥2 ∥∥EA(yvky∗)∥∥2
≤
(
1 + 2 ‖y‖2
)
cN .
Consequently as EN(A)′′(z) = 0, the hypothesis on x and Theorem 6.9 of [22] (with [0, 1]
replaced by S1) force that
lim sup
N
dN = 0,
which is a contradiction to Wiener’s theorem (Theorem 3.1) unless y = 0, from Theorem 5.5
[22]. Therefore, y = 0. Thus, we only have to prove the claim.
Fix a subsequence bNl . Note that aNl → 0 as l →∞. So by Lemma 2.3 it follows that∫
S1
1
2Nl + 1
Nl∑
k=−Nl
∣∣ηtx(1⊗ vk)∣∣ dλ(t)→ 0, as l →∞.
Dropping to a subsequence bNlm , replacing the null set N0 by a (probably) larger null set if
necessary and renaming it to be N0 again, it follows that
1
2Nlm + 1
Nlm∑
k=−Nlm
∣∣ηtx(1⊗ vk)∣∣→ 0, as m→∞ for all t ∈ N c0 .
Now for t ∈ N c0 ,
1
2Nlm + 1
Nlm∑
k=−Nlm
∣∣ηtx(1⊗ vk)∣∣2 ≤ C 12Nlm + 1
Nlm∑
k=−Nlm
∣∣ηtx(1⊗ vk)∣∣ , for all m.
Direct application of dominated convergence theorem and Lemma 2.3 shows that bNlm → 0 as
m→∞.
(iii)⇒ (i). By making a density argument, we can assume that there is a sequence of unitaries
un ∈ C(S
1) ⊂ A, such that ‖EA(xwiunx
∗)‖2 → 0 as n → ∞ for all 1 ≤ i ≤ k. We will only
show that η˜tx is non–atomic for λ almost all t. Then, in view of Theorem 5.5 and Theorem 6.6
MIXING AND WEAKLY MIXING ABELIAN SUBALGEBRAS OF TYPE II1 FACTORS 9
of [22], the arguments are complete.
For each l ∈ N, choose a unitary ul ∈ C(S
1), such that∥∥EA(xvjulx∗)∥∥2 < 1l + 1 , j = 0,±1, · · · ,±l.
Lemma 2.3 yields∥∥EA(xvjulx∗)∥∥22 = ∫
S1
∣∣ηtx(1⊗ vjul)∣∣2 dλ(t) < 1(l + 1)2 , j = 0,±1, · · · ,±l, for all l.
Therefore,
lim
l
∫
S1
∣∣ηtx(1⊗ vjul)∣∣2 dλ(t) = 0, for j = 0,±1,±2, · · · ,±N, for all N ∈ N.
Using Cantor’s diagonal argument, we may extract a subsequence lp < lp+1 for all p, and a set
F ⊂ S1 with λ(F ) = 0, such that for all t ∈ F c,
lim
p
∫
S1
sjulp(s)dη˜
t
x(s) = 0
for j = 0,±1,±2, · · · , and η˜tx is a finite measure (see Lemma 2.3). Consequently, by the
Stone–Weierstrass theorem, we have for all f ∈ C(S1),
lim
p
∫
S1
f(s)ulp(s)dη˜
t
x(s) = 0, for t ∈ F
c.(6)
A further density argument establishes that equation (6) holds if f is the indicator function
of a compact set. It follows that η˜tx cannot have any atoms for t ∈ F
c.
(i) ⇒ (iii). As (i) ⇔ (iv) so EN(A)′′(x) = 0, and hence EN(A)′′(xwi) = 0 for all 1 ≤ i ≤ k.
Thus η˜txwi and η˜
t
x are non–atomic for all 1 ≤ i ≤ k and for λ almost all t. Use equation (2)
to conclude that 1
2N+1
∑N
k=−N
∣∣ηtxwi,x(1⊗ vk)∣∣2 goes to zero as N → ∞ almost everywhere λ
for all 1 ≤ i ≤ k. Now use Lemma 2.3 to conclude that 1
2N+1
∑N
k=−N
∥∥EA(xwivkx∗)∥∥22 → 0
for all i. Thus, there is a set S ⊂ Z of density one such that
∥∥EA(xwivkx∗)∥∥2 goes to zero as
|k| → ∞ along S [22]. This completes the proof. 
Remark 3.3. Note that (iii)⇒ (iv) in Theorem 3.2 is to be compared with Lemma 2.5 in[27].
Corollary 3.4. (Independence of coordinates) Let A ⊂ M be a masa. Let v ∈ A be the Haar
unitary generator corresponding to the function S1 ∋ t 7→ t ∈ S1. Let x ∈ M be such that
EA(x) = 0. Then the following are equivalent.
(i) lim
N→∞
1
2N + 1
N∑
k=−N
∥∥EA(xvkx∗)∥∥22 = 0.
(ii) lim
N→∞
1
2N + 1
N∑
k=−N
∥∥EA(xwkx∗)∥∥22 = 0, for any Haar unitary generator w of A.
Remark 3.5. Note that (i) in Theorem 3.2 is false for any Haar unitary of A. There can be
diffuse subalgebras inside A with large normalizers. For example, consider the masa A(1) in
[36]. The averaging conditions in Theorem 3.2 are the analogues of weakly mixing actions.
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Remark 3.6. Rigidity and non–recurrence are two properties of dynamical systems that are
in some sense opposite to each other [3]. When translated to the language of operator algebras,
rigidity characterizes masas having non trivial central sequences, while non–recurrence is close
to mixing. The sequences along which these properties occur for weakly mixing transformations
have rich structure [3]. Thus, in view of the results in [3], it is important to know more of
the asymptotic properties of EA(xv
kx∗), k ∈ Z. The operators EA(xv
kx∗), k ∈ Z, are directly
related to Fourier coefficients of certain measures that characterize (weak) mixing and rigidity
(see proof of Theorem 5.1).
Theorem 3.7. Let A ⊂ M be a masa and let v ∈ A be the Haar unitary generator of A
corresponding to the function S1 ∋ t 7→ t ∈ S1. There is a subsequence kl (kl < kl+1) such that∥∥EA(xvklx∗)∥∥2 → 0 as l →∞ for all x ∈M such that EN(A)′′(x) = 0.
Proof. The proof follows easily from Theorem 3.2 by separability and a diagonalization argu-
ment. We omit the details. 
Remark 3.8. When compared with the asymptotic homomorphism property (AHP) intro-
duced in [33], and Proposition 1.1 of [15], we suspect that Theorem 3.7 may be the best result
along these lines that can be expected in general. Moreover, by making an argument appealing
to Corollary 3.4 and Theorem 3.2, it can be shown that the statement in Theorem 3.7 (except
possibly the subsequence) is independent of the choice of Haar unitary generator. In other
words, any singular masa ‘almost has the AHP’ with respect to any choice of its Haar unitary
generator.
4. Masas of Product Class
A masa A in a II1 factor M is said to be of product class if its left-right measure is the class
of product measure. This condition was shown in [23] to be equivalent to the condition that
the space L2(M)⊖ L2(A) decomposes as a direct sum of coarse A–A bimodules. Masas with
this property were studied in detail in [23], though in essence they have been known about for
some time. In this section, we study masas of product class in the context of mixing properties
of subalgebras. One of our main results in this section builds on those obtained by Jolissaint
and Stalder in [15], in particular, [15, Theorem 3.5]. Furthermore, in restricting ourselves to
a smaller class of dynamical systems – namely, the ones that arise from semidirect products
of groups – the absence of Z–systems with strictly absolutely continuous spectrum will be
a consequence of the analysis undertaken in §4 and §5. We begin by recalling the following
property of masas from [23], which is closely related to masas of product class.
Definition 4.1. We say that a masa A ⊂M has the property (SU) if it satisfies the following
conditions: There exists a set S ⊂ M such that EA(x) = 0 for all x ∈ S, and the linear span
of S is dense in L2(M) ⊖ L2(A); there is an orthonormal basis {vn}
∞
n=1 ⊂ A of L
2(A) such
that
∞∑
n=1
‖EA(xvnx
∗)‖22 <∞ for all x ∈ S;(7)
and there is a nonzero vector ζ ∈ L2(M)⊖L2(A) such that EA(ζu
nζ∗) = 0 for all n 6= 0, where
u is a Haar unitary generator of A.
There are many examples of masas in both the hyperfinite and free group factors known to
satisfy (SU). In [23], it was shown that any masa satisfying (SU) is also a masa of product
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class. In the same work, it was shown that masas of product class satisfy a similar (but slightly
weaker) set of conditions to those in (SU) [23, Theorem 2.5]. In the analysis that follows, we
assume A = L∞([0, 1], λ). Note that the results below use Lemma A.1 from the appendix.
Theorem 4.2. Let A ⊂ M be a masa of product class. Then A is a mixing masa.
Proof. In Theorem 2.5 [23], it was shown that the hypothesis implies the following. There is
a set S ⊂ L2(M)⊖ L2(A) such that span S is dense in L2(M)⊖ L2(A),∑
n∈Z
‖EA(ζv
nζ∗)‖22 <∞ for all ζ ∈ S,
and there is a nonzero ξ0 ∈ L
2(M)⊖L2(A) such that EA(ξ0v
nξ∗0) = 0 for all n 6= 0, where v is
the Haar unitary generator of A corresponding to the function [0, 1] ∋ t 7→ e2πit. Furthermore,
the proof of the same theorem shows that S can be chosen so that
dηζ
d(λ⊗λ)
is essentially bounded
for ζ ∈ S.
Use Lemma A.1 and Remark A.2 to conclude that there is a dense subset S ′ ⊂ L2(M)⊖L2(A)
such that ∑
n∈Z
‖EA(ξ1v
nξ∗2)‖
2
2 <∞ for all ξ1, ξ2 ∈ S
′,
and
dηξ
d(λ⊗λ)
is essentially bounded for all ξ ∈ S ′. In the above statements, it is implicit that the
vectors ζ , ξi, i = 1, 2, are such that EA(ζv
nζ∗),EA(ξ1v
nξ∗2) ∈ L
2(A); thus there is no confusion
in considering their L2–norms.
Making arguments as in [32, Section 11.4], it is easy to see that if {an} ⊂ A is a bounded
weakly null sequence of operators, then EA(ξ1anξ
∗
2)→ 0 in ‖·‖2 for all ξ1, ξ2 ∈ S
′.
Fix x ∈ M such that EA(x) = 0. Also fix ξ ∈ S
′ and a weakly null sequence of operators
{an} ⊂ A in the unit ball. Choose a sequence of vectors ζk ∈ S
′ such that ζk → x in ‖·‖2. For
ξ ∈ S ′, from Lemma 2.3 we have EA(ξξ
∗)(t) = ηtξ([0, 1]× [0, 1]) =
∫ 1
0
fξ(t, s)dλ(s) for λ almost
all t, where fξ =
dηξ
d(λ⊗λ)
. Since fξ is essentially bounded, it follows from Lemma 3.6 [22] that
EA(ξξ
∗) ∈ L∞([0, 1], λ). Thus, for n ∈ N,
sup
a∈C[0,1]:‖a‖
2
≤1
∣∣∣∣∫ 1
0
a(t)EA((ζk − x)anξ
∗)(t)dλ(t)
∣∣∣∣ = sup
a∈C[0,1]:‖a‖
2
≤1
|τ((ζk − x)anξ
∗a)|
= sup
a∈C[0,1]:‖a‖
2
≤1
|〈(ζk − x)an, a
∗ξ〉|
≤ ‖ζk − x‖2 sup
a∈C[0,1]:‖a‖
2
≤1
〈a∗ξ, a∗ξ〉
1
2
= ‖ζk − x‖2 sup
a∈C[0,1]:‖a‖
2
≤1
τ(a∗EA(ξξ
∗)a)
1
2
≤ ‖EA(ξξ
∗)‖
1
2 ‖ζk − x‖2 .
This shows that EA((ζk − x)anξ
∗) ∈ L2(A) for all k, n, and a triangle inequality argument
shows that EA(xanξ
∗) → 0 in ‖·‖2. Make a further density argument to finish the proof. We
omit the details. 
Remark 4.3. A similar argument along with Theorem 3.1 [35] gives a proof of the fact that
the radial (Laplacian) masa in L(Fk), 2 ≤ k < ∞ is mixing. The same can be deduced as a
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corollary of Theorem 4.2, as the left–right measure of the radial masa is the class of product
measure [11].
The next result shows that masas of product class can in fact be compared directly with
mixing masas, and possess far stronger convergence properties.
Theorem 4.4. Let A ⊂ M be a masa. Suppose the left–right measure of A is the class of
product measure. Let x, y ∈ M be such that EA(x) = 0 = EA(y). If (un) is a bounded sequence
in A converging to zero in the weak operator topology, then EA(xuny
∗) converges to zero λ
almost everywhere.
Before we prove Theorem 4.4, we need to make an observation. Let x ∈ M be such that
EA(x) = 0. In the results of the third author in [22, 23] that involved disintegration of
measures, it was necessary to work with functions of the form [0, 1] ∋ t 7→ ηtx(1 ⊗ a), where
a ∈ C[0, 1] ⊂ A (or a ∈ C(S1) ⊂ A as the case may be). The reason for the choice of a ∈ C[0, 1]
(or a ∈ C(S1)) in that work was to ensure that the function [0, 1] ∋ t 7→ ηtx(1 ⊗ a) was finite
almost everywhere and measurable. However, if [η] = [λ ⊗ λ], then we can allow a to be in
L∞([0, 1], λ) (or L∞(S1, λ)). In this case, the aforementioned finiteness and measurability are
not issues.
Proof of Theorem 4.4. First, fix x ∈ M with EA(x) = 0. Note that ηx ≪ λ ⊗ λ [12, Lemma
5.7]. Let g = dηx
d(λ⊗λ)
. Then g ∈ L1(λ ⊗ λ). From Lemma 3.6 [22], η˜tx ≪ λ and
dη˜tx
dλ
= gt for λ
almost all t, where gt = g(t, ·).
It is easy to verify that, [0, 1] ∋ t 7→ ηtx(1⊗ un) is in L
∞([0, 1], λ) for all n (use Lemma 2.3).
For a ∈ C[0, 1], the equation
〈EA(xunx
∗), a〉 = τ(a∗EA(xunx
∗)) = τ(a∗xunx
∗) =
∫ 1
0
a(t)ηtx(1⊗ un)dλ(t)(8)
implies that, EA(xunx
∗)(t) = ηtx(1⊗ un) for λ almost all t. Thus, for λ almost all t we have,
EA(xunx
∗)(t) = ηtx(1⊗ un) =
∫ 1
0
un(s)gt(s)dλ(s)→ 0 as n→∞.
The last statement holds because {un} is bounded, converges to zero in w.o.t and gt ∈ L
1(λ)
for almost all t.
Finally use the identity,
4 EA(xuny
∗) = EA((x+ y)un(x+ y)
∗)− EA((x− y)un(x− y)
∗)
+ i EA((x+ iy)un(x+ iy)
∗)− i EA((x− iy)un(x− iy)
∗), for all n,
to complete the proof. 
Remark 4.5. Observe that in Theorem 4.4, even if we assume only that the left-right measure
is absolutely continuous with respect to the product measure, then the conclusions remain
valid.
The following lemma is likely to be well-known to experts, but we lack a reference, so we
present it here for convenience.
Lemma 4.6. Let H be a countable discrete torsion-free abelian group. Let G be a closed
subgroup of Ĥ such that the normalized Haar measure λG of G is absolutely continuous with
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respect to the normalized Haar measure λ
Ĥ
of Ĥ (regarding λG to be a measure on Ĥ by
extending it by zero on the complement of G). Then G = Ĥ.
Proof. Note that both Ĥ and G are compact abelian groups, thus λG and λĤ exist. Con-
sequently, λ
Ĥ
(G) > 0. Since H is torsion-free, so Ĥ is connected (see Theorem 24.25 [14]).
Since λ
Ĥ
is normalized, the translation invariance of Haar measure forces that Ĥ/G is a finite
abelian group. However, the quotient map q : Ĥ → Ĥ/G is continuous, so the image of q is
connected. Thus, Ĥ/G is trivial. 
Theorem 4.7. Let Γ be a countable discrete non abelian group and let Γ0 be an infinite abelian
subgroup of Γ. Suppose L(Γ0) ⊂ L(Γ) is a mixing masa. Then,
(i) the left–right measure of L(Γ0) is the class of a measure which is absolutely continuous with
respect to the product measure;
(ii) if Γ0 is torsion-free, then the left–right measure of L(Γ0) is the class of product measure.
Moreover, Γ is i.c.c. (infinite conjugacy class) and PukL(Γ)(L(Γ0)) = {m}, m ∈ N∪{∞} and
Γ0 is malnormal in Γ.
Proof. We first prove the statements regarding the left–right measures in both cases and then
prove the remaining statements of (ii). In [15, Theorem 3.5], it was shown that the hypothesis
is equivalent to the following condition: (ST) For every finite subset F ⊂ Γ \ Γ0, there exists
a finite subset E of Γ0 such that gg0h 6∈ Γ0 for all g0 ∈ Γ0 \ E and all g, h ∈ F .
Let Γ̂0 denote the Pontryagin dual of Γ0 and let λΓ̂0 denote the normalized Haar measure
on Γ̂0. The left–right measure of L(Γ0) is naturally supported on Γ̂0 × Γ̂0. Let ug ∈ L(Γ) be
the unitary operator corresponding to the group element g ∈ Γ. Fix g ∈ Γ \ Γ0. Then, taking
F = {g, g−1}, there is a finite subset E of Γ0 such that EL(Γ0)(uguhu
∗
g) = 0 for all h ∈ Γ0 \ E.
Therefore, by arguments similar to those in the proof of Theorem 4.4 (using, in particular, the
appropriate analogue of equation (8)), we get
ηtug(1⊗ hˇ) = 0 for λΓ̂0 almost all t ∈ Γ̂0 and h ∈ Γ0 \ E,
where hˇ is the canonical image of h in C(Γ̂0). Recall that {uh : h ∈ Γ0} is an orthonormal
basis of ℓ2(Γ0). Thus, one has ∑
h∈Γ0
∥∥EL(Γ0)(uguhu∗g)∥∥22 <∞.
From the proof of Proposition 2.4 of [23] and the remark following it, we get that η˜tug ≪ λΓ̂0
and the Radon–Nikodym derivative ft of η˜
t
ug
with respect to λΓ̂0 is in L
2(λΓ̂0) for λΓ̂0 almost all
t. However, since
{
hˇ : h ∈ Γ0
}
is an orthonormal basis of L2(λΓ̂0), one has ft =
∑
h∈Γ0
〈ft, hˇ〉hˇ
for λΓ̂0 almost all t and the series converge in L
2(λΓ̂0). Consequently, only finitely many terms
of the Fourier series survive and hence ft is continuous for λΓ̂0 almost all t.
If Γ0 is torsion-free, then so is Γ0 × Γ0. By Lemma 5.6 of [12], ηug is the normalized Haar
measure of the subgroup K◦g , where Kg = {(h1, h2) ∈ Γ0 × Γ0 : h1gh2 = g} and K
◦
g = {γ ∈
Γ̂0 × Γ̂0 : γ(Kg) = 1}. By the first part of the argument ηug ≪ λΓ̂0 ⊗ λΓ̂0. Thus, by Lemma
4.6 it follows that K◦g = Γ̂0 × Γ̂0, i.e., Kg is trivial.
No matter what Γ0 be, if gi ∈ Γ \ Γ0 and ci ∈ C for 1 ≤ i ≤ n, then η∑ni=1 ciugi =∑n
i=1 |ci|
2 ηugi +
∑n
i 6=j=1 cic¯jηugi ,ugj ≪ λΓ̂0 ⊗ λΓ̂0 from equation (4). Now, the linear span of
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{ug : g ∈ Γ \ Γ0} is dense in ℓ
2(Γ0)
⊥ in ‖·‖2. Use Lemma 3.9, 3.10 of [22] to conclude that
ηζ ≪ λΓ̂0 ⊗ λΓ̂0 for all ζ ∈ ℓ
2(Γ0)
⊥. Finally, use Lemma 5.7 [12] to conclude about the left–
right measure.
The statement regarding the Puka´nzsky invariant in case (ii) follows directly from Lemma
5.7 [12] and the preceding arguments, as Kg = Kg′ for all g, g
′ ∈ Γ \ Γ0. (The same can be
directly deduced from Theorem 4.1 [34] as well by considering the double coset structure of
Γ0 in Γ). Malnormality of Γ0 is true for the same reason (Kg is trivial for g 6∈ Γ0).
We now show that L(Γ) is a factor (in case (ii) of the statement), which will force Γ to be
i.c.c. If p 6= 0 is a central projection of L(Γ), then L(Γ) = L(Γ)p ⊕ L(Γ)(1 − p). Note that
p ∈ L(Γ0). The left–right measure of L(Γ0) is [λΓ̂0 ⊗λΓ̂0 ] and [ηug ] = [λΓ̂0 ⊗λΓ̂0 ] for g ∈ Γ \Γ0.
But for any a, b ∈ L(Γ0), we have
〈augb, ug〉 = 〈(ap⊕ a(1− p))(ugp⊕ ug(1− p))(bp⊕ b(1 − p)), (ugp⊕ ug(1− p))〉
= 〈apugpbp, ugp〉+ 〈a(1− p)ug(1− p)b(1 − p), ug(1− p)〉.
This shows that ηug is supported on the union of two measurable rectangles and hence the left–
right measure is concentrated on the same set. Consequently, the left–right measure cannot
be equal to the product class unless p = 1. Thus, L(Γ) is a factor. 
Remark 4.8. As was pointed out to us by the referee of an earlier version of this paper,
(ii) of Theorem 4.7 does not hold if Γ0 has torsion. For example, consider the inclusion
Z×Z/nZ ⊂ F2×Z/nZ, where Z is a free factor of F2. Then the hypothesis of Theorem 4.7 is
satisfied but the left–right measure of the inclusion is absolutely continuous but not Lebesgue,
as F2 × Z/nZ is not i.c.c. Also, in the torsion-free case malnormality of Γ0 is equivalent to
strong mixing, for malnormality forces the masa to be of product class. Malnormal subgroups
were used by Popa to gain control over normalizers and relative commutants [27]. Recently,
Robertson and Steger [31] have proved that, if G is a connected semisimple real algebraic
group such that G(R) has no compact factors, then any torsion-free uniform lattice subgroup
Γ of G(R) contains a malnormal abelian subgroup Γ0 such that PukL(Γ)(L(Γ0)) = {∞}. Thus,
the group von Neumann factor of any such torsion-free uniform lattice subgroup contains a
singular masa of product class and infinite multiplicity. In general, it is of interest to know
whether every II1 factor has a singular masa of product class and infinite multiplicity. It is also
to be noted that, there are no examples so far of masas in II1 factors for which the left–right
measure is absolutely continuous with respect to the product class, but not equivalent to the
product class.
The significance of the next corollary will become clear in the next section, when we relate
the left–right measure to the maximal spectral type of an action.
Corollary 4.9. There does not exist any countable discrete group of the form Γ ⋊α Γ0 with
|Γ| =∞, and Γ0 being torsion-free and abelian, such that L(Γ0) ⊂ L(Γ)⋊αΓ0 is a mixing masa
for which the left–right measure is absolutely continuous with respect to the product measure
but not equivalent to the product measure.
The next result is in spirit similar to the results in [21] regarding wandering vectors. The
results in [21] are statements about modules over abelian von Neumann algebras, while the next
result deals with bimodules. Theorem 4.10 precisely generalizes the ‘malnormality condition’
(in the context of group inclusions) for masas of product class.
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Theorem 4.10. Let A ⊂ M be a masa of product class. Let v ∈ A be a Haar unitary generator
of A. Let
W (v) = {ζ ∈ L2(M)⊖ L2(A) : EA(ζv
nζ∗) = 0, for all n 6= 0}.
Then span W (v) is dense in L2(A)⊥.
Proof. Note that for ζ ∈ L2(M)⊖L2(A), if EA(ζv
nζ∗) = 0 for all n 6= 0 for some Haar unitary
generator, then the same is true for any Haar unitary generator (see discussion after Theorem
2.1 [23]).
Let E =
{
ǫ = {ǫi,n}0≤i<n,n∈Puk(A) : ǫi,n = ±1
}
. Without loss of generality, let v correspond
to the function t 7→ e2πit. The left–right measure of A is [λ⊗ λ]. For N ∪ {∞} ∋ n ∈ Puk(A)
there exist vectors ζ
(n)
i , 0 ≤ i < n, so that the projections P
(n)
i : L
2(M) → Aζ
(n)
i A
‖·‖
2
are
mutually orthogonal, equivalent in A′, Aζ
(n)
i A
‖·‖
2
⊥ L2(A), A′(
∑
0≤i<n P
(n)
i ) is the type In
central summand of A′(1− eA), and, for a, b ∈ C[0, 1] ⊂ A and for all ǫ ∈ E ,
〈a
(
⊕
n∈Puk(A)
(
⊕
0≤i<n
ǫi,nζ
(n)
i
))
b, ⊕
n∈Puk(A)
(
⊕
0≤i<n
ǫi,nζ
(n)
i
)
〉 =
∫
[0,1]×[0,1]
a(t)b(s)dλ(t)dλ(s).
Fix ǫ ∈ E and let ζǫ = ⊕
n∈Puk(A)
⊕
0≤i<n
ǫi,nζ
(n)
i . By Lemma 2.3, we find
∥∥EA(ζǫvnζ∗ǫ )∥∥1 = ∫ 1
0
|λ(1⊗ vn)| dλ(t) = 0, for all n 6= 0.(9)
Note that ζǫ ⊥ L
2(A). For u ∈ U(A) and b, c ∈ A, use equation (9) to conclude that
EA((bζǫu)v
n(cζǫu)
∗) = bEA(ζǫv
nζ∗ǫ )c
∗ = 0 for all n 6= 0.
Let
W = span {bζǫu : u ∈ U(A), b ∈ A, ǫ ∈ E} .
It is easy to check that W is dense in L2(A)⊥. 
5. Masas from Dynamical systems
We begin this section with a remark about mixing measures. By the Riemann–Lebesgue
Lemma, any measure absolutely continuous with respect to the Lebesgue measure is mixing;
however, there are many mixing singular measures as well. Any measure absolutely continuous
with respect to a mixing measure is mixing. Thus, mixing is a property of equivalence classes
of measures. Mixing measures can be characterized in a geometric way as being asymptotically
uniformly distributed [17, Proposition 2.6]. In this section, we will analyze the notion of mixing
masas from a spectral theory point of view.
In the next theorem, we relate mixing actions of countable discrete abelian groups to Fourier
coefficients of the left–right measures of the associated mixing masas in the crossed product
constructions. For simplicity, we work with Z–actions.
Theorem 5.1. Let α be a free mixing action of Z on a diffuse separable finite von Neumann
algebra N preserving a faithful normal tracial state τ . If [η] is the left–right measure of L(Z) ⊂
N ⋊α Z, then η˜
t is a mixing measure for λ almost all t.
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Proof. Let M = N ⋊α Z. The tracial state on M will be denoted by τ as well. Let un ∈M be
the canonical unitaries implementing the action. Suppose x ∈ N and n, n1, n2 ∈ Z. Then, the
equation
〈un1xunun2, xun〉 = τ(un1xunun2u−nx
∗) = τ(un1xun2x
∗),(10)
implies that ηxun = ηx for all x ∈ N and all n ∈ Z.
Note that the left–right measure of L(Z) ⊂ M is naturally supported on Ẑ = S1. Identify
L(Z) = L∞(S1, λ), where λ is the normalized Haar measure on S1, via the standard iden-
tification which sends un to the function en(t) = t
n, t ∈ S1, n ∈ Z. Now, for x ∈ N and
m ∈ Z,
EL(Z)(xumx
∗) = EL(Z)(xαm(x
∗)um) = EL(Z)(xαm(x
∗))um = τ(xαm(x
∗))um.
Therefore, from Lemma 2.3, ηtx(1 ⊗ em) = τ(xαm(x
∗))em(t) for λ almost all t ∈ S
1 and for
all m. Since the action α is mixing, so η˜tx is a mixing measure for λ almost all t whenever
τ(x) = 0.
Let x =
∑n
i=1 xiuki ∈ M be such that EL(Z)(x) = 0 and ki 6= kj for i 6= j. Therefore,
τ(xi) = 0, for all 1 ≤ i ≤ n. Now from equation (10), we get ηx =
∑n
i=1 ηxi+
∑n
i 6=j=1 ηxiuki ,xjukj .
It is easy to see that dηxiuki ,xjukj = (1 ⊗ eki−kj)dηxi,xj for all i 6= j. Thus, from equation (3)
and Lemma 3.6 [22] it follows that,∫
S1
smdη˜txiuki ,xjukj
(s) =
∫
S1
smski−kjdη˜txi,xj(s)→ 0 as m→∞
for λ almost all t. This shows that η˜tx is a mixing measure for λ almost all t.
There is a unit vector ζ ∈ L2(M)⊖L2(L(Z)) such that η = ηζ . Let xn =
∑kn
i=1 x
(n)
i u
(n)
ki
∈M
with x
(n)
i ∈ N be such that EA(xn) = 0, ‖xn‖2 ≤ 1 for all n ∈ N and xn → ζ as n → ∞ in
‖·‖2. Then, ηxn → ηζ = η in ‖·‖t.v from Lemma 3.10 [22]. Then from Lemma 3.9 [22], there is
a subsequence nk with nk < nk+1 for all k and a set E ⊂ S
1 with λ(E) = 0, such that for all
t ∈ Ec, η˜txnk
, η˜t are finite and
sup
A⊆S1,A Borel
∣∣∣η˜txnk (A)− η˜t(A)∣∣∣→ 0 as k →∞.
Note that η˜txnk
are mixing measures for all k and for λ almost all t. From standard approxi-
mation arguments, it follows that η˜t is a mixing measure for λ almost all t. 
We now study relations between the spectral measure of an action and the left–right measure
of a masa that arises from a dynamical system. Before doing so, we need some preparation
on unitary representations. Let H be a locally compact abelian (LCA) group. Note that Ĥ
is also a LCA group, where Ĥ denotes the Pontryagin dual of H . Also note that, if H is
discrete, then Ĥ is compact and vice versa. Let σĤ denote the Borel σ–algebra of Ĥ. The
following result was proved by Stone for the case H = R and then independently generalized
by Naimark, Ambrose and Godement, and is called the SNAG theorem [2, Theorem D.3.1].
Theorem 5.2 (SNAG Theorem). Let (π,H) be a strongly continuous unitary representation
of a LCA group H on a separable Hilbert space H. Then there exists a unique regular projection
valued measure Eπ : σĤ → Proj(H) on Ĥ such that
π(g) =
∫
Ĥ
χ(g)dEπ(χ), for all g ∈ H.
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Let (X, ν) be a Lebesgue probability space, where X is a compact metrizable space. Let
H be a countable discrete abelian group and let α be an automorphic (free) ergodic action
of H on X preserving the measure ν. This gives rise to a canonical unitary representation
π : H → B(L2(X, ν) ⊖ C1). Let µ be the maximal spectral type of this representation that
arises from a vector f0 ∈ L
2(X, ν) ⊖ C1 [24, p. 13]. Consequently, by SNAG theorem and
Hahn–Hellinger theorem [24], there is a µ–measurable field of Hilbert spaces {Hψ}ψ∈Ĥ such
that
L2(X, ν)⊖ C1 ∼=
∫ ⊕
Ĥ
Hψdµ(ψ)(11)
and L∞(Ĥ, µ) is unitarily equivalent to the algebra of diagonalizable operators with respect
to the decomposition in equation (11). For f, g ∈ L2(X, ν)⊖C1, denote by µf,g the (possibly)
complex Borel measure on Ĥ obtained as µf,g(B) = 〈Eπ(B)f, g〉, where B ⊆ Ĥ is Borel. We
will also denote µf,f by µf . Thus µf0 = µ. The dimension function of this decomposition in
equation (11) is the spectral multiplicity of the representation π. Now (see Proposition 11 p.
174, [9])
(L2(X, ν)⊖ C1)⊗ L2(Ĥ, λĤ)
∼=
∫ ⊕
Ĥ×Ĥ
Hψ,χdµ(ψ)dλĤ(χ), where Hψ,χ = Hψ,(12)
and λĤ is the normalized Haar measure on Ĥ .
Each h ∈ H defines a continuous function ĥ : Ĥ → C by ĥ(χ) = χ(h), χ ∈ Ĥ . Furthermore,
h ∈ H defines a unitary operator m
ĥ
on L2(Ĥ, λ
Ĥ
) given by m
ĥ
(f) = ĥf , f ∈ L2(Ĥ, λ
Ĥ
),
and a projection e
ĥ
projecting onto Cĥ. Via the Fourier transform, the crossed product
factor Rα = L
∞(X, ν) ⋊α H (which of course is the hyperfinite II1 factor) is generated by{∑
h∈H αh(f)⊗ eĥ : f ∈ L
∞(X, ν), h ∈ H
}
and
{
1⊗m
ĥ−1
: h ∈ H
}
on L2(X, ν)⊗L2(Ĥ, λ
Ĥ
).
Note that we follow [2] for the definition of Fourier transform. One considers this standard
(GNS) representation of Rα on L
2(X, ν)⊗ L2(Ĥ, λĤ). Let J denote the conjugation operator
on the space L2(X, ν) ⊗ L2(Ĥ, λĤ). For g ∈ H , let vg be the unitary in B(L
2(X, ν)) that
implements the automorphism αg. That is, if Tg is the measure preserving transformation
such that αg(f) = f ◦ T
−1
g , f ∈ L
∞(X, ν), then vga = a ◦ T
−1
g for all a ∈ L
2(X, ν). It is easy
to see that for f ∈ L∞(X, ν) and g ∈ H ,
J
(
(1⊗mĝ)(
∑
h∈H
αh(f)⊗ eĥ)
)
= (vg ⊗mĝ−1)
(∑
h∈H
αh(f)⊗ eĥ
)
, and(13)
J(1⊗mĝ)J = (vg ⊗mĝ−1).
Theorem 5.3. The left–right measure [η|∆(Ĥ)c ] of the masa L(H) ⊂ Rα is the equivalence
class of S∗(µ ⊗ λĤ), where µ is the maximal spectral type of the unitary representation of
H on L2(X, ν) ⊖ C1 that arises from the action α and S : Ĥ × Ĥ → Ĥ × Ĥ is given by
S(ψ, χ) = (χ, χψ).
Proof. Let τRα denote the faithful normal tracial state of Rα. It is clear that Ĥ × Ĥ is the
natural space where the left–right measure is to be built. Write η|∆(Ĥ)c = η. For f ∈ L
∞(X, ν)
and g ∈ H , write α(f) =
∑
h∈H αh(f)⊗ eĥ and wg = 1 ⊗mĝ. The operator wg is canonically
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identified with the function ĝ ∈ C(Ĥ). For i = 1, 2, fix fi ∈ L
∞(X, ν) and hi ∈ H . Now for
g1, g2 ∈ H ,
〈wg1α(f1)wh1wg2, α(f2)wh2〉τRα =
∫
Ĥ×Ĥ
ĝ1(ψ)ĝ2(χ)ĥ1h
−1
2 (χ)dηα(f1),α(f2)(ψ, χ).(14)
On the other hand,
〈wg1α(f1)wh1wg2, α(f2)wh2〉τRα(15)
=〈wg1Jwg−1
2
J(α(f1)wh1), (α(f2)wh2)〉τRα
=〈(1⊗mĝ1g2)α(vg−1
2
f1)wh1, α(f2)wh2〉τRα (by equation (13))
=τRα
(
wg1g2α(vg−1
2
f1)wh1h−12 (α(f2))
∗
)
=τRα
(
wg1g2h1h−12 α(vg
−1
2
h1h
−1
2
(f1))(α(f2))
∗
)
=τRα(wg1g2h1h−12 )〈vg
−1
2
h1h
−1
2
f1, f2〉L2(X,ν) (by orthogonality of algebras)
=
∫
Ĥ
χ(g1g2)χ(h1h
−1
2 )dλĤ(χ)
∫
Ĥ
ψ(g−12 h1h
−1
2 )dµf1,f2(ψ) (by SNAG Theorem)
=
∫
Ĥ×Ĥ
ψ(g2)ψ(h1h
−1
2 )χ(g1)χ(g2)χ(h1h
−1
2 )dµf1,f2(ψ)dλĤ(χ).
Let S : Ĥ×Ĥ → Ĥ×Ĥ be given by S(ψ, χ) = (χ, χψ). Note that S is bijective. As discussed
before, let f0 ∈ L
2(X, ν) ⊖ C1 be the vector such that µf0 = µ. Now for f ∈ L
∞(X, ν), from
(14) and (15), we have
(µf ⊗ λĤ) ◦ S
−1 = ηα(f).
Let n ∈ N and fi ∈ L
∞(X, ν), hi ∈ H for 1 ≤ i ≤ n be such that EL(H)(
∑n
i=1 α(fi)whi) = 0.
Then,
∫
X
fidν = 0 and from equation (14) it follows that
dη∑n
i=1 α(fi)whi
=
n∑
i,j=1
(1⊗ ĥih
−1
j )dηα(fi),α(fj).
Thus, η∑n
i=1 α(fi)whi
≪ ηα(∑ni=1 fi) = (µ
∑n
i=1 fi
⊗ λ
Ĥ
) ◦ S−1 ≪ (µf0 ⊗ λĤ) ◦ S
−1. Note that
((µf0 ⊗ λĤ) ◦ S
−1)(∆(Ĥ)) = 0. There is a nonzero vector ζ ∈ L2(Rα) ⊖ L
2(Ĥ, λ
Ĥ
) such that
ηζ = η. By an easy approximation argument it follows that η ≪ (µf0⊗λĤ) ◦S
−1 ([22, Lemma
3.10]). Note that equations (14), (15) extend to functions fi ∈ L
2(X, ν), in particular these
equations are valid for f1 = f2 = f0. Working similarly with f1 = f0 and f2 = f0 in equations
(14), (15), one checks that (µf0⊗λĤ)◦S
−1 = ηf0⊗1. Thus, from Lemma 5.7 [12] conclude that
[(µf0 ⊗ λĤ) ◦ S
−1] = [η].
Finally, from equation (12),
L2(Rα)⊖ L
2(Ĥ, λĤ)
∼=
∫ ⊕
Ĥ×Ĥ
Hχψ−1dS∗(µ⊗ λĤ)(ψ, χ)(16)
and (L(H) ∪ JL(H)J)′′(1− eL(H)) is diagonalizable with respect to this decomposition. 
Remark 5.4. Theorem 5.3 will be used in the next section to distinguish mixing masas in the
free group factors.
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Remark 5.5. It is a long standing open question in ergodic theory that, whether there exists
a measure preserving automorphism of a Lebesgue probability space whose maximal spectral
type is absolutely continuous but not Lebesgue. There are philosophies that suggest that
the answer could go either way. For an excellent account of Koopman–realizable (through
a Z–action) measures and multiplicities check [16]. Observe that Theorem 5.3, Theorem 4.7
and Corollary 4.9 say that such a Koopman–realizable measure does not exist provided we
restrict ourselves to a smaller class of dynamical systems, namely, those that arise as semidirect
products of groups.
Corollary 5.6. Let Γ be any countable discrete group such that Γ0 ≤ Aut(Γ), where Γ0 is a
countable discrete torsion-free abelian group. Let the canonical action of Γ0 on L(Γ) be mixing.
Then the maximal spectral type of the Γ0–action is Lebesgue.
6. Mixing masas in the free group factors
The understanding of singular masas especially in the free group factors is of worth in the
subject. For construction of masas in this section, we require substantial techniques from
ergodic theory. In this section, we exhibit uncountably many non conjugate mixing masas in
the free group factors with Puka´nszky invariant {1,∞}. The general strategy is to construct
suitable masas in finite amenable von Neumann algebras and appeal to a well known result of
Dykema regarding free products [10].
Recall that the rank of a measure preserving automorphism on a standard probability space
is greater than or equal to the spectral multiplicity of the associated Koopman operator [24, p.
31]. Thus, if the rank of a mixing automorphism is one, then the spectral multiplicity of the
associated Koopman operator must also be one. In the previous section, we have related the
spectral multiplicity of a transformation to the Puka´nszky invariant of the associated masa
(along the direction of the group) in the group measure space construction.
A rank one measure preserving transformation T of the unit interval [0, 1] is constructed
by the method of cutting and stacking [13, 20, 24]. These are transformations which admit a
sequence of Rokhlin towers generating the entire σ–algebra. We will assume that the reader is
familiar with the notion of cutting and stacking. The classical staircase transformation is one
in which, at the k–th stage, one divides the (k − 1)–th stack into k equal columns and put j
spacers over the j–th column, 1 ≤ j ≤ k, which is why it is called a staircase [24, p. 153]. The
next result will be used in constructing masas in the free group factors, but it is also of some
independent interest as well.
Theorem 6.1. There exists a mixing masa B in the hyperfinite II1 factor R whose Puka´nszky
invariant is {1} and whose left–right measure is singular.
Proof. The classical staircase automorphism T is mixing and of rank one [1, p. 744]. Conse-
quently, L(Z) ⊂ RT is a mixing masa in the hyperfinite II1 factor RT = L
∞([0, 1], λ) ⋊T Z,
where λ is the Lebesgue measure on [0, 1] [15]. The Puka´nszky invariant of L(Z) ⊂ RT is {1}
from equation (16). Write B = L(Z).
The maximal spectral type of the staircase transformation is given by a Reisz product,
which is known to be singular [19] (also see p. 154 [24]). Thus from Theorem 5.3, the left–
right measure of B ⊂ RT is singular to the product class. 
Theorem 6.2. Let k ∈ {2, 3, . . . ,∞} and let Γ be any countable discrete group. There exist
uncountably many pairwise non conjugate mixing masas in L(Fk∗Γ) whose Puka´nszky invariant
is {1,∞}.
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Proof. Let
PN =
{
α = {αn}
∞
n=1 : αn > αn+1, 0 < αn < 1 for all n,
∞∑
n=1
αn = 1
}
.(17)
For α, β ∈ PN, say α 6= β if αn 6= βn for some n. Fix α ∈ PN.
Let Rα = ⊕
∞
n=1R and Bα = ⊕
∞
n=1B, where R and B are as in Theorem 6.1. The projections
pn = (0⊕· · ·⊕0⊕1⊕0⊕· · · ), where 1 appears at the n–th coordinate, is a central projection
of Rα and it belongs to Bα. Equip Rα with the faithful trace
τRα(·) =
∞∑
n=1
αnτR(·pn),
where τR denotes the unique tracial state of R. Then Bα is a mixing masa in the hyperfinite
algebra Rα and the latter is separable. The last statement is a simple application of dominated
convergence theorem.
The projections pn correspond to indicator of measurable subsets En ⊂ (S
1,m), so that
En ∩ Em is a set of m measure 0 for all n 6= m (where m is the normalized Haar measure
on S1). Upon applying appropriate transformations, the left–right measure of B ⊂ R can be
transported to each En × En, which is denoted by [ηn]. We also assume ηn(En × En) = 1 for
all n.
Consider (M, τM) = (Rα, τRα) ∗ (R, τR). Then M is isomorphic to L(F2) by a well known
theorem of Dykema [10]. Note that Bα ⊂ L(F2) is a mixing masa by Propositions 6.1, 6.5 [4].
The left–right measure of the inclusion Bα ⊂ L(F2) is
[m⊗m+
∞∑
n=1
1
2n
ηn]
and PukL(F2)(Bα) = {1,∞} from Proposition 5.10 and Theorem 3.2 [12] (also see [23]).
Since automorphisms of II1 factors are trace preserving, the non conjugacy of Bα and Bβ
in L(F2) for α 6= β follows clearly by considering their left–right measures in the measure–
multiplicity invariant.
There exist isomorphisms [10]
L(F2) ∗ L(Fk−2 ∗ Γ) ∼= L(Fk ∗ Γ) for k ≥ 2.
For k ≥ 2, each Bα is a mixing masa (Propositions 6.1, 6.5 [4]) in L(Fk∗Γ) with PukL(Fk∗Γ)(Bα) =
{1,∞} [12]. Use Lemma 5.7, Proposition 5.10 [12] to decide the non conjugacy of Bα and Bβ
when α 6= β in the free product. 
Remark 6.3. It is difficult to distinguish between two mixing masas in the free group factors.
If two masas in a free group factor are of product class, then it becomes a significantly difficult
problem (e.g., the conjugacy of the Laplacian masa and the generator masas is a challenging
problem [11]). Maximal injectivity of masas can be used but that too in very limited cases. The
left–right measure of any masa in the free group factors always contains a part of the product
measure as a summand [39]. This statement is one of the deep results in the subject. So,
the singular summand of the left–right measure is a plausible candidate that can distinguish
two masas with same Puka´nszky invariant. It is a very common idea to build a masa in a
free group factor by starting with a masa in the hyperfinite II1 factor. But mixing masas in
the hyperfinite II1 factor arising from ergodic group actions are also rare. The set of mixing
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transformations is meager in the (Polish) weak topology on the group of all measure preserving
transformations. In [38], a Polish topology strictly stronger than the induced weak topology
was introduced and it was shown that a generic mixing transformation has multiplicity {1}.
Nevertheless, many more values of the multiplicity function of mixing transformations were
obtained by Danilenko in [7]. But it is yet not known whether the maximal spectral types of
these transformations in [7] are singular to Lebesgue measure. In case they are, our technique
applies to construct more mixing masas in the free group factors.
Appendix A. A Technical Result
As before, let A be a masa in a II1 factor M . We continue to assume that A ∼= L
∞([0, 1], λ),
where λ is the Lebesgue measure. The next Lemma was remarked in [23] under a stronger
hypothesis. We assume the theory of L1 spaces associated to finite von Neumann algebras for
which we refer the reader to [32].
Lemma A.1. Let the left–right measure of A be the class of product measure. Let v ∈ A be
the Haar unitary generator corresponding to the function [0, 1] ∋ t 7→ e2πit. Then the following
are equivalent.
(i) There is a set S ⊂ L2(M)⊖ L2(A) such that span S is dense in L2(M)⊖ L2(A), and∑
k∈Z
∥∥EA(ζvkζ∗)∥∥22 <∞ for all ζ ∈ S.
(ii) There is a set S ′ ⊂ L2(M)⊖ L2(A) such that S ′ is dense in L2(M)⊖ L2(A), and∑
k∈Z
∥∥EA(ζ1vkζ∗2 )∥∥22 <∞ for all ζ1, ζ2 ∈ S ′.
The vectors EA(ζ1v
kζ∗2),EA(ζv
kζ∗) in the statement of the above lemma are in L1(M).
But in the statement of Lemma A.1, it is implicit that the sets S, S ′ can be chosen so that
EA(ζ1v
kζ∗2 ),EA(ζv
kζ∗) ∈ L2(A). Thus, there is no confusion in considering their L2–norms.
Proof. We have to prove (i)⇒ (ii) only. For b ∈ C[0, 1] and ζ ∈ S, the Fourier series expansion
of b and a simple application of Cauchy–Schwarz inequality show that EA(ζbζ
∗) ∈ L2(A).
Indeed, b =
∑
k∈Z〈b, v
k〉vk with convergence in ‖·‖2. Thus,
sup
a∈A:‖a‖
2
≤1
|τ(EA(ζbζ
∗)a)| ≤ sup
a∈A:‖a‖
2
≤1
∑
k∈Z
∣∣τ(EA(ζvkζ∗)a)∣∣ ∣∣τ(bv−k)∣∣
≤
∑
k∈Z
∥∥EA(ζvkζ∗)∥∥2 ∣∣τ(bv−k)∣∣
≤
(∑
k∈Z
∥∥EA(ζvkζ∗)∥∥22
) 1
2
‖b‖2 <∞.
This proves the claim.
From Lemma 5.7 [12], we have ηζ ≪ λ⊗λ. Then Lemma 2.3 and standard theory of Fourier
series show that:
(a) fζ =
dηζ
d(λ⊗λ)
is in L2(λ⊗ λ) for all ζ ∈ S,
(b) ‖EA(ζbζ
∗)‖22 =
∫ 1
0
|λ(fζ(t, ·)b)|
2 dλ(t) for all b ∈ C[0, 1].
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To prove (a) observe that∫ 1
0
∑
k∈Z
∣∣ηtζ(1⊗ vk)∣∣2 dλ(t) =∑
k∈Z
∫ 1
0
∣∣ηtζ(1⊗ vk)∣∣2 dλ(t) =∑
k∈Z
∥∥EA(ζvkζ∗)∥∥22 <∞.
Thus, for λ almost all t one has,∑
k∈Z
∣∣∣∣∫ 1
0
fζ(t, s)v
k(s)dλ(s)
∣∣∣∣2 <∞.
Thus (a) is established upon using Lemma 3.6 [22]. The proof of (b) is an easy consequence
of (a) and Theorem 2.3.
Let ξ1 =
∑n
i=1 ciζ
1
i , ξ2 =
∑m
j=1 djζ
2
j with ζ
1
i , ζ
2
j ∈ S, ci, dj ∈ C for all 1 ≤ i ≤ n, 1 ≤ j ≤ m.
Note that for all i, j,∑
k∈Z
∥∥EA(ζ1i vkζ1i ∗)∥∥22 <∞,∑
k∈Z
∥∥EA(ζ2j vkζ2j ∗)∥∥22 <∞.
Then by assumption fζ1i , fζ2j ∈ L
2(λ⊗ λ) for all i, j. From equation (4), ηζ1i ,ζ2j ≪ λ⊗ λ. But
because
∣∣∣ηζ1i ,ζ2j ∣∣∣ ≤ ηζ1i + ηζ2j , we conclude that fξ1,ξ2 = dηξ1,ξ2d(λ⊗λ) ∈ L2(λ⊗ λ).
Fix a, b ∈ C[0, 1]. Then as τ extends to L1,∫ 1
0
a(t)EA(ξ1bξ
∗
2)(t)dλ(t) = τ(aEA(ξ1bξ
∗
2)) = τ(aξ1bξ
∗
2) =
∫
[0,1]×[0,1]
a(t)b(s)dηξ1,ξ2(t, s)(18)
=
∫
[0,1]×[0,1]
a(t)b(s)fξ1,ξ2(t, s)dλ(t)dλ(s)
=
∫ 1
0
a(t)λ(fξ1,ξ2(t, ·)b)dλ(t).
Now consider the function [0, 1] ∋ t
g
7→ λ(fξ1,ξ2(t, ·)b). It is clearly λ–measurable and∫ 1
0
|λ(fξ1,ξ2(t, ·)b)|
2 dλ(t) =
∫ 1
0
∣∣∣∣∫ 1
0
fξ1,ξ2(t, s)b(s)dλ(s)
∣∣∣∣2 dλ(t)
≤ ‖b‖2
∫ 1
0
(∫ 1
0
|fξ1,ξ2(t, s)| dλ(s)
)2
dλ(t)
≤ ‖b‖2
∫ 1
0
∫ 1
0
|fξ1,ξ2(t, s)|
2 dλ(t)dλ(s) <∞.
Therefore, from equation (18) we get,
sup
a∈C[0,1],‖a‖
2
≤1
∣∣∣∣∫ 1
0
a(t)EA(ξ1bξ
∗
2)(t)dλ(t)
∣∣∣∣ = sup
a∈C[0,1],‖a‖
2
≤1
∣∣∣∣∫ 1
0
a(t)λ(fξ1,ξ2(t, ·)b)dλ(t)
∣∣∣∣
=
(∫ 1
0
|λ(fξ1,ξ2(t, ·)b)|
2 dλ(t)
) 1
2
<∞.
Thus, it follows that EA(ξ1bξ
∗
2) ∈ L
2(A) and
‖EA(ξ1bξ
∗
2)‖
2
2 =
∫ 1
0
|λ(fξ1,ξ2(t, ·)b)|
2 dλ(t).
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Consequently, from Lemma 2.3 we have∑
k∈Z
∥∥EA(ξ1vkξ∗2)∥∥22 =∑
k∈Z
∫ 1
0
∣∣ηtξ1,ξ2(1⊗ vk)∣∣2 dλ(t) = ∫ 1
0
∑
k∈Z
∣∣ηtξ1,ξ2(1⊗ vk)∣∣2 dλ(t)
=
∫ 1
0
∑
k∈Z
∣∣∣∣∫ 1
0
fξ1,ξ2(t, s)v
k(s)dλ(s)
∣∣∣∣2 dλ(t) (Lemma 3.6 [22])
=
∫ 1
0
‖fξ1,ξ2(t, ·)‖
2
L2(λ) dλ(t)
=
∫
[0,1]×[0,1]
|fξ1,ξ2(t, s)|
2 d(λ⊗ λ)(t, s) <∞.
Finally, let S ′ = span S. 
Remark A.2. When A is a masa of product class, the set S in Lemma A.1 can be chosen
such that
dηζ
d(λ⊗λ)
is essentially bounded for ζ ∈ S (see proof of Theorem 2.5 and 2.7, [23]). So
the same is true for vectors in S ′ = span S.
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