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Abstract
This paper concerns the best causal operator approximation of the identity mapping subject to a speciﬁed
variable ﬁnite memory constraint. The causality and memory constraints require that the approximating
operator takes the form of a lower stepped matrix A. To ﬁnd the best such matrix, we propose a new tech-
nique based on a block-partition into an equivalent collection of smaller blocks, {L0,K1, L1, . . . , K, L}
where each Lr is a lower triangular block and each Kr is a rectangular block and where  is known.
The sizes of the individual blocks are deﬁned by the memory constraints. We show that the best approx-
imation problem for the lower stepped matrix A can be replaced by an equivalent collection of  inde-
pendent best approximation problems in terms of the matrices [L0], [K1, L1], . . . , [K,L]. The solution
to each individual problem is found and a representation of the overall solution and associated error is
given.
© 2006 Elsevier Inc. All rights reserved.
1. Introduction
In this paper, we ﬁnd the best possible estimate for a nominated reference random vector
using a causal linear operator on an observed vector subject to a speciﬁed variable ﬁnite memory
constraint. The optimal operator is selected from a class of lower stepped matrices with prescribed
form. If the observed vector depends via some unknown linear functional on the reference vector
alone then the composition of the desired lower stepped matrix and the unknown functional can
be interpreted as an approximate identity mapping subject to the required causality and memory
constraints. In this context, we seek the best causal approximation to the identity mapping subject
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to the speciﬁed memory constraints. A key aspect of the solution procedure is a decomposition
of the original problem into a collection of smaller problems deﬁned by lower triangular and
rectangular matrix blocks.
The theory of operator approximation with prescribed accuracy is well understood. Signiﬁcant
generalizations of the Stone–Wierestrass theorem to operators on various topological spaces are
obtained in [3,11,12,15,21,29] and in [13,14,23,24,34] these techniques have been extended to
the problems arising in systems theory.
The theory of best constrained operator approximation is not sowell developed, although it is an
area of intensive recent research. Despite increasing demands for optimal estimation techniques
from such diverse applications as neuro-psycho-biology [8], remote sensing [19] and multivariate
statistical analysis [18] there have been relatively few signiﬁcant advances [2,5,22–24]. Much
of the underlying difﬁculty of best constrained approximation stems from the speciﬁc structural
requirements imposed on the matrix operators by realistic constraints such as causality and ﬁnite
memory. Although best approximation by causal operators has been considered in [2,5,7,22] there
are no comparable results for operators with restricted memory.
The general theory of best approximation is studied, for example, in [26,28] and potentially
useful nonlinear techniques for best operator approximation have been proposed recently in
[30–33,36,37].
The particular results that relate most directly to our discussion are those obtained in [2,7,22].
The paper by Bode and Shannon [2] proposes a best causal approximating operator for estimation
of a reference random vector and it seems that this result was not extended for almost half a
century. Eventually the Bode–Shannon theorem [2] was generalized in 1995 by Ruzhansky and
Fomin [22], to cover weighted approximation in ﬁnite-dimensional spaces and, in 2000, by Fomin
and Ruzhansky [7], to cover weighted approximation in inﬁnite-dimensional spaces.
This paper concerns the theory of best causal operator approximation subject to a speci-
ﬁed variable ﬁnite memory constraint. The memory constraint imposes a speciﬁed structure on
the approximating operator which we describe fully in Section 3 and which we call a lower
stepped matrix. The mandatory structure of the lower stepped matrix makes the optimization
difﬁcult. In this regard, we observe that the corresponding problem for a causal operator with
unlimited memory imposes a much simpler structural requirement where the operator is de-
ﬁned by a lower triangular matrix. This problem has only been solved under the strong assump-
tion of a positive deﬁnite associated covariance matrix (see [2,7,22]). We avoid such assump-
tions and solve the more general problem for a causal operator with variable ﬁnite memory.
This result is given as Theorem 1. The motivation is that in practice (see, for example [8,19]),
there are many large problems where it is not feasible to remove intrinsic hidden dependen-
cies in the observed data. In such cases the auto-covariance may well be singular. It is also
true with large data sets that real-time processing may impose some signiﬁcant limitations on
memory.
The solution technique proposed in this paper is substantially different from those used in
[2,7,22] although our considerations are certainly motivated by these results and the practical
problems discussed above.Our formulation of the problem is given in Section 3 and some auxiliary
results are presented in Section 4. The solution is provided in Section 5.
2. Preliminaries
Let 1 < 2 < · · · < n be time instants and suppose k = (k) and k = (k) are real
valued random variables having ﬁnite second moments. We will write these random variables
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collectively as random vectors
x = [1, 2, . . . , n]T and y = [1, 2, . . . , n]T .
The vector x is a reference vector that we wish to estimate from the observed data vector y. In
theory, the vector y can be regarded as a function of x but of course in practice our observations
of y are disrupted by random noise. Let
z = [1, 2, . . . , n]T
be an estimate of x deﬁned by z = Ay whereA is a linear operator deﬁned by a matrixA ∈ Rn×n.
We will further use the same symbol for both a matrix and a linear operator deﬁned by the matrix
and acting on a random vector. The matrix A is restricted by the requirements of causality and
variable ﬁnite memory which we now describe.
Let p1, . . . , p be positive integers with p1 + · · · + p = n and consider a corresponding
increasing sequence of times 1 t1 < t2 < · · · < t = n deﬁned by tr = p1 + · · · + pr for each
r = 1, 2, . . . , . Let us partition z into blocks z1, . . . , z according to these times so that
zT = [zT1 , zT2 , . . . , zT ], (1)
where zT1 = [1, . . . , t1 ] and in general zTr = [tr−1+1, . . . , tr ] for r = 2, . . . , .
In many applications 1 it is necessary, for each block zr , that A may use no more than the mr
most recent components yqr , . . . , ytr of the observed vector y where
mr = tr − qr + 1 (2)
and q1, . . . , q are non-negative integers with 1qr tr for each r = 1, . . . , . The idea here is
that each qr deﬁnes the earliest time of accessible information for estimation of the block zr and
mr denotes the maximum possible memory for block r . Of course, it should also be noted that the
estimation must remain causal within each block. Thus the element i ∈ zr with tr−1 + 1 i tr
depends only on the observed elements j with qrj i.
The memory constraints described above imply that certain elements of the matrix A =
{aij }ni,j=1 must be set equal to zero. For the given sequences {p} = {pr}r=1 and {q} = {qr}r=1
we require
aij = 0 if
⎧⎨
⎩
i < j,
1 i t1 and j < q1,
tr−1 + 1 i tr and j < qr for some r = 2, . . . , .
(3)
Deﬁnition 1. A matrix satisfying the constraint (3) is said to be a lower stepped matrix with the
speciﬁed variable ﬁnite memory. The set of such matrices is denoted by M = M({p}, {q}).
Example 1. Let n = 6 with {pr} = {2, 1, 1, 2} ⇒ {tr} = {2, 3, 4, 6}, r = 1, . . . , l, l = 4 and
{qr} = {2, 1, 3, 2}. If the symbol • denotes an entry that may be non-zero then A takes the lower
1 Examples include computer medical diagnostics [8] and real time signal processing [19].
114 A. Torokhti, P. Howlett / Journal of Approximation Theory 143 (2006) 111–123
Fig. 1. The lower stepped matrix of Example 2.
stepped form
A =
⎡
⎢⎢⎢⎢⎢⎢⎣
0 0 0 0 0 0
0 • 0 0 0 0
• • • 0 0 0
0 0 • • 0 0
0 • • • • 0
0 • • • • •
⎤
⎥⎥⎥⎥⎥⎥⎦
.
Example 2. Letn = 33with {pr} = {6, 2, 2, 2, 4, 2, 5, 3, 2, 5} ⇒ {tr} = {6, 8, 10, 12, 16, 18, 23,
26, 28, 33}, r = 1, . . . , l, l = 10 and {qr} = {1, 5, 2, 6, 4, 9, 7, 16, 2, 20} then A takes the lower
stepped form shown in Fig. 1 where the shaded elements may take non-zero values.
3. Statement of the problem
Let x and y be random vectors taking values in Rn and with ﬁnite second moments for all
components. Suppose that the variance and covariance matrices formed from certain subvectors
of x and y are known. Similar assumptions are usual in the literature [2,7,10,22,27,30–33,36–38]
concerning best approximation of random vectors. Methods for estimation of covariance matrices
can be found in [4,6,16–18,20,25].
Suppose n is ﬁxed. For each A ∈ M = M({p}, {q}) deﬁne
J (A) = E[‖x − Ay‖2],
where E is the expectation operator and E[‖x‖]2 = ∫ ‖x()‖2d(). In this formula, x :  →
Rn and  = { = {} is the set of outcomes of the probability space (,, ) with  a 	- ﬁeld
of measurable subsets of ,  :  → [0, 1] an associated probability measure on  such that
() = 1. an We write ‖x()‖ for the Euclidean norm of ‖x()‖. an The problem is to ﬁnd
A0 ∈ M such that
J0 = J (A0) = min
A∈M
J (A). (4)
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4. Auxiliary results
We introduce some auxiliary results to assist presentation of the main results in Section 5. First,
in Subsection 4.1, we deﬁne a special partition of vector y and a corresponding compatible repre-
sentation of the lower stepped matrix A satisfying the memory constraints. Second, in Subsection
4.2, we propose an orthogonal transformation of the partitioned vector y. The transformation
allows us to simplify the original problem to the form presented in Section 5. Third, in Subsection
4.3, two lemmas are given which are used in Section 5.
4.1. Partition of vector y and representation of matrix A
For the purposes of subsequent discussion we will assume for the remainder of the paper that
qr+1 tr for r = 1, 2, . . . ,  − 1. This assumption simply ensures that the vectors vr,1 and the
blocks Kr deﬁned below are non-trivial. The proof of all results below remains valid without this
assumption but the notational issues become rather awkward.
The conditions (2) and (3) imply a compatible partition of vector y as follows.
We deﬁne
v1,2 =
⎡
⎢⎣
yq1
...
yt1
⎤
⎥⎦ , v2,1 =
⎡
⎢⎣
yq2
...
yt1
⎤
⎥⎦ , v2,2 =
⎡
⎢⎣
yt1+1
...
yt2
⎤
⎥⎦ , . . . , v,1 =
⎡
⎢⎣
yq
...
yt−1
⎤
⎥⎦ ,
v,2 =
⎡
⎢⎣
yt−1+1
...
yt
⎤
⎥⎦ .
Then
z = Ay =
⎡
⎢⎢⎢⎣
L1v1,2
K2v2,1 + L2v2,2
...
Kv,1 + Lv,2
⎤
⎥⎥⎥⎦ ,
where we deﬁne the lower triangular matrix
Lr+1 =
⎡
⎢⎢⎢⎣
atr+1,tr+1 0 0 · · · 0
atr+2,tr+1 atr+2,tr+2 0 · · · 0
...
...
...
. . .
...
atr+1,tr+1 atr+1,tr+2 atr+1,tr+3 · · · atr+1,tr+1
⎤
⎥⎥⎥⎦
for each r = 0, 1, . . . ,  − 1 and the matrix
Kr+1 =
⎡
⎢⎢⎢⎣
atr+1,qr+1 atr+1,qr+1+1 · · · atr+1,tr
atr+2,qr+1 atr+2,qr+1+1 · · · atr+2,tr
...
...
...
...
atr+1,qr+1 atr+1,qr+1+1 · · · atr+1,tr
⎤
⎥⎥⎥⎦ .
for each r = 1, 2, . . . ,  − 1. Let us further deﬁne
v = [v1,2T , v2,1T , v2,2T , . . . , v,1T , v,2T ]T
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and
B =
⎡
⎢⎢⎢⎢⎢⎣
L1 O O O O . . . O O O O
O K2 L2 O O . . . O O O O
...
...
...
...
. . .
. . .
...
...
...
...
O O O O O . . . K−1 L−1 O O
O O O O O . . . O O K L
⎤
⎥⎥⎥⎥⎥⎦
,
where O is the zero block of appropriate size. Then we can write z = Ay = Bv and
z1 = L1v1,2, z2 = K2v2,1 + L2v2,2, . . . , z = Kv,1 + Lv,2. (5)
Note that each component of the vector v is a component of the vector y but some y components
are repeated. Indeed the pattern for the v components is
q1 , . . . , t1︸ ︷︷ ︸
v1,2
, q2 , . . . , t1︸ ︷︷ ︸
v2,1
, t1+1, . . . , t2︸ ︷︷ ︸
v2,2
, . . . , q , . . . , t−1︸ ︷︷ ︸
v,1
, t−1+1, . . . , t︸ ︷︷ ︸
v,2
.
If we deﬁne n1,2 = t1 − q1 + 1 and nr,1 = tr−1 − qr + 1 and nr,2 = pr for each r = 2, 3, . . . , 
then vr,1 is a random vector taking values in Rnr,1 for each r = 2, 3, . . . ,  and vr,2 is a random
vector taking values in Rnr,2 for each r = 1, 2, . . . , .
The partition of x, which is compatible with the partition of z above, is denoted by
x = [xT1 , xT2 , . . . , xT ]T . (6)
4.2. Orthogonality of random vectors
The pseudo-inverse matrix [9] for any matrix M is denoted by M†. For any random vectors x
and y, we write Exy = E[xyT ] for the covariance.
Deﬁnition 2 (Torokhti and Howlett [33]). Two random vectors w1 and w2 taking values in Rn
are said to be mutually orthogonal if Ew1w2 = O. The vectors are said to be orthonormal if, in
addition, Ew1w1 = I and Ew2w2 = I where I is the identity matrix.
Lemma 1 (Torokhti and Howlett [33]). If we deﬁne 2
wr,1 = vr,1 and wr,2 = vr,2 − Zrvr,1,
where
Zr = Evr,1vr,2E†vr,1vr,1
then wr,1 and wr,2 are mutually orthogonal random vectors for each r = 2, 3, . . . , .
Let us represent zr , given by (5), in terms of orthogonal vectors. This representation will be
used in Section 5. We write
wT =
[
w1,2
T ,w2,1
T ,w2,2
T , . . . ,w,1
T ,w,2
T
]
,
2 As before, we use the same notation for a matrix and an associated linear operator.
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where w1,2 = v1,2 and
Z =
⎡
⎢⎢⎢⎢⎢⎣
I1 0 0 . . . 0 0
0 I2,1 0 . . . 0 0
0 −Z2 I2,2 . . . 0 0
...
...
...
. . .
...
...
0 0 0 · · · −Z I,2
⎤
⎥⎥⎥⎥⎥⎦
and Z−1 =
⎡
⎢⎢⎢⎢⎢⎣
I1 0 0 . . . 0 0
0 I2,1 0 . . . 0 0
0 Z2 I2,2 . . . 0 0
...
...
...
. . .
...
...
0 0 0 · · · Z I,2
⎤
⎥⎥⎥⎥⎥⎦
,
where I1 and Iij are identity matrices of appropriate sizes. Now we can write w = Zv or
equivalently v = Z−1w. Hence z1 = L1w1,2 and
zr = Krvr,1 + Lrvr,2
= Krwr,1 + Lr(wr,2 + Zrwr,1)
= (Kr + LrZr)wr,1 + Lrwr,2
= Trwr,1 + Lrwr,2
for each r = 2, 3, . . . ,  where we have written Tr = Kr + LrZr .
4.3. Some equivalent equations
Remark 1. If S is a symmetric non-negative deﬁnite matrix then we can write S = VV T
where V is orthogonal and  is a non-negative diagonal matrix. We note that S† = V†V T and
S1/2 = V1/2V T and that consequently (S1/2)† = (S†)1/2.
Henceforth we will simply write S 1/2 † = (S1/2)† = (S†)1/2 = S † 1/2.
Lemma 2. The equations
(Tr − Exrwr,1E†wr,1wr,1)E1/2wr,1wr,1 = 0 (7)
and
(Lr − Exrwr,2E†wr,2wr,2)E1/2wr,2wr,2 = 0 (8)
are, respectively, equivalent to
TrEwr,1wr,1 − Exrwr,1 = 0 (9)
and
LrEwr,2wr,2 − Exrwr,2 = 0. (10)
Proof. If (Tr − Exrwr,1E†wr,1wr,1)E1/2wr,1wr,1 = 0 then multiplying on the right by E1/2wr,1wr,1 gives
(Tr − Exrwr,1E†wr,1wr,1)Ewr,1wr,1 = 0
and since Exrwr,1E†wr,1wr,1Ewr,1wr,1 = Exrwr,1 [30], it follows that
TrEwr,1wr,1 − Exrwr,1 = 0.
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On the other hand if TrEwr,1wr,1 − Exrwr,1 = 0 then
TrEwr,1wr,1E
1/2
wr,1wr,1 − Exrwr,1E†wr,1wr,1 = 0.
Now it is known generally for any matrix M that M† = MT (MMT )†. If we set M = E1/2wr,1wr,1
then this becomes
E 1/2 †wr,1wr,1 = E1/2wr,1wr,1E†wr,1wr,1
from which it follows that
E1/2wr,1wr,1E
1/2 †
wr,1wr,1 = Ewr,1wr,1E†wr,1wr,1 .
Hence Eq. (9) can be rewritten as
TrE
1/2
wr,1wr,1E
1/2 †
wr,1wr,2 − Exrwr,1E†wr,1wr,1 = 0.
Multiplying on the right by E1/2wr,1wr,1 gives the required result
(Tr − Exrwr,1E†wr,1wr,1)E1/2wr,1wr,1 = 0.
The other equivalence is proved in the same way. 
Let us denote the Frobenius norm by ‖ · ‖F .
Lemma 3. If A = B + C and bij cij = 0 for all i, j then
‖A‖2F = ‖B‖2F + ‖C‖2F .
Proof. The proof is obvious. 
5. Main results
On the basis of decompositions presented by (1), (5) and (6), we have
J (A) = J1(L1) +
∑
r=2
Jr(Kr, Lr), (11)
where
J1(L1) = E
[
‖x1 − L1v1,2‖2
]
and Jr(Kr, Lr) = E
[
‖xr − (Krvr,1 + Lrvr,2‖2
]
for each r = 2, 3, . . . , .
Lemma 4. For A ∈ M, the following is true:
min
A∈M
J (A) = min
L1
J1(L1) +
∑
r=2
min
Kr,Lr
Jr (Kr, Lr). (12)
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Proof. Let A0 minimize J (A) in the class M and let L01,K02 , L02, . . . , K0 , L0 be the corre-
sponding submatrices deﬁned by the 1–1 correspondence between A ∈ M and the sequence
{L1,K2, L2, . . . , K, L}. Then
min
A∈M
J (A) = J1(L01) +
∑
r=2
Jr(K
0
r , L
0
r ) min
L1
J1(L1) +
∑
r=2
min
Kr,Lr
Jr (Kr, Lr) (13)
because L01 and K
0
r , L
0
r with r = 2, . . . ,  are ﬁxed. Next, let L∗1 and K∗r , L∗r with r = 2, . . . , 
be such that
J1(L
∗
1) = min
L1
J1(L1) and Jr(K∗r , L∗r ) = min
Kr,Lr
Jr (Kr, Lr).
Then
J1(L
∗
1) +
∑
r=2
Jr(K
∗
r , L
∗
r ) = J (A∗) min
A∈M
J (A) (14)
where A∗ ∈ M is formed by L∗1 and K∗r , L∗r with r = 2, . . . , . The inequalities (13) and (14)
imply the equality (12). 
Remark 2. This lemma showsus thatwe can solve the original problem (4) by solving a collection
of smaller independent problems for minimizing J1(L1) and Jr(Kr, Lr) with r = 2, . . . , .
Now, we are in the position to prove the main result given in Theorem 1 below. To this end, we
use the following notation.
For r = 1, 2, . . . , , let 
r be the rank of the matrix Ewr,2wr,2 ∈ Rnr,2×nr,2 and let
Ewr,2wr,2
1/2 = QrRr
be the QR-decomposition for Ewr,2wr,2 1/2 where Qr ∈ Rnr,2×
r and QrT Qr = I and Rr ∈
R
r×nr,2 is upper trapezoidal with rank 
r . We write Gr = RrT and use the notation
Gr = [gr1, . . . , gr
r ] ∈ Rnr,2×
r ,
where grj ∈ Rnr,2 denotes the j -th column of Gr . We also write
Gr,s = [gr1, . . . , grs] ∈ Rnr,2×s
for s
r to denote the matrix consisting of the ﬁrst s columns of Gr . Next,
e1
T = [1, 0, 0, 0, . . .], e2T = [0, 1, 0, 0, . . .], e3T = [0, 0, 1, 0, . . .], etc.,
denote the unit row vectors whatever the dimension of the space.
Finally, any square matrix M can be written as M = M + M∇ where M is lower triangular
and M∇ is strictly upper triangular.
Theorem 1. The solution to the problem (4) is given by the lower steppedmatrixA0 ∈ M deﬁned
uniquely by the sequence {L01,K02 , L02, . . . , K0 , L0} where
L0r =
⎡
⎢⎣
0r,1
...
0r,nr,2
⎤
⎥⎦ and K0r = T 0r − L0rZr (15)
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for each r = 1, 2, . . . , . For each s = 1, 2, . . . , nr,2 the row 0r,s in L0r is deﬁned by
0r,s = esT Exrwr,2Ewr,2wr,2 †Gr,sGr,s† + frT (I − Gr,sGr,s†), (16)
where frT ∈ R1×nr,2 is arbitrary. For each r = 1, 2, . . . ,  the matrix T 0r is deﬁned by
T 0r = Exrwr,1Ewr,1wr,1† + Fr(I − Ewr,1wr,1Ewr,1wr,1†), (17)
where Fr ∈ Rnr,2×nr,1 is arbitrary and I ∈ Rnr,1×nr,1 is the identity matrix.
The minimum error associated with the matrix A0 ∈ M is given by
E[‖x − A0y‖2] =
∑
r=1
⎡
⎣

r∑
s=1
nr,2∑
j=s+1
E
[
|esT Exrwr,2Ewr,2wr,2 †gr,j |2
]
+‖Exrxr 1/2‖F 2−‖Exrwr,1Ewr,1wr,1†1/2‖F 2−‖Exrwr,2Ewr,2wr,2 †1/2‖F 2
⎤
⎦ .
(18)
Proof. Since Ewr,2wr,2 = GrGrT , we have
J1(L1) = E
[
‖x1 − L1v1,2‖2
]
= E
[
‖x1 − L1w1,2‖2
]
= tr
{
Ex1x1 − Ex1w1,2LT1 − L1Ew1,2x1 + L1Ew1,2w1,2L1T
}
= tr
{
(L1 − Ex1w1,2Ew1,2w1,2 †)Ew1,2w1,2(L1T − Ew1,2w1,2 †Ew1,2x1)
}
= tr
{
(L1 − Ex1w1,2Ew1,2w1,2 †)G1G1T (LT1 − Ew1,2w1,2 †Ew1,2x1)
}
= E
[
‖(L1 − Ex1w1,2Ew1,2w1,2 †)G1‖F 2
]
(19)
and in a similar manner, for r = 2, . . . , ,
Jr(Kr, Lr) = E
[
‖xr − [Krvr,1) + Lrvr,2)]‖2
]
= E
[
‖xi − [Trwr,1 + Lrwr,2)]‖2
]
= tr
{
Exrxr − Exrwr,1TrT − Exrwr,2LrT − TrEwr,1xr
+TrEwr,1wr,1TrT + TrEwr,1wr,2LrT − LrEwr,2xr
+LrEwr,2wr,1TrT + LrEwr,2wr,2LrT
}
= tr
{
Exrxr − Exrwr,1TrT − Exrwr,2LrT − TrEwr,1xr
+TrEwr,1wr,1TrT − LrEwr,2xr + LrEwr,2wr,2LrT
}
= tr
{
(Tr − Exrwr,1Ewr,1wr,1†)Ewr,1wr,1(TrT − Ewr,1wr,1†Ewr,1xr )
+(Lr − Exrwr,2Ewr,2wr,2 †)GrGrT (LrT − E†wr,2wr,2Ewr,2xr )
+Exrxr − Exrwr,1Ewr,1wr,1†Ewr,1xr − Exrwr,2Ewr,2wr,2 †Ewr,2xr
}
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= ‖(Tr − Exrwr,1Ewr,1wr,1†)Ewr,1wr,11/2‖F 2
+‖(Lr − Exrwr,2Ewr,2wr,2 †)Gr‖F 2 + ‖Exrxr 1/2‖F 2
−‖Exrwr,1Ewr,1wr,1†1/2‖F 2 − ‖Exrwr,2Ewr,2wr,2 †1/2‖F 2. (20)
On the basis of Lemma 3 and the fact that the matrix LrGr is lower triangular we note that
‖(Lr − Exrwr,2Ewr,2wr,2 †)Gr‖F 2
= ‖(LrGr − Exrwr,2Ewr,2wr,2 †Gr) − (Exrwr,2Ewr,2wr,2 †Gr)∇‖F 2
=

r∑
s=1
s∑
j=1
|(r,sgr,j − esT Exrwr,2Ewr,2wr,2 †gr,j )|2
+

r∑
s=1
nr,2∑
j=s+1
|esT Exrwr,2Ewr,2wr,2 †gr,j |2
=

r∑
s=1
‖(r,sGr,s − esT Exrwr,2Ewr,2wr,2 †Gr,s)‖F 2
+

r∑
s=1
nr,2∑
j=s+1
|esT Exrwr,2Ewr,2wr,2 †gr,j |2 (21)
for each r = 1, 2, . . . , . The ﬁrst sum in (21) calculates the contribution from all elements with
js that are on or below the leading diagonal of the matrix (Lr − Exrwr,2Ewr,2wr,2 †)Gr and the
second sum calculates the contribution from all elements with j > s that are strictly above the
leading diagonal. To minimize the overall expression (21) it would be sufﬁcient to set the terms
in the ﬁrst sum to zero. Thus we wish to solve the matrix equation
r,sGr,s − esT Exrwr,2E†wr,2wr,2Gr,s = 0
for each r = 1, 2, . . . , l. This equation is a system of (2nr,2 − 
r + 1)
2/2 equations in (nr,2 +
1)nr,2/2 unknowns. Hence there is always at least one solution. Indeed by applying similar
arguments to those used earlier in Lemma 2, it can be seen that the general solution is given by
(16) for each r = 1, 2, . . . , .
Next, it follows from (20) that the minimum of
‖(Tr − Exrwr,1Ewr,1wr,1†)Ewr,1wr,11/2‖F 2
is attained if (7) is true. By Lemma 2, this equation is equivalent to Eq. (9). The general solution
[1] to (9) is given by (17) with K0r given by (15). The error representation (18) follows from (20)
by substituting (16) and (17). 
Remark 3. The matrix Gr ∈ Rnr,2×r has rank 
r and hence has 
r independent columns. It fol-
lows thatGr,s ∈ Rnr,2×s also has independent columns and therefore has rank s. ThusGr,sT Gr,s ∈
R
r×
r is non-singular and
Gr,s
† = (Gr,sT Gr,s)−1Gr,sT .
Hence
0r,s = esT Exrwr,2Ewr,2wr,2 †Gr,s(Gr,sT Gr,s)−1Gr,sT + frT [I − Gr,s(Gr,sT Gr,s)−1Gr,sT ]
for all r = 1, 2, . . . , .
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Finally we note that the results by Bode and Shannon [2], Ruzhansky and Fomin [22] and
Wiener [38], concerning optimal linear operator approximation, are particular cases of Theorem
1 above.
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