ABSTRACT
INTRODUCTION
The Matrix converter is a single-stage power converter, which consists of m x n bidirectional power switches in an array form. The bidirectional switches in the converter are composed by means of two IGBTs and two diodes connected in anti-parallel. Generally, the number of input phases, m must be at least three, and the number of output phases, n can be chosen from one to infinity. Currently, research works on commutation techniques [1] , operation stability [2] , and control/modulation strategy [4] - [12] of MCs increase the usage of Matrix converter in many fields like elevators, wind power generation, and mechanical manufacture [13] .
A tremendous research work focusing on control and modulation strategies of MCs can be divided into four types. They are scalar techniques, pulse width modulation (PWM), predictive control, and direct torque control (DTC) [3] .The Venturini method [4] is the first scalar technique, which obtains the duty ratio of each switch directly by calculating the function of the instantaneous value of the input voltage and the reference value of the output voltage. The Space vector modulation [5] (SVM) is based on the instantaneous space vector representation of input and output voltages and currents and it exploits the pulse width modulation, which was developed and improved in the 1990s. The modern technique, predictive control [6] , [7] evaluates the effect 52 of each possible switching state by a cost function. The switching state which minimizes the cost function will be selected to output. The DTC exploits the hysteresis comparators and SVM switching tables to obtain high-performance ac drives, was extended to MC-fed induction machines (MC-DTC) in 2001 [8] . Normally, MC-DTC adopts hysteresis comparators and switching tables which experiences the two major shortcomings: significant torque ripples and variable switching frequency [14] . To overcome these drawbacks, [15] is implemented which utilizes the duty cycle calculation. Since it reduces the torque ripples up to 30 %, it has some disadvantages:
• It uses multilevel hysteresis and subdivided voltage vectors to reduce torque ripple.
o Discrete SVM should be produced to obtain 56 virtual voltage vectors with different amplitude.
• Formation of switching table is offline & requires more accurate calculation.
• Exploits the duty cycle control.
o Complicated to implement &depends on motor parameters. To avoid all these drawbacks an advanced DTC technique is proposed in this paper.
• The Model predictive control strategy is implemented with the MC -DTC fed PMSM motor to minimize the torque ripples.
• The generalized MP-DTC [16] is approached to reduce the switching losses.
• The Branch and Bound algorithm [17] for PMSM is carried out to reduce the computational time of Cost function.
MC-DTC TOPOLOGY

Principle of Matrix converter
The matrix converter having 9 bi-directional switches that allow any output phase to be connected to any input phase. The circuit configuration is shown in Fig.1 . The input terminals of the converter are connected to a three phase power supply, while the output terminal are connected to a three phase load, like an induction motor. The relationship between the input and output voltage and current of MC can be expressed as ( ) 
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where s pq (t) is the state of switch S pq , p ∈ {A,B,C}, q ∈ {a, b, c}, and M T is the transpose of transfer matrix M. Theoretically, the nine bi-directional switches of the matrix converter can assume 512 (2 9 ) different switching states . But all of them cannot be employed usefully.
(1)
Irrespective to the control method of the matrix converter, the choice of switching states combinations must obey with two basic rules. If the converter is supplied by a voltage source and feeds an inductive load, the input phases should never be short-circuited and the output currents should not be interrupted. From a practical point of view these rules imply that one and only one bi-directional switch per output phase must be switched on at any instant. Because of this oblige, the matrix converter can follow 27 switching combinations only. In the 27 successive switching states, only 21 can be practically exploited in the DTC algorithm. These configurations are presented in 
Existing MC-DTC
Normally, the VSI-DTC employs one switching state from the VSI switching table during one sampling period to increase or decrease motor torque or flux [18] . The output voltage vectors of MC have the same direction as those delivered by a VSI (V 1 − V 6 ), as shown in Fig. 2 . Hence, MC-DTC based on VSI-DTC can adjust the input power factor on the grid side and torque and flux on the motor side at the same time, by means of the second selection of switching states. In Fig. 2 , the space is equally divided into six sectors, which are indexed by h α (α = 1, 2, . . . , 6), with the first sector covering from−π/6 to π/6. As a result, in each sector, there are two output voltage vectors that have the same direction as that of the VSI vector, and their related input current vectors just lie on different sides of the input voltage vector, in which way the phase between input voltages and currents could be controlled.
The schematic diagram of the Existing MC-DTC [15] is presented in Fig. 4 . One desired virtual VSI voltage vector is selected from the VSI switching table (see Table 2 ). Then, one MC switching state is employed [15] from Table 3 based on the virtual VSI voltage vector. When a zero-voltage vector is required from Table 2 , the zero configuration of the MC, which minimizes the number of commutations, is selected. The torque and flux are estimated, as shown in the lower part of Fig. 4 , in which the required output voltage and input current can be obtained from the input voltage, output current, and transfer matrix M.
Duty cycle calculation
It can be seen that an enhanced switching 
The one containing α i is related to time, which will be referred to as time-dependent expression in the following sections, and the other containing θ s is related to the relative position of the stator flux vector to output voltage vector. The enhanced switching table of all the positive vectors can be obtained by moving the numbers of l α and l θ . Table 2 . VSI switching table Table 3 . MC switching table
MATHEMATICAL MODELLING OF PMSM
In the rotating d-q frame, the dynamics of the surface mounted PMSM is described as [19] ( )
where ω r (t) is the rotor speed, ω e (t) is the electrical rotational rotor speed, i d (t) and i q (t) are the stator current in d-q frame, respectively. The electromagnetic torque of PMSM is expressed as [20] 3 | | 2 sin | | ( ) sin 2 4
where δ is the displacement angle between the stator and permanent-magnet flux linkage, ψ f is the permanent-magnet flux, L d and L q are the direct and quadrature stator inductances, respectively, and p is the number of pole pairs. From (7), the change rate of torque can be derived as
The derivative of δ is given by 
ADVANCED DTC
In this paper, the generalized DTC scheme with Model Predictive control is approached in Fig.5 .
Here predictive control consists a model of the whole converter and PMSM in order to predict the system behaviour after a computation period for each possible MC configuration. After that a cost function will be used to determine the configuration which is to be applied for the next computing period.
Model Predictive control
In Model Predictive Control [21] , the current control input is attained by solving at each sampling instant an inhibited optimal control problem based on the predictions delivered by an internal model of the controlled process. Generally the optimal control problem is formulated over a finite or infinite horizon. The underlying optimization procedure profits an optimal control sequence which minimizes an objective function. The first control input of this sequence is applied in accordance with the so called receding horizon policy. At the next sampling instant, the control sequence is recomputed over a shifted horizon, thus providing feedback.
Receding horizon policy
The MPC algorithm finds the sequence of optimal input u(k) that satisfies given constraints [22] . From that sequence of optimal input u(k), only the first input is applied to plant for next sampling interval. The whole process is repeated for next samples. This method of optimization of u is known as online optimization. The prediction horizon keeps on shifting towards right after each sample and the size of prediction horizon remains constant as shown in fig. 6 . So that this mechanism is termed as receding horizon policy. 
Modelling of MP-DTC scheme 4.3.1. Permanent Magnet Synchronous Machine Model
The PMSM can be modelled with the help of state space equations in the dq rotor frame (10) where I d , I q and V d , V q are stator currents and voltages expressed in the dq frame, R and L are the stator winding resistor and inductance respectively, ω is the rotor angular speed and φ is the flux produced by permanent magnets [22] .
( )
The Model parameters (R, L and φ) can be considered as constant and rotor electrical speed (ω) variations can be abandoned for a short sampling period T of the algorithm. Hence the following model can be found with a first order Euler integration.
where
t B is a constant matrix, and normally A and Φ depend on rotation speed. V d , V q must be expressed as functions of converter switching states in order to obtain a model of the whole converter -machine.
Matrix Converter Model
The dq-voltages V d and V q can be expressed as functions of output voltages [V a V b V c ] t by using rotation matrix as, 
Also the Eqn (15) can be written for phase b and c; by the way there are 27 allowable switching configurations for a three-phase to three-phase matrix converter. These converter configurations can be divided into three groups. In the first one, each output phase is connected to a different input phase (e.g. u Aa = u Bb = u Cc = 1). The corresponding output voltage vectors (in the αβ stator frame) have a constant amplitude and a variable direction. There is six configurations in this group. In the second group, each output phase is connected to the same input phase (e.g. u Aa = u Bb = u Cc = 1) There is three configurations in this group. They lead to a null output voltage vector. Finally the eighteen other configurations are in the third group. Two outputs are connected to the same input (e.g. u Aa = u Bb = u Cc = 1). The corresponding output voltage vectors (in the αβ stator frame) have a constant direction and a variable amplitude. It is worth to note that, for each paper cited in reference, the six configurations from the first group are not considered. Predictive control can use these configurations.
Model of the whole converter -machine
Firstly with (1), (2) and (18), if output currents, input voltages
, angular position and speed are measured, it is possible to predict every possible state vector after a sampling period X n (k + 1) (1 ≤ n ≤ 27) for each possible converter configuration U n (19).
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Secondly as it is possible to achieve for currents a similar reasoning than the one used to demonstrate (18) , it is also possible to predict input currents in a fixed frame AB after a sampling period for each converter configuration (20) .
Cost Function
A cost function is used to determine which configuration must be applied. As the main goal of the control scheme is to control output currents, a first cost function is proposed as the sum of differences between the reference currents I d # , I q # and the predicted currents (21) .
With this cost function, only output currents are controlled. However the matrix converter structure also allows to control input power factor. So input currents are computed with (20) in order to compute the angle between input current vector and input voltage vector if the configuration n is applied (φ in ). Then a third term is added in (21) to take into account input power factor and in order to make it as close to unity as possible (22) . In (22) c is a weighting factor. Actually the instantaneous angle between input current vector and input voltage vector is used as a way to act on input power factor. With c, it is possible to obtain a trade-off between output current control and input power factor controls.
BRANCH AND BOUND ALGORITHM FOR MPC
The Prediction of future behaviour is not very simple from computational cost point of view. It becomes really complex when prediction is to be made for few samples. The B&B approach [17] is based on the total set of feasible solutions that can be partitioned into subset of solutions which are estimated to get the finest solution [24] . Bounding value is the maximum cost at which the particular solution will be discarded and should not be branched further. Branch and bound scheme reduces the computational cost in three ways:
• Previous switching position of the MC is considered as the root node which is further branched to its eight possible positions. Then each of the eight possible switching positions (22) 63 is to be further branched to next eight possible positions. But using the branch and bound algorithm, if any switching position at first level is found to be unfeasible, it is not branched i.e.it has reached the allowable bound so that node will not be further branched. One particular case is explained in Fig. 7 . Here the minimum size of N is 2. The root node is {11 0}. Suppose that four nodes at first level {10 0}, {0 1 1}, {0 0 1} and {1 0 1} are not feasible due to violating either torque or flux limits. So these switching positions are not further branched. It saves computational efforts at level 2 and next levels if N is greater than 2.
• If at stage during the scan, a sequence is found with minimum cost, the scanning process is stopped and that sequence is decided as the most suitable one.
• Before enumerating any node, the minimum possible cost of its child node sequences is calculated from maximum switching sequence length. It is compared with minimum cost obtained so far. If it is greater than the minimum cost till that stage, that particular node is discarded. 
SIMULATION RESULT
The Simulation studies are carried out in MATLAB/Simulink to validate the proposed MC-DTC scheme for a 600 W PMSM drive system. The considerations of the PMSM are given as follows. The rated power is 600 W;maximum speed is 3000 RPM; R s = 0.165 Ω; L d = 0.268 mH; L q = 0.342 mH; the voltage constant K e = 8.7 V/kRPM; the number of pole pairs is p = 4; and the momentum of inertia is J = 0.000008 kg·m 2 . The switching frequency of MC-SVM scheme is 10 kHz, which is typically used in practical motor drive systems. The Simulink diagram is shown in fig.9 . Firstly, at 0 sec. the PMSM is operated at 10 Nm Load Torque and then sudden changes of 15 Nm, 20 Nm and 5 Nm are applied at 0.5 sec, 1 sec and 1.5 sec respectively. The steady-state performances of the proposed MC-DTC are shown in fig.10 . Moreover, the proposed DTC can output a larger mean torque at the same operating condition, which is important for drive systems 
CONCLUSION AND FUTURE WORK
In this paper, an advanced DTC scheme for MC fed PMSM has been introduced. The method retains advantages inherited from the conventional Enhanced table-Duty cycle estimation technique of DTC, and decreases the torque ripples with the help of MPC algorithm by employing Branch and Bound method. This method is more direct and able to adopt with online estimation. In the future, this control method will be improved by deriving more accurate algorithm, in order to reach a milestone by which the torque ripple can be reduced fairly.
