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この論文は第２～５章と第６～９章の２つの主な部分からなっている。第１
の部分は項目反応理論におけるパラメータの各種推定量の漸近的結果を与えて
いる。項目反応理論では項目パラメータと能力（被験者）パラメータの２つの
タイプのパラメータがある。能力テストを構成するテスト項目の尺度化のため
にはテストの標準化に用いられる被験者集団の能力パラメータは通常は直接の
関心の対象ではなく、項目の尺度化に際しては積分消去される。テストの標準
化が完了後、項目パラメータの推定値を固定値とみなし、別の受験者の能力パ
ラメータが推定対象の未知のパラメータとみなされる。
第１章では統計モデルにおけるパラメータが現実には推定量であることの問
題の導入後、以下の章で共通に用いられる漸近展開の方法を述べた。推定量の
確率展開によって４次までの漸近キュミュラントと高次漸近分散が導出された。
これらの結果はパラメータの母集団値の区間推定において高次の漸近精度を与
えるものである。
第２章では項目パラメータが既知の場合の項目反応理論における能力パラメ
ータの最尤推定量とその変換の分布の漸近近似を通常の正規近似を超えて導出
した。その漸近近似のために推定量の４次までの漸近キュミュラントと高次漸
近分散をモデルの誤特定の場合を含めて求めた。また、能力の検定と区間推定
が可能となる、４種類にステューデント化されたピボットの漸近キュミュラン
トを得た。
第３章では項目反応理論における能力のベイズ及び擬似ベイズ推定量の４次
までの漸近キュミュラントと高次漸近分散をモデルの誤特定がありうる場合に
ついて求めた。これらの推定量は一般的なウェイトを持つ加重スコア推定量の
特殊な場合として扱われた。さらに、ステューデント化後の推定量の漸近キュ
ミュラントも導出した。平均２乗誤差の比較から標準正規分布を事前分布に用
いたベイズモード推定量が点推定の場合に推奨された。しかし、区間推定では
ステューデント化後の推定量のバイアスの小さい最尤推定量が推奨された。
第４章では能力パラメータが積分消去された場合の項目パラメータの推定量
について、第２・３章の結果に対応するものを求めた。すなわち項目反応理論
における項目パラメータの周辺尤度を用いたベイズ推定量の４次までの漸近キ
ュミュラントと高次漸近分散をモデルの誤特定がありうる場合について求めた。
これらのうち漸近キュミュラントが最尤解のものと異なるのは１次および高次
分散のみであった。ステューデント化したベイズ推定量と漸近的なバイアスを
修正したベイズ推定量の４次までの漸近キュミュラントと高次漸近分散も求め
た。バイアス修正したベイズ推定量の漸近キュミュラントはバイアス修正した
最尤推定量のものと４次までは同一となることが示された。
第５章は前章までにおいて固定値とみなした項目パラメータについて、その
標本変動を考慮した上で別のグループの被験者の能力パラメータの推定量の漸
近的性質を扱った。特に項目の尺度化のための被験者数と能力パラメータの推
定のための項目数の比に関して３つの漸近的条件の下での能力パラメータの推
定量の漸近的結果を与え、そのうち２つの条件は項目パラメータの推定量の標
本変動を無視することができる部分的な根拠を与えた
この論文の第２の部分は推定量の期待２乗誤差（MSE）に関するもので、こ
こでは推定量の漸近展開に基づく漸近期待２乗誤差（AMSE）の場合を扱った。
第６章では最尤推定量を典型とする推定量に関して、漸近期待２乗誤差を最
小化するバイアス調整の方法を導出した。一般にこの調整は未知のパラメータ
を含むが、未知のパラメータを含まないいくつかの場合が示された。ロジット
の場合では、漸近不偏の推定量と最尤推定量のいずれよりも漸近期待２乗誤差
を小さくする、バイアス調整の適切な固定値が得られた。
第７章では指数分布族におけるスカラーのカノニカルパラメータの推定量の
漸近的性質を与え、特に十分統計量の歪度の２乗と尖度の比が重要であること
を示した。なお、項目反応理論においては項目パラメータが与えられた場合、
２パラメータロジスティックモデルの能力パラメータは指数分布族におけるカ
ノニカルパラメータであることが知られている。
第８・９章では項目反応理論において項目パラメータが既知の場合の能力パ
ラメータの推定量の AMSE の縮小化を異なる方法で扱っている。第８章では第
６章のバイアス調整の方法を採用した。この場合バイアス調整の最適値は未知
の母集団値に依存するが、特別な場合に母集団値に依存しないある最適値の下
限が求まり、これが一般的なモデルでも有用であることが示された。第９章は
同様の課題を擬似度数を用いて扱い、最適な擬似度数を第８章と同様に求めた。
第１０章では残された問題として、項目反応理論における複数のパラメータ
の推定量の行列期待２乗誤差の集約値について述べた。
