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Let f,(z) be the sum of precisely those terms of the Mittag-Lefller expansion 
of f(z)== csc I[Z that involve singularities in C--n, n]. For integers h with 
0 < h < n - 1, each open vertical strip in the upper half plane whose base is the real 
interval (-n + 2h, -n + 2h + 2) contains exactly one complex zero of f”(z). The 
imaginary parts of these zeros are asymptotically k (2/n) log n. 0 1989 Academic 
Press, Inc. 
1. INTRODUCTION 
Say A,(z) for n = 1, 2, 3, . . . is a series of rational approximations to the 
analytic function ,4(z) that converges uniformly on compact subsets. Then 
by Hurwitz’s theorem, the zeros of A,(z) must either tend to zeros or 
singularities (perhaps at co) of A(z). However, this does not tell us how the 
arguments or real parts (for example) of these zeros are distributed. For 
the zeros of the partial sums of e’, rather precise results were obtained by 
Szego [ 161; see also [9]. His work was later greatly extended by Saff and 
Varga [12]; further extensions appear in [4], and partial sums of sine and 
cosine are treated in [2]. For the zero distribution of a class of rational 
approximations to exponential polynomials that differs from Pad&‘s, see 
[13-151 and [S]. However, there does not seem to be much literature on 
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the zeros of truncations of “Mittag-Leffler expansions.” Here we prove 
such a result for the cosecant’s expansion [ 1, p. 1471, 
f(z) = n csc nz = 
O” (-1)” 
1 - 
lx= -33 z-m’ 
THEOREM 1. The zeros of 
fn(z)= f: z 
nl= -n 
(1.1) 
(1.2) 
form n conjugate pairs, with one pair in each strip 
-n+2kQRe(z)b -n+2k+2, O<k<n-1. (1.3) 
Since the cosecant function has no zeros, the zeros of f,(z) in a given 
vertical strip of the type (1.3) will tend to infinity as n + co, by Hurwitz’s 
theorem. The next results give a measure for the growth of these zeros. 
Theorem 2 is concerned with a given zero, while Theorem 3 gives a 
uniform bound for all zeros. 
THEOREM 2. Let k be a fixed integer. Zf n is sufficiently large and 
n = k + 1 (mod 2), then fn(x+ iy) has exactly one zero in each of the 
rectangles (resp. intervals) given by 
2 
;logn-bloglogn+g< IyJ Cilogn-aloglogn+ 1, 
and 
k(l---$-)<x<k is kal, 
k<x<k(l+&) if kd-1, 
x=0 if k=O. 
THEOREM 3. For n > 2, the zeros off, (z) 1 ie inside the rectangle given by 
]RezJ <n, [Imzl <ilogn+$. 
Zf n is sufJiciently large (e.g., n > 19,400), the second inequality can be 
replaced by 
2 
]Im z( < - log n. 
x 
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FIGURE 1 
These two theorems can actually be somewhat sharpened; see Sec- 
tions 5a and 5b. Note that f.,(z) can be written as the quotient of two 
polynomials, with the numerator of degree 2n. 
The theorems, for n = 20, are illustrated by Fig. 1. The four “corner” 
zeros are approximately + 18.67 + l.O7Oi, and the four zeros closest to the 
imaginary axis are kO.8831 f 2.23281’. 
2. PROOF OF THEOREM 1 
First we study the behaviour off,,(z) on the real axis and on the vertical 
lines z = -n + 2k + iy, 0 < k < n. 
LEMMA 1. If x is real then f,(x) has no zeros. In particular, if 
then 
and if 
then 
x>n or -n+2k<x< -n+2k+ 1, 
OQkbn-1, (2.1) 
(-lYfnb)>O, 
x< -n or -n+2k+l<x< -n+2k+2, 
OQkdn-1, (2.2) 
(-l)“fn(x)<O. 
Proof Consider the two identities 
Fu”I.(X)=nC1 ( -n1+2m-xpn+12m+l)+-& 
m=O x 
(2.3) 
and 
(-l)“f,(x)=&+~~’ ( -l 
1 
m=O x-n++m+l+x-n+2m+2 ’ > 
(2.4) 
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If x is as in (2.1) then each summand in (2.3) is positive; if x is as in (2.2) 
then each summand in (2.4) is negative, and the result follows. 
LEMMA 2. For any integer k, 0 <k <n, 
(-lYImf”(-n+2k+iy)<O (Y >O). 
Proof: We have 
and therefore 
(2.5) 
(-1)nImfn(-n+2k+iy) 
C-1) PI+??-1 
m= -” (--n+2k+m)*+ y2 
; (-l)m-I 
mE, m2+y2 
1 1 
(2h-1)2+y2-(2h)2+y2 
= f (-l)mply=Imf(iy)= -7Z <O if y > 0. 
m= --cc m*+ y2 sinh ny 
Remark. It is well known that modulo Laplace transforms the theta 
inversion formula is equivalent to the partial fraction expansion of the 
cosecant. In terms of theta functions, the above observations on positivity 
and pairs with negative sums are reflections of the fact that 
G,(t) := 1 +2 f (_,-(2h--1)2r+,-(zh,*r) 
h=l 
=Hfil ((1 -e-2n’)(l -e-(2n-1)‘)2}>0 
for 0 Q t i co. Note that 
I 
a h 
0 
e-y2V4(t) dt= hz5e, a, 
so even if we did not know the last line in the proof of Lemma 2, we would 
still have a complete proof. 
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Proof of Theorem 1. It suffices to consider the case y >O. From (2.5) 
we see that ( - 1)” Im fn (X + iy) has more negative than positive terms. 
Hence for x in any compact set S it is clear that 
(-l)nImfn(x+iy)<O for Y > Y,(S). (2.6) 
We consider the rectangle 
R: -n+2k<x<-n+2k+2, O<Y<Yo, 
with 0 <k d n - 1 and y, sufficiently large. Then by (2.6) and Lemma 2 
we have ( - 1)” Im f,(z) < 0 on the part of aR in y > 0, whereas 
(-l)“f,(z)>O on (-n+2k, -n+2k+l), (-l)“fn(z)<O on (-n+ 
2k + 1, --n + 2k + 2). Now let E > 0 be very small, and let R, denote what 
remains of R after removal of the interiors of discs of radius E about 
-n+2k, -n+2k+ 1, and --n+2k+2. Let z start at 
z,, = ( -n + 2k) + Ee”=” 
and go once counterclockwise around aR,. Then 
will (i) follow a large quartercircle about 0 starting from the point o(zO) 
with argument near -42 and ending on the positive real axis, then (ii) 
move along the positive real axis, then (iii) follow a large semicircular arc 
from the positive to the negative real axis, then (iv) move along the 
negative real axis, then (v) follow a large quartercircle to a point of argu- 
ment near 3x/2, and finally (vi) move from there back to o(zO) along a 
path that lies strictly below the real axis. This entire path winds counter- 
clockwise about 0 once, so by the argument principle there is exactly one 
zero of ( - 1)” f”(z) in the interior of R. This proves Theorem 1. 
3. PROOF OF THEOREM 2 
We start by proving the following lemmas. 
LEMMA 3. Let z = x + iy. Then 
(a) (-l)“Ref,(z)=Re((-l)“n/sinnz)-(x/n2)(1+6(n)), 
(b) (-l)“Imf,,(z)=Im((-l)“n/sinrrz)-(y/n2)(l+&(n)), 
where6(n)-+Oand&(n)~Oasn~oo. 
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Proof: Using (1.1 ), we can rewrite ( 1.2) as 
(-l)vJz)=~+z~l~~ * +z+l;+ 1 an 7cz 
+ 1 (a,+,,(z)--a,+*,(--z)), 
k=l 
(3.1) 
where 
Qk(Z) :==A ( 
1 2 1 -- 
2 z+k-1 z+k+z+k+l . > 
We note that 
112 112 z 
z-n-l + z+n+l=zZ-(n+1)2’ (3.2) 
and with z=x+iy we get 
Re 
z 
> 
-x[(n+ l)z-x2-yz] 
z2 - (n + 1)2 = [(n+ l)2-*z-yqZ+4y2(n+ I)2 
(3.3) 
Im 
( 
Z 
> 
-y[(n + I)2 +x2 + y2] 
z2-@+I)2 = [(n + 1 )2 - x2 - yq2 + 4y7n + I)2 
(3.4) 
as n -+ co. To estimate the infinite sum in (3.1), we note that 
- 6k2z - 2z3 + 22 
= [(k+z)2- l](k+z)[(k-z)2- 1 -J(k-z) 
= -$(l+O($ 
and therefore 
,z, (an+2k(z)-aa,+2k (6z))=$(l+O(~)) (3.5) 
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since 
Finally, we get Lemma 3 by taking real (resp. imaginary) parts of both 
sides of (3.1), and using (3.2)-(3.5). 
LEMMA 4. Let k be a fixed integer, and k - f d x < k + i. 
(a) (-l)“Imfn(x+iy)<O ify>(2/rt)logn-(l/n)loglogn+l, 
(b) (-l)“Imfn(x+iy)>O ify=(2/rr)logn-(l/rr)loglogn+i, 
provided that n is sufficiently large and n s k + 1 (mod 2). 
Proof. First, we estimate the cosecant terms in Lemma 3. Using the 
addition formula 
sin n(x + iy) = sin XX cash rry + i cos nx sinh rcy, 
we find, with z=x+ iy, 
71 -CR sin JTX cash ny - i,cos rtx sinh rry 
sin rtz sin* nx cash* ny + cos2 zx sinh* rty’ 
With the identities cash’ rcy = 1 + sinh* rcy and cos* IZX = 1 - sin* 71x we get 
Re&=n 
sin rcx cash rcy 
sin* nx + sinh’ ny’ 
IrnII= -7c 
cos rcx sinh rry 
sin 712 sin* xx + sinh* rry’ 
For k-a<x<k+$ we have 
$JZ<(-l)kcos7tx<1, O<sin*rrx<~. 
(3.6) 
(3.7) 
Hence we get with (3.7), 
sinh rry <Im t-lY+’ = 
l/2 + sinh* 7cy ’ sin 7rz 
sinh rry It 
<717=--. 
sinh ny sinh TTY’ 
Now 
(3.8) 
1 2 ---= 
sinh 7cy enY _ e-nY =W”Y 1 -jzny, 
116 
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sinh ny 
l/2 + sinh* 7cy 
= 2e-zy 1 - czn.’ 
1 + e-4n.Y’ 
Therefore (3.8) becomes, if we use k + 1 E n (mod 2), 
<27c 
1 
1 _ e-2ny CZY. (3.9) 
To prove part (a), it suffices to show, by Lemma 3(b) and the right 
inequality in (3.9), that 
271 
1 
1 -ee*7ve ++(l -E(n)), (3.10) 
where s(n) > 0 (possibly) and s(n) + 0 as n + co. If we substitute 
yaSogn-Jloglogn+ 1, 
n 7c 
we see that (3.10) holds when 
2 1 log log n 1 2neC” --- 
n 71 logn +log’[l-((logn)/e”n*)*](l-s(n)) 
(3.11) 
which is true for large enough n. 
To prove part (b), it s&ices to show, by Lemma 3(b) and the left 
inequality in (3.9), that 
where s(n) > 0 and s(n) -+ 0 as n -+ co. If we substitute 
2 1 1 
y=-logn--loglogn+T 
IT 7-c 
and note that we can write 
(3.12) 
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where E(n) -+ 0 as n + 00, we see that (3.12) holds when 
enI (i+s) <&, 
which is true when n is sufficiently large. This completes the proof of 
Lemma 4. 
LEMMA 5. Let k 2 1 be a fixed integer, and 
n2 
ilog - 
( > 
+;< y&log 
n2 
log n ( > 
- +l. 
71 log n 
Then 
(a) (-l)“Refn(x+iy)<O ifx=k 
(b) (-l)nRef,(x+iy)>O ifx=k(l-2/logn), 
provided n is sufficiently large and n = k + 1 (mod 2). 
Proof: For integers k B 1, let x = k - p,, 0 d jn < i. Then 
(-l)k+’ sinrcx=(-l)k+lsinn(k-~,) 
=sin@“>2JZfl,. 
Also, sin2 7cx < f. Hence if we take n E k + 1 (mod 2) we get with (3.6) 
Re (_l)“x 
->n2JZBn 
cash rcy 
sin 712 l/2 + sinh’ ICY’ 
Now 
cash 7cy 
l/2 + sinh’ zy 
therefore 
Re(-lYn -24x Jj: fineCRY. 
sin nz 
(3.13) 
To prove part (b), we have to show, by Lemma 3(a) and (3.13) that 
471 $aneCny >s (1+6(n)). (3.14) 
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Because of the restrictions on y, we have eXY d n’e”/log n, and we see that 
(3.14) holds when 
P,> 
(1 + c(n))e’ x 
4JZn logn’ 
Since e”/4 J’!? n g 1.302 and x = k + 0( 1), (3.14) holds for /I, = 2k/log n if 
n is sufficiently large. 
To prove part (a), we note that by (3.6), Re(rc/sin nz)=O when x= k. 
Hene by Lemma 3(a), (- 1)” Ref,(z) < 0 if n is sufficiently large. This 
completes the proof of Lemma 5. 
Proof of Theorem 2. If x = 0, then Ref,(z) = 0, by (3.6) and 
Lemma 3(b). Lemma 4 now implies the theorem for k = 0. 
In the following it suffices to consider k > 1; the case k 6 - 1 follows by 
symmetry because the numerator off,(z) is always an even polynomial. 
Define points A, B, C, and D by 
A:=k+i(ilog(-$-)+f), 
B:=k+i(klog(&)+l) 
C:=k(l-&-)+i(ilog($-)+I), 
D:=k(l-$--)+i(ilog(&)+f). 
Now we apply Lemmas 4 and 5, and find that 
(-l)ERef,(z)<O onAB, (-l)nImfn(z)<O onBC, 
(-l)nRefn(z)>O onCD, (-l)“Imfn(z)>O 0nDA. 
But this means that the argument of (- 1)” f,(z) increases by 2n as z 
traverses the boundary of the rectangle with the corners A, B, C, D. Hence 
by the argument principle, there is exactly one zero in the interior of the 
rectangle. This completes the proof. 
4. PROOF OF THEOREM 3 
First we establish the following bound on the zeros off,,(z). 
LEMMA 6. The zeros of f,,(x + iy) lie in the intersection D, of the two 
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disks (x f n)’ + y2 < 4~‘. (Note: D, is contained in the rectangle 
{2=x+&( -n<x<n, -$n<y<J3n}.) 
Proof With (2.3), we get 
n-1 
(-l)“fn(z)= c 
1 1 
m=,(z-n+22m)(z-n+2m+ l)$z+n. (4.1) 
Since the zeros of fn (z) are symmetric to the real and imaginary axes, it 
suffices to consider the quadrant {Re(z) 20, Im(z) < O}. In this case, 
arg(z + n) = -y for sme 0 < y < 7r/2, and, upon setting 
we have 
arg(z -n) = -y - 01, 
-y-a<arg(z-n+j)< -y, j=O, 1, . . . . 2n, 
for some 0 < c1< rr. It follows that 
arg(z+n))‘=y, 
For the terms of (4.1) to lie to one side of a straight line through the origin 
(which implies that their sum is nonzero), we need 2y + 2a < y + rc, i.e., 
2cr + y < rc. If equality holds then the three points -n, n, and z are the 
vertices of an isosceles triangle with angles CI at n and z and y at -n. In 
particular, z has distance 2n from the point -n, i.e., z lies on the circle 
(x + n)’ + y2 = 4n2. It is now clear that z lies outside this circle if 2tx + y < X. 
The lemma now follows by symmetry. 
Proof of Theorem 3. We aim to estimate the imaginary part of the 
right-hand side of (3.1). If we denote 
fY(X) := [(n + 1)2 _ x2 - y212 + 4y2(n + 1 )2 
(see (3.4)), we find 
-gfyC4 = 2x{4(n+1)‘[y2+(n+ l)‘]- [~~+y~+(n+l)~]~} 
{[(n+ 1)2-x2--2]2+4y2(n+ 1)2}2 ’ 
Let N := n + 1 and A := 4N2(y2 + N2) - (x2 + y2 + N2)2. By Lemma 6 
it suffices to consider z = x + iye D, c D,, which implies (write each 
boundary in the form x = x(y) and square these relationships) that 
120 
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A > 8N2( y2 + 3N ,/‘m - 6N2). 
It is easy to see that the term in parentheses is positive whenever 
0 < y* < 3N*; by Lemma 6 it suffices to consider this interval. Hence A > 0; 
this shows that f,(x) has a minimum at x = 0 and, consequently, by (3.4), 
Im 
( 
Z 
> 
d -Y z*-((n+l)’ (n+ l)2+y2’ 
From the work leading up to (3.9) it is clear that 
Im(-1)“~<2K l 
-\ 1 -e-2nye 
-n, 
sin 7cz 
(4.3) 
(4.4) 
for all x = Re(z). To estimate the infinite sum in (3.1), we set m := n + 2k 
and note that 
Ima,( -y[3(m+x)*-y*- l]/{(m+x)* [(m+x)*- 11’ 
+y2[3(m +x)” + 11 +y4[3(m + x)’ + 2]+ y”}. (4.5) 
Since we can restrict our attention to 0 < x < n (Lemma 6) and because of 
m 2 n + 2, we see that Im a,(z) ~0. Furthermore, it is clear that 
Im a, ( -z) 2 0 whenever 
3(m-x)2ay2+ 1. (4.6) 
Hence Im(a, (z) - a, ( -z)) d 0 when (4.6) holds. In this case we see with 
(4.4), (4.3), and (3.1) that (- 1)” Im f,(z) < 0 whenever 
Y 1 , 
(n+1)2+Y2 
>2n 1 _ e-2ny CT-‘. 
It is now easy to verify that this is satisfied for y > (2/7c) log 3n and n > 3, 
and for y 3 (2/n) log n and n 3 19,400. Furthermore, we note that 
(2/7r) log 3 < &, and that the zeros of f*(z), ( k&f i $)/2, satisfy 
y < (2/7c) log 3n (f, (z) has + i as zeros). 
If (4.6) does not hold, we have 
Imu ~~z~,A3(m--x)2-l.z-II m , 
Y6 
2 -y-3. 
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Next we note that the number of integers m > n + 2 for which (4.6) is false 
is less than y/G. Hence 
Im F ( %+2k(z)--a,+,k (-z))&yp2. 
4 
(4.7) 
k=l 
If (4.6) is false then 
Since&(x) is increasing for 0 <x 6 n + 1, we get with (4.2) 
and with (3.4), 
Im 
( 
Z 
> 
-1 
6-. 
z2-((n+1)2 4y (4.8) 
Since m 2 n + 2 and x < n, 3(m - x)’ < y2 + 1 implies y > fi. If we can 
show that 
1 1 
-+274l -e--2y’ e-v, 
Y’$ Y2 
(4.9) 
then ( - 1)” Im f,(z) < 0, by (4.8), (4.7), (4.4), and (3.1). But it is easy to 
verify that (4.9) holds for all y > fi. The proof is now complete. 
5. REMARKS 
a. It is not difficult to improve Theorem 2 as follows. From Lemma 5 
we go back to Lemma 4 and restrict our attention there to 
k(l-+-)<x<k, (5.1) 
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so the interval implicit in (3.9) will become 
substitute in (3.10), 
arbitrarily small. If we 
y=Elogn-Qoglogn+c, 
7l 7c 
we get an inequality similar to (3.1 l), and we see that the lower bound 
for all c such that (3.10) holds (for sufficiently large n) is 
c= (2/n) log rc r0.7288. We will get the same number also as an upper 
bound; this follows from the sharpened (by (5.1)) equivalent of (3.12). 
Hence, if y is the imaginary part of the zeros in Theorem 2, then 
2 
,y, -(~logn-~loglogn+Rlogn +o 
> 
as n-+cO. 
Also, by modifying Lemma 5 it could be shown that the distance 
O(k/log n) of the zeros from the line Re(z) = k is best possible. 
b. In the last part of the proof of Theorem 3 we showed that 
(-l)nImfn(z)<O if x2>(n+1)2-~(n+l)y and if y is such that (4.9) 
holds. These two conditions hold when y > $ (n + 1 - x) and y 2 t, or when 
y > ! (n + 2 - x) (since x < n). Hence we can sharpen Theorem 3 as follows: 
For n > 2, the zeros off,,(x + iy) in the first quadrant lie inside the pen- 
tagon bounded by the x- and y-axes and by the lines y= (2/7r) log n + 
&,x=n, andy=i(n+2-x). 
This means that the imaginary parts of the zeros close to the lines 
x = fn remain small. In other words: the zeros belonging to a vertical strip 
(1.3) of fixed distance to the lines x = fn remain bounded as n grows. 
Theorem 3 could be further improved by similar methods. Also, it 
appears reasonable to expect the imaginary parts of the zeros (for a fixed 
n) to be strictly decreasing in absolute value with increasing distance from 
the imaginary axis. 
c. Let us consider the kth derivatives off,(z), 
fLk’ (z) = k ! i 
In= -n 
(;I’;;;, . 
First we note that Lemma 1 also holds if we replace ( - 1)” f,(z) by 
(-l)“+kf;‘)(z),k=2,4,...; the proof remains essentially the same. Hence 
for k = 1, 3, 5, . . . . f:“‘(z) has exactly one real zero in each of the 2n intervals 
-n+j<x< -n+j+l, O<j<2n-1. Note also that fLk’(z) can be 
written as a quotient of two polynomials, with numerator of degree 
2n(k + 1). 
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Hence f;(z), for example, has n pairs of complex zeros. We conjecture 
that there is exactly one pair in each strip (1.3). The complex zeros of 
fjk)(z) for k > 2 appear to be less evenly distributed. However, we have the 
following theorem of Polya [ 111: 
Let Z(F) be the set of all zeros of all derivatives of a meromorphic 
function F(z). A point z0 is an accumulation point of Z(F), if and only if 
z,, is equidistant to the two nearest poles of F(z). 
For t;(z) = fn(z), this implies that the 2n vertical lines defined by 
Re(z) = --n + k+ 5, Og k<2n- 1, are exactly the set of accumulation 
points of Z(f,). 
d. Let f(z) be a polynomial with real simple zeros a,, . . . . a,, and 
consider 
F(z) .=f(z)f “(z) - (f’(z)? -f”(z) f’(z) 
f(z)f’(z) f’(z) f(z) 
n-1 
= jT; &L-,gl & 
J J 
where the bj are the zeros of f’(z), interlacing the aj. Hence F(z) 
“resembles” the function 
fn(z)= i z. 
m= --n 
The “Wronskian” of the polynomial f(z), Wf(z) := f(z) f “(z)- (f’(z))2, 
[S]. Note that with has been studied in 
we get 
f(z)=(z-n)(z-nn l)...(z+n) 
Wf(z) 
-Tin&=: ‘h(z) 
(f(z)) 
which is the truncated Mittag-Leffler expansion of 
1 
7c2csc2(7cz)= f ~ 
m= -cc (z-m)” 
With methods similar to those in the present paper it is shown in [3] that 
(1) g,(z) has exactly two zeros in each vertical strip k - $ < Re(z) < 
k+;, k= fl, +2, . . . . fn; 
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(2) for bounded x we have I yl N (1/2n) log n as n + co for zeros z = 
x+iy ofg,(z); 
(3) the zeros lie at a distance 0(log n/n) from each vertical line 
Re(z) = k + $ (k fixed). 
e. In [ 10, p. 3701 Polya uses truncations of 
U(z) -= 
sin z If (-1)” U(mn) m= -m z-mrc 
to prove that certain integrals 
U(z) = j-; f(t) cos zt dt 
have only real zeros. His hypotheses imply that 
sgn U(mn) = ( - 1 )“, 
so (unlike the case treated here) the nth symmetric truncation has, 
obviously, exactly 2n real roots. 
In another direction, the zeros of the function (called j?(z) rather than 
f(z)) formed by removing from the sum of (1.1) all terms with m 2 1 is 
studied in [17]. 
f. An open question here is to find analogous results for the 
Mittag-Lelfler expansion 
Ii.+ 1 tz) -=.;, -&-> 
Ii.(Z) 
A> -13 
1.. n 
where Z,(z) is the modified Bessel function of the first kind. This expansion 
occurs in [S] in connection with an open problem on the monotonicity of 
certain “Bessel” theta functions; see also [7, 61. 
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