We re-examine the empirical evidence concerning a well-known class of one-factor models for the short rate process (cf. Chan et al. [Journal of Finance 47 (1992) 1209] (CKLS)) and some recent extensions allowing for a nonlinear drift and for changing parameters with a new statistical methodology based on robust statistics, the Robust Generalized Method of Moments (RGMM). We find that standard GMM model selection procedures are highly unstable in these applications. When testing the CKLS models with the RGMM we find that they are all clearly misspecified and we identify a clustering of influential observations in the 1979 -1982 subperiod, a time span that is well known to coincide with a temporary change in the monetary policy of the Federal Reserve. This clustering of influential observations does not disappear when we introduce a non-linearity in the drift and allow for a parameter shift during the 1979 -1982 period. Moreover, a Cox -IngersollRoss model (selected by the RGMM) might offer a satisfactory data description for the period after 1982, since there only a few isolated outliers are found. Comparable results are obtained for the Euro-mark case. D
Introduction
This paper deals with the application of robust statistics in finance and more precisely with the problem of robustly estimating and testing models for the short rate process.
The theory of robust statistics is concerned with the construction of statistical procedures that are stable even when the underlying model is not perfectly satisfied by the available dataset (see Huber, 1981; Hampel et al., 1986 for an overview). It can deal with a part of the data that is not fully compatible with the distributions implied by the assumed model and therefore can be seen as a statistical theory dealing with approximate models, rather than with perfectly specified ones.
Many classical econometric procedures are well-known for not being robust, because their results may depend crucially on the properties of a few observations in the sample and in the extreme case on the properties of only one of them. These procedures are optimal when the assumed model is exactly satisfied, but they are biased and/or inefficient when some (even small) model deviations are present. The results obtained by classical procedures can therefore be misleading in such situations.
Financial models are often estimated and tested with methodologies that do not explicitly control for the effects of small distributional deviations from the assumptions. 1 However, because of the intrinsic complexity of financial markets and the richness of financial phenomena, we may realistically believe that some deviations from the assumptions will (almost) always be present when using a financial model in empirical finance.
It seems therefore natural to treat financial models as approximate descriptions of the financial reality and to work with statistical procedures that can deal with some amount of ''abnormal'' observations and identify them systematically. In some cases, it is precisely a detailed analysis of the identified abnormal observations that will offer new insights and suggestions on the kind of features that a more accurate model should be able to fit.
Implicitly, we argue that while estimating a financial model it is important to verify first if the majority of the data is consistent with the assumed model. If this is not the case, a more complex model can be introduced. This seems particularly meaningful in the context of empirical financial modelling, where parameter estimates and the model selected are often the input for the pricing and hedging of financial instruments. In practice, one would like to ensure that the choice of a model used to price and hedge a financial instrument is driven by the features of the majority of the observed data rather than by single datapoints or some particular historical period.
Our major purpose in this paper is methodological. We illustrate the robustness problem by using a robust version of the Generalized Method of Moment (GMM) (hereafter RGMM, see Ronchetti and Trojani, 2001 ) within well-known financial applications of the GMM and demonstrate how the RGMM may be used to produce important statistical information on a given dataset and to identify unmasked statistical problems when investigating a given financial phenomenon.
We analyze three specific models used for the analysis of the short interest rate. The first one is a much quoted model proposed by Chan et al. (1992) (hereafter CKLS) , that nests several linear-drift one-factor models for the short rate process. The main result of this paper is that the more appropriate models for the US short interest rates over the period 1964 to 1989 are those that allow the conditional volatility of short interest rate changes to be highly dependent on the level of the short rate. We choose this first model because it is a typical application of GMM in finance, where estimation and testing procedures are derived from highly nonlinear orthogonality functions, and because it has been criticized along many dimensions. On the one hand, there is a debate in the literature to understand whether we need sophisticated multi-factor models (Dai and Singleton, 2000) . On the other hand, more complex single factor models such as regime-switching models, 2 models allowing for nonlinearities in the drift term, 3 or models adding GARCH and similar features 4 still constitute the workhorse of many recent term structure applications. When the CKLS models are analyzed with the RGMM, they are all clearly rejected. The different results produced by the classical GMM are explained and interpreted by performing a simple sensitivity experiment, where we show that the classical GMM results are highly unstable. Specifically, we observe strong instabilities of the GMM test results with respect to relatively large changes in one influential observation and to very small changes of a larger set of no more than 10 influential observations identified by the RGMM.
Looking at the influential observations found by means of the RGMM, we identify those observations that are primarily responsible for the different results between the robust and the classical analysis. In fact, we note that the majority of them are clustered in the 1979 -1982 period, a time span that is well known to coincide with a temporary change in the monetary policy of the Federal Reserve.
5 This anomalous clustering of influential points may suggest a change of structure over this period, rather than the existence of a set of isolated outliers. This confirms the results in the literature (e.g. switching models), where this period is found to be the main cause of misspecification in the CKLS setting. It is important to stress, however, that with the RGMM we obtain this same conclusion without changing the basic model but by slightly modifying the estimation and testing procedure.
To illustrate this important point further and to emphasize the chance to discover, using RGMM, a possible misspecification within the original model setting, we re-analyze the findings of two recent articles attempting to extend the CKLS framework in two particular ways. Among several possible specifications we choose two, which can be estimated with GMM and which are direct extensions of the CKLS models. In particular, as a first example, we analyze a model with a quadratic drift term used by Ahn and Gao (1999) on monthly data. 6 In this application, we find that while with the classical GMM the quadratic drift model is not rejected, with the RGMM it is. Here too, we find highly unstable GMM test statistics and a clustering of influential observations during the 1979 -1982 period, indicating that adding a quadratic drift term in this case does not help to explain this particular period.
As a second simple extension of the CKLS models, we further analyze a model that allows for a structural shift in the parameters (see also CKLS, Bliss and Smith, 1999;  3 See Aït-Sahalia (1996) , Stanton (1997) , Jiang (1998) and Ahn and Gao (1999) . 4 See Brenner et al. (1996) , Koedijk et al. (1997) and Ball and Torous (1999) . 5 Further influential points show patterns similar to those of the probabilities estimated in switching regime models (cf. for instance Gray, 1996) and in particular corresponding to the first OPEC crisis and the October 1987 Stock market crash. 6 A similar specification was used by Aït-Sahalia (1996) in a semi-parametric setting on daily data.
2 See Cai (1994) , Gray (1996) , Ang and Bekaert (2002b) , Bekaert et al. (2001) . Brenner et al., 1996) . Bliss and Smith (1999) define a temporary parameter shift between 1979 and 1982, which seems a natural model extension based on both the evidence for a structural break during this sub-period in the literature and the robust weights obtained by the RGMM in the CKLS case. Also for this extension, it turns out that the classical GMM fails to reject the null hypothesis of no parameter shift while the RGMM rejects the unrestricted CKLS model in favor of the temporary structural break model. However, when we analyze the weights obtained for the models including a temporary parameter shift, we find that they are again clustered in the 1979 -1982 period, with similar patterns as those identified earlier in the constant parameters models. We therefore conclude that a CKLS model with a temporary parameter shift is also unable to take adequately into account the Fed experiment. Finally, we observe that the structure of the estimated robust weights suggests that a CIR model could be supported by the data after 1982, because in this time span only a few isolated influential points are found. This last finding is consistent with Zhang (1999) , who would not reject a CIR specification for the US interest rate series in the post 1982 period. Similar conclusions arise for the Euro-mark case.
The remainder of the paper is organized as follows. Section 2 introduces some basic definitions, the RGMM methodology and the models under scrutiny. We present empirical results in Section 3 where we discuss the sensitivity analyses of the GMM specification test and the results of the RGMM estimation and model selection strategy. Section 4 concludes the paper with some summarizing remarks.
2. RGMM analysis of models for the short rate process 2.1. The CKLS framework and some extensions CKLS consider a class of widely used stochastic processes for the short rate that are nested within the stochastic differential equation
where r t is the short rate at time t and (W t ) t z 0 is a standard Brownian motion in R. The scalars a and b characterize the linear drift component, r is the instantaneous volatility parameter, while the constant c measures the sensitivity of volatility with respect to the current interest rate level r t . By imposing a set of restrictions on (a,b,r,c) we obtain a well-known class of models for the short rate. For completeness, these models are listed in Table 1 with the corresponding parameter restrictions.
A discretization of Eq. (1) yields the discrete-time model
where E(e t ) = 0 and E(e t 2 ) = r 2 r t À 1 2c .
The CKLS orthogonality conditions suited for a GMM estimation of Eq. (2) are
where g t = e t 2 À r 2 r t À 1 2c . The CKLS framework may be naturally extended in order to include a nonlinear drift. Ahn and Gao (1999) , for example, estimate the parameters of an extension of Eq. (1) where the drift is quadratic and c = 1.5,
using the orthogonality conditions:
where e t = r t À r t À 1 À (a 1 + a 2 r t À 1 + a 3 r t À 1 2 ) and g t = e t 2 À r 2 r t À 1 2c . A simple GMM testing procedure for a structural break as used in CKLS and in Bliss and Smith (1999) can be obtained by extending model (2) to
where E(e t V) = 0 and E(e t V 2 )=(
, and D t is a dummy variable. The orthogonality conditions used for a GMM estimation of this model are For example, CKLS test for a permanent parameter shift after October 1979 by setting a dummy equal to 0 before October 1979 and to 1 afterwards, while Bliss and Smith (1999) test for a temporary parameter shift from October 1979 through September 1982 by setting the dummy equal to 1 only from October 1979 to September 1982. As noted in the Introduction, the second specification is consistent with the widespread economic knowledge of a temporary structural break in the Fed's monetary policy (the so-called Fed experiment, which started in 1979 and ended in 1982) and with the robust weights obtained in the empirical analysis of the next section.
The sets of orthogonality conditions (3), (5) and (7) are defined by an unbounded orthogonality function and imply non-robust GMM estimators and tests (see Section 2.3 for a more detailed explanation of this point).
An illustrative example
In order to illustrate some of the effects of the contamination by outliers, we generate 200 paths of 300 observations from a discrete-time CIR process (Eq. (2)) with parameter values a = 0.074, b = À 0.86 and r = 0.156. The simulated sample paths are constructed assuming that the length of time between observations of the diffusion is D = 1/12. We choose these parameter values in order to produce a monthly autocorrelation and a variability comparable with the CKLS dataset. We then add an outlier comparable with the one identified by RGMM in March/April 1980 using the CKLS dataset (see Section 3.2). The average change in the interest rate for the generated series is about 0.5%. We perform a sensitivity analysis by taking the largest observation 8 and by contaminating it with 300 and 400 basis points, respectively. We then compute Hansen's test and its robust version at a 5% nominal level. The latter is Hansen's over-identification v 2 test based on a robust GMM estimation (see Section 2.3). Note that the numerical value of the contaminated observation is not exaggerated when compared with short rates observed during the 1979-1982 period. In the CKLS dataset, for example, the variability of the realized short-term rate during this period is high, varying from 15% to 9.5% in March 1980.
We want to show the effects of contamination when comparing two models in the CKLS framework. As a particular alternative we choose the Brennan Schwartz model. Similar results are obtained with other models. Table 2 reports rejection rates for the CIR and the Brennan Schwartz hypothesis using the classical and the robust Hansen's test. We see that in the absence of outliers, the classical Hansen's test performs satisfactorily. First, as expected, the rejection rate of the Brennan Schwartz specification is higher than the one obtained using the robust Hansen's test. Second, the empirical size of the CIR hypothesis is 8%, but this can be due to sampling variability.
When the series is contaminated by an outlier, the rejection rate for the Brennan Schwartz model suddenly decreases in the first contamination case (300 basis points) to 51% and in the second contamination case (400 basis points) to 12%, while the empirical size of the CIR hypothesis drops to 0% in both cases. The robust test seems to perform acceptably in both cases.
From this simple example, we see that the classical test is not able to distinguish correctly between two competing models, once a series is contaminated. In particular, for the chosen type of contamination the models with high c tend to be erroneously selected as in the CKLS case. In addition, we notice that this is similar to the results for the Euro-DM data (Section 3.4), where the classical GMM test fails to distinguish between different models while the robust GMM test selects the CIR specification clearly.
Robust GMM estimation and testing
This section describes briefly the RGMM methodology and outlines some of its features in a simplified CKLS setting. Full details are provided in Ronchetti and Trojani (2001) . A simplified example is discussed in Section 2.4.
Let {X t } taN be an ergodic series and h 0 the unknown model parameter to be estimated. Further, let h : R N Â H ! R H be an orthogonality function defining a set of orthogonality conditions
We stress the dependence of this orthogonality condition on the underlying model distribution F, since it is precisely the form of this functional relation that determines the robustness of a GMM statistic. Let us denote by Ww(W n ) naN a set of weighting matrices converging a.s. to
An optimal generalized method of moments estimator hw(h n ) naN of the model parameter h 0 is defined as a sequence of solutions to the optimization problem (see Hansen, 1982) min haH E F n hV ðX 1 ; hÞW n E F n hðX 1 ; hÞ;
where F n w 1 n P n i¼1 d X i is the empirical distribution of X 1 ,. . .,X n , and d x denotes the point mass distribution at xaR N . The influence function (IF) 9 of the GMM estimator is given by
The IF of a statistical functional describes the linearized asymptotic bias of a statistic under single point contaminations d x of the assumed model distribution F. Moreover, under weak regularity conditions, boundedness of the IF is sufficient to control the bias of a statistic in an e-neighborhood of the model F defined by
where G is an arbitrary contaminating distribution. An unbounded IF implies an unbounded bias of a statistic (an estimator, the power or the level of a test) already under small single point contaminations of the underlying model. In order to avoid unbounded bias when the model is slightly contaminated, a bounded IF is necessary. Notice (see Eq. (9)) that the IF of a GMM estimator is linearly related to h(Á;h 0 ). Therefore, a GMM estimator has a bounded IF if and only if the function inducing the orthogonality conditions of the model is bounded in the observations. The main idea behind the construction of a robust GMM estimator is to construct a weighted version of h that is bounded and that may again be interpreted as a set of GMM orthogonality conditions. For a given constant c > ffiffiffiffi 
where w c ( y)wmin(1,c/NyN}) for y p 0, and w c (0)w1, and the nonsingular matrix A and the vector s are determined by the implicit equations:
and
The RGMM estimator h c A,s is obtained by iteratively computing the GMM estimator associated with the bounded orthogonality function h c A,s . Note that the expected value (Eq. (11)) is computed with respect to the given reference model distribution and not with respect to the empirical distribution of the data. In this paper, as a reference model for Eq.
(2), we use one with conditionally normally distributed errors e t . Because of the robustness properties of the RGMM, the resulting estimator is stable in terms of bias and efficiency in a neighborhood of the reference model. The results are not too sensitive to slightly different choices of the reference model.
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The orthogonality function h c A,s is a truncated version of h. It takes into account the realistic case where only the majority of the data can reasonably fit the original moment conditions by re-weighting observations that are less compatible with the given GMM structure. The weights w c (A[h(x;h) À s]) assigned to each single observation x are used to detect outlying structures in the data.
Let us now briefly discuss how RGMM testing procedures are obtained. The goal of robust testing procedures is to control the maximal bias on the level and the power of a test that may arise because of a slight distributional misspecification of a null or an alternative hypothesis. The tuning constant c for the above RGMM estimator can be chosen so that the bias of the level and the power of all GMM tests remain within some pre-specified bounds, for a maximal amount of contamination a researcher may expect, given some prior information on the nature of the available data.
Specifically, when the underlying null distribution is locally contaminated as
where G is an arbitrary contaminating distribution, the maximal bias on the level of a GMM test is bounded by the inequality
is the cumulative distribution function of a noncentral v 2 (r) distribution with r degrees of freedom, g 1 À a o is the 1 À a 0 quantile of a v 2 (r) distribution, a 0 = a( F) is the nominal level of the test at the model, while a(P e,n,G 0 ) is the asymptotic level under contamination. Similar inequalities hold for the power of a RGMM test (see Table 1 in Ronchetti and Trojani, 2001) .
In Section 3 of the paper we use (Eq. (13)) to choose c so that the maximal bias on the level of the RGMM tests is below 0.5% for model contaminations e = 5%.
A characterization of robustness in a simplified CKLS framework
Within the CKLS framework, the IF of a GMM estimator h can be computed, given the defining orthogonality conditions E F hðr t ; r tÀ1 ; a; b; r; cÞ ¼ 0:
For illustration purposes, we consider a one-dimensional orthogonality function g (this is the third orthogonality condition used in CKLS) given by gðrÞwhðr t ; r tÀ1 ; a; b; r; cÞwðr t À r tÀ1 À a À br tÀ1
10 A specification with conditionally normal errors has been used by Nowman (1997) 
where F is the distribution of (r t ,r t À 1 ) under model (15). As expected, the IF of r is unbounded, since h is a polynomial in r t and r t À 1 whose order depends on c. For example, in the variable rate model (a = b = 0,c = 1.5) one obtains
Similar structures arise for other CKLS models. In particular, the IF is proportional to À h.
As an illustration, we present in Fig. 1 a plot of the function À h implied by Eq. (14) for the Brennan Schwartz model.
The surface plot of the IF is (mainly) negative for single point contaminations (r t ,r t À 1 ) of the short rate process ranging between 0 and 0.20. Specifically the negative bias of r is close to zero for contaminations where r t and r t À 1 are approximately equal, that is when short rates do not vary excessively. On the other side, a serious negative bias arises when the contaminations are such that the probability of a large difference r t À r t À 1 is high, that is when short rates move very fast. One would thus expect a GMM estimate r induced by functions h of this form not to be robust to such large interest rates changes. An even more extreme surface arises, if we look at the second graph in Fig. 1 , where the sixth orthogonality condition used by Ahn and Gao (1999, p. 732) , that is
is plotted, which leads to an orthogonality function given by a polynomial of degree 6 in r t À 1 . A robust estimation of the parameters of a short rate model is only a part of a robust selection of models for the short rate. An even more important task is the construction of robust testing procedures for comparing different sub-models. We illustrate this second robustness issue within the simplified GMM setting (Eq. (14)).
Suppose we would like to test the GMM specification null hypothesis (1) is the 1 À a 0 quantile of a v 2 distribution with 1 df. However, when the distribution G of the data slightly differs from F this test can have a nominal level different from a 0 .
As in the estimation case, the distortion of the level that is obtained under single point contaminations of F can be approximated by the IF of a corresponding statistic. In this simple GMM setting, this bias is proportional to the squared IF of U (see Heritier and Ronchetti, 1994; Ronchetti and Trojani, 2001) , i.e. in our case to h 2 (r t ,r t À 1 ,a,b,r 0 ,c). Hence, one would expect the level of such a GMM test to be highly sensitive to large r t À r t À 1 observations. This is confirmed by the illustrative example of Section 2.2 and by simulations in Ronchetti and Trojani (2001) for a simple ARCH specification.
Data and empirical results

Data
We first use the CKLS dataset, that is the 1-month Treasury Bill series taken from the 12-month Fama Treasury Bill Files included in the CRSP monthly Government Bonds Files. These are 307 monthly observations from June 1964 to December 1989. As pointed out by Duffee (1996) , this data series may not be ideal for the type of analysis addressed here because of an idiosyncratic variation in the CKLS dataset when compared to other 1-month US rates series. Given the methodological focus of this paper, we first present our analysis with the CKLS dataset to guarantee comparability with the original CKLS work.
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In a second step, we use the McCulloch and Kwon (1993) dataset over the period from December 1946 to February 1991 for comparability with the Ahn and Gao (1999) study, which extends the CKLS model to a diffusion process with an additional quadratic drift term. This analysis is performed in order to show that the results are not specific to the CKLS model tested on the CKLS dataset and that similar findings arise when using one of the most recent CKLS extensions estimated with the GMM.
In a third step, we also test the RGMM methodology using the 1-month Euro-mark rates (taken from Datastream) over the period from February 1975 to April 2000, for a total of 303 observations. We perform this analysis on the Euro-mark essentially because we do not want our empirical assessment of the RGMM to be dependent on the very particular and largely studied structure of US short interest rates over the CKLS sample period. Table 3 reports the means, standard deviations, and first five autocorrelations of the 1-month interest rate for the CKLS, the AG and the Euro-mark dataset.
RGMM estimation and testing of the CKLS models
We estimate the CKLS models (Eq. (2)) with the RGMM and compare the parameter estimates with their classical counterparts. The left-hand side of Table 4 shows the classical GMM estimates and Hansen's statistics. This table corresponds to Table 3 in  CKLS. 12 As in CKLS, models that allow for values c z 1 are not rejected by Hansen's statistic, while models where ca[0,1) are. The RGMM estimates are presented on the right-hand side of Table 4 , where the bound on the RGMM estimator for the unrestricted CKLS model was set to c = 5.85.
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With this bound, we identify 14 observations out of 307 as influential with corresponding weights w c (Á) defined in Eq. (10) that were less than 1. Using the bounded orthogonality function (10) the constrained models are estimated. Based on the robust Hansen's statistics, all models with c V 1 are rejected at a 5% significance level. This is at odds with the classical result, where models with c = 1 could not be rejected. Moreover, the significance of rejection of the single models is high, and the p-value of Hansen's test changes when comparing the classical with the robust GMM tests. For the Geometric Brownian Motion model, for example, the p-value goes from about 0.2 to about 0.00003. Models with c>1 are not rejected by standard significance levels.
14 Note that the results for c>1 are given only for the sake of completeness and comparison with CKLS, since the standard GMM asymptotic inference does not hold under this parameter choice (see Broze et al., 1995) . In order to verify the degree of data contamination, we take a closer look at the identified influential observations in Fig. 2 (Panels A and B) , where the weights produced by the RGMM estimator are plotted together with the corresponding series for the short rate.
We identify automatically 14 influential observations through the robust weights. Ten of them occur in the 1979-1982 period. Consistently with the results of other studies (see Bliss and Smith, 1999; Gray, 1996; Brenner et al., 1996) , we interpret this as a hint of a model misspecification of the CKLS models, caused by the change in the monetary policy of the Federal Reserve. Further inspection shows patterns of influential observations that are similar to regimes of high volatility and of high mean reversion found in Gray (1996) and Ball and Torous (1995) . These influential points correspond to the first oil crisis and to the October 1987 stock market crash.
Robustness of the CKLS findings
To understand the robustness problem of the classical GMM specification test as well as the difference between a cross-validation technique for the treatment of single outliers (as used for instance in Bliss and Smith, 1999) and the RGMM, we perform some sensitivity The parameters are estimated by the classical GMM induced by the original orthogonality function h and by means of the RGMM induced by the modified orthogonality function h c A,s implied by a bound c = 5.85 on the influence function for the unrestricted model; t-statistics are in parentheses. The value of Hansen's statistics (n for short) are reported with p-values in parentheses and associated degrees of freedom (df). The parameters are estimated from the following discrete-time system of equations:
Eðe t Þ ¼ 0; Eðe analyses of the p-value of Hansen's statistic under different kinds of model contaminations. We begin by investigating the robustness of Hansen's test with respect to single point contaminations. This corresponds to a contamination e = 1/306, that is approximately around 0.3% of the data. In particular, we perform this first analysis with respect to changes of the most influential observation corresponding to March 1980. The observed short-term rate is 0.1512. We vary this value between 0.1350 and 0.1674 by steps of size 0.001 and each time we recompute the p-value of Hansen's test for the nested models presented in Table 1 .
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A general inspection of Fig. 3 shows steep p-values curves. Therefore, a small change of the short-term rate on the x-axis implies a large change of the p-values on the y-axis (the value in the middle of the x-axis represents the observed value of the short-term rate, i.e. 0.1512).
For the Merton, the CIR and the Variable Rate models, a change of the short rate level from 40 to 90 basis points is enough to obtain p-values not rejecting the model specification at a 5% significance level in the first two cases and rejecting it in the third. In the Geometric Brownian Motion, the Brennan Schwartz, the Dothan and the Constant Fig. 3 . Sensitivity analysis for the classical GMM-Specification Test in the Merton, the Vasicek, the Cox, Ingersoll, Ross and the Dothan Model. The March 1980 observation was contaminated. 15 The variability of the realized short-term rate changes around March 1980 is high, with a change from a 15% to a 9.5% interest rate level just after March 1980. Therefore, the magnitude of the contamination intervals in the sensitivity analysis is not unrealistic with respect to the structure of the short-rate observations over this particular period.
Elasticity of Variance models (not shown here), changes of 160 basis points are not enough to obtain reversions of the test decision. However, the variability of the corresponding pvalues is high (ranging between 0.09 and 0.31 in the first case, between 0.09 and 0.18 in the second, between 0.06 and 0.20 in the third and between 0.05 and 0.13 in the fourth). Moreover, for larger contaminations a reversion of the classical test decision occurs, even with respect to these models. The same sensitivity analysis of Hansen's test derived from the RGMM estimator produces p-values that are very stable for all models. Moreover, the p-values for the first six nested models are smaller than 10 À 3 for values of the short-term rate ranging between 0.1350 and 0.1674. For the last two models, the p-values are about 0.05 -0.10.
The sensitivity of the classical GMM specification tests in this application is not limited to large contaminations of single observations. To illustrate this important point, we perform a further sensitivity analysis of the p-values of Hansen's test with respect to more general contaminations than those considered above. We move the six most influential observations (a contamination of about e = 2%) over a grid contained in intervals of F 45 basis points around the 6 observed non-contaminated values of the short rates. The maximal and the minimal p-values obtained for the respective CKLS models are listed in Table 5 .
The maximal sensitivity of the p-values of Hansen's statistic is again comparable to that obtained for the above single points contaminations with p-values in the Merton, the Vasicek and the Variable Rate models, which in some cases reverse the test decision. In other models, a high sensitivity arises. In particular, in the Brennan Schwartz model, a clearly higher p-value sensitivity than in the single point contamination case is obtained (for this model the p-values are now changing from 0.0497 to 0.2338). Similar sensitivities in the p-values are obtained when moving the 10 most influential observations by F 20 basis points. This confirms that when testing contaminated models by GMM even small changes of a few observations can have a strong impact on the test results. Notice, that the p-values of the robust GMM are stable and below 10 À 3 for all models except the VR and the CEV, and are therefore not plotted. The observations corresponding to August 1974 , March 1980 , November 1980 , May 1981 , October 1981 and March 1982 are contaminated in the CKLS dataset. The six observations are moved over a grid contained in intervals of F 45 basis points around the original observation. The table reports the minimal and the maximal p-values for the CKLS models.
Extensions of the CKLS model
The analysis presented in Section 3.2 confirms the robustness problem of the CKLS model, particularly when the data sample spans the 1979 -1982 period. Stanton (1997) and Aït-Sahalia (1996) have recently argued that single factor models with a nonlinear drift term can possibly cope with the high volatility, high mean-reverting 1979 -1982 period. Alternatively, Ang and Bekaert (2002a) find that the nonlinearity of the drift function may be explained by means of a regime-switching model. Bliss and Smith (1999) and Brenner et al. (1996) allow a parameter shift in the 1979 -1982 period and test for a possible structural break. Bliss and Smith (1999) find that when allowing the parameter to change over the 1979 -1982 period, a CIR specification cannot be rejected. In this section we show that these recent extensions of the CKLS model face similar problems. Specifically, we extend our robust analysis to a model with a nonlinear drift term (the one used in Ahn and Gao, 1999) , and to a model with a temporary dummy between October 1979 and September 1982 (as used in Bliss and Smith, 1999) . Our main conclusion is that the stability problems and the clustering of the influential observations around the 1979-1982 period remain, even for these extensions.
A short rate model with a nonlinear drift term 16
In this section, we show that nonlinear drift extensions of a one-factor model may have potentially the same robustness problems described in the CKLS framework. We choose to replicate the Ahn and Gao (1999) study, i.e. specification (4), because it uses data at a monthly frequency as in CKLS and because it is estimated using GMM in its original setting. This specification is a special case of CKLS, when a 3 is set to 0. Ahn and Gao (1999) choose a c value 1.5 in order to be broadly consistent with the values and shapes of the diffusion function found in CKLS and with the nonparametric and semiparametric analysis in Stanton (1997) and Aït-Sahalia (1996) . Given the evidence in the preceding subsections, we should be careful when using c = 1.5. However, since the aim of this study is mainly methodological, we adopt exactly the Ahn and Gao (1999) parameterization. Similar results arise for different values of c. In the same way, we take only one of the many specification tests performed by Ahn and Gao (1999) , since the main message remains the same.
The results for the classical and robust GMM estimation using the orthogonality conditions (Eq. (5)) are presented in Table 6. 17 First, we remark that the classical Hansen's test does not reject the Ahn and Gao (1999) model, while the robust test clearly does.
Second, as in the preceding section, the most informative contribution is provided by the estimated RGMM weights. Fig. 4 shows the influential points given by the RGMM when applied to the AG dataset. We notice that the pattern of the influential observations is similar to the CKLS case. In particular, there is again a clustering of influential observations in the 1979 -1982 period. This suggests that the extension of Ahn and Gao (1999) is possibly still misspecified and in particular is not able to cope with the 1979 -1982 period.
As in the CKLS case, the sensitivity of the classical GMM test statistics can be shown by contaminating the most influential observations. The results are not presented here for brevity's sake. Because of the higher order of the polynomials in the Ahn and Gao (1999) orthogonality functions, the overall shapes are even worse than those for the CKLS case of Section 3.2.1. 
A robust test for regime shift
A further straightforward extension used in CKLS, Bliss and Smith (1999) and Brenner et al. (1996) is to test for a possible break by allowing the parameters to change during given particular periods.
The classical and robust GMM results of model (6) for the temporary parameter shift specification are presented in Table 7 . In this analysis, the CKLS dataset has been used in order to be comparable with the analysis in Bliss and Smith (1999) .
The classical GMM test does not reject the hypothesis of parameter stability at a 5% significance level. By contrast, the RGMM statistic now rejects the GMM specification of the unrestricted CKLS model in favor of one allowing a temporary parameter shift between October 1979 and September 1982. 19 Ahn and Gao (1999) model (quadratic Ahn Gao). The t-statistics are in parentheses. The values of Hansen's statistics (n for brevity) are reported with p-values in parentheses and associated degrees of freedom (df). The dataset used is the same as in Ahn and Gao (1999) , spanning the period 12:1942 to 2:1991. The parameters are estimated from the following discrete-time system of equations:
18 The results of this sensitivity analysis are available from the authors on request. 19 Notice that the robust GMM test is tailored to reflect the structure of the majority of the data. Hence, it can be interpreted as a test of a flexible structural break hypothesis where the distribution implied by the change in monetary policy revealed by the data can deviate a little from that given in the dummy definition. 20 Hence, even with an 'economically founded' dummy a similar model misspecification as before persists, indicating that a CKLS model with deterministic parameter shift cannot provide a full description of the features of the CKLS dataset and more specifically the Fed Experiment.
Further evidence with Euro-mark data
Having verified the ability of the RGMM to identify well-known misspecification structures in the CKLS dataset, we apply the RGMM to a test of the CKLS models for the Euro-mark interest rates. For this series, the kind of misspecification that one could expect a priori in the data is less obvious and has been less investigated than in the US case where the Fed Experiment has clearly dominated the discussion.
The results obtained for the classical and robust GMM are presented in Table 8 . When testing with the classical GMM, no model specification is rejected (with the exception of Merton's model) while only one model, the Cox -Ingersoll -Ross one, is not rejected by the RGMM 21 at a 5% confidence level. Notice the striking difference with the classical GMM results, where essentially no model specification could be rejected. This is very similar to the lack of power demonstrated in the example of Section 2.2, where after adding an outlier to a series of The parameters are estimated by means of the classical GMM induced by the original orthogonality function hin the first row of the table-and by means of the RGMM estimator induced by the modified original orthogonality function h c A,s (c = 6.5)-in the second row of the table-for the CKLS models with regime shift defined from October 1979 to September 1982; t-statistics are in parentheses. The value of Hansen's statistics (n for short) are reported with p-values in parentheses and associated degrees of freedom (df). The parameters are estimated from the following discrete-time system of equations:
20 Similar patches of outliers arise when testing for the (less natural) permanent structural break hypothesis for October 1979 onward, as in CKLS. The corresponding weights obtained by the robust GMM are shown in Fig. 2 (Panel C) . 21 As in Section 3.2, the robustness bound was set to c = 5.85.
300 observations generated by a CIR model, the classical Hansen's test could not distinguish between a CIR and a Brennan Schwartz specification. In order to further verify this inference we take, as usual, a closer look at the estimated robust weights that are given in Fig. 5 .
We observe a cluster of influential observations around a similar period as for the US short rates. However, the Euro-DM patterns are slightly different, with the most influential points situated at the beginning and at the end of the October 1979 -September 1982 subperiod, rather than in the middle in March 1980. This clustering of influential points corresponds to the regime found in Ang and Bekaert (2002b) .
Additional influential observations are found at the beginning of 1975, coinciding with the end of the first OPEC crisis and following the adjustment period after the Bretton Woods era. The other three most influential points are observed at January 1987, July 1988 and December 1990. These observations almost coincide with three of the four largest specific events pointed out by Ball and Torous (1999) using a different approach: a Bundesbank announcement (December 1990) , an OPEC production agreement (November 1988) and a tight credit market condition (December 1986). Moreover, when imposing slightly more robustness (c between 5 and 5.5) we also observe an influential point at the ERM crisis in September 1992. Finally, as for the US, in the period after 1982 only some isolated influential points are observed. This suggests again that a CIR model could be able to provide a satisfactory description of the short rate Euro-DM process starting in 1982.
Conclusions
In this paper, we have focused on the performance of the robust GMM for the selection of one-factor models for the short rate process within the standard CKLS framework and some of its extensions allowing for a nonlinear drift term and a structural break. We have found evidence of unstable GMM statistics causing unreliable classical GMM procedures and model selections. In contrast, RGMM model selection procedures perform well and offer a valid complement to the classical strategy. We have demonstrated how the new method uncovers general misspecification structures, thereby avoiding the danger of misleading statistical conclusions as in the classical GMM analysis. An important feature of the RGMM is the identification of general influential data points. In the CKLS dataseries, we find a cluster of influential points between 1979 and 1982, which is the well-known period of the Fed Experiment. This is not only true for the CKLS model, which is known to be misspecified when applied to US data spanning the 1979-1982 period, but also for a model with an additional quadratic drift term and for a model allowing for changing parameters during the 1979 -1982 subperiod.
From the analysis above, we can learn about some of the risks of classical GMM testing procedures, where a model is tested against a more general nesting one. If the nesting model is possibly itself slightly misspecified, the resulting statistics may suggest misleading conclusions about the underlying data generating process. In such situations, the RGMM can help to highlight this problem using basically only some bounded, modified GMM orthogonality conditions of the original model. Before extending a model, it is therefore important to understand first whether the general structure of the data can support it. For instance, a robust methodology can show whether a more complex model is preferred just because of differences in a particular historical period. This is often relevant in particular in the context of pricing and hedging of financial instruments.
Taking into account the exceptional 1979 -1982 period, an alternative strategy is to consider a simpler model like a CIR for the post 1982 period, as it is often done in practice (see Zhang, 1999) . Similar results apply for Euro-DM data.
