When merging belief functions, Dempster rule of combination is justified only when information sources can be considered as independent. When this is not the case, one must find out a cautious merging rule that adds a minimal amount of information to the inputs. Such a rule is said to follow the principle of minimal commitment. Some conditions it should comply with are studied. A cautious merging rule based on maximizing expected cardinality of the resulting belief function is proposed. It recovers the minimum operation when specialized to possibility distributions. This form of the minimal commitment principle is discussed, in particular its discriminating power and its justification when some conflict is present between the belief functions.
Introduction
There exist many fusion rules in the theory of belief functions [13] . When several sources deliver information over a common frame of discernment, combining belief functions by Dempster's rule [4] is justified only when the sources can be assumed to be independent. When such an assumption is unrealistic and when the precise dependence structure between sources cannot be known, an alternative is to adopt a conservative approach to the merging of the belief functions (i.e. by adding no extra information nor assumption in the combination process). Adopting such a cautious attitude means that we apply the "least commitment principle", which states that one should never presuppose more beliefs than justified. This principle is basic in the frameworks of possibility theory, imprecise probability [15] , and the Transferable Belief Model (TBM) [14] . It can be naturally exploited for cautious merging belief functions.
In this paper, we study general properties that a merging rule satisfying the least commitment principle should follow when the sources are logically consistent with one another. An idempotent cautious merging rule generalizing the minimum rule of possibility theory is proposed. Section 2 recalls some basics about belief functions. Section 3 recalls an approach to the conjunctive merging of belief functions proposed by Dubois and Yager in the early nineties and shows it provides a natural least committed idempotent merging rule for belief functions, where least commitment comes down to maximizing expected cardinality of the result. Finally, Section 4 discusses limitations of the expected cardinality criterion, raising interesting issues on the non-unicity of solutions, and discussing other rules proposed in the literature especially when some conflict is present between the sources.
Preliminaries
Let X be the finite space of cardinality |X| with elements X = x 1 , . . . , x |X| . A belief function measures to what extent an event is directly supported by the available information, while a plausibility function measures the maximal amount of evidence that could support a given event. A commonality function measures the quantity of mass that may be re-allocated to a particular set from its supersets. The commonality function increases when bigger focal sets receive greater mass assignments, hence the greater the commonality degrees, the less informative is the belief function. A bba is said to be non-dogmatic if m(X) > 0 hence q(A) > 0, ∀A = ∅.
A bba m can also be interpreted as a probability family [15] P m such that Bel(A) and P l(A) are probability bounds: P m = {P |∀A ⊂ X, Bel(A) ≤ P (A) ≤ P l(A)}. In the sequel of the paper, we mainly focus on two special kinds of bbas : namely, possibility distributions and generalized p-boxes.
A possibility distribution [16] is a mapping π : X → [0, 1] from which two dual measures (respectively the possibility and necessity measures) can be defined : Π(A) = sup x∈A π(x) and N (A) = 1 − Π(A c ). In terms of bba, a possibility distribution is equivalent to a bba whose focal sets are nested. The plausibility (Belief) measure then reduces to a Possibility (Necessity) measure.
A p-box [9] is a pair of cumulative distributions [F , F ] defining a probability family P [F ,F ] 
is a generalization of a p-box, defined on an arbitrary (especially, finite) ordered space (whereas usual p-boxes are defined on the real line). If an order ≤ R is defined on X, to any bba, a generalized p-box can be associated s.t. F (x) R = P l({x i |x i ≤ R x}) and F (x) R = Bel({x i |x i ≤ R x}), but it retains only a part of the information contained in the bba, generally.
