Abstract. We will investigate the relationship between Ihara's zeta functions of Ramanujan graphs and Hasse-Weil's congruent zeta functions of modular curves. As an application we will describe the limit value of Hasse-Weil's congruent zeta functions in terms of the corresponding Ramanujan graphs. Moreover we will show a congruence relation of the Fourier coefficients of a normalized Hecke eigenform of weight 2.
Introduction
The aim of this report is to study the relationship between Ihara's zeta functions of connected Ramanujan graphs and Hasse-Weil zeta functions of modular curves on a certain prime level.
Shortly, a graph is a one dimensional simplicial complex. In this paper, we will only treat graphs whose edges are oriented in both directions. The information of a graph G are encoded in the adjacency matrix A, which describes how edges and vertices are connected. Although graphs are geometric objects they are intimately related to number theory. In fact, let P(G) be the set of reduced and tail-less primitive closed paths of G i.e. the set of closed path without backtracking and not around more than once. Two closed paths are defined to be equivalent, if one is obtained from the other by a cyclic shift of edges. Let P(G) denote the set of equivalence classes of P(G). The length of a closed path only depends on the equivalence class and we have a function l : P(G) → Z 1 and Ihara's zeta function of G is defined as
Z(G; t) =
[c]∈P(G) 1 
− t l([c])
(See Section 2 for details of these materials and the facts concerning graphs). The function is originally defined by Ihara and has been studied by various mathematicians (we only refer to [9] , [10] , [12] , [13] , [14] , [11] , [26] but there are much more). One of the most remarkable properties of Z(G; t) is that it is a rational function:
Here Q is a diagonal matrix whose entry at the vertex x is d(x) − 1 where d(x) is the number of edges exiting from x, and χ(G) denotes the Euler characteristic of G. In this paper we assume that G is connected and d-regular i.e. d(x) = d for any vertex x. Then d is an eigenvalue of A of multiplicity one. Moreover, it is known that the modulus of an eigenvalue λ of A is less than or equal to d, and that −d is an eigenvalue of A if and only if G is bipartite. If |λ| ≤ 2 √ d − 1 is satisfied for any eigenvalue λ of A other than ±d, the graph is called Ramanujan.
We recall that Hasse-Weil zeta functions have similar properties as (1) . Let C be a smooth proper curve defined over a finite field F q of characteristic p. The q-th power arithmetic Frobenius φ q acts on the set of closed points C(F q ) := Hom Fq (Spec(F q ), C) in the obvious way. Let |C| be the orbit space. The degree of a closed point x of C is defined to be the extension degree of the residue field k(x) over F q and it factors through the map deg : |C| → Z.
The Hasse-Weil zeta function W (C; t) of C is defined as
A priori this is only a formal power series of t, but it turns out that it is a rational function by the Grothendieck-Lefschetz trace formula ( [5] ). In fact for a prime l( = p) let H i et (C Fq , Z l ) denote the l-adicétale cohomology, a free Z l -module whose rank is the twice of the genus of C. Here C F q is the base change C over an algebraic clusure F q . The q-th power geometric Frobenius F r q acts on H 1 et (C Fq , Z l ), and
.
Comparing (1) and (2), it is natural to expect that there should be relation between Ihara's zeta functions and Hasse-Weil's zeta functions. In fact, we will construct Ramanujan graphs whose Ihara's zeta functions are intimately related to Hasse-Weil's zeta functions of modular curves. This is pointed out by Ihara ( [15] ) and after that there are several ways to construct Ramanujan graphs ( [17] , [19] , [21] ). Our construction is based on the way of Mestre and Oesterlé, which is sketched in [21] . Here is a summary of our construction. Let us fix a prime N and take another prime p. The Hecke operator T p naturally acts on the free abelian group generated by supersingular elliptic curves over F N . The representation matrix is called a Brandt matrix and will be denoted by B(p). As we will see in the next section, taking adjacency matrix gives a bijective correspondence between the set of graphs and the set of matrices satisfying certain conditions (Proposition 2.1). The Brandt matrix is a candidate of an adjacency matrix of our graph but unfortunately not in general since it does not satisfy a necessary condition. However, if N − 1 is divisible by 12, B(p) becomes an adjacency matrix of a graph G N (p) (Proposition 3.1). In the remaining of this section, we assume that N − 1 is divisible by 12, and we set
Then G N (p) turns out to be a connected (p + 1)-regular Ramanujan graph which is not bipartite (Theorem 3.1). Moreover we will show that Ihara's zeta function of G N (p) and Hasse-Weil's zeta function of X 0 (N) Fp are reciprocal.
The assertion (2) may be compared to the class number formula, but we do not know how τ (G N (p)) can be interpreted as a K-theoretical object. Let S 2 (Γ 0 (N)) be the space of cusp forms of weight 2 for the Hecke congruence subgroup Γ 0 (N) of SL 2 (Z). Then the dimension of S 2 (Γ 0 (N)) is n − 1 and we can take normalized Hecke eigenforms {f 1 , · · · , f n−1 } as its basis. Let
be the Fourier expansion which satisfies a 1 (f i ) = 1 by definition. By the classical Kirchhoff formula (Proposition 2.3) which is used to derive (2) of Theorem 1.1, and Eichler-Shimura's relation we will show the following congruence. 
where R is a prime ideal of the integer ring of Q[{a n (f )} n ] lying over r.
Proof. In fact we will show that at least one of {f i } i=1,··· ,n−1 satisfies the assertion. Suppose that the claim were not true for all {f i } i=1,··· ,n−1 . Then except for finite primes p with p ≡ −1 (mod n),
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The zeta function of a graph
In this section we will recall the basic facts concerning Ihara's zeta functions of finite graphs and Ramanujan graphs, mostly following [2] and [27] .
A (finite) graph G consists of a finite set of vertices V (G) and a finite set of oriented edges E(G), which satisfies the following property: there are end point maps,
, and an orientation resersal,
The quotient E(G)/J is called the set of geometric edges and is denoted by GE(G). We regard an element of GE(G) as an unoriented edge. For x ∈ V (G) we set
) is the set of edges starting from (resp. arriving at) x. The degree of x, d(x), is defined by
E(G) is naturally divided into two classes, loops and passes. An edge e ∈ E(G) is called a loop if ∂ 0 (e) = ∂ 1 (e) and is called a pass otherwise. Let p(x) (resp. l(x)) be the number of passes (resp. the half of the number of loops, that is, forgetting the orientation, l(x) is the number of geometric loops) starting from x. Note that, because of the involution J, if we replace "starting" by "arriving" these number does not change. By definition, it is clear that
We set q(x) := d(x) − 1. Let C 0 (G) be the free Z-module generated by V (G) with vertices as the natural basis. We define endomorphisms Q and A of C 0 (G) by
and
respectively. Note that because of the involution J,
The operator A will be called adjacency operator. We sometimes identify it with the representing matrix with respect to the basis {x} x∈V (G) . Thus the xy-entry of A xy is the number of edges starting from x and arriving at y. The orientation reversing involution J implies A xy = A yx .
Connecting distinct vertices x and y by A xy -edges and drawing 1 2 A xx -loops at x, the adjacency matrix A determines a 1-dimensional unoriented simplicial complex. We call it the geometric realization of G, and denote it by G again. We say that G is connected if its the geometric realization is. The Euler characteristic χ(G) is equal to |V (G)| − |GE(G)|, hence if G is connected, the fundamental group is a free group of rank 1 − |V (G)| + |GE(G)|. A tree is defined to be a graph which is connected and simply connected. A tree T contained in G satisfying V (T ) = V (G) is called a spanning tree of G. Let τ (G) denote the number of spanning trees of G. We call τ (G) the complexity of G. For a later purpose, we summarize the relationship between a graph and its adjacency matrix. Proposition 2.1. Let A = (a ij ) 1≤i,j≤m be an m×m-matrix satisfying the following conditions.
(1) The entries {a ij } ij are non-negative integers and satisfy a ij = a ji , ∀i and j.
(2) a ii is even for every i.
Then there is a unique graph G whose adjacency matrix is A. Moreover, G is k-regular if and only if one of the following conditions holds : G is a 4-regular graph which has loops at the vertices [1] and [4] . G ′ is obtained by deleting these loops from G.
In the following, a graph G is always assumed to be connected. A path of length m is a sequence c = (e 1 , · · · , e m ) of edges such that ∂ 0 (e i ) = ∂ 1 (e i−1 ) for all 1 < i ≤ m and the path is reduced if e i = J(e i−1 ) for all 1 < i ≤ m. The path is closed if ∂ 0 (e 1 ) = ∂ 1 (e m ), and the closed path has no tail if e m = J(e 1 ). A closed path of length one is nothing but a loop. Two closed paths are equivalent if one is obtained from the other by a cyclic shift of the edges. Let C(G) be the set of equivalence classes of reduced and tail-less closed paths of G. Since the length depends only on the equivalence class, the length function descends to the map;
where [c] is the class determined by c. We define a reduced and tail-less closed path C to be primitive if it is not obtained by going r (≥ 2) times some another closed path. Let P(G) be the subset of C(G) consisting of the classes of primitive closed paths (which are reduced and tail-less by definition). The Ihara zeta function of
Although this is an infinite product, it is a rational function. [11] , [14] , [26] )
Proposition 2.2. Let G be a k-regular graph with m vertices. Then the Euler characteristic χ(G) satisfies
Remark 2.1. Note that the Euler characteristic does not depend on the number of loops.
} be the vertices, and denote the number of distinct primitive loops passing through [i] (resp. edges connecting distinct vertices [i] and [j]) by l(i) (resp. r ij ). Since G is k-regular we know that
Take these sum and we find
Note that the number of edges e is given by
Thus (4) implies e = 1 2 mk.
Corollary 2.1. Let G be a k-regular graph with m vertices. Then
Let E or (G) ⊂ E(G) be a section of the natural projection E(G) → GE(G). In other word we choose an orientation on geometric edges and make the geometric realization into an oriented one dimensional simplicial complex. Let C 1 (G) be the free Z-module generated by E or (G). Then the boundary map
is naturally defined. Let ∂ t be the dual of ∂. The Laplacian ∆ of G is defined to be ∆ = ∂∂ t . It is known (and easy to check) that ( [27] , [11] ),
Since we have assumed that G is connected, 0 is an eigenvalue of ∆ with multiplicity one.
[3]Theorem 6.3 implies the following result. 
Let G ′ be the graph obtained by deleting all loops of G. By the equation (5) we see that the Laplacian of G and G ′ are same, and Proposition 2.1 implies
One may also observe this fact by inspection.
Example 2.2. Let G and G ′ be the graphs considered in Example 2.1. The equation (1) shows that the corresponding Laplacians ∆ and ∆ ′ are equal as expected;
The eigenvalues of this matrix are {0, 2, 5 + √ 5, 5 − √ 5}, and Kirchhoff law tells us
Drawing a picture, one can immediately verify this.
Now let G be a connected k-regular graph. As we have seen, since 0 is an eigenvalue of ∆ with multiplicity one, (5) shows that k is an eigenvalue of A with multiplicity one. Because of semi-positivity, ∆ we find that |λ| ≤ k for any eigenvalue λ of A and that −k is an eigenvalue of A if and only if G is bipartite ( [27] , Chapter 3). Here G is called bipartite if the set of vertices V (G) can be divided into disjoint subset V 0 and V 1 such that every edge connects points in V 0 and V 1 , namely there is no edge whose end points are simultaneously contained in V 0 or V 1 . Definition 2.1. Let G be a k-regular graph. We say that it is Ramanujan, if all eigenvalues λ of A with |λ| = k satisfy
See [17] , [18] and [28] for detailed expositions of Ramanujan graphs.
3. Ramanujan graphs associated to modular curves 3.1. The Brandt matrix. In this subsection we will recall the theory of Brandt matrices after [7] . Let N be a prime, and let B be the quaternion algebra over Q ramified at two places N and ∞. Let R be a fixed maximal order in B and {I 1 , · · · , I n } be the set of left R-ideals representing the distinct ideal classes. We call n the class number of B. We choose I 1 = R. For 1 ≤ i ≤ n, R i denotes the right order of I i , and let w i the order of R × i /{±1}. The product
is independent of the choice of R and is equal to the exact denominator of
, p.117). Eichler's mass formula states that
Let F be an algebraic closure of F N . There are n distinct isomorphism classes {E 1 , · · · , E n } of supersingular elliptic curves over F such that End(E i ) ≃ R i . Let p be a prime distinct from N, and let Hom(E i , E j )(p) denote the set of homomorphisms from E i to E j of degree p. The (i, j)-entry of the Brandt matrix B(p) is defined to be
Since Hom(E i , E j )(p) has a faithful action of R × j from the right, b ij is a nonnegative integer. In fact b ij equals to the number of subgroup C of order p in
Now we assume that N −1 is divisible 12. Since
is an integer W = n i=1 w i = 1 and w i = 1 for all i. Hence by Eichler's mass formula (8) 
Although the following statements are included in [22] Proposition 4.6, we will give a proof for the sake of convenience. (1) Every entry is a non-negative integer and B(p) is symmetric;
(2) The diagonal entires {b ii } i are even for all i. Proof. Taking the dual homomorphisms, we have a bijective correspondence
defined by I(φ) =φ. Since w i = w j = 1 the claim (1) is clear from the definition. In order to show the claim (2), it is sufficient to show that the action of I on End(E i )(p)/±1 has no fixed point. Let φ be an element of End(E i )(p)/±1. Then the kernels of φ andφ generate the subgroup of p-torsion points E i [p] :
If φ ∈ End(E i )(p)/±1 were a fixed point of I, then Ker(φ) = Ker(φ) and
which is absurd. The claim (3) follows from the following observation : by definition n j=1 b ij is equal to the number of cyclic subgroups of E i of order p, which is p + 1.
By Proposition 2.1 B(p) determines a (p + 1)-regular graph, which will be denoted by G N (p). Here is a remark. In our proof of Proposition 3.1, the fact that R is not an integer and there is some i with w i > 1. Therefore the assumption is necessary.
Modular curves and Ramanujan graphs.
In this section we will relate G N (p) with the space of modular forms. Let N be a prime and S 2 (Γ 0 (N)) the space of cusp forms of weight 2 for the Hecke's congruence subgroup
Let Y 0 (N) be the modular curve which parametrizes isomorphism classes of a pair E = (E, Γ N ) of an elliptic curve E and a cyclic subgroup Γ N of order N of E. It is a smooth curve defined over Q, and the set of C-valued points is the quotient of the upper half plane by Γ 0 (N). The compactification X 0 (N) of Y 0 (N) has a canonical model over Z which has been studied by [6] and [16] in detail. Then S 2 (Γ 0 (N)) is identified with the space of holomorphic 1-forms H 0 (X 0 (N), Ω), and in particular with the tangent space TanJ 0 (N) at the origin of the Jacobian variety J 0 (N) of
For a prime p different from N, X 0 (N) furnishes the p-th Hecke operator defined by
where C runs through all cyclic subgroups of E of order p. By functoriality, T p acts on J 0 (N) and in turn on TanJ 0 (N), and the action coincides with the usual action on S 2 (Γ 0 (N)) (see [25] ) under identification. We define the Hecke algebra
, which is a commutative subring of EndJ 0 (N). Let J 0 (N) be the Neron model of J 0 (N) over Z. It is known that the connected components of the reduction of J 0 (N) at N are tori. Following [23] , we will describe its character group. X 0 (N) F N has two irreducible components C F and C V , which are isomorphic to the projective line P 1 = X 0 (1). Over C F (resp. C V ), Γ N is the kernel of the Frobenius F (resp. the Verschiebung V ), and they intersect at supersingular points Σ N = {E 1 , · · · , E n } as ordinary double points. Consider the homomorphism
The image of ∂ is a free abelian group of rank one generated by δ := C F − C V . X being the kernel of ∂, we have the exact sequence
It is straightforward to check that
and by [23] Proposition 3.1, X is the character group of the connected component of the reduction J 0 (N) F N at N. In particular we see that
Let p be a prime with p = N. Then T p operates on ⊕ E i ∈Σ N ZE i by (9) . Note that Γ N = 0, since E i is supersingular and we may write (9) as
A simple computation shows that
and X is preserved by T p . Remember that X is the character group of J 0 (N) F N and this action of T p on X is nothing but the action which is induced by
Here is a relationship between T p and the Brandt matrix. By [7] Proposition 4.4
hence B(p) is the representation matrix of T p . It seems that the following statement is fairly well-known, but since we could not find out a suitable reference, we will give a proof.
Proposition 3.2. X ⊗ C and S 2 (Γ 0 (N)) are isomorphic as T-modules.
Proof. Since the action of the Hecke operators {T p } p =N on S 2 (Γ 0 (N)) is selfadjoint with respect to the Petersson inner product and is commutative, {T p } p =N are simultaneously diagonalizable. Namely, there is a set of normalized Hecke eigenforms {f 1 , · · · , f n−1 } which is a basis of S 2 (Γ 0 (N)), and for each pair i, p there exists σ i (T p ) ∈ C such that
Thus σ i yields an algebraic homomorphism from T⊗C to C, and by the multiplicity one theorem ( [1] ), {σ i } i=1,··· ,n−1 are mutually distinct. The perfect pairing
implies that the dimension of T ⊗ C is n − 1, and we see that Spec(T ⊗ C)(C) = {σ 1 , · · · , σ n−1 }. Thus there is an isomorphism of C-algebras
such that σ i is the projection to the i-th factor. Now let us turn our attention to the character group X of the connected component of J 0 (N) F N . Define a positive definite inner product on X ⊗ R to be
where δ ij is Kronecker's delta and the action of T is self-adjoint with respect to this ( [7] Proposition 4.6). Therefore X ⊗ C has the spectral decomposition
where S is a subset of Spec(T ⊗ C)(C) and V σ is one dimensional vector space over C which has a T-action such that
Since the action of T on X ⊗ C is faithful ([23]Theorem 3.10), every element of {σ 1 , · · · , σ n−1 } appears in S. Indeed otherwise, the action factors through a quotient T/A (A is a non-zero ideal), which contradicts faithfulness. This observation and the equation dimX ⊗ C = dimS 2 (Γ 0 (N)) = n − 1 imply that
Hence Proposition 3.2 together with (10) and (12) implies that
On the other hand, it follows from (13) that
Therefore,
It follows from Corollary 2.1 that
Let p be a prime not equal to N such that X 0 (N) has a good reduction at p. Let us fix an arbitrary prime l distinct from p. Using Eichler-Shimura relation ( [4] [24]), we see that the characteristic polynomial of the geometric Frobenius F r p is computed by the Brandt matrix,
. Now we will relate these observations to Ihara's zeta function of a graph. In the following, let N be a prime such that N − 1 is divisible by 12. As we have shown in Proposition 3.1, the Brandt matrix B(p) is the adjacency matrix of the (p + 1)-regular graph G N (p). 
Proof.
(1) The claim (1) is an immediate consequence of (16) and the Weil conjectures for a curve. In fact, by (13) we know that B(p) is the representation matrix of T p , and p + 1 is an eigenvalue of B(p) by (12) . By (9) , the other eigenvalues {λ 1 , · · · , λ n−1 } agree with the eigenvalues of the restriction of 
and the claim (2) is an immediate consequence of Corollary 2.1 and (16). (3) The left " = " of the claim (3) is a consequence of the Eichler-Shimura congruence relation. Indeed, equations (15) and (16) yield
Setting t = 1, the left equation is obtained. Next we will discuss the right " = " of the claim (3). Remember that B(p) is the representation matrix of T p and we have the exact sequence (10) . Then the equations (12) and Proposition 3.2 show that the eigenvalues of B(p) are n .
Numerical tables
I Take N = 37. Then n = 3, and the dimension of J 0 (37) is two. Hence there are two cuspidal Hecke eigenform f 37,a and f 37,b . Let p be a prime such that p + 1 is a multiple of 3. Theorem 1.2 says that, for such a prime p, µ 37 (p) is a multiple of 3. Here are some calculations. 5) and Q( √ 13), respectively. Here ± denotes the conjugate over Q. Let p be a prime such that p + 1 is a multiple of 6. Theorem 1.2 predicts that, for such a prime p, µ 73 (p) is a multiple of 6. In the table α and β are the solutions of α 2 + 3α + 1 = 0, β 2 − β − 3 = 0.
