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ABSTRACT 
Optimization of item selection with prediction uncertainty 
by 
Liang Dai 
Selecting items from a candidate pool to maximize the total return is a classical problem, 
which is faced by people frequently in real life and also engineers in information 
technology industry, e.g., digital advertising, e-commerce, web search, etc. For example, 
web UI designers always try to find the best web design among many candidates to display 
to users, Google needs to select personalized engaging ads to display to users based on 
their historical online behaviors. Each of these industries has hundreds of billions of dollars 
market, which means that even a small performance improvement of item selection 
efficiency can drive hundreds of millions of dollars growth in the real world.   
In these applications, the true value of each item is unknown and can only be estimated 
from observed historical data. There is a large volume of significant research about 
building prediction models which are trained on historical data to estimate the item values. 
Given data volume and computation resource restrictions, engineers choose different 
models, e.g., deep neutral network, gradient boosting tree, or logistic regression to solve 
the problems. We will not dive into this area too much in this dissertation. Instead, our 
focus is how to maximize the total return given these predictions, especially taking into 
account the prediction uncertainties for the value optimization. 
In the large-scale real applications, the candidate pool can be extraordinary large. It is 
infeasible to pick some items from the pool to get interactive feedback for exploration. 
Actually, not only is exploration infeasible, but even estimating the value of each item 
 xi 
through a complex estimation mode is almost impossible due to the need of real-time 
response. For example, Apple needs to estimate users’ favorite apps and recommends them 
to users when they visit Apple store. Google needs to select ads to display to users given a 
users’ search queries. There are millions of candidates needing to be estimated from 
prediction models. It is very challenging to support such a large scale of model prediction 
under the low-latency constraint. Besides that, to have a good prediction accuracy, the 
models used in industry are getting more and more complex, e.g hidden neurons and layers 
of deep neural network increases rapidly in real applications, which also increases latency 
significantly. All of these make it infeasible to evaluate all candidates through one single 
complex model in large scale application. To solve this problem, engineers usually 
leverage the cascading waterfall filtering method to filter items sequentially, which means 
instead of using one complex model to estimate the values of all candidates, multiple stages 
are adopted to filter out candidates sequentially. For example, a simple model is used in 
the first stage to estimate candidates’ values for choosing a small subset from all candidates. 
These selected items are then passed to another stage to be estimated by a more complex 
model. Intuitively, this cascading waterfall filtering method provides a good trade-off 
between infrastructure cost and prediction accuracy, which can save computational 
resources use substantially, and simultaneously select most promising items accurately. 
However, there is no systematic study about how to efficiently choose the number of 
waterfalls and how many filtered items in each waterfall. Engineers tune the settings of this 
system heuristically through personal experience or online experiments, which is very 
inefficient, especially when the system is dynamic and changes rapidly. In this dissertation, 
we propose a theoretical framework for the cascading waterfall filtering problem and 
 xii 
develop a mathematical algorithm to obtain the optimal solutions. Our method achieves a 
dramatic improvement in an important real-world application, which adopts cascading 
water filtering system to select a few items from tens of millions of candidates. 
There are also some cases in which the candidate pool is relatively small.  For instance, 
the number of web UI candidates is usually less than one hundred. Then, we are able to 
explore during item selection process. A typical exploration case is online experimentation, 
which is widely used to test and select items in real applications. In this situation, we can 
get interactive feedback to evaluate items. Considering online experiments for example, 
we usually randomly segments users into several groups, show them different candidates, 
and then compare the overall performance of each candidate to find the item with the 
largest value. Among all designs, A/B testing, which usually segments users into two 
statasitically equivalent groups to measure the difference between two versions of a single 
variable, is the most popular. For instance, in order to compare the impact of an ad versus 
another, we need to see the impact of exposing a user to viewing the first ad, and not the 
second, and then compare with the converse situation. However, a user cannot both see the 
first ad and not see it. Consequently, we need to create two “statistically equivalent 
populations”  and expose users randomly to one or the other. This method is 
straightforward. However, the defect of this method is also obvious: to measure both 
versions, this method cannot expose all users to the best version, which leads to potential 
value loss. Some multi-armed bandit algorithms, e.g., Randomized Probability Matching 
(RPM), Upper Confidence Bounds (UCB), whose objective is maximizing the total return 
in experiment, have been proposed for improvement. However, these methods do not take 
into account the statistical confidence levels of the final result from the experiment and the 
 xiii 
corresponding impact on the subsequent item selection in the post-experimental stage. To 
solve this problem, we develop algorithms to achieve a good trade-off between reducing 
statistical uncertainty and maximizing cumulative reward, which aims at maximizing the 
total expected reward of item selection over a total duration, which includes both the 
current experimental stage and the post-experimental stage. The proposed algorithms 
demonstrate consistent and statistically significant improvements across different settings, 
outperforming both A/B testing and multi-armed bandit algorithms significantly. 
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CHAPTER I: Introduction 
1.1 Item selection 
 How to make choices among many options from a candidate pool is a problem which 
we confront throughout our lives. When we were a baby, we selected toys which can please 
ourselves most from a basket. When we were a child, we chose the fruit which we liked 
most in a plate. When we grow up, we need to choose university, major, job, etc. When we 
approach the end your life journey, we still need to think about choosing someone to inherit 
our assets. The problem of choosing from a candidate pool accompanies us all along our 
entire lives. 
 
 
 
 
Figure 1. Item selection problem 
From an economics perspective, the optimal choices depend on two factors: the reward 
associated with each candidate option, and the estimation of that reward. Different people 
have different reward functions to value each candidate. Some children prefer apples to 
oranges because apples taste better to them. In contrast, some others like oranges more due 
to their different preference, i.e., reward function. A personalized reward function is 
developed during an individual’s growth, which is heavily influenced by personal 
experience and environment.  
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In some cases, we know our reward for each candidate well. Let us take the fruit 
comparisons for example. People have the chance to taste both apple and orange many 
times. Each fruit may taste a bit different, juicy or not, sweet or tart etc. So, they know 
which one is their favorite. Then the selection is very simple and straightforward. However, 
in some other cases, people do not have a clear estimation for each candidate. This is also 
very common in our life. People might hesitate in choosing to study math or computer 
science, starting working for a hedge fund or an IT company. The reason is that they do 
not know the “value” of each candidate very well. There are also two different scenarios. 
One is that you do not have any information about these candidates. The other one is that 
you have some information about them, which can help you improve the chance of making 
the right decision. In the first scenario, your decision would purely rely on blind guesses. 
In the second scenario, your decision would be optimal, or near-optimal if the information 
is used properly. In some situations, you even have the chance to try out some candidates 
and obtain better estimates for them, before making a final decision. For example, some 
high schools provide shadow visits to help students find out whether the school life is 
enjoyable for them. Though there are only one or two days to try it in person, the shadow 
visits do provide a chance for better evaluation. But unfortunately, most companies do not 
provide shadow visits. If you want to explore different jobs, you must expend significant 
time and efforts at your own expense: try a job for a few months, change to another one if 
you really do not like it. So, in this situation, how to make a good decision without any 
exploration is extremely important. 
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1.2 Research problems 
As we discussed above, if we look at the item selection problem from the knowledge of 
“reward function” perspective, there are several different cases, which relate to three kinds 
of problems: 
• The first kind is that the reward value of each item is deterministic and known. 
Then, the optimal solution for item selection problem is straightforward:  the 
items ranked with higher reward should be selected. So, we do not discuss the 
problem in the dissertation. 
• The second kind of problem is that reward of each candidate is totally unknown. 
And meanwhile, we do not have any information to estimate the reward. Then, 
there is no difference between selection policies. We do not talk about this 
problem either. 
• The third kind of problem is that the reward of each choice is partially known, 
i.e., we have some estimates of these rewards. We will focus on discussing and 
solving this kind problem in my dissertation. There are also two different kinds 
of situations: explorable item selection and inexplorable item selection. 
Explorable item selection means that we can take actions and explore to obtain 
more accurate estimates, inexplorable item selection is that we can only rely on 
the current available information to select items. We will discuss these two kinds 
of problems in the following chapters. Independent of which one of these two 
scenarios is encountered, the prediction uncertainty for individual reward is 
important in the overall reward optimization, which would be our focus. 
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Figure 2 shows these different kinds of problems. We will focus our research on the green 
hatched area in this dissertation.  
 
Figure 2.  Different item selection problems (Green hatched area is our research focus.) 
1.3 Contributions of the dissertation  
In this dissertation, we would like to discuss item selection problem given the value 
estimation for each candidate, and especially focus on the discussion of two scenarios: 
explorable situation and inexplorable situation. 
The inexplorable situation seems to be simpler as we only make the decision given the 
estimated value of each item. And that is true if we only select items through one stage. 
However, it is almost impossible to select items through one single ranking stage in real-
world applications if the candidates pool is large. It is very challenging to support such a 
large-scale model prediction with low-latency response requirements. Besides that, to 
obtain a good prediction accuracy, the models used in industry get more and more complex. 
Deep neural networks with many layers and neurons are widely used these years. All of 
these make it infeasible to evaluate all candidates through one complex model in the large-
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scale usage scenarios. To solve this problem, engineers leverage the cascading filtering 
method, which is shown in Figure 3.  This cascading filtering method is widely used in real 
applications. However, as we discussed in the section above, it has not been well studied 
yet. Though there are some similar problems, such as how to efficiently and sequentially 
sample, rank, and select items among a fixed set, which are discussed in statistic 
community and simulation community, there is no deep analysis of the problem given only 
predicted values and the uncertainties of the predictions. One of the reasons is that 
researchers usually assume improving model prediction accuracy is the only way that can 
improve the system performance, and they take it for granted that the output of predictive 
models should be ranking score of items. However, they ignore the bias incurred by the 
prediction uncertainty and the item selection process, which we will discuss more in the 
next section.  We are also going to define this problem and discuss a process to develop a 
better scoring function for item selection, and to find the optimal settings for a cascade 
ranking and filtering system. 
 
Figure 3. A typical example of a cascading ranking and filtering system 
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    When the items are explorable, we need to tackle the problem of “exploration” vs. 
“exploitation” tradeoff, which is similar to the multi-armed bandit problem. However, there 
is no restriction on the degree of exploration in a typical multi-armed bandit problem, 
which is unfortunately not true for many real-world applications. In most cases, items are 
only explorable over a finite duration. After this exploration stage, we need to make the 
decision of selecting items. For example, you cannot always obtain an unbounded number 
of shadow days in schools. After a few days, you must make the decision to join one. 
Another example is UI design test. Different UI designs can be tested during a period on 
the website. But after the test period, they must eventually make the decision of whether 
the new design should be rolled out. Keeping two or more designs not only increases the 
cost of maintenance, but also incurs inconsistent experience among users. How to make a 
good trade-off during limited experiment time will be discussed in this dissertation.  
 
Figure 4. A typical A/B testing method for exploration 
 
Compared with multiarmed bandit algorithms and typical online testing method, such as 
A/B testing, our proposed algorithms can handle “exploration” vs. “exploitation” trade-off 
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much more efficiently in terms of total reward. It can achieve a better trade-off between 
reducing statistical uncertainty and maximizing cumulative reward, which can significantly  
improves the total expected reward over a total duration, including both the current 
experimental stage and the post-experimental stage. We will demonstrate the improvement 
through our experimental results later. 
Table 1: The comparison of A/B test, Multi-armed bandit algorithm, and proposed algorithms 
 Maximize expected reward 
in experimental stage 
Maximize expected 
reward in  post-
experimental stage 
Maximize expected reward 
in both experimental stage 
and post-experimental stage 
A/B testing No Yes No 
Multi-armed bandit algorithms Yes No No 
Proposed algorithms NO No Yes 
1.4 Outline 
     In the rest of this dissertation, we will first discuss inexplorable item selection, talk 
about how prediction uncertainty changes the optimal policy for a cascading selection 
system, and how to optimize the reward given the estimates of item values. Then, we will 
discuss explorable item selection, and develop the algorithms to achieve a better trade-off 
between exploration and exploitation for the online experiment of item selection. Finally, 
we will discuss our conclusions, and future work in this area. 
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CHAPTER II: Inexplorable item selection optimization 
As we mentioned above, there are many cases in which we cannot explore items during 
the selection process. The infeasibility of exploration makes the item selection policy 
wholly depend on the estimation of the value for each item. The problem is very 
straightforward if we only have one single ranking and selecting stage. However, using one 
single stage to rank and select items is unrealistic in a large-scale application due to the 
infrastructure limitations. In that situation, engineers have to use multiple stages to rank 
and select items, which is called a cascading selection system.  
Cascading selection systems are widely used in real applications to solve the problem of 
item selection from a huge candidate pool under resource. In this chapter, we discuss the 
cascading selection system used in industry and the associated optimization problem. We 
would like to find the answers of the following two questions: 1. How to find the optimal 
system settings, e.g. the number of stages and the number of items filtered at each stage? 
2. How to select items given predictions at each stage? For the second problem, we mainly 
discuss the binary event reward use case, which is a more complex problem to solve in 
industry. After that, we will talk about how to take CPU and latency cost into consideration 
for the optimization.  
2.1 Single stage selection 
If we only use one single stage to rank and select ads (as shown in Figure 5), the optimal 
selection policy would be very straightforward: as we only care about total expected returns, 
we should always select items with larger expected or predicted values, which is not worth 
discussing from a research perspective. 
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Figure 5. A single stage selection 
2.2 Multiple stage selection 
    In real-world applications, there are many problems that concerns selecting a subset 
of items from a huge candidate pool. For example, Google needs to select ads to display to 
users after receiving a user’s search query. Apple needs to estimate users’ interested apps 
and recommends personalized apps to users when they visit the App Store. To solve this 
kind of problem, machine learning engineers usually build predictive models to estimate 
the value of each candidate, sort candidates by these predictions, and then select the top 
ranked candidates to be displayed. The size of candidate pool can be very large, especially 
for these large-scale applications. For example, there are around 2 million available apps 
in app store [1]. And in 2015, there have been already 4 million advertisers running ads on 
Google [2]. Also, many users visit Google website and App Store concurrently. It is very 
challenging to support a large-scale model predicting with low-latency response. Besides 
that, to achieve a good prediction accuracy, the models used in industry get more and more 
complex. For example, deep neural network models get very complex: many models used 
in real-world applications have a large number of layers and nodes. To have a high accuracy, 
the model size sometimes could be hundreds of Gigabytes or even larger. All of these make 
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it infeasible to evaluate all items through complex machine learning models in one single 
stage.  
To solve this problem, engineers adopt a cascading selection method. Instead of using 
complex models in one single stage to estimate, sort and filter all candidates, multiple 
stages are used to filter items sequentially. Figure 6 is an example of a two-stage cascading 
filtering system. A simple model is used in the first stage to estimate candidates’ values. 
And then we sort and filter candidates to get an intermediate subset. These intermediate 
candidates are then passed to the second stage to be further estimated by more complex 
and more accurate models. We leverage the second stage predictions to select the final 
selected items. Intuitively, this cascading filtering method usually can attain a good 
tradeoff between performance and infrastructure cost, which can both select most 
promising items accurately and save many computation resources. However, there is no 
systematical analysis on how to choose the number of stages and how many filtered items 
in each stage. Engineers usually tune the system settings through experience and 
experiment. We would like to formulate and discuss these problems in this chapter. As for 
the selection criteria, engineers and researchers usually believe the expected values of items 
should be the golden rule for ranking items. But is that true? Do the items with the same 
expected values but different prediction uncertainties provide us the same return? We will 
start from some simple examples, and then further dive into the mathematical analysis of 
this interesting problem. In short, our conclusion demonstrates the invalidity of the “golden 
rule” in most people’s mind and leads to the following conclusion: the optimal selection 
policy should treat items with the same expected values but different prediction 
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uncertainties differently, which means we should take into account prediction uncertainty 
in the optimization of cascading item selection system. 
 
Figure 6. An example of multistage selection problem 
2.2.1 Related work 
    This cascading filtering method is widely used in real-world applications. However, as 
we discussed in above section, it has not been well studied yet. There are some similar 
problems, such as how to efficiently sequentially sample, rank, and select items among a 
fixed set, which are discussed in statistic community [3] [4] [5] and simulation community 
[6] [7] [8]. For example, paper [4] discusses natural terminal decisions, i.e., decisions 
which are made in terms of the largest sufficient statistics in sequential selection procedures, 
to find good populations. Paper [5] talks about the situation that a sample of people 
independently examine a fixed set of k items and then rank these items according to 
personal judgment. The process of ranking the items is decomposed into k −1 stages. In the 
forward model, the most preferred item is selected at the first stage, the best of the 
remaining items is then selected at the second stage, and so on until the least preferred item 
is selected by default. In that problem, researchers care about the orders of selected items, 
which makes it closer to a ranking problem instead of a selection problem. However, none 
of them discusses the problem of total value optimization for the selected subset given the 
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predicted values without any further sampling opportunity. Our guess of why researchers 
have not paid much attention to the sequential item selection problem which we describe 
here is that previously there were few large-scale applications for a long time due to 
computation power constraint. Another possible reason is that engineers and researchers 
usually intuitively believe that improving model prediction accuracy is the only approach 
to improve the system performance and take it for granted that the output of predictive 
models should be the best score for item ranking. They ignore the survival bias incurred by 
prediction uncertainty and item selection process, which we will discuss in the next section.  
Firstly, we are also going to define cascade ranking and selecting problem, explore the 
optimal scoring function, and discuss how to find the optimal settings for system. 
2.2.2 Problem definition 
    Let us first define a subset selection problem. Suppose we have n candidates with the 
true value of 𝑦𝑖, 𝑖 = 1, 2,… , 𝑛. 𝑦𝑖 is actually unobservable with i.i.d. Gaussian distributed 
𝑦𝑖 ~ 𝑁(𝜇, 𝜎
2), where 𝜇  and 𝜎2 are known. We also briefly discuss some example of 
independent situations in Appendix C. The goal is to select a subset Sk which contains k 
items to maximize the total expected rewards: 
𝑉(𝑆𝑘) = 𝐸 (max∑ 𝑦𝑖𝑖∈𝑆𝑘 ). 
(1) 
And what we can observe are the predictions from ranking models ?̂?𝑖,𝑗 , j=1, 2, ..., T, where 
j represents the prediction from jth stage ranking model and T is the number of the stages. 
Here we assume that 
?̂?𝑖,𝑗 = 𝑦𝑖 + 𝑖,𝑗 , (2) 
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where 𝑖,𝑗 is the prediction error with Gaussian distribution 𝑁(0, 𝜎𝑗
2). And the noises are 
independent with each other within a stage. Here, the mean value off the error is 0, which 
means that the predictor at each stage is unbiased. We know that the total prediction error 
contains two components: bias and variance. Though sometimes regularization is 
introduced in model training to make a better trade-off between bias and variance to 
decrease the total prediction error, the bias is usually relatively much smaller compared 
with variance, especially for deep neural network, which usually adopts dropout for 
regularization. After looking at some real predictors used in some large real-world 
applications, we find that the bias component only accounts for less than 2% of the total 
prediction error. So, the unbiased assumption is still close to the real-world use cases.  
    The value of 𝜎𝑗
2 shows the prediction uncertainty of the model at stage j. The larger 𝜎𝑗
2 , 
the less prediction uncertainty. From equation (2), it is easy to get that ?̂?𝑖,𝑗~𝑁(𝜇, 𝜎
2 + 𝜎𝑗
2). 
It is common to divide uncertainty into two types, aleatoric and epistemic uncertainty [47]. 
Aleatoric uncertainty refers to uncertainty about an inherently variable phenomenon. 
Epistemic uncertainty refers to uncertainty arising from lack of knowledge. The aleatoric 
uncertainties of the models at different stages are usually the same as long as all the models 
are trained on the same data set. However, more complex models can usually cover more 
knowledge, e.g. more informative features, more complex model structure, which lead to 
less epistemic uncertainties. As the model is more complex at later, the total prediction 
uncertainties of models at earlier stages are larger than the models at later stages 𝜎1
2 >
𝜎2
2 > ⋯ > 𝜎𝑇
2. There are several methods to calculate the prediction uncertainties, e.g. 
Bayesian logistic regression, drop-out based uncertainty measure for deep neural network. 
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At each stage, only top 𝑘𝑗 items are filtered and allowed to enter the next stage. The last 
stage chooses k items. So, we have 𝑛 > 𝑘1 > 𝑘2 > ⋯ > 𝑘𝑇 = 𝑘 . The optimization 
problem is how to find out the best system settings, i.e., the number of stages and the 
number of items selected at each stage.  
𝑉𝑚𝑎𝑥(𝑆𝑘) = max
𝑇,𝑘𝑗,𝑗=1,2,..𝑇−1
𝑉(𝑆𝑘). (3) 
2.2.3 Prediction inconsistency caused by item selection 
Before discussing how to find the optimization solution for problem (3), let us talk about 
the impact caused by the cascading selection process, which is usually ignored by most of 
researchers. With the assumption above, the prediction models at each stage are all 
unbiased. So, it is intuitive that the expected difference between predictions at two stages 
would be the same for a particular ad. But is it true? Let us run a simulation and see what 
happens. Figure 7 is the plot of the prediction distributions for a two-stage ranking problem. 
It is observed that the mean values of predictions from two stages are different, which is 
counterintuitive for most of researchers and engineers. 
 
Figure 7. An example of the comparison of the predictions from two stages, 𝜇 = −8, 
𝜎2 = 9, 𝜎1
2 = 4, 𝜎2
2 = 1, 𝑛 = 1000, 𝑘1 = 50, 𝑘2 = 𝑘 = 20 
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    To unveil this inconsistency and understand cascading selection process, let us start from 
a simple two-stage case. If the second stage is a dummy stage, which does not take any 
filtering effect. Then, the settings are fixed as 𝑇 = 2 and 𝑘1 = 𝑘2 = 𝑘. Without loss of 
generality, let us assume the item index i is in descending order of the predicted value ?̂?𝑖,1. 
Now, let us look at the distribution of the predictions at the first stage ?̂?𝑖,1 
𝑃?̂?𝑖,1(𝑥|𝜇,
2, 𝜎1
2, 𝑛) =
𝑛!
(𝑛−𝑖)!(𝑖−1)!
Φ(
𝑥−𝜇
√2+𝜎1
2
)
𝑛−𝑖
∙ (1 − Φ(
𝑥−𝜇
√2+𝜎1
2
))
𝑖−1
∙
𝜙 (
𝑥−𝜇
√2+𝜎1
2
), 
(4) 
where 𝜙(𝑥) =
1
√2𝜋
𝑒−
𝑥2
2  and Φ(𝑥) = ∫ 𝜙(𝑧) 𝑑𝑧
𝑥
−∞
. 
When 𝑛 is large enough, ?̂?𝑖,1 is close to Gaussian distribution (see Appendix A for a 
detailed derivation) 
𝑁 (𝜇 + √2 + 𝜎1
2 ∙ Φ−1 (
𝑛−𝑖+1
𝑛+1
) ,
𝑖∙(𝑛−𝑖+1)
(𝑛+1)2∙(𝑛+2)∙(𝜙(Φ−1(
𝑛−𝑖+1
𝑛+1
)))
2). (5) 
So, the expectation of ?̂?𝑖,1 is 
𝐸(?̂?𝑖,1|𝜇,
2, 𝜎1
2, 𝑛) = 𝜇 + √2 + 𝜎1
2 ∙ Φ−1 (
𝑛−𝑖+1
𝑛+1
). (6) 
The selected items are top ranked items. They usually have larger values than the median, 
which means that 𝑖 < 𝑘 <
𝑛+1
2
 and Φ−1 (
𝑛−𝑖+1
𝑛+1
) > 0 . Consequently, it is usually true that 
𝐸(𝑦𝑖|𝜇,
2, 𝜎1
2, 𝑛) > 𝜇.  
The distribution of the true value 𝑦𝑖 can be obtained through 
𝑃𝑦𝑖(𝑥|𝜇, 
2, 𝜎1
2, 𝑛) = ∫ 𝑃?̂?𝑖,1(𝑧|𝑘, 𝑛) 𝜙 (
𝑥 − 𝑧
𝜎1
)𝜙 (
𝑥 − 𝜇
𝜎
) 𝑑𝑧.
∞
−∞
 (7) 
When 𝑛 is large enough, the distribution of 𝑦𝑖 is close to a Gaussian distribution 
𝑁 (𝜇 +
2∙Φ−1(
𝑛−𝑖+1
𝑛+1
)
√2+𝜎1
2
,
2∙𝜎1
2
2+𝜎1
2 + 
𝑖∙(𝑛−𝑖+1)
(𝑛+1)2∙(𝑛+2)∙(𝜙(Φ−1(
𝑛−𝑖+1
𝑛+1
)))
2). (8) 
So, the expectation of 𝑦𝑖 is 
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𝐸(𝑦𝑖|𝜇,
2, 𝜎1
2, 𝑛) = 𝜇 +
2∙Φ−1(
𝑛−𝑖+1
𝑛+1
)
√2+𝜎1
2
. (9) 
As the predictor of the second stage is also an unbiased predictor for items values, the 
expected values from the predictor are equal to the expectation of 𝑦𝑖 
𝐸(?̂?𝑖,2|𝜇,
2, 𝜎1
2, 𝑛) = 𝜇 +
2∙Φ−1(
𝑛−𝑖+1
𝑛+1
)
√2+𝜎1
2
. (10) 
Now, the expectation of the difference between predicted values at the first and second 
stage can be derived from equation (6) and (10), which is 
𝐸(?̂?𝑖,1 − ?̂?𝑖,2|𝜇,
2, 𝜎1
2, 𝑛) = 𝐸(?̂?𝑖,1|𝜇,
2, 𝜎1
2, 𝑛) − 𝐸(?̂?𝑖,2|𝜇,
2, 𝜎1
2, 𝑛) =
(𝜇 + √2 + 𝜎1
2 ∙ Φ−1 (
𝑛−𝑖+1
𝑛+1
)) − (𝜇 +
2∙Φ−1(
𝑛−𝑖+1
𝑛+1
)
√2+𝜎1
2
) =
𝜎1
2∙Φ−1(
𝑛−𝑖+1
𝑛+1
)
√2+𝜎1
2
. 
 (11) 
For the top ranked items, we have Φ−1 (
𝑛−𝑖+1
𝑛+1
) > 0. So, 𝐸(?̂?𝑖,1 − ?̂?𝑖,2|𝜇,
2, 𝜎1
2, 𝑛) is larger 
than zero, which means that the average predictions from the first stage predictors tends to 
be higher than the predictions from the second stage predictors on the final selected subset. 
As the second stage predictions are unbiased, the predictor of the first stage is actually 
biased on the selected subset now. This phenomenon is caused by selection process. Indeed, 
unbiased predictor plus selection process leads to biased predictions on the selected subset. 
Let us also briefly discuss about ranking score function. At the ith stage we sort items 
based on predicted value ?̂?𝑖,𝑗 . We know that the expected true value is different from ?̂?𝑖,𝑗 . 
Given ?̂?𝑖,𝑗, the expected true value is 
𝐸(𝑦𝑖|?̂?𝑖,𝑗 , 𝜇,
2, 𝜎1
2, 𝑛) =
2∙?̂?𝑖,𝑗+𝜎1
2∙𝜇
2+𝜎1
2 . 
(12) 
Theoretically, we should rank ads through value in Equation (12). However, as this value 
is monotonically increasing for ?̂?𝑖,𝑗 . The larger  ?̂?𝑖,𝑗 , the larger 𝑦𝑖 . So, the ranking and 
filtering method based on 𝑦𝑖 is the same as the method of using the score of ?̂?𝑖,𝑗.  
    Above conclusion is true for the continuous Gaussian value. We will revisit this for 
binary event item selection in 2.2.6, of which the model direct estimated value ?̂?𝑖,𝑗  would 
not be the best score for ranking and filtering items. 
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2.2.4 System setting optimization 
    From the expectation of 𝑦𝑖 in Equation (9), we can easily see that the total expected 
value of selected 𝑘1 items at stage one is  
𝑉1(𝑆𝑘1) = 𝑘1 ∙ 𝜇 + ∑
2∙Φ−1(
𝑛−𝑖+1
𝑛+1
)
√2+𝜎1
2
𝑘1
𝑖=1 . (13) 
There are also some other approximations of order statistics [9]. If we adopt one of the 
approximations instead, total expected reward is then 
𝑉1(𝑆𝑘) = 𝑘1 ∙ 𝜇 + ∑
2∙Φ−1(
𝑛−𝑖−𝛼+1
𝑛−2𝛼+1
)
√2+𝜎1
2
𝑘1∙
𝑖=1 , (14) 
where 𝛼 = 0.375. We compare above to approximations through a simulation in Figure 8. 
The settings in this simulation are 𝜇 = 0, 2 = 64, 𝜎1
2 = 2.5, 𝑛 = 1000. The one with the 
adjustment of 𝛼 is a little bit more accurate. 
 
Figure 8. An example of the comparison of the predictions at the first stage, 𝜇 = 0, 2 =
64, 𝜎1
2 = 2.5, 𝑛 = 1000. Approximation 1 is the curve for equation (13) based on 
Gaussian assumption in equation (8). Approximation 2 is the curve for equation (14) 
    It is known that the output from the previous stage is the input for the next stage. If we 
assume the distribution of 𝑦𝑖 is close to a Gaussian distribution, the input of the second 
stage is a mixture of Gaussian distributions: 
𝑁 (𝜇 +
2∙Φ−1(
𝑛−𝑖+1
𝑛+1
)
√2+𝜎1
2
,
2∙𝜎1
2
2+𝜎1
2 +
𝑖∙(𝑛−𝑖+1)
(𝑛+1)2∙(𝑛+2)∙(𝜙(Φ−1(
𝑛−𝑖+1
𝑛+1
)))
2), (15) 
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where 𝑖 = 1, 2,… , 𝑘1. 
If n is very large, this mixture distribution is close to Gaussian distribution 𝑁(𝜇′,′2), 
where 𝜇′ and ′2 are (see more details in Appendix B) 
𝜇′ = 𝜇 +
2∙∑ Φ−1(
𝑛−𝑖+1
𝑛+1
)
𝑘1
𝑖=1
𝑘1√
2+𝜎1
2
, (16) 
′2 =  
2 ∙ 𝜎1
2
2 + 𝜎1
2 + ∑
𝑖 ∙ (𝑛 − 𝑖 + 1)
(𝑛 + 1)2 ∙ (𝑛 + 2) ∙ 𝑘1 ∙ (𝜙 (𝛷−1 (
𝑛 − 𝑖 + 1
𝑛 + 1 )))
2
𝑘1
𝑖=1
+ ∑(𝜇 +
2 ∙ 𝛷−1 (
𝑛 − 𝑖 + 1
𝑛 + 1 )
√2 + 𝜎1
2
)
2
𝑘1
𝑖=1
− (
2 ∙ ∑ 𝛷−1 (
𝑛 − 𝑖 + 1
𝑛 + 1 )
𝑘1
𝑖=1
𝑘1 √2 + 𝜎1
2
)
2
. 
(17) 
After using equation (14) iteratively in the second stage, the total expected reward of a two-
stage system would be: 
𝑉2(𝑆𝑘) = 𝑘 ∙ 𝜇 + ∑
′2∙Φ−1(
𝑘1−𝑖−𝛼+1
𝑘1−2𝛼+1
)
√′2+𝜎2
2
𝑘
𝑖=1 . (18) 
The maximum value of 𝑉2(𝑆𝑘) is denoted as 𝑉2,𝑚𝑎𝑥(𝑆𝑘) 
𝑉2,𝑚𝑎𝑥(𝑆𝑘) = max
𝑘1=𝑘,𝑘+1,…𝑛
(𝑘 ∙ 𝜇 + ∑
′2∙Φ−1(
𝑘1−𝑖−𝛼+1
𝑘1−2𝛼+1
)
√′2+𝜎2
2
𝑘
𝑖=1 ). (19) 
This solution can also be extended to multiple stages. To find the optimal settings, we can 
exhaustively try different number of stages, and select the one with the largest expected 
reward as follows 
𝑉𝑚𝑎𝑥(𝑆𝑘) = max
𝑗=1,2,..𝑇
(𝑉𝑗,𝑚𝑎𝑥(𝑆𝑘)). (20) 
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2.2.5 Infrastructure resource constraint  
The above analysis does not take account of resource cost. In real-world applications, 
the computational resources are not unlimited. There are many measures of infrastructure 
cost. Among them, CPU and latency are usually two most important metrics.  
The CPU cost relates to model complexity and the number of evaluation times. 
𝐶𝐶𝑃𝑈 = ∑ 𝐶𝑡
𝐶𝑃𝑈
𝑇
𝑗=1
= ∑ 𝑓(𝜎𝑗
2, 𝑘𝑗)
𝑇
𝑗=1
 (21) 
The latency cost also relates to model complexity and the number of evaluation times. 
Besides these, there is also overhead cost of each stage. 
𝐶𝐿𝑎𝑡𝑒𝑛𝑐𝑦 = ∑ 𝐶𝑡
𝐿𝑎𝑡𝑒𝑛𝑐𝑦𝑇
𝑗=1 = ∑ (𝑔(𝜎𝑗
2, 𝑘𝑗) + 𝐶)
𝑇
𝑗=1 , (22) 
where C is the latency overhead. You can image that if we have too many stages, the cross-
stage communication cost would be nontrivial. Consequently, in real-world applications, 
engineers usually do not use many stages in cascading selection system. A typical system 
uses 2~5 stages to ensure that it does not incur significant latency overhead. 
After considering CPU and latency, the optimization problem 𝑉𝑚𝑎𝑥(𝑆𝑘) turns to be 
max
𝑗=1,2,..𝑇
(𝑉𝑗,𝑚𝑎𝑥(𝑆𝑘)) 
subject to   𝐶𝐶𝑃𝑈 < 𝑇1 and 𝐶
𝐿𝑎𝑡𝑒𝑛𝑐𝑦 < 𝑇2 
(23) 
 Figure 9 shows some data points of CPU and latency costs derived from real 
applications. It is observed that the more predictions, the more cost of CPU and latency. 
The cost of CPU and latency also increase sharply as predictors get more complex, which 
is in line with our expectations. 
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Figure 9. CPU and latency cost curve 
2.2.6 Binary event item selection ranking score optimization 
We briefly mention in 2.2.2 that there is no difference between directly using predictions 
and ranking items through equation (12) for continuous reward optimizations. However, 
the result would be totally different for the binary event prediction problem. It is suboptimal 
to use model predicted values to rank items for binary event value. The reason is that the 
prediction uncertainty would be different for each item in binary event problem. We will 
discuss this problem in this section. 
In some applications, the value of each item depends on binary events. Considering ads 
displaying for example, we need to select ads from a candidate pool for limited slots shown 
to users. Each ad has a probability turning to be a conversion, which is an action that is 
counted when a user interacts with the ads, e.g., an online purchase, an app install. Let us 
assume the conversion rate of each item is 𝑝𝑖, which follows a logit normal distribution 
𝐿𝑜𝑔𝑖𝑡𝑛𝑜𝑟𝑚𝑎𝑙(𝜇𝑝,𝑝
2). If 𝜇𝑝 ≪ 1, 𝐿𝑜𝑔𝑖𝑡𝑛𝑜𝑟𝑚𝑎𝑙(𝜇𝑝,𝑝
2) is close to 𝐿𝑜𝑔𝑛𝑜𝑟𝑚𝑎𝑙(𝜇𝑝,𝑝
2).  
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 The values of these conversions are different. The conversion value is represented by 
𝑏𝑖 which follows a log normal distribution 𝐿𝑜𝑔𝑛𝑜𝑟𝑚𝑎𝑙(𝜇𝑏,𝑏
2). Then the expected value 
of an item getting displayed is 𝑣𝑖 = 𝑝𝑖 ∙  𝑏𝑖 . We also assume that the value of each item 
follows a log normal distribution 𝐿𝑜𝑔𝑛𝑜𝑟𝑚𝑎𝑙(𝜇𝑣,𝑣
2).  
In real-time bidding platform, the value of conversion, which is equal to bid, could be 
automatically changed to maintain a reasonable and smooth delivery. For example, if the 
conversion rate is high, advertiser realizes that this ad does not need a high bid price to win 
the auction.  In this situation, the conversion rates and the expected values are independent 
of each other. The conditional distribution of 𝑝𝑖 given 𝑏𝑖 is  𝐿𝑜𝑔𝑛𝑜𝑟𝑚𝑎𝑙(?̂?𝑝, ̂𝑝
2), where 
?̂?𝑝 and ̂𝑝
2
 are: 
?̂?𝑝 = 𝜇𝑝 −
𝑝
2
𝑝
2+𝑣
2 (𝑏𝑖 − 𝜇𝑏), (24) 
̂𝑝
2 =
𝑝
2 ∙𝑣
2
𝑝
2+𝑣
2. (25) 
However, we do not know the exact conversion rate of each item. Instead, we can only 
estimate the conversion rate from historical data. Suppose the prediction error of the 
predictor in stage one follows lognormal distribution 𝐿𝑜𝑔𝑛𝑜𝑟𝑚𝑎𝑙(0,1
2) . Then the 
distribution of predicted value ?̂?𝑖 is 𝐿𝑜𝑔𝑛𝑜𝑟𝑚𝑎𝑙(?̂?𝑝, ̂𝑝
2 + 1
2). The expected value of the 
true conversion rate given prediction ?̂?𝑖 and 𝑏𝑖 is: 
𝐸(𝑝𝑖|?̂?𝑖 , 𝑏𝑖) = logit
−1 (
𝑝
2∙𝑣
2
𝑝
2 +𝑣
2∙logit(𝑝𝑖)+1
2∙?̂?𝑝
𝑝
2∙𝑣
2
𝑝
2 +𝑣
2+1
2
) = logit−1 (
𝑝
2∙𝑣
2
𝑝
2+𝑣
2∙logit(𝑝𝑖)+1
2∙(𝜇𝑝−
𝑝
2
𝑝
2+𝑣
2(𝑏𝑖−𝜇𝑏))
𝑝
2∙𝑣
2
𝑝
2+𝑣
2+1
2
). (26) 
Now, instead of using model predicted values to rank items, we use 𝐸(𝑝𝑖|?̂?𝑖 , 𝑏𝑖) ∙ 𝑏𝑖 to sort 
and filter ads. It is obvious that this method is different from ranking ads through ?̂?𝑖 ∙ 𝑏𝑖 . 
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There are also some cases in which conversion rates and the expected values are not 
independent of each other. Let us assume that the correlation of bid price and conversion 
rate is 𝜌. So, the joint distribution of 𝑝𝑖 and 𝑏𝑖 is 𝐿𝑜𝑔𝑛𝑜𝑟𝑚𝑎𝑙(𝜇, Σ), where the mean 𝜇 and 
covariance Σ are 
𝜇 = [𝜇𝑝, 𝜇𝑏], (27) 
Σ = [
𝑝
2 𝜌𝜎𝑝𝜎𝑏
𝜌𝜎𝑝𝜎𝑏 𝑏
2 ]. (28) 
It is easy to obtain the joint distribution of observations 𝑝?̂? and 𝑏?̂?, which is equal to 
𝐿𝑜𝑔𝑛𝑜𝑟𝑚𝑎𝑙(?̂?, Σ̂). Here, the mean ?̂? and covariance Σ̂ are 
?̂? = [𝜇𝑝, 𝜇𝑏], (29) 
Σ̂ =
[
 
 
 𝑝
2 + 1
2 𝜌𝜎𝑏√𝑝2 + 1
2
𝜌𝜎𝑏√𝑝2 + 1
2 𝑏
2
]
 
 
 
. (30) 
Then the expected value of the true conversion rate given prediction ?̂?𝑖 and 𝑏𝑖 is: 
𝐸(𝑝𝑖|?̂?𝑖 , 𝑏𝑖) = logit
−1 (
(1−𝜌2)∙𝑝
2 ∙logit(𝑝𝑖)+1
2∙(𝜇𝑝+𝜌∙
𝜎𝑝
𝜎𝑏
∙(log(𝑏𝑖)−𝜇𝑏))
(1−𝜌2)∙𝑝
2 ∙+1
2 ). (31) 
2.3 Experimental results 
2.3.1 Accuracy of performance estimation 
Our method provides a systematical way to optimize cascading ranking and selection 
efficiency. But before using it to find the optimization of system setting, we want to verify 
the accuracy of the performance estimation in equation (18) for different choices of number 
of stages, and the number of filtered items at each stage. 
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In our simulation, the candidates are Gaussian distributed with 𝜇 = 0, 2 = 64. We 
select the top 20 items from these 1000 candidate pool, which means 𝑛 = 1000, 𝑘 = 20.  
2.3.1.1 Two stages system optimization 
Suppose the variance of model prediction at the first stage 𝜎1
2 = 16 and the second stage 
𝜎2
2 = 9 . Our theoretical performance estimation is very close to the simulation 
performance as shown in Figure 10. In this example, the difference between theoretical 
results (which is calculated through equation (18)) and simulation results is always less 
than 0.2%. The optimal k1 we get from our algorithm is 29, which is the same with the 
results in simulation. 
 
 
Figure 10. Comparison of simulation results and theoretical results in two-stage system 
2.3.1.2 Three stages system optimization 
Suppose the variance of model prediction at the first stage 𝜎1
2 = 25, the second stage 
𝜎2
2 = 16, and the third stage 𝜎2
2 = 9.  
We also plot the comparison of theoretical results and simulation results in Figure 11. It 
is observed that the difference between theoretical results and simulation results is always 
less than 1.2%. Although this error is still very small, it is much larger than the difference 
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of two-stage system. This makes sense as the analysis relies on more assumptions and 
approximations after adding one extra stage. The comparison for four stages system has 
not been showed here due to visualization challenge. The difference between our 
theoretical result and the simulation result is around 3%. 
 
Figure 11. Comparison of simulation results and theoretical results in three-stage system 
2.3.2 System setting optimization with infrastructure resource constraints 
In real applications, we can add more machines to solve CPU insufficiency. However, 
adding more computation resources does not help much for latency. So, latency constraint 
is usually the bound constraint in most cases. In our simulation, we only run the simulation 
under latency constraint. The simulation result is similar after adding other constraints, e.g., 
 25 
CPU constraint. We assume that the latency cost at each stage is 𝜅
𝑘𝑗
𝛼
(𝜎𝑗
2−𝛾)
𝛽 + 𝐶. Here, 𝜅 ∈
(0,+∞) is the latency cost multiplier. 𝛼 ∈ (0,1)  is the exponent coefficient for number of 
ranked items. As predicting more items incurs more latency, the value of 𝛼 is positive. The 
latency cost per item decreases as the number of predictions increases due to batch 
processing. So, the value of 𝛼 is less than 1.0. For example, if the latency of predicting 10k 
items is 100ms, the latency of predicting 20k items would be more than 100ms, but usually 
less than 200ms because the computation resources can be shared more efficiently for 20k 
item predictions compared with 10k item predictions.  𝛽 ∈ (0,+∞) and 𝛾 ∈ (0, +∞)  are 
the parameters for model complexity: 𝛽 is the exponent coefficient for model complexity, 
and 𝛾 is the lower bound of model variance. Because more complex model, i.e., smaller 
𝜎𝑗
2, incurs more latency, the value of 𝛽 is also positive. However, 𝜎𝑗
2 cannot be arbitrarily 
small. We assume 𝛾 is the lower bound. The latency would be positive infinite if 𝜎𝑗
2 is 
equal to 𝛾 . And 𝐶 ∈ (0,+∞)  is the overhead cost for one extra stage. Figure 9 is an 
example of the real latency cost curve. Summing up the latency cost across all stages, we 
have the total latency cost  ∑ (𝜅
𝑘𝑗
𝛼
(𝜎𝑗
2−𝛾)
𝛽 + 𝐶)
𝑇
𝑗=1  .  
As there is no other research discussing about how to find the optimal setting as far as 
we know, we use the single stage system as a baseline in our comparison. In the simulation, 
the values of these parameters are: 𝜅 = 50, 𝛼 = 0.4, 𝛽 = 0.6, 𝛾 = 0.7, and 𝐶 = 20. The 
total latency budget is 1000ms. 
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Suppose the problem is to select 10 items from 1000 candidates. Predictor 1 is a simple 
model. And predictor 2 is a complex model. Here are the lists of the detailed parameters: 
𝜇 = 0, 𝜎2 = 8, 𝜎1
2 = 4, 𝜎2
2 = 1, 𝑛 = 1000, 𝑘 = 10.   
Table 2: Average reward in different system settings under infrastructure resource 
constrains 
 Stage 1 Stage 2 
Number of items 
ranked in stage 1 
Number of items 
ranked in stage 2 
Performance: Average 
reward 
Baseline 1 Predictor 1 NA 1000 NA 18.931 
Baseline 2 Predictor 2 NA 293 NA 17.436 
Optimal Two-stage 
solution 
Predictor 1 Predictor 2 1000 79 21.010 
It is observed that the optimal two-stage solution is much better than two baseline 
settings in terms of average reward. 
2.3.3 Binary event item selection ranking score optimization 
Table 3:Performance comparison of scoring function: average true value* 
 Baseline  Proposed scoring 
function 
Improvement 
(Percentage) Two Stage, Parameter setting 1 1.62 1.77 9.2% 
Two Stage, Parameter setting 2 2.72 3.01 10.7% 
Three Stages, Parameter setting 
1 
2.14 2.31 7.9% 
Three Stages, Parameter setting 
2 
3.18 3.67 15.4% 
Four Stages, Parameter setting 1 3.28 3.71 15.1% 
Four Stages, Parameter setting 2 3.52 4.04 14.8% 
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*Note: (Parameter setting 1: 𝜇𝑝 = −5,𝑝
2 = 2, 𝜇𝑣 = −2,𝑣
2 = 3,1
2 = 5, ,2
2 = 4, ,3
2 = 3,4
2 = 2  , Parameter setting 2: 𝜇𝑝 =
−3,𝑝
2 = 1, 𝜇𝑣 = −1,1
2 = 3, ,2
2 = 2 ,3
2 = 1,4
2 = 0.5  Two-stage system setting: 1000=>200=>10, Three-stage system setting: 
1000=>500=>100=>10, Four-stage system setting: 1000=>500=>200=>50=>10) 
    We also run a simulation to compare the performance of using model direct predicted 
value and our proposed score for binary event item selection. Firstly, let us evaluate the 
performance in the scenario where conversion rates and the expected values are 
independent to each other. The comparisons include two-stage case, three-stage case, and 
four-stage case with different parameter settings, which is illustrated in Table 3. The 
proposed method achieves significant better performances than the baseline method which 
uses the predicted value from ranking model to rank items directly. 
      We evaluate the performance of the scenario that conversion rates and the expected 
values are not independent to each other. Figure 12 shows some performance comparisons 
given different correlation coefficients. The proposed ranking score function also 
outperforms baseline method significantly for all two-stage, three-stage, and four-stage 
problems.  
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Figure 12. Performance comparison given different correlation coefficients of conversion 
rate and bid price for two-stage, three-stage, and four-stage problems 
 29 
CHAPTER III: Explorable item selection 
    When exploring during item selection process is feasible, the trade-off between 
exploration and exploitation is the key to obtaining the optimal policy. If the explorable 
session is unlimited, the problem turns to be a classical multi-armed bandit problem. 
However, in most situations, exploration is only allowed within a restricted time period. 
Then the problem turns into a problem of online experiment. 
    Online experiments are widely used in the advertising industry to compare the 
performance, e.g., click through rate, conversion rate, of different versions of product 
features, e.g., ads format, ads category. Some methods, such as A/B testing, and multi-
armed bandit algorithms have been studied for decades for online experimental design. 
However, these methods either ignore potential loss during experiment, or only focus on 
maximizing the reward in experiment without considering the fact that the high confidence 
level of the conclusion is important for post-experimental stage usage. The goal of an 
experiment is to maximize the total reward in two stages: experimental stage and post-
experimental stage. Intuitively, it is only worth doing much exploration to obtain a reliable 
conclusion, that is a result with a high confidence level, if the data volume in post-
experimental stage is sufficiently large. In this dissertation, we propose an adaptive 
solution to optimize the total reward for both the experimental stage and post-experimental 
stage together. Starting from a simple case, two items and two intervals, we extend the 
method to two items and multiple intervals, and then to multiple items and multiple 
intervals. Our algorithms show significant improvements over existing algorithms in 
different parameters settings of simulations. 
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3.1 Online experiment introduction 
A controlled experiment is one in which everything is held constant except for one 
variable [10]. Usually a set of data is taken to be a control group. Subsequently, one or 
more other groups are examined, where all conditions are identical to the control group 
except this one variable. Sometimes it is necessary to change more than one variable, but 
all the experimental conditions will be controlled. As a result, only the variables being 
examined vary between groups. A big advantage of a controlled experiment is the 
capability of eliminating much of the uncertainty about the experimental results.  
 Online controlled experiment is widely utilized to make data-driven decisions at 
Amazon, eBay, Facebook, Google, and many other companies for online advertising and 
web development [11] [12] [13] [14].  
3.2 Related work 
3.2.1 A/B testing 
The simplest controlled experiment, which has only one group besides control group in 
test, is called A/B testing [15] [16] [17]. A/B testing is a methodology using randomized 
experiments with two variants, A and B, which are the “control” and “treatment” in the 
experiment. It randomly segments users into two groups with equal probability and show 
two groups different contents. After getting the results, it examines the statistical metrics 
of two groups and figures out which content has better effect. 
A motivating example of using A/B testing is the 2012 United States president campaign 
[18]. The digital team optimized just about everything from web pages to emails by A/B 
testing. For example, they lifted conversions by more than 19% by changing the photo on 
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the splash page, which is shown in Figure 3 in Chapter 1. They overall executed about 500 
A/B tests on web pages in a 20-month period, which increased donation conversions by 
49% and sign-up conversions by 161%.  
 A/B testing is an efficient way to capture the effect of the variables concerned. However, 
this method is defective in terms of accumulating rewards. The reason is that during A/B 
testing stage, we cannot expose all users to the best version, which results in potential loss 
of the rewards. If the treatment group is clearly superior, we still have to spend lots of 
traffic on the control group in order to obtain statistical significance.  Let us take an online 
advertising example for illustration. Suppose true conversion rates of control group and 
treatment group are 0.10 and 0.12, respectively. The sample size of control group and 
treatment group are both 10,000. Then, the expected loss during this experiment is 10,000 
(0.12-0.10) =200 conversions. 
3.2.2 Multi-armed bandit problem 
The multi-armed bandit (MAB) algorithm has been proposed to substitute A/B testing 
in industry to alleviate the loss as described in previous section. Google Analytics adopts 
this method to run online experiments [19]. In probability theory, the multi-armed bandit 
problem [20] is the problem a gambler faces at a row of slot machines, when deciding 
which machines to play, how many times to play each machine and in which order to play 
them. The goal is to maximize the sum of rewards earned through a sequence of lever pulls. 
This problem is formally equivalent to a one-state Markov Decision Process.  
A K-armed bandit problem is defined by rewards Xi(j) for 1≤ i ≤ K and j ≥1, where i is 
the index of arms, and j stands for jth play. when K =2, it becomes a two-armed bandit 
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problem. For the ith arm, Xi(j) is independent and identical distributed with unknown 
expectation µi. Let Ti(n) be the number of times ith arm has been played during n plays. The 
objective is finding a policy that chooses the next machine to play based on the sequence 
of past plays and obtained rewards to maximize the expected cumulative reward. 
𝑀𝑎𝑥 ∑ 𝜇𝑖𝐸(𝑇𝑖(𝑛))
𝐾
𝑖=1 , 
(32) 
where E denotes expectation. It is obvious that if the expectation of each µi is known, the 
maximum reward could be 𝑛𝜇∗, where 𝜇∗ is defined as the maximum expectation of all 
arms. However, these expectations cannot be known (Even though sometimes we have 
some prior information.). To learn this information, trials need to be taken for each arm, 
which makes the ideal maximum expected reward unachievable. The total expected loss, 
which is called regret, after n plays is defined as 
𝑛𝜇∗ − ∑ 𝜇𝑖𝐸(𝑇𝑖(𝑛))
𝐾
𝑖=1
 . 
(33) 
    The fundamental tension is between "exploiting" arms which have performed well in the 
past and "exploring" seemingly inferior arms in case they actually perform even better than 
other arms. 
     In the classical paper [21], Lai and Robbins have proved that a policy is the best possible, 
if it satisfies, for any suboptimal arm i 
𝐸(𝑇𝑖(𝑛)) ≤ (
1
𝐷(𝑝𝑖||𝑝
∗)
+ 𝑜(1)) ln 𝑛. (34) 
where 𝐷(𝑝𝑖||𝑝
∗) is the Kullback-Leibler divergence between the reward density 𝑝𝑖 of ith 
arm and the reward density 𝑝∗ of the optimal arm. 
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    A collection of strategies which have been used with multi-armed bandit problems, 
including ε-greedy, SoftMax, upper confidence bounds (UCB) and Gittins index, are 
reviewed in the following sections. 
3.2.3 ε-greedy 
    ε-greedy algorithm [22] [23] is the most widely used algorithm to solve multi-armed 
bandit problem. It is quite simple, in both implementation and understanding. And the 
performance of ε-greedy also outperforms many other methods [24].  
In the ε-greedy algorithm, at each play round j = 1, 2, … the algorithm selects the arm 
with the highest empirical mean with probability 1- ε, and selects a random arm with 
probability ε. Given initial empirical means ?̂?𝑖(𝑡), for i=1,2…K and t>1, the probability of 
picking ith arm at time 𝑡 + 1 would be 
𝑝𝑖(𝑡 + 1) = {
1 − ε + ε/K 𝑖𝑓 𝑖 = arg𝑚𝑎𝑥𝑗=1,..𝐾 ?̂?𝑖(𝑡)
ε/K 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
. (35) 
    A linear bound on the expected regret can be achieved if ε is a constant. Actually, any 
algorithm that involves exploiting and exploring can be considered as ε-greedy algorithm 
with ε as a variable. There are some papers that try to improve the method of value setting 
of ε [25][26].  
3.2.4 SoftMax 
The SoftMax method [28] [29], which is also called Boltzmann exploration, makes the 
selection using the Boltzmann distribution. Arms with greater empirical means are picked 
with higher probability. Given initial empirical means ?̂?𝑖(𝑡), for i=1,2…K and t>1, the 
probability of picking ith arm at time 𝑡 + 1 would be 
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𝑝𝑖(𝑡 + 1) =
𝑒?̂?𝑖(𝑡)/𝜏
∑ 𝑒
?̂?𝑗(𝑡)/𝜏𝐾
𝑗=1
, (36) 
where τ is a temperature parameter to control the randomness of the choice. When τ is close 
to 0, this algorithm acts like pure greedy selection; when τ is very large, nearly infinity, 
this algorithm acts like uniform selection.  
    Linear bound on the expected regret can be achieved if τ is a constant. Though there are 
some papers trying to improve the method that sets the value of τ [25], the practical 
advantage of using a constant value is not obvious according to experiments [27].  
3.2.5 UCB 
The Upper Confidence Bound (UCB) family of algorithms, which use confidence 
bounds to deal with an exploitation-exploration trade-off, has been proposed in literature 
[26] [30] [31]. 
    The policy UCB1 is the simplest UCB algorithm, which is derived from the index-
based policy [32]. It maintains the number of times that each arm has been played, denoted 
by 𝑛𝑖(𝑡), in addition to the empirical means. Initially, each arm is played once. Afterwards, 
at round t, the algorithm greedily picks the arm 𝑖∗(𝑡) as follows: 
𝑖∗(𝑡) = arg
𝑀𝑎𝑥
𝑖 = 1,…𝐾
?̂?𝑖(𝑡) + √
2 ln 𝑡
𝑛𝑖(𝑡)
, 
(37) 
The sum contains two items. “The first item ?̂?𝑖(𝑡) is simply current empirical means of 
reward. The second item √
2 ln 𝑡
𝑛𝑖(𝑡)
 is related to the size of one-sided confidence interval for 
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the average reward within which the true expected reward falls with overwhelming 
probability.” It is proved that at each turn t, the expected regret of UCB1 is bounded by 
[25] 
8 ∑
ln (𝑡)
𝜇∗ − 𝜇𝑖
+ (1 +
𝜋2
3
𝑖:𝜇𝑖<𝜇
∗
)∑ (𝜇∗ − 𝜇𝑖)
𝐾
𝑖=1
. (38) 
UCB1 achieves the optimal regret up to a multiplicative constant because the expected 
regret matches logarithmical bound [25]. 
Subsequent UCB algorithms, which go beyond UCB1 algorithm, have been developed 
to improve efficiency in solving multi-armed bandit problem [33] [34] [35]. 
3.2.6 Gittins index 
    An alternative formulation of the bandit problem has been studied [36] [37] [38] [39], 
which is called Gittins index. This algorithm does not have to trade off directly between 
exploration and exploitation. It assumes a geometrically discounted stream of future 
rewards with present value. The true reward distribution assumed to be known through a 
process of forward induction. Gittins provides a back-induction algorithm for computing 
Gittins index, which is the expected discounted present value of playing an arm, assuming 
optimal play in the future. Thus, by definition, playing the arm with the largest Gittins 
index will maximize the expected present value of discounted future rewards.  
    Calculating Gittins indices exactly is extremely time consuming [40]. There are some 
approximation calculation methods [41] [42] to accelerate calculation. 
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     Gittins index is an inconsistent estimator of the location of the optimal arm. The Gittins 
policy eventually chooses one arm on which to continue forever, and there is a positive 
probability that the chosen arm is sub-optimal [43]. 
3.3 Problem Description 
    Let us take advertising again as an example. Assume that we have an ad displaying spot, 
and there are several ad candidates which can be chosen to fill in the spot. We do not know 
the click through rates (CTR) of these ads, which have to be estimated through experiments. 
After the experiments, we will decide to choose one ad to be displayed. Our goal is to 
maximize the total ad clicks during the combined experiment and post-experimental stages.  
   Let index i and t denote item index and time interval index in experiment respectively, i 
= 1, 2, …, m and t = 0, 1, 2, …, k-2. Nt is the total number of impressions during interval t. 
Let pi denote the unobserved click through rate (CTR) of item i, which needs to be explored 
through the experiment. The time interval k-1 is taken as post-experimental stage. And Nk-
1 is usually much larger than Nt, where t< k-1. Our goal is to find an optimal policy  of 
allocating traffic at each time interval during the experiment to maximize the total ads 
clicks in both experimental and post-experimental stage. We use ri,t to represent allocation 
ratio, which is the fraction of displays allocated to item i during time interval t.  The value 
of pi can be estimated from ci,t clicks from ri,tNt impressions. As the observed information: 
number of clicks ci,t follows Binomial(ri,tNt, pi), we assume that prior follows a Beta(t, 
t). Combined with observed information during time interval t, posterior pi is Beta(t + 
ci,t, t + ri,tNt - ci,t), which is also the prior at time t+1. 
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3.3.1 Two items and two intervals (2×2 Case) 
  We start our analysis from two items and two intervals. We can interpret the first interval, 
interval 0, as experimental stage and the second interval, interval 1, as post-experimental 
stage. Below we recap the notations. 
N0 , N1: the expected number of impressions during time interval 0 and 1. 
p1, p2: true click through rates of item 1 and 2. 
(1,0, 1,0), (2,0, 2,0): prior parameters of item 1 and 2 at time 0. 
(1,1, 1,1), (2,1, 2,1): prior parameters of item 1 and 2 at time 1. 
r1,0 , r2,0: traffic allocation ratios for item 1 and 2 at time 0. 
r1,1 , r2,1: traffic allocation ratios for item 1 and 2 at time 1. 
c1,0 , c2,0: number of clicks of item 1 and 2 during time interval 0. 
c1,1 , c2,1: number of clicks of item 1 and 2 during time interval 1. 
The sum of ratios at time interval 0 and 1 should both be 1: 
𝑟1,0 + 𝑟2,0 = 1, (39) 
𝑟1,1 + 𝑟2,1 = 1. (40) 
So, we only need to find out the optimal r1,0 and r1,1. 
   The expected total numbers of clicks during time interval 0 and 1 are given by  
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𝐸0 = 𝑟1,0 ∙ 𝑁0 ∙ 𝐸(𝑝1|1,0, 1,0) + (1 − 𝑟1,0) ∙ 𝑁0 ∙ 𝐸(𝑝2|2,0,2,0), (41) 
𝐸1 = 𝑟1,1 ∙ 𝑁1 ∙ 𝐸(𝑝1|1,1, 1,1) + (1 − 𝑟1,1) ∙ 𝑁1 ∙ 𝐸(𝑝2|2,1,2,1). (42) 
The goal is to find r1,0 and r1,1 to maximize the total expected number of clicks in the two 
intervals given by 
max
𝑟1,0,𝑟1,1
(𝐸0 + 𝐸1) = max
𝑟1,0
(𝐸0 + max
𝑟1,1
𝐸1). (43) 
For the sub-problem max
𝑟1,1
𝐸1, the solution is obviously: 
𝑟1,1
∗ = {
1, 𝑖𝑓 𝐸(𝑝1|1,1,1,1) > 𝐸(𝑝2|2,1,2,1) 
0, 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
. (44) 
Then the objective function in equation (44) turns to be 
max
𝑟1,0
(𝑟1,0 ∙ 𝑁0 ∙ 𝐸 (𝑝1|1,0,1,0) + (1 − 𝑟1,0) ∙ 𝑁0 ∙ 𝐸 (𝑝2|2,0, 2,0) +
𝐸 (𝑞 ∙ 𝑁1 ∙ 𝑝1 + (1 − 𝑞) ∙ 𝑁1 ∙ 𝑝2|1,0, 1,0,2,0,2,0, 𝑟1,0, 𝑁0)) . 
(45) 
Here, q is the probability that the expected click rate of item1 is larger than the expected 
click rates of item 2 at time 1, which is 
Pr (
𝛼1,0+𝑐1,0
𝛼1,0+𝛽1,0+𝑟1,0∙𝑁0
>
𝛼2,0+𝑐2,0
𝛼2,0+𝛽2,0+(1−𝑟1,0)∙𝑁0
|𝑝1, 𝑝2, 𝑟1,0, 𝑁0). (46) 
As c1,0 and c2,0  are two independent binomials given p1 and p2, q is equal to 
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∑ ((
(1 − 𝑟1,0) ∙ 𝑁0
𝑥
) ∙ 𝑝2
𝑥 ∙ (1 − 𝑝2)
(1−𝑟1,0)∙𝑁0−𝑥 ∙
(1−𝑟1,0)∙𝑁0
𝑥=0
∑ (
𝑟1,0 ∙ 𝑁0
𝑦  
) 𝑝1
𝑦 ∙ (1 − 𝑝1)
𝑟1,0∙𝑁0−𝑦
𝑟1,0∙𝑁0
𝑦=𝑚(𝑥) ), 
(47) 
where 𝑚(𝑥) is  ⌈
𝛼1,0+𝛽1,0+𝑟1,0∙𝑁0
𝛼2,0+𝛽2,0+(1−𝑟1,0)∙𝑁0
(𝛼2,0 + 𝑥) − 𝛼1,0⌉. 
   The complexity of calculating q depends on (1-r1,0)N0 and r1,0 N0. The larger these two 
terms are, the more complex the calculation would be. Could we find a cheaper way of 
calculating q? The answer is yes. As we know, when (1-r1,0)N0 and r1,0 N0 are large enough, 
c1,0 and c2,0 are close to normal distribution, which makes q approximately to be 
𝜙
(
 
 
𝛼1,0+𝑟1,0∙𝑁0∙𝑝1
𝛼1,0+𝛽1,0+𝑟1,0∙𝑁0
−
𝛼2,0+(1−𝑟1,0)∙𝑁0∙𝑝2
𝛼2,0+𝛽2,0+(1−𝑟1,0)∙𝑁0
√
𝑟1,0∙𝑁0∙𝑝1∙(1−𝑝1)
(𝛼1,0+𝛽1,0+𝑟1,0∙𝑁0)
2+
(1−𝑟1,0)∙𝑁0∙𝑝2∙(1−𝑝2)
(𝛼2,0+𝛽2,0+(1−𝑟1,0)∙𝑁0)
2
)
 
 
 , (48) 
where Φ is the cumulative density function of normal distribution. 
3.3.2 Two items and multi intervals (2×k) 
   In real-world applications, we can usually adjust allocation ratios during the experiment. 
Suppose there are totally k batches (time intervals). The problem would be: 
max
𝑟1,𝑖,𝑖=0,1,…,𝑘−1
∑ 𝐸𝑖
𝑖=𝑘−1
𝑖=0 . (49) 
   The complexity of solving this problem is very high. To make it simple, we break the 
problem into a sequential 2×2 sub-problems: the first stage includes the current batch; the 
second stage includes all the remaining batches. The algorithm is shown in Figure 13. 
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   However, this method has a problem if the total experiment size is large, but each “batch” 
is too small. In this situation, the 1st stage of this method always has very few samples. So, 
in each sub-problem, the allocation decision for the 2nd batch is primarily decided by the 
prior information. The result of the “first” stage experiment does not make much impact 
on the allocation policy, which would lead this method to a greedy algorithm.  The 
performance of greedy algorithm is bad if the size of post-experiment is large.  
 
 
 
 
 
 
 
 
To solve this problem, we consider another strategy. Take the first sub-problem for 
example: here we still consider dividing the whole problem into two batches: not only 
interval 0 and interval 1~k-1, but also consider other dividing options: interval 0~l and 
interval l+1 ~ k-1, which l = 0, 1, …, k-1. Choose the one that has the largest expected 
clicks to be the final solution of sub-problem 1. The calculated optimal ratio will only be 
Randomized Policy:  Sequential Two Stages Method 1 
    Initialization: Initialize 𝛼1,0, 𝛽1,0, 𝛼2,0, 𝛽2,0 based on prior information. 
    Loop: for each batch i, i = 0, 1, 2,…, k-1 
The allocation probability 𝑟1,𝑖 is calculated as 
max
𝑟1,𝑖
(𝑟1,𝑖 ∙ 𝑁𝑖 ∙ 𝐸 (𝑝1|1,𝑖 ,1,𝑖) + (1 − 𝑟1,𝑖) ∙ 𝑁𝑖 ∙ 𝐸 (𝑝2|2,𝑖 ,2,𝑖) +
𝐸 (𝑞 ∙ ∑ 𝑁𝑗
𝑘−1
𝑗=𝑖+1 ∙ 𝑝1 + (1 − 𝑞) ∙ ∑ 𝑁𝑗
𝑘−1
𝑗=𝑖+1 ∙ 𝑝2|1,𝑖 ,1,𝑖 ,2,𝑖 ,2,𝑖 , 𝑟1,𝑖)). 
q is equal to 
∑ ((
(1 − 𝑟1,𝑖) ∙ 𝑁𝑖
𝑥
) ∙ 𝑝2
𝑥 ∙ (1 − 𝑝2)
(1−𝑟1,𝑖)∙𝑁𝑖−𝑥 ∙ ∑ (
𝑟1,𝑖 ∙ 𝑁𝑖
𝑦  )
𝑝1
𝑦 ∙
𝑟1,𝑖∙𝑁𝑖
𝑦=𝑚(𝑥)
(1−𝑟1,𝑖)∙𝑁𝑖
𝑥=0
(1 − 𝑝1)
𝑟1,𝑖∙𝑁𝑖−𝑦), 
            where 𝑚(𝑥) is  ⌈
𝛼1,𝑖+𝛽1,𝑖+𝑟1,𝑖∙𝑁𝑖
𝛼2,𝑖+𝛽2,𝑖+(1−𝑟1,𝑖)∙𝑁𝑖
(𝛼2,𝑖 + 𝑥) − 𝛼1,𝑖⌉. 
Select user into control group with probability 𝑟1,𝑖. Select user into treatment 
group with (1 − 𝑟1,𝑖).  
Update Parameters: 
𝛼1,𝑖+1 = 𝛼1,𝑖 + 𝑐1,𝑖, 
𝛽1,𝑖+1 = 𝛽1,𝑖 + 𝑛1,𝑖 − 𝑐1,𝑖, 
𝛼2,𝑖+1 = 𝛼2,𝑖 + 𝑐2,𝑖, 
𝛽2,𝑖+1 = 𝛽2,𝑖 + 𝑛2,𝑖 − 𝑐2,𝑖. 
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used in the following time interval. At the next time interval, we will collect new results 
and re-calculate the optimal ratio. The algorithm is shown in Figure 14. 
 
 
 
 
 
 
 
 
 
Figure 13. Sequential Two Stages Method  
Randomized Policy:  Sequential Two Stages Method 2 
    Initialization: Initialize 𝛼1,0, 𝛽1,0, 𝛼2,0, 𝛽2,0 based on prior information. 
    Loop: for each batch i, i = 0, 1, 2,…, k-1 
The allocation probability 𝑟1,𝑖 is calculated as 
max
𝑟1,𝑖,𝑙𝑖
(𝑟1,𝑖 ∙ ∑ 𝑁𝑗
 𝑙𝑖
𝑗=𝑖 ∙ 𝐸 (𝑝1|1,𝑖 ,1,𝑖) + (1 − 𝑟1,𝑖) ∙ ∑ 𝑁𝑗
 𝑙𝑖
𝑗=𝑖 ∙ 𝐸 (𝑝2|2,𝑖 ,2,𝑖) +
𝐸 (𝑞 ∙ ∑ 𝑁𝑗
𝑘−1
𝑗=𝑙𝑖+1
∙ 𝑝1 + (1 − 𝑞) ∙ ∑ 𝑁𝑗
𝑘−1
𝑗=𝑙𝑖+1
∙ 𝑝2|1,𝑖 ,1,𝑖 ,2,𝑖 ,2,𝑖 , 𝑟1,𝑖)). 
q is equal to 
∑ (((1 − 𝑟1,𝑖) ∙ ∑ 𝑁𝑗
 𝑙𝑖
𝑗=𝑖
𝑥
) ∙ 𝑝2
𝑥 ∙ (1 − 𝑝2)
(1−𝑟1,𝑖)∙∑ 𝑁𝑗
 𝑙𝑖
𝑗=𝑖 −𝑥 ∙ ∑ (
𝑟1,𝑖 ∙ ∑ 𝑁𝑗
 𝑙𝑖
𝑗=𝑖
𝑦  
) 𝑝1
𝑦 ∙
𝑟1,𝑖∙𝑁𝑖
𝑦=𝑚(𝑥)
(1−𝑟1,𝑖)∙∑ 𝑁𝑗
 𝑙𝑖
𝑗=𝑖
𝑥=0
(1 − 𝑝1)
𝑟1,𝑖∙∑ 𝑁𝑗
 𝑙𝑖
𝑗=𝑖 −𝑦), 
              where 𝑚(𝑥) is  ⌈
𝛼1,𝑖+𝛽1,𝑖+𝑟1,𝑖∙𝑁𝑖
𝛼2,𝑖+𝛽2,𝑖+(1−𝑟1,𝑖)∙𝑁𝑖
(𝛼2,𝑖 + 𝑥) − 𝛼1,𝑖⌉. 
Select users into control group with probability 𝑟1,𝑖, and user into treatment 
group with (1 − 𝑟1,𝑖).  
Update Parameters: 
𝛼1,𝑖+1 = 𝛼1,𝑖 + 𝑐1,𝑖, 
𝛽1,𝑖+1 = 𝛽1,𝑖 + 𝑛1,𝑖 − 𝑐1,𝑖, 
𝛼2,𝑖+1 = 𝛼2,𝑖 + 𝑐2,𝑖, 
𝛽2,𝑖+1 = 𝛽2,𝑖 + 𝑛2,𝑖 − 𝑐2,𝑖. 
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 Figure 14. Sequential Two Stages Method 2 
3.3.3 Multi items and multi intervals (m×k) 
  The calculation is very complex for multiple items, even with only two intervals, not to 
mention multiple intervals. We need to estimate pairwise differences among items to select 
promising ones. To simplify the calculation and get a scalable solution, we propose an 
algorithm which firstly leverages the proposed method 2 to calculate pairwise ratios of 
each pairs, e.g., 𝑟𝑝,𝑖
(𝑞)
 and 𝑟𝑞,𝑖
(𝑝)
 for the pair item p and q, and then normalizes the ratio for 
each item. Though it is not the theoretical optimal solution, it can achieve a great 
performance, which is shown in our experiments. The detail of this method is as follow: 
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3.4 Experimental results 
3.4.1 Experiment design 
In the experiment, data of control group and treatment group are randomly generated 
given corresponding reward rate. One way of simulation is to generate data at sampling 
stage: at each time period, data are generated given reward rate and sampling size derived 
from different algorithms, as Figure 15 shows. However, in that case there is a problem 
that the data generated for different algorithms is not the same with each other, which adds 
more uncertainty of the experimental results. 
Control Group Data
Treatment Group Data
Algorithm
Control Group 
Treatment Group 
Reward Rate λctrl
Reward Rate λtrmt
 
Figure 15. Scheme 1: Data is generated at algorithm running stage 
To address this issue, another simulation scheme is adopted: two groups of sequential 
data are generated ahead of running the algorithms. Each algorithm fetches data according 
to its own sampling strategy. Now, all the algorithms play on the same data, which is fairer 
Randomized Policy:  Multi items and multi intervals 
    Initialization: Initialize 𝛼s,0, 𝛽s,0 , s = 0, 1, 2,…, m based on prior information. 
Loop: for each batch i, i = 0, 1, 2,…, k-1 
   Loop: for each item pair: p and q, calculate 𝑟𝑝,𝑖
(𝑞) and 𝑟𝑞,𝑖
(𝑝) through method 2 
       Select each item with the normalized probability, e.g., item s 
2∙∑ 𝑟𝑠,𝑖
(𝑞)𝑚
𝑠=1,𝑞≠𝑠
𝑘∙(𝑘−1)
. 
       Update parameters for each 𝛼s,i+1, 𝛽s,i+1 
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for performance comparison. Of course, we can obtain more accurate evaluations for these 
algorithms in this way. Figure 16 shows how this scheme works. 
 
 Sequential Data (Control Group)
Sequential  Data (Treatment Group)
Algorithm
Control Group 
Treatment Group 
Reward Rate λctrl
Reward Rate λtrmt
0, 1, 2,... N
0, 1, 2,... N
 
Figure 16. Scheme 2: Data is generated ahead of algorithm running 
3.4.2 Experiment setup 
    In this study, for each algorithm, we run the simulation with the same settings for 100 
times to obtain the average performance and the deviation of the performance. At each time, 
the conversion rates of two groups are generated from a uniform distribution U(0, 0.1). The 
total number of each time interval follows a Poisson distribution Poisson(100). 
Experiments run with two different lengths of time periods, 5 and 100, respectively to 
represent situations with a limited number of samples and adequate number of samples. It 
also runs in two different situations: 1. There is some prior information of the control group. 
2. There is no prior information of the control group. For the 5 time periods experiment, 
250 observations are assigned. For the 100 time periods experiment, 5000 observations are 
assigned. No prior information of treatment group is assigned in the experiment. Future 
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period F is set to be 0, 100 and 500 for 5 time periods experiment and 0, 1000, 5000 for 
100 time periods experiment. Totally, experiment has 12 different settings as Table 4 shows.  
The evaluated algorithms include equal probability allocation (EPA), which equally 
allocate the traffic to two groups at each time interval, equal size allocation (ESA), which 
makes sure that the observation sizes, including both prior information and observation, of 
two groups are equal, pure greedy, UCB1, randomized probability matching (RPM), and 
our proposed: sequential two stages (STS) method 2. 
Table 4: Experiments Setup Table for Virtual Future Measure Experiment 
Experiment ID 1 2 3 4 5 6 7 8 9 10 11 12 
Prior Information Size  0 0 0 250 250 250 0 0 0 5000 5000 5000 
Time Period Length of 
Experimental Stage 
5 5 5 5 5 5 100 100 100 100 100 100 
Future period of Post-
Experimental Stage 
0 100 500 0 100 500 0 1000 5000 0 1000 5000 
3.4.3 Two items multiple stages (2×k) 
Here are the simulation results for two items multiple stages problem. 
Time Period Length of Experimental Stage = 5, Prior Information Size = 0 
Table 5: Mean and SD of regrets (Time Period Length of Experimental Stage = 5, Prior 
Information Size = 0) 
Future period of Post-
Experimental Stage 
 
Equal 
Probability 
Allocation 
(EPA) 
Equal Size 
Allocation 
(ESA) 
Greedy UCB1 
Randomized 
Probability 
Matching 
(RPM) 
Sequential two 
stages (STS) 
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0 
Mean 7.410283 7.413877 4.024992 6.322252 3.212737 2.597022 
SD 0.00418038 0.00195284 0.0120176 0.00252667 0.00349289 0.00290052 
100 
Mean 13.37419 13.1108 26.03839 12.59857 13.37689 11.05450 
SD 0.109556 0.0522560 0.418003 0.113215 0.144779 0.124510 
500 
Mean 37.74059 36.33763 118.0026 37.99229 53.65423 36.11438 
SD 0.500524 0.263101 2.20135 0.621494 0.705577 0.656187 
 
Figure 17. Cumulative regrets (Time Period Length of Experimental Stage = 5, Prior 
Information Size = 0) under (a) Future period = 0 (b) Future period = 100 (c) Future 
period = 500. Note that black bar is cumulative regrets during experiments stage and grey 
bar is cumulative virtual future regrets.  
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Figure 18. How does Future period change regrets (Time Period Length of 
Experimental Stage = 5, Prior Information Size = 0) (a) Cumulative regrets during 
experiments stage (b) Total cumulative regrets 
Time Period Length of Experimental Stage = 5, Prior Information Size = 250 
Table 6: Mean and SD of regrets (Time Period Length of Experimental Stage = 5, Prior 
Information Size = 250) 
Future period of Post-
Experimental Stage 
 
Equal Probability 
Allocation (EPA) 
Equal Size 
Allocation 
(ESA) 
Greedy UCB1 
Randomized 
Probability 
Matching (RPM) 
Sequential two 
stages (STS) 
0 
Mean 7.413597 7.81741 3.086902 5.649278 2.447000 2.111957 
SD 0.00446910 0.00168245 0.00588717 0.00258550 0.00290916 0.00273641 
100 
Mean 11.84425 11.35162 17.00135 9.412254 9.145567 7.366655 
SD 0.0464996 0.0361032 0.203317 0.0769668 0.144690 0.0897081 
500 
Mean 29.88097 25.40701 72.06019 24.80907 37.4481 23.15598 
SD 0.294549 0.110346 1.162603 0.37335 0.854644 0.370404 
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Figure 19. Cumulative regrets (Time Period Length of Experimental Stage = 5, Prior 
Information Size = 250) under (a) Future period = 0 (b) Future period = 100 (c) Future 
period = 500. Note that black bar is cumulative regrets during experiments stage and grey 
bar is cumulative virtual future regrets.  
 
Figure 20. How does Future period change regrets (Time Period Length of 
Experimental Stage = 5, Prior Information Size = 250) (a) Cumulative regrets during 
experiments stage (b) Total cumulative regrets 
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Time Period Length of Experimental Stage = 100, Prior Information Size = 0 
Table 7: Mean and SD of regrets (Time Period Length of Experimental Stage = 100, 
Prior Information Size = 0) 
Future period of Post-
Experimental Stage 
 
Equal 
Probability 
Allocation 
(EPA) 
Equal Size 
Allocation 
(ESA) 
Greedy UCB1 
Randomized 
Probability 
Matching 
(RPM) 
Sequential two 
stages (STS) 
0 
Mean 148.1488 148.1653 24.96327 65.17191 9.761653 9.613503 
SD 0.0182676 0.00206033 0.399701 0.00208211 0.0821495 0.00243636 
1000 
Mean 149.5394 149.5519 230.3115 66.55326 47.35902 17.67864 
SD 0.0185711 0.00196484 4.645897 0.00226715 0.979769 0.00224975 
5000 
Mean 155.0736 155.0955 1068.077 72.09497 188.1976 26.51378 
SD 0.0169755 0.00208992 22.25767 0.00214160 4.49216 0.00299169 
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Figure 21. Cumulative regrets (Time Period Length of Experimental Stage = 100, Prior 
Information Size = 0) under (a) Future period = 0 (b) Future period = 1000 (c) Future period = 
5000. Note that black bar is cumulative regrets during experiments stage and grey bar is 
cumulative virtual future regrets.  
 
Figure 22. How does Future period change regrets (Time Period Length of 
Experimental Stage = 100, Prior Information Size = 0) (a) Cumulative regrets during 
experiments stage (b) Total cumulative regrets 
Time Period Length of Experimental Stage = 100, Prior Information Size = 
5000 
Table 8: Mean and SD of regrets (Time Period Length of Experimental Stage = 100, 
Prior Information Size = 5000) 
Future period of Post-
Experimental Stage 
 
Equal 
Probability 
Allocation 
(EPA) 
Equal Size 
Allocation 
(ESA) 
Greedy UCB1 
Randomized 
Probability 
Matching 
(RPM) 
Sequential two 
stages (STS) 
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0 
Mean 148.1904 149.0989 21.56430 42.21271 9.422874 5.280005 
SD 0.0189748 0.00194009 0.376613 0.00275169 0.0176001 0.00297323 
1000 
Mean 150.5852 149.4824 252.4254 43.6029 45.78592 8.344196 
SD 0.0160058 0.00180474 2.459249 0.00246558 0.218074 0.00292461 
5000 
Mean 157.1022 155.0245 1172.329 49.13693 191.1284 15.85606 
SD 0.0172936 0.00174546 10.61887 0.00330607 1.018030 0.0036232 
 
 
Figure 23. Cumulative regrets (Time Period Length of Experimental Stage = 100, Prior 
Observation = 5000) under (a) Future period = 0 (b) Future period = 1000 (c) Future 
period = 5000. Black bar is cumulative regrets during experiments stage and grey bar is 
cumulative virtual future regrets.  
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Figure 24. How does Future period change regrets (Time Period Length of 
Experimental Stage = 100, Prior Information Size = 5000) (a) Cumulative regrets during 
experiments stage (b) Total cumulative regrets 
From the experimental results in Table 5, 6, 7, 8 and Figure 17, 18, 19, 20, 21, 22, 23, 
24 we can draw the following conclusions: 
• Among all the algorithms, our proposed sequential two stages (STS) algorithm 
has the smallest mean value of regret, whatever the prior observation size, the 
values of time period length in experimental stage, and the future period of post-
experimental stage are.  
• Equal size allocation (ESA) performs the worst if the future period of post-
experimental stage is small. As future period gets larger, the performance turns 
to be better than other algorithms. This is because that ESA focuses on reducing 
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statistical uncertainty, which is close to be optimal if the future period of post-
experimental stage is large. 
• On the contrary, pure greedy algorithm performs the worst when the future 
period of post-experimental stage is large. The larger the future period of post-
experimental stage is, the worse it performances. This is because that the pure 
greedy algorithm suffers from the highest statistical uncertainty for the result, 
which leads to huge loss when the period of experimental stage is large.   
• Without any prior information, equal probability allocation (EPA) is the same as 
equal size allocation (ESA). With prior information, EPA usually performs 
worse than ESA. When the period of experimental stage is larger, or the period 
length of experimental stage is smaller, the difference between EPA and ESA is 
bigger 
• UCB1 and randomized probability matching (RPM) algorithms are neither like 
ESA, which reduces statistical uncertainty without considering reward, nor like 
pure greedy algorithm, which only maximizes instant reward. From high to low 
in terms of greedy level, the algorithms are pure greedy algorithm, RPM, STS, 
UCB1, and ESA.  
• Our proposed sequential two stages (STS) algorithm is the only algorithm that 
takes account of the periods of post-experimental stage in decision making 
during experimental stage. From Figure 18, 20, 22, 24, we observe that only STS 
algorithm adaptively achieves a good trade-off for statistical uncertainty and 
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accumulating reward within experimental stage. If the future period of post-
experimental stage is larger, STS tends to allocate traffic in a more balanced way 
to reduce statistical uncertainty. Otherwise, it tends to be greedier to obtain more 
instant reward. 
3.4.4 Multiple items multiple stages (m×k) 
The following results are obtained from the simulation with 40 items. It shows that our 
proposed methods, especially the method 2, consistently perform better than the baseline 
methods in term of average reward. 
Table 9: Average reward Lift compared with A/B test 
 (𝒊,𝟎, 𝒊,𝟎,)=(1, 99), number of batches= 500, batch size = 100 
Algorithms 
Post-
experiment 
size=20k 
Post-
experiment 
size=100k 
Post-
experiment 
size=500k 
Post-
experiment 
size=2.5m 
EPA (A/B testing) 0.00997491 0.01026056 0.01040063 0.01087154 
Greedy 0.01000172 0.01011643 0.01016987 0.01024791 
RPM 0.01012779 0.01018864 0.01023328 0.01031649 
Sequential Two Stages (STS) Method 1 0.01006102 0.01011296 0.01018327 0.01027443 
Sequential Two Stages (STS) Method 2 0.01013172 0.01028382 0.01047993 0.01088801 
 
 
Figure 25. Average reward curve. (10,  10,20,  20)=(1, 99, 1, 99), number of batches = 
500, Batch size = 100 
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CHAPTER IV: Conclusion and Future Work 
4.1 Conclusion 
In this dissertation, we studied two kinds of the item selection research problems: 
inexplorable and explorable item selection problems. The optimal policies to solve these 
two kinds of problems highly depends on the prediction of item values, and prediction 
uncertainties. We summarize the findings from our research in this chapter. Hopefully, they 
can inspire new approaches and engage other researchers in better understanding and 
solving the challenges in this area. 
4.1.1 Cascading selection system optimization for inexplorable item 
selection 
To solve the large-scale item selection problem, cascading selection system is widely 
used in real applications. However, researchers have not satisfactorily addressed the 
optimization problem for the cascading selection process, e.g., system setting optimization 
and ranking score optimization. At first glance, these problems seem very simple and 
straightforward, and do not suggest much research potential in this area. However, they are 
indeed much more complex and challenging than they may appear. 
Our research in this area demonstrates that the performance differs significantly for 
different system settings, e.g., the number of ranking stages, how many items are filtered 
at each stage, etc. Through approximate calculations, we provide a final reward estimation 
equation, which can help us obtain the optimal system settings without tuning them 
manually. We also provide the solution under infrastructure resource constraints and 
demonstrate that our solution performs much better than the baseline methods, e.g., one 
single stage ranking system, through simulation.  Beyond that, our solution has already 
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been used in real-world application and contributes to a huge system performance 
improvement. 
Our initial research demonstrates that there is great potential for incorporating prediction 
uncertainty into ranking score calculation. There is much work to be done to identify the 
optimal ranking scoring function to further improve system performance. We will briefly 
discuss the future work in chapter 4.2. 
4.1.2 Total reward optimization for explorable item selection 
In this dissertation, we propose an adaptive solution to optimize the total reward in the 
combined experimental and post-experimental stages. Some existing methods, such as A/B 
testing, and multi-armed bandit algorithms either ignore the potential loss during the 
experiment, or only focus on maximizing the reward during the experiment without 
considering the fact that the result reliability is important for the post-experimental stage 
usage. Actually, the goal of an experiment is to maximize the total reward, across two 
stages: experimental stage and post-experimental stage. It is only worth doing significant 
exploration to obtain a reliable conclusion if the size of post-experimental stage is large 
enough.  
Our proposed adaptive solution to optimize the total reward for experimental stage and 
post-experimental stage together starts from a simple case: “two items & two-time 
intervals”. Then, we extend the method to “two items & multiple intervals” and “multiple 
items & multiple intervals”. The experimental results demonstrate that our proposed 
algorithm is much more robust than the existing methods, from cases with small post-
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experimental size to large post-experimental size. It consistently performs much better than 
the other compared algorithms under all the tested settings in our simulation. 
4.2 Future work 
There are many interesting research problems that are worth being further studied for 
item selection. Here, we list some of them related to our study in this dissertation. 
4.2.1 Cascading selection system optimization 
4.2.1.1 Cascading system setting optimization 
Our approximation provides a reliable estimate for the final reward given system setting. 
In the approximation, we assume the value of the output of each stage follows a Gaussian 
distribution. This assumption is accurate when the number of stages is small. As the 
number of stages increases, the accuracy of this approximation decreases. This is the reason 
why we observe that our estimation for two-stage problem obtains higher accuracy than 
three-stage and four-stage problems. If the number of stages is larger than five, we need to 
find a more accurate estimation method to optimize the system performance. 
4.2.1.2 Cascading system ranking score optimization 
The ranking score optimization problem is actually very complex. Our research is only 
an initial study in this area. We have discussed how to incorporate prediction uncertainty 
in calculating the item values for binary event item selection problem. Actually, there are 
many other ways in which prediction uncertainty can affect cascading selection system 
efficiency. We illuminate this through the following simple example. 
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Suppose we have three ads, and the expected return for each of them is $3. Assume that 
the prediction errors are white Gaussian noise, and the prediction variance is 1, 2 and 5, 
respectively.  
• Case 1: The problem is to select one ad from these three ads. And there is only 
one single ranking stage. It is obvious that the expected return would be the same 
no matter which ad we choose. 
• Case 2: The problem is still to select one ad from these three ads. But we have 
two stages. The first stage is to select two from three ads. And the second stage 
is to select one from these two ads. Suppose the prediction variances from that 
predictor are 0.8, 1.8, 4.8, respectively. As Figure 26 shows, the best policy 
would be ad 2 and ad 3. The ads with high uncertainty lead to larger expected 
reward. 
 
 
 
 
 
Figure 26. Selecting three items through two stage cascading selection system 
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To make it more general, we briefly talk about the expected return for a two-item 
selection problem. Suppose we have two items, the true values of which, 𝑦1 and 𝑦2, are 
both unknown. The predicted values of these two items are 𝑧1 and 𝑧1. Assume the error 
from the predictions are Gaussian distributed 𝑁(0, 𝜎1
2) and 𝑁(0, 𝜎2
2). If we select one item 
from these two items based on another predictor, the errors of which are also Gaussian 
distributions 𝑁(0, 𝜎′1
2) and 𝑁(0, 𝜎′2
2), the expected reward would be: 
𝐸(𝑟|𝑧1 , 𝑧2, 𝜎1
2, 𝜎2
2 , 𝜎′1
2, 𝜎′2
2) =
= 𝜇1 ∙ Φ (
𝜇1 − 𝜇2
√𝜎1
2+𝜎2
2 + 𝜎1
′2 + 𝜎2
′2
) + 𝜇2 ∙ (1 − Φ(
𝜇1 − 𝜇2
√𝜎1
2+𝜎2
2 + 𝜎1
′2 + 𝜎2
′2
))
+
𝜎1
2 + 𝜎2
2
√𝜎1
2+𝜎2
2 + 𝜎1
′2 + 𝜎2
′2
𝜙 (
𝜇1 − 𝜇2
√𝜎1
2+𝜎2
2 + 𝜎1
′2 + 𝜎2
′2
) 
(50) 
The calculation would be much more complex if there are more items, which needs to be 
further studied. 
4.2.1.3 Joint optimization of system settings and ranking score 
As mentioned in above section, we contribute to discovering that the optimal ranking 
score for cascading selection problem is not as simple as researchers and engineers thought 
before. However, deeper research still requires further efforts. After obtaining a clear and 
deep understanding of ranking score optimization, it would be worth studying the joint 
optimization of system settings and ranking score, as these two optimization problems are 
closely related to each other. For example, the optimal system settings would change if we 
use a different ranking score function to rank and select items. To get a true optimal 
solution, we should jointly optimize the system for these two problems. 
4.2.2 Online experiment optimization 
4.2.2.1 Contextual information 
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In our study, each sample is assumed to be the same. If these samples have some 
contextual features, this assumption would not hold. In real applications, cookies could be 
used to store users’ information, including browser type, visiting time, etc. How to use this 
information to improve the efficiency of online experiment is also an interesting topic for 
research. 
4.2.2.2 Nondeterministic future traffic  
In real-world applications, experimental traffic is usually unknown, which needs to be 
estimated through time series methods. This situation has not been addressed in this 
dissertation. The impact of the uncertainty of future traffic estimation also needs to be 
furthered studied.  
4.2.2.3 Item budget  
We have not accounted for the budget of each item in our study. In real-world 
applications, e.g., display of ads, each campaign has its own budget. How to efficiently 
make the trade-off for exploration and exploitation given campaign budget is also an 
interesting research topic. Intuitively, if a campaign has a larger budget, we should be able 
to explore more. And meanwhile, it is also worth exploring more for these larger budget 
campaigns, as they have larger delivery demand in the post-experimental stage. 
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APPENDICES 
Appendix A 
The predictions from the first stage follows a Gaussian distribution ?̂?𝑖,1~𝑁(𝜇, 𝜎
2 + 𝜎1
2). 
Now, let us show how to obtain the distribution of the ith order statistic of the predictions. 
For the value of the ith order statistic of a random variable ?̂?𝑖,1 to be equal to x, three 
conditions need to be meet: 
• Condition 1: i-1 values of ?̂?𝑖,1 need to be less than x, of which the probability is 
Φ(
𝑥−𝜇
√2+𝜎1
2
). 
• Condition 2: n-i values of ?̂?𝑖,1 need to be larger than x, of which the probability 
is 1 − Φ(
𝑥−𝜇
√2+𝜎1
2
). 
• Condition 3: One value of ?̂?𝑖,1 needs to be equal to x, of which the probability is 
𝜙 (
𝑥−𝜇
√2+𝜎1
2
), 
As there are 𝑛 ∙ (
𝑛 − 1
𝑖 − 1
) options to make the choice, the probability of the value of the 
ith order statistic of a random variable ?̂?𝑖,1 to be equal to x is 
𝑃?̂?𝑖,1(𝑥|𝜇, 
2, 𝜎1
2, 𝑛) =
𝑛!
(𝑛−𝑖)!(𝑖−1)!
Φ(
𝑥−𝜇
√2+𝜎1
2
)
𝑛−𝑖
∙ (1 − Φ(
𝑥−𝜇
√2+𝜎1
2
))
𝑖−1
∙ 𝜙 (
𝑥−𝜇
√2+𝜎1
2
). (51) 
 
If we take the mean value of ?̂?𝑖,1, we have 
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𝐸(?̂?𝑖,1|𝜇,
2, 𝜎1
2, 𝑛) = ∫ 𝑥 ∙
𝑛!
(𝑛−𝑖)!(𝑖−1)!
Φ(
𝑥−𝜇
√2+𝜎1
2)
𝑛−𝑖
∙ (1 − Φ(
𝑥−𝜇
√2+𝜎1
2))
𝑖−1
∙ 𝜙 (
𝑥−𝜇
√2+𝜎1
2) ∙ 𝑑𝑥
∞
−∞
. (52) 
Let us denote 𝑝𝑖 = Φ(
𝑥−𝜇
√2+𝜎1
2
). Then the expectation of ?̂?𝑖,1 is 
𝐸(?̂?𝑖,1|𝜇, 
2, 𝜎1
2, 𝑛) = ∫ 𝑥 ∙
𝑛!
(𝑛 − 𝑖)! (𝑖 − 1)!
∙ 𝑝𝑖
𝑛−𝑖 ∙ (1 − 𝑝𝑖)
𝑖−1 ∙
𝑑𝑝𝑖
𝑑𝑥
∙ 𝑑𝑥
∞
−∞
= ∫ 𝑥 ∙
𝑛!
(𝑛 − 𝑖)! (𝑖 − 1)!
∙ 𝑝𝑖
𝑛−𝑖 ∙ (1 − 𝑝𝑖)
𝑖−1 ∙ 𝑑𝑝𝑖
1
0
= ∫ (√2 + 𝜎1
2 ∙ Φ−1(𝑝𝑖) + 𝜇) ∙
𝑛!
(𝑛 − 𝑖)! (𝑖 − 1)!
𝑝𝑖
𝑛−𝑖 ∙ (1 − 𝑝𝑖)
𝑖−1 ∙ 𝑑𝑝𝑖
1
0
= 𝜇 + √2 + 𝜎1
2 ∙ ∫ Φ−1(𝑝𝑖) ∙
𝑛!
(𝑛 − 𝑖)! (𝑖 − 1)!
∙ 𝑝𝑖
𝑛−𝑖 ∙ (1 − 𝑝𝑖)
𝑖−1 ∙ 𝑑𝑝𝑖
1
0
= 𝜇 + √2 + 𝜎1
2 ∙ 𝐸𝐵𝑒𝑡𝑎(𝑝𝑖|𝑖, 𝑛 − 𝑖 + 1)Φ
−1(𝑝𝑖)
= 𝜇 + √2 + 𝜎1
2 ∙ Φ−1 (
𝑛 − 𝑖 + 1
𝑛 + 1
). 
(53) 
Similarly, we have  
𝐸(𝑦𝑖,1
2|𝜇,2, 𝜎1
2, 𝑛) = ∫ 𝑥2 ∙
𝑛!
(𝑛 − 𝑖)! (𝑖 − 1)!
∙ 𝑝𝑖
𝑛−𝑖 ∙ (1 − 𝑝𝑖)
𝑖−1 ∙
𝑑𝑝𝑖
𝑑𝑥
∙ 𝑑𝑥
∞
−∞
= ∫ 𝑥2 ∙
𝑛!
(𝑛 − 𝑖)! (𝑖 − 1)!
∙ 𝑝𝑖
𝑛−𝑖 ∙ (1 − 𝑝𝑖)
𝑖−1 ∙ 𝑑𝑝𝑖
∞
−∞
= ∫ (√2 + 𝜎1
2 ∙ Φ−1(𝑝𝑖) + 𝜇)
2
∙
𝑛!
(𝑛 − 𝑖)! (𝑖 − 1)!
𝑝𝑖
𝑛−𝑖 ∙ (1 − 𝑝𝑖)
𝑖−1 ∙ 𝑑𝑝𝑖
∞
−∞
= 𝜇2 + 2√2 + 𝜎1
2 ∙ 𝜇 ∙ Φ−1 (
𝑛 − 𝑖 + 1
𝑛 + 1
) + (2 + 𝜎1
2) ∙ 𝐸𝐵𝑒𝑡𝑎(𝑝𝑖 |𝑖, 𝑛 − 𝑖 + 1)
(Φ−1(𝑝𝑖))
2
= 𝜇2 + 2√2 + 𝜎1
2 ∙ 𝜇 ∙ Φ−1 (
𝑛 − 𝑖 + 1
𝑛 + 1
) + (2 + 𝜎1
2)
∙
(
 
 
 
(Φ−1 (
𝑛 − 𝑖 + 1
𝑛 + 1
))
2
+
𝑖 ∙ (𝑛 − 𝑖 + 1)
(2 + 𝜎1
2) ∙ (𝑛 + 1)2 ∙ (𝑛 + 2) ∙ (𝜙(Φ−1 (
𝑛 − 𝑖 + 1
𝑛 + 1 )))
2
)
 
 
 
 
(54) 
Then the variance of ?̂?𝑖,1 is  
𝑉𝑎𝑟(?̂?𝑖,1|𝜇, 
2, 𝜎1
2, 𝑛) = 𝐸(?̂?𝑖,1
2|𝜇,2, 𝜎1
2, 𝑛) − (𝐸(?̂?𝑖,1|𝜇,
2, 𝜎1
2, 𝑛))
2
=
𝑖 ∙ (𝑛 − 𝑖 + 1)
(𝑛 + 1)2 ∙ (𝑛 + 2) ∙ (𝜙 (Φ−1 (
𝑛 − 𝑖 + 1
𝑛 + 1 )))
2. 
(55) 
So approximately, the distribution of ?̂?𝑖,1 is a Gaussian distribution  
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𝑁 (𝜇 + √2 + 𝜎1
2 ∙ Φ−1 (
𝑛−𝑖+1
𝑛+1
) ,
𝑖∙(𝑛−𝑖+1)
(𝑛+1)2∙(𝑛+2)∙(𝜙(Φ−1(
𝑛−𝑖+1
𝑛+1
)))
2). (56) 
 
Appendix B 
As we know, the true value of the first stage output (also the second stage input) 𝑦1 is 
an equal weighted mixture of a series of Gaussian distributions: 
𝑁 (𝜇 +
2∙Φ−1(
𝑛−𝑖+1
𝑛+1
)
√2+𝜎1
2
,
2∙𝜎1
2
2+𝜎1
2 +
𝑖∙(𝑛−𝑖+1)
(𝑛+1)2∙(𝑛+2)∙(𝜙(Φ−1(
𝑛−𝑖+1
𝑛+1
)))
2), (57) 
where 𝑖 = 1, 2,… , 𝑘1. 
As it is an equal weighted mixture, the probability density function (PDF) of the 
distribution is 
𝑝(𝑦1|𝜇,
2, 𝜎1
2 , 𝑛) =
1
𝑘1
∙ ∑ 𝜙
(
  
 
𝑥−(𝜇+
2∙Φ−1(
𝑛−𝑖+1
𝑛+1 )
√2+𝜎1
2
)
√
2∙𝜎1
2
2+𝜎1
2+
𝑖∙(𝑛−𝑖+1)
(𝑛+1)2∙(𝑛+2)∙(𝜙(Φ−1(
𝑛−𝑖+1
𝑛+1 )))
2
)
  
 
𝑘1
𝑖=1 . (58) 
Then, the expectation of 𝑦1 is 
𝐸(𝑦1|𝜇,
2, 𝜎1
2, 𝑛) = ∫ 𝑥 ∙
1
𝑘1
∙ ∑ 𝜙
(
 
 
 
 
 
 
 
𝑥 − (𝜇 +
2 ∙ Φ−1 (
𝑛 − 𝑖 + 1
𝑛 + 1 )
√2 + 𝜎1
2
)
√
2 ∙ 𝜎1
2
2 + 𝜎1
2 +
𝑖 ∙ (𝑛 − 𝑖 + 1)
(𝑛 + 1)2 ∙ (𝑛 + 2) ∙ (𝜙(Φ−1 (
𝑛 − 𝑖 + 1
𝑛 + 1 )))
2
)
 
 
 
 
 
 
 
𝑘1
𝑖=1
∙ 𝑑𝑥
∞
−∞
=
1
𝑘1
∙ ∑ 𝐸(𝑦𝑖,1|𝜇,
2, 𝜎1
2, 𝑛)
𝑘1
𝑖=1
=
1
𝑘1
∙ ∑ (𝜇 +
2 ∙ Φ−1 (
𝑛 − 𝑖 + 1
𝑛 + 1 )
𝑘1√
2 + 𝜎1
2
)
𝑘1
𝑖=1
= 𝜇 +
2 ∙ ∑ Φ−1 (
𝑛 − 𝑖 + 1
𝑛 + 1 )
𝑘1
𝑖=1
𝑘1√
2 + 𝜎1
2
. 
(59) 
 
The variance of 𝑦1 is 
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𝑉𝑎𝑟(𝑦1|𝜇,
2, 𝜎1
2, 𝑛) = 𝐸(𝑦1
2|𝜇, 2, 𝜎1
2, 𝑛) − (𝐸(𝑦1|𝜇,
2, 𝜎1
2, 𝑛))
2
=
1
𝑘1
∙ ∑ 𝑉𝑎𝑟(𝑦𝑖,1|𝜇, 
2, 𝜎1
2, 𝑛)
𝑘1
𝑖=1
+ ∑ (𝐸(𝑦𝑖,1|𝜇,
2, 𝜎1
2, 𝑛) − 𝐸(𝑦1|𝜇,
2, 𝜎1
2, 𝑛))
2𝑘1
𝑖=1
=
2 ∙ 𝜎1
2
2 + 𝜎1
2 + ∑
𝑖 ∙ (𝑛 − 𝑖 + 1)
(𝑛 + 1)2 ∙ (𝑛 + 2) ∙ 𝑘1 ∙ (𝜙 (𝛷−1 (
𝑛 − 𝑖 + 1
𝑛 + 1 )))
2
𝑘1
𝑖=1
+ ∑ (𝜇 +
2 ∙ 𝛷−1 (
𝑛 − 𝑖 + 1
𝑛 + 1 )
√2 + 𝜎1
2
)
2
𝑘1
𝑖=1
− (
2 ∙ ∑ 𝛷−1 (
𝑛 − 𝑖 + 1
𝑛 + 1 )
𝑘1
𝑖=1
𝑘1 √2 + 𝜎1
2
)
2
. 
(60) 
Appendix C 
      In the dissertation, we assume the values of items are independent with each other, 
which is not always true in real-world applications. We would like to discuss the impact of 
dependency in our cascading selection problem. To be specific, we want to measure the 
accuracy of equation (14) in Chapter 2. Now, let us verify how the accuracy of our 
calculation in equation (14) is impacted by item correlations. 
𝑉1(𝑆𝑘) = 𝑘1 ∙ 𝜇 + ∑
2∙Φ−1(
𝑛−𝑖−𝛼+1
𝑛−2𝛼+1
)
√2+𝜎1
2
𝑘1∙
𝑖=1 . (61) 
General Case 
Assuming the covariance matrix of item values is S, i.e. 
𝑆 = [
𝑠11 𝑠12
𝑠21 𝑠22
… 𝑠1𝑛
… 𝑠2𝑛… …
𝑠𝑛1 𝑠𝑛2
… …
… 𝑠𝑛𝑛
]. (62) 
It can also be represented in correlation parameters form, i.e. 
𝑆 = [
1 0
0 2
… 0
… 0
… …
0 …
… …
… 𝑛
] ∙
[
 
 
 
[
1 𝜌12
𝜌21 1
… 𝜌1𝑛
… 𝜌2𝑛
… …
𝜌𝑛1 …
… …
… 1
]
]
 
 
 
∙ [
1 0
0 2
… 0
… 0
… …
0 …
… …
… 𝑛
]. (63) 
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Here, 𝜌𝑖𝑗 = 𝜌𝑗𝑖, which is the correlation coefficients, which is the correlation coefficients 
between item i and j. It is obvious that 
𝑠𝑖𝑖 = 𝜎𝑖
2, (64) 
𝑠𝑖𝑗 = 𝜌𝑖𝑗 ∙ 𝜎𝑖 ∙ 𝜎𝑗 . (65) 
We define the mean absolute correlation coefficient (MACC) as 

𝑀𝐴𝐶𝐶
=
1
𝑛2
∙ ∑ ∑ 𝜌𝑖𝑗
𝑛
𝑗=1,𝑗≠𝑖
𝑛
𝑖=1 . (66) 
A larger 
𝑀𝐴𝐶𝐶
 indicates more correlation between item values. Figure 27 shows the 
absolute error of the estimation in equation (14) given different 
𝑀𝐴𝐶𝐶
. 
 
 
Figure 27. Absolute error given different correlation levels 
 
It shows that when 
𝑀𝐴𝐶𝐶
< 0.15, the prediction from equation (14) is quite accurate, 
with error less than 1%. The error increases significantly when 
𝑀𝐴𝐶𝐶
> 0.15. To verify 
whether equation (14) is good enough to be used in real-world applications, we collect 
some data points from real advertising problem with millions of samples and observe that 
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the typical 
𝑀𝐴𝐶𝐶
 is around 0.06, which means the value calculation in equation (14) is 
accurate in these advertising problems.  
We also check the situation that the correlations between these item values are 
unbalanced distributed. For example, if 30% of items are independent with other items, the 
absolute error ratio is still very low when 
𝑀𝐴𝐶𝐶
 is less than 0.10, which is shown in Figure 
28. 
 
 
Figure 28. Absolute error given different correlation levels in unbalanced case (30% items are 
independent with others) 
 
Hierarchical Bayesian model 
      In real-world applications, one common scenario is that the items within the same 
category are highly correlated, and two items from different categories are much less 
correlated. Taking advertising for example, for a user, the click through rates (CTRs) of 
shoes, no matter Nike, Adidas, Puma, are close to each other, CTRs of Best Buys, Fry’s 
electronics are also close.  The correlations between these categories, e.g. shoes, electronic 
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store, much smaller than the correlations within each category. If we look at this problem 
from a generative way, it is more like a two-step process as follows in Figure 29. 
 
Figure 29. Two-stage generative process of users’ CTRs 
Here, y1, y2, y3 are users’ click through rates (CTR) for ads categories, i.e. cars and shoes. 
y11 is the CTR of BMW ads, y12 is the CTR of Audi ads, and y13 is the CTR of Toyota ads. 
y21 is the CTR of Nike shoes, y21 is the CTR of Puma shoes. There are strong correlations 
within categories, e.g. y11 and y12, and weak correlations between categories, e.g. y11 and 
y21. Intuitively, if a user has a high CTR of Nike shoes, he/she is also likely to click Puma 
shoes. Meanwhile, the CTR of a user clicking shoes ads is almost independent to the CTR 
of a user clicking automobile ads. 
      Now, let us redefine a subset selection problem firstly. Suppose we have 𝑛𝑐 categories 
with the true value of  𝑦𝑖  with i.i.d. Gaussian distribution, i.e., 𝑦𝑖 ~ 𝑁(𝜇, 𝜎′
2) , 𝑖 =
1, 2, … , 𝑛𝑐.   For each category, there are 𝑚𝑐 items with true value of 𝑦𝑖,𝑗, j = 1, 2,… ,𝑚𝑐 . 
So, the number of items is 𝑛𝑐 ∙ 𝑚𝑐, which is equal to n in the dissertation.  Suppose 𝑦𝑖,𝑗 =
𝑦𝑖 + Δ𝑖,𝑗, where Δ𝑖,𝑗  is Gaussian distributed as Δ𝑖,𝑗 ~ 𝑁(0, 𝜎𝛥
2). Here, our assumption is a 
simplification of real-world problem, where yi should be weakly correlated with each other. 
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Different categories can also have different number of items. The graphical representation 
of above process is as below in Figure 30. 
 
Figure 30. Hierarchical Bayesian graphical model  
Now, let us check how the accuracy of our calculation in equation (14) is impacted by the 
within category correlations. Note that 2 in equation (14) is calculated as the variance of 
𝑦i,j. 
 
Figure 31. The plot of performance VS 𝑚𝑐, μ = 0, σ′
2 = 64, σΔ
2 = 16, 𝜎1
2 = 1, 𝑛 = 1000,  𝑛𝑐 = 200 
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Figure 32. The plot of performance VS 𝑛𝑐, μ = 0, σ′
2 = 64, σΔ
2 = 16, 𝜎1
2 = 1, 𝑛 = 1000,𝑚𝑐 = 10 
      The simulation results are shown in Figure 31 and Figure 32. It is observed that the 
accuracy of equation (14) is sensitive to the value of 𝑚𝑐. The accuracy is very bad when 
𝑚𝑐 is large. Fortunately, in our real advertising applications, the typical value of 𝑚𝑐 for a 
user is usually less than 20 because of ads targeting requirement. So, our equation (14) still 
works well in the “dependent items” situation. 
 
      We also plot the absolute error ratio in hierarchical Bayesian process case in Figure 33, 
which shows a similar conclusion that the error is very small when  
𝑀𝐴𝐶𝐶
 is less than 0.10. 
 
Figure 33. Absolute error given different correlation levels in hierarchical Bayesian case (Three 
categories) 
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So, we conclude that the calculation in equation (14) is accurate enough to be used in most 
of real-world applications, even when the item values are not truly independent with each 
other. 
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