We characterize the limiting smallest eigenvalue distributions (or hard edge laws) for sample covariance type matrices drawn from a spiked population. In the case of a single spike, the results are valid in the context of the general β ensembles. For multiple spikes, the necessary construction restricts matters to real, complex or quaternion (β = 1, 2, or 4) ensembles. The limit laws are described in terms of a random integral operators, and partial differential equations satisfied by the corresponding distribution functions are derived as corollaries. We also show that, under a natural limit, all spiked hard edge laws derived here degenerate to the critically spiked soft edge laws (or deformed Tracy-Widom laws). The latter were first described at β = 2 by Baik, Ben Arous, and Peché [2], and from a unified β random operator point of view by Bloemendal and Virág [3, 4] .
Introduction
A basic problem in mathematical statistics is to describe the law of the largest eigenvalue of sample covariance (or Wishart) matrices of the form XΣX † in which X is n × m and comprised independent unit Gaussians in F = R, C, or H and † is the associated conjugate transpose. One is typically interested in the limit as n and m tend to ∞ with Σ some deterministic sequence of symmetric population matrices. When Σ is the identity, this socalled soft-edge limit is well known to be given by the β = 1, 2 or 4 Tracy-Widom laws [27, 28] (for the case of R, C, or H entries respectively). Moving toward the more general problem, the spiked ensembles introduced by Johnstone in which Σ = Σ r ⊕ I m−r and r remains fixed as n and m grow have generated considerable interest. Here the subscripts specify the dimensions of the diagonal matrix Σ r and identity matrix I m−r . Using the determinantal framework at β = 2, [2] proved there exists a phase transition (with respect to the entries of Σ r ). Below criticality one sees Tracy-Widom in the limit, above criticality there are Gaussian effects (the limit given by the law of the largest eigenvalue of an r × r GUE), with a new one parameter family of spiked soft-edge laws in the crossover regime. Subsequent analytic work was carried at β = 1 and β = 4 in [15] and [31] .
In another direction, Bloemendal-Virág [3, 4] proved that the β = 1, 2, or 4 soft-edge (critically) spiked laws can be characterized in a unified way through the eigenvalue problem for the random operator H acting on functions f ∈ L 2 [[0, ∞), F r ] defined by
ensembles in the regime m = n+a (which forces a non-trivial interaction of the random spectrum with the origin). Classically -that is, for β = 1, 2, 4 -these laws were also identified by Tracy and Widom in terms of Painlevé functions [28] . They come indexed by the parameter a and degenerate to the more well known Tracy-Widom(β = 1, 2, 4) laws of [27, 29] in the limit a → ∞. This hard-to-soft transition in the classical setting appears to have first been worked out in [5] . For general β > 0 we introduced a random operator for the hard edge in [18] and demonstrated that, as expected, its ordered eigenvalues went over into those for the Stochastic Airy Operator for all β.
To critically spike the hard edge the entries of Σ r must be tuned to zero as n → ∞. We show that if nΣ r has an appropriate limit then there is a new family of random operator limits indexed by these spiking parameters. These spiked hard edge operators produce diffusion/PDE descriptions for the new limit laws (in the manner familiar from [3, 4, 18, 19] ), and, again as expected, recapture all known spiked Tracy-Widom laws in the a → ∞ limit.
We mention that for β = 2 and at the level of correlation functions the hard edge spiking was worked out in [8] .
The next few articles of the introduction detail: (i) the limiting spiked hard edge operators, (ii) diffusion and partial differential equation descriptions of the corresponding spiked hard edge laws, (iii) the transition between the spiked hard edge laws and the spiked/deformed Tracy-Widom laws (for all β at r = 1, and for β = 1, 2, 4 otherwise), and last (iv) a description of the supercritical regime for the hard edge via a recent matrix generalization of the Dufresne identity.
Operator limits
While structurally similar we state the limiting operator characterizations separately for r = 1 and r > 1. In addition to the restriction of the multispike limit operator to β = 1, 2, or 4, the r = 1 operator has a secondary diffusion description not available for r > 1.
We denote the r-spiked Wishart ensemble by W n,Σr , or simply W n,σ when r = 1 (in which case it has the representation B σ B For c ∈ (0, ∞], G = G β,a,c is almost surely compact on L 2 (R + , m) with inverse eigenvalues 0 < Λ 0 < Λ 1 < · · · corresponding to the problem f = ΛGf . Further, as n → ∞ with nσ → c, the ordered eigenvalues of the scaled one-spiked matrix ensemble nW n,σ converge to the collection {Λ k } in the sense of finite dimensional distributions.
What is attractive is that G is an explicit rank one perturbation of the hard-edge limit operator found in [18] for the unspiked case − which is recovered by setting c = +∞ in (1.4) . Just as in that case, pretending that everything in sight can be differentiated at will, G is seen to represent the Green's operator for the generator 5) or L = −G −1 . This can be made precise by recognizing m(dx) and x s(dz) as the (random)
speed measure and scale function for the associated diffusion t → X t . In particular, L = f (y)m(dy), we conclude that f ′ (0) = cf (0), (1.6) for any L 2 eigenfunction. That is to say, just as in the case soft-edge spiking there is a Robin boundary condition at the origin of the (differential) operator limit. From a probabilistic point of view this boundary condition entails adjoining a killing measure cδ 0 (x) to the speed-scale description. Pathwise, X t is constructed from the more familiar process t → X o t with the same speed and scale, but with simple reflection at the origin. With L t the local time of X o t at the origin, X t is defined to agree with those of X o t up to the killing time τ defined by the conditional distributions P(τ > t | X o · ) = e −cLt , at which point the path is absorbed. From this standpoint c = +∞ denotes instantaneous killing, which is another way to recognize that the standard hard edge diffusion is absorbed on its first passage to the origin. In all cases, the behavior at infinity can be read off from the speed and scale and depends on whether a ≥ 0 or a < 0. For a ≥ 0, +∞ is an entrance, but not exit, point for the process. For a ∈ (−1, 0), +∞ is both entrance and exit. In the latter case, it is appropriate to view the process as reflected at infinity. Detailed background on this sort of construction and boundary classification can be found in Chapter 4 of [13] . Moving to r > 1, the limit is still a random integral operator, but now with an r × r matrix kernel, acting on the appropriate L 2 space of vector valued functions. Again, as we use the block tridiagonalization procedure of Bloemendal-Virág, the operator itself has no natural extension off of β = 1, 2, or 4. Denote by F the field of real, complex, or quaternion numbers. By the corresponding β = 1, 2, or 4 Brownian motion we mean the r × r matrix of independent unit F-valued Brownian motions at all off-diagonals entries, and independent real Brownian motions with diffusion coefficient
Theorem 2. Take r > 1 and β = 1, 2, or 4. Define the r × r matrix processes:
with the appropriate β = 1, 2, 4 matrix Brownian motion x → B x . Set
Then, if (nΣ r ) −1 converges in norm to a non-negative definite C −1 , the limiting r-spiked 9) and is positive compact on
In particular, the ordered eigenvalues of nW n,Σ converge (again in the sense of finite dimensional distribution) to the L 2 -spectrum Λ r,0 < Λ r,1 < · · · for the problem f = ΛG r f .
Putting r = 1 in the equations (1.7) and (1.8) which define the matrix kernel, both M x and S x reduce to the speed and scale (m(dx)/dx, s(dx)/dx) functions from (1.3), as they must. Further, the eigenfunctions of G r will again be C 3/2− entry-wise, and the inherited boundary condition at zero is now f (0) = Cf ′ (0) in complete analogy to (1.6). On the other hand, for r > 1 there is no apparent interpretation of G −1 r as a diffusion generator. Note that the statement allows for some number eigenvalues of C −1 to vanish. This translates into a Dirichlet condition at the origin for the corresponding coordinates of f . Theorems 1 and 2 are proved in Sections 2 and 3, respectively. The proof of Theorem 1 is a re-working of the main result of [18] . By virtue of having to deal with matrix rather than scalar kernels the proof of Theorem 2 is more elaborate, but the overall strategy remains the same. In each case the matrix (nW n ) −1 , with W n = W n,σ or W n,Σ , is embedded as an operator into L 2 [0, 1] (of functions taking values in R or F r ). After this embedding, the proofs demonstrate a coupling for which (nW n ) −1 converges to an integral operator (G or G r , defined below in (2.8) or (3.9), respectively) in strong operator norm. Thus, we have convergence of any finite number of eigenvalues and their corresponding eigenvalues (as elements of L 2 [0, 1]) to the eigenvalues/eigenvectors of these (r dependent) G operators. The half-line operators G and G r are related to the G and G r by an explicit change of variables.
Riccati correspondence and PDEs
The classical Riccati substitution was used in [19] to provide a description of the TracyWidom(β) laws in terms of the explosion times of a certain diffusion process. Applying the same ideas to the spiked soft edge operators, [3, 4] concluded that the space-time generator of that diffusion yields a completely analytic characterization of the family of spiked/deformed soft edge laws. In brief, the introduction of the variable boundary condition produces the previously missing space-like variable in the corresponding PDE(s). These PDEs have subsequently been used to confirm a conjectured Painlevé formula for the spiked β = 4 TracyWidom law form [31] , and more recently has led to Painlevé formulas at β = 6 [23] (the first appearance of such outside of β = 1, 2, 4). Working with the differential forms of G or G r yields a similar picture at the spiked hard edge. The rank one case follows directly from the Riccati diffusion for the "standard" beta hard edge introduced in [18] .
Rank one hard edge process Define P µ,c to be the measure on paths q : [µ, ∞) → [−∞, +∞] induced by the (strong) solution of 10) with initial condition q µ = c and where q is restarted at +∞ after any explosion to −∞. In particular, the exit and entrance points −∞ and +∞ are joined so that the q paths may be viewed as continuous for all time.
The hard-edge(β) laws introduced in [18] correspond to starting q from the entrance barrier c = +∞. Note also that the Riccati process there puts the spectral parameter inside the drift: the e −x term in (1.10) is replaced with λe −x . Here we are simply making the change of variable λ = e −µ in order to move this variable into a starting "time." In any case, it is clear that once q hits zero at any finite time x, it immediately becomes and stays negative, at which point there is a positive probability of exploding to −∞. The spectral counting function is then given by counting the passes to zero of the pieced together process, restarted at +∞ after any explosion.
Theorem 3. Let 0 < Λ 0 < Λ 1 < · · · be the limiting spiked hard edge eigenvalues, the inverse eigenvalues of G = G β,a,c , for any β > 0, a > −1 and c ∈ (0, +∞]. Notate F k (µ, c) = P(Λ k > e −µ ), with F = F 0 for simplicity. Then,
It follows that F is the unique bounded positive solution of
The higher order distributions F k solve the same PDE, but with the nested boundary condi-
As a spiked parameter c is to be taken positive, but q can obviously be started from any c ∈ R. In addition, when counting k ≥ 1 vanishings it is natural to consider starting points c ≤ 0, since subsequent vanishes can only occur after an explosion to −∞. In this way the definition of F k is extended to negative c by the right hand side of (1.11) in a consistent way. For example, F (µ, c) := 0 for c ≤ 0.
The PDE characterization of F (not spelled out in [18] ) is more or less immediate from the passage time description (1.11). Rumanov [22] has already used (1.12) to find formulas for F at β = 2, 4 in terms of Painlevé III. That same paper provides new proofs of the β = 2, 4 spiked soft edge laws using the analog of the PDE (1.12) derived in [3] . It is further worth mentioning that more recently Rumanov [23] has found a Painlevé II formula at the β = 6 soft edge (the first known outside β = 1, 2, 4) once more using the spiked/PDE picture of [3] .
For the multi-spiked case, we introduce the following.
Rank r > 1 hard edge process Define P µ,(c 1 ,c 2 ,...cr) to be the measure on (non-intersecting) 14) with initial condition q i,µ = c i , i = 1, . . . , r (and convention c 1 ≥ c 2 ≥ · · · ). The explosion/restart now pertains to the lowest particle, and q is made continuous on the Weyl chamber for all time by following any such restart by a cyclic relabeling of the indices.
Theorem 4. Now let β = 1, 2, or 4 and denote by 0 < Λ r,0 < Λ r,1 < · · · the inverse eigenvalues of G r = G r,β,a,C with a > −1 and C itself possessing eigenvalues c 1 , . . . , c r ∈
. . c r ) = P(Λ r,k > e −µ ) has the representation:
. . , c r ) = P µ/r,(c 1 ,...,cr) (at most k zeros among the coordinates of q x ) .
And so, with F = F 0 and ψ(c) = (a + 15) subject to the appropriate boundary conditions analogous to (1.13). The solution is unique up to permutations of the variables c 1 , c 2 , . . . , c r . The higher order distributions solve the same PDE, linked together inductively as in lim cr↓−∞ F k (µ, c 1 , . . . , c r ) = F k−1 (µ, +∞, c 1 , . . . , c r−1 ).
As indicated above, the value a = 0 is critical for the r = 1 operator in terms of the interpretation of the boundary condition at infinity. For a ∈ (−1, 0) the condition is Neumann, and for a ≥ 0 one can view the condition as Dirichlet (the diffusion generated by G −1 has a natural boundary condition there). In the Riccati picture, the difference between Neumann and Dirichlet is whether eigenvalues are counted by passages to 0 or to −∞. One might expect the same dichotomy at a = 0 in the case r > 1. What we can show is the following.
Corollary 5. In either Theorem 3 or Theorem 4, if a ≥ r − 1 we can replace the characterization of the k-th eigenvalue distribution function in terms of the probability of (at most) k zeros with that of (at most) k passages to −∞.
Theorems 3 and 4 along with the corollary are proved in Section 4.
The hard-to-soft transition
In [3, 4] the outcome of the Riccati map is that the one-spiked soft edge distributions are described in terms of the probability that the process 16) begun at w, has a given number of explosions to −∞ (after subsequent restarts at +∞).
In particular, with λ 0 (β, w) < λ 2 (β, w) < · · · the eigenvalues of the "deformed" Stochastic Airy Operator, in [3] it is proved that P(λ k (β, w) ≤ λ) = P λ,w (p x explodes at most k times).
Here P λ,w indicates that p is started from the time/space point (λ, w), as should be compared with Theorem 3. Again recall that −λ 0 (β, +∞) has the Tracy-Widom(β) distribution [19] . Likewise, for r > 1, the process (1.16) is replaced by the joint diffusion p = (p 1 , . . . , p r ):
And with now {λ r,k (β, w)}, w = (w 1 , . . . , w r ) the eigenvalues of the operator (1.1), among the results of [4] is the fact that: for β = 1, 2, 4, P(λ r,k (β, w) ≤ λ) = P λ/r,(w 1 ,...,wr) (p explodes at most k times).
Here again, the process at started from p i = w i , i = 1, . . . r (with the convention that w r ≤ · · · ≤ w 1 ) at the time-like parameter x = λ/r. Compare Theorem 4.
Back in [18] we proved that, for all β, the rescaled (non-spiked) minimal hard-edge eigenvalue converges in distribution to the general Tracy-Widom law as a → ∞. This was accomplished by showing that the law of passage time to −∞ for a suitably rescaled hardedge process (1.10), begun at +∞, converges to that for the soft-edge process (1.16), also begun at +∞. Previously, this "hard-to-soft transition" had been verified for β = 1, 2, 4 using the explicit Bessel/Airy correlation functions [5] . In all cases, the intuition is that a is a dimension-difference parameter in the classical Wishart ensemble. Exchanging limits freely, a → ∞ would correspond to an asymptotically rectangular Wishart, for which the smallest eigenvalue pulls away from the origin and has "regular" Tracy-Widom fluctuations.
Given the above, it should be no surprise that we can re-capture all the various spiked soft edge laws by rescaling our spiked hard-edge laws. Here we prove the convergence in the sense of finite dimensional distributions of the hard and soft edge point processes (rather than just for the first point as was done in [18] ). 
for any finite k. Note the shift a → 2a in the "dimension discrepancy" parameter in the Λ i . The same appraisal holds for the r-spiked laws. Any finite collection of points from the family {a 2/3 − a −4/3 Λ r,i (β, 2a, c(a))} converges in law to the corresponding {λ r,k (β, w)},
Remark 7. Taking the point of view that {Λ r,i } and {λ r,i } are defined via the diffusions (1.14) and (1.17) , that is, without reference to the limit operators, the hard-to-soft convergence in the r-spiked case takes place for all β ≥ 1.
The proof of Theorem 6 makes up Section 5.
Supercritical scaling
It is now well understood that, at the soft edge, if the spikes are too large (or "supercritical") the fluctuations of λ max are effectively Gaussian. More precisely, for r = 1 there is a normal limit law for the largest eigenvalue, while for r > 1 the rescaled largest eigenvalue converges to that for an r × r copy of the corresponding invariant Gaussian ensemble. For β = 2 this phenomena is included in the results of [2] . It can also be derived by a perturbation argument in the deformed soft-edge operators.
While there is no critical point for the hard edge, it is clear that the analog of supercritical spiking is, at least for r = 1, to consider the c → 0 limit of the operator G β,a,c after the fact. In the multi-spiked case we take the simplest version of this, setting C = cI with c → 0. For r = 1 we find:
Of course the a → ∞ scaling limit of a χ 2 β(a+1) is Gaussian, recovering the soft-edge supercritical limit law. The proof is standard perturbation theory: as c → 0, plainly c G β,a,c tends (with probability one) to the rank one operator defined by integration against m(dx). That is, the ground state is the constant function with corresponding eigenvalue ∞ 0 m(dx), and the only question then is to understand that law. But an identity due to Dufresne [9] shows that
for γ µ a gamma random variable of the indicated parameter, which is exactly what is needed. For r > 1 an identical perturbation argument gives: as c → 0,
with M x is defined in (1.8). Recognizing For completeness, in Section 6 we include a proof of Corollary 9 for β = 2 and integer a using the Fredholm determinant approach of [2] .
Single-spike operator limit
After a conjugation by the diagonal matrix of alternating signs, the matrix model has the form nW n,σ = nB σ B T σ in which the upper-bidigaonal B σ has entries 
Then, by the inversion formula for bidiagonal matrices, as an integral operator,
with the discrete (upper triangular) kernel
in which
Note that on diagonal (if i = j) the product in (2.2) is understood to equal one. Putting (2.1) together with its transpose we can write out the action of (nW n,σ )
Here K n is the integral operator with kernel k n (defined in (2.2), (2.3)) and ·, · is just the L 2 inner product.
The point is that (2.4) represents (nW n,σ ) −1 as a rank one perturbation of K T n K n . As the latter is exactly the non-spiked model (just set σ = 1), the relevant convergence/compactness properties of these operators have already been studied in [18] . Everything we need to take norm limits throughout the right hand side of (2.4) is summarized in the following. 
Here z → b z is a standard Brownian motion. Then, for any sequence of the operators K n , n → ∞, there is a subsequence n ′ → ∞ and suitable probability space on which
almost surely in Hilbert-Schmidt norm.
Proof of Theorem 1. Since it serves as a model for the multi-spike case, we first sketch the main steps behind the above proposition. Here we drop the (β, a) subscripts on k and K.
It is straightforward to show that there is the convergence
With a bit more effort it is shown in [18] that there is the estimate
, for C n a tight random constant. 3 This comes down to a quantitative version of the law of the iterated logarithm for the random sum nx≤k≤ny log
. And then by the law of the iterated logarithm for Brownian motion, we also have that the limit kernel k satisfies the same bound, but with C n replaced by a fixed (i.e., independent of n) random constant C < ∞ Now we can choose a subsequence n ′ → ∞ over which C n ′ converges, and then realize this convergence as almost sure convergence on some probability space. With this setup we have both k n ′ (x, y) ≤ K C (x, y) and k(x, y) ≤ K C (x, y) after possibly adjusting C.
C (x, y)dxdy < ∞, and this supplies the domination needed to conclude that
The new object appearing in the spiked operator (2.4) is the projection onto the function k n (0, x). But the estimates just employed show this also converges almost surely (in the same sub-sequential coupling) to the projection onto k(0, x). Hence, if σn → c, we have that
f (y)dy
f (y)dy, yet again on the chosen probability space. Norm convergence implies that we have convergence of finite parts of the spectrum (this is standard, but Theorem 1 of [18] includes a proof in the present context). Finally, since any such extracted subsequence produces the same norm limit, we have that any finite collection of eigenvalues and eigenvectors of nW n,σ (the latter as elements of L 2 [0, 1]) converge jointly in law over the full sequence n → ∞.
Just to indicate the map from G to G, one checks by Brownian time change that
where the equalities are in law and b x is a new Brownian motion. After the same change of variables, the kernel of
Together this means that G acting on functions f ∈ L 2 [0, 1] possesses the same eigenvalues
Multi-spiked operator limit
The starting point is the block bidiagonalization procedure of Bloemendal-Virág, introduced in [4] to analyze multiple spikes at the soft edge. Let Σ = Σ r ⊕ I n−r with Σ r an r × r positive definite matrix, and consider XΣ 1/2 with X an n × (n + a) Gaussian matrix with independent unit real, complex, or quaternion entries. The key ingredient from [4] is the existence of U, V with UU † = V V † = I so that UXV is "upper block bidiagonal" with r × r blocks. Denoting by D k , k = 1, . . . ⌈n/r⌉ and O k , k = 1, . . . , ⌈n/r⌉ − 1 the diagonal and immediately above diagonal blocks, it holds that
and
The χ ′ s are again χ random variables of the indicated parameter, but now the g's are Fvalued unit Gaussians (which prevents a natural extension to general beta). As usual, despite repeated notation, all random variables in sight are independent. Note also that the final blocks may need to be truncated in the obvious way (whenever r fails to divide n).
What is important is that the outcome of applying the above procedure to XΣ 1/2 rather than to just X is simply to replace
r . This defines a block bidiagonal random matrix B = B Σ 1/2 such that W n,Σ = BB † has the same eigenvalues as XΣX † .
Identifying the limit
The program follows the r = 1. The scaled matrix ( √ nB Σ 1/2 ) −1 is imbedded into the appropriate L 2 space. The block structure dictates that this should be the vector valued
One can again use the (block) bi-diagonal structure to compute the inverse explicitly. In conjunction with a conjugation by a matrix of alternating signed r × r identity matrices (which has the effect of replacing each O k with −O k ), the action of ( √ nB Σ 1/2 ) −1 can be identified with that of the discrete matrix kernel:
Here
and j ≤ [n/r]. 4 The point being that the discretization scale is now
, which accounts for the 1 r prefactor on (3.3). This object left multiplies functions f (y) ∈ F r (prior to integration in the y variable). Compare the r = 1 kernel (2.2).
Next, setting
we can write the kernel (3.3) in a streamlined fashion, 5) granted some ambiguity in the indexing. This matrix process x → A n (x) satisfies the discrete equation 6) with the convention that A n (0) = I, the r × r identity. Estimating moments of the entries of the (
converges as a process to x → A x defined as the (unique) solution of the Itô equation:
Here B x is an r × r matrix Brownian motion introduced above. Each diagonal is a real Brownian motion with diffusion coefficient motions, and all coordinate processes are independent. This structure is simply a consequence of the blocks (D k , O k ) having (real) χ-variables along the diagonal and F-valued Gaussians otherwise. Moving along, it is easier still to prove the process level convergence
The (preliminary) conclusion would be that k n,r converges in law to 8) in the uniform-on-compacts topology of [0, 1) × [0, 1). Hence, granting the existence of a positive definite C = lim n→∞ nΣ r , the candidate operator limit of (nW σ ) −1 is:
. This is the analog of (2.8).
Finally, to go from G r to the representation of G r in the statement of Theorem 2 is through a similar change of variables employed at r = 1: now 1 − x → e −rx . In particular,
with a new matrix F-Brownian motion B x , compare (1.7). Then, similar to the onedimensional case, after this substitution one may symmetrize with respect to
In particular, view the transformed (3.9) as acting of functions f of the form A
by construction. This sends eigenvectors f of G r into eigenvectors f of G r with the corresponding eigenvalues unchanged.
Outline of the proof
The convergence of the spectrum requires some form of norm convergence of the operators K n,r to K r (these denoting the integral operators associated with the kernels k n,r and k r of (3.5) and (3.8)). As in the proof of Theorem 1 (recall the argument surrounding Proposition 10) things follow readily given that we can show:
Theorem 11. The exists a probability space on which all k n,r and k r are defined and, given any sequence n ↑ ∞, a subsequence n ′ ↑ ∞ such that
with probability one. Here · is the (matrix) operator norm.
Step 1 is to prove (Lemma 12 of Section 3.3) that the limit kernel k r (x, y) =
x A y 1 x≤y is almost surely Hilbert-Schmidt (showing that G r has the properties claimed in Theorem 2).
Step 2 constructs a (random) dominating kernel, on a restricted domain. We show that, for large enough c there is a kernel k r,c (x, y) such that: with a tight random sequence C n ,
where k r,c (x, y) satisfies
See Corollary 16 of Section 3.5. This step also relies heavily on Lemma 14 of Section 3.4 which represents the product A n (x) as a fairly explicit (though approximate) Euler scheme for the limiting x → A x . Along the way we conclude that k n,r (x, y) → k r (x, y) pointwise.
Step 3 uses
Step 2 as input to show the rest of the range of integration can be neglected:
in probability (Lemma 18 of Section 3.6). From here the proof follows the course of the r = 1 case. The only real wrinkle is the requirement of the cutoff (off the last O(log n) discrete time steps) in the domination (3.12) (compare this to the bound (2.7) used at r = 1). Tracking the growth of the matrix kernels is just more involved (we also make due with a suboptimal bounding kernel k r,c in terms of its behavior near x, y = 1, again compare (2.7)).
Anyway, one is now free to choose a subsequence and a probability space on which (3.14) takes place almost surely and the bound (3.12) holds almost surely with the tight sequence C n replaced by a deterministic c (which bounds the chosen sub-sequencial limit of C n ). Together with Step 1 this provides the necessary domination for the conclusion of Theorem 11. (We have already mentioned we will have that k n,r → k r pointwise, and this can also be realized almost surely by choice of a further subsequence.)
The limit operator
As for r = 1, the limit kernel k r is Hilbert-Schmidt (and so G r is compact). The advantage of the continuum setting is that one can readily derive an sde for the singular values of the family (x, y) → A −1
x A y . The analysis is similar to that for the Lyapunov exponents for Brownian motion on the general linear group, see for example [17] .
Lemma 12. With probability one,
recall (3.7) and (3.10). Again || · || is the matrix operator norm.
Proof. As all norms are equivalent we can reduce this to an estimate on the largest singular value of the two-parameter family A
For the stated almost sure conclusion, (3.16) is likewise viewed as a two-parameter family of processes λ i = λ i (t; s) for t ≥ s, all coupled through being run on the same Brownian motions b 1 , . . . , b r . Passing to logarithms γ i = log λ i , the upper and lower paths can bounded as in:
These estimates follow upon substituting
we have that γ k − γ k+1 is path-wise bounded by the solution of
Since
, the process z t is almost surely positive. It is also bounded below by b t + 2t, and so there is an almost surely finite time τ after which z t > t. These observations imply that is finite with probability one. Hence, 19) with an almost surely finite C = C(b k , b k+1 ). Putting together (3.17) and (3.19) , along with the law of the iterated logarithm, we find that
with another almost surely finite constant C = C(b 1 , . . . , b r ) . The conclusion is that the integral
For later we extract the following from the proof of Lemma 12.
Corollary 13. There is a finite random constant C such that, for s ≤ t, 20) holds almost surely. Back in the original coordinates this implies that, also almost surely and with 0 ≤ x ≤ y ≤ 1,
for ǫ > 0 any chosen (small, deterministic) constant and (a finite, random) C ′ = C ′ (C, ǫ).
Rewriting the matrix product
A bit of convenient preprocessing casts the matrix product A n (x), see again (3.4) and (3.6), as an approximate Euler scheme for the claimed limiting sde (3.7).
there is the representation
Here G k = G n,r is an independent sequence of approximate F-Gaussian matrices. All offdiagonal elements are independent unit F-Gaussians, while the diagonals are sums of independent χ variables: 23) recall the definitions (3.1) and (3.2). The error matrices E k = E n,k form another independent sequence. Each has a deterministic plus noise decomposition
for integer p ≥ 1 with constants c = c(β, a, r, c
One first byproduct of the above (coupled with say [25, Theorem 11.2.3] ) is the advertised convergence of A n (x) to A x . The representation (3.22) will also be key for the norm control of the associated kernel.
Corollary 15. The Markov chain A n (x) converges pathwise (in the usual Skorohod topology of uniform on compacts in [0, 1)) to the diffusion A x defined by (3.7).
Proof of Lemma 14. We have to show that 25) with random matrices G and E having the stated properties. For convenience we are shifting the index on the OD −1 product to k from (k + 1).
Denote by F k,b = F n,k,b the r × r diagonal matrix with nonzero entries
making two more definitions. H is upper triangular with independent F -Gaussians off diagonal and centered negative χ variables (pairing with F k,a entry-wise) on diagonal, andH is lower triangular, again with independent F -Gaussians off diagonal and centered χ variables (pairing now with F k,0 ) on diagonal. Extracting
is the guiding principle. By the resolvent identity we have that,
where we drop the k indices from here on. Substituting the polynomial approximation inherent in (3.27) into (3.26) gives
The first line on the right hand side of (3.28) contains the leading order in (3.25), while the second line is mean zero (H andH are independent with mean zero entries) and will be absorbed into E.
To deal with the first line we need the estimates
in the first three terms, and, given that E(HF 30) in the last term. Of course, the same estimates would hold forH replacing H in the last display. All of this comes down to the simple appraisals
for t large enough. In summary, Returning to the second line on the right hand side of (3.28), we have already remarked that all terms have mean zero and the expected norm estimates follow similarly to those we just described. Now use
along with the moment control on the entries of H andH.
Finally consider the remainder from (3.27) and (3.28), or
We will show that: as always in the regime of large n − rk,
that is, it is diagonal with diagonal entires bounded in kind, and that 
, with i 0 = i, i p = j and note that unless i = j there is at least one non-repeated (mean-zero) H i k i k+1 . This is simply because H is upper triangular and so i k ≤ i k+1 along the expansion. The estimate itself can also be seen term-wise, by say writing out (F a − H) −1 using Cramer's rule. The bounds in (3.34) are similar. After an application of Cauchy-Schwarz both bounds come down to the inequality E (F a − H) −1 4p ≤ c (n−rk) 2p which yet again follows from expanding things entry-wise and using E|H ij | q = O(1) for all i, j and q.
Tightness up to good times
We prove that for any ǫ > 0, there is a c ≫ 1 such that
where C n = C n (ǫ) is a tight sequence of random variables. Considering partial sums we will then conclude that
Corollary 16. For ǫ > 0 it holds
with a deterministic c = c(ǫ) and a tight random sequence C n = C n (ǫ).
This should be compared to the estimate in Corollary 13 for the continuum case, and finishes Step 2 of the proof of Theorem 11. Note that a tight random upper bound of the form √ nD
−1/2 I poses no difficulty, and also that the righthand side of
. As for (3.35), the proof is inspired by [16] . From Lemma 14 we can express A n (x) = [nx/r] k=1 Z k with
where the G k are independent approximate F-Gaussian matrices and the error matrices E k possess the decomposition
Toward controlling the norm of A n (x), choose a fixed v ∈ S r−1 (F) and consider
where the introduced vectors v k ∈ S r−1 (F) are defined by
In particular, each v k is F k−1 measurable. With this set-up, (3.35) will follow from:
the centered logarithm of (3.38), and h(x) = (1 − log(1 − x)) −1/2+ . Then, with choice of c depending on ǫ > 0, it holds that
for C n a tight sequence (dependent on c but independent of v).
Indeed, just write: for x in the prescribed range and u ℓ , ℓ = 1 . . . , r the standard basis vectors, ≤ 2re
Cn(1+(log
The first inequality uses (3.40) in the second factor and a rough upper bound in the first (valid for large enough n). The second inequality just introduces a new tight random sequence C ′ n , based on C n , ǫ, and r.
Proof. First, since we only require a tight random constant bound, we are free to restrict to an event Ω n with probability tending to one as n → ∞. Let Ω n be the event on which all the F-Gaussians appearing in the collection of Z k matrices k ≤ 1 − c log n n are bounded in norm by c ′ log n, and all the χ random variables are within c ′ log n of their mean. The claim is that by choice of c ′ the probabilities P(Ω n ) are in fact summable, and on Ω n it holds that
where c ′′ depends on c ′ only. In the next subsection ("Throwing out the tail") we prove a version of this claim in a more difficult setting − see in particular (3.54) and its subsequent proof − and so do not repeat the argument here. By taking c sufficiently large the inequality (3.41) can be taken to read |v † Z k Z † k v − 1| ≤ δ with a choice of ǫ > 0 for all k ≤ n − c log n. This leads to the bound: on Ω n and for (1 − δ)x 2 for x < δ.
Next denote
yet another error term. Also introduce the shorthand: ǫ the inequality (3.42) implies that
Intuitively, line one of (3.46) produces the leading order with the terms in line two having greater built-in decay.
As for that first line, we consider each term separately. That is, we demonstrate tight random constant bounds on:
Of these, the near Gaussian sum in (3.47) is the most delicate, requiring the type of quantitative iterated log estimate carried out in the end of Section 2 of [18] . The Y k and X 2 k sums can be dealt with more crudely as follows.
Using (3.31) one easily finds that
uniformly in v ∈ S r−1 . And since
, the sums in (3.48) can be replaced by
respectively. In either case it holds that Eη
(n−rk) 2 with a c ′ independent of v k (and so the original v). Taking second moments and bounding the sup by another sum, we have that
, which is finite. Line two of (3.46) requires more of the same. In fact, the sum over v † This follows from the log-concavity of the χ t density, which yields a Log-Sobolev inequality. With this in hand, the well known Herbst's argument gives (3.49), see for example [14] . Then, for X = a given X k (and likewise G denoting the corresponding approximate Gaussian matrix G k ) and fixed v ∈ S r−1 ,
Recall the definition of G in (3.23) from Lemma 14: the first overestimate above comes from using (3.49) in the first factor of (3.50). The outcomes is that
is a supermartingale. Now Corollary 4.2 of [7] implies that: with probability one, lim sup n→∞,xn→1
with a constant c(β) that can be explicitly worked out. Here x n indicates any sequence tending to one as n tends to infinity. This is more than is needed to complete the proof. Here we are applying Condition 4.1 of the reference to (3.51) with Φ r (s) = 
Throwing out the tail
We establish Step 3 of the proof of Theorem 11.
Lemma 18. For any large enough constant c,
in probability.
Proof. As noted already, the scaled pre-factors n(1 − x)D −1 ⌈(n/r)x⌉ are bounded by a tight random constant multiple of the identity. We can then consider the slightly simplified kernel
in place of k n,r (x, y). The proof comes down to constructing events Ω n with probability tending to one on which
for the prescribed range of x, y and c ′ is a numerical constant, independent of k, n or c.
This is used in conjunction with Corollary 16 of the previous section which yields events Ω ′ n (there referred to as Ω n ) of probability close to one on which
and now another deterministic constant c ′ . We are translating the tight random constant bound in that statement to a deterministic one on a sequence of nice events. The goal then is to show that on the disjoint union of Ω n and Ω ′ n the appraisal (3.53) holds (for againk n,r ). That c be large enough is required exactly because we use (3.55) with
So, with both (3.54) and (3.55) in place, write:
with δ n = c log n n . For the first term we have the estimate on the right hand side of (3.54),
, with κ n = c ′′ n log log n, for large enough n and constant c ′′ . This gives
which tends to zero like 1/n 1− . The final inequality rests on the fact that
is increasing for large x, while e √ x ≤ 1 + √ x + O(x) for moderate values of x.
As to the second term we have:
Here we used (3.55) in the first factor, and the same estimate just employed in (3.56) in the second factor. Completing the remaining integral in gives an upper bound of order δ holds. It remains go back and construct the events Ω n . Along with the standard Gaussian tail inequality in the form P (|g| ≥ γ) ≤ e −γ 2 /2 γ we will also need that, for any χ t random variable with t ≥ 1,
This follows readily from the inequality (3.49) along with the bounds
The lower estimate requiring t ≥ 1, the upper estimate is Jensen's inequality. Clearly (3.58) is most useful for t ↑ ∞. For t = O(1) we get by with
for small δ > 0 and t ≥ 1 (just integrate the density). Now, dropping indices for a moment, we write O k = d + G and D k =d + G where d and d are diagonal matrices of the independent χ variables:
leaving G,G to denote the strictly upper/lower matrices of independent Gaussians (g i ∈ G, g i ∈G). Denote by Γ k the index set of all d i ,d i , g ,gi variables occuring in O k and D k+1 . Decomposing as in,
we see that on the event
√ log log n √ n−k assumed less than 1 2 , there are the bounds
That is to say,
with the lower bound on n − k providing a uniform estimate on the appearance of (I − Gd
in the last term of (3.61). Then by the Gaussian tail bounds, recall in particular (3.58) coupled with (3.59),
≤ c ′ log n e −2 log log n √ log log n + e −8 log log n , with a constant c ′ = c ′ (r, c) on the right hand side.
Next, for n − k of the same order as log log n,
k no longer concentrates well about the identity. Instead, we use that on n − k ≤ 16 log log n, the typical Gaussian is now O( √ log log log n) and on the event
we can overestimate
The second inequality is just an ∞-norm bound on (I +Gd −1 ) −1 , the entries of which are polynomial (of degree at most r) in the entries ofGd −1 . The last inequality holds for n big enough by adjusting the constant c ′ . And similar to (3.63),
′′ log log n √ log log log n e −2 log log log n + c k , (3.65) which goes to zero for any γ = γ n → ∞. Note here we are we are using the bound (3.58) with δ = 1/2 (that is, Ω ′ (k) = Ω ′ (δ = 1/2, k)), along with the fact Eχ t > 1 2 t for sufficiently large t, see again (3.59). This gets us down to n − k = O(1).
For the final stretch, we note that we have the same type of bound on
With k now ranging from n − γ to n, the adjustments needed in what corresponds to the second term of (3.65) are as follows. The probability of the upper deviations of the maximum d i is bounded in the same manner as before by O(γe − log log log n ) = O( γ log log n ). For the probability of the lower deviations of thẽ d i we use (3.60) to control this by O((log log log n)
. Since γ → ∞ as slowly as we want, both of these bounds tend to zero as n → ∞. The advertised event Ω n can then be defined as the intersection(s) of Ω(δ k , k), Ω ′ (k) and Ω ′′ (k) over their respective ranges.
Riccati correspondence
We prove Theorems 3 and 4, providing hitting time and PDE descriptions of the spiked hard edge laws, as well as Corollary 5 which highlights the dependence of these descriptions on the "non-degeneracy" parameter.
Proof (sketch) of Theorem 3. The argument to identify the q diffusion, with the appropriate starting point, is can be taken verbatim from Theorem 2 of [18] (with considerations for the boundary condition "at infinity" fixed by the subsequent erratum). To see the PDE connection is to note the (hyper-elliptic) differential operator
introduced in (1.12) is simply the space-time generator for the joint process (x, q x ). Uniqueness follows from the standard martingale argument, starting from the observation that a solution to the backward equation LG = 0 produces a local martingale, x → G(x, q x ). So then, with τ the passage time to zero, G(µ, c) = E (µ,c) G(τ ∧ t, q τ ∧t ). If G is also bounded, the t → ∞ limit can be taken under the expectation. The resulting equality, along with the boundary conditions (1.13), force G to be the probability that the path never hits zero, that is, G = F . For the higher order distributions things are worked out inductively. Consider F 1 , and let κ µ,c (dη) denote the (improper) distribution of the passage time to −∞ starting from time/place (µ, c), allowing for the expression
From the same basic theory just employed, κ, which vanishes to the left of µ, also satisfies the backward equation Lκ = 0. The claimed boundary condition follows by observing that, as c ↓ −∞, κ µ,c (dη) tends to the unit mass at η = µ and F (η, +∞) is continuous in η.
Proof of Theorem 4. The approach mimics that for the one-dimensional case. Introduce the truncated operator
Since S x and M x are continuous and norm bounded over
which also satisfies the eigenvalue problem f (x) = λG L f (x) is readily seen to be C 1 and must also satisfy:
This last condition holds entry-wise, so in particular f ′ (L) is the zero vector. The important point is that the same estimates on the Hilbert-Schmidt norm of k r (Lemma 12) shows that G L → G almost surely in operator norm. In particular, the desired eigenvalue counting function is the L → ∞ limit of that for G L . The next step is to cast the condition that any fixed λ is an eigenvalue (of G L ) in terms of an initial value problem, Since the paths of
. And if such an f satisfies the eigenvalue problem, it will then be continuous and, by repeating the argument, entry-wise differentiable. Taking derivatives we find that
Following this by taking an Itô differential, we have the stochastic differential equation, 
The latter follows from Itô's rule in the form dM
x . The "twisting" of the Brownian increment by A † x in (4.3) is a complication particular to r > 1. Even without this, the fact that the noise appears multiplicatively seems to preclude reducing things directly to the classical (deterministic) matrix oscillation theory as was done for the multi-spiked soft edge in [4] . On the other hand, by the Markov property and (pathwise) uniqueness for the system x → (A x , f (x), f ′ (x)), it cannot happen that both f and f ′ vanish simultaneously. Further, by (4.2) we see that f ′ (L) = 0 is precisely the condition for the predetermined λ to be an eigenvalue of G L . To make computations it is convenient to lift things to a matrix system. Define F (x) ∈ F r×r as the (unique) solution to
with initial conditions
Evolving this system forward (including the evolution of A x ) for fixed λ, the outcome is that
Note that the uniqueness argument used for (f, f ′ ) shows that F and F ′ cannot be singular at any common time.
The standard Riccati procedure would be to now introduce P (x) = F ′ (x)F −1 (x), which, away from the singular points of F (x), solves
Here the definition of ψ(P ) = (a + 2
from the statement of the theorem is simply lifted to act on matrices. While (4.5) recovers the r = 1 hard edge process (as it must), for r > 1 one must (again) include the auxiliary process A x to close the equation. Additionally, the hope would be to reduce the dimension of the system by translating the singular point count of F ′ (x) over [0, L] to an eigenvalue count of P x . But P x is not even say symmetric in law. The program is salvaged by introducing
x , which satisfies
with Q 0 = P 0 = C, and diag(Q x ) denoting the diagonal matrix with ii-entry (Q x ) ii . We will hold off on the derivation of (4.6). One can immediately deduce that Q x ∼ Q † x and hence Q x has r real and almost surely distinct eigenvalues q 1 , . . . , q r . So, at least F ′ (x 0 ) being singular for x 0 ∈ [0, L] is equivalent to some q i (x 0 ) = 0. Furthermore, while (4.6) is not transparently invariant under "rotations" (except in the case β = 1), the eigenvalues form their own Markov process governed by
with b 1 , . . . , b r (new) independent standard Brownian motions. The derivation of (4.7) is also put off to later, but taking it for granted the proof is finished as follows. A standard calculation shows the interaction term q i k =i This establishes the correspondence between F k and the probability of the appropriate number of vanishings among the family q x = {q i } i=1,...,r , the substitution λ = e −µ having the same effect as in dimension one of shifting the starting time from x = 0 to x = µ. The rest is also much the same as in dimension one: the partial differential operator appearing in (1.15) is the space-time generator of (x, q x ), uniqueness is proved by an identical martingale argument, and so on. Finally we return to (4.6) and (4.7). For the former, Itô's formula gives
and, at second order,
Summing the right hand sides produces (4.6). For (4.7) we start by introducing some more notation, rewriting (4.6) as
The approach is classical, taking differentials throughout the spectral decomposition Q x = U † x q x U x (using now q for the diagonal matrix of eigenvalues q 1 , q 2 . . . ). To be concrete, we carry things out for β = 2.
Note thatB x is not simply a copy of dB (as it is for β = 1). The second definition is a Doob-Meyer decomposition, with N x a local martingale and G x of finite variation. Further, 
And as martingale component of the right hand side must vanish off the diagonal it follows that 10) for i = k. Next, write out (4.9) on the diagonal with the help of (4.8):
and u ab are entires of U. We readily have thatB ii +B † ii is equal in law to √ 2 times a standard Brownian motion. The higher order multiplication table is more complicated:
Invoking these facts along with (4.10) in (4.11) shows the final two lines of that equation are equal to
When added to (4.12), the second term on the right hand side above cancels the non-invariant drift term in that expression. The derivation is completed by noticing that the first term here and second term in (4.12) combine to produce k =i (q k +
Proof of Corollary 5. The point is to show that for either of the processes (1.10) or (1.14), that, given a passage to zero has occurred, explosion to −∞ occurs in finite time with probability one. For r = 1, or the (1.10) process, this was already noticed and proved in [20] . To summarize the main idea, first note that if q x hits zero it immediately becomes and stays negative for all time. Then, on the event τ 0 < ∞ (with τ 0 that hitting time) the change of variables u x = log(−q x+τ 0 ) yields a process on the whole line, satisfying
And given the sign change, one wants to show that u x hits +∞ in finite time. But u x is pathwise lower bounded by the the homogeneous process v x defined by dv x =
(run on the same Brownian motion). Feller's test can now be applied to show τ +∞ (s) < ∞ with probability one as long as a ≥ 0. For r = 1 the condition on a can be shown to be sharp, and we expect that for all r the a ≥ 0 is the right condition. In any event, consider (1.14) and notice again that if the lowest point q r vanishes at some x ′ < ∞, then q r,x < 0 for all x > x ′ . With any other the other particles q i , i = 1, . . . , r − 1, possibly still positive, the corresponding contribution to the drift q r × qr+q i qr−q i may also be positive, and so push q r in the "wrong" direction. On the other hand, in that case one has that qr+q i qr−q i ≤ 1. This means that, at the very least, after q r hits zero it is bounded above by the process
ignoring shifts in the time-like variable. The proof is finished by noting that the r = 1 argument can be applied to z x with a replaced by a − r + 1.
Hard-to-soft transition
By following the law(s) on paths induced by (1.10) and (1.14) in the a → ∞ limit we show that (resealed) hard edge spiked laws degenerate to the soft edge spiked laws (Theorem 6).
Proof of Theorem 6. Since we are taking an a → ∞ limit, Corollary 5 shows that from the start we can just track blow-ups (to −∞) for the hard-edge processes.
Taking first r = 1, introduce the time-space scaling,
where q is defined by (1.10) after taking a into 2a:
With the hard-edge spectral parameter scaled as in a 2 + a 4/3 λ, the process η is then started at time x 0 = −a 2/3 log(1 − a −2/3 λ) from η 0 = η(x 0 ) = a −2/3 (c − a). For this recall that the start time µ for q is related to the spectral parameter via λ = e −µ .
Now the essential observation is the same as in the corresponding proof from [18] for the limit of Λ(β, 2a, ∞): q hits −∞ in finite time if and only if η does. Hence, things come down to showing that we have the functional convergence of η = η(x, a) governed by
with initial state,
and a new Brownian motion b x , to the one-spike soft edge process (1.16):
with initial state (λ, w). But now,
uniformly on compact sets in (x, η), while x 0 = −a 2/3 log(1 − a −2/3 λ) → λ and η 0 = a −2/3 c − a 1/3 → w by assumption. This is sufficient to imply the convergence of the solutions of the martingale problems (P η x 0 ,η 0 ⇒ P p λ,w ), see for example Theorem 11.3.3 of [25] . 7 In this setting, this is the same as convergence in law on paths in the uniform-on-compacts topology. From here the proof that a 2/3 − a −4/3 Λ 0 (β, 2a, c(a)) ⇒ λ 0 (β, w) will follow from the fact
, where τ b denotes the passage time to b. Again, this is what was done in [18] in the case that c(a) = w = +∞. If b were finite the convergence in law of the corresponding passage times is a consequence of the continuous mapping theorem, and so it is enough to show that
for any ǫ > 0. Since this approximation step was swept under the carpet in [18] we take the opportunity here to provide some details. Consider the question for the p-diffusion (the same argument will work for η, but is just more cumbersome as one needs to keep track of the parameter a → ∞). Make a further approximation and truncate the stopping times, replacing τ b (p) with τ
k}. Now take f to be a smooth function with f (x) = 1/x for x < −10 (say). Itô's lemma along with the optional stopping theorem gives: assuming k > 10 ∨ 4/β and dropping the dependence of the various random times on the path,
Hence, since either p(τ
And since lim b→−∞ P(γ
which proves (5.4) (for the p process).
Moving to the joint convergence of Λ 0 , Λ 1 , ..., we have to show that, for any fixed k and a → ∞ P x 0 (a),η 0 (a) (x → η(x, a) explodes exactly k times) goes over into the P λ,w -probability of the same event for p. Recalling the shorthand κ x,b (dy) = P x,b (τ ∞ ∈ dy) for the passage time distribution of either process, the obvious thing to do is rewrite the above as in (x 0 (a),η 0 (a)) ({+∞}) = κ p (λ,w) ({+∞}), which is all that was needed for the first step. The same argument gives convergence of the passage time distributions starting from fixed initial conditions, or that κ η(a) (x 0 ,+∞) (dx) → κ p (x 0 ,+∞) (dx) weakly. Once more, technical issues associated with starting from +∞ were dealt with in [18] : since +∞ is an entrance point for all η(a) and p, one can well approximate the distributions(s) by the same process started at some (large) finite point.
Consider k = 1, which enough to explain what needs to be done. The issue is the convergence of the integral µ n (dx)f n (x) to its intended limit in which: (1) the (sub-probability) measures µ n are absolutely continuous and converge weakly to a (sub-probability) measure µ and, (2) f n → f pointwise where all f n and f are uniformly bounded (by one) and continuous. (Here f n (x) = κ η(a) (x,+∞) ({+∞}) abd µ n (dx) = κ η(a) (x 0 (a),η 0 (a)) (dx). Outside of {+∞} the measures µ n and µ posses no point masses.) By the tightness of µ n you can cut down the domain of integration to a bounded interval I. After this one can invoke say Egorov's theorem along with the absolute continuity of the sequence of measures to deal with the error term I (f n − f )µ n (dx).
When r > 1 the only novelty in establishing the process level convergence is the interaction terms. Following (5.1) we scale q as in Again the diffusion coefficient and first drift coefficient converge uniformly on compact sets to the right objects − the only change is the shift from e −a −2/3 x to e −ra −2/3 in the latter. And again the initial conditions settle down the claimed limits, more or less by design. While the final term does tend pointwise to j =i 2 η i −η j , which is the interaction term in (1.17), the convergence is certainly not uniform over {η 1 > η 2 > · · · > η r }.
On the other hand, one does have convergence on paths up to the stopping time τ ǫ := {inf x : η i,x − η j,x ≤ ǫ for any i < j}.
And since τ ǫ → ∞ in probability as ǫ → 0 for both the η and p processes, general considerations (see for instance [25, Lemma 11.1.1]) yield the convergence P η ⇒ P p . Previously we had cited [1, Proposition 4.3.5] for the non-crossing property of (a process related to) η, which proves the result for all β ≥ 1. In fact, for β < 1 it is known that there is a crossing in finite time with positive probability, see [6, Theorem 3 .1] which again deals with a more standard Dyson Brownian motion. We may still have the path convergence between the hard and soft edge diffusions for β < 1, but this would require an additional argument. This is the point of Remark 7.
6 Fredholm approach for β = 2
For completeness we include an explicit calculation of the limiting r-spiked distribution function for β = 2 (and integer a ≥ 0). The reported limiting kernel has already appeared in [8] . The main point here is to detail the trace norm convergence for the associated integral operators, and so deduce the corresponding Fredholm determinant form of the distribution. We follow the original strategy of [2] . A second motivation is to carry out the hard-tosoft limit in this context, giving an analytic proof of Corollary 9, at least for β = 2 and a = 0, 1, . . . , etcetera. Now let X be a complex n × (n + a) Gaussian matrix with diagonal covariance Σ = Σ r ⊕ I n−r and Σ r = diag(σ 1 , σ 2 , . . . , σ r ), and let Λ min = Λ min (Σ r ) denote the minimal eigenvalue of XX † . Our starting point is a version of the following basic formula. The related result in [8] establishes the pointwise convergence of K n (x, y) to K(x, y) − attention to error estimates being beside the point for the considerations there. More notably, the authors of [8] derive different formulations for the K kernel, showing for instance that it is a rank r perturbation of a conjugated Bessel kernel. This stands in analogy to the results of [2] which show that the r-spiked soft edge kernel is a rank r perturbation of the Airy kernel.
Here we highlight the following consequence of the operator convergence to K. Compare part (b) of [2, Theorem 1.1].
Corollary 21. Let K c denote kernel operator K in the case that c 1 = · · · = c r = c. Then,
where L is the projection onto the span of the first r Laguerre functions of parameter a. In other words, the distributional limit of Λ min (cI) as n → ∞ then c → 0 (in that order) is that of the minimal eigenvalue of a (r, r + a) complex Wishart matrix.
