Abstract-In flexible naïve Bayesian (FNB), the excellent qualities of Gaussian kernel have been demonstrated by the theoretical analyses and experimental comparisons with normal naïve Bayesian (NNB). There are also several types of kernel functions commonly used for probability density estimation, i.e., uniform, triangular, epanechnikov, biweight, triweight and cosine. We call them discontinuous kernels. In this paper, we verify the feasibility and efficiency of applying these alternative kernels in FNB. Our works mainly focus on three aspects: firstly, we give the application conditions of these kernels for the given domain data by analyzing the structural difference between the discontinuous kernel and Gaussian kernel; secondly, the equivalent probability is proposed to improve the capabilities of discontinuous kernels when such problem of kernel incapability occurs; finally, we carry out the experimental demonstration of our proposed method based on 15 UCI datasets. The results show that the discontinuous kernels can obtain better classification accuracies with the help of equivalent probabilities.
I. INTRODUCTION
For the convenience of discussion, we firstly describe the notations used in our study. Let X = {x 1 , x 2 , · · · , x n } be the given dataset, where x i = {x i1 , x i2 , , x id , c i } denotes the ith (i = 1, 2, · · · , n) training example in the given dataset X, n is the number of samples in X, x ij is the jth (j = 1, 2, · · · , d) feature attribute of x i , d is the number of feature attributes of x i , c i is the class attribute of x i , c i ∈ {w 1 , w 2 , · · · , w k }, k is the number of classes. In our study, we mainly apply NBC to deal with the classification problems of continuous (numerical) attributes.
Naïve Bayesian classifier (simply NBC) [1] is one kind of very popular classifiers. Its outstanding advantages have been demonstrated in many practical and theoretical fields. When NBC is used to carry out a classification task for a new instance x = {x 1 
NBC applies the Bayesian theory as the classification basis. In Eq. (1), for the consideration of computing time, we usually make p(w i ) = 1 k , (i = 1, 2, · · · , k) which is the prior probability. The key point of NBC is the derivation of p(x|w i ) which is called the class conditional probability. The joint probability p(x|w i ) = p(x 1 , x 2 , · · · , x d |w i ), (i = 1, 2, · · · , k) can be computed based on the assumption that all feature attributes of x are independent. This is the reason why this probability-like classifier is called naïve classifier. So, Eq. (1) can also be written as another form as shown in Eq. (2):
For the continuous attributes, probability density estimation is used to provide the solution for p(x j |w i ) based on the given dataset X. In 1995, John and Langley [2] proposed the flexible Bayesian classifier to solve p(x j |w i ), (i = 1, 2, · · · , k; j = 1, 2, · · · , d). In their work, the authors explained why the classifier is more flexible than normal naïve Bayesian. The mainly reason is that the classifier is efficient for the attribute which is not normally distributed. FNB estimated p(x j |w i ) by using the Parzen window method [3] . The computing equation of p(x j |w i ) based on the given dataset X can be formulated as following Eq. (3):
where n wi is the number of samples belonging to the class w i , (i = 1, 2, · · · , k).
) used in John and Langley's work is called Gaussian kernel.
In the research filed of probability density estimation, it is well accepted that the choice of kernel function K (·) is less important than the selection of bandwidth [4] , [5] , [6] , [7] , [8] . So, the studies of kernel selection are smaller in scope compared with the bandwidth determination. Meanwhile, under the framework of classification task, there are also very little researches about the kernel selection.
In this paper, we try to explore the influence exerted on flexible Bayesian classifier by different kernels. In the probability density estimation, there are also six commonly used kernels: uniform, triangular, epanechnikov, biweight, triweight and cosine kernels [9] . The efficiencies of these kernels have been demonstrated by the better mean integrated squared error (MISE) when probability density estimation is considered. However, these six kernel functions are not compared based on the 0-1 loss (misclassification rate) [10] . We firstly introduce these kernels into FNB to replace the Gaussian kernel in order to verify whether there is any difference of classification performance between Gaussian kernel and other kernels. In our study, these six alternative kernels are called discontinuous kernels. Our works mainly focus on the following three aspects. Firstly, we analyze the structural difference between the discontinuous kernel and the Gaussian kernel. And, based on this analysis, the application conditions of discontinuous kernels are given. Secondly, we explore the kernel incapability which is the phenomenon that the FNB equipped with the discontinuous kernels could not classify some instances. Focused on the kernel incapability, the equivalent probability is proposed to improve the capabilities of discontinuous kernels. Finally, we carry out the experimental techniques to verify the queries proposed above based on 15 UCI benchmark datasets [11] . Our experiments include two parts: the comparison between Gaussian kernel and the discontinuous kernels, and the comparison between the discontinuous kernels before and after applying the equivalent probability. The evaluation method of classifiers is classification accuracy [12] in this paper. Our testing results are all average values of 10 runs of 10-fold cross-validation. The statistical method, two-tailed t-test with a 95 percent confidence level [13] , is used to compare the rival kernel's win/tie/lose records. The empirical observations and analyses on comparative results show that the Gaussian kernel can not achieve statistically better classification accuracy than discontinuous kernels. And, the equivalent probability method is feasible which can indeed improve the kernel incapability effectively and enhance the classification performances of discontinuous kernels significantly.
The rest of the paper is organized as follows: In Section II, we summarize the existing kernel functions and classify these kernels. Section III analyzes the structural difference between Gaussian kernel and discontinuous kernel. In Section IV, we introduce the kernel incapability and propose the equivalent probability to improve the performances of discontinuous kernels. The experimental setup and results are described in Section V. Section VI makes a conclusion and outlines the main directions for future research. 
II. KERNEL FUNCTIONS
The kernel is widely used in many areas, for example, SVM, density estimation, and so on. It is a function which is nonnegative, real-valued and integrable. For a given kernel K (x), it should satisfy two requirements [14] :
There are other six common kernels used in areas of density estimation except Gaussian kernel. Table I shows the detailed descriptions of these six kernels. For observing these kernels more intuitively, Fig. 1 gives the comparative pictures between Gaussian kernel and every kernel listed in Table I . From the expressions of these kernels, we can see that all these six kernels are discontinuous. So, we call these kernels discontinuous kernels. In Fig. 1 , the blue solid line denotes the Gaussian kernel and the black dashdot lines denote six different types of discontinuous kernels. The subfigure (a) depicts the sharp of uniform kernel. When x ∈ [−1, 1], the graph of uniform kernel is a line which is parallel with the x-axis. We call uniform kernel discontinuous-line kernel. While the subfigures (b)-(f) plot another figurate kernel: when x ∈ [−1, 1], the graphs of these kernels are curved (when x ∈ [−1, 1], we deem the graph of triangular kernel as a curve which is constituted by two oblique lines). Then, these five kernels are called discontinuous -curve kernels. Based on the above classification of kernels, we will give the application conditions of discontinuous-line kernel (DLK) and discontinuous-curve kernels (DCK).
III. THE APPLICATION CONDITIONS OF DIFFERENT KERNEL FUNCTIONS
Without loss of generality, the classification is considered to be two classes, denoted by + and − respectively. The instances in class
where n + is the number of instances in class +. And, the instances in class − are {y i1 , y i2 , · · · , y id }, (i = 1, 2, · · · , n − ), where n − is the number of instances in class −. For a given new sample x = {x 1 , x 2 , · · · , x d }, we assume ∃j ∈ {1, 2, · · · , d} , such that Eq. (4) holds when Gaussian kernel is used in FNB:
where, p Gaussian (·) is the probability density function estimated by using Gaussian kernel. Combining Eqs. (3) and (4), we can derive Eq. (5) as follows:
where, K Gaussian (·) denotes Gaussian kernel function. Then, our work is to find the conditions under which the character < in Eq. (5) could be changed when DLK or DCK is used in FNB.
A. The Application Conditions of Discontinuous-Line Kernel
From the subfigure (a) in Fig. 1 , we can see that the functions of Gaussian kernel and uniform kernel are symmetrical with respect to x = 0. So, we only study the situation of x > 0.
Under this situation, DLK in FNB will not classify the jth
The right part of (5) can be reduced when DLK is used under this condition. It is because when β q > 1, K DLK (β q ) = 0. Now, a special example is given to explain this situation. 
where p DLK (·) is the probability density estimated by using DLK function.
B. The Application Conditions of Discontinuous-Curve Kernel
We can easily find that there are considerable similarities in the subfigures (b)-(f) of Fig. 1 . Similarly, our study only focuses on the situation of x > 0 because of the symmetry. The common qualities in the subfigures (b)-(f) of Fig. 1 can be summarized as follows:
• There is one intersection point between DCK and Gaussian kernel. We call it critical point (cp);
Based on the above common qualities, we will conclude the application conditions of DCK:
where, p DCK (·) is the probability density estimated by using DCK function. Under this condition, DCK can obtain the same determining result as Gaussian kernel.
Under this condition, DCK can be used. Now, we use a special example to illustrate this conclusion.
Example 2: We select Epanechnikov kernel as testing kernel (other DCKs can also be used). Let x 1j = 0.776, x 2j = 0.273, y 1j = 0.795, y 2j = 0.794, y 3j = 0.781, and y 4j = 0.791. For the given x j = 0.368, we can also get h +j = 0.707, and h −j = 0.500. And,
The DCK can also reverse the result obtained with Gaussian kernel and it can be used by FNB. The following example explains this. 
In this example, the critical point cp ≈ 0.779. We can find that there are two samples y 1j and y 4 j satisfying the conditions 0 <
That is to say, when DCK is used, p DCK (x j |− ) will decrease and p DCK (x j |+ ) will increase. Only the number of β q s that
The above analyses and examples provide the opportunity for the usages of DLK and DCK. It tells us that under the different application conditions, DLK and DCK can change the results obtianed by using traditional Gaussian kernel. However, the discontinuous kernel will limit the performance of FNB when classification task needs to be implemented. We call this limitation as the kernel incapability.
IV. THE KERNEL INCAPABILITY
The existing study [9] shows that DLK and DCK can be used to estimate the probability density function efficiently. However, the classification is different from the probability density estimation. The classification accuracy is always used as the evaluation criterion of a classification algorithm. So, in our study, we apply the classification accuracy to evaluate the performance of different kernels. In order to compare these kernels with Gaussian kernel, we need to use these six discontinuous kernels to classify the known sample firstly.
From Table I and Fig. 1 , we can know that DLK and DCK can only calculate the values belonging to the interval [−1, 1]. For DLK and DCK, such kernel incapability will impose restriction on the determination performance of FNB. Now, we will describe the meaning of kernel incapability. Let K DK (·) denote the discontinuous kernel. For the new sample x = {x 1 , x 2 , · · · , x d } in the two-class classification problem (+ class and − class), the probability belonging to class + is p(x|+) (the prior probability p (+) = p (−) = 1 2 , and the probability belonging to class − is p(x|−). According to Eq. (3), we can get Eqs. (6) and (7) as follows:
and
In
For the new instance x, we get that the probabilities belonging to different classes are equal. FNB can not determine the class label for the new sample based on the obtained result p(x|+) = p(x|−) = 0. The result of p(x|+) = p(x|−) = 0 will never happen for Gaussian kernel because K Gaussian (u) can always assign a sole, non-negative and real-valued real number for any u ∈ [−∞, +∞]. In order to solve the kernel incapability effectively, we propose an improved strategy named the equivalent probability. The procedures of this improved method can be described as following Algorithm 1. Assume the probability of a new sample x belonging to class w is Algorithm 1 Computing the equivalent probability
p (x j |w ) = 0;
4:
for i = 1 to n w do 6:
end for 8:
if p (x j |w ) == 0 then 10: p (x |w ) = p (x |w ) × p (x j |w ); 15: end for represented as p(x|w). Let X denote the current training dataset.
In Algorithm 1, n w is the number of samples in class w, and p (x j |w ) = 1 dmin×dsum is equivalent probability of x j about dataset X. The usage of equivalent probability can deal with the kernel incapability to some extent. We apply a numeric experiment to exhibit the estimation performance of discontinuous kernel when equivalent probability is used. Firstly, we generate 10 data points x 1 , x 2 , · · · , x 10 (all x i > 0, i = 1, 2, · · · , 10) which obey the distribution N (0, 1). These points are used as the training samples in class +. The other 10 points y 1 , y 2 , · · · , y 10 (all y i < 0, i = 1, 2, · · · , 10) are also generated from N (0, 1) which are served as the training samples in class −. Then, the testing set is generated which includes 2 samples (1 sample x + belonging to class + and 1 samples y − belonging to class −). In order that the experiment can express our intention, we select the data points with the following constraints: all |x + − x j | and |x + − y j |, (j = 1, 2, · · · , 10) are large than 1 √ 10 . And, all |y − − x j | and |y − − y j |, (j = 1, 2, · · · , 10) are also larger than
. Our experiment is setup as follows: we want to use the equivalent probabilities to classify the testing data points x + and y − based on the training data points x 1 , x 2 , · · · , x 10 and y 1 , y 2 , · · · , y 10 . The probability of x + belonging to class + is p(x + |+) and the probability belonging to class − is p(x + |−). And, the probability of y − belonging to class + is p(y − |+) and the probability belonging to class − is p(
The above experiments are repeated five times independently. The detailed experimental results are summarized in Table  II . Through the experiments, we can get that the equivalent probability is feasible when the kernel incapability occurs. The learning algorithm is able to classify the sample correctly by using the equivalent probability.
Next, we will discuss the computational complexity of using discontinuous kernels with the equivalent probability to carry 
consumption of Gaussian kernel is O(nd).
In the best situation, the discontinuous kernel can also reach this complexity n × d. It indicates that the kernel incapability does not appear. The discontinuous kernel can determine the probability of new sample x that belongs to class c without the help of equivalent probability. The worst situation will happen when all calculations of p(x j |c) (j = 1, 2, · · · , d) have to rely on the equivalent probabilities. Under such circumstances, the complexity of discontinuous kernel is 3×n×d, due to the extra processes needed for finding the minimum and computing the sum. In conclusion, the average complexity of discontinuous kernel with equivalent probability is also O(nd). The usage of discontinuous kernel and introduction of equivalent probability do not dramatically increase the computational complexity of FNB.
V. THE EXPERIMENTAL OBSERVATIONS AND ANALYSES
In this part, we will discuss our experimental setup and results. And, based on the comparative results, the statistical analyses are also carried out.
A. The Data Preparation
In our comparative experiment, 15 UCI datasets [11] are selected which represent a wide range of domains and data characteristics. The detailed descriptions of datasets are listed in Table III . To the 15 UCI datasets, we adopted the following three preprocessing steps in our experiment: 1) Delete the nominal attributes: In our work, we mainly apply FNB to deal with classification problems of continuous attributes. We only want to investigate the effect imposed by different kernels on density estimation in FNB; 2) Replace the missing values: Any missing values in each dataset are replaced by running the unsupervised filter named ReplaceMissingValues in Weka. Its operation is: weka.filters.unsupervised.attribute.ReplaceMissingValues [15] . It replaces all missing values with the modes and means from the training data; 3) Reduce the large datasets. For saving the time of running experiments, the large dataset Magic Telescope is reduced randomly by using the unsupervised filter named Resample with the sampleSizePercent 10 in Weka. The implementation of this unsupervised filter is: weka.filters.unsupervised.instance.Resample [15] .
B. The Experimental Procedures and Results
In order to eliminate the effect generated by splitting dataset randomly, we use 10 runs of 10-fold cross-validation procedure to implement our experiment. The experimental procedures are arranged as the following descriptions: Every dataset is randomly divided into 10 disjoint subsets, and the size of each subset is N/10, where N is the number of samples in this dataset. This procedure is run 10 times, each time using the different one of these subsets as the testing set and combining the other nine subsets for the training set. The testing accuracies are then averaged as the final classification accuracy. Every run of FNB with the different kernels is carried out on the same training sets and evaluated on the same testing sets. In particular, the folds of cross-validation are same for FNB (before and after the application of equivalent probability) on each dataset.
Our experiments include the following three parts. Firstly, we compare the classification performances of Gaussian kernel with the discontinuous kernels before using equivalent probability and after using equivalent probability respectively. The results are summarized in Table IV. In Table IV , the italic accuracies and standard derivations represent the performances of corresponding discontinuous kernels before using equivalent probability. Then, the corresponding kernels' win/tie/lose records are compared by using the two-tailed t-test with 95 percent confidence level. Our tests include two parts: Gaussian kernel vs. discontinuous kernels before using the equivalent probability and Gaussian kernel vs. discontinuous kernels after using equivalent probability. The comparative results can be shown in Table V . Each three-number unit [16] w/t/l in Table  V means that the kernel in the corresponding row wins in w 
datasets, ties in t datasets, and loses in l datasets, against the kernel in the corresponding column. The italic w/t/l records are the comparisons of discontinuous kernels before using equivalent probability. Finally, we validate the accuracy increments on these 15 datasets before and after equivalent probability is applied in discontinuous kernel by comparing with Gaussian kernel. Based on the above experimental results, the intuitive observations and theoretical analysis are given.
From Tables IV and V we can see that when the equivalent probabilities are not used, the discontinuous kernels can not obtain the significant classification performances compared with Gaussian kernel (with w/t/l records 6/1/8, 7/4/4, 6/3/5, 6/3/6, 6/2/7 and 6/3/6). However, after using the equivalent probabilities, the performances of discontinuous kernels are significantly better than Gaussian kernel (with w/t/l records 7/5/3, 11/3/1, 11/3/1, 9/3/3, 9/2/4 and 9/4/2). From this comparison we can know that the usage of equivalent probabilities can obviously improve the classification accuracy of discontinuous kernel.
Based on the above comparisons in Tables IV and V , we also compute the increment of accuracy of different kernels on 15 UCI datasets. On a specific dataset, if the discontinuous kernel is statistically better than Gaussian, then the accuracy difference between the discontinuous kernel and Gaussian kernel will be added into the increment of the discontinuous kernel; otherwise, the accuracy difference between Gaussian kernel and the discontinuous kernel will be added into the increment of Gaussian kernel. The comparative increments are summarized in Fig. 2 . The left picture shows what happened when the equivalent probabilities are not used. And, the right one tells us the comparative results after the equivalent probabilities are adopted. From the left picture listed in Fig.  2 , we find an interesting result: the accuracy increments of discontinuous kernels compared with Gaussian kernel are obviously superior except uniform kernel. According to statistical result, we know that when equivalent probability is not used, the performances of discontinuous kernels and Gaussian kernel are basically comparable (6 vs. 8, 7 vs. 4, 6 vs. 5, 6 vs. 6, 6 vs. 7, and 6 vs. 6). The increase of discontinuous kernels compared with Gaussian kernel is obviously larger than the increase of Gaussian kernel compared with discontinuous kernels. That is to say, even though the equivalent probability is not used, Gaussian kernel also cannot obtain the best classification accuracy. When the equivalent probabilities are used by the discontinuous kernels, the right picture in Fig. 2 tells us that the increments of discontinuous kernels become more obvious. For instance, before the equivalent probability is used, the comparative increment of Gaussian vs. epanechnikov is 0.123 vs. 0.267. While the equivalent probability is used by epanechnikov kernel, this result becomes 0.006 vs. 0.328. This comparison shows us that most commonly used Gaussian kernel can not reach the satisfactory classification accuracy. Now, we will give the following explanation for the advantage of equivalent probability. Let the equivalent probabilities of new sample x belonging to class + and class − be p(x|+) and p(x|−). Accordingly, Eqs. (8) and (9) list the mathematical expressions of p(x|+) and p(x|−).
The class attribute of new sample x is deemed as +. When
From the comparative results, we can also find another fact that the Gaussian kernel can not obtain the significantly better accuracies than that of the discontinuous kernels when the equivalent probabilities are used. The reason is that the discontinuous kernels can classify the unknown sample in a more flexible manner. The flexibility of discontinuous kernel can be expressed from the numeric experiments summarized in Table II . When Gaussian kernel does not determine the class attribute for the unknown sample, the discontinuous kernels using equivalent probabilities can classify it correctly. There are several possibilities that the discontinuous kernels can correct the classification result of Gaussian kernel as described in Section III.
VI. CONCLUSION
In this paper, the discontinuous kernels (uniform, triangular, epanechnikov, biweight, triweight and cosine) are firstly introduced into FNB and by analysing the disadvantages of discontinuous kernels an efficient strategy named equivalent probability is proposed to improve the classification accuracies The comparisons of accuracy increment on 15 UCI datasets before and after using equivalent probability of discontinuous kernels in FNB. The experimental results show that (1) the most frequently used Gaussian kernel can not obtain the statistically best accuracy; (2) the equivalent probabilities indeed improve the classification accuracies of discontinuous kernels significantly. In the future study, the appropriate data distribution character for every discontinuous kernel will be investigated and the discontinuous kernels will also be introduced into the other data mining systems (e.g., [17] , [18] , [19] , [20] , [21] , [22] , and [23] ) in order to improve their learning performances.
