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Alors que la littérature regorge de représentations pour
la visualisation de données multidimensionnelles, peu de
travaux traitent du contrôle des valeurs de ces données
dans le temps. Nous proposons Collastar, une interface
permettant à plusieurs utilisateurs de manipuler collabo-
rativement un ensemble de paramètres dynamiques grâce
à des techniques d’interaction et de visualisation perti-
nentes. L’interface est composée d’une représentation
en étoile au centre, dédiée à la manipulation collabora-
tive des paramètres dynamiques, et d’autant de fenêtres
de visualisation des données (Linear Wall de l’évolution
temporelle des paramètres) que d’utilisateurs. Nous util-
isons CollaStar pour contrôler un moteur de création de
scènes cinématographiques (manipulation des paramètres
de caméra) et évaluons notre système qualitativement avec
des experts en création cinématographique.
Mots Clés
Design; interface collaborative; table tactile; visualisation
d’informations.
ACM Classification Keywords
H.5.2. Information Interfaces and Presentation (e.g. HCI):
User Interfaces.
INTRODUCTION
Dans le domaine de la visualisation d’informations, de
nombreuses techniques ont été proposées pour la visuali-
sation de données multidimensionnelles [4, 5, 13, 18, 20],
et autant pour la visualisation de données temporelles [2,
9, 15–17]. Cependant, la visualisation de données à la
fois multidimensionnelles et temporelles pose des défis de
taille tant les solutions à ces deux problèmes divergent.
Un des défis consiste a proposer une interface d’édition
cohérente avec les multiples variables évoluant dans le
temps, tout en préservant le contexte temporel et le con-
texte donné par les autres dimensions. Une approche est
de proposer un système collaboratif où plusieurs utilisa-
teurs peuvent se repartir le travail, notamment si le nom-
bre de dimensions reste raisonnable.
Il existe un large éventail d’applications qui tireraient
profit d’une interface permettant la manipulation dans le
temps des données multidimensionnelles par le biais de
contrôleurs, en particulier dans les domaines créatifs (par
exemple, le mixage audio et vidéo). L’accès aux outils de
création de médias pour le grand public a fait évoluer les
utilisateurs de consommateurs à créateurs de médias. Des
outils adaptés aux besoins de création et créativité de ce
nouveau public sont nécessaires. Par exemple, la création
de scènes cinématographiques (suites de plans et de tran-
sitions) à partir de modeleurs 3D ou de moteurs de jeux
vidéo (machinima, terme introduit par le journaliste Hugh
Hancock [8]) est fastidieuse et complexe, l’utilisateur de-
vant construire chaque scène manuellement.
Nous proposons CollaStar, une interface collaborative
dédiée à la manipulation de paramètre multidimension-
nels dans le temps. L’interface est composée 1) d’une
représentation partagée par tous les utilisateurs basée
sur la représentation en étoile, dédiée au contrôle de
paramètres de haut niveau, et 2) d’une interface de vi-
sualisation personnalisée par utilisateur, dédiée à la vi-
sualisation des données passées, présentes et futures
(si connues par avance) des paramètres. Nous ap-
pliquons notre modèle au domaine créatif et collaboratif
de la cinématographie virtuelle en couplant CollaStar au
système CineSys [14], un outil dédié à la création au-
tomatique de contenus cinématographiques. Nous rap-
portons l’évaluation qualitative de la part d’experts en
création cinématographique. Plutôt que des paramètres
de bas niveau tels que les coordonnées dans l’espace de la
caméra, CineSys utilise en entrée des intentions, styles et
règles cinématographiques de haut niveau pré-établies et
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Figure 1. CollaStar: repr´esentation en ´etoile collaborative au centre
et multiples Linear Wall personnalis´es autour.
génère le contenu en temps-réel à partir de ces paramètres.
Les quatre contributions de cet article sont :
1. Une représentation en étoile dédiée à l’interaction col-
laborative avec des données multidimensionnelles et
temporelles en temps réel ; la gestion des dépendances
entre paramètres ; les interactions associées comme
l’ajout, la suppression et le partage de branches.
2. Le Linear Wall, une interface Focus+Context [3]
dérivée du modèle DIVA [15], adaptée à l’observation
de données multidimensionnelles selon l’axe temporel
; les interactions que sont la navigation dans le temps,
l’interaction avec les données, la spécification des di-
mensions affichées et la comparaison de dimensions.
3. CollaStar (Figure 1), l’assemblage de multiples Linear
Wall et d’une représentation en étoile au centre. Chaque
utilisateur interagit avec la représentation en étoile et
observe l’évolution temporelle de paramètres de son
choix par sur son Linear Wall personnalisé.
4. L’application de CollaStar au cas de la cinématographie
virtuelle, en couplant l’interface à CineSys. Ce cou-
plage permet une modification interactive et collabora-
tive avec des paramètres de haut niveau, tout en visual-
isant le résultat de la donnée focus (i.e., le montage).
CONTEXTE
Comme nous le soulignons dans l’introduction, s’il ex-
iste des applications dédiées à la créativité et de grande
qualité, celles-ci sont fastidieuses d’apprentissage et com-
plexes d’utilisation ; l’ouverture au grand public d’outils
de création requiert des interfaces non expertes et adaptées
aux utilisateurs. De plus, les outils collaboratifs permet-
tent de reproduire plus fidèlement de processus de création
de médias. Ce processus doit permettre la visualisation et
l’interaction avec des paramètres variant en temps réel.
Visualisation de Données Multidimensionnelles et
Temporelles
La visualisation de données multidimensionnelles a été—
et est—largement explorée. Quelques exemples sont les
Figure 2. DIVA, syst`eme Focus+Context : les valeurs pass´ees et
futures des donn´ees (contexte) sont repr´esent´ees `a gauche et `a droite
de la valeur courante de la donn´ee multidimensionnelle (focus), au
centre. Ici, la donn´ee multidimensionnelle est l’image d’une vid´eo.
Chernoff faces [4], les Scatterplot Matrix [5] et les Ta-
ble Lens [20]. Cependant, peu de visualisations sont
adaptées à l’interaction collaborative. Les coordonnées
parallèles [18] et représentations en étoile [13] proposent
au contraire une métaphore d’interaction très intuitives,
chaque axe parallèle ou branche de l’étoile étant un
contrôleur potentiel d’une dimension des données, à la
manière d’une table de mixage.
En parallèle, des techniques de visualisation telles que
Lexis Pencil [2], ThemeRiver [9], MultiComb [17] ou le
mur en perspective [16] sont des manières de représenter
des données multidimensionnelles en fonction du temps.
DIVA [15] est un modèle Focus+Context [3] permettant
de visualiser les valeurs passées et futures de données
multidimensionnelles autour de la valeur de la donnée à
l’instant présent (Figure 2). Si DIVA a été créé pour des
contrôleurs aériens, les auteurs mettent en évidence le fait
que le modèle est adapté aux applications multimédia.
Règles Cinématographiques
Hiérarchie d’un film
La cinématographie est l’art de construire un film. Un
film est représenté hiérarchiquement comme une séquence
de scènes contenant chacune une situation ou une action
spécifique. Chaque scène est elle-même composée d’une
ou plusieurs prises de vues. Une prise de vue est définie
comme un intervalle de temps (en général de quelques
secondes) durant lequel la caméra filme en continu, c’est-
à-dire sans coupure ou transition.
Placement de caméras
De nombreuses règles de placement de caméras, acquises
par la pratique, sont propres à la cinématographie et par-
fois communes à la photographie. Dans la situation typ-
ique d’une scène de dialogue entre deux acteurs (A et B
dans la Figure 3), les metteurs en scène caractérisent le









Figure 3. Placement de cam´era relativement `a la ligne
d’int´erˆet [10]. External : vue d’un acteur par-dessus l’´epaule du
second. Internal : vue d’un des deux acteurs. Apex : vue des deux
acteurs perpendiculairement `a la ligne d’int´erˆet.
Figure 4. Une prise de vue par-dessus l’´epaule (over the shoulder).
une ligne imaginaire reliant les deux acteurs. Les place-
ments de caméra standards sont les vues external (vue
over the shoulder, voir Figure 4), internal et apex. La Fig-
ure 5 illustre les cadrages classiques de caméra lorsqu’un
acteur est filmé. Enfin, trois angles standards de caméra
permettent d’effectuer des vues de face, en plongée et en
contre-plongée. Ces placements permettent au réalisateur
d’exprimer un style ou un message à transmettre.
Dans la littérature, le placement des caméra est utilisé afin
de définir plusieurs règles. Par exemple :
• Dans une même scène il n’est pas souhaitable que la
caméra traverse la ligne d’intérêt lors d’une coupure
(règle des 180 degrés).
• Deux prises de vue doivent avoir une différence
d’orientation d’au moins 30 degrés (règle des 30
degrés).
• Il doit y avoir une différence significative de taille, vue,
ou nombre d’acteurs entre deux prises de vue.
• Une scène doit être établie à son commencement, c’est-
à-dire débuter par une vue d’ensemble.
• Continuité d’action : si une prise de vue dans laquelle se
déroule une action est coupée, la prise de vue suivante
doit contenir un rappel du dernier état connu de l’action.
Par exemple, si un acteur lance une balle en gros plan,
la prise de vue suivante peut montrer le bras de l’acteur
comme contexte au mouvement de la balle.
• Continuité de mouvement : un acteur ou un objet se
déplaçant de la droite vers la gauche dans un plan doit
continuer à se déplacer dans la même direction dans le
plan suivant.
Thomson et al. fournissent une liste exhaustive une liste
exhaustive de ces heuristiques [22,23]. Arijon [1] présente
de manière informelle un ensemble de stéréotypes de
Figure 5. Principales hauteurs de coupe [23].
séquences de prises de vue ajouté à ces règles perme-
ttant de définir le style du réalisateur. L’ensemble de
ces règles cinématographiques, si elles sont largement
détaillées dans la littérature du domaine, n’ont commencé
à être formalisées qu’à la fin des années 90 [10] afin
de générer automatiquement les paramètres de la caméra
selon les événements et le contenu de la scène.
Création de Contenus Cinématographiques
Le design de CollaStar est basé sur les besoins de la
création de contenus pour le grand public, et en parti-
culier de contenus cinématographiques virtuels tels que
les visites virtuelles ou le machinima (création de clips
2D à partir de mondes virtuels 3D). Afin de rendre une
scène 3D en un film 2D en utilisant un outil profession-
nel tel qu’Autodesk Maya ou 3DS Max, il faut utiliser
une métaphore de caméra virtuelle : l’utilisateur place
plusieurs caméras dans l’espace autour de la scène et
paramètre pour chacune ses sept degrés de liberté (DDL)
qui sont sa position (3DDL), son orientation (3DDL) et
sa distance focale (1DDL). L’utilisateur doit ensuite ex-
plicitement indiquer quand utiliser telle ou telle caméra,
quand passer d’une caméra à une autre, ou encore spécifier
le chemin que doit suivre une caméra dans le temps
en utilisant des images clé ,par exemple pour effectuer
un travelling (lorsque la caméra suit un objet d’intérêt
parallèlement à son mouvement, s’en rapproche ou s’en
éloigne).
Le contrôle simultané des caméras, des lumières ou
encore des acteurs requiert à la fois un ensemble de
paramètres multidimensionnels et l’évolution dans le
temps de ces paramètres. Le processus de création de
scènes cinématographiques virtuelles requiert quant à lui
l’interaction collaborative de multiples utilisateurs. La
littérature manque de représentations interactives adaptées
à ces besoins. Les quelques propositions intégrant la di-
mension temporelle à une représentation multidimension-
nelle et potentiellement interactive neutralisent le poten-
tiel d’interaction et rendent les données très difficiles à
lire (exemple Figure 6 [6]).
Si les outils professionnels existants sont de grande
précision, ils requièrent aussi une bonne expertise
des techniques d’animation en 3D et des modèles
mathématiques utilisés (par exemple, les courbes
d’interpolation) et ne sont pas facilement accessibles à
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Figure 6. Repr´esentation en ´etoile avec dimension temporelle [6].
l’utilisateur novice. De plus, ces outils n’intègrent ni
notions cinématographiques établies telles que les types
de cadrage ou distances de prise de vue, ni règles de
composition (par exemple, règle des tiers) ou règles de
continuité entre des prises de vue successives (continuité
d’action ou continuité de mouvement). Nous n’avons
pas connaissance d’outils permettant la création de
contenus cinématographiques en utilisant des paramètres
de haut niveau tels que les règles cinématographiques
précédemment introduites.
Enfin, le processus de création de contenu
cinématographique est profondément collaboratif,
impliquant des scénaristes, metteurs en scène, techniciens
son et lumière, acteurs, etc. mais les outils dédiés restent
mono utilisateur. Guidés par ce besoin d’interface col-
laborative, nous nous intéressons à l’utilisation de tables
tactiles, intrinsèquement multi-utilisateurs et désormais
accessibles au grand public à peu de frais. Des exemples
de travaux sur l’interaction collaborative sont [12, 21, 24],
dont les points clé sont les interfaces orientées utilisateur
et les alertes multi-utilisateur.
COLLASTAR
CollaStar (Figure 1) est une interface collaborative pour
le contrôle en temps-réel de paramètres multidimension-
nels. L’interface est composée d’une représentation en
étoile collaborative au centre et de plusieurs Linear Wall
(un pour chaque utilisateur) dédiés à la visualisation des
valeurs des données dans le temps.
Représentation en Étoile Collaborative
Le manque de systèmes interactifs, collaboratifs et
adaptés aux données multidimensionnelles dans la
littérature nous a guidé dans un premier temps vers la
sélection d’une technique existante, puis dans un second
temps vers l’amélioration de ses capacités d’interaction.
Les coordonnées parallèles et la représentation en étoile
ont un potentiel interactif similaire lié à la manipula-
tion directe des valeurs associées à chaque axe de la
représentation. Manipuler à plusieurs des coordonnées
parallèles requiert que tous les utilisateurs soient spatiale-
ment disposés du même côté de l’interface, et donc du
Figure 7. Partition de l’espace d’interaction pour trois utilisateurs
avec (a) des coordonn´ees parall`eles, (b) la repr´esentation en ´etoile.
périphérique d’interaction—de la table tactile— afin de
visualiser correctement les données (Figure 7(a)). Au con-
traire, la représentation en étoile permet de disposer les
utilisateurs autour de la table (Figure 7(b)), tirant avan-
tage de la disposition circulaire de la représentation.
Avec la représentation en étoile interactive, chaque
branche (ou axe) devient le contrôleur d’un paramètre afin
de spécifier la valeur d’une dimension de la donnée à un
instant t. L’instant t est déterminé par un médiateur, cet
instant étant commun à tous les utilisateurs.
L’utilisation de cette représentation est justifiée par la na-
ture des données. En effet, à un instant t, la donnée
temporelle multidimensionnelle peut être représentée par
un vecteur d’état d(t) dont chaque composante est un
des paramètres—une des branches—de l’étoile. Les
types de variables dans le contexte cinématographique
que nous avons identifiées sont continu, discret, bi-
naire et intervalle continu (R 7! R2). Ainsi, notre
implémentation de la représentation en étoile permet
la manipulation de paramètres continus (“slider”), dis-
cret (“slider” discrétisé), binaire (“slider’ à deux états
ou “checkbox”) et intervalle continu (“slider” à deux
poignées). Nous avons aussi établi une zone de sécurité
au centre de l’étoile, afin d’éviter des interactions rendues
difficiles au centre de la représentation.
Interaction Collaborative
L’atout majeur de la représentation en étoile est son exten-
sion naturelle à l’interaction collaborative. L’orientation
des textes selon la position de l’utilisateur manipulant les
branches qu’ils caractérisent facilite leur lecture.
CollaStar permet aux utilisateurs de déplacer, ordonner,
ajouter et supprimer les branches selon leurs similarités
ou fonctionnalités (Figure 8) en fonction de leurs be-
soins, par le biais de métaphores d’interaction simples :
le déplacement est effectué par drag & drop ; l’ajout en
faisant glisser le doigt du centre de l’étoile vers l’extérieur
et en sélectionnant un paramètre dans la fenêtre s’affichant
au relâchement de la pression ; la suppression en double
pressant le nom de la branche et en choisissant l’option
contextuelle de suppression. Ainsi, les utilisateurs choi-
sissent et ordonnent les branches avec lesquelles ils inter-
agissent tout en observant les actions des autres utilisa-
teurs, la disposition en étoile limitant les occultations.
Dépendances
La difficulté majeure lors de l’interaction avec des
contrôleurs multidimensionnels est le traitement de leurs
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Figure 8. D´eplacement de branche par drag & drop. Au cours du d´eplacement, la forme de l’´etoile et les liens entre branches sont mis `a jour.
Figure 9. Alertes visuelles pour les d´ependances. (a) Intervalle des valeurs possibles d’un param`etre faible ; (b) interdiction de modifier un
param`etre faible ; (c) modification d’un param`etre fort impliquant la modification automatique d’un param`etre faible.
interdépendances. Par exemple, dans le contexte de la
cinématographie virtuelle, l’intensité et le type de prise de
vue sont deux paramètres de haut niveau qui spécifient in-
directement la distance entre la caméra et les acteurs d’une
scène. La modification de l’un sans se soucier de l’autre
peut donc mener à des incohérences.
Règles de Priorité
Dans le contexte cinématographique, nous avons ob-
servé que toutes les règles de dépendance pouvaient être
traduites en des relation 1 à N où un des paramètres est le
paramètre fort (prioritaire) et les N autres des paramètres
faibles. Cette priorité est contrôlée par l’utilisateur et peut
être modifiée dynamiquement. Par souci de simplicité,
nous considérons dans la suite de cet article des relations
1 à 1 (un fort et un faible).
Nous avons établi un ensemble de priorités, selon les
règles cinématographiques établies [1, 22, 23]. Lorsqu’un
contrôleur est sur le point d’être modifié, l’application
consulte la liste des règles de priorité et avertit l’utilisateur
des éventuelles dépendances par des signaux visuels. Ces
signaux visuels indiquent pourquoi la modification d’un
paramètre est interdite ou quel pourrait être l’impact de
la modification sur d’autres paramètres. Si l’on reprend
l’exemple précédent, si un utilisateur veut assigner une
valeur forte au paramètre d’intensité (signifiant une courte
distance entre la caméra et les acteurs) et qu’un autre veut
assigner une prise de vue lointaine au paramètre de type de
prise de vue, les deux utilisateurs doivent être alertés que
leur interaction simultanée est sujette à une dépendance et
que leurs interactions sont contradictoires.
Figure 10. Les trois conditions exp´erimentales. (C1) Intervalle des
valeurs autoris´ees, (C2) intervalle et mise en surbrillance, (C3)
intervalle, mise en surbrillance et arc discontinu.
Alertes Visuelles
L’étape suivant la définition des règles de dépendance est
leur représentation. Nous proposons trois alertes visuelles
pour signaler ces règles aux utilisateurs (Figure 9) :
Alerte 1 : lors de la modification d’un paramètre faible,
l’intervalle des valeurs possibles est affiché (Figure 9(a)).
Alerte 2 : l’interdiction de modifier un paramètre faible est
signalée par un arc rouge discontinu et la mise en évidence
des deux branches concernées (Figure 9(b)).
Alerte 3 : si la modification d’un paramètre fort implique
la modification d’un paramètre faible, cette modification
est effectuée automatiquement. Afin d’alerter les utilisa-
teurs que le paramètre faible est modifié, l’alerte 2 (de
couleur bleue cette fois) est utilisée (Figure 9(c)).
Évaluation des Alertes Visuelles
Nous avons effectué une expérimentation afin de
























Figure 11. Box plots (a) du temps d’accomplissement et (b) du
nombre d’erreurs, pour chaque condition. La ligne bleue indique la
valeur moyenne. (c) Strat´egies des participants.
suelles des dépendances. Nous avons recruté 12 partic-
ipants (par groupes de 2), 4 femmes et 8 hommes, âgés
de 19 à 28 ans. 3 n’avaient pas ou peu d’expérience sur
surface tactile, 9 une expérience moyenne et aucun une
forte expérience. Nous avons testé 3 conditions d’alertes
visuelles sur un écran Dell multi-touch 20”:
C1 Affichage uniquement de l’intervalle des valeurs au-
torisées (Figure 10(a)).
C2 Affichage de l’intervalle des valeurs utilisées et mise
en surbrillance des deux branches concernées par une
règle (Figure 10(b)).
C3 Affichage de l’intervalle des valeurs utilisées, mise en
surbrillance des branches et affichage de l’arc discon-
tinu rouge ou bleu (Figure 10(c).
Pour cette expérience, aucune connaissance particulière
n’était requise. Il s’agissait d’un voyage en voiture où les
paramètres étaient par exemple la distance à parcourir, la
vitesse moyenne et la consommation de carburant.
Chaque binôme a opéré dans chacune des 3 conditions,
l’ordre étant contre-balancé. La tâche était la suivante: en
alternance, l’un des participants avait pour tâche d’affecter
une valeur précise à un paramètre faible. Cette valeur était
impossible à atteindre dans la configuration initiale. Ainsi,
le second participant devait déterminer quel paramètre
était le paramètre fort bloquant le paramètre faible et en
modifier la valeur afin qu’il soit possible d’assigner la
valeur cible au paramètre faible et valider la tâche.
Nous avons mesuré le temps mis pour effectuer la tâche
pour chaque condition ainsi que le nombre d’erreurs.
Une erreur est la manipulation d’un paramètre non con-
cerné pour la résolution de la tâche. Les participants
ont aussi répondu à un formulaire afin d’évaluer leurs
stratégies et impressions pour chacune des conditions. Les
résultats sont les suivants: la tâche est accomplie plus
rapidement pour C2 et C3 que pour C1 (Figure 11(a)).
Cependant, le résultat le plus intéressant est que beaucoup
moins d’erreurs ont été effectuées pour C3 (Figure 11(b))
que pour C1 et C2. Cette observation est renforcée par
les résultats au questionnaire (Figure 11(c)) : pour C1
la plupart des participants ont modifié les paramètres
aléatoirement ; pour C2 la stratégie est hétérogène ; alors
que pour C3 seulement un participant n’a pas compris les
alertes quand tous les autres ont accompli la tâche en s’y
référant. Finalement, des remarques récurrentes sont :
pour C1, la tâche est difficile à accomplir. Pour C2, les
alertes ne sont pas assez saillantes pour attirer l’attention.
Pour C3, les alertes rendent la tâche facile et rapide à
accomplir. Les deux enseignements que nous tirons de
cette expérience sont : 1) l’interaction collaborative avec
des données multidimensionnelles et interdépendantes re-
quiert des alertes afin d’aider les utilisateurs à comprendre
les relations entre paramètres ; et 2) si C2 et C3 ont des
résultats similaires en termes de temps d’accomplissement
de la tâche, le grand nombre d’erreurs pour C2 nous in-
dique que les arcs discontinus permettent des interactions
plus efficaces et aident les utilisateurs à comprendre ce
qu’ils peuvent ou ne peuvent faire, comment débloquer
une situation bloquante, et surtout comprendre pourquoi
ils sont dans un état bloquant.
Comparaison Globale
Le dernier avantage de la représentation en étoile est lié à
la comparaison de données multidimensionnelles, qui est
une tâche cruciale en visualisation de données. En effet,
une forme géométrique est plus facile à mémoriser et re-
connaı̂tre qu’une série de nombres. La représentation en
étoile est déjà utilisée, par exemple dans les jeux vidéo
pour comparer les caractéristiques de personnages ou dans
l’industrie pour comparer les propriétés de produits, cette
représentation étant à la fois intuitive et connue du grand
public. La comparaison est par exemple utile lorsqu’un
utilisateur veut identifier le paramètre responsable d’un
changement significatif du résultat, ou si des utilisateurs
veulent reproduire une configuration correspondant à un
instant précis pour l’appliquer à un autre instant.
Pour répondre à ces besoins, nous proposons un mode
de superposition, où les utilisateurs peuvent superposer
des glyphes de représentations en étoile, à condition
que celles-ci aient des axes similaires. Dans notre
implémentation, nous faisons le choix de désigner un
glyphe comme étant la référence, et l’autre comme étant
le comparé (Figure 12). Pour assurer une superposi-
tion consistante, les axes superposés sont ceux présents
dans les deux glyphes et leur agencement (qui a pu au
préalable être modifié et donc être différent) est celui de
la référence. Les valeurs du comparé sont ainsi projetées
sur les axes de la référence.
Linear Wall pour la Navigation Temporelle
Notre seconde contribution est l’interface Fo-
cus+Context [3] que nous appelons Linear Wall
(Figure 13). Sa conception est basée sur les modèles
Perspective Wall [16] et DIVA [15]. Ces deux systèmes






















Figure 13. Linear Wall. Visualisation de diff´erent types de param`etres en fonction du temps : (a) continu, (b) binaire, (c) discret, (d) intervalle
continu. Les valeurs pass´ees et futures (contexte) sont visualis´ees `a gauche et `a droite de la donn´ee multidimensionnelle courante (focus).
conçus principalement pour visualiser l’évolution des
valeurs des données et non pour interagir avec. Si
DIVA respecte le modèle Focus+Context, son principal
inconvénient est que le système ne supporte que les
données binaires, entières, et textuelles. Dans le contexte
cinématographique comme dans de nombreux autres cas
d’application, les données sont multivariées (qualitatives
comme quantitatives) et de types plus complexes.
Le Linear Wall supporte les données continues (Fig-
ure 13(a)), binaires (Figure 13(b)), discrètes (Fig-
ure 13(c)) et sur intervalles (Figure 13(d)). L’échelle
linéaire est hiérarchique, c’est à dire que sa granularité
est variable et s’accorde au niveau de zoom de l’interface,
spécifié par la fenêtre temporelle. La fenêtre temporelle
permettant la navigation dans le temps est quant à elle
contrôlée par un “slider” à deux poignées, métaphore
de navigation fréquemment utilisée dans les logiciels de
montage audio et/ou vidéo.
Visualisation des Valeurs Continues
Le point faible du Linear Wall est l’espace vertical limité
dont il dispose. En effet, si de nombreux paramètres
sont affichés verticalement, les données continues devi-
ennent rapidement illisibles. La littérature en visualisa-
tion d’informations traite largement ce sujet, nous avons
rendu possible de compacter les représentations avec des
techniques telles que les Horizon Graphs [7, 11, 19]. Fi-
nalement, il est aussi possible d’ajouter ou supprimer
des paramètres, les agencer et modifier leurs attributs
graphiques en utilisant les boutons centraux de l’interface.
Post-Édition
Si la représentation en étoile collaborative permet de mod-
ifier les valeurs des paramètres en temps réel, la navigation
dans le temps pour modifier/retoucher les données est loin
d’être évidente. Ceci est en particulier dû au fait que seul
un instant t est représenté. Nous permettons l’édition des
paramètres sur des intervalles temporels grâce au Linear
Wall de à en utilisant des interactions classiques dans les
logiciels d’édition de média.
La Figure 14 illustre l’éditeur proposé, où les utilisa-
teurs peuvent éditer les valeurs des paramètres après
avoir sélectionné un intervalle temporel. Il est pos-
sible d’assigner une valeur constante sur l’intervalle
sélectionné, ou de configurer une interpolation person-
nalisée entre les valeurs de début et de fin, en paramétrant
avec deux “sliders” une courbe de Bézier. Afin d’éditer les
valeurs des paramètres de manière plus directe, il est aussi
possible de dessiner les valeurs des données au doigt. Le
dessin à un doigt est suffisant pour éditer les données bi-
naires, discrètes et continues (Figure 15). Au contraire,
une métaphore spécifique à deux doigts est nécessaire
pour éditer les paramètres prenant comme valeur un in-




Edition d’un param`etre continu (a) par “slider” pour lui
assigner une valeur constante, ou (b,c) avec deux “sliders” pour
param´etrer une interpolation par une courbe de B´ezier.
Figure 15. Dessin `a un doigt (param`etres binaires, discrets, ou
continus).
de l’intervalle et le doigt supérieur à la borne supérieure
(Figure 15). Le temps auquel est associé l’intervalle en
cours de dessin est choisi comme celui correspondant à la
position en abscisse du doigt supérieur.
Interface
L’interface CollaStar, illustrée Figure 1, se compose d’une
représentation en étoile et de plusieurs Linear Wall. La
représentation en étoile au centre permet l’édition col-
laborative en temps-réel de paramètres de haut niveau,
en prenant en compte leurs dépendances. Un médiateur
détermine l’instant courant de la représentation en étoile.
Le Linear Wall de chaque utilisateur est mis à jour dy-
namiquement au fur et à mesure que le temps s’écoule,
résultant en une translation continue des représentations
des données vers la gauche. Les Linear Wall se greffent
à la représentation en étoile à la demande, typiquement
un pour chaque utilisateur. Les Linear Wall, arrangés au-
tour de la table, permettent de visualiser en temps-réel
la valeur de la donnée multidimensionnelle (focus) ainsi
que l’évolution passée et à venir des valeurs des dimen-
sions de la donnée (contexte). Chaque utilisateur est libre
de personnaliser son Linear Wall en ajoutant ou suppri-
mant les données qui y sont affichées et en modifiant leurs
attributs graphiques ; en spécifiant l’intervalle temporel
qu’il souhaite observer (zoom) ; en créant des données
composites à partir des données existantes, telles que le
Min ou le Max de deux données, ou leur superposition.
COLLASTAR ET LA CINÉMATOGRAPHIE VIRTUELLE
Nous avons appliqué CollaStar au moteur
CineSys [14]. CineSys est un générateur de con-
tenus cinématographiques à partir de scènes 3D virtuelles
dont les paramètres en entrée sont des règles ou intentions
cinématographiques de haut niveau. Un fichier statique
XML de style cinématographique spécifie par exemple
sur des intervalles de temps si la règle des tiers doit être
respectée, quelle règle de dominance entre personnages
appliquer, ou quel est le niveau d’intensité de la prise
de vue courante. Par le biais de ces paramètres de haut
Figure 16. Dessin `a deux doigts (param`etres sur intervalle continu).
niveau, les caméras, lumières et sons sont modifiés par
CineSys et le contenu généré. Cependant, les auteurs
du système ont exprimé un besoin clair de pouvoir
modifier ces paramètres dynamiquement afin de modifier
le style de prise de vue dynamiquement, sans avoir à
regénérer la totalité du contenu, et de surcroit de manière
collaborative. Le contexte cinématographique est tout à
fait adapté à la validation de CollaStar : un film est une
succession d’images espacées d’un pas de temps constant
(en général 30 images par seconde), chaque image étant
générée selon les valeurs des paramètres dirigeant les
caméras, les lumières et les acteurs. De plus, le processus
de création d’un contenu cinématographique est une tâche
hautement collaborative.
Implémentation
CollaStar est déployé en Java et CineSys est programmé
en C++. La communication entre CollaStar et CineSys
est illustrée Figure 17. A intervalles de temps réguliers
(chaque 30eme de seconde), les valeurs des paramètres
de CollaStar sont envoyés à CineSys par socket. Afin
de ne pas envoyer d’informations inutiles, seules les
valeurs des paramètres ayant été modifiés sont envoyés.
CineSys prend en compte les changements de valeurs
et détermine en fonction des paramètres de haut niveau
(i.e. paramètres du style cinématographique) le rendu de
l’image représentant la vue sur la scène 3D. Cette im-
age est renvoyée à CollaStar et transmise à chaque Linear
Wall. Les paramètres implémentés sont ceux correspon-
dant au placement de la caméra et aux éclairages.
Retours Utilisateurs
Nous avons proposé à trois utilisateurs, experts dans
des domaines différents mais liés : l’édition de film,
la création de machinima, l’interaction homme-machine.
Nous leur avons présenté le système et les avons laissés
le manipuler tout en procédant à une interview “think
aloud”. Leur tâche consistait à manipuler les paramètres
de haut niveau afin de générer une scène 2D à partir d’un
extrait du film 1984 synthétisé en 3D.
Bien que notre système—un prototype—ne permette pas
de produire un film complet, les utilisateurs déjà fami-
liers avec les outils traditionnels tels qu’Autodesk Maya
ou 3DSMax ont trouvé la manipulation des paramètres
de haut niveau par la représentation en étoile intuitive et
ont vu dans cette approche haut niveau un réel gain de
temps. Une autre remarque est que différents experts avec
différents vocabulaires et connaissances ont pu de com-
muniquer et se comprendre au travers de l’interface, grâce
à l’utilisation de contrôleurs de haut niveau sans con-
sidérer les boites noires sous chaque contrôleur.
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Figure 17. Lien bidirectionnel entre CollaStar et CineSys : (1) param`etres de haut niveau de la cam´era ; (2) param`etres de haut niveau des
lumi`eres ; (3) encodage de l’image courante ; (4) visualisation des param`etres et de l’image reçue.
Les experts en cinématographie virtuelle ont trouvé
l’interface efficace et intuitive. L’avantage majeur est pour
eux la rapidité à laquelle un film peut être produit, celui-ci
étant construit en temps-réel, à mesure que la scène 3D
est animée. Cependant, ils s’accordent aussi à dire que la
finesse des paramétrages est bien loin de celle des outils
professionnels et que le résultat final n’est pas satisfaisant.
De nos discussions a immergé le véritable intérêt de cette
approche : le prototypage extrêmement rapide et à moin-
dre coût de scènes cinématographiques. L’ensemble des
personnes concernées peut en effet travailler en collabo-
ration pendant un temps très court pour créer un proto-
type traduisant leur point de vue et obtenir une première
version—grossière—du résultat. Ce prototypage peut être
répété autant de fois que nécessaire, résultat en plusieurs
versions possibles, plutôt que de créer des storyboard sur
papier ou des scènes aux finitions très détaillées qui ne
seront finalement pas retenues.
L’expert en interaction homme-machine a quant à lui
suggéré que les utilisateurs puissent avoir leur Linear
Wall sur des tablettes personnelles afin de consacrer la
totalité de la table tactile à la représentation en étoile
et augmenter sa lisibilité. Il a aussi suggéré de générer
des glyphes miniatures encapsulant des configurations
de la représentation en étoile afin de créer une boite à
outil pour les utilisateurs composée de glyphes person-
nalisés réutilisables. Enfin, il a soulevé l’importance et
la difficulté de représenter la dimension temporelle sur la
représentation en étoile.
CONCLUSION
Nous avons présenté CollaStar, une interface composée
d’une représentation en étoile et d’autant de Linear Wall
que d’utilisateurs. Ses caractéristiques majeures sont :
1) La visualisation de données multidimensionnelles et
temporelles grâce aux Linear Wall. Ceux-ci permettent la
visualisation et l’édition de différents types de paramètres
et la personnalisation de leur apparence et disposition.
Les Linear Wall permettent aussi l’édition à postériori des
paramètres, sur des intervalles temporels.
2) L’interaction collaborative avec des paramètres de haut
niveau permettant de contrôler les caméras et lumières
dans une scène cinématographique virtuelle grâce à la
représentation en étoile collaborative et le couplage au
système CineSys. Il est possible de spécifier des règles
de priorité entre les différents paramètres auxquelles sont
associées des alertes visuelles facilitant le travail collab-
oratif. La représentation en étoile permet aussi l’ajout
et la suppression de nouveaux paramètres ainsi que le
déplacement des paramètres existants.
3) La comparaison de données multidimensionnelles: le
Linear Wall pour comparer les dimensions une à une et la
représentation en étoile pour comparer la donnée globale
à différents instants par superposition de glyphes.
Si le Linear Wall peut sembler complexe, celui-ci est
dédié 1) à l’observation de l’évolution des paramètres
dans le temps et utilisable par des initiés, ou 2) à la
post-édition après création de la scène en temps réel et
requérant une certaine expertise. La représentation en
étoile est pour sa part intuitive et permet un prototypage
en temps réel (des connaissances basiques des termes et
règles cinématographiques suffisent). En effet, les pre-
miers retours d’utilisateurs ont mis en évidence le poten-
tiel de l’outil pour le prototypage rapide de scènes, à la
manière des story boards encore utilisés.
Dans le futur, nous prévoyons tout particulièrement
d’intégrer la dimension temporelle à la représentation
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en étoile afin de conserver l’information sur les valeurs
des données passées. Des solutions évidentes telles que
l’affichage de la trace des valeurs passées en utilisant un
polygone animé se sont avérées non concluantes. Ainsi,
de nouvelles techniques de visualisation de l’évolution
temporelle de la représentation en étoile sont à explorer.
Nous prévoyons aussi de tirer profit des glyphes (minia-
tures) que produit la représentation en étoile afin de créer
une boite à outil pour les utilisateurs composée de glyphes
personnalisés réutilisables. Enfin, l’ajout de données de
type “annotations” par un médiateur nous semble encour-
ageant. Les utilisateurs pourraient ainsi grâce à leur Lin-
ear Wall prévoir leurs actions à l’avance en se basant
sur les directives entrées précédemment par le médiateur,
pour une meilleure synchronisation.
Une évaluation qualitative poussée du système, en condi-
tions réelles, apporterait certainement de nouvelles per-
spectives et permettrait d’évaluer plus en détails les
différentes caractéristiques de CollaStar ; une évaluation
quantitative de l’outil dans sa globalité étant très difficile
tant il est différent dans son fonctionnement et ses car-
actéristiques que les outils actuellement utilisés.
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