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DISJOINT PERFECT MATCHINGS IN GRAPHS UNDER THE
ORE-TYPE CONDITION
HONGLIANG LU AND BO NING
Abstract. Win conjectured that a graph G on n vertices contains k disjoint perfect
matchings, if the degree sum of any two nonadjacent vertices is at least n + k − 2,
where n is even and n ≥ k+2. In this paper, we first prove that under Win’s condition
there is a k-factor in G if k ≥ n/2. As a byproduct, we show that Win’s conjecture
is true for all sufficiently large n, if k ≥ n/2. Our main tools include Tutte’s k-factor
theorem, the Karush-Kuhn-Tucker theorem on convex optimization and the solution
to the longstanding 1-factor decomposition conjecture.
1. Introduction
To study the existence of a certain type of subgraphs in a graph is a standard topic in
graph theory. Maybe the most famous theorem is the one proved by Dirac [7] in 1952,
which is stated as every graph G on n vertices has a Hamilton cycle if its every vertex
has degree at least n/2. Ore [13] considerably extended Dirac’s theorem by considering
the degree sum of every pair of nonadjacent vertices in a graph. A graph G is said to be
of Ore-type-(k) if for every pair of nonadjacent vertices u, v the degrees of x, y satisfy the
inequality d(x)+ d(y) ≥ |G|+ k. Ore [14] proved that a graph is Hamiltonian-connected
if it is of Ore-type-1. Graphs of Ore-type-k were studied by Roberts [15]. Since then,
plenty of research were done on many different graph properties of graphs under Ore-
type conditions and the variants, such as k-linkedness [9, 11], an equitable coloring of
a graph [10], k-ordered Hamiltonicity [8], and etc. Our note mainly concerns on the
existence of disjoint perfect matchings in a graph under the Ore-type degree condition.
In 1982, Win [17] posed the following conjecture on disjoint perfect matchings in a
graph of Ore-type-(k − 2).
Conjecture 1.1 (Win [17]). Let n, k be two integers such that 1 ≤ k ≤ n − 2 and n is
even. Let G be a graph on n vertices. If G is of Ore-type-(k − 2), then G contains k
disjoint perfect matchings.
If k = 1, then Win’s conjecture is right by Ore’s theorem [13]. Win [17] confirmed
that his conjecture holds for k = 2, 3. On the other hand, the existence of perfecting
matchings in a graph is closely related to the existence of Hamilton cycles in the same
2010 Mathematics Subject Classification. 05C70.
Key words and phrases. perfect matching, Ore-type condition, degree sum, factorization, Hamiltonian
graph, regular graph, Karush-Kuhn-Tucker condition.
1
2 H. LU AND B. NING
graph. It is an easy observation that every Hamilton cycle in a graph corresponds to a
pair of disjoint perfect matchings in the graph, if the order of the graph is even. Zhou [19]
conjectured that every 2k-connected Fan 2(k − 1)-type1 graph has k pairwise disjoint
Hamilton cycles. Zhou [19] confirmed this conjecture for k = 1, 2, and the general case
k ≥ 3 was finally finished by Li [12]. An immediate corollary of Li’s theorem can be
stated as follows. Notice that the degree sum condition in Win’s conjecture can imply
that the graph is k-connected.
Theorem 1.2 (Li [12]). Let G be a k-connected graph on n vertices, where k ≥ 3, n
are two even integers. If G is of Ore-type-(2k − 4), then G contains k disjoint perfect
matchings.
To the best of our knowledge, Win’s conjecture is still open now. Our main result
concerns Win’s conjecture for large graphs.
Theorem 1.3. Win’s conjecture is true for sufficiently large even n, if k ≥ n/2.
Instead of proving the above theorem directly, we mainly prove the following result
on k-factors in a graph of Ore-type-(k − 2).
Theorem 1.4. Let n, k be two integers such that n ≥ k + 1 ≥ n/2 + 1 and n is even.
Let G be a graph on n vertices. If G is of Ore-type-(k − 2), then G contains a k-factor.
We will use the solution to 1-factor decomposition conjecture to prove Theorem 1.3.
Recall that the long-standing 1-factorization conjecture states that every regular graph of
sufficiently large degree has a 1-factorization. It was first stated explicitly by Chetwynd
and Hilton [4, 5], and they also stated by Dirac, who discussed it in the 1950s. Partial
results were obtained by Chetwynd and Hilton [4,5], and Zhang and Zhu [18]. Recently,
Csaba et al. [6] confirmed this conjecture for large graphs. One of their main results
in [6] is used for our proof of Theorem 1.3.
Theorem 1.5 (Csaba et al. [6]). Suppose that n is sufficiently large and even, and
D ≥ 2⌈n/4⌉ − 1. Then every D-regular graph G on n vertices has a decomposition into
perfect matchings.
The proof of our main theorem also uses Tutte’s k-factor theorem and the Karush-
Kuhn-Tucker theorem on convex optimization. We will introduce all necessary termi-
nology and additional results in the next section.
Now we give some necessary notation and terminology. Let G be a graph. We use
V (G) and E(G) to denote the vertex set and edge set of G, respectively, and denote
by |G| = |V (G)|. Let S, T be two disjoint subsets of V (G), EG(S, T ) denotes the set
of edges between S and T in G, and eG(S, T ) = |EG(S, T )|. When S consists of a
single element, say S = {v}, we use EG(v, T ) and eG(v, T ) instead of EG({v}, T ) and
eG({v}, T ), respectively. Let v ∈ V (G) and H be a subgraph of G. NG(v) is the set of
1Here a graph G is called a Fan 2k-type graph, if d(u, v) = 2 implies that max{d(u), d(v)} ≥ n/2+2k.
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neighbors of v in G, and dG(v) = |NG(v)|. NH(v) = NG(v)∩V (H) and dH(v) = |NH(v)|.
When there is no danger of ambiguity, we use d(v) instead of dG(v) for short. Let
S ⊂ V (G) and let G−S denote the subgraph of G induced by V (G)\V (S). If S consists
of only one vertex, say S = {v}, we use G − v instead of G − {v}. For notation and
terminology not defined here, we refer the reader to Bondy and Murty [2].
The organization of our paper is as follows. In Section 2, we prove some technical
lemma by using Tutte’s k-factor theorem [16]. We also introduce the Karush-Kuhn-
Tucker theorem on convex optimization and other all necessary results. In Section 3, we
prove Theorems 1.3 and 1.4, respectively.
2. Some preliminaries
In this section, we first introduce some notation and terminology related to Tutte’s
k-factor theorem and prove a technical lemma. For any pair of disjoint subsets S, T ⊂
V (G), a component C of G− S − T is called a k-odd-component if
eG(V (C), T ) + k|V (C)| ≡ 1 (mod 2).
We usually use q(S, T ) to denote the number of components C’s of G−S−T which are
k-odd components.
One of our main tool is Tutte’s k-factor theorem.
Theorem 2.1 (Tutte [16]). Let k be a positive integer. A graph G contains no k-factor
if and only if there exist disjoints subsets S, T ⊂ V (G), such that
η(S, T ) := k|S| − k|T |+
∑
x∈T
dG−S(x)− q(S, T ) ≤ −2.
By using Theorem 2.1, we can prove the following technical lemma.
Lemma 2.2. Let k ≥ 1 be an integer. If a graph G contains no k-factor, then there
exist two disjoint subsets S, T ⊂ V (G) such that
η(S, T ) := k|S| − k|T |+
∑
x∈T
dG−S(x)− q(S, T ) ≤ −2,(2.1)
eG(v, T ) ≤ k − 1, and(2.2)
dG−S(v) ≥ k + 1 for all v ∈ U,(2.3)
where U denotes the union of all k-odd components of G− S − T .
Proof. By Theorem 2.1, there exist disjoint subsets S, T ⊂ V (G) such that
η(S, T ) = k|S| − k|T |+
∑
x∈T
dG−S(x)− q(S, T ) < 0.
Let q := q(S, T ), η := η(S, T ) and let C1, · · · , Cq denote these k-odd components of
G − S − T . Put U(S, T ) := C1 ∪ C2 ∪ · · · ∪ Cq. Set U = U(S, T ). We choose S and T
such that:
(a) η is minimal;
4 H. LU AND B. NING
(b) |U(S, T )| is minimal, subject to (a);
(c) V (G)− S − T − U is maximal, subject to (a) and (b).
Now we show that S and T satisfy the statement (i).
We first show that eG(v, T ) ≤ k − 1 for all v ∈ U . Otherwise, suppose that there
exists a vertex v ∈ V (Ci) for some i such that eG(v, T ) ≥ k. Put S
′ = S ∪ {v}. If
eG(v, T ) ≥ k + 1, then we have
η(S′, T ) = k|S′| − k|T |+
∑
x∈T
dG−S′(x)− q(S
′, T )
≤ k|S′| − k|T |+
∑
x∈T
dG−S(x)− (k + 1)− q(S
′, T )
≤ k|S| − k|T |+
∑
x∈T
dG−S(x)− q(S, T )
= η(S, T ),
since |S′| = |S|+ 1 and q(S′, T ) + 1 ≥ q(S, T ). But for the new pair of disjoint subsets
S′ and T , |U(S′, T )| ≤ |U(S, T )| − 1, contradicting (b). If eG(v, T ) = k, then
k|Ci|+ eG(V (Ci), T ) = k|Ci − v|+ eG(V (Ci − v), T ) ≡ 1 (mod 2)
for i = 1, 2, . . . , q. Thus, we obtain q(S, T ) ≤ q(S′, T ) and so
η(S′, T ) = k|S′| − k|T |+
∑
x∈T
dG−S′(x)− q(S
′, T )
= k|S′| − k|T |+
∑
x∈T
dG−S(x)− k − q(S
′, T )
≤ k|S| − k|T |+
∑
x∈T
dG−S(x)− q(S, T )
= η(S, T ).
By (a), we have η(S′, T ) ≥ η(S, T ), and hence η(S′, T ) = η(S, T ), q(S′, T ) = q(S, T ).
But |U(S′, T )| ≤ |U(S, T )| − 1, which also contradicts (b). This proves eG(v, T ) ≤ k− 1
for all v ∈ U .
Secondly, we show that dG−S(v) ≥ k + 1 for all v ∈ U . Otherwise, suppose that
there exists v ∈ V (Ci) for some i, such that dG−S(v) ≤ k. Put T
′ = T ∪ {v}. If
dG−S(v) ≤ k − 1, then
η(S, T ′) = k|S| − k|T | − k +
∑
x∈T ′
dG−S(x)− q(S, T
′)
≤ k|S| − k|T |+
∑
x∈T
dG−S(x)− q(S, T
′)− 1
≤ k|S| − k|T |+
∑
x∈T
dG−S(x)− q(S, T )
= η(S, T ),
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and the fact |U(S, T ′)| < |U(S, T )| contradicts the minimality of U . So, we may assume
that dG−S(v) = k. Notice that dG−S(v) = |NG(v) ∩ T |+ dCi(v) and
eG(v, T )− eG(v,Ci) = |NG(v) ∩ T |+ eG(v,Ci)− 2eG(v,Ci) = dG−S(v)− 2eG(v,Ci).
We can get
eG(V (Ci), T ) + k|Ci|
= eG(V (Ci − v), T
′) + eG(v, T )− eG(v,Ci) + k|Ci − v|+ k
= eG(V (Ci − v), T
′) + dG−S(v)− 2eG(v,Ci) + k|Ci − v|+ k
≡ eG(V (Ci − v), T
′) + k|Ci − v| (mod 2)
≡ 1 (mod 2),
which implies that q(S, T ′) ≥ q(S, T ). It follows that
η(S, T ′) = k|S| − k|T | − k +
∑
x∈T ′
dG−S(x)− q(S, T
′)
= k|S| − k|T |+
∑
x∈T
dG−S(x)− q(S, T
′)
≤ k|S| − k|T |+
∑
x∈T
dG−S(x)− q(S, T )
= η(S, T ).
By (a), η(S, T ′) = η(S, T ) and q(S, T ′) = q(S, T ). But U(S, T ′) ≤ U(S, T ) − 1, which
contradicts the minimality of U . This completes the proof. 
We also need the Karush-Kuhn-Tucker theorem on convex optimization. The following
one is a direct corollory of Theorem 4.3.8 in [1, pp.207].
Theorem 2.3 (the Karush-Kuhn-Tucker sufficient condition [1]). Let X be a nonempty
open set in Rn, and let f : Rn −→ R, gi : R
n −→ R for i = 1, · · · ,m. Consider Problem
P:
(2.4)


min f(x),
s.t. gi(x) ≤ 0, for i = 1, · · · ,m
x ∈ X,
Let x be a feasible solution and let I = {i : gi(x) = 0}. Suppose that the KKT conditions
hold true at x; that is, there exist scalars ui ≥ 0 for i ∈ I such that
∇f(x) +
∑
i∈I
ui∇gi(x) = 0.(2.5)
Further, suppose that f is convex at x and gi is convex at x for i ∈ I. Then x is a global
optimal solution to Problem P .
The next result is a famous result on convex functions.
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Theorem 2.4. Let f(x) be a function on R, where R is a convex set. Suppose that f
is twice differentiable and f ′′ is continuous. Then f(x) is a convex function if and only
if its Hessian matrix is positive semi-definite on R.
For more information and details, we refer the reader to Boyd and Vandenberghe [3].
3. Proofs of Theorems 1.3 and 1.4.
In this section, we will present the proofs of Theorems 1.3 and 1.4.
Proof of Theorem 1.4. We prove Theorem 1.4 by contradiction. Suppose that G
contains no k-factor. By Lemma 2.2, we can choose disjoint S, T ⊂ V (G) satisfying (2.1),
(2.2) and (2.3). Define s := |S| and t := |T |. Let C1, . . . , Cq be all k-odd components of
G− S − T . So, for every vertex v ∈ V (Ci), dG−S(v) ≥ k + 1 and eG(v, T ) ≤ k − 1, and
this implies dCi(v) ≥ 2. Thus, |Ci| ≥ 3.
Claim 1. G is k-connected, and hence, the minimum degree δ(G) ≥ k.
Proof. Let W be a cut-set of G and let C ′
1
, C ′
2
be two components of G − W . For
x ∈ V (C ′1) and y ∈ V (C
′
2), one can see that xy /∈ E(G), and thus
n+ k − 2 ≤ d(x) + d(y) ≤ |C ′1|+ |C
′
2| − 2 + 2|W |.
Notice that n ≥ |C ′1|+ |C
′
2|+ |W |. Hence, |W | ≥ k, and moreover, δ(G) ≥ k. 
Now we show that T 6= ∅. Otherwise, by (2.1) and Claim 1, we have q(S, ∅) ≥ ks+2 ≥
k2 + 2. Thus, n ≥ |U |+ s+ t ≥ 3(k2 + 2) + k ≥ 3
4
n2 + 1
2
n+ 6, which is impossible.
Set h1 := min{dG−S(x) : x ∈ T}. Let u1 ∈ T such that dG−S(u1) = h1. Set
NT [u1] := (N(u1) ∩ T ) ∪ {u1}. For any vertex x ∈ V (G), let dT (x) = |NG(x) ∩ T |. If
T−NT [u1] 6= ∅, let h2 := min{dG−S(x) : x ∈ T−NT [u1]} and choose u2 ∈ T−NT [u1] such
that dG−S(u2) = h2. As in the proof of Lemma 2.2, we still denote U := C1∪C2 . . .∪Cq.
Claim 2.
s+ h1 ≥ k.(3.1)
Proof. Since deleting S ∪ (NG(u1) ∩ V (G − S)) from G gives a disconnected graph, it
follows from the fact G is k-connected that s ≥ k − h1. This proves the claim. 
In the following, we divide the proof into four cases.
Case 1. h1 ≥ k.
By (2.1), we have
q := q(S, T ) ≥ k|S| − k|T |+ 2 +
∑
x∈T
dG−S(x) ≥ k|S| − k|T |+ 2 + h1|T | ≥ ks+ 2 ≥ 2.
This means that G−S−T is disconnected. By Claim 1, s+ t ≥ k. Notice that k ≥ n/2.
Since |Ci| ≥ 3 for each i = 1, . . . , q, we infer that |U | ≥ 3q ≥ 3(ks + 2). If |S| ≥ 1, then
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n = |G| ≥ |U |+ s+ t ≥ 3(k+2)+ s+ t ≥ 4k+6 > n, a contradiction. Thus, S = ∅, and
t ≥ k. Since q ≥ 2, choose x ∈ V (C1) and y ∈ V (C2), and we have
n+ k − 2
≤ d(x) + d(y)
≤ |C1| − 1 + |NG(x) ∩ T |+ |C2| − 1 + |NG(y) ∩ T |
≤ |C1|+ |C2|+ 2k − 4 (by Lemma 2.2)
≤ n− t+ 2k − 4
≤ n+ k − 4,
a contradiction.
Thus, in the following, we can assume that
h1 ≤ k − 1.(3.2)
Case 2. T = NT [u1].
Claim 3. For any i ∈ {1, . . . , q}, there exists wi ∈ V (Ci) such that wiu1 /∈ E(G)
Proof. Suppose that there exists j ∈ {1, . . . , q}, such that V (Cj) ⊂ NG−S(u1). Notice
that for x ∈ V (Cj), dG−S(x) ≥ k + 1, and NG−S(x) ⊂ V (Cj) ∪ T . Then by (3.2),
k − 1 ≥ h1 = dG−S(u1) ≥ |Cj|+ |T | − 1 ≥ dG−S(x) ≥ k + 1, a contradiction. 
Claim 4.
|Ci| ≥ k − h1 + 2.(3.3)
n ≥ s+ t+ q(k − h1 + 2).(3.4)
Proof. For each i ∈ {1, 2, . . . , q}, by Claim 3, there exists a vertex xi ∈ V (Ci) such that
xiu1 /∈ E(G). Since dT (xi) ≤ |T | − 1 = dT (u1) ≤ dG−S(u1) = h1, we have
|Ci| ≥ |NG(xi) ∩ V (Ci)|+ 1
= dG−S(xi)− dT (xi) + 1
≥ (k + 1)− h1 + 1
= k − h1 + 2.
Moreover, by (3.3), we can get
n = |G| ≥ |S|+ |T |+
q∑
i=1
|Ci| ≥ s+ t+ q(k − h1 + 2).

Claim 5. q = q(S, T ) ≥ 2.
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Proof. By (3.2), the fact T = NT [u1] and the definition of u1, we have
dT (u1) = t− 1 ≤ dG−S(u1) = h1 ≤ k − 1,
Thus, k ≥ h1 + 1 ≥ t. So,
q(S, T ) ≥ ks− kt+
∑
x∈T
dG−S(x) + 2
≥ ks− kt+ h1t+ 2(3.5)
≥ k(k − h1)− kt+ h1t+ 2
= (k − h1)(k − t) + 2
≥ 2.(3.6)

Claim 6.
s ≥ k + (q − 1)(k + 2− h1) + t− 2h1 − 1.(3.7)
Proof. For any i ∈ {1, . . . , q}, since wiu1 /∈ E(G), we have
d(wi) + d(u1) ≥ n+ k − 2.(3.8)
On the other hand, we have
dT (wi) ≤ t− 1 = dT (u1) ≤ dG−S(u1) = h1.
One can see that
d(wi) + d(u1) ≤ |Ci| − 1 + 2h1 + 2s.(3.9)
Combining (3.8) and (3.9), we can infer
n+ q(2h1 + 2s− 1)
≥
q∑
i=1
|Ci|+ q(2h1 + 2s − 1) + s+ t
≥ q(n+ k − 2) + s+ t,
that is,
(q − 1)n ≤ q(2h1 + 2s− 1− k + 2)− s− t.
By Claim 5, q ≥ 2. By (3.4), we have
(q − 1)(s + t+ q(k − h1 + 2)) ≤ q(2h1 + 2s − k + 1)− s− t.
This implies
(q − 1)(k + 2− h1) + s+ t ≤ 2h1 + 2s− k + 1,
and this proves the claim. 
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By computation, we have
0 ≥ 2 + ks− kt+
∑
x∈T
dG−S(x)− q
≥ 2 + k(k + (q − 1)(k + 2− h1)− 2h1 − 1) + h1t− q (by (3.7))
= 2 + k2 + q(k(k + 2− h1)− 1)− k(k + 3 + h1) + h1t
≥ 2 + k2 + (ks − kt+ h1t+ 2)(k(k + 2− h1)− 1)− k(k + 3 + h1) + h1t (by (3.2) and (3.5))
≥ 2 + k2 + (ks − (k − h1)(h1 + 1) + 2)(k(k + 2− h1)− 1)
− k(k + 3 + h1) + h1(h1 + 1)
≥ 2 + k2 + 2(k(k + 2− h1)− 1)− k(k + 3 + h1) + h1(h1 + 1)
= 2k2 + k − 3kh1 + h
2
1 + h1
≥ 3k,
where we have used the fact k(k+2−h1)−1 ≥ 3k−1 ≥ 0 in the third inequality above;
and (3.1), (3.2) and (3.5) in the fifth inequality above; and the fact f(h1) ≥ f(k − 1) in
the last step, where the function f(x) = −3kx+ x2 + x, x ≤ k − 1.
Now we get a contradiction. This proves the case.
Case 3. T 6= NT [u1] and h2 ≥ k.
Set p := |NT [u1]|. Recall that V (U) = V (C1 ∪ . . . ∪ Cq). We have
Claim 7. q(S, T ) ≥ 2, where the equality holds when h1 = k − 1, p = k and h2 = k.
Proof. By (2.1), we have
q(S, T ) ≥ k|S| − k|T |+
∑
x∈T
dG−S(x) + 2
≥ ks− kt+ h1p+ h2(t− p) + 2.
By the hypothesis h2 ≥ k and t ≥ p, we obtain
ks− kt+ h1p+ h2(t− p) + 2 ≥ ks− (k − h1)p+ 2.(3.10)
By (3.1), s ≥ k − h1. Since s ≥ k − h1 and p ≤ h1 + 1, we have ks − (k − h1)p + 2 ≥
(k − h1)(k − h1 − 1) + 2. By (3.2), k ≥ h1 + 1. So, (k − h1)(k − h1 − 1) + 2 ≥ 2, and
hence q(S, T ) ≥ 2. The condition when the equality holds can be deduced easily. This
proves the claim. 
Claim 8. Suppose there exists a vertex x ∈ V (U), such that xu1 /∈ E(G). Then
s ≥ k + 3(q − 1)− h1.(3.11)
Proof. Without loss of generality, assume that x ∈ V (Ci) for some i ∈ {1, . . . , q}. By
Lemma 2.2, one may see that |Ci| ≥ 3 for i = 1, . . . , q. So we obtain
n ≥ s+ t+ 3q.
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We also have
n+ k − 2 ≤ d(x) + d(u1) ≤ (|Ci| − 1) + (t− 1) + s+ h1 + s = 2s+ t+ |Ci|+ h1 − 2.
One can see that
|Ci| ≤ n− s− t− 3(q − 1).
Thus, we have
n+ k − 2 ≤ s+ n+ h1 − 3(q − 1)− 2.
This proves the claim. 
Claim 9. V (U) ⊂ NG(u1).
Proof. Suppose not. By Claim 8, (3.11) holds. Thus,
0 ≥ 2 + ks− kt+
∑
x∈T
dG−S(x)− q
≥ 2 + k(3(q − 1) + k − h1)− kt+ h1p+ h2(t− p)− q (by (3.11))
≥ 2 + k(3(q − 1) + k − h1) + (h1 − k)(h1 + 1)− q
≥ k(3 + k − h1) + (h1 − k)(h1 + 1)
= h21 − (2k − 1)h1 + k
2 + 2k
≥ 3k,
a contradiction. Notice that in the above, we have used the facts h2 ≥ k, t ≥ p, h1 ≤ k−1
and p ≤ h1 + 1 in the third step; and the facts that the function f(q) = 3k(q − 1) − q
is increasing and q ≥ 2 (by Claim 7) in the fourth step; and the fact that the function
f(h1) = h
2
1
− (2k − 1)h1 + k
2 + 2k is decreasing when h1 ≤ k − 1 in the last step.
The proof of this claim is complete. 
By Claim 9, V (U) ⊂ NG(u1). So, h1 ≥ 3q + p− 1. We have
0 ≥ 2 + ks− kt+
∑
x∈T
dG−S(x)− q
≥ 2 + k(k − h1)− kt+ h1p+ h2(t− p)− q (by the fact s+ h1 ≥ k)
≥ 2 + k(k − h1) + (h1 − k)p − q (by (3.10))
≥ 2 + (k − h1)(k − p)− q
≥ 2 + (k − h1)(k − h1 + 3q − 1)− q
≥ (k − h1)(k − h1 + 5)
> 0,
a contradiction. This proves the case.
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Case 4. 0 ≤ h1 ≤ h2 ≤ k − 1.
Since u1u2 /∈ E(G), it follows that
n+ k − 2 ≤ d(u1) + d(u2) ≤ h1 + h2 + 2s,
i.e.,
s ≥
1
2
(n+ k − 2− h1 − h2).(3.12)
Since |Ci| ≥ 3, one may see that
n ≥ s+ t+ 3q.(3.13)
We can get
0 ≥ ks− kt+ h1p+ h2(t− p) + 2− q
= ks− (k − h2)t+ (h1 − h2)p+ 2− q
≥ ks− (k − h2)(n − s− 3q) + (h1 − h2)p + 2− q (by (3.13))
≥ (2k − h2)s− (k − h2)n + q(3(k − h2)− 1) + (h1 − h2)(h1 + 1) + 2 (by the facts p ≤ h1 + 1,h1 ≤ h2)
≥ (2k − h2)s− (k − h2)n + (h1 − h2)(h1 + 1) + 2,
i.e.,
0 ≥ (2k − h2)s− (k − h2)n+ (h1 − h2)(h1 + 1) + 2.(3.14)
Subcase 4.1. k − h1 ≤
1
2
(n + k − 2− h1 − h2).
We have
h1 − h2 ≥ k + 2− n.(3.15)
One can see that
0 ≥
1
2
(2k − h2)(n + k − 2− h1 − h2)− (k − h2)n+ (h1 − h2)(h1 + 1) + 2 (by (3.12))
= h21 − h1(k − 1 +
h2
2
) +
h22
2
+
1
2
(n− 3k)h2 + k
2 − 2k + 2
≥ h21 − h1(k − 1 +
h2
2
) +
h2
2
2
+
1
2
((k + 2 + h2 − h1)− 3k) h2 + k
2 − 2k + 2 (by (3.15))
= h21 − h1(k − 1 + h2) + h
2
2 + (−k + 1)h2 + k
2 − 2k + 2,
i.e.,
0 ≥ h21 − h1(k − 1 + h2) + h
2
2 + (−k + 1)h2 + k
2 − 2k + 2.(3.16)
Let f(h1, h2, k) = h
2
1
− h1(k − 1 + h2) + h
2
2
+ (−k + 1)h2 + k
2 − 2k + 2. Consider the
following non-linear programming problem:
(3.17)


min f(h1, h2, k),
s.t. h1 − h2 ≤ 0,
h2 ≤ k − 1,
−h1 ≤ 0,
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The Hessian matrix of the function f(h1, h2, k) is
M =


2 −1 −1
−1 2 −1
−1 −1 2

 .
Note that M is a positive semi-definite matrix. So, by Theoerem 2.4, f(h1, h2, k) is a
convex function. Thus (3.17) is a convex optimization problem. Its Lagrange function
is
L(h, λ) =h21 − h1(k − 1 + h2) + h
2
2 + (−k + 1)h2 + k
2 − 2k + 2 + λ1(h1 − h2)
+ λ2(h2 − k + 1) + λ3(−h1).
Hence the Karush-Kuhn-Tucker condition of (3.17) is
(3.18)


2h1 − (k − 1 + h2) + λ1 − λ3 = 0,
−h1 + 2h2 + (−k + 1)− λ1 + λ2 = 0,
−h1 − h2 + 2k − 2− λ2 = 0,
λ1(h1 − h2) = 0,
λ2(h2 − k + 1) = 0,
λ3h1 = 0. .
It is easy to see that h1 = h2 = k− 1 and λ1 = λ2 = λ3 = 0 is a solution of the equation
(3.18). For a convex optimization problem, by Theorem 2.3, every solution satisfying its
KKT condition is also its optimum solution, we have
f(h1, h2, k) ≥ f(k − 1, k − 1, k) = 1,
contradicting (3.16).
Subcase 4.2. k − h1 >
1
2
(n+ k − 2− h1 − h2).
Then we infer
k − h1 > n− h2 − 2,
and thus
h2 − h1 > n− k − 2.(3.19)
Hence by (3.14) and (3.1), one can see that
0 ≥ (2k − h2)s − (k − h2)n+ (h1 − h2)(h1 + 1) + 2
≥ (2k − h2)(k − h1)− (k − h2)n+ (h1 − h2)(h1 + 1) + 2
= h21 − (2k − 1)h1 + 2k
2 − kn+ 2 + h2(n− k − 1)
≥ h21 − (2k − 1)h1 + 2k
2 − kn+ 2 + (n− k − 1)2 + (n− k − 1)h1
= h21 − (3k − n)h1 + 2k
2 − kn+ 2 + (n− k − 1)2
≥ −
1
4
(3k − n)2 + 2k2 − kn+ 2 + (n− k − 1)2
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= −
1
4
(n− k)2 + (n− k − 1)2 + 2
=
3
4
(n− k)2 − 2(n − k) + 3
> 0,
a contradiction. This completes the proof of Theorem 1.4. 
Proof of Theorem 1.3. By Theorem 1.4, G contains a k-factor, denoted by H, where
k ≥ n/2 ≥ 2⌈n/4⌉ − 1. Obviously, H is k-regular. Since the order of G is sufficiently
large, the order of H is also sufficiently large. By Theorem 1.5, H can be decomposed
into k disjoint perfect matchings. The proof of Theorem 1.3 is complete. 
Acknowledgements
The first author is supported by NSFC (No. 11471257). The second author is sup-
ported by NSFC (No. 11601379).
References
[1] M.S. Bazaraa, H.D. Shrali, C.M. Shetty, Nonlinear Programming Theory and Algorithms, Wiley,
2006.
[2] J.A. Bondy, U.S.R. Murty, Graph Theory, GTM 244, Springer, 2008.
[3] S. Boyd, L. Vandenberghe, Convex Optimazation, Cambridge Unversity Press & Beijing World
Publishing Corporation, 2013.
[4] A.G. Chetwynd, A.J.W. Hilton, Regular graphs of high degree are 1-factorizable, Proc. London
Math. Soc. 50(1985), 193–206.
[5] A.G. Chetwynd, A.J.W. Hilton, 1-factorizing regular graphs of high degreean improved bound,
Discrete Math. 75(1989), 103–112.
[6] B. Csaba, D. Ku¨hn, A. Lo, D. Osthus, A. Treglown, Proof of the 1-factorization and Hamilton
decomposition conjectures, Mem. Amer. Math. Soc. 244(2016), no. 1154, v+164 pp. ISBN: 978-1-
4704-2025-3; 978-1-4704-3508-0; J12.
[7] G.A. Dirac, Some theorems on abstract graphs, Proc. London. Math. Soc. 2 (1952) 69–81.
[8] R.J. Faudree, R.J. Gould, A.V. Kostochka, L. Lesniak, I. Schiermeyer, A. Saito, Degree conditions
for k-ordered Hamiltonian graphs, J. Graph Theory 42(2003), no. 3, 199–210.
[9] M. Ferrara, R. Gould, M. Jacobson, F. Pfender, J. Powell, T. Whalen, New Ore-type conditions for
H-Linked graphs, J. Graph Theory 71(2012), no. 1, 69–77.
[10] H.A. Kierstead, A.V. Kostochka, An Ore-type theorem on equitable coloring, J. Combin. Theory
Ser. B 98(2008), no. 1, 226–234.
[11] A.V. Kostochka, G.X. Yu, Ore-type degree conditions for a graph to be H-linked, J. Graph Theory
58(2008), no. 1, 14–26.
[12] G.J. Li, Edge disjoint Hamilton cycles in graphs, J. Graph Theory 35(2000), no. 1, 8–20.
[13] O. Ore, Note on Hamilton circuit, Am. Math. Mon. 67(1960) 55.
[14] O. Ore, Hamilton connected graphs, J. Math. Pures Appl. 42 (1963), 21–27.
[15] J. Roberts, Hamiltonian properties in the graphs of Ore-type-(k), Bull. London Math. Soc. 9(1977),
295–298.
[16] W.T. Tutte, The factors of graphs, Canad. J. Math. 4(1952), 314–328.
[17] S. Win, A sufficient condition for a graph to contain three disjoint 1-factors, J. Graph Theory
6(1982), 489–492.
[18] C.Q. Zhang, Y.J. Zhu, Factorizations of regular graphs, J. Combin. Theory Ser. B 56(1992), 74–89.
14 H. LU AND B. NING
[19] S.M. Zhou, Disjoint Hamilton cycles in Fan-2k type graphs, J. Graph Theory 17(1993), 673–678.
(Hongliang Lu) School of Mathematics and Statistics, Xi’an Jiaotong University, 710049,
Xi’an, P. R. China
E-mail address: luhongliang@mail.xjtu.edu.cn
(Bo Ning2) Center for Applied Mathematics, Tianjin University, 300072, Tianjin, P. R.
China
E-mail address: bo.ning@tju.edu.cn
2Corresponding author.
