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Abstract— Objective: Accelerated magnetic resonance (MR)
scan acquisition with compressed sensing (CS) and parallel
imaging is a powerful method to reduce MR imaging scan time.
However, many reconstruction algorithms have high computa-
tional costs. To address this, we investigate deep residual learning
networks to remove aliasing artifacts from artifact corrupted
images. Methods: The deep residual learning networks are
composed of magnitude and phase networks that are separately
trained. If both phase and magnitude information are avail-
able, the proposed algorithm can work as an iterative k-space
interpolation algorithm using framelet representation. When
only magnitude data is available, the proposed approach works
as an image domain post-processing algorithm. Results: Even
with strong coherent aliasing artifacts, the proposed network
successfully learned and removed the aliasing artifacts, whereas
current parallel and CS reconstruction methods were unable to
remove these artifacts. Conclusion: Comparisons using single and
multiple coil show that the proposed residual network provides
good reconstruction results with orders of magnitude faster
computational time than existing compressed sensing methods.
Significance: The proposed deep learning framework may have a
great potential for accelerated MR reconstruction by generating
accurate results immediately.
Index Terms—Compressed sensing MRI, Deep convolutional
framelets, Deep learning, Parallel imaging
I. INTRODUCTION
Magnetic resonance imaging (MRI) is one of the most
valuable imaging methods for diagnostic and therapeutic in-
dications. However, physical and physiological constraints
limit the rate of magnetic resonance (MR) scan acquisition.
One of the main MRI shortcomings is the long scan, hence
accelerated MR acquisition is important to reduce scan time.
Hence, k-space under-sampling is often required, and various
reconstruction methods have been developed, including paral-
lel MRI (pMRI) [1], [2] and compressed sensing (CS) MRI
(CS-MRI) [3], [4] to provide accurate reconstruction from
insufficient k-space samples.
Generalized auto-calibrating partial parallel acquisition
(GRAPPA) [2] is a representative pMRI technique that inter-
polates the missing k-space data by exploiting the diversity of
coil sensitivity maps. CS-MRI reconstructs a high resolution
image from randomly subsampled k-space data, utilizing data
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sparsity in the transformed domain. These algorithms are
usually combined to provide acceleration [5], [6].
Recent algorithms convert CS-MRI and/or pMRI problem
to a k-space interpolation problem using a low rank structured
matrix completion, e.g. SAKE [7] and the annihilating filter-
based low rank Hankel matrix approach (ALOHA) [8], [9],
[10], [11], producing state-of-the-art reconstruction perfor-
mance. However, the algorithms are limited by their compu-
tational complexity, and CS algorithms require access to the
k-space data, so the quality improvement in the image domain
using post processing techniques is not possible.
Deep learning is an important framework for computer
vision research [12] thanks to the availability of massive
datasets and high performance computing hardware, such as
graphic processor unit (GPU). In particular, convolutional
neural networks (CNNs) train convolution filters to effectively
extract features from the training data, with great successes in
classification [12], and regression problems, such as segmenta-
tion [13], denoising [14], [15], super resolution [16], [17], [18],
etc. Therefore, the current study utilized deep CNN to capture
image structure features for medical image reconstruction.
Wang et al [19] applied deep learning to CS-MRI, training
the CNN from down-sampled reconstruction images to learn
fully sampled reconstruction. They then used the deep learning
result as either an initialization or regularization term in classi-
cal CS approaches. A multilayer perceptron was proposed for
accelerated pMRI [20], and deep CNN architecture using an
unfolded iterative CS algorithm was proposed in [21], where
trained optimal regularizers were proposed in contrast to the
usual approach using handcrafted regularizers [21]. Kang et
al [22] provided the first systematic study of deep CNN for
low dose x-ray computed tomography (CT), and showed that
a deep CNN using directional wavelets was more efficient in
removing low dose related CT noise.
However, in contrast to low dose artifacts from reduced
tube currents, streaking originating from sparse projection
views are globalized artifacts and difficult to remove using
conventional denoising CNNs. Han et al [23] and Jin et
al [24] independently proposed multi-scale residual learning
networks using U-Net [13] to remove these global streaking
artifacts, and domain adaptation from CT to MRI has been
also successfully demonstrated [25]. These pioneering works
show the significant potential of deep learning for image
reconstruction.
The residual network (ResNet) [26] has been recently stud-
ied in the context of image classification. The gradient can be
backpropagated into much deeper layers due to the identity
mapping path in the residual network, which enables very deep
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2residual network structure [26]. Therefore, we investigated
ResNet based image reconstruction to deal with complex-
valued MR data, and propose a new scheme to train phase and
magnitude separately. An important advantage of the proposed
approach is that the algorithm does not require any k-space
data for magnitude-only images, because the processing can
be done in the image domain as an image restoration task.
If both phase and magnitude information are available, the
proposed algorithm works as an iterative k-space interpolation
algorithm using framelet representation [27], [28]. Based on
recent deep convolutional framelet theory, we employ a multi-
scale network structure (called dual frame U-net) [29] to
correct globalized artifacts from under-sampled k-space data.
Numerical experiments confirmed the effectiveness of the
proposed deep learning approach for CS and pMRI.
II. RELATED STUDIES
Consider a two-dimensional (2D) acquisition scenario where
a 2D image α(r), r = (rx, ry) is reconstructed from a Fourier
transform (FT) on k-space coordinates k = (kx, ky). The k-
space data gi(k) from the i-th coil can be represented as
gi(k) =
∫
α(r)si(r)e
−j2pikT rdr, i = 1, · · · , Nc, (1)
where si(r) is the coil sensitivity of the i-th coil, and Nc is
the number of the coils. The operator notation for (1) is
gi = F [Si]α, i = 1, · · · , Nc,
where [Si] is a diagonal operator of the i-th coil sensitivity.
Only a subset of k-space measurements are obtained for
accelerated MRI. For a given subsampling pattern Λ, let PΛ
be the diagonal matrix with 1 for indices in Λ and 0 otherwise.
Then, the standard reconstruction approach is to solve the
penalized least squares minimization problem
min
α
C∑
i=1
‖yi − PΛF [Si]α‖2 + λR(α), (2)
where R(α) denotes regularization terms, such as the total
variation penalty, etc. When the sensitivity map [Si] is un-
known, direct estimation of sensitivity weighted images can
be expressed as
xi = [Si]α, i = 1, · · · , Nc. (3)
For example, l1- iterative self-consistent parallel imaging
reconstruction (l1-SPIRiT) [30] utilizes additional GRAPPA
type constraints for the CS problem
min
X
‖ΨX‖1,2
subject to G = PΛFX
X =MX ,
where
X = [x1 x2 · · · xNc] , G = [g1 g2 · · · gNc] (4)
denote the unknown images and their k-space measurements
for the given set of coils, respectively; ‖ · ‖1,2 denotes the
(1, 2)-mixed norm of a matrix; Ψ denotes a discrete wavelet
transform matrix; andM is an image domain GRAPPA oper-
ator. This problem can be solved using proximal algorithms.
III. MAIN CONTRIBUTIONS
A. Magnitude and Phase Networks
We are interested in solving accelerated MR reconstruc-
tion problems using k-space interpolation. The concept was
inspired by classical frame based inpainting approaches [27],
[28]. Let Q be the mapping that satisfy perfect reconstruction
(PR), i.e.,
Q(Y) = Y, (5)
where Y is the fully sampled k-space samples from multiple
coils. Then, we have the identity
Y = µPΛG + (I − µPΛ)Q(Y), 0 ≤ µ ≤ 1, (6)
where G denotes that the measurement in (4) are measured
on Λ. To avoid the trivial solution, mapping Q should include
the shrinkage operator. Equation (6) can be expressed as an
iterative k-space interpolation algorithm
Yn+1 = µPΛG + (I − µPΛ)Q(Yn). (7)
Since MRI uses FT, Y = FX , (5) can be expressed as
FX = Q(FX )⇐⇒ X = F−1Q(FX ) = Q˜(X ), (8)
corresponding to PR image domain. Therefore, we want to
find the image domain mapping Q˜. The reason we prefer Q˜
in the image domain is that image domain networks have been
widely investigated in the context of computer vision, whereas
to the best of our knowledge, k-space domain networks has
not be previously investigated.
Here, we must consider the complex nature of MR images
to impose constraint (8). Hence, we represent mapping (8) as
X = Q˜(X ) = QM(|X |) exp (jQP(∠X )) , (9)
where QM and QP denote magnitude and phase map-
ping, respectively. This approach has many advantages.
Magnitude-only images are used for many clinical appli-
cations, and users process data from an image worksta-
tion that does not have access to the raw k-space data.
Hence, the magnitude network works as a post-processing
algorithm to improve the image. Furthermore, many public
datasets, such as the Human Connectome Project (HCP)
dataset (https://db.humanconnectome.org), are in the form of
magnitude images, which can be used to pre-train the magni-
tude network.
On the other hand, when phase information is available
due to the access to the complex images, then combining
the phase domain network allows exploiting iterative k-space
interpolation using (7), which is summarized in Algorithm 1.
Algorithm 1 is a relaxed iteration using the Krasnoselskii-
Mann (KM) method [31] to improve frame based interpolation
iteration convergence.
Therefore, the remaining issue is how to design the magni-
tude and phase networks, QM and QP , respectively. This is
discussed in Section III C.
3Fig. 1. Proposed multi-scale residual learning using dual frame U-net
Algorithm 1 Krasnoselskii-Mann iteration for k-space inter-
polation
1: Train the image domain mapping Q˜ in (9) using the
training dataset.
2: Set 0 < µ ≤ 1 and 0 < λn < 1,∀n.
3: Initialize Y0 = G.
4: for n = 1, 2, . . . until convergence do
5: Qn = FQ˜
(F−1Yn)
6: Y¯n+1 = µPΛG + (I − µPΛ)Qn
7: Yn+1 = Yn + λn
(Y¯n+1 − Yn)
B. Network Architecture
One of the most widely used deep learning network ar-
chitecture for inverse problems is U-net [24], [25], which
incorporates bypass connection and pooling/unpooling layers.
Figure 2(a) shows an example one-dimensional (1D) U-Net.
However, U-net has limitations due to duplication of low
frequency content [32]. Therefore, we employ the dual frame
U-net [29], as shown in Fig. 2(b) to overcomes this limitation.
In contrast to U-net, the residual signal at low resolution
is up-sampled through the unpooling layer and subtracted
to remove duplicated low frequency content. This can be
implemented using an additional bypass connection for the
(a)
(b)
Fig. 2. (a) Standard U-net, and (b) dual frame U-net. Dashed lines refer to
the skipped connections, square box within Φ, Φ> corresponds to average
pooling and unpooling, respectively. Next level units are recursively added to
the low frequency band signals.
low resolution signal, as shown in Fig. 2(b). See Appendix B
and [29] for detailed descriptions regarding why and how to
employ dual frame U-Net. In addition to the application of
dual frame U-Net for sparse CT reconstruction problems [29],
dual frame U-Net has been successfully used for elastic
source imaging problems [33], a complicated inverse scattering
problem, confirming the advantages of dual frame U-Net over
U-Net. Therefore, we propose dual frame U-Net for MR
reconstruction.
Figure 1 shows the 2D extension of Fig. 2(b). Since there
is a skipped connection at the output level, this is referred
to as a residual network. The proposed residual network
consists of a convolution layer, batch normalization [34],
rectified linear unit (ReLU) [12], and contracting path con-
nection with concatenation [13]. Each stage contains four
sequential layers comprising convolution with 3 × 3 kernels,
batch normalization, and ReLU layers. The final layer only
contains a convolution with 1× 1 kernel. Figure 1 shows the
number of channels for each convolution layer. Using pooling
layers, the proposed network has five representation scales,
as shown in Fig. 1, where the number of channels after each
pooling layer is doubled. Input resolution is 256 × 256, and
the representation resolution is halved for each scale change
until it becomes 16 × 16 in scale 4. The pooling layers
mean the receptive field in the multi-scale network increases
exponentially. Consequently, the dual frame U-net structure
produces a larger receptive field, which is useful to capture
global artifact patterns.
C. Reconstruction Flow
The networks for the reconstruction of magnitude and phase
have the same architecture as shown in Fig. 1. To train the
network, we first apply the inverse Fourier transform to the
down-sampled k-space data to generate aliased images. Inputs
for the magnitude network were the magnitude of distorted
MR images and targets were the alias-free image magnitudes.
Phase reconstruction was similarly trained with distorted and
alias-free image phases, respectively.
Although both networks have the same structure, there is
an additional step for the phase network. The phase image
of Figure 3 (bottom row) shows that the phase image region
4Fig. 3. Magnitude and phase image reconstruction
within the brain has smooth structures with slowly varying
pixel values from −pi to +pi, whereas the region outside
the brain has approximately zero magnitude, but large phase
fluctuations, since the pixels have random values from −pi to
+pi. These random phases outside the brain region complicate
network training. One advantage of separate phase estimation
is that the spatial support information from the magnitude net-
work can be used to improve phase reconstruction. Therefore,
we use phase masking to eliminate these random phase effects
outside the brain.
Thus, we first trained the magnitude network, and then
obtained phase masks from reconstructed magnitude images
using a simple threshold. We set phase outside the ROI (as
defined by the phase masks) to zero for both input and artifact
phase images, eliminating random phase effects outside the
brain. The phase network is then trained using artifact-free
phase data within the phase mask as targets.
After training the networks, the inference of the networks
follows the same steps as the training process (Fig. 3). Since
the phase masks should be generated before phase reconstruc-
tion, we first reconstruct magnitude images using the trained
magnitude network (Fig. 3, orange box). The phase mask
indicating the brain area is then generated by thresholding the
reconstructed magnitude image, and phase outside the phase
mask is removed before being applied to the phase network
(Fig. 3, green box). For the multi-channel case, the square
root of sum of squares (SSOS) image was calculated after
reconstruction.
If phase information is available, we can use Algorithm 1
to improve reconstruction. Due to the recursive nature of
the network, the following iterative training procedure was
used. The magnitude and phase network are trained on the
initial training database, and missing k-space measurements
are estimated. We then augment measured k-space data with
estimated k-space data, and obtain reconstructed images by
FT. These images are used as an additional dataset for further
magnitude and phase network training. Thus, the networks
learn the mapping not only from strongly aliased input, but
also from almost artifact-free images. For the inference of the
networks, λn in Algorithm 1 is set to decrease from 1 to 0,
and µ is set to 1.
The theoretical background for the proposed training using
both strongly aliased and near artifact-free images is from the
framelet nature of deep CNNs, which was the main outcome
from the mathematical theory in our companion paper [32]
(see Appendix A for the review). Neural network training
learns framelet bases from the training data that best represent
the signals. Thus, the learned bases should be sufficiently
robust to provide good representation for the given input data
set. In the KM iteration, each iterative step provides improved
images, which should be input to the same neural network.
Thus, framelet bases should be trained to be optimal not only
for strongly aliased input but also for near artifact-free images.
Similar training techniques are implicitly used for recursive
neural networks (RNN) after unfolding [35].
IV. METHOD
A. Magnetic Resonance Dataset
We used three brain image datasets, including structural
MRI images from the HCP dataset, to increase the magnitude
network training dataset; and two in vivo k-space datasets from
3T and 7T scanners. We select 200 of the 1200 HCP T2
weighted structural images to pre-train the magnitude network.
The data set were collected using the 3D T2-SPACE sequence
with TR = 3200 ms, TE = 565 ms, variable flip angle,
FOV = 224×224 mm, and 32 channel head coils. A total of
12,000 slices of the HCP dataset were used for pre-training.
Since the HCP T2 weighted image was obtained as the SSOS
from the multi-coil reconstruction, we generated simulated
coil magnitude images by multiplying the sensitivity maps
extracted from 3T and 7T in vivo MR datasets.
Although public dataset such as HCP can be used to pre-
train the magnitude network, phase variations in MR images
are usually small, and a small number of in vivo data are
usually sufficient to train the phase network. Therefore, the
phase network was not pre-trained.
The in vivo data 3T MR dataset comprised 81 axial brain
slices from nine subjects. Images from seven subjects were
used for training (61 images), one subject for validation (8 im-
ages), and the final subject (12 images) for testing. Data were
acquired in Cartesian coordinates from a 3T MR scanner with
four Rx coils (Siemens, Verio). Spin echo (SE) and gradient
echo (GRE) scans used TR = 3000–4000 ms, TE = 420 ms,
FA = 90◦, slice thickness = 5 mm, 256×256 acquisition ma-
trix, four coils, FOV = 240×240 mm, and anterior to posterior
PE direction. Brain images in the dataset had different intensity
and maximum scales, since they were acquired with various
scan conditions (GRE/SE, various TE/TR, etc.). We selected
the first coil data (of four) for single-channel experiments, and
used all the coil images for parallel imaging experiments.
B. Down-Sampled Data Generation
The original k-spaces were retrospectively down-sampled,
according to several under-sampling patterns. We compared
five sampling patterns to identify any performance effects that
differed regarding the ACS lines and distribution type (Gaus-
sian and random), as shown in Fig. 4 (top row). Additional low
frequency auto-calibration signal (ACS) lines were required
to ensure that aliasing artifacts were primary high frequency
signals rather than low frequency repetitions. ACS lines were
also necessary for GRAPPA reconstruction for comparative
5Fig. 4. Sampling pattern effect for the proposed deep residual learning approach. Sampling patterns: (a) Low frequency only; (b) and (c) Gaussian random
and uniform random sampling with twelve ACS lines (5% of PE), respectively; (d) and (e) are Gaussian random and uniform random sampling with 52
ACS lines (20% of PE), respectively; Net acceleration rate ≈ ×3.5. Row 1: sampling patterns; Row 2: corresponding aliased inputs; Row 3: corresponding
reconstructions. Magnified and corresponding error images are shown.
studies. The acceleration factor was set to 3.5 for all sampling
patterns.
Normalization is an important preprocessing step to improve
reconstruction performance. Since the images were acquired
under various scan conditions, the data was normalized sepa-
rately for each image. Input data for the magnitude network
were normalized using scaling factor a = 256/‖x‖∞, where
‖x‖∞ is the maximum image pixel intensity, ensuring input
image magnitude was limited to [0,256]. Phase images were
already normalized from −pi to pi, but we modified the range
to [0,2pi] for better reconstruction performance.
Data augmentation was essential for the in vivo data set
to make the network more robust. Hence, the original full-
sampled images were transformed by flipping to produce
augmented MR images. The transforms were performed on
the complex image domain to retain full and down-sampled
k-space data for the augmented MR images. Thus, 4 more
training samples were generated from in vivo k-space data for
augmentation.
C. Network Training
The network was implemented in MATLAB 2015a using the
MatConvNet toolbox (version 23) [36] (Mathworks, Natick).
We used a GTX 1080 graphic processor and i7-4770 CPU
(3.40 GHz). The convolutional layer weights were initialized
by Gaussian random distribution using Xaviers method [37]
to obtain an appropriate proper scale. This avoided the signal
exploding or vanishing in the initial training phase. We chose
the l2 loss function and stochastic gradient descent (SGD)
method with momentum to train the weights by minimizing
the loss function. Early stopping was used as regularization to
avoid overfitting.
To use the public HCP data set, the training step was divided
into three steps: the first 90 epochs for pre-training using
the HCP data set, the next 1410 epochs for 3T or 7T in
vivo data, and the final 500 epochs for recursive training.
Learning rate was reduced logarithmically from 10−1 to 10−2
each epoch. The number of epochs for phase network training
was set to 1000 due to the relatively simpler structures of
phase compared to magnitude, and mini-batch size was set
to 10. Figure 5 shows the phase and magnitude network
training convergence curves. Training each network for the
3T and 7T MR datasets took approximately 14 and 20 hours,
respectively, including pre-training and iterative training using
the reconstructed images for KM iteration. Pre-training took
approximately 7–8 hours for the HCP dataset.
D. Comparative Studies
We used the ALOHA [8] reconstruction as a representative
CS algorithm for both single and multi-channel reconstruc-
tion to verify network performance. We also compared the
reconstruction results for multi-channel dataset with those
of GRAPPA [2]. Since GRAPPA is designed for uniform
sampling, the GRAPPA reconstruction was performed for
uniform sampled k-space with the same ACS lines and same
acceleration factor (×3.5). The 5×5 kernel was chosen for the
GRAPPA reconstruction, and the following parameters were
6Fig. 5. Convergence for (a) magnitude and (b) phase network training. (Blue)
training set, and (orange) validation set. Uniform random sampling with 20%
ACS lines as shown in Fig. 4(e).
used for the ALOHA: filter size = 11 × 11, µ = 1, two-
stage pyramidal decomposition, tolerance set = [0.1, 0.01],
and spline wavelet for k-space weighting.
We used SSOS on output magnitude images for final
reconstruction as the objective comparison, and SSOS of alias-
free reconstruction as the ground-truth,
xˆSSOS =
√√√√ Nc∑
i
|xˆi|2,
where xˆi refers to the estimated i-th coil image, and NC
denotes the number of coils. Phase images reconstructed from
the full k-space data were used as phase space ground-truth.
Reconstruction performance was measured by the normal-
ized root mean square error,
NRMSE =
(‖xˆ− x‖2F /N) 12
x¯
,
where xˆ and x refer to the estimate and ground-truth images,
respectively; N denotes the number of pixels; and x¯ is the
mean value of x; and the structural similarity index [38]
SSIM = lα · cβ · sγ ,
where α = β = γ = 1; and
l =
2µxµxˆ + C1
µ2x + µ
2
xˆ + C1
,
c =
2σxσxˆ + C2
σ2x + σ
2
xˆ + C2
,
and
s =
σxxˆ + C3
σxσxˆ + C3
are the luminance, contrast, and structural terms, respectively,
where µx, µxˆ, σx, σxˆ, σxxˆ are the local mean, standard devi-
ation, and cross-covariance for images x and xˆ, and C1, C2
and C3 are predefined constants [38].
V. EXPERIMENTAL RESULTS
We first investigated reconstruction performance depending
on various sampling patterns. Figure 4 shows the correspond-
ing aliased input and final reconstruction results (center and
bottom rows, respectively). The 20% ACS lines were better
than reconstruction results using 5% ACS lines and low
Fig. 6. Training and validation phase convergence for a baseline network
using real and imaginary channels. Uniform random sampling with 20% ACS
lines as shown in Fig. 4(e).
frequency sampling, with uniform slightly better than Gaussian
random sampling. Therefore, we employed uniform random
sampling with 20% ACS lines for all subsequent experiments.
We compared a baseline approach to handle the complex
data and verify that separate magnitude and phase network
training did not degrade performance. The baseline approach
stacked the real and imaginary values as two-channel inputs
to the neural network and learned the two-channel output con-
sisting of real and imaginary images. After the reconstruction
of real and imaginary images, complex valued images were
obtained by combining real and imaginary valued images.
The inputs were normalized in the same manner, with real
and imaginary values [-256,256]. The real and image parts
be negative, in contrast to the magnitude network that has
only non-negative values. The baseline network architecture
was exactly the same as the proposed network (Fig. 1),
except that the input and labels were two-channels of real
and image components of down-sampled and fully sampled
reconstruction, respectively. The network was trained using
exactly the same training dataset and procedure, and Fig. 6
shows the convergence.
Table I shows that the baseline and proposed networks have
similar performance, although the proposed network has slight
better SSIM. Therefore, considering the advantages of separate
magnitude and phase image training, we used the proposed
magnitude and phase network structures for subsequent study.
Performance of the proposed network performance was
compared with that of ALOHA and GRAPPA to demon-
strate the competitive edge against CS and parallel imaging
approaches, as shown in Fig. 7. Fig. 7(a) shows that single
channel images had significant aliasing artifacts in the input
image. However, the aliasing artefacts were mainly for edge
images due to the additional ACS lines. The ALOHA ap-
TABLE I
COMPARISON BETWEEN THE PROPOSED AND COMPLEX NETWORKS BY
THE NORMALIZED ROOT MEAN SQUARE ERROR (NRMSE) AND THE
STRUCTURAL SIMILARITY INDEX (SSIM)
Magnitude Phase
NRMSE SSIM NRMSE SSIM
Input 0.237 0.867 0.136 0.986
Complex-net 0.154 0.903 0.111 0.989
Proposed 0.155 0.914 0.111 0.990
7(a)
(b)
Fig. 7. Reconstruction results (row 1 is magnitude and row 2 phase image) for (a) single channel by ALOHA and proposed method; and (b) Multi-channel
for magnitude images by GRAPPA, ALOHA, and proposed method. The square root of sum of squares (SSOS) was used for multi-channel MR images.
Magnified and corresponding error images are shown. Uniform random sampling with 20% ACS lines as shown in Fig. 4(e).
proach was somewhat successful with some remaining aliasing
artifacts, and the ALOHA reconstruction image was better
than the input. However, the result still has aliasing artifacts.
In contrast, the approach produced accurate reconstruction,
removing aliasing artifacts and has minimum NRMSE.
Fig. 7(b) shows parallel imaging experiments with four
channel data. GRAPPA reconstruction exhibits many recon-
struction errors, and although ALOHA reconstruction removed
many aliasing artifacts, the results were not perfect. In contrast,
the proposed method provided excellent reconstruction.
Table II summarizes performance metrics for pre-training
using HCP data and iterative update using KM iteration. Pre-
training using large datasets improves network reconstruction
performance. KM iteration provided minimum NRMSE and
maximum SSIM, as shown in Fig. 8.
TABLE II
PERFORMANCE FOR DIFFERENT TRAINING STRATEGIES. HCP REFERS TO
THE HUMAN CONNECTOME DATASETS.
No. Training method NRMSE SSIM
(A) No HCP data pre-training 0.191 0.861
(B) HCP data pre-training 0.187 0.869
Fig. 8. KM iteration in Algorithm 1 convergence. NRMSE and PSNR for
magnitude reconstructions are also shown. Blue dashed lines represent feed-
forward image network without KM iteration. Uniform random sampling with
20% ACS lines as shown in Fig. 4(e).
Since the proposed phase network requires a phase mask
by thresholding the magnitude network, phase reconstruction
accuracy may be sensitive to the chosen threshold. Therefore,
the phase network was trained under various phase masking
levels: 0, 0.1, 0.5, 1, 5, 10, 20, 30 % of maximum intensity,
where 0 means the phase network was trained without phase
masking, and phase reconstruction NRMSE calculated, as
shown in Fig. 9. The network was not well trained when
the threshold was too small (< 5%), but there was negligible
performance impact for threshold [5%, 30%]. Thus, we chose
8the threshold as 10% of maximum intensity for all subsequent
studies.
Fig. 9. Phase mask threshold effects on phase reconstruction error (NRMSE).
Uniform random sampling with 20% ACS lines as shown in Fig. 4(e).
The GRAPPA reconstruction time was approximately 30 s
for multi-channel data using the settings detailed above, and
approximately 10 min for four channels and 2 min for single
channel data. In contrast, the proposed network required less
than 41 ms for a multi-channel image and approximately 30
ms for a single channel image. Phase reconstruction took ap-
proximately 61 ms for each coil, since the magnitude network
must be run first to obtain the phase mask. Since individual coil
image reconstructions can be computed in parallel, the total
reconstruction time was also approximately 61 ms. Even when
the coil images were sequentially reconstructed, total time
for four phase images was less than 250 ms. Reconstruction
time using 15 KM iterations was approximately 9 s, which
is still significantly shorter than for the current existing CS
reconstruction algorithms.
VI. DISCUSSION
Since the network was implemented in the image domain,
different artifact patterns affect the algorithm performance.
Some scan parameters, such as FOV or acquisition matrix
size, can also affect the artifact pattern, and MR images have
widely different contrast and orientation. One way to address
artifact pattern differences is to incorporate images with many
different acquisition parameters into the training data set. For
example, the training data use in the current study included
images from spin echo and GRE sequences with various TEs
and TRs, which helped make the algorithm more robust. The
multi-scale network using dual-frame U-net was more robust
than the single resolution network due to its large receptive
field that could capture diverse artifact patterns.
Phase wrapping could possibly cause problems with net-
work training, which could require using phase unwrapping
algorithms. However, no problems occurred in these exper-
iments, which did not use phase unwrapping, because the
network was trained with wrapped phase images, hence the
final complex images were not affected by phase wrapping.
Although the phase masks meant some pixels within the
ROI were set to zero, this had no apparent effect on final
reconstruction, since they were isolated noise. This arises from
robust neural network training, which uses a variety of training
sets. If some phases were reconstructed to masked region
pixels, they would have no effect on the final complex valued
reconstruction, since the magnitudes of those pixels were close
to zero.
The proposed method provided the best reconstruction re-
sults among the other CS and parallel imaging algorithms
compared. The KM method utilizes k-space measurement,
which also improved reconstruction performance. However,
there was still some blur in the reconstruction images, believed
to stem from the l2 loss function employed for network train-
ing. However, it is difficult to claim that convolution operation
can cause blurring, since many super-resolution algorithms use
CNNs [16], [17], [18]. Note that the l2 function is good for
reducing MSE errors, but not for perceptual image quality,
since it is minimized by averaging all possible outputs [39],
[40], [41]. Thus, a different loss function, such as a generative
adversarial network [42], could be used to improve visual
quality [43]. For example, deep learning based X-ray CT re-
construction quality is significantly improved using adversarial
and perceptual loss [44], [45]. Thus, we believe that employing
a different loss function is a promising research direction, and
this will be investigated in future studies.
VII. CONCLUSION
This paper proposed a deep residual learning network for
reconstruction of MR images from accelerated MR acquisition
inspired by recent deep convolutional framelets theory. The
proposed network was designed to learn global artifact pat-
terns using a multi-resolution network architecture. Network
training took several hours, but reconstruction could be quickly
performed once trained. Very short reconstruction time from
the proposed network was a major advantage compared to CS
based iterative reconstruction methods.
The proposed method operated on not only multi-channel
data, but also single-channel data. Even with strong coherent
aliasing artifacts, the proposed network successfully learned
and removed the aliasing artifacts, whereas current parallel
and CS reconstruction methods were unable to remove these
artifacts. Significant advantages of both computational time
and reconstruction quality show the proposed deep residual
learning approach is a promising research direction for accel-
erated MRI and has great potential impact.
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APPENDIX
A. Deep Convolutional Framelets: A Review
To make this paper self-contained, we briefly review the
theory of deep convolutional framelets [32], which was the
main motivation for (7). For simplicity, we explain the theory
using the 1D signal model, but the extension to 2D images
are straight-forward.
9Let Z = [z1, · · · , zp] ∈ Rn×p denote a p channel signal
with length n. We want to find a signal representation of Z
such that optimal shrinkage behavior can be learned from the
training data. Therefore, we define the non-local basis Φ ∈
Rn×n, and local basis Ψ ∈ Rpd×q [32] as
Φ = [φ1 · · ·φn] ∈ Rn×n, Ψ = [ψ1 · · ·ψq] ∈ Rpd×q
and their duals:
Φ˜ = [φ˜1 · · · φ˜n] ∈ Rn×n, Ψ˜ = [ψ˜1 · · · ψ˜q] ∈ Rpd×q .
If these bases satisfy the frame condition [32]
Φ˜Φ> =
∑n
i=1 φ˜φ
> = In×n, (A.10)
ΨΨ˜> =
∑q
j=1 ψjψ˜
>
j = Ipd×pd, (A.11)
where In×n denotes the n×n identity matrix, then the signal
can be expressed as
Z = (ΦC)~ ν(Ψ˜), (A.12)
where
C = Φ>
(
Z ~Ψ
) ∈ Rn×q (A.13)
is the framelet coefficient matrix, with the filters
Ψ =

ψ
1
1 · · · ψ
1
q
...
. . .
...
ψ
p
1 · · · ψ
p
q
 ∈ Rdp×q (A.14)
ν(Ψ˜) =
1
d
ψ˜
1
1 · · · ψ˜p1
...
. . .
...
ψ˜1q · · · ψ˜pq
 ∈ Rdq×p, (A.15)
and ψi denotes the index reversed vector of ψi. The convo-
lutions in (A.12) and (A.13) correspond to standard multi-
channel convolutions in the CNN [32].
The non-local basis Φ corresponds to the generalized pool-
ing operation, whereas the local basis Ψ ∈ Rpd×q is a p input,
q output multichannel convolutional filter with length d [32]. If
q is not sufficiently large to satisfy the frame condition (A.11),
the signal decomposition corresponds to the low rank Hankel
matrix approximation [32].
This simple convolutional framelet expansion using (A.12)
and (A.13) is so powerful that the deep CNN with encoder-
decoder architecture emerges from them. The L-layer im-
plementation of the encoder-decoder architecture is defined
recursively as
Q˜
(
Z; {Ψ(j), Ψ˜(j)}Lj=1
)
=
(
Φ˜(1)Cˆ(1)
)
~ ν(Ψ˜(1))
where Cˆ(i) is calculated from decoder as
Cˆ(i) =
{(
Φ˜(i+1)Cˆ(i+1)
)
~ ν(Ψ˜(i+1)), 1 ≤ i < L
C(L), i = L
,
and the encoder part expansion coefficients are
C(i) =
{
Φ(i)>
(
C(i−1) ~Ψ(i)
)
, 1 ≤ i ≤ L
Z, i = 0
In network training, non-local bases are chosen a priori
to satisfy the frame condition (A.11), whereas local bases
{Ψ(j), Ψ˜(j)}Lj=1 are learned from the training data. Thus, the
network can be trained to have a low dimensional manifold
structure by controlling the number of filter channels [32].
Extending this observation, composite mapping Q˜ from mag-
nitude and phase learning can be constructed as
Q˜(X ) = QM
(
|X |, {Ψ(j)M , Ψ˜(j)M}
)
ejQP(∠X ;{Ψ
(j)
P ,Ψ˜
(j)
P }),
where {Ψ(j)M , Ψ˜(j)M}Lj=1 and {Ψ(j)P , Ψ˜(j)P }Lj=1 are convolution
filters for the magnitude and phase networks, respectively.
B. Dual frame U-Net Derivation
For deep convolutional framelets we are interested in non-
local bases, Φ, and their duals, Φ˜, that satisfy the frame
condition in (A.10). This greatly simplifies network design,
since network shrinkage can be controlled using the trainable
local bases. However, the non-local basis for U-net with
average pooling, as shown in Fig. 2(a),
Φ =
1√
2

1 0 · · · 0
1 0 · · · 0
...
...
. . .
...
0 0 · · · 1
0 0
... 1
 , (A.16)
does not satisfy the frame condition (A.10), resulting in high
frequency signal loss [32]. A bypass connection (see Fig. 2(a))
is usually used in U-Net to overcome this limitation, but
the bypass does not completely solve the problem, since low
frequency content is duplicated [32].
Therefore, we employ the dual-frame U-net [29] to over-
come this limitation. The bypass connection mean convolu-
tional framelet coefficients in (A.13) should be replaced with
the augmented framelet coefficient matrix,
Caug = Φ
>
aug(f ~Ψ) =
[
S
C
]
, (A.17)
where
Φaug =
[
I Φ
]
, S = f ~Ψ, C = Φ>(f ~Ψ). (A.18)
Our goal is to explicitly derive the dual-frame Φ˜aug that
satisfies the frame condition (A.10). From the matrix identity
(Φ>augΦaug)
−1Φ>augΦaug = I , the dual frame is
Φ˜aug = (Φ
>
augΦaug)
−1Φ>aug
= (I + ΦΦ>)−1
[
I Φ
]
=
(
I − ΦΦ>/2) [I Φ]
=
[
I − ΦΦ>/2 Φ/2] , (A.19)
where we use the matrix inversion lemma and orthogonality
Φ>Φ = I for average pooling in (A.16) for the last equality.
Using the framelet coefficients Caug in (A.17), the recon-
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structed signal using the dual-frame is
Zˆ = Φ˜augCaug (A.20)
=
(
I − ΦΦ
>
2
)
S +
1
2
ΦC
= S +
1
2
Φ︸︷︷︸
unpooling
residual︷ ︸︸ ︷
(C − Φ>S) . (A.21)
Equation (A.21) suggests a network structure for the dual
frame U-Net. In contrast to U-net, the residual signal at low
resolution is up-sampled through the unpooling layer. This can
be implemented using an additional bypass connection for the
low resolution signal as shown in Fig. 2(b).
C. Application to 7T Data
We applied the propose algorithm to 7T images to demon-
strate it applicability for high resolution images, as shown in
Fig. 10. The 7T axial brain images were acquired in Cartesian
coordinates from a 7T MR scanner (Philips, Achieva). A total
of 567 images were scanned from nine subjects (63 slices per
subject), with TR = 831 ms, TE = 5 ms, slice thickness =
0.75 mm, 292× 292 acquisition matrix, 32 head coils, FOV =
240× 240 mm, FA = 15◦, and lateral to lateral PE direction.
Images from 7 subjects were used for training (441 images),
1 subject for validation (63 images), and the final subject for
testing (63 images).
As with the previous studies above, we used uniform
random sampling with 20% ACS lines, and the proposed
algorithm significantly improved image quality and reduced
aliasing artifacts.
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