Latent Euclidean embedding models a given network by representing each node in a Euclidean space, where the probability of two nodes sharing an edge is a function inversely related to the distances between the nodes in the embedding. This implies that for two nodes to share an edge with high probability, they must be relatively close in all dimensions. This constraint may be overly restrictive for describing modern networks, in which having similarities in at least one area may be sufficient for having a high edge probability. We introduce a new model, which we call Latent Channel Networks, which allows for such features of a network. We present an EM algorithm for fitting the model, for which the computational complexity is linear in the number of edges and number of channels and apply the algorithm to both synthetic and classic network datasets.
2. Introduction 2.1. Definitions. In this work, we define a graph G = (N, E), where N is a set of nodes and E is an adjacency matrix, such that E ij = 1 if nodes i and j share an edge and E ij = 0 otherwise. We focus mainly undirected graphs, implying E ij = E ji and ignore self loops, implying E ii = 0. The degree of a node is defined as the number of edges attached to it. A classic example of this include social networks, in which nodes represent individuals and two individuals are considered to share an edge if they are listed as friends. Another common example is co-authorship graphs, in which nodes represent researchers and they are considered to share an edge if they have coauthored a paper together.
Relevant Work.
In the analysis of graph data, a common goal is to describe a network in a reduced order space, thereby providing insight of an underlying graph structure to the analyst. One of the simplest structures is the stochastic block model [16] . In this model, each node belongs to an unobserved block, where nodes have a fixed probability of having an edge with nodes within their block (p in ) and another fixed probability of having an edge with nodes outside their block (p out ). Typically, p in p out so nodes are much more likely to share an edge with nodes within the same block, and each block can be considered a cluster. Recent work covers efficient estimation of the parameters of stochastic block models [1] [9], time-evolving or dynamic stochastic block models [37] , statistical characteristics of the estimators [21] [8] model selection [36] and hierarchical stochastic block models [27] . 1 One disadvantage to stochastic block models is they imply that within each block, the expected within block degree of a node is constant, with a variance implied by a binomial distribution. This fails to capture a very commonly observed phenomenon in social networks, namely that often a small number of nodes express an extremely high degree relative to most other nodes. In order to capture this, many other models have been proposed, such as the degree-corrected stochastic block model [19] , in which edge probabilities is based on block membership and a given node's degree.
Another limitation of the stochastic block mode is that it is hard clustering approach. That is to say, each node deterministically belongs to a single block, and only one block. Several alternatives have been considered that allow for soft clustering. This includes the mixture stochastic block model [2] , where each node belongs to a each block with a given probability. Another approach is to maximize the modularity score [25] , but with community membership described as a probability vector rather than a categorical variable [12] [14] [18] . In addition to modularity, other metrics such as overlapping correlation coefficient [7] may be used. We note that with the exception of [2] , these methods are poised as purely optimization based clustering, rather a probability based model.
An alternative approach is that of a Euclidean embedding model [15] . In this model each node is represented in a latent Euclidean space, with edge probabilities being inversely proportional to distance. Because these probabilities are directly modeled, one can naturally allow edge probabilities to be a function of both latent distance and linear predictors associated with each node. This model naturally allows for both very high and very low degree nodes; these are simply nodes whose intercept are exceptionally high or low. Traditional MCMC approaches were initially presented for inference, although methods to accelerate this include using variational Bayes [30] and stratified case-control sampling [29] . A similar approach is that of a random dot product graph [26] [39] , in which nodes are represented in a latent space and edge probabilities between two nodes are given by the dot product of their latent positionings. Estimates of the latent positions can be estimated via eigendecompositions of the adjacency matrix [31] . Clusters are not explicitly modeled in latent space embedding, but clustering may be performed on the lower-dimensional latent embedding.
Another class of models that is related to our work is that of sender/receiver models [17] , [33] . These models are applied to directed graphs and each node has a parameter that controls how frequently it broadcasts out and how frequently it receives connections. The probability of an edge from node i to node j is then a function of node i's broadcast strength and node j's receiving strength.
2.3. Latent Channel Network. In this work, we present a new model we call the Latent Channel Network. This model is largely inspired by latent space embedding, or more over, potential short comes of that model. One major disadvantage of an Euclidean embedding is that in order for two nodes to have a high edge probability, they must be close in all dimensions. The suitability of this assumption has been called into question for web-based applications [20] and legislative voting patterns [40] . In modern social networks it seems reasonable that being similar in at least one social dimension may be sufficient for high edge probability. To drive this point home, [5] demonstrated that while political retweeting falls very tightly along political lines, it is not strongly predictive of retweeting of non-political topics. To capture this dynamic, we present a Latent Channel Model, in which two nodes will share an observed edge in the graph if they are connected through at least one of potentially several unobserved latent channels. The probability of two nodes connecting through a given channel is the product of each node's frequency of use of the given channel. Thus, two nodes may differ strongly in many social areas, i.e. they don't need to frequently use all of the same channels, yet the model still allows them to have a high edge probability if they both frequently communicate through at least one shared channel.
2.4.
Relation to Previous Work. If one considers channels to represent communities, our model can be viewed as similar to a soft-clustering model. Under this interpretation, an important distinction between our model and other soft-clustering approaches that we are aware of is that we do not constrain community membership to sum to one. This very naturally models networks that contain a mix of high degree nodes (nodes that use multiple channels with high frequency) and low degree nodes (nodes that have low frequencies associated with commonly used channels). This differentiates from standard soft clustering, as being strongly connected to one community does not constrain a node from being strongly connected to another community. One can also view the new model is as a sender/receiver model, in which each node has multiple opportunities to make a connection.
2.5. Structure of Paper. In section 3, we mathematically describe our model and present various ways to interpret meaningful parameters from the model. In section 4, we present both a simple and more complicated but more computationally efficient algorithm to compute the maximum likelihood estimate of the model parameters. In section 5, we apply the model to two stochastic block model networks and two classic real networks. In section 6, we review our work and discuss potential further directions.
3. Latent Channel Model 3.1. Model Parameterization. Let use define an undirected graph G with nodes n 1 ,...,n Nn and edges e ij = 1 if n i and n j are connected and 0 otherwise. Define N n to be the number of nodes and N e to be the number of edges of the graph. We augment this observed graph with a latent set of channels C 1 ,...,C K , which provide intermediate connections between nodes. In particular, we introduce latent edgesẽ ikj , which is equal to 1 if node n i shares a latent edge to channel C k toward node n j . Our model dictates that a pair of nodes share an observed edge on the graph if they are both fully connected through one or more latent channel. More formally,
This is illustrated on figures 1 and 2. For simplicity, we define Nodes n i and n j share an edge as they are connected through at least one channel.
In other words, c ijk is an indicator that nodes i and j are connected through channel k. We do not observe theẽ ikj 's directly. However, our model dictates that for all j,ẽ ikj are independently distributed Bernoulli distributions with probability p ik . Thus, the marginal probability that n i will share a edge to n j through channel C k is p ik p jk . To compute the probability that nodes n i and n j share an edge, we compute
With this, the log-likelihood of a latent channel graph can be written as
We note that an undirected sender/receiver model [17] is a reparameterized special case of a latent channel network with K = 1.
Interpretation of Model.
If one considers each channel to represent a latent community, then p ik informally represents the strength of node i's attachment to community k. However, this parameter alone can be fairly hard to interpret, as it is unclear how large p ik 's should be to be considered a strong connection. To help interpretation of the model, we present a few particularly interesting derived values. We first consider parameter
The value θ ijk represents the probability that nodes i and j are connected through channel k, given that the graph contains an edge between i and j. This is especially interesting in the case that channel k appears to have a meaningful interpretation, such as attachment strength parameter p ik being correlated with meta-data on the nodes. For example, if attachment strength to channel k is strongly associated with nodes that have the occupation statistician, and θ ijk is high, this suggests that given that nodes i and j share a connection, they have a high probability of having an edge through the statistical community. It is worth noting that
and typically with strict inequality. This is because two nodes that share an edge must share at least one edge through a latent channel, but may share many. For example, if channel k represents the statistical community and k represents associations through a given research institution, statisticians at the same institution are likely to be connected through both channels k and k . Next, we consider
where we refer to S k as the size of the channel. One way to interpret this parameter is that if a new node i were to be fully connected to channel k, e.g. p i k = 1, it would be expected to have S k connections through channel k. More generally, the expected number of connections for a new node would be p i k S k . Another particularly useful parameter is
Formula 7 represents the expected number of connections node i has through channel k, conditional on the edges observed in the graph. While p ik tells us the strength of attachment node i has to channel k, it is not sufficient to determine how many connections node i has through channel k. A strong attachment to a small channel may result in fewer edges than a weak attachment to a large channel. As such, this statistic can provide insight in how many connections a node has through a given community, which is a function of both that individual's strength of attachment to the community and the size of the community. Similar to equation 5, we note that
or that for subject i, the expected sum of connections through all channels is typically greater than the sum of all observed edges in the graph associated with that node. Again, this is because a single edge can be the result of connections through multiple channels. We do suggest caution in over interpreting such parameters based on fitted data. As is the case for many probabilistic network models, we currently propose estimating the parameters via maximum likelihood estimation. Given the high dimensional parameter space, standard asymptotic normality results should not be considered a reliable method for estimating uncertainty. As such, we suggest using these methods for exploratory data analysis rather than making strong inference statements about a given network. Alternatively, Bayesian methods could be used to determine uncertainty. However, to do so, one must first address the unidentifiability issue that arises due to label switching of the channels.
Algorithm
We differ to maximum likelihood estimation to estimate the values of p ik . In general, the problem is non-identifiable and highly non-concave. We will use an EM algorithm [10] to fit the parameters of the model.
4.1.
Fundamental EM Algorithm. Note that if we observed the values ofẽ ikj , the log-likelihood would be greatly simplified to
which has closed form solutionp ik = Nn j =iẽ ikj /(N n − 1), providing our M-step in the EM algorithm. For the E-step, we recognize that
We take an ECM algorithm [24] approach, where each p ik is updated individually rather than all at once. For clarity, we first present a simple, yet computationally inefficient, implementation in algorithm 1. Noting that computing P (ẽ ikj |e ij = 1) requires O(K) operations and P (ẽ ikj |e ij = 0) requires O(1) operations, this implementation of the algorithm requires O(N e K 2 + (N 2 n − N e )K) computations per iteration. 
4.2. Efficient Caching. While the algorithm described in algorithm 1 is straightfoward, many of the computations in this algorithm are redundant and the order of complexity of this algorithm can be reduced by caching and updating various statistics.
For ease of notation, we define E i to be the set of nodes that share an edge with node i and E c i to be the set of nodes that lack an edge with node i. We explicitly store E 1 , ..., E Nn in a list, but do not explicitly store E c i . Note that we define i to be in neither E i nor E c i . We first note that the EM steps can be combined in the form
N − 1 .
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The first term of the numerator can be rearranged as
wherep .k represents the column mean of the p matrix. Assuming |E c i | > |E i |, this reduces the computation required to compute the first term from O(|E c i |) to O(|E i |) as long asp .k is cached. Because the ECM algorithm only updates one entry of p at a time, each update only requires O(1) operations to update the cached p .k at the end of each update.
Next, if we define
we can write
Using cached values of π ij reduces the computations required for the second term of equation 12 
One technical note is that because we are considering an undirected graph, π ij = π ji by definition. This implies that if we update p ik , we must update both cache edge probabilities π ij and π ji unless they are explicitly saved and accessed as a single value. If π ij is stored as a sparse matrix, this can be somewhat challenging to do in O(1) time. We addressed this issue by storing the value of π ij as a probability list P , where P [i][j * ] is the edge probability between node i and node i's j th edge. We also created a mapping in advance that links P [i][j * ] to its corresponding transpose value, so that π ij and π ji can be updated in O(1) time. Finally, it should be noted that if p ik = 0, then the EM algorithm will leave p ik unchanged. This can be exploited for additional speedup by skipping the update for p ik if p ik < p for a preset tolerance level p .
We present pseudo code for the cached ECM algorithm in algorithm 2. The initial computational complexity of each of this algorithm is O(K(N n + N e )), although later steps of the algorithm can be significantly less by skipping updates where p ik < p . At this time, we have coded up both an R/C++ [28] , [11] and Julia [6] implementation of the algorithm and have made them available through Github [4] . As a point of reference on speed, in section 5 we first apply the algorithm to a dataset with 1,005 nodes and 24,929 edges with 10 channels. On a 2.3GHz laptop, the R/C++ implementation converged in 3,723 iterations in 3.4 seconds. The next dataset we applied the algorithm to contained 6,637 nodes, 499,934 edges and we fit 40 channels. The algorithm converged in 8,828 iterations after 9.3 minutes. Similar speeds were observed for the Julia implementation.
Applications

Stochastic Block Model
. First, we demonstrate usage of the model on a stochastic block model (SBM). In this case, we simulate an SBM with ten blocks, each with 100 nodes. For node pairs in the same block, the edge probability was set to 0.25. For node pairs in separate blocks, the edge probability was set to 0.025. We fit the latent channel model with ten channels and plotted a heat map of the fittedp matrix on figure 3 . We can see that the block structure is largely recovered, with some error. One issue with standard SBMs is their sensitivity to high degree nodes. To emulate this, we augmented our original simulated SBM with one hundred new nodes that had an edge probability of 0.25 to all nodes of the graph. We refit the model and plotted on figure 4. We can see that the original structure remains largely intact, while the new high degree nodes are strongly attached to all of the latent channels.
5.2. email-Eu-core Network. We then applied the model to classic social network graphs. Our first example is an email network between professors at a university, with edges existing if at least one email was sent between the two professors [38] , [22] . The data was downloaded from the Stanford Large Network Dataset Collection [23] . This network contained 1005 nodes and 24,929 edges (after removing singular loops). In addition, the department of each professor was recorded. A total of forty two departments were listed, with department size ranging from 109 to 1. 05  06  07  08  09  10  11  12  14  15  16  17  18  20  22  23  24  37 We fit four latent channel models to this data with 5, 10, 20 and 40 channels. Because our model is a maximum likelihood estimator, AIC [3] can be used for model selection. Between our four models, the model with 10 channels has the lowest AIC.
We examine a heatmap of thep matrix on figure 5. Nodes were sorted by department, with all departments with less than 15 faculty placed into the "other" group for visualization purposes. Most of the departments communicated through a single channel, similar to a stochastic block model, although the strength of connection varied quite a bit within a given department. Several of the departments shared usage of the same channel.
Department 37 was particularly interesting. This department had many strong connections to all channels. Similarly, channels 2 and 10 were especially heavily used by department 37 and all other departments had a very small number of nodes strongly attached to these channels. This suggests that department 37 communicated with other departments in a fundamentally different way than other departments. One explanation for this could be that department 37 is actually an administrative group, although without further information we can only speculate.
We also examine estimated channel connections, as defined in equation 7, of an individual node. We chose to examine the node with maximal degree (node id 250 in our data set) in the largest department (15) and compare to the distribution of channel connections of that department. The results are show on table 1. Examining the mean channel connections for the department, we see that the vast majority of the edges are made through channel 1. The top degree node demonstrates notable different behavior. While the number of connections through channel 1 are only slightly below average for the department, the majority of the connections are made through channels 2 and 10, which is extremely unusual. If our earlier hypothesis that channels 2 and 10 are administrative channels is correct, this suggests node 250 has such a high degree because of their strong usage of the administrative channels, rather than strong usage of the channel most frequently used by the department. Table 1 . Estimated channel usage for largest department (15) in email network.
5.3. Facebook100 Carnegie Mellon. Next, we applied the model to the Carnegie Mellon graph from the Facebook 100 dataset [32] . This graph consisted of 6,637 nodes with 499,934 edges. Several categories of metadata were available, including student/faculty type, gender, major, minor, graduation year, housing unit and high school. We focus on graduation year and major. Carnegie Mellon was picked given as it was a university that had stronger attachment within majors than other universities, although this attachment was still very weak compared with the strength of attachment from being in the same year, as reported in [32] .
We fit a model with 40 latent channels. To help visualize the connection between latent channels and categorical node values, we reordered the channels by weighted variance of the mean channel probability of each category, where the weight is equal to the category size. This puts channels that are more heavily used by particular categories closer to the top of the plot. The original column number is displayed on the y-axis of the plot to cross reference channels between plots.
On figure 6 , we see the estimatedp matrix grouped by graduation year. We can see that most of the channels have an association with graduation year. For example, channels 4, 5, 14 and 31 are almost exclusively used by freshman. Most of the communication for the freshman appears to be through these freshman-only channels. Interestingly, we see that although there are channels that are almost exclusively used by the other individual years, such as the top 13 channels on figure 6, we also observe that the non-freshmen use channels which are not associated with a single year much more frequently than freshmen, implying more mixing of classes after the freshman year.
On figure 7 , we see the estimatedp matrix grouped by major. In general, the connections between channels and majors is not as strong as the connections between channels and Channel   39  31  27  4  19  1  15  13  28  35  14  5  25  21  23  36  22  10  29  7  38  20  18  34  33  16  40  9  11  12  17  24  6  32  2  37  8  26  3  30  2003  2004  2005  2006  2007  2008  2009 graduation year. However, several of the top channels on figure 7 are clearly associated with a given major, such as channels 3, 32, 37 and 40. Interestingly, all these channels are near the bottom of figure 6, implying these channels were fairly uniform across the different graduation years (other than not being used much by freshman). This implies two near orthogonal methods for edges to be made; through association by year and association by major.
Students sorted by Year
Discussion
In this work we have presented the latent channel network model. This model allows nodes to share an edge if they connect through at least one unobserved channel, which we believe captures an important aspect of social networks. We implemented an EM-algorithm that scales linearly in the number of edges in the graph and number of channels in the model and applied to two moderately sized networks. We found the channels uncovered by this model seemed to correspond with meaningful features of the data and gave insight into the structure of the graph. There is several ways in which this work could be further expanded. In regards to efficient computation, although each iteration of the EM-algorithm is relatively computationally cheap, typically several thousand iterations are required. There are several ways in which the EM-algorithm can be accelerated. One generic method is the SquareEM algorithm [35] for reducing the iterations required until convergence. Unfortunately, this algorithm requires computation of the observed log-likelihood. Given that each iteration of our cached EM-algorithm requires O(KN e ) observations and computation of the observed log-likelihood requires O(KN 2 n ), this approach is likely to only reduce wall-time computations (rather than iterations) if we have a dense graph with N e ≈ N 2 n . A more promising approach is that of more efficient data augmentation algorithms [34] [41] , in which the missing data is less informative yet still provides a closed form solution, reducing the number of iterations required without significantly increasing the computational cost per iteration. This approach requires clever data augmentation schemes and while several have been proposed for mixture models, we do not see how one can view our problem as that of a mixture model, so novel data imputation methods would be required to specialize to our problem.
In terms of improving the model, one could consider a hybrid approach with Euclidean embedding. To motivate this, let us consider a simplified example of communication between researchers at universities. Suppose the two largest driving factors for communication are that they do research in the same field of study (but potentially different universities) and that they belong to the same university (but potentially different field of studies). This could be represented as a latent channel model, but we would need one channel for each university and each field of study. Alternatively, suppose we considered multiple latent Euclidean spaces, and our model allowed for an edge if there was a connection through at least one of these spaces. We would have one space representing university and one space representing field of study. Thus, researchers at the same university could be close in the two-dimensional embedded space representing university and likewise for field of study. Note that this would require only four parameters per subject for the embedding (plus two more if an intercept in each space was included), regardless of the number of universities or fields of research. We believe this should greatly reduce the size of the parameter space required to describe complex networks, although estimating parameters for this model is likely to be quite challenging.
