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PERIODIC P N SEQUENCE DELAY ESTIMATION USING PHASE SPECTRUM D A T A
Kurt L. Kosbar and Jorge J. Zaninovich
Department of Electrical Engineering
University of Missouri - Rolla, Rolla, MO 65401

require more time to acquire a signal, but can be used at lower
SNR. The complexity of this algorithm is comparable to
that of the MLE. While the performance of the MLE is
superior in an AWGN channel, the proposed estimator
outperforms the MLE when a CW jammer is present. When
compared to an upper bound of the performance of the RASE
method [3,4] the proposed estimator has superior
performance. The estimator will work with both linear and
nonlinear PN generators. Its performance will be a function
of the autocorrelation function of the PN sequence, and
should work best with delta correlated (white) sequences.
Sections 111 and V describe the estimator structure. A
high SNR perturbation analysis is presented in Section IV
and the performance of the new estimator is compared to
previously developed estimators in Section VI.

ABSTRACT
An algorithm for estimating the delay of a periodic
pseudonoise (PN) sequence is presented. It is a rapid, blockbased estimator that can be used for both linear and nonlinear
codes. The algorithm exploits the periodicity of the
difference between the phase spectra of the received sequence
and a local reference. The estimator takes the Fourier
transform of the phase spectrum difference data, and searches
for the fundamental frequency. Unlike previously described
methods, phase unwrapping is not required.
The performance in the presence of Additive White
Gaussian Noise (AWGN) and a Continuous Wave (CW)
jammer is investigated using computer simulation.
Comparisons are made against the delay Maximum
Likelihood Estimator (MLE) and other published results.
While the proposed estimator has a complexity similar to
that of the MLE, it has a relative performance loss of 7 dB
under AWGN. However, the proposed estimator can
outperform the MLE by 14.5 dB when a CW jammer is
present.
I. INTRODUCTION
The estimator proposed in this work is based on the shift
theorem from Fourier transform theory. This theorem states
that the transfer function of a time delay has linear phase, and
the slope of the phase is equal to the delay. Other estimators
have exploited this property [ 1,2]. These approaches rely on
linear regression to find the slope of the phase spectrum
difference data. The previously developed algorithms either
force the delay to be smaller than the sampling time [ 11, or
include a phase unwrapping stage [2]. Phase unwrapping is
required because phase spectra computed using a four quadrant
inverse tangent function are computed modulo 27~.
Discontinuities of magnitude 2x are produced at the wrapping
points, and must be removed before a linear regression
analysis is performed. The algorithm proposed in this work
not only does not require a phase unwrapping stage, i t
actually exploits these periodic discontinuities.
The new estimator calculates the phase component of the
Discrete Fourier Transform (DFT) of the input signal. This
phase is subtracted from the phase of the DFT of a reference
signal to produce a noisy sawtooth waveform. The frequency
of this sawtooth is a linear function of the time delay. A
third DFT is used to transform the sawtooth, and a simple
peak searching algorithm locates its fundamental frequency,
and hence the delay of the received signal.
This algorithm falls into the category of “fast” estimators,
i.e. algorithms that can quickly acquire a code but require a
moderate to high signal to noise ratio (SNR). This is in
contrast to approaches such as serial searches, which may
0-7803-0917-0/93$03.00
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11. NOTATION
Throughout the remainder of this paper, plain typeface is used
for scalar variables while boldface type indicates vectors.
A particular element of a vector is designated using square
braces, such as A[k] or a[n]. Vectors using upper case
characters for their names are the DFTs of vectors designated
by the corresponding lower case character. Time series data
are indexed by n and frequency data by k.
111. ESTIMATOR DESCRIPTION
The transmitted sequence is assumed to be periodic with a
period of L binary symbols (chips). Each symbol is selected
from the set { - 1 , l ) . The vector tx is formed by sampling L
successive symbols of the transmitted sequence. This
sequence passes through a noisy discrete memoryless channel
to produce vector rx at the input to the receiver. The channel
is assumed to be stationary, so that the errors are independent,
identically distributed, and occur with probability Perr. The
vector rx also has length L. The receiver is able to produce
an exact duplicate of the transmitted signal except for an
integer number of chip delays, d. The channel propagation
delay and all other synchronization errors are lumped into this
single delay. This local reference is denoted Ix, and can be
represented as:
Ix[(n-d) Mod L] = tx[n] for 15 n I
L
(1)
Taking the DFT of (1) produces:
DFT (lx[(n-d) Mod L]) = DFT (lx[n]) exp(-j27cdk/L)
= LX[k] exp(-j2xdk/L)
(2)
and

DFT(tx[n]) = TX[k]

(3)

LX[k] exp(-j2ndk/L) = TX[k]

(4)

so
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positive slope will decrease and eventually reach 2x/L at d =
L-1. The most difficult case for the delay estimator to handle
occurs when the sawtooth reaches its maximum slope
(d=L/2), and there are only two samples per cycle. To avoid
this problem, we use two local reference waveforms, as
described in section V.

Now we can see the well known relationship
Arg(LX[k]) - Arg(TXF1) = 2ndk /L
(5)
which is a linear function of k, if the phase were properly
unwrapped. Equation ( 5 ) enables us to determine d, once TX
and LX are both known.
In the case under consideration, TX is unknown to the
receiver. The receiver only has access to RX, which is a
noise corrupted version of TX. The receiver also knows LX,
which is a noise-free, but delayed version of TX. The goal
of the estimator is to find the delay between LX and TX.
Define vector s as the difference of the phase spectra of the
signals lx and rx
s[k] = Arg(LX[k]) - Arg( RX[k])
(6)
Instead of computing the slope of the sawtooth segments of s
directly, an estimate can be obtained by taking the DFT of s
and finding the fundamental frequency of the sawtooth. The
fundamental normalized frequency is equal to the number of
sawtooth segments found in s. The vector S, the DFT of a
noise-free periodic sawtooth s, has a maximum magnitude at
the fundamental frequency of s. Since s is an odd function
(after any DC term has been removed), the real part of S is
zero and the imaginary part is odd. The sign of the slope of
the sawtooth segments of s can be found by observing the
sign of the imaginary part of S at the fundamental frequency
of s. So, the fundamental frequency of s will indicate the
magnitude of the delay estimate, and the sign of the
imaginary part of the transform S at this frequency will
indicate the sign of the delay estimate.
When d = 1 the slope of the sawtooth s is -2nL. As d
increases, the slope becomes more negative, until it reaches a
value of n when d = U2. Figure 1 illustrates the relationship
between the number of segments, segment slope, and delay.
In this example the received signal is noise free, has a delay
of 5 chips and a period of 1024 chips.
Fig. 1. Phase Spectrum Difference Signal, I&.=
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Fig. 2. Phase Spectrum Difference Signal, P = 0.1, d=5
err

"0

200
400
600
800
1000
Normalized Frequency [Cycles per Code Length]

Ad-hoc time delay estimation algorithms can be very
sensitive to SNR. Fig. 2 gives some indication that this
algorithm should work at SNR less than infinity. A
mathematical perturbation analysis to back up this
assumption is presented in the next section.
IV. High S N R Perturbation Analysis
Define the noise vector nx as:
rx[n] = tx[n] + nx[n]
(6)
Each of the elements of nx is equal to:
0 if there is no error
2 if there is an error and the transmitted symbol was a -1
-2 if there is an error and the transmitted symbol was a 1.
Since the DFT is a linear operation
TX[k] = RX[k] - NX[k]
(8)
and substituting (4) into (8) we see that
LX[k] exp(-j2ndk/L) = RX[k] - NX[k]
(9)
Examining the argument of each side of (9) produces
Arg(LX[k]) = 2ndWL + Arg(RX[k]-NX[k])
(10)
If we allow
Arg( RX[k] - NX[k] ) = Arg( RX[k]) - 8[k]
(11)
then we have
Arg(LX[kl-Arg( RX[kl) = 2ndkn- 8[kl
(12)
If 8[k] is small, we expect the difference in phase will be
close to a linear function of k.
When nx[n] = 0 for 1 Ik 5 L then, NX[k] = 0 for 1 Ik
I
L, so 8[k] = 0 for all k. In this case (11) reduces to ( 5 ) as
expected. The question to be addressed here is: what happens
if there are a few errors in the received signal? Ideally, the
estimation algorithm should gracefully degrade as the number
of errors increases. This is not always the case; some rapid
acquisition techniques require a string of error free chips
before they can acquire the delay.
To determine the
sensitivity of this algorithm to errors, we need to examine
the behavior of 0[k] when a few samples of nx[n] are not
zero.

0, d=5
i
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Figure 2 shows the sawtooth waveform produced by a
simulation run where Pen = 0.1 and all other parameters are
set identical to those of Figure 1. Even with the phase noise
present, it is possible to visually observe five segments of
the sawtooth signal, which correspond to the actual delay of
five chips.
Increasing d even more causes the slope of the sawtooth to
increase and eventually change sign. As d approaches L, the
1666

When only a few errors are present, nx[n] will still have a
small energy compared to tx[n], in other words,
L
L
( n x [ n ~ <<
)~ (txrn~)~
(13)
n=l
n=l
Using Parseval’s theorem, we know that (13) implies
L
L
c(Nx[n1)2 << x((TXrn1)2
(14)

(19)

c

n=l

By taking the inverse cosine of both sides of (19) and
applying a trigonometric substitution, it is possible to show
8 = sin-l(b / a)
(20)
Inequality (15) ensures that b/c is small, so we can
approximate the right hand side of (20) by b/c. Changing
back to the original notation produces the final result,

n=l

Since the transmitted signal is a PN code, we expect its
power spectrum to look reasonably flat, meaning that the
values of ITX[k]l are fairly uniform over the range of k.
Also, since only a few errors occurred, we expect nx to be
approximately delta correlated, making INX[k]l almost
constant. This motivates the assumption that for most, if
not all, values of k
INX[klI << ITX[kll
(15)
This approximation is supported by simulation results.
Inequality (15) helps us determine the behavior of B[k]. To
simplify the notation in this section we will temporarily drop
the dependence on k and define IRX[k]I = a, INX[k]l = b and,
IRX[k]-NX[k]l = c. Fig. 3 shows the phase angle error B[k]
and the relationship among the complex vectors (phasors)
RX[k], NX[k] and TX[k].

Equation (21) suggests that even when a few errors occur,
the difference of the phase spectrum data will still closely
resemble a sawtooth waveform. Thus, the estimator should
not catastrophically fail when a few errors are present.

V. ESTIMATOR REALIZATION
Section 111suggested an estimator structure and Section IV
showed that the estimator perfomance should not change
dramatically when a few errors are present. A Monte Carlo
simulation was run to further evaluate the performance of the
estimator. The results of the simulation show that the
estimator performs well for delays close to 0 chips and near L
chips. However there is a considerable performance
degradation at delays close to one half of the code length, U2.
This motivated a modification to the estimator structure,
which is shown graphically in Fig. 4. The phase spectrum
of r x is now compared to two local references. One of the
references is identical to the one used before, while the other
is delayed by L/2 chips. The final delay estimate is produced
using the following algorithm:
1) An estimate is produced for each one of the two
references.
2) These two estimates are compared, and the one which
is smaller in magnitude is selected as being more
plausible.
3) The sign of the estimate is obtained as before.
4) The chip offset count U2 is added if the second
estimate was chosen.
This modification dramatically reduces the performance
degradation observed for the estimator proposed in Section III.
The performance is now fairly uniform over the full range of
possible delays. A simulation of the improved estimator was
performed, using the same simulation parameters. A
summary of these simulation results are shown in Fig. 5 .
The two curves represent the best and worst case delays,
corresponding to a delay of 0 and 255 chips (approximately
U4).
Notice that in addition to estimating the time delay, this
device can also be used to estimate Perr. To do so, the sum
of the residuals may be used, as indicated in [2]. This is a
useful parameter, and when combined with the results
reported in Fig. 5 , may be used to estimate the probability
that the delay estimate is correct.

Fig. 3. Phase Diagram for Noise Analysis

Re
Using the new notation, (1 l), and the law of cosines, one can
see that
c2 + a 2 - b 2
cos(e) =
(16)
2ca
Note that (15) and (1 1) imply that c>>b and a = c. This
makes it reasonable to assume that le(e x . We are interested
in finding the maximum value of lei in this region, which
will correspond to the minimum value of cos(@). This
minimum can be located by differentiating (16) with respect
to a, and setting the result equal to zero. So (16) produces
_1 _ - b 2 + c 2 + a 2
=O
(17)
C
2a2c
or
a2 = c2 - b2
(18)
Placing (1 8) into (16) produces
1667

Fig. 4 Estimator Block Diagram

VI. COMPARATIVE RESULTS
In this section we attempt to compare the performance of
the estimator proposed in Fig. 4. to other fast time delay
estimators.
A. Upper bound for the Derformance of RASE
The RASE estimator is described in detail in [3]. Because
of the block signal processing nature of new estimator, it was
difficult to make a direct performance comparison with the
RASE system. However it was possible to derive a bound
on the RASE estimator performance that can be compared to
the new technique.
The RASE estimator must load an n stage shift register
with the correct sequence, then test the sequence to determine
if it is correct. Each operation of loading the complete shift
register is considered one trial. The probability that any chip
is loaded incorrectly into the shift register is Perr. The
cumulative probability of acquisition on or before the xth
trial is then given by [3]:

P[X I X I = 1-(1 -p)x

(22)

where
(23)
P = (1 -per>"
Using the techniques and data found in [4], we define the
number of times the RASE estimator will be allowed to
reload a 10 bit shift register as x=L/O. Recall that L is the
code length (1024 in our examples) and 0 is the observation
interval. We will assume that the entire observation interval
is spent cross correlating the output of the local PN sequence
generator with the received signal, to determine if the register
was properly loaded. This is an optimistic assumption for
the RASE system, and will result in a probability of
acquisition that is higher than actual systems can achieve.
We also assume the RASE system is using optimal length
observation intervals. The optimal length interval is a
function of the SNR, and may not be easy to determine.
Using the data supplied in [4], for a Perr of 0.38 (i.e. an
SNR of -10 dB), and an observation interval of 64 chips, the
RASE system will be able to evaluate 16 offsets within the
1024 chips present in one cycle of the code. This will result
in a probability of acquisition (after 1024 chips) of 0.126.
This compares to a probability of acquisition of 0.37 for the
new estimator (as reported in Fig. 5 ) . The new estimator is
approximately 6 dB better than the RASE bound at this
point.
Using a second data point provided in [4], when the Pen =
0.425 (an SNR of -5 dB) the RASE bound produces a
probability of correct acquisition of 0.975 while the new
estimator can achieve a probability of acquisition of
approximately 0.99. This is approximately a 2dB
improvement.
As the SNR increases to infinity, the RASE system will
eventually outperform the new technique. In a noiseless
environment the RASE system will only need to observe 10
chips where the proposed system will need to see 1024.
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B. Comparative results against the MLE in an AWGN
The new estimator was also compared to a MLE time
delay estimator. The results of this comparison are shown in
Fig. 6. As expected, the new estimator is inferior to the
MLE estimator. The degradation i n performance is
approximately 7 dB.
Fig 6. Comparison of MLE and New
Estimator in AWGN Channles
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studied, the new estimator could tolerate a decrease of 14.5 dB
(over the MLE solution) and still guarantee acquisition of the
signal. The complexity of the proposed estimator is
comparable to a MLE estimator. The algorithm can be
extended to estimate the channel SNR or Pem. Finally, the
estimator structure and all operating parameters are
independent of the channel SNR.
Fig 7. Worst Case SJR Acquisition
(True Delay = 1 chip)
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C. Comparative results against the MLE in a CW
Jamming Environment
In this subsection we consider the case of a noise-free
channel, aside from a large tone (CW) jammer. We evaluated
estimator performance over a range of jamming frequencies.
At each frequency the estimator will either correctly identify
the offset or make an error, based on the signal-to-jammer
ratio (SJR) and the relative phase of the jammer and the
transmitted code. We searched for the worst jammer phase,
and then found the SJR required to guarantee acquisition of
the code offset at this worst case phase. The results of this
work are shown in Fig. 7.
The relative offset between the transmitter PN generator
and the local PN generator was fixed at 1 chip. The MLE
estimator required a SJR of -7 dB for all jamming frequencies.
However the new estimator‘s performance varied as a function
of jamming frequency. The worst jamming frequency was
512 cycles per code period. This resulted in a worst case SJR
of -21.5 dB required to guarantee acquisition. Because of the
construction of the new estimator, a jammer at an appropriate
frequency can actually aid acquisition, which explains the
significant decrease in the necessary SJR close to a jamming
frequency of 1 cyclelcode period.
VII. CONCLUSION
A new time delay estimation structure has been proposed
for periodic PN sequences. It uses phase spectrum data, but
does not require phase unwrapping. It is a block-based, fast
acquisition device that can be used with either linear or
nonlinear codes. It is intended to be used at moderate and
high SNR, and the performance degrades gracefully as the
SNR decreases. The performance of the estimator compared
favorably to a bound developed for the RASE system. A
MLE estimator is superior in an AWGN environment (by
approximately 7 dB), but the new estimator appears superior
to the MLE in a CW jamming environment. In the case
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