The space of all probability measures having positive density function on a connected compact smooth manifold M , denoted by P(M ), carries the Fisher information metric G. We define the geometric mean of probability measures by the aid of which we investigate information geometry of P(M ), equipped with G. We show that a geodesic segment joining arbitrary probability measures µ1 and µ2 is expressed by using the normalized geometric mean of its endpoints. As an application, we show that any two points of P(M ) can be joined by a geodesic. Moreover, we prove that the function ℓ defined by ℓ(µ1, µ2) := 2 arccos M √ p1 p2 dλ, µi = pi λ, i = 1, 2
Introduction
Let a, b be positive numbers. Their geometric mean is √ a b. The geometric mean of probability measures is similarly defined. The geometric mean of probability measures of density functions p 1 , p 2 is a measure whose density function is √ p 1 p 2 . From the geometric mean we obtain a probability measure by normalizing it.
In this paper we study, from a viewpoint of the normalized geometric mean, information geometry of the space P(M ) of probability measures on a manifold M , which is equipped with Fisher information metric G.
We give a formula describing geodesic segments by the aid of the normalized geometric mean and then exhibit an exact form of the distance function for the space of probability measures with respect to the metric G.
Let M be a connected, compact smooth manifold with a smooth probability measure λ. Let P(M ) be the space of probability measures on M which are absolutely continuous with respect to the measure λ and have positive continuous density function; P(M ) = µ µ is a measure on M,
Here dµ/dλ is the Radon-Nikodym derivative of µ with respect to λ and C 0 + (M ) denotes the set of all positive continuous functions on M . The geometric mean of µ 1 = p 1 λ, µ 2 = p 2 λ ∈ P(M ) is defined by √ p 1 p 2 λ. By normalizing the geometric mean, Defninition 1.1. Let ϕ : P(M ) × P(M ) → P(M ) be a map defined by
which we call the normalized geometric mean of µ 1 and µ 2 .
We remark that dµ 2 dµ 1 µ 1 = √ p 1 p 2 λ for µ i = p i λ, i = 1, 2 and then ϕ(µ 1 , µ 2 ) = ϕ(µ 2 , µ 1 ), ϕ(µ, µ) = µ. The aim of this paper is to present geometric characterization of the map ϕ and the function ℓ from information geometry of P(M ). We regard the space P(M ) as an infinite dimensional manifold whose tangent space T µ P(M ) at µ ∈ P(M ) is identified with the vector space τ τ is a signed measure on M ,
T. Friedrich [8] defines for each µ ∈ P(M ) an inner product G µ of τ 1 , τ 2 ∈ T µ P(M ) by
which is a natural extension of the Fisher information matrix for a statistical model in mathematical statistics and information theory (see [2] ). We call the map µ → G µ the Fisher information metric on P(M ). The metric G is invariant under the push-forward transformation of probability measures, as easily observed (see [8, Satz 1] ). An embedding ρ : P(M ) → L 2 (M, λ) ; µ = pλ → √ p provides the space P(M ) an L 2 -topology. See section 4 for a relevant topology and an appropriate smooth structure on P(M ). Remark that the pullback of the L 2 -inner product via ρ coincides with 1 4 G(·, ·). Let ∇ be the Levi-Civita connection of the metric G. Then ∇ is given by
for any τ 1 , τ 2 ∈ T µ P(M ) (see [8, p.276] ). Friedrich computes the Riemannian curvature tensor of G by using (1.6) and shows that the space P(M ) equipped with the metric G has constant sectional curvature +1/4 ([8, Satz 2]). He also obtains an explicit formula for a curve in P(M ) to be geodesic with respect to G for a given initial data. In fact, let γ : I → P(M )(I ⊂ R is an open interval, 0 ∈ I) be a geodesic, parametrized by arc-length with an initial data;
Then the density function p t = p t (x) of γ(t) with respect to λ has the form
From this formula any geodesic of P(M ) is seen to be periodic with period 2π. It is true that γ(t) = p t λ is indeed a probability measure for any t. However, it is not determined from (1.7) whether γ(t) = p t λ belongs to P(M ). It is also not mentioned in [8] whether p t ∈ C 0 + (M ) at any t for which γ(t) is defined. However, this is completely solved for a geodesic segment, by the aids of the density free expression for geodesic together with the notion of normalized geometric mean.
Every geodesic is incomplete, as we see from (1.7) γ(±π) ∈ P(M ), because
λ and Mṗ 0 (x)dλ(x) = 0 so that the continuous functionṗ 0 (x) admits necessarily a zero in M . It is of interest whether an interval I ⊂ (−π, π), on which the geodesic γ is defined, can be extended to a maximal one.
We emphasize that by relaxing the continuity of density function for probability measures, the situation for geodesics is drastically changed, as will be seen in Proposition 2.5, for example, uniqueness of geodesic segment for given endpoints collapses.
In [10] we obtain from (1.7) a density free description of a geodesic in P(M ) by the aid of which we derive an explicit formula representing a geodesic segment γ(t) for given two endpoints µ, µ 1 ∈ P(M ). By using the normalized geometric mean, we obtain the following theorem stating uniqueness and existence of geodesic segment. Theorem 1.3. Let µ, µ 1 ∈ P(M ) be arbitrary distinct probability measures. Then, there exists a unique geodesic γ(t) with respect to G parametrized by arc-length, joining µ and µ 1 , and being expressed in the form
Here γ(l) = µ 1 , l = ℓ(µ, µ 1 ) and a i (t) i = 1, 2, 3 are the non-negative functions of t satisfying a 1 (t) + a 2 (t) + a 3 (t) = 1, which are given by
The uniqueness of a geodesic segment follows from the fact that all probability measures in P(M ) and tangent vectors have continuous density function on M .
From Theorem 1.3, we find the following properties of geodesics in P(M );
(ii) the geodesic segment γ : [0, l] → P(M ) is a curve lying on the plane spanned by µ, µ 1 and their normalized geometric mean ϕ(µ, µ 1 ), (iii) the velocity vectors of the geodesic segment at t = 0 and t = l are respectively given byγ(0) = cot
. This implies that two tangent lines defined at the endpoints of the geodesic segment always intersect each other at ϕ(µ, µ 1 ) (see Remark 2.6) and (iv) the midpoint of the geodesic segment γ(t), t ∈ [0, l] is represented by
The probability measure at the right hand side is viewed as the normalized (1/2)-power mean of endpoints µ, µ 1 . Here the normalized α-power mean ϕ (α) (µ, µ 1 ), α ∈ R, of probability measures µ, µ 1 is defined by
(1.10)
The normalized α-power mean is derived from the α-power mean of positive two numbers a and b defined by a α +b α 2 1/α (see [4] ). In particular, the arithmetic mean, the geometric mean and the harmonic mean are α-power means, α = +1, 0 and −1, respectively. Remark 1.5. A. Ohara considers in [14] operator means and a dualistic structure naturally introduced on symmetric cones, i.e., a Riemannian metric g together with affine connections (∇, ∇ * ) dual each other with respect to g on the cones. In particular, he constructs a family of affine connections {∇ (α) } such that ∇ (α) and ∇ (−α) are dual each other and shows that the midpoint of ∇ (α) -geodesic segment is the α-power mean of their endpoints. Proposition 1.4 (iv) is inspired by his consideration.
We are able to define similarly α-connections on P(M ), which also play a significant role in information geometry, and obtain in a subsequent paper a certain relation between the midpoint of a geodesic segment of α-connection and the normalized α-power mean of their endpoints. Remark 1.6. The authors considered in [10] a Hadamard manifold X, a simply connected, complete Riemannian manifold having non-positive curvature, and the space P(∂X) of probability measures defined on the ideal boundary ∂X of X. Under certain assumptions, we can define a map bar : P(∂X) → X, called the barycenter map, as a critical point of a function B µ : X → R given by B µ (x) = θ∈∂X B θ (x) dµ(θ), where B θ (x) is the Busemann function associated with θ ∈ ∂X, geometrically defined on a Hadamard manifold. The barycenter map plays an essential role in the proof of Mostow's rigidity theorem shown by G. Besson et al.([3] ), following the idea of Douady and Earle [7] . In [10, Theorem 5] , the authors show that the map bar : P(∂X) → X is an onto fibration and then investigate certain conditions for a geodesic segment of P(∂X) under which the endpoints of the geodesic segment are contained in a common fiber bar −1 (x), x ∈ M . For other directions of geometry of P(∂X) with respect to Fisher information metric refer to [13, 12, 9] .
The following theorem indicates that the function ℓ, defined in (1.3) is actually the distance function of the space P(M ). Theorem 1.7. ℓ(µ, µ 1 ) gives the distance between µ and µ 1 with respect to the Fisher information metric G.
This theorem is verified by the aid of three propositions, familiar in a finite dimensional Riemannian geometry; Gauss lemma, the existence theorem of totally normal neighborhood and the minimizing length properties of geodesics, cf. [6, Chap. 3] .
Remark 1.8. T. Friedrich also stated that ℓ(µ 1 , µ 2 ) is the distance between µ 1 and µ 2 , but without a proof (see [8, p.279 , Bemerkung]).
From Theorem 1.7, the distance satisfies ℓ(µ 1 , µ 2 ) < π for all µ 1 , µ 2 ∈ P(M ). Therefore the diameter D of P(M ) with respect to the metric G fulfills D ≤ π. The diameter is here defined by
By applying the parametrix of the heat kernel of a compact smooth Riemannian manifold M the theorem can be verified. For the details, refer to [11] .
We can develop information geometry for a more general setting of probability spaces by the aids of the researches of Pistone-Sempi (for their study refer to [15, ?] and [5] ). In final section we will outline their argument by means of Orlicz spaces. We show further in Proposition 4.4 that Fisher information metric G, given at (1.5), can be represented as the covariance of random variables in a local chart representation, by the framework of Pistone-Sempi. This paper is organized as follows. In section 2, we outline the derivation of a geodesic γ(t) for a given initial data γ(0) = µ andγ(t) = τ , and for a boundary data γ(0) = µ and γ(l) = µ 1 , respectively. We show Theorem 1.3. Moreover, we state a geometric characterization of the normalized geometric mean in Fisher information geometry. Section 3 deals mainly with Theorem 1.7. In final section the argument of Pistone and Sempi is summarized.
Geodesics with respect to Fisher information metric
We outline the derivation of a formula of geodesic in P(M ) by following the argument of T. Friedrich (see [8, §2] for details). Let λ ∈ P(M ) be the probability measure represented by the Riemannian volume form of M , associated with a Riemannian metric, provided M is orientable. For non-orientable M choose the double coveringM of M and then taking the push-forward of the Riemannian volume form λM via the double covering map π :M → M .
Denote by γ(t) = p t λ a geodesic in P(M ) which is parametrized by arclength, and whose initial point is γ(0) = µ and initial unit velocity is τ ∈ T µ P(M ). Here p t : x → p t (x) is a continuous function on M which is assumed to be C 1 -class with respect to t. Since γ(t) is a geodesic, we have
for any constant vector field τ . Then, by using the formula (1.6) for the LeviCivita connection with respect to G, we find that p t satisfies d dt
Setting f t =ṗ t /p t , we obtainḟ t + 1 2 f t 2 + 1 2 = 0 and find that a solution to this differential equation is f t = tan (−1/2 + A). Hence we have log p t = 2 log cos (−t/2 + A) + B, that is,
where A and C are functions on M determined by the initial condition as follows;
Hence we have
The following is the density free expression of a geodesic.
Proposition 2.2. Let γ(t) be a geodesic with γ(0) = µ andγ(0) = τ . If τ is of unit norm, i.e., |τ | µ = 1 with respect to G, then γ(t) is represented by
In fact, set µ = p 0 λ, τ =ṗ 0 λ and obtain from Proposition 2.1
Remark 2.3. We notice from (2.2) that γ(±π) = (dτ /dµ) 2 µ is a probability measure. However, it does not have positive density function, as we remarked in section 1. Moreover the formula (2.2) indicates that every geodesic is periodic with period 2π, since
Therefore we are able to choose a parameter t, at which γ(t) is defined, is inside the open interval (−π, π).
Next, we rewrite (2.2) by using the boundary data (see [10, Theorem 11] ).
Theorem 2.4. Let µ, µ 1 be arbitrary probability measures of P(M ). Assume µ = µ 1 . Then there exists a unique geodesic segment
with initial velocity vector
The theorem is verified as follows. If we assume that µ and µ 1 are joined by (2.2), then there exists a positive number l such that γ(l) = µ 1 , i.e., it holds cos
Solving this equation with respect to dτ /dµ, by using an analogous argument in [10, p.1830, Assertion 3], we find that the initial velocity τ is uniquely determined by
as follows. In fact, from (2.3) we have
The subsets M 1 , M 2 satisfy M 1 ∪ M 2 = M and both are closed, since on a manifold M the function dτ /dµ must be continuous and the function at right hand side is also continuous. First, we have M 1 ∩ M 2 = ∅. This is because, if there exists, otherwise, x ∈ M 1 ∩ M 2 then dµ1 dµ (x) = 0 which is a contradiction. From this and by using the normalized geometric mean ϕ, for the given µ, µ 1 we can express (2.4) as
We also have
Thus the theorem is proved. If we relax the space P(M ) of probability measures having continuous density function as the spaceP (L 2 ,λ) (M ) consisting of probability measures µ = pλ having L 2 -integrable, non-negative density function p. Then, Proposition 2.5. For given distinct µ, µ 1 ∈ P(M ) there exists a geodesic segmentγ(t) which joins µ and µ 1 , while, at least belongs toP (L 2 ,λ) (M ) for each t such that the initial velocity vectorγ(0) has L 2 -integrable density function, but not continuous. Furthermoreγ(t) satisfiesγ(0) = µ,γ(π) = µ 1 .
To see this proposition we set µ = pλ and µ 1 = p 1 λ with normalized geometric mean ϕ(µ, µ 1 ) and ℓ = ℓ(µ, µ 1 ). Here p, p 1 ∈ C 0 + (M ). Consider the geometric mean of µ and µ 1 , τ 0 = cos ℓ 2 ϕ(µ, µ 1 ), given by p(x)p 1 (x) λ. Let q 0 (x) be the density function of ϕ(µ, µ 1 ) with respect to λ, a positive continu-
Choose a point x 0 ∈ M and let C x0 be the cut locus with respect to x 0 . Here, dim C x0 ≤ dim M − 1 so C x0 is a measure zero set with respect to λ. For the notion and geometrical properties of cut locus refer to [16] . Via the exponential map exp x0 M \ C x0 is diffeomorphic to a domain D of T x0 M . D is bounded, since M is compact so that there exists R > 0 such that D ⊂ B 0 (R), where B 0 (R) is the euclidean ball of radius R in T x0 M with respect to the euclidean metric. Let σ be the Lebesgue's measure on T x0 M and identify σ with reduces to
whereq 0 andf are the functions on B 0 (R), the natural extension of q 0 (exp x0 u) and f (u), respectively, asq
Consider the function of r h(r) :=
is not hard to see that h is increasing and continuous and h(0) = 0. By the mean value theorem for continuous functions there exists an r 0 > 0 such that h(r 0 ) = 1/2. defnine τ 1 by
Therefore the measure cos ℓ 2 τ 1 belongs to the tangent space at µ and is of unit norm, since
One finds easily cos ℓ 2 τ 1 ∈ L 2 with respect to λ. Thus the proposition is verified. Now we return back to our main subject and prove Theorem 1.3. Substituting (2.4) into (2.2), we have
The second term in the last is represented as
since from defninitions 1.1, 1.3 one has
On the other hand the first and third terms are written as a 1 (t)µ and a 2 (t)µ 1 , respectively. Therefore we obtain the form (1.8). Since γ(0) = µ, γ(ℓ(µ, µ 1 )) = µ 1 , easy computations show us
Moreover, it is obvious that a i (t) ≥ 0, i = 1, 2, 3 for 0 ≤ t ≤ l < π. Hence, we conclude that γ(t) belongs to P(M ) for any t ∈ [0, l], which means that γ is the geodesic being inside P(M ) and joining µ, µ 1 ∈ P(M ).
Remark 2.6. The equation (2.5) implies that the tangent line of γ(t) at γ(0) = µ, which is a curve in P(M ), passes through the normalized geometric mean ϕ(µ, µ 1 ). Now, we consider the geodesic γ − (t) = γ(l − t) which has inverse direction of γ. Then, γ − (l) = µ andγ − (0) = 1 tan l 2 (ϕ(µ 1 , µ) − µ 1 ). Hence, similarly as γ, the tangent line of γ − (t) at γ − (0) = γ(l) = µ 1 also passes through ϕ(µ, µ 1 ). Thus, we obtain Proposition 1.4 (ii) and more generally the following.
Theorem 2.7. Let µ, µ 1 be points on a geodesic γ. Let L µ and L µ1 be the tangent lines, tangent to γ at µ and µ 1 , respectively. Then, the lines L µ and L µ1 intersect and their intersection point is the normalized geometric mean ϕ(µ, µ 1 ) of µ and µ 1 . (See Figure 1) . 
Distance function of (P(M), G)
In this section we will exhibit that ℓ(µ, µ 1 ) is precisely distance of µ and µ 1 in P(M ).
Exponential map on P(M)
Let τ ∈ T µ P(M ) be a tangent vector at µ and suppose that there exists a geodesic γ : [0, 1] → P(M ) satisfying γ(0) = µ,γ(0) = τ . Then γ(1) ∈ P(M ) will be customarily denoted by exp µ τ . The geodesic γ can thus be written by γ(t) = exp µ tτ. 
where τ ∈ T µ P(M ) defined by τ = lτ , l = ℓ(µ, µ 1 ) andτ ∈ T µ P(M ) is a unit tangent vector defined byτ
Proof. From Proposition 2.2,
withτ of (3.2) gives us a geodesic, parametrized by arc-length, satisfyingγ(0) = µ,γ(0) =τ andγ(l) = µ 1 . Put τ = lτ and t = ls and set γ(s) =γ(ls). Then, γ(s) is a geodesic defined over [0, 1] , which has the form (3.1). It is straightforward to see that γ(0) = µ, γ(1) = µ 1 andγ(0) = τ Let µ ∈ P(M ) be a probability measure. We fix µ for a moment. Let ε be a real number satisfying 0 < ε < π and let B(µ; ε) be a set of probability measures µ 1 ∈ P(M ) for which ℓ(µ, µ 1 ) < ε;
Proposition 3.2. Let 0 < ε < π and set
Note that when |τ | µ = 0 we put |τ | µ cot |τ | µ 2 = 2.
Then, the exponential map exp µ : B(µ; ε) → B(µ; ε) defined by
Proof. First we will show that exp µ τ which we denoted by µ 1 belongs to B(µ; ε) for any τ ∈ B(µ; ε). Since
Then, cos |τ | µ 2 = cos ℓ(µ 1 , µ) 2 from (1.3) and hence |τ | µ = ℓ(µ 1 , µ) and thus µ 1 ∈ B(µ; ε). Next we will show that the map exp µ is injective over B(µ; ε)\{0}. Let τ, τ ′ ∈ B(µ; ε)\{0}. Assume that exp µ τ = exp µ τ ′ which we denote by µ 1 .
Then from the above argument, we have ℓ(µ 1 , µ) = |τ | µ = |τ ′ | µ . Moreover, from
it follows dτ dµ = dτ ′ dµ and hence τ = τ ′ , which means the injectivity of the map exp µ . The surjectivity is obtained by taking µ 1 in B(µ, ε) and also τ = lτ ∈
is a unit tangent vector at µ and l = ℓ(µ, µ). Then, from Lemma 3.1 µ 1 is described as µ 1 = exp µ τ , which implies the surjectivity of exp µ .
Remark 3.3. From the above proposition, especially from its actual form the map exp µ is smooth over B(µ; ε)\{0} together with smooth inverse map exp
A totally normal neighborhood
Lemma 3.4. Let µ = p(x) λ and µ 1 = p 1 (x) λ be probability measures in P(M ). Then,
and hence, B(µ; ε) is written as
Here | · | L 2 is the L 2 -norm on the space of functions over M with respect to the reference measure λ.
Remark 3.5. From (3.5) B(µ; ε) can be regarded as a neighborhood of P(M ) with respect to the L 2 -norm on p(x) which we identify with µ = pλ. Therefore we consider each B(µ; ε) as a neighborhood of P(M ).
Proof. Denote ℓ(µ 1 , µ) by ℓ by abbreviation. Then, the left hand side of (3.4) is equivalent to 0 ≤ ℓ/2 < ε/2 and hence to cos(ε/2) < cos(ℓ/2) ≤ 1. On the other hand, we have the following identity;
which is derived from
7)
Lemma 3.7. Let B(µ; ε) be a neighborhood with ε < π/4. Then, for any
Proof. For µ 1 , µ 2 ∈ B(µ; ε) one has ℓ(µ i , µ) < ε, i = 1, 2, equivalently
so from the above argument, we have
which means (3.10).
Proposition 3.8. Let µ ∈ P(M ) be an arbitrary probability measure and ε be a real number satisfying 0 < ε < π. Let W = B(µ; ε/4) be a neighborhood defined at (3.3). For any µ 1 ∈ W , let B(µ 1 ; ε) be a neighborhood of µ 1 . Then,
(ii) exp µ1 is a diffeomorphism between B(µ 1 ; ε) and B(µ 1 ; ε).
The neighborhood W is called a totally normal neighborhood of µ.
Proof. Notice ℓ(µ 1 , µ) < ε/4. If µ 2 ∈ W , then ℓ(µ 2 , µ) < ε/4. From Lemma 3.7 we have ℓ(µ 1 , µ 2 ) < 4 · (ε/4) = ε and hence µ 2 ∈ B(µ 1 ; ε). Since µ 2 ∈ W is arbitrary, W ⊂ B(µ 1 ; ε) is concluded. Assertion (ii) is shown directly from Proposition 3.2, since 0 < ε < π.
Lemma 3.9 (Gauss Lemma). Denote by f (t, τ ) the image of the exponential map exp µ tτ , t > 0 and
Proof. While this lemma is a routine in Riemannian geometry, we verify it
Here δτ is a tangent vector at τ to S µ := {σ ∈ T µ P(M ) | G µ (σ, σ) = 1}. Now we will see G f (t,τ ) (∂f /∂t, ∂f /∂τ ) = 0. Since and similarly
and thus
which is reduced to zero, since
where G µ (τ, δτ ) = 0 is derived from the derivation of G µ (τ, τ ) = 1 along direction δτ . Thus, the lemma is proved. Proof. We may suppose that c([0, 1]) ⊂ B(µ; ε). Since exp µ is bijective on B(µ; ε), c(t) for t = 0 can be written uniquely as c(t) = exp µ (r(t)τ (t)) where t → τ (t) is a piecewise C 1 -curve in T µ P(M ) with |τ (t)| G,µ = 1 and r : (0, 1] → R is a positive piecewise C 1 -function.
Set f (r(t), τ (t)) := exp µ (r(t)τ (t)). It follows then that, except for a finite number of points dc dt (t) = ∂f ∂rṙ (t) + ∂f ∂ττ (t).
Since ∂f ∂r c(t) = 1 with respect to Fisher information metric G, it holds from Gauss lemma asserting G c(t) ∂f ∂r ,
∂f ∂τ
Therefore, for a sufficiently small positive real number δ, we have
.
is not contained in B(µ; ε), we consider the first point t 1 ∈ (0, 1) for which c(t 1 ) belongs to the boundary of B(µ; ε). We have then Proof. Let t ∈ [a, b] and let W be a totally normal neighborhood of a point c(t). Then, there exists a closed interval I ⊂ [a, b], with non-empty interior and t ∈ I such that c(I) ⊂ W . The restriction c| I : I → W is a piecewise C 1 -curve joining two points of W . From Proposition 3.10 together with the hypothesis, the length of c| I is equal to the length of a radial geodesic joining these two points. From Proposition 3.10 and from the fact that c| I is parametrized proportionally to arc length, c| I is a geodesic.
The topology of P(M)
In this section we introduce certain topology and smooth structure on P(M ) by means of the argument of Pistone and Sempi developed in [15] . For this purpose, let (Ω, B, λ) be a probability space in a more general setting and denote by M λ the set of L 1 -integrable density functions of all the probability measures µ equivalent to λ, i.e., µ ≪ λ, λ ≪ µ,
is the expectation with respect to λ. Let µ = pλ be an arbitrary probability measure of M λ . For a real valued random variable u, i.e., a measurable function on (Ω, B, µ) we denote byû µ (t) the moment generating function of u, defined
. defnine for each µ a vector space consisting of certain random variables;
The first condition, 0 ∈ D(û µ ) 0 means that the domain ofû µ contains a neighborhood of 0. Then, V µ turns out to be a closed linear subspace of a Banach space L φ (Ω, µ), the Orlicz space of the Young function φ = φ(t);
with norm
Note the Young function φ(t) is a real valued convex, even function on R satisfying φ(0) = 0 and strictly increasing for t > 0 with lim t→∞ t −1 φ(t) = +∞. In [15] φ(t) = cosh t − 1 especially is adopted. The Orlicz space L φ (Ω, µ) of the Young function φ is the generalization of the space L p (Ω, µ) of L p -integrable functions on Ω, p ≥ 1. For a precise argument refer to [15] . It is shown in [15] that V µ coincides with the closed linear subspace
and the following holds;
(the symbol ֒→ means a continuous and dense embedding). The space P(M ), our main subject in this paper, turns out to be a dense subset of
together with U µ = σ µ (V µ ), the image of V µ and s µ = σ The atlas of M λ necessarily induces a topology which is shown to be equivalent to the topology induced from the e-convergence defined in [15, defninition 1.1] .
From this theorem the map ϕ, the normalized geometric mean, given in defninition 1.1 turns out to be smooth.
As the space M λ can be treated as an affine manifold, in the rest of this section by applying the definition of tangent vectors to M λ given in [15] , we present the Fisher information metric in local coordinate expression. Now let c : I → M λ be a C 1 -curve of M λ with c(t 0 ) ∈ U ν with respect to a chart (U ν , s ν ). We have then the C 1 -curve u ν (t) = s ν • c(t) in V ν in the form of u ν (t) = ln dc(t) dν − E ν ln dc(t) dν (4.6) with velocity vector u ′ ν (t 0 ) = (ds ν ) c(t0) (c ′ (t 0 )) belonging to V ν ;
When c(t 0 ) ∈ U ν1 , with respect to another chart (U ν1 , s ν1 ), we have similarly the C 1 -curve u ν1 (t) = s ν1 • c(t) in V ν1 with velocity vector u ′ ν1 (t 0 ) ∈ V ν1 . Therefore, it is shown from the affine structure of the space M λ , stated in Theorem 4.1 that the difference u ′ ν1 (t 0 ) − u ′ ν (t 0 ) is a constant function and from this fact the tangent vector of c(t) at t = t 0 in local coordinate expression is defined as the collection of such velocity vectors and denote it by [c ′ (t 0 )]. The set of all tangent vectors is a vector space, denoted by T c(t0) M λ . To formulate Fisher information metric in local coordinate expression we select a velocity vector which is particular from the collection [c ′ (t 0 )], u ′ µ (t 0 ) = (ds µ ) µ (c ′ (t 0 )), where u µ (t) = s µ • c(t) is a curve in V µ with respect to a chart (U µ , s µ ) for which c(t 0 ) = µ. Notice that u µ (t 0 ) = 0 and u µ (t) ∈ V µ for any t and hence u ′ µ (t 0 ) ∈ KerE µ . By using particular tangent vectors we have 
