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ABSTRACT
TabuSearchisageneralheuristicmethodforcombinatorialoptimization
problem,whichhasbeensuccessfullyappliedtoseveraltypesofdifficult
combinatorialoptimizationproblem.Wepresenttwoef且cientparallel
implementationsofTabuSearchAlgorithmf6rgraphmulti-partitioning
problem.Theoneideahasbeentakentoparallelizeneighbourhoodspace
andachievedalinearspeedup.Anothermainapproachforgettinghigh
qualityofsolutionshasbeenalso・prqposed.Thealgorithmproduces
independentpartialproblemusingsimpleagentandexecutethemulti
threadprocedureinwhichseveralprocessesexploreindependentlythe
searchspaceofpartialproblem.Itproducescooperativelybettersolution
丘ompartialsolutionsobtainedbyparallelthreadwithreducedcomputational
time.Finally,asthealgorithmiswellsuitedforparallelcomputation,an
implementationonacomputationalenvironmentusingMPIlibraryis
described.Numericalresultsandspeedupsobtainedshowtheef丘ciencyof
theparaHelalgorithm.
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1 lNTRODUCTION
TabuSearchandSimulatedAnnealingarenoveltechniquesforsolving
combinatorialoptimizationproblem,whichhavebeensuccessfullyappliedto
severaltypesofdif丘cultoptimizationproblem.Weimplementbasictabu
searchandbasicsimulatedannealingalgorithm,andexamineherethe
perf6rmanceofthebothbasictypeofmeta-heuristicalgorithmsforgraph
multi-partitioningproblem.Itappearsthatthequalityofsolutionobtained
bybothalgorithmsyieldapproximatelysimilarresults.However,Wefound
thatthetabusearchalgorithmrequiredmorecomputationaltimethan
simulatedannealing,andthereistendencyfbrthesolutionsobtainedusing
basictypeofmeta-heuristictobetrappedinbadnearoptimum.Therefore,
theincreasingavailabilityofparallelmachinesoffersaninterestingopportunity
toexplorethepossibilityofnewtabusearchalgorithms[2].
Inthisrespect,wepresenttwoefficient,parallelimplementationsof
TabuSearchAlgorithmfbrgraphmulti-partitioningproblem.Theoneidea
hasbeentakentoparallelizeneighbourmoveandachievedalinearspeedup.
Anothermainapproach,whichisMulti-threadpara11elism,forgettinghigh
qualityofsolutionshasbeenalsoproposed.Multi-threadparallelismhas
beenimplementedusingaframeworkinwhichanumberofindependent
threadsoperateoneachdifferentpartialsolutionspace,toimprovethequality
ofsolutions.But,theproblemwiththiskindofparallelismbyiterative
searchisthatitstronglylimitsthemovementpossibilitiesbetweendifferent
subproblemsandthusgenerallyinducesalossofqualityoftheglobalsolution.
Weovercomethisdif丘cultybyattractivesearchingbasedontabusearch,
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theextensionofsearchingbysupernodemove,anddivershicationofproducing
subproblemsbygeneratoragents.Itproducesbooperativelybettersolution
丘ompartialsolutionsobtainedbyparallelthreadwithreducedcomputational
廿me.Finally,asthealgorithmsarewellsuitedforparallelcomputation,an
implementationonacomputationalenvironmentusingMPIIibrary[4]is
described.Numericalresultsandspeedupsobtainedshowtheef丘ciencyof
theparallelalgorithm.
Theparallelheuristicprocedurediscussedinthispaper,designedto
"
solve"(inthesenseofapproximatingtheoptimum)thegraphmulti-portioning
problem,ismathematicallyunexciting,buthasperformedremarkablywell,
bothfromthepointofvieWofthecomputationaleffortinvolved,andfrom
thatofthequalityofthesolutionsobtainedonavarietyoftestproblem.
2GRAPHMULTI-PARTITIONINGPROBLEM
Thegraph-partitioningproblemistypicaloptimizationproblemthatis
knownasNP-completeandwellusedasbenchniarkinordertomakethe
comparisonwithotherheuristicapproaches.Itisfindingtheminimumcost
partitionofthenodesofagraphintosubsetsofagivensize.Thegraph-
partitioningproblemarisesinmanydifferentguisesinoperationsresearch.
TheexamplesareplanningtheVLSIcircuitandassignmentoflocations.
Inthispaper,weareconcernedwiththemulti-partitioningproblem
suchthatthetotalcostofedgeinthecutsetisminimized.Thisproblemis
complexitybutmultipurposeincomparisonwithbi-partitioningproblem
examineduntilnow.Toexplainindetail,wegivemathematicalnotation.
LetD(V,E)beagraphwhereVisasetof〃nodesandEisasetofedges.
Graphpartitionisdefinedassetpartition{Vl,V2,...,V.}suchthatblocksize,
whichisnumberofnodesf6reachblock,isfixedsize.Thegraphmulti一
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partitioningproblemcanbe』formulatedmathematicallyasf6110ws.
而〃 Σ吻
i∈K,ブ∈Vl,∀κ<1∈且.2∴。.κ}
∫吻ecttoIVil=・鵜,ゴ=1,_,κ,
Σ 必=〃,
ゴ∈ほ,_,κ}
(1)
where%istheedgecostandMiisablocksizethatisgivenpositive
number.Thenumberofsubsets,κisthesizeofthepartitionwhichisafixed
number.
3SEQUENTIALBASICMETA-HEURISTICSFOUNDATIONS
3.1TabuSearchAlgorithm
Tabusearch[3]isameta-heuristicthatguidesalocalheuristicsearch
proceduretoexplorethesolutionspacebeyondlocaloptimality.Widespread
successesinpracticalapplicationsofoptimization・havespurredarapid
grQwthoftabusearchinthepastfewyears.Thebasisfbrtheta戸usearch
maybedescribedasfollows.Tabusearchbeginsinthesamewayasordinary
localsearch,proceedingiterativelyfromonepoint(solution)toanotheruntil
achosenterminationcriterionissatisfied.Eachx∈Xhasanassociated
neighbourhoodN(x)⊂X,whereXissolutionspaceofgivenproblem,and
eachsolution〆∈N(x)isreachedfromxbyanoperationcalledamove.
Theprocessinwhichthetabusearchmethodseekstotranscendlocal
optimalityisbasedonanevaluationfUnctionthatchoosesthehighestevaluation
moveintermsofobjectivefUnctionandataburestriction.Thetaburestriction
employsastrategyofmodifyingN(x)asthesearchprogresses,effectively
replacingitbyanotherneighbourhoodIV(α,x)=ハ「(x)一α,whereαiscaneda
tabulistconsistingselementsofsolutionsvisitingduringtherecentpast,to
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avoidcycling.But,tabulistmemoryisdesignedtoexertamoresubtle
effectonthesearchthroughtheuseofattributivememory,whichrecords
inf6rmationaboutsolutionattributesthatchangeinmovingfromonesolution
toanother.Akeyaspectsoftabusearchistheuseoftabuliststructures
andneighbourhoodstructurestoorganizethewayinwhichthespaceis
explored.
WeshowbasicTabuSearchalgorithmbyrepresentingneighborhood
structureandtabumemorystructureforthisproblem.Firstweexplain
neighborhoodstructurefbrgraphmulti-partitioningproblem,thatisbased
onexchangeofnodes.Weconsiderasolutionx=(Vl,乃,...,V.),where巧is
thesubsetofpartitionednodesofgraph.Eachsolutionxhasafollowing
neighborhoodN(x).
N(X)={〆=(Vl,V2,_,1ξ,_,脇,_,V.):VS,VW,∀i,vj●[確=(V.Xlil)∪{il,
脇=(Vw＼{ブ})∪{il,i∈v。」'∈Vw,s≠刎}.
(2)
Next,weconsideratabuliststructure.Adatastructurefbrtabulist
willbeusedtostoreapartialrangeofsolutionattributesratherthancom-
pletevisitedsolutions.Forthisproblem,theattributecanconsistofnodes
thatareshiftedbymovesexecuted.Whenanodevofblock巧isshiftedto
anotherblockVj,westorevastheattributeinthetabuhsttoavoidreturning
vtoVli.Insomeapplications,thetabusearchismadesignificantlystrongly
bytodoincludinglonger-termmemory.Thuswealsouselonger-term
memory.Whennodevisshifted,weincreaselonger-termmemoryelement
LTM團by1.Theevaluationfunctionfbrexchangingthenodes吻and吻is
modifiedusinglonger-termmemory,thatis,incrementalcost+(LTM[vi]+
LTM[刎)×BIAS/2,whereBIASisaparameter.
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3.2SimulatedAnnealingAlgorithm
Simulatedannealingalgorithm田providealsoiteratedhill-climbing
mechanismliketabusearchandlocalsearch.Movesthatworsenthecurrent
solutionbyanamount△Eareacceptedwithprobabilitye一△E/乳Tisa
controlparameteranalogoustotemperatureintheannealingofphysicalsystem.
Inanoptimizationframework,weannealasolutionbyperfbrmingstandard
iterativeimprovementsteps,butnowacceptsomeworsenedsolutions
accordingtothistemperaturerule.Centraltoanyannealingalgorithmis
theneedtoevaluatemanymoves.Duringinitialannealing,TisIarge;in
thishotregime,mostuphillmovesareaccepted.Asiterativeimprovement
proceeds,thetemperatureTisslowlyreduced.Neartheendofannealing,
Tissmall;inthiscoldregime,fewuphillmovesareaccepted.Theintentof
therelativelyhightemperaturephaseofthesearchistodiscoverthegross
featuresofthesearchspace.SuccessivelyIowertemperaturesidentify
moreandmoredetailwhilesolutionsbecomemoreandmorelocalized.
Ultimately,simulatedannealingyieldsaverygoodsolutiononaverygood
modeofthesearchspace.
Forthisproblem,weusethesameneighborhoodstructureastabu
searchinthebasicsimulatedannealingalgorithm.Newsolutioncanbe
generatedbychoosingtwonodesi∈V.,ブ∈Vlforal1κand1≠ κ,and
exchangingthistwonodesbetweenblockV.andVl.Thedifferencein
costcanbecalculatedincrementallyfromthefollowingexpression,
△!=Σei。+Σ吻。一Σ θグ Σ 吻。+2ei」.(3)
r∈v.s∈Vtr∈Vts∈v.
Thedecisiontoacceptnewsolutionsisbasedontheabovementionedbasic
acceptancecrlterlon.
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3.3ComputationalResultsforBasicSequentialMeta-HeuristicAlgorithms
Inthissection,weevaluatetheperfbrmanceofbasictabusearchand
basicsimulatedannealingalgorithmforgraphmulti-partitioningproblem.
ThealgorithmusedherewerecodedinC++andimplementedonIntel
CeleronProcessor/400MHz.Thereareseveralparametersinthealgorithm
thathavetobeadjusted.First,letusexaminetheef[ectfbrthemost
importantparameter,thetabulistsizetabulength,fortabusearch.The
waytoobtainagoodtabulistsizefbragivenproblemissimplytoobserve
thequahtyofsolutionswhensizeisvaried.Wetheref6resolvedarandomly
generatedtestproblemsforgraphswith500nodes.Wefbundthatbetter
solutionsareobtainedwhentabule〃gth=20,andtherefbreproposethat
tabulengthbesettovalues20.Similarly,theBIASusedinlongerterm
memoryisO・20・byWhichbettersolutionsareobtained・Next,wecQnsider
theparameter'svaluesofthesimulatedannealinginordertoobtaingood
solutionsinareasonableamountofcomputationaltime.Theinitialt〃ψ(η
is15andthestoP'〃ψ(T)isO.01,since,inspiteofextendingtheaboverange
oft〃ψ,wedidnotobtainasignificantimproveゴmentinthequalityofthe
solutions.Wefoundthatphi=0.97,whichiscoolingscheduleparameter,
givesanacceptablebalancebetweensolutionqualityandcomputational
speed.Itappearsthatinitia1ノ=100andtau=1.03,whichcontrolthespeed
ofconvergence,yieldgoodcompromisesbetweenthequalityofthesolutions
obtainedandthetimerequired.
Weassesstheperfbrmanceofbasictabusearchandsimulatedannealing
usingabove-mentionedparameters.Wesolvedeightpartitioningtestproblems
f()rgraphswiththenumberofnodesrangingfrom100to1000,whichis
randomlygenerated.Thenumberofedgesf6rthegraphsis10%ofthe
numberofnodes.TablelshowsthecostandCPUtimefortabusearch
andtheaveragecost,thebestcostandworstcost,andCPUtime,obtained
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after10repetitionsofthesimulatedannealing.Weobtainedsamequalityof
solutionsillbothalgorithms.However,wefbundthatthetimerequiredfbr
tabusearchalgorithmislongerthanthatrequiredf()rthesimulatedannealing
algorithm.
TablelComputationalresultsforbasictabusearchandsimulatedannealing
ProgramSizeTabuSearch SimulatedAnnealing
cost time(S)mean best worst time(S)
100 3812.0 7.25 3704.83687.03734.0 29.49
200 16335.093.66 16269.616238.016342.0 75.41
300 37710.0423.3637794.037744.037879.0147.51
400 68843.01357.8868968.868770.069104.0230.50
500 108055.02210.26108425.6108302.01 8526.0307.12
600 157788.04456.19157643.2157549.0157880.0385.80
700 216037.05797.71216348.2216155.0216730.0464.98
800 284427.07385.28284325.4284153.0284828.0548.88
900 362989.09205.00362609.4362369.0363012.0628.17
1000 448997.01 832.89447511.0447367.0447840.0700.38
4 PARALLELTABUSEARCH
InTabuSearchtechniques,differenttypesofparaIlelismmaybe
distinguished.Weonlyconsiderheretwogeneralclassesaccordingtothe
methodusedforparallelismmoves【2].
TheFirsttypeofparallelismweconsiderconsistsinsearchingthenext
moveconcurrently.TheSecondtypecanbedonebypartitioningtheproblem
itselfintoseveralindependentsubproblems.Thesealgorithmsarevery
wellsuitedforimplementationonaMIMDparallelmechanism.Theparallel
algorithmshavebeenimplementedonanetworkbyMPIlibrary[4].
4.1ParallelNeighbourMoveAlgorithm
First,thesearchofthenextmovetoperf6rmcanbeparallelized.This
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willgenerallyrequirethepartitionofthesetoffeasiblemovesinPsubsets.
Eachofthesesubsetsisassignedtooneprocesswhichcomputesitsbest
move.Theoverallbestofthese」Pmovesisthendeterminedandappliedto
thecurrentsolution.Thatis,wedividethesetofneighbourhoodN(x)into
Nl(x),ハf2(x),…,ハfp(x),suchthatNl(x)UN2(x)∪…UNI)(x)=ハ!(x),ハを(x)∩Nj(x)==
φ,ノbri≠ブ,where1)isthenumberofprocessors.Eachpartitionedneighbour-
hoodisassignedtoeachprocessors,whichcomp旦tesbestsolution,xifor
ハli(x)f()ri=1,2,..りP.Theobtainedbestneighboursolutionofeachprocessor
ismutuallycommunicatedbetweenallprocessorstogether.Thenwe
determineabestsolutioninN(x)thatismin{xl,κ2,_,xp},andappliedtothe
currentsolution.Thesynchronizationisrequiredatea¢hiterationstep.
Normally,thistechniquerequiresextensivecommunicatiollsincethe
synchronizationisrequiredateachstep.However,thebasictabusearch
forthispr6blemhasbroadspaceofneighbourhood,alldthissearchingfor
thespaceofneighbourhoodisverytime-consuming.Therefbre,itisonly
worthapPlyingtQthisprobleminwhichthesearchofthebestmoveis
relativelycomplexandtime-consuming.Weestimatethatthisproposed
parallelalgorithm,calledparallelneighbourmovealgorithm,allowsusto
reduceconsiderablythecomputationaltime.
4、2ParallelAgentPassingTabuSearchAlgorithm
Asmentionlater(section4.3),Parallelneighbourmovealgorithmallows
ustoreduceconsiderablythecomputationaltime.However,thequalityof
solutionsbythisalgorithmisassameasonesbybasicalgorithm.Therefore,
Multi・threadparallelismhasbeenimplementedusingaframeworkinwhich
anumberofindependentthreadsoperateoneachdifferentpartialsolution
space,toimprpvethequalityofsolutions.But,theproblemwiththiskind
ofparallelismbyiterativesearchisthatitstronglyIimitsthemovement
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possibilitiesbetweendifferentsubproblemsandthusgenerallyinducesaloss
ofqualityoftheglobalsolution.Weovercomethisdif丘cultybyattractive
searchingbasedontabusearch,theextensionofsearchingbysupernode
move,anddiversificationofproducingsubproblemsbygeneratoragents.
Particularly,theagentoncomputerscontributestoproducingbettersolution.
Hehassimpleability,producingsubproblem,movingfromprocessorsto
another,andlearningstrategyandstateofeachsolutionassignedonprocessors.
Theparallelalgorithmbasedontheseideasiscalledparallelagentpassing
tabusearchalgorithm.
IntensificationStrategy
First,Wewouldliketoconsidertheparallelattractivesearchingthread
usingtabusearch.Thetypeofparallelismweconsiderconsistsinperfbrming
severalmovesconcurrently.Thiscanbedonebypartitioningtheproblem
itselfintoseveralindependentsubproblems.Eachoftheprocessescanthen
applymovestoitsassignedsubproblem,independentlyofthosemadein
othersubproblems.Thestrategyusedhereistodividethecurrentsolution
inPindependentpartialsolutions,ti=(巧,レ易),Whichareconstructedbytwg
mutuallyprimeblockwhere巧∪ ㌦=レ 忌、,レ㌃∩Vm=φ,suchthatVslUVs、∪
_UVs p=V,Vsi∩Vs」.=φ.Thepartitionbetweenthesetwoprimeblockis
thenoptimizedindependentlyoneeachsubproblem.Weapplythetabu
searchtothisoptimizedprocesstointensifyoptimizingsubproblem,which
convergerapidlyasthecharacteristicoftabusearch.Itisobviousthatthe
costthusoptimizedcanonlybelessthanthatoftheoriginalsolution.Ifthe
structureofthisinitialsolutionisnottoobadthenitislikelythatthesolution
obtainedwillbeaverygoodone.
Finally,theentireprocedureisclearlysuitedfbrparallelcomputing,as
optimizationsaredonecompletelyindependentlyoneachprocedure,andcan
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thusbedoneconcurrently.Theglobalsolutionisthenobtainedbycombining
thesubsolutions.Thismethodneedsnocommunicationorsynchronization
exceptfbritsinitializationandf6rgroupingthesubsolutionsattheendof
thread.
S叩erNodeMove
Furthermore,weintroducetheextensionofsearchingbysupernode
move,addingthisstrategyintheendofstepsofthread.Supernodemove
correspondtothedisplacementofacompleteportionoftheblockfromone
pointtoanother.Thischoiceismotivatedbynotingthatdifferentgood
solutionsofasameinstancegenerallycontainagreatproportionofidentica1.
Weconsiderenlargingthesearch,whichcannotmovebyonlyswappingof
twonodes,usingthissupernodemove.Toexplainthissupernodemovein
detail,weconsider、twoblocks(Vs,Vt),suchthat,nodei,ブ∈Vsan 1,m∈7Vt.
Letδ(i,1[Vs,Vt)bethedifferenceincostwhennodeiandlisexchanged.
Thedifferenceincostwhensupernode(i,ブ)and(1,刎isexchangedis
representedasδ(i,ブ;1,mlVs,Vtl).1ffbllowingconditionissatisfied,
ヨブ∈Vx;吻>2・max(Σei。,Σelu).(4)
u∈Ut,u≠ltt∈Y,,u≠i
Thenδ(i,11Vs,Vt)>0.Therefore,thereisIittleprobabilityoftheadapting
thisneighbourmove.However,ifweusesupernodemoveinthecaseof
fbllowingconditions;
Σeiu+Σe」u<Σei"+Σ 伽,(5)
u∈Ys,u≠ゴza∈K,u≠i"∈Vt,〃 ≠1〃 ∈K,u≠〃t't
Σelu+Σem。 〈 Σelu+Σemu,(6)
u∈K,u≠mu∈v・,u≠1〃 ∈㍗`≠iu∈K,u≠i・ ゴ
eim=e(タ=0,(7)
Then,wehaveδ(i,ブ;1,mlVs,Vt)>0,andcantakeadvantageousneighbour
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move.
GeneratorAgent
However,itcannotshowtherealabilityonlyusingabove-mentioned
strategies,becauseitstronglylimitsthemovementpossibilitiesbetween
differentsubproblems.Therefore,weintroducetheagentwhomanages
producingsubproblemtodiversify.Thesubproblemsisgeneratedbysimple
agent,calledgenerator,withfbllowingsimplecharacteristics:
●ltmakestheroundsofallprocessorsandlearnstheinfbrmationofthe
partialsolutionineachprocessor.(Thisagenthassomememory).
●ltproducesindependentpartialsolutionmutuallyconsideringthepartial
problemofanotherprocessors,whichcancombinewithoutcontradiction.
●ltcanhavevariousstrategyingeneratingpartialproblemand
movementbetweeneachprocessors.
This、agentwithsimpleabilitymanagesproducingsubproblemspassing
throughprocessors.Welettheagenthavethestrategywhichproduce
variouspartialproblemrandomly,togivethesystemgreatdiversity.Thatis,
wehaveanumberofcombinationsofpartialsolution,andcantakeopportunity,
whichovercometolimitsthemovementpossibilitiesbetweendifferent
subproblems.Moreover,bythisagent,wecanconstructparallelcomputing
systemenvironment,whichnotdependoneachofcomputerability(CPU
speed).Itcanimplementnonsynchronizeparallelcomputingalgorithm
easily,whichismostflexibleparallelalgorithm.
4.3ComputatbnalResultsforParallelTabuSearchAlgorithm
First,weevaluatetheperformanceoftheparallelneighbourmove
algorithm,usingeightpartitioningtestproblemwiththenumberofnodes
rangingfrom100to1000.Fig.1illustratesthetraceofCPUtimerequired
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fbrtwoprocessorsandfburprocessorsbyparallelneighbourmovealgorithm
andforbasicsequentialtabusearchalgorithm.Theresultsshowthatparallel
neighbourmovealgorithmreducescomputationaltimelineallyasthenumber
ofprocessors.Itshouldbenotedthatthistypeofparallelismfortabu
search,inspiteofsimpleparallelalgorithm,allowsustoreduceconsiderably
theCPUtime.
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Fig.1CPUtimesforparallelneighbourmovealgorithm
Next,parallelagentpassingtabusearchalgorithmhasbeentestedwith
thenumberoffburprocessorsf6rtheeightpartitioningtestproblemranging
from100to1000nodes.Foreachsizeandconfiguration,theprocedurehas
beenappliedontentimes.Inourtests,wealwaystookinnerloop=5,
whichisstepofthred,andtab〃16〃th=2,whichseemtoyieldapproximately
goodsolutions.Table2showstheaveragecost,thebestcost,andthe
worstcostobtainedafter10repetitionsoftheparallelagentpassingtabu
searchalgorithmandsimulatedannealingmethodandthecostforthebasic
tabusearchmethod.Thecomputationalresultsshowthattheparallel
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Table2Computationalresultsforparallelagentpassingtabusearch
incomparisonwithbasicmeta・・heuristics
ProgramSizeParallelAgentPassingTS SimulatedAnnealingBasicTS
mean best worst mean best worst
100 3787.23774.0 3801.0 3704.8 3687.0 3734.0 3812.0
200 16270.016219.016334.016269.616238.016342.016335.0
300 37645.037583.037706.037794.037744.037879.037710.0
400 68653.6 8520.068761.068968.868770.069104.068843.0
500 107607.6107427.01 7761.01 8425.6108302.01 8526.01 8055.0
600 156887.2156746.0156988.0157643.2157549.0157880.0157788.0
700 215295.8215183.0215356.0216348.2216155.0216730.0216037.0
800 283407.82 3134.0283778.0284325.4284153.0284828.0284427.0
900 361363.8361204.0361571.0362609.4362369.0363012.0362989.0
1000 446172.0445922.0446351.0447511.0447367.0447840.0448997.0
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Fig.2CPUtimesforparallelagentpassingTS
agentpassingtabusearchalgorithmgivensabettersolutionthanthesimUlated.
annealingalgorithmandbasictabusearchasamatterofcourse.InFig.2,
wealsofoundthatthecomputationaltimerequiredfortheparallelagent
passingtabusearchalgorithmisapproximately1/30fthatrequiredfbrthe
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basictabusearchalgorithm.Thisparallelismisefficientintheimprovement
fbrqualityofsolutionsandcomputationaltimerequired.
5CONCLUSION
Inthispaper,wehaveproposedanapproximationalgorithmsbasedon
theparallelframeworktosolvegraphmulti-partitioningproblem.First
approachoftheparallelneighbourmovealgorithmgainedlinearspeedupin
spiteofeasyidea,andshowedtheeffectivenessasparallelalgorithm.
Anotherparallelagentpassingalgorithm,whichismultithreadtypeusing
agent,givesbettersolutionthanthesimulatedannealingandbasictabu
searchandachievespeedup.Thiscanbeoptimizedattractivelybypartitioning
theproblemitselfintoseveralindependentsubproblems.Itshouldbe
emphasizedthatwehaveusedsimpleagentfordiversificationinmanaging
toproducesubproblem,whichisoptimizedindependently,andithasshowed
theimportanceofthediversificationconceptoftabusearch.Wehave
furthershowntheimportanceofextensionofゴsearchingbysupernode
move,whichisdisplacementofacompleteportionofthenode廿omone
blocktoanother.Weillustrateherehowtabusearchcanbeusedfbrguiding
anoptimizationprocessatahighlevelratherthanateverybasicstepofthe
search.Theresultspresentedfbrthegraphmulti-partitioningproblemthat
thismethodcanefficientlybeusedforobtainingnearoptimalsolutionsfbr
widevarietyofpartitioningproblem.
Inthefbreseeablefuture,parallelcomputerswillcertainlygrowfastin
powerandwillbecomeaninterestingvehicleinthesolvingofNP-hard
problems.High-leveltabusearchseemstoofferagoodframeworkfbr
developingParallelheuristicsearchprocedures.
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