Sparse linear systems of equations But the more A di ers from a narrowly banded matrix, the less e ective they are due to ll-in.
If original physical problem is 2-or 3-dimensional, A is far from being narrowly banded. 
x n : nth iterate = approximation of xed point x ?
If a k;k = 1 (8k), i.e., b k;k = 0 (8k), then this is also called Jacobi iteration.
Convergence of (1):
More exactly,
If this is satis ed in practice, then typically only with (B) nearly 1, so that convergence is very slow.
u 00 = f on (0; 1) u(0) = u(1) = 0
The di erence method leads to the linear system 2 6 6 6 6 6 6 6 4 Consequently, is at most equal to the degree of the minimum polynomial of A.
(Hint: Project A into the invariant subspace K . Then apply the Cayley-Hamilton theorem, which says that the minimum polynomial of a matrix is the monic polynomial of lowest degree that annihilates that matrix.)
Krylov space solvers
We look for fast convergence only one or two matrix-vector products (mv) per step small memory requirement (; short recurrences for x n and r n )
If the residuals are linearly independent, then | in theory | a Krylov space solver must converge in at most N steps. (; nite termination property).
We can make the residuals orthogonal by combining Krylov space generation + Gram-Schmidt orthogonalization For this, in the nth step, we orthogonalize Ar n with respect to K n+1 , i.e., with respect to r 0 , : : :, r n .
Generalized conjugate gradient (GCG) method
Starting from r 0 we let, for n = 0; 1; 2; : : :, r n+1 := (Ar n ? r n n;n ? r n?1 n?1;n ? ? r 0 0;n ) = n+1;n with k;n : hr k ; Ar n i hr k ; r k i (k = 0; : : : ; n); n+1;n determines the length of r n+1 . If we choose n+1;n : ? n X k=0 k;n ;
then it is easy to verify that the recursion x n+1 := ? (r n + x n n;n + x n?1 n?1;n + + x 0 0;n ) = n+1;n is consistent with the residual relationship r n = b ? Ax n :
These two recursions de ne the OrthoRes version of the generalized conjugate gradient (GCG) method.
GCG is applicable to nonsymmetric matrices, but it may break down, because some n+1;n may be 0.
Moreover, in general, it has long recursions.
The conjugate gradient (CG) method Steepeest descent
The interpretation of the solution of a linear system as the minimizer of quadratic minimization problem suggests to try to nd this minimizer by the method of steepest descent.
In the nth step, we proceeed from x n in the opposite direction of the gradient, that is in the direction of r n .
The steplength is then determined by line search, i.e., by a one-dimensional minimization of the residual on the line ! n 7 ! x n + r n ! n :
The minimum is at ! n : hr n ; r n i hr n ; Ar n i :
The steepest descent method di ers from the xed point iteration only in the (optimal) choice of the step length.
It may converge slowly even if N is only 2. As a function of ! n , this expression has a vanishing derivative (and is thus minimal) when (5) holds.
Conjugate direction (CD) methods
The case N = 2 suggest to choose conjugate, i.e., A-orthogonal direction vectors v n : v ? n Av k = 0 ; k = 0; : : : ; n ? 1:
This can be seen to imply that the minimization problem for a method based on x n+1 := x n + v n ! n decouples:
The problem of nding the minimum with respect to the search directions v 0 ; : : : ; v n decouples into the one of minimizing with respect to v 0 ; : : : ; v n?1 (which by induction we may assume to yield x n ) and the one-dimensional minimization (line search) with respect v n . Conjugate direction methods in general, as well as the special case of the conjugate gradient method treated here are due to Hestenes and Stiefel (1952) .
The CG method: classical two-term form Properties of the CG method: r n ; v n 2 K n+1 ; x n ? x 0 2 K n ; 
The nth residual r n is shortest possible in the A ?1 -norm: jjr n jj A ?1 = min r2K n+1 jjrjj A ?1
The nth error x n ? x ? is shortest possible in the A-norm: jjx n ? x ? jj A = min x2x 0 +Kn jjx ? x ? jj A Associated Galerkin condition: K n ? r n 2 K n+1 (11) c Martin H. Gutknecht, November 16, 1998 16 The CG method: matrix relations Shorthand notation: matrix relations ; then the coupled two-term CG recursions can be gathered into
L m is an`extended' lower bidiagonal matrix.
The CG method: matrix relations (cont'd) Eliminating the direction vectors contained in V m yields AR m = R m+1 T m (m ) 
which implies that the residuals are orthogonal.
Hence, minimization of the error in the A-norm requires that the residuals be orthogonal. (Paige and Saunders, 1975 minimization of the residual in some norm is incompatible with short recurrences (Faber and Manteu el, 1984; Faber and Manteu el, 1987; Voevodin, 1983) .
The Lanczos-type methods including BiCG feature short recurrences, but no minimization property.
For an overview of Lanczos-type methods see (Gutknecht, 1997) .
