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L1-ELLIPTIC REGULARITY AND H = W ON THE
WHOLE Lp-SCALE ON ARBITRARY MANIFOLDS
DAVIDE GUIDETTI, BATU GU¨NEYSU AND DIEGO PALLARA
Abstract. We define abstract Sobolev type spaces on Lp-scales,
p ∈ [1,∞), on Hermitian vector bundles over possibly noncompact
manifolds, which are induced by smooth measures and families P
of linear partial differential operators, and we prove the density of
the corresponding smooth Sobolev sections in these spaces under a
generalized ellipticity condition on the underlying family. In par-
ticular, this implies a covariant version of Meyers-Serrin’s theorem
on the whole Lp-scale, for arbitrary Riemannian manifolds. Fur-
thermore, we prove a new local elliptic regularity result in L1 on
the Besov scale, which shows that the above generalized ellipticity
condition is satisfied on the whole Lp-scale, if some differential op-
erator from P that has a sufficiently high (but not necessarily the
highest) order is elliptic.
1. Introduction
Let us recall that a classical result of Meyers and Serrin [12] states
that for any open subset U of the Euclidean Rm and any k ∈ N≥0,
p ∈ [1,∞), one has Wk,p(U) = Hk,p(U), where Wk,p(U) is given as the
complex Banach space of all f ∈ L1loc(U) such that
‖f‖k,p :=
(∫
U
|f(x)|pdx
)1/p
+
∑
|α|≤k
(∫
U
|∂αf(x)|pdx
)1/p
<∞,(1)
and where Hk,p(U) is defined as the closure of Wk,p(U) ∩ C∞(U) with
respect to the norm ‖•‖k,p.
On the other hand, thinking for example of Riemannian geometry on
noncompact manifolds, it becomes very natural to ask under what min-
imal assumptions one can replace the partial derivatives in (1) by more
general partial differential operators, that are nonelliptic and typically
vector-valued. In fact, in order to deal with all possible geometric situ-
ations simultaneously, we introduce an abstract notion of a P-Sobolev
space Γ
W
P,p
µ
(X,E) of Lpµ-sections in a Hermitian vector bundle E → X
(cf. Definition 2.5). Here, X is a possibly noncompact manifold, µ is a
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smooth measure on X (which may, but need not come from a Riemann-
ian metric in general), F1, . . . , Fs → X are Hermitian vector bundles,
and the datum P = {P1, . . . , Ps} is a finite collection such that each Pj
is a linear partial differential operator of order ≤ kj from E to Fj . With
‖•‖P,p,µ the canonical norm on ΓWP,pµ (X,E), the question we address
here is:
Under which assumptions on P is the space of smooth Sobolev sections
ΓC∞(X,E) ∩ ΓWP,pµ (X,E) dense in ΓWP,pµ (X,E) w.r.t. ‖•‖P,p,µ?(2)
To this end, the highest differential order k := max{k1, . . . , ks} of the
system P, plays an essential role: Namely, it turns out that even on
an entirely local level (cf. Lemma 2.10), the machinery of Friedrichs
mollifiers precisely applies
either if k < 2, or if Γ
W
P,p
µ
(X,E) ⊂ Γ
W
k−1,p
loc
(X,E).(3)
With this observation, our basic abstract result Theorem 2.9 precisely
states that the local regularity (3) implies (2), and that furthermore any
compactly supported element of Γ
W
P,p
µ
(X,E) can be even approximated
by a sequence from ΓC∞c (X,E).
This result turns out to be optimal in the following sense (cf. Example
2.11): There are differential operators P such that for any q > 1 one
has
W
P,q ⊂ W
ord(P )−2,q
loc , W
P,q 6⊂ W
ord(P )−1,q
loc ,
C
∞ ∩WP,q is not dense in WP,q.
Thus it remains to examine the regularity assumption (3) in applica-
tions, where of course we can assume k ≥ 2.
To this end, it is clear from classical local elliptic estimates that for
p > 1, (3) is satisfied whenever there is some elliptic Pj with kj ≥ k−1.
However, the L1-case p = 1 is much more subtle, since the usual local
elliptic regularity is well-known to fail here (cf. Remark 2.7). However,
in Theorem 2.6 we prove a new modified local elliptic regularity result
on the scale of Besov spaces, which implies that in the L1-situation, one
loses exactly one differential order of regularity when compared with the
usual local elliptic Lp, p > 1, estimates. This in turn shows that for
p = 1, (3) is satisfied whenever there is some elliptic Pj with kj = k.
These observations are collected in Corollary 3.1. The proof of Theo-
rem 2.6 relies on a new existence and uniqueness result, (cf. Proposition
A.3 in Section A) for certain systems of linear elliptic of PDE’s on the
Besov scale, which is certainly also of an independent interest.
Finally, we would like to point out that the regularity (3) does not
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require the ellipticity of any Pj at all. Indeed, in Corollary 3.3 we
prove that if (M, g) is a possibly noncompact Riemannian manifold and
E → M a Hermitian vector bundle with a (not necessarily Hermitian)
covariant derivative ∇, then for any s ∈ N and p ∈ (1,∞), the Sobolev
space
ΓWs,p∇,g(M,E) := Γ{∇1g ,...,∇sg},L
p
volg
(M,E).
satisfies
ΓWs,p∇,g(M,E) ⊂ ΓW
s,p
loc
(M,E),
which means that we do not even have to use the full strenght of The-
orem 2.9 here. To the best of our knowledge, the resulting density
of
ΓWs,p∇,g(M,E) ∩ ΓC∞(M,E) in ΓW
s,p
∇,g
(M,E)
is entirely new in this generality.
2. Main results
Throughout, let X be a smooth m-manifold (without boundary) which
is allowed to be noncompact. For subsets Y1, Y2 ⊂ X we write
Y1 ⋐ Y2, if and only if Y1 is open, Y1 ⊂ Y2, and Y1 is compact.
We abbreviate that for any k ∈ N≥0, we denote with N
m
k the set
of multi-indices α ∈ (N≥0)
m with |α| :=
∑m
j=1 αj ≤ k. Note that
(0, . . . , 0) ∈ Nmk by definition, for any k.
In order to be able to deal with Banach structures that are not neces-
sarily induced by Riemannian structures [3], we fix a smooth measure µ
on X, that is, µ is a Borel measure on X such that for any chart U for
X there is a (necessarily unique) 0 < µU ∈ C
∞(U) with the property
that
µ(A) =
∫
A
µU(x
1, · · · , xm)dx1 · · ·dxm for all Borel sets A ⊂ U,
where dx = dx1 · · ·dxm stands for Lebesgue integration.
We always understand our linear spaces to be complex-valued, and
an index “c” in spaces of sections or functions stands for “compact
support”, where in the context of equivalence classes (with respect to
some/all µ as above) of Borel measurable sections, compact support of
course means “compact essential support”.
Assume for the moment that we are given smooth complex vector bun-
dles E → X , F → X , with rank(E) = ℓ0 and rank(F ) = ℓ1. The linear
space of smooth sections in E → X is denoted by ΓC∞(X,E), and the
linear space of equivalence classes of Borel sections in E → X is simply
written as Γ(X,E).
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We continue by listing some conventions and some notation concerning
linear differential operators and distributions on manifolds. We start
by adding the following two classical definitions on linear differential
for the convenience of the reader, who can find these and the corre-
sponding basics in [14, 17, 6, 11]. We also refer the reader to [9] (and
the references therein) for the jet bundle aspects of (possibly nonlinear)
partial differential operators.
Definition 2.1. A morphism of linear sheaves
P : ΓC∞(X,E) −→ ΓC∞(X,F )
is called a smooth linear partial differential operator of order at most
k, if for any chart
x = (x1, . . . , xm) : U −→ Rm
for X which admits local frames e1, . . . , eℓ0 ∈ ΓC∞(U,E), f1, . . . , fℓ1 ∈
ΓC∞(U, F ), and any α ∈ N
m
k , there are (necessarily uniquely deter-
mined) smooth functions
Pα : U −→ Mat(C; ℓ0 × ℓ1)
such that for all (φ1, . . . , φℓ0) ∈ C∞(U,Cℓ0) one has
P
ℓ0∑
i=1
φiei =
ℓ1∑
j=1
ℓ0∑
i=1
∑
α∈Nm
k
Pαij
∂|α|φi
∂xα
fj in U.
The linear space of smooth at most k-th order linear partial differential
operators is denoted by D
(k)
C∞
(X ;E, F ).
Proposition and definition 2.2. Let P ∈ D
(k)
C∞
(X ;E, F ).
a) The (linear principal) symbol of P is the unique morphism of smooth
complex vector bundles over X,
σP : (T
∗X)⊙k −→ Hom(E, F ),
where ⊙ stands for the symmetric tensor product, such that for all
x : U → Rm, e1, . . . , eℓ0, f1, . . . , fℓ1, α as in Definition 2.1 one has
σP
(
dx⊙α
)
ei =
ℓ1∑
j=1
Pαijfj in U.
b) P is called elliptic, if for all x ∈ X, v ∈ T∗xX \ {0}, the linear map
σP,x(v) := σP,x(v
⊗k) : Ex −→ Fx is in GL(Ex, Fx).
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We recall that the linear space Γ
W
k,p
loc
(X,E) of local Lp-Sobolev sections
in E → X with differential order k is defined to be the space of f ∈
Γ(X,E) such that for all charts U ⊂ X which admit a local frame
e1, . . . , eℓ0 ∈ ΓC∞(U,E), one has
(f 1, . . . , f ℓ0) ∈ Wk,ploc(U,C
ℓ0), if f =
ℓ0∑
j=1
f jej in U .
In particular, we have the space of locally p-integrable sections
ΓLploc(X,E) := ΓW0,ploc
(X,E).
The linear space of distributional sections in E → X is defined by
ΓD′(X,E) := topological dual of ΓD(X,E), where
ΓD(X,E) := ΓC∞c (X,E
∗ ⊗ |X|),
and where |X| → X denotes the bundle of 1-densities, which is a
smooth complex line bundle. We have the canonical embedding
ΓL1loc(X,E) −֒→ ΓD′(X,E),
given by identifying f ∈ ΓL1loc(X,E) with the distribution
〈f,Ψ〉 :=
∫
X
Ψ[f ], Ψ ∈ ΓD(X,E).
We continue with (cf. Proposition 1.2.12 in [17], or [6]):
Lemma 2.3. For any P ∈ D
(k)
C∞
(X ;E, F ), there is a unique differential
operator
P t ∈ D
(k)
C∞
(X ;F ∗ ⊗ |X|, E∗ ⊗ |X|),
the transpose of P , which satisfies∫
X
P tΨ[φ] =
∫
X
Ψ[Pφ] for all Ψ ∈ ΓC∞(X,F
∗ ⊗ |X|),
and all φ ∈ ΓC∞(X,E), with either φ or Ψ compactly supported.
Using the transpose, one extends any P ∈ D
(k)
C∞
(X ;E, F ) canonically
to a linear map
P : ΓD′(X,E) −→ ΓD′(X,F ),
by requiring
〈Ph, φ〉 =
〈
h, P tφ
〉
for all h ∈ ΓD′(X,E), φ ∈ ΓD(X,F ).
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Remark 2.4. 1. Assume that E → X and F → X come equipped
with smooth Hermitian structures hE(•, •) and hF (•, •), respectively.
We define P µ ∈ D
(k)
C∞
(X ;F ∗, E∗) by
(P µψ)⊗ µ := P t(ψ ⊗ µ), ψ ∈ ΓC∞(X,F
∗),
and P µ,hE ,hF ∈ D
(k)
C∞
(X ;F,E) by the diagram
ΓC∞(X,F
∗)
Pµ // ΓC∞(X,E
∗)
h˜−1
E

ΓC∞(X,F )
h˜F
OO
Pµ,hE,hF
// ΓC∞(X,E)
where h˜E and h˜F stand for the isomorphisms of C
∞(X)-modules which
are induced by hE and hF , respectively. Then P
µ,hE ,hF is the uniquely
determined element of D
(k)
C∞
(X ;F,E) which satisfies∫
X
hE
(
P µ,hE ,hFψ, φ
)
dµ =
∫
X
hF (ψ, Pφ) dµ
for all ψ ∈ ΓC∞(X,F ), φ ∈ ΓC∞(X,E) with either φ or ψ compactly
supported.
2. Given f1 ∈ ΓL1loc(X,E), f2 ∈ ΓL1loc(X,F ) one has Pf1 = f2, if and
only if for some triple (µ, hE, hF ) as above it holds that
∫
X
hE
(
P µ,hE ,hFψ, f1
)
dµ =
∫
X
hF (ψ, f2) dµ for all ψ ∈ ΓC∞c (X,F ) ,
(4)
and then (4) automatically holds for all such triples (µ, hE, hF ).
From now on, given a smooth Hermitian vector bundle E → X and
p ∈ [1,∞], abusing the notation as usual, (•, •)x denotes the inner
product on the fiber Ex, with |•|x the corresponding norm, and we get
a Banach space
ΓLpµ(X,E) :=
{
f
∣∣∣f ∈ Γ(X,E), ‖f‖p,µ <∞} ,
where
‖f‖p,µ :=


(∫
X
∣∣f(x)∣∣p
x
µ(dx)
)1/p
, if p <∞
inf{C|C ≥ 0, |f | ≤ C µ-a.e.}, if p =∞.
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Of course, ΓL2µ(X,E) becomes a Hilbert space with its canonical inner
product.
The following definition is in the center of this paper:
Definition 2.5. Let p ∈ [1,∞], s ∈ N, k1 . . . , ks ∈ N≥0, and for each
i ∈ {1, . . . , s} let E → X , Fi → X be smooth Hermitian vector bundles
and let P := {P1, . . . , Ps} with Pi ∈ D
(ki)
C∞
(X ;E, Fi). Then the Banach
space
Γ
W
P,p
µ
(X,E)
:=
{
f
∣∣∣ f ∈ ΓLpµ(X,E), Pif ∈ ΓLpµ(X,Fi) for all i ∈ {1, . . . , s}}
⊂ ΓLpµ(X,E), with norm ‖f‖P,p,µ :=
(
‖f‖pp,µ +
s∑
i=1
‖Pif‖
p
p,µ
)1/p
,
is called the P-Sobolev space of Lpµ-sections in E → X .
Note that in the above situation, Γ
W
P,2
µ
(X,E) is a Hilbert space with
the obvious inner product, and we have the linear space
Γ
W
P,p
loc
(X,E)
:=
{
f
∣∣∣f ∈ ΓLploc(X,E), Pif ∈ ΓLploc(X,Fi) for all i ∈ {1, . . . , s}
}
of locally p-integrable sections in E → X with differential structure P,
which of course does not depend on any Hermitian structures.
In this context, let us record the following local elliptic regularity re-
sult, whose Lploc-case, p ∈ (1,∞), is classical (see for example Theorem
10.3.6 in [14]), while the L1loc-case seems to be entirely new, and can be
considered as our first main result:
Theorem 2.6. Let U ⊂ Rm be open, let k ∈ N≥0, ℓ ∈ N, and let
P ∈ D
(k)
C∞
(U ;Cℓ,Cℓ),
P =
∑
α∈Nm
k
Pα∂
α, with Pα : U −→ Mat(C; ℓ× ℓ) in C
∞
be elliptic. Then the following results hold true:
a) If p ∈ (1,∞), then for any f ∈ Lploc(U,C
ℓ) with Pf ∈ Lploc(U,C
ℓ) one
has f ∈ Wk,ploc(U,C
ℓ).
b) For any f ∈ L1loc(U,C
ℓ) with Pf ∈ L1loc(U,C
ℓ) it holds that f ∈
W
k−1,1
loc (U,C
ℓ).
Before we come to the proof, a few remarks are in order:
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Remark 2.7. In fact, we are going to prove the following much stronger
statement in part b): Under the assumptions of Theorem 2.6 b), for any
f ∈ L1loc(U,C
ℓ) with Pf ∈ L1loc(U,C
ℓ), one has that for any ψ ∈ C∞c (U),
the distribution ψf is in the Besov space
B
k
1,∞(R
m,Cℓ) ⊂ Wk−1,1(Rm,Cℓ).
This in turn is proved using a new existence and uniqueness result
(cf. Proposition A.3 in Section A) for certain systems of linear elliptic
PDE’s on the Besov scale. We refer the reader to Section A for the
definition and essential properties of the Besov spaces Bβp,q(R
m,Cℓ) ⊂
S′(Rm,Cℓ) (with S′(Rm) the Schwartz distributions), where β ∈ R,
p, q ∈ [1,∞]. Note that in the situation of Theorem 2.6 b), the assump-
tions f, Pf ∈ L1loc(U,C
ℓ), do not imply f ∈ Wk,1loc(U,C
ℓ): An explicit
counter example has been given in [15] for the Euclidean Laplace oper-
ator. In fact, it follows from results of [8] that for any strongly elliptic
differential operator P in Rm with constant coefficients and order 2k,
there is a f with f, Pf ∈ L1loc(R
m), and f /∈ W2k,1loc (R
m). In this sense,
the above k-th order Besov regularity can be considered to be optimal.
Proof of Theorem 2.6 b). In this proof, we denote with (•, •) the stan-
dard inner product in each Cn, and with |•| the corresponding norm
and operator norm, and Br(x) stands for the corresponding open ball
of radius r around x. Let us consider the formally self-adjoint elliptic
partial differential operator
T := P †P =
∑
α∈Nm2k
Tα∂
α ∈ D
(2k)
C∞
(Rm;Cℓ,Cℓ).
Here, P † ∈ D
(k)
C∞
(U ;Cℓ,Cℓ) denotes the usual formal adjoint of P , which
is well-defined by ∫
U
(P †ϕ1, ϕ2)dx =
∫
U
(ϕ1, Pϕ2)dx,
for all ϕ1, ϕ2 ∈ C
∞(U,Cℓ) one of which having a compact support, in
other words, P † is nothing but the operator P µ,hE ,hF from Remark 2.4.1,
with respect to the Lebesgue measure and the canonical Hermitian
structures on the trivial bundles. By a standard partition of unity
argument, it suffices to prove that if ψ ∈ C∞c (U) with
supp(ψ) ⊂ Bt0(x0) ⊂ U(5)
for some x0 ∈ U, t0 > 0 we have ψf ∈ B
k
1,∞(R
m,Cℓ). The proof
consists of two steps: We first construct a differential operator Qψ
which satisfies the assumptions of Proposition A.3, and which coincides
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with T near supp(ψ), and then we apply Proposition A.3 together with
a maximality argument to Qψ to deduce the thesis.
we can assume that there are t0 > 0, x0 ∈ U such that We also take
some φ ∈ C∞c (U) with φ = 1 on Bt0(x0), and for any 0 < t < t0 we set
Ct := max
y∈Bt(x0),α∈Nm2k
|Tαij(y)− Tαij(x0)|,
and we pick a χt ∈ C
∞
c (R
2,R2) with χt(z) = z for all z with |z| ≤ Ct,
and |χt(z)| ≤ 2Ct for all z. We define a differential operator
Q(t) =
∑
α∈Nm2k
Q(t)α ∂
α ∈ D
(2k)
C∞
(Rm;Cℓ,Cℓ),
Q
(t)
αij(x) := Tαij(x0) + χt
(
φ(x)(Tαij(x)− Tαij(x0))
)
=: Tαij(x0) + A
(t)
αij(x)
(with the usual extension of φ(Tαij−Tαij(x0)) to zero away from U being
understood, so in particular we have Q
(t)
αij(x) = Tαij(x0), if x ∈ R
m\U).
Let ζ ∈ Rm \ {0}, η ∈ Cℓ be arbitrary. Then using σT,x0 = σ
†
P,x0
σP,x0,
and that
R
m \ {0} ∋ ζ ′ 7−→ σP,x0(iζ
′) =
∑
α∈Nm
k
,|α|=k
Pα(x0)(iζ
′)α ∈ GL(C; ℓ× ℓ)
is well-defined and positively homogeneous of degree k, one finds
ℜ(σT,x0(iζ), η, η) = (σT,x0(iζ), η, η) ≥ D1|ζ |
2k|η|2,
where
D1 := min
ζ′∈Rm,η′∈Cℓ,|ζ′|=1=|η′|
|σP,x0(iζ
′)η′|2 > 0.
Furthermore, for x ∈ U one easily gets
ℜ(σA(t),x(iζ), η, η) ≥ −D(k,m) max
α∈Nm2k
|A(t)α (x)||ζ |
2k|η|2,
for some D(k,m) > 0. From now one we fix some small t such that
sup
x∈U
max
α∈Nm2k
|A(t)α (x)| ≤ D1/(2D(k,m)).
Then we get the estimate
ℜ(σQ(t)(iζ),x, η, η) ≥
D1
2
|ζ |2k|η|2 for all x ∈ Rm ,
thus ∣∣∣(r2k + σQ(t),x(iξ))−1∣∣∣ ≤ min{D1/2, 1}(r + |ξ|)−2k,
which is valid for all
(x, ξ, r) ∈ Rm × (Rm × [0,∞)) \ {(0, 0)}).
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In other words, Qψ := Q(t) satisfies the assumptions of Proposition A.3
with θ0 = π, and by construction one has
Qψα = Tα for all α ∈ N
m
2k, in a open neighbourhood of supp(ψ).(6)
Since L1(Rm,Cℓ) →֒ B01,∞(R
n,Cℓ), the assumption f ∈ L1loc(U,C
ℓ) im-
plies
β0 := sup
{
β
∣∣ β ∈ R, ψ˜f ∈ Bβ1,∞(Rm,Cℓ) for all ψ˜ ∈ C∞c (U)} ≥ 0.
We also know that Pf ∈ L1loc(U,C
ℓ). Then P (ψf) = ψPf+P1f , where
the commutator P1 := [P, ψ] ∈ D
(k−1)
C∞
(U ;Cℓ,Cℓ) has coefficients with
compact support in U , and using (6) we get
Qψ(ψf) = T (ψf) = P †P (ψf) = P †(ψPf) + P †P1f,
all equalities understood in the sense of distributions with compact
support in U . We fix R ≥ 0 so large that the conclusions of Proposition
A.3 hold for Q = Qψ, θ0 := π, r = R,
β ∈
{
− 2k,min
{
β0 +
1
2
− 2k,−k
}}
.
So ψf coincides with the unique solution w in B01,∞(R
m,Cℓ) of
(7) R2kw +Qψw = R2kψf + P †(ψPf) + P †P1f.
On the other hand, as ψ˜f ∈ B
β0−
1
2
1,∞ (R
m,Cℓ) for all ψ˜ ∈ C∞c (U) (by the
very definition of β0), we get
R2kψf + P †(ψPf) + P †P1f ∈ B
min{−k,β0+
1
2
−2k}
1,∞ (R
m,Cℓ).
So (7) has a unique solution w˜ in B
min{β0+
1
2
,k}
1,∞ (R
m,Cℓ), evidently co-
inciding with ψf , by the uniqueness of the solutions of (7) in the
class B01,∞(R
m,Cℓ). We deduce that ψf ∈ B
min{β0+
1
2
,k}
1,∞ (R
m,Cℓ), so
that, ψ being arbitrary, min
{
β0 +
1
2
, k
}
≤ β0, implying k ≤ β0 and
min{β0 +
1
2
, k} = k. We have thus shown that ψf ∈ Bk1,∞(R
m,Cℓ). 
Keeping Remark 2.4.2 in mind, we immediately get the following char-
acterization of local Sobolev spaces:
Corollary 2.8. Let E → X be a smooth complex vector bundle, and
let k ∈ N≥0.
a) If p ∈ (1,∞), then for any elliptic operator Q ∈ D
(k)
C∞
(X ;E,E) one
has
Γ
W
k,p
loc
(X,E) = Γ
W
Q,p
loc
(X,E).
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b) For any elliptic Q ∈ D
(k+1)
C∞
(X ;E,E) one has
Γ
W
Q,1
loc
(X,E) ⊂ Γ
W
k,1
loc
(X,E).
Our second main result is the following abstract Meyers-Serrin type
theorem:
Theorem 2.9. Let p ∈ [1,∞), s ∈ N, k1 . . . , ks ∈ N≥0, and let E → X,
Fi → X, for each i ∈ {1, . . . , s}, be smooth Hermitian vector bundles,
and let P := {P1, . . . , Ps} with Pi ∈ D
(ki)
C∞
(X ;E, Fi) be such that in case
k := max{k1, . . . , ks} ≥ 2 one has ΓWP,pµ (X,E) ⊂ ΓWk−1,ploc
(X,E). Then
for any f ∈ Γ
W
P,p
µ
(X,E) there is a sequence
(fn) ⊂ ΓC∞(X,E) ∩ ΓWP,pµ (X,E),
which can be chosen in ΓC∞c (X,E) if f is compactly supported, such
that ‖fn − f‖P,p,µ → 0 as n→∞.
The following vector-valued and higher order result on Friedrichs mol-
lifiers is the main tool for the proof of Theorem 2.9, and should in fact
be of an independent interest.
Proposition 2.10. Let 0 ≤ h ∈ C∞c (R
m) be such that h(x) = 0 for
all x with |x| ≥ 1,
∫
Rm
h(x)dx = 1. For any ǫ > 0 define 0 ≤ hǫ ∈
C∞c (R
m) by hǫ(x) := ǫ
−mh(ǫ−1x). Furthermore, let U ⊂ Rm be open,
let k ∈ N≥0, ℓ0, ℓ1 ∈ N, p ∈ [1,∞), and let P ∈ D
(k)
C∞
(U ;Cℓ0 ,Cℓ1),
P =
∑
α∈Nm
k
Pα∂
α, with Pα : U −→ Mat(C; ℓ0 × ℓ1) in C
∞.
a) Assume that f ∈ Lploc(U,C
ℓ0), Pf ∈ Lploc(U,C
ℓ1), and that either
k < 2 or f ∈ Wk−1,ploc (U,C
ℓ0). Then one has Pfǫ → Pf as ǫ → 0+ in
L
p
loc(U,C
ℓ1), where for sufficiently small ǫ > 0 we have set
fǫ :=
∫
Rm
hǫ(• − y)f(y)dy ∈ C
∞(U,Cℓ0).
b) If f ∈ Ck(U,Cℓ0), then Pfǫ → Pf as ǫ → 0+, uniformly over each
V ⋐ U .
Proof. a) We prove the statement by an induction argument on the
order of the operator similar to that in [3, Appendix A]. The case
k = 0 is an elementary property of convolution, the case k = 1 is the
classical Friedrichs’ theorem, see [4]. Therefore, let k ≥ 2 and assume
that the result is true for operators of order at most k − 1, and also
that at least for some α ∈ Nmk with |α| = k we have Pα 6= 0. For
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j ∈ {1, . . . , m}, let ej ∈ N
m
1 be the j-th element of the canonical basis
of Rm, set
Jj =
{
α
∣∣α ∈ Nmk , |α| = k, αj ≥ 1},
and for α ∈ Jj, set αˆj = α − ej . For every f ∈ W
k−1,p
loc (U,C
ℓ0) such
that Pf ∈ Lploc(U,C
ℓ1), j ∈ {1, . . . , m} with Jj 6= ∅ and α ∈ Jj we may
write gj = ∂
αˆjf , and
Pf =
m∑
j=1
∑
α∈Jj
∂j(Pαgj) +Qf, where Q ∈ D
(k−1)
C∞
(U ;Cℓ0 ,Cℓ1).
By the induction hypothesis, Qfǫ → Qf in L
p
loc(U,C
ℓ1) as ǫ → 0+.
Moreover, by assumption gj ∈ L
p
loc(U,C
ℓ0) for every j, hence (gj)ǫ → gj
in Lploc(U,C
ℓ0) and as a consequence (Pαgj)ǫ → Pαgj in L
p
loc(U,C
ℓ1), so
that Pfǫ → Pf in L
p
loc(U,C
ℓ1) by Friedrichs’ theorem, and the proof is
complete.
b) This follows from the following two well-known facts: Firstly, if
f ∈ Ck(U,Cℓ0), then ∂α(fǫ) = (∂
αf)ǫ for all α ∈ N
m
k and all sufficiently
small ǫ > 0. Secondly, if g ∈ C(U,Cℓ0), then for every V ⋐ U
sup
x∈V
|gǫ(x)− g(x)| → 0 as ǫ→ 0+.
This completes the proof. 
Proof of Theorem 2.9. Let
ℓ0 := rank(E), ℓj := rank(Fj), for any j ∈ {1, . . . , s}.
We take a relatively compact, locally finite atlas
⋃
n∈N Un = X such
that each Un admits smooth orthonormal frames for
E −→ X,F1 −→ X, . . . , Fs −→ X.
Let (ϕn) be a partition of unity which is subordinate to (Un), that is,
0 ≤ ϕn ∈ C
∞
c (Un),
∑
n
ϕn(x) = 1 for all x ∈ X ,
where the latter is a locally finite sum. Now let f ∈ Γ
W
P,p
µ
(X,E),
and fn := ϕnf . Let us first show that fn ∈ ΓWP,pµ,c (Un, E). Indeed, let
j ∈ {1, . . . , s}. Then as elements of ΓD′(Un, E) one has
Pjfn = ϕnPjf + [Pj , ϕn]f, but [Pj , ϕn] ∈ D
kj−1
C∞
(Un;E, Fj),
and as we have f ∈ Γ
W
k−1,p
loc
(X,E), it follows that
(∂αf1, . . . , ∂
αfℓ0) ∈ L
p
loc(Un,C
ℓ0) for all α ∈ Nmk−1,
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where the fj ’s are the components of f with respect to the smooth
orthonormal frame on Un for E. Thus we get
[Pj, ϕn]f ∈ ΓWP,pµ,c (Un, E)
as the coefficients of [Pj , ϕn] have a compact support in Un and 0 <
µUn ∈ C
∞(Un), and the proof of fn ∈ ΓWP,pµ,c (Un, E) is complete. But
now, given ǫ > 0, we may appeal to Proposition 2.10 a) to pick an
fn,ǫ ∈ ΓC∞c (X,E) with support in Un such that
‖fn − fn,ǫ‖P,p,µ < ǫ/2
n+1.
Finally, fǫ(x) :=
∑
n fn,ǫ(x), x ∈ X , is a locally finite sum and thus
defines an element in ΓC∞(X,E) which satisfies
‖fǫ − f‖P,p,µ ≤
∞∑
n=1
‖fn,ǫ − fn‖P,p,µ < ǫ,
which proves the first assertion. If f is compactly supported, then
picking a finite covering of the support of f with U ′ns as above, the
above proof also shows the second assertion. 
We close this section with the following example which shows that the
assumptions of Theorem 2.9 are optimal in a certain sense:
Example 2.11. Consider the third order differential operator
A := −x∂3 + (x− 1)∂2 = (1− ∂) ◦ x ◦ ∂2 ∈ D
(3)
C∞
(R)
on R (with its Lebesgue measure). Then for any p ∈ (1,∞) one has
W
A,p(R) ⊂ W1,ploc(R), W
A,p(R) 6⊂ W2,ploc(R)
and WA,p(R)∩C∞(R) is not dense in WA,p(R): Indeed, we first observe
that
W
A,p(R) = {u|u ∈ Lp(R), x∂2u ∈ W1,p(R)}.
To see this, if f = Au and v = x∂2u, v ∈ S′(R), (1− ∂)v = f , so that
(1− iξ)vˆ = fˆ , so that v = F−1[(1− iξ)−1fˆ ] ∈ W1,p(R). Here, F is the
Fourier transformation and Ψˆ := FΨ.
Next we show WA,p(R) ⊂ W1,ploc(R). In fact, let u ∈ W
A,p(R) and set
x∂2u = g ∈ W1,p(R). We write g in the form g = g(0) +
∫ x
0
∂g(y)dy.
Then
∂2u(x) =
g(0)
x
+ h(x), x ∈ R \ {0},
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with h(x) = 1
x
∫ x
0
∂g(y)dy. As p > 1, it is a well known consequence of
Hardy’s inequality that h ∈ Lp(R). So
∂2u = g(0)p.v.
(
1
x
)
+ h+ k,
with k ∈ D′(R), supp(k) ⊆ {0}. We deduce that
g(x) = g(0) + xh(x) + xk(x),
implying xk(x) = 0. From k(x) =
∑m
j=0 ajδ
(j) it follows that xk(x) =
−
∑m
j=1 jajδ
(j−1) = 0 if and only if k(x) = a0δ, whence
∂2u = g(0)p.v.
(
1
x
)
+ h+ a0δ,
so that
∂u(x) = g(0) ln(|x|) +
∫ x
0
∂g(y)dy + a0H(x) + C ∈ L
p
loc(R),
where H is teh Heaviside function, and we have proved thatWA,p(R) ⊂
W
1,p
loc(R).
In order to see WA,p(R) 6⊂ W2,ploc(R), consider the function u(x) =
φ(x) ln(|x|), with φ ∈ C∞c (R), φ(x) = x in some neighbourhood of
0. Then x∂2u ∈ W1,p(R), but u 6∈ W2,ploc(R), since one has
∂2u(x) = p.v.
(
1
x
)
in a neighborhood of 0. So Theorem 2.8 is not applicable.
To see that WA,p(R)∩C∞(R) is not dense in WA,p(R), let again u(x) :=
φ(x) ln(|x|) with φ as above. Assume (by contradiction) that there
exists (un)n∈N with un ∈ W
A,p(R) ∩ C∞(R), such that
‖un − u‖Lp(R) + ‖Aun −Au‖Lp(R) → 0 as n→∞.
We set v = x∂2u, vn = x∂
2un. Then
‖vn − v‖Lp(R) + ‖∂vn − ∂v‖Lp(R) → 0 as n→∞,
so that (considering the continuous representative of anyW1,p(R) equiv-
alence class) vn(0) → v(0). However, one has vn(0) = 0 for all n ∈ N,
while v(0) = 1, a contradiction.
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3. Applications of Theorem 2.9
3.1. The elliptic case. Theorem 2.6 in combination with Remark
2.4.2 for formal adjoints immediately imply:
Corollary 3.1. Let s ∈ N, k1 . . . , ks ∈ N≥0, let E → X, Fi → X,
i ∈ {1, . . . , s}, be smooth Hermitian vector bundles, and let P :=
{P1, . . . , Ps} with Pi ∈ D
(ki)
C∞
(X ;E, Fi), and let k := max{k1, . . . , ks}.
a) Let p ∈ (1,∞). If one either has k < 2, or the existence of some
j ∈ {1, . . . , s} with Pj elliptic and kj ≥ k−1, then the assumptions from
Theorem 2.9 are satisfied by P, in particular for any f ∈ Γ
W
P,p
µ
(X,E)
there is a sequence
(fn) ⊂ ΓC∞(X,E) ∩ ΓWP,pµ (X,E),
which can be chosen in ΓC∞c (X,E) if f is compactly supported, such
that ‖fn − f‖P,p,µ → 0 as n→∞.
b) If one either has k < 2, or the existence of some j ∈ {1, . . . , s}
with Pj elliptic and kj = k, then the assumptions from Theorem 2.9
are satisfied by P, in particular for any f ∈ Γ
W
P,1
µ
(X,E) there is a
sequence
(fn) ⊂ ΓC∞(X,E) ∩ ΓWP,1µ (X,E),
which can be chosen in ΓC∞c (X,E) if f is compactly supported, such
that ‖fn − f‖P,1,µ → 0 as n→∞.
3.2. A covariant Meyers-Serrin Theorem on arbitrary Rieman-
nian manifolds. The aim of this section is to apply Theorem 2.9 in the
context of covariant Sobolev spaces on Riemannian manifolds, which
have been considered in this full generality, for example in [16], and
in the scalar case, in [2, 10]. The point we want to make here is that
Theorem 2.9 can be applied in many situations, even if none of the
underlying Pj’s is elliptic.
Let us start by recalling (cf. Section 3.3.1 in [14]) that if Ej → X is a
smooth vector bundle and
∇j ∈ D
(1)
C∞
(X ;Ej,T
∗X ⊗ Ej)
a covariant derivative on Ej → X for j = 1, 2, then one defines the
tensor covariant derivative of ∇1 and ∇2 as the uniquely determined
covariant derivative
∇1⊗˜∇2 ∈ D
(1)
C∞
(X ;E1 ⊗ E2,T
∗X ⊗E1 ⊗ E2)
on E1 ⊗ E2 → X which satisfies
∇1⊗˜∇2(f1 ⊗ f2) = ∇1(f1)⊗ f2 + f1 ⊗∇2(f2)(8)
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for all f1 ∈ ΓC∞(X,E1), f2 ∈ ΓC∞(X,E2) (the canonical isomorphism
of C∞(X)-modules
ΓC∞ (X,T
∗X ⊗ E1 ⊗E2) −→ ΓC∞ (X,T
∗X ⊗E2 ⊗ E1)
being understood).
Now let (M, g) be a possibly noncompact smooth Riemannian manifold
without boundary and let µ(dx) = volg(dx) be the Riemannian volume
measure. We also give ourselves a smooth Hermitian vector bundle
E → M and let ∇ be a Hermitian covariant derivative defined on the
latter bundle. We denote the Levi-Civita connection on T∗M with ∇g.
Then for any j ∈ N, the operator
∇(j)g ∈ D
(1)
C∞
(
M ; (T∗M)⊗j−1 ⊗E, (T∗M)⊗j ⊗ E
)
is defined recursively by ∇
(1)
g := ∇, ∇
(j+1)
g := ∇
(j)
g ⊗˜∇g, and we can
further set
∇jg := ∇
(j)
g · · ·∇
(1)
g ∈ D
(j)
C∞
(
M ;E, (T∗M)⊗j ⊗ E
)
Note that if dim(M) > 1, then each ∇jg is nonelliptic. The following
result makes Theorem 2.9 accessible to covariant Riemannian Sobolev
spaces:
Lemma 3.2. Let E ′ → X be a smooth complex vector bundle with a
covariant derivative ∇′ defined on it. Then for any p ∈ [1,∞) one has
Γ
W
∇′,p
loc
(X,E ′) = Γ
W
1,p
loc
(X,E ′).
Proof. Let ℓ := rank(E ′), and pick Hermitian structures on E ′ and
T∗X . Given f ∈ Wp,∇loc (X,E
′), we have to prove f ∈ W1,ploc(X,E
′). To
this end, it is sufficient to prove that if V ⋐ W ⋐ X are such that
there is a chart
x = (x1, . . . , xm) : W −→ Rm
for X in which E ′ → X admits a orthonormal frame e1, . . . , eℓ ∈
ΓC∞(W,E
′), then with the components f j := (f, ej) of f one has∑
k,j
∫
V
|∂kf
j(x)|pdx <∞.(9)
To this end, note that there is a unique matrix of 1-forms
A ∈ Mat
(
ΓC∞(W,T
∗X); ℓ× ℓ
)
such that with respect to the frame (ej) one has ∇ = d + A, in the
sense that for all (Ψ1, . . . ,Ψℓ) ∈ C∞(W,Cℓ) one has
∇
∑
j
Ψjej =
∑
j
(dΨj)⊗ ej +
∑
j
∑
i
ΨjAij ⊗ ei.
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It follows that in W one has∑
j
df j ⊗ ej = df = ∇f −Af,
so using |Aij| ≤ C in V and that (ej) is orthonormal we arrive at∑
j
∫
V
|df j(x)|pxdx ≤ C˜
∫
V
|∇f(x)|pxdx <∞.(10)
But it is well-known that the integrability (10) implies (9) (see for
example Excercise 4.11 b) in [5]). 
With these preparations, we can state the following covariant Meyers-
Serrin theorem for Riemannian manifolds (which in the case of scalar
functions, that is, if E = M × C with ∇ = d) has also been observed
in [13, Lemma 3.1]):
Corollary 3.3. Let p ∈ [1,∞), s ∈ N, and define a global Sobolev
space by
ΓWs,p∇,g(M,E) := ΓW{∇
1
g,...,∇
s
g},p
loc
(M,E).
Then one has
ΓWs,p∇,g(M,E) ⊂ ΓW
s,p
loc
(M,E),
in particular, for any f ∈ ΓWs,p∇,g(M,E) there is a sequence
(fn) ⊂ ΓC∞(M,E) ∩ ΓWs,p∇,g(M,E),
which can be chosen in ΓC∞c (M,E) if f is compactly supported, such
‖fn − f‖∇,g,p := ‖fn − f‖{∇1g ,...,∇sg},p,volg → 0 as n→∞.
Proof. Applying Lemma 3.2 inductively shows
ΓWs,p∇,g(M,E) ⊂ ΓW
s,p
loc
(M,E),
so that the other statements are implied by Theorem 2.9. 
4. A substitute result for the p =∞ case
As C∞ is not dense in L∞, it is clear that Theorem 2.9 cannot be true
for p = ∞. In this case, one can nevertheless smoothly approximate
generalized Ck-type spaces given by families P, without any further
assumptions on P, an elementary fact which we record for the sake of
completeness:
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Proposition 4.1. Let s ∈ N, k1 . . . , ks ∈ N≥0, and let E → X,
Fi → X, for each i ∈ {1, . . . , s}, be smooth Hermitian vector bun-
dles, and let P := {P1, . . . , Ps} with Pi ∈ D
(ki)
C∞
(X ;E, Fi). Then with
k := max{k1, . . . , ks}, define the Banach space ΓP,∞(X,E) by
ΓP,∞(X,E)
:=
{
f
∣∣∣ f ∈ ΓC∩L∞(X,E), Pif ∈ ΓC∩L∞(X,Fi) for all i ∈ {1, . . . , s}}
with norm ‖f‖P,∞ := ‖f‖∞ +
s∑
i=1
‖Pif‖∞.
Assume that ΓP,∞(X,E) ⊂ ΓCk−1(X,E). Then ΓC∞(X,E)∩ΓP,∞(X,E)
is dense in ΓP,∞(X,E).
Using Proposition 2.10 b), this result follows from the same localization
argument as in the proof of Theorem 2.9.
Appendix A. An existence and uniqueness result for
systems of linear elliptic PDE’s on the
Besov scale
Throughout this section, let ℓ ∈ N be arbitrary. We again use the
notation (•, •), |•|, and Br(x) for the standard Euclidean data in each
Cn. We start by recalling the definition of Besov spaces with a positive
differential order:
Definition A.1. For any α ∈ (0, 1], p ∈ [1,∞], q ∈ [1,∞), one defines
Bαp,q(R
m,Cℓ) to be the space of u ∈ Lp(Rm,Cℓ) such that∫
Rm
‖u(•+ x)− 2u+ u(• − x)‖
Lp(Rm,Cℓ) |x|
−m−αqdx <∞,
and Bαp,∞(R
m,Cℓ) to be the space of u ∈ Lp(Rm,Cℓ) such that
sup
x∈Rm\{0}
|x|−α ‖u(•+ x)− 2u+ u(• − x)‖
Lp(Rm,Cℓ) <∞.
For α ∈ (1,∞), p ∈ [1,∞], q ∈ [1,∞], one defines Bαp,q(R
m,Cℓ) to be
the spacea of u ∈ W[α],p(Rm,Cℓ) such that for all β ∈ (N≥0)
m with
|β| = [α] one has ∂βu ∈ Bα−[α],p(Rm,Cℓ). These are Banach spaces
with respect to their canonical norms.
For negative differential orders, the definition is more subtle:
aHere, [α] := max{j|j ∈ N, j < α}
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Proposition and definition A.2. Let t(ζ) := |ζ |, ζ ∈ Rm, and for
any γ ∈ R let
Jγ := F
−1(1 + t2)−γ/2
denote the Bessel potential of order γ. Let α ∈ (−∞, 0], p ∈ [1,∞],
q ∈ [1,∞), and pick some β ∈ (0,∞). Then one defines Bαp,q(R
m,Cℓ)
to be the space of u ∈ S′(Rm,Cℓ) such that u = Jα−β ∗ f for some
f ∈ Bβp,q(R
m,Cℓ). This definition does not depend on the particular
choice of β, and one defines
‖u‖
Bαp,q(R
m,Cℓ) := ‖Jα−1 ∗ u‖B1p,q(Rm,Cℓ) ,
which again produces a Banach space.
We are going to prove:
Proposition A.3. Let n ∈ N≥0, Q ∈ D
(n)
C∞
(Rm;Cℓ,Cℓ),
Q =
∑
α∈Nmn
Qα∂
α, with Qα : R
m −→ Mat(C; ℓ× ℓ) in W∞,∞,
that is, Qα and all its derivatives are bounded. Suppose also that for
some θ0 ∈ (−π, π] and all
(x, ξ, r) ∈ Rm × (Rm × [0,∞)) \ {(0, 0)}),
the complex ℓ × ℓ matrix rneiθ0 − σQ,x(iξ) is invertible, and that there
are is C > 0 such that for all (x, ξ, r) as above one has∣∣∣(rneiθ0 − σQ,x(iξ))−1∣∣∣ ≤ C(r + |ξ|)−n.(11)
We consider the system of linear PDE’s given by
(12) rneiθ0u(x)−Qu(x) = g(x), x ∈ Rm, r ≥ 0.
Then for any β ∈ R, p, q ∈ [1,∞], there is a R = R(β, p, q, Q) ≥ 0
with the following property: if r ≥ R and g ∈ Bβp,q(R
m,Cℓ), then (12)
has a unique solution u ∈ Bβ+np,q (R
m,Cℓ).
Note that given some Q ∈ D
(n)
C∞
(Rm;Cℓ,Cℓ) which is strongly elliptic
in the usual sense
ℜ(σQ,x(ζ)η, η) ≥ C˜|η|
2 for all x ∈ Rm, η ∈ Cℓ, ζ ∈ Cm with |ζ | = 1
with some C˜ > 0 which is uniform in x, η, ζ , it is straightforward to
see that the condition (11) is satisfied with θ0 = π, C = min{1, C˜} (see
also the proof of Theorem 2.6 b)).
Before we come to the proof of Proposition A.3, we first collect some
well known facts concerning Besov spaces. Unless otherwise stated, the
reader may find these results in [7] and the references therein.
(i) For every p ∈ [1,∞] one has B0p,1(R
m) →֒ Lp(Rm) →֒ B0p,∞(R
m).
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(ii) Let p, q ∈ [1,∞], β ∈ R. Then
B
β+1
p,q (R
m) = {f |f ∈ Bβp,q(R
m), ∂jf ∈ B
β
p,q(R
m) for all j ∈ {1, . . . , m}}.
So for all k ∈ N one has Bkp,1(R
m) →֒ Wk,p(Rm) →֒ Bkp,∞(R
m).
(iii) As a consequence of (ii), we have the following particular case of
Sobolev embedding theorem: if β ∈ R, 1 ≤ p, q ≤ ∞, Bβp,q(R
m) →֒
B
β−m/p
∞,∞ (Rm).
(iv) Let us indicate with (·, ·)θ,q (0 < θ < 1, 1 ≤ q ≤ ∞) the real
interpolation functor. Then, if −∞ < α0 < α1 < ∞, 1 ≤ p, q0, q1 ≤
∞, the real interpolation space (Bα0p,q0(R
m),Bα1p,q1(R
m))θ,q coincides with
B
(1−θ)α0+θα1
p,q (Rm), with equivalent norms.
(v) If 1 ≤ p, q < ∞ and β ∈ R, the antidual space of Bβp,q(R
m) can
be identified with B−βp′,q′(R
m) in the following sense: if g ∈ B−βp′,q′(R
m),
then the (antilinear) distribution 〈•, g〉 can be uniquely extended to
a bounded antilinear functional in Bβp,q(R
m) (we recall here also that,
whenever max{p, q} < ∞, then C∞c (R
m) is dense in each Bβp,q(R
m)).
Moreover, all bounded antilinear functionals on Bβp,q(R
m) can be ob-
tained in this way.
(vi) Suppose that a ∈ C∞(Rm), and that for some n ∈ R and all ξ ∈ Rm
one has
max
α∈Nmm+1
|∂αa(ξ)| ≤ C(1 + |ξ|)n−|α|.
Then for all
(β, p, q) ∈ R× [1,∞]× [1,∞],
the Fourier multiplication operator f 7→ F−1(aFf) maps Bβp,q(R
m) into
Bβ−np,q (R
m), and the norm of the latter operator can be estimated by
C sup
α∈Nmm+1,ξ∈R
m
∣∣(1 + |ξ|)|α|−n∂αa(ξ)∣∣ ,
for some C > 0 independent of a (cf. [1]).
(vii) If a ∈ W∞,∞(Rm) and f ∈ Bβp,q(R
m), then one has af ∈ Bβp,q(R
m).
More precisely, there exist C > 0, N ∈ N, independent of a and f ,
such that
‖af‖
B
β
p,q(Rm)
≤ C
(
‖a‖L∞(Rm)‖f‖Bβp,q(Rm) + ‖a‖WN,∞(Rm)‖f‖Bβ−1p,q (Rm)
)
.
(viii) Let 0 ≤ χ0 ∈ C
∞
c (R
m) be such that for some δ > 0 one has
supp(χ0) ⊂ [−δ, δ]
m, χ0 = 1 in [−δ/2, δ/2]
m.
For any j ∈ Zm set
χj(x) := χ0(x− δj/2), χ(x) :=
∑
j∈Zm
χj(x), ψj(x) :=
χj(x)
χ(x)
.
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Then for all β ∈ R, p ∈ [1,∞], there exist C1, C2 > 0 such that for all
f ∈ Bβp,p(R
m) it holds that
C1‖f‖Bβp,p(Rm) ≤ ‖(‖ψjf‖Bβp,p(Rm))j∈Zm‖ℓp(Zm) ≤ C2‖f‖Bβp,p(Rm).
With these preparations, we can now give the proof of Proposition A.3:
Proof of Proposition A.3. We prove the result in several steps.
Step 1 (constant coefficients): Let
Q =
∑
α∈Nmn
Qα∂
α, with Qα ∈ Mat(C; ℓ× ℓ),
and suppose that for some θ0 ∈ (−π, π] and all
(ξ, r) ∈ (Rm × [0,∞)) \ {(0, 0)}),
the l×l matrix rneiθ0−inσQ(ξ) is invertible, and that there exists C > 0
such that for all (ξ, r) as above one has
(13) |(rneiθ0 − σQ(iξ))
−1| ≤ C(r + |ξ|)−n.
Then for any β ∈ R, 1 ≤ p, q ≤ ∞, there exists R ≥ 0 such that, if
r ≥ R and g ∈ Bβp,q(R
m,Cℓ), the system (12) has a unique solution
u ∈ Bβ+np,q (R
m,Cℓ). Moreover, there exists a constant C0 > 0, which
only depends on β, p, q, the constant C in (13) and on max
α∈Nmn
|Qα|, such
that for all r ≥ R one has
rn‖u‖
B
β
p,q(Rm,Cℓ)
+ ‖u‖
B
β+n
p,q (Rm,Cℓ)
≤ C0‖g‖Bβp,q(Rm,Cℓ).
By interpolation, we obtain also, for every θ ∈ [0, 1] and r ≥ R,
(14) ‖u‖
B
β+θn
p,q (Rm,Cℓ)
≤ C0r
(θ−1)n‖g‖
B
β
p,q(Rm,Cℓ)
.
In order to prove the statement from Step 1, we start by assuming
that Q coincides with its principal part Qn :=
∑
|α|=nQα∂
α. Then,
employing the Fourier transform, it is easily seen that for any r ≥ 0,
g ∈ S′(Rm,Cℓ), the only possible solution u ∈ S′(Rm,Cℓ) of (12) is
u = F−1
(
(rneiθ0 − σQ(iξ))
−1Fg
)
.
Observe that (rneiθ0 − σQ(iξ))
−1 is positively homogeneous of degree
−n in the variables
(r, ξ) ∈ ([0,∞)× Rm) \ {(0, 0)}.
So for all α ∈ Nmn , the matrix ∂
α
ξ (r
neiθ0 − σQ(iξ))
−1 is positively homo-
geneous of degree −n− |α| in these variables, implying∣∣∂αξ (rneiθ0 − σQ(iξ))−1∣∣ ≤ C(α)(r + |ξ|)−n−|α|.
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It is easily seen that C(α) can be estimated in terms of the constant C
in (13) and of max
α∈Nmn
|Qα|. We deduce from (vi) that, for all r ≥ 0, and
all g ∈ Bβp,q(R
m,Cℓ), the problem
(15) rneiθ0u(x)−Qnu(x) = g(x), x ∈ R
m
has a unique solution u in Bβ+np,q (R
m,Cℓ), and also that for all r0 > 0
there is C(r0) > 0 such that for all r ≥ r0 one has
‖u‖
B
β+n
p,q (Rm,Cℓ)
≤ C(r0)‖g‖Bβp,q(Rm,Cℓ).
The latter inequality together with (15) also gives
‖u‖
B
β
p,q(Rm,Cℓ)
≤ r−n(‖g‖
B
β
p,q(Rm,Cℓ)
+ ‖Qnu‖Bβp,q(Rm,Cℓ))
≤ C1(r0)r
−n(‖g‖
B
β
p,q(Rm,Cℓ)
+ ‖u‖
B
n+β
p,q (Rm,Cℓ)
)
≤ C2(r0)r
−n‖g‖
B
β
p,q(Rm,Cℓ)
,
and now the estimate (14) follows directly by interpolation (see (iv)).
Now we extend the previous facts from Qn to Q, taking r sufficiently
large. In fact, we write (12) in the form
rneiθ0u(x)−Qnu(x) = (Q−Qn)u(x) + g(x).
Taking h := rneiθ0u−Qnu as new unknown, we obtain
(16) h− (Q−Qn)(r
neiθ0 −Qn)
−1h = g.
We have
‖(Q−Qn)(r
neiθ0 −Qn)
−1h‖
B
β
p,q(Rm,Cℓ
)
≤ C0‖(r
neiθ0 −Qn)
−1h‖
B
β+n−1
p,q (Rm,Cℓ)
≤ C1r
−1‖h‖
B
β
p,q(Rm,Cℓ)
.
So, if C1r
−1 < 1, then (16) has a unique solution h ∈ Bβp,q(R
m,Cℓ) and,
in case C1r
−1 ≤ 1
2
such solution can be estimated in the form
‖h‖
B
β
p,q(Rm,Cℓ)
≤ 2‖g‖
B
β
p,q(Rm,Cℓ)
.
So the previous estimates and results can be extended from Qn to Q.
Step 2 (a priori estimate for solutions in Bβ+np,q with small support): Let
β ∈ R, 1 ≤ p, q ≤ ∞. Then there exist r0, δ, C > 0 with the following
property: if u ∈ Bβ+np,q (R
m,Cℓ) satisfies
rneiθ0u−Qu = g, supp(u) ⊂
m∏
j=1
[x0j − δ, x
0
j + δ] for some x
0 ∈ Rm,
H = W ON ARBITRARY MANIFOLDS 23
then one has
(17) rn‖u‖
B
β
p,q(Rm,Cℓ)
+ ‖u‖
B
β+n
p,q (Rm,Cℓ)
≤ C‖g‖
B
β
p,q(Rm,Cℓ)
.
In order to prove this, we define the constant coefficient operator
Q(x0, ∂) :=
∑
α∈Nmn
Qα(x0)∂
α and observe that
rneiθ0u(x)−Q(x0, ∂)u(x) = (Q−Q(x0, ∂))u(x) + g(x).
Let ǫ > 0. For any φ ∈ C∞c (R
m) which satisfies
supp(φ) ⊂
m∏
j=1
[x0j − 2δ, x
0
j + 2δ],
φ = 1 in
m∏
j=1
[x0j − δ, x
0
j + δ], ‖φ‖L∞(Rm) = 1,
we have
(Q−Q(x0, ∂))u = φ(Q−Q(x0, ∂))u.
So, taking δ sufficiently small, from (iv) and (vii) we obtain
‖(Q−Q(x0, ∂))u‖
B
β
p,q(Rm,Cℓ)
≤ ǫ‖u‖
B
β+n
p,q (Rm,Cℓ)
+ C(ǫ)‖u‖
B
β+n−1
p,q (Rm,Cℓ)
.
Observe that δ can be chosen independent of x0. So, from Step 1 with
θ = (n − 1)/n in (14), taking r sufficiently large (uniformly in x0) we
obtain
rn‖u‖
B
β
p,q(Rm,Cℓ)
+ r‖u‖
B
β+n−1
p,q (Rm,Cℓ)
+ ‖u‖
B
β+n
p,q (Rm,Cℓ)
≤ C0
(
ǫ‖u‖
B
β+n
p,q (Rm,Cℓ)
+ C(ǫ)‖u‖
B
β+n−1
p,q (Rm,Cℓ)
+ ‖g‖
B
β
p,q(Rm,Cℓ)
)
.
Taking ǫ so small that C0ǫ ≤
1
2
and r so large that C0C(ǫ) ≤ r, we
deduce (17).
Step 3 (a priori estimate for arbitrary solutions in Bβ+np,p ): For any
β ∈ R, p ∈ [1,∞), there exist C0, r0 > 0 such that if r ≥ r0 and
u ∈ Bβ+np,p (R
m;Cℓ) is a solution to (12), then
(18) rn‖u‖
B
β
p,p(Rm,Cℓ)
+ ‖u‖
B
β+n
p,p (Rm,Cℓ)
≤ C0‖g‖Bβp,p(Rm,Cℓ).
To see this, we take δ, r0 > 0 so that the conclusion in Step 2 holds.
We consider a family of functions (ψj)j∈Zm as in (viii). Let u ∈
Bβ+np,p (R
m,Cℓ) solve (12), with r ≥ r0. For each j ∈ Z
m we have
rnψju−Q(ψju) = ψjg +Qju,
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with the commutator
Qj := [Q,ψj ] =
∑
1≤|α|≤n
Qα
∑
γ<α
(
α
γ
)
∂α−γψj∂
γ .
We set
Zj := {i| i ∈ Z
m, supp(ψi) ∩ supp(ψj) 6= ∅}.
Then Qju =
∑
i∈Zj
Qj(ψiu), so that
‖Qju‖Bβp,p(Rm,Cℓ) ≤ C1
∑
i∈Zj
‖ψiu‖Bβ+n−1p,p (Rm,Cℓ).
with C1 independent of j. So, from Step 2, we have, for each j ∈ Z
m,
(19)
rn‖ψju‖Bβp,p(Rm,Cℓ) + r‖ψju‖Bβ+n−1p,p (Rm,Cℓ) + ‖ψju‖Bβ+np,p (Rm,Cℓ)
≤ C2
(
‖ψjg‖Bβp,p(Rm,Cℓ) +
∑
i∈Zj
‖ψiu‖Bβ+n−1p,p (Rm,Cℓ)
)
.
We observe that Zj has at most 7
m elements. So we have, in case
p <∞,
(∑
i∈Zj
‖ψiu‖Bβ+n−1p,p (Rm,Cℓ)
)p
≤ 7m(p−1)
∑
i∈Zj
‖ψiu‖
p
B
β+n−1
p,p (Rm,Cℓ)
and
∑
j∈Zm
(∑
i∈Zj
‖ψiu‖Bβ+n−1p,p (Rm,Cℓ)
)p
≤ 7m(p−1)
∑
j∈Zm
∑
i∈Zj
‖ψiu‖
p
B
β+n−1
p,p (Rm,Cℓ)
= 7m(p−1)
∑
i∈Zm
(∑
j∈Zi
1
)
‖ψiu‖
p
B
β+n−1
p,p (Rm,Cℓ)
≤ 7mp
∥∥∥(‖ψiu‖Bβ+n−1p,p (Rm,Cℓ))i∈Zm
∥∥∥p
ℓp(Zm)
.
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So, from (19) and (viii), we deduce
rn‖u‖
B
β
p,p(Rm,Cℓ)
+ r‖u‖
B
β+n−1
p,p (Rm,Cℓ)
+ ‖u‖
B
β+n
p,p (Rm,Cℓ)
≤ C3
(
rn
∥∥∥(‖ψju‖Bβp,p(Rm,Cℓ))j∈Zm
∥∥∥
ℓp(Zm)
+ r
∥∥∥(‖ψju‖Bβ+n−1p,p (Rm,Cℓ))j∈Zm
∥∥∥
ℓp(Zm)
+
∥∥∥(‖ψju‖Bβ+np,p (Rm,Cℓ))j∈Zm
∥∥∥
ℓp(Zm)
)
≤ C4
(∥∥∥(‖ψjg‖Bβp,p(Rm,Cℓ))j∈Zm
∥∥∥
ℓp(Zm)
+
∥∥∥(‖ψju‖Bβ+n−1p,p (Rm,Cℓ))j∈Zm
∥∥∥
ℓp(Zm)
)
≤ C5
(
‖g‖
B
β
p,p(Rm,Cℓ)
+ ‖u‖
B
β+n−1
p,p (Rm,Cℓ)
)
.
Taking r ≥ C5, we get the conclusion.
Step 4: For any β ∈ R, p ∈ [1,∞), there exists r0 ≥ 0 such that
if r ≥ r0, g ∈ B
β
p,p(R
m,Cℓ), then (12) has a unique solution u ∈
Bβ+np,p (R
m,Cℓ).
The uniqueness follows from Step 3. We show the existence by a duality
argument. We think of rneiθ0 −Q as an operator from Bβ+np,p (R
m,Cℓ) to
Bβp,p(R
m,Cl). By Step 3, if r is sufficiently large, its range is a closed
subspace of Bβp,p(R
m,Cℓ). Assume that it does not coincide with the
whole space. Then, applying a well known consequence of the theorem
of Hahn-Banach and (v), there exists h ∈ B−βp′,p′(R
m,Cl), h 6= 0, such
that 〈
(rneiθ0 −Q)u, h
〉
= 0 for all u ∈ Bβ+np,p (R
m,Cℓ).
This implies that
(20) (rne−iθ0 −Q∗)h = 0.
Now, it is easily seen that Q∗ satisfies the assumptions of Proposition
A.3 if we replace θ0 with −θ0. We deduce from Step 3 that, if r is
sufficiently large, (20) implies h = 0, a contradiction.
Step 5: For any β ∈ R there exists r0 ≥ 0 such that if r ≥ r0, g ∈
Bβ∞,∞(R
m,Cℓ), then (12) has a unique solution u ∈ Bβ+n∞,∞(R
m,Cℓ).
In the proof of Lemma 2.4 from [7] it is shown that for any g ∈
Bβ∞,∞(R
m), there is a sequence (gk)k∈N in S(R
m) converging to g in
S′(Rm) and bounded in Bβ∞,∞(R
m). So we take a sequence (gk)k∈N in
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S(Rm,Cℓ) converging to g in S′(Rm,Cℓ) and bounded in Bβ∞,∞(R
m,Cℓ).
We fix γ larger than β+m
2
and think of gk as an element of B
γ
2,2(R
m,Cℓ).
Then, by Step 4, if r is sufficiently large, the equation
rneiθ0uk −Quk = gk
has a unique solution uk in B
γ+n
2,2 (R
m,Cℓ). By (iii), uk ∈ B
β+n
∞,∞(R
m,Cℓ)
and, by Step 3, if r is sufficiently large, the sequence (uk)k∈N is bounded
in Bβ+n∞,∞(R
m,Cℓ), because (gk)k∈N is bounded in B
β
∞,∞(R
m,Cℓ). Then,
by (v) and the theorem of Alaoglu, we may assume, possibly passing
to a subsequence, that there exists u ∈ Bβ+n∞,∞(R
m,Cℓ) such that
lim
k→∞
uk = u in the weak topology w(B
β+n
∞,∞(R
m,Cℓ),B−β−n1,1 (R
m,Cℓ)).
Such convergence implies convergence in S′(Rm,Cℓ). So
(rneiθ0 −Q)uk → (r
neiθ0 −Q)u as k →∞ in S′(Rm,Cℓ).
We deduce that (rneiθ0 −Q)u = g.
Step 6: Full statement.
This is a simple consequence of Step 4, Step 5 and the interpolation
property (iv).

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