Online classified advertisements have become an essential part of the advertisement market. Popular online classified advertisement sites such as Craigslist, Ebay Classifieds, and Oodle have attracted a huge number of posts and visits. Due to its high commercial potential, the online classified advertisement domain is a target for spammers, and this has become one of the biggest issues hindering further development of online advertisement. Therefore, spam detection in online advertisement is a crucial problem. However, previous approaches for Web spam detection in other domains do not work well in the advertisement domain. We propose a novel spam detection approach that takes into account the particular characteristics of this domain. Specifically, we propose a novel set of features that could strongly discriminate between spam and legitimate advertisement posts. Our experiments on a dataset derived from Craigslist advertisements demonstrate the effectiveness of our approach. In particular, the approach provides improvements of 55% in terms of F-1 score over a baseline that uses traditional features alone.
INTRODUCTION
Online classified advertisement sites such as Craigslist, Ebay Classifieds, Adsglobe, Adpost, Adoos, ClassifiedsForFree, and Oodle are becoming increasingly popular. According to market researcher Classified Intelligence, the U.S. market for online classified advertisement was $14.1 billion in 2003, and it has increased quickly since then. Online advertisement sites have attracted a huge number of posts and visits. Craigslist, for instance, receives about 50 million new posts every month 1 , and is ranked the 7th most visited site in the U.S. and the 35th most visited site in the world, according to Alexa 2 . Due to its popularity and commercial potential, online classified advertisement domain is a target for spammers. Spammers typically post fake ads on these sites to cheat buyers. Figure 1 illustrates a typical spam post, offering a too-good-to-be-true price, found on the Craigslist website. Spammers also use techniques such as keyword stuffing to mislead search engines. Spam posts have become one of the biggest issues in the online classified advertisement domain.
Previous approaches for Web spam detection typically used link-based features and content-based features such as n-grams to differentiate spam and non-spam pages as mentioned in Section 2. However, since online advertisement posts rarely link to each other, link-based features do not help in this particular domain. In terms of content, a key characteristic that discriminates spam from non-spam advertisement posts is that the spam posts often contain deceiving information. For instance, a spam advertisement post could attract buyers by asking an unrealistically low price. This characteristic cannot be captured by contentbased features. Therefore, traditional approaches for Web spam detection do not work effectively in this domain.
Having identified the problem, in this paper we propose a new approach taking into account the particular characteristics of the online classified advertisement domain. Specifically, we propose a novel set of features particularly designed for this domain. For instance, in order to determine if the asking price for a car is reasonable, we extract various features of the car (e.g., brand name, model, and year) from the advertisement post. We then exploit external resources such as Kelley Blue Book (KBB) 3 to get an estimated price for that car and compare it with the asking price.
We demonstrate the effectiveness of our approach via experiments on a dataset containing Craigslist advertisement posts. Compared to the baseline using traditional n-gram features alone, our approach achieves improvements of 59% and 52% in terms of precision and recall, respectively. In terms of F-1 measure, our approach is 55% better than the baseline.
The rest of the paper is organized as follows. In Section 2, we review approaches for Web spam detection in previous work. In Section 3, we introduce our classification approach for spam detection in online classified advertisements. Section 4 presents features used in the classifier. Section 5 describes our experiment setup and shows experimental results. Section 6 shows some error analysis. Finally, our conclusions and future directions are presented in Section 7.
RELATED WORK
Much of the prior related work focuses on using contentbased features to detect general web spam.
Fetterly et al. [11] were among the first groups to take content into account for detecting spam pages using statistical analysis of two datasets: DS1 represents 150 million URLs and DS2 includes 409 million HTML pages. They observed that many spammers use templates to automatically generate spam pages. Therefore, those pages will have exact same number of words even though the particular words may be different from one page to another. In a sample of 200 pages drawn from hosts with at least 10 pages and with no variance in word count, 55% were spam. Another observation is based on the content evolution of web pages. According to Fetterly et al. [13] , 65% of all pages stay the same for a week and only 0.8% of all pages change totally. Some spammers' web servers generate a response to any HTTP request without using the actual URL of the request. The spam pages change more frequently as they are independent from the URL in HTTP requests. In a sample of 106 pages from the servers with all pages changing completely in a week, 97.2% are spam.
Gyongyi et al. [15] present a comprehensive taxonomy of web spam techniques including ones targeting content-based ranking algorithms. They also provide some suggestion for web spam countermeasures.
Ntoulas et al. [20] worked on a dataset of more than 105 million web pages downloaded by the MSN Search crawler. In a sample of 17,168 pages drawn from English pages, 86.2% are non-spam and 13.6% are spam. They extracted more than 20 features from pages' content that can provide information to distinguish a spam page from the normal ones.
One method to improve detection quality is to combine content-based features with other features, such as linkbased ones [9, 2, 1, 21] . In [9] , Castillo et al. use the WEBSPAM-UK2006 dataset [8] , a collection of labeled web pages crawled from .uk domains in May 2006. They added new features to the set proposed in [20] that may help better separate spam pages from non-spam pages based on their analysis of WEBSPAM-UK2006. Also they introduced linkbased features and then used them together with content-based features to build the classifier. In [21] , Ortega et al. build a ranking system based on the PageRank algorithm. They create a web graph where they calculate two types of scores for each node, positive score for node's authority and negative score for node's spam likelihood. Content-based features are used to adjust node's scores. Pages with high negative score are more likely to be spam.
Fetterly et al. [12] proposed another content-based approach to detect spam pages by using a shingling method [7] to investigate if a page contains many popular phrases copied from other pages on the web. They created a fingerprint for each document and then tried to compare the fingerprints of two different documents to see if they are duplicates or near duplicates. They figured out that if a page has a high fraction of replicated phrases, it is likely that the page is spam.
Also using documents' fingerprints, Urvoy et al. tried to detect the hidden style similarity among the pages [26] . They aimed to identify pages that are automatically generated using templates. As a result, if they have a sample of a spam page, they can find other spam pages that are generated using the same method even when they are topically different.
Another approach [3, 18, 16] to detect spam using content is to use language models [23] . A language model is in essence a probability distribution over terms estimated, in this case, from a page. The basic idea of the language model approach is that two linked pages should have a topical relationship. Otherwise, the link may indicate the occurrence of spam. This relationship can be characterized by calculating the Kullback-Leibler divergence (KLD) score, measuring the difference in the language models, i.e., the probability distributions of the two pages. In [16] , Martinez-Romo et al. used KLD to measure the divergence between the text from source page and target page. KLD calculated from different content elements of source and target pages introduced new features that together with other content-based and linkbased features help improve the performance of classifiers.
In [4] , Biro et al. use a modification of Latent Dirichlet Allocation (LDA) [5] to create collections of topics for spam and non-spam websites using their bag of words. Then they take union of those topic collections. A new site is classified as spam if it has the probability of total spam topic above a threshold.
Also based on content, [25, 22] try to extract the linguistic features for detecting spam. Their preliminary results are very promising.
FRAMEWORK
This section presents an overview of our approach for spam detection in online classified advertisements. The overall framework is described in Figure 2 . First, we extract the "meta" content of the post like posting time, number of images, number of URLs, occurrence of hidden text, etc. Then we remove HTML tags and extract the plaintext of post contents from HTML content e.g. title of the post and body of the post. The meta content and plaintext then are used for further analysis and extraction.
Given the post contents, we then extract content-based features for the posts. The first type of features is n-gram features traditionally used in previous work for Web spam detection [20, 9] . Secondly, we propose a novel set of features particular to the online advertisement domain, e.g. price ratio, brand, year of manufacturing, etc. Some of these features are defined using external resources. For instance, in order to capture if the asking price for a car is reasonable, we extract various features of the car from the advertisement post like year, make, model etc. We then exploit external resources e.g. Kelley Blue Book (KBB) or Edmunds 4 to get an estimated price for that car and compare it with the asking price. Or we can use Yahoo! Place Finder 5 to estimate the distance between the seller and the location of the post to see if the post is local. Detailed descriptions of these features are presented in the next section.
Finally, given a feature vector for each post, we transform the spam detection problem into a classification problem for which we can use many well established tools and techniques to solve. Like some previous works in detecting spam content on web, we apply a decision tree classifier to classify the post into spam or non-spam category [19] .
FEATURES
To build classifiers, we extract numerous features from the post's content. We first use a subset of content-based features mentioned in [20, 9] . Then we do deeper analysis to extract more domain-specific features including ones using external sources of information.
Content-based Features
Most classified advertisement websites provide users with a HTML form to fill in the content with plaintext and also a limited set of HTML tags to format the post content. For example, as of this writing, Craigslist only supports 24 HTML tags 6 . Therefore, many features reported in [20, 9] such as compressibility or entropy of trigrams cannot be applied. We use only a subset of these features and added some more content-based features as follows.
Posting time. We observe from analyzing the posts in our dataset that at certain time of the day, there are more spam posts than non-spam posts posted into Cars and Trucks category, e.g. during the period from 9:00AM to 12:00PM in the morning. Therefore this is one of the important indicators to help the classifiers to detect the spam posts. To make it easier for the classifiers, we discretize the time of the day into 8 intervals and use it as a feature. Figure 3 shows the relationship between the posting time and percentage of spam posts.
Title text, Body text. We extract plaintext submitted by users in the title and body of posts. When training classifier, we convert these into word vectors.
Number of words in title, Number of words in body. Spammers tend to insert either too few or too many words for title and body of their posts. For example, a spam post's content may contain only "Click here" and link to another spam page on the Internet. Or a spam post may contain a lot of random words besides the ones used to describe the advertising items. To capture this nature, we count the number of words of the plaintext extracted from HTML content of post's title and body.
Number of images, Number of URLs. As many classified advertisement websites allow users to use a subset of HTML tags to format their posts, spammers take advan- 
Domain-Specific Features
When doing deeper analysis of labeled posts from Craigslist's Cars and Trucks category, we observe that there are some features specific to this domain which can help spot the spam post easily. For example, spammers tend not to include their phone numbers in the posts. Presented here are the most valuable domain-specific features to help distinguish spam posts from non-spam ones.
Price ratio. Intuitively, we found that a large number of spam posts have the asking price much lower than the average price from the market. Therefore, as mentioned before, we extract the specific information of the cars like year, make and model and use that information to query the average price from the automotive information websites, e.g. Edmunds or KBB. We then calculate the following value and use it as a feature.
price ratio = asking price average price Figure 4 shows the relationship between price ratio and the percentage of spam posts. As we can see, approximately 45% of posts with asking price five times less than the average price are spam posts.
Although this is a strong signal to indicate spam posts, it has some drawbacks. Both KBB and Edmunds only have data for popular cars manufactured from 1980 until now, therefore, for posts advertising old cars or rare cars this feature may not work. Fortunately, in our dataset, we could Email in the post. Once a user posts a message, Craigslist creates a randomized email for them and then displays that email with the post's content. Another user who wants to respond to this post just needs to send an email to the anonymized email created by Craigslist, the response email will be delivered to the original email of the poster. However for some reason, both legitimate users and spammers include the real email addresses to their posts. In our labeled dataset, 7% of non-spam and 0% of spam posts contain the posters' real email addresses in the post's body.
Image-based email, Image-based URL, Image-based text. Sometimes spammers avoid putting their email addresses, URLs, and/or text in their posts directly but uses an image containing them instead. This mechanism prevents the spam posts from getting caught by Craigslist when those information are in its blacklists already. Once a post contain an image-based email address, URLs and/or text, it's likely that the post is a spam post. These features can be extracted using solutions proposed in [17, 10] .
Hidden text. Some spammers want to use their spam posts to mislead both the users and the search engines by putting a lot of keywords in their posts together with the messages and try to hide these keywords by using the same color as the page's background. In our dataset 1% of posts contain hidden text and they are all spam. The difference between them is that the keywords in this type are not hidden and some non-spam posts also contain somewhat irrelevant keywords.
Template signature. To automate the posting process to classified advertisement sites, some spammers use software to create content for their posts. Many of them use template approach. We detect some forms of template and create the signatures for them. In our dataset, 51% of spam posts were created by automated software using templates.
Year, Make, Model. Certain types of cars are used in spam posts more than others. For example, in our dataet, more than 40% of advertisements for Mercedes-Benz are spam or more than 50% of advertisements of cars manufactured in 2009 are spam. Figure 5 and Figure 6 illustrate the relationship between Make, Year and the percentage of spam posts.
Distance. As Craigslist always advises its users to deal with local transactions 7 , we try to investigate if a trans-7 http://www.craigslist.org/about/scams action is local by calculating the distance in km from the Location of the post and the location of the area code in the phone number associated with it using Yahoo! Place Finder. Distance feature is calculated by the following equation:
where R is the radius of the earth and x1, y1, x2, y2 are the latitudes and longitudes of two locations. This feature has some drawbacks since many people use mobile phones and move to other places without changing their numbers or some users use 8xx numbers which are not related to any location. However, we believe that it will help detect the spam posts created by software tools that use random data pulled from a database and then post the advertisements to many different locations.
EXPERIMENTS

Experiment Setup
To make the dataset, we first download the advertisement posts from Craigslist website. We collected in total 1,332,777 posts from all U.S. cities during the time period from Jun 13, 2010 to Jun 28, 2010. We then randomly sample 500 posts for manual labeling. Of 500 posts, 18 were removed due to either empty content or wrong category posting. To label posts as spam or non spam, we invited some volunteers who had experience with Craigslist to participate. We developed our own online content labeling system so our volunteers can work from any computer with a Internet connection. Each post was assigned to two independent judges. If both judges agree on the label of that post, their decision is used. Otherwise, posts are labeled by the third judge. The final decision is the one that two judges agree upon. After labeling process, we have 81 spam posts (17%) and 401 non spam posts (83%.)
From our dataset, we extract 25 features including 7 contentbased ones and 18 domain-specific ones. We use the contentbased features to build baseline classifiers and then use both content-based and domain-specific features to see if the latter feature set helps improve the detection performance.
Results
To measure the performance of classifier, we use Recall, Precision, and F-Measure. Assume that we have the classifier C, we use it to classify a set of input pages. The possible output of C can be presented as a confusion matrix in Table  1 . Recall, Precision, and F-Measure can be calculated by the following formulas:
We conduct various experiments with our dataset using Weka 8 , a popular machine learning software suite implementing commonly used machine learning algorithms. We would like to detect as many spam posts as possible while avoiding misclassifying non-spam posts as spam ones. Classifiers built using J48, an implementation of C4.5 [24] decision tree learning algorithm, give us the best performance with both experiments. Like other machine learning experiments, we try to use boosting [14] and bagging [6] techniques to improve the performance of our classifier. However, our experiment results show that boosting and bagging cannot help much.
From the experimental results, we can see that the domainspecific features help improve classifier's performance significantly in all True Positive rate, False Positive Rate, and FMeasure. Some of the domain-specific features like price ratio and distance can be extracted from the external sources of information which are readily available on the Internet. This suggests a new approach to identify the feature set to build classifiers to detect spam content in similar websites.
ERROR ANALYSIS
In this section we perform some error analysis with a view towards discovering strategies for improving our classifier.
False Positive Errors
With the feature set consisting of both content-based and domain-specific features, our classifier produces a very low false positive rate of 2%. This is a desired result because in a spam detection application we would like to detect as many spam posts as possible while advoiding misclassifying nonspam posts as spam. We observe that most false positive cases in our dataset are due to the missing feature values. For example, we could not get information for several vintage cars from the external resources we used. Also, some sellers include very little information about their items, posting, for example only a car's make, model, and price, while we also need year in order to retrieve a useful average price. We plan to do additional work to develop techniques for handling missing values and thus reduce the false positive rate even further.
False Negative Errors
Most of our errors were those of false negatives. We misclassified about 28.7% spam posts as non-spam ones. We manually investigated ten false negative cases. All are "boundary" cases, i.e. they contain both features that typically appear in spam posts as well as features of non-spam posts. For instance, one spam post has a very small price ratio which would mark it as spam. However, it also contains some typical legitimate features such as phone number and
CONCLUSIONS
In this paper we propose an approach for spam detection in online advertisement posts. To the best of our knowledge, our work is the first attempt for spam detection in this important domain. First, we identify special characteristics of this domain compared to other domains and analyse the reasons why previous approaches are not suitable for the online advertisement domain. Second, we propose a novel set of domain-specific features that discriminate spam from nonspam advertisement posts. Third, we conduct experiments on a Craigslist dataset to confirm the effectiveness of the feature set. Compared to the baseline using traditional ngram features alone, our approach achieves improvements of 59% and 52% in terms of precision and recall, respectively. In terms of F-1 measure, our approach is 55% better than the baseline.
For future work, we plan to extend the experimental dataset. Identifying good instances for judgment is itself an interesting problem. Since this is a highly imbalanced classification problem, if we randomly pick a sample of instances for judgment, there are very few spam instances in the sample. To overcome this, we plan to use active learning technique to pick instances that are likely to be spam for judgment.
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