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Abstract
Within a Bayesian framework, a comprehensive investigation of the model class
of mixtures of finite mixtures (MFMs) where a prior on the number of components is
specified is performed. This model class has applications in model-based clustering
as well as for semi-parametric density approximation, but requires suitable prior
specifications and inference methods to exploit its full potential.
We contribute to the Bayesian analysis of MFMs by (1) considering static and
dynamic MFMs where the Dirichlet parameter of the component weights either is
fixed or depends on the number of components, (2) proposing a flexible prior distri-
bution class for the number of components K, (3) characterizing the implicit prior on
the number of clusters K+ as well as partitions by deriving computationally feasible
formulas, (4) linking MFMs to Bayesian non-parametric mixtures, and (5) finally
proposing a novel sampling scheme for MFMs called the telescoping sampler which
allows Bayesian inference for mixtures with arbitrary component distributions. The
telescoping sampler explicitly samples the number of components, but otherwise re-
quires only the usual MCMC steps for estimating a finite mixture model. The ease of
its application using different component distributions is demonstrated on real data
sets.
Keywords: Bayesian mixture, Dirichlet prior, infinite mixture, sparse finite mixture, re-
versible jump MCMC.
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1 Introduction
The present paper contributes to the methodology on Bayesian mixture modeling where
the number of components K is unknown and a prior on K is specified. This model class
of mixtures of finite mixtures (MFMs) has a long tradition in Bayesian mixture modeling
(Richardson & Green 1997, Nobile 2004, Miller & Harrison 2018). Our approach toward
inference for MFMs relies on the crucial distinction between the number of components K
in the mixture model and the number of clusters K+ which is defined as the number of
components used to generate the observed data. Such a distinction between K and K+
has rarely been previously made in mixture analysis, an exception being Nobile (2004),
who investigates the effect of empty components on the marginal likelihood of a MFM, and
more recently Miller & Harrison (2018).
The MFM model considered by Miller & Harrison (2018) is based on a popular Dirichlet
prior on the weight distribution of the finite mixture, conditional on K, i.e., the uniform
distribution. As will be shown in the present paper, this Dirichlet prior induces a prior
equivalence of the number of components and clusters. However, in particular in model-
based clustering interest lies in identifying only a few clusters that capture the heterogeneity
in the data. As a major contribution, we will show that MFMs can be useful in this respect,
provided that the prior on the weight distribution is chosen appropriately. To allow the
number of components and clusters to be different, we extend the MFM model discussed
in Miller & Harrison (2018) in several directions.
First we introduce the novel dynamic mixture of finite mixtures model and choose the
prior on the weight distribution “dynamically” by making the hyperparameter of the Dirich-
let prior dependent on the number of components. This dynamic MFM model encompasses
standard mixture models for small number of components, sparse finite mixtures (Malsiner
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Walli et al. 2016, 2017) for increasing number of components and finally Dirichlet process
mixtures as the number of components grows toward infinity. Mixing over these different
mixture models increases the flexibility of the model class to capture differences in the
number of components and clusters as well as partitions.
Inspired by Richardson & Green (1997), Nobile (2004), Miller & Harrison (2018), we
assume a prior on the unknown number of components. However, as discussed in Grazian
et al. (2020), it is not so clear which prior class is preferable. As a second contribution, we
introduce the beta-negative-binomial distribution as a flexible class of prior distributions
which encompasses most prior distributions that have been considered so far.
So far there is little understanding how prior choices, in particular the prior on the
number of components, affect the prior on the number of clusters in a finite mixture model.
For a fixed number for components, it is well-known that the prior of the number of clusters
is strongly affected by the prior on the weight distribution. As a third contribution, we
give an explicit form for the prior of the number of clusters for finite mixtures with an
arbitrary prior on the number of components and present a theorem that enables efficient
computation of this prior distribution. Exploiting this theorem, practitioners are able to
shed light on the important question how their prior choices affect the prior of the number
of clusters.
Much previous work on Bayesian mixtures with “K unknown” focused on Bayesian
non-parametric (BNP) mixtures. In particular Dirichlet process mixtures (DPMs) are a
very popular BNP approach for clustering. Their focus lies entirely on inference on the
number of clusters, as inference on the number of components would not make sense, given
that K = +∞ is fixed. With K being +∞, the number of observations N is the main
driver for the number of clusters, which grows as K+ ∼ α log(N) as N increases. Doubt
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about the usefulness of DPMs for clustering has been voiced for many years and, indeed,
Miller & Harrison (2013) were able to show inconsistency of DPMs for the number clusters
for the simple case of univariate Gaussian mixtures with unit variances.
As a two-parameter alternative to DPMs, Malsiner Walli et al. (2016, 2017) introduced
sparse finite mixtures (SFMs) in the context of finite mixtures. Motivated by the work of
Nobile (2004), SFMs explicitly distinguish between K, the order of the mixture distribution,
and K+, the number of clusters in the data. However, as opposed to MFMs, SFMs choose a
fixed and clearly overfitting value of K = Kf and choose a prior on the weight distribution,
ηK |K = Kf ∼ DK
(
γKf
)
with γKf a small, fixed value. This allows the number of clusters
K+ to be a random variable which takes values smaller than Kf with high probability a
priori and also a posteriori. Empirical investigations in Malsiner Walli et al. (2016) and
subsequent papers show that γKf has to be the smaller, the larger Kf , which motivates
both the “dynamic” version introduced in Fru¨hwirth-Schnatter & Malsiner-Walli (2019),
where γKf = α/Kf with α being independent of Kf , and the dynamic MFM proposed
in this paper. As a fourth contribution we link MFMs to BNP mixtures, such as DPMs
and Pitman-Yor process mixtures, and SFMs. In particular we analyze the underlying
exchangeable partition probability function (EPPF) of each of these models in detail.
A tremendous challenge for Bayesian mixtures with an unknown number of components
is practical statistical inference. To this aim, Richardson & Green (1997) introduced re-
versible jump Markov chain Monte Carlo (RJMCMC) for MFMs with univariate Gaussian
components. Miller & Harrison (2018) linked the distribution of the number of components
to the distribution of the number of clusters to enable the use of sampling techniques from
BNP statistics which build on the Chinese restaurant process (CRP) and sample the par-
titions and in this way the number of clusters. They infer the number of components only
4
in a post-processing step. As a fifth contribution we introduce a novel MCMC algorithm
called telescoping sampling that updates simultaneously the number of clusters and the
number of mixture components during sampling without the need to resort to RJMCMC
methods. The updating of the number of components in our sampler is totally generic as
it only depends on the current partition of the data and is therefore independent of the
component parameters. This makes our sampler a most generic inference tool for finite
mixture models with an unknown number of components which can be applied to arbitrary
mixture families. Our sampler is easily implemented, for instance, for mixtures of multi-
variate Gaussian distributions with an unknown number of components and thus provides
an attractive alternative to RJMCMC which is challenging to tune in higher dimensions.
The paper is structured as follows. In Section 2, we present our fully Bayesian mixture
model in a hierarchical fashion. Section 3 derives the prior on the number of clusters for any
MFM with arbitrary prior on K and proposes the beta-negative-binomial distribution as
a generalization of previous choices for p(K). Section 4 discusses the relationship between
DPMs, SFMs and MFMs. Our novel MCMC sampler for mixtures with an unknown
number of components K is presented in Section 5 and benchmarked against sampling
methods such as RJMCMC and the sampler applied in Miller & Harrison (2018). Section 6
provides additional applications and Section 7 concludes.
2 Bayesian mixture of finite mixtures models
2.1 Model formulation
Consider N observations y = (y1, . . . ,yN) of a uni- or multivariate continuous or discrete-
valued variable.
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Our fully Bayesian mixture model is defined in a hierarchical way:
K ∼ p(K), (1)
η1, . . . , ηK |K, γK ∼ DK (γK) ,
φ ∼ p(φ),
θk|φ ∼ p(θk|φ), independently for k = 1, . . . , K,
Si|K, η1, . . . , ηK ∼ MulNom (1; η1, . . . , ηK) , independently for i = 1, . . . , N,
yi|K,Si = k,θk ∼ f(yi|θk), independently for i = 1, . . . , N,
where ηK = (η1, . . . , ηK) are the mixture weights, Si is the latent allocation variable of
observation yi, and f(yi|θk) is the parametric density of component k. Model (1) depends
on a sequence γ = {γK} of positive numbers which defines for eachK the hyperparameter of
the symmetric Dirichlet prior ηK |K, γK ∼ DK (γK) on the mixture weights ηK . Model (1)
contains the finite mixture model with a prior on the number of components K studied by
Richardson & Green (1997) and Miller & Harrison (2018), who termed this model a mixture
of finite mixtures (MFM), as that special case where γK ≡ γ, with γ a known constant. As
noted by Miller & Harrison (2018), assuming the same γ for all K is a “genuine restriction”
which considerably simplifies the derivation of the implied partition distribution – a crucial
ingredient to their inference algorithm. We extend this “static” MFM with constant γ by
introducing a “dynamic” MFM where γK = α/K decreases linearly with K and depends
on a hyperparameter α, i.e., ηK |K,α ∼ DK (α/K).
For a given K, K+ is defined as the number of components that generated the data,
i.e., K+ =
∑K
k=1 I{Nk > 0}, where Nk = #{i : Si = k} counts the observations generated
by component k. In the following we refer to K+ as the number of clusters. Including a
prior p(K) leads to both K+ and K being random a priori.
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The hyperparameters γ = {γK} have a crucial impact on the induced prior of the
partitions of the data and the number of clusters K+ as is shown in Sections 3 and 4. For a
static MFM with γ = 1 (Richardson & Green 1997, Miller & Harrison 2018), e.g., the prior
expected number of clusters, E(K+|N, γ = 1), is close to E(K) for many priors p(K) with
finite mean, even for small N . Making γK dependent on K induces a priori a gap between
K+ and K for a wide range of α and N values.
Under model (1), the joint distribution of the data y = (y1, . . . ,yN) has a representation
as a countably infinite mixture of finite mixture models with K components:
p(y) =
∞∑
K=1
p(K)
N∏
i=1
p(yi|K), p(yi|K) =
K∑
k=1
ηkf(yi|θk). (2)
The type of mixtures which are summed over in (2) vary with the prior parameter γK
of the component weights. Large values of γK imply mixtures with balanced clusters.
The cluster sizes become more unbalanced the smaller the values of γK . For a static
MFM with γK ≡ γ mixtures of a similar type are combined. For a dynamic MFM with
γK = α/K mixtures favoring different cluster sizes are combined: standard mixture models
with balanced clusters, which emerge for small K, are mixed with SFMs for moderate K
and finally, as K goes to infinity, with DPMs favoring extremely unbalanced cluster sizes.
The dynamic prior on the weights increases the flexibility of the prior induced on the
partitions and K+. Moeover, a hyperprior on α achieves adaptivity of the induced prior on
the partitions to the data at hand.
2.2 The EPPF and the prior distribution of cluster sizes
The MFM model (1) induces through the latent indicators S = (S1, . . . , SN) a partition
C = {C1, . . . , CK+} of the N data points into K+ clusters where each cluster Ck contains all
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observations generated by the same mixture component, i.e., Si = Sj for all yi,yj ∈ Ck.
We derive in Theorem 1 the prior partition probability function p(C|N,γ) of a MFM
for a given sequence γ = {γK} and discuss static MFMs with γK ≡ γ and dynamic
MFMs with γK = α/K as special cases. In addition, we derive the prior distribution
p(N1, . . . , NK+|N,γ) of the labeled cluster sizes, where labels {1, . . . , K+} are attached to
the K+ clusters in C. This distribution is helpful in deriving the induced prior on the
number of clusters p(K+|N,γ).
Theorem 1 For any MFM with proper priors p(K) and ηK |K,γ ∼ DK (γK), the probabil-
ity mass function p(C|N,γ) of the set partition C = {C1, . . . , CK+} and the prior distribution
p(N1, . . . , NK+|N,γ) of the labeled cluster sizes are given by:
p(C|N,γ) =
∞∑
K=K+
p(K)p(C|N,K, γK), p(C|N,K, γK) =
V K,γKN,K+
Γ(γK)K+
K+∏
j=1
Γ(Nj + γK), (3)
p(N1, . . . , NK+ |N,γ) =
N !
K+!
∞∑
K=K+
p(K)
V K,γKN,K+
Γ(γK)K+
K+∏
j=1
Γ(Nj + γK)
Γ(Nj + 1)
, with (4)
V K,γKN,K+ =
Γ(γKK)K!
Γ(γKK +N)(K −K+)! . (5)
Being a symmetric function of the cluster sizes, p(C|N,γ) is an exchangeable partition
probability function (EPPF) in the sense of Pitman (1995) and defines an exchangeable
random partition of the N data points.
For a static MFM with γK ≡ γ, we recover the results of Miller & Harrison (2018):
p(C|N, γ) = V γN,K+
K+∏
j=1
Γ(γ +Nj)
Γ(γ)
, V γN,K+ =
∞∑
K=1
p(K)
K!
(K −K+)!
Γ(γK)
Γ(γK +N)
. (6)
For a dynamic MFM with γK = α/K, we establish in Theorem 2 that the EPPF
p(C|N,α) can be expressed explicitly in relation to a DPM with precision parameter α, for
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which the EPPF is given by the Ewens distribution:
pDP(C|N,α) = α
K+Γ(α)
Γ(α +N)
K+∏
j=1
Γ(Nj). (7)
Theorem 2 For a dynamic MFM with γK = α/K, the EPPF p(C|N,α) can be expressed
as:
p(C|N,α) = pDP(C|N,α)×
∞∑
K=K+
p(K)RK,αN,K+ , R
K,α
N,K+
=
K+∏
j=1
Γ(Nj +
α
K
)(K − j + 1)
Γ(1 + α
K
)Γ(Nj)K
, (8)
where pDP(C|N,α) is the probability mass function (pmf) of the Ewens distribution and N
is the vector of induced cluster sizes (N1, . . . , NK+).
Since RK,αN,K+ converges to 1 as K increases, putting all prior mass on K = +∞ yields the
Ewens distribution as limiting case. Thus, DPMs may be regarded as that special case of
a dynamic MFM where the prior p(K) puts all prior mass at K = +∞. The results of
Theorems 1 and 2 (which are proven in Appendix A) are exploited in Section 3 to derive
the induced prior on the number of clusters p(K+) and in Section 4 to compare MFMs with
commonly used BNP mixtures.
3 The prior distributions of K+ and K
Important insights into how to specify the priors ofK and the component weights are gained
by investigating how these priors influence the implicit prior on the number of clusters K+
and other characteristics of the partition function. This section derives computationally
feasible formulas for determining the implicit prior of K+ in dependence of the priors on
K and the weights and suggests a suitable choice for p(K).
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3.1 The induced prior on the number of clusters K+
The explicit form of the prior on the number of clusters p(K+|N,γ) is unknown for most
types of mixture models, with a few exceptions. Miller & Harrison (2018), for example,
derive a recursion under the Poisson prior K − 1 ∼ P (λ) for a static MFM by building
on Gnedin & Pitman (2006) and Gnedin (2010). For DPMs, Antoniak (1974) provides the
prior distribution of K+ by pDP(K+ = k|N,α) = Γ(α)Γ(N+α)S(k)N , where S(k)N =
∑
C
∏k
j=1 Γ(Nj)
is the Stirling number of first kind. Exploiting Theorem 1, we derive the exact prior
p(K+|N,γ) of the number of clusters K+ for general priors p(K), both for static and
dynamic MFMs. Moreover, we indicate an efficient way to compute this prior. This also
enables the straightforward calculation of the prior of the number of clusters K+ for DPMs.
A first idea is to derive p(K+|N,γ) from the EPPF given in (3) by summing over all
partitions C. For a dynamic MFM with γK = α/K, this yields a generalization of the prior
of Antoniak (1974):
Pr{K+ = k|N,α} = α
kΓ(α)
Γ(α +N)
∞∑
K=k
p(K)S˜
(k)
N
( α
K
) k∏
j=1
(K − j + 1)
Γ(1 + α
K
)K
,
where the “generalized” Stirling numbers S˜
(k)
N (x) =
∑
C
∏k
j=1 Γ(Nj + x) are, however, pro-
hibitive to compute for large N . Leading to a computationally more feasible alternative,
Theorem 3 (which is proven in Appendix A) derives p(K+|N,γ) from the prior of the labeled
cluster sizes p(N1, . . . , NK+|N,γ) given in (4).
Theorem 3 For any MFM with priors ηK |K,γ ∼ DK (γK) and p(K), the prior of the
number of clusters is given for k = 1, 2, . . . , by:
Pr{K+ = k|N,γ} = N !
k!
∞∑
K=k
p(K)
V K,γKN,k
Γ(γK)k
CK,γKN,k , (9)
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where V K,γKN,k has been defined in (5) and, for each K,
(a) CK,γKN,k is given by the following summation over the labeled cluster sizes (N1, . . . , Nk):
CK,γKN,k =
∑
N1,...,Nk>0
N1+...+Nk=N
k∏
j=1
Γ(Nj + γK)
Γ(Nj + 1)
. (10)
(b) CK,γKN,k can be determined recursively. Define a vector c1 ∈ RN+ and the following
(N ×N) upper triangular Toeplitz matrix W 1, where wn = Γ(n+γK)Γ(n+1) , n = 1, . . . , N ,
W 1 =

w1
. . . wN−1 wN
w1
. . . wN−1
. . . . . .
w1
 , c1 =

wN
wN−1
...
w1
 .
For all k ≥ 2, define the vector ck ∈ RN−k+1+ as
ck =
(
0N−k+1 W k
)
ck−1, (11)
where W k is a (N − k + 1)× (N − k + 1) upper triangular Toeplitz matrix obtained
from W k−1 by deleting the first row and the first column. Then, for all k ≥ 1, CK,γKN,k
is equal to the first element of the vector ck.
Theorem 3 allows to determine the prior on the number of clusters K+ using a recursion
for CK,γKN,k instead of calculating the “generalized” Stirling numbers. While calculating the
“generalized” Stirling numbers quickly becomes computationally prohibitive for increasing
N , the recursion is straightforward to implement and scales well for large N . The results
of Theorem 3 also allow to determine the prior on the number of clusters for DPMs.
11
For a dynamic MFM with γK = α/K, C
K,γK
N,k can be written as C
K,α
N,k depending on K
and α:
Pr{K+ = k|N,α} = N !
k!
αkΓ(α)
Γ(α +N)
∞∑
K=k
p(K)CK,αN,k
k∏
j=1
(K − j + 1)
KΓ(1 + α
K
)
. (12)
Putting all prior mass on K = +∞, an efficient way to compute pDP(K+|N,α) for a DPM
emerges from (12),
pDP(K+|N,α) = N !
K+!
αK+Γ(α)
Γ(α +N)
C∞N,K+ , (13)
where C∞N,K+ is independent of α and is obtained through recursion (11) with wn = 1/n. For
a static MFM, Theorem 3 provides the following explicit expression for Pr{K+ = k|N, γ}:
Pr{K+ = k|N, γ} = N !
k!
V γN,k
Γ(γ)k
CγN,k, (14)
where CK,γKN,k can be written as C
γ
N,k independent of K and can be obtained in a single
recursion from (11). V γN,k has been defined in (6) and can be computed recursively as well.
1
Finally, putting all prior mass on K = Kf , (14) gives the prior on K+ for a standard finite
mixture (see Nobile 2004, Proposition 4.2):
Pr{K+ = k|N,K = Kf , γ} = N !
k!
Kf !
(Kf − k)!
Γ(γKf )
Γ(γKf +N)Γ(γ)k
CγN,k. (15)
For a MFM the induced prior on the number of clusters K+ depends on the explicit
choices for the prior on K and the prior on the hyperparameter γ. In the next section
1E.g., using Miller & Harrison (2018, Proposition 3.2), for k = 1, 2, . . . (note that V γN,k ≡ Vn(t)):
V γN,k+1 =
1
γ
V γN,k −
(
N
γ
+ k
)
V γN+1,k, V
γ
N,0 =
∞∑
K=1
Γ(γK)
Γ(γK +N)
p(K).
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Figure 1: The implicit prior p(K+|N, γ = 1) on the number of clusters K+ under the
uniform prior K ∼ U{1, 150} for various data sizes, N = 20, 100, 1000.
suitable choices for the prior on the number of components are investigated. The hyper-
parameter γ is influenced by the choice if a dynamic or static MFM is considered. The
impact of this choice as well as specific values of γ or α, respectively, are discussed in detail
in Section 4.
3.2 Choosing the prior on the number of components K
Richardson & Green (1997) suggest a uniform prior K ∼ U{1, Kmax} in combination with
γK ≡ 1. However, this prior may be surprisingly informative on the implied prior on K+,
because p(K+|N, γ = 1) is far from a uniform distribution for small N , exhibiting a prior
mode at K+ = N . Only for larger N , a uniform prior over K+ results, see Figure 1 which
shows the implicit prior p(K+) for a static MFM with a uniform prior K ∼ U{1, 150} and
various data sizes, in particular N = 20, 100, 1000.
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Nobile (2004) shows that a proper prior p(K) has to be adopted which should satisfy
p(K) > 0 for all K ≥ 1. While most discrete probability distributions include zero, in a
mixture context the prior p(K) has to exclude zero. This is often achieved by truncating
the pmf at one, e.g., Nobile (2004) uses the Poisson distribution K ∼ P (1) restricted
to {1, 2, . . . , Kmax}. However, it is more convenient to work with the translated prior
K − 1 ∼ pt, where the pmf of K is obtained by evaluating the translated pmf at K − 1,
i.e., p(K) = pt(K − 1), as for translated priors hierarchical priors can be easily introduced.
We propose a new translated prior for K, where K−1 follows the beta-negative-binomial
(BNB) distribution which is a hierarchical generalization of the Poisson, the geometric and
the negative-binomial distribution. The pmf of the translated BNB distribution K − 1 ∼
BNB (αλ, api, bpi) is given by:
p(K) = pt(K − 1) = Γ(αλ +K − 1)B(αλ + api, K − 1 + bpi)
Γ(αλ)Γ(K)B(api, bpi)
. (16)
For api > 1, the expectation is given by E(K−1) = αλbpi/(api−1). Appendix B provides the
hierarchical derivation of the prior as well as illustrations of the various shapes possible for
different parameter values. Prior (16) also generalizes the prior derived by Grazian et al.
(2020) from loss-based considerations which can be regarded as a BNB prior, K − 1 ∼
BNB (1, bpi, api). In their applications, Grazian et al. (2020) apply the prior K − 1 ∼
BNB (1, 1, 1) with density p(K) = 1/(K(K + 1)) and no finite moments.
Miller & Harrison (2018) recommend that p(K) should not have extraordinarily heavy
tails. Priors p(K) with finite expectation imply that also the prior expectation E(K+|N,γ)
is finite, even for increasing N . Furthermore, we may want a weakly informative prior on
K+, which is concentrated on moderate number of clusters, with fat tails to ensure that
also a high number of clusters may be estimated. The three-parameter BNB (αλ, api, bpi)-
prior allows simultaneous control over the tails of p(K) through api and the implied prior
14
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Figure 2: Static MFM with γ = 1 (top) and dynamic MFM with α = 1 (bottom). Priors
of K (dashed lines, triangles) and K+ (solid lines, dots) under different priors p(K) for
N = 82.
p(K+|N,γ) and its expectation E(K+|N,γ) through αλ and bpi. In our applications, we
found the prior K− 1 ∼ BNB (1, 4, 3) with E(K) = 2 to be a sensible choice in this regard.
Figure 2 compares the prior of the number of clusters p(K+|N,γ) under different priors
on the number of components K for static and dynamic MFMs. For static MFMs (top
row) only a small gap between p(K+|N, γ = 1) and p(K) is present and the prior mean of
p(K) influences p(K+|N, γ = 1) substantially more than for a dynamic MFM with α = 1
(bottom row) where a larger gap between the prior on K and K+ is discernible. The
posteriors obtained with these priors for an empirical data set with N = 82 observations
are shown in Figure 5.
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4 MFMs as a bridge between finite and BNP mixtures
4.1 Connecting SFMs, MFMs and BNP mixtures
The MFM introduced in Section 2.1 extends both Dirichlet process mixtures (DPMs) and
sparse finite mixtures (SFMs). By allowing the number of components K to be finite
and random, MFMs provide considerable more flexibility in the prior distribution on the
partition space than DPMs and SFMs.
SFMs result as that special case of MFMs, where p(K) = I{K = Kf} puts all prior
mass on Kf . Hence, Theorem 2 implies that the prior distribution imposed on the partition
space by a SFM lacks flexibility with increasing Kf and approaches the Ewens distribution,
as γKf = α/Kf approaches 0:
lim
Kf→∞
p(C|γKf = α/Kf , Kf )
pDP(C|α = γKfKf )
= lim
Kf→∞
K+∏
j=1
Γ(Nj + γKf )(Kf − j + 1)
Γ(Nj)Γ(1 + γKf )Kf
= 1. (17)
This implies that SFMs do not easily deal with situations with many, well-balanced clusters,
a behavior that is also observed for Dirichlet process mixtures. By considering K as an
additional second parameter following a prior p(K) the prior distribution imposed on the
partition space becomes more flexible.
Interestingly, MFMs are very closely related to mixtures of Pitman-Yor-process mixtures
(PYPM). In Bayesian non-parametrics, mixtures based on the PYP prior PY(β, α) with
β ∈ [0, 1), α > −β (Pitman & Yor 1997) are a commonly used two-parameter alternative
to DPMs which are the special case where β = 0. There exists a second family of PYPMs,
where β < 0 and α = K|β| with K ∈ N being a natural number, see, e.g., De Blasi et al.
(2015). In the corresponding stick-breaking representation, stick vK = 1 a.s. Hence, this
prior yields a mixture with infinitely many components, of which only K have non-zero
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weights, with the symmetric Dirichlet distribution DK (|β|) acting as prior. Furthermore,
less than K components can be populated. The EPPF of a PYPM reads:
p(C|N, β, α) = Γ(α)
Γ(N + α)
K+∏
j=1
(α + β(j − 1)) Γ(Nj − β)
Γ(1− β) . (18)
In Theorem 4 (which is proven in Appendix A) we show that for any finite mixture model
a dual PYPM with β < 0 exists which implies exactly the same EPPF. The representation
depends on whether we are dealing with a “static” version where γK ≡ γ or a dynamic
version where γK = α/K.
Theorem 4 For a finite mixture model with K < +∞ components, a dual PYPM exists
that implies the same EPPF:
(a) A static finite mixture with arbitrary hyperparameter γ > 0 and the PYPM PY(β, α)
with β = −γ < 0 and α = K|γ| imply the same EPPF.
(b) A dynamic finite mixture with hyperparameter γK = α/K, with arbitrary α > 0, and
the PYPM PY(β, α) with β = −αK < 0 imply the same EPPF.
Theorem 4 is useful in bridging finite mixture models such as SFMs and MFMs with BNP
mixtures. It proves how closely SFMs and PYPMs are related and provides a theoretical
explanation of the empirical finding that SFMs can lead to more sensible cluster solutions
than DPMs, see, e.g., Fru¨hwirth-Schnatter & Malsiner-Walli (2019).
Theorem 4 implies that a MFM is very closely related to a mixture of PYPMs with
the same mixing prior p(K). More specifically, a static MFM model with hyperparameter
γ is related to a mixture of PYPMs PY(−γ,Kγ) which are mixed over the parameter
αK = Kγ, while the reinforcement parameter β = −γ is kept fixed (see also Miller &
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Harrison 2014). According to Theorem 4(b), a dynamic MFM with hyperparameter α
is related to a mixture of PYPMs PY(−αK,α) which are mixed over the reinforcement
parameter βK = −αK, while the parameter α is kept fixed. Hence, the dynamic MFM is a
new, very interesting finite mixture model with close connections to BNP mixture models
which can be applied to a wide range of data structures.
4.2 Comparing static and dynamic MFMs and DPMs
In the following we compare the induced priors on the number of clusters K+ and the
partitions for static and dynamic MFMs and DPMs. In particular the influence of the
prior on K and the hyperparameters γ for static and α for dynamic MFMs is investigated.
Results indicate the additional flexibility of dynamic MFMs in this regard compared to
static MFMs and DPMs.
Regarding the prior on the number of clusters K+, a fundamental question is whether
a MFM allows K+ to be different from K apriori, as for DPMs (where K = ∞). To
gain a further understanding in this regard, we plot in Figure 3 the expectation of the
induced prior p(K+|N,γ) of the number of clusters as a function of the hyperparameters
γ (for static MFMs) and α (for DPMs and dynamic MFMs) for N = 100 under various
priors p(K). For both classes of MFMs, the gap between the expected number of clusters,
E(K+|N,γ), and the expected number of components, E(K), decreases for increasing γ or
α. However, for dynamic MFMs the decrease is much slower and, even as α increases, a
considerable gap remains between E(K+|N,γ) and E(K). This is the effect of linking γ to
K through γK = α/K, thus avoiding that K+ increases too quickly as K increases. This
implies that the influence of the prior on K on the induced prior on K+ is attenuated for
an extended range of α values.
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Figure 3: Prior expectations E(K+|γ,N) for static MFMs (left) and E(K+|α,N) for
dynamic MFMs (right) as functions of α and γ for N = 100 under the priors K ∼
BNB (1, 4, 3), K ∼ P (4), and K ∼ Geo (0.1) in comparison to a DPM. For each prior
p(K), the prior expectation E(K) is plotted as a horizontal dashed line.
As emphasized by Green & Richardson (2001), beyond the induced prior on K+, the
conditional EPPF, induced for a given number of clusters K+ = k,
p(N1, . . . , Nk|N,K+ = k,γ) = Pr{N1, . . . , Nk|N,γ}
Pr{K+ = k|N,γ} , (19)
is important for drawing comparisons between mixture models. This prior allows a deeper
understanding of the impact of choosing γ for MFMs.
For a DPM, the conditional EPPF can be expressed using Theorem 3 as:
pDP(N1, . . . , Nk|N,K+ = k) = 1
C∞N,k
k∏
j=1
1
Nj
,
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and is known to be highly unbalanced (Antoniak 1974), given the high weight assigned
to partitions with some small Nj values due to the factors 1/Nj, j = 1, . . . , k (Miller &
Harrison 2018). However, being independent of α, the conditional EPPF cannot be made
more flexible for a DPM.
For a static MFM, the conditional EPPF depends on γ,
p(N1, . . . , Nk|N,K+ = k, γ) = 1
CγN,k
k∏
j=1
Γ(Nj + γ)
Γ(Nj + 1)
. (20)
For γ = 1, the uniform distribution over all partitions of N data points into K+ = k
clusters results. Note that Miller & Harrison (2018) report an approximate formula for the
conditional EPPF of a static MFMF, while this result is exact. Varying the hyperparameter
γ introduces flexibility in the conditional EPPF for a static MFM: decreasing γ favors more
unequal allocations, increasing γ favors partitions with more equal allocations.
The conditional EPPF of a dynamic MFM is obtained by dividing (4) by (9), with barely
any simplifications being possible. The conditional EPPF of a dynamic MFM depends both
on α and p(K), whereas the conditional EPPF of a static MFM is independent of p(K).
While also for dynamic MFMs, more evenly distributed clusters are encouraged a priori by
increasing α, dynamic MFMs are more flexible than static MFMs regarding the conditional
EPPF.
Overall, in comparison to DPMs, static and dynamic MFMs induce more flexible prior
structures both on the prior of the number of clusters and on the partition distribution.
This is achieved by adjusting the hyperparameters γ and α to suit the data. These insights
also indicate that within the model class of MFMs, a dynamic MFM is more flexible in this
regard than a static MFM, where the prior p(K+|N) is more strongly tied to p(K) than for
a dynamic MFM. In Section 4.3, a hyperprior on α is employed, to achieve adaptivity of
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the induced prior on the partition to the data at hand. Also a static MFM can be combined
with a prior on γ, rather than choosing a fixed value such as γ = 1.
4.3 Choosing the prior on α for dynamic MFMs
For a dynamic MFM the parameter α plays a crucial role for the prior distribution induced
on the unknown number of clusters and the unknown partitions. A prior on α should
preserve the flexibility of the induced partitions, by putting positive mass close to zero to
allow a priori for a single cluster solution and having fat tails to allow, at the same time,
for large values and partitions with balanced cluster sizes. The DPM literature would
suggest a Gamma distribution α ∼ G(a, b) (e.g., Escobar & West 1995, Jara et al. 2007). If
a = b  1, the expectation of α is one, but the variance is large, leading to a vague prior
on α. However, for DPMs this induces a very informative prior on the number of clusters
p(K+|N, a, b) which is concentrated on 1 and +∞ (see Dorazio 2009, Murugiah & Sweeting
2012). For dynamic MFMs, such a prior would strongly favor homogeneity, and fail for
data with balanced cluster sizes. We propose to use the F -distribution α ∼ F(νl, νr). The
two parameters allow to model the behavior close to zero and in the tail independently.
Choosing νr small gives fat tails. For a finite mean value, given by νr/(νr−2), but no higher
moments, we specify νr = 3. Choosing a different, small value for νl allows independent
control over the prior probability of homogeneity. Since the mode is given by (νl − 2)/νl ·
νr/(νr+2), choosing νl > 2 avoids a spike at 0. In our empirical analysis, we use α ∼ F(6, 3).
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5 Inference algorithms
5.1 Telescoping sampling
A novel sampling method called telescoping sampling is introduced for the Bayesian analysis
of mixtures with an unknown number of components which is related to and, at the same
time, fundamentally different from RJMCMC (Richardson & Green 1997) and the CRS
sampler applied in Miller & Harrison (2018).
Similar to Miller & Harrison (2018), the telescoping sampler is a trans-dimensional
Gibbs sampler which exploits the EPPF of a MFM given in (3). However, we do not
work with the marginal EPPF p(C|N,γ), as Miller & Harrison (2018) do, but use a second
level of data augmentation where we introduce the unknown number of components K, in
addition to the partition C, as a latent variable as in Richardson & Green (1997). However,
rather than using RJMCMC, K is sampled conditional on C from the conditional posterior
p(K|C, γK) ∝ p(C|N,K, γK)p(K) which is obtained by combining the conditional EPPF
p(C|N,K, γK) provided in (3) with the prior p(K):
p(K|C, γK) ∝ p(K) K!
(K −K+)!
Γ(γKK)
Γ(N + γKK)Γ(γK)K+
∏
j:Nj>0
Γ(Nj + γK), (21)
for K = K+, K+ +1, . . ., where K+ is the number of clusters in C. While Miller & Harrison
(2018) use (21) only to infer the number of components in a post-processing step, the
telescoping sampler (TS) developed in this paper integrates (21) into a trans-dimensional
Gibbs sampler, where we sample K and the partitions C (including K+) in different blocks.
In each iteration of the sampler, K ≥ K+ by definition and the difference between K and
K+ varies over the iterations, taking either the value 0 or a larger value. This difference
between K and K+ behaves similar to a telescope which can also be stretched or pulled
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together; hence the name of the sampler. Full details of TS are provided for dynamic
MFMs with γK = α/K in Algorithm 1. TS can be applied with minor modifications
to static MFMs with γK ≡ γ (see Algorithm 2 in Appendix C.1). In both cases, the
hyperparameter ω = α or, respectively, ω = γ is assumed to be unknown.
TS is a partially marginalized sampler, moving back and forth between sampling from
the mixture posterior distribution p(K,S,ηK ,θ1, . . . ,θK , φ, ω|y), which lives in the aug-
mented parameter space of the mixture distribution, and sampling from the collapsed pos-
terior p(K, C,θ1, . . . ,θK+ , φ, ω|y), which lives in the set partition space and is marginalized
with respect to the parameters of the empty components, the weight distribution ηK and
all allocations S that induce the same set partition C.
The full mixture posterior p(K,S,ηK ,θ1, . . . ,θK , φ, ω|y) is proportional to
∏
k:Nk>0
p(y[k]|θk)p(θk|φ)
∏
k:Nk=0
p(θk|φ)
K∏
k=1
ηNk+γK−1k
Γ(KγK)
Γ(γK)K
p(φ)p(K)p(ω), (22)
where y[k] are the Nk > 0 observations in cluster Ck of the partition C = {C1, . . . , CK+}
implied by S, and γK = α/K for dynamic and γK ≡ γ for static MFMs. The posterior
(22) lends itself to the conditional sampling Step 1 of TS which is a standard step for
finite mixtures with K known. TS is related to conditional samplers for infinite mixtures
insofar, as all indicators S are sampled jointly due to the conditional independence of S
given ηK ,θ1, . . . ,θK ,y. As opposed to this, the CRP sampler applied in Miller & Harrison
(2018) is a single-move sampler updating the allocation of each observation one-at-a-time.
Integration of (22) with respect to the weight distribution ηK , the parameters θk of the
empty components, where Nk = 0, and all allocations S that induce the same set partition
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C yields (after relabeling) the collapsed posterior which lives in the set partition space:
p(K, C,θ1, . . . ,θK+ , φ, ω|y) ∝
K+∏
k=1
p(y[k]|θk)p(θk|φ)Γ(KγK)
Γ(γK)K
p(φ)p(K)p(ω)
·
∫ ∏
k:Nk=0
p(θk|φ)d(θK++1, . . . ,θK)
∑
S:S∈C
∫ K∏
k=1
ηNk+γK−1k dηK
=
K+∏
k=1
p(y[k]|K,θk)p(θk|φ) K!
(K −K+)!
Γ(KγK)
∏K+
k=1 Γ(Nk + γK)
Γ(N +KγK)Γ(γK)K+
p(φ)p(K)p(ω). (23)
We see in (23) that updating of the parameters θ1, . . . ,θK+ and φ (Step 2) can be performed
independently from updating K and the hyperparameter ω (Step 3). It should be noted
that the conditional posterior p(K|C, ω) of K given C that results from (23) is identical with
(21), verifying the validity of Step 3(a) (or 3(a*)) in our partially marginalized sampler.
The sampler returns to conditional sampling from the full mixture posterior in Step
4(b) (or 4(b*)), by sampling the parameters of the empty components conditional on φ
and sampling the weight distribution ηK . We are using the conventional Dirichlet poste-
rior distribution to sample ηK . However, a stick breaking representation also exists for
finite mixtures, with the sticks following vk|K, γK ∼ B (γK , (K − k)γK). Hence, as for
DPMs, Step 4(b) (or 4(b*)) can be rewritten in terms of sampling the sticks from a gener-
alized Dirichlet distribution, see, e.g., Algorithm 1 of Fru¨hwirth-Schnatter & Malsiner-Walli
(2019).
Very conveniently, due to the conditional independence of the parameters in the (non-
empty) data clusters and the number of components K, given the partition C, the number of
components K is sampled from the posterior p(K|C, ω) without any reference to the specific
component distribution. Hence, TS is straightforward to implement and very generic,
since the full conditional distribution p(K|C, ω) of K does not depend on the component
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Algorithm 1 Telescoping sampling for a dynamic MFM.
1. Update the partition C by sampling from p(S|ηK ,θ1, . . . ,θK ,y):
(a) Sample Si, for i = 1, . . . , N , from Pr{Si = k|ηK ,θ1, . . . ,θK ,yi,K} ∝ ηkf(yi|θk), k =
1, . . . ,K.
(b) Determine Nk = #{i|Si = k} for k = 1, . . . ,K, the number K+ =
∑K
k=1 I{Nk > 0} of
non-empty clusters and relabel the components such that the first K+ clusters are non-empty.
2. Conditional on C, update the parameters of the (non-empty) components:
(a) For the (filled) components k = 1, . . . ,K+, sample θk|S,y, φ from
p(θk|S,y, φ) ∝ p(θk|φ)
∏
i:Si=k
fT (yi|θk).
(b) Sample the hyperparameter φ (if any) conditional on K+ and θ1, . . . ,θK+ from
p(φ|θ1, . . . ,θK+ ,K+) ∝ p(φ)
K+∏
k=1
p(θk|φ). (24)
3. Conditional on C, draw new values of K and α:
(a) Sample K from
p(K|C, α) ∝ p(K) α
K+K!
KK+(K −K+)!
K+∏
k=1
Γ(Nk +
α
K )
Γ(1 + αK )
, K = K+,K+ + 1, . . . . (25)
(b) Use a random walk MH with proposal log(α
new
) ∼ N (log(α), s2α) to sample α|C,K from
p(α|C,K) ∝ p(α) α
K+Γ(α)
Γ(N + α)
K+∏
k=1
Γ(Nk +
α
K )
Γ(1 + αK )
.
4. Add K −K+ empty components and update the weight distribution conditional on K, C, α and φ:
(a) If K > K+, then add K −K+ empty components (i.e., Nk = 0 for k = K+ + 1, . . . ,K) and
sample θk|φ from the prior p(θk|φ) for k = K+ + 1, . . . ,K.
(b) Sample ηK |K,α, C ∼ D (e1, . . . , eK), where ek = α/K +Nk.
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parameters. This makes our sampler a most generic, easily implemented algorithm for finite
mixture models with simultaneous inference on the unknown number of components and the
unknown number of clusters for a wide range component models. This greatly simplifies
the application of MFMs in new application contexts allowing for arbitrary component
distributions and the extension with hierarchical priors. Other common trans-dimensional
samplers do not have this level of generality. The challenge to design good moves for
RJMCMC, for instance, is legendary. But also for CRP samplers, the creation of new
clusters requires knowledge of the marginal likelihood which depends on the chosen mixture
family and might be difficult to work out for more complex mixtures.
In order to learn the component parameters, a hierarchical prior structure is introduced
in the Bayesian mixture model (1). Basically, in Step 2(b) of TS, any hierarchical prior p(φ)
on the model parameters can be used. For other samplers, such as the allocation sampler
(Nobile & Fearnside 2007), the prior p(φ) has to be conditionally conjugate in order that
the component parameters θk can be integrated out. A specific feature of TS is that the
hyperparameters φ are learned in Step 2(b) only from the K+ filled components and that
the parameters of the empty components are sampled subsequently in Step 4(a) from the
conditional prior p(θk|φ) for k > K+. In this way, the parameters of the filled components
inform the parameters of the empty components. In our opinion, this is an elegant way to
handle hierarchical priors for component parameters in a dimension changing framework.
TS allows for a varying, but conditionally finite model dimension K. Truncation, how-
ever, does not result from slice sampling (Kalli et al. 2011), a popular method for DPMs to
turn the infinite mixture into a conditionally finite one. TS adds and deletes components
in the following way. Step 3(a) is a birth move, where new components are created, if a
value K > K+ is sampled. These components are empty, since we leave the partition C un-
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changed, and observations are allocated to these empty components during the subsequent
sweep of the sampler in Step 1(a). Components can only disappear, if they get emptied in
the allocation Step 1(a). Hence, for TS to work well, the tail probability
∑
K>K+
p(K|C, ω)
cannot be too small, as this probability controls how many empty components are added
in Step 3(a) (or 3(a*)). The more p(K|C, ω) is concentrated at K+, the more likely mixing
will be poor for TS. This is true both for static and dynamic MFMs; however, there is an
interesting difference between the two algorithms in updating K given C. While p(K|C, α)
depends on the cluster sizes N for dynamic MFMs, p(K|C, γ) is independent of N for static
MFMs and only informed through K+ and γ.
Finally, we allow the hyperparameter of the weight distribution (either α or γ), to be
an unknown parameter, estimated from the data under a hyperprior. In this way, the
investigator can inform the mixture about the desired level of sparsity, e.g., by choosing a
prior with a small prior expectation E(α) (or E(γ)). α (or γ) are updated in Step 3(b) (or
3(b*)), which is the only updating step where a random walk MH algorithm is employed.
5.2 Benchmarking the telescoping sampler
We compare the performance of the telescoping (TS) sampler to two other samplers pre-
viously proposed to fit the MFM model with univariate Gaussian components: reversible
jump MCMC (RJ; Richardson & Green 1997) and the Jain-Neal split-merge algorithm (JN;
Miller & Harrison 2018). In contrast to the TS sampler, where in each iteration both K
and K+ are updated, the RJ sampler just samples K while K+ is calculated a-posteriori
from the sampled allocations, and the JN sampler just samples the partitions and thus K+,
whereas the posterior of K is reconstructed in a post-processing step using Equation (3.7)
given in Miller & Harrison (2018).
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For this comparison we consider the well-known Galaxy data (Roeder 1990), which
is a small dataset of N = 82 measurements on velocities of different galaxies from six
well-separated sections of the space, and fit univariate Gaussian mixtures, yi|Si = k ∼
N (µk, σ2k) , with K unknown. Priors are chosen as in Richardson & Green (1997), namely
p(K) is a uniform distribution truncated at Kmax = 30, ηK |K ∼ DK (γK) with γK ≡ 1 is
also uniform, whereas µk ∼ N (m,R2), σ2k ∼ G−1 (2, C0), and C0 ∼ G (0.2, 10/R2), where m
and R are the midpoint and the length of the observation interval. These priors are imposed
for sake of comparison with previous results, but not motivated by modeling considerations
nor selected to favor the TS sampler.
Results for the RJ sampler were obtained using the Nmix software provided by Peter
Green2 and results for the JN sampler using the supplementary material to Miller & Har-
rison (2018). Each sampler was run for 106 iterations without thinning and 100 different
initializations. Table 1 summarizes the posterior p(K+|y) over all 100 runs based on the
means for all three samplers (see also Appendix C.2). The posteriors estimated by the
different samplers are very close to each other indicating that the TS sampler provides
suitable draws from this posterior distribution.
In Figure 4(a), a combined trace plot of K and K+ for the TS sampler is shown.
Figure 4(b) shows the corresponding trace plot for the RJ sampler. Differences between
K and K+ for the RJ sampler only occur if no observations are assigned to a component
and the difference is increased for birth moves. The estimated auto-correlation functions of
the sampled K+ is shown in Figure 4(c) for the different samplers. The JN sampler clearly
performs best with respect to auto-correlation of the sampled K+ and the auto-correlation
function of the TS sampler is slightly above the corresponding auto-correlation function
2As included in the supplementary material to Miller & Harrison (2018).
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Sampler 1 2 3 4 5 6 7 8 9 10 11 ≥ 12
TS .000 .000 .070 .161 .228 .228 .159 .087 .040 .017 .006 .003
RJ .006 .000 .070 .161 .227 .226 .158 .086 .040 .017 .006 .003
JN .000 .000 .070 .162 .228 .228 .159 .087 .040 .017 .006 .003
Table 1: Galaxy data. Mean estimates over 100 MCMC runs of the posterior of K+ for the
telescoping (TS), the RJMCMC (RJ) and the Jain-Neal (JN) sampler.
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(a) Trace plots for TS.
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(b) Trace plots for RJ.
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Figure 4: Galaxy data. Trace plots ofK (grey) andK+ (black) for TS and RJ and estimated
auto-correlation function (ACF) for K+ for TS (pink, solid line), RJ (green, dashed line)
and JN (blue, long dashed line).
of the RJ sampler. However, even though TS exhibits a moderate auto-correlation in the
samples of K+, the computational cost of a single MCMC iteration is small, and thinning
may be applied to increase the effective sample size. Also for static MFMs with a smaller
γ value or dynamic MFMs the auto-correlation for the TS sampler improves.
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6 Empirical demonstrations
6.1 Revisiting the Galaxy data set
In the following we use the TS sampler to investigate how the posteriors of K and K+ vary
in dependence of different prior specifications p(K, γK) for the Galaxy data set. Aitkin
(2001) compares the posterior results for K reported in the literature for five different
Bayesian analyses of the Galaxy data set and points out that the posterior probabilities for
K are rather diffuse over the range 4–9. In our analysis we keep the priors on the component
parameters fixed to those as specified by Richardson & Green (1997). In this way the impact
of the priors on K and the weights is highlighted without mixing these effects with those
of different prior specifications on the component parameters. We consider a static MFM
with γK ≡ 1 as in Miller & Harrison (2018) and two dynamic MFMs with (a) α ∼ F(6, 3),
which is a vague prior in order to learn α from the data, and (b) α ∼ G(1, 20), which is a
shrinkage prior and pulls α towards very small values encouraging a sparse estimation of
K+ (Fru¨hwirth-Schnatter & Malsiner-Walli 2019).
In Figure 5 in the top row, the posteriors of K and K+ under different priors p(K)
are reported for the static MFM with the hyperprior on the weights given by γK ≡ 1.
In this case, the posteriors p(K+|y) and p(K|y) almost coincide for each specification
p(K). The mode of p(K+|y) strongly depends on the mode of p(K|y). For the dynamic
prior γK = α/K with hyperprior α ∼ F(6, 3), shown in Figure 5 in the bottom row,
the posteriors p(K|y) and p(K+|y) differ for most of the priors on K. While p(K|y)
becomes flatter than for fixed γ = 1, most of the posterior mass of p(K+|y) concentrates
on K+ = 3 which is a reasonable value for this data set. Also, interestingly, the heavy-tailed
prior K − 1 ∼ BNB (1, 1, 1) with no mean is better able to adapt to this sparse cluster
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Figure 5: Galaxy data. Static MFM with γ = 1 (top) and dynamic MFM with α ∼ F(6, 3)
(bottom). Posteriors of K (dashed lines, triangles) and K+ (solid lines, dots) under different
priors p(K).
solution than the priors with large mean, which seem to be more informative and pull the
number of clusters towards large values. If the shrinkage prior α ∼ G(1, 20) is specified, the
posterior of K+ becomes completely independent of both the prior and posterior of K (see
Appendix D.1). In this case, regardless of p(K), for each prior specification three clusters
are estimated, while the posteriors of K in contrast are very flat.
6.2 Further illustrative applications
We use the TS sampler to fit MFM models with different component distributions including
the multivariate Gaussian distribution, the latent class model for multivariate categorical
data and the univariate Poisson distribution. This demonstrates how easily the TS sampler
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can be used to perform a Bayesian analysis of the MFM model regardless of the component-
specific distributions. Further, we indicate the performance of the default prior for K and α
suggested for the dynamic MFM, i.e., K−1 ∼ BNB (1, 4, 3) and α ∼ F(6, 3), in comparison
to alternative priors proposed in the literature. In particular, we use the uniform prior
(Richardson & Green 1997) truncated at K = 150, the prior K−1 ∼ BNB (1, 1, 1) proposed
by Grazian et al. (2020), K − 1 ∼ Geo (0.1) with E(K) = 10 used by Miller & Harrison
(2018) and our proposal K − 1 ∼ BNB (1, 4, 3). It will turn out that a prior specification
for K where E(K) is small and the tails are not too light, in combination with the dynamic
prior γK = α/K on the weights and α ∼ F(6, 3) gives good clustering results.
In order to obtain a final partition of the data, the fitted models are identified. The
post-processing procedure suggested by Fru¨hwirth-Schnatter (2006) and applied in Malsiner
Walli et al. (2016, 2017) is employed. First, the number of clusters Kˆ+ is estimated by
the mode of the posterior p(K+|y). Then for all posterior draws were K(m)+ = Kˆ+, the
component-specific parameters, or some (lower-dimensional) functional, are clustered in the
point process representation into Kˆ+ clusters using k-means clustering. A unique labeling
of the draws is obtained and used to reorder all draws, including the sampled allocations. A
final partition of the data is determined by the maximum a posteriori (MAP) estimate of the
relabeled cluster allocations. This partition allows to compare the clustering performance of
the Bayesian approach with other model-based clustering techniques resulting in a partition
of the data.
6.2.1 Multivariate Gaussian mixtures: Thyroid data
The Thyroid data are a benchmark data set for multivariate normal mixtures included in
the R package mclust (Scrucca et al. 2016). It consists of five laboratory test variables
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Thyroid Fear Eye tracking
p(K) p(K+|y) p(K|y) p(K+|y) p(K|y) p(K+|y) p(K|y)
U{1, 150} 3 [3,3,3] 3 [10,36,69] 7 [6,8,11] 40 [40,77,112] 13 [12,16,21] 119 [50,83,118]
BNB (1, 1, 1) 3 [3,3,3] 3 [3,3,5] 2 [3,4,7] 2 [3,6,14] 10 [9,12,16] 11 [12,21,41]
Geo (0.1) 3 [3,3,3] 3 [3,4,7] 4 [4,5,7] 5 [5,10,16] 9 [9,11,15] 13 [12,17,25]
BNB (1, 4, 3) 3 [3,3,3] 3 [3,3,4] 2 [2,3,4] 2 [2,3,5] 6 [6,8,10] 7 [7,9,13]
Table 2: Thyroid data, Fear data and Eye tracking data. Posterior inference for K and
K+ for a dynamic MFM based on different priors p(K) and α ∼ F(6, 3). The posteriors of
K+ and K are summarized by their modes, followed by the 1st, 2nd and 3rd quartiles.
and a categorical variable indicating the operation diagnosis (with three potential values)
for 215 patients. A dynamic MFM model with multivariate normal component densities
is fitted to the data. A simplified version of the priors proposed in Malsiner Walli et al.
(2016) are specified on the component parameters (for details see Appendix D.2.1).
As can be seen in the left-hand column of Table 2, for all priors on K the mode of the
posteriors for K+ is at three, even for the uniform prior. Also the posterior mode of K is
three, indicating that rarely empty components were sampled. The final partition obtained
through the MAP estimate consists of three clusters with 28, 37 and 150 patients. The ARI
of this partition with the known operation diagnosis is 0.88, which is equal to the ARI of
the mclust solution. Overall these results suggest that, if the data are informative regarding
a specific cluster structure, the clustering result is not susceptible to the specification of
p(K).
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6.2.2 Latent class analysis: Fear data
Stern et al. (1994) consider data of N = 93 children in the context of infant temperamental
research. For each child, three categorical features are observed, namely motor activity (M)
with 4 categories, fret/cry behavior (C) with 3 categories, and fear of unfamiliar events (F)
with 3 categories, see Fru¨hwirth-Schnatter & Malsiner-Walli (2019) for the contingency
table of the data. The categories can be interpreted as scores with higher scores indicating
a stronger behavior. The scientific hypothesis is that two different profiles in children are
present, called inhibited and uninhibited to the unfamiliar (i.e., avoidance or approach to
unfamiliar situations). To test this hypothesis, a latent class model is fitted assuming that
the class and variable specific probability distributions are independent with a symmetric
Dirichlet prior with parameter 1.
The data were analyzed in the framework of DPMs and SFMs by Fru¨hwirth-Schnatter
& Malsiner-Walli (2019). Here, we consider dynamic MFMs. The middle column of Table 2
shows that the priors p(K) with small mean values select K+ = 2 when using the mode
to estimate a suitable number of clusters, confirming the theoretically expected number of
clusters. The geometric prior with E(K) = 10 and the truncated uniform prior overestimate
the number of clusters with the mode of K+ at 4 and 7. Interestingly K−1 ∼ BNB (1, 1, 1)
is able to adapt to this sparse number of data clusters and estimates K+ = 2 as well.
Using the MCMC output from a dynamic MFM with K − 1 ∼ BNB (1, 4, 3) and α ∼
F(6, 3) an identified two cluster solution can be obtained and occurrence probabilities for
each of the three variables for the two classes estimated. The two classes have a rather
different profile regarding these occurrence probabilities (see Table D.4 in Appendix D.2.2).
Whereas children belonging to class 2 are more likely to have higher scores in all three
variables, children in class 1 show less motor activity, crying behavior and fear at the same
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time. This clustering result coincides with both the results reported in Fru¨hwirth-Schnatter
& Malsiner-Walli (2019) and the psychological theory behind the experiments, according to
which all three behavioral variables are regularized by the same physiological mechanism,
see Stern et al. (1994) for more details.
6.2.3 Poisson mixtures: Eye tracking data
The count data on eye tracking anomalies in 101 schizophrenic patients studied by Escobar
& West (1998) are reconsidered. To capture overdispersion and account for excess zeros,
Fru¨hwirth-Schnatter (2006) analyzed the data using a Poisson mixture model. The aim of
this analysis is not to perform model-based clustering, but to capture the extreme unob-
served heterogeneity present in this data set (see Appendix D.2.3). Fru¨hwirth-Schnatter &
Malsiner-Walli (2019) report that fitting a SFM and a DPM lead to 4 to 5 clusters. Using
the same hierarchical specification for the component means, the dynamic MFM provides
an approximation of the unobserved heterogeneity distribution based on 4 to 6 clusters for
priors on K with small mean values. The other priors on K estimate considerably more
clusters, see the right-hand column in Table 2.
7 Concluding remarks
Being a finite mixture model where the number of components is unknown, the MFM
model has a long tradition in Bayesian mixture analysis. Building on this tradition, a key
aspect of our work is to explicitly distinguish between the number of components K in the
mixture distribution and the number of clusters K+ in the partition of the data generated
by the non-empty components. With this fundamental distinction in mind, we contribute
35
to MFMs both from a methodological as well as a computational perspective.
Traditionally, the hyperparameter γ of the Dirichlet prior on the component weights is
a fixed value, often equal to one. By deviating from this static specification and defining
γK dynamically and dependent on K, we increase the flexibility of this model class. We
provide theoretical results that characterize how such a flexible prior on the component
weights impacts the induced prior on the number of clusters and the partition structure.
We link the MFM model to BNP mixtures by showing that dynamic MFMs, which include
the popular DPMs as a special case, induce far more flexible priors on the number of
clusters and the partition structure than a DPM. We show that static and dynamic MFMs
are closely related to mixtures of PYMs. A deeper investigation of the relationship between
MFMs and BNP mixture models is an interesting venue for future research.
Regarding posterior inference, we introduce the novel telescoping sampler (TS) which is
a trans-dimensional Gibbs sampler that simultaneously infers the posterior on the number of
components K and the number of clusters K+. As illustrated, for instance, for multivariate
Gaussian mixtures, the TS sampler can be easily implemented for any kind of component
models or distributions. Based on the TS sampler, in future work many different kinds of
mixture models can be easily fitted to cluster different types of data which require the use
of specific component distributions and models.
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A Mathematical proofs
Proof of Theorem 1. Let S = (S1, . . . , SN) be the collection of all component indicators
which, for a given K, associate each observation yi with the component that generated this
data point (see model (1)). For any MFM with prior ηK |K, γK ∼ DK (γK), the marginal
prior p(S|K, γK) for a fixed K is given by:
p(S|K, γK) =
∫
p(S|ηK)p(ηK |K, γK)dηK
=
Γ(γKK)
Γ(γKK +N)Γ(γK)K+
∏
j:Nj>0
Γ(Nj + γK), (A.1)
(see, for example Fru¨hwirth-Schnatter 2006, Chapter 3, Equation 3.24).
For any set partition C = {C1, . . . , CK+}, there are
K!
(K −K+)!
assignment vectors S that belong to the equivalence class defined by C. Multiplying (A.1)
by this number yields:
p(C|N,K, γK) = Γ(γKK)K!
Γ(γKK +N)Γ(γK)K+(K −K+)!
K+∏
j=1
Γ(Nj + γK)
=
V K,γKN,K+
Γ(γK)K+
K+∏
j=1
Γ(Nj + γK),
where V K,γKN,k is defined as in (5). Averaging p(C|N,K, γK) over the prior p(K) yields the
probability mass function (pmf) p(C|N,γ) given in (3):
p(C|N,γ) =
∞∑
K=K+
p(K)p(C|N,K, γK).
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For any K+ = 1, 2, . . . , N , consider the cluster sizes (N1, . . . , NK+) of the K+ non-empty
clusters labeled {1, . . . , K+}. There are(
K
K+
)
=
K!
K+!(K −K+)!
ways to choose K+ non-empty among the K components and(
N
N1 · · ·NK+
)
=
N !
N1! · · ·NK+ !
different ways to assign N observations into clusters of size N1, . . . NK+ . Any of these
assignments can be represented by an allocation vector S with a prior probability given by
(A.1). Multiplying (A.1) by the number of possible vectors (N1, . . . , NK+) yields:
p(N1, . . . , NK+ |N,K, γK) =
N !
K+!
V K,γKN,K+
Γ(γK)K+
K+∏
j=1
Γ(Nj + γK)
Γ(Nj + 1)
. (A.2)
Averaging over the prior p(K) yields the prior of the labeled cluster sizes given in (4):
p(N1, . . . , NK+|N,γ) =
∞∑
K=K+
p(K)p(N1, . . . , NK+|N,K, γK).
Proof of Theorem 2. For a dynamic MFM,
V K,αN,K+ =
K!
(K −K+)!
Γ(α)
Γ(α +N)
,
and we obtain the following EPPF from (3):
p(C|N,α) = Γ(α)
Γ(α +N)
∞∑
K=K+
p(K)
K!
Γ( α
K
)K+(K −K+)!
K+∏
j=1
Γ(Nj +
α
K
).
Using Γ( α
K
) = K
α
Γ(1 + α
K
), we obtain:
K!
(K −K+)!
K+∏
j=1
Γ(Nj +
α
K
)
Γ( α
K
)
= αK+
K!
KK+(K −K+)!
K+∏
j=1
Γ(Nj +
α
K
)
Γ(1 + α
K
)
.
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Therefore, p(C|N,α) can be expressed as in (8):
p(C|N,α) = α
K+Γ(α)
Γ(α +N)
K+∏
j=1
Γ(Nj)
∞∑
K=K+
p(K)
K+∏
j=1
Γ(Nj +
α
K
)(K − j + 1)
Γ(1 + α
K
)Γ(Nj)K
.
Proof of Theorem 3. The marginal prior Pr{K+ = k|N,γ} is obtained by aggregating
the prior pmf p(N1, . . . , Nk|N,γ) of the labeled cluster sizes (N1, . . . , Nk) of a partition
with k non-empty clusters over all cluster sizes N1, . . . , Nk such that N1 + . . . + Nk = N ,
given in (4). The resulting prior Pr{K+ = k|N,γ} can be represented as,
Pr{K+ = k|N,γ} =
∞∑
K=k
p(K)Pr{K+ = k|N,K, γK}, (A.3)
where Pr{K+ = k|N,K, γK} is the prior of K+ for a fixed number of components K,
Pr{K+ = k|N,K, γK} = N !
k!
× V
K,γK
N,k
Γ(γK)k
× CK,γKN,k ,
CK,γKN,k =
∑
N1,...,Nk>0
N1+...+Nk=N
k∏
j=1
Γ(Nj + γK)
Γ(Nj + 1)
,
and the prior uncertainty with respect to K is integrated out. This proves part (a).
The number of terms in CK,γKN,k is the number of partitions of N into k integer summands
with regard to order. A simple recursion is available to compute CK,γKN,k for k ∈ {1, 2, . . .}.
This makes it feasible to compute CK,γKN,k also for large values of N both for static and
dynamic MFM. We write
CK,γKN,k =
∑
N1,...,Nk>0
N1+...+Nk=N
k∏
j=1
wNj , wn =
Γ(n+ γK)
Γ(n+ 1)
, n = 1, . . . , N.
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Since the cluster sizes are labeled, this can be written as:
CK,γKN,k =
N−k+1∑
n=1
wn
∑
n1,...,nk−1>0
n1+...+nk−1=N−n
k−1∏
j=1
wnj =
N−k+1∑
n=1
wnC
K,γK
N−n,k−1, (A.4)
where CK,γK
n˜,k˜
is defined as for k˜ ∈ {1, . . . , K} and n˜ = 1, . . . , N as:
CK,γK
n˜,k˜
=
∑
n˜1,...,n˜k˜>0
n˜1+...+n˜k˜=n˜
k˜∏
j=1
Γ(n˜j + γK)
Γ(n˜j + 1)
. (A.5)
Note that for k˜ = 1, CK,γKn˜,1 =
Γ(n˜+γK)
Γ(n˜+1)
= wn˜. Equation (A.4) is equivalent to the following
recursive system:
CK,γKN,k = w1C
K,γK
N−1,k−1+w2C
K,γK
N−2,k−1 . . . +wN−k+1C
K,γK
k−1,k−1, (A.6)
CK,γKN−1,k = w1C
K,γK
N−2,k−1+ w2C
K,γK
N−3,k−1 . . . +wN−kC
K,γK
k−1,k−1,
· · ·
CK,γKk+1,k = w1C
K,γK
k,k−1 +w2C
K,γK
k−1,k−1,
CK,γKk,k = w1C
K,γK
k−1,k−1.
Hence, if we define
ck =

CK,γKN,k
CK,γKN−1,k
...
CK,γKk,k
 ,
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for all k ∈ {2, 3, . . .}, then we obtain from (A.6):
ck =
(
0N−k+1 W k
)
ck−1, W k =

w1 w2
. . . wN−k wN−k+1
w1
. . . . . . wN−k
. . . w2
. . .
w1 w2
w1

.
Obviously, CK,γKN,k is equal to the first element of the vector ck for all k ∈ {1, 2, . . .}. W 1
takes the form given in Theorem 3 and W k is obtained from W k−1 for all k ∈ {2, 3, . . .}
by deleting the first row and the first column. This completes the proof of part (b).
Proof of Theorem 4. Let C be an arbitrary partition into K+ clusters. Following
the proof of Theorem 1, the EPPF of a static finite mixture with K components and
hyperparameter γ > 0 is given by:
p(C|N, γ,K) = K!
(K −K+)!
Γ(γK)
Γ(γK +N)
K+∏
j=1
Γ(Nj + γ)
Γ(γ)
. (A.7)
On the other hand, the EPPF of a mixture based on the PY(β,K|β|) process prior with
β < 0 reads:
p(C|N, β,K) = Γ(|β|K)
Γ(N + |β|K)
K+∏
j=1
|β|(K − j + 1)Γ(Nj − β)
Γ(1− β)
=
K!
(K −K+)!
Γ(|β|K)
Γ(N + |β|K)
K+∏
j=1
Γ(Nj − β)
Γ(|β|) , (A.8)
using Γ(1− β) = −βΓ(−β) = |β|Γ(|β|).
By comparing (A.7) with (A.8), we find that the EPPFs are equivalent for all possible
partitions C, whenever β = −γ and part (a) follows immediately.
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For a dynamic finite mixture with K components and hyperparameter γK = α/K, the
EPPF reads:
p(C|N,α,K) = K!
(K −K+)!
Γ(α)
Γ(α +N)
K+∏
j=1
Γ(Nj + α/K)
Γ(α/K)
. (A.9)
On the other hand, the EPPF of a mixture based on the PY(−αK,α) process prior with
α > 0 is obtained from (A.8) by substituting α = K|β| and β = −α/K:
p(C|N, β,K) = K!
(K −K+)!
Γ(α)
Γ(N + α)
K+∏
j=1
Γ(Nj + α/K)
Γ(α/K)
. (A.10)
By comparing (A.9) with (A.10), we find that the EPPFs are equivalent for all possible
partitions C and part (b) follows immediately.
B The beta-negative-binomial distribution
The beta-negative-binomial (BNB) distribution is a hierarchical generalization of the Pois-
son, the geometric and the negative-binomial distribution. This can be derived in the
following way: The starting point is the translated Poisson distribution K − 1 ∼ P (λ)
introduced by Miller & Harrison (2018) with a fixed value of λ which also determines the
prior mean E(K − 1) = λ. A typical choice is λ = 1, but this choice might be influential
and it appears promising to consider hierarchical priors.
Assuming the Gamma prior λ ∼ G (αλ, β) on λ leads to the translated negative-binomial
distribution K−1 ∼ NegBin (αλ, β). For αλ = 1, this distribution reduces to the translated
geometric distribution K−1 ∼ Geo (pi) with success probability pi = β/(1+β), modeling the
number of failures before the first success. The pmf of the negative-binomial distribution
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K − 1 ∼ pt p(K) E(K − 1) E(K)
P (λ) λK−1
Γ(K)
e−λ λ λ+ 1
NegBin (αλ, β)
 αλ +K − 2
αλ − 1
( β
β+1
)αλ (
1
β+1
)K−1
αλ
β
1 + αλ
β
Geo (pi) pi(1− pi)K−1 1−pi
pi
1
pi
BNB (αλ, api, bpi)
Γ(αλ+K−1)B(αλ+api ,K−1+bpi)
Γ(αλ)Γ(K)B(api ,bpi)
αλ
bpi
api−1 1 + αλ
bpi
api−1
Table B.1: Priors on the number of components based on various translated priors K−1 ∼
pt. The corresponding pmf p(K) = pt(K − 1) as well as E(K − 1) and E(K) are given.
l
l
l
l l l l l l l
BNB prior
1 2 3 4 5 6 7 8 9 10
0.0
0.2
0.4
K
p(K
)
l K − 1 ~ BNB(1, 1, 1)
K − 1 ~ BNB(1, 4, 3)
K − 1 ~ BNB(2, 1, 2)
K − 1 ~ BNB(9, 4, 3)
Figure B.1: Priors K − 1 ∼ BNB (αλ, api, bpi) for various parameter values.
can be combined with the hierarchical prior pi ∼ B (api, bpi) on pi = β/(1 + β). Marginally,
this yields the translated BNB distribution K − 1 ∼ BNB (αλ, api, bpi).
Table B.1 gives an overview on the beta-negative-binomial (BNB) distribution including
its special cases given by the Poisson, negative-binomial and the geometric distribution.
The translated pmf is provided as well as the prior mean values E(K − 1) and E(K). The
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different shapes of the BNB distribution possible for various values of the parameters are
illustrated in Figure B.1.
C Inference algorithms
C.1 Telescoping sampler
Algorithm 1 can be easily modified for static MFMs, as outlined in Algorithm 2. In the
following we provide more details about using telescoping sampling for MCMC estimation
of the MFM model.
Algorithm 2 Telescoping sampling for a static MFM.
Perform Steps 1, 2, and 4(a) as in Algorithm 1 and substitute Step 3 and 4(b) by the following steps:
3(a*) Conditional on C and γ, sample K from
p(K|C, γ) ∝ p(K) K!
(K −K+)!
Γ(γK)
Γ(N + γK)
, K = K+,K+ + 1, . . . .
3(b*) Use a random walk MH with proposal log(γ
new
) ∼ N (log(γ), s2γ) to sample γ|C,K from
p(γ|C,K) ∝ p(γ) Γ(γK)
Γ(N + γK)
K+∏
k=1
Γ(Nk + γ)
Γ(γ)
.
Numeric stability for small values of γ is achieved through Γ(γ) = Γ(1 + γ)/γ.
4(b*) Sample ηK |K, γ, C ∼ D (e1, . . . , eK), where ek = γ +Nk.
Starting values and burn-in. We define starting values in Algorithms 1 and 2, respec-
tively, in the following way. k-means (MacQueen 1967) or k-modes (Huang 1997) clustering
is used to split the data into K0 initial clusters, where K0 is a clearly overfitting number of
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clusters, e.g., K0 = 10 or 15, if about 5 clusters are expected. The cluster centers returned
by k-means or k-modes are the initial values for the component means. In case the compo-
nent distributions have a variance parameter independent of the mean, e.g., the Gaussian
distribution, sufficiently large values are specified to encourage merging of the components
in the first classification step. The component weights are initialized using uniform weights.
We repeat Algorithms 1 and 2, respectively, for M0+M iterations and discard the draws
from the first M0 iteration as burn-in. In general only a rather small number of burn-in
iterations (e.g., 1000) is required to reach a region of the parameter space with high posterior
values, while many iterations (e.g., 100000) need to be recorded in order to sufficiently well
explore regions of the parameter space with high posterior values. Convergence of the
MCMC may be assessed by exploring trace plots of the posterior of the number of clusters
K+ or the component weights.
Details on Step 1(b). To reorder the components, determine the indices {i1, . . . , iK+}
⊂ {1, . . . , K} of the K+ non-empty components and let iK++1, . . . , iK be the remaining
sub-indices corresponding to the K−K+ empty components. Note that {i1, . . . , iK} is not
unique. Given {i1, . . . , iK}, the cluster sizes, the component-specific parameters and the
mixture weights are reordered using:
Nk := Nik , θk := θik , ηk := ηik , k = 1, . . . , K. (C.11)
To reorder the allocations variables Si, use the permutation ρ : {1, . . . , K} → {1, . . . , K}
underlying (C.11):
Si := ρ(Si), i = 1, . . . , N.
Note that {i1, . . . , iK} = {ρ−1(1), . . . , ρ−1(K)}, i.e., ik = ρ−1(k). Therefore, ρ can be
recovered by ordering the pairs (ik, k), k = 1, . . . , K with respect to the first element.
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Since ik = ρ
−1(k), the reordered pairs are equal (k, ρ(k)).
Details on Step 3(a). In Step 3(a), Γ( α
K
) = K
α
Γ(1+ α
K
) is used to evaluate the posterior
(25) to increase the numeric stability for large values of K or small values of α, respectively.
K!
(K −K+)!
K+∏
j=1
Γ(Nj +
α
K
)
Γ( α
K
)
=
αK+K!
KK+(K −K+)!
K+∏
j=1
Γ(Nj +
α
K
)
Γ(1 + α
K
)
. (C.12)
C.2 Benchmarking the telescoping sampler
Tables C.2 and C.3 provide additional details on the results obtained when using the
telescoping sampler (TS), RJMCMC (RJ) and the Jain-Neal sampler (JN) to fit a static
MFM to the Galaxy dataset using the priors as suggested in Richardson & Green (1997).
Table C.2 gives the mean posterior probabilities over 100 different initializations for the
posterior of K together with the standard deviations in parentheses. The mean values
differ at most at the third decimal place. The standard deviations differ more strongly,
in particular the RJ sampler has higher standard deviations than the other two samplers.
Similar observations apply to Table C.3 depicting the mean posterior probabilities over 100
different initializations for the posterior of K+ together with the standard deviations in
parentheses.
D Empirical demonstrations
D.1 Revisiting the Galaxy data set
The Galaxy data set has been previously used in the literature to illustrate the use of
Bayesian methods to fit a mixture model with Gaussian components, in particular to
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Sampler 1 2 3 4 5 6 7
TS 0.000 0.000 0.060 0.135 0.188 0.195 0.158
(0.000) (0.000) (0.005) (0.004) (0.002) (0.002) (0.002)
RJ 0.000 0.000 0.061 0.134 0.187 0.194 0.157
(0.000) (0.000) (0.004) (0.008) (0.011) (0.011) (0.009)
JN 0.000 0.000 0.061 0.135 0.188 0.195 0.158
(0.000) (0.000) (0.001) (0.002) (0.001) (0.001) (0.001)
8 9 10 11 12 13 14 15
0.109 0.068 0.039 0.022 0.012 0.006 0.003 0.002
(0.002) (0.001) (0.001) (0.001) (0.000) (0.000) (0.000) (0.000)
0.108 0.067 0.039 0.022 0.012 0.006 0.003 0.002
(0.006) (0.004) (0.002) (0.001) (0.001) (0.000) (0.000) (0.000)
0.109 0.068 0.039 0.022 0.012 0.006 0.003 0.002
(0.001) (0.001) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Table C.2: Galaxy data. Estimates of the posterior of K for the telescoping (TS),
the RJMCMC (RJ) and the Jain-Neal (JN) sampler. Means (and standard deviations in
parentheses) over 100 MCMC runs are reported.
address the issue of the number of components and clusters. Aitkin (2001) compares
the results obtained in Escobar & West (1995), Carlin & Chib (1995), Phillips & Smith
(1996), Roeder & Wasserman (1997) and Richardson & Green (1997) and points out that
the posterior probabilities for K obtained in the different analyses are rather diffuse over
the range 4–9, except for Roeder & Wasserman (1997) who conclude that the number
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Sampler 1 2 3 4 5 6 7
TS 0.000 0.000 0.070 0.161 0.228 0.228 0.159
(0.000) (0.000) (0.005) (0.004) (0.003) (0.003) (0.003)
RJ 0.006 0.000 0.070 0.161 0.227 0.226 0.158
(0.058) (0.000) (0.005) (0.010) (0.013) (0.013) (0.009)
JN 0.000 0.000 0.070 0.162 0.228 0.228 0.159
(0.000) (0.000) (0.002) (0.002) (0.002) (0.002) (0.001)
8 9 10 11 12 13 14 15
0.087 0.040 0.017 0.006 0.002 0.001 0.000 0.000
(0.002) (0.001) (0.001) (0.000) (0.000) (0.000) (0.000) (0.000)
0.086 0.040 0.017 0.006 0.002 0.001 0.000 0.000
(0.005) (0.003) (0.001) (0.000) (0.000) (0.000) (0.000) (0.000)
0.087 0.040 0.017 0.006 0.002 0.001 0.000 0.000
(0.001) (0.001) (0.000) (0.000) (0.000) (0.000) (0.000) (0.000)
Table C.3: Galaxy data. Estimates of the posterior of K+ for the telescoping (TS),
the RJMCMC (RJ) and the Jain-Neal (JN) sampler. Means (and standard deviations in
parentheses) over 100 MCMC runs are reported.
of components is almost certainly three. The five Bayesian analyses did not only differ
with respect to the prior specification on K and γK , but also the priors specified for
the component parameters. Aitkin (2001) also compares the Bayesian results to those
obtained using a maximum likelihood analysis which shows strong evidence for 3 or 4 data
components, depending on whether equal or unequal variances between the components
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Figure D.2: Galaxy data, α ∼ G(1, 20). Posteriors of K (dashed lines, triangles) and K+
(solid lines, dots) under different priors p(K): K−1 ∼ BNB (1, 4, 3), K−1 ∼ BNB (1, 1, 1),
K − 1 ∼ Geo (0.1), K ∼ U{1, 150}.
are considered.
Figure D.2 complements Figure 5 in the main manuscript where the posterior dis-
tributions of K and K+ for the static MFM with γ = 1 and the dynamic MFM with
α ∼ F(6, 3) by visualizing the posterior distributions of K and K+ for the dynamic MFM
with the shrinkage prior on α given by α ∼ G(1, 20). Clearly for the dynamic MFM with
a shrinkage prior on α the posterior of K+ concentrates most of the mass on very small
values for K+. For the Galaxy data set this minimum number of clusters K+ necessary to
model the data in a suitable way is given by three, regardless of the prior specification on
K.
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D.2 Further illustrative applications
D.2.1 Multivariate Gaussian mixtures: Thyroid data
A simplified version of the priors proposed in Malsiner Walli et al. (2016) are speci-
fied on the component parameters. That is, µk ∼ N (b0,B0), b0 = median(y), B0 =
Diag (R21, . . . , R
2
r), where Rj is the range of the data in dimension j, and r = 5. For the
component covariance matrices the hierarchical prior Σ−1k ∼ W(c0,C0), C0 ∼ W(g0,G0),
where c0 = 2.5 + (r − 1)/2, g0 = 0.5 + (r − 1)/2 and G0 = 100g0/c0Diag (1/R21, . . . , 1/R2r),
is assumed.
D.2.2 Latent class analysis: Fear data
Table D.4 summarizes the cluster-specific parameter estimates obtained for a dynamic
MFM model after model identifcation. A dynamic MFM was fitted with the following
prior specifications: K−1 ∼ BNB (1, 4, 3), α ∼ F(6, 3) and uniform Dirichlet priors on the
component parameters. Model identification is performed by first selecting the mode of the
posterior on K+ as suitable number of clusters. In the following only the MCMC draws are
considered where the number of filled components equals the estimated number of clusters
K+ and unique labels are assigned by clustering the component-specific parameters of filled
components in the point process representation and retaining only MCMC draws where the
cluster labels assigned to the component-specific parameters of filled components from the
same MCMC draw represent a permutation of the numbers 1 to the estimated number of
clusters. The posterior distributions of the cluster-specific parameters obtained in this way
are summarized in Table D.4 by the posterior mean and standard deviation.
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F C M
1 2 3 1 2 3 1 2 3 4
Cluster 1 0.62 0.28 0.09 0.68 0.11 0.21 0.22 0.57 0.13 0.08
(0.10) (0.09) (0.06) (0.08) (0.05) (0.07) (0.06) (0.08) (0.06) (0.04)
Cluster 2 0.07 0.29 0.64 0.26 0.31 0.43 0.15 0.17 0.41 0.28
(0.06) (0.09) (0.10) (0.09) (0.08) (0.09) (0.06) (0.08) (0.09) (0.08)
Table D.4: Fear data. Posterior means (and standard deviations in parenthesis) for the
cluster-specific success probabilities after model identification for K − 1 ∼ BNB (1, 4, 3)
and α ∼ F(6, 3) and a uniform Dirichlet prior on the component distributions.
D.2.3 Poisson mixtures: Eye tracking data
Figure D.3 visualizes the count data on eye tracking anomalies in 101 schizophrenic patients
studied by Escobar & West (1998). The overdispersion and the excess number of zeros
present in the data set are clearly visible in the plot showing the frequency of counts. The
dynamic MFM is fitted using the same hierarchical specification for the component means
λk as used in Fru¨hwirth-Schnatter & Malsiner-Walli (2019) when fitting SFMs and DPMs:
λk ∼ G(a0, b0) and b0 ∼ G(g0, G0), where a0 = 0.1, g0 = 0.5 and G0 = g0y¯/a0.
References
Aitkin, M. (2001), ‘Likelihood and Bayesian analysis of mixtures’, Statistical Modelling
1, 287–304.
54
010
20
30
40
0 10 20 30
Counts
Fr
eq
ue
nc
y
Figure D.3: Eye tracking data. Histogram of the observations.
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