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Abstract
We classify, up to PI-equivalence, the superalgebras over a field of characteristic zero whose
sequence of codimensions is linearly bounded. As a consequence we determine the linear functions
describing the graded codimensions of a superalgebra.
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1. Introduction
An effective way of measuring the polynomial identities satisfied by an algebra A is
provided by its sequence of codimensions cn(A), n = 1, 2, . . .. Such a sequence was
introduced by Regev in [20] and its nth term measures the dimension of the space of
multilinear polynomials in n variables in the corresponding relatively free algebra of
countable rank. Since in characteristic zero, by the well known multilinearization process,
every identity is equivalent to a system of multilinear ones, the sequence of codimensions
of A gives an actual quantitative measure of the identities satisfied by the given algebra.
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The most important feature of the sequence of codimensions proved in [20] is that if
A is an associative algebra satisfying a polynomial identity (PI-algebra), then cn(A) is
exponentially bounded.
Since the main tool for studying the identities of an algebra is the representation theory
of the symmetric group, most of the theory has been developed in characteristic zero and
we shall make such an assumption here.
In order to capture the exponential growth of the sequence of codimensions, recently
Giambruno and Zaicev in [9] and [10] proved that for any associative PI-algebra A,
limn→∞ n
√
cn(A) exists and is a non-negative integer, called the PI-exponent of the algebra.
If the PI-exponent is bounded by 1, the sequence of codimensions is polynomially bounded
and Kemer in [14] and [15] gave a characterization of A (or of its identities) by proving
that in this case the Grassmann algebra G and the algebra UT2 of 2 × 2 upper triangular
matrices do not satisfy all the identities of A. As a consequence, no intermediate growth is
allowed.
The result of Kemer was recently refined in the case of at most linear growth. In fact a
complete classification was achieved in [5] in the case where the sequence of codimensions
is linearly bounded. There the authors gave an exhaustive list of algebras with this property
and as a consequence it turned out that the allowed linear functions are classified.
The purpose of this paper is to study a similar phenomenon in the setting of
superalgebras satisfying a polynomial identity. This is not only a generalization of the
ordinary case but also the natural setting on which these questions should be posed. In fact,
by the theory of varieties developed by Kemer (see [16]) it turns out that the superalgebras
and their graded identities are the basic ingredients for the development of the theory.
Let A be a superalgebra or Z2-graded algebra over a field F of characteristic zero
and let cgrn (A), n = 1, 2, . . . , be the sequence of graded codimensions of A. Recall that
cgrn (A) is the dimension of the space of multilinear polynomials in n graded variables in
the corresponding relatively free superalgebra of countable rank.
It turns out that if a superalgebra satisfies an ordinary identity, then its sequence of
graded codimensions is exponentially bounded [8]. Moreover, the hyperoctahedral group
Z2 o Sn and its representation theory are a natural tool for studying the graded identities of
a superalgebra in characteristic zero and many results have been obtained in recent years
[6,7,1].
The problem of characterizing the graded identities of a superalgebra whose sequence
of graded codimensions is polynomially bounded was studied in [6]. It turns out that a
superalgebra A has such a property if and only if its graded identities are not a consequence
of the graded identities of five explicit algebras. It should be remarked that four of these
algebras are the algebras G and UT2 endowed with suitable Z2-gradings. In particular
these results show that also for the superalgebras no intermediate growth is allowed.
The purpose of this paper is to give a complete classification of the ideals of graded
identities of superalgebras whose sequence of graded codimensions is linearly bounded.
For each such ideal I we shall give a set of generators as well as a superalgebra having
I as an ideal of graded identities. A further characterization will be given by exhibiting a
finite list of superalgebras to be excluded from the variety of superalgebras corresponding
to the given ideal. As a consequence of our classification we shall find all linear functions
describing the linear growth of the graded codimensions of a superalgebra.
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2. Generalities and basic tools
Throughout this paper, we shall denote by F a field of characteristic zero and by
A = A(0) ⊕ A(1) an associative Z2-graded algebra or superalgebra over F . Recall that the
elements of A(0) and of A(1) are called homogeneous of degree zero (or even elements)
and of degree one (or odd elements), respectively. In what follows we shall often use
the notation A = (A(0), A(1)). A subalgebra B ⊆ A is Z2-graded or homogeneous if
B = (B ∩ A(0))⊕ (B ∩ A(1)).
The free associative algebra F〈X〉 on a countable set X = {x1, x2, . . .} has a natural
structure of superalgebra as follows: write X = Y ∪ Z , the disjoint union of two sets. If
we denote by F0 the subspace of F〈Y ∪ Z〉 spanned by all monomials in the variables
of X having even degree in the variables of Z and by F1 the subspace spanned by all
monomials of odd degree in Z , then F〈Y ∪ Z〉 = F0 ⊕ F1 is a Z2-graded algebra with
grading (F0,F1). F〈Y ∪ Z〉 is the free superalgebra on Y and Z over F .
Given a superalgebra A recall that f (y1, . . . , yn, z1, . . . , zm) ∈ F〈Y ∪ Z〉 is a graded
identity of A if f (a1, . . . , an, b1, . . . , bm) = 0 for all a1, . . . , an ∈ A(0), b1, . . . , bm ∈ A(1)
and let Idgr (A) denote the set of graded identities of A. Notice that Idgr (A) is a T2-ideal of
F〈X〉, i.e., an ideal invariant under all endomorphisms η of F〈X〉 such that η(F0) ⊆ F0
and η(F1) ⊆ F1.
It is well known that in characteristic zero, every graded identity is equivalent to a
system of multilinear graded identities. Hence if we denote by
V grn = spanF {wσ(1) · · ·wσ(n) | σ ∈ Sn, wi = yi or wi = zi , i = 1, . . . , n}
the space of multilinear polynomials of degree n in y1, z1, . . . , yn, zn , (i.e., yi or zi
appears in each monomial at degree 1) the study of Idgr (A) is equivalent to the study
of V grn ∩ Idgr (A), for all n ≥ 1.
We act on V grn via the hyperoctahedral group Z2 o Sn . Recall that if Z2 = {±1} is
the multiplicative group of order 2 and Sn is the symmetric group on {1, . . . , n}, then
Z2 o Sn = {(a1, . . . , an; σ) | ai ∈ Z2, σ ∈ Sn} with multiplication given by
(a1, . . . , an; σ) (b1, . . . , bn; τ) = (a1bσ−1(1), . . . , anbσ−1(n); στ).
The action of the group Z2 o Sn on V grn is defined as follows: for h = (a1, . . . , an; σ) ∈
Z2 o Sn , hyi = yσ(i) and hzi = zaσ(i)σ(i) = zσ(i) or −zσ(i) according to whether aσ(i) = 1 or
−1, respectively. For every Z2-graded algebra A the vector space V grn ∩Idgr (A) is invariant
under this action. Hence the space
V grn (A) = V
gr
n
V grn ∩ Idgr (A)
has a structure of left Z2 o Sn-module and cgrn (A) = dimF V grn (A) is called the nth graded
codimension of A.
For fixed n ≥ r ≥ 0 we define
Vr,n−r = spanF {wσ(1) · · ·wσ(n) | σ ∈ Sn, wi = yi for i = 1, . . . , r
and wi = zi for i = r + 1, . . . , n},
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i.e., the elements of Vr,n−r are polynomials in y1, . . . yr , zr+1, . . . , zn . Since T2-ideals are
multihomogeneous, it is not difficult to see that in order to study V grn (A) it is enough to
study Vr,n−r (A) = Vr,n−r/(Vr,n−r ∩ Idgr (A)) for all r = 0, . . . , n (see [4]). Also, by
counting dimensions one easily gets that
cgrn (A) =
n∑
r=0
(n
r
)
dim
F
Vr,n−r (A).
Notice that any F-algebra A can be regarded as a superalgebra with trivial grading i.e.,
A = A(0) ⊕ A(1) where A = A(0) and A(1) = 0. Hence the theory of graded identities
generalizes the ordinary theory of polynomial identities. For any algebra A, we shall denote
by Id(A) the T-ideal of the free algebra F〈X〉 of (ordinary) polynomial identities of A. In
this case Vn denotes the space of multilinear polynomials in the variables x1, . . . , xn and
Vn(A) = Vn/(Vn ∩ Id(A)). Then cn(A) = dim Vn(A) is the nth codimension of A. The
relation between ordinary codimensions and graded codimensions is given in [8]: given a
superalgebra A, cn(A) ≤ cgrn (A) for all n ≥ 1 and, if A satisfies an ordinary polynomial
identity then cgrn (A) ≤ 2ncn(A).
In what follows we shall use the following result on the decomposition of the Jacobson
radical of a finite dimensional superalgebra. Its proof is essentially given in [12, Lemma 2]
by observing that the given modules are graded.
Lemma 1. Let A be a finite dimensional superalgebra over F and suppose that A = B+ J
where B is a simple graded subalgebra and J = J (A) is its Jacobson radical. Then J can
be decomposed into the direct sum of graded B-bimodules
J = J00 ⊕ J01 ⊕ J10 ⊕ J11,
where for i ∈ {0, 1}, Jik is a left faithful module or a 0-left module according to whether
i = 1 or i = 0, respectively. Similarly, Jik is a right faithful module or a 0-right module
according to whether k = 1 or k = 0, respectively. Moreover, for i, k, l,m ∈ {0, 1},
Jik Jlm ⊆ δkl Jim where δkl is the Kronecker delta and J11 = BN for some nilpotent
subalgebra N of A commuting with B.
A main tool in the theorems we are going to prove is the following Proposition 4
giving the structure of a generating superalgebra of a given variety of polynomial growth.
Essentially this result can be deduced from [11] with some additional observations on the
base field. We shall do this in the next lemma. We first make a definition.
Definition 2. Let A and B be superalgebras. We say that A is T2-equivalent to B and we
write A∼T2B in the case Idgr (A) = Idgr (B).
Given a superalgebra A let us denote by vargr (A) the variety of superalgebras generated
by A. Hence A∼T2B if and only if vargr (A) = vargr (B).
Lemma 3. Let F¯ be the algebraic closure of the field F and let A be an F-superalgebra
finite dimensional over F¯. Then A∼T2B for some finite dimensional superalgebra B over
F with dimF¯ A/J (A) = dimF B/J (B).
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Proof. By the Wedderburn-Malcev theorem (see [2]) and its super-analogue given in [11],
we can write A = A1 ⊕ · · · ⊕ Ak + J where A1, . . . , Ak are simple superalgebras and
J is the Jacobson radical of A. Since F¯ is algebraically closed each Ai has a Z2-graded
basis {u1i , . . . , umi i } over F¯ with rational structure constants. Hence, if Bi is the linear
span of {u1i , . . . , umi i } over F , Bi is still a simple superalgebra over F . We now take a
graded basis {w1, . . . , wp} of J over F¯ and we let B be the superalgebra generated by
B1 ⊕ · · · ⊕ Bk and {w1, . . . , wp} over F .
Since J is nilpotent, then B is finite dimensional over F . Moreover dimF B/J (B) =
dimF (B1 ⊕ · · · ⊕ Bk) = dimF¯ (A1 ⊕ · · · ⊕ Ak) = dimF¯ A/J (A). It is clear that
Idgr (A) ⊆ Idgr (B). On the other hand if f is a multilinear graded identity of B, f vanishes
on the elements u11, . . . , um11, . . . , u1k, . . . , umkk, w1, . . . , wp which is a basis of A over
F¯ . Hence Idgr (B) ⊆ Idgr (A) and A∼T2B. 
Recall that G denotes the infinite dimensional Grassmann algebra with trivial grading
and Ggr the Grassmann algebra with its canonical Z2-grading (see [6]).
Proposition 4. Let A be a superalgebra and suppose that cgrn (A) is polynomially bounded.
Then A∼T2B where B = B1⊕· · ·⊕Bm with B1, . . . , Bm finite dimensional superalgebras
over F and dim Bi/J (Bi ) ≤ 1, for all i = 1, . . . ,m.
Proof. Since cgrn (A) is polynomially bounded, by the characterization given in [6], in
particular G,Ggr 6∈ var(A). But then by [6, Proposition 5], A satisfies a Capelli
polynomial. It is well known that this implies that A is T2-equivalent to a finitely generated
superalgebra B and by [16] we can actually take B to be a finite dimensional superalgebra.
Suppose first that F is algebraically closed. Then the proof of [11, Theorem 2] (or its
super-analogue) can be applied to the superalgebra B and we deduce that B = B1 ⊕ · · · ⊕
Bm where B1, . . . , Bm are finite dimensional superalgebras over F and dim Bi/J (Bi ) ≤ 1,
for all i = 1, . . . ,m.
If F is arbitrary, we consider the superalgebra B¯ = B⊗F F¯ , where F¯ is the alge-
braic closure of F . Clearly B∼T2 B¯. Moreover the graded codimensions of B over F
coincide with the graded codimensions of B¯ over F¯ . By the hypothesis it follows that
B¯ generates a variety of superalgebra over F¯ of polynomial growth. But then by the
first part of the proof, B¯ = B1 ⊕ · · · ⊕ Bm where B1, . . . , Bm are finite dimensional
superalgebras over F¯ and dim Bi/J (Bi ) ≤ 1, for all i = 1, . . . ,m. By the previous
lemma there exist finite dimensional superalgebras C1, . . . ,Cm over F such that for all i ,
dimF Ci/J (Ci ) = dimF¯ Bi/J (Bi ) ≤ 1. It follows that vargr (B) = vargr (B1⊕· · ·⊕Bm) =
vargr (C1 ⊕ · · · ⊕ Cm). 
3. Classifying supervarieties of constant growth
The free superalgebra F〈Y, Z〉 has a natural involution (an antiautomorphism of order 2)
called the reverse involution, denoted ∗, induced by requiring that y∗i = yi and z∗i = zi for
all i = 1, 2, . . .. Hence if w = wi1 · · ·win is a monomial of F〈Y, Z〉, where wi j = zi j or
yi j , we have thatw
∗ = win · · ·wi1 . Accordingly if f ∈ F〈Y, Z〉, then f ∗ is the polynomial
obtained by reversing the order of the variables in each monomial of f .
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Let UTn be the algebra of n × n upper triangular matrices over F and let ∗ be the
involution of UTn defined by flipping a matrix along its secondary diagonal. Suppose
that A is a subalgebra of UTn , endowed with some Z2-grading. Then A∗ is also a graded
subalgebra of UTn . This is easily seen by observing that if A = A(0) ⊕ A(1), then A∗ =
(A(0))∗ ⊕ (A(1))∗ is a Z2-grading on A∗. Moreover an useful feature of the map ∗ is that
f (y1, . . . , yn, z1, . . . , zn) is a graded identity of A if and only if f ∗(y1, . . . , yn, z1, . . . , zn)
is a graded identity of A∗. Since we shall be dealing mostly with Z2-subalgebras of the
algebraUTn , the above observation will be useful throughout the paper. In fact if A is such
a subalgebra whose ideal of graded identities is generated by the polynomials f1, . . . , fk ,
it will follow that f ∗1 , . . . , f ∗k generate the ideal of graded identities of A∗.
Given a T2-ideal I , throughout we shall use the notation 〈 f1, . . . , fn〉T2 = I to indicate
that the polynomials f1, . . . , fn ∈ F〈Y, Z〉 generate I as a T2-ideal.
We start with the following.
Lemma 5. Let U1 =
(
0 F
0 F
)
with trivial grading and let U1,1 =
((
0 0
0 F
)
,
(
0 F
0 0
))
. Then
- Idgr (U1) = 〈y1[y2, y3], z〉T2 , Idgr (U1,1) = 〈[y1, y2], yz, z1z2〉T2 .
- {yi yi1 · · · yin−1 , i1 < · · · < in−1} is a basis of V grn (mod V grn ∩ Idgr (U1)), {y1 · · · yn,
zi yi1 · · · yin−1 , i1 < · · · < in−1} is a basis of V grn (mod V grn ∩ Idgr (U1,1)).
- cgrn (U1) = n, cgrn (U1,1) = n + 1.
Hence U∗1 =
(
F F
0 0
)
with trivial grading, U∗1,1 =
((
F 0
0 0
)
,
(
0 F
0 0
))
, and cgrn (U∗1 ) =
n, cgrn (U∗1,1) = n + 1.
Proof. Since the algebra U1 has trivial grading, its graded identities coincide with its
ordinary identities. The conclusion of the lemma concerning U1 and U∗1 now follows
from [5, Lemma 3].
Let Q = 〈[y1, y2], yz, z1z2〉T2 . It is readily checked that Q ⊆ Idgr (U1,1). Also the
polynomials
y1 · · · yn, zi yi1 · · · yin−1 , i1 < · · · < in−1
span V grn (mod V
gr
n ∩ Q) and we claim that they are linearly independent modulo
Idgr (U1,1). In fact, let f ∈ V grn ∩ Idgr (U1,1) be a linear combination of these polynomials.
By multihomogeneity of T2-ideals we may assume that either f = αy1 · · · yn or f =
βzn y1 · · · yn−1. By making the evaluations y1 = · · · = yn = e22 and zn = e12,
y1 = · · · = yn−1 = e22, we get α = β = 0. Thus the above polynomials are linearly
independent modulo V grn ∩ Idgr (U1,1). Since V grn ∩ Q ⊆ V grn ∩ Idgr (U1,1), it follows that
Idgr (U1,1) = Q and the above polynomials are a basis of V grn (mod V grn ∩ Idgr (U1,1)).
Clearly cgrn (U1,1) = n + 1.
Notice that by the observations at the beginning of the section, Idgr (U∗1,1) =〈[y1, y2], zy, z1z2〉T2 . 
The proof of the next lemma can be easily deduced as in the previous lemma.
Lemma 6. Let U =
{(
a b
0 a
)∣∣∣ a, b ∈ F} with grading ((a 00 a) , (0 b0 0)). Then
– Idgr (U ) = 〈[y1, y2], [y, z], z1z2〉T2 .
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– {y1 · · · yn, zi yi1 · · · yin−1 , i1 < · · · < in−1} is a basis of V grn (mod V grn ∩ Idgr (U )).
– cgrn (U ) = n + 1.
Let G be the infinite dimensional Grassmann algebra with 1 over F . Recall that G is
the algebra generated by the countable dimension vector space span{e1, e2, . . .}, subject to
the condition that eie j = −e jei , for all i, j ≥ 1. Let us denote by G2 the subalgebra of
G generated by 1, e1, e2. Then G2 is the Grassmann algebra with 1 on a two-dimensional
vector space. Clearly G2 = F1+Fe1+Fe2+Fe1e2. In the following lemma we consider
all possible Z2-gradings on G2 and we study the corresponding identities.
Lemma 7. Let G2,1 be the algebra G2 endowed with the trivial grading, let G2,2 =
(F1+ Fe1, Fe2 + Fe1e2) and G2,3 = (F1+ Fe1e2, Fe1 + Fe2). Then
– Idgr (G2,1) = 〈[y1, y2, y3], [y1, y2][y3, y4], z〉T2 ,
Idgr (G2,2) = 〈[y1, y2], [[y1, z], y2], z1z2〉T2 ,
Idgr (G2,3) = 〈[y1, y2], [y, z], z1z2z3, z1z2 + z2z1〉T2 .
– {y1 · · · yn, yi1 · · · yin−2 [yi , y j ], i1 < · · · < in−2, i > j} is a basis of V grn (mod V grn ∩
Idgr (G2,1)),
{y1 · · · yn, yi1 · · · yin−1 zi , yi1 · · · yin−2 [yi , z j ], i1 < · · · < in−1} is a basis of
V grn (mod V
gr
n ∩ Idgr (G2,2)),
{y1 · · · yn, zi yi1 · · · yin−2 , zi z j yi1 · · · yn−2, ii < · · · < in−1, i < j} is a basis of
V grn (mod V
gr
n ∩ Idgr (G2,3)).
– cgrn (G2,1) = n(n−1)+22 , cgrn (G2,2) = n2 + 1, cgrn (G2,3) = n
2+n+2
2 .
Proof. The graded identities of G2,1 are the ordinary identities of the algebra G2 and
it is well known (see [3]) that Id(G2) = 〈[x1, x2, x3], [x1, x2][x3, x4]〉T . Notice that
Id(G2) = Id(M3) where M3 =
{(
a b c
0 a d
0 0 a
)∣∣∣∣ a, b, c, d ∈ F} is the algebra studied
in [5, Lemma 4]. We next prove the results concerning G2,2. A similar proof holds
for G2,3. Let Q = 〈[y1, y2], [[y1, z], y2], z1z2〉T2 . Clearly Q ⊆ Idgr (G2,2). By the
Poincare´–Birkhoff–Witt theorem every multilinear polynomial can be written as a linear
combination of products of the type
y j1 · · · y jr zk1 · · · zktw1 · · ·wm,
where w1, . . . , wm are left normed commutators in the yi s and zi s, j1 ≤ · · · ≤ jr and
k1 ≤ · · · ≤ kt . Hence, modulo Q, every multilinear polynomial is a linear combination of
the polynomials
y1 · · · yn, yi1 · · · yin−1 z j , yi1 · · · yin−2 [z j , yi ], i1 < · · · < in−1.
It is immediate that these polynomials are linearly independent modulo Idgr (G2,2). Hence
Idgr (G2,2) = Q, the above polynomials are a basis of V grn (mod V grn ∩ Idgr (G2,2)), and
cgrn (G2,2) = n2 + 1. 
We can now start deducing some basic facts concerning the algebras of the type
A = F + J where J = J (A) is the Jacobson radical of A and J has the decomposition
J = J11 ⊕ J10 ⊕ J01 ⊕ J00 given in Lemma 1.
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Lemma 8. Let A = F + J be a superalgebra. If J01 6= 0 (resp. J10 6= 0) then there exists
a graded subalgebra B of A such that either B∼T2U1 or B∼T2U1,1 (resp. B∼T2U∗1 or
B∼T2U∗1,1).
Proof. Suppose first that J (0)01 6= 0. Clearly B = F + J (0)01 is a graded subalgebra of A
endowed with the trivial grading and it is easy to show (see [5]), that Idgr (U1) = Idgr (B).
Suppose now that J (1)01 6= 0. We shall prove that the graded subalgebra B = F + J (1)01
is T2-equivalent to U1,1. Clearly Idgr (U1,1) ⊆ Idgr (B). Let f ∈ Idgr (B) be a multilinear
polynomial of degree n. Then f can be written as
f = f1 + f2 + g
where f1 = αy1 · · · yn , f2 = ∑n i=1
i1<···<in−1
αi zi yi1 · · · yin−1 and g ∈ Idgr (U1,1). By the
multihomogeneity of T2-ideals it follows that both f1 and f2 are identities of B. By
substituting y1 = · · · = yn = 1F we obtain α = 0 and, so, f1 = 0. For a fixed
i ∈ {1, . . . , n} the evaluation zi = a 6= 0, a ∈ J (1)01 , y j = 1F for j 6= i gives αi = 0. This
says that f = g ∈ Idgr (U1,1) and so B is T2-equivalent to U1,1. 
Lemma 9. Let A = F + J . If J (1)11 6= 0 then U ∈ vargr (A).
Proof. Let 0 6= b ∈ J (1)11 and let B be the graded subalgebra of A generated by 1F , b.
Consider B¯ = B/(b2) where (b2) is the graded ideal of B generated by b2. Since we
shall prove that B¯∼T2 U , we may assume that A = B¯. It is immediate that A satisfies[y1, y2] ≡ 0, [y, z] ≡ 0 and z1z2 ≡ 0. Hence, by Lemma 6, Idgr (U ) ⊆ Idgr (A). Let now
f ∈ Idgr (A) be a multilinear polynomial of degree n. Then we can write
f = αy1 · · · yn +
n∑
i=1
i1<···<in−1
αi zi yi1 · · · yin−1 + g
where g ∈ Idgr (U ). The evaluation yi = 1F for all i = 1, . . . , n gives α = 0. Also, for a
fixed i ∈ {1, . . . , n}, zi = b¯, y j = 1F for j 6= i gives αi = 0. Hence f = g ∈ Idgr (U )
and so, A∼T2U . 
For the infinite dimensional Grassmann algebra G, we write G to mean G with the
trivial grading and Ggr to mean G with the grading (G(0),G(1)) where G(0) is the span
of all monomials in the ei s of even length and G(1) is the span of all monomials in the
ei s of odd length. Also let UT2 denote the algebra of 2× 2 upper triangular matrices over
F with the trivial grading and let UT gr2 denote the superalgebra (UT
(0)
2 ,UT
(1)
2 ) where
UT (0)2 = Fe11 + Fe22 is the subspace of diagonal matrices and UT (1)2 = Fe12. Finally,
let F ⊕ t F be the commutative algebra with grading (F, t F) where t2 = 1. Recall that
by [6] the above five superalgebras characterize the graded identities of superalgebras with
polynomially bounded graded codimensions as follows: given A, cgrn (A) ≤ knt if and only
if G,Ggr ,UT2,UT
gr
2 , F ⊕ t F 6∈ vargr (A).
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The relation between the algebras introduced in the previous lemmas and the above five
algebras is given in the following remark.
Remark 10. – G2,1 ∈ vargr (G) ∩ vargr (UT2);
– U ∈ vargr (Ggr ) ∩ vargr (UT gr2 ) ∩ vargr (F ⊕ t F).
– G2,2 ∈ vargr (UT gr2 ), G2,3 ∈ vargr (Ggr ).
Proof. By the classical results of [17] and [18] we have that Idgr (G) = 〈[y1, y2, y3], z〉T2 ,
and Idgr (UT2) = 〈[y1, y2][y3, y4], z〉T2 . Hence, since [y1, y2, y3], [y1, y2][y3, y4], z ∈
Idgr (G2,1) it follows that Idgr (UT2), Idgr (G) ⊆ Idgr (G2,1) and, so, G2,1 ∈ vargr (G) ∩
vargr (UT2).
By [6], Idgr (Ggr ) = 〈[y1, y2], z1z2 + z2z1, [y, z]〉T2 , and also by [21] we have that
Idgr (UT gr2 ) = 〈[y1, y2], z1z2〉T2 . Also Idgr (F ⊕ t F) = 〈[y1, y2], [y, z], [z1, z2]〉T2 .
Therefore Idgr (Ggr ) ⊆ Idgr (U ) ∩ Idgr (G2,3), Idgr (UT gr2 ) ⊆ Idgr (U ) ∩ Idgr (G2,2),
Idgr (F ⊕ t F) ⊆ Idgr (U ) and so, U ∈ var,gr (Ggr ) ∩ vargr (UT gr2 ) ∩ vargr (F ⊕ t F),
G2,2 ∈ vargr (UT gr2 ), G2,3 ∈ vargr (Ggr ). 
We are now in a position to prove the main result of this section (compare with [5,19]).
Throughout we shall tacitly use the following observations: if A and B are superalgebras,
then Idgr (A⊕ B) = Idgr (A) ∩ Idgr (B). Moreover cgrn (A⊕ B) ≤ cgrn (A)+ cgrn (B). Also,
for C and D superalgebras if C ∈ vargr (D), then cgrn (C) ≤ cgrn (D).
Theorem 11. Let A be a superalgebra. Then U1,U1,1,U∗1 ,U∗1,1,G2,1,U 6∈ vargr (A) if
and only if A is T2-equivalent to either N, a nilpotent superalgebra, or C ⊕ N, where C
is a commutative algebra with trivial grading.
Proof. Suppose first that A is T2-equivalent to either N , a nilpotent superalgebra, orC⊕N ,
where C is a commutative algebra with trivial grading. Hence, since for all n, cgrn (C) = 1
and for n large enough cgrn (N ) = 0, we have that cgrn (A) ≤ 1, for n large enough.
Therefore, since U1,U1,1,U∗1 ,U∗1,1, G2,1,U have a sequence of graded codimensions
bounded from below by n, it follows that the first implication is true.
Conversely, suppose that U1,U1,1,U∗1 ,U∗1,1, G2,1 U 6∈ vargr (A). By Remark 10, G,
UT2, Ggr , UT
gr
2 , F ⊕ t F 6∈ vargr (A). Hence by [6] the graded codimensions of A are
polynomially bounded i.e., cgrn (A) ≤ dnt , for some constants d, t . By Proposition 4, we
may assume that
A = A1 ⊕ · · · ⊕ Am
where either Ai is nilpotent or Ai = F + J (Ai ). If Ai is nilpotent for all i , then A is a
nilpotent superalgebra and we are done in this case.
Therefore we may assume that there exists i ∈ {1, . . . ,m} such that Ai = F+J (Ai ) and
let J (Ai ) = J00+ J11+ J10+ J01. By the previous lemmas, sinceU,U1,U1,1,U∗1 ,U∗1,1 6∈
vargr (A), it follows that J10 = J01 = J (1)11 = 0. Hence Ai = F + J (0)11 ⊕ J00 is the direct
sum of the algebra B = F + J (0)11 with trivial grading and a nilpotent algebra. Now if J (0)11
is not commutative, then by [5, Lemma 9] and by the proof of Lemma 7, G2,1 ∈ vargr (A),
a contradiction. Hence B must be commutative and Ai is the direct sum of a nilpotent
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algebra and a commutative algebra. Recalling that A = A1⊕ · · · ⊕ Am it turns out that we
can write
A = C ⊕ N
where C is a commutative non-nilpotent algebra with trivial grading and N is a nilpotent
algebra. 
Corollary 12. For a superalgebra A, the following conditions are equivalent.
(1) U1,U1,1,U∗1 ,U∗1,1, G2,1, U 6∈ vargr (A).
(2) A is T2-equivalent to either N or C ⊕ N where N is a nilpotent superalgebra and C
is a commutative algebra with trivial grading.
(3) cgrn (A) ≤ k for some constant k ≥ 0, for all n ≥ 1.
(4) cgrn (A) = cn(A) ≤ 1 for n large enough.
Proof. The equivalence of (1) and (2) is the content of the previous theorem. It is also clear
that (2)→ (4)→ (3)→ (1). 
4. Superalgebras with quadratic growth of the graded codimensions
In this section we introduce a list of superalgebras whose sequence of graded
codimensions has quadratic growth. There algebras are all subalgebras ofUT3, the algebra
of 3× 3 upper triangular matrices and they include some of the algebras constructed in [5]
with all possible Z2-gradings. This list together with some of the algebras constructed in
the previous section will give a characterization of supervarieties of linear growth.
Lemma 13. Let U2 =
{(
a b c
0 a b
0 0 a
)
|a, b, c ∈ F
}
with grading
((
a 0 c
0 a 0
0 0 a
)
,
(
0 b 0
0 0 b
0 0 0
))
.
Then
– Idgr (U2) = 〈[y1, y2], [z1, z2], [y, z], z1z2z3〉T2 .
– {y1 · · · yn, zi yi1 · · · yin−1 , zi z j yi1 · · · yin−2 , i1 < · · · < in−1, i < j} is a basis of
V grn (mod V
gr
n ∩ Idgr (U2)).
– cgrn (U2) = n2+n+22 .
Proof. Let Q = 〈[y1, y2], [z1, z2], [y, z], z1z2z3〉T2 . Since [U2,U2] = 0, then [y1, y2] ≡
0, [z1, z2] ≡ 0, [y, z] ≡ 0 vanish onU2. Moreover, z1z2z3 ≡ 0 being also a graded identity
of U2, we have that Q ⊆ Idgr (U2). It is clear that the polynomials
y1 · · · yn, zi yi1 · · · yin−1 , zi z j yi1 · · · yin−2 , i1 < · · · < in−1, i < j (1)
span V grn modulo V
gr
n ∩ Q. We next show that they are linearly independent modulo
Idgr (U2). Let f ∈ V grn ∩ Idgr (U2) be a linear combination of the polynomials in (1).
By the multihomogeneity of T2-ideals, we may assume that either f = αy1 · · · yn or
f = βz1y2 · · · yn or f = γ z1z2y3 · · · yn . By choosing y1 = · · · = yn = 1U2 , we
obtain that α = 0. Also the evaluations z1 = e12 + e23, y2 = · · · = yn = 1U2 and
z1 = z2 = e12 + e23, y3 = · · · = yn = 1U2 give β = γ = 0. Thus the elements in (1) are
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linearly independent modulo V grn ∩ Idgr (U2). Since V grn ∩ Q ⊆ V grn ∩ Idgr (U2), it follows
that Idgr (U2) = Q and the elements in (1) are a basis of V grn (mod V grn ∩ Idgr (U2)). Hence
cgrn (U2) = dim V
gr
n
V grn ∩ Idgr (U2)
= n
2 + n + 2
2
. 
Remark 14. Since Idgr (F ⊕ t F) ⊆ Idgr (U2), then U2 ∈ vargr (F ⊕ t F).
In the next two lemmas we consider the subalgebras of UT3 of the type Fekk +∑
i< j Fei j , k = 1, 2, 3. The ordinary identities of these algebras are well understood
(see [13]). Here we consider all possible Z2-gradings on each of these algebras and
we determine generators for the T2-ideals and a basis of the corresponding relatively
free superalgebra. As in the previous section we use the reverse involution of the free
superalgebra in order to simplify the notation and deduce some results in an obvious way.
We do not present the proofs of the next two lemmas since they can be easily deduced by
using the strategy of proof given in the previous lemma. Notice that the results concerning
the algebras U3,1,U4,1,U5,1 are given in [5, Lemma 6].
Lemma 15. Consider the following superalgebras
U3,1 =
F F F0 0 F
0 0 0
 , 0
 , U3,2 =
F F 00 0 0
0 0 0
 ,
0 0 F0 0 F
0 0 0
 ,
U3,3 =
F 0 F0 0 0
0 0 0
 ,
0 F 00 0 F
0 0 0
 ,
U3,4 =
F 0 00 0 F
0 0 0
 ,
0 F F0 0 0
0 0 0
 .
Then
– Idgr (U3,1) = 〈[y1, y2]y3y4, z〉T2 , Idgr (U3,2) = 〈[y1, y2]y3, zy, z1z2〉T2 ,
Idgr (U3,3) = 〈[y1, y2]y3, [y1, y2]z, zy, z1z2z3〉T2 ,
Idgr (U3,4) = 〈[y1, y2], z1z2, zy1y2〉T2 .
– {yi1 · · · yin−2 yi y j , i1 < · · · < in−2} is a basis of V grn (mod V grn ∩ Idgr (U3,1)),{yi1 · · · yin−1 yi , yi1 · · · yin−2 yi z j , i1 < · · · < in−1} is a basis of V grn (mod V grn ∩
Idgr (U3,2)),
{yi1 · · · yin−1 yi , yi1 · · · yin−1 zi , yi1 · · · yin−2 zi z j , i1 < · · · < in−1} is a basis of
V grn (mod V
gr
n ∩ Idgr (U3,3)), and
{y1 · · · yn, yi1 · · · yin−2 zi y j , yi1 · · · yin−1 zi , i1 < · · · < in−1} is a basis of
V grn (mod V
gr
n ∩ Idgr (U3,4)).
– cgrn (U3,1) = n(n − 1), cgrn (U3,2) = n2, cgrn (U3,3) = n2 + n, cgrn (U3,4) = n2 + 1.
Hence
U4,1 = U∗3,1 =
0 F F0 0 F
0 0 F
 , 0
 ,
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U4,2 = U∗3,2 =
0 0 00 0 F
0 0 F
 ,
0 F F0 0 0
0 0 0
 ,
U4,3 = U∗3,3 =
0 0 F0 0 0
0 0 F
 ,
0 F 00 0 F
0 0 0
 ,
U4,4 = U∗3,4 =
0 F 00 0 0
0 0 F
 ,
0 0 F0 0 F
0 0 0
 ,
Idgr (U4,1) = 〈y1y2[y3, y4], z〉T2 , Idgr (U4,2) = 〈yz, y1[y2, y3], z1z2, 〉T2 , Idgr (U4,3) =〈yz, y1[y2, y3], z1z2z3, z[y1, y2]〉T2 , Idgr (U4,4) = 〈[y1, y2], z1z2, y1y2z〉T2 , and
cgrn (U4,1) = n(n − 1), cgrn (U4,2) = n2, cgrn (U4,3) = n2 + n, cgrn (U4,4) = n2 + 1.
Lemma 16. Consider the following superalgebras
U5,1 =
0 F F0 F F
0 0 0
 , 0
 , U5,2 =
0 F 00 F 0
0 0 0
 ,
0 0 F0 0 F
0 0 0
 ,
U5,3 =
0 0 F0 F 0
0 0 0
 ,
0 F 00 0 F
0 0 0
 ,
U5,4 = U∗5,2 =
0 0 00 F F
0 0 0
 ,
0 F F0 0 0
0 0 0
 .
Then
– Idgr (U5,1) = 〈y1[y2, y3]y4, z〉T2 , Idgr (U5,2) = 〈y1[y2, y3], z1z2, zy〉T2 ,
Idgr (U5,3) = 〈[y1, y2], z1z2z3, yz1z2, z1z2y, y1zy2〉T2 ,
Idgr (U5,4) = 〈yz, [y1, y2]y3, z1z2, 〉T2 .
– {yi yi1 · · · yin−2 y j , i1 < · · · < in−2} is a basis of V grn (mod V grn ∩ Idgr (U5,1)),{yi yi1 · · · yin−1 , yi yi1 · · · yin−2 z j , i1 < · · · < in−1} is a basis of V grn (mod V grn ∩
Idgr (U5,2)),
{y1 · · · yn, zi yi1 · · · yin−1 , yi1 · · · yin−1 zi , zi yi1 · · · yin−2 z j , i1 < · · · < in−1} is a basis of
V grn (mod V
gr
n ∩ Idgr (U5,3)),
{yi1 · · · yin−1 yi , zi yi1 · · · yin−2 y j , i1 < · · · < in−2} is a basis of V grn (mod V grn ∩
Idgr (U5,4)).
– cgrn (U5,1) = n(n − 1), cgrn (U5,2) = n2, cgrn (U5,3) = n2 + n + 1, cgrn (U5,4) = n2.
The superalgebras introduced in the following two lemmas are the subalgebras of UT3
of the type F(ekk + emm)+∑i< j Fei j , 1 ≤ k < m ≤ 3, with all possible gradings. Notice
that the algebra corresponding to k = 1,m = 3 is one of the algebras characterizing the
varieties of linear growth (see [5]).
Definition 17. Let U6 =
{(
a b c
0 0 d
0 0 a
)∣∣∣∣ a, b, c, d ∈ F}.
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We recall (see [5]) that the ordinary codimensions of U6 grow asymptotically at least as
n2/2.
Lemma 18. Let U6,1 denote the algebra U6 endowed with the trivial grading. Let
U6,2 =
a b 00 0 0
0 0 a
 ,
0 0 c0 0 d
0 0 0
 ,U6,3 =
a 0 c0 0 0
0 0 a
 ,
0 b 00 0 d
0 0 0
 ,
U6,4 = U∗6,2 =
a 0 00 0 d
0 0 a
 ,
0 b c0 0 0
0 0 0
 ,
with a, b, c, d ∈ F. Then
– Idgr (U6,2) = 〈[y1, y2]y3, z[y1, y2], [y1, y2z], z1z2〉T2 ,
Idgr (U6,3) = 〈[y1, y2], z1yz2, y1zy2, z1z2z3〉T2 ,
Idgr (U6,4) = 〈y1[y2, y3], [y1, y2]z, [y1, zy2], z1z2〉T2 .
– {yi1 · · · yin−1 yi , zi yi1 · · · yin−1 , y j zi yi1 · · · yin−2 , i1 < · · · < in−1} is a basis of V grn (mod
V grn ∩ Idgr (U6,2)),
{y1 · · · yn, zi yi1 · · · yin−1 , yi1 · · · yin−1 zi , zi z j yi1 · · · yin−2 , yi1 · · · yin−1 zi z j , i1 < · · · <
in−1} is a basis of V grn (mod V grn ∩ Idgr (U6,3)),
{yi yi1 · · · yin−1 , yi1 · · · yin−1 zi , yi1 · · · yin−2 zi y j , i1 < · · · < in−1} is a basis of V grn (mod
V grn ∩ Idgr (U6,4)).
– cgrn (U6,2) = cgrn (U6,4) = n2 + n, cgrn (U6,3) = 2n2 + 1.
Proof. Let Q = 〈[y1, y2]y3, z[y1, y2], [y1, y2z], z1z2〉T2 . We shall prove that Idgr (U6,2) =
Q. It is easy to check that Q ⊆ Idgr (U6,2). Next we claim that the polynomials
yi1 · · · yin−1 yi , zi yi1 · · · yin−1 , y j zi yi1 · · · yin−2 , i1 < · · · < in−1 (2)
span V grn (mod V
gr
n ∩ Q). Clearly, any multilinear polynomial of degree n can be written,
modulo 〈[y1, y2]y3, z1z2〉 as a linear combination of polynomials of the type
yi1 · · · yin−1 yi , w1ziw2, i1 < · · · < in−1,
where w1, w2 are (eventually empty) monomials in the even elements y j s. Notice that
modulo 〈z[y1, y2], [y1, y2z]〉T2 ,
yi1 · · · yit−1 zyit+1 · · · yin ≡ yit−1 zy j1 · · · y jn−2 , j1 < · · · < jn−2.
It follows that the polynomials in (2) generate V grn (mod V
gr
n ∩ Q). We next show that
these polynomials are linearly independent modulo Idgr (U6,2). Let f ∈ V grn ∩ Idgr (U6,2)
be a linear combination of the polynomials in (2). By the multihomogeneity of T2-ideals
we may assume that either
f =
n∑
i=1
i1<···<in−1
αi yi1 · · · yin−1 yi
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or
f = βzn y1 · · · yn−1 +
n−1∑
j=1
i1<···<in−2
β j y j zn yi1 · · · yin−2 .
By choosing yi = e12, y j = e11 + e33, for j 6= i , we get αi = 0, 1 ≤ i ≤ n. Moreover, the
evaluations zn = e23, y1 = · · · = yn−1 = e11+e33 and zn = e23, y j = e12, yk = e11+e33,
for k 6= j, n, give β = 0, β j = 0, 1 ≤ j ≤ n − 1. Thus the elements in (2) are
linearly independent modulo V grn ∩ Idgr (U6,2), and, being V grn ∩ Q ⊆ V grn ∩ Idgr (U6,2),
we get that they are a basis of V grn (mod V
gr
n ∩ Idgr (U6,2)) and Idgr (U6,2) = Q. Thus
cgrn (U6,2) = n2+ n. The conclusion of the lemma about U6,4 follows at once by observing
that U6,4 = U∗6,2.
The proof about U6,3 is left as an exercise. 
Lemma 19. Consider the following two superalgebras
U7,1 =

a 0 b0 a 0
0 0 0
 ,
0 c 00 0 d
0 0 0
 | a, b, c, d ∈ F
 ,
U7,2 =

a 0 00 a b
0 0 0
 ,
0 c d0 0 0
0 0 0
 | a, b, c, d ∈ F
 .
Then
– Idgr (U7,1) = 〈[y1, y2]y3, [y1, y2]z, z[y1, y2], [y1, z]y2, [y, z1]z2, z1z2y, z1z2z3〉T2 ,
Idgr (U7,2) = 〈[y1, y2]y3, [y1, y2]z, [y1, z]y2, z1z2〉T2 ,
– {yi1 · · · yin−1 yi , yi1 · · · yin−1 zi , yi1 · · · yin−2 zi yin−1 , yi1 · · · yin−2 zi z j , i1 < · · · < in−1} is
a basis of V grn (mod V
gr
n ∩ Idgr (U7,1)),
{yi1 · · · yin−1 yi , yi1 · · · yin−1 zi , yi1 · · · yin−2 zi y j , i1 < · · · < in−1} is a basis of V grn (mod
V grn ∩ Idgr (U7,2)),
– cgrn (U7,1) = n2 + 2n, cgrn (U7,2) = n2 + n.
Hence
U7,3 = U∗7,1 =
0 0 b0 a 0
0 0 a
 ,
0 c 00 0 d
0 0 0
 ,
U7,4 = U∗7,2 =
0 b 00 a 0
0 0 a
 ,
0 0 c0 0 d
0 0 0
 ,
Idgr (U7,3) = 〈y1[y2, y3], [y1, y2]z, z[y1, y2], y1[y2, z], z1[y, z2], yz1z2, z1z2z3〉T2 ,
Idgr (U7,4) = 〈y1[y2, y3], z[y1, y2], y1[y2, z], z1z2〉T2 ,
cgrn (U7,1)∗ = n2 + 2n, cgrn (U7,4) = n2 + n.
Proof. We start by proving that Idgr (U7,2) = Q = 〈[y1, y2]y3, [y1, y2]z, [y1, z]y2,
z1z2〉T2 . It is easily seen that [U7,2,U7,2] ⊆ span{e13, e23}, and, so, [U7,2,U7,2]U7,2 = 0.
Hence [y1, y2]y3 ≡ 0, [y1, y2]z ≡ 0, [y1, z]y2 ≡ 0 hold in U7,2. Moreover, since z1z2 ≡ 0
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is a graded identity of U7,2, we get that Q ⊆ Idgr (U7,2). Any multilinear polynomial in
V grn can be written, modulo Q, as a linear combination of polynomials
yi1 · · · yin−1 yi , yi1 · · · yin−1 zi , yi1 · · · yin−2 zi y j , i1 < · · · < in−1. (3)
We next show that these polynomials are linearly independent modulo Idgr (U7,2). Let
f ∈ V grn ∩ Idgr (U7,2) be a linear combination of the elements in (3). We may assume
that either
f =
n∑
i=1
i1<···<in−1
αi yi1 · · · yin−1 yi
or
f = βy1 · · · yn−1z +
n−1∑
j=1
i1<···<in−2
β j yi1 · · · yin−2 zy j ,
where z = zn . The evaluation yi = e23, yk = e11 + e22, for k 6= i , gives αi = 0,
1 ≤ i ≤ n. Also, z = e13, y1 = · · · = yn−1 = e11 + e22 gives β = 0. Finally, the
evaluation z = e12, y j = e23, yk = e11 + e22, for k 6= j , gives β j = 0, 1 ≤ j ≤ n − 1.
Therefore the elements in (3) are linearly independent modulo V grn ∩ Idgr (U7,2). Since
V grn ∩ Q ⊆ V grn ∩ Idgr (U7,2), this proves that Idgr (U7,2) = Q and the elements in (3) are
a basis of V grn modulo V
gr
n ∩ Idgr (U7,2). Therefore cgrn (U7,2) = n2 + n. The statement
about U7,4 follows immediately from the above by using the map ∗.
Let now Q = 〈[y1, y2]y3, [y1, y2]z, z[y1, y2], [y1, z]y2, [y, z1]z2, z1z2y, z1z2z3〉T2 . We
next prove that Idgr (U7,1) = Q. It is immediate that Q ⊆ Idgr (U7,1) and that the
polynomials
yi1 · · · yin−1 yi , yi1 · · · yin−1 zi , yi1 · · · yin−2 zi yin−1 , yi1 · · · yin−2 zi z j , (4)
where i1 < · · · < in−1, generate V grn modulo V grn ∩ Q. Now let f ∈ V grn ∩ Idgr (U7,1)
be a linear combination of the elements in (4). By the multihomogeneity of T2-ideals,
we may assume that either f = ∑n i=1
i1<···<in−1
αi yi1 · · · yin−1 yi or f = βy2 · · · ynz1 +
γ y2 · · · yn−1z1yn or f = β1y3 · · · ynz1z2+β2y3 · · · ynz2z1. The evaluation yi = e13, yk =
e11 + e22, for k 6= i , gives αi = 0, 1 ≤ i ≤ n. Also, from the evaluations z1 = e23,
y2 = · · · = yn = e11 + e22 and z1 = e12, y2 = · · · = yn = e11 + e22 it follows that
β = γ = 0. Finally, the evaluation y3 = · · · = yn = e11 + e22, zi = e12, z j = e23,
i, j ∈ {1, 2}, i 6= j , gives β1 = β2 = 0. Hence Idgr (U7,1) = Q, the elements in (4) are
a basis of V grn modulo V
gr
n ∩ Idgr (U7,1), and cgrn (U7,1) = n2 + 2n. The result about U7,3
follows by applying the map ∗. 
5. Comparing T2-ideals
In this section we shall be dealing only with algebras of the type A = F + J . Hence
throughout this section we assume that A is a superalgebra and A = F + J where J has
the decomposition J = J00 ⊕ J01 ⊕ J10 ⊕ J11 given in Lemma 1.
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Lemma 20. If A is commutative and z1z2 6≡ 0 on A, then U2 ∈ vargr (A).
Proof. Since J is nilpotent, there exists a largest integer r such that J (1) J (1) ⊆ J r .
Let A¯ = A/J r+1. We shall prove that U2∼T2 A¯. Clearly J ( A¯)(1) J ( A¯)(1) 6= 0 and
J ( A¯)(1) J ( A¯)(1) J ( A¯)(1) = 0. This says that A¯ satisfies z1z2z3 ≡ 0. Moreover, A¯ being
a commutative superalgebra, Idgr (U2) ⊆ Idgr ( A¯). Since the opposite inclusion holds, we
have that U2∼T2 A¯ and U2 ∈ vargr (A). 
Corollary 21. If U2 6∈ vargr (A) then b2 = 0 for all b ∈ J (1)11 .
Proof. Let b ∈ J (1)11 be such that b2 6= 0 and let B be the graded subalgebra of A generated
by 1F and b. It is clear that B is commutative and J (B)
(1)
11 J (B)
(1)
11 6= 0. Hence, by the
previous lemma, U2 ∈ vargr (B) ⊆ vargr (A). 
Lemma 22. If U2,G2,i 6∈ vargr (A), i = 1, 2, 3, then [J11, J11] = 0 and J (1)11 J (1)11 = 0.
Proof. We shall prove that if U2,G2,i 6∈ vargr (F + J11), i = 1, 2, 3, then [J11, J11] = 0.
This will complete the proof of the lemma since then, by Lemma 20, J (1)11 J
(1)
11 = 0. Hence
without loss of generality we may assume that A = F + J and J = J11.
Notice that B = F + J (0) is a graded subalgebra of A endowed with trivial grading.
Hence, if [J (0), J (0)] 6= 0, by [5, Lemma 9] and by the proof of Lemma 7,G2,1 ∈ var(B) =
vargr (B) ⊆ vargr (A), a contradiction. Therefore [J (0), J (0)] = 0 and [y1, y2] ≡ 0 is a
graded identity of A.
Suppose now that [J (1), J (1)] 6= 0 and let a, b ∈ J (1) be such that [a, b] 6= 0.
Since a, b, a + b ∈ J (1), by Corollary 21, a2 = b2 = (a + b)2 = 0 and this implies
that ab = −ba. If now B is the subalgebra of A generated by 1F , a, b, then B is a
graded subalgebra with basis {1, a, b, ab} and it is readily seen that B is isomorphic to
the algebra G2,3 through the map ϕ such that ϕ(1F ) = 1, ϕ(a) = e1, ϕ(b) = e2. Hence
G2,3 ∈ vargr (A), a contradiction.
Therefore [J (1), J (1)] = 0 i.e., [z1, z2] ≡ 0 is a graded identity of A. Recalling that by
Corollary 21, z2 ≡ 0 is a graded identity of A, by linearizing it we get that z1z2+ z2z1 ≡ 0
vanishes on A. This together with the above says that z1z2 ≡ 0 is a graded identity of A.
Let k be the least integer such that J k = 0 and J k−1 6= 0 and proceed by induction on k.
If k = 2 then clearly [J, J ] = 0 and we are done. Assume k > 2 and con-
sider the superalgebra A¯ = A/J k−1. Then A¯ satisfies the same hypotheses as A since
U2,G2,i 6∈ vargr ( A¯) ⊆ vargr (A) for i = 1, 2, 3. Since J ( A¯)k−1 = J ( A¯)k−111 = 0, by
the inductive hypothesis [J ( A¯), J ( A¯)] = 0 and this implies that [J, J ] ⊆ J k−1. Thus
[J, J ]J = J [J, J ] = 0.
Since [y1, y2] ≡ 0 and z1z2 ≡ 0 are already graded identities of A, from the above we
get that [J (0), J (1)]J (0) = J (0)[J (0), J (1)] = 0. Hence [[y1, z], y2] ≡ 0 is a graded identity
of A and, so, Idgr (G2,2) ⊆ Idgr (A).
Suppose by contradiction that [J, J ] 6= 0. Then by the above [J (0), J (1)] 6= 0 and let
a ∈ J (0), b ∈ J (1) be such that [a, b] 6= 0. Let f ∈ V grn be a graded identity of A modulo
Idgr (G2,2). By Lemma 7 and by the multihomogeneity of T2-ideals we may assume that
either
f = βy1 · · · yn
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or
f = αy1 · · · yn−1z +
n−1∑
j=1
i1<···<in−2
α j yi1 · · · yin−2 [y j , z] (5)
where z = zn . By choosing y1 = · · · = yn = 1F , we obtain that β = 0. Hence we
may assume that f has the form given in (5). We shall prove that α = α j = 0, for all
j = 1, . . . , n − 1.
By choosing z = b and y1 = · · · = yn−1 = 1F , we get α = 0. Now, from the eval-
uations z = b, y j = a, yk = 1F , k 6= j it follows that α j = 0 for all 1 ≤ j ≤ n − 1.
Hence f ∈ Idgr (G2,2) and G2,2∼ T2 A. With this contradiction the proof of the lemma is
complete. 
Corollary 23. Consider the superalgebra B = F + J11. If U2,G2,i 6∈ vargr (B), i =
1, 2, 3, then either B∼T2 C, a commutative superalgebra with trivial grading or B∼T2 U.
Proof. Since U2,G2,i 6∈ vargr (B), i = 1, 2, 3, by the previous lemma [y1, y2] ≡ 0 and
z1z2 ≡ 0 are identities of B. Now, if z ≡ 0, then B is a commutative algebra with trivial
grading and we are done.
If z 6≡ 0, by Lemma 9, U ∈ vargr (B). Moreover, since z1z2 ≡ 0 and B is commutative,
B ∈ vargr (U ). Hence B∼T2U . 
Lemma 24. (1) If J10 J00 6= 0, then U3,i ∈ vargr (A) for some i ∈ {1, . . . , 4}.
(2) If J00 J01 6= 0, then U4,i ∈ vargr (A) for some i ∈ {1, . . . , 4}.
Proof. Suppose that J10 J00 6= 0. Then J (i)10 J ( j)00 6= 0, for some 0 ≤ i, j ≤ 1.
If J (0)10 J
(0)
00 6= 0, then the graded subalgebra B = F+ J (0)10 + J (0)00 has trivial grading and
by [5, Lemma 15] B is PI-equivalent and, so, T2-equivalent to the algebra U3,1.
Let now J (1)10 J
(0)
00 6= 0. Then B = F + J (1)10 + J (0)00 is a graded subalgebra and
I = (J (0)00 )2 + J (1)10 (J (0)00 )2 is a graded ideal of B. It is easily checked that B¯ = B/I
satisfies the identities [y1, y2] ≡ 0, z1z2 ≡ 0, zy1y2 ≡ 0. Hence Idgr (U3,4) ⊆ Idgr (B¯) and
we claim that equality holds. In fact, by Lemma 15 and multihomogeneity of T2-ideals any
polynomial in Idgr (B¯) ∩ V grn mod Idgr (U3,4) is of the form
f1 = αy1 · · · yn or f2 = βy1 · · · yn−1zn +
n−1∑
j=1
i1<···<in−2
β j yi1 · · · yin−2 zn y j .
By evaluating y1 = · · · = yn = 1F we get α = 0. Hence f1 = 0. Let now a ∈ J (1)10
and b ∈ J (0)00 be such that ab 6= 0. By evaluating zn = a¯, y1 = · · · = yn−1 = 1F and
zn = a¯, y j = b¯, yi = 1F for i 6= j , we get β = β j = 0, 1 ≤ j ≤ n − 1. Hence f2 = 0
and Idgr (B¯) = Idgr (U3,4).
Therefore, by taking into account the previous cases, we may assume that J10 J
(0)
00 = 0
and we are left with J10 J
(1)
00 6= 0. Consider the graded subalgebra B = F + J10 + J00
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and notice that I = J 200 + J10 J 200 is a graded ideal of B. Since J10 J00 6∈ I , by taking the
quotient with I we may assume that also J 200 = J10 J 200 = 0.
Now, in the case J (1)10 J
(1)
00 = 0, we must have J (0)10 J (1)00 6= 0 and as in the previous case
B is T2-equivalent to the algebra U3,2.
Finally, if J (1)10 J
(1)
00 6= 0, then one checks that B satisfies the graded identities of U3,3
and, by the above procedure, B∼T2U3,3.
The second part of the lemma is proved similarly. 
Lemma 25. If J10 J00 = J00 J01 = 0 and J01 J10 6= 0, then U5,i ∈ vargr (A) for some
i ∈ {1, . . . , 4}.
Proof. By taking the quotient with the graded ideal J10 J01, we may assume that A satisfies
J01 J10 6= 0 and J10 J01 = 0. Let a ∈ J01, b ∈ J10 be homogeneous elements such that
ab 6= 0 and let B be the graded subalgebra generated by 1F , a, b. Clearly B is the linear
span of the elements {1F , a, b, ab}.
Suppose that a ∈ J (0)01 and b ∈ J (1)10 . We shall prove that B∼T2U5,2. It is immediate
that y1[y2, y3] ≡ 0, zy ≡ 0, z1z2 ≡ 0 are graded identities of B. Hence, by Lemma 16,
Idgr (U5,2) ⊆ Idgr (B). Conversely, let f ∈ Idgr (B) be a multilinear polynomial of degree
n. By the multihomogeneity of T2-ideals, we may assume that, modulo Idgr (U5,2), either
f =
n∑
i=1
i1<···<in−1
αi yi yi1 · · · yin−1
or
f =
n−1∑
i=1
i1<···<in−2
βi yi yi1 · · · yin−2 zn .
By making the evaluation yi = a, y j = 1F for j 6= i we get that αi = 0 for all
i = 1, . . . , n. Also the evaluation yi = a, zn = b, y j = 1F for j 6= i gives βi = 0
for all i = 1, . . . , n − 1. Hence f ∈ Idgr (U5,2) and so, B∼T2U5,2.
In a similar way it is possible to prove that either B∼T2U5,1 or B∼T2U5,3 or B∼T2U5,4
according to whether a ∈ J (0)01 and b ∈ J (0)10 or a ∈ J (1)01 and b ∈ J (1)10 or a ∈ J (1)01 and
b ∈ J (0)10 , respectively. 
Lemma 26. If J10 J01 6= 0 and J01 J10 = 0 then U6,i ∈ vargr (A) for some i ∈ {1, . . . , 4}.
Proof. Let a ∈ J10, b ∈ J01 be homogeneous elements such that ab 6= 0 and let B
the graded subalgebra of A generated by 1F , a and b. Clearly B is the linear span of the
elements {1F , a, b, ab}. Let ϕ : B → U6,i be the map defined as
ϕ(1F ) = e11 + e33, ϕ(a) = e12, ϕ(b) = e23, ϕ(ab) = e13
where either i = 1 or i = 2 or 3 or 4 according to whether a ∈ J (0)10 and b ∈ J (0)01 or
a ∈ J (0)10 and b ∈ J (1)01 or a ∈ J (1)10 and b ∈ J (1)01 or a ∈ J (1)10 and b ∈ J (0)01 , respectively.
Clearly ϕ is an isomorphism which preserves the grading. HenceU6,i ∈ vargr (A) for some
i ∈ {1, . . . , 4}. 
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Lemma 27. Suppose that J (1)11 J
(1)
11 = 0.
(1) If J (1)11 J10 6= 0 then U7,i ∈ vargr (A) for some i ∈ {1, 2}.
(2) If J01 J
(1)
11 6= 0 then U7,i ∈ vargr (A) for some i ∈ {3, 4}.
Proof. Suppose first that J (1)11 J
(0)
10 6= 0. Let a ∈ J (1)11 and b ∈ J (0)10 be such that ab 6= 0 and
let B be the graded subalgebra of A generated by 1F , a, b. Since [B, B] ⊆ span{b, ab}, it
is immediate that [y1, y2]y3 ≡ 0, [y1, y2]z ≡ 0, [y1, z]y2 ≡ 0 are graded identities of B.
Moreover, since by hypothesis J (1)11 J
(1)
11 = 0, z1z2 ≡ 0 is also a graded identity of B and so,
by Lemma 19, Idgr (U7,2) ⊆ Idgr (B). Let now f ∈ Idgr (B) be a multilinear polynomial
of degree n. By Lemma 19 and by multihomogeneity of T2-ideals, we may assume that,
modulo Idgr (U7,2), either
f =
n∑
i=1
i1<···<in−1
αi yi1 · · · yin−1 yi
or
f = βy1 · · · yn−1zn +
n−1∑
j=1
i1<···<in−2
β j yi1 · · · yin−2 zn y j .
By evaluating yi = b and y j = 1F for j 6= i , we get αi = 0 for all i = 1, . . . , n.
By choosing zn = a, y j = b and yk = 1F for k 6= j we get that β j = 0 for all
j = 1, . . . , n − 1. Also the evaluation zn = a, y1 = · · · = yn−1 = 1F gives β = 0.
Hence f ∈ Idgr (U7,2) and so B∼T2U7,2. If J (1)11 J (1)10 6= 0, in a similar fashion it follows
that U7,1 ∈ vargr (A).
The second part of the lemma is proved similarly. 
6. Characterizing supervarieties of linear growth
At this stage we still need to analyze the superalgebras of type F + J trying to detect
inside them graded subalgebras whose graded codimensions are linearly bounded. In order
to accomplish this, we first need to compute the graded codimensions of direct sums of all
the superalgebras that we have so far encountered, and whose codimensions grow linearly.
This is a quite obvious procedure since taking direct sums does not affect the growth of the
codimensions.
Lemma 28. Let A1 = U1 ⊕U1,1 and A2 = U1 ⊕U∗1,1. Then
– Idgr (A1) = 〈y1[y2, y3], z[y1, y2], yz, z1z2〉T2 and
{yi yi1 · · · yin−1 , zi yi1 · · · yin−1 , i1 < · · · < in−1} is a basis of V grn (mod V grn ∩
Idgr (A1)).
– Idgr (A2) = 〈y1[y2, y3], [y1, y2]z, zy, z1z2〉T2 and
{yi yi1 · · · yin−1 , yi1 · · · yin−1 zi , i1 < · · · < in−1} is a basis of V grn (mod V grn ∩
Idgr (A2)).
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– A∗1 = U∗1 ⊕ U∗1,1, A∗2 = U∗1 ⊕ U1,1, Idgr (A∗1) = 〈[y1, y2]y3, [y1, y2]z, zy, z1z2〉T2 ,
Idgr (A∗2) = 〈[y1, y2]y3, z[y1, y2], yz, z1z2〉T2 .
– cgrn (A1) = cgrn (A2) = cgrn (A∗1) = cgrn (A∗2) = 2n.
Proof. Let Q = 〈y1[y2, y3], z[y1, y2], yz, z1z2〉T2 . Clearly Q ⊆ Idgr (A1) = Idgr (U1) ∩
Idgr (U1,1). It is easily seen that the polynomials
yi yi1 · · · yin−1 , zi yi1 · · · yin−1 , i1 < · · · < in−1.
span V grn modulo V
gr
n ∩ Q. Moreover these polynomials are linearly independent modulo
Idgr (A1). In fact, let f ∈ V grn ∩ Idgr (A1) be a linear combination of such polynomials. We
may assume that either f =∑n i=1
i1<···<in−1
αi yi yi1 · · · yin−1 or f = βz1y2 · · · yn . By making
the evaluation yi = (e12, 0), y j = (e22, 0), for j 6= i , we get αi = 0, 1 ≤ i ≤ n.
Moreover, the evaluation z1 = (0, e12), y2 = · · · = yn = (0, e22), gives β = 0.
Hence, since V grn ∩ Q ⊆ V grn ∩ Idgr (A1), we have that Idgr (A1) = Q, the above
polynomials are a basis of V grn modulo V
gr
n ∩ Idgr (A1) and, so, cgrn (A1) = 2n. Observe
that Idgr (A∗1) = 〈[y1, y2]y3, [y1, y2]z, zy, z1z2〉T2 and cgrn (A∗1) = 2n.
In a similar way the results about A2 and A∗2 are proved. 
Lemma 29. For the superalgebra B = U1 ⊕U∗1 we have
– Idgr (B) = 〈St3(y1, y2, y3), y1[y2, y3]y4, [y1, y2][y3, y4], z〉T2 .
– {[y1, yi ]yi1 · · · yin−2 , yi1 · · · yin−2 [y1, yi ], y1 · · · yn, i1 < · · · < in−2} is a basis of
V grn (mod V
gr
n ∩ Idgr (B)).
– cgrn (B) = 2n − 1.
Proof. Since the algebras U1 and U∗1 are endowed with the trivial grading, their graded
identities coincide with the ordinary identities. Hence, by [5, Lemma 5] we are done. 
The proofs of the next three lemmas are similar to the above proofs and are omitted.
Lemma 30. Let B = U1,1 ⊕U∗1,1. Then
– Idgr (B) = 〈[y1, y2], y1zy2, z1z2〉T2 .
– {y1 · · · yn, zi yi1 · · · yin−1 , yi1 · · · yin−1 zi , i1 < · · · < in−1} is a basis of V grn (mod V grn ∩
Idgr (B)).
– cgrn (B) = 2n + 1.
Lemma 31. Let B = U1 ⊕U. Then
– Idgr (B) = 〈y1[y2, y3], z[y1, y2], [y, z], z1z2〉T2 .
– {yi yi1 · · · yin−1 , zi yi1 · · · yin−1 , i1 < · · · < in−1} is a basis of V grn (mod V grn ∩ Idgr (B)).
– cgrn (B) = 2n.
Hence B∗ = U∗1 ⊕U, Idgr (B∗) = 〈[y1, y2]y3, [y1, y2]z, [y, z], z1z2〉T2 and cgrn (B∗) =
2n.
Lemma 32. Let B = U1,1 ⊕U. Then
– Idgr (B) = 〈[y1, y2], y1[z, y2], z1z2〉T2 .
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– {y1 · · · yn, zi yi1 · · · yin−1 , yi1 zi yi2 · · · yin−1 , i1 < · · · < in−1} is a basis of V grn (mod
V grn ∩ Idgr (B)).
– cgrn (B) = 2n + 1.
Hence B∗ = U∗1,1⊕U, Idgr (B∗) = 〈[y1, y2], [z, y1]y2, z1z2〉T2 and cgrn (B∗) = 2n+ 1.
Lemma 33. If B = U1 ⊕U∗1 ⊕U∗1,1, then
– Idgr (B) = 〈St3(y1, y2, y3), y1[y2, y3]y4, [y1, y2][y3, y4], [y1, y2]z, zy, z1z2〉T2 .
– {[y1, yi ]yi1 · · · yin−2 , yi1 · · · yin−2 [y1, yi ], y1 · · · yn, yi1 · · · yin−1 zi , i1 < · · · < in−1} is a
basis of V grn (mod V
gr
n ∩ Idgr (B)).
– cgrn (B) = 3n − 1.
Hence B∗ = U1⊕U∗1⊕U1,1, Idgr (B∗) = 〈St3(y1, y2, y3), y1[y2, y3]y4, [y1, y2][y3, y4],
z[y1, y2], yz, z1z2〉T2 , and cgrn (B∗) = 3n − 1.
Proof. Let Q = 〈St3(y1, y2, y3), y1[y2, y3]y4, [y1, y2][y3, y4], [y1, y2]z, zy, z1z2〉T2 . It is
immediate that Q ⊆ Idgr (B). The following polynomials
[y1, yi ]yi1 · · · yin−2 , yi1 · · · yin−2 [y1, yi ], y1 · · · yn, yi1 · · · yin−1 zi , i1 < · · · < in−1,
generating V grn (mod V
gr
n ∩ Idgr (Q)), are linearly independent modulo Idgr (B). In fact,
let f ∈ V grn ∩ Idgr (B) be a linear combination of these polynomials. We may assume that
either
f = αy1 · · · yn−1zn
or
f =
n∑
i=2
i1<···<in−2
αi [y1, yi ]yi1 · · · yin−2 +
n∑
i=2
i1<···<in−2
βi yi1 · · · yin−2 [y1, yi ] + γ y1 · · · yn .
By making the evaluation y1 = · · · = yn−1 = (0, 0, e11), zn = (0, 0, e12) we get α = 0.
The evaluation yi = (e22, 0, 0), for all i = 1, . . . , n gives γ = 0. Also, for a fixed k,
the evaluation yk = (e12, 0, 0) and yi = (e22, 0, 0), for i 6= k, gives αk = 0. Similarly
yk = (0, e12, 0) and yi = (0, e11, 0), for i 6= k, gives βk = 0. Hence, Idgr (B) = Q, the
above polynomials are a basis of V grn modulo V
gr
n ∩ Idgr (B) and cgrn (B) = 3n − 1.
Notice that Idgr (B∗) = 〈St3(y1, y2, y3), y1[y2, y3]y4, [y1, y2][y3, y4], z[y1, y2], yz,
z1z2〉T2 and cgrn (B∗) = 3n − 1. 
The proofs of the next three lemmas are similar to the above proofs and are omitted.
Lemma 34. Let B = U∗1 ⊕U1,1 ⊕U∗1,1. Then
– Idgr (B) = 〈[y1, y2]y3, [y1, y2]z, z[y1, y2], y1zy2, z1z2〉T2 .
– {yi1 · · · yin−1 yi , zi yi1 · · · yin−1 , yi1 · · · yin−1 zi , i1 < · · · < in−1} is a basis of V grn (mod
V grn ∩ Idgr (B)).
– cgrn (B) = 3n.
Hence B∗ = U1 ⊕ U∗1,1 ⊕ U1,1, Idgr (B∗) = 〈y1[y2, y3], z[y1, y2], [y1, y2]z, y1zy2,
z1z2〉T2 and cgrn (B∗) = 3n.
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Lemma 35. Let A1 = U1 ⊕U1,1 ⊕U and A2 = U1 ⊕U∗1,1 ⊕U. Then
– Idgr (A1) = 〈y1[y2, y3], z[y1, y2], [y1, y2]z, y1[z, y2], z1z2〉T2 and{yi yi1 · · · yin−1 , zi yi1 · · · yin−1 , yi1 zi · · · yin−1 , i1 < · · · < in−1} is a basis of V grn (mod
V grn ∩ Idgr (A1)).
– Idgr (A2) = 〈y1[y2, y3], [y1, y2]z, z[y1, y2], [y1, z]y2, z1z2〉T2 and{yi yi1 · · · yin−1 , yi1 · · · yin−1 zi , yi1 · · · yin−2 zi yin−1 , i1 < · · · < in−1} is a basis of
V grn (mod V
gr
n ∩ Idgr (A2)).
– A∗1 = U∗1 ⊕U∗1,1 ⊕U, A∗2 = U∗1 ⊕U1,1 ⊕U,
Idgr (A∗1) = 〈[y1, y2]y3, z[y1, y2], [y1, y2]z, [z, y1]y2, z1z2〉T2 ,
Idgr (A∗2) = 〈[y1, y2]y3, [y1, y2]z, z[y1, y2], y1[y2, z], z1z2〉T2 .
– cgrn (A1) = cgrn (A2) = cgrn (A∗1) = cgrn (A∗2) = 3n.
Lemma 36. Let B = U1 ⊕U∗1 ⊕U1,1 ⊕U∗1,1. Then
– Idgr (B) = 〈St3(y1, y2, y3), y1[y2, y3]y4, [y1, y2][y3, y4], z[y1, y2], [y1, y2]z, y1zy2,
z1z2〉T2 .
– {[y1, yi ]yi1 · · · yin−2 , yi1 · · · yin−2 [y1, yi ], y1 · · · yn, zi yi1 · · · yin−1 , yi1 · · · yin−1 zi ,
i1 < · · · < in−1} is a basis of V grn (mod V grn ∩ Idgr (B)).
– cgrn (B) = 4n − 1.
Lemma 37. Let A = F + J be a superalgebra with J01 6= 0 (resp. J10 6= 0) and
J (1)11 J
(1)
11 = J01 J (1)11 = J (1)11 J10 = 0. Then if J11 is commutative B = F + J01 + J11
is a graded subalgebra of A, T2-equivalent to one of the algebras U1, U1,1, U1 ⊕ U1,1,
U1 ⊕ U, U1,1 ⊕ U, U1 ⊕ U1,1 ⊕ U (resp. B = F + J10 + J11 is T2-equivalent to one of
the algebras U∗1 , U∗1,1, U∗1 ⊕U∗1,1, U∗1 ⊕U, U∗1,1 ⊕U, U∗1 ⊕U∗1,1 ⊕U).
Proof. Clearly B = F + J01+ J11 is a graded subalgebra of A. Suppose that J (0)01 6= 0 and
J (1)01 6= 0. We shall prove that in this case either B∼T2U1 ⊕U1,1 or B∼T2U1 ⊕U1,1 ⊕U
according to whether J (1)11 = 0 or J (1)11 6= 0, respectively. Suppose first that J (1)11 6= 0. We
have that [B, B] ⊆ J01 and so, B[B, B] = 0. This says that y1[y2, y3] ≡ 0, z[y1, y2] ≡ 0,
y1[z, y2] ≡ 0 are graded identities of B. Moreover, from the hypotheses J (1)11 J (1)11 =
J01 J
(1)
11 = J (1)11 J10 = 0, it follows that z1z2 ≡ 0 and [y1, y2]z ≡ 0 are graded identities of
B and so, by Lemma 35, Idgr (U1 ⊕U1,1 ⊕U ) ⊆ Idgr (B). Conversely, let f ∈ Idgr (B) be
a multilinear polynomial of degree n. By Lemma 35 and by multihomogeneity of T2-ideals
we may assume that, modulo Idgr (U1⊕U1,1⊕U ), either f =∑n i=1
i1<···<in−1
αi yi yi1 · · · yin−1
or f = βzn y1 · · · yn−1 + γ y1zn y2 · · · yn−1. By making the evaluation y j = a ∈ J (0)01 ,
a 6= 0, yi = 1F , for i 6= j , we get that α j = 0 for all j = 1, . . . , n. The
evaluation zn = b ∈ J (1)01 , b 6= 0, yi = 1F , for i = 1, . . . , n − 1, gives β = 0.
Finally zn = c ∈ J (1)11 , c 6= 0, yi = 1F , for i = 1, . . . , n − 1, gives γ = 0. Hence
f ∈ Idgr (U1 ⊕ U1,1 ⊕ U ). Thus B∼T2U1 ⊕ U1,1 ⊕ U . Clearly, if J (1)11 = 0, then yz ≡ 0
is also a graded identity of B and so, Idgr (U1 ⊕ U1,1) ⊆ Idgr (B). Since, as we have seen
above, the opposite inclusion holds, we get that B∼T2U1 ⊕U1,1 in this case.
A. Giambruno et al. / Journal of Pure and Applied Algebra 207 (2006) 215–240 237
Moreover, one can easily see that either B∼T2U1 or B∼T2U1 ⊕ U or B∼T2U1,1 or
B∼T2U1,1 ⊕ U according to whether J (1)01 = 0 and J (1)11 = 0 or J (1)01 = 0 and J (1)11 6= 0 or
J (0)01 = 0 and J (1)11 = 0 or J (0)01 = 0 and J (1)11 6= 0, respectively.
Similarly it is proved that if B = F + J10 + J11 then either B∼T2U∗1 or B∼T2U∗1,1 or
B∼T2U∗1 ⊕U∗1,1 or B∼T2U∗1 ⊕U or B∼T2U∗1,1 ⊕U or B∼T2U∗1 ⊕U∗1,1 ⊕U . 
In the next five lemmas we consider the remaining algebras obtained by taking direct
sums of the superalgebras U,U1,U∗1 ,U1,1 and U∗1,1. The proofs of the lemmas are
straightforward and are omitted.
Lemma 38. Let B = U1 ⊕U∗1 ⊕U. Then
– Idgr (B) = 〈St3(y1, y2, y3), y1[y2, y3]y4, [y1, y2][y3, y4], z[y1, y2], [y, z], z1z2〉T2 .
– {[y1, yi ]yi1 · · · yin−2 , yi1 · · · yin−2 [y1, yi ], y1 · · · yn, zi yi1 · · · yin−1 , i1 < · · · < in−1} is a
basis of V grn (mod V
gr
n ∩ Idgr (B)).
– cgrn (B) = 3n − 1.
Lemma 39. Let B = U1,1 ⊕U∗1,1 ⊕U. Then
– Idgr (B) = 〈[y1, y2], y1[y2, z]y3, z1z2〉T2 .
– {y1 · · · yn, zi yi1 · · · yin−1 , yi1 · · · yin−1 zi , yi1 zi yi2 · · · yin−1 ,
i1 < · · · < in−1} is a basis of V grn (mod V grn ∩ Idgr (B)).
– cgrn (B) = 3n + 1.
Lemma 40. Let B = U1 ⊕U∗1 ⊕U∗1,1 ⊕U. Then
– Idgr (B) = 〈St3(y1, y2, y3), y1[y2, y3]y4, [y1, y2][y3, y4], z[y1, y2], [y1, y2]z, [y1, z]y2,
z1z2〉T2 .
– {[y1, yi ]yi1 · · · yin−2 , yi1 · · · yin−2 [y1, yi ], y1 · · · yn, yi1 · · · yin−1 zi , yi1 · · · yin−2 zi yin−1 ,
i1 < · · · < in−1} is a basis of V grn (mod V grn ∩ Idgr (B)).
– cgrn (B) = 4n − 1.
Hence B∗ = U1 ⊕ U∗1 ⊕ U1,1 ⊕ U, Idgr (B∗) = 〈St3(y1, y2, y3), y1[y2, y3]y4,
[y1, y2][y3, y4], [y1, y2]z, z[y1, y2], y1[y2, z], z1z2〉T2 and cgrn (B∗) = 4n − 1.
Lemma 41. Let B = U∗1 ⊕U1,1 ⊕U∗1,1 ⊕U. Then
– Idgr (B) = 〈[y1, y2]y3, [y1, y2]z, z[y1, y2], y1[y2, z]y3, z1z2〉T2 .
– {yi1 · · · yin−1 yi , zi yi1 · · · yin−1 , yi1 · · · yin−1 zi , yi1 zi yi2 · · · yin−1 , i1 < · · · < in−1} is a
basis of V grn (mod V
gr
n ∩ Idgr (B)).
– cgrn (B) = 4n.
Hence B∗ = U1 ⊕ U1,1 ⊕ U∗1,1 ⊕ U, Idgr (B∗) = 〈y1[y2, y3], [y1, y2]z, z[y1, y2],
y1[y2, z]y3, z1z2〉T2 , and cgrn (B∗) = 4n.
Lemma 42. Let B = U1 ⊕U∗1 ⊕U1,1 ⊕U∗1,1 ⊕U. Then
– Idgr (B) = 〈St3(y1, y2, y3), y1[y2, y3]y4, [y1, y2][y3, y4], [y1, y2]z, z[y1, y2],
y1[y2, z]y3, z1z2〉T2 .
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– {[y1, yi ]yi1 · · · yin−2 , yi1 · · · yin−2 [y1, yi ], y1 · · · yn, zi yi1 · · · yin−1 , yi1 zi yi2 · · · yin−1 ,
yi1 · · · yin−1 zi , i1 < · · · < in−1} is a basis of V grn (mod V grn ∩ Idgr (B)).
– cgrn (B) = 5n − 1.
Lemma 43. Let A = F + J be a superalgebra with J01 6= 0, J10 6= 0 and J (1)11 J (1)11 =
J01 J10 = J10 J01 = J01 J (1)11 = J (1)11 J10 = 0. If J11 is commutative, B = F+ J01+ J10+ J11
is a graded subalgebra of A T2-equivalent to either B1 ⊕ B2 or B1 ⊕ B2 ⊕ U for some
superalgebra B1 ∈ {U1,U1,1,U1 ⊕U1,1} and B2 ∈ {U∗1 ,U∗1,1,U∗1 ⊕U∗1,1}.
Proof. From the hypotheses it follows that B = F+ J01+ J10+ J11 is a graded subalgebra
of A. Suppose that J (0)01 6= 0, J (1)01 6= 0, J (0)10 6= 0, J (0)10 6= 0. We shall prove that either
B∼T2 U1⊕U1,1⊕U∗1 ⊕U∗1,1 or B∼T2U1⊕U1,1⊕U∗1 ⊕U∗1,1⊕U according to whether
J (1)11 = 0 or J (1)11 6= 0, respectively.
Suppose first that J (1)11 6= 0. Since [B, B] ⊆ J01 + J10, it is immediate that
y1[y2, y3]y4 ≡ 0, [y1, y2][y3, y4] ≡ 0, y1[y2, z]y3 ≡ 0 are graded identities of B.
Moreover, by the hypotheses, St3(y1, y2, y3) ≡ 0, z[y1, y2] ≡ 0, [y1, y2]z ≡ 0, z1z2 ≡ 0
are also graded identities. Hence, by Lemma 42 we get that Idgr (U1⊕U1,1⊕U∗1 ⊕U∗1,1⊕
U ) ⊆ Idgr (B). Conversely, Idgr (B) ⊆ Idgr (F + J01 + J11) ∩ Idgr (F + J10 + J11) =
Idgr (U1 ⊕U1,1 ⊕U )∩ Idgr (U∗1 ⊕U∗1,1 ⊕U ) = Idgr (U1 ⊕U1,1 ⊕U∗1 ⊕U∗1,1 ⊕U ). Thus
Idgr (B) = Idgr (U1 ⊕U1,1 ⊕U∗1 ⊕U∗1,1 ⊕U ) and we are done in this case.
If J (1)11 = 0 then y1zy2 ≡ 0 is also a graded identity of B and so, Idgr (U1 ⊕
U1,1 ⊕ U∗1 ⊕ U∗1,1) ⊆ Idgr (B). Hence, since the opposite inclusion holds, we get that
B∼T2U1 ⊕U1,1 ⊕U∗1 ⊕U∗1,1 and we are done in this case too.
In general one can prove similarly that either B∼T2B1 ⊕ B2 (if J (1)11 = 0) or
B∼T2B1⊕B2⊕U (if J (1)11 6= 0), where B1 = U1 orU1,1, orU1⊕U1,1 according to whether
J (0)01 6= 0, J (1)01 = 0 or J (0)01 = 0, J (1)01 6= 0 or J (0)01 6= 0, J (1)01 6= 0, respectively, and B2 = U∗1
or U∗1,1, or U∗1 ⊕ U∗1,1 according to whether J (0)10 6= 0, J (1)10 = 0 or J (0)10 = 0, J (1)10 6= 0 or
J (0)10 6= 0, J (1)10 6= 0, respectively. 
We can now prove the main result of this section.
Theorem 44. Let A be a superalgebra. Then G2,1,G2,2,G2,3,U2,Ui, j 6∈ vargr (A) for
i = 3, . . . , 7, j = 1, . . . , 4, if and only if A is T2-equivalent to either N, a nilpotent
superalgebra, or C⊕N, where C is a commutative algebra with trivial grading, or U ⊕N
or B⊕N or B⊕U ⊕N or B1⊕ B2⊕N or B1⊕ B2⊕U ⊕N where B ∈ C1∪C2, B1 ∈ C1
and B2 ∈ C2 with C1 = {U1,U1,1,U1 ⊕U1,1}, C2 = {U∗1 ,U∗1,1,U∗1 ⊕U∗1,1}.
Proof. Suppose first that A is T2-equivalent to one of the above superalgebras. Since such
algebras generate graded varieties of linear growth and G2,1,G2,2,G2,3, U2, Ui, j , for
i = 3, . . . , 7, j = 1, . . . , 4, have a sequence of graded codimensions bounded from below
by n2, one direction is obvious.
Suppose now that G2,1,G2,2,G2,3,U2,Ui, j 6∈ vargr (A) for i = 3, . . . , 7, j =
1, . . . , 4. By Remarks 10 and 14, G,UT2,Ggr ,UT
gr
2 , F ⊕ t F 6∈ vargr (A). Hence by [6]
the graded codimensions of A are polynomially bounded i.e., cgrn (A) ≤ dnt , for some
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constants d, t . By Proposition 4 we may assume that
A = A1 ⊕ · · · ⊕ Am
where either Ai is nilpotent or Ai = F + J (Ai ). If Ai is nilpotent for all i , then A is a
nilpotent superalgebra and we are done.
Therefore we may assume that there exists i ∈ {1, . . . ,m} such that Ai = F+J (Ai ) and
let J (Ai ) = J00 + J11 + J10 + J01. Since Ui, j 6∈ vargr (A) for i = 3, . . . , 5, j = 1, . . . , 4,
by Lemmas 24 and 25 we have that
J10 J00 = J00 J01 = J01 J10 = 0.
Hence J00 is a two-sided nilpotent ideal of Ai and Ai = F + J10 + J01 + J11⊕ J00. Since
U2,G2,i ,U6, j , i = 1, . . . , 3, j = 1, . . . , 4 by Lemmas 22 and 26 we have that
[J11, J11] = J (1)11 J (1)11 = J10 J01 = 0.
If J10 = J01 = 0 then, by Corollary 23, either Ai ∼T2C ⊕ N or Ai ∼T2U ⊕ N , where C is
a commutative algebra with trivial grading and N is a nilpotent algebra.
If J10 6= 0 or J01 6= 0 then, since U7, j , 6∈ vargr (A), j = 1, . . . , 4, by Lemmas 27, 37
and 43, we have that Ai is T2-equivalent either B ⊕ N or B ⊕U ⊕ N or B1 ⊕ B2 ⊕ N or
B1⊕B2⊕U⊕N where B ∈ C1∪C2, B1 ∈ C1 and B2 ∈ C2 with C1 = {U1,U1,1,U1⊕U1,1},
C2 = {U∗1 ,U∗1,1,U∗1 ⊕ U∗1,1}. Summing up over all algebras Ai we get the desired
conclusion. 
The above theorem says that cgrn (A) is linearly bounded if and only if A is T2-equivalent
to either N or C or N ⊕C or N ⊕ B where B is the direct sum of distinct algebras among
U1,U∗1 ,U1,1,U∗1,1,U .
The following corollary is an obvious consequence of the previous theorem.
Corollary 45. For a superalgebra A the following conditions are equivalent.
1. G2,1,G2,2,G2,3,U2,Ui, j 6∈ vargr (A) for i = 3, . . . , 7, j = 1, . . . , 4.
2. A is T2-equivalent to either N, a nilpotent superalgebra, or C ⊕ N, where C is a
commutative algebra with trivial grading, or U ⊕ N or B ⊕ N or B ⊕ U ⊕ N or
B1 ⊕ B2 ⊕ N or B1 ⊕ B2 ⊕ U ⊕ N where B ∈ C1 ∪ C2, B1 ∈ C1 and B2 ∈ C2 with
C1 = {U1,U1,1,U1 ⊕U1,1}, C2 = {U∗1 ,U∗1,1,U∗1 ⊕U∗1,1}.
3. cgrn (A) ≤ kn for all n ≥ 1, for some constant k.
As a consequence of the classification given in Theorem 44, we can now determine
all linear functions describing the graded codimension sequence of a superalgebra. The
codimension sequences of each of the algebras considered are given in Lemmas 28 through
35 and Lemmas 38 through 42.
Corollary 46. Let A be a superalgebra such that cgrn (A) ≤ kn. Then there exists n0 such
that for all n > n0 we have that either c
gr
n (A) = 4n or kn + j , k = 0, . . . , 3, j = 0, 1 or
kn − 1 for k = 2, . . . , 5.
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