In this work, our main purpose is to develop of a sufficiently robust, accurate and efficient numerical scheme for the solution of the regularized long wave (RLW) equation, an important partial differential equation with quadratic nonlinearity, describing a large number of physical phenomena. The crucial idea is based on the discretization of the RLW equation with the aid of a combination of the discontinuous Galerkin method for the space semi-discretization and the backward difference formula for the time discretization. Furthermore, a suitable linearization preserves a linear algebraic problem at each time level. We present error analysis of the proposed scheme for the case of nonsymmetric discretization of the dispersive term. The appended numerical experiments confirm theoretical results and investigate the conservative properties of the RLW equation related to mass, momentum and energy. Both procedures illustrate the potency of the scheme consequently.
Introduction
We are concerned with a proposal of a sufficiently robust, accurate and efficient numerical method for the solution of scalar nonlinear partial differential equations. As a model problem, we consider a regularized long wave (RLW) equation firstly introduced by Peregrine (in [] ) to provide an alternative description of nonlinear dispersive waves to the Korteweg-de Vries (KdV) equation. As a consequence of this, the RLW can be observed as a special class of a family of KdV equations.
The RLW equation contains a quadratic nonlinearity and exhibits pulse-like solitary wave solutions or periodic waves; see [] . It governs various physical phenomena in disciplines such as nonlinear transverse waves in shallow water, ion-acoustic waves in plasma or magnetohydrodynamics waves in plasma. Since the RLW equation can be solved by analytical means in special cases, the proposed numerical methods can be easily verified. Several numerical studies of the RLW equation and its modified variant have been introduced in the literature, from finite difference methods [] , over collocation methods [, ] , to finite element approaches [, ], or Galerkin methods [] , and in references cited therein. http://www.boundaryvalueproblems.com/content/2013/1/116
In this paper, we present a semi-implicit scheme for the numerical solution of the RLW equation based on an alternative approach to the commonly used methods. The discontinuous Galerkin (DG) methods have become a very popular numerical technique for the solution of nonlinear problems. DG space semi-discretization uses higher-order piecewise polynomial discontinuous approximation on arbitrary meshes; for a survey, see [, ] and [] . Among several variants of DG methods, we deal with the nonsymmetric variant interior penalty Galerkin discretizations; see [] . The discretization in time coordinate is performed with the aid of linearization and the backward Euler method, sidetracking the time step restriction well known from the explicit schemes, proposed in [] . Consequently, we extend the results from [] , and the attention is paid to the a priori error analysis of the method with the aid of standard techniques introduced in [] and [] .
The rest of the paper is organized as follows. The problem formulation and its variational reformulation are given in Section . Discretization, including space semi-discretization and fully time space discretization, is considered in Section . The Section  is devoted to a priori error analysis. Finally, in Section , the theoretical results are illustrated by numerical tests on a propagation of a single solitary wave and experimental orders of convergence are computed for piecewise linear approximations together with invariant quantities of the RLW equation. 
Regularized long wave equation
u(x, ) = u  (x) for all x ∈ ,
where constant parameters ε >  and μ >  are related to the amplitude of the wave and long-wavelength, respectively. From the mathematical point of view, problem ()-() represents the regularized long wave equation equipped with a set of two generally nonhomogeneous Dirichlet boundary conditions () and with the initial condition u  : → R.
These given data have to satisfy the compatibility conditions prescribed at both endpoints of the domain , i.e., In what follows we use the standard notation for function spaces and their norms · and seminorms | · |. 
It is a known fact that | · | , is a norm on H   ( ) equivalent to · , A sufficiently regular solution satisfying ()-() pointwise is called a classical solution. Now, we are ready to introduce the concept of weak formulation. Firstly, we recall the definition of a bilinear dispersion form a(·, ·) and a nonlinear convection form
where symbol u(t) stands for the function on such that u(t)(x), x ∈ and function f (u) in () represents the physical flux.
∈ L  (, T; H  ( )) and the following conditions are satisfied:
Remark  In order to unify the definition of the weak solution (), we consider nonhomogeneous Dirichlet boundary conditions instead of the second parallel analysis of periodictype solutions with the aid of Sobolev spaces of periodic functions
Further, to carry out the error analysis later, we need to specify additional assumptions on the regularity of a solution of continuous problem ()-(). Therefore, we assume that the weak solution u is sufficiently regular, namely http://www.boundaryvalueproblems.com/content/2013/1/116 We additionally assume that the partitions satisfy the following condition.
Assumptions (R)
(R) u, ∂u ∂t ∈ L ∞ , T; H s+ ( ) , s ≥ , () (R) ∂  u ∂t  ∈ L ∞ , T; H  ( ) , (   ) (R) ∂u(t) ∂x L ∞ ( ) ≤ C D for a.a. t ∈ (, T). () 3 Discretization Let T h (h > )
Assumption (M) T h are locally quasi-uniform:
The condition () in fact allows to control a level of the mesh refinement if adapted meshes are used.
DG methods can handle different polynomial degrees over elements. Therefore, we assign a local Sobolev index s k ∈ N and a local polynomial degree p k ∈ N to each I k ∈ T h . Then we set the vectors s ≡ {s K , K ∈ T h } and p ≡ {p K , K ∈ T h }. Over the triangulation T h , we define the so-called broken Sobolev space corresponding to the vector s as
with the norm
and the seminorm 
The approximate solution of variational problem () is sought in a finite dimensional space of discontinuous piecewise polynomial functions associated with the vector p by 
Then we can define the jump and average of v at inner points x k ∈ E I h of the domain by
By convention, we also extend the definition of jump and mean value for endpoints of , 
DG semi-discrete formulation
Now, we recall the space semi-discrete DG scheme presented in [] . First, we multiply () by a test function v h ∈ S hp , integrate over an element I k ∈ T h and use integration by parts in the dispersion term a h and convection term b ε h of () subsequently. Further, we sum over all I k ∈ T h and add some artificial terms vanishing for the exact solution such as penalty J σ h and stabilization terms, which replace the inter-element discontinuities and guarantee the stability of the resulting numerical scheme, respectively. Consequently, we employ the concept of an upwind numerical flux (see [] ) for the discretization of the convection term and end up with the following DG formulation for the semi-discrete solution u h (t), introduced in [] as a system of ordinary differential equations, i.e.,
where forms a h (·, ·) and b ε h (·, ·) stand for the semi-discrete variants of forms () and (), i.e.,
The crucial item of the DG formulation of the model problem is the treatment of the convection part. We proceed analogously as in [] , where the convection terms are approximated with the aid of the following numerical flux H(·, ·) through node x ∈ E h in the positive direction (i.e., outer normal is equal to one):
where
) and the choice of f (u(x - )) and f (u(x + N )) for boundary points has to satisfy the prescribed Dirichlet boundary conditions; for more details, see [] .
In what follows, we shall assume that the numerical flux H : R  → R has the following properties. http://www.boundaryvalueproblems.com/content/2013/1/116
Assumptions (H) (H) H(u, v) is Lipschitz-continuous with respect to u, v:
One can see that the numerical flux H given by () satisfies conditions (H) and (H) and is Lipschitz-continuous on any bounded subset of R  .
A particular attention should be also paid to the treatment of the dispersion terms, which include an artificially added stabilization in the form x∈E h v [u(t)], in order to guarantee the stability of the numerical scheme. In our case, where this stabilization is added with a positive sign (+), we speak of the nonsymmetric interior penalty Galerkin method.
In the end, the semi-discrete DG scheme is completed with the weighted penalty
which replaces the inter-element discontinuities and guarantees the fulfillment of the prescribed boundary conditions. The penalty parameter function σ :
In order to simplify the notation, we introduce the form
which is bilinear due to () and (). Consequently, we can here define the semi-discrete solution u h of problem ().
Definition  We say that u h is a semidiscrete solution of problem () if
and the following conditions are satisfied:
Semi-implicit linearized DG scheme
In order to obtain the discrete solution, it is necessary to equip the scheme () with suitable solvers for the time integration. In [ 
which implies the splitting of a convection form in the following way: The fully discrete solution of problem () via the aforementioned semi-implicit approach is defined in following way.
We define the approximate solution of problem () as functions u l h ∈ S hp , t ∈ [, T], l = , . . . , M, satisfying the following conditions:
Discrete problem () is equivalent to a system of linear algebraic equations at each time
In what follows, we shall be concerned with the analysis of method (). 
Lemma  Discrete problem
Using the definitions () and (), one can see that A l h is a bilinear form on the finite dimensional space and f l h is a linear functional. Moreover, the form A l h is coercive, i.e.,
Hence, equation ( Let h u l be the standard
for a generic constant c >  independent of h and v. We set
Then the error e l h = u l h -u l can be expressed as
On the other hand, from () it follows
Multiplying () by τ , subtracting from () and using again the linearity of the form A μ h , we get
, we can rewrite equation () in the following way: 
For next estimates, we use the following lemmas.
Lemma  Under assumptions (R) for t l , t l+ ∈ [, T], the following hold:
where c is a generic constant independent of h and τ .
Proof The proof of these standard estimates can be found, for instance, in [] . 
Proof Again, one can find the proof of these estimates in [].
Since
) is always nonnegative, applying previous lemmas gives us
Multiplying by , applying the Young inequality and using the definition of the form A μ h , we obtain
If we take into account that
), the previous inequality can be rewritten as where we denoted ν  = ν  + ν  and
Let us now introduce the so-called energy norm
and the norm
In order to finish our estimates, we require a fulfillment of the following technical assumption.
Assumption (T) (T) There exists
θ ∈ (, ) such that  < τ < θ /C L . If assumption (T) is fulfilled, then τ <  C L ≤ μ μν  +/ν  ≤ ν  
μ. Thus we can also reformulate assumption (T) so that τ = O(μ).
Thus, let us assume that assumption (T) holds, then
where we used a straightforward estimate ξ
. We can notice that due to the presence of the factor μ in front of the function q(τ , h, μ) on the left-hand side of (), we lost μ in denominators of q(τ , h, μ). http://www.boundaryvalueproblems.com/content/2013/1/116
Now we are ready to formulate the main theorem.
Theorem  Let assumptions (M), (H), (R) and (T) be satisfied, then there exists a constant C = C(μ) such that
where | · | is defined by ().
Proof Since e 
Remark  Theorem  implies that the error of our method is O(h p + τ ) in both energy and L  -norm. However, as we will see in the next section, the error estimate in the L  -norm is suboptimal with respect to h.
Remark  The dependency C on μ in the expression () (choice of θ depends on μ) can be removed by applying the so-called continuous mathematical induction mentioned in [] . This is useful namely in the cases when convection terms dominate, i.e., μ → +. Consequently, in these cases assumption (T) can be weakened to a CFL-like condition τ = O(h α ) for suitable α > .
Numerical experiments
In this section we shall numerically verify the theoretical a priori error estimates of the proposed semi-implicit method () for the cases of propagation of both a single solitary wave and periodic waves. We verify numerically the convergence of the method in the L  -norm and the energy norm given by () with respect to time step τ and mesh size h. The computational errors are evaluated at certain time instants t = lτ during all computations in the corresponding norms, i.e.,
where u(lτ ) is a prescribed exact solution at time lτ and u l h is the numerical solution at time level lτ obtained by the semi-implicit scheme () with constant time step τ on the uniform grid with mesh size h. We suppose that errors behave according to the formula
The constants D n , n = , , are independent of τ and D n , n = , , are independent of h. The values a n , b n , n = , , are the orders of accuracy of the method in the corresponding considered norms. We define the experimental order of convergence (EOC) by a n = log(err
and b n = log(err
Single solitary case
The RLW equation has the following analytical single solitary wave solution given by for piecewise linear (p = ) approximations. These observations also correspond with the finite element approach from [] , where the same example was studied. Further, the results for EOC in the energy norm are in a quite good agreement with derived theoretical estimates; in other words, this technique produces an optimal order of convergence O(h p ). Finally, both estimates in Theorem  confirm the well-know attribute of DG schemes from the class of convection-diffusion problems, cf.
[] and [].
.. Convergence with respect to τ
Secondly, we verify experimentally the convergence of the method in the L  -norm and the energy norm with respect to time step τ . In order to restrain the discretization errors with respect to h, we use a fine mesh with , elements with piecewise linear approximation. The computations were carried out with five different time steps τ , see Table  . The computational error is evaluated at final time t = T in the L  -norm and the energy norm, respectively. We observe that both computational errors have EOC of order O(τ ) in the corresponding norms, which is again in a good agreement with derived theoretical results. 
.. Invariant conservation quantities
and energy 
Moreover, for the purpose of a more accurate comparison with reference results, we introduce the discrete l ∞ -norm defined by
assessing the accuracy of the method by measuring the difference between the numerical and analytic solutions u h and u, respectively. 
Periodic case
The family of periodic solutions of the RLW equation may be analytically written as (cf.
[]) In what follows, we shall proceed similarly as in Section . to verify the convergence and preservation of studied invariant quantities. 
.. Convergence with respect to τ
The τ -convergence is experimentally verified by the computations on the finest spatial grid having , elements with piecewise linear approximation. The computations are performed by five different time steps τ and monitored at final time of one period T k . The theoretical results are in accordance with the observations listed in Table  
.. Invariant conservation quantities
Similarly as in Section .., we monitor the preservation of invariants of mass, momentum and energy defined by (), () and (), respectively. During the whole period of time, in the course of which the waves propagate inside the periodic domain [-ω k , ω k ], all these three invariants of motion remain conserved and equal to their original values that are well-determined analytically at t = .
The lack of similar problems in the literature caused that our experiments with periodic waves could not be compared with other methods, thus Table  captures only the development of errors in the l ∞ -norm and the L  -norm and keeping the invariant quantities during the whole computation performed on the finest space-time grid. All three invariants of motion are not different from their analytical values, according to which this method can be considered suitable also for nonperiodic cases.
Conclusion
We have presented and theoretically analyzed an efficient numerical method for the solution of the RLW equation, which is based on the space dicretization by the discontinuous Galerkin method and a semi-implicit time discretization with suitable linearization of convective terms. Under some additional assumptions, we have derived a priori error http://www. ant of interior penalty Galerkin discretizations. In the case of the energy norm, we obtain the optimal experimental order of convergence.
The obtained results confirm that the proposed scheme is a powerful and reliable method for the numerical solution of a nonstationary nonlinear partial differential equation such as the RLW equation.
