After endowing with a 3-Lie-Rinehart structure on Hom 3-Lie algebras, we obtain a class of special Hom 3-Lie algebras, which have close relationships with representations of commutative associative algebras. We provide a special class of Hom 3-Lie-Rinehart algebras, called split regular Hom 3-Lie-Rinehart algebras, and we then characterize their structures by means of root systems and weight systems associated to a splitting Cartan subalgebra. 0 Corresponding author: Ruipu Bai,
Introduction
The study of 3-Lie algebras [16] gets a lot of attention since it has close relationships with Lie algebras, Hom-Lie algebras, commutative associative algebras, and cubic matrices [5, 6, 7, 11] . For example, it is applied to the study of Nambu mechanics and the study of supersymmetry and gauge symmetry transformations of the world-volume theory of multiple coincident M2-branes [1, 20, 21, 23] . The authors of [3, 4, 10, 22, 24] studied the symplectic structures on 3-Lie algebras, 3-Lie bialgebras and 3-Lie Yang-Baxter equation, and constructed the tensor form of skew-symmetric solutions of 3-Lie Yang-Baxter equation in 3-Lie algebras. In [12, 13, 14] , Casas introduced the cross modules of Lie-Rinehart algebras and proved that three cohomology and Rinehart cohomology are isomorphic if Lie-Rinehart algebras are projected onto the corresponding commutative algebras. Ashis Mandal et al defined the Hom-Lie-Rinehart algebras and discussed its extension in the small dimension cohomology space [15] .
In this paper, we continue to study 3-Lie-Rinehart algebras introduced in [9] . We endow with a 3-Lie-Rinehart structure on Hom 3-Lie algebras, and obtain a class of special Hom 3-Lie algebras. We also study a special class of Hom 3-Lie-Rinehart algebras, called split regular Hom 3-Lie-Rinehart algebras.
Unless otherwise stated, algebras and vector spaces are over a field F of characteristic zero, and A denotes a commutative associative algebra over F, Z is the set of integer. For a vector space V and its subset S , S denotes the subspace of V spanned by S .
Preliminaries
A 3-Lie algebra [16] is a vector space L over F endowed with an F-linear multiplication [ , , ] : L ∧ L ∧ L → L satisfying for all x 1 , x 2 , x 3 , y 2 , y 3 ∈ L, (1) [ Let L be a 3-Lie algebra, V be a vector space, and ρ : L ∧ L → gl(V) be an F-linear mapping. If ρ satisfies that for all x i ∈ L, 1 ≤ i ≤ 4, (2) [ρ(x 1 , x 2 ), ρ(x 3 , x 4 
then (V, ρ) is called a representation of L, or (V, ρ) is an L-module. The subspace Kerρ = {x ∈ L | ρ(x, L) = 0} is called the kernel of the representation [17] . Thanks to (1) , (L, ad) is a representation of the 3-Lie algebra L, and it is called the regular representation of L, where ∀x, y, x 1 , x 2 , y 1 , y 2 ∈ L, (4) ad 
(a f )(x, y, z) = a(x, y, z) f (x, y, z),
Proof. Thanks to [2] , (L, [ , , ] ∂ ) is a 3-Lie algebra and L is an A-module according to the usual multiplication of functions.
we get ρ ad (L, L) ⊆ Der(A), and
It follows that (A, ρ ad ) is a 3-Lie algebra L-module. From (8) ,
Therefore, (L, A, ρ ad ) is not a 3-Lie-Rinehart algebra.
be the commutative associative algebra over the real field R, and
.
We get that (T, B, ρ ad ) is a 3-Lie-Rinehart algebra. 
The identity (9) is called the Hom-Jacobi identity. Further, 1) if α is an algebra homomorphism, that is, α([x, y, z] L ) = [α(x), α(y), α(z)] L , ∀x, y, z ∈ L, then (L, [ , , ] L , α) is called a multiplicative Hom 3-Lie algebra;
2) if α is an algebra automorphism, then (L, [ , , ] L , α) is called a regular Hom 3-Lie algebra. 
It is clear that Z(L) is an ideal.
In fact, from (8) and a direct computation, we have
Therefore, (L 1 , [ , , ] ∂ , −Id L 1 ) is a regular Hom 3-Lie algebra.
It is clear that if φ = I d V , then (V, ρ) is a representation of Hom 3-Lie algebra (L, [ , , ] L , α) defined in [8] .
Remark 2.7. Thanks to (12) 
Der φ (A) denotes the set of φ-derivations on A.
Since φ is an algebra endomorphism, we have
3. Basic structures of hom 3-Lie-Rinehart algenras 3) If a Hom 3-Lie-Rinehart algebra (L, A, φ, α, ρ) cannot be decomposed into the direct sum of two nonzero ideals, then L is called an indecomposable Hom 3-Lie-Rinehart algebra. Proof. Thank to (11) and (12), for ∀x ∈ Kerρ, y, z, w ∈ L,
Therefore, Kerρ is an ideal of the regular Hom 3-Lie-Rinehart algebra (L, A, φ, α, ρ).
regular weak Hom 3-Lie-Rinehart algebra, and Kerρ
′ = 1 . Proof. It is clear that α = −I d L and φ = I d A are algebra isomorphism, and ∀a ∈ A, f ∈ L, α(a f ) = −a f = φ(a)α( f ). Thanks to (19), ∀ f, g ∈ L, a, b ∈ A, ρ ′ ( f, g)(ab) = φ(a)ρ ′ ( f, g)(b) + ρ ′ ( f, g)(a)φ(b), it follows ρ ′ (L, L) ⊆ Der φ (A). Since (L, [ , , ] ∂ ) is a 3-Lie algebra, ∀ f i ∈ L, 1 ≤ i ≤ 4, a ∈ A, ρ ′ (α( f 1 ), α( f 2 ))φ(a) = −[ f 1 , f 2 , a] ∂ = φρ ′ ( f 1 , f 2 )(a), ρ ′ ([ f 1 , f 2 , f 3 ] ∂ , α( f 4 ))φ(a) = ρ ′ (α( f 1 ), α( f 2 ))ρ ′ ( f 3 , f 4 )(a) +ρ ′ (α( f 2 ), α( f 3 ))ρ ′ ( f 1 , f 4 )(a) + ρ ′ (α( f 3 ), α( f 1 ))ρ ′ ( f 2 , f 4 )(a), ρ ′ (α( f 1 ), α( f 2 ))ρ ′ ( f 3 , f 4 )(a) − ρ ′ (α( f 3 ), α( f 4 ))ρ ′ ( f 1 , f 2 )(a) = ρ ′ ([ f 1 , f 2 , f 3 ] ∂ , α( f 4 ))φ(a) + ρ ′ (α( f 3 ), [ f 1 , f 2 , f 4 ] ∂ )φ(a). It follows that (A, ρ ′ , φ) is a representation of (L, [ , , ] ∂ , α), and for f ∈ L, ρ ′ ( f, L) = 0 if and only if f is constant. Thanks to (8), ∀a ∈ A, f, g, h ∈ L, [ f, g, ah] ∂ = a[ f, g, h] ∂ + [ f, g, h] ∂ a = φ(a)[ f, g, h] ∂ + ρ ′ ( f, g)(a)α(h). Therefore, (L, A, [ , , ] ∂ , I d A , −I d L , ρ ′ ) is a regular weak Hom 3-Lie-Rinehart algebra with Kerρ ′ = 1 . Example 3.5. (L 1 , A 1 , [ , , ] ∂ , I d A 1 , −I d L 1 , −ρ ad ) is a weak Hom 3-Lie-Rinehart algebras, where (L 1 , [ , , ] ∂ , −I d L 1 ) is a
regular Hom 3-Lie algebra in Example 2.5, and A
Proof. Eqs. (20) -(25) can be verified by a direct computation according to (9) and Definition 3.1.
Theorem 3.7. Let (L, A, ρ) be a 3-Lie-Rinehart algebra, φ : A → A and α : L → L be algebra endomorphisms that satisfy
Then the tuple
Proof. Since α is an algebra homomorphism, by [19] , (L, [ , , ] α , α) is a multiplicative Hom 3-Lie algebra. Thanks to (27), ∀x 1 ,
By Eqs. (11), (28) and (29),
Then (G, [ , , ] G ,α) is a multiplicative Hom 3-Lie algebra. Thanks to (23), (24) and Definition 2.6, (A,ρ, φ) is a representation of (G, [ , , ] G ,α). By (28) and (29),
Split Regular Hom 3-Lie-Rinehart algebras
In this section, we study a class of Hom 3-Lie-Rinehart algebras. 
is called a split regular Hom 3-Lie-Rinehart algebra, and H is a splitting Cartan subalgebra of L, Γ and Λ are called the root system of L, and the weight system of A associated to H, respectively.
For convenience, in the rest of the paper, the split regular Hom 3-Lie-Rinehart algebra (L, A, [ , , ] L , φ, α, ρ) is simply denoted by (L, A), and denote
Proof. Let H = x, y, 1 be the subspace of T ′ .
Thanks to (8) , [H, H, H] ∂ = 0, and for ∀h 1 = m 1 x + n 1 y + c 1 , h 2 = m 2 x + n 2 y + c 2 ∈ H and
It follows that H is a splitting Cartan subalgebra, the root system and the weight system associated to H are 
where ∀γ ∈ Γ ∪ {0} and ∀λ ∈ Λ ∪ {0}, and h 1 , h 2 ∈ H,
Proof. Thanks to (11) and (33),
Similarly, by (11) and induction on k, we have
Thanks to (33), ∀h 1 ,
Conversely, for ∀y ∈ L γ(α −k ,α −k ) , we have [h 1 , h 2 , y] L = γ(α −k (h 1 ), α −k (h 2 ))α(y). Since α is an algebra automorphism, there is w ∈ L such that α k (w) = y. Therefore, ∀h 1 , h 2 ∈ H, k ∈ Z,
It follows that w ∈ L γ , and L γ(α −k ,α −k ) ⊆ α k (L γ ), for ∀k ∈ Z. We get 2). Thanks to Definition 4.1 and Eqs. (9) and (31)
Thus λ 1 + λ 2 ∈ Λ, and ab ∈ A λ 1 +λ 2 . We get 4).
Thanks to Definition 3.1, ∀a ∈ A λ , x ∈ L γ and h 1 ,
. Therefore, λ + γ ∈ Γ and ax ∈ L λ+γ . We get 5).
Since
Therefore, (γ 1 + γ 2 + λ)(α −1 , α −1 ) ∈ Γ, and ρ(x, y)(a) ∈ A (γ 1 +γ 2 +λ)(α −1 ,α −1 ) . We get 6).
Definition 4.4. For γ, γ ′ ∈ Γ, we say that γ is connected to γ ′ ( abbreviated by γ ∼ γ ′ ) if either γ ′ = ±γ(α k , α k ) for some k ∈ Z, or there exists {γ 1 , γ 2 , · · · , γ 2n+1 } ⊂ ±Γ ∪ ±Λ ∪ {0}, with n ≥ 1, such that 1)
We also say that {γ 1 , γ 2 , · · · , γ n } is a connection from γ to γ ′ . 
Then there are connections {γ 1 , γ 2 , · · · , γ 2n+1 } and {β 1 , β 2 , · · · , β 2m+1 } contained in ±Γ ∪ ±Λ ∪ {0} from γ to γ ′ , and from γ ′ to γ ′′ , respectively.
If m ≥ 1, then by Definition 4.4, {γ 1 , · · · , γ 2n+1 , −γ n , β 1 +β 2 +β 3 , β 4 , · · · , β 2m+1 } is a connection from γ to γ ′′ .
If m = 0, then by γ ′′ ∈ {±γ ′ (α k , α k ) | k ∈ Z}, {γ 1 , γ 2 , · · · , γ 2n+1 } is a connection from γ to γ ′′ , therefore γ ∼ γ ′′ .
Lastly, we prove that if γ ∼ γ ′ , then γ ′ ∼ γ. Suppose {γ 1 , γ 2 , · · · , γ 2n+1 } is a connection from γ to γ ′ , then by Definition 4.4 and Theorem 4.3-2), we have γ ′ ∼γ n .
Sinceγ n ∼γ n (α 2 , α 2 ), and {γ n (α 2 , α 2 ), −γ 2n (α, α), −γ 2n+1 (α, α)} is a connection fromγ n (α 2 , α 2 ) toγ n−1 , we haveγ n ∼γ n−1 , therefore,γ n ∼γ 1 .
By the completely similar discussion to the above, sinceγ 1 ∼γ 1 (α 2 , α 2 ), and {γ 1 (α 2 , α 2 ), −γ 3 (α, α), −γ 2 (α, α) } is a connection fromγ 1 (α 2 , α 2 ) to γ 1 , we get γ 1 ∼ γ. Therefore, γ ′ ∼ γ. The proof is complete.
Proposition 4.6. To Definition 4.4, for γ, γ ′ ∈ Γ, the following assertions hold.
Proof. If γ ∼ γ ′ , then we need to consider two cases:
•• If there exists a connection {γ 1 , γ 2 , · · · , γ 2n+1 } from γ to γ ′ , then by Definition 4.4, {γ 1 , γ 2 , · · · , γ 2n+1 } is also a connection from γ(α k 1 , α k 1 ) to γ ′ (α k 2 , α k 2 ). It follows 1).
The result 2) follows from that {γ, µ, β} is a connection from γ to γ + µ + β.
Thanks to Proposition 4.5, we can consider 1) [I [γ] ,
Thanks to (35) and Theorem 4.
If δ + η 0, then by Theorem 4.3, (δ + η)(α −1 , α −1 ) ∈ Γ, and {δ, η, 0} is a connection from δ to (δ + η)(α −1 , α −1 ). Therefore,
Finally, we consider the item [L [γ] , L [γ] , L [γ] ] L in (37). If ξ + η + δ 0, then (ξ + η + δ)(α −1 , α −1 ) ∈ Γ, and {ξ, η, δ} is a connection from ξ to [γ] . The result 1) follows.
Thanks to Theorem 4.3 and (35),
. Thanks to α is an isomorphism, the result 2) holds. Lastly, we prove AI [γ] ⊂ I [γ] . By (32), (35) and (36), we have
We discuss it in six different cases:
, if −ξ ∈ Λ, then by Theorem 4.3-5) and L is an A-module, we have 
If A −δ(α −1 ,α −1 ) 0 (otherwise is trivial), then by Theorem 4.3, −δ(α −1 , α −1 ) ∈ Λ, and
• 3 For any ξ ∈ [γ], by Theorem 4.3, we have A 0 L ξ ⊂ L ξ ⊂ L [γ] .
If λ−ξ ∈ Λ and L λ 0 (otherwise is trivial), by Proposition 4.6-2), {ξ, λ−ξ, 0} is a connection from ξ to λ, then λ ∼ ξ, that is,
• 5 For any ξ, η, δ ∈ [γ], λ ∈ Λ, and ξ + η + δ = 0, by Definition 3.1 and Theorem 4.
If L λ 0 and L λ+δ 0 (otherwise is trivial), then λ ∈ Γ, λ + δ ∈ Γ. Thanks to Proposition 4.6-2),
• 6 For ∀λ ∈ Λ and ξ ∈ [γ], by Theorem 4.3-5) and Proposition 4.6-2), A λ L ξ ⊂ L λ+ξ ⊂ L [γ] . Summarizing a discussion of six situations, we get 3). Proof. Thanks to (36),
Thanks to Theorem 4.3, γ 1 + η 1 + δ 1 ∈ Γ. Since γ ∼ γ 1 , γ 1 + η 1 + δ 1 ∈ Γ and Proposition 4.6-2), γ ∼ γ 1 +η 1 +δ 1 . By a similar discussion to the above, we have η ∼ γ 1 +η 1 +δ 1 . Therefore, γ ∼ η. Contradiction. Hence
Next, we consider the item [L 0, [γ] , L [η] , L [δ] ] L in (38). Thanks to (35) and (36),
For
, and x δ 1 ∈ L δ 1 , thanks to (9), (39) and Theorem 4.3-2),
Thanks to (39) and Theorem 4.3-6), we have [L γ 1 , L η 1 , L δ 1 ] L = 0, and
We get that {γ 1 , −δ 1 , η 1 + δ 1 − γ 1 } is a connection from γ 1 to η 1 and γ 1 ∼ η 1 , which is a contradiction. Therefore,
It follows 
Thanks to (39), (40) and Definition 3.1,
Therefore, [I [γ] , I [η] , I [δ] ] L = 0. By a complete similar discussion to that above, we have [I [γ] , I [γ] , I [δ] ] L = 0. 
It follows x ∈ Z(L). Thanks to Definition 3.1, ρ(x, L) = 0. Therefore, x ∈ Z ρ (L) = 0. 
Proof. Apply Theorem 4.10.
Remark 4.12. For a split regular Hom 3-Lie-Rinehart algebra (L, A) , since A is a commutative associative algebra, then the decomposition of A is similar to [24] . For λ ∈ Λ, we define
A β .
. By a similar discussion to the above, for
. Detailed properties of A can be found in [24] . 
Thanks to α(I) = I and γ 1 (h 1 , h 2 ) 0, we get x γ 1 ∈ I, and h 0 ∈ H.
If m ≥ 2, by induction on m, suppose γ m (h 1 , h 2 ) 0 for some h 1 , h 2 ∈ H. Then by (31), A) can be decomposed into the direct sum of finite ideals G j , 1 ≤ j ≤ s, that is, L = G 1 ⊕ · · · ⊕ G s , then α(G j ) = G j , 1 ≤ j ≤ s.
Proof. Since G j are ideals of Hom 3-Lie-Rinehart algebra (L, A), for any 1 ≤ j ≤ s, we have α(G j ) ⊆ G j .
For any x ∈ G i , there exists y ∈ L such that α(y) = x. Suppose y = y 1 + · · · + y s , where y j ∈ G j , 1 ≤ j ≤ s. Since α is an isomorphism, α(y) = α(y 1 ) + · · · + α(y s ) = x ∈ G i .
Thanks to α(G j ) ⊆ G j and G i ∩ G j = 0, we get α(y j ) = 0, y j = 0, for j i, that is, y ∈ G i . Therefore, α(G i ) = G i , for 1 ≤ i ≤ s. Proof. If (L, A, φ, α, ρ) is a split regular Hom 3-Lie-Rinehart algebra, and L = H ⊕ γ∈Γ L γ . Thanks to Lemma 4.13, α(G j ) = G j , and
We conclude that if L γ ∩ G j 0 then γ| H j ∧H j 0. In fact, if γ(H j , H j ) = 0. For any non-zero x ∈ L γ ∩ G j , from H = s j=1 (G j ∩ H), we have [H, H, x] L = [H j , H j , x] L = γ(H j , H j )α(x) = 0. Then x ∈ H, which is a contradiction. Therefore,
where H j = G j ∩ H and G j γ = G j ∩ L γ 0,
By Definition 3.2, we have ρ(G j , L)AL ⊂ G j and ρ(G j , G j )AG j ⊂ G j , 1 ≤ j ≤ s. Thanks to Z L (A) = 0, ρ(G i , G j )A = 0, 1 ≤ i j ≤ s. Then
Therefore, (G j , A, φ, α| G j , ρ| G j ∧G j ) is a split regular Hom 3-Lie-Rinehart algebra with a splitting Cartan subalgebra H j and the root system Γ j defined by (43), and the weight system Λ j defined by (44) associated to H j .
Conversely, if (G j , A, φ, α| G j , ρ| G j ∧G j ), 1 ≤ j ≤ s, are split regular Hom 3-Lie-Rinehart algebras, and G j = H j ⊕ j γ ∈Γ j G j γ , 1 ≤ j ≤ s with a splitting Cartan subalgebra H j and the root system Γ j and the weight system Λ j , respectively.
Then H = s j=1 H j is an abelian subalgebra of L. For any γ ∈ Γ j , extending γ : H j ∧ H j → F to γ : H ∧ H → F ( still using the original symbol γ) by γ(h 1 , h 2 ) = 0, h 1 H j or h 2 H j , γ(h 1 , h 2 ), h 1 , h 2 ∈ H j , ∀h 1 , h 2 ∈ H, we get that L γ = G j γ 0, and γ ∈ (H ∧ H) * 0 . Therefore, H = s j=1 H j is a splitting Cartan subalgebra of L with the root system Γ = ∪ s j=1 Γ j , and
Thanks to Definition 3.2 and Z L (A) = 0, ρ(G j , G i )A = 0 for 1 ≤ i j ≤ s, and ρ(G j , G j )AG j ⊂ G j , 1 ≤ j ≤ s. Therefore, ρ(H j , H j )AG i = 0, 1 ≤ i j ≤ s.
By a complete similar discussion to the above, for any λ ∈ Λ j , extending λ : H j ∧ H j → F to λ : H ∧ H → F ( still using the original symbol λ) by
we get that A λ = A j λ 0, and λ ∈ (H ∧ H) * 0 . Therefore, Λ = ∪ s j=1 Λ j ⊂ (H ∧ H) * 0 , and
where A 0 = ∩ s j=1 A j 0 . The proof is complete.
