Abstract. Necessary and sufficient conditions for Lipschitzness of the Lempert and Green functions are found in terms of their boundary behaviors.
Introduction and results

By
domain D in C n (see also [5] , where it is claimed that κ D is locally Lipschitz but the proof there seems to be non correct).
Our first goal in the present note is to generalize this result showing that l D and κ D are Lipschitz functions under a natural assumption about the boundary behavior of l D . In fact we have the following result. 1 − l D (z, w) dist α (w, ∂D) < ∞, α ∈ (0, 1), then obvious modifications in the proof of Proposition 1 imply that l D and κ D are Hölder functions with exponent α on K ×D and K ×L, respectively. On the other hand, α cannot be taken larger than 1; one can show that for any domain D C n and any point z ∈ D we have lim sup
We point out that for a taut domain D the assumption of Proposition 1 is also necessary for l D to be a Lipschitz function.
To prove the Lipschitzness ofκ D under the assumption of Proposition 1, we shall need the following result. 
Then there is a
The next corollary is an immediate consequence of Propositions 1 and 3.
The second aim of our paper is to find a necessary and sufficient condition for the exponential of the pluricomplex Green function to be Lipschitz (similar to that for the Lempert function).
Recall first the definitions of the pluricomplex Green function and the Azukawa pseudometric of a domain D in C n : (i) there is u ∈ P SH(D) with u < 0 and inf
(ii) D is hyperconvex and there are z 0 ∈ D and C > 0 such that if and
As a simple consequence we get the following result forg D .
Corollary 6. Let D and u be as in Proposition 5(i) and let K ⋐ D.
Then there is C > 0 such that
Remark B. Let D be a hyperconvex domain (not necessary bounded) and u be as in Proposition 5 (if D is bounded, then (i) implies that u is an exhaustion function of D and hence D is hyperconvex). Then, for an arbitrary K ⋐ D, the assumptions of Proposition 1 are satisfied. Indeed, it follows from (5) below that
hence the inequality in the assumption of Proposition 1 is fulfilled. It remains to use that l D ≥g D and that D is hyperconvex. Hence D is taut (cf. [7] , page 607) and therefore hyperbolic. ¿From Corollary 6 we get that under the same assumptionsg D and A D are Lipschitz functions (in both arguments).
Proposition 7. Let D and u be as in Proposition 5(i) and let
K ⊂ D be compact. Then: (i)g D is a Lipschitz function on K × D; (ii) there is a C > 0 such that if z, w ∈ K, X, Y ∈ C n , then |A D (z; X) − A D (w; Y )| ≤ C(( X + Y ) · z − w + X − Y ).
It remains an open question whetherg D is a Lipschitz function on
n be a pseudoconvex balanced domain with Minkowski function h D . Recall that (cf. [3] , Propositions 3.1.10 and 4.2.7 (b))
Note also that (cf. [7] , Proposition 4.4. D is taut ⇔ D is hyperconvex ⇔ D is bounded and h D is continuous.
By Corollary 2 or Corollary 6, for a taut balanced domain D the following are equivalent:
2 which does not have the above properties.) We point out that (i) ⇔ (ii) with c = c
Indeed, assume that (i) holds. Then for any z, w with 1
Proofs
Proof of Proposition 1. The assumption of Proposition 1 means that there is a c > 0 such that for any r ∈ (0, 1) and
Note that there is a c 1 > 0 such that
On the other hand, if D is unbounded, then, by hyperbolicity, m * = lim inf z∈K,w→∞ l D (z, w) > 0 (use e.g. [7] , Proposition 3.1). Fix a m ∈ (0, min{1/2, m * }). Then, again by hyperbolicity, we find a c 2 > 0 such that:
(apply e.g. [3] , Theorem 7.2.2; if D is bounded, the last inequality holds even on K × D with suitable c 2 > 0; no other assumptions are needed in this situation). We may assume that c 1 > 1 > c 2 . Set c 3 = c 1 (1 + c/(mc 2 )). To prove (i), it suffices to show that if
To prove (1), we may assume that α := l D (z, w 1 ) ≤ l D (z, w 2 ) and z = w 1 . Then, by hyperbolicity, α > 0. Set r = 1 − c w 1 − w 2 /α. We shall consider three cases. Case 1. r > max{α, m}. Then for any α ′ ∈ (α, r) there is ϕ ∈ O(D, D) with ϕ(0) = z and ϕ(α
This completes the proof of (1). The proof of (2) is similar to that of (1) and we sketch it. We may assume that 0 < β := l D (w 1 , z) ≤ l D (w 2 , z) and then set s = 1 − 2c w 1 − w 2 /β. We get as above that:
Case 3. In the remaining case s > max{β, m}, for any β ′ ∈ (β, s) we may find ϕ ∈ O(D, D) with ϕ(0) = w 1 and ϕ(β
which completes the proof of (2). Next, we shall prove (ii). It is enough to show that
for any z, w ∈ K, X, Y ∈ C n , where c 4 := sup u∈K, U =1 κ D (u; U), c 5 := c 4 (1 + 2c/c 6 ) and c 6 := inf u∈K, U =1 κ D (u; U) (c 6 > 0 by hyperbolicity; cf. [3] , Theorem 7.2.2).
For proving (3), observe that 
Case 2. q ≤ 1/2. Then X − Y = (1 − q)γ/c ≥ c 6 X /(2c) and, by the triangle inequality, Y ≤ (1 + 2c/c 6 ) X − Y . It follows that
This completes the proof of Proposition 1.
Proof of Corollary 2. By Proposition 1, it is enough to show that if
< ∞. Suppose this is not true. Then there
Choose b j ∈ ∂D with w j − b j = dist(w j , ∂D) and sequences
We may assume that z = w, X = 0 andκ D (z; X) ≤κ D (w; X). Then there are vectors X 1 , . . . , X 2n−1 ∈ C n with sum X such that (see [8] , Theorem 1)
It remains to use that Since (iii)⇒ (ii) is trivial, it remains to prove: (i) ⇒ (iii). Since u is an exhaustion function of D, it follows that D is hyperconvex.
Fix a K ⋐ D. We shall show that if D is hyperconvex (not necessary bounded) and u is as in (i), then (5) lim inf z∈K,w→∂D
Indeed: Letũ be an exhaustion function of D andû = max{u,ũ}. Then take a domain
It is easy to check that v z ∈ P SH(D) for z ∈ K. Hence g D (z, ·) ≥ v z which implies (5) . Let now r > 0 be such that B(a, r) ⊂ D for any z ∈ K. For any ε ∈ (0, r) we set g ε D (z, w) = sup{u(w) : u ∈ P SH(D), u < 0, u| B(z,ε) ≤ log(ε/r)}. One can easily check that g ε D (z, ·) is a maximal plurisubharmonic function on D \ B(z, ε) (cf. [3] , page 383 for this notion), We shall find c 1 , c 2 > 0 such that if z ∈ K, w 1 , w 2 ∈ D \ {z}, and ε > 0 satisfy the inequality (7) max{ε,
and g ε D is continuous, we way find a t
. Then, similar as above, we get the same estimates. Letting ε → 0 gives the estimate in (iii) with C = πc 2 .
To prove (8), we may assume that g
be an extremal function for the Carathéodory distance c D (z, w) (cf. [3] , page 16). We may assume that f (z) = 0. For z = w set h z,w (ζ) = f (ζ)/f (w), ζ ∈ D. Then there are c 1 , c 3 > 0 with (9) 
It follows by (7) and (9) that B(z, ε) ⋐ B(z, r/2) ⋐ D ′ and w 1 ∈ D ′′ . On the other hand, by (5), there is a c 4 > 0 such that
This, (6) and (9) implies that
we have that lim sup
On the other hand, for ζ ∈ ∂B(z, ε), it follows by (6) and (9) that
is a maximal plurisubharmonic function on D ′′ and it is continuous on D ′′ ⊂ D ′ , the domination principle implies that
where c 2 = max{c 1 , c 3 c 4 }. Applying this for ζ = w 1 gives (8) .
Proof of Corollary 6. Recall that there is a c
Therefore, we may assume that w 1 , w 2 = z and z − w 2 ≤ z − w 1 . Two cases are possible.
where C is the constant from Proposition 5.
Then, by Proposition 5,
and hence (C + 1)
Proof of Proposition 7. By (5), we may find c > 0 such that if
. First, we shall prove (i). In virtue of Corollary 6, it is enough to find a c 1 > 0 such that (10) |g
We may assume that K is the closure of a smooth domain. Then there is a c 2 > 0 such that for any z 1 , z 2 there is a smooth curve γ in K joining z 1 and z 2 with l(γ) ≤ c 2 z 1 − z 2 . Set ε = ε z 1 ,z 2 = 1 − z 1 − z 2 /c. which implies (12).
