We study the paired-domination problem on interval graphs and circular-arc graphs.
Introduction
Let G = (V, E) be a graph without isolated vertices. Throughout this paper, n and m denote the number of vertices and edges of a graph, respectively. For a vertex v ∈ V , the open neighborhood of v is defined as N (v) = {u ∈ V |uv ∈ E} and the closed neighborhood of v is defined as N [v] = N (v) ∪ {v}. For S ⊆ V , the subgraph of G induced by the vertices in S is denoted by S .
A set S ⊆ V is a dominating set of G if every vertex not in S is adjacent to a vertex in S.
The domination number of G is the minimum cardinality of a dominating set of G. A set S ⊆ V is a paired-dominating set of G if S is a dominating set of G and the induced subgraph S has a perfect matching. If v j v k = e i ∈ M , where M is a perfect matching of S , we say that v j and v k are paired in S. The paired-domination number γ p (G) is defined as the minimum cardinality of a paired-dominating set S of G. Paired-domination was introduced by Haynes and Slater [6] with the following application in mind. If we think of each s ∈ S ⊆ V as the location of a guard capable of protecting each vertex in N [s] , then "domination" requires every vertex to be protected. For paired-domination, we require the guards' locations to be selected as adjacent pairs of vertices so that each guard is assigned one other location and they are designed as backup for each other. Given a graph G and an integer K, the problem of determining whether G has a paired-dominating set whose cardinality is less than K is NP-complete [6, 7] . Qiao et al. [9] gave a linear algorithm to determine paired-dominating sets for trees.
A graph G = (V, E) is called an intersection graph for a finite family F of a nonempty set if there is a one-to-one correspondence between F and V such that two sets in F have nonempty intersection if and only if their corresponding vertices in V are adjacent. We call F an intersection model of G. For an intersection model F, we use G(F) to denote the intersection graph for F. If F is a family of intervals on a real line, then G is called an interval graph for F and F is called an interval model of G. If F is a family of arcs on a circle, then G is called a circular-arc graph for F and F is called a circular-arc model of G. For a family X of sets of vertices, Min(X) denotes a minimum cardinality vertex set in X.
Booth and Lueker [2] gave an O(n + m)-time algorithm for recognizing an interval graph and constructing an interval model using P Q-trees. Eschen and Spinrad [4] presented an O(n 2 )-time algorithm for recognizing a circular-arc graph and constructing a circular-arc model.
Interval graphs and circular-arc graphs have found applications in a wide range of fields such as scheduling and genetics, among others. Interval graphs and circular-arc graphs have been studied by many researchers [1, 5, 8, 10] . We only mention results pertinent to the class of domination problems studied in this paper. Chang [3] presented a unified approach to designing efficient O(n) or O(n log log n) algorithms for the weighted domination problem and the weighted independent, connected, and total domination problems on interval graphs, and extended the algorithms to solve the same problems on circular-arc graphs in O(n + m) time.
Algorithms for the paired-domination problem on interval graphs
In this section we give a polynomial algorithm for the paired-domination problem on interval graphs. It is assumed that the input graph is given by an interval model I that is a set of n sorted intervals labelled by 1, 2, . . . , n in increasing order of their right endpoints. The left endpoint of interval i is denoted by a i and the right endpoint by b i . By definition, 1 < a i ≤ b i ≤ 2n for 1 ≤ i ≤ n. For convenience, we need the following notation.
(1) For a set S of intervals, the largest left (right) endpoint of the intervals in S is denoted by maxa(S) (maxb(S)); the interval in S with the largest right endpoint is denoted by last(S).
We let maxa(S) = 0 (maxb(S) = 0) if S is empty. For endpoint e, we use IF B(e) (interval finishing before endpoint e) to denote the set of all intervals whose right endpoint are less than e. Thus, maxa(IF B(e)) is the largest left endpoint of the intervals whose right endpoints are less than e. For any interval j, let l j be the interval such that intervals l j and j have nonempty intersection and a(l j ) is minimum.
(2) For j ∈ {1, 2, . . . , n}, we define V j = {i : i ∈ {1, 2, . . . , n} and a i ≤ b j }. Let
Following the above definitions, we have the following lemmas.
Lemma 2.1 Let G be an interval graph with interval model I without isolated vertices, then V j (j = 1, 2, . . . , n) has no isolated vertices.
Proof. Let M be a perfect matching in M P D(j + 1) . To prove the lemma, we consider four cases.
Therefore, in all cases, we have shown that
To show the existence of such an M P D(k), we consider the following four cases.
This is also a contradiction. So, l j ∈ S . Then, S = S ∪ {l j , j} ∈ P D(l j , j) and |S| < |M P D(l j , j)|. This is a contradiction to the minimality of M P D(l j , j).
Case 2. j = k t , l j = k t−1 . Using a similar argument as that in Case 1, it is easy to show
It is easy to show that
And if b k l > a j , then intervals k l and j have nonempty intersection, but a k l < a l j . This is a contraction to the choice of l j . So, b k l < a j .
Since a k t−1 < b k l < a j , b j < b k t−1 , intervals j and k t−1 have nonempty intersection, and it follows that a l j < a k t−1 . Combining this with
and j < k t imply that intervals j and k t have nonempty intersection, so a l j < a kt . We claim that a k l <min{a l j , a j }. Otherwise,
, which contradicts the minimality of M P D(l j , j). Using a similar argument as that in Case 3, we have a l j < b k l < a j . So, a kt < b k l < a j < b j , and k t ∈ V k l and k l < j. It is easy to see that M P D(l j , j) − {l j , j} is an M P D(k l ) and
Scan the endpoints of I to find the left endpoint sets A i = {a j :
where b 0 = 0. Lemma 2.5 Let b K be the right endpoint of the interval K associated with the left endpoint
In the following we give an Algorithm MPD for computing MPD(j) for j ∈ I in O(m + n) time and space.
Introduce two intervals n+1 and n+2 with a n+1 = 2n+1, a n+2 = 2n+2, b n+1 = 2n+3, and b n+2 = 2n + 4. Let I p be the set of intervals obtained by augmenting I with the two intervals n + 1 and n + 2.
Algorithm MPD
Input. A set I p of sorted intervals.
Output. A minimum cardinality paired-dominating set of G(I p ).
Find maxa(IF
3. Scan the endpoints of I p to find the left endpoint sets A i = {a j :
5. for j = 1 to n + 2 do 6. Find the left endpoint set A k containing maxa(IF B(min(a j , a l j ))).
7. Let b k be the right endpoint of the interval k associated with the left endpoint set A k .
end for
Output MPD(n+2).
The complexity of the above algorithm can be estimated as follows. Chang [3] gave a simple algorithm to find maxa(IF B(a j )) for every interval j in O(n) time. So the time needed to perform Step 1 is clearly O(n). The time taken in Step 2 is at most O(m). The time taken in
Step 6 is at most O(n), so the time needed in the loop from Step 5 to Step 9 is at most O(n).
It follows that the total time needed to run the above algorithm is O(m + n).
From Lemmas 2.2 and 2.5, it is easy to see the correctness of Algorithm MPD. Lemma 2.6 Given a set I of sorted intervals, we can compute M P D(j) for all j ∈ I in
We see that a subset S of I is a paired-dominating set of G(I) if and only if S∪{n+1, n+2} is a paired-dominating set of G(I p ). Thus, we can find a minimum cardinality paired-dominating set of G(I p ) by using Algorithm MPD to compute M P D(n + 2) of G(I p ). Therefore, we have the following theorem. Theorem 2.1 Given a set I of sorted intervals, a minimum cardinality paired-dominating set of G(I) can be found in O(m + n) time.
Given intervals x, y, where a(x) = 1 and x, y have nonempty intersection. For max(x, y) < j ≤ n, let P D(j, x, y) = {S : S ⊆ V j , S is a paired-dominating set of V j , j, x, y ∈ S and there exists a perfect matching M in S such that xy ∈ M }, P D(i, j, x, y) = {S : S ⊆ V j , S is a paired-dominating set of V j , i, j, x, y ∈ S and there exists a perfect matching M in S such that xy, ij ∈ M }. And let M P D(i, j, x, y) = min (P D(i, j, x, y)), and M P D(j, x, y) = min (P D(j, x, y)).
For j >max(x, y), let l j = x, y be the interval such that l j , j have nonempty intersection and a(l j ) is minimum. Similar to Lemmas 2.2 and 2.3, we have the following lemmas. Lemma 2.9 For j >max(x, y), either M P D(j, l j , x, y) = {j, l j , x, y} or there exists an M P D(k, x, y) (j > k >max(x, y)) such that M P D(j, l j , x, y) = {j, l j } ∪ M P D(k, x, y) and min(a l j , a j )) ).
Proof. It is easy to see that if min(a
So, we may assume that min(a j , a l j ) >max(b x , b y ). Let M P D(j, l j , x, y) be {k 1 , k 2 , . . . , k t } with k 1 < k 2 < . . . < k t and M be the perfect matching of M P D(l j , j , x, y) with xy, jl j ∈ M . To show the lemma, we distinguish the following four cases.
. This contradicts the minimality of M P D(j, l j , x, y). Using a similar argument as that in Lemma 2.4, we claim that M P D(j, l j , x, y) − {j, l j } is an M P D(k t−1 , x, y), and
Case 2. j = k t , l j = k t−1 . Using a similar argument as that in Case 1, it is easy to show that {k 1 , k 2 , . . . , k t−2 } is an M P D(k t−2 , x, y).
Using a similar argument as that in Lemma 2.4, we claim that a k l <min(a l j , a j ), and a l j < b k l < a j . So, a k t−1 < b k l < a j < b j , then k t−1 ∈ V k l and k l < j. It is easy to see that M P D(j, l j , x, y) − {j, l j } is an M P D(k l , x, y). We claim that k l >max(x, y). Otherwise, since k t−1 , j have nonempty intersection, so a l j < a k t−1 .
Then, M P D(l j , j , x, y) − {k l , k t−1 } ∈ P D(j, l j , x, y), which contradicts the minimality of
Case 4. j < k t , l j < k t . Since M P D(l j , j, x, y) is a paired-dominating set of V j , then there exists an interval k l (l < t) such that k l k t ∈ M . Intervals j and k t have nonempty intersec-11. end for Output M P D(j, x, y) for j >max(x, y).
From Lemmas 2.7 and 2.10, we immediately obtain the following theorem, which ensures the correctness of the algorithm. Theorem 2.2 Given a set I of sorted intervals, we can compute M P D(j, x, y) for all j >max(x, y) in O(m + n) time.
Extension to circular-arc graphs
In this section we will extend the results of the previous section to solve the paired-domination problem on G(A), given a set A of sorted arcs. An arc, starting from an endpoint h along the clockwise direction to the endpoint t, is denoted by [h, t] . We refer to endpoints h and t as the head and tail of arc [h, t] , respectively. We use "arc" to refer to a member of A and "segment Following Lemma 3.1, we define the following: P RD(x) = {S : S is a paired-dominating set of G(A), x ∈ S and x is not contained in any other arc of S}.
For x ∈ A, we define N (x) as the set of arcs of A that either contains arc x or is contained in arc x, and define N R (x) and N L (x) as the sets of arcs whose heads and tails are contained in arc
It is straightforward to verify that A R (x) and A L (x) are interval graphs. Proof. Assume that S is a minimum cardinality paired-dominating set of G(A) that contains x and does not contain any other arc containing arc x. Let M be a perfect matching in S . If S ∩ N (x) = ∅, the result follows. If S ∩ N (x) = ∅, it is easy to prove that |S ∩ N (x)| = 1. Then there exists an arc y such that y is contained in
is a minimum cardinality paired-dominating set of G(A). If yw ∈ M (w = x), we claim that
Otherwise, S − {w, y} is a minimum paired-dominating set of G(A), a contradiction. Let w ∈ N (w)−S ∪N (x), so S = (S −{y})∪{w } is also a minimum cardinality paired-dominating set of G(A). Thus, we have a minimum cardinality paired-dominating set S of G(A) such that S contains an arc x and S ∩ N (x) = ∅. Lemma 3.3 If there exists a minimum cardinality paired-dominating set S of G(A) such that S contains an arc x and S ∩ N (x) = ∅, then there exists a minimum cardinality paired-dominating set S of G(A) such that there exists y ∈ S , x, y are paired in S , and S ∩N (x) = S ∩N (y) = ∅.
Proof. Assume that S is a paired-dominating set of G(A) with minimum cardinality that contains x, and S ∩ N (x) = ∅. Then there exists a perfect matching M in S such that xw ∈ M , where w ∈ S. If S ∩ N (w) = ∅, let y = w, then the result follows. If S ∩ N (w) = ∅, it is easy to show that |S ∩ N (w)| = 1. Otherwise, S is not a minimum cardinality paireddominating set of G(A). Let w ∈ S ∩ N (w). If w is contained in w and w z ∈ M , we claim Furthermore, we define the following
P RD 2 (x) = {S : S ∈ P RD(x), there exists a vertex y ∈ S such that x, y are paired in S,
K(x) = {y : y ∈ A, y = x, y is contained in x}.
To find M P RD 1 (x), we need the following lemma.
Lemma 3.4
The following two statements are true.
(1) Suppose S is a paired-dominating set of G(A − N [x] ) and y is an arc contained in arc x, {x, y} ∪ S ∈ P RD 1 (x).
By Lemma 3.4 , it is easy to see that {x, y} ∪ S, where y ∈ K(x) is an M P RD 1 (x) if S is a minimum paired-dominating set of G(A − N [x] ). Since G(A − N [x] ) is an interval graph, by Theorem 2.1, a minimum cardinality paired-dominating set of
P RD 2 (x, y) = {S : S ∈ P RD 2 (x), there exists a perfect matching M in S such that xy ∈ M , and S ∩ N (x) = S ∩ N (y) = ∅}, M P RD 2 (x, y) =Min(P RD 2 (x, y)).
Lemma 3.5 For y ∈ N R (x), if S ∈ P RD 2 (x, y) is a minimum cardinality paired-dominating set of G(A), then there exists a minimum cardinality paired-dominating set S of G(A) such that S ∈ P RD 2 (x, y), S ∩ Z(x, y) = ∅, and there exists a perfect matching M in S such that for any w ∈ S ∩ N L (x), there exists w 1 ∈ S with ww 1 ∈ M , and the intersection of arcs w, w 1 is not contained in arc x.
Proof. We first prove that there exists a minimum cardinality paired-dominating set S of G(A) such that S ∈ P RD 2 (x, y) and S ∩ Z(x, y) = ∅. If Z(x, y) ∩ S = ∅, then the result follows. If Z(x, y) ∩ S = ∅, then for any w ∈ Z(x, y) ∩ S, there exists w ∈ S such that w, w are paired in S. We claim that
Proceeding as above, we get a minimum cardinality paired-dominating set S of G(A) such that Z(x, y) ∩ S = ∅ and S ∈ P RD 2 (x, y).
Assume M is the perfect matching in S such that xy ∈ M , then for any w ∈ S ∩ N L (x), there exists w 1 ∈ S such that ww 1 ∈ M . If the intersection of arcs w, w 1 is not contained in arc x, the result follows. Otherwise, w 1 ∈ N R (y), w 1 ∈ Z(x, y) and the intersection of arcs w, w 1 is contained in arc x. Then S − {x, y} is a paired-dominating set of G(A), a contradiction to the minimality of S. The lemma follows. Similar to Lemma 3.5, we can obtain the following result. Lemma 3.6 For y ∈ N L (x), if S ∈ P RD 2 (x, y) is a minimum cardinality paired-dominating set of G(A), then there exists a minimum cardinality paired-dominating set S of G(A) such that S ∈ P RD 2 (x, y), S ∩ Z(x, y) = ∅, and there exists a perfect matching M in S such that for any w ∈ S ∩ N L (y), there exists w 1 ∈ S such that ww 1 ∈ M , and the intersection of arcs w, w 1 is not contained in arc y.
For x ∈ N [x 0 ], we define the following:
{S : S ∈ P RD 2 (x, y), covers the whole circle, and S satisfies the properties of Lemma 3.5} if y ∈ N R (x) {S : S ∈ P RD 2 (x, y), covers the whole circle, and S satisfies the properties of Lemma 3.
S does not cover the whole circle, and satisfies the properties of Lemma 3.5} if y ∈ N R (x) {S : S ∈ P RD 2 (x, y), S ∩ N L (y) = ∅, S ∩ N R (x) = ∅, S does not cover the whole circle, and satisfies the properties of Lemma 3.6} if y ∈ N L (x) M P RD 2j (x, y) =Min(P RD 2,j (x, y)), j = 1, 2, 3, 4.
Without loss of generality, we consider the case y ∈ N R (x). We first compute M P RD 21 (x, y). It is easy to see that S ⊆ A R (x) if S ∈ P RD 21 (x, y). Clearly, G(A R (x) − N (y)) is an interval graph. For simplicity, arcs of A R (x) − N (y) are considered as intervals in the following lemma, where the head and tail of an arc are considered as the left and right endpoint of its corresponding interval, respectively. We see that interval x is the first interval of A R (x). By the symmetric property, M P RD 22 (x, y) can be found in O(m + n) time in the same way.
In computing M P RD 23 (x, y), we first map A P (x) to a set of intervals. The endpoints of the arcs of A P (x) are numbered in the clockwise order from 1 to 2|A P (x)|, starting from the head of arc x. Then, for every arc z ∈ A R (x), we create an interval I(z) = [h z , t z ]; for every arc z ∈ N L (x), we create an interval I(z) = [h z , t z + 2|A P (x)|]. For S, a subset of A P (x), let I(S) denote {I(z) : z ∈ S}.
The following two lemmas can be verified easily by the above procedure.
Conclusion
We studied the paired-domination problem on interval graphs and circular-arc graphs. Given an interval model with endpoints sorted, we presented an O(m + n) time algorithm to solve the paired-domination problem on interval graphs. We then extended the results to solve the paired-domination problem on circular-arc graphs in O(m(m + n)) time.
