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CORONAE OF RELATIVELY HYPERBOLIC GROUPS AND COARSE
COHOMOLOGIES
TOMOHIRO FUKAYA, SHIN-ICHI OGUNI
Abstract. We construct a corona of a relatively hyperbolic group by blowing-up all
parabolic points of its Bowditch boundary. We relate the K-homology of the corona
with the K-theory of the Roe algebra, via the coarse assembly map. We also establish
a dual theory, that is, we relate the K-theory of the corona with the K-theory of the
reduced stable Higson corona via the coarse co-assembly map. For that purpose, we
formulate generalized coarse cohomology theories. As an application, we give an explicit
computation of the K-theory of the Roe-algebra and that of the reduced stable Higson
corona of the fundamental groups of closed 3-dimensional manifolds and of pinched
negatively curved complete Riemannian manifolds with finite volume.
1. Introduction
1.1. The coarse assembly map and its dual. The coarse category is a category whose
objects are proper metric spaces and whose morphisms are close classes of coarse maps.
Let X be a proper metric space. There are two covariant functors X 7→ KX∗(X) and
X 7→ K∗(C
∗(X)) from the coarse category to the category of Z2-graded Abelian groups.
Here the Z2-graded Abelian group KX∗(X) is called the coarse K-homology of X , and
the C∗-algebra C∗(X) is called the Roe algebra of X . Roe [26] constructed the following
coarse assembly map
µ∗ : KX∗(X)→ K∗(C
∗(X)),
which is a natural transformation from the coarse K-homology to the K-theory of the
Roe algebra. For detail, see also [17], [30] and [18].
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On the other hand, there are two contravariant functors X 7→ KX∗(X) and X 7→
K∗(c
r(X)). Here the Z2-graded Abelian group KX
∗(X) is called the coarse K-theory of
X and the C∗-algebra cr(X) is called the reduced stable Higson corona of X . Emerson
and Meyer [6] constructed a dual of the coarse assembly map, which is called the coarse
co-assembly map,
µ∗ : K∗+1(c
r(X))→ KX∗(X).
In fact, µ∗ is a natural transformation from the K-theory of the reduced stable Higson
corona to the coarse K-theory with the grading shifted by one. Those assembly maps
are closely related to the analytic Novikov conjecture. See [18, Section 12.6] and [7] for
details.
In this paper, we study the case of relatively hyperbolic groups with word metrics.
Theorem 1.1. Let G be a finitely generated group which is hyperbolic relative to a finite
family of infinite subgroups P = {P1, . . . , Pk}. Suppose that each subgroup Pi admits a
finite Pi-simplicial complex which is a universal space for proper actions. Then
(a) if for all i = 1, . . . , k, the coarse assembly maps µ∗ : KX∗(Pi) → K∗(C
∗(Pi)) are
isomorphisms, then so is the coarse assembly map µ∗ : KX∗(G)→ K∗(C
∗(G)),
(b) if for all i = 1, . . . , k, the coarse co-assembly maps µ∗ : K∗+1(c
r(Pi))→ KX
∗(Pi) are
isomorphisms, then so is the coarse co-assembly map µ∗ : K∗+1(c
r(G))→ KX∗(G).
The authors proved the statement (a) in [9]. In this paper, we prove the statement (b).
1.2. Coarse compactification. Let X be a non-compact proper metric space. The
Higson compactification hX of X is the maximal ideal space of the C∗-algebra of C-
valued, continuous, bounded functions on X of vanishing variation. (See Definition 2.13.)
The Higson corona of X is νX = hX \X . A corona of X is a pair (W, ζ) of a compact
metrizable space W and a continuous map ζ : νX → W . When ζ is surjective, we obtain
a compactification X ∪W . (See Section 2.2.)
Let (W, ζ) be a corona of X . Then there are certain transgression maps
TW : KX∗(X)→ K˜∗−1(W );(1)
TW : K˜
∗−1(W )→ KX∗(X);(2)
TW : H˜
∗−1(W )→ HX∗(X).(3)
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Here H˜∗(W ) is the reduced cohomology of W and HX∗(X) is the coarse cohomology of
X . (See [26].) In Section 3.2, we give a construction of the map (1) which appeared in
[17, Appendix]. The map (2) is constructed in Section 4. The map (3) is constructed in
[26, Section 5.3].
There exists a homomorphism b : K∗(C
∗(X)) → K˜∗−1(W ) such that TW = b ◦ µ∗.
Therefore if the transgression map (1) is injective, then so is the coarse assembly map
for X . It is also known that if (2) or (3) is surjective then the coarse assembly map is
rationally injective. For details, see [17, Appendix], [26, (6.32)] and [6, Section 6]. The
statement that the transgression map (3) is surjective for some corona W is a version of
the Weinberger conjecture. In this paper, we consider transgression maps for relatively
hyperbolic groups.
Let G be a finitely generated group and S be a finite generating set. We suppose that
G is hyperbolic relative to a finite family of infinite subgroups P = {P1, . . . , Pk}. Groves
and Manning [15] defined the augmented space X(G,P,S) with a properly discontinuous
action of G by isometries. They showed that X(G,P,S) is hyperbolic in the sense of
Gromov. We denote by ∂X(G,P,S) the Gromov boundary of X(G,P,S), which is called
the Bowditch boundary of (G,P). (See [4, Definition 1.4].) Let (Wi, ζi) be a corona of Pi.
We blow up all parabolic points of ∂X(G,P,S) by using W1, . . . ,Wk and obtain a corona
∂X∞ of G. We call ∂X∞ the blown-up corona of (G,P, {W1, . . . ,Wk}). See Section 7 for
the details of the construction.
Theorem 1.2. Let G be an infinite finitely generated group which is hyperbolic relative
to a finite family of infinite subgroups P = {P1, . . . , Pk}. Suppose that each subgroup
Pi admits a finite Pi-simplicial complex which is a universal space for proper actions.
For i = 1, . . . , k, let (Wi, ζi) be a corona of Pi. Let ∂X∞ be the blown-up corona of
(G,P, {W1, . . . ,Wk}).
(a) If TWi : KX∗(Pi) → K˜∗−1(Wi) is an isomorphism for all i = 1, . . . , k, then so is
T∂X∞ : KX∗(G)→ K˜∗−1(∂X∞).
(b) If TWi : K˜
∗−1(Wi) → KX
∗(Pi) is an isomorphism for all i = 1, . . . , k, then so is
T∂X∞ : K˜
∗−1(∂X∞)→ KX
∗(G).
(c) If TWi : H˜
∗−1(Wi) → HX
∗(Pi) is an isomorphism for all i = 1, . . . , k, then so is
T∂X∞ : H˜
∗−1(∂X∞)→ HX
∗(G).
Corollary 1.3. Let G be an infinite finitely generated group which is hyperbolic rela-
tive to a finite family of infinite subgroups P = {P1, . . . , Pk}. We suppose that P satisfies
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all conditions in Theorem 1.1 and Theorem 1.2. Then we have K∗(C
∗(G)) ∼= K˜∗−1(∂X∞)
and K˜∗(∂X∞) ∼= K∗(c
r(G)).
As an application, we give an explicit computation of the K-theory of the Roe-algebra
and that of the reduced stable Higson corona of the fundamental groups of closed 3-
dimensional manifolds and of pinched negatively curved complete Riemannian manifolds
with finite volume. See Section 9.
The organization of this paper is as follows. In Section 2, we review the coarse structure
and introduce a pull-back coarse structure which plays an essential role in the construction
of coronae in Section 7. We also review coronae for proper coarse spaces. In Section 3,
we formulate generalized coarse cohomology theories. In Section 4.1, we show that the
coarse K-theory [6] satisfies axioms introduced in the previous section. In Section 4.2, we
review the construction of the coarse co-assembly map. In Section 5, we show that the
coarse co-assembly maps are isomorphisms in the case of proper geodesic spaces which
are hyperbolic in the sense of Gromov. In Section 6, we review a definition of relatively
hyperbolic groups due to Groves and Manning [15] and give a proof of Theorem 1.1 (b).
In Section 7, we construct a corona of a relatively hyperbolic group using a pull-back
coarse structure. In Section 8, we give a proof of Theorem 1.2. In Section 9, we give
an explicit computation for the fundamental groups of closed 3-dimensional manifolds
and of pinched negatively curved complete Riemannian manifolds with finite volume. In
Appendix A, we give a proof of the Milnor exact sequence for σ-C∗-algebras, which we
often use in the present paper.
2. Coarse compactification
2.1. Coarse structure. Here we review the coarse structure from [27] and introduce the
pullback coarse structure.
Let X be a set. For E ⊂ X×X , put E−1 := {(y, x) : (x, y) ∈ E} and call it the inverse
of E. For E ′, E ′′ ⊂ X ×X , put E ′ ◦ E ′′ := {(x′, x′′) : ∃x ∈ X, (x′, x) ∈ E ′, (x, x′′) ∈ E ′′}
and call it the product of E ′ and E ′′.
Definition 2.1. A coarse structure on a set X is a collection E of subsets of X ×X ,
called controlled sets for the coarse structure, which contains the diagonal and is closed
under the formation of subsets, inverses, products, and finite union. A set equipped with
a coarse structure is called a coarse space.
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Example 2.2. Let X be a metric space. The bounded coarse structure on X is a
collection of all subsets E ⊂ X ×X such that sup{d(x, x′) : (x, x′) ∈ E} <∞.
Example 2.3. Let G be a countable group. There always exists a proper left invariant
metric d on G. The bounded coarse structure on G associated to d does not depend on
the choice of such a metric d. See [27, Proposition 1.15, Example 2.13]. In this paper, we
always assume that countable groups are equipped with this canonical coarse structures.
Definition 2.4. Let X be a coarse space and let B be a subset of X . We say that B
is bounded if B ×B is controlled.
Definition 2.5. Let X be a coarse space and S be a set. Two maps f, g : S → X are
close if the set {(f(s), g(s)) : s ∈ S} ⊂ X ×X is controlled.
Definition 2.6. Let X and Y be coarse spaces, and let f : X → Y be a map.
(a) The map f is proper if the inverse image, under f , of each bounded subset of Y ,
is also bounded.
(b) The map f is bornologous if for each controlled subset E ⊂ X ×X , the set f(E)
is a controlled subset of Y × Y . Here we abbreviate (f × f)(E) to f(E).
(c) The map f is coarse if it is proper and bornologous.
The spaces X and Y are coarsely equivalent if there exist coarse maps f : X → Y and
g : Y → X such that g ◦ f and f ◦ g are close to the identity maps on X and on Y ,
respectively. Such a map f is called a coarse equivalence.
Definition 2.7. Let X be a locally compact second countable Hausdorff space. We
say that a coarse structure on X is proper if
(a) there is a controlled neighborhood of the diagonal,
(b) every bounded subset of X is relatively compact, and
(c) X is coarsely connected, that is, for any pair of points (x, x′) ∈ X × X , the set
{(x, x′)} is controlled.
Definition 2.8. Let X be a set and let Y be a coarse space. Let f : X → Y be a map.
The pullback coarse structure on X is a collection of subsets E ⊂ X ×X such that f(E)
is a controlled subset of Y × Y .
Proposition 2.9. Let Y be a coarse space. Let X be a set and let f : X → Y be a
map. We equip X with the pullback coarse structure. Then f is a coarse map. If there
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exists a map g : Y → X such that the composite f ◦ g is close to the identity, then X and
Y are coarsely equivalent. If Y is coarsely connected, then so is X.
Proof. Let EY be a coarse structure of Y . The pullback coarse structure EX is the
set EX = {E ⊂ X ×X : f(E) ∈ EY }. Then it is trivial that f is a coarse map. Suppose
that there exists a map g : Y → X such that f ◦ g is close to the identity. Then a subset
F = {(y, f ◦ g(y)) : y ∈ Y } belongs to EY . Let E ∈ EY be a controlled set. Since
f(g(E)) ⊂ F−1 ◦ E ◦ F ∈ EY , we have g(E) ∈ EX . Let B ⊂ X be a bounded set. Then
g−1(B)×g−1(B) ⊂ F ◦f(B×B)◦F−1 ∈ EY , so g
−1(B) is bounded. Thus g is a coarse map.
Since f({(x, g ◦f(x)) : x ∈ X}) ⊂ F , we have g ◦f is close to the identity. If Y is coarsely
connected, then for any pair of points (x, x′) ∈ X × X , the set {(f(x), f(x′))} ⊂ Y × Y
is controlled, thus so is {(x, x′)}. Therefore X is coarsely connected. 
Definition 2.10. Let X be a topological space and Y be a metric space. A map
f : X → Y is pseudocontinuous if there exists ǫ > 0 such that for any x ∈ X , the inverse
image f−1(B(f(x); ǫ)) of the closed ball of radius ǫ centered at f(x) is a neighborhood of
x.
Proposition 2.11. Let Y be a proper metric space with the bounded coarse structure.
Let X be a locally compact second countable Hausdorff space. Let f : X → Y be a pseu-
docontinuous map. We equip X with the pullback coarse structure. If for any compact set
K ⊂ Y the inverse image f−1(K) ⊂ X is relatively compact, then X is a proper coarse
space.
Proof. Fix ǫ > 0 satisfying the condition in Definition 2.10. Set ∆ǫ = {(x, y) :
d(x, y) ≤ ǫ} ⊂ Y × Y . Then the pullback f−1(∆ǫ) is a controlled neighborhood of the
diagonal. Let B ⊂ X be a bounded subset, then f(B) × f(B) is controlled. Thus f(B)
is relatively compact, and so is f−1(f(B)). Therefore B is relatively compact. Since Y is
coarsely connected, so is X . 
The following is a typical example of the pullback coarse structure.
Proposition 2.12. Let X be a proper metric space. Let U be a locally finite cover
of X such that any element of U has uniformly bounded diameter. Then (a geometric
realization of) the nerve complex |U| has a canonical coarse structure which is proper and
coarsely equivalent to X.
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Proof. Since X is a proper metric space and U is locally finite, |U| is locally compact
second countable Hausdorff space. For each element U ∈ U , we choose a point x(U) ∈ U .
For each point p ∈ |U|, we choose Up ∈ U such that p ∈ stUp, where stUp denotes the
star of Up. Then we define a map f : |U| → X by f(p) = x(Up). Since U is locally finite,
the pullback f−1(K) of any compact set K ⊂ X is relatively compact. Since each U ∈ U
has uniformly bounded diameter, f is pseudocontinuous. Let g : X → |U | be a continuous
map induced by a partition of unity. It is easy to see that f ◦ g is close to the identity.
Thus the assertion follows from Proposition 2.9 and 2.11. 
2.2. Higson compactification. Here we recall the definitions of the Higson compactifi-
cation and coarse compactifications. For details, see [27] and [26].
Definition 2.13. Let X be a proper coarse space and let V be a normed space. Let
f : X → V be a bounded continuous function. We denote by df the function
df(x, y) = f(y)− f(x) : X ×X → V.
We say that f is a Higson function, or, of vanishing variation, if for each controlled set
E, the restriction of df to E vanishes at infinity, that is, for any ǫ > 0, there exists a
bounded subset B such that for any (x, y) ∈ E \B × B, we have ‖df(x, y)‖ < ǫ.
The bounded continuous C-valued Higson functions on a proper coarse space X form a
unital C∗-subalgebra of bounded continuous functions on X , which we denote Ch(X). By
the Gelfand-Naimark theory, Ch(X) is isomorphic to a C
∗-algebra of continuous functions
on a compact Hausdorff space.
Definition 2.14. The compactification hX ofX characterized by the property C(hX) =
Ch(X) is called the Higson compactification. Its boundary hX \X is denoted νX , and is
called the Higson corona of X .
The assignment X 7→ νX is a functor from the coarse category to the category of
compact Hausdorff spaces. For details, see [27, Section 2.3] or [26, Section 5.1].
Proposition 2.15 (Dranishnikov). Let X and Y be proper metric spaces and let
f : X → Y be a coarse embedding, that is, a coarse equivalence to the image. Then
the induced map νf : νX → νY is an embedding, thus we can regard νX as a subspace of
νY .
Proof. The proposition follows immediately from [5, Theorem 1.4]. 
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Definition 2.16. Let X be a proper coarse space. A corona of X is a pair (W, ζ) of a
compact metrizable space W and a continuous map ζ : νX → W .
Let X be a proper coarse space. Let (W, ζ) be a corona of X . We consider the
disjoint union X ⊔W . We equip X ⊔W with the final topology with respect to the map
id ⊔ ζ : hX → X ⊔W , which we denote by ζ¯. Let X ∪ζ W denote the space X ⊔W with
this topology. By the construction, we see that X ∪ζ W is compact.
Next, we construct a compact Hausdorff space using functional analysis. The continuous
map ζ induces a homomorphism ζ∗ : C(W ) → C(νX). Then the image ζ∗(C(W )) is a
C∗-subalgebra of C(νX). Let
π : Ch(X)→ Ch(X)/C0(X) ∼= C(νX)
be the quotient map. Then the pullback π−1(ζ∗(C(W ))) is a C∗-subalgebra of Ch(X). Set
A = {(f, g) ∈ π−1(ζ∗(C(W )))⊕ C(W ) : π(f) = ζ∗(g)}. Then A is a unital commutative
C∗-algebra which contain C0(X) as an ideal. By the Gelfand-Naimark theory, there exists
a compact Hausdorff space Z and an embedding i : X → Z such that C(Z) ∼= A. We
identify X with i(X).
Proposition 2.17. These two spaces X ∪ζ W and Z are homeomorphic. Especially,
X ∪ζ W is a compact metrizable space. If ζ is surjective, X is dense in X ∪ζ W and thus
we call X ∪ζ W a coarse compactification of X. We abbreviate X ∪ζ W to X ∪W for
simplicity.
Proof. Let A be a C∗-algebra defined in the above. The inclusion C0(X) →֒ A is
given by f 7→ (f, 0). We also have a surjection A→ C(W ), (f, g) 7→ g. We consider the
following diagram with two short exact sequences
0 // C0(X) // C(hX) // C(νX) // 0
0 // C0(X) // C(Z) //
OO
C(W ) //
OO
0.
Since C(W ) and C0(X) are separable, so is C(Z). Thus Z is metrizable. The surjection
C(Z) → C(W ) induces an embedding W → Z, so we identify W with its image in Z.
Thus Z can be decomposed as Z = X ∪ W . Let ϕ : X ∪ζ W → Z be the canonical
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bijection. Then we have a commutative diagram
hX
ζ
 ##❍
❍❍
❍❍
❍❍
❍❍
❍
X ∪ζ W
ϕ
// Z.
Since the map hX → Z is continuous, so is ϕ. Therefore ϕ is homeomorphism. 
The following notion is useful in the study of proper metric spaces and their coronae
from the view point of the algebraic topology.
Definition 2.18. Let X and Y be proper metric spaces and let (W, ζ) and (Z, ξ) be
respectively coronae of X and Y . Let f : X → Y be a coarse map and let η : W → Z be
a continuous map. We say that f covers η if there exists a discrete subset X ′ ⊂ X such
that the inclusion is a coarse equivalence and the restriction f |X′ extends to a continuous
map f ∪ η : X ′ ∪W → Y ∪ Z.
Remark 2.19. In the above setting, f covers η if and only if the following diagram is
commutative
νX
νf
//
ζ

νY
ξ

W
η
// Z.
In the rest of the paper, whenever we consider a corona (W, ζ) of a proper metric space
X , we assume that X is non-compact. In particular, neither νX nor W is empty.
3. Generalized coarse cohomology theory
3.1. Axiom. The coarse category is a category whose objects are proper metric spaces
and whose morphisms are close classes of coarse maps. The coarse cohomology [26], the
coarse K-theory [6] and the K-theory of the reduced stable Higson corona [6] can be
regarded as cohomology theories on the coarse category. In this section, we introduce a
generalized coarse cohomology theory.
The following notion was introduced in [19] to state the Mayer-Vietoris principle for
the coarse cohomology and the K-theory of the Roe algebra. Let X be a metric space
and A ⊂ X be a subspace. For R > 0, we denote by Pen(A;R) the R-neighborhood
{x ∈ X : d(x,A) ≤ R} of A.
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Definition 3.1. Let X be a proper metric space, and let A and B be closed subspaces
with X = A ∪ B. We say that X = A ∪ B is an ω-excisive decomposition, if for each
R > 0 there exists some S > 0 such that
Pen(A;R) ∩ Pen(B;R) ⊂ Pen(A ∩B;S).
Higson-Roe [17] introduced a notion of coarse homotopy. After that, they gave an
alternative definition of coarse homotopy, which is a variant of Lipschitz homotopy. (For
Lipschitz homotopy, see [13, 1.C3], [30, Definition 4.1] and [16, Definition 11.1].) Our
definition is based on [18, Section 11] and [29, Definition 3.9].
Definition 3.2. Let f, g : X → Y be coarse maps between proper metric spaces. We
say that they are coarsely homotopic if there exists a metric subspace Z = {(x, t) : 1 ≤
t ≤ Tx} of X × N and a coarse map h : Z → Y , such that
(a) the map x 7→ Tx is bornologous,
(b) h(x, 1) = f(x), and
(c) h(x, Tx) = g(x).
Here N is a set of positive integers and we equip X × N with the l1-metric, that is,
dX×N((x, n), (y,m)) := dX(x, y) + |n − m| for (x, n), (y,m) ∈ X × N, where dX is the
metric on X .
Coarse homotopy is then an equivalence relation on coarse maps.
Definition 3.3. A generalized coarse cohomology theory is a contravariant functor
MX∗ = {MXp}p∈Z from the coarse category to the category of Z-graded Abelian groups,
such that
(i) for a proper metric space Y , we have MX∗(Y × N) = 0, and
(ii) if Y = A ∪ B is an ω-excisive decomposition, there exists a functorial long exact
sequence, called a Mayer-Vietoris exact sequence,
· · · →MXp(Y )→MXp(A)⊕MXp(B)→MXp(A ∩B)→MXp+1(Y )→ · · · .
The following notion of coarsely flasque spaces is based on [29, Definition 3.6].
Lemma 3.4. Let MX∗ be a generalized coarse cohomology theory. Let Y be a space
with a proper metric d. Suppose that Y is coarsely flasque, that is, there exists a coarse
map φ : Y → Y such that
(a) φ is close to the identity;
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(b) for any bounded subset K ⊂ Y , there exists NK ∈ N such that for any n ≥ NK ,
φn(Y ) ∩K = ∅;
(c) for all R > 0, there exists S > 0 such that for all n ∈ N and all x, y ∈ Y with
d(x, y) < R, we have (d(φn(x), φn(y))) < S.
Then MX∗(Y ) = 0.
Proof. We define a coarse map Φ: Y × N → Y as Φ(x, n) = φn(x). Then we have a
commutative diagram
Y  q
##❋
❋❋
❋❋
❋❋
❋❋
φ
// Y
Y × N
Φ
;;①①①①①①①①①
.
Here Y →֒ Y × N is the inclusion into Y × {1}. By axiom (i), the induced map
φ∗ : MX∗(Y )→ MX∗(Y ) factors through zero. Since φ is close to the identity,MX∗(Y ) =
0. 
The following coarse homotopy invariance follows from a standard argument using
Mayer-Vietoris axiom (ii) and Lemma 3.4. (See [18, Proposition 12.4.12] and [29, Theorem
4.3.12.]).
Proposition 3.5. If two coarse maps f, g : X → Y are coarsely homotopic, the induced
maps f ∗ and g∗ are equal.
The anti-Cˇech system is introduced in [26, Section 3] to relate the coarse cohomology
to the Cˇech cohomology. It is also used in [17] to formulate a coarse homology theory.
Definition 3.6. Let X be a metric space. Let U(1),U(2), . . . be a sequence of locally
finite covers of X . We say that they form an anti-Cˇech system if there exists a sequence
of real numbers Rn →∞ such that for all n,
(a) each set U ∈ U(n) has diameter less than or equal to Rn, and
(b) the covering U(n + 1) has a Lebesgue number δn+1 greater than or equal to Rn,
that is, any set of diameter less than or equal to δn+1 is contained in some element
of U(n + 1).
These conditions imply that for each n, there exists a map ϕn : U(n)→ U(n+ 1) such
that U ⊂ ϕn(U) for all U ∈ U(n). We call ϕn a coarsening map. We remark that this
map is called a refining map in the context of Cˇech cohomology theory. A coarsening map
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ϕn induces a proper simplicial map |U(n)| → |U(n+1)| of the nerve complexes, which we
also denote by the same symbol ϕn and also call a coarsening map. In this paper, we use
the same notation for the nerve of an anti-Cˇech system, and its geometric realization.
Now we recall the definition of a generalized cohomology theory on the category of lo-
cally compact and second countable Hausdorff spaces, which we abbreviate to LCSH. (See
[18, Section 7.1] for LCSH.) A generalized cohomology theory on LCSH is a contravariant
functor M∗ = {Mp} from LCSH to the category of Z-graded Abelian groups such that
(a) M∗ is a homotopy functor, and
(b) if W ⊂ X is a closed subset, there is a functorial long exact sequence
· · · → Mp(X \W )→Mp(X)→ Mp(W )
∂
−→ Mp+1(X \W )→ · · · .
Examples of such cohomology theories are K-theory K∗(−) and the Alexander-Spanier
cohomology with compact supports H∗c (−). These cohomology theories satisfy the conti-
nuity property
(c) for a projective limit X = lim←−Xn of locally compact second countable Hausdorff
spaces, we have M∗(X) ∼= lim−→M
∗(Xn).
Let W be a compact second countable Hausdorff space. Then the constant map
πW : W → {∗} is proper, where {∗} is a one point space. The reduced M-cohomology of
W , denoted by M˜∗(W ), is defined as the cokernel of π∗W .
Let X be a proper metric space and let (W, ζ) be a corona of X . Let ∂ : Mp(W ) →
Mp+1(X) be a boundary homomorphism of the long exact sequence for W ⊂ X ∪ζ W .
Let πW : W → {∗} be a constant map. Since πW factors through X ∪ζ W → {∗}, the
image π∗W (M
p({∗})) lies on the kernel of ∂. Thus we have a boundary homomorphism
∂ : M˜p(W )→Mp+1(X).
Definition 3.7. Let M∗ = {Mp}p∈Z be a generalized cohomology theory on locally
compact and second countable Hausdorff spaces. We say that a generalized coarse coho-
mology theory MX∗ is a coarsening of M∗ if MX∗ satisfies the following:
(iii) For a proper metric space X , there exists a character map c : MX∗(X) → M∗(X),
which is an isomorphism if X is uniformly contractible and has bounded geometry.
It is compatible with Mayer-Vietoris exact sequences of MX∗ and M∗ for ω-excisive
decompositions.
CORONAE OF RELATIVELY HYPERBOLIC GROUPS AND COARSE COHOMOLOGIES 13
(iv) Let {Un} be an anti-Cˇech system of a proper metric space X . There exists a func-
torial short exact sequence
0→ lim
←−
1M q−1(|Un|)→ MX
q(X)
θ
−→ lim
←−
M q(|Un|)→ 0.
Moreover, the composite of θ and a canonical map λ : lim
←−
M q(|Un|) → M
q(X) is
equal to the character map, where λ is given by a partition of unity. We call this a
Milnor exact sequence.
(v) Let (W, ζ) be a corona ofX . Then there exists a transgressionmap TW : M˜
q−1(W )→
MXq(X) such that c ◦ TW = ∂, here ∂ : M˜
q−1(W ) → M q(X) is the boundary
homomorphism. The transgression map is natural in the following sense. For proper
metric spaces X and Y , and for coronae (W, ζ) and (Z, ξ) respectively of X and Y ,
if a coarse map f : X → Y covers a continuous map η : W → Z, then the following
is commutative.
M˜ q−1(Z)
TZ

η∗
// M˜ q−1(W )
TW

MXq(Y )
f∗
// MXq(X).
Proposition 3.8. The coarse cohomology HX∗(−), the coarse K-theory KX∗(−) and
the K-theory of the reduced stable Higson corona K∗(c
r(−)) are generalized coarse coho-
mology theories. Especially, KX∗(−) and HX∗(−) are respectively the coarsening of the
K-theory and the Alexander-Spanier cohomology with compact supports .
Proof. The statements for HX∗ are proved in [26], those for K∗(c
r(−)) are proved in
[6] and [29]. See Proposition 4.9. The statements for KX∗ are proved in Section 4. 
3.2. Coarse homology theories. Generalized coarse homology theories are formulated
similarly to Definition 3.3, but we omit the detail. We remark that for a generalized
homology theory M∗ on LCSH, we have a generalized coarse homology theory MX∗ by
defining MX∗(X) := lim−→
M∗(|U(j)|) where X is a proper metric space and {U(j)}j∈N is
an anti-Cˇech system of X . (See [17, Section 2].) We say that MX∗ is a coarsening of
M∗. Using a partition of unity, we can define the coarsening map c : M∗(X)→ MX∗(X).
If X is uniformly contractible and has bounded geometry, the coarsening map c is an
isomorphism. Emerson-Mayer proved a similar statement for coarse K-theory. (See [6,
Theorem 4.8].) Their proof also works for MX∗. We remark that this statement is first
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proved in [17, Proposition 3.8] under an additional assumption that X is a simplicial
complex with a spherical metric.
The transgression map is constructed as follows. Let X be a proper metric space
and let (W, ζ) be a corona of X . Let {Un}n∈N be an anti-Cˇech system of X . Since
the nerve complex |Un| is coarsely equivalent to X (Proposition 2.12), the pair (W, ζ)
is also a corona of |Un| and we obtain a compact space |Un| ∪ W . A long exact se-
quence ([18, Definition 7.1.1]) for W ⊂ |Un| ∪ W defines the boundary homomorphism
∂ : M∗(|Un|) → M˜∗−1(W ). Here M˜∗(W ) is the reduced M-homology of W defined as the
kernel of πW ∗, where πW : Y → {∗} is a constant map. By taking the inductive limit,
we obtain TW : MX∗(X) → M˜∗−1(W ). From the construction, it is easy to see that the
transgression map is natural in the obvious sense.
The K-theory of the Roe-algebra, the coarse K-homology are generalized coarse ho-
mology theories and the coarse K-homology is the coarsening of the K-homology. See
[17], [19] and [18].
4. The coarse K-theory
4.1. The coarse K-theory. In this section we see that the coarse K-theory KX∗(−) is
a generalized coarse cohomology theory and is the coarsening of the K-theory K∗(−) in
the sense of the previous section. Originally, KX∗(−) is defined and studied by Emerson-
Meyer [6, Section 4]. We introduce a definition of KX∗(−) by a slightly different manner,
but we confirm that they are compatible. The original definition uses the Rips complex,
while ours uses the anti-Cˇech system, which is more flexible and essentially used in the
proof of Proposition 6.8.
LetX be a space with a proper metric d. Suppose that {U(k)}k∈N is an anti-Cˇech system
of X with uniformly bounded diameter Rk → ∞ and Lebesgue numbers δk ≥ Rk−1 of
U(k).
For each k ∈ N, we fix a coarsening map ψk,k+1 : |U(k)| → |U(k + 1)|. We put ψk,l :=
ψl−1,l◦· · ·◦ψk,k+1 for each k ∈ N and l ∈ N with k ≤ l−1 and we also call them coarsening
maps. We denote the inductive limit by X , which depends on choice of ψk,k+1. Also we
denote the canonical map |U(k)| → X by ψk,∞ for each k ∈ N. We put
C0(X ) := {f : X → C | f ◦ ψk,∞ ∈ C0(|U(k)|) for any k ∈ N}
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and we identify it with the projective limit of {C0(|U(k)|)}k∈N. This is a σ-C
∗-algebra.
Now we define KX∗(X) as RK∗(C0(X )). Here RK∗(−) is a representable K-theory of
σ-C∗-algebras [23]. We abbreviate RK∗(C0(X )) to RK
∗(X ).
We remark that by Phillips [23], there exists an exact sequence, called a Milnor exact
sequence,
0→ lim←−
1Kp+1(C0(|U(k)|))→ RK
p(X )→ lim←−Kp(C0(|U(k)|))→ 0.(4)
See also Appendix A.
Lemma 4.1. Under the above setting, there exists an anti-Cˇech system {U ′(k)} such
that a coarsening map ψ′k : U
′(k)→ U ′(k + 1) is injective for each k ∈ N and RK∗(X ) ∼=
RK∗(lim
−→
U ′(k)).
Proof. We take a copy Ui(k) of U(k) parameterized by i ∈ N. Then
⋃
i∈N Ui(k) is a
cover ofX , but it is not locally finite. The identification between Ui(k) and U(k) define the
surjection Pk :
⋃
i∈N Ui(k) → U(k). Then we can take an anti-Cˇech system {U
′(k)} of X
and proper injective simplicial map ψ′k,k+1 : |U
′(k)| → |U ′(k+1)| satisfying U ′(1) = U1(1),
U1(k) ⊂ U
′(k) ⊂
⋃
i∈N Ui(k) and the following commutative diagram:
U ′(1)
ψ′1,2
//
p1

U ′(2)
ψ′2,3
//
p2

U ′(3)
ψ′3,4
//
p3

· · ·
U(1)
ψ1,2
// U(2)
ψ2,3
// U(3)
ψ3,4
// · · · ,
where pk is a proper surjective simplicial map induced by Pk of the restriction on |U
′(k)|.
For each k, we choose a section ek : U(k) → U
′(k) of pk. Then we have the following
commutative diagram:
U ′(1)
ψ′1,2
//
p1

U ′(2)
ψ′2,3
//
p2

U ′(3)
ψ′3,4
//
p3

· · ·
U(1)
ψ1,2
//
e1

U(2)
ψ2,3
//
e2

U(3)
ψ3,4
//
e3

· · ·
U ′(1)
e2◦ψ1,2◦p1
//
p1

U ′(2)
e3◦ψ2,3◦p2
//
p2

U ′(3)
e4◦ψ3,4◦p3
//
p3

· · ·
U(1)
ψ1,2
// U(2)
ψ2,3
// U(3)
ψ3,4
// · · · .
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Note that the inductive limits of the second line and the forth line are X . We denote by
X ′′ and X ′′′, respectively, the inductive limits of the first line and the third line. Since
every pk ◦ek are identity maps, (lim−→
ek)
∗ : RK∗(X ′′′)→ RK∗(X ) is surjective. The Milnor
exact sequence and its functoriality imply the following commutative diagram:
0 // lim←−
1K∗−1(|U ′(k)|) // RK∗(X ′′) // lim←−K
∗(|U ′(k)|) // 0
0 // lim
←−
1K∗−1(|U ′(k)|)) //
lim
←−
1(ek◦pk)
∗−1
OO
RK∗(X ′′′) //
(lim
−→
ek◦lim−→
pk)
∗
OO
lim
←−
K∗(|U ′(k)|) //
lim
←−
(ek◦pk)
∗
OO
0.
Since ek ◦ pk is contiguous to the identity map, (lim−→
ek ◦ lim−→
pk)
∗ is an isomorphism by the
five lemma, and thus (lim
−→
ek)
∗ is injective. Hence (lim
−→
pk)
∗ : RK∗(X ) → RK∗(X ′′) is an
isomorphism. 
Proposition 4.2. KX∗(X) is well-defined, that is, this is independent of the choice
of the anti-Cˇech system {U(k)}k∈N and the coarsening maps {ψk,l}k≤l.
Proof. Let {U(k)}k∈N be an anti-Cˇech system and let {ψk,l}k≤l be coarsening maps.
By Lemma 4.1, we can assume that ψk,l is injective. We denote by X the injective limit
of {U(k)}.
We compare {U(k)} with a special kind of an anti-Cˇech system of X defined as follows.
We take a subset Z of X and a constant C > 0 such that Pen(Z,C) = X and d(x, y) > 1
for any x, y ∈ Z with x 6= y. The existence of such a subset follows from Zorn’s lemma.
(See [26, Lemma 3.15].) We call Z a C-dense uniformly discrete subset of X . For each
k ∈ N, put UZ,C(k) := {Pen(z, (k + 1)C) ⊂ X |z ∈ Z} which is a locally finite cover of
X since X is proper. For each k ∈ N, diameter of any element of UZ,C(k) is at most
2(k + 1)C and the Lebesgue number of UZ,C(k) is at least kC. Hence {UZ,C(k)}k∈N is
an anti-Cˇech system of X . We have a proper simplicial map ιk,l : |UZ,C(k)| → |UZ,C(l)|
induced by UZ,C(k) ∋ Pen(z, (k + 1)C) 7→ Pen(z, (l + 1)C) ∈ UZ,C(l) for each k ∈ N and
l ∈ N with k ≤ l. We denote the inductive limit by XZ,C. Also we denote the induced
map |UZ,C(k)| → XZ,C by ιk,∞ for each k ∈ N. Note that ιk,l is injective for any k ∈ N
and l ∈ N ∪ {∞} with k ≤ l.
We prove that RK∗(X ) and RK∗(XZ,C) are canonically isomorphic. Then we have the
desired conclusion. We take an increasing sequence {kj ∈ N} such that for each j, the
cover U(j) is an refinement of UZ,C(kj). Then for each j ∈ N, we can choose an coarsening
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map fj : U(j)→ UZ,C(kj) such that the following diagram:
|U(1)|
ψ1,2
//
f1

|U(2)|
ψ2,3
//
f2

· · ·
|UZ,C(k1)|
ιk1,k2 // |UZ,C(k2)|
ιk2,k3 // · · ·
is commutative without arranging any maps in both horizontal lines.
Next, we take an increasing sequence {k′j ∈ N} such that for each j, UZ,C(kj) and U(k
′
j)
are respectively refinement of U(k′j) and U(k
′
j+1). Then we can choose coarsening maps
gj : UZ,C(kj)→ U(k
′
j) and ψ
′
k′j ,k
′
j+1
: U(k′j)→ U(k
′
j+1) such that the following diagram:
|UZ,C(k1)|
ιk1,k2 //
g1

|UZ,C(k2)|
ιk2,k3 //
g2

· · ·
|U(k′1)|
ψ′
k′1,k
′
2 // |U(k′2)|
ψ′
k′2,k
′
3 // · · ·
is commutative. We note that ψ′
k′j ,k
′
j+1
is contiguous to ψk′
j
,k′
j+1
and that gj◦fj is contiguous
to ψj,k′j . We denote by X
′ the inductive limit of the second horizontal line. We remark
that there are no canonical map from X ′ to X in general.
Again, we take an increasing sequence {k′′j ∈ N} such that for each j, covers U(k
′
j) and
UZ,C(k
′′
j ) are respectively refinements of UZ,C(k
′′
j ) and UZ,C(k
′′
j+1). Then we can choose
coarsening maps hj : U(k
′
j)→ UZ,C(k
′′
j ) and ι
′
k′′j ,k
′′
j+1
: UZ,C(k
′′
j )→ UZ,C(k
′′
j+1) such that the
following diagram:
|U(k′1)|
ψ′
k′1,k
′
2 //
h1

|U(k′2)|
ψ′
k′2,k
′
3 //
h2

· · ·
|UZ,C(k
′′
1)|
ι′
k′′1 ,k
′′
2 // |UZ,C(k
′′
2)|
ι′
k′′2 ,k
′′
3 // · · ·
is commutative. We note that ι′k′′j ,k′′j+1
is contiguous to ιk′′j ,k′′j+1 and that hj ◦gj is contiguous
to ιkj ,k′′j . We denote by X
′
Z,C the inductive limit of the second horizontal line. We remark
that there are no canonical map from X ′Z,C to XZ,C in general.
Now we have a sequence of maps
X
f∞
// XZ,C
g∞
// X ′
h∞ // X ′Z,C ,
where we put f∞ := lim−→
fj , g∞ := lim−→
gj and h∞ := lim−→
hj. We prove that all maps induce
isomorphisms of representable K-theory. Indeed we show that g∞◦f∞ and h∞◦g∞ induce
isomorphisms of their representable K-theory.
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We discuss only on the map g∞ ◦ f∞, since we can treat h∞ ◦ g∞ by the same way. We
consider the following commutative diagram:
|U(k′1)|
ψk′
1
,k′
2 // |U(k′2)|
ψk′
2
,k′
3 // · · ·
|U(1)|
ψ1,2
//
g1◦f1

ψ1,k′1
OO
|U(2)|
ψ2,3
//
g2◦f2

ψ2,k′2
OO
· · ·
|U(k′1)|
ψ′
k′1,k
′
2 // |U(k′2)|
ψ′
k′2,k
′
3 // · · · .
The inductive limit of the first line is identified with that of the second line by the induced
map lim
−→
ψj,k′j . Thus we also denote by X the inductive limit of the first line. By Milnor
exact sequence (4) and its functoriality (see [23, Theorem 5.8 (5)] and also Proposition
A.1), we have the following commutative diagram:
0 // lim
←−
1K∗−1(|U(k′j)|) //
lim←−
1(ψj,k′
j
)∗−1

RK∗(X )
lim
←−
ψk′
j
,∞
//
(lim−→ψj,k′j )
∗

lim
←−
K∗(|U(k′j)|) //
lim←−(ψj,k′j )
∗

0
0 // lim←−
1K∗−1(|U(j)|)) // RK∗(X )
lim
←−
ψj,∞
// lim←−K
∗(|U(j)|) // 0
0 // lim←−
1K∗−1(|U(k′j)|) //
lim←−
1(gj◦fj)
∗−1
OO
RK∗(X ′)
lim←−ψ
′
k′
j
,∞
//
(g∞◦f∞)∗
OO
lim←−K
∗(|U(k′j)|) //
lim←−(gj◦fj)
∗
OO
0.
Since lim
−→
ψj,k′j : X → X is the identity map, (lim−→
ψj,k′j)
∗ is an isomorphism. Also lim
←−
(ψj,k′j)
∗
is an isomorphism. Thus so is lim←−
1(ψj,k′j)
∗−1 by the five lemma. Since gj ◦ fj is contiguous
to ψj,k′j , both lim←−
1(gj ◦fj)
∗−1 and lim←−(gj ◦fj)
∗ are isomorphisms, thus so is (g∞ ◦f∞)
∗. 
By the definition and Milnor exact sequence (4), KX∗(−) satisfies axiom (iv).
Suppose we have a proper metric space Y and a coarse map f : X → Y . We take an
anti-Cˇech system {V(k)}k∈N of Y . We take an increasing sequence {kj ∈ N} such that
for each j, the covers U(j) and V(kj) are respectively refinement of U(kj) and V(kj+1).
Then we can choose a map fj : U(j) → V(kj) and φkj ,kj+1 : V(kj) → V(kj+1) such that
f(U) ⊂ fj(U) for any U ∈ U(j) and the following diagram is commutative.
|U(1)|
ψ1,2
//
f1

|U(2)|
ψ2,3
//
f2

· · ·
|V(k1)|
φk1,k2 // |V(k2)|
φk2,k3 // · · · .
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This induces a homomorphism f ∗ : KX∗(Y )→ KX∗(X), which does not depend on the
choice of anti-Cˇech systems, the maps fj and φkj ,kj+1. Let g : X → Y be another coarse
map which is close to f . Then we have f ∗ = g∗. These facts can be proved by the similar
arguments with the proof of Proposition 4.2, so we omit the details.
Let Z be a C-dense uniformly discrete subset of X . Then KX∗(Z) coincides with
the coarse K-theory of X defined by Emerson-Mayer[6]. Since Z and X are coarsely
equivalent, we have KX∗(Z) ∼= KX∗(X). Hence Emerson-Meyer’s definition and ours
are compatible.
Lemma 4.3. The coarse K-theory satisfies axiom (i).
Proof. Let {U(k)}k∈N be an anti-Cˇech system of X . Let ψk : U(k)→ U(k+1) denote
a coarsening map. Set V(k) := {U × [n, n + k] : U ∈ U(k), n ∈ N}. Then {V(k)} forms
an anti-Cˇech system of X × N. For k ∈ N and s ∈ N ∪ {0}, we define a simplicial map
φk,s : |V(k)| → |V(k + 1)| by
φk,s(U × [n, n + k]) :=
ψk(U)× [n, n+ k + 1] if n > s,ψk(U)× [n+ 1, n+ k + 2] if n ≤ s
where U ∈ U(k). Since φk,s is contiguous to φk,s+1, we have a proper homotopy
hk,s(t) : |V(k)| → |V(k + 1)|
between geometric realization of φk,s and φk,s+1 where t ∈ [s, s + 1]. Then we define a
continuous proper map Hk : |V(k)| × R≥0 → |V(k + 1)| by Hk(x, t) = hk,s(t)(x) where
s is an integer satisfying t ∈ [s, s + 1]. We remark that the restriction Hk(−, 0) is a
coarsening map φk,0. Thus the induced map φ
∗
k,0 : K
∗(|V (k + 1)|) → K∗(|V (k)|) factors
through K∗(|V (k)| × R≥0) = 0, so lim←−
K∗(|V(k)|) = lim
←−
1K∗(|V(k)|) = 0. Therefore
KX∗(X × R≥0) = 0. 
We need the following lemma to show that KX∗(−) satisfies axiom (ii).
Lemma 4.4. Let the following be a pullback diagram of σ-C∗-algebras:
Pk
g1,k
//
g2,k

A1,k
f1,k

A2,k
f2,k
// Bk,
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where we suppose that f1,k and f2,k are surjective for any k ∈ N. Let Πk : Pk+1 → Pk,
π1,k : A1,k+1 → A1,k, π2,k : A2,k+1 → A2,k and πk : Bk+1 → Bk be ∗-homomorphisms.
Suppose that the following diagram is commutative for every k ∈ N
Pk+1
Πk
##●
●●
●●
●●
●●
g1,k+1
//
g2,k+1

A1,k+1
π1,k
##●
●●
●●
●●
●
f1,k+1

Pk
g1,k
//
g2,k

A1,k
f1,k

A2,k+1
f2,k+1
//
π2,k
##●
●●
●●
●●
●
Bk+1
πk
##●
●●
●●
●●
●●
A2,k
f2,k
// Bk.
Then we have the following Mayer-Vietoris exact sequence:
// RK∗+1(lim←−Bk)
// RK∗(lim←−Pk)
// RK∗(lim←−A1,k)⊕RK∗(lim←−A2,k)
// .
Proof. We refer to the proof of [1, Theorem 21.2.2].
By taking projective limit, we have the following commutative diagram
P∞ := lim←−Pk
g2,∞
:=lim←−g2,k
//
g1,∞ :=lim←−g1,k

A1,∞ := lim←−A1,k
f1,∞ :=lim←− f1,k

A2,∞ := lim←−A2,k
f2,∞
:=lim←− f2,k
// B∞ := lim←−Bk,
which is not necessarily a pull-back diagram. Put for each k ∈ N ∪ {∞},
Ck := {(h1,k, h2,k) ∈ C0([0, 1))⊗A1,k ⊕ C0([0, 1))⊗ A2,k | f1,k(h1,k(0)) = f2,k(h2,k(0))} .
For a σ-C∗-algebra A, we denote by SA the suspension C0(0, 1)⊗A. For each k ∈ N∪{∞},
there is a canonical map ψk : Ck → SBk defined by
[ψk(h1,k, h2,k)](t) :=
{
f1,k(h1,k(1− 2t)) for t ≤
1
2
f2,k(h2,k(2t− 1)) for t ≥
1
2
.
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Then we have the following commutative diagram where two horizontal sequences are
both exact,
0 // lim
←−
1RK∗+1(Ck)
lim←−
1(ψk)∗+1

// RK∗(lim←−
Ck)
(ψ∞)∗

// lim
←−
RK∗(Ck)
lim←−(ψk)∗

// 0
0 // lim←−
1RK∗+1(SBk) // RK∗(S lim←−Bk)
// lim←−RK∗(SBk)
// 0.
Since (ψk)∗ is an isomorphism for each k, so is a map (ψ∞)∗.
We have the following
0 // SA1,k+1 ⊕ SA2,k+1 //

Ck+1 //

Pk+1 //

0
0 // SA1,k ⊕ SA2,k // Ck // Pk // 0.
Here each horizontal sequence is exact. (See [22, Section 2].) Since the left vertical map
is surjective by the given condition, we have an exact sequence
0→ SA1,∞ ⊕ SA2,∞ → C∞ → P∞ → 0.
We define κ∞ : SA1,∞ ⊕ SA2,∞ → SB∞ as the restriction of ψ∞. Then we have the
following exact sequence
// RK∗+1(P∞)
∂ // RK∗(SA1,∞ ⊕ SA2,∞)
(κ∞)∗ **❚❚❚
❚❚❚
❚❚❚
❚❚❚
❚❚❚
//
∼=

RK∗(C∞) //
∼=(ψ∞)∗

RK∗(SA1,∞)⊕RK∗(SA2,∞) RK∗(SB∞)
This gives the desired exact sequence by RK∗+1(−) ∼= RK∗(S−). 
Proof of Proposition 3.8 for KX∗(−). We prove that KX∗(−) satisfies axiom (ii). Let X
be a space with a proper metric d. We take a C-dense uniformly discrete subset Z of X .
We denote UZ,C(k) in Proof of Claim 4.2 by U(k) in this proof. It is straightforward to
show the following claim.
Claim 4.5. Let L ⊂ X be a closed subset. By restriction, we have an anti-Cˇech system
{L ∩ U(k) := {L ∩ U |U ∈ U(k)}}k∈N of L. Also we consider the subcomplex |U(k)
L| of
|U(k)| completely spanned by U(k)L := {U ∈ U(k) |L ∩ U 6= ∅} for each k ∈ N. Then
we have an injective proper simplicial map |L ∩ U(k)| →֒ |U(k)L| induced by L ∩ U(k) ∋
L ∩ U 7→ U ∈ U(k)L. This induces an isomorphism from lim←−C0(|U(k)
L|) to lim←−C0(|L ∩
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U(k)|) as σ-C∗-algebras and thus induces an isomorphism from RK∗(lim←−C0(|U(k)
L|)) to
RK∗(lim←−
C0(|L ∩ U(k)|))
Note that KX∗(L) = RK∗(lim←−C0(|L ∩ U(k)|)) in the above.
Now we consider an ω-excisive decomposition X = A ∪ B. Then |U(k)| = |U(k)A| ∪
|U(k)B| is an excisive decomposition as simplicial complexes. Hence we have the following
projective system of pull-back diagrams of C∗-algebras:
C0(|U(k)|) //

C0(|U(k)
B|)

C0(|U(k)
A|) // C0(|U(k)
A| ∩ |U(k)B|).
Since |U(k)L| → |U(k + 1)L| is injective for any closed subspace L ⊂ X , Lemma 4.4
implies the following exact sequence:
· · · → RK∗(lim←−C0(|U(k)
A|))⊕ RK∗(lim←−C0(|U(k)
B|))→ RK∗(lim←−C0(|U(k)|))
→ RK∗−1(lim←−
C0(|U(k)
A| ∩ |U(k)B|))→ · · · .
It follows from Claim 4.5 that KX∗(A), KX∗(B) and KX∗(X) are naturally isomorphic
to RK∗(lim←−
C0(|U(k)
A|)), RK∗(lim←−
C0(|U(k)
B|)) and RK∗(lim←−
C0(|U(k)|)), respectively.
Now we prove that RK∗(lim←−C0(|U(k)
A|∩|U(k)B|)) is naturally isomorphic to KX∗(A∩
B). We have a natural injection |U(k)A∩B| →֒ |U(k)A| ∩ |U(k)B|. Also we have |U(k)A| ∩
|U(k)B| →֒ |U(k)Pen(A,2(k+1)C)∩Pen(B,2(k+1)C)|. Since X = A ∪ B is an ω-excisive decompo-
sition, there exists k′ ∈ N such that Pen(A, 2(k + 1)C) ∩ Pen(B, 2(k + 1)C) ⊂ Pen(A ∩
B, 2(k′ + 1)C). Hence we have |U(k)Pen(A,2(k+1)C)∩Pen(B,2(k+1)C)| →֒ |U(k)Pen(A∩B,2(k
′+1)C)|.
Then we have |U(k)Pen(A∩B,2(k
′+1)C)| →֒ |U((k + 2k′ + 3)C)A∩B|. By taking an increasing
sequence {kj ∈ N}j, we have the following commutative diagram:
|U(k1)
A∩B|

// |U(k2)
A∩B|

// |U(k3)
A∩B|

// · · ·
|U(k1)
A| ∩ |U(k1)
B|
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
// |U(k2)
A| ∩ |U(k2)
B|
55❥❥❥❥❥❥❥❥❥❥❥❥❥❥❥
// |U(k3)
A| ∩ |U(k3)
B|
77♦♦♦♦♦♦♦♦♦♦♦♦♦
// · · · .
This implies that lim←−C0(|U(kj)
A∩B|) ∼= lim←−C0(|U(kj)
A| ∩ |U(kj)
B|). By combining Claim
4.5, we have that RK∗(lim←−C0(|U(k)
A|∩ |U(k)B|)) is naturally isomorphic to KX∗(A∩B).
Hence we have the desired exact sequence:
· · · → KX∗(A)⊕KX∗(B)→ KX∗(X)→ KX∗+1(A ∩ B)→ · · · .
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We can easily confirm its functoriality.
Now we show thatKX∗(−) satisfies axiom (iii). We have a proper continuous mapX →
|U(1)| by using partition of unity (see [17, Section 3]). Then we have a ∗-homomorphism
lim←−C0(|U(k)|) → C0(X). This induces the character map c : KX
∗(X) → K∗(X). It
follows from Proof of the axiom (ii) that the character maps preserve Mayer-Vietoris se-
quences for ω-excisive decomposition. Also the character map for a uniformly contractible
proper metric space with bounded geometry is an isomorphism by [6, Theorem 4.8]. We
can confirm that this does not depend on the choice of partition of unity and so on.
Finally we show that KX∗(−) satisfies axiom (v). We consider a proper continuous
map ǫ : X → |U(1)| in the above. Then we can give a proper coarse structure on |U(k)|
such that ιi,k ◦ ǫ : X → |U(k)| is a coarse equivalence by using Proposition 2.9. Hence if
W is a corona of X , then W is naturally a corona of |U(k)| for each k ∈ N. We have the
following diagram
0 // C0(|U(k + 1)|) //

C(|U(k + 1)| ∪W ) //

C(W ) //
=

0
0 // C0(|U(k)|) // C(|U(k)| ∪W ) // C(W ) // 0,
where we can assume that left vertical map is surjective without loss of generality. Hence
we have
0 // lim←−C0(|U(k)|)
// lim←−C(|U(k)| ∪W )
// C(W ) // 0.
The map ǫ induces the following:
0 // lim
←−
C0(|U(k)|) //

lim
←−
C(|U(k)| ∪W ) //

C(W ) //
=

0
0 // C0(X) // C(X ∪W ) // C(W ) // 0.
Since the inclusion C→ C(W ) factors through lim
←−
C(|U(k)| ∪W )→ C(W ), we have
K˜∗−1(W )
TW //
∂
&&▼▼
▼▼
▼▼
▼▼
▼▼
KX∗(X)
c

K∗(X).
From the construction, it is easy to see that the transgression map is natural in the sense
of axiom (v). 
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4.2. The coarse co-assembly map. Let X be a proper metric space. We denote by
B(H) the C∗-algebra of bounded linear operators on a separable infinite dimensional
Hilbert space H. We also denote by K the C∗-algebra of compact operators on H.
Definition 4.6 ([6]). We let c¯r be the C∗-algebra of bounded continuous B(H)-valued
Higson functions on X such that f(x)− f(y) ∈ K for all x, y ∈ X . The quotient cr(X) :=
c¯
r(X)/C0(X,K) is called the reduced stable Higson corona of X .
See [6, Definition 4.3] for the unreduced stable Higson corona.
Proposition 4.7 ([6]). The assignment X 7→ cr(X) is a contravariant functor from
the coarse category to the category of C∗-algebras.
Let {Un} be an anti-Cˇech system of X . We fix coarsening maps |Un| → |Un+1| and put
X := lim−→|Un|. Then we have canonical maps Ψn : |Un| → X . We put
C0(X ,K) := {f : X → K : f ◦Ψn ∈ C0(|Un|,K) for all n ∈ N};
c¯
r(X ) := {f : X → B(H) : f ◦Ψn ∈ c¯
r(|Un|) for all n ∈ N}.
Both of C0(X ,K) and c¯
r(X ) are σ-C∗-algebras. We have
C0(X ,K) = lim←−C0(|Un|,K), c¯
r(X ) = lim←− c¯
r(|Un|).
Since coarsening maps X → |Un| and |Un| → |Un+1| are coarse equivalences, Proposi-
tion 4.7 implies that the projective limit
c
r(X ) := lim
←−
c
r(|Un|)
is again a C∗-algebra, which is isomorphic to cr(X). The following sequences of σ-C∗-
algebras is exact ([6, Lemma 3.12]).
0→ C0(X ,K)→ c¯
r(X )→ cr(X )→ 0.(5)
Definition 4.8 ([6]). Let X be a proper metric space. The coarse co-assembly map
for X is the map
µ∗ : K∗+1(c
r(X))→ KX∗(X)
that is obtained from the connecting map of the exact sequence (5).
Proposition 4.9 (Emerson-Meyer, Willett). TheK-theory of the reduced stable Higson
corona is a generalized coarse cohomology theory.
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Proof. The axiom (i) follows from [6, Theorem 5.2.]. The axiom (ii) is proved in [29,
Proposition 4.3.6]. 
The Mayer-Vietoris exact sequences for both of K∗(c
r(−)) and KX∗(−) come from the
general notion of the Mayer-Vietoris exact sequence associated to a pull-back diagram of
C∗-algebras. (See [1, Theorem 21.2.2].) Therefore, the connecting maps in both of these
exact sequences and coarse co-assembly maps are naturally commutative. That is, for an
ω-excisive decomposition X = A ∪ B of a proper metric space X , we have the following
commutative diagram,
// Kp+1(c
r(X)) //

Kp+1(c
r(A))⊕Kp+1(c
r(B)) //

Kp+1(c
r(A ∩ B)) //

// KXp(X) // KXp(A)⊕KXp(B) // KXp(A ∩B) //
where both of horizontal sequences are exact and vertical maps are coarse co-assembly
maps.
5. Coarse cohomology of hyperbolic metric spaces
In this section, we summarize the result of [25] and [17] from the view point of the coarse
cohomology theories. LetM∗ be the K-theory or the Alexander-Spanier cohomology with
compact supports and let MX∗ be its coarsening.
5.1. The transgression map of the open cone. Let Y be a compact subset of the unit
sphere in a separable Hilbert space H . The open cone on Y , denoted OY , is the set of all
non-negative multiples of points in Y . The closed cone CY = {tx ∈ H : t ∈ [0, 1], x ∈ Y }
is a compactification of OY and Y is a corona of it. By axiom (v), there is a commutative
diagram. (See also [26, Example 5.28].)
MXq(OY )
c

M˜ q−1(Y )
TY
88qqqqqqqqqq
∂
&&▼▼
▼▼
▼▼
▼▼
▼▼
▼
M q(OY )
(6)
Here TY is a transgression map and ∂ is the boundary map in the long exact cohomology
sequence for Y ⊂ CY .
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Lemma 5.1. The character map c : MXq(OY )→M q(OY ) and the transgression map
TY : M˜
q−1(Y )→MXq(OY ) are isomorphisms.
Proof. First, we consider a cohomology long exact sequence for Y ⊂ CY . Since CY
is homotopic to one point, the long exact sequence splits and we obtain
0→M q−1(CY )→M q−1(Y )
∂
−→M q(OY )→ 0.
Hence ∂ : M˜ q−1(Y )→M q(OY ) is an isomorphism.
Next, let {Ui} be an anti-Cˇech system ofOY constructed in the proof of [17, Proposition
4.3] (see also [9, Appendix B]). Then it is shown that:
• Each |Ui| is equipped with a proper coarse structure which is coarsely equivalent
to OY , so Y is also a corona of |Ui|. Thus we have a coarse compactification
|Ui| := |Ui| ∪ Y .
• The coarsening map |Ui| → |Ui+1| covers the identity on Y .
• The extended map |Ui| → |Ui+1| is nullhomotopic.
By the argument similar to the proof of [17, Proposition 4.3], we can show that the bound-
ary map ∂ gives an isomorphism between M˜ q−1(Y ) and Im[M q(|Ui+1|)→M
q(|Ui|)]. This
implies lim←−
1M q(|Ui|) = 0 and M˜
q−1(Y ) ∼= lim←−M
q(|Ui|). Thus it follows from axiom (iv)
that the character map c : MXq(OY ) → M q(OY ) is an isomorphism. Now the diagram
(6) shows that the transgression map TY is an isomorphism. 
5.2. Hyperbolic spaces. Let X be a proper geodesic space which is hyperbolic in the
sense of Gromov. Roe [25] showed that the Gromov boundary of X , denoted by ∂X ,
is a corona of X . Higson-Roe [17] constructed a coarse map O(∂X) → X and showed
that it is a coarse homotopy equivalence. Thus by coarse homotopy invariance, we have
MX∗(X) ∼= MX∗(O(∂X)). For details, see [17, Section 8] and [29, Section4.7]. By the
same reason, we have K∗(c
r(X)) ∼= K∗(c
r(O(∂X))). Willett [29, Section 4.5] showed that
the coarse co-assembly map for the open cone O(∂X) is an isomorphism. Therefore we
have the following.
Proposition 5.2. Let X be a proper geodesic space which is hyperbolic in the sense of
Gromov. Then the coarse co-assembly map µ∗ : K∗+1(c
r(X)) → KX∗(X) is an isomor-
phism.
It is easy to see that the coarse map O(∂X)→ X covers the identity on ∂X . Therefore,
by Lemma 5.1, axiom (v) and coarse homotopy invariance, we have the following.
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Corollary 5.3. Let X be a non-compact proper geodesic space which is hyperbolic in
the sense of Gromov. The transgression maps
T∂X : KX∗(X)→ K˜∗−1(∂X);
T∂X : K˜
∗−1(∂X)→ KX∗(X);
T∂X : H˜
∗−1(∂X)→ HX∗(X).
are isomorphisms.
6. Relatively hyperbolic groups
Let G be a finitely generated group with a finite family of infinite subgroups P =
{P1, . . . Pk}. Groves and Manning [15] introduced an augmented space on which G acts
properly discontinuously by isometries. The augmented space characterize hyperbolic-
ity of G relative to P. We review the construction and show that there exists a weak
coarsening of the augmented space for cohomology theories.
Remark 6.1. Suppose that G is hyperbolic relative to P. If P = ∅, then G is hyperbolic
and thus Theorem 1.1 and Theorem 1.2 follow from Proposition 5.2 and Corollary 5.3. If
G ∈ P then P = {G}, thus Theorem 1.1 and Theorem 1.2 are trivial. It is well known
that all elements are of infinite index of G if G /∈ P.
From now on, we assume that P is not empty and all elements of P are of infinite index
in G.
6.1. The augmented space.
Definition 6.2. Let (P, d) be a proper metric space. The combinatorial horoball based
on P , denoted by H(P ), is the graph defined as follows:
(a) H(P )(0) = P × (N ∪ {0}).
(b) H(P )(1) contains the following two type of edges:
(i) For each l ∈ N∪{0} and p, q ∈ P , if 0 < d(p, q) ≤ 2l then there is a horizontal
edge connecting (p, l) and (q, l).
(ii) For each l ∈ N ∪ {0} and p ∈ P , there is a vertical edge connecting (p, l) and
(p, l + 1).
We endow H(P ) with the graph metric.
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When P is a discrete proper metric space, H(P ) is a proper geodesic space which is
hyperbolic in the sense of Gromov. (See [15, Theorem 3.8]). It is easy to see that H(P )
is coarsely flasque. The following is used in Section 7.
Lemma 6.3. Let P be a proper metric space. We suppose that P is discrete. Then the
Gromov compactification of the combinatorial horoball H(P ) is a one-point compactifica-
tion of P . Thus the Gromov boundary of H(P ) consists of one point, called the parabolic
point of H(P ).
Proof. See Lemma 3.11. in [15]. 
Let G be a finitely generated group with a finite family of infinite subgroups P =
{P1, . . . , Pk}. We take a finite generating set S for G. We assume that S is symmetrized,
so that S = S−1. We endow G with the left-invariant word metric dS with respect to S.
Definition 6.4. Let G and P be as above. An order of the cosets of (G,P) is a
sequence {gn}n∈N such that gi = e for i ∈ {1, . . . , k}, and for each r ∈ {1, . . . , k}, the map
N→ G/Pr : a 7→ gak+rPr is bijective. Thus the set of all cosets
⊔k
r=1G/Pr is indexed by
the map N ∋ i 7→ giP(i). Here (i) denotes the remainder of i divided by k.
We fix an order {gn}n∈N of the cosets of (G,P). Each coset giP(i) has a proper metric
di which is the restriction of dS . Let Γ be the Cayley graph of (G,S). There exists a
natural embedding ψi : H(giP(i); {0}) →֒ Γ such that ψi(x, 0) = x for all x ∈ giP(i).
Definition 6.5. The augmented space X(G,P,S) is obtained by pasting H(giP(i)) to
Γ by ψi for all i ∈ N. Thus we can write it as follows:
X(G,P,S) := Γ ∪
⋃
i∈N
H(giP(i)).
Remark 6.6. The vertex set of X(G,P,S) can naturally identified with the disjoint
union of G and the set of 3-tuple (i, p, l), where i ∈ N, p ∈ giP(i), and l ∈ N. We sometimes
denote g ∈ giP(i) by (i, g, 0) for simplicity.
Definition 6.7. A groupG is hyperbolic relative to P if the augmented spaceX(G,P,S)
is hyperbolic in the sense of Gromov.
Groves and Manning [15] showed that the above definition is equivalent to the original
one by Gromov.
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6.2. Weak coarsening of relatively hyperbolic groups. In this section, we construct
a topological counterpart of the augmented space, which is the key to the proof of Theo-
rem 1.1 and Theorem 1.2. Let G be a finitely generated group which is hyperbolic relative
to P = {P1, . . . , Pk}. Here we assume that for r ∈ {1, . . . , k}, each Pr admits a finite Pr-
simplicial complex EPr which is a universal space for proper actions. By [9, Appendix A],
there exists a finite G-simplicial complex EG which is a universal space for proper actions
such that all EPr are embedded in EG. We can assume that G is naturally embedded in
the set of vertices of EG and giP(i) is embedded in giEP(i).
We define an embedding ηi : giEP(i) × {0} →֒ EG as ηi(x, 0) = x. We define a space
EX(G,P) in LCSH by pasting giEP(i) × [0,∞) to EG by ηi for all i ∈ N. Thus we can
write it as follows:
EX(G,P) := EG ∪
⋃
i∈N
(giEP(i) × [0,∞)).
In the rest of this section, we show that EX(G,P) is a weak coarsening of X(G,P,S),
that is, MX∗(X(G,P,S)) ∼= M∗(EX(G,P)). Here M∗ is the K-theory K∗ or the
Alexander-Spanier cohomology with compact support H∗c .
We can regard EX(G,P) as a metric simplicial complex in the sense of [17, Definition
3.1]. However, the bounded coarse structure associated to this metric is not coarsely
equivalent to X(G,P,S). Therefore we equip EX(G,P) with a pull-back coarse structure
as follows.
Let X(G,P,S)(0) denote the 0-skeletons of X(G,P,S). Since G and Pr for r =
1, . . . , k are embedded respectively into EG and EPr, there is a natural embedding
ι : X(G,P,S)(0) →֒ EX(G,P). We define a left inverse ϕ of ι as follows. We take a
finite subcomplex ∆ ⊂ EG containing a fundamental domain of EG. We may assume
that ∆r := ∆ ∩ EPr contains a fundamental domain of EPr for r = 1, . . . , k without loss
of generality. Then we can write EX(G,P) as follows.
EX(G,P) =
⋃
g∈G
g∆ ∪
⋃
i∈N
⋃
h∈P(i)
gih∆(i) × (0,∞).
For every x ∈ EG, we choose gx ∈ G such that x ∈ gx∆ and put ϕ(x) := gx ∈ Γ. For
(x, t) ∈ gih∆(i) × (0,∞), we put ϕ(x, t) := (i, gih, [t]) ∈ H(giP(i)) where [t] denotes the
integral part of t. We equip EX(G,P) with a pullback coarse structure by ϕ. It is easy to
see that ι and ϕ satisfy the conditions in Proposition 2.9 and Proposition 2.11. Therefore
EX(G,P) is a proper coarse space which is coarsely equivalent to X(G,P,S). By the
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construction, EG and EPi with the restricted coarse structure are respectively coarsely
equivalent to G and Pi. Since G is finitely generated, EG has bounded geometry in the
sense of [27, Definition 3.9] and is uniformly contractible in the sense of [27, Definition
5.24], and so does EPi.
In Section 2.3 and Section 3.1 of [9], the followings are defined.
(a) An anti-Cˇech system {Un}n of X(G,P,S).
(b) Coarsening maps αn : Un → Un+1.
(c) Subsets Xn, Yn,Zn of Un.
(d) An anti-Cˇech system {EUn}n of EX(G,P) in the sense of [27, Definition 5.36].
(e) Simplicial maps φn : EUn → Un+1.
A partition of unity defines a continuous map ψ : EX(G,P) → EU1. For n ≥ 3, set
Fn := αn−1 ◦ · · · ◦ α2 ◦ φ1 ◦ ψ : EX(G,P) → |Un|. We remark that the image of the
restriction of Fn to EG lies on |Xn|. Then we have the following commutative diagram.
// Mp(|Un+1|) //

Mp(|Xn+1|)⊕M
p(|Yn+1|) //

Mp(|Zn+1|) //

// Mp(|Un|) //

Mp(|Xn|)⊕M
p(|Yn|) //

Mp(|Zn|) //

// Mp(EX(G,P)) // Mp(EG) // Mp(
⊔
i∈N giEP(i))
// .
Here a map Mp(|Xn|) ⊕ M
p(|Yn|) → M
p(EG) is given by (a, b) 7→ F ∗n(a). Since EG
and EPi are of bounded geometry, uniformly contractible coarse spaces, by the same
way as in the proof of [17, Proposition 3.8], taking subsequence if necessary, we can
show that Im[M∗(|Xn+1|) → M
∗(|Xn|)] ∼= M
∗(EG) and Im[M∗(|Zn+1|) → M
∗(|Zn|)] ∼=
M∗(
⊔
i∈N giEP(i)) for all n ≥ 1. By the same argument as in the proof of [9, Lemma 2.7],
we can show that Im[M∗(|Yn+1|) → M
∗(|Yn|)] = 0. Thus by diagram chasing, we
have Im[M∗(|Un+1|) → M
∗(|Un|)] ∼= M
∗(EX(G,P)) for all n ≥ 1. Therefore we have
lim←−
1M∗(|Un|) = 0 and lim←−M
∗(|Un|) ∼= M
∗(EX(G,P)). By axiom (iv), we have the fol-
lowing conclusion.
Proposition 6.8. The space EX(G,P) is a weak coarsening of X(G,P,S), that is,
MX∗(X(G,P,S)) ∼= M∗(EX(G,P)).
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We use the following notations introduced in [9]
Xn := Γ ∪
⋃
i>n
H(giP(i));
X∞ :=
⋂
n>0
Xn;
EXn := EG ∪
⋃
i>n
(giEP(i) × [0,∞));
EX∞ :=
⋂
n>0
EXn.
We remark that X0 = X(G,P,S), X∞ = Γ, EX0 = EX and EX∞ = EG. We note that
the definition of Xn is slightly different from the one in [9], that is, the index is shifted
by one. By the Mayer-Vietoris argument and Proposition 6.8, we have the following
Proposition 6.9. The following is commutative for all n ∈ N
MX∗(Xn)

∼= // M∗(EXn)

MX∗(Xn+1)
∼= // M∗(EXn+1).
By the continuity ofM∗, we have lim−→M
∗(EXn) ∼= M
∗(EG). Since EG is a finite model,
we have MX∗(G) ∼= M∗(EG). Hence Proposition 6.9 implies the following.
Corollary 6.10. We have an isomorphism lim−→MX
∗(Xn) ∼= MX
∗(G).
6.3. Coarse assembly map and its dual. In this section, we give a proof of The-
orem 1.1. The first statement is proved in [9]. The second statement is proved by a
similar way. We suppose that P satisfies the condition in Theorem 1.1, that is, the coarse
co-assembly map is an isomorphism for all P ∈ P.
By Proposition 5.2, the coarse co-assembly map µ∗ : K∗+1(c
r(X0)) → KX
∗(X0) is an
isomorphism. Since Xn = Xn+1 ∪H(gn+1P(n+1)) is an ω-excisive decomposition, by using
the Mayer-Vietoris sequences, we can show that for all n ∈ N, the coarse co-assembly
map µ∗ : K∗+1(c
r(Xn))→ KX
∗(Xn) is an isomorphism. Finally, by the continuity of the
K-theory and Corollary 6.10 we have
lim−→K∗+1(c
r(Xn))
∼=

∼= // lim−→KX
∗(Xn)
∼=

K∗+1(c
r(G)) // KX∗(G).
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The following is a somewhat converse statement of Theorem 1.1. However, we assume
nothing on universal spaces for proper actions.
Proposition 6.11. Let G be a group which is hyperbolic relative to P.
(a) If µ∗ : KX∗(G) ∼= K∗(C
∗(G)), then µ∗ : KX∗(P ) ∼= K∗(C
∗(P )) for every P ∈ P.
(b) If µ∗ : K∗−1(c
r(G)) ∼= KX∗(G), then µ∗ : K∗−1(c
r(P )) ∼= KX∗(P ) for every P ∈ P.
Proof. We fix r ∈ {1, . . . , k}. Set A := Γ∪
⋃
i 6=rH(giPi) and B := Γ∪H(grPr), Then
X(G,P,S) = A ∪B and B = Γ ∪H(grPr) are ω-excisive decompositions. By the Mayer-
Vietoris arguments for A ∪B, we have µ∗ : KX∗(B)→ K∗(C
∗(B)) and µ∗ : K∗(c
r(B))→
KX∗(B) are both isomorphisms. By the Mayer-Vietoris arguments for B = Γ∪H(grPr),
we have µ∗ : KX∗(Γ ∩ H(grPr)) → K∗(C
∗(Γ ∩ H(grPr))) and µ
∗ : K∗(c
r(Γ ∩ H(grPr)) →
KX∗(Γ∩H(grPr)) are both isomorphisms. Here we use the fact that H(grPr) is coarsely
flasque. Since Γ ∩H(grPr) is coarsely equivalent to Pr, we have the conclusion. 
7. Corona of relatively hyperbolic groups
In this section, we construct a corona of a relatively hyperbolic group. Here we sketch
the construction. Let (G,P) be a relatively hyperbolic group. We fix a generating set
S of G and an order {gn}n∈N of the cosets of (G,P) in the sense of Definition 6.4. The
Bowditch boundary ∂X(G,P,S) contains no information on a maximal parabolic sub-
group P because all orbits by P go to a single parabolic point s ∈ ∂X(G,P,S). We
remove the parabolic point s and equip ∂X(G,P,S) \ {s} with a coarse structure which
is coarsely equivalent to P . Let (W, ζ) be a corona of P . Then (W, ζ) is also a corona of
∂X(G,P,S) \ {s}. Thus we obtain a blown-up ∂X(G,P,S) \ {s} ∪W . Repeating this
procedure to all parabolic points, we obtain a corona ∂X∞ of G.
7.1. A coarse structure on the complement of a parabolic point. Let G be a
group which is hyperbolic relative to P. For p, x, y ∈ X(G,P,S), we denote by (x|y)p the
Gromov product
(x|y)p :=
1
2
(d(x, p) + d(y, p)− d(x, y)).
We denote by [x, y] a geodesic connecting x and y. Since X(G,P,S) is hyperbolic in the
sense of Gromov, there exists δ0 > 0 such that every geodesic triangle is δ0-thin, that is, for
any x, y, z ∈ X(G,P,S), and for any u ∈ [x, y] and v ∈ [x, z], if d(x, u) = d(x, v) ≤ (y|z)x,
then d(u, v) ≤ δ0. For details, see [12, Chapter 2].
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Two geodesic rays in X(G,P,S) are said to be equivalent if the Hausdorff distance of
their images is finite. For a geodesic ray l : [0,∞) → X(G,P,S), we denote by [l] the
equivalent class of l. We also write l(∞) = [l]. The Gromov boundary of X(G,P,S),
denoted by ∂X(G,P,S), consists of equivalent classes of geodesic rays. It carries a natural
topology and X(G,P,S) := X(G,P,S)∪∂X(G,P,S) is a compactification of X(G,P,S).
The Gromov product is extended on X(G,P,S) as follows. For u, v ∈ X(G,P,S) and
p ∈ X(G,P,S), we put
(u|v)p := sup lim inf
i,j→∞
(xi|yj)p
where the supremum is taken over all sequences (xi)i≥1 and (yi)i≥1 tending to u and v,
respectively. For details, see [12, Chapter 7]. Let l0, l1 : [0,∞) → X(G,P,S) be geodesic
rays such that p := l0(0) = l1(0). Then it is easy to see that (l0(s)|l1(t))p is non-decreasing
for all s, t ≥ 0, thus we have ([l0]|[l1])p ≥ (l0(s)|l1(t))p for all s, t ≥ 0. The following is
known.
Lemma 7.1. In the above setting, there exists t0 such that for all s, t ≥ t0, we have
(l0(s)|l1(t))p ≥ ([l0]|[l1])p − 3δ0.
Proof. The lemma follows immediately from [12, Remark 7.2.8]. 
The augmented space have the following tautness.
Lemma 7.2. The augmented space X(G,P,S) is taut, in fact, for any vertex x ∈
X(G,P,S), there exists a bi-infinite geodesic l : (−∞,∞) → X(G,P,S) such that x lies
on l.
Proof. Take any vertex (i, g, n) ∈ X(G,P,S). (See Remark 6.6, we often use this
notation.) We choose j ∈ N such that H(giP(i)) ∩ H(gjP(j)) = ∅. Then we choose a
shortest geodesic γ : [0, a]→ X(G,P,S) connecting H(giP(i)) and H(gjP(j)). We remark
that its end points p := l(0) and q := l(a) lie respectively on giP(i) and gjP(j). We take
the vertical ray γ− : [0,∞) → X(G,P,S) from p to the parabolic point si of H(giP(i)).
Also we take the vertical ray γ+ : [0,∞)→ X(G,P,S) from q to parabolic point point sj
of H(gjP(j)). Then γ−([0,∞)) ∪ l([0, a]) ∪ γ+([0,∞)) is a bi-infinite geodesic from si to
sj. There exists h ∈ G such that (i, g, n) = (i, hp, n). Then (i, g, n) lies on the bi-infinite
geodesic h(γ−([0,∞)) ∪ l([0, a]) ∪ γ+([0,∞))). 
Let Nδ0 be an integer greater than δ0+1. We fix i ∈ N and putX
i := Γ∪
⋃
j 6=iH(gjP(j)).
Set ei := (i, gi, Nδ0) as in remark 6.6. There exists a metric ρi on ∂X(G,P,S) which is
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compatible with the topology and satisfying that there exists constants A,C > 0 such
that for any u, v ∈ ∂X(G,P,S), we have A−1e−C(u|v)ei ≤ ρi(u, v) ≤ Ae
−C(u|v)ei .
Let si be the parabolic point of the combinatorial horoball H(giP(i)). Set Pˆi :=
∂X(G,P,S)\{si}. We equip Pˆi with the subspace topology, as a subspace of ∂X(G,P,S).
Let l : R≥0 → X(G,P,S) be a geodesic ray such that l(0) = ei and l(∞) 6= si. We define
ni(l) := max{n : l(n) ∈ giP(i)}. By [15, Lemma 3.10], we can assume that geodesic seg-
ments l([0,∞))∩H(giP(i)) consist of at most two vertical segments and a single horizontal
segment of length at most 3.
Lemma 7.3. For any vertex x ∈ X i, there exists a geodesic ray lx : [0,∞)→ X(G,P,S)
and tx ∈ [0,∞) such that lx(0) = ei, lx(∞) 6= si, lx(tx) ∈ X
i and d(x, lx(tx)) ≤ 2δ0.
Proof. By Lemma 7.2, there exists a geodesic l : (−∞,∞) → X(G,P,S) and sx ∈
(−∞,∞) such that x = l(sx). Let l1, l2 : [0,∞)→ X(G,P,S) be geodesic rays such that
l1(0) = l2(0) = ei, l1(∞) = l(−∞), and l2(∞) = l(∞). We consider a geodesic triangle
l1([0,∞))∪ l((−∞,∞))∪ l2([0,∞)). We can assume without loss of generality that l(sx)
is contained in a δ0-neighborhood of l1([0,∞)). Therefore there exists t
′
x ∈ [0,∞) such
that d(l(sx), l1(t
′
x)) ≤ δ0. Suppose that l1(∞) = si. Then l1([0,∞)) ⊂ H(giP(i); [Nδ0 ,∞)),
so x lies on the δ0-neighborhood of H(giP(i); [Nδ0 ,∞)). This contradicts that Nδ0 > δ0.
Thus l1(∞) 6= si. Set lx := l1. Then we have d(x, lx(t
′
x)) ≤ δ0. If lx(t
′
x) ∈ X
i, then set
tx := t
′
x, otherwise set tx := ni(lx). Then d(x, lx(tx)) ≤ 2δ0. 
In the rest of this section, we fix the following notations. For any vertex x ∈ X i, we
choose a geodesic ray lx and tx ∈ [0,∞) satisfying the statement of Lemma 7.3. For any
point u ∈ Pˆi, we choose a geodesic ray l
u such that lu(0) = ei and u = [l
u].
Lemma 7.4. Let x ∈ X i be a vertex. Set u = [lx]. There exists sx ∈ [0,∞) such that
lu(sx) ∈ X
i and d(x, lu(sx)) ≤ 4δ0.
Proof. The Hausdorff distance of lx and l
u is at most δ0. Thus there exists s
′
x ∈ [0,∞)
such that d(lx(tx), l
u(s′x)) ≤ δ0. If l
u(s′x) ∈ X
i, we put sx = s
′
x, otherwise we put
sx = ni(lu). Then by Lemma 7.3, d(x, l
u(sx)) ≤ 4δ0. 
Lemma 7.5. Let l1 : [0, a] → X(G,P,S) and l2 : [0, b] → X(G,P,S) be geodesics such
that l1(0) = l2(0) = ei, and both of l1(a) and l1(b) lie on X
i. Then
d(l1(ni(l1)), l2(ni(l2))) ≤ d(l1(a), l2(b)) + 2δ0.
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Proof. Set x := l1(a), y := l2(b), x
′ := l1(ni(l1)) and y
′ := l2(ni(l2)). Here we remark
that x′, y′ ∈ giP(i). Let r be an integer such that d((i, x
′, r), (i, y′, r)) ≤ 1. We choose
gxy such that d((i, x
′, r), (i, gxy, r)) = d((i, y
′, r), (i, gxy, r)) = 1. Set p := (i, gxy, r). We
define [p, x] as a geodesic consisting of a horizontal edge {(i, gxy, r), (i, x
′, r)}, a vertical
geodesic [(i, x′, r), (i, x′, 0)] and l1([ni(l1), a]). We also define a geodesic [p, y] similarly.
We consider a geodesic triangle [p, x] ∪ [x, y] ∪ [p, y], which is δ0-thin. Here we remark
that d(p, x′) = d(p, y′) = r + 1. If r + 1 ≤ (x|y)p, then
d(x′, y′) ≤ δ0.
If r + 1 > (x|y)p, then d(x, x
′) ≤ (y|p)x since (x|y)p + (y|p)x = d(p, x). Therefore, for a
point z ∈ [x, y] with d(x, z) = d(x, x′), we have d(x′, z) ≤ δ0. By the same reason, for a
point w ∈ [x, y] with d(y, w) = d(y, y′), we have d(y′, w) ≤ δ0. Since d(z, w) ≤ d(x, y), we
have
d(x′, y′) ≤ d(x, y) + 2δ0.

We define a map Li : Pˆi → giP(i) and Fi : X
i → Pˆi as follows:
Li(u) := l
u(ni(l
u)) for u ∈ Pˆi;
Fi(x) := [lx] for x ∈ X
i.
Lemma 7.6. For any x ∈ giP(i), we have d(x, Li(Fi(x))) ≤ 6δ0.
Proof. Let x ∈ giP(i). Set u = [lx]. By Lemma 7.4, there exists sx ∈ [0,∞) such that
d(x, lu(sx)) ≤ 4δ0 and l
u(sx) ∈ X
i. Then by Lemma 7.5, d(x, Li([lx])) ≤ d(x, l
u(sx)) +
2δ0 ≤ 6δ0. 
Lemma 7.7. The composite Li ◦ Fi is a large scale Lipschitz map, in fact, for any
x, y ∈ X i, we have
d(Li ◦ Fi(x), Li ◦ Fi(y)) ≤ d(x, y) + 10δ0.
Proof. Let x, y ∈ X i. Set u = [lx] and v = [ly]. Then Li ◦ Fi(x) = l
u(ni(l
u)) and
Li ◦ Fi(y) = l
v(ni(l
v)). By Lemma 7.4, there exist sx, sy > 0 such that d(x, l
u(sx)) ≤ 4δ0
and d(y, lv(sy)) ≤ 4δ0. Then by Lemma 7.5,
d(Li ◦ Fi(x), Li ◦ Fi(y)) ≤ d(x, y) + 10δ0.

36 TOMOHIRO FUKAYA, SHIN-ICHI OGUNI
We equip Pˆi with the pullback coarse structure by Li. We remark that Eˆ ⊂ Pˆi × Pˆi
is controlled if and only if there exists R > 0 such that for any (u, v) ∈ Eˆ, we have
d(Li(u), Li(v)) < R.
Lemma 7.8. Let l : [0,∞)→ X(G,P,S) be a geodesic such that l(0) = ei and l(∞) 6= si.
Then for any r > 0, there exists tr such that for all t ≥ tr, we have d(l(t),H(giP(i))) > r.
Proof. Suppose that there exists r > 0 such that d(l(t),H(giP(i))) ≤ r for all t ≥ 0.
Since the r-neighborhood of H(giP(i)) is coarsely equivalent to H(giP(i)), by Proposi-
tion 6.3, l(t) converges to a parabolic point si as t goes to infinity. This contradicts the
assumption. 
Lemma 7.9. Pˆi is a proper coarse space.
Proof. We show that Li satisfies the conditions in Proposition 2.11. Let K ⊂ giP(i) be
a compact set. Fix R > 0 such that K ⊂ B(ei;R). Here B(ei;R) denotes a closed ball in
X(G,P,S) of radius R centered at ei. Let u ∈ Pˆi. If Li(u) ∈ B(ei;R), then (u|si)ei ≤ R.
Therefore we have
L−1i (K) ⊂ {u ∈ Pˆi : d(ei, Li(u)) ≤ R}
⊂ {u ∈ Pˆi : ρi(si, u) ≥ A
−1e−CR}.
Thus L−1i (K) is relatively compact.
We fix u ∈ Pˆi. Since u 6= si, by Lemma 7.8, there exists t0 > 0 such that for all t > t0,
we have d(lu(t),H(giP(i))) > 2δ0. Let v ∈ Pˆi such that (u|v)ei > t0 + 3δ0. By Lemma 7.1,
there exists s > 0 such that (lu(s), lv(s))ei ≥ (u|v)ei − 3δ0. Set τ = (l
u(s)|lv(s))ei. Since
τ > t0, we have d(l
u(τ),H(giP(i))) > 2δ0. Since a geodesic triangle
lu([0, s]) ∪ [lu(s), lv(s)] ∪ lv([0, s])
is δ0-thin, we have d(l
u(τ), lv(τ)) ≤ δ0. Thus, d(l
v(τ),H(giP(i))) > δ0. Then we can
apply Lemma 7.5 to lu and lv, so we have d(Li(u), Li(v)) < 3δ0. Thus, the inverse image
L−1i (B(Li(u), 3δ0)) contains a neighborhood {v ∈ Pˆi : (u|v)ei > t0 + 3δ0} of u. Therefore
Li is pseudocontinuous. 
Proposition 7.10. Pˆi and giP(i) are coarsely equivalent.
Proof. We define a map Hi : giP(i) → Pˆi as the restriction of Fi, that is, Hi(x) := [lx]
for x ∈ giP(i). Then by Lemma 7.6, the composite Li ◦Hi is close to the identity. So by
Proposition 2.9, Pˆi and giP(i) are coarsely equivalent. 
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Proposition 7.11. For any Higson function f ∈ Ch(Pˆi), the pullback F
∗
i f := f ◦Fi is
a Higson function on X i.
Proof. Let f ∈ Ch(Pˆi) be a Higson function. We fix ǫ > 0 and R > 0. Let Eˆ :=
{(u, v) : d(Li(u), Li(v)) < R + 10δ0} be a controlled set of Pˆi. There exists S > 0 such
that for a bounded set Kˆ := {u ∈ Pˆi : d(ei, Li(u)) < S} and for any (u, v) ∈ Eˆ,
if (u, v) /∈ Kˆ × Kˆ then |df(u, v)| < ǫ.(7)
On the other hand, since Pˆi is a proper coarse space, Kˆ is relatively compact. Thus the
restriction f |Kˆ is uniformly continuous on Kˆ, so there exists θ > 0 such that
for any u, v ∈ Kˆ, if ρi(u, v) < θ then |df(u, v)| < ǫ.(8)
Let ER := {(x, y) : d(x, y) < R} be a controlled set of X
i. By Lemma 7.7, we have
Fi(ER) ⊂ Eˆ. Set
K ′ := {x ∈ X i : d(ei, Li ◦ Fi(x)) < S};
T := −
1
C
log(
θ
A
) +R + 4δ0;
K := B(ei, T ).
We remark that K ′ is unbounded. Let (x, y) ∈ ER such that (x, y) /∈ K × K. We
first assume (x, y) /∈ K ′ × K ′, then (Fi(x), Fi(y)) /∈ Kˆ × Kˆ. Thus by (7) we have
|dF ∗i f(x, y)| = |df(Fi(x), Fi(y))| < ǫ. Next, we assume (x, y) ∈ K
′×K ′. Since Lemma 7.3
implies
([lx]|[ly])ei ≥ (lx(tx)|ly(ty))ei ≥ T −R − 4δ0,
we have ρi([lx], [ly]) < Ae
−C(T−R−4δ0) = θ. Then by (8) we have |dF ∗i f(x, y)| < ǫ. 
By Proposition 7.11, Fi extends to a continuous map
hFi : hX
i → hPˆi.
Since the Gromov boundary is a corona, there exists a continuous map
α : hX(G,P,S)→ X(G,P,S)
which is the identity on X(G,P,S). Since coarse embedding X i →֒ X(G,P,S) induces
an embedding νX i →֒ νX(G,P,S), we regard νX i as a subspace of νX(G,P,S). (See
Proposition 2.15.)
Lemma 7.12. For any y ∈ νX i, if y /∈ α−1(si) then we have α(y) = hFi(y) ∈ Pˆi.
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Proof. Let y ∈ νX i \α−1(si). We choose a net {yλ}λ∈Λ in X
i such that yλ → y. Then
α(yλ)→ α(y). The restriction of α to X(G,P,S) is the identity, so
(Fi(yλ)|α(y))ei ≥ (yλ|α(y))ei = (α(yλ)|α(y))ei →∞.
Thus Fi(yλ)→ α(y) in Pˆi, so we have hFi(y) = α(y). 
7.2. Blow-up of parabolic points. In this section, we construct a corona of
Xn = Γ ∪
⋃
i>n
H(giP(i)).
For r = 1, . . . , k, let (Wr, ζr) be a corona of Pr. For i ∈ N, set Wi := W(i) and ζi :=
ζ(i) ◦ νg
−1
i , where νg
−1
i : ν(giP(i)) → νP(i) is an homeomorphism induced by an isometry
giP(i) ∋ x 7→ g
−1
i x ∈ P(i). Then (Wi, ζi) is a corona of giP(i). By Proposition 7.10, νPˆi is
homeomorphic to νgiP(i), so we identify these two spaces. Thus we have a corona (Wi, ζi)
of Pˆi and a compact metrizable space Pˆi ∪Wi. We recall that ζ¯i : hPˆi → Pˆi ∪Wi denotes
an extension of ζi by the identity on Pˆi. (See Section 2.2.)
We construct a corona of Xn by replacing si by Wi as follows. Set
∂Xn(Wi; i = 1, . . . , n) := ∂X(G,P,S) \ {s1, . . . , sn} ⊔
n⊔
i=1
Wi.(9)
We abbreviate ∂Xn(Wi; i = 1, . . . , n) to ∂Xn. We equip ∂Xn with the weakest topology
such that the maps σi : ∂Xn → Pˆi ∪ Wi are continuous for all i ∈ {1, . . . , n}. Here
σi(x) = sj if x ∈ Wj with j 6= i and σi(x) = x otherwise.
Definition 7.13. The n-th blown-up of ∂X(G,P,S) with respect toWi, i = 1, . . . , n is
a compact space ∂Xn(Wi; i = 1 . . . , n) equipped with the above topology. The blown-up
corona of (G,P, {W1, . . . ,Wk}) is the projective limit ∂X∞ = lim←−
∂Xn.
We also regard νXn and νG as subspaces of νX(G,P,S). We define a map ξn : νXn →
∂Xn as
ξn(x) :=
α(x) if x /∈
⋃n
i=1 α
−1(si),
ζ¯i ◦ hFi(x) if x ∈ α
−1(si) for i = 1, . . . , n.
Proposition 7.14. The map ξn : νXn → ∂Xn is continuous for all n ∈ N∪{∞}. Thus
∂Xn and ∂X∞ are respectively coronae of Xn and G. If ζi is surjective for i = 1, . . . , k,
then so is ξn for all n ∈ N ∪ {∞}.
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Proof. It is enough to show that ξn is continuous on νXn ∩ α
−1(si). We fix x ∈
νXn ∩ α
−1(si). Let {xλ}λ∈Λ be a net in νXn such that xλ → x. If xλ ∈ α
−1(si) then
ξn(xλ) = ζ¯i ◦hFi(xλ). If xλ /∈ α
−1(si) then by Lemma 7.12, ξn(xλ) = α(xλ) = ζ¯i ◦hFi(xλ).
Here we remark that ζ¯i is the identity on Pˆi. Since ζ¯i ◦ hFi is continuous, we have
ξ(xλ)→ ξ(x).
We suppose ζr is surjective for r = 1, . . . , k. We show that ξn is surjective for all n ∈ N.
In fact, we prove that the restriction ξn : νG → ∂Xn is surjective. Since the action of
G on ∂X0 = ∂X(G,P,S) is minimal ([2, Section 6]), ξ0 : νG → ∂X0 is surjective. We
assume that ξn : νG→ ∂Xn is surjective. Let πn : ∂Xn+1 → ∂Xn be a natural projection.
Then we have ξn = πn ◦ ξn+1. Let x ∈ ∂Xn+1. If x ∈ π
−1
n (sn+1) = Wn+1, then there exists
y in ν(gn+1P(n+1)) such that ξn+1(y) = x, where we regard ν(gn+1P(n+1)) as a subspace of
νG. Otherwise, there exists y′ ∈ νG such that πn(x) = ξn(y
′) = πn(ξn+1(y
′)). Then we
have ξn+1(y
′) = x since the restriction of πn to the complement of π
−1
n (sn+1) is injective.

8. The transgression maps
Let M∗ be the K-theory K∗ or the Alexander-Spanier cohomology with compact sup-
port H∗c . Let G be a group which is hyperbolic relative to P satisfying the condition of
Theorem 1.2. Let {gn}n∈N be an order of the cosets of (G,P). Let si be the parabolic
point of giP(i). Let Xn and EXn be as defined in Section 6.2. We can choose a map
ϕn : EXn → Xn such that the pullback coarse structure is proper and the ϕn is a coarse
equivalence. (See loc. cit.) Therefore we can regard a corona of Xn as that of EXn.
For a compact space Z, we denote by CZ a closed cone of Z, that is, CZ = Z× [0, 1]/ ∼
where (z, 1) ∼ (z′, 1) for all z, z′ in Z. Let (Wi, ζi) be a corona of giP(i) as in Section 7.2.
Let ∂Xn = ∂Xn(Wi; i = 1, . . . , n) be the n-th blown-up of ∂X(G,P,S). Let Sn be a space
obtained by pasting CWn+1 on ∂Xn+1 along Wn+1.
Sn := ∂Xn+1 ∪ CWn+1.
Lemma 8.1. The natural quotient map Sn → ∂Xn which sends CWn+1 to the parabolic
point sn+1 induces an isomorphism M
∗(∂Xn) ∼= M
∗(Sn).
Proof. The lemma follows from the strong excision property. (See [28, Chapter 6,
Section 6] for the case of Alexander-Spanier cohomology.) 
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We use the following notations.
EH(giP(i)) := giEP(i) × [0,∞);
EH(giP(i)) := C(giEP(i) ∪ζi Wi).
Then EH(giP(i)) is a compactification of EH(giP(i)) and EH(giP(i)) \EH(giP(i)) = CWi.
We remark that EH(giP(i)) is not any coarse compactification of EH(giP(i)).
Proposition 8.2. We suppose that the boundary map ∂ : M˜∗−1(Wi)→M
∗(EPi) is an
isomorphism for i = 1, . . . , k. Then ∂ : M˜∗−1(∂Xn) → M
∗(EXn) is an isomorphism for
all n ≥ 1.
Proof. Since X(G,P,S) is hyperbolic and ∂X(G,P,S) is its Gromov boundary, by
Corollary 5.3 and Lemma 8.1, the boundary map induces an isomorphism
M˜∗−1(S0) ∼= M
∗(EX(G,P)).
The proposition inductively follows from Lemma 8.1 and Mayer-Vietoris sequences for
Sn = ∂Xn+1 ∪ CWn+1 and for EXn = EXn+1 ∪ EH(gn+1P(n+1)):
// M˜ q−1(Sn)

// M˜ q−1(∂Xn+1)⊕ M˜
q−1(CWn+1)

// M˜ q−1(Wn+1) //

// M q(EXn) // M
q(EXn+1)⊕M
q(EH(gn+1P(n+1))) // M
q(gn+1EP(n+1)) // .
Here we remark that M˜ q−1(CWn+1) =M
q(EH(gn+1P(n+1))) = 0. 
8.1. Proof of Theorem 1.2. Let M∗ be the Alexander-Spanier cohomology with com-
pact supports or the K-theory. Let (Wr, ζr) be a corona of Pr for r = 1, . . . , k. We
remark that the boundary map ∂ : M˜∗−1(Wi) → M
∗(giEP(i)) is an isomorphism if and
only if so is the transgression map TWi : M˜
∗−1(Wi) → MX
∗(giP(i)). A similar statement
for K-homology holds. By the continuity of M∗, we have M˜∗−1(∂X∞) ∼= lim−→
M˜∗−1(∂Xn).
Therefore, if TWr : M˜
∗−1(Wr)→MX
∗(Pr) is an isomorphism for all r = 1, . . . , k, then by
Proposition 8.2 and Corollary 6.10, we have M˜∗−1(∂X∞) ∼= MX
∗(G).
If TWr : KX∗(Pr) → K˜∗−1(Wr) is an isomorphism for all r = 1, . . . , k, then, by the
same way as in the proof of Proposition 8.2, we can show that K∗(EXn) ∼= K˜∗−1(∂Xn)
for all n ∈ N. By the Milnor exact sequence for K∗(EXn) and K∗−1(∂Xn), we have
KX∗(G) ∼= K˜∗−1(∂X∞).
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9. Application
We give two applications of Theorems 1.1 and 1.2. First, we consider virtually polycyclic
groups. We recall the following fact [20, Proposition 4.4].
Theorem 9.1 (Ji). Any virtually polycyclic group P has a finite P -simplicial complex
EP which is a universal space for proper P -actions.
It follows from [31, Theorem 1.1], [6, Theorem 9.2], Theorem 9.1 and the fact that any
virtually polycyclic group has Yu’s Property A that the coarse assembly map and the
coarse co-assembly map for the group are isomorphisms.
Proposition 9.2. Let P be a virtually polycyclic group. Then there exists a corona W
of P such that W is homeomorphic to a sphere Sn−1 and satisfies the following:
K∗(C
∗(P )) ∼= KX∗(P ) ∼= K˜∗−1(W ) ∼=
{
Z (∗ = n)
0 (∗ = n+ 1)
,
K∗−1(c
r(P )) ∼= KX∗(P ) ∼= K˜∗−1(W ) ∼=
{
Z (∗ = n)
0 (∗ = n+ 1)
,
HX∗(P ) ∼= H˜∗−1(W ) ∼=
{
Z (∗ = n)
0 (∗ 6= n)
.
Proof. Any virtually polycyclic group has a finite index subgroup which is isomorphic
to a polycyclic group by definition. It follows from [24, Theorem 4.28] that any polycyclic
group has a finite index normal subgroup which is isomorphic to a lattice of some n-
dimensional simply connected solvable Lie group. Hence the given virtually polycyclic
group is naturally coarsely equivalent to a lattice of some n-dimensional simply connected
solvable Lie group.
Now we can assume that a given group P is a lattice of some n-dimensional simply
connected solvable Lie group H without loss of generality. Then it follows from the
Mayer-Vietoris argument in [11, Section 7] that the coarse assembly map and the coarse
co-assembly map for the group are isomorphisms.
By [11, Section 7], H has a coarse compactification H ∪W which is homeomorphic to
the closed ball in n-dimensional euclidean space. Moreover W is homeomorphic to Sn−1.
Since H is uniformly contractible and has bounded geometry, the coarsening map and
the character maps
K∗(H)→ KX∗(H), KX
∗(H)→ K∗(H), HX∗(H)→ H∗c (H)
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are isomorphisms. (See [17, Section 3], [6, Theorem 4.8], [26, (3.33) Proposition]). Also
since H is contractible, we have
K∗(H) ∼= K˜∗−1(W ), K˜
∗−1(W ) ∼= K∗(H), H˜∗−1(W ) ∼= H∗c (H).
Hence we have
KX∗(H) ∼= K˜∗−1(W ), K˜
∗−1(W ) ∼= KX∗(H), H˜∗−1(W ) ∼= HX∗(H).
Since the inclusion from P to H is a coarse equivalence map, W is regarded as a corona
of P and thus the map covers the identity on W , we have the assertion. 
9.1. Coronae of the fundamental groups of pinched negatively curved complete
Riemannian manifolds with finite volume.
Corollary 9.3. Let G be a group which properly isometrically acts on anm-dimensional
simply-connected pinched negatively curved complete Riemannian manifold X. Suppose
that the quotient is with finite volume, but not compact. Then we have a corona ∂G of G
and the following:
K∗(C
∗(G)) ∼= KX∗(G) ∼= K˜∗−1(∂G) ∼=
{ ∏
i∈N Z (∗ = m− 1)
0 (∗ = m)
,
K∗−1(c
r(G)) ∼= KX∗(G) ∼= K˜∗−1(∂G) ∼=
{ ⊕
i∈N Z (∗ = m− 1)
0 (∗ = m)
,
HX∗(G) ∼= H˜∗−1(∂G) ∼=
{ ⊕
i∈N Z (∗ = m− 1)
0 (∗ 6= m− 1)
.
Proof. It is already known that the coarse assembly map and the coarse co-assembly
map for G in the above are isomorphisms. Indeed G is known to be hyperbolic relative to
a family of virtually nilpotent subgroups ([14, 8.6] and also [8, Theorem 5.1]) and thus we
can use [31, Theorem 1.1], [6, Theorem 9.2] and [3, Section 1]. This fact also follows from
Proposition 9.2, Theorem 9.1 and Theorem 1.1. Note that nilpotent groups are polycyclic
groups.
We take a set P of representatives of conjugacy invariant classes of maximal parabolic
subgroups of G with respect to the action on X . Then P is a finite family of virtually
nilpotent groups, and G is hyperbolic relative to P ([14, 8.6] and also [8, Theorem 5.1]).
Then we have that P satisfies the assumptions in Theorem 1.2 by Proposition 9.2 and
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Theorem 9.1. Indeed we take a coronaWr of Pr in Proposition 9.2, which is homeomorphic
to Sm−2 and satisfies
KX∗(Pr) ∼= K˜∗−1(Wr), KX
∗(Pr) ∼= K˜
∗−1(Wr), HX
∗(Pr) ∼= H˜
∗−1(Wr).
We define ∂G as the blown-up boundary of (G,P, {Wr}). Then Theorem 1.2 implies the
assertion except for concrete computations.
Now we compute K˜∗(∂G). From now on, we refer to Section 7.2 for symbols as ∂Xn
and so on. Note that ∂G is ∂X∞ = lim←−∂Xn as in Proof of Theorem 1.2. In order to use
the Milnor exact sequence, we compute the map K˜m(∂Xn+1)→ K˜m(∂Xn) for any n ∈ N.
Note that the Gromov boundary ∂GX of X is the Bowditch boundary of (G,P) and
homeomorphic to a sphere Sm−1. Take a finite generating set S of G. Then we have
a G-equivariant homeomorphism ∂X(G,P,S) ∼= ∂GX by uniqueness of the Bowditch
boundary of a relatively hyperbolic group (see [2, Section 9]). We note that P is not
empty because the action of G on X is not cocompact.
We consider the following long exact sequence for the excision pair (∂Xn,Wn) for any
n ∈ N:
→ K˜∗(Wn)→ K˜∗(∂Xn)→ K∗(∂Xn \Wn)→ K˜∗−1(Wn)→,(10)
where we put ∂X0 := ∂X(G,P,S) ∼= ∂GX ∼= S
m−1. Note that ∂Xn \Wn is naturally
homeomorphic to ∂Xn−1 \ {sn} and also that K∗(∂Xn \Wn) is naturally isomorphic to
K˜∗(∂Xn−1). For n = 1, the boundary map of the long exact sequence (10) is the composite
of the coarsening map K∗(∂X0 \ {s1}) → KX∗(∂X0 \ {s1}) and the transgression map
KX∗(∂X0 \ {s1}) → K˜∗−1(W1), where ∂X0 \ {s1} is coarsely equivalent to g1P(1). The
latter map is an isomorphism because the transgression map KX∗(g1P(1))→ K˜∗−1(W1) is
an isomorphism. Also the former map is an isomorphism because ∂X0 \ {s1} is uniformly
contractible and with bounded geometry. Hence the boundary map is an isomorphism
for n = 1 and thus we have K˜∗(∂X1) = 0. Then by using the long exact sequence (10)
inductively, for any n ≥ 2, we have a split exact sequence:
0→ K˜m(Wn+1) ∼= Z→ K˜m(∂Xn+1)→ K˜m(∂Xn) ∼=
n−1∏
1
Z→ 0
and K˜m−1(∂Xn) = 0. Now we can compute the reduced K-homology of ∂G by the Milnor
exact sequence. By a similar way, we can compute the reduced K-theory and reduced
cohomology of ∂G. 
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9.2. Coronae of the fundamental groups of 3-dimensional closed manifolds. We
give coronae of the fundamental groups of 3-dimensional closed manifolds.
Corollary 9.4. Let G be the fundamental group of a 3-dimensional closed manifold
M . Suppose that G is infinite. Then we have a corona ∂G of G and the following:
K∗(C
∗(G)) ∼= KX∗(G) ∼= K˜∗−1(∂G),
K∗−1(c
r(G)) ∼= KX∗(G) ∼= K˜∗−1(∂G),
HX∗(G) ∼= H˜∗−1(∂G).
Proof. The coarse Baum-Connes conjecture for G is well-known. For example, each
group can be coarsely embeddable to a Hilbert space and thus satisfies the conjecture by
Yu’s result. The below contains another proof.
If M is not orientable, then the fundamental group of the double covering of M is
contained in that of M with index 2 and thus those two groups are coarsely equivalent.
We can assume that M is orientable without loss of generality.
We take a prime decomposition M = N1#N2# · · ·#Nn and put Pj := π1(Nj) for each
j ∈ {1, 2, . . . , n}. Then G is regarded as a free product P1 ∗ P2 ∗ · · · ∗ Pn. We remark
that Nj is orientable for each j ∈ {1, 2, . . . , n} and that Nj is not irreducible only if Nj
is diffeomorphic to S1 × S2 and thus Pj is isomorphic to Z. Without loss of generality,
we can assume that there exists 0 ≤ m ≤ n such that Pj is infinite and not cyclic for
each j ≤ m and otherwise Pj is finite or cyclic. If m = 0, then G is hyperbolic and the
assertion follows from Higson-Roe’s result [17]. We can assume that m ≥ 1. Then G is
hyperbolic relative to {P1, . . . , Pm}.
Now we take j ∈ {1, 2, . . . , m}. If Nj is geometric, then the universal cover N˜j is
a universal space for free proper Pj-actions and coarsely equivalent to Pj. Then N˜j is
isometric to either of model spaces of 6-geometry except for S3 and S1 × S2 by choice
of j. Each of them has a coarse compactification N˜j ∪Wj which is homeomorphic to a
closed ball in 3-dimensional euclidean space and then the coronaWj is homeomorphic to a
2-dimensional sphere. Indeed Nil and Sol are simply connected solvable Lie groups with
a lattice and thus have such coarse compactifications ([11, Section 7]). When we consider
R3, H2 × R and H3, they are Hadamard manifolds and thus the visual boundaries give
such coarse compactifications ([17], [29], [10]). Also since we have a homeomorphic coarse
equivalence from P˜ SL(2,R) to H3 (see for example [21, Section 2]), the visual boundary
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of H3 induces a desired coarse compactification of P˜ SL(2,R). Then Pj and Wj satisfy
assumptions in Theorems 1.1 and 1.2.
If Nj is not geometric, it follows from Thusrton’s geometrization conjecture which was
solved by Perelman that Nj is a Haken manifold. Suppose that Nj is Haken and not
geometric. Fix a metric on Nj. By Kapovich-Leeb’s result [21], even if Nj is not non-
positively curved and moreover has no metric with non-positive curvature, there exists a
closed 3-dimensional non-positively curved manifold Lj and a bilipschits homeomorphism
between the universal covers N˜j and L˜j. In particular Pj and L˜j are coarsely equiva-
lent. Since L˜j is an Hadamard manifold, L˜j and (thus Pj) has a coarse compactification
which is homeomorphic to a closed ball in 3-dimensional euclidean space. The corona
Wj is homeomorphic to a 2-dimensional sphere. Then Pj and Wj have assumptions in
Theorems 1.1 and 1.2.
By Theorem 1.1 the coarse assembly map and the coarse co-assembly map for G are
isomorphisms. Moreover by Theorem 1.2, we have a desired corona W of G. 
Corollary 9.5. Let G be the fundamental group of a 3-dimensional orientable closed
manifold M . Take a prime decomposition M1 = N1#N2# · · ·#Nm. Suppose that m is
at least 2, all fundamental groups of Nj are infinite and all Nj are irreducible. Then we
have a corona ∂G of G and the following:
K∗(C
∗(G)) ∼= KX∗(G) ∼= K˜∗−1(∂G) ∼=
{ ∏
i∈N Z (∗ = 1)
0 (∗ = 0)
,
K∗−1(c
r(G)) ∼= KX∗(G) ∼= K˜∗−1(∂G) ∼=
{ ⊕
i∈N Z (∗ = 1)
0 (∗ = 0)
,
HX∗(G) ∼= H˜∗−1(∂G) ∼=
{ ⊕
i∈N Z (∗ = 1)
0 (∗ 6= 1)
.
Proof. Since G is isomorphic to P1 ∗ · · · ∗ Pm, the group G is hyperbolic relative to
P1, . . . , Pm and the Bowditch boundary is homeomorphic to the Cantor set. Also we take
a corona of Pj in the above proof, which is homeomorphic to S
2. Then we can compute
the reduced K-homology, the reduced K-theory and reduced cohomology of a blown-up
corona ∂G of G by a similar way as Proof of Corollary 9.3. 
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Appendix A. Milnor exact sequences by Phillips
The K-theory for C∗-algebras can be extended for countable projective limits of C∗-
algebras that are called σ-C∗-algebras. Phillips [23] studied such an extended theory
that he called the representable K-theory. The theory possesses basic properties of the
ordinary K-theory. Indeed the theory consists of functors RKi from the category of σ-
C∗-algebras to the category of abelian groups, which are homotopy invariant, are stable
under the tensor product with the C∗-algebra of compact operators on a separable Hilbert
space, have a long exact sequence for a short exact sequence, satisfy the Bott periodicity
and have a Milnor exact sequence for a countable projective limit. See [23] for details.
In this appendix, we state the Milnor exact sequence by Phillips and give a proof
for reader’s convenience. He stated the following (in fact an equivariant version of the
following) in [23, Theorem 5.8 (5)].
Proposition A.1. Let {πk : Ak+1 → Ak}k∈N be a projective system of σ-C
∗-algebras.
Then we have the following functorial exact sequence for each p ∈ Z.
0→ lim←−
1RKp+1(Ak)→ RKp(lim←−Ak)→ lim←−RKp(Ak)→ 0.
Phillips gives a proof under the condition that every πk is surjective [23, Theorem 3.2].
In order to prove, we refer to it and to [22].
Proof. We define
T := {(Fk) ∈
∏
k∈N
C([k − 1, k], Ak) |Fk(k) = πk(Fk+1(k)) for any k ∈ N},
Bk+1 := {(Fk, ak+1) ∈ C([k − 1, k], Ak)⊕ Ak+1 |Fk(k) = πk(ak+1)},
g1 : T ∋ (Fk) 7→ (F2m−1, F2m(2m− 1)) ∈
∏
m∈N
B2m,
g2 : T ∋ (Fk) 7→ (F1(0), (F2m, F2m+1(2m))) ∈ A1 ⊕
∏
m∈N
B2m+1,
f1 :
∏
m∈N
B2m ∋ (F1, a2, F3, a4, . . .) 7→ (F1(0), a2, F3(2), a4, . . .) ∈
∏
k∈N
Ak,
f2 : A1 ⊕
∏
m∈N
B2m+1 ∋ (a1, F2, a3, F4, . . .) 7→ (a1, F2(1), a3, F3(2), . . .) ∈
∏
k∈N
Ak,
ι : lim
←−
Ak ∋ (ak) 7→ ([k − 1, k] ∋ t 7→ ak) ∈ T,
π : T ∋ (Fk) 7→ (Fk(k)) ∈ lim←−Ak.
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We have a pullback diagram
T
g1
//
g2

∏
m∈NB2m
f1

A1 ⊕
∏
m∈NB2m+1
f2
//
∏
k∈NAk.
Hence we have a Mayer-Vietoris sequence. Since π ◦ ι = id and also ι ◦ π and id are
homotopic, ι gives a homotopy equivalence between the above pullback diagram and the
following commutative diagram
lim
←−
Ak //

∏
m∈NA2m
∏
m∈NA2m−1
//
∏
k∈NAk.
Now we have the desired functorial Milnor exact sequence. 
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