Abstract. A tree representation distance method, applied to any dissimilarity array, always gives a valued tree, even if the tree model is not appropriate. In the first part, we propose some criteria to evaluate the quality of the computed tree. Some of them are metric; their values depend on the edge's lengths. The other ones only depend on the tree topology. In the second part, we calculate the average and the critical values of these criteria, according to parameters. Three models of distance are tested using simulations. On the one hand, the tree model, and on the other hand, euclidean distances, and boolean distances. In each case, we select at random distances fitting these models and add some noise. We show that the criteria values permit one to differentiate the tree model from the others. Finally, we analyze a distance between proteins and its tree representation that is valid according to the criteria values.
Introduction
In this paper we consider aspects of the tree representation of a given proximity measure on a finite set X. This measure can be a distance, satisfying the metricity conditions, or a simple dissimilarity evaluated from any description of the X elements. Briefly speaking, we only have an array D, with dimension n = |X|, that is symmetrical with null values on the diagonal. The tree reconstruction methods define an X-tree having X as set of leaves and its internal nodes connect exactly three edges with non negative length. [Barthélemy, Guénoche 1991] .
When X is a set of homologous biological sequences and when the distance values are proportional to the number of mutations, the tree model is justified by the evolution theory of Darwin. But when this distance measures something else, such as a structural similarity or a functional proximity, it is not certified that an underlying tree exists and that the D values permit to infer this tree.
There are many other domains where X-trees are calculated from a proximity measure, such as Cognitive Psychology, for studies about perception -noises, smells, etc. In Phylogeny, the tree nodes represent taxa or common ancestors, but in Psychology, these nodes correspond to categories and the reality of a tree organization of these categories is a hypothesis that must be verified and justified.
The aim of this paper is to study the appropriateness of the tree model to represent a given distance D. To do that, we apply a tree reconstruction method to get a tree A and its associated distance D a . Then, we measure the gap between D and D a using metric and topological criteria. To evaluate how large this gap is, we realize simulations to estimate the observed values of the criteria when the initial distance is close to a tree distance and to determine confidence intervals. If the criteria values for D belong to these intervals, A and the tree model are accepted. But if not, one can try another reconstruction method, but if none of these gives an acceptable tree, the model will be finally abandoned. Then one can check if other classical models, such as euclidean or boolean models are suited.
Similar studies have been realized previously. We refer to Prutzansky, Tversky and Caroll [1982] who try to determine if a given distance is better fitted with a hierarchical clustering method or with a multidimensional scaling one, that is if D is closer to the ultrametric model than to the euclidean one. This study extends their work, dealing with the tree model that is more general, adding the boolean model, and offering the possible conclusion that none of these models is appropriate.
In section 2, we recall some criteria to evaluate the quality of an X-tree compared to a distance on X. There are two kinds of criteria, metric and typological. The first ones come from Statistics, evaluating differences between the D and D a values. The second ones are less classical. They only depend on the tree topology and are independent from the edges length. These criteria also permit one to compare different trees obtained by several reconstruction methods. Even if they do not agree, they give quantitative arguments to prefer one representation.
In section 3, we describe our procedures to generate random distances considering three models: on the one hand the tree distances, and on the other hand, the euclidean distances and the boolean distances established from binary attributes. For the tree distances we fix the ratio between the lengths of the internal and external edges. For the other distances, several dimensions of the spaces are tested. Realizing simulations, we evaluate average and critical values. The comparisons of the corresponding tables show that the tree model cannot be confused with the other distance models.
In section 4, we study a TAT proteins family (Twin Arginine Pathway) for which we build a tree that is finally validated by the method described here, according to the tables.
Criteria to evaluate X-trees
Let D be a n × n dissimilarity array such that for all {x, y} ∈ X 2 , D(x, y) = D(y, x) and for all x ∈ X, D(x, x) = 0. Let A be an X-tree given by any reconstruction method. The tree A, together with an edge-weighting allows one to calculate a tree distance such that for all {x, y} ∈ X 2 , D a (x, y) is equal to the length of the path in A between x and y.
To evaluate the quality of A, we compare the two distances D and D a . This is realized using a program Qualitree working with two files: one for the tree, registered according to the Newick format and the other one for the distance D having the Phylip format. This program can be obtained at http://biol10.biol.umontreal.ca/guenoche/.
Metric criteria
Among all the criteria proposed in Statistics, we have selected:
-the distortion, which is the average of the percentage of differences:
-the stress, which corresponds to the square root of the quadratic difference divided by the average distance value:
-the variance accounted for, which corresponds to the quadratic difference divided by the variance of the distance (Dm is the average of the D values): 2 Other criteria such as the correlation coefficient or the square root of the quadratic difference, are also calculated by the program. As they are not used here, in our analysis, they are not discussed further.
Topological criteria
Generally D is not a tree distance, but the four point condition [Buneman 1971] gives information about the tree topology of any quadruple in the underlying tree. If, in this hypothetical tree, elements x and y are separated from elements z and t by at least one edge, then:
If D is a tree distance the two largest sums are equals. When D(x, y)+D(z, t) is the smallest of the three sums, D indicates topology T 1 as figured in Figure  1 . If it is another sum that is the smallest, then D indicates either T 2 or T 3 . If the three sums are equal it corresponds to the unresolved topology T 0 .
Since D indicates a topology for any quadruple, one can compute two criteria: -the rate of well designed quadruples, these are quadruples having the same topology according to D and D a . -the rate of elementary well designed quadruples, which we define as follows. Let (a, b) be an internal edge in the tree. It defines four subtrees, corresponding to the directions on both sides of this edge. According to Figure 2 , let X a , X a , X b and X b be the sets of leaves belonging to these four subtrees. If this edge is correct, any quadruple such that x ∈ X a , y ∈ X a , z ∈ X b , t ∈ X b must verify condition (1) . In that case, we shall say that {x, y, z, t} supports the edge (a, b). Our second topological criteria is the percentage of elementary quadruples that supports a internal edge. It only counts quadruples that are difficult to recover since the two pairs are separated by a unique edge.
Let R e (a, b) be the rate of elementary quadruple supporting the edge (a, b). It lies between 0 and 1 and it indicates a quality measure for this edge, the reliability of which increases with the rate. This criterion has, for the distance methods, a role similar to the bootstrap one, commonly used in phylogeny when starting from sequences, but that cannot be used from a simple distance array. This criterion can also validate edges having low bootstrap value, because sequences share very few sites corresponding to this edge. Our last topological criterion does not depend on a particular tree, nor the employed method. It indicates the tendency for a distance to be representable by a tree. In their article in 1982 about the comparisons of tree versus euclidean representations, Prutzansky, Tversky and Caroll concluded that an arboricity criterion was a good indicator of the best model. It was the percentage of triangles having the length of the medium side closer to the largest side than to the smallest one. In this way, ultrametric distances get an optimal value, but it is not true for all the tree distances, since any metric triangle has an exact tree representation. So we have modified their criterion, considering quadruples.
-An arboricity coefficient, which we define as follows. Let Smin, Smed and Smax be the three sums involved in the four point condition and ranked in the increasing order. Since for tree distances the two greatest sums are equal, we measure the percentage of quadruples for which the middle sum is closer to the largest one than to the smallest one.
|{x, y, z, t} such that Smax − Smed < Smed − Smin|
Evaluating average and critical values
The criteria values are calculated starting from random distances. To select at random distances close to one model, we begin with a valued tree or a set of points in an euclidean or a boolean space and we calculate the initial distance Dini. Then we add some noise according to a parameter τ . For each value Dini(x, y), we select uniformly at random a value ε such that 0 ≤ ε ≤ τ, and we apply formula D(x, y) := (1 ± ε)Dini(x, y) in which ± is also the result of an equiprobable selection: half the values are increased and half the values are decreased with a percentage bounded by τ . The result is a dissimilarity, since the triangle inequality is not necessarily preserved. Then, applying a tree reconstruction method, we obtain a valued X-tree and the associated tree distance D a . Comparing D and D a , we evaluate the criteria values on a dissimilarity having a gap to the model corresponding to τ .
For the three models, we use the Neighbor Joining method of Saitou and Nei [1987] , with the improvement of Studier and Keppler [1988] to obtain a O(n 3 ) algorithm. The results given in the following tables correspond to n = 15, the number of elements for the protein example. They are computed after 200 trials, using a program MoDist, also available on the same URL. For each criteria, the 200 values realize a distribution from which we calculate the lower (resp. higher) threshold corresponding to 90% of the trials. In other words, the probability to get a value smaller (resp. greater) than the lower (resp. higher) critical value is less or equal to 10%. In the program, a threshold of 5% is also available.
The tree model
To select at random dissimilarities close to a tree distance, we start from a random X-tree. Simulating an ascending process leads to numerous topologies that are rarely obtained [Guénoche and Préa 1998 ], and some methods give better results with some of them [Gascuel and Jean Marie 1999]. Finally we retain the Yule-Harding procedure [1971] that consists in subdividing any class with more than two elements. This procedure generates a probability distribution on labelled X-trees that are coded in a binary table, each row being an element of X and each column an internal edge of the tree.
Then we give some random weights to the edges in the interval [5, 25] . Because the recovering of the tree is much easier when the internal edges are long, the ratio between the lengths of the internal and the external edges is an important parameter for the simulation process. Let ρ be this parameter (ρ ≤ 1) ; we multiply by ρ the lengths of the internal edges. It is well known that the symmetrical difference distance between rows of this weighted binary table is a tree distance.
The rate of noise τ applied to distances varies from 5% to 20%. With larger values, the percentages of well designed quadruples can be so weak that the tree is not reliable. The ratio ρ takes values .25, .5 and 1 which give problems that are progressively easier. In Table 1 , the average values are printed between the lower and higher critical values. For instance for ρ = .50 and τ = .15 the average value for R q is .93 ; 10% of these distances gives values lower than or equal to .89 and 10% give values greater than or equal to .95.
One can remark that the metric criteria do not much depend on ρ ; in contrast, topological criteria give best results when this ratio increases.
The euclidean model
To appreciate the values given by dissimilarities close to a tree distance, we test distances coming from euclidean and boolean models. For both we must fix the dimension of the space, that is the number p of variables or attributes used to place the X elements. If we want to keep the same number of degrees of freedom as in a tree representation, that is 2n − 3 (the number of edges), this leads to specific values for p:
-p = 2 for euclidean distances (since there are 2n random coordinates), -p = 1 + log 2 (n) for boolean distances (2 p possible different points) But, a priori, for a given distance we do not know this p value, and we have realized simulations with different possibilities.
To select at random an euclidean distance, we build a table T with n random vectors such that T (x, k) ∈ [0, 1] p . Then we apply the classical formula:
We have retain for p the values p = 2, p ∼ √ n, p = n 2 . As in our simulations n = 15, p takes values 2, 4 and 8. In the program, p can take any value lower than or equal to n. For the euclidean and boolean distances we only apply three values for τ ; 0% (the model is perfectly fitted), 10% and 20%. We always indicate the average value (on 200 trials) but only one critical value, the one which leads to a bound between this type of distance and the tree model. For the distortion and the stress criteria that are the lower values, and for the variance accounted for and the topological criteria the higher values. So for p = 4 and τ = 10%, the stress coefficient is lower than or equal to .14 for 10% of the distances, and R e is greater than or equal .63 for the same percentage.
As it was foreseeable the quality of the metric criteria increases with the number of variables except for V af (the variance accounted for). But the topological criteria decreases very quickly. For p = 2, R q has similar values as for tree distances (with τ = 20% and ρ = .25) and R e is larger for euclidian distances, but in that case the distortion and the stress coefficients are much larger than the corresponding values for the tree model. At the opposite, for p = 8, the metric criteria, except V af that varies as the topological criteria, get similar values as for tree distances having a strong noise, but topological criteria are much lower than for the tree model. So the two types of criteria never agree, and it is always feasible to separate noisy tree distances from euclidean distances, whatever the dimension is. 
The boolean model
For boolean distances, each element of X is represented by a binary vector with p components equiprobably equal to 0 or 1. Then we give random weight W to the attributes in the interval [1, 5] and we calculate
We have selected for p the values p = 1 + log 2 (n), p = n 2 and p = n, that gives integer values 5, 8, 15.
As for euclidean distances, the metric criteria except V af are improved when the number of attributes increases, but they never reach values similar to those of tree distances. The topological criteria take similar values as for euclidean distances. They can be considered as tree distance values only for p = 5 and again topological criteria will make the difference. Finally boolean distances can be distinguished from tree distances.
For these two models, the criteria do not much depend on the rate of noise. Euclidean and boolean distances are very different from a tree distance and to add some noise to the former does not change anything. These distances give a poor tree representation and the quadruples that support some edges seems to be randomly selected. Finally, to recognize a tree distance, it suffices to observe the metric criteria: the distortion is very low (generally lower than .10) and the stress coefficient lower than .12. The V af is greater than .90. These values cannot be obtained by others models except by euclidian distances when the dimension is large. But in that case the topological criteria will make the difference, since in case of possible confusion, tree distances provide values much greater than the observable ones in the euclidian or boolean case.
The protein example
The twin-arginine translocation (Tat) pathway is capable of export proteins in a folded conformation. This novel protein export system has been revealed in Escherichia coli. Five Tat genes have been isolated, and three of them are considered as homologous. For an extended description of the biological questions we refer to .Collaborating with this team, we have studied the evolutionary tree of these genes and a PAM distance have been computed on 15 sequences. There are a few positions that can be aligned on this set and consequently, all the main bootstrap values are not satisfactory, especially for the edge that separate the TatB proteins from the TatA and TatE cluster.
Always using the NJ method, we get the tree drawn in Figure 3 . The rate values of elementary quadruples are indicated along the edges (with the NJPlot program (Perrière and Gouy, 1996) . There are two edges reaching the greatest value 1; the first one separates clusters TatA and TatE from TatB and the We have calculated the expected values, using the Modist program with ρ = 0.56, since it is the ratio of this tree. The result are very similar to those corresponding to ρ = 0.50, and we will use Table 1 . According to the criteria, the Tat distance can be considered as a noisy tree distance with a rate equal to 20% ; V af = .93 indicate that τ = 15%. All the values belong to the confidence intervals. Consulting Table 2 , and only the topological criteria, it can also be viewed as an euclidean distance in dimension 2, but metric criteria never fit whatever
