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KEJADIAN TAK TERENCANA DAN TIDAK TERKONTROL 
YANG DISEBABKAN OLEH MANUSIA, FAKTOR SITUASI 
ATAU LINGKUNGAN ATAU ERUPAKAN KOMBINASI 
DARI FAKTOR-FAKTOR TERSEBUT YANG 
MENGGANGGU PROSES KERJA YANG MUNGKIN 
BERAKIBAT ATAU TIDAK BERAKIBAT CEDERA, 
PENYAKIT, KEMATIAN, KERUSAKAN HARTA BENDA 
ATAU KEJADIAN LAIN YANG TIDAK DIHARAPKAN. 
PENDAH
ULUAN 
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1.  Bagaimana menggali pola 
kecelakaan kerja pada suatu 
perusahaan menggunakan 












2. Berapa banyak model 
prediksi yang dihasilkan dari 
classification menggunakan 
Decision Tree Algorithm yaitu 
Algoritma C4.5 dan C5.0 
PENDAH
ULUAN 








3. Bagaimana perbandingan 
kevalidan antara hasil yang 
diberikan oleh Algoritma 
C4.5 dan Algoritma C5.0? 
PENDAH
ULUAN 








1. Objek yang digunakan pada 
penelitian ini adalah 11 
atribut yang berasal dari 200 
data kecelakaan kerja. 
PENDAH
ULUAN 








2. Dalam penelitian ini, 
terdapat 3 kategori objek, 












3. Data yang digunakan pada 
penelitian ini adalah data 
dari kantor produksi PT. 













Implementasi algoritma C4.5 dan 
C5.0 dalam perangkat lunak untuk 
mendapatkan pola kecelakaan kerja 
sehingga dapat diambil keputusan 
dalam tindakan prevetifnya 
 
KHUSUS 
• Membuat sebuah perangkat lunak 
yang memuat algoritma C4.5 dan 
C5.0 sehingga dapat membuat pola 
dari data training 
• Mencari perbandingan tingkat 
keakuratan hasil pengklasifikasian 
dari algoritma C4.5 dan C5.0 
dalam perangkat lunak 
PENDAH
ULUAN 








1. Diperoleh informasi dan 
perbandingan mengenai pola 
kecelakaan kerja menggunakan 
metode classification yaitu C4.5 
dan C5.0.  
PENDAH
ULUAN 








2. Diperoleh suatu metode untuk 
mengambil tindakan preventif 
untuk terjadinya kecelakaan 
kerja pada perusahaan yang 
menjadi studi kasus. 
PENDAH
ULUAN 








3. Sebagai salah satu referensi 
penggunaan classification 
dalam penggalian pola dengan 













Explaining And Predicting 
Workplace Accidents Using 
Data Mining Techniques 
Dari 
T. Rivas, M. Pas, J.M. Matias, 
JF Garcia, J.Taboada 
INSTITUT TEKNOLOGI SEPULUH NOPEMBER 
SURABAYA 
7/25/2016 20 
Are Decision Tree Always 
Greener On The Open (Source) 
Side Of The Fence? 
Dari 
Samuel A. Moore, Daniel M D 
Addario, James Kurinskas dan 
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A Method For Classification Of 
Network Traffic Based On C5.0 
Machine Learning Algorithm 
Dari  
Bujlow, Tomasz Riaz, Tahir 
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A Novel Hybrid Intelligent 
Method Based On C4.5 Decision 
Tree Classifier And One-against-
all Approach For Multi-class 
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Data mining merupakan proses ekstraksi 
pola yang penting dari data dalam jumlah 
besar . Data mining merupakan salah satu 
langkah dalam proses Knowledge 
Discovery in Database (KDD) untuk 
menemukan pola yang bermanfaat.  
Beberapa karakteristik umum yang dimiliki 
data yang akan dianalisis adalah sebagai 
berikut [4]: 
• Ukuran Data Besar . 
• Data tidak lengkap, sehingga perlu 
proses cleaning. 
• Struktur data kompleks. 
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Proses menemukan informasi 
yang bermanfaat serta pola-pola 
yang ada dalam data. KDD 
merupakan sebuah proses yang 
terdiri dari serangkaian proses 
iteratif yang terurut dan data 
mining merupakan salah satu 
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Classification adalah proses 
penemuan model (fungsi) 
yang menggambarkan dan 
membedakan kelas data atau 
konsep yang bertujuan agar 
bisa digunakan untuk 
memprediksi kelas dari objek 
yang label kelasnya tidak 
diketahui . 
Classification data terdiri dari 
2 langkah proses, yaitu : 
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Decision tree adalah salah satu 
metode classification yang paling 
popular karena mudah untuk 
diinterpretasi oleh manusia . 
Metode  ini  digunakan  untuk  
memprediksi  nilai  diskrit  dari  
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Terdapat 3 jenis node yang terdapat pada 
decision tree yaitu: 
• Root  node,  merupakan node paling  
atas,  pada node ini tidak  ada input dan  
bisa  tidak  mempunyai output atau 
mempunyai output lebih dari satu. 
• Internal  Node,  merupakan node 
percabangan.  Pada node ini terdapat 
percabangan. Pada node ini terdapat 
satu input dan memiliki output 
mininmal dua. 
• Leaf node atau terminal node, 
merupakan node akhir. Pada node ini 
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• Hitung setiap kemunculan kejadian  
• Hitung entropy total dan entropy 
untuk setiap value atribut 
• Hitung information gain untuk tiap 
atribut. Information gain inilah yang 
akan digunakan untuk membuat 
tree.  
• Bentuk simpul pertama yang berisi 
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C.5.0 merupakan penyempurnaan 
algoritma sebelumnya yang dibentuk 
oleh Ross Quinlan pada tahun 1987, 
yaitu ID3 dan C4.5. Dalam algoritma 
ini pemilihan atribut diproses 
menggunakan gain ratio.  
 
Langkah kerja pembangunan tree 
pada algoritma C5.0 mirip dengan 
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Ukuran information gain dan 
gain ratio digunakan untuk 
memilih atribut uji pada setiap 
node di dalam tree. Ukuran ini 
digunakan untuk memilih atribut 
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Studi Literatur ini dilakukan 
untuk identifikasi permasalahan 
dengan mencari referensi yang 
menunjang penelitian yang 
berupa tugas akhir, jurnal, buku, 
maupun artikel. Dalam tugas 
akhir ini, studi literatur yang 
dilakukan mengenai data mining, 
classification, Algoritma C4.5, 
dan Algoritma C5.0 
7/25/2016 37 








 On Work      : Kecelakaan kerja yang terjadi saat 
karyawan sedang dalam proses 
pekerjaan dan berada dalam area 
perusahaan 
 Traffic Inside    
Fact               : 
Kecelakaan yang terjadi selama di area 
perusahaan yang tidak termasuk On 
Work 
 Traffic On 
Commute      : 
Kecelakaan kerja yang terjadi saat 
karyawan berada di luar are perusahaan, 
contoh : waktu berangkat kerja, waktu 
pulang kerja, dinas luar. 
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• Data Cleaning 





• Analisis Hasil Pola 
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MULAI
    STUDI PUSTAKA
1.  Keselamatan Kerja
 2.  Data Mining
3.  Classification
4.  Decision Tree
5.   C4.5
5.   C5.0
PENGUMPULAN DATA
Pencarian data primer di PT. Ajinomoto Indonesia kantor cabang 
Mojokerto yang berupa data Event, Karyawan, dan Sistem 
perusahaan
PEMBERSIHAN DATA 
(CLEANING MISSING VALUE DATA)
TRANSFORMASI DATA
CLASSIFICATION DENGAN C4.5
Perancangan Proses Algoritma 
classification dengan C4.5
CLASSIFICATION DENGAN C 5.0
Perancangan Proses Algoritma 
classification dengan C5.0
ANALISIS HASIL POLA DAN 
EVALUASI



























IMPLEMENTASI SISTEM DAN PERANCANGAN 
INTERFACE















EVALUASI DAN PENARIKAN KESIMPULAN
LAPORAN
Penyusunan Laporan Tugas Akhir



































































































3. Jenis kelamin 
4. Umur 
5. Kewarganegaraan 
6. Tipe pekerjaan 
7. Waktu per hari 





2. Jenis Kelamin 
3. Umur 
4. Tipe pekerjaan 
5. Lama bekerja 
6. Status 
7. Pelatihan 
8. Kecelakaan Kerja 
7/25/2016 
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Total   ? ? ? ? 
Jenis Kelamin L ? ? ? ? 
  P ? ? ? ? 
Umur Umur1 ? ? ? ? 
  Umur2 ? ? ? ? 
  Umur3 ? ? ? ? 
  Umur4 ? ? ? ? 
Tipe 
Pekerjaan 
GRD A ? ? ? ? 
  GRD B ? ? ? ? 
  GRD C ? ? ? ? 
Lama Bekerja Junior ? ? ? ? 
  Senior ? ? ? ? 
Status ISS ? ? ? ? 
  Reguler ? ? ? ? 
  Fuji ? ? ? ? 
  Swabina ? ? ? ? 
  Kontraktor ? ? ? ? 
Pelatihan Yes ? ? ? ? 

























Node     Entropy Information 
Gain 
? 
Total   ?   
Jenis Kelamin L 
? 
? 
  P ? 
Umur Umur1 ? 
? 
  Umur2 ? 
  Umur3 ? 
  Umur4 ? 
Tipe Pekerjaan GRD A 
? 
? 
  GRD B ? 
  GRD C ? 
Lama Bekerja Junior 
? 
? 
  Senior ? 
Status ISS ? 
? 
  Reguler ? 
  Fuji ? 
  Swabina ? 
  Kontraktor 
? 
Pelatihan Yes  ? 
? 
  No ? 
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  P ? 
Umur Umur1 ? 
? ? 
  Umur2 ? 
  Umur3 ? 
  Umur4 ? 
Tipe 
Pekerjaan 
GRD A ? 
? ? 
  GRD B ? 





  Senior ? 
Status ISS ? 
? ? 
  Reguler ? 
  Fuji ? 
  Swabina ? 
  Kontraktor ? 
Pelatihan Yes ? 
? ? 
  No ? 
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No Data Training 
Data Testing 
1 95% 5% 
2 90% 10% 
3 85% 15% 
4 80% 20% 
5 75% 25% 
PEMBAGIAN DATA UNTUK TESTING 
DAN TRAINING 
7/25/2016 







TRAINING C4.5 DENGAN 95% DATA 
TRAINING 
7/25/2016 







TESTING C4.5 DENGAN 5% DATA 
TESTING 
7/25/2016 










Pembagian Data Hasil 
95% - 5% 70% 
90% - 10% 60% 
85% - 15% 46% 
80% - 20 % 52% 
75% - 25 % 46% 
7/25/2016 










Pembagian Data Hasil 
95% - 5% 60% 
90% - 10% 45% 
85% - 15% 46% 
80% - 20 % 32% 
75% - 25 % 32% 
7/25/2016 
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1. Perangkat lunak dapat melakukan pre processing, pembangunan 
tree dan pengujian algoritma sehingga didapatkan pola prediksi 
kecelakaan kerja beserta angka keakuratannya. 
2. Rules sebagai representasi dari pola kecelakaan kerja yang 
dihasilkan oleh Algoritma C5.0 lebih ringkas daripada rules yang 
dihasilkan oleh  C4.5, yaitu 32 pola kecelakaan kerja. 
3. Hasil keakuratan pola yang dihasilkan oleh algoritma C4.5 lebih 
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1. Data yang dipakai dalam perangkat lunak ini masih sedikit dan bervariasi. 
Dalam perhitungan data mining, sebaiknya data harus dalam jumlah yang 
banyak karena mempengaruhi pola dan hasil keakuratan yang didapatkan. 
Untuk penelitian selanjutnya dapat menggunakan data yang lebih banyak. 
2. Perangkat lunak ini belum bisa menampilkan hasil decision tree yang 
menarik. Untuk penelitian selanjutnya dapat menggunakan representasi data 
dalam bentuk tree atau list rules yang lebih baik sehingga memudahkan 
dalam testing data. 
3. Pengembangan perangkat lunak ini dapat dilakukan dengan menambah menu 
input data baru demi manfaat yang lebih baik. 
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