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Abstract: Owing to usual logistic hardships related to field-based cryospheric research, remote sensing
has played a significant role in understanding the frozen components of the Earth system. Conventional
spaceborne or airborne remote sensing platforms have their own merits and limitations. Unmanned
aerial vehicles (UAVs) have emerged as a viable and inexpensive option for studying the cryospheric
components at unprecedented spatiotemporal resolutions. UAVs are adaptable to various cryospheric
research needs in terms of providing flexibility with data acquisition windows, revisits, data/sensor
types (multispectral, hyperspectral, microwave, thermal/night imaging, Light Detection and Ranging
(LiDAR), and photogrammetric stereos), viewing angles, flying altitudes, and overlap dimensions.
Thus, UAVs have the potential to act as a bridging remote sensing platform between spatially discrete
in situ observations and spatially continuous but coarser and costlier spaceborne or conventional
airborne remote sensing. In recent years, a number of studies using UAVs for cryospheric research
have been published. However, a holistic review discussing the methodological advancements,
hardware and software improvements, results, and future prospects of such cryospheric studies is
completely missing. In the present scenario of rapidly changing global and regional climate, studying
cryospheric changes using UAVs is bound to gain further momentum and future studies will benefit
from a balanced review on this topic. Our review covers the most recent applications of UAVs
within glaciology, snow, permafrost, and polar research to support the continued development of
high-resolution investigations of cryosphere. We also analyze the UAV and sensor hardware, and data
acquisition and processing software in terms of popularity for cryospheric applications and revisit
the existing UAV flying regulations in cold regions of the world. The recent usage of UAVs outlined
in 103 case studies provide expertise that future investigators should base decisions on.
Keywords: UAV; unmanned aerial systems (UAS); drone; cryosphere; arctic; polar; remote sensing
1. Introduction
“Cryosphere” refers to the frozen component of water in the form of glaciers, snow cover, ice sheets,
ice caps, frozen lakes and rivers, sea ice, and frozen ground or permafrost. Owing to high albedo
characteristics of snow and ice and their physical interactions with the other components of the Earth
system, the cryosphere plays an important role in the global biogeochemical cycles and energy balance.
This means that any qualitative or quantitative alteration in the spatiotemporal extents or characteristics
of the cryosphere has the potential to affect global or regional air circulation patterns, sea and air
temperatures, ocean currents, and global sea level. This highlights the need for continuous monitoring
of cryosphere at different spatiotemporal scales using various field-based and remote-sensing-based
approaches to estimate the ever-changing dynamics of the cryosphere. However, year-round in situ
cryospheric monitoring is expensive and limited by hostile climate, logistic management, inadequacy
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of skilled manpower, and funding support. This makes remote sensing a practical substitute for
meeting the growing needs of cryospheric research [1].
Remote sensing has been extremely useful for collecting information on remote, difficult-to-reach
areas, which comprises much of the cryosphere. Satellite-based remote sensors are powerful tools for
monitoring the environment. However, effective utilization of available satellite data for cryospheric
research also demands for a tradeoff between spatial resolution and temporal revisit. For example,
to monitor a glacial lake susceptible to outburst flooding, one needs high temporal resolution which
may only be available with coarse spatial resolution satellite images. If the glacial lake is spread across
just a few tens or hundreds of meters squared, compromising too much on the spatial resolutions
is also not ideal. Moreover, such satellite images can prove to be too coarse for studying individual
smaller-sized alpine glaciers and snow fields and are subject to extensive cloud cover the majority
of the year [2]. This also puts a constraint on the accuracy and reliability of the results in the
absence of sufficient field validations [3]. Manned aircrafts are an excellent source of aerial imagery,
yet their usage is limited by high exploitation costs, lack of operational infrastructure, can prove
dangerous due to extreme and changing weather, and increase intrusion on wildlife [4,5]. In such
scenarios, unmanned aerial vehicles (UAVs) have emerged as a low-cost, flexible, and safer alternative.
Beyond the practical benefits of cost and safety, UAVs have a temporal advantage since they can be
deployed more regularly, provide spatial resolution at centimeter scales, and can view the surface
under cloud cover. Most importantly, UAVs can be equipped with a range of possible light-weight
sensors (photogrammetric RGB cameras, multispectral, hyperspectral, thermal, LiDAR, atmospheric,
and gravimetric sensors) as per user requirements and research needs. In recent years, UAVs have
been increasingly used as a remote sensing platform for studying cryospheric components such as
snow cover, glaciers, ice sheets, permafrost, and other polar targets such as wild life, landforms,
peatlands and sea ice [6]. Since a review article [1] that covered the early developments of UAV uses
for a single cryospheric component, i.e., glaciers, was published four years ago, there has been a
significant research gap of such comprehensive reviews covering either glaciers or the cryosphere as a
whole. The present review summarizes the recent cryospheric applications of UAVs between 2014
and 2019 that were not covered in any previous review. Hardware, software, and analysis techniques
have immensely evolved in the past four years and vary among the applications. Our aim is to
provide a first-hand literature survey of these recent articles, identify the present and future niche
areas, and summarize suggestions for successful UAV usage based on explicit accounts of experience.
This paper aims to promote a standard that will provide upcoming researchers interested in using
UAV technology for cryospheric research the background information and new perspectives to begin
with. We start this review by first defining our search method, followed by tabulating the identified
studies in chronological order, and then systematically discussing them under various cryospheric
realms. We further discuss the UAV and sensor hardware, data acquisition and processing software
in terms of popularity for cryospheric applications and revisit the existing UAV flying regulations
in cold regions of the world. Finally, we suggest potential future applications and provide technical
recommendations based on the reviewed papers. To the best of our knowledge, this paper is the first
review of applications of UAV technology dedicated to cryospheric research.
Search Methods
The papers included in this review were found by utilizing the Clark University Library online
discovery tool and Google Scholar to search for several combinations of keywords such as “Arctic”,
“Antarctica”, “UAV”, “UAS”, “unmanned aerial”, “drone”, “polar”, “glacier”, “permafrost”, “ice sheet”,
“snow cover”, and “glaciology”. Beyond the word searches, we followed papers referenced in published
studies that would also be applicable to the criterion. Materials including peer-reviewed articles,
conference proceedings, theses and dissertations utilizing UAVs for cryospheric research were consulted.
The review considered studies published from 2014 to 2019. Criteria of article inclusion were studies
that focused on environmental aspects for cryosphere or polar disciplines and that UAVs were a
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meaningful tool for research. Feasibility studies for UAVs in cryosphere studies were also considered.
Studies that included UAV datasets but only as ancillary information without detailed description of
flights were disregarded. Studies previously covered in the UAV review by Bhardwaj et al. [1] were
not repeated here. All of the papers collected underwent a thorough review focused on their UAV
methods, produced datasets and accounts of experience or recommendations. Thus, we collected 103
applicable papers in this manner with the goal of providing a comprehensive sample and holistic
review of the literature.
2. Cryospheric Applications
UAVs provide a diverse array of opportunities for data collection applicable to many sectors of the
cryosphere. A summary of the studies which applied UAVs to study cryosphere during 2014-2019 are
listed in Table 1. There are many possibilities of UAV-enabled data collection could benefit areas such as
lower atmosphere monitoring of aerosols and black carbon, atmospheric energy and gas concentrations,
oceanic and sea ice processes, glacier dynamics, and ecosystem resilience. The following case studies
describe many applications that have been recently attempted and published.
Table 1. Summary of application studies of unmanned aerial vehicles (UAVs) in cryospheric disciplines.
The articles mentioned here were published online between 2014 and 2019.
Study Location UAV Platform Highlights
Lucieer et al. (2014) [7] Windmill Islands,Antarctica
MikroKopter
OktoKopter





Turner et al. (2014) [8] Windmill Islands,Antarctica
MikroKopter
OktoKopter
Flew multiple sensors to
investigate physiological
state of moss ecosystems
including a visible
camera (1 cm/pixel), a 6
band multispectral
camera (3 cm/pixel),





Antarctica Custom-built fixed wing
Used a UAV to identify
cyanobacterial mats,
estimate their extent and
discriminate between
different mat types. They





human impact on the
fragile ecosystem.










information on a few
penguin and seal
population samples.
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Vander Jagt et al. (2015)
[11] Tasmania, Australia Doidworx SkyJiB
Used imagery obtained







Jonassen et al. (2015) [12] Weddell Sea, Antarctica
Multiplex and Mavionics
custom Fixed Wings and
a custom quadcopter
Used multirotor and





layer profiling above sea
ice.





backwasting with the aid
of a DSM produced by
previously published
flights [14].
Cimoli 2015, Cimoli et al.
(2017) [15,16] Longyearbyen, Svalbard
Walkera X350 Pro, DJI
S900, custom-built
octocopter
Sought to assess the
feasibility of UAS SfM
for depicting snow depth
variability. Expected to
fly at six locations but
only completed one due
to "UAS failure."
Suggested pilots to be
prepared to fly manually
in Arctic locations.
Westoby et al. (2015.
2016)
[17,18]
Patriot Hills, Antarctica Unspecified fixed wing
Orthomosaic and DSM
produced by a UAV





surface evolution of a
moraine complex.
De Michele et al. (2015,
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Stuchlik et al. (2016) [21] Nordenskiöldbreenglacier, Svalbard Custom multirotor
Created example
products to demonstrate
possible uses of UAVs
including an RGB and IR
orthomosaic of a
proglacial river system.
This is a proof-of-concept
manuscript.
Buri et al. (2016) [22] Liring Glacier, Nepal Swinglet CAM





Pederson et al. (2016)








Boesch et al. (2016) [24] Brämabühl, Switzerland Ascending Technologies(AscTec) Falcon 8
Investigated practical
upgrades with the
evolution of RGB + NIR
sensor hardware and
SfM software for UAV
and manned aircraft for
improved
reconstructions of snow
height in an Alpine area.
Ewertowski et al. (2016)
[25]
Nordenskiöldbreen
glacier, Svalbard Unspecified quadcopter
Used a UAV to produce a
detailed map of complex




within the foreland of a
tidewater polythermal
glacier.
Evans et al (2016) [26] Fláajökull glacier, Iceland Unspecified quadcopter
A single UAV survey
was flown to map
submarginal landforms
that have recently
evolved (since 1989) at a
glacier snout.
Tonkin et al. (2016) [27] Austre Lovénbreen,Svalbard DJI S800
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using a UAV with RTK
technology on different
terrain types (prairie and
alpine) and tested
accuracy.














(2016) [30] Liring Glacier, Nepal Sensefly eBee
Collected optical RGB




and compared to in situ
and satellite sources.







contribution of ice cliff
backwasting to the net
































reactions of Gentoo and
Adélie penguins to a
UAV flown at different
altitudes. Disturbance
was visible when flown
at a upper level of 30 m
and 50 m above ground
respectively.
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Study Location UAV Platform Highlights
Lambiel et al. (2017) [37] La Roussette rock glacier,Switzerland SenseFly eBee RTK
Preliminary results of
orthomosaics collected of
a remote, difficult to
reach, rapidly moving,
newly discovered rock
glacier within the Valais
Alps.











characteristics of a rock
glacier.
Telg et al. (2017) [39] Ny-Alesund, Svalbard Manta fixed wing























though the method was
found to be less accurate
than including GCPs.







UAV to analyze activity
of a pulsing glacier.









study on an ice-dammed
lake.
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best in the plateau’s
complex terrain.
Smith et al. (2017) [46] Kangerlussuaq,Greenland Skywalker X8
RGB flight data that
originally appeared in
Ryan et al. [47] provided
catchment boundaries,
surface drainage
patterns, and snow cover
for Rio Behar.
Busker (2017)
[48] Langtang Glacier, Nepal Sensefly eBee




on measuring ice cliff
backwasting.
Ader and Axelsson
(2017) [49] Tarfala, Sweden DJI Phantom 4
A thesis exploring the
possibility of physically




and scientists, and test
flights performed by
unexperienced pilots as a
measure of ease in
applicability.
Lovitt et al. (2017) [50] Alberta, Canada Aeryon Scout
UAV was used to
reproduce ground
elevations in peatland
area and evaluate the
role of vegetation and
surface complexity.
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Bernard et al. (2017,
2017) [52,53]
Austre Lovén glacier,
Svalbard DJI Phantom 3




repeated UAV survey a
few days apart to capture
a quickly changing
environment.







Krause et al. (2017) [55] Cape Shirreff, Antarctica Aerial Imaging SolutionsAPH-22
Flew a UAV to identify
mass and body
conditions of pinnipeds
at target altitudes of 23,
30 and 45 m above
ground level.











Dąbski et al. (2017) [57] King George Island,Antarctica PW-ZOOM
Detect and quantified
periglacial landforms




and more from an
orthomosaic and DSM.
Jouvet et al. (2017) [58] Bowdoin Glacier,Greenland Skywalker
Combined UAV and











lake changes via a
hexacopter designed for
high-altitude missions.
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Seier et al. (2017) [59] Pasterze Glacier, Austria QuestUAV
Used a UAV along with
electrical resistivity
tomography for surface
















increase accuracy until a
threshold is met and the
presence of fresh snow
decreased DSM accuracy.
Ryan et al. (2017) [61] Kangerlussuaq,Greenland Skywalker X8
Obtained accurate
fine-scale resolution of
albedo over a sample of
the Greenland ice sheet.
Scaioni et al. (2017, 2018)
[62,63] Forni Glacier, Italy SenseFly Swinglet CAM
Sought to understand













UAV flown within close
vicinity at different
altitudes. Found




Lousada et al. (2018) [65] Adventdalen, Svalbard Unspecified
Compared UAV flown






Jones et al. (2018) [66] Isunguata Sermia,Greenland Skywalker X8
Flew over the lower 16
km ablation area of a
glacier at an altitude of
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for study on cryoconite
holes.
Yang et al. (2018)* [69,70] Kangerlussuaq,Greenland Skywalker X8
RGB flight data that
originally appeared in
















and albedo over sea ice.
Fugazza et al. (2018) [72] Forni Glacier, Italy Sensefly Swinglet CAMand custom quadcopter
Analyzed multi-year
surveys to evaluate
glacier thinning rate and
for mapping hazards
related to a collapse
event.
Jouvet et al. (2018) [73] Bowdoin Glacier,Greenland
Firefly 6 vertical take-off
and landing hybrid UAV




plume dynamics at the
calving front.
Alfredson et al. (2018)
[74] Trondheim, Norway DJI Phantom 3





produced to map river
ice for an ice jam and
anchor ice dams.
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Tan et al. (2018) [76] Scott Base, Antarctica Unspecified multirotor
Preliminary results of an
investigation into
feasibility to utilize
airborne radar onboard a
UAV to map out snow
depth on sea ice in
Antarctica.









via UAV and satellite
imagery.
Midgley et al. (2018) [78] Midtre Lovénbreenglacier, Svalbard DJI S800
Compared a LiDAR
topographic dataset to a


















Antarctica Geoscan 201 fixed wing
Based on the same flight




observations of a surface
collapse event of Dålk
Glacier.




the paper. One sentence
stated the imagery used
was collected by a DJI
Phantom 3, we assume
here this was a
typographic error.
A sibling thesis to Ader
and Axelssson [46],
investigated the
performance of UAVs in
mapping snow surface






Attalla and Tang (2018)
[82] Tarfala, Sweden N/A




ultrasonic sensor on a
UAV for measuring
heights of ablation stakes.
Sensors were tested in a
lab setting and a UAV
was not flown.
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Adams et al. (2018) [83] Tuxer Alps, Austria Multiplex Mentor Elapor
Twelve UAV flights of a
snow-covered slope














slopes via an RGB and
IR-enabled UAV. They
recorded variability of





overlap to be at least 90%
for successful thermal
mosaicking.
Barnas et al. (2018) [85] Manitoba, Canada Trimble UX5
Opportunistically
observed the behavior of
three adult male polar
bears and discussed the
use and challenges of
UAVs use for surveying
polar bears.
Zmarz et al. (2018) [4] King George Island,Antarctica PW-ZOOM
Flew a UAV beyond line
of site to identify fauna,
flora, and landforms to
successfully monitor key
elements of a polar
ecosystem on the remote
Penguin Island.




and DSM differencing of
the ablation region of
Morteratch Glacier.
Kraaijenbrink et al.
(2018) [87] Liring Glacier, Nepal Sensefly eBee
UAV was flown with
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Kraaijenbrink 2018 [88] Liring Glacier, Nepal Sensefly Swinglet CAM
Two field campaigns




tongue and the average
glacier movement over
the monsoon season.
Kim and Kim (2018) [89] East Siberian Sea DJI multirotor(unspecified)
Proposed a method of
detecting incorrect
matches among images
prior to correcting DSMs
derived from UAV flown
over sea ice.
Kizyakov et al. (2018)




permafrost zones using a
UAV.




























Based on the same flight
data in [4], this study
further provided a
census of local seabird




Fernandes et al. (2018)
[94]
Gatineau and Acadia,
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Used SfM to develop
maps of snow depth and
snow cover to use as
proxies for snow water
equivalent, ablation





Cook et al. (2018) [97] Western Greenland DJI Phantom 2
Extracted still images
from UAV-collected RGB
video to obtain frequency,
coverage, and geometric
data of cryoconite holes.
Bash et al. (2018, 2019)*
[98–100] Fountain Glacier, Canada MikroKopter
Measured daily and total
glacial ablation via UAV
reconstructions of a
glacier. Later tested an
enhanced temperature
index model of glacier
surface melt from this
data.
Jenssen et al. (2018, 2019)
[101,102] Multiple sites, Norway Foxtech Kraken
Flew a radar to resolve
snow stratigraphy and a
dry snowpack and tested
its capability of detecting
a person buried under
1.5 m of wet snow.
Léger et al. (2019) [103] Seward Peninsula,Alaska 3DR Solo UAV
Vegetation and
topography information










velocity fields of a
marine terminating
glacier.











depth calculations in a
forest environment and
additionally related this
to leaf area index.
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Hendrickx et al. (2019)
[106]
Cliosses rock glacier,
Switzerland Custom DJI F550
Created multiple
reconstructions of a rock
glacier with identical
inputs to test Agisoft
Photoscan SfM variation
among outputs.




DJI Phantom 3, DJI
Phantom 4, DJI Mavic
Air




multirotors for DSM and
orthomosaic production
in polar environments.
Cook et al. (2019) *






algae cover on the
surface of the Greenland
ice sheet.
* Review was based on Discussions paper but recently published finalized versions are also cited.
The studies included in this review provided a wide range of research goals (Figure 1). Many of the
UAV applications involved creating orthomosaics and Digital Surface Models (DSMs) from individual
optical images. A smaller portion of the sampled studies collected wavelength data outside the
visible spectrum, or aimed at characterizing aerosol or other atmospheric variables (e.g., [39,71]).
An example of solar radiation measurements is Burkhart et al. [51], who fitted a UAV with upwelling
and downwelling sensors to measure albedo on the Greenland Ice Sheet. Some other studies used
the UAV itself as the experiment tool to gauge animal behavior [36,44,64]. Figures 1 and 2 show
the distribution of topics covered and the geographic locations of the sampled studies, respectively.
Glacier and snow cover stand out as the most popular research topics involving UAVs (Figure 1).
These are followed by more generalized research themes focusing on geomorphology, vegetation,
and animal behavior in cold regions. Atmospheric measurement applications of UAVs in cold regions
are still in an early phase of publishing studies that address scientific questions rather than feasibility
accounts but research in this field is certainly growing (e.g., [12,110]). Antarctica, Greenland and
Norway were the most popular geographic areas covered using UAV sensors, followed by Canada and
high mountain areas such as the Himalayas and the Alps (Figure 2).
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2.1. UAVs for Snow Research
Several studies utilized UAVs for analyzing snow depth (e.g., [16,19,34,93]). The common method
for identifying snow depth is to subtract snow-free DSMs from snow-covered DSMs, once the images
were correctly co-registered (e.g., [105]). Exact relative georeferencing between the DSMs is essential
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because even small shifts in x and y can lead to large differences in the z direction, especially for
steep terrain [28,34]. However, terrain relief and shadows in mountains can put significant constraint
on accurate DSM construction and co-registrations. Snow is challenging for building products from
Structure from Motion (SfM) algorithms because of the high reflectance of homogenous surfaces and
lack of contrast. True to photogrammetric theory, limited variation in surface features could hinder SfM
software in identifying tie points to match between images, leading to increased inaccuracy or failure
to utilize images within an orthomosaic [94]. Because of this, Bühler et al. [34] suggested fresh snow
to be less suitable than older, weathered snow for reliable photogrammetry. They concluded this is
less of a problem for alpine surfaces where winds and variation in radiation of snow surfaces develop
detectable features such as ripples. However, if the mapping area is of considerable dimensions and
navigable, one solution to this problem can be the placement of well-distributed ground control point
(GCP) markers as common reference points or tie points for enforcing the SfM. These markers can also
ensure common georectification during the process of generating temporal DSMs and enable robust
co-registration to make DSMs mutually comparable for accurate differencing. Moreover, the snow
albedo during the transition period between winter and summer changes rapidly and even the older,
weathered snow cannot be sufficiently reliable to ensure high accuracy for repeat photogrammetry.
Shadows or areas of insufficient illumination will also introduce errors in DSMs. To alleviate some of
these challenges, having a snow-free image to use as a control is very useful for snow assessment.
With respect to testing SfM performance in varying topographic and lighting conditions for
different snow types using low-cost UAVs, Cimoli et al. [16] performed a more holistic approach
in Svalbard and Greenland. Of the resulting snow depth maps with spatial resolutions between
0.06 and 0.09 m, the average difference between the UAV-estimated and conventional snow probing
depths varied within an acceptable range of 0.015 to 0.16 m. To alleviate the abovementioned issues
with homogenous surfaces and lack of contrast limiting SfM applicability for snow, Cimoli et al. [16]
demonstrated the potential to overcome SfM limitations through definite image pre-processing
workflows. The two pre-processing steps suggested and tested by Cimoli et al. [16] were image content
enhancement (increases the contrast between the pixels without reducing the dynamic range) and
radial lens distortion correction (improves the image geometry for SfM processing). Another way
to overcome the SfM-related limitations in snow depth mapping can be to opt for different sensing
approaches. For example, Tan et al. [76] used an experimental airborne radar operating at frequencies
between 1.0 GHz to 5.0 GHz to estimate snow depth over Antarctic sea-ice. The radar was capable of
performing snow depth measurements at a minimum resolvable layer resolution of 5 cm. However,
such a technique requires precise understanding of the snow’s physical parameters and their variability
in a radargram. Similarly, one of the results obtained by Adams et al. [83] while performing slope-scale
snow depth measurements was particularly interesting. In addition to visible spectrum, they acquired
images in near-infrared (NIR) wavelengths as well to generate DSMs. They reported that for poorly
illuminated snow surfaces, the NIR imagery provided considerably better accuracy than the visible
imagery. This result is promising in proposing multispectral imagery in infrared wavelengths for
depth mapping as another option to explore for future studies.
The studies on UAV-based snow research found meaningful information on snow depth and
distribution, but with some conditions. For example, De Michele et al. [19] found their UAV (ground
sample distance (GSD) of 4.5 cm) and manual measurement of snow depth differed by 7.3 cm on average,
with a standard deviation of 12.8 cm and precision of ~10 cm. Though such a precision is a considerable
improvement over the satellite-based observations, room exists for improvement to serve as inputs
within glacio-hydrological models to produce reliable predictions. De Michele et al. [19] further
evaluated snow depth volume in the field by using classical interpolation techniques (specifically
arithmetic mean, inverse distance weighting, Thiessen method and Kriging) of point values for 12 poles
measuring depth. The field approach greatly underestimated snow volume estimated by the UAV,
with the average difference being 21%. The authors attributed some of this error to the placement of
measurement poles in locations with shallow snow which should be investigated with increased sample
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points in respect to variations in snow depth and surface texture. In a separate study, Harder et al. [28]
concluded that their SfM snow depth and spatial variability estimations were accurate only for areas
with snow deeper than 30 cm. Snow shallower than this threshold provided a signal that was smaller
than the noise and factors such as vegetation cover, low sun angles, topographic or cloud shadows,
and high wind speeds contributed significantly to higher noise. Short vegetation compressed by
snow can result in underestimation of snow depth due to elevation bias and conversely, vegetation
extending above the snowpack can result in overestimates of snow depth [111]. Maintaining a fine
ground sampling resolution that can sufficiently distinguish the intersection of snow and vegetation
can help alleviate errors [94].
In another study, Avanzi et al. [92] compared UAV-derived photogrammetric maps, flown at
60 m for a GSD of ~0.02 m, of snow depth for a flat sample plot with point clouds acquired with a
light amplification by th use of a stimulated emission of radiation (laser) device capable of millimetric
accuracy. While a conventional laser scanner reflects the laser beam on the target scene using a
mirror, the MultiStation laser scanner used by Avanzi et al. [92] acquires a point cloud by moving
the telescope collimation axis to scan the target scene at a very high frequency, thus ensuring a high
accuracy of 2 mm. Although the two methods of snow depth estimation were in close agreement
with the maximum root mean square deviation (RMSD) of only 0.036 m, the root mean square error
(RMSE) between UAV data and manual probing reached up to 0.20–0.30 m. This error was more
evident in riverbeds and regions with vegetation cover. This highlights the fact that although the
recent software and hardware advances have made the photogrammetric results comparable with
laser-based measurements, there is still a significant scope of improvement in the accuracy of all
such remote-device-based snow depth measurements. The study area selected by Avanzi et al. [92]
displayed homogeneous topography within a range of ∼7 m. Nevertheless, the accuracy issues related
to topographic shadows as suggested by Harder et al. [28] may further aggravate the RMSD between
the laser-based and photogrammetry-derived measurements in a topographically heterogeneous
region. Devices such as MS are not as affected by sudden topographic variation and can outmatch
the results of UAV photogrammetry in the regions with widely heterogeneous terrain. However,
for applications that do not require mm-scale precision and accuracy but are mainly constrained by
the time factor and need results in near real-time, the methods and recommendations suggested by
Miziński and Niedzielski [40] can prove to be useful. They proposed a fully automated two-stage
registration method for dense point clouds based on tall land cover elements such as trees without a
need for ground control points (GCP) acquisition. The mean absolute error of snow depth estimation
reported by Miziński and Niedzielski [40] varied between 0.33 and 0.43 m among two sample flights at
151 m (5.3 cm/pixel) and 109 m (3.8 cm/pixel) with RGB and NIR sensors separately.
2.2. UAVs for Glaciology
Despite challenges associated with flying in high elevations and rarer atmosphere, worldwide
UAVs are becoming increasingly popular for mapping alpine glaciers. Several of the compiled studies
(e.g., [59,62,112]) focused on utilizing SfM to analyze glacier dynamics. Specific applications included
monitoring plume dynamics [73], ablation [98,99], flow velocity [66], and calving events [47,58].
Others include identifying and analyzing changes of surface features such as ice cliffs [13,22,32],
cryoconite holes on ice sheets [97], and supraglacial ponds on debris-covered glaciers (e.g., [30]),
testing the accuracy of DSMs with varying GCPs (e.g., [60]), and mapping hazards related to glacier
collapse and glacial thinning rates (e.g., [63]). Of these, one of the most interesting studies was done by
Jouvet et al. [73]. They took advantage of the temporal resolution UAVs can provide, flying over the
terminus of Greenland’s Bowdoin Glacier every twelve hours (with two exceptions) between July 7th
and July 18th 2016, totaling 24 flights at 400 m above ground level, achieving 10 cm GSD. Also included
in their study was a fixed Differential Global Positioning System (DGPS) on the glacial surface.
The DSMs comparisons between each flight provided a high-resolution velocity field, and between the
two technologies, achieved accurate orthomosaics within 10-20 cm (1-2 pixels) horizontal error.
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Rossini et al. [86] flew an off-the-shelf DJI Phantom 4 quadcopter to analyze the ablation region of
Swiss Morteratch Glacier within two summer flights. Though the study utilized a low-cost consumer
UAV with a pre-installed camera and only visited their study site twice, their usage of a master and
two rover Global Navigation Satellite System (GNSS) devices in the field allowed them to create
orthomosaics and DSMs reliable within reasonable error; the upper error limit being 23.3 cm for the
DSM and total RMSE between the orthomosaic and ground validation points of 17.7 cm produced
from a flight altitude 110 m above ground level and 4.5 cm/pixel. Specific challenges were met within
this study such as chaotic movement from fallen boulders along a glacier’s edge and intense changes
due to the ablation-disabled SfM algorithm from identifying features between data collection days.
These factors reportedly hampered the possibility of proper estimation of the glacial displacement
between the July and September dates. A suggestion to relieve the impact of a rapidly changing
environment would be to increase the temporal resolution of observations, so dramatic ablation
changes in particular, can be witnessed in smaller steps. Outside of the set-backs, with the finished
products, Rossini et al. [86] derived surface velocity, brightness, roughness, identified glacial features,
and differenced the DSMs from the two dates for a vertical accuracy assessment from stable features
as well to quantify surface melt. Furthermore, Rossini et al. [86] showed usefulness of the generated
brightness image and roughness map when they analyzed the melt rates with respect to the surface
brightness or its roughness. This is an example of effectively using orthomosaics or DSM derivatives
for next-level analyses following DSM generation and differencing.
In a study done by Rohner et al. [104], a SenseFly eBee with an RGB camera flown in four day
increments was able to capture velocity flows of a marine-terminating glacier in Greenland. Compared
to satellite-derived velocity fields, the UAV was able to depict much smoother flows and resolve the
acceleration towards the terminus, where speeds of 12 m/day were reached. The higher resolution
(both in space and time) also distinguished discontinuities in flow speed related to deep crevasses
and rifts that would be indiscernible with satellite imagery. The study also compared velocity fields
produced by terrestrial radar interferometer and found excellent agreement between the two very
different sensors with the exclusion of a 250 m buffer from the margins of the glacier (standard deviation
of 1.84 m/day and mean difference of 0.37 m/day with UAV GSD ~17 cm). The position of the UAV
had an advantage over the terrestrial method as the latter produced discontinuous results due to
topographic-induced shadows. Rohner et al. [104] considered the UAV data as in situ truth to validate
satellite estimations, demonstrating a shift in the literature from a narrative of if UAVs can be useful or
accurate, to assuming so.
In pursuit of estimating debris thickness on glaciers by their thermal signatures,
Kraaijenbrink et al. [87] flew both an optical and thermal sensor over a section of Lirung Glacier
in Langtang Valley to identify ground objects and validate radiometric values with a hand-held
forward-looking infrared (FLIR) sensor. Challenges of flying thermal were the increased energy
consumption of the sensor, which decreased the potential UAV flight time, and rapidly changing surface
temperature conditions, which impede the feasibility of performing multiple flights. Within single
flights, changing conditions caused disagreements between the UAV and in situ measurements with
the FLIR. The viewing angle difference among sensors also caused discrepancies. Therefore, extra effort
should be given to details such as data collection timing when using infrared. The authors suggest
capturing ground-based thermal video rather than images to ease syncing. Additionally, nadir-rigging
in situ FLIR can alleviate multisensory comparisons.
2.3. UAVs for Other Polar Applications
UAVs have been increasingly utilized for applications such as vegetation, landforms and
animal research. The ecological studies ranged from mapping indigenous fauna in Antarctica
to an opportunistic examination of polar bears (e.g., [85]). UAVs were useful for identifying mass and
body conditions of pinnipeds (e.g., [10,55]), estimating populations of seabirds and pinnipeds including
distinguishing demographics such as pups versus adults (e.g., [4]), and behavioral observations both in
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non-invasive settings and conversely using the UAV as a disturbance to measure reaction (e.g., [44,64]).
Weimerskirch et al. [64] found that flying UAVs above a threshold height of 50 m near colonies is
preferable as the impacts on their eleven penguin species sampled were negligible. This altitude is not
limiting of high-resolution ecological research such as mapping, behavioral studies, and monitoring
populations, and most of the commercially available rotary wing drones are equipped with the cameras
capable of providing ~2 cm/pixel resolution images from these altitudes.
Typically, UAV flights are conducted by keeping the UAV within constant direct view of the
pilot. Risks of losing or crashing the UAV increase if operated outside the field of view. However,
using a UAV for a Beyond Line of Sight (BVLOS) survey, Zmarz et al. [4] were able to perform a
more holistic analyses comprising of wildlife, vegetation, and landforms. Flying BVLOS allowed
researchers to overcome one of the limitations of UAVs of having to launch and land close to the
study site, but BVLOS is commonly discouraged and even illegal in major areas, including North
America. The Korczak-Abshire et al. [93] study used the same flight as that in Zmarz et al. [4] to
analyze seabird and pinniped populations at Turret Point and Penguin Island, 30 km away from their
site near Henryk Arctowski Polish Antarctic Station. The mission covered a total distance of 230 km
within 2.25 hours. The study promotes UAVs for census work of Antarctic seabirds and pinnipeds and
called for automatic estimation techniques to be developed to increase efficiency and accuracy of such
analysis as the authors counted individuals manually. Though the populations were counted three
separate times, this leaves comfortable room for human error, creating a desire for a machine learning
process to be attempted in future studies. In one novel study, Cook et al. [109] applied a random forest
supervised classification using directional reflectance measurements as training data to a low-flown
(30 m above ground) multispectral orthomosaic to map algae on the Greenland ice sheet. Combined
with additional satellite and in situ measurements, they documented the positive albedo feedback
effect contributed by surface algae in Western Greenland (responsible for 6%–9% of total runoff from
the western sector in summer 2016). In this case, the UAV survey was critical in distinguishing the
effect of algae cells to that of mineral dust on the ice surface and confirming algal blooms are a major
component of the ice surface. This study illustrates how UAV imagery in conjunction with other
remote sensing and field methods can provide deeper insight than traditional methods.
Antarctic vegetation, specifically cyanobacterial mats, were a popular study subject (e.g., [7–9,56].
In the study by Turner et al. [8], a visible camera, multispectral camera, and thermal infrared camera
were flown individually onboard a multirotor by a Mikrokopter “Oktokopter” for investigating moss
ecosystems. This is a great utilization of the platform, although the authors describe the Oktokopter as
only having a flight duration of 5 min when carrying the typical payload. The study did not elaborate
further, but that is a challenging constraint and greatly limits suitable survey area.
Similar to the identification of features on glacier surfaces, periglacial landform features were also
distinguished from the mapped products. Dąbski et al. [57] utilized a fixed-wing aircraft to vectorize
periglacial landforms on their survey of Demay Point on King George Island in the Western Antarctic
Peninsula region. Specifically, they inventoried solifluction landforms, patterned ground, coastal
landforms landslides, mud flows, scarps, taluses, bedrock outcrops and more. These landforms can be
correlated with the possible presence of permafrost and Dąbski et al. [57] provides a methodological
sequence in effectively mapping and monitoring them. They concluded that traditional accessible
satellite and aerial images underestimate the spatial extent of periglacial landforms and the UAV
offered a more competitive level of detail. Mapping permafrost through satellite imaging has always
been extremely challenging as the typical permafrost landform patterns such as furrows and ridges
in rock glaciers, polygonal forms, and other patterned grounds are hard to distinguish on coarser
than a few meters resolution images and UAV imaging can provide unprecedented details for such
visual analyses. Surprisingly, few studies currently exist in this realm. Lousada et al. [65] used drone
imagery for mapping ice-wedge networks and found that these systems could only be analyzed
adequately with 20 cm/pixel imagery or finer, eliminating the usability of satellites. Another permafrost
application by Gonzalez, et al. [77] used UAVs to create high-resolution DSMs to describe pingo
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(conical ice-cored hill) morphologies, but at the time of writing, this work was not yet published
in the final form. Van der Sluijs et al. [91] used various fixed wing and multirotor UAVs with five
optical and one thermal sensor to identify thaw slump features using a previous LiDAR survey as
a baseline. Additionally, they were able to collect high-resolution soil stratification images along a
headwall, which would have been a hazardous task to sample otherwise. Through repeated surveys,
they were able to quantify the annual volume of displaced material due to melt processes. The thermal
imagery described terrain characteristics and processes of slump development, complimenting the
high-resolution DSMs (horizontal accuracies 0.6–1.2 GSD RMSE, vertical accuracies 0.6–3 GSD RMSE)
that were standardized to 0.5 m resolution for effective comparison between the various optical sensors
used. Authors noted permafrost dynamics such as injection ice and terrain uplift were difficult to
detect prior to the use of UAVs. The study provides an excellent example of how several platforms,
including off-the-shelf UAVs can be used and reliably compared for assessing permafrost stability that
threaten human infrastructure.
Burkhart et al. [51] flew a fixed-wing Cryowing in Greenland to validate Moderate Resolution
Imaging Spectroradiometer (MODIS) albedo products for the extent of one pixel. The UAV was fitted
with upward- and downward-facing hyperspectral radiometers to calculate albedo. Tilt corrections of
the upwards-facing sensor were applied post-flight because effects caused by roll and yaw angles on the
measurements vary with solar zenith angle, surface albedo, sky conditions, and wavelength. Further
corrections had to be made to offset sensor disorientation due to dismounting and remounting for
maintenance, or from the thrust of the catapult at launch. Prior to data analysis, the Burkhart et al. [51]
study also utilized radiance and irradiance spectra simulations for noon for their site multiplied
with MODIS bands 1, 3, and 4 response functions, and then integrated this with the UAV nadir
measurements to the corresponding narrow bandwidths in an attempt to correct for atmospheric
effects. The result showed a less than 0.2% change in the bands between the sensor and the surface
reflectance and, therefore, the uncorrected data were used. However, a point in their conclusion was
that even for low-elevation flights, reflectance measurements may be influenced by haze. A suggested
remedy for this is to include aerosol observations to correct surface reflectance [51]. Correction for
atmospheric effects for low-flying UAV surveys is a processing step that is often bypassed in UAV
surveys but discounting it can dampen contrast within images [113]. A clear, standard methodology
for correcting alpine environments’ atmospheric variation for UAVs in particular is currently lacking
and further investigation on the topic is encouraged.
3. Hardware, Software, and Regulations
3.1. UAVs
Figure 3 addresses flying mechanism (multirotor or fixed-wing platform), while Figure 4
characterizes the categories on the basis of the commercial brand used. Of the application studies
surveyed, 60% utilized a multirotor, 39% fixed-wing and 1% (representing one study) used a hybrid
of the two. The possible reasons for the popularity of the multirotors are that they are relatively
less expensive, they often have dimensions which are reasonable for handling and transportation,
and have relatively safer launch and landing procedures to operate in extreme environments. The most
popular multirotor brand in our literature survey was DJI [114], followed by custom-built and various
research-specific platforms. DJI is the most popular brand of UAV in the U.S. and have some of the
most advanced yet affordable communication equipment available within a black-box set up. The DJI
OcuSync Air System offers high-resolution video transmission that has a larger range than analog
and can quickly re-establish lost connection with its Cross-Layer Protocol Design [115]. Custom-built
multirotors assembled using various manufactured parts were found to be surprisingly popular.
Though greater risk can be involved with building UAVs from scratch, this allows greater control of
the design and more specific applications. For a study on Llaca Glacier in Peru, Wigmore and Mark [2]
built a multirotor capable of maintaining flight up to 6000 m ASL. The decreased air density at higher
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elevations significantly reduce lift produced by propellers. To get around this, the UAV was built
with longer arms and propellers to maximize surface. These were supported by high-speed motors
to lift the all-around lightweight carbon fiber body. Their specific design was capable of flying for
25 min at sea level, but this duration is halved at 5000 m ASL. The experience of decreased battery
life at high altitudes was commonly shared (e.g., [16]). Though fixed-wing platforms offer a much
longer flight duration, the benefits of increased flight control, decreased need for a smooth landing
area, and resilience in variable wind provided by the multirotor were prioritized [2].
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surveyed studies. Inner circles of each categorize the chosen platforms as ready to fly/off the shelf
UAVs, if they were an airframe that requires some customization, or professionally customized UAVs.
Note multirotor “AIS” is an abbreviation for Aerial Imaging Solutions. Multirotor category “Custom”
includes studies that explicitly said they flew a customized multirotor. The sample size for multirotor
and fixed wing brands was 58 and 35 respectively.
Of the fixed-wing studies, the ready-to-fly Sensefly eBee was the most popular model, with the
Sensefly SwingletCAM and the customizable Skywalker following (Figure 4). The PW-ZOOM UAV
used by Dąbski et al. [57], Korczak-Abshire et al. [93], and Zmarz et al. [4] was a fixed-wing that
Remote Sens. 2020, 12, 948 24 of 40
allowed for the demand of 1 to 3 hour long missions to survey a target that was a few dozen kilometers
away from the launch site. The PW-ZOOM fixed-wing required a launcher for take-off and about 50 m
of free space to land. Certain adjustments were made to adapt the UAV to a harsh landing in diverse
terrain conditions and to withstand operations in low temperatures. Specifically, the carburetor of the
engine and the Pitot tube (i.e., airspeed sensor) had deicing protection and the front of the fuselage
was strengthened. The Sensefly eBee used in Bollard-Breen et al. [9] also had impact protection on the
fuselage and wings, and also bright livery added to enhance visibility. Outside of protection from rough
terrain and being visually lost, all of the avionics were “off the shelf” and no specific cold-weather-rated
electronics were necessary for their January flights in the McMurdo Dry valleys of Antarctica. It is not
entirely clear if these precautions are necessary. In an interview, certain UAV industry experts have
stated icing is only a risk between temperatures of −5 and 4◦C with added humidity [49]. Therefore,
manipulations to UAV platforms may be extraneous depending on environmental conditions.
So which platform is better? Though the goal of specific missions may make this answer obvious,
in situations where either platform is viable (for example surveys of ~100 m2 flat areas) multiple factors
should be carefully weighed. Papers that described a preference of a multirotor vehicle over fixed-wing
attributed this to portability, limited sound (quiet), ability to take off and land from a confined area,
larger payload capacity, wind resistance, and increased stability [2,10,19,34]. Conversely, as pointed
out in Harder et al. [28], there has not yet been any direct comparison studies of products derived from
multirotors and fixed-wing that could validate the stability claim, nor that fixed-wings have a higher
wind resistance than multirotors (over 14 m per second, though image quality becomes inconsistent
at this level). Other papers also stated that because their fixed-wing UAV could fly faster, they are
more resistant to strong, unpredictable Antarctic winds (up to 23 m per second) [4,57,93]. The limited
battery autonomy due to the lack of aerodynamic lift in high elevated areas of typical multirotors
was a deterrent for some [52]. The Bühler et al. [34] study was the only one that utilized both forms.
It noted the clear disadvantages of multirotors such as the limited 6–10 min of flight time above 2000 m
ASL, and therefore, there is a need for take-off and landing to be close to the study site, which is not
always possible. However, they found the multirotor acquired high quality even in 20 m per second
gusts, while the fixed-wing was more sensitive. Clearly there is not a consensus on which is more
wind-tolerable among the cryosphere researchers, but at this time, the comparison by Bühler seems to
be the most reliable.
An interesting addition to the survey was the hybrid system used by Jouvet et al. [73]. The Firefly6
features a fixed-wing frame but with rotors in the front and back, which lends it the ability to land and
take off vertically. This gives it the benefit of landing in a confined area while also having the range
similar to that of a fixed-wing. Still, this sort of hybrid system is most appropriate for monitoring areas
smaller than 10 km2 [116]. The disadvantage of the hybrid is that it is more sensitive to gusts of wind
while in hover mode. However, we expect that these will have an increasing presence in the upcoming
research applications.
3.2. Sensors
While UAVs, especially multirotors, are capable of carrying many sensors, a few of the papers
had specific comments on the visible sensors that they chose. The majority of the studies used RGB
sensors, with the most popular being Sony NEX, Canon IXUS, and Canon Powershot series (Figure 5).
Goebel et al. [10] included a comparison of three mirrorless digital cameras in addition to their
Antarctic penguin study: a Sony NEX-5, Canon EOS-M, and an Olympus E-P1. While all the cameras
performed well, the Olympus was the favorite because the number of available lenses and the analogue
video output that could be transmitted to the ground station. To reduce the weight of the sensor,
they removed the housing, LCD screen, and battery to alternatively hard-wire to the UAV power.
The remaining camera, fitted with a 45 mm lens flown at 45 m provided 1 cm/pixel resolution [10].
Considerations when selecting RGB cameras should include a quality lens to reduce geometric
distortions, and less obvious, the charge-coupled device that could influence the signal-to-noise ratio of
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collected data [117]. Van der Sluijs et al. [91], when mapping permafrost thaw features, suggested using
a standard minimum size and resolution of greater than or equal to 1 inch sensor and 16–20 megapixels,
respectively, to ensure precision and accuracy of DSMs. This protocol proved to be useful for a range
of flight altitudes 40–120 m above ground. Lastly, several studies used the preinstalled camera from
off-the-shelf DJI products. While these served many applications well, van der Sluijs et al. [91] found
the Zenmuse X5 camera onboard the DJI Inspire 1 Pro had a relatively slow-rolling shutter, producing
motion distortions that had to be corrected post-flight. Increasing shutter speeds while balancing other
exposure parameters such as ISO and lens aperture can improve blurred distortions [118], although
specific calibrations vary with sensor, illumination, and flight plan.
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In addition to the popular RGB imagers, here we suggest several new and emerging camera systems
which are UAV-mountable and capable of covering entire visible, NIR, short-wave infrared (SWIR),
and thermal wavelengths in hyperspectral resolutions (e.g., [51,56,76,84,101]). The miniaturization of
LiDAR has encouraged its uptake as an added capability to UAV surveys [11,119]. These technologies
hold immense potential for unravelling the cryospheric dynamics. For example, in addition to enabling
thermal imaging and monitoring of glaciers and periglacial landforms during night or polar nights,
the use of hyperspectral sensors in UAVs can help develop spectral libraries for precisely mapping
different types of snow and glacier facies, debris cover, and extents of black carbon depositions.
Such images can also aid geological and lithological mapping of the surrounding cliffs and plains and
if studied in conjunction with the melt-water chemistry of the glaciated catchment, such lithological
information can be very useful in estimating the differential weathering of various rock types due
to ongoing glacio-fluvial erosions. The results can have implications for ensuring sustainability of
hydropower plants in high mountains.
UAV-borne hyperspectral sensors covering visible to SWIR wavelengths are yet to reach a
similar level of popularity in usage as that of RGB and thermal sensors for glaciological research.
This is primarily due to their expensive costs. However, miniaturizing hyperspectral sensors is
another challenge and common hyperspectral sensors are heavy, especially those that incorporate
full visible and SWIR spectral ranges. Nonetheless, the technology is rapidly evolving and the
usability of hyperspectral sensors for UAV-enabled research is expanding (e.g., [120]). For example,
Malenovský et al. [56] flew a Micro-Hyperspec (Headwall Photonics, Inc., Fitchburg, MA, USA)
onboard an octocopter to monitor Antarctic vegetation. Micro-Hyperspec sensors weigh 0.7–2.0 kg
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excluding lens, depending on the sensor’s spectral range [121]. The application was convenient in this
case because the sensor was flown only 11 m above ground level, reducing the need for increased battery
drain required for higher altitude flights, which could instead be dedicated to the increased payload.
However, UAV-flown hyperspectral have been used in several vegetation and mining applications
that include slightly higher altitude flights. A few examples are Jackisch et al. [122], who flew a 720 g
Rikola hyperspectral camera (Senop Oy, Kangasala, Finland) at 50 m on an Aibot X6 V2 hexacopter
and Arroyo-Mora et al. [123], who flew a 2760 g Compact Airborne Spectrographic Imager (ITRES
Research Ltd., Calgary, AB, Canada) on a DJI Matrice 600 Pro at their maximum altitude of 60 m above
ground level. Still, such sensors can help develop precise spectral libraries for different types of snow
and glacier terrain, further assisting in their effective characterization and in developing automated
classification routines for glacier mapping.
3.3. Software
The majority of the papers (57) used Agisoft [124] for their SfM products, with Pix4D [125] as the
runner-up (15), and MicMac [126] and Adobe Photoshop [127] each occasionally utilized (Figure 6).
Bernard et al. [52] created orthomosaics and DSMs of a glacial basin from both MicMac and Agisoft
to compare. Although the general trend of the geometry between the othophotos were consistent,
there were discrepancies of some features that exhibited a shift of 10 m (GSD 5 cm). The authors also
experienced a doming of surfaces on the UAV DSMs likely due to faulty lens-modelling distortion;
however, further investigation into the large errors is recommended. The DSMs were compared to
each other, and the standard deviation along a cross-section of elevation was 0.9 m. Each DSM was
then compared to a LiDAR DSM collected at a summit overlooking the field site and the standard
deviations between the DSMs to this “control” differenced by only 0.1 m, with the Agisoft yielding the
lesser standard deviation of 0.6 m. The authors did not specifically report which software produced a
more accurate product. Another comparison by Isacsson [81] used Pix4d and Agisoft to orthomosaic
the same survey. Agisoft aligned 142 images and Pix4d aligned only 108 out of the 203 captured
images. Comparing self-reported errors, Agisoft had higher errors in the x and y position, while Pix4d
had higher z error. However, this is the result of just one orthomosaic and is, therefore, not generally
representative of the differences in algorithm outputs. Hendrickx et al. [106] reconstructed ten versions
of a DSM within Agisoft using the same inputs of a RGB UAV survey of a rock glacier to test
variability produced by random elements contained in the proprietary (unpublished) SfM algorithm.
Data were collected at a constant 90 m above ground level, providing a GSD of 1.4 cm/pixel with 70%
forward overlap and 65%–70% side overlap. They found highest variability (up to 3 m) at the edges
where overlapping images are limited. Steep slopes produced variation up to 10 cm, though this is
within reasonable model accuracy. In a review of the current state-of-the-art on SfM workflows in
geomorphometry, Agisoft was found to be, by far, the most popular [128].
Harder et al. [28] used Terra 3D, a previous version of Pix4D, and concluded that the black-box
nature of the proprietary software and limited ability to adjust parameters disadvantaged this software
from being a useful tool for scientific purposes. Conversely, Mölg and Bolch [129] compared multiple
popular SfM software, including Pix4D and Agisoft, and have concluded these are mature enough to
be used for scientific glaciological research granted quality GCP coverage and best practices for data
collection are followed. Another freely available option, VisualSfM, found in QGIS (also ArcGIS) is
capable of producing negligibly lower accuracy than Agisoft Photoscan for DSMs [130].
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3.4. Flying Regulations
Globally, regulations of UAV surveying have develo ed rapidly in response to the growing
popularity of the technology. Any scientific UAV operation must first consult the legislation regulating
UAV o erations in the intended location [131]. Understandably, regulations range per cou try a d
even the absence of formal restrictions still require communication with local authorities. A lived
example of this was field work that occurred on Ascension Island, which at the time, di not have
regulations, yet the pilots needed to submit identification and flight plans months in advance to local
aut orities [131]. Still, even in areas where UAV flights are generally barred, there are opportunities
to acquire permissions. In Antarctica, a pre-agreed and precise chain of communication made the
surveys of delicate cyanobacterial mats possible [9]. Even for missions within non-restricted airspace,
it is expected that UAV pilots obtain a Remote Pilot Certificate that will need to be renewed every two
years (U.S.). In fact, in most relevant areas, some sort of pilot certification is increasingly becoming a
requirement. For example, beginning June 2019, this became effective in Canada, which now offers
multiple certifications depending on protocols for basic or a vanced flights. Most of the countries
holding the stu y sites of the UAV papers researched have protocol for obtaining lice ses. Antarctica,
Greenland and Iceland do not list explicit expectation for pilot certification, though each still have
several rules and expectati ns of acquiring permits for defined cases. Many countries have similar
rules for flying, such as to not exceed 122 m altitude above grou d level, requiri g the dr ne to be
always within line of sight of the pilot, and registration f UAVs with the respective authority alo
with clear labeling on the drone itself. Permissions to perform outside f the general rules might be
obtained by applying in advanced of t e mission, as is necessary in the BVLOS missi ns previously
mentioned. There are several websites that offer bullet-points of rules per country (e.g., [132,133]) and
many countries have databases such as USA’s Notices to Airmen (NOTAMs) that include essential
information on airspace restrictions. It is best practice to indicate intent on UAV flights to other users of
airspace including regional civili n and military air traffic control, or direct users such as local charter
flight companies if traffic control is nonexistent, which is possible in re ot areas [131]. However,
rules nd regulations around UAVs are constantly evolving, so r searching the jurisdiction of study
areas is crucial during the early stages of mission planning. The I ternational Civil Aviation Authority
offer a UAS Toolkit to direct viewers to the relevant authority for each country [134]. For more resources
detailing current global regulations, recomm nd Stöcker et al. [135].
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4. Discussion and Recommendations
The breadth of cryospheric elements that could be better analyzed using UAVs has been
demonstrated within the 103 studies that have been reviewed here. However, there is still plenty of
room for growth in this general field of research. Suggestions for future applications of UAVs are listed
in Table 2.
Despite the target of the intended study, many considerations must be evaluated before a successful
UAV mission can take place. The determined priorities regarding sensor, battery life, and area of
interest will dictate which kind of UAV will be most appropriate per application, as there is no clear
overall preference. Non-technical considerations, such as regulations on flying restrictions beyond
line of sight within the US, Canada, or elsewhere will restrict operations. The rules and expectations
of applicable authorities should always be addressed when designing a research plan in addition to
acquiring all the needed permits. When planning a flight mission, check permitted radio frequencies
(e.g., 433 MHz, 915 MHz, 2.4 GHz, 5.8 GHz) and power settings for radio transmissions as these may
vary among jurisdictions [131]. The authors also recommend viewing air navigation charts online
prior to arriving to the field and storing these maps within a flight planning software to use if internet
connection is unavailable in the field.
Other considerations are necessary for the physical UAV flight. Off-the-shelf multirotor platforms
were a popular choice with relatively inexpensive, ready-to-fly DJI UAVs being the most used
technology among the reviewed studies. However, because most of such small multirotor UAVs are
inexpensive, they are also equipped with poor Global Positioning System (GPS) receivers. In open
plains, these GPS receivers have a positional accuracy within 10 m but in mountainous areas where
GPS reception is already weaker, these GPS receivers can perform poorly. This is a huge constraint in
following automated flight plans for such UAVs and there is always a possibility of losing the drone
due to collision with the surrounding cliffs. Moreover, in the high mountains where the air pressure
is low, the multirotor platforms can show some instability and image distortions. UAVs are more
susceptible to weather events such as wind gusts and precipitation than manned vehicles. Further,
weather influences such as excess wind speeds and cold temperatures compound drainage to batteries.
Choice of sensor in terms of increasing payload and energy consumption will also decrease flight
time [88].
Table 2. Possible UAV capabilities in key Arctic research topics. Adapted with permission from
AMAP’s Enabling Science use of UAS for Arctic Environmental Monitoring, Ch. 7 [136].
Key Topics
Lower Atmosphere Oceanic and Sea IceProcesses
Glacier and Ice Cap
Dynamics Ecosystem Resilience
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Table 2. Cont.
Key Topics
Lower Atmosphere Oceanic and Sea IceProcesses
Glacier and Ice Cap
Dynamics Ecosystem Resilience
Clouds Ocean properties Glacier dynamics Marine
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There are choices on technology that will encourage successful mapping. Popular suggestions
were the use a compact, all-in-one ground station that can be transported in a rugged case for use
in harsh environments [10], ensuring the platform includes a gimbal to keep image quality resistant
to wind [28], and expand the survey to cover beyond the area of interest because accuracy of UAV
products distort at the edges [86], and ensure your images will have sufficient overlap. Additionally,
for preflight planning, Barnas et al. [85] suggested fixed-wing systems’ stability is optimized by flying
directed to the crosswind rather than into headwind or tailwind. For multirotors flying into headwinds,
slanting the rotors by 20 degrees can reduce upwards pitching by 26% [137]. Heavy, bulky equipment
should be avoided, such as the Sirius Pro from MAVinci, the UX5 from Trimble, of the Q-200 from Quest
UAS for applications in high elevation [34]. As mentioned previously, some of the UAV exteriors were
reinforced to handle landing or limited visibility in harsh environments. As previously mentioned,
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cold temperatures pose a threat for batteries by degrading voltage. Therefore, batteries must be
transported in a heated environment and not be exposed unnecessarily until use. Other flight concerns
involve extreme magnetic declination in polar areas, which can cause autopilot functions to fail and
dictate flights to be performed manually [7].
In typical applications, to ensure accurate SfM products optimal flight-day characteristics would
include wind speeds less than 10 m/s and a high solar elevation angle [138]. However, high sun
conditions may cause homogenous surfaces such as snow fields to act as specular reflective resulting
in low-texture images, which will hamper the generation of dense point clouds when using popular
SfM algorithms [130]. Overcast skies could alleviate distortions associated with shadows and snow
backscatter though some sensors such as the default DJI Phantom 3 Professional camera, which was
found to be limited by poor lighting conditions [74]. Harder et al. [28] also noted that homogenous
snow surfaces were difficult to process, but they experienced most consistent performance of estimating
snow depth with clear skies and high sun angles. On southerly mountain slopes and homogenous snow,
clear skies were favorable for high snow cover extent (fraction) with limited snow surface brightness
contrast, yet during snowmelt, which included a reduced snow cover fraction, diffused light may be
favorable as clear sky conditions caused overexposure of snow pixels and errors in the point cloud.
Environmental illumination preference is determined by the condition of the study target; therefore,
a bit of trial-and-error is recommended per individual study. Another way to remedy the illumination
influence is to properly set the camera exposure time and store imagery in RAW format using the full
bit depth of the sensor (usually 10 to 14 bits) [34]. Additional benefits of RAW format are lossless
storage of images [139] and increased flexibility during post-processing; specifically when correcting
for exposure parameters that becomes necessary to balance bright snow aside dark rocky areas [107].
Further, the inclusion of oblique imagery can promote accurate DSM construction (see James and
Robson, [140]). For multitemporal studies, illumination differences between data collection times will,
understandably, effect optical band reflectance values. To overcome this issue, Rohner et al. [104] used
DSMs to derive shaded reliefs rather than reflectance for inputs to Pix4D’s image matching algorithm,
which minimized matching errors for data collected on separate days.
Ground control points (GCPs) were a large topic of conversation for many of the studies. Though it
has been previously expected that increasing the number of GCPs increases the resulting accuracy [141],
in practice, accuracy and number of GCPs do not follow a linear relationship [142]. Within the surveyed
cryosphere studies, it has been found that the accuracy of processed products increased asymptotically
with increasing number of GCPs until a threshold was reached [60]. Tonkin and Midgley [143] found
that once this threshold was exceeded (in their case, 8 GCPs, although this will vary depending on
the topography, size of area and method to establish GNSS position [116]), vertical error accuracy of
DSMs slightly decreased. Both studies found that vertical accuracy of DSMs diminish with increasing
distance from GCPs; therefore, well distributed GCPs are recommended. The best method for applying
GCPs evenly among a study area is in a triangular mesh grid to minimize the distance to surrounding
GCPs [144]. Both positional quality and quantity of GCPs need to be balanced, because the angle
between GCPs can also influence image processing due to the angle calculation during the bundle
adjustment process [142]. The goldilocks GCP quantity is buffered within a notion of diminishing
returns and a low number of GCPs (i.e., 3 -5) that can drastically underestimate RMSE [144] along with
providing inadequate tie points for indirect georeferencing.
For some areas, collecting GCPs can be unrealistic, such as in dangerous avalanche areas [40],
large areas of risky glacial surface [66], or sea ice applications where these GCPs move and are, therefore,
useless [89]. Bühler et al. [33] noted three methods for referencing approaches and a fourth contributed
by Tziavou et al. [116];
(1) Absolute referencing with placed GCPs measured with differential GNSS.
(2) Relative referencing with natural reference points that are well visible in snow-free and
snow-covered imagery.
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(3) Absolute referencing of one DSM with differential GNSS and then relative referencing of the
second DSM by identifying visible points in the second DSM.
(4) Record zero to five GCPs in support of on-board Post-Processing Kinematic (PPK) and Real-Time
Kinematic (RTK) technology.
While the first point above is most preferable for the highest positional accuracy, manually
distributing GCPs equally over the entire survey area and including all elevation bands may not be
possible due to the site’s terrain. It is also possible that artificial targets may move due to wind or other
factors during data collection and will likely have to be reset for each flight. The following two points
are only applicable if there are stable features not covered by snow. If conventional GCPs are not viable,
the preferred method would be to have a GPS/GNSS to record position and inertial measurement
unit (IMU) to compute image rotation aboard the UAV with a preferred accuracy of less than 0.05 m,
following option four as mentioned above [24]. This approach used in Harder et al. [28] and Schirmer
and Pomeroy [95] quantified snow depth for different terrain types via a Canon PowerShot ELPH
110 HS camera aboard a fixed-wing SenseFly eBee. The platform was bundled with flight control and
image processing software, using a Leica GS15 base station to supply corrections to the eBee, resolving
image locations within 2.5 cm accuracy. They tested the accuracy of DSMs with and without GCPs for
their study sites. From a total of 31 flights at 90 m altitude (GSD 3 cm/pixel), the inclusion of GCPs
had little effect on the standard deviation of error with respect to surface observations. However,
the GCPs had a larger effect in reducing the mean absolute error from 27 to 10 cm for prairie and from
14 to 6 cm for an alpine site. The GCP-included DSM errors translated to mean snow depth errors
of 8.8, 13.7 and 8.5 cm over the short and tall prairie and alpine sites, respectively [28]. Therefore,
the highest level of accuracy is currently achievable by utilizing GCPs and this result is corroborated
within UAV photogrammetry-specific literature [144]. Still, DSMs have been produced for cryosphere
studies excluding GCPs in lieu of RTK capabilities of the Sensefly eBee [37,38]. Due to common
inaccessibility of applying manual GCPs, this technique of data collection is likely to gain popularity.
However, specific RTK technology is not completely necessary. Goreferencing without the use of
ground control points is dependent on the accuracy of photo positions. This can be achieved using an
on-board, high-quality (within centimeter capability) GPS and exact time that each photo was taken to
determine each photo’s position during post-processing. Nolan et al. [111] utilized this method on a
manned vehicle using a consumer-grade RGB camera and without the use of ground control points or
IMU created difference DSMs for determining snow depth that were statistically identical with 10 cm
standard deviation to 6000+ hand-probed snow depth measurements. Admittedly, the exclusion of an
IMU introduces the assumption that the aircraft frame of reference is aligned with the tangent of the
trajectory; GNSS can be added aboard UAVs to offer similar capabilities, as was demonstrated using a
Skywalker fixed-wing above Store Glacier, a large marine-terminating glacier in Greenland [139].
To minimize gaps and encourage accuracy in orthomosaic products, image forward- and side-lap
of 80%–85% is recommended [116,145]. Achieving this will depend on flight altitude, but for many
studies, this was equivalent to taking one picture every second, flying at 8–10 m per second. Several
studies applied this standard although many opted for 70% forward and 60% side-lap or less [57,61,88].
Alfredsen et al. [74] utilized a minimal image overlap of 20%, which was the least amount of coverage
found within the reviewed papers. Experienced investigators and some multitemporal studies initially
employed minimal overlap and switched to higher overlap in later flights, suggesting increased
success with the more conservative approach (e.g., [38,75,83]). Additional considerations for flight
planning are to keep flight orientation consistent among repeated flights to maintain shadow location
and to follow parallel tracks because cross-tracks add extra flight time and have been found to be
unhelpful in increasing point cloud density or accuracy if adequate control points are available [94,118].
Finally, van der Sluijs et al. [91] recommended a methodology that includes a minimum and optimized
GNSS-based GCP/CP network, and if available, incorporates regional high-resolution airborne laser
scanning topographic data to tie in fine-scale DSM-like products derived by UAV surveys.
Remote Sens. 2020, 12, 948 32 of 40
Many organizations have produced recommendations to aid in the increasing contribution of
UAVs for scientific research and environmental monitoring. The Arctic Monitoring and Assessment
Programme (AMAP) has produced operator handbooks that are available for download. The handbooks
include UAV airspace access and regulation information for important regions for cryosphere research,
though users should consult direct sources for updates on UAV regulations [136,146]. Support materials
related to marine operations of UAVs are available through the Scientific Committee for Oceanographic
Aircraft Research (SCOAR), organized through the University-National Oceanographic Laboratory
System [147]. The Council of Managers of National Antarctic Programs (COMNAP) and the Scientific
Committee on Antarctic Research (SCAR) have each contributed recommendations for guidelines for
UAVs in Antarctica with encouragement from the Antarctic Treaty Consultative Meetings (ATCM)
and Committee for Environmental Protection (CEP) [148]. The recommendations covered include
record keeping of flights and accident incident reporting, identification on all major components of the
UAV, and routine sharing of operational and certification information in support of facilitating best
practices [149].
5. Conclusion
This review tracked the applications, methods, technologies, and recommendations of over 100
recent studies of the cryosphere that utilized UAVs as a major contributor of data collection. The goal of
this review is to take a snapshot of the quickly evolving field, record what is notable and popular within
this sector, and provide recommendations for future investigators. By dissecting the many examples
of UAVs usage for cryospheric research, it is easy to see that there is plenty of opportunity for the
technology to fill current research voids. For example, Zmarz et al. [4] concluded the spatial variability
induced by the complex morphology of the terrain made mapping Antarctic vegetation “extremely
difficult” with satellite products. Other compounding factors were the patchy and mosaic character of
micro-habitats and extreme differentiation caused by abiotic features, specifically water conditions,
salinity and the nutrient content of the substratum. Even high-resolution satellite imagery of 0.5 m
was unsuitable for mapping tundra extent in sufficient detail [4]. Additionally, field measurements of
these require human disturbance such as footprints on fragile mosses that cannot recover quickly [9].
Therefore, UAVs fill a gap in aerial analysis of these biomes, as well as many other useful environmental
applications. The dearth of submeter-resolution multispectral or infrared remote sensing data in
the public domain poses many limitations for cryospheric research. Even paid one-time datasets
are insufficient as the cryosphere is evolving continuously in the presently changing climates and
requires repetitive imaging and analyses for deriving meaningful inferences. Moreover, there are even
fewer satellite remote sensors equipped with stereo-viewing capabilities. Thus, the exploration and
advancement of the immense capabilities of UAVs for cryospheric research is much needed and the
100+ studies compiled and analyzed in this review signifies that we are moving in the right direction.
Various reputed scientific journals are now providing fully citable data submission platforms and
we believe that this can encourage mutual UAV data sharing amongst cryospheric researchers at a
global scale.
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