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1. Introduction
In [8], Diederich and Fornaess proved that for every bounded pseudoconvex do-
main Ω with C2 boundary in a Stein manifold, there exists a defining function ρ
and an exponent 0 < η < 1 such that −(−ρ)η is strictly plurisubharmonic on Ω
(see also the simplified proof for C3 domains in [21]). Their starting point is Oka’s
Lemma, which guarantees that − log δ is plurisubharmonic on Ω where δ(z) mea-
sures the distance from z to the boundary of Ω. The proof proceeds by modifying δ
with a global strictly plurisubharmonic exhaustion function (|z|2 in Cn) and care-
fully studying the complex hessian of the resulting function. In [7], Diederich and
Fornaess also showed that this result is sharp by showing that for every 0 < η < 1
there exists a smooth bounded pseudoconvex domain in Cn for which no defining
function ρ exists such that −(−ρ)η is plurisubharmonic.
Ohsawa and Sibony generalized this result to CPn in [20]. In this setting there is
no global strictly plurisubharmonic function, but Takeuchi’s Theorem [23] strength-
ens Oka’s Lemma by showing that for pseudoconvex domains Ω ⊂ CPn, − log δ is
strictly plurisubharmonic. Takeuchi’s result has been further generalized in [9],
[22], and [12], in which it is shown that the strict plurisubharmonicity of − log δ
depends on the positive bisectional curvature of CPn, so the constant involved is
independent of Ω. A new proof when the boundary is C2 is provided in [2]. Ohsawa
and Sibony were able to show that Takeuchi’s Theorem implies that −δη is strictly
plurisubharmonic for some 0 < η < 1 when δ is C2 (see also [16] for related results).
In [18], Kerzman and Rosay showed that bounded pseudoconvex domains in Cn
with C1 boundaries always admit a bounded plurisubharmonic exhaustion function.
Once again, Oka’s Lemma and the existence of a global strictly plurisubharmonic
function provided the key tools. Kerzman and Rosay introduced the idea of locally
translating − log δ in a direction transverse to the boundary to obtain a bounded
1
2 PHILLIP S. HARRINGTON
plurisubharmonic function that reflected the boundary geometry. By taking the
supremum over a carefully chosen family of such functions they obtained a plurisub-
harmonic exhaustion function. The global strictly plurisubharmonic function was
used to patch these local functions together. Demailly [6] refined this argument to
obtain a bounded plurisubharmonic function for any bounded domain with Lips-
chitz boundary, and showed that the resulting function is comparable to (log δ)−1.
A domain is said to have Lipschitz boundary if the boundary can locally be written
as the graph of a Lipschitz function, which guarantees the existence of the local
transverse direction required by Kerzman and Rosay. By further refining the local
construction, the author was able to show in [15] that the result of Diederich and
Fornaess holds on all bounded domains with Lipschitz boundary in Cn.
The main result of the present paper is the following:
Theorem 1.1. Let Ω ⊂ CPn be a pseudoconvex domain with Lipschitz boundary.
Then there exists a Lipschitz defining function ρ and an exponent 0 < η < 1 such
that
i∂∂¯(−(−ρ)η) ≥ C(−ρ)ηω
in the sense of currents where C > 0 and ω is the Ka¨hler form for the Fubini-Study
metric on CPn.
Remark 1.2. Since the worm domains of Diederich and Fornaess [7] can be imbedded
in CPn, this result remains sharp.
Ohsawa and Sibony’s result [20] shows that we can take ρ = −δ when the
boundary is C2. Diederich and Fornaess have already shown that this is not always
possible in Cn with the Euclidean metric [8]. In contrast to the Ohsawa-Sibony
result, we have the following for Lipschitz boundaries:
Proposition 1.3. For any n ∈ N, there exists a Lipschitz domain Ω ⊂ CPn
such that for any open neighborhood U of ∂Ω and 0 < η < 1, −δη fails to be
plurisubharmonic on U ∩ Ω.
As an application, consider Theorem 2 in [4] (see also Proposition 2.4 in [3]). By
adapting techniques of Berndtsson and Charpentier [1], Cao, Shaw, and Wang show
that the existence of a defining function with a positive Diederich-Fornaess exponent
implies Sobolev regularity for the ∂¯-Neumann family of operators. Combining their
proof with Theorem 1.1, we have
Theorem 1.4. Let Ω ⊂ CPn be a pseudoconvex domain with Lipschitz boundary,
and let 0 < η < 1 be given by Theorem 1.1. Then the ∂¯-Neumann operator Np,q
exists on L2(p,q)(Ω) for all 0 ≤ p, q ≤ n and the operators Np,q, ∂¯Np,q, ∂¯∗Np,q,
and the Bergman Projection Pp,q are continuous in the L
2 Sobolev space W s(Ω)
whenever 0 < s < η.
For further background on the ∂¯-Neumann problem in complex manifolds, see
[11] or [5]. Details for CPn are provided in [4].
After introducing our notation and definitions in Section 2, we will compute
derivatives and estimates for derivatives of our basic geometric objects in Section
3. As in [18] and related papers, we will need a holomorphic map to translate
− log δ, and because of the delicacy of our estimates, we will need a generator for
the Ka¨hler form that is compatible with this holomorphic map. These will be
constructed in Lemma 3.5. Some of the results in this section are well-known, but
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we include them so that our paper will be self-contained (except for the proof of
Takeuchi’s Theorem).
In Section 4, we develop our tools for dealing with Lipschitz boundaries. Lemma
4.1 will construct a map from a boundary point p to another point v(p) so that
geodesics through v(p) will be uniformly transverse to the boundary in a neigh-
borhood of p. Furthermore, in a sense that can be made precise by considering
directional derivatives with respect to the tangent cone of ∂Ω, v(p) will be C1 on
∂Ω. Critical properties of this map will be developed in the following lemmas.
Theorem 1.1 will be proven in Section 5. We begin with Lemma 5.1, which
unites the results of Sections 3 and 4 in the way that will be most helpful for
our main proof. As in [18], [6], and [15], the proof proceeds by locally translating
− log δ transversally to the boundary and patching these local functions together.
However, the lack of a global strictly plurisubharmonic function will complicate the
patching argument. The previously named papers use a finite cover of ∂Ω with a
subordinate partition of unity. On each set in the cover a local plurisubharmonic
function is constructed and then these are patched together with the global strictly
plurisubharmonic function controlling the error terms. However, − log δ may not
be able to control the resulting error terms. Instead, we will construct a local
defining function for every boundary point, depending on the boundary point in a
C1 way. This will allow us to replace the traditional patching argument with an
optimization argument that introduces controllable error terms.
We conclude in Section 6 with the proof of Proposition 1.3. This example demon-
strates that at least some of the complexity in the proof of Theorem 1.1 is unavoid-
able, since we are not able to use a function as nice as the distance function.
2. Notation and Definitions
Let CPn denote Cn+1\ {0} with the equivalence relation w ∼ z if w = λz for some
λ ∈ C\ {0}. The equivalence class for the representative element z ∈ Cn+1\ {0} will
be denoted [z] ∈ CPn, although we will abuse notation and identify the equivalence
class [z] with the representative element z whenever this can be done without
ambiguity. As is customary, we will denote elements of Cn+1\ {0} representing
elements of CPn by w = [w1 : · · · : wn+1]. We will use the dot product to represent
the customary dot product on Cn+1. When this is intended to be hermitian, we
will make this explicit (e.g., a · b¯). We will use |·| for the Euclidean length of a
vector in Cn+1.
We equip CPn with the Fubini-Study metric given by the Ka¨hler form ω =
i∂∂¯ log |w|. Inner products of vectors in this metric will be denoted 〈·, ·〉ω, with
|·|ω denoting the length of a vector. Under our normalization for the Fubini-Study
metric, the distance between any two points in CPn is given by
dist(p, q) = arccos
( |p · q¯|
|p| |q|
)
= arcsin
∣∣∣∣∣ p|p| − (p · q¯)q|p| |q|2
∣∣∣∣∣ .
If 0 < dist(p, q) < pi2 , the unique geodesic connecting p to q, parameterized according
to distance, can be represented by
γt(p, q) = cos t
p
|p| + sin t cot(dist(p, q))
( |p| q
q · p¯ −
p
|p|
)
,
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where t ∈ R. Indeed, p|p| and cot(dist(p, q))
(
|p|q
q·p¯ − p|p|
)
form an orthonormal set,
so γt(p, q) is the unique great circle satisfying γ0(p, q) = p and [γdist(p,q)(p, q)] = [q].
We will define tangent vectors as follows:
Tan(CPn, p) =
{
u ∈ Cn+1 : u = 0 or u|u| = γ
′
0(p, q) for some q ∈ CPn
}
.
Note that we have chosen our representative element for [γt] to satisfy |γt| = |γ′t| = 1
and γt · γt′ = 0, so we can compute the inner product of u1, u2 ∈ Tan(CPn, p) with
respect to the Fubini-Study metric by
(2.1) 〈u1, u2〉ω = Re (u1 · u2) .
Since we will be working on Lipschitz domains, directional derivatives will be
particularly important. For u ∈ Tan(CPn, p) and a real-valued function f that is
Lipschitz in a neighborhood of p, let q ∈ CPn satisfy u|u| = γ′0(p, q) and denote
D+p,uf(p) = lim
h→0+
f(γh|u|(p, q))− f(p)
h
,
D−p,uf(p) = lim
h→0+
f(p)− f(γ−h|u|(p, q))
h
,
when these limits exist. If D+p,uf(p) = D
−
p,uf(p), we will simply write Dp,uf(p). If
f is differentiable at p, we let Dpf(p) denote the element of Tan(CP
n, p) satisfying
Dp,uf(p) = 〈Dpf(p), u〉ω for all u ∈ Tan(CPn, p). When differentiating with respect
to a single real variable t, we will simply write D+t orD
−
t , since the u is unnecessary.
For example, we have
D±p,uf(p) = D
±
t f(γt|u|(p, q))
∣∣
t=0
.
If g is CPn-valued in a neighborhood of p, D±p,ug(p) should be an element of
Tan(CPn, g(p)) when it exists, so when u|u| = γ
′
0(p, q) we have
D±p,ug(p) = lim
h→0±
dist(g(p), g(γh|u|(p, q)))
h
γ′0(g(p), g(γh|u|(p, q))).
Equivalently,
(2.2) D±p,ug(p) = lim
h→0±
h−1
(
g(γh|u|(p, q))∣∣g(γh|u|(p, q))∣∣ −
g(γh|u|(p, q)) · g(p)
|g(p)|
∣∣g(γh|u|(p, q))∣∣
g(p)
|g(p)|
)
.
When g is differentiable at p, Dpg(p) : Tan(CP
n, p) → Tan(CPn, g(p)) is a linear
map.
We will also need the distance to a geodesic, which we will denote dist(z, γ(p, q)).
This will be explicitly computed in (3.13) as part of the proof of Lemma 3.5.
Let Ω ⊂ CPn be a nonempty, open, connected set, and denote the distance
function by
δ(z) = inf
w∈∂Ω
dist(z, w).
Since Ω is assumed to have nonempty interior, we will always have supCPn δ <
pi
2 .
Basic properties of the distance function in Rn were developed in Section 4 of [10]
(see also [24], [19], [17], and [14]).
Following Federer, for p ∈ ∂Ω, we define Tan(∂Ω, p) to be the set of all u ∈
Tan(CPn, p) such that either u = 0 or for every pi2 > ε > 0 there exists q ∈ ∂Ω
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such that 0 < dist(p, q) < ε and
∣∣∣ u|u| − γ′0(p, q)∣∣∣
ω
≤ ε. For a function f defined on
a neighborhood of p in ∂Ω and u ∈ Tan(∂Ω, p)\ {0}, we define
D∂Ωp,uf(p) = lim
j→∞
f(pj)− f(p)
dist(pj , p)
if and only if this limit exists for every sequence {pj} ⊂ ∂Ω satisfying [pj ] → [p]
and γ′0(p, pj)→ u|u| , and the limit is independent of the choice of {pj}.
In any metric space, it remains true that δ is a Lipschitz function with Lipschitz
constant 1. While this only implies that the distance function is differentiable
almost everywhere, we will see that directional derivatives of the distance function
always exist in Lemma 3.7. Building on a theme from [10], the key to understanding
differentiability of the distance function at z lies in the set of boundary points
minimizing the distance to z. To that end, we define
ΠΩ(z) = {p ∈ ∂Ω : δ(z) = dist(z, p)} .
Since the definition of Lipschitz boundary is essentially a local definition, we
will now introduce some notation for working in local coordinate charts. Define
U =
{
z ∈ CPn : zn+1 6= 0}. As usual, U ∼= Cn via the holomorphic map z˜ =(
z1
zn+1 , · · · , z
n
zn+1
)
, with inverse (modulo the equivalence relation) [z] = [z˜1 : · · · :
z˜n : 1]. When we say that Ω ⊂ CPn is a Lipschitz domain, we mean that for every
p ∈ ∂Ω there exists a rotation mapping p to [0 : · · · : 0 : 1] such that in our local
coordinate chart we can write
(2.3) Ω ∩B(p,R) = {z ∈ B(p,R) : Im z˜n < ϕ(z˜′,Re z˜n)}
for some R > 0, where ϕ is a Lipschitz function and z˜′ = (z˜1, · · · , z˜n−1).
We say that a Lipschitz function ρ : CPn → R is a Lipschitz defining function for
Ω if Ω = {z ∈ CPn : ρ(z) < 0} and 0 < inf |∇ρ| < sup |∇ρ| < ∞. In contrast with
the Ck case, the existence of a Lipschitz defining function for Ω is not sufficient
to guarantee that Ω is a Lipschitz domain, because of the failure of the implicit
function theorem (see Section 1.2.1 in [13] for a counterexample).
3. Geometric Computations
We begin this section by computing some derivatives of our fundamental geo-
metric objects. Our most important derivative is the following:
Lemma 3.1. Let p, q ∈ CPn satisfy 0 < dist(p, q) < pi2 . Then
(3.1) Dp dist(p, q) = −γ′0(p, q).
Proof. Pick u ∈ Tan(CPn, p)\ {0} and choose z ∈ CPn satisfying 0 < dist(p, z) < pi2
and u|u| = γ
′
0(p, z). We compute
d
dt
dist(γt|u|(p, z), q)
∣∣∣∣
t=0
= − csc(dist(p, q)) sec(dist(p, q))Re
(
(u · q¯)(q · p)
|q|2 |p|
)
.
Since u · p¯ = 0, we have
(u · q¯)(q · p¯)
|q|2 |p| = sin(dist(p, q)) cos(dist(p, q))u · γ
′
0(p, q).
Using (2.1), (3.1) follows. 
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Our most important CPn-valued maps are geodesics, so we will next compute
the derivative in the second variable.
Lemma 3.2. Let p, q ∈ CPn satisfy 0 < dist(p, q) < pi2 , and choose u ∈ Tan(CPn, q).
Then
(3.2) Dq,uγ
′
0(p, q) = csc(dist(p, q))
|q · p¯|
q · p¯
(
u− (u · γ′0(q, p))γ′0(q, p)
)
− i sec(dist(p, q)) csc(dist(p, q)) Im
(
u · γ′0(q, p)
)
γ′0(p, q)
and
(3.3) Dq,uγt(p, q) = sin t csc(dist(p, q))
|q · p¯|
q · p¯
(
u− (u · γ′0(q, p))γ′0(q, p)
)
− sin 2t csc(2 dist(p, q))i Im
(
u · γ′0(q, p)
)
γ′t(p, q).
Remark 3.3. Since (2.1) implies that Tan(CPn, p) is isometric with Cn under the
Euclidean metric, we interpret (3.2) in the Euclidean sense.
Proof. Using (3.1), we have
Dq,uγ
′
0(p, q) = sec(dist(p, q)) csc(dist(p, q)) 〈u, γ′0(q, p)〉ω γ′0(p, q)
+ cot(dist(p, q))
( |p| |q|u
q · p¯ −
|p| |q| (u · p¯)q
(q · p¯)2
)
.
We can substitute
(3.4)
|p| q
q · p¯ =
p
|p| + tan(dist(p, q))γ
′
0(p, q).
Since u · q¯ = 0 we will also use (3.4) with p and q reversed to obtain |q|u·p¯q·p¯ =
tan(dist(p, q))u · γ′0(q, p). Hence
Dq,uγ
′
0(p, q) = sec(dist(p, q)) csc(dist(p, q)) 〈u, γ′0(q, p)〉ω γ′0(p, q)
+ cot(dist(p, q))
|p| |q|u
q · p¯ −
(
u · γ′0(q, p)
)( p
|p| + tan(dist(p, q))γ
′
0(p, q)
)
.
To simplify notation we will define the orthogonal projection
uˆ =
|q · p¯|
q · p¯
(
u− (u · γ′0(q, p))γ′0(q, p)
)
,
but this makes it helpful to note that from (3.4), we have
(3.5) γ′0(q, p) =
q · p¯
|p| |q|
(
p
|p| tan(dist(p, q))− γ
′
0(p, q)
)
,
so u = q·p¯|q||p|
(
sec(dist(p, q))uˆ+ (u · γ′0(q, p))
(
p
|p| tan(dist(p, q))− γ′0(p, q)
))
and
Dq,uγ
′
0(p, q) = sec(dist(p, q)) csc(dist(p, q)) 〈u, γ′0(q, p)〉ω γ′0(p, q)
+ csc(dist(p, q))uˆ−
(
u · γ′0(q, p)
)
(tan(dist(p, q)) + cot(dist(p, q))) γ′0(p, q).
Trigonometric identities and (2.1) can be used to obtain (3.2).
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Let w ∈ CPn satisfy 0 < dist(p, w) < pi2 and u|u| = γ′0(p, w). We have
γh|u|(q, w) =
q
|q| + hu+O(h
2),
so using (3.2) we have
γ′0(p, γh|u|(q, w)) = γ
′
0(p, q) + h csc(dist(p, q))uˆ
− h csc(dist(p, q)) sec(dist(p, q))i Im
(
u · γ′0(q, p)
)
γ′0(p, q) +O(h
2).
This give us
γt(p, γh|u|(q, w)) = γt(p, q) + h sin t csc(dist(p, q))uˆ
− h sin t csc(dist(p, q)) sec(dist(p, q))i Im
(
u · γ′0(q, p)
)
γ′0(p, q) +O(h
2).
Since γ′0(p, q) = sin tγt(p, q) + cos tγ
′
t(p, q), we have
γt(p, γh|u|(q, w)) = h sin t csc(dist(p, q))uˆ
+
(
1− h sin2 t sec(dist(p, q)) csc(dist(p, q))i Im
(
u · γ′0(q, p)
))
γt(p, q)
− h sin 2t csc(2 dist(p, q))i Im
(
u · γ′0(q, p)
)
γ′t(p, q) +O(h
2).
Hence, (3.3) follows from (2.2). 
Corollary 3.4. Let p, q ∈ CPn satisfy 0 < dist(p, q) < pi2 . Then
(3.6) |Dqγ′0(p, q)| ≤ sec(dist(p, q)) csc(dist(p, q)).
For any t ∈ R,
(3.7) |Dqγt(p, q)|ω ≤ max {|sin 2t| csc(2 dist(p, q)), |sin t| csc(dist(p, q))} ,
and
(3.8) |Dpγt(p, q)|ω
≤ max {|sin 2(t− dist(p, q))| csc(2 dist(p, q)), |sin(t− dist(p, q))| csc(dist(p, q))} .
Proof. Suppose u ∈ Tan(CPn, q) satisfies |u| = 1. From (3.2), we can compute
|Dq,uγ′0(p, q)|2 = csc2(dist(p, q))
(
1−
∣∣∣u · γ′0(q, p)∣∣∣2
)
+ sec2(dist(p, q)) csc2(dist(p, q))
(
Im
(
u · γ′0(q, p)
))2
,
and this is bounded above by sec2(dist(p, q)) csc2(dist(p, q)).
From (3.3), we can compute
|Dq,uγt(p, q)|2 = sin2 t csc2(dist(p, q))
(
1−
∣∣∣u · γ′0(q, p)∣∣∣2
)
+ sin2 2t csc2(2 dist(p, q))
(
Im
(
u · γ′0(q, p)
))2
,
and this is bounded above by max
{
sin2 t csc2(dist(p, q)), sin2 2t csc2(2 dist(p, q))
}
.
Since [γt(p, q)] = [γdist(p,q)−t(q, p)], the Lipschitz constant in p can easily be derived.

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Although i∂∂¯ log |w| is a well-defined (1, 1)-form, log |w| is not a well-defined
function on CPn. When working locally, we will use a special class of functions
to generate the Fubini-Study metric. We will also find it helpful to have a family
of holomorphic isometries that is compatible with our strictly plurisubharmonic
function, as follows:
Lemma 3.5. Let p, q ∈ CPn satisfy 0 < dist(p, q) < pi2 . On the set
Domµp,q =
{
z ∈ CPn : dist
(
z,
p
|p| ± γ
′
0(p, q)
)
<
pi
2
}
,
there exists a real-valued function µp,q and a family of holomorphic isometries
φp,qt (z) preserving Domµp,q such that
(1) If dist(z, γ(p, q)) < pi4 , then z ∈ Domµp,q.
(2) ω = i∂∂¯µp,q on Domµp,q.
(3) µp,q(γt(p, q)) = 0 for all t.
(4) µp,q(z) ≥ log sec dist(z, γ(p, q)) for all z ∈ Domµp,q.
(5) If ϕ is a holomorphic isometry of CPn, then µp,q(z) = µϕ(p),ϕ(q)(ϕ(z)). If
s1, s2 ∈ R satisfy 0 < |s2 − s1| < pi2 , then µp,q(z) = µγs1(p,q),γs2 (p,q)(z).
(6) For z ∈ Domµp,q, we have
(3.9) µp,q(z) =
1
2
(dist(z, p))2
(
1− Re
((
γ′0(p, z) · γ′0(p, q)
)2))
+O((dist(p, z))3).
(7) For up ∈ Tan(CPn, p), uq ∈ Tan(CPn, q), and z ∈ Domµp,q, we have
(3.10) (Dp,up +Dq,uq )µp,q(z)
= − dist(z, p)Re
(
γ′0(p, z) · up −
(
γ′0(p, z) · γ′0(p, q)
)(
up · γ′0(p, q)
))
+O((dist(z, p))2).
(8) If ϕ is a holomorphic isometry of CPn, then ϕ(φp,qt (z)) = φ
ϕ(p),ϕ(q)
t (ϕ(z)).
If s1, s2 ∈ R satisfy 0 < s2 − s1 < pi2 , then φp,qt (z) = φ
γs1(p,q),γs2 (p,q)
t (z)
(9) φp,q0 (z) = z for all z ∈ Domµp,q and φp,qt (γs(p, q)) = γt+s(p, q) for all
s, t ∈ R.
(10) µp,q(φ
p,q
t (z)) = µp,q(z) for all z ∈ Domµp,q and t ∈ R.
(11) If p, q ∈ CPn satisfy dist(p, q) = pi4 and up ∈ Tan(CPn, p) and uq ∈
Tan(CPn, q) satisfy (Dp,up + Dq,uq ) dist(p, q) = 0, then for all 0 ≤ t ≤ pi4
we have
(3.11)
∣∣(Dp,up +Dq,uq )φp,qt (z)∣∣ω∣∣z=p ≤ √6 sin t(|up|ω + |uq|ω)
Remark 3.6. In the Euclidean case, we could take µp,q(z) =
1
2 |z|2− 12 Re
(
z · q−p|q−p|
)2
and φp,qt (z) = z + t
q−p
|q−p| and obtain the same result. Note that all trajectories of
φp,qt (z) are geodesic in the Euclidean case, but this is impossible in the projective
case.
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Proof. Set
α =
1√
2
(
p
|p| + iγ
′
0(p, q)
)
,
β =
1√
2
(
p
|p| − iγ
′
0(p, q)
)
.
Observe that α · β¯ = 0 and |α|2 = |β|2 = 1. In this notation, we have
(3.12) γt(p, q) =
1√
2
(αe−it + βeit).
Furthermore,
cos2 dist(z, γt(p, q)) =
1
2
∣∣∣∣α · z¯|z|
∣∣∣∣
2
+Re
((
α · z¯|z|
)(
z
|z| · β¯
)
e−2it
)
+
1
2
∣∣∣∣β · z¯|z|
∣∣∣∣
2
,
This is maximized when we choose t satisfying Re
((
α · z¯|z|
)(
z
|z| · β¯
)
e−2it
)
=∣∣∣α · z¯|z| ∣∣∣ ∣∣∣β · z¯|z| ∣∣∣, so we have
(3.13) dist(z, γ(p, q)) = arccos
(
1√
2
(∣∣∣∣α · z¯|z|
∣∣∣∣+
∣∣∣∣β · z¯|z|
∣∣∣∣
))
.
If dist(z, α) = pi2 , then z · α¯ = 0, so
dist(z, γ(p, q)) = arccos
(
1√
2
∣∣∣∣β · z¯|z|
∣∣∣∣
)
≥ pi
4
.
Similarly, if dist(z, α) = pi2 , then dist(z, γ(p, q)) ≥ pi4 , so (1) follows.
For z ∈ Domµp,q, define
µp,q(z) = −1
2
log(2 cos dist(z, α) cos dist(z, β)).
Observe that we can write µp,q(z) = log |z| − 12 log(
√
2 |z · α¯|) − 12 log(
√
2
∣∣z · β¯∣∣).
Since z · α¯ and z · β¯ are both holomorphic functions, log |z · α¯| and log
∣∣z · β¯∣∣ are
pluriharmonic, so we have (2). Substituting (3.12) into µp,q will give us (3). Since
(3.13) coupled with the classical inequality a+b2 ≥
√
ab implies
cos dist(z, γ(p, q)) ≥
√
2
∣∣∣∣α · z¯|z|
∣∣∣∣
∣∣∣∣β · z¯|z|
∣∣∣∣ = e−µp,q(z),
we obtain (4).
Every holomorphic isometry of CPn can be represented by a unitary map U on
Cn+1. The first part of (5) follows immediately since Uz · Uα = z · α¯, Uz · Uβ =
z · β¯, U p|p| = Up|Up| , and Uγ′0(p, q) = γ′0(Up, Uq). Now, suppose s1, s2 ∈ R satisfy
0 < |s2 − s1| < pi2 , and set pˆ = γs1(p, q) and qˆ = γs2(p, q). Then γ′0(pˆ, qˆ) =
tan(s2−s1)
|tan(s2−s1)|γ
′
s1(p, q). When tan(s2 − s1) > 0, we have αˆ = e−is1α and βˆ = eis1β,
while if tan(s2 − s1) < 0, we have αˆ = eis1β and βˆ = e−is1α. In either case,
|z · αˆ|
∣∣∣z · βˆ∣∣∣ = |z · α| |z · β|, so the proof of (5) is complete.
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Let t = dist(z, p) and assume [z] is represented by γt(p, z). Then
z · α¯ = 1√
2
(
1− t2/2− itγ′0(p, z) · γ′0(p, q)
)
+O(t3),
z · β¯ = 1√
2
(
1− t2/2 + itγ′0(p, z) · γ′0(p, q)
)
+O(t3),
so
2 |z · α¯|2 = 1− t2 + 2t Im(γ′0(p, z) · γ′0(p, q)) + t2
∣∣∣γ′0(p, z) · γ′0(p, q)∣∣∣2 +O(t3),
2
∣∣z · β¯∣∣2 = 1− t2 − 2t Im(γ′0(p, z) · γ′0(p, q)) + t2 ∣∣∣γ′0(p, z) · γ′0(p, q)∣∣∣2 +O(t3),
and hence
4 |z · α¯|2
∣∣z · β¯∣∣2 = 1− 2t2 + 2t2 ∣∣∣γ′0(p, z) · γ′0(p, q)∣∣∣2
− 4t2
(
Im(γ′0(p, z) · γ′0(p, q))
)2
+O(t3).
Using the linear approximation log x = −1 + x+O(x2), we have
µp,q(z) =
1
2
t2 − 1
2
t2Re
((
γ′0(p, z) · γ′0(p, q)
)2)
+O(t3),
so (3.9) follows.
For up ∈ Tan(CPn, p) and uq ∈ Tan(CPn, q), we define
ps =
{
cos(|up| s) p|p| + sin(|up| s)
up
|up| up 6= 0
p
|p| up = 0
,
and
qs =
{
cos(|uq| s) q|q| + sin(|uq| s) uq|uq| uq 6= 0
q
|q| uq = 0
.
Now,
d
ds
µps,qs(z)
∣∣∣∣
s=0
= −1
2
Re
(
z · α¯′0
z · α¯0
)
− 1
2
Re
(
z · β¯′0
z · β¯0
)
Once again we set t = dist(z, p) and assume that [z] is represented by z = γt(p, z).
Then
z · α¯0 = 1√
2
(
1− itγ′0(p, z) · γ′0(p, q)
)
+O(t2),
z · β¯0 = 1√
2
(
1 + itγ′0(p, z) · γ′0(p, q)
)
+O(t2),
so
z · α¯′0
z · α¯0 =
√
2
(
p
|p| · α¯
′
0 + tγ
′
0(p, z) · α¯′0 + it
(
p
|p| · α¯
′
0
)(
γ′0(p, z) · γ′0(p, q)
))
+ O(t2),
z · β¯′0
z · β¯0
=
√
2
(
p
|p| · β¯
′
0 + tγ
′
0(p, z) · β¯′0 − it
(
p
|p| · β¯
′
0
)(
γ′0(p, z) · γ′0(p, q)
))
+O(t2).
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Since ps · αs = ps · βs = 1√2 , we can differentiate and obtain
p
|p| · α¯
′
0 = −up · α¯0 =
i√
2
up · γ′0(p, q),(3.14)
p
|p| · β¯
′
0 = −up · β¯0 = −
i√
2
up · γ′0(p, q).(3.15)
We know α′0 + β
′
0 =
√
2up, so
d
ds
µps,qs(z)
∣∣∣∣
s=0
= −tRe
(
γ′0(p, z) · u¯p −
(
up · γ′0(p, q)
)(
γ′0(p, z) · γ′0(p, q)
))
+O(t2),
and (3.10) follows.
Set
φp,qt (z) = z − (z · α¯)α − (z · β¯)β + e−it(z · α¯)α+ eit(z · β¯)β.
The same computations used to show (5) will also imply (8), if we note that our
assumptions now restrict us to the case where tan(s2 − s1) > 0. By using (3.12),
we can easily check (9). Since |φp,qt (z)| = |z| and φp,qt (z) is linear in z, φp,qt (z) is a
unitary map on Cn+1, and hence a holomorphic isometry on CPn. Since φp,qt (z)·α¯ =
e−itz · α¯, and φp,qt (z) · β¯ = eitz · β¯, we must have dist(φp,qt (z), α) = dist(z, α) and
dist(φp,qt (z), β) = dist(z, β). It follows immediately that φ
p,q
t preserves Domµp,q
and (10) holds.
Now, we assume dist(p, q) = pi4 and (Dp,up + Dq,uq ) dist(p, q) = 0. By (3.1),
we have 〈up, γ′0(p, q)〉ω = −〈uq, γ′0(q, p)〉ω. Using (2.1), we will find it helpful
to introduce the notation up · γ′0(p, q) = x + iyp and uq · γ′0(q, p) = −x + iyq
for some x, yp, yq ∈ R. We will also use the orthogonal projections uˆp = up −
(x + iyp)γ
′
0(p, q) and uˆq =
|q·p¯|
q·p¯ (uq − (−x+ iyq)γ′0(q, p)). Using (3.5), we have
γ′0(q, p) =
q·p¯
|q||p|
(
p
|p| − γ′0(p, q)
)
. Let ps and qs be as in the proof of (7). We can
use (3.14) and (3.15) to show
d
ds
φps,qst (p)
∣∣∣∣
s=0
=
e−it − 1√
2
((ix− yp)α0 + α′0) +
eit − 1√
2
((yp − ix)β0 + β′0) .
To compute α′0 and β
′
0, we check
d
ds
γ′0(ps, qs)
∣∣∣∣
s=0
=
|p| |q|uq
q · p¯ −
|p| (|q|uq · p¯+ |p| q · u¯p)q
(q · p¯)2 − up.
Since p · u¯p = 0, |p|q·u¯pq·p¯ = x− iyp, and similarly |q|uq·p¯q·p¯ = −x+ iyq. Using (3.4), we
have
d
ds
γ′0(ps, qs)
∣∣∣∣
s=0
=
|p| |q|uq
q · p¯ + i(yp − yq)
(
p
|p| + γ
′
0(p, q)
)
− up.
Introducing our projections uˆp and uˆq yields
d
ds
γ′0(ps, qs)
∣∣∣∣
s=0
=
√
2uˆq − uˆp + (−x+ iyp) p|p| − 2iyqγ
′
0(p, q).
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Thus, we have the orthogonal decompositions
α′0 =
1√
2
(
(1 − i)uˆp + i
√
2uˆq − (ix+ yp) p|p| + (x+ iyp + 2yq)γ
′
0(p, q)
)
,
β′0 =
1√
2
(
(1 + i)uˆp − i
√
2uˆq + (ix+ yp)
p
|p| + (x+ iyp − 2yq)γ
′
0(p, q)
)
,
so
(ix− yp)α0 + α′0 =
1√
2
(
(1 − i)uˆp + i
√
2uˆq − 2yp p|p| + 2yqγ
′
0(p, q)
)
,
(yp − ix)β0 + β′0 =
1√
2
(
(1 + i)uˆp − i
√
2uˆq + 2yp
p
|p| − 2yqγ
′
0(p, q)
)
.
Substituting, we find that
d
ds
φps,qst (p)
∣∣∣∣
s=0
= (cos t− 1)uˆp − sin t
(
uˆp −
√
2uˆq − 2iyp p|p| + 2iyqγ
′
0(p, q)
)
.
Since p|p| = cos tγt(p, q) − sin tγ′t(p, q) and γ′0(p, q) = sin tγt(p, q) + cos tγ′t(p, q), we
have
d
ds
φps,qst (p)
∣∣∣∣
s=0
= (cos t− 1)uˆp − sin t
(
uˆp −
√
2uˆq
)
− 2i sin t ((yq cos t+ yp sin t)γ′t(p, q) + (yq sin t− yp cos t)γt(p, q)) .
We know φp,qt (p) = γt(p, q) from (9), so (2.2) implies
(Dp,up +Dq,uq )φ
p,q
t (z)
∣∣
z=p
= (cos t− 1)uˆp − sin t
(
uˆp −
√
2uˆq
)
− 2i sin t(yq cos t+ yp sin t)γ′t(p, q).
We can therefore estimate:∣∣(Dp,up +Dq,uq )φp,qt (z)∣∣2ω
∣∣∣
z=p
≤
(
|cos t− 1− sin t| |uˆp|ω +
√
2 sin t |uˆq|ω
)2
+ 4 sin2 t(yq cos t+ yp sin t)
2.
When 0 < t ≤ pi4 we have 0 ≤ − cos t+1+sin tsin t ≤
√
2, so
|cos t− 1− sin t| |uˆp|ω +
√
2 sin t |uˆq|ω ≤
√
2 sin t(|up|ω + |uq|ω)
and since |yq cos t+ yp sin t| ≤ |up|ω + |uq|ω , (3.11) follows.

Our final object of study in this section will be the distance function for the
boundary of a domain. As in [10], differentiability of δ at a point z will depend
on the set of boundary points minimizing the distance to z. We will see that
the directional derivatives of δ always exist off of ∂Ω, and they are completely
determined by the set ΠΩ(z).
Lemma 3.7. Let Ω ⊂ CPn be a domain. Let z /∈ ∂Ω and u ∈ Tan(CPn, z). Then
we have
(3.16) D+z,uδ(z) = − sup
p∈ΠΩ(z)
〈u, γ′0(z, p)〉ω
Remark 3.8. As in [10], we may use this to show that δ is differentiable at z if and
only if |ΠΩ(z)| = 1, in which case Dzδ(z) = −γ′0(z, p) for {p} = ΠΩ(z).
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Proof. When u 6= 0, pick w ∈ B(z, δ(z))\ {z} such that γ′0(z, w) = u|u| . For p ∈
ΠΩ(z) we must have δ(w) ≤ dist(w, p), so δ(w)−δ(z)dist(z,w) ≤ dist(w,p)−dist(z,p)dist(z,w) . We can
apply (3.1) to obtain
(3.17)
δ(w)− δ(z)
dist(z, w)
≤ −〈u, γ′0(z, p)〉ω + O(dist(z, w)).
Homogeneity of the Fubini-Study metric implies that the constant in the error term
can be chosen independently of p, z, and w, provided that we preserve a uniform
lower bound on dist(z, p) and uniform upper bounds on dist(z, w) and dist(z, p).
Since this holds for all p ∈ ΠΩ(z), we may take the infimum over all such p. If we
replace w with γh(z, w) and take the limit in h, we have
(3.18) lim sup
h→0+
δ(γh(z, w))− δ(z)
h
≤ − sup
p∈ΠΩ(z)
〈u, γ′0(z, p)〉ω .
Before tackling the limit infimum, we claim that
(3.19) lim inf
h→0+
sup
p∈ΠΩ(γh(z,w))
〈γ′0(γh(z, w), z), γ′0(γh(z, w), p)〉ω
≥ − sup
p∈ΠΩ(z)
〈u, γ′0(z, p)〉ω .
To show this, we first use (3.5) to check
γ′0(γh(z, w), z) = cosh
(
z
|z| tanh− γ
′
0(z, w)
)
→ −u.
Now, let {hj} be any positive sequence decreasing to zero. For every hj, choose
pj ∈ ΠΩ(γhj (z, w)) satisfying〈
γ′0(γhj (z, w), z), γ
′
0(γhj (z, w), pj)
〉
ω
= sup
p∈ΠΩ(γhj (z,w))
〈
γ′0(γhj (z, w), z), γ
′
0(γhj (z, w), p)
〉
ω
.
Every limit point p∞ of {pj} must lie in ΠΩ(z), so we have
lim inf
j→∞
〈
γ′0(γhj (z, w), z), γ
′
0(γhj (z, w), pj)
〉
ω
≥ inf
p∈ΠΩ(z)
〈−u, γ′0(z, p)〉ω .
Since this holds for every such sequence, (3.19) must follow.
Now, we apply (3.17) with γh(z, w) substituted for z and z substituted for w.
Taking limits with (3.19) gives us
(3.20) lim sup
h→0+
δ(z)− δ(γh(z, w))
h
≤ sup
p∈ΠΩ(z)
〈u, γ′0(z, p)〉ω .
Combining (3.18) and (3.20) proves that the limit exists, and hence (3.16) follows.

4. Lipschitz Boundaries
Although the Lipschitz property is locally helpful, we will need a global object
in our main construction. Ultimately, we will want to work with the holomorphic
isometry φp,qt (z) given by Lemma 3.5. However, since the trajectories of φ
p,q
t (z)
are not generally geodesic, the computations in this section will be simplified if
we instead work with the family of geodesics γt(z, q) through a single point q.
Eventually, we will need to make use of the fact that γt(z, q) ≈ φp,qt (z) for z
14 PHILLIP S. HARRINGTON
sufficiently close to p (see Lemma 5.1), so that we can combine the results in this
section with results from the previous section. In order to parameterize this family
of maps, we introduce a map v(p) that we may substitute for q.
Lemma 4.1. Let Ω ⊂ CPn be a Lipschitz domain. There exists a Lipschitz map
v : ∂Ω → CPn and constants R0 > 0 and A0 > 0 such that for every p ∈ ∂Ω,
z ∈ B(p,R0) ∩ Ω, and q ∈ ΠΩ(z), we have dist(p, v(p)) = pi4 and
(4.1) 〈γ′0(z, v(p)), γ′0(z, q)〉ω < −A0.
Furthermore, v is C1 in the sense that there exists a continuous family of linear
maps Dpv(p) : Tan(CP
n, p)→ Tan(CPn, v(p)) such that for all u ∈ Tan(∂Ω, p) the
derivative D∂Ωp,uv(p) exists and D
∂Ω
p,uv(p) = (Dpv(p))(u).
Proof. For each p ∈ ∂Ω, choose a rotation so that Ω can be expressed near p by (2.3).
Let M be the Lipschitz constant of ϕ, and choose any 0 < Ap <
1√
M2+1
. It will
simplify our computations to observe that the Fubini-Study metric is approximately
the Euclidean metric near the origin of our local coordinate patch. More precisely,
sin2 dist(z, w) =
|z˜ − w˜|2 + |z˜|2 |w˜|2 − |z · ¯˜w|2
(|z˜|2 + 1)(|w˜|2 + 1)
= |z˜ − w˜|2 +O
(
|z˜ − w˜|2max
{
|w˜|2 , |z˜|2
})
,
so
(4.2) dist(z, w) = |z˜ − w˜|+O
(
|z˜ − w˜|max
{
|w˜|2 , |z˜|2
})
.
Furthermore,
γ′0(z, w) =
(
(|z˜|2 + 1)w˜ − (w˜ · ¯˜z + 1)z˜, |z˜|2 − w˜ · ¯˜z
)
tan(dist(z, w))(w˜ · ¯˜z + 1)
√
|z˜|2 + 1
so (4.2) can be used to show
(4.3) γ′0(z, w) =
(
w˜ − z˜
|z˜ − w˜| , 0
)
+O(max {|z˜| , |w˜|}).
In these coordinates, let vp = [0 : · · · : 0 : −i : 1]. Suppose that for every j ∈ N
there exists zj ∈ B(p, 1/j) and qj ∈ Π(zj) such that 〈γ′0(zj , vp), γ′0(zj , qj)〉ω ≥ −Ap.
We may assume that [zj ] is represented by an element satisfying z
n+1
j = 1, so that
zj → p. Observe that γ′0(zj , vp) → γ′0(p, vp) = (0, . . . , 0,−i, 0). Let u0 be a limit
point of {γ′0(zj , qj)}, and restrict to a subsequence so that this is the unique limit.
Taking limits, we have Re(−iun0 ) ≥ −Ap, or Imun0 ≤ Ap. Note that |u0| = 1,
so |u′0|2 + |Reun0 |2 = 1 − |Imun0 |2. Furthermore, we must have Im znj < Im qnj .
Otherwise the interval (q′j ,Re q
n
j + is) for Im q
n
j < s < 2 Im z
n
j − Im qnj would lie
inside B(zj , δ(zj)) ⊂ Ω but above the graph of ϕ, contradicting (2.3). Hence, we
must have Imun0 ≥ 0.
For s > 0, in our local coordinate patch we define q˜′j,s = q˜
′
j − su′0, Re q˜nj,s =
Re q˜nj − sReun0 , and Im q˜nj,s = ϕ(q˜′j,s,Re q˜nj,s). By assumption,∣∣Im(q˜nj,s − q˜nj )∣∣ ≤M
√∣∣q˜′j,s − q˜′j∣∣2 + ∣∣Re(q˜nj,s − q˜nj )∣∣2 =Ms
√
1− |Imun0 |2.
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This tells us that for every j we can find a limit point Lj of
{
s−1(Im(q˜nj − q˜nj,s))
}
as s→ 0+ such that |Lj | ≤M
√
1− |Imun0 |2. Using (4.3), there exists a limit point
uj of {γ′0(qj , qj,s)} as s→ 0+ taking the form
uj = −(u′0,Reun0 + iLj, 0)
(
1− |Imun0 |2 + |Lj |2
)−1/2
+O(|q˜j |).
Let L be a limit point of {Lj}, and further restrict to a subsequence so that Lj → L.
Since q˜j → 0, we must have
(4.4) uj → −(u′0,Reun0 + iL, 0)
(
1− |Imun0 |2 + |L|2
)−1/2
Since B(zj , δ(zj)) ⊂ Ω and qj,s ∈ ∂Ω, we must have dist(zj , qj,s) ≥ dist(zj , qj).
Using (3.1), we have
0 ≥ dist(qj , zj)− dist(qj,s, zj)
dist(qj , qj,s)
≥ 〈γ′0(qj , qj,s), γ′0(qj , zj)〉ω −O(dist(qj , qj,s)).
Considering limit points as s → 0+, we see that 0 ≥ 〈uj, γ′0(qj , zj)〉ω. Using (4.3),
γ′0(qj , zj)→ −u0, so combining this with (4.4) we see that
0 ≥
(
1− |Imun0 |2 + L Imun0
)(
1− |Imun0 |2 + |L|2
)−1/2
.
However, since |L| ≤M
√
1− |Imun0 |2,
1− |Imun0 |2 + L Imun0 ≥ 1− |Imun0 |2 −M
√
1− |Imun0 |2 |Imun0 |
We know 0 ≤ Imun0 ≤ Ap, so
1− |Imun0 |2 −M
√
1− |Imun0 |2 |Imun0 | ≥
√
1− |Imun0 |2
(√
1−A2p −MAp
)
Combining inequalities, we find that 0 ≥
√
1−A2p −MAp, which is equivalent to
Ap ≥ 1√1+M2 , a contradiction.
We now know that for every p ∈ ∂Ω, there exists a point vp and a radius Rp
so that for every z ∈ B(p,Rp) and q ∈ Π(z), 〈γ′0(z, vp), γ′0(z, q)〉ω < −Ap. We
also observe that vp has been chosen so that dist(p, vp) =
pi
4 . We may assume that
Rp <
pi
4 . Choose a finite collection {pj} so that B(pj , Rpj/2) covers ∂Ω, and let
{χj} be a smooth partition of unity subordinate to
{
B(pj , Rpj/2)
}
.
Note that z ∈ suppχj implies that
pi
8
<
pi
4
−Rpj/2 ≤ dist(z, vpj ) ≤ Rpj/2 +
pi
4
<
3pi
8
,
so this is uniformly bounded away from 0 and pi2 . Fix d > 0 so that χj(z) > 0 for
at least one j whenever δ(z) ≤ d. For all z ∈ CPn satisfying δ(z) ≤ d, we define
u(z) =
∑
{j:z∈suppχj}
χj(z)γ
′
0(z, vpj ) and v(z) =
z
|z| +
u(z)
|u(z)| .
We can immediately compute v(z) · z¯ = |z| and |v(z)|2 = 2, so dist(z, v(z)) = pi4 .
Furthermore, since dist(z, vpj ) is uniformly bounded away from 0 and
pi
2 when
z ∈ suppχj , we can check that v(z) is smooth in z using (3.2) and (3.5). With this
in mind, we may choose A0 > 0 so that 0 < A0 < |u(z)|−1 infj Apj .
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Now, fix ε > 0 satisfying 0 < ε < |u(z)|−1 infj Apj −A0. Since (3.6) implies that
|Dpγ′0(p, v(p))|ω ≤ 2, γ′0(z, q) is uniformly Lipschitz in q with a constant indepen-
dent of z for z sufficiently close to p and q sufficiently close to v(p). Since v(z) is
also Lipschitz there exists 0 < R0 < min
{
d, infj Rpj/2
}
such that for every p ∈ ∂Ω
and z ∈ B(p,R0), |γ′0(z, v(p))− γ′0(z, v(z))| < ε. Then for p ∈ ∂Ω, z ∈ B(p,R0),
and q ∈ Π(z), we have
〈γ′0(z, v(p)), γ′0(z, q)〉ω < 〈γ′0(z, v(z)), γ′0(z, q)〉ω + ε.
Now γ′0(z, v(z)) =
u(z)
|u(z)| , so
〈γ′0(z, v(p)), γ′0(z, q)〉ω ≤ − |u(z)|−1
∑
{j:z∈suppχj}
χj(z)Apj + ε < −A0,
and we have proven (4.1).
Since v is actually the restriction of a smooth map to ∂Ω, we can easily see that
D∂Ωp,uv(p) = Dp,uv(p), so the tangential derivative exists and is continuous.

A critical consequence of (4.1) follows when we combine it with (3.16). If z ∈
B(p,R0) ∩ Ω and 0 ≤ t < R0 − dist(z, p), we observe that δ(γt(z, v(p))) is an
absolutely continuous function of t and compute
(4.5) δ(γt(z, v(p)))− δ(z)
= −
∫ t
0
sup
q∈ΠΩ(γs(p,v(p)))
〈γ′0(γs(z, v(p)), v(p)), γ′0(γs(p, v(p)), q)〉ω ds > tA0.
If instead we have z ∈ B(p,R0)∩Ω and 0 ≤ t < R0−dist(z, p) with γ−t(z, v(p)) ∈ Ω,
we also have
(4.6) δ(z)− δ(γ−t(z, v(p)))
=
∫ t
dist(z,v(p))
sup
q∈ΠΩ(γ−s(p,v(p)))
〈−γ′0(γ−s(z, v(p)), v(p)), γ′0(γ−s(p, v(p)), q)〉ω ds
> tA0.
As a partial converse to Lemma 4.1, we observe that the map v is sufficient to
locally parameterize the boundary in terms of a Lipschitz function:
Lemma 4.2. Let Ω ⊂ CPn be a Lipschitz domain, and let v, R0, and A0 be given by
Lemma 4.1. Then for every p ∈ ∂Ω there exists a map pip : B
(
p, R0
1+A−10
)
∩Ω→ R
such that δ(z) ≤ pip(z) < A−10 δ(z) and γ−pip(z)(z, v(p)) ∈ ∂Ω. Furthermore, for any
0 < A < A0, there exists 0 < RA <
R0
1+A−10
such that on B(p,RA), pip is a Lipschitz
map with Lipschitz constant A−1.
Remark 4.3. If we choose a real hypersurface such that γt(z, v(p)) is transverse to
this hypersurface near p, then pip(z) allows us to locally express ∂Ω as a Lipschitz
graph over this hypersurface.
Remark 4.4. With some additional work, we can show that pip(z) + dist(z, v(p)) is
Lipschitz in z with a constant on the order of
√
A−2 − 1. On C1 domains we can
take the constant A arbitrarily close to 1 by choosing R0 sufficiently small, so this
would allow us to take τ arbitrarily close to 1 in Lemma 4.7 below. Since we choose
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to focus on cases where A is very close to 0, we omit the additional computations
necessary for this refinement.
Proof. Let z ∈ B
(
p, R0
1+A−10
)
∩Ω. This implies δ(z) < R0
1+A−10
as well, so dist(z, p)+
A−10 δ(z) < R0. If t satisfies R0 − dist(z, p) > t ≥ A−10 δ(z) and γ−t(z, v(p)) ∈
Ω, we would have a contradiction with (4.6), so γ−t(z, v(p)) /∈ Ω whenever t ≥
A−10 δ(z). Hence, there must exist pip(z) satisfying δ(z) ≤ pip(z) < A−10 δ(z) such
that γ−pip(z)(z, v(p)) ∈ ∂Ω.
By (3.8), the derivative of γ−t(z, v(p)) with respect to z is bounded by 1 when
z = p and t = 0, so we can choose 0 < RA ≤ R01+A−10 so that γ−t(z, v(p)) has a
Lipschitz constant of A0A
−1 in z for z ∈ B(p,RA) and δ(z) ≤ t ≤ A−10 δ(z). For
z, w ∈ B(p,RA)∩Ω, we may assume that pip(w) > pip(z). Let wˆ = γ−pip(z)(w, v(p))
and zˆ = γ−pip(z)(z, v(p)). Note that zˆ ∈ ∂Ω, and dist(zˆ, wˆ) ≤ A0A−1 dist(z, w).
Hence δ(wˆ) ≤ A0A−1 dist(z, w). However, (4.6) implies δ(wˆ) > (pip(w)− pip(z))A0,
so we have |pip(w) − pip(z)| ≤ A−1 dist(z, w). 
When we work locally, the geometric quantities of greatest interest will be the
distance to the boundary and the distance to a geodesic transverse to the boundary,
so it will make sense to define our local neighborhoods in terms of these quantities.
However, we will still need to know that these new neighborhoods are uniformly
comparable to the usual geodesic balls, as shown in the following lemma.
Lemma 4.5. Let Ω ⊂ CPn be a Lipschitz domain and let v, R0, and A0 be given
by Lemma 4.1. For every p ∈ ∂Ω, let Γ(p, S, T ) denote the connected component of{
z ∈ Ω : dist(z, γ(p, v(p))) ≤ S and δ(z) ≤ T}
containing p. Given 0 < A < A0 there exists 0 < RA < R0 such that γ(p, S, T ) ⊂
B(p,R) whenever S, T > 0 and (1 +A−1)S +A−1T ≤ R < RA.
Proof. Choose A < A˜ < A0 and let pip and RA˜ be given by Lemma 4.2 so that
pip has Lipschitz constant A˜
−1 on B(p,RA˜). By (3.8), the derivative of γt(z, v(p))
with respect to z is bounded by 1 whenever z = p and t = 0, so we may also choose
0 < RA < RA˜ so that γt(z, v(p)) has Lipschitz constant A˜A
−1 with respect to z
whenever z ∈ B(p,RA) and |t| ≤ RA. For 0 < R < RA, choose S < AR1+A and
T ≤ AR − (A+ 1)S. Observe that the inequality characterizing S is equivalent to
A−1S < R− S and the inequality characterizing T is equivalent to A−1(S + T ) ≤
R − S. Let z ∈ Γ(p, S, T ) ∩ B(p,RA), and let t0 denote the value of t minimizing
the distance from z to γt(p, v(p)). Note that |t0| < RA.
If t0 < 0, then since z ∈ B(p,RA) and γt0(v(p), p) ∈ B(p,RA), we use the
Lipschitz property of γ−t0(·, v(p)) to obtain
dist(γ−t0(z, v(p)), p) = dist(γ−t0(z, v(p)), γ−t0(γt0(p, v(p)), v(p))) ≤ A˜A−1S.
Since pip(p) = 0, we can couple this with the Lipschitz property of pip to obtain
pip(γ−t0(z, v(p))) ≤ A−1S. We know pip(γ−t0(z, v(p))) = pip(z)− t0, so pip(z)− t0 ≤
A−1S. Since pip(z) ≥ 0, we have −t0 ≤ A−1S < R− S.
If t0 ≥ 0, we note that pip(γt0(p, v(p))) = t0, so we again use the Lipschitz
property of pip to estimate |pip(z)− t0| ≤ A˜−1S. From Lemma 4.2 we know pip(z) <
A−10 δ(z) ≤ A−10 T , so t0 ≤ A˜−1S +A−10 T < A−1(S + T ) ≤ R− S.
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Combining both cases, we have |t0| < R − S. Hence, dist(z, p) ≤ S + |t0| < R.
Since Γ(p, S, T ) ∩ B(p,RA) ⊂ B(p,R) and Γ(p, S, T ) was defined to be connected,
we conclude that Γ(p, S, T ) ⊂ B(p,R).

We will also need to show that the map γt(p, v(p)) : (0, ε)×∂Ω→ Ω is invertible
near the boundary for ε > 0 sufficiently small. On C1 domains this would follow
from the implicit function theorem, but this does not apply on Lipschitz domains,
so we will have to find a suitable substitute by careful analysis of the properties of
v.
Lemma 4.6. Let Ω ⊂ CPn be a Lipschitz domain and let v be given by Lemma
4.1. Then there exists T1 > 0 such that for every z ∈ Ω satisfying δ(z) ≤ T1 there
exists a unique p ∈ ∂Ω and 0 ≤ t < A−10 δ(z) such that [γt(p, v(p))] = [z].
Proof. We begin with the proof of uniqueness. Suppose that for every j ∈ N
there exists zj ∈ Ω such that δ(zj) ≤ 1j and there exist 0 < tj ≤ A−10 δ(zj) and
pj, qj ∈ ∂Ω such that [pj] 6= [qj ] and [zj ] = [γtj (pj , v(pj))] = [γtj (qj , v(qj))]. Set
xj + iyj = 1 − γ′0(zj , v(pj)) · γ′0(zj , v(qj)) for xj , yj ∈ R, and note that 0 ≤ xj ≤ 2
and |yj | ≤
√
2xj − x2j . Observe that
γ−tj (zj , v(pj)) · γ−tj (zj , v(qj)) = cos2 tj + sin2 tjγ′0(zj , v(pj)) · γ′0(zj , v(qj))
= 1− sin2 tj(xj + iyj),
so
sin2(dist(pj , qj)) = sin
2(dist(γ−tj (zj , v(pj)), γ−tj (zj , v(qj))))
= 1− ∣∣1− sin2 tj(xj + iyj)∣∣2 = 2xj sin2 tj − (x2j + y2j ) sin4 tj .
Since cos2(pi/4− tj) = 12 + sin tj cos tj and sin2(pi/4− tj) = 12 − sin tj cos tj ,
γpi/4−tj (zj , v(pj)) · γpi/4−tj (zj , v(qj))
=
(
1
2
+ sin tj cos tj
)
+
(
1
2
− sin tj cos tj
)
(1− xj − iyj)
= 1− xj + iyj
2
+ sin tj cos tj(xj + iyj),
so
sin2(dist(v(pj), v(qj))) = sin
2(dist(γpi/4−tj (zj , v(pj)), γpi/4−tj (zj , v(qj))))
= 1−
∣∣∣∣1− xj + iyj2 + sin tj cos tj(xj + iyj)
∣∣∣∣
2
= xj − 1
4
(x2j + y
2
j )− sin tj cos tj
(
2xj − x2j − y2j
)− sin2 tj cos2 tj(x2j + y2j ).
Since tj → 0, dist(pj , qj)→ 0 as well. Since v is Lipschitz, we may assume that there
existsM > 0 such that sin2(dist(v(pj), v(qj))) ≤M sin2(dist(pj , qj)) for sufficiently
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large j. Hence,
1
4
(x2j + y
2
j )− xj + sin tj cos tj
(
2xj − x2j − y2j
)
+ 2Mxj sin
2 tj
+ sin2 tj cos
2 tj(x
2
j + y
2
j )−M(x2j + y2j ) sin4 tj ≥ 0.
The coefficient of y2j will be positive for sufficiently large j, so we can substitute
|yj| ≤
√
2xj − x2j and obtain
−1
2
xj + 2Mxj sin
2 tj + 2 sin
2 tj cos
2 tjxj − 2Mxj sin4 tj ≥ 0.
If xj > 0, we can divide by xj and obtain a contradiction for sufficiently large j.
Hence xj = yj = 0 for all sufficiently large j. However, this implies dist(pj , qj) = 0,
another contradiction. We conclude that there exists T0 > 0 such that if z ∈
Ω satisfies δ(z) ≤ T0 and there exist p ∈ Ω and 0 ≤ t < A−10 δ(z) such that
[γt(p, v(p))] = [z], then no other such t and p exist.
Turning to our existence proof, let A0 be given by Lemma 4.1 and for 0 < A < A0
let RA be given by Lemma 4.2. Choose any T1 < min {T0/2, A0RA/2}.
Suppose that there exists z ∈ Ω such that [z] is not in the range of [γt(p, v(p))]
and δ(z) ≤ T1. Let w be the closest point to z in Ω that does lie in the range
of [γt(p, v(p))] for p ∈ ∂Ω and 0 ≤ t ≤ pi2 . Since [γ0(p, v(p))] = [p], every point
in the boundary lies in the range of γt(p, v(p)), so dist(w, z) ≤ δ(z). Therefore,
δ(w) ≤ 2δ(z). Fix q ∈ ∂Ω and 0 ≤ s ≤ pi2 so that [w] = [γs(q, v(q))]. We may
choose a representative element for [q] to satisfy q = γ−s(w, v(q)). From (4.6),
s < A−10 δ(w), so s < 2A
−1
0 δ(z) ≤ 2A−10 T1.
For j ∈ N, let dj = dist(z, w)/j and set zj = γdj(w, z), so that [zj] → [w].
Observe that
δ(zj) ≤ δ(z) + (j − 1)dj ≤ (2j − 1)δ(z)/j
and
dist(zj , q) ≤ s+ dj < (2A−10 + 1/j)δ(z).
For j sufficiently large, we have dist(zj , q) < 2A
−1
0 T1 < RA. Hence, Lemma 4.2
gives us piq(zj) with Lipschitz constant A
−1 satisfying δ(zj) ≤ piq(zj) < A−10 δ(zj)
and γ−piq(zj)(zj, v(q)) ∈ ∂Ω. Set sj = piq(zj) and qj = γ−sj (zj, v(q)). By Lemma
4.2, |sj − s| ≤ A−1dj . Using (3.8), γ−s(·, v(q)) is Lipschitz, so dist(qj , q) ≤ O(dj).
Furthermore, [qj ] 6= [q], since otherwise [zj] = [γsj (q, v(q))], contradicting the as-
sumption that w is the closest point to z with this property.
Set wj = γs(qj , v(qj)). We know that v is Lipschitz, so since Corollary 3.4 implies
that both γs(·, v(qj)) and γs(qj , ·) are Lipschitz, we have dist(wj , w) ≤ O(dj). Since
[qj ] 6= [q] and δ(w) ≤ T0, we may use our uniqueness result to show [wj ] 6= [w] for
sufficiently large j. Furthermore, since [zj ] = [γsj (qj , v(q))], we must also have
dist(zj , wj) < O(dj). By assumption dist(z, wj) ≥ dist(z, w). Using (3.1), we have
0 ≤ dist(wj , z)− dist(w, z)
dist(w,wj)
≤ −〈γ′0(w,wj), γ′0(w, z)〉ω +O(dj).
Hence, 〈γ′0(w,wj), γ′0(w, z)〉ω ≤ O(dj). However, we know 〈γ′0(w, zj), γ′0(w, z)〉ω =
1, so since dist(zj , wj) < O(dj), we are left with 1 ≤ O(dj), which is a contradiction
for sufficiently large j.

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Our last result in this section shows that we can always find tangent vectors in
a given direction that are uniformly transverse to γt(p, v(p)).
Lemma 4.7. Let Ω ⊂ CPn be a Lipschitz pseudoconvex domain. Let v and A0 be
as in Lemma 4.1. Then for every p, q ∈ ∂Ω satisfying 0 < dist(p, q) < pi2 , we have
u ∈ Tan(∂Ω, p) and real constants ν and τ such that A0 |ν| ≤ τ and
u = νγ′0(p, v(p)) + τγ
′
0(p, q).
In particular, τ ≥ A01+A0 .
Proof. Using (4.5), we have δ(γt(p, v(p))) > tA0 for 0 ≤ t < R0, so
δ(γs(γt(p, v(p)), q)) > tA0 − s
for 0 ≤ s ≤ tA0. For 0 < A < A0, let pip and RA be given by Lemma 4.2. For j ∈ N,
let tj =
RA
j(1+A0)
and sj = A0tj , then set zj = γsj (γtj (p, v(p)), q). We have zj ∈ Ω
and dist(zj , p) ≤ sj + tj ≤ RA/j, so we can define pj = γ−pip(zj)(zj , v(p)) ∈ ∂Ω.
Since A−1 is the Lipschitz constant for pip, we must have |pip(zj)− tj | ≤ A−1sj .
Corollary 3.4 implies γs(·, q) and γt(·, v(p)) are both Lipschitz functions, provided
that the distances to q and v(p) are uniformly bounded away from 0 and pi2 . With
this in mind, we compute
γtj (p, v(p)) =
p
|p| + tjγ
′
0(p, v(p)) +O(j
−2),
so
zj =
p
|p| + tjγ
′
0(p, v(p)) + sjγ
′
0(p, q) +O(j
−2).
Since |pip(zj)| ≤ O(j−1) and |γ′0(p, v(p))− γ′0(zj , v(p))| ≤ O(j−1), we have
pj = zj − pip(zj)γ′0(p, v(p)) + O(j−2)
=
p
|p| + (tj − pip(zj))γ
′
0(p, v(p)) + sjγ
′
0(p, q) +O(j
−2),
so dist(p, pj) ≤ O(j−1) and
γ′0(p, pj) =
(tj − pip(zj))γ′0(p, v(p)) + sjγ′0(p, q)
dist(p, pj)
+O(j−1).
Since this vector has length one,
{
tj−pip(zj)
dist(p,pj)
}
and
{
sj
dist(p,pj)
}
must both be bounded.
Hence, we can restrict to a subsequence on which
tj−pip(zj)
dist(p,pj)
→ ν and sjdist(p,pj) → τ
for some constants ν and τ satisfying |ν| ≤ A−1τ . Repeating the argument for a
sequence Ak increasing towards A0 and using a diagonalization argument to extract
a new subsequence, we conclude that we may assume |ν| ≤ A−10 τ .
Furthermore, since γ′0(p, pj) has unit length, we have
ν2 + 2ντ 〈γ′0(p, v(p)), γ′0(p, q)〉ω + τ2 = 1.
Solving for ν, we find
ν = −τ 〈γ′0(p, v(p)), γ′0(p, q)〉ω ±
√
1− τ2(1 − 〈γ′0(p, v(p)), γ′0(p, q)〉2ω).
Since
√
1− τ2(1 − 〈γ′0(p, v(p)), γ′0(p, q)〉2ω) ≥ τ |〈γ′0(p, v(p)), γ′0(p, q)〉ω|, we have
|ν| ≥
√
1− τ2(1− 〈γ′0(p, v(p)), γ′0(p, q)〉2ω)− τ |〈γ′0(p, v(p)), γ′0(p, q)〉ω| .
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Since the lower bound is decreasing with respect to |〈γ′0(p, v(p)), γ′0(p, q)〉ω|, we have
|ν| ≥ 1− τ . Combined with |ν| ≤ A−10 τ , we have τ ≥ A01+A0 . Let u = lim γ′0(p, pj).

5. Proof of Main Theorem
Now, we combine the results of the previous sections in the form that will be the
most helpful in the proof of our main theorem:
Lemma 5.1. Let Ω ⊂ CPn be a Lipschitz pseudoconvex domain. There exist con-
stants A,B > 0 and S, T > 0 such that for every p ∈ ∂Ω there exists a closed
connected set Γp containing p, a real-valued function µp(z) on Γp, and a holomor-
phic isometry φpt (z) on CP
n with the following properties:
(1) ω = i∂∂¯µp on Γp.
(2) µp(z) depends continuously on p.
(3) 0 < δ(z) < T and 0 ≤ µp(z) ≤ log secS in the interior of Γp, and either
δ(z) = 0, δ(z) = T , or µp(z) = log secS on the boundary of Γp.
(4) For z ∈ Ω satisfying δ(z) ≤ T , there exists p ∈ ∂Ω satisfying z ∈ Γp.
(5) For z ∈ Γp and 0 ≤ t ≤ T − δ(z), φpt (z) ∈ Γp.
(6) For all z ∈ Γp and 0 < t < T − δ(z),
(5.1) A ≤ D+t δ(φpt (z)) ≤ D−t δ(φpt (z)) ≤ 1.
(7) For all z ∈ Γp and 0 ≤ t ≤ T − δ(z),
(5.2) δ(z) +At ≤ δ(φpt (z)) ≤ δ(z) + t.
(8) µp(φ
p
t (z)) = µp(z) for all z ∈ Γp and 0 ≤ t ≤ T − δ(z).
(9) If p, q ∈ ∂Ω and z ∈ Γp ∩ Γq, then
(5.3) dist(φpt (z), φ
q
t (z)) ≤ Bt dist(p, q).
(10) If p ∈ ∂Ω and z ∈ Γp satisfy µp(z) = log secS, then there exists u ∈
Tan(∂Ω, p) such that Dp,uµp(z) ≤ − SA3√2(1+A)3 .
(11) µp(z) has Lipschitz constant 1 in z.
Proof. Let v, A0, and R0 be given by Lemma 4.1. Let µp,v(p) and φ
p,v(p)
t be given
by Lemma 3.5.
Let µp = µp,v(p). We obtain (1) from Lemma 3.5 (2) and (2) since v is Lipschitz
and Lemma 3.5 (7) implies that µ is C1 in p and q.
Pick any 0 < A < A0. From Lemma 3.5 (9), (φ
p,v(p)
t )
′(z) can be made arbitrarily
close to γ′t(z, v(p)) by requiring z to be close to p. Combining this with (3.16) and
(4.1), we can choose ε > 0 sufficiently small so that there exists R1 > 0 with the
property that if φ
p,v(p)
(1−ε)t(z) ∈ B(p,R1), we have
(5.4) A ≤ D+t δ
(
φ
p,v(p)
(1−ε)t(z)
)
≤ D−t δ
(
φ
p,v(p)
(1−ε)t(z)
)
≤ 1.
Using Lemma 4.5, we may choose 0 < S1 <
AR1
1+A and 0 < T1 ≤ AR1 − (1 + A)S1
so that (5.4) holds on Γ(p, S1, T1). Assuming R1 <
pi
4 , then Lemma 3.5 (1) implies
Γ(p, S1, T1) ⊂ Domµp,v(p). Set φpt (z) = φp,v(p)(1−ε)t(z). For 0 < S ≤ S1 and 0 < T ≤ T1
to be chosen later, let Γp be the connected component of{
z ∈ Ω : µp(z) ≤ log secS and δ(z) ≤ T
}
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containing p. Using Lemma 3.5 (4), this is a subset of Γ(p, S, T ), and we have (3) by
definition. Lemma 4.6 implies (4) since there exists p ∈ ∂Ω such that z = γt(p, v(p))
and hence µp(z) = 0.
Integrating (5.4) gives us (5.2), provided that z and φpt (z) are both in Γp. How-
ever, if δ(φpt (z)) = T , then (5.2) will imply that δ(z) + t ≥ T . Hence, if z ∈ Γp and
0 ≤ t ≤ T − δ(z), we can conclude that φpt (z) ∈ Γp as well, implying (5). With this
technicality taken care of, we immediately obtain (5.1) from (5.4), and (5.2) will
follow without qualification. Furthermore, we can now obtain (8) from Lemma 3.5
(10). Since v is known to be Lipschitz, we obtain (5.3) from Lemma 3.5 (11).
To prove (10), we suppose that for every j ∈ N if we set Rj = R1j , Tj =
ARj
j2 , and
Sj =
ARj−Tj
1+A , then there exists pj ∈ ∂Ω and zj ∈ Γpj such that µpj (zj) = log secSj
and for every u ∈ Tan(∂Ω, pj) we have Dpj ,uµpj (zj) > − SjA
3
√
2(1+A)3
. By Lemma 4.5,
Γpj ⊂ B(pj , Rj).
For j sufficiently large, Lemma 4.6 implies that there exists qj ∈ ∂Ω and 0 ≤
tj < A
−1
0 δ(zj) such that [zj ] = [γtj (qj , v(qj))]. By Lemma 3.5 (3), µqj (qj) = 0.
We have dist(pj , qj) ≤ Rj + tj ≤ Rj + O(Tj). From Lemma 3.5 (10) and Lemma
3.5 (9), ddtµpj (γt(pj , v(pj))) = 0, so given any M > 0 there exists RM > 0 so that
µpj (γt(z, v(z))) has Lipschitz constant M > 0 in t whenever z ∈ B(pj , RM ). Note
that Lemma 3.5 (5) guarantees that RM can be chosen independently of j. Hence,
for j sufficiently large we will have∣∣µpj (zj)− µpj (qj)∣∣ ≤Mtj < MA−10 Tj .
This implies that µpj (qj) ≥ log secSj −O(Tj). Since
∣∣log secS − 12S2∣∣ ≤ O(S3),
(5.5) lim inf
j→∞
µpj (qj)
(dist(pj , qj))2
≥ lim inf
j→∞
log secSj −O(Tj)
R2j +O(TjRj)
=
A2
2(1 +A)2
On the other hand, (3.9) implies
(5.6) lim
j→∞
∣∣∣∣ µpj (qj)(dist(pj , qj))2 −
1
2
(
1− Re
((
γ′0(pj , qj) · γ′0(pj , v(pj))
)2))∣∣∣∣ = 0.
Once again, we use Lemma 3.5 (5) to guarantee that the convergence is independent
of pj . Since the second term in (5.6) is bounded by 1, we have
(5.7) lim sup
j→∞
S2j
2(dist(pj , qj))2
≤ lim sup
j→∞
µpj (qj)
(dist(pj , qj))2
≤ 1.
We may also use (5.6) to show
lim inf
j→∞
µpj (qj)
(dist(pj , qj))2
≤ lim inf
j→∞
1
2
(
1− Re
((
γ′0(pj , qj) · γ′0(pj , v(pj))
)2))
,
so (5.5) implies
(5.8)
A2
(1 +A)2
≤ lim inf
j→∞
(
1− Re
((
γ′0(pj , qj) · γ′0(pj , v(pj))
)2))
.
Let uj ∈ Tan(∂Ω, pj) satisfying uj = νjγ′0(pj , v(pj)) + τjγ′0(pj , qj) be given by
Lemma 4.7, where τj ≥ A01+A0 . Since v is C1, Dpj ,ujv(pj) is bounded, so we can
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apply (3.10) with upj = uj and u
v(pj) = Dpj ,ujv(pj). Since νj is real, terms
involving νjγ
′
0(pj , v(pj)) will cancel in (3.10), giving us
Dpj ,ujµpj (zj) = − dist(zj , pj)τj
× Re
(
γ′0(pj , zj) · γ′0(pj , qj)− γ′0(pj , zj) · γ′0(pj , v(pj))γ′0(pj , qj) · γ′0(pj , v(pj))
)
+O((dist(z, pj))
2),
with Lemma 3.5 (5) guaranteeing that the constant in the error term is independent
of j. Since (5.7) implies dist(pj , qj) ≥ O(Rj), (3.6) implies that γ′0(pj , zj) has a
Lipschitz constant in zj on the order of R
−1
j . Since dist(zj , qj) ≤ O(Rj/j2) we have
lim
j→∞
|γ′0(pj , zj)− γ′0(pj , qj)| = 0.
Hence,
lim sup
j→∞
Dpj ,ujµpj (zj)
dist(zj, pj)
≤ − A0
1 +A0
lim inf
j→∞
(
1− Re
(
γ′0(pj , qj) · γ′0(pj , v(pj))
)2)
.
Combining this with our assumed lower bound for Dpj ,ujµpj (zj), (5.7), and (5.8)
gives us
− A
3
(1 +A)3
≤ lim sup
j→∞
− SjA
3
√
2(1 +A)3 dist(zj , pj)
≤ lim sup
j→∞
Dpj ,ujµpj (zj)
dist(zj , pj)
≤ − A0A
2
(1 +A0)(1 +A)2
,
a contradiction. Therefore, (10) follows.
Regarding Lipschitz constants in z, observe that Lemma 3.5 (4) and Lemma
3.5 (3) together imply that µp(z) has a local minimum when z lies on the geo-
desic γ(p, q), and hence the derivative of µp with respect to z is zero on this set.
By choosing S sufficiently small, the derivative of µp(z) with respect to z can be
bounded by 1, and hence the Lipschitz constant in z will have this same bound.

We will need to make use of the following theorem of Takeuchi [23] (see also [2]
for a simplified proof in the C2 case):
Theorem 5.2 (Takeuchi). If Ω ⊂ CPn is a pseudoconvex domain, then there exists
E > 0 such that i∂∂¯(− log δ) ≥ Eω on Ω in the sense of currents.
Let Γp, µp, and φ
p
t be given by Lemma 5.1. By Takeuchi’s Theorem and Lemma
5.1 (1), for any p ∈ CPn, − log δ(z)− Eµp is plurisubharmonic when z ∈ Γp.
Set ζ = SA
3E
2
√
2(1+A)3B
. We may assume that ζ < 1 (if not, we can increase the size
of B). Choose F > 0 and 0 < η < ζ so that
(5.9) ηζ−1
(− log (ηζ−1)+ 1 + F + 2−1E log secS) < A.
This is possible, since the lower bound in (5.9) approaches 0 as η → 0+.
For p ∈ ∂Ω, z ∈ Γp, and 0 ≤ t < T − δ(z), define
λpt (z) = t
η
(− log(ηt−1δ(φpt (z)))− η−1 + 1 + F + 2−1E(log secS − µp(z))) .
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Since φ is holomorphic in z, − log δ(φpt (z))−Eµp(φpt (z)) will be plurisubharmonic.
Using Lemma 5.1 (1) and Lemma 5.1 (8), we have
(5.10) i∂∂¯λpt (z) ≥ 2−1tηEω
in the sense of currents.
Before optimizing in t, we will need to restrict our domain in t. The following
lemma gives us appropriate upper and lower bounds for t based on z and p.
Lemma 5.3. When z ∈ Ω and p ∈ ∂Ω satisfy 0 < δ(z) < (1− ζ) T and z ∈ Γp, we
may define
ap(z) = inf
{
0 < t < T − δ(z) : t−1δ(φpt (z)) ≤ η−1
}
,(5.11)
bp(z) = inf
{
0 < t < T − δ(z) : t−1δ(φpt (z)) ≤ ζ−1
}
,(5.12)
continuous in z and p satisfying
(5.13) 0 < ap(z) < bp(z) < T − δ(z).
When ap(z) ≤ t ≤ bp(z), we have
(5.14) ζ−1 ≤ t−1δ(φpt (z)) ≤ η−1
Proof. From (5.1), D+t (t
−1δ(φpt (z))) ≤ D−t (t−1δ(φpt (z))) ≤ t−1 − t−2δ(φpt (z)), so
t−1δ(φpt (z)) is decreasing in t whenever t
−1 − t−2δ(φpt (z)) ≤ 0, or 1 ≤ t−1δ(φpt (z)).
Suppose z ∈ Γp satisfies 0 < δ(z) < (1− ζ)T and 0 < t < T − δ(z). Since δ(z) > 0,
t−1δ(φpt (z)) > η
−1 for all t sufficiently small. By (5.2), t−1δ(φpt (z)) ≤ t−1δ(z) + 1.
When t = T − δ(z), we have t−1δ(z) + 1 = TT−δ(z) < ζ−1. Hence, (5.13) follows
for ap and bp defined by (5.11). Since t
−1δ(φpt (z)) is decreasing when it is larger
than one, we also have (5.14) when ap(z) ≤ t ≤ bp(z). Observe that ap(z) and
bp(z) must be continuous in z since φ
p
t (z) is continuous in z and continuous in p by
Lemma 5.1 (9). 
We are now ready to optimize in t and obtain a local construction for our weight
function on Γp. For any p ∈ ∂Ω, define
Domλp = {z ∈ Ω : z is in the interior of Γp and 0 < δ(z) < (1− ζ) T } .
For z ∈ Domλp, we define
(5.15) λp(z) = sup
ap(z)≤t≤bp(z)
λpt (z).
Our first goal is to show that the supremum is obtained for ap(z) < t < bp(z).
Lemma 5.4. For p ∈ ∂Ω and z ∈ Domλp, let λp(z) be defined by (5.15). Then
λp(z) > λpap(z)(z) and λ
p(z) > λpbp(z)(z).
Proof. Suppose t = ap(z). From (5.1), we have
D+t λ
p
t (z) ≥ ηt−1λpt (z) + tη−1 −
tη
δ(φpt (z))
.
When t = ap(z), we have δ(φ
p
t (z)) = tη
−1, so on Γp
λpt (z) = t
η
(−η−1 + 1 + F + 2−1E(log secS − µp(z))) ≥ tη (−η−1 + 1 + F ) .
Hence,
D+t λ
p
t (z)
∣∣
t=ap(z)
≥ ηtη−1F > 0,
so λpt (z) is not maximized on [ap(z), bp(z)] when t = ap(z).
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On the other side, suppose t = bp(z). This time, (5.1) will give us
D−t λ
p
t (z) ≤ ηt−1λpt (z) + tη−1 −
Atη
δ(φpt (z))
.
Since t = bp(z) implies δ(φ
p
t (z)) = ζ
−1t, we have
λpt (z) ≤ tη
(− log (ηζ−1)− η−1 + 1 + F + 2−1E log secS) ,
so
D−t λ
p
t (z)
∣∣
t=bp(z)
≤ ηtη−1 (− log (ηζ−1)+ 1 + F + 2−1E log secS −Aζη−1) .
This is strictly negative by (5.9), so λpt (z) is not maximized on [ab(z), bp(z)] when
t = bp(z). 
With this, we can now show that λp has the necessary local properties. We will
see that the following lemma gives us a local defining function −(−λp)1/η satisfying
the requirements of Theorem 1.1.
Lemma 5.5. For p ∈ ∂Ω let λp be defined by (5.15). Then on Domλp, λp is
Lipschitz continuous with
(5.16) |∇λp| ≤ O((δ(z))η−1)
almost everywhere uniformly in p and λp is strictly plurisubharmonic with
(5.17) i∂∂¯λp ≥ 2−1E (η−1 −A)−η (δ(z))ηω
in the sense of currents.
Proof. Since φpt (z) is an isometry, it has a Lipschitz constant of 1. By Lemma
5.1 (11), the Lipschitz constant of λpt (z) with respect to z is locally bounded by
tη
(
(δ(φpt (z)))
−1 + 2−1E
)
. By (5.2) and (5.14) when ap(z) ≤ t ≤ bp(z) we have,
δ(z) ≤ δ(φpt (z))−At ≤ min
{(
η−1 −A) t, (1−Aη) δ(φpt (z))}
and
δ(z) ≥ δ(φpt (z))− t ≥ max
{(
ζ−1 − 1) t, (1− ζ) δ(φpt (z))} ,
so
(5.18)
(
η−1 −A)−1 δ(z) ≤ t ≤ (ζ−1 − 1)−1 δ(z),
and
(5.19) (1−Aη)−1 δ(z) ≤ δ(φpt (z)) ≤ (1− ζ)−1 δ(z).
Hence, when ap(z) ≤ t ≤ bp(z), t and δ(φpt (z)) are both uniformly comparable
with δ(z), so the Lipschitz constant of λpt (z) with respect to z is locally uniformly
bounded by terms on the order of O
(
(δ(z))η−1
)
.
For z ∈ Domλp, fix ap(z) < t < bp(z) such that λp(z) = λpt (z). Suppose that
for every j ∈ N there exists zj ∈ B(z, 1/j) ∩Domλp and ap(zj) < tj < bp(zj) such
that λp(zj) = λ
p
tj (zj) and either t ≥ bp(zj), t ≤ ap(zj), tj ≥ bp(z), or tj ≤ ap(z).
We will show that each of these leads to a contradiction for sufficiently large j.
Since bp is continuous in z and [zj ] → [z], t ≥ bp(zj) would imply that t ≥ bp(z),
contradicting Lemma 5.4. Hence t < bp(zj) for all sufficiently large j, and the
same argument shows that t > ap(zj) for all sufficiently large j. If tj ≥ bp(z) for
infinitely many j, then there must be a limit point s of {tj} satisfying s ≥ bp(z).
Since tj ≤ bp(zj), continuity again implies s ≤ bp(z), so s = bp(z). However,
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Lemma 5.4 implies that λpt (z) > λ
p
s(z), so for sufficiently large j we must have
λpt (zj) > λ
p
tj (zj), a contradiction. Since tj ≤ ap(z) leads to a similar contradiction,
we conclude that there must exist R > 0 such that for every w ∈ B(z,R)∩Domλp
and ap(w) < s < bp(w) satisfying λ
p(w) = λps(w) we have ap(z) < s < bp(z)
and ap(w) < t < bp(w). We may assume that B(z,R) ⊂ Domλp and λpt (w) has
Lipschitz constant bounded by M(δ(z))η−1 on B(z,R) for all ap(z) < t < bp(z)
with M independent of z and R.
Now, for w ∈ B(z,R) we have
λp(w) = λps(w) ≤ λps(z) +M(δ(z))η−1 dist(z, w) ≤ λp(z) +M(δ(z))η−1 dist(z, w)
and
λp(z) = λpt (z) ≤ λpt (w) +M(δ(z))η−1 dist(z, w) ≤ λp(w) +M(δ(z))η−1 dist(z, w),
so |λp(z)− λp(w)| ≤ M(δ(z))η−1 on B(z,R), and (5.16) follows. By applying the
sub-mean-value property on B(z,R) with (5.10), we may use (5.18) to show (5.17).

Now, we are ready to optimize in p and obtain a global plurisubharmonic func-
tion. Let
Domλ = {z ∈ Ω : 0 < δ(z) < (1− ζ)T } .
For any z ∈ Domλ, we define
(5.20) λ(z) = sup
{p∈∂Ω:z∈Γp}
λp(z).
Although λp can still be defined for z ∈ Domλp, we lose the important properties
of Lemma 5.5. Since Lemma 5.1 (2) and Lemma 5.1 (3) imply that this supremum
is taken over a compact set, we must have λ(z) = λp(z) for some p ∈ ∂Ω. Our
next goal is to show that z is in the interior of Γp so that λ
p is Lipschitz and
plurisubharmonic in a neighborhood of z.
Lemma 5.6. For z ∈ Domλ, define λ by (5.20). Then for any p ∈ ∂Ω satisfying
z ∈ ∂Γp, λ(z) > λp(z).
Proof. Suppose that z is on the boundary of Γp. Then we must have µp(z) =
log secS by Lemma 5.1 (3). Let u ∈ Tan(∂Ω, p) be given by Lemma 5.1 (10) and
let {pj} ⊂ ∂Ω satisfy γ′0(p, pj) → u. Fix ap(z) < t < bp(z) so that λp(z) = λpt (z).
Since ap and bp are continuous in p, we must have apj (z) < t < bpj (z) for j
sufficiently large. Then
λ
pj
t (z)− λpt (z) = tη
(
− log
(
δ(φ
pj
t (z))
δ(φpt (z))
)
− 2−1E(µpj (z)− µp(z))
)
≥ tη
(
1− δ(φ
pj
t (z))
δ(φpt (z))
− 2−1E(µpj (z)− µp(z))
)
.
Since δ always has Lipschitz constant one, (5.3) gives us
∣∣∣1− δ(φpjt (z))δ(φpt (z))
∣∣∣ ≤ Bt dist(p,pj)δ(φpt (z)) .
Hence, Lemma 5.1 (10) gives us
lim inf
j→∞
λ
pj
t (z)− λpt (z)
dist(p, pj)
≥ tη
(
− Bt
δ(φpt (z))
+
SA3E
2
√
2(1 +A)3
)
= Btη
(
− t
δ(φpt (z))
+ ζ
)
.
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By (5.14), t ≤ bp(z) implies lim infj→∞ λ
pj
t (z)−λpt (z)
dist(p,pj)
> 0. Hence, for infinitely many
pj, λ
pj
t (z) > λ
p
t (z), so we conclude that
λ(z) ≥ λpj (z) ≥ λpjt (z) > λpt (z) = λp(z)
when z lies on the boundary of Γp. 
With this, we can demonstrate that λ inherits the necessary properties from λp.
Lemma 5.7. Let λ be defined by (5.20). Then on Domλ, λ is Lipschitz continuous
with
(5.21) |∇λ| ≤ O((δ(z))η−1)
almost everywhere and strictly plurisubharmonic with
(5.22) i∂∂¯λ ≥ 2−1E (η−1 −A)−η (δ(z))ηω
in the sense of currents.
Proof. For z ∈ Domλ, Lemma 5.6 implies that there exists p ∈ ∂Ω such that
z ∈ Domλp and λp(z) = λ(z). Suppose that for every j ∈ N, there exists zj ∈
Domλ ∩ B(z, 1/j) and pj ∈ ∂Ω such that zj ∈ Domλpj , λpj (zj) = λ(zj), and
z /∈ Domλpj . If q is any limit point of {pj}, then we must have z ∈ Γq by Lemma
5.1 (2) and Lemma 5.1 (3). Lemma 5.6 implies λ(z) > λq(z). However, this implies
λ(zj) > λ
pj (zj) for j sufficiently large, so we have a contradiction.
Hence, there exists R > 0 so that for every w ∈ Domλ ∩ B(z,R) and q ∈ ∂Ω
satisfying w ∈ Domλq and λq(w) = λ(w), z ∈ Domλq. We may assume that
B(z,R) ⊂ Domλp. Using (5.16), we may also assume that the Lipschitz constant
of λq is bounded by M(δ(z))η−1 whenever z ∈ Domλq. Hence,
λ(w) = λq(w) ≤ λq(z) +M(δ(z))η−1 dist(z, w) ≤ λ(z) +M(δ(z))η−1 dist(z, w)
and
λ(z) = λp(z) ≤ λp(w) +M(δ(z))η−1 dist(z, w) ≤ λ(w) +M(δ(z))η−1 dist(z, w),
so |λ(z)− λ(w)| ≤ M(δ(z))η−1 dist(z, w) for w ∈ B(z,R), and (5.21) follows. We
may apply the sub-mean-value property on B(z,R) with (5.17) to show (5.22). 
To estimate λ, we observe that by (5.14) we have
λpt (z) ≤ tη
(− log (ηζ−1)− η−1 + 1 + F + 2−1E log secS) .
From (5.9), this implies
λpt (z) ≤ η−1tη (Aζ − 1) .
Using (5.18),
λpt (z) ≤ −η−1(η−1 −A)−η (1−Aζ) (δ(z))η.
On the other hand, (5.14) also gives us
λpt (z) ≥ tη
(−η−1 + 1 + F ) ,
so (5.18) implies
λpt (z) ≥ −
(
ζ−1 − 1)−η (η−1 − 1− F ) (δ(z))η.
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Since these upper and lower bounds are independent of t and p, we conclude
− (ζ−1 − 1)−η (η−1 − 1− F ) (δ(z))η
≤ λ(z) ≤ −η−1(η−1 −A)−η (1−Aζ) (δ(z))η.
Choose T1 and λ1 satisfying
0 < T1 < (1− ζ) T,
0 > λ1 > −η−1(η−1 −A)−η (1−Aζ)T η1 ,
so that λ(z) < λ1 when δ(z) = T1. We have λ(z) > λ1 whenever δ(z) <(
ζ−1 − 1) (η−1 − 1− F )−1/η (−λ1)1/η, so we may choose T0 and λ0 satisfying
0 < T0 <
(
ζ−1 − 1) (η−1 − 1− F )−1/η (−λ1)1/η < T1,
λ1 < λ0 < −
(
ζ−1 − 1)−η (η−1 − 1− F )T η0 ,
so that λ(z) > λ0 when δ(z) = T0. Now,
ψ(z) = − λ0 − λ1
log(T1/T0)
log δ(z) +
λ0 logT1 − λ1 logT0
log(T1/T0)
is a strictly plurisubharmonic function on Ω satisfying ψ(z) = λ1 when δ(z) = T1
and ψ(z) = λ0 when δ(z) = T0, so we can define a Lipschitz continuous strictly
plurisubharmonic function λ˜ via
λ˜(z) =


λ(z) δ(z) ≤ T0,
max {λ(z), ψ(z)} T0 < δ(z) < T1,
ψ(z) δ(z) ≥ T1.
If we define
ρ(z) =
{
−(−λ˜(z))1/η z ∈ Ω
δ(z) z /∈ Ω ,
then we have the Lipschitz defining function satisfying the requirements of Theorem
1.1.
6. A Counterexample
We will work in a local coordinate patch {(z˜1, . . . , z˜n)}, with the usual con-
vention that z˜′ = (z˜1, . . . , z˜n−1). In this coordinate patch, we have dist(z˜, w˜) =
arccos
( |z˜·w˜+1|√
|z˜|2+1
√
|w˜|2+1
)
. Consider the domain
Ω = {z˜ ∈ Cn : |z˜| < 1 and either Re z˜n < 0 or Im z˜n < 0} .
The set
{z˜ ∈ Cn : either Re z˜n ≤ 0 and Im z˜n = 0 or Re z˜n = 0 and Im z˜n ≤ 0}
is foliated by complex hypersurfaces, so it must be the Levi-flat boundary of a
pseudoconvex domain. Therefore Ω is the intersection of pseudoconvex domains,
so it is also pseudoconvex. The intersection is transverse (in the real sense), so Ω
must also be Lipschitz.
On the set
O =
{
z˜ ∈ Cn : |z˜| <
√
2− 1, Re z˜n < 0, and Im z˜n < 0
}
,
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the point on ∂Ω minimizing the distance to z˜ is (z˜′, 0), so
δ(z˜)|O = arccos


√
|z˜′|2 + 1√
|z˜|2 + 1

 = arcsin

 |z˜n|√
|z˜|2 + 1


When z˜ = (0, . . . , 0, z˜n), we have δ(z˜) = arccos
(
1√
|z˜n|2+1
)
, so
∂δ
∂z˜n
(z˜) =
z˜n
2 |z˜n| (|z˜n|2 + 1)
and
∂2δ
∂z˜n∂z˜n
(z˜) =
1− |z˜n|2
4 |z˜n| (|z˜n|2 + 1)2
.
Then
∂2(−δη)
∂z˜n∂z˜n
(z˜) = −ηδη−1(z˜)
(
1− |z˜n|2
4 |z˜n| (|z˜n|2 + 1)2
)
+ η(1− η)δη−2(z˜) 1
4(|z˜n|2 + 1)2
,
so if −δη(z˜) is plurisubharmonic we have δ(z˜) ≤ (1−η)|z˜n|
1−|z˜n|2 . However, since arcsinx is
convex when x > 0, we have δ(z˜) ≥ |z˜n|√
|z˜n|2+1
, so we must have 1√
|z˜n|2+1
≤ 1−η
1−|z˜n|2 .
Letting z˜n → 0, we have η ≤ 0, a contradiction. Hence, Proposition 1.3 follows.
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