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Declarative memory formation is believed to rely on interactions between the medial 
temporal lobe (MTL) and neocortex. However, the distributed nature of neocortical 
networks has hindered investigation on cellular targets and mechanisms of memory 
formation in the neocortex. The six-layered mammalian neocortex has an anatomical 
organization in which top-down inputs converge on its outermost layer, layer 1 (L1). We 
investigated this organization to examine how layer-specific MTL inputs modulate 
neocortical activity and memory formation. To this end, we first adapted a cortical- and 
hippocampal-dependent learning paradigm, in which animals were trained to associate 
direct cortical microstimulation and reward, and characterized learning behavior of rats and 
mice during this task. We next showed that neurons in the deep layers of the perirhinal 
cortex not only provide monosynaptic inputs to L1 of the primary somatosensory cortex (S1), 
where microstimulation was presented, but also actively reflect the behavioral outcome. 
Chemogenetic suppression of perirhinal inputs to L1 of S1 disrupted early memory formation 
but did not affect animals’ performance after learning. The learning was followed by an 
emergence of a distinct subpopulation of layer 5 (L5) pyramidal neurons (~10%) 
characterized by high-frequency burst firing, which could be reduced by blocking perirhinal 
inputs to L1. Interestingly, similar proportion of apical dendrites (~10%) of L5 pyramidal 
neurons also displayed significantly enhanced calcium (Ca2+) activity during memory retrieval 
in expert animals. Importantly, disrupting dendritic Ca2+ activity impaired learning, 
suggesting that apical dendrites of L5 pyramidal neurons have a critical role in neocortical 
memory formation. Taken together, these results suggest that MTL inputs control learning 
via a perirhinal-mediated gating process in L1, manifested by elevated dendritic Ca2+ activity 
and burst firing in L5 pyramidal neurons. The present study provides insights into cellular 
mechanisms of learning and memory representations in the neocortex. 
 





Es wird angenommen, dass deklarative Gedächtnisbildung auf Wechselwirkungen zwischen 
dem medialen Temporallappens (MTL) und dem Neokortex beruht. Die Untersuchung der 
zellulären Ziele und Mechanismen von Gedächtnisbildung im Neokortex wird erschwert 
durch die über den Kortex verteilte Struktur neokortikaler Netzwerke. Der  in sechs 
Schichten gegliederte Neokortex von Säugetieren besitzt eine anatomische Organisation, in 
der Top-Down-Inputs inseiner äußersten Schicht, Schicht 1 (L1), konvergieren. Wir haben 
diese Organisation untersucht, um zu verstehen, wie schichtspezifische MTL-Inputs die 
neokortikale Aktivität und die Gedächtnisbildung modulieren. Zu diesem Zweck haben wir 
ein Kortex- und Hippocampus-abhängiges Lernparadigma angepasst, in dem Tiere darauf 
trainiert wurden, direkte kortikale Mikrostimulation und Belohnung zu assoziieren, und das 
Verhalten von Ratten und Mäusen während dieser Aufgabe charakterisiert. Als nächstes 
haben wir gezeigt, dass Neuronen in den tiefen Schichten des perirhinalen Kortex nicht nur 
monosynaptische Inputs in L1 des primären somato-sensorischen Kortex (S1) liefern, wo die 
Mikrostimulation eingebracht wurde, sondern auch aktiv den Verhaltensausgang der 
Mikrostimulation reflektieren. Die chemogenetische Unterdrückung der perirhinalen Inputs 
in L1 von S1 störte die anfängliche Gedächtnisbildung, hatte jedoch keinen Einfluss auf die 
Leistung der Tiere nach abgeschlossenem Lernen. Dem Lernen folgte das Auftreten einer 
klaren Subpopulation von Pyramidenneuronen der Schicht 5 (L5) (~10%), die durch 
hochfrequentes Burst-Feuern gekennzeichnet war und durch Blockieren der perirhinalen 
Inputs zu L1 reduziert werden konnte. Interessanterweise zeigte ein ähnlicher Anteil an 
apikalen Dendriten (~10%) von L5-Pyramidenneuronen ebenfalls eine signifikant erhöhte 
Calcium (Ca2+)-Aktivität während des Gedächtnisabrufs bei Expertentieren. Wichtig ist, dass 
die Störung der dendritischen Ca2+-Aktivität das Lernen beeinträchtigte, was darauf 
hindeutet, dass apikale Dendriten von L5-Pyramidenneuronen eine entscheidende Rolle bei 
der Bildung des neokortikalen Gedächtnisses spielen. Zusammengenommen legen diese 
Ergebnisse nahe, dass MTL-Eingaben das Lernen über einen  perirhinalen vermittelten 
Gating-Prozess in L1 steuern, der sich in einer erhöhten dendritischen Ca2+-Aktivität und 
einem Burst-Firing in pyramidalen L5-Neuronen manifestiert. Die vorliegende Studie bietet 
Einblicke in zelluläre Lernmechanismen und Gedächtnisrepräsentationen im Neokortex. 




Chapter 1. Introduction 
The brain actively reconstructs the external world and generates internal models 
enabling the animal to make predictions, thereby adapt its behavior to maximize survival 
(Keller and Mrsic-Flogel, 2018). While phylogenetic internal models (e.g. innate behaviors) 
develop during evolution, ontogenetic accumulation of experiences during the organism’s 
development can update existing models as well as generate new models about the current 
environment (Krubitzer and Kahn, 2003; Marler, 2004; Tierney, 1986). For example, 
encountering a predator at a certain location will update the animal’s internal model of the 
environment so that the location is now associated with danger. Based on this model, the 
animal can predict the likelihood of meeting a predator at each location and will avoid the 
place associated with danger in the future. The ability to update internal models by 
experience (i.e. learning) and to store that information (i.e. memory) is one of the most 
remarkable properties of the brain, which can even last for the animal's entire lifetime. One 
of the fundamental goals of neuroscience is to understand the neuronal mechanisms of 
memory formation, storage and retention. 
Lesion studies from animals and human patients have suggested brain regions 
associated with memory. In particular, Dr. Brenda Milner’s studies with patient H.M. shed 
light on the current understanding of the role of the medial temporal lobe (MTL) structures 
(the hippocampus and parahippocampal region) on declarative memory (Milner, 2005; 
Scoville and Milner, 1957). Due to severe epilepsy, H.M had to undergo a lobotomy, in which 
most of the hippocampus and parts of its surrounding areas were bilaterally removed. After 
the surgery, although his epilepsy was alleviated, H.M. could no longer remember new 
events and information. On the contrary, his remote memory, for instance, his childhood 
memories, remained relatively intact. Altogether this case led to the idea that there are two 
complementary memory systems in the brain, in which the hippocampus and associated 
areas play a crucial role in recent memory whereas long-term memory is stored in the 
neocortex (Kumaran et al., 2016; McClelland et al., 1995, 2020).  
While MTL regions have been subjected to extensive research on memory, less is 
known about how memory is processed and represented in the neocortex. Multimodal 
information entering the hippocampus is processed in a serial manner via the trisynaptic 
circuit (van Strien et al., 2009), where it is stripped from its original modality and 




transformed into associational and contextual information (Buzsáki and Tingley, 2018). In 
contrast, hippocampal output is broadcast back to distributed neocortical networks 
(Hübener and Bonhoeffer, 2010; Josselyn et al., 2015), each consisting of repeated modules 
processing specific sensory modalities. This distributed nature of the neocortical system 
complicates the attempts to identify the exact loci of memory storage and challenged 
research into the cellular mechanisms of memory processing in the neocortex. Nevertheless, 
regardless of information modality they process, neocortical areas share a stereotypical 
organization, namely laminar or columnar organization where different cortical afferents 
target particular layers  (Douglas and Martin, 2004; Mountcastle, 1997). By focusing on this 
organizational principle of the neocortex, this study aims to understand how top-down MTL 
inputs can modulate local circuits in the neocortex to mediate neocortical memory 
formation.  
 
1.1 Complementary memory systems and their interactions 
Large body of studies in animals and human patients showed that hippocampal 
lesions result in severe anterograde amnesia accompanied by temporally-graded retrograde 
amnesia (Lee et al., 2016; Ramos, 2013; Scoville & Milner, 1957; Winocur et al., 2001). These 
results emphasize the importance of the hippocampus in learning and memory but at the 
same time point out its time-limited role in memory storage. On the contrary, when the 
damage included neocortical areas, remote memory was often disrupted (Graham and 
Hodges, 1997; Wiltgen et al., 2004). These observations gave rise to one of the prevailing 
models of memory, the complementary memory systems model. This model posits that 
memory is initially formed in the MTL system and then gradually transferred to the 
neocortex for long-term storage (Alvarez and Squire, 1994; McClelland et al., 1995). But note 
that whether remote memory becomes completely independent of the hippocampus is still 
controversial (Clark et al., 2005; Metzler et al., 1991; Moscovitch and Nadel, 1997; Nadel et 
al., 2000; Teyler and DiScenna, 1986; Teyler and Rudy, 2007). According to the 
complementary memory systems model, the MTL system is actively engaged in the memory 
transfer by co-activating neocortical areas and strengthening the connectivity within the 
neocortical system (Squire and Alvarez, 1995). 
 





Figure 1.1. Connectivity between complementary memory systems. a) Neocortical areas (blue) receiving 
external sensory inputs project to the parahippocampal region, including the perirhinal cortex (purple), 
postrhinal cortex (dark purple) and entorhinal cortex (light purple). These areas provide the majority of 
inputs to the hippocampus (green). Hippocampal outputs return to the parahippocampal region that in turn 
projects back to the same neocortical areas that provide inputs to this region.  b) Detailed connectivity map 
between brain areas constituting memory systems. The hippocampus and neocortex is connected via 
parahippocampal areas. Adapted with permission from Eichenbaum, 2000 (a),  Lavenex & Amaral, 2000 (b).    
The interaction between the MTL system and neocortex is bidirectional and 
reciprocal (Figure 1.1). Since the hippocampus does not have direct access to sensory 
information, this information has to be provided by the neocortex (Eichenbaum, 2000; 
Lavenex and Amaral, 2000). Sensory information is first processed in unimodal sensory areas 
and association areas, which provide inputs to the parahippocampal region. For example, 
the perirhinal cortex receives inputs from multiple sensory areas associated with gustatory, 
olfactory, somatosensory, auditory and visual processing (Agster & Burwell, 2009; Burwell, 
2006; Burwell et al., 1995; Witter et al., 1989). The entorhinal cortex conveys this 
multimodal information to the hippocampus, where higher-order integration and 
abstraction can be made. The hippocampus, in turn, sends output to the parahippocampal 
region, which projects back to the same neocortical areas from which it receives inputs 
(Burwell, 2006; Burwell et al., 1995). Anatomical studies revealed that projections from the 
neocortex to the MTL system are feedforward type whereas MTL projections re-entering to 




the neocortex are feedback type, supporting the notion of hierarchical organization of 
neocortical-hippocampal loop (Lavenex and Amaral, 2000).  
Information flow between the neocortex and the hippocampus is dynamic and brain 
state-dependent. It has been suggested that memory encoding occurs predominantly during 
active state when information flow from neocortex to the hippocampus is high, whereas 
memory consolidation occurs mostly during immobile or sleep state when reactivation of 
previous experience happens (Buzsáki, 1989). A plethora of experimental evidence supports 
that coordinated activities in the hippocampus and neocortex could act as a network 
mechanism for memory consolidation. For instance, enhancing or disrupting a temporal 
coupling of hippocampal sharp-wave ripples (SWRs) and neocortical slow oscillations or 
spindles improve or impair memory, respectively (Latchoumane et al., 2017; Maingret et al., 
2016). In addition, a recent study demonstrated that bidirectional information flow between 
the neocortex and the hippocampus occurs during SWRs (Rothschild et al., 2016).  
Consistent with the complementary memory systems model, memory traces in the 
brain reorganize over time. The involvement of the hippocampus declines while the 
neocortical areas gradually increase their engagement in remote memory (Bontempi et al., 
1999; Frankland and Bontempi, 2005; Kitamura et al., 2017; Maviel et al., 2004; Wiltgen et 
al., 2004). These neocortical areas with persistent memory representations include medial 
prefrontal cortex, temporal cortex and parietal areas such as retrosplenial cortex and 
posterior parietal cortex (Maviel et al., 2004). The reorganization of memory traces from the 
MTL memory system to neocortical memory system is termed systems memory 
consolidation (Alvarez and Squire, 1994; Dudai et al., 2015; Kumaran et al., 2016; Marr, 
1971; McClelland et al., 1995; Moscovitch and Nadel, 1997; Winocur and Moscovitch, 2011). 
During systems memory consolidation, the hippocampus reactivates distributed memory 
representations in the neocortex and strengthens connections within the neocortical 
memory system (Takashima et al., 2009). This process does not only involve the stability of 
memories but also transforms the nature of the memory, including generalization, 
semanticization and abstraction (Winocur and Moscovitch, 2011). 
 




1.2 Distributed memory networks in the neocortex   
The neocortex is the most recently evolved structure in the brain and is often credited 
for the immense success of the mammalian kingdom (Rakic, 2009). It gives rise to higher-
order cognitive capabilities spanning from perception, memory, prediction, planning and 
imagination (Lodato and Arlotta, 2015). The neocortex consists of different modules 
associated with particular sensory modalities and is organized in a hierarchical manner, 
where primary sensory cortices lies at the bottom and the higher-order association areas are 
situated at the top of the hierarchy (Felleman and Van Essen, 1991; Harris et al., 2019). 
Learning and memory function is often attributed to higher-order areas processing 
multimodal information (Eichenbaum, 2000; Frankland and Bontempi, 2005), such as the 
prefrontal cortex (Eichenbaum, 2017), retrosplenial cortex (Makino and Komiyama, 2015; 
Sousa et al., 2019), posterior parietal cortex (Brodt et al., 2018; Sestieri et al., 2017; Wilber 
et al., 2017) and anterior cingulate cortex (Frankland et al., 2004; Wartman et al., 2014).  
The classical view of hierarchical organization of the neocortex often overlooked the 
role of primary sensory areas in this function (Weinberger, 2004). Nevertheless, 
accumulating evidence suggest that primary sensory cortices are also engaged in learning 
and memory (Ji and Wilson, 2007; Letzkus et al., 2011; Rothschild et al., 2016; Weinberger, 
2004). For example, when auditory conditioned stimulus (CS)  at a specific frequency is 
paired with an electric shock on an animal’s foot, neurons in the primary auditory cortex 
(A1) increase responses specifically to the CS frequency (Abs et al., 2018; Bakin and 
Weinberger, 1990). These results could be extended to the primary somatosensory cortex 
(S1) and appetitive association learning where sensory cue was coupled with reward instead 
of a foot shock (Audette et al., 2019). Here the authors coupled whisker stimulation with 
water reward and found that synaptic strength between higher-order thalamocortical inputs 
from the posterior medial nucleus (POm) and S1 pyramidal neurons was enhanced after 
learning. Importantly, learning-induced plasticity is not transient but can last up to 8 weeks 
(Weinberger et al., 1993), suggesting that primary sensory cortices can support long-term 
storage of memory. Therefore, memory is not processed by a single brain area but rather 
represented in multiple brain areas across the neocortical hierarchy (Hübener and 
Bonhoeffer, 2010; Josselyn et al., 2015).   




To understand how memory is processed in the neocortex, it is instructive to 
understand the cortical circuit organization. Unlike the three-layered archicortex and 
paleocortex that evolved earlier in evolution, the neocortex displays a stereotypical 
columnar organization with six distinctive layers, which form a functional unit of the 
neocortex (Hubel and Wiesel, 1959; Mountcastle, 1997). An interesting aspect of this 
columnar organization is that different streams of inputs tend to terminate in different 
layers  (Douglas et al., 1995; Felleman and Van Essen, 1991; Harris et al., 2019). While 
periphery sensory information conveyed by thalamic relay nuclei predominantly target layer 
4 (L4) and follow the canonical circuit (L4 -> L2/3 -> L5), long-range top-down inputs from 
other cortical and subcortical areas tend to terminate in superficial layers, particularly in the 
outermost layer of the neocortex, L1. In fact, around 90% of synaptic inputs in L1 originate 
from long-range projections, providing predictive and contextual information that can 
modulate sensory processing (Cauller, 1995; Cauller et al., 1998; D’Souza & Burkhalter, 2017; 
Markov et al., 2014; Rockland, 2019).  
Recent studies suggest that laminar reorganization of neuronal activity takes place 
within the neocortical network as memory becomes remote. Using immediate early gene 
expression, Maviel and colleagues found that neuronal activation level shifts from 
infragranular layers to supragranular layers during retrieval of remote memory (Maviel et al., 
2004). They concluded that the laminar reorganization reflects strengthening of cortico-
cortical connections during memory consolidation. Thus, even within a cortical area, 
memory traces can exist in a diffused manner across cortical layers at different time points. 
Another recent study showed that top-down inputs from the retrosplenial cortex to L1 of 
the primary visual cortex (V1) increased activity while L4 responses reflecting bottom-up 
sensory inputs decreased following learning (Makino and Komiyama, 2015). Therefore, 
learning might enhance the relative impact of the internal model (top-down) compared to 
bottom-up sensory information. However, it remains to be determined whether this 
readjustment is mediated by MTL feedback inputs to the neocortex. 
   




1.3 Dendritic spikes enable integration of top-down and 
bottom-up information at the cellular level 
How do top-down inputs to L1 modulate neocortical neuronal activity? Unlike other 
cortical layers, L1 lacks cell bodies of excitatory neurons but contain local interneurons and 
dendrites of pyramidal neurons whose cell bodies are located in L2/3, L5 and L6 (D’Souza 
and Burkhalter, 2017; Schuman et al., 2019). Therefore, top-down inputs and bottom-up 
sensory inputs target different subcellular compartments. Specifically, long-range top-down 
inputs innervate the distal dendritic compartment of pyramidal neurons while bottom-up 
sensory inputs directly target the perisomatic 
compartment, in proximity to action potential initiation 
zone (Larkum, 2013; Larkum and Zhu, 2002). How 
electrically remote top-down inputs influence somatic 
action potential firing was a puzzling question until the 
discovery of dendritic spikes, which later have been shown 
to efficiently deliver distal inputs to soma and powerfully 
modulate firing patterns of a pyramidal neuron (Hausser et 
al., 2000; Stuart and Spruston, 2015). 
Mainly three types of dendritic spikes have been so far 
characterized (Figure 1.2). First, dendritic sodium (Na+) 
spikes are mediated by voltage-gated Na+ channels. They 
typically show narrow widths lower than 5 ms and can be 
initiated in both distal and basal dendrites. Synaptic inputs 
to these dendrites can generate dendritic Na+ spikes  
(Kampa et al., 2004). Next, dendritic Ca2+ spikes, mediated 
by voltage-gated Ca2+ channels, exhibit broader waveform 
(>10 ms, up to 50 ms) and larger amplitude than Na+ spikes. 
Because of the slow dynamics, Ca2+ spikes are often 
observed as plateau potentials. They can deliver bigger charges to the soma and axon, 
enabling distal inputs to strongly modulate the output of the pyramidal neuron (Larkum et 
al., 2004) by generating high-frequency bursts of action potentials (Larkum et al., 1999; 
Schwindt & Crill, 1999; Williams & Stuart, 1999). The Ca2+ spike initiation zone is located near 
 
Figure 1.2. Different types of 
dendritc spikes and their initiation 
zones. NMDA spikes are initiated in 
thin dendrites including tuft and 
basal dendrites. Ca2+ spikes 
initiation zone is on the apical 
trunk. Action potentials are 
initiated in the axon initiation 
segment. Adapted with permission 
from Antic et al., 2010. 




the apical tuft dendrites, making it easier for distal inputs to reach compared to action 
potential initiation zone (Larkum & Zhu, 2002). The last type of dendritic spike is N-methyl-D-
aspartate (NMDA) spikes, mediated by NMDA receptors. NMDA spikes are generated in thin-
dendrites such as distal and basal dendrites (Major et al., 2013). Glutamate uncaging study 
demonstrated that as low as 10 clustered inputs can evoke NMDA spikes as well as 
distributed inputs but along the same dendrite (Major et al., 2008). Unlike Ca2+ spikes, 
NMDA spikes rarely propagate to the soma, suggesting its role in local computation (Antic et 
al., 2010). However, multi-branch NMDA spikes can propagate to the Ca2+ spike initiation 
zone and generate Ca2+ spikes, which can strongly drive the cells to fire (Grienberger et al., 
2014; Palmer et al., 2014).  
Somatic action potentials can influence the 
generation of dendritic spikes as well.  
Somatically generated action potentials can 
propagate back to dendrites (Stuart and 
Sakmann, 1994) and reduce the threshold for 
Ca2+ spike generation, which in turn propagate to 
the soma to induce high-frequency burst firing in 
L5 pyramidal neurons (Larkum et al., 1999; Figure 
1.3). Therefore, active dendritic mechanisms 
ensure top-down distal inputs to propagate to 
the soma, where these inputs can significantly 
modulate the output of the cell. 
Growing evidence from in vivo studies 
suggests that dendritic spikes of L5 pyramidal 
neurons are implicated with cognitive functions 
such as sensory perception and sensorimotor 
processing. First, sensory stimulation has been 
shown to induce dendritic spikes in both awake and anesthetized rats (Murayama and 
Larkum, 2009; Murayama et al., 2009). In addition, during active whisker sensing, dendritic 
spikes in L5 pyramidal neurons integrate sensory and motor information (Xu et al., 2012), 
and represent sensorimotor signals in a nonlinearly mixed network of L5 pyramidal neurons, 
which enable adaptive sensing (Ranganathan et al., 2018). Finally, recent studies showed 
 
Figure 1.3. Backpropagation-activated Ca2+ spike 
firing. Simultaneous recording of the dendrite and 
soma from a single layer 5 pyramidal neuron. 
Subthrehsold dendritic stimulation has almost no 
effect on somatic membrane potential. 
Suprthreshold somatic stimulation can generate an 
action potential that can propagate to the dendrite. 
The same stimulations in the soma and dendrite 
generates dendritic Ca2+ spikes and triggers burst 
firing in the soma when given simultaneously. 
Adapted with permission from Larkum et al., 1999. 
 




that disturbing apical dendritic Ca2+ activity of L5 pyramidal neurons shifted the perceptual 
threshold, establishing a causal relationship between dendritic Ca2+ activity and sensory 
perception (Takahashi et al., 2016; Takahashi et al., 2020). In summary, the active dendritic 
mechanism enables the association of top-down and bottom-up information arriving at 
different subcellular compartments, enhancing the computational power of cortical 
pyramidal neurons during cognitive processes. Hoewever, it is still unclear whether this 
mechanism also contributes to memory formation that involves the integration of sensory 
information and contextual information.  
 
1.4 Aims of the study 
While circuit and cellular mechanisms of memory are extensively studied within the 
MTL system, the cellular mechanism of memory transfer from the MTL system to the 
neocortical system is less clear. Most of the studies on cortical-hippocampal interactions 
focused on prefrontal cortex or medial entorhinal cortex, which are directly connected with 
the hippocampus (Chrobak and Buzsáki, 1996; Eichenbaum, 2017; Frankland and Bontempi, 
2005; Isomura et al., 2006; Peyrache et al., 2009; Rajasethupathy et al., 2015). The present 
study aims to understand how MTL areas interact with primary sensory cortices that are not 
directly connected with the hippocampus during declarative memory formation. Based on 
the cytoarchitecture of the neocortex, we hypothesize that feedback inputs from the MTL 
mediate memory formation in the neocortex by strengthening top-down cortico-cortical 
connections in neocortical L1. In order to test our hypothesis,  
1) We adapted the microstimulation detection task as a learning paradigm, which 
allows us to identify a neocortical area to investigate during memory formation. 
2) Using anatomical tracings, we sought to identify an MTL structure that provides a 
direct feedback input to L1 of S1.  
3) By interfering this input, we sought to establish a causal relationship between L1-
specific MTL input and memory formation.  
4) We examined how MTL inputs to L1 regulate learning-induced activity changes in 
neocortical L5 pyramidal neurons. 
5) Finally, we explored the role of dendritic Ca2+ activity on memory formation. 
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Chapter 2. Methods 
Animals. All experiments and procedures were approved and conducted in accordance with 
the guidelines given by Landesamt für Gesundheit und Soziales Berlin. The following animal 
lines were used in this study: C57BL/6J wild-type mice, Gpr26-cre transgenic mice (Oram et 
al., 2015; Zolnik et al., 2020), SST::channelrhodopsin2 (ChR2) transgenic mice (SST-IRES-Cre 
mice (JAX stock #018973) crossed with Ai32 mice (JAX stock #024109) (Madisen et al., 2012), 
Rbp4-cre transgenic mice (MMRRC #031125-UCD)(Gerfen et al., 2013) and Wistar rats 
(Charles River). Male animals were used except for two female Rbp4-cre mice for two-
photon dendritic imaging. The animals were housed in reversed 12 h light/dark cycle (light 
on between 21:00 and 09:00) and all the behavioral experiments were performed during 
dark period of the cycle.  
 
Anasthesia. For surgical procedures, animals were anesthetized under ketamine/xylazine (65 
mg kg–1/10 mg kg–1 for mice, 100 mg kg–1/ 5 mg kg–1 for rats, Intraperitoneal injection). 
Depth of anesthesia was assessed by firm toe pinch. When toe pinch reflex was no longer 
induced, animals were head-fixed to a stereotaxic frame with an ear bar. Animals were kept 
on a thermal blanket during entire surgery and recovery.  Rest of the procedures followed 
the same anesthesia unless otherwise mentioned. 
 
Headpost implant and craniotomy. A light-weight custom made aluminum headpost 
(mouse) or a metal bolt (rat) was implanted on the skull of the animal under anesthesia. For 
mice used in chemogenetic experiments, the implantation was performed at least 10 days 
after viral injection. After the scalp and periosteum were removed, the skull was disinfected 
with 70% ethanol. A thin layer of light curing dental adhesives (OptiBond, Kerr&Charisma; 
Heraeus Kulzer) was applied to the dry skull. A head-post was fixed on the skull on the left 
hemisphere with a dental cement (Paladur, Heraeus Kulzer).  
Two or three days before the microstimulation training or/and juxtacellular 
recording, craniotomy was performed under the anesthesia. 1.5 mm x 1.5 mm cranial 
window was made above the right S1 centered at Anterioposterior axis (AP) -1.25 mm and 
mediolateral axis (ML) +3.25 mm from bregma for mice and 2 mm x 2 mm craniotomy 
centered at AP -2.5 mm and ML +5.5 mm from bregma was made for rats. For juxtacellular 
Chapter 2. Methods  SHIN (2020) 
 ___________________________________________________________________________                                                  
13 
 
recordings in the rat perirhinal cortex, 2 mm x 2 mm craniotomy was made on AP -4.5 mm 
and ML 5.0 mm from bregma. Then a recording chamber was implanted above the cranial 
window for chronic access to this region. The dura was left intact and the craniotomy was 
covered with silicon (Kwik-Cast; World Precision Instruments). 
 
Habituation. Head-restraint habituation began at least three days after the head-post 
implantation. Habituation duration at the first day was 5 min and then gradually increased 
for 5 days until the animal sat calmly for 1 h. Animals were water restricted from the second 
day (1 ml/day) of the habituation and then trained to receive the saccharin (Sigma-Aldrich) 
water (0.5% for mice and 0.1% for rats) from the licking port from the fourth day of the 
habituation. Licking was monitored using a piezo-based sensor attached to the licking port. 
Weight and health of the animal were monitored daily.  
 
Microstimulation detection task. After head-restraint and licking habituation, training for 
microstimulation detection task started (Doron et al., 2014; Houweling and Brecht, 2008; 
Voigt et al., 2008). Animals were water deprived with daily access to 1 ml water at least 48 
hours prior to the onset of the training. A 200 ms of current pulses was applied to L5 (700 
µm (mouse) or 1500 µm (rat) from pia) of S1  through a tungsten microelectrode 
(Microprobes). The microstimulation pulse consisted of 40 cathodal pulses at 200Hz with 0.3 
ms pulse duration. Inter-trial interval (ITI) was randomly distributed by Poisson delay with 
time constant 3 s. Licks within the ITI was mildly punished by an additional 1.5 s delay to the 
next stimulus presentation.  
In the first session, initial high intensity pulses (160 µA for all mice; median 155 µA 
ranging from 70-200 µA for rats) was coupled with a drop of water reward (pairing period). 
After five pairing trials, testing period began where animals were rewarded only if they 
licked the licking port within 100 to 1,200 ms (response window) after stimulus onset. 
Tongue lick responses were detected with piezo-based sensor (mouse) or beam breaker 
(rat). The time of the first lick after the stimulus onset was taken as reaction time. Trials with 
reaction time between 0.1 s to 1.2 s from the stimulus onset were counted as hits and trials 
with no lick or reaction time longer than 1.2 s were counted as misses. When animals licked 
prematurely within 0.1 s from stimulus onset, that trial was aborted. Once animals reached 
80% hit rate, pulse intensity was gradually decreased during and across the sessions until it 
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reached the target intensity of 10 µA (mouse) or 5 µA (rat). The number of total trials were 
not fixed per session but a session was terminated either when animals stopped licking to 
free water presentation or when they reached the intensity threshold, which was defined as 
the lowest intensity with hit rate ≥80%. Control animals reached to the target intensity 
within 3-5 days (median 3 days) of training. Expert animals were defined as animals that 
performed the task with ≥80% hit rate at the target intensity. Untrained animals received 
microstimulation at the target intensity (10 µA for mice and 5 µA for rats) without any 
pairing trial. 
 
Behavioral quantification. The performance of the animals during microstimulation 
detection task was quantified by computing cumulative difference of the number of hit trials 
and the number of miss trials. We define the cumulative value at the last trials as learning 
score (i.e. number of total hit trials – number of total miss trials). Since the learning score 
compares the number of hit trials and the number of miss trials, it is dependent on the total 
number of trials. Note that the total number of trials per session was not fixed and 
dependent on subject’s behavior during the session. To compensate for the various total 
number of trials across animals, we normalized the learning score with the total number of 
trials, resulting in a value ranging from -1 to 1. Negative value indicates higher proportion of 
miss trials than hit trials while positive value indicates that hit trials number was higher 
compared to miss trials number. 
 
Pharmacology. To inhibit neuronal activity in the hippocampus and perirhinal cortex, a glass 
pippete was filled with lidocaine (AlleMan Pharma; 1%, wt/vol) and inserted into the 
ipsilateral hippocampus or perirhinal cortex based on stereotaxic coordinates (Franklin and 
Paxinos, 2001; Paxinos and Watson, 1998). The drug (150 nl) was injected by a gentle 
pressure at least 20 min before the training onset. To generate epileptic mouse model 
(Häussler et al., 2012; Riban et al., 2002), kainate (50 nL, 20 mM) was injected into the 
hippocampus (AP: -2 mm, ML: -1.4 mm, dorsoventral axis (DV): -1.8 mm). To inhibit Ca2+ 
spikes in apical dendrites, 100 µM baclofen was injected 3 min prior to the training at a 
depth of 150 µm in S1. Injections (150 nl each) was made every 20 min throughout the 
training.  
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Chemogenetic manipulation of perirhinal axonal activity. Mice (>4 weeks) were 
anesthetized and lidocaine was injected around the surgical site before the scalp incision. 
The periosteum was removed and small craniotomy was made on the injection sites. 
Injection coordinates for the perirhinal cortex were AP -1.8 mm, ML ± 4.2 mm, DV -4.2 mm 
and for POm were AP -2 mm, ML +1.2 mm, DV -3.0 mm from bregma. AAV1/2-hSyn1-
hM4D(Gi)-mCherry-WPRE-hGHp(A) (Viral Vector Facility of the University of Zurich) was 
injected bilaterally except for n=2 mice injected to the right perhinal cortex (0.15–0.20 µl per 
side). The training for microstimulation detection task started at least after 3 weeks of 
expression. 
In order to activate hM4Di receptor, Clozapine-N-Oxide (CNO; Tocris Bioscience) 
dissolved in extracellular solution (final concentration 10 µM) was back-loaded in a glass 
pipette and applied into L1 (150 µm) of S1 by gentle pressure at least 20 min before the 
microstimulation training. CNO was applied into two adjacent sites (150 µl each) of the 
craniotomy to maximize the CNO diffusion area. 
 
Estimation of chemogenetic effect on cortical layers. First to quantify the spread of CNO 
across cortical layers, 0.5% Chicago Sky Blue 6B (CB; Sigma-Aldrich) diluted in ringer solution 
was back loaded in a glass pipette and applied with gentle pressure in L1 (150 µm) of S1, 
where CNO was applied. Then mice were sacrificed and the brain was extracted before post-
incubation in 4% paraformaldehyde (PFA) for  at least 24 hours. Coronal brain sections were 
made using a vibratome (Leica VT1000S, Leica Biosystems) and mounted on slide glasses 
with DAPI-containing mounting medium (ROTI Mount FluorCare DAPI; Carl Roth). Then brain 
sections were imaged under an epifluorescence microscope (Leica DMI4000 B; Leica 
Biosystems).  
Fluorescence intensity was quantified with ImageJ software by plotting a line profile 
across the cortical layers with a bin size of 2.594 µm. The average gray value of each images 
was then normalized by subtracting the minimum intensity of each section and dividing with 
maximum intensity of each section. Average intensity of CB was convolved with the average 
intensity of Enhanced Yellow Fluorescent Protein (EYFP) in perirhinal axons in S1 measured 
from anterograde tracing to calculate the estimated effect of chemogenetic manipulation as 
a function of cortical depths. Then layer boundaries were marked based on Lefort et al., 
2009.  
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Quantification of DREADD expression. hM4Di-mCherry fluorescence intensity was 
quantified with ImageJ software by plotting a line profile, across 1000 µm above and below 
the rhinal fissure with a bin size of 2.594 µm. The average gray value of each image was then 
normalized by subtracting minimum intensity of each section and dividing by the intensity at 
the rhinal fissure of each section. The boundaries of the perirhinal cortex was defined as 250 
µm above and 750 µm below the rhinal fissure based on stereotaxic coordinates (Franklin 
and Paxinos, 2001). Expression rate was calculated by measuring area under the curve 
within the perirhinal cortex or outside the perirhinal cortex divided by the total area under 
the curve. 
 
Optogenetic manipulations. For optogenetic activation of Somatostatin (SST)-expressing 
neurons, SST::ChR2 transgenic mice expressing ChR2 in SST+ cells were used. ChR-expressing 
SST+ neurons were photostimulated by a 465 nm LED light (Doric Lenses Inc.) at the total 
power of 2 mW delivered via an optic fiber placed above the craniotomy. A 500-ms 
continuous light pulse started at 300 ms before the microstimulation onset during all trials. 
To prevent light leakage from photostimulation into the animals’ eyes, the recording 
chamber was covered with a black rubber. 
 
Retrograde tracing and analysis. Wistar ats and C57BL/6J mice (>2 weeks old) were 
anesthetized under ketamine/xylazine before head-fixed at the stereotaxic frame. After 
incision of the scalp, skull was cleaned with 70% ethanol and a craniotomy over S1 (Mice: 1 
mm x 1 mm, centered at AP -1 mm, ML +3.25 mm; rats: 2 mm x 2 mm, centered at AP -2.5 
mm, +ML 5.5 mm) was made on the basis of stereotaxic coordinates. Retrograde tracer, Fast 
Blue (Polysciences; 1% in dH2O), was soaked in a sterile piece of tissue and then applied 
onto the surface of S1 for 5 min for mice and 10 min for rats. Seven days later, animals were 
perfused transcardially with  phosphate-buffered saline followed by 4% PFA (Carl Roth) and 
the brain was extracted. 100 µm-(mouse) or 150 µm-(rat) thick coronal brain sections were 
made using a vibratome (Leica VT1000S; Leica Biosystems) and mounted on slide glasses 
with synthetic mounting medium (ROTI Mount; Carl Roth). Fast Blue labelled cells in the 
perirhinal cortex were detected manually under an epifluorescence microscope (Leica 
DMI4000 B; Leica Biosystems). These areas were identified based on stereotaxic coordinates 
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(Franklin and Paxinos, 2001; Paxinos and Watson, 1998). The number of counted cells in 
each coronal section was normalized by the total number of counted cells per brain.   
 
Anterograde tracing and analysis. For anterograde tracing and optogenetic ex-vivo 
experiments AAV1.hSyn.hChR2(H134R)-EYFP.WPRE.hGH (Penn Vector Core) was injected in 
the perirhinal cortex of >2 weeks old C57BL/6J mice and Wistar rats. Anesthesia was induced 
and maintained with isoflurane at 5% and 2%, respectively for mice. Rats were under 
anesthesia with ketamine/xylazine. Animals were kept on a thermal blanket during entire 
surgery and recovery. Animals were placed in a stereotaxic frame and craniotomies were 
performed based on stereotaxic coordinates: AP -1.8 mm, ML ± 4.1 mm, DV -4.2 mm from 
bregma for mice / AP -3.8 mm, ML ± 6.0 mm, DV -7.0  mm from bregma for rats. Injections 
were carried out using graduated pipettes broken back to a tip diameter of 10-15 μm, at a 
rate of ~25 nl/min for a total volume of 50-70 nl (mouse) or 100 nl (rat). Incubation time was 
at least 3 weeks before transcradial perfusion or ex-vivo experiment. 
AAV1.hSyn.hChR2(H134R)-EYFP.WPRE.hGH containing acute brain sections were 
imaged using an Olympus BX51 Microscope with a 4x objective. Fluorescence intensity was 
quantified with ImageJ software by plotting a line profile across the cortical layers that 
calculates the brightness value. The average gray value of each images was normalized by 
subtracting the minimum intensity of each section (baseline) and dividing by the maximum 
intensity of each section.  
Ex-vivo electrophysiology. After 3-4 weeks of virus expression, sagittal or coronal slices (300 
μm thick) were prepared from 35-50 day old C57BL/6J mice. Whole-cell patch-clamp 
recordings were performed from visually identified layer5 pyramidal neurons and layer1 
interneurons using infrared Dodt-gradient contrast video microscopy. The extracellular 
solution contained 125 mM NaCl, 25 mM NaHCO3, 25 mM Glucose, 3 mM KCl, 1.25 mM 
NaH2PO4, 2 mM CaCl2, 1 mM MgCl2, pH 7.4 at ~33 °C. The intracellular solution contained 
115 mM K+-gluconate, 20 mM KCl, 2 mM Mg-ATP, 2 mM Na2-ATP, 10 mM Na2-
phosphocreatine, 0.3 mM GTP, 10 mM HEPES, 0.05 mM Alexa 594 and biocytin (0.2%), pH 
7.2. Whole-cell voltage recordings were performed from the soma (4-6 MΩ) using a 
Multiclamp 700b (Molecular devices) amplifier. Data was acquired with an ITC-18 board 
(InstruTech) and analyzed using Igor software (WaveMetrics). Optogenetic synaptic 
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stimulation was performed via a 470 nm LED (2 ms pulses) located in L1 around the tuft 
dendrite. To activate hM4Di receptor, CNO was applied in the bath solution (final 
concentration 10 µM). 
 
In vivo juxtacellular recording and analysis. Following head-restraint habituation, 
juxtacellular recordings were performed from deep layer neurons from S1 and the perirhinal 
cortex in awake head-fixed animals during microstimulation detection task. For experiments 
during learning, control mice that do not express hM4Di receptors were also treated with 
CNO in L1 of S1 in order to exclude the indirect effect of CNO on neuronal activity (Gomez et 
al., 2017). The glass pipette (4–8 MΩ) for juxtacellular recording during microstimulation 
detection task was filled with extracellular solution containing: 135 mM NaCl, 5.4 mM KCl, 
1.0 mM MgCl2, 1.8 mM CaCl2 and 5 mM HEPES (pH 7.2). The juxtacellular signal was 
amplified and low-pass filtered at 3 kHz by a patch-clamp amplifier (NPI) and sampled at 25 
kHz by a Power1401 data acquisition interface (CED) under the control of Spike2 software 
(CED). The mean depth of juxtacellular recordings in S1 are following: S1 in mice: 
1145.0±19.15 µm, S1 in rats: 1462±25.41 µm, which is likely an overestimate of the true 
depth due to oblique penetrations and dimpling. For perirhinal recording in rats, the pipette 
was inserted with 17° toward lateral and 50° toward anterior to avoid potential damage to 
S1. Mean of the diagonal distance from the pia for perirhinal recordings in rats was 6339.64 
±122.07 µm. 
Recorded neurons were separated into putative fast-spiking interneurons and 
regular-spiking pyramidal neurons based on spike half-width and firing rate. Cells with spike 
half-width lower than 0.5 ms and firing rate higher than 8 Hz were classified to fast-spiking 
neurons. Only regular-spiking neurons were used for further analysis.  
All the cells and trials recorded over days were pooled together for comparing 
activity (firing rate or burst rate) changes during microstimulation trials. Bursts were 
identified as at least two spikes with an inter-spike interval of ≤15 ms (66.7 Hz). Burst rates 
were calculated by dividing the number of total burst events with total recording time 
(event/s). Time window between 1 and 0 s before the stimulus ([-1 0] s) was used to 
calculate the baseline activity and 0.2 – 2.5 s ([+0.2 +2.5] s) after the stimulus was used to 
calculate post-stimulus activity. Spikes could not be detected during the stimulation period 
([0 0.2] s) due to electric artifacts. For firing rate and burst rate change analysis in perirhinal 
Chapter 2. Methods  SHIN (2020) 
 ___________________________________________________________________________                                                  
19 
 
recordings, the difference between pre-stimulus frequency and post-stimulus frequency was 
divided by average pre-stimulus frequency.  
For z-score normalization, peri-stimulus time histograms (PSTHs) were computed for 
each cell with a bin size of 50 ms and the stationary rate and standard deviation were 
computed based on the PSTHs in the period [-1,0] s. Z-score of cells with no spikes during [-
1, 0] s period could not be computed and not shown. Z-score of burst rate was computed in 
the same manner but using PSTHs based on burst rate instead of firing rate. PSTHs in period 
[0.2 – 2.5] s were used to define significantly modulated cells during learning. For multiple 
comparisons, p-values of 0.05 were corrected by Bonferroni method and converted to z-
score (z=3.267 for 46 bins in period of [0.2 – 2.5] s). Bins with z-score higher than bonferroni 
corrected z-score were considered as significantly modulated bins. Cells with at least one 
significantly modulated bin were defined as modulated cells. For burst rate, cells having 
spikes in period [-1 0] s but no bursts were classified as non-modulated cells.  
For the classification of L5 neurons in expert animals, PSTHs were calculated for each 
cell by averaging spikes in time bins of 100 ms for times within 2 seconds before and after 
microstimulation during hit-trials only. For each cell, the stationary rate and standard 
deviation were computed based on the PSTHs in the period [-2,0] s. Cells were classified as 
ON cell or OFF cell if PSTHs in the period [0.3,0.4] s was either more than 3*standard 
deviations (SDs) above the stationary rate, or less than 3*SD below it, respectively. Other 
cells were classified as NR cells.  
 
Two-photon Ca2+ imaging and analysis. For dendritic Ca2+ imaging, AAV2/1-Syn-Flex-
GCaMP6s-WPRE.SV40 (Addgene) was injected (100 nl) through a glass pipette (tip diameter, 
5–10 µm) into the left S1 of adult Rbp4-Cre mice on the basis of stereotaxic coordinates (AP -
1.5 mm and ML 3.2 mm from bregma). Injection depth was at 700 µm deep from the pial 
surface. After three weeks, a 3-mm craniotomy was made over the injection site and sealed 
with a 3-mm glass coverslip with cyanoacrylate glue. A light-weight head-post was implanted 
on the skull of the right hemisphere with light-curing adhesives and a dental cement. 
Habituation of mice to head fixation and following imaging experiment began 4 weeks after 
the virus injection. 
Two-photon dendritic Ca2+ imaging during the microstimulation detection task was 
performed with a resonant-scanning two-photon microscope (Thorlabs) equipped with 
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GaAsP photomultiplier tubes (Hamamatsu Photonics). Ti:Sapphire laser (Mai Tai eHP Deep 
See; Spectra-Physics) was used to excite GCaMP6s at 940 nm (typically 30–40 mW at the 
sample) and signal was imaged through a 16×, 0.8 NA water immersion objective (Nikon). 
Full-frame images (256 pixels × 256 pixels, 175 µm × 175 µm) were acquired from apical 
dendrites of Rbp4+ L5 pyramidal neurons expressing GCaMP6s using ScanImage 4.1 software 
(Vidrio Technologies). Mean imaging depth was 154±2.1 and sampling frequency was at 58.6 
Hz. Tungsten electrodes for microstimulation were inserted through the access port on the 
chronic glass window. 
For axonal calcium imaging, AAV2/1-Syn-GCaMP6s-WPRE (Addgene) was injected 
into the bilateral perirhinal cortex of adult C57BL/6J mice on the basis of stereotaxic 
coordinates (AP -1.8 mm, ML ±4.2 mm and DV -4.2 mm from bregma). Three weeks after the 
injection, a 3-mm chronic glass window was implanted over the left S1. Images (512 pixels × 
512 pixels, 133 µm × 133 µm) were acquired from GCaMP6s-expressing axonal fibers in L1 of 
S1 (at a depth of 30 µm) at sampling frequency 30.3 Hz. For each mouse, imaging was 
performed in the same field of view with the same laser power throughout the experimental 
period.  
All analysis for Ca2+ imaging was performed using custom-written scripts in MATLAB 
(MathWorks). First, whole-frame cross-correlation was used to correct horizontal and 
vertical drifts of imaging frames due to animal motion, by registering each frame to a 
reference image. The reference image was generated by averaging any given consecutive 
100 frames in which motion drifts were minimal. Next, based on average intensity and 
standard deviation projections across movie frames, regions of interest (ROIs) for apical 
dendrites of L5 neurons were manually selected. Time series of Ca2+ fluorescence was 
obtained by averaging pixel values inside of each ROI. Then neuropil contamination was 
corrected by subtracting the local, peri-dendritic neuropil signals. For axonal imaging, axonal 
Ca2+ signals were extracted from field ROIs (~100 µm × 100 µm). Fluorescence change 
(ΔF/F0) was calculated as (𝐹 − 𝐹0)/𝐹0, where F0 was the baseline fluorescence value in the 
ROI throughout the whole imaging session.  
For the classification of dendrites, PSTHs were calculated for each dendrite by 
averaging Ca2+ responses during hit trials. For each dendrite, the baseline fluctuation, i.e., 
SD, was computed from the PSTH in the period [-1,0] s. Dendrites were classified to ON 
dendrites or OFF dendrites if the PSTHs in the period [0, 2] s was either more than 3*SD 
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above the baseline, or less than 3*SD below, respectively. Other dendrites were classified as 
NR dendrites.  
 
Statistics.  All statistics were performed using MATLAB. Unless otherwise stated, all values 
are indicated as mean±standard error of the mean (s.e.m.). Statistical significance was 
determined using Wilcoxon signed-rank test within group and Wilcoxon rank-sum test 
between groups at a significance level of 0.05. For comparing proportions, chi-square test 
was performed. For non-parametric multiple comparisons, Kruskal-Wallis test was followed 
by post-hoc Dunn-Sidàk test. No statistical tests were run to predetermine the sample size 
and blinding and randomization were not performed.
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Chapter 3. Results 
3.1 Adapting microstimulation detection task as a learning paradigm 
3.1.1 Assessing learning in rats and mice during the microstimulation 
detection task 
In order to investigate the influence of the MTL inputs on the neocortex during learning, 
we first sought to devise a learning paradigm that allows us to precisely identify the cortical 
area to investigate. An attractive behavioral task that can offer these possibilities is the 
microstimulation detection task, which involves behavioral report of direct cortical 
stimulation (Doron et al., 2014; Houweling and Brecht, 2008). Here, whisker stimulus is 
replaced by a small intracortical current injection to the barrel area of S1 and animals 
receive water reward upon a successful report of the stimulation (Figure 3.1a). Direct 
current injection into the sensory cortex enables to define the area of interest and the 
temporal window precisely, where and when the underlying neuronal mechanisms of 
memory formation can be examined. We examined if this task is optimal for 
neurophysiological investigation of memory formation in primary sensory cortices by 
characterizing the learning behavior of two rodent species. 
We trained rats and mice to associate short (200 ms) direct electrical pulses in the S1 
with sweetened water reward. Stimulation electrode was placed in L5 (Figure 3.1a), where 
microstimulation detection threshold is the lowest (Houweling & Brecht, 2008 and personal 
communication with the authors). The first training session consisted of pairing period and 
testing period (Figure 3.1b). First, the animals received a pairing block (5 repetitions) of 
microstimulation followed by a water reward regardless of their licking responses (pairing 
period; see Methods). Following a block of pairing trials, we tested learning by making the 
reward available only if the animal actively licked within a response window of 100 – 1200 
ms following microstimulation onset (testing period). Premature licking between 0 – 100 ms 
abolished the trial (aborted) and licking outside of the response window was not rewarded 
(miss). After a block of testing trials, hit rate was calculated as the total number of hit trials 
divided by the total number of trials, and another pairing block was given when the hit rate 
was lower than 80%, defined as target hit rate. Testing period continued at ever decreasing 
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intensity whenever block hit rates reached the target hit rate. When the subjects failed to 
reach the target rate, intensity was increased back to that of the previous block.  
 
Figure 3.1. Behavioral paradigm. a) Schematic of the microstimulation (µStim) detection task. Rodents were 
trained to associate µStim and water reward provided from a licking port. Inset, a magnified view in S1 showing a 
tungsten electrode placed in L5. b) Training protocol. The training session consists of a pairing period and testing 
period. After 5 pairing trials, animals had to lick within the response window upon microstimulation to receive 
water reward. Premature licking (<0.1 s from µStim onset) aborted the trial.  
Previous studies trained rats to behaviorally report microstimulation (Doron et al., 2014; 
Houweling et al., 2010) but this has rarely performed in mice. While the lareger size of the 
rat brain is more accessible for surgical procedures necessary for complex 
eletrophysiological techniques, mice allows genetic manipulations with a wide range of 
knock-out and transgenic lines, which is less available in rats (Ellenbroek and Youn, 2016). It 
is, therefore, valuable to establish a behavioral paradigm that can be used in the two most 
popular model species in neuroscience. Here we trained rats and mice to microstimulation 
detection task and compared their learning behaviors. Both rodent species learned to 
associate microstimulation and reward rapidly, as observed by their reliable licking 
responses within a short time window after microstimulation onset during the first session 
(Figure 3.2a-d). We quantified their performance in several different ways. First, the number 
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of pairing blocks was used to estimate the speed of the stimulus-reward association (Figure 
3.2e). Since more pairing blocks were presented to animals with low performance (hit rate 
≤80%) during testing period, a smaller number of pairing blocks indicates faster association 
ability. Most rats (n=21/24 rats) required one or two pairing blocks while a few of them 
needed more than two pairing blocks (n=3/24 rats). Similarly, mice required less than three 
pairing blocks (except for one outlier mouse that required eight pairing blocks), suggesting 
that this task is a fast-learning paradigm for both species (median number of pairing blocks: 
rats 1 block, n=24 vs. mice 1 block, n=20, Wilcoxon rank-sum test, p=0.8). Second, we 
computed the average hit rates, which were calculated for each block (group of trials at the 
same intensity), to estimate the overall performance of each animal (Figure 3.2c-d,f). Both 
rats and mice showed average hit rates around 70% after one training session (rats 73.2±1.9 
% vs. mice 75.7±4.1%, Wilcoxon rank-sum test, p=0.1). Animals licked shortly after 
microstimulation, resulting in an average reaction time during hit trials around 0.3 to 0.4 ms 
(Figure 3.2g, rats 0.3±0.01 s vs. mice 0.4±0.02 s, Wilcoxon rank-sum test, p=0.2). This is 
markedly shorter than the maximum limit of the response window (1.2 s after 
microstimulation onset). 
We gradually reduced stimulation intensity if the animals performed well (hit rate ≥80%) 
at a given intensity. In addition to stimulus-reward association, the ability to report 
decreasing current intensity was also estimated during the microstimulation detection task. 
Indeed, both rats and mice were able to reduce microstimulation intensity gradually over 
blocks and reached an intensity threshold at the end of the session (Figure 3.2c-d). We 
defined intensity threshold as the lowest intensity with the hit rate ≥80% reached in a 
session. We compared the intensity improvement by computing the relative difference 
between the initial intensity and intensity threshold ((initial intensity – intensity 
threshold)/initial intensity). On average, rats were able to behaviorally report the weak 
stimulation that is by 80% lower than the initial intensity after one session while mice 
reached on average around 60% reduction relative to the initial intensity (Figure 3.2h; rats 
82.3±2.92% vs. mice 54.7±4.7%, Wilcoxon rank-sum test, p<0.001). This suggests that rats 
were better in adapting to decreasing intensity than mice.  
We also quantified spontaneous licking behaviors of rats and mice. Overall, we found 
that mice were more impulsive than rats, observed by higher overall licking rate compared 
to rats (Figure 3.2i; rats 1.2±0.06 Hz vs. mice 8.8±1.3 Hz, Wilcoxon rank-sum test, p<0.001). 
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In addition, their licking pattern was more irregular than rats, indicated by higher coefficient 
of variation in inter-lick interval (rats 3.0±0.2 vs. mice 13.0±2.9, Wilcoxon rank-sum test, 
p<0.001). Since we penalized impulsive licking by postponing the next trial, higher 
spontaneous licking (inter-trial licking) in mice resulted in a significantly higher interval 
between microstimulation trials (inter-trial interval) (Figure 3.2j; rats 8.1±0.4 s vs. mice 
11.9±1.9, Wilcoxon rank-sum test, p =0.006).  
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Figure 3.2. Comparison of learning behaviors in rats and mice. a, b) Raster plot of licks (top) and peri-stimulus 
time licking rate (bottom) during the first training session in an example rat and mouse, respectively. Black ticks in 
the raster plot indicates licks. Red asterisk indicates an abolished trial due to premature licking. c, d) Trajectory of 
hit rate (top, colormap indicates  the intensity) and stimulus intensity (bottom, colormap indicates the hit rate) 
during the first session in the same example rat and mouse, respectively. Gray dashed line: target hit rate (80%). 
Red dots: pairing blocks. e) Comparison of required number of pairing blocks in rats (n=24) and mice (n=20). f-j) 
Same as e) for the average hit rate, reaction time, intensity improvement, licking rate and inter-trial interval. 
Wilcoxon rank-sum test, n.s., not significant, **p<0.01, ***p<0.001. 
Previous studies using the microstimulation detection task trained rats to respond to 
very low current intensity before they were subjected to respond to single neuron 
stimulation (Doron et al., 2014; Houweling and Brecht, 2008). We tested if mice can also be 
trained to perform this task at low intensity by training a subset of mice on subsequent days 
while gradually lowering microstimulation threshold (see Methods) and compared their 
performance with that of rats. Once rats and mice performed reliably (hit rate ≥80%) at the 
lowest target intensity (5 µA for rats and 10 µA for mice), we switched the microstimulation-
only testing period to a mixture of microstimulation trials at the target intensity and 
intermittent catch trials with no current injection (Figure 3.3a). On average both expert rats 
and mice showed hit rate higher than 85% to microstimulation trials (Figure 3.3b&d; Expert 
rats 86.5±3.4 %, n = 18 & expert mice 94±3.6 %, n=11). However, they also responded to 
catch trials (false-positive rates), where no microstimulation was presented but licks were 
counted during the response window, but significantly lower than to microstimulation trials 
(Expert rats 35.7±5.5 %, Wilcoxon sign rank test, p<0.001, & expert mice 40.8±7.5 %, 
Wilcoxon sign rank test, p<0.001). This resulted in an effect size (hit rate – false-positive 
rate) of approximately 50% in both expert rats and mice (Figure 3.3f; Expert rats 50.8±6.6 % 
vs. expert mice 53.9±6.3 %, Wilcoxon rank-sum test, p=1). Relatively high false-positive rate 
might be due to the long response window (0.1 s to 1.2 s after microstimulation onset) that 
we used for counting hits. We therefore compared the reaction time (RT) to 
microstimulation trials and catch trials and found that reaction time to catch trials was twice 
longer than to microstimulation trials in both expert rats and mice (Figure 3.3c&e; Expert 
rats: microstimulation RT 0.3±0.02 s vs. catch RT 0.6±0.03 s, Wilcoxon signed-rank test, 
p<0.001; Expert mice: microstimulation RT 0.3±0.02 vs. catch RT 0.6±0.02 s, Wilcoxon 
signed-rank test, p<0.001). This suggests that high false-positive rate most likely resulted 
from spontaneous lickings rather than false perception of microstimulation.  
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Figure 3.3. Comparison of microstimulation learning behavior in expert rats and mice. a) Expert animals 
received mix trials where µStim trials and catch trials were randomly presented. During catch trials, no current 
was injected. b, c) Hit rate and reaction time for µStim trials and catch trials in expert rats (n=18), respectively. 
Wilcoxon signed-rank test, ***p<0.001. d, e) Same as b, c) for expert mice (n=11). Wilcoxon signed-rank test, 
***p<0.001. f) Effect size (hit rate – false-positive rate) of expert rats and expert mice. Wilcoxon rank-sum test, 
n.s., not significant. 
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So far, we have compared learning behaviors of rats and mice using average-based 
analysis that provides us an overview of the performance. However, these metrics might not 
capture all aspects of learning, for instance, how the performance of animals progresses 
during a session. Therefore, we developed a novel metric to quantify learning by computing 
the cumulative difference between the number of successful and failed licking responses to 
microstimulation (Σ[hits-misses]). Here, the learning score was defined as a cumulative value 
at a given trial and the final learning score, i.e. total number of hits – misses, was used to 
compare performances among different experimental groups. The learning score across 
trials can describe how the performance of animals improves during a session, which can be 
complemented by a single number metric value (final learning score) that can be easily 
compared among different experimental groups (see Methods). We tested if the learning 
score can distinguish animals that learned stimulus-reward association from animals that did 
not learn by comparing trained animals (rats and mice) and untrained animals. Here we 
tested the behavior of untrained mice only but we expect that untrained rats will display a 
comparable behavior. In order to prevent stimulus-reward association in untrained mice, we 
did not present any pairing block to this group but directly proceeded to the testing period 
(Figure 3.4a). Because untrained animals were not initially conditioned to associate 
microstimulation and reward, we hypothesized they would perform poorly at the 
microstimulation detection task. Indeed, untrained mice obtained poor scores at all 
behavioral metrics, previously used to characterize learning behavior in conditioned animals 
(Figure 3.2). Specifically untrained mice showed significantly lower hit rate and higher 
reaction time compared to control animals that received pairing periods (Figure 3.4b&c; hit 
rate: untrained 22.5±3.3 %, n=5 vs. control 75.6±1.8 %, n=43, Wilcoxon rank-sum test, 
p<0.001; RT: untrained 0.7±0.04 s vs. control 0.4±0.01 s, Wilcoxon rank-sum test, p<0.001), 
indicating that untrained mice did not successfully learn to associate the microstimulation 
and reward. To test whether this difference is reflected in the learning score, we compared 
the learning scores of untrained mice with control animals. Both control rats and mice 
showed a gradual increase of learning score over the session and reached positive value 
after the first session (learning score normalized by total number of trials: control rats 
0.4±0.04, n=24 vs. control mice 0.5±0.05, n=19). Consistent with previous results showing 
comparable learning behaviors of the two species (Figure 3.2), normalized learning score of 
rats and mice did not differ significantly (Wilcoxon rank-sum test, p=0.08). Therefore, we 
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pooled two groups together to compare with untrained mice. Contrary to control animals, 
untrained mice showed a decreasing trend in learning score, which resulted in a negative 
normalized learning score (Figure 3.4d&e; untrained -0.5±0.05 vs. control 0.4±0.03, n=43, 
Wilcoxon rank-sum test, p<0.001). In conclusion, learning scores can well describe learning 
trajectories over the session and distinguish the level of association learning in different 
groups. In the rest of this study, we used learning score to compare the level of learning 
among different experimental groups. 
 
Figure 3.4. Learning score can describe the stimulus-reward association level. a) Training protocol for 
untrained mice. Untrained mice did not receive pairing trials, where µStim was coupled to reward. Lower, raster 
plot of licks (top) and peri-stimulus time licking rate (bottom) during the first training session in an example 
untrained mouse. b) Comparison of average hit rates between controls (both mice and rats, n=43) and 
untrained mice (n=5). c) Same as b) for reaction time. d) Cumulative differences between hit and miss trials 
(learning score) showing a learning trajectory during the first session. e) Normalized learning scores of control 
and untrained animals. Each dot corresponds to individual animal and black line represents the average. 
Wilcoxon rank-sum test, ***p<0.001. 
3.1.2 Microstimulation-reward association learning is hippocampal-dependent 
We next tested if learning to associate intracortical microstimulation and reward is 
dependent on the hippocampus, an MTL area known to be essential for declarative memory 
(Squire et al., 2004). To do this, two models of disruption of hippocampal activity were 
employed (Figure 3.5a). First, we tested a transient inhibition of hippocampal activity by 
blocking Na+ channels via lidocaine injection. This manipulation ensured that the 
hippocampal activity was not permanently changed but only during the memory formation 
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period. HPC-inhibited animals (n=7 rats and n=3 mice) required slightly, but not significantly, 
more number of pairing blocks than control animals (control median 1 block, n=43 vs. HPC 
median 2 blocks, n=10, Wilcoxon rank-sum test, p=0.1). These animals showed low 
performance during the testing period, measured by lower hit rate (control 76.6±1.8 % vs. 
HPC 48.2±7.8 %, Wilcoxon rank-sum test, p<0.001; Figure 3.5b, HPC) and longer reaction 
time (control 0.3±0.01 s vs. HPC 0.4±0.04 s, Wilcoxon rank-sum test, p=0.04; Figure 3.5c, 
HPC) compared to controls. Moreover, contrary to controls that showed gradual increase of 
the learning score over a session, the learning score of hippocampus-inhibited animals did 
not improve but rather stayed at the basal level, indicating that their miss rate was as high as 
hit rate (Figure 3.5d, red). Interestingly, we found that learning impairment was slightly 
stronger, albeit not significantly, in hippocampus-inhibited mice than rats (HPC rats 0.03±0.2 
vs. HPC mice -0.3±0.2 Wilcoxon rank-sum test, p=0.2). This might be due to the larger size of 
the rat hippocampus (Kalisch et al., 2006; Stein et al., 2012) that led to an incomplete 
hippocampal inhibition compared to mice by the same volume of lidocaine injection. The 
hippocampus-inhibited group showed a significantly lower normalized learning score than 
the control group (Figure 3.5e, red; HPC -0.07±0.1 vs. control 0.4±0.03, n=43, Wilcoxon rank-
sum test, p <0.001), suggesting that hippocampal activity during training is necessary for 
memory formation during our learning paradigm.  
Next, we tested the effect of chronic hippocampal disruption on learning using a mouse 
model of temporal lobe epilepsy. Here mice were injected with kainate in the hippocampus, 
resulting in epileptic seizures and permanatly disrupted hippocamapal activity (Häussler et 
al., 2012; Riban et al., 2002). Epileptic mice did not show any significant difference in 
number of pairing blocks (median 1 block, n=6, Wilcoxon rank-sum test, p=0.6), average hit 
rate (80.5±2.0 %, Wilcoxon rank-sum test, p=0.3; Figure 3.5b, Epileptic) and reaction time 
(0.4±0.04, Wilcoxon rank-sum test, p=0.9; Figure 3.5c, Epileptic) compared to controls. 
Interestingly, epileptic mice showed a gradual increase in learning score, resulting in slightly 
higher average normalized learning score than control albeit not significant (Figure 3.5d&e, 
blue; epileptic 0.6±0.05 vs. control 0.4±0.03, Wilcoxon rank-sum test, p=0.1). Higher or 
similar learning scores in epileptic mice on the first training session suggests that epileptic 
activity in the hippocampus might not affect initial learning. However, previous studies 
showed that temporal lobe epilepsy often accompanies long-term memory deficits 
(Tramoni-Negre et al., 2017). To test their performance change in long-term, we continued 
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training epileptic mice for several days. Contrary to the improved performance in control 
mice over days, the learning score of epileptic mice deteriorated after three days (Figure 
3.5f; day 3: control 0.7±0.05, n=12 vs. epileptic 0.3±0.09, n=6, Wilcoxon rank-sum test, 
p<0.001), indicating that normal hippocampal activity is required to form a stable long-term 
memory. Taken together, learning during the microstimulation detection task is dependent 
on the hippocampus. 
 
Figure 3.5. Microstimulation detection task is hippocampal-dependent. a) Left, schematics of transient (1% 
lidocaine) and chronic (kainate) manipulation of hippocampal activity. Right, Chicago Sky Blue (CB) dye injected in 
the hippocampus (HPC). b) Average hit rate of control animals (n=43), animals with lidocaine injection in the 
hippocampus (HPC, n=10) and epileptic groups (n=6). c) Same as b) for reaction time. d) Cumulative difference 
between hit and miss trials of controls (black), HPC-inhibited animals (red) and epileptic mice (blue) during the first 
training session. e) Normalized learning score of three groups. Each dot corresponds to individual animal and black 
line represents the average. f) Normalized learning score of control and epileptic mice over three sessions. 
Wilcoxon rank-sum test against control, n.s. p>0.05,*p<0.05, ***p<0.001. 
In summary,  we have described rapid and robust learning during the 
microstimulation detection task in rats and mice. Because it involves a direct current 
injection into the sensory neocortex (S1 in this case), this task is inherently neocortex-
dependent. Our results indicate that this task is dependent on the hippocampus as well 
(Figure 3.5). Using this learning paradigm, we could now investigate circuit and cellular 
mechanisms underlying hippocampal-dependent memory formation in the neocortex. 
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3.2 Perirhinal input to neocortical layer 1 mediates memory 
formation  
3.2.1 The perirhinal cortex sends monosynaptic feedback inputs to layer 1 of 
the primary somatosensory cortex 
The complementary memory systems model suggests that interactions between two 
memory systems, the MTL and neocortex, are crucial for declarative memory (Alvarez and 
Squire, 1994; Kumaran et al., 2016; McClelland et al., 1995, 2020). However, there is no 
known direct anatomical connection between the hippocampus and primary sensory 
cortices. Instead, the hippocampus is connected via neighboring areas such as the entorhinal 
cortex and perirhinal cortex (Squire et al., 2004). We performed anatomical tracing 
experiments to identify a MTL structure that provides monosynaptic inputs to S1 (Figure 
3.6a).  
We hypothesized that the projection pattern of MTL inputs follows the general 
cortical connectivity rule in which feedback inputs preferentially target L1 (Cauller et al., 
1998; D’Souza and Burkhalter, 2017; Rockland, 2019; Roth et al., 2016; Rubio-Garrido et al., 
2009). In order to identify presynaptic regions that directly project to L1 of S1, we applied 
the retrograde dye, Fast Blue (FB), to L1 of S1 (Figure 3.6b). FB-labeled neurons in S1 were 
found in supragranular and infragranular layers but not in L4. Because most axons and 
dendrites of L4 neurons rarely reach L1 but until L2/3 (Staiger et al., 2004), this result 
indicates that FB did not spread to L2/3 but remained limited in L1 (Figure 3.6c). The 
retrograde tracing revealed presynaptic neurons in various brain areas, including the primary 
(M1) and secondary  motor (M2) cortices, secondary somatosensory cortex (S2), cingulate 
cortex, retrosplenial cortex, striatum and POm, consistent with previous reports (Petersen, 
2019) (Figure 3.6d). Among MTL structures, we found FB-labeled presynaptic neurons in 
deep layers of the perirhinal cortex. Interestingly, unlike other areas that project to L1 
ipsilaterally we found presynaptic neurons in both ipsilateral and contralateral perirhinal 
cortex, suggesting that S1 receives bilateral information from the perirhinal cortex (Figure 
3.6e-f&h). We performed this experiment in both rats and mice and consistently found FB-
labelled neurons in bilateral perirhinal cortices. Most FB-labeled cells were found in the 
rostral part of the perirhinal cortex (-1.3 mm~ -3 mm from the bregma in mice and -3 mm ~ -
5.5 mm from the bregma in rats) (Figure 3.6g). Therefore, the projection pattern of 
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perirhinal neurons displays gradient along rostral-caudal axes, consistent with previous 
reports (Agster and Burwell, 2009). 
 
Figure 3.6. Identification of presynaptic area to L1 of S1 using retrograde tracing. a) Examined anatomical 
connectivity. The HPC is connected to sensory cortices via the entorhinal cortex and perirhinal cortex (PRh). b) 
Schematic of retrograde tracing. Fast Blue (FB) was applied on the surface of S1. c) FB-labelled cells in S1 avoided 
L4, confirming that FB was limited to L1. d) FB-labelled presynaptic neurons were found in different cortical areas 
including the M1, M2, cingulate cortex, striatum and contralateral S1. Scale bar: 250 µm. e, f) FB-labelled 
presynaptic neurons in the ipsilateral and contralateral PRh in the mouse and rat brain, respectively. Scare bar: 100 
µm for the mouse brain and 250 µm for the rat brain. g) Rostro-caudal distribution of FB-labelled neurons in PRh in 
the mouse (left, n=6 brains) and rat brain (right, n=2 brains). Arrows indicate the starting point of PRh. h) Summary 
of the retrograde tracing where we found PRh projects to L1 of S1 (highlighted in green). 
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Next, to examine the laminar projection pattern of perirhinal neurons to S1, we 
expressed Enhanced Yellow Fluorescent Protein (EYFP) in perirhinal neurons via Adeno-
associated viral (AAV) vector (Figure 3.7a-b). Based on retrograde tracing results (Figure 3.6), 
we targeted the rostral part of the ipsilateral perirhinal cortex (see Methods). We found that 
axons of perirhinal neurons expressing EYFP were densely labeled in L1 of S1 in both rats and 
mice (Figure 3.7c-d), confirming that the perirhinal cortex projects axons to L1 of S1. Indeed, 
we found the highest EYFP intensity in L1, followed by deeper layers and lowest in middle 
layers, confirming that perirhinal input to S1 is a feedback-type (Felleman and Van Essen, 
1991; Harris et al., 2019). Taken together, these results suggest that the perirhinal cortex is 
the major output structure in MTL system that provides feedback projections to L1 of S1. 
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Figure 3.7. Projection pattern of PRh axons to S1. a) Schematic of anterograde tracing. AAV.ChR2.EYFP was 
injected to PRh and their axons in S1 was imaged. b) EYFP expression in PRh. rf: rhinal fissure Scale bar: 500 µm. 
c) EYFP-expressing axons in the S1 of the mouse brain. Left, quantification of EYFP level across cortical depths 
(n=20 brain sections). Right, representative image showing strong EYFP level in L1. Scale bar: 250 µm. d) Same 
as c) for the rat brain (n=16 brain sections).  
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3.2.2 Functional involvement of the perirhinal cortex in the microstimulation 
detection task 
Next, we examined if learning during the microstimulation detection task is dependent 
on perirhinal activity. To this end, we injected Na+ channel blocker, lidocaine, into the 
ipsilateral perirhinal cortex to transiently inhibit its neuronal activity (Figure 3.8a). Rats were 
used in this experiment since targeting the perirhinal cortex without damaging S1 was 
technically more challenging in the smaller mouse brain. Since both the behavior during the 
microstimulation detection task and anatomical connectivity between the perirhinal cortex 
and S1 is conserved in rats and mice (Figure 3.2-3.3 and 3.6-3.7), we assumed that the role 
of the perirhinal cortex in learning in mice would be conserved. The performance during 
microstimulation learning was quantified using the learning score (Σ[hits-misses]) as 
described before (Figure 3.4). Perirhinal-inhibited rats could not improve the learning score 
over the session, resulted in a significantly lower normalized learning score than in control 
rats (PRh -0.1±0.09, n=4 vs. control 0.4±0.04, n=24, Kruskal-Wallis test, p=0.007, post-hoc 
Dunn-Sidàk test, p=0.01; Figure 3.8b&c). Next, to examine if perirhinal activity continuously 
influences the animal's performance after learning, we injected lidocaine in the perirhinal 
cortex after several days of training. Contrary to its effect on the initial phase of learning, 
perirhinal inhibition with lidocaine did not affect the performance of the trained rats (Figure 
3.8b&c, dark green). The learning score of trained rats was significantly higher than 
perirhinal inhibited rats during learning (PRh-trained 0.5±0.1, n=6 vs. control rats, Kruskal-
Wallis test, p=0.007, post-hoc Dunn-Sidàk test, p=0.9; PRh-trained vs. PRh, post-hoc Dunn-
Sidàk test, p=0.01), implying that perirhinal activity is not necessary after memory is 
stabilized, potentially, in the neocortex. These results suggest that perirhinal activity 
mediates the initial stage of memory formation but does not have a causal influence on the 
retrieval of learned behavior. 
The fact that the perirhinal activity is necessary for learning does not necessarily indicate 
that its effect on learning is exerted by influencing activity in S1. We hypothesized that if 
perirhinal output influences S1 activity, its axons in S1 should be engaged during the task. 
Since perirhinal activity is necessary in the initial phase of learning (Figure 3.8a-c), we 
examined how the activity of perirhinal axons in L1 of S1 change after the first training 
session. To this end, we expressed a genetically encoded calcium indicator, GCaMP6s, in 
perirhinal neurons and measured their axonal Ca2+ activity in L1 of S1 (Figure 3.8d). 
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Consistent with anterograde tracing result showing that perirhinal neurons project to L1 of 
S1 (Figure 3.7), we found GCaMP6s expressing axons in L1 (Figure 3.8e). We compared Ca2+ 
activity of perirhinal axons in response to microstimulation before and after one training 
session to evaluate learning-triggered activity changes in these axons. These axons mildly 
responded to microstimulation before training but Ca2+ responses of perirhinal axons were 
significantly enhanced after microstimulation was associated with reward (Figure 3.8f; post-
stimulus dF/F0: before learning 11.9±0.7%, n=227 trials from n=3 mice vs. after learning 
15.0±0.7%, n=185 trials from n=3 mice, Wilcoxon rank-sum test, p<0.001). When we 
analyzed axonal Ca2+ activity in individual mice separately, we still observed significantly 
enhanced axonal Ca2+ activity after one training session, suggesting that this effect was not 
caused by one outlier mouse (Wilcoxon rank-sum test, mouse 1, p=0.03; mouse 2, p=0.009, 
mouse 3, p=0.01; Figure 3.8f). Interestingly, perirhinal axons did not respond to reward 
alone (i.e. not paired with microstimulation) (pre-stimulus dF/F0 7.8±1.2% vs. post-stimulus 
dF/F0 6.9±1.1%, n=66 trials from n=3 mice, Wilcoxon signed-rank test, p=0.1). These results 
indicate that synaptic transmission between perirhinal axons and cellular components in L1 
occurs during learning. 
Next we examined the firing activity of perirhinal neurons while animals were 
performing the microstimulation detection task. To this end, we performed juxtacellular 
recording from single perirhinal neurons and examined their responses to microstimulation 
in S1 (Figure 3.8g). We found that firing rate of these neurons significantly increased during 
hit trials, when animals licked in response to microstimulation within the response window, 
but significantly reduced when they failed to do so (miss trials) (Figure 3.8h-i; n=28 neurons 
from 6 rats; Hit trials: pre-stimulus 3.87±0.39 Hz vs. post-stimulus 5.1±0.5 Hz, Wilcoxon 
signed-rank test, p<0.001, n=287 trials; Miss trials: pre-stimulus 2.8±0.4 Hz vs. post-stimulus 
2.6±0.4 Hz, Wilcoxon signed-rank test, p=0.01). Therfore, perirhinal activity reflects 
behavioral outcome of the task. Together with the axonal Ca2+ imaging result, this suggests 
that perirhinal neurons convey ‘hit’-related information to L1 of S1. In summary, perirhinal 
activity plays a significant role in stimuli-reward association learning by conveying 
behaviorally relevant information (i.e. hits) to S1 via L1. 
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Figure 3.8. Learning to associate microstimulation and reward is dependent on PRh neuronal activity. a) 
Schematic of pharmacological manipulation of PRh activity. 1% lidocaine was injected to PRh before training. b) 
Cumulative differences between hit and miss trials of control (n=24, black), rats with lidocaine-injection in PRh 
during learning (n=4, light green) and rats with lidocaine-injection in PRh after learning (n=6, dark green). c) 
Normalized learning scores of three groups. Each dot corresponds to individual rats and black line represents the 
average. Kruskal-Wallis test, p=0.007, post-hoc Dunn-Sidàk test, n.s., not significant, **p=0.01. d) Schematic of 
two-photon Ca2+ imaging of PRh axons in L1 of S1. e) Representative images showing GCaMP expression in PRh 
(upper, scale bar: 500 µm) and axons in S1 (lower, scale bar: 250 µm). rf: rhinal fissure. f) Average Ca2+ responses 
(and s.e.m.) in PRh axons in L1 upon microstimulation before (light green) and after the first training session 
(green) and during passive reward reception (gray). Upper inset, average Ca2+ responses (and s.e.m.) of PRh axons 
in three individual mice. P-values were estimated with Wilcoxon rank-sum test. g) Schematic of juxtacellular 
recording in PRh during the microstimulation detection task. h) Raster plot and peri-stimulus time histograms 
(PSTHs) during hit and miss trials from an example PRh neuron. i) Firing rates of PRh neurons (n=28) before and 
after µStim during hit and miss trials. Wilcoxon signed-rank test, **p<0.01, ***p<0.001. 
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3.2.3 Chemogenetic silencing of perirhinal inputs to layer 1 disrupts learning 
We have established the functional significance of perirhinal neurons in 
microstimulation-reward association (Figure 3.8) and their projection patterns to S1 (Figure 
3.7). We now sought to examine the causal role of the perirhinal inputs to L1 on learning. To 
specifically inhibit these inputs to L1 of S1 during the entire period of the training, we 
employed a state of art chemogenetic tool (inhibitory designer receptors exclusively 
activated by a designer drug, DREADD), provent to be efficient in long-term inhibition of 
neuronal transmission (Roth, 2016; Wiegert et al., 2017). In particular, intracranial 
application of external ligand of hM4Di receptor, Clozapine-N-oxide (CNO), in a defined brain 
area guarantees to down-regulate synaptic transmission at the axon terminals located in 
postsynaptic area without altering somatic activity and its influence over other regions 
(Stachniak et al., 2014). Therefore, this method allows testing the role of a specific output of 
the perirhinal cortex without interfering with its influence over other interconnected areas 
such as the entorhinal cortex and hippocampus.  
We first validated the efficacy of hM4Di receptors and the ligand CNO in ex-vivo 
experiments (Figure 3.9a). We co-transfected AAV.mCherry.hM4Di and AAV.EYFP.ChR2 in 
perirhinal neurons and performed ex-vivo whole-cell recordings in brain slices to quantify 
the effect of hM4Di/CNO on synaptic transmission between perirhinal axons and 
postsynaptic neurons. Since perirhinal neurons target L1 of S1 (Figure 3.7), we speculated 
that L1 interneurons and distal dendrites of L5 pyramidal neurons will receive perirhinal 
inputs. We performed whole-cell recordings using voltage clamp mode in these neurons 
while activating ChR-expressing perirhinal axons in L1 with 470 nm LED light. Optogenetic 
activation of ChR2-expressing perirhinal axons evoked excitatory postsynaptic currents 
(EPSCs) in both L1 interneurons (14.0±7.4 pA) and L5 pyramidal neurons (12.3±4.4 pA), 
indicating that these neurons receive excitatory inputs from perirhinal axons. Next, to test if 
activation of hM4Di receptors in perirhinal axons by CNO can block synaptic transmission 
induced by light stimulation, CNO was applied to the bath solution at a final concentration of 
10 µM. After CNO application, light-evoked EPSCs were significantly reduced in both L5 
pyramidal neurons and L1 interneurons (L5 pyramidal neurons: baseline 12.3±4.4 pA vs. 
+CNO 2.2±0.8 pA, n=6, Wilcoxon sign rank test, p=0.03; L1 interneurons: baseline 14.0±7.4 
pA vs. +CNO 4.9±2.5 pA, n=7, Wilcoxon sign rank test, p=0.02; Figure 3.9b). In summary, we 
identified L1 interneurons and dendrites of L5 pyramidal neurons as cellular targets of 
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perirhinal inputs and validated that hM4Di activation by CNO efficiently down-regulates 
synaptic transmission in perirhinal axons. 
The DREADD system enables specific manipulation of neuronal activity in two-folds. First, 
brain area-specific expression of hM4Di receptors and second, projection-specific effect by 
local application of CNO (Roth, 2016). To control the brain area-specific expression of hM4Di 
receptors, we quantified the expression of hM4Di.mCherry in the perirhinal cortex and 
neighboring areas. Fluorescence intensity was measured between 1000 µm dorsal and 1000 
µm ventral from the rhinal fissure (Figure 3.9c-d; see Methods), which denotes the location 
of the perirhinal cortex (Kealy and Commins, 2011). Then the intensity was normalized by 
the intensity at the rhinal fissure to account for the different total expression and different 
imaging conditions for each brain (see Methods). We divided the areas into areas dorsal to 
perirhinal cortex (dorsal than 250 µm from the rhinal fissure), the perirhinal cortex (between 
250 µm dorsal and 750 µm ventral from the rhinal fissure) and areas ventral to perirhinal 
cortex (ventral than 750 µm from the rhinal fissure) and compared the integral of the 
normalized fluorescence intensity in these areas. We found the highest expression level in 
the perirhinal cortex (54% to 78%) and significantly lower expression in both areas dorsal 
(14% to 43% vs. PRh, Wilcoxon signed-rank test, p<0.001) and ventral (0% to 12% vs. PRh, 
Wilcoxon signed-rank test, p<0.001) to the perirhinal cortex (n=11 brains, Figure 3.9e). In 
order to quantify how much of each area project to L1 of S1, we counted neurons 
retrogradely labeled with FB and found 84% of FB-labeled neurons in the perirhinal cortex 
while only 13% and 4% of FB-labeled neurons were found in areas dorsal and ventral to the 
perirhinal cortex, respectively (n=30 brain sections from n=3 brains; Figure 3.9f).  
Next, to control the projection-specific effect of DREADD by local CNO application, we 
estimated the spread of CNO by injecting Chicago Sky Blue (CB) dye into S1 at the same 
depth we injected CNO (150 µm) (Figure 3.9g). Although most perirhinal axons arrive in L1 of 
S1, a considerable proportion of them was found in infragranular layers as well (Figure 3.7). 
Therefore, this procedure was necessary to make sure that our intended interference was 
limited to L1.  We quantified the dye spread across cortical depths and we found a peak in L1 
followed by gradual decrease in deeper depths (n=29 brain sections from n=7 injections; 
Figure 3.9h).  We then computed the product of perirhinal axonal density and CB spread to 
evaluate the effect of combined hM4Di and CNO as a function of cortical depth (see 
Methods). This analysis revealed that the strongest effect was in L1 followed by L2/3, where 
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apical dendrites of L5 pyramidal neurons are located, while the effect on infragranular layers 
was the lowest (Figure 3.9i, black). Taken together, these results suggest that the majority of 
DREADD manipulation targeted hM4Di-expressing axons from the perirhinal cortex 
projecting to L1 of S1. 
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Figure 3.9. Establishing the efficacy and specificity of inhibitory DREADD system. a) Schematic of ex-vivo 
experiments. AAV.ChR2.EYFP and AAV.hM4Di.mCherry were co-injected into PRh. After >3 weeks of incubation, 
whole-cell recording was performed in ex-vivo brain slices during optogenetic activation of ChR2 with and 
without CNO. Right, example traces from a recorded neuron with (red) and without CNO (black). Blue line shows 
the light stimulation. b) EPSCs of L5 pyramidal neurons (n=6) and L1 interneurons (n=7) before and after CNO 
application. Light-evoked EPSC amplitudes were significantly reduced after CNO application in both cell classes. 
Wilcoxon signed-rank test, *p<0.05. Each point represent a cell and black lines indicate the average. Inset, 
magnified views of dotted boxes with low initial EPSC amplitudes. c) Example trace of normalized fluorescent 
intensity and the corresponding epifluorescent image. hM4Di expression around PRh was quantified by 
measuring mCherry fluorescent intensity (see Methods). d) Normalized mCherry expression between 1000 µm 
dorsal and 1000 µm ventral from the rhinal fissure (rf), which marks the location of PRh. Colored lines show 
normalized fluorescence intensity from brains of each mice (n=11) used in this study. Black line shows the 
average. Red area indicates the PRh. e) Quantification of mCherry expression in PRh and neighboring areas (see 
Methods). Most of the expression was observed in PRh but there was a small leakage into neighboring areas, 
especially in dorsal areas. Red central lines: median, black bottom and top edges of the box: 25th and 75th 
percentiles, respectively. Wilcoxon signed-rank test against PRh, ***p<0.001. f) Quantification of FB-labelled 
cells in PRh (n=30 brain sections from n=3 brains) and neighboring areas and an example image. g) Spread of 
CNO was estimated by injecting CB dye at the same depth in S1. Image shows the dye spread. h) Quantification 
of CB intensity across cortical layers. Gray lines show normalized intensity in each brain section (n=29 sections 
from n=7 injections) and the red line indicates the average normalized intensity and sem. i) Estimation of 
DREADD effect computed by a product of PRh axonal density and CNO spread as a function of cortical depths 
(see Methods). The morphology of an example L5 pyramidal neuron is shown on top.  
 
After validating the efficacy and specificity of the DREADD system, we examined the role 
of perirhinal inputs to L1 of S1 on learning by suppressing the hM4Di-expressing perirhinal 
axons with local application of 10 µM CNO in L1 (150 µm from pia) (see Methods; Figure 
3.10a). Remarkably, specific inhibition of this input severely impaired learning (Figure 3.10b-
c, red), similar to blocking the hippocampus (Figure 3.5) or perihrhinal cortex (Figure 3.8). 
Mice in which the perirhinal input to L1 of S1 was suppressed by DREADD could not 
associate the water reward with the microstimulation. We quantified learning with the 
learning score (Figure 3.4) and found that the performance of hM4Di/CNO-treated mice 
measured by this metric did not improve over the session while that of the control mice 
gradually increased (Figure 3.10b, red). This resulted in a significantly lower normalized 
learning score compared to control mice (Figure 3.10c, left; control 0.5±0.06, n=20 vs. 
hM4Di/CNO-treated mice 0.04±0.1, n=12, Wilcoxon rank-sum test, p=0.004). A recent study 
showed that CNO converts to clozapine that can bind to endogenous receptors at high 
concentration and effect off-target downstream signal processing (Gomez et al., 2017). To 
test that CNO alone does not affect learning, we applied CNO in control animals that do not 
express hM4Di in the same manner we applied in hM4Di-expressing group. CNO application 
alone without hM4Di expression (hM4Di-/CNO+, n=7 mice) or hM4Di expression without 
CNO application (hM4Di+/CNO-, n=3 mice) did not affect performance of the animals 
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compared to mice without any treatment (hM4Di-/CNO-, n=10 mice, Kruskal-Walis test, 
p=0.1; Figure 3.10d), ruling out the unspecific effect of hM4Di receptor or CNO on learning.  
In rats, the perirhinal activity could not affect the performance of the expert animals 
trained for several days (Figure 3.8). Here we tested whether perirhinal inputs to L1 of S1 
affect expert mice. We first trained hM4Di-expressing mice without CNO application until 
they could perform the task with a hit rate ≥80% at the target intensity (10 µA) (i.e. experts). 
After three sessions, control mice improved learning scores compared to the first session 
(0.5±0.06 at session 1, n=20 vs. 0.9±0.04 at session 3, n=3, Wilcoxon rank-sum test, 
p=0.009). During the last session, we compared the performance of expert mice before and 
after CNO application and did not find any significant change in their performances (Figure 
3.10c, right; 0.8±0.08, n=3 in after CNO, Wilcoxon signed-rank test, p=1). Therefore, the 
perirhinal cortex and its influence on S1 is involved in early memory formation but does not 
affect already stabilized memory. Besides, the consistent performance with and without 
perirhinal suppression suggests that perception of microstimulation was not interfered with 
by the chemogenetic manipulation. 
L1 receives long-range inputs not only from the perirhinal cortex but also from other 
cortical and subcortical areas (Cauller et al., 1998; Lu and Lin, 1993; Rubio-Garrido et al., 
2009). We asked if learning impairment by silencing L1 inputs was unique to perirhinal 
originated axons or L1 inputs from other areas also can gate learning. We tested the 
contribution of L1 input from the higher order somatosensory thalamic area, POm, which 
has been previously shown to be involved in sensory learning related plasticity (Audette et 
al., 2019; Gambino et al., 2014; Williams & Holtmaat, 2019). In these studies, using whisker 
stimulation instead of direct S1 stimulation, POm input to L1 has been shown to mediate 
NMDA receptor-dependent long-term synaptic potentiation in L2/3 pyramidal neurons. To 
examine the influence of POm inputs in learning during the microstimulation detection task, 
this time we expressed hM4Di receptors in POm in Gpr26-cre transgenic mice that express 
Cre-recombinase in POm neurons (Oram et al., 2015; Zolnik et al., 2020) and applied CNO in 
L1 of S1. Suppression of POm inputs to L1 did not significantly affect the learning of the mice 
relative to controls (POm 0.3±0.2, n=7 vs. control 0.5±0.06, n=20, Wilcoxon rank-sum test, 
p=0.1; Figure 3.10e-f). These results suggest that learning impairment during suppression of 
perirhinal input to L1 is not due to reduced net excitatory inputs in L1 but rather due to a 
unique and crucial contribution of perirhinal inputs in gating memory formation in S1. We 
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conclude that the MTL system modulates memory formation in S1 via the perirhinal cortex, 
of which influence is mainly exerted on L1. 
 
 
Figure 3.10. L1 inputs from PRh is crucial for the early stage of learning. a) Left, schematic of chemogenetic 
silencing of PRh projection to L1 of S1. AAV.hM4Di was injected to PRh and CNO was applied in L1 of S1 before 
the training started. Inset, magnified view of S1 marked in dashed box. b) Cumulative differences between hit 
and miss trials of control mice (n=20, black) and mice with chemogenetic suppression of PRh axons in L1 (n=12, 
hM4Di/CNO, red). c) Effect of PRh axonal suppression on normalized learning score during (left) and after 
learning (n=3, right, expert). Each dot corresponds to individual mice and black line represents the average. 
Wilcoxon rank-sum test against control, **p<0.01. Wilcoxon signed-rank test, n.s., not significant. d) Normalized 
learning scores of different controls for DREADD. Both CNO control group (hM4Di-/CNO+, n=7 mice) and hM4Di 
control group (hM4Di+/CNO-, n=3 mice) showed similar level of learning measured by learning score compared 
to wild-type group (hM4Di-/CNO-, n=10 mice). Kruskal-walis test, p=0.1. e) Cumulative differences between hit 
and miss trials of control mice (n=20, black) and Gpr26-cre mice with POm axonal suppression (n=7, POm-
hM4Di, brown). f) Effect of POm axonal suppression on the normalized learning score. Wilcoxon rank-sum test, 
n.s., not significant. 
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3.3 Learning enhances the responsiveness of layer 5 pyramidal 
neurons to top-down inputs  
3.3.1 Perirhinal input to layer 1 gates firing modulation in layer 5 pyramidal 
neurons during learning 
The behavioral results suggest that perirhinal inputs influence neuronal activities in S1 to 
mediate learning. To investigate neurophysiological changes induced by learning and 
perirhinal input, we performed juxtacellular recordings in S1 while animals were trained to 
perform microstimulation detection task with and without chemogenetic suppression of 
perirhinal inputs to L1 of S1 (Figure 3.11a). Same as the behavioral experiments (Figure 
3.10), we applied CNO in L1 of S1 in both control and hM4Di-expressing mice prior to the 
onset of the training session. Juxtacellular recording allowed us to monitor single neuron 
activity while mice were performing the task (Figure 3.11b-d). We focused on L5 pyramidal 
neurons in these experiments for several reasons. First, we supposed that the current 
injection through a microstimulation electrode placed in L5 affected the activity of L5 
pyramidal neurons the most. Second, apical dendrites of L5 pyramidal neurons receive 
inputs from L1 including perirhinal input (Figure 3.9b). Third, L5 pyramidal neurons can 
integrate somatic and dendritic inputs (Larkum et al., 1999; Shai et al., 2015) and their firing 
patterns can signal coincidence of two input strems (Larkum, 2013). Lastly, L5 pyramidal 
neuorns are the major output units of the neocortex, which can broadast output of S1 to 
other brain areas (Harris and Shepherd, 2015; Shepherd, 2013). Therefore, any changes 
occurred in the local circuit would likely to be reflected on these neurons. For these reasons, 
we hypothesized that activity of L5 pyramidal neurons will be subjected to learning and 
perirhinal inputs.  
We examined the spiking activity of L5 pyramidal neurons in S1 during hit trials, when 
perirhinal neurons enhance firing rate (Figure 3.8). Firing rate changes were quantified by z-
score normalization to account for variable spontaneous firing rates. This analysis revealed a 
heterogeneous responses in this neuronal population (Figure 3.11e). For example, in neuron 
#34, strong upward modulation was followed by inhibition. On the contrary, neuron #29 
showed initial inhibition and then excitation. Also, the timing of the modulation varied 
across neurons. Overall, we found that successful report of microstimulation modulated 
(both upward and downward) firing rate of 65% of recorded L5 pyramidal neurons (n=24/37 
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neurons) in control mice (n=5 mice) while only 33% of them (n=13/36 neurons) in 
hM4Di/CNO-treated mice (n=5 mice) were significantly modulated (Control vs. hM4Di/CNO, 
chi-square test, p=0.007; Figure 3.11e,g). At the population level, average firing rate of L5 
pyramidal neurons in control mice increased after microstimulation although not statistically 
significantly (pre-stimulus 2.4±0.4 Hz vs. post-stimulus 3.3±0.7 Hz, n=42 neurons, Wilcoxon 
signed-rank test, p=0.7; Figure 3.11f). Average firing rate in hM4Di/CNO mice also did not 
change at the population level (pre-stimulus 1.8±0.4 Hz vs. post-stimulus 1.6±0.4 Hz, n=41 
neurons, Wilcoxon signed-rank test, p=0.3; Figure 3.11h). 
In vitro studies demonstrated that L1 inputs to apical dendrites could generate high-
frequency burst firing in L5 pyramidal neurons, especially when it coincided with somatic 
inputs (Larkum et al., 1999; Schwindt & Crill, 1999; Williams & Stuart, 1999). To test if 
perirhinal inputs to L1 that target dendrites of L5 pyramidal neurons (Figure 3.9b) influence 
burst firing during learning, we examined the burst rate changes in the same population of 
L5 neurons. We found that significantly more L5 pyramidal neurons in control mice (47%, 
n=18/37 neurons) were modulated in their burst rate compared to neurons in hM4Di/CNO 
mice (22%, n=8/36 neurons, Control vs. hM4Di/CNO, chi-square test, p=0.02; Figure 3.11i,k). 
Interestingly, the average burst rate across control L5 pyramidal neurons was significantly 
enhanced following the microstimulation (pre-stimulus 0.1±0.03 Hz vs. post-stimulus 
0.2±0.07 Hz, Wilcoxon signed-rank test, p=0.03; Figure 3.11j). Conversely, the average burst 
rate did not change in L5 pyramidal neurons in hM4Di/CNO mice, in which perirhinal input in 
L1 was downregulated (pre-stimulus 0.1±0.04 Hz vs. post-stimulus 0.1±0.03 Hz, Wilcoxon 
signed-rank test, p=0.8; Figure 3.11l). Taken together, the output of L5 pyramidal neurons is 
significantly modulated by learning and this modulation is gated by perirhinal input to L1. 
Notably, this process involves enhanced burst firing in both single cell and population level.    
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Figure 3.11. Learning-induced activity modulation in L5 pyramidal neurons is dependent on PRh input to L1. a) 
Timeline for juxtacellular recording during training. CNO was injected to both control and hM4Di groups 20 min 
before the training onset. T: training session. b) Schematics of juxtacellular recording with and without 
chemogenetic suppression of PRh axons in L1 of S1. c, d) Recording traces from an example neuron during a hit 
trial in control S1 and hM4Di/CNO S1, respectively. Arrows mark bursts. Gray box: µStim. e) Left, z-score 
normalized firing rate PSTHs of L5 pyramidal neurons in control S1. Note that z-scores for cells with no spikes 
during pre-stimulus period could not be computed and therefore not included in this analysis. Right, fraction of 
significantly modulated neurons in control S1. f) Population averaged firing rate of L5 pyramidal neurons in 
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control (n=42 cells from 5 mice) S1 during hit trials. g) Same as e) but for hM4Di/CNO S1. h) Same as f) but for 
hM4Di/CNO S1 (n=41 cells from 5 mice). i) Left, z-score normalized burst rate PSTHs of L5 pyramidal neurons in 
control S1. Cell number is identical to e) and cells with no burst events during pre-stimulus period are marked 
with zeros (green). Right, fraction of significantly modulated neurons in control S1. j) Population averaged burst 
rate of L5 pyramidal neurons in control S1 during hit trials. k) Same as i) but for hM4Di/CNO S1. l) Same as j) but 
for hM4Di/CNO S1. Wilcoxon signed-rank test, n.s., not significant, *p<0.05.  
 
3.3.2 Emergence of highly bursting layer 5 pyramidal neurons following 
learning 
We then asked if these modulations in firing responses of L5 pyramidal neurons are 
transient while learning depends on perirhinal input or remain even after perirhinal input 
does not affect the learned behavior. To answer this, we examined the firing activity of L5 
pyramidal neurons in expert rats that were trained for >3 days. We compared their activities 
with naive rats that did not learn to associate the microstimulation and water reward in 
order to disentangle the effect of learning from microstimulation per se (Figure 3.12a). Here 
again we performed juxtacellular recordings to monitor firing activity of single L5 neurons 
while rats (n=30 rats) were performing the task (Figure 3.12b). The heterogenous responses 
observed during learning (Figure 3.11) settled into three distinctive profiles in expert animals 
(Figure 3.12c&e). Around 10% of L5 pyramidal neurons significantly enhanced firing 
responses (n=30 out of 273 cells, L5ON; Figure 3.12g) while 40% of them significantly 
decreased (n=108 out of 27 cells, L5OFF; Figure 3.12h) shortly after microstimulation  (see 
Methods for classification). Rest of them (n=135 out of 273 cells, L5NR ;Figure 3.12i) did not 
show significant responses to microstimulation. Interestingly, increased firing responses in 
L5ON cells upon microstimulation was dominated by high-frequency burst firing (Figure 
3.12e&g, pink). This pattern was not observed in naive rats (n=2 rats) where most of the 
neurons (95%, n=63 out of 66 cells, L5NR) did not show significant change in their firing 
activity upon microstimulation (Figure 3.12d&f), suggesting that emergence of three 
subpopulations in expert rats is caused by learning but not by the microstimulation per se. In 
conclusion, learning correlates with the emergence of an ensemble of L5 pyramidal neurons 
(L5ON) with enhanced burst firing. 
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Figure 3.12. Emergence of three distinct subpopulations of L5 pyramidal neurons in S1 following learning. a) 
Timeline for juxtacellular recording in expert and naive rats. T: training session. b) Schematic of juxtacellular 
recording in S1 during µStim detection task. c) Left, z-score normalized PSTHs of L5 pyramidal neurons in expert 
rats (total n=273 cells) . Right, proportion of L5ON, L5OFF and L5NR neurons in expert rats. Note that z-scores for 
cells with no spikes during pre-stimulus period could not be computed and therefore not included in this 
analysis. Gray box: µStim. d) Same as c) but in naive rats (total n=66 cells). e) Average PSTHs of each 
subpopulation in expert rats. Green: L5ON, blue: L5OFF, gray: L5NR, gray box: µStim. f) Same as e) but in naïve rats. 
g-i) Raster plots and PSTHs from example L5ON, L5OFF and L5NR neurons in expert rats. Black ticks: spikes, pink 
ticks: bursts. gray box: µStim. 
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3.3.3 Dendritic Ca2+ activity in layer 5 pyramidal neurons underlies memory 
formation  
Persistent increase of burst firing in a subpopulation of L5 pyramidal neurons even after 
learning became independent of perirhinal inputs (Figure 3.12, L5ON) led us to speculate that 
learning might involve enhancement of dendritic activity of L5 pyramidal neurons. To 
examine this, we expressed GCaMP6s in L5 pyramidal neurons using Rbp4-Cre transgenic 
mice (Gerfen et al., 2013). This transgenic mouse line expresses Cre-recombinase in L5 
pyramidal neurons, enabling expression of Cre-conditional genes (in this case GCaMP6s) 
specifically in L5 pyramidal neurons. We measured Ca2+ transients in 318 apical dendrites 
(from n=4 mice) at a depth of ~150 µm from pia during the microstimulation detection task 
in expert mice (Figure 3.13a-e). A small proportion of dendrites exhibited substantial 
increase in Ca2+ activity following microstimulation (10%, 32 out of 318 dendrites, “ON” 
dendrites; see Methods for classification criteria). Another dendritic subpopulation 
significantly reduced Ca2+ fluorescence (37%, 118 out of 318 dendrites, “OFF” dendrites). 
The rest were not responsive to microstimulation (53%, 168 out of 318 dendrites “NR” 
dendrites). Similar proportions of L5ON cells and ON dendrites hinted that ON dendrites 
might belong to the L5ON cells displaying high burst rates. Tight coupling of dendritic and 
somatic activity in anesthetized (Helmchen et al., 1999) and awkae behaving animals 
(Beaulieu-Laroche et al., 2019; Francioni et al., 2019) support this hypothesis. Correlation of 
both enhanced burst firing and dendritic Ca2+ activity with learning suggests that memory 
formation leads to strengthening of responsiveness of L5 pyramidal neurons to apical 
dendritic inputs. 
To test if learning to associate microstimulation and reward requires activation of 
dendritic Ca2+ activity, we aimed to suppress dendritic Ca2+ activity during training sessions. 
Unfortunately, there is no existing technique, to the best of our knowledge, that can 
unequivocally and specifically abolish dendritic Ca2+ activity in L5 pyramidal neurons without 
affecting other cellular and network activities. One of the best established methods 
previously used to suppress dendritic Ca2+ activity is to activate G-aminobutyric acid type B 
(GABAB)–receptor by applying a GABAB–receptor agonist, baclofen, to apical dendrites. A 
tight coupling between dendritic GABAB receptors and the dendritic Ca2+ channels (Pérez-
Garci et al., 2006, 2013) enables efficient blocking of dendritic Ca2+ activity (Palmer et al., 
2012; Suzuki & Larkum, 2017; Takahashi et al., 2016). We applied 50 µM baclofen every 20 
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min during the training session to the superficial layer (~150 µm from pia) of S1, where the 
Ca2+ spike initiation zone is located (Larkum & Zhu, 2002) (Figure 3.13f, upper). Blocking 
dendritic Ca2+ activity with baclofen significantly impaired learning (Figure 3.13g-h, blue; 
Baclofen 0.2±0.05, n=6 vs. control 0.5±0.06, n=20, Wilcoxon rank-sum test, p=0.01), 
indicating an important role of dendritic Ca2+ activity on memory formation. Next, we took a 
physiological approach recruiting an endogenous cortical circuitry that inhibits dendritic Ca2+ 
activity. Somatostatin (SST)-positive interneurons have been previously shown to suppress 
dendritic activity via GABAA receptor-mediated inhibition (Murayama & Larkum, 2009; 
Palmer et al., 2012; Wang et al., 2004). Moreover, other studies showed that disrupting SST+ 
interneurons results in preventing learning-induced plasticity and learning (Chen et al., 2015; 
Cichon & Gan, 2015; Makino & Komiyama, 2015; Williams & Holtmaat, 2019). We 
optogenetically activated SST+ interneurons expressing ChR2 with 465 nm LED light in 
SST::ChR2 transgenic mice (Fig. 3.14f, lower; see Methods). Activating SST+ interneuron 
circuits also prevented learning (SST -0.4±0.07, n=6 vs control 0.5±0.06, n=20, Wilcoxon 
rank-sum test, p<0.001; Figure 3.13g-h, purple). Therefore, dendritic Ca2+ activity is crucial 
for memory formation during microstimulation detection task. Altogether, these results 
suggest that active properties of dendrites are potential cellular mechanisms for neocortical 
memory formation. This mechanism can also account for the significance of top-down inputs 
targeting L1 on learning and the emergence of highly bursting L5 pyramidal neurons in 
traned animals. 
Chapter 3. Results  SHIN (2020) 




Chapter 3. Results  SHIN (2020) 
 ___________________________________________________________________________                                                  
53 
 
Figure 3.13. Dendritic Ca2+ activity of L5 pyramidal neurons is crucial for memory formation. a) Schematic of 
two-photon dendritic Ca2+ imaging during behavior. DiI trace shows the location of the microstimulation 
electrode. b) Z-stack image of recorded dendrites and μStim electrode in L5. c) Horizontal imaging plane (upper) 
(~150 μm from pia) and average (with s.e.m) Ca2+ responses (lower) for all trials from a dendrite marked with a 
yellow arrow. d) Ca2+ responses in an example apical dendrite marked in c) during µStim trials (n=180). e) Left, 
average peri-stimulus time Ca2+ responses in ON, OFF and NR dendrites (total n=318 dendrites) during hit trials. 
Gray box: μStim. Right, the fraction of ON, OFF and NS dendrites. f) Schematic of pharmacological and 
optogenetic manipulations of dendritic activity. Upper inset, application of baclofen in superficial layers of S1 in 
WT mice. Lower inset, optogenetic activation of SST+ interneurons during μStim detection task in SST::ChR2 
transgenic mice. Blue light (465 nm) was shed on the surface of the craniotomy. g) Cumulative differences 
between hit and miss trials of control (n=20, black), baclofen-injected mice (n=6, blue) and SST::ChR2 mice (n=6, 
purple) during the first session. h) Normalized learning scores of control, baclofen-injected mice and SST::ChR2 
mice at the first session. Each dot corresponds to individual mice and black line represents the average. 
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Chapter 4. Discussion 
The present study describes an MTL-neocortical pathway that mediates 
hippocampal-dependent learning and a potential cellular mechanism underlying neocortical 
memory formation via L1. Both inhibiting neuronal activity and the axonal output of the 
perirhinal cortex to L1 of S1 profoundly impaired learning but did not affect the performance 
of expert animals, suggesting that this pathway is crucial for memory formation but not 
sensory detection per se. Next, we found that learning to associate microstimulation with 
reward enhanced high-frequency burst firing in an ensemble of L5 pyramidal neurons in S1, 
which was dependent on perirhinal inputs to L1 of S1. Learning was also correlated with an 
enhancement of dendritic Ca2+ activity in L5 pyramidal neurons and suppressing dendritic 
Ca2+ activity resulted in learning impairment. We conclude that neocortical L1 is a crucial 
anatomical substrate for sensory association memory, channeling top-down contextual 
inputs that trigger dendritic Ca2+ spikes and burst firing in a sparse population of L5 
pyramidal neurons (~10%). 
 
4.1 Microstimulation detection task is a hippocampal-dependent 
learning paradigm 
Prior to investigation on cellular mechanisms of neocortical memory formation, we 
first adapted and characterized the learning behavior of rats and mice during the 
microstimulation detection task. Intracortical microstimulation has been previously used in 
human, primate and rodent research to establish a causal link between neuronal activity and 
sensory perception (Houweling and Brecht, 2008; Newsome et al., 1990; Penfield and 
Rasmussen, 1950; Romo et al., 1998, 2000). While it is not possible to exactly describe the 
sensation evoked by sensory cortical stimulation in animals, human studies suggest that 
microstimulation in S1 induces tactile sensation that is comparable to sensation induced by 
natural stimuli (Penfield and Rasmussen, 1950). In rodents, microstimulation has been used 
at the initial step in an attempt to train rats to report single neuron stimulation (Doron et al., 
2014; Houweling and Brecht, 2008). However, these studies did not investigate how animals 
initially learn to associate the cortical microstimulation and reward and mechanisms 
underlying this process.  
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In this study, we characterized learning behavior during the microstimulation 
detection task by assessing the behaviors of the two most popular rodent models: rats and 
mice. Both species displayed indistinguishable performance measured by several behavioral 
metrics (Figure 3.2-3.3), suggesting that this paradigm can be used in cross-species studies to 
investigate evolutionarily conserved neuronal mechanisms underlying their behaviors. In 
addition, the knowledge gained from one species could be generalized to the other. Even at 
low intensity (≤10 µA) trials, mice showed a comparable performance to rats (i.e. experts), 
suggesting that mice can also be trained to behaviorally report a weak cortical stimulation. 
Nevertheless, whether mice can detect single neuron stimulation, which uses several orders 
of magnitude lower than 10µA (Houweling et al., 2010), should be tested in the future. Even 
though two rodent species exhibited equivalent learning behaviors, there were also 
differences between them, namely, impulsiveness. Mice were generally more impulsive than 
rats, reflected in their licking behavior (Figure 3.2i). The high spontaneous licking resulted in 
longer inter-trial intervals since impulsive licking was mildly punished with a delay for the 
next trial to initiate (Figure 3.2j; see Methods). These results suggest that although both rats 
and mice can learn to behaviorally report microstimulation in the sensory cortex rapidly and 
robustly, their innate behavior such as impulsiveness can affect the session duration and 
performance depending on the task design. One possible prediction from this result is that 
increasing the delay between microstimulation and reward might be more difficult for mice 
to learn than for rats. Future experiments involving modified versions of this task should 
consider such factors in task design. 
Characterizing behavior during this behavioral paradigm also allowed us to consider 
several modifications to optimize the task. For instance, both rats and mice exhibited much 
shorter reaction time than the maximum response window not only at the expert level 
(Figure 3.3c&e, microstimulation) but also already after the first training session (Figure 
3.2g), indicating that response window can be shortened for more precise estimation of the 
performance. Consistent with this, long response window potentially overestimated the 
response rate to catch trials, where lick rate was measured while no stimulus was presented 
(Figure 3.3c&e, catch). Next, precise manipulation of stimulation patterns during the 
microstimulation detection task proposes a possibility to investigate perceptual learning, 
where discrimination of sensory stimuli improves through training (Seitz, 2017). By 
presenting stimuli with different intensities while coupling only one stimulus to reward, one 
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can investigate how training improves the animal’s ability to distinguish a target stimulus 
from others and the underlying neuronal mechanisms in this process. In fact, this possibility 
is not limited to stimulus intensity but also other stimulus properties such as frequency and 
duration.   
Using two models of disrupted hippocampal activity – transient inactivation of 
neuronal activity by application of sodium channel blocker and chronic disruption of 
hippocampal activity by inducing mouse-model of epilepsy – we showed that normal 
hippocampal activity is crucial for memory formation as well as for a stable long-term 
memory (Figure 3.5). Given that the hippocampus is well known to be involved in episodic 
memory formation and spatial navigation, it seemed surprising at the first sight that this 
simple sensory association learning is hippocampal dependent. Although hippocampal 
activity was not directly measured in this study, several studies reported tactile information 
processing in the hippocampus (Bellistri et al., 2013; Itskov et al., 2011; Pereira et al., 2007; 
Zhao et al., 2020). Pereira et al., recorded simultaneously in the Cornu Ammonis 1 (CA1) 
region of the hippocampus and S1 during passive whisker stimulation and active tactile 
discrimination task and found that CA1 neurons significantly responded to whisker 
stimulation. Another recent study showed that the hippocampus does not encode physical 
properties of stimuli per se but in conjunction with the animal’s location and maintain the 
tactile information even after reward was given (Itskov et al., 2011). These results suggest 
that somatosensory information can be readily integrated into memory representation in 
the hippocampus. Future studies, directly monitoring hippocampal activity during the 
microstimulation detection task, will be able to elucidate how hippocampal neurons 
associate direct cortical stimulation and reward and how different subfields of the 
hippocampus contribute to this type of learning. Alternatively, the involvement of the 
hippocampus in the microstimulation detection task might be due to the temporal 
relationship between stimuli and reward in our paradigm, where reward was given only 
when animals responded at a certain time window. Neither premature licking (less than 0.1 s 
from the stimulus onset) nor delayed licking (more than 1.2 s from the stimulus onset) was 
rewarded (see Methods). This means that animals had to take an action in a defined time 
window by withholding the licking for at least 0.1 s and rapidly respond within 1.2 s. The 
hippocampus contains time cells supporting the tracking of the lapsed time from the 
stimulus onset, enabling animals to respond at the correct timing (MacDonald et al., 2011; 
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Pastalkova et al., 2008). Lastly, salient or novel events are shown to engage hippocampal 
activity (Dolan and Fletcher, 1997; Jafarpour et al., 2019; Kumaran and Maguire, 2006; 
Ranganath and D’Esposito, 2001). Although we speculate that microstimulation evokes a 
similar sensation induced by natural stimuli, the initial high intensity of microstimulation 
might induce a novel sensation that animals had never experienced before.  
The microstimulation detection task possesses several advantages for memory 
research over other learning paradigms using natural stimuli. First, direct cortical stimulation 
bypasses multisynaptic pathways from whiskers to S1 (Feldmeyer et al., 2013; Petersen, 
2007), minimizing brain circuits involved in learning and makes it easier to isolate neocortical 
contribution in learning and memory. Second, because the experimenter controls the 
stimulation pattern as well as the location and timing of current injection, this task allows 
defining the area of interest and the temporal window precisely, where and when the 
underlying neuronal mechanisms of memory formation can be examined. Specifically, this 
characteristic enables to scrutinize activity changes in the stimulated area during learning as 
well as to investigate the contribution of a specific input arriving in that area. Next, this task 
requires relatively short time (one session) to train animals, avoiding overtraining, during 
which different subjects could develop different strategies to learn the task. In conclusion, 
the microstimulation detection task is an effective learning paradigm for investigating 
interactions between MTL and neocortical memory systems as well as neuronal mechanisms 
of memory storage in the neocortex. 
 
4.2 Neocortical layer 1 is a major anatomical target of memory  
 Our retrograde and anterograde tracing results indicate that the perirhinal cortex is 
the last output station of MTL system that directly projects feedback inputs to S1 (Figure 3.6-
3.7). Notably, perirhinal axons strongly target L1 of S1 and specific inhibition of these axons 
in L1 resulted in a similar level of learning impairment as ipsilateral perirhinal inhibition with 
Na+ channel blocker (Figure 3.8, 3.10). Therefore, a major output pathway of the MTL system 
to S1 is routed via the perirhinal cortex, which exerts its influence on neocortical L1 to 
mediate memory formation. The importance of perirhinal input to L1 on learning implies 
that this input might form memory by interacting with other long-range cortico-cortical 
inputs to L1 containing contextual information (Cauller, 1995). One implication of this 
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unique connectivity of L1 is that internal model (ex. memory) might be reflected in altered 
activity in this layer.  
L1 contains local interneurons and dendrites of pyramidal neurons located in deeper 
cortical layers. ChR2-assisted functional mapping of the connectivity between the perirhinal 
cortex and L1 of S1 found that perirhinal axons target both L1 interneurons and dendrites of 
L5 pyramidal neurons (Figure 3.9a-b). Although we did not classify interneuron types 
receiving perirhinal inputs, previous studies reported that other L1-targeting long-range 
inputs (from M1 and POm) recruit vasoactive intestinal polypeptide (VIP)-expressing 
interneurons (Lee et al., 2013; Williams & Holtmaat, 2019). Another recent study that 
characterized neuron-derived neurotrophic factor (NDNF)-expressing  interneurons found 
that the perirhinal cortex innervates this class of interneurons in L1 of A1, which display 
experience-dependent activity changes after learning (Abs et al., 2018). While VIP+ 
interneurons can disinhibit dendrites of pyramidal neurons by inhibiting dendrite-targeting 
SST+ interneurons (Pfeffer et al., 2013), NDNF+ interneuron can directly suppress dendritic 
activity via GABAB receptors (Abs et al., 2018). Although it is unclear how seemingly 
opposing effects (i.e. excitation and inhibition) contribute to dendritic activity during 
learning, this might be able to explain our two-photon imaging results that identified 
distinctive subpopulations of L5 pyramidal dendrites following learning. One group of 
dendrites strongly enhanced Ca2+ activity (ON dendrites) while another group showed strong 
negative responses (OFF dendrites) upon microstimulation (Figure 3.13e). Perirhinal inputs 
as well as other long-range inputs could potentially mediate this process by disinhibiting one 
group of dendrites by activating VIP+ neurons while inhibiting others by activating NDNF+ 
interneurons.  
Although perirhinal input to L1 was necessary in learning, this input was not required 
once memory was formed (i.e. in experts) (Figure 3.10c, expert). Together with the fact that 
dendritic Ca2+ activity is enhanced in highly trained animals during sensory detection tasks 
(in our study and Takahashi et al., 2016&2020), this implies that other cortico-cortical inputs 
to L1 may as well have contributed to excitation of dendrites. Here we tested the 
contribution of another L1-targeting input originating in POm in learning (Figure 3.10e-f). 
Contrary to perirhinal input to L1, suppressing POm axonal activity in L1 using the same 
chemogenetic approach did not disrupt learning. One possible explanation is that since our 
paradigm bypasses the thalamus that normally delivers peripheral sensory input to S1, 
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thalamocortical circuits might not be strongly involved in the microstimulation detection 
task. In fact, rhythmic whisker stimulation that begins from the periphery has been shown to 
induce POm-dependent long-term potentiation in L2/3 pyramidal neurons (Gambino et al., 
2014). Therefore, it is possible that POm inputs contribute to peripheral sensory perception 
and sensory learning that involves thalamo-cortical circuits (Audette et al., 2017). 
Alternatively, POm input to L1 might contribute to dendritic excitation in later stages of 
learning when learning becomes independent of perirhinal inputs. In addition to perirhinal 
and POm inputs, L1 receives long-range inputs from the motor cortex (both M1 and M2), S2, 
cingulate cortex, retrosplenial cortex and striatum (Figure 3.6; Aronoff et al., 2010; Petersen, 
2019). These pathways can well be engaged during the microstimulation detection task and 
provide top-down inputs necessary to generate dendritic spikes in the later period. Based on 
these observations, we hypothesize that perirhinal inputs to L1 serves as a gating signal for 
the enhancement of cortico-cortical feedback inputs (Figure 4.1). The perirhinal cortex 
initially provides an instructive signal that allows synaptic plasticity between weak cortico-
cortical inputs and dendrites to occur and this role becomes less required as cortico-cortical 
connections strengthen during memory consolidation. The instructive role of perirhinal 
inputs during learning might be replaced by prefrontal inputs for remote memory (Frankland 
and Bontempi, 2005). This hypothesis is in line with the systems memory consolidation 
model, which posits the role of the MTL system in strengthening connections between 
neocortical areas (Diekelmann and Born, 2010; Klinzing et al., 2019). Our study proposes 
that, at least in primary sensory areas, strengthening of cortico-cortical connections during 
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Figure 4.1. Gating model of neocortical memory formation. a) During learning, PRh input to L1 gates other 
cortico-cortical inputs to the same layer, which activate dendrites and induce burst firing upon a stimulus, 
leading to a successful behavior (licking). At this stage, cortico-cortical inputs are not strong enough to activate 
dendritic Ca2+ activity alone. b) When PRh input is blocked, cortico-cortical inputs are not able to activate 
dendrites and burst firing, resulting in unsuccessful behavior. c) After several days of training, cortico-cortico 
inputs are strengthened (i.e. memory consolidation) and do not require PRh input to activate dendrites and 
burst firing.  
Nevertheless, we should consider other possibilities why perirhinal axonal inhibition 
did not affect trained animals. First, as seen from anterograde tracing, the perirhinal cortex 
does not only send axons to L1 but also to deeper layers. Thus, it is possible that inputs in 
deeper layers can compensate for the L1 pathway when it is not functional. Second, we 
cannot rule out the possibility that chemogenetic inhibition by CNO was not complete. 
Although we attempted to inhibit the entire cranial window, a few axons could have 
survived our manipulation and a small population of these axons might have been sufficient 
to mediate learning but at a slower rate. Lastly, information from the MTL system might 
recruit other pathways bypassing the perirhinal cortex to arrive S1. For example, the 
retrosplenial cortex is directly connected to the hippocampus (via subiculum) and to S1, 
positioned similarly to the perirhinal cortex (Figure 3.6; Cenquizca & Swanson, 2007; Nitzan 
et al., 2020). In addition, the entorhinal cortex sends weak projections to S1 as well (Kerr et 
al., 2007). Further experiments are required to examine how diverse L1 inputs differentially 
contribute to memory formation in the neocortex. 
 
4.3 The potential role of dendrites in learning and memory 
What is the cellular mechanism of memory formation mediated by L1 inputs? One of 
the major cellular targets of L1 inputs is apical dendrites of L5 pyramidal neurons 
(Ramaswamy and Markram, 2015). In this study, we have provided several lines of evidence 
that dendritic Ca2+ activity plays a key role in learning. First, chemogenetic suppression of 
perirhinal input to L1 impaired learning and reduced burst responses in L5 pyramidal 
neurons (Figure 3.11). Tight coupling between somatic burst firing and dendritic Ca2+ activity 
in awake behaving animals (Beaulieu-Laroche et al., 2019; Francioni et al., 2019) implies that 
down-regulation of perirhinal input to L1 reduced dendritic Ca2+ activity in these neurons as 
well. Indeed, the estimation of chemogenetic effect revealed that this manipulation mostly 
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affected the apical dendritic compartment of L5 pyramidal neurons (Figure 3.9i), where it 
receives perirhinal input (Figure 3.9b). In addition, in vitro studies demonstrated that burst 
firing can be caused by apical dendritic inputs and dendritic spikes (Helmchen et al., 1999; 
Larkum et al., 1999; Larkum & Zhu, 2002; Pérez-Garci et al., 2006). Therefore, perirhinal 
inputs must have controlled somatic burst firing by activating dendritic activity in L5 
pyramidal neurons. Second, baclofen application, which has been shown to effectively 
abolish dendritic Ca2+ spikes (Palmer et al., 2014; Suzuki & Larkum, 2017; Takahashi et al., 
2016), caused learning impairments (Figure 3.13g-h, blue). Finally, optogenetic activation of 
dendrite-targeting SST+ interneuron also resulted in disruption of learning (Figure 3.13g-h, 
purple). Taken together, these results suggest that a key process of learning entails active 
dendritic mechanisms modulated by L1 inputs.  
How do active dendrites contribute to memory formation and consolidation? First, 
dendritic spikes are highly implicated in synaptic plasticity. A single burst-event induced by 
dendritic spikes in CA1 neurons has been shown to potentiate synaptic strength for few 
hours (Remy and Spruston, 2007). Another recent study in the hippocampus characterized a 
new synaptic plasticity rule, termed behavioral timescale synaptic plasticity (BTSP) (Bittner 
et al., 2015, 2017; Zhao et al., 2020). This rule is governed by dendritic plateau potentials, 
which support a few second-long plasticity window that is several magnitudes longer than 
Hebbian plasticity (Bittner et al., 2017). Intriguingly, BSTP mediates place field formation in 
CA1 pyramidal neurons, which display similar long-lasting high frequency bursts to those we 
observed in L5 pyramidal neurons during and after learning (Figure 3.11&3.12). Consistent 
with the observation by Bittner et al., two-photon imaging of CA1 dendrites in mice 
performing spatial task in virtual reality revealed that local dendritic spikes underlie place 
cell formation (Sheffield and Dombeck, 2019, 2015). It is tempting to speculate that a similar 
plasticity mechanism might underlie this remarkable resemblance displayed in the 
hippocampus and S1 pyramidal neurons’ firing behavior during learning. Second, theoretical 
studies illustrated that active dendritic mechanisms increase the memory capacity. Poirazi 
and Mel showed that compartmentalized dendrites with non-linear integration could learn 
46 times more number of patterns than dendrites with linear integration in yes/no 
recognition task (Poirazi and Mel, 2001). This model opened a possibility that memory 
information can be stored not only in synaptic connections between neurons but also at a 
subcellular level. In line with this, brain areas in the frontal lobe that are considered to be 
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highly associated with long-term memory contain pyramidal neurons with more complex 
dendritic arborizations than posterior sensory areas (Elston, 2000). These results suggest 
that non-linear integration by active dendrites can support synaptic plasticity required for 
memory formation as well as long-term storage of memory information. 
Synaptic plasticity for long-term memory require new protein synthesis (Kandel, 
2001; Shrestha et al., 2020) that mediates structural changes (Bailey & Kandel, 1993; Hofer 
et al., 2009; Xu et al., 2009). As dendrites receive the majority of synaptic inputs (Larkman, 
1991) and undergo experience-dependent structural changes such as new spine formation 
(Li et al., 2017; Yang et al., 2014), it is likely that protein synthesis in dendrites plays a 
significant role in memory storage. Indeed, messenger RNA and ribosomes were found in 
distal dendrites, indicating a local protein translation (Holt et al., 2019; Martin et al., 1997). 
Local protein synthesis ensures rapid induction of long-term plasticity in subcellular 
compartments, which would otherwise take a few hours to days to traffic proteins from the 
soma (∼1 μm/s) (Griffin et al., 1976). This process also undergoes experience-dependent 
regulations (Sambandan et al., 2017). Recent advances in single-molecule imaging and 
metabolic labeling methods can detect newly synthetized proteins in a particular neuronal 
compartment, for instance in dendrites (Holt et al., 2019), opening a possibility to identify 
proteins translated by learning and investigating their specific role in long-term memory. 
Furthermore, blocking local protein synthesis specifically in distal and apical dendrites will be 
instrumental for probing the crucial role of this cellular compartment for memory storage.  
 
4.4 Cellular correlates of memory in the neocortex 
Neuronal responses could differ in response to the same bottom-up sensory inputs 
depending on the context provided by top-down inputs, leading to different behavioral 
responses. Our results indicate that top-down MTL inputs (via the perirhinal cortex) to L1 
gates learning-induced modulation of L5 pyramidal neuronal responses (Figure 3.11). 
Heterogeneous responses of L5 pyramidal neurons developed into three distinctive classes 
following learning, in particular in a subset of L5 pyramidal neurons exhibiting enhanced 
dendritic Ca2+ activity and burst firing to the same cortical stimulation aimed at the soma 
(Figure 3.12&3.13). These results suggest that memory formation in the neocortex (i.e. not 
dependent on perirhinal input) enhances responsiveness of L5 pyramidal neurons to distal 
dendritic inputs. What synaptic processes might occur during learning to mediate these 
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changes? First, the amplitude of distal dendritic inputs can be potentiated by synaptic 
plasticity in upstream areas that project to L1. Indeed, we found that perirhinal axons 
increase activity following the first training session (Figure 3.8f). Consistent with this, axonal 
activity of the retrosplenial cortex in L1 of V1 (Makino and Komiyama, 2015) was shown to 
increase after learning. Second, synapses between L1 inputs and distal dendrites can be 
strengthened. In vitro studies showed that distal synapses potentiate when distal dendritic 
inputs are paired with burst firing (Froemke et al., 2010; Letzkus et al., 2006; Sjöström & 
Häusser, 2006). Since L5 pyramidal neurons showed increased burst firing during learning, it 
is likely that distal synapses with perirhinal or other L1 inputs were potentiated. Moreover, 
L1 inputs have been shown to induce heterosynaptic plasticity, in which strengthening 
synaptic connections is indirectly induced by neighboring synapses (Chistiakova and 
Volgushev, 2009). For example, POm inputs to L2/3 apical dendrites in L1 can gate synaptic 
plasticity between L2/3 and L4 pyramidal neurons, while POm synapses with L2/3 remain 
unchanged (Williams & Holtmaat, 2019). Similarly, a recent neuronal model reflecting active 
dendritic properties suggests that L1 inputs targeting distal dendrites can provide a teaching 
signal that determines the sign of long-term plasticity in perisomatic synapses by inducing 
burst firing (Payeur et al., 2020).  
  As discussed above, one of the major consequences of dendritic Ca2+ spikes is burst 
firing. Especially, long-lasting bursts can be induced when distal dendritic inputs and somatic 
inputs coincide in a same L5 pyramidal neuron in vitro (Larkum et al., 1999). Based on this 
observation, a recent hypothesis implicated L5 pyramidal neuron as an association unit in 
the neocortex (Larkum, 2013). Termed backpropagation-activated Ca2+ spike (BAC) firing 
hypothesis, this hypothesis suggests that association of feedback inputs and feedforward 
inputs can occur at the cellular level, in which coincidence of two information streams will 
be expressed as high-frequency burst firing in the soma. Consistent with this hypothesis, we 
observed that burst firing was reduced when distal dendritic input (perirhinal input to L1) 
was inhibited while somatic input (microstimulation) remained constant, suggesting that 
bursts might be a product of coincidence detection during learning. Downregulating 
perirhinal input to L1 not only reduced burst firing but also impaired learning (Figure 3.10b-
c, hM4Di/CNO), implying that a key aspect of learning is providing top-down inputs to L5 
pyramidal neurons.  
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Moreover, BAC firing hypothesis predicts that burst firing can serve as an indicator 
for neurons participating in conscious behavior. Interestingly, we found a subset of L5 
pyramidal neurons (L5ON) exhibiting enhanced burst firing (Figure 3.12). Although we did not 
directly test if L5ON cells store memory (i.e. whether artificial activation of theses neurons 
retrieve memory), our study signifies a potential role of bursts as a way of neural 
communication employed by the neocortical neurons to represent memory. Indeed, burst 
coding has been suggested to provide extra information than single isolated spikes (Lisman, 
1997). A recent study showed that bursts in subicular bursting neurons contain more spatial 
information than isolated spikes (Simonnet and Brecht, 2018), corroborating this hypothesis. 
Several studies suggested how bursts facilitates an efficient neural communication. For 
example, increased burst firing can drive postsynaptic neurons more reliably by synaptic 
facilitation (Malinow et al., 1994; Stevens and Wang, 1995) and non-linear integration of 
EPSPs in postsynaptic neurons (Thomson, 2000). Therefore, bursts could induce stronger 
sensation or behavioral response by activating downstream areas robustly. In line with this, 
irregular action potentials containing bursts have been shown to be more detectable by rats 
(Doron et al., 2014). Furthermore, burst coding has been suggested to provide an additional 
computational power such as multiplexing (Naud and Sprekeler, 2018). According to this 
model, bottom-up and top-down information can be simultaneously broadcasted by 
ensemble event rate and burst probability, respectively. In fact, correlation of burst firing 
and cognitive functions is not limited to S1 pyramidal neurons. For instance, a recent study 
found that a small population of L2/3 pyramidal neurons in A1 display high-frequency burst 
firing following sensory association learning (Wang et al., 2020). In addition, CA1 pyramidal 
neurons fire in bursts during place field formation (Bittner et al., 2015).   
Overall, our results suggest that memory is formed by upregulating responsiveness of 
L5 pyramidal neurons to top-down inputs arriving distal dendrites, which can powerfully 
modulate neuronal responses to sensory stimuli by triggering dendritic spikes. Our results 
corroborate the BAC firing hypothesis that predicted cellular correlates of memory can be 
identified by examining their firing patterns (i.e. bursts). Based on our results and others, we 
hypothesize that high-frequency burst firing in an ensemble of L5 pyramidal neurons can 
efficiently reinstate memory traces and retrieve learned behavior.   
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4.5 Memory traces in different neocortical hierarchies 
Conventionally, memory research has focused on higher-order association areas 
(Eichenbaum, 2000; Frankland and Bontempi, 2005) and somewhat overlooked primary 
sensory areas. This view is based on previous studies using immediate early genes (IEGs; ex. 
c-fos, zif268, arc/arg3.1 and homer), often used as a marker for synaptic plasticity owing to 
their activity-dependent expression (Guzowski et al., 2005). These studies found that remote 
fear memory recall (≥30 days after the first experience) engages medial prefrontal cortex, 
parietal cortex and retrosplenial cortex (Maviel et al., 2004; Wheeler et al., 2013). Inhibiting 
these areas impaired remote memory recall (Frankland et al., 2004; Todd and Bucci, 2015; 
Todd et al., 2016) and activating neurons in these regions could elicit memory recall 
(Cowansage et al., 2014), confirming their role in long-term memory. In contrast, the present 
study demonstrated that MTL inputs to the primary sensory cortex is crucial for memory 
formation.  
Interestingly, while monitoring brain-wide memory traces underlying fear memory, 
Wheeler et al., observed an increased number of Fos-expressing neurons in S1 after remote 
memory retrieval compared to recent memory recall, although it did not fulfill the author’s 
criteria for the reliable contribution (Wheeler et al., 2013). Therefore, primary sensory areas 
can be engaged in long-term memory as well. In the present study, we found highly 
responsive neurons in S1, which emerged after animals were trained for several days, at the 
stage when learning became independent of perirhinal inputs (Figure 3.12). These neurons 
in primary sensory areas were found only after a few days of training but they might 
maintain their activity for longer-term (≥30 days) to support remote memory. However, it is 
worth noting that neuronal populations identified by electrophysiological properties might 
not completely overlap with those defined by IEG expression. For instance, expression of 
IEGs often occur slowly (Josselyn et al., 2015) and Fos-labeling might not able to detect all 
L5ON neurons.   
While our study provides several lines of evidence for memory trace in S1, how 
diffused memory traces in the neocortex are represented and processed at different 
hierarchical levels remains to be answered. First, how do multiple memory traces in 
different brain areas distinctively contribute to memory? As suggested previously for 
prefrontal cortex (Frankland and Bontempi, 2005; Wiltgen et al., 2004), higher-order 
association areas with their widespread connections with other neocortical areas might 
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integrate and coordinate activities in distributed neocortical memory traces rather than 
directly encode the contents of the memory. Instead, specific sensory features of memory 
might reside in primary sensory areas. Similarly, index theory suggested that hippocampal 
information might serve as an an index to neocortical activity pattern that is associated with 
an episode (Teyler and DiScenna, 1986; Teyler and Rudy, 2007). Second, how do sparse and 
distributed memory traces communicate each other to form a cohesive memory? Our 
results suggest that cortico-cortical projections to L1, strengthened during memory 
consolidation, might trigger burst firing in a specific set of neurons. These cortico-cortical 
inputs from multiple memory traces might be coordinated by higher-order areas and 
provide a contextual information to sensory areas and activate an ensemble of neurons 
associated with sensory features coupled to that context. Finally, primary sensory areas and 
higher-order areas might require different duration to develop memory traces. Primary 
sensory areas might form memory traces faster than higher-order areas or vice versa. Future 
studies monitoring multiple cortical areas simultaneously for long-term will be able to 
characterize the time course of neural representations of memory as well as their 
interactions.  
 
4.6 Limitation of the present study 
 The findings of this study have to be seen in light of several limitations. First, a 
learning paradigm using artificial stimuli requires further examinations to find out whether 
the same circuit and cellular mechanisms are responsible for natural learning behavior. For 
example, our behavioral paradigm using direct cortical stimulation bypasses thalamocortical 
sensory pathways. It is probable that subcortical and thalamocortical pathways also 
contribute to learning using peripheral sensory stimuli (Audette et al., 2019; Gambino et al., 
2014; Williams and Holtmaat, 2019). However, multiple pathways reaching the neocortex 
from the periphery can obscure the contribution of the neocortex on learning by redundant 
processing and the microstimulation detection task provides an advantage over other 
learning paradigms using peripheral stimulus in this sense. Next, in real-life situations 
learning and memory often involves different sensory modalities rather than a single 
modality used in this paradigm. Further studies are required to examine if the same circuit 
and cellular mechanisms described in this study are also employed in more ethological 
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learning paradigms requiring multimodal sensory processing and how different circuits 
interact to mediate multimodal memory formation.  
 Another limitation pertains to the recording method we used to measure neuronal 
activity during learning. We used juxtacellular recording that allowed us to measure single-
neuron activity at high resolution. While this method allowed us to isolate spikes from a 
single neuron at high fidelity and especially enabled a reliable burst analysis, it could not 
offer us to investigate neuronal interactions during learning because we could record only 
one cell at a time. Given recent views regarding neuronal ensemble coding (Buzsáki, 2010; 
Harris, 2005; Luczak et al., 2015; Yuste, 2015), it would be interesting to investigate how a 
subpopulation of L5ON neurons we observed here represent high-dimensional memory 
information and how they interact with each other.  
Furthermore, we confined our recordings primarily in L5 for several reasons 
discussed earlier (see Results section 3.3) (Larkum, 2013). This does not mean that we 
excluded a possibility that neurons in other layers or interneurons do not contribute to 
memory. In fact, it would be of a great interest to record different layers simultaneously and 
investigate how different layers contribute to memory formation and represent memory in 
different ways, for example, using a silicon probe (also see Outlook). This method will also 
allow us to record the same population for long-term, making it possible to track activity 
changes in the same neurons at different learning stages. 
 Finally, our behavioral paradigm consisted of continuous behavioral epochs. Thus, we 
were not able to disentangle the neuronal activity caused by different behavioral states such 
as stimulus receiving, decision making and reporting (licking). Developing a behavioral 
paradigm with separate epochs will make training more difficult and longer but will enable 
us to disentangle the contribution of each behavioral state.  
   
4.7 Outlook 
It is commonly regarded that transfer of memory from the MTL system to the 
neocortex primarily happens during offline periods (i.e. immobile or sleep) and often 
referred to as memory consolidation in order to distinguish it from memory encoding in the 
hippocampus during online periods (Buzsáki, 1989). The interaction between the medial 
temporal system and neocortex plays a pivotal role in memory consolidation (Born, 2010; 
Diekelmann and Born, 2010; Klinzing et al., 2019). Our study suggests that this interaction is 
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also essential during online memory formation stage, as blocking output of the medial 
temporal system (i.e. the perirhinal cortex) to S1 during training impaired learning. We also 
showed that this interaction occur through a particular layer of the neocortex, L1. It is 
tempting to speculate that L1 is also a target of offline memory consolidation. In agreement 
with this hypothesis, a recent study showed that top-down input from M2 to L1 of S1 during 
NREM sleep supports memory consolidation (Miyamoto et al., 2016). In addition, dendritic 
Ca2+ activity has been shown to increase during sleep spindles, cortical oscillations coupled 
to hippocampal SWRs (Seibt et al., 2017). Another study showed that dendrite-targeting 
SST+ interneurons decrease activity during spindles, releasing dendrites from inhibition 
(Niethard et al., 2018). More direct evidence for the role of L1 and dendritic Ca2+ activity in 
offline memory consolidation could be provided by simultaneous recording of dendritic 
activity in S1 and spiking activity and local field potential in the perirhinal cortex or/and 
hippocampus during sleep. Under those settings, one could investigate the coupling of L1 
activity to sleep oscillations tightly associated with memory consolidation such as spindles 
and SWRs and provide insights into how these oscillations create favorable conditions for 
memory consolidation. 
Another outstanding question is how different cortical layers contribute to memory 
processing and at different stages. Although our study focused on the role of L5 pyramidal 
neurons in learning and memory, L2/3 pyramids might contribute to long-term memory as 
well (Li et al., 2019; Xie et al., 2014). In accordance with this hypothesis, immediate early 
gene expression levels redistribute from deep layers to superficial layers in the parietal 
cortex as the memory becomes remote (Maviel et al., 2004). Examination of laminar 
reorganization during memory consolidation in primary sensory areas will shed light on our 
understanding in the contribution of each cortical layer in long-term memory.  
Finally, our study focused on changes occur at the single neuron level while recent 
advancement in multi-unit recording techniques and spike sorting algorithms emphasizes 
the significance of neural ensemble coding, in which a group of neurons encode abstract 
representations (Buzsáki, 2010; Harris, 2005; Yuste, 2015). In this perspective, memory is 
represented by a group of neurons (ex. engrams) rather than by a single neuron. In fact, our 
study also found that a small subpopulation of neurons (~10% L5ON cells) actively respond to 
reward-associated stimuli (Figure 3.12). Based on our results presented here, it is tempting 
to speculate that formation of neural ensembles encoding a particular memory 
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communicate via burst firing during memory retrieval. Recording somatic activities of the 
entire population of L5ON neurons using two-photon microscopy or multi-unit recording will 
be able to reconcile knowledge from single neuron level and population level. More 
specifically, these methods can establish more direct relationship between memory and 
burst firing in L5ON cells. For example, one could examine if bursts correlate with different 
level of learning and then if bursts rate returns to baseline after the animal is detrained. 
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