The use of self-organising maps (SOM) in unsupervised knowledge discovery has been successful and widely accepted, since the results produced are unbiased and can be visualised. Growing SOM (GSOM), or dynamic SOM that dynamically allocates map size and shape, was proposed to compensate for the static nature of Kohonen's SOM. GSOM has proven in experiments to decrease the time required to produce a feature map that is of appropriate size for the given data. However, although GSOM usually arrives at similar quantisation error when compared to SOM, it produces considerably higher topographic error. This property has significant influence on the quality of data visualisation and clustering using GSOM, therefore the authors propose an algorithm to enhance topographic quality of GSOM by means of recursive mean directed growing (RMDG) in the growing phase of GSOM while maintaining or even improving its quantisation quality. Furthermore, the authors introduce a dynamic SOM tree model, or hierarchical GSOM, to identify clusters with better accuracy and to visualise cluster separation and merging. Results show improvement of topography preservation when compared to GSOM, and SOM that has similar map size but is not of topologically optimum map aspect ratio. The dynamic SOM tree model demonstrates the ability to allow users to identify clusters interactively and at the same time understand how a larger cluster breaks up into smaller clusters (if it has any) and/or smaller clusters group to form a larger cluster.
Introduction
Data mining has become increasingly popular in the commercial world to extract knowledge from raw data. Many commercial data mining software packages are available on the market, and many of them utilise neural networks, multilayer feed-forward neuron networks (MFNN) and self-organising maps (SOM) as the core algorithm for data mining [1] , whilst others employ classical data analysis methods such as decision trees, Bayesian networks, association rules, etc. The SOM algorithm possesses the ability to visualise high-dimensional data and to represent a large number of data vectors by several (less than the number of data vectors) prototype vectors [2, 3] . Its use in knowledge exploration as data visualisation tool has proven successful in many instances [4, 5] and used by many software packages such as SAS Enterprise Miner [6] , IBM Intelligent Miner [7] , Eudaptics Viscovery SOMine [8] and Synes Data Prospector Suite [9] . As the main role of SOM in data mining is data visualisation and subsequently performs clustering of the visually presented data, if the SOM does not provide correct (topological) representation of the data then the clusters produced will also be incorrect. Therefore, faithful representation of the dataset, where the output space of the feature map well represents the input space in terms of topology and quantisation (sometimes also reflect probability density distribution), is crucial to the accuracy of the data mining process and is particularly important to data visualisation. Considering the necessity of evaluating topographic quality of SOM, various measures were proposed [10, 11] .
Current data mining applications using SOM involve training a SOM from a large number of data entries, obtaining a SOM that has good topographic and quantisation error often requires several iterations of trial and error or rules of thumb from experience. To avoid this time consuming and tedious process, the growing self-organising map (GSOM), a variant of SOM that allows adaptive size with controllable spread and is principally very similar to SOM except the adaptive nature, was proposed [12] . GSOM has been applied to textual document data mining case in [13] that is similar to Kohonen's WEBSOM application. GSOM, while successful in achieving adaptive size and shape with comparable quantisation error with SOM, usually results in considerably higher topographic error than SOM. Also, in the context of clustering using SOM (or GSOM), accuracy of clustering obtained from visually identifying clusters on a two-dimensional feature map is generally not very high even when the feature map is topologically ordered, but it is nevertheless sufficient for the application of database segmentation [14, 15] . To retain GSOMs merits and to further explore its use in data mining, an algorithm is proposed in this paper to improve GSOMs topographic quality, which we refer to as recursive means directed growing (RMDG), and a dynamic SOM tree model (hierarchical GSOM) is also presented. This paper is organised as follows: Section 2 illustrates the background of topographic error measure used by Kohonen [10] and a brief introduction of GSOM. Section 3 introduces the proposed RMDG algorithm and the dynamic SOM tree model. Section 4 includes simulation results of SOM, GSOM and GSOM with RMDG trained from a trivial two-dimensional synthetic dataset (a square region of uniformly distributed data points), and a less trivial twodimensional synthetic dataset (an L-shaped region of uniformly distributed data points). Section 4 also presents results of dynamic SOM tree models trained from datasets particularly suitable for benchmarking clustering techniques. It also provides discussion of the effectiveness of the newly proposed algorithms. Finally, Section 5 draws some concluding remarks of this paper and suggests future directions and extensions.
2. Topographic measure and the dynamic self-organising map
Topographic measures
Topology preservation of SOM is defined as the ability of SOM to preserve high-dimensional distance relationships between inputs in the input space in Euclidean sense by link distances between neurons in the output space. In a topologically ordered SOM, the link distance between two neurons is equivalent to the degree of similarity of the inputs mapped by the respective neurons such that inputs mapped by a neuron in one corner of SOM is most dissimilar to inputs that are mapped by the neuron in the diagonally opposite corner of the lattice. Contrarily, if there is topographic distortion, similar data will be mapped to neurons that are further apart, hence the effectiveness and accuracy of SOM to visualise high-dimensional data on a two-dimensional map is compromised. A more formalised definition of topology and its measurement is given in [11] and the illustration of the three types of topology disorder is presented in Fig. 1 . Error by the type of topology is the result of distortion of the map, e.g., the pair of the nearest neighbours 1, 3 is mapped onto A, D, which are not nearest neighbours. Ranking disorder is identified when (as in Fig. 1 ) B and C are nearest neighbours, but 2 and 3 are not. Error by metric type is a very strict case, since it defines the orderliness of distance relations between input and output space similar to the case of projection error in multidimensional scaling methods. For example, in Fig. 1 , distances between inputs 1, 2 and between 3, 4 are the same, however distances between map units A, B and between units C, D are not the same.
In Kohonen's SOM Pak [15] , a method to evaluate topographic quality was used to calculate the percentage of distortion of SOM in terms of ranking error. Such that for an input i, if the best matching unit (BMU), or the winner that has shortest Euclidian distance from the input, is NOT an adjacent neuron of the second best matching unit (second BMU), then there is a distortion in the map and exactly the case illustrated in Fig. 1 . Therefore, the topographic error measured by Kohonen's method is defined by Fehler! Verweisquelle konnte nicht gefunden werden. . .
where r bi and r sbi are the positions of BMU and second BMU of input i on the SOM respectively, their modulus is the shortest link distance between them and N is the total number of inputs. There are also other means of measuring topographic distortion, such as topographic product, suggested in [10, 11] . Topographic product evaluates the total score of the three types of topographic errors, but the heavy computation makes it unfeasible for online monitoring of topographic error. For the purposes of our demonstration, Kohonen's simple measure will be used. The quantisation error used to measure the quality of the feature maps is calculated as the average of shortest distance from inputs to their representing neuron, as shown in (2), where c 2 A (number of neurons of the feature map) and N is the total number of input vectors
Recursive means directed growing and dynamic self-organising map
The dynamic self-organising map (GSOM) algorithm has three major phases of training, namely growing phase, rough smoothing phase and fine tuning phase [12] . A pseudo-code in Table 1 briefly describes the growing phase algorithm. The growing phase tries to find an appropriate map size and shape, which in Kohonen's SOM algorithm often takes the user through several trials before getting the appropriate size. The map size is also determined from the user specified spread factor (SF) that is defined in (3), where GT is the growth threshold and D is the dimension of the input space. The use of a logarithmic function is to bound the allowable error, ½0; 1, by SF, [0, 1] . GT is used for determining when to initiate new neurons (i.e., increase the size of map), so that when the accumulative error, E, of a neuron exceeds GT, new neurons will grow around it if the neuron is on the boundary of the map, otherwise the accumulative error will be distributed to neurons adjacent to it. The other two phases of GSOM are similar to Kohonen's SOM algorithm, as rough smoothing phase to order the finalised map size and fine smoothing phase to perform final tuning GT ¼ ÀD Â lnðSFÞ;
As the subsequent phases of GSOM are the same as Kohonen's SOM, the major source of the topographic error should have occurred at the growing phase of the algorithm, where when new nodes are added the newly initialised nodes are placed in such a way that it introduces topographic distortion. Therefore, the authors introduce RMDG to place new nodes in proper position during the growing phase to improve the topographic quality of GSOM. Recursive mean as Kohonen calls it [5] , RMðk þ 1Þ, is the current mean value calculated considering all the inputs that has been presented to the map up to the current input k þ 1 with weight vector w kþ1 . The recursive mean of both data and GSOM can be easily calculated by the previous recursive means, RMðkÞ, as shown in (4) . For recursive mean of all GSOMs neurons at time t þ 1 is simply the Table 1 Pseudo-code description of growing phase of GSOM 1. Initialise GSOM with a lattice of the neighbourhood grid (i.e., four nodes for rectangular lattice and seven nodes for hexagonal lattice) 2. Initialise nodes weights with random values 3. Present an input to the map and increase the cumulative error of the winning node by the distance between input and the winner 4. Identify the node with the largest cumulative error. If the error exceeds the growing threshold (GT) then a. If the node is on the boundary of the map then create new nodes to fill in the spare space in the neighbourhood b. Otherwise, distribute the cumulative error to neighbouring nodes 5. Adapt weights of winner and its neighbours towards the input 6. Continue with step 3 until specified number of iterations has been reached recursive mean at time t plus the change of weights of any neuron 2 i, out of a total of n neurons, that has adapted towards the current input.
The proposition to use the recursive mean to enhance the topographic quality of GSOM is based on the hypothesis that if a feature map is topologically ordered and approximates the probability density of the inputs the centroids of inputs and the feature map should in proximity with each other. Since the size of GSOM is small and the learning rate and neighbourhood size is relatively large in the growing phase, the winning node and its neighbours (which form the majority or the entire, map) adapts its weights toward the next input by a great deal. This has the effect of ''forgetting'' the previous inputs, because the entire map has moved farther from the previous inputs. The accumulative error is a term which the GSOM tries to minimise, thus by including the distance between two centroids in (4) satisfies our proposition and GSOM also gains adequate size more quickly, because the distance between two centroids will be greater in the beginning of growing phase. The newly formulated accumulative error update equation is:
where x is a ratio, from 0 to 1, of how much of the change of error should come from each portion of the error term, ð1 À xÞ portion from local error update of input and neuron relation and x portion from global error update of GSOM and up to date input space. The optimum value of x is found empirically to be 0.7. When GSOM initialises new weights, it assumes the distance between the new neuron and the BMU is the same as the distance between the BMU and the neuron that is topologically directly opposite to the new neuron. Such situation is referred to as full distance growing in the case of externally growing cell structure (GCS), where the best experimentally determined ratio reported is 2/3 of the distance between BMU and the neuron topologically directly opposite to the new neuron [16] . Taking this as an analogy from externally GCS to GSOM and further to minimizing the global error, we have experimentally found this ratio to be 0.7 in the case of GSOM.
The empirically determined values are based on the likelihood that such values would significantly improve the topographic quality of GSOM. With both global and local adjustment ratios equal to 0.7, RMDG has 60% probability of improving topographic quality by 15% compared to GSOM and 20% probability to have comparable results (<15% and >)5% improvement).
Dynamic SOM tree model
Visually identifying clusters does not have very high accuracy, therefore there are methods that use hierarchical SOM to represent clusters, however, since the time required to obtain a SOM that has good map quality is already time consuming, to build several layers of SOM would take even longer. In this paper, it is proposed to take advantage of the map size spread control property of GSOM to build hierarchical GSOM that is much faster than building hierarchical SOM. Hierarchical SOMs are built from a top layer (smaller sized) SOM and perform clustering to identify clusters, then train a SOM for every cluster identified (if more than one). However, the dynamic SOM tree model relies on a different technique where only several layers of GSOM are required and clustering is based on a global, heuristic clustering, basis such that no clustering on one layer is necessary. By increasing the spread factor we can achieve a larger GSOM size, the average number of inputs represented per node is decreased, hence higher resolution of clusters on the map is achieved. Constructing several GSOMs (all with the same initial weights) and forming a hierarchical GSOM is very simple -sort layers of GSOM of varying SF and record the inputs represented by each neuron then linking neurons with the ones in the upper or lower layer that map the same inputs (Fig. 1) . The number of layers of GSOM is arbitrary, as many or as few are necessary. The authors used nine layers of GSOM starting from SF ¼ 0.1 through to SF ¼ 0.9 with 0.1 increment to provide a heuristic view of the entire clustering from coarse clusters to fine clusters.
After the layers of GSOM are linked, it is now possible to identify clusters. This is done by tracing inputs from the bottom layer (highest SF) to the top layer (lowest SF) to find the root nodes of each neuron and the number of root nodes is equivalent to the number of clusters identified (Fig. 2) . However, although tracing inputs is not computational intensive, it is not entirely obvious. For example, let us consider the case in Fig. 3 where neuron i in layer SF ¼ 0.8 and neuron m in layer SF ¼ 0.7 have some mapped inputs in common. Neuron m also maps inputs from other neurons in layer SF ¼ 0.8, in such a case the tracing of inputs of neuron i will not be only tracing its inputs but also other inputs that are mapped by neuron m. Such process will be repeated for all pairs of layers and eventually locating a set of neurons in the top layer that are the root nodes of neuron i in layer SF ¼ 0.8. Clusters are then identified by identifying root nodes for all neurons in layer SF ¼ 0.8, if the neurons have overlapping root nodes then they belong to the same cluster. With the dynamic SOM tree model that uses nine layers of GSOM the initial clustering formed are considered by authors as abstract clusters, since each abstract clusters would potentially contain a set of finer sub-clusters.
Some aspects of cluster relationships are usually of interest to data analysts when using hierarchical clustering. Such as a larger cluster breaks into smaller sub-clusters, and/or smaller clusters (and which small clusters) form a larger cluster and how similar are the clusters. These properties can be easily identified visually and further explored with the proposed dynamic SOM tree model by the following methods. Separating clusters. To identify how new clusters emerge at least two GSOMs are required, one with low SF value and another with higher SF value. For the convenience of addressing these layers let us call them SF low and SF high , respectively. For instance, if a neuron in SF low represents a cluster of inputs and those inputs are mapped by two neurons in SF high , and if each is also a cluster then the original clustering formed by the neuron in SF low has separated into two clusters. When attempting to visualise cluster separation of abstract clusters, it is achieved by removing the top layer of the dynamic SOM tree model and perform input tracing again then some abstract clusters will separate into smaller clusters given that the increment of SF ¼ 0.1 has sufficient increase of cluster resolution.
Merging clusters. Merging clusters is required if SF high is the top layer of the dynamic SOM tree model and for the given purpose the number of clusters formed is too large. Like separating clusters, visualising merging of clusters also requires more than one layer of GSOM, but the analogy of clusters merging is exactly opposite to that of separating. Merging of more than two clusters can occur. For example, if three neurons, A, B, and C represent three clusters in SF high and two neurons, X and Y in SF low where X contains inputs from both A and B and Y contain inputs from both B and C, in such a case ONE cluster is formed where B acts as a connection. To further merge abstract clusters, a layer with smaller SF than the top layer of dynamic SOM tree needs to be built, and if the decrease of map resolution justifies for a coarser cluster some abstract clusters will merge.
Degree of separability. Due to the nature of self-organization, neurons in different SF layers that map the same inputs will have similar weights, but not exactly the same, in a Euclidean distance sense. When we see clusters separate for a pair of layers and merge again for the next pair then inputs in this clusters are very similar and therefore less separable, such situation can be identified if the dynamic SOM tree is heavily cross-linked. It also will create clusters that are not separable even at leaf level of the tree model, therefore we can assign the degree of separability, DoS, numerically as DoSðL b jC i ; L a Þ ¼ number of sub-clusters at L b , where L b and L a are layers at SF ¼ a and SF ¼ b, respectively and C i is the larger cluster at L a .
Results and discussion

Comparing topographic quality of different feature maps
For the results of different types of feature map (GSOM, SOM and GSOM with RMDG) to be comparable, the variables common to each algorithm, namely training length and ordering, tuning phase learning rate and neighbourhood sizes and initialised weights, should be of equal value. As mentioned before, there are three training phases in GSOM whilst there are only two for SOM, therefore the rough ordering phase of GSOM is removed to keep training length the same between GSOM and SOM. This apparently disadvantages GSOM in terms of topographic quality, because less time is given to unfold the map after its size has been determined in the growing phase and should be taken into account when comparing topographic quality of GSOM and SOM. Furthermore, SOM can be initialised in either hexagonal lattice (each neuron has six adjacent neighbours) or rectangular lattice (each neuron has four adjacent neighbours) topology, whilst currently GSOM supports only rectangular latticed topology, therefore this also has to be kept consistent for comparison. In our experiment, the following training parameters are predetermined:
• Ordering phase learning rate (or growing phase learning rate in the case of GSOM) a 0 ¼ 0:2.
• Initial neighbourhood size of 2 that is linearly and monotonically decreasing.
• Tuning phase learning rate a t ¼ 0:05.
• Time invariant neighbourhood size of one.
• Training length of 2000 iterations for ordering/growing phase.
• Training length of 10 000 iterations for tuning phase.
• Initial weights of new neurons are harder to determine a common value, since initial map sizes of SOM and GSOM are different and randomised weights will produce inconsistent results, the initial weights are thus determined to be all set to 0.5 for all weights and for all elements of a weight vector.
Square dataset
An artificial testing dataset is generated that consists of 500 two-dimensional points randomly positioned within a square space of x 2 ½0; 1 and y 2 ½0; 1, and used for training the three different feature maps (GSOM, SOM and GSOM with RMDG). This is a very classical example of demonstrating SOMs ability in topology preservation where it has been known to perform very well if correct aspect ratio, size and sufficient training length are used.
Using our prior knowledge of this dataset (which is unlikely in the case of knowledge discovery) being of square distribution, it is apparent that a SOM of aspect ratio 1:1, i.e., width of SOM is equal to height, is the most appropriate choice to acquire a topologically ordered feature map. The authors have chosen to use a map of size 5 Â 5 and the trained SOM plotted over the input space is presented in Fig. 4(a) . The figure shows a classical textbook example of a topologically well-ordered feature map where topographic error (TE) is 0.004, which also indicated that the selected training parameters are appropriate to use. Another SOM is trained using an aspect ratio, 8 Â 5, that we know does not represent the input space well to have an idea of how the aspect ratio and size can influence topographic quality of SOM. It also gives us an estimate of the range of error that acts as a benchmark for GSOM and/or GSOM with RMDG. The trained 8 Â 5 SOM is illustrated in Fig. 4(b) . Clearly, the SOM is ''squeezed'' and has much higher topographic error (TE ¼ 0.11) than the 5 Â 5 SOM, since the SOM tries to preserve topology and as it tries to fit into a rectangular SOM into a square space the result is squeezing SOM in the long direction therefore distorting the feature map.
With the benchmarks set, comparison of SOMs and GSOM is now possible. A GSOM is trained with moderate spread (SF ¼ 0.4) and with common training parameters the same as when training SOMs and presented in Fig.  4(c) . The resulting topographic error is 0.088, most of which resulted from obliqueness error (Fig. 5) where second BMU is not an adjacent neighbour of BMU due to the flattened rectangular lattice, yet it is interesting to see how GSOM aligns itself to the eigen axis of the input space when trying to determine its size and shape. If we plot GSOM on its grid coordinates, the shape of GSOM approximates a square but is rotated 45°and is also the same with RMDG applied. Fig. 4(d) shows the result of RMDG applied to GSOM, which has TE ¼ 0.08. Although it shows approximately 10% improvement of topographic quality, it nevertheless is not as good as a topographically wellordered SOM. The alignment of GSOM with RMDG is consistent with that of GSOM that aligns to the eigen axis of the input space, and the improvement of topographic quality is likely to have come from size and shape that are more adequate for the feature map.
Results for the square distribution dataset show that GSOM, with or without RMDG, is still not as good as a classical textbook type of topologically well-ordered SOM. Nevertheless, GSOM achieves adequate sizing and unfolds to represent input space without many iterative trials. Without a rough smoothing phase, GSOM has smaller topographic error than a SOM with badly chosen size and aspect ratio and is further enhanced with RMDG applied.
L-shape dataset
In this subsection, an artificially generated L-shape distribution is used to train feature maps. The dataset is again two-dimensional with 500 random data points with x½0; 1 and y½0; 1 with the exception of the square region bounded by (0.5,0.5), (0.5,1.0), (1.0,1.0) and (1.0,0.5). Unlike the square dataset presented in the previous subsection, this distribution is not a trivial one to select a SOM of appropriate aspect ratio and size even we have prior knowledge of the input space topology. Either fitting a SOM with square aspect ratio or rectangular aspect ratio would not fully represent the input space topology.
To demonstrate such a case, two SOMs of aspect ratio of 8 Â 5 and 5 Â 5 are trained and their results plotted and shown in Fig. 6(a) and (b) , respectively. In Fig. 6(a) , the feature map aligns itself as if the input distribution is square and by doing so, one corner and two edges of the SOM is being compressed. The topographic error for this SOM is 0.064, which indicates some degree of topographic error, particularly in the regions where the feature map is sheared, stretched or compressed. The SOM in Fig. 6(b) is of rectangular aspect ratio and the resulting topographic error is 0.296. The topographic error is very high (nearly every one in three inputs would have the second BMU not neighbouring BMU), as seen in Fig. 6(b) , a strong topographic error in terms of topology is present that is not entirely taken into account by our topographic quality function, which evaluates topographic quality based on ranking. Still, ranking disorder is detected in the region where the feature map warped and produced topology disorder.
GSOM and GSOM with RMDG for the L-shaped dataset is also trained and the results are shown in Fig. 6(c) and (d) having topographic errors of 0.128 and 0.104, respectively. It is evident that GSOM, as in the case for square input distribution, has less adequate sizing than GSOM with RMDG. In the case of GSOM with RMDG, the feature map successfully unfolded and in this case having topographic error close to a topographically better-ordered SOM ð5 Â 5Þ. In either cases of GSOM and GSOM with RMDG, the alignment is again along the greatest eigen axis and the shape is not rigidly square, the adaptive and flexible shape of feature map enables them to acquire a more towards triangular shaped feature map.For this particular dataset, GSOM with RMDG has the best topographic quality where the map unfolds and preserves input space topology better by achieving a more appropriate map size and shape. Since, in this case, the selection of aspect ratio of SOM can be difficult, as either square or rectangular aspect ratio will not be very appropriate.
Iris dataset
The iris flower dataset [17, 18] has been widely used as a benchmark dataset for many classification algorithms due to two (iris-versicolor and iris-virginica) of its three (iris-versicolor, iris-virginica and iris-setosa) classes are not linearly separable. It is the intention of the authors to include this dataset to illustrate the topographic preserving property of feature maps due to some other properties of this dataset. Firstly, this is a real life dataset obtained from real measurements on 150 iris flowers. Secondly, it is four-dimensional, which is we are unable to plot the input space, where each iris flower is measured by four measurements (dimensions), namely petal length, petal width, sepal length and sepal width.
Thus far, this paper has presented figures with weights of feature maps plotting on top of the inputs. In the case the data are four-dimensional and plotting is normally done by using multi-dimensional scaling methods that plots high-dimensional data on a two-dimensional plane. Sammon's mapping is one of such methods that generate a two-dimensional version of the dataset by preserves mutual distance relation of all data. However, the mappings for the trained feature maps do not clearly reflect their topographic qualities clearly and plots of grid coordinates of feature maps do not convey much information without labelling each neuron of its mapping and class (but this is not a classification example). Therefore, figures will not be presented and only the results are reported here. As a safety measure that the topographic error evaluated by Kohonen's topographic function does not include topographic error in terms of topology disorder, the author assumed, based on previous experience with L-shape dataset, that if topographic error is below 0.15 then topology disorder is not present, at least not major ones.
The summarised topographic errors of the feature maps are as follows: TE 5Â5 SOM ¼ 0:273, TE 5Â4 SOM ¼ 0:093, TE 4Â4 SOM ¼ 0:10, TE GSOM ¼ 0:12 and TE GSOM with RMDG ¼ 0:073. Interesting to see topographic error of SOM can increase significantly by simply having an additional column, which indicated topographic error in terms of strong topology disorder from our assumption. GSOM with RMDG has best topographic quality amongst these tested feature maps, it does not mean that SOM has worse topographic quality than it since there are other aspect ratios of SOM, which can have even better topographic quality, but apparently GSOM with RMDG does have strong effect on improving GSOMs topographic quality and making GSOM topographically comparable with SOM.
Dynamic SOM tree
In this section, the use of dynamic SOM tree model to perform automated clustering and visualise cluster merging and/or separating is demonstrated using two datasets, one synthetic and one real. The clustering is unsupervised in which even the datasets are labelled the labels are not used in training GSOMs to build the dynamic SOM tree model, but only used to evaluate the clustering accuracy. Even though it is outlined in the introduction section that a dynamic SOM tree model normally starts with nine layers of GSOMs, it is often noticed that number of clusters of interest would appear in the first three to five layers of the dynamic SOM tree model. High SF layers are only required if some data in the dataset are very similar such that they will not separate until at a higher SF layer. Furthermore, as we have shown in the previous section that GSOM with RMDG enhances the topographic quality of GSOM, it is therefore pre-ferred to use GSOM with RMDG here to construct these dynamic SOM tree models.
Artificial dataset
This synthetically generated dataset is specifically designed for demonstrating the ability and feasibility of dynamic SOM tree model. The dataset is two-dimensional with 160 data entries roughly positioned into four major clusters and within each of the major clusters can be divided into another four sub-clusters where each sub-cluster contains 10 data entries (Fig. 7) . In an ideal case of clustering, all of the clusters, major or small, should be identified and the degree of clustering accuracy can be decided by the user, so that with rough clustering accuracy the four major clusters can be identified and with fine clustering accuracy all 16 sub-clusters should be identified.
The abstract clusters are found in the dynamic SOM tree presented in Fig.  9 , where nine layers of GSOMs already generates fine clustering accuracy. In the abstract clusters, each of the 16 sub-clusters is identified with no contaminated data from another sub-cluster. In fact, all the clusters are identified in the first three layers of GSOMs, which indicates the distinction between subclusters are easily identified by the dynamic SOM tree model such that even GSOMs with low spread can detect the differences. On the other hand, if data are similar to each other a much smaller number of clusters can be expected by identifying the abstract clusters. This is a desirable feature of the dynamic SOM tree where similarity of data can be understood in the first few layers.
Proceeding further to attempt visualisation of clusters merging (since the finest clusters are already identified), we need to build another layer of GSOM with a smaller SF on top of the dynamic SOM tree where SF ¼ 0.05 was used. However, before building another layer, the dynamic SOM tree model can be trimmed down so redundant layers that do not contribute to generation of new clusters can be removed. The result is shown in (Fig. 10) , where clusters merging occurred and four of the sub-clusters merged into two clusters. From Clustering of this artificial dataset is also done by using the popular k-means and fuzzy c-means clustering algorithms and the result presented in Fig. 8 . Both algorithms are initialised with randomly selected cluster centres and the best result after 10 trials are selected and presented here. The k-means algorithm has identified 11 sub-clusters and fuzzy c-means has identified 10, with the remaining six clusters either too big (contains data points from other subclusters) or too small (only covers portion of the sub-cluster).
Merging of clusters is performed iteratively until the desired number of clusters is obtained, for the current dataset we want to identify the four major clusters, and the final result is shown in Fig. 11 . When the dynamic SOM tree has acquired four clusters, clustering information is then analysed and shown that each cluster in the dynamic SOM tree model consists of exactly the 40 data in that quadrant.
Up to this point, the feasibility and ability of dynamic SOM tree in providing flexible and accurate unsupervised clustering is evident. The mechanism of merging clusters can also be monitored through out dynamic SOM tree operations of building extra layer, the increment of SF can be user determined to achieve desired cluster merging increment (i.e., a small increment in SF will only cause clusters with strong similarity to merge).
Iris dataset
The iris flower dataset that was used in the previous section is used again, but for a different purpose. For this experiment, the linearly non-separable classes are the ones of interest. Since the clustering with dynamic SOM tree is unsupervised, it would be interesting to test it to see how it behaves when trying to separate the linearly non-separable classes. The dynamic SOM tree model presented in Fig. 12 was not built from the abstract clusters, but was built incrementally instead. To build the dynamic SOM tree incrementally, the first two layers of GSOMs (SF ¼ 0.1 and SF ¼ 0.2) are built that generates the first clustering and incrementally building subsequent large SF layers to verify that the clustering obtained initially is consistent (i.e., if cluster merging or separating occurs or not). Initially, there are four clusters identified and the data contained in them are analysed. Cluster 1 consists of 38 out of 50 instances of iris-virginica, cluster 2 consists of the rest of the iris-virginica and the entire 50 iris-versicolor and the rest two clusters (cluster 3 and cluster 4) each contains portions of the iris-setosa.
After building more layers incrementally, the clustering reached a steady state of three clusters where their contents are being analysed again for clustering accuracy. The final result is Fig. 12 , and cluster 1 and 2 in the figure corresponds to cluster 1 and 2 as mentioned above respectively, cluster 3 merged the remaining two clusters. The merging has occurred in the higher SF layer indicating strong similarity of those data that causes the data to be mapped by common neurons. If we measure the clustering accuracy in this case by classification accuracy of the iris flower dataset, only 13 out of 150 instances have been classified incorrectly, which is less than 10% error. Considering this is an unsupervised clustering algorithm, the accuracy is actually quite high. Therefore, it is clear that the proposed dynamic SOM tree model does provide useful information and better accuracy, better than visually identifying clusters on a feature map, for clustering tasks. Since it also provides accurate information on which clusters are closest to each other and should be merged first, or conversely which one to separate first due to their cluster centres are distant enough to cause separation.
Conclusion
Extensive comparison of topographic quality of Kohonen's SOM, GSOM and GSOM with RMDG shows that although GSOM with or without RMDG is not as good as SOM that is a classic textbook type of example. However, by applying RMDG to GSOM significantly enhances the topographic quality of GSOM and makes GSOM comparable to Kohonen's SOMs topographic quality, while maintaining similar quantisation error. The improved topography preservation of GSOM makes it more suitable for use in data visualisation. Furthermore, the grid plot of GSOM can give an instant understanding (visualisation) to the projected two-dimensional distribution shape of the input space. Results of dynamic SOM tree model have demonstrated strong feasibility of using it in unsupervised clustering with high accuracy. The dynamic SOM tree model also provides ways to visualise clustering mechanism in the dataset. It is very convenient to use it to determine which clusters should merge first when attempting to find out the roughest clusters. The performance of the model is demonstrated by comparing it with the very common and popular k-means and fuzzy c-means clustering techniques. It can also be used to determine which clusters should separate first when performing segmentation of clusters/databases.
The major source of topographic error of GSOM is obliqueness of the rectangular lattice, which is only present in the case of rectangular lattice. This can be resolved by extending GSOM to hexagonal lattice topology. In the case of extending to hexagonal lattice, each 'cell' is triangular that is similar to growing cell structure [19] , therefore comparison of the two can also be investigated.
