A conspicuous flaw in evaluation programmes such as the UK's Research Assessment Exercise is the absence of a method to compare research quality across academic disciplines. Here a systematic method is proposed to remedy this situation by normalising across research boundaries. The approach is based upon a recently established relationship between research quality and group size which facilitates determination of discipline-dependent critical masses. For group size above the upper critical mass, this dependency of quality on quantity reduces and plateaus appear when the critical masses are large. A sensible normalisation procedure is then to pitch these plateaus at similar levels. We examine the consequence of this procedure at RAE for a multitude of academic disciplines, corresponding to a range of critical masses.
Introduction
The assessment of the quality of academic research has increased in importance in recent years. Evaluation systems such as the UK's Research Assessment Exercise (RAE) form the basis on which funding councils and governments decide where to focus investment. At RAE, academic areas were scrutinised by experts in a multitude of disciplines to determine the proportion of research which fell into various quality levels. On this basis, it is possible to compare between different teams of researchers in a given discipline, based at different universities.
An obvious flaw of the RAE is that it does not provide a method to compare between different academic disciplines: how, for example, can one compare the research quality of a team of physicists with that of a team of historians? In a recent article [1] , the problems of attempting to compare the relative strengths of academic disciplines based on RAE results were highlighted. Pointing out that there is no intellectual basis for making comparisons between disciplines, the Higher Education Funding Council for England (HEFCE) was called upon to seriously tackle this issue in advance of Britain's next evaluation exercise [1] . Here this issue is tackled and a method to normalise research evaluation across different academic disciplines is proposed and tested.
Certainly a straightforward normalisation on the basis of averaging over all research teams scrutinised is not reliable, as different disciplines may have different strengths in a given country. Indeed, in an analysis based on citation counts, comparisons between the strengths of disciplines in different nations were performed in Ref. [2] . There it was also stressed that while bibliometrics may be used to compare nations within disciplines, they should not be used to perform comparisons between academic disciplines within a given country because of the different citation traditions in different fields. Since our analysis -which indeed does not rely upon citation counts -facilitates the latter, it may be considered as "orthogonal" to that of Ref. [2] .
The dependence of quality on quantity in research By considering research groups as complex systems, in which the interactions between individuals play important roles, a mathematical model for the dependency of research quality on group size was developed in Ref. [3] . According to the model, the strength of research depends both on the quantity N and quality of researchers in a research group and on the number and strengths of interactions between them. If the group is not too large, each individual can interact with all others and there are therefore N(N − 1)/2 interaction links. If, however, the group is large then there is a limit to the amount of meaningful interactions a given individual can sustain. We denote the average such number for a given discipline by N c and call this the upper critical mass for that area. If N > N c , the research team tends to fragment into subgroups of average size αN c , say. In this case, there are N/(αN c ) subgroups with (N/αN c ) ((N/αN c ) − 1) /2 interactions between them. Thus the strength of the average research team is
where a is related to average individual calibre, b is related to the average strength of interactions between these individuals, and c is the average inter-subgroup interaction strength. Defining research quality s as the average strength per team member, we then have the average relationship between quality and quantity as being
where a 1 , b 1 , a 2 and b 2 are related to the parameters appearing in (1) . The striking feature of the model is that the collaborative effect corresponding to the b j terms are an order of magnitude larger than the terms modelling individual calibre. This model, and the existence of a discipline-dependent upper critical mass N c was tested in a multitude of different subject areas in Ref. [4] . A lower critical mass was also introduced in Refs. [3, 4] . This is the minimum size a research group must achieve for it to remain viable. Denoting it as N k , a relationship between the two critical masses was established in Ref. [3] as
It was further shown in Ref. [3] that the slope to the right of the breakpoint N c is dependent upon the location of that point. In fact,
so that disciplines with large critical masses have flatter slopes to the right. This relationship was borne out in the analyses of Ref. [4] . Of the subject areas analysed, those which had N c > 14 tended to have b 2 values compatible with zero while the areas with smaller breakpoints tended to have positive slopes on the right of the curve.
Having quantified the notion of critical mass in research, and demonstration that there are in fact two of them, we may then introduce a discipline-dependent classification system as follows. We call a research group small or subcritical if
To implement the above model, a single quality measure s needs to be defined. The post-RAE funding formula used by HEFCE provides such a measure. At RAE, experts determined the proportion of a team's research which fell into five quality levels. These were defined as 4* (world-leading), 3* (internationally excellent), 2* (recognised internationally), 1* (recognised nationally) and unclassified research. After RAE, HEFCE used a formula based on the emergent quality profiles to determine the amount of research funding distributed to each university. That formula associated each quality rank with a weight so that 4* and 3* research respectively received seven and three times the amount of funding allocated to 2* research. Research which was ranked as 1* and unclassified research attracted no funding. This funding formula may therefore be considered as a measure of the quality s of a research team. Therefore, if we denote by p n * the percentage of a team's research evaluated as of n * quality, we may define the overall quality measure of that team by s = p 4 * + 3p 3 * /7 + p 2 * /7. In this way, the theoretical maximum possible quality score is s = 100. However, no research team achieved such a score, with the best teams achieving approximately half this. The critical mass estimates resulting from applying piecewise linear fits to the model (2) using these RAE quality scores are listed in Table 1 for a variety of disciplines [4] .
Normalisation across research disciplines
In Fig. 1(a) the research quality scores s are plotted against team sizes N for three different areas, namely computer science and informatics, physics, and biology. Piecewise linear regression fits to the model (2) indicate that each of these areas have relatively large critical masses and supercritical slopes which are compatible with zero, thus facilitating a comparison between them 1 . These fits are also depicted in Fig. 1(a) . The disparity between the computer sciences and the other two disciplines is evident. The plot demonstrates that the quality measures for the computer sciences plateau at s ≈s > = 57.5 while those for the biology and physics peak at s ≈s > = 37.1 and 40.2, respectively.
Thus the computer science teams appear to have performed significantly better at RAE than both physics and biology, which are comparable with each other. On the other hand, according to the analysis of Ref. [2] , where the strength of research was compared across nations, the UK is particularly strong in biology when compared internationally. If the RAE results as displayed in Fig. 1(a) are taken literally, the biggest and best computer science teams in the UK are performing at levels about 50% above the biggest and best physics and biology teams, which themselves are amongst the strongest internationally. A more likely explanation for the misalignment apparent in Fig. 1(a) is a higher degree of stringency in the RAE evaluation panels for physics and biology than for computer science. This conclusion is reinforced in Fig. 1(b) , where the fits (2) are compared for a variety of different research areas. To facilitate comparison between them, the areas featured here are those with relatively large critical masses N c and small slopes b 2 on the right. Clearly then, these results need to be normalised to facilitate fair and meaningful comparison between teams across disciplines. For these disciplines, the plateaus in the fits in the supercritical regions reflect the best research qualities achievable, on average, by large research teams. An obvious and sensible way to normalise quality scores, then, is to adjust them in such a way that the plateaus in Fig. 1(b) are at similar levels. To address the question of how to achieve this, we plot a number of statistics in the right part of Fig. 1(b) to determine which, if any, captures the characteristics of the plateaus for the different disciplines. The notation is as follows: s = mean quality of all groups in given disciplinẽ s = mean value weighted by the number of individuals in each group a 2 = intercept of right fitted line through the s axis s c = fitted quality value at N = N c for the given disciplinē s > = mean quality value for large groups (N > N c ) s > = mean quality value, weighted by group size, for large groups A sensible normalisation scheme should adjust the plateaus of Fig. 1 so that they are of similar level. The last two statistics,s > ands > appear to best capture both the spread in the heights of the plateaus and the relative heights of each plateau for each discipline. Therefore the supercritical weighted meanss > offer a sensible measure upon which to base normalisation across disciplines and these are listed in Table 1 . The average of the values listed isŝ > = 43.2. The data for each discipline are now reweighted as
The weighted means of the renormalised scores s norm for supercritical teams in the various disciplines are now all coincident atŝ > = 43.2. The resulting reweighted data together with the corresponding reweighted fits are plotted in Fig. 2(a) for the three disciplines depicted in Fig. 1(a) . In Fig. 2(a) , the computer science results are now better aligned with those from the other two disciplines, and there is a greater degree of overlap between the quality scores for the three disciplines. Moreover, the reasonable alignment between physics and biology evident in Fig. 1(a) is not adversely affected by normalisation process (in fact it is improved) and the strength of the best biology teams remain strong post normalisation. In Fig. 2(b) the normalised fits for the subject areas of Fig. 1(b) are plotted. Indeed, both plots in Fig. 2 appear to offer a fairer representation than their counterparts in Fig. 1 and therefore facilite meaningful comparison across different academic disciplines. Most of the remaining disciplines listed in Table 1 have relatively small critical masses and therefore, while the dependency of quality on quantity reduces in entering the supercritical zone, the slopes of the linear fits to the right of N c are non-zero (b 2 > 0) for these subjects. The raw RAE quality scores s are plotted against team size for three such disciplines (economics and econometrics, applied mathematics and agriculture, veterinary and food sciences) in Fig. 3(a) . The piecewise linear fits coming from model (2) are also plotted in each case. Again, there is a clear misalignment between disciplines, with economics appearing to perform far better than agriculture and applied mathematics in the middle. A plot of the fitted curves for a variety of such disciplines is given in Fig. 3(b) .
(We have included the anomalous case of chemistry, which has large N c but non-zero b 2 , in this plot. This case is discussed in Ref. [3] .) Reweighting according to the process (5), one obtains the plots depicted in Fig. 4 . In Fig. 4(a) , the fits for economics and applied mathematics are now better aligned. That for agriculture remains beneath the former two, but the overlap in data for individual teams appears improved. Similarly, the fits in Fig. 4(b) have a reduced degree of splay when compared with their raw counterparts of Fig. 3(b) . Again, this has the advantage that the average quality of large groups in each discipline are rendered more similar.
An assumption implicit in our approach is that the biggest and best groups are performing, on average, at a level which is as good as it gets for each of these disciplines in a given country. Indeed, a tight fit to the right of the breakpoint may be taken as an indicator of this. Subject areas with less clear breakpoints may have to be examined on a more case-by-case basis, possibly using international comparisons [2] , and possibly normalised by alternative methods. Furthermore, even in the cases presented here, where a clear breakpoint is identifiable, the normalisation must be performed post evaluation, and cannot be anticipated in advance of the discipline-specific exercise. This is because there is no reason to assume that the evaluation exercises will have precisely the same degrees of stringency in the various fields as in the most recent one.
Conclusions
Assessment systems such as the UK's RAE use expert evaluation to perform comparisons between research teams within given academic disciplines. However, the absence of a method to compare across disciplines has been a fundamental flaw of such exercises. Normalisation across disciplines is required to compensate for different degrees of stringency in the expert evaluation within disciplines and is essential for meaningful comparison between research groups in different areas. A simple normalisation of scores on the basis of overall means (i.e., rescaling the quality measurements for each discipline in such a way that the renormalised scores have similar means) does not allow for the fact that different disciplines may have different strengths within a given country [2] . Also, bibliometrics should not be used to perform comparisons between academic disciplines because of the different citation traditions in different fields.
A more sophisticated method has been proposed here. The notion of critical mass in research is integral to this approach. For disciplines with relatively large critical mass, the quality of research of large teams tends to plateau and this phenomenon presents a basis for normalisation. Since the average quality of such large teams approximates the best one may expect in a given discipline, it is sensible to normalise quality measurements across disciplines in such a way that they have similar plateaus.
Application of the same approach to subject areas which have smaller critical masses and which do not exhibit such plateaus, also reduces the differences in splays of quality scores in different disciplines and aligns the results in what appears to be an improved manner.
Thus, such an approach offers a general basis for inter-disciplinary normalisation, while intra-disciplinary discrimination between small, medium and large research teams may continue to be performed by subject experts.
