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An Interval Routing Scheme (IRS) represents the routing tables in a network in a space-
eﬃcient way by labeling each vertex with an unique integer address, and the outgoing
edges at each vertex with disjoint subintervals of these addresses. An IRS that has at most
k intervals per edge label is called a k-IRS. In this paper, we propose a new type of interval
routing scheme, called an Ordered Interval Routing Scheme (OIRS), that uses an ordering of
the outgoing edges at each vertex and allows non-disjoint intervals in the labels of those
edges. We show for a number of graph classes that using an OIRS instead of an IRS reduces
the size of the routing tables in the case of optimal routing, i.e., routing along shortest
paths. We show that optimal routing in any k-tree is possible using an OIRS with at most
2k−1 intervals per edge label, although the best known result for an IRS is 2k+1 intervals
per edge label. Any torus has an optimal 1-OIRS, although it may not have an optimal
1-IRS. We present similar results for the Petersen graph, k-garland graphs and a few other
graphs.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
A classical method used for routing in a communication network is to store a routing table at each node of the network
that contains, for each destination address, an entry specifying the link a message should follow to reach that particular
destination. This method requires an O (n) sized routing table at every node of an n-node network, which makes it unsuit-
able for large networks. Several approaches to reduce the space requirements for the routing tables have been studied. One
thoroughly investigated approach is Interval Routing [18]. In an Interval Routing Scheme (IRS), the routing table at a vertex
contains one interval for each of the outgoing links. During routing, when a packet with destination address L reaches an
intermediate vertex, the packet is forwarded through the edge that contains L in the corresponding interval [10]. The idea
of interval routing was generalized by van Leeuwen and Tan [19] to allow more than one interval in each edge label. An
interval routing scheme that has at most k intervals per edge label is called a k-Interval Routing Scheme (k-IRS).
Most of the recent research work on interval routing emphasizes optimal IRSs where the goal is to route each packet
along a shortest path to its destination. One reason for this trend is obvious: optimal routing is crucial for fast and eﬃcient
communication in a network. Another reason is that devising a 1-IRS is easy for any graph [19], but this is not the case for
optimal IRSs. There are graphs that need
√
n intervals per edge label in any optimal IRS, for example.
One important characteristic of an IRS is that the labels of all the edges adjacent to a vertex v must be disjoint so that
the processor at v can uniquely identify the edge e through which a packet should be forwarded. Motivated by the fact
that there are many graph classes that need more than one interval per edge label in any optimal IRS, and by the idea that
in such cases, dropping the constraint of disjoint edge labels can reduce the number of intervals required by an optimal
IRS, we propose a new variant of interval routing scheme in this paper. We call it an Ordered Interval Routing Scheme (OIRS).
We observe that if there is a predetermined order of the outgoing edges at vertex v , the labels of the edges at v need not
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edges at each vertex, and allows overlapping edge labels to reduce the number of intervals required for optimal routing. We
note that we do not need extra space to store an edge order in the routing table: any such order can be achieved by just
rearranging the entries in a routing table. As a result, the space requirement of an OIRS is less than or equal to that of an
IRS. The objective of this paper is to show that for a number of graph classes, an optimal OIRS requires fewer intervals per
edge label than an optimal IRS.1
The paper is organized as follows. Section 2 gives the deﬁnitions of IRS and its variants, and presents a brief survey of
relevant results. Section 3 describes optimal OIRSs of selected graph classes and compares them with the corresponding
optimal IRSs. In Section 4, we summarize our results and propose some open problems.
2. Preliminaries and background
This section introduces the terms used in this paper and provides a list of relevant results. Throughout this paper, we
assume that G = (V , E) is a connected undirected unweighted simple graph that represents a communication network.
Because each edge of a network is assumed to be bidirectional, we consider it as a pair of edges directed in opposite
directions. Let n = |V | and let δ(v) denote the degree of vertex v . In our discussion of optimal routing, the length of a path
means the number of edges in that path. The distance between vertices v and w , denoted by dist(v,w), is used to mean the
minimum of the lengths of all paths from v to w .
2.1. Interval routing schemes
Before elaborating on different types of IRSs, we deﬁne two relevant terms: cyclic and linear intervals. For integers i and
j, a cyclic interval [i, j] with respect to n is the set {l: i  l  j} if i  j, and the set {l: j  l  n} ∪ {l: 0 l  i} otherwise.
A linear interval [i, j] with respect to n is the set {l: i  l j} if i  j, and an empty set otherwise.
An interval routing scheme labels each vertex of G with an integer address and each edge with a set of these addresses
in a way that, if the processor at vertex v has a packet P to be sent to another vertex w , the processor knows which edge
should be used to send P so that P will ultimately reach vertex w . Formally:
Deﬁnition 1 (Interval Routing Scheme). (See [10].) An Interval Routing Scheme (IRS) on G consists of a vertex labeling L and an
edge labeling I such that:
(i) each vertex v ∈ V is assigned a unique label L(v) from the set {0,1, . . . ,n − 1};
(ii) each edge e ∈ E is assigned a set I(e) of disjoint cyclic intervals with respect to n − 1 in a way that, for each v , the
intervals associated with the outgoing edges at v form a partition of the set {0,1, . . . ,n − 1} (possibly excluding L(v));
and
(iii) for every pair (v,w) of distinct vertices of V , if e is the outgoing edge adjacent to v such that L(w) ∈ I for some
interval I ∈ I(e), then there exists a path from v to w having e as the ﬁrst edge.
In the rest of the paper, we use “L(v) ∈ I(e)” to denote “L(v) ∈ I for some interval I ∈ I(e)”.
The compactness of an IRS of a graph G is the maximum, over all edges (v,w) of G , of the number of intervals in
I(v,w). An interval routing scheme of compactness k is called a k-Interval Routing Scheme (k-IRS). An IRS is optimal if the
path induced by the IRS from any vertex v to any other vertex w is a shortest path.
There are several variants of IRSs [5]. An IRS is called a Linear Interval Routing Scheme (LIRS) if every interval in the edge
labels is a linear interval. An IRS is called a Strict Interval Routing Scheme (SIRS) if, for every edge (v,w) ∈ E , I(v,w) does not
contain L(v). A Strict Linear Interval Routing Scheme (SLIRS) is an IRS that is both linear and strict. The terms k-LIRS, k-SIRS
and k-SLIRS, as well as their optimality, are deﬁned similarly.
In this paper, we deal with a new type of routing scheme in which the edge labels are considered in a predetermined
order. It is natural that the processor at a vertex v considers the edge labels in a particular order. In an IRS, because the
labels of outgoing edges at v are mutually disjoint, this order is not important at all. Our scheme, as deﬁned below, allows
overlap in edge labels, which makes the edge ordering signiﬁcant. Let πv = (πv(1),πv (2), . . . ,πv(δ(v))) denote an ordered
set where, for each 1 i  δ(v), πv (i) denotes a distinct outgoing edge at vertex v .
Deﬁnition 2 (Ordered Interval Routing Scheme). An Ordered Interval Routing Scheme (OIRS) on G consists of a vertex labeling L,
an edge labeling I and an edge ordering πv for each v ∈ V , such that:
(i) each vertex v ∈ V is assigned a unique label L(v) from the set {0,1, . . . ,n − 1};
1 A preliminary version of this paper appeared as the MMath thesis of the author [1], and was presented in the Workshop on Combinatorial and
Algorithmic Aspects of Networking, 2005.
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the intervals associated with the outgoing edges at v forms the set {0,1, . . . ,n − 1} (possibly excluding L(v)); and
(iii) for every pair (v,w) of distinct vertices of V , if i is the smallest index, 1  i  δ(v), such that L(w) ∈ I(πv (i)), then
there exists a path from v to w having πv(i) as the ﬁrst edge.
The terms OLIRS, k-OIRS and k-OLIRS, as well as their optimality, are deﬁned in the same way as their IRS counterparts.
In an OIRS, as we allow overlaps in the intervals on the edges adjacent to any vertex, Ordered Strict IRS and its variants
make no sense.
As in the case of IRS and LIRS [10], if a graph G has a k-OIRS, then it may not have a k-OLIRS. Unlike IRS and LIRS, G
may not even have a (k + 1)-LIRS in this case. On the other hand, if G has a k-OLIRS, then G has a k-OIRS.
We note one point regarding the relative compactness of IRSs and OIRSs. Given a k-IRS (k-LIRS) of a graph G , we can
readily devise a k-OIRS (k-OLIRS) of G by just assigning an arbitrary order to the outgoing edges at each vertex of G .
Therefore, for any given graph, the smallest compactness that can be achieved by an OIRS (OLIRS) cannot be greater than
the one achieved by an IRS (LIRS).
In the rest of our discussion about OIRSs and OLIRSs, we use the sentence “edge (v,w) covers the set S of vertices” to
mean that for all the destinations in S and no other vertices, the processor at v routes a packet through the edge (v,w).
2.2. Related work
This section gives a brief survey of results on the compactness of IRSs.
When routing along a shortest path is not required, it is easy to determine a 1-IRS for any graph using a DFS to assign
vertex labels [18]. For the case of optimal routing, the dependence of the compactness of an IRS (and its variants) on the
graph is much more complicated. The problem of characterizing graphs which have optimal IRSs (LIRSs, SIRSs, SLIRSs) of
compactness one or two is NP-complete [5,7]. Given a graph G , determining the minimum k such that G has an optimal
k-IRS is NP-hard [7]. A short survey on similar problems can be found in the paper by Eilam et al. [5].
One implication of our results in Section 3 is that for certain values of k, the set of graphs having optimal k-IRSs (or its
variants) is a proper subset of the set of graphs having optimal k-OIRSs (or its variants). In other words, optimal routing
using k intervals per edge label is possible for a larger set of graphs in OIRS than in IRS. In this context, we mention
the following results to give the reader an idea of the set of graphs admitting k-IRSs or its variants. The deﬁnitions of
these graphs can be found in the books of Bondy and Murty [3] and Brandstädt et al. [4]. The classes of graphs that are
known to have optimal LIRSs of compactness one include paths, complete graphs, D-dimensional hypercubes and grids [2],
complete bipartite graphs with each partition of size at least two [15], and unit interval graphs [8]. Graphs with optimal
1-IRSs include trees (in fact, any outerplanar graph) [9], cycles [18], interval graphs and complete bipartite graphs [17]. All
D-dimensional tori have optimal 2-LIRSs, but not all of them have optimal 1-IRSs [8]. The Petersen graph [10] and 3-trees
[16] need at least three intervals per edge label in any optimal IRS. Any k-tree has an optimal IRS of compactness 2k+1,
but it is not known whether the bound is tight or not [16]. In a number of subclasses of planar graphs [9,11,14], there
exist graphs that need compactness proportional to
√
n in any IRS. Many other results concerning different interval routing
schemes on various graph classes can be found in the survey by Gavoille [10].
There are a few variants of IRS that, like OIRS, allow overlaps in outgoing edge labels. One variant is an α-adaptive k-IRS,
in which every destination address appears in exactly α different outgoing edges at each vertex v , and a packet randomly
chooses any of the edges containing its destination address [12]. Another variant is all shortest paths IRS which represents
all possible shortest paths between every pair of vertices [6]. We omit details of these variants, since they are completely
different from an OIRS. The survey by Gavoille [10] covers these variants also.
3. OIRSs of selected graphs
In this section, we investigate Ordered Interval Routing Schemes of selected graphs. Our aim is to show that the com-
pactness of an optimal OIRS or OLIRS is less than that of an optimal IRS or LIRS. We start with an easy case: optimal routing
in the Petersen graph. Then we study optimal routing in k-trees, D-dimensional tori and k-garland graphs. Finally we show
optimal 1-OLIRSs of ten simple graphs that are known to have no optimal 1-LIRSs.
3.1. The Petersen graph
The graph in Fig. 1(a) is called the Petersen graph [13]. Gavoille [10] shows that any optimal IRS of the Petersen graph
has compactness at least three. In the following, we show that the graph has an optimal 2-OLIRS, which implies that it has
an optimal 2-OIRS.
In our optimal 2-OLIRS, we label the vertices in such a way that for all i, the vertices xi and yi get consecutive labels.
The edge labels and ordering at x1 are assigned as follows. Edge (x1, x2) is labeled with the descendants of x2 in the shortest
path tree rooted at x1, i.e., with {x2, y2, x3} (Fig. 1(b)). Clearly, this edge label consists of two intervals: one containing only
x3 and another containing x2 and y2. Edge (x1, x5) is labeled in a similar way. The label of the edge (x1, y1) is [0,8], i.e.
it contains all vertex labels. The edge ordering at x1 can be either ((x1, x2), (x1, x5), (x1, y1)) or ((x1, x5), (x1, x2), (x1, y1)).
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Edge labels and ordering at any other vertex can be assigned similarly. Clearly, this scheme ensures shortest path routing
from x1 to all other vertices. Since each of the edges is labeled with at most two linear intervals, the scheme is an optimal
2-OLIRS.
3.2. k-trees
Any k-tree [4] has an optimal 2k+1-IRS, but it is not known whether the bound is tight or not [16]. In this section,
we show that any k-tree has an optimal 2k−1-OIRS. Before giving our result, we will mention a few relevant terms from
Narayanan and Nishimura [16].
3.2.1. Deﬁnitions
The vertices of a k-tree have an order v1, v2, . . . , vn such that v1, v2, . . . , vk is a k-clique, and each vertex vi (k < i  n)
has exactly k neighbors before it in the ordering that form a clique [4]. The ﬁrst k vertices in this order are called the original
vertices. The clique formed by the k neighbors of a vertex v that are before it in the ordering is called the attachment clique
of v , denoted by AC(v). Any vertex in AC(v) is a parent of v . The vertex v is a child of each vertex in AC(v). Given a set S of
vertices, children(S) is the set of vertices v such that v is a child of each vertex in S . Vertex w is a descendant of v if either
w = v , or w is a descendant of a child of v .
To deﬁne a few more terms, we rank the vertices in the following way: the original vertices are given distinct ranks
in the range 1 . . .k arbitrarily, and for any other vertex v , rank(v) = 1 + maxu∈AC(v) rank(u). For every non-original vertex
v , there is exactly one parent with the minimum rank; this parent is called the oldest parent of v , denoted by op(v). For a
non-original vertex v , and a vertex p ∈ {AC(v) − op(v)}, we deﬁne the cousins of v and p, denoted by cous(v, p), to be the
set of vertices b such that p is the vertex with the minimum rank in AC(v) ∩ AC(b). For an original vertex v , N(v) is the
set of vertices for which v is the oldest parent. For a non-original vertex v , cluster(v) is the set of descendants of v that
are equidistant from all parents of v . For a set S of vertices, cluster(S) =⋃v∈S cluster(v). See Narayanan and Nishimura [16,
Section 2] for details on these terms.
3.2.2. Labeling and ordering in the OIRS
In our optimal 2k−1-OIRS, we use the same vertex labels as in the work of Narayanan and Nishimura [16].
For our edge labeling, we ﬁrst categorize an outgoing edge (v,w) at vertex v into one of the following four classes:
Class A: w is a child of v .
Class B: both v and w are original vertices.
Class C: w ∈ AC(v) − {op(v)}.
Class D: w = op(v).
Note that for a class A edge (v,w), w is a non-original vertex since all child vertices are non-original by deﬁnition. Also, if
(v,w) is a class C or class D edge, v is non-original. It is not hard to show that each outgoing edge (v,w) at v belongs to
exactly one of the classes.
We deﬁne the label of an edge (v,w) as follows, depending on the class it belongs to. Note that in the rest of Section 3.2,
we mention an edge label as a set of vertices for simplicity, although the edge label actually consists of the labels of those
vertices.
Class A: cluster(w).
Class B: {w} ∪ cluster(N(w)).
Class C: {w} ∪ cluster(cous(v,w)).
Class D: V .
Finally, we order the outgoing edges (v,w) at each vertex v as follows: the edges in class A comes ﬁrst, followed by the
edges in class B , followed by class C edges, and then the single edge in class D . Within a class, edges are ordered arbitrarily.
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To prove that any k-tree has an optimal 2k−1-OIRS, we ﬁrst show that both our scheme and the scheme of Narayanan
and Nishimura [16] induce the same routing function. Then we determine the number of intervals needed in each edge
label of our scheme.
Lemma 3.1. Between any pair of vertices, the path induced by our scheme is the same as the one induced by the routing scheme of
Narayanan and Nishimura.
Proof. We prove this lemma by modifying the scheme of Narayanan and Nishimura step by step in such a way that the
induced path between any pair of vertices remains the same.
First, we start with the scheme of Narayanan and Nishimura, which assigns the label of an edge (v,w) as follows,
depending on the class it belongs to:
Class A: cluster(w).
Class B: {w} ∪ cluster(N(w)) − cluster(children(v)).









where Pv = AC(v) − {op(v)}.
Then we impose an order on the outgoing edges at each vertex in the same way as our scheme, i.e., class A edges come
ﬁrst followed by edges of classes B , C and D in this order. Since the edge labels at each vertex are mutually disjoint, the
imposed edge order keeps all the induced paths unchanged. We call this modiﬁed scheme the old scheme.
Now we modify the labels of all outgoing edges at v in the old scheme to get the new scheme: The labels of all class A
edges remain the same; we add the vertices cluster(children(v)) to all class B and class C edge labels; the class D edge is
given the label V . Because the class A edge labels are unchanged and they are considered ﬁrst, any packet that goes out
of vertex v following a class A edge in the old scheme follows the same edge in the new labeling scheme. Note that all
the labels of class A edges contain only the vertices in
⋃
w∈children(v) cluster(w) = cluster(children(v)). Therefore, no vertex
in the set cluster(children(v)) can be the destination of a packet that is not forwarded by a class A edge. Hence, if a packet
goes out of vertex v following a class B or class C edge in the old scheme, no vertex in the set cluster(children(v)) can be
its destination. So, such a packet follows the same edge in the new scheme. All the packets not forwarded by any class A,
B or C edge are going to follow the single edge in class D anyway. So, setting this label to V in the new scheme has no
effect on routing of these packets.
This completes the proof, since the new scheme is exactly the same as our scheme. 
The proof of our next lemma uses the following three observations about the vertex labeling of Narayanan and Nishimura.
The ﬁrst two observations are obvious from the way the labels are assigned [16]:
Observation 3.1. For any original vertex x, the labels of the vertices in the set {x} ∪ cluster(N(x)) occupy a single interval.
Observation 3.2. For any non-original vertex v , the labels of the vertices in the set cluster(v) occupy a single interval.
The third observation, proved in the ﬁrst part of Lemma 19 of Narayanan and Nishimura [16], is as follows:
Observation 3.3. For any non-original vertex v , and any one of its parents w ∈ AC(v) − {op(v)}, the labels of the vertices in
{w} ∪ cluster(cous(v,w)) occupy at most 2k−1 intervals.
Lemma 3.2. In our labeling scheme, an edge label consists of at most 2k−1 intervals.
Proof. The label of a class A edge consists of the cluster of a single vertex. This, along with Observation 3.2, implies that
a class A edge label forms a single interval. Also, for any original vertex x, {x} ∪ cluster(N(x)) forms a single interval by
Observation 3.1, which implies that a class B edge forms a single interval. The size of a class C edge label is obtained from
Observation 3.3: for the edge (v,w) (w ∈ AC(v)−{op(v)}), the set {w}∪ cluster(cous(v,w)) occupies at most 2k−1 intervals.
The label of the class D edge clearly consists of one interval. Therefore, an edge label in our scheme consists of at most
2k−1 intervals. 
Our following claim about the optimality and the size of our scheme follows immediately from Lemmas 3.1 and 3.2, and
from the fact that the scheme of Narayanan and Nishimura induces a shortest path between any pair of vertices.
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Theorem 1. Every k-tree has an optimal 2k−1-OIRS.
3.3. Tori
A D-dimensional torus of dimensions d1, d2, . . . , dD is a graph consisting of n =∏Di=1 di vertices at integer coordinates
(x1, x2, . . . , xD) with 0  xi < di for each 1  i  D , which has an edge between vertices v = (x1, x2, . . . , xD) and w =
(y1, y2, . . . , yD) iff there exists an i such that xi = (yi ± 1) mod di and x j = y j for all j = i [2]. If any dimension of a torus
has size greater than four, the torus has no optimal 1-LIRS [2]. Also, if any two dimensions of a torus have sizes greater
than four, the torus has no optimal 1-IRS [8, Theorem 14]. In this section, we prove that any torus has an optimal 1-OLIRS,
which implies that it has an optimal 1-OIRS as well.
3.3.1. Labeling vertices in the OLIRS
In the OLIRS of a torus, the vertex labels are assigned in the lexicographic order implied by the coordinates of the
vertices, considering coordinates from right to left. More precisely, the label L(s) of the vertex s = (x1, x2, . . . , xD) is com-
puted as follows: L(s) =∑Di=1 Wixi , where W1 = 1 and Wi = Wi−1di−1 for 1 < i  D . Fig. 2 shows the vertex labeling of a
2-dimensional torus of dimensions 5 and 7.
3.3.2. Ordering and labeling edges in the OLIRS
For ordering and labeling the outgoing edges at any vertex s = (x1, x2, . . . , xD), we classify the edges into D classes. Each
class Ci , 1 i  D , consists of the two edges connecting s to the following vertices:
ui =
(





x1, x2, . . . , xi−1, x+i , xi+1, xi+2, . . . , xD
)
,
where x−i and x
+
i denote (xi − 1) mod di and (xi + 1) mod di respectively.
In the edge ordering at vertex s, the edges of class C1 come ﬁrst, followed by those in classes C2,C3, . . . ,CD in this
order. Within class Ci , the order of the two edges depends on the corresponding coordinate: the edge (s,ui) comes before
the edge (s,wi) if and only if xi  di/2. For simplicity, let hi denote di/2.
The edge labels are assigned in such a way that at vertex s, the packet addressed to some vertex t is forwarded by
a class C1 edge if only the ﬁrst coordinates of s and t are different, by a class C2 edge if the second coordinates of
s and t are different but their third and later coordinates are the same, and so on. Within each class Ci , each of the
edges (s,ui) and (s,wi) covers about half of all the addresses covered by both of them. Before giving details, we illustrate
the idea with the edge labels at vertex 21 of the 2-dimensional torus in Fig. 2. For this vertex, C1 = {(21,20), (21,22)},
C2 = {(21,16), (21,26)}, and the edge ordering π21 = ((21,22), (21,20), (21,16), (21,26)). The ﬁrst edge (21,22) is labeled
with [22,23] which optimally routes the packets with addresses in this interval. The second edge (21,20) forwards packets
addressed only to 20 and 24. However, because this edge is considered after the edge (21,22) during routing, we label it
with [20,24] to achieve the same effect. The third edge (21,16) should carry only the packets with destination vertices in
[5,19]. So, we label the edge (21,16) with the interval [5,19]. Finally, the edge (21,26) should forward packets addressed
only to vertices in [0,4] ∪ [25,34]; we achieve this by labeling the edge with [0,34] because this edge is considered after
all the other edges. The four shaded regions in Fig. 2 show the labels of the four edges in π21.
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after the other edge of the same class in the ordering is as follows:[
L(0,0, . . . ,0,0, xi+1, xi+2, . . . , xD), L(d1 − 1,d2 − 1, . . . ,di−1 − 1,di − 1, xi+1, xi+2, . . . , xD)
]
.
We call this interval the larger interval of class Ci at s. Lemma 3.3 will show the justiﬁcation for using the name “larger
interval”. The label of the other class Ci edge depends on the ith coordinate of s, as follows. If xi  hi , then the ﬁrst edge of
the class (i.e. (s,ui)) is labeled with the interval
I(s,ui) =
[
L(0,0, . . . ,0, xi − hi, xi+1, xi+2, . . . , xD), L(d1 − 1,d2 − 1, . . . ,di−1 − 1, xi − 1, xi+1, xi+2, . . . , xD)
]
and the second edge (i.e. (s,wi)) is labeled with the larger interval of class Ci . Otherwise, the ﬁrst edge of the class (i.e.
(s,wi)) is labeled with the interval
I(s,wi) =
[
L(0,0, . . . ,0, xi + 1, xi+1, xi+2, . . . , xD), L(d1 − 1,d2 − 1, . . . ,di−1 − 1, xi + hi, xi+1, xi+2, . . . , xD)
]
and the second edge (i.e. (s,ui)) is labeled with the larger interval of class Ci .
3.3.3. Proof of optimality of our scheme
To prove that the above scheme is an optimal 1-OLIRS, we ﬁrst determine the edge a packet uses to leave the current
vertex on the way to its destination. Then we show that the packet follows a shortest path.
The following lemma establishes an important property of our vertex labels: we can compare the labels of two vertices
by comparing only the “rightmost” coordinate at which the two vertices differ.
Lemma 3.3. For any two vertices s = (x1, x2, . . . , xD) and t = (y1, y2, . . . , yD) of the torus:
(i) L(s) = L(t) iff xi = yi for all i; and
(ii) L(s) > L(t) iff there exists some r such that xr > yr and xi = yi for all i > r.
Proof. The lemma can be proved by simplifying the expression L(s) − L(t) =∑Di=1 Wi(xi − yi) in a trivial way [1]. 
It is obvious from the above lemma that the interval of each class Ci edge is a subset of the larger interval of the same
class.
The following two lemmas characterize the paths deﬁned by our routing scheme. When a packet P with destination
vertex t is at another vertex s, P uses an edge e to leave vertex s. We know from the following lemma the class to which
edge e belongs.
Lemma 3.4. If the destination vertex of a packet P is t = (y1, y2, . . . , yD), and P is currently at a vertex s = (x1, x2, . . . , xD) such
that for some r, xr = yr and xi = yi for all i > r, then P uses a class Cr edge to leave vertex s.
Proof. We have to prove that P does not use a class C j edge for all j = r. First we show that this holds for all j > r.
The left endpoint of the larger interval of class Cr is L(0,0, . . . ,0,0, xr+1, xr+2, . . . , xD), which is less than or equal to
L(t) by Lemma 3.3, since yi  0 for all i  r and yi = xi for all i > r. The right endpoint of the larger interval of class
Cr is L(d1 − 1,d2 − 1, . . . ,dr−1 − 1,dr − 1, xr+1, xr+2, . . . , xD), which is greater than or equal to L(t) by Lemma 3.3, since
yi  di −1 for all i  r and yi = xi for all i > r. These facts imply that L(t) is in the larger interval of class Cr . Hence, P does
not use any edges in classes C j , j > r, since these edges follow the class Cr edges in the edge ordering.
Now we show that for all j < r, there is no possibility that P uses any class C j edge. The interval of any C j edge has the
following form:[
L(0,0, . . . ,0, x′j, x j+1, . . . , xr, xr+1, . . . , xD), L(d1 − 1,d2 − 1, . . . ,d j−1 − 1, x′′j , x j+1, . . . , xr, xr+1, . . . , xD)
]
,
where x′j and x
′′
j are two constants in {0,1, . . . ,d j − 1}. We know from the statement of the lemma that xr = yr and xi = yi
for all i > r. If xr > yr , then both endpoints of the above interval are greater than L(t); and if xr < yr , then both endpoints
of the above interval are less than L(t) (Lemma 3.3). So, the above interval does not contain L(t).
Therefore, P uses a class Cr edge to leave s. 
The edge in Cr used by P to leave its current vertex is the one that moves P closer to its destination. Before we prove
this claim, we determine the length of the shortest path between two vertices of a torus. Let a packet P whose destination
vertex is t = (y1, y2, . . . , yD) be currently at a different vertex s = (x1, x2, . . . , xD). Because the coordinates of any neighbor
of s differ from those of s in exactly one coordinate xi by one (modulo di), exactly one coordinate of the current position
of P changes by 1 (modulo the length of the corresponding dimension) whenever P “crosses” an edge. Therefore, the
length of the shortest path from s to t is equal to the minimum number of times we need to change the coordinates
of s, one at a time and by amount one, so that the coordinates of s and t become the same. That implies, dist(s, t) =∑D
i=1 min{|xi − yi|,di − |xi − yi |}. For each term in this expression, it is easy to prove the following observation [1]:
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Lemma 3.5. Let t = (y1, y2, . . . , yD) be the destination vertex of a packet P and s = (x1, x2, . . . , xD) be the current position of P such
that for some r, xr = yr and xi = yi for all i > r. If P uses the edge (s, s1) to leave vertex s, then dist(s1, t) = dist(s, t) − 1.
Proof. In this proof, we only consider the case xr  hr . The proof is similar for the case xr < hr .
By Lemma 3.4, (s, s1) is a class Cr edge. Consequently, s1 is either ur or wr . Since xr  hr , (s,ur) is before (s,wr) in the
edge ordering at s. Moreover, [xr − hr, xr] is a linear interval. We split our proof into the following two cases depending on
whether or not this interval contains yr .
Case 1: xr − hr  yr  xr . In this case, s1 is ur by our routing scheme. Now, since xr − hr  yr , we have xr − yr  hr . Since
yr = xr , we have yr < xr and xr > 0. Therefore, x−r = xr − 1, x−r − yr  0, and x−r − yr = xr − yr − 1 < hr . As a result, by
Observation 3.4,
min
{|x−r − yr |,dr − |x−r − yr |}= x−r − yr = xr − yr − 1
= min{|xr − yr |,dr − |xr − yr |}− 1.
Because the coordinates of ur and s differ in only the rth coordinate, the above equation implies, dist(ur, t) = dist(s, t) − 1.
Case 2: either yr > xr , or yr < xr − hr . In this case, s1 is wr by our routing scheme. We now have the following two
sub-cases:
Case 2a: yr > xr . Since yr  dr − 1 2hr and xr  hr , we have yr − xr  hr . Moreover, xr < dr − 1, and hence, x+r = xr + 1.
Clearly, yr − x+r = yr − xr − 1 < hr . As a result, by Observation 3.4,
min
{∣∣x+r − yr∣∣,dr − ∣∣x+r − yr∣∣}= yr − x+r = yr − xr − 1
= min{|xr − yr |,dr − |xr − yr |}− 1.
Case 2b: yr < xr − hr . We have xr − yr > hr  0. When xr < dr − 1, x+ = xr + 1. So, x+r − yr = xr − yr + 1 > hr  0. As a
result, by Observation 3.4,
min
{∣∣x+r − yr∣∣,dr − ∣∣x+r − yr∣∣}= dr − (x+r − yr)= dr − (xr − yr) − 1
= min{|xr − yr |,dr − |xr − yr |}− 1.
On the other hand, when xr = dr − 1, x+r = 0. So, yr < xr − hr = dr − 1− hr  2hr − hr = hr . By Observation 3.4,
min
{∣∣x+r − yr∣∣,dr − ∣∣x+r − yr∣∣}= min{yr,dr − yr} = yr
= dr − (xr − yr) − 1
= min{|xr − yr |,dr − |xr − yr |}− 1.
As in Case 1, because the coordinates of wr and s differ in only the rth coordinate, the last equations in Cases 2a and 2b
imply, dist(wr, t) = dist(s, t) − 1.
Therefore, in all the cases, dist(s1, t) = dist(s, t) − 1. 
Using Lemma 3.5, it is straightforward to prove that P moves from s to t in dist(s, t) steps, which is optimal. This proves
the following theorem:
Theorem 2. The above routing scheme is an optimal 1-OLIRS of the torus.
3.4. k-garland graphs
In this section, we deﬁne and study a class of graphs, called k-garland graphs, that have optimal 2-OLIRSs, but do not
always have optimal 2-IRSs. Intuitively, a k-garland graph has a chain of k “special” vertices; all other vertices are connected
to exactly one or two of these special vertices. Moreover, there is no common neighbor of two non-adjacent special vertices.
More precisely:
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Fig. 4. The ith component of T .
Deﬁnition 3 (k-garland graph). A graph is called a k-garland graph if its vertices can be partitioned into the sets B , Ci for
i ∈ {1,2, . . . ,k} and Di for i ∈ {1,2, . . . ,k − 1} such that:
(i) set B consists of k vertices b1,b2, . . . ,bk , called the base vertices, such that bi is adjacent to b j iff j = i+1 (1 i, j  k);
(ii) set Ci , i ∈ {1,2, . . . ,k}, consists of all the vertices that are adjacent to bi , and not adjacent to b j for all j = i;
(iii) set Di , i ∈ {1,2, . . . ,k − 1}, consists of all the vertices that are adjacent to both bi and bi+1, and not adjacent to b j for
all j /∈ {i, i + 1};
(iv) no vertex in Ci is adjacent to any vertex in C j for all j = i;
(v) no vertex in Di is adjacent to any vertex in D j for all j = i; and
(vi) each vertex v ∈ Ci is adjacent to at most one vertex in Di−1, at most one vertex in Di , and no vertex in D j , j /∈ {i−1, i}.
Fig. 3 outlines the structure of a k-garland graph. Note that for all i ∈ {2,3, . . . ,k − 1}, any path from a vertex in Ci−1 ∪
{bi−1} ∪ Di−1 to a vertex in Di ∪ Ci+1 ∪bi+1 goes through a vertex in {bi} ∪ Ci . Extending this idea to a larger set of vertices,
we get the following observation, which we will use in the following sections.
Observation 3.5. For all i ∈ {2,3, . . . ,k − 1}, any path from a vertex in ⋃i−1j=1(C j ∪ {b j} ∪ D j) to a vertex in ⋃kj=i+1(D j−1 ∪
C j ∪ {b j}) goes through a vertex in Ci ∪ {bi}.
3.4.1. Compactness of an IRS of a k-garland graph
We can show using a counterexample that not all k-garland graphs have an optimal 2-IRS. Let T be the graph constructed
as follows [16]. Graph T has 77 vertices that can be partitioned into the following sets: B = {x, y}, C1 = {ai,bi: i ∈ [1,15]},
C2 = {di, ei: i ∈ [1,15]} and D1 = {ci: i ∈ [1,15]}. The edges of T are (x,ai), (x,bi), (x, ci), (y, ci), (y,di), (y, ei), (ai,bi),
(bi, ci), (ci,di), (di, ei) for i ∈ [1,15], and (x, y). Fig. 4 shows one component of the graph. Clearly, T is a 2-garland graph.
Narayanan and Nishimura [16, Theorem 3] show that T is a 2-tree, and does not have an optimal 2-IRS. This proves that
not all k-garland graphs have optimal 2-IRSs, since T is a k-garland graph.
3.4.2. Labeling and ordering in the OLIRS
For labeling the vertices of a k-garland graph, we ﬁrst take an ordering π of the vertices as follows. Let C ′i denote
the set Ci ∪ {bi} for all i ∈ {1,2, . . . ,k}. The ordering π starts with the vertices in set C ′1, followed by those in the sets
D1,C ′2, D2,C ′3, . . . ,C ′k−1, Dk−1 and C
′
k in that order. In π , bi is either the ﬁrst or the last vertex within each set C
′
i , 1 i  k.
The vertices within each of the sets Ci , 1 i  k, and Di , 1 i < k, can be in any arbitrary order. Vertices are labeled with
0,1, . . . ,n − 1 in the same order they appear in π .
Before giving details of ordering and labels of the outgoing edges at a vertex, we give an idea of our routing scheme. In
the following, we illustrate how all the vertices of a k-garland graph are covered by the outgoing edges at a vertex in each
of the sets B , Ci , 1 i  k, and Di , 1 i < k.
For base vertex bi , an edge that connects bi to a vertex v ∈ Di−1 ∪ Ci ∪ Di covers only v . The edge (bi,bi−1) covers the
vertices to the “left” of bi (in Fig. 5), excluding those in Di−1; more precisely, it covers the vertices in C ′1 ∪ D1 ∪ C ′2 ∪ D2 ∪· · · ∪ C ′i−1. Similarly, the edge (bi,bi+1) covers the vertices in C ′i+1 ∪ Di+1 ∪ C ′i+2 ∪ Di+2 ∪ · · · ∪ C ′k .
For a vertex c ∈ Ci , each edge that connects c to a vertex v in Ci covers only v . If an edge connects c to v ∈ Di−1, then
the edge covers the vertices in {v} ∪ Ci−1. Similarly, if an edge connects c to v ∈ Di , then the edge covers the vertices in
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{v} ∪ Ci+1. All the vertices not covered by any other edges is covered by (c,bi). This includes the vertices in Ci−1 ∪ Ci ∪
Ci+1 ∪ Di−1 ∪ Di not covered by any other edges at c. This case is illustrated in Fig. 6.
For a vertex d ∈ Di , an edge connecting d to a vertex v ∈ Ci ∪ Di ∪ Ci+1 covers only the destination v . All the vertices to
the “left” of Di (in Fig. 7) as well as the non-adjacent vertices in Di are covered by (d,bi). All the vertices to the “right” of
d (i.e., the rest of the vertices) are covered by (d,bi+1).
Now we formalize ordering and labels of the outgoing edges at each vertex in each of the subsets B , Ci for i ∈ {1,2,
. . . ,k}, and Di for i ∈ {1,2, . . . ,k − 1}.
Set B: For each vertex bi ∈ B , the edge order πbi starts with the edges (bi, v), v ∈ Di−1 ∪ Ci ∪ Di , in any arbitrary order,
followed by the edge (bi,bi−1), and then the edge (bi,bi+1).
The label of an edge (bi, v) is:
– L(v) if v ∈ Di−1 ∪ Ci ∪ Di ;
– the set of labels of the vertices in C ′1 ∪ D1 ∪ C ′2 ∪ D2 ∪ · · · ∪ Di−2 ∪ C ′i−1 if v = bi−1; and
– the set of labels of the vertices in C ′i+1 ∪ Di+1 ∪ C ′i+2 ∪ Di+2 ∪ · · · ∪ Dk−1 ∪ C ′k if v = bi+1.
Set C i : For each i ∈ {1,2, . . . ,k}, the edge order πc of each vertex c ∈ Ci starts with the edges (c, v), v ∈ Ci , in any arbitrary
order, followed by the edge (c,u) if vertex c has a neighbor u ∈ Di−1, and then the edge (c,w) if c has a neighbor w ∈ Di .
The last edge in πc is (c,bi).
The label of an edge (c, v) is:
– L(v) if v ∈ Ci ;
– the set of labels of the vertices in {v} ∪ Ci−1 if v ∈ Di−1;
M. Ahmed / Journal of Discrete Algorithms 7 (2009) 363–376 373– the set of labels of the vertices in {v} ∪ Ci+1 if v ∈ Di ; and
– [1,n] if v = bi .
Set Di : For each i ∈ {1,2, . . . ,k − 1}, the edge order πd of each vertex d ∈ Di starts with the edges (d, v), v /∈ B , in any
arbitrary order, followed by the edge (d,bi), and then the edge (d,bi+1).
The label of an edge (d, v) is:
– L(v) if v /∈ B;
– the set of labels of the vertices in C ′1 ∪ D1 ∪ C ′2 ∪ D2 ∪ · · · ∪ C ′i ∪ Di if v = bi ; and
– the set of labels of the vertices in C ′i+1 ∪ Di+1 ∪ C ′i+2 ∪ Di+2 ∪ · · · ∪ Dk−1 ∪ C ′k if v = bi+1.
3.4.3. Proof of optimality of our scheme
The optimality of our scheme depends on the following property of shortest paths in a k-garland graph:
Lemma 3.6. For any pair of vertices u ∈ C ′i−1 ∪ Di−1 and v ∈ D j ∪ C ′j+1 such that 1 < i  j < k, there is a shortest path from u to v
that contains (bi,bi+1, . . . ,b j) as a subpath.
Proof. For any vertex z, and any two sets X and Y of vertices, let dist(X, Y ) and dist(z, X) denote minx∈X,y∈Y dist(x, y) and
minx∈X dist(z, x) respectively.
From Observation 3.5, we can infer that any shortest path from u to v passes through a vertex in each of the sets
C ′i,C
′
i+1, . . . ,C
′
j in this order. So, we have
dist(u, v) dist(u,C ′i) + dist(C ′i,C ′i+1) + · · · + dist(C ′j−1,C ′j) + dist(v,C ′j).
We now focus on each term on the right-hand side.
It is easy to show as follows that dist(u,C ′i) = dist(u,bi). When u ∈ {bi−1} ∪ Di−1, dist(u,bi) = 1, and dist(u,Ci) 
1. When u ∈ Ci−1, dist(u,bi) = 2, and dist(u,Ci)  2. Therefore, dist(u,bi)  dist(u,Ci), which implies that dist(u,C ′i) =
dist(u,bi).
We can show in the same way that dist(v,C ′j) = dist(b j, v).
Finally, for any q ∈ {i, i+1, . . . , j−1}, dist(C ′q,C ′q+1) = dist(bq,bq+1) = 1 since bq and bq+1 are adjacent, and C ′q and C ′q+1
are disjoint sets. So, the above inequality can be written as follows:
dist(u, v) dist(u,bi) + dist(bi,bi+1) + · · · + dist(b j−1,b j) + dist(b j, v),
which implies that the path composed of a shortest path from u to bi followed by the path (bi,bi+1, . . . ,b j) followed by a
shortest path from b j to v is a shortest path from u to v . 
Lemmas 3.7 to 3.9 below prove that our scheme routes a packet along a shortest path. The three lemmas cover the cases
when s is a base vertex, a vertex in Ci for some i ∈ {1,2, . . . ,k}, and a vertex in Di for some i ∈ {1,2, . . . ,k − 1} in this
order.
Lemma 3.7. Let t be the destination vertex of a packet P , and bi (1 i  k) be the current position of P such that bi = t. If P uses the
edge (bi, s1) to leave vertex bi , then dist(s1, t) = dist(bi, t) − 1.
Proof. We split the proof into the following three cases:
Case 1: t ∈ Di−1 ∪Ci ∪ Di . In this case, t is adjacent to bi . Our routing scheme ensures that P uses the edge (bi, t) to reach t .
So, the proof is trivial in this case.
Case 2: t ∈ C ′1 ∪ D1 ∪C ′2 ∪ D2 ∪· · ·∪ Di−2 ∪C ′i−1. In this case, P uses the edge (bi,bi−1) to leave bi . When t /∈ C ′i−1, bi−1 in on
a shortest path from bi to t by Lemma 3.6. Therefore, dist(bi−1, t) = dist(bi, t)− 1. When t = bi−1, the proof is trivial. When
t ∈ Ci−1, (bi,bi−1, t) is a shortest path from bi to t , since bi and t are not adjacent. Therefore, dist(bi−1, t) = dist(bi, t) − 1.
Case 3: t ∈ C ′i+1 ∪ Di+1 ∪ C ′i+2 ∪ Di+2 ∪ · · · ∪ Dk−1 ∪ C ′k . This case is similar to Case 2. 
Lemma 3.8. Let t be the destination vertex of a packet P , and s be the current position of P such that s = t. If s ∈ Ci (1 i  k) and P
uses the edge (s, s1) to leave vertex s, then dist(s1, t) = dist(s, t) − 1.
Proof. When t is adjacent to s, the proof is trivial, since our routing scheme ensures that P uses the edge (s, t) to reach t
in this case. The rest of the proof is for the case t is not adjacent to s. We split the proof into the following two cases:
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bi−1 is on a shortest path from s to t by Lemma 3.6. It follows immediately that bi is on a shortest path from s to t since
(s,bi,bi−1) is a shortest path. Therefore, dist(bi, t) = dist(s, t) − 1.
When t ∈ {bi−1} ∪ Di−1, P uses the edge (s,bi) to leave s because t is not adjacent to s. Clearly (s,bi, t) is a shortest
path from s to t , and hence, dist(bi, t) = dist(s, t) − 1.
When t ∈ Ci−1, we have two sub-cases as follows:
Case 1a: s has a neighbor d ∈ Di−1. In this case, P uses the edge (s,d) to leave s. If d is adjacent to t , clearly (s,d, t)
is a shortest path, and hence, dist(d, t) = dist(s, t) − 1. On the other hand, if d is not adjacent to t , it is easy to see
that s and t have no common neighbor. This implies that dist(s, t)  3, and hence (s,d,bi−1, t) is a shortest path. So,
dist(d, t) = dist(s, t) − 1.
Case 1b: s has no neighbor in Di−1. In this case, P uses the edge (s,bi) to leave s. It is easy to see that s and t have no
common neighbor. This implies that dist(s, t) 3, and hence (s,bi,bi−1, t) is a shortest path. So, dist(bi, t) = dist(s, t) − 1.
Case 2: t ∈ Di ∪ C ′i+1 ∪ Di+1 ∪ C ′i+2 ∪ Di+2 ∪ · · · ∪ Dk−1 ∪ C ′k . This case is similar to Case 1. 
Lemma 3.9. Let t be the destination vertex of a packet P , and s be the current position of P such that s = t. If s ∈ Di (1 i < k) and
P uses the edge (s, s1) to leave vertex s, then dist(s1, t) = dist(s, t) − 1.
Proof. When t is adjacent to s, the proof is trivial, since our routing scheme ensures that P uses the edge (s, t) to reach t
in this case. The rest of the proof is for the case t is not adjacent to s. We split the proof into the following two cases:
Case 1: t ∈ C ′1 ∪ D1 ∪ C ′2 ∪ D2 ∪· · ·∪ Di−1 ∪ C ′i . In this case, P uses the edge (s,bi) to leave s. When t /∈ C ′i , bi in on a shortest
path from s to t by Lemma 3.6. Therefore, dist(bi, t) = dist(s, t) − 1. When t ∈ Ci , (s,bi, t) is a shortest path from s to t ,
since t is not adjacent to s. Therefore, dist(bi, t) = dist(s, t) − 1.
Case 2: t ∈ C ′i+1 ∪ Di+1 ∪ C ′i+2 ∪ Di+2 ∪ · · · ∪ Dk−1 ∪ C ′k . This case is similar to Case 1. 
The following lemma proves that the number of intervals in an edge label is at most two:
Lemma 3.10. In our labeling scheme, an edge label consists of at most two linear intervals.
Proof. It is obvious from our vertex labeling that for any i1 and i2 such that 1  i1  i2 < k, the labels of the vertices in⋃i2
i=i1(C
′




i ∪ Di) ∪ C ′i2+1. As a result, the label of each
outgoing edge of a vertex in set B or in set Di , 1 i < k, consists of only one linear interval. For a vertex c ∈ Ci , 1 i  k,
each edge connecting c to a vertex in Ci ∪ {bi} consists of one linear interval, and each edge connecting c to a vertex in
Di−1 ∪ Di consists of two linear intervals. Therefore, one edge label consists of at most two linear intervals. 
From Lemmas 3.7 to 3.9, we can infer that P moves from s to t in dist(s, t) steps, which is optimal. This, together with
Lemma 3.10, proves the following theorem:
Theorem 3. The above scheme is an optimal 2-OLIRS of the k-garland graph.
Note that it follows directly from the proof of Lemma 3.10 that if a k-garland graph has no edge connecting any vertex
in Ci to any vertex in Di−1 ∪ Di for all i ∈ {1,2, . . . ,k}, then the graph has an optimal 1-OLIRS.
3.5. Graphs without optimal 1-LIRSs
The graphs in Figs. 8 and 9 have no optimal 1-LIRSs [2]. In fact, the graphs in Fig. 8 have no 1-LIRSs even when we do
not consider optimality [8]. However, these ﬁgures show optimal 1-OLIRSs of these graphs. In these ﬁgures, the mark of the
form “i : [x, y]” near vertex v along an edge (v,w) indicates that (v,w) is the ith edge in πv , and its label is the interval
[x, y]. In each of the graphs, we have omitted the edge labels and orderings that are either symmetric to other labels, or
trivial.
Another class of graphs having no optimal 1-LIRSs is the class of cycles with more than 4 vertices [2]. Since all cycles
are tori of dimension one, they have optimal 1-OLIRSs by Theorem 2.
Note that Bakker et al. [2] actually prove that a graph G that contains any of these graphs discussed here as a subgraph
of shortest paths has no optimal LIRS of compactness one. However, it is obvious that G may have an optimal OLIRS of
compactness one.
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Fig. 9. Optimal 1-OLIRSs of graphs having no optimal 1-LIRSs.
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In this paper, we have proposed the concept of an Ordered Interval Routing Scheme (OIRS), and shown improvements
in the size of routing tables achieved by OIRSs compared to IRSs for certain graph classes. For any k-tree, optimal routing
is possible using an OIRS with at most 2k−1 intervals per edge label, although the best known result for an IRS is 2k+1
intervals per edge label. Any D-dimensional torus has an optimal OLIRS of compactness one, but it has no optimal LIRS of
compactness one if any of its dimensions has size greater than four. We have also deﬁned the class of k-garland graphs,
which has optimal 2-OLIRSs, but does not always have optimal 2-IRSs. A similar result has been shown for the Petersen
graph. Finally, ten small graphs without optimal 1-LIRSs have been shown to have optimal 1-OLIRSs. Note that for the
Petersen graph, tori and k-garland graphs, the compactness of an optimal OIRS is less than that of an optimal IRS even
when the OIRS is constrained to the case of linear intervals, but the IRS is allowed to have cyclic intervals.
One obvious extension of our work is to examine OIRSs of graphs with large IRS compactness, and in particular, OIRSs of
the subclasses of planar graphs that need compactness proportional to
√
n in any IRS [9,11,14]. Another interesting problem
is to fully characterize the graphs that have optimal k-OIRSs for some ﬁxed value of k. The problem is NP-complete for the
case of optimal IRSs even for small values of k [5,7]. We can also consider the problem of determining the minimum k such
that a given graph has an optimal k-OIRS. This is likely to be an intractable problem, because the corresponding problem for
IRS is NP-hard [7]. An easier problem is to determine whether k-trees have optimal OIRSs of compactness less than 2k−1.
In this paper we have considered OIRSs of unweighted graphs. Interval routing schemes have been studied for two
models of weighted graphs [2,5]. One is the ﬁxed cost model where each edge has a constant weight. In the dynamic cost
model, the aim is to determine an IRS that ensures optimal routing for every possible values of edge weights. Investigating
OIRSs for these two models is a possible extension of our work.
This paper has focused on the space requirements for routing tables and the lengths of the induced paths. Another
important parameter is the time needed to determine the edge to be used to forward a packet from a vertex. At a vertex of
degree d, an IRS requires O (logd) time to determine the edge. Because of overlapping intervals, an OIRS requires O (d) time
in general. However, for certain classes of graphs, it is possible to reduce this time to O (logd). For example, the OIRS of a
torus mentioned in Section 3.3 guarantees O (logd) time, because C1 ⊆ C2 ⊆ · · · ⊆ CD . Characterizing the graphs for which
OIRSs can guarantee O (logd) time is another interesting open problem.
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