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Abstract
We consider estimation and control in linear time-varying dynamical systems from the
perspective of regret minimization. Unlike most prior work in this area, we focus on the
problem of designing causal estimators and controllers which compete against a clairvoyant
noncausal policy, instead of the best policy selected in hindsight from some fixed parametric
class. We show that the regret-optimal estimator and regret-optimal controller can be derived
in state-space form using operator-theoretic techniques from robust control and present tight,
data-dependent bounds on the regret incurred by our algorithms in terms of the energy of
the disturbances. Our results can be viewed as extending traditional robust estimation and
control, which focuses on minimizing worst-case cost, to minimizing worst-case regret. We
propose regret-optimal analogs of Model-Predictive Control (MPC) and the Extended Kalman
Filter (EKF) for systems with nonlinear dynamics and present numerical experiments which
show that our regret-optimal algorithms can significantly outperform standard approaches to
estimation and control.
1 Introduction
The central question in control theory is how to regulate the behavior of an evolving system with
state x that is perturbed by a disturbance w by dynamically adjusting a control action u. Tra-
ditionally, this question has been studied in two distinct settings: in the H2 setting, we assume
that the disturbance w is generated by a stochastic process and seek to select the control u so as
to minimize the expected control cost, whereas in the H∞ setting we assume the noise is selected
adversarially and instead seek to minimize the worst-case control cost.
Both H2 and H∞ controllers suffer from an obvious drawback: they are designed with respect to
a specific class of disturbances, and if the true disturbances fall outside of this class, the performance
of the controller may be poor. Indeed, the loss in performance can be arbitrarily large if the
disturbances are carefully chosen [6].
This observation naturally motivates the design of adaptive controllers, which dynamically adjust
their control strategy as they sequentially observe the disturbances instead of blindly following
a prescribed strategy. This problem has attracted much recent attention in the online learning
community (e.g. [2, 7, 15]), mostly from the perspective of regret minimization. In this framework,
the online controller is designed to minimize regret against the best controller selected in hindsight
out of some class of controllers; the comparator class is often taken to be the class of state-feedback
controllers or the class of disturbance-action controllers introduced in [2]. The resulting controllers
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are adaptive in the sense that they seek to minimize cost irrespective of how the disturbances are
generated.
In this paper, we take a somewhat different approach to the design of adaptive controllers.
Instead of designing an online controller to minimize regret against the best controller selected
in hindsight from some specific class, we instead focus on designing an online controller which
minimizes regret against a clairvoyant noncausal controller, which knows the full sequence of dis-
turbances in advance. The cost incurred by this noncausal controller is a lower bound on the cost
incurred by any controller, since the noncausal controller selects the globally optimal sequence of
control actions with full knowledge of the disturbances. This formulation of regret minimization is
much more general: instead of imposing a priori some finite-dimensional, parametric structure on
the controller we learn (e.g. state-feedback policies, disturbance action policies, etc), which may or
may not be appropriate for the given control task, we compete with the globally optimal clairvoyant
controller, with no artificial constraints. We ask: how closely can an online controller approximate
the performance of a clairvoyant, noncausal controller? We design a new regret-optimal controller
which approximates the performance of the optimal clairvoyant controller as closely as possible,
and bound the worst-case difference in control costs between these two controllers (the regret) in
terms of the energy of the disturbances.
We also consider online estimation (filtering) in dynamical systems from the perspective of regret
minimization. Given a choice between a smoothed estimator and a filter, it is natural to prefer the
smoothed estimator, since the smoothed estimator has access to noncausal measurements and can
hence potentially outperform the filter. However, in many real-world settings we have only causal
access to measurements and must generate estimates online using a filter. We ask: how closely can
a filter approximate the performance of a smoothed estimator? We design a new regret-optimal
filter which approximates the optimal smoothed estimator as closely as possible, and bound the
worst-case difference in estimation error between these two estimators (the regret) in terms of the
energy of the disturbances.
Our approach to regret minimization in estimation and control is similar in outlook to a series of
works in online learning (e.g. [11,16–18,26]), which seek to design online learning algorithms which
compete with a globally optimal, dynamic sequence of actions instead of the best fixed action
selected in hindsight from some class (e.g. the best fixed arm in the Multi-Armed Bandit problem).
This notion of regret is called “dynamic regret” and is natural when the reward-generating process
encountered by the online algorithm varies over time. Unlike these prior works, we consider online
optimization in settings with dynamics. This setting is considerably more challenging to analyze
through the lens of regret, because the dynamics serve to couple costs across rounds; the estimates
or control actions generated by a learning algorithm in one round affect the costs incurred in all
subsequent rounds, making counterfactual analysis difficult.
1.1 Contributions of this paper
In this paper, we consider finite-horizon estimation and control in linear dynamical systems from
the perspective of regret minimization. We obtain two main results. First, we derive a new causal
estimator (a filter) which minimizes regret against a noncausal estimator which receives all the
full sequence of observations at once (i.e. the optimal smoothing estimator). This filter is drop-in
replacement for standard filters such as the Kalman filter and the H∞ filter. We present a state-
space model of the regret-optimal filter by constructing a new linear system such that the H∞
filter in the new system is the regret-optimal filter in the original system. The new system has
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3n states, where n is the number of states in the original system. Second, we derive a new causal
controller which minimizes regret against a noncausal controller which receives the full sequence of
disturbances in advance; this controller can be used in place of standard H2 and H∞ controllers.
Given an n-dimensional linear control system and a corresponding cost functional, we show how
to construct a 2n-dimensional linear system and a new cost functional such that the H∞-optimal
controller in the new system minimizes regret against the noncausal controller in the original system.
Our results easily extend to settings where the controller has access to predictions of the next k
disturbances, or only affects the system dynamics after a delay of k timesteps (Section 8) We
also present tight data-dependent regret bounds for both the regret-optimal filter and the regret-
optimal controller in terms of the energy of the disturbances. Our results can be viewed as extending
traditional H∞ estimation and control, which focuses on minimizing worst-case cost, to minimizing
worst-case regret.
We next consider nonlinear systems and describe how to obtain regret-optimal filters and con-
trollers via iterative linearization; these schemes can be viewed as regret-optimal analogs of the clas-
sic Model Predictive Control (MPC) and Extended Kalman Filter (EKF) algorithms. We present
numerical experiments which show that our regret-optimal algorithms can significantly outperform
standard H2 and H∞ algorithms across a wide variety of input disturbances. All of the algorithms
we obtain are computationally efficient, and run in time linear in the time horizon.
1.2 Related work
Regret minimization in control has has attracted much recent attention across several distinct
settings. A series of papers (e.g. [1,4,5,20]) consider a model where a linear system with unknown
dynamics is perturbed by stochastic disturbances; an online learner picks control actions with the
goal of minimizing regret against the optimal stabilizing controller. In the “non-stochastic control”
setting proposed in [15], the learner knows the dynamics, but the disturbance may be generated
adversarially; the controller seeks to minimize regret against the class of disturbance-action policies.
An O(T 2/3) regret bound was given in [15]; this was improved to O(T 1/2) in [2] and O(log T ) in [7].
We emphasize that all of these works focus on minimizing regret against a fixed controller
from some parametric class of control policies (policy regret), while we focus on competing against
the clairvoyant noncausal controller; similar problems were also studied in, e.g. [9, 12, 23]. Regret
minimization was studied in LTI, infinite horizon estimation [22] and control [21], and in finite-
horizon measurement-feedback control in [8]. Gradient-based algorithms with low dynamic regret
against the class of disturbance-action policies were obtained in [13,25].
2 Preliminaries
We consider estimation and control in linear time-varying dynamical systems over a finite-horizon
t = 0, . . . T − 1. An estimator is causal if its estimate at time t depends only on the observations
y0, . . . , yt; otherwise we say the estimator is noncausal. Causal estimation is often called filtering ;
noncausal estimation is often called smoothing. Similarly, a controller is causal if the control action
it selects at time t depends only on the disturbances w0, . . . , wt−1; otherwise the controller is
noncausal. A strictly causal estimator or controller is defined analogously, except that its output
at time t depends only on the inputs up to time t− 1. For simplicity we focus on causal estimation
and control, but we emphasize that our results easily extend to the strictly causal setting as well;
we describe how to adjust our proofs in the Appendix. We often think of estimators or controllers
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as being represented by linear operators mapping disturbances w to control actions u; in this
framework, a (strictly) causal estimator or controller is precisely one whose associated operator is
(strictly) lower-triangular.
In the estimation setting, a system with state xt ∈ Rn evolves according to the dynamics
xt+1 = Atxt +Btut, (1)
where At ∈ Rn×n and Bt ∈ Rn×m and ut ∈ Rm is an unknown external disturbance. We assume
for simplicity that the initial state is x0 = 0, though it is easy to extend our results to arbitrary x0.
At each timestep, we receive a noisy linear observation yt ∈ Rp of the state:
yt = Ctxt + vt, (2)
where Ct ∈ Rp×n is a measurement matrix and vt ∈ Rp is an unknown measurement disturbance.
The matrix Ct is potentially sparse or low-rank, so that yt contains only limited information about
the underlying state. Our goal is to estimate
st = Ltxt, (3)
where Lt ∈ Rr×n. We formulate estimation as an optimization problem where we seek to design an
estimator ŝt which minimizes the error
T−1∑
t=0
‖ŝt − st‖22. (4)
We assume that {At, Bt, Ct, Lt}T−1t=0 are known, so the only uncertainty in the evolution of the
system comes from the disturbances u, v.
In the control setting, we consider a Linear Quadratic Regulator model where a system evolves
according to the linear dynamics
xt+1 = Atxt +Bu,tut +Bw,twt. (5)
Here xt ∈ Rn is a state variable we seek to regulate, ut ∈ Rm is a control variable which we can
dynamically adjust to influence the evolution of the system, and wt ∈ Rp is an external disturbance.
We assume for simplicity that the initial state is x0 = 0, though it is easy to extend our results
to arbitrary x0. We formulate the problem of controlling the system as an optimization problem,









where Qt  0, Rt  0 for t = 0, . . . T − 1. We assume that the dynamics {At, Bu,t, Bw,t}T−1t=0 and
costs {Qt, Rt}T−1t=0 are known, so the only uncertainty in the evolution of the system comes from
the disturbance w.
As is standard in the input-output approach to estimation and control, we encode estimators and
controller as linear transfer operators mapping the disturbances to the signal we wish to regulate.
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Let u = (u0, . . . uT−1) and define v, y, s, w, x analogously. We define the energy in a signal u =





In the control setting, the dynamics (1) and observation model (2) can be encoded as
yt = Hu+ v,
where H is an appropriately defined operator depending on {At, Bt, Ct}T−1t=0 . Similarly, (3) can be
written as
s = Lu,
where the operator L is block-diagonal with entries {Lt}T−1t=0 , and the error (4) is simply
‖ŝ− s‖22.
In the control setting, we wish to regulate the signal st = Q
1/2
t xt, while simultaneously mini-
mizing the energy in the control signal. The dynamics (5) are captured by the relation
s = Fu+ Gw,
where F and G are strictly causal operators encoding {At, Bu,t, Bw,t, Q1/2t }T−1t=0 , and the LQR cost
(6) can be written as
‖s‖22 + ‖u‖22.
We note that this may involve re-parameterizing the original dynamics (5); we refer the reader
to [14] for more background on transfer operators and the input-output approach to estimation and
control.
2.1 Robust estimation and control
Our results rely heavily on techniques from robust estimation and control; in particular, we show
that the problem of finding a regret-optimal estimator can be reduced to an H∞ estimation problem.
Similarly, the problem of finding a regret-optimal controller can be reduced to an H∞ control
problem. In this section, we review the H∞ formulation of estimation and control problems, along
with their state-space solutions.






This problem has the natural interpretation of minimizing the worst-case gain from the energy
in the disturbances u and v to the error of the estimator. In general, it is not known how to derive
a closed-form for the H∞-optimal estimator, so is it common to consider a relaxation:
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Problem 2 (Suboptimal H∞ estimation at level γ). Given γ > 0, find a causal estimator such
that
‖ŝ− s‖22 < γ2(‖u‖22 + ‖v‖22)
for all disturbances u, v, or determine whether no such estimator exists. This problem can also be
expressed in terms of transfer operators; an equivalent formulation is to find ŝ = Ky such that
(K∆− LH∗∆−∗)(K∆− LH∗∆−∗)∗
+ L(I +H∗H)−1L∗ ≺ γ2I, (7)
where ∆ is the unique causal operator such that
∆∆∗ = I +HH∗.
This problem has a well-known state-space solution:
Theorem 1 (Theorem 4.2.1 and Lemma 4.2.9 in [14]). Given γ > 0, a causal H∞ estimator at






































In this case, one possible H∞ estimator is given by
ŝt = Ltx̂t|t,
where xt|t is recursively computed as
x̂t+1|t+1 = Atx̂t|t +Kt+1(yt+1 − Ct+1x̂t|t),
where we initialize x̂0 = x0 and define
Kt = PtC
>




We emphasize that an H∞-optimal estimator is easily obtained from a solution of the suboptimal
H∞ estimation problem by bisection on γ.







This problem has the natural interpretation of minimizing the worst-case gain from the energy
in the disturbance w to the cost incurred by the controller. In general, it is not known how to derive
a closed-form for the H∞-optimal controller, so instead is it common to consider a relaxation:
Problem 4 (Suboptimal H∞ control at level γ). Given γ > 0, find a causal controller such that
‖s‖22 + ‖u‖22 < γ2‖w‖22
for all disturbances w, or determine whether no such controller exists.
This problem has a well-known state-space solution:
Theorem 2 (Theorem 9.5.1 in [14]). Given γ > 0, an H∞ controller at level γ exists if and only if
B>w,tPt+1Bw,t −B>w,tPt+1Bu,tH−1t B>u,tPt+1Bw,t ≺ −γ2I
for all t = 0, . . . T − 1, where
Ht = Rt +B
>
u,tPt+1Bu,t,
we define Pt to be the solution of the backwards-time Riccati equation
Pt = Qt +A
>
t Pt+1At −A>t Pt+1B̂tĤ−1t B̂>t Pt+1At












In this case, the suboptimal H∞ controller has the form
ut = −H−1t B>u,tPt+1(Atxt +Bw,twt).
As in the estimation setting, an H∞-optimal controller is easily obtained from the solution of
the suboptimal H∞ control problem by bisection on γ.
2.2 The noncausal estimator and the noncausal controller
We briefly state a few facts about the clairvoyant noncausal estimator and the clairvoyant noncausal
controller (sometimes called the offline optimal controller). The optimal noncausal estimate of
s = Lu given the observation y = Hu+ v is
ŝnc = LH∗(I +HH∗)−1y,
and the corresponding error ‖ŝnc − s‖22 is∥∥Lu− LH∗(I +HH∗)−1(Hu+ v)∥∥2
2
. (8)
The optimal noncausal control action in response to the input disturbance w is given by
u = −(I + F∗F)−1F∗Gw.
and the corresponding cost incurred by the noncausal controller is
w>G∗(I + FF∗)−1Gw. (9)
We refer to Theorem 10.3.1 and Theorem 11.2.1 in [14] for details. For a state-space description of
the noncausal controller, see [10].
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2.3 Regret-optimal estimation and control
In this paper, instead of minimizing the worst-case cost as in traditional H∞ estimation and control,
our goal is to design estimators and controllers that minimize the worst-case regret. The regret of a
causal estimator ŝ on inputs u, v is the difference in the cost it incurs and the cost that a clairvoyant
noncausal estimator ŝnc would incur. In light of (8), the regret is
‖ŝ− s‖22 −
∥∥Lu− LH∗(I +HH∗)−1(Hu+ v)∥∥2
2
. (10)
Similarly, the regret of a causal controller on an input disturbance w is the difference in the cost it
incurs and the cost that a clairvoyant noncausal controller would incur:
‖s‖22 + ‖u‖22 − w>G∗(I + FF∗)−1Gw, (11)
where s = Fu + Gw and u is the sequence of control actions selected by the causal controller. It
is natural to formulate regret-minimization analogously to the H∞ problems considered in Section
2.1:









This problem has the natural interpretation of minimizing the worst-case gain from the energy in
the disturbances u, v to the regret incurred by the estimator.
Problem 6 (Regret-suboptimal estimation at level γ). Given γ > 0, find a causal estimator such
that
‖ŝ− s‖22 −
∥∥Lu− LH∗(I +HH∗)−1(Hu+ v)∥∥2
2
< γ2(‖u‖22 + ‖v‖22)
for all disturbances u, v, or determine whether no such estimator exists.
Problem 7 (Regret-optimal control at level γ). Find a causal controller that minimizes
sup
w
‖s‖22 + ‖u‖22 − w>G∗(I + FF∗)−1Gw
‖w‖22
.
This problem has the natural interpretation of minimizing the worst-case gain from the energy in
the disturbance w to the regret incurred by the controller. As in the H∞ setting, we consider the
relaxation:
Problem 8 (Regret-suboptimal control). Given a performance level γ > 0, find a causal controller
such that
‖s‖22 + ‖u‖22 − w>G∗(I + FF∗)−1Gw < γ2‖w‖22
for all disturbances w, or determine whether no such policy exists.
We emphasize that, as in the H∞ setting, if we can solve the regret-suboptimal estimation




We seek to design a causal estimator (a filter) ŝ = Ky such that the error residual s̃ = s− ŝ has the
smallest possible energy relative to the error residual associated with the noncausal estimator. Our
approach is to reduce the regret-suboptimal estimation problem (Problem 6) to the suboptimal H∞
estimation problem (Problem 2).











. Recall that the optimal noncausal estimator is
Knc = LH∗(I +HH∗)−1,
and the regret-suboptimal estimation problem at level γ is to find a causal estimator ŝ such that
‖ŝ− s‖2 − ‖ŝnc − s‖2 < γ2(‖u‖2 + ‖v‖2), (12)
or to determine whether no such estimator exists. Condition (12) can be neatly expressed in terms
of transfer operators as
0 ≺ γ2I + T ∗KncTKnc − T
∗
KTK. (13)










where we define causal operators ∆1,∆2 such that
∆∗1∆1 = I +H∗H, ∆2∆∗2 = I +HH∗.
Notice that for every estimator K, we have
TKθ =
[











Since θ is unitary, condition (13) is equivalent to
0 ≺ γ2I + θ∗T ∗KncTKncθ − θ
∗T ∗KTKθ. (14)
Expanding the right-hand side and using the the Schur complement, we see that this condition is
equivalent to
(SK∆2 − SLH∗∆−∗2 )∗(SK∆2 − SLH∗∆
−∗
2 ) ≺ γ2I,
where S is the unique causal operator such that
S∗S = I + γ−2L(I +H∗H)−1L∗.
This condition is equivalent to





Left-multiplying by S−1 and right-multiplying by S−∗, we obtain




Adding L(I +H∗H)−1L∗ to both sides we obtain
(K∆2 − LH∗∆−∗2 )(K∆2 − LH∗∆
−∗
2 )
∗ + L(I +H∗H)−1L∗
≺ γ2(S∗S)−1 + L(I +H∗H)−1L∗. (15)
Let T be the unique causal operator such that
T T ∗ = γ2(S∗S)−1 + L(I +H∗H)−1L∗. (16)
Left-multiplying (15) by T −1 and right-multiplying by T −∗, we obtain




+ T −1L(I +H∗H)−1L∗T −∗ ≺ I. (17)
Comparing with Problem (2), we see that condition (17) is in the form (7) with L′ = T −1L,
K′ = T −1K, ∆′ = ∆2, and γ = 1. The main technical challenge to deriving the regret-suboptimal
estimator in state-space form is to obtain the factorization (16); with this in hand, we obtain the
following theorem.
Theorem 3. The regret-optimal filter is given by
ŝt = Ltx̂t|t,









+ K̂t+1(yt+1 − Ct+1Atx̂t|t),































































where we initialize P̂T−1 = 0. The matrices Ãt, B̃t, C̃t, L̃t, K̃t, and Σ̃t are defined in (19) and
(20). The regret-optimal filter is the regret-suboptimal filter at level γopt, where γopt is the smallest





. The regret incurred by the
regret-optimal filter is at most γ2opt(‖u‖22 + ‖w‖22).
Proof. See the Appendix.
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4 Regret-optimal Control
We now turn to the problem of deriving the regret-optimal controller. Our approach is to reduce
the regret-suboptimal control problem (Problem 8) to the suboptimal H∞ problem (Problem 4);
once the regret-suboptimal controller is found, the regret-optimal controller can be easily obtained
by bisection on γ. Recall that the regret-suboptimal problem at level γ is to find, if possible, a
causal control policy such that for all disturbances w,
‖s‖22 + ‖u‖22 − w>G∗(I + FF∗)−1Gw < γ2‖w‖22,
or equivalently
‖u‖22 + ‖s‖22 < w>(γ2I + G∗(I + FF∗)−1G)w, (18)
where s = Fu + Gw. Since γ2I + G∗(I + FF∗)−1G is strictly positive definite for all γ > 0, there
exists a unique causal, invertible matrix ∆ such that
γ2I + G∗(I + FF∗)−1G = ∆∗∆.
Notice that
w>(γ2I + G∗(I + FF∗)−1G)w = ‖∆w‖22.
Letting w′ = ∆w and G′ = G∆−1, we have s = Fu + G′w′. With this change of variables, the
regret-suboptimal problem (18) takes the form of finding, if possible, a causal controller such that
for all w′,
‖u‖22 + ‖s‖22 < ‖w′‖22.
Comparing with Problem 4, we see that this is a suboptimal H∞ problem at level γ = 1 in the
system s = Fu+ G′w′.
The main technical challenge to deriving a state-space model for the regret-suboptimal controller
is to obtain an explicit factorization of γ2I + G∗(I + FF∗)−1G as ∆∗∆; once we have obtained ∆
it is straightforward to recover a state-space description of the regret-optimal controller using the
state-space description of the H∞ controller (Theorem 2). We obtain the following theorem:
Theorem 4. The regret-suboptimal controller at level γ is given by























, Ĥt = I + B̂
>
u,tP̂t+1B̂u,t,
























and the state variables ζt and νt evolve according to to the dynamics
ζt+1 = Atζt +Bu,tut +Bw,twt, νt+1 = Ãtνt +Bw,twt,






where we initialize P0 = 0, and define P̂t, P
b
t to be the solutions of the backwards Riccati recursions









t −Kbt Σbt(Kbt )>,
P̂t = Q̂t + Â
>
t P̂t+1At − Â>t P̂t+1B̂u,tĤ−1t B̂>u,tP̂t+1Ât,
where we initialize P bT−1 = 0, P̂T = 0.
The regret-optimal causal controller is the regret-suboptimal controller at level γopt, where γopt
is the smallest value of γ such that
B̂>w,tP̂t+1B̂w,t − B̂>w,tP̂t+1B̂u,tĤ−1t B̂>u,tP̂t+1B̂w,t ≺ γ2I
for all t = 0, . . . T − 1. Furthermore, the regret incurred by the regret-optimal controller is at most
γ2opt‖w‖22.
Proof. See the Appendix. We note that our results easily extend to settings where the controller
has access to predictions of the next k disturbances, or only affects the system dynamics after a
delay of k timesteps; we refer the reader to Section 8 for details.
5 Numerical Experiments
We benchmark our regret-optimal controller in the classic inverted pendulum model. This system
has two scalar states, θ and θ̇, representing angular position and angular velocity, respectively, and











J sin θ +
`





where w is an external disturbance, and m, g, `, and J are physical parameters. Although these
dynamics are nonlinear, we can benchmark the regret-optimal controller against the H2-optimal,
H∞-optimal, and clairvoyant noncausal controllers using Model Predictive Control (MPC). In the
MPC framework, we iteratively linearize the model dynamics around the current state, compute
the optimal control signal in the linearized system, and then update the state in the original
nonlinear system using this control signal. In our experiments we take Q,R = I and assume
that units are scaled so that all physical parameters are 1. We set the discretization parameter
∆ = 0.1 and sample the costs at times t = k∆ as k ranges from 1 to 100. We initialize both
the angular position and the angular velocity to zero. In our first experiment, the disturbance w
is drawn from a standard Gaussian distribution (Figure 1). The H2-optimal controller incurs the
lowest cost; this is unsurprising, since the H2 controller is designed to minimize the expected cost
when the disturbances are stochastic. We note that the regret-optimal controller closely tracks the
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performance of the H2 controller, and significantly outperforms the H∞ controller. In our second
experiment, w is a sawtooth signal (Figure 2); the regret-optimal controller achieves an order of
magnitude less cost than the H∞-optimal controller and also outperforms the H2 controller. In
our third experiment, w is a sinusoidal signal. We select w(k∆) = sin (10k∆) (Figure 3) and
w(k∆) = sin (30k∆) (Figure 4). In both settings, the regret-optimal controller closely tracks the
performance of the clairvoyant noncausal controller and achieves two orders of magnitude better
performance than the H∞ controller.
We next benchmark the regret-optimal filter. We consider frequency modulation, a classic set-
ting in communications theory where a message is passed through an integrator to phase modulate
a carrier signal. In this problem, there are two states, λ(t) and θ(t). The dynamics are linear and





















The observations are nonlinear in the state:
y(t) =
√
2 sin [ωct+ θ(t)] + v(t).
While the observation model is nonlinear, we can apply the regret-optimal filter by iteratively
linearizing the dynamics around the current estimate, computing the regret-optimal filter in the
linearized system, and forming a new estimate using this filter; this is the same approach used in the
classic Extended Kalman filter (EKF) algorithm (see [19] for background on the EKF). We assume
that both λ and θ are initialized to zero and set β, ωc = 1. We take the disturbance covariances
Q,R = I in our EKF implementation. As in our control experiments, we set the discretization pa-
rameter ∆ = 0.1 and sample the costs at times t = k∆ as k ranges from 1 to 100. We benchmark the
regret-optimal filter against the EKF across a variety of input disturbances. In our first experiment,
the disturbances u, v are both selected i.i.d from a standard Gaussian distribution (Figure 5). We
see that the EKF outperforms the regret-optimal filter; this is unsurprising, since the EKF is tuned
for stochastic noise. In our second set of experiments, we generate sinusoidal disturbances. First, we
take u(k∆) = sin (10k∆), v(k∆) = cos (10k∆); we see that the regret-optimal filter incurs roughly
half the squared estimation error of the EKF (Figure 6). We next consider a more complex set of in-
put disturbances, namely u(k∆) = sin (10k∆) + 2 cos (30k∆), v(k∆) = cos (10k∆) + 0.5 sin (10k∆),
and obtain similar results (Figure 7).
Together, our experiments show that by minimizing regret against the noncausal estimators
and controllers, our regret-optimal algorithms are able to adapt to many different kinds of input
disturbances.
6 Conclusion
We propose regret against a clairvoyant noncausal policy as a criterion for estimator and controller
design, and show that regret-optimal estimators and controllers can be found by extending H∞
estimation and control to minimize regret instead of just cost. We give a complete characterization
of regret-optimal estimators and controllers in state-space form, allowing efficient implementations
whose computational cost scales linearly in the time horizon. We also give tight bounds on the regret
incurred by our algorithms in terms of the energy of the disturbances. Numerical benchmarks in
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Figure 1: Relative performance of LQR controllers with Gaussian noise.
nonlinear systems show that our regret-optimal algorithms are able to adapt to many different kinds
of disturbances and can often outperform standard H2-optimal and H∞-optimal algorithms.
We identify several promising directions for future research. First, it is natural to consider
minimizing regret against a controller which in each timestep has access to k predictions of future
disturbances, instead of the full sequence of disturbances; such a controller is more easily im-
plemented in real-world systems, and the resulting regret-minimizing controller may demonstrate
better performance. Second, it would be interesting to use our regret-minimization techniques
to design decentralized controllers with access to local information which compete against a cen-
tralized controller with global information; such a distributed regret-optimal controller may have
applications in network optimization and control.
14
7 Appendix
7.1 Proof of Theorem 3
A state-space model for H is given by
xt+1 = Atxt +Btut, yt = Ctxt,
so a state-space model for H∗ is
xt−1 = A
>
t xt + C
>
t yt, ut = B
>
t xt.
Let w be such that E[wtw>t ] = I and E[w>t yt] = 0, and define u = H∗y + w. Notice that E[uu∗] =
I + H∗H. Suppose we can find an causal operator ∆1 such that u = ∆∗1e where e is a random
variable with mean zero such that E[ee∗] = I. Then necessarily ∆∗1∆1 = I + H∗H. Using the





t et, ut = B
>
t xt + Σ
1/2
t et,




t , Σt = I +B
>
t PtBt, and Pt is the solution of the recurrence
Pt−1 = A
>
t PtAt + C
>
t Ct −KtΣtK>t
where we initialize PT−1 = 0. It follows that a state-space model for ∆1 is




t xt + Σ
1/2
t ut.
Exchanging inputs and outputs, we see that a state-space model for ∆−11 is
xt+1 = (At −BtK>t )xt +BtΣ
−1/2
t et,
ut = −K>t xt + Σ
−1/2
t et.
A state-space model for L is given by
xt+1 = Atxt +Btut, st = Ltxt.
After some simplification, we see that a state-space model for L∆−11 is
yt+1 = (At −BtK>t )yt +BtΣ
−1/2
t et, st = Ltyt.
We now turn to the problem of factoring I + γ−2L(I +H∗H)−1L∗ as S∗S, where S is causal. We
have




Notice that (L∆−11 )(L∆
−1
1 )
∗ is the product of a causal operator and an anticausal operator, whereas
in the factorization S∗S the order of the causal and anticausal factors is reversed, so we cannot
directly apply the Kalman filter technique we used to factor I+H∗H as ∆∗1∆1. Consider the model
yt+1 = (At −BtK>t )yt +BtΣ
−1/2
t et, st = γ
−1Ltyt + ft,
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where ft is a zero-mean r.v. such that E[ftf>t ] = I,E[fte>t ] = 0. Notice that
E[ss∗] = I + γ−2L(I +H∗H)−1L∗.

















where Abt is any solution to the equation

















Qbt = Πt−1 −AbtΠt(Abt)>.
We define the state-covariance matrix Πt to be the solution of the recurrence
Πt+1 = (At −BtK>t )Πt(At −BtK>t )> +BtΣ−1t B>t ,
and define P bt to be the solution to the Riccati recursion





> +Qbt −Kbt Σbt(Kbt )>,
























st = −(Kbt )>zt + (Σbt)−1/2ft.
Recall that T is the unique causal operator such that
T T ∗ = γ2(S∗S)−1 + L(I +H∗H)−1L∗




Putting the pieces together, we see that a state-space model for T is given by











































With this notation, our state-space model for T takes a compact form:












Applying the Kalman filter once again, we obtain a whitened model for T :
ηt+1 = Ãtηt + K̃tΣ̃
1/2


























and initialize P̃0 = 0. Exchanging inputs and outputs once again, we see that a model for T −1 is
ηt = (Ãt − K̃tC̃t)ηt + K̃tst, gt = −Σ̃−1/2t C̃tηt + Σ̃
−1/2
t st.
Recall that the regret-optimal controller is K = T K∞, where K∞ is the H∞-estimator at level




































Recall that we receive the observations













Feeding this into the state-space description for a causal H∞ estimator at level γ = 1 given in
















+ K̂t+1(yt+1 − Ct+1Atx̂t|t),
where we initialize x̂0|0 = 0, η̂0|0 = 0 and we define
K̂t = P̂tĈ
>








































where we initialize P̂0 = 0. Recall that K = T K∞. Plugging the output of our state-space model
for T into the model for K∞ and simplifying, we see that a model for K is
ŝt = Ltx̂t|t,
where x̂t|t is defined in the model for K∞. It is easy to extend this result to the strictly causal
setting, where in each timestep the estimator outputs an estimate ŝt using only the observations
y0, . . . yt−1; we simply use a strictly causal model for K∞ in place of the causal model (see Theorem
4.2.2 in [14] for such a model). The regret bounds appearing in Theorem 3 are immediate; by
definition, the regret-optimal estimator at level γ has regret at most γ2(‖u‖22 + ‖w‖22). To find the
optimal value of γ, we minimize γ subject to the constraints described in Theorem 1. 
7.2 Proof of Theorem 4
A state-space model for F is given by
ξt+1 = Atξt +Bu,tut, st = Q
1/2
t ξt.
Let vt be a zero-mean r.v. such that E[vtv>t ] = I and E[utv>t ] = 0. Define y = Fu + v; notice
that E[yy>] = I + FF∗. Suppose we can find a causal matrix ∆1 such that y = ∆1e where e is a
zero-mean random variable such that E[ee>] = I. Then E[yy>] = ∆1∆∗1, so I + FF∗ = ∆1∆∗1.
Using the Kalman filter (as described in Theorem 9.2.1 in [19]), we obtain a state-space model
for ∆1:
ξ̂t+1 = Atξ̂t +KtΣ
1/2
t et, yt = Q
1/2




where we define Kt = AtPtQ
1/2
t Σ










and P0 = 0. Exchanging inputs and outputs, we see that a state-space model for ∆
−1
1 is





We have factored I + FF∗ as ∆1∆∗1, so γ2I + G∗(I + FF∗)−1G = γ2I + (∆−11 G)>(∆
−1
1 G). Notice
that ∆−11 G is strictly causal, since ∆
−1
1 is causal and G is strictly causal. A state-space model for
G is
ηt+1 = Atηt +Bw,twt, st = Q
1/2
t ηt.
























t (ηt − ξ̂t),
where we defined Ãt = At −KtQ1/2t . Setting νt = ηt − ξ̂t and simplifying, we see that a minimal
representation for a state-space model for ∆−11 G is












t wt, et = B
>
w,tνt.
Recall that our original goal was to obtain a factorization γ2I + G∗(I + FF∗)−1G = ∆>2 ∆2,
where ∆ is causal. Let z = (∆−11 G)>a + b, where a and b are zero-mean random variables such
that E[aa>] = I,E[ab>] = 0, and E[bb>] = γ2I. Suppose that we can find an causal matrix ∆2
such that z = ∆∗2f , where f is a zero-mean random variable such that E[ff>] = I. Notice that
E[zz>] = γ2I + (∆−11 G)>(∆
−1
1 G) = γ2I + G∗(I + FF∗)−1G; on the other hand E[zz>] = ∆∗2∆2 as
desired.

































−1 and Σbt = γ
2I +B>w,tP
b
t Bw,t, and P
b
t is the solution to the
backwards Riccati recursion










t −Kbt Σbt(Kbt )>,
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and P bT = 0. It follows that a state-space model for ∆2 is









Therefore a state-space model for ∆−12 is
νt+1 = (Ãt −Bw,t(Kbt )>)νt +Bw,t(Σbt)−1/2zt,
ft = −(Kbt )>νt + (Σbt)−1/2zt.
Recall that a state-space model for G is
ηt+1 = Atηt +Bw,twt, st = Q
1/2
t ηt.
Equating ft and wt, we see that a state-space model for G∆−12 is
νt+1 = (Ãt −Bw,t(Kbt )>)νt +Bw,t(Σbt)−1/2zt,




Recall that a state-space model for F is
ξt+1 = Atψt +Bu,tut, st = Q
1/2
t ξt.








































To derive the regret-suboptimal controller, we can plug this state-space model into the formula for
the H∞ controller at level γ = 1 given in Theorem 2. We see that the regret-optimal controller is
given by












































and P̂t is the solution of the backwards Riccati recursion
P̂t = Q̂t + Â
>
t P̂t+1At − Â>t P̂t+1B̂u,tĤ−1t B̂>u,tP̂t+1Ât
where we initialize P̂T = 0. We emphasize that the driving disturbance in this system is not w, but
rather w′ = ∆2w. In (23) we found a state-space model for ∆, so it is easy to see that a state-space
model for w′ is given by









where we initialize ν0 = 0. Substituting this expression for w
′
t in place of zt in (25) and simplifying,
we obtain the state-space description of the regret-optimal causal controller in Theorem 4. We note
that we can easily derive an analogous state-space description of the regret-optimal strictly causal
controller simply by plugging the dynamics (24) into the state-space model for the strictly causal
H∞ controller (see Theorem 9.5.2 in [14] for such a model). . The regret bound stated in Theorem
4 are immediate: by definition the regret-suboptimal controller at performance level γ has dynamic
regret at most γ2‖w‖22. To find the optimal value of γ, we minimize γ subject to the constraints
described in Theorem 2. 
8 Integrating predictions and delay
In this section, we extend the results of Section 4 to settings with predictions and delay by using
reductions to Theorem 4. While we consider control with predictions and control with delay sepa-
rately, we emphasize that it easy to extend our results to settings with both predictions and delay
by performing one reduction and then the other.
8.1 Regret-optimal control with predictions
Consider a system with dynamics given by the linear evolution equation (5), where the controller
can predict future disturbances over a horizon of length h; in other words, at time t the controller











We can think of ξt as representing the state xt along with a transcript of the next h predicted
disturbances wt, . . . , uw+h−1. Notice that ξ has dynamics given by the linear evolution equation




where we define w′t = wt+h and
Ât =

At Bw,t 0 . . . 0 0















































where we define the block-diagonal matrix
Q̂t =




In light of (27), we see that any sequence of control actions u = (u0, . . . , uT−1) generates an identical
cost in the original system (28) and in the new system (29). Notice that a causal control policy in
the new system (i.e. one whose control actions at time t depend only on w′0, . . . w
′
t) is a policy with
a lookahead of length h in the original system. We have proven:
Theorem 5. The regret-optimal model-predictive controller with lookahead of length h in the dy-
namical system (5) is the regret-optimal controller described in Theorem 4 applied to the system
(26).
8.2 Regret-optimal control with delay
Consider the linear evolution equation
xt+1 = Atxt +Bu,t−dut−d +Bw,twt. (28)
In this system, control actions affect the state only after a delay of length d; in other words, at time












We can think of each ξt as representing the actual state xt along with a transcript of the previous
d control actions. Notice that ξ has dynamics given by the linear evolution equation





At 0 0 . . . 0 Bu,t−d
0 0 0 . . . 0 0













































where we define the block-diagonal matrix
Q̂t =




In light of (30), we see that any sequence of control actions u = (u0, . . . , uT−1) generates an identical
cost in the original system (28) and in the new system (29). Also notice that the new system is of
the form (5), i.e. it has no delay. A causal controller in the new system is a causal controller in the
original system. We have proven:
Theorem 6. The regret-optimal controller in the dynamical system with delay (28) is the regret-
optimal controller described in Theorem 4 applied to the system (29).
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Figure 2: Relative performance of LQR controllers with sawtooth noise.
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Figure 3: Relative performance of LQR controllers with sinusoidal noise w(k∆) = sin (10k∆).
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Figure 4: Relative performance of LQR controllers with sinusoidal noise w(k∆) = sin (30k∆).
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Figure 5: Relative performance of regret-optimal filter and the Extended Kalman Filter (EKF)
with Gaussian noise.
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Figure 6: Relative performance of regret-optimal filter and the Extended Kalman Filter (EKF)
with sinusoidal noise u(k∆) = sin (10k∆), v(k∆) = cos (10k∆).
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Figure 7: Relative performance of regret-optimal filter and the Extended Kalman Filter (EKF)
with sinusoidal noise u(k∆) = sin (10k∆) + 2 cos (30k∆), v(k∆) = cos (10k∆) + 0.5 sin (10k∆).
31
