A system of differential set-valued variational inequalities is introduced and studied in finite dimensional Euclidean spaces. An existence theorem of weak solutions for the system of differential set-valued variational inequalities in the sense of Carathéodory is proved under some suitable conditions. Furthermore, a convergence result on Euler time-dependent procedure for solving the system of differential set-valued variational inequalities is also given.
Introduction
For a set-valued mapping : and a nonempty closed convex set in , the VI( , ), is to find ∈ and * ∈ ( ) such that ⟨ * , − ⟩ ≥ 0 for all ∈ . Let SOL( , ) denote the solution set of this problem. We writė:= / for the time-derivative of a function ( ). In this paper, we consider the following system of differential set-valued variational inequalities:
( ) = ( , ( )) + 1 ( , ( )) ( ) + 2 ( , ( )) V ( ) , ⟨ 1 ( , ( )) + 1 ( ( )) , − ( )⟩ ≥ 0, ∀ ∈ , ⟨ 2 ( , ( )) + 2 (V ( )) , V − V ( )⟩ ≥ 0, ∀V ∈ , (0) = 0 ,
where Ω ≡ [0, ] × , : Ω → , : Ω → × , : Ω → , and : ( = 1, 2) are given mappings. In [1] , Pang and Stewart introduced a class of differential variational inequalities in finite dimensional Euclidean spaces. For some related results, we refer to [2] [3] [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] . Recently, the differential variational inequalities have been used in cellular biology (see [18] ). In [18] , the authors needed two or more variational inequalities to formulate the switching between the metabolic models. Sometimes it is convenient to apply the differential vector variational inequalities in [19] to show the fermentation dynamics. However, when we study the fermentation model (20) in [18] , we find that the system (1) in this paper can help us a lot.
In this paper, we establish an existence theorem of weak solutions for the system (1) in the sense of Carathéodory under some suitable conditions. Furthermore, we give a convergence result on Euler time-dependent procedure for solving the system (1).
Preliminaries
In this section, we will introduce some basic notations and preliminary results.
In the rest of this paper, we will use the following assumptions (A) and (B).
(A) , 1 (ii) pseudo monotone on a convex set ⊂ if for each pair of points , ∈ , and for all * ∈ ( ) and * ∈ ( ), ⟨ * , − ⟩ ≥ 0 implies that ⟨ * , − ⟩ ≥ 0.
Definition 2.
A function : Ω → (resp., : Ω → × ) is said to be Lipschitz continuous if there exists a constant > 0 (resp., > 0) such that, for any ( 1 , ), ( 2 , ) ∈ Ω,
Definition 3. Let , be topological spaces and let : be a set-valued mapping with nonempty values. One says that is upper semicontinuous at 0 ∈ if and only if, for any neighborhood N( ( 0 )) of ( 0 ), there exists a neighborhood N( 0 ) of 0 such that
Lemma 4 (see [1] 
For every 0 ∈ , the :̇∈ F( , ), (0) = 0 has a weak solution in the sense of Carathéodory.
Lemma 5 (see [1] 
Lemma 6 (see [20] [21] ). An acyclic set is a set whose homology is the same as the homology of the space consisting of just one point. An acyclic map is an upper semicontinuous set-valued map which has compact acyclic values.
In [21] , we can find that every homeomorphic image of a compact convex set is an acyclic set.
Lemma 8 (see [1] ). Every acyclic set-valued map : → on a compact convex set has a fixed point: ∈ ( ) for some ∈ .
Main Results
In this section, we obtain existence theorem for weak solutions of the differential set-valued variational inequality in the sense of Carathéodory. Furthermore, we establish a convergence result for solving differential set-valued variational inequality. [19] , it is easy to see that the assumption " is pseudo monotone on " in there should be replaced by the assumption " + is pseudo monotone on for each ∈ (Ω). " Since is a bounded, closed, and convex subset of , it follows from Lemma 3.3 in [19] that SOL( , + ) ( = 1, 2) are nonempty and bounded. Let = ( 1 , 2 ), where ∈ SOL( , + ), ( = 1, 2). Then it follows that is bounded on 2 . Moreover, Lemma 3.4 in [19] shows that SOL( , + ) ( = 1, 2) are closed and convex for all ∈ (Ω). Therefore, SOL( , 1 + 2 ) × SOL( , 2 + 2 ) is closed and convex. Let
We can prove in a similar way as Lemma 6.3 in [1] that F has linear growth and it is upper semicontinuous on Ω. Now it follows from Lemmas 4 and 5 that system (1) has a weak solution. This completes the proof.
Remark 10. If : ( = 1, 2) are monotone, then it is easy to see that + ( = 1, 2) are pseudo monotone on for each ∈ (Ω) ( = 1, 2). 
Then, for almost all
Proof. We assume that the contrary holds. Then there exists a set ⊂ [0, ] witĥ( ) > 0 (wherê( ) denotes the Lebesgue measure of such that, for all ∈ , ( ) ∉ SOL( , ( , ( )) + (⋅)). By Lemma 6, we know that there exists a closed subset 1 of witĥ( 1 ) > 0 such that ( ) Journal of Function Spaces 3 and * ( ) are continuous on 1 , where * ( ) ∈ ( ( )). Then there exists a closed subset 2 of 1 witĥ( 2 ) > 0 and
and so
Let
We know that 0 ( ) ∈ is an integrable function on [0, ].
Since the space of continuous functions
) by continuous functions ( ) ∈ and obtain that there exists a continuous function ( ) such that
which contradicts (7). This completes the proof.
then the integral inequality (7) must hold for any continuouŝ
Now we begin to design a computational method for solving DVI (1). With ℎ,0 := 0 , we compute
by the recursion, for = 0, 1, . . . , ℎ , where ℎ = ( /ℎ) − 1,
that is, 
Moreover, for any , V, , V ∈ , one has
Proof. It suffices to choose ℎ 0 satisfying
The right-hand side is taken to be ∞ if = 1. Under this choice, consider any tuple (ℎ,
Then
with 0 < ℎ (1 − ) < 1. This shows that the map F is contractive and so there exists a unique vector V such that
It implies that, for any 
Now the Lipschitz continuity of implies that there exists satisfying
It follows that
This completes the proof. 
Then there exist positive scalars 0 , 1 , 0 , 1 , 0V , 1V , and ℎ 1 such that, for any ℎ ∈ (0, ℎ 1 ] and = 0, 1, . . . , ℎ ,
Proof. Throughout the proof below, the scalar ℎ > 0 is taken to be sufficiently small. Let
It follows from Lemma 13 that
By the linear growth of solutions to VI, we have ℎ, +1
Then, we have
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When ℎ is sufficiently small, there exists
In a similar way, we can prove that there exists
It follows from (31) that
It follows from Lemma 7.2 in [1] that there exist positive scalars 0 , 1 , 0 , 1 , 0V , 1V , and ℎ 1 such that, for any ℎ ∈ (0, ℎ 1 ] and = 0, 1, . . . , ℎ ,
Let denote the quantity on the right-hand side, which depends on 0 but is independent of ℎ. Let 0 < ℎ < min{ℎ 0 , ℎ 1 } satisfy
where ℎ 0 and ℎ 1 are as described in Lemmas 13 and 14, respectively. Next we show that, for any fixed ℎ ∈ (0, ℎ ], there exists a triple ( ℎ, +1 , ℎ, +1 , V ℎ, +1 ) satisfying (15) with ‖ ℎ, +1 ‖ ≤ +1 for all = 0, 1, . . . , ℎ . Let denote the Euclidean ball in with center at the origin and radius 2 . For any ∈ , let ( , ) denote the nonempty set SOL( , ( , ) + ). Since is Lipschitz continuous on Ω, we know that have linear growth on Ω in ; that is, for some positive constants and for all ( , ) ∈ Ω, ( , ) ≤ (1 + ‖ ‖) .
By the linear growth assumption, for any ∈ , we have sup {‖ ‖ : ∈ ( , )} ≤ (1 + ( , ) )
Define mappings from to subset of as follows: for any ∈ ,
Since 1 and 2 are upper semicontinuous with nonempty compact values such that + ( = 1, 2) are pseudo monotone on for each ∈ (Ω) ( = 1, 2), it follows from Lemmas 3.3 and 3.4 in [19] that SOL( , 1 ( , ) + SOL( , 2 ( , ) + 2 ) are compact and convex. Consider the map
It is easy to see that this map is continuous. Therefore, by the Tychonoff theorem, we know that 1 ( , )× 2 ( , ) is compact and so
is compact. Since the mapping ( −ℎ ( ℎ, +1 ,
is a homeomorphism for all ℎ > 0 sufficiently small, it follows that ( ) is a compact acyclic set. We need to show that ( ) is a subset of . Let̃be an arbitrary element in ( ) and let
From Lemma 13, we havẽ
By induction hypothesis and ‖ ℎ, ‖ ≤ ≤ , one has
Now we need to prove that the solution mapping 1 ( ℎ, +1 , ) is upper semicontinuous. To prove the upper semicontinuity of 1 ( ℎ, +1 , ), it suffices to show that 1 ( ℎ, +1 , ) is closed. Suppose that { } ⊂ is a sequence converging to 0 ∈ and ∈ 1 ( ℎ, +1 , ). Then the linear growth condition implies that { } is bounded and so it has a convergent subsequence with a limit 0 . Since ∈ 1 ( ℎ, +1 , ), there exists ∈ 1 ( ) such that
Since 1 is upper semicontinuous on with compact values, it follows that there exists a subsequence of { }, denoted again by { }, such that → 0 ∈ 1 ( 0 ). Letting → ∞, we have
and so 0 ∈ 1 ( ℎ, +1 , 0 ). 
The definition of +1 implies that ‖ ℎ, +1 ‖ ≤ +1 . This completes the proof.
Let̂ℎ(⋅) be the continuous piecewise linear interpolant of the family { ℎ, +1 },̂ℎ(⋅) the constant piecewise interpolant of the family { ℎ, +1 }, andV ℎ (⋅) the constant piecewise interpolant of the family {V ℎ, +1 }; that is, 
Then the limit (̂,̂,V) is a weak solution of the system (1).
Proof. By (31) and Lemma 14, we deduce that, for ℎ > 0 sufficiently small, there exists an 0 > 0, which is independent of ℎ, such that
It follows from (58) that̂ℎ is also Lipschitz continuous on [0, ] and the Lipschitz constant is independent of ℎ. Thus, there exists an ℎ 0 > 0 such that the family of functions {̂ℎ} (ℎ ∈ (0, ℎ 0 ]) is an equicontinuous family of functions. Let̂ℎ
From (58) and Lemma 14, we deduce that {̂ℎ} is uniformly bounded. By using the Arzelá-Ascoli theorem, there exists a In a similar way, we obtain thatV ℎ →V weakly in 2 [0, ]. Next, we show that (̂,̂,V) is a weak solution of the system (1). By Lemma 11, it is sufficient to prove the following three assertions: 
where
and are the same as described in Theorem 7.1 in [1] ; it follows that, for any 0 ≤ ≤ ≤ , 
The proof in the case = 2 is similar and so we omit it here. This completes the proof.
Remark 17. Theorem 16 generalizes Theorem 7.1 in [1] from the differential variational inequality to the system of differential set-valued variational inequalities.
