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Analisis survival merupakan analisis yang mempelajari waktu kelangsungan 
hidup suatu individu terhadap suatu kejadian. Salah satu model yang sering 
digunakan dalam analisis survival adalah model frailty. Model frailty merupakan 
perluasan dari model Cox proportional hazard. Penelitian ini bertujuan untuk 
mendapatkan model hazard proporsional dengan perkalian gamma frailty melalui 
penaksiran parameter dengan pendekatan Bayesian. Untuk mendapatkan nilai 
estimasi parameter digunakan algoritma Gibbs Sampling. Data yang digunakan 
berasal dari penelitian Mc. Gilchrist dan Aisbett tentang kekambuhan penyakit 
ginjal. Hasil yang diperoleh menunjukkan bahwa pasien wanita memiliki peluang 
yang lebih kecil terkena infeksi ginjal dibandingkan pasien pria. 
Kata kunci: Analisis survival, Bayesian, Distribusi Weibull, Gamma frailty, 
Gibbs sampling, Hazard proporsional. 
 
1. Pendahuluan 
Analisis yang digunakan untuk menganalisis data waktu hidup disebut 
analisis data kelangsungan hidup (survival). Seringkali dalam analisis data 
survival, waktu kelangsungan hidup dalam kelompok yang sama saling 
berkorelasi karena kovariat tidak teramati. Oleh karena itu, dikembangkan sebuah 
pemodelan data yang merupakan salah satu cara agar kovariat dapat dimasukkan 
dalam model yaitu dengan mempertimbangkan kovariat tersebut sebagai 
kelemahan (frailty), (Clayton(1978), Oakes(1982), serta Clayton dan 
Cuzick(1985)). Model hazard dasar yang diusulkan adalah model hazard dasar 
berdistribusi Weibull karena distribusi Weibull dapat menyajikan keakuratan 
kegagalan dengan sampel yang sangat kecil (Hossain dan Zimmer, 2003). 
Distribusi gamma pada frailty  dibutuhkan agar parameter dari model dapat 
diidentifikasi (Ibrahim et al., 2001).  
Oleh karena itu, dalam penulisan ini akan dikaji model hazard dasar yang 
diberikan frailty pada data survival multivariat. Model waktu kelangsungan hidup 
(survival times) yang akan digunakan untuk fungsi hazard dasar berdistribusi 
Weibull dengan perkalian gamma frailty. 
 
2. Tinjauan Pustaka 
2.1 Analisis Kelangsungan Hidup (Survival Analysis) 
Analisis survival berkaitan erat dengan waktu kelangsungan hidup 
(survival time). Waktu kelangsungan hidup merupakan jangka waktu dari awal 
pengamatan sampai terjadinya suatu peristiwa. Peristiwa itu dapat berupa 
kegagalan, kematian, respon, timbulnya gejala dan lain-lain (Lee, 1992). Akan 
tetapi, sering dijumpai suatu individu tidak mengalami kegagalan sampai batas 
waktu penelitian. Hal ini mengakibatkan ketidaklengkapan data kegagalan 
(failure time) yang sering disebut sensoring (censoring). 
Menurut Cox dan Oakes (1984), terdapat tiga hal yang harus diperhatikan 
dalam menentukan waktu survival secara tepat: 
 
a. Waktu awal yang tidak ambigu yang berarti tidak ada dua pengertian atau 
lebih. 
b. Definisi terjadinya kegagalan secara keseluruhan harus jelas. 
c. Skala waktu sebagai satuan pengukuran harus jelas. 
 
Pada analisis kelangsungan hidup, ada 2 hal yang mendasar yaitu fungsi 
survival, S(t) dan fungsi hazard, h(t). Fungsi survival merupakan dasar dari 
analisis ini, karena meliputi probabilitas kelangsungan hidup dari waktu yang 
berbeda-beda yang memberikan informasi penting tentang data survival. 
Berbeda dengan fungsi survival yang fokus pada tidak terjadinya peristiwa, 
fungsi hazard fokus pada terjadinya peristiwa. Oleh karena itu fungsi hazard 
dapat dipandang sebagai pemberi informasi yang berlawanan dengan fungsi 
survival. 
2.2 Model Gamma Frailty 
Model frailty adalah perluasan dari model Cox hazard proporsional yang 
dikenal sebagai Model Cox (Cox, 1972). Model Cox proportional hazard 
diberikan sebagai berikut : 
 ( )    ( )    (                )  (2.1) 
dimana   ( ) merupakan fungsi hazard untuk setiap objek dengan variabel 
penduga Z   , sehingga   ( ) dikatakan fungsi hazard dasar. (Collet, 1994), 
           adalah parameter regresi, dan            adalah kovariat. 
Distribusi Gamma merupakan distribusi yang digunakan pada pemodelan 
fungsi hazard yang mengandung frailty karena distribusi Gamma dianggap 
sebagai distribusi yang paling umum digunakan (Sahu et al., 1997). Dengan 
mengasumsikan bahwa waktu survival dari subjek ke-i (i=1,…,n), dalam 
kelompok ke-j (j=1,…,m), dinotasikan dengan tij dan diberikan wi (untuk 
kelompok ke-i) sebagai parameter frailty yang tidak teramati, maka model 
Gamma frailty diberikan sebagai berikut  : 
 (   |      )     (   )    (                )   (2.2) 
dimana: 
  = resiko gagal pada waktu tertentu dan merupakan vektor kovariat 
p x 1untuk subyek ke-  dalam   kelompok ke- , dan waktunya 
terikat. 
   = vektor p x 1 dari koefisien regresi yang tidak diketahui 
  ( ) = fungsi hazard dasar (baseline hazard function) 
 
Fungsi hazard dasar,   ( ), yang berdistribusi Weibull diberikan sebagai 
berikut: 
  (   )        
                   (2.3) 
Dimana   adalah parameter bentuk,   adalah parameter skala, dan     adalah 
waktu kelangsungan hidup. 
2.3 Pendekatan Bayesian 
Analisis Bayesian memiliki keuntungan dalam melakukan pemodelan 
statistik dan analisis data. Dalam pendekatan klasik, parameter merupakan 
suatu nilai yang konstan, dimana parameter adalah sebuah peluang sampel dari 
populasi (Raudenbush et al., 2002). 
Pada estimasi parameter dengan menggunakan metode Bayesian, terdapat 
tiga komponen, yaitu distribusi prior, fungsi likelihood, dan distribusi 
posterior (Nurmalitasari, 2011). Menurut Soejoeti dan Soebanar (1988), 
distribusi posterior dapat ditulis dalam bentuk distribusi prior dan fungsi 
likelihood sebagaimana diberikan sebagai berikut: 
 (    )    ( ) (    )    (2.4) 
dimana (    ) merupakan fungsi likelihood dan  ( ) merupakan distribusi 
prior.  
2.3.1 Gibbs Sampling 
Gibbs Sampling diperkenalkan oleh Geman dan Geman (1984). 
Gibbs Sampling adalahsuatu teknik simulasi untuk membangkitkan 
variabel acak dari suatu distribusi tertentu secara langsung, tanpa perlu 
menghitung densitasnya (Casella, et al., 1992). 
2.3.2 WinBugs 
WinBUGS adalah sebuah perangkat lunak untuk melakukan 
analisis Bayesian menggunakan metode Markov Chain Monte 
Carlo(MCMC). WinBUGS merupakan sebuah perangkat lunak berbasis 
BUGS (Bayesian Using Gibbs Sampling).  
 
3. Metodologi Penelitian 
Data yang digunakan untuk penelitian ini adalah data waktu kekambuhan 
infeksi pada titik penyisipan kateter untuk pasien ginjal menggunakan peralatan 
dialisi portable yang bersumber dari penelitian McGilchrist dan Aisbett (1991). 
Data dapat diunggah pada situs http://lib.stat.cmu.edu/datasets/kidney 
Adapun langkah-langkah yang akan dilakukan dalam penelitian ini adalah : 
1. Menentukan fungsi hazard dasar menggunakan distribusi Weibull dengan 
menggunakan rumus  ( )  
 ( )
 ( )
, dimana f(t) adalah fungsi kepadatan 
peluang dari distribusi Weibull dan S(t) adalah fungsi survival dari 
distribusi Weibull. 
2. Memodelkan fungsi hazard yang diberikan frailty dengan menambahkan 
parameter frailty,  , kedalam model Cox proporsional hazard. 
3. Menentukan distribusi prior menggunakan pemilihan prior noninformatif. 
4. Menentukan likelihood dari fungsi hazard yang dibangun berdasarkan 
model proporsional hazard yang diberi frailty dengan distribusi Weibull. 
5. Menentukan distribusi posterior dengan perkalian proporsional distribusi 
prior dengan fungsi likelihood  
6. Mengestimasi parameter dari posterior yang diperoleh menggunakan 
algoritma Gibbs Sampling. 
7. Menerapkan model proporsional hazard berdistribusi Weibull dengan 
frailty pada data waktu kekambuhan infeksi pada titik penyisipan kateter 
untuk pasien ginjal. 
4. Hasil dan Pembahasan 
Berdasarkan data pada penelitian McGilchrist dan Aisbett (1991), diketahui 
jumlah pasien yang diobservasi berjumlah 38 orang.    adalah waktu terjadinya 
failure event dalam skala hari. Status pasien pada akhir penelitian bernilai 1 jika 
mengalami kejadian (kekambuhan) dan bernilai 0 jika tidak mengalami 
kejadian.Untuk jenis kelamin diberi nilai 1 untuk laki-laki dan nilai 2 untuk 
perempuan. Kejadian atau penyakit yang diderita pasien diberi nilai 0 untuk jenis 
penyakit Glomerulo Nephritis, bernilai 1 untuk jenis penyakit Acute Nephritis,  
bernilai 2 untuk jenis penyakit Polycystic Kidney Disease dan bernilai 3 untuk 
yang lainnya. 
Pengolahan data pada penelitian ini menggunakan bantuan software 
WinBUGS 1.4.3. Iterasi pertama dilakukan sebanyak 1000 iterasi, lalu dilanjutkan 
hingga mencapai konvergen yaitu sebanyak 100.000 iterasi. Model dikatakan 
konvergen pada iterasi ke-100.000 dengan melihat pada Gambar 4.1. 
 
(a)      (b) 





Gambar 4.1. (a) Trace Plot βage, (b) Trace Plot βsex, (c) Trace Plot σ
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Pada Gambar 4.1 menunjukkan sudah tidak adanya lagi pola yang 
terbentuk , baik itu trend naik maupun trendturun, pada grafik trace plot. Selain 
melihat pada trace plot, konvergensi model juga dapat ditunjukkan melalui 
gambar history plot. Jika hasil history plot tampak rapat dan mampu merespon 
semua parameter yang diestimasi, maka model telah konvergen pada nilai mean. 







Gambar 4.2. (a) History Plot βage,(b)History Plot βsex, (c) History Plot σ
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Berdasarkan Gambar 4.2 terlihat bahwa history plot tiap parameter telah 
rapat dan dapat merespon semua parameter. 
Selanjutnya untuk lebih memastikan bahwa model telah konvergen, dilihat 
pula grafik density tiap parameter. Gambar density tiap parameter ditunjukkan 
pada Gambar 4.3. 
 
(a)      (b) 
 
(c) 
Gambar 4.3 (a) Grafik Density βage, (b) Grafik Density βsex, (c) Grafik Density σ
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Gambar 4.3 menunjukkan grafik density tiap parameter telah halus sehingga 
model dikatakan konvergen. 
 
Setelah kondisi konvergen telah terpenuhi, maka langkah selanjutnya 
adalah mencari nilai estimasi tiap parameter. Hasil estimasi tiap parameter 
ditunjukkan pada Tabel 4.1. 
Tabel 4.1. Hasil estimasi parameter     ,     ,dan  
 untuk data waktu 







      -1.924 0.5875 (-2.929, -0.9938) 
     0.008024 0.01326 (-0.01365, 0.02984) 
        
  0.6003 0.317 (0.1589, 1.184) 
 
Dari Tabel 4.1 diperoleh hasil taksiran parameter      adalah -1.924. 
Berdasarkan rata-rata nilai Gibbs sampler yang diperoleh setelah 100.000 iterasi,  
dihasilkan fungsi densitas pada Gambar 4.3(a) sehingga interval kredibel 95% 
untuk taksiran      adalah (-2.929, -0.9938). Sedangkan hasil taksiran parameter 
     adalah 0.008024. Berdasarkan rata-rata nilai Gibbs sampler yang diperoleh 
setelah 100.000 iterasi,  dihasilkan fungsi densitas pada Gambar 4.3(b) sehingga 
interval kredibel 95% untuk taksiran parameter      adalah (-0.01365, 0.02984). 
Hasil taksiran yang diperoleh untuk parameter   adalah 0.6003. Berdasarkan rata-
rata nilai Gibbs sampler yang diperoleh setelah 100.000 iterasi pada Tabel 4.1,  
dihasilkan fungsi densitas pada Gambar 4.3(c) sehingga interval kredibel 95% 
untuk taksiran parameter   adalah (0.1589, 1.184). 
Berdasarkan Tabel 4.1, terlihat bahwa variabel yang mempengaruhi waktu 
terjadinya infeksi adalah     . Hal ini dapat diamati dari nilai interval 
kepercayaan untuk masing-masing parameter. Parameter yang interval 
kepercayaannya mengandung nilai nol tidak mempengaruhi waktu terjadinya 
infeksi. Sebaliknya, jika nilai interval kepercayaannya tidak mengandung nilai nol 
maka mempengaruhi waktu terjadinya infeksi seorang pasien. Nilai negatif pada 
interval kepercayaan      yang ditunjukkan pula oleh grafik density pada 
Gambar 4.3, cenderung ke sebelah kiri 0, artinya pasien perempuan memiliki 
resiko yang lebih kecil terkena infeksi dibandingkan dengan pasien laki-laki. 
Nilai    yang lebih dari 0 yang berada pada interval (0.1589, 1.184) 
menujukkan bahwa adanya heterogenitas pada data sehingga    mempengaruhi 
waktu kelangsungan hidup pasien. Nilai estimasi parameter  , dan   ditunjukkan 
pada Tabel 4.2. 
 
Tabel 4.2. Hasil estimasi parameter    dan   untuk data waktu kekambuhan 




Standar Deviasi (95% CI) 
  1.235 0.1724 (0.9598, 1.526) 
  0.01651 0.01587 (0.00278, 0.04533) 
 
Pada Tabel 4.2, diperoleh hasil taksiran parameter   adalah 1.235 dengan 
interval kredibel untuk taksiran parameter   adalah (0.9598, 1.526), sedangkan 
hasil taksiran parameter   adalah 0.01651 dengan interval kredibel parameter   
adalah (0.00278, 0.04533). Diketahui parameter   merupakan parameter bentuk 
dari distribusi Weibull, sehingga berdasarkan Tabel 4.2 tersebut, nilai     
menujukkan bahwa laju kegagalan meningkat seiring berjalannya waktu. 
 Dari Tabel 4.1 diketahui nilai taksiran untuk parameter βsex dan βage, 
sehingga jika disubtitusi kedalam Persamaan (4.1), maka akan diperoleh model 
hazard proporsional dengan perkalian gamma frailty berikut : 
 (   |      )     (   )    (                        )  ) 
 
 5. Kesimpulan 
Berdasarkan hasil penulisan ini, maka dapat disimpulkan bahwa: 
1. Nilai estimasi untuk paramaeter βsex adalah -1.924 dan βage adalah 
0.008024, sehingga diperoleh model hazard proporsional dengan perkalian 
Gamma frailty berikut : 
 (   |      )     (   )    (                        )  ) 
2. Estimasi parameter pada model menggunakan pendekatan Bayesian 
dilakukan melalui tiga tahap. Tahap pertama ialah menentukan distribusi 
awal sebelum melakukan analisis data atau yang disebut distribusi prior. 
Prior yang digunakan merupakan prior non-informatif. Tahap selanjutnya 
ialah mengkontruksi fungsi likelihood yang dibentuk melalui model 
hazard proporsional dengan perkalian gamma frailty. Tahap akhir ialah 
menentukan distribusi posterior dengan cara proporsional fungsi likelihood 
dikalikan dengan distribusi prior.  
3. Dari hasil pengolahan data diperoleh bahwa hanya jenis kelamin dan 
frailty yang mempengaruhi waktu kelangsungan hidup pasien. Untuk jenis 
kelamin, diketahui bahwa pasien wanita memiliki resiko yang lebih rendah 
terkena infeksi dibanding pasien pria. Sedangkan untuk variansi frailty 
yang bernilai lebih dari nol mengindikasikan bahwa terdapat heterogenitas 
pada data yang dapat mempengaruhi waktu kelangsungan hidup pasien. 
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