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ABSTRACT 
 
 
 
 
Within the four-sided boundaries of 

x  0  

y  0  

x m  and 

y  n, a two-
dimensional random walk begins at integer-valued coordinates 

(h, k), and moves 
one unit on each step either up, down, left, or right with non-zero probabilities 
that sum to 1.  The process stops when hitting a boundary.  Let 

P(U) ,

P(D) , 

P(L)
and 

P(R)  be the probabilities of hitting the upper, the lower, the left, and the 
right boundary first, respectively, when starting from a specific initial point 
within the boundaries.  We use a Markov-Chain method to compute these 
probabilities.  Let 

xi, j  be the probability of hitting the left boundary first, when 
starting at coordinates (

i ,

j ).  We use a System of Equations method to find 

xi, j  
simultaneously for all possible starting points  (

i ,

j ). 
 
 
 
 
Keywords: two-dimensional random walk, four-sided boundary, Markov-Chain 
method, System of Equations method 
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CHAPTER 1 
 
 
INTRODUCTION 
 
 
       A process begins at a point 

(h, k)  in the 

xy -plane, and randomly moves in 
any direction on sequential steps.  A two-dimensional random walk is created.  
Specifically, a two-dimensional random walk begins at integer-valued 
coordinates ),( kh , where mh 0  and nk 0 .  On each step, the random 
walk moves one unit either up, down, left, or right with probabilities 0up , 
0dp , 0lp , 0rp , respectively, where 1 rldu pppp .  The 
boundaries are the lines 0x   ( y -axis),  0y   ( x -axis), mx   and ny  .  The 
process stops when it hits a boundary. 
       As an example, let 5m , 5n , )3,2(),( kh , with 30.0up , 25.0dp , 
35.0lp  and 10.0rp .  A possible specific path can be: starting at point )3,2( , 
go down 1 unit, go right 1 unit, go down another 1 unit, go right another 1 unit, 
finally go down 1 more unit, it hits the lower boundary and stops.  This path is 
shown as Figure 1 (a) below.  The probability of this path is 
.105625.125.010.025.010.025.0 4drdrd ppppp  
2 
 
        Another possible specific path can be starting at point )3,2( , move up 1 unit, 
move right 1 unit, move down 2  units, move left 1 unit, move down 1 unit, 
move right 2  units, finally move up 4  units, it hits the upper boundary and 
stops.  This path is shown in Figure 1 (b).  The probability of this path is 
.1032890625.130.010.025.035.025.010.030.0 8422422 urdldru ppppppp
 
          n                                                               n  
 m           m  
Figure 1 (a)                                                   Figure 1 (b) 
 
        
We note that it is impossible to hit the four corners )0,0( , ),0( n , ),( nm  , 
)0,(m , unless we start at one of these corners, since we do not allow diagonal 
movements. 
       In general, there are infinitely many possible paths, and each single path has 
a distinct probability.  Our goal is to determine the overall probabilities of hitting 
each boundary before hitting the other three boundaries.  In [2], Neal shows how 
to use matrix methods to solve a boundary problem for one-dimensional random 
walks and simulates the results with Mathematica. In [3], Neal discusses a two-
sided boundary problem for two-dimensional random walks in the case where 
0 1 2 3 4 5
0
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4
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0
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3 
 
ud pp   and rl pp  .  He derives a lengthy formula for the probability of our 
described two-dimensional random walks hitting the 

x-axis before hitting the 

y -
axis.  In this paper, we shall use matrix methods similar to those in [2] to derive 
the probabilities of the two-dimensional random walks hitting any of the four 
single boundaries before hitting the other three boundaries. 
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CHAPTER 2 
 
 
BACKGROUND OF RANDOM WALKS  
 
 
Chung [1] discusses the boundary problem for the one-dimensional random 
walk that begins at integer height 

j , where nj 0 , and on each independent 
step either moves upward one unit, downward one unit, or stays at the same 
height with probabilities p , q , and qpr 1 , respectively.  The process stops 
upon reaching height 0  or n .  Using difference equations, he shows that the 
random walk will reach height 0  or n  with probability 1, and that the 
probability of reaching height n  before height 0  is 
 










. if   
)/(1
)/(1
 if           /    
)0,,(
qp
pq
pq
qpnj
njP
n
j  
 
       If we only consider the upward and downward movements of a two-
dimensional walk, then the vertical height begins at k  and moves up with 
probability upp  , down with probability dpq  , or stays at the same height 
with probability du ppr 1 .  So there is probability 1 that the two-
dimensional walks hit a lower or upper boundary of 0  or n  if we do not stop 
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when hitting either side boundary. In this case, the probability of hitting the 
upper boundary first is 
 










. if   
)/(1
)/(1
 if                /    
)0,,(
dun
ud
k
ud
du
pp
pp
pp
ppnk
nkP  
 
       Similarly, if we only stop upon hitting the side boundary, then there is 
probability 1 of hitting a side boundary, and the probability of hitting the right 
side first is 
 










. if   
)/(1
)/(1
 if              /    
)0,,(
lrm
rl
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rl
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pp
pp
pp
ppmh
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       We note that that there are many paths that never hit a boundary. Provided 
that 11  nk  and 11  mh , we can always create the paths that stay 
bounded within 1h , 1h , 1k , and 1k , and which never hit any boundary.  
However, these paths have probability 0  because, as discussed above, there is 
probability 1 of eventually hitting a boundary. 
       In fact, there are actually an uncountable number of paths that never hit a 
boundary.  To see this, we can look at paths that only move up and down (i.e. 
never sideways) but stay bounded between 1k  and 1k .  So they must move 
up/down, or down/up on two consecutive steps.  A specific possible path can be 
6 
 
moving up/down or down/up continuously.  But a slight change will make a 
different path.  For example, a path that keeps moving down/up except the 
second step which moves up/down is different from the path that keeps moving 
down/up except the third step that moves up/down.  If we let up/down be 0  and 
down/up be 1, then all sequences of 0 ’s and 1’s are created such as 
 
,...1,1,1,1,1,1,1,1,1,1,1,1,1,1,1,0,1  
,...1,1,1,1,1,1,1,1,1,1,1,1,1,1,0,1,1  
,...1,1,0,1,1,0,1,1,0,1,1,1,0,1,0,0,1  
 
       The collection of all such sequences of 0 ’s and 1’s form the binary version of 
the interval ]1,0[ .  Any ]1,0[x  can be written as ...,
222 3
3
2
2
1
1 
aaa
x  where all 
ia  are 0  or 1.  For example, 
 
2,...)0,0,0,0,0(0   
2,...)0,0,0,1(2/1   
2,...)1,1,1,1,1,1,1(1  
… 
 
Because the interval ]1,0[  is uncountable, there are uncountable number of these 
paths that never move sideways and stay bounded between 1k  and 1k .  And 
we can directly show that the probability of any such path is 0 .  The probability 
of moving up/down or down/up is  
.2 duuddu pppppp   
 
7 
 
Then the probability of this happening infinitely many times is 
 
...2222
1
dududu
i
du pppppppp 

                                          
(1) 
 
We know that 10  du pp , which implies du pp 1 .  Then we have 
 
2
)1( dddddu pppppp  , 
 
which has a maximum value of 4/1 .  Hence, multiplying du pp2  by itself ad 
infinitum in (1) will yield 0 .  Similarly, the collection of paths that only move left 
and right, but stay bounded between 1h  and 1h , are uncountable and have 
probability 0 . 
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CHAPTER 3 
 
 
THE MARKOV-CHAIN SOLUTION 
 
 
We want the probability of hitting each boundary first.  Some cases are 
obvious, but most of them are not.  Here are some examples.  
 
Example 1.  If 6m , 6n ,  )3,3(,( kh , and 25.0 durl pppp , then by 
symmetry, there are equal chances of hitting one boundary before the other 
three, with each probability being 25.0 .  However, not each point on one 
boundary has the same probability of being hit first.  To see this, we can look at 
the five points on y -axis: )5,0(),4,0(),3,0(),2,0(),1,0( .  We would expect that )3,0(  is 
the point that is most likely to be hit first among these five points.  And by 
symmetry, )2,0(  and )4,0(  should be hit first with the same probabilities, as 
should )1,0(  and )5,0( .   
Example 2.  With the same boundaries and the same starting point as Example 1, 
but with rl pp  4.0  and du pp  10.0 , then it will be more likely to hit the 
side boundaries first than the upper and the lower boundaries.  Also, hitting the 
left side and the right side first must have the equal probabilities by symmetry, 
9 
 
and so must the upper and the lower boundaries.  But it is obvious that not every 
point on one boundary will have the same probability of being hit first.    
Example 3.  If  )5,5(,( kh , with nm  6  and equal probabilities of moving in 
the four directions, then a path will most likely hit the upper boundary or the 
right side first because the starting point is closer to these two boundaries. 
Example 4.  With the same boundaries and the same starting point as Example 3, 
but with 45.0lp , 02.0rp , 03.0up , 50.0dp , then we cannot tell which 
boundary is most likely to be hit first. 
Example 5.  If  )3,2(,( kh , 6m , 8n , 21.0lp , 23.0rp , 29.0up , 
27.0dp , then there is no symmetry to help determine which boundary is most 
likely to be hit first.  General cases like this are not obvious, and require a 
method of solution. 
 
To solve in general, firstly, we let )( ,klijaA  , for mi 0 , nj 0 , mk 0 , 
nl 0  be a quadruple-indexed matrix of transition probabilities having 
dimension )1)(1()1)(1(  nmnm .  The term klija ,  gives the probability of the 
two-dimensional random walk moving from coordinates ),( ji  to coordinates 
),( lk  on each step, where 1, ijija  if ),( ji  is on a boundary.  For example, with 
3m , 4n , )( ,klijaA   is a 2020)14)(13()14)(13(   matrix. If
10 
 
),4,0(),3,0(),2,0(),1,0(),0,0(),( ji ),4,1(),0,1( ),4,2(),0,2( )4,3(or ),3,3(),2,3(),1,3(),0,3(  
which are the points on the four boundaries, then 1, ijija ; i.e., if the initial 
position is on a boundary point, then it stays on that point with probability 1.  It 
goes nowhere.  So the probabilities of the other coordinates ),( lk  are 0, klija .  
But if we do not start on a boundary, then we have positive probabilities of 
moving to four other points.  For example, if  )1,1(,( ji , then the probability of 
moving to )1,0( is lpa 01,11 .  Likewise dpa 10,11 , upa 12,11 , and rpa 21,11 . 
Below is the complete matrix 

A  for our example with 3m  and 4n .  
(Only the interior terms are part of the matrix. The terms on the top and left-side 
are simply place holders that tell the possible coordinates.  The place holders on 
the left represent the previous state, and the place holders on the top represent 
the possible coordinates after another step is taken.) 
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 00 01 02 03 04 10 11 12 13 14 20 21 22 23 24 30 31 32 33 34 
00 
 
1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
01 
 
0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
02 
 
0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
03 
 
0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
04 
 
0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
10 
 
0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 0 0 0 0 
11 
 
0 

pl
 
0 0 0 dp
 
0 up
 
0 0 0 

pr
 
0 0 0 0 0 0 0 0 
12 
 
0 0 

pl
 
0 0 0 dp
 
0 up
 
0 0 0 

pr
 
0 0 0 0 0 0 0 
13 
 
0 0 0 

pl
 
0 0 0 dp
 
0 up
 
0 0 0 

pr
 
0 0 0 0 0 0 
14 
 
0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 0 
20 
 
0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 0 0 0 
21 
 
0 0 0 0 0 0 

pl
 
0 0 0 dp
 
0 up
 
0 0 0 

pr
 
0 0 0 
22 
 
0 0 0 0 0 0 0 

pl
 
0 0 0 dp
 
0 up
 
0 0 0 

pr
 
0 0 
23 
 
0 0 0 0 0 0 0 0 

pl
 
0 0 0 dp
 
0 up
 
0 0 0 

pr
 
0 
24 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 
30 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 
31 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 
32 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 
33 
 
0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 
34 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1 
 
2020  Matrix 

A  
12 
 
 
 
Secondly, we let )( ,1 ijbB  , for mi 0 , nj 0  be the )1)(1(1  nm  
initial state matrix that designates the initial position of the two-dimensional 
random walk.  Then 1,1 hkb  and 0,1 ijb  when hi   or kj  .  In our example 
with 3m  and 4n , if )3,2(),( kh , then )( ,1 ijbB   is a 201)14)(13(1   
matrix and 0,1 ijb  for all ji, except 123,1 b .  Matrix 

B is shown below, where 
the top line are place holders. 
 
 00 01 02 03 04 10 11 12 13 14 20 21 22 23 24 30 31 32 33 34 
 0 0 0 0 0 0 0 0 0 0 0 0 0 1 0 0 0 0 0 0 
 

120 Matrix 

B 
 
 
To find the probabilities of having all possible positions after x  steps, we 
multiply
xAB .  Letting x  be “large” such as 600x , we obtain the final 
probabilities.  Let )( ,1 ij
x cABC  , for mi 0 , nj 0 .  Here C  is a 
)1)(1(1  nm  matrix, where ijc ,1  gives probabilities of hitting ),( ji  first.  Then 
we let )(LP , )(DP , )(UP , and )(RP  be the probabilities of hitting the left 
boundary, the lower boundary, the upper boundary, and the right boundary 
first, respectively, where 
 
 
13 
 
 
 



n
j
jcLP
0
0,1)( , 


m
i
icDP
0
0,1)( , 


m
i
incUP
0
,1)( , and 


n
j
mjcRP
0
,1)( . 
 
Usually, we are not able to make the matrices and compute by hand if ,,nm  
and x  are large, but we can use Mathematica for this computation.  See Appendix I 
for the code. Now we can quickly obtain the solutions to the previous Examples 
1 to 5 using Mathematica. 
 
Example 1 Solution.  With 25.0,6  rudl ppppmn , starting at )3,3( , 
and 600x  steps, we have the following results for hitting the left side first: 
 
),( ji  (0,0) (0,1) (0,2) (0,3) (0,4) (0,5) (0,6) )(LP  
ijc ,1  0 0.0288 0.0577 0.0770 0.0577 0.0288 0 0.25 
 
 
This is as we have expected:  
(i) the total sum of hitting this boundary first has probability 25.0 ;  
(ii) the symmetric points )1,0(  & )5,0( , )2,0(  & )4,0(  have the same 
probabilities; 
(iii) the corner points )0,0(  & )6,0(  always have probability 0  since we 
cannot reach these points. 
(iv) )3,0(  has the greatest probability of being hit first among the five 
points because it has the shortest distance from the starting point 
)3,3( .   
 
The results are the same for )(DP , )(UP , )(RP . 
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Example 2 Solution.  With 6 mn  and starting at )3,3( , but with rl pp  4.0 , 
and du pp  10.0 , then we have the following results for hitting the left side 
first: 
 
),( ji  (0,0) (0,1) (0,2) (0,3) (0,4) (0,5) (0,6) )(LP  
ijc ,1  0 0.0325 0.0922 0.1880 0.0922 0.0325 0 0.4374 
 
The characteristics of these results are similar to Example 1 except the total sum 
of hitting the left side boundary first has the higher probability of 4 3 7 4.0 .  The 
results are the same for )(RP .  We also get the results for hitting the upper 
boundary first, which are the same as for hitting the lower boundary first:  
 
),( ji  (0,6) (1,6) (2,6) (3,6) (4,6) (5,6) (6,6) )(UP  
ijc ,1  0 0.0081 0.0145 0.0174 0.0145 0.0081 0 0.0626 
 
Example 3 Solution.  With 25.0,6  rudl ppppmn  but starting at 
)5,5( , then we have the following results for hitting the left side first: 
 
),( ji  (0,0) (0,1) (0,2) (0,3) (0,4) (0,5) (0,6) )(LP  
ijc ,1  0 0.0027 0.0055 0.0079 0.0088 0.0064 0 0.0313 
 
Note that there are no symmetry characteristics on this boundary.  Nevertheless, 
in this example, hitting the left side boundary first is symmetric to hitting the 
lower boundary first; i.e., )()( DPLP  .  Moreover, we obtain )()( RPUP  , with 
the results as the follows: 
),( ji  (0,6) (1,6) (2,6) (3,6) (4,6) (5,6) (6,6) )(UP  
ijc ,1  0 0.0064 0.0169 0.0402 0.1035 0.3017 0 0.4687 
15 
 
Example 4 Solution.  With 6 mn and starting at )5,5( , but 45.0lp , 
02.0rp , 03.0up , 50.0dp , then the results for hitting the left, right, upper 
and lower boundary first respectively are 
 
),( ji  (0,0) (0,1) (0,2) (0,3) (0,4) (0,5) (0,6) )(LP  
ijc ,1  0 0.1095 0.1111 0.0929 0.0608 0.0243 0 0.3986 
 
),( ji  (6,0) (6,1) (6,2) (6,3) (6,4) (6,5) (6,6) )(RP  
ijc ,1  0 0.0015 0.0029 0.0057 0.0106 0.0205 0 0.0412 
 
),( ji  (0,6) (1,6) (2,6) (3,6) (4,6) (5,6) (6,6) )(UP  
ijc ,1  0 0.0016 0.0033 0.0069 0.0144 0.0308 0 0.0570 
 
),( ji  (0,0) (1,0) (2,0) (3,0) (4,0) (5,0) (6,0) )(DP  
ijc ,1  0 0.1216 0.1332 0.1222 0.0878 0.0384 0 0.5032 
 
In this example, though it starts at a point which is much closer to the upper 
boundary than the lower one, and is closer to the right side than the left side, the 
greater probability of moving down than moving up still causes )()( DPUP  . 
Likewise, )()( LPRP  . 
 
Example 5 Solution.  With )3,2(),( kh , 6m , 8n , and 21.0lp , 23.0rp , 
29.0up , 27.0dp , using 1000x  steps, we have the following results for 
hitting the left side boundary first: 
 
 
),( ji  (0,0) (0,1) (0,2) (0,3) (0,4) (0,5) (0,6) (0,7) (0,8) )(LP  
ijc ,1  0 0.0335 0.0764 0.1237 0.0888 0.0546 0.0307 0.0139 0 0.4216 
 
 
16 
 
To apply the Markov-Chain solution method, we need to know the initial 
point, while the other method that we are going to introduce below doesn’t have 
this requirement. 
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CHAPTER 4 
 
 
THE SYSTEM OF EQUATIONS SOLUTION 
 
 
In [2], Neal uses a system of linear equations to solve for an exact 
simultaneous solution for the probabilities of reaching one boundary before the 
other for all starting heights.  Using the same technique, we can solve for the 
exact simultaneous solutions of four-sided boundary problems for two-
dimensional random walks for hitting one boundary before the other three for all 
starting points.  First, we look at one boundary, say the left boundary.  The 
probability )(LP  of hitting left boundary first depends on the starting point ),( kh  
with the Markov-Chain method.  Now we are going to solve for the probabilities 
of hitting the left boundary first starting at any point within the boundaries with 
one system of equations. 
Let jix ,   be the probability of hitting the left boundary first when starting at 
),( ji , for mi 0 , nj 0 .  Then we know that 1,0 jx  for all j  (because if 
we start at left boundary then we stay there and already hit the left boundary).  
Also 0, jmx  for all j , and nii xx ,0, 0   for 1i  (because if we start at the right, 
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the lower, or the upper boundary then we are not going to move and will never 
hit the left boundary.)  Otherwise,  
jirjiujidjilji xpxpxpxpx ,11,1,,1,    , 
 
which can be re-written as 
 
01 ,11,,1,,1   jirjiujijidjil xpxpxxpxp . 
 
For instance, if 2m  and 3n , then 1,0 jx  and 0,2 jx  for 30  j , and
3,0, 0 ii xx   for 2,1i .  Otherwise,  
 
01 1,22,11,10,11,0  xpxpxxpxp rudl  
 
and 
 
01 2,23,12,11,12,0  xpxpxxpxp rudl . 
 
Then we have a 1212  matrix of coefficients, namely G , a 112  matrix of 
constants, namely H , and a system of equations HGX  .  Solving for X , we 
need to find the inverse of G , namely 1G  and solve by HGX 1 .  The 
augmented matrix of the system of equations is shown below, where the top row 
are the indices of the unknowns jix , :  
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00 01 02 03 10 11 12 13 20 21 22 23  
1 0 0 0 0 0 0 0 0 0 0 0 1 
0 1 0 0 0 0 0 0 0 0 0 0 1 
0 0 1 0 0 0 0 0 0 0 0 0 1 
0 0 0 1 0 0 0 0 0 0 0 0 1 
0 0 0 0 1 0 0 0 0 0 0 0 0 
0 

pl  0 0 dp  -1 up  0 0 

pr  0 0 0 
0 0 

pl  0 0 dp  -1 up  0 0 

pr  0 0 
0 0 0 0 0 0 0 1 0 0 0 0 0 
0 0 0 0 0 0 0 0 1 0 0 0 0 
0 0 0 0 0 0 0 0 0 1 0 0 0 
0 0 0 0 0 0 0 0 0 0 1 0 0 
0 0 0 0 0 0 0 0 0 0 0 1 0 
 
Augmented Matrix 
 
Note that this matrix of coefficients looks similar to Matrix A, which is of 
transition probabilities used in the Markov-Chain method, with two main 
differences: (a) the entries between dp  and up  on each row that has them are 1  
instead of 0 ; (b) all the entries on the boundaries except the left side are 0  
because we only consider hitting the left boundary first.  Applying the System of 
Equations method to solve HGX  , we can obtain the solutions of hitting one 
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boundary first for all starting points simultaneously, however we will not obtain 
the individual probabilities of hitting each specific boundary point. 
 
Now we are going to use Mathematica to redo the previous examples 1, 2 and 
5 with the System of Equations method, only considering hitting the left 
boundary first for all possible starting points.  See Appendix II for the code.  In 
each example, for all the starting points on the left boundary, 1, jix , and for all 
the starting points on the lower boundary, upper boundary and the right 
boundary, 0, jix . Therefore, we are interested in showing jix ,  when starting at 
the interior points. 
 
Example 1 Solution.  With 25.0,6  rudl ppppmn , then we have the 
following results of hitting the left boundary first starting at each interior point: 
 
(1,1) (1,2) (1,3) (1,4) (1,5) 
0.4687 0.6292 0.6694 0.6292 0.4687 
 
(2,1) (2,2) (2,3) (2,4) (2,5) 
0.2455 0.3788 0.4193 0.3788 0.2455 
 
(3,1) (3,2) (3,3) (3,4) (3,5) 
0.1346 0.2212 0.25 0.2212 0.1346 
 
(4,1) (4,2) (4,3) (4,4) (4,5) 
0.0718 0.1212 0.1384 0.1212 0.0718 
 
(5,1) (5,2) (5,3) (5,4) (5,5) 
0.0313 0.0535 0.0613 0.0535 0.0313 
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The table shows in this case, if it starts at the center )3,3( , then 25.03,3 x . This is 
what we expect.  And the symmetric starting points such as )2,1(  & )4,1(  have the 
same value for jix , . 
 
Example 2 Solution.  With 6 mn , but with rl pp  4.0 , and du pp  10.0 , 
then we have the following results for hitting the left side first starting at each 
interior point: 
 
 
(1,1) (1,2) (1,3) (1,4) (1,5) 
0.6493 0.7752 0.7989 0.7752 0.6493 
 
(2,1) (2,2) (2,3) (2,4) (2,5) 
0.4294 0.5760 0.6097 0.5760 0.4294 
 
 
(3,1) (3,2) (3,3) (3,4) (3,5) 
0.2802 0.4049 0.4374 0.4049 0.2802 
 
(4,1) (4,2) (4,3) (4,4) (4,5) 
0.1700 0.2569 0.2813 0.2569 0.1700 
 
(5,1) (5,2) (5,3) (5,4) (5,5) 
0.0804 0.1246 0.1374 0.1246 0.0804 
 
These results also have symmetric characteristics.  For initial point ),( ji  with a 
fixed i ,  the values of jix ,  are symmetric; and for a fixed j , jix ,  decreases as i  
increases. 
 
 
 
 
22 
 
Example 5 Solution.  With 6m , 8n , and 21.0lp , 23.0rp , 29.0up , 
27.0dp  we have the following results for hitting the left boundary first from 
each interior point: 
 
(1,1) (1,2) (1,3) (1,4) (1,5) (1,6) (1,7) 
0.4363 0.6035 0.6675 0.6814 0.6579       0.5851 0.4145 
 
(2,1) (2,2) (2,3) (2,4) (2,5) (2,6) (2,7) 
0.2232 0.3569 0.4215 0.4365 0.4095       0.3360 0.2023 
 
(3,1) (3,2) (3,3) (3,4) (3,5) (3,6) (3,7) 
0.1220 0.2075 0.2536 0.2647 0.2437       0.1909 0.1068 
 
(4,1) (4,2) (4,3) (4,4) (4,5) (4,6) (4,7) 
0.0648 0.1132 0.1407 0.1473 0.1341       0.1026 0.0555 
 
(5,1) (5,2) (5,3) (5,4) (5,5) (5,6) (5,7) 
0.0279 0.0491 0.0615 0.0645 0.0584       0.0441 0.0236 
 
 
Other Directions 
 
For two-dimensional random walks within four-sided boundaries, here we 
introduced a Markov-Chain method and a Systems of Equations method to solve 
for the probabilities of hitting one boundary before the other three, considering 
moving up, down, left or right one unit on each step, either with a specific 
starting point or for all initial points.  But many other problems we can consider 
such as: 
(i) If possible, find closed-form formulas for )(LP , )(DP , )(UP , and 
)(RP , or for the probabilities of hitting each specific boundary point 
first;  
(ii) Generalize to movements that are more than 1 unit in each direction. 
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(iii) Re-do the entire project with diagonal movements instead.  In this 
case, we can hit the corner points. 
We can expand these problems to work on as a thesis for a graduate project in 
the future. 
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APPENDIX I 
 
 
MARKOV-CHAIN METHOD 
 
 
Enter Probabilities and Right Boundary m and Upper Boundary n: 
pl=0.30;pr=0.15;pd=0.35;pu=0.20; 
m=5;n=6; 
 
Enter Initial Position and Create Initial State Matrix: 
h=2;k=3; 
Do[b[i,j]=0,{i,1,1},{j,1,(m+1)(n+1)}]; 
b[1,h(n+1)+k+1]=1; 
Do[d[i,j]=0,{i,1,2},{j,1,(m+1)(n+1)}]; 
Do[Do[d[1,i(n+1)+j+1]={i,j},{j,0,n}],{i,0,m}] 
d[2,h(n+1)+k+1]=1; 
MatrixForm[Table[d[i,j],{i,1,2},{j,1,(m+1)(n+1)}]] 
 
Create Transition Matrix: 
Do[a[i,j]=0,{i,0,(m+1)(n+1)},{j,0,(m+1)(n+1)}]; 
Do[a[i,i]=1,{i,1,n+1}]; 
Do[a[i,i]=1,{i,m(n+1)+1,(m+1)(n+1)}]; 
Do[a[k*(n+1)+1,k*(n+1)+1]=1,{k,1,m-1}]; 
Do[a[k*(n+1),k*(n+1)]=1,{k,2,m}]; 
Do[a[k*(n+1)+1+j,k*(n+1)+j]=pd,{k,1,m-1},{j,1,n-1}]; 
Do[a[k*(n+1)+1+j,k*(n+1)+2+j]=pu,{k,1,m-1},{j,1,n-1}]; 
Do[a[k*(n+1)+1+j,k*(n+1)+j-n]=pl,{k,1,m-1},{j,1,n-1}]; 
Do[a[k*(n+1)+1+j,k*(n+1)+j+n+2]=pr,{k,1,m-1},{j,1,n-1}]; 
MatrixForm[Table[a[i,j],{i,1,(m+1)(n+1)},{j,1,(m+1)(n+1)}]] 
 
Enter Maximum Number of Steps.  Output Gives Final State After the Maximum 
Number of Steps: 
MaximumNumberOfSteps=max=100; 
A=Table[a[i,j],{i,1,(m+1)(n+1)},{j,1,(m+1)(n+1)}]; 
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B=Table[b[i,j],{i,1,1},{j,1,(m+1)(n+1)}]; 
Z=B.MatrixPower[A,max]; 
Do[e[i,j]=0,{i,1,2},{j,1,(m+1)(n+1)}]; 
Do[Do[e[1,i(n+1)+j+1]={i,j},{j,0,n}],{i,0,m}] 
Do[e[2,i]=Z[[1]][[i]],{i,1,(m+1)(n+1)}]; 
MatrixForm[Table[e[i,j],{i,1,2},{j,1,(m+1)(n+1)}]] 
 
Probability Hit Boundaries 
West=Sum[Z[[1]][[i]],{i,1,(n+1)}]; 
East=Sum[Z[[1]][[i]],{i,m(n+1)+1,(m+1)(n+1)}]; 
South=Sum[Z[[1]][[i(n+1)+1]],{i,1,m-1}]; 
North=Sum[Z[[1]][[i(n+1)+n+1]],{i,1,m-1}]; 
S=West+East+North+South; 
MatrixForm[{{"West","North","East","South","Sum"},{West,North,East,South,S}}
] 
 
 
Simulation 
NumberOfIterations=num=5000; 
Do[x[s,0]=h,{s,1,num}];Do[y[s,0]=k,{s,1,num}]; 
p[1]=pl;p[2]=pr;p[3]=pd;p[4]=pu; 
t[0]=0; 
Do[t[i]=t[i-1]+p[i],{i,1,4}]; 
 
Stop When Hit Boundary or Make the Maximum Number of Steps 
Do[i=1;While[(0<x[s,i-1]<m)&&(0<y[s,i-
1]<n)&&i£max,z=Random[];x[s,i]=If[z£t[1],x[s,i-1]-1,If[z£t[2],x[s,i-1]+1,x[s,i-
1]]];y[s,i]=If[z>t[3],y[s,i-1]+1,If[z>t[2],y[s,i-1]-1,y[s,i-1]]];r[s]=i;i=i+1],{s,1,num}] 
For[s=1,s≤10,s++,Print[ListPlot[Table[{x[s,j],y[s,j]},{j,0,r[s]}],PlotJoined®True,Ax
esOrigin->{0,0}]]] 
 
Sample Average Number of Steps Needed to Hit a Boundary: 
N[Mean[Table[r[s],{s,1,num}]]] 
 
Compare Simulation with Theoretical : 
Do[w[s]=If[x[s,r[s]]==0,1,0],{s,1,num}];We=N[Sum[w[s],{s,1,num}]/num]; 
Do[b[s]=If[y[s,r[s]]==0,1,0],{s,1,num}];So=N[Sum[b[s],{s,1,num}]/num]; 
Do[e[s]=If[x[s,r[s]]==m,1,0],{s,1,num}];Ea=N[Sum[e[s],{s,1,num}]/num]; 
Do[t[s]=If[y[s,r[s]]==n,1,0],{s,1,num}];No=N[Sum[t[s],{s,1,num}]/num]; 
Si=We+No+Ea+So; 
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MatrixForm[{{" 
","West","North","East","South","Sum"},{"Theory",West,North,East,South,S},{"Si
m",We,No,Ea,So,S}}] 
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APPENDIX II:   
 
 
SYSTEM OF EQUATIONS METHOD 
 
To derive the Probabilities of Hitting the Left Boundary First, from any interior 
point : 
Enter Probabilities and Right Boundary m and Upper Boundary n: 
 
Clear[pl,pr,pd,pu] 
pl=0.30;pr=0.15;pd=0.35;pu=0.20; 
 
m=3;n=4; 
 
Create Matrix of Coefficients: 
Do[a[i,j]=0,{i,0,(m+1)(n+1)},{j,0,(m+1)(n+1)}]; 
Do[a[i,i]=1,{i,1,n+1}]; 
Do[a[i,i]=1,{i,m(n+1)+1,(m+1)(n+1)}]; 
Do[a[k*(n+1)+1,k*(n+1)+1]=1,{k,1,m-1}]; 
Do[a[k*(n+1),k*(n+1)]=1,{k,2,m}]; 
Do[a[k*(n+1)+1+j,k*(n+1)+j]=pd,{k,1,m-1},{j,1,n-1}]; 
Do[a[k*(n+1)+1+j,k*(n+1)+2+j]=pu,{k,1,m-1},{j,1,n-1}]; 
Do[a[k*(n+1)+1+j,k*(n+1)+1+j]=-1,{k,1,m-1},{j,1,n-1}]; 
Do[a[k*(n+1)+1+j,k*(n+1)+j-n]=pl,{k,1,m-1},{j,1,n-1}]; 
Do[a[k*(n+1)+1+j,k*(n+1)+j+n+2]=pr,{k,1,m-1},{j,1,n-1}]; 
A=Table[a[i,j],{i,1,(m+1)(n+1)},{j,1,(m+1)(n+1)}]; 
MatrixForm[A] 
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Create Matrix of Constants : 
Do[f[i,j]=0,{i,1,(m+1)(n+1)},{j,1,1}];Do[f[i,j]=1,{i,1,(n+1)},{j,1,1}]; 
F=Table[f[i,j],{i,1,(m+1)(n+1)},{j,1,1}]; 
 
Solve the System: 
Z=Inverse[A].F 
Do[e[i,j]=0,{i,1,2},{j,1,(m+1)(n+1)}]; 
Do[Do[e[1,i(n+1)+j+1]={i,j},{j,0,n}],{i,0,m}] 
Do[e[2,i]=Z[[i]][[1]],{i,1,(m+1)(n+1)}]; 
MatrixForm[Table[e[i,j],{i,1,2},{j,1,(m+1)(n+1)}]] 
 
 
 
 
 
