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a b s t r a c t
Recommender Systems (RSs) are powerful and popular tools for e-commerce. To build their
recommendations, RSs make use of varied data sources, which capture the characteristics of items, users,
and their transactions. Despite recent advances in RS, the cold start problem is still a relevant issue that
deserves further attention, and arises due to the lack of prior information about new users and new items.
To minimize system degradation, a hybrid approach is presented that combines collaborative ﬁltering
recommendations with demographic information. The approach is based on an existing algorithm,
SCOAL (Simultaneous Co-Clustering and Learning), and provides a hybrid recommendation approach that
can address the (pure) cold start problem, where no collaborative information (ratings) is available for
new users. Better predictions are produced from this relaxation of assumptions to replace the lack of
information for the new user. Experiments using real-world datasets show the effectiveness of the
proposed approach.
 2015 Elsevier B.V. All rights reserved.
1. Introduction
Recommender Systems (RSs) are important components for e-
commerce systems [29]. More recently, RSs have also been used
to recommend movies [6], songs [17], videos [12], research
resources in digital libraries [40,41], and people one may know
from social networks [10,32]. To build their recommendations,
RSs use varied data sources, which deﬁne the characteristics of
items, users, and their transactions, and are categorized by the data
sources and techniques used, such as, Content Based Filtering
(CBF), Demographic Filtering (DF), and Collaborative Filtering
(CF). CBF based RSs analyze a set of documents and/or descriptions
of items previously evaluated by the user to build a user model or
proﬁle, which will then be used by the system for future recom-
mendations of new items [4,38,51]. DF based RSs use attributes
such as age, sex, occupation, and educational level to construct a
demographic proﬁle of the user, and different recommendations
are generated for different demographic niches [30,37]. CF based
RSs select items (documents, ﬁlms, etc.) based on opinions that
other users associate with them. Users share information and
views about particular items, assigning scores that serve as refer-
ence benchmarks to other users.
CBF, DF, and CF RSs have been available for several years, and
their advantages, performances, and limitations are well under-
stood [1]. In particular, several CF based systems have been pro-
posed and evaluated in recent years, providing satisfactory
results in various commercial applications [9,43,25,34,26]. On the
other hand, rather than adopting CF, DF, and CBF as standalone
approaches, hybrid systems can combine the strengths better rep-
resent user needs [50,4,11,49,39,57,5].
An important issue for RSs is the cold start problem [45,28,2],
which occurs due to the lack of prior information about new users
and items. For instance, historical data about user proﬁles and their
shopping preferences may not be available [1,42]. Similarly, char-
acteristics of items might be unknown [21,36]. In many situations,
the cold start problem leads to loss of new users who decide to
stop using the system due to the low accuracy in the ﬁrst recom-
mendations made by the RS [8]. To minimize the system degrada-
tion caused by cold starting, a hybrid approach is proposed that
combines collaborative ﬁltering recommendations with demo-
graphic information and implements an iterative divide and con-
quer approach interleaving clustering and learning tasks to
construct prediction models. An existing algorithm, SCOAL
(Simultaneous Co-Clustering and Learning) [16], is used.
Our contributions are as follows: (i) we propose a hybrid RS
based on SCOAL that addresses the (pure) cold start problem,
where no collaborative information is available for new users;
(ii) we show that better predictions can be built by relaxing the
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assumption on lack of user information. Although this is the
expected behavior, quantitative analyses are not common in the
literature and, as such, are a complementary contribution to our
work.
Section 2 discusses recent advances related to the cold start
problem. Section 3 reviews the SCOAL algorithm, and Section 4,
presents our approach, based on the SCOAL algorithm, to address
the cold start problem. The proposed approach is experimentally
evaluated in Section 5, and compared to existing techniques.
Section 6 reports our main conclusions and provides some direc-
tions for future work.
2. Related work
Many approaches have been proposed to address the cold start
problem. A probabilistic model for combining CF and CBF has been
proposed by Schein et al. [45]. It uses latent variables, i.e., aspect
models between users/movies and movies/actors associations, to
make recommendations for new movies. The well-known
Expectation Maximization (EM) algorithm [13] is used to estimate
the parameters of the model. A hybrid RS proposed by Wang and
Wang [53] exploits the probabilistic latent semantic analysis [27]
to model the relationship between user attributes and item attri-
butes, and the EM algorithm to ﬁt the model. Gantner et al. [18]
use a method that maps item or user attributes to the latent fea-
tures of a matrix factorization model. With such mappings, one
can tackle the new-user and the new-item problems, thereby
enhancing speed and predictive accuracy. In an RS based on trust
networks [52], users are connected by means of trust scores and
receive recommendations for items rated by people belonging to
a web of trust network. In a related approach, a recommendation
algorithm based on tripartite graphs (users-items-tags) Zhang
et al. [58] considers social tags as a bridge between users and
items. Tags based on social systems enable users to employ arbi-
trary tags to label the items of interest. In this setting, predictions
are based on both the frequency of tags (such as personal prefer-
ences) and the semantic relationships between tags and items
(such as global information). Another algorithm based on social
networks data was proposed by Sahebi & Cohen [44].
Information from social networks in different dimensions (e.g.
interaction between users, ratings, level of popularity/friendship,
etc.), is used to detect latent communities of users. Thus, a new
user can be inserted into a community that is more similar to
his/her proﬁle. The RS can then make recommendations based on
ratings from users of that community, which are the closest
according to the user’s proﬁle. Guo [22,23] merges the ratings of
trusted neighbors and thus form a new rating proﬁle for the active
users. This new rating proﬁle is then assessed through a Bayesian
similarity measure that takes into account both direction and
length of rating proﬁles.
A similarity measure, proximity impact popularity (PIP), was
proposed by Ahn [2] as part of his approach to address cold start
problems. PIP computes similarities between users and employs
these to make recommendations. This approach has shown superi-
or accuracy compared to other measures widely used in CF based
RSs, particularly when a small number of ratings is available for
computing similarities. Bobadilla et al. [8] proposed a similarity
measure that considers not only the numerical information con-
tained in the ratings, such as measures traditionally used in CF,
e.g. Pearson correlation, but also uses information about the distri-
bution and number of ratings obtained by each pair of users to be
compared. The authors argue that it is more reasonable to set
greater similarity between users who have positively evaluated a
similar number of items than between users for which the number
of items is very different. Basiri et al. [3] apply all the available
information for each user to create an ordered weighted averaging
operator [56] that is used to make recommendations. The operator
uses a set of weights associated with each recommendation tech-
nique (CF, CBF, and DF) and their possible combinations to make
predictions. Lin et al. [33] used information extracted from
Twitter data to make recommendations of mobile applications.
Their approach is based on latent Dirichlet allocation [7] which
generates latent groups. A new user is mapped to previously
deﬁned latent groups using transitive relationships between them
and applications.
A hybrid fuzzy linguistic RS based on the quality of items was
proposed by Tejeda-Lorente et al. [50]and uses a recommendation
strategy that switches between CBF and CF approaches to share
user experiences in a university digital library. With this dual per-
spective, the cold start problem is minimized, because the system
switches from one approach to another according to the situation
of the system at any given moment.
Shaw et al. [47] use association rules to expand system user
proﬁles based on patterns and associations of items, topics, and
categories, thereby giving more information to a recommender
system. An algorithm that combines association rules and data
clustering has been presented by Sobhanam & Mariappan [48].
The association rules are used to create and expand the user proﬁle
to increase the number of ratings made by the user, thus minimiz-
ing the cold start problem. Clustering is used to group items that
later are used to make predictions for new items. Another
approach based on association rules proposed by Leung et al.
[31] makes use of cross-level association rules (CLARE) to integrate
content information about domain items into collaborative ﬁlters.
The CLARE algorithm operates on a preference model, comprising
user-item and item-item relationships, and infers user preferences
for items from the attributes they possess using associations, item
attributes, and other domain items, when no recommendations for
that item can be generated using CF.
In the predictive model proposed by Park & Chu [35], attributes
of movies (e.g. year of production, genre, cast, etc.) and user char-
acteristics (e.g. demographic information, and history behavior)
are used as independent variables for linear regression.
In summary, there are different approaches to address the cold
start problem. Prediction models typically make use of information
about the characteristics of the items and user demographics.
There is also a need to identify clusters of users and similar items
to improve prediction accuracy. The next section presents the
SCOAL algorithm [16], which is a key component of our approach.
This algorithm explores evaluations made by users (CF setting), as
well as attributes that characterize items and users (CBF and DF
settings), to learn a set of models that best represent similar clus-
ters of users and items. Such clusters are automatically identiﬁed
as part of the model learning process.
3. Review of the SCOAL algorithm
The SCOAL algorithm [16,14] implements an iterative divide
and conquer approach that interleaves clustering and learning
tasks. A mathematical optimization problem is formulated and
an objective function is minimized through an iterative process,
until a local minimum is found. A prediction model is generated
for each co-cluster using sets of attributes comprising the rows
and columns of a matrix, Y, where, for example, rows represent
users and columns represent items (see Table 1). In this setting,
the similarity between users is indirectly calculated by considering
the predictions made by the learning models, and there is one
learning model per co-cluster. For regression problems, such as
those addressed in this paper, data clustering is based on the con-
tinuous outputs of the prediction models. This simultaneous
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approach for clustering and learning produces better results than
clustering data ﬁrst and then building regression models indepen-
dently [16,14].
To illustrate the mode of operation, consider the scenario
shown in Table 1. In addition to considering the values of each ele-
ment, yij, of matrix Y, where rows represent users and columns
represent items, SCOAL uses attributes that describe the speciﬁc
characteristics of users and items in the process of learning the
overall prediction model. Fig. 1 shows the data set used by
SCOAL to build predictive models. For example, in the context of
movie recommendations, user attributes could be name, age, gen-
der, and profession, while movie attributes could be genre, date of
release, director, and lead actor. Following standard notation for
(linear) regression models, these attributes are the independent
variables and yij are the respective values of the dependent
variable.
Given the large amount of data involved in recommendation
problems, it is unlikely that all user-movie ratings can be well rep-
resented by a single model. Rather, it is usually better to use learn-
ing models that represent the ratings of a subset of users for a
subset of ﬁlms. In this regard, SCOAL partitions the matrix of data
into clusters of users and movies, so that each co-cluster can be
well characterized by a particular predictive model. The similarity
between two objects is not determined by the ratings, but by the
results of their predictive models. Fig. 2 illustrates a hypothetical
result obtained by SCOAL on the data in Table 1. There are four
co-clusters represented by different colors, each one associated
with its likely predictive model. Note that this solution involves
partitioning the data matrix into two clusters of rows and two clus-
ters of columns.
The attributes of the i-th user are represented by vector, ui, and
the attributes of the j-th item are represented by vector, vj. As
usual for a linear regression model, each element of matrix, Y
(Table 1), can be written as yij ¼ bTijxij þNð0;r2Þ, where xij is the
vector that concatenates the attributes of users and items,
xij ¼ ½1;ui;vj. From the observed data, one can then estimate b^Tij
and later make predictions for any user-item ði; jÞ pair,
y^ij ¼ b^Tijxij; ð1Þ
where b^Tij concatenates the parameters of the model, i.e.,
b^Tij ¼ ½b^0; b^Ti ; b^Tj .
The SCOAL algorithm obtains a set of U clusters of rows (users),
Cu ¼ fCu1;Cu2; . . . ;CuUg, where Cur 2 Cu; r ¼ 1; . . . ;U, and a set of V
clusters of columns (items), Cv ¼ fCv1 ;Cv2 ; . . . ;CvVg, where
Cvc 2 Cv ; c ¼ 1; . . . ;V , simultaneously, such that the values for each
co-cluster, Cu;vr;c , may be predicted using the same regression model
speciﬁc to each co-cluster. The objective function to be minimized
isX
ij
wijðyij  y^ijÞ2; ð2Þ
where y^ij ¼ b^Trcxij; b^Trc is the set of parameters for co-cluster
Cu;vr;c ; ui 2 Cur ;v j 2 Cvc ; and
wij ¼
1 if yij – ?
0 if yij ¼ ?
(
:
The main steps of SCOAL are summarized in Algorithm 1. Note
that SCOAL, as used in our work, is based on the single-cluster
assumption. A discussion about cluster assumptions in the context
of RSs is outside the scope of our work and can be found in Xu et al.
[55].
Algorithm 1. SCOAL (adapted from [16]).
Inputs: YIJ;WIJ ;xij ¼ ½1;ui;vj;8i; j;U;V .
Output: Co-clustering, (Cu;Cv ), and the respective co-cluster
models, (b^s).
Initialize a random co-clustering. ðCu;CvÞ;
repeat
Step 1: Build a regression model for each co-cluster;
Step 2: Find row (user) clusters by assigning each row to
the cluster that minimizes the prediction error;
Step 3: Find column (item) clusters by assigning each
column to the cluster that minimizes the prediction error;
until Convergence criterion is met.
Return Cu;Cv , and b^.
4. Tackling the cold start problem
Concepts from the SCOAL algorithm are used to build the hybrid
approach to address cold start problems. We note that SCOAL was
not originally conceived to deal with cold start problems and our
approach is of broad scope, not limited to SCOAL, i.e., it can be used
as a cold start tool for other RSs provided the required data is avail-
able. Fig. 3 outlines our contributions (cold start recommendations
on the right hand side) by considering SCOAL as the main engine of
an RS system. There are two main modules:
Simultaneous co-clustering and learning models: The pur-
pose of this module is to ﬁnd groups of users with common inter-
ests and simultaneously build prediction models that are speciﬁc
to each group. In principle, we are mostly interested in consideringFig. 1. Data used by SCOAL to build prediction models (adapted from [15]).
Table 1
Pedagogical example of a matrix, Y, used in recommender systems. In practice, users
and items are described by means of attributes, which have been omitted here for
simplicity.
Item 1 Item 2 Item 3 Item 4 Item 5
User 1 5 3 4 4 ?
User 2 3 1 2 3 3
User 3 4 3 4 3 4
User 4 3 3 1 5 4
User 5 1 5 5 2 1
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the cold start problem for new users, but our proposal also makes it
possible to address the analogous problem for new items, because
the algorithm is based on clustering the data matrix in both dimen-
sions, rows (users) and columns (items). Once convergence is met
(Algorithm 1), the output provided by SCOAL is the matrix Y parti-
tioned in blocks of row clusters, Cu, and column clusters, Cv .
Considering the example of Fig. 2, after rearranging the rows and
columns of the input matrix Y (Table 1), the SCOAL output is two
row clusters, (Cu1 ¼ user1;user5f g; Cu2 ¼ user2;user3;user4f g), and
two column clusters, (Cv1 ¼ item4; item1; item2f g;Cv2 ¼
item3; item5f g).
Cold start recommendations: Our proposed hybrid approach is
used to identify which group of users (generated by SCOAL) the
new user should be allocated to, so that predictions can be made
based on the applicable prediction models of that group. This mod-
ule allows the system not only to address cold starting, where a
minimum number of ratings made by the new user is provided,
but also for situations where no ratings are available for the new
user. The remaining subsections describe the components of this
module.
4.1. Cluster with Minimum Error (CME)
The CME approach is similar to the computation in Step 2 of the
SCOAL Algorithm proposed by Deodhar & Ghosh [14]. It is based on
the premise that a minimum number of ratings made by the new
Fig. 2. Solution found by SCOAL after rearranging the rows and columns from Table 1. The different colors represent the induced clusters. The ﬁrst rectangle represents a
prediction model (adapted from [15]).
Fig. 3. Overview of the proposed tools for addressing cold start as components of a recommender system.
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user is required for the system to build his/her proﬁle, as in the
Netﬂix RS. A small number of initial ratings made by the user is
employed to ﬁnd the row cluster, r, whose models minimize the
mean squared error (MSE) for these initial ratings,
r ¼ argr minf
XN
n¼1
ðynew;n  y^new;nÞ2g; ð3Þ
where N is the number of initial ratings made by the new user;
n ¼ 1; . . . ;N are indices that represent the items initially rated by
the user; y^new;n ¼ b^Trcxnew;n;xnew;n ¼ 1;unew;vn½ ;unew 2 Cur ; and
vn 2 Cvc . After identifying r, the new user is assigned to this row
cluster and all the predictions for them will be made based on the
models from this cluster,
y^new;j ¼ b^Trcxnew;j;unew 2 Cur ;vj 2 Cvc : ð4Þ
4.2. Pure cold start problems
As discussed in Section 2, most of the approaches described in
the literature [45,52,58,47,36] are not capable of dealing with the
pure cold start problem, for which no ratings are available for a
new user. A few exceptions tackle this problem by computing simi-
larities between users, e.g. using Pearson correlation [8], cosine
measure [58], and PIP [2], or making factorization models attri-
bute-aware by plugging learnable mapping functions into them
[18]. In contrast. we use the row clusters found by SCOAL (see
Fig. 2) to build a classiﬁcation model. A dataset is generated where
the instances are the existing users, described by their attributes
and includes their respective cluster labels, which will be later
treated as class labels. Table 2 illustrates an example of such a
dataset, where the user attributes are name, age, gender, and
occupation.
The dataset obtained from SCOAL is used to build a classiﬁer to
indicate the best prediction models for a new user. Our goal is to
ﬁnd r, the best row cluster according to the conditional probabil-
ity of the class credited to the new user, PðClassjunewÞ. Here, class
refers to a row cluster label that, in turn, provides regression
models to be used to make predictions for a new user. Thus, it is
expected to ﬁnd,
r ¼ argr max PðCur junewÞ: ð5Þ
Once r is found, recommendations for the new user are made
following Eq. (4).
We chose three popular classiﬁers to illustrate the approach,
Naive Bayes, J48 Decision Tree, and Logistic Regression, which
are available in Weka’s API [24]. We anticipate that these standard
classiﬁers will provide good results (as described in Section 5).
However, predictions can be improved by smoothing the classiﬁer
outputs, as described in Sections 4.2.1 and 4.2.2.
4.2.1. Weighted prediction
The weighted prediction (WP), as discussed above, devises a
classiﬁer and estimates the class probability distribution for each
row cluster. Then, rather than choosing a single row cluster to
make predictions for a new user, all clusters are used, and a
weighted average is calculated from the individual predictions of
every row cluster, where the weights are the class probabilities,
y^new;j ¼
XU
r¼1
PðCur jxnewÞ:b^Tr;cxnew;jPU
r¼1PðCur jxnewÞ
" #
: ð6Þ
4.2.2. Dynamic classiﬁcation
The Dynamic Classiﬁcation (DC) approach is a variant of WP
(described in Section 4.2.1). In contrast to WP, DC considers one
item at a time and builds a speciﬁc classiﬁcation model for every
item for which a rating has to be estimated. The dataset used to
build the classiﬁcation model is assembled dynamically, one item
at a time, and considering only the users who have rated that par-
ticular item of interest. Thus, the dataset used to estimate the class
probabilities is updated dynamically, taking into account the dif-
ferent items to be rated for a new user. Except for this relevant
detail, the predictions are made as given by Eq. (6).
Clearly, DC requires computationally efﬁcient classiﬁers.
Therefore, we illustrate its use by applying a Naive Bayes classiﬁer.
Depending on the computer resources available to the user, more
computationally demanding classiﬁers can be used.
5. Experimental evaluation
We evaluated the proposed approaches in two scenarios: (i)
cold start, with a small number of ratings per user available; and
(ii) pure cold start, with no ratings available for a new user.
Three real-world datasets traditionally used for assessing RSs were
used, as described in the following sections.
5.1. Datasets
5.1.1. Movielens
The Movielens dataset comprises 100,000 ratings made by 943
users on 1682 movies. Ratings vary from 1 to 5. Each user has rated
at least 20 movies. The dataset is available through the GroupLens
Research Project from the University of Minnesota.1 In addition to
the ratings, the dataset also provides demographic information of
the users and information about the movies, from which a set of
23 attributes was used to train the prediction models. There are 19
different genres (e.g. drama, action, adventure, romance, etc.), which
were captured through a binary vector of size 19. To improve the
learning model, features derived from the data matrix (Y) were used,
 Number of movies rated by each user.
 Average of the ratings made by each user.
 Variance of the ratings made by each user.
 Number of users that rated each movie.
 Overall average of the ratings for each movie.
 Overall variance of the ratings for each movie.
5.1.2. Jester
Th Jester data set was extracted from an online jokes recom-
mender system called Jester [20]. The dataset gathers ratings from
24,983 users for 100 jokes. Each user rated a minimum of 36
jokes,2 from 10 to +10. Information about users and jokes is not
originally available but, as with the Movielens dataset, one can
derive them from the data matrix (Y). In our experiments, we used
Table 2
Dataset used to build a classiﬁcation model for pure cold start problems. The cluster
labels obtained from SCOAL become the class labels, which are used to build a
classiﬁcation model capable of ﬁnding the best SCOAL based prediction models for
new users.
User Age Gender Occupation Cluster
1 57 Male Admin 1
5 36 Male Admin 1
2 24 Male Operator 2
3 53 Female Professor 2
4 23 Female Writer 2
1 Download link: http://www.grouplens.org/datasets/movielens/.
2 Download link: http://eigentaste.berkeley.edu/dataset/.
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the same six features listed above for the Movielens dataset, but
now the items are jokes rather than movies.
The computation of (additional) user/item features allows the
application of our proposed approach in a variety of real-world
problems. Most importantly, these features are likely to improve
prediction models and, as such, their use is encouraged.
5.1.3. Netﬂix
The Netﬂix dataset has been widely used to assess the perfor-
mance of RSs. It was originally built to support the Netﬂix Prize,3
and has more than 100,000,000 ratings made by 480,000 users.
Data were collected from October 1998 to December 2005 on a scale
from 1 to 5. For this experiment, the original dataset was sampled by
randomly choosing 2000 users and 17,770 movies. A user should
have rated at least 20 movies to be included in the dataset. Similar
to the Jester and Movielens datasets, six additional features from
the data matrix were used.
5.2. Experimental setup
It is not our goal to evaluate the performance of SCOAL [16] as a
standalone algorithm. This has been extensively covered in its ori-
ginal and subsequent references. Rather, we want to show the efﬁ-
cacy of our proposed approach to deal with cold start problems.
Therefore, we have not performed any optimization on SCOAL
parameters. We arbitrarily adopted U ¼ 4 (number of row clusters)
and V ¼ 4 (number of column clusters). In practice, these para-
meters could be optimized in a number of ways, but such study
is out of the scope of our work. The convergence criterion was
deﬁned as the maximum relative difference of MSE in two con-
secutive iterations of SCOAL to be less than or equal to 103. As
usual, we employed 10-fold cross-validation [54]. Following stan-
dard and well-established methodology, we evaluated the results
using the normalized mean absolute error (NMAE) [20]. For WP,
we used three classiﬁers (Naive Bayes, J48 decision tree, and
Logistic Regression), whereas for DC we used only the Naive
Bayes classiﬁer.
5.3. Partial cold start problems
Consider the partial cold start case where a small number of rat-
ings is available for each new user. We simulated artiﬁcial new
users by varying the number of ratings initially available for each
new user from 1 to 20. For each level of ratings (120), a recommen-
dation was performed for each dataset and each similarity mea-
sure. The proposed CME (Section 4.1) was assessed for each
scenario and compared to other approaches widely used in the
literature.
For comparison purposes we computed similarities between
users by adopting three measures widely used in RS, Pearson cor-
relation, cosine measure, and constrained Pearson [46]. The
Pearson correlation measures the linear correlation between two
vectors of ratings; the cosine measure looks at the angle between
two vectors of ratings where a smaller angle is regarded as imply-
ing greater similarity; and the constrained Pearson is a modiﬁed
version of the Pearson correlation that allows only pairs of ratings
on the same side (e.g. positive or negative ratings) to contribute to
the correlation. Although widely used, these measures are vul-
nerable to data scarcity and are not appropriate for cold start prob-
lems. We also compare our proposed approach to PIP [2], which
focuses on improving RS performance under partial cold start con-
ditions where only a small number of ratings are available.
Fig. 4 summarizes the results. CME provided the best results for
all the assessed settings, whereas PIP obtains better results than
the baseline approaches only for particular scenarios. PIP improves
on simpler approaches only if there are less than 4 initial ratings
for Movielens and Netﬂix, and less than 10 for Jester.
Fig. 4. Partial cold start scenarios: normalized mean absolute error (NMAE) for
different levels of available ratings.
3 http://www.netﬂixprize.com/.
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5.4. Pure cold start problems
For pure cold start problems, where no previous ratings are
available for a new user, measures that capture similarities
between users cannot be computed and, as a consequence, most
of the approaches described in the literature are inappropriate.
However, our proposed WP (Section 4.2.1) and DC (Section 4.2.2)
approaches address this issue, and the outcomes are summarized
in Fig. 5. All recommendations were performed for each dataset
with test sets of new users only, i.e., without any ratings. In most
cases, DC achieved a superior performance to WP. However, WP
based on J48 outperformed DC on the Jester dataset. This is because
of the better accuracy of the J48 classiﬁer in this dataset, as shown
in Fig. 6, that shows the classiﬁcation accuracies obtained by each
classiﬁer built to address the cold start problem. Recall from the
example in Table 2, that the cluster labels obtained from SCOAL
become class labels, which are then used to build a classiﬁcation
model capable of ﬁnding the best SCOAL based prediction models
for new users.
5.4.1. Comparisons with the MF-KNN method
We used a matrix factorization K-nearest neighbors (MF-KNN)
method, proposed in Gantner et al. [18], to compare to our pro-
posed approach. MF-KNN uses traditional matrix factorization to
derive a set of latent features from Y to characterize users and
items. The latent features of a user or item can only be set if the
user/item occurs in the training set. In a cold start scenario this
is not the case. However, it is possible to make use of the factoriza-
tion model for new users by estimating their latent features from
the side information (e.g. age, occupation, gender).
MF-KNN consists of:
1. Training the factorization model using Y.
2. Learning mapping functions from attribute to factor space. For
simplicity, following the description provided in [18], we make
use of a k-nearest neighbor, with k = 1 and using the nearest
neighbor as the most similar user, where the cosine of the u
vectors (user attributes) is the similarity measure. That is, pre-
dictions for a new user were performed using the latent fea-
tures of the most similar user in the training set (1-NN).
The algorithms used in step 1 (matrix factorization) and step 2
(user attribute KNN) are available in the MyMediaLite RS algorithm
library [19]. As suggested in [19], the matrix factorization para-
meters were set as k ¼ 0:015, a ¼ 0:01, iterations = 100,
StDev = 0.1 and numFactors = 32.
Comparisons with MF-KNN can only be performed in datasets
for which side information not derived from the ratings matrix is
available. Movielens was the only dataset that meets this
Fig. 5. Pure cold start scenarios: normalized mean absolute error (NMAE).
Fig. 6. Classiﬁcation accuracies obtained by considering that each cluster label
found by SCOAL is a class label for the cold start problem.
Fig. 7. Movielens recommender system by MF-KNN, NB, J48, Logistic, WP, and DC:
normalized mean absolute error.
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requirement. We used gender, occupation, and age (segmented to
teenager, adult, and old) as inputs for the user attribute KNN.
The item attributes were 19 different genres. As usual, these nom-
inal attributes were encoded using binary representations.
Following standard procedures, we performed 10-fold cross-
validation. Fig. 7 shows the NMAE, and Table 3 shows the mean
execution times achieved using a Macbook Pro 2 GHz Intel Core I7.
5.5. Discussion
For incremental cold start scenarios, CME provides the best
results for all the assessed datasets. For pure cold start scenarios,
DC shows the best results for most cases.
We did not consider the relative accuracy of results from DC
and CME methods. The latter incorporates partial information (in
the form of a small number of ratings for new users), whereas
the former does not. However, Table 4 shows the best results were
obtained by CME, for the case of 20 initial ratings. For Movielens
and Netﬂix, DC is comparable to CME. For Jester, where CME is
superior to DC, the DC results are still acceptable.
In summary, the proposed approach for cold start problems is
practical and effective.
6. Final remarks and future work
Four approaches were described to address cold start problems
frequently encountered in recommender systems, originating from
the lack of prior information of new users and/or items. In real-
world applications, the inability to appropriately tackle cold start
problems commonly leads to churn issues. Therefore, developing
better tools to address these problems is of paramount importance.
Our proposed approaches have shown to be very useful, yielding
superior outcomes for three real-world datasets compared to state
of the art methods widely used to assess the performance of RSs. In
particular, the DC approach is effective and very promising
although computationally demanding.
Considering future work, we need to investigate the use of
regression ensembles, which usually yield better predictions.
However, we expect that computational issues may limit the
advantages, which may be possibly addressed by high performance
computation solutions particularly adapted to this problem.
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