Introduction
Let Ω be a nonempty open subset of R d , d ≥ 1, and let ∆ = 
and non-negative, (−∆ Ω )f, f L 2 (Ω) ≥ 0 for f ∈ Dom(−∆ Ω ).
The Sobolev spaces H n (Ω) and H n 0 (Ω), n ∈ N, denoted also as W n,2 (Ω) and W n,2 0 (Ω), are defined as follows (see, for instance, [13, Appendix D] or [7, Chapter 6] ):
is the linear space of functions f ∈ L 2 (Ω) for which the distributional derivative ∂ Here, for the sake of convenience, we used the notation for any n ∈ N we have
and the latter space, for n = 2 coincides with
Since
, from the very definitions of the considered operators, it follows
By the spectral theorem, we associate with the Dirichlet Laplacian −∆ D,Ω the semi-
Moreover, as a function on (0, Analogously, we consider the Neumann heat semigroup {exp(−t(−∆ N,Ω ))} t>0 associated with −∆ N,Ω . As before, each exp(−t(−∆ N,Ω )), t > 0, is an integral operator with a kernel p N,Ω t (x, y) which, as a function on (0, ∞) × Ω × Ω, is C ∞ and strictly positive.
Then {p N,Ω t (x, y)} t>0 , is called the Neumann heat kernel on Ω.
Clearly, in the special case of Ω = R d , skipping in the notation the symbol
It is also known that for the half-space R
, given by
is also an integral operator with the kernel K
As a direct corollary of Theorem 1.1 we obtain the following identities that can be called the reflection principles for the Neumann and Dirichlet heat kernels. on Ω + and Ω, respectively. Then
The paper is organized as follows. Section 2 is devoted to the statements and proofs of auxiliary results and the proof of Theorem 1. 
Preliminaries and proofs of main results
Given a vector 0 = v ∈ R d let σ v denote the orthogonal reflection with respect to the
Let Ω be an open set in
We distinguish the positive part of Ω by setting
Given a function f on Ω + we define Ef and Of , its even and odd extensions on Ω with respect to v ⊥ , by setting for
On the set Ω ∩ v ⊥ of Lebesgue measure zero, the definitions of both extensions are immaterial but, if necessary, for instance for Of , we can set Of (x) = 0 for x ∈ Ω ∩ v ⊥ .
Also, for a function F on Ω, by F even and F odd we mean the even and odd parts of F (with respect to v ⊥ ),
if not otherwise stated, we consider F even and F odd as restrictions to Ω + , hence treat them as functions on Ω + .
In what follows we shall use, without further mentioning, the following identities,
here φ and Ψ are suitable functions on Ω + and Ω, respectively. Also, if V is a linear space of functions on Ω, then by V even and V odd we denote the linear space of functions
on Ω + consisting of even and odd parts of functions from V , respectively.
Lemma 2.1. We have
Proof. In the case d = 1, both identities in ( 
and
Also, for a function F on Ω, the even and odd parts of F (with respect to the dth variable), are
Recall, that we treat F even and F odd as the restrictions to Ω + .
We begin with the first identity in (2.1) and, proving the inclusion ⊂ we follow the proof of [3, Lemma 9.2] (see also [7, Lemma 7.1.2]); we include details for the sake of
(Ω) and let supp ϕ ⊂ B R (0). Let η ∈ C ∞ (0, ∞) be such that η(t) = 0 for 0 < t < 1/2 and η(t) = 1 for t > 1.
Noticing that ∂ j (η k ϕ even ) = η k ∂ j (ϕ even ), then letting k → ∞ and using the Lebesgue dominated convergence theorem gives
This means that the weak jth derivative of Ef in
To treat the case j = d we write
Since ϕ odd (x, 0) = 0 for (x, 0) ∈ Ω, and supp ϕ ⊂ B R (0) for some R > 0, hence there
Clearly, ϕ odd not necessarily is in
, and the last quantity tends to 0 as k → ∞. This means that letting k → ∞ shows that
This proves that the weak dth derivative of Ef in
and finishes the proof of the inclusion ⊂ in (2.1).
To prove the opposite inclusion for the first identity in (2.1), take F ∈ H 1 (Ω). Without any loss of generality we can assume that F is even (otherwise, take F even treated at this moment as a function on Ω; clearly, F even ∈ H 1 (Ω) and even parts of F and F even coincide). Since
We now pass to the second identity in (2.1) and prove the inclusion
. This means, in particular, that {ϕ n } is a Cauchy sequence in H 1 (Ω + ), and hence {Oϕ n } is a Cauchy
To prove the opposite inclusion for the second identity in (2.1) first note that if
It remains to verify that
. Fix such Φ, take the same η as before, consider η k ϕ ∈ C ∞ c (Ω + ) and write
For the remaining terms note that for j = 1, . .
Therefore it remains to check that
as k → ∞. But this is done by an argument analogous to that used for (2.3). This finishes the proof the second identity in (2.1) and completes the proof of Lemma 2.1.
It is worth noticing here that for
then we can simply assume that F is even (see a comment in the proof of Lemma 2.1).
Analogous remark applies to f ∈ H 1 0 (Ω + ). Recall that in the setting of a sesquilinear form t with domain Dom(t), defined on a Hilbert space (H, ·, · ), the associated operator A t is defined by A t h = u h , where h ∈ Dom(A t ) and
Proposition 2.2. We have
Similarly,
Proof. We consider only the case of the Neumann Laplacians and prove (2.4) and (2.5);
the arguments leading to (2.6) and (2.7) are analogous. For simplicity of notation till the end of this proof we write −∆ and −∆ + instead of −∆ N,Ω and −∆ N,Ω + , correspondingly.
Analogously, we write t and t + rather than t N,Ω and t N,Ω + . Recall, that for simplicity we also assume that v d = (0, . . . , 0, 1).
We first prove the inclusion ⊂ in (2.4). Take f ∈ Dom(−∆ + ).
and there is u f ∈ L 2 (Ω + ) such that for any g ∈ H 1 (Ω + ) we have
which also means that (−∆ + )f = u f . Consider Ef which, by Lemma 2.1, is in H 1 (Ω).
We shall verify that for every G ∈ H 1 (Ω) it holds
which will mean that Ef ∈ Dom(−∆) and hence f ∈ Dom(−∆) even , and also that
On the other hand,
and hence inserting G even for g in (2.8) gives (2.9); note that G even ∈ H 1 (Ω + ) by Lemma 2.1.
To prove the opposite inclusion, take F ∈ Dom(−∆). Hence F ∈ H 1 (Ω) and there is 10) which also means that (−∆)F = U F . We shall verify that for every g ∈ H 1 (Ω + ) it holds
which will mean that F even ∈ Dom(−∆ + ) (note that F even ∈ H 1 (Ω + ) by Lemma 2.1)
For any g ∈ H 1 (Ω + ) we have
and hence inserting Eg for G in (2.10) gives (2.11); note that Eg ∈ H 1 (Ω) by Lemma 2.1. This completes the proof of (2.11) and thus the conclusion following it and hence finishes the proof of (2.4) and (2.5).
Before proceeding to the proof of Theorem 1.1 we need to make some preparatory comments. It is well known that, as a part of the spectral theorem, the following commuting property of the functional calculus holds: if A is a self-adjoint operator on a Hilbert space H and B is a bounded operator on H such that BA ⊂ AB, then also We take an opportunity to point out that the version we need can be also inherited from the usual property of the functional calculus of one self-adjoint operator by considering the direct sum A 1 ⊕ A 2 on H 1 ⊕ H 2 and taking as a bounded operator on The reflection σ v induces a natural action on functions defined on Ω: if F is such a function, thenF (x) := F (σ v (x)), x ∈ Ω. As an easy calculation shows, the mappinǧ :
Ω) leaves Dom(−∆) invariant, and hence it is a bijection on Dom(−∆).

This implies that (−∆F )ˇ= −∆F , F ∈ Dom(−∆). (2.12)
Thus, by the spectral theorem, also
and, consequently, since Dom(Φ(−∆)) is dense in L 2 (Ω), for the kernel K Φ we have
On the other hand, by using Proposition 2.2, it is also clear that
and hence, the comment made above applied to
Thus, given f ∈ Dom(Φ(−∆ + )), take F ∈ Dom(Φ(−∆)) such that F even = f ; we can assume that F is even. Then for x ∈ Ω + we obtain
where, for the last identity, we used (2.13) (and
follows from (2.13)). This means that Φ(−∆ + ) has an integral kernel and (1.1) takes place. The proof of Theorem 1.1 is completed.
Probabilistic approach
The reflection principle appears in the theory of stochastic processes and refers to Let W = (W t ) t≥0 be a d-dimensional Wiener process starting from x ∈ R d and denote
by P x , E x and F = (F t ) t≥0 the corresponding probability distribution, expecting value and the filtration generated by W . We will simply write P and E whenever x = 0.
Recall that P x is absolutely continuous with respect to Lebesgue measure and
which is just p t/2 (x, y). To distinguish the probabilistic approach from the previous one we will write g t (x, y) := p t/2 (x, y).
For a given nonempty open set Ω ⊂ R d we define the first exit time of W from Ω by
Continuity of paths implies that τ Ω is an (F t )-Markov stopping time. We denote by
the process killed upon leaving the set Ω and write g Ω t (x, y) for its transition density function, i.e.
By the strong Markov property, we can describe it in the following way
The identity given above is often called the Hunt formula.
The classical reflection principle in R is a consequence of a strong Markov property and it states that for a given stopping time τ the process
is also a Wiener process. Note that the paths of W τ are glued with the original trajectory of W t (up to time τ ) and the trajectory reflected with respect to a line y = W τ (after τ ). Applying the result to the special case τ = inf{t : W t = a}, a > 0, we obtain
This essentially weaker relation is also often called the reflection principle.
We will study another consequence of the strong Markov property. We establish the relation between the transition density functions of an open set Ω ⊂ R d , which is symmetric in v ⊥ , and its positive part Ω + . Let us also denote
where Ω − = σ v (Ω + ).
Proposition 3.1. Let Ω and Ω + be as described above. Then
Proof.
Since Ω + ⊂ Ω we obviously have τ Ω + ≤ τ Ω and for a given Borel set A ⊂ Ω + we have
Note that τ Ω + < τ Ω if and only if W τ Ω + ∈ Ω b and consequently, using the strong Markov property, we get
Note that (W τ Ω + +s ) s≥0 is a Wiener process starting from a point W τ Ω + ∈ Ω b and
is also a Wiener process starting from the same point. Moreover, the first exit time from Ω for both processes are the same due to the symmetry of Ω. Since {σ v (W t−τ Ω + ) ∈ A} = {W t−τ Ω + ∈ σ v (A)} we can simply rewrite the last above-given expression as
Thus, the strong Markov property implies that
Note that we can drop the condition τ Ω + ≤ t since σ v (A) ⊂ Ω − and consequently
Once again we can consider σ v (W ) instead of W and using the symmetry of Ω arrive at
which ends the proof.
Applications and Examples
In this section we first extend Theorem 1.1 to the setting, where a single reflection Weyl group, associated with R. A choice of α ∈ R d such that α,α = 0 for every α ∈ R, gives the partition R = R + ⊔ R − , where R + = {α ∈ R : α,α > 0} and R − = σα(R + ); R + is then referred to as the set of positive roots. This partition dis-
, which is called the positive Weyl chamber. A root system R is called orthogonal if R + is orthogonal as a set of vectors (this does not depend on the choice ofα). For a comprehensive treatment of the general theory of finite reflection groups the reader is kindly referred to [10] .
Given an orthogonal root system R in R d with R + as a set of positive roots, without any loss of generality (possibly by rotating and permutating the coordinate axes) we can assume that R + = {e 1 , . . . , e k }, where k ∈ {1, . . . , d}, and e j is the jth coordinate unit vector. Thus, given 1 ≤ k ≤ d let R given by 
It is easily seen that for any d ≥ 1 and x, y ∈ R d , x = y, the above integral converges and we have (see [9, 8. 432 (7)])
where K ν (z) is the modified Bessel function of the second kind of order ν (also called Macdonald's function). Therefore, from Theorem 1.1 we directly obtain for x, y ∈ R On the other hand, the function Φ σ (u) = 1/u σ , ℜ(σ) > 0, leads to the Riesz potential operator, and its kernel R σ , if exists, is given by
It is easily seen that in the case when 0 < ℜ(σ) < d/2, the above integral converges for x, y ∈ R d , x = y, and it is known that then,
. Thus, in the same range of σ, by Theorem 1.1,
The case σ = 1 is special and then the operator is customary called the Newtonian potential operator and its kernel, if exists, the Newtonian potential. Note that this is also the limiting case λ = 0 for the resolvent operators, and hence, equivalently, the kernel is also known as Green's function and will be denoted by G. Thus, for d ≥ 3
Green's function corresponding to −∆ exists and we have G = R 1 and, by Theorem 1.1,
It is interesting to stop by for a moment to clear the picture of Newtonian potentials for d = 1. The Newtonian potential on R does not exist (the integral defining R 1 (x, y) in (4.2) diverges for any x, y ∈ R). However, the Newtonian potential for the Dirichlet The process X t = W St is called a subordinate Brownian motion. For a given open set Ω ⊂ R d we can consider the process X killed upon exiting Ω and obtain X Ω , a killed subordinate Brownian motion, which has been intensively studied in recent years (see [14] and references therein). However, we can reverse the order of subordinating and killing, i.e. we can consider a killed Wiener process W Ω subordinated by S. The process 
