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2 T. OHMOTO
1. Introduction
In classical algebraic geometry, numerical characters of complex projective
varieties were extensively studied by means of enumerating singular points of
naturally associated algebraic maps, e.g., the degree of loci of ramification,
polar, multiple points, inflections ... and so on. A modern unified approach
to such enumerative problems is the theory of Thom polynomials based on
the classification of mono and multi-singularities of maps. In this lecture we
introduce a new branch of the theory, in which we replace counting singular
points by computing (weighted) Euler characteristics. This theory leads to
a number of generalizations of classical enumerative formulas, while we here
focus on an application to the vanishing topology of A-finite map-germs.
A simple toy example is the Riemann-Hurwitz formula: Let f : M → N
be a surjective holomorphic map between compact complex curves. To each
point of M the multiplicity µ = µ(f) is assigned so that the germ of f at
the point is written as z 7→ zµ+1 + · · · . The classical formula says that
the number of critical points taking account of multiplicities µ measures the
different between the topological Euler characteristics χ of M and N , that
is written in a slightly modern form as follows:∫
M
µ(f) dχ = deg f · χ(N)− χ(M)
= c1(TN)⌢ f∗[M ]− c1(TM)⌢ [M ]
= c1(f
∗TN − TM)⌢ [M ].
Here appear major characters playing in this mini-course:
• ci stands for the Chern class of vector bundles and [−] is the funda-
mental cycle in classical intersection theory (Section 2.2);
•
∫
M is the integral of constructible functions, which will soon be re-
placed by the Chern-Schwartz-MacPherson class (CSM class) (Sec-
tion 3.2);
• tp(A1) = c1(f
∗TN − TM), the simplest Thom polynomial for A1-
singularity of equidimensional maps (Section 4.1).
The emphasis is that integrating local invariants of singularities of maps
provides global invariants associated to maps, and conversely, localizing
global invariants to a critical point (via torus-action) gives local invariants
at that point. Our main goal is to present a certain framework for gen-
eralizing this picture, based on the well-established classification theory of
map-germs (the Thom-Mather theory) and characteristic classes for singu-
lar varieties (Chern-Mather and Chern-Schwartz-MacPherson classes and
(singular) Todd class etc). We also show the effectivity of our approach by
giving a number of actual computations in concrete examples.
We works in the complex analytic/algebraic context throughout, however,
almost all parts can suitably be repeated over algebraically closed field in
characteristic zero.
The organization of this note is as follows.
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We begin with basic materials: In §2, some required knowledge in clas-
sification theory of map-germs and classical intersection theory are briefly
summarized.
A quick introduction to the CSM class is given in §3. In particular this
section contains a digest from [52] about equivariant (co)homology, the alge-
braic Borel construction and the theory of equivariant CSM class: Theorem
3.13 is the foundation of this lecture.
The main body is §4. Given a stable singularity type η of holomorphic
map-germs from Cm to Cn, the Thom polynomial tp(η) is by definition a
universal polynomial in the quotient Chern classes ci(f) = ci(f
∗TN − TM)
which expresses the fundamental class of the closure of
η(f) := { x ∈M | the germ f at x is of type η }
for any stable maps f :M → N (Theorem 4.1):
Dual [η(f)] = tp(η)(c(f)).
Obviously, in case that the codimension of η is equal to dimM , tp(η) for
f counts the number of η-singular points. Such universal polynomial ex-
pression can be considered for not only the fundamental class but also other
certain invariants of the prescribed singular locus of maps. We then focus on
the topological Euler characteristics - the higher Thom polynomial tpSM(η)
is introduced so that it universally expresses the CSM class of the η-type
singular point locus η(f) (Theorem 4.4):
Dual cSM(η(f)) = c(TM) · tpSM(η).
In particular, the degree of the right hand side computes the Euler charac-
teristics χ(η(f)). Here tpSM(η) is a power series in ci = ci(f) whose leading
term is just the Thom polynomial tp(η). To determine those polynomials,
there is an effective method, which is described for a typical example in §4.3.
We also discuss (higher) Thom polynomials for multi-singularities.
Indeed we give several universal formulas for (weighted) Euler character-
istics of singular loci in the source and the target; for instance, we show in
Proposition 6.2 that for a closed singular surface X in a projective 3-fold
N having ordinary singularities, i.e., crosscaps (A1) and normal crossings
(double and triple points), and for its normalization f : M → X ⊂ N , it
holds that
χ(X) =
1
6
∫
M
(
3c1(TM)c1 + 6c2(TM)− 3c1(TM)s0
−c21 − c2 − 2c1s0 + s
2
0 + 2s1
)
where ci = ci(f
∗TN − TM), s0 = f
∗f∗(1), s1 = f
∗f∗(c1). This is part of
our more general formulas (Theorems 6.5, 6.13).
We remark that as particular examples, applying these (higher) Thom
polynomials of multi-singularities to certain maps in projective algebraic
geometry, e.g., normalizations of projective surfaces with ordinary singular-
ities, leads us to rediscover a number of classical formulas in 19 century due
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to Salmon, Caylay, Zeuthen, Enriques, Baker, .... and actually it gives suit-
able generalizations: In particular, the computations on higher Thom poly-
nomials involve the ‘exclusion-inclusion principle’ among multi-singularity
loci, that is quite similar to some typical argument in the classical works of
those pioneers.
§5 and §6 are devoted to our main application. The purpose is to present
a new method for studying the vanishing topology of finitely determined
weighted homogeneous map-germs by localizing (higher) Thom polynomials
via C∗-action: We exhibit a bunch of numerical computations of
• the number of stable singularities appearing in generic perturbation
(0-stable invariants)
• image and discriminant Milnor numbers
for such map-germs of any corank in low dimensions. Our method can
provide general formulas in terms of weights and degrees. Those are really
new: In fact there has not been known any effective method for computing
such invariants of germs without corank condition.
In this lecture note, mainly we deal with maps f : M → N of non-
negative relative-codimension κ := dimN − dimM ≥ 0, and the negative
codimensional case will be considered in another paper.
The author would like to appreciate the organizers of the 12th Work-
shop of Real and Complex Singularities in Sao Carlos (2012) for their good
organizing and kind hospitality, and also thank Maxim Kazarian for his
comments (§6.4). This is partly supported by the JSPS grant no.24340007.
2. Preliminaries
2.1. Basics in A and K-classifications of map-germs. We describe
some basic notions in the Thom-Mather theory, see , e.g., [5, 50, 72].
Let Om be the local ring of holomorphic function germs C
m, 0→ C with
the maximal ideal mm = {h ∈ Om, f(0) = 0}. Put E(m,n) to be the Om-
module of all homolorphic map-germs Cm, 0→ Cn, and also put
E0(m,n) = { f : C
m, 0→ Cn, 0 holomorphic } = mmE(m,n).
Equivalence. The group of biholomorphic germs Cm, 0→ Cm, 0 is denoted
by Diff(Cm, 0) (abusing the notation Diff). There are two different kinds of
natural equivalence relations on map-germs:
• A-classification (right-left equivalence) classifies map-germs up to
isomorphisms of source and target. The right-left group A (= Am,n)
is the direct product Diff(Cm, 0)×Diff(Cn, 0), which acts on E0(m,n)
by
(σ, τ).f := τ ◦ f ◦ σ−1.
• K-classification (contact equivalence) classifies up to the isomor-
phisms of source the zero locus f−1(0) as a scheme, i.e., classifies the
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Figure 1. Cusp (A2) arises in a generic projection of a surface
to the plane
ideal
f∗mn := 〈f1, · · · , fn〉Om ⊂ Om
generated by the component functions of f ; In other words, the K-
equivalence measures the tangency of the graphs y = f(x) and y = 0
in Cm×Cn. The contact group K (= Km,n) consists of pairs (σ,Φ) of
σ ∈ Diff(Cm, 0) and Φ : Cm, 0 → GL(n,C), which acts on E0(m,n)
by
((σ,Φ).f)(x) = Φ(x)f(σ(x)).
• If f ∼A g, then f ∼K g, i.e., A.f ⊂ K.f.
Example 2.1. f = (x3+ yx, y) and g = (x3, y) in E0(2, 2) are K-equivalent
but not A-equivalent, so A.f 6= K.f . TheA-class of f = (x3+yx, y) is called
an ordinary cusp or stable A2-singularity. The discriminant (=singular value
curves on the plane) is depicted in Fig. 1.
Tangent spaces. Let f ∈ E0(m,n). An infinitesimal deformation of f is a
vector field-germ along f
v : Cm, 0→ TCn, p 7→ v(p) ∈ Tf(p)C
n.
The space of infinitesimal deformations is regarded as the ‘tangent space’ of
E(m,n) at f , and is denoted by
θ(f) = ⊕ni=1Om
∂
∂yi
.
Note that θ(f) admits two different module structures via multiplications
with source functions in Om and target functions in On through f
∗. The
subspace of infinitesimal deformations vanishing at the origin is just mmθ(f),
regarded as the tangent space of E0(m,n) at f .
For the identity map idm of C
m,
θm := θ(idm) = ⊕
m
i=1Om
∂
∂xj
is the space of germs of vector fields on Cm at the origin, in other words,
the space of infinitesimal deformations of coordinate changes of Cm not
necessarily preserving the origin. Instead, mmθm is the space of infinitesimal
deformations of coordinate changes preserving the origin. We set an Om-
module homomorphism tf : θm → θ(f) and an On-module homomorphism
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ωf : θn → θ(f) by
tf : v =
∑
vj(x)
∂
∂xj
7−→ df(v) =
∑ ∂fi
∂xj
(x)vj(x)
∂
∂yi
,
ωf : w =
∑
wi(y)
∂
∂yi
7−→ w ◦ f =
∑
wi(f(x))
∂
∂yi
.
Then the tangent spaces of A and K-orbits of f in mmθ(f) and the extended
tangent spaces in θ(f) are defined as follows:
TA.f := tf(mmθm) + ωf(mnθn),
TK.f := tf(mmθm) + f
∗
mnθ(f),
TAe.f := tf(θm) + ωf(θn),
TKe.f := tf(θm) + f
∗
mnθ(f).
Determinacy. Let G = A or K. A map-germ f is G-finitely determined
if there is some k so that if jkg(0) = jkf(0) then g ∼G f . Finite de-
terminacy is equivalent to that the orbit G.f has finite codimension, i.e.,
dimC mmθ(f)/TG.f < ∞ (⇔ dimC θ(f)/TGe.f < ∞). Then, the process
for G-classification of finitely determined map-germs is reduced to the level
of jets (Taylor polynomials): We may replace E0(m,n) and G by jet spaces
Jk(m,n)and JkG, respectively, which are finite dimensional and the action
is algebraic.
Stability. f : Cm, 0→ Cn, 0 is a stable germ if any infinitesimal deformation
of f is recovered by some infinitesimal deformations of source and target
coordinate changes (not necessarily preserving the origin), that is,
θ(f) = TAe.f.
By the Malgrange preparation theorem this condition is equivalent to that
θ(f) = TKe.f +⊕
n
i=1C
∂
∂yi
.
It is known that f ∼K g if and only if f ∼A g for stable germs f, g.
Namely, for a stable germ f ,
A.f = {Stable germs} ∩ K.f.
Jet extension. Intuitively, a stable germ f means that for any small per-
turbation of any representative f : U → V , still the same type singularity
remains at some point nearby the origin. This is justified by the transver-
sality of jet extension. A representative f : U → V produces a map
f¯ : U → V × E0(m,n), p 7→ germ of f(x+ p) at x = 0,
then the image of the derivative of this map at 0 is just the linear subspace
tf(T0U) of θ(f) = ωf(T0V )⊕mmθ(f). Note that
TAe.f = tf(T0U) + ωf(T0V ) + TA.f
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and ωf(T0V )+TA.f is regarded as the tangent space of V ×A.f . Thus we
have
θ(f) = TAe.f ⇐⇒ f¯ is transverse to V ×A.f at 0
Also this is equivalent to that f¯ is transverse to V × K.f at 0, using the
interpretation of the stability in terms of TKe.f .
Precisely saying, we should state the transversality (the right hand side)
on the level of jets: Let J(TM,TN) be the jet bundle over M × N (with
fiber J(m,n) of order high enough (≥ n + 1) and group A), and denote by
jf the jet extension which assigns to points x ∈ M the pair of f(x) ∈ N
and the jet of the germ f :M,x→ N, f(x):
J(TM,TN)

M
jf
99ssssssssss
(id,f)
// M ×N
f :M,x→ N, f(x) is stable
⇐⇒ jf :M → J(TM,TN) is transverse to the A-orbit at x.
⇐⇒ jf :M → J(TM,TN) is transverse to the K-orbit at x.
Versal unfolding. An unfolding of f : Cm, 0→ Cn, 0 is a map-germ
F : Cm × Ck, (0, 0) → Cn × Ck, (0, 0), F (x, u) = (fu(x), u)
so that F (x, 0) = (f(x), 0) (i.e., f0 = f). Note that f itself is regarded as
an unfolding without parameters (k = 0). Two unfoldings G,F of f with
k parameters are equivalent if there are unfoldings of identity maps idm of
Cm and idn of C
n,
Φ : Cm × Ck, 0→ Cm × Ck, 0, Ψ : Cn × Ck, 0→ Cn × Ck, 0,
respectively, so that F ◦ Φ = Ψ ◦ G. An unfolding of f is trivial if it is
equivalent to the product (f × idk)(x, u) := (f(x), u).
Given a map h : Cℓ, 0→ Ck, 0, the induced unfolding h∗F from F via the
base-change h is defined by the unfolding h∗F (x, v) := (fh(v)(x), v).
We say that F is an Ae-versal unfolding of f if any unfolding of f is equiv-
alent to some unfolding induced from F . The so-called versality theorem says
that F is Ae-versal if and only if it holds that
θ(f) = TAe.f +
∑k
i=1C ·
∂
∂ui
fu
∣∣
u=0
.
This identity means that the map
U ×W → V × E0(m,n), (p, u) 7→ germ of fu(x+ p) at x = 0
is transverse to V ×A.f at (p, u) = (0, 0), where F : U ×W → V ×W is a
representative.
The Ae-codimension of f is defined to be dimC θ(f)/TAe.f , which is
the minimum number of parameters required for constructing an Ae-versal
unfolding of f . In particular,
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f is a stable germ ⇐⇒ Ae-codim(f) = 0
⇐⇒ f itself is Ae-versal ⇐⇒ any unfolding of f is trivial.
2.2. Basics in intersection theory. Basic references are, e.g., [47, 25, 21,
67, 36].
Homology. Throughout, H∗ and H∗ stand for the singular cohomology
ring (with cup product) and the Borel-Moore homology group (=the closed
supported homology =the homology of locally finite chains), respectively.
• H∗ is a contravariant functor: the pullback f∗ : H∗(Y )→ H∗(X) is
a ring homomorphism defined for a continuous map f : X → Y , and
it holds that (g ◦ f)∗ = f∗ ◦ g∗.
• H∗ is covariant for proper maps: the pushforward f∗ : H∗(X) →
H∗(Y ) is a group homomorphism defined for a proper continuous
map f : X → Y , and it holds that (g ◦ f)∗ = g∗ ◦ f∗. For compact
spaces it is the same as the usual homology group.
There is a natural pairing (cap product): ⌢: Hk(X)×Hm(X)→ Hm−k(X).
The two maps f∗ and f∗ are related by the useful projection formula:
f∗(f
∗α ⌢ c) = α ⌢ f∗c
for α ∈ H∗(Y ) and c ∈ H∗(X). For a (possibly non-compact) complex
irreducible variety X of dimension m, there always exists the fundamental
class [X] ∈ H2m(X): For any regular point x ∈ M , the class generates
H2m(X,X −x) ≃ Z being compatible with the complex orientation. If M is
a complex manifold, it yields the well-known Poincare´ duality isomorphism
H i(M) ≃ H2m−i(M), ω 7→ ω ⌢ [M ].
We denote by Dual c the Poincare´ dual to c ∈ H∗(M) but often omit this
notation when it would not cause any confusion.
For proper maps f : M → N between manifolds of relative codimension
κ = dimN −dimM , the Gysin homomorphism is defined by the dual to the
homology pushforward (we abuse the notation):
f∗ = Dual ◦ f∗ ◦Dual
−1 : H∗(M)→ H∗+κ(N).
For instance, f∗(1) = Dual f∗[M ].
Proposition 2.2. If f : M → N between complex manifolds is transverse
to a closed subvariety Y ⊂ N , then the pullback of [Y ] is expressed by the
preimage of Y via f , f∗Dual [Y ] = Dual [f−1(Y )] ∈ H∗(M).
Chow group. In the context of algebraic geometry, instead of H∗, we
may take the Chow group A∗ of algebraic cycles under rational equivalence
[21]: The group of algebraic k-cycles on a variety M is freely generated
by symbols [V ] associated to k-dimensional closed irreducible subvarieties
V ⊂M , and two algebraic k-cycles are rationally equivalent if they are joined
by a family of cycles parametrized by P1 (such a family forms an algebraic
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(k+1)-cycle on M ×P1). The pushforward f∗ : A∗(M)→ A∗(N) is defined
for proper algebraic morphisms f : M → N by f∗[V ] = deg(f |V ) · [f(V )] if
dimV = dim f(V ), and 0 otherwise. If M is non-singular and of dimension
m, we put
A∗(M) = ⊕Ak(M), Ak(M) := Am−k(M).
The intersection product of two algebraic cycles is generally defined ([21,
§20], [36]), that put on A∗(M) a ring structure; then it is called the Chow
ring of M . The pullback f∗ : A∗(N) → A∗(M) for a morphism between
algebraic manifolds is defined by taking a scheme theoretic preimage, i.e.,
the intersection product of the graph of f and the cartesian productM times
subvarieties of N . Over the ground field C, there is a ring homomorphism,
called the cycle map,
cl : A∗(M)→ H2∗(M)
sending an algebraic cycle to the dual to the fundamental class of the un-
derlying analytic space: cl is compatible with the pullback and the Gysin
homomorphism (pushforward). In particular,
cl([V ] · [W ]) = cl([V ]) · cl([W ]),
hence, the algebraic intersection number of cycles (in A∗) coincides with the
topological intersection number defined by the cup product (in H∗).
Chern classes. A complex vector bundle p : E → M of rank n is a locally
trivial fibration with fiber Cn and structure group GLn(C): E is called the
total space, M the base space and Cn the fiber, and the zero section Z ⊂ E is
the subvariety consisting of all zero vectors of fibers. The pullback induced
by the projection map p provides a canonical isomorphism
p∗ : H∗(M)
∼
−→ H∗(E).
The trivial n-bundle ǫn means that it is globally trivialized, i.e., isomor-
phic to the product M × Cn → M . To measure ‘non-triviality’ of a given
vector bundle p : E →M , the most basic invariant is the top Chern class of
E defined by the fundamental class of the zero section:
cn(E) := (p
∗)−1Dual [Z] ∈ H2n(M ;Z).
For a section s : M → E (i.e., p ◦ s = idM ), we have s
∗ = (p∗)−1, and if
s : M → E is transverse to Z, then by Proposition 2.2 the top Chern class
is represented by the degeneracy locus (zero locus) of s:
cn(E) = s
∗Dual [Z] = Dual [s−1(Z)].
The top Chern class is regarded as a cohomological obstruction for the ex-
istence of a trivial line sub-bundle of E: That means that if such a trivial
sub-bundle exists, then there is a section s nowhere zero, i.e., Z(s) = ∅, thus
cn(E) = 0. In the same manner the lower Chern class ci(E) is introduced
as a certain obstruction for the existence of a trivial sub-bundle of rank
n− i+ 1. So for the trivial bundle ǫn, all Chern classes ci(ǫ
n) vanish.
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The Chern classes are also formulated in the following intrinsic way: Let
π : P(E) → M be the projectivized bundle of lines in E, then there is an
exact sequence
0 −→ LE −→ π
∗E −→ QE −→ 0
where LE is the tautological line bundle over P(E); let OE(1) := L
∗
E denote
the bundle dual to LE and put t = c1(OE(1)) (top Chern class). Then
H∗(P(E)) naturally has a H∗(M)-module structure via π∗ generated by t:
In fact one can define the Chern class ci(E) ∈ H
2i(M) by the identity
tn + π∗c1(E)t
n−1 + · · · + π∗cn(E) = 0 ∈ H
2n(P(E))
which actually generates the relation I of H∗(P(E)) = H∗(M)[t]/I. In
particular, in case that M = pt, this implies that H∗(Pn−1) = Z[t]/(tn).
Example 2.3. (Poincare´-Hopf) The Chern class of a complex manifold
M means c(TM) of the tangent bundle. If M is compact, the top Chern
class corresponds to the Euler characteristic of M
cn(TM)⌢ [M ] = χ(M) · [pt] ∈ H0(M),
that is the Poincare´-Hopf theorem for a vector field v on M (a section of
TM)
cn(TM) = Dual [v
−1(Z)] =
∑
Ind(v, p)
P.H.
= χ(M).
Axiom. Chern classes satisfy the following axiom which is quite useful for
actual computation:
• c0(E) = 1 and ci(E) = 0 (i > n = rankE), i.e.,
c(E) :=
∑
i≥0
ci(E) = 1 + c1(E) + · · ·+ cn(E)
which called the total Chern class of E.
• (naturality) For pullback via f :M ′ →M ,
c(f∗E) = f∗c(E).
• (Whitney formula) For any short exact sequence of vector bundles
0→ E′ → E → E′′ → 0, it holds that c(E) = c(E′) · c(E′′), i.e.,
ck(E) =
∑
i+j=k
ci(E
′)cj(E
′′).
• (normalization) c1(OP1(1)) equals the divisor class a ∈ H
2(P1).
For instance, it follows that
- Trivial bundle: For the trivial n-bundle, c(ǫn) = c(⊕ǫ1) = 1.
- Additive group law: For tensor product of line bundles ℓ1, ℓ2 over M :
c(ℓ1 ⊗ ℓ2) = 1 + c1(ℓ1) + c1(ℓ2).
HIGHER THOM POLYNOMIALS 11
If E splits into line bundles, E = ℓ1 ⊕ · · · ⊕ ℓn,
c(E) = 1 + c1(E) + · · ·+ cn(E) =
∏
(1 + ai),
where ai = c1(ℓi) called the Chern roots of E. So the i-th Chern class
ci(E) is nothing but the i-th elementary symmetric function in a1, · · · , an.
This computation is formally allowed for any non-split vector bundle E by
regarding it virtually as the sum of line bundles, that is the splitting principle.
For instance, the product E⊗F is virtually regarded as the sum of products
ℓi ⊗ ℓ
′
j of line bundles, hence by additive group law,
c(E ⊗ F ) =
∏
c(ℓi ⊗ ℓ
′
j) =
∏
(1 + ai + bj),
where ai and bj are Chern roots of E and F , respectively. The calculus
on Chern classes is essentially the same as the combinatorics of elementary
symmetric functions.
Quotient Chern class. To measure in a formal way the difference between
two vector bundles E and F of rankm,n over the same base space, we define
the quotient Chern class
c(F − E) =
∑
i≥0
ci(F − E) :=
1 + c1(F ) + · · ·
1 + c1(E) + · · ·
=
∏
(1 + bj)∏
(1 + ai)
by using formal expansion 11−a = 1+a+a
2+ · · · . Obviously, if F = E⊕E′,
then c(F − E) = c(E′).
Let P be a polynomial in components ci(E) and cj(F ) (i, j = 1, 2, · · · )
i.e., P = P (a1, · · · , am, b1, · · · , bn) is symmetric in both variables ai and
bj. It is known that P is written as a polynomial in quotient Chern classes
ci(E − F ) if and only if P is supersymmetric, that is,
P (a1, · · · , am−1, t, b1, · · · , bn−1, t)
does not depend on t (A. Lascoux).
The K-group K0(M) is the group completion of the monoid generated
by isomorphism classes of vector bundles with the Whitney sum operation
⊕. Then the Chern class operation c∗ : K0(M) → H
∗(M) is well-defined.
Moreover, the Chern character of E is defined by ch(E) =
∑
exp ai using
Chern roots ai of E, and it produces a natural transformation ch : K0(M)→
H∗(M) as ring homomorphism (where K0(M) is a commutative ring with
the tensor product ⊗).
Example 2.4. (Be´zout’s theorem) Let ℓ = OP2(1) be the dual tautologi-
cal line bundle of the projective plane P2. Put a = c1(ℓ) ∈ H2(P2), the dual
to a line. A homogeneous polynomial P (x, y, z) of degree d assigns to each
point [L] ∈ P2 the function L → C given by tv 7→ P (v)td, which gives a
section of the line bundle tensorred d times OP2(d) := ℓ
⊗d. The zero locus
of this section is nothing but the projective plane curve defined by P = 0.
Since c(ℓ⊗d) = 1 + d · a, the fundamental class of the plane curve P = 0 is
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represented by the top Chern class d · a. For two projective plane curves
of degree d and d′ without common factor, the sum of algebraic intersec-
tion numbers corresponds to the cup product of their fundamental classes,
c1(ℓ
⊗d) · c1(ℓ
⊗d′) = dd′ · a2 ∈ H4(P2) = Z via the cycle map cl. This means
classical Be´zout’s theorem.
3. Chern class for singular varieties
3.1. Singular Chern classes. As seen in the previous section, the Chern
class of an n-dimensional complex manifold X is the total cohomology class
c(TX) = 1 + c1(TX) + · · ·+ cn(TX) ∈ H
∗(X).
Note that cn(TX) ⌢ [X] = χ(X) and 1 ⌢ [X] = [X]. For a singular
variety X, there is no longer the tangent bundle, so c(TX) does not make
sense at all. However we may have a chance to find some substitute to TX,
for instance by taking a reasonable partial desingularization p : X̂ → X
(e.g. Nash blowing-up, which will be described below) or a deformation
to smooth varieties Xt if it exists. Then we consider Chern classes of the
substitute on X̂ or Xt. According to the direction of ‘arrow’ p, we switch
to homology and take the image of the Chern class via the pushforward
p∗ : H∗(X̂) → H∗(X) or the specialization map sp∗ : H∗(Xt) → H∗(X),
that provide a kind of “singular Chern classes” defined in H∗(X). The
Chern-Schwartz-MacPherson class (CSM class) is a typical one: It is the
most useful ‘singular Chern class’ from the functorial viewpoint, which we
briefly introduce in this section. In particular, the CSM class of a (compact,
irreducible) possibly singular variety X is a total homology class of the form
cSM(X) = χ(X) · [pt] + · · ·+ [X] ∈ H∗(X).
Throughout this section, (Borel-Moore) homology H∗ can be replaced by
Chow group A∗.
3.2. Chern-Schwartz-MacPherson class. Let X be a complex algebraic
variety of dimension n. For a subvariety W ⊂ X, we denote by 11W : X → Z
the characteristic function which takes value 1 on points of W , otherwise 0.
Then a constructible function α : X → Z is a function on X given by a finite
sum α =
∑
ni11Wi with ni ∈ Z, Wi subvarieties of X. Let F(X) be the
abelian group of constructible functions on X. The integral of α is defined
by ∫
X
α :=
∑
ai χ(Wi),
where χ means the Euler characteristics using the Borel-Moore homology
of underlying analytic spaces. Furthermore, for morphisms X → Y , the
pushforward is defined by
f∗ : F(X)→ F(Y ), f∗(α)(y) :=
∫
f−1(y)
α (y ∈ Y ).
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Note that
∫
X α = pt∗α ∈ Z = F(pt) where pt : X → pt. It holds that
(f ◦ g)∗ = f∗ ◦ g∗.
Also the pullback f∗ : F(Y )→ F(X) is defined by f∗α := α ◦ f .
The group of constructible functions F and the Borel-Moore homology H∗
define covariant functors V ar → Ab from the category of complex algebraic
varieties and proper morphisms to the category of abelian groups.
Theorem 3.1. [45] There is a unique natural transformation
C∗ : F(X) −→ H∗(X)
between these functors so that C∗(11X ) = c(TX)⌢ [X] if X is non-singular.
Naturality means that
• C∗(α+ β) = C∗(α) + C∗(β) (additive homomorphism)
• C∗f∗(α) = f∗C∗(α) for proper morphisms f : X → Y .
In particular, if pt : X → pt is proper, we have
pt∗C∗(α) = C∗pt∗(α) =
∫
X
α
(where C∗ : F(pt) = H0(pt)), hence for α = 11X , the 0-dimensional compo-
nent of C∗(11X ) corresponds to χ(X). For irreducibleX, the top dimensional
component of C∗(11X ) is the fundamental class [X], as see below.
Definition 3.2. The Chern-Schwartz-MacPherson class of X is defined
by cSM(X) := C∗(11X). For non-reduced scheme X, we define c
SM(X) :=
cSM(XRed) of the underlying reduced scheme.
In the later sections, we consider the CSM class of X in ambient smooth
space M ; We often write C∗(α) ∈ H
∗(M) for α ∈ F(M) without the nota-
tion Dual , that would not cause any confusion.
Remark 3.3. (Schwartz class) Historically earlier than MacPherson’s pa-
per [45], M. Schwartz had defined an obstruction class in the relative coho-
mology H∗(M,M−X) for the existence of radial vector frames over a neigh-
borhood of X in an ambient manifold M , that can be seen as a special kind
of degeneracy loci class (for frames controlled in a tubular neighborhood of
each stratum of a fixed Whitney stratification of X). The Schwartz class co-
incides with C∗(11X ) via the Alexander duality H
∗(M,M−X) ≃ H2m−∗(X),
that was proved in Brasselet-Schwartz [8].
Remark 3.4. (Nash blow-up and Chern-Mather class) We briefly ex-
plain about MacPherson’s original construction of C∗ in [45] using a specified
desingularization - the Nash blow-up. Assume that X is embedded in an am-
bient manifold M and is of equidimension n. Let νM : Gr(TM,n)→M be
the Grassmannian bundle of n-dimensional linear subspaces in TM . Then,
there is a unique section ρ over the regular locus XReg of X which sends
x ∈ XReg to the tangent space TxX. We denote by X̂ the closure of the
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image ρ(XReg) and by νX : X̂ → X the natural projection, which is called
the Nash blow-up of X. The Nash tangent bundle T̂X is defined by the
restriction of the tautological n-bundle of the Grassmaniann to X̂. Then we
define the Chern-Mather class
cMa(X) := ν∗(c(T̂X)⌢ [X̂ ]) ∈ H∗(X),
which is known to be independent of the choice of the embedding. This is the
main ingredient for defining C∗. The second one is the local Euler obstruction
function EuW ∈ F(X), which is originally defined using the obstruction
theory for radial vector fields. It satisfies that EuW (x) = 1 for nonsingular
points x ∈Wreg, and that F(X) is freely generated by EuW of subvarieties
W of X. Then C∗ : F(X) → H∗(X) is defined by C∗(EuW ) := ι∗c
Ma(W ),
ι : W → X being the inclusion, and by extending it linearly. In fact, cMa and
Eu behave in a similar way for pushforward, that imply the functoriality of
C∗. If X is smooth, then c
SM(X) = cMa(X) = c(TX)⌢ [X].
Remark 3.5. (Motivic type description of C∗) There is an alternative
convenient description of C∗ using Hironaka’s resolution of singularities. No-
tice that any constructible function α ∈ F(X) admits a finite sum expression
α =
∑
ai ρi∗11Mi ,
where ai ∈ Z and ρ0 : M0 → X is a proper surjective birational morphism
and ρi : Mi → X (1 ≤ i ≤ s) is a proper birational morphism mapped to
a subvariety of dimension smaller than dimX, and all Mi (0 ≤ i ≤ s) are
non-singular. That is easily shown by using resolution of singularities and
the induction of the dimension of supports of constructible functions. Then,
by properties of C∗, we see that
C∗(α) = C∗
(∑
ai ρi∗11Mi
)
=
∑
ai ρi∗(c(TMi)⌢ [Mi]).
Now let M+(X) be the free abelian group generated by all equivalence
classes of proper morphisms f : M → X with non-singular M (morphisms
f1, f2 mapped to X are equivalent if f1 = f2 ◦ σ by some isomorphism of
sources), and define the additive homomorphisms e and c∗ by linear exten-
sions of
e[f :M → X] := f∗11M ,
c∗[f :M → X] := f∗(c(TM)⌢ [M ]),
respectively. Note that e is surjective. Then, MacPherson’s Chern class
transformation is expressed by C∗ = c∗ ◦ e
−1:
M+(X)
e
zztt
tt
tt
tt
t
c∗
%%❑
❑❑
❑❑
❑❑
❑❑
F(X)
C∗
// H∗(X)
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We may replace M+(X) by the relative Grothendieck group K0(V ar/X)
of varieties over X, that enables us to deal with motivic integrations and
stringy Chern classes [3], and more generally, the (singular) Hirzebruch
classes [9].
3.3. Segre-SM classes. LetM be a complex algebraic manifold. We define
the Segre-Schwartz-MacPherson class of a closed embedding ι : X →֒M by
sSM(X,M) := c(ι∗TM)−1 ⌢ cSM(X) ∈ H∗(X).
We regard the class sSM(X,M) in H∗(M) via the pushforward ι∗ and Dual .
Also we set for α ∈ F(M)
sSM(α,M) := c(TM)−1 · C∗(α) ∈ H
∗(M).
Notice that if X is a closed submanifold of M with the normal bundle
ν = ι∗TM −TX, then the Segre-SM class is nothing but the inverse normal
Chern class for X →֒M :
sSM(11X ,M) = ι∗c(−ν) ∈ H
∗(M).
Remark 3.6. (Sign convention) We should remark that we follow the
sign convention of the Segre class due to Fulton [21]. The other convention
corresponds to the dual version ι∗c(−ν
∗) for smooth embeddings. An ad-
vantage of our convention is that it is easy to switch between C∗ and s
SM
via multiplying by the ambient Chern class c(TM). It could be possible
to follow the other convention, which fits the positivity property especially,
but to do this we had to correct the normalization condition of C∗ so that
C∗(11X ) = c(T
∗X) ⌢ [X] for non-singular X. This causes the change of
signs of each component Ci by multiplying (−1)
i.
Remark 3.7. (Fulton’s Chern class) The ordinary Segre covariance class
s(X,M) of a closed embedding X →֒M is defined using the blowing-up M
along X, and it is totally different from our Segre-SM class in general: The
difference concentrates on the singular locus, and in fact these two Segre
classes coincide if X is non-singular. Our definition of Segre-SM class is just
an analogy to Fulton’s Chern class [21] defined by
cF(X) := c(ι∗TM)⌢ s(X,M).
The difference between these two homology Chern classes is an important
invariant of singularities of X, called the Milnor class:
M(X) := (−1)dimX(cF(X)− cSM(X)).
The Segre-SM class has an expected nice property for transverse pullback
like as the fundamental class in Proposition 2.2.
Proposition 3.8. Let f : M → N be a map between complex manifolds,
and let Y be a closed singular subvariety of N . Assume that f is transverse
to (a Whitney stratification of) Y . Then it holds that
f∗sSM(Y,N) = sSM(f−1(Y ),M) ∈ H∗(M).
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In fact the formula holds in H∗(X). This is a special case of the Verdier
type Riemann-Roch formula, see [64, Cor. 0.1] based on micro-local tech-
niques. Here, for the sake of completeness, we give an elementary proof.
Proof :
(Step 1) Assume that f :Mm → Nn is a closed embedding (κ = n−m ≥ 0).
Put E = f∗TN/TM , the normal bundle of M in N , and Let i : Y →֒ N a
closed embedding and p = dimY . Let νY : Ŷ → Y be the Nash blowing-
up of Y defined in the Grassmaniann bundle µN : Gr(TN, p) → N . Let
i′ : X := f−1(Y ) →֒ M , the transverse intersection of M with Y (dimX =
p− κ), and νX : X̂ → X the Nash blowing-up of X.
Let {Sα} be a Whitney stratification of Y . By the assumption, {M ∩Sα}
is a Whitney stratification of X so that T (M ∩ Sα)x = TMx ∩ TS
α
x . In
particular, if Sα is a top dimensional stratum and Sβ is a nearby stratum,
then a limiting tangent of Y at x ∈ M ∩ Sβ , λx = limTS
α
xi with xi → x
(xi ∈ S
α) corresponds in 1-to-1 to a limiting tangent of X at x, λ′x =
limT (M ∩ Sα)xi = TMx ∩ λx; indeed, TS
β
x ⊂ λx by the a-regularity, and
TSβx is transverse to TMx by the assumption, hence λx is so. Thus X̂ is
canonically identified with the restriction of Ŷ over M ∩ Y , so we have the
fiber square where f and f¯ are regular embeddings with normal bundles E
and ν∗XE:
X̂
f¯
//
νX

Ŷ
νY

X
f
// Y
Note that f¯∗T̂ Y = T̂X⊕ν∗XE. By properties of the refined Gysin pullback
in [21, Thm.6.2, Prop. 6.3], we have
f∗(νX)∗ = (νY )∗f¯
∗ and f¯∗[Ŷ ] = [X̂ ],
and hence
f∗cMa(Y ) = f∗(νY )∗(c(T̂ Y )⌢ [Ŷ ])
= (νX)∗f¯
∗(c(T̂ Y )⌢ [Ŷ ])
= (νX)∗(ν
∗
Xc(E) · c(T̂X)⌢ [X̂])
= c(E)⌢ (νX)∗(c(T̂X)⌢ [X̂ ])
= c(E)⌢ cMa(X).
Thus we have f∗sMa(Y,N) = sMa(X,M).
(Step 2) General case: Let f : M → N be a map transverse to Y . Put
∆ :M →M ×M the diagonal map, and consider the graph embedding
g = (idM × f) ◦∆ :M →M ×N.
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The normal bundle of g is isomorphic to f∗TN . Let Y ′ := M × Y , then
X := f−1(Y ) = g−1(Y ′). Since f is transverse to Y , the embedding g is
transverse to Y ′, hence as seen just above,
g∗cMa(Y ′) = c(f∗TN)⌢ cMa(X).
On one hand, since since C∗ commutes with homology cross product,
cMa(Y ′) = cM (M × Y ) = cMa(M)× cMa(Y ).
For a manifold, cMa(M) = c(TM) ⌢ [M ], therefore
g∗cMa(Y ′) = ∆∗ ◦ (idM × f)
∗(cMa(M)× cMa(Y ))
= c(TM)⌢ f∗cMa(Y ).
It then follows that f∗sMa(Y,N) = sMa(X,M).
(Step 3) Write 11Y =
∑
S nSEuS for some subvarieties S of Y (including Y
itself; nY = 1), where Sreg are strata of a Whitney stratification of Y . Since
f is transverse to each stratum Sreg, we obtain 11X =
∑
S nSEuM∩S by a
property of the Euler obstruction for transverse intersections [45]. Hence,
putting E = f∗TN − TM ,
f∗cSM(Y ) =
∑
nS f
∗cMa(S)
=
∑
nS c(E) ⌢ c
Ma(M ∩ S)
= c(E) ⌢ C∗(
∑
nSEuM∩S)
= c(E) ⌢ cSM(X).
Thus f∗sSM(Y,N) = sSM(X,M). This completes the proof. 
3.4. Equivariant Chern/Segre-SM class. There has been established
the theory of equivariant CSM class by the author [52, 55], which is based
on the equivariant intersection theory [13]. In the latter sections, however,
we avoid technical matters in the theory as much as possible, so readers may
skip most of this subsection, and, instead, take Definition 3.12 and Theorem
3.13 below as the starting point for reading the following sections.
To state theorems precisely, we briefly explain about the algebraic Borel
construction [13]. The idea is classical and simple: Let G be a complex
linear algebraic group of dimension g. Take a Zariski open subset U in an ℓ-
dimensional linear representation of G so that G acts on U freely. Then the
quotient variety UG := U/G exists, and the inductive limit of the quotient
map U → UG taken over all representations of G (with respect to inclusions)
is regarded as an algebro-geometric counterpart of the universal principal
bundle EG→ BG in topology.
Example 3.9. For the algebraic torus T = C∗ = C − {0}, the quotient
map U = CN − {0} → PN = UT with dimension N large enough is the
substitute to ET → BT . For the general linear group G = GLn, let U be
an open set in Hom(Cn,CN ) consisting of injective linear maps, then UG is
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the Grassmaniann of n-planes in CN and the quotient map approximates
EGLn → BGLn.
Let X be an algebraic variety with a G-action. Then the diagonal action
of G on X × U is also free, hence the mixed quotient XU := (X × U)/G
exists so that the projection pU : XU → UG is a fiber bundle with fiber
X and group G. Then the G-equivariant cohomology of X is given as the
projective limit
H∗G(X) = H
∗
G(EG×G X) = lim←−
H∗(XU ).
This becomes a contravariant functor: the pullback of a G-morphism f is
denoted by f∗G.
Let ξ be a G-equivariant vector bundle E → X (i.e., E, X are G-varieties
and the projection is G-equivariant so that the action on E preserves fibers
linearly). Then we have a vector bundle EU → XU over the mixed quotient
for each U , denoted by ξU , and define the G-equivariant Chern class c
G(ξ) ∈
H∗G(X) to be the projective limit of Chern classes c(ξU ).
We define the i-th equivariant homology group to be the inductive limit
HGi (X) = lim−→
Hi+2(ℓ−g)(XU ).
(in fact, the right hand side is stabilized for large ℓ). This group is trivial
for i > 2n, but unlikely the non-equivariant case, it is nontrivial for i < 0 in
general. The direct sum is denoted by HG∗ (X) = ⊕i∈ZH
G
i (X). For a proper
G-morphism f : X → Y , the pushforwad fG∗ is defined by taking limit of
(fU)∗ : XU → YU ; thus H
G
∗ becomes a covariant functor.
The (Borel-Moore) fundamental class [XU ] tends to a unique element of
HG2n(X), denoted by [X]G, which is called the G-equivariant fundamental
class of X. It induces a homomorphism
⌢ [X]G : H
i
G(X)→ H
G
2n−i(X), a 7→ rU(a) ⌢ [XU ]
where rU denotes the restriction to XU . If X is nonsingular, this is iso-
morphic, called the G-equivariant Poincare´ dual. The inverse is denoted by
DualG.
We are now ready to state the equivariant version of Therorem 3.1. Let
FGinv denote the group of G-invariant constructible functions. We define
CGi (11X) := p
∗
Uc(TUG)
−1 ⌢ Ci+ℓ−g(11XU ).
Theorem 3.10. [52, 55] For G-varieties and proper G-morphisms, there is
a unique natural transformation
CG∗ : F
G
inv(X)→ H
G
∗ (X)
so that CG∗ (11X ) = c
G(TX)⌢ [X]G if X is non-singular.
Remark 3.11. Each dimensional component of the equivariant CSM class
has its support on an invariant algebraic cycle in X [52, §4.1]. In particular,
the lowest and highest terms are as follows: if X is of equidimension n, the
top term is the fundamental class: CGn (11X ) = [X]G. If X is compact, the
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degree is equal to the weighted Euler characteristics (the pushforward of
pt : X → pt): ptG∗ C
G
0 (α) =
∫
X α.
Next, we introduce the degeneracy loci formula associated to the CSM
class which has been formulated in [52]. Let V = Cn on which G acts
linearly, and identify
H∗G(V ) = H
∗(BG)
via the pullback of the projection pt : V → 0. For this purpose, the right
object is the Segre-SM class rather than the CSM class:
Definition 3.12. For any invariant function α ∈ FGinv(V ), we define
tpSMG (α) := c
G(TV )−1 ·DualGC
G
∗ (α) ∈ H
∗(BG).
We set tpSMG (W ) := tp
SM
G (11W ) for invariant subvarieties W of V .
We have the following:
Theorem 3.13. [52] Let V = Cn be a G-vector space with the fixed point
0 ∈ V . Let W be a G-invariant affine (irreducible) subvariety with the
inclusion ι : W → V , and α ∈ FGinv(V ) an invariant constructible function.
Then,
(1) The leading term of tpSM(W ) is the G-fundamental class:
tpSMG (W ) = DualG ι
G
∗ [W ]G + h.o.t.
(2) The G-degree of CG∗ (α) expresses the integral of α:
DualGC
G
0 (α) = [c
G(TV ) · tpSMG (α)]n =
(∫
V
α
)
· cGn (TV ).
(3) For any G-morphism Ψ : V ′ → V which is transverse to W , it holds
that
tpSMG (Ψ
−1(W )) = Ψ∗ tpSMG (W ).
(4) (Degeneracy loci formula) Given a vector bundle π : E →M over a
complex manifoldM with fiber V and structure group G, letW (E)→
M be the fiber bundle with the fiber W and group G. Then, for any
holomorphic section s :M → E transverse to W (E), it holds that
Dual sSM(W (s),M) = ρ∗tpSMG (W ) ∈ H
∗(M)
where W (s) := s−1(W (E)) and ρ is the classifying map for E →M .
Proof : (1) is obvious since the top term of CG∗ (11W ) ∈ H
G
∗ (V ) is the
equivariant fundamental class ιG∗ [W ]G. (3) follows from Proposition 3.8 and
(4) is just [52, Thm. 5.11]. As for (2), we take the maximal torus T of G:
Since H∗G(pt)→ H
∗
T (pt) is injective (the splitting lemma), we may think of
the degree via the T -action, instead. We embed
V →֒ Pn = P(V ⊕ C)
equivariantly with respect to the T -action (T acts on the second factor C
trivially) and compute in two ways the T -degree ptT∗C
T
0 (α) ∈ H
∗
T (pt) where
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pt : Pn → pt is the natural map. As mentioned in Remark 3.11, the degree
is equal to
∫
Pn
α. Since the support of α is in V , we have
ptT∗C
T
0 (α) =
∫
V
α.
Note that {0} is a connected component of the T -fixed point set (Pn)T ,
whose normal bundle is T0V = V with the T -action. Put j : {0} → P
n the
inclusion. We then apply the Atiyah-Bott localization formula [6, §3 (3.8)];
it can be seen that only the contribution from the fixed point 0 remains,
i.e., the contribution from fixed point sets in Pn−1 = Pn − V becomes zero,
hence we have
ptT∗ C
T
0 (α) =
j∗CT0 (α)
cTn (TV )
.
Thus (2) is proved (cf. Weber [73, §6]). 
4. Thom polynomials for singularities of maps
4.1. Main Theorems. Two germs with the same relative codimension,
say f : Cm+s, 0 → Cn+s, 0 and g : Cm, 0 → Cn, 0, is called to be stably
K-equivalent if f is K-equivalent to the trivial unfolding g × ids with s pa-
rameters.
Let η be a K-singularity type in E0(m,n) (κ = n−m). For a holomorphic
map f :M → N with relative codimension κ, we set
η(f) := { x ∈M | the germ f at x is stably K-eq. to η }.
If f is a stable map, then the jet extension jf is transverse to the K-orbit
and η(f) consists of stable singularities of type η. We call the (analytic)
closure η(f) ⊂M the η-type singular locus of f .
We are concerned with the simplest primary obstruction for the existence
of the η-type singular point for stable map f , e.g., [69, 57, 62, 11, 14, 16,
28, 29, 30, 51, 59].
Theorem 4.1. For a stable singularity type η as above, there exists a unique
polynomial tp(η) ∈ Z[c1, c2, · · · ] so that for any stable map f : M → N
of relative codimension κ, the singular locus of type η is expressed by the
polynomial evaluated by the quotient Chern class ci = ci(f) = ci(f
∗TN −
TM):
Dual [η(f)] = tp(η)(c(f)) ∈ H2 codimη(M).
Definition 4.2. We call tp(η) the Thom polynomial of stable singularity
type η.
As an advanced version, the theory of Thom polynomials for stable multi-
singularities has been developed by M. Kazarian [29, 30], that merges mul-
tiple point formulas (developed by Kleiman [37, 38]) and the above Thom
polynomials for mono-singularities together from the viewpoint of cobordism
theory (also see [60, 68]). That is briefly reviewed in Section 4.5.
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Remark 4.3. A major problem is to determine the precise form of tp(η)
for a given contact type η. A traditional algebro-geometric method for the
computation is to construct a suitable embedded resolution of the η-type
singular locus X = η(f) ⊂ M using flag bundles [57, 11, 62] or to find a
suitable projective resolution of the structure sheaf OX (cf. [19, 20]) but it
usually becomes a very hard task. On the other hand, a more effective new
method, called the restriction or interpolation method, has been introduced
by R. Rima´nyi [59]. It enables us to compute many tp for stable singularities
in nice dimensions, see Section 4.3. Also the Atiyah-Bott type localization
formula and the iterated residue formula are very useful for computation
of tp’s, about which the reader should be referred to Be´rczi-Szenes [7] and
Fehe´r-Rima´nyi [16]. As for another interesting questions, the positivity of
Thom polynomials has firstly been dealt in Pragacz-Weber [58], and for
applications to Schubert calculus, see e.g. [22, 15, 30].
As mentioned in the Introduction, it is natural to expect a similar uni-
versal expression not only for the fundamental class but also for some other
distinguished cohomology classes supported on the singular locus X = η(f).
For example, if the locus X is a closed submanifold of M with the in-
clusion ι, e.g., Ak for Morin maps, then the Gysin homomorphism image
ι∗c(TX) ∈ H
∗(M) of the total Chern class would be a reasonable candi-
date; Indeed Ando [2] and Levine [41] partially studied such classes in the
case of Morin maps. However, the orbit closure η is singular along some
orbits of more complicated singularities, therefore the η-type singular locus
may be singular. So c(TX) does not make sense in general.
Instead, our strategy is to incorporate the theory of Chern-Schwartz-
MacPherson classes into the theory of Thom polynomials. There always
exists
ι∗c
SM(X) = C∗(11X) ∈ H∗(M) = H
∗(M),
and if X is smooth, then it equals ι∗c(TX). The right object is rather the
Segre-SM class sSM(X,M) obtained by multiplying c(TM)−1 to the CSM
class. Then, the SSM class admits the following Thom polynomial type
expresson:
Theorem 4.4. [52, 54]. For η as above, there is a unique universal power
series tpSM(η) ∈ Z[[c1, c2, · · · ]] so that for any stable map f : M → N of
relative codimension κ it holds that
Dual sSM(η(f),M) = tpSM(η)(c(f)) ∈ H∗(M).
In particular, if M is compact, the Euler characteristic of the η-type singular
locus is given by the degree of C∗(11η(f)), which has a universal expression
χ(η(f)) =
∫
M
c(TM) · tpSM(η)(c(f)).
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Furthermore, tpSM(α) ∈ Z[[c1, c2, · · · ]] is defined for any K-invariant con-
structible function α in some jet space J(m,m + κ) so that tpSM(11η) =
tpSM(η).
Definition 4.5. We call tpSM(η) the higher Thom polynomial for the orbit
closure η with respect to the Segre-SM class.
The class tpSM(η) is actually a power series, but do not confuse it with
the terminology Thom series in [16] which is a different notion.
Since the top term of the homology Chern class cSM(X) is the fundamental
class [X], it immediately follows from the above definition that switching to
the cohomology,
tpSM(η) = tp(η) + higher degree terms,
i.e., the leading term is just the Thom polynomial. The power series tpSM(η)
theoretically exists uniquely, but it is almost hopeless to find the explicit
form of the series in general, because the closure η contains infinitely many
boundary strata of high codimension. To compute low degree terms, we use
Rima´nyi’s restriction method together with embedded resolution techniques,
see §4.3.
Remark 4.6. A prototype of Theorem 4.4 can be seen in Parusinski-
Pragacz [56]: They actually considered cSM(Σk) of the first order Thom-
Boardman strata Σk as a generalization of tp(Σk), i.e., the degeneracy loci
class arising in the Thom-Porteous formula [57]. In order to make a gen-
eral statement as above, we appeal to the equivariant theory of CSM class
reviewed in the previous section. In particular, theorems can also be formu-
lated appropriately in the context of algebraic geometry over an algebraically
closed field of characteristic 0 using Chow groups under rational equivalence.
Remark 4.7. In the same way, higher Thom polynomials with respect to
the other Segre classes (by using blowing-up, conormal sheaves, etc) can
be defined. It would be interesting to study the difference between these
higher Thom polynomials with respect to different Segre classes, that will
be discussed somewhere else.
4.2. Proof. Essential is Theorem 3.13. Consequently, Theorem 4.4 for tpSM
is proved in entirely the same way as the standard proof of Theorem 4.1 for
tp. Here let us see the common proof of Theorem 4.1 and 4.4 along the
argument given in [16, §7.2].
By finite determinacy, we may assume that η ⊂ J(m,n), the correspond-
ing K-orbit in a jet space of sufficiently high order. Since η is also A-
invariant, there is the sub-bundle of the fiber bundle J(TM,TN)→M ×N
with fiber η, denoted by η(M,N). For stable maps f : Mm → Nn, by the
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definition η(f) = jf−1(η(M,N)):
J(TM,TN)

η(M,N)? _oo
η(f) 

// M
jf
99ttttttttttt
(id,f)
// M ×N
In particular, by Proposition 2.2
Dual [η(f)] = jf∗Dual [η(M,N)] ∈ H∗(M).
We then apply Section 3.4 to this setting:
G := JKm,n, V := J(m,n), W := η
By Theorem 3.13 (3), there is a universal class for the degeneracy loci
class Dual [η(f)]:
tpSMG (η) ∈ H
∗
G(J(m,n)).
Note that J(m,n) is contractible and G = JKm,n is homotopic to the 1-jets
J1Km,n = GLm ×GLn. Thus
H∗G(J(m,n)) = H
∗
G(pt) = H
∗(BGLm)⊗H
∗(BGLn),
that is generated by Chern classes of source and of target: In terms of Chern
roots a1, · · · , am and b1, · · · , bn for the source and target, respectively,
H∗G(J(m,n)) = Z[a1, · · · , am, b1, · · · , bn]
Sm×Sn .
We show that tpSMG (η)(a, b) is actually written in terms of quotient Chern
classes
c = 1 + c1 + c2 + · · · =
∏n
j=1(1 + bj)∏m
i=1(1 + ai)
.
The following key lemma is easily checked:
Lemma 4.8. [51, 16]. The natural embedding of jet spaces
Ψ : J(m,n)→ J(m+ s, n+ s), Ψ(jg(0)) := j(g × ids)(0)
is transverse to any K-orbits in J(m+ s, n+ s).
Consider the group G′ := G × GLs ⊂ JKm+s,n+s which naturally acts
on the jet space J(m + s, n + s) and also acts on J(m,n) by forgetting
the GLs-part so that Ψ is G
′-equivariant. Notice that the pullback Ψ∗ for
G′-equivariant cohomology is the same as the identity map of H∗(BG′). Put
ηs := Km+s,n+s.Ψ(η) ⊂ J(m+ s, n+ s),
then the closure ηs is also G
′-invariant, Ψ−1(ηs) = η and Ψ is transverse to
ηs by Lemma 4.8. Hence Theorem 3.13 (2) shows that
tpSMG′ (ηs) = tp
SM
G′ (η) ∈ H
∗(BG′).
By the definition, the G′-SSM class tpSMG′ (ηs) is written in Chern roots
a1, · · · , am, b1, · · · , bn and t1, · · · , ts but the above formula implies that the
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SSM class does not depend on t-variables, in other words, it is supersym-
metric, thus is written in quotient Chern classes. This completes the proof.

4.3. Symmetry of singularities. To compute the precise form of tp(η),
there is an effective method due to R. Rima´nyi [59], called the restriction
method. This method is also applicable for computing tpSM(η) up to a
certain degree. Below we demonstrate how to compute tpSM for A2 in case
of κ = 0:
tpSM(A2) =
∑
i≥2
tpSMi (A2) ∈ Z[[c1, c2, · · · ]], deg tp
SM
i = i.
Leading term=Tp (degree two). First, let us consider tpSM2 (A2) =
tp(A2). It has the form
tp(A2) = Ac
2
1 +Bc2
in quotient Chern classes ci = ci(target−source) and our task is to determine
the unknown coefficients A,B.
The key point is a simple fact that weighted homogeneous germs admit a
natural torus action T = C∗ = C−{0}: The normal form of stable type A2
is given by a polynomial map
A2 : C
2 → C2, (x, y)→ (x3 + yx, y),
and the torus actions on the source and the target are diagonal:
ρ0 = α⊕ α
⊗2, ρ1 = α
⊗3 ⊕ α⊗2 (α ∈ T )
so that A2 ◦ ρ0 = ρ1 ◦ A2.
Take the dual tautological line bundle ℓ = OPN (1) over a projective space
PN of large dimension N ≫ 0 (or the classifying space BT = P∞ of the
torus T ). Define two vector bundles of rank 2
E0 (= E0(A2)) := ℓ⊕ ℓ
⊗2, E1 (= E1(A2)) := ℓ
⊗3 ⊕ ℓ⊗2.
That is, let {Ui} be an open cover of P
N giving a local trivialization of ℓ
with gij : Ui∩Uj → T , then the glueing maps Ui∩Uj → GL2(C) for E0 and
E1 are given by ρ0 ◦ gij and ρ1 ◦ gij , respectively.
Since the normal form of A2 is invariant under the torus action, we can
glue together the product maps idUi×A2 : Ui×C
2 → Ui×C
2. The resulting
map fA2 : E0 → E1 is a stable map between the total spaces E0 and E1 so
that the following diagram commutes and the restriction to each fiber
C2 = (E0)x −→ (E1)x = C
2 (x ∈ PN )
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Figure 2. Universal map for a singularity type
is A-equivalent to the normal form of A2. We call fA2 the universal map for
A2.
E0
fA2 //
p0 !!❇
❇❇
❇❇
❇❇
E1
p1}}⑤⑤
⑤⑤
⑤⑤
⑤
PN
The loci A2(fA2) and f(A2(fA2))) are just the zero sections of E0 and of E1,
respectively.
Put a = c1(ℓ) and then
H∗(PN ) = Z[a]/(aN+1) (N ≫ 0),
and Chern classes of these vector bundles are written by
c(E0) = c(ℓ⊕ ℓ
⊗2) = (1 + a)(1 + 2a),
c(E1) = c(ℓ
⊗3 ⊕ ℓ⊗2) = (1 + 3a)(1 + 2a).
In the following argument, we always identify cohomology rings such as
H∗(E0) = H
∗(PN ) = H∗(E1)
through the pullback p∗0 and p
∗
1. For instance, since the A2-locus in the total
space E0 is the zero section, the top Chern class of the pullback bundle p
∗
0E0
represents the locus in H∗(E0); So we regard it as
Dual [A2(fA2)] = c2(p
∗
0E0) = c2(E0) = 2a
2.
The tangent bundles TE0 and TE1 of the total spaces canonically split
into the vertical and horizontal components,
TEi = p
∗
i (Ei ⊕ TP
N) (i = 0, 1),
thus we have in the K-group K0(E0)
f∗A2TE1 − TE0 = p
∗
0(E1 − E0).
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Therefore, again through the identification H∗(PN ) = H∗(E0) via p
∗
0, the
quotient Chern class for fA2 is written as follows:
c(fA2) := c(f
∗
A2TE1 − TE0)
= c(E1 − E0) =
c(E1)
c(E0)
=
1 + 3a
1 + a
= 1 + 2a− 2a2 + · · · .
The first and second degree terms are c1(fA2) = 2a, c2(fA2) = −2a
2, so we
have
tp(A2)(fA2) = Ac
2
1 +Bc2 = (4A− 2B)a
2.
By Theorem 4.1 it holds that
tp(A2)(fA2) = Dual [A2(fA2)],
hence (4A− 2B)a2 = 2a2. Thus we have 2A−B = 1.
Next we apply tp to the universal map of adjacent singularities. Let us
take the normal form
A1 : C→ C, x 7→ x
2
and the associated universal map fA1 : E0 → E1, where E0 = E0(A1) = ℓ
and E1 = E1(A1) = ℓ
⊗2 in the same way as above. Obviously, the universal
map does not have A2-singularity: A2(fA1) = ∅, thus by Theorem 4.1 again,
we have
tp(A2)(fA1) = Dual [∅] = 0.
Since c(fA1) =
1+2a
1+a = 1 + a− a
2 + · · · , we have A−B = 0.
These two linear equations in A,B have a unique solution A = B = 1,
thus we conclude that
tp(A2) = c
2
1 + c2.
Degree three term. The next term in tpSM(A2) is of degree 3. Put
tpSM3 (A2) = Ac
3
1 +Bc1c2 +Cc3,
and determine unknown coefficients. We need to restrict this class to more
complicated singularities than A2.
Consider A3-singularity: the stable germ has the normal form
A3 : (x, y, z) 7→ (x
4 + yx2 + zx, y, z).
The T -action on the source and target spaces are, respectively,
ρ0 = α⊕ α
⊗2 ⊕ α⊗3, ρ1 = α
⊗4 ⊕ α⊗2 ⊕ α⊗3,
which produce the universal map fA3 : E0 → E1 over P
N for A3-singularity.
Then c(fA3) =
1+4a
1+a = 1 + 3a− 3a
2 + 3a3 − · · · , and hence
tpSM3 (A2)(fA3) = (27A − 9B + 3C)a
3.
The A2-locus in the source C
3 is a smooth curve tangent to the x-axis
at 0 and is invariant under the T -action, thus ι : A2(fA3) →֒ E0 is a closed
submanifold of codimension 2. The normal bundle is isomorphic to the
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pullback π∗ν of ν = ℓ⊗2 ⊕ ℓ⊗3 via π = p0 ◦ ι : A2(fA3) → P
N . Since
c(ν) = (1 + 2a)(1 + 3a), the fundamental class of the locus in E0 is
ι∗(1) = c2(p
∗
0ν) = 6a
2.
Recall that tpSM is a universal expression of the Segre-SM class sSM, and
for a closed submanifoldX
ι
→֒M , it is the pushforward of the inverse normal
Chern class:
sSM(X,M) = ι∗c(−νM/X) ∈ H
∗(M).
In our case, X = A2(fA3) and M = E0, so
ι∗(c(−π
∗ν)) = ι∗(ι
∗c(−p∗0ν)) = c(−p
∗
0ν) ι∗(1) = p
∗
0(c(−ν)c2(ν)).
Thus through the identification via p∗0,
tpSM(A2)(fA3) = c2(ν)c(−ν) =
6a2
(1+2a)(1+3a) = 6a
2 − 30a3 + · · · .
Compare the degree 3 terms, then we obtain 27A − 9B + 3C = −30.
Again, we restrict tpSM to adjacent singularities A1 and A2. For the
universal map fA2 ,
tpSM3 (A2)(fA2) = (8A− 4B + 2C)a
3,
because we have already seen that c(fA2) = 1 + 2a− 2a
2 + 2a3 − · · · . Since
the locus A2(fA2) is the zero section of E0 = E0(A2), the pushforward of
the inverse normal Chern class is
c2(E0)c(−E0) = 2a
2 − 6a3 + · · · .
Comparing the degree 3 terms, we have 4A− 2B + C = −3.
For the universal map fA1 ,
tpSM3 (A2)(fA1) = 0,
since A2(fA1) = ∅. Thus A−B + C = 0.
These three linear equations have a unique solution: A = −2, B = −3,
C = −1, i.e.,
tpSM3 (A2) = −(2c
3
1 + 3c1c2 + c3).
Degree four term. Let us consider the degree 4 term. Using the restriction
to Ak-singularities (k = 1, 2, 3, 4) we get
tpSM4 (A2) = 3c
4
1 + 6c
2
1c2 + 4c
2
2 + c4 +A · tp(I2,2)
where A ∈ Z is unknown and tp(I2,2) = c
2
2 − c1c3 for the singularity type
I2,2 : (x, y, u, v) 7→ (x
2 + 2uy, y2 + 2vx, u, v).
This singularity type is of corank 2 and the Milnor number is 3. In order to
determine A, we restrict tpSM to I2,2.
The A2-locus of the polynomial map I2,2 is a surface in the source space
C4 having an isolated singular point at 0 (it is defined by xy−uv = x2−uy =
y2 − vx = 0, so it is not a complete intersection). Note that χ(A2) = 1.
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Let us consider the T -action with weights (1, 1, 1, 1) and degrees (2, 2, 1, 1)
for the map I2,2, which produces the universal map fI2,2 : E0 → E1 (where
E0 and E1 has rank 4). Then c(fI2,2) = 1 + 2a − a
2 + a4 + · · · , and we
substitute them into tpSM4 (A2) described above. Since c(E0) = (1 + a)
4, the
CSM class of the A2-locus is written by
c(E0) · tp
SM(A2)(fI2,2) = 3a
2 + 2a3 + (7 +A)a4 + · · · .
Now we use Theorem 3.13 (2): The degree of the CSM class is
(7 +A)a4 = χ(A2) · c4(E0) = 1 · a
4.
Thus A = −6, and we have
tpSM4 (A2) = 3c
4
1 + 6c
2
1c2 − 2c
2
2 − 6c1c3 + c4.
In order to seek for higher terms of degree greater than four, we need
more finer information about the A2-locus for I2,2 and also for more com-
plicated singularity types. Here we should combine the restriction method
just as described above with a traditional method using some T -equivariant
desingularization of the A2-locus.
Summary. In entirely the same way, we compute the truncated polynomials
of tpSM(η) up to degree 4 (in case κ = 0):
tpSM(A1) ≡ c1 − c
2
1 + c
3
1 − c
4
1 + P1
tpSM(A2) ≡ c
2
1 + c2 − (2c
3
1 + 3c1c2 + c3) + 3c
4
1 + 6c
2
1c2 + 4c
2
2 + c4 + P2
tpSM(A3) ≡ c
3
1 + 3c1c2 + 2c3 − (3c
4
1 + 12c
2
1c2 + 15c
2
2 + 6c4) + P3
tpSM(A4) ≡ c
4
1 + 6c
2
1c2 + 2c
2
2 + 9c1c3 + 6c4
tpSM(I2,2) ≡ c
2
2 − c1c3
where
Pi = ti · tp(I2,2), t1 = 1, t2 = −6, t3 = 14.
As an observation, each term of the above tpSM(Ak) for Morin maps
(i.e. letting Pi = 0) satisfies the positivity both in the Chern monomial
basis and in the Schur polynomial basis after correcting the sign convention
mentioned before, i.e., all coefficients are non-negative after multiplying ±1
accordingly to dimensions. But the general form including Pi does not satisfy
this property.
Another observation is concerning the Milnor number constructible func-
tion. Define µ : J(m,m) → Z by assigning to a (jet of) finitely determined
germ f : Cm, 0 → Cm, 0 its Milnor number µ(f) (the value 0, otherwise).
This is a constructible function invariant under the K-action and is written
by
µ = 111A1 + 211A2 + 311A3 + 411A4 + 311I2,2 + α
= 11A1 + 11A2 + 11A3 + 11A4 + α
′
where α and α′ are some constructible functions having the support of codi-
mension greater than 4. Here, 11A2 means the constant function on the
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A2-orbit and 11A2 = 11A2 + 11A3 + · · · is the constant function on the orbit-
closure. Then, summing up tpSM(η), we observe a cancellation of several
terms at least up to degree four:
tpSM(µ) = tpSM(A1) + · · · + tp
SM(A4) + tp
SM(α′)
= c1 + c2 + c3 + c4 + · · · .
In fact, this is a consequence of a more general property of tpSM for the
Milnor number of isolated complete intersection germs (=K-finite germs in
κ ≤ 0), which will be discussed in detail somewhere else.
4.4. Thom polynomials in A-classification. As seen above, the Thom
polynomial tp for K-classification of map-germs is a polynomial in quotient
Chern classes ci(source − target). On the other hand, Lemma 4.8 does not
hold for A-orbits, thus, tp for A-classification is just a polynomial in Chern
classes of source and that of target.
A relevant geometric setting for A-classification is described as follows.
Consider the commutative diagram
X
f
//
p0
  ❆
❆❆
❆❆
❆❆
❆ Y
p1
~~⑦⑦
⑦⑦
⑦⑦
⑦⑦
B
where X,Y,B are complex manifolds, p0 : X → B and p1 : Y → B are
submersions of constant relative dimension m and n, respectively. For each
x ∈ X, the germ at x of f restricted to the fiber is defined:
f |p−1
0
(p0(x))
: Cm, 0→ Cn, 0
(local coordinates centered at x and f(x)). Given anA-finite singularity type
η of maps Cm → Cn, the singularity locus η(f) ⊂ X and the bifurcation locus
Bη(f) = p0(η(f)) ⊂ B are defined. It is not difficult to show the following
theorem [63]:
Theorem 4.9. Let η be an A-finite singularity type. For generic maps
f : X → Y , Dual [η(f)] ∈ H∗(X) is expressed by a universal polynomial
tpA(η) in the Chern class ci = ci(TX/B) and cj = cj(TY/B) of relative tan-
gent bundles. Dual [Bη(f)] ∈ H
∗(B) is also expressed by the pushforward
p0∗tp
A(η).
η(f)
p0

  // X
jf
//
p0

J(TX/B , f
∗TY/B)
Bη(f)
  // B
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Remark 4.10. The case of maps between families of curves (e.g., families of
rational functions) has extensively been studied by Kazarian-Lando [32, 33]
for the study of Hurwitz numbers.
Example 4.11. (A-classification of C2, 0→ C2, 0)
Let us see Table 1: the list of A-simple germs of plane-to-plane maps up to
Ae-codimension 2 [61]. For each A-orbit η, the Thom polynomial is defined
to be
tpA(η) ∈ Z[c1, c2, c
′
1, c
′
2]
where ci, c
′
i are Chern classes of relative tangent bundles of source and target,
respectively.
type codim miniversal unfolding
lips(beaks) 3 (x3 + xy2 + ax, y)
swallowtail 3 (x4 + xy + ax2, y)
goose 4 (x3 + xy3 + axy + bx, y)
gulls 4 (x4 + xy2 + x5 + axy + bx, y)
butterfly 4 (x5 + xy + x7 + ax3 + bx2, y)
sharksfin (I1,12,2 ) 4 (x
2 + y3 + ay, y2 + x3 + bx)
Table 1.
Note that for each of swallowtail, butterfly and I1,12,2 , the A-orbit is an
open dense subset of its K-orbit in J(2, 2), thus the closures of the A and
K-orbits coincide. That means that the corresponding tpA coincides with tp
for its K-orbits.
For other singularities in the list, the A-orbit has positive codimension
in its K-orbit. For instance, look at the case of lips (x3 + xy2, y). It is K-
equivalent to the cusp A2 but not A-equivalent. The A-miniversal unfolding
C2 × C, 0 → C2 × C, 0 with one parmeter a gives a 3-dimensional normal
slice of the A-orbit of lips type in jet space J(2, 2). The intersection of the
slice with the K-orbit of A2 form a smooth curve in the source C
2×C of the
unfolding; The curve is mapped to the cuspidal edge of the critical value set
in the target so that it is tangent to the plane C2 × {0} and transverse to
C2 × {a} (a 6= 0), see Fig. 3.
By the restriction method, we can compute tpA for lips, gulls and goose
[63]. There are applications of these formulas on projective algebraic geome-
try of surfaces. Here the normal form of gulls is not weighted homogeneous,
but it suffices to consider its 4-jet for computing tpA, because the closure of
the A-orbit is determined by the 4-jet. Note that they can not be expressed
in terms of quotient Chern classes. On one hand, tpA for swallowtail, but-
terfly and I22 are also obtained, that coincide with tp for their K-types so
that of 1 + c1(f) + · · · =
1+c′
1
+c′
2
1+c1+c2
.
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Figure 3. Lips and Cuspidal edge
lips −2c31 + 5c
2
1c
′
1 − 4c1c
′2
1 − c1c2 + c2c
′
1 + c
′3
1
gulls 6c41 − c
2
1c2 − 4c
2
2 − 17c
3
1c
′
1 + 4c1c2c
′
1 + 17c
2
1c
′2
1 − 3c2c
′2
1
−7c1c
′3
1 + c
′4
1 + 2c
2
1c
′
2 + 6c2c
′
2 − 4c1c
′
1c
′
2 + 2c
′2
1 c
′
2 − 2c
′2
2
goose 2c41 + 5c
2
1c2 + 4c
2
2 − 7c
3
1c
′
1 − 10c1c2c
′
1 + 9c
2
1c
′2
1 + 5c2c
′2
1
−5c1c
′3
1 + c
′4
1 − 2c
2
1c
′
2 − 6c2c
′
2 + 4c1c
′
1c
′
2 − 2c
′2
1 c
′
2 + 2c
′2
2
Table 2. tpA for plane-to-plane germs
4.5. Thom polynomials for stable multi-singularities. This subsec-
tion is a quick introduction to M. Kazarian’s theory on Thom polynomials
for multi-singularities [29, 30, 31].
Definition 4.12. A multi-singularity means an ordered set η := (η1, · · · , ηr)
of mono-singularities ηi of map-germs C
m, 0 → Cn, 0 (especially, we distin-
guish the first entry η1 from others). In case of κ = n−m ≤ 0, we assume
that the collection η contains no submersion-germs.
Example 4.13. For instance, in case of (m,n) = (3, 3), there are four non-
mono stable types; Double folds A21 := A1A1, Triple folds A
3
1 := A1A1A1
and intersections of fold and cusp A1A2 and A2A1. The last two types have
different meanings in source space but the same in target, that is indicated
by Fig. 4.
For a stable map f :M → N , we set
η(f) :=
{
x1 ∈ η1(f)
∣∣∣ ∃x2, · · · , xr ∈ f−1f(x1)− {x1} s.t. xi 6= xj
(i 6= j) and f at xi is of type ηi
}
and call its analytic closure η(f) ⊂ M the multi-singularity locus of type η
in source; The image is
f(η(f)) :=
{
y ∈ N
∣∣∣ ∃x1, · · · , xr ∈ f−1(y) s.t. xi 6= xj
(i 6= j) and f at xi is of type ηi
}
and we call the closure f(η(f)) ⊂ N themulti-singularity locus of η in target.
The restriction map
f : η(f)→ f(η(f))
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Figure 4. A1A2 and A2A1 in case of κ = 0
is finite-to-one: let deg1 η be the degree of this map, then
deg1 η = the number of η1 appearing in the tuple η.
For instance, deg1A
3
1 = 3, deg1A1A1A2 = 2.
Remark 4.14. For instance, in case of m = n, A21(f) contains A
k
1(f) of
k ≤ n, and f(A21(f)) − f(A
2
1(f)) consists of f(A1A2(f)) and f(A3(f)),
and so on. This notional convention might not be so common, but it is
convenient (economical) for our purpose. This is not essential: we usually
take the closure in any cases.
Definition 4.15. The Landweber-Novikov class for proper maps f :M → N
multi-indexed by I = (i1i2 · · · ) is defined by
sI = sI(f) = f∗(c1(f)
i1c2(f)
i2 · · · ) ∈ H∗(N)
where ci(f) = ci(f
∗TN − TM), e.g.,
s0 = f∗(1), si = f∗(c
i
1), sij = f∗(c
i
1c
j
2), sijk = f∗(c
i
1c
j
2c
k
3), · · · .
For simplicity we often denote sI to stand for its pullback f
∗sI ∈ H
∗(M)
(i.e., omit the letter f∗) unless it causes a confusion.
The following statement has first appeared in M. Kazarian [29] with a
topological justification using complex cobordism, h-principle and Vassiliev’s
spectral sequence, but there has not yet been any rigorous proof up to
the present, as far as the author knows – the proof should be achieved
in the context of intersection theory of algebraic geometry. So precisely
saying, this is still a conjecture, see also Remark 4.19 below. On one hand,
there are some concrete results supporting this statement in restrictive cases.
Those are mostly due to S. Kleiman’s school in 80’s with techniques using
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Hilbert schemes and the iteration method, see Kleiman [37, 38], also see an
unpublished note by Kazarian [31]: For projective maps only with corank
one singularities, a certain algorithm for computing the multi-singularity
loci (stationary multiple point loci) has been presented with some actual
computations in small (co)dimensions, see the dissertation of S. Colley [10],
for instance. There is however a very hard technical difficulty to extend
directly this approach to general maps having singularities of corank greater
than one. Anyway, in latter chapters, we will make use of some concrete
computations and arguments only for (multi) singularities of Ak-types in
particularly low dimensions (Example 4.18 below).
‘Theorem’ 4.16. (Conjecture [29, 30, 31]) Given a stable multi-singularity
type η of Cm → Cm+κ, there exists a unique polynomial in ci and sI
tp(η) ∈ Q[ ci, sI ; i ≥ 1, I = (i1i2 · · · ) ]
so that for any proper stable map f : M → N of relative codimension κ,
the locus in source is expressed by the polynomial evaluated by ci = ci(f) =
ci(f
∗TN − TM) and sI = sI(f) = f
∗f∗(c
I(f)):
Dual [η(f)] = tp(η) ∈ H∗(M ;Q).
Also the locus in target is expressed by a universal polynomial in sI(f)
Dual [f(η(f))] = tptarget(η) :=
1
deg1 η
f∗tp(η) ∈ H
∗(N ;Q).
Definition 4.17. We call tp(η) the Thom polynomial of a stable multi-
singularity type η and tptarget(η) the Thom polynomial of η in target.
Example 4.18. In case of relative codimension κ = 0, 1, Thom polyno-
mials for multi-singularities of stable maps in low dimensions are given in
the following Tables 3 and 4 [29, 31] – Rima´nyi’s restiction method is also
effective for computing these polynomials tp(η). Those polynomials are also
computed in e.g. [10] within an entirely different approach.
type codim tp
A1 1 c1
A2 2 c
2
1 + c2
A21 2 c1s1 − 4c
2
1 − 2c2
A3 3 c
3
1 + 3c1c2 + 2c3
A31 3
1
2
(
c1s
2
1 − 4c2s1 − 4c1s2 − 2c1s01 − 8c
2
1s1
+40c31 + 56c1c2 + 24c3
)
A1A2 3 c1s2 + c1s01 − 6c
3
1 − 12c1c2 − 6c3
A2A1 3 c
2
1s1 + c2s1 − 6c
3
1 − 12c1c2 − 6c3
Table 3. κ = 0
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type codim tp
A20 1 s0 − c1
A1 2 c2
A30 2
1
2(s
2
0 − s1 − 2s0c1 + 2c
2
1 + 2c2)
A0A1 3 s01 − 2c1c2 − 2c3
A1A0 3 s0c2 − 2c1c2 − 2c3
A40 3
1
3!
(
s30 − 3s0s1 + 2s2 + 2s01 − 3s
2
0c1 + 3s1c1
+6s0c
2
1 + 6s0c2 − 6c
3
1 − 18c1c2 − 12c3
)
Table 4. κ = 1
Remark 4.19. The above ‘theorem’ infers a sort of manifestation for an
expected modern enumerative theory of singularities – the full theory should
involve algebraic cobordisms and relative Hilbert schemes within intersection
theory. In fact, this touches a deep issue: For instance, the Go¨ttsche conjec-
ture (now theorem) states the existence of universal polynomials of Chern
classes for counting nodal curves on a given projective surface, that is actu-
ally regarded as a typical example of muti-singularity Thom polynomials for
Ak1; Kontsevich’s formula counting rational plane curves (Gromov-Witten in-
variants) also relates to counting curves with some prescribed singularities,
see [29, 31].
5. Computing 0-stable invariants of map-germs
5.1. Stable perturbation. Let f : Cm, 0→ Cn, 0 be a finitely determined
map-germ, and η a stable (mono/multi-)singularity type of codimension
n in the target (equivalently, of codimension m in source). Take a stable
perturbation
ft : U → C
n (t ∈ ∆ ⊂ C, 0 ∈ U ⊂ Cm)
so that f0 is a representative of f and ft for t 6= 0 is a stable map. Then
η(ft) for t 6= 0 consists of finitely many isolated points (Fig. 5): the num-
ber is constant for non-zero t and does not depend on the choice of stable
perturbation (note that if η is a mono-stable singularity type, it is enough
to assume that f0 is K-finite, while for multi-singularity type, we need A-
finiteness of f0). The number of η(ft) is usually called an 0-stable invariant
of the original germ f .
Our problem is to compute such a local invariant of map-germs. A major
prototype is the famous theorem of J. Milnor in the function case (n = 1):
The number of Morse singularities arising in a stable perturbation of f :
Cm, 0→ C, 0 is given by the length of the Milnor algebra:
#A1(ft) = dimCOCm,0/Jf
where Jf is the Jacobi ideal. For instance, take f0 = x
3, then the number of
A1-points is dimCO/〈x
2〉 = 2, and this is just the degree of the discriminant
of the universal unfolding (x, u)→ (x3 − ux, u) (Fig. 6).
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Figure 5. H2-singularity (x
3, x5+xy, y) - its stable perturbation
has two crosscaps and one triple point.
Figure 6. Discriminant of universal unfolding of A2
Remark 5.1. In Fukuda-Ishikawa [17] and Gaffney-Mond [23, 24], the for-
mula has been generalized to the case of plane-to-plane germs for counting
the numbers of cusps and double fold points in generic perturbation. Since
then, several authors, Nun˜o Ballesteros, Saia, Fukui, Jorge Perez, Miranda
[18, 43, 39, 40] etc, have been developing this direction further for higher
dimensional cases. The strategy is as follows. For a mono stable singularity
type η (e.g. a Thom-Boardman type), the first task is to describe the defin-
ing ideal of the Zariski closure of the corresponding K-orbit (or TB stratum)
in a jet space of certain order. The second task is to determine when the
ideal is Cohen-Macaulay: if the ideal is CM, the algebraic intersection num-
ber of the Zariski closure η and the jet extension jf0 can easily be computed
by the length of an associated algebra because the higher torsion sheaves
vanish. If not, one need more tasks to deal with the sygyzy for the ideal.
Counting stable multi-singularities is more involved and indirect. The mul-
tiple point schemes are studied using Fitting ideals, and usually one assume
that the original germ f is of corank one in order to make it possible to
handle.
5.2. Thom polynomial approach. We propose a new topological method
based on Thom polynomials for computing stable invariants for weighted
homogeneous map-germs. This provides a significantly simpler computation
without any corank condition and a transparent perspective for the count-
ing problem in weighted homogeneous case. We consider the non-negative
codimensional case, κ = n−m ≥ 0.
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Let f : Cm, 0 → Cn, 0 be a weighted homogeneous germ with weights
w1, · · · , wm and degrees d1, · · · , dn ∈ Z>0, i.e., there are diagonal represen-
tations of T = C∗ in source and target spaces
ρ0 = α
w1 ⊕ · · · ⊕ αwm , ρ1 = α
d1 ⊕ · · · ⊕ αdn
which stabilizes the map-germ: f = ρ1 ◦ f ◦ ρ
−1
0 .
Suppose that f is finitely determined. Then its Ae-versal unfolding
F : Cm+k, 0→ Cn+k, 0
is also weighted homogeneous (e.g., see [72]). Let r1, · · · , rk be the weights
of unfolding parameters. Note that by the torus action, f and F can be
regarded as polynomial maps on affine spaces Cm and Cm+k respectively.
Let i0 : C
m×{0} →֒ Cm+k and ι0 : C
n×{0} →֒ Cn+k be natural inclusions.
Consider a stable mono/multi-singularity type η of codimension n in the
target. Of course, F itself is a stable map, so we have the singularity loci in
source and target of F :
Cm
f
−→ Cn
i0 ↓ ↓ ι0
η(F ) ⊂ Cm+k
F
−→ Cn+k ⊃ F (η(F ))
Take a generic (non-equivariant) perturbation ιt of ι0 by t ∈ C sufficiently
close to 0 so that ιt (t 6= 0) is transverse to the critical value set of F . For
instance, this is achieved by taking a generic affine transition of the subspace
Cn×{0} in Cn+k. The fiber product of ιt and F defines a perturbation of the
embedding i0 of the source space, say it : C
m → Cm+k, and it hence gives a
stable perturbation ft of the original map f0 = f so that F ◦ it = ιt ◦ft. The
η-locus of ft in target is the intersection of ιt with F (η(F )), which consists
of finitely many points because of the assumption that the codimension of
η and the above construction of maps are complementary.
Now, thanks to the torus action, we deal with the global setting associ-
ated to the above diagram of polynomial maps. We introduce three vector
bundles over BT = P∞ (or large dimensional projective space) by sums of
tensor powers of the canonical line bundle ℓ = O(1):
E0 := ⊕
m
i=1O(wi), E1 := ⊕
n
j=1O(dj), E
′ = ⊕ki=1O(ri),
which correspond to representations of T = C∗ on the source, target and
parameter spaces, respectively. Then our weighted homogenous polynomial
maps f and F yield well-defined universal maps between the total spaces of
these vector bundles. For simplicity, we denote these universal maps by the
same notations f , F , ι0, i0, that would not cause any confusion:
E0
f
−→ E1
i0 ↓ ↓ ι0
η(F ) ⊂ E0 ⊕ E
′ F−→ E1 ⊕ E
′ ⊃ F (η(F ))
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Figure 7. The target space of the universal stable map F
Figure 8. Perturbation of i0 and ι0
Perturb the embedding ι0 of E1 in order to yield a desired perturbation
ft : E0 → E1 of the original map f0 = f . For instance, this is achieved by
taking a section s ∈ Γ(E′) and
ιt : E1 → E1 ⊕ E
′, ιt(p, v) := ι0(v) + t · s(p)
for p ∈ BT , v ∈ (E1)p. For generic s, the shifted embedding ιt is transverse
to the critical value locus of F in the total space E1⊕E
′ over an open dense
set of BT . The fiber product of F and ιt defines deformations ft : E0 → E1
and it : E0 → E0 ⊕E
′ so that F ◦ it = ιt ◦ ft and that ft : (E0)p → (E1)p is
a stable map for allmost all p ∈ BT .
By the pullback via p : E1 ⊕ E
′ → BT we identify
H∗(E1 ⊕ E
′;Q) = H∗(BT ;Q) = Q[[a]],
where a = c1(ℓ), the first Chern class of the canonical line bundle. The
η-type (multi-)singularity loci of F defines an n-dimensional cocycle in the
target total space E1⊕E
′ which is expressed by the target Thom polynomial
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associated to η:
[F (η(F ))] = tptarget(η)(F ) = h · a
n (∃h ∈ Z).
On one hand, E1
ι0
→֒ E1 ⊕ E
′ is an embedding of the total spaces with the
normal bundle p∗E′, hence the fundamental cycle defines a k-dimensional
cocycle in E1 ⊕ E
′ which is expressed by the top Chern class of the normal
bundle:
Dual [E1] = ι0∗(1) = ck(p
∗E′) = r1 · · · rk · a
k.
Now our perturbation ιt is transverse to the η-locus of stable map F and ιt
is homotopic to ι0, thus the intersection cocycle represents the cohomology
cap product in H∗(E1 ⊕ E
′)
[F (η(F )) ∩ ιt(E1)] = [F (η(F ))] · Dual [E1].
Since the intersection cocycle has codimension m+ k, the cycle must be an
integer multiple of the class represented by the zero section of E1 ⊕E
′, i.e.,
the top Chern class cn+k(E1 ⊕ E
′). The multiplicity is equal to the degree
of the projection
p′ : F (η(F )) ∩ ιt(E1)→ BT.
Looking at generic fiber of p′, the degree coincides with #η(ft) in the local
setting (this number is well-defined by the assumption). Hence we have
#η(ft) =
tptarget(η)(F ) · ι0∗(1)
cn+k(E1 ⊕ E′)
=
h · r1 · · · rk
d1 · · · dn · r1 · · · rk
=
h
d1 · · · dn
(consequently, h is divisible by the product of degrees).
Remark 5.2. Note that the quotient Chern classes c(f0) and c(F ) are the
same (by cancelation of the E′ factor):
c(F ) = c(f0) = 1 + c1(f0) + c2(f0) + · · · =
∏
(1 + dja)∏
(1 + wia)
∈ Q[[a]].
For a mono-singularity η = η, the Thom polynomial tp(η) for F is a poly-
nomial in ci(f0), so it is computed in terms of weights and degrees. For
a multi-singularity η, the Thom polynomial tp(η) for F is a polynomial in
ci(f0) and sI(f0). Since f0 : E0 → E1 is a proper map (we assume that
m ≤ n), the (co)homology pushforward f0∗ is defined. The zero locus of E0
is mapped via f0 identically to the zero locus of E1, hence
f0∗(cm(E0)) = cm(E0)f0∗(1) = cn(E1)
([30, Lem. 4.1]), so we have
s0(f0) = f0∗(1) =
d1 · · · dn
w1 · · ·wm
an−m, sI(f0) = c
I(f0)s0(f0).
Hence tp(η) (and tptarget(η)) is written by weights and degrees.
Thus the following theorem is proved:
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Theorem 5.3. Let m ≤ n and let f0 : C
m, 0 → Cn, 0 be an A-finitely
determined weighted homogeneous map-germ with weight wi and degree dj .
Given a stable mono/multi-singularity η of codimension n in target, the
corresponding 0-stable invariant of f0 is computed by
#η(ft) =
tptarget(η)
d1 · · · dn
=
tp(η)
deg1 η · w1 · · ·wm
where numerators stand for the coefficient of am and an of the Thom poly-
nomials in source and target applied to the universal map f0 : E0 → E1,
respectively. In particular, for the case of mono-singularity η = (η1), we
have #η1(ft) = tp(η1)/w1 · · ·wm.
Remark 5.4. As seen, we restrict the Thom polynomial tp(η) to a more
complicated singularity f = f0. The resulting class in H
∗(BT ) is a sort of
incidence class introduced by Rima´nyi [59].
Remark 5.5. If m > n, then f0 is not proper, so the argument about sI(f0)
in Remark 5.2 is not available. Instead, since the restriction of f0 to the
critical point set is generically one-to-one, hence proper, the pushforward
of the restricted map is defined and computable. Then a similar formal
computation of Thom polynomials works, as pointed out in [30, §4].
Remark 5.6. Not only the 0-stable invariant but also higher stable invari-
ants are defined by the degree of the subvariety η(ft) which has positive
dimension. Our theorem can also be generalized for computing such stable
invariants for finite weighted homogeneous germs.
5.3. Computation. Computing the 0-stable invariants for f via Tp is sim-
ply reduced to elementary polynomial algebra, i.e., we compute
#η(ft) =
tp(η)
deg1 η · w1 · · ·wm
by substitution. Below we demonstrate some computations
Example 5.7. (m,n) = (2, 2): Tp of stable singularities of codimension 2
are
tp(A2) = c
2
1 + c2, tp(A
2
1) = c1s1 − 4c
2
1 − 2c2.
Let f : C2, 0 → C2, 0 be a finitely determined weighted homogeneous germ
with weights w1, w2 and degrees d1, d2. The quotient Chern class is
c(f) =
(1 + d1a)(1 + d2a)
(1 + w1a)(1 + w2a)
,
so we get
c1 = (d1 + d2 − w1 − w2)a,
c2 = (d1d2 − d1w1 − d2w1 + w
2
1 − d1w2 − d2w2 + w1w2 + w
2
2)a
2,
s0 =
d1d2
w1w2
,
s1 = s0c1 =
d1d2
w1w2
(d1 + d2 − w1 − w2)a.
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Substitute them into
tp(A2)
w1w2
,
tp(A21)
2w1w2
,
we obtain the 0-stable invariants of cusp and double folds for f :
#A2 =
1
w1w2
(
d21 + d
2
2 + 2w
2
1 + 3d1(d2 − w1 − w2)
+3w1w2 + 2w
2
2 − 3d2(w1 + w2)
)
#A21 =
1
2w21w
2
2

 d1d2(d1 + d2 − w1 − w2)2 − 4w1w2(d1 + d2−w1 − w2)2 − 2w1w2{w21 + w1w2 + w22
+d1(d2 −w1 − w2)− d2(w1 + w2)}

 .
These coincide with Gaffney-Mond’s results [23].
Example 5.8. (m,n) = (2, 3): Tp of stable singularities of codim 2 in source
are
tp(A1) = c2, tp(A
3
0) =
1
2(s
2
0 − s1 − 2c1s0 + 2c
2
1 + 2c2).
Expand
c(f) =
(1 + d1a)(1 + d2a)(1 + d3a)
(1 + w1a)(1 + w2a)
,
and substitute terms into
tp(A1)
w1w2
,
tp(A31)
3w1w2
,
then we obtain the 0-stable invariants of crosscap and triple point for f :
#A1 =
1
w1w2
(
d1d2 + (d1 + d2)d3 − (d1 + d2 + d3)w1 + w
2
1
−(d1 + d2 + d3 − w1)w2 + w
2
2
)
#A30 =
1
6w31w
3
2


d21d
2
2d
2
3 − 3d1d2d3w1w2(d1 + d2 + d3
−w1 − w2) + 2w
2
1w
2
2{d1d2 + (d1 + d2)d3
−(d1 + d2 + d3)w1 + w
2
1
+(d1 + d2 + d3 − w1 − w2)
2
−(d1 + d2 + d3 − w1)w2 + w
2
2}

 .
These numbers coincide with the result in Mond [48] obtained by a com-
pletely different method.
Example 5.9. (m,n) = (3, 3): Tp for stable (multi-)singularities are
tp(A3) = c
3
1 + 3c1c2 + 2c3,
tp(A1A2) = c1s2 + c1s01 − 6c
3
1 − 12c1c2 − 6c3,
tp(A31) =
1
2
(
c1s
2
1 − 4c2s1 − 4c1s2 − 2c1s01 − 8c
2
1s1
+40c31 + 56c1c2 + 24c3
)
.
The corresponding 0-stable invariants for weighted homogeneous finite germs
f : C3, 0 → C3, 0 are computed below. Note that our method is valid for
germs f of any corank.
The iterated Jacobian ideal J111 defining the A3-locus (i.e, Σ
1,1,1) is not
Cohen-Macaulay along Σ2 (communication with Nun˜o-Ballesteros, also see
[18, 39, 40]). So the commutative algebra approach requires more hard
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#A3 =
1
w1w2w3
((d1 + d2 + d3 − w1 − w2 − w3)
3 + 3(d1 + d2 + d3 − w1
−w2 − w3)(d1d2 + (d1 + d2)d3 − (d1 + d2 + d3)w1 + w
2
1 − (d1 + d2 + d3
−w1)w2 + w
2
2 − (d1 + d2 + d3 − w1 − w2)w3 + w
2
3) + 2(d1d2d3 − (d2d3
+d1(d2 + d3))w1 + (d1 + d2 + d3)w
2
1 − w
3
1 − (d1d2 + (d1 + d2)d3
−(d1 + d2 + d3)w1 + w
2
1)w2 + (d1 + d2 + d3 − w1)w
2
2 − w
3
2 − (d1d2
+(d1 + d2)d3 − (d1 + d2 + d3)w1 + w
2
1 − (d1 + d2 + d3 − w1)w2 + w
2
2)w3
+(d1 + d2 + d3 − w1 − w2)w
2
3 − w
3
3)).
#A1A2 =
1
w2
1
w2
2
w2
3
(d41d2d3 + d
3
1(4d
2
2d3 + 4d2d3(d3 − w1 − w2 − w3)
−6w1w2w3)− 6w1w2w3(d
3
2 + d
3
3 − 4w
3
1 − 8w
2
1w2 − 8w1w
2
2 − 4w
3
2
+5d22(d3 − w1 − w2 − w3)− 8w
2
1w3 − 13w1w2w3 − 8w
2
2w3 − 8w1w
2
3
−8w2w
2
3 − 4w
3
3 − 5d
2
3(w1 + w2 + w3) + d3(8w
2
1 + 8w
2
2 + 13w2w3 + 8w
2
3
+13w1(w2 + w3)) + d2(5d
2
3 + 8w
2
1 + 8w
2
2 + 13w2w3 + 8w
2
3 + 13w1(w2
+w3)− 13d3(w1 + w2 + w3))) + d
2
1(4d
3
2d3 + 9d
2
2d3(d3 − w1 − w2 − w3)
+30w1w2w3(−d3 + w1 + w2 + w3) + d2(4d
3
3 − 30w1w2w3 − 9d
2
3w1
+w2 + w3) + d3(5w
2
1 + 5w
2
2 + 9w2w3 + 5w
2
3 + 9w1(w2 + w3))))
+d1(d
4
2d3 + 4d
3
2d3(d3 − w1 − w2 − w3)− 6w1w2w3(5d
2
3 + 8w
2
1 + 8w
2
2
+13w2w3 + 8w
2
3 + 13w1(w2 + w3)− 13d3(w1 + w2 + w3))
+d22(4d
3
3 − 30w1w2w3 − 9d
2
3(w1 + w2 + w3) + d3(5w
2
1 + 5w
2
2 + 9w2w3
+5w23 + 9w1(w2 + w3))) + d2(d
4
3 − 4d
3
3(w1 + w2 + w3)
+78w1w2w3(w1 + w2 + w3) + d
2
3(5w
2
1 + 5w
2
2 + 9w2w3 + 5w
2
3
+9w1(w2 + w3))− d3(2w
3
1 + 2w
3
2 + 5w
2
2w3 + 5w2w
2
3 + 2w
3
3
+5w21(w2 + w3) + w1(5w
2
2 + 87w2w3 + 5w
2
3)))))
Table 5. 0-stable invariants (Swallowtail and Fold+Cuspidal
edge) for C3, 0→ C3, 0.
works, while our topological approach is straightforward and gives the right
answer. For instance, consider the following map-germ of corank 2
f(x, y, z) = (x2 + y2 + xz, xy, z).
Substitute weights (1, 1, 1) and degrees (1, 2, 2) into a bit long formula of
A3 as noted above, then it returns the correct answer 2. Namely, this germ
has exactly two A3 points in any stable perturbation. On one hand, the
length computation gives a wrong number (dimO/J111(f) = 4). For the
same germ, the remaining two formulas in Table answer the number to be
0, that is, both A1A2 and A
3
1 points do not appear in stable perturbation.
For another example of corank 2,
f(x, y, z) = (x9 + y2 + xz, xy, z),
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#A31 =
1
6w3
1
w3
2
w3
3
(d51d
2
2d
2
3 + 3d
4
1d2d3(d
2
2d3 + d2d3(d3 − w1 − w2 − w3)
−4w1w2w3)− 8w
2
1w
2
2w
2
3(−5d
3
2 − 5d
3
3 + 15w
3
1 + 32w
2
1w2 + 32w1w
2
2 + 15w
3
2
−22d22(d3 − w1 − w2 − w3) + 32w
2
1w3 + 54w1w2w3 + 32w
2
2w3 + 32w1w
2
3
+32w2w
2
3 + 15w
3
3 + 22d
2
3(w1 + w2 + w3)− 2d3(16w
2
1 + 16w
2
2 + 27w2w3
+16w23 + 27w1(w2 + w3))− 2d2(11d
2
3 + 16w
2
1 + 16w
2
2 + 27w2w3 + 16w
2
3
+27w1(w2 + w3)− 27d3(w1 + w2 + w3))) + d
3
1(3d
4
2d
2
3 + 6d
3
2d
2
3(d3 − w1
−w2 − w3)− 42d2d3w1w2(d3 − w1 − w2 − w3)w3 + 40w
2
1w
2
2w
2
3
+3d22d3(d
3
3 − 14w1w2w3 − 2d
2
3(w1 + w2 + w3) + d3(w1 + w2 + w3)
2))
+d21(d
5
2d
2
3 + 3d
4
2d
2
3(d3 − w1 − w2 − w3)− 176w
2
1w
2
2w
2
3(−d3 + w1 + w2
+w3) + 3d
3
2d3(d
3
3 − 14w1w2w3 − 2d
2
3(w1 + w2 + w3) + d3(w1 + w2 + w3)
2)
−2d2w1w2w3(21d
3
3 − 88w1w2w3 − 45d
2
3(w1 + w2 + w3) + 3d3(8w
2
1 + 8w
2
2
+15w2w3 + 8w
2
3 + 15w1(w2 + w3))) + d
2
2d3(d
4
3 − 3d
3
3(w1 + w2 + w3)
+90w1w2w3(w1 + w2 + w3) + 3d
2
3(w1 + w2 + w3)
2 − d3(w
3
1 + 3w
2
1(w2
+w3) + (w2 + w3)
3 + 3w1(w
2
2 + 32w2w3 + w
2
3)))) + 2d1w1w2w3(−6d
4
2d3
−21d32d3(d3 − w1 − w2 − w3) + 8w1w2w3(11d
2
3 + 16w
2
1 + 16w
2
2 + 27w2w3
+16w23 + 27w1(w2 + w3)− 27d3(w1 + w2 + w3))− d
2
2(21d
3
3 − 88w1w2w3
−45d23(w1 + w2 + w3) + 3d3(8w
2
1 + 8w
2
2 + 15w2w3 + 8w
2
3
+15w1(w2 + w3)))− 3d2(2d
4
3 − 7d
3
3(w1 + w2 + w3)
+72w1w2w3(w1 + w2 + w3) + d
2
3(8w
2
1 + 8w
2
2 + 15w2w3 + 8w
2
3
+15w1(w2 + w3))− d3(3w
3
1 + 3w
3
2 + 8w
2
2w3 + 8w2w
2
3 + 3w
3
3
+8w21(w2 + w3) + w1(8w
2
2 + 87w2w3 + 8w
2
3)))))
Table 6. 0-stable invariant (Triple folds) for C3, 0→ C3, 0.
we have #A3 = 16, #A1A2 = 105, #A
3
1 = 98. Those numbers coincide with
the result in [40]. For counting mono-singularity, our formula is valid also
for K-finite germs. For instance, the germ (x2, y2, z2) has 23 A3 points in its
stable perturbation, while there has been no way to compute such a number
for germs of corank 3 so far. On the other hand, applying our formula of
A1A2 or A
3
1 to non-A-finite germ does not make sense.
For germs f of corank one, the counting formula for each singularity has
a significantly simpler form. Put w1 = d1, w2 = d2 and use w0, d instead of
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w3, d3, then we recover a result in Marar-Montaldi-Ruas [43]:
#A3 =
(d−w0)(d− 2w0)(d− 3w0)
w0w1w2
,
#A1A2 =
(d− w0)(d− 2w0)(d− 3w0)(d− 4w0)
w20w1w2
,
#A31 =
(d−w0)(d− 2w0)(d− 3w0)(d− 4w0)(d− 5w0)
6w30w1w2
.
We emphasize that the most convenient and well-organized expression for
general cases is the formula in Theorem 5.3.
Example 5.10. (m,n) = (3, 4): Tp for stable quadruple points is
tp(A40) =
1
6
(
s30 − 3s0s1 + 2s2 + 2s01 − 3s
2
0c1 + 3s1c1
+6s0c
2
1 + 6s0c2 − 6c
3
1 − 18c1c2 − 12c3
)
.
The corresponding 0-stable invariants is given in Table 7. We omit other
singularity types.
#A40 =
1
6w4
1
w4
2
w4
3
(d31(d
3
2d
3
3d
3
4 − 6d
2
2d
2
3d
2
4w1w2w3 + 11d2d3d4w
2
1w
2
2w
2
3
−6w31w
3
2w
3
3)− 6w
3
1w
3
2w
3
3(d
3
2 + d
3
3 + d
3
4 − 6d
2
4w1 + 11d4w
2
1 − 6w
3
1 − 6d
2
4w2
+17d4w1w2 − 11w
2
1w2 + 11d4w
2
2 − 11w1w
2
2 − 6w
3
2
+6d23(d4 − w1 − w2 − w3) + 6d
2
2(d3 + d4 − w1 − w2 − w3)− 6d
2
4w3
+17d4w1w3 − 11w
2
1w3 + 17d4w2w3 − 17w1w2w3
−11w22w3 + 11d4w
2
3 − 11w1w
2
3 − 11w2w
2
3 − 6w
3
3
+d2(6d
2
3 + 6d
2
4 + 11w
2
1 + 17w1w2 + 11w
2
2 + 17d3(d4 − w1 − w2 − w3)
+17w1w3 + 17w2w3 + 11w
2
3 − 17d4(w1 + w2 + w3)) + d3(6d
2
4 + 11w
2
1
+11w22 + 17w2w3 + 11w
2
3 + 17w1(w2 + w3)− 17d4(w1 + w2 + w3)))
−6d21w1w2w3(d
3
2d
2
3d
2
4 − 6w
2
1w
2
2w
2
3(−d3 − d4 + w1 + w2 + w3)
+d22d3d4(d
2
3d4 + d3d4(d4 − w1 − w2 − w3)− 5w1w2w3)
+d2w1w2w3(−5d
2
3d4 + 6w1w2w3 + 5d3d4(−d4 + w1 + w2 + w3)))
+d1w
2
1w
2
2w
2
3(11d
3
2d3d4 + 6d
2
2(5d
2
3d4 + 5d3d4(d4 − w1 − w2 − w3)
−6w1w2w3)− 6w1w2w3(6d
2
3 + 6d
2
4 + 11w
2
1 + 17w1w2 + 11w
2
2
+17d3(d4 − w1 − w2 − w3) + 17w1w3 + 17w2w3 + 11w
2
3
−17d4(w1 + w2 + w3)) + d2(11d
3
3d4 + 30d
2
3d4(d4 − w1 − w2 − w3)
+102w1w2w3(−d4 + w1 + w2 + w3) + d3(11d
3
4 − 102w1w2w3
−30d24(w1 + w2 + w3) + d4(19w
2
1 + 19w
2
2 + 30w2w3 + 19w
2
3
+30w1(w2 + w3)))))).
Table 7. Quadruple points for C3, 0→ C4, 0
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Figure 9. Crosscap, double points and triple points in the target
space of 2-to-3 maps
For example, consider the map-germ of corank 2
Aˆk : (x, y
k + xz + x2k−2y, yz, z2 + y2k−1),
then the number of quadruple points is 83 (k − 1)
2(k3 − 5k2 + 9k − 6).
For germs f of corank one, it holds that
#A40 =
(d1 − w0)(d1 − 2w0)(d1 − 3w0)(d2 − w0)(d2 − 2w0)(d2 − 3w0)
6w40w1w2
.
6. Image and discriminant Chern classes
6.1. Izumiya-Marar formula. To grasp the main idea quickly, for a mo-
ment let us consider a C∞ stable map from a closed (real) surface M into a
(real) 3-manifold N . Look at its image singular surface f(M) ⊂ N . Stable
singularities are of type A1, A
2
0 and A
3
0 (Fig.9).
Theorem 6.1. (Izumiya-Marar [27], cf. [66]) For a C∞ stable map f :
M2 → N3, being M compact without boundary, the Euler characteristic of
the image singular surface satisfies the following formula:
χ(f(M)) = χ(M) +
1
2
#C +#T
where C and T are the sets of crosscaps and of triple points in target, re-
spectively.
Proof : Recall that in the source space M ,
A1(f) = the critical point set of f
A0(f) = the regular point set of f
A20(f) = { x ∈ A0(f) | ∃ x
′ ∈ A0(f), x
′ 6= x, f(x) = f(x′) },
A30(f) = { x ∈ A0(f) | ∃x
′, x′′ ∈ A0(f) ∩ f
−1f(x), x, x′, x′′ distint }.
By the definition, A30 ⊂ A
2
0 ⊂ A0 and the closure A
2
0 = A
2
0 ⊔A1. Set
A2◦0 := A
2
0 −A
3
0, A
◦
0 := A0 −A
2
0,
and
R := f(A◦0), D := f(A
2◦
0 ), T := f(A
3
0), C := f(A1),
then f is stratified by
M = A◦0 ⊔A
2◦
0 ⊔A
3
0 ⊔A1
f
// R ⊔D ⊔ T ⊔ C = f(M).
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Obviously,
11f(M) = 11R + 11D + 11T + 11C ,
11
A2
0
= 11A2◦
0
+ 11A3
0
+ 11A1 ,
f∗11M = f∗(11A◦
0
+ 11A2◦
0
+ 11A3
0
+ 11A1) = 11R + 211D + 311T + 11C ,
and a simple computation shows
(1) 11f(M) = f∗
(
11M −
1
211A2
0
− 1611A30 +
1
211A1
)
.
Take the integration of constructible functions:
χ(f(M)) =
∫
N
11f(M) =
∫
M
(
11M −
1
211A2
0
− 1611A30 +
1
211A1
)
.
Now we speak about real geometry: since A20 is a union of immersed curves
whose double point set is just A30, we have
χ(A20) + χ(A
3
0) = χ(disjoint circles) = 0.
Hence the integral is rewritten as follows:
χ(f(M)) = χ(M) + (12 −
1
6) · 3#T +
1
2#C = χ(M) + #T +
1
2#C.
This competes the proof. 
Notice that the above equality (1) is shown by using only the combina-
torics of adjacencies of singularities, thus it is valid for complex singularities
as well. From now on, let us switch into the complex case. We assume that
M,N are compact complex manifolds of dimension 2, 3, respectively, and
f : M → N is a holomorphic map which admits only (mono/multi-)stable
singularities (in other words, f is a normalization of a singular surface in N
having ordinary singularities). Put
αimage := 11M −
1
211A2
0
− 1611A30 +
1
211A1 ∈ F(M)
and apply the CSM class transformation to the equality (1) (f is now
proper), then we have
C∗(11f(M)) = f∗C∗(αimage).
We think of this class in H∗(N) via the Poincare´ dual and omit the notation
Dual . Note that
χ(f(M)) =
∫
N
C∗(11f(M)) =
∫
N
f∗C∗(αimage) =
∫
M
C∗(αimage).
Look at each term in
C∗(αimage) = C∗(11M )−
1
2C∗(11A2
0
)− 16C∗(11A30) +
1
2C∗(11A1) ∈ H
∗(M).
• the normalization of CSM class:
C∗(11M ) = c(TM),
46 T. OHMOTO
• A1-locus (crosscaps) is finite: It is given by tp for A1 (κ = 1)
C∗(11A1) = [A1] = tp(A1) = c2 (= c2(f
∗TN − TM)),
• Triple point locus in M is also finite: It is given by tp for A30 (κ = 1)
C∗(11A3
0
) = [A30] = tp(A
3
0) =
1
2 (s
2
0 − s1 − 2c1s0 + 2c
2
1 + 2c2),
• Double point curve A20 in M : The dual to the CSM class consists of
1 and 2-dimensional components in cohomology H∗(M). The first
component is the fundamental class of the curve, thus it is given by
tp for A20 (κ = 1), while the second component corresponds to the
Euler characteristics, which is easily computed using the fact that
the curve has only nodes at A30-points:
C∗(11A2
0
) = [A20] + h.o.t = tp(A
2
0) + h.o.t
= (s0 − c1) +
{
c1(TM)(s0 − c1) +
1
2(−s
2
0 − s1 + 2c1s0 + 2c2)
}
.
Summing up those classes, we obtain a universal expression of complex
version of the Izumiya-Marar formula:
Proposition 6.2. Given a stable map f : M2 → N3 of compact complex
manifolds. Then it holds that
χ(f(M)) =
1
6
∫
M
(
3c1(TM)c1 + 6c2(TM)− 3c1(TM)s0
−c21 − c2 − 2c1s0 + s
2
0 + 2s1
)
where ci = ci(f
∗TN − TM), s0 = f
∗f∗(1), s1 = f
∗f∗(c1).
Example 6.3. (A classical formula of Enriques) Let X be a projective
surface of degree d in P3 having only ordinary singularities, i.e., crosscap
(A1) and normal crossings. Denote by #C the number of crosscaps, by #T
the number of triple points, and by δ the degree of the double point curve
of X ⊂ P3. Let us take a normalization of X; then we have a proper stable
map f : M → N = P3 so that M is non-singular and the image is just the
singular surface X (cf. [46]). It follows from a classical formula of Enriques
that the Chern numbers of M are expressed by∫
M c1(TM)
2 = d(d− 4)2 − (3d − 16)δ + 3T − C,∫
M c2(TM) = d(d
2 − 4d+ 6)− (3d − 8)δ + 3C − 2T,
and f∗c1(TM) = (d(4 − d) + 2δ)a
2, where a = c1(O(1)) the divisor class
(cf. [70]). Notice that these formulas are quite easily obtained from Thom
polynomials: In fact,
Ca3 = f∗tp(A1), 3Ta
3 = f∗tp(A
3
0), 2δa
2 = f∗tp(A
2
0),
while the target Thom polynomials are written in Landweber-Novikov classes,
hence their degrees are written by Chern numbers of M and d; Therefore,
the Chern numbers can be written by C, T, δ and d, that recovers the above
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classical formulas. Now let us substitute the Chern numbers into the formula
in Proposition 6.2, then we have
χ(X) = d(d2 − 4d+ 6) + 2(2 − d)δ + T − 32C.
6.2. Image Chern class for stable maps. Universal expression of the
Euler characteristics of the image in Proposition 6.2 should be given in a
more general form for stable maps f : Mm → Nm+1 (m ≥ 1) between
complex manifolds. In fact, our universal formula has a particularly well-
structured form (Theorem 6.5 and Corollary 6.8 below).
Mo¨bius inverse formula for the adjacency poset: Recall the adjacency
relation of multi-singularities both in source and target: The diagram of
source multi-singularities of m-to-(m+ 1) maps is
A0 // A
2
0
//
  ❆
❆❆
❆❆
❆❆
❆
A30
//
%%▲
▲▲
▲▲
▲▲
▲▲
▲▲
A40
//
%%▲
▲▲
▲▲
▲▲
▲▲
▲▲
▲ · · ·
A1 // A1A0&A0A1 // · · ·
where the arrow η → ξ means that ξ is contained the closure of η. That
makes the set of all multi-singularity types to be a poset (partially ordered
set).
For a multi-singularity type η and a stable map f :M → N , set
η◦(f) := η(f)− ⊔ ξ(f) ⊂M
where the union runs over all ξ (6= η) with η → ξ.
The stratum η◦(f) is mapped to its image f(η◦(f)) as a deg1 η-to-one
covering, and the image does not depend on the order of entries of the
tuple η, e.g., f(A0A1)
◦(f) = f(A1A0)
◦(f). Then the source M breaks into
the disjoint union of strata η◦(f) and the target N is decomposed into the
corresponding image strata, that is, f :M → N is stratified by those locally
closed multi-singularity loci in source and target.
Then the constant function 11f(M) of the stable image is written by the
sum of f∗11η◦(f) with some rational coefficients. Therefore, by the exclusion-
inclusion principle, the Mo¨bius inverse formula for this poset expresses the
function 11f(M) by the pushforward via f∗ of a certain linear combination of
constant functions of the closure η(f) (= η◦(f)) with rational coefficients.
Namely, extending the same procedure as in the proof of Theorem 1 to more
general case involving strata of higher codimension, we obtain a constructible
function on the source space M having a generalized form of (1):
αimage = 11A0 −
1
211A2
0
− 1611A3
0
+ 1211A1
− 11211A4
0
+ 1611A0A1 −
1
311A1A0 + · · ·
so that
f∗(αimage) = 11f(M).
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Notice that this constructible function depends only on the classification of
stable multi-singularities.
Definition 6.4. We call the CSM class
C∗(11f(M)) = f∗C∗(αimage) ∈ H
∗(N)
the image Chern class of stable maps f :M → N .
For Morin maps Mm → Nm+1, that is, stable maps having only corank
one singularities, the local structures of Aµ and their multi-singularities are
well-understood, e.g., stable maps with m ≤ 5 are Morin maps (cf. [10, 31]).
In that case we can prove the following theorem – the key point here is again
the property of the Segre-SM class for the transverse pullback in Proposition
3.8. Conjecturally the theorem would hold for any dimension and for any
stable maps, that is, there must be the Segre-SM class version of Theorem
4.16, see Remark 6.4.
Theorem 6.5. There is a polynomial tpSM(αimage) in the quotient Chern
class ci = ci(f
∗TN −TM) and the Landweber-Noviknov class sI = f
∗f∗(c
I)
so that
C∗(αimage) = c(TM) · tp
SM(αimage) ∈ H
∗(M)
for any proper stable maps Mm → Nm+1 (m ≤ 5): The low degree terms
are given by
tpSM(αimage) = 1 +
1
2(c1 − s0)
+16(s
2
0 + 2s1 − 2c1s0 − c
2
1 − c2)
+ 124
(
2c31 − 10c1c2 + 2c
2
1s0 + 2c2s0 + 3c1s
2
0
−s30 + 14s01 + 5c1s1 − 5s0s1 − 6s2
)
+ · · · .
Remark 6.6. Note that for a stable map f :M → N ,
tpSM(αimage) = s
SM(αimage,M) ∈ H
∗(M).
The above theorem implies that the Segre-SM class of the image f(M) in
the target space
tpSM(11f(M)) := s
SM(11f(M), N) ∈ H
∗(N)
is universally expressed in terms of the Landweber-Novikov classes sI(f).
In fact,
tpSM(11f(M)) = c(TN)
−1C∗(11f(M))
= c(TN)−1C∗f∗(αimage)
= c(TN)−1f∗C∗(αimage)
= c(TN)−1f∗(c(TM) · tp
SM(αimage))
= f∗(c(f)
−1 · tpSM(αimage)),
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hence
tpSM(11f(M)) = s0 −
1
2(s
2
0 + s1)
+16(s
3
0 − 7s01 + 3s0s1 + 2s2)
− 124
(
s40 + 6s
2
0s1 − 28s0s01 + 8s0s2
+24s001 + 3s
2
1 − 30s11 + 6s3
)
+ · · · .
Note that
C∗(11f(M)) = c(TN) · tp
SM(11f(M)) ∈ H
∗(N)
is written in the target Chern class ci(TN) and the Landweber-Novikov
classes.
Definition 6.7. We call the universal Segre-SM classes tpSM(αimage) and
tpSM(11image) the source and target higher Thom polynomials for the image
of stable maps, respectively.
In particular we obtain a more general statement of Proposition 6.2:
Corollary 6.8. The Euler characteristic of the image of f : Mm → Nm+1
is expressed by
χ(f(M)) =
∫
M
c(TM) · tpSM(αimage) =
∫
N
c(TN) · tpSM(11f(M)).
Remark 6.9. We emphasize that the above image Euler number formula
(Corolloary 6.8) has a particularly well-structured form. The second degree
term of c(TM) · tpSM(αimage) is just the Euler characteristic of the image
of stable maps from a surface into 3-fold, that is exactly Proposition 6.2,
and the third degree term expresses the Euler characteristic of the image
of stable maps from 3-fold into 4-fold, ... and so on. Classically, those
invariants were separately considered, but they are in fact mutually related
in a very convenient way.
Notice that
tpSM(αimage) = tp
SM(11M −
1
211A2
0
− 1611A3
0
+ · · · )
= 1− 12tp
SM(A20)−
1
6tp
SM(A30) + · · · .
Thus, to obtain the explicit form of tpSM(αimage) in Theorem 6.5, we compute
the Segre-SM classes tpSM for the closure of individual singularity types
11
A2
0
, 11
A3
0
, 11A1 , 11A4
0
, 11A0A1 , 11A1A0 , · · · .
They are polynomials in ci and sI , which are in Table 8 up to degree 3. To
get them, the method in §4.3 is effective, see Example 6.11. The locus of
some singularity type in the source and target might be non-reduced, but the
CSM class depends only on the underlying reduced scheme by definition.
As a byproduct, other type image Chern classes, e.g., C∗(11f(Ak
0
(f))
) of the
k-th multiple point locus in target, C∗(11f(A1(f))) of the singular value set, ...
etc are also obtained in entirely the same way.
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tpSM(A20) = (s0 − c1) +
1
2(2c2 + 2c1s0 − s
2
0 − s1)
+16
(
12c1c2 − 3c1s
2
0 − 3c1s1 − 6c2s0 + 6c3 + s
3
0
+3s0s1 − 7s01 + 2s2) + · · ·
tpSM(A30) =
1
2
(
2c21 − 2c1s0 + 2c2 + s
2
0 − s1
)
+ 16
(
−6c21s0
−18c1c2 + 6c1s
2
0 − 18c3 − 2s
3
0 + 5s01 + 2s2
)
+ · · ·
tpSM(A1) = c2 − (c1c2 + c3) + · · ·
tpSM(A40) =
1
6
(
−6c31 + 6c
2
1s0 − 18c1c2 − 3c1s
2
0 + 3c1s1 + 6c2s0
−12c3 + s
3
0 − 3s0s1 + 2s01 + 2s2
)
+ · · ·
tpSM(A0A1) = (s01 − 2c1c2 − 2c3) + · · ·
tpSM(A1A0) = (s0c2 − 2c1c2 − 2c3) + · · · .
Table 8. Universal SSM class for the closure of several sin-
gularity types in case of κ = 1.
For instance, there is a constructible function αimage(2) on the source
αimage(2) =
1
211A2
0
− 1611A3
0
+ 1211A1
− 11211A4
1
+ 1611A0A1 −
1
311A1A0 + · · ·
so that
f∗(αimage(2)) = 11f(A2
0
(f))
.
Hence we have the following theorem:
Theorem 6.10. The CSM class of the double point locus in the target mani-
fold, f(A20(f)) ⊂ N , of stable maps f :M
m → Nm+1 is universally expressed
by
C∗(11f(A2
0
(f))
) = f∗(c(TM) · tp
SM(αimage(2))) ∈ H
∗(N)
where
tpSM(αimage(2))
= 12 (s0 − c1) +
1
6 (−c
2
1 + 5c2 + 4c1s0 − 2s
2
0 − s1)
+ 124
(
2c31 + 38c1c2 + 24c3 + 2c
2
1s0 − 22c2s0 − 9c1s
2
0
+3s30 − 14s01 − 7c1s1 + 7s0s1 + 2s2
)
+ · · · .
In particular, the Euler characteristics is given by
χ(f(A20(f))) =
∫
M
c(TM) · tpSM(αimage(2)).
Example 6.11. To compute the universal SSM classes, the way described
in §4.3 for mono-singularity types works also for multi-singularity types. As
an example, let us compute the third degree term tpSM3 (A
2
0) of ci and sI for
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the double point locus of stable maps with codimension κ = 1. There are
11 unknown coefficients, and all of them are determined by restricting it
to mono/multi-singularity types of codimension 3 in the source space. For
instance, we shall seek for the restriction equation at each of types A0A1
and A1A0 for 3-to-4 maps. Take the pair f = f1
∐
f2 of germs with the
same target C4
f1 : (x, y, z) 7→ (x, y
2, xy, z), f2 : (u, v, w) 7→ (u, v, w, 0),
where f1 is of type A1A0 and f1 is of type A0A1. The 3-dimensional torus
T = (C∗)3 acts on the sources of f1 and f2 via the following representations
ρ
(1)
0 and ρ
(2)
0 , respectively, and on the common target via ρ1:
ρ
(1)
0 = α⊕ β ⊕ γ, ρ1 = α⊕ β
2 ⊕ αβ ⊕ γ,
ρ
(2)
0 = α⊕ β
2 ⊕ αβ, (α, β, γ) ∈ T.
Hence the quotient Chern classes of universal maps for f1 and f2 are
c(f1) = 1 + (a+ 2b) + ab− ab
2, c(f2) = 1 + c ∈ H
∗(BT ),
where a, b, c are the first Chern classes for standard representations α, β, γ
of C∗. Also Landweber-Novikov classes are
s0(f) = f1∗(1) + f2∗(1) = 2(a+ b) + c,
s1(f) = f1∗(c1(f1)) + f2∗(c1(f2)) = 2(a+ b)(a+ 2b) + c
2,
and so on. Note that in the xyz-space, the A20-locus is the union of two
planes x = 0 and z = 0, while in the uvw-space, the locus is just the
crosscap u2v = w2. Then, the SSM class for A20 applied to the universal
map f1 is given by
tpSM(A20)(f1) =
a
1 + a
+
c
1 + c
−
ac
(1 + a)(1 + c)
using the exclusion-inclusion of SSM classes: the plane x = 0 plus the plane
z = 0 minus the y-axis (For the plane x = 0, the corresponding normal Chern
class is 1+ a, hence the SSM class in the ambient space is a(1+ a)−1). This
is the restriction equation at A1A0. The SSM class applied to the universal
map f2 is actually the target SSM class for the image of
A1 : (x, y) 7→ (u, v, w) = (x, y
2, xy).
Since we have already known that
tpSM3 (11image) =
1
6(s
3
0 − 7s01 + 3s0s1 + 2s2)
(Proposition 6.2), the restriction equation at A0A1 is obtained by
tpSM3 (A
2
0)(f2) = tp
SM
3 (11image)(f1) = (a+ b)(4a
2 + 9ab+ 8b2).
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Figure 10. Cuspidal edge (A2), swallowtail (A3) and stable
multi-singularity loci in the target space of 3-to-3 maps
6.3. Discriminant Chern class for stable maps. Let us consider the
case of m ≥ n and the discriminant of proper stable maps f :M → N
D(f) := f(A1(f)).
Definition 6.12. We call C∗(11D(f)) ∈ H
∗(N) the discriminant Chern class
of f .
For simplicity, we deal with the equidimensional casem = n below. Stable
singularities of codimension up to 3 are A1, A2, A3, A
2
1, A1A2, A2A1, A
3
1
(Fig. 10).
The same procedure as in the case of image can be applied to the case of
discriminant: There exists a constructible function on M
αdis := 11A1 −
1
211A2
1
− 1611A3
1
+ 1211A3 + · · · ∈ F(M)
so that
f∗αdis = 11D(f).
Since the local structures of Ak-singularities and K-orbits in Σ
2 are well-
understood, this constructible function can be explicitly written down up to
a certain codimension. We can prove the following theorem:
Theorem 6.13. There is a polynomial tpSM(αdis) in the quotient Chern
class ci and the Landweber-Novkov class sI so that
C∗(αdis) = c(TM) · tp
SM(αdis) ∈ H
∗(M)
for proper stable maps f :Mn → Nn in low dimension (n < 9). In fact, the
low degree terms are given by
tpSM(αdis) = c1 +
1
6(6c
2
1 + 6c2 − 3c1s1)
+16
(
c31 + 11c1c2 + 6c3 − 2c1s01 − 5c
2
1s1
−4c2s1 + c1s
2
1 + 2c1s2
)
+ h.o.t.
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Remark 6.14. We denote by tpSM(11D(f)) the universal Segre-SM class for
the discriminant D(f):
tpSM(11D(f)) := c(TN)
−1C∗(D(f))
= c(TN)−1f∗C∗(αdis)
= f∗(c(f)
−1 · tpSM(αdis))
= s1 + (s01 −
1
2s
2
1)
+(s001 − s01s1 +
1
6s
3
1 −
1
6s11 +
1
6s3) + · · · .
Corollary 6.15. The Euler characteristics of the discriminant of a proper
stable map is universally expressed by
χ(D(f)) =
∫
M
c(TM) · tpSM(αdis) =
∫
N
c(TN) · tpSM(11D(f)).
A reduced divisor D in a complex manifold N is called to be free (in
the sense of Kyoji Saito) if the sheaf of germs of logarithmic vector fields
DerN (− logD) is locally free. As for the CSM class of a free divisor D, the
following equality was conjectured by P. Aluffi, and was recently proved by
X. Liao [34]:
Theorem 6.16 (CSM class of free divisors [34]). If D is locally quasi-
homogeneous (i.e., at each point, there is a weighted homogeneous defining
equation in some local coordinates), it holds that
cSM(N −D) = c(DerN (− logD)) ∈ H
∗(N)
(in fact, the condition can be more weakened).
In our case, it is known that the discriminant D(f) of a stable map f :
M → N in Mather’s nice dimension is a free divisor in N which is locally
quasi-homogeneous. We have seen that the CSM class of D = D(f) in the
ambient space N is expressed using our target universal Segre-SM class:
cSM(N −D) = cSM(N)− cSM(D(f))
= c(TN)(1 − tpSM(11D(f))).
Hence, the Chern class c(DerN (− logD(f)) is universally expressed in terms
of sI and c(TN). Namely, the meaning of our discriminant SSM class (writ-
ten in sI) becomes clearer:
Corollary 6.17. The discriminant SSM class for proper stable maps is
exactly the same as the quotient Chern class for the sheaf of logarithmic
vector fields and that of ambient vector fields of the target manifold, without
the constant 1:
tpSM(11D(f)) = 1− c(DerN (− logD(f))− TN).
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6.4. Generating function of multi-singularty SSM classes. A better
treatment of the universal SSM class for multi-singularities of stable maps
may be as follows. This is due to a communication with M. Kazarian. Actu-
ally, this is parallel to his argument on multi-singularity Thom polynomials.
Let η = (η1, · · · , ηr) be a multi-singularity type. Let |Aut(η)| denote the
number of permutations σ ∈ Sr preserving the types of entries, ησ(i) =
ηi (1 ≤ i ≤ r), that is, if η consists of ki copies of mutually distinct
mono-singularities, then |Aut(η)| = k1! · · · ks!. Hence, in particular, deg1 η ·
|Aut(η2, · · · , ηr)| = |Aut(η)|.
For a stable map f : M → N , let M(η)(f) denote the closure of the
locus of points (x1, · · · , xr, y) ∈ M
r × N so that f(x1) = · · · = f(xr) = y,
xi 6= xj (i 6= j) and f at xi is of type ηi. Put
p1 :M
r ×N →M, p′ :M r ×N → N
the projection to the first and the last factors, respectively. Then the source
and target multi-singularity constructible functions are defined by
αη := p1∗11M(η)(f) ∈ F(M), βη := p
′
∗11M(η)(f) ∈ F(N).
It holds that f∗αη = βη .
The supports of αη and βη are the η-singular locus η(f) ⊂M and its image
f(η(f)) ⊂ N , respectively: those functions take the values |Aut(η2, · · · , ηr)|
and |Aut(η1, · · · , ηr)| on the open parts of their supports, but may take sev-
eral different values on the boundary strata. The image constant function
11f(M) (resp. αimage) is written by a linear combination with rational coef-
ficients of βξ (resp. αξ) among multi-singularity types ξ adjacent to η, for
instance,
11f(M) =
1
|Aut(η)| · βη +
∑
boudary
bξ · βξ
for some bξ ∈ Q.
We conjecture the existence of source and target universal Segre-SM
classes for multi-singularity constructible functions, that generalizes simulta-
neously Theorem 4.4 on tpSM for mono-singularities and Theorem 4.16 on tp
of multi-singularities. In some particular cases of low dimension, Thereoms
6.5 and 6.13 support that the conjecture is true.
Conjecture 6.18. For any stable multi-singularity type η in relative codi-
mension κ, there exist power series tpSM(αη) and tp
SM(βη) in quotient Chern
classes ci (= ci(f)) and the Landweber-Novikov classes sI such that for any
stable maps f :M → N of relative codimension κ it holds that
tpSM(αη) = c(TM)
−1C∗(αη), tp
SM(βη) = c(TN)
−1C∗(βη)
in H∗(M) and H∗(N) respectively.
There two universal multi-singularity universal SSM classes are related in
the following form by the naturality of C∗: We define
ρ : H∗(M)→ H∗(N), ρ(ω) = f∗(c(f)
−1 · ω)
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and then it holds that
ρ(tpSM(αη)) = tp
SM(βη).
The conjecture implies a remarkable property that these universal series
admit a very particular form; That is parallel to the argument on tp for
multi-singularities in [29, §3] and [30, §2.6]. For each stable multi-singularity
type η, let Rη be the polynomial in quotient Chern classes ci = ci(f) so that
tpSM(αη) = Rη + terms containing f
∗sI .
We call Rη the residual polynomial of η. Recall that the SSM class has a
natural property for transverse pullback (Proposition 3.8). Then the same
argument as in [29, §3] shows that there is a universal recursive relation
tpSM(αη) = Rη +
∑
I
Rη
I
f∗ρ(tpSM(αη
J
)),
where the sum is taken over all proper subset I ⊂ {1, 2, · · · , r} containing
the element 1 and J = [r]− I 6= ∅. For example,
tpSM(αη1) = Rη1 = tp
SM(η1) (This is Theorem 4.4)
tpSM(βη1) = ρ(Rη1)
tpSM(αη1,η2) = Rη1,η2 +Rη1 · ρ(Rη2),
tpSM(βη1,η2) = ρ(Rη1,η2) + ρ(Rη1) · ρ(Rη2),
tpSM(αη1,η2,η3) = Rη1,η2,η3 +Rη1,η2 · ρ(Rη3) +Rη1,η3 · ρ(Rη2)
+Rη1 · ρ(Rη2,η3) +Rη1 · ρ(Rη2) · ρ(Rη3),
tpSM(βη1,η2,η3) = ρ(Rη1,η2,η3) + ρ(Rη1,η2) · ρ(Rη3) + ρ(Rη1,η3) · ρ(Rη2)
+ρ(Rη1) · ρ(Rη2,η3) + ρ(Rη1) · ρ(Rη2) · ρ(Rη3).
In particular, this recursive relation provides an exponential generating
function formula for those universal SSM classes. For a mono-singuarity
type η, we take a distinguished variable tη. For a multi-singularity type
η = (η1, · · · , ηr), put t
η = tη1 · · · tηr (If we denote by ξ
k1
1 · · · ξ
ks
s the entries in
η (i.e., forgetting the order), then tη = tk1ξ1 · · · t
ks
ξs
and |Aut(η)| = k1! · · · ks!).
Define the generating function of target Segre-SM classes of all stable multi-
singularity types
T SM := 1 +
∑
η
tpSM(βη) ·
tη
|Aut(η)|
,
then by the above recursive relation we have
T SM = exp

∑
η
ρ(Rη) ·
tη
|Aut(η)|

 .
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6.5. Computing the image and discriminant Milnor numbers. We
have seen in §5 an application of Thom polynomials tp to the problem on
counting stable (multi-)singularities in generic deformation. Now we shall
go on the same direction, but apply our higher Thom polynomial tpSM.
Image Milnor number: Consider an A-finitely determined weighted ho-
mogeneous map-germ f : Cm, 0 → Cm+1, 0 which is not equivalent to any
trivial unfolding of map-germ of smaller dimensions. Take a stable unfolding
F of f :
Cm
f
−→ Cm+1
i0 ↓ ↓ ι0
Cm+k
F
−→ C(m+1)+k
The image hypersurfaces of f and F relate as Im(f) = ι−10 (Im(F )). Take
a generic (non-equivariant) section ιt, which yields a stable perturbation ft
of f0 = f . Our interest is to compute the vanishing Euler characteristics of
the section.
Definition 6.19. µI(f) := (−1)
m(χ(Im(ft))− 1).
It was shown by D. Mond [42, 49, 50] that the singular Milnor fiber
Im(ft) has the homotopy type of a wedge of m-spheres, so the vanishing
Euler number µI(f) is equal to the middle Betti number of the singular
Milnor fiber, called the image Milnor number of f . In case of m = 1, 2, it is
proved that
µI(f) ≥ Ae-codim(f)
and the equality holds if f is weighted homogeneous. The Mond conjecture
claims that the same is true for any m for which the pair (m,m + 1) is in
Mather’s nice dimensions, that has been unproven yet.
Not only the image Im(ft) but also the k-th multiple point locus ft(Ak0(ft))
in target has the same property about the homotopy type: The k-th image
Milnor number µIk of f is defined in Houston [26] (of course, µI = µI1).
Our strategy is the same as in §5: Using the natural torus action, we deal
with a global setting of universal maps associated to the above diagram of
map-germs: we have the diagram of universal maps over BT = PN (N ≫ 0)
where T = C∗:
E0
f
−→ E1
i0 ↓ ↓ ι0
E0 ⊕ E
′ F−→ E1 ⊕ E
′
Put M = E0, N = E1 the total spaces of source and target of the universal
map for the original germ. A perturbation ιt of ι0 is transverse to the image
variety of the universal stable map F , which produces a stable perturbation
ft :M → N .
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By Proposition 3.8 (the property of our Segre-SM class for transversal
pullback) and ι∗0 = ι
∗
t ,
tpSM(11ft(M)) = ι
∗
0tp
SM(Im(F ))
which is thought of as the specialization of tpSM(Im(F )) via ι0. Note that
c(F ) = c(f) = c(E1 − E0) ∈ H
∗(BT ) (= H∗(E0) = H
∗(E1)).
Then Theorem 6.5 (or Remark 6.6) shows that by the naturality of CSM
classes
c(E1) · tp
SM(11ft(M)) = f∗(c(E0) · tp
SM(αimage)).
On the other hand, the general slice of the image variety ft(M) via a fiber
of the projection N = E1 → BT is isomorphic to Im(ft) ⊂ C
n in the local
setting and
χ(Im(ft)) =
∫
Cn
11Im(ft) =
∫
Cm
αimage(ft).
By a similar argument of the proof of (2) in Theorem 3.13, we see that the
n-dimensional component (some multiple of an)
[c(E1) · tp
SM(11ft(M))]n ∈ H
2n(BT )
is equal to the top Chern class cn(E1) multiplied by the Euler number
χ(Im(ft)). In fact, the above arguments can properly be stated in the
T -equivariant setting: we then appeal to the Verdier specialization via ι0
and the Atiyah-Bott localization to the fixed point 0 of T -equivariant CSM
classes CT∗ (αimage(F )) and C
T
∗ (11Image(F )).
Consequently, we have
Theorem 6.20. The following formula holds:
χ(Im(ft)) =
[c(E1) · tp
SM(11ft(M))]n
cn(E1)
=
[c(E0) · tp
SM(αimage)]m
cm(E0)
,
where the notation in numerators [ω]n means the coefficient of a
n in ω ∈
H∗(BT ) = Q[[a]], and the denominators mean the products of weights and
degrees: cm(E0) = w1 · · ·wma
m and cn(E1) = d1 · · · dna
n. In particular, this
formula enables us to compute the image Milnor number µI(f0).
Notice that our formula above is valid for weighted homogeneous A-finite
germs with any corank. Comparing the above theorem with Thereom 5.3,
their similarity is clear.
In the following examples, we compute the image Milnor number m-to-
(m + 1) map-germs. Recall that for stable maps in relative codimension
one, there is a unique universal Segre-SM class tpSM(αimage) for the image
of maps (Theorem 6.5).
Example 6.21. (m,n) = (2, 3): For weighted homogeneous map-germs
C2, 0→ C3, 0,
c(fη) =
(1 + d1a)(1 + d2a)(1 + d3a)
(1 + w1a)(1 + w2a)
,
58 T. OHMOTO
s0 = fη∗(1) =
d1d2d3
w1w2
a, sI = fη∗(c
I) = cIs0,
CT∗ (αimage) = (1 + w1a)(1 + w2a) · tp
SM(αimage)(f0),
ctop(E0) = w1w2a
2.
Our computation on µI is straightforward like Example 5.8. We have the
following result, which completely coincides with D. Mond’s computation
[48], the methods are quite different, though.
µI = −1 +
[
1
w1w2
(1 + w1a)(1 + w2a) · tp
SM(αimage)(f0)
]
2
= 1
6w3
1
w3
2
(
d21(d
2
2d
2
3 − w
2
1w
2
2)− w
2
1w
2
2{d
2
2 + d
2
3 + 5w
2
1
+9w1w2 + 5w
2
2 − 6d3(w1 + w2) + 3d2(d3 − 2(w1 +w2)}
−3d1w1w2{w1w2(d3 − 2(w1 + w2)) + d2(w1w2 + d3(w1 + w2))}) .
Example 6.22. (m,n) = (3, 4): For weighted homogeneous map-germs
C3, 0→ C4, 0, the image Milnor numbers µI and µI2 are given in the follow-
ing Tables 9 and 10.
µI = 1−
[
(1 + w1a)(1 + w2a)(1 + w3a)
w1w2w3
· tpSM(αimage)(f0)
]
3
= 1
24w4
1
w4
2
w4
3
(d31(d
3
2d
3
3d
3
4 + 2d
2
2d
2
3d
2
4w1w2w3 − d2d3d4w
2
1w
2
2w
2
3 − 2w
3
1w
3
2w
3
3)
+2d21w1w2w3(d
3
2d
2
3d
2
4 + 2(d3 + d4)w
2
1w
2
2w
2
3 + d2w1w2w3
(−9d23d4 + 2w1w2w3 + 9d3d4(−d4 + w1 + w2 + w3))
+d22d3d4(d
2
3d4 − 9w1w2w3 + d3d4(d4 − 3(w1 + w2 + w3))))
+2w31w
3
2w
3
3(−d
3
2 − d
3
3 + 2d
2
3d4 − d
3
4 + 2d
2
2(d3 + d4) + d4w
2
1 − 9d4w1w2
+9w21w2 + d4w
2
2 + 9w1w
2
2 − 9d4w1w3 + 9w
2
1w3 − 9d4w2w3
+27w1w2w3 + 9w
2
2w3 + d4w
2
3 + 9w1w
2
3 + 9w2w
2
3
+d3(2d
2
4 + w
2
1 + w
2
2 − 9w2w3 + w
2
3 − 9w1(w2 + w3)− 3d4(w1 + w2 + w3))
+d2(2d
2
3 + 2d
2
4 + w
2
1 − 9w1w2 + w
2
2 − 9w1w3 − 9w2w3 + w
2
3
−3d4(w1 + w2 + w3) + d3(9d4 − 3(w1 + w2 + w3))))
−d1w
2
1w
2
2w
2
3(d
3
2d3d4 + 2d
2
2(9d
2
3d4 + 9d3d4(d4 − w1 − w2 − w3)
−2w1w2w3)− 2w1w2w3(2d
2
3 + 2d
2
4 + w
2
1 − 9w1w2 + w
2
2 − 9w1w3
−9w2w3 + w
2
3 − 3d4(w1 + w2 + w3) + d3(9d4 − 3(w1 + w2 + w3)))
+d2(d
3
3d4 + 18d
2
3d4(d4 − w1 − w2 − w3) + 6w1w2w3
(−3d4 + w1 + w2 + w3) + d3(d
3
4 − 18w1w2w3 − 18d
2
4(w1 + w2 + w3)
+d4(17w
2
1 + 17w
2
2 + 6w2w3 + 17w
2
3 + 6w1(w2 + w3))))))
Table 9. Image Milnor numbers for C3, 0→ C4, 0.
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µI2 = 1−
[
(1 + w1a)(1 + w2a)(1 + w3a)
w1w2w3
· tpSM(αimage(2))(f0)
]
3
= 1
24w4
1
w4
2
w4
3
(d31(3d
3
2d
3
3d
3
4 − 2d
2
2d
2
3d
2
4w1w2w3 − 3d2d3d4w
2
1w
2
2w
2
3
+2w31w
3
2w
3
3) + 2w
3
1w
3
2w
3
3(d
3
2 + d
3
3 + d
3
4 − 24d
2
4w1 + 47d4w
2
1 − 24w
3
1
−24d24w2 + 57d4w1w2 − 33w
2
1w2 + 47d4w
2
2 − 33w1w
2
2 − 24w
3
2
−24d24w3 + 57d4w1w3 − 33w
2
1w3 + 57d4w2w3 − 51w1w2w3 − 33w
2
2w3
+47d4w
2
3 − 33w1w
2
3 − 33w2w
2
3 − 24w
3
3
+d23(22d4 − 24(w1 + w2 + w3)) + d
2
2(22d3 + 22d4 − 24(w1 + w2 + w3))
+d3(22d
2
4 + 47w
2
1 + 47w
2
2 + 57w2w3 + 47w
2
3 + 57w1(w2 + w3)− 69d4(w1
+w2 + w3)) + d2(22d
2
3 + 22d
2
4 + 47w
2
1 + 57w1w2 + 47w
2
2 + 57w1w3
+57w2w3 + 47w
2
3 − 69d4(w1 + w2 + w3) + d3(75d4 − 69(w1 + w2 + w3))))
−2d21w1w2w3(d
3
2d
2
3d
2
4 + 2w
2
1w
2
2w
2
3(−11d3 − 11d4 + 12(w1 + w2 + w3))
−d2w1w2w3(−21d
2
3d4 + 22w1w2w3 − 3d3d4(7d4 − 9(w1 + w2 + w3)))
+d22d3d4(d
2
3d4 + 21w1w2w3 + d3d4(d4 + 3(w1 + w2 + w3)))) + d1w
2
1w
2
2w
2
3
(−3d32d3d4 + 2w1w2w3(22d
2
3 + 22d
2
4 + 47w
2
1 + 57w1w2 + 47w
2
2 + 57w1w3
+57w2w3 + 47w
2
3 − 69d4(w1 + w2 + w3) + d3(75d4 − 69(w1 + w2 + w3)))
+d22(−42d
2
3d4 + 44w1w2w3 − 6d3d4(7d4 − 9(w1 + w2 + w3)))
−3d2(d
3
3d4 + 2d
2
3d4(7d4 − 9(w1 + w2 + w3)) + 2w1w2w3(−25d4
+23(w1 + w2 + w3)) + d3(d
3
4 − 50w1w2w3 − 18d
2
4(w1 + w2 + w3)
+d4(17w
2
1 + 17w
2
2 + 18w2w3 + 17w
2
3 + 18w1(w2 + w3))))))
Table 10. Second image Milnor numbers for C3, 0→ C4, 0.
For corank one map-germs C3, 0 → C4, 0, take weights w0, w1, w2 and
degrees d1, d2, d3 = w1, d4 = w2, then we obtain a new general formula for
corank one germs:
µI =
(w0 − d1)(w0 − d2)
24w40w1w2


d21
(
d22 + 3d2w0 + 2w
2
0
)
+d1w0
(
3d22 − d2(19w0 + 4(w1 + w2))
+2w0(w0 − 2(w1 + w2)))
+2w20
(
d22 + d2(w0 − 2(w1 + w2))
+2(5w0(w1 + w2) + 3w1w2))

 .
The classification of A-simple germs of corank one can be seen in [26],
and it is checked that for weighted homogeneous germs appearing in the
list, our formulas above recover the same answers on image Milnor numbers
as computed in [26]. For instance,
Qk : (x, y, xz + yz
2, z3 + ykz)
has weights (k, 2, k + 2) and degrees (k + 2, 2, 2k + 2, 3k), and the above
formula gives µI = k and µI2 = 0.
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type µI k = 2, 3, 4, 5, 6, · · ·
Aˆk
1
3k(−3 + 15k − 20k
2 + 6k3 + 2k4) 18, 186, 844, 2620, 6510, · · ·
Bˆ2k+1 3k2(1 + 10k) 252, 837, 1968, 3825, 6588, · · ·
Table 11.
Some examples of corank 2 germs of C3, 0→ C4, 0 are recently considered
in [1] in a completely different approach. It would be nice to compare the
computations: As a test, let us take
Aˆk : (x, y
k + xz + x2k−2y, yz, z2 + y2k−1)
Bˆ2k+1 : (x, y
2 + xz, x2 + xy, y2k+1 + y2k−1z2 + z2k+1).
Those are A-finite germs, and weights and degrees are (1, 2, 2k − 1) and
(1, 2k, 2k + 1, 2(2k − 1)) for Aˆk, and (1, 1, 1) and (1, 2, 2, 2k + 1) for Bˆ2k+1.
Our formula gives the answer in Table 11.
For another example,
(x2 + zℓy, y2 − zℓx, x3 + x2y + xy2 − y3, z)
we have µI = 45ℓ− 12 which coincides with [1, Prop.4.4, 4.6].
Discriminant Milnor number: Next, let us consider f : Cm, 0 → Cn, 0
in case of m ≥ n. Assume that f is A-finitely determined. In the same way
as above, we set the vanishing Euler characteristics:
Definition 6.23. µ∆(f0) := (−1)
n−1(χ(D(ft))− 1).
It is shown by Damon-Mond [12] that the discriminant D(ft) of a stable
perturbation has the homotopy type of a wedge of (n − 1)-spheres, so the
vanishing Euler number µ∆(f) is equal to the middle Betti number of D(ft),
called the discriminant Milnor number. It is proved in [12] that if (m,n) is
in nice dimensions,
µ∆(f) ≥ Ae-codim(f)
and the equality holds if f is weighted homogeneous.
For a finitely determined weighted homogeneous germ f , we compute
µ∆(f) by localizing our higher Thom polynomials:
Theorem 6.24. It holds that
χ(D(ft)) =
[c(E1) · tp
SM(11D(ft))]n
cn(E1)
=
[c(E0) · tp
SM(αdis)]m
cm(E0)
.
Thus we can compute the discriminant Milnor number µ∆(f0) in terms of
weights and degrees.
Recall the discriminant Segre-SM class tpSM(αdis) for m-to-m maps is
given in Theorem 6.13. We use the low degree terms of this power series for
the study of vanishing topology of germs Cm, 0→ Cm, 0, m = 2, 3.
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Example 6.25. (m,n) = (2, 2): For weighted homogeneous map-germs
C2, 0→ C2, 0, we recover the computational result in Gaffney-Mond [23] in
a completely different way.
µ∆ = 1−
[
1
w1w2
(1 + w1a)(1 + w2a) · tp
SM(αdis)(f0)
]
2
=
1
2w21w
2
2
(d1d2 − 2w1w2)
(d21 + d
2
2 + w
2
1 + 2d1(d2 − w1 − w2) + w
2
2 − 2d2(w1 + w2))
Example 6.26. (m,n) = (3, 3): For discriminant Milnor number of finitely-
determined weighted homogeneous finite germs C3, 0 → C3, 0, we have the
following formula in Table 12. In particular, for corank one map-germs,
µ∆ =
d− 2w0
6w30w1w2

 d4 − 4d3w0 + d2w0(8w0 − 3(w1 + w2))+2dw20(3(w1 + w2)− 4w0)
+3w20
(
w20 − w0(w1 + w2) + 2w1w2
)

 .
This general formula also seems to be new. It can be checked that this
agrees with known computational results for weighted homogeneous germs
appearing in A-classification, e.g. [44].
As examples of corank 2 singularity types, for (x2+y2+xz, xy, z), µ∆ = 1,
and for (x9 + y2 + xz, xy, z), µ∆ = 183.
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