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Abstract 
We present the Self-Organizing Map (SOM) is popular algorithm for unsupervised learning, which is widely applied 
for many applications. In the result, we have proposed a new type of SOM algorithm, The important feature of SSOM 
is that the neurons move like aiming at a target, namely and only some neurons near the cluster move toward the 
cluster to hit the area where input data are concentrated and 1 cell to neighborhood neurons cell of the winner neuron 
get away a fraction of an inch from the cluster. The feature, SSOM tends to self-organize each cluster along the figure 
of each cluster. We investigate the behavior of SSOM and apply Genetic Algorithm to data visualization problems. 
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1. Introduction 
In data mining, data visualization is one of the most important issues and is very useful for many 
applications, such as engineering applications covering. For instance, areas like pattern recognition, 
image analysis, process monitoring and control, and fault diagnosis. Then the Self-Organizing Map 
(SOM) attracts attentions for the visualization methods in recent years. SOM is popular tools for 
visualization and clustering of high-dimensional data [1]. SOM is unsupervised neural network 
introduced by Kohonen in 1982 [2] and is a model simplifying self organization process of the brain. 
SOM maps are multidimensional data onto a 2-dimensional grid. SOM can be classifying input data 
according to similarities and patterns which are obtained by the distance between neurons and applied to 
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wide fields of data classifications. Although many methods to visualize the relationship of input data by 
using SOM have been proposed [3-7], it seems to be very difficult to construct a simple method using 
SOM for universal input data. On the one hand, in the world, the amount and complexity of data increase 
from year to year and control of large-volume data attracts a lot of attention. Therefore, it is important to 
investigate various visualization methods of input data. 
In the previous study, we have proposed a new type SOM algorithm, which is called shooting SOM 
(SSOM) algorithm [8]. The important feature of SSOM is that the neurons move like aiming at a target, 
namely, only some neurons near the cluster move toward the cluster to hit the area where input data are 
concentrated, 1-neighborhood neurons of the winner neuron move slightly from the cluster, and other 
neurons do not move at all from the initial position. Because of this feature, SSOM tends to find near the 
center of the area where input data are concentrated. In this study, by using SSOM, we propose a gray 
scale display method of input data. The proposed display method is that the shading is reflected by the 
number of becoming the winner. By learning the input data, we have the proposed method can simplify 
and visualize the information of the input data that it is difficult to judge by appearance. 
We investigate the behavior of SSOM and apply SSOM to the proposed display method. The 
efficiencies of SSOM are confirmed by several simulation results. In the Section II, we explain the 
learning algorithm of SSOM algorithm. In the Section III, the behavior of SSOM is explained with some 
simulation results. In the Section IV, we apply SSOM to the proposed display method. 
2. Shooting SOM (SSOM) 
In the previous research, we have proposed SSOM. In this section we introduce SSOM algorithm in 
order to make clear new points of the proposed application method. We explain the learning algorithm of 
SSOM. The learning algorithm of SSOM is largely similar to the conventional SOM. In SSOM, m 
neurons are arranged as a regular 2-dimensional grid. The ranges of the elements of d-dimensional input 
data ),2,1)(,,,( 21 Njxxxx jdjjj     are assumed. 
 
x (SSOM1) The initial values of all the weight vectors ),2,1)(,,,( 21 mixxxx idiii    of the 
neurons are given between 0 and 1 in a reticular pattern. 
x (SSOM2) An input data xj is inputted to all the neurons at the same time in parallel. 
x (SSOM3) We find the winner neuron c by calculating the distances between ix  and iw  according to. 
 
|}.{|||minarg
ixii
wc                                                                                                             (1) 
In other words, the winner neuron c is the neuron with the weight vector nearest to the input vector ix . 
In this study, Euclidean distance is used for Eq. (1). (SSOM4) We measure whether the winner neuron or 
1- neighborhood of the winner neuron or otherwise and show in Fig. 1. 
 
Fig. 1. (a) first picture; (b) second picture 
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Furthermore, we determine the update rate Ai for each cases as follows; 
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where a is the constant number and usually set the smaller value. Namely, if the neuron i is the winner 
neuron, the neuron i is updated like the winner neuron of the conventional SOM. If the neuron i is 1-
neighborhood neuron, the neuron i get away a fraction of an inch from the input data because a is 
negative number. And if the neuron i is otherwise, the neuron i is not updated from initial position. 
x (SSOM5) The weight vectors of all the neurons are updated as; 
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where t is the learning step and Į(t) is the learning rate. Į(t) decrease with time according to the following 
equations; 
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where T is the maximum number of the learning. (SSOM6) The steps from (SSOM2) to (SSOM5) are 
repeated for all the input data, namely, from j = 1 to j = N. 
2-dimensional  input  data 
We consider the 2-dimensional input data of 1200 points whose distribution is as Fig. 2(1a). 800 points 
are distributed within a circular range from 0.1 to 0.5 horizontally and from 0.1 to 0.5 vertically. 400 
points are distributed within a rectangular range from 0.7 to 0.9 horizontally and from 0.7 to 0.9 
vertically. We consider the conventional SOM and the proposed SSOM with 400 neurons (20 _ 20). 
The parameters for the learning of the conventional SOM and SSOM are chosen as follows; 
 
Į(0) = 0.9, ı(0) = 1/16, a= _0.005,              (5)  
 
We execute the learning for all input data 3 times. The simulation results of SSOM is shown in Fig. 
2(1c). SSOM self-organizes only near the center of the area where the input data are concentrated. 
Let us examine the behavior of SSOM in more detail. As we can see from Fig. 2(1b) and Fig. 2(1c), 
the onventional SOM self-organizes input data of two clusters with all neurons. However, we can see that 
SSOM moves like aiming at a target from learning process.  
Only some neurons near the cluster move toward the cluster to hit the area where input data are 
concentrated, 1-neighborhood neurons of the winner neuron move slightly from the cluster, and other 
neurons do not move at all from the initial position. Therefore, only neurons near a cluster self-organize 
the cluster. In addition, in the interior of the cluster, some neurons which distribute the outside of the 
cluster can not move into the interior of the cluster because only neurons of the interior can self-organize 
the input data of the cluster. Consequently, SSOM can effectively self-organize each cluster along the 
shape of the cluster. 
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3-dimensional input data 
We consider the 3-dimensional input data of 1800 points whose distribution is as Fig. 2(2a). 1200 
points are distributed within a sphere with radius 0.3. 600 points are distributed within a cube, 0.3 on a 
side. We consider the conventional SOM and the proposed SSOM with 400 neurons (20 _ 20). The 
parameters for the learning of the conventional SOM and SSOM are chosen as follows;  
 
Į(0) = 0.9, ı(0) = 1/16, a= _0.003,              (6) 
 
We execute the learning for all input data 3 times. As we can see from Fig. 2(2b) and Fig. 4(2c), 
SSOM can effectively self-organize each cluster, just like in the 2- dimensional input data. 
3.  Genetic algorithm 
Genetic algorithms are based on natural selection discovered by Charles Darwin [9]. They employ 
natural selection of fittest individuals as optimization problem solver. Optimization is performed through 
natural exchange of genetic material between parents. Offspring are formed from parent genes. Fitness of 
offspring is evaluated. The fittest individuals are allowed to breed only. 
In computer world, genetic material is replaced by strings of bits and natural selection replaced by 
fitness function. Matting of parents is represented by cross-over and mutation operations. 
 
 
Fig.  2. Flowchart of genetic algorithm 
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x Start with a randomly generated population of N chromosomes, where N is the size of population, l –  
length of chromosome x.  
x Calculate the fitness value of function ĳ(x) of each chromosome x in the population.  
x Repeat until N offsprings are created:  
Probabilistically select a pair of chromosomes from current population using value of fitness function.  
Produce an offspring yi using crossover and mutation operators, where i = 1, 2, …, N.  
x Replace current population with newly created one.  
x Go to step 2.  
In case of simple GA, the whole population is formed of strings having the same length.  
These strings contain encoded information. For example, GA is used to enhance image contrast [10].  
It is done by mapping intensity of image values according to the predefined table. Each intensity value  
mapped to a new value B. In this case, each chromosome x is represented by a byte string, where each 
byte (gene) encodes the difference b(j-1) between values of transformed curve B(j) and B(j-1) (Figure 2), 
where j is a byte position in chromosome. The value of curve B(j) is represented by  
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where and represent maximum and minimum intensity values. maxi  and mini  The leaning of each 
individual is measured by calculating the sum of edge intensities, which are produced by Prewitt 
transform of enhanced image [10]. The most fit individual is considered to be the one, which creates most 
intense edges. The least fit individuals are extinguished and their place is taken by newly created 
offsprings. Offsprings are created during crossover and mutation. The crossover is an operation when new 
chromosomes  offsprings are produced by fusing parts of other chromosomes  parents. The mutation is 
random replacement of chromosome bits [9]. Thus offsprings form a new generation which replaces the 
old one. Such evolution process can be terminated using various conditions. In [10] termination takes 
place after fitness stability over 10 generations. There are other ways to terminate algorithm. For 
example, when Learning reaches predefined threshold, evolution takes certain number of generations or 
Learning Loop to a specific value [9]. 
4. Results the Gray Scale Display 
In this study, we apply SSOM and GA (Genetic Algorithm) to the proposed display method for the 
simulation results. And we apply the conventional SOM to the conventional display method.  
Display method 
The first task of machine vision is to enhance image quality in order to obtain a required image 
perception. It is done by removing noise. A huge amount of techniques for such operations exist there. 
The GAs was adopted to achieve better results, faster processing times and more specialized applications. 
Evolutionary algorithms have been applied to image enhancement by several authors [11]. GAs are used 
to construct new filters, to optimize parameters of existing filters As we can see from Fig. 3, and to look 
for optimal sequence of existing filters. 
We propose the gray scale display method as follows. The proposed method is that the shading is 
reflected by the number of becoming the winner as shown in Fig. 4. For example, because the neuron 5 
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becomes a winner 5 times, the shading of the circle color is the deepest. In contrast, because neurons 7 
and 8 have never been a winner, the shading of these circles is the lightest. Namely, the more number of 
becoming the winner is deeper color. Therefore, we can visually see the positional relationship of input 
data and rough density. 
 
 
Fig. 3. Gray scale mapping curve 
 
Fig. 4. Gray scale display method 
 
SOM. (c) Learning result of GAs.  
We apply the gray scale display method to the simulation results of Fig. 2. The results are shown in 
Fig. 5. As we can see from Fig. 5(1a) and Fig. 5(2a), the conventional display method using the 
conventional SOM can only visualize the boundary line between clusters as usual. However, we can see 
that the proposed gray scale method using GAs visualizes the positional relationship of input data as well 
as the number of clusters from Fig. 5(1b) and Fig. 5(2b). Therefore, not only visualizing the shape of each 
cluster, the proposed method can visualize the rough density by learning. 
In this subsection, we apply the proposed gray scale display to the Lorenz chaotic attractor. We 
prepare the 2- dimensional and the 3-dimensional input data of the Lorenz attractor as shown in Fig. 5(1a) 
and Fig. 5(2a). Fig. 5(b) to Fig. 5(c) shows the results of the conventional SOM and GAs respectively. By 
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using these results and the proposed gray scale display, we obtained the results of the gray scale 
visualization as shown in Fig. 6. From the results, we can not visualize the shape and the relationship for 
the conventional SOM. However, for the proposed display method and GAs we can see the relationship 
of input data and the shape of each cluster. 
 
 
 
 
Fig. 5. (1) 2-dimensional input data. (2) 3-dimensional.  input data. (a) Input data. (b) Learning result of the conventional 
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Fig. 6. (a) Simulation result of the conventional SOM. (b) Simulation result of Gas 
 
5. Conclusions 
In this study, we have discovered the new property of the Shooting SOM (SSOM) proposed in the 
previous study and proposed the gray scale display method. We have explained the differences between 
the conventional SOM and GAs have investigated its behavior. Furthermore, we have applied GAs to 
visualize the relationship of input data and have confirmed its efficiency by combining the best properties 
of SSOM and GAs and the proposed display method. In the future, we try to extend to higher dimensional 
input data because we think that the proposed method can show maximize the benefit by learning more 
than 3-dimensional input data. We try to discover new applications of GAs in diverse fields such as sound 
data processing. 
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