Level set models combine a low-level volumetric representation, the mathematics of deformable implicit surfaces, and powerful, robust numerical techniques to produce a novel approach to shape design. While these models offer many benefits, their large-scale representation and their numerical requirements create significant challenges when developing an interactive system. This paper describes the collection of techniques and algorithms (some new, some preexisting) needed to overcome these challenges and to create an interactive editing system for this new type of geometric model. We summarize the algorithms for producing level set input models and, more importantly, for localizing/minimizing computation during the editing process. These algorithms include distance calculations, scan conversion, closest point determination, fast marching methods, bounding box creation, incremental mesh extraction, numerical integration, and narrow band techniques. Together these algorithms provide the capabilities required for the interactive editing of level set models.
Introduction
Level set models are a new type of geometric model for creating complex, closed objects. They combine a low-level volumetric representation, the mathematics of deformable implicit surfaces, and powerful, robust numerical techniques to produce a novel approach to shape design. During an editing session a user focuses on and conceptually interacts with the shape of a level set surface, while the level set methods "under the hood" calculate the appropriate voxel values for a particular editing operation, completely hiding the volumetric representation of the surface from the user.
More specifically, level set models are defined as an iso-surface, i.e. a level set, of some implicit function φ. The surface is deformed by solving a partial differential equation (PDE) on a regular sampling of φ, i.e. a volume dataset [Osher and Sethian 1988] . It should be emphasized that level set methods do not manipulate an explicit closed form representation of φ, but only a sampling of it. Level set methods provide the techniques needed to change the voxel values of the volume in a way that moves the embedded iso-surface to meet a user-defined goal.
Defining a surface with a volume dataset may seem unusual and inefficient, but level set models do offer numerous benefits in comparison to other types of geometric models. They are guaranteed to define simple (non-self-intersecting) and closed surfaces. Thus level set editing operations will always produce a physicallyrealizable (and therefore manufacturable) object. Level set models easily change topological genus, making them ideal for representing complex structures of unknown genus. They are free of the edge connectivity and mesh quality problems common in surface mesh models. Additionally, they provide the advantages of implicit models, e.g. supporting straightforward solid modeling operations and calculations, while offering a powerful surface modeling paradigm.
Figure 1: Level set modeling system modules. The system consists of: input models (blue), pre-processing (yellow), CSG operations (orange), local LS operators (red), global LS operators (purple) and rendering (green).
Level Set Model Editing System
We have developed an interactive system for editing level set models. The modules and the data flow of the system is diagrammed in Figure 1 . The blue modules contain the types of models that may be imported into the system. The yellow modules contain the algorithms for converting the input models into level set models. The orange, red and purple modules are the editing operations that can be performed on the models. The final (green) module renders the model for interactive viewing.
In a previous paper [Museth et al. 2002] described the mathematical details of the editing operators, which were based on concepts proposed in [Whitaker and Breen 1998 ]. The cut-and-paste (orange) operators give the user the ability to copy, remove and merge level set models (using volumetric CSG operations) and automatically blend the intersection regions (1st red module). Our smoothing operator (2nd red module) allows a user to define a region of interest and smooths the enclosed surface to a user-defined curvature value. We have also developed a point-attraction operator. A regionally constrained portion of a level set surface may be attracted to a set of points to produce a surface embossing operator (3rd red operator). As noted by others, the opening and closing morphological (purple) operators [Serra 1982 ] may be implemented in a level set framework [Sapiro et al. 1993; Maragos 1996] . We have also found them useful for global blending (closing) and smoothing (opening).
Challenges and Solutions
The volumetric representation and the mathematics of level set models create numerous challenges when developing an interactive level set editing system. Together they indicate the need for an enormous amount of computation on large-scale datasets, in order to numerically solve the level set equation at each voxel in the volume. In this paper, we address these issues, focusing on the implementation details of our level set editing work and describing the collection of algorithms (some new, some pre-existing) needed to make an interactive level set model editing system. The first challenge encountered when editing level set models is converting conventional geometric models into the volumetric format needed for processing with level set methods. Our goal has been to connect level set editing with other forms of geometric modeling. The user may utilize pre-existing modeling tools to create a variety of models. Creating a suite of model conversion tools allows those models to be imported into our system for additional modifications using editing operations unique to level set models. We therefore have implemented several scan conversion algorithms. The essential computation for most of these algorithms involves calculating a closest point (and therefore the shortest distance) from a point to the model.
The second major challenge of interactive level set model editing is minimizing the amount of computation needed to perform the individual operations. The mathematics of level set models is defined globally, but in practice most level set operators only modify a small portion of the model. We therefore employ a variety of techniques to localize the level set computations in order to make the editing system interactive. Since we are only interested in one level set (iso-surface) in the volume, narrow band techniques [Adalsteinsson and Sethian 1995; Whitaker 1998; Peng et al. 1999 ] may be used to make the computation proportional to the surface area of the model. Additionally, the extensive use of bounding boxes further limits the region of computation on the surface. Some of our operators require a closest-point-in-set calculation. Here K-D trees [de Berg et al. 1997; Arya et al. 1998 ] are utilized. Finally, interactive viewing is made possible by an incremental mesh extraction algorithm. Brought together, all of these techniques and data structures allow us to import a variety of models and interactively edit them with level set surface editing operators.
Related Work
Two areas of research are closely related to our level set surface editing work; volumetric sculpting, and implicit modeling. Volumetric sculpting provides methods for directly manipulating the voxels of a volumetric model. CSG Boolean operations [Hoffmann 1989; Wang and Kaufman 1994] are commonly found in volume sculpting systems, providing a straightforward way to create complex solid objects by combining simpler primitives. One of the first volume sculpting systems is presented in [Galyean and Hughes 1991] . Incremental improvements to the concept of volume sculpting soon followed. [Wang and Kaufman 1995] introduced tools for carving and sawing, [Avila and Sobierajski 1996] developed a haptic interface for sculpting, [Ferley et al. 2000] introduced new sculpting tools and improved interactive rendering, and [Cutler et al. 2002] provide procedural methods for defining volumetric models. Physical behavior has been added to the underlying volumetric model in order to produce virtual clay [Arata et al. 1999] . [McDonnell et al. 2001] improved upon this work by representing the virtual clay with subdivision solids [MacCracken and Joy 1996] . More recently sculpting systems [Perry and Frisken 2001; Ferley et al. 2001] have been based on octree representations [Meagher 1982; Frisken et al. 2000] , allowing for volumetric models with adaptive resolution.
There exists a large body of surface editing work based on implicit models [Bloomenthal et al. 1997] . This approach uses implicit surface representations of analytic primitives or skeletal offsets. The implicit modeling work most closely related to ours is found in [Wyvill et al. 1999] . They describe techniques for performing blending, warping and boolean operations on skeletal implicit surfaces. An interesting variation of implicit modeling is presented by [Raviv and Elber 2000] , who use a forest of trivariate functions [Casale and Stanton 1985] evaluated on an octree to create a multiresolution sculpting capability.
Level set methods have been successfully applied in computer graphics, computer vision and visualization [Sethian 1999; Sapiro 2001; Osher and Fedkiw 2002] , for example medical image segmentation [Malladi et al. 1995; Whitaker et al. 2001] , shape morphing [Desbrun and Cani 1998; Breen and Whitaker 2001] , 3D reconstruction [Whitaker 1998; Zhao et al. 2001] , volume sculpting [Baerentzen and Christensen 2002] , and the animation of liquids [Enright et al. 2002] .
Our work stands apart from previous work in several ways. We have not developed volumetric modeling tools. Our editing system acts on surfaces that happen to have an underlying volumetric representation, but are based on the mathematics of deforming implicit surfaces. In our system voxels are not directly modified by the user, but instead voxel values are determined numerically by solving the level set equation, based on user input. Since level set models are not tied to any specific implicit basis functions, they easily represent complex models to within the resolution of the sampling. Our work is the first to utilize level set methods to perform a variety of interactive editing operations on complex geometric models.
Level Set Models
A deformable (i.e. time-dependent) surface, S(t), is implicitly represented as an iso-surface of a time-varying scalar function, φ(x, t), embedded in 3D, i.e.
S(t)
where k ∈ is the iso-value, t ∈ + is time, and x(t) ∈ 3 is a point in space on the iso-surface. The fundamental level set equation of motion for φ(x(t), t) is derived by differentiating both sides of Equation 1 with respect to time t, and applying the chain rule giving:
where dx/dt denotes the speed vectors of the level set surface. A complete discussion of the details of the level set method is beyond the scope of this paper. We instead refer the interested reader to [Osher and Fedkiw 2002; Sethian 1999] . Given the definition
Equation 2 can be rewritten as ∂φ ∂t
where dx/dt and n ≡ −∇φ/|∇φ| are the velocity and normal vectors at x on the surface. We assume a positive-inside/negativeoutside sign convention for φ(x, t), i.e. n points outwards. Equation 3 introduces the speed function F , which is a user-defined scalar function that can depend on any number of variables including x, n, φ and its derivatives evaluated at x, as well as a variety of external data inputs. F() is a signed scalar function that defines the motion (i.e. speed) of the level set surface in the direction of the local normal n at x.
The speed function is usually based on a set of geometric measures of the implicit level set surface and data inputs. The challenge when working with level set methods is determining how to combine these components to produce a local motion that creates a desired global or regional behavior of the surface. In [Museth et al. 2002] we define several speed functions that may be used to edit geometric objects.
Types of Computation
The main algorithms employed by our level set modeling system may be placed in three categories: distance computations, bounding box calculations, and level set evolutions. 
Distance Computations
A level set model is represented by a distance volume, a volume dataset where each voxel stores the shortest distance to the surface of the object being represented by the volume. The inside-outside status of the point is defined by its sign, positive for inside and negative for outside. Since we are only interested in one level set (iso-surface) embedded in the volume, distance information is only maintained around one level set (usually of iso-value zero). This "narrow band" is typically five voxels wide (two voxels on each side of the zero level set). See Figure 2 .
Before an object can be edited in our system, it must first be converted into a narrow-band distance volume. Currently we are able to convert polygonal, NURBS, implicit and CSG models, as well as general volumetric models into the appropriate volumetric format. The fundamental operation performed in the conversion process is the calculation of the shortest distance from an arbitrary point to the geometric model being scan converted. Since the calculation is performed repeatedly, efficient computation is essential to minimizing the time needed for conversion.
Narrow Band Approximation
All of our level set editing operators assume that our models are represented as "narrow-band" distance volumes. Unfortunately, our operators do not necessarily produce this representation, signed distance in a narrow band and constant values outside of the band.
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The level set equation (Equation 4) contains no explicit constraints that maintain φ as a signed distance function as time evolves. In fact it can be shown that φ will only remain a distance field for certain restricted types of speed functions [Sapiro 2001 ]. Additionally, the CSG operations used extensively in our editing system are known not to produce true distance values for all circumstances [Perry and Frisken 2001; Breen et al. 2000] . We must therefore reset the volumetric representation of our models after each editing operation in order to ensure that φ is approximately equal to the shortest distance to the zero level set in the narrow band.
After an editing operation, points on the zero level set (isosurface) of the embedded surface can be found by linearly interpolating the voxel values along grid edges that span zero crossings. These "zero-crossing" edges have end-points (voxels) whose associated φ values have opposite signs. The first step in rebuilding φ in the narrow band after an editing operation consists of creating the list of "active" voxels, those adjacent to a zero crossing. The values at these voxels are then recalculated with a first-order Newton's approximation [Whitaker 1998 ], φ new (x) = φ old (x)/|∇φ old (x)|, 1 They do properly produce the correct zero crossings in the resulting volumes.
which is only valid near the zero level set.
The φ values of the next N layers of voxels that form a narrow band on either side of the active list voxels are approximated by a simple city block distance metric. First, all of the voxels that are adjacent to the active list voxels are found. They are assigned a φ value that is one plus the smallest φ value of their 6-connected neighbors in the active list. Next all of the voxels that are adjacent to the first layer, but not in the active list are identified and their φ values are set to be one plus the smallest value of their 6-connected neighbors. This process continues until a narrow band voxels thick has been created.
Scan Conversion of Polygonal Models
This section describes an algorithm for calculating a distance volume from a 3D closed, orientable polygonal mesh composed of triangular faces, edges, vertices, and normals pointing outwards. The algorithm computes the closest point on and shortest signed distance to the mesh by solving the Eikonal equation, |∇φ| = 1, by the method of characteristics. The method of characteristics is implemented 2 efficiently with the aid of computational geometry and polyhedron scan conversion producing an algorithm with computational complexity that is linear in the number of faces, edges, vertices and voxels [Mauch 2003 ].
Let be the closest point on a manifold to the point x. The distance to the manifold is |x − |. Based on this observation, a Voronoi diagram is built for the faces, edges and vertices of the mesh, with each Voronoi cell defined by a polyhedron. Scan conversion is then utilized to determine which voxels of the distance volume lie in each Voronoi cell. By definition the face, edge or vertex associated with the Voronoi cell is the closest element on the mesh to the voxels in the cell. The closest point/shortest distance to the element is then calculated for each voxel.
Suppose that the closest point to a grid point x lies on a triangular face. The vector from to x is orthogonal to the face. Thus the closest points to a given face must lie within a triangular prism defined by the edges and normal vector of the face. Faces produce prisms of both positive and negative distance depending on their relationship to the face's normal vector. The sign of the distance value in the prism in the direction of the normal (outside the mesh) is negative and is positive opposite the normal (inside the mesh). A 2D example is presented in Figure 3 . In two dimensions the Voronoi cells are defined as strips with negative and positive distance.
Consider a grid point x whose closest point is on an edge. Each edge in the mesh is shared by two faces. The closest points to an edge must lie in a wedge defined by the edge and the normals of the two adjacent faces. We define only one Voronoi cell for each edge in the direction where the angle between the faces is greater than π. Finally, consider a grid point x whose closest point is on a vertex. Each vertex in the mesh is shared by three or more faces. The closest points to a vertex must lie in a faceted cone defined by the normals to the adjacent faces. Similar to the edge Voronoi cells, we only define one polyhedron for each vertex. The cone will point outwards and contain negative distance if the surface is convex at the vertex. The cone will point inwards and contain positive distance if the surface is concave at the vertex. tive polyhedron. Figure 5a shows a Voronoi cell (polyhedron) for a single edge. Figure 5b shows all of the vertex polyhedra of an icosahedron.
Once the Voronoi diagram is constructed, the polyhedra associated with each cell is scan converted in order to associate the closest face, edge or vertex with each voxel for the shortest distance calculation. Each polyhedron is intersected with the planes that coincide with the grid rows to form polygons. This reduces the problem to polygon scan conversion. See Figure 6 . For each grid row that intersects the resulting polygon we find the left and right intersection points and mark each grid point in between as being inside the polygon. The polyhedra that define the Voronoi cells must be enlarged slightly to make sure that grid points are not missed due to finite precision arithmetic. Therefore, some grid points may be scan converted more than once. In this case, the smaller distance and thus the closer point is chosen.
Superellipsoids
Superellipsoids are used as modeling primitives and region-ofinfluence (ROI) primitives for some of our operators. In both cases, a scan-converted representation is needed. The parametric equation for a superellipsoid is
where η and ω are the longitudinal and latitudinal parameters of the surface, a1, a2, a3 are the scaling factors in the X, Y , and Z directions, and 1 and 2 define the shape in the longitudinal and latitudinal directions [Barr 1981 ].
The distance to a point on the surface of a superellipsoid defined at [η, ω] from an arbitrary point P is
Squaring and expanding Equation 6 giveŝ
(a) (b) 
Unfortunately, superellipsoids have a tangent vector singularity near [η, ω] values that are multiples of π/2. To overcome this problem, we re-parameterize S by arc length [do Carmo 1976] . Once our steepest descent (ond) is redefined so that it is steepest with respect to the normalized parameters (α, β) we can use the gradient of the re-parameterizedd,
to find the closest point with greater stability. For more details see [Breen et al. 2000] . The general formulation of Equation 9 significantly simplifies for values of η and ω near multiples of π/2. Instead of deriving and implementing these simplifications for all regions of the superellipsoid the calculation is only performed in the first octant (0 ≤ η ≤ π/2, 0 ≤ ω ≤ π/2). Since a superellipsoid is 8-way symmetric, point P may be reflected into the first octant, the minimization performed, and the solution point reflected back into P's original octant.
It should be noted that for certain values of 1 and 2 the normals of a superellipsoid become discontinuous, producing special degenerate primitives that must be dealt with separately. The most common cases are the cuboid ( 1 = 2 = 0), and the cylinder ( 1 = 0, 2 = 1). The shortest distance to these primitives may be determined by calculating the shortest to each individual face (6 for the cuboid, 3 for the cylinder), and choosing the smallest value.
A faster, but less accurate, alternative for scan-converting any implicit primitive involves utilizing the approximation from Sec- Figure 7 : An embossed level set teapot model. tion 3.1.1 at the voxels adjacent to the primitive's surface. Given these voxel values, the distance values at the remaining voxels may be calculated with a Fast Marching Method [Sethian 1996; Tsitsiklis 1995] . See Section 3.1.6. Also, once shortest distance can be calculated for any closed primitive, distance to a Constructive Solid Geometry (CSG) model consisting of combinations of the primitive may also be computed [Breen et al. 2000 ].
NURBS Surfaces
Non-Uniform Rational B-Spline (NURBS) surfaces may also be imported into our system and edited. The teapot model of Figure  7 was scan converted into a distance volume using an algorithm and software developed by [Johnson and Cohen 1998 ]. They have developed a framework that employs a lower-upper bound (LUB) tree to rapidly calculate the closest point to a complex, concave surface from an arbitrary point. A small number of operations must be available in order to process a particular surface in the framework. The needed operations are 1) return a bounding volume, 2) return a lower bound on the distance, 3) return an upper bound on the minimum distance, 4) bounding volume refinement, and 5) computation termination. These operations are used in a pruning method that converges on the closest point, and therefore the shortest distance, to the surface.
The algorithm begins by creating a bounding volume around the surface, which is then split into two bounding volumes using the refinement operator. These two bounding volumes are placed on the active list. A bounding volume is considered active if it possibly contains the closest point. Once this initialization step is complete the following algorithm is executed.
1. Calculate the upper bound of minimum distance for each bounding volume on the active list. Store the minimum of these upper bound values.
2. For each bounding volume on the active list, calculate the lower bound on distance.
3. If a bounding volume's lower bound is greater than the previously stored minimum upper bound, the closest point cannot be in this bounding volume, and it is removed from the active list.
4. Once all items of the active list have been processed and the termination test fails, the remaining bounding volumes are split with the refinement operator and the smaller bounding volumes are placed on the active list, replacing their parent bounding volumes.
5. If the termination test failed, go to Step 1. Otherwise, calculate shortest distance to the portions of the surface enclosed in the bounding boxes on the active list. Return the smallest value.
Point Sets
Some of our level set editing operators need to determine the closest point in a set from another arbitrary point. This capability is used during level set blending (when calculating the distance to an intersection "curve") and embossing (moving a level set surface towards a point set). We utilize the ANN library of Mount and Arya. 3 The library calculates closest point queries of a point set in O(log N ) time by first storing the point set in a hierarchical data structure that partitions the space around the point set into non-overlapping cells. Given an input point, the hierarchical structure is traversed and candidate cells are identified and sorted [Arya et al. 1998 ]. A priority search technique is then utilized to find the closest point (within some tolerance ) in the list of candidate cells [Arya and Mount 1993] . When the points are uniformly distributed, we have found that storing the point set in a K-D tree [de Berg et al. 1997] provides the best performance. For clustered points, storing the point set in the balanced box decomposition (BBD) tree described in [Arya et al. 1998 ] produces the fastest result.
Sethian's Fast Marching Method
We utilize Sethian's Fast Marching Method (FMM) to generate distance volumes when given distance values only at voxels immediately adjacent to the zero level set. This can occur when scanconverting implicit primitives, and generating distance volumes from a level set segmentation ]. The FMM is also used to calculate the distance values needed for our morphological operators.
The solution of the Eikonal equation with the boundary condition φ| S = 0 (a zero level set) is the distance from the manifold S. The characteristics of the solution are straight lines which are orthogonal to S. We call the direction in which the characteristics propagate the downwind direction. More than one characteristic may reach a given point. In this case the solution is multi-valued. One can obtain a single-valued weak solution by choosing the smallest of the multi-valued solutions at each point. This is a weak solution because φ is continuous, but not everywhere differentiable. The equation may be efficiently and directly solved by ordering the grid points of the volume, so that information is always propagated in the direction of increasing distance. This is Sethian's Fast Marching Method [Sethian 1996 ]. It achieves a computational complexity of O (N log N ) .
The Fast Marching Method is similar to Dijkstra's algorithm [Cormen et al. 2001] for computing the single-source shortest paths in a weighted, directed graph. In solving this problem, each vertex is assigned a distance, which is the sum of the edge weights along the minimum-weight path from the source vertex. As Dijkstra's algorithm progresses, the status of each vertex is either known, labeled or unknown. Initially, the source vertex in the graph has known status and zero distance. All other vertices have unknown status and infinite distance. The source vertex labels each of its adjacent neighbors. A known vertex labels an adjacent vertex by setting its status to labeled if it is unknown and setting its distance to be the minimum of its current distance and the sum of the known vertices' weight and the connecting edge weight. It can be shown that the labeled vertex with minimum distance has the correct value. Thus the status of this vertex is set to known, and it labels its neighbors. This process of freezing the value of the minimum labeled vertex and labeling its adjacent neighbors is repeated until no labeled vertices remain. At this point all the vertices that are reachable from the source have the correct shortest path distance. The performance of Dijkstra's algorithm depends on quickly determining the labeled vertex with minimum distance. One can efficiently implement the algorithm by storing the labeled vertices in a binary heap. Then the minimum labeled vertex can be determined in O(log n) time where n is the number of labeled vertices.
Sethian's Fast Marching Method differs from Dijkstra's algorithm in that a finite difference scheme is used to label the adjacent neighbors when a grid point becomes known. If there are N grid points, the labeling operations have a computational cost of O(N ). Since there may be at most N labeled grid points, maintaining the binary heap and choosing the minimum labeled vertices makes the total complexity O(N log N ).
Bounding Box Calculations
One of the most effective techniques for increasing interactivity in our level set editing system involves localizing computations to the smallest possible subset of the level set volume dataset permitted by the operation. This is feasible because many of the editing operators by their very nature are local. The selection of the proper subvolume during the editing process is conveniently implemented with grid-aligned bounding boxes. Having the bounding boxes axisaligned makes them straightforward to compute and manipulate, and having them grid-aligned guarantees that intersections directly correspond to valid subvolumes. The bounding box position and size are based on the geometric primitive, e.g. superellipsoid, triangle mesh or point set, being utilized by a particular operator.
Level Set Subvolumes
The computational cost of performing a local level set editing operation (blending, smoothing, sharpening and embossing) is significantly reduced by restricting the computations to a tightly bound subvolume of the complete model. These operators are defined by speed functions (F()) that specify the speed of the deformation on the surface. For the smoothing, sharpening and embossing operators, the user specifies the portion of the model to be edited by positioning a region-of-influence (ROI) primitive. The speed function is defined to be zero outside of the ROI primitive. During a blending operation a set of intersection voxels (those containing both surfaces being blended) are identified and blending only occurs within a user-specified distance of these voxels. The speed function is zero beyond this distance. In both cases no level set computation is needed in the outer regions. Given the ROI primitive and the distance information from the set of intersection voxels, a grid/axis-aligned bounding box that contains only those regions where the speed function is non-zero can be defined. A subvolume is "carved" out from the complete model by performing a CSG intersection operation with the signed distance field associated with bounding box and the model's volume. The resulting subvolume is then passed to the level set solver, and inserted back into the model's volume after processing.
Incremental Mesh Extraction
The mesh extraction needed for interactive viewing can also be significantly optimized by incrementally updating the mesh only in regions where the level set surface actually changes, i.e. inside the bounding box described above. We use a modified version of the Marching Cubes (MC) algorithm similar to [Galyean and Hughes 1991] , since this greatly simplifies the merging of triangle meshes. First, portions of the complete mesh are selectively eliminated by removing all triangles with vertices inside the bounding box. At each iteration of the level set calculation, new triangles extracted from the subvolume are incrementally added to the mesh. Since the bounding box is grid-aligned, and all vertices of an MC mesh lie on grid boundaries, the new triangles are perfectly connected to the larger mesh. Mesh extraction is further optimized by utilizing the level set solver's active list, which contains all the voxels surrounding the subvolume's zero crossings. Therefore it is not necessary to march through all of the voxels, simply traversing and processing the voxels in the active list is sufficient. Given these techniques the mesh of the deforming level set surface may be interactively displayed while the equation is being iteratively solved, allowing the user to terminate processing once a desired result is achieved.
Level Set Evolution
Several of our editing operators modify geometric objects, represented by volume datasets (a 3D grid), by evolving the level set partial differential equation (PDE). The solutions to the level set PDE are computed using finite differences on the grid. 4 The use of a grid and discrete time steps raises a number of numerical and computational issues that are important to the implementation. The two central issues are the proper choice of a numerical integration scheme, and the development of an appropriate narrow band algorithm for localizing computation. The details of these schemes/algorithms will ultimately affect the stability, accuracy and efficiency of the system.
Integration
First, the discrete approximation of the derivatives in Equation 4 must be defined. Let u n be a discrete approximation to φ(x, t) at the nth discrete time step. The equation can be solved using finite forward differences if one uses the up-wind scheme, proposed by Osher and Sethian [Osher and Sethian 1988] , to compute the spatial derivatives. The update equation is
where ∆t is a constant that is chosen to ensure stability, and ∆u
is the discrete approximation to ∂φ/∂t. We assume, without a loss in generality, that the grid spacing is unity. The initial conditions u 0 are established by the algorithm and the boundary conditions are such that the derivatives toward the outside of the grid are zero (Neumann type).
The up-wind scheme relies on one-sided derivatives:
with similar equations for y and z. The partials in Equation 4 are computed using only those derivatives that are up-wind relative to the movement of the level set. Thus, the update becomes
The time steps, ∆t, are limited by the speed of the fastest moving wavefront, which can move only one grid unit per iteration, i.e.,
Thus, the steps for computing level set model evolutions are: Figure 8 : A level curve of a 2-D scalar field passes through a finite set of grid points. Only those grid points and their nearest neighbors are relevant to the evolution of that curve.
1. Initialize model volume u 0 , using one of the distance calculations described in Section 3.1. 6. If the incremental change in the model is below threshold, done. Otherwise go to step 3
Sparse-Field Solutions
The up-wind solution to the equations described in the previous section produces the motion of level set models over the entire range of the embedding, i.e., for all values of k in Equation 1. However, this method requires updating every voxel in the volume for each iteration., which means that the computation time increases as a function of the volume, rather than the surface area, of the model. Because surface editing only requires a single model, the calculation of solutions over the entire range of iso-values is unnecessary. The literature has shown this situation can be improved by the use of narrow-band methods, which compute solutions only in a narrow band of voxels that surround the level set of interest [Adalsteinsson and Sethian 1995; Peng et al. 1999] . In previous work [Whitaker 1998 ] described an alternative numerical algorithm, called the sparse-field method, that computes the geometry of only a small subset of voxels in the range and requires a fraction of the computation time required by previous algorithms. We have shown two advantages to this method. The first is a significant improvement in computation times. The second is increased accuracy when fitting models to forcing functions that are defined to sub-voxel accuracy.
The sparse-field algorithm takes advantage of the fact that a klevel surface, S, of a discrete image u (of any dimension) has a set of cells through which it passes, as shown in Figure 8 . The set of grid points adjacent to the level set is called the active set, and the individual elements of this set are called active points. As a first-order approximation, the distance of the level set from the center of any active point is proportional to the value of u divided by the gradient magnitude at that point. We compute the evolution given by Equation 4 on the active set and then update the neighborhood around the active set using a fast approximation to the distance transform, which simply adds the "city-block" distance to values of the active set. See Section 3.1.1. Because active points must be adjacent to the level set model, their positions lie within a fixed distance to the model. Therefore the values of u for elements in the active set must lie within a certain range of greyscale values. When active-point values move out of this active range they are no longer adjacent to the model. They must be removed from the set and other grid points, those whose values are moving into the active range, must be added to take their place. The precise ordering and execution of these operations is important to the operation of the algorithm.
The values of the points in the active set can be updated using the up-wind scheme described in the previous section. In order to maintain stability, one must update the neighborhoods of active grid points in a way that allows grid points to enter and leave the active set without those changes in status affecting their values. Grid points should be removed from the active set when they are no longer the nearest grid point to the zero crossing. If we assume that the embedding u is a discrete approximation to the distance transform of the model, then the distance of a particular grid point, (i, j, k) , to the level set is given by the value of u at that grid point. If the distance between grid points is defined to be unity, then we should remove a point from the active set when the value of u at that point no longer lies in the interval [−1/2, 1/2]. If the neighbors of that point maintain their distance of 1, then those neighbors will move into the active range just as (i, j, k) is ready to be removed.
There are two operations that are significant to the evolution of the active set. First, the values of u at active points change from one iteration to the next. Second, as the values of active points pass out of the active range they are removed from the active set and other neighboring grid points are added to the active set to take their place. Formal definitions of active sets and the operations that affect them are detailed in [Whitaker 1998 ], and it is shown that active sets will always form a boundary between positive and negative regions in the image, even as control of the level set passes from one set of active points to another.
Because grid points that are near the active set are kept at a fixed value difference from the active points, active points serve to control the behavior of adjacent nonactive grid points. The neighborhoods of the active set are defined in layers,
. . , L −N , where the indicates the distance (city block distance) from the nearest active grid point, and negative numbers are used for the outside layers. For notational convenience the active set is denoted L 0 . The number of layers should coincide with the size of the footprint or neighborhood used to calculate derivatives. In this way, the inside and outside grid points undergo no changes in their values that affect or distort the evolution of the zero set. The work in this paper uses second-order derivatives of φ, which are calculated using nearest neighbors (6 connected). Therefore only 5 layers are necessary (2 inside layer, 2 outside layer, and the active set). These layers are denoted 
Direction of active cell value change

Direction of zero crossing movement
Outside Inside This algorithm can be implemented efficiently using linked-list data structures combined with arrays to store the values of the grid points and their states as shown in Figure 10 . This requires only those grid points whose values are changing, the active points and their neighbors, to be visited at each time step. The computation time grows as m 2 , where m is the number of grid points along one dimension of U (sometimes called the resolution of the discrete sampling). The m 2 growth in computation time for the sparse-field models is consistent with conventional (parameterized) models, for which computation times increase with surface area rather than volume.
Another advantage of the sparse-field approach is resolution. Equation 4 describes a process whereby all of the level sets of φ are pushed toward the zero-set of F(). The result is a shock, a discontinuity in φ. In discrete volumes these shocks take the form of high-contrast areas, which cause aliasing in the resulting models. This results in surface models that are unacceptable for many computer graphics applications.
When using the sparse-field method, the active points serve as a set of control points on the level set. Changing the values of these voxels changes the position of the level set. The forcing function is sampled not at the grid point, but at the location of the nearest level set, which generally lies between grid points. Using a first-order approximation to φ produces results that avoid the aliasing problem associated with the shocks that typically occur with level set models. Previous work has shown significant increases in the accuracy of fitting level set models using the first-order modification to the sparse-field method [Whitaker 1998 ].
With the first-order modification, the procedure for updating the image and the active set based on surface movements is as follows: Table 1 : Distribution of algorithms used in each module in our interactive level set model editing system.
3.1.4), scan conversion (Section 3.1.2) and Sethian's Fast Marching Method (Section 3.1.6). All of the level set deformation operators (blending, smoothing, sharpening and embossing) use bounding boxes (Section 3.2.1), numerical integration (Section 3.3.1) and the sparse-field techniques (Section 3.3.2). The blending and embossing operators use K-D trees (Section 3.1.5) to quickly find closest points. The smoothing, sharpening and embossing operators utilize shortest distance calculations (Section 3.1.3) for localizing computation. The morphological operators employ Sethian's Fast Marching Method (Section 3.1.6) to calculate the needed distance information. Our mesh extraction algorithm also extensively utilizes bounding boxes and the active list of the level set solver to implement an incremental version of the Marching Cubes algorithm [Lorensen and Cline 1987] . All of the modules use some kind of narrow band calculation to either limit computation to only those voxels near the level set of interest (Section 3.3.2), or to re-establish proper distance information in the narrow band after performing its operation (Section 3.1.1).
Results
We have produced numerous models with our level set editing system. The teapot (NURBS surface), dragon (scanned volume), human head and bust (polygonal surfaces) and eyelet on the winged dragon's back (superquadric) in Figures 7, 11 , 12, 14 demonstrate that we are able to import several types of models into our system. The CSG operators with blending were utilized to produce the winged, double-headed dragon and repaired bust in Figures  11 and 14 . The images of the dragon are volume rendered and were interactively produced by VTK's Volview program utilizing TeraRecon's VolumePro 1000 volume rendering hardware. The smoothing operator is used to fix problems in a model produced by an early, unfinished version of the NURBS scan conversion code in Figure 13 . The embossing operator produced the result in Figure  7 . The results of our morphological operators [Serra 1982 ] are presented in Figure 12 . It should be noted that the images in Figure 14 are screen shots from an interactive editing session with our system, running on a Linux PC with dual AMD Athlon MP2100+ 1.7GHz processors. All of the following timing information is produced on this computer. A level set editing session begins by first importing a level set model into our system. The process of generating an initial level set model, e.g. with scan conversion, is not incorporated into the system. It is considered a separate preprocessing step. Once a model 5 is brought into the system, it and the tools to modify it may be interactively (at 30Hz) manipulated and viewed. Once a level set editing operation (e.g. blending, smoothing, embossing, and opening) is invoked, an iterative computational process modifies the model. After each iteration the current state of the model is displayed, allowing the user to stop the operation, once a desired result is produced. We have found that most operations need approximately 10 iterations to produce a satisfactory result. Each iteration takes approximately 1/2 to 1 second, this includes level set evolution, mesh extraction and display. Therefore most level set operations take 5 to 10 seconds to complete. The CSG operations are not iterative and require less than one second of computation time. These computation times provide an environment that allows a user to quickly specify an operation, and then wait just a few seconds for it to complete. Our system includes an undo facility, giving the user the ability to rapidly try numerous editing operations until the best result is found.
Conclusion and Future Work
This paper has described the collection of techniques and algorithms (some new, some pre-existing) needed to create an interactive editing system for level set models. It has summarized the algorithms for producing level set input models and, more importantly, for localizing/minimizing computation during the editing process. These algorithms include distance calculations, scan conversion, Figure 12 : Applying a morphological opening to a laser scan reconstruction of a human head (left). The opening performs global smoothing by removing protruding structures smaller than a user-defined value d. First an offset surface a distance d outwards (dilation) is created (center), followed by an offset surface distance d inwards (erosion) to produce the smoothed result (right). closest point determination, fast marching methods, bounding box creation, incremental mesh extraction, numerical integration, and narrow band techniques. Together these algorithms provide the capabilities required for the interactive editing of level set models. Future work will involve exploring point-based rendering techniques in order to speed up the display of large models. Additionally, we plan to investigate level set modeling within a semi-immersive environment. Figure 14 : Repairing a Greek bust. The right cheek is first copied, mirrored, pasted, and blended back onto the left side of the bust. Next a nose is copied from a human head model, scaled and blended onto the broken nose of the Greek bust. Finally the hair of the bust is chiseled by a localized sharpening operation.
