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DETECTING ANISOTROPIC INCLUSIONS THROUGH EIT
JAN CRISTINA AND LASSI PA¨IVA¨RINTA
Abstract. We study the evolution equation ∂tu = −Λtu where Λt is the Dirichlet–Neumann
operator of a decreasing family of Riemannian manifolds with boundary. We derive a lower
bound for the solution of such an equation, and apply it to a quantitative density estimate for
the restriction of harmonic functions onM = Σ0 to the boundaries of ∂Σt. Consequently we
are able to derive a lower bound for the difference of the Dirichlet–Neumann maps in terms of
the difference of a background metrics g and an inclusion metric g + χΣ(h− g) on a manifold
M.
The Caldero´n problem asks whether one can determine the coefficients σ of a boundary value
problem on a Riemannian manifold (M, g)
div(σdu) = 0 u|∂M = f(1)
from knowledge of the map Λσ : f 7→ ∂νu, where ∂ν is the outward unit normal. This map
is called the Dirichlet–Neumann (DN) map. In the event that σ is a positive definite tensor,
and the dimension of the manifold is greater than 2, then this is equivalent to determining a
Riemannian metric from the Dirichlet–Neumann map.
The DN-map can be formulated weakly as
(2)
∫
∂M
Λg(f1)(f2) dvol∂M =
∫
M
du1 ∧ ⋆gdu2,
where ⋆g is the Hodge star associated to g. It can be seen that very little regularity must be
assumed, and in fact a bounded measurable metric is already enough to pose the question, as
then we are guaranteed existence and uniqueness for the boundary value problem (1).
We study a Riemannian manifold (M, g), and its associated Dirichlet–Neumann map Λ. Given
a smooth submanifold with boundary of the same dimension, Σ and a Riemannian metric h on
Σ, we can consider M with the bounded measureable metric g + χΣ(h − g), where χΣ is the
characteristic function of Σ. The main result of the paper is the following Theorem:
Theorem 1. Let Σ ⊂⊂M be a compactly contained C4 subdomain which is an n-dimensional
submanifold with boundary in a compact n-dimensional C4 manifold with boundary M. Let
(M, g) (Σ, h) be C3-smooth Riemannian manifolds. Let g/R ≤ h ≤ Rg and let h be K Lipschitz
(with respect to g) on Σ. There are positive numbers C1, and C2 which depend on M, g, R, Σ
and K such that
sup
x∈∂Σ
|h− g|g(x) ≤ C1| log ‖ΛM,g − ΛM,h‖|
−1/C2 ,
where |h− g|g(x) = supX∈TxM |h(X,X)− g(X,X)|/g(X,X).
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Caldero´n first posed his problem in [4] (republished in [5]). There he considered the problem
of determining the conductivity of an object, by measuring the resulting current arising from
a voltage distribution applied to the surface. This was modelled by a Euclidean domain Ω
and a scalar conductivity, σ, so that the resulting voltages satisfy the conductivity equation
div(σ gradu) = 0. Since then much progress has been made in the case of scalar conductivities,
[16],[1],[10],[6].
Also of interest are anisotropic conductivities, where σ is a symmetric positive definite tensor;
these provide a more accurate model of certain materials e.g. muscle or nerve tissue [11, 8]).
The most complete analysis of this problem in two-dimensions is [2]. In higher dimensions,
as mentioned, this is equivalent to trying to determine the Riemannian metric of a manifold
with boundary. An obvious first obstruction, of course, is the invariance of the problem under
boundary fixing diffeomorphisms. I.e. given (M, g) and a boundary fixing diffeomorphism Φ,
then
Λg = ΛΦ∗g.
Progress on this front, has been made in the case of real-analytic manifolds and metrics [12], and
in distinguishing between representatives within a conformal class of certain admissible manifolds
in [7]. But the methods used therein require rather strong assumptions on the regularity and
geometry of the manifold respectively. Of course the results are significantly stronger.
The proof of the main theorem follows from a quantitative density estimate for the restriction
of harmonic functions to the boundary of a manifold on the interior of M.
More precisely, we construct a map ϕ : ∂M× [0, 1] → M, which is a diffeomorphism onto
its image, for which ϕ(x, 0) = x. Denoting by Σt the set M \ ϕ(∂M× [0, t)), and assuming
that Σ ⊂ Σ1 and ∂Σ ∩ ∂Σ1 is an (n− 1) manifold in a neighbourhood of a point x, we use the
following result to prove the theorem.
Theorem 2. Let ϕ : [0, 1]× ∂M→M be a C4 diffeomorphism onto its image, let g be a C2,1
metric tensor. Let Σt =M\ϕ(∂M× [0, t)). There are numbers C1 and C2 depending on ϕ, M
and g, such that for every f ∈ H1(Σ1) ‖f‖1/2 = 1 and every ε > 0 there is a u ∈ H
1/2(∂M)
such that
‖E(u)|Σ1 − f‖1/2 ≤ ε
and ‖u‖1/2 ≤ e
C1(‖f‖1/(ε‖f‖1/2))
C2
.
The proof of theorem 2 involves several key observations. The first is that given a harmonic
function u :M→ R satisfying u|∂M = f , it satisfies the tautological evolution equation
(3) ∂tut = −ηtΛtut +Xtut u0 = f,
where ut(x) = u(ϕ(x, t)), Λt is Dirichlet–Neumann operator for (Σt, g) whose unit outward
normal is given by νt, ηt = g(ϕ∗∂t, νt), Xt is a derivation given by the projection of ϕ∗∂t to ∂Σt.
We are able to derive a lower bound for solutions of (3), by considering the evolution of
(‖ut‖1/‖ut‖0)
2 and judiciously applying Gro¨nwall’s lemma.
The density result then follows by iterating the lower bound with evolution from the exterior
boundary to the interior boundary, and vice versa.
Theorem 1 then follows by constructing functions on ∂Σ1 which are supported in a neigh-
bourhood of x, and see the inclusion at ∂Σ. Care must be shown when choosing the functions
as the metric g + (h− g)χΣ is not smooth on Σ1, and hence Theorem 2 cannot be applied as is.
1. Preliminaries
We define Sobolev spaces on our manifolds via a smooth (that is as smooth as the manifold
allows) partition of unity ψi, supported on a set Ui with a coordinate chart ϕi : Ui → R
n
+. A
measurable function u is in Hs(M) if ψi ◦u◦ϕi is in H
s(Rn+) for every s. IfM is C
k then this is
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valid for s ∈ [0, k]. For brevity’s sake whenever Ck,1 is implied for k = −1 we intend it to mean
L∞.
For s ∈ [0, k− 1] we can define the spaces Hs(M,ΛlM) to be the space of measurable l-forms
α for which ϕ∗iψiα ∈ H
s(Rn+,Λ
l
R
n).
We define the spaces Hs(∂M) and Hs(∂M,Λl∂M) similarly. We define the space
H−s(∂M,Λl∂M)
to be the dual of Hs(∂M,Λn−1−l∂M) for s ∈ [0, k−1]. This negates the need for a volume form
which will be important in the low regularity case for s ∈ [0, k − 1]. If l = 0 then this definition
can be extended to s ∈ [0, k]. A norm ‖ · ‖s is fixed, although it is not particularly important
which one. For instant 〈(I +∆)s·, ·〉 where ∆ is some fixed Laplace–Beltrami operator.
Let M be Ck+1, Given a metric tensor g ∈ Ck−1,1, let s ∈ [1/2, k + 3/2]. For every f ∈
Hs(∂M) the boundary value problem
(4)
∫
M
du ∧ ⋆dϕ = 0 u|∂M = f
has a unique solution u which is in Hs+1/2(M). This is a standard result in second order
elliptic partial differential equations [9]. We define Eg(f) := u to be the solution operator. The
Dirichlet–Neumann map is given by
(5)
∫
∂M
Λg(f1)(f2) dvol =
∫
M
dEg(f1) ∧ ⋆gdEg(f2).)
If g is only bounded and measurable it is only defined as a map H1/2(∂M)→ H−1/2(∂M,Λn−1)
and we write Λg(f1)(f2).
Lemma 3. Let k ≥ 1. Let g be a Ck−1,1 metric tensor, andM is Ck+1. The Dirichlet–Neumann
map for (M, g) is given by
Λ = ∆
1/2
0 +R,
where R : Hs → Hs for s ∈ [−k − 1/2, k + 1/2], and ∆0 is the Laplace–Beltrami operator on
∂M.
Proof. We will prove that E(u) = E0(u) +R(u) where E0 : H
s+1/2 → Hs+1 and R : Hs+1/2 →
Hs+2. First let ϕ : ∂M× [0, ε] be a Ck+1,1 diffeomorphism intoM, such that ϕ∗∂t = −ν at ∂M.
Such a difeomorphism exists by the tubular-neighbourhood or collar neighbourhood theorems [3]
[13, Thm 6.17]. Then define an extension function E0 by taking
E0uλ(ϕ(x, t)) = ψ(t)e
−λtuλ(x),
where ψ is a smooth non-negative cut-off function equal to one in a neighbourhood of 0, and 0
in a neighbourhood of ε, and ∆0uλ = λ
2uλ.
Then consider E(u) = E0(u) + h where h ∈ H
1
0 (M). But E(u) is the solution operator for ∆,
the Laplace–Beltrami operator on M, so
∆h = −∆E0u.
Because g ∈ Ck,1, uλ ∈ C
k+1(∂M) ∩Hk+2(∂M) [9]. Consequently, E0(uλ) ∈ H
k+2(M). Then
∆E0(uλ) = (∆−∆0 + ∂
2
t )E0(uλ) + (−∂
2
t +∆0)(E0(uλ)),
Note that the leading coefficients of (∆0 −∆ − ∂
2
t ) are bounded by a constant times t, as our
collar neighbourhood is C2. Note further that for every 0 < s ≤ k + 2, there is a Cs such that
for every λ, ‖uλ‖s ≤ Csλ
s. Hence
‖Xk(∆0 −∆)E0(uλ)(·, t)‖L2(∂M) ≤ Ck(te
−λtλk+2 + e−λtλk+1).
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We will show that ∆E0 extends to a bounded map from H
s+1/2(∂M) → Hs(M), and
consequently by inverting ∆ on H10 (M) and applying standard elliptic theory, we get that
∆−1(∆E0) : H
s+1/2(∂M)→ Hs+2(M). Now we can take the normal derivative to get
∂ν∆
−1(∆E0) : H
s+1/2(∂M)→ Hs+1(M),
finally taking the trace yields a map Hs+1/2(∂M)→ Hs+1/2(∂M). Lastly because ∆1/2 and Λ
are selft adjoint it follows that R is self adjoint and hence bounded for s ∈ [−k − 1/2, k + 1/2].

Lemma 4. Let k ≥ 0. Let M be a Ck+2 manifold. Let g ∈ Ck−1,1 be a metric tensor on M,
then the Dirichlet–Neumann map Λg : H
s+1(∂M)→ Hs(∂M,Λn−1∂M) is a bounded invertible
map Hs(∂M)/C → Hs−1/C for s ∈ [1/2, k + 1/2], where C is the space of constant functions.
Proof. We note that
Λg(f)(f) =
∫
M
dE(f) ∧ ⋆gdE(f) = ‖dE(f)‖
2
2
Let u = E(f), and let uM denote its average overM. By the Poincare´ inequality forM we have
‖u− uM‖
2 ≤ C
∫
M
du ∧ ⋆gdu = CΛg(f)(f).
Furthermore letting η denote the solution to the Dirichlet problem
∆η = (
∫
M
dvolM)
−1 η|∂|M = 0,
we see that uM =
∫
∂M fi
∗ ⋆g dη, and hence
‖u‖21 ≤ C[‖f‖
2
0 + Λ(f)(f)].
Then noting that the trace operator is bounded from H1(M)→ H1/2(∂M) yields
‖f‖21/2 ≤ C[‖f‖
2
−1/2 + Λ(f)(f)]
‖f‖1/2 ≤ C[‖f‖−1/2 + ‖Λ(f)‖−1/2]
Consequently Λg has a discrete spectrum. The kernel of Λg is given by the constant functions,
otherwise the double extension on the doubled manifold is a non-constant harmonic function.
Hence there is a spectral gap and Λ is invertible on the orthogonal complement of the constant
functions. If k = 0 then we are done.
For k ≥ 1 consider [Λ,∆
σ/2
0 ]. This is equal to [R,∆
σ/2
0 ], which is a bounded map H
s → Hs−σ
for s ∈ [0, k + 1/2], and σ/2 ∈ [0, k + 1/2]. So we can apply the preceding to yield
‖∆
σ/2
0 f‖1/2 ≤ C‖∆
σ/2
0 f‖−1/2 + ‖∆
σ/2
0 Λ(f)‖1/2 + ‖[Λ,∆
σ/2
0 ]f‖−1/2
≤ C[‖f‖σ−1/2 + ‖Λ(f)‖σ−1/2]
As a result
‖f‖s+1/2 ≤ C[‖f‖s−1/2 + ‖Λ(f)‖s−1/2]
for s ∈ [0, k − 1/2]. Consequently we can deduce that the eigenfunctions of Λ ∈ Hs(∂M) for
s ∈ [0, k + 1/2], and Λ has a bounded inverse Hs−1 → Hs. 
Lemma 5. Let k ≥ 0 and g ∈ Ck,1, η ∈ Ck+1,1(∂M), then [Λ, η] : Hs → Hs for s ∈ [0, k + 1]
This is a classical result in pseudodifferential operators [17] but results with less than C∞
regularity are hard to find, hence we prove it here.
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Proof. The bulk of the proof is to show that ∆
1/2
0 η − η∆
1/2
0 is bounded from H
s → Hs. This
relies on the fact that Dirichlet Neumann map can be expressed as
(6)
∫
∂M
∆
1/2
0 (u)v dvol =
∫
M
dE(u) ∧ dE(v)
=
∫
M
d(E(u) + h) ∧ ⋆dE(v) =
∫
M
dE(u) ∧ ⋆d(E(v) + h′)
where E is the harmonic extension operator, and h and h′ are arbitrary W 1,20 functions. Thus∫
N
∆
1/2
0 (ηuλ)uµ − η∆
1/2
0 (uλ)uµ dvol
=
∫
N
ηuλ∆
1/2
0 (uµ)−∆
1/2
0 (uλ)ηuµ
=
∫
N
∫ ∞
0
d(ηe−tλuλ) ∧ ⋆d(e
−tµuµ)− d(e−tλuλ) ∧ ⋆d(ηe
−tµuµ)
=
∫
N
∫ ∞
0
dη ∧ ⋆(uλduµ − uµduλ)e
−t(µ+λ) dt
≤ C‖dη‖∞(‖uλ‖1 + ‖uµ‖1)(λ + µ)
−1.
To show that it is bounded from Hs → Hs, we consider only integer s, as fractional s follows
from interpolation. We can commute with ∆s/2. If s is odd this is
∆
s/2
0 [∆
1/2
0 , η] = η∆
(s+1)/2
0 + [∆
(s+1)/2
0 , η]−∆
s/2
0 η∆
1/2
0
= [η,∆
1/2
0 ]∆
s/2
0 + [∆
(s+1)
0 /2, η] + ∆
1/2
0 [∆
(s−1)/2
0 , η]∆
1/2
0
= [η,∆
1/2
0 ]∆
s/2
0 +B
where B is bounded Hs → H0. If s is even, then
∆
s/2
0 [∆
1/2
0 , η] = ∆
1/2
0 η∆
s/2
0 +∆
1/2
0 [∆
s/2
0 , η]− η∆
1/2
0 ∆
s/2
0 + [∆
s/2
0 , η]∆
1/2
0
= [∆
1/2
0 , η]∆
s/2
0 +B
where B : Hs → H0. 
Lemma 6. For k ≥ 0 let g be Ck,1. Let X be a derivation on ∂M, with Ck,1 coefficients. Then
[X,Λ] : Hs → Hs−1,
For s ∈ [1/2, k].
Proof. Once again∫
∂M
[X,∆
1/2
0 ](u)(v) dvol = −
∫
N
∆
1/2
0 (u)X(v) dvol +
∫
N
∆
1/2
0 (u) divXv dvol
−
∫
N
X(u)∆
1/2
0 (v) dvol
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Then we examine the action on basis elements, extending X(uλ) by e
−λtX(uλ). Consequently,
using an orthonormal frame ei,∫
∂M
[X,∆
1/2
0 ](uλ)(uµ) dvol
= −
∫ ∞
0
∫
∂M
λµe−t(λ+µ)[X(uλ)uµ + uλ(X − divX)(uµ)] dvol dt
−
∫ ∞
0
e−t(λ+µ)
∫
∂M
[d(X(uλ)) ∧ ⋆d(uµ) + d(uλ) ∧ ⋆d((X − div(X))uµ)] dt
=
1
λ+ µ
∫
∂M
[ei(X(uλ))ei(uµ) + ei(uλ)ei((X − divX)(uµ))] dvol
=
1
µ+ λ
∫
∂M
ei(X(uλ))ei(uµ) + ei(uλ)[X(ei)(uµ) + [ei, X ](uµ)
− ei(divX)uµ − divXei(uµ)] dvol
=
1
µ+ λ
∫
∂M
[ei, X ](uλ)ei(uµ) + ei(uλ)[ei, X ](uµ)− ei(uλ)uµei(divX) dvol.
So [X,∆
1/2
0 ] is bounded from H
1/2 → H−1/2. Suppose k is even and consider that
[∆
k/2
0 , [X,∆
1/2
0 ]] = −[∆
1/2
0 , [∆
k/2
0 , X ]],
but because X ∈ Ck,1 [∆k0 , X ] is a differential operator of order k, and so is bounded from
Hk−1/2 → H−1/2. Odd k follows as in the case of the proof of Lemma 5. 
Lemma 7. Assume g ∈ Ck,1 and let Φ : [0, t0]×∂M→M be a C
k+2 map which is a diffeomor-
phism onto its image. Let Λt denote the Dirichlet–Neumann map for Σt =M\ Φ([0, t]× ∂M),
and let At = ϕ
∗
tΛt. Then ∂tAt exists in the weak sense
lim
h→0
1
h
((At+h −At)u, v)t = (∂tAtu, v)
for every u, v ∈ H1/2. Furthermore ∂tAt is a bounded operator H
s+1 → Hs for s ∈ [1/2, k+1/2],
uniformly in t.
Proof. The proof of this is adapted from a similar proof in [15]. Let Et(f) denote the extension
operator at Σt. Then consider∫
∂M
Λt+h(u)(v) dvolt+h − Λt(u)(v) dvolt
=
∫
Σt+h
dEt+h(u) ∧ ⋆gdEt+h(v)−
∫
Σt
dEt(u) ∧ ⋆gdEt(v)
=
∫
Σt+h
[
dEt+h(u− Et(u)|Σt+h) ∧ ⋆gdEt+h(v)
+ dEt(u) ∧ ⋆gdEt+h(v − Et(v)|Σt+h )
]
−
∫
Σt\Σt+h
dEt(u) ∧ ⋆gdEt(v).
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If we divide by h and let h tend to 0. we arrive at∫
∂M
(∂tΛt(u)(v)) dvolt −
∫
∂M
Λt(u)(v)γt dvolt
=
∫
∂M
Λt(−∂τ (Et(u)(ϕτ (x))(v) + Λt(u)(−∂τEt(v)(ϕτ (x)) dvolt
−
∫
∂M
ηt∆t(u)(v) + g(dηt, du)v + ηtΛt(u)Λt(v) dvolt,
where γtdvolt = ∂tdvolt. We note that ∂τEt(u)(ϕτ (x)) = −ηtΛt(u) − Xt(u), and Λt is a self
adjoint operator for dvolt:
∂tΛt = ηt(Λ
2
t −∆t) + [Λt, ηt]Λt + [Λt, Xt] + divXtΛt + γtΛt.
Thus we need only apply Lemmas 3, 5 and 6 to yield the result. 
Lemma 8. Let g1 and g2 be two bounded measurable Riemannian metrics, and let Λ
1 and Λ2
denote their respective Dirichlet–Neumann maps. Then
(Λ1 − Λ2)(u)(v) =
∫
M\Σ1
dE1(u) ∧ (⋆1 − ⋆2)dE2(v) + (Λ1Σ1 − Λ
2
Σ1)(E
1(u)|Σ1)(E
2(v)|Σ1 ),
where ΛiΣ1 is the Dirichlet–Neumann map for gi restricted to the submanfold Σ1.
Proof. First
Λi(u)(v) =
∫
M
dE i(u) ∧ ⋆1dE i(v),
but because E1(u) is ⋆1 harmonic for any h ∈ H10 (M),
Λ1(u)(v) =
∫
M
dE1(u) ∧ ⋆1d(E1(v) + h).
As such because E2(v)− E1(v) ∈ H10 , we arrive at
Λ1(u)(v) =
∫
M
dE1(u) ∧ ⋆1dE2(v).
Similarly
Λ2(u)(v) =
∫
M
dE1(u) ∧ ⋆2dE2(v).
When we take the difference we arrive at
(Λ1 − Λ2)(u)(v) =
∫
M
dE1(u) ∧ (⋆1 − ⋆2)dE2(v)
=
∫
M\Σ1
dE1(u) ∧ (⋆1 − ⋆2)dE2(v) +
∫
Σ1
dE1(u) ∧ (⋆1 − ⋆2)dE2(v).
The result follows from realising that the harmonic extension with respect to g of E1(u)|Σ1 is
equal to E1(u) on Σ1, and likewise for E
2. 
Lemma 9. Let g be a C0,1 metric on M and let h be a bounded measurable metric on Σ1. Let
E1 : H1/2(∂M)→ H1(M) denote the harmonic extension operator for g and let E2 denote that
for g+χΣ1(h−g). Let E
0,1
M\Σ1
denote the harmonic extension operator on M\Σ1 with prescribed
values on ∂Σ1 and zero on ∂M, and let Λ
0,1
M\Σ1
denote the corresponding Dirichlet–Neumann
map H1/2(∂Σ)→ H−1/2(∂Σ), then
E2(v)|Σ1 = (Λ
0,1
M\Σ1
+ ΛΣ1,h)
−1(ΛΣ1,g + Λ
0,1
g )(E
1(u)|Σ1)
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where ΛΣ1,g is the Dirichlet–Neumann map for g restricted to the submanfold Σ1 (respectively
for h).
Proof. Let E0,1g : H
1/2(∂Σ1) → H
1(M \ Σ1) denote the map which takes u to the harmonic
function, with respect to the metric tensor g, which is equal to u on ∂Σ1 and is equal to 0 on
∂M. Similarly let E1,0g : H
1.2(∂M)→ H1(M\Σ1) denote the harmonic extension operator with
respect to the metric tensor g, which takes u to the harmonic function onM\Σ1 equal to u on ∂M
and equal to 0 on dΣ1. Let EΣ1,g, EΣ1,h : H
1/2(∂Σ1) → H
1(Σ1, denote the harmonic extension
operators on Σ1 with respect to the metric tensors g and h respectively. We identify E
1,0
g (u) with
its extension by 0 to Σ1. And for any function v ∈ H
1/2(Σ1) we denote E
0,1
g (v) + EΣ1,g(v) to be
the function given by E0,1g (v) in M\ Σ1 and EΣ1,g(v) in Σ1. similarly for E
0,1
g (v) + EΣ1,h.
It follows that
E1(u) = E1,0g (u) + E
0,1
g (u
′) + EΣ1,g(u
′)
where u′ = E1(u)|Σ1 , and similarly
E2(v) = E1,0g (v) + E
0,1
g (v
′) + EΣ1,h(v
′).
For E1 the first derivative of E1(u) are continuous, so denoting νΣ1,g the outward normal of Σ1
with respect to g, we have
∂νΣ1,g [E
1,0
g (u) + E
0,1
g (u
′)] = ∂νΣ1,gEΣ1,g(u
′).
While νΣ,g is outward normal of Σ1 it is the inward normal of M\ Σ1 at ∂Σ1, so
∂νΣ1,g (E
0,1
g (u
′)) = −Λ0,1g (u
′),
while
∂νΣ1,g(EΣ1,g(u
′)) = ΛΣ1,g(u
′).
Putting these together we arrive at
(7) (Λ0,1g + ΛΣ1,g)(u
′) = −∂νΣ1,gE
1,0
g (u).
Because Λ0,1g and ΛΣ1,g are both Dirichlet–Neumann operators it follows that for any equivalent
H1/2 norm, there are constants C1 and C2 such that
Λ0,1g (u
′)(u′) ≥ C1‖u‖
2
1/2 and ΛΣ1,g(u
′)(u′) ≥ 0,
as such
(Λ0,1g + ΛΣ1,g)(u
′)(u′) ≥ (C1 + C2)‖u
′‖1/2,
And so Λ0,1g + ΛΣ1,g : H
1/2(∂Σ1)→ H
−1/2(∂Σ1) is invertible.
For E2 we note the jump discontinuity at ∂Σ1 in the coefficients slightly complicates things.
However a simple inspection of the weak form of the equation yields the continuity condition
i∗ ⋆1 d(E1,0g (v) + E
0,1
g (v
′)) = i∗ ⋆2 dEΣ1,h(v
′)
where i∗ is the restriction of forms to ∂Σ1 (i.e. the pullback of the inclusion map i : ∂Σ1 →M).
Consequently
i∗ ⋆1 dE1,0g (v)− Λ
0,1
g (v
′) = ΛΣ1,h(v
′),
and so
i∗ ⋆1 dE1,0g (v) = (Λ
0,1
g + ΛΣ1,h)(v
′).
If we set u = v, then it follows that
E2(u)|∂Σ1 = (Λ
0,1
g + ΛΣ1,h)
−1(Λ0,1g + ΛΣ1,g)(E
1(u)|∂Σ1)

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Lemma 10. Let g be C0,1, and let E1|∂Σ1 : L
2(∂M, dvol∂M)→ L
2(∂Σ1, dvoldΣ1). It is densely
defined and
E1|∗∂Σ1 = ∂ν∂M,gE
0,1
g (Λ
0,1
g + ΛΣ1,g)
−1
where ∂νM,gE
0,1
M\Σ1
is the outward normal derivative at ∂M of E0,1M\Σ1 .
Proof. Recall (7) from the proof of Lemma 9. This implies
E1(u)|∂Σ1 = (Λ
0,1
g + ΛΣ1,g)
−1(∂νΣ1E
1,0
g (u).
Consequently
E1|∗∂Σ1 = ∂ν∂M,gE
0,1
g (Λ
0,1
g + ΛΣ1,g)
−1.

2. The tautological evolution equation
Given Φ : ∂M× [0, 1] → M a C2 diffeomorphism onto its image, Φ(x, t) = ϕt(x), let ut =
E1(u) ◦ ϕt, then
∂tut = (ϕt)∗∂t(E
1(u)) = (Πν((ϕt)∗∂t) + Π∂Σt(ϕt)∗∂t)E
1(u))
∂tut = −ηtAtut +Xtut,
where ηt = −ϕ
∗
t g((ϕt)∗∂t, ν) and Xt = (ϕ
−1
t )∗ΠΣt(φt)∗∂t. By the transversality of ∂t to ∂Σt,
ηt ≥ ε > 0 for every t and x. Furthermore η is C
0,1, and bounded away from 0, so η1/2 is also
C1,1. At is the Dirichlet–Neumann operator for Σt conjugated with ϕt. It is self adjoint with
respect to ϕ∗t dvolg,∂Σt , and bounded and invertible from H
s+1 → Hs for s ∈ [1/2, 5/2]. This
observation was noted in [15].
∂tut = −η
1/2
t Atη
1/2
t ut + η
1/2
t [η
1/2
t , At]ut +Xtut.
Let Bt = η
1/2
t Atη
1/2
t , St = η
1/2
t [η
1/2
t , At] By Lemma 7 ∂tBt = η˙tη
−1/2
t Atη
1/2
t + η
1/2
t A˙tη
1/2
t +
η
1/2
t Atη
−1/2η˙t. Consequently it is bounded H
s+1 → Hs for s ∈ [1/2, 3/2].
Because ηt ∈ C
1,1 multiplication by η is a bounded map Hs → Hs for s ∈ [0, 2]. In particular
by Lemma 4
〈Btut, Btut〉 = ‖Btut‖
2
0 ∼ ‖ut‖
2
1 − ‖ut‖
2
0.
and
〈Btut, ut〉 = 〈Atη
1/2
t ut, η
1/2
t ut〉 ∼ ‖η
1/2
t ut‖
2
1/2 − ‖ηtut‖
2
0 ∼ ‖ut‖
2
1/2 − ‖ut‖
2
0.
We note that the inner product 〈·, ·〉 for functions on ∂M obviously depends on the choice of
measure, and that
∂t〈·, ·〉t = 〈γt·, ·〉.
This can all be formally codified into the following lemma
Lemma 11. Let Φ : ∂M× [1, 1] → M be C3 Let g be C1,1. For any f ∈ H1/2(∂M), let
ft = φtE1(f). Then f ∈ H
1([0, 1], H1/2(∂M), H1(∂M), L2(∂M)) and satisfies
∂tf(t) = −Btft +Xtft + St,
where B satisfies
〈Btu,Btu〉t ∼ ‖u‖
2
1 − C‖u‖
2
0
〈B∗tt u, v〉t = 〈u,Btv〉t
〈Btu, u〉 ∼ ‖u‖
2
1/2 − C‖u‖
2
0
B˙t : H
1 → H0
Xt is a derivation with uniformly Lipschitz coefficients.
St : H
1 → H1,
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all uniformly in t.
Proof. The only point not mentioned is that ft ∈ H
1([0, 1], H1/2(∂M), H1(∂M), L2(∂M)), cf.
[18, §23.6] for the formal definition. However, by the Lipschitz continuity of g, f ∈ H2(M) and
so ∂tf ∈ H
1(M) and ∂tft ∈ L
∞([0, 1], H1/2(∂M)). 
Lemma 12. Let f ∈ H1([0, 1], H1/2(∂M), H1(∂M), L2(∂M)). Suppose
(8) ∂tft = −Btft +Xtft + Stft
where B satisfies
〈Btu,Btu〉t ∼ ‖u‖
2
1 − C‖u‖
2
0
〈B∗tt u, v〉t = 〈u,Btv〉t
〈Btu, u〉 ∼ ‖u‖
2
1/2 − C‖u‖
2
0
B˙t : H
1 → H0
Xt is a derivation with uniformly Lipschitz coefficients.
St : H
1 → H1,
all uniformly in t. Then
〈Btft, Btft〉t
〈ft, ft〉t
≤ eC1t
[
〈B0f0, B0f0〉0
〈f0, f0〉0
+
C2
C1
]
−
C2
C1
.
Proof. The proof follows standard methods in monotone evolution equations [18, Theorem 23.A].
Consider
λ(t, f0) =
〈Btft, Btft〉t
〈ft, ft〉t
.
Then
∂tλ(t, f0)
=
1
〈ft, ft〉t
[
2〈B˙tft, Btft〉t − 2〈B
2
t ft, Btft〉t + 2〈BtXtft, Btft〉t
+ 2〈BtStft, Btft〉t + 〈Btft, γtBtft〉t
]
−
〈Btft, Btft〉t
〈ft, ft〉2t
[
〈Btft, γtft〉t − 2〈Btft, ft〉t + 2〈Xtft, ft〉t + 2〈Stft, ft〉t
]
=
2
〈ft, ft〉2t
I1︷ ︸︸ ︷[
− 〈B2t ftBtft〉t〈ft, ft〉t + 〈Btft, Btft〉t〈Btft, ft〉
]
+
1
〈ft, ft〉t
I2︷ ︸︸ ︷[
2〈B˙tft, Btft〉t + 〈Btft, γtBtft〉t + 2〈BtXtft, Btft〉t + 2〈BtStft, Btft〉t
]
+
λ(t, f0)
〈ft, ft〉
[
〈ft, ft〉t + 〈ft, γtft〉t + 2〈divtXtft, ft〉t + 2〈Stft, ft〉t
]︸ ︷︷ ︸
I3
.
We claim I1 ≤ 0, |I2| ≤ C1(〈Btft, Btft〉t+〈ft, ft〉) and |I3| ≤ C2〈ft, ft〉t. For notational efficiency
we temporarily drop any mention of the parameter t.
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First we show that I1 ≤ 0. The operator B is a self-adjoint operator for 〈·, ·〉 with compact
resolvent, consequently it induces an eigenspace decomposition of L2 into eigenfunctions ui with
eigenvalues λi Let ai = 〈f, ui〉 then
I1 = −
( ∞∑
i=1
λ3i |ai|
2
)( ∞∑
i=1
|ai|
2
)
+
(∑
λ2i |ai|
2
)(∑
λi|ai|
2
)
.
We multiply by (∑
λ2i |ai|
2
)(∑
λi|ai|
2
)
.
The coefficients |ai|
2 give us weights for a sequence space ℓ2, which contains the sequences λ
3/2
i ,
λ
1/2
i . Consequently(∑
λ2i |ai|
2
)(∑
λi|ai|
2
)
I1 = −‖λ
3/2
i ‖
2
(ℓ2,|ai|2)
‖λ1i ‖
2
(ℓ2,|ai|2)
‖λ
1/2
i ‖
2
(ℓ2,|ai|2)
‖1‖2(ℓ2,|ai|2)
+ 〈λ
3/2
i , λ
1/2
i 〉
2
(ℓ2,|ai|2)
〈λi, 1〉
2
(ℓ2,|a2i )
≤ 0
by the Cauchy–Schwarz inequality for the (ℓ2, |ai|
2) inner product.
We now show that I2 ≤ C1(〈Btft, Btft〉 + 〈ft, ft〉). The bound for all of the terms save
〈BtXtft, Btft〉 follow directly from the H
1 boundedness assumptions.
〈BtXtft, Btft〉 = 〈[Bt, Xt]ft, Btft〉t + 〈XtBtft, Btft〉t
= 〈[Bt, Xt]ft, Btft〉t − 〈divtXtBtft, Btft〉.
Consequently
|〈BtXtft, Btft〉| ≤ ‖[Bt, Xt]‖‖ft‖1‖Btft‖0 + ‖ divtXt‖‖ft‖
2
1
≤ C(〈Bt, Bt〉+ 〈ft, ft〉).
Lastly the term I3 ≤ C2〈ft, ft〉, but this is straightforward.
Now we have that
∂tλ(t, f0) ≤ C1λ(t, f0) + C2,
so by Gro¨nwall’s inequality
λ(t, f0) ≤ e
C1t
[
〈B0f0, B0f0〉0
〈f0, f0〉0
+
C2
C1
]
−
C2
C1
.

Lemma 13. Let Bt, Xt St,〈·, ·〉t satisfy the conditions of Lemma 12. Suppose 〈B0f0, B0f0〉 ≤
λ〈f0, f0〉. Let ft satisfy equation (8). Then
‖ft‖
2
1/2 ≥ e
−(C2λ+C3)t‖f0‖1.
Proof. Consider
∂t[〈ft, ft〉+ 〈Btft, ft〉t] = 〈B˙tft, ft〉+ 〈Btft, γtft〉 − 2〈Btft, Btft〉 − 2 < Btft, ft〉
+ 2〈BtXtft, ft〉+ 2〈BtStft, ft〉.
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Consequently
∂t(〈ft, ft〉+ 〈Btft, ft〉t) ≥ −C‖ft‖1/2 −
〈Btft, Btft〉
〈ft, ft〉
〈ft, ft〉
≥ −C(〈ft, ft〉+ 〈Btft, ft〉)− C2(λ(〈ft, ft〉+ 〈Btft, ft〉),
by applying Lemma 12. The result then follows by Gro¨nwall’s inequality. 
Lemma 14. Let E|∗Σ1 denote the adjoint of the map H
1/2(∂M)→ H1/2(∂Σ1). There is a K ≥ 0
and a λ0 such that for every f ∈ H
1/2(Σ1), λ ≥ λ0 if ‖f‖
2
0 ≤ λ‖f‖
2
−1/2 then
‖E∗(f)‖2−1/2 ≥ e
−Kλ‖f‖2−1/2.
Proof. The proof of this makes use of Lemmas 10 and 13. We append a cylinder (−∞, 0]× ∂M
to M. We let the metric on (−∞, 0]× ∂M, be equal to a product metric on ∂M after smoothly
extending the metric on M. Denote this new manifold M˜. The metric tensor on the whole
manifold is thus Lipschitz. Now let E˜ denote the harmonic extension from ∂Σ1 to M˜ \ Σ1. By
similar reasoning to Lemma 9, we have that
∂ν∂ME
0,1(u) = −Λ1,0(E˜(u)|∂M)−∆
1/2
0 (E˜ |∂M),
for any u. Setting u = (Λ0,1 + ΛΣ1)
−1f , we arrive at
‖E∗(f)‖−1/2 = ‖(1 + ∆)
−1/2(Λ0,1 +∆1/2)(E˜ |∂M(Λ
0,1 + ΛΣ1)
−1(f))‖21/2.
‖(Λ0,1 + ΛΣ1)
−1f‖21 ≤ Cλ‖(Λ
0,1 + ΛΣ1)f‖
2
0.
Hence we can apply Lemma 13 to E˜ to yield that
‖E˜((Λ0,1 + ΛΣ1)
−1f)|∂M‖
2
1/2 ≥ e
−CKλ‖f‖2−1/2.
Lastly we note that (1 + ∆)−1/2(Λ1,0 +∆1/2) is a bounded invertible map from H1/2 → H1/2.
Giving us the result. 
Lemma 15. There are numbers C(Σ1, g) and K(Σ1, g) such that for every v ∈ H
1(∂Σ1),
‖v‖1/2 = 1, ‖v‖1 ≤ λ, there is a w ∈ H
1/2(∂M) such that
(9) ‖v − E1(w)|Σ1‖
2
1/2 = (1− e
−Kλ)
and
(10) ‖v − E1(w)|Σ1‖
2
1 ≤ λ(1 + Ce
−Kλ).
Proof. Let A = (I + Λ1)
〈A(v − E(u)|Σ1), v − E(u)〉 = 〈Av,Av〉 + 〈E(u)|Σ1 , AE(u)|Σ1〉 − 2〈v,AE(u)|Σ1 〉.
Let σ ∈ [−1, 1], then set u = σ(I + Λ0)
−1(E|Σ1 )
∗(Av). Hence
〈E(u)|Σ1 , Av〉 = σ〈(I + Λ0)
−1E∗A(v), E∗A(v)〉 ≥ σe−Kλ‖v‖21/2.
Whereas 〈E(u)|Σ1 , AE(u)|Σ1〉1 ≤ Cσ
2, independent of the choice of v. We note that λ ≥ λ0 > 0,
hence by making K bigger we can make C−1 ≥ e−Kλ. Then setting σ = e−Kλ, yields (9).
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For (10), let w = E(u)|∂Σ.
〈A(v − w), A(v − w)〉
〈A(v − w), v − w〉
≤
〈Av, v〉
〈A(v − w), v − w〉
[
〈Av,Av〉
〈Av, v〉
+ 2
〈Av,Av〉1/2〈Aw,Aw〉1/2
〈Av, v〉
+
〈Aw,Aw〉
〈Av, v〉
]
≤ (1− σ)
[
λ+ 2λ1/2
(
〈Aw,Aw〉
〈Aw,w〉
〈Aw,w〉
〈Av, v〉
)1/2
+
〈Aw,Aw〉
〈Aw,w〉
〈Aw,w〉
〈Av, v〉
]
.
By Lemma 12 we know that
〈Aw,Aw〉
〈Aw,w〉
≤ Cλ,
And we know that 〈Aw,w〉 ≤ (Ce−Kλ)2, because of our choice of σ. Hence
〈A(v − w), A(v − w)〉
〈A(v − w), v − w)〉
≤ λ(1 + Ce−Kλ).

3. The proofs of the main theorems
Proof of Theorem 2. The idea is a simple iteration scheme applying Lemma 15. Let ‖vi‖1/2 = 1.
We construct ui such that ‖vi−E
1(ui)|∂Σ1‖1/2 = (1−µi)
1/2 Then we set vi+1 = (vi−E
1(ui))/(1−
µi)
1/2. Then
‖vi+1‖
2
1
‖vi+1‖21/2
≤ λi+1,
Where
λi+1 = λi(1 + Ce
−Kλi),
and µi = e
−Kλi . Then at step i we consider
‖v − E(u˜i)‖
2
1/2 =
i∏
k=1
(1− µk),
where
u˜i =
i∑
k=1
k−1∏
j=1
(1 − µj)
1/2uk.
Recall that ‖ui‖ ≤ C‖vi‖ ≤ C, so
‖u˜i‖ ≤ C
i∑
k=1
k−1∏
j=1
(1− µj)
1/2.
First we show that
i∏
k=1
(1− µk)
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tends to zero, as i tends to infinity. To do this, consider the logarithm
log
(
i∏
k=1
(1− µk)
)
≤
i∑
k=1
log(1− µk) ≤ −
i∑
k=1
µk
Now we need to determine lower bounds for µk. We examine
Kλk+1 = Kλk(1 + Ce
−Kλk).
Setting σk = Kλk, we can observe that this is the Euler scheme for approximating the differential
equation
f ′(t) = Cf(t)e−f .
This has as its solution
f(t) = log(li−1(Ct+D)),
where li is the logarithmic integral
li(t) =
∫ t
2
1
log(τ)
dτ.
(li−1)′(t) =
1
li′(li−1(t))
= log(li−1(t)).
So we claim
log(li−1(Ck + li(exp(σ0)))) ≤ σk ≤ log(li
−1(Ck + li(exp(σ0)))) + 1
And the proof is by induction. Let θ = log(li−1(w + D)). Assume θe−θ ≤ (12C)−1, let h =
y − log(li−1(w + D)) ≥, let y′ = y + Cye−y, and let h′ = y′ − log(li−1(w + C +D)). Because
log(li−1(·)) is a concave function
log(li−1(w + C +D)) ≤ log(li−1(w +D)) +
log(li−1(w +D))
li−1(w +D)
C ≤ θ + Cθe−θ.
Then
h′ ≥ h+ Ce−yy − Cθe−θ
= h+ Ce−y(y − θ) + C(e−(y−θ) − 1)e−θθ
≥ h(1 + Ce−y − Ce−θθ)
≥ h/2 ≥ 0.
We let w = CK and y = σk, it follows that
σk+1 ≥ log(li
−1(C(k + 1) +D))
For the upper bound, we once again use the fact that log(li−1(t)) is concave, and that
(log ◦ li−1)′′(t) =
1
li−1(t)2
[
log(li−1(t)) − log(li−1(t))2
]
Consequently,
log(li−1(w + C +D) ≥ θ + Cθe−θ − θ(θ − 1)e−2θC2.
So
h′ ≤ h+ Che−y − C(1 − e−h)θe−θ + θ(θ − 1)e−2θC2.
If h ≥ 3θe−θC, then
h′ ≤ (h+ Ce−θh− Chθe−θ/2 + Chθe−θ/3 ≤ h(1 + C(e−θ(1− θ/6)) < h ≤ 1.
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If h ≤ 3θe−θC, then
h′ ≤ 1/4 + 1/4 + 1/8 + 1/4 < 1.
So once again if σk = y then σk+1 = y
′ and if
σk ≤ log(li
−1(Ck +D)) + 1
, then
σk+1 ≤ log(li
−1(C(k + 1) +D)) + 1.
Consequently, to get towards the initial induction step, set
σ0 = max{K‖v‖
2
1/‖v‖1/2, (e
x/x)−1(12C))}.
Because D = li(exp(σ0)), we have that y0 = σ0, and hence by induction the upper and lower
bounds follow.
Now
∏i
k=1(1 − µk) ≤ exp(−
∑i
k=1(li
−1(Ck +D))−1), so
i∏
k=1
(1− µk) ≤ exp(−
∫ i
0
1
li−1(Ct+D)
dt
≤ exp
(
−C
∫ li−1(Ci+D)
li−1(D)
ds
s log(s)
)
≤ exp(−[log log(li−1(Ci+D)− log(σ0)]
≤ σ0
1
log(li−1(Ci+D))
,
by setting s = li−1(Ct+D), the ds = C log(s)dt. Now for ε > 0 let
i = li(exp(((σ0/ε))− li(exp(σ0)))/C
And consequently
‖u˜i‖
2 ≤ C
∑
k=1
σ0
log(li−1(Ck +D))
≤
∫ (σ0/ε)
σ0
(et/t) ≤ e(σ0/ε)
α−2 log(σ0).

Lemma 16. t Let M and Σ ⊂M be compact C2-smooth manifolds with boundary. There exist
numbers and r0, c > 0 such that for every x ∈ ∂Σ there is a map Φ : ∂M× [0, 1] → M with
g(∂tϕ, ν) ≥ c, and ∂Σ1 ⊃⊃ B(x, r0) ∩ ∂Σ.
Proof. By the collar neighbourhood theorem we have a map ϕ : ∂M× [0, 1] → M \ Σ which
is diffeomorphic onto its image. Now fix a point x0 in ∂M and extend the path t 7→ ϕ(x0, t)
to a path γ : [0, 2] → M from x0 to x ∈ ∂Σ. By the tubular neighbourhood theorem their
is a tubular neighbourhood of γ in Σ1 \ Σ diffeomorphic to [0, 1] × B where B ⊂ ∂Σ1 is a
neighbourhood of ϕ(x0, 1) via a map ψ. The diffeomorphism can be choosen so that for x in
B′ = (x′ 7→ (ϕ(x′, 1))−1(B) the map
Ψ : (x, t) 7→
{
ϕ(x, t) t ∈ [0, 1]
ψ(ϕ(x, 1), t− 1) t ∈ [0, 2]
,
is a C2 diffeomorphism of B′ × [0, 2] onto its image. Let ζ : Bn−1(0, ε) → B
′ be a C2 dif-
feomorphism. Then we consider a monotone decreasing map ρ : [0, ε] → R+ equal to 1 in a
neighbourhood of 0 and 0 in a neighbourhood of ε. With this we define
Φ(x, t) =
{
ϕ(x, t) x ∈ ∂M\B′
ψ(x, 2tρ(|ζ−1(x)|+ (1 − ρ(|ζ−1(x)|))t), x ∈ B′
.
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
Lemma 17. . There is a number C = C(M, g,Σ) ≥ 0 such that for every piecewise continuous
metric tensor h on Σ and every x ∈ B(x′, r0/2) there are Lipschitz functions u1 and v1 supported
in B(x′, r0) satisfying ‖u1‖1/2 = 1 and ‖v1‖1/2 = 1, such that
(ΛΣ1,g − ΛΣ1,h)(u1)(v1) ≥ C
|h(x) − g(x)|
|g(x)|
.
Proof. The idea for this proof was adapted from the p-harmonic case [14]. Consider d(ψu)∧⋆gdv
for v ∈ H10 , where ψ is a smooth cutoff, and u◦ϕ
−1 = |ξ|−1/2eξ·xe−|ξ|τ where ϕ is some coordinate
map. Suppose ψ is supported in B(0, r0) in this coordinate map. Let ⋆ be the pullback of the
Euclidean Hodge star under ϕ, and assume ⋆g = ⋆ at ϕ
−1(0), then∣∣∣∣
∫
Σ1
d(ψu) ∧ ⋆gdv
∣∣∣∣ =
∣∣∣∣
∫
Σ1
du ∧ ⋆d(ψv) + du ∧ (⋆− ⋆g)ψdv + udψ ∧ ⋆gdv − u ∧ d ⋆ vdψ
∣∣∣∣
≤ C(‖u‖H1(B(0,r0))r0 + 1/(|ξ|r0) + 1/(|ξ|
1/2r
n/2−1
0 ))‖v‖1.
while ‖uψ‖1 ∼ r
(n−1)/2
0 . Consider the orthogonal decomposition H
1
0 (M) to H
1
0 (ϕ
−1(B(0, r0) ×
[0, r0]))⊕A where A is the space of functions which are zero on ∂M and harmonic in ϕ
−1(Br0 ×
[0, r0). So by making |ξ|
1/2r
n−3/2
0 big and r0 small, we can make ∆gψu arbitrarily small in H
−1
relative to the H1 norm of ψu. So the H1 difference between ψu and E(ψu) is also arbtitrarily
small. Hence if we divide ψu by r
(n−1)/2
0 we get∫
M
dψu ∧ ⋆gd(ψu)→ 1
as |ξ|1/2r
n−3/2
0 →∞ and r0 → 0. and hence∫
∂M
Λg(ψu)(ψu) dvolg → 1.
By homogeneity we get that ∫
∂M
Λh(ψu)(ψu) dvolh → |ξ|h/|ξ|g,
where the rate of convergence is dependent only on the Lipschitz constants of the metric tensors
in a neighbourhood of x.

Proof of Theorem 1. We cover ∂Σ in balls of sufficiently small radius B(xi, ri) such that we can
apply Lemma 16 on the set Σ ∩ B(xi, 2ri). By compactness there is a finite such collection.
Suppose |g − h|g = |1 − h(X,X)/g(X,X)| for X ∈ TxM achieves its maximum in ∂Σ at x ∈
B(xi, ri). Take u1 and u2 given by Lemma 17. As per Lemma 9, take v = (ΛΣ1,g+Λ
0,1
g )
−1(ΛΣ1,h+
Λ0,1M\Σ1)u2. Let ε = ‖h(x) − g(x)‖/C
′′, where C′′ = C′′(K,R, g,Σ1) will be determined later.
Then let uε vε be Lipschitz approximations of u and v in H1/2 satisfying
‖v − vε‖1/2 ≤ ε,
and
‖vε‖1,∞ ≤ C
′/ε.
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Then there are a u0 v0 such that ‖E
1(u0)− uε‖1/2 ≤ ε given by Theorem 2. Consequently
(Λ1 − Λ2)(u0)(v0)
= (Λ1Σ1 − Λ
2
Σ1)(E
1(u0)|Σ1)(ΛΣ1,g + Λ
0,1
g )
−1(ΛΣ1,h + Λ
0,1
M\Σ1
)E1(v0)|Σ1
≥ (Λ1Σ1 − Λ
2
Σ1)(u1)(u2)− (‖Λ
1
Σ1‖+ ‖Λ
2
Σ1‖)‖E1u0|Σ1 − u1‖E2v0|Σ1‖
− ‖u1‖‖A‖‖E1(v0)− v‖
≥ C(g,Σ1,K)|h− g|g − C
′(R, g,Σ1,K)ε
≥
‖h− g|
C(g,K,Σ1)
,
where we have chosen C′′(g,K,R,Σ1), such that C
′/C′′ < C/2 Dividing through by the upper
bounds on u0 and v0 yields the result,
‖Λ1 − Λ2‖ ≥ C1‖h− g‖g exp(2C2‖h− g‖
−2C3
g ).
We choose the worst constants over all i assuming x ∈ B(xi, ri). Then we take the logarithm of
both sides yielding
| log(‖Λ1 − Λ2‖)| ≤ | logC1‖h− g‖g|+ 2C2‖h− g‖
−2C3
g .
Lastly x−β dominates | log(x)| for every β and every x ≤ R. We subsume the | logC1‖h−g‖g| into
the ‖h− g‖−2C
3
g with an appropriate constant (dependent on R), to yield the main theorem. 
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