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ABSTRACT 
Suppose 
is an n x n matrix, where A,, has order p x q. If A is nonsingular, let A-’ have the 
transposed partitioning 
First, we show that the nullities of A,, and B,, are equal. The remainder of our paper 
deals with the following completion problem. Suppose m,, m2, n I, n, are nonnegative 
integers such that 
m,+m,=n,+n,=n>O. 
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Let A,,, A,,, A,, , B,, be matrices with dimensions m, X n,, m, X n2, n+ X n,, and 
n, x ml, respectively. We determine necessary and sufficient conditions so that there 
exists an mq X n, matrix A,, such that A is nonsingular ant1 Bq2 is the lower right 
Mock of a transposed partitioning of A ‘. 
I. INTRODUCTION 
Suppose 
is an n x n matrix, where A,, has order p X 9. If A is nonsingular, let A ’ 
have the transposed partitioning 
First, we show that the nullities of A,, and B,, are equal. Using this result, 
we are able to generalize one part of the famous theorem of D. KGnig [3] that 
an n x n matrix A has the property that each diagonal contains a zero 
element if and only if there is a p X 9 zero submatrix of A where p + 9 = n 
+ 1. In fact, we show in Theorem 5 that a p X 9 matrix B with rank r can be 
completed to a nonsingular n X n matrix if and only if n > p + 9 - r. 
The remainder of our paper deals with the following completion problem. 
Suppose ni,, m,, n,, n2 are nonnegative integers such that 
m,+m,=n,+n,=n>O. 
Let A,,, A,,, A,,, B,, be matrices with dimensions rnI x n,, m, x n2, m2 x 
n,, and n2 x m2, respectively. We determine necessary and sufficient condi- 
tions so that there exists an m2 X n2 matrix A,, such that 
A= i 
A,, A,, i 
is nonsingular and B,, is the lower right block of a transposed partitioning of 
A ‘. Here, we note that specialized forms of this result can be found in the 
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literature. Blattner [2] proved that if A is an m X n complex matrix and if U 
is an m x (m - r ) matrix with full column rank whose columns are a basis for 
the null space of A*, and if V is an n X (n - r ) matrix of full column rank 
whose columns are a basis for the null space of A, then the matrix 
A U 
[ 1 v* 0 
is nonsingular and its inverse is 
I 
Al,,p ( V * ) ‘I’?’ 
(U)“‘” 0 
where A”‘P denotes the Moore-Penrose inverse c )f A. We recall here that if A 
is an m x n matrix and if X is an n X m matrix such that 
(i) AXA= A, 
(ii) XAX = X, 
(iii) (AX)* = AX, 
(iv) (XA)* = XA, 
then X is called the Moore-Penrose inverse of A. Other results, which are 
similar in spirit to Blattner’s result, can be found in Reid [4] and in Ben-Israel 
and Greville [l, p. 2311. 
II. MAIN RESULTS 
THEOREM 1. Let n,, n2 be positive integers, n, + n2 = n. lf A, is an 
n x n, mu&ix and B, an n2 x n matrix, then there exist an n x n2 matrix A, 
and an n, X n matrix B, such that 
(1) 
if and only if 
r(A,) = nl, 
r(B2) = n,, 
(2) 
(3) 
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B,A, = 0, (4) 
where r( .) denotes rank. lf the conditions (2)-(4) are satisfted, then A, can 
be chosen as any right inverse of B,, i.e. as any matrix 8: satisfying 
B,B; = I,,. (5) 
Proof If there exist A, and B, satisfying (l), then (2)-(4) are satisfied, 
since 
as well. 
Conversely, let (2)-(4) be satisfied and let B,i satisfy (5). Let us show first 
that (A,, B: ) is nonsingular. If not, we have 
y7‘(A,, B,+)=O 
for some yT# 0. Since B,A, = 0 and r(B2)= n - n,, y’A1 = 0 implies that 
y7‘ = zTB2 for some zT. Since also yTBc = 0, we obtain zTB2B$ = 0, so that 
.z ” = 0 by (5). Hence yT = 0, a contradiction. 
Denote now 
(A,,B,I) -I=(;)> 
so that 
VA,=O, (6) 
VB; = I,,?. (7) 
Again, (6) implies that V has the form V = QB, for some n2 X n2 matrix Q. 
By (7), QB,B$ = I_. Therefore, (5) implies Q = 1 and V = B,. The matrix B, 
is then chosen as U. n 
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THEOREM 2. Let 
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A,, A,2 
i i A,, A22 
be a partitioning (not necessarily symmetric) of a nonsingular matrix A, and 
let 
be the corresponding (i.e. transpose) partitioning of A I. Then, the nullities 
n(A,,) and n(B,,) are equal. 
Proof. Since 
are again inverse to each other, we may suppose that n( A ,I) < n( B,,). 
If n( B,,) = 0, necessarily n( A,,) = 0 and we are finished. Let thus 
n( B,,) = c > 0. Then there exists a matrix F with c linearly independent 
columns, such that B,,F = 0. Then, using 
A,,%2 + A,2B22 = 0, 
we obtain 
From 
we obtain 
so that the rank 
A,,B,,F = 0. 
A2142 + *22B22 = 12 
*,,B,$ = F, 
(8) 
r( B,,F) >, c. 
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In view of (8), this implies 
n(A,,) > r(B,,F) > c > n(B,,). 
Thus n( A,,) = n(B,,). n 
COROLLARY 3. Let A,, be a p x 9 submatrix of a nonsingular n X n 
matrix A. Then the complementary sdnnutrix B,, of A - ’ has rank 
r(h)= r(A,,)+ n - P - 9, (9) 
where r(A,,) is the rank of A,,. 
Proof. The nullities of A,,, B,, satisfy 
n(A,,) = 9 - r(A,,), 
n(&,) = n - P - r(Bd, 
since B,, is (n - 9) X (n - p). By Theorem 2, we obtain (9). 
COROLLARY 4. The rank r of a p X 9 submatrix of a nonsingular n X n 
matrix always satisfies 
r>p+q-n. (10) 
Proof. Follows immediately from (9), since the complementary subma- 
trix of the inverse has rank at least zero. m 
THEOREM 5. A p x 9 matrix B with rank r can be completed to a 
nonsingular n X n matrix if and only if 
n>p+q-r. (11) 
For n, = p + 9 - r, if 
A= (12) 
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is a nonsingular n0 x n, matrix, then the s&matrix (transposed) complemen- 
tary to B in A -’ is the zero s&mu&ix. 
There exists, moreover, a non-singular matrix A of the form (12) for which 
B,, = 0. Let B = PQ, where P is p X r, Q is T X q. Then any such matrix is 
obtained as (12) if B,, and B,, satisfy 
det(P, B,,) z 0, (13) 
In this case, if 
then 
-I 
= (JW,,), 
A-’ = 
(14) 
(15) 
(16) 
(17) 
Proof. If B can be completed to a nonsingular n x n matrix, (11) holds 
by (10). To prove the converse, it suffices to prove the existence for an 
n0 x % matrix. Since the assertion about the zero submatrix follows im- 
mediately from (9), the proof will be completed if we prove (17). 
If B,, = 0 and if B = PQ for P, Q being p X r, r x q respectively, (12) 
can be written as 
Under the assumptions (13) and (14), we obtain from 
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and (15), (16) imply that 
RS Cl2 
=c,, 0’ i i 
as asserted. 
We shall now investigate the existence of a nonsingular matrix A if of its 
four blocks (not necessarily square) in the partitioning 
A= 
three blocks A,,, A,,, and A,, are given, together with the (transposed) 
complementary block B,, of A,, in the inverse matrix A _ I. 
THEOREM 6. Let m,, m2, nl, n2 be nonnegative integers such that 
m,+m,=n,+n,=n>O. 
Let A,,, Alz, A,,, B,, be matrices of dimensions m1 X nl, m1 x n2, m2 X 
nl, n2 X m2, respectively. Then there exists an m2 x n2 matrix A,, such that 
(18) 
is nonsingular and B,, is the lower right block of A ‘, if and only if the 
following conditions (19)-(23) are all satisfied: 
r(A,,, A,,) = ml, (19) 
nl - r(A,,) = m2 - r(B,,); (21) 
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if A,, = PQ, where for T = r(A,,), 
P is m, X r, Q is r X n,, 
and if B,, = RS, where for s = r( B,,), 
R is n, X s, S is s X m,, 
then there exist matrices H and K, 
Hbeingrxs, K beingsxr, 
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such that 
A,,R= PH, (22) 
SA,, = KQ. (23) 
Zf the conditions (19)-(23) are satisfied, then there exists a matrix A,, 
such that A in (18) is rumsingular, 
(24) 
One such choice is given by 
A,,=S+(Z,+KH)R+, 
where R+, S+ are arbitrary matrices satisfying 
R+R = Z,v, ss+ = I,; 
then B,,, B,,, B,, are obtained as follows: The matrices 
(25) 
(26) 
> B,=(-K,S) 
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sutisfy the conditions (l)-(4) in Theorem 1. Choosing 
(5) is satisfied and there exist matrices Q’ and A,, such that 
(27) 
Similarly to the above choice of R +, there exist matrices P ’ and A,, such 
thut 
(28) 
Then 
B,, = Q’( I, + HK)P+, (29) 
B13 = A,, - Q + HS, (30) 
B,, = A,, - RKP+. (31) 
REMARK. The assertion as well as the proof remains valid even if r = 0 
and/or s = 0. In the case that r = 0, the matrices P, Q, H, K as well as 
P’, Q’ have to be considered as void, and all products containing them, such 
as PH, KQ, KH, S+ K, etc. in (22), (23), (26), etc., are zero matrices. The 
formulation of this case is Corollary 7. If s = 0 and r # 0 then B,, = 0; the 
conditions (22), (23) are void, A,, = 0 by (24), A, is square, and B,, = A,,, 
B,, = A,,. If r = s = 0, then n, = m2 by (21), n3 = ml, and both A,,, A,, 
are square nonsingular. By (24), A,, = 0; by (25), B,, = 0; and B,, = Al3’, 
B,, = A,‘. 
Proof. If there exists an mZ X n2 matrix A,, such that (18) is nonsingu- 
lar and B,, is the corresponding block of A -I, then (19) and (20) are 
satisfied. (21) is satisfied by Corollary 3. To show that (22) and (23) are 
satisfied, let P, Q, R, S be defined as in the theorem, and let 
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Then 
implies 
AW.B,, = - AnBra 
A& = - PQB,,; 
right-multiplying this by any matrix S’ satisfying SS + = I,, we obtain (22) for 
H = - QB12S+. Similarly, 
&.A,, = - B,,A,, 
can be written as 
RSA,, = - B,,PQ; 
left-multiplying by any matrix R + satisfying R ‘R = Z,Y, we obtain (23) for 
K= -R+B,,P. 
To prove the converse part, it suffices to show that the construction 
(29)-(31) for A, given by (26) leads to the inverse of A which satisfies (24) 
and (25). Since (24) and (25) 
prove that for P+, Q+, A,, 
are consequences of (26) and (29), we shall 
, A,, defined by (27) and (28) 
i 
PQ AK? Q+(l,+ HK)P+ 
A,, S+(Z,y + KH)R+ !l A,, - RKP+ 
(32) 
Since A,,A,, = I - PP’ by (28), 
PQQ+(Z, + HK)P+ + A,,(&, - RKP+) 
=P(Z,+HK)P++(Z-PP+)-A,,RKP+ 
= Z + Z’HKP+ - PHKP+ = 1. 
Further, since Qd,, = 0 by (27), 
PQ(&,-Q+HS)+AA,2RS= -PHS+PHS=O. 
Now, R +A,, = 0 by (28), A,,Q+ = S+ K by (27), so that 
A,,Q+(Z,+HK)P++S+(Z,+KH)R+(&,-RKP+) 
= S+K(Z, + HK)P+ - S+(Z, + KH)R+RKP+ = 0. 
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Since A 21A L2 = I - S’S as well as A,,Q+ = S’K by (27), 
Ad 4, -Q+HS)+S+(Z,+KH)R’RS 
=I-S’S-S+KZZS+S+S+S+KHS=Z. 
The proof is complete. n 
COROLLARY 7. Let m,, mpr n 1, n2 kr~ nonnegative integers satisfying 
n1 l + nz2 = n,+n,=n>O. 
Let A, B, C, he matrices of dimensions ml X n2, nz2 X n,, IL, X m2, respec- 
tively. Then there exists an m2 x n2 matrix X such that 
is nonsingular and C is the lower right submatrix of Z- ’ if and only if for 
s = m2 - n,, 
r(A) = m,, r(R) = n,, (33) 
C bus rank s and C = PQ 
when P is n2 X s and Q is s X m2, (34) 
AC=O, (35) 
and 
CB = 0. (36) 
Zf these conditions are fulfilled, X cm he chosen as the matrix 
X=Q+P+, (36) 
tvhere P+, Q + are arbitrary m&rices satisfying 
P’P = I,,, QQ + = Z, . 
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With this choice of X, 
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where U is the matrix which satisfies 
by Theorem 1, and V is the matrix satisfying similarly 
A ( i P+ _l=(V,P). 
Proof. This follows easily from Theorem 6 for r = 0. 
ADDENDUM 
Since the completion of our paper, we have discovered that Theorem 2 
has appeared in a different setting in a paper by W. H. Gus&on entitled “A 
Note on Matrix Inversion” [Linear Algebra Appl. 57:71-73 (1984)]. 
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