This paper studies the discrete-time cheap control problem for sampled data systems using the theory of singular perturbations. It is shown, by using the two time-scale property of singularly perturbed systems, that the problem can be solved in terms of two reducedorder subproblems for which computations can be done in parallel, thus increasing the computational speed. Similarly to the continuous-time case, the singular perturbation approach enables the decomposition of the algebraic Riccati equation into two reduced-order pure-slow and pure-fast continuous-time algebraic equations.
. Bode plot of the true system and mean errors.
The reference signal r and the noise e 0 were chosen as independent, zero mean, Gaussian white noise signals, with variances 1 (=8r(!)) and 0.01 (= 0 ), respectively.
A Monte Carlo simulation consisting of 1024 different runs was performed. In each run we generated N = 1024 data points and identified the system directly using second-order ARX and output error models and indirectly using a second-order model of the kind (35) where we fixed H(q; ) = 1. For the direct method with an output error method we can expect biased results since for this model H(q; ) = 1 6 = H 0 (q) [cf. (23) ]. For the ARX model, on the other hand, there should ideally be no bias error since the chosen model structure coincides with the one used to generate the data. In Fig. 1 we plotted the true system together with the mean errors in the estimated models. The results for the ARX and the indirect cases are similar. The differences are likely to be due to numerical problems (poor initial conditions, problems with local minima, etc.) in the estimation routine used for the indirect method. These problems are not present in the ARX case since there the prediction error estimate is found without iterations by solving a standard least squares problem. In Fig. 1 we also included a plot of the theoretical bias error according to (22) for the output error model. As can be seen from the figure, the obtained bias error is close to the theoretical value.
VII. CONCLUSION
By studying the bias error due to feedback in the estimated transfer functions when using the direct method we have obtained a nonstandard motivation for the indirect approach to closed-loop identification. This method gives consistency regardless of the noise color but requires perfect knowledge of the regulator and gives suboptimal accuracy.
I. INTRODUCTION
Cheap control refers to an optimal control problem in which the performance index includes only a small control cost. Its continuoustime version has been studied by a number of researchers (see, for example, [3] , [6] , [9] , and references therein). However, the discretetime cheap control problem, which occurs naturally when dealing Manuscript received February 17, 1998; revised August 10, 1998. Recommended by Associate Editor, S. Hara. with sampled data systems, has not been completely solved in the spirit of decomposing the problem into the slow and fast time scales and removing the problem's ill conditioning. A first approach in that direction can be found in [9] , where a near optimal solution is presented. In this paper, we obtain the exact solution to the optimal cheap control problem for sampled data systems.
Consider the sampled data system
x(k + 1) = (I + "A)x(k) + "Bu(k) (1) which can be obtained by uniformly sampling a continuous-time system with a sampling period ", where " is an arbitrary small positive number, x 2 R R R n are state variables, and u 2 R R R n is the control input. In addition, we assume that
with B 2 R R R n2n , B 2 2 R R R n 2n , and det(B 2 ) 6 = 0, which is required for the cheap control problem formulation [3] , [9] . Under the above assumption, the system can be partitioned as
The cheap control problem for (1) is to determine the optimal control sequence u(k) that minimizes the performance index
with Q 3 > 0, which is the standard assumption for cheap control problems [3] . Note that the choice of (4) does not constrain the choice of the sampling period ". We first perform sampling with any given ", and then use that " to scale the control penalty matrix in the performance criterion, which leads to the cheap control problem formulation. Note that R is an arbitrary positive definite matrix of O(1), and the fact that the overall penalty matrix " 2 R is small indicates only that the control input is not expensive. We can use another small parameter " 1 to indicate this fact as follows: take the control penalty matrix as " 2 1 R1, with "1 = " and R1 = R T 1 > 0 an arbitrary matrix of O(1). This leads to the control penalty matrix " 2 R with R = 2 R 1 . To avoid the problem of dealing with two small parameters, we have adopted the form defined in (4) , which has also been used in [9] . 1 
II. DECOMPOSITION OF THE CLOSED-LOOP CHEAP CONTROL PROBLEM
The decomposition of the cheap control problem is obtained by starting with the open-loop optimal solution of the optimization problem defined in (1)-(4), which is given by
where is a costate variable satisfying [4] x(k + 1)
The matrix H H H is the standard Hamiltonian matrix, and has the following form [4] :
where A a = I n + "A 1 "A 2 "A3
In + "A4
In + "A1 "A2 "A3
A 0T a Q = Q1 Q2 Q3 Q4 : (8) There is no need for analytical expressions of "bared" matrices; they have to be constructed by the computer in the process of calculations. According to the above-defined partitions, the state-costate equations have the following expression:
with the Hamiltonian matrix partitioned as shown in (10), at the bottom of the page. Our goal is to put the state-costate system (9) and (10) into the singular perturbation form, and to achieve the pure slow-fast decomposition of the cheap control problem. We introduce the permutation matrix
In + "A1 "A2 0Q3 0Q4 "A3 In + "A4 
and set p 1 (k) p2(k) = " 1 (k) 2(k) to obtain the coordinate transformation
In the transformed coordinates, the Hamiltonian matrix has the form shown in (12) , at the bottom of the previous page. It is easy to observe that the transformed Hamiltonian matrix can be partitioned as
with matrices T 1 , T 2 , T 3 , and T 4 being given by
In + "A4 :
Since the matrices T 1 , T 2 , T 3 , T 4 are all of O(1), the state-costate equations have, in the new coordinates, the standard form of a discrete singularly perturbed system [7] , [8] :
It is important to observe that the matrix T4 is the Hamiltonian matrix of the fast subsystem, and has no eigenvalues on the unit circle in the case when the stabilizability-detectability assumption is satisfied.
Note that, from (8), we have Q4 = Q3 + O("). Since
the required assumption is as follows. Assumption 1: The triple
Since we have already assumed that det(B2) 6 = 0, and Q3 > 0, the above assumption is satisfied; in other words, Assumption 1 is implied by the following assumption.
Assumption 2: det(B 2 ) 6 = 0 and Q 3 > 0.
To decouple slow and fast variables, we can now apply Chang's transformation [5] , defined by
where matrices L and H satisfy the equations
The unique solution of (16) exists under the assumption that (T 4 0I)
is nonsingular, which is, as we have noted previously, satisfied for sufficiently small values of " since the matrix T (0) 4 has no eigenvalues on the unit circle. An algorithm for solving (16) is presented in [1] .
Application of the transformation (15) results in a block-diagonal system matrix, that is,
which corresponds to a singularly perturbed system in which slow and fast variables are completely decoupled [1] . Hence, in the new coordinates, we have
In the original coordinates, the required optimal solution has a closed-loop form 
The same is true in the transformed coordinates [1] , that is, 1(k) = P 1 1 (k) and 2 (k) = P 2 2 (k) or
To use this fact, we rearrange the variables in (15) using the permutation matrix 
Following the same logic, we can find P in terms of P 1 and P 2 by introducing the inverse transformation
which yields P = 3 + 4 P1 0 0 P 2 1 + 2 P1 0 0 P 2 01 : (26) It is shown in Appendix A that the inversions defined in (24) and
(26) exist for sufficiently small values of parameter ". To determine P 1 and P 2 , we rewrite the decoupled system (17) in terms of its components
Using these two decoupled state-costate systems (27) and (28), the reduced-order nonsymmetric continuous-time, respectively, pure-slow and pure-fast, algebraic Riccati equations are derived: P 1 1 0 4 P 1 0 3 + P 1 2 P 1 =0 
The Riccati equation for the slow subsystem becomes P1(A1 0 A2L1) 0 (A1 + Q2L2 0 "A2L4)P1 + Q1 0 Q 2 L 1 + "A 2 L 3 0 P 1 A 2 P 1 = 0:
Note that P 1 I n1 and 0I n1 P 1 cancel out, and that the remaining terms are divided by ".
The Riccati equation for the fast subsystem becomes P2 B2R 01 B T 2 Q4 + "(A4 + L1A2 0 L2Q2) 0 "(A4 + "L4A2)P2 + P 2 0B 2 R 01 B T 2 (I n + "A 4 ) + " 2 L 2 A 2 P 2 + (Q 4 0 L 3 A 2 + L 4 Q 2 ) = 0: 
The unique positive semidefinite stabilizing solution of (37) exists under Assumption 1. The existence of such a solution of the slow algebraic Riccati equation (36) requires the following assumption. Assumption 3: The triple
The solutions of (36)-(37) can be used as very good initial guesses for the Newton method for solving the nonsymmetric Riccati equations (34) and (35).
Having determined the solution of the global Riccati equation in terms of solutions of the reduced-order algebraic Riccati equations using formula (26), we can now write the optimal control sequence using (5) As pointed out by an anonymous reviewer, the condition stated in Assumption 2, det(B2) 6 = 0, can be replaced by the assumption that the pair (A; B) is controllable and the sampling period is not pathologic.
A numerical example that demonstrates the efficiency of the proposed method can be found in [10] .
III. CONCLUSIONS
This paper presents the cheap control problem associated with sampled data systems. Using the theory of singular perturbations, the required optimal solution has been obtained in terms of pure-slow and pure-fast subsystems, which have been constructed through parallel computations. High dimensionality and ill conditioning of the original problem are eliminated, and the computational speed is increased. This implies that O(") perturbation in the matrices A1, A2, A3, A4 results in the following matrices: It is interesting to observe that this equation is identical to the slow approximate algebraic Riccati equation of [9] . (1) Rank of the argument.
(1) 0 Transpose of the argument.
3 Complex conjugate transpose of the argument.
E(1) Mathematical expectation of the argument.
tr (1) Trace of the square matrix argument.
I. PROBLEM STATEMENT
This note deals with the design of sliding surfaces for sliding mode control systems. Systems with convex-bounded nonmatching model parameter uncertainties and nonmatching disturbance inputs are considered. The design problem is formulated in terms of linear matrix inequalities (LMI's) with the minimization of an upper bound for the system H 2 norm in the uncertainty set. As a byproduct, the quadratic stability of the closed-loop system is guaranteed.
For brevity, there is no presentation of the background of these theories, and the reader is referred to [1] - [3] for further details on the sliding mode theory, and to [4] and [5] for more information on the convex optimization approach for H 2 optimal control with convex-bounded uncertainties.
In the paper by Utkin and Yang [6] (and also in [7] ), a nominally linear system is considered: _ x(t) = Ax(t) + Bu(t) (1) where A 2 n2n and B 2 n2r are, respectively, the nominal dynamic matrix and the control input matrix. This system will be controlled with a sliding mode controller which constrains the state vector to a linear surface (sliding surface) of dimension n 0 r after a finite transient time :
Cx(t) = 0; 8 t (C) = r: (2) 
