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Abstract
We propose a method that can perform one-class clas-
sification given only a small number of examples from the
target class and none from the others. We formulate the
learning of meaningful features for one-class classifica-
tion as a meta-learning problem in which the meta-training
stage repeatedly simulates one-class classification, using
the classification loss of the chosen algorithm to learn a
feature representation. To learn these representations, we
require only multiclass data from similar tasks. We show
how the Support Vector Data Description method can be
used with our method, and also propose a simpler variant
based on Prototypical Networks that obtains comparable
performance, indicating that learning feature representa-
tions directly from data may be more important than which
one-class algorithm we choose. We validate our approach
by adapting few-shot classification datasets to the few-shot
one-class classification scenario, obtaining similar results
to the state-of-the-art of traditional one-class classifica-
tion, and that improves upon that of one-class classification
baselines employed in the few-shot setting.
1. Introduction
One-class classification algorithms are the main ap-
proach to detecting anomalies from normal data but tradi-
tional methods scale poorly both in computational resources
and sample efficiency with the data dimensions. Attempt-
ing to overcome these problems, previous work proposed
using deep neural networks to learn feature representations
for one-class classification. While successful in address-
ing some of the problems, they introduced other limitations.
One problem with these methods is that some of them op-
timize a metric that is related, but different than their true
one-class classification objective (e.g., input reconstruc-
tion [31]). Other methods require imposing specific struc-
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ture to the models, like using generative adversarial net-
works (GANs) [11, 29], or removing biases and restricting
the activation functions for the network model [28]. GANs
are notoriously hard to optimize [2, 21], and removing bi-
ases restrict which functions the models can learn [28]. Fur-
thermore, these methods require thousands of samples from
the target class, only to obtain results that are comparable to
that of the traditional baselines [28].
We propose a method that overcomes these problems if
we have access to data from related tasks. By using re-
cent insights from the meta-learning community on how to
learn to learn from related tasks [9, 32], we show that it
is possible to learn feature representations suitable for one-
class classification by optimizing an estimator of its classi-
fication performance. This not only allows us to optimize
the one-class classification objective without any restriction
to the model besides differentiability but also improves the
data efficiency of the underlying algorithm. Our method ob-
tains similar performance to traditional methods while us-
ing 1,000 times fewer data from the target class, defining
a trade-off in the availability of data from related tasks and
data from the target class.
For some one-class classification tasks, there are related
tasks, and so our method’s requirement is satisfied. For ex-
ample, in fraud detection, we could use normal activity from
other users and create related tasks that consist of identi-
fying if the activity came from the user or not, while still
employing and optimizing one-class classification.
We describe an instance of our method, the Meta Sup-
port Vector Data Description, obtained by using the Sup-
port Vector Data Description (SVDD) [33] as the one-class
classification algorithm. We also simplify this method to
obtain a one-class classification variant of Prototypical Net-
works [32], which we call One-class Prototypical Network.
Despite its simplicity, this method obtains comparable per-
formance to Meta SVDD. Our contributions thus are:
• We show how to learn a feature representation for one-
class classification (Section 2) by defining an estima-
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Figure 1. Overview of the proposed method. During the meta-training stage, we emulate a training stage by first sampling X ′ from a
distribution that is similar to the one of our target class data X . In practice we use all examples from class i - represented as the Zi sets in
the figure - from a labeled datasetZ. We then sample a minibatch of pairs (x′, y′) with x′ being an example and y′ a binary label indicating
whether x′ belongs to the same class as the examples inX ′, sampling again from setsZi. Then, we use a one-class classification algorithm
(e.g. SVDD) in the features resulting from applying fθ on the examples of X ′. We use the resulting classifier to classify each example’s
features fθ(x′) as belonging or not to the same class as X ′, and compute the binary loss J with the true labels y′. We optimize fθ by
doing gradient descent in the value of J over many such tasks. After fθ is learned, we run the same one-class classification algorithm on
the resulting features, represented by the dashed-dotted arrow from the meta-training to the deployment stage, for X in the true training
stage, yielding the final one-class classification method.
tor for the classification loss of such algorithms (Sec-
tion 2.1). We also describe how to efficiently back-
propagate through the objective when the chosen al-
gorithm is the SVDD method, so we can parametrize
the feature representation with deep neural networks
(Section 2.2). The efficiency requirement to train our
model serves to make it work in the few-shot setting.
• We simplify Meta SVDD by replacing how the cen-
ter of its hypersphere is computed. Instead of solv-
ing a quadratic optimization problem to find the weight
of each example in the center’s averaging, we remove
the weighting and make the center the result of an un-
weighted average (Section 3). The resulting One-class
Prototypical Networks are simpler, have lower compu-
tational complexity and more stable training dynamics
than Meta SVDD.
• After that, we detail how our method conceptually ad-
dresses the limitations of previous work (Section 4).
We also show that our method has promising empirical
performance by adapting two few-shot classification
datasets to the one-class classification setting and ob-
taining comparable results with the state-of-the-art of
the many-shot setting (Section 5). Our results indicate
that learning the feature representations may compen-
sate for the simplicity of replacing SVDD with feature
averaging and that our approach is a viable way to re-
place data from the target class with labeled data from
related tasks.
2. Meta SVDD
The Support Vector Data Description (SVDD)
method [33] computes the hypersphere of minimum
volume that contains every point in the training set. The
idea is that only points inside the hypersphere belong to the
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target class, so we minimize the sphere’s volume to reduce
the chance of including points that do not belong in the
target class.
Formally, the radius R(X, c;θ) of the hypersphere cen-
tered at c ∈ Rd covering the training set X transformed by
fθ : RD → Rd is
R(X, c;θ) = max
x∈X
‖fθ(x)− c‖. (1)
The SVDD objective is to find the center c∗ that minimizes
the radius of such a hypersphere, i.e.
c∗ = argmin
c
R(X, c;θ). (2)
Finally, the algorithm determines that a point x′ belongs to
the target class if
‖fθ(x′)− c∗‖ ≤ R(X, c∗;θ). (3)
The SVDD objective, however, does not specify how to
optimize the feature representation fθ. Previous approaches
include using dimensionality reduction with Principal Com-
ponent Analysis (PCA) [28], using a Gaussian kernel with
the kernel trick [33], or using features learned with unsuper-
vised learning methods, like deep belief networks [8]. We
take a different approach: Our goal is to learn fθ for the
task, and we detail how next.
2.1. Meta-learning One-class Classification
Our objective is to learn an fθ such that the minimum
volume hypersphere computed by the SVDD covers only
the samples from the target class. We, therefore, divide
the learning problem into two stages. In the meta-training
stage, we learn the feature representation fθ. Once we learn
fθ, we use it to learn a one-class classifier using the chosen
algorithm (in this case, SVDD) from the data of the target
class in the training stage. This is illustrated in Figure 1.
Notice how both the decision on unseen inputs (Equa-
tion 3) and the hypersphere’s center c∗ (Equation 2) de-
pend on fθ. Perfectly learning fθ in the meta-training stage
would map any input distribution into a space that can be
correctly classified by SVDD, and would therefore not de-
pend on the given dataX nor on what is the target class; that
would be learned by the SVDD after transforming X with
fθ in the subsequent training stage. We do not know how to
learn fθ perfectly but the above observation illustrates that
we do not need to learn it with data from the target class.
With that observation, we can use the framework of
nested learning loops [26] to describe how we propose to
learn fθ:
• Inner loop: Use fθ to transform the inputs, and use
SVDD to learn a one-class classification boundary for
the resulting features.
• Outer loop: Learn fθ from the classification loss ob-
tained with the SVDD.
We use the expected classification loss in the outer loop.
With this, we can use data that comes from the same dis-
tribution as the data for the target class, but with different
classification tasks. To make this definition formal, first, let
g be a one-class classification function parametrized by θ
which receives as inputs a subset of examples from the tar-
get classX ′ and an example x′, and outputs the probability
that x′ belongs to the target class. For a suitable classifica-
tion loss J , our learning loss is
L(θ) = EX′∼DX [E(x′,y′)∼DZ|X′ [J(g(x′,X ′;θ), y′)]]
(4)
where y′ is a binary label indicating whether x′ belongs to
the same distribution ofX ′ or not. The outer expectation of
Equation 4 defines a one-class classification task, and the in-
ner expectation is over labeled examples for this task (hence
the dependency on X ′ for the labeled example distribution
DZ|X′ ). Since we do not have access to the distributionDX
nor we have access toDZ|X , we approximate it with related
tasks. Intuitively, the closer the distribution of the tasks we
use to approximate it, the better our feature representation.
To compute this approximation in practice, we re-
quire access to a labeled multiclass classification dataset
Z = {(x1, y1), . . . , (xN , yN )}, where xi ∈ RD is the ith
element and yi ∈ Z its label, that has a distribution similar
to our dataset X , but is disjoint from it (i.e. none of the
elements in X are in Z and none of its elements belong to
any of the classes inZ). Datasets likeZ are common in the
meta-learning or few-shot learning literature, and their exis-
tence is a standard assumption in previous work [32, 9, 20].
However, this restricts the tasks to which our method can be
applied to those that have such related data available.
We then create the datasets Z1, . . . ,Zk from Z by sep-
arating its elements by class, i.e.
Zi = {xj | (xj , i) ∈ Z}. (5)
We create the required binary classification tasks by pick-
ing Zi as the data for the target class, and the examples
from Zj , j 6= i, to be the input data from the negative class.
Finally, we approximate the expectations in Equation 4 by
first sampling mini-batches of these binary classification
tasks and then averaging over mini-batches of labeled ex-
amplesZ ′ from each of the sampled tasks. By making each
sampled X ′ have few examples (e.g. 5 or 20), we not only
make our method scalable but we also learn fθ for few-shot
one-class classification.
In the next section, we define a model for fθ and a way
to optimize it over Equation 4.
2.2. Gradient-based Optimization
If we choose fθ to be a neural network, it is possible to
optimize it to minimize the loss in Equation 4 with gradi-
3
ent descent as long as J and g are differentiable and have
meaningful gradients because of the chain rule of calculus.
J can be the standard binary cross-entropy between the data
and model distributions [10].
We also modify the SVDD to satisfy the requirements of
the g function. Neither how it computes the hypersphere’s
center, by solving an optimization problem (Equation 2),
nor its hard, binary decisions (Equation 3) are immediately
suitable for gradient-based optimization.
To solve the hard, binary decisions problem, we adopt
the approach of Prototypical Networks [32] and consider
the squared distance from the features fθ(x′) to the center
c∗ (the left-hand side of Equation 3) as the input logits for
a logistic regression model. Doing this not only solves the
problem of uninformative gradients coming from the binary
outcomes of SVDD but also simplifies its implementation
in modern automatic differentiation/machine learning soft-
ware, e.g. PyTorch [24]. As our logits are non-negative,
using the sigmoid function σ to convert logits into proba-
bilities would result in probabilities of at least 0.5 for every
input, so we replace it with the tanh and keep the binary
cross-entropy objective otherwise unchanged.
As for how to compute c∗ in a differentiable manner, we
can write it as the weighted average of the input features
c∗ =
n∑
i=1
αifθ(xi) (6)
where the weights α are the solution of the following
quadratic programming problem, which is the dual of the
problem defined in Equation 2 [7, 33]
max
α
αTdiag(K)−αTKα (7)
subject to
n∑
i=1
αi = 1 (8)
0 ≤ αi, i ∈ {1, . . . , n} (9)
and
Ki,j = fθ(xi)
T
fθ(xj) (10)
is the kernel matrix of fθ for input set X . Despite such
quadratic programs not having known analytical solutions
and requiring a projection operator to unroll its optimiza-
tion procedure because of its inequality constraints, the
quadratic programming layer [1] can efficiently backpropa-
gate through its solution and supports GPU usage.
Still, the quadratic programming layer has complexity
O(m3) form optimization variables [1]; in the case of Meta
SVDD, m is equal to the number of examples in X during
training [20]. As the size of the network is constant, this is
the overall complexity of performing a training step in the
model. Since we keep the number of examples small, 5 to
20, the runtime is dominated by the computation of fθ.
In practice, we follow previous work that uses quadratic
programming layers [20] and we add a small stabilization
value λ = 10−6 to the diagonals of the kernel matrix (Equa-
tion 10), i.e.
K ′ =K + λI (11)
and we use K ′ in Equation 7. Not adding this stabilization
term results in failure to converge in some cases.
Using the program defined by objective 7, and con-
straints 8 and 9 to solve SVDD also allows us to use the
kernel trick to make K non-linear with regards to fθ [33].
We believe this would not add much since using a deep neu-
ral network to represent fθ can handle the non-linearities
that map the input to the output, in theory.
SVDD [33] also introduce slack variables to account for
outliers in the input set X . Since our setting is few-shot
one-class classification, we do not believe these would ben-
efit the method’s performance because we think outliers are
unlikely in such small samples. We leave the analysis to
confirm or refute these conjectures to future work.
3. One-class Prototypical Networks
The only reason to solve the quadratic programming
problem defined by objective 7 and constraints 8 and 9 is
to obtain the weights α for the features of each example in
Equation 6.
We experiment with replacing the weights α in Equa-
tion 6 by uniform weights αi = 1/n. The center c∗ then
becomes a simple average of the input features
c∗ =
1
n
n∑
i=1
fθ(xi) (12)
and we no longer require solving the quadratic program.
The remainder of the method, i.e. its training objective,
how tasks are sampled, etc, remains the same. This avoids
the cubic complexity in the forward pass, and the desta-
bilization issue altogether. We call this method One-class
Prototypical Networks because the method can be cast as
learning binary Prototypical Networks [32] with a binary
cross-entropy objective.
Despite being a simpler method than Meta SVDD, we
conjecture that learning fθ to be a good representation for
One-class Prototypical Networks can compensate its algo-
rithmic simplicity so that performance does not degrade.
4. Related work
4.1. One-class Classification
The SVDD [33], reviewed in Section 2, is closely re-
lated to the One-class Support Vector Machines (One-class
SVMs) [30]. Whereas the SVDD finds a hypersphere to en-
close the input data, the One-class SVM finds a maximum
4
margin hyperplane that separates the inputs from the origin
of the coordinate system. Like the SVDD, it can also be for-
mulated as a quadratic program, solved in kernelized form,
and use slack variables to account for outliers in the input
data. In fact, when the chosen kernel is the commonly used
Gaussian kernel, both methods are equivalent [30].
Besides their equivalence in that case, the One-class
SVM more generally suffers from the same limitations as
the SVDD: it requires explicit feature engineering (i.e. it
prescribes no way to formulate fθ), and it scales poorly both
with the number of samples and the dimension of the data.
In Section 2, we propose to learn fθ from related tasks,
which addresses the feature engineering problem. We also
make it so that it requires only a small set to learn the one-
class classification boundary, solving the scalability prob-
lem in the number of samples. Finally, by making the fea-
ture dimension d much smaller than D, we solve the scala-
bility issue regarding the feature dimensionality.
The limitations of SVDD and One-class SVMs led to the
development of deep approaches to one-class classification,
where the previous approaches are known as shallow be-
cause they do not rely on deep (i.e. multi-layered) neural
networks for feature representation.
Most previous approaches that use deep neural networks
to represent the input feature for downstream use in one-
class classification algorithms are trained with a surrogate
objective, like the representation learned for input recon-
struction with deep autoencoders [12].
Autoencoder methods learn feature representations by
requiring the network to reconstruct inputs while preventing
it to learn the identity function. These are usually divided
into an encoder, tasked with converting an input example
into an intermediate representation, and a decoder, that gets
the representation and must reconstruct the input [10].
The idea is that if the identity function cannot be learned,
then the representation has captured semantic information
of the input that is sufficient for its partial reconstruction
and other tasks. How the identity function is prevented de-
termines the type of autoencoder and many options exist:
by reducing the dimensions of or imposing specific distri-
butions to the intermediate representations, by adding a reg-
ularization term to the model’s objective, or by corrupting
the input with noise [10].
Philipp Seebo¨ck et al. [31] train a deep convolutional
autoencoder (DCAE) in images for the target class, here
healthy retinal image data, and after that the decoder is ig-
nored and a One-class SVM is trained on the resulting inter-
mediate representations. The main issue with this approach
is that the objective of autoencoder training does not assure
that the learned representations are useful for classification.
A related approach is to reuse features from networks
trained for multiclass classification. Oza and Patel [23] re-
move the softmax layer of a Convolutional Neural Network
(CNN) [18] trained in the ImageNet dataset [6] as its feature
extractor. The authors then train the fully-connected layers
of the pre-trained network alongside a new fully connected
layer tasked with discriminating between features from the
target class and data sampled from a spherical Gaussian dis-
tribution; the convolutional layers are not updated.
AnoGANs [29] are trained as Generative Adversarial
Networks [11] to generate samples from the target class.
After that, gradient descent is used to find the sample in the
noise distribution that best reconstructs the unseen exam-
ple to be classified, which is equivalent to approximately
inverting the generator using optimization. The classifica-
tion score is the input reconstruction error, which assumes
pixel-level similarity determines membership in the target
class.
Like our method, Deep SVDD [28] attempts to learn
feature representations for one-class classification from the
data using gradient-based optimization with a neural net-
work model. It consists of directly reducing the volume of
a hypersphere containing the features, and in that it is a deep
version of the original SVDD.
Deep SVDD’s algorithm relies on setting the centers ev-
ery few iterations with the mean of the features from a
forward pass instead of computing the minimum bound-
ing sphere. Since their objective is to minimize the vol-
ume of the hypersphere containing the features, the algo-
rithm must avoid the pathological solution of outputting a
constant function. This requires imposing architectural con-
straints on the network, the stronger of which is that the net-
work’s layers can have no bias terms. The authors also ini-
tialize the weights with those of an encoder from a trained
autoencoder. Neural network models in our method have no
such restrictions and do not require a pre-training stage.
One advantage of Deep SVDD over our work is that it
does not require data from tasks from a similar distribution:
it is trained only on the target class data. While this is an ad-
vantage, there is a downside to it. It is not clear for us, read-
ing the paper describing Deep SVDD, how to know for how
long to train a Deep SVDD model, how to tune its many hy-
perparameters, or what performance to expect of the method
in unseen data. These are usually done with computing use-
ful metrics in a validation set. However, for Deep SVDD,
the optimal value can be reached for pathological solutions,
so a validation set is not useful.
Ruff et al. [28] prove that using certain activation func-
tions or keeping bias terms allow the model to learn the
constant function but they do not prove the reciprocate, i.e.
they do not prove that constant functions cannot be learned
by the restricted models. The authors also do not analyze
which functions are no longer learnable when the model is
restricted as such. For Meta SVDD, on the other hand, the
related tasks give predictive measures of metrics of interest,
allow tuning hyperparameters, and early stopping.
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4.2. Few-shot Learning
The main inspiration for the ideas in our paper besides
Deep SVDD came from the field of meta-learning, in par-
ticular, that of few-shot classification. Prototypical Net-
works [32] are few-shot classifiers that create prototypes
from few labeled examples and use their squared distances
to an unseen example as the logits to classify it as one of
their classes. We first saw the idea of learning the feature
representation from similarly distributed tasks and of us-
ing the squared distances in this paper. They also propose
feature averaging as a way to summarize class examples
and show its competitive performance despite its simplic-
ity; One-class Prototypical Networks are the one-class vari-
ant of this method.
Recently, Lee et al. [20] proposed to learn feature rep-
resentations for few-shot classification convex learners, in-
cluding multi-class Support Vector Machines [4], with
gradient-based optimization. Their work is similar to ours
in its formulation of learners as quadratic programs, and in
solving these with quadratic programming layers but it does
not address one-class classification.
5. Experiments
5.1. Evaluation Protocol
Our first experiment is an adaptation of the evaluation
protocol of Deep SVDD [28] to the few-shot setting to com-
pare Meta SVDD with previous work. The original evalu-
ation protocol consists of picking one of the classes of the
dataset, training the method in the examples in the training
set (using the train-test split proposed by the maintainers),
and using all the examples in the test set to compute the
mean and standard deviation of the Area under the curve
(AUC) of the trained classifier over 10 repetitions in the
MNIST [19] and CIFAR-10 [16] datasets.
We modified the protocol because there are only 10
classes in these datasets, which is not enough for meta-
learning one-class classifiers. This illustrates the trade-off
introduced by our approach: Despite requiring many fewer
examples per class, it requires many more classes. Our
modifications are only to address the number of classes and
we tried to keep the protocol as similar as possible to make
the results more comparable.
The first modification is the replacement of CIFAR-10
by the CIFAR-FS dataset [3], a new split of CIFAR-100
for few-shot classification in which there is no class overlap
between the training, validation and test sets. CIFAR-FS
has 64 classes for training, 16 for validating, and 20 for
testing, and each class has 600 images.
No such split is possible for MNIST because there is no
fine-grained classification like in the case of the CIFAR-
10 and CIFAR-100 datasets. Therefore, we use the Om-
niglot dataset [17], which is considered the “transposed”
version of the MNIST dataset because it has many classes
with few examples instead of the many examples in the
10 classes of MNIST. This dataset consists of 20 im-
ages of each of its 1623 handwritten characters, which are
usually augmented with four multiples of 90◦ to obtain
1623× 4 = 6492 classes [34, 3, 32, 9]. We follow the pre-
processing and dataset split proposed by Vinylas et al. [34]
by resizing the images to 28× 28 pixels, and using 4800
classes for training and 1692 for testing, which is nowadays
standard in few-shot classification work [9, 32, 3].
Another modification is that since there are only 10
classes in MNIST and CIFAR-10, Deep SVDD [28] reports
the AUC metrics for each class. This is feasible for CIFAR-
FS, which has 20 testing classes, but not for Omniglot,
which has 1692. We summarize these statistics by present-
ing the minimum, median, and maximum mean AUC along-
side their standard deviations.
The last modification is in the number of elements per
class in the test set evaluation. Since there are many classes
and we are dealing with few-shot classification, we use only
two times the number of examples in X for the target and
for the negative class, e.g. if the task is 5-shot learning, then
there are 10 examples from the target class and 10 examples
from the negative class for evaluation.
To better compare the previous methods with ours in the
few-shot setting, we evaluate the state-of-the-art method for
general deep one-class classification, Deep SVDD [28], in
our modified protocol. We run the evaluation protocol in
CIFAR-FS using only 5 images for training, and we eval-
uate it using 10 images from the target class and 10 im-
ages from a negative class, and we do this 10 times for
each pair of the 20 test classes to compute mean and stan-
dard deviation statistics for the AUC. We don’t do this for
Omniglot because it would require training more than 1692
Deep SVDD models.
We also conduct a second experiment, based on the stan-
dard few-shot classification experiment in which we eval-
uate the mean 5-shot one-class classification accuracy over
10,000 episodes of tasks consisting of 10 examples from
the target class and 10 examples from the negative class.
We use this experiment to compare with a shallow baseline,
PCA and Gaussian kernel One-class SVM [30], and One-
class Prototypical Network. We use the increased number
of episodes to compute 95% confidence intervals like pre-
vious work for few-shot multiclass classification [3, 20].
5.2. Setup
We parametrize fθ with the neural network architecture
model introduced by Vinyals et al. [34] that is commonly
used in other few-shot learning work [9, 32]. There are
four convolutional blocks with number of filters equal to
64, and each block is composed of a 3× 3 kernel, stride 1,
“same” 2D convolution, batch normalization [13], followed
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Dataset DCAE
Deep
SVDD Dataset
Deep
SVDD
One-Class
Protonet
Meta
SVDD
Min. 78.2 ± 2.7 88.5 ± 0.9 89.0 ± 0.2 88.6 ± 0.4
Med. MNIST 86.7 ± 0.9 94.6 ± 0.9 Omniglot – 99.5 ± 0.0 99.5 ± 0.0
Max. 98.3 ± 0.6 99.7 ± 0.1 100.0 ± 0.0 100.0 ± 0.0
Min. 51.2 ± 5.2 50.8 ± 0.8 47.9 ± 4.9 60.2 ± 3.4 59.0 ± 5.7
Med. CIFAR-10 58.6 ± 2.9 65.7 ± 2.5 CIFAR-FS 64.0 ± 5.0 72.7 ± 3.0 71.0 ± 4.0
Max. 76.8 ± 1.4 75.9 ± 1.2 92.4 ± 2.3 90.1 ± 2.3 92.5 ± 1.7
Table 1. Minimum, median and maximum mean AUC alongside
their standard deviation for one-class classification methods for 10
repetitions. We highlight in boldface the highest mean and others
which are within one standard deviation from it. The results for
the many-shot baselines in MNIST and CIFAR-10 are compiled
from the table by Ruff et al. [28]. The results for Omniglot and
CIFAR-FS are for 5-shot one-class classification.
by 2× 2 max-pooling and ReLU activations [14].
We implemented the neural network using PyTorch [24]
and the qpth package [1] for the quadratic programming
layer. We also used Scikit-Learn [25] and NumPy [22]
to compute metrics, implement the shallow baselines and
for miscelaneous tasks, and Torchmeta [5] to sample mini-
batches of tasks, like described in Section 2.1.
We optimize both Meta SVDD and One-class Prototyp-
ical Networks using stochastic gradient descent [27] on the
objective defined in Section 2.1 and Equation 4 with the
Adam optimizer [15]. We use a constant learning rate of
5× 10−4 over mini-batches of tasks of size 16, each having
set X ′ with 5 examples, and set Z ′ with 10 examples from
the target class and 10 examples from a randomly picked
negative class. The learning rate value was the first one we
tried, so no tuning was required. We picked the task batch
size that performed better in the validation set when training
halts; we tried sizes {2, 4, . . . , 32}. We evaluate the perfor-
mance in the validation set with 95% confidence intervals of
the model’s accuracy in 500 tasks randomly sampled from
the validation sets, and we consider that a model is better
than another if the lower bound of its confidence interval is
greater, or if its mean is higher when the lower bounds are
equal up to 5 decimal points. Early stopping halts training
when performance in the validation set does not increase for
10 evaluations in a row, and we use the model with higher
performance in the validation set. We evaluate the model in
the validation set every 100 training steps.
The results for the few-shot experiment with Deep
SVDD are obtained modifying the code made available by
the authors1, keeping the same hyperparameters.
For the few-shot baseline accuracy experiment with PCA
and One-class SVMs with Gaussian kernel, we use the grid
search space used by the experiments in prior work [28]:
γ is selected from {2−10, 2−9, . . . , 2−1}, and ν is selected
from {0.01, 0.1}. Furthermore, we give the shallow base-
line an advantage by evaluating every parameter combina-
tion in the test set and reporting the best result.
1https://github.com/lukasruff/Deep-SVDD-Pytorch
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Figure 2. Mean AUC with shaded standard deviations for tasks
in CIFAR datasets sorted by increasing mean value. Comparing
Deep SVDD across datasets and protocols shows that the modified
protocol is reasonable to evaluate few-shot one-class classification
because the trend in task difficulty is similar. Within the few-shot
protocol in CIFAR-FS, meta one-class classification are numeri-
cally superior, show less variance and can be meta-trained once
for all tasks, with simple adaptation for unseen tasks, but require
related task data.
5.3. Results
We reproduce the results reported for Deep SVDD [28]
and its baselines alongside the results for 5-shot Meta
SVDD and One-class Prototypical Networks, and our ex-
periment with 5-shot Deep SVDD in Table 1. Figure 2 also
provides mean AUC with shaded standard deviations for the
results in the CIFAR dataset variants.
While the results from different datasets are not com-
parable due to the differences in setting and application
listed in Section 5.1, they show that the approach has simi-
lar performance to the many-shot state-of-the-art in terms of
AUC. Figure 2 shows that when we sort the mean AUCs for
CIFAR-10 and CIFAR-FS, the performance from hardest to
easier tasks exhibit similar trends despite these differences,
and that the modifications to the protocol are reasonable.
This experiment is evidence that our method is able to
reduce the required amount of data from the target class in
case we have labeled data from related tasks. Note that it
is not the objective of our experiments to show that our
method has better performance than previous approaches,
since they operate in different settings, i.e. few-shot with
related tasks and many-shot without them.
The comparison with Deep SVDD in the few-shot sce-
nario gives further evidence of the relevance of our method:
both Meta SVDD and One-Class Prototypical Networks ob-
tain higher minimum, and median AUC than Deep SVDD.
Another advantage is that we train fθ once in the training set
of Omniglot or CIFAR-FS, and learn only either the SVDD
or the average on each of the setsX in the test set. We also
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Dataset PCA+SVM
One-class
Protonet Meta SVDD
Omniglot 50.64 ± 0.10% 94.68 ± 0.17% 94.33 ± 0.19%
CIFAR-FS 54.77 ± 0.31% 67.67 ± 0.39% 64.95 ± 0.37%
Table 2. Mean accuracy alongside 95% confidence intervals com-
puted over 10,000 tasks for Gaussian kernel One-class SVM with
PCA, Meta SVDD and One-class Protoypical Networks. The re-
sults with highest mean and those with overlapping confidence in-
terval with it are in boldface. We report the best result for the
One-class SVM in its parameter search space, which gives it an
advantage over the other two methods. Despite employing a sim-
pler algorithm for one-class classification, One-class Prototypical
networks obtain equivalent accuracy for Omniglot and better ac-
curacy for CIFAR-FS than Meta SVDD. This indicates that learn-
ing feature representations is more important than which one-class
classification algorithm we use.
obtain these results without any pre-training, and we have
established a clear validation procedure to guide hyperpa-
rameter tuning and early stopping.
These results also show we can train a neural network
for fθ without architectural restrictions to optimize a one-
class classification objective whereas other methods either
require feature engineering, optimize another metric, or im-
pose restrictions on the model architecture to prevent learn-
ing trivial functions.
The results for our second experiment, comparing the ac-
curacies of Meta SVDD, a shallow baseline and One-class
Prototypical Networks are presented in Table 2.
In this experiment, we can see an increase from almost
random performance to almost perfect performance for both
methods when compared to the shallow baseline in Om-
niglot. Both methods for few-shot one-class classification
that use related tasks have equivalent performance in Om-
niglot. The gain is not as significant for CIFAR-FS but more
than 10% in absolute for both methods, which shows they
are a marked improvement over the shallow baseline.
Comparing the two proposed methods, we observe the
unexpected result that the simpler method, One-class Proto-
typical Networks, has equivalent accuracy in the Omniglot
experiment, and better accuracy in the CIFAR-FS experi-
ment. This indicates that learning the feature representation
directly from data might be more important than the one-
class classification algorithm we choose, and the increased
complexity of using SVDD over simple averaging does not
translate into improved performance in this setting.
We have also attempted to run this same experiment in
the miniImageNet dataset [34], a dataset for few-shot learn-
ing using the images from the ImageNet dataset [6]. The ac-
curacy in the validation set, however, never rose above 50%.
One of the motivations of introducing CIFAR-FS was that
there was a gap in the challenge between training models in
Omniglot and miniImageNet and that successfully training
models in the latter took hours [3]. Since none of the pre-
vious methods attempted solving ImageNet level datasets,
and the worst performance in datasets from CIFAR is al-
ready near random guessing, we leave the problem of train-
ing one-class classification algorithms in this dataset open
for future work.
Finally, we have run a small variation of the second ex-
periment in which the number of examples in X is greater
than during training, using 10 examples instead of 5. The
results stayed within the accuracy confidence intervals for
5-shot for both models in this 10-shot deployment scenario.
6. Conclusion
We have described a way to learn feature representa-
tions so one-class classification algorithms can learn deci-
sion boundaries that contain the target class from data, opti-
mizing an estimator of its true objective. Furthermore, this
method works with 5 samples from the target class with per-
formance similar to the state-of-the-art in the setting where
target class data is abundant, and better when the many-
shot state-of-the-art method is employed in the few-shot set-
ting. We also provide an experiment that shows that using
a simpler one-class classification yields comparable perfor-
mance, displaying the advantages of learning feature repre-
sentations directly from data.
One possibility to replace the main requirement of our
method with a less limiting one would be the capability of
generating related tasks from unlabeled data. A simple ap-
proach in this direction could be using weaker learners to
define pseudolabels for the data. Doing this successfully
would increase the number of settings where our method
can be used significantly.
The main limitations of our method besides the require-
ment of the related tasks are the destabilization of the
quadratic programming layer, which we solved by adding
a stabilization term to the diagonal of the kernel matrix or
by simplifying the one-class classification algorithm to use
the mean of the features, and its failure to obtain meaningful
results in the miniImageNet dataset.
We believe not only finding solutions to these limitations
should be investigated in future work but also other ques-
tions left open in our work, like confirming our hypothesis
that introducing slacks would not benefit Meta SVDD.
Other directions for future work are extending our
method for other settings and using other one-class clas-
sification methods besides SVDD. Tax and Duin [33] also
detail a way to incorporate negative examples in the SVDD
objective, so we could try learning fθ using this method and
to minimize the hypersphere’s volume instead of converting
SVDD into a binary classification problem that uses the un-
seen examples’ distances to the center as logits.
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