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Abstract
The Curry-Howard isomorphism is the idea that proofs in natural deduction can be
put in correspondence with lambda terms in such a way that this correspondence is
preserved by normalization. The concept can be extended from Intuitionistic Logic
to other systems, such as Linear Logic. One of the nice conseguences of this isomor-
phism is that we can reason about functional programs with formal tools which are
typical of proof systems: such analysis can also include quantitative qualities of pro-
grams, such as the number of steps it takes to terminate. Another is the possiblity
to describe the execution of these programs in terms of abstract machines.
In 1990 Griffin proved that the correspondence can be extended to Classical
Logic and control operators. That is, Classical Logic adds the possiblity to manipu-
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In Part I we analyze some variants of λµ-calculus (an extension of λ-calculus with
two control operators for manipulating continuations), with special attention to the
calculus of de Groote; and the main ideas of implicit computational complexity (a
series of tools and techniques to characterize complexity classes), especially restric-
tions of Linear Logic with limited complexity and in particular Bounded Linear
Logic.
In Part II we investigate how to adapt techniques of implicit computational
complexity to characterize a fragment of λµ-calculus which is expressive enough to
represent all functions that can be computed in time polynomial w.r.t. the input
size.
In Part III we study some abstract machines for evaluating λ- and λµ-terms; we
ultimately review an abstract machine for lambda terms which has not received a
lot of attention in the last few years and adapt it to λµ-calculus.
What is not here During my PhD I have devoted myself to other works, some of
which are still in progress, while others are not yet mature for publication. Although
they are all on more or less related topics, I have decided not to included them in
my thesis.
• I have written a paper on abstract machines based on Geometry of Interaction,
together with Marco Pedicini and Mario Piazza, aimed at formalizing a parallel
implementation named PELCR [PQ07] as a stream-processing machine. I have
also envisioned connection with control operators (inspired by [LM00]), but
the paper is currently being rewritten and extended.
4 Contents
• Paolo Parisen Toldin and I have worked on establishing a connection between
the existence of complete problems and the existence of an ICC system for a
complexity class. The most interesting case studies of the subject of the paper
are BPP (see [DLPT12b, §1.3, 5] and other semantical classes. The results
obtained so far are encouraging but still preliminary.
Original Contributions The original material can be found mainly in Chapters
4 and 6. Chapter 4 is based on [DLP13a] (a joint work with PhD Ugo Dal Lago),
while Chapter 6 contains (yet) unpublished material which is the result of six months








The continuation (a concept that dates back at least to the 1970s, cf., e.g., [Rey72])
is the rest of the computation, i.e., the context of the expression currently being
evaluated. A good intuition (somewhat informal, but operationally accurate) is that
a continuation is an expression with a “hole”: once the hole is filled the result of the
whole expression is returned. For example, in ((λf.λx.(f)(f)x)λy.y)(2)2 (where as
usual n denotes the Church integer for n) the continuation of (λf.λx.(f)(f)x)λy.y
is ( )(2)2, where is a hole that can be filled once we have evaluated the sub-term
(λf.λx.(f)(f)x)λy.y. The expression (3*2)+1 may be decomposed into (3*2) and
+1. An easy way to get an intuitive idea of continuations is to think of them as a
kind of goto [Dij68], but more structured, less arbitrary[Cun12]. Basically the idea
of control is that once the continuation is named, then the parameter corresponding
to the continuation can be bound and it becomes possible to explicitly manipulate
the execution flow.
Enriching a language with continuations improves its expressiveness and helps
the programmer write more readable code, since he is not forced to code how to
manipulate the control flow, but can use high-level primitives to do the job. Fur-
thermore the enrichment provided by continuations to functional languages permits
to extend the analysis techniques typical of the functional world to languages that
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have some features with imperative-flavor. Quasi-functional languages are sort of
best of both worlds.
Several concrete functional-languages provide some facilities for handling contin-
uations, i.e., treat continuations as first-class objects. The most known example is
Scheme, which has the primitive callcc (i.e., call-with-current-continuation), which
we discuss later on in more details. Other examples include Scala (2.8 and later ver-
sions), OCaml (e.g., through the library delimcc).
Continuation-Passing-Style Continuations can be used in two fashions. Either
the program is written in continuation-passing-style (CPS), in which continuations
have to be managed explicitly, i.e., functions have an extra argument which corre-
sponds to the continuation. Or the control flow of a program is manipulated by suit-
able operators, an approach called direct-style (DS) as opposite of CPS. In cases as
simple as those above there is no need to talk about continuations. Conversely, con-
tinuations are useful when one needs to have a non-sequential flow of control: they
can be used to implement coroutines [HFW86], exceptions, back-tracking, threads
or multiprocessing [Wan80], etc. . .
On one hand, even though it is possible to do so in CPS, the resulting program
can be extremely complex, making considerably hard for the programmer to reason
about it (study its semantics, running time, etc. . . ). On the other hand the CPS
representation can be useful in those situation when one needs precise control of the
execution flow. For example, some compilers for higher-order languages can use a
CPS translation as an intermediate representation for the code [FSDF93] [App07].
Furthermore, translating a richer language (e.g., including extra feautres or new
evaluation strategies) into a simpler, more primitive language allows to define the
extended semantics of the first language in terms of the latter [Rey72] (in particular,
there is no need to build new interpreters/compilers).
It should be noted that a straightforward/näıve CPS translation adds a number
of so-called administrative redexes, so the program obtained can be significantly
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bigger than the original, not to mention less efficient.1
A CPS translation is also a way to enforce a particular evaluation order. Different
evaluation strategies correspond to different CPS translations.
(Non-)Linear Continuations Once the programmer has access to the current
continuation, he can simply save the current context and resume it later. This is
but the most basic usage of continuations. Once a continuations has been captured
it can be used any number of times.
A program can, for an instance, enter a procedure twice. This can be a crucial
issue from an efficiency point of view, since a trivial implementation may simply
duplicate the corresponding stack/continuation.
It is also possible to use a continuation zero times, i.e., abort or escape a compu-
tation. This corresponds to do a return within the code, i.e., continuations allows
(possibly multiple) returns to escape from nested procedures.
(Un)delimited Continuations Whenever a continuation is captured, the whole
context of the current expression is saved on a stack. The current stack may con-
sist of an arbitrary number of arbitrarily large arguments. But sometimes only
part of the continuation is actually needed. In the latter case we talk of delimited
continuation (e.g., the operators shift and reset [DF90] [DF92]).
Undelimited continuations operators capture the whole continuation and are thus
less efficient, although all known delimited continuations operators can be imple-
mented in terms of undelimited continuations operators (and mutable state) [Sha04].
For example the operator callcc can be used to implement a number of facilities,
but for some reasons it is sometimes preferred not to use it [PCM+05] [Sai12].
1Some more sophisticated CPS translation may reduce the administrative redexes. It is also
possible to use some optimizing compilations specifically tailored to deal with continuation param-
eters (in certain cases the CPS representation allows to perform more optimization than would be
possible on the source language [App07]).
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1.2 Applications
1.2.1 Imperative Languages
Krivine has studied the use of control operators from Classical Logic to model some
features of imperative programming in functional languages using an extended no-
tion of head-reduction [Kri96].
As argued by Krivine, a call-by-name evaluation has a number of advantages
(head reduction strategy always yields a normal form, if it exists; and using programs
with side-effects does not produce unintended results), but it forces to evaluate the
argument of a function as many time as it is used. To avoid this drawback, storage
operators2 [Kri94] can be used when we need to simulate call-by-value, thus enriching
lambda calculus with imperative-like assignments.
Furthermore, control operators can be used in various way to escape from a
procedure, similarly to what happens in the C language with a break or exit
instruction (which can be simulated by an abort operator) or more sophisticated
commands. See also Section 1.3.1.
1.2.2 Programs for the Web
In [KHM+07] Felleisen et al. describe a Web server written in PLT Scheme that uses
first-class continuations to enable direct-style programming for Web applications.
According to Queinnec, Web browsing in the presence of dynamic Web
content generation is the process of capturing and resuming continua-
tions.
A proper handling of continuations at the level of programming language is essential
for having a code which is both natural to write and efficient to execute.
Among other things they present an interesting application for conference pa-
per management called CONTINUE which has been used in several workshop and
conferences.
2Called output operators by Parigot, see Section 1.3.2.
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1.2.3 Process calculi
Abramsky shows in [Abr94] that there is an analogy between cut-elimination in
Linear Logic and process I/O interaction (e.g., in CCS [Mil82]). In the one-sided
presentation of Linear Logic the cut rule corresponds to an operator of parallel
composition.
Other works exhibiting a connection between calculi with continuation and con-
currency can be found in literature. For example, an encoding of λ̄µµ̃ calculus 3
into π-calculus, whose typed image identifies a non trivial-subset of terminating
processes can be found in [CCS09]. More recently, proofs in multiplicative linear
logic have been interpreted as scheduling for processes [BM12].
On a closely related topic, it has been known for some time that continuations can
be used to model concurrent operating systems [Wan80] [Shi97] since they provide
a clean and efficient way to do save and restore operations.
1.2.4 Natural language
Let us conclude with something quite different. De Groote has studied the use
of continuation to cope with semantic ambiguities of quantifiers (whose semantical
scope may be larger of the syntactical scope) [DG01b]. The idea of using logic for
a number of linguistic phenomena has been analyzed also in the context of Linear
Logic [MP01].
1.3 Computational Interpretation of Classical Logic
For a long time Classical Logic was believed to have no computational content, i.e.,
that the Curry-Howard isomorphism does not extend to Classical Logic. The cor-
respondence was restricted to constructive logics (such as Intuitionistic and Linear
Logic) since classical cut-elimination behaves badly in presence of structural rules
3A non-confluent classical extension of λ-calculus [CH00].
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and thus there seemed to be no chance of a meaningful computational interpreta-
tion. However, the situation changes if one allows computation to explicitly control
the current continuation.
1.3.1 Control Operators
Griffin [Gri90] has shown a correspondence between classical propositional logic
and a typed Idealized Scheme containing a control operator (Felleisen’s C) which
(roughly) resembles Scheme’s callcc. More precisely, he has shown that the op-
erator C of Felleisen can be given a type which corresponds to the law of double
negation elimination.
¬¬A⇒ A (1.1)
where ¬(·) should be interpreted constructively/intuitionistically as (·) ⇒ ⊥. Fi-
nally, in [Gri90, §6] it is shown that CPS translations correspond to the encoding of
classical logic into constructive logic.4 The operator callcc [Fel90], instead, can be
given the type corresponding to Peirce’s Law (PL).
((A→ B)→ A))→ A. (1.2)
Logical axioms have different relative strength and correspondingly control operators
have different expressive power. A thorough comparison of the relative expressive
power of control operators can be found in [AH03]. See also Section 1.3.5.
Felleisen’s λC The calculus studied by Felleisen [FFKD87] [FH92], usually de-
noted λC is a call-by-value lambda calculus enriched with an operator C. Its syntax
is the following
t, u = x | λx.t | (t)u | (C)t. (1.3)
4 The first calculus of control, namely λµ-calculus [Par92] (see next section), derives from
classical natural deduction. Which is not too surprising considering that Griffin used Classical
Logic to study control operators.
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Let A be the abort operator defined by (A)t
def
= (C)λx.t, where x 6∈ t. The operational
semantics is obtained adding two rewriting rules
C[(λx.t)v]→ C[t[v/x]] (C1)
C[(C)t]→ (t)λx.(A)C[x] (C2)
where v is a value and v/x is the substitution of v in place of x (with usual α-
conversion to avoid capture of variables) and C[ ] is an applicative context defined
by:
C[ ] = [ ] | (C[ ])t | (v)C[ ]. (1.4)
Felleisen’s PS(callcc) Here we briefly sketch a calculus with control by Felleisen,
obtained adding callcc to Pure Scheme (PS), an untyped call-by-value lambda
calculus enriched with numerals, numeric constants, . . .We do not give the syntax
or the semantics of PS, and we only give a partial description of the syntax or the
semantics of the calculus extended with control, the reader is referred to [Fel90].
The syntax is enriched as follows:
u := . . . | (callcc)u. (1.5)
Extra rules are added to the semantics (only a few here, see [Fel90, §3] for all details)
(callcc)λk.C[(k)e]→ (callcc)λk.e (1.6)
(callcc)λk.e→ e, k 6∈ e (1.7)
. . .
where C[ ] denotes a call-by-value evaluation context as in Equation (1.4).
1.3.2 Parigot’s λµ-Calculus
In [Par92] Parigot defines a classical extension of lambda calculus. The calculus,
which enjoys confluence and subject reduction, is obtained adding two new operators
µ and [·].
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Term grammar
The syntax term is given by the following definition
u, v := x | λx.u | µα[β]u | (u)v (1.8)
where α and β belong to a denumerable set of variables (disjoint from usual λ-
variables). µ-variables, also known as µ-names or simply names [MPW92], corre-
spond to communication channels or to stack names. The µ operator is a binder
for µ-variables, so β is free in µα[β]u iff α 6= β. The µ and [·] operators are called
µ-abstraction and naming for the reasons we have just explained.
Typed λµ-calculus
Let X denote an atomic type and let A denote a type obtained by ⊥ and atomic
formulas by → and (for simplicity, here we omit first and second order universal
quantifier ∀). Let Γ,Π (resp. ∆,Σ) be sets of formulas indexed by λ-variables (resp.
µ-variables). Sequents are expressions of the form Γ ⊢ t : A | ∆, where t is any term
and A is called the active formula. Γ,Γ′ denotes the union of Γ and Γ′, with the
convention that they do not contain two contradictory type declarations x : A and
x : B with A 6= B (basically an implicit form of contraction). We write Ax when we
want to explicit that A is indexed by the variable x. All formulas to the left of ⊢
are indexed by λ-variables, while all formulas to the right of ⊢, except at most one,
are indexed by µ-variables.
In [Par92] Parigot uses the notation t : Γ ⊢ A,∆, which we change slightly for the
sake of uniformity and readability. Analogously, he allows using non-active formulas
which do not actually appear in the premises.5
5Using a generalized rule for introducing a variable has the unpleasant consequence that a
term can be assigned different types, although they only differ for unessential type declarations of
variables which do not actually appear.
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Ax,Γ ⊢ x : A | ∆
Π, Ax ⊢ u : B | Σ
Π ⊢ λx.u : A→ B | Σ
Γ ⊢ t : A→ B,∆ Γ′ ⊢ u : A,∆′
Γ,Γ′ ⊢ (t)u : B | ∆,∆′
(a) Logical rules
Π ⊢ t : A | Σ
Π ⊢ [α]t : Aα | Σ
Γ ⊢ e : Aα | ∆
Γ ⊢ µα.e : A | ∆
(b) Structural rules
Figure 1.1: Logical and structural rules of λµ.
Operational semantics
The expression µα[β]u should be interpreted as “take the sub-term u, which is
in context α, and evaluate it in context β instead”. This is made precise by the
reduction rules of the calculus:
(λx.u)v → u[v/x] (β)
(µβ.u)v → µβ.u[[β](w)v/[β]w] (µ)
[α]µβ.u→ u[α/β] (ρ)
There is no need to comment on the first rule (the usual logical reduction). The
second rule, called structural reduction, says that the argument v is sent to any
receiving ends of channel β, i.e., wherever we find a sub-term [β]w we replace it with
[β](w)v. The third rule, i.e., renaming, means that whenever we send to channel β
whatever we receive from channel α we can instead simply rename the endpoints of
channel β to endpoints of channel α and delete the intermediate channel β (which
does nothing more than “forwarding”).
Definition 1.1 The structural substitution, denoted u[t/∗δ], is defined inductively6
as follows:
6Cf. also Remark 4.
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(i) x[t/∗δ] = x;
(ii) (λx.u)[t/∗δ] = λx.u[t/∗δ];
(iii) ((u)v)[t/∗δ] = (u[t/∗δ])v[t/∗δ];
(iv) (µα.u)[t/∗δ] = µα.u[t/∗δ];
(v) ([δ]u)[t/∗δ] = [δ](u[t/∗δ])t;
(vi) (µα.[β]u)[t/∗δ] = µα.[β]u[t/∗δ], if β 6= δ.
Using the previous definition, structural reduction is formally defined as:
(µα.u)v →µ µα.u[v/
∗α].
Remark 1 Note that when reducing µ-redexes the binder does not disappear, con-
trarily to β-redexes. This means that:
• in an untyped setting, the µ binder acts like a λ with unbounded arity;
• in a typed setting, the type of the µ-variable changes after reduction.7
Remark 2 Parigot also mentions (cf. [Par92] and [Par93]) an additional reduction
rule (later named θ by De Groote [dG98]) which is similar to η reduction in lambda
calculus:
µα[α]u→ u, α 6∈ u (θ)
Parigot considers the possibility of further enriching the set of rules, but warns it
can result in the loss of confluence or even subject reduction.
7E.g., (µβA⇒B .[β]λxA.uB)vA →µ µβ
B .[β](λxA.uB)vA.
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Further topics
Failure of Uniqueness Property One possible “defect” of the λµ-calculus of
Parigot is the non-uniqueness of results. If a term represents some data type, this is
clearly undesirable (e.g., we would expect that the only terms representing natural
numbers are Church integers). Nonetheless, this is not a serious issue since there is
an output operator (a typed λµ-term) which allows to extract the intuitionistic result
among classical ones. Output operators are connected to Krivine’s memorization
operators [Kri90] (also known as storage operators [Kri94]). Parigot studies this
question more deeply in [Par93].
Failure of Böhm Separation Theorem Böhm separation Theorem [Böh68]
essentially states that two different βη-normal forms r, s cannot be observationally
equivalent, i.e., there is at least one context C[ ] s.t. C[r] and C[s] do not have the
same normal form. This result does not extend to the λµ calculus of Parigot [DP01],
but there are some variants of λµ for which it holds (cf. [Sau08]).
1.3.3 De Groote’s Calculus
An alternative classical extension of λ-calculus has been provided by de Groote
[dG94a] (cf. also [dG94b] and [dG98]).
Term grammar
The calculus of de Groote conservatively extends the calculus of Parigot since the µ
and [·] operators no longer need to be paired:
u, v := x | λx.u | µα.u | [α]u | (u)v. (1.9)
Taken separately, the operators can be interpreted this way: µα is used to save the
current context to the stack8 α (i.e., send data along channel α), while [α] is used
to restore the context α (i.e., receive the data from channel α).
8Here we informally talk about stacks because of how the calculus is implemented on abstract
machines. Cf. Chapter 5.
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Remark 3 We can also see this as a mechanism for exception handling. (µα.t)u1 . . . un
can be interpreted as “if trying to evaluate t you run into a subterm [α]w, continue
with [α](w)u1 . . . un instead”. Thus, the role of [α] is to “raise the exception”, which
is then “caught” by the continuation bound by µα (see Section 1.3.3 and [dG95]).
As first observed by Saurin [Sau05], in the untyped case the calculus of de Groote
is strictly more expressive than the calculus of Parigot; in the typed case (where
continuations are usually given the type ⊥), on the other hand, it is equivalent
(modulo a simple encoding) to Parigot’s calculus enriched with a single continuation
constant [HG08]. Thus de Groote’s calculus is often denoted Λµ (cf. also [HS09]
and Remark 11), a notation that we adopt henceforth.
De Groote’s Typed Λµ
The set of types is defined as follows:
σ, τ := ⊥ | X | σ → τ (1.10)
where X is an atomic type and ⊥ stands for absurdity. The type system is defined
by an intuitionistic sequent calculus: sequents are of the form Γ ⊢ t : τ where Γ is a
set containing variable declarations of the form (xi : τi) or (αj : τ
⊥
j ), where τ
⊥ is a
cotype whenever τ is a type. The typing rules can be found in Figure 1.2. The type
system uses implicit weakening (resp. contraction) in rule (ID) (resp. (APP)). Also
note that (first and second order) quantifiers rules are missing from the figure. De
Groote does not explicitly consider them since they are clearly, mutatis mutandis,
the same of the calculus of Parigot.9 Last but not least, observe that µα.M is well-
typed only if M has type ⊥, for example (but not necessarily) if M has the form
[β]N for some β,N .
9They are not “essential” (they simply allow more terms to be typed) and they pose no particular
technical difficulty.
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(ID)
Γ, x : τ ⊢ x : τ
Γ, x : σ ⊢M : τ
(ABS)
Γ ⊢ λx.M : σ → τ
Γ ⊢M : σ → τ Γ ⊢ N : σ (APP)
Γ ⊢ (M)N : τ
(a) Logical rules
Γ, α : τ⊥ ⊢M : τ
(NAME)
Γ, α : τ⊥ ⊢ [α]M : ⊥
Γ, α : τ⊥ ⊢M : ⊥
(MUABS)
Γ ⊢ µα.M : τ
(b) Naming rules
Figure 1.2: Typing rules of Λµ.
Extended grammar
To give a formal and uniform treatment of the various notion of reductions, de
Groote [dG98] temporanely extends the grammar of the terms using the notion of
name. Let λ◦f be a linear binder, i.e., if u contains exactly one occurrence of f then
λ◦f.u is a well-formed term. Then the resulting grammar is the following
u, v := x | λx.u | µα.u | [α]u | (u)v | [N ]u (1.11a)
N := λ◦f.u. (1.11b)
where essentially [N ]u is interpreted as (N)u. Let β◦ be the following reduction
rule:
[λf ◦.M ]N →M [f := N ]. (β◦)
Terms of the extended calculus are (strongly) normalizable and β◦ does not break
confluence. Since β◦-normal terms are just usual Λµ-terms, we can simply consider
terms up to α and β◦ conversion. In other words, the extended grammar does not
really define a new calculus.
Remark 4 The above extension of the grammar had already been envisaged by
Parigot in [Par93, §2.1].
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Operational semantics
Thanks to the extended grammar, de Groote can easily express µ reduction as
(µα.M)N → µβ.M [α := λ◦f.[β](f)N ]. (1.12)
Remark 5 Of course expressing µ reduction in this fashion introduces β◦ conver-
sions, although they are computationally trivial they still needed to be taken into
account. This formulation of µ reduction is simpler to describe, but it has the down-
side of requiring extra linear β reductions (which can be seen as a sort of reification).
Besides rules β, µ, ρ (and θ), in [dG98] de Groote also proposes an additional rule
(ǫ) whose logical counterpart is the elimination of absurd weakening. In literature
the calculus obtained with the addition of ǫ is sometimes called λµǫ. He justifies
auxiliary reductions first in the typed calculus (with proof-theoretical motivations)
and then in the untyped calculus.
Remark 6 In particular, since some rules (namely ǫ) use types in their definition,
he defines the untyped variants of the various rules by imposing that the evaluation
context has a certain form. Thus in a typed setting the untyped formulation of the
rules is more restrictive, since types allow to disregard the form of the context.
De Groote defines reduction rules for untyped terms because he does not want
types to play an explicit role in the dynamic part of the calculus. This is perfectly
understandable for various reasons, both theoretical (types are not needed for β re-
duction) and practial (an implementation which uses type would be significantly more
complex).
Auxiliary reduction rules are described in Figure 1.3, where Mα denotes that each
subterm [α]N of M has been replaced by N (i.e., Mα = M [α := λ
◦f.f ]). Some
explanations are in order. First, note that the rules for the λµǫ calculus are expressed
in term of the extended grammar, which is more operationally oriented.10 Second,
10Also note that η-like rules like θ are not suitable to be expressed in that way.
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[β](µα.M) →ρ M [β/α]
(no ǫ rule)
µα.[α]M →θ M,α 6∈M
(a) Λµ
[α](µβ.µγ.M) →ρ µγ.M [β := λ
◦f.[α]f ]
µα.µβ.M →ǫ µα.M [β := λ
◦f.f ]
µα.[α]M →θ M,α 6∈M
(b) λµǫ
Figure 1.3: Auxiliary reductions ρ, ǫ, θ.
the elimination of absurd weakening rule of λµǫ is only defined for term of the form
µα.µβ.M because the previous term can be typed only if µβ.M has type ⊥, i.e., only
if β has cotype ⊥⊥. Third, the renaming rule needs to be phrased as shown rather
than, say, [α](µβ.M)→M [β := λ◦f.[α]f ] (which looks perfectly reasonable11), since
otherwise the Church-Rosser property is lost, as shown by de Groote [dG98, §2.4]:
[α](µβ.µγ.M)→ρ µγ.M [β := λ
◦f.[α]f ]
[α](µβ.µγ.M)→ǫ [α](µβ.M [γ := λ
◦f.f ]).
Figure 1.4: Loss of confluence caused by unrestricted ρ.
Remark 7 The ǫ rule had not been previously considered by Parigot, not even in-
formally. In his calculus it would not make sense at all.
In the typed case the rule entails replacing named terms [α]N , which are not
proper terms but only appear in terms of the form µβ.[α]N , with N .
• Thus µα.[α]µβ.[α]N would be rewritten into µβ.N , which is not a legal term
(since clearly N may not have the form [γ]O). This settle the case in which
the name occurs multiple times.
• On the other hand the case in which the name has zero occurrence turns a
term of the form µα.M into M , which is not a proper term.
11It is simply the rule ρ of Λµ expressed in the extended syntax.
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• The only exception, i.e., the only meaningful case, would be µα⊥.[α]N⊥ → N⊥,
where α 6∈ N , which is but a particular θ reduction.
In the untyped case, analogously, it never applies since µα.µβ.M is not a well-
formed term.
Separation The ǫ-free version of de Groote’s calculus, i.e., the version presented in
[dG94b], does satisfy Böhm’s separation theorem. However, it is unknown whether
λµǫ [dG98] satisfies separation or not. Cf. [Sau08].
1.3.4 Other Calculi
λµ→∧∨⊥
A further extension of Parigot’s λµ, called λµ→∧∨⊥ is described by de Groote in
[dG01a], for which he proves confluence, subject reduction and strong normalization.
t, u, v := x | (u)v | λx.t | [α]t | µα.t | ı1u | ı2v | δ(t, x.u, y.v)
| 〈u, v〉 | π1t | π2t. (1.13)
This calculus also provides pairs and injections constructors and destructors, which
correspond to introduction and elimination rules for conjunction and disjunction.
Correspondingly, the set of types is also enlarged to include the unit type 1, product
and coproduct of types:
σ, τ := 1 | ⊥ | X | σ → τ | σ ∨ τ | σ ∧ τ. (1.14)
Remark 8 While the grammar and the types are a strict superset of the corre-
sponding ones for the “traditional” Λµ of de Groote, things change when it comes
to operational semantics: the auxiliary reduction rules ρ, θ and ǫ are not discussed.
Chapter 1. Continuations 23
The reduction rules are divided into three groups: detour -reduction rules (for the
intuitionistic fragment of natural deduction), δ reductions (for the choice operator
δ) and µ-reduction rules (where the notion of structural substitution is modified to
fit the new grammar).
Definition 1.2 The structural substitution, denoted u[w/∗α] is defined as in Defi-
nition 1.1 and, in the remaining cases, as follows:







(x) δ(t, x.u, y.v)[w/∗α] = δ(t[w/∗α], x.u[w/∗α], y.v[w/∗α]).
Since in the rest of this thesis we do not discuss disjunction operators, for the sake
of brevity we omit the operational semantics of λµ→∧∨⊥.
Ong-Stewart’s λµv Calculus
Another variant of Parigot’s λµ has been described in [OS97]. This is a (typed-only)
calculus using call-by-value, just like the calculus of Felleisen λC. It is based on a
previous call-by-name calculus λµn [Ong96]. It enjoys Church Rosser and subject
reduction and strong normalization.
Term grammar The term syntax of λµv is the same of the calculus of de Groote,
with the proviso that ⊥-typed names are forbidden.
u, t := x | λxA.u | (u)t | [αA]u | µαA.u. (1.15)
Conseguently, there is no need of a ǫ rule.
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Operational semantics Contrarily to the approach of de Groote, rewriting rules
make use of types. Besides standard substitution and renaming for µ variable there
is no structural substitution. In its place the mixed substitution is employed, which
is a sort of recursive structural substitution:12
t[αA, CA/βB] := t[[αA]C[u]/[βB]u]. (mixv)
Let K range over (call-by-value) singular contexts
K[ ] := [ ] | (K[ ])t | (v)K[ ] (1.16)



















µβB.t⊥ if B 6= ⊥
t⊥ otherwise
. (⊥)
Remark 9 The lack of ⊥-typed names forces to have rules (namely, ζ- and ⊥-
reduction rules) that behaves differently depeding on whether the type involved is ⊥
or not, something which de Groote strived to avoid. This depends on mixed reduction
and in fact the same thing happens in λµn.
12Using mixed substitution we could rephrase de Groote’s µ-reduction in the following way:
C[µα.t[αA, CA/βB ]] = µβ.t[α := λ◦f.C[f ]].
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Ong and Stewart show that we can distinguish two cases for the ζ rules13, depending





µβB.u[β, ([ ])t/α] if B 6= ⊥






µβB.t[β, (v)[ ]/α] if B 6= ⊥
t[⊥, (v)[ ]/αA] otherwise.
(ζarg)
Remark 10 ζfun is essentially usual µ-reduction. On the other hand, ζarg is what
Parigot [Par92, §3.2] figures should be its symmetrical counterpart.
In a call-by-name setting this rule can be used to obtain a stronger notion of
normal form which, in particular, avoids the problem of “false” data representation
of Parigot’s calculus. As already briefly mentioned (cf. pag. 16), Parigot envisages
the possiblity of such a rule, but does not include it for the sake of confluence.
However, Stewart and Ong [OS97, §2] claim that uniqueness of data representa-
tion and confluence can be reconciled provided the rule is only used when the func-
tional part is a variable or an abstraction and it is employed together with an ap-
propriate evaluation strategy.
A quick look at λµn Mixed substitution generalizes a notion already appeared
in [Ong96].
t[βB, xA/αA⇒B] := t[[αA⇒B]u/[βB](u)x], B 6= ⊥. (mixn)
Here the context CA[ ] has the particular shape ([ ])xA. This substitution is used
to “unroll” a λ from a µ (a possibility de facto already suggested by Parigot), as
illustrated by the following rule.
µαA⇒B.t = λxA.µβB.t[βB, xA/αA⇒B]. (ζ)
13Aside for the usual ⊥ issue, so there are actually four cases to consider.
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The side condition in Equation (mixn) is due to the absence of ⊥-typed names in
the syntax. Thus an additional rule is necessary for the ⊥ case
µαA⇒⊥.t = λxA.t[⊥, xA/αA⇒⊥] (ζ⊥)
where t[⊥, xA/αA⇒⊥] = t[(u)x/[αA⇒⊥]u].14 However, the ζ⊥ rule can also be applied
to terms of the form µαA⇒⊥[α]t, where α 6∈ t. Since these terms can be reduced by
µ-η-reduction (i.e., θ-reduction) to t, and by ζ⊥ reduction to λx⊥.(t)x, it evidently
becomes necessary to include also η-reduction in order to handle this kind of critical
pairs.
λxA.(t)x = t, x 6∈ t. (η)
In [Ong96] Ong also briefly mentions that the calculus can be extended with
product types and a ζ rule he calls ζ×.
It is not evident [HS09, §2.3] whether the formulation proposed by Ong has
definitive advantages with respect to Parigot’s original work. It also looks somewhat
contrived, in its effort to avoid ⊥-typed names.
µPCFv From a computational perspective, the main contribution of [OS97] is the
definition of an extension of PCF [Plo77] with control features. Put otherwise, λµv
can be enriched with basic arithmetic, conditionals and fix-points.
Saurin’s Λµ-Calculus
Saurin’s calculus [Sau05] derives from a previous calculus of David and Py [DP01],
which is designed as a conservative extension of Parigot to include η-reduction.
A quick look at David and Py’s λµη-Calculus η reduction is essential in
order to formulate Böhm’s Theorem. However, the resulting calculus λµθρ + η is
14This rule is obviously a variant of the former which actually hides a ǫ-like rule.
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not confluent:15
µα.tη ← λx.µα.(t)x→µ λx.µα.t[x/
∗α]. (1.17)
Since it is unclear what would be an equivalent of Böhm’s theorem in a non-confluent
calculus, if any, confluence is restored adding one extra rule called ν-reduction, which
is an η-expansion followed by a µ-reduction.
µα.t→ λx.µα.t[x/∗α]. (ν)
Ultimately, separation still fails and confluence only holds for µ-closed terms [Sau08,
§3.2].
Term grammar Back to Λµ, the syntax is basically the more liberal one of de
Groote, but naming is denoted (t)α instead (of course, this causes no ambiguity
with usual application).
t, u := x | λx.t | µα.t | (t)α | (t)u. (1.18)
Saurin’s Typed Λµ Saurin typing rules make a clean separation between free λ
and µ variables. Names are put in a separate context.
(Var)
Γ, x : τ ⊢ x : τ | ∆
Γ, x : σ ⊢ t : τ | ∆
(λAbs)
Γ ⊢ λx.t : σ → τ | ∆
Γ ⊢ t : σ → τ | ∆ Γ ⊢ u : σ | ∆
(λApp)
Γ ⊢ (t)u : τ | ∆
Γ ⊢ t : ⊥ | ∆, α : τ
(µAbs)
Γ ⊢ µα.t : τ | ∆
Γ ⊢ t : τ | ∆, α : τ
(µApp)
Γ ⊢ (t)α : ⊥ | ∆, α : τ
Figure 1.5: Typing rules of Λµ.
15In [Sau08, §2.2] Saurin argues that it may be the very reason Parigot did not include η-reduction
in the first place.
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Operational semantics Saurin takes the βµθρ rules, adds fst (which is basically
ν) and removes µ.
(λx.t)u→β t[u/x] (1.19)
λx.(t)x→η t, x 6∈ t (1.20)
(µα.u)β →βs u[β/α] (1.21)
µα.(t)α→ηs t, α 6∈ t (1.22)
µα.t→fst λx.µα.t[(u)xα/(u)α], x 6∈ t. (1.23)
W.r.t. other λµ-calculi, except Ong’s λµn, the distinctive characteristic of the cal-
culus of Saurin is precisely that he does not consider µ-reduction, which becomes
unnecessary since it can be simulated by β and fst. Expressing µ reduction by
means of fst allows to see Λµ as a “calculus of streams”, building on the obser-
vation of Parigot that µ looks like an unbounded version of λ (which we already
mentioned, cf. Remark 1) and because of the fact that fst is applied only when
there are no βηβsηs-redexes and fst creates βηβsηs-redexes.
Separation Λµ satisfies Böhm theorem, a fact that Saurin relates to two features
of the calculus: the rich syntax and the possibility to freely η/ηs expand. Note,
however, that confluence only holds for µ-closed terms.
Remark 11 Saurin’s Λµ coincides, up to extensional rules, with de Groote’s Λµ-
calculus: in [HG08, §1] Herbelin and Ghilezan actually suggest to call it de Groote-
Saurin calculus. Its more expressive syntax makes it significantly richer that Parigot’s
calculus, rich enough to satisfy Böhm’s theorem, which justifies putting a capital
lambda in its name (as anticipated in Section 1.3.3). Cf. also [HS09, §2.6].
1.3.5 Conclusion
Which Classical Logic?
In the calculus of Parigot it is not possible to have terms of the form [α]t, hence
there is no need of ǫ-reduction for the elimination of absurdity. However, this has
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important consequences: the λµ term of type ¬¬A → A that Parigot considers to
have a behavior close to Felleisen’s C operator has one free µ-variable, as pointed
out by several people (cf., e.g., [dG98, §2.6], [OS97, §2], [HS09, §2.1]). This is
y : ¬¬A,α : A⊥ ⊢ y : ¬¬A
y : ¬¬A, x : A ⊢ x : A
y : ¬¬A,α : A⊥, x : A ⊢ [α]x :
y : ¬¬A,α : A⊥, x : A ⊢ µβ.[α]x : ⊥
y : ¬¬A,α : A⊥ ⊢ λx.µβ.[α]x : ¬A
y : ¬¬A,α : A⊥ ⊢ (y)λx.µβ.[α]x : ⊥
y : ¬¬A,α : A⊥ ⊢ [γ](y)λx.µβ.[α]x :
y : ¬¬A,α : A⊥ ⊢ µα.[γ](y)λx.µβ.[α]x : A
α : A⊥ ⊢ λy.µα.[γ](y)λx.µβ.[α]x : y : ¬¬A→ A
Figure 1.6: Felleisen’s C in the calculus of Parigot.
unsatisfactory from a proof-theoretical point of view and is a serious impediment
for an implementation which uses de Brujin indexes for variable names. On the
y : ¬¬A,α : A⊥ ⊢ y : ¬¬A
y : ¬¬A, x : A ⊢ x : A
y : ¬¬A,α : A⊥, x : A ⊢ [α]x : ⊥
y : ¬¬A,α : A⊥ ⊢ λx.[α]x : ¬A
y : ¬¬A,α : A⊥ ⊢ (y)λx.[α]x : ⊥
y : ¬¬A,α : A⊥ ⊢ µα.(y)λx.[α]x : A
α : A⊥ ⊢ λy.µα.(y)λx.[α]x : y : ¬¬A→ A
Figure 1.7: Felleisen’s C in the calculus of de Groote.
contrary, in the calculus of de Groote the operator C can be represented with a
properly closed term.
Since the continuation of ⊥ type is used by Parigot only to adjust the type, it
makes sense to consider it a sort of constant of the calculus. This is the idea of λµt̂p
[AH03] [HG08], which extends the calculus of Parigot with a constant t̂p, a single
dinamically bound continuation variable. The calculus can be used either with a
call-by-value or with a call-by-name formulation. The reduction system of Λµ and
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M,N := V | (M)M | µq.c (terms)
V := x | λx.M (values)
c := [q]M (commands)
q := α | t̂p (ev. context variables)
Figure 1.8: Syntax of λµt̂p.
βv : (λx.M)V →M [V/x]
µapp : (µα.c)M → µβ.c[[β](N)M/[α]N ], β fresh
µ′app : (V )µα.c→ µβ.c[[β](V )N/[α]N ], β fresh
µvar : [q]µα.c→ c[q/α]
ηt̂p : µt̂p.[t̂p]V → V, even if t̂p occurs in V
Figure 1.9: Rewriting rules of call-by-value λµt̂p.
β : (λx.M)N →M [N/x]
µapp : (µα.c)M → µβ.c[[β](N)M/[α]N ], β fresh
µnvar : [β]µα.c→ c[β/α]
µnt̂p : µt̂p.[t̂p]M →M, even if t̂p occurs in M
Figure 1.10: Rewriting rules of call-by-name λµt̂p.








Figure 1.11: Relative expressive power of classical principles within minimal clas-
sical logic.
call-by-name λµt̂p are bisimilar (cf. [HG08, §4.3]) and, although its syntax does not
look as expressive, Böhm’s separation theorem holds also for the latter.
λµt̂p is a calculus born from λ-C−-top, a theory of control which extends Felleisen’s
λ-C with a top level continuation (and uses C notation in place of µ notation). In
[App07] Ariola and Herbelin show that a formula A is provable in classical logic iff
there is closed λµt̂p term of type A, the analogous of Griffin’s result for λ-C. Further-
more they prove that there is a subset of classical logic they call minimal classical
logic (which has no rules for ⊥) s.t. a formula A is provable in minimal classical
logic iff there is a closed term in Parigot’s calculus of type A. Since minimal logic is
strictly less expressive than classical logic (within it the ex falso quodlibet principle
cannot be proved) then Parigot’s λµ is also less expressive. Another way to see it
is that C (of type ¬¬A → A) can express callcc (of type ((A → B) → A) → A),
but not viceversa. However, it is possible to express C from callcc and the abort
operator A.
Which Evaluation Order?
Many (if not most) of the calculi for control we have presented are call-by-name, or
at least have also a call-by-name variant. On the contrary, Felleisen’s studies have
started with an untyped call-by-value calculus, since its aim was to study programs
written in Scheme, which uses CBV.
Some languages also permit to have mixed evaluations orders (and are thus
non-confluent) like the λ̄µµ̃-calculus of Curien and Herbelin [CH00] (which can be
embedded into π-calculus [CCS09]), but non-confluent languages are not considered
here. What is important is that there is no theoretical reason to favour CBN or CBV.
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Indeed, Selinger [Sel01] considers call-by-name and call-by-value variants of Parigot’s
λµ enriched with product and disjunction types and shows they are equivalent (in
the sense that there are syntactical translations between them which are sound w.r.t.
the operational semantics). For example, Ong and Stewart mention that λµ works
equally well with both CBN and CBV: from λµv they define a µPCFv calculus, which
uses call-by-value, but they remark that a µPCFn from Ong’s λµn would have also
been possible).
Final Remarks
Although the calculi derived from the syntax of de Groote generally have nicer
properties than those following the original syntax for λµ, I must concede that
many of the ideas emerged later were already present, albeit in a rough, prototipal
and un-refined form, in the original paper of Parigot [Par92]. Furthermore, in the
early papers of de Groote [dG94a] [dG94b] he keeps referring to the calculus as
Parigot’s λµ, although the syntax he uses is more general. Some time later, Ong
and Stewart [OS97] pointed out that it was de Groote who first studied λµ from a
computational viewpoint, while Parigot simply shows two terms whose behaviour is
“close” to Felleisen’s C operator16 and Scheme callcc. Eventually [dG98, §2.6] de
Groote fully realizes the two calculi are indeed different.
The work of Ariola, Herbelin and Saurin has been of particular relevance in
the proper understanding of the properties of the various calculi and the relation
between them. For further readings the author would recommend [AH03] [HG08]
[Sau08] [HS09].




Traditionally, complexity of programs is studied considering a specific computational
model (e.g., Turing machines) and a notion of cost (e.g., number of steps/transitions).
However, studying properties like termination, time or space complexity, is in gen-
eral a very hard task. If we are (also) interested in more sophisticated aspects like
amount of bandwidth consumed, maximum bandwidth required, energy consumed,
maximum power required, . . . the situation becomes even more complex.
A different approach consists in analysing the abstract complexity of programs.
As an example, one can take the number of instructions executed by the program
as a measure of its execution time. This is of course a less informative metric,
which however becomes more accurate if the actual time taken by each instruction
is kept low. One advantage of this analysis is the independence from the specific
hardware platform executing the program at hand: the latter only needs to be
analysed once. A variety of complexity analysis techniques have been employed
in this context, from abstract interpretation [Gul09] to type systems [JHLH10] to
program logics [dBdBZ80] to interactive theorem proving. Properties of programs
written in higher-order functional languages are for various reasons well-suited to
be verified by way of type systems. This includes not only safety properties (e.g.
well-typed programs do not go wrong), but more complex ones, including resource
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bounds [JHLH10, BT09, GRDR07, DLG12].
Purpose of ICC Implicit Computational Complexity (ICC) [Cob65] [BC92] [GSS92]
[Jon97] [Gir98] (see also [Hof00] for a relatively recent survey) aims at providing for-
mal methods for asserting computational properties of programs. More precisely, it
aims at defining machine-free characterization of complexity classes based on Math-
ematical Logic. It has provided:
1. some machine-independent characterizations of complexity classes of functions,
2. some criteria for verifying statically that a program admits a certain complex-
ity bound.
What do we mean formachine-independent? Let us consider the notion of reasonable
machine models [vEB90]:
“Reasonable machines can simulate each other within a polynomially-
bounded overhead in time and a constant-factor overhead in space.”
Since (up to a polynomial time factor and a constant space factor) reasonable ma-
chines are computationally equivalent, it stands to reason that one can define a class
of functions of a bounded complexity without specifying a computational model.
Formal Systems developed in ICC are mainly for polynomial time, but there
are also some for other complexity classes, both above and below P (L[Nee04],
PSPACE[LM95], . . . ).
Characterizing a complexity class is not enough. We want to obtain practical
programming languages, i.e., languages natural and rich enough to be used.
The ICC problem Determining whether a given program P written in any
Turing-complete language (C, Caml, . . . ) runs in time polynomial in the size of its
input is an undecidable problem (Σ2-complete, even harder than the halting prob-
lem) [MM+06]. This is true not just for PTIME but also L, PSPACE, . . . any
classical complexity class.
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The workaround used by ICC systems is that they can only recognize some
programs, i.e., they give only sufficient conditions. The more PTIME programs an
ICC system recognizes, the more complex it is.
Definition 2.1 (Soundness) A logical system G is sound for C if for every program
p ∈ I, p reduces or calculates in resources bounded by a function in C.
Definition 2.2 (Extensional Completeness) A logical system G is extensionally
complete for C if for every function that can be computed in resources bounded by C
there is (at least) an element of I that computes that function.
A logical system I is an ICC system characterizing a complexity class C if it is both
sound and extensionally complete for C. E.g. suppose the class C is the complexity
class P. If I is sound for P, then all the programs written in I reduce/compute in
polynomial time.
All the ICC systems have the properties of soundness and extensionally com-
pleteness. Some systems are more intensionally expressive than other, though.
Two different ICC systems for the same class C may have different degrees of ex-
pressiveness, i.e., one may be able to capture more programs within C w.r.t. the
other (i.e., it is more intensionally expressive than the other). We introduce the
notion of intensional completeness:
Definition 2.3 (Intensional Completeness) I is C-intensionally complete if I
contains all programs that runs in resources bounded by a function in C.
Soundness and Completeness are the fundamental properties of each ICC sys-
tem. They express that all the programs generated by the systems need to have a
complexity bound that are characteristic of the analyzed class; moreover, the system
should be expressive to generate enough programs and being able to capture all the
functions in the class.
Implicit Computational Complexity uses different approaches and is strictly con-
nected to different fields of computational logic. We give a brief introduction in the
following section.
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2.2 Main branches of ICC
ICC is a research area in which a variety of tools and techniques are employed. Let
us briefly review the various branches of ICC (w.r.t. to the tools used).1
Restricted recursion
This research field of ICC started with Cobham’s pioneering work [Cob65] in 1965.





g(~y) x = 0
h(x, ~y, f(⌊x/2⌋, ~y) x > 0
, f(x, ~y) ≤ k(x, ~y). (2.1)
The above recursion scheme is called bounded recursion on notation and character-
izes programs running in a polynomial number of steps.
Cobham’s characterization of polynomial time requires that a bound is checked
to determine whether a program is polynomial. There is a similar limitation in
the approach based on finite model theory (interpret everything in a finite domain
{0, 1, ..., N} for some fixed N), cf. [Fag73]. On the contrary, Bellantoni-Cook [BC92]
and Leivant-Marion [LM93] [LM95] gave more intrinsic characterization of polyno-
mial time. The common idea is to prevent complexity explosion by preventing “bad”
compositions of recursion.
Quasi-interpretations
We consider first-order functional programs written as systems of terms with rewrit-
ing rules l → r. Quasi-interpretation [JYM00] is about bounding the size of values
and restricting recursion, just as in Cobham’s system, to obtain time bounds. Better
intensionality than primitive recursion may be achieved.
To each term t is associated the size of its normal form JtK . A program admits a
quasi-interpretation if each rule l → r verifies JlK ≥ JrK. Quasi-interpretation is not
1Here we do not discuss the approach which uses finite model theory, which consists in inter-
preting everything in a finite model (so, for example, the successor function has a fixed upper
bound). The interested reader can check, e.g., [Goe92].
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sufficient for termination, however interpretation plus termination give a complexity
bound. Quasi-interpretation generalizes interpretation, a similar technique in which
each rule strictly decreases the size of the term.
Although typically first-order, an extension of quasi-interpretation to higher-
order has been designed by Dal Lago and Baillot [BDL12] using a simple termination
criterion based on linear types and path-like orders.
Linear Logic and Typed λ-Calculus
Types ensure some qualitative properties such as termination, but they can also be
used to express quantitative properties. The basic idea is to use variants of Linear
Logic with a restricted exponential modality ! (and dually also ?), which are called
light logics, as type systems for λ-calculus (exponentials mark those formulas that
may be duplicated during normalization, thus are responsible for complexity explo-
sions). Different restrictions in general correspond to different complexity classes;
or at least different formulations, some more intensionally expressive than others.
An introduction to Linear Logic can be found here .
2.3 Linear Logic
2.3.1 Introduction
Intuitionistic Logic [Pra65] is a restriction of Classical Logic obtained by limiting
the use of structural rules. It is obtained imposing that in the sequent calculus there
can be (at most) one formula on the right side of each sequent, thus contraction is
forbidden on the right.
Linear Logic (LL) [Gir87a] [GLT89, §A], on the contrary, does not impose re-
striction on the shape of the sequents but rather adds new modalities ! (of course or
bang) and ? (why not) to control structural rules. Intuitionistic implication A⇒ B
is thus expressed as (!A) ⊸ B or ?(A⊥)`B (where ` is the multiplicative disjunc-
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tion, see Figure 2.2, and ⊸ is the linear implication2 and (·)⊥ denotes the involutive
negation).
More precisely, sequents are usually considered one-sided because splitting the
formulas on the left and the right of the turnstile symbol ⊢ only increases the number
of rules to consider. This simplification can be adopted w.l.o.g.:
Theorem 2.1 A two-sided sequent Γ ⊢ ∆ is provable if and only if the sequent
⊢ Γ⊥,∆ is provable in the one-sided system.
On the other hand, when Linear Logic is used as a type system for lambda calculus,
sequents are split with exactly one rule on the right. The idea is that the formula
on the right corresponds to the type of the term obtained with the derivation in the
sequent calculus, provided that its free variables have the types determined by the
formulas on the left. This presentation of Linear Logic is called Intuitionistic Linear
Logic (ILL).
2.3.2 Sequent calculus
As we can see from Figure 2.4, structural rules can only be applied to modal formulas.
In particular non-modal formulas can only be used linearly, i.e., exactly once, since
Ax
⊢ A,A⊥
⊢ Γ, A ⊢ ∆, A⊥
Cut
⊢ Γ,∆
Figure 2.1: Axiom and Cut rules of LL.












Figure 2.2: Multiplicative rules of LL.
2For simplicity notation ⊸ is often associated to the right.
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⊢ Γ, A
⊕1⊢ Γ, A⊕ B
⊢ Γ, B
⊕2⊢ Γ, A⊕ B
⊢ Γ, A ⊢ Γ, B
&
Γ, A&B
(no rule for 0)
⊤
⊢ Γ,⊤
Figure 2.3: Additive rules of LL.
One of the consequences of the introduction of exponential rules is that additive
and multiplicative rules are not equivalent (i.e., contrarily to Classical Logic, it is not
possible to derive the first ones from the second ones or vice versa). In particular,




⊢ Γ, ?A, ?A
?c
⊢ Γ, ?A







(b) Promotion and dereliction rules.
Figure 2.4: Exponential rules of LL.
Remark 12 The intuitive meaning of !A is that A can be used any number of times,
i.e., !A ≡ A⊗!A (or less formally, !A ≡ ⊗∞k=0A).
Exponential rules are called this way because of the isomorphism below:
!(A&B) ≡!A⊗!B. (2.2)
The intuitive meaning of Equation (2.2) is that having any number of either A or
B is equivalent to having any number of A and any number of B. The equation is
very similar to the following
ea+b = ea · eb
in which the exponential function transforms a sum into a product and vice versa.
Hence “exponential” rules.
Fragments of Linear Logic
Linear Logic has several interesting subsystems, here is a short list.
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MLL Figure 2.1 and 2.2.
MALL Figure 2.1, 2.2 and 2.3.
MELL Figure 2.1, 2.2 and 2.4.
MELL− Figure 2.1, 2.2 (except the rules for the constants 1 and ⊥) and 2.4.
A subsystem of LL can be either affine or linear depending on whether the weakening
rule (?w) is included or not. Sometimes the term linear is used to mean affine linear
(i.e., formulas may be erased but not duplicated).
2.3.3 Full Linear Logic
Finally we show the rules for quantifiers, since second-order quantifiers are needed for
polymorphism, which in turn is needed for obtaining the extensional completeness
of various fragments of LL. Note that the variable x (resp. X) in the first (resp.













Figure 2.5: First and Second order quantifiers rules.
explicit the presence of quantifiers in a sub-system of LL one may say, e.g., second
order MELL.
2.3.4 Proof-boxes
A significant novelty of Linear Logic is the introduction of proof-nets [Gir87b] [Gir96]
[Gir96, §3] to represent proofs. A box, which corresponds to a promotion rule, has
one conclusion !A, which is called the main door of the box, and a certain number
of conclusions ?Γ, which are called auxiliary doors.
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Definition 2.4 (Box) A box B is a proof structure whose conclusions are ?-formulas
but one, its principal door, which is the conclusion of an !-link. The ?-conclusions
of B are its auxiliary doors.
A proof in sequent calculus is a sequential object, but proof-nets are not. In particu-
lar, contrarily to Natural Deduction [GLT89, §2] (in which proofs are represented by
trees) there is no last rule. In other words, proof-nets offer a way to look at proofs
disregarding the unessential order of rules, whenever they can commute. An impor-
tant feature of proof-nets is the use of proof-boxes (or simply boxes) to represent
those part of the proofs that can be duplicated or erased during cut-elimination.
When a promotion rule is used the whole subproof is put into a box (in particular,
two boxes are either nested or disjoint).
Computational meaning
Computationally boxes represent thunks to be evaluated a certain number of times.
• When reducing a cut between a promotion rule and a contraction the box is
duplicated ;
• when the cut is between a promotion rule and a weakening rule, the box is
erased ;
• finally when the cut is between a promotion and a dereliction rule the box is
opened, i.e., it can be evaluated.
Until then the inside and the outside of the box cannot interact.
One case we have not mentioned is when a promotion rule interacts with a
why not formula introduced by an axiom. This is not a particularly crucial nor
meaningful case, in fact we can assume w.l.o.g. that we work with proofs whose
axioms introduce only formulas without modalities. In particular, a cut between a
promotion and an axiom is basically the same thing of a cut between a promotion
and a dereliction.









Figure 2.6: Two sequent calculus proofs of ⊢?nA⊥, !nA, where n ∈ N.
Handling boxes
If we do not want normalization to take too much time we have to be careful at
how we handle boxes. Boxes may contain any number of nodes but, until they are
opened, they are treated as a single object. The boxes are handled modularly, the
only characterizing elements are their terminal ports.
Parallelism This black-box principle is quite reasonable, but it has its flaws. Boxes
impose synchronization, and cut-reductions involving boxes are not local, thus boxes
limit parallelism. An implementation of proof-nets which overcomes these limita-
tions, using sharing graphs for optimal reduction [AG98], can be found in [GAL92].
Strong normalization Boxes are an important aspect to consider when reasoning
on complexity, but they are problematic already when studying strong normaliza-
tion. The use of proof-nets does not completely eliminate the need of commutations
of rules. Some administrative steps are still needed, which complicates the proof of
strong normalization (and might also be bad for the complexity of reduction).
A simplified proof by Accattoli has recently appeared [Acc13b]. The paper builds
on ideas from explicit substitutions [DCK97] and basically exploits the clever obser-
vation that once the commutative steps are performed, the box still has to interact
through its main door with the node which introduces the matching why not for-
mula. So if we “peek” into the box, i.e., if we violate the black-box principle and
look deep enough into boxes to find the matching node, we can define reduction
and commutation in one step. Thus one can consider instead a reduction rule which
either moves one box inside the other (axiom and dereliction case) and reduces the
cut; or erases the box (weakening case) and adds weakening nodes to replace the
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auxiliary doors of the deleted box; or duplicates the box (contraction case) and puts
contractions on auxiliary doors of the duplicated boxes.
2.3.5 Light logics
The whole simply typed λ-calculus, in which normalization is known to be not
elementary [Sta79], can be encoded in Linear Logic, thus cut-elimination of full
linear logic is also not elementary. To obtain proofs on which cut-elimination can be
performed in reasonable time, we must consider a strict subset of Linear Logic. Light
logics are obtained by restricting or modifying exponential rules. Multiplicative
rules are needed to express proofs corresponding to the simplest programs (roughly
speaking ` and ⊗ correspond respectively to abstraction and application), so they
are not touched.3 Additive rules, on the other hand, are not an essential part of
cut-elimination (but they are needed for non-deterministic computations [MT03]).
By tuning the rules governing the exponential modality, then, one can define log-
ical systems for which cut-elimination can be performed within appropriate resource
bounds. Usually, this is coupled with an encoding of all functions in a complexity
class C into the system at hand, which makes the system a characterization of C.
Two possible ways to impose complexity bounds are:
• forbidding some rules governing the exponential modality “?” (this is the case
of LLL, Light Linear Logic [Gir95a]);
• replacing existing exponential modalities with restricted variants (as in BLL,
Bounded Linear Logic [GSS92]).
We define two properties called stratification and boundedness which characterize
light logics and are closely related to the kind of restriction imposed.
Remark 13 Weakening is not essential for extensional completeness (it corresponds
to the possibility to write programs which can discard one or more arguments), but it
3The rules for multiplicative constants, however, may or may not be included. The constants-
free fragment of multiplicative linear logic is often denoted MLL− to distinguish it from MLL.
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does help to have systems which are simpler (i.e., more natural) to use. Essentially,
adding weakening to a subset of logic is computationally harmless so, unless one
wants a system with a minimal set of rules, there is no reason not to include it.
Stratification Removing the the linear logical principles called dereliction (?d)
and digging (??), the depth of a node (i.e., the number of nested boxes in which
it is contained) does not change throughout the cut-elimination procedure. In this
way only node at the same depth can interact, thus limiting the complexity of cut-
elimination.
More in general, if a proof can be divided in strata or levels s.t. two nodes
belonging to different strata never interact along cut-elimination, then we say the
proof is stratified. A proper account of stratification is outside the scope of this





such restriction, the promotion rule is modified in such a way to add a modality ?




Figure 2.8: Functorial promotion.
functorial promotion. Correspondingly, the boxes are called functorial boxes. LLL
and ELL, plus their affine version LAL and EAL, are two fragments of linear logic with
these characteristics. ELL (and EAL) characterizes the class of elementary functions,
those that can be computed by a Turing machine in a number of steps bounded by a
tower of exponentials of fixed height. On the other hand, LLL (and LAL) proof-nets
can be normalized in polynomial time, but for technical reasons they require the
introduction of a further exponential modality called paragraph (§).4
4The context of functorial promotion consists of at most one formula and thus without some
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Boundedness The idea of boundedness is to impose some kind of bound on the
number of copies of a box that can be created during cut-elimination, thus denying
the principle !A ⊗ A ≡!A of Linear Logic. Girard’s Bounded Linear Logic is the
most significant light logic which has this property.
2.4 Bounded Linear Logic
Bounded Linear Logic (BLL) [GSS92] [HS04] [DLH09] is a subset of Linear Logic
obtained restricting the exponential modalities: !xA denotes, roughly speaking, that
Amay be used up to x times (we may think of !xA as 1⊗A⊗ . . .⊗ A︸ ︷︷ ︸
x times
). To distinguish
the various copies of A we use the notation !y<xA for 1⊗A{y/0}⊗ . . .⊗A{y/x− 1}.
2.4.1 Introduction
Definition 2.5 (Resource polynomial) A resource monomial is any (finite) prod-







, where xi are distinct variables and ni are
non-negative integers. A resource polynomial is any finite sum of resource mono-
mials.
Given resource polynomials p, q write p ⊑ q to denote that q − p is a resource
polynomial. If p ⊑ p′ and q ⊑ q′ then also q ◦ p ⊑ q′ ◦ p′.
Remark 14 For simplicity we can think of resource labels as constants rather than
polynomials. Proofs which only use constant polynomials indeed correspond, as al-
ready noted by Asperti, to Lafont’s Soft Linear Logic (SLL) [Laf04], in which con-
traction is replaced by the following rule, where n is any natural number and A(n)
denotes the sequence of n copies of A. Using the more general polynomials makes
BLL much more intensionally expressive. See also Section 2.5.3.
adjustment duplication would be completely forbidden: hence § has to be added to compensate
for this restriction and obtain a logical system strong enough to be complete for PTIME.
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Γ, A(n) ⊢ C
Γ, !A ⊢ C
Figure 2.9: Multiplexing.
!x<pA can be seen as a form of bounded storage, i.e., it represents a bounded
amount of function calls to memory. Indeed, in BLL the promotion rule of sequent
calculus is named storage.
Remark 15 Nevertheless, as pointed out by Girard himself in [Gir95b, §1.4.2], the
price paid (keeping track of explicit polynomial bounds) was too high.
Definition 2.6 (Formula) Formulae (= types): atomic formulae have the form
α(~p), where α is a second-order variable of given finite positive arity and ~p here
denotes an appropriate non-empty list of resource polynomials.
Formulae are closed under the following operations:
1. A⊗ B, A ⊸ B;
2. (∀α)A (second order universal quantification);
3. !x<pA (bounded exclamation mark with p a resource polynomial not containing
x).
Occurrences of resource terms in formulae are either positive or negative. The
resource polynomials ~p in α(p) all occur positively; p occurs negatively in !x<pA; the
connectives ⊗ and ∀ are monotone, while ⊸ is monotone in the first argument and
antitone in the second one.
Definition 2.7 (Subtyping) Let A,A′ be types of BLL. A ⊑ A′ iff A and A′ only
differ in their resource polynomials and if p is a positive (resp. negative) occurrence
of a resource polynomial in A then the omologous p′ is s.t. p ⊑ p′ (resp. p′ ⊑ p).
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Sequents have the form Γ ⊢ B, where Γ is a finite (possibly empty) multiset of
formulae. The formulae in Γ are considered indexed but not ordered. A{α := B} is
the result of substituting a second order abstraction term B for all free occurrences
of the propositional variable α in A.











Γ, A,B ⊢ C
Γ, A⊗ B ⊢ C
⊸ L
Γ ⊢ A ∆, B ⊢ C
Γ,∆, A ⊸ B ⊢ C
∀L
Γ, A{α := C} ⊢ B
Γ, (∀α)A ⊢ B
⊗R Γ ⊢ A ∆ ⊢ B
Γ,∆ ⊢ A⊗ B
⊸ R
Γ, A ⊢ B
Γ ⊢ A ⊸ B
∀R Γ ⊢ A
Γ ⊢ (∀α)A
(provided α is not free in Γ)
Exponential
!W Γ ⊢ B
Γ, !x<rA ⊢ B
!D
Γ, A{x/0} ⊢ B
Γ, !x<1+rA ⊢ B
!C
Γ, !x<pA, !y<qA{x/p+ y} ⊢ B
Γ, !x<p+q+rA ⊢ B
where p+ y is free for x in A.
!S
!z<q1(x)A1{y/v1(x) + z}, . . . , !z<qn(x)An{y/vn(x) + z} ⊢ B
!y<v1(p)+w1A1, . . . , !y<vn(p)+wnAn ⊢!x<pB
where vi(x) + z is free for y in Ai and vi(x) =
∑
z<x qi(z).
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2.4.2 Normalization
Some results of BLL are better phrased in the context of proof-nets (which, are
anyway a more elegant formalism). Soundness, for an instance, also holds for sequent
calculus[GSS92, Appendix A] but the bound is worse because of the presence of
commutative steps.
Data types Usual data types like (tally) integers and (dyadic) lists (as well as
trees, etc. . . ) can be represented by proofs of BLL.
Nx ≡ ∀α!y<x(α(y) ⊸ α(y + 1)) ⊸ (α(0) ⊸ α(x))
N2x ≡ ∀α!y<x(α(y) ⊸ α(y + 1)) ⊸!y<x(α(y) ⊸ α(y + 1)) ⊸ α(0) ⊸ α(x).
In the above definitions, x represents the maximum size of elements.
Definition 2.8 A function φ from dyadic lists to dyadic lists is represented in
bounded linear logic by a proof F of N2x ⊸ !y<1N
2
p(x) if for every dyadic list b of
length ≤ n and the corresponding cut-free proof b of N2p(n), the irreducible proof net
with conclusion !y<1N
2
p(n) that corresponds to the dyadic list φ(b) is the irreducible
form of the proof net representation of the BLL proof displayed in Fig. 2.10.
A function φ from dyadic lists to dyadic lists is representable in bounded linear




Similarly for integers, trees, . . . For example, there is a proof representing zero and































F (x := n)
...
























Reuse, with x := p(n)
...


























Figure 2.10: F represents the function φ.5
5 “Reuse” denotes a proof of conclusion ⊢ N2p(n) ⊸ !y<1N
2
p(n) (see [GSS92, Example 5.5] for details).
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Soundness and completeness It is possible to associate a polynomial called
weight ‖π‖to a proof-net π in such a way that the weight strictly decreases at each
reduction step.
The weight of a contraction link Contraction is 2. The weight of every other
link, including the Axiom link, is 1. Finally, the weight of a box whose immediate
sub-proof σ is
∑
x<p(‖σ‖(x) + 1) + 2np+ n+ 1, where n is the number of auxiliary
doors and p is the resource polynomial at the main door.
Definition 2.9 In BLL proof nets, an instance of the cut link is irreducible if it is
boxed or if one of its premises is a box with at least one auxiliary door, where the cut
formula is at the main door, and the other premise is a conclusion of a Weakening,
Dereliction, or Contraction link, or a box.
Definition 2.10 A BLL proof net is irreducible if it contains only irreducible cuts
(if any).
It is understood that the reduction steps do not apply to irreducible cuts.
Theorem 2.2 Any function from dyadic lists to dyadic lists represented by a proof
of N2x ⊸ N
2
p(x) in BLL is computable in polynomial time. Furthermore, the required
polynomial can be obtained explicitly from the weight of the representing BLL proof
of N2x ⊸ N
2
p(x).
Theorem 2.3 Every polynomial time computable function can be represented in
BLL by a proof of N2x ⊸ N
2
p(x), for some resource polynomial p.
Expressive power BLL is very versatile. It can represents natural algorithms
which would otherwise be rejected in Light Linear Logic. It is also possible to
embed into it Lafont’s SLL [Laf04] which in turn has inspired several type system
for λ-calculus which characterize PTIME [GDR07], PSPACE [GMRDR12], . . .
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2.4.3 Related systems
Quantified Bounded Affine Logic A generalized version, named Quantified
Bounded Affine Logic (QBAL) [DLH09] (obtained by adding bounded first order
quantifiers), is at least as expressive as two other polynomial systems: Leivant’s
RRW [Lei93] and Hofmann’s LFPL [Hof03] can both be embedded into it, although
they are very heterogeneous (see also Section 2.5.3 for a brief description of dlPCF).
Stratified Bounded Affine Logic Restricting second order quantifiers yields a
variant of BLL called Stratified Bounded Affine Logic (SBAL) [Sch07]. SBAL-proofs
can be compiled into L functions, borrowing ideas from Game Semantics [AJ92].
Since SBAL functions are (already) very efficient in terms of space, optimization
such as tail-call recursion cannot be implemented (since in general storing interme-
diate results requires an amount of space which is polynomial in the input size).
Indeed, only a limited form of recursion called skewed iteration is available.
IntML Although SBAL cannot be properly considered a language for programs, it
has led to the design of IntML [DLS10] [DLS], a functional languages which also
characterizes L. IntML also borrows a few ideas from DLAL, since (bounded) quan-
tification is only available to the left of the arrow. The key idea of IntmL is that a
program can be represented by a fixed graph and its execution is the traversing of
the graph with messages corresponding to inputs: this is achieved using two kind of
types, for terms of the upper class and the working class (although the latter class
would be enough, since term of the upper class are compiled to terms of the working
class). Thanks to the interactive nature of computation, in this model composition
of functions is still in L.
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2.5 Further topics
2.5.1 Evaluation strategy
Within the setting of purely-functional languages, call-by-value is sometimes pre-
ferred to call-by-name since it is generally more efficient [DLP12c] (at least in terms
of time) and it is closely related to the implicit complexity cost [DLM08b] [DLM09]
(although under certain conditions, i.e., weak reduction and shared representation
of terms, this is also true for call-by-name [DLM08a]).
Remark 16 The standard normalization strategy (which evaluates the leftmost out-
ermost redex) is always able to reach the normal form of a normalizing term. It may
not be the shortest reduction strategy, since it may duplicate inner redexes, but how
much longer it is with respect to the shortest reduction strategy? Recent work of
Asperti and Lévy on standardization [AL13] shows that a previous bound obtained
by Xi on the length of the standard reduction with respect to an arbitrary reduction
can be improved from a double exponential to a factorial.
2.5.2 Related fields
ICC has contribued to the understanding of traditional existing complexity class in
the classical model of sequential computation. Nevertheless, it has helped to pave the
way towards the definition of non-traditional complexity classes (e.g., probabilistic
classes). We give a brief description of a few relevant cases of these alternative
models of computations outlining a few significant contributions of ICC.
Quantum Computing One of the main interests in computational models based
on quantum mechanics is the possibility to exploit parallelism to reduce the com-
plexity of problems that are considered unfeasible in traditional models (such as
the problem of integers factorization). Even though — from a practical/algorithmic
point of view — the research is still in the early stages, a few interesting works have
appeared in the last few years.
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In [DLMZ10] a quantum calculus based on Lafont’s Soft Linear Logic [Laf04] is
presented. Roughly speaking, the intuition is to exploit the fact that in Linear Logic
an arbitrary formula may not be duplicated, just like it is not possible (in general)
to duplicate quantum bits.
Probabilistic Complexity Classes A closely related topic is that of probabilistic
classes. Two interesting examples are the class of Probabilistic Polynomial Time
(PP), the class of problems which can be solved by a probabilistic Turing machine
in polynomial time; and the class of Bounded-Error Probabilistic Polynomial Time
(BPP) in polynomial time with probability of error bounded by a constant strictly
smaller than 0.5, (that is, it all problems whose solution can be found for “most”
instances with a “small” error probability). This class is called BPP [Gil77] and it is
nowadays considered a good model of “feasible computations” [DLPT12a] [MPT13].
These complexity classes are useful tools (in cryptography and other settings)
for studying the security of protocols, particularly those based on problems compu-
tationally hard to solve6 [BGZB09].
In a typical provable security setting, one reasons about effective adver-
saries, modeled as arbitrary probabilistic polynomial-time Turing ma-
chines, and about their probability of thwarting a security objective, e.g.
secrecy. In a similar fashion, security assumptions about cryptographic
primitives bound the probability of polynomial algorithms to solve hard
problems, e.g. computing discrete logarithms.
Process Calculi In a concurrent setting the overall system may run forever, in
general (e.g. an operating system, the Internet, . . . ). Nevertheless it is reasonable
to expect that single components terminate their execution. Furthermore, it is
desirable to know that the interaction terminates within a certain time bound (and
thus does not consume too much memory or other resource).
6Rather than those with perfect secrecy, e.g., one-time pad (OTP).
54 Chapter 2. Implicit Computational Complexity
Types system can be used to ensure these kind of properties in Higher-Order
π-calculus as in [DLMS10] (which uses types inspired by Light Linear Logic to
characterize polytime interactions). This line of work has found application even
for session types [DLDG11], which are types used to model those interactions which
are generated by two initial parties, which can be identified with client and server.
Geometry of Interaction The program of Geometry of Interaction (GoI) was
started by Girard in [Gir89]. GoI is an operational semantics of Linear Logic which
was designed to capture the dynamic aspects of proof-theory, i.e., cut-elimination,
and to get rid of the concept of ad hoc global time (towards a parallel implementa-
tion).
In [BP99] we can find a model of Geometry of Interaction to interpret proofs
in Elementary Linear Logic [Gir95a], a variant of which characterizes elementary
complexity.
2.5.3 The problem of intensional expressiveness
Although an ICC system characterizes a certain class, it might not do so in a sat-
isfactory way. One of the typical concerns is whether the functions that can be
computed within a certain resource bound can be represented by natural (and effi-
cient) algorithms. Suppose we have a list of natural numbers and we want to sort it
(say, in ascending order) and suppose an ICC system is at least PTIME-complete:
what sorting algorithms are available? Can we find a program which implements
quicksort or mergesort?
Conversely, if an ICC system is “too rich”, it may become complicate to use. For
example, the problem of deciding whether a term in polymorphic lambda calculus
can be typed in a certain system is in general undecidable. Typability aside, the
system might use an intricate type system (possibly it necessarily makes use of
dependent types), so intensional expressivity might be sacrificed for the sake of
practicality. This is the case of DLAL, a subsystem of LAL (see §2.2).
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Another aspect to consider is that to characterize a certain complexity class
sometimes it is necessary to adopt a particular syntax and/or a tricky notion of
execution.
• Within LLL/LAL, the number of steps is not polynomial if one choses to work
with sequent calculus, but only with proof-nets. In BLL, on the contrary, both
ways to execute programs ensure a polynomial bound (although the bound is
better working with proof-nets).
• Obviously standard computational models like lambda calculus or Turing
Machines cannot be used to characterize peculiar complexity classes like L
[DLS10] (resp. NC [BKMO08]).
Remark 17 This is not overly surprising, since a similar phenomenon also occurs,
e.g., for optimal reduction [AG98]. Optimal reduction can only be achieved with
parallel reductions, but the usual syntax for lambda terms does not allow to reduce
a family of redexes at once, so it is necessary to use a representation with explicit
sharing [Lam89].
dlPCF Linear dependent types can be used to overcome the limitedness of inten-
sional expressiveness of usual ICC systems obtained by syntactical restriction. The
idea is to work with semantics, formulating constraints in the form of inequalities,
in a way which can be tailored w.r.t. a certain complexity class. dlPCF [DLG12]
is a type system obtained decorating PCF types with index terms (denoted I, J,K)
generated from variables, function symbols, . . . in such a way two properties are
ensured:
soundness if t is a program and ⊢K t : Nat[I, J ], then t evaluates to a natural
number between I and J in a number of steps which is at most linear in K;
completeness if t is typable in PCF and evaluates to a natural number n in m
steps, then ⊢I t : Nat[n, n] where I ≤ m.
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Nat[I, J ] denotes the type of natural numbers between I and J . The type derivation
of a term uses some assumption (i.e., the type derivation holds only if they are
satisfied) which take the form of (in)equalities between index terms. Once we have
the various constraints, we can solve them automatically with an SMT solver (not










In this chapter we explain the notion of polarization in logic starting from the earlier
concept of focalization. Then we sketch a few connections with Game Semantics and
π-calculus. Finally we describe Laurent’s polarized version of Linear Logic and show
how to translate λµ-calculus into it.
Focalization Logic programming [Mil04] is the idea that there is a correspondence
between computation and the bottom-up search of a (cut-free) sequent proof. Such
search is complicated by the the fact that for a given sequence there could be several
proofs and thus several ways to build a proof. Which means that proof-searching
has a computational over-head. This is a significant issue to consider also in the
setting of (semi-)automated proof-search.
The search space of proofs can be restricting by considering only focused proofs.
The subject has been first studied by Andreoli [And92] in the context of Linear Logic;
it has been done for Intuitionistic Logic [LM07] and for Classical Logic [CMM10];
and more recently also in the context of Ludics [BST10]. Focalization is a concept
which has been introduced essentially for cut-free proofs.
In this system there is a clear distinction between asynchronous connectives
⊥,`, ?,⊤,&, ∀ (whose right introduction rules are reversible) and synchronous con-
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nective 1,⊗, !, 0,⊕, ∃ (whose right introduction rule is generally not reversible). Es-
sentially, if a sequent has a synchronous principal formula, then that formula must
be decomposed until either it is reduced to asynchronous formulas or to atomic for-
mulas. We say that the focus is kept on that formula as long as possible. This causes
a clean alternation between positive and negative connectives, so one may consider
generalized positive (resp. negative) connectives as well. Thus a generalized positive
connective can be seen as a critical focusing section of the proof.
Proposition 3.1 (Andreoli) If a sequent is provable in Linear Logic, then it is
provable in Linear Logic with a focusing proof.
Formulas without connectives (i.e., atomic formulas) do not have a polarity (or
are of neutral polarity). The choice of polarity is not relevant w.r.t. completeness,
but it can be significant for computational complexity [LM09, §1.1].
Polarized Linear Logic What is Polarized Linear Logic (LLP)? It is a refinement
of usual Linear Logic in which contraction can be applied to any negative formula,
not just formulas of the shape ?A. In this logic proofs are said to be focalized, in
the sense that each sequent may contain at most one positive formula. Thus in
particular the ⊤ rule (see Figure 2.3) may introduce at most one positive formula.
The intersting thing about LLP [Lau02] [Lau03b] is that it can be used to en-
code λµ-calculus: two terms which are operationally equivalent are translated into
the same polarized proof-net, i.e., they are σ-equivalent (thus extending the usual
σ-equivalence on λ-calculus [Reg92] [Reg94]). For simply-typed λµ-calculus it is
enough to consider the polarized fragment of MELL, although some extensions are
also possible.
Game Semantics PCF terms can be interpreted as innocent strategies in games
between a player and an opponent. The opponent starts the game and alternates
with the player (two consecutive moves have different polarities) until the sequence
of moves played cannot be further extended, meaning computation is over. Here we
omit technical details about games since in this thesis we do not reason in terms
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of games. The important message is that the Hylang-Ong (HO) Games can be
considered as an implementation of head linear reduction (each move in a game —
except the initial move — points to a previous move), thus leading to the definition
of the PAM (see Chapter6).
In the usual formulations of Game Semantics composition of strategies is not
associative [A+03], thus a Game Semantics and Linear Logic need to be reconciled
somehow. The problem is related to the involutive nature of negation in Linear
Logic, in which A is equivalent to ¬¬A. Weakening this principle in A → ¬¬A
yields Tensorial Logic [MT10], which is a sort of synthesis between Game Semantics
and Linear Logic.
3.2 Polarized Linear Logic
Extending structural rules to all negative formulas yields a proof system which is still
confluent (as well as strongly-normalizing, in the typed case). LLP is categorically
equivalent to Girard’s Classical Logic (LC) [Gir91], so Laurent’s work establishes a
Curry-Howard correpondence between λµ-calculus and LC.
Proof-nets in this system are slightly modified. The resulting notion allows to
establishes a correspondence with an asynchronous typed π-calculus [HL10] (a work
which builds on [HYB04] to study control in the setting of π-calculus), which also
shows that σ-equivalence on λµ-calculus corresponds to structural congruence.
Proposition 3.2 Let ⊢ P : A and ⊢ Q : A be two typed π-terms,
P ≡ Q⇐⇒⊢ P ≃σ Q : A.
3.2.1 Polarized Proof-Nets
Definition 3.1 (Polarized formula) Let X range over atomic formulas, output
(resp. anti-output) formulas are defined as follows.
N :=X | ⊥ | ?P `N, (3.1)
P :=X⊥ | 1 | !N ⊗ P. (3.2)
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Formulas of the shape ?P (resp. !N) are called input (resp. anti-input) formulas.
Negative formulas (resp. positive formulas) are input and output (resp. anti-input
and anti-output) formulas.
Remark 18 The terminology adopted by Laurent depends on the role of these types
to encode terms. The type ?P ` N can be rewritten as the (linear) arrow type
(!P⊥) ⊸ N , where thus ?P is the input part and N is the output. The prefix anti
is for the involutive negation.
The polarized system can be extended to the full Linear Logic, but here we consider
only MELL. One one hand we want to follow [Lau03b], where Laurent considers
only the fragment needed to encode λµ, on the other in [Lau02, §4.3] we see that
Polarized Linear Logic is syntactically isomorphic to some of its fragments. The main
difference with the presentation followed in [Lau03b] is that we include multiplicative
constants, since we want to talk about the richer calculus of de Groote (something
which Laurent only does implicitly,1 sticking essentially to Parigot’s λµ).
Definition 3.2 (Proof-structure) A proof-structure is a finite acyclic graph built
from the nodes in Figure 3.1 (where A stands for a negative formula). Each node
labelled by one of the symbols Ax,Cut,`,⊗,⊥, 1, ∀, ∃, !, ?d, ?c, ?w, which determines
the number of ingoing (resp. outgoing) edges, which are called the premises (resp.
conclusions) of the node. Each edge is conclusion of exactly one node and premise
of at most one node. Edges which are not premise of any node are the conclusions of
the proof-structure. Additionally to each !-node of conclusions {N,N} is associated
a box of conclusions {N,N}.
We say that an edge is positive (resp. negative) if the associated formula is positive
(resp. negative).
Definition 3.3 (Correction graph) Given a proof-structure, its correction graph
is obtained by orienting upwardly (resp. downwardly) the positive (resp. negative)
edges, i.e., by reversing the orientation of positive edges, and by erasing boxes (just
keeping the !-node).
1He mentions a “slight generalization” of λµ-calculus which allows to encode Felleisen’s C.






































Figure 3.1: Nodes of polarized proof-structures.
Definition 3.4 (Proof-net) A proof-structure is correct or is a proof-net if:
• its correction graph is an acyclic oriented graph;
• the number of positive conclusions plus ?d nodes is one;
• and recursively the boxes are also correct proof-structures.
Remark 19 Note that, contrarily to MELL, it is not necessary to consider the
switching graphs of a proof-structure. Correctness can be verified in time linear
w.r.t. the size of the proof-structure.2 The correctness criterion of full LLP (i.e., in
presence of quantifiers and additives) is a bit more complex, see [Lau02, §5].
Definition 3.5 (⊗-tree) The set of nodes above a node labeled with a positive type
is called a ⊗-tree.
A ⊗-tree is either an axiom, a box, a 1-node or a tensor formed by a box and a
⊗-tree. Cut-elimination of usual Linear Logic can duplicate (or erase) only boxes,
while in LLP any ⊗-tree can be duplicated (or erased).
2At least for MELL−.
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The correctness of a proof-structure is preserved by cut-elimination, i.e., reducing
a proof-net yields a proof-net. Polarized proof-nets can be translated to usual proof-
nets by the following encoding:
X =?X
⊥ =?⊥
?P `N =?(?P `N)
?P =?P .
The encoding is extended to positive formulas by duality.
Remark 20 Laurent informally observes that this translation corresponds to CPS-
translations: roughly speaking, adding ¬¬ in suitable places is like adding ? in linear
logic. De Groote shows in [dG94a, §5] that the translation of λµ calculus (see next
section) at the type level indeed resembles Kolmogorov’s negative translation of clas-
sical logic into intuitionistic logic.
Confluence and strong normalization of polarized proof-nets can be reduced to the
same properties for standard proof-nets.
3.2.2 The λµ-calculus
As anticipated, here we consider de Groote’s λµ instead of Parigot’s calculus (see
Sections 1.3.2 and 1.3.3). Consider the type derivations in Figure 3.2. A proof of
the sequent Γ ⊢ u : N | ∆ can be interpreted as the proof-net3 with conclusions
?Γ⋄, N⋄,∆⋄, where (·)⋄ is the mapping below:
X⋄ = X
⊥⋄ = ⊥
(N →M)⋄ = (!N⋄) ⊸ M⋄ =?N⋄⊥ `M⋄.
3See Chapter 4.
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var
x : N ⊢ x : N |
Γ, x : N ⊢ u : M | ∆
abs
Γ ⊢ λx.u : N →M | ∆
Γ ⊢ u : N →M | ∆ Γ′ | v : N | ∆′
app
Γ,Γ′ ⊢ (u)v : M | ∆,∆′
Γ ⊢ u : N | ∆
µ-name
Γ ⊢ [α]u : ⊥ | α : N,∆
Γ ⊢ u : ⊥ | α : N,∆
µ-abs
Γ ⊢ µα.u : N | ∆
Figure 3.2: Type system for λµ.
This translation is sound, i.e., we can simulate term reduction as proof-net normal-
ization. This allows to extend sigma-equivalence to λµ-calculus. We can translate
into proof-nets also untyped terms, we just need to apply to types the usual recursive
equation N =!N ⊸ N .
3.2.3 σ-equivalence
Translating λ-calculus into proof-nets identifies terms which are σ-equivalent [Reg92]
[Reg94]. The same happens for Λµ-calculus, extending appropriately the concept
of σ-equivalence [Lau02] [Lau03b]. While σ-equivalent λ-terms can be translated as
the same proof-net, two σ-equivalent Λµ-terms are translated as the same polarized
proof-net.
Definition 3.6 The σ-equivalence is the smallest equivalence relations on Λµ-terms
which is compatible (i.e., preserved by application, abstraction, µ-naming and µ-
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abstraction) and contains:
((λx.u)v)w ≡σ (λx.(u)w)v x 6∈ w, (3.3)
(λx.λy.u)v ≡σ λy.(λx.u)v x 6= y, y 6∈ v, (3.4)
(λx.µα.u)v ≡σ µα.(λx.u)v α 6∈ v, (3.5)
and
[α′](µα.[β′](µβ.u)v)w ≡σ [β
′](µβ.[α′](µα.u)w)v α 6∈ v, β 6∈ w, (3.6)
[α′]λx.µα.[β′]λy.µβ.u ≡σ [β
′]λy.µβ.[α′]λx.µα.u x 6= y, (3.7)
[α′](µα.[β′]λx.µβ.u)v ≡σ [β
′]λx.µβ[α′](µα.u)v x 6∈ v, β 6∈ v, (3.8)
where in the last group of equations α 6= β, α 6= β′ and α′ 6= β.
3.3 Final remarks
LLP has all the desirable properties of Linear Logic (confluence, strong normaliza-
tion, . . . ) and the polarization allows a simple correctness criterion and a general-
ization of the concept of boxes to ⊗-trees. Overall the system is elegant and could
be adapted to encode richer calculi. A term typable in LLP is strongly normalizable,
but the types do not give any information about how many steps long normalization
could be.
Chapter 4
Bounded Polarized Linear Logic
An early version of this work has appeared in [DLP13c]. A large part of the material
of this chapter is from [DLP13a], and a few more proofs and other details can be
found in [DLP13b] (the proofs in Appendix A are unpublished).
4.1 Introduction
In this chapter, we delineate a methodology for complexity analysis of higher-order
programs with control operators. The latter are constructs which are available in
most concrete functional programming languages (including Scheme and OCaml),
and allow control to flow in non-standard ways. The technique we introduce takes
the form of a type system for de Groote’s λµ-calculus [dG94b] derived from Girard,
Scedrov and Scott’s Bounded Linear Logic [GSS92] (BLL in the following). We
prove it to be sound: typable programs can indeed be reduced in a number of steps
lesser or equal to a (polynomial) bound which can be read from the underlying type
derivation. A similar result can be given when the cost model is the one induced by
an abstract machine. To the knowledge of Dal Lago and I, this is the first example of
a complexity analysis methodology coping well not only with higher-order functions,
but also with control operators.1
1This point has been confirmed also in all the reviews of [DLP13a] (as well as in other occasions).
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In the rest of this section, we sketch the crucial role Linear Logic has in this
work. See Section 2.2 and Section 2.3 for more details on LL.
4.1.1 Linear Logic and Complexity Analysis
Linear Logic [Gir87a] is one of the most successful tools for characterizing com-
plexity classes in a higher-order setting, through the Curry-Howard correspondence.
Subsystems of it can indeed be shown to correspond to the polynomial time com-
putable functions [GSS92, Gir98, Laf04] or the logarithmic space computable func-
tions [Sch07]. Many of the introduced fragments can then be turned into type sys-
tems for the λ-calculus [BT09, GRDR07], some of them being relatively complete
in an intensional sense [DLG12].
Not much is known about whether this approach scales to languages in which not
only functions but also first-class continuations and control operators are present.
Understanding the impact of these features to the complexity of programs is an
interesting research topic, which however has received little attention in the past.
4.1.2 Linear Logic and Control Operators
On the other hand, more than twenty years have passed since Classical Logic has
been shown to be amenable to the Curry-Howard paradigm [Gri90]. And, interest-
ingly enough, classical axioms (e.g. Peirce’s law or the law of the Excluded Middle)
can be seen as the type of control operators like Scheme’s callcc. In the mean-
time, the various facets of this new form of proofs-as-programs correspondence have
been investigated in detail, and many extensions of the λ-calculus for which Classical
Logic naturally provides a type discipline have been introduced (e.g. [Par92, CH00]).
Moreover, the decomposition provided by Linear Logic is known to scale up to
Classical Logic [Gir91]. Actually, Linear Logic was known to admit an involutive
notion of negation from its very inception [Gir87a]. A satisfying embedding of
Classical Logic into Linear Logic, however, requires restricting the latter by way
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of polarities [Lau02]: this way one is left with a logical system with most of the
desirable dynamical properties.
In this chapter, we define BLLP, a polarized version of Bounded Linear Logic.
The kind of enrichment resource polynomials provide in BLL is shown to cope well
with polarization. Following the close relationship between Polarized Linear Logic
and the λµ-calculus [Lau03b], BLLP gives rise to a type system for the λµ-calculus.
Proofs and typable λµ-terms are both shown to be reducible to their cut-free or
normal forms in a number of steps bounded by a polynomial weight. Such a result
for the former translates to a similar result for the latter, since any reduction step in
λµ-terms corresponds to one or more reduction steps in proofs. The analysis is then
extended to the reduction of λµ-terms by a Krivine-style abstract machine [dG98].
4.2 Bounded Polarized Linear Logic as A Sequent
Calculus
In this section, we define BLLP as a sequent calculus. Although this section is
self-contained, some familiarity with both Bounded [GSS92] and Polarized [Lau03b]
Linear Logic would certainly help (see Sections 2.4 and 3.2).
4.2.1 Polynomials and Formulas







, where the xi are distinct variables and the ni are non-negative integers.
A resource polynomial is any finite sum of resource monomials. Given resource
polynomials p, q we write p ⊑ q to denote that q − p is a resource polynomial. If
p ⊑ r and q ⊑ s then also q ◦p ⊑ s◦r. Resource polynomials are closed by addition,
multiplication, bounded sums and composition [GSS92].
A polarized formula is a formula (either positive or negative) generated by the
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following grammar
P ::= α(~p) | P ⊗ P | 1 | ∃αP | !x<pN ;
N ::= α⊥(~p) | N `N | ⊥ | ∀αN | ?x<pP.
where α ranges over a countable sets of atoms. Throughout this chapter, formulas
(but also terms, contexts, etc.) are considered modulo α-equivalence. Formulas
(either positive or negative) are ranged over by metavariables like A,B. Formulas
like α⊥ are sometimes denoted as X, Y .
In a polarized setting, contraction can be performed on any negative formula. As
a consequence, we need the notion of a labelled formula [A]px, namely the labelling of
the formula A with respect to x and p. The labelled formula [N ]px (resp. [P ]
p
x) can be
thought of roughly as ?x<pN
⊥ (resp. !x<pP
⊥), i.e., in a sense we can think of labelled
formulas as formulas hiding an implicit exponential modality. All occurrences of x
in A are bound in [A]px. Metavariables for labellings of positive (respectively, nega-
tive) formulas are P,Q,R (respectively, N,M,L). Labelled formulas are sometimes
denoted with metavariables A,B when their polarity is not essential. Negation, as
usual in classical linear systems, can be applied to any (possibly labelled) formula,
à la De Morgan. When the resource variable x does not appear in A, then we do
not need to mention it when writing [A]px, which becomes [A]
p. Similarly for !x<pN
and ?x<pP .
Both the space of formulas and the space of labelled formulas can be seen as par-
tial orders by stipulating that two (labelled) formulas can be compared iff they have
exactly the same skeleton and the polynomials occurring in them can be compared.
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Formally,
α(p1, . . . , pn) ⊑ α(q1, . . . , qn) iff ∀i.pi ⊑ qi;
α⊥(p1, . . . , pn) ⊑ α
⊥(q1, . . . , qn) iff ∀i.qi ⊑ pi;
1 ⊑ 1;
⊥ ⊑ ⊥;
P ⊗Q ⊑ R⊗ S iff P ⊑ R ∧Q ⊑ S;
N `M ⊑ O `K iff N ⊑ O ∧M ⊑ K;
!x<pN ⊑!x<qM iff q ⊑ p ∧N ⊑M ;
?x<pP ⊑?x<qQ iff p ⊑ q ∧ P ⊑ Q;
∀α.N ⊑ ∀α.M iff N ⊑M ;
∃α.P ⊑ ∃α.Q iff P ⊑ Q.
In a sense, then, polynomials occurring next to atoms or to the whynot operator are
in positive position, while those occurring next to the bang operator are in negative
position. In all the other cases, ⊑ is defined component-wise, in the natural way, e.g.
P ⊗Q ⊑ R⊗S iff both P ⊑ R and Q ⊑ S. Finally [N ]px ⊑ [M ]
q
x iff N ⊑M ∧ p ⊒ q.
And dually, [P ]px ⊑ [Q]
q
x iff N ⊑M ∧ p ⊑ q.
Lemma 4.1 A ⊑ B iff B⊥ ⊑ A⊥. Moreover, A ⊑ B iff B⊥ ⊑ A⊥.
Proof: A ⊑ B iff B⊥ ⊑ A⊥ can be proved by induction on the structure of A.
Consider the second part of the statement, now. Suppose that A,B are positive,
and call them P,Q respectively. Then
[P ]px ⊑ [Q]
q
x ⇔ P ⊑ Q ∧ p ⊑ q
⇔ Q⊥ ⊑ P⊥ ∧ p ⊑ q
⇔ [Q⊥]qx ⊑ [P
⊥]px.
The case when A,B are negative is similar. 
Certain operators on resource polynomials can be lifted to formulas. As an
example, we want to be able to sum labelled formulas provided they have a proper
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form:
[N ]px ⊎ [N{x/y + p}]
q
y = [N ]
p+q
x .
We are assuming, of course, that x, y are not free in either p or q. This construction
can be generalized to bounded sums: suppose that a labelled formula is in the form









y is defined as [N ]
∑
z<q r
x . See [GSS92, §3.3] for more details about
the above constructions.
An abstraction formula of arity n is simply a formula A, where the n resource
variables x1, . . . , xn are meant to be bound. A{α := B} is the result of substitut-
ing a second order abstraction term B (of arity n) for all free occurrences of the
propositional variable α (of the same arity) in A. This can be defined formally by
induction on the structure of A, but the only interesting clauses are the following
two:
α(p1, . . . , pn){α := B} = B{x1, . . . , xn/p1, . . . , pn}
α⊥(p1, . . . , pn){α := B} = B
⊥{x1, . . . , xn/p1, . . . , pn}
4.2.2 Sequents and Rules
The easiest way to present BLLP is to give a sequent calculus for it. Actually, proofs
will be structurally identical to proofs of Laurent’s LLP. Of course, only some of
LLP proofs are legal BLLP proofs — those giving rise to an exponential blow-up
cannot be decorated according to the principles of Bounded Linear Logic.
A sequent is an expression in the form ⊢ Γ, where Γ = A1, . . .An is a multiset
of labelled formulas such that at most one among A1, . . . ,An is positive. If Γ only
contains (labellings of) negative formulas, we indicate it with metavariables like
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N ⊑M M⊥ ⊒ P
Ax
⊢ N,P
⊢ Γ,N ⊢ N ,N⊥
Cut
⊢ Γ,N
⊢ Γ, [N ]px, [M ]
q
x p ⊑ r q ⊑ r
`
⊢ Γ, [N `M ]rx
⊢ N , [P ]px ⊢ M, [Q]
q
x r ⊑ p r ⊑ q ⊗
⊢ N ,M, [P ⊗Q]rx




⊢ M, [!x<pN ]
q
y
















⊢ Γ, [N ]px α 6∈ FV(N)
∀
⊢ Γ, [∀αN ]px
⊢ N , [P{α := Q}]px
∃
⊢ N , [∃αP ]px
Figure 4.1: BLLP, Sequent Calculus Rules
N ,M. The operator ⊎ can be extended to one on multisets of formulas component-
wise, so we can write expressions like N ⊎M: this amounts to sum the polynomials
occurring in N and those occurring inM. Similarly for bounded sums.
The rules of the sequent calculus for BLLP are in Figure 4.1. Please observe
that:
• The relation ⊑ is implicitly applied to both formulas and polynomials whenever
possible in such a way that “smaller” formulas can always be derived (see Section
4.2.3).
• As in LLP, structural rules can act on any negative formula, and not only on
exponential ones. Since all formulas occurring in sequents are labelled, however,
we can still keep track of how many times formulas are “used”, in the spirit of
BLL.
• A byproduct of taking sequents as multisets of labeled formulas is that multi-
plicative rules themselves need to deal with labels. As an example, consider rule
⊗: the resource polynomial labelling the conclusion P ⊗Q is anything smaller or
equal to the polynomials labeling the two premises.
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The sequent calculus we have just introduced could be extended with additive logical
connectives. For the sake of simplicity, however, we have kept the language of
formulas very simple here.
As already mentioned, BLLP proofs can be seen as obtained by decorating proofs
from Laurent’s LLP [Lau03b] with resource polynomials. Given a proof π, 〈π〉 is the
LLP proof obtained by erasing all resource polynomials occurring in π. If π and ρ are
two BLLP proofs, we write π ∼ ρ iff 〈π〉 = 〈ρ〉, i.e., iff π and ρ are two decorations
of the same LLP proof.
Even if structural rules can be applied to all negative formulas, only certain
proofs will be copied or erased along the cut-elimination process, as we will soon
realize. A box is any proof which ends with an occurrence of the ! rule. In non-
polarized systems, only boxes can be copied or erased, while here the process can
be applied to ⊗-trees, which are proofs inductively defined as follows:
• Either the last rule in the proof is Ax or ! or 1;
• or the proof is obtained from two ⊗-trees by applying the rule ⊗.
A ⊗-tree is said to be closed if it does not contain any axiom nor any box having
auxiliary doors (i.e., no formula in the context of the ! rules).
4.2.3 Malleability
The main reason for the strong (intensional) expressive power of BLL [DLH09] is its
malleability : the conclusion of any proof π can be modified in many different ways
without altering its structure. Malleability is not only crucial to make the system
expressive, but also to prove that BLLP enjoys cut-elimination. In this section, we
give four different ways of modifying a sequent in such a way as to preserve its
derivability. Two of them are anyway expected and also hold in BLL, while the
other two only make sense in a polarized setting.
First of all, taking smaller formulas (i.e., more general — cf. [GSS92, §3.3, p.
21]) preserves derivability:
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Lemma 4.2 (Subtyping) If π ⊲ ⊢ Γ,A and A ⊒ B, then there is ρ ⊲ ⊢ Γ,B
such that π ∼ ρ.
Proof: By a simple induction on π. The crucial cases:
• If the last rule used is an axiom:
N ⊑M M⊥ ⊒ P
Ax
⊢ N,P
If B ⊑ N, then we know that B ⊑ N ⊑M, from which it follows that B ⊑M.
We can thus take ρ as
B ⊑M M⊥ ⊒ P
Ax
⊢ B,P
If B ⊑ P, then we know that B ⊑ P ⊑M⊥, from which it follows that B ⊑M⊥.
We can thus take ρ as
B ⊑M M⊥ ⊒ B
Ax
⊢ B,M
• Suppose the last rule used is !:




⊢ M, [!y<rN ]
q
x
If B ⊑ [!y<rN ]
q
x, then necessarily B = [!y<sM ]
p
x, where N ⊒M , q ⊒ p and s ⊒ r.
Hence [N ]ry ⊒ [M ]
s
y and, by induction hypothesis, there is λ such that λ ∼ σ and
λ ⊲ ⊢ N , [M ]sy. As a consequence ρ can be simply defined as











x<pN . If B ⊑ N ∈ M, then we can just derive the thesis
from transitivity of ⊑.
• If the last rule used is ?d:





Then the induction hypothesis immediately yields the thesis.
This concludes the proof. 
Substituting resource variables with polynomials itself preserves typability:
Lemma 4.3 (Substitution) Let π ⊲ ⊢ Γ. Then there is a proof π{x/p} of ⊢
Γ{x/p}. Moreover, π{x/p} ∼ π.
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Proof: By an easy induction on the structure of π. 
Lemma 4.4 [A]px ⊒ [B]
p
x ⇒ [A{x/y + q}]
p
y ⊒ [B{x/y + q}]
p
y.
Proof: [A]px ⊒ [B]
p
x ⇒ A ⊒ B ⇒ A{x/y + q} ⊒ B{x/y + q} ⇒ [A{x/y + q}]
p
y ⊒
[B{x/y + q}]py 
As we have already mentioned, one of the key differences between Linear Logic
and its polarized version is that in the latter, arbitrary proofs can potentially be
duplicated (and erased) along the cut-elimination process, while in the former only
special ones, namely boxes, can. This is, again, a consequence of the fundamentally
different nature of structural rules in the two systems. Since BLLP is a refinement of
LLP, this means that the same phenomenon is expected. But beware: in a bounded
setting, contraction is not symmetric, i.e., the two copies of the proof π we are
duplicating are not identical to π.
What we need to prove, then, is that proofs can indeed be split in BLLP. But
preliminary to that is the following technical lemma:




y = [N ]
∑
z<q r
y , then the formula N =














y exists implies that there exist N, x, u such that
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and y, z /∈ FV(N) and y /∈ FV(r). As a consequence:





























Call the last formula N. As a consequence,
∑








This concludes the proof. 
Lemma 4.6 (Splitting) If π ⊲ ⊢ N , [P ]px is a ⊗-tree and p ⊒ r+s then there exist
M,O such that ρ ⊲ ⊢ M, [P ]rx, σ ⊲ ⊢ O, [P{x/y + r}]
s
y. Moreover, N ⊑ M⊎ O
and ρ ∼ π ∼ σ.
Proof: By induction on π:
• If the last rule used is an axiom then it is in the form
[N ]qx ⊑ [M ]
t
x [M




⊢ [N ]qx, [P ]
p
x
for some M, t. We know that
r + s ⊑ p ⊑ t ⊑ q.
Observe that, we can form the following derivations
[N ]rx ⊑ [M ]
r
x [M




⊢ [N ]rx, [P ]
r
x
[N{x/y + r}]sy ⊑ [M{x/y + r}]
s
y [M




⊢ [N{x/y + r}]sy, [P{x/y + r}]
s
y
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where in building the second one we made use, in particular, of Lemma 4.4.
• If the last rule used is ⊗ then we can write π as
λ1 ⊲ ⊢ N1, [P1]
p1
x λ2 ⊲ ⊢ N2, [P2]
p2
x ⊗
⊢ N1,N2, [P1 ⊗ P2]
p
x
where p ⊑ p1 and p ⊑ p2. As a consequence, p1 ⊒ q + r and p2 ⊒ q + r, and we
can thus apply the induction hypothesis to λ1, λ2 easily reaching the thesis.
• If the last rule used is promotion ! then π has the following shape:




⊢ M, [!z<qN ]
p
x
Then ρ is simply




x<rN , [!z<qN ]
r
x
About σ, observe that λ{x/y + r} has conclusion
⊢ N{x/y + r}, [N{x/y + r}]q{x/y+r}z
By Lemma 4.5, it is allowed to form
∑
y<sN{x/y + r}. As a consequence, σ is




y<sN{x/y + r}, [(!z<qN){x/y + r}]
s
y
Observe that the conclusions of ρ and σ are in the appropriate relation, again
because of Lemma 4.5.
This concludes the proof. 
Observe that not every proof can be split, but only ⊗-trees can. A parametric
version of splitting is also necessary here:
Lemma 4.7 (Parametric Splitting) If π ⊲ ⊢ N , [P ]px, where π is a ⊗-tree and
p ⊒
∑




x<rM⊒ N and ρ ∼ π.
While splitting allows to cope with duplication, parametric splitting implies that
an arbitrary ⊗-tree can be modified so as to be lifted into a box through one of its
auxiliary doors.
The following is useful when dealing with cuts involving the rule ?d:




y ⊑ [M ]
r
y{z/0}.
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y = [N ]
p
y for some N, y, p. As a
consequence









= [N{x/y}]r{z/0}y = [N ]
r{z/0}




This concludes the proof. 
4.3 Cut Elimination
In this section, we show how a cut-elimination procedure for BLLP can be defined.
We start by showing how logical cuts can be reduced, where a cut is logical when
the two immediate subproofs end with a rule introducing the formula involved in the
cut. We describe how logical cuts can be reduced in the critical cases in Figure 4.2,
which needs to be further explained:
• When reducing multiplicative logical cuts, we extensively use the Subtyping
Lemma.
• In the dereliction reduction step, π{x/0} (obtained through Lemma 4.3) has
conclusion ⊢ N{x/0}, [N{x/0}]p{x/0}y . By Lemma 4.8,M⊑
∑
x<qN ⊑ N{x/0},
and as a consequence, there is σ ⊲ ⊢ M, [N{x/0}]p{x/0}y . From [?y<pN
⊥]qx ⊒
[?y<rM
⊥]1x, it follows that [M
⊥{x/0}]r{x/0}y ⊒ [N{x/0}]
p{x/0}
y , and there is a proof
λ ⊲ ⊢ O, [N{x/0}]p{x/0}y .
• In the contraction reduction step, we suppose that π is a ⊗-tree. Then we can
apply Lemma 4.6 and Lemma 4.2, and obtain σ ⊲ ⊢ M, [O⊥]px and λ ⊲ ⊢
O, [O⊥{x/y + p}]qy such thatM⊎O ⊒ N .
• In digging, by Lemma 4.7 from π we can find σ ⊲ ⊢ K, [O⊥]sy, whereN ⊑
∑
x<q K.
All instances of the Cut rule which are not logical are said to be commutative,
and induce an equivalent relation on proofs. As an example, the proof
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Multiplicatives




⊢ Γ, [N `M ]tx
⊢ N , [N⊥]rx ⊢ M, [M
⊥]sx
⊗




⊢ Γ, [M ]tx, [N ]
t
x ⊢ N , [N
⊥]tx
Cut





π ⊲ ⊢ N , [N ]py
!
⊢ M, [!y<pN ]
q
x










σ ⊲ ⊢ M, [N{x/0}]
p{x/0}






π ⊲ ⊢ N , [N⊥]rx








λ ⊲ ⊢ O, [O⊥{x/y + p}]qy














π ⊲ ⊢ N , [N⊥]rx












σ ⊲ ⊢ K, [O⊥]sy ρ ⊲ ⊢ O, [O]
s




⊢ K,O, [M ]py
!
⊢ N ,M, [!y<pM ]
q
x
Figure 4.2: Some Logical Cut-Elimination Steps
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⊢ Γ,N, [N `M ]rx ρ ⊲ ⊢ N ,N
⊥
Cut
⊢ Γ,N , [N `M ]rx
is equivalent to
π ⊲ ⊢ Γ,N, [N ]px, [M ]
q
x ρ ⊲ ⊢ N ,N
⊥
Cut




⊢ Γ,N , [N `M ]rx
This way we can define an equivalence relation ∼= on the space of proofs. In general,
not all cuts in a proof are logical, but any cut can be turned into a logical one:
Lemma 4.9 Let π be any proof containing an occurrence of the rule Cut. Then,
there are two proofs ρ and σ such that π ∼= ρ 7−→ σ, where ρ can be effectively
obtained from π.
The proof of Lemma 4.9 goes as follows: given any instance of the Cut rule





consider the path (i.e., the sequence of formula occurrences) starting from [N ]px and
going upward inside π, and the path starting from [P ]px and going upward inside ρ.
Both paths end either at an Ax rule or at an instance of a rule introducing the main
connective in N or P . The game to play is then to show that these two paths can
always be shortened by way of commutations, thus exposing the underlying logical
cut.
Lemma 4.9 is implicitly defining a cut-elimination procedure: given any instance
of the Cut rule, turn it into a logical cut by the procedure from Lemma 4.9, then
fire it. This way we are implicitly defining another reduction relation −→. The next
question is the following: is this procedure going to terminate for every proof π (i.e.,
is −→ strongly, or weakly, normalizing)? How many steps does it take to turn π to
its cut-free form?
Actually, −→ produces reduction sequences of very long length, but is anyway
strongly normalizing. A relatively easy way to prove it goes as follows: any BLLP
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proof π corresponds to a LLP sequent calculus proof 〈π〉, and the latter itself cor-
responds to a polarized proof net 〈〈π〉〉 [Lau03b]. Moreover, π −→ ρ implies that
〈〈π〉〉 7→ 〈〈ρ〉〉, where 7→ is the canonical cut-elimination relation on polarized proof-
nets. Finally, 〈〈π〉〉 is identical to 〈〈ρ〉〉 whenever π ∼= ρ. Since 7→ is known to be
strongly normalizing, −→ does not admit infinite reduction sequences:
Proposition 4.1 (Cut-Elimination) The relation −→ is strongly normalizing.
This does not mean that cut-elimination can be performed in (reasonably) bounded
time. Already in BLL this can take exponential time: the whole of Elementary
Linear Logic [Gir98] can be embedded into it.
4.3.1 Polystep Soundness
To get a soundness result, then, we somehow need to restrict the underlying re-
duction relation −→. Following [GSS92], one could indeed define a subset of −→
just by imposing that in dereliction, contraction, or box cut-elimination steps, the
involved ⊗-trees are closed. Moreover, we could stipulate that reduction is external,
i.e., it cannot take place inside boxes. Closed and external reduction, however, is
not enough to simulate head-reduction in the λµ-calculus, and not being able to
reduce under the scope of µ-abstractions does not make much sense anyway. We are
forced, then, to consider an extension of closed reduction. The fact that this new
notion of reduction still guarantees polynomial bounds is technically a remarkable
strengthening with respect to BLL’s Soundness Theorem [GSS92].
There is a quite natural notion of downward path in proofs: from any occurrence
of a negative formula N, just proceed downward until you either find (the main
premise of) a Cut rule, or a conclusion. In the first case, the occurrence of N is
said to be active, in the second it is said to be passive. Proofs can then be endowed
with a new notion of reduction: all dereliction, contraction or box digging cuts can
be fired only if the negative formula occurrences in its rightmost argument are all
passive. In the literature, this is sometimes called a special cut (e.g. [BCDL11]).
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Moreover, reduction needs to be external, as usual. This notion of reduction, as we
will see, is enough to mimic head reduction, and is denoted with =⇒.
The next step consists in associating a weight, in the form of a resource poly-
nomial, to every proof, similarly to what happens in BLL. The pre-weight π⋄ of a
proof π with conclusion ⊢ A1, . . . ,An consists in:
• a resource polynomial pπ.
• n disjoints sets of resource variables Sπ1 , . . . , S
π
n , each corresponding to a formula
in A1, . . . ,An; if this does not cause ambiguity, the set of resource variables
corresponding to a formula A will be denoted by Sπ(A). Similarly for Sπ(Γ),
where Γ is a multiset of formulas.
If π has pre-weight pπ, Sπ1 , . . . , S
π
n , then the weight q
π of π is simply pπ where,
however, all the variables in Sπ1 , . . . , S
π




pre-weight of a proof π is defined by induction on the structure of π, following the
rules in Figure 4.3. Please notice how any negative formula N in the conclusion of π
is associated with some fresh variables, each accounting for the application of a rule
to it. When N is then applied to a cut, all these variables are set to 1. This allows
to discriminate between the case in which rules can “produce” time complexity along
the cut-elimination, and the case in which they do not. Ultimately, this leads to:
Lemma 4.10 If π ∼= ρ, then qπ = qρ. If π =⇒ ρ, then qπ ⊐ qρ.
The main idea behind Lemma 4.10 is that even if the logical cut we perform when
going from π to ρ is “dangerous” (e.g. a contraction) and the involved ⊗-tree is not
closed, the residual negative rules have null weight, because they are passive.
We can conclude that:
Theorem 4.1 (Polystep Soundness) For every proof π, if π =⇒n ρ, then n ≤
qπ.
Proof:[Sketch] The idea is that reducing one cut strictly reduces the weight. Anal-
ogously to [GSS92, Theorem 4.4], the proof proceeds by case analysis on the various
cut-elimination steps (cf. Figure 4.2). The weight of a proof is defined in such a way
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π π⋄
[M ]qx ⊑ [N ]
p
x [N












Sρ(Γ), Sσ(N ), pρ{Sρ([N ]px)/1}+ p
σ{Sσ([N⊥]px)/1}
ρ ⊲ ⊢ Γ, [N ]px, [M ]
q
x p ⊑ r q ⊑ r
`
⊢ Γ, [N `M ]rx
Sρ(Γ), Sρ([N ]px) ∪ S
ρ([M ]px) ∪ {y}, p
ρ + y
ρ ⊲ ⊢ N , [P ]px σ ⊲ ⊢ M, [Q]
p
x r ⊑ p r ⊑ q ⊗
⊢ N ,M, [P ⊗Q]rz
Sρ(N ), Sσ(M), Sρ([P ]px) ∪ S
σ([Q]px), p
ρ + pσ






⊢M1, . . . ,Mn, [!x<pM ]
q
y
Sρ(N1) ∪ {y1}, . . . , S
ρ(Nn) ∪ {yn}, p · p
ρ + y1 + . . .+ yn
ρ ⊲ ⊢ N , [P{y/0}]
p{y/0}







x ) ∪ {y}, pρ + y




ρ ⊲ ⊢ Γ,N,M L ⊑ N ⊎M
?c
⊢ Γ,L
Sρ(Γ), Sρ(N) ∪ Sρ(M) ∪ {y}
ρ ⊲ ⊢ Γ
⊥
⊢ Γ, [⊥]px




Figure 4.3: Pre-weights for Proofs.
Chapter 4. Bounded Polarized Linear Logic 85
that eliminating special-cuts (cf. the beginning of this section), rather than simply
closed cuts, it strictly decreases. 
In a sense, then, the weight of any proof π is a resource polynomial which can
be easily computed from π (rules in Figure 4.3 are anyway inductively defined),
but which is also an upper bound on the number of logical cut-elimination steps
separating π from its normal form. Please observe that qπ continues to be such an
upper bound even if any natural number is substituted for any of its free variables,
an easy consequence of Lemma 4.3.
Why then, are we talking about polynomial bounds? In BLL, and as a conse-
quence also in BLLP, one can write programs in such a way that the size of the input
is reflected by a resource variable occurring in its type. Please refer to [GSS92].
4.4 A Type System for the λµ-Calculus
We describe here a version of the λµ-calculus as introduced by de Groote [dG94a].
Terms are as follows
t, u ::= x | λx.t | µα.t | [α]t | (t)t,
where x and α range over two infinite disjoint sets of variables (called λ-variables and
µ-variables, respectively). In contrast with the λµ-calculus as originally formulated
by Parigot [Par92], µ-abstraction is not restricted to terms of the form [α]t here.
4.4.1 Notions of Reduction




where, as usual, →θ can be fired only if α 6∈ FV(t). In the following, → is just
→βµθ. In so-called weak reduction, denoted→w, reduction simply cannot take place
in the scope of binders, while head reduction, denoted →h, is a generalization of the
same concept from pure λ-calculus [dG98]. Details are in Figure 4.4. Please notice













Figure 4.4: Weak and Head Notions of Reduction
how in head reduction, redexes can indeed be fired even if they lie in the scope of
λ-or-µ-abstractions, which, however, cannot themselves be involved in a redex. This
harmless restriction, which corresponds to taking the outermost reduction order, is
needed for technical reasons that will become apparent soon.
Remark 21 Here we have not explicitly considered the auxiliary rules ρ and ǫ for
renaming and the elimination of absurd weakening. Nevertheless, the application of
these rules is not computationally problematic since they decrease the size of the term
and De Groote proves [dG98, Appendix A] that all auxiliary rules can be postponed
w.r.t. β and µ reduction.
4.4.2 The Type System
Following Laurent [Lau03b], types are just negative formulas. Not all of them can
be used as types, however: in particular, N ` M is a legal type only if N is in
the form ?x<pO
⊥, and we use the following abbreviation in this case: N ⊸px M =
(?x<pN
⊥)`M . In particular, if M is ⊥ then N ⊸px M can be abbreviated as ¬
p
xN .
Typing formulas are negative formulas which are either ⊥, or X, or in the form
N ⊸px M (where N and M are typing formulas themselves). A modal formula is
one in the form ?x<pN
⊥ (where N is a typing formula).2 Please observe that all
the constructions from Section 4.2.1 (including labellings, sums, etc.) easily apply
2Basically typing formulas (resp. modal formulas) are what Laurent calls output types (resp.
input types), see § 3.2.1.
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1 ⊑ p, r{y/0} ⊑ q,M ⊑ N{y/0}
var
Γ, x : rz[N ]
p
y ⊢ x : [M ]
q
z | ∆
Γ, x : sz[N ]
p
y ⊢ t : [M ]
q
y | ∆ r ⊒ q, r ⊒ p
abs
Γ ⊢ λx.t : [N ⊸sz M ]
r
y | ∆
Θ ⊢ t : [N ⊸px M ]
q
y | Ψ Ξ ⊢ u : [N ]
p
x | Φ
h ⊒ q k ⊒ q
Γ ⊑ Θ⊎Υ Υ ⊑
∑
b<h Ξ
∆ ⊑ Ψ⊎Π Π ⊑
∑
b<h Φ app
Γ ⊢ (t)u : [M ]ky | ∆
Γ ⊢ t : N | α : M,∆ L ⊑ N ⊎M
µ-name
Γ ⊢ [α]t : [⊥]qz | α : L,∆
Γ ⊢ t : [⊥]qz | β : N,∆ µ-abs
Γ ⊢ µβt : N | ∆
Figure 4.5: (Additive) Type Assignment Rules





A typing judgment is a statement in the form Γ ⊢ t : N | ∆, where:
• Γ is a context assigning labelled modal formulas to λ-variables;
• t is a λµ-term;
• N is a typing formula;
• ∆ is a context assigning labelled typing formulas to µ-variables.
The way typing judgments are defined allows to see them as BLLP sequents. This
way, again, various concepts from Section 4.2.2 can be lifted up from sequents to
judgments, and this remarkably includes the subtyping relation ⊑.
Typing rules are in Figure 4.5. The typing rule for applications, in particular, can
be seen as overly complicated. In fact, all premises except the first two are there to
allow the necessary degree of malleability for contexts, without which even subject
reduction would be in danger. Alternatively, one could consider an explicit subtyping
rule, the price being the loss of syntax directedness. Indeed, all malleability results
from Section 4.2.3 can be transferred to the just defined type assignment system.
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4.4.3 Subject Reduction and Polystep Soundness
The aim of this section is to show that head reduction preserves types, and as
a corollary, that the number of reduction steps to normal form is bounded by a
polynomial, along the same lines as in Theorem 4.1. Actually, the latter will easily
follow from the former, because so-called Subject Reduction will be formulated (and
in a sense proved) with a precise correspondence between type derivations and proofs
in mind.
In order to facilitate this task, Subject Reduction is proved on a modified type-
assignment system, called BLLPmultλµ which can be proved equivalent to BLLPλµ. The
only fundamental difference between the two systems lies in how structural rules, i.e.,
contraction and weakening, are reflected into the type system. As we have already
noticed, BLLPλµ has an additive flavour, since structural rules are implicitly applied
in binary and 0-ary typing rules. 3 This, in particular, makes the system syntax
directed and type derivations more compact. The only problem with this approach
is that the correspondence between type derivations and proofs is too weak to be
directly lifted to a dynamic level (e.g., one step in →h could correspond to possibly
many steps in =⇒). In BLLPmultλµ , on the contrary, structural rules are explicit, and
turns it into a useful technical tool to prove properties of BLLPλµ.
BLLPmultλµ ’s typing judgments are precisely the ones of BLLPλµ. What changes are
typing rules, which are in Figure 4.6. Whenever derivability in one of the systems
needs to be distinguished from derivability on the other, we will put the system’s
name in subscript position (e.g. Γ ⊢BLLPmultλµ t : N | ∆). Not so surprisingly, BLLPλµ
and BLLPmultλµ type exactly the same class of terms:
Lemma 4.11 Γ ⊢BLLPmultλµ t : N | ∆ iff Γ ⊢BLLPλµ t : N | ∆
Proof: The left-to-right implication follows from weakening and contraction lemmas
for BLLPλµ, which are easy to prove. The right-to-left implication is more direct,
since additive var and app are multiplicatively derivable. 
3E.g., the var (resp. app) rule implicitly uses weakening (resp. contraction). In multiplicative
sequent calculus the context of the conclusion is always a juxtaposition of the contexts of the
premises, but that is not always the case with additive rules (cf. Section 2.3).
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1 ⊑ p, r{y/0} ⊑ q,M ⊑ N{y/0}
var
x : rz[N ]
p
y ⊢ x : [M ]
q
z|
Γ, x : sz[N ]
p
y ⊢ t : [M ]
q
y|∆ r ⊒ q, r ⊒ p
abs
Γ ⊢ λx.t : [N ⊸sz M ]
r
y|∆
Γ ⊢ t : [N ⊸px M ]
q
y|∆ Θ ⊢ u : [N ]
p
x|Ξ







Γ,Ψ ⊢ (t)u : [M ]ky|∆,Φ
Γ ⊢ t : N|∆
µ-name
Γ ⊢ [α]t : [⊥]qz|α : N,∆
Γ ⊢ t : [⊥]qz|β : N,∆ µ-abs
Γ ⊢ µβ.t : N|∆
Γ ⊢ t : N | ∆
?wλ
Γ, y : M ⊢ t : N | ∆
Γ, x : N, y : M ⊢ t : O | ∆ L ⊑ N ⊎M
?cλ
Γ, z : L ⊢ t{x/z}{y/z} : O | ∆
Γ ⊢ t : N | ∆
?wµ
Γ ⊢ t : N | ∆, α : M
Γ ⊢ t : O | ∆, α : N, β : M L ⊑ N ⊎M
?cµ
Γ ⊢ t{α/γ}{β/γ} : O | ∆, γ : L
Figure 4.6: (Multiplicative) Type Assignment Rules
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Let π ⊲ ⊢ N , [N ]px be a proof of BLLP without a positive conclusion and let h a
resource polynomial. The proof obtained by h-boxing π is the following:







Given a BLLPmultλµ type derivation π, one can define a BLLP proof π
⋄ following
the rules in Figure 4.7, which work by induction on the structure of π. This way
one not only gets some guiding principles for subject-reduction, but can also prove
that the underlying transformation process is nothing more than cut-elimination:
Lemma 4.12 (λ-Substitution) If π ⊲ Γ, x : sz[N ]
p
y ⊢ t : [M ]
q
y | ∆ and ρ ⊲ Θ ⊢ u :








Moreover, the proof obtained by h-boxing ρ⋄ and cutting it against π⋄ is guaranteed
to =⇒-reduce to σh.
Proof: As usual, this is an induction on the structure of π. We only need to be
careful and generalize the statement to the case in which a simultaneous substitution
for many variables is needed. 















Moreover, the proof obtained by h-boxing ρ⋄, tensoring it with an axiom and cutting
the result against π⋄ is guaranteed to =⇒-reduce to σh.
The proofs of the two lemmas above can be found in the Appendix (they are not
part of this chapter for typographical reasons).
Theorem 4.2 (Subject Reduction) Let π ⊲ Γ ⊢ t : N | ∆ and suppose t→h u.
Then there is ρ ⊲ Γ ⊢ u : N | ∆. Moreover π⋄ =⇒+ ρ⋄.
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π π⋄
1 ⊑ p, r{y/0} ⊑ q,M ⊑ N{y/0}
var
x : rz[N ]
p










ρ ⊲ Γ, x : sz[N ]
p




Γ ⊢ λx.t : [N ⊸sz M ]
r
y|∆





⊢ Γ, [?z<sN `M ]
r
y,∆
ρ ⊲ Γ ⊢ t : [N ⊸px M ]
q
y|∆
σ ⊲ Θ ⊢ u : [N ]px|Ξ
app
Γ,Ψ ⊢ (t)u : [M ]ky |∆,Φ
ρ⋄ ⊲ ⊢ Γ, [?x<pN
⊥ `M ]qy,∆
σ⋄ ⊲ ⊢ Θ, [N ]px,Ξ
⊢ Ψ, [!x<pN ]
h
y ,Φ ⊢ [M
⊥]ky , [M ]
k
y




⊢ Γ,Ψ, [M ]ky ,∆,Φ
ρ ⊲ Γ ⊢ t : N|∆
µ-name
Γ ⊢ [α]t : [⊥]qz|α : N,∆
ρ⋄ ⊲ Γ,N,∆
ρ⋄ ⊲ Γ, [⊥]qz,N,∆
ρ ⊲ Γ ⊢ t : [⊥]qz|β : N,∆ µ-abs
Γ ⊢ µβt : N|∆




ρ ⊲ Γ ⊢ t : N | ∆
?wλ
Γ, y : M ⊢ t : N | ∆
ρ⋄ ⊲ ⊢ Γ,N,∆
⊢ Γ,M,N,∆
ρ ⊲ Γ ⊢ t : N | ∆
?wµ
Γ ⊢ t : N | ∆, α : M
ρ⋄ ⊲ ⊢ Γ,N,∆
⊢ Γ,N,M,∆
ρ ⊲ Γ, x : N, y : M ⊢ t : O | ∆
?cλ
Γ, z : L ⊢ t{x/z}{y/z} : O | ∆
ρ⋄ ⊲ ⊢ Γ,N,M,O,∆
⊢ Γ,L,O,∆
ρ ⊲ Γ ⊢ t : O | ∆, α : N, β : M
?cµ
Γ ⊢ t{α/γ}{β/γ} : O | ∆, γ : L
ρ⋄ ⊲ ⊢ Γ,O,N,M,∆
⊢ Γ,O,L,∆
Figure 4.7: Mapping of (multiplicative) derivations into BLLP proofs
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Proof: By induction on the structure of π. Here are some interesting cases:
• If t is an application, reduction takes place inside t, and π is as follows
Γ ⊢ t : [N ⊸px M ]
q
y|∆ Θ ⊢ v : [N ]
p
y|Ξ h ⊒ q, k ⊒ q app
Γ ⊎
∑






Γ ⊢ u : [N ⊸px M ]
q
y|∆ Θ ⊢ v : [N ]
p
y|Ξ h ⊒ q, k ⊒ q app
Γ ⊎
∑





which exists by induction hypothesis. We omit the other trivial cases.
• If t is a β-redex, then π looks as follows:
Γ, x : sz[N ]
p
y ⊢ t : [M ]
q
y|∆ r ⊒ q, r ⊒ p
abs
Γ ⊢ λx.t : [N ⊸sy M ]
r
u|∆ Θ ⊢ u : [N ]
s
z|Ξ h ⊒ q, k ⊒ q app
Γ,
∑





Lemma 4.12 ensures that the required type derivation actually exists:
Γ,
∑





• If t is a µ-redex, then π looks as follows:






Γ ⊢ µβt : [N ⊸sz M ]
p
y|∆ Θ ⊢ u : [N ]
s
y|Ξ h ⊒ p, k ⊒ p app
Γ,
∑





and Lemma 4.13 ensures us that ρ exists for
Γ ⊎
∑
b<h Θ ⊢ µβ.t[





• If t is a θ-redex, then π looks as follows:
π ⊲ Γ ⊢ t : [N ]px | ∆
?wµ
Γ ⊢ t : [N ]px | ∆, α : [N ]
q
y r ⊒ p+ q µ-name




Γ ⊢ t : [N ]rx | ∆
Since r = p+ q ⊒ p we know that
πS ⊲ Γ ⊢ t : [N ]rx | ∆
where πS is the derivation obtained from π, applying the Subtyping Lemma to
the derivation π.
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This concludes the proof. 
Observe how performing head reduction corresponds to =⇒, instead of the more
permissive −→. The following, then, is an easy corollary of Theorem 4.2 and The-
orem 4.1:
Theorem 4.3 (Polystep Soundness for Terms) Let π ⊲ Γ ⊢ t : N | ∆ and
let t→nh u. Then n ≤ q
π⋄.
4.5 Control Operators
In this section, we show that BLLPλµ is powerful enough to type (the natural en-
coding of) two popular control operators, namely Scheme’s callcc and Felleisen’s
C [AH03, Lau03b].
Control operators change the evaluation context of an expression. This is simu-
lated by the operators µ and [·] which can, respectively, save and restore a stack of
arguments to be passed to subterms. This idea, by the way, is the starting point of
an extension of Krivine’s machine for de Groote’s λµ [dG98] (see Section 4.6).
An extension of de Groote’s calculus named Λµ-calculus [Sau05] satisfies a Böhm
separation theorem that fails for Parigot’s calculus [DP01]. Hence in an untyped
setting the original λµ of Parigot is strictly less expressive than de Groote’s calculus.
4.5.1 callcc
An encoding of callcc into the λµ-calculus could be, e.g.,
κ = λx.µα.[α](x)λy.µβ.[α]y.
Does κ have the operational behavior we would expect from callcc? First of all, it
should satisfy the following property (see [Fel90]): if k 6∈ FV(e), then (κ)λk.e→∗ e.
Indeed:
(λx.µα.[α](x)λy.µβ.[α]y)λk.e→h µα.[α](λk.e)λy.µβ.[α]y →h µα.[α]e→h e,
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π
var
y : s[X]1 ⊢ y : [X]s | α : [X]0, β : [Y ]0
µ-name
y : s[X]1 ⊢ [α]y : [⊥]0 | α : [X]s, β : [Y ]0
µ-abs
y : s[X]1 ⊢ µβ.[α]y : [Y ]0 | α : [X]s
abs
⊢ λy.µβ.[α]y : [X ⊸s Y ]1|α : [X]s
app
x : rv [(X ⊸
s Y ) ⊸1 X]
1










x : rv [(X ⊸
s Y ) ⊸1 X]
1
⊢ [α](x)λy.µβ.[α]y : [⊥]1 | α : [X]k
µ-abs
x : rv [(X ⊸
s Y ) ⊸1 X]
1
⊢ µα.[α](x)λy.µβ.[α]y : [X]k |
abs
⊢ λx.µα.[α](x)λy.µβ.[α]y : [((X ⊸s Y ) ⊸1 X) ⊸rv X]
k |
Figure 4.8: A Type Derivation for κ
where the second β-reduction step replaces e{k/λy.µβ.[α]y} with e since k 6∈ FV(e)
by hypothesis. It is important to observe that the second step replaces a variable for
a term with a free µ-variable, hence weak reduction gets stuck. Actually, our notion
of weak reduction is even more restrictive than the one proposed by de Groote in
[dG98]. Head reduction, on the contrary, is somehow more liberal. Moreover, it is
also straightforward to check that the reduction of callcc in [Par92, §3.4] can be
simulated by head reduction on κ.
But is κ typable in BLLPλµ? The answer is positive: a derivation typing it with
(an instance of) Peirce’s law is in Figure 4.8, where π is the obvious derivation of
x : rv[(X ⊸
s Y ) ⊸1 X]
1
⊢ x : [(X ⊸s Y ) ⊸1 X]rv | α : [X]
0.
4.5.2 Felleisen’s C
The canonical way to encode Felleisen’s C as a λµ-term is as the term ℵ = λf.µα.(f)λx.[α]x.
Its behavior should be something like
(ℵ)wt1 . . . tk → (w)λx.(x)t1 . . . tk,
where x 6∈ FV(t1, . . . , tk), i.e., x is a fresh variable. Indeed:
(ℵ)wt1 . . . tk →h (µα.(w)λx.[α](x))t1 . . . tk →
k
h µα.(w)λx.[α](x)t1 . . . tk.
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σ
var
x : r[X]1 ⊢ x : [X]r
µ-name
x : r[X]1 ⊢ [α]x : [⊥]0 | α : [X]r
abs
⊢ λx.[α]x : [¬rX]1 | α : [X]r
app
f : hv [¬
1¬rX]
1





f : hv [¬
1¬rX]
1









⊢ λf.µα.(f)λx.[α]x : [¬1¬rX ⊸hv X]
k
Figure 4.9: A Type Derivation for ℵ
A type derivation for ℵ is in Figure 4.9, where σ is a derivation for
f : hv [¬
1¬rX]
1
⊢ f : [¬1¬rX]hv | α : [X]
0.
It is worth noting that weak reduction is strong enough to properly simulating the
operational behavior of C. It is not possible to type C in Parigot’s λµ, unless an open
term is used. Alternatively, a free continuation constant must be used (obtaining
yet another calculus [AH03]). This is one of the reasons why we picked the version of
λµ-calculus proposed by de Groote over other calculi. See [dG94b] for a discussion
about λµ-and-λ-calculi and Felleisen’s C.
4.6 Abstract Machines
Theorem 4.3, the main result of this paper so far, tells us that the number of head-
reduction steps performed by terms typable in BLLPλµ is bounded by the weight
of the underlying type derivation. One may wonder, however, whether taking the
number of reduction steps as a measure of term complexity is sensible or not —
substitutions involve arguments which can possibly be much bigger than the orig-
inal term. Recent work by Accattoli and Dal Lago [ADL12], however, shows that
in the case of λ-calculus endowed with head reduction, the unitary cost model is
polynomially invariant with respect to Turing machines. Dal Lago and I conjecture
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that those invariance results can be extended to the λµ-calculus.4
In this section, we show that BLLPλµ is polystep sound for another cost model,
namely the one induced by de Groote’s K, an abstract machine for the λµ-calculus.
This will be done following a similar proof for PCF typed with linear dependent
types [DLG12] and Krivine’s Abstract Machine (of which K is a natural extension).
The emphasis here is on terms which can be typed in BLLPλµ, so we anticipate some
concepts which are introduced in Chapter 5.
Configurations of K are built around environments, closures and stacks, which
are defined mutually recursively as follows:
• Environments are partial functions which makes λ-variables correspond to clo-
sures and µ-variables correspond to stacks; metavariables for environments are
E ,F , etc.;
• Closures are pairs whose first component is a λµ-term and whose second compo-
nent is an environment; metavariables for closure are C,D, etc.
• Stacks are just finite sequences of closures; metavariables for stacks are S ,T ,
etc.
Configurations are pairs whose first component is a closure and whose second compo-
nent is a stack, and are indicated with C,D, etc. Reduction rules for configurations
are in Figure 4.10. The K-machine is sound and complete with respect to head reduc-
tion [dG98], where however, reduction can take place in the scope of µ-abstractions,
but not in the scope of λ-abstractions.5
Actually, BLLPλµ can be turned into a type system for K’s configurations. We
closely follow Laurent [Lau03a] here. The next step is to assign a weight qπ to
4Subsequent study done by the author on the subject of abstract machines indeed leads in this
direction. In particular the subterm property of head linear reduction has a similar variant for λµ.
5Dal Lago and I are aware of the work in [SR98], in which a Krivine machine for λµ is derived
semantically rather than syntactically (independently of [dG98]) and there is also a further exten-
sion of the machine which reduces under µ- and even λ-abstractions. The paper is not essential for
the work described in this chapter since the machine of de Groote is enough to work with control
operators. Still, in spite of some important differences w.r.t. our setting (the calculus considered
is an untyped variant of Parigot’s λµ), it might be worthwhile to investigate in the future.
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((x,E ),S ) →֒ (E (x),S );
((λx.t,E ), C ·S ) →֒ ((t,E {x/C}),S );
((tu,E ),S ) →֒ ((t,E ), (u,E ) ·S );
((µα.t,E ),S ) →֒ ((t,E {α/S }), ε);
(([α]t,E ), ε) →֒ ((t,E ),E (α)).
Figure 4.10: K-machine Transitions.
every type derivation π ⊲ C : N, similarly to what we have done in type derivations
for terms. The idea then is to prove that the weight of (typable) configurations
decreases at every transition step:
Lemma 4.14 If C →֒ D, then qC ⊐ qD.
This allows to generalize polystep soundness to K:
Theorem 4.4 (Polystep Soundness for the K) Let π ⊲ ⊢ C : N and let C →֒n
D. Then n ≤ qπ.
Please observe how Theorem 4.4 holds in particular when C is the initial configura-
tion for a typable term t, i.e., 〈〈t, ∅〉, ε〉.
4.7 Conclusions
In this chapter we have presented some evidence that the enrichment to Intuitionistic
Linear Logic provided by Bounded Linear Logic is robust enough to be lifted to Po-
larized Linear Logic and the λµ-calculus. This paves the way towards a complexity-
sensitive type system, which on the one hand guarantees that typable terms can be
reduced to their normal forms in a number of reduction steps which can be read
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from their type derivation, and on the other allows to naturally type useful control
operators.
Many questions have been purposely left open here: in particular, the language
of programs is the pure, constant-free, λµ-calculus, whereas the structure of types
is minimal, not allowing any form of polymorphism. We expect that endowing
BLLP with second order quantification6 or BLLPλµ with constants and recursion
should not be particularly problematic, although laborious: the same extensions
have already been considered in similar settings in the absence of control [GSS92,
DLG12]. Actually, a particularly interesting direction would be to turn BLLPλµ into
a type system for Ong and Stewart’s µPCF [OS97], this way extending the linear
dependent paradigm to a language with control. This is of course outside the scope
of this chapter, whose purpose was only to delineate the basic ingredients of the
logic and the underlying type system.
As we stressed in the introduction, we are convinced this work is the first one
giving a time complexity analysis methodology for a programming language with
higher-order functions and control.7 One could of course object that complexity
analysis of λµ-terms could be performed by translating them into equivalent λ-
terms, e.g. by way of a suitable CPS-transform [dG94a]. This, however, would force
the programmer (or whomever doing complexity analysis) to deal with programs
which are structurally different from the original one. And of course, translations
could introduce inefficiencies, which are maybe harmless from a purely qualitative
viewpoint, but which could make a difference for complexity analysis.
The type system for λµ we obtained is somewhat sophisticated. In particular it
necessarily needs to use a call-by-name evaluation strategy, since it is draws heavily
on BLL (other commonly used light logics such as LLL or SLL do not appear to have
a polarized variant8). Although call-by-name only evaluates needed redexes, its
6Building on syntactic isomorphisms discussed in [Lau02, §4.3].
7Tatsuta has investigated the maximum length of µ-reduction for a language without λ-
abstractions (RTA 2007).
8As also remarked by D. Mazza (and confirmed by O. Laurent) during his lecture at the School
of Linear Logic and GoI held in Turin last summer (http://www.logoi.fr/events/school/).
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downside is that in general it evaluates redexes several times. Building on Krivine’s
work on storage operators [Kri90], which offer a way to force evaluation to happen
exactly once, Girard defines a storage functional for BLL [GSS92, §5]. Even if the
type of the corresponing proof is not polarized, it is conceivable that with a few
modifications this approach could be adapted to BLLP.
Part III





Definition 5.1 Let s, t, u be lambda terms and let s{x/t} denote the usual capture-
free substitution. Weak head reduction is the reflexive and transitive closure of the





Figure 5.1: Weak head reduction rules.
Weak head reduction is a restricted form of β reduction which is weak, i.e., does not
perform reduction within the scope of lambdas; and only reduces (if it exists) the
head redex of the term.
Lemma 5.1 Let t be a lambda term in weak head normal form. Then t is either
a lambda abstraction or a variable applied to a certain number of terms (possibly
zero). In particular, if t is closed then t is a lambda abstraction.
Proof: Let t be a term which is not in the form λx.t0 nor (x)t1 . . . tn. Suppose t
is normal and suppose that it is the smallest such term (i.e., there are no terms of
smaller size which are also normal). Then, considering the rules in Figure 5.1, t must
be an application (s)u where s is normal. s cannot be an abstraction, otherwise t
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would not be normal, thus it must be either a variable or an application. s cannot
be a variable, otherwise t would be a term of the second form. Otherwise we have
found a normal term s which is smaller than t (since it is a subterm), which is
absurd. 
Interstingly, in spite of its simplicity, weak head reduction is powerful enough to
evaluate terms representing data types [CHL96]:
[. . . ] weak reduction is powerful enough to evaluate (in normal order)
normal forms of closed expressions of basic types in typed functional
programming languages like ML or Miranda [. . . ]
Remark 22 Although here we are only interested in weak head reduction, in general
weak reduction is not confluent. Special evaluation strategies such as call-by-name
or call-by-value are needed to obtain a weak confluent calculus. Alternatively, it is
necessary to work within a weak calculus with explicit substitutions (see also [ADL12,
§3.1] and Section 6.2).
Extending the reduction rules allowing the possiblity to reduce under lambda yields
strong calculi.
Definition 5.2 Let s, t be lambda terms and let x be a variable. Head reduction is





Figure 5.2: Head Reduction rules.
Remark 23 In the context of (strong) head reduction, using the usual syntax for
variable names is not too satisfactory because of the need of α-conversion [CHL96].
For example (see also [Kes07]), in the following rule
(λy.t)[x/v]→ λy.t[x/v] (5.1)
it is assumed x 6= y and y 6∈ FV(v). Nameless notation à la De Bruijn, on the other
hand, offers a clean way to deal with name clashes.
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Several mechanized systems for the evaluation of expressions have been consid-
ered during the last fifty years, the first example is Landin’s SECD machine [Lan64]
(so called because each state of the machine is identified by four components named
stack, environment, control and dump). Here we describe the Krivine Abstract Ma-
chine [Kri07] (KAM) which computes the weak head normal form of a term. To
be precise, the KAM does not perform weak head reduction but (weak) head linear
reduction.
5.1.1 Head Linear Reduction
Head reduction (more generally, β reduction) involves the substitution of the ar-
gument in place of each occurrence of the corresponding variable. Of course, the
variable can occur only once or many times (or not at all), so it is not reasonable
(at least in principle) to consider head reduction as an operation that can be mech-
anized (since it does not appear to have a bounded cost). On the other hand, if we
only substitute the argument in place of one occurrence, an operatorion called head
linear reduction [DR04], then the cost of the reduction has a linear cost. Can we do
any better?
Theorem 5.1 (Subterm property) Linear head substitutions along a reduction
t→hl u duplicates subterms of t only.
Since duplicating a term amounts to creating a pointer to a subterm of an existsing
term, which has a fixed size w.r.t. the size of the original term, then head linear
reduction can be seen as an atomic operation of some reasonable machine.
Remark 24 Note that the subterm property is not true for β-reduction, not even
head reduction. A counter-example can be found in [DR04, p. 4]: let t = (λx.(x)(x)u)λy.y →h
(λy.y)(λy′.y′)u, the subterm (λy′.y′)u of the latter term is not a subterm of t.
Recent work of Accattoli [Acc13a] (cf. also [ABM14]) shows that there is a similar
property in a weak call-by-value setting.
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5.2 A call-by-name lambda-calculus machine
The KAM is an abstract machine which performs transactions between states to
compute the weak head normal form of a term.
De Bruijn notation Let us consider a tree representation for terms. For each
(bound) variable occurrence we can reach its binder by just crossing as many λ
nodes as necessary. This number is called the De Bruijn index. The definition can
be extended also to free variables by stipulating that their De Bruijn number is equal
to (or greater than) the number of lambda nodes between that occurrence and the
root of the term (or even ∞). For the sake of briefness, we use the word “index” to
mean “De Bruijn indexes”.
Although using De Bruijn notation is a good way to implement the KAM it
possible to do otherwise, as shown by Lippi [Lip02] [Lip07].
State representation The KAM works by doing a series of transitions between
states, to be defined shortly.
Definition 5.3 Let T be a term. A closure is a pair (T, ρ), where ρ is any sequence
of closures.
A finite sequence of closures is called an environment or a stack, depending on where
it is used in the KAM. Each state of the machine is identified by a triple (T, ρ, σ),
where ρ is an environment and σ is a stack.
Machine transitions The execution of the machine starts from the initial state
〈T, (), ǫ〉. The possible transitions are as follows.
〈x, [x1 7→ (t1, e1), . . . , xn 7→ (tn, en)], σ〉 ≻ 〈ti, ei, σ〉, (x = xi) (5.2)
〈λx.t, e, c · σ〉 ≻ 〈t, e[c/x], σ〉 (5.3)
〈(u)v, e, σ〉 ≻ 〈u, e, (v, e) · σ〉 (5.4)
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Remark 25 The transition rule for application duplicates the current environment.
This is not truly needed, i.e., it is enough to use a pointer to the environment rather
than actually duplicating it. Even without pointers, it would be smarter to duplicate
only the part of the environment which corresponds to the variables that appear free
in the subterm. That is, denoting ρ|t the restriction of ρ to the free variables of t:
〈(U)V , ρ, σ〉 ≻ 〈U, ρ|U , (V, ρ|V ) · σ〉 (5.5)
We use this simplification in examples without further comments.
Note that at any time it is not possible to apply two distinct transitions, since the
left sides of the rules cannot match. The execution thus is deterministic. Also note
the machine halts in two cases:
• when the current term is a variable z which does not appear in the environment
(which corresponds to the case in which z is free);
• when the current term is an abstraction λx.U but there is no argument to pop
from the stack.
This is not too surprising since the KAM implements weak head reduction and
the only possible normal forms are variables applied to any number of arguments
(possibly none) and abstractions.
Readback Once the execution has terminated as described above, how do we
turn the final state of the machine into the normal form? This is formalized in
[DR04] with the concept of expansion. Let s = 〈Ts, ρs, σs〉 be the final state, where
σs = ((T1, ρ1, σ1), . . . , (Tn, ρn, σn)). The expansion of s is defined as
exp(s) = JTsKρsJT1Kρ1 . . . JTnKρn (5.6)
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where the expansion of a term in an environment is defined as




JtiKρi if x = xi
x otherwise
(5.7)
J(u)vKρ = JuKρJvKρ (5.8)
Jλx.UKρ = λx̄.JUK(x̄,())::ρ (5.9)
where x̄ is a fresh variable name.
Some explainations are in order. If s is a final state, what is the meaning of its
expansion? The weak head normal form can only be an abstraction or a variable
applied to some arguments.
• Suppose we are in the first case: this means that when the machine halts the
stack σs is empty. Thus in Equation (5.6) n = 0.
• Suppose instead we are in the second case: so the machine halts because it
finds a variable z which is free in the environment. Thus in Equation (5.6)
JTsKρs = JzKρs = z.
Correctness Let t and t′ be respectively exp(s) and exp(s′). Suppose that the
KAM goes from s to s′, then t→∗w t
′. The proof is rather straightforward (basically
case analysis on s and calculations), but tedious.
Completeness If t→∗w t
′ then starting the KAM with the state s = (t, (), ()) then
it arrives at a state s′ s.t. exp(s′) = t′. Proof: We can assume w.l.o.g. that t→w t
′
(the general result is immediate). Let us proceed by induction on the structure of
t. We have to consider two cases, corresponding to the rules in Figure 5.1.
• Suppose t = (λx.u)v, then s = 〈(λx.u)v, (), ǫ〉 ≻ 〈λx.u, (), (v, ()) · ǫ〉 ≻ 〈u, (v, (())) · (()), ǫ〉.
Let s′ be the latter state. From the rules for the expansion of a term in an
environment, we easily see that the only thing that changes are the variables
which are in the environment (in this case x would be replaced by v and
nothing else). Hence the term we obtain is u{x/v} = t′.
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• Suppose instead t = (u)v, where u →w u
′. Hence s = 〈(u)v, (), ǫ〉. Let su be
〈u, (), ǫ〉, by induction hypothesis we know that su ≻








′ (since the element we add is deeper in the stack than
the ones needed to go from u to u′). Let s = ((u)v, (), ()), trivially s ≻ s̄u.
Thus s ≻ s′ = s̄′u.

5.3 µKAM
De Groote [dG98] considers an extension of the KAM to λµ-calculus (see Sec-
tion 1.3.3). More precisely, the machine is able to compute the ββ◦µρǫ normal
form of a λµǫ-term.
Weak head normal form We need to define what we mean for weak head normal
form in the context λµ-calculus. If we reason by analogy with lambda calculus, we
would guess we need to forbid reduction under µ. However, that would be wrong
since when we contract a µ-redex the binder does not appear.
Definition 5.4 Let s, t, u be lambda mu terms and let t[α := N ] denote the usual
structural substitution. Weak head reduction is the reflexive and transitive closure of
the rewriting system obtained adding to the rules in Figure 5.1 those in Figure 5.3,
which we still denote →w.
Such a notion of reduction involves an appropriate modification of the De Bruijn
indexes. For simplicity here we consider only the version with variable names.
Transition rules Using the traditional syntax form terms, environment are not
simply sequence of closures but rather finite maps from the set of variables to clo-
sures/stacks (depending on whether the variable is a λ variable or a µ variable).
Aside from that, the basic definitions are essentially the same of the KAM. De
108 Chapter 5. KAM
(µα.s)t→µ s[α := λf.[α](f)t]
(µα.s)t→w s[α := λf.[α](f)t]
µα.µβ.s→ǫ µα.µβ.s[β := λf.f ]
µα.µβ.s→w µα.µβ.s[β := λf.f ]
s→w t
µα.s→w µα.t
µα.[β](µγ.s)→ρ µα.s[γ := λf.[β]f ]
µα.[β](µγ.s)→w µα.s[γ := λf.[β]f ]




Figure 5.3: Weak head reduction rules for λµ.
Groote uses the word dump to mean “state”, except that (in the preliminary defini-
tion) he includes a boolean to store some contextual information. For an instance,
this extra information allows to distinguish the case of ρ reduction from the case of
ǫ-reduction.
〈x, [x1 7→ (t1, e1), . . . , xn 7→ (tn, en)], σ〉 ≻ 〈ti, ei, σ〉, (x = xi) (5.10)
〈λx.t, e, c · σ〉 ≻ 〈t, e[c/x], σ〉 (5.11)
〈(u)v, e, σ〉 ≻ 〈u, e, (v, e) · σ〉 (5.12)
〈µα.t, e, σ〉 ≻ 〈t, e[α 7→ σ], ǫ〉 (5.13)
〈[α]t, e, ǫ〉 ≻ 〈t, e, e(α)〉 (5.14)
Readback Analogously to the case of lambda calculus, one can define a function
to read the resulting term from the state of the machine. De Groote calls it the
unloading function.
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Example We describe here a simple run of the µKAM starting from the term
(callcc)λk.(or)0(k)1 = (λx.µα.[α](x)λy.µβ.[α]y) . . . .
〈(callcc)λk.(or)0(k)1, (), ǫ〉 (5.15a)
〈callcc, (), (λk.(or)0(k)1, ()) · ǫ〉 (5.15b)
〈µα.[α](x)λy.µβ.[α]y, [x 7→ (λk.(or)0(k)1, ())], ǫ〉 (5.15c)
〈[α](x)λy.µβ.[α]y, [x 7→ (λk.(or)0(k)1, ()), α 7→ ǫ], ǫ〉 (5.15d)
〈(x)λy.µβ.[α]y, [x 7→ (λk.(or)0(k)1, ()), α 7→ ǫ], ǫ〉 (5.15e)
〈x, [x 7→ (λk.(or)0(k)1, ())], (λy.µβ.[α]y, [α 7→ ǫ]) · ǫ〉 (5.15f)
〈λk.(or)0(k)1, (), (λy.µβ.[α]y, [α 7→ ǫ]) · ǫ〉 (5.15g)
〈(or)0(k)1, [k 7→ (λy.µβ.[α]y, [α 7→ ǫ])], ǫ〉 (5.15h)
〈(λa.λb.(a)1b)0, (), ((k)1, [α 7→ ǫ, k 7→ (λy.µβ.[α]y, [α 7→ ǫ])]) · ǫ〉 (5.15i)
〈λa.λb.(a)1b, (), (0, ()) · ((k)1, [α 7→ ǫ, k 7→ (λy.µβ.[α]y, [α 7→ ǫ])]) · ǫ〉 (5.15j)
〈λb.(a)1b, [a 7→ (0, ())], ((k)1, [α 7→ ǫ, k 7→ (λy.µβ.[α]y, [α 7→ ǫ])]) · ǫ〉 (5.15k)
〈(a)1b, [a 7→ (0, ()), b 7→ ((k)1, [α 7→ ǫ, k 7→ (λy.µβ.[α]y, [α 7→ ǫ])], ǫ〉 (5.15l)
〈(a)1, [a 7→ (0, ())], ((k)1, [α 7→ ǫ, k 7→ (λy.µβ.[α]y, [α 7→ ǫ])]) · ǫ〉 (5.15m)
〈a, [a 7→ (0, ())], (0, ()) · ((k)1, [α 7→ ǫ, k 7→ (λy.µβ.[α]y, [α 7→ ǫ])]) · ǫ〉 (5.15n)
〈0, (), (0, ()) · ((k)1, [α 7→ ǫ, k 7→ (λy.µβ.[α]y, [α 7→ ǫ])]) · ǫ〉 (5.15o)
〈λd.d, [c 7→ (0, ())], ((k)1, [α 7→ ǫ, k 7→ (λy.µβ.[α]y, [α 7→ ǫ])]) · ǫ〉 (5.15p)
〈d, [c 7→ (0, ()), d 7→ ((k)1, [α 7→ ǫ, k 7→ (λy.µβ.[α]y, [α 7→ ǫ])])], ǫ〉 (5.15q)
〈(k)1, [α 7→ ǫ, k 7→ (λy.µβ.[α]y, [α 7→ ǫ])])], ǫ〉 (5.15r)
〈k, [α 7→ ǫ, k 7→ (λy.µβ.[α]y, [α 7→ ǫ])])], (1, ()) · ǫ〉 (5.15s)
〈λy.µβ.[α]y, [α 7→ ǫ], (1, ()) · ǫ〉 (5.15t)
〈µβ.[α]y, [α 7→ ǫ, y 7→ (1, ())], ǫ〉 (5.15u)
〈[α]y, [α 7→ ǫ, y 7→ (1, ()), β 7→ ǫ], ǫ〉 (5.15v)
〈y, [α 7→ ǫ, y 7→ (1, ()), β 7→ ǫ], ǫ〉 (5.15w)
〈1, (), ǫ〉 (5.15x)
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Remark 26 It is interesting to note that to extract the intuitionistic answer it is









5.4 Other variants of the KAM
Control operator Curien and Herbelin extends the Krivine machine with Felleisen’s
C operator. Then they show how, depending on whether call-by-name or call-by-
value is used, the machine can be extended with new operators µ and µ̃, which
combined result in λ̄µµ̃ calculus.
Strong reduction Crégut [Cré07] and De Carvalho [DC09] have studied how to
extend the Krivine machine to reduce under lambda and to obtain a full β-normal
form.
Call-by-need A lazy call-by-need variant of the KAM known as Sestoft’s machine
[Ses97] is further improved in [FGSW07], both in terms of time and space. In the
paper the authors compare four variants of the machine, implemented in Scheme,




The Pointer Abstract Machine (a.k.a. PAM) is a variant of the KAM in which clo-
sures are never built, but rather the value of the closure is fetched when needed
jumping back to the appropriate “move”1 using pointers. This avoids creating clo-
sures which are never used and is thus efficient in many cases. The machine is
inspired by Game Semantics [HO00], so it was originally conceived for (simply)
typed lambda calculus [DHR96], but it has been studied also in the setting of un-
typed lambda calculus [DR04]. The main contribution of this chapter are: first
and foremost a clearer explanation of the PAM, then some possible optimizations,
and finally its extension to λµ-calculus (which first requires extending head linear
reduction to λµ-calculus).
Unfortunately, although the PAM has been known since 1988, so far there have
been few works in literature about the PAM (at least compared to the KAM); as for
complexity in particular, besides folklore (e.g., the authors of [DR04] cite a private
communication with Herbelin, who has worked with Curien on some variants of the
PAM [CH96]), there is not that much. Thus the first contribution of this chapter is
to give a clear explanation of the PAM itself.
1Simply put, a point of the “execution trace”.
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6.2 A more operationally-oriented approach
In spite of the strong connection with games, here we do not want to commit ourself
to typed lambda calculus. Our treatment of the PAM is entirely general and the
optimizations we propose can be used even working with terms which are not ty-
pable (thus we exploit no typing information, we cannot even assume, e.g., that all
occurrence of the same variable have the same arity) although in the future it would
be interesting to study their relevance on terms typable in BLLP. In the following
we work using terms which respect the so-called Barendregt’s convention, i.e., each
binder has a unique name (to avoid variable captures). Another common assump-
tion, especially if one want to work using De Bruijn nameless notation [DB72], is to
work only with closed terms. Some of the terminology is inspired by Game Seman-
tics and we adopt it here without considering explicitly the connection with Game
Semantics.
Explicit Substitutions Some (functional) programming languages include a kind
of let operator which allows to write expressions like let x = u in t. The meaning
of the previous expression is “what you would get replacing x with u in t”, i.e., the
denoted substitution is “frozen” (it differs from the meta-substitution t{u/x}). This
kind of let-expression, a term with an explicit substitution, is denoted t[u/x], to dis-
tinguish it from usual substitution. Actually, in the context of explicit substitutions,
the order is reversed so typically we find respectively t{x/u} and t[x/u], instead. As
pointed out in [CMM10], explicit substitutions are related to commutative cuts.
The simplest ES calculus is λx, which is the basis of most calculi in literature.
Even though lambda calculus is confluent, explicit substitution calculi may contain
critical pairs [Mel95], as shown by the following example (often calledMelliès critical
pair):
t[y/v][x/u[y/v]]∗ ← ((λx.t)u)[y/v]→∗ t[x/u][y/v]. (6.1)
It is also possible that strong normalization (in the simply-typed case) is lost when
moving to an ES calculus. Otherwise the calculus is said to have the strong normal-
ization preservation property (PSN).
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(λx.t)u → t[x/u]
x[x/u] → u
y[x/u] → y (x 6= y)
((t1)t2)[x/u] → (t1[x/u])t2[x/u]
(λy.v)[x/u] → λy.v[x/u]
Figure 6.1: Rules of λx.
Both phenomena arise when λx is enriched with more rewriting rules involving
substitutions, but there are ways to avoid Melliès counter-example and recover the
PSN property. See [Kes07] for a survey on this topic (cf. also [CHL96] [KL07]
[AK12]) and [ABM14] for an analysis of the relation between some abstract ma-
chines2 and the corresponding explicit substitution calculi.
6.2.1 Introduction
Head occurrence The hoc of a term is the leftmost variable occurrence. It can
be defined in terms of head contexts.
Definition 6.1 (Head context) An head-context (or simply H-context) is defined
by the following grammar.
H[ ] = [ ] | H[ ]t | λx.H[ ]. (6.2)
Lemma 6.1 For each term t there exist (and are uniquely determined) a variable
x and a H-context H s.t.
t = H[x]. (6.3)
2The only call-by-name abstract machine considered in a previous version of the paper was the
KAM; latest version also considers the MAM (Milner’s Abstract Machine, a variant of the KAM
which uses only a global environment and has no concept of closure). The PAM is not discussed.
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Proof: By induction on the structure of t.
• If t = y then x = y and H[ ] = [ ].
• If t = (u)v then by induction hypothesis there exist y and Hu s.t. u = Hu[y].
Then x = y and H = Hu[ ]v.
• If t = λz.u then by induction hypothesis there exist y and Hu s.t. u = Hu[y].
Then x = y and H = λz.Hu[ ].

Thus any term t can be written as H[x]. The occurrence of the variable x is called
the head occurrence (hoc) and H is said to be the maximal head context of t.
Prime redexes Let t be a term, a node of its syntax tree is a spine node if it is
the root node, or it is the child (resp. left child) of a λ (resp. @ node) which is also
a spine node. A spine node which is also a variable (resp. application, abstraction)
node is called a spine variable node (resp. spine application node, spine abstraction
node).
A term u is said to be an argument subterm of t if the syntax tree of u is a
subtree of the syntax tree of t which is on the right of an application node.
An argument subterm of a term t will be called a spine argument if it is the
argument of some spine application node of t. Let z be an occurrence (of variable)
in t, tz denotes the maximal subterm of t whose hoc is z.
Definition 6.2 The head λ list λh(t) of t is a sequence (λx1, . . . , λxn) of abstraction
subterms of t; the prime redexes are pairs (λx,A) where λx is a binder of t and A is
an argument subterm of t, called the argument of the prime redex. Both are defined
by induction on t:
• if t is a variable then λh(t) is the empty sequence and t has no prime redexes;
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• if t = (u)v then either λh(u) is empty in which case λh(t) is defined to be
empty and the prime redexes of t are those of u; or λh(u) begins with λx, that
is λh(u) = (λx) · l, and we set λh(t) = l and define the prime redexes of t to
be those of u with the addition of (λx, v);
• if t = λx.u then λh(t) = (λx) ·λh(u) and the prime redexes of t are those of u.
Suppose the hoc of t is an occurrence of the (bound) variable x; then the prime redex
(λx, v) if it exists is called the hoc redex of T .
Remark 27 Head λ list is a somewhat confusing name and calls for an explanation.
Let t be a term. If t is written using explicit substitutions
t = λy1 . . . λym.(x)u1 . . . up[x1/v1] . . . [xn/vn],
or alternatively, if t is in σ-equivalent to a canonical form
t ≡σ λy1 . . . λym.(λx1 . . . (λxn.(x)u1 . . . up)vn . . . v1),
then the head λ list is exactly the list of the “leading binders” of the term.
λh(t) = (λy1) · . . . (λym)
For example, let t be (λxλyλz.z)uv: it has no leading λs per se, but if we explicit the
substitutions we get λz.z[x/u][y/v] where the leading binder λz is exactly the only
element of λh(t).
Definition 6.3 Let t be a term. If t is written using explicit substitutions
t = λy1 . . . λym.(x)u1 . . . up[x1/v1] . . . [xn/vn],
or alternatively, if t is in σ-equivalent to a canonical form tσ
tσ = λy1 . . . λym.(λx1 . . . (λxn.(x)u1 . . . up)vn . . . v1),
then we say t is in quasi head normal form iff x 6∈ {x1, . . . , xn}.
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State A pointed sequence of the term t is a finite sequence of moves : ((p0, z0, A0),
. . . , (pn, zn, An)) where p0 = 0, z0 6∈ t = A0 and for each i > 0 we have: 1 ≤ pi ≤ i,
zi is an occurrence of variable in t, Ai is an argument subterm of t. A PAM state
for t is a pointed sequence ((p1, z1, A1), . . . , (pn, zn, An)) satisfying:
• z1 is the hoc of t and for each i > 1, zi is the hoc of Ai−1;
• Ai is justified by zpi , that is, Ai is a spine argument of tz.
Again, we have to keep in mind the underlying idea of the PAM. Avoid building
closures, use pointers instead.
Transitions Let t a term not in quasi head normal form and s a PAM state for
t. The initial move is (1, z1, A1), where z1 is the hoc of t and A1 is the argument of
the hoc redex. In general, how do we build the new move (pn+1, zn+1, An+1)? We
start by recording the zn+1, which is simply the hoc of An. Then we need to find
its argument and note the pointer to the right move of the run. Let x the variable
name of which zn+1 is an occurrence.
• If x is free no transition is defined.
• If x is bound then:
– if λx has a corresponding argument u we set An = u;
– otherwise execution halts.
Let us explain this process more in details.
6.2.2 How and why
Simply put, we want to compute the pointed sequence of a term t (starting from
the initial move 〈0; z0; t〉P). Operationally, this amounts to building a table with
numbered rows (where the initial move is number zero), and jumping using pointers
means going back to the appropriate line.
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Head occurrence Determining the hoc of a term is a pretty straightforward
operation, as it is clear from Lemma 6.1. The statement can be generalized to work
with explicit substitutions.
Corollary 6.1 For each term t there exist (and are uniquely determined) a variable
x, a H-context H and a sequence of pairs (λx1, t1), . . . (λxn, tn) s.t.
t = H[x][x1/t1] . . . [xn/tn][x1/t1] . . . [xn/tn]. (6.4)
Proof: Straightforward from Lemma 6.1 and Remark 27. Note that, by the Baren-
dregt’s condition, there is no possible name clash between the usual binders and the
λs in the explicit substitutions. 
Binder Given the hoc of An, we must determine if and where it is bound in the
moves of the current state of the PAM run. To this end we follow Algorithm 1
Algorithm 1 Find binder (and relative rank) of zn+1
Require: n ≥ 0 {index of current move}
Require: zn+1 {hoc of An}
1: k ⇐ n
2: if (zn+1 is bound in Ak) is true then
3: r ⇐ rank of λz in λh(Ak)
4: return (k, r) {binder has been found}
5: else if k > 0 then
6: k ⇐ pk − 1 {jump back using the pointer
3}
7: go to 2 {keep looking for the binder}
8: else
9: return ⊥ {binder not found}
10: end if
3The index in the pointed sequence.
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Remark 28 If we find a binder, how can we be sure the binder we find is the right
one? The PAM does not make use of α-conversion, so there can actually be several
copies of the same name. The point is that the algorithm finds, if it exists, the
closest copy of that name (basically the line number is implicitly used to disambiguate
names). Indeed, that copy of the name has a smaller scope w.r.t. the original, which
is essentially shadowed within that scope.
Before proceeding further, we first note the rank r of λz, that is the position of λz
in the head λ list of Ak.
Argument Assuming we have found a binder λz, we must now determine if there
is a matching argument and which is it.
Lemma 6.2 If λy is a spine λ of u then: either it is a head λ of u; or λy forms a
primary redex (λy, v), where v is a spine argument of u.
Proof: u can be written in a unique way asH[x][x1/t1] . . . [xn/tn] (cf. Corollary 6.1).

If λz is not a head λ of Ak then it forms a prime redex (λz,A), thus the matching
argument A is in Ak itself.
If λz is a head λ of Ak, we proceed as described in Algorithm 2. Note that, by
Remark 27, it is crucial that we only consider head λs to update the rank.
Pointer To understand the PAM is to understand pointers. Which means under-
standing first how they are computed, and then how they are employed.
1. If we have found a matching argument A for λz on the same line of its binder
we have to record a pointer to the line j + 1, i.e., where we find the hoc zj+1
of Aj s.t. A is an argument subterm of Aj.
2. Suppose we have not found the argument on the same line of the binder but
on a previous line, instead. Then we have to record a pointer to the line j,
i.e., where we find the hoc zj of Aj−1 s.t. A is an argument subterm of Aj−1.
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Algorithm 2 Finding the argument of the binder.
Require: n ≥ 0 {index of current move}
Require: λz {binder of current hoc}
Require: Ak {term where binder λz has been found}
Require: r {rank of the binder λz in λh(Ak)}
1: j ⇐ k
2: a⇐ number of arguments of zj {compute arity of zj}
3: if r ≤ a then
4: return r-th argument of zj {argument has been found}
5: else if j > 0 then
6: l ⇐ |λh(Aj−1)|
7: r ⇐ r − a+ l
8: j ⇐ j − 1 {go back sequentially}
9: go to 2 {keep looking for the argument}
10: else
11: return ⊥ {argument not found}
12: end if
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Overall, the number we write down is simply the successor of the number of the line
where the argument has been found. This concludes the calculation of pn+1.
Remark 29 The first case happens if Aj is not in head normal form. So either
j = 0 (i.e., we are considering a variable bound in a primary redex of t); or if An is
not in head normal form (i.e., t contains an inner redex).
Remark 30 Here it is important that the terms we work with are in canonical form
w.r.t. σ-equivalence. Otherwise it is non-trivial to determine if a λ is paired with
an argument subterm and which one. So it is likewise non-trivial to determine the
rank of a binder.
One way to greatly simplify this process is to work with explicit substitutions:
if Aj has the form H[x][x1/t1] . . . [xn/tn] of Corollary 6.1 we can rewrite it as
λy1 . . . λym.(x)s1 . . . sl[x1/t1] . . . [xn/tn] (cf. Section 6.3), where we can easily read
out if a binder has a matching argument (we just need to check if it is in a substi-
tution) or otherwise (if it not in a substitution), what is its rank (we simply look at
its position in the list of leading binders).
Was not the point of the PAM to avoid building closures? Do we ultimately still
need to build to build them? Not really. Suppose the term we want to evaluate is
(f)v1 . . . vr, where f is “fixed”. Even if we do not assume f is normal (not even
head-normal) we can still explicit its primary redexes. This operation can be done
statically, i.e., once for all, before the arguments v1, . . . , vr are available (but it is
not needed if f is normal). Cf. also Section 6.4.
What is the use of pointers? A pointer essentially determines the line where a certain
argument has been found. In general that argument contains some free variables,
so we need to know where to find a certain binder. Thanks to the subterm property
(cf. Section 5.1.1), the arguments is a subterm of some existing term in the state
of the PAM, which is exactly where we need to look for the binder. If the term
we jump to does not contain the binder, we need to look in the term where it has
been taken from, and so on. Iterating these pointers-guided backwards jumps we
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ultimately either find the binder or (if the variable is free in t) we jump all the way
to the initial line.
We continue this section with a classical example from [DR04].
Example 6.1 Let T = (δ)δ = (λx.(x)x)λy.y. Let us study a partial run of this
term. For a better understanding we do in parallel the calculation using explicit
substitutions. Following [ABM14, §3] we denote ⊸m and ⊸e the two rewriting
relations of the calculus (they correspond essentially to the first and second rules
of Figure 6.1, respectively). Note that whenever a ⊸e rule involves a term with
binders we need α-renaming, so we add an index to distinguish names.
ES PAM #
(λx.(x)x)λy.(y)y 〈0; z0; (λx.(x)x)λy.(y)y)〉P 0
⊸m (x)x[x/λy.(y)y]
⊸e (λy




1[y1/x][x/λy.(y)y] 〈1; y1; x2〉P 2
⊸e (λy




1)y2[y2/y1][y1/x][x/λy.(y)y] 〈2; y1; y2〉P 4
⊸e (x)y
2[y2/y1][y1/x][x/λy.(y)y] 〈1; y2; x2〉P 5
⊸e (λy




2)y3[y3/y2][y2/y1][y1/x][x/λy.(y)y] 〈4; y1; y2〉P 7
⊸e (y
1)y3[y3/y2][y2/y1][y1/x][x/λy.(y)y] 〈2; y2; y2〉P 8
⊸e (x)y
3[y3/y2][y2/y1][y1/x][x/λy.(y)y] 〈1; y2; x2〉P 9
⊸e (λy




3)y4[y4/y3][y3/y2][y2/y1][y1/x][x/λy.(y)y] 〈7; y1; y2〉P 11
⊸e (y
2)y4[y4/y3][y3/y2][y2/y1][y1/x][x/λy.(y)y] 〈4; y2; y2〉P 12
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⊸e (y
1)y4[y4/y3][y3/y2][y2/y1][y1/x][x/λy.(y)y] 〈2; y2; y2〉P 13
⊸e (x)y
4[y4/y3][y3/y2][y2/y1][y1/x][x/λy.(y)y] 〈1; y2; x2〉P 14
⊸e (λy
5.(y5)y5)y4[y4/y3][y3/y2][y2/y1][y1/x][x/λy.(y)y] 〈1; x2;λy.(y)y〉P 15

As we can see from the previous example, a step of the PAM correspond exactly
to one ⊸e step in the calculus with explicit substitutions. A certain number of
⊸m steps, up to the maximum length of the head λ list of the term and its spine
arguments, may also be implicitly involved.
To be or not to be Is the evaluation strategy corresponding to the PAM the
(strong) head reduction or not? To put it more directly, does the PAM reduce inside
abstractions? The short answer is “Yes”. Another answer is “Yes, if we want to”.
Applying blindly the mechanism described produces the head normal form of a term
(not its weak hnf). Nevertheless, if we only want the weak head normal form it is
also possible. Simply put, before doing the substitution we must check if there is
a non-matching lambda. This can done either on the fly or not. We go back to
the last line in which there are head lambda and check if they have all been paired
between that line and the current one.
6.3 Towards a better understanding of the PAM
A head context, or H-context, is a context in which the hole appears in the head
position of t, namely
H =  | λx.H | Ht
A head context of a term t is any H-context H s.t. t = H[s], and we say that s is in
head position in t. In particular, there is an unique head context of t, the maximal
head context and an unique variable x, the head variable of t, s.t. t = H[x]. The
spine of the term t = H[x] and of its head context H is the sequence of applications
and λ-abstractions in head position ordered from the root of t (the root of H) to
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its head variable (hole). A λ-abstraction or an application in head position in t are
said a spine λ-abstraction or a spine application of t, respectively. The variable x
bound by a spine abstraction is a spine variable, while the right subterm of a spine
application is a spine argument of t. By SV (t) and SV (H) we denote the set of the
spine variables of a term t and of a H-context H.
The spine string of a term t, or of a context H, is the string t$, or H$, obtained
by associating an indexed symbol λx to every spine λ-abstraction λx, and an indexed
symbol @v to every spine application uv, namely
x$ = $ = ǫ (λx.t)$ = λxt
$ (st)$ = @ts
$ (6.5)








Proof: By induction on H1.
• If H1[ ] = [ ] then (H1[H2])
$ = [H2]







• If H1[ ] = (H[ ])t then (H1[H2])
$ = @t(H[H2])








• If H1[ ] = λx.H then (H1[H2])
$ = λx(H[H2])









An environment context, or E-context, is a particular H-context in which spine
λ-abstractions and spine applications are balanced. More precisely, every spine
λ-abstraction matches with a spine applications forming a λ-redex at distance. E-
contexts are defined by the following grammar:
E1,2 :=  | E1[λx.E2]t (6.6)
In terms of spine strings, the definition of E-context corresponds to a grammar of
well-balanced bracket pairs

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where @ is the open bracket and λ the closed bracket. As a consequence, since
this language is non-ambiguous, there is a bijection between the indexed symbols
λx and @t, which also induces a bijection between the spine variables and the spine
arguments in E. We have then a natural correspondence between E-contexts and
environments.
An environment η = t1/x1, . . . , tk/xk is an ordered sequence of variable substi-
tutions ti/xi (where ti is a term replacing the variable xi). By t[η] we denote the
term obtained by applying the usual λ-calculus substitution corresponding to η, i.e.,
t0[t1/x1, . . . , tk/xk] = t0[t1/x1] . . . [tk/xk] (in other words, for i < j, the occurrences
of xj in the terms ti are replaced by the term tj, while this is not the case for any
occurrence of xj in a term tk with k ≥ j). Given an E-context E, let us denote by
η(E) the environment corresponding to the sequence of mappings associating every
spine variable of E to its matching spine argument, according to the positions in
which the variables occur in the spine. More formally,
η() = ǫ (6.7)
η(E1[λx.E2]t) = η(E2), t/x, η(E1) (6.8)
Proposition 6.1 For every E-context E and every term t, we have that
E[t] =β t[η(E)]
Proof: Let t be any term.
• If E =  then η(E) = ǫ and [t] = t = t[ǫ].
• If E = E1[λx.E2]s then η(E) = η(E1), s/x, η(E2) and E1[λx.E2[t]]s =β E1[λx.t[η(E2)]]s =β
(λx.t[η(E2)]]s)[η(E1)] =β t[η(E2)][s/x][η(E1)] =β t[η(E2), s/x, η(E1)] =β t[η(E1[λx.E2[s]])].

A canonical E-context is an E-context in which every matching spine vari-
able/argument is a β-redex. It is readily seen that the set of the canonical E-contexts
Chapter 6. PAM 125
is defined by the grammar Ec :=  | (λx.Ec)t, and that any canonical E-redex has
the shape (λxn. . . . (λx2.(λx1.)t1)t2 . . .)tn. We also remark that, for any pair of
E-contexts E1, E2, the E-context E1[E2] is canonical, iff E1 and E2 are canonical.
Lemma 6.4 For any pair of E-contexts E1, E2, the E-context E1[E2] is canonical,
iff E1 and E2 are canonical.
Every environment η can be seen as the explicit representation of a canonical
E-context E(η) in which the order of the β-redex along the spine is the inverse of
the substitution pairs in the environment
t1/x1, t2/x2, . . . , tn/xn
E
7−→ (λxn. . . . (λx2.(λx1.)t1)t2 . . .)tn
which corresponds to the inductive definition
E(ǫ) =  (6.9)
E(t/x, σ) = E(σ)[(λx.)t] (6.10)
Now we consider an equivalence relation ∼η, which is not to be confused with stan-
dard η-equivalence of λ-calculus (the greek letter η is chosen after “environment”).
Proposition 6.2 Let ∼η be the congruence of E-contexts defined by
E1[λx.E2]t ∼η E1[(λx.E2)t]
when FV (t) ∩ SV (E1) = ∅. We have that
1. For every E-context E, there is a unique canonical E-context Ẽ ∼η E; more-
over, Ẽ = E(η(E)).
2. For every pair of E-contexts E1 and E2, we have that E1 ∼η E2 iff η(E1) =
η(E2).
Proof:
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1. By induction on E. If E is the trivial context [ ] then E ∼η Ẽ = E(η(E)) =
[ ]. If E has the form E1[λx.E2]t then E(η(E)) = E(η(E2), t/x, η(E1)) =
E(u1/y1, . . . un/yn, t/x, s1/z1, . . . , sm/zm) = (λzm. . . . (λz1.(λx.(λyn. . . . (λy1.)
u1) . . . )un)t)s1) . . . )sm = Ẽ1[(λx.Ẽ2)t]. Clearly Ẽ ∼η E since Ẽ1[(λx.Ẽ2)t] ∼η
E1[(λx.Ẽ2)t] ∼η E1[(λx.E2)t]. The canonical context is unique since each E-
context is written in a unique way and thus there is only one way to rewrite
it using ∼η.
2. First, the if part. By induction on η(E1). If η(E1) = ǫ then necessarily

















2 ), then necessar-
ily y = x, thus both E-context have the same canonical E-context and hence
by transitivity of ∼η they must be equivalent.
Now the only if part. Since E1 ∼η E2 then they must have the same canonical
E-context. Since Ẽ1 = E(η(E1)) = E(η(E2)) = Ẽ2 and E is an injective
function, then it must be η(E1) = η(E2).

Example 6.2 Let E1 = (λx.[ ]) and E2 = [ ]. The non-canonical E-context
E1[λy.E2]t = ((λx.[λy.]s)t has a canonical∼η-equivalent E-context (λx.[(λy.)t])s.

Remark 31 Note that ∼η equivalence preserves Barendregt’s condition on contexts.
Let us take a term H = (E[λx.]) for, some E-context. It is readily seen that
H[ ]t ∼η E[(λx.)t].
In an environment, the order of the variable substitutions is relevant. In fact,
since t[t1/x1, t2/x2] = t[t1/x1][t2/x2], in general t[t1/x1, t2/x2] 6= t[t2/x2, t1/x1] (for
instance, x1[x2/x1, z/x2] = z while x1[z/x2, x2/x1] = x2). However, when x1 does
not occur free in t2 and x2 does not occur free in t1, it is readily seen that the above
variable substitutions can be applied in any order.
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We have then the following permutation equivalence of environments
η1, t/x, s/y, η2 ∼ η1, s/y, t/x, η2 if x 6∈ FV (s) and y 6∈ FV (t)
A substitution σ is the ∼-equivalence class of an environment η, i.e., σ = η/ ∼.
Since t[η1] = t[η2] for every η1 ∼ η2, we define t[σ] = t[η] for any η ∈ σ (and
analogously for contexts). Next we define σ-equivalence between contexts, not to be
confused with standard σ-equivalence of λ-calculus.
Definition 6.4 The σ-equivalence is the least congruence on contexts and on terms
s.t.
λx.E ∼σ E[λx.] x 6∈ FV (E) (6.11)
E t ∼σ E[ t] FV (t) ∩ SV (E) = ∅ (6.12)
Proposition 6.3 For every pair of E-contexts E1, E2,
1. E1 ∼η E2 implies E1 ∼σ E2
2. E1 ∼σ E2 iff η(E1) ∼ η(E2).
Proposition 6.4 For every H-context H, there is a unique sequence of variables
x1, . . . , xn, and a unique sequence of terms t1, . . . tm, with n,m ≥ 0, s.t.
H ∼ λx1. . . . λxh.E[ t1 . . . tk]
Moreover,
λx1. . . . λxn.E1[ t1 . . . tm] ∼ H ∼ λx1. . . . λxn.E2[ t1 . . . tm]
iff E1 ∼ E2.
6.4 Optimizations
We discuss here a couple of optimizations, which we consider in the case of the term
(δ)δ = (λx.(x)x)λy.(y)y. A few more ideas are sketched at the end of the section.
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6.4.1 Compile prime redexes
How do we efficiently compile a program? We can use a more efficient representation
for terms if we move to a richer calculus in which we use explicit substitutions to
keep track of primary redexes.
Given the hoc of the n-th term of a run, we must determine if and where it is
bound in the moves of the current state of the PAM run. Now binders can also be
in substitutions, so if we find that line i contains the explicit substitution [x/u] we
set the n + 1-th term (resp. pointer) as u (resp. i + 1), just like we would if we
were not using a syntax with explicit substitutions. If the binder is not involved in
a substitution, we still follow Algorithm 1 and Algorithm 2.
Example 6.3 The term (δ)δ could then be represented as (x)x[x/λy.(y)y]. 
This modified representation allows to immediately retrieve the argument of a vari-
able which is involved in a primary redexes. This is a first optimization, not too
original, but which we manage put to some use in what follows. In particular, the
reduction of (δ)δ involves a number of trivial substitutions which increases linearly
(thus the number of states needed to fire some redexes is quadratic in their number)
but we eventually succeed in keeping this number constant (see next section).
Partial evaluation We can use the PAM also if we want to specialize a function
passing it some arguments. Suppose λx.λy.f is a function of two arguments, we can
process the term (λx.λy.λf)t1 or, with a bit of η-expansion, the term λz.(λx.λy.f)zt2
(assuming of course that z 6∈ FV(t)), thus computation can be resumed from some
λy.g[x/t1] or λz.h[y/t2]. In particular, the partial evaluation of these terms halts
when their head (linear) normal form is reached.
Note that in general this operation requires some η-expansion.
6.4.2 Collapse variable lines
If the n-th line of a partial PAM run has a term which is a variable then it can be
safely overwritten by the next line (limitedly to the pointer and the term).
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• Since the n+ 1-th term is a variable its head occurrence is not bound on line
n, thus we have to jump to line pn (which is why we do not overwrite the
pointer) and keep looking for the binder.
• In principle we might still need to keep track of the line to look for the argument
corresponding to some binder. But this is not actually the case since a variable
is a term with zero arguments. Also notice that in this case the rank r′ =
r + a− l is actually unchanged.
We denote PAMvar the variant of the PAM which adopts this rule. Correspondingly,
we are adopting an explicit substitution calculus with an extra rule ⊸a, which we
name ESvar.
Example 6.4 For conciseness, here we abbreviate λy.(y)y as δ. Using (only) the
above optimization the reduction of (λx.xx)λy.yy becomes the following:
ESvar PAMvar #
(λx.(x)x)λy.(y)y 〈0; z0; (λx.(x)x)λy.(y)y)〉P 0
⊸m (x)x[x/δ]
⊸e (λy
























5.(y5)y5)y4[y4/δ][y3/δ][y2/δ][y1/δ][x/δ] 〈1; y1;λy.(y)y〉P 5
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Note that the final step of the PAM in the table above matches perfectly the last
step of the table of Example 6.1.
What is actually going on? We still have to compute PAM moves as usual, but
we can discard some useless information.
1. (1, x1, λy.(y)y);
2. (✁1, y1,✚✚x2);
(1,✚✚x2, λy.(y)y);
3. (1, y1, λy.(y)y);
. . .
Of course we could also just avoid memorizing intermediate trivial steps. 
The point of the previous example is that we evidently save space since we obviously
need to store less moves. But even though these trivial steps still takes a bit of
time, we also save time when go back looking for arguments (since the dynamic
chain is shortened). We also note that there is a certain resemblance with tail-call
optimization.
Remark 32 As we have seen in the previous example, the reduction of (δ)δ then
becomes evidently non-terminating, since each state of the machine becomes exactly
the same.
Proposition 6.5 Let s = 〈0; z0; t0〉P, . . . , 〈pn−1; zn−1; tn−1〉P, 〈pn; zn; zn+1〉P, 〈pn+1; zn+1; tn+1〉P,
. . . , 〈pn+m+1; zn+m+1; tn+m+1〉P a PAM run. Then s
′ = 〈0; z0; t0〉P, . . . , 〈pn−1; zn−1; tn−1〉P,
〈pn+1; zn; tn+1〉P, 〈p
′
n+2; zn+2; tn+2〉P . . . 〈p
′
n+m+1; zn+m+1; tn+m+1〉P, where p
′
j is pj if
pj ≤ n and pj − 1 otherwise, is sound and operationally indistinguishable w.r.t.
s. By sound we mean that the term which is the readback s and s′ is the same.
And by operationally indistinguishable we mean that if both runs can be extended,
the extension is the same (modulo the shown index shift).
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It works well in combination with the optimization which compiles the prime redexes,
since there is no need to keep track of the name of the placeholder for the spine
argument.
Lemma 6.5 Let s = 〈0; z0; t0〉P, . . . , 〈pn−1; zn−1; tn−1〉P, 〈pn; zn; zn+1〉P a PAM run,
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Lazy version At first sight, the statement of the Proposition 6.5 seems a bit
too complex. Is there any reason to take m 6= 0? Yes, if we want to apply this
optimization on the fly. Suppose we are either looking for a binder or an argument
in a PAM run, once we go before a line whose term is an argument we can continue
the execution of the machine and eliminate that line. Of course, it is simpler to
eliminate the line right away, since otherwise we either have to adjust indexes, or we
need to use an absolute address for each move (so we either waste time or space).
6.4.3 Argument search at most once
Let us show another way to look at the previous optimization. The optimization
avoids repeating trivial substitutions, which would otherwise pile up. How is it
done? In practice, we do the substitution once and for all at the level of closures.
One can imagine doing a full-fledged call-by-need version of the PAM, by working
with pointers to pointers or some other trick.
Here we sketch a simple way to modify the PAM in a similar direction. For all
spine arguments of a term we associate a list of extra informations 〈d1, . . . , dk〉 to its
binders (whose number k is statically determined). A piece of data di has type 1⊕P ,
where 1 is the unit type and P is for pointers (i.e., nat). Initially we set di = inl(∗)
for all i, when we find the argument for a binder we record the corresponding line
(note that each move must store this information). A smarter thing would be to use
two binders λ◦ and λ, where the first is used for those variable which occur exactly
once: with this mixed strategy we can avoid storing the pointer if we are never going
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to use it). This simple optimization does not shorten the length of a PAM run, it
simply reduces the time spent searching for the argument of a term at the expenses
of increased size of a single move (essentially, we build only needed closures).
6.5 µPAM
The notion of σ-equivalence has been extended to the case of λµ-calculus by Laurent
[Lau03b]. Moreover, already in λ-calculus a step of head linear reduction does not
remove the binder, so the fact that µ-abstractions are not removed by µ-reduction
should not be a problem (see next section). So it stands to reason that head linear
reduction could be also be adapted to λµ.
As we have seen for lambda calculus, w.r.t. the KAM the approach used by the
PAM is lazier. Some works in literature [UMK+03] have already established the
importance of laziness for the efficient implementation of continuations, so studying
how to adapt the PAM to λµ-calculus certainly appears to be a worthwhile task.
6.5.1 Head Linear Reduction
Extending head linear reduction to λµ is not so straightforward. It requires a bit of
tinkering, instead. First we have to extend the concept of head context:
H[ ] = [ ] | (H[ ])t | λx.H[ ] | µα.H[ ] | [α]H[ ] (6.13)
Thus, from the above definition of H-context, the head variable of [α]t (resp. µα.t)
is α (resp. the head variable of t). We also need to extend evaluation contexts
E[ ] = [ ] | E1[λx.E2[ ]]t | E1[Q[(µα.E2)t1 . . . tm]] (6.14)
where Q[ ] denotes a head context where the hole is not (directly) on the left of an
application. In other words, non-applicative head contexts are
Q[ ] = [ ] | H1[λx.H2[ ]] | H1[µα.H2[ ]] | H1[[α]H2[ ]]. (6.15)
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The intuition is that they somehow identify the maximal list of argument of a term
(thus we can manipulate the whole stack). Then we have to modify head linear
reduction itself to include a rule for linear µ reduction (and possibly a corresponding
rule for garbage collection). One first attempt could be to consider a rule like the
following
H1[Q[µα.H2[[α]u]]t1 . . . tm]]→ H1[Q[µα.H2[[α](u)t1 . . . tm]]t1 . . . tm]]. (*)
The above rule is wrong because after its application the head variable of the term
is still α and thus we would have to apply it again (and again). On the other hand
we cannot simply take α out the hole of H2 either
H1[Q[µα.H2[[α]u]]t1 . . . tm]]→ H1[Q[µα.[α]H2[(u)t1 . . . tm]]t1 . . . tm]]. (**)
The above rule is wrong because, e.g., H2 could be of the form λx.H, thus α would
capture the argument of λx. There does not appear to be a straightforward solution,
so we need to employ a small trick.
For each µ variable α we also consider another variable αc, which we call com-
busted α. The definition of head context in Equation (6.13) thus suggests that the
head variable of [αc]H[t] is the head variable of H[t]. Formally, we have simply
extended the syntax of the calculus; computationally, the intuition is that we use a
boolean variable to keep track of the copies of α where we have already restored the
stack. Analogously, non applicative head context are modified as
Q[ ] = [ ] | H1[λx.H2[ ]] | H1[µα.H2[ ]] | H1[[α]H2[ ]] | H1[[α
c]H2[ ]] (6.16)
Thus the rewriting rule we need to use is the following, which we name ⊸′µ.
H1[Q[µα.H2[[α]u]]t1 . . . tm]] ⊸
′
µ H1[Q[µα.H2[[α
c](u)t1 . . . tm]]t1 . . . tm]]. (6.17)
We want to extend the PAM to λµ following the approach of de Groote, thus µ
reduction (see Equation (1.12)) is but a substitution followed by a β◦-conversion,
which in turn is but a linear β-conversion. Hence the above rule can be rephrased
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as the rule ⊸µ
H1[Q[µα.H2[[α]u]]t1 . . . tm]] ⊸µ H1[Q[µα.H2[[α := λf.[α
c](f)t1 . . . tm]u]]t1 . . . tm]].
(6.18)
Remark 33 One might object considering an operation which evidently has a cost
which is linear in the number of arguments of the µ-abstraction. We might do
otherwise, but the cost of the operation does not depend on the size of the arguments
involved, so if we consider the functional part of the term as fixed this makes sense.
In practice we work in the extended syntax of de Groote, which we further extend
using two kinds of µ variables.
u, t := x | λx.t | µα.u | [α]u | (u)t | [N ]u | [αc]u (6.19)
N := λ◦f.u (6.20)
As anticipated, we also need a corresponding notion of garbage collection.
Q[(µα.u)t1 . . . tm] ⊸µg Q[µα.u] (6.21)
where it is assumed that u contains no occurrences of α, although it may contain
combusted occurrences of α, i.e., occurrences of αc. Note that contrarily to β-
reduction, where the garbage rule is a trivial case of β, this garbage rule is not a
particular case of µ-reduction.
What kind of normal form does this notion of head linear reduction yields? It
produces a term where there is no β or µ redex which involves the head occurrence
of the resulting term.
6.5.2 µPAM
Ultimately how do we define the PAM for λµ? To this aim we want to use one
optimization, already proposed for λ calculus, applied to µ variables. Simply put
we want to compute the possible terms of the form λf.[αc](f)t1 . . . tm so that we can
re-use the standard mechanism of the PAM with just a few modifications.
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Is it even possible to precompute all stacks? How many stacks do we need to
consider? How big they are? The following lemma shows that this approach is
feasible.
Definition 6.5 The µ-compilation of a λµ term is defined as follows
JxK = x (6.22)
J(µα.u)t1 . . . tmK = µα.JuK[α/λf.[α
c](f)t1 . . . tm] (6.23)
Jλx.tK = λx.JtK (6.24)
J[α]tK = [α]JtK (6.25)
J(u)tK = JuKJtK (6.26)
where it is assumed that Equation (6.26) applies only if Equation (6.23) does not.
The above definition allows to reduce λµ calculus to a calculus with explicit sub-
stitutions and apply the usual way of the PAM to implement head linear reduction,
since µ-binders can now be ignored (there are no matching occurrences to substitute,
thanks to the use of combusted variables).
Lemma 6.6 (Subterm property) For any λµ term t, the head linear reduction
of JtK involves the substitution only of subterm of JtK.
Note that for λ-terms JtK = t, so the above lemma is a conservative extension of the
usual one [ADL12]. We can return to the usual syntax for λµ after computing the
head normal form. We call the resulting term expansion.
Lemma 6.7 If JtK = τ and τ reduces to τ ′ then the expansion of τ ′ can be obtained
by linear head reduction from t (up to σ-equivalence).
Let us show an interesting example (from [Lau02]) which is the equivalent for µ-
reduction of (δ)δ, which is the example used in [DR04] to show a partial PAM run.
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Renaming If we employ for λµ-calculus the optimization we proposed in the
previous section for collapsing lines where the replacing term is a variable we are
able to handle properly the renaming rule. Thus if we adapt the PAM to Saurin’s
calculus we can collapse arbitrarily-long sequences of βs moves into one move.
6.6 Related Works
6.6.1 Some recent developments
In 2008 Terui has given a talk intitled “On space efficiency of Krivine’s abstract
machine and pointer abstract machine” [Ter08]. In the talk Terui shows that a
space-efficient implementation of functional composition must be interactive: as an
example he shows the composition of Offline Turring Machines [Hen65] (see also
pag. 51 for a brief describtion of IntML and a couple more references). In particular,
although there is no evaluator which is uniformly more space-efficient of the KAM,
the KAM seems to be good at “tall” terms such as tn = (λf.λx.(f)
nx)(λy.y)∗ (since
tn can be evaluated by the KAM using only O(1) space) but not at “wide” terms such
as un = (λx1 . . . λxn.xn) ∗1 · · · ∗n (since un can be evaluated using O(n) pointers
4).
For simply typed terms with unbounded width and fixed rank, it seems that Hylang-
Ong games are more efficient (HO games corresponds to the PAM runs [DHR96]).
More precisely, Terui defines the rank as max(rank(A) + 1, rank(B)) for the arrow
type A→ B and 0 per the atomic type ι and states that terms of rank up to 3 can
be evaluated in PSPACE.
4As we already mentioned, the flaw of the KAM is that it may build many closures it never
actually uses.
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6.6.2 Semantic-inspired approach to head linear reduction
After the initial studies by Danos, Regnier, Curien and Herbelin, some important
advances on this topic (with even some attention to complexity issues) have been
done, e.g., by Clairambault [Cla11] [Cla13]. He gives bounds on the length of inter-
actions between strategies in HO game semantics.
The advantage of his approach is twofold
• the connection to game semantics allows (in principle) to extend the results
to calculi with side-effects [AHM98];
• the result is obtained with purely semantics means, so it is compatible (in
principle) with the kind of syntactical restrictions which are typically employed
in ICC.
Unfortunately, so far the impact of this line of work has been rather limited [Cla13];
only very few people have been active on it in the last few years, although we can
expect this to change in the future. Closely related appears other works on Game
Semantics of Dal Lago et al. [DLL08] [DLG12] and Ghica [Ghi05] [GS13].
6.6.3 Relation with Geometry of Interaction
A machine based on Geometry of Interaction called Interactive Abstract Machine
(IAM) is considered in [DR99], where it is shown that it can be turned into the
more efficient Jumping Abstract Machine (JAM), which shortens execution paths
exploiting the call/return symmetry [AL95]. Specializing the JAM results in ei-
ther the KAM or the PAM depending on what embedding is chosen to represent
λ-calculus into nets, respectively using the equation D =!D ⊸!D or D =!D ⊸ D.
Unfortunately, the case of the PAM is not detailed as much as the case of the KAM.
Analogously Mackie [Mac95] shows how a low-level space-efficient evaluation
mechanism for PCF programs can be derived from GoI, and how to improve it with
a time-space trade off (similarly to environment machines).
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6.7 Conclusions
In this chapter we have reviewed the key ideas of the PAM and also a somewhat
clearer explanation of how it works, something which will hopefully give new life
to the research on this topic. Most likely some of the abstract machines which
have been proposed after the PAM are typically more efficient (e.g., Sestoft’s lazy
variant of the KAM [Ses97]), but to the author’s knowledge the literature offers no
comparison of the PAM w.r.t. other abstract machines, with the exception of the
aforementioned work of Terui [Ter08] (which proves instead that the answer is by
no means obvious, nor absolute).
To start closing the gap with similar studies on variants of the Krivine machine
[FGSW07] [Cré07], a couple of simple optimizations have been briefly discussed.
This is not only interesting per se, since it helps to see the PAM as a convincing
implementation (it proves that in some cases there is no need to increase the size of
the state of the PAM), but it potentially relevant (as pointed out, e.g., by Crégut
[Cré07]) for all those settings in which (an efficient and certified implementation of)
partial evaluation has an important role, such as reflective decision procedures of
theorem provers [Coq09] [ARCT11] [DMVEP02].
Finally, we have shown how to extend the PAM to Λµ-calculus. There are some
Krivine(-like) machines which process terms of λµ-calculus [SR98] or λ-calculus
extended with control operators [CH00] [CMM10], but so far the PAM has only
been studied to evaluate λ-terms.
Chapter 7
Conclusion
The languages available to programmers nowadays are not those of forty or even ten
years ago. Programming languages have changed over time, sometimes to support
new architectures [Nvi08] [SGS10] [MDMN12], sometimes not. New languages may
adopt different programming paradigm not previously considered, or may combine
different paradigms. Existing languages may incorporate some features previously
not supported. Usually new functionalities are put together with existing ones,
for backwards compatibility, thus making writing correct and efficient compilers or
interpreters for languages a task more and more complex [AAB+13] [BL09].
Programming languages Even though the expressive power of two languages (or
two versions or the same language) is the same (they can be used to compute the
same functions, or solve the same problems), the programmer may have a number of
reasons to prefer one over the other (depending on his taste and skills and possibly
the particular task at hand or the time available to code). Some of the things we
find in modern programming languages are inspired directly from logic or functional
languages.
• generators (found in Haskell, Python, . . . ) are routines for on-demand-only
computations which are useful for sequences which are either infinite or too
big (which takes too much time to compute or too much space to store);
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• list comprehension (F#, Python, . . . ) is a syntactic construct (deriving from
set-comprehension) which maps all elements of a list (or other collection) which
satisfy an optional condition to the list of the images of a given function on
those values;
• anonymous functions (found in JavaScript, Python, . . . ) a.k.a. lambda-
functions are functions which are defined without being bound to a name
(this may be used in combination with currying, turning multiple-arguments
functions into possibly more efficient parametric single-argument functions);
• pattern matching (Haskell, Scala, . . . ) is a way to do a structured and ex-
haustive case analysis (which is also used in some theorem provers to do a
proof);
• monads (Scala, Scheme, . . . ) are used to do exception-handling and side-
effects such as I/O (more in general, monads add imperative features to func-
tional languages).
The above list is of course non exhaustive, but it is more than enough to prove
that advances in programming-languages are of interest even for the end-user (i.e.,
the “casual” programmer) and that many appealing features have a sound logical
foundation.
Domain-specific languages To work with larger and more complex program-
ming languages, one would like to be able to incrementally add features to a simple
primitive language [Sai12]. On one hand this is important for those domains in
which typical problems are naturally phrased in a particular way and it is thus
highly desirable (to avoid bugs, write efficient but maintainable code, etc. . . ) that
the programming language offers constructs to match the concepts of the domain;
on the other hand having only the features that are actually needed simplifies the
verification of programs [Dob05] [HPVD09].
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Abstract machines Virtual machines are a way to have architecture-independent
programs, since they abstract from the details of the particular implementation.
Several programming languages are interpreted rather than compiled, or they are
compiled to an intermediate architecture-independent language (Java being prob-
ably the most known example), although compilation to architecture-specific code
typically offers more efficient code.
Analogously abstract machines (see Part III) are useful tools for studying the op-
erational behavior of programming languages without thinking (too much) about im-
plementation. In particular, we have seen as explicit-substitutions (see Section 6.2)
help to understand even better the underlying calculus and that the Pointer Ab-
stract Machine (which had been neglected for quite some time) can be tweaked to
work with λµ-calculus, similarly to what had been done for the Krivine Machine.
Proof-assistants have been successfully employed to formally verify correctness
and completeness of these evaluation mechanisms [Swi12].
Theorem provers Automatic and interactive theorem provers (a.k.a. proof-
assistants) can help to check formal proofs, including complex ones that cannot
be checked manually (e.g., proofs including a high number of cases to check indi-
vidually) [Gon08]. Analogously, proof-assistants can be be employed to verify the
correctness of programs, even non-trivial ones [Chl11].
We would all like to have programs check that our programs are correct.
Due in no small part to some bold but unfulfilled promises in the history
of computer science, today most people who write software, practitioners
and academics alike, assume that the costs of formal program verification
outweigh the benefits. [. . . ] the technology of program verification is
mature enough today that it makes sense to use it in a support role in
many kinds of research projects in computer science.
Functional languages, which spring from natural deduction of logical systems, are
particularly suitable for this purpose for a number of reasons. Nevertheless, theorem
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provers have found applications even to settings in which programs may have side-
effects [NMS+08] or other imperative features [AGST10]; or in which programs may
not terminate [BK08].
One might still object that even if we work with a suitable language the theorem
prover we use to check programs is a program itself which may in turn contains bugs.
That is not actually true, provided the theorem prover is designed in a certain way
[ARCT11, §1].
Similarly to Coq, Matita follows the so called De Bruijn principle, stating
that proofs generated by the system should be verifiable by a small and
trusted component, traditionally called kernel.
The above principle should be seen the equivalent of “Cogito ergo sum”, i.e., I can
doubt of the correctness of everything but the kernel. How can I trust it? If the
kernel is of reasonable size (as in Coq and Matita) then I can check it manually.
Complexity analysis Type systems inspired by Linear Logic are powerful tool for
the static verification of this kind of properties, and the work presented in Chapter 4
extends complexity-bounded logics to λµ-calculus. BLLP can probably be extended
and improved upon, but it is undoubtedly a step in a new and interesting direction
(e.g., we can dream of an “idealized” [Fel90] Ptime programming language with
exception-handling facilities [dG95]).
When we write a program in a high-level language that we compile to a program
written into a lower-level (possibly hardware-dependent) language we want to be
sure that the compiler generates a code with the same semantics of the original
(as done in project CompCert [Com] for an abstracted assembly language, which
has resulted in a certified compiler that can in some cases generate code capable of
outperforming the code obtained with gcc). Beside correctness, other interesting
properties of programs we would like to be able to verify in a (semi-)automated
way include the preservation of complexity. This is an issue that has been formally
addressed only recently in project CerCo [Cer] for the MCS-51 microprocessors
[MC12] (which is still used in embedded-systems development).
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Appendix A
Proofs of substitution lemmas for BLLP
Notation: for coinciseness, multiple substitution is denoted {x1, . . . , xn/u1, . . . , un}, i.e., t{x1, . . . , xn/u1, . . . , un} :=
t{x1/u1, . . . xn/un}; and a sequence of (labeled) formulas [N1]
p1
x1
, . . . , [Nn]
pn









u ⊢ t : [N ]
p
x | ∆ and Γ ⊢ t : [N ]
p
x | ∆, α :
[M ]qu, where x (resp. α) does not appear in Γ (resp. ∆) are also derivable.











































Lemma A.3 If N has the appropriate form then
⊗x<p[N ]
0
y = [N ]
0
y.
Lemma A.4 Let Γ, x : sz[N ]
p
y ⊢ t : [M ]
q
y|∆ be a derivation. If x ∈ FV(t) then p ⊒ 1.
A.2 Proof of Lemma 4.12
By induction on the derivation of t
• If the last rule is var then the derivation has this form (here necessarily l = 1)
1 ⊑ p, r[y/0] ⊑ q,M ⊑ N [y/0]
var
x : rz[N ]
p
y ⊢ x : [M ]
q
z|
The conclusion follows taking the derivation of u and (since h ⊒ 1) using Lemma 4.2.
• If the last rule is either abs, µ-name, µ-abs, ?wµ or ?cµ then the conclusion follows by a straightforward application
of the induction hypothesis.

























































⊢ t2 : [O]
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Let πIH ⊲ Γ1,
∑
b<h1
Θ1, . . . ,
∑
b<hl











(resp. σIH ⊲ Γ2,
∑
b<hl+1
Θl+1, . . . ,
∑
b<hl+n





Ξl+1, . . . ,
∑
b<hl+n
Ξl+n) the derivation obtained applying the induction hypothesis to π (resp. σ). The derivation we want
is the following





























































cause of Lemma A.2.
• If the last rule is ?cλ then t = v[f/c][f/d]. If ∀i(f 6= xi) the conclusion follows by a straightforward use of the
induction hypothesis, so we can assume otherwise (thus, w.l.o.g., t[x1/u1] = (v[c/x1][d/x1])[x1/u1] = v[c/u1][d/u1],

































π ⊲ Γ, c : sz[O]
pc





































y ⊢ v : [M ]
q
a | ∆
(cf. Lemma 4.5 and 4.6) hence using Lemma 4.2 we get
















y ⊢ v : [M ]
q
a | ∆






























































• If the last rule of the derivation is ?wλ then (assuming, w.l.o.g., that x1 is introduced by ?w, otherwise it is trivial)
it is of the form
























y ⊢ t : [M ]
q
y | ∆

































A.3 Proof of Lemma 4.13
By induction on the derivation of t.
• Last rule cannot be var nor abs.
• If the last rule of the derivation is µ-name then t = [β]v, where, w.l.o.g., β may or may not be α1. Suppose they
are distinct variables, the derivation has the following form













i=1, β : [O]
r
y
Let σ the sub-derivation of π which introduces α1. We can assume α1 appears free in t, otherwise the conclusion
follows from Lemma A.1. Let σIH the derivation obtained applying the induction hypothesis to σ. The derivation
we want is π[σ/σIH ]. Suppose instead α1 = β, in this case the derivation has the following form







































ρ1 ⊲ Θ1 ⊢ u1 : [N1]
s1











































































• If the last rule of the derivation is ?wµ then, w.l.o.g., either the variable introduced is α1, in which case it suffice
to replace the type of α1 and use Lemma A.1, or it is β 6= α1. In the latter case the conclusion follows applying
the induction hypothesis to the sub-derivation above the ?wµ rule and then using a ?wµ introducing β with the
type unchanged.
• If the last rule of the derivation is ?cµ then it suffices to proceed as in the λ-substitution Lemma, mutatis mutandis.
• If the last rule of the derivation is app, µ-abs, ?wλ or ?cλ the proof is trivial.
