We survey some recent research directions within the field of approximate dynamic programming (ADP), with a particular emphasis on rollout algorithms and model predictive control (MPC). We argue that while motivated by different concerns, these two methodologies are closely connected, and the mathematical essence of their desirable properties (cost improvement and stability, respectively) is couched on the central dynamic programming idea of policy iteration. In particular, among other things, we show that the most common MPC schemes can be viewed as rollout algorithms and are related to policy iteration methods. Furthermore, we embed rollout and MPC within a new unifying suboptimal control framework, based on a concept of restricted or constrained structure policies, which contains these schemes as special cases.
INTRODUCTION
We consider a basic stochastic optimal control problem, which is amenable to a dynamic programming solution, and is considered in many sources (including the author's dynamic programming textbook [Ber05a] , whose notation we adopt). We have a discrete-time dynamic system
k= 0, 1, . . . , (1.1) where x k is the state taking values in some set, u k is the control to be selected from a finite set U k (x k ), w k is a random disturbance, and f k is a given function. We assume that each w k is selected according to a probability distribution that may depend on x k and u k , but not on prior disturbances. The cost incurred at the kth time period is denoted by g k (x k , u k , w k ). For mathematical rigor (to avoid measurability questions), we assume that w k takes values in a countable set, but the following discussion applies qualitatively to more general cases.
We initially assume perfect state information, i.e., that the control u k is chosen with knowledge of the current state x k ; we later discuss the case of imperfect state information, where u k is chosen with knowledge of a history of measurements related to the state. We thus initially consider policies π = {µ 0 , µ 1 , . . .}, which at time k map a state x k to a control µ k (x k ) ∈ U k (x k ).
We focus primarily on an N -stage horizon problem where k takes the values 0, 1, . . . , N − 1, and there is a terminal cost g N (x N ) that depends on the terminal state x N . The cost-to-go of π starting from a state x k at time k is denoted by
where J(x) is the optimal (α-discounted) cost-to-go starting from x.
An optimal policy may be obtained in principle by minimization in the right-hand-side of the DP algorithm (1.3), but this requires the calculation of the optimal cost-to-go functions J k , which for many problems is prohibitively time-consuming. This has motivated approximations that require a more tractable computation, but yield a suboptimal policy. There is a long history of such suboptimal control methods, and the purpose of this paper is to survey some of them, to discuss their connections, and to place them under the umbrella of a unified methodology. While we initially assume a stochastic model with perfect state information, much of the subsequent material is focused on other types of models, including deterministic models.
A broad class of suboptimal control methods, which we refer to as approximate dynamic programming (or ADP for short), is based on replacing the cost-to-go function J k+1 in the righthand side of the DP algorithm (1.3) by an approximationJ k+1 , withJ N = g N . Thus, this method applies at time k and state x k a control µ k (x k ) that minimizes over
The corresponding suboptimal policy π = {µ 0 , µ 1 , . . . , µ N −1 } is determined by the approximate cost-to-go functionsJ 1 ,J 2 , . . . ,J N (given either by their functional form or by an algorithm to
calculate their values at states of interest). Note that if the problem is stationary, and the functionsJ k+1 are all equal, as they would normally be in an infinite horizon context, the policy π is stationary.
There are several alternative approaches for selecting or calculating the functionsJ k+1 . We distinguish two broad categories:
(a) Explicit cost-to-go approximation. HereJ k+1 is computed off-line in one of a number of ways. Some important examples are:
(1) By solving (optimally) a related simpler problem, obtained for example by state aggregation or by some other type of problem simplification, such as some form of enforced decomposition. The functionsJ k+1 are derived from the optimal cost-to-go functions Introduction of ad hoc/heuristic method (as for example in computer chess) or some systematic method (for example, of the type provided by the neuro-dynamic programming and reinforcement learning methodologies, such as temporal difference and Q-learning methods; see the monographs by Bertsekas and Tsitsiklis [BeT96] , and Sutton and Barto [SuB98] , and the recent edited volume by Barto which contain many other references). Again, this approach will not be discussed further in this paper.
(b) Implicit cost-to-go approximation.
Here the values ofJ k+1 at the states f k (x k , u k , w k ) are computed on-line as needed, via some computation of future costs, starting from these states (optimal or suboptimal/heuristic, with or without a rolling horizon). We will focus on a few possibilities, which we will discuss in detail in Sections 4 and 5:
(1) Rollout, where the cost-to-go of a suboptimal/heuristic policy (called the base policy)
is used asJ k+1 . This cost is computed as necessary in whatever form is most convenient, including by on-line simulation. It can be seen that the suboptimal policy π obtained by rollout is identical to the policy obtained by a single policy improvement step of the classical policy iteration method, starting from the base policy. There is also a variant of the rollout algorithm whereJ k+1 is defined via a base policy but may differ from the cost-to-go of the corresponding policy. This variant still has the cost improvement property of policy iteration under some assumptions that are often satisfied (see Example 3.1 and Section 4).
(2) Open-loop-feedback control , (or OLFC for short) where an optimal open-loop computation is used, starting from the state x k (in the case of perfect state information)
or the conditional probability distribution of the state (in the case of imperfect state information).
(3) Model predictive control , (or MPC for short) where an optimal control computation is used in conjunction with a rolling horizon. This computation is deterministic, possibly based on a simplification of the original problem via certainty equivalence, but there is also a minimax variant that implicitly involves reachability of target tube computations (see Section 5).
Introduction
A few important variations of the preceding schemes should be mentioned. The first is the use of multistep lookahead , which aims to improve the performance of one-step lookahead, at the expense of increased on-line computation. The second is the use of certainty equivalence, which simplifies the off-line and on-line computations by replacing the current and future unknown disturbances w k , . . . , w N −1 with nominal deterministic values. A third variation, which applies to problems of imperfect state information, is to use one of the preceding schemes with the unknown state x k replaced by some estimate. We briefly discuss some of these variations in the next section.
Our paper has three objectives:
(i) To derive some general performance bounds, and relate them to observed practical performance, and to the issue of stability in MPC. This is done in Section 3, and also in Section 5, where MPC is discussed in more detail.
(ii) To demonstrate the connection between rollout (and hence policy iteration) on one hand, and OLFC and MPC on the other. Indeed, we will show that both OLFC and MPC are special cases of rollout, obtained for particular choices of the corresponding base policy. This is explained in Sections 4 and 5.
(iii) To introduce a general unifying framework for suboptimal control, which includes as special cases rollout, OLFC, and MPC, and captures the mathematical essence of their attractive
properties. This is the subject of Section 6.
A complete bibliography is beyond the scope of the present paper. In this section, we will selectively provide a few major relevant sources, with preference given to survey papers and textbooks. We supplement these references with more specific remarks at the appropriate points in subsequent sections.
The main idea of rollout algorithms, obtaining an improved policy starting from some other suboptimal policy using a one-time policy improvement, has appeared in several DP application contexts, although the connection with policy iteration has not always been recognized. In the context of game-playing computer programs, it has been proposed by Abramson [Abr90] and by Tesauro [TeG96]. The name "rollout" was coined by Tesauro in specific reference to rolling the dice in the game of backgammon. In Tesauro's proposal, a given backgammon position is evaluated by "rolling out" many games starting from that position, using a simulator, and the results are averaged to provide a "score" for the position. The internet contains a lot of material on computer backgammon and the use of rollout, in some cases in conjunction with multistep lookahead and cost-to-go approximation.
Generally, it is possible to use a base policy to compute cost-to-go approximationsJ k , but to make a strong connection with policy iteration, it is essential thatJ k be the true cost-to- While our main emphasis in this paper is on highlighting the conceptual connections between several approaches to suboptimal control, we also present a few new and/or unpublished results.
In particular, the material of Section 4 on rollout algorithms for constrained DP is unpublished (it is also reported separately in [Ber05b] ). The connection of MPC with rollout algorithms reported in Section 5 does not seem to have been noticed earlier. Finally, the material of Section 6 on the unifying suboptimal control framework based on restricted structure policies is new.
LIMITED LOOKAHEAD POLICIES
An effective way to reduce the computation required by DP is to truncate the time horizon, and use at each stage a decision based on lookahead of a small number of stages. The simplest possibility is to use a one-step lookahead policy whereby at stage k and state x k one uses a control µ k (x k ), which attains the minimum in the expression
whereJ k+1 is some approximation of the true cost-to-go function J k+1 , withJ N = g N . Similarly, a two-step lookahead policy applies at time k and state x k , the control µ k (x k ) attaining the minimum in the preceding equation, where nowJ k+1 is obtained itself on the basis of a one-step lookahead approximation. In other words, for all possible states x k+1 that can be generated via the system equation starting from x k ,
we havẽ
whereJ k+2 is some approximation of the cost-to-go function J k+2 . Policies with lookahead of more than two stages are similarly defined.
Note that even with readily available cost-to-go approximationsJ k , the minimization over For example, the minimization over U k (x k ) in Eq. (2.1) may be replaced by a minimization over a subset
Thus, the control µ k (x k ) used in this variant is one that attains the minimum in the expression
A practical example of this approach is when by using some heuristic or approximate optimization, we identify a subset U k (x k ) of promising controls, and to save computation, we restrict attention to this subset in the one-step lookahead minimization. 
3)
The cost-to-go approximationJ k+1 is often obtained by solving an optimal control problem where the future uncertain quantities w k+1 , . . . , w N −1 are replaced by deterministic nominal values w k+1 , . . . , w N −1 . Then, the minimization in Eq. (2.3) can be done by solving a deterministic optimal control problem, from the present time to the end of the horizon:
subject to the constraints
(2) Use as control the first element in the control sequence found:
Note that in variants of step (1) above, the deterministic optimization problem may still be difficult, and may be solved approximately using a suboptimal method that offers some computational advantage. For example, when the number of stages N is large or infinite, the deterministic problem may be defined over a rolling horizon with a fixed number of stages. We finally note that certainty equivalence is often used at the modeling level, when a deterministic model is adopted for a system which is known to involve uncertainty.
ERROR BOUNDS
For any suboptimal control scheme it is important to have theoretical bounds on its performance.
Unfortunately, despite recent progress, the methodology for performance analysis of suboptimal control schemes is not very satisfactory at present, and the validation of a suboptimal policy by simulation is often essential in practice. Still, however, with experience and new theoretical research, the relative merits of different approaches have been clarified to some extent, and it is now understood that some schemes possess desirable theoretical performance guarantees, while others do not. In this section, we will discuss a few performance bounds that are available for ADP. For additional theoretical analysis on performance bounds, based on different approaches,
Let us denote by J k (x k ) the expected cost-to-go incurred by a limited lookahead policy
the approximation of the cost-to-go that is used to compute the limited lookahead policy via the minimization in Eq. (2.1) or Eq. (2.2)]. It is generally difficult to evaluate analytically the functions J k , even when the functionsJ k are readily available. We thus aim to obtain some estimates of J k (x k ). The following proposition gives a condition under which the one-step lookahead policy achieves a cost J k (x k ) which is better than the approximationJ k (x k ). The proposition also provides a readily computable upper bound to J k (x k ).
Proposition 3.1: Assume that for all x k and k, we have
Then the cost-to-go functions J k corresponding to a one-step lookahead policy that usesJ k
and letĴ N = g N . We must show that for all x k and k, we have
for all x k . The first equality above follows from the DP algorithm that defines the costs-to-go J k of the limited lookahead policy, while the first inequality follows from the induction hypothesis, and the second inequality follows from the assumption (3.1). This completes the induction proof.
Q.E.D.
Note that by Eq. (3.2), the valueĴ k (x k ) of Eq. (3.3), which is the calculated one-step lookahead cost from state x k at time k, provides a readily obtainable performance bound for the cost-to-go J k (x k ) of the one-step lookahead policy. Furthermore, using also the assumption (3.1),
we obtain for all x k and k,
i.e., the cost-to-go of the one-step lookahead policy is no greater than the lookahead approximation on which it is based . The critical assumption (3.1) in Prop. 3.1 can be verified in a few interesting special cases, as indicated by the following examples.
Example 3.1 (Rollout Algorithm)
Suppose thatJ k (x k ) is the cost-to-go J π k (x k ) of some given suboptimal policy π = {µ0, . . . , µN−1} and that the set U k (x k ) contains the control µ k (x k ) for all x k and k. The resulting one-step lookahead algorithm is called the rollout algorithm and will be discussed further in Section 4. From the DP algorithm (restricted to the given policy π), we havẽ
Thus, the assumption of Prop. 3.1 is satisfied, and it follows that the rollout algorithm performs no worse than the policy on which it is based, starting from any state and stage.
In a generalization of the rollout algorithm, which is relevant to the algorithm for constrained DP given in Section 4, and to model predictive control as described in Section 5,J k (x k ) is a lower bound to the cost-to-go of some given suboptimal policy π = {µ0, . . . , µN−1}, starting from x k , and furthermore satisfies the inequalitỹ
for all x k . There are variants of the policy iteration algorithm, such as modified policy iteration (see e.g., Puterman [Put94] or Bertsekas [Ber01] ), which are characterized by the above properties. From
Prop. 3.1 and Eq. (3.4), it follows that
by assumption, we see that again the rollout algorithm performs no worse than the policy on which it is based, starting from any state and stage.
Example 3.2 (Rollout Algorithm with Multiple Heuristics)
Consider a scheme that is similar to the one of the preceding example, except thatJ k (x k ) is the minimum of the cost-to-go functions corresponding to m heuristics, i.e., 
from which, using the definition ofJ k , it follows that
Taking the minimum of the left-hand side over j, we obtaiñ
Thus, Prop. 3.1 implies that the one-step lookahead algorithm based on the heuristic algorithms'
performs better than all of these heuristics, starting from any state and stage. This also follows from the analysis of the preceding example, sinceJ k (x k ) is a lower bound to all the heuristic costs-to-go J
Generally, the approximate cost-to-go functionsJ k need not satisfy the assumption (3.1) of Prop. 3.1. The following proposition does not require this assumption, and applies to any policy, not necessarily one obtained by one-step or multi-step lookahead. It is useful in some contexts, including the case where the minimization involved in the calculation in the one-step lookahead policy is not exact.
Proposition 3.2: LetJ
} be a policy such that for all x k and k, we havẽ
where γ k , δ k , k = 0, . . . , N − 1, are some scalars. Then for all x k and k, we havẽ
where J π k (x k ) is the cost-to-go of π starting from state x k at stage k.
Proof:
We use backwards induction on k to prove the right-hand side of Eq. (3.5). The proof of the left-hand side is similar. In particular, we have
for all x k+1 , we have
for all x k . The first equality above follows from the DP algorithm that defines the costs-to-go J π k of π, while the first inequality follows from the induction hypothesis, and the second inequality follows from the assumption (3.6). This completes the induction proof. Q.E.D.
Example 3.3 (Certainty Equivalent Control)
Consider the certainty equivalent control scheme (CEC for short), where each disturbance w k is fixed at a nominal value w k , k = 0, . . . , N − 1, which is independent of x k and u k . LetJ k (x k ) be the optimal value of the problem solved by CEC at state x k and stage k:
and letJN (xN ) = gN (xN ) for all xN . Recall that the CEC applies the control µ k (x k ) = u k after finding an optimal control sequence {u k , . . . , uN−1} for the deterministic problem in the right-hand side above. Note also that the following DP equatioñ
holds, and that the control u k applied by CEC minimizes in the right-hand side.
Let us now apply Prop. 3.2 to derive a performance bound for the CEC. We have for all x k and k,J
where
It follows that
and by Prop. 3.2, we obtain the following bound for the cost-to-go function J k (x k ) of the CEC:
The preceding performance bound is helpful when it can be shown that
for all x k and k. This is true for example if for all x k and u k ,
we have
and
The most common way to assert that inequalities of this type hold is via some kind of concavity assumptions; for example, the inequalities hold if the state, control, and disturbance spaces are Euclidean spaces, w k is the expected value of w k , and the functions g(
viewed as functions of w k , are concave (this is Jensen's inequality, and follows easily from the definition of concavity). It can be shown that the concavity conditions just described are guaranteed if the system is linear with respect to x k and w k , the cost functions g k are concave with respect to x k and w k for each fixed u k , the terminal cost function gN is concave, and the control constraint sets U k do not depend on x k .
ROLLOUT AND OPEN-LOOP FEEDBACK CONTROL
In this section, we discuss rollout and open-loop feedback control schemes for one-step lookahead, and describe their relation. We first consider general stochastic problems, and we subsequently focus on deterministic problems, for which stronger results and algorithmic procedures are possible.
Rollout Algorithm
Consider the one-step lookahead minimization
for the case where the approximating functionJ k+1 is the cost-to-go J π k+1 of some known heuristic/suboptimal policy π = {µ 0 , . . . , µ N −1 }, called base policy (see also Example 3.
1). The policy thus obtained is called the rollout policy based on π. Thus the rollout policy is a one-step lookahead policy, with the optimal cost-to-go approximated by the cost-to-go of the base policy.
The salient feature of the rollout algorithm is its cost improvement property: it improves on the performance of the base policy (see Example 3.1). We note that the process of starting from some suboptimal policy and generating another policy using the one-step lookahead process described above is known as policy improvement, and is the basis of the policy iteration method, a primary method for solving DP problems. The rollout algorithm can be viewed as a single policy iteration, and its cost improvement property is a manifestation of the corresponding property of the policy iteration method. In practice, the rollout algorithm often performs surprisingly well (much better than its corresponding base policy). This is consistent with the observed practical behavior of the policy iteration method, which tends to produce large improvements in the first few iterations.
The necessary values of the approximate cost-to-goJ k+1 in Eq. (4.1) may be computed in a number of ways:
(1) By a closed-form expression. This may be possible in exceptional cases where the structure of the base policy is well-suited for a quasi-analytical cost-to-go evaluation.
(2) By an approximate off-line computation. For example,J k+1 may be computed approximately as the output of a neural network or some other approximation architecture, which is trained by simulation.
(3) By an on-line computation, such as for example a form of simulation or optimization. The drawback of simulation is that its computational requirements may be excessive. Note, however, that for a deterministic problem, only one simulation trajectory is needed to calculate the cost-to-go of the base policy starting from some state, so in this case the computational requirements are greatly reduced.
A fuller discussion of the computational issues regarding the rollout algorithm is beyond the scope of this paper, and we refer to the literature on the subject. In particular, the textbook [Ber05a] contains an extensive account.
Rollout Algorithms for Deterministic Constrained DP
We now specialize the rollout algorithm to deterministic optimal control problems, and we also generalize it and extend its range of application to problems with some additional constraints, taking advantage of the special deterministic structure.
We consider a problem involving the system
where x k and u k are the state and control at time k, respectively, taking values in some sets, which may depend on k. The initial state is given and is denoted by x 0 . Each control u k must be chosen from a constraint set U k (x k ) that depends on the current state x k . A sequence of the
is referred to as a trajectory. In our terminology, a trajectory is complete in the sense that it starts at the given initial state x 0 , and ends at some state x N after N stages. We will also refer to partial trajectories, which are subsets of complete trajectories, involving fewer than N stages and consisting of stage-contiguous states and controls.
The cost of the trajectory
where g k , k = 0, 1, . . . , N, are given functions. The problem is to find a trajectory T that minimizes V (T ) subject to the constraint
where C is a given set of trajectories.
An optimal solution of this problem can be found by an extension of the DP algorithm, but the associated computation can be overwhelming. It is much greater that the computation for the corresponding unconstrained problem where the constraint T ∈ C is absent. This is true even in the special case where C is specified in terms of a finite number of constraint functions that are time-additive, i.e., T ∈ C if Musmanno [GuM01] , and Stewart and White [StW91] , who also survey earlier work.
The extension of the rollout algorithm to deterministic problems with the constraints (4.3), uses a base policy, which has the property that given any state x k at stage k, it produces a partial trajectory
that starts at x k and satisfies
The cost corresponding to the partial trajectory H(x k ) is denoted byJ(x k ):
Thus, given a partial trajectory that starts at the initial state x 0 and ends at a state x k , the base policy can be used to complete this trajectory by concatenating it with the partial trajectory
The trajectory thus obtained is not guaranteed to be feasible (i.e., it may not belong to C), but we assume throughout that the state/control trajectory generated by the base policy starting from the given initial state x 0 is feasible, i.e.,
Finding a base policy with this property may not be easy, but this question is beyond the scope this paper. It appears, however, that for many problems of interest, there are natural base policies that satisfy this feasibility requirement; this is true in particular when C is specified by Eq. (4.4) with only one constraint function (M = 1), in which case a feasible base policy can be obtained (if at all possible) by ordinary (unconstrained) DP, using as cost function either the constraint function or an appropriate weighted sum of the cost and constraint functions.
We now describe the rollout algorithm. It starts at stage 0 and sequentially proceeds to the last stage. At stage k, it maintains a partial trajectory
that starts at the given initial state x 0 , and is such that
where x 0 = x 0 . The algorithm starts with the partial trajectory T 0 that consists of just the initial state x 0 .
For each k = 0, 1, . . . , N − 1, and given the current partial trajectory T k , it forms for each
(1) The current partial trajectory T k .
(2) The control u k and the next state
(3) The partial trajectory H(x k+1 ) generated by the base policy starting from x k+1 .
Then, it forms the subset
[We assume that the existence of a minimizing u k is guaranteed when U k (x k ) is nonempty; this is true for example when U k (x k ), and hence also U k (x k ), is finite.] The algorithm then forms the partial trajectory T k+1 by adding (u k , x k+1 ) to T k , where
For a more compact definition of the rollout algorithm, let us use the union symbol ∪ to denote the concatenation of two or more partial trajectories. With this notation, we have
The rollout algorithm selects at stage k
and extends the current partial trajectory by setting
where ...
... 
, and runs the base policy starting at
is feasible and has minimum cost, and extends T k by adding to it (u k , x k+1 ).
Note that it is possible that there is no control u k ∈ U k (x k ) that satisfies the constraint
, in which case the algorithm breaks down. We will show, however, that this cannot happen under some conditions that we now introduce. 
starting from state x k , it also generates the partial trajectory
Thus, a base policy is sequentially consistent if, when started at intermediate states of a partial trajectory that it generates, it produces the same subsequent controls and states. If we denote by µ k (x k ) the control applied by the base policy when at state x k , then the sequence of control functions π = {µ 0 , µ 1 , . . . , µ N −1 } can be viewed as a policy. The cost-to-go of this policy starting at state x k , call it J π k (x k ), and the costJ(x k ) produced by the base policy starting from x k need not be equal. However, they are equal when the base policy is sequentially consistent, i.e.,
because in this case, π generates the same partial trajectory as the base policy, when starting from the same state. It follows that, for a sequentially consistent base policy, we have
Note that base policies that are of the "greedy" type tend to be sequentially consistent, as explained in [Ber05a] , Section 6.4. The next definition provides an extension of the notion of sequential consistency.
Definition 4.2:
The base policy is called sequentially improving if for every x k , the partial trajectory
has the following properties:
(1)
(4.12) (2) If for some partial trajectory of the form (
Properties (1) and (2) of the preceding definition provide some basic guarantees for the use of the control u k dictated by the base policy at state x k . In particular, property (1) guarantees that when u k is used, the costJ(x k+1 ) of the base policy starting from the new state x k+1 will not be "excessive," in the sense that it will be no more than the costJ(
Property (2) guarantees that when u k is used, the base policy will maintain feasibility starting from the new state x k+1 .
Note that if the base policy is sequentially consistent, it is also sequentially improving [cf.
Eqs. (4.11) and (4.12)]. An example of an interesting case where the sequential improvement property holds arises in model predictive control (see the next section). There, the base policy drives the system to a cost-free and absorbing state within a given number of stages, while minimizing the cost over these stages. It can be verified that for a system with a cost-free and absorbing state, a base policy of this type is sequentially improving. For another case where the base policy is sequentially improving, let the constraint set C consist of all trajectories
[cf. Eq. (4.4)]. LetC m (x k ) be the value of the mth constraint function corresponding to the partial
, generated by the base policy starting from
Then, it can be seen that the base policy is sequentially improving if in addition to Eq. (4.12), the partial trajectory H(x k ) satisfies
The reason is that if a trajectory of the form
belongs to C, then we have
and from Eq. (4.13), it follows that
This implies that the trajectory
belongs to C, thereby verifying property (2) of the definition of sequential improvement.
The essence of our main result is contained in the following proposition. To state compactly the result, consider the partial trajectory
maintained by the rollout algorithm after k stages, the set of trajectories
that are feasible [cf. Eqs. (4.6) and (4.7)], and the trajectory T c k within this set that corresponds to the control u k chosen by the rollout algorithm, i.e.,
The result asserts that as k increases, the cost of the corresponding trajectories T c k cannot increase.
Proposition 4.1: Assume that the base policy is sequentially improving. Then for each k, the set U k (x k ) is nonempty, and
where the trajectories T Proof: Let the trajectory generated by the base policy starting from x 0 have the form
and note that since H(x 0 ) ∈ C by assumption, we have u 0 ∈ U 0 (x 0 ). Thus, the set U 0 (x 0 ) is nonempty. Also, we have
where the inequality follows by the sequential improvement assumption [cf. Eq. (4.12)]. Since 
Since T c 0 is feasible as noted earlier, we have u 1 ∈ U 1 (x 1 ), so that U 1 (x 1 ) is nonempty. Also, we have
where the inequality follows by the sequential improvement assumption. Since
it follows by combining the preceding two relations and the definition of T c 1 that (x 0 , u 0 , x 1 , . . . , u N −1 , x N ) that is feasible and has cost that is no larger than the cost of the trajectory generated by the base policy starting from x 0 .
By a simple extension of the argument used to show Prop. 4.2, we can also show that when the base policy is sequentially improving, then the trajectory (x 0 , u 0 , x 1 , . . . , u N −1 , x N ) produced by the rollout algorithm satisfies for all k = 1, . . . , N − 1,
In words, the cost-to-go of the rollout algorithm starting from state x k is no worse than the cost-to-go of the base policy starting from x k . Thus,J(x k ) provides a readily computable upper bound to the cost-to-go of the rollout algorithm starting from x k .
We will now discuss some variations and extensions of the rollout algorithm for constrained deterministic problems. Let us consider the case where the sequential improvement assumption is not satisfied. Then, even if the base policy generates a feasible trajectory starting from the initial state x 0 , it may happen that given the partial trajectory T k , the set of controls U k (x k ) that corresponds to feasible trajectories T c k (u k ) [cf. Eq. (4.7)] is empty, in which case the rollout algorithm cannot extend the trajectory T k further. To bypass this difficulty, we propose a modification of the algorithm, called fortified rollout algorithm, which is an extension of an algorithm given in [BTW97] for the case of an unconstrained DP problem (see also [Ber05a] , Section 6.4).
The fortified rollout algorithm, in addition to the partial trajectory
maintains a (complete) trajectory T , which is feasible and agrees with T k up to state x k , i.e., T has the form
Initially, T 0 consists of the initial state x 0 , and T is the trajectory H(x 0 ), generated by the base policy starting from x 0 . At stage k, the algorithm forms the subsetŨ k (x k ) of controls
There are two cases to consider:
(1) The setŨ k (x k ) is nonempty. Then, the algorithm selects fromŨ
It then forms the partial trajectory
, and replaces T with the trajectory
(2) The setŨ k (x k ) is empty. Then, the algorithm forms the partial trajectory T k+1 by concatenating T k by the control/state pair (u k , x k+1 ) subsequent to x k in T , and leaves T unchanged.
It can be seen with a little thought that the fortified rollout algorithm will follow the initial trajectory T , the one generated by the base policy starting from x 0 , up to the point where it will discover a new feasible trajectory with smaller cost to replace T . Similarly, the new trajectory T may be subsequently replaced by another feasible trajectory with smaller cost, etc. Note that if the base policy is sequentially improving, the fortified rollout algorithm generates the same trajectory as the (nonfortified) rollout algorithm given earlier. However, it can be verified, by modifying the proofs of Props. 4.1 and 4.2, that even when the base policy is not sequentially improving, the fortified rollout algorithm will generate a trajectory that is feasible and has cost that is no worse than the cost of the trajectory generated by the base policy starting from x 0 .
We finally consider the case where C is specified by the time-additive constraints
[cf. Eq. (4.4)], representing restrictions on M resources. Then, it is natural for the base policy to take into account the amounts of resources already expended. One way to do this is by augmenting the state x k to include the quantities
In other words, we may reformulate the state of the system to be (x k , y 1 k , . . . , y M k ), and to evolve according to the new system equation
The time-additive constraints (4.15) are then reformulated as y m N ≤ b m , m = 1, . . . , M. The rollout algorithm described earlier, when used in conjunction with this reformulated problem, allows for base policies whose generated trajectories depend not only on x k but also on y 1 k , . . . , y M k , and brings to bear Props. 4.1 and 4.2.
Open-Loop Feedback Control
We will now discuss a classical suboptimal control scheme, which turns out to be a special case of the rollout algorithm. We have so far focused on problems of perfect state information where the state x k is observed exactly. In an imperfect state information problem, control at stage k is applied with knowledge of the information vector
where for all k, z k is an observation obtained at stage k, and related to the current state x k and the preceding control u k−1 through a given conditional probability distribution. Following the observation z k , a control u k is chosen by the controller with knowledge of the information I k and the associated the conditional probability distribution
where x k is the current (hidden) state. While problems of imperfect state information are very hard to solve optimally, they can be reduced to problems of perfect state information whose state is the conditional distribution P x k |I k (see e.g., [Ber05a] ).
Generally, in a problem with imperfect state information, the performance of the optimal policy improves when extra information is available. However, the use of this information may make the DP calculation of the optimal policy intractable. This motivates a suboptimal policy, based on a more tractable computation that in part ignores the availability of extra information.
This policy was first suggested by Dreyfus [Dre65] , and is known as the open-loop feedback controller (OLFC). It uses the current information vector I k to determine P x k |I k , but it calculates the control u k as if no further measurements will be received, by using an open-loop optimization over the future evolution of the system. In particular, u k is determined as follows:
(1) Given the information vector I k , compute the conditional probability distribution P x k |I k (in the case of perfect state information, where I k includes x k , this step is unnecessary). 
(3) Apply the control input
Thus the OLFC uses at time k the new measurement z k to calculate the conditional probability distribution P x k |I k . However, it selects the control input as if future measurements will be disregarded.
In any suboptimal control scheme, one would like to be assured that measurements are advantageously used. By this we mean that the scheme performs at least as well as any openloop policy that uses a sequence of controls that is independent of the values of the measurements
received. An optimal open-loop policy can be obtained by finding a sequence {u * 0 , u * 1 , . . . , u * N −1 } that minimizes
A nice property of the OLFC is that it performs at least as well as an optimal open-loop policy, as shown by the following proposition. By contrast, the CEC does not have this property (for example, in a one-stage problem, the optimal open-loop controller and the OLFC are both optimal, but the CEC may be strictly suboptimal).
Proposition 4.3:
The cost J π corresponding to an OLFC satisfies
where J * 0 is the cost corresponding to an optimal open-loop policy.
The preceding proposition shows that the OLFC uses the measurements advantageously even though it selects at each period the present control input as if no further measurements will be taken in the future. A proof from first principles was given in Bertsekas [Ber72b] (this proof is reproduced in [Ber05a] ; it was extended by White and Harrington [WhH80] ). However, it is much simpler to argue that the proposition is a special case of the cost improvement property of the rollout algorithm (cf. Example 3.1), based on the following observation:
Let us view the given problem of imperfect state information as a problem of perfect state information whose "state" at the kth stage is the distribution P x k |I k . Let us also view the optimal open-loop policy starting at the next "state" P x k+1 |I k+1 as a base policy. Then it can be seen that the OLFC is just the rollout algorithm corresponding to this base policy. According to the generic cost improvement property of rollout algorithms, the performance of the OLFC is no worse that the performance of the optimal open-loop policy (the base policy) starting from the initial state P x 0 |I 0 . This is precisely the statement of Prop. 4.3.
We finally note that a form of suboptimal control that is intermediate between the optimal feedback controller and the OLFC is provided by a generalization of the OLFC called the partial open-loop feedback controller (POLFC for short); see [Ber05a] . Like OLFC, this controller uses past measurements to compute P x|I k , but calculates the control input on the basis that some (but not necessarily all) of the measurements will in fact be taken in the future, and the remaining measurements will not be taken. This method often allows one to deal with those measurements that are troublesome and complicate the solution, while taking into account the future availability of other measurements that can be reasonably dealt with. The POLFC can also be viewed as a form of rollout policy whose base policy takes into account some (but not all) of the future measurements rather than being open-loop.
MODEL PREDICTIVE CONTROL
Model predictive control (MPC) was motivated by the desire to introduce nonlinearities and constraints into the linear-quadratic control framework, while obtaining a suboptimal but stable closed-loop system. We will describe MPC for the more general case of a time-invariant nonlinear deterministic system and nonquadratic cost. The state and control belong to the Euclidean spaces n and m , respectively, and may be constrained. In particular, the system is
and the cost per stage is
and is assumed nonnegative for all x k and u k . We impose state and control constraints
and we assume that the set X contains the origin of n . Furthermore, if the system is at the origin, it can be kept there at no cost with control equal to 0, i.e.,
We want to derive a stationary feedback controller that applies control µ(x) at state x, and is stable in the sense that x k → 0 and µ(x k ) → 0 for all initial states x 0 ∈ X. Furthermore, we require that for all initial states x 0 ∈ X, the state of the closed-loop system
satisfies the state and control constraints. Finally, to satisfy the stability requirement through a cost minimization, we require that the total cost of the feedback controller µ over an infinite number of stages is finite:
and that the nonnegative function g is such that the preceding relation implies that x k → 0 and . We refer to this as the constrained controllability assumption. In practical applications, the constrained controllability assumption can often be checked easily. Alternatively, the state and control constraints can be constructed in a way that the assumption is satisfied using the methodology of reachability of target tubes; see the end of this section.
Let us now describe a form of MPC under the constrained controllability assumption. At each stage k and state x k ∈ X, it solves an m-stage deterministic optimal control problem involving the same cost per stage and constraints, and the requirement that the state after m stages be exactly equal to 0. This is the problem of minimizing
subject to the system equation constraints
the state and control constraints 
and discards the remaining components.
We now show that the MPC satisfies the stability condition (5.1). Let x 0 , u 0 , x 1 , u 1 , . . . be the state and control sequence generated by MPC: g(x k , u k ), where x 0 = x, subject to the constraints [For states x ∈ X for which this problem does not have a feasible solution, we writeJ(x) = ∞.]
Having one less stage in our disposal to drive the state to 0 cannot decrease the optimal cost, so
From the definitions ofĴ andJ, we have for all k,
so using Eq. (5.6) with x = x k+1 , we see that 
SinceĴ(x K+1 ) ≥ 0 (in view of the nonnegativity of g), it follows that
and taking the limit as K → ∞,
This shows the stability condition (5.1).
We note that the one-step lookahead functionJ implicitly used by MPC [cf. Eq. (5.7)] is the cost corresponding to a certain base policy. This policy is defined by the open-loop control
sequence that drives to 0 the state after m−1 stages and keeps the state at 0 thereafter, while observing the state and control constraints x k ∈ X and u k ∈ U (x k ), and minimizing the cost. Thus, we can also view MPC as a rollout algorithm with the base policy defined by the sequence just described. This base policy may not be sequentially consistent, but it is sequentially improving (cf.
Definitions 4.1 and 4.2). The reason is that if (x k+1 , u k+1 , x k+2 , u k+2 , . . . , x k+m−1 , u k+m−1 , 0) is the sequence generated by the (m − 1)-stage base policy starting from state x k+1 , we have
this follows by an argument similar to the argument we used to show Eq. (5.8) based on Eqs.
(5.6) and (5.7). Thus, property (1) of Definition 4.2 is satisfied, while the feasibility property
(2) of that definition is also satisfied because of the structure of the constraints of the problem solved at each stage by MPC. In fact the stability property of MPC is a special case of the cost improvement property of rollout algorithms that employ a sequentially improving base policy (cf.
Prop. 4.2), which under our assumptions for the cost per stage g, implies that if the base policy results in a stable closed-loop system, the same is true for the corresponding rollout algorithm.
Note that the constrained controllability assumption is used to satisfy the feasibility assumption on the base policy within the rollout context of Section 4.
The connection between MPC and rollout is conceptually useful, and may lead to new algorithms for specialized or different types of control problems. For example, it can be exploited to derive MPC schemes involving more complex constraints in analogy with the rollout algorithm given in Section 4.
Looking back into the argument that we used to prove stability [cf. Eqs. (5.6)-(5.9)], we see that to obtain the stability property (5.1), we do not need to solve the m-stage optimal control problem (5.2)-(5.5). It is sufficient instead to apply at any stage k and state x k ∈ X, a control u k = u k , where u k is the first element of a sequence {u k , u k+1 , . . . , u k+m−1 } generated by an m-stage base policy starting at x k (m may be dependent on x k , but for simplicity we do not show this dependence). This control sequence, together with the corresponding generated state sequence {x k , x k+1 , . . . , x k+m }, must have the following two properties: (5.6) and (5.7).
The MPC scheme that we have described is just the starting point for a broad methodology with many variations. For example, the m-stage problem solved by MPC at each stage may be modified so that instead of requiring that the state be 0 after m stages, one may use a large penalty for the state being nonzero after m stages. Then, the preceding analysis goes through, as long as the terminal penalty is chosen so that Eq. (5.6) is satisfied. In another variant, instead of aiming to drive the state to 0 after m stages, one aims to reach a sufficiently small neighborhood of the origin, within which a stabilizing controller, designed by other methods, may be used. This variant is also well-suited for taking into account disturbances described by set membership, as
we now proceed to explain.
MPC with Set-Membership Disturbances
To extend the MPC methodology to the case where there are disturbances w k in the system equation
we must first modify the stability objective. The reason is that in the presence of disturbances, the stability condition (5.1) is impossible to meet. A reasonable alternative is to introduce a set-membership constraint w k ∈ W (x k , u k ) for the disturbance and a target set T for the state, and to require that the controller specified by MPC drives the state to T with finite cost.
To formulate the MPC, we assume that T ⊂ X, and that once the system state enters T , we will use some control lawμ that keeps the state within T for all possible values of the disturbances, i.e.,
Finding such a target set T and control lawμ can be addressed via the methodology of infinite time reachability, and will be discussed at the end of this section.
Once we specify the target set T , we can view it essentially as a cost-free and absorbing state, similar to our view of the origin in the earlier deterministic context. Consistent with this interpretation, we introduce the stage cost function
where g is a nonnegative function with the property that for any sequence {x 0 , u 0 , x 1 , u 1 , . . .} generated by the system, the condition
implies that x k → 0 and u k → 0 [for example, g can be quadratic of the form g(x, u) = x Qx + u Ru, where Q and R are positive definite, symmetric matrices].
The MPC is now defined as follows: At each stage k and state x k ∈ X with x k / ∈ T , it solves the m-stage minimax control problem of finding a policyμ k ,μ k+1 , . . . ,μ k+m−1 that minimizes
the control and state constraints
and the terminal state constraint
These constraints must be satisfied for all disturbance sequences satisfying
The MPC applies at stage k the first component of the policyμ k ,μ k+1 , . . . ,μ k+m−1 thus obtained,
and discards the remaining components. For states x within the target set T , the MPC applies the controlμ(x) that keeps the state within T , as per Eq. (5.10), at no further cost [µ(x) =μ(x)
We make a constrained controllability assumption, namely that the m-stage minimax problem solved at each stage by MPC has a feasible solution for all x k ∈ X with x k / ∈ T (this assumption can be checked using the target tube reachability methods, described at the end of this section). Note that this problem is a potentially difficult minimax control problem, which generally must be solved by DP (see e.g., Section 1.6 of [Ber05a] ).
The stability analysis of MPC (in the modified sense of reaching the target set T with finite cost, for all possible disturbance values) is similar to the one given earlier in the absence of disturbances. Furthermore, we can view MPC in the presence of disturbances as a special case of a rollout algorithm, suitably modified to take account of the set-membership description of the disturbances. Let us provide the details of this analysis.
We first show that µ attains reachability of the target tube {X, X, . . .} in the sense that f x, µ(x), w ∈ X, for all x ∈ X and w ∈ W x, µ(x) . Consider now any sequence {x 0 , u 0 ,
We will show that To show Eq. (5.12), we argue similar to the case where there are no disturbances. Let us consider an optimal control problem that is similar to the one solved at each stage by MPC, but has one stage less. In particular, given x ∈ X with x / ∈ T , consider the minimax control problem of finding a policyμ 0 ,μ 1 , . . . ,μ m−2 that minimizes
the control and state constraints 15) and the terminal state constraint
These constraints must be satisfied for all disturbance sequences with
LetJ(x 0 ) be the corresponding optimal value, and defineJ(x 0 ) = 0 for x 0 ∈ T , andJ(x 0 ) = ∞ for all x 0 / ∈ T for which the problem has no feasible solution. It can be seen that the control µ(x)
applied by MPC at a state x ∈ X with x / ∈ T , minimizes over u ∈ U (x)
By using the factĴ(x) ≤J(x), it follows that for all x ∈ X with x / ∈ T , we have
Hence, for all k such that x k ∈ X with x k / ∈ T , we have
whereĴ(x k+1 ) = 0 if x k+1 ∈ T , and by adding over k = 0, 1, . . . , K T − 1, we obtain the desired result (5.12).
Note that similar to the case where there are no disturbances, we can interpret MPC as a rollout algorithm with a base policy defined as follows: For x ∈ T , the base policy appliesμ(x),
and for x ∈ X with x / ∈ T , it applies the first element of a sequence that solves the (m − 1)-stage problem described above, i.e., minimizes the cost (5.13) subject to the constraints (5.14)-(5.17).
MPC and Infinite-Time Reachability
We will now describe the connection of MPC, and the methodology of reachability of target sets and tubes, first introduced and developed for discrete-time systems by the author in his Ph.D. thesis [Ber71] , and subsequent papers [BeR71] , [Ber72a] . Reachability, as well as the broader subject of estimation and control for systems with a set-membership description of the Ber05a] provides an introduction to the subject, which is relevant to the material that follows.
Consider the system
where w k is known to belong to a given set W k (x k , u k ), which may depend on the current state x k and control u k . A basic reachability problem is to find a policy π = {µ 0 , . . . , µ N −1 } with
for all x k and k, such that for each k = 1, 2, . . . , N, the state x k of the closedloop system
belongs to a given set X k , called the target set at time k.
We may view the set sequence {X 1 , X 2 , . . . , X N } as a "tube" within which the state must stay, even under the worst possible choice of the disturbances w k from within the correspond-
If there exists a policy π = {µ 0 , . . . , µ N −1 } that keeps the state x k within X k for all k = 1, . . . , N − 1, starting from a given initial state x 0 , we say that the tube
Turning back to the MPC formulation, we note that the constrained controllability assumption is in effect an assumption about reachability of a certain target tube. In particular, for a deterministic system, this assumption requires that the state constraint set X is such that for all initial states within X, there exists a control sequence that keeps the state of the system within X for the next m − 1 stages, and drives the state to 0 at the mth stage. This is equivalent to assuming that the tube {X 1 , X 2 , . . . , X m } is reachable from all x 0 ∈ X, where
For the case of a system driven by disturbances described by set membership, the constrained controllability assumption requires that we know two sets with favorable reachability properties: the target set T that the system aims at and the set X within which the state must stay as it approaches T . An equivalent statement of the assumption is that the tube {X 1 , X 2 , . . . , X m } is reachable from all x 0 ∈ X, where
and that the set T is infinitely reachable, in the sense that there exists a control lawμ that keeps the state within T for all possible values of the disturbances, i.e., 
With this choice, the optimal cost-to-go from a given initial state x 0 is the minimum number of violations of the target tube constraints x k ∈ X k that can occur when the w k are optimally chosen, subject to the constraint w k ∈ W k (x k , u k ), by an adversary wishing to maximize the number of violations. In particular, if J k (x k ) = 0 for some x k ∈ X k , there exists a policy such that starting from x k , the subsequent system states x i , i = k + 1, . . . , N, are guaranteed to be within the corresponding sets X i .
It can be seen that the set
is the set that we must reach at time k in order to be able to maintain the state within the subsequent target sets. Accordingly, we refer to X k as the effective target set at time k. We can generate the sets X k with a backwards recursion, first obtained in [Ber71] , which may be derived from the DP algorithm for minimax problems, but can also be easily justified from first principles. In particular, we start with
and for k = 0, 1, . . . , N − 1, we have
(5.20)
In general, it is not easy to characterize the effective target sets X k . However, a few special cases involving the linear system
where A k and B k are given matrices, are amenable to exact or approximate computational solution. One such case is when the sets X k are polyhedral, and the sets
are also polyhedral, and independent of x k and u k . Then the effective target sets are polyhedral and can be computed by linear programming methods.
Another case of interest is when the sets X k are ellipsoids, and the sets U k (x k ) and 
Clearly, Y k is the set of all initial states x ∈ Y for which there exists a k-stage policy that keeps the state of the system within Y for the next k stages. We have
and we may view the intersection 
RESTRICTED STRUCTURE POLICIES
We will now introduce a general unifying suboptimal control scheme that contains as special cases several of the control schemes we have discussed: rollout, OLFC, and MPC. The idea is to simplify the problem by selectively restricting the information and/or the controls available to the controller, thereby obtaining a restricted but more tractable problem structure, which can be used conveniently in a one-step lookahead context.
An example of such a structure is one where fewer observations are obtained, or one where the control constraint set is restricted to a single or a small number of given controls at each state.
Generally, a restricted structure is associated with a problem where the optimal cost achievable is less favorable than in the given problem; this will be made specific in what follows. At each stage, we compute a policy that solves an optimal control problem involving the remaining stages and the restricted problem structure. The control applied at the given stage is the first component of the restricted policy thus obtained.
An example of a suboptimal control approach that uses a restricted structure is the OLFC, Similarly, for an infinite horizon model, implementation of the suboptimal scheme requires, at each stage k, the solution of a problem involving the restricted structure and a (rolling) horizon of fixed length. The solution yields a control u k for stage k and a policy for each of the remaining stages. The control u k is then used at stage k, and the policy for the remaining stages is discarded.
For simplicity in what follows, we will focus attention to the finite horizon case, but the analysis applies, with minor modifications, to infinite horizon cases as well.
Our main result is that the performance of the suboptimal control scheme is no worse than the one of the restricted problem, i.e., the problem corresponding to the restricted structure. This result unifies and generalizes our analysis for the OLFC (which is known to improve the cost of the optimal open-loop policy, cf. Section 4), for the rollout algorithm (which is known to improve the cost of the corresponding suboptimal policy, cf. Section 4), and for MPC (where under some reasonable assumptions, stability of the suboptimal closed-loop control scheme is guaranteed, cf.
Section 5).
For simplicity, we focus on the imperfect state information framework for stationary finitestate Markov chains with N stages; the ideas apply to much more general problems with perfect and imperfect state information, as well problems with an infinite horizon. We assume that the system state is one of a finite number of states denoted 1, 2, . . . , n. When a control u is applied, the system moves from state i to state j with probability p ij (u). The control u is chosen from a finite set U . Following a state transition, an observation is made by the controller. There is a finite number of possible observation outcomes, and the probability of each depends on the current state and the preceding control. The information available to the controller at stage k is the information vector is the current (hidden) state. The terminal cost for being at state x at the end of the N stages is denoted G(x). We wish to minimize the expected value of the sum of costs incurred over the N stages.
We can reformulate the problem into a problem of perfect state information where the objective is to control the column vector of conditional probabilities
We refer to p k as the belief state, and we note that it evolves according to an equation of the form p k+1 = Φ(p k , u k , z k+1 ).
The function Φ represents an estimator, as discussed. The initial belief state p 0 is given.
The corresponding DP algorithm has the form
where g(u k ) is the column vector with components g (1, u k ) , . . . , g(n, u k ), and p k g(u k ), the expected stage cost, is the inner product of the vectors p k and g(u k ). The algorithm starts at stage N , with
where G is the column vector with components G(1), . . . , G(n), and proceeds backwards.
We will also consider another control structure, where the information vector is We introduce a suboptimal policy, which at stage k, and starting with the current belief state p k , applies a control µ k (p k ) ∈ U , based on the assumption that the future observations and control constraints will be according to the restricted structure. More specifically, this policy chooses the control at the typical stage k and state x k as follows: is a policy that attains the optimal cost achievable from stage k onward with knowledge of p k and with access to the future observations z k+1 , . . . , z N −1 (in addition to the future controls), and subject to the constraints
Let J k (p k ) be the cost-to-go, starting at belief state p k at stage k, of the restricted structure policy µ 0 , . . . , µ N −1 just described. This is given by the DP algorithm Let us also denote by J r k (p k ) the optimal cost-to-go of the restricted problem, i.e., the one where the observations and control constraints of the restricted structure are used exclusively. This is the optimal cost achievable, starting at belief state p k at stage k, using the observations z i , i = k + 1, . . . , N − 1, and subject to the constraints p k+1 ), . . . , µ N −1 (p N −1 ) ∈ U (p N −1 ).
We will show, under certain assumptions to be introduced shortly, that
and we will also obtain a readily computable upper bound to J k (p k ). To this end, for a given belief vector p k and control u k ∈ U , we consider three optimal costs-to-go corresponding to three different patterns of availability of information and control restriction over the remaining stages k + 1, . . . , N − 1. We denote: 
where µ k (p k ) is the control applied by the restricted structure policy just described.
The cost achievable from stage k onward starting with p k , applying u k at stage k, optimally choosing the control u k+1 with knowledge of p k , the observation z k+1 , and the control u k , subject to the constraint u k+1 ∈ U , and optimally choosing each of the remaining controls u i , i = k + 2, . . . , N − 1, with knowledge of p k , the observations z k+1 , z k+2 , . . . , z i , and the controls u k , . . . , u i−1 , and subject to the constraints u i ∈ U (p i ). 
CONCLUSIONS
This paper has aimed to outline the connections between some suboptimal control schemes that have been the focus of much recent research. The underlying idea of these schemes is to start with a suboptimal/heuristic policy, and to improve it by using its cost-to-go (or a lower bound thereof) as an approximation to the optimal cost-to-go, the main theme of the policy iteration method. While this viewpoint is natural in DP-based optimization, it is somewhat indirect within the control-oriented context of MPC, where a principal issue is the stability of the closed-loop system. We have tried to emphasize the relation between the stability property of MPC and the cost improvement property of the underlying policy iteration methodology.
The connections between the various schemes described here may be helpful in better understanding their underlying mechanisms, and in extending the scope of their practical applications.
In particular, the success of MPC in control engineering applications should motivate the broader use of rollout algorithms in practice, while the rollout and restricted policy cost improvement analyses should motivate the use of MPC methods in other problem domains, involving for example more complex state and control constraints. Finally, it should be mentioned that while in rollout algorithms for constrained DP, the issue of constructing a feasible base policy is left unresolved, in MPC it is addressed via the well-understood methodology of reachability of target tubes.
