Savage J., Contreras L. A Motion-Planning System for a Domestic Service Robot. Abstract. Service robots are intended to help humans in non-industrial environments such as houses or offices. To accomplish their goal, service robots must have several skills such as object recognition and manipulation, face detection and recognition, speech recognition and synthesis, task planning and, one of the most important, navigation in dynamic environments. This paper describes a fully implemented motion-planning system which comprehends from motion and path planning algorithms to spatial representation and behavior-based active navigation. The proposed system is implemented in Justina, a domestic service robot whose design is based on the ViRBot, an architecture to operate virtual and real robots that encompasses several layers of abstraction, from low-level control to symbolic planning. We evaluated our proposal both in simulated and real environments and compared it to classical implementations. For the tests, we used maps obtained from real environments (the Biorobotics Laboratory and the Robocup@Home arena) and maps generated from obstacles with random positions and shapes. Several parameters were used for comparison: the total traveled distance, the number of collisions, the number of reached goal points and the average execution speed. Our proposal performed significantly better both in real and simulated tests. Finally, we show our results in the context of the RoboCup@Home competition, where the system was successfully tested.
Introduction.
According to the International Organization for Standardization a service robot is a robot that performs useful tasks for humans or equipment excluding industrial automation applications [13] . This norm also states that a robot, in general, requires a certain degree of autonomy which, in this context, is considered as the ability to perform intended tasks based on current state and sensing, without human intervention. The degree of autonomy in a service robot ranges from partial autonomy, which includes human-robot interaction, to full autonomy (without human intervention). Although by definition service robots do not need to be fully autonomous, the more degree of autonomy, the more useful the robot will be. For example, in space applications, due to the delay caused by the enormous distances, teleoperation is not a feasible solution, thus a fully autonomous robot is needed. In domestic applications, if a robot is going to clean a room, it should do it without human help. Thus, a high degree of autonomy is desired in a domestic service robot.
Domestic service robots need several skills: motion planning in dynamic environments, object recognition and manipulation, human-robot interaction, which can include human detection, gesture recognition and speech under-standing and synthesis, task planning, real-time awareness, among others. The problem of motion planning refers to the robot's ability to localize itself, map an environment and plan secure paths from one point to another [6] .
A motion planning system consists of many components that are interconnected and whose performance depend on other modules' performance. For example, following a path depends on the path planner and the low level control, and both depend on the localizer, but also the localizer depends on the control module because if robot moves abruptly or shows oscillations, localization will be more likely to fail. In principle, one can test each module in an isolated manner and the reliability of the whole system can be argued based on the reliability of each component. This is possible when only a feedforward interaction is present, nevertheless when feedback is involved, the whole system performance must be tested since it can differ from each module's performance.
As stated in [1] , robotic competetions are useful to test and compare different algorithms and systems by providing an objective performance evaluation under controlled and replicable conditions. Robocup@Home [30] and RoCKIn@Home [1] are examples of competitions for domestic service robots to evaluate specific and general robot's performance. Contrary to experiments, where specific hypothesis are tested, a competition usually evaluates general abilities of robot systems. Testing a robot system in a competition also helps to find solutions to problems that only arise in fully integrated systems.
There is a large amount of work reported in the scientific literature about motion planning for autonomous robots, nevertheless, it is still an open and challenging problem when talking about robots navigating in real environments [5] . This can be seen, for example, in the Robocup@Home 2018 rulebook where the tasks of three tests are focused, among others, in safe navigation and obstacle avoidance. Autonomous navigation is developed to the point that there are open libraries to implement navigation systems, but these libraries commonly implement basic skills and a lot of work can be done, for example, for improving path planning in hard-to-navigate environments such as messy rooms. Robocup@Home rulebook also contemplates tests where the robot has to evade hard-to-see obstacles such as an apple (small object), glass or Lego brick. The fact that very recent competitions still pose challenges for testing autonomous navigation in domestic service robots shows that navigation is still an open problem. This paper is organized as follows: In Section 2 we present the related work and highlight the novelties of our approach. Section 3 is dedicated to explain ViRBot, the architecture our domestic service robot is based on. In Sections 4 to 8 we explain in detail every module of the proposed motion planning. In Section 9 we describe the results of applying the proposed system in the con-text of the tasks required by the international competitions Robocup@Home and we compare the performance with one of the most used packages for navigation. We state our conclusions and sketch the future work in Section 10.
2. Related Work.
Complete motion planning systems.
Most of the literature in this topic reports isolated problems and experiments, such as mapping algorithms, path planning algorithms, localization or obstacle avoidance but there is only a few works reporting fully implemented and tested motion planning systems for domestic service robots. Examples of these works are the robots Markovito [4] , LISA [26] and Cosero [27] .
The work of [4] propose a navigation system based on a three-level software architecture: functional, execution and decision. This motion planning system uses dynamic programming for path planning, particle filters and geometric landmarks (corners and lines) for localization, occupancy grids for environment representation and include semantic information for a better motion planning. This motion planning system is based on a well defined architecture both, contrary the work presented in this paper, they do not use biology models of behavior.
The work of [27] is focused on the design and building of a cognitive service robot. To building a map, their motion planning system uses simultaneous localization and mapping based on Rao-Blackwellized particle filters and the Adaptive Monte Carlo Localization for estimating the robot's position. Authors of this work use 3D surfel grids from which they extract 2D navigation maps by exploring the traversability of surfels. When using a 2D sensors, they extract line segments from 2D scans and align them with the surfels in the map. Their software is also designed based on an architecture with four layers: task, subtask, action and perception, and sensori-motor.
The work of [26] developed a ROS-based autonomous service robot called LISA. Its motion planning system also uses particle filters for map building and localization. A* algorithm on the occupancy grid is used for path planning and the calculated path is post processed to get smooth trajectories. The smooth path is followed using waypoints along the planned path. Authors mention the close integration with the graphical user interface as the main benefit of their motion planning system. Contrary to this work, [26] do not mention the use of reactive behaviors to deal with unexpected obstacles.
Localization and Mapping.
In order to fulfill their tasks, service robots need a representation of the environment (a map either geometric, topological or semantic), and its current configuration within such environment. The problem of building a map while estimating robot's position at the same time is called SLAM (Simultaneos Localization and Mapping) and is commonly solved using Kalman [9] or particle filters [11] . More recent work has tackled this problem using cameras and data compression techniques such as [8] and [7] . To solve only the localization problem, one of the most used techniques in the development of service robots is the Adaptive Monte Carlo Localization [28] which is also used in this work.
Roadmaps are a class of topological maps that are useful for mobile robots' navigation in structured environments. There are several techniques for roadmap construction when a geometrical representation of the objects in the environment is available, for example, Voronoi diagrams [17] , visibility maps [19] or probabilistic roadmap methods [15] . In this work we describe how we build roadmaps using data from RGB-D cameras and vector quantization techniques. A similar work is presented in [24] . Vector quantization has a very high computational cost and processing can be very slow. In this proposal computation time is significantly reduced by implementing such algorithms in parallel.
2.3. Obstacle Avoidance. Artificial Potential Fields [16] are a technique for path planning and obstacle avoidance. In this work, potential fields are used as a behavior and they are part of the behavior-based methods of the ViRBot architecture. Costmaps are also a technique commonly used for obstacle avoidance and path planning, for example, the work of [20] uses a scheme of layered costmaps to plan paths in dynamic environments. Nevertheless a costmap requires a map while artificial potential fields can be purely reactive. As it will be discussed later, costmaps may become uneffective when robot is navigating in narrow spaces.
2.4. The ROS package nav2d. Robot Operating System (ROS) [23] is an open source middleware which provides the functionality commonly needed in the development of software for autonomous mobile robots such as message passing and package management. ROS also has several packages with algorithms to implement the most common skills needed in an autonomous robot such as perception of objects and people, knowledge representation and navigation. Nav2d is an open source package for 2D navigation (http: //wiki.ros.org/nav2d) whose main features, according to its web page, are a purely reactive obstacle avoidance, a simple path planner and a graph-based SLAM that allows multiple robots to cooperatively build a map. The last update was done in 2017 (according to the web page). This package was used to compare the performance of the proposed system. 3. ViRBot: an architecture for the operation of service robots. To develop domestic service robots a minimum hardware is required and also a design architecture must be followed in order to integrate the huge amount of software that is required to operate this kind of autonomous robots. To perform the intended tasks, domestic service robots must have from low-level controls, to make actuators move according to a set point, to high-level task planning, to understand, plan and execute commands given by humans. Designing a domestic service robot requires much more than merging and coordinating top trending technologies in machine learning, computer vision, control, navigation, real time mapping, artificial intelligence, and human-computer interaction. A service robot interacts with an ever-changing environment in which the "optimal" conditions of a research laboratory are almost never met. For these reasons, a design architecture is mandatory for succeeding in the development of autonomous robots.
ViRBot is an architecture to design, organize, integrate and test software for autonomous service robots [25] . In the ViRbot architecture the operation of a service robot is divided in four general layers: Inputs, planning, knowledge management and execution, having each of them several subsystems, see Figure  1 . Each subsystem has a specific function that contributes to the final operation of the robot. This architecture has similar features to the ones presented in the INTERRAP agent architecture [21] .
Input layer. This layer encompasses all propioceptive and exteroceptive robot's sensors. Every sensor has also a simulation mode so that, when a virtual robot is used, algorithms can be tested using simulated sensor data. This layer also includes data coming from the human-robot interaction subsystem, which can be recognized voice or gesture commands. Digital signal processing techniques are applied to data comming from all sensors to obtain a symbolic representation of the environment and, with this representation, a series of beliefs are generated. A set of programmed tasks are also included in this layer since they stablish a set of goals used to plan actions.
Planning layer. In cooperation with the Knowledge Management layer, beliefs are validated in the Planning layer and thus, a situation recognition is created. Given such recognized situation, a set of goals are activated and then, the action planner finds a sequence of physical operations to achieve the generated goals. The motion planner module is in charge of planning the movements of the actuators (mobile base and manipulators) to perform the sequence of physical operations generated by the action planner. If during the execution of a plan, something not considered in it happens, the exception recognizer module will try to solve the problem by setting new goals and re-planning the overall sequence of operations.
Knowledge Management layer. This layer builds and manages the robot's knowledge both declarative and procedural. The cartographer module is in charge of three tasks: to keep a representation of the environment using geometric maps and roadmaps, to build such representation using SLAM and clustering algorithms, and to localize the robot using an Extended Kalman Filter and the Adaptive Monte-Carlo Localization. This layer also includes a knowledge base which keeps both procedural and declarative knowledge. The first one encodes the knowledge of an expert using a rule-based system written in CLIPS, a logic language developed by NASA. The declarative knowledge encompasses patterns of objects and faces, predefined locations and regions in the environment and positions of objects and persons. Learning algorithms are used to train patterns and to generate new behaviors. Execution layer. The first module of this layer is the executor. It takes a set of hardwired procedures to transform plans generated by the action planner into simpler sequences of actions. The executor informs the result of the execution of each hardwired procedure to the supervisor, which checks that all actions and movements are performed according to the plans. The bank of hardwired procedures is a set of augmented finite state machines used to partially solve specific problems such as taking and object or ask and memorize a name. Once the executor generates simple sequence of actions, a set of behaviors are used to cope with problems not foreseen by the action planner, like the avoidance of unknown obstacles. Behaviors generate signals taken as desired values by the control algorithms and finally, the outputs of such low-level controls are used to move the actuators.
The ViRBot and the proposed system. The ViRBot architecture is an abstraction of the tasks and interactions between of the software used to operate a service robot. A program running on the robot can perform more than one task of the ViRBot and also a subsystem of the ViRBot can be implemented in more than one programs. The proposed system is part of the path planner, cartographer, human-robot interface, bank of procedures, behaviors and control algorithms. Figure 1 shows, highlighted in green, those subsystems involved in this proposal. In the following sections we describe each module of the proposed system and their corresponding parts in the ViRBot architecture.
4. Control Algorithms. In Sections 5 to 8 it is explained how the motion planning system plans paths, represents the environment and uses behaviors to avoid obstacles, nevertheless, all those algorithms will require control laws to guaranty that all pĺanned motions will be performed correctly. For that purpose, we designed a non-linear control law.
Consider an omnidirectional mobile base like the one shown in Figure  2 , where configuration is determined by three variables [x r , y r , θ r ]. If only the kinematic part is considered and assuming there is no slip, the model of the robot is given byẋ
where v x , v y and ω are the frontal, lateral and angular speeds, respectively, taken as input signals.
Note that the dynamic part of the robot is not modeled, i.e., the configuration [x r , y r , θ r ] is also considered as the state vector. Also, it is assumed that v x , v y and ω can be set arbitrarily. In the real system this is not the case, the real input signal is the voltage set in the motor terminals, nevertheless, we can assume that electrical and mechanical responses of the four motors are fast enough and thus, we can set any desired motor speed and it will be reached in a very small time.
The objective of the control laws is to determine signals v x , v y and ω such that it can be ensured that the robot will reach the goal position (x g , y g ) even in the presence of uncertainties (such as non modeled dynamics) and perturbations. Although the mobile base is omnidirectional, in this work all movements are done taking it as a differential mobile base. Omnidirectionality is used in our service robot in other tasks where fine lateral movements are needed (e.g., when the robot needs to move laterally for grasping and object) but that is out of the scope of this work.
Consider the scheme shown in Figure 2 . Let theta g be the desired angle, which corresponds to the angle of the position error vector
and then, angle error can be calculated as
It is important to note that e θ , same as any other angular measure, must be always in the interval (−π, π]. If the difference given by (4) results in an angle greater than π or less than −π, it must be corrected so that e θ ∈ (−π, π] and the correct performance of the control laws can be guaranteed.
To model an omnidirectional base as a differential one, it is enough to set v y = 0. Assuming we have a mobile robot whose model is given by (1)- (3), then the control law
ensures the robot will reach the goal position (x g , y g ) T .
Given v x , v y and ω, the four motor speeds (left v xl , right v xr , front v y f and rear v yr ) can be calculated as
where L is the robot diameter (see Figure 2) . The control law (5)-(6) has four parameters: v max and ω max are the maximum linear and angular speeds, respectively, that the robot can reach during its movement. These parameters, in principle, can be set arbitrarily, nevertheless, in a real implementation, they are bounded by the actuators capabilities.
For a better understanding of constants α and β , consider the Figure  3 . It can be seen that constant α determines how fast linear speed v decreases when error angle increases. A small α will make linear speed to decrease too fast, that is, robot will not move forward until it is pointing directly to the goal point. In other words, it will first turn until angle error is very small and then it will move towards the goal point.
Constant β determines how fast increases angular speed ω when error angle increases. In general, a small β will make the robot to keep always "point- ing" to the goal point, i.e., it will help to a better path tracking, nevertheless, if β is too small, it can generate undesired oscillations. 5. Cartographer. Cartographer, in the ViRBot architecture, is part of the Knowledge Management layer. It does not make any movement plan but builds and keeps a representation of the environment. Using this representation and the information coming from sensors, it also estimates the robot configuration.
5.1. Environment Representation. Occupancy grids are a type of geometric maps in which the space is dicretized with a given resolution. Each resulting cell is assigned to a number p ∈ [0, 1] which indicates the occupation level. In the simplest interpretation, p = 1 means the cell is occupied and p = 0, the cell is free space. Occupancy grids can also be used with a probabilistic approach where p indicates the certainty that a given cell is occupied. In this work we use occupancy grids for representing the environment due to the ease to build them and the availability of standard formats to represent them such as the OccupancyGrid message in the platform ROS.
Localization. Adaptive Monte Carlo
Localization is a probabilistic method used to determine robot's position based on particle filters to track the 2D position against a known map. It is implemented in the open source ROS package amcl. The theorical base is explained in [28] and the implementation details are documented in the package web page. In this work, we used the amcl package to localize our domestic service robot.
5.3. Roadmap Construction using Clustering Algorithms. Roadmaps are useful for mobile robots' navigation in structured environments. If such roadmaps are constructed with a fast enough sampling time and based on information extracted from robot's sensors, they can be used for obstacle avoidance. If a geometric representation is not available, it can be obtained by vector quantization (VQ) methods and, based on this representation, it is possible to build a roadmap. Roughly explained, the process for building such roadmaps is as follows: we process the point cloud acquired from a Kinect device to separate free and occupied space. Then, both the free and occupied space are clustered. Centroids and sizes of the occupied space clusters are used as a geometrical representation of the objects in the environment. Centroids of the free space are used as nodes of the roadmap.
Separation of Free and Occupied Space. RGB-D cameras provide information through an RGB image and a point cloud that represents the spatial position of each pixel of the captured image. This research uses only the spatial information which comes as a set R of triplets of the form r j = x screen j , y screen j , d j , where (x screen j , y screen j ) is the pixel location in the image and d j , the distance to the object on the line of sight. The point cloud S expressed in cartesian coordinates s j = (x j , y j , z j ) of the objects w.r.t. the RGB-D camera plane, can be obtained with the transformation
with M, the matrix of intrinsic parameters of the RGB-D camera, which can be obtained by several methods (e.g., the work of [14] ). Since the camera is mounted on a mechatronic head with pan and tilt movements, it is convenient to apply a homogeneous transformation to express point with respect to the mobile base. After transformation, a point p j is classified as free space if its z component is less than a constant K h and, as occupied space, otherwise.
Vector Quantization. Vector Quantization [18] is commonly used for data compression in telecommunications and digital signal processing. In the field of robotics, it is also used to compress data and get a smaller but significant set of data. In this work, we use VQ to cluster the free and occupied space and, based on this clusters, to construct a roadmap.
Given a point cloud P, i.e., a set of n v vectors p j = (x j , y j , z j ); j = 1, ..., n v that represent the position in space, a set of centroids that represent these vectors is found. A collection of centroids is called a codebook and it is designed from a long training sequence that is representative of all vectors p j to be encoded. The codebook is created with the Linde-Buzo-Gray (LGB) algorithm [18] as explained in Algorithm 1.
Algorithm 1. Vector Quantization by the Linde-Buzo-Gray algorithm

Require:
Point
Assign p j to the nearest cluster R k whose corresponding centroid is
end for for ∀R k ∈ R do Recompute centroid C k by averaging all vectors p j ∈ R k end for Calculate d t as the average distance between the current centroid C k and its value in the previous iteration end while end while Figure 4 shows the original image, the clusterized free and occupied space and the resulting roadmap. In general, clustering algorithms have a very high computational cost, which results in latencies that could make not possible to use them online as a method for obstacle avoidance. Nevertheless, in this work vector quantization was implemented in parallel allowing to get much shorter latencies. Details of this implementation are given in [22] .
6. Path Planner. In the ViRBot architecture, the Path Planner is part of the planning layer. It takes information coming from the Action Planner and the environment representation kept by the Cartographer to calculate safe paths.
If environment is represented with an occupancy grid, the problem of planning a path can be solved by applying a search algorithm in graphs. In this case, each cell represents a node in the graph and it is considered to be connected only with the neighbor cells belonging to the free space. To determine the neighbor nodes, either four or eight-connectivity can be used.
A* is a search algorithm which explores the path with the lowest expected cost. For a given node n, the expected cost f (n) is calculated as
where g(n) is the cost of the path from the start node until node n and h(n) is an heuristic function which determines a cost that would be expected from node n to the goal node. The expected cost h(n) must actually subestimate the real value, i.e., it must be hold that h(n) g(n) ∀ n ∈ Graph.
The A* algorithm finds a path that is optimal with respect to the cost function g(n). This function should be designed according to what is needed in the robot navigation: traveling the shortest distance, the fastest path or the most energy-efficient trajectory, for example. In this proposal, the risk of collision is taken as part of the cost function such that the robot will always navigate through the safest paths. To achieve this, we define the cost function as where d(n) is accumulated distance from the starting node to the current node n and r(n) is a value inversely proportional to the distance from node n to the nearest obstacle. Figure 5 shows a comparison with and without the component r(n) in the cost function. As can be seen in the upper Figure, if only distance is taken as a cost function, the path is calculated with positions next to the walls, since this is the shortest distance. Lower Figure shows the result considering the nearness to obstacles as a cost function and, as it can be seen, it is much safer for navigation. A similar path can be obtained by augmenting the size of all obstacles in the map, nevertheless, with this approach the planner may be unable to calculate paths through small spaces. Costmaps are also a similar approach but, as it will be shown in the results section, they also have the problem of being unable to calculate paths through narrow spaces.
The heuristic function we use is the Manhattan distance from the current node to the goal node. After the path is calculated, it is post-processed to obtain a smooth path such that the control signals can also be smooth and avoid damages to the motors.
7. Behavior-Based Methods. Deliberative and reactive are two paradigms in robotics each one with advantages and disadvantages. Deliberative paradigm assumes an environment representation and this gives robots high prediction capabilities and thus, more complex tasks can be solved. Since the robot actuates based on a knowledge representation, the response is slow and in general it is difficult to handle fast changes in the environment. In the opposite side, the reactive paradigm does not depend on a knowledge representation and its response is faster. Reactive paradigm is better to handle high dynamic environments but their prediction capabilities are poor.
Behavior-based robotics states that intelligence in robots can be achieved as an emergent property of a large enough set of behaviors interacting with each other [3] . A behavior is a pair of stimulus-response and, since there is no symbolic planning, response is fast and computational cost is low. Since each behavior represents a "direct connection" of sensors with actuators, it is possible to have several behaviors trying to control the robot's actuator. A solution for this problem is the use of an arbiter which can make a selection of only one behavior, based on a hierarchy or the amplitude of the response, or it can produce a response by weighting all behaviors responses.
Hybridizing paradigms allows to take the advantages of each one and that is the case of the ViRBot architecture. Environment representation and planning algorithms allows the robot to perform more complex movements while behavior-based methods allows it to deal with changes in the environment such as obstacles not considered in the map. In our work, once a path is planned, it is executed with a behavior-based approach. There are three behaviors running concurrently: go-to-goal-point behavior, avoid-obstacle behavior and collision-risk behavior. To assemble all behaviors, we use a priority-based arbiter where the first behavior has the lowest priority and the last one, the highest priority.
7.1. The Go-To-Goal-Point Behavior. This behavior takes as input signals the desired positions calculated by the path planner (see Section 6) and the robot's position estimated by the localization algorithms (see Section 5) . The output of this behavior are the tire speeds calculated according to the control laws explained in Section 4. This behavior is considered to be activated any time a new path is calculated.
The Avoid-Obstacles Behavior.
We use the potential fields method as a behavior to avoid unexpected obstacles. The potential fields method proposes to design a potential function U(q) : R n → R, where q is the robot position, such that it has a minimum in the goal point and local maxima in every obstacle's position. If U is taken as a potential energy function, then its gradient ∇U(q) is a force vector whose direction points to the direction of maximum change. If the robot moves always in the opposite direction to the gradient (a method called gradient descent), then it will stop its movement in a local minimum. Thus, if the potential function is correctly designed (with a minimum in the goal point and local maxima in every obstacle) and the robot moves following the gradient descent, then it will reach the goal point evading obstacles at the same time [16] .
There are several methods to design the potential function U and one of the most used is the attractive and repulsive field method. Since the movement will be guided by the gradient ∇U and not the function U, it is easier to design directly ∇U, i.e., to design the attraction and rejection forces. In this work we use the forces proposed by [2] given by
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where q is the current robot position, q g is the goal position, q oi is the position of obstacle i and d = q oi − q . These forces have three design parameters ζ > 0, η > 0 and d 0 > 0. Constant ζ defines how big is the attraction force and constant η, how big is the rejection force. d 0 is called the influence distance. If the distance between an object an the robot is greater than d 0 , then that object will no affect the robot's movement. The resulting force is calculated as the sum of the attractive force and the mean of all repulsive forces:
Once calculated the gradient, we move the robot using the Algorithm 3 (gradient descent). Constant α > 0 must be small enough to avoid oscillations but also considering that a too small α will imply a high computational cost.
Algorithm 3. Gradient descend to move robot through a potential field
Require: Initial position q s , goal position q g , obstacle positions q oi Ensure: A sequence of points {q 0 , q 1 , q 2 , . . .
Finally, to move the robot towards each point q i we use the control laws given by (5)- (6) . Designing the potential function U using attractive and repulsive fields has the problem of local minima, i.e., the robot can stop in a point (local minimum) because gradient ∇U at that point is zero, but it is not the goal point. Nevertheless this problem can be overwhelmed if behaviors are assembled correctly, as it will be explained in the following subsections.
It is worth to note that, although Algorithm 3 assumes all obstacle positions are known, it is not necessary to have an environment representation with all obstacle positions. Since the robot has a laser sensor, every reading can be regarded as an obstacle and thus potential fields can be calculated directly from robot's sensors.
7.3. The Collision-Risk Behavior. The goal of this behavior is to stop the robot if a risk of collision is detected. Since the laser sensor makes only 2D scans, it is not possible to detect obstacles that do not cross the plane of readings, that's why we use the RGB-D camera mounted on the robot's head. The criterium for determining if there is a risk of collision is the detection of an obstacle in front of the robot but only if the robot is going to move forward. To determine the presence of an obstacle, we count the number of pixels in the RGB-D image that have a Z-value greater than zero and are within a rectangular area in front of the robot; if the counting exceeds a threshold K o bs, then there is an obstacle in front of the robot. Consider the Figure 6 . The yellow square in front of the robot is the detection region and is defined by the bounding box [(x min , y min ), (x max , y max )]. Collision risk detection is performed according to Algorithm 4. a) b) Fig. 6 . a) risk of collision is detected since the obstacle is in the robot's path; b) obstacle is not in the path of the robot, thus, no risk of collision is detected
Algorithm 4. Detection of collision risk
Require:
Control signals v and ω Minimum number of points K obstacle Minimum linear speed v f wd to consider the robot is moving forward Ensure: Collision risk flag
The number of points is greater than a threshold and the robot is moving forward Collision risk ← True end if
The output of this behavior is always zero since it is intended to stop the robot in case of a risk of collision, thus, this behavior is considered activated any time the conditions described in Algorithm 4 are hold.
7.4. The Arbiter. Figure 7 shows a block diagram of the behavior based movement. Arbiter takes the activated behavior with the highest priority. The go-to-goal-point behavior activates any time a new path is planned. Avoidobstacles behavior activates when the calculated repulsive force is greater than zero and the collision-risk behavior, when a collision risk is detected. With this scheme, robot is able to avoid unexpected obstacles and also the problem of local minima in potential fields is overwhelmed since, every time an obstacle is in front of the robot (possible causing local minima), the robot is stopped and a new path is calculated using a map built as described in Section 5.3. 
Bank of Procedures.
In the ViRBot architecture, the bank of procedures is a set of state machines used to perform simple tasks such as taking an object (once position has been determined using computer vision algorithms), asking and memorizing a name and following a path, among others.
The control law (5)- (6) has the disadvantage of depending only on the angle error, i.e., robot does not decelerates as it approaches to the goal point. This will cause the robot to have strong oscillations when it is in a small region around the goal point. There are two ways to address this problem. The easiest one is to execute the control law only if the distance to the goal point d = (x g − x r ) 2 + (y g − y r ) 2 is greater than a tolerance ε: ISSN 2078-9181 (print), ISSN 2078-9599 (online) www.proceedings.spiiras.nw.ru
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In this case the robot will stop abruptly when the error distance is less than ε, which is not desirable since the robot should decelerate slowly as it approaches to the goal point. It is also desirable that robot increases it linear speed slowly at the beginning of the movement, which is not yet considered, because according to (5)- (6), the robot can have a linear speed of v max since the begining of the movement.
In the other hand, control law (5)- (6) is designed to reach a goal point, but what we have to follow is not a point but a path composed by a sequence of points. Acceleration and deceleration can be achieved by parameterizing with respect to time the full path. This is commonly done by adjusting a fifth degree polynomial, or a higher degree if more variations of speed and acceleration are required. Nevertheless, expressing positions x and y as a function of time is easy when only straight-line movements are required, but in the case of a service robot moving in a domestic environment, paths can be too complex and parameterization with respect to time can become unfeasible.
Augmented Finite State Machine. An easy way to make the robot to accelerate and decelerate, that is, to get a speed profile, is through an Augmented Finite State Machine (AFSM) that establishes the value of v max in control law (5)- (6) . Let v sm be the new maximum speed, such that
Control given by (12)- (13) is designed to reach a goal point (x g , y g ), nevertheless, what we want is to track a path given by N points (
To follow this path is is enough to set as a goal point, the point (x p i , y p i ) which is "in front of" the robot, that is, a point in the path whose position is a small distance away from the current position. In this work, we consider "small distance" a distance of 0.3 [m] . Figure 8 shows the AFSM used to determine v sm and the goal point. In general, v sm is increased slowly until it reaches the final value of v max and it starts to decrease when robot is "near" the last point of the path, that is, when distance r is less than a constant r d . When distance to current goal point is less than 0.3 [m], then it is changed by the next point of the path. Values of r d and ∆v are determined depending on how fast the robot should accelerate and decelerate.
9. Results. 9.1. The Service Robot Justina. Justina is a domestic service robot built at the Biorobotics Laboratory of the National Autonomous University of Mexico and developed under the ViRBot architecture (see Section 3). This robot and its predecessors have been participating in the Robocup@Home league [30] since 2006 performing several tasks such as cleaning a table, serving drinks and several other tasks that humans ask for. To sense the environment, Justina has several sensors: two laser range finders, an RGB-D camera, a directional microphone, an array of omnidirectional microphones and encoders in each motor. The actuators of Justina consist of an omnidirectional mobile base, a 2-DOF head (pan and tilt movements) where the RGB-D camera and the directional microphone are mounted, two 7-DOF anthropomorphic manipulators and a 1-DOF torso to modify Justina's height. Figure 9 shows robot Justina and the location of its sensors and actuators.
As mentioned in Section 2, the nav2d package was used as a baseline to compare the performance of our proposal. Experiments were conducted in real and simulated environments as follows.
Simulation Results.
To test the performance of our proposal and compare it with the nav2d package, we generated 10 artificial maps consisting, each one, of polygons with random shapes and positions. Figure 10 shows examples of the artificial maps and the random points. We also used 2 real maps: The Biorobotics Laboratory and the @Home arena of the Robocup 2018 (shown in Figure 13 ). The nav2d pacakge was used with all constants and parameters in their default values, except for the maximum linear speed, which was set to 0.7 to be the same than the value used with the control laws (5)- (6) , and the map inflation radius, whose value of 0.2 was selected as the greatest value that allowed nav2d to calculate a path through the doors of the environment.
The low-level control was implemented using as constants α = 0.6, β = 0.09, ω max = 1.0 and V max = 0.7. Path planning was implemented according to the algorithms described in Section 6. For RoC detection we used x min = 0. The baseline (nav2d package) and the proposal were tested with 100 random goal points for each map. Comparison was made base on three param- Calculated as the total traveled distance divided by the euclidean distance from the start to the goal point. We consider that the longer the path traveled, the less efficient the moving planning system. AMpS. Average Meters per Second. Calculated as the total traveled distance divided by the total time spent to reach the goal. This measure can give an insight of how fast the robot moves towards the goal. NoC. The total number of collisions (NoC) with any part of the map. Since these tests were simulated, we counted the times the robot touched any part of the map. www.proceedings.spiiras.nw.ru Table 1 shows the mean and standard deviation of the TDEDR for the 100 random goal points for each world. In order to determine if there is a significant difference between both navigation systems, a two-tailed t-Student test was performed. Last columns show the statistic and the p-value. In a similar way, tables 2 and 3 show the means, standard deviations and t-Student tests for AMpS and NoC, respectively. Table 1 shows that TDEDR was greater for the proposal, i.e., distance traveled using the nav2d package was significantly less than the distance using the proposed navigation system in 11 out of 12 tested worlds (using 95% of confidence). This is due to the cost function described in Section 6. Since the nearness to obstacles is taken as part of the cost function, paths are in general longer because robot will tend to be away from all obstacles. Figure  11 shows a comparison of the paths calculated by Justina and by the nav2d package. As mentioned in Section 6, safer paths can be obtained by the nav2d package by incrementing the obstacle inflation radius, but doing so, disables the package to calculate paths through small doors. Despite the longer paths, Justina reached the goal points in shorter times, as it can be seen in table 2, which shows that the Average Meters per Second (AMpS) was significantly greater for the proposed system than the Nav2d package.
For both navigation systems, we counted the NoC (any touch to some part of the map was considered a collision). Table 3 shows the statistics of NoC for the 100 goals for every map. As it can be seen, NoC with Justina's system was significantly lower for all maps, as a result of the safer paths calculated by the path planner. Figure 11 shows a comparison of the paths calculated by the baseline and the proposal. Justina's system gets safer paths which results in less number of collisions. 9.3. Results with the real robot. Similar to the simulated results, we tested our proposal and the nav2d package with 20 points but only in the Biorobotics Laboratory. For security reasons, once we detected the robot is going to crash or even touch some obstacle, we stopped the robot, thus, contrary to the simulated results, we don't have a measure of the number of collisions, instead, we have a Number of Reached Goal Points (NoRGP). For all goal points, we put some obstacles in front of the robot to check the performance for obstacle avoidance. All parameters and constants were the same than those used in the simulated results.
Of the 20 goal points, Justina reached 18 goals without crashing or touching the unexpected obstacles using the proposed system. When using the nav2d package, it only reached 14 goal points. Figure 12 Table 4 shows the statistic data for the TDEDR and AMpS for both navigation systems. As it can be seen, in the real world with unexpected obstacles the mean distance traveled using the nav2d package was significantly longer than the distance with the proposed system. This means that the proposed system avoids objects more efficiently since it travels a shorter distance. The AMpS had no significant difference for both systems, which is actually a good indicator: the proposed system traveled shorter paths which, at the same average speed, means shorter travel times. To promote and foster development of autonomous robots, there are international competitions, such as Robocup [10] and RoCKIn [1] . Both competitions have the advantage of providing a standard problem where a wide range of technologies and approaches can be integrated, examined and evaluated. As stated in [12] , competitions are useful when it is necessary to evaluate the general performance of a whole system and not only isolated hypothesis. For these reasons, robot Justina and its predecessors have been participating in the Robocup@Home since 2006. The motion-planning system described in this paper was tested in the last Robocup@Home edition held in Montreal, Canada, where Justina achieved the second place. In the @Home league, navigation was necessary in 6 of 7 tests [29] . In all of them, Justina successfully performed all the required motions. Figure 13 shows the map of the @Home arena where the proposal was tested. 
Conclusions.
We built a motion-planning system following the guidelines proposed by the ViRbot architecture. The motion planning was implemented in the service robot Justina and was tested both in real and simulated worlds. To evaluate the performance, we compared it with the nav2d package taking the Traveled Distance to Euclidean Distance Ratio (TDEDR), Average Meters per Second (AMpS), Number of Collisions (NoC) and Number of Reached Goal Points (NoRGP) as evaluation parameters. Distances traveled using the proposed system were significantly longer, in the simulated test, than the distances traveled using the Nav2d package, according to the TDEDR. This is due to the cost function used in the A* algorithm which results in longer but safer paths. Safety of paths was verified by the significantly lower Number of Collisions (NoC) when using our motion-planning system, in the simulation tests, and the greater Number of Reached Goal Points (NoRGP), in the real experiments. Contrary to the simulation results, in the experiments with the real robot, distances using our proposal were significantly shorter. This is due to the presence of unexpected obstacles, i.e., the proposed system avoided obstacles more efficiently.
As stated in the introduction of this work, testing whole systems is important when there is a feedback between the involved subsystems and thus, the reliability of each module does not guarantee the reliability of the whole system. In this work, we implemented several algorithms already described in the literature but we integrated them following the ViRBot architecture and we tested the performance of the whole system in the context of the Robocup@Home competition, where navigation was required in 6 of the 7 tests. Justina was able to successfully perform all the required motions.
As future work, we plan to make a more extensive comparison with other service robot architectures in similar conditions by promoting open source access and research collaboration.
