Abstract. We investigate the instability index of the spectral problem
Introduction

Spectral problems of the form
where L = L * is a lower semibounded self-adjoint operator and J = J * = J −1 is a self-adjoint unitary operator in a Hilbert space H naturally appear in the study of various important nonlinear equations (see, e.g., [12] ). It is well known that in the case if L is a nonnegative operator, then in general the spectrum of (1.1) is real (for example, this holds if 0 ∈ ρ(L)). However, if L has nonempty negative spectrum, then it turns out that (1.1) might have nonreal eigenvalues and also real eigenvalues with Jordan chains of lengths more than 2. The number of those eigenvalues is usually referred to as the instability index κ Ham (a precise definition will be given below). The instability index plays a crucial role in the study of spectral and orbital stability of nonlinear waves and it turns out that it can be computed in terms of certain spectral characteristics of L. More precisely, avoiding some technical assumptions on the operators L and J, this formula reads is an orthonormal basis in ker(L). These results were originally obtained by L. S. Pontryagin [19] and M. G. Krein [14, 15] (see also [8] ) in the 1940-1950s 1 and then rediscovered later in connection with the study of stability problems for nonlinear waves (see [5, 7, 10, 11, 12, 17] , where further details and references can be found). In this theory it is essential that the operator J in (1.1) is bounded. However, certain nonlinear equations lead to spectral problems of the form (1.1) with an unbounded operator J. For example (see Sections 4 and 5 in [21] for details), the short pulse equation [18] and the generalized Bullough-Dodd equation [4] lead to the spectral problem then (cf. [2] ) the operator H V is self-adjoint, bounded from below and its essential spectrum is [b 2 , ∞). M. Stanislavova and A. Stefanov [21] addressed the question whether (1.4) is spectrally stable in the sense of the following definition. Definition 1.1. A complex number z ∈ C is called an eigenvalue of (1.4) if there is ψ z ∈ dom(H V ) called an eigenfunction, such that ψ z = 0 and
The spectral problem (1.4) is called spectrally stable if there are no unstable eigenvalues. Otherwise, it is called spectrally unstable.
We use the asterisk to denote complex conjugation. It turns out that spectral instability is equivalent to the fact that the Hamiltonian-Krein index κ Ham is positive. In [21] , spectral stability of (1.4) was studied under the assumption that H V has exactly one negative eigenvalue (let us mention that in [21] , H V is not necessarily a 1-D Schrödinger operator, however, in applications to nonlinear equations it has exactly this form, see [21] for further details). Since the right-hand side in (1.4) gives rise to an unbounded operator in L 2 (R), one needs to develop a new approach to investigate the instability index. In [21] , this was done by modifying the Evans function approach. Our main aim is to show how (1.4) can be reduced to the form (1.1) with a bounded operator J in order to then be able to apply the standard theory going back to the work of L. S. Pontryagin and M. G. Krein. Our approach has several advantages. First of all, it can be seen as a natural extension of the classical approach via the Krein space setting. Moreover, it enables us to compute the instability index in the case when H V has more than one negative eigenvalue. In particular, M. Stanislavova and A. Stefanov in [21] employed two different techniques for proving spectral stability resp. instability, whereas our approach covers both cases in a uniform manner. Moreover, we plan to develop it in a much wider setting in a forthcoming paper.
Let us now formulate the results. Under the above assumptions on V , the kernel of the operator H V is at most one-dimensional since (1.5) is limit point at ∞. If ker(H V ) = span{ψ 0 } for some ψ 0 = 0, we then set
(1.7)
We shall show in Section 3 that ψ ′ 0 ∈ ran(H V ) and hence D V is defined correctly. Our main result reads as follows.
is real valued and satisfies (1.6). Let also H V be the maximal operator associated with (1.5) in L 2 (R) and κ − (H V ) ≥ 1 be the number of negative eigenvalues of H V .
(
then (1.4) has at least one purely imaginary eigenvalue z ∈ iR >0 . Let us also mention that we touch upon the case D V = 0 in Corollary 3.10(iii). On the other hand, the analysis of stability of solitons becomes much more subtle in this case and we only refer in this respect to, e.g., [12, Chapter 7] .
Let us finish the introduction by briefly describing the content of the paper. Our main idea is to replace the Hilbert space L 2 (R) by another Hilbert spaceḢ 1 2 (R), which is defined as the completion of L 2 (R) with respect to the norm
Hereû := F u denotes the Fourier transform of u normalized by
In Section 2, using the form approach, we develop the spectral theory of the operator L defined inḢ
where
(1.9) for every a ∈ R. In Section 3, we show that the spectral problem (1.4) if considered inḢ where J = iH and H is the Hilbert transform, which is a skew-self-adjoint and unitary operator inḢ 1 2 (R). Therefore, we can apply the standard formula (1.2) to compute the instability index of (1.10). The final step in the proof of our main result is the proof of the fact that the point spectrum (including algebraic and geometric multiplicities) of the new spectral problem (1.10) coincides with the point spectrum of the original problem (1.4) considered in L 2 (R). Finally, in Appendix A we collect basic notions and facts on quadratic forms.
The auxiliary self-adjoint spectral problem
The main focus of this section is on the auxiliary spectral problem
where τ V is the differential expression (1.5) and |D| is defined by (1.9) . In contrast to [21] , we are going to consider (1.4) and (2.1) in the Hilbert spaceḢ 1 2 (R). More precisely, let H s (R), s ∈ R be the standard scale of Sobolev spaces. In particular,
Denote byḢ 1 2 (R) the closure of H 1/2 (R) with respect to the norm
Notice that u
We write j for the particular isometric isomorphism obtained by continuously extending
More precisely,
where dom(L 0 ) is the maximal domain,
The spectral properties of L 0 can easily be described by using the Fourier transform.
Lemma 2.1. The operator L 0 is self-adjoint and its spectrum is purely absolutely continuous,
It is not difficult to show that the operators L 0 and L 0 are unitarily equivalent and
Now the claim follows from the spectral properties of L 0 .
Let us consider the following quadratic form inḢ
defined on the maximal domain
Clearly, the form t 0 is closed iṅ H 1 2 (R) (this can be seen by applying the isometry j). Moreover,
for all u ∈ dom(L 0 ) and hence L 0 is the self-adjoint operator associated with the form t 0 inḢ
loc (R) be a real-valued function satisfying
Our main aim is to associate a self-adjoint operator L acting inḢ 1 2 (R) with the spectral problem (2.1). Our main tool in dealing with (2.1) is the form approach.
Here and below we shall use the following notation
It is well known (see, e.g., [13] ) that under these conditions V 1/2 u ∈ L 2 (R) for every u ∈ H 1 (R) and
where ε > 0 is arbitrary. Hence the quadratic form defined by
for all u ∈ H 1 (R) is form bounded with respect to the form t 0 given by (2.12). Writing the spectral problem (2.1) in the form
we want to interpret it as a perturbation of (2.6) by the term |D| −1 V . By formal computation (or at least for suitable u), 19) which hints that the form q V considered as a form in the Hilbert spaceḢ 1 2 (R) should be used to represent this additional term. More precisely, let us consider iṅ H 1 2 (R) the following form
The form q V considered as a form in L 2 (R) is infinitesimally form bounded with respect to the free Hamiltonian H 0 := − d 2 dx 2 if V satisfies (2.14) (see (2.16) ) and hence by the KLMN Theorem A.2, the quadratic form t V considered as a form in L 2 (R) is bounded from below and closed. However, it seems the form t V considered as a form in the Hilbert spaceḢ 1 2 (R) may not be strongly t 0 -bounded if V satisfies (2.14) (theḢ 
loc (R) be a real-valued function satisfying (2.21). Then: (i) The form q V is infinitesimally form bounded with respect to the form t 0 .
(ii) The form t V is closed and lower semibounded.
Proof. (i) First of all, by the Cauchy-Schwarz inequality we get
for every u ∈ H 1 (R) and r > 0. Moreover, 
which holds for all v ∈ H 1 ([a, b]) and m ∈ R >0 , we arrive at the estimate
holds for every u ∈ dom(t 0 ) = H 1 (R). Hence the form q V is infinitesimally form bounded with respect to t 0 .
(ii) Follows from (i) and the KLMN Theorem A.2.
(iii) By (ii) and the first representation theorem [13, Chapter VI.2.1], the form we were able to prove that q V is t 0 -infinitesimally form bounded under the additional assumption (2.21). On the other hand, as in the case of L 2 (R), condition (2.21) is necessary and sufficient for the form q |V | to be relatively compact with respect to t 0 .
2.3.
A bound on the number of negative eigenvalues. Assume that V ∈ L 1 loc (R) is a real-valued function satisfying (2.21). By Lemma 2.3, the spectrum of L in (−∞, 2bc) consists of eigenvalues which may accumulate only at E 0 = 2bc. Our next aim is to derive a bound on the number of negative eigenvalues of L. We denote by κ − (T ) the total multiplicity of the negative spectrum of a self-adjoint operator T = T * , κ − (T ) := dim P (−∞,0) (T ), where P Ω (T ) is the spectral projection. We begin with an estimate which follows from the classical Bargmann bound for 1-D Schrödinger operators on the line.
) and let L be the corresponding selfadjoint operator inḢ
24)
where H V is the Schödinger operator (1.5) defined on the maximal domain in L 2 (R).
Proof. As it was already mentioned, the form t V if considered in L 2 (R) instead oḟ H The next bound again follows from the standard estimates for 1-D Schrödinger operators.
Proof. Notice that κ − (H V ) is equal to the number of eigenvalues of the 1-D Schrö-dinger operator −
Since the resolvent of the free Hamiltonian H 0 is given by
and then using the Birman-Schwinger principle (see, e.g., [20, Chapter VII]), it is not difficult to show that
It remains to use (2.24) and the fact that ker(L) = ker(H V ) (see Corollary 3.6).
Remark 2.7. It is possible to apply the Birman-Schwinger approach to the operator L and then, for example, to investigate the number of eigenvalues of L lying below the threshold E 0 = 2bc. However, these results are not needed for our purposes and hence we do not touch this issue here.
3. The indefinite spectral problem 3.1. The unperturbed case. Our main aim is to investigate spectral properties of the problem (1.4). In contrast to [21] , we are going to consider it in the spacė H 1 2 (R). As in the previous section, we begin with the unperturbed case
First, we define the operator A 0 inḢ
where dom(A 0 ) is the maximal domain,
Here D n , n ∈ Z is defined via the Fourier transform F by
Clearly, for positive n ∈ N, D n u = (−i) n u (n) for all suitable functions u. Notice also that dom(A 0 ) = dom(L 0 ). As in the case of the operator L 0 , spectral properties of A 0 can easily be described by using the Fourier transform. :
) is a Krein space (see [1, 3, 16] ). Now we set
where L is the operator introduced in Section 2.2. Since L = L * , the operator A is self-adjoint in the Krein space K. 
. It remains to note that A ε is a rank one perturbation of A since dim ker(L) = 1 and then apply [9, Theorem 1].
It follows from the proof of item (c) on p.12 in [16] , that p can be chosen such that
For further details on spectral theory of definitizable operators we refer to [16] . Let us only mention the following important properties of the point spectrum of A (cf. [16, Proposition 2.1]). If p is a fixed definitizing polynomial for A, then let us denote by k(z) the multiplicity of z as a zero of p (in particular, k(z) = 0 if p(z) = 0). Corollary 3.3. The spectrum of a definitizable operator A is symmetric with respect to the real axis and the nonreal spectrum of A consists of isolated eigenvalues of total algebraic multiplicity at most 2κ − (L). Moreover, every isolated eigenvalue z of A has finite Riesz index ν(z) and The number
is called the Hamiltonian-Krein index of A. If ker(L) = {0}, then we need to introduce the constrained matrix D. Noting that ker(L) = ker(H V ) is at most one-dimensional, we conclude that ker(L) = span{ψ 0 } with some ψ 0 = 0. Now we set
and then we define the following quantity
Notice that (3.13) is well defined. Indeed, if 0 ∈ σ(L), then 0 is an isolated eigenvalue. Hence
is real valued (up to a scalar multiple). Notice that several estimates on κ − (L) in terms of V are given in the previous section, see Lemma 2.5 and Lemma 2.6.
3.4.
Proof of Theorem 1.2. Our aim is to show that the eigenvalues (counting their multiplicities) of (1.4) and A coincide. Recall that z ∈ C is called an eigenvalue of (1.4) 
, we conclude that z is an eigenvalue of (1.4) if there is u ∈ dom(H V ) such that u = 0 and H V u = zDu. On the other hand, since J = J −1 , z ∈ C is an eigenvalue of A if there is u ∈ dom(L) such that u = 0 and Lu = zJ u.
The generalized eigenspaces for A are defined in a standard way:
The generalized eigenspaces for (1.4) can be formally written as
In order to define E z (A) properly, we set
and then we define ker((
for every z ∈ C. Moreover, 20) and the corresponding generalized eigenspaces E z (A) and E z (A) coincide.
Proof. Let us first prove (3.19) . Since H V and L are the self-adjoint operators associated with the quadratic form t V on L 2 (R) resp.Ḣ 1 2 (R), the first representation theorem (see [13, Theorem VI 21) with H V u = w, and
with Lu =w. If u ∈ ker(H V − zD), then u ∈ dom(H V ) and H V u = zDu. Hence Du = w ∈ L 2 (R) and moreover applying |D| −1 to both sides implies |D| −1 H V u = izHu, where H is the Hilbert transform. This in particular implies that |D| −1 H V u ∈ H 1 (R) and
Similarly, if u ∈ ker(A − z), then u ∈ dom(L) and Lu = zJ u. Since dom(L) ⊂ H 1 (R) and H acts as isometry on H 1 (R), we get Lu ∈ H 1 (R). Moreover,
holds for every v ∈ H 1 (R). This implies that u ∈ dom(H V ) and H V u = |D|Lu. It remains to note that
Therefore, ker(L − zJ ) ⊆ ker(H V − zD), which proves (3.19) .
Clearly, (3.20) with n = 1 is equivalent to (3.19) . The claim for n ≥ 2 can easily be proven by using the same steps and an induction argument.
for every z ∈ C and for all u, v ∈ E z (A) = E z (A).
Since L and H V are closely connected, we end up with the following formula.
where D V is defined by (1.7).
Proof. In view of (2.24), it suffices to show that D V = D. To justify the definition of D V , first notice that ψ 0 ∈ ker(H V ) can be chosen real valued. Next observe that ψ
The spectral instability definition 1.1 refers to the operator H V . More precisely, let κ C+ (A) be the total algebraic multiplicity of eigenvalues of (1.4) lying in the open upper half-plane C + . If λ ∈ R \ {0} is an eigenvalue of (1.4), then we shall denote by κ − λ (A) its negative index, i.e., the number of non-positive eigenvalues of P λ H V P λ , where P λ denotes the orthogonal projection in L 2 (R) onto E λ (A). The total negative Krein index is then defined by
(3.25)
Notice that the spectral problem (1.4) has an additional symmetry. Namely, its point spectrum is symmetric with respect to the imaginary axis since V is realvalued (indeed, if z ∈ C is the eigenvalue of (1.4) and ψ z is the corresponding eigenfunction, then −z * is also an eigenvalue and the corresponding eigenfunction is simply ψ * z ). Then we can split unstable eigenvalues in three groups and write Taking (3.28) into account, we recover and slightly improve the results from [21] . 
Applying the same procedure, we get that ψ 2 := H 
