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Some classical Hahn–Schur Theorem-like results on the uniform convergence of uncondi-
tionally convergent series can be generalized to weakly unconditionally Cauchy series. In
this paper, we obtain this type of generalization via a summability method based upon
the concept of almost convergence. We also obtain a generalization of the main result in
Aizpuru et al. (2003) [3] using pointwise convergence of sums indexed in natural Boolean
algebras with the Vitali–Hahn–Saks Property. In order to achieve that, we ﬁrst study the
notion of almost convergence through its original deﬁnition (which involves Banach lim-
its), giving a description of the extremal structure of the set of all norm-1 Hahn–Banach
extensions of the limit function on c to ∞. We also show the existence of norm-1 Hahn–
Banach extensions of the limit function on c to ∞ that are not extensions of the almost
limit function and hence are not Banach limits.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction and preliminary results
The Orlicz–Pettis Theorem and the Hahn–Schur Theorem are among the ﬁrst results in the Theory of Series of Classical
Functional Analysis. Many extensions, generalizations, and applications of these classical theorems are still being provided
(see, for instance, [1,8,15,17]). An excellent exposition of this topic can be found in [16]. In [3,4] the authors focus on estab-
lishing Hahn–Schur Theorem-like results on the uniform convergence of weakly unconditionally Cauchy series (wuC) in real
Banach spaces, generalizing in this way previous results from [8] on the uniform convergence of unconditionally conver-
gent series (uc). In [2] these generalizations are extended to summability of series by means of regular matrix summability
methods (we refer the reader to [7] for a wide perspective on general matrix summability methods). Following [16], most
of these generalizations can be interpreted in terms of multiplier convergent series. Recall that, given a vector subspace λ
of RN , a series
∑∞
i=1 xi in a real normed space X is said to be λ multiplier convergent if
∑∞
i=1 aixi converges for ev-
ery (ai)i∈N ∈ λ. In this setting, different types of series can be characterized. For instance, in a real Banach space a series∑∞
i=1 xi is uc if and only if
∑∞
i=1 xi is bounded multiplier convergent (that is, ∞ multiplier convergent), and
∑∞
i=1 xi is
wuC if and only if it is c0 multiplier convergent. On the other hand, the Bessaga–Pelczyn´ski Theorem assures that in a real
Banach space X there exists a non-uc wuC series if and only if X has a copy of c0 (see [6]). As in [4], given a real Banach
space X , we will consider the following spaces:
X(∞) =
{
(xn)n∈N ∈ XN:
∞∑
i=1
xi is bounded multiplier convergent
}
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X(c0) =
{
(xn)n∈N ∈ XN:
∞∑
i=1
xi is c0 multiplier convergent
}
.
Both spaces are complete when endowed with the following norm:
∥∥(xn)n∈N∥∥= sup
{∥∥∥∥∥
n∑
i=1
aixi
∥∥∥∥∥: n ∈ N, |ai| 1, i ∈ {1, . . . ,n}
}
. (1)
In [15] the author provides a version of the Hahn–Schur Theorem for the uniform convergence of uc series in metric
linear spaces. This result can actually be reformulated for real Banach spaces in terms of X(∞) as follows:
Theorem 1.1. (Swartz, 1983.) Let X be a real Banach space and consider (xn)n∈N to be a sequence in X(∞). If limn→∞
∑∞
i=1 aixni
exists in X for each (ai)i∈N ∈ ∞ , then there exists x0 ∈ X(∞) such that limn→∞‖xn − x0‖ = 0 in X(∞).
As has been already mentioned, extensions of Theorem 1.1 have been obtained in [2–4] for wuC series. It is also worth
noticing the connection between Theorem 1.1 and the Nikodym Convergence Theorem for vector measures (see [11, p. 321])
in the discrete case. Some other results in [8] were also generalized in [2–4]. On the other hand, as we mentioned before,
the results in [2] remain valid in the context of regular matrix summability methods. However, there are certain notions of
the concept of convergence which are not equivalent to any matrix summability method. This is the case of the Banach–
Lorentz “almost convergence” (see [5] and [13]). Indeed, in [7] it is shown that the Banach–Lorentz almost convergence has
no representation under any matrix summability method, and thus it is legitimate to ask whether it is possible to obtain
uniform almost convergence from any particular situation of pointwise almost convergence.
In his 1932 book Théorie des opérations linéaires (see [5, p. 34]) Banach extended in a natural way the limit function
deﬁned on the space of all convergent sequences to the space of all bounded sequences.
Deﬁnition 1.1. (Banach, 1932.) A function ϕ :∞ → R is called a Banach limit exactly when:
1. ϕ((αxn + β yn)n∈N) = αϕ((xn)n∈N) + βϕ((yn)n∈N) if α,β ∈ R and (xn)n∈N, (yn)n∈N ∈ ∞ ,
2. ϕ((xn)n∈N) 0 if (xn)n∈N ∈ ∞ and xn  0 for all n ∈ N,
3. ϕ((xn)n∈N) = ϕ((xn+1)n∈N) if (xn)n∈N ∈ ∞ , and
4. ϕ(1) = 1.
Banach noticed that a linear function ϕ :∞ → R is a Banach limit if and only if ϕ is invariant under the shift op-
erator on ∞ and lim infn→∞ xn  ϕ((xn)n∈N)  limsupn→∞ xn for all (xn)n∈N ∈ ∞ . As a consequence, every Banach limit
ϕ :∞ → R veriﬁes that ϕ|c = lim, that is, if (xn)n∈N is a convergent sequence, then ϕ((xn)n∈N) = limn→∞ xn . So, Banach
limits are legitimate extensions of the limit function on c. In [13] Lorentz made use of the concept of Banach limit to
introduce the notion of “almost convergence”.
Deﬁnition 1.2. (Lorentz, 1948.) A bounded sequence (xn)n∈N ∈ ∞ is called almost convergent exactly when there exists a
number y ∈ R (called the almost limit of (xn)n∈N) such that ϕ((xn)n∈N) = y for all Banach limits ϕ :∞ → R. We will denote
it by AC limn→∞ xn = y.
In [13] Lorentz provided an intrinsic characterization of almost convergent sequences: Given a bounded sequence
(xn)n∈N ∈ ∞ and a real number y, we have that AC limn→∞ xn = y if and only if limp→∞ 1p+1
∑p
k=0 xn+k = y uniformly in
n ∈ N. Using this characterization, the authors of [7] extended the concept of almost convergence to vector-valued bounded
sequences:
Deﬁnition 1.3. (Boos and Cass, 2000.) Let X be a real normed space. Consider a sequence (xn)n∈N in X :
1. (xn)n∈N is called almost convergent exactly when there exists y ∈ X (called the almost limit of (xn)n∈N) such that
limp→∞ 1p+1
∑p
k=0 xn+k = y uniformly in n ∈ N. We will denote it by AC limn→∞ xn = y.
2. (xn)n∈N is called weakly almost convergent exactly when there exists an element y ∈ X (called the weak almost limit
of (xn)n∈N) such that AC limn→∞ f (xn) = f (y) for all f ∈ X∗ . We will denote it by ωAC limn→∞ xn = y.
In [7] it is shown that every weakly almost convergent sequence is bounded and every almost convergent sequence is
weakly almost convergent. The concept of almost convergence also makes sense in the context of series in real normed
spaces.
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∑∞
i=1 xi in X :
1.
∑∞
i=1 xi is called almost convergent exactly when there exists y ∈ X (called the almost sum of
∑∞
i=1 xi) such that
AC limn→∞
∑n
i=1 xi = y. We will denote it by AC
∑∞
i=1 xi = y.
2.
∑∞
i=1 xi is called weakly almost convergent exactly when there exists an element y ∈ X (called the weak almost sum of∑∞
i=1 xi) such that ωAC limn→∞
∑n
i=1 xi = y. We will denote it by ωAC
∑∞
i=1 xi = y.
The reader may ﬁnd easy to check that, given a series
∑∞
i=1 xi in a real normed space X and an element y ∈ X , then:
1. AC
∑∞
i=1 xi = y if and only if
lim
p→∞
(
n∑
k=1
xk + 1p + 1
p∑
k=1
(p − k + 1)xn+k
)
= y
uniformly in n ∈ N.
2. ωAC
∑∞
i=1 xi = y if and only if
lim
p→∞
(
n∑
k=1
f (xk) + 1p + 1
p∑
k=1
(p − k + 1) f (xn+k)
)
= y
uniformly in n ∈ N, for every f ∈ X∗ .
2. Banach limits (of bounded sequences)
In the ﬁrst place, notice that Banach limits are continuous linear functionals on ∞ of norm 1, as it can be easily deduced
from the paragraph right after the deﬁnition of Banach limit in [5, p. 34]. Indeed, for every (xn)n∈N ∈ ∞ we have that
inf
n∈N xn  lim infn→∞ xn  ϕ
(
(xn)n∈N
)
 limsup
n→∞
xn  sup
n∈N
xn,
that is, |ϕ((xn)n∈N)| ‖(xn)n∈N‖∞ and hence ‖ϕ‖ 1. Since ϕ(1) = 1, we have that ‖ϕ‖ = 1. Therefore, Banach limits are
norm-1 Hahn–Banach extensions of the limit function on c to ∞ .
Theorem 2.1. The set BL of all Banach limits is an ω∗-closed convex subset of S∗∞ .
We leave the details of the proof to the reader. The question now is to ﬁgure out what type of extremal structure does
the set of all Banach limits have (if any). In order to approach the latter question, we will use a geometric lemma. Before
stating it, let us recall that an element y ∈ SY is a smooth point of the unit ball BY of a real Banach space Y if there exists
only one y∗ ∈ SY ∗ such that y∗(y) = 1. We also recall that an exposed face of BY is a set of the form (y∗)−1(1) ∩ BY where
y∗ ∈ SY ∗ . If y ∈ SY , then we say that y−1(1) ∩ BY ∗ is an ω∗-exposed face of BY ∗ .
Lemma 2.1. Let X be a real Banach space. Let Y be a closed subspace of X . Consider y∗ ∈ SY ∗ and y ∈ SY with y∗(y) = 1. The
following conditions are equivalent:
1. y is a smooth point of BY .
2. The set of all norm-1 Hahn–Banach extensions of y∗ to X is the ω∗-exposed face of BX∗ given by y−1(1) ∩ BX∗ .
Proof. In the ﬁrst place, assume that y is a smooth point of BY . On the one hand, y−1(1)∩ BX∗ clearly contains all norm-1
Hahn–Banach extensions of y∗ to X . On the other hand, if x∗ ∈ y−1(1) ∩ BX∗ , then the smoothness of y in BY assures that
x∗|Y = y∗ . Conversely, assume that the set of all norm-1 Hahn–Banach extensions of y∗ to X is the ω∗-closed exposed face
of BX∗ given by y−1(1) ∩ BX∗ . If y is not a smooth point of BY , then we can ﬁnd y∗0 ∈ SY ∗ \ {y∗} such that y∗0(y) = 1. By
the Hahn–Banach Extension Theorem, y∗0 may be extended to the whole of X preserving its norm. Denote this extension
by x∗0. Observe that x∗0 ∈ y−1(1) ∩ BX∗ but x∗0|Y = y∗0 = y∗ . 
Theorem 2.2. The set HB(lim) of all norm-1 Hahn–Banach extensions of the limit function on c to ∞ is an ω∗-exposed face of B∗∞ .
Proof. It suﬃces to apply Lemma 2.1 to X := ∞ , Y := c, y∗ := lim, and y := (n−1n )n∈N . It only remains to show that y
is indeed a smooth point of Bc . In order to prove this, we can call on the well-known fact (see [5, p. 168]) that, given
a compact Hausdorff topological space K , the smooth points of BC(K ) are exactly the elements of SC(K ) that attain their
absolute maximum value on K at only one point of K . Since c = C(ω ∪ {∞}), where ω ∪ {∞} denotes the one-point
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smooth point of Bc . 
The previous result describes the extremal structure of HB(lim). We will show next that BL is actually strictly contained
in HB(lim), and therefore we will not be able to conclude that BL is an ω∗-exposed face of B∗∞ . In order to do this, we
will reconsider for the almost convergent limit function what we have done in this section for the limit function.
Remark 2.1. Given a real normed space X , the set of all almost convergent sequences will be denoted by ac(X) (or simply ac
if X = R), and the set of all almost convergent sequences to 0 will be denoted by ac0(X) (again, if X = R, then ac0(X) will
be denoted by ac0). It can be easily checked that the almost limit function AC lim is a norm-1 continuous linear functional
on ac that extends the limit function (it only suﬃces to notice that if (xn)n∈N ∈ ac(X), then ‖AC limn→∞ xn‖ ‖(xn)n∈N‖∞).
Thus, the following chain of inclusions holds:
BL ⊆ HB(AC lim) ⊆ HB(lim).
Lemma 2.2. Let X be a real normed space. Then:
1. If (zn)n∈N ∈ ∞(X), then (zn+1 − zn)n∈N ∈ ac0(X).
2. If (an)n∈N ∈ ac0(X) is such that∑∞i=1 ai has bounded partial sums, then there exists (zn)n∈N ∈ ∞(X) such that zn+1 − zn = an
for all n ∈ N.
Proof. Simply observe that:
1. For all n, p ∈ N we have∥∥∥∥
∑p
k=0(zn+1+k − zn+k)
p + 1
∥∥∥∥=
∥∥∥∥ zn+1+p − znp + 1
∥∥∥∥ 2‖(zn)n∈N‖∞p + 1 .
2. Choose any z1 ∈ X and necessarily deﬁne
zn+1 := z1 +
n∑
i=1
ai
for all n ∈ N. 
Lemma 2.3. For every 0 < ε < δ there exists a sequence (xn)n∈N ∈ ∞ such that:
1. ‖(xn)n∈N‖∞ = δ + ε.
2. (xn)n∈N has inﬁnitely many positive terms and inﬁnitely many negative terms.
3. AC limn→∞ xn = ε.
Proof. Let (zn)n∈N ∈ ∞ be the sequence(
δ
2
,
−δ
2
,
δ
2
,
−δ
2
, . . .
)
.
Take (un)n∈N ∈ ∞ to be the sequence (zn+1 − zn)n∈N , that is, the sequence
(−δ, δ,−δ, δ, . . .).
Note that by Lemma 2.2, (un)n∈N ∈ ac0. Finally, the desired sequence (xn)n∈N will be
(−δ + ε, δ + ε,−δ + ε, δ + ε, . . .). 
Theorem 2.3. BL = HB(AC lim)  HB(lim).
Proof. 1. Let ψ ∈ S∗∞ be a norm-1 Hahn–Banach extension of the almost limit function on ac to ∞ . All we need to show
is that ψ veriﬁes conditions 2 and 3 in Deﬁnition 1.1. Let (xn)n∈N ∈ ∞ . By Lemma 2.2 we have that (xn+1 − xn)n∈N ∈ ac0,
therefore ψ((xn+1 − xn)n∈N) = 0, that is, ψ is invariant under the shift operator on ∞ . Finally, let (xn)n∈N ∈ S∞ such that
xn  0 for all n ∈ N. We have that
1= ψ(1) = ψ((1− xn)n∈N)+ ψ((xn)n∈N) 1+ ψ((xn)n∈N),
so ψ((xn)n∈N) 0.
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many positive terms and inﬁnitely many negative terms, and
0 < AC lim
n→∞ xn <
∥∥(xn)n∈N∥∥∞.
Deﬁne the linear function:
ϕ : c ⊕ R(xn)n∈N → R,
(cn)n∈N + λ(xn)n∈N → ϕ
(
(cn + λxn)n∈N
) := lim
n→∞ cn.
We will show now that ϕ is continuous and has norm 1. Let (cn)n∈N ∈ c and λ ∈ R. We may assume without loss of
generality that limn→∞ cn  0. If λ 0, then there exists a subsequence (xnk )k∈N of (xn)n∈N of positive terms. Therefore∣∣ϕ((cn + λxn)n∈N)∣∣= lim
n→∞ cn
= lim
k→∞
cnk
 lim
k→∞
cnk + λxnk
 sup
{|cnk + λxnk |: k ∈ N}

∥∥(cn + λxn)n∈N∥∥∞.
If λ 0, we apply a similar reasoning by considering a subsequence (xnk )k∈N of (xn)n∈N of negative terms. Next, ϕ|c = lim,
therefore ‖ϕ‖ = 1. Finally, in accordance with the Hahn–Banach Extension Theorem, ϕ may be extended linearly, continu-
ously, and preserving its norm to the whole of ∞ . To simplify, we will keep denoting this extension by ϕ . By construction,
ϕ
(
(xn)n∈N
)= 0 < AC lim
n→∞ xn,
thus ϕ|ac = AC lim. 
To ﬁnish this section, let us mention that it would be interesting to ﬁnd a generalization of the concept of Banach limit
for vector-valued bounded sequences. In other words, if X is a real Banach space, then we wonder whether there exists
a family, which could be denoted by BL(X), of norm-1 continuous linear functionals ϕ :∞(X) → X such that a bounded
sequence (xn)n∈N ∈ ∞(X) is almost convergent to y ∈ X if and only if ϕ((xn)n∈N) = y for all ϕ ∈ BL(X). Likewise, we could
ask about the existence of BLω(X), that is, a family of norm-1 continuous linear functionals ϕ :∞(X) → X such that a
bounded sequence (xn)n∈N ∈ ∞(X) is weakly almost convergent to y ∈ X if and only if ϕ((xn)n∈N) = y for all ϕ ∈ BLω(X).
3. Spaces of almost summable vector-valued sequences
Within the following lines we will consider real Banach spaces unless we explicitly say otherwise. Our next step is to
deﬁne spaces of almost summable vector-valued sequences.
Deﬁnition 3.1. Let S be a vector subspace of ∞ containing c0 and consider a real Banach space X . We deﬁne the following
spaces:
1. X(S,AC) = {(xi)i∈N ∈ XN: AC∑∞i=1 aixi exists if (ai)i∈N ∈ S}.
2. Xω(S,AC) = {(xi)i∈N ∈ XN: ωAC∑∞i=1 aixi exists if (ai)i∈N ∈ S}.
Remark 3.1. The reader may immediately notice that, given a vector subspace S of ∞ containing c0 and a real Banach
space X , we have that
X(∞) ⊂ X(S,AC) ⊂ X(c0).
On the other hand, in [1] it is shown that a series
∑∞
i=1 xi is wuC if and only if ωAC
∑∞
i=1 aixi exists for each (ai)i∈N ∈ c0.
In other words, Xω(S,AC) ⊂ X(c0). Therefore, it makes sense to consider on both spaces X(S,AC) and Xω(S,AC) the norm
given in (1). Finally, we have that
X(∞) ⊂ X(S,AC) ⊂ Xω(S,AC) ⊂ X(c0).
Our next step is aimed at proving the completeness of X(S,AC) and Xω(S,AC) when endowed with the norm given
in (1).
Theorem 3.1. Let X be a real Banach space and S a vector subspace of ∞ containing c0 . The spaces X(S,AC) and Xω(S,AC) are
complete endowed with the norm given in (1).
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in X(c0)). The completeness of X(S,AC) may be proved in a similar way. Let (xn)n∈N be a sequence in Xω(S,AC) for
which there exists x0 ∈ X(c0) such that limn→∞‖xn − x0‖ = 0. Fix a = (ai)i∈N ∈ S \ {0} and n ∈ N. There exists xn ∈ X such
that for every f ∈ X∗
lim
i→∞
( j∑
k=1
ak f
(
xnk
)+ 1
i + 1
i∑
k=1
(i − k + 1)a j+k f
(
xnj+k
))= f (xn)
uniformly in j ∈ N. We will show now that (xn)n∈N is a Cauchy sequence. Given ε > 0, there must exist n0 ∈ N such that if
p,q n0, then ‖xp − xq‖ ε3‖a‖ . If p,q n0 are ﬁxed, then a functional f ∈ SX∗ can be found such that
‖xp − xq‖ =
∣∣ f (xp) − f (xq)∣∣.
Besides, there exists i ∈ N such that∣∣∣∣∣ f (xp) −
( j∑
k=1
ak f
(
xpk
)+ 1
i + 1
i∑
k=1
(i − k + 1)a j+k f
(
xpj+k
))∣∣∣∣∣< ε3 (2)
and ∣∣∣∣∣ f (xq) −
( j∑
k=1
ak f
(
xqk
)+ 1
i + 1
i∑
k=1
(i − k + 1)a j+k f
(
xqj+k
))∣∣∣∣∣< ε3 (3)
are satisﬁed for every j ∈ N. Thus
‖xp − xq‖ =
∣∣ f (xp) − f (xq)∣∣
 (2) + (3) +
∣∣∣∣∣
j∑
k=1
ak f
(
xpk − xqk
)+ 1
i + 1
i∑
k=1
(i − k + 1)a j+k f
(
xpj+k − xqj+k
)∣∣∣∣∣
 ε
3
+ ε
3
+ ∥∥xp − xq∥∥‖a‖
 ε.
Since X is complete, there exists x0 ∈ X such that limn→∞‖xn − x0‖ = 0. Now, ﬁx f ∈ X∗ \ {0} and ε > 0. There exists n ∈ N
such that∥∥xn − x0∥∥< ε
3‖a‖‖ f ‖ and ‖xn − x0‖ <
ε
3‖ f ‖ .
On the other hand, there exists i0 ∈ N such that if i  i0, then∣∣∣∣∣
( j∑
k=1
ak f
(
xnk
)+ 1
i + 1
i∑
k=1
(i − k + 1)a j+k f
(
xnj+k
))− f (xn)
∣∣∣∣∣< ε3
for every j ∈ N. Finally, we conclude that∣∣∣∣∣
( j∑
k=1
ak f
(
x0k
)+ 1
i + 1
i∑
k=1
(i − k + 1)a j+k f
(
x0j+k
))− f (x0)
∣∣∣∣∣

∣∣∣∣∣
j∑
k=1
ak f
(
x0k − xnk
)+ 1
i + 1
i∑
k=1
(i − k + 1)a j+k f
(
x0j+k − xnj+k
)∣∣∣∣∣
+
∣∣∣∣∣
( j∑
k=1
ak f
(
xnk
)+ 1
i + 1
i∑
k=1
(i − k + 1)a j+k f
(
xnj+k
))− f (xn)
∣∣∣∣∣+
∣∣ f (xn) − f (x0)∣∣

∥∥xn − x0∥∥‖a‖‖ f ‖ + ε
3
+ ‖ f ‖‖xn − x0‖
 ε
for each j ∈ N. In other words, ωAC∑∞i=1 aix0i = x0 and hence x0 ∈ Xω(S,AC). 
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1. If x = (xi)i∈N ∈ X(S,AC), then the linear map σx :S → X given by σx(a = (ai)i∈N) := AC∑∞i=1 aixi is continuous.
2. If x = (xi)i∈N ∈ Xω(S,AC), then the linear map αx :S → X given by αx(a = (ai)i∈N) := ωAC∑∞i=1 aixi is continuous.
Proof. Again, we will only prove the continuity of αx . The continuity of σx may be proved in a similar way. Suppose that
a = (ai)i∈N ∈ S . There exists f ∈ SX∗ such that ‖αx(a)‖ = | f (x0)|. On the other hand,∣∣∣∣∣AC
∞∑
k=1
ai f (xi)
∣∣∣∣∣= limi→∞
∣∣∣∣∣
j∑
k=1
ak f (xk) + 1i + 1
i∑
k=1
(i − k + 1)ak+ j f (xk+ j)
∣∣∣∣∣
uniformly in j ∈ N. Now, if i, j ∈ N, then∣∣∣∣∣
j∑
k=1
ak f (xk) + 1i + 1
i∑
k=1
(i − k + 1)ak+ j f (xk+ j)
∣∣∣∣∣ ‖x‖‖a‖.
That is, ‖αx(a)‖ ‖x‖‖a‖ and αx is continuous. 
4. Uniform almost convergence
Recall (see [3]) that a vector subspace M of the dual X∗∗ of a real Banach space X is called an M-Grothendieck space if
every sequence in X∗ which is σ(X∗, X) convergent is also σ(X∗,M) convergent. Also, X is said to be Grothendieck if it is
X∗∗-Grothendieck.
Remark 4.1. Let S be a vector subspace of ∞ containing c0. Note that ∞ can be identiﬁed with a vector subspace of S∗∗ .
Indeed, if we consider the inclusion map
I : c0 → S,
then the corresponding bidual map is an isometry from c∗∗0 ≡ ∞ into S∗∗ . Therefore, we can identify a bounded sequence
(a j) j∈N ∈ ∞ with the map
S∗ → R,
g →
∞∑
j=1
a j g
(
e j
)
,
where (e j) stands for the canonical c0-basis. As a consequence, it makes sense to ask whether S is ∞-Grothendieck.
In the following results we deduce the existence of uniform almost convergence from certain situations of pointwise
almost convergence. As a consequence, we obtain Hahn–Schur Theorem-like results that generalize other results of uniform
convergence of sequences in X(∞) and in X(c0) that appear in [2–4,8,15]. Even more, by making use of any regular matrix
summability methods (cf. [2, Theorems 3.3 and 3.5]) we show that Hahn–Schur Theorem-like results for sequences in X(c0)
remain valid for other generalizations of the concept of convergence, for instance, the Banach–Lorentz almost convergence,
even though this type of convergence is not representable by a matrix summability method.
Theorem 4.1. Let X be a real Banach space. Let S be a vector subspace of ∞ containing c0 and assume that S is ∞-Grothendieck. Let
(xn)n∈N be a sequence in X(c0). If for each a = (ai)i∈N ∈ S we have that limn→∞ ωAC∑∞i=1 aixni exists, then there exists x0 ∈ X(c0)
such that limn→∞‖xn − x0‖ = 0 in X(c0).
Proof. Assume that (xn)n∈N is not a Cauchy sequence in X(c0). We will reach a contradiction. Let ε > 0 and consider a
strictly increasing sequence (nk)k∈N of natural numbers verifying that ‖zk‖ > ε for all k ∈ N where zk := xnk − xnk+1 . Fix an
arbitrary k ∈ N. Be aware of the existence of fk ∈ BX∗ such that ∑∞j=1 | fk(zkj)| > ε. On the other hand, for each k ∈ N we
will consider the continuous linear map from Proposition 3.1(2) given by
αzk :S → X,
(ai)i∈N → αk
(
(ai)i∈N
)= ωAC ∞∑ai zki .
i=1
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lim
k→∞
αk
(
(ai)i∈N
)= lim
k→∞
ωAC
∞∑
i=1
aix
nk
i − limk→∞ωAC
∞∑
i=1
aix
nk+1
i = 0
for all (ai)i∈N ∈ S . It follows that ( fk ◦ αk)k∈N is a sequence in S∗ which is ω∗ convergent to zero. By hypothesis, it will be
σ(S∗, ∞) convergent to zero. Equivalently
lim
k→∞
( fk ◦ αk)
(
(ai)i∈N
)= 0
for each (ai)i∈N ∈ ∞ . Hence, and bearing in mind Remark 4.1, we have that
lim
k→∞
∞∑
j=1
a j( fk ◦ αk)
(
e j
)= lim
k→∞
∞∑
j=1
a j fk
(
zkj
)= 0
for all (ai)i∈N ∈ ∞ . Therefore (( fk(zkj)) j∈N)k∈N is a sequence in 1 which is ω convergent to 0. In accordance with the
Classical Schur Theorem, we deduce that (( fk(zkj)) j∈N)k∈N is convergent to 0 in the norm of 1. However, the latter assertion
contradicts the fact that
∑∞
j=1 | fk(zkj)| > ε for every k ∈ N. 
Before stating the last of the main results in this manuscript, we would like to point out that the previous theorem is still
valid if we change almost convergence for weak almost convergence. Also, the previous theorem generalizes Theorem 1.1
and some other results in [2–4,8] for sequences in X(c0) by means of (weak) almost convergence summability methods.
Remark 4.2.
1. Recall (see [10] or [14]) that if F is a σ -Boolean algebra, then the following theorems hold for F :
(a) Vitali–Hahn–Saks (VHS). A sequence (μn)n∈N in B(F)∗ , such that (μn(A))n∈N converges for every A ∈ F , is uni-
formly strongly additive.
(b) Grothendieck (G). A sequence (μn)n∈N in B(F)∗ , that converges weakly-star, converges weakly. In other words,
B(F) is a Grothendieck space.
(c) Nikodym (N). A family M ⊆ B(F)∗ , such that {μ(A): μ ∈ M} is bounded for every A ∈ F , is uniformly bounded.
In other words, Bs(F) is barreled.
In the three theorems above B(F) stands for the Banach space of bounded, F -measurable, real-valued functions
equipped with the sup norm; Bs(F) denotes the dense subspace of B(F) consisting of all simple functions. Observe
(see [14]) that B(F)∗ may be represented as the space of all real-valued ﬁnitely additive measures on F with bounded
variation norm (note that a real-valued measure has bounded variation norm if and only if it is bounded). Following
Schachermayer (see [14]), we will say that a Boolean algebra F veriﬁes the properties VHS, N, or G if the corresponding
theorem holds on F . According to Schachermayer (see [14]), Diestel, Faires, and Huff prove in 1976 that a Boolean alge-
bra has VHS if and only if it has N and G (see [9]). On the other hand, if F is a Boolean algebra, then the properties N
and G can be reformulated in terms of the Stone space T of F as follows:
(a) F enjoys N if and only if C0(T ), the subspace of C(T ) of all ﬁnite-valued functions, is barreled.
(b) F enjoys G if and only if C(T ) is a Grothendieck space.
Indeed, B(F) may be naturally identiﬁed with C(T ). This identiﬁcation makes Bs(F) correspond to C0(T ).
2. By φ(N) we intend to denote the Boolean sub-algebra of P(N) consisting of the ﬁnite/coﬁnite subsets of N. As in [3] we
will say that a Boolean sub-algebra F of P(N) is a natural Boolean algebra if φ(N) ⊆ F . If we let T stand for the Stone
space of a natural Boolean algebra F , then C(T ) may be linearly and isometrically identiﬁed with a closed subspace
of ∞ containing c0 in virtue of [14].
3. There exists a non-reﬂexive Grothendieck closed subspace of ∞ containing c0 but failing to have a copy of ∞ . To
show this, we remind the reader that Haydon (see [12]) constructs, by using transﬁnite induction, a natural Boolean
algebra F containing {{i}: i ∈ N} and such that the corresponding C(T ), when identiﬁed with a closed subspace of ∞
containing c0, is Grothendieck and fails to have a copy of ∞ .
In the next theorem we obtain a suﬃcient condition for the convergence of sequences in X(c0) by means of the point-
wise convergence of almost sums in a natural Boolean algebra.
Theorem 4.2. Let X be a real Banach space and consider a sequence (xn)n∈N in X(c0). Let F be a natural Boolean algebra with the
Vitali–Hahn–Saks Property. If limn→∞ ωAC
∑
i∈B xni exists for each B ∈ F , then there exists x0 ∈ X(c0) satisfying that limn→∞‖xn −
x0‖ = 0 in X(c0).
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Remark 4.2(2) we can identify C(T ) linearly and isometrically with a closed subspace S of ∞ containing c0. Obviously,
S will be Grothendieck. For each natural n, we deﬁne the map
σn :S → X,
a = (ai)i∈N → σn(a) = ωAC
∞∑
i=1
aixi,
and will denote by σ 0n to the corresponding restriction of σn to S0, where S0 stands for the subspace of S composed of all
ﬁnite-valued sequences. Now, if b ∈ S0, then limn→∞ ωAC∑∞i=1 bixni exists. However, S0 is barreled (because S0 corresponds
to C0(T ) in the previous identiﬁcation), so there exists H > 0 such that ‖σn‖ = ‖σ 0n ‖ < H for all n ∈ N. Next, due to the
density of S0 in S , we deduce that limn→∞ ωAC
∑∞
i=1 aixni exists for all a = (ai)i∈N ∈ S . From the previous theorem, it
follows that an x0 ∈ X(c0) exists satisfying that limn→∞‖xn − x0‖ = 0 in X(c0). 
Finally, we obtain the following corollary, the details of its proof are left to the reader.
Corollary 4.1. Let X be a real Banach space and consider a vector subspace S of ∞ containing c0 . Assume that S is ∞-Grothendieck.
Let (xn)n∈N be a sequence in Xω(S,AC). Then (xn)n∈N is convergent in Xω(S,AC) if and only if limn→∞ ωAC
∑∞
i=1 aixni exists for
each (ai)i∈N ∈ S .
5. Problems
To ﬁnish this manuscript, we propose a list of open problems:
1. Given a real Banach space X , can we ﬁnd BL(X) or BLω(X)?
2. Does there exist any non-∞-Grothendieck subspace S of ∞ containing c0 for which Theorem 4.1 remains valid?
3. Is Corollary 4.1 true when S is not ∞-Grothendieck?
4. Let X be a real Banach space. Consider
L = {S subspace of ∞: c0 ⊂ S and X(S,AC) = X(∞)}
and R =⋂S∈L S:
(a) Is R the least subspace of ∞ containing c0 such that X(R) = X(∞)?
(b) Does X have a copy of c0 if and only if R = c0?
(c) How can R be characterized?
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