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Fungsi distribusi  eksponensial tergeneral mempunyai bentuk kurva yang spesifik, kurva naik 
dari nol mencapai  titik maksimum kemudian turun dan pada saat tertentu relatif konstan 
mendekati nol. Fungsi ini dapat dipergunakan untuk menggambarkan model kurva 
pertumbuhan. Untuk mendapatkan estimasi parameter model yang memenuhi kriteria tertentu 
yang ditetapkan sebelum pengamatan dilakukan diperlukan rancangan yang optimal. Kriteria D-
optimal merupakan kriteria optimal dengan tujuan meminimumkan variansi dari estimator 
parameter dalam model. Dalam makalah ini akan dibahas rancangan D-optimal  untuk regresi 
eksponensial tergeneral tiga parameter dengan galat bersifat homoskedastik. Penentuan titik-
titik rancangan untuk D-optimal  pada model nonlinear dipengaruhi oleh harga parameter dalam 
model, sehingga diperlukan informasi prior tentang harga dari parameter tersebut. Penentuan 
titik-titik rancangan tersebut dengan cara memaksimumkan determinan matriks informasi, 
dalam makalah ini dilakukan secara simulasi numeris dengan metode Modifikasi Newton 
(Modified Newton).  Sedangkan rancangan yang digunakan adalah rancangan minimally 
supported. 




Rancangan percobaan (design of experiment) sangat diperlukan bagi peneliti 
yang menggunakan penelitian lapangan (laboratorium) untuk menenemukan sesuatu 
yang baru, menjawab fenomena yang berkembang ataupun memperkuat hasil temuan 
dari peneliti lain. Hal yang sangat mendasar dalam perancangan percobaan adalah 
tentang pemilihan satuan percobaan yang digunakan, perlakuan yang dicobakan dan 
bagaimana mengukur  respon (Montgomerry, 2005). 
Dalam melakukan penelitian setelah model ditetapkan, sering kali peneliti 
mempunyai masalah bagaimana memilih level (titik rancangan / design point) yang 
harus dicobakan sehingga memenuhi kriteria optimal yang diinginkan. Dalam makalah 
ini digunakan kriteria keoptimalan D-optimal. Kriteria D-optimal adalah kriteria 
keoptimalan dengan tujuan meminimalkan variansi dari penduga parameter sehingga 
diharapkan parameter dalam model akan signifikan.  
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Fungsi distribusi  eksponensial tergeneral mempunyai bentuk kurva yang 
spesifik, kurva naik dari nol mencapai  titik maksimum kemudian turun dan pada saat 
tertentu relatif konstan mendekati nol. Fungsi ini dapat dipergunakan untuk 
menggambarkan model kurva pertumbuhan. Gupta and Kundu (1999) memperkenalkan 
distribusi eksponensial tergeneral (Generalized Exponential / GE) sebagai alternatif dari 
distribusi Gamma atau Weibull. Fungsi distribusi dari eksponensial tergeneral adalah : 
                   
   
                                                    (1) 
dengan   merupakan parameter bentuk dan   merupakan parameter skala. Kurva dari 
fungsi eksponensial tergeneral ini sangat spesifik berbentuk unimodal dengan 
maksimum terjadi pada    
     
 
 . 
Smith (1918) memperkenalkan rancangan optimal (optimal design) yang 
diaplikasikan pada model regresi polinomial derajat 6 dengan satu peubah faktor (x) 
untuk nilai x antara -1 dan 1. Dalam hal ini diasumsikan residual bersifat independen, 
berdistribusi identik dan aditif sehingga metode estimasi menggunakan metode kuadrat 
terkecil (Ordinary Least Square / OLS). Hasil yang dikemukakan Smith ini tidak 
memiliki banyak dampak secara langsung.    
Wald (1943) kemudian mengenalkan tentang kriteria D-optimal yang diterapkan 
pada rancangan bujur sangkar latin. Kriteria D-optimal ini diperoleh dengan cara 
memaksimumkan determinan dari matriks informasi. De la Garza (1954) menyatakan 
bahwa untuk menyusun matriks informasi dari model polinomial derajat p diperlukan 
p+1 titik rancangan termasuk dua titik batas daerah definisi dari x yaitu -1 dan 1. Kiefer 
and Wolfowitz (1960) menemukan bahwa G-optimal dan D-optimal adalah ekuivalen. 
Teorema ini dikenal dengan Teorema Equivalensi, dan teorema ini akan digunakan 
dalam membuktikan bahwa titik-titik rancangan yang ditetapkan merupakan rancangan 
D-optimal. Rancangan D-optimal ini juga sangat tergantung dari model yang 
digunakan. Pada model linear penentuan rancangan D-optimal lebih sederhana dari pada 
model nonlinear. Hal ini disebabkan matiks informasi pada model nonlinear 
mengandung nilai parameter yang tidak diketahui sehingga diperlukan informasi 
tentang nilai parameter tersebut. 
Pada awalnya rancangan  D-optimal diterapkan untuk model linear khususnya 
model regresi polinomial. Pada kasus homoskedastik (residual mempunyai variansi 
konstan) telah diteliti diantaranya pada kasus  regresi kuadratik oleh Imhof  et al (2000) 
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, dalam penelitiannya proporsi dari tiga titik rancangan yang diambil tidak semua sama. 
Regresi derajat tiga dengan koefisien random diteliti oleh  Luoma et al (2007),  dalam 
penelitiannya ini parameter dipandang sebagai variabel random. Boon (2007) 
menggunakan cara exact dan numeris untuk menentukan rancangan D-optimal dari 
polinomial derajat tiga, menggunakan empat titik rancangan dengan proporsi setiap titik 
rancangan diambil sama. Regresi polinomial derajat n secara umum telah diteliti (Dette 
and Tobias (2000); Fang (2000); Atkinson et al (2007)). Pada dasarnya menggunakan 
rancangan yang bersifat minimally supported dengan proporsi setiap titik rancanga 
diambil sama. Atkinson et al (2007) menekankan penentuan titik rancangan 
menggunakan turunan pertama dari polinomial Legendre dengan derajat n. Sedangkan 
untuk kasus heteroskedastik (residual mempunyai variansi tidak konstan) penentuan 
rancangan D-optimal dengan menggunakan fungsi bobot. Beberapa peneliti 
menggunakan fungsi bobot yang berbeda beda. Huang et al (1995) menggunakan fungsi 
bobot dengan bentuk kuadrat dari peubah faktor. Chang and Lin (1997) menggunakan 
fungsi bobot dengan bentuk pangkat positif dan bentuk fungsi eksponensial. Antille et 
al (2003) menggunakan fungsi bobot dengan bentuk arc tg dan eksponensial. Dette and 
Trampisch (2010) menggunakan fungsi bobot yang sangat kompleks dan rumit. 
Widiharih dkk (2013a) mengaplikasikan tiga macam fungsi bobot dari Hoel (1958) 
dalam Antille et al (2003) dan diterapkan untuk regresi polinomial derajat tiga. 
Rancangan D-optimal untuk model regresi eksponensial juga telah banyak 
diteliti baik pada kasus homoskedastik maupun kasus heteroskedastik. Model yang 
digunakan berbeda-beda dengan penerapan yang berbeda pula. Pada kasus 
homoskedatik Imhof (2001) mengembangkan model  yang merupakan bentuk perkalian 
antara bentuk eksponensial dengan polinomial derajat n. Hans and Chaloner (2003) 
menggunakan model eksponensial yang diaplikasikan pada bidang pharmakokinetik dan 
model logaritma dari model  eksponensial yang diaplikasikan pada plasma HIV RNA. 
Dette et al (2006) menggunakan empat macam model eksponensial , model pertama  
diaplikasikan pada bidang pertanian dan disebut model Mitscherlichs growth, model 
kedua dan ketiga diaplikasikan untuk analisis pertumbuhan kacang-kacangan dan model 
keempat diaplikasikan pada bidang pharmakokinetik. Atkinson (2008) menggunakan 
model bentuk eksponensial yang diaplikasikan pada bidang kesehatan yaitu  
menentukan konsentrasi obat dalam darah. Widiharih dkk (2012) menggunakan model 
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eksponensial dengan mean terboboti, yang dapat diaplikasikan pada pertumbuhan 
populasi gulma disekitar kelapa sawit dengan respon berupa prosentase (berapa presen 
gulma yang masih hidup bila diberi perlakuan penyemprotan dengan dosis dan obat 
tertentu).  
Widiharih et al (2013b) mengembangkan model eksponensial dengan mean 
terboboti ke model eksponensial terboboti (weigted exponential model) dengan dua 
parameter dan model eksponensial tergeneral (generalized exponential model) dengan 
dua parameter. Kedua model ini digunakan untuk menggambarkan kurva pertumbuhan 
dengan bentuk yang spesifik, yaitu respon berupa prosentase dan bentuk  kurva 
menggambarkan pola pertumbuhan yang naik mencapai puncak (di titik maksimum) 
kemudian turun dan pada waktu tertentu relatif konstan mendekati nol.  
Rancangan D-optimal untuk kurva pertumbuhan telah banyak diteliti. Chang and 
Lay (2002) menggunakan model polinomial. Dette and Pepelyshev (2008) 
menggunakan kurva pertumbuhan berbentuk sigmoidal dengan empat macam model 
yaitu model regresi eksponensial, regresi Weibull, regresi Logistik dan regresi Richard. 
Model kurva pertumbuhan yang lain diteliti oleh Li and Balakrishnan (2011) untuk 
menggambarkan model tumor regrowth yaitu model double exponential regrowth dan 
model LINEX regrowth. Sedangkan kurva pertumbuhan berbentu huruf S telah diteliti 
oleh Li (2011) dengan menggunakan fungsi Gompertz. 
Berdasarkan model (1) dalam makalah ini akan dibahas rancangan D-optimal 
untuk model eksponensial tergeneral dengan tiga parameter dengan bentuk :  
                                                                           (2) 
Untuk menentukan rancangan D-optimal model (2) dengan cara 
memaksimumkan matriks informasi dengan menggunakan metode Modifikasi Newton 
(Modified Newton). 
 
2. Rancangan D-optimal Untuk Regresi Eksponensial Tergeneral Tiga Parameter. 
Rancangan dengan  p  buah titik rancangan dinotasikan dengan : 
   
        
        
                                                  (3) 




   : banyaknya ulangan untuk titik rancangan    
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n  : banyaknya pengamatan  dan      
 
    
 
   
 
       
 
Untuk menunjukkan rancangan   seperti pada persamaan (3) merupakan rancangan D-
optimal untuk model nonlinear           , langkah pertama yang dilakukan adalah 
melinearkan. Salah satu cara yang digunakan adalah menggunakan ekspansi deret 
Taylor disekitar titik                    sebagai berikut : 
                        
       
   
                  
       
   
   
       
          
                                                                                        (4) 
dengan :     
      
       
   
 
       
   
   
       
   
 
 
      
Secara umum persamaan (4) dapat dinyatakan sebagai : 
                                                                                                    (5) 
dengan :           
        
   
 
        
   
   
       




Matriks informasi adalah : 
        
 
         
                                                                    (6) 
merupakan matriks simetri berukuran  kxk  dengan k  adalah banyaknya parameter 
dalam model. Fungsi dispersi (variansi terstandar) yang bersesuaian dengan  rancangan   
  adalah : 
                                                                               (7) 
Dalam matriks informasi      seperti pada persamaan (6) masih mengandung 
parameter dalam model yang nilainya belum diketahui, sehingga diperlukan informasi 
awal tentang harga dari parameter tersebut. Untuk menunjukkan rancangan   seperti 
pada persamaan (5) merupakan rancangan D-optimal dengan membuktikan bahwa : 
                                                                               (8) 
Model regresi eksponensial tergeneral dengan tiga parameter seperti persamaan (2) 
mempunyai bentuk kurva yang spesifik. Grafik dari model  eksponensial tergeneral 
untuk beberapa nilai   dengan      dan      seperti pada gambar 1 berikut : 
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Gambar 1. Model Fungsi Eksponensial Tergenaral Tiga Parameter.  
 
Berdasar Gambar 1, terlihat fungsi naik dari nol mencapai titik maksimum kemudian 
turun, setelah  x=10  relatif konstan mendekati nol. 
Bila Persamaan (2) dibawa seperti pada Persamaan (5) diperoleh : 
      
          
  
 
          
  
 





dengan :                           . 
           
  
                                     
          
  
                           )  
           
  
                
Model regresi nonlinear yang digunakan disini dengan tiga parameter sehingga bila 
digunakan rancangan  minimally supported diperlukan tiga titik rancangan dengan 
ulangan sama.  
   







                                                           (9)        
Matriks informasi yang sesuai dengan rancangan   pada Persamaan (9) adalah : 




         
                                                                                                          
Matriks informasi seperti Persamaan (10) masih mengandung parameter yang tidak 
diketahui, sehingga determinannya juga mengandung parameter yang tidak diketahui. 
Jika dipunyai informasi awal tentang harga dari parameter maka dapat ditentukan titik-

















grafik untuk beberapa nilai beta dengan alpha=0.5 dan gamma=4
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Memaksimumkan determinan matriks informasi Persamaan (10) menggunakan metode 
Modified Newton sebagai berikut: 
1. Tentukan titik awal      dan pilih toleransi  ε  untuk menghentikan proses iterasi. 
2. Hitung    
   
 
        
   
              dan           
        




    .  dengan 
           .  Jika        ε    iterasi selesai, selain itu iterasi dilanjutkan.  
3. Hitung matriks Hessian       pada titik      . 
4.  Hitung             
  
     
5. Hitung                 
   , dengan    dipilih dengan meminimumkan  
 g          
     
6. Ambil k=k+1 dan kembali ke langkah 2. 
Untuk beberapa nilai informasi awal dari     dan   diperoleh titik-titik rancangan 
seperti Tabel 1 berikut. 
 
Tabel 1. Titik-titik Rancangan Untuk Beberapa Nilai     dan   
      
Daerah 
Rancangan 
        
1 1 10 [0 , 5] 0.31412882 1.130678306 2.752250913 
   [0.25 , 2.8] 0.31412882 1.130678306 2.752250913 
   [0.35 , 5] 0.35 1.154403786 2.774594929 
   [0.25 , 2.5] 0.30501346 1.087094571 2.5 
   [0.35, 2.5 0.35 1.112276133 2.5 
0.05 0.025 25 [0, 75] 7.50533979 26.68191456 63.40422563 
   [7,65] 7.50533962 26.68191444 63.40422637 
   [7.6 , 65] 7.6 26.74385131 63.46255489 
   [7, 60] 7.37173168 26.06780995 60 
   [8,55] 8 25.51818419 55 
0.04 0.065 15 [0,80] 6.53663038 23.94447344 60.38407079 
   [6,65] 6.53663038 23.94447344 60.38407079 
   [7,75] 7 24.24959561 60.6724628 
   [5,60] 6.52597912 23.88984373 60 
   [7.5,55] 7.5 23.75715386 55 
 
Berdasarkan simulasi pada Tabel 1, untuk daerah rancangan [0, b], (dengan   dipilih 
sehingga f mendekati  0),  mempunyai titik rancangan :            , untuk beberapa 
daerah rancangan membentuk pola sebagai berikut: 
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 Jika diambil daerah rancangan [a, c] dengan a<   dan         maka 
mempunyai titik rancangan :             
 Jika diambil daerah rancangan [a, c] dengan            dan         
maka mempunyai titik rancangan :          
 
  
 Jika diambil daerah rancangan [a, c] dengan a <   dan c <   maka mempunyai 
titik rancangan :       
 
    
 Jika diambil daerah rancangan [a, c] dengan           dan c <   maka 
mempunyai titik rancangan : α        
Scater plot dari titik-titik rancangan untuk        dan     pada beberapa nilai   
seperti pada Gambar 2. 
 
Gambar 2. Scaterplot Titik-titik Rancangan        dan     Pada Beberapa Nilai   
 
Berdasar Gambar 2, terlihat jika nilai    kecil maka jarak titik     dan     kecil. 
Sedangkan scater plot dari titik-titik rancangan untuk         dan     pada 
beberapa nilai    seperti pada Gambar 3. 
 
Gambar 3. Scaterplot Titik-titik Rancangan        dan     Pada Beberapa Nilai    
Berdasar Gambar 3 rancangan D-optimal sensitif untuk nilai    yang kecil. 
 
3.  Kesimpulan 
Dalam menentukan rancangan optimal peran peneliti sangat penting terutama 
































Scatterplot  x1, x2, x3   untuk β=1.5 dan  λ=4 pada beberapa nilai α
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pola hubungan antara variabel faktor dan variabel respon yang akan dibangun. Pada 
model nonlinear diperlukan informasi awal tentang nilai parameter dalam model. 
Memaksimumkan determinan matriks informasi pada model eksponensial tergeneral ini 
mempunyai bentuk yang tidak closed form sehingga dilakukan dengan cara numeris 
menggunakan metode Modifikasi Newton. 
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