Let g(n, m) denote the maximal number of distinct rows in any (0, 1)-matrix with n columns, rank < n -1, and all row sums equal to m. This paper determines g(n, m) in all cases:
Introduction
Let g(n, m) denote the maximal number of distinct rows in any (0, l)-matrix with n columns, rank < n -1 (over any field of characteristic zero), and all row sums equal to m. In a recent paper Longstaff [1] determined g(n, m) for 1 < m < Vn -2 and n -Vn -2 < m < n -1. The purpose of this note is to present a different method that determines g(m, ri) completely. (Note that Results of the above type have applications in certain combinatorial problems. For example, suppose that each element j of an /i-element set {1, . . . , n) has associated to it a real (or complex) number x Jf and that there is a family F of m-element subsets of {1, . . . , « } and a constant c such that 2 Xj : = c for all A G F.
What can we conclude about the x y ? There is always the trivial solution Xj = c/m for ally. If |F| > g(n, m), then this is the unique solution.
The restriction in the definition of g(n, m) that the rank be < n -1 over a field of characteristic zero (ranks of (0, l)-matrices are the same over all such fields) is essential, since if the characteristic is positive and divides k, all the ( n k ) vectors containing exactly k l's span a subspace of dimension n -1. It should be possible to extend the method of this note to obtain results for non-zero characteristics which do not divide k. Also, it should be possible to extend Theorem 1 to cover the case where the rank of the matrix is restricted to be < n -2 for some n > 2, but such results would be much more complicated.
The basic tool in our proof will be provided by Lemma 1. That lemma also leads to an easy proof of the following result, which is of independent interest and answers a question posed by P. Frankl in connection with a problem of Erdos about set intersections. 
On the ranks of some (0, l)-matrices 195 where l n denotes the n X n identity matrix, A nr _ n some n X (r -ri) matrix, and the rows of the matrix represent the basis vectors, PROOF. Let M be an n X r matrix whose rows form a basis for V. By permuting the columns of M, if necessary, we can assume that M is of the form M = (B C), where B is a nonsingular n X n matrix. But then the rows of B~XM -(/" B~lC) generate the same space as the rows of M, namely V.
PROOF OF THEOREM 2. We may assume that W is of finite dimension r, since if V had more than 2" (0, 1)-vectors in an infinite-dimensional space W, then we could find a subspace V of a finite-dimensional space W such that dim( V) < n = dim(F), and V would contain > 2" (0, l)-vectors. Suppose therefore that dim( W) = r. By Lemma 1, we can find a basis of V such that after a suitable permutation of the coordinates, it has the form ( obtained by choosing any m -1 of the first n -2 rows of A and the last row of A. Thus we obtain 2(^_ 2 ,) distinct choices in this case, which concludes the proof that the values given in Theorem 1 are actually lower bounds for g(n, m).
We now proceed to obtain upper bounds for g{n, m). Let us suppose that V is a vector subspace of a vector space W (over a field of characteristic 0 this time), dim(W) = «, dim(K) = n -1. Let V m be the set of (0, 1)-vectors in V which have exactly m l's. If m = 1, then the assertion of the theorem is trivial. Hence we can take m > 2. By Lemma 1, we can find a basis for V which, after suitable coordinate permutations, has the form for 0 < r < min(/, w -2). We will conclude the proof by showing that the system (4) of inequalities yields the desired bound for V m . We now regard the s(r) as nonnegative real numbers subject only to the inequalities (4). Since the system (4) gives an absolute bound for each of the s(r), there is a choice of the s(r) which achieves the maximum possible value of min(f + 1, m -1)
(5) 2
We now claim that for this optimal choice of the s(r\ equality must hold in (4) for all r. This is clearly true for r = 0 and r = min(f, m -2), since in each case the corresponding inequality contains an s(k) that appears only in that inequality. Suppose therefore that for some r, 0 < r < min(f, m -2), we have the inequalities We now show that either x x > 0 or x 2 > 0. After simplifying the above expression we discover that x l > 0 precisely when y x = mt -rt -rs -3r + t + 2w + 2 > 0 and that x 2 > 0 when y 2 = -mt + rt + rs + 3r + t -2m + 2s + 4 > 0.
However, _y, + y 2 = 2t + 2s + 6 = 2n + 4 > 0, so at least one of y x and_y 2 is positive, and hence at least one of x x and x 2 is positive. This shows that the s(r) do not maximize (5), which is a contradiction. Thus we have proved our claim that equality must hold in (4) for all r. The rest of the proof is relatively straightforward. Since we have for 0 < r < min(/, m -2), the value of s(0) determines all the other s(r), and in fact any solution (s(Q), s(l), . . . ) of (7) The maximum of the quantity on the left side above is achieved at the endpoints of the interval [4, 2m -3], so it will suffice to prove (9) for k = 4, which reduces to -19" 1 < e 4 -4^ for m > 11, which proves (11), and therefore also (10) for m > 11. Finally, it is easily checked that (10) holds for 7 < m < 10. We have thus proved the lemma in the special case m = (n + k -l)/2, 4 < k < 2m -3, m > 7. If m = (n + k -l)/2, 4 < k < 2m -3, but 4 < m < 6, then we check by direct computation that the lemma holds.
To complete the proof of the lemma for m = (n + k -l)/2, we next consider 1 < k < 3. As an example, we have On the other hand,
The verification of the other cases is even more routine and is omitted. Finally, the case 2m -2 < k < 2m reduces to the case 1 < k < 3, since
where j = / if m = 0 (mod 2), andy = 1 -/ otherwise. The above discussion proves the lemma whenever m = (n + k -l)/2. The remaining cases follow quite easily. We use induction on m + n. Suppose that terms of use, available at https://www.cambridge.org/core/terms. https://doi.org/10.1017/S1446788700033474 
