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This paper addresses exponential stability problem for a class of lin-
ear systems with time-varying delay. The time delay is assumed
to be a continuous function belonging to a given interval, but not
necessary to be differentiable. By constructing a set of augmented
Lyapunov–Krasovskii functional combinedwith theNewton–Leibniz
formula technique, new delay-dependent sufficient conditions for
the exponential stability of the systems are first established in terms
of linear matrix inequalities (LMIs). An application to exponential
stability of uncertain linear systems with interval time-varying
delay is given. Numerical examples are given to show the effective-
ness of the obtained results.
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1. Introduction
Stability analysis of linear systems with time-varying delays x˙(t) = Ax(t)+ Dx(t − h(t)) is funda-
mental to many practical problems and has received considerable attention [1–4]. Most of the known
results on this problem are derived assuming only that the time-varying delay h(t) is a continuously
differentiable function, satisfying some boundedness condition on its derivative: h˙(t)  δ < 1.
In delay-dependent stability criteria, the main concerns is to enlarge the feasible region of stabil-
ity criteria in given time-delay interval. Interval time-varying delay means that a time delay varies
in an interval in which the lower bound is not restricted to be zero. By constructing augmented Lya-
punov functionals and utilizing freeweightmatrices, some less conservative conditions for asymptotic
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stability are derived in [5–8] for systems with delays varying in an interval. However, the shortcoming
of the method used in these works is that the delay function is assumed to be differential and its
derivative is still bounded: h˙(t)  δ. This paper presents improved results for the exponential stabil-
ity of systems with interval time-varying non-differentiable delay. By constructing a set of improved
Lyapunov functionals combined with the Newton–Leibniz formula, we propose new criteria for the
exponential stability of the system. The delay-dependent stability conditions are formulated in terms
of LMIs, being thus solvable by utilizing Matlab’s LMI Control Toolbox available in the literature to
date. The approach allows us to apply in exponential stability of uncertain linear systemswith interval
time-varying delay.
The paper is organized as follows: Section 2 presents definitions and some well-known technical
propositionsneeded for theproofof themainresults.Delay-dependentexponential stability conditions
of the system with numerical examples showing the effectiveness of proposed method are presented
in Section 3.
2. Preliminaries
The following notations will be used in this paper. R+ denotes the set of all real non-negative
numbers; Rn denotes the n-dimensional space with the scalar product xTy and the vector norm ‖.‖;
Mn×r denotes the space of all matrices of (n × r)-dimensions; AT denotes the transpose of matrix A;
A is symmetric if A = AT ; I denotes the identity matrix; λ(A) denotes the set of all eigenvalues of A;
λmin/max(A) = min/max{Reλ; λ ∈ λ(A)}; xt := {x(t + s) : s ∈ [−h, 0]}, ‖xt‖ = sups∈[−h,0]‖x(t +
s)‖; C1([0, t], Rn) denotes the set of all Rn-valued continuously differentiable functions on [0, t];
Matrix A is called semi-positive definite (A  0) if 〈Ax, x〉  0, for all x ∈ Rn; A is positive definite
(A > 0) if 〈Ax, x〉 > 0 for all x = 0; A > B means A − B > 0; ∗ denotes the symmetric term in a
matrix.
Consider a linear system with interval time-varying delay of the form
x˙(t) = Ax(t) + Dx(t − h(t)), t ∈ R+,
x(t) = φ(t), t ∈ [−h2, 0], (2.1)
where x(t) ∈ Rn is the state; A,D ∈ Mn×n, and φ(t) ∈ C1([−h2, 0], Rn) is the initial function with
the norm ‖φ‖ = sup−h¯t0{‖φ(t)‖, ‖φ˙(t)‖}. The time-varying delay function h(t) satisfies
0  h1  h(t)  h2, t ∈ R+.
Definition 2.1. Given α > 0. The zero solution of system (2.1) is α-exponentially stable if there exist
a positive number N > 0 such that every solution x(t, φ) satisfies the following condition:
‖x(t, φ)‖  Ne−αt‖φ‖, ∀t ∈ R+.
We end this section with the following technical well-known propositions, which will be used in
the proof of the main results.
Proposition 2.1 (Cauchy inequality). For any symmetric positive definitematrixN ∈ Mn×n and a, b ∈ Rn
we have
+aTb  aTNa + bTN−1b.
Proposition 2.2 [9]. For any symmetric positive definitematrixM ∈ Mn×n, scalarγ > 0 and vector func-
tionω : [0, γ ] → Rn such that the integrations concerned are well defined, the following inequality holds
( ∫ γ
0
ω(s) ds
)T
M
( ∫ γ
0
ω(s) ds
)
 γ
( ∫ γ
0
ωT (s)Mω(s) ds
)
.
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Proposition 2.3 [10]. Let E,H and F be any constant matrices of appropriate dimensions and FTF  I.
For any  > 0, we have
EFH + HTFTET  EET + −1HTH.
Proposition 2.4 Schur complement lemma [11]. Given constant matrices X, Y, Z with appropriate di-
mensions satisfying X = XT , Y = YT > 0. Then X + ZTY−1Z < 0 if and only if
⎛
⎝X ZT
Z −Y
⎞
⎠ < 0 or
⎛
⎝−Y Z
ZT X
⎞
⎠ < 0.
3. Main results
Let us set
M11 = ATP + PA + 2αP − (e−2αh1 + e−2αh2)R + 0.5S1(I − A) + 0.5(I − AT )ST1 + 2Q ,
M12 = e−2αh1R − S2A, M13 = e−2αh2R − S3A
M14 = PD − S1D − S4A, M15 = S1 − S5A,
M22 = −e−2αh1(Q + R), M24 = S2D + e−2αh2U,
M33 = −e−2αh2(Q + R + U), M34 = −S3D + e−2αh2U,
M44 = 0.5(S4D + DTST4) − e−2αh2U
M55 = S5 + ST5 + (h21 + h22)R + (h2 − h1)2U
λ1 = λmin(P),
λ2 = λmax(P) + 2h2λmax(Q) + 2h22λmax(R) + (h2 − h1)2λmax(U).
Theorem 3.1. Given α > 0. The zero solution of the system (2.1) is α-exponentially stable if there exist
symmetric positive definite matrices P,Q , R,U, and matrices Si, i = 1, 2, . . ., 5 such that the following
LMI holds
M =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
M11 M12 M13 M14 M15
∗ M22 0 M24 S2
∗ ∗ M33 M34 S3
∗ ∗ ∗ M44 S4 − S5D
∗ ∗ ∗ ∗ M55
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0. (3.1)
Moreover, the solution x(t, φ) of the system satisfies
‖x(t, φ)‖ 
√
λ1
λ2
e−αt‖φ‖, ∀t ∈ R+.
Proof. We consider the following Lyapunov–Krasovskii functional for the system (2.1)
V(t, xt) =
6∑
i=1
Vi,
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where
V1 = xT (t)Px(t),
V2 =
∫ t
t−h1
e2α(s−t)xT (s)Qx(s) ds,
V3 =
∫ t
t−h2
e2α(s−t)xT (s)Qx(s) ds,
V4 = h1
∫ 0
−h1
∫ t
t+s
e2α(τ−t)x˙T (τ )Rx˙(τ ) dτ ds,
V5 = h2
∫ 0
−h2
∫ t
t+s
e2α(τ−t)x˙T (τ )Rx˙(τ ) dτ ds,
V6 = (h2 − h1)
∫ −h1
−h2
∫ t
t+s
e2α(τ−t)x˙T (τ )Ux˙(τ ) dτ ds.
It easy to verify that
λ1‖x(t)‖2  V(t, xt)  λ2‖xt‖2, ∀t  0, (3.2)
Taking the derivative of V1 along the solution of system (2.1) we have
V˙1 =2xT (t)Px˙(t)
=xT (t)[ATP + PA]x(t) + 2xT (t)PDx(t − h(t));
V˙2 =xT (t)Qx(t) − e−2αh1xT (t − h1)Qx(t − h1) − 2αV2;
V˙3 =xT (t)Qx(t) − e−2αh2xT (t − h2)Qx(t − h2) − 2αV3;
V˙4 =h21x˙T (t)Rx˙(t) − h1
∫ t
t−h1
e2α(s−t)x˙T (s)Rx˙(s) ds − 2αV4
h21x˙T (t)Rx˙(t) − h1e−2αh1
∫ t
t−h1
x˙T (s)Rx˙(s) ds − 2αV4;
V˙5 =h22x˙T (t)Rx˙(t) − h2
∫ t
t−h2
e2α(s−t)x˙T (s)Rx˙(s) ds − 2αV5
h22x˙T (t)Rx˙(t) − h2e−2αh2
∫ t
t−h2
x˙T (s)Rx˙(s) ds − 2αV5;
V˙6 (h2 − h1)2x˙T (t)Ux˙(t) − (h2 − h1)e−2αh2
∫ t−h1
t−h2
x˙T (s)Ux˙(s) ds − 2αV6.
Applying Proposition 2.2 and the Newton–Leibniz formula∫ t
t−hi
x˙(s)ds = x(t) − x(t − hi),
we have
−hi
∫ t
t−hi
x˙T (s)Rx˙(s) ds−
[ ∫ t
t−hi
x˙(s) ds
]T
R
[ ∫ t
t−hi
x˙(s) ds
]
−[x(t) − x(t − hi)]TR[x(t) − x(t − hi)]
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Note that∫ t−h1
t−h2
x˙T (s)Ux˙(s) ds =
∫ t−h(t)
t−h2
x˙T (s)Ux˙(s) ds +
∫ t−h1
t−h(t)
x˙T (s)Ux˙(s) ds.
Using Proposition 2.2 gives
[h2 − h(t)]
∫ t−h(t)
t−h2
x˙T (s)Ux˙(s)ds 
[ ∫ t−h(t)
t−h2
x˙(s)ds
]T
U
[ ∫ t−h(t)
t−h2
x˙(s)ds
]
[x(t − h(t)) − x(t − h2)]TU[x(t − h(t)) − x(t − h2)]
Since h2 − h(t)  h2 − h1, we have
(h2 − h1)
∫ t−h(t)
t−h2
x˙T (s)Ux˙(s)ds  [x(t − h(t)) − x(t − h2)]TU[x(t − h(t)) − x(t − h2)],
then
−(h2 − h1)
∫ t−h(t)
t−h2
x˙T (s)Ux˙(s)ds  −[x(t − h(t)) − x(t − h2)]TU[x(t − h(t)) − x(t − h2)].
Similarly, we have
−(h2 − h1)
∫ t−h1
t−h(t)
x˙T (s)Ux˙(s) ds  −[x(t − h1) − x(t − h(t))]TU[x(t − h1) − x(t − h(t))].
Therefore, we have
V˙(.) + 2αV(.) xT (t)[ATP + PA + 2αP + 2Q ]x(t) + 2xT (t)PDx(t − h(t))
− e2αh1xT (t − h1)Qx(t − h1) − e2αh2xT (t − h2)Qx(t − h2)
+ x˙T (t)[(h21 + h22)R + (h2 − h1)U]x˙(t)
− e2αh1[x(t) − x(t − h1)]TR[x(t) − x(t − h1)]
− e2αh2[x(t) − x(t − h2)]TR[x(t) − x(t − h2)]
− e2αh2[x(t − h(t)) − x(t − h2)]TU[x(t − h(t)) − x(t − h2)]
− e2αh2[x(t − h1) − x(t − h(t))]TU[x(t − h1) − x(t − h(t))].
(3.3)
By using the following identity relation
x˙(t) − Ax(t) − Dx(t − h(t)) = 0,
we have
2xT (t)S1x˙(t) − 2xT (t)S1Ax(t) − 2xT (t)S1Dx(t − h(t)) = 0
2xT (t − h1)S2x˙(t) − 2xT (t − h1)S2Ax(t) − 2xT (t − h1)S2Dx(t − h(t)) = 0
2xT (t − h2)S3x˙(t) − 2xT (t − h2)S3Ax(t) − 2xT (t − h2)S3Dx(t − h(t)) = 0
2xT (t − h(t))S4x˙(t) − 2xT (t − h(t))S4Ax(t) − 2xT (t − h(t))S4Dx(t − h(t)) = 0
2x˙T (t)S5x˙(t) − 2x˙T (t)S5Ax(t) − 2x˙T (t)S5Dx(t − h(t)) = 0 (3.4)
Adding all the zero items of (3.4) into (3.3), we obtain
V˙(.) + 2αV(.) xT (t)M11x(t) + 2xT (t)[e−2αh1R − S2]x(t − h1)
+2xT (t)[e−2αh2R − S3A]x(t − h2) + 2xT (t)[PD − S1D − S4A]x(t − h(t))
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+2xT (t)[S1 − S5A]x˙(t) − xT (t − h1)[e−2αh1Q + e−2αh1R]x(t − h1)
+2xT (t − h1)[S2D + e−2αh2U]x(t − h(t)) + 2xT (t − h1)S2x˙(t)
−xT (t − h2)[e−2αh2Q + e−2αh2R + e−2αh2U]x(t − h2)
+2xT (t − h2)S3x˙(t) + xT (t − h(t))[S4D − e−2αh2U]x(t − h(t))
+2xT (t − h(t))(S4 − S5D)x˙(t)
+x˙T (t)[S5 + ST5 + h21R + h22R + (h2 − h1)2U]x˙(t)
= ζ T (t)Mζ(t),
where ζ(t) = [x(t), x(t − h1), x(t − h2), x(t − h(t)), x˙(t)]. By condition (3.1), we obtain
V˙(t, xt)  −2αV(t, xt), ∀t ∈ R+. (3.5)
Integrating both sides of (3.5) from 0 to t, we have
V(t, xt)  V(φ)e−2αt, ∀t ∈ R+.
Furthermore, taking condition (3.2) into account, we obtain
λ1‖x(t, φ)‖2  V(xt)  V(φ)e−2αt  λ2e−2αt‖φ‖2,
then
‖x(t, φ)‖ 
√
λ2
λ1
e−αt‖φ‖, t ∈ R+,
which concludes the proof by the Lyapunov stability theorem [12]. 
Based on Theorem 3.1, we have the following result for uncertain linear systems with interval
time-varying delay:
x˙(t) = [A + A(t)]x(t) + [D + D(t)]x(t − h(t)), t ∈ R+,
x(t) = φ(t), t ∈ [−h2, 0], (3.6)
where the time-varying uncertain matrices A(t), D(t) are given by:
A(t) = EaFa(t)Ha, D(t) = EdFd(t)Hd,
andEa, Ed,Ha,Hd areknownconstantmatriceswithappropriatedimensions, Fa(t), Fd(t)areunknown
uncertain matrices satisfying
FTa (t)Fa(t)  I, FTd (t)Fd(t)  I, t ∈ R+. (3.7)
Theorem 3.2. Given α > 0. The zero solution of the uncertain system (3.6) is α-exponentially stable if
there exist symmetric positive definitematrices P,Q , R,U, andmatrices S¯i, i = 1, 2 such that the following
LMIs hold
M1 =
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
M11 M12 M13 PD − S¯1A S¯2A
∗ M22 0 M24 0
∗ ∗ M33 M34 0
∗ ∗ ∗ M44 S¯1 − S¯2D
∗ ∗ ∗ ∗ M55
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
< 0,
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M2 =
⎡
⎢⎢⎢⎢⎢⎢⎣
W1 PEa S¯1Ed S¯2Ea
∗ −I 0 0
∗ ∗ −I 0
∗ ∗ ∗ −I
⎤
⎥⎥⎥⎥⎥⎥⎦
< 0, (3.8)
M3 =
⎡
⎢⎢⎢⎣
W2 S¯1Ed S¯2Ed
ETd S¯
T
1 −2I 0
ETd S¯
T
2 0 −2I
⎤
⎥⎥⎥⎦ < 0,
where
M11 = ATP + PA + 2(α + 1)P − (e−2αh1 + e−2αh2)R + HTaHa,
M12 = e−2αh1R, M13 = e−2αh2R, M22 = −e−2αh1(Q + R) − 4I,
M24 = M34 = e−2αh2U, M33 = −e−2αh2(Q + R + U),
M44 = −0.5HTdHd − 0.5e−2αh2U + 0.5(S¯1D + DT S¯1),
M55 = S¯2 + S¯T2 + (h21 + h22)R + (h2 − h1)2U + HTdHd + HTaHa,
W1 = P + 2Q , W2 = HTdHd − 0.5e−2αh2U.
Proof. The Lyapunov–Krasovskii functional in the proof of Theorem 3.1 is used, and A,D are replaced
by A+ EaFa(t)Ha,D+ EdFd(t)Hd, respectively. Applying Proposition 2.1, Proposition 2.3 and condition
(3.7), the following estimations hold
[A + EaFa(t)Ha]TP + P[A + EaFa(t)Ha]  ATP + PA + PEaETa P + HTaHa,
[D + EdFd(t)Hd]T S4 + S4[D + EdFd(t)Hd]  DTS4 + S4D + S4EdETd S4 + HTdHd.
−2xT (t − h(t))S5EdFd(t)Hdx˙(t)  x˙T (t)HTdHdx˙(t) + xT (t − h(t))ST5EdETd S5x(t − h(t)).
Following the similar line of the proof of Theorem 3.1with taking S1 = P, S2 = S3 = 0, S4 = S¯1, S5 =
S¯2,we obtain
V˙(t, xt)  ζ T (t)M1ζ(t) + xT (t)M2x(t) + xT (t − h(t))M3x(t − h(t)), t ∈ R+,
where
M2 = W1 + PEaETa P + S¯1EdETd S¯1 + S¯2EaETa S¯2, M3 = W2 + S¯1EdETd S¯1 + S¯2EdETd S¯2.
Applying Schur complement lemma (Proposition 2.4) , the inequalities M2 < 0 and M3 < 0 are
equivalent toM2 < 0 andM3 < 0, respectively. Therefore, the proof is completed by the conditions
(3.8). 
In the sequel,we illustrate the effectiveness of theproposedmethodwhichyields a computationally
solution to the exponential stability and robust stability in the context of LMIs.
Example 3.1. Consider the linear system with interval time-varying delay (2.1), where{
h(t) = 0.1 + 0.4 sin2 t if i ∈ I = ∪k0[2kπ, (2k + 1)π ]
h(t) = 0 if t ∈ R+ \ I,
A =
⎛
⎝−0.075 0.004
0.005 −0.006
⎞
⎠ , D =
⎛
⎝−0.065 0.004
0.003 −0.005
⎞
⎠ .
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It is worth noting that, the delay function h(t) is non-differentiable. Therefore, the methods used is in
[3,5,6,8] are not applicable to this system. By using LMI Toolbox in MATLAB, the LMI (3.1) is feasible
with h1 = 0.1, h2 = 0.5, α = 0.5 and
P =
⎛
⎝ 0.3022 −0.0045
−0.0045 0.2310
⎞
⎠ , Q =
⎛
⎝ 0.2580 −0.0019
−0.0019 0.2247
⎞
⎠ ,
R =
⎛
⎝ 0.3988 −0.0011
−0.0011 0.3690
⎞
⎠ , U =
⎛
⎝ 0.3526 −0.0064
−0.0064 0.2569
⎞
⎠ ,
S1 =
⎛
⎝−2.0265 0.0022
0.0028 −1.9665
⎞
⎠ , S2 =
⎛
⎝ 0.6770 −0.0018
−0.0018 0.6275
⎞
⎠ ,
S3 =
⎛
⎝ 0.5323 −0.0049
−0.0048 0.4323
⎞
⎠ , S4 =
⎛
⎝−0.0329 0.0013
−0.0643 −0.0285
⎞
⎠ ,
S5 =
⎛
⎝−2.2412 −1.0346
1.0245 −2.2874
⎞
⎠ .
Moreover, the solution x(t, φ) of the system satisfies
‖x(t, φ)‖  3.5953e−0.5t‖φ‖, ∀t ∈ R+.
Example 3.2. Consider the uncertain linear system with interval time-varying delay (3.6) with any
time delay function h(t)with h1 = 0.1, h2 = 0.9 and
A =
⎛
⎝0.5 1
−1 −1
⎞
⎠ , D =
⎛
⎝−1 0.3
0.2 −0.5
⎞
⎠ ,
Ha =
⎛
⎝ 0.04 −0.001
0.002 −0.05
⎞
⎠ , Hd =
⎛
⎝ 0.03 −0.002
0.001 0.06
⎞
⎠ ,
Ea =
⎛
⎝−0.07 0.004
0.005 0.075
⎞
⎠ , Ed =
⎛
⎝−0.045 0.002
0.001 0.04
⎞
⎠ .
By using LMI Toolbox in MATLAB, the LMIs (3.8) of Theorem 3.2 are feasible with α = 0.7 and
P =
⎛
⎝0.6786 0.1036
0.1036 1.3706
⎞
⎠ , Q =
⎛
⎝ 13.6363 −0.3481
−0.3481 13.5448
⎞
⎠ ,
R =
⎛
⎝ 7.3277 −0.3462
−0.3462 7.0820
⎞
⎠ , U =
⎛
⎝3.8180 0.0470
0.0470 3.8043
⎞
⎠ ,
S¯1 =
⎛
⎝1.1077 0.0048
0.0115 1.0708
⎞
⎠ , S¯2 =
⎛
⎝−10.2753 −0.7011
0.8340 −10.5128
⎞
⎠ .
Moreover, the solution x(t, φ) of the system satisfies
‖x(t, φ)‖  61.9721e−0.7t‖φ‖, ∀t ∈ R+.
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4. Conclusions
In this paper, we have proposed new delay-dependent conditions for the exponential stability of
linear systems with non-differentiable interval time-varying delay. By constructing a set of improved
Lyapunov–Krasovskii functionals and Newton–Leibniz formula, the conditions for the exponential
stability of the systems have been established in terms of LMIs.
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