Abstract. The control of manufacturing systems consisting of a certain number of parallel machines processing a given number of jobs is addressed in this work. A decentralized scheme is defined in which at a local level, the optimal control of each single machine is considered, whereas, at a higher level, the optimal splitting of jobs on parallel machines is taken into account. At the local level, an optimization problem with quadratic cost function and nonlinear constraints is stated as a multistage control problem and solved by means of dynamic programming techniques.
INTRODUCTION
Optimal control of complex manufacturing systems is still a quite challenging research objective. In fact, several authors (Gershwin, 1994 , Buzacott and Shantikumar, 1993 , Sethi and Zhang, 1994 have developed comprehensive approaches for control of manufacturing systems. Nevertheless, most of such approaches are mainly based on a modelling framework which makes use of continuous-valued variables to represent the system dynamics and, thus, are not really capable to cope with the intrinsic discrete-event nature of manufacturing systems.
The control of discrete event systems has received by some years increasing attention of researchers (Cassandras and Lafortune, 1999; Ramadge and Wonham, 1989) even though the obtained results mainly refer to the so-called "logical" or "structural" control problems, i.e., to problems where the timing aspects are neglected. However, it is apparent that stating and solving significant control problems in a manufacturing environment cannot neglect the timing aspects. In this respect, it must be noted that the results concerning optimal control of timed discreteevent systems have not yet reached a satisfying level, as concerns their generality and practical applicability. Moreover, the dimensions of any real manufacturing system, when modelled at a certain level of detail, lead to mathematical programming problems whose size is incompatible with a real-time solution. For such reasons, decentralized control approaches seem suitable to be applied in a manufacturing environment. In decentralized control schemes, each decision maker (e.g., each machine) is required to apply a control law which makes use of a limited information set. In this case, a suitable form of co-ordination is needed among the various decision makers in order to ensure a globally satisfying behaviour of the whole system.
As concerns optimal control of production processes over a single machine, some results have already appeared in the literature (Pepine and Cassandras, 1998; Gazarik and Wardi, 1998) . Such contributions refer to the optimal timing of the execution of a given set of jobs on a single machine, when the service sequence is a-priori fixed. It is worth noting that in all cases, but in the model treated in (Gazarik and Wardi, 1998) , the application of optimal control techniques does not lead to closed-loop policies, but to a set of necessary conditions for optimality. Following the same approach, the authors (Di Febbraro, et al., 2002a) have considered a problem still referred to a single machine, where the decision variables are relevant to: timing of jobs, job execution speeds, and lot-sizes of the jobs. Also in this case, the results obtained consist in necessary conditions for optimality, but, in the particular case in which the execution speeds are fixed, it has been possible to determine, by applying dynamic programming technique, the sequence of optimal closed-loop control policies.
However, the fact that, for a single-machine scheduling problem, the job lot-sizes are considered as decision variables may be somewhat questionable, since it is clear that this requires to allow the possibility of leaving the production demand unsatisfied, even in terms of the requested quantities. For this reason, and with the objective of considering a more realistic problem, a different model is
proposed consisting of several parallel machines. In such a model, it is assumed that the execution of each job can be split into that of sub-jobs over a certain set of machines, working in parallel. For each machine and for each sub-job, the execution speed is considered as a decision variable. The overall problem consists in optimizing the timing of the execution of sub-jobs on the machine and the splitting of the jobs in sub-jobs, with the objective of minimizing a weighted sum of the production costs and of the overall deviation from job due-dates, and from nominal job execution speeds. A hierarchical approach will be followed. At the lower level, each machine is required to optimize its own performance, conditioned to the values of the lot-sizes of the subjobs assigned to it. At the higher level, optimal splitting of jobs is considered, assuming that the "local" control problem is optimally solved for each machine.
THE OVERALL SYSTEM MODEL AND OPTIMIZATION PROBLEM
The model considered in this paper takes into account a set of functionally equivalent machines, M 1 ,…, M K (every machine can perform every operation required by the various jobs). A set of independent jobs IJ i , i=1,…,N, has to be executed over such machines whereas each job is assumed to require the repeated execution of the same physical operation over identical parts. The release time of any job is assumed to be zero. Each job IJ i is assumed to be composed of a number O i-1 of identical operations. As such number is generally large, in the following it will be considered as a real number. The execution of each job IJ i can be split into the execution of K sub-jobs J i k , k=1,…,K, each of them assigned to a machine M k . Let L i-1 k be the number of operations of J i k (i.e., the lot-size
In the considered model, it is assumed that the service for any sub-job is non-preemptive, that no setup is required between the execution of any pair of sub-jobs on any machine, and that the service sequence on any machine is fixed. For the sake of simplicity, it will be assumed that the service sequence for every machine is the same, so that it is possible to denote by the same index the job and every sub-job. This implies that J i k , i=1,…,N, is the i-th sub-job in the service sequence of machine M k , k=1,…,K. Moreover, let dd i be the due-date of job J i (hence also of every sub-job J i k , k=1,…,K), i=1,…,N; let sc ik be the nonnegative unitary service cost for operations required by sub-job J i+1 k , k=1,…,K, i=0,…,N-1; let p i-1,k be the nonnegative unitary service time for operations required by subjob J i+1 k , k=1,…,K, i=0,…,N-1.
The overall cost to be minimized is a weighted sum of service costs and of costs relevant to deviations from due-dates and from nominal service times. In fact, let d i,k be the completion time of sub-job J i k ,
and p * i-1,k its nominal (unitary) service time. Then, the overall cost can be written as
where α 1,i,k , k=1,…,K, i=1,…,N, and α 2,i,k , k=1,…,K, i=1,…,N, are suitable positive coefficients which convert into economic costs deviations from job due-dates and from nominal service times. In the minimization of (1), constraints deriving from the fixed sub-job sequences for the various machines have to be taken into account.
The decision variables involved in the minimization of cost (1) are: a) the sub-job lot-sizes
Note that, as sub-job execution is non-preemptive, the sub-job activation times are not independent variables, since they are functions of variables (a), (b), and (c). It is worth observing that, once the lot-sizes L i-1 k , i=1,…,N, k=1,…,K, are fixed, the single-machine costs S k are only functions of variables (b) and (c) as above. Then, a preliminary result, that justifies the approach presented in this paper, is the following.
,…,K, be the single-machine costs to be minimized, where lotsizes L i-1 k are considered as fixed, and let
,…,K, be their optimal values, corresponding to optimal values of variables d i,k and p i-1,k . Then, a necessary condition for the minimization of the overall cost (1) is that, for any given set of lot-sizes
The above result, although quite straightforward, allows to decompose the overall optimization problem into a two-level optimization problem in which: at the higher level, the lot-sizes L i-1 k , i=1,…,N, k=1,…,K, are fixed, and, at the lower level, the K optimization problems, each relevant to a single machine, corresponding to the minimization of costs
,…,N) with respect to d i,k and p i-1,k decision variables, are separately solved.
THE LOWER LEVEL SINGLE-MACHINE OPTIMIZATION PROBLEM
In this section, only the lower level optimization problem relevant to the generic machine M k , k =1,…,K, is treated. It will be assumed that, for every job, there is a sub-job with nonzero lot-size assigned to machine M k . Moreover, the notations 
adopted in the previous section can be simplified by dropping index k everywhere, since reference to machine M k is implicit. Besides, the terms corresponding to processing costs can also be dropped as they can be considered as constants for the single-machine problem. Finally, the following notation will be used in this section:
• p i , i=0,…,N-1, is the deterministic unitary service time for operations required by sub-job J i+1 ; in the following, it will be assumed that its value must lie within a lower bound p i MIN and an upper bound p i MAX , due to technological constraints; • w i , i=0,…,N-1, is a idle time between the completion of sub-job J i and the actuation of subjob J i+1 ; • L i , i=0,…,N-1, is the lot-size of sub-job J i+1 ; note that such a value is a constant for the singlemachine problem; • p i *, i=0,…,N-1, is the nominal unitary service time for operations required by sub-job J i+1 ;
On this basis, it is possible to write the state equation for machine M k as i=0,1,…,N-1 (4) where w i ≥ 0, i=0,…,N-1. Note also that it is possible to consider the pair {w i , p i }, i=0,…,N-1, as the control action to be taken at the i-th decisional stage. In (4), d 0 will be considered as equal to zero, as every sub-job has zero release time. The cost function to be minimized as concerns the single-machine optimization problem can be written as (5) where all the weighting coefficients are positive. The single-machine optimization problem is Problem 1 subject to i=0,1,…,N-1
Problem 1 has the structure of a mathematical programming problem with quadratic objective and linear constraints and, thus, can be solved via standard quadratic programming techniques, like Wolfe's algorithm (Bazaraa and Shetty, 1979) . Of course, in this way, it is not possible to determine optimal feedback strategies providing the optimal control action {w i , p i } at stage i, i =0,…,N-1, as a function of the system state.
APPLICATION OF DYNAMIC PROGRAMMING
Before considering the application of dynamic programming to solve Problem 1, it is worth making some preliminary observations. First of all, the choice of the cost function ensures that, in the optimal solution, p i ≤ p i * , i=0,…,N-1. As a matter of fact, a value of p i > p i * would be penalized in all terms of the cost function (5) with respect to p i = p i * . Thus, in the statement of Problem 1 the inequality p i ≤ p i MAX can be dropped. Moreover, taking into account the structure of the state equation, the nonnegativity constraints on variables d i , i=1,…,N, are automatically satisfied and can be neglected.
Then, it is interesting to note that, condition w i > 0 (i.e., a nonzero idle time interval after the completion of sub-job J i ) decomposes the overall problem into two (almost) non-interacting sub-problems: the first one from J 1 to J i and the second one from J i+1 to J N . The sequence of idle times induces a partition of the sub-job sequence into sub-sequences (J 1 ,…,J ν 1 ),
j=1,2,…,s} the set of nonnegative indices for which w ν j > 0. Moreover, let ν 0 = 0 and ν s+1 = N. In the following, adopting the terminology introduced in (Gazarik and Wardi, 1998) , each sub-sequence will be called busy block and each situation in which it is found that w i >0 will be indicated as decoupling condition. On this basis, the following proposition can be proved (Di Febbraro, et al., 2002b) .
Proposition 1
For every busy block, the last job is tardy or just-intime. For every busy block, but the first one, the first job is early or just-in-time. ∆ It is now possible to provide a preliminary result which yields the determination of the structure of optimal strategies for all those decision stages, in case the optimal solution is characterized by a unique busy block, without any preceding time interval.
Theorem 1
Concerning the determination of the optimal solution {w i°, p i°, i=0,…,N-1}, condition a) w i°= 0, i=0,…,N-1; implies condition b) i=0,…,N-1(6) where, for any i=0,1,…,N-1, 
and (9) Moreover, in case the above conditions hold, the optimal value of the cost function in (5) is (10) The above theorem provides the optimal control laws, in the form of (6), when the optimal solution is characterized by the complete absence of idle times.
The following remark provides more insight about the structure of the optimal control law in general conditions.
Remark 1
Consider the i-th decisional stage and assume that condition (a) of Theorem 1 holds for decisional stages i+1,…,N-1. Within this assumption, using the notation introduced in the statement of Theorem 1, it turns out that the problem to be solved at stage i is (11) subject to w i ≥ 0
Then, let us apply the first-order Kuhn-Tucker necessary conditions (Nemhauser, at el., 1989) , which provide (12) (13) where multipliers µ i,1 , µ i,2 satisfy Then, four different situations may arise: i) w i° = 0 and p i° > p i MIN (hence µ i,2 =0); ii) w i° = 0 and p i° = p i MIN ; iii) w i° > 0 and p i° > p i MIN (hence µ i,1 =µ i,2 =0); iv) w i° > 0 and p i° = p i MIN (hence µ i,1 =0). In cases (i) and (ii), the optimal value of p i can be found by (6), which may be directly derived from (12). Instead, in case (iii) the optimal values of the decision variables are found by solving the linear system (12), (13) with µ i,1 =µ i,2 =0, which provides (14a) (14b) Finally, it is immediate to understand that case (iv) cannot actually take place, as it requires the execution speed for sub-job J i+1 to be as high as possible (thus paying a high cost), whereas an idle time is allowed before service for J i+1 . ∆ It is now possible to provide the main result as concerns the solution of Problem 1 (Di Febbraro, et al., 2002) .
Theorem 2
The optimal strategies, providing the optimal control actions solving Problem 1, can be found by first applying a quadratic programming technique and finding, in this way, the set DEC ={ν j , j=1,2,…,s}. The optimal control actions are given by (14a), (14b), for i ∈ DEC and for i=0 if w 0° > 0, whereas, for i ∉ DEC, that is i ∈[ν j +1, ν j+1 -1] and for i=0 if w 0° = 0, the optimal control actions are given by w i° = 0 (15) being (16) and, for any i=ν j +1, …, 
whereas, for any i=ν j +1, …, ν j+1 -1 such that p i+1°= p i+1 MIN , (17bis) and with (18) Besides, the optimal value of the cost function (5) is (19a) when w 0° > 0, and
Theorem 2 allows to determine the optimal strategies in a functional form. Such a result can be exploited to develop a real-time control strategy, in the same fashion as in (Di Febbraro, et al., 2002a) , or may be useful to analyze the parametric sensitivity of the optimal cost value with respect to variations of data included in the statement of the lower level problem.
SENSITIVITY COEFFICIENTS OF THE OPTIMAL SINGLE-MACHINE COST WITH RESPECT TO THE SUB-JOB LOT-SIZES
The optimal solution of Problem 1 has been determined by considering the sub-job lot-sizes as given parameters. It is now worth taking into account the problem of analyzing the sensitivity of the optimal cost value with respect to such parameters.
The purpose of such an analysis is that of determine significant conditions for optimality of the splitting of each job in the sequence IJ i , i=1,…,N, among the parallel machines M 1 , …, M K .
Consider now again a single machine and let us still use the simplified notation of Section 4, where the machine index is dropped. Let us assume that every lot-size is greater than zero. Then, assume to have optimally solved Problem 1 for the considered machine, so that the optimal value of the cost can be expressed as in (19a) or (19b) . The sensitivity coefficients (i.e., the derivative) of the optimal cost C° with respect to the lot-size of a generic sub-lot, say L m , can be computed by deriving (19a) or (19b) with respect to L m . Moreover, owing to the decoupling conditions between each pair of busy blocks, the only nonzero term in the derivative of the r.h.s. summation of ( 19a) or (19b) is that corresponding to the busy block which includes the sub-job J m+1 . Let such a busy block be the n-th, then i) consider first the case n > 1. The sensitivity coefficient of the optimal cost C° with respect to the lot-size L m is computed by deriving the n-th component of the r.h.s. summation of (19a) (the complete expression of such a coefficient can be found in (Di Febbraro, et al., 2002b) ). Such a sensitivity coefficient takes on two different values depending whether m > ν n-1 , (that is, J m+1 is not the first sub-job of n-th busy block) or m = ν n-1 (that is, J m+1 is the first sub-job of n-th busy block). ii) Consider now the case n=1. Then, if w 0° > 0, the sensitivity coefficient can be computed as in case i). On the other hand, if w 0° = 0, then, on the basis of (19b), the sensitivity coefficient can be simply expressed as (20) In order to compute the sensitivity coefficients as above described, it is still necessary to determine recursive relations providing the derivatives of coefficients with respect to L m. This can be done by deriving equation (16), written for j=n-1, with respect to L m , and deriving equations (17) and (17bis) The same argument can be obviously applied for any lot-size L s , s=1,…,N. Now, let us turn to the case in which some lot-sizes, for the considered machine, are equal to zero. Let us denote this case as that of a vanishing lot-size. It is apparent that a vanishing lot may be located in two kinds of positions, in the job (or sub-job) sequence: a) within a busy block, say the n-th; b) outside a busy block, i.e., between the n-th busy block and the (n+1)-th one, or even before the first busy block or after the last one. Then, it is quite obvious that in case a), the sensitivity coefficients can be computed as above described in the assumption that the fixed value of L m is greater than zero, the only difference
being that some terms simplify to zero and that the derivative in the sensitivity coefficients has actually to be intended only as a right derivative.
As regards case b), consider first the case in which sub-job J m is within the n-th busy block and the (n+1)-th one. Then, it is possible to identify three possibilities: b1) J m is considered as the (vanishing) last sub-job of the n-th busy block; b2) J m is considered as a (vanishing) sub-job intermediate within the n-th and the (n+1)-th busy block; b3) J m is considered as the (vanishing) first sub-job of the (n+1)-th busy block. In each of the three above mentioned cases, there is no difficulty in computing the right derivative by applying the same technique introduced for non vanishing jobs. However, as three different values of such a derivative are in general found for the three cases above, which of them has to be considered as the correct value of the right derivative? It is apparent that the most proper choice is that of taking the lowest value, since it is correct to take the most favourable "position" for an infinitesimal sub-job J m to be inserted in the sequence of the considered machine. Similar considerations hold for the cases in which sub-job J m is before the first busy block or after the last one.
OPTIMALITY CONDITIONS FOR JOB SPLITTING
Let us come back to the notation used in Section 2, and let us consider the problem of determining the best possible splitting of each job in the sequence IJ 1 , …, IJ N , among the various parallel machines. Then, on the basis of (2), of the result in Lemma 1, and of the procedure developed in Section 5, it is apparent that the following derivatives can be computed for any i=1,…,N, k=1,…,K,
being a vector collecting the set of fixed values of lot-sizes L i k . Obviously, in (22), some of the derivatives, i.e., those corresponding to values , are to be intended as right derivatives. The meaning of the l.h.s. of (22) is apparent: it is the sensitivity coefficient of the cost of the single machine M k with respect to parameter L i k , assuming that the single machine problem relevant to M k is optimally solved. Then, the following result holds as regards the optimal splitting of jobs.
Theorem 3
Let be a lot-size vector corresponding to a certain job splitting. Then, a necessary condition for optimality of the lot-size vector with respect to the minimization of cost (1) is that: a) for any pair , the following equality holds (22), can be computed by means of the recursive procedure detailed in Section 5. Thus, it is not possible to deduce, from equalities like (23), conditions on the value of the lot-sizes L i k which could be used to determine a choice of the lot-sizes vector which would satisfy the optimality conditions of Theorem 3. Instead, the result of Theorem 3 can be operationally used to check whether a given lotsize vector corresponds to an optimal splitting or not, and possibly to correct the values of its components until the necessary conditions (23), (24) are satisfied.
CONCLUSIONS
Manufacturing systems consisting of a certain number of parallel machines processing a given number of jobs have been considered in this work. The control of such systems has been coped with by means of a decentralized scheme in which at a local level, the optimal control of each single machine is considered, whereas, at a higher level, the optimal splitting of jobs on parallel machines is taken into account.
