Abstract-Path planning for autonomous agent is an important issue in artificial intelligence, its purpose is to find a reasonable path by following certain optimization criteria, such as the length of path is shorter, the path can avoid collision, and the path is smooth, etc. This paper proposed a two-layer adaptive genetic algorithm (TAGA) and applied to path planning. On the one hand, we use one of genetic algorithm to find the optimal path (called as pathfinding GA), and adopt fuzzy logic to adjust crossover probability and mutation probability. On the other hand, we use another genetic algorithm to optimize the fuzzy reasoning rules and type of membership functions (called as self-learning GA). These two GA work cooperatively, self-learning GA provide the optimal individual for pathfinding GA, that means the optimal fuzzy reasoning rules and type of membership functions, at the same time, the selection of the optimal individual in self-learning GA need recur to pathfinding GA. The proposed TAGA method shows efficiency in path planning, and we demonstrate this point by applying it to the static and dynamic environments. Experimental results show that the proposed TAGA method overcomes premature convergence of the standard genetic algorithm (SGA), speed up convergence, and enhanced the application scope of the adaptive genetic algorithm (AGA).
I. INTRODUCTION
The purpose of path planning for autonomous agent aims at generating a path with security, shorter, smooth and collision avoidance, and also provides agent the ability of sensing surrounding environment [1] [2] [3] [4] . Genetic algorithm (GA) is a heuristic intelligent search algorithm that mimics the process of natural evolution. By means of natural evolution techniques, such as inheritance, selection, crossover and mutation [5] , GA can bring good applicability in solving plenty of nonlinear optimization problems. Recently, GA has been widely used for path planning in the complicated unknown environment [6, 7] . In order to improve convergence speed of GA and quality of the solution, on the basis of the standard GA, Srinivas et al. proposed an adaptive genetic algorithm (AGA), which can automatically adjust crossover probability and mutation probability along with the fitness value [8] . Then based on the AGA, a series of different adaptive adjustment algorithms are put forward [9, 10] . Although these algorithms have different expression forms, they are divided into two categories according to their adjust strategy: 1) adjustment algorithm based on traditional heuristic knowledge [11, 12] , 2) adjustment algorithm based on intelligent control technology, especially based on fuzzy logic control strategy [13] [14] [15] [16] . And even if adopting fuzzy logic control strategy, because of the difference in the selection of input and output variables, the type of membership functions, the fuzzy reasoning rules, and the defuzzification algorithms, etc., still bring considerable difference for the performance of fuzzy controller. Therefore, although many researchers adopt fuzzy logic to adjust crossover probability and mutation probability, their specific algorithms and experimental results are different.
On the basis of the predecessor's achievement, this paper adopted an adaptive GA for path planning, and introduced the fuzzy logic controller to adjust crossover probability and mutation probability. Simultaneously, in order to obtain the optimal crossover probability and mutation probability, the paper introduced a self-learning mechanism to construct the knowledge base of fuzzy controller, which means adopting another GA for optimizing the fuzzy reasoning rules and corresponding type of membership functions.
The remainder of this paper is organized as follows. Section 2 presents the proposed two-layer adaptive genetic algorithm (TAGA), which provides the details of the considered path planning. Section 3 discusses experimental results for the capabilities and performance of the proposed TAGA scheme. The experiments are conducted using static and dynamic environment respectively. Finally, Section 4 concludes the paper with some remarks and hints at plausible future research lines. 
II ALGORITHM DESCRIPTION
The proposed method adopted a two-layer GA, one of GA is used to find the optimal path (called as pathfinding GA). In order to improve the performance of pathfinding GA, we adopted a fuzzy controller to adaptively adjust crossover probability and mutation probability; Another GA (called as self-learning GA) is used for self-learning of fuzzy controller, means to optimize the fuzzy reasoning rules and corresponding type of membership functions, which can help fuzzy controller to find the best crossover probability and mutation probability for pathfinding GA. At the end of each iteration of pathfinding GA, self-learning GA and fuzzy controller will generate the optimal crossover probability and mutation probability according to the fitness value of current individuals in the pathfinding GA, which can accelerate the process of pathfinding GA, speed up convergence and precision of results. The architecture diagram of the TAGA is shown in Fig.1 .
In the proposed TAGA method, the self-learning GA is used to optimize the knowledge base of fuzzy controller. The fuzzy reasoning rules commonly derived from expert knowledge or long-term experience, which often keep unchanged in the process of fuzzy reasoning. But for different control objects or different input conditions, this kind of invariance does not always guarantee a good control effect, so we need to adopt certain optimization method to obtain the best matching rules. Also for the type of membership functions, which directly affect the fuzzification of input variables and the defuzzification of output variables, different type of membership functions can obtain different degree of membership even if the input value is the same. Therefore for each fuzzy reasoning rule, it is necessary for optimizing the corresponding type of membership functions.
II. DESIGN OF THE PATHFINDING GA
The goal of path planning for autonomous agent is to find an optimal or suboptimal path from starting point to end point in an obstacles environment. The path should meet criteria as follows: 1) path can't collision with any static or dynamic obstacles; 2) autonomous agent should keep a safe distance from the obstacles as far as possible; 3) the length of path should be as short as possible; 4) the path should be as smooth as possible.
1) Path coding:
The length of path coding is an important factor that will affect the convergence speed of GA, so we should try to use simple genetic coding [17] . For path planning issue, we naturally consider path node sequence as coding pattern. In order to reduce the length of path coding, we perform transformation on the old coordinate system and generate a new coordinate system, this new coordinate system 
2)
Population initialization: Due to the original coordinate system has been transformed, that means the abscissa of each path node is known, we only need to randomly select ordinate y ′ in each perpendicular line Gi.
Considering the selected path nodes may be not feasible, which will determine the evolution speed and the performance of individuals, so we adopted regional obstacles avoidance technology for selecting the path node on each perpendicular line, as shown in Fig.2(b) .
3) Fitness function: The pathfinding GA select collision avoidance, path length and path smooth as the fitness evaluation factors. 
Finally we can obtain the fitness function of pathfinding GA by multiplication form, as shown in Formula (5), which indicates when the path is shorter, more safety and more smooth, the value of fit will be larger, and the path is more optimal. 
4) Genetic operators:
The pathfinding GA adopted four genetic operators, including selection, crossover, mutation and smooth. Selection operator combined tournament selection method with the elite reserve strategy [18] . Crossover operator adopted single point crossover method [11] . For two parent chromosomes, we randomly selected an intersection point (except starting point and end point) and exchange two chromosomes section from the intersection point to the end. Mutation operator adopted a simple mode by randomly selecting a path node and replace it with another non path node. Smooth operator only act on the biggest turning corner, it randomly insert three new path nodes near this corner point, if the new path is feasible, then delete three old path nodes and add new nodes.
The selection of crossover probability and mutation probability directly affects the convergence speed of GA and quality of the final solution, improper adjustment is easy to appear premature convergence phenomenon, thus result in obtaining the local optimal solution. In this paper, we improved adjustment strategy of the crossover probability and mutation probability, and put forward a self-learning fuzzy genetic algorithm. By means of fuzzy logic controller, the proposed algorithm can adaptively adjust the crossover probability and mutation probability for pathfinding GA.
III. DESIGN OF SELF-LEARNING FUZZY CONTROLLER
When performing the pathfinding GA, we adopted fuzzy logic controller to adaptively adjust the crossover probability and mutation probability. In order to optimize the fuzzy reasoning rules and type of membership functions, we introduced another self-learning GA to get more suitable crossover probability and mutation probability in the pathfinding GA. Here we choose the convergence of population and diversity as input variables of fuzzy controller and normalized, and still choose the crossover probability c p and mutation probability m p as output variables. The convergence of population expressed as the difference between average fitness value from two generation of population, and normalized to ensure the range of input variables in [-1,1] (see Formula (6) , where N is the population size, ) ,
is the fitness value of the ith individual at the kth iteration). The population diversity expressed as the dispersion degree of individuals, it can be characterized by the standard deviation of the fitness value. Also in order to characterize the change of population diversity between two iterations, we select difference of the standard deviation as input, as shown in Formula (7). Where 
We adopted self-learning GA to optimize the knowledge base in the fuzzy controller. Firstly, we used binary bit string for coding the knowledge base [22] , the coding with the type of membership functions can be expressed as: 00,01,10,11, represent Triangle (T), Left Triangle (LT), Right Triangle (RT) and Gaussian Function (G) respectively, as shown in Table 1 . Each row in Table 1 contains the selection of fuzzy reasoning rules and corresponding type of membership functions. When self-learning GA is running, the corresponding bit string in Table 1 can be translated into the actual fuzzy reasoning rules and type of membership functions, as shown in Table 2 . After finished knowledge base coding and translation, we can use self-learning GA to search the optimal fuzzy reasoning rules and corresponding type of membership functions. . In this section, we evaluate the quality of the proposed TAGA method. We perform experiments on a simulated environment with multiple static and dynamic obstacles, parameter setting is shown in Table 3 For static and dynamic obstacles environment, we run the TAGA method 20 times, and select the best path result, as shown in Fig.3 and Fig.4. Fig.3 is the experimental result in a static obstacle environment, autonomous agent found an optimal path without collision, and from the iterative process, about 30 times of iteration to achieve the convergence. Fig.4 is the experimental result in a dynamic obstacle environment, the red circles indicates the movement of the dynamic obstacle, the simulation results show that the autonomous agent also has good adaptability for dynamic obstacle environment, and about 60 times of iteration to achieve the optimal solution. According to the optimal knowledge base, the corresponding adjustment process of c p and m p is shown in Fig. 5 . As can be seen, the proposed method can get better adjustment results. In order to further verify the performance of TAGA, we compared with the standard genetic algorithm (SGA) and the adaptive genetic algorithm proposed by Srinivas (AGA) [8] in the same experiment environment. For SGA the crossover probability=0.8 and mutation probability=0.05; For AGA the parameter k1 in the crossover probability formula is set to 0.8 and k2 in the mutation probability formula is set to 0.05. Compared results are shown in Table 4 , which presents the path length and running time from above mentioned methods. We performed 20 times experiments and then average. It can be seen that both path length and running time obtained by TAGA are superior to SGA and AGA. This is because TAGA adopted an adaptive crossover probability and mutation probability, which can adjust automatically according to the fitness value. At the same time, by combining with fuzzy controller, TAGA can effectively reduce the number of infeasible solution, accelerate the evolution speed, and more likely converge to the global optimal solution. 
VI SUMMARY
This paper puts forward a two-layer adaptive genetic algorithm, and applied on path planning for autonomous agent. By combining with fuzzy logic, the proposed algorithm realized adaptively adjustment of crossover probability and mutation probability. By introducing another self-learning genetic algorithm, the proposed algorithm realized self-learning optimization for the knowledge base of fuzzy controller, and generated the optimal fuzzy reasoning rules and corresponding type of membership functions. By comparing with SGA and AGA proved that the proposed algorithm has faster convergence speed, and stronger adaptively adjustment ability. The proposed algorithm optimized the fuzzy reasoning rules and type of membership functions in the fuzzy controller, which has a wider adaptability to different optimization problems. Next step is to further improve the self-learning ability of the knowledge base, such as the self-learning of fuzzy control parameters, etc.
