Cuckoo search (CS) is a novel biologically inspired algorithm and has been widely applied to many fields. Although some binary-coded CS variants are developed to solve 0-1 knapsack problems, the search accuracy and the convergence speed are still needed to further improve. According to the analysis of the shortcomings of the standard CS and the advantage of the global harmony search (GHS), a novel hybrid meta-heuristic optimization approach, called cuckoo search Algorithm with global harmony search (CSGHS), is proposed in this paper to solve 0-1 knapsack problems (KP) more effectively. In CSGHS, it is the combination of the exploration of GHS and the exploitation of CS that makes the CSGHS efficient and effective. The experiments conducted demonstrate that the CSGHS generally outperformed the binary cuckoo search, the binary shuffled frog-leaping algorithm and the binary differential evolution in accordance with the search accuracy and convergence speed. Therefore, the proposed hybrid algorithm is effective to solve 0-1 knapsack problems.
Introduction
Optimization problems can be found in various fields in the real world, such as engineering, manufacturing, finance, medical science, music and so on. More generally, the process of optimization is to find the best possible solution of some objective function in a given domain. Unfortunately, it is difficult for the traditional methods to cope with some high-dimensional, non-differentiable, discontinuous complicated problems. Under these circumstances, meta-heuristic techniques begin to show their powerful search ability.
Some of them include ant colony optimization (ACO) 1 , bat algorithm (BA) 2 , bacterial colony foraging (BCF) 3 , bird swarm algorithm (BSA) 4 , chicken swarm optimization (CSO) 5 , differential evolution (DE) [6] [7] , firefly algorithm (FA) [8] [9] [10] , krill herd algorithm (KH) [11] [12] [13] [14] [15] [16] [17] [18] , monarch butterfly optimization (MBO) [19] [20] [21] , particle swarm optimization (PSO) [22] [23] , earthworm optimization algorithm (EWA) 24 and elephant herding optimization (EHO) [25] [26] . These algorithms have been used to successfully address many complicated engineering problems, such as ordinal regression 27 , classification 28 , data encryption 29 , possession 30 , scheduling 31 , test-sheet composition 32 , target assessment [33] [34] , path planning [35] [36] [37] , directing orbits of chaotic systems 38 , feature selection 39 , and fault diagnosis 40 .
Cuckoo Search (CS) is one of the latest nature-inspired meta-heuristic algorithms developed by Yang and Deb 41 . CS is based on the brood parasitism of some cuckoo species by laying their eggs in the nests of other host birds. In addition, this algorithm is enhanced by Lévy flights, rather than by simple isotropic random walks 42 .
Harmony Search (HS) is a relatively novel music-inspired metaheuristic optimization algorithm developed by Geem et al. 43 . It mimics the music improvisation process where musicians improvise their instruments' pitches striving to find pleasant harmony-it is like that the optimization method searches for the global optimal solution. Owing to its potential as an optimization technique, it has gained considerable attention and many variants are proposed to enhance the performance of HS [44] [45] [46] . Mahdavi et al. 47 proposed the improved version of harmony search algorithm (IHS) which dynamically updates the values of the pitch adjustment rate (PAW) and the pitch adjustment bandwidth (BW). Due to the fact that BW in IHS is difficult to guess and problem dependent, inspired by the concept of swarm intelligence as proposed in PSO, Omran and Mahdavi 48 proposed the global harmony search (GHS) algorithm.
Owing to the significant features such as fine balance of randomization and intensification and fewer number of control parameters 41 , CS is becoming a new research hotspot in swarm intelligence and various variants have emerged in large numbers with an intension to further enhance the optimization ability. Walton et al. 49 developed a modified cuckoo search algorithm for solving nonlinear problems. Yang and Deb 50 extended it to multiobjective optimization problems. Yildiz 51 successfully used CS to select optimal machine parameters in milling operation and proved that was more effective. Ouaarab et al. 52 proposed a discrete cuckoo search to solve traveling salesman problem. Li et al. 53 introduced an adaptive parameter CS for global numerical optimizatioin. Recently, hybridization that CS in combination with other methods has been proposed and has become ever-increasing hot topics studied by people, such as CS combined with orthogonal learning strategy 54 , shuffled frog leaping algorithm (SFLA) 55 , wind driven optimization (WDO) 56 , artificial neural network (ANN) 57 and genetic algorithm (GA) 58 . For details, see 59 .
Some researchers attempt to solve knapsack problem (KP) problems by CS. In 2011, Layeb 60 proposed a hybrid optimization algorithm which combined cuckoo search and quantum-based approach to solve knapsack problems efficiently, and afterward, Gherboudj et al. 61 conducted research on knapsack problems with purely binary cuckoo search. The research on knapsack problem based on CS is not enough. Additionally, although many efficient methods have emerged for the 0-1KP problems [62] [63] , in fact, further work is needed to resolve some new and harder 0-1 knapsack problems hidden in the real world, or rather, the correlation between the weight and the profit of the items may not be more concerned. In [62] [63] , although 10 low-dimensional and 16 randomly-generated high-dimensional 0-1KP instances are used, the latter did not consider the correlation between the profits and weights of the items. As a
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Copyright: the authorsresult, it has a wider significance to explore some new approaches to handle the 0-1 knapsack problem. There are some studies on hybrid harmony search and other methods, like the combination of harmony search and firefly algorithm 64 , cuckoo search algorithm 65 , but most of the hybridization is adopted the standard harmony search which has some shortcomings. The parameters are difficult to adjust, for example. Based on the above analysis, we propose a novel hybrid optimization algorithm by integrating the global harmony search into the cuckoo search algorithm for solving 0-1 knapsack problems. To demonstrate the efficiency of the proposed method, a large number of experiments on 0-1 knapsack problems with six groups of instances are carried out. The experimental results show that the proposed hybrid metaheuristic method can reach the required optima more effectively than CS, SFLA, and DE, even in some cases when the problem to be solved is too complicated and complex.
The rest of paper is organized as follows. Section 2 introduces the preliminary knowledge of CS, GHS and the mathematical model of 0-1 knapsack problem (0-1KP). Then, our proposed CSGHS for 0-1 KP problems is presented in Section 3. A series of simulation experiments are conducted in Section 4. Some conclusions and comments are made for further research in Section 5.
Review of the Related Work
In this section, the definition and mathematical model of 0-1 knapsack problems are outlined as well as the basic CS and GHS.
0-1 knapsack problem
0-1KP is one of the most intensively studied combinatorial optimization problem 66 . The researches of 0-1 knapsack problem have very large potential application background for capital budgeting problems, resource allocation, loading problems, project selection problems and so on 67 . The 0-1 knapsack problem can be generally described as follows: Given N objects, from which various possible objects will be selected to fill up a knapsack. Then, if p j is a measure of the value given by object j, w j its weight and c the capacity of the knapsack. The objective is to maximize the total value of the knapsack that the knapsack capacity constraint is satisfying. Formally, the problem can be formulated as follows: 
where n is the number of items. The binary decision variable x j , with x j = 1 if item j is selected, and x j = 0 otherwise, is adopted.
Cuckoo search
CS 41 is one of bio-inspired algorithms for imitating the brood parasitism of some cuckoo species. Because of the complexity of natural systems, they cannot be built models exactly through computer algorithm in its basic form. In order to successfully apply this as optimization method, Yang and Deb 41 used the following three approximate rules:
(1) Each cuckoo lays only one egg at a time, and dumps its egg in a randomly chosen nest; (2) The best nests with high-quality eggs will be carried over to the next generations; (3) The number of available host nests is fixed, and the egg laid by the host bird with a probability p a [0, 1] . In this case, the host bird can either throw the egg away or simply abandon the nest and build a completely new nest. Based on these three rules, the basic steps of the CS are shown in Algorithm 1.
The global-best harmony search
Harmony search (HS) 43, 68 , as a relatively effective optimization technique, the optimization process is generally handled by three rules: memory consideration, pitch adjustment and random selection. The three key parameters which have a far-reaching effect on the performance of the HS are harmony memory consideration rate (HMCR), pitch adjustment rate (PAR), and distance bandwidth (bw). Additionally, the parameters also include harmony memory size
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Copyright: the authors(HMS), the number of improvisations (NI). In this paper, we employ GHS 48 as a mutation operation to ensure convergence of the CSGHS and enhance its ability of optimization effectively. The GHS is presented in Algorithm 2.
Begin
Step 1: Initialization. Set the discovery rate (p a ); initialize the population of n host nests randomly and each egg in a nest corresponding to a potential solution to the given problem; Set stopping criterion or the generation counter (G=1).
Step 2: Generate new solutions x' (but keep the current best), the procedure works as follows: 
Hybrid CS with GHS for 0-1 KPs
In this section, we will propose a hybrid metaheuristic algorithm by integrating the global-best harmony search into the cuckoo search (CSGHS) for solving 0-1 knapsack problems. First, the hybrid encoding scheme and repair operator will be introduced. And then the proposed CSGHS will be described in detail.
At last, the algorithm complexity is analyzed.
Encoding scheme
It is generally known that the 0-1 knapsack problem is a special integer linear programming problem. Additionally, from formula (1), we can infer that the feasible solution of 0-1 knapsack problem is n-dimension 0-1 vector. Hence, the individual was naturally represented by binary coding. Since the standard CS algorithm operates in continuous space, we cannot use it directly for solving optimization problems in binary space. So hybrid encoding scheme 55, 69 
Sig(x) = 1/ (1+e -x ) is Sigmoid function.
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Repair operator
The 0-1 knapsack problem is also a constraint optimization problem. So constraint handling technique must be employed in order to handle the infeasible solution. Nowadays the more popular constraint handling technique is penalty function method and individual optimization method. In this paper, we adopt an effective greedy transform method (GTM) 55 to modify the infeasible solution as well as optimize the feasible solution.
The proposed approach: CSGHS
In this section, we will give a reasonable explanation for how and why we combine the GHS with CS to form an effective CSGHS, which not only improves the quality of the solutions, but also increases the diversity of the population, and then the efficiency of the algorithm is improved. Generally, the main advantages of CS algorithm are the diversity of population strategy via randomization and search strategy by Lévy flights, there are still some aspects to be improved. For CS, the search process relies too much on random, although Lévy flights is most suitable for the randomization on the global scale 41, the way of generating new solutions by random walk is less efficient than Lévy flights, so a rapid convergence rate cannot be guaranteed and at times it cannot avoid falling into local optimal. In addition, there lacks information exchange between the individuals, moreover, new solutions are not influenced by the best individual in the swarm. To address the shortcomings of the CS and make full use of the advantages of GHS, a new hybrid algorithm, called CSGHS, is proposed in which the GHS is embedded into the CS. By intuition, this improvement makes the new approach work efficiently on both continuous and discrete problems. The distinct difference between CSGHS and CS is that GHS as the mutation operator is applied to improve the original CS generating a new solution for each nest. In this manner, this new approach can generate diverse solutions with a view to exploring the search space on the global scale by Lévy flights of the CS, and concentrate on the search in a local region where the current optimum is most likely found by the mutation of the GHS.
Several improvements of CSGHS are described as follows:
The first improvement, and most important, is that the GHS completely replaces the random walk in CS in the stage of local search. As previously is mentioned, the GHS as a mutation operator was adopted in the CSGHS, with the aim of increasing diversity of the population and accelerating the convergence speed so as to enhance the performance.
The second improvement is to add mutation operator of DE/Best/1/Bin scheme into CSGHS, as was inspired by the mutation operator in DE algorithm. Its purpose is to further strengthen the effects of global
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With the above special design, the mainframe of the CSGHS for 0-1 knapsack problem is shown in Algorithm 3.
Begin
Step 1: Sorting. According to value-to-weight ratio p i / w i (i = 1, 2, 3 ) ).
G=G+1
Step 4: End while End.
Algorithm 3. The mainframe of the CSGHS algorithm for 0-1 knapsack problem
Algorithm complexity
CSGHS is composed of three stages: the sorting by value-to-weight ratio, the initialization and the iterative search. The quick sorting has time complexity O(n log(n)). The generation of the initial cuckoo nests has time complexity O(n×d). The iterative search consists of four steps (comment statements in Algorithm 3), i.e. the Levy flights, memory consideration, pitch adjustment, and random selection which costs the same time O(n×d). Further, the major time cost of GTM is the quick sort which has calculated at the start of this section. In summary, the overall complexity of the proposed CSGHS is O(n log (n))+O(n×d)+O(n×d)= O(n log(n))+O(n×d). It does not change compared with the original CS algorithm.
Simulation Experiments

Experimental data set
Since the difficulty of knapsack problems is greatly affected by the correlation between profits and weights 66, 71 , six groups of 0-1 KP instances randomly generated are presented in Table 1 . The correlation of six types of instances is shown in Fig. 1 . Here we use the function Rand (a, b) to represent an integer uniformly distributed in [a, b] . Each group contains six 0-1 KP instances and the dimension is 300, 500, 800, 1000, 1200, and 1500. These thirty-six instances are marked as KP 1 , KP 2 , … , KP 36 , respectively. Table 1 . Six groups of 0-1 KP instances Fig.1 Six classes of instances with 300 items
Experimental setup and parameters setting
To better understand the CSGHS, we compared its performance on 36 knapsack problems (KP 1 -KP 36 ) with three other optimization approaches, which are DE, SFLA and CS. DE 72 is a vector-based evolutionary algorithm with self-organizing tendency and does not use the information of derivatives. SFLA is a meta-heuristic optimization method that imitates the memetic evolution of a group of frogs while casting about for the location that has the maximum amount of available food 73 . In our experiments, we set the parameters as follows. The proposed CSGHS includes four key parameters: the population size P=40, the harmony memory consideration rate HMCR=0.9, the pitch adjustment rate PAR F=0.3. For DE, the population size P=40, crossover probability Cr F=0.3, basic DE/Rand/1/Bin scheme. For SFLA, the population size P=40, which is partitioned into M =4 memeplexes, each containing N=10 frogs (i.e. P=M×N).
In order to make a fair comparison, all computational experiments are conducted with Visual C++ 6.0. The test environment is set up on a PC with AMD Athlon(tm) II X2 250 Processor 3.01 GHz, 1.75G RAM, running on Windows 7. The experiment on each instance was repeated 30 times independently. Further, best solution, worst solution, mean, median, standard deviation (STD) for all the solutions are given in related tables. In addition, the maximum run-time was set to 5 seconds for 300-dimensional and 500-dimensional instances, 8 seconds for 800- dimensional, 1000-dimensional, and 1200-dimensional instances and 10 seconds for 1500-dimensional instances.
Numerical optimization
In order to make an overall investigation about the performance of CSGHS, a number of simulation and experiment research have been carried out. Six classes of 0-1 knapsack problems with large scales listed in Table 1 . The number of items is set to 300, 500, 800, 1000, 1200, and 1500, respectively. Table 3 summarizes the experimental results obtained by the four methods to the weakly-correlated instances. From Table 3 we can infer that the performance of CSGHS, CS, SFLA and DE are comparable. DE obtained the best, mean, median results for KP 7 , KP 8 and CS attained the best results for the last four cases. SFLA still showed the best stability among four methods. Although the optimal solutions obtained by the CSGHS are poorer than DE or CS, the CSGHS gets the worst, mean, median results on KP 9 -KP 12 . Unfortunately, although weakly correlated knapsack problem are closer to the real world situations 66, the CSGHS does not appear overwhelming superior to the other three algorithms in solving such knapsack problems.
Figs. 2-7 show a comparison of the best profits obtained by applying the four algorithms for six classes of problems with 1500-dimensional functions in 30 runs. The search space of the 1500-dimensional functions is expanded dramatically to 2 1500 , which is a challenge for CSGHS, CS, SFLA and DE. Thus, DE failed to come at any global optima of all the six high-dimensional functions, while the results of SFLA fluctuated around certain value, as we had expected. Additionally, the CS can get the optimal solution occasionally, which shows it has poorer stabilization and is consistent with the STD value above. The CSGHS wins obvious advantages. As mentioned above, weakly correlated problem instances are difficult to solve in the case of CSGHS.
To investigate further the performance of the four approaches, the average convergence curves of CSGHS, CS, SFLA and DE are drawn in Figs. 8-13 . The optimization of the small-size problems is simple. However, when the dimensionality is increased, the CSGHS takes the lead obviously and outperforms the other three methods. From Figs. 8-13 , it is observed that CSGHS have a quick convergence speed, as is benefited from the GHS. SFLA performs the second best in hitting the optimum. DE shows premature phenomenon in the evolution and does not offer satisfactory performance. 
Conclusions
In this paper, a hybrid cuckoo search algorithm with global-best harmony search (CSGHS) was proposed to solve 0-1 KP efficiently and effectively. To address the shortcomings of the CS, the GHS as a mutation operator was adopted in the CSGHS to strengthen the search ability. Another effective mutation operator of DE/Best/1/Bin scheme in DE is embedded into CSGHS to increase the diversity of population. Finally, CSGHS was tested on different correlated knapsack problem instances with low-dimensional and high-dimensional. The experiments reveal that the proposed approach greatly outperforms CS, SFLA and DE with regard to the solution accuracy and the convergence speed, particularly on tackling the large-size intractable 0-1KPs, which shows that the proposed CSGHS is an effective optimization tool.
The future work is to consider and solve other knapsack problem, such as multi-scenario max-min knapsack problem, bi-level 0-1 knapsack problem, Multidimensional Knapsack Problem.
Secondly, in the future, more engineering optimization problems will be used to further verify our proposed method, such as flowshop scheduling problems (FSP) [74] [75] , image processing [76] [77] , video coding 78 , and wireless sensor networks 79 . Thirdly, our proposed method will surely work well in combination with other computational intelligence algorithms, such as minimax probability machine 79 , support vector classification 81 , fuzzy C-means 82 , and least significant bit (LSB) matching [83] [84] . 
