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The LINPACK benchmark reports the performance of a computer for solving a system of linear
equations with dense random matrices. Although this task was not designed with a real application
directly in mind, the LINPACK benchmark has been used to define the list of TOP500 supercom-
puters since the debut of the list in 1993. We propose that a similar benchmark, called the quantum
LINPACK benchmark, could be used to gauge the performance of future quantum computers. We
propose an input model called the RAndom Circuit Block-Encoded Matrix (RACBEM), which is
a proper generalization of a dense random matrix in the quantum setting. The RACBEM model
is efficient to be implemented on a quantum computer, and can be designed to optimally adapt to
any given quantum architecture, with relying on a black-box quantum compiler. The task of the
quantum LINPACK benchmark can also be difficult for classical computers, and its success can pave
the way for achieving quantum advantage. Besides solving linear systems, the RACBEM model can
be used to perform a variety of linear algebra tasks, such as computing spectral measures, time
series generated by a Hamiltonian simulation, and thermal averages of the energy. We implement
these linear algebra operations on IBM Q quantum devices as well as quantum virtual machines,
and demonstrate that such tasks can be only steps away from Google’s quantum supremacy test.
I. INTRODUCTION
Quantum computers hold the promise of dramatically
accelerating calculations in a wide range of fields. While
quantum supremacy was achieved in 2019 via sampling
random quantum circuits [7], the path towards achieving
the quantum advantage, i.e. using quantum computers to
accelerate a real application, remains relatively unclear.
At the heart of many applications in scientific comput-
ing are linear algebra operations, such as solving linear
systems, finding extremal and internal eigenvalues, solv-
ing least squares problems, computing spectral measures
etc. It would be very desirable to dramatically acceler-
ate such linear algebra kernel routines using a quantum
computer, and thus achieving quantum advantage.
One obvious obstacle preventing us from doing so now
is the high noise level of near-term devices. However,
even with future fault-tolerant devices at hand, another
key issue related to quantum linear algebra applications
is the read-in problem: if the input matrices and vec-
tors come from classical data and need to be fed into the
quantum computer via a model such as quantum ran-
dom access memory (QRAM) [24], then many quantum
algorithms could possibly be dequantized [36]. This may
reduce the quantum speedup factor from exponential to
at most polynomial with respect to the number of qubits,
and quantum algorithms still suffer from many intrinsic
caveats compared to the classical counterparts.
In this paper, we consider a different type of question:
assuming there are ten thousand quantum computers (or
∗ Electronic address: linlin@math.berkeley.edu
many more) available now, how should we select the top
500 best performing computers for scientific computing
applications? This is neither a quantum supremacy prob-
lem (assuming all these quantum computers are already
much better than classical supercomputers for certain
tasks), nor a quantum advantage problem (the perfor-
mance does not need to be measured based on a real
application). So we can call it a “quantum benchmark”
problem. The quantum benchmark problem draws direct
inspiration from that the performance of classical super-
computers are often measured using a test suite called
LINPACK. The LINPACK benchmark [19] measures the
floating point computing power of a classical computer
via its performance for solving a linear systems of equa-
tionsAx = b, where the input matrix A is a dense random
matrix. There is no immediate application associated
with such a matrix, and there has been much contro-
versy over its effectiveness in measuring the capability of
classical computers in scientific computing applications
since the very beginning. However, LINPACK is widely
used and performance numbers are available for almost
all relevant systems. The LINPACK benchmark has been
used as the defining criterion of TOP500 supercomputers
since the debut of the list in 1993 [2]. One important rea-
son is that dense matrices and dense matrix operations
are relatively easy to implement and to optimize on clas-
sical computers. These operations have been tuned to be
highly scalable, which enabled the performance bench-
mark of systems that cover a performance range of 12
orders of magnitude in the past 20 years.
In order to mimic the success of the LINPACK bench-
mark on quantum computers, we consider the problem
of solving the quantum linear system problem (QLSP),
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2which aims at obtaining a solution vector |x〉 ∝ A−1 |b〉.
The past few years have witnessed significant progresses
in solving QLSP [6, 12, 14–17, 23, 27, 28, 35, 38, 39].
However, it would be highly inefficient if we first gener-
ate a dense random matrix A classically and then feed it
into the quantum computer using e.g. QRAM. Instead
we should focus on matrices that are inherently easy to
generate on a quantum computer. The foundation of
Google’s quantum supremacy test is that sampling a cer-
tain random quantum circuit (e.g. one that implements
a chaotic quantum evolution) is a difficult task on any
classical computer [3, 4, 11, 13, 20, 21, 26, 31]. This
inspires us to generate a random matrix directly based
a random quantum circuit, which is suitable for linear
algebra applications.
In this paper, we propose an input model called
the RAndom Circuit based Block-Encoding Matrix
(RACBEM). We argue that the RACBEM model is a
proper generalization of dense random matrices in the
quantum setting, suitable for linear algebra tasks. Using
RACBEM, and in particular its Hermitian version called
H-RACBEM. The RACBEM and H-RACBEM models
are simple to construct, and allow us to get access to in
principle any n-qubit matrix and n-qubit Hermitian ma-
trix, respectively (up to a scaling factor). Together with
the recently developed technique of quantum singular
value transformation (QSVT) [23], we can perform many
useful linear algebra operations in the sense of quantum
benchmarks.
When focusing on the solution of linear systems, this
gives rise to our proposal of the quantum LINPACK
benchmark. With QSVT and the H-RACBEM model,
the circuit used in the quantum LINPACK benchmark
can be designed to adapt to the coupling map of almost
any given gate-based quantum architecture. All opera-
tions can be carried out with straightforward usage of ba-
sic one-qubit gates and CNOT gates, and there is no com-
plex controlled unitaries involved. The number of ancilla
qubits needed is minimal (usually 2). The circuit depth is
fully tunable, and can be a relatively small constant times
that used for the quantum supremacy test. While the de-
velopment of quantum hardware has been very rapid in
the past few years, quantum resources are expected to
remain costly and limited for some time, with or without
the fault-tolerant capability. So the H-RACBEM model
can significantly reduce the efforts needed to optimize
and to compile the quantum algorithm both on near-term
devices and future devices. The H-RACBEM model uses
a random circuit as a building block. By taking the ran-
dom circuit implementing a chaotic quantum evolution,
we expect that the difficulty of reproducing the quantum
LINPACK benchmark on a classical computer can be at
least as hard as that of the quantum supremacy test.
We demonstrate the usage of H-RACBEM model for
solving linear systems, as well as for performing spec-
tral measure and time series analysis. Using the min-
imally entangled typical thermal state (METTS) algo-
rithm [30, 34, 37], we also show how H-RACBEM simpli-
fies the computation of the thermal average of the energy.
We implement the algorithms on the IBM Q quantum ar-
chitecture. Due to the high noise level of the currently
available quantum architecture, we also demonstrate the
numerical performance using quantum virtual machines
(QVM) with tunable, approximate error models derived
from quantum devices.
II. RANDOM CIRCUIT BASED
BLOCK-ENCODING MATRIX
Block-encoding: Inherently, quantum computers can only
handle unitary operators. Hence any non-unitary opera-
tors must be encoded in terms of unitary operators. Let
A ∈ CN×N be an n-qubit Hermitian matrix (N = 2n).
If we can find an (n + 1)-qubit unitary matrix UA such
that
UA =
(
A ·
· ·
)
(1)
holds, i.e. A is the upper-left matrix block of UA, then
we may get access to A via the unitary matrix UA with
A = (〈0| ⊗ In)UA (|0〉 ⊗ In). Clearly when the operator
norm ‖A‖2 is larger than 1, A cannot be encoded by any
unitary UA as in (1). Generally if we can find α,  ∈ R+,
and an (m+ n)-qubit matrix UA such that
‖A− α (〈0m| ⊗ In)UA (|0m〉 ⊗ In) ‖ ≤ , (2)
then UA is called an (α,m, )-block-encoding of A. Here
m is called the number of ancilla qubits for block-
encoding. The block-encoding is a powerful and versatile
model, which can be used to efficiently encode density
operators, Gram matrices, positive-operator valued mea-
sure (POVM), sparse-access matrices, as well as addition
and multiplication of block-encoded matrices (we refer to
[23] for a detailed illustration of such constructions).
The block-encoding model also has its limitation. Take
an n-qubit, d-sparse matrix A (i.e. the number of nonzero
entries in each row/column does not exceed d) for exam-
ple, assuming access to its row/column entries via cer-
tain sparse-access oracles, then we can construct a block-
encoding using n + 3 ancilla qubits [23]. Any further
manipulation of UA, such as quantum signal processing,
would require using (n+4)-qubit Toffoli gates, which are
relatively expensive to implement [8, 32]. Another exam-
ple is that A is given by a linear combination of K terms,
each term being a tensor product of Pauli matrices. In
the setting of the Hamiltonian simulation, eiAt can be
simply approximated by exponentiating each term indi-
vidually following a certain order via the Trotter-Suzuki
formula. However, the block-encoding model would es-
sentially require using linear combination of unitaries [9],
which not only requires dlogKe ancilla qubits, but also
usage of (dlogKe + 1)-qubit Toffoli gates to implement
the prepare and select oracles needed to obtain the linear
combination. Such operations are essentially forbidden
3for near-term applications due to high error rates, and
are still challenging when the number of qubits and the
gate depth remain a limitation in reaching the desired
accuracy on fault-tolerant devices.
RACBEM: To harness the power of the block-encoding
model and to avoid its pitfalls, we propose the Random
circuit based block-encoding matrix (RACBEM) model
as follows. Instead of first identifying A and then finding
its block-encoding UA, we reverse this thought process:
we first identify a unitary UA that is easy to implement
on a quantum computer, and then ask which matrix can
be block-encoded by UA.
Figure 1: A cartoon illustration of the RACBEM model.
It turns out that any matrix A with ‖A‖2 ≤ 1 can
be given by a (1, 1, 0)-block-encoding. Consider any n-
qubit matrix with its singular value decomposition (SVD)
A = WΣV †, where all singular values in Σ belong to
[0, 1]. Then we may construct an (n + 1)-qubit unitary
matrix
UA :=
(
A W
√
In − Σ2√
In − Σ2V † −Σ
)
=
(
W 0
0 In
)(
Σ
√
In − Σ2√
In − Σ2 −Σ
)(
V † 0
0 In
)
,
which is a (1, 1, 0)-block-encoding of A. Since a random
circuit with poly(n) depth can approximate an n-qubit
Haar measure at least according to the criterion of the 2-
design [26], a sufficiently general (n+1)-qubit unitary UA
can give access to in principle any n-qubit non-unitary
matrices A (up to a scaling factor). Furthermore, such a
random circuit UA can be constructed using only basic
one-qubit unitaries and CNOT gates. The matrix A ob-
tained by measuring the first qubit (or in fact, any qubit
used as the ancilla) is called a RACBEM. Since the Haar
measure is the uniform distribution of unitary matrices,
we conclude that RACBEM is a proper generalization of
dense matrices on quantum computers suitable for per-
forming linear algebra tasks. The layout of the two-qubit
operations can be designed to be compatible with the
coupling map of the hardware.
For instance, for the ibmq burlington device with its
coupling map shown in Fig. 2(a), we can choose qubit 1 as
the RACBEM ancilla qubit, which results in a RACBEM
model with 3 system qubits 2, 3, 4. The qubit 0 is not
used here, and is reserved as the signal qubit for quantum
singular value transformation to be discussed later.
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Figure 2: (a) Coupling map of quantum computing backend
ibmq burlington provided on IBM Q website [1]. The encircled
number stands for the label of qubit where the color represents
the noise rate of one-qubit gates on it. If two qubits are related
by an arrow, the CNOT gate is directly available between
these two qubits. (b) A RACBEM circuit constructed using
the basic gate set {U1,U2,CNOT}. The CNOT gates are
directly implementable according to the coupling map in (a).
q0, q1, q2, q3 refer to qubits 1, 2, 3, 4 in (a), where qubit 0 is
excluded as a signal qubit.
The basis of Google’s supremacy test [7, 10] is that
sampling UA |0n+1〉 can be a classically difficult task, e.g.
when UA implements a chaotic quantum evolution. This
means that evaluating a single matrix-vector multiplica-
tion A |0n〉 can also be classically hard if A is a RACBEM
obtained from such a random circuit.
H-RACBEM: In many applications, such as Hamiltonian
simulation, thermal state preparation etc, we are only
interested in Hermitian matrices. It is possible to find
a general circuit UA that coincidentally block-encodes a
Hermitian matrix, but this can become increasingly dif-
ficult as n increases. A useful fact is that once a random
circuit UA is given, its Hermitian conjugate U
†
A is easily
accessible by conjugating the each gate and reversing the
gate sequence. We will show below that this allows us to
get access to in principle any n-qubit Hermitian matrix.
Consider the quantum circuit in Fig. 3 denoted by
UH, where ϕ0, ϕ1 ∈ [−pi, pi). Direct calculation (see Ap-
pendix A) shows that
H =(〈02| ⊗ In)UH(|02〉 ⊗ In)
= [−2 sin(2ϕ0) sinϕ1]A†A+ cos(2ϕ0 − ϕ1).
(3)
4|0〉 H e−iϕ0Z e−iϕ1Z e−iϕ0Z H
|0〉
UA U
†
A|ψ〉
Figure 3: Quantum circuit for generating a (1, 2, 0)-block-encoding of a H-RACBEM from a (1, 1, 0)-block-encoding UA and its
Hermitian conjugate. H is the Hadamard gate, and Z is the Pauli-Z gate.
Here H is a Hermitian matrix. We refer to it as a Her-
mitian RACBEM (H-RACBEM), and UH is its (1, 2, 0)-
block-encoding. In particular, choosing ϕ0 = pi/8, ϕ1 =
−pi/4, then H = A†A is Hermitian positive semi-definite.
This will be referred to as a canonical H-RACBEM. In
other words, a canonical H-RACBEM is constructed from
its (non-unique) matrix square root A.
In Fig. 3, the CNOT gate controlling on 0 instead of 1
is mainly for notational convenience, and in fact not all
CNOT gates are necessary here. For example, in order to
implement a canonical H-RACBEM, we only need 1 ap-
plication of UA, 1 application of U
†
A, 2 H gates, 2 standard
CNOT gates, 1 S† gate, and 2 T gates (see Appendix A).
Since any matrix with singular values bounded by 1 can
be represented as a RACBEM, we immediately have that
any Hermitian positive semi-definite matrix with eigen-
values bounded by 1 can be represented as a canonical
H-RACBEM, with a sufficiently flexible UA.
Quantum singular value transformation: Given the SVD
A = WΣV †, and a smooth function f(x) of even par-
ity, we define the quantum singular value transformation
(QSVT) as
f.(A) := V f(Σ)V †. (4)
Here the right pointing triangle reflects that only the
right singular vectors V are kept. Clearly f.(A) =
f(
√
A†A), where the right hand side is the standard ma-
trix function. Now let f be a real even polynomial of
degree 2d, which satisfies |f(x)| ≤ 1 for any x ∈ [−1, 1].
Let UA be a (1,m, 0)-block-encoding of A. Then follow-
ing [23, Corollary 11], there exists a (1,m + 1, 0)-block-
encoding of f.(A), denoted by Uf.(A). The circuit to
implement Uf.(A) is given in Fig. 4, which can be con-
structed using d queries of UA and d queries of U
†
A. Here
Φ := (ϕ0, . . . , ϕ2d) are called the phase factors. One chal-
lenge in QSVT is to find the phase factors Φ. Besides
the methods for obtaining Φ by polynomial factorization
[23, 25], recently an optimization based method is pro-
posed to find Φ up to very high degrees [18]. A brief
description of the method is given in Appendix B.
Therefore Fig. 3 implements a QSVT for a second order
polynomial H = h.(A) with a symmetric choice of phase
factors Φ = (ϕ0, ϕ1, ϕ0), where
h(x) = [−2 sin(2ϕ0) sinϕ1]x2 + cos(2ϕ0 − ϕ1). (5)
A canonical H-RACBEM is given by h(x) = x2.
Consider any real polynomial g(x) of degree d without
parity constraint, satisfying |g(x)| ≤ 1 for any x ∈ [−1, 1].
Then using the identity
g(H) = (g ◦ h).(A) := f.(A), (6)
any matrix function g(H) can be expressed as a QSVT
with respect to an even polynomial f = g ◦ h of de-
gree 2d. We remark that when g does not have a def-
inite parity, the associated QSVT of A is much more
involved. It generally requires using a linear combina-
tion of block-encoding of the even and odd parts, which
in turn requires implementing controlled UA [23]. Nor-
mally such controlled operations have significant over-
head. For instance, if we would like to implement a
controlled-RACBEM, generally we need to convert all
quantum gates in the circuit of UA to the controlled ver-
sion.
By expressing g(H) as a QSVT associated with an even
polynomial, we have not only eliminated the need of con-
trolled unitary operations, but also saved one additional
qubit. This is because if we first construct a H-RACBEM
H and then construct g(H), we need 3 ancilla qubits in
total, and possibly a LCU circuit when g does not have
a definite parity. On the other hand, by considering the
composite function f , the parity constraint on g is com-
pletely removed, and we only need 2 ancilla qubits (the
same as that needed for a H-RACBEM). Furthermore,
each controlled gate in Fig. 4 is a standard CNOT gate
rather than a Toffoli gate. Therefore the H-RACBEM
model has a salient advantage and significantly simplifies
the implementation.
In many applications, such as a LCU circuit and the
Hadamard test, we do need to get access to controlled
UH or Ug(H). In such a case, the fact that H is a H-
RACBEM is also helpful: Note that if we remove all Z-
rotations in the first line of Fig. 4, the circuit implements
an identity operator since UA, U
†
A always appear in pairs
thanks to that f = g◦h is an even polynomial. Therefore
a controlled version Ug(H) can be simply implemented by
controlling all the Z-rotation gates [23].
III. PROPOSAL OF QUANTUM LINPACK
BENCHMARK
The RACBEM, as well as the H-RACBEM model pro-
vides a solution to the read-in problem using only basic
5|0〉 H e−iϕ2dZ e−iϕ2d−1Z · · · e−iϕ0Z H
|0m〉
UA U
†
A
· · ·
|ψ〉 · · ·
Figure 4: Quantum circuit for quantum singular value transformation of a real matrix polynomial of degree 2d. For QSVT of
a H-RACBEM, the number of ancilla qubits m can be set to 1.
quantum gates, and we can design them to be optimally
adapted to the hardware architecture without resorting
to complex quantum compilers. Hence they can be re-
garded as the proper generalization of “test dense matri-
ces” in the quantum setting.
In this section, we demonstrate that the usage of the
H-RACBEM model for solving QLSP. We assume A = H
is a H-RACBEM, and without loss of generality we may
take |b〉 = |0n〉. Let the condition number of H be de-
noted by κ, which is the ratio between the maximum and
the minimum of the singular values of H. It is known that
the computational complexity for solving QLSP cannot
generally be better than O(κ1−δ) for any δ > 0 [27], and
the cost of using QSVT to solve general linear systems
scales as O˜(κ2 log(1/)) [23]. So the treatment of ill-
conditioned matrices is very difficult especially on near-
term devices. To reduce the circuit depth, in the near
future it may be more productive to focus on solving
well conditioned linear systems.
Note that if A has at least one singular value that is
zero (or near zero), a canonical H-RACBEM H is not in-
vertible (or very ill-conditioned). Such events can occur
more frequently as n becomes large. It can be difficult
to diagnose such a problem without first obtaining some
spectral information of A, which is perhaps a more diffi-
cult task than solving the linear system problem itself.
The H-RACBEM model offers a new and natural way
to solve this problem. From Eq. (3), assuming cos(2ϕ0−
ϕ1) > 0 and −2 sin(2ϕ0) sinϕ1 > 0, and use that 0 
A†A  1, the condition number of H can be bounded
from above:
κ(H) ≤ cos(2ϕ0 + ϕ1)
cos(2ϕ0 − ϕ1) .
Therefore the condition number of a H-RACBEM is fully
tunable by changing the phase factors ϕ0, ϕ1. Accord-
ing to Eq. (5), this changes the second order polynomial
function h(x), so that H := h.(A)  0 has a tunable,
bounded condition number.
In order to solve QLSP, we are interested in finding a
polynomial g(x) of degree d so that
|g(x)− x−1| ≤ , x ∈ [κ−1, 1].
Following [22, Corollary 69], there can be satisfied by
an odd polynomial g(x) with degree d ∼ O(κ log(1/)),
which gives an upper bound of d. Numerical results
shows that a better approximation to g(x) can be ob-
tained by solving a minimax problem using the Remez
algorithm [18], and the polynomial can be chosen to be
either even or odd. Fig. 5 shows the shape of the opti-
mal polynomial even/odd approximation to x−1 on the
interval [κ−1, 1] found by the Remez algorithm to reach
a target accuracy of 10−3 with κ = 10. In particular,
the usage of an even polynomial can further reduce the
polynomial degree, which will be used in the numerical
tests below.
1.0 0.5 0.0 0.5 1.0
x
2.0
1.5
1.0
0.5
0.0
0.5
1.0
1.5
2.0
y
1/( x), = 10
even, deg=50
odd, deg=69
Figure 5: Approximate polynomials obtained by the Remez
algorithm. The even and odd polynomials are generated such
that the maximal approximation error to 1/(κx) on [κ−1, 1]
is 10−3. We find that the polynomial degree of the even ap-
proximation is lower than that of the odd approximation.
We may then construct a degree 2d polynomial f =
g ◦ h as in Section II. Once we find the associated phase
factors, the circuit in Fig. 4 implements g(H) |b〉, which
satisfies the error bound
∥∥g(H) |b〉 − κ−1H−1 |b〉∥∥
2
≤ 
for any normalized vector |b〉. The success probability
of measuring the ancilla qubits and obtaining an all 0
output (will be referred to as the success probability for
short) is
p = ‖g(H) |b〉‖22 ≥ (κ−1 − )2,
which can be of modest size given κ is not too large.
The proposal above to solve QLSP uses only basic
single-qubit gates and CNOT gates, and hence is easy
to implement even on near-term devices. To measure the
success, we may sample the output g(H) |0n〉, and the
performance of a quantum device can be evaluated by
comparing the accuracy of the output (using e.g. a cross-
entropy test [7]) and the wall clock time. We may mea-
6sure the performance of a quantum computer for solving
a range of linear systems with various values of κ,  and
circuit depths, which gives rise to our proposed “quan-
tum LINPACK benchmark”. As discussed before, when
UA is a random quantum circuit implementing chaotic
quantum evolution [10], even solving a well-conditioned
quantum linear system can still be a classically difficult
task.
IV. OTHER QUANTUM LINEAR ALGEBRA
APPLICATIONS
Since QSVT implements a general matrix function, its
application is therefore not limited to solving QLSP. Here
we demonstrate a few more applications. Throughout the
section H is a H-RACBEM defined via a unitary matrix
UA and h(x) is a second order polynomial.
Time series analysis: Given an n-qubit state |ψ〉, con-
sider the computation of the following time series
s(t) = 〈ψ|eiHt|ψ〉 . (7)
When H is a H-RACBEM, we can evaluate s(t) by mea-
suring the its real and imaginary components separately:
s(t) = 〈ψ| cos(Ht)|ψ〉+ i 〈ψ| sin(Ht)|ψ〉
=2
〈
ψ
∣∣∣∣ 12(cos(Ht) + In)
∣∣∣∣ψ〉
+ 2i
〈
ψ
∣∣∣∣ 12(sin(Ht) + In)
∣∣∣∣ψ〉− (1 + i)
=:2 ‖gc,t(H) |ψ〉‖22 + 2i ‖gs,t(H) |ψ〉‖22 − (1 + i).
(8)
Here we introduce the functions for the cosine and sine
part, respectively
gc,t(x) =
√
cos(xt) + 1
2
, gs,t(x) =
√
sin(xt) + 1
2
.
Now the quantities in Eq. (8) can be directly obtained via
the success probability of the QSVT circuit with fc,t :=
gc,t ◦ h and fs,t := gs,t ◦ h, respectively (with a suitable
polynomial approximation of gc,t, gs,t). Note that the
access to the matrix square root of H here is crucial:
though gc,t is an even function itself, gs,t does not have a
definite parity, and therefore the direct implementation of
gs,t(H) would require a LCU circuit and hence controlled
unitary operations. In the setting of H-RACBEM, the
treatment of gc,t and gs,t can be put on the same footing
due to the composition with the even polynomial h.
In order to accelerate the convergence of the polyno-
mial approximation, in practice, we may introduce an-
other tunable parameter η ≥ 1 in the formulation so
that
gc,t,η(x) =
√
cos(xt) + η
2
, gs,t,η(x) =
√
sin(xt) + η
2
and then
s(t) = 2 ‖gc,t,η(H) |ψ〉‖22 + 2i ‖gs,t,η(H) |ψ〉‖22 − η(1 + i).
For instance, η can be set to 1.0 or 1.5 and the details
are given in Table II.
In [33], the time series analysis is used for eigenvalue
estimation, which is implemented via the Hadamard test
and requires a controlled Hamiltonian evolution proce-
dure, followed by a Fourier transform. The procedure
above removes the need of performing controlled Hamil-
tonian evolution. We also remark that in terms of quan-
tum estimation of eigenvalues, the method using the
spectral measures to be discussed below can be more ad-
vantageous, which does not require a subsequent Fourier
transform, and the resulting spectral measure is guaran-
teed to be non-negative.
Spectral measure: Given an n-qubit state |ψ〉, in order
to approximately evaluate the spectral measure, we may
use the Plemelj formula
s(E) = 〈ψ|δ(H− E)|ψ〉
= lim
η→0+
1
pi
Im 〈ψ|(H− E − iη)−1|ψ〉 , E ∈ [−1, 1]. (9)
By choosing a finite η as the broadening parameter, we
need to evaluate
sη(E) =
η
pi
〈
ψ
∣∣ ((H− E)2 + η2)−1 ∣∣ψ〉 .
Now define
gη,E(x) =
(
η2
(x− E)2 + η2
) 1
2
,
which satisfies |gη,E | ≤ 1 for x ∈ [−1, 1], then gη,E ◦h can
be approximated by an even order polynomial. Therefore
sη(E) =
1
ηpi
‖gη,E(H) |ψ〉‖22 ,
and it can be obtained via the success probability of the
QSVT circuit with f = gη,E ◦ h (with a suitable polyno-
mial approximation of gη,E).
Thermal averages: In order to evaluate the thermal av-
erage of the energy (β is the inverse temperature)
E(β) =
Tr[He−βH]
Tr[e−βH]
,
we may use the minimally entangled typical thermal state
(METTS) algorithm [30, 34, 37]. Let Z = Tr[e−βH], and
E(β) =
1
Z
∑
i∈[N ]
〈i|e−βH/2He−βH/2|i〉 =
∑
i∈[N ]
pi 〈φi|H|φi〉 .
Here i loops over all states of the computational basis,
each represented by an n-bit string. From the unnormal-
ized states |φ˜i〉 = e−βH/2 |i〉, we define a probability dis-
tribution pi = 〈φ˜i|φ˜i〉 /Z, and corresponding normalized
7states |φi〉 = |φ˜i〉 /
√
〈φ˜i|φ˜i〉. For each i, the contribution
to the energy can be expressed as
〈φi|H|φi〉 = 〈i|e
−βHH|i〉
〈i|e−βH|i〉 =
‖gn,β(H) |i〉‖22
‖gd,β(H) |i〉‖22
. (10)
Here we define
gn,β(x) = e
−βx/2√x, gd,β(x) = e−βx/2,
for the numerator and the denominator, respectively, and
without loss of generality we assume H  0. The numer-
ator and the denominator can be obtained via the success
probability of the QSVT circuit with fn,β := gn,β ◦h and
fd,β := gd,β ◦ h, respectively (with a suitable polynomial
approximation of gn,β , gd,β).
Unlike Metropolis type algorithms which follows an ac-
ceptance / rejection procedure, the METTS algorithm
samples the states {|φi〉} as follows. We start from a
computational basis state |i〉 (e.g. |i〉 = |0n〉). Then
1. Evaluate the contribution to the energy from the
state |φi〉 via Eq. (10).
2. Collapse |φi〉 to a new state in the computational
basis |i′〉 with probability | 〈i′|φi〉 |2, and repeat step
1.
Note that step 2 of the METTS algorithm is very sim-
ple to implement: we only need to construct a QSVT
circuit for preparing the unnormalized state |φ˜i〉, which
is readily available when computing the denominator in
Eq. (10). Then collapsing to |i′〉 can be implemented by
measuring all n system qubits in the computational basis.
The evaluation of fn,β := gn,β ◦ h requires approxi-
mating the square root function. When H is a canonical
H-RACBEM with h(x) = x2, an alternative method is to
approximate an odd function f˜n,β(x) = xe
−βx2/2 instead
of fn,β . Then the complexity for thermal average calcu-
lation can be only O˜(√β log(1/)) [22, Corollary 64].
V. NUMERICAL RESULTS
The source code of RACBEM is available in the Github
repository1. We use the optimization-based algorithm
which is described in Appendix B to generate phase fac-
tors and the source code is available in the Github repos-
itory2. We demonstrate the numerical performance of
the RACBEM model for solving various numerical quan-
tum linear algebra tasks. The algorithms are performed
on the IBM Q quantum device, as well as QVM with
approximate noisy running environment retrieved from
quantum devices. All numerical tests are implemented
1 https://github.com/qsppack/RACBEM
2 https://github.com/qsppack/QSPPACK
in python3.7 and Qiskit [5]. In order to construct an ad-
justable noise model, we retrieve the noise model from
real quantum devices provided by IBM Q backends. The
magnitude of the noise level is then made to be fully tun-
able through a single parameter σ. When σ = 0, the only
noise contribution comes from the Monte Carlo error in
measurements, which can be systematically reduced by
increasing the number of samples. When σ = 1, the noise
model contains all the readout errors and quantum errors
associated with a probability distribution given by the re-
trieved noise model (see Appendix C for details). Unless
otherwise noted, the number of measurements (shots) is
fixed to be 8192 throughout this section. As the quan-
tum linear algebra tasks are solved via QSVT, the overall
error consists of contributions from the polynomial ap-
proximation, the noise from the device, and the Monte
Carlo sampling error. We remark that in numerical re-
sults we distinguish the setup of “QSVT without error”
(only taking into account the polynomial approximation
error) from that of “σ = 0” (including both the Monte
Carlo sampling error and the polynomial approximation
error).
We use Algorithm 1 (in Appendix C) to generate cus-
tom random quantum circuits with respect to a given
coupling map. In each layer of the quantum circuit, we
apply a one-qubit (or two-qubit) gate to each qubit (or
a pair of qubits) randomly selected from the basic gate
set. Though CNOT gates can increase the entanglement
among the qubits, their error rate is much higher than
that of one qubit gates on IBM Q backends. So we control
the number of CNOT gates via a parameter to determine
the probability that a CNOT gate is drawn. Unless oth-
erwise noted, this probability is set to be p = 0.5. The
circuit depth is the same as the number of layers in the
generating circuit. We would like to emphasize that the
circuit depth must not be too small. Otherwise the block-
encoded matrix can sometimes become degenerate (such
as a scaled identity matrix). For an n-qubit system, we
empirically set the depth ` to be ` = 3 when n = 1, ` = 7
when n = 2, and ` = 15 + 2(n − 3) when n ≥ 3. We
report the statistics of singular-value distributions of the
block-encoded matrix in Fig. 16 (Appendix E) to justify
this adaptive choice of the circuit depth.
According to the random quantum circuit generation
algorithm, we measure the total gate count of a quantum
circuit by its logical gate count with respect to the basic
gate set, which is upper bounded by its depth ` times
the number of system qubits n. The available basic gates
provided by IBM Q backends are the CNOT gate and U1,
U2, U3 gates, which are parameterized families of generic
one-qubit gates (see Appendix C for details). In order to
reduce the noise due to U3 gates, we restrict the basic
gate set in the custom random circuit generator to be
{CNOT, U1, U2}, which is still a universal gate set. Each
controlled rotation in QSVT circuit costs 7 logical gates
(4 X gates implemented by U2 gates, 2 CNOT gates, and
1 U1 gate). Therefore, given a RACBEM whose depth is
` and with n system qubits, to implement the QSVT of a
8real polynomial of degree d, the total gate count for the
circuit is upper bounded by 2+7(d+1)+d`n. The details
about QSVT phase factors used in numerical experiments
can be found in Appendix E. Unless otherwise noted,
the input quantum state of the quantum circuit is set to
|0n+2〉.
RACBEM: Before presenting results of various numeri-
cal linear algebra problems, we measure the effect of noise
on RACBEM directly on quantum computing backends
provided by IBM Q. The numerical results are displayed
in Fig. 6. Each data point is obtained by generating a
RACBEM using Algorithm 1, and we measure the suc-
cess probability of obtaining the block-encoded matrix
applied to |0n〉, which is equal to ‖A |0n〉‖22. The num-
ber of repeated measurements (shots) is 8192. Fig. 6
shows that the relative error of the quantum device can
be considerable, ranging from 10% to 30% as n increases.
Since the RACBEM is the building block of all subse-
quent quantum linear algebra tasks, we expect that the
relative error of such tasks on quantum computing back-
ends provided by IBM Q should be at least around the
same level.
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Figure 6: Relative error in success probability of obtaining
A |0n〉 for different number of system qubits. The box ranges
from the first to the third quartiles (25% and 75% percentiles
respectively) of the dataset. The horizontal line inside the
box stands for the median of the dataset. The whisker ex-
tending from the box indicates the rest of the dataset. The
RACBEM’s are generated using our custom random circuit
generator in which the coupling map, basic gates and logical-
to-physical layout are specified. When the number of system
qubits is less than or equal to 3, the results are obtained on the
5-qubit backend ibmq burlington. Other results are obtained
using 15-qubit backend ibmq 16 melbourne. The dataset con-
sists of results from 200 RACBEM’s when n = 1, 2, 3, 300
RACBEM’s when n = 4, 5, 6, 400 RACBEM’s when n = 7
and 500 RACBEM’s when n = 8.
QLSP: According to the discussion in Section III, it is
possible to measure the accuracy of the solution to QLSP
by sampling the output distribution of g(H) |0n〉 using
e.g. a cross-entropy test similar to that in [7]. Here
for simplicity we only measure ‖g(H) |0n〉‖22 as a success
probability (of measuring all ancilla qubits and obtain
0’s), and evaluate the relative error compared to the ex-
act value
∥∥α−1H−1 |0n〉∥∥2
2
evaluated on a classical com-
puter where α is a scaling factor (see Table I for details).
The condition number of H-RACBEM is controlled by
a second order polynomial hκ(x) := (1 − κ−1)x2 + κ−1
as in Section III. Another polynomial gκ(x) which ap-
proximates x−1 is chosen to perform matrix inversion.
The composite polynomial gκ ◦ hκ can be implemented
by an even order QSVT circuit to carry out the overall
procedure with only two ancilla qubits.
We report the performance of solving linear systems
on the IBM Q device using the H-RACBEM model in
Fig. 7. The architecture of the five backends are identi-
cal, and therefore we may draw a H-RACBEM at ran-
dom and test it on all five backends. By tuning h(x), the
condition number of H is upper bounded by 2. There-
fore we may even use a very short QSVT circuit with
d = 2, and the corresponding number of phase factors is
3. This is essentially a linear approximation to the in-
verse, and the accuracy measured by the L∞ error is less
than 0.03. In such a case, the total logical gate count is
upper bounded by 113. We can refine the polynomial ap-
proximation by using a more accurate, and deeper QSVT
circuit with d = 10 (the number of phase factors is 11,
and the L∞ error is less than 3 × 10−5). The results in
Fig. 7 indicate that for the shallow circuit, the relative
error of the success probability is similar to that observed
in Fig. 6, which only measures the success probability of
the block-encoding. However, the relative error is signif-
icantly larger using the deeper circuit, despite that the
QSVT circuit implements a more accurate polynomial
approximation to the matrix inverse. Thus, we conclude
that when designing the quantum circuit, a proper choice
of QSVT phase factors is needed which reflects the trade-
off between the polynomial approximation error and the
error caused by the noisy running environment.
In order to further demonstrate how various param-
eters can affect the accuracy of the QLSP solver, we
vary the number of system qubits, the condition number
and the noise magnitude, and compute the relative error
of success probability under these different settings on
QVM. The numerical results are presented in Fig. 8. In
all cases, we find that the QLSP solver can perform very
well when σ is small. The error is only due to the polyno-
mial approximation and the Monte Carlo sampling error.
This corresponds to the setting of fault-tolerant quantum
devices. However, the accuracy rapidly deteriorates as σ
increases. In the noisy setup, the error also increases
nearly proportionally to the condition number κ. This is
because the polynomial degree d should increase as O(κ)
in order to achieve constant accuracy, and so is the cir-
cuit depth. The error also increases with respect to the
number of system qubits, but the effect is less significant
compared to that due to κ which increases the circuit
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Figure 7: Relative error of solving QLSP using the H-
RACBEM model on IBM Q 5-qubit backends with identical
quantum architectures. The condition number of each H-
RACBEM is upper bounded by 2 and the number of system
qubits is 3. The size of the box indicates the first and the
third quartiles and the extending whisker indicates the rest
of the dataset. The phase factor sequences of length 3 and
11 are used to carry out QSVT to solve QLSP. Each dataset
is obtained using 100 samples at random. The details about
phase factors are given in Table I.
depth.
Time series analysis: The numerical results regarding
the time series analysis are shown in Fig. 9. The results
in Fig. 9(a) are obtained on the IBM Q backends. When
the number of system qubit is 1 (the circuit uses 3 qubits
in total), the features of the time series obtained from
the quantum device can agree qualitatively with the ex-
act solution. However, as the number of system qubits
increases to 5, the result is dominated by the quantum
noise. In order to investigate the performance of larger
systems and the effects of noise, we use the tunable QVM
instead in Fig. 9(b). The length of phase factors is cho-
sen adaptively as t increase in order to reduce the error
of the polynomial approximation (details in Table II).
When the noise level σ is tuned to 0, the results from
the QSVT circuit is uniformly accurate for all t in [1, 10].
However, when the noise level is not 0, the circuit depth
needs to increase proportionally to t, and hence the error
is significantly larger as t increases.
Spectral measure: In the limit when η → 0, the spectral
measure is given by the summation of Dirac-δ functions.
Hence when n is small, the spectral measure has sharp
features even when η takes a finite value, which in turn
requires a polynomial of higher degree to resolve. So
we only consider spectral measures for n = 7, 8, 9, 10 on
QVM, and the size of H ranges from 128 to 1024. The
numerical results of spectral measures are presented in
Fig. 10. The spectral measures exhibit rather different
features. This is not so much related to the number of
system qubits, and is mostly due to the specific instance
0.0 0.2 0.4 0.6 0.8 1.0
sigma
0.025
0.050
0.075
0.100
0.125
0.150
0.175
0.200
|p
m
ea
s
p e
xa
ct
|/p
ex
ac
t
(a)  = 2
0.0 0.2 0.4 0.6 0.8 1.0
sigma
0.025
0.050
0.075
0.100
0.125
0.150
0.175
0.200
0.225
|p
m
ea
s
p e
xa
ct
|/p
ex
ac
t
(b)  = 5
0.0 0.2 0.4 0.6 0.8 1.0
sigma
0.05
0.10
0.15
0.20
0.25
0.30
0.35
0.40
|p
m
ea
s
p e
xa
ct
|/p
ex
ac
t
(c)  = 10
0.0 0.2 0.4 0.6 0.8 1.0
sigma
0.2
0.4
0.6
0.8
1.0
|p
m
ea
s
p e
xa
ct
|/p
ex
ac
t
(d)  = 20
n_sys_qubit 3 4 5 6 7 8 9 10
Figure 8: Relative error of solving QLSP for different num-
ber of system qubits, condition number and noise magnitude.
The numerical results are obtained by running on QVM with
architecture and noise model retrieved from IBM Q backend
ibmq 16 melbourne. Each kind of parameters is computed by
solving QLSP of 300 RACBEM’s at random. The marker
is the average of each dataset and the shaded area is the
95% confidence interval inferred from the dataset. The de-
tails about phase factors are given in Table I.
of the H-RACBEM. In all cases, the quantum algorithm
can capture at least the qualitative features of the spec-
tral measures, though the noise plays an important role
particularly for the instance n = 9. We also remark that
the functionality of the QSVT circuit depends only on
the set of phase factors as E sweeps across the spec-
trum. The length of corresponding QSVT phase factors
is set to 11 for each point. In Table IV and Table V, for
points closer to the middle of the spectrum (E = 0.5), we
observe that a polynomial of larger degree is needed to
achieve the same accuracy in approximation. Therefore,
it can be seen from Fig. 10 that the deviation between
the value given by noiseless QSVT and the exact one in-
creases as the parameter moves towards the middle of
the spectrum. The choice of the circuit depth reflects
the tradeoff between approximation error and the effects
of noise. To illustrate this, we also compute the spec-
tral measures in Appendix D by using a deeper QSVT
circuits. Although the deeper circuit can produce better
results in the noiseless setting, the quality of the spectral
measure can significantly deteriorate in the presence of
the quantum noise.
Thermal average of the energy: In Fig. 11(a), we compute
the thermal average of the energy of H-RACBEM’s on
IBM Q backends for n from 1 to 5. We reduce the length
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Figure 9: Time series computed by using the canonical H-RACBEM model and QSVT. The details about phase factors are
given in Table II and the details about block-encoded matrices are given in Fig. 17. (a) Results obtained on IBM Q backends.
The probability of CNOT is 0.1 when generating random circuits. (b) Results obtained on QVM with architecture and noise
model retrieved from the IBM Q backend ibmq 16 melbourne. The probability of CNOT is set to 0.5.
of QSVT phase factors as much as possible while balanc-
ing the approximation error and the quantum error, and
the details can be found in Table VI. Since METTS is
a Monte Carlo algorithm, we perform a sufficiently large
number of steps to reduce the error due to the METTS
algorithm, by monitoring the cumulative moving average
of the thermal average of the energy in Fig. 15 in Ap-
pendix D. Compared to the results above obtained on
IBM Q, the results for the thermal average of the energy
are somewhat surprisingly accurate in all cases. We also
compute the thermal average of the energy on QVM to
further investigate the effect of the noise for n = 3, 5 and
7. In Fig. 11(b)(i) and (ii), the identical quantum com-
puting task is emulated on different backends, and the
only difference is due to the noise model. It is evident
that the behaviour of the solution depends sensitive on
the noise. On the other hand, we find that the solution
remains remarkably accurate as n increases, even when β
is relatively large. For most data points, the thermal av-
erage of the energy decreases monotonically with respect
to β, and we observe that as σ increases, the energy curve
shifts downwards monotonically.
VI. CONCLUSION
We have developed an input model called the RAndom
Circuit Block-Encoded Matrix (RACBEM) for perform-
ing linear algebra tasks on quantum computers, such as
solving linear systems of equations. We can in principle
obtain any n-qubit non-unitary matrix A (up to a con-
stant factor) as a RACBEM. A particularly useful con-
struction is the Hermitian RACBEM (or H-RACBEM)
model, which provides access to in principle any n-qubit
Hermitian matrix H (up to a constant factor). Further-
more, any matrix function g(H) can be approximated by
an even polynomial of a RACBEM, using the quantum
singular value transformation (QSVT).
The H-RACBEM model is a very flexible construction,
and can be designed to 1) use only basic quantum gates
such as U1, U2 and CNOT available on the quantum de-
vice; 2) optimally adapt to the coupling map of a given
quantum architecture; 3) rely minimally on a black-box
quantum compiler. The extra amount of quantum re-
source is also minimal: the total number of qubits needed
in such a construction is always n+ 2.
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Figure 10: Spectral measure computed by using the canonical
H-RACBEM model and QSVT. The numerical results are ob-
tained by running on QVM with architecture and noise model
retrieved from IBM Q backend ibmq 16 melbourne. For each
number of system qubits, we draw a canonical H-RACBEM
randomly according to the backend architecture. The proba-
bility of CNOT is 0.5 when generating random circuits. The
details about phase factors are given in Table IV and the de-
tails about block-encoded matrices are given in Fig. 17.
When the H-RACBEM is used to solve quantum linear
systems, the condition number κ(H) is fully tunable with-
out the need of any a priori spectral information of H.
This is crucial for controlling the depth of the QSVT cir-
cuit especially on near-term devices, which cannot be ex-
pected to solve ill-conditioned linear systems accurately.
In parallel to the LINPACK benchmark on classical su-
percomputers, our proposed quantum LINPACK bench-
mark measures the performance of a quantum computer
by solving linear systems associated with such random,
and relatively well conditioned matrices. In this work
the accuracy is measured in terms of the norm of the
solution
∥∥H−1 |0n〉∥∥2
2
, which can be approximately com-
puted as a success probability of measuring the ancilla
qubits and obtaining all 0’s. This can be generalized
to a cross-entropy test of the distribution of the solu-
tion vector H−1 |0n〉. When used to compare the per-
formance of quantum computers for scientific computing
applications, such benchmark results can be much more
informative than e.g. comparing the error rates of single
one/two-qubit gates.
The flexibility provided by the H-RACBEM model also
allows us to perform other linear algebra tasks, such as
computing spectral measures, and time series generated
by a Hamiltonian simulation. We can also compute the
thermal average of the energy, using a quantum version of
the minimally entangled typical thermal state (METTS)
algorithm.
We perform these linear algebra tasks on IBM Q quan-
tum devices, and quantum virtual machines with a tun-
able noise model. Although present quantum devices still
suffer from high noise levels, it is nonetheless encourag-
ing to observe that the main features of solutions can
already be qualitatively captured in the noisy environ-
ment. Among all numerical tests, the thermal average of
the energy computed via the METTS algorithm appears
to be particularly robust with respect to noise. When de-
signing the quantum circuit, we need to carefully choose
the length of QSVT phase factors, by balancing the poly-
nomial approximation error and the additional quantum
error caused by the increase of the circuit depth. Our nu-
merical tests are currently limited to matrices up to 10
qubits (the corresponding matrix size is 1024) in order
to compare with exact results obtained on classical com-
puters. However, the number of qubits can be directly
increased to be much larger, especially on future devices
with reduced noise level. In particular, we may consider a
random circuit similar to that used in Google’s quantum
supremacy test, so that the derived linear algebra tasks
are also increasingly difficult on classical computers as
the number of system qubits increases.
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Figure 11: Thermal average of the energy computed by us-
ing the canonical H-RACBEM model and QSVT. The details
about phase factors are given in Table VI and the details
about block-encoded matrices are given in Fig. 17. (a) Re-
sults obtained on IBM Q backends. The probability of CNOT
is 0.1 when generating random circuits. (b) Results obtained
on QVM. The probability of CNOT is set to 0.5.
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Appendix A: Derivation of H-RACBEM
To derive Eq. (3), we start from a state |0〉 |0〉 |ψ〉, and follow the circuit in Fig. 3. After applying UA, the state
becomes
1√
2
(
eiϕ0 |0〉+ e−iϕ0 |1〉) (|0〉A |ψ〉+ |1〉 |⊥〉). (A1)
Here |⊥〉 is an n-qubit state defined through the relation
UA |0〉 |ψ〉 = |0〉A |ψ〉+ |1〉 |⊥〉 .
Therefore
|0〉 |ψ〉 = U†AUA |0〉 |ψ〉 = |0〉 (A†A) |ψ〉+ |1〉 |⊥′〉+ U†A |1〉 |⊥〉 ,
or
U†A |1〉 |⊥〉 = |0〉 (In −A†A) |ψ〉 − |1〉 |⊥′〉 . (A2)
Here |⊥′〉 is another n-qubit state. Via the relation (A2), after applying U†A, the state (A1) is transformed to
1√
2
(
ei(ϕ0+ϕ1) |0〉+ e−i(ϕ0+ϕ1) |1〉
)
(|0〉A†A |ψ〉+ |1〉 |⊥′〉)
+
1√
2
(
ei(ϕ0−ϕ1) |0〉+ e−i(ϕ0−ϕ1) |1〉
)
(|0〉 (In −A†A) |ψ〉 − |1〉 |⊥′〉).
(A3)
Finally, carrying out the remaining operations of the circuit in Fig. 3, and applying 〈02| ⊗ In, we obtain the form in
Eq. (3).
The quantum circuit for representing a canonical H-RACBEM can be simplified using Fig. 12, still denoted by UH.
Here the two phase shift gates are
S =
(
1 0
0 i
)
, T =
(
1 0
0 ei
pi
4
)
.
Furthermore, we removed the controlled-NOT gates near the Hadamard gates, and replaced the controlled-NOT gates
by the standard CNOT gate controlled on 1.
Following the same line of calculation above, starting from |0〉 |0〉 |ψ〉, the state is transformed to
1√
2
(|0〉+ eipi4 |1〉) (|0〉A |ψ〉+ |1〉 |⊥〉)
after applying UA, and then to
1√
2
(|0〉+ e−ipi4 |1〉) (|0〉A†A |ψ〉+ |1〉 |⊥′〉)
+
1√
2
(
e−i
pi
2 |0〉+ eipi4 |1〉) (|0〉 (In −A†A) |ψ〉 − |1〉 |⊥′〉),
after applying U†A. Finally, applying the remaining T and H gates, as well as 〈02| ⊗ In, we obtain the form
H |ψ〉 = (〈02| ⊗ In)UH |02〉 |ψ〉 = A†A |ψ〉 .
Appendix B: Optimization based method for finding phase factors
In a recent work [18], the authors proposed an optimization-based algorithm for finding phase factors. This is an
optimization problem involving matrices only in SU(2), and is independent of the number of system qubits n. The
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|0〉 H T S† T H
|0〉
UA
• •
U†A|ψ〉
Figure 12: Quantum circuit for generating a (1, 2, 0)-block-encoding of a canonical H-RACBEM from a (1, 1, 0)-block-encoding
UA and its Hermitian conjugate. H is the Hadamard gate, and Z is the Pauli-Z gate.
goal is to find a parameterized matrix UΦ(x) = e
iφ0Z
∏d
j=1
[
ei arccos(x)XeiφjZ
]
, where phase factors Φ := (φ0, · · · , φd)
are related to those defined in the main text by the following relation:
ϕi =

φ0 +
pi
4 , i = 0,
φi +
pi
2 , 1 ≤ i ≤ d− 1,
φn +
pi
4 , i = d.
(B1)
The objective function of the optimization problem is the distance between a real polynomial f and Re[〈0|UΦ(·)|0〉].
The polynomial f is of degree d and its parity is (d mod 2). Hence the polynomial can be determined via d˜ = dd+12 e
degrees of freedom. Then according to [18], the objective function can be defined as
L(Φ) =
1
d˜
d˜∑
j=1
|Re [〈0 |UΦ (xj)| 0〉]− f (xj)|2 (B2)
where xj = cos
(
(2j−1)pi
4d˜
)
, j = 1, . . . , d˜ are the positive roots of the Chebyshev polynomial T2d˜(x). We may further
restrict the set of phase factors to be centrally symmetric. The optimization can be implemented using the standard
L-BFGS algorithm, and the running time of the algorithm scales only quadratically with respect to d.
To approximate a generic real smooth function of definite parity, we can use either orthogonal projection onto the
set of Chebyshev polynomials on [−1, 1], or use the Remez algorithm to compute the best polynomial approximation
on the given subinterval of [−1, 1]. This streamlines the procedure of finding the phase factors, and such a procedure
can be used to identify phase factors for a very large polynomial degree (d > 10000) with high precision.
Appendix C: Simulation models
Architecture of quantum devices: The architecture of near-term quantum devices is characterized by several features
including the coupling map, basic gates and noise error rates. The coupling map is given by a directed graph
G = 〈V,E〉, and the coupling maps of quantum devices provided by IBM Q are always symmetric. The nodes
(vertices) V are the set of available qubits on the quantum device, and the edges E specify the set of CNOT gates
between qubit pairs that can be directly implemented on the device. The two nodes associated with an edge are
assigned to be the control qubit and the target qubit of the CNOT gate, respectively. Basic gates are the building
units of quantum circuits that can be directly implemented on the quantum device. If a quantum circuit involves more
complicated quantum gates, these gates must first be decomposed into the composition of basic gates by a quantum
transpiler before implementation on the quantum hardware. The noise error rate is a measure of the strength of noise
on basic gates acting on permitted each qubit or qubit pair.
On quantum computing backends provided by IBM Q, the basic gates are identity gate, CNOT gate, U1, U2 and
U3 gate. Up to a global phase factor, U3 gate is
U3(θ, φ, λ) = Rz(φ+ 3pi)Rx(pi/2)Rz(θ + pi)Rx(pi/2)Rz(λ),
which is a generic single-qubit operation parameterized by three Euler angles. The U1 and U2 gates are defined by
restricting to one or two Z-rotation angles respectively, i.e.
U1(λ) = Rz(λ), U2(φ, λ) = Rz(φ+ pi/2)Rx(pi/2)Rz(λ− pi/2).
The U3 gate can be used to generate arbitrary single-qubit operation [29]. Moreover, in the absence of error correction,
the Z-rotation gates can be implemented virtually with in principle negligible error rate. Hence, the error rate of U3
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A =

−0.066− 0.055i −0.301− 0.093i −0.133− 0.118i 0.046 + 0.016i −0.024− 0.027i −0.119− 0.056i 0.393 + 0.403i −0.141− 0.061i
−0.301− 0.099i −0.067− 0.041i 0.042 + 0.014i −0.152− 0.095i −0.119− 0.058i −0.025− 0.021i −0.130− 0.054i 0.459 + 0.333i
−0.079− 0.188i −0.105 + 0.155i −0.178 + 0.097i −0.195− 0.104i 0.396− 0.069i −0.253− 0.270i 0.028 + 0.124i −0.096 + 0.099i
−0.109 + 0.149i −0.107− 0.176i −0.197− 0.104i −0.154 + 0.128i −0.239− 0.276i 0.386− 0.128i −0.097 + 0.101i 0.050 + 0.115i
−0.135 + 0.033i −0.412 + 0.299i 0.037 + 0.272i −0.038− 0.065i −0.003 + 0.045i 0.053 + 0.156i −0.278 + 0.162i 0.053− 0.070i
−0.419 + 0.294i −0.118 + 0.047i −0.035− 0.059i 0.083 + 0.263i 0.051 + 0.158i 0.003 + 0.041i 0.048− 0.065i −0.248 + 0.208i
−0.071− 0.125i −0.060 + 0.118i 0.029 + 0.367i −0.316 + 0.245i −0.150 + 0.247i 0.265− 0.009i 0.038 + 0.066i −0.038 + 0.074i
−0.064 + 0.114i −0.090− 0.114i −0.319 + 0.249i 0.097 + 0.350i 0.262 + 0.001i −0.113 + 0.269i −0.038 + 0.075i 0.049 + 0.057i

Σ =
(
0.99255 0.93614 0.82193 0.74672 0.66513 0.56958 0.35162 0.12187
)
Figure 13: The relevant information of RACBEM circuit in Fig. 2(b). The upper matrix A is the 3-qubit matrix block-encoded
as the upper-left block, namely, identifying q0 as the block-encoding qubit. The elements in the lower array are the singular
values of the block-encoded matrix A.
gate is mainly contributed by two X-rotations. Although the U1 and U2 gate are specific cases of the U3 gate, they
are provided individually for the consideration of reducing error rate, since they involve only zero or one X-rotation
operation, respectively. Therefore we exclude U3 from the basic gate set and draw random circuits accordingly with
respect to the coupling map and our restricted basic gates. Note that phase gate S and pi/8-gate T can be implemented
as U1 gates, and Hadamard gate H is a U2 gate. Our restricted basic gate set still has universal representability. The
control gates involved in the QSVT circuit can also be directly implemented using the restricted basic gate set, and
hence our implementation reduces the usage of noisy U3 gates as much as possible.
Custom random circuit generator: The Qiskit package provides a utility routine to generate random circuits. However,
it does not take into account the coupling map and basic gates available to the target backend, which can be highly
inefficient and error prone. In particular, a CNOT gate cannot be directly implemented unless the two qubits are
connected according to the coupling map. Therefore the random circuit generated completely randomly cannot be
executed directly on the quantum hardware before invoking a quantum transpiler. As a result, we designed a custom
random circuit generator in Algorithm 1. The resulting random circuit can be directly implemented on the quantum
hardware without the need of using a quantum transpiler. Note that if two U1 gates appear consecutively, they can
be combined together if needed.
ALGORITHM 1: Random quantum circuit generation for a given quantum device
Input: Coupling map G = 〈V,E〉 where V is the set of qubits, E is the set of qubit pairs on which CNOT is available, basic
gates Γ ⊆ {U1,U2,U3,CNOT}, the probability of choosing CNOT gate p ∈ (0, 1), the circuit depth `.
Set t = 0, initialize an empty quantum circuit C.
while t < ` do
Reset 〈V,E〉 := G.
while V is not empty do
Draw a random number r uniformly on [0, 1].
if r ≤ p and E is not empty then
P = CNOT.
Pick a pair of qubits uniformly at random from E as operands.
else
Pick an operation P uniformly at random from Γ\{CNOT}.
Pick np angles uniformly at random on [0, 2pi) to form P. np = 1, 2, 3 for U1, U2, U3 respectively.
Pick a qubit uniformly at random from V as the operand.
end if
Apply P to its operand(s) in the circuit C.
Remove the operand(s) from V ; remove the qubit pairs in which the operand(s) involves from E.
end while
Set t = t+ 1.
end while
Return: A random quantum circuit C whose depth is ` and each layer is fully filled by one/two-qubit gates.
Construction of the error model: In order to elucidate the impact of noise magnitude, we construct an adjustable
noise model as follows. We first retrieve noise models from IBM Q backends which are calibrated by the provider.
The retrieved noise model is a python dictionary consisting of the information of each error type. There are some error
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modes which are quantum errors and can be characterized by a discrete probability distribution, for example, the bit
flip error and the phase flip error. Meanwhile, readout errors in the measurement are also associated with a discrete
probability distribution. We introduce a parameter σ ∈ [0, 1] to smoothly adjust the magnitude of such errors. The
correct operation corresponds to the entry with the largest magnitude in the probability distribution. Then, all other
entries are scaled by a factor σ, and the correct entry is adjusted accordingly to satisfy the normalization condition of
the distribution. For instance, suppose a quantum error mode is given by the distribution vector p = [0.90, 0.06, 0.04].
Then, we identify the quantum operation associated with first entry as the correct operation. The scaled distribution
vector is then pσ = [1 − (1 − 0.90)σ, 0.06σ, 0.04σ]. Therefore, when σ = 1, the scaled error mode is identical to
that retrieved from the backends. When σ = 0, only the correct operation is applied with probability 1, and the
corresponding error symptoms are eliminated.
However, in Qiskit there is another type of quantum error modes, referred to the “Kraus error”. These error
modes are not characterized by a discrete probability distribution, and the corresponding Kraus operator is always
applied with probability 1. Hence such “Kraus errors” cannot be adjusted using the same method illustrated above.
For simplicity of implementation, we discarded such error modes in our noise dictionary. Hence the noise level of
our model can be lower than that retrieved directly from the quantum device, even when σ = 1. Nonetheless, our
numerical results demonstrate that the quantum noise in this “diluted” noise model can already significantly impact
the output of the quantum algorithms.
Appendix D: Additional numerical results
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Figure 14: Numerical results on QVM by using QSVT phase factors with larger length compared to those in the main text.
Other parameters are set to be the same as those in the main text. (a) Time series. The details about phase factors are given
in Table III. (b) Spectral measure. The details about phase factors are given in Table V.
As discussed in the main text, the circuit depth has a crucial impact on the accuracy of the output. For a given
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RACBEM, the circuit depth can be most effectively reduced by reducing the length of QSVT phase factors. Hence the
choice of a proper length of QSVT phase factors needs to balance the error due to the polynomial approximation, and
that caused by the noisy quantum device. To verify this, we increase the length of QSVT phase factors for computing
the time series and spectral measures (details in Table III and Table V). From Fig. 14 it is evident that the numerical
results are more accurate in the absence of noise when σ = 0. However, as the noise magnitude increases, the results
with a deeper quantum circuit become significantly worse compared to those in Fig. 9 and Fig. 10.
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Figure 15: Cumulative moving average (CMA) of the thermal average of the energy in the METTS algorithm. (a) CMA of
the results computed on IBM Q backends. Enough samples are used for each parameter to guarantee the convergence of the
result. (b) CMA of the results computed on QVM with noise magnitude σ = 1.
The METTS algorithm can be used to compute thermal averages via a Markov chain. The convergence behavior,
plotted using the cumulative moving average (CMA) of the thermal average of the energy, is given in Fig. 15.
Appendix E: Simulation details
In this section we provide the details of QSVT circuits used in our numerical experiments. The choice of the depth
` of the random quantum circuit for different number of system qubits n is discussed in the main text. The logical
gate count is given by the number of basic gates used in implementing the circuit, where we set the basic gate set to
Γ = {U1,U2,CNOT} in numerical experiments. We display the statistics of singular-value distributions of distinct
numbers of system qubits in Fig. 16. From the mean and standard deviation, it is evident that under our choice
of the parameters of random circuit, the singular values of the block-encoded matrices varies largely. The singular
values of relevant matrices which are used in the numerical tests in the main text are displayed in Fig. 17. Those
matrices are block-encoded in RACBEM circuits generated according to our setup and Algorithm 1 at random. Such
results indicate that the RACBEM model can generate at least non-trivial block-encoded matrices useful for testing
the performance of quantum algorithms for numerical linear algebra tasks.
The details of the parameters used in the QSVT circuits are given below. We introduce a scaling factor, which is
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Figure 16: Singular-value distributions of different numbers of system qubits. The depth of the random circuit is adaptively
chosen according to the number of system qubits. When the number of system qubits is less than or equal to 3, the coupling
map is retrieved from the 5-qubit backend ibmq burlington, otherwise, the coupling map is retrieved from the 15-qubit backend
ibmq 16 melbourne. The probability of CNOT is 0.5 and the basic gate is restricted to Γ = {U1,U2,CNOT}. We generate 500
RACBEM’s for each number of system qubits and compute the statistics of the difference between the maximal and minimal
singular value of the block-encoded matrix.
slightly greater than the maximal absolute value of the target polynomial, to scale the target polynomial so that it
can be properly parameterized as QSVT phase factors.
κ length of QSVT phase factors d+ 1 QSVT approximation error logical gate count scaling factor
IBM Q
2 3 2.79722e-02 23 + 2 · ` · n 3.59306
2 11 2.44481e-05 79 + 10 · ` · n 3.59306
QVM
2 5 6.18245e-03 37 + 4 · ` · n 2.38234
5 7 1.90152e-02 51 + 6 · ` · n 5.86631
10 13 7.45462e-03 93 + 12 · ` · n 11.89390
20 19 6.65999e-03 135 + 18 · ` · n 23.81003
Table I: Parameters of the QSVT circuit in solving QLSP, i.e., in Fig. 7 and Fig. 8.
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Figure 17: Singular values of the matrices used in the numerical tests in the main text. The blue dots mark the singular
values of the block-encoded matrix of a RACBEM circuit. When the number of system qubits is less than or equal to 3, the
coupling map is identified as that on the 5-qubit backend ibmq burlington. Other results are obtained using the coupling map
retrieved from the 15-qubit backend ibmq 16 melbourne. (a) Singular values of matrices used in the numerical experiments run
on quantum computing backends provided by IBM Q. The probability of CNOT is 0.1 when generating random circuits. (b)
Singular values of matrices used in the numerical experiments run on QVM. The probability of CNOT is 0.5 when generating
random circuits.
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t η length of QSVT phase factors d+ 1 QSVT approximation error logical gate count scaling factor
real part
1 1.0 3 1.23670e-02 23 + 2 · ` · n 1.21807
2 1.0 3 4.25711e-02 23 + 2 · ` · n 1.26458
3 1.0 5 9.64293e-03 37 + 4 · ` · n 1.21400
4 1.5 7 8.48770e-03 51 + 6 · ` · n 1.34011
5 2.0 7 2.66925e-02 51 + 6 · ` · n 1.51827
6 1.5 9 2.10169e-02 65 + 8 · ` · n 1.35177
7 1.5 9 3.47455e-02 65 + 8 · ` · n 1.39998
8 1.5 9 5.78363e-02 65 + 8 · ` · n 1.44148
9 1.5 11 2.84139e-02 79 + 10 · ` · n 1.37467
10 1.5 11 3.26549e-02 79 + 10 · ` · n 1.38139
imaginary part
1 1.0 3 1.14646e-02 23 + 2 · ` · n 1.16750
2 1.0 3 4.73088e-02 23 + 2 · ` · n 1.24295
3 1.0 5 1.60676e-03 37 + 4 · ` · n 1.19769
4 1.0 5 8.83397e-03 37 + 4 · ` · n 1.18742
5 1.5 5 7.76900e-02 37 + 4 · ` · n 1.23512
6 1.5 7 3.15931e-02 51 + 6 · ` · n 1.36811
7 1.5 7 6.47625e-02 51 + 6 · ` · n 1.35109
8 1.5 9 5.50680e-02 65 + 8 · ` · n 1.43342
9 1.5 9 5.73218e-02 65 + 8 · ` · n 1.40154
10 1.5 11 6.46945e-02 79 + 10 · ` · n 1.41058
Table II: Parameters of QSVT circuits in the time series analysis, i.e., in Fig. 9.
t η length of QSVT phase factors d+ 1 QSVT approximation error logical gate count scaling factor
real part
1 1.0 5 1.35882e-04 37 + 4 · ` · n 1.20020
2 1.0 5 2.07363e-03 37 + 4 · ` · n 1.20298
3 1.0 7 9.83304e-04 51 + 6 · ` · n 1.19894
4 2.0 9 4.56577e-03 65 + 8 · ` · n 1.46804
5 2.0 11 3.37127e-03 79 + 10 · ` · n 1.46510
6 2.0 13 3.17200e-03 93 + 12 · ` · n 1.47531
7 2.5 13 4.32981e-03 93 + 12 · ` · n 1.58693
8 2.0 15 4.40561e-03 107 + 14 · ` · n 1.47748
9 2.0 17 5.14176e-03 121 + 16 · ` · n 1.47880
10 2.5 17 5.05998e-03 121 + 16 · ` · n 1.59715
imaginary part
1 1.0 5 2.88576e-04 37 + 4 · ` · n 1.15186
2 1.0 5 1.25689e-03 37 + 4 · ` · n 1.19857
3 1.0 5 1.60676e-03 37 + 4 · ` · n 1.19769
4 1.0 7 4.05038e-03 51 + 6 · ` · n 1.19621
5 1.5 9 3.23071e-03 65 + 8 · ` · n 1.34575
6 2.0 11 6.19908e-03 79 + 10 · ` · n 1.48017
7 3.0 13 3.50032e-03 93 + 12 · ` · n 1.70412
8 3.0 15 2.35584e-03 107 + 14 · ` · n 1.70038
9 4.0 15 3.59205e-03 107 + 14 · ` · n 1.90551
10 3.0 17 3.53947e-03 121 + 16 · ` · n 1.70218
Table III: Parameters of the QSVT circuit in time series analysis with higher approximation precision, i.e., in Fig. 14(a).
E length of QSVT phase factors d+ 1 QSVT approximation error logical gate count scaling factor
0.0 11 3.20242e-02 79 + 10 · ` · n 2.14095
0.1 11 5.59268e-02 79 + 10 · ` · n 2.14095
0.2 11 1.23926e-01 79 + 10 · ` · n 2.14095
0.3 11 1.32550e-01 79 + 10 · ` · n 2.14095
0.4 11 1.36737e-01 79 + 10 · ` · n 2.14095
0.5 11 1.71503e-01 79 + 10 · ` · n 2.14095
0.6 11 1.36727e-01 79 + 10 · ` · n 2.14095
0.7 11 1.32529e-01 79 + 10 · ` · n 2.14095
0.8 11 1.23922e-01 79 + 10 · ` · n 2.14095
0.9 11 5.59258e-02 79 + 10 · ` · n 2.14095
1.0 11 3.20242e-02 79 + 10 · ` · n 2.14095
Table IV: Parameters of the QSVT circuit in computing spectral measure, i.e., in Fig. 10.
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E length of QSVT phase factors d+ 1 QSVT approximation error logical gate count scaling factor
0.0 21 9.59006e-04 149 + 20 · ` · n 2.14095
0.1 27 5.02000e-03 191 + 26 · ` · n 2.14095
0.2 33 5.48205e-03 233 + 32 · ` · n 2.14095
0.3 37 5.90586e-03 261 + 36 · ` · n 2.14095
0.4 41 4.66722e-03 289 + 40 · ` · n 2.14095
0.5 43 4.38167e-03 303 + 42 · ` · n 2.14095
0.6 41 4.66727e-03 289 + 40 · ` · n 2.14095
0.7 39 3.70179e-03 275 + 38 · ` · n 2.14095
0.8 35 3.29638e-03 247 + 34 · ` · n 2.14095
0.9 27 5.01941e-03 191 + 26 · ` · n 2.14095
1.0 19 2.53240e-03 135 + 18 · ` · n 2.14095
Table V: Parameters of the QSVT circuit in computing spectral measure with higher approximation precision, i.e., in Fig. 14(b).
β length of QSVT phase factors d+ 1 QSVT approximation error logical gate count scaling factor
numerator
1 4 8.10003e-03 30 + 3 · ` · n 0.72602
2 4 3.35247e-02 30 + 3 · ` · n 0.53351
3 6 9.27231e-03 44 + 5 · ` · n 0.42483
4 6 1.96455e-02 44 + 5 · ` · n 0.37029
5 6 3.36597e-02 44 + 5 · ` · n 0.33182
6 8 9.57788e-03 58 + 7 · ` · n 0.29986
7 8 1.51955e-02 58 + 7 · ` · n 0.27823
8 8 2.21488e-02 58 + 7 · ` · n 0.26052
denominator
1 3 1.03401e-02 23 + 2 · ` · n 1.18530
2 3 3.37925e-02 23 + 2 · ` · n 1.15324
3 5 7.30555e-03 37 + 4 · ` · n 1.18960
4 5 1.40523e-02 37 + 4 · ` · n 1.18014
5 5 2.25225e-02 37 + 4 · ` · n 1.16846
6 5 3.22698e-02 37 + 4 · ` · n 1.15529
7 7 8.56996e-03 51 + 6 · ` · n 1.18781
8 7 1.20692e-02 51 + 6 · ` · n 1.18290
Table VI: Parameters of the QSVT circuit in computing the thermal average of the energy, i.e., in Fig. 11.
