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ABSTRACT 
The membership functions of an adaptive fuzzy inference system, during the adapta- 
tion process, may lose the meaning which was initially assigned to them. In this paper, 
the concept of rough sets is used to propose a constraint training algorithm. The 
proposed algorithm aintains the interpretation f the adaptive fuzzy inference systems 
during the training. The constraints on membership functions are implemented by 
means of hard or soft limit bounds on the updating parameters of membership 
functions. An example to illustrate the algorithm is included. © 1996 Elsevier 
Science Inc. 
KEYWORDS: fuzzy inference systems, rough sets, neural networks, con- 
strained training 
1. INTRODUCTION 
Recently, there has been much research into the application of learning 
techniques to fuzzy inference systems (FISs) [8, 12, 16]. In most cases, this 
family of adaptive fuzzy inference systems (AFISs) or learning fuzzy 
inference systems can be interpreted as partially connected multilayer 
feedforward neural networks, in most cases with Gaussian function activa- 
tion for the hidden layer neurons. The connections in the partially con- 
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netted multilayer feedforward neural networks can be interpreted as rules. 
Often, these rules are designed a priori (i.e., the connections are fixed a 
priori, but their strengths can be adapted). However, the strengths of the 
rules, as well as the parameters of the membership functions, are adapted 
in the learning process from an input-output training data set, so that an 
error function is minimized. 
One of the main advantages of FISs over classical earning systems and 
neural networks is their ability to utilize intuitive knowledge, which may be 
presented in a linguistic form. Once stored in the membership functions 
(MFs) and rules of the system, it is desirable for this knowledge to be 
preserved. That is, one would like to be able to use the same intuitive 
understanding which was used to create the FIS to interpret its behavior at 
all times in the future. In general, this ideal cannot be guaranteed in an 
AFIS. It is noted that, in this paper, we consider AFISs to be systems 
which are allowed to adapt after completion of design process, i.e. when 
they are operating in an online capacity. 
If allowed to adapt freely, the MFs of an AFIS may lose the meaning 
which was initially assigned to them. They may change their relative 
positions o that, for example, "low" may become greater than "high," or 
the range of their activations may become xcessively wide or narrow [7-9, 
12, 16, 17, 21, 24, 25]. Chung and Oh [4] mentioned the importance of 
preserving the physical meaning of MFs, but did not impose any restriction 
of their adaptability during tuning, and his results did not seem to indicate 
such. 
Although the adapted MFs may have attained a new significance, after 
the original meaning has been lost it may be very different or otherwise 
undesirable to interpret his. In some cases as AFIS may have changed to 
such a degree that a conventional linguistic interpretation is no longer 
possible. In such a case, the AFIS may be viewed as a "black box" function 
approximator similar in function to a neural network. All these possibili- 
ties make a conventional AFIS unsuitable for many industrial applications 
in which maintainability and reliability are of importance, despite its likely 
performance superiority. 
In this paper, using the concept of rough sets [5, 15], a constrained 
training algorithm, which maintains the interpretation of AFISs during 
training, is proposed. It is a paradigm which will enable the adaptive fuzzy 
controller to adapt and optimize itself while still remaining conceptually 
comprehensible to a human expert. This may be achieved at the cost of a 
slight degradation of the performance of the AFIS, in the sense that the 
error function may attain a higher value than if the MFs are allowed to 
adapt freely. In most cases, this tradeoff is acceptable, as it is often more 
i~r~portant tobe able to interpret he behavior of the AFIS than to achieve 
a lower minimum in the cost function. 
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The membership function assigned to a fuzzy value should not exceed 
certain maximum and minimum limits of fuzziness after adaptation. If the 
similarity between the initial MF and the MF during training is measured, 
when the similarity measure [14, 22] exceeds its limit, the linguistic 
meaning assigned to the MF is said to be lost. In [19], when a MF becomes 
too narrow, meaning that it has a smaller similarity, it will be totally 
deleted. Alternatively, two or more MFs can be fused into a single MF, 
when they are very similar. In [10] the semantic similarity has been used to 
apply a constraint on fuzzy values and fuzzy functional dependency (FFD) 
for relational databases. 
The structure of this paper is as follows: first adaptive fuzzy systems will 
be introduced, followed by a description of the concept of a constrained 
training algorithm for an AFIS. An application of the proposed con- 
strained training algorithm to nonlinear function approximation is em- 
ployed as an illustration. Finally pertinent conclusions will be drawn. 
2. ADAPTIVE FUZZY INFERENCE SYSTEMS 
AFISs can essentially be classified into two groups, one having a uniform 
granulation, and the others having a nonuniform granulation of the uni- 
verse of inputs and outputs. In uniform granulation AFISs, initially the 
universe of inputs are divided into partitions with linguistic meaning [7-9]. 
In a nonuniform granulation system, the linguistic understandability of
fuzzy system is not necessary and only nonlinear mapping is of concern [3]. 
The nonuniform granulation can be divided into different subclasses such 
as tree partition and scatter partition. Readers are referred to [18] and [20] 
for more details. Most commonly, uniform granulation is used for control 
purposes. Assuming a certain number of rules with some initial MFs for 
the antecedent and consequent of each rule, a gradient descent raining 
algorithm is employed. This training algorithm minimizes the output error 
by tuning the membership function parameters [1, 2, 6 12, 16, 24]. 
To clarify these two main groups of adaptive fuzzy systems, Figure l(a) 
shows a uniform granulation FIS for a two-input, one-output system which 
is granulated into three individual MFs for the first input, xl, and two 
individual MFs for the second input, x 2. A maximum of six rules can be 
formed to specify the behavior of this FIS. In Figure l(b) a nonuniform 
granulation FIS with three rules and three individual MFs for each input is 
depicted. 
The concept of interpretation preservation becomes ignificant when the 
rules are uniform granulation. In this paper the AFISs with uniform 
granulation are of our concern. 
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Figure I. Fuzzy if-then rules: (a) uniform granulation, (b) nonuniform granulation. 
2.1. Fuzzy If-Then Rules with Uniform Granulation 
Fuzzy if-then rules of the following configuration are employed for the 
modeling of linguistic information: 
~" "i .. and xp is a Ri: If x i is A'I and ...  xj is A/ .  Ap then y is B i, ('k) 
where R i is the label of the ith rule, x/: j = 1, 2 . . . . .  p is the jth input 
variable, y is the output, AT~ (i = 1, 2 , . . . ,  n and j = 1, 2 . . . .  , p) is a fuzzy 
label, and B i is a real number, n and p are the numbers of rules and 
individual inputs, respectively. The tilde represents the fuzzy values in 
contradistinction to crisp values. The number of individual MFs for a 
specific input value "1 72 zn x/(Aj, A / , . . . ,  A~) is K]. Note that Kj < n. In this 
paper, the MF for the fuzzy values, A}, is defined by a Gaussian function 
as follows: 
A'g~ = exp ~ oj ] ]  j=  1 , . . . ,p ,  i=  1 . . . . .  n, (1) 
where o~ i and p] are unknown constant parameters. These parameters can 
be adjusted on line using a gradient descent algorithm. We further assume 
that the universe of antecedents, i.e. X# is limited to a specific domain 
interval, i.e. X] = [ XT , XT ], j = 1 . . . .  , p. 
The decision, )3(t), at the tth instant, as a function of inputs 2j(t): 
j = 1, 2 . . . . .  p, is given in the following equation [23]: 
n i i 
~(t) £i=1 W B. , (2) 
Ee z = 1 Wt  
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where B i is the consequent parameters and W i is the rule firing strength 
given by 
P 
wi  H "~i ^ = Aj(xj(t)), i = 1,2,. . . ,  n. (3) 
j= l  
The method of constrained tuning of the AFIS parameters i not 
restricted to the fuzzy model shown in (*); it can be used with any other 
model of FISs. In [11] we described a scheme (AMFS) to train the general 
form of fuzzy if-then rule with linguistic terms in antecedents and conse- 
quents of rules. 
2.2. Parameter Updating 
The updating of the parameters in the AFIS can be implemented in two 
ways: partial updating and full updating. Partial updating involves changing 
only the parameters of the consequent part of the rules, while keeping the 
parameters in the antecedent part constant, and full updating implies 
changing all parameters in both the antecedent and consequent parts of 
the fuzzy if-then rules. Full updating allows the system more freedom in 
adapting to the circumstances and consequently results in better perfor- 
mance for AFISs. 
Jang [17,16] has performed an extensive study on learning fuzzy infer- 
ence systems, which introduces adaptive network based fuzzy inference 
systems (ANFISs). He has employed the Takagi-Sugeno fuzzy if-then rules 
[21] for his adaptive fuzzy system with full updating of the parameters. In
[12], a learning method of fuzzy inference system by a gradient descent 
method, with full updating of the parameters of the rules, is proposed. 
Wang [24, 25] has carried out a wide-ranging study on the theoretical 
aspects of adaptive fuzzy controllers with partial updating. Partial updating 
for nonlinear function approximations is employed in [8] to the analysis of 
the taste of rice. Adaptive fuzzy control with partial updating of parame- 
ters with uniform granulation of inputs is considered in [7]. An adaptive 
fuzzy system applied to target racking and backing up a truck-and-trailer 
is discussed in [13] and [9] respectively. These employ a uniformly granu- 
lated set of rules and updating of the consequent of rules. 
The cost function is defined as follows: 
T T 
^ t  2 j=  ~ j t= y ' (yt  y ) ,  
t= l  t= l  
(4) 
where jt is the square of the difference between the actual output of the 
AFIS ()3 t) and the desired output (yt) of the system for the tth value from 
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training data set. We assume the number of exemplars in the training data 
set is T. The parameters in the antecedent and the consequent premises 
are defined as @iy = [o~ i, p], Bi]. To update @ij, we can use a steepest 
descent gradient method to minimize the cost function J. The value of 
AOi j  at  the ( t  + 1)th instant, where AOij(t) = @ij(t) - Oi j ( t  - 1), is given 
as a function of the values at the tth instant as follows: 
AOiy(t + 1) = - 7/VJij + a AOij(t), (5) 
where 7/, a, and VJip are the learning rate, the momentum, and the 
gradients of the parameters, which can be expressed as follows: 
T 
VJij = Y'. VJ/~., (6) 
t= l  
where 
. ,  ao " aa; (7) 
The proposed constrained tuning method is carded out for N epochs. 
The parameters will be updated after each iteration using the following 
update rule: 
Oij(t + 1) = Oij(t) + AOij(t + 1) × 91(Oij). (8) 
The restriction function 91 specifies the constraint on the updating of the 
parameters. When the interpretation of MFs is not substantial, meaning 
that there is no confinement of the parameters, the restriction function 
91 = 1. When 9t = 1, there is no limitation on the parameters of the MFs 
and they can be adapted freely. If we wish to apply restrictions to the MF 
parameters, for each parameter o~ i and p] a restriction function 91~/ or 
91p~ as explained in the next section will be used. 
When partial updating is used (that is, the parameters of the MFs in the 
antecedent are fixed and only the parameters of consequent B i are 
adaptable), the restriction parameter ~t is 1. 
3. ROUGH FUZZY SETS 
Consider a typical membership function A of the Gaussian form given 
in Equation (1), which is specified with two parameters, o- and p, and 
universe [X-, X+]. The grade of the MF can be given a linguistic label in a 
specific universe. For example, it can be defined with the linguistic label 
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"medium." If absolute maximum and minimum levels are defined, then the 
membership of the fuzzy label is limited to those bounds. The bounds can 
be hard or soft, as defined in the following subsections. 
It is to be noted that these limit bounds are not only applicable for the 
bell shaped Gaussian membership functions. Any form of MFs, e.g., 
triangular, trapezoidal, and sigmoidal, can be limited to a certain bound 
(hard or soft) specified by an expert on that linguistic knowledge. 
3.1. Hard Limit of Membership Functions 
Consider the membership function given in Equation (1) with two 
generic parameters, p and tr, representing the mean and spread of the 
Gaussian bell shape. To preserve the linguistic label assigned to this shape, 
it is only allowed to move within a certain limit. To be specific, p < p < P, 
where p, and 9 are respectively the lower and upper bounffs between 
which t~ae linguistic variable can move without destroying the interpreta- 
tion of the variable. In a similar manner, we have _o" < tr __< ~, where _o" 
and ~ are respectively the lower and upper bounds of tr. 
These restrictions can be applied to the MF tuning algorithm. The 
restriction function, 9t,~ and ~Rp, are shown in Figure 2(a) and governed by 
the following equations: 
~,~ = ½[sgn(q -2" )  - sgn(o" - ~)] ,  (9) 
9tp = ½[sgn( p - p )  - sgn( p - ~)], (10) 
where 
1 if c>0,  
sgn(c) = -1  otherwise. 
I I / 
P P 
,t 
'f"z T \  
(~(a) t~ ~ d(b ) 
Figure 2. Limit bound of membership function parameters: (a) hard limit, (b) soft 
limit. 
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Thus, if _o- < (r < ~, i.e., or lies within the permissible range, then fli~ = 1. 
On the other hand, if o- < _(r, then fli~ = 0; if o- > ~, again fli~ = 0. 
Hence, regardless of whether or not a minimum solution for the cost 
function J is achieved, the hard bounds do not permit the MFs to move 
beyond the defined limits. The system preserves the interpretation at the 
possible expense of yielding a less than optimal solution. The soft limit, 
which is proposed in the following subsection, is expected to give better 
performance. 
3.2. Soft Limit of Membership Functions 
Using a soft limit bound, we allow the parameters of the MF to be 
updated with a varying degree of scaling. As the parameters approach their 
predefined maximum and minimum limits, smaller and smaller updates are 
performed. 
The hard bounds introduced in the previous ection can be replaced by a 
soft bound of the following form: 
1 1 
fli~ = 1 + e +(~--~)/~ - 1 + e ('~-~)/v~' (11) 
1 1 
flip = 1 + e- (P -e  )/", 1 + e (p -~) /~ '  (12) 
where t,~ and up are respectively the dispersion parameters of (r and p. 
These are introduced so that instead of a hard limit occurring at the 
boundary, a gentle rolloff is achieved. These restriction functions, fli~ and 
flip, are depicted in Figure 2(b). In order to obtain 10% distortion around 
the boundary values, v~ = 0.045~ and vp = 0.045~. 
This method allows a certain penetration of the parameter values, e.g., 
p, o-, beyond their hard limits. However, by controlling the parameter v, 
this can be reduced to a minimum. 
4. ILLUSTRATIVE EXAMPLE 
To illustrate the significance of the proposed method for preserving the 
meaning of fuzzy values, consider input-output pairs (xt, Yt): t = 1, 2 . . . . .  20 
given in the input-output space [0, 1] × [0, 1], as shown in Figure 3. The 
problem is to approximate the nonlinear input-output relation in Figure 3 
by an adaptive fuzzy if-then rules. We produce a set of five rules of the 
following form: 
• If x is ~1 then y is B 1 else 
• if x is ~2 then y is B 2 else 







0 0.2 0.4 0.6 0.8 
x 
Figure 3. Arbitrary training data. 
• if x is .~3 then y is B 3 else 
• if x is .~4 then y is B 4 else 
• if x is .~S then y is B 5. 
The initial MF of linguistic terms, ,~i: i = 1, 2, 3, 4, 5, are shown in Figure 
4(a). The initial consequent parameters, Bi: i = 1, 2, 3, 4, 5, are assumed to 
be zero. The MFs are of Gaussian shape with the parameters o- and p 
given in Table 1. 
In order to evaluate the performance of different adaptive networks, we 
define an average percentage error ~ as follows: 
~T jt 
t=l 
× 100%, (13) ~T ~t 
t=lY 
where in our simulation we use T = 20 sampling points. 
The training of the AFIS was repeated in four experiments. In all steps, 
the learning rate ~7 and the momentum, a, are 0.01 and 0.85, respectively. 
1. Firstly training was performed with full updating of parameters and 
without any constraint on MF parameters. The error ~ is shown in 
Figure 8. The final MFs after N = 150 epochs of training are de- 
picted in Figure 5. The results of function approximation for the 
given nonlinear input-output data for full updating of the rules 
without constraint are depicted in Figure 6. 
2. In the second experiment, he training was carried out with hard limit 
bounds on the antecedent MFs. These limits are supplied in Table 1 
and are graphically illustrated in Figure 4(b). 
3. In the third experiment, the soft limit bounds with v~ = 0.07 and 
Up = 0.07 replaced the hard limit bounds, and the training was 
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Figure 4. (a) Initial membership function of linguistic term Ai, i = 1, 2, 3, 4, 5. (b) 
Hard limit bounds. 
repeated. Final MFs after 150 epochs of training are shown in Figure 
7(a) and 7(b) for hard and soft limits, respectively. The error ~ for 
training with hard and soft limit bounds is shown in Figure 8. 
4. To contrast he performance of AFISs with partial and full updating, 
in the fourth stage of training, only the parameters of the conse- 
quent were updated. The error ~ for partial updating is illustrated in 
Figure 8. 
Table 1. Parameters of Membership Functions 
MF tr p _o- p ~ 
~1 0.16 0.0 0.11 0.0 0.21 0.0 
A2 0.16 0.25 0.13 0.2 0.19 0.3 
~3 0.16 0.5 0.13 0.48 0.19 0.52 
~4 0.16 0.75 0.13 0.7 0.19 0.8 
.~5 0.16 1.0 0.11 1.0 0.21 1.0 





% 0.25 0.5 0.75 
x 
Figure 5. Membership functions ~i: i = 1,2, 3,4,5 after N = 150 epochs of train- 
ing without constraints. 
The results of function approximation for the given nonlinear input-out- 
put data using the AFIS is depicted in Figure 9(a) for partial updating of 
rules. In Figure 9(b) the result is shown for full update without constraint, 
with hard limit bounds and soft limit bounds. 
4.1. Observations 
A number of observations can be made on the results of the illustrative 
example. 
1. Comparing the errors achieved from partial updating and full updat- 
ing, given in Figure 8, and the results of the function approximation, 
given in Figure 9(a) and (b), shows the significance of full updating of 
1 
o .8 - - ~  
0.6 
0.2 .~ ,  
0 0 0.2 0.4 0.6 0.8 
x 
Figure 6. Function approximation. The solid line represents the one without 
constraint; he dashed line, the one with membership function fusion. See Section 
4.1 for more detail. 
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1 . . . 
0 0 0.28 0.6 0.75 
x (b) 
Figure 7. Final membership functions after 150 epochs of training using full 
updating and with (a) hard limit bounds, (b) soft limit bounds. 
10 2 
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Figure 8. Average percentage error for partial and full updating without and with 
hard and soft constraint. (Solid line: without constraint; dashed line: soft limit; 
dot-dash line: hard limit; dotted line: partial updating.) 
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Figure 9. Function approximation: (a)partial updating, (b) full updating. The solid 
line represents he one without constraint; dashed line, the one with hard limit 
bound, and the dot-dash line, the one with soft limit bound). 
parameters in achieving a smaller error. The reason for this is that 
full updating allows the system more freedom in adapting to the given 
input-output data set. 
2. It should, however, be noted that allowing MFs to change can violate 
the interpretation i  that the meaning initially assigned to the linguis- 
tic values can be lost. This danger is evident if the initial MFs given in 
Figure 4(a) are contrasted with the MFs after training without con- 
straint. In Figure 5 the membership function ,4] has moved to the 
right and .~3 is completely contained with .~2. In contrast, the MFs 
achieved from the constrained training methods with either hard or 
soft limits [Figure 8(a) and (b)] resemble the initial MFs. Using soft 
limit bounds produces maller errors by permitting the MFs to move 
slightly beyond the specified bounds. 
3. To contrast the results obtained from the proposed constrained 
training algorithm for the AFIS with the method of MF fusion and 
annihilation proposed in [19], a comparative study is conducted. Since 
the MF ~3 is contained with  d 2, we fuse these two MFs (readers are 
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Figure 10. Membership functions .4~: i = 1, 2, 3, 4, 5 after fusing .~2 and .~3. 
referred to the original paper for more details). The MFs after fusion 
are depicted in Figure 10. The result of function approximation for 
AFIS before and after fusion for unconstrained training is depicted in 
Figure 6. Comparing the results obtained from the soft limit with the 
MF fusion method shows the significance of our proposed method. 
5. CONCLUSIONS 
A novel notion of interpretation preservation of adaptive fuzzy inference 
system is introduced in this paper. It has been shown that the interpreta- 
tion of adaptive fuzzy inference systems can be preserved by using a 
constrained training algorithm. We also propose both hard and soft limit 
bounds for the parameters. 
It is shown that there is a tradeoff between obtaining the minimum of a 
cost function and preserving integrity in the sense of the interpretability of
the converged AFIS. If the minimum of the cost function is the goal, then 
it is observed, as shown in the illustrative xample, that the membership 
functions can be radically altered from their initial definition. This may 
render the converged AFIS uninterpretable. On the other hand, if one 
wishes to preserve the integrity of the AFIS, then after the adaptation 
process has converged, the cost function may have a higher value. How- 
ever, in this case, the membership functions retain their original meaning 
and can be interpreted. As shown in the illustrative xample, in the case of 
function approximation, the AFIS without any constraints may achieve a 
slightly better fit to the input-output data than the one with constraints. 
However, the one with constraints provides membership functions which 
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can be interpreted, while the one without constraint may not allow this. 
Hence, the choice of using an AFIS without or with constraints depends on 
the intended purpose of the AFIS. 
The way in which the constraints are introduced in this paper is only one 
among a number of possibilities. The other possibilities will be explored in 
future work. 
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