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Limit behavior of the optimal-point control associated with a Sobolev equation 
as inertial or viscous effect is allowed to vanish is studied. These results are also 
related to the approximation of a wave equation. 
1. INTR~OUCTI~N 
Let fi be a bounded domain in R”, for n = 1, 2, or 3, with a smooth 
boundary f. Let Q = J2 x (0, T) for 0 < T < co and let a E 0. We consider 
the initial boundary value problem 
(1 - &d)4’([ - ydy, -Au = v(t) 6(X - a) in Q. (1) 
Y(X, 0) = y,(x, 0) = 0 in n (2) 
y(x. t) = 0 on Z=Tx (0, I+), (3) 
where E and y are nonnegative-real numbers and v E L’(O, 7’). This equation 
arises in the modeling of longitudinal vibrations in a homogeneous bar in 
which there are inertial and viscous effects 12, 3,8]. In Eq. (1) the term .cAyt, 
takes into account the inertia of lateral motions in which the cross sections 
are extended or contracted in their own planes. By the inclusion of this term 
a better approximation of the velocity of propagation is obtained [8 I. 
Presence of the term &Ay, indicates that the stress is proportional not only to 
the strain, as with Hooke’s law, but also to the strain rate as in a linearized 
Kelvin material [3,4]. Thus, this viscosity term is introduced and tends to 
reflect past history of the strain [3 1. Mathematically, the introduction of 
these terms represents the inclusion of inertia and viscosity and tends to 
regularize Eq. (1). It is of interest to study the limiting effect of such terms 
191. 
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In this paper Eqs. (l)-(3) provide the underlying equations for the control 
problem 
minimize J(u) = II y(u) - zlltltQ, + II uIJ&O,TJ 
subject to u E L*(O, T). (4) 
We consider then problem (4) along with Eqs. (l)-(3) to study limiting 
behavior of the optimal controls as either of the parameters E or y is allowed 
to approach zero. Further, we relate these results to those for the case of the 
wave equation. 
2. FORMULATION OF THE PROBLEMS 
The solution of (l)-(3) may be defined by transposition, cf. [5,6]. Let 
a, E L’(Q) and a and /I belong to L*(R). Consider then the adjoint equations 
(1 - cd) vtr + ply/, - dv = co in Q, (5) 
w(*,T)=O in R, (6) 
v,( .5 T) = 0 in R, (7) 
w(x, t) = 0 on C. (8) 
Remark 1. The solution IJI of (5)-(8) exists and is unique. This is 
discussed in Showalter [9]. Of course, if E > 0, then it can be shown directly 
that Eqs. (l)-(3) have a solution in L’(Q)[ IO]. 
Multiplying Eq. (1) by cy and integrating, we obtain Green’s formula 
I‘ -‘R (1 - 4 vu-?v,m dx - jnw -Ed) wt(T) + y&(T)] 4’(T) dx 
+ 1. [ (1 - cd) tytr + ydy/, - by] y dx+ = 1.’ u(f) ~(a, r) dt. (9) 
-Q -0 
Applying Eqs. (6) and (7), we have 
1. qydxdt = (‘= u(t) I& t) dt 
-Q -0 
(10) 
for any v, in L’(Q). Equation (10) defines y as a function in L’(Q) if the 
right side has meaning. Hence, we must determine regularity cf the solution 
w  of (3-W 
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We begin by first changing variables in (5)-(8) by setting s = T - I so 
that we have 
(1 - cd) 0,,(s) - ydt9,(s) - de(s) = cp( . , T - s) in Q, (11) 
e( * , 0) = e,( . , 0) = 0 in J2 (12) 
et, = 0, (131 
where e(s) = y(T - t). Multiplying (11) by 8, and integrating. we find that 
for each I E [0, T] 
1. u/f (x, T-t) dx + e’-’ 1’ (E(~I//,(x, T- t): + lV~(x. T- t)i’)d.u 
II -R 
Likewise, if we multiply (11) by -de,, for y > 0 we have 
1 [PY,(x, T- t)l* + ~(Ay,(x, T--t))* + (AI//(X, T-t))’ 1 dx 
-R 
Similarly. if E > 0. we have 
E 1’ JAY/,(x, T- t)j* dx + 1. \Vw,(x, T- t)j’dx 
-R -R 
. T  . 
+ 1 ) (Aty)* dxds < ce(T-‘)‘c /(pl(tjca,. 
-I -n 
From inequalities (14~( 16), we have the following. 
PRoPosrr~o~ 2. Zf E > 0, then 
11 ‘~‘~IL.~,o,T;H~R)) + 11 ~th”@.T;HWl,, < B, 
where B is independent of y. If y > 0, then 
11 ~~~LW,T: “2, )) + 11 Wtho.T; H~SZ)) < 8, 
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COROLLARY 3. If E > 0 or y > 0, then 
‘da, *) E Lrn(O, 7-l if L’RER”, n = 1, 2, or 3. 
The right side of Eq. (10) has meaning for each ~1 in t’(Q). Hence, 
Eq. (10) defines by transposition [6, 71 the solution y of (l)-(3) as a function 
in L’(Q). 
Remark 4. In the case E = y = 0, inequality (14) implies that 
I//~ E L”(0, T; H’(O)) n L2(0, T; H’(0)). 
Thus, we see that w  E L2(0, C H’(0)) and that the right side of (10) 
uniquely defines the solution in L’(Q) if a c R ‘. 
3. STRONG DAMPING OF THE SOBOLEV EQUATION 
Here we set E = 1 and consider the limiting behavior of the sequence of 
optimal controls uy of problem (4) as y-+ 0. The first step in studying the 
convergence of UY is to note the boundedness of 
for all y > 0. Hence, there exists a sequence yi + 0 such that 
yyuyq + y  weakly in L’(Q) 
uyi+ u weakly in L’(O, 7’). 
Now turning to the adjoint equations (5~(8) we may use inequalities (14) 
and (16) to obtain for each a E R c R”, n = 1, 2, 3 and for each t E [0, T], 
(17) 
and similarly 
see [ 1, 71. By the Arzela-Ascoli theorem there is a sequence (yi) such that 
($“(a, t)) is uniformly convergent on [0, T]. As a consequence of Gronwall’s 
inequality it follows that indeed vy’(a, t) + v”(a, t), cf. [9]. In fact, this result 
holds for any sequence yi -+ 0. 
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PROPOSITION 5. Given (D in L’(Q), the solutions yy of the adjoint 
problem (5~(8) have the property that 
@(a, t) -+ vO(a, t) 
uniform!v in IO. T]. 
We may noMy use Eq. (10) to deduce that 
yY(uY) + y”(u) weakly in L’(Q) 
as y + 0 so that y = y’(u). 
We next show that the limit u satisfies the optimality conditions for the 
problem with y = 0. The conditions for this case are given by 
(1 -d)y,,--yAy,--dy=uY(t)6(x-a) in Q, 
(1 --)p,,+ydpy--dpy=?,‘-z in Q. 
22(t) + pY(a, t) = 0 in (0. r) 
y”lr = p’(r = 0, 
1,y 1, 0) = J$(., 0) = 0 in J2, 
PY.3 r) = p:(*, 7-l = 0 in R. (19) 
Now with uY --t u weakly in L’(O, r) and y’+ y” weakly in L’(Q), we see 
that yy - z is bounded independently of y > 0. Applying inequalities similar 
to (14)-( 16), it is straightforward to see that py-+po weakly in 
L*(O, P, H’(R)) as y + 0. Furthermore, as 
0 = NY + PY(a, - ), v))~~(~.~, 
.T 
= w ‘Pho, T) + 1 ( (x - a)f(x, t) dxdt, 
. 0 . I> 
we see that as y + 0 we have 
(u +pO(a, a), (OLDIE. T, = 0 
for all p E L’(O, 7’). Accordingly, it follows that 
u(t) + pO(a, t) = 0 
almost everywhere in [0, TJ so that u = u” in L2(0, T). But now with (17) 
and (18) 
I p@, 61 + I p’(a, 01 < clb’- zIL:,~, < K- 
and we have ai’-+ u” uniformly in 10, ZJ. 
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THEOREM 6. Let E > 0 bejixed and let y+ 0. Then uy+ u” uniformly in 
10, T]. 
We now obtain stronger convergence of the states. Consider Eqs. (l)-(3) 
with control u replaced by u or a0 and with E = 1. Setting LV~= 4fy- y”, we 
have 
(1 -A)@,-dwY=p4y~+(uY(t)-u’(t))J(x-a). 
Multiplying by (1 - A)-‘, we find that 
With g,(x) = (1 - A)-‘6(x - a), we have the inequality from Gronwall’s 
inequality for all t E [0, T] 
i n 
(w,(x, t))* dx < e”[yll(l -W’Y:/~~~~~) 
Using inequality (16), we see that y: is bounded in L’(Q) independently of 
y > 0. By viewing (1 =A)-‘A as a bounded operator on L*(G), cf. [9], we 
find that as y-+ 0 the right side of (20) approaches zero. 
THEOREM 7. Let E > 0 be Jixed and let y -+ 0. Then yy -+ y” in 
Lrn(O, T; L*(q). 
4. SOBOLEV APPROXIMATION OF THE DAMPED EQUATION 
Here we study (1 j(4) as the parameter E is allowed to approach zero but 
where y = 1 to determine the limiting behavior of the associated controls u,. 
The procedure is similar to that in the previous section. Noting that 
lIZI tZ(cj > ]I y,(u,) - z ]]L2(cj + 1) u, ]]~Z(O,~j implies weak convergence of 
sequences yE, -‘y weakly in L’(Q) and u+ --t u weakly in L*(O, Z’). From 
inequalities (14) and (16) we may deduce that a subsequence, again si, has 
the property w,,(a, .) -+ vo(a, .) strongly in L*(O, 7’). From Eq. (IO), we have 
. T  
I -Q psv,, dxdt = J 0 u,(t) w& t) dt, 
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and in the limit 
1. cpydxdt = 1.’ ~0) vo(a, f) df 
-Q -0 
for all rp in L*(Q). Hence, we have 4’ = y,(u). 
To demonstrate that the limiting u satisfies the optimality conditions with 
E = 0. we consider 
(1 - ~4) yEI, - AyB, - Ay, = uE(f) 6(x - a) in Q, 
(1 -EA)P,~,$AP,,-AP~=)‘B-z in Q, 
UE(f) + P&r Q = 0 in (0, T), 
Y, Ir = Pair: = 03 
(21) 
Yd-,O)= v,(4)=0 in fi, 
pd.7 T) = P,(-, T) = 0 in J2. 
Here applying (14) and (15), we find that 
II ~allmo.r;,,wm + II ~&w;w,cw <K. 
Thus, we have for each t E [0, T] 
By the Arzela-Ascoli theorem, there is a sequence ei-+ 0 such that (p&z, f)) 
is uniformly convergent, and (p,) is weakly convergent in L’(0, T; H’(a)). 
To show that this limit is p. is straightforward. Hence, we may deduce that 
u +p,(u, .) = 0 
in L’(0. T) to conclude that U, = u in L’(0, T), and we have the following 
result: 
THEOREM 8. Lef y > 0. Then us E -+ 0 the opfimul controls u, of problem 
(l)-(4) converge uniformly to U, on [0, T]. 
To study the convergence of the states we must, in this case, consider 
(_ qyEdxdf = [’ 1 u,(t) 6(x - a) I//,(X, t) dxdf. 
-’ Q JO -0 
(22) 
For RcR’, we have only 6,(c) = 6(x - a) belongs to H-‘(R) and (22) 
gives no new information. If R c R2 then 6, E H-.‘12(R). With 
(D E L2(0, T, H-“‘(Q)) we have vEE L*(O, T, Zf3”(12)). Hence, yg-+yO 
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weakly in L*(O, T, H*(L!)). If 0 c R ’ similarly we see that y,+y, in 
L*(O, P, H’(S2)). However, for one dimension we can show that 
II YaIIHItQ) Gc Il%llL’~o.r, II47II”-w,. 
Hence, we have y, + y, in L’(Q). 
THEOREM 9. For f2 c R’, y,+ y, in L’(Q). For 0 c R2, ~~-1 y, weakb 
in L'(0, F, H"'(J~)). For l2 c R3, y,+yO weakly in L’(Q). 
5. RELATION TO THE HYPERBOLIC EQUATION 
Here we consider the wave equation 
y,, - Ay = v(t) 6(x - a) in Q, 
Y(X, 0) = Yl(X, 0) = 0 in 0, 
Yl, = 0. (23) 
In Remark 4 it is noted that from inequality (14) with E = y = 0 it follows 
that v/ E L’(0, r; H’(0)). Accordingly, Eq. (10) defines the solution of (28) 
for the case 0 c R ‘. We consider the case in which y = 0 and E -+ 0 as E = 0 
with y + 0 is similar cf. [6 1. Here again (u,) and (JJ,) for E > 0 are bounded 
sets in L’(0, 7’) and L’(Q), respectively, so there exists uCi-* u and yEi +y 
weakly in L2(0, 7’) and L’(Q), respectively. 
Using estimate (14) we see that 
and 
holds for any E > 0. Hence, we see that a subsequence, denoted by si, has the 
property that 
w,,(a, -I+ vo(a -1 
in L'(O, 7) as ci -+ 0. Therefore, in the limit, Eq. (I) gives 
j 
Q 
vydxdt = 1’ u(r) vo(a, 1) dt 
-0 
so that y = ye(u). 
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To show that u is indeed the optimal control of the hyperbolic problem, 
we again show that it satisfies the characterizing equations 
y,, - 2 y = u(t) 6(x - a) in Q 
a2 
u(t) + p(a, t) = 0 in [0, T] (24) 
Plr =yl, =o, y(x, 0) = y,(x, 0) = p(x, 7-J = Pl(X, 79 = 0. 
Since y,, -+ y0 weakly in L’(Q), we use (13) and the boundedness of Y - z to 
find 
and 
Thus, for and E > 0 
II P& *)I1 H’(O. T) < c II rp IIZ”,Q) 
and p&u, .) -+~~(a, .) in L’(0, 7’). Therefore, we have for any u E L’(O, 7’) 
(Qc) +P&v -1. VLqo.r, = 0 
and in the limit 
(u + p(u, a), U)L’(O.T) = 0. 
We conclude that u +~(a, .) = 0 almost everywhere. Further, we see that 
ui + u strongly in L2(0, T). 
THEOREM 14. For y = 0 and R c R ‘. Then us E ---) 0 the solution u, of 
(l)-(4) converges in L2(0, T) to u. the corresponding solution of (28). The 
states y(&’ contlerge toy”’ weakly in L’(Q). 
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