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ABSTRACT
The existing set of type Ia supernovae (SNe Ia) is now sufficient to detect oscillatory deviations from
the canonical ΛCDM cosmology. We determine that the Fourier spectrum of the Pantheon data set of
spectroscopically well-observed SNe Ia is consistent with the predictions of ΛCDM. We also develop
and describe two complementary techniques for using SNe Ia to constrain those alternate cosmological
models that predict deviations from ΛCDM that are oscillatory in conformal time. The first technique
uses the reduced χ2 statistic to determine the likelihood that the observed data would result from
a given model. The second technique uses bootstrap analysis to determine the likelihood that the
Fourier spectrum of a proposed model could result from statistical fluctuations around ΛCDM. We
constrain three oscillatory alternate cosmological models: one in which the dark energy equation of
state parameter oscillates around the canonical value of wΛ = −1, one in which the energy density of
dark energy oscillates around its ΛCDM value, and one in which gravity derives from a scalar field
evolving under an oscillatory coupling. We further determine that any alternate cosmological model
that produces distance modulus residuals with a Fourier amplitude of ' 36 millimags is strongly ruled
out, given the existing data, for frequencies between ' 0.08 Gyr−1h100 and ' 80 Gyr−1h100.
Keywords: cosmology: observations — cosmology: theory — dark energy — gravitation — methods:
data analysis — supernovae: general
1. INTRODUCTION
Over the past several decades, astronomers have lever-
aged the angular power spectrum of the CMB (Bennet
et al. 1993; Jones et al. 2006; Hinshaw et al. 2013; Planck
Collaboration et al. 2016), Baryon Acoustic Oscillations
(Eisenstein et al. 2005; Percival et al. 2010; du Mas des
Bourboux et al. 2017; Slepian et al. 2017; Bautista et al.
2017; Beutler et al. 2017; Ross et al. 2017; Ata et al.
2018), measurements of the redshift vs flux relation of
type Ia supernovae (SNe Ia) (Riess et al. 1998; Perlmut-
ter et al. 1999; Barris 2004; Hicken et al. 2009; Kessler
et al. 2009; Sullivan et al. 2011; Takanashi et al. 2017;
Foley et al. 2018; Scolnic et al. 2018), and other cos-
mological probes (Zhang & Zhu 2008; Batista & Marra
2017; Li et al. 2018) to gain insight into the structure
and dynamics of the observable universe. These probes
Corresponding author: Sasha Brownsberger
sashabrownsberger@g.harvard.edu
have generally been in good agreement with the theoret-
ical predictions of a flat universe dominated today by a
cosmological constant (Λ) and cold dark matter (CDM).
The ΛCDM cosmology has thus become the canonical
cosmological model.
As new cosmological probes are developed and as
data sets are improved, astronomers continue to test the
consistency of the ΛCDM cosmology with observations.
With the recently released Pantheon data set of SNe Ia
(Scolnic et al. 2018), we can study the expansion his-
tory of the universe out to a redshift of z ' 2 for pos-
sible deviations from the predictions of ΛCDM. Numer-
ous efforts (Jassal et al. 2005; Nesseris & Perivolaropou-
los 2007; Santos et al. 2008; Ferrer et al. 2009; Busti
et al. 2012; Zhe et al. 2012; Felice et al. 2012a; Keresztes
et al. 2015; Trashorras et al. 2016; Tutusaus et al. 2017;
Go´mez-Valent & Sola` 2017; Zhao et al. 2017; Scolnic
et al. 2018; L’Huillier et al. 2018; Costa et al. 2018; Yang
et al. 2018; mehrabi & Basilakos 2018; Durrive et al.
2018; Dhawan et al. 2018; Amirhashchi & Amirhashchi
2019) have applied some version of χ2 analysis to various
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data sets of SNe Ia to constrain the gradual evolution of
various cosmological parameters away from their canon-
ical values. However, cosmological models with slowly
varying parameters do not encompass the whole family
of possible alternative cosmologies. There are cosmolog-
ical models, including alternate dark energy (DE) mod-
els (Puetzfeld & Chen 2004; Feng et al. 2006; Jain et al.
2007; Lazkoz et al. 2010; Jennings et al. 2010; Felice et al.
2012b; Zhang & Li 2018; Wang et al. 2018), that pre-
dict deviations from ΛCDM that could be both rapid
in evolution and small in overall scale. Such rapidly
changing deviations would be hard to detect using the
standard χ2 test (Maor et al. 2002), especially in the
context of alternate cosmologies that deviate only grad-
ually from ΛCDM. It is worth asking if other analysis
methods might prove more apt at detecting such devia-
tions.
In this work, we leverage the Pantheon SNe Ia data
set to search for evidence of deviations from the predic-
tions of ΛCDM that appear spherically symmetric with
respect to an Earth-based observer. Oscillatory pertur-
bations, in redshift or in time, are more easily matched
to the CMB constraint at the redshift of last scattering
than cosmological perturbations that evolve monotoni-
cally. Moreover, even absent any theoretical basis for
oscillatory anomalies, our profound ignorance of the na-
ture of DE compels us to consider any well-posed anal-
ysis of the available observational data.
We first measure the temporal Fourier spectrum of ob-
served deviations and look for anomalously large Fourier
modes. We then consider three alternate cosmological
models (ACMs) characterized by oscillatory cosmologi-
cal parameters. We constrain the extent to which fun-
damental cosmological parameters might vary over red-
shift ranges as small as about 0.05 and as large as the full
redshift range spanned by the Pantheon data of about
2.3. We do so by using both χ2 and Fourier analyses to
search for deviations from the predictions of ΛCDM that
manifest as temporally coherent SNe Ia distance modu-
lus residuals. We determine that the Fourier spectrum
of the Pantheon SNe Ia is consistent with the predic-
tions of the ΛCDM and that, for some classes of ACMs,
the Fourier analysis that we develop provides stronger
constraints than the typical χ2 analysis.
Our work is organized as follows. In Section 2.1, we
discuss the Pantheon data and define the parameters
used in subsequent calculations. In Section 2.2, we de-
scribe how to use Fourier analysis of SNe Ia to test the
predictions of a cosmological model. In Section 2.3 we
discuss the classes of ACMs and the observable signals
that we consider in subsequent calculations. In Section
2.4, we detail the reduced χ2 and Fourier methods that
we use to constrain the considered ACMs. In Section
3.1, we describe the consistency of the Fourier spectrum
of the Pantheon data set with the predictions of ΛCDM.
In Section 3.2, we discuss the parameter constraints that
we find for various oscillatory ACMs. We conclude in
Section 4 with some thoughts on the current and fu-
ture potential for Fourier analysis of SNe Ia to provide
insights into the expansion history of the universe. In
Appendices A, B and C, we detail the computational un-
derpinnings of the considered ACMs. In Appendix D,
we discuss additional constraints on one of the ACMs.
2. DATA AND METHODOLOGY
2.1. The Pantheon Data and Cosmological Parameters
Our analysis is based on the Pantheon data set of well-
observed SNe Ia detailed by Scolnic et al. (2018). These
data include contributions from the Pan-STARRS1
Medium Deep Field Survey (Chambers et al. 2016)
and from numerous previous observational efforts (Riess
et al. 1998; Perlmutter et al. 1999; Barris 2004; Krisciu-
nas et al. 2005; Jha et al. 2006; Hicken et al. 2009; Foley
et al. 2009; Stritzinger et al. 2011; Meyers et al. 2012;
Kessler et al. 2013; Ganeshalingam et al. 2013; Maguire
et al. 2014; Betoule et al. 2014; Rodney et al. 2014;
Graur et al. 2014; Narayan et al. 2016; Takanashi et al.
2017; Sako et al. 2018). Only SNe with well-observed
light curves and precisely known redshifts are included.
Even with such stringent criteria, the data set still com-
prises 1048 SNe Ia. In order to derive a self-consistent
dataset, we use the released Pantheon distances when
only a single scatter model, the ‘G10’ scatter model, is
used to determine distance bias corrections.
The luminosity distance, dL, of an observed SNe Ia
is determined from the measured flux, f , (Scolnic et al.
2018) and the absolute SNe Ia luminosity, L, by
dL =
√
L
4pif
. (1)
The signals of observed SNe Ia are parameterized by the
distance modulus, µ, defined as
µ = 25 + 5log10
( dL
1Mpc
)
. (2)
In the canonical ΛCDM cosmology, the canonical
Hubble parameter, Hcan, is determined by the values
of the normalized, global, present day energy densities
of matter, Ωm,0,can, of radiation, Ωr,0,can, and of DE,
ΩΛ,0,can, by
H2can(z)
H20,can
=(1 + z)3Ωm,0,can
+ (1 + z)4Ωr,0,can + ΩΛ,0,can ,
(3)
3Table 1. Best-Fit ΛCDM Parameters Reported by the Planck Collaboration
H0,can (km s
−1 Mpc−1) Ωm,0,can Ωr,0,can ΩΛ,0,can Reference
67.31± 0.96 0.315± 0.013 (9.28± 0.41)× 10−5 0.685± 0.013 1
Note—The columns are the Planck ΛCDM present-day values of, from left to right, the
Hubble parameter, the normalized energy density of mass, of radiation, and of dark energy.
As Huang et al. (2015) discuss, Ωr,0,can is calculated from ΩΛ,0,can and the redshift of matter-
radiation equality.
References—(1) Planck Collaboration et al. (2016).
where H0,can is the present day value of Hcan.
In such a cosmology, the luminosity distance of any
observational target, dL,can, is determined from the red-
shift of the target, z, and the evolution of Hcan by
dL,can(z) =
c(1 + z)
H0,can
∫ z
0
dz′
1
(Hcan(z′)/H0,can)
, (4)
where c is the speed of light. The distance modulus in
the canonical reference cosmology, µcan, is
µcan(z) = 25 + 5log10
( 1
1Mpc
c(1 + z)
H0,can
×∫ z
0
dz′
1
(Hcan(z′)/H0,can)
)
.
(5)
In this work we will use the Planck measurements of
the CMB anisotropies (Planck Collaboration et al. 2016)
to define our canonical cosmological parameters. The
relevant parameters are listed in Table 1.
The observed distance modulus residuals, ∆µ, are de-
fined as the differences between the observed distance
moduli, µ, and the canonical distance moduli, µcan:
∆µ(z) ≡ µ− µcan(z) . (6)
If the Planck cosmology incorrectly describes the physics
of the expanding universe or if the observable signatures
of SNe Ia differ from the expectations of Scolnic et al.
(2018), then ∆µ will vary in a coherent way in cosmic
time. Conversely, if the canonical cosmology describes
the expansion history of the universe with sufficient ac-
curacy and our understanding of SNe Ia physics ade-
quately predicts SNe Ia luminosities, then the measured
∆µ values will be consistent with 0, within uncertainties.
There are many cosmological effects that could alter
the expected relation between µ and z, and thus lead to
nonzero values of ∆µ. Although evidence of direction
dependent residuals is certainly an observational signa-
ture worth searching for (Gupta et al. 2008; Campanelli
et al. 2011; Javanmardi et al. 2015; Jime´nez et al. 2015;
Zhao & Santos 2017; Sun & Wang 2018; Deng & Wei
2018; Andrade et al. 2018), we consider only effects that
alter the SNe signals uniformly in all directions with re-
spect to an Earthly observer. Under this assumption,
the observed flux depends only on the redshift of the
SNe Ia:
∆µ(z)|spherically symmetric flux
= 5log10
( H0,canL√1/(4pif(z))
c(1 + z)
∫ z
0
dz′H0,can/Hcan(z′)
)
.
(7)
The true value of H0L is not well known, and mea-
surements of ∆µ are thus characterized by an unknown,
constant offset. To remove any systematic errors asso-
ciated with that offset, we subtract the weighted mean
residual from the raw ∆µ, defining the corrected dis-
tance modulus residuals by
∆µi,corrected = ∆µi,raw −
∑
∆µj,raw σ
−2
j∑
σ−2j
, (8)
where σj is the reported uncertainty in the j
th SN Ia dis-
tance modulus. Henceforth, ∆µ will refer to ∆µcorrected.
Our measurements are inherently insensitive to constant
offsets between observations and the predictions of the
ΛCDM cosmology. Our work will thus provide no in-
sight into the H0 tension that exists between the most
recent Planck observations (Planck Collaboration et al.
2016) and other analyses (Riess et al. 2016; Efstathiou
et al. 2018). In this work, we are only interested in and
only sensitive to departures from the predictions of the
ΛCDM cosmology that change as the universe evolves.
Although z is a directly measurable quantity, it is
not a natural basis for parameterizing oscillatory mod-
ifications to the standard cosmology. Theoretically-
grounded alternate cosmological models are typically
tied to the evolution of cosmological parameters in cos-
mic time. Moreover, the observable signatures of such
models are tied to signals from cosmological sources.
These signals, between their emission and their detec-
tion, are warped by cosmic expansion.
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Figure 1. The distance modulus, µ, and distance modulus residuals, ∆µ, vs redshift, z, and H0 independent conformal time,
τh100, of the Pantheon data set (Scolnic et al. 2018) calculated under the Planck ΛCDM cosmology (Planck Collaboration et al.
2016). The exact predictions of Planck ΛCDM are shown as black lines. The color of each plotted SN indicates the survey that
identified the SN, as noted in the legend.
We parameterize our models by the conformal time of
an observed signal,
τ ≡
∫ z
0
dz′
1
H(z′)
, (9)
in order to correct for the skewing of a cosmological sig-
nal due to cosmological expansion. In particular, global
oscillations in some cosmological parameter would man-
ifest, to an observer, as oscillations in conformal time in
the observer’s reference frame. Although the mapping
between z and τ does depend on the details of the under-
lying cosmology, we search only for small perturbations
about the canonical cosmology. The differences between
the canonical and alternate τ values will be small.
Because the Planck value of H0 is highly dependent
on the assumed cosmology (Planck Collaboration et al.
2016; Bernal et al. 2016), ACMs will generically derive a
different measurement of H0 from the same Planck data.
When considering alternate cosmological models, we will
generally work with the H0 independent quantity,
τh100 ≡ τ H0
100km s−1 Mpc−1
, (10)
from which the values of τ can be immediately computed
for a given H0.
The measured values of µ and ∆µ are plotted vs z and
τh100 in Figure 1.
2.2. The Fourier Spectrum of SNe Residuals
There are numerous physical phenomena that could
lead to a structured relation between ∆µ and τ , not all
of which can be easily encapsulated in a single family of
models. We utilize a model-agnostic method to assess
the consistency of the predictions of ΛCDM with obser-
vations of SNe Ia. Many previous efforts employ some
5version of a χ2 test to determine if the measured ∆µ
values could result from statistical fluctuations around
the canonical cosmology. Such tests are not always the
most powerful tools for detecting the signatures of cer-
tain types of ACMs. In this Section, we detail a com-
plementary statistical test based on Fourier analysis of
the relation between ∆µ and τ .
The periodogram of ∆µ and τ for NSN observed SNe
Ia is defined as
Qn ≡ 1
B
∣∣∣∣∣∣
NSN∑
j=1
∆µje
−2piifnτj
∣∣∣∣∣∣
2
, (11)
and approximates the Fourier power at frequency fn.
The approximate Fourier amplitude at fn, cn, is related
to Qn by
cn =
√
2Qn . (12)
Here, we tune the normalization constant, B, such that
the largest periodogram value of the function ∆µ(τ) =
A sin (2pifτ) is A2/2 when calculated at the observed τ
values.
The uneven τ spacing between observed SNe intro-
duces several complications into the standard Fourier
analysis (VanderPlas 2018), including a lack of a well-
defined Nyquist limit on the maximum measurable fre-
quency, a lack of perfect orthogonality between each
of the measured modes, and a difficult-to-characterize
noise floor. We now describe a forward modeling method
of Fourier analysis that accounts for these complications.
2.2.1. Determining the Frequencies to Measure
First we must determine the Fourier frequencies, fn,
at which we will measure Qn. For evenly sampled data,
the minimum frequency is generally taken to be 1/T ,
where T is the total time interval over which the data
are measured. Lower frequencies would lead to a func-
tion with insufficient variation over for observations to
reliably constrain. Such a constraint is also appropriate
to the case of unevenly sampled data, and we thus adopt
a minimum frequency of
fmin ≡ h100
h100(τmax − τmin)
' h100100km s
−1Mpc−1∫ zmax
zmin
dz′(H0,can/Hcan(z′))
' 0.08 Gyr−1h100 .
(13)
If N measured SNe Ia were spaced evenly in time, then
a Fourier mode of frequency f in their residuals would
produce structure in the periodogram at the aliasing fre-
quencies of falias,n = f+n(N/T ) for all integers n (Mei-
jering & Falk 2002). In such a scenario, our analysis
would be unable to distinguish between the true struc-
ture in the residuals and these aliased modes. The max-
imum informative frequency, beyond which measure-
ments would give no additional insight, is the Nyquist
frequency, fNyquist = N/(2T ). However, uneven spac-
ing in the data significantly increases the frequency at
which aliasing of a true Fourier mode can occur. In such
cases, the maximum informative frequency must be de-
termined on physical grounds.
If there is some time interval below which the signal
of the searched-for phenomenon would be contaminated
by other effects, then the maximum frequency can be
taken as the inverse of this minimum period. A number
of natural sources of contamination might exist for the
Pantheon data set, including:
• cosmological effects that influence the observed
properties of SNe Ia on a particular time scale,
• the typical duration of a SNe Ia,
• the cadence of observations,
• gradual decoherence of an oscillatory signal due to
slipping of the phase over time.
We note that a SN Ia occurring within a deep gravita-
tional well will be characterized by a slightly higher ob-
served redshift and slightly lower observed flux than an
equivalent SN Ia occurring at the same moment within a
weaker well. A multitude of similarly sized gravitational
wells could introduce deviations from the predicted SNe
Ia redshift and flux relation that are of a characteristic
scale.
Galaxy clusters are gravitational wells of a character-
istic comoving diameter, Dgc ∼ 2−10 Mpc. The inverse
of the present day light crossing time of a typical galaxy
cluster, c/Dgc ' 30− 140 Gyr−1, could be taken as the
maximum frequency that our analysis could constrain.
However, we would like both our minimum and maxi-
mum measured frequencies to scale identically with h100.
We thus set
fmax = 1000fmin ' 80.8 Gyr−1h100 , (14)
and note that fmax|h100=hPlanck = (80.8 Gyr−1)(0.673) '
54 Gyr−1. For the Planck value of h100, this definition of
fmax lies comfortably within the range of maximum pe-
riods suggested by the typical size of galaxy clusters. If
an additional source of signal contamination character-
ized by a longer time scale comes to light in the future,
fmax may need to be revised accordingly.
The nth measured frequency, fn, is the n
th multiple
of fmin with densifying factor λ, up to fmax:
fn = fmin(1 + n/λ) , (15)
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where n is any non-negative integer such that fn < fmax
and where λ should be large enough to avoid under sam-
pling the peaks of the periodogram. We choose λ = 5,
acquiring Nf = 4995 measured frequencies, which trace
out observable structures in the periodogram (see Figure
6).
2.2.2. The Canonical Distribution of Periodograms
With the range of frequencies determined, we now dis-
cuss our method for testing the consistency of a peri-
odogram with the canonical cosmology.
First, we generate a series of artificial data sets. For
the ith observed SN, we determine its conformal time,
τi, from its measured redshift, zi, and use its reported
uncertainty, σi, to determine a random distance mod-
ulus residual by drawing from a normal distribution of
mean 0 and of width σi. Inserting these artificial data
into Equation 11 furnishes a single realization of the
periodogram that could result from observations of the
Pantheon SNe Ia in the canonical universe.
By repeating this process NR times, we acquire, at
each fn, a distribution of periodogram values that could
result from a canonical universe given our τi and σi val-
ues. In this work, NR = 1000. We now seek to charac-
terize these distinct distributions.
We define rn(Q) as the cumulative probability distri-
bution (CPD) of the periodogram value at frequency fn
resulting from a null relation between ∆µ and τ . How
‘extreme’ a measured periodogram value is refers to how
unlikely that periodogram value is to occur in the canon-
ical ΛCDM cosmology, which is to say how close the
CPD of that measured periodogram value is to 1.
If the ∆µ values used in Equation 11 were drawn from
a function with no dependence on τ , were characterized
by Gaussian uncertainties, and were evenly spaced in τ ,
then rn would be described by
rn(Q)|µ(τ)=0, Gaussian uncertainties, & evenly spaced τ
= 1− e−Q/cQ , (16)
where cQ is the mean value of Q (Fisher 1929).
Our artificial data are drawn from a null relation be-
tween ∆µ and τ , are subject to Gaussian uncertainties,
and are characterized by the uneven τ spacing of the
observed SNe Ia. We expect rn(Q) to be nearly, but not
exactly, described by Equation 16. Instead, we fit each
rn with a modified version of the CPD of the generalized
normal distribution:
rn(Q) =
γ(1/bn, (Q/an)
bn)
γ(1/bn,∞) , (17)
where an and bn are fit parameters that are determined
for each fn, and where γ(x, y) =
∫ y
0
tx−1e−tdt is the
lower incomplete gamma function. Equation 17 reduces
to Equation 16 when bn = 1. By characterizing each
rn with uniquely fitted values of an and bn, we provide
our algorithm some flexibility in reflecting the unknown
structures that could result from the uneven τ spacing.
We find that the fitted bn values are generally close to
1, affirming our expectation that the true CPDs of the
periodogram values are nearly described by Equation
16. We now use our measured best fit CPDs to con-
strain the periodogram value at each fn that could be
deemed consistent with the canonical cosmology, given
the observations.
All periodograms calculated from Equation 11,
whether they are derived from artificial or measured
data, consist of a series of peaks of various heights
with similar widths, ∆fpeak. We have roughly Npeak =
(fmax − fmin)/(∆fpeak) ' 500 such peaks. In this work,
we regard the height of these peaks as independent ran-
dom variables. However, we note that this presumption
may be overly simplistic, as the true number of indepen-
dent peaks when dealing with unevenly sampled data is
difficult to precisely quantify (Frescura et al. 2008).
We define the rejection probability, Prej, by the state-
ment: ‘If the likelihood that a periodogram would re-
sult from the canonical cosmology is less than Prej, then
the data from which the periodogram was derived are
inconsistent with the canonical cosmology.’ By defini-
tion, rn(Q) is the probability that the periodogram value
measured at frequency fn would be less than Q if the
used values of ∆µ and τ resulted from the canonical
cosmology. For a specified Prej, the maximum allowable
periodogram value at fn, Qmax,n is given by
rn(Qmax,n) = (1− Prej)1/Npeak , (18)
where we have accounted for the so called ‘look-
elsewhere’ effect (Gross & Vitells 2010; Barth & Stern
2018) by noting that the likelihood of N independent
random variables lying below some probability thresh-
old, Pthresh, is (Pthresh)
N . If one or more of the mea-
sured Qn exceed the corresponding Qmax,n, then, for
the choice of Prej, we reject the hypothesis that the data
are described by the canonical cosmology. Generally,
Equation 18 is solved numerically for each Qmax,n.
2.3. Simulating Observables from Alternative
Cosmological Models
We now turn to the task of constraining specific de-
viations from the predictions of the canonical cosmol-
ogy. In Appendices A, B, and C, we derive three sets
of coupled, first order ODEs (Equations A9, A12, and
A23) that characterize the evolution of the universe un-
der each of three types of ACMs. Once the evolving
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Figure 2. Some examples of theoretical ∆µ vs canonical τh100 values predicted in a cosmology characterized by an alternate
DE model with equation of state parameter wΛ(τ) = −1+Aw sin (2pifwτ + ψw). Here, Aw = 1. The oscillations of wΛ are visible
as small oscillations in ∆µ that decay as the observed SN grows more distant. The decaying envelope broadens the Fourier
structure of these deviations and weakens the constraining power of the Fourier method described in Section 2.4. We also note
that, as the frequency parameter increases, the amplitude of the oscillations diminishes. The power of SNe Ia to constrain this
model diminishes for larger values of fw.
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Figure 3. Some samples of theoretical ∆µ vs canonical τh100 values predicted in a cosmology with the alternate DE energy
density ρDE(τ, z) = ρDM, can(1 + Aρ sin (2pifρτ + ψρ)). Here, Aρ = 0.3. As in the case of the ACM with oscillating wΛ (Figure
2), the oscillations in ρΛ are visible as oscillations in ∆µ and decay as the SNe Ia grow more distant. However, these oscillations
decay less rapidly than in the case of an oscillating wΛ because ∆µ is related to ρΛ by only one integral, while ∆µ and wΛ are
related by two. The Periodograms of this model are characterized by two significant peaks: one at the frequency of the model,
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Figure 4. Some samples of theoretical ∆µ vs canonical τh100 values predicted in a cosmology with the alternate DE energy
density similar to that reported by Wang et al. (2018): ρDE(τ, z) = ρDM, can(1 + Aρ(τρ/τ)
βρ sin (2pifρτ(τ/τρ)
βρ + ψρ)). Here,
Aρ = 0.3, ψρ = 0, and τρ ' 6.2/h100Gyr. By design, the frequencies of these oscillatory cosmologies decrease in τh100 when
βρ < 0, thus broadening their Fourier peaks. For some parameter choices, the ∆µ vs τh100 relation is not characterized by a
significant decaying envelope. The Fourier peak at frequency fρ dominates the periodogram for those parameter choices.
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Figure 5. Some samples of theoretical ∆µ vs canonical τh100 values for a cosmology in which gravity derives from a scalar
field, φ, that evolves according to the oscillatory coupling ω(φ) = C−1G |1 + G − φ/φ0|−βG/(1 + AG sin2 (νGφ/φ0 + ψG)). Here,
CG = 0.02, AG = 7, βG = 0.5, G is tuned to minimize the contemporary value of dG/dt, and φ0 is tuned so that G takes on
its contemporary value. As discussed in Appendix C and by Gaztan˜aga et al. (2001), the luminosity of SNe Ia depends on the
local gravitational constant via a power law relation, and the changing value of G predominantly determines the evolution of
∆µ. Because the oscillations in this model are tied to the value of φ, rather than directly to τ , and because φ evolves according
to a nontrivial set of ODEs (Equation A23), the evolution of the cosmological observables is highly sensitive to the particular
choice of model parameters.
9parameter of interest is specified, these ODEs can be
numerically solved to determine the values of dL pre-
dicted by the considered ACM at each measured τ .
The parameterizations considered in this work are
used primarily as phenomenological examples of how
Fourier analysis of SNe Ia residuals can be used to con-
strain ACMs with oscillatory behaviors. Although these
parameterizations are not fundamentally grounded on
first principle derivations, generally similar theoretical
models are considered in the literature. Further, ver-
sions of such models may prove either to be theoreti-
cally viable themselves or to be good approximations
of physically sound theories. Our analysis demonstrates
how future authors can and should use Fourier analysis
to constrain any ACM characterized by temporal oscil-
lations.
We first consider an ACM characterized by an evolv-
ing DE equation of state (EoS) parameter: wΛ → wΛ(τ).
Since the existence of DE in the universe was firmly
established (Riess et al. 1998; Perlmutter et al. 1999),
many fundamental and phenomenological models that
propose a DE EoS parameter that deviates from the
canonical value of wΛ = −1 have been considered (Efs-
tathiou 1999; Cooray & Huterer 1999; Chevallier & Po-
larski 2001; Goliath et al. 2001; Weller & Albrecht 2002;
Linder & Jenkins 2003; Puetzfeld & Chen 2004; Feng
et al. 2006; Jain et al. 2007; Lazkoz et al. 2010; Jen-
nings et al. 2010; Felice et al. 2012b; Zhang et al. 2015;
Pantazis et al. 2016). As numerous previous efforts have
demonstrated (Jassal et al. 2005; Barenboim et al. 2006;
Nesseris & Perivolaropoulos 2007; Santos et al. 2008;
Ferrer et al. 2009; Busti et al. 2012; Zhe et al. 2012; Fe-
lice et al. 2012a; Peiris et al. 2013; Keresztes et al. 2015;
Tutusaus et al. 2017; Go´mez-Valent & Sola` 2017; Zhao
et al. 2017; Scolnic et al. 2018; L’Huillier et al. 2018;
Costa et al. 2018; Yang et al. 2018; Davari et al. 2018;
Dhawan et al. 2018; Amirhashchi & Amirhashchi 2019),
the observable properties of SNe Ia are effective tools for
constraining these diverse DE models.
We consider an oscillatory parameterization of wΛ
similar to those presented by Xia et al. (2005); Feng
et al. (2006); Jain et al. (2007); Liu et al. (2009); Lazkoz
et al. (2010):
wΛ(τ) = −1 +Aw sin (2pifwτ + ψw) , (19)
where Aw (unitless), fw (units of 1/[time]), and ψw
(unitless) are constrainable parameters of the model.
Developing a fundamental field framework for a DE
EoS parameter described by Equation 19 lies outside
the scope of this work. This model does periodically
send wΛ into the phantom DE region of wΛ < −1, and
a constant value of wΛ < −1 is difficult to mould into
a theoretically sound field theory (Carroll et al. 2003;
Cline et al. 2004; Hsu et al. 2004; Sbisa` 2015; Leyva &
Sepu´lveda 2017). However, the challenge of reconciling
a purely phantom DE model with a fundamental field
theory does not render irrelevant any effort to search for
the observable signature of an ACM characterized by
Equation 19.
Efforts to reconcile a purely phantom DE with a theo-
retically sound theory persist (Nesseris & Perivolaropou-
los 2007; Zhang & Zhu 2008; Nunes & Pavo´n 2015; Lud-
wick 2017; Albarran et al. 2017; Ludwick 2018), and
a value of wΛ < −1 has not been determined to be
wholly inviable. Further, our analysis assumes that wΛ
conforms to Equation 19 only over the redshift range
spanned by the Pantheon data set shown in Figure 1.
Theoretical problems with phantom DE deriving from
the behavior of such DE in the early or future uni-
verse are not strictly inconsistent with wΛ conforming to
Equation 19 for the epoch relevant to our analysis. Fi-
nally, and most importantly, we reiterate that the ACMs
considered in this work are used primarily as illustrative
examples of how Fourier analysis of SNe Ia residuals can
be used to constrain broadly similar ACMs.
In Figure 2, we plot the values of ∆µ predicted by the
ODEs of Equation A9 applied to the specific ACM of
Equation 19 for various values of Aw, ψw, and fw. In
Figure 8, we show the constraints that the analyses of
Section 2.4 place on these parameters.
We next consider an ACM characterized by an al-
ternate DE energy density that evolves according to
ρDM, can(z)→ X(τ, z)ρDM, can(z), where X(τ, z) is some
evolving scale factor and ρDM, can(z) is the canonical
form of the DE energy density.
In this work, we consider two DE energy density scal-
ings that are oscillatory in τ :
ρDE(τ) = ρDM, can(1 +Aρ sin (2pifρτ + ψρ)) , (20)
and
ρDE(τ) = ρDM, can ×(
1 +Aρ
(τρ
τ
)βρ
sin (2pifρτ
( τ
τρ
)βρ
+ ψρ)
)
,
(21)
where ρDM, can = (3c
2H20 )/(8piG)ΩΛ,0 is defined in
Equation 3, and where Aρ (unitless), fρ (units of
1/[time]), ψρ (unitless), and βρ (unitless) are constrain-
able parameters of the model. Although τρ (units of
[time]) could be removed by redefining other parame-
ters in Equation 21, we choose to explicitly include it
because it cleanly parameterizes the function’s decay
timescale. For Equation 21, we fix ψρ = 0 and τρ to the
middle of the τ window spanned by the Pantheon data
set (see Figure 1): τρ ' 6.2/h100Gyr.
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We regard the simple oscillatory form of ρDE described
in Equation 20 as a baseline of the hypothetical signa-
ture of oscillating DE. We use the decaying oscillatory
ρDE of Equation 21 to replicate the semi-oscillatory ρDE
behavior that Wang et al. (2018) claim is a better match
to the available cosmological data than the canonical
ΛCDM cosmology. In Figures 3 and 4, we plot the val-
ues of ∆µ predicted by the ODEs of Equation A12 given
the particular ACMs of Equations 20 and 21 for various
values of fρ, ψρ and βρ. We show the constraints that
the analyses of Section 2.4 place on these models in Fig-
ures 9 and 10.
The third ACM that we consider is one in which the
strength of gravity, G(φ), is a function of some scalar
field, φ, that evolves under some variable coupling, ω(φ)
(see Appendix C). Authors have postulated on both
phenomenological and theoretical grounds that various
constants of nature, including G, might evolve slowly
in time (Milne 1935, 1937; Dirac 1937; Brans & Dicke
1961; Ivashchuk & Melnikov 1988; Barrow 1999; David-
son 2005; Melnikov 2009; Iorio 2016; Kofinas et al. 2016;
Roy & Banerjee 2017; Tiwari et al. 2017). Several exper-
imental efforts have placed bounds on the recent varia-
tion of G (Mu¨ller & Biskupek 2007) and several authors
have also used various cosmological signatures (includ-
ing previous SNe Ia data sets) to constrain the evolution
of G in recent cosmic history (Gaztan˜aga et al. 2001;
Garcia-Berro et al. 2006; Tomaschitz 2010; Arun et al.
2018; Kazantzidis & Perivolaropoulos 2018).
In this work, we consider an oscillatory extension of
one of the parameterizations of the scalar field coupling
considered by Barrow & Parsons (1997):
ω(φ) =
1
CG
|1 + G − φ
φ0
|−βG
× 1
1 +AG sin 2(νGG0φ/φ0 + ψG)
,
(22)
where we have added an inverse, oscillatory scaling that
does not produce divergences, where G parameterizes
the difference between the current value of φ and its
asymptotic value, where G0 is our contemporary mea-
surement of G, where φ0 is the present day value of φ,
and where CG, βG, νG, AG, and ψG (all unitless) are
constrainable parameters of the model.
In this work, we set AG = 7, we set βG = 0.5, we tune
G so as to minimize the contemporary value of |dG/dt|,
and we tune φ0 such that G(φ0) = G0. We recalculate
G and φ0 for every unique set of the constrainable pa-
rameter values. In Figure 5, we plot the values of ∆µ
predicted by the ODEs of Equation A23 given the par-
ticular ACM of Equation 22 for various values of νG and
ψG.
In Appendix D, we discuss the constraints that the
Lunar Ranging Experiment (Mu¨ller & Biskupek 2007)
places on Equation 22. We show these constraints in
parallel with the constraints acquired by our analysis in
Figure 11.
2.4. Constraining Alternate Cosmological Models
Here we describe two techniques for determining the
portion of an ACM’s parameter space that is consis-
tent with the data. For both constraining methods, we
are interested in the consistency of a given ACM with
observations relative to the consistency of the ΛCDM
cosmology with those same observations. When using a
particular test statistic to determine the consistency of
an ACM with the data, we scale the raw probability of
that test statistic by the probability of the same statis-
tic applied to the appropriate null hypothesis. We then
deem a particular ACM consistent or inconsistent with
the data based on the value of this probability ratio and
some chosen rejection ratio, Rrej. If, for example, we
choose Rrej to be 0.01, then we reject all ACMs that are
≥ 100 times more excursive, which is to say less likely,
than the corresponding null hypothesis.
The first statistic that we consider is the reduced χ2
statistic, rχ2ν , defined as
rχ2ν =
χ2
ν
=
∑
i
(∆µi,theoretical −∆µi,observed)2
νσ2i
, (23)
where χ2 is the standard χ2 statistic, ν ≡ (# of data
points) − (# of model free parameters) is the total num-
ber of degrees of freedom, and the sum is taken over all
observed SNe. Our data set consists of 1048 data points.
Each considered ACM has a number of free parameters
equal to the number of constrainable parameters of the
model plus the overall mean of the predicted ∆µ, which
is subtracted from each data set. For Equations 19, 20,
21, and 22, ν is equal to, respectively, 1044, 1044, 1043,
and 1042.
The likelihood of randomly drawing an rχ2ν value from
a true rχ2ν distribution that is larger than the rχ
2
ν value
associated with some ACM is given by
P (rχ2ν ≥ rχ2ν,ACM) =
∫ ∞
rχ2ν,ACMν
d(χ2)pν(χ
2) , (24)
where pν(χ
2) = 1/(2ν/2Γ(ν/2))e−χ
2/2(χ2)ν/2−1 is the
probability density of the χ2 distribution, and where
rχ2ν,ACM is the rχ
2
ν value of the ACM. The probabil-
ity ratio of randomly acquiring rχ2ν,ACM vs randomly
acquiring the rχ2ν value of the canonical universe is
Rrχ2ν =
∫∞
rχ2ν,ACMν
d(χ2)pν(χ
2)∫∞
rχ2ν,canν
d(χ2)pν(χ2)
, (25)
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Figure 6. The Fourier decomposition of the Pantheon SN data (dots) compared to the distribution of Fourier decompositions
derived from repeated resamplings of artificial null data (shaded regions). The top plot shows all measured frequencies and the
bottom plot shows only the first 500 measured frequencies. The gray lines encompass the same frequency range. The contours
indicate the rejection regions for various values of Prej. In the panel depicting all measured Fourier amplitudes, we applied a
rectangular smoothing of width 10fmin to the threshold Fourier amplitudes. The most excursive (i.e. least likely) Fourier peak
of the Pantheon data set corresponds to Prej ' 0.28. Therefore, there is a roughly 28% chance that SNe Ia observations with
the redshifts and uncertainties of the Pantheon data taken in the Planck ΛCDM cosmology would contain at least one Fourier
peak more extreme than the most extreme Fourier peak that is actually observed in the Fourier spectrum of the Pantheon data.
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Figure 7. The Fourier amplitude limits for a given probability ratio measured with respect to the most excursive (i.e. least
likely) Fourier mode of the Pantheon SNe Ia. The contours indicate the rejection regions for various values of Rrej. We applied a
rectangular smoothing of width 10fmin to the threshold Fourier amplitudes. By comparing the Fourier spectrum of the distance
modulus residuals of a particular ACM to these rejection regions, we determine how extreme the considered ACM is relative to
the Pantheon SNe Ia. Any ACM that predicts distance modulus residuals with a Fourier amplitude at or above the Rrej = 0.0001
contour (the transition from orange to white, about 36 millimags at most frequencies) is ≥ 10000 times less likely to arise by
random chance from the ΛCDM cosmology than the most extreme mode of the Pantheon SNe Ia. Such ACMs are thus strongly
ruled out by Fourier analysis. The amplitude constraints are slightly stronger at the lowest 0.1% of considered frequencies, with
the Rrej = 0.0001 constraint at about 31 millimags when fn = fmin ' 0.08 Gyr−1h100.
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where rχ2ν,can is the rχ
2
ν of the canonical universe:
rχ2ν,can =
∑
i
(0−∆µi,observed)2
νσ2i
. (26)
For a specified rejection ratio, Rrej, we define the
threshold rχ2ν value, rχ
2
ν,thresh, by∫ ∞
rχ2ν,threshν
d(χ2)pν(χ
2)
=
(∫ ∞
rχ2ν,canν
d(χ2)pν(χ
2)
)
Rrej
' 0.467 Rrej .
(27)
Any ACM with a rχ2ν value larger than rχ
2
ν,thresh is
deemed inconsistent with the data for the choice of Rrej.
The second statistic that we consider is based on the
Fourier analysis of Section 2.2. For a particular ACM
with periodogram values Qn,ACM, the probability that
one or more periodogram values measured in the canon-
ical universe would be more extreme than the most ex-
treme value of Qn,ACM is
P (a single realization of ΛCDM
more extreme than ACM)
= 1− (max(rn(Qn,ACM)))Npeak .
(28)
The probability ratio of randomly acquiring the most
extreme periodogram value associated with an ACM
vs randomly acquiring the most extreme periodogram
value associated with the Pantheon data set is
RFourier =
1− (max(rn(Qn,ACM)))Npeak
1− (max(rm(Qm,Pantheon)))Npeak , (29)
where the values of Qn,Pantheon are shown in Figure 6.
For a specified rejection ratio, we define the threshold
periodogram value at frequency fn, Qn,thresh, by
1− (rn(Qn,thresh))Npeak
= (1− (max(rm(Qm,Pantheon)))Npeak)Rrej
' 0.284 Rrej .
(30)
If any periodogram value of a given ACM exceeds the
corresponding value of Qn,thresh, then we deem that
ACM inconsistent with the data for that choice of Rrej.
We show the values of Qn,thresh for some choices of Rrej
in Figure 7.
Typically, Equations 27 and 30 are solved numerically.
We emphasize the generality of both of these methods.
Just as the reduced χ2 statistic can be used to test the
consistency of any ACM with observed residuals, so too
can the Fourier spectrum of the residuals of any ACM
be computed and compared to the Fourier limits shown
in Figure 7. The constraints that we discuss in Section
3.2 on the models described in Section 2.3 provide illus-
trative examples of using these techniques and should
not be regarded as exhaustive.
3. RESULTS
3.1. Assessing the Consistency of the Pantheon SNe
with ΛCDM
We now discuss the results of using the Fourier anal-
ysis of Section 2.2 to check the consistency of the Pan-
theon data set with the predictions of the canonical
Planck cosmology.
As discussed in Section 2.2, we consider Nf = 4995
evenly spaced frequencies between fmin ' 0.08 Gyr−1h100
and fmax ' 80.8 Gyr−1h100. At each frequency, we
approximate the Fourier power by computing the peri-
odogram defined in Equation 11 for our observed values
of ∆µ and τ . We simulate Nr = 1000 random data
sets from an assumed null relation between ∆µ and τ ,
subject to the reported errors. For each frequency, we
use Equation 18 to determine the maximum permissi-
ble periodogram value given a specified Prej. We then
determine the approximate Fourier amplitude from the
periodogram values using Equation 12
In Figure 6, we plot the measured Fourier ampli-
tudes and the threshold Fourier amplitudes for various
choices of Prej. The measured peak that is most ex-
cursive from the canonical cosmology is located at fre-
quency f4349 ' 70.37 Gyr−1h100 and has an approxi-
mate Fourier amplitude of about√
2Q4349,Pantheon '
√
2 0.000291 ' 0.024 mags . (31)
There is a
1− r4349(Q4349,Pantheon = 0.000291) ' 0.000669 (32)
chance that the value of Q4349,Pantheon would be larger
than it is found to be if the Pantheon data set resulted
from the Planck ΛCDM cosmology. With Npeak = 500
presumably independent peaks, there is a
1− (1− 0.000669)500 ' 0.284 (33)
chance that a single realization of the canonical cosmol-
ogy would have at least one peak that is more extreme
than the most extreme peak characterizing the Pantheon
data.
Those are not long odds, and so we conclude that our
observed periodogram is consistent with the distribution
of periodograms that could be measured from a null rela-
tion between ∆µ and τ . The Pantheon data set remains
consistent with the predictions of ΛCDM when subject
to Fourier analysis.
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Figure 8. The portions of the parameter space of the ACM characterized by the DE EoS Parameter of Equation 19 that are
rejected by the reduced χ2 technique (top 2 rows) and the Fourier constraining technique (bottom 2 rows) for various rejection
probability ratios, Rrej. As discussed in Section 2.4, a model is rejected by a given statistical test if it is ≥ 1/Rrej times less likely
to occur than the null hypothesis of that test. A smaller value of Rrej corresponds to the rejection of a smaller portion of a model’s
parameter space. The distance modulus residuals of this ACM are characterized by oscillations that decay rapidly with τ , with
the characteristic size of the oscillations diminishing quickly with increasing fw (see Figure 2). Although the Fourier spectra
of these residuals do contain a peak at fw, that peak is typically dwarfed by the low order Fourier structure characterizing the
decay of the ∆µ oscillations. The Fourier constraints above derive from constraining this low order structure, and are typically
similar to the constraints of the standard reduced χ2 analysis. Because the distance modulus residuals predicted by the ACM
of Equation 19 oscillate only minutely in τ relative to their other structure, Fourier analysis does not yield a stronger constraint
than standard statistical tests.
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3.2. Constraints on Alternate Cosmological Models
We now constrain the three specific ACMs discussed in
Section 2.3 using the reduced χ2 and Fourier statistical
analyses of Section 2.4.
For the ACM characterized by the oscillatory DE EoS
parameter of Equation 19, the low order structure that
dominates this model’s predicted relations between ∆µ
and τ (see Figure 2) broadens and flattens the resulting
Fourier spectrum. This broadening significantly weak-
ens the constraining power of the Fourier method, with
the strongest such constraints resulting from the low-
est searched for frequencies. The Fourier constraining
method and the rχ2ν methods offer similar constraints on
this model’s allowable parameter ranges, and we show
the constraints furnished by both methods in Figure 8.
For frequencies, fw, around 0.1 Gyr
−1h100, we find
that oscillation amplitudes, Aw, larger than around 0.5
are strongly ruled out. As fw increases, the constraints
on Aw rapidly weaken due to the double-integral relation
between dL and wΛ. Oscillations in the value of wΛ have
relatively small effects on the evolution of dL, with the
effect growing smaller as the oscillations become more
rapid. The power of SNe Ia observations to constrain
oscillations in wΛ weakens as the hypothetical frequency
of oscillation grows.
As is visible in Figure 3, the distance modulus residu-
als resulting from the simply oscillating DE energy den-
sity of Equation 20 are characterized by both a decaying
envelope and highly coherent oscillations. The Fourier
spectra of these residuals is characterized by two sig-
nificant structures: the spectrum of the decaying en-
velope and the isolated Fourier peak at the oscillation
frequency, fρ. For small values of fρ, the large size of
the ∆µ oscillations leads to a large Fourier peak at fρ
, creating a strong Fourier constraint. However, as the
frequency increases, the size of the ∆µ oscillations di-
minish. For higher values of fρ, the strongest Fourier
constraints derive from the Fourier structure of the de-
caying envelope. The Fourier constraining method pro-
vides a stronger constraint than the reduced χ2 method,
at all considered values of fρ. We show both sets of con-
straints in Figure 9.
We consider Equation 21 to replicate the slowly oscil-
lating DE energy density that Wang et al. (2018) claim
is a better match to the the available cosmological data
than the standard ΛCDM cosmology. We fix ψρ = 0
and τρ to the middle of the canonical ΛCDM τ window
spanned by the Pantheon SNe Ia: τρ ' 6.2/h100Gyr.
When βρ < 0, the amplitude of the ∆µ oscillations pre-
dicted by this ACM decay more slowly then those of the
simply oscillating DE energy density of Equation 20, and
the frequency of the oscillations also decreases in time.
The slower decay time reduces the low frequency Fourier
structure associated with the decay envelope, and the
changing oscillation frequency broadens and shrinks the
Fourier peak of the oscillations. Fourier analysis places
weaker constraints on the amplitude of the ACM de-
scribed by Equation 21 relative to that of Equation 20.
We find that, when Aρ = 0.3, fρ = 0.034 Gyr
−1h100,
and βρ = −0.6 (marked with an ‘X’ in Figure 10), Equa-
tion 21 resembles the X(z) function shown in panel F
of Figure 1 of Wang et al. (2018). Both reduced χ2 and
Fourier analysis find that Equation 21 is consistent with
the data for this choice of parameters. However, these
parameter values are near the edge of parameter space
that Fourier analysis deems consistent with the data.
This cosmology produces a peak in the Fourier spec-
trum of the SNe Ia distance modulus residuals that is
almost as excursive as the most excursive Fourier peak
in Figure 6. A modest increase in the size of the used
SNe Ia data set would be sufficient to either confirm or
confidently rule out the oscillating DE energy density
claimed by Wang et al. (2018).
The variations in G that arise from the evolving scalar
field of Equation 22 are highly sensitive to our choice
of parameters. And because dL depends on G through
both an integral relation and through a direct power
law relation (see Appendix C) these variations manifest
strongly in the predicted values of ∆µ. Because the
predictions of ∆µ are highly dependent on our choice of
phase (see Figure 5), we densely sample CG and ψG over
a small set of fixed νG values.
Those parameter choices that produce ∆µ values with
a significant polynomial component (e.g. CG = 0.04,
ψG = 2pi/3, νG = 100) are effectively ruled out with
reduced χ2 analysis. Parameter choices with ∆µ oscil-
lations that are large relative to their polynomial drift
(e.g. CG = 0.04, ψG = 0, νG = 100) are more strongly
constrained by Fourier analysis. We show both sets of
constraints, along with the Lunar Ranging constraints
of Equation A25, in Figure 11.
As discussed in Appendix C, the SNe Ia residuals pre-
dicted by a model with a varying G are dependent on
the strength of the dependence of L on G. If the true
dependence is more or less extreme than the L ∝ G−3/2
relation proposed by Gaztan˜aga et al. (2001), a possibil-
ity considered by Wright & Li (2018), than our measured
constraints will be stronger or weaker, respectively.
Because its behavior is so sensitive to our choice of
model parameters, the ACM described by Equation 22
illustrates the power of using complimentary techniques
to constrain the parameter space of a single model. The
combined application of reduced χ2 analysis, Fourier
analysis, and contemporary measurements of G and its
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Figure 9. As in Figure 8 except that the ACM considered is that characterized by the oscillatory DE energy density of
Equation 20. The distance modulus residuals of this ACM are characterized by decaying oscillations, and the most recent SNe
produce the largest expected deviation from the predictions of ΛCDM (see Figure 3). The Fourier spectra of these residuals are
generally characterized by two peaks: one at the lowest measured frequencies and one at fρ. The relative sizes of these peaks
change with both ψρ and fρ, and the Fourier constraint for a given set of parameters is based on the larger of these two peaks.
For example, the low frequency peak is generally larger than the fρ peak for ψρ = pi/4, meaning that the Fourier constraint for
this phase grows relatively slowly as fρ increases. In contrast, the low frequency peak is very small when ψρ = 3pi/4 and the
Fourier constraint for this phase weakens as fρ increases because the fρ peak diminishes as fρ increases.
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Figure 10. As in Figure 8 except that the ACM considered is that characterized by the decaying oscillatory DE energy density
of Equation 21. We have fixed ψρ = 0 and τρ ' 6.2/h100Gyr. We find that the following parameter choice produces an X(z)
function that appears similar, though not identical, to the ‘all-data’ X(z) function shown in panel (F) of Figure 1 of Wang et al.
(2018): (Aρ, fρ, βρ, ψρ, τρ) = (0.3, 0.034Gyr
−1,−0.6, 0.0, 9.2Gyr). This point, marked with a cross above, is consistent with the
data, according to both the reduced χ2 and Fourier analyses.
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Figure 11. As in Figure 8 except that the ACM considered is characterized by a scalar field of gravity evolving according to
the oscillatory coupling of Equation 22. Here, AG = 7, G has been tuned so as to minimize the contemporary value of dG/dt,
and φ0 has been tuned so that G(φ0) = G0. We recalculate the tuning of G and φ0 for every considered set of constrainable
parameter values. The 5σ limits on (dG/dt)/G and on (d2G/dt2)/G from the lunar ranging experiment (see Appendix D),
are shown as dark shading. Reduced χ2 analysis, Fourier analysis, and contemporary measurements of the derivates of G offer
complementary constraints. The portion of the model parameter space that predicts a large contemporary value of dG/dt is more
effectively constrained by direct measurements of G and its derivatives. For the portion of the parameter space that predicts
a currently stationary value of G, reduced χ2 and Fourier analysis of SNe Ia provide stronger constraints than contemporary
measurements of G.
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derivatives rule out much of the considered parameter
space even though there are sections of the parameter
space where each method is individually weak.
4. DISCUSSION AND CONCLUSION
We have used the Pantheon data set of SNe Ia to
search for deviations from the predictions of ΛCDM that
oscillate in conformal time. We have taken advantage of
the size of the Pantheon data set to search for deviations
that occur over redshift ranges as small as about 0.05
and as large as the full observed redshift range of about
2.3. To maximize the power of our search, we devel-
oped a frequency based analysis method that should be
regarded as supplementary to the standard χ2 analysis.
We first applied our analysis in a model-agnostic way
and determined that there is roughly 28.4% chance that
data drawn from the Planck ΛCDM cosmology would
exhibit at least one Fourier peak that is more extreme
than that most extreme Fourier peak belonging to the
Pantheon data set. We thus concluded that the observed
Fourier spectrum is consistent with the distribution of
Fourier spectra expected from the canonical ΛCDM cos-
mology. The Pantheon SNe Ia data set exhibits no ev-
idence of deviations from ΛCDM that oscillate in con-
formal time.
We then discussed how both the reduced χ2 statis-
tic and Fourier analysis can be used to constrain pro-
posed alternate cosmological models (ACMs). To illus-
trate the complementary power of these two statistical
tests, we considered and constrained several candidate
ACMs: one in which the DE EoS parameter oscillates in
conformal time around −1, two versions of an ACM in
which the DE energy density oscillates around its canon-
ical value, and one in which gravity arises from a scalar
field that evolves under an oscillatory coupling.
We determined that the strongest constraints on
the amplitude of the oscillatory DE EoS parameter
described by Equation 19 are generally obtained at
low frequencies, with the strongest constraint being a
roughly 99.9% certainty rejection of amplitudes, Aw
larger than about 0.5 for phases, ψw of either 0 or
pi/4 with frequencies, fw, between 0.08 Gyr
−1h100 and
0.2 Gyr−1h100. The fw location of the strongest Aw
constraint is somewhat ψw dependent, but the con-
straints on Aw do rapidly weaken in fw for all ψw when
fw ≥ 0.3 Gyr−1h100. The rapid weakening of this con-
straint is a consequence of the double integral relation
between dL and wΛ.
We found that Fourier analysis provides the strongest
constraints on the amplitude, Aρ, of the oscillatory DE
energy density described by Equation 20. The strongest
constraints typically rule out values of Aρ larger than
about 0.2 for values of fρ between 0.08 Gyr
−1h100 and
0.3 Gyr−1h100, though the precise frequency ranges and
amplitude constraints are ψρ dependent. The speed with
which the Aρ constraint weakens as fρ grows is also ψρ
dependent due to the relation between ψρ and the rela-
tive strength of the primary features of the Fourier spec-
trum.
We considered the decaying, oscillatory DE energy
density described by Equation 21 primarily to test the
claim of Wang et al. (2018) that a slightly oscillating cos-
mology is a better match to the available cosmological
data than the canonical ΛCDM cosmology. For nonzero
values of the decay parameter, βρ, this ACM’s frequency
of oscillation changes in conformal time and the associ-
ated Fourier peak broadens and diminishes. We find
that, for βρ values less than 0, the constraining power of
both constraining methods decreases as the frequency,
fρ, increases. The rate of the decrease depends on the
value of βρ. The strongest Aρ constraint of 0.25 is found
around fρ = 0.25Gyr
−1h100 for all βρ.
By applying both the reduced χ2 and Fourier con-
straining methods, we found that our best approxima-
tion of the oscillating cosmology shown in Wang et al.
(2018) is consistent with the Pantheon SNe Ia. However,
this approximation is near the boundary of the portion
of the parameter space that Fourier analysis rules out.
Thus, small corrections to the fit parameters or a mod-
est increase in the size of the SNe Ia data set could lead
to the exclusion or confirmation of this ACM.
Because of the direct power law dependence of the
SNe Ia luminosity on the local gravitational constant, an
ACM in which gravity derives from an evolving scalar
field produces significant excursions in the distance mod-
uli of SNe Ia. For the particular ACM described by
Equation 22 in which the scalar coupling oscillates, we
found that some small subset of model parameters pre-
dict a currently stationary value of G. In this narrow
parameter regime, both reduced χ2 and Fourier analy-
ses of distance SNe Ia provide stronger constraints than
contemporary measurements of G and its derivatives.
Improperly diagnosed systematic errors may plague
the Pantheon data set (Scolnic et al. 2018) and could
produce spurious Fourier signals. As the Fourier analy-
sis technique introduced here is further refined, the pos-
sible impact of such systematic errors can and should
be properly accounted for. Future efforts could inte-
grate these unaccounted for systematics into the deter-
mination of the distribution of Fourier modes that could
result from the ΛCDM cosmology by including these un-
accounted for systematics in the generation of the arti-
ficial data. The consistency of the Fourier profile of the
observed data with ΛCDM and the Fourier constraints
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placed on a given ACM could then be determined fol-
lowing the same techniques outlined in this work.
Frequency based analysis is particularly apt at con-
straining those ACMs that predict coherent, oscillatory
deviations from the predictions of ΛCDM. Future pro-
posed ACMs should conform to the constraints of both
the standard χ2 test and of Fourier analysis. For any
ACM that predicts an oscillatory component in the ex-
pansion history of the universe, the Fourier spectrum
of the residuals of the ACM should be computed and
compared to the limits of Figure 7. The most extreme
mode of the Fourier spectrum determines, for a partic-
ular choice of Rrej, if a model is consistent with the
available observations. In particular, those ACMs that
predict distance modulus residuals with a Fourier am-
plitude larger than about 36 millimags at any frequency
larger than 0.08 Gyr−1h100 are ruled out with about
99.99% confidence.
Some ACMs predict oscillatory deviations from
ΛCDM with amplitudes that are too small to be con-
strained by Fourier analysis given the currently available
data. For example, we attempted to place meaningful
constraints on the ‘monodromic dark energy’ proposed
by Schmidt (2017). Although that oscillating dark en-
ergy model does produce a peak in the Fourier spectrum
of the predicted SNe Ia distance modulus residuals, the
height of the peak is about a factor of 5 smaller than
the threshold Fourier amplitudes of Figure 7.
The addition of future SNe Ia observations will im-
prove the constraints derived in this work, enabling the
confirmation or rejection of models that are presently
consistent with the data. For the ideal case of SNe
Ia with even τ spacing, the maximum allowable peri-
odogram value, Qmax,n, for a given rejection probabil-
ity, Prej, roughly scales as Qmax,n ∝ (σ2SN)/(NSN), where
σSN is the typical SNe Ia distance modulus uncertainty
and NSN is the total number of SNe. We thus expect the
constraints on maximum allowable Fourier amplitudes
to scale as ∝√(σ2SN)/NSN. During the first years of its
operation, the Large Synoptic Survey Telescope (LSST)
is expected to observe about 300 times as many SNe Ia
as currently comprise the Pantheon data set, with com-
parable uncertainties. If such a vision is realized, than
the LSST should move the 99.99% constraint of Figure
6 to roughly
√
12/300 36 millimags ' 2 millimags, en-
abling astronomers to either detect or rule out any cos-
mological signals with Fourier components larger than
this threshold.
We are grateful to the US Department of Energy for
their support under award DE-SC0007881.
APPENDIX
A. ACMS WITH AN EVOLVING DARK ENERGY EQUATION OF STATE
Here, we elaborate on the derivation of the ODEs corresponding to an ACM characterized by an evolving DE EoS
parameter, wΛ → wΛ(τ, z). Our goal in this Appendix is to derive a set of coupled ODEs that can be numerically
solved to describe the evolution of cosmic parameters for a given expression for w(τ, z).
We begin by deriving some useful differential equations that follow immediately from definitions:
dt
dz
=
dt
da
da
dz
=
1
da/dt
d(1/(1 + z))
dz
=
a(1 + z)
da/dt
−1
(1 + z)2
= − 1
H
1
1 + z
, (A1)
τ =
∫ z
0
dz′
1
H(z′)
⇒ dτ
dz
=
1
H(z)
, (A2)
and
dL = c(1 + z)
∫ z
0
dz′
1
H(z′)
⇒ d dL
dz
= c
∫ z
0
dz′
1
H(z′)
+ c
c(1 + z)
H(z)
=
dL
(1 + z)
+
c(1 + z)
H(z)
, (A3)
where, in our expression for d(dL)/dz, we have implicitly assumed that SNe Ia behave as expected.
We now move to the Friedmann Equation for a flat universe:
H2 =
8piG
3c2
(ρM + ρΛ + ρR)⇔ H
2
H20
= (Ωm + ΩΛ + Ωr) , (A4)
where ρn is the energy density of universe constituent n, and Ωn is ρn scaled by the present day critical energy density,
ρc,0 = (3H
2
0 c
2)/(8piG).
The fluid equation provides an ODE for each ρn:
dρn
dt
= −3H(ρn + Pn) = −3da/dt
a
ρn(1 + wn) , (A5)
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where we have used the definition of the EoS parameter, wn, to express Pn in terms of ρn.
Using Equations A4 and A5, we can determine the evolution of matter, for which wM = 0:
dρM
dt
= −3da/dt
a
ρM ⇒ ρM = 1
a3
ρM,0 = (1 + z)
3ρM,0 , (A6)
and of radiation, for which wR = 1/3:
dρR
dt
= −3da/dt
a
ρR(1 +
1
3
)⇒ ρR = 1
a4
ρr,0 = (1 + z)
4ρR,0 . (A7)
We can also convert the differential equation for ρΛ in time to a differential equation of ρΛ in redshift:
dρΛ
dt
=
dz
dt
dρΛ
dz
= −3HρΛ(1 + wΛ)⇒ dρΛ
dz
= −3HρΛ(1 + wΛ) dt
dz
. (A8)
We thus arrive at the set of 3 ODEs that we use in Section 2.3:
dτ ′
dz
=
1
H ′
τ ′(z = 0) = 0 ,
dΩΛ
dz
= 3ΩΛ
1
1 + z
(1 + wΛ) ΩΛ(z = 0) = ΩΛ,0 ,
d d′L
dz
=
d′L
1 + z
+
1 + z
H ′
d′L(z = 0) = 0 ,
(A9)
where
H ′ ≡ H
H0
=
√
Ωm,0(1 + z)3 + Ωr,0(1 + z)4 + ΩΛ ,
wΛ = wΛ(τ
′H0, z) ,
τ ′ ≡ τH0 = τh100100km s−1 Mpc−1 ,
d′L ≡ dLH0/c .
(A10)
Once wΛ(τ, z) is specified, the ODEs of Equation A9 can be numerically solved to determine the values of dL predicted
by this ACM at each measured τh100 in the Pantheon data set.
B. ACMS WITH AN OSCILLATORY DARK ENERGY DENSITY
Here, we elaborate on the derivation of the ODEs corresponding to an ACM characterized by an alternate DE energy
density that evolves according to, ρDM, can(z)→ X(τ, z)ρDM, can(z). As in Appendix A, our goal is to derive a set of
coupled ODEs that can be numerically solved to determine the evolution of cosmic parameters, given an expression
for X(τ, z).
The ODEs of Equations A1 and A2 follow directly from parameter definitions and are thus unchanged. We must
modify H(z) according to the new DE scaling function:
H2(τ, z)
H20
= ((1 + z)3Ωm,0 + (1 + z)
4Ωr,0 +X(τ, z)ΩΛ,0) . (A11)
The relevant differential equations for determining the evolution of the SNe Ia luminosity distances in a universe
with a scaled DE energy density are then
dτ ′
dz
=
1
H ′
τ ′(z = 0) = 0 ,
d d′L
dz
=
d′L
1 + z
+
1 + z
H ′
d′L(z = 0) = 0 ,
(A12)
where
H ′ ≡ H
H0
=
√
(1 + z)3Ωm,0G′ + (1 + z)4Ωr,0G′ +X(τ, z)ΩΛ ,
τ ′ ≡ τH0 = τh100100km s−1 Mpc−1 ,
d′L ≡ dLH0/c .
(A13)
The ODEs of Equation A12 can be numerically solved once X(τ, z) is specified.
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C. ACMS WITH AN EVOLVING GRAVITATIONAL ACCELERATION
Here, we elaborate on the derivation of the ODEs corresponding to an ACM characterized by an evolving gravitational
‘constant’. As in Appendices A and B, we seek to write down a system of coupled ODEs in z that can be numerically
solved for dL.
The promotion of gravity to a dynamic field, φ, is a popular method for producing a gravitational acceleration that
evolves in cosmic time. Following Barrow & Parsons (1997); Clifton et al. (2005), we use the following Equations to
describe the cosmic evolution of such a field:
H2 +H
dφ
dt
1
φ
− ω(φ)
6
(dφ
dt
1
φ
)2
=
1
φ
8pi
3c2
(ρM + ρR + ρΛ) , (A14)
dφ2
dt2
+
[
3H +
dω
dt
1
2ω(φ) + 3
]dφ
dt
=
3
2ω(φ) + 3
8pi
3c2
(ρM − 3PM + ρR − 3PR + ρΛ − 3PΛ) , (A15)
dH
dt
+H2 +
ω(φ)
3
(dφ
dt
1
φ
)2
−Hdφ
dt
1
φ
= − 8pi
3c2
ω(φ)(ρM + 3PM + ρR + 3PR + ρΛ + 3PΛ) + 3(ρM + ρR + ρΛ)
φ(2ω(φ) + 3)
+
1
2
dω(φ)
dt
1
2ω(φ) + 3
dφ
dt
1
φ
,
(A16)
where ω(φ) describes the coupling of the field and where we have assumed that the universe is flat.
Using Equations A6-A8, defining θ ≡ dφ/dt, and noting that d/dz = −1/((1 + z)H)d/dt, we can rewrite Equations
A15 and A16 as a set of coupled, first order ODEs:
dφ′
dz
= − 1
1 + z
1
H ′
θ′ , (A17)
dθ′
dz
=
1
1 + z
θ′
H ′
[
3H ′ +
dω(φ′)
dφ′
θ′
2ω(φ′) + 3
]
− 1
1 + z
1
H
3(ΩM,0(1 + z)
3 + 4ΩΛ,0)
2ω(φ′) + 3
, (A18)
dH ′
dz
=
H ′
1 + z
+
ω(φ′)
3(1 + z)H ′
( θ′
φ′
)2
− θ
′
(1 + z)φ′
− 1
2
1
(1 + z)H ′
dω(φ′)
dφ′
θ′2
(2ω(φ′) + 3)φ′
+
ω(φ′)(ΩM,0(1 + z)3 + 2ΩR,0(1 + z)4 − 2ΩΛ,0) + 3(ΩM,0(1 + z)3 + ΩR,0(1 + z)4 + ΩΛ,0)
(1 + z)H ′φ′(2ω(φ′) + 3)
,
(A19)
where φ′ ≡ φG0, t′ ≡ tH0, H ′ ≡ H/H0, and θ′ = θG0/H0. We use the additional constraint of Equation A14 to
determine the initial value of θ′ (see Equation A23).
Variation in the strength of gravity would alter the absolute luminosity of SNe Ia. Following the power law relation
of Gaztan˜aga et al. (2001), we correct the absolute SNe Ia luminosity:
Lt
L
=
( G
G0
)α
, (A20)
where L is the standard absolute SNe Ia luminosity, Lt is the true absolute SNe Ia luminosity, and α is a parameter
specifying the strength of the dependence of the true SN luminosity on the local value of G. Gaztan˜aga et al. (2001)
claim that α ' −3/2 and we adopt that value here. However, we do note that alternate relations between L and G
have been considered by Wright & Li (2018).
Because the luminosity distance of observed SNe Ia, dL, is defined according to the absolute luminosity of SNe Ia in
our local universe (Equation 1), an evolving gravitational acceleration would alter the measurements of dL:
dL ≡
√
L
4pif
=
√
L
4pi
√
4pi
Lt
c(1 + z)
∫ z
0
dz′
1√
H(z′)
=
(G0
G
)α/2
c(1 + z)
∫ z
0
dz′
1√
H(z′)
, (A21)
23
where we have noted that f is dependent on Lt, but dL is defined using L. The ODE dictating the evolution of dL
with z thus picks up an additional term proportional to the variation in G(τ, z):
d dL
dz
=
(G0
G
)α/2 c(1 + z)
H(z)
−
(G0
G
)α/2α
2
1
G
dG
dz
c(1 + z)
∫ z
0
dz′
1
H(z′)
+
(G0
G
)α/2
c
∫ z
0
dz′
1
H(z′)
=
dL
(1 + z)
+
(G0
G
)α/2 c(1 + z)
H(z)
− α
2
dL
G
dG
dz
.
(A22)
We thus arrive at the set of four ODEs used in Section 2.3:
dφ′
dz
= − 1
1 + z
1
H ′
θ′ φ′(z = 0) = φ′0 ≥
2ω(φ′0)
3 + 2ω(φ′0)
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H ′
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H ′
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(2ω(φ′) + 3)φ′
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ω(φ′)(ΩM,0(1 + z)3 + 2ΩR,0(1 + z)4 − 2ΩΛ,0)
(1 + z)H ′φ′(2ω(φ′) + 3)
+
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4 + ΩΛ,0)
(1 + z)H ′φ′(2ω(φ′) + 3)
H ′(z = 0) = 1 ,
d d′L
dz
=
d′L
1 + z
+
( 1
G′
)α/2 1 + z
H ′
− α
2
d′L
G′
dG′
dz
d′L(z = 0) = 0 ,
(A23)
where
φ′ ≡ φG0 ,
G′ ≡ G/G0 = 1
φ′
4 + 2ω(φ′)
3 + 2ω(φ′)
,
d′L ≡ dLH0/c ,
θ′ ≡ θG0/H0 ,
H ′ ≡ H/H0 ,
(A24)
where G0 is Newton’s constant and where φ
′
0, the value of the φ
′ field today, is determined by inverting the expression
for G′ in Equation A24 with G′ = 1. The relationship between G and φ is derived in Nordvedt (1970).
The ODEs of Equation A23 describe how dL, and thus µ, would evolve with z if gravity derived from a scalar field
that evolves according to the some specified coupling, ω(φ).
D. CONSTRAINTS ON THE CONTEMPORARY VARIATION OF G
In constraining ACMs characterized by an evolving scalar field of gravity, we must note that there are several
contemporary constraints on the rate of change of G. The strongest such constraint comes from the Lunar Ranging
Experiment (Mu¨ller & Biskupek 2007), which reports the following measurements on the contemporary rate of change
of G:
dG/dt
G
∣∣∣
t=t0
=
1
G0
(dz
dt
dG
dz
)∣∣∣
z=t0
=
1
G0
(
− (1 + z)HdG
dz
)∣∣∣
z=0
= −H0
G0
(dG
dz
)∣∣∣
z=0
= −(2± 7)× 10−13 yr−1 ,
d2G/dt2
G
∣∣∣
t=t0
=
1
G0
[
− (1 + z)H d
dz
(
− (1 + z)HdG
dz
)]∣∣∣
z=0
=
H20
G0
(dG
dz
+
dH ′
dz
dG
dz
+
d2G
dz2
)∣∣∣
z=0
= −(4± 5)× 10−15 yr−2 ,
(A25)
24 Brownsberger, Stubbs, & Scolnic 2018
where we have converted from derivatives in t to derivatives in z, noted that dz/dt = −(1 + z)H, and applied an
overall factor of −1 because we define t looking back in time while Mu¨ller & Biskupek (2007) define t moving forward.
Equations A23 and A24 can be combined with the constraints in Equation A25 to determine if a particular choice of
ω(φ) is consistent with our contemporary knowledge of the strength and invariance of gravity. We show the 5σ limits
of these constraints for our choice of ω(φ) (Equation 22) as dark shading in Figure 11.
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