Abstract. Elementary hybrid systems (EHSs) are those hybrid systems (HSs) whose expressions may contain non-polynomial functions such as
Introduction
Complex Embedded Systems (CESs) consist of software and hardware components that operate autonomous devices interacting with the physical environment. They are now part of our daily life and are used in many industrial sectors including automotive, aerospace, consumer electronics, communications, medical, manufacturing and so on. CESs are used to carry out highly complex and often critical functions. They are used to monitor and control industrial plants, complex transportation equipment, communication infrastructure, etc. The development process of CESs is widely recognized as a highly complex and challenging task. A thorough validation and verification activity is necessary to enhance the quality of the CESs and, in particular, to fulfill the quality criteria mandated by the relevant standards. Hybrid systems (HSs) are mathematical models with precise mathematical semantics for CESs, wherein continuous physical
A Motivating Example
We use a real-world example of the guidance and control of a lunar lander , as illustrated by Figure 1 , to explain the motivation of this work. The dynamics of the lunar lander is 
where v and m denote the vertical velocity and mass of the lunar lander; F c denotes the thrust imposed on the lander, which is kept constant during one sampling cycle of length 0.128 seconds; at each sampling point, F c is updated according to the guidance law shown in the right part of Figure 1 . Note that the derivative of v involves nonpolynomial expression 1 m . We want to verify that with the initial condition v = −2m/s, m = 1250kg, F c = 2027.5N, the vertical velocity of the lunar lander will be kept around the target velocity −2m/s, i.e. |v − (−2)| ε, where ε = 0.05 is the specified bound for fluctuation of v.
Paper organization. The rest of the paper is organized as: We briefly review some basic notions in Section 2; Section 3 is devoted to the transformation from an EDS to a PDS, and then we prove the PDS is an abstraction of the EDS by showing there is a simulation map between them in Section 4; Section 5 discusses how to extend the results to EHSs; Section 6 gives some case studies; Section 7 concludes this paper.
Preliminaries
In this section, we briefly introduce some basic notions that will be used later.
Elementary Functions. The class of elementary functions considered in this paper with variables X = {x 1 , . . ., x n } over R n , denoted by E (X; R n ), ranged over f, g, . . ., possibly with subscripts or superscripts, is constructed by the following grammar:
Herein, c ∈ R is a real constant; a ∈ Q is a rational constant; f g is a rational function with f = 0; e f , ln(f ), sin(f ) and cos(f ) are transcendental functions; f •g denotes the composition of f and g. Note that the limitation to the above grammar is not essential. For example, tangent and cotangent functions tan(f ), cot(f ) can be easily defined. Besides, the presented approach in this paper can also be extended to deal with other elementary functions such as inverse trigonometric functions arcsin(f ), arccos(f ) etc.
Example 1 f (x, y) = 1 1+y 2 − x is an elementary function, wherein 1 1+y 2 is a rational one; h(x, y) = 2 sin(x) cos(x) − 3 sin(x) is another elementary function, wherein sin(x) and cos(x) are transcendental.
Continuous Dynamical Systems. A continuous dynamical system (CDS) is modeled by first-order autonomous ordinary differential equationṡ
where x = (x 1 , . . . , x n ) ∈ R n and f : R n → R n is a vector function, called a vector field in R n . If f is elementary (resp. polynomial), the corresponding CDS is called elementary (resp. polynomial). In many contexts, a CDS S may be equipped with an initial set Ξ and a domain D, represented as a triple Ξ, f , D . In what follows, all CDSs will refer to the triple form unless otherwise stated.
Hybrid Systems. Hybrid systems (HSs) are those systems that exhibit both continuous evolutions and discrete transitions between different modes. A widely adopted model of HSs is hybrid automata [1, 6] .
Definition 1 (Hybrid Automaton).
A hybrid automaton (HA) is a system H = (Q, X, f, D, E, G, R, Ξ), where -Q = {q 1 , . . . , q m } is a finite set of discrete states (or modes); -X = {x 1 , . . . , x n } is a finite set of continuous state variables, with x = (x 1 , . . . , x n ) ranging over R n ; -f : Q → (R n → R n ) assigns to each mode q ∈ Q a locally Lipschitz continuous vector field f q ; -D assigns to each mode q ∈ Q a mode domain D q ⊆ R n ; -E ⊆ Q × Q is a finite set of discrete transitions; -G assigns to each transition e ∈ E a switching guard G e ⊆ R n ; -R assigns to each transition e ∈ E a reset function R e : R n → 2 R n ;
-Ξ assigns to each q ∈ Q a set of initial states Ξ q ⊆ R n .
An HA is called elementary (resp. polynomial) if all its expressions are elementary (resp. polynomial).
The state space of H is H = Q × R n , the domain of H is D H = q∈Q ({q} × D q ), and the set of all initial states is denoted by Ξ H = q∈Q ({q} × Ξ q ). The semantics of H can be characterized by the set of hybrid trajectories accepted by H or the reachable set of states of H, please refer to [1, 6] for the detail.
In what follows, in order to distinguish different CDSs (HSs), we may annotate a CDS S (an HS H) with the vector of its continuous state variables x as S x (H x ).
Polynomializing
In this section, we present an algorithm to transform an elementary CDS Ξ, f , D (denoted by EDS for short) to a polynomial one (PDS). The basic idea is similar to the one given in [9, 24] . We introduce a fresh variable v for each non-polynomial term t np in Ξ, f and D, and then substitute v for t np ; meanwhile differentiate the two sides of the replacement equation v = t np w.r.t. time and obtain a new ODEv =ṫ np , which is then, together with the original f , simplified to a polynomial ODE using the replacement equations v = t np .
We will first demonstrate the idea on basic elementary functions:
In what follows, let p(x, y), q(x, y) ∈ R[x, y] be two polynomials. Consider the following ODE ẋ = p(x, y) + ḟ y = q(x, y) ,
where f = 1
x , e x , ln(x), sin(x), or cos(x).
Thus, we obtain a new system as
, which is not polynomial yet. To eliminate So (3) is eventually polynomialized to
.
-When f = sin(x) in (3), set u = sin(x). Thenu = cos(x) ·ẋ. In this case, a new non-polynomial expression cos(x) appears. To eliminate it, further set v = cos(x), accordingly,v = − sin(x) ·ẋ = −u ·ẋ. Herein, the variable v is also called an adjoint variable of u. Eventually, the system is polynomialized to (3), it can be handled similarly as the case of sin(x). Now, let's consider the cases of composition of elementary functions. Obviously, the outmost form of any composition of elementary functions must be one of
. Therefore we can iterate the above procedure discussed on basic cases until all the sub-expressions have been polynomialized. We illustrate the idea by the following example:
To eliminate the non-polynomial expressions in (4), set u = sin(y), v = cos(y),
The non-polynomial expressions occurring in the initial and domain constraints of the EDS can be coped with similarly. Now, we implement the above idea by the following two steps (See Algorithm 4 in Appendix Ddomain constraints of the EDS, and then to each of the RHSs (right-hand-sides) of the ODEs, and finally replace all non-polynomial expressions occurring in the considered EDS with the corresponding introduced variable in eqs. In the second step, in order to guarantee the resulted PDS to be an abstraction of the EDS in the sense of simulation that will be discussed later, we have to differentiate the equations eqs obtained in Algorithm 1 and put them as part of the resulted PDS. This is implemented by Algorithm 2 (see Appendix D).
Given an EDS S x = Ξ, f , D , we use v = (v 1 , . . . , v m ) to denote the new variables introduced in step 1. According to Algorithm 1, each v i corresponds to a replacement in eqs. We will denote by v = Γ (x) all the replacements recorded in eqs. Then the ODEs of the resulted PDS can be expressed as
where expr [v/Γ (x)] means replacing any occurrence of the non-polynomial expression Γ (x) i (the i-th component of Γ (x)) in the expression expr by the corresponding variable v i . Thus the resulted PDS can be expressed as
Abstraction of Elementary Dynamical Systems
In this section, we will show that given an EDS, the resulted PDS obtained using the transformation in the previous section is an abstraction of the EDS in the sense of simulation defined in [21] .
Such Θ is called a simulation map.
In essence, a simulation is just a map Θ that transfers each trajectory of S x to a trajectory of S y . The inverse of Θ, denoted by Θ −1 , is defined by
Obviously, Θ −1 does not satisfy the above conditions of a simulation map in general, although Θ does, which means a simulation is not symmetric in general.
The following theorem indicates that there does exist a simulation map between a given EDS and the corresponding transformed PDS, which can be easily constructed from the polynomializing.
Theorem 4. Given an EDS
Regarding the simulation map Θ considered in Theorem 4, its inverse is a projection map, with the following nice property.
Theorem 5 (Projection Trajectory). Given an EDS
The notion of continuous invariant [18, 11] plays a central role in the verification of CDSs and HSs in a deductive way.
Definition 2 (Continuous Invariant [18, 11] 
where τ (x 0 ; t) stands for the trajectory of S starting from x 0 .
As in [21] , we will prove the the following theorem which indicates the inverse of the simulation map considered in Theorem 4 preserves invariants so that synthesizing invariants of an EDS is reduced to that of the resulted PDS, and the verification of the EDS is therefore reduced to that of the PDS.
Theorem 6 (Simulation Invariant of EDSs). Given an EDS
Because of the decidability of elementary algebra and geometry [25] , the notion of semi-algebraic set plays very important role in the verification of PDSs or PHSs. A semi-algebraic set I is represented by
where ∈ {<, } and p kj are polynomials in R[x, v]. Using Theorem 6, we can first synthesize a semi-algebraic invariant for the polynomialized PDS using existing approaches like in [20, 18, 11, 10] for synthesizing semi-algebraic invariants for the PDS. Then, using the replacement map Γ , we can obtain invariants containing nonpolynomial expressions for the considered EDS.
Corollary 7 Given an EDS
Stability is another important property of CDSs. The author of [21] observed that the stability may not be kept w.r.t. the inverse of a simulation map. However, the inverse of the simulation map defined in Theorem 4 preserves stability faithfully. Thus, the stability analysis of a considered EDS is reduced to that of the resulted PDS, which can be achieved by the well-established stability analysis approaches for PDSs [12] .
Theorem 8 (Simulation Stability
is stable (either Lyapunov or asymptotic), then Θ −1 (y e ) = x e is also an equilibrium point of S x , which is stable (correspondingly, Lyapunov or asymptotic).
Abstraction of Elementary Hybrid Systems
In this section, we investigate how to abstract an elementary hybrid system (EHS) to a polynomial hybrid system (PHS). To this end, we first define a simulation map between two HSs, then we show how to polynomialize an EHS to a PHS such that there is a simulation map between them.
By Definition 1, an HS H = (Q, X, f, D, E, G, R, Ξ) consists of a set of CDSs { Ξ q , f q , D q } q∈Q with discrete jumps among them. Therefore we will generalize the notion of simulation in Definition 3 to HSs by unifying the simulations of Ξ q , f q , D q together with the discrete jumps E along the lines of [8, 19, 22] as follows:
if it satisfies the following conditions:
1. Θ(G x,e ) ⊆ G y,e for every e ∈ E; 2. Θ(R x,e (x 0 )) ⊆ R y,e (Θ(x 0 )) for all x 0 ∈ Dom(R x,e ) and every e ∈ E; 3. Ξ y,q , f y,q , D y,q simulates Ξ x,q , f x,q , D x,q via Θ for each q ∈ Q.
Note that in Definition 9, we have assumed that the modes and jumps of H y are the same as H x . Intuitively, a simulation relation Θ between two hybrid systems H x and H y is a map such that if τ : [0, T ) → H x is a trajectory of H x then Θ(τ ) is a trajectory of H y over time interval [0, T ). Such simulation relation is interesting as its inverse preserves invariants similar to the case of CDSs, so that we can reduce the verification of an EHS to that of the polynomialized PHS. Namely, Theorem 10 (Simulation Invariant of HSs). If H y simulates H x via map Θ as definition 9 and I is an invariant of H y , then Θ −1 (I) is an invariant of H x .
In the previous sections, we have presented a method to abstract an EDS to a PDS such that the PDS is a simulation of the EDS. Now we show, given an HA H x , how to construct a simulation map Θ and a corresponding simulation HA H y , as defined in Definition 9.
Actually, this can be easily done by just extending the previous abstraction approach a bit to take into account guard constraints and reset functions. That is, for each mode q of H x , we introduce a new variable v for each non-polynomial term t np appearing in Ξ q , f q , D q , and G e , R e for each e ∈ E starting from q, and meanwhile add v = t np to the set of replacement equations. In this way, for each mode q we will obtain a set of new variables. For ease of presentation, we take the union of all new variables at each mode and denote it by v. Accordingly, the set of replacement equations is denoted by v = Γ (x). Let Θ(x) = y = (x, Γ (x)). Then as in Theorem 4, we can use Θ to build a simulation H y of H x such that
It is easy to check according to Definition 9 that Θ is a simulation relation between H y and H x ; furthermore, H y is a PHS. The implementation is given in Algorithm 4.
Example 11
Consider the HA shown in the left part of Figure 2 . Using our algorithm, we can get a simulation map Θ :
x , sin(x), cos(x)). The transformed HA is shown in the right part of Figure 2 . Note that the omitting v in the initial set, domains, guards and reset functions means that we assume v can be, or reset to, any value in our abstraction.
Usually the abstraction H y of H x is very coarse because we abstract the replacement relation v = Γ (x) away. In practice, to generate sufficiently strong invariants for safety verification of hybrid systems, we need to refine H y using v = Γ (x). Some details will be discussed in the following section on experiments.
Implementation and Experimental Results
We have implemented a tool based on the algorithms proposed above (see Appendix D). Given any input EHS, it automatically abstracts the EHS to a PHS, and meanwhile generate a set of replacement equations used in the abstraction. The abstraction of EDSs to PDSs can be dealt with as a special case. Next, we use several examples to show how to do safety verification for EDSs or EHSs using our abstraction techniques and tool.
An Example with Transcendental ODEs
Consider the EDS Ξ, f , D with Ξ = (x + 0.5) 2 + (y − 0.5) 2 − 0.16 0, D = − 2 x 2 ∧ −2 y 2 and
We want to verify that the unsafe region U = (x − 0.7) 2 + (y + 0.7) 2 − 0.09 0 will never be reached.
By our algorithm, we get a simulation map Θ :
, and a corresponding PDS that simulates
If the template-based method [20, 11] is used for invariant generation for the transformed PDS, and if we use a template with variables x, y, then the derivatives of x, y over Θ(D) need to be considered. According to (7) , this means the values of
. Similar strategies will be applied in the following investigation of other examples.
The part v 1 = sin(x) ∧ v 2 = e −x inΘ(D) can be approximated using Taylor model representations [14] . The basic idea is to represent sin(x) (or e −x ) over the interval [−2, 2] as p(x) + I, where p(x) is the polynomial expansion of sin(x) (or e −x ) up to a certain degree, and I = [l, u] is an over-approximation of the truncation error. Here we use the tool COSY INFINITY 4 to compute the Taylor polynomials of sin(x) and e −x up to degree 6 and the corresponding truncation errors. ThusΘ(D) is abstracted into
For the details please refer to Appendix B.
Finally we get a polynomial abstraction
Then by applying the SOS-relaxation approach to invariant generation for polynomial systems [20, 10] , we successfully generate a continuous invariant p(x, y) 0 of degree 5 (see Appendix C) using the Matlab-based tool YALMIP [13] and SDPT3 [26] . By Theorem 6, p(x, y) 0 is a continuous invariant of Ξ, f , D and the safety property ¬U is verified. Please see Figure 3 for an illustration of f (the black arrows), D (the outer white box), the synthesized invariant p(x, y) 0 (the shaded light blue area with curved boundary), Ξ (the blue circle inside the invariant) and U (the red circle outside the invariant). 
HIV Transmission
The following continuous dynamics, with the assumption that there is no recruitment of population, has been developed to model HIV transmission [2] 
where u 1 (t), u 2 (t), u 3 (t) denote the part of population that is HIV susceptible, HIV infected, and that has AIDS respectively, β is the possibility of infection per partner contact, c is the rate of partner change, µ is the death rate of non-AIDS population, α is the death rate of AIDS patients, and ν is the rate at which HIV infected people develop AIDS. Note that the dynamics involves non-polynomial term 1 u1+u2+u3 . In this paper, the parameters are chosen to be β = 0.2, c = 10, µ = 0.008, α = 0.95, ν = 0.1.
We want to verify that with the initial set
the population of AIDS patients alive will always be below 1 (the population is measured in thousands). That is, the system Ξ, f , D satisfies S = u 3 1, where
By introducing a new variable v 1 to represent 1 u1+u2+u3 , we obtain a simulation map Θ and a corresponding simulation
= 1 after refinement using the replacement equation, and
Note that only those derivatives relevant to invariant generation are presented in Θ(f ).
By assuming an invariant template p(u 1 , u 2 , u 3 ) 0 of degree 4 and applying the SOS-relaxation approach, we generate an invariant (see Appendix C) which verifies S. Figure 4 is an illustration of the synthesized invariant.
As a comparison, using the tool Flow * [3] with a fixed time step of 0.001, adaptive orders of 1 to 8, and remainder estimation of 1e-6, we can only compute the reachable set of Ξ, f , D up to time 3.139. Figure 5 shows that the computed u 3 (t) is likely to be diverging. 
The Lunar Lander
The motivating example of the lunar lander as illustrated by the right part of Figure 1 can be represented by the HA H = (Q, X, f, D, E, G, R, Ξ), where
We will verify the safety property S = − 2.05 v −1.95 for this system.
The way of constructing a simulation for H is slightly different from what has been proposed above: instead of representing It is easy to check that H is a simulation of H according to Definition 9. For H , using the SOS-relaxation approach with a template p(v, a, t) 0 of degree 6, we generate an invariant (see Appendix C) that can verify S. By Theorem 10, a substitution of Fc m for a in p(v, a, t) 0 gives an invariant of H, and thus the safety property of the original system is verified. Figure 6 is an illustration of the synthesized invariant for the lunar lander system.
Two-Tank System
The two-tank system shown in the left part of Figure 7 has been studied in [4, 7] as a benchmark for bounded model checking (BMC) of hybrid systems. It models two connected tanks, the liquid levels of which are denoted by x 1 and x 2 respectively. The system switches from mode q 1 (or q 2 ) to q 2 (or q 1 ) when x 2 reaches 1 at q 1 (or q 2 ). The system's dynamics involve non-polynomial terms such as √ x 1 or √ x 1 − x 2 + 1. The verification objective is to show that starting from mode q 1 with the initial set Ξ = 5.25
x 1 5.75 ∧ 0 x 2 0.5, the system will never reach the unsafe set U = (x 1 − 4.25) 2 + (x 2 − 0.25) 2 − 0.0625 0 when staying at mode q 1 . Let D q1 = 4 x 1 6 ∧ 0 x 2 1 and
be the domain and vector field of mode q 1 . By introducing two new variables v 1 and v 2 to represent √ x 1 and √ x 2 respectively (and some other new variables), we obtain a simulation map Θ and a corresponding PHS such that -the vector field of mode q 1 is
where only those derivatives relevant to invariant generation are presented; the domain of mode q 1 is Θ(D q1 ) = D q1 ∧ v 1 = √ x 1 ∧ v 2 = √ x 2 , or equivalently,
0, after refinement by the replacement equations; -the initial set, jumps, transition guards, reset functions, and the domain of mode q 2 are kept the same as the original system.
We assume a simple linear invariant template c 0 + c 1 x 1 + c 2 x 2 0 for mode q 1 and adopt the domain, i.e. D q2 = x 1 ∈ [4, 6] ∧ x 2 ∈ [1, 2], as a trivial invariant for mode q 2 . Using the SOS-relaxation method, we get an invariant 8.133827714 − 1.6714x 1 − 1.6729x 2 0 that verifies the safety property ¬U. Please see the right part of Figure 7 for an illustration of the initial set (the inner blue rectangle), domain (the outer white rectangle), vector field (the black arrows), unsafe region (the red ellipse), and the synthesized invariant (the light blue trapezoid) for mode q 1 .
As a comparison, the BMC tool hydlogic can prove the safety property of the twotank system for two steps [7] , and the tool iSAT-ODE can do so up to a depth of 40 with a slightly smaller initial set [4] .
Conclusion
In this paper, we first presented an approach to reducing an EDS (EHS) to a PDS (resp. PHSs) by variable transformation, and then established a simulation relation between them, so that verification and stability analysis of the EDS (EHS) can be reduced to the counterparts of the corresponding PDS (PHS). Thus our work opens a wider window to verification and stability analysis of EDSs and EHSs, as all the well-established techniques for PDSs and PHSs are applicable to them, which are based on either numeric computation, or symbolic computation or their combination. We apply the approach to the safety verification of several real-world examples. By comparing with the existing approaches, the experimental results indicated the effectiveness of our approach. In future, we will further study how to get more accurate abstractions from the nonpolynomial equations of variable replacement.
