Abstract. In this paper, we focus on efficient construction of tightest matched subtree (TMSubtree) results for keyword queries on XML data based on SLCA semantics, where "matched" means that all nodes in a returned subtree satisfy the constraint that the set of distinct keywords of the subtree rooted at each node is not subsumed by that of any of its sibling node, while "tightest" means that no two subtrees rooted at two sibling nodes can contain the same set of keywords. Assume that d is the depth of a given TMSubtree, m is the number of keywords of a given query Q, we proved that if d ≤ m, a matched subtree result has at most 2m! nodes; otherwise, the size of a matched subtree result is bounded by (d − m + 2)m!. Based on this theoretical result, we propose a pipelined algorithm to construct TMSubtree results without rescanning all node labels. Experiments verify the benefits of our algorithm in aiding keyword search over XML data.
Introduction
Over the past few years, keyword search on XML data has been a hot research issue along with the ever increase of XML-based applications [3, 5, 7, 8, 9, 11, 13, 14, 15, 16, 17] . Same as the importance of effectiveness to keyword search, efficiency is also a key factor to the success of keyword search.
Typically, an XML document is modeled as a node-labeled tree T . For a given keyword query Q, each result t is a subtree of T containing each keyword of Q at least once, where the root node of t should satisfy a certain semantics, such as SLCA [15] , ELCA [5, 16, 17] , VLCA [8] or MLCA [9] . Based on the set of qualified root nodes, there are three kinds of subtree results: (1) complete subtree (CSubtree), which is a subtree t C v rooted at a node v that is excerpted from the original XML tree without pruning any information [5, 15] ; (2) path subtree (PSubtree), which is a subtree t P v that consists of paths from v to all its descendants, each of which contains at least one input keyword [6] ; (3) matched subtree (MSubtree), which is a subtree t M v rooted at v satisfying the constraints of monotonicity and consistency [7, 11] . we call as the constraint of "keywords subsumption". Obviously, for a given CSubtree t Example 1. To find for "CS" laboratory all publications that are written by "Tom" and published in "DASFAA" about "XML" from the XML document D in Fig. 1 , we may submit a query Q = {CS, Tom, DASFAA, XML} to complete this task. Obviously, the qualified SLCA node is the root node with Dewey [14] label "1". Therefore, the CSubtree for Q is D itself, the PSubtree is R 1 , while the MSubtree is R 2 . From Example 1 we know that a CSubtree, e.g. D, may be incomprehensible for users since it could be as large as the document itself, while a PSubtree could make users feel frustrated since it may contain too much irrelevant information, e.g., although each leaf node of R 1 directly contains at least one keyword of Q, the three papers with Dewey labels "1.2.3, 1.3.2, 1.3.3" have nothing to do with "XML". In fact, from Fig. 1 we can easily know that for "CS" laboratory, the paper written by "Tom" and published in "DASFAA" about "XML" is the node with Dewey label "1.2.2". According to Fig. 1 , we know that the keyword sets for node 1.1, 1.2 and 1.3 are S 1.1 = {CS}, S 1.2 = {Tom, DASFAA, XML}, and S 1.3 = {DASFAA}, respectively. According to the constraint of keywords subsumption, all nodes in the subtree rooted at node 1.3 should be pruned, since S 1.3 ⊂ S 1.2 . Similarly, the keyword sets for node 1.2.1, 1.2.2 and 1.2.3 are S 1.2.1 = {Tom}, S 1.2.2 = {Tom, DASFAA, XML} and S 1.2.3 = {Tom, DASFAA}, respectively. According to the constraint of keywords subsumption, since S 1.2.1 ⊂ S 1.2.2 and S 1.2.3 ⊂ S 1.2.2 , all nodes in the subtrees rooted at node 1.2.1 and 1.2.3 should be removed. After that, we get the MSubtree, i.e., R 2 , which contains all necessary information after removing nodes that do not satisfy the constraint of keywords subsumption, and is more self-explanatory and compact.
