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Abstract
In this paper, the asymptotic stability problem for a class of neutral systems with discrete
and distributed delays is considered. Based on linear matrix inequality, a delay-dependent
criterion is proposed to guarantee asymptotic stability for such systems. Some numerical
examples are given to illustrate our main result.
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n n-dimensional real space,
m×n set of all real m by n matrices,
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AT transpose of matrix A,
‖A‖ spectral norm of matrix A,
‖x‖ Euclidean norm of vector x ,
det [A] determinant of matrix A,
P > 0 (respectively P < 0) matrix P is symmetric positive (respectively
negative) definite,
A B matrix B −A is symmetric positive semidefinite,
Re(z) real part of complex number z,
I unit matrix,
∀ means “for every.”
1. Introduction
Time delay arises naturally in connection with system process and information
flow for different part of dynamic systems. Considerable research efforts are con-
centrated on the stability analysis for systems containing time delays, since time-
delay phenomenon is often encountered in various mechanical, and engineering
systems, such as aircraft stabilization, manual control, microwave oscillator, mod-
els of lasers, neural network, nuclear reactor, and ship stabilization [2,3,8,9]. It
is frequently a source of instability and a source of generation of oscillation in
many systems [8,9,13–15]; for example, the trivial solution of (a − 1) · [x¨(t)+
x˙(t) + x(t)] = 0, with a > 1, is stable, but that of system x¨(t) + x˙(t) + x(t) =
a · [x¨(t − h)+ x˙(t − h)+ x(t − h)] is unstable for any h > 0. Consider the linear
system x˙(t)= (A+B)x(t), where x(t) ∈ n and A,B ∈ n×n. A necessary and
sufficient condition for the asymptotic stability of this system is that the matrix
A+ B is Hurwitz. It is reasonable to consider the system that contains the dis-
crete delay x˙(t) = Ax(t) + Bx(t − h), where h  0. Recently, much effort has
been devoted to searching sufficient conditions for the stability of time-delay sys-
tems. Standard µ synthesis techniques are used to solve the stability problem for
the robust linear time-delay systems [4]. In [17], the model transformation and
Lyapunov theory are used to investigate the stability problem of time-delay sys-
tems. Based on a Lyapunov–Krasovskii functional technique, it was shown in [20]
that the existence of symmetric positive definite solutions of an algebraic Riccati
equation implies the asymptotic stability. A robust stability for a class of time-
delay systems was investigated by checking the Hamiltonian matrix and solving
an algebraic Riccati equation [21]. The linear matrix inequality (LMI) approach is
useful and efficient for solving the stability problem of the time-delay systems [6,
7,16,22]. In [22], scaled small-gain theorem and LMI approach were used to solve
the stability problem. Many papers provide delay-dependent criteria to evaluate
the allowable delay magnitude for the asymptotic stability of retarded time-delay
systems [2–4,6,7,9,10,12,21]. In the real world, the evolution of the system states
usually depends on the integral and derivative of past states [2,3,9–11,15–19].
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For searching the delay-independent and delay-dependent criteria for asymptotic
stability of neutral systems with time delays, see, for example, [5,11,16–18]. In
this paper, the asymptotic stability for a class of neutral systems with discrete and
distributed delays is investigated. Appropriate model transformation of original
time-delay systems and Lyapunov theory are used for the stability analysis of the
systems under consideration. The LMI approach is utilized to sharpen our result.
Some numerical examples are given to illustrate our main result.
2. Problem formulation and stability analysis
Consider the following neutral system with discrete and distributed time
delays:
x˙(t)=Ax(t)+Bx(t − h)+C
t∫
t−τ
x(s) ds +Dx˙(t − η), t  0, (1a)
x(t)= φ(t), t ∈ [−H,0], (1b)
where x(t) ∈ n, xt is the state at time t defined by xt(s) := x(t + s), ∀s ∈
[−H,0], H = max{h, τ, η}  0, h, τ, η  0, with ‖xt‖s := sup−Hr0 ‖x(t +
r)‖, A,B,C,D ∈ n×n, and the initial vector φ ∈ C0, where C0 is a set of all
continuous functions from [−H,0] to n.
Lemma 1. For any E,F,G ∈ n×n, the operator M :C0 →n defined by
M(xt)= x(t)+E
t∫
t−h
x(s) ds + F
t∫
t−τ
(θ − t + τ )x(θ) dθ −Gx(t − η) (2)
is stable provided that
h · ‖E‖+ 2−1τ 2 · ‖F‖ + ‖G‖< 1. (3)
Proof. Define
R(z)=E ·
0∫
−h
ezs ds + F ·
0∫
−τ
(s + τ )ezs ds −G · e−zη.
Then characteristic equation of homogeneous equation M(xt) = 0, with M
defined by (2), is given by
det
[
∆(z)
]= det[I +R(z)]= 0.
Note that (3) implies that there exists a sufficiently small α > 0 such that(
h · ‖E‖ + 2−1τ 2 · ‖F‖ + ‖G‖) · eαH < 1 with H = max{h, τ, η} 0.
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Consequently, for all z ∈ {s: Re(s)−α}, we have∥∥R(z)∥∥ h · ‖E‖ · eαh+ 2−1τ 2 · ‖F‖ · eατ + ‖G‖ · eαη

(
h · ‖E‖ + 2−1τ 2 · ‖F‖ + ‖G‖) · eαH < 1.
By the fact that det[I ±Q] = 0 for any square matrix Q satisfying ‖Q‖< 1, we
have
det
[
∆(z)
]= det[I +R(z)] = 0 for all z ∈ {s: Re(s)−α}.
Hence all roots of det[∆(z)] = 0 lie in the open left plane {s: Re(s) <−α}. This
implies that
αD := sup
{
Re(z): det
[
∆(z)
]= 0}−α < 0.
Thus the operator M is stable in view of [3, Theorem 9.3.5]. ✷
Remark 1. It is interesting to note that the condition (3) in Lemma 1 is inde-
pendent of η. Consider the special case when E = F = 0. In this case, the op-
erator M in (2) becomes M(xt) = x(t) − Gx(t − η) with characteristic equa-
tion det[I −Ge−zη] = 0. By the property |e−zη| 1, ∀Re(z) 0, the condition
‖G‖< 1, i.e., condition (3), is sufficient to guarantee the stability of this operator.
Now we present a delay-dependent criterion for the asymptotic stability of
system (1).
Theorem 1. Suppose that h, τ > 0 and there exist matrices P > 0, Ri > 0, i = 1,
2,3, such that
T (h, τ )= h · ‖B‖ + 2−1τ 2 · ‖C‖ + ‖D‖< 1 (4a)
and
W =


Y h · AˆTPB τ 2 · AˆTPC AˆTPD
h ·BTPAˆ −h ·R1 0 0
τ 2 ·CTPAˆ 0 −2τ 2 ·R2 0
DTPAˆ 0 0 −R3

< 0, (4b)
where
Aˆ= A+B + τ ·C and Y = AˆTP + PAˆ+ h ·R1 + 2−1τ 2R2 +R3.
Then the system (1) is asymptotically stable.
Proof. System (1) can be rewritten in the following form:
d
dt
[
x(t)+B
t∫
t−h
x(s) ds +C
t∫
t−τ
(s − t + τ )x(s) ds −Dx(t − η)
]
= Aˆx(t), t  0. (5)
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By Schur complements [1], we have
K(h, τ,P,R1,R2,R3)
= Y − [h · AˆTPB τ 2 · AˆTPC AˆTPD]
×
[−h ·R1 0 0
0 −2τ 2 ·R2 0
0 0 −R3
]−1
× [h · AˆTPB τ 2 · AˆTPC AˆTPD]T
= AˆTP + PAˆ+ hAˆTPBR−11 BTPAˆ+ hR1 + 2−1τ 2AˆTPCR−12 CTPAˆ
+ 2−1τ 2R2 + AˆTPDR−13 DTPAˆ+R3 < 0. (6)
The functional given by
V (xt )= V1(xt )+ V2(xt)+ V3(xt )+ V4(xt ), (7a)
where
V1(xt )= L(xt )TPL(xt ), (7b)
L(xt )= x(t)+B
t∫
t−h
x(s) ds
+C
t∫
t−τ
(s − t + τ )x(s) ds −Dx(t − η), (7c)
V2(xt )=
t∫
t−h
(s − t + h) · xT(s)R1x(s) ds, (7d)
V3(xt )= 2−1 ·
t∫
t−τ
(s − t + τ )2 · xT(s)R2x(s) ds, (7e)
V4(xt )=
t∫
t−η
xT(s)R3x(s) ds, (7f)
is a legitimate Lyapunov functional candidate [3,9]. The time derivatives of
Vi(xt ), i = 1,2,3,4, along the trajectories of system (5) satisfy
V˙1 =
[
Aˆx(t)
]T · P ·L(xt )+L(xt )T · P · [Aˆx(t)]
 xT(t)
(
AˆTP + PAˆ)x(t)+ h · xT(t)AˆTPBR−11 BTPAˆx(t)
+
t∫
t−h
xT(s)R1x(s) ds + 2−1τ 2 · xT(t)AˆTPCR−12 CTPAˆx(t)
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+
t∫
t−τ
(s − t + τ ) · xT(s)R2x(s) ds + xT(t)AˆTPDR−13 DTPAˆx(t)
+ xT(t − η)R3x(t − η),
V˙2 = h · xT(t)R1x(t)−
t∫
t−h
xT(s)R1x(s) ds,
V˙3 = 2−1τ 2 · xT(t)R2x(t)−
t∫
t−τ
(s − t + τ ) · xT(s)R2x(s) ds,
V˙4 = xT(t)R3x(t)− xT(t − η)R3x(t − η).
Hence, the derivative of V (xt ) satisfies
V˙  xT(t)
(
AˆTP + PAˆ+ h · AˆTPBR−11 BTPAˆ+ h ·R1
+ 2−1τ 2 · AˆTPCR−12 CTPAˆ+ 2−1τ 2 ·R2
+ AˆTPDR−13 DTPAˆ+R3
)
x(t)
= xT(t)K(h, τ,P,R1,R2,R3)x(t). (8)
By Lemma 1 with (4a), the operator
L(xt )= x(t)+B
t∫
t−h
x(s) ds +C
t∫
t−τ
(s − t + τ )x(s) ds −Dx(t − η)
is stable. Thus, by [3, Theorem 9.8.1; 8, Theorems 3.3.1–3.3.4] with (6)–(8), we
conclude that systems (1) and (5) are both asymptotically stable. This completes
our proof. ✷
Remark 2. Note that for given h and τ , the entries of W in (4b) are affine in P and
Ri > 0, i = 1,2,3. Hence the standard LMI procedure can be directly employed
to find a feasible solution of condition (4b) [6]. However, if we are interested in
finding upper bounds of h and τ for the stability of the system (1), then we may
use the algorithm provided below [17].
Step 1. First choose a positive constant τ (respectively h).
Step 2. Consider the following optimization problem:
Maximize h(P,R1,R2,R3) (respectively τ (P,R1,R2,R3)), subject to
(4a) and (4b).
Step 3. If there is a feasible solution, then increase the value of τ (respectively h)
and go to Step 2. Otherwise, lower down the value of τ (respectively h)
and go to Step 2.
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Note also that as long as (4b) is satisfied for any feasible P > 0, Ri > 0, i = 1,
2,3, the asymptotic stability of the system (1) is guaranteed. Thus there is no
interest to keep one particular feasible solution with respect to the others.
Remark 3. If B = 0 and h= 0 in system (1), then the condition (4b) is replaced
by W2 < 0, where W2 is obtained by deleting the second block row and column
of W in (4b). If C = 0 and τ = 0 in system (1), then the condition (4b) is replaced
by W3 < 0, where W3 is obtained by deleting the third block row and column of
W in (4b). If D = 0 and η = 0 in system (1), then the condition (4b) is replaced
by W4 < 0, where W4 is obtained by deleting the fourth block row and column of
W in (4b).
Remark 4. With T (h, τ ) of (4a) and K(h, τ,P,R1,R2,R3) of (6), we have
T (h1, τ ) T (h2, τ ) and
K(h1, τ,P,R1,R2,R3)K(h2, τ,P,R1,R2,R3),
where h1  h2. Thus if there is h3 > 0 such that (4a) and (4b) are satisfied, then
the asymptotic stability of the time-delay system (1) is guaranteed for any h such
that 0 h h3.
3. Numerical examples
Example 1. Consider the following scalar neutral system:
x˙(t)= 0.1x(t)− 0.8
t∫
t−τ
x(s) ds + 0.1x˙(t − η), t  0, (9a)
x(t)= φ(t), t ∈ [−H,0], (9b)
where x ∈ , τ, η  0, H = max{τ, η}. Comparing (9) with (1), we haveA= 0.1,
B = 0, h = 0, C = −0.8, and D = 0.1. Note that the system is unstable for
τ = η= 0. For τ = 1.4999, (4a) and (4b) are satisfied with, by LMI approach,
P = 19.6010, R2 = 17.2498, R3 = 2.1514,
in view of Remark 3. Thus system (9) is asymptotically stable by Theorem 1. It
is interesting to note that, since A= 0.1 > 0 in the system (9), even when η = 0,
the result in Theorem 4.1 of [10] cannot be applied.
Example 2 [18, Example 3]. Consider the neutral system:
x˙(t)=
[−2 0
0 −1
]
x(t)+
[
0 0.5
0.5 0
]
x(t − h)
+
[
0.2 0
0 0.2
]
x˙(t − h). (10)
K.-K. Fan et al. / J. Math. Anal. Appl. 273 (2002) 580–589 587
Comparing (10) with (1), we have
A=
[−2 0
0 −1
]
, B =
[
0 0.5
0.5 0
]
, C = 0,
D =
[
0.2 0
0 0.2
]
.
For h= 1.594, (4a) and (4b) are satisfied with, by LMI approach,
P =
[
146.2474 −138.7539
−138.7539 154.1924
]
, R1 =
[
111.8476 −103.2038
−103.2038 111.8342
]
,
R3 =
[
45.0606 −41.5244
−41.5244 44.9207
]
,
in view of Remark 3. Thus system (9) is asymptotically stable for 0 h 1.594
by Theorem 1 and Remark 4. In [18], the maximum allowable bound for the
asymptotic stability of system (10) by using the LMI approach is 0 h < 0.7516.
Example 3. Consider the retarded system [10, Example 4.1]:
x˙(t)=Ax(t)+Bx(t − h)+C
t∫
t−τ
x(s) ds, (11)
where
A=
[−a1 0
0 −a2
]
, B =
[
b1 b2
−b2 b1
]
, C =
[
c1 c2
−c2 c1
]
,
and ai , bi , ci , i = 1,2, are constants. The stability criterion in [10] for the system
(11) is given by
ai > (1+ τ )1/2
[(
b21 + b22
)+ τ (c21 + c22)]1/2.
Note that this criterion can never be satisfied for any ai < 0. Suppose we let
a1 = a2 = −0.1, b1 = c1 = −1, b2 = c2 = −0.1, and τ = 0.83. For h = 0.53,
(4a) and (4b) are satisfied with, by LMI approach,
P =
[
31.8804 0
0 31.8804
]
, R1 =
[
66.5014 0
0 66.5014
]
,
R2 =
[
44.6629 0
0 44.6629
]
,
in view of Remark 3. Thus system (11) is asymptotically stable for 0 h 0.53,
by Theorem 1 and Remark 4. This shows that our result in this case is sharper
than Theorem 4.1 in [10].
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4. Conclusion
In this paper, the asymptotic stability for a class of neutral systems with
discrete and distributed delays has been considered. Based on the linear matrix
inequality, a delay-dependent criterion has been proposed to guarantee the
asymptotic stability for such systems. The stability analysis is given in term of
an appropriate construction of a Lyapunov functional. Some numerical examples
have been given to illustrate our main result.
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