This paper presents constructions for translating alternating automata into nondeterministic nested-word automata (NWAs). With these alternation-elimination constructions at hand, we straightforwardly obtain translations from various temporal logics over nested words from the literature like CaRet and µNWTL, and extensions thereof to NWAs, which correct, simplify, improve, and generalize the previously given translations. Our alternation-elimination constructions are instances of an alternation-elimination scheme for automata that operate over the tree unfolding of graphs. We obtain these instances by providing constructions for complementing restricted classes of automata with respect to the graphs given by nested words. The scheme generalizes our alternation-elimination scheme for word automata and the presented complementation constructions generalize existing complementation constructions for word automata.
Introduction
The regular nested-word languages [6] (a.k.a. visibly pushdown languages [5] ) extend the classical regular languages by adding a hierarchical structure to words. Such hierarchical structures in linear sequences occur often and naturally. For instance, an XML document is a linear sequence of characters, where the opening and closing tags structure the document hierarchically. Another example from system verification are the traces of imperative programs, where the hierarchical structure is given by the calls and returns of subprograms. Many automata-theoretic methods for reasoning about regular languages carry over to regular nested-word languages. Instead of word automata one uses nested-word automata (NWAs) [6] or equivalently visibly pushdown automata [5] , a restricted class of pushdown automata, where the input symbols determine when the pushdown automaton can push or pop symbols from its stack. For instance, model checking regular nested-word properties of recursive state machines, which can model control flows of imperative programs [3, 4] , and of Boolean programs [7] , which are widely used as abstractions in software model checking, can be carried out in an automata-theoretic setting, similar to finite-state model checking [23] . That is, the traces of a recursive state machine or a Boolean program are described by an NWA and the negation of the specification, which is given as a This work was partially supported by the Swiss National Science Foundation (SNF).
formula in a temporal logic over nested words like CaRet [4] , NWTL [2] , and µNWTL [10] , is translated into a language-equivalent NWA. It is then checked whether the intersection of the automata's languages is empty.
In this paper, we view a nested word as a graph with linear and hierarchical edges. The nodes of the graph are the positions of the nested word. A linear edge connects two neighboring positions and a hierarchical edge connects every call with its matching return position. We present constructions for translating alternating automata that take as input the graphs of nested words into NWAs. These constructions are of immediate relevance for translating temporal logics over nested words like CaRet, NWTL, and µNWTL and extensions thereof to language-equivalent NWAs. A temporal-logic formula is first translated into such an alternating automaton and from this alternating automaton one obtains an NWA by applying such an alternation-elimination construction. Translations of declarative specification languages into alternating automata are usually rather direct and easy to establish due to the rich combinatorial structure of alternating automata. Translating an alternating automaton into a nondeterministic automaton is a purely combinatorial problem. Hence, using alternating automata as an intermediate step is a mathematically elegant way to formalize such translations and to establish their correctness.
We obtain the alternation-elimination constructions for automata that describe nested-word languages from a construction scheme, which we previously presented for word automata [11] and which we generalize in this paper to automata that operate over the tree unfolding of graphs. In a nutshell, the construction scheme shows that the problem of translating an alternating automaton into a nondeterministic automaton reduces to the problem of complementing an existential automaton, i.e., an automaton that nondeterministically inspects only a single branch in the tree unfolding of the given input graph. To obtain the instances of the construction scheme for nested words, we also provide complementation constructions for restricted classes of existential automata, namely, automata that operate over graphs that represent nested words.
The main benefit of our approach for translating temporal logics over nested words to NWAs is its simplicity and modularity compared to state-of-the-art approaches. By our scheme, complicated translations are divided into smaller independent parts. Moreover, ingredients of the presented constructions are based on existing well established and thoroughly optimized constructions and techniques for nondeterministic word automata, which we generalize to automata that operate over the tree unfolding of the graphs given by nested words. First, we extend our complementation constructions for classes of nondeterministic two-way co-Büchi word automata [11] to classes of existential co-Büchi automata, where the inputs are the graphs of nested words. Our new constructions take the non-local transitions, which stem from the hierarchical structure of nested words, of an existential automaton into account. Intuitively, in such transitions, the read-only head of the automaton jumps from a call directly to the corresponding return or vice versa. Second, in the presented alternation-elimination constructions for alternating parity automata, where the inputs are the graphs of nested words, we also use and generalize techniques and constructions from [13, 14, 19, 22] for word automata. Finally, as a by product, we obtain a complementation construction for NWAs along the lines of the construction in [13] for complementing nondeterministic Büchi word automata.
We see our contributions as follows. First, based on a general alternationelimination scheme for automata that operate over the tree unfolding of graphs and several complementation constructions, we provide alternation-elimination constructions for the class of automata that take the graphs of nested words as input with the Büchi and the parity acceptance conditions. Second, we modularize, simplify, and correct existing translations from temporal logics over nested words to NWAs. Third, with the presented complementation constructions we illustrate that various constructions for word automata generalize with some modifications to constructions for automata that describe nested-word languages.
We proceed as follows. In Section 2, we recapitulate basic definitions and define alternating automata. In Section 3, we present our general alternationelimination scheme. In Section 4, we present complementation constructions for restricted classes of existential automata with respect to nested-word languages. Furthermore, we instantiate our scheme with these constructions. Finally, in Section 5, we sketch applications of these instances. In particular, we present our translations of various temporal logics over nested words into languageequivalent NWAs. Omitted proof details can be found in the full version of the paper, which is publicly available from the authors' web pages.
Preliminaries
In this section, we fix the notation and terminology that we use in the remainder of the text.
Propositional Logic
We denote the set of positive Boolean formulas over the set P of propositions by Bool + (P ), i.e., Bool + (P ) consists of the formulas that are inductively built from the Boolean constants tt and ff, the propositions in P , and the connectives ∨ and ∧. 
Words and Trees
We denote the set of finite words over the alphabet Σ by Σ * , the set of infinite words over Σ by Σ ω , and the empty word by ε. The length of a word w is written as |w|, where |w| = ω when w is an infinite word. For a word w, w i denotes the symbol of w at position i < |w|. We write v w if v is a prefix of the word w.
A (Σ-labeled) tree is a function t : T → Σ, where T ⊆ N * satisfies the conditions: (i) T is prefix-closed (i.e., v ∈ T and u v imply u ∈ T ) and (ii) if vi ∈ T and i > 0 then v(i − 1) ∈ T . The elements in T are called the nodes of t and the empty word ε is called the root of t. A node vi ∈ T with i ∈ N is called a child of the node v ∈ T . A branch in t is a word π ∈ N * ∪ N ω such that either π ∈ T and π does not have any children, or π is infinite and every finite prefix of 
π is in T . We write t(π) for the word t(ε)t(π 0 )t(π 0 π 1 ) . . . t(π 0 π 1 . . . π n−1 ) ∈ Σ * if π is a finite word of length n and t(ε)t(π 0 )t(π 0 π 1 ) . . . ∈ Σ ω if π is infinite.
Alternating Automata In the following, we define alternating automata, where the inputs are graphs. Such an automaton is essentially an alternating tree automaton that operates over the tree unfolding of the given input. 1 We obtain the classical automata models for words and trees when viewing words and trees in a rather straightforward way as graphs of the following form and restricting the inputs to the respective class of graphs. Let D be a nonempty finite set. We call the elements in D directions. A Dskeleton is a directed, edge-labeled, and pointed graph V,
and v I ∈ V is the source. We denote the set of labels of the outgoing edges of the vertex v ∈ V by (v). For an alphabet Σ and a set S of D-skeletons, the set of input graphs Σ S is the set of pairs (S, λ) with S ∈ S and λ : V → Σ, where V is the set of vertices of S.
Let S be a nonempty set of D-skeletons. An alternating S-automaton is a tuple A = Q, Σ, (δ D ) D ⊆D , q I , A , where Q is a finite set of states, Σ is a nonempty finite alphabet, δ D : Q × Σ → Bool + (Q × D ) is the transition function for the directions D ⊆ D, q I ∈ Q is the initial state, and A ⊆ Q ω is the acceptance condition. The acceptance condition A is usually specified in a certain finite way-the type of an acceptance condition. Commonly used types of acceptance conditions are listed in Table 1 , where inf(π) denotes the set of states that occur infinitely often in π ∈ Q ω and the integer k is the index of the automaton. If A is specified by the type τ , we say that A is an alternating τ S-automaton. Moreover, if the type of the acceptance condition is clear from the context, we just give the finite description α instead of A. For instance, an alternating Büchi S-automaton is given as a tuple Q, Σ,
Roughly speaking, A starts scanning an input graph from the skeleton's initial vertex, where A is in its initial state. The label (v, p) of the node x in the run is the current configuration of A. That is, A is currently in the state p and the read-only head is at the position v in the input graph. The transition δ D (p, λ(v)) specifies a constraint that has to be fulfilled by the automaton's successor states, where D is the set of labels (v) in which the read-only head can move at the current position. An infinite branch π in a run r with r(π) =
We call an alternating S-automaton A = Q, Σ, (δ D ) D ⊆D , q I , A existential if δ D returns a disjunction for all inputs, for all D ⊆ D. Note that a run r of an existential automaton consists of a single branch π. To increase readability, we call r(π) also a run. Existential automata are closely related to nondeterministic automata in the sense that an existential automaton also nondeterministically chooses its successor state in a run with respect to the current configuration and its transition function. However, an existential automaton only inspects a single path of the input graph, since together with the chosen successor state it picks a single direction in which it moves its read-only head.
Alternation-Elimination Scheme
In this section, we generalize our alternation-elimination scheme for word automata, which we presented in [11] , to automata that operate over graphs.
Reduction to Complementation
The scheme only applies to automata with an acceptance condition for which socalled memoryless runs are sufficient. Formally, for an alternating S-automaton A, we require that
For an alternating S-automata A with the Büchi, co-Büchi, parity, or Rabin acceptance condition, it is well known that the converse L(A) ⊆ M (A) also holds. However, if A is, e.g., an alternating S-automata with the Streett acceptance condition, then L(A) ⊆ M (A) does not hold in general.
Since the children of equally labeled nodes in a memoryless run r : R → V ×Q are also equally labeled, we can represent a memoryless run by the function
By "currying" the function σ r , we obtain the function λ r : V → Γ , where Γ is the set of functions from Q to 2 Q×D . We represent the run r as the input graph G r := (S, λ r ) ∈ Γ S . We point out that the graph representation of the run has the same skeleton S as the skeleton of the given input graph G.
We now define an existential S-automaton R that scans input graphs in (Σ × Γ ) S , i.e., input graphs of A that are annotated with information about the configurations of the runs of A. R refutes whenever the annotations correspond to an accepting memoryless run of A on A's input graph. Formally, R is the existential
Intuitively, R works as follows. It uses its nondeterminism to inspect a path in the skeleton of the input graph. There are two cases in which R accepts the given input graph. (1) The annotations on the inspected path do not correspond to a branch in a memoryless run of A.
(2) The annotations yield an infinite sequence of states that is not accepting for A, i.e., the sequence is not in A.
The formal statement about R's language is given in Lemma 1 below, where we use the following notation. Let G = (S, λ) be an input graph in (Σ ×Γ ) S . G Σ denotes the input graph in Σ S by projecting G's labeling to the first component, i.e., G Σ := (S, λ Σ ) with λ Σ (v) := a for λ(v) = (a, g). Analogously, G Γ denotes the input graph in Γ S with the skeleton S and the labeling λ Γ (v) := g.
iff there is an accepting memoryless run r of A on G Σ such that G Γ and G r are isomorphic.
The following theorem allows us to reduce the problem of constructing for A a language-equivalent nondeterministic automaton to the problem of complementing R. Note that from an existential automaton that accepts the complement of R, we easily obtain a nondeterministic automaton that accepts L(A) by projecting the alphabet Σ × Γ to Σ. The benefit of this reduction is that it only requires a complementation construction for existential automata. In Section 4, we give such complementation constructions for specific automata classes.
Inherited Properties
In the following, we show that the existential S-automaton R from Section 3.1 inherits properties from the alternating S-automaton A. We exploit these properties in our complementation constructions in Section 4.
Intuitively, A moves its read-only head only along edges in the input graph that are labeled by directions in W . A weaker condition on the allowed movements of the automaton's read-only head is the following. Intuitively, the automaton A is eventually W -way when it eventually moves its read-only head only along edges that are labeled by directions in W . Formally, this condition is defined as follows. Let G ∈ Σ S be an input graph with G = (S, λ) and S = V, (E d ) d∈D , v I . We define Π G (A) as the set of words
The following definition of weak automata generalizes the standard definition [13, 17] , where the automata's acceptance condition is a Büchi acceptance condition. Let A be the alternating S-automaton Q, Σ, (δ D ) D ⊆D , q I , A . We call a state set S ⊆ Q accepting if inf(r(π)) ⊆ S implies r(π) ∈ A, for each run r and each infinite branch π in r. Analogously, we call S rejecting if inf(r(π)) ⊆ S implies r(π) / ∈ A, for each run r and each infinite branch π in r. The automaton A is weak if there is a partition Q 1 , . . . , Q n of Q such that (i) each Q i is either accepting or rejecting and (ii) there is a partial order on the Q i s such that for
The intuition of weakness is that each infinite branch of a run of a weak automaton that gets trapped in one of the Q i s is accepting iff Q i is accepting. 
Instances for Automata over Nested Words
In this section, we present alternation-elimination constructions for several classes of automata that take as input the graphs of nested words. We obtain these constructions from our alternation-elimination scheme by providing complementation constructions for existential automata.
Automata over Nested Words
Nested words [5, 6] are linear sequences equipped with a hierarchical structure.
In this paper, we impose this structure by tagging letters with brackets. 2 More 2 In [6] , nested words are differently defined by not leaving the hierarchical structure implicit by tagging letters with brackets but by making it explicit with a so-called matching relation ⊆ ({−∞} ∪ N) × (N ∪ {+∞}). Both definitions are equivalent in the sense that there is a straightforward bijection between them [6] .
formally, a nested word over Σ is a word over the tagged alphabetΣ := Σ int ∪ Σ call ∪ Σ ret , where the sets Σ int := Σ, Σ call := { a | a ∈ Σ}, and Σ ret := {a | a ∈ Σ} are pairwise disjoint. A position i ∈ N in a nested word w ∈Σ ω with w i ∈ Σ int is an internal position. Similarly, if w i ∈ Σ call then i is a call position and if w i ∈ Σ ret then i is a return position. Observe that with the attached brackets and to the letters in Σ, we implicitly group words into subwords. This grouping can be nested. However, not every bracket at a position in a nested word needs to have a matching bracket. The call and return positions in a nested word without matching brackets are called pending.
Intuitively speaking, a nested-word (Büchi) automaton [5, 6] , NWA for short, N is a nondeterministic pushdown automaton 3 that pushes a stack symbol when reading a letter in Σ call , pops a stack symbol when reading a letter in Σ ret (in case it is not the bottom stack symbol), and does not use its stack when reading a letter in Σ int . The NWA N accepts a word inΣ ω if there is run on that word that visits infinitely often an accepting state. We denote the set of nested words for which there is an accepting run of N by L(N).
In the following, we view nested words as input graphs, where the hierarchical structure is made explicit by adding to each position the edges that point to its successor and predecessor positions. Formally, these input graphs with their skeletons are defined as follows. Let D be the set {−2, −1, 0, 1, 2} and let S be the set of D-skeletons S = V, ( d ) d∈D , v I , where V = N, v I = 0, and the edge relations are as follows: 0 is the identity relation over N, 1 is the successor relation over N, and 2 is a matching jump relation. That is, for all i, j ∈ N, the relation 2 satisfies the conditions (1) if i 2 j then i < j, (2) |{k | i 2 k}| ≤ 1 and |{k | k 2 j}| ≤ 1, and (3) if i 2 j then there are no i , j ∈ N with i 2 j and i < i ≤ j < j . The relations −1 and −2 are the inverses of 1 and 2 , respectively. For a nested word w ∈Σ ω , the input graph G w makes the matching jump relation, which is implicitly given by w, explicit. That is, the D-skeleton S = N, ( d ) d∈D , 0 ∈ S and the labeling λ : N →Σ of the input graph G w fulfill the following conditions: (a) For all i ∈ N, it holds λ(i) = w i . (b) For all i, j ∈ N, if i 2 j then λ(i) ∈ Σ call and λ(j) ∈ Σ ret . (c) Pending call and return positions do not cross, i.e., for all k ∈ N with λ(k) ∈ Σ call , if there is no k ∈ N with k 2 k then for all j > k with λ(j) ∈ Σ ret , there is some i ∈ N with i 2 j. (d) The pending positions do not cross with the matching jump relation 2 , i.e., for all k ∈ N with λ(k) ∈ Σ call ∪ Σ ret , if there is no k ∈ N with k 2 k or k 2 k then there are no i, j ∈ N with i 2 j and i < k < j. The following theorem shows that alternating automata are expressive enough to describe the class of nested-word languages recognizable by NWAs. This result might be surprising since an NWA processes a nested word sequentially and has a stack to store additional information at call positions, which it can use later at the corresponding matching return positions. An alternating automaton does not have a stack. However, instead each node in the input graph of a nested-word explicitly carries the information whether it is a pending or nonpending position. Moreover, for a non-pending position, the matching return or call position, respectively, is also explicitly given to the alternating automaton.
The reason for the blowup in the alternating automaton's state space is that the alternating automaton splits the computation at each non-pending call position, which must synchronize at the corresponding return position. This synchronization is implemented by guessing and causes a blow-up of the factor O(ns) in the state space. We omit the details of this transformation construction since it is similar to a construction in [10] for so-called jumping automata, which are very similar to our alternating automata when restricting their inputs to the graph representation of nested words.
Complementing Existential co-Büchi Automata
In this subsection, we present a complementation construction that translates an eventually {1, 2}-way existential co-Büchi S-automaton A into an NWA N with L(N) = {w ∈Σ ω | G w ∈ L(A)}. We also optimize this construction for more restricted automata classes. Recall that we immediately obtain translations of alternating Büchi automata over the graph representation of nested words to NWAs by instantiating our alternating-elimination scheme with these complementation constructions. The complementation constructions utilize the following lemma that characterizes the graph representations of nested words that are not accepted by the eventually {1, 2}-way existential co-Büchi S-automaton A.
In the following, we abbreviate existential co-Büchi S-automaton by the acronym ECA and assume that A = Q,Σ, (δ D ) D ⊆D , q I , F . Furthermore, for D ⊆ D, δ d D (P, a) denotes the set of states that can be reached from a state in P ⊆ Q by reading the letter a ∈Σ and following a d-labeled edge, i.e., Lemma 5. For the eventually {1, 2}-way ECA A and a nested word w ∈Σ ω , we have G w ∈ L(A) iff there are words R ∈ (2 Q ) ω and S ∈ (2 Q\F ) ω that fulfill the following conditions, where ( d ) d∈D is the family of edge relations of the D-skeleton of G w :
There are infinitely many n ∈ N such that S n = ∅, S n+1 = R n+1 \ F , and for all i, j ∈ N with i 2 j and i ≤ n, we have j ≤ n.
The conditions (1) and (2) ensure that the word R contains all the runs (h 0 , q 0 )(h 1 , q 1 ) . . . of the existential automaton A on the given input graph, i.e., q i ∈ R hi , for all i ∈ N. The conditions (3) to (6) on the words R and S ensure that all the runs are rejecting. Recall that an input graph is rejected if it is not accepted by a finite run and every infinite run visits a state in F infinitely often. Condition (3) ensures that there is no finite accepting run. All the infinite runs are rejecting if the word R can be split into infinitely nonempty segments such that each run of the existential automaton that starts at the beginning of a segment will visit a state in F before reaching the end of the segment. The conditions (4) to (6) on the word S ensure the existence of such a splitting. In particular, the ns from condition (6) mark the end positions of the segments in the splitting.
We remark that we have given in [11] a similar characterization for word automata. The main differences to nested words are as follows. First, the conditions (2) and (5) additionally take the non-local moves of the existential automaton between matched call and return positions into account. Second, condition (6) additionally requires that a segment in the splitting of the word R must not end between a call and its matching return position. Without this additional requirement there might be runs that pass the end of a segment with a non-local move without visiting a state in F .
We now turn to the construction of the NWA, which generalizes our construction in [11] for complementing the word language of an eventually {1}-way ECA, which in turn on is based on the breakpoint construction [16] . The additional constraints for the non-local moves in the conditions (2), (5) , and (6) are handled by using the stack of the NWA. In particular, whenever the NWA is at a non-pending call position, it guesses its configuration at the matching return position and pushes it on the stack. When reaching the matching return position, it checks the correctness of the guess by popping an element from the stack. Furthermore, the NWA uses the stack to recognize whether it has processed a matched call while not having reached its matching return position yet by using a bit that is pushed on the stack at non-pending calls and popped from the stack at their matching returns. In the following, we optimize our complementation construction for restricted classes of eventually {1, 2}-way ECAs. When A is also very weak, we can characterize the graph representations of nested words that are not accepted by A by similar conditions as those given in Lemma 5. However, the existence of the word S together with the conditions (4) and (5) are not required anymore and condition (6) is replaced by the following condition:
There is no q ∈ Q \ F and no h ∈ N ω such that q ∈ R h0 and for all j ∈ N, there is a direction d ∈ {1, 2} such that h j d h j+1 and q ∈ δ d (hj ) (q, w hj ).
(6')
Intuitively, condition (6') requires that no run of the existential automaton gets trapped in a state in Q \ F .
We exploit this specialized characterization to optimize our complementation construction from Theorem 6. Intuitively, the NWA checks that no run of the existential automaton A gets trapped in a state in Q\F . Again, the construction is similar to a construction in [11] for complementing the word language of very weak, eventually {1}-way ECAs. However, a subtle difference is that if a run does not get trapped in a state in Q \ F between a non-pending call position and the corresponding return position then we additionally must ensure that the run also does not get trapped along the hierarchical edges that directly connect call positions with their matching return positions. Finally, we consider the case where A is {1, 2}-way for which we can simplify condition (2), since the automaton moves its read-only head only forward:
For all i, j ∈ N and d ∈ D with d > 0 and i d j, we have
We directly obtain the following two theorems as special cases of the Theorems 6 and 7, respectively. In a nutshell, we reduce the state space of the NWA by removing the state components that are used to check the consistency of the transitions that move the read-only head along the backward edges {−1, −2}. 
Alternation Elimination for Parity Automata
In this subsection, we present constructions that translate an alternating parity S-automaton A, APA for short from now on, into an NWA N with
Our first alternating-elimination construction assumes that the given APA A is eventually {1, 2}-way. The construction comprises two steps: We first translate A into an alternating Büchi automaton A from which we then obtain in a second construction step the NWA N. In the second construction step, we use an optimized variant of the alternating-elimination construction based on the complementation construction from Theorem 6 that exploits the fact that the runs of A have some special form. We remark that both construction steps use and generalize techniques from [13, 14] for complementing nondeterministic automata over infinite words. By some additional work, we obtain the more general alternation-elimination construction for APAs, where we do not require that the given APA is eventually {1, 2}-way. Recall that by our alternation-elimination scheme, it suffices to give a construction for complementing existential parity automata over nested words. The first ingredient of that complementation construction is a generalization of Shepherdson's translation [19, 21] of 2-way nondeterministic finite word automata to deterministic ones that are 1-way. This generalization is obtained with only minor modifications and translates {−2, −1, 0, 1, 2}-way existential automata to existential {1, 2}-way automata. The second ingredient is a complementation construction for existential {1, 2}-way automata, which we easily obtain from Theorem 10 by dualizing [18] the transition function of the given automaton and its acceptance condition, i.e., we swap the Boolean connectives (∧ and ∨) and the Boolean constants (tt and ff) in the automaton's transitions, and we complement its acceptance condition, which can be easily done by incrementing the parities of the states by 1. By instantiating our alternation-elimination scheme with a combination-along the same lines as in [20, 22] -of these two ingredients we obtain the following result. 
Applications and Concluding Remarks
A first and immediate application of our alternation-elimination constructions is a construction for complementing NWAs: For a given NWA N, we first construct by Theorem 4 a {1, 2}-way alternating Büchi automaton A. We complement A's language by dualizing A [18] . Note that A's Büchi acceptance condition becomes a co-Büchi acceptance condition in the dualized automaton. Since a co-Büchi acceptance condition can be written as a parity acceptance condition with index 2, we can apply Theorem 10 to the dualized automaton and obtain an NWAN with L(N) =Σ ω \ L(N). The NWAN has 2 O(n 2 s log ns) states and stack symbols, where n is the number of states of N and s is the number of N's stack symbols.
This construction generalizes the complementation construction in [13] from nondeterministic Büchi word automata to NWAs. However, observe that we obtain a worse upper bound, namely, 2 O(n 2 s log ns) instead of 2 O(n log n) . One reason is that the construction for NWAs has to take the stack into account. Another reason is that we first translate the NWA A by Theorem 4 into an alternating automaton that does not have a stack but takes the graph representation of nested words as inputs. This translation causes a blowup of the factor O(ns) in the automaton's state space. It is also worth pointing out that our complementation construction based on alternating automata does not match the best known upper bound 2 O(n 2 ) for complementing NWAs [6] . This better upper bound is achieved by splitting the complementation construction into two separate constructions, which are later combined by a simple product construction. Only one of these two constructions involves a complementation construction, where only nondeterministic Büchi word automata need to be complemented. It remains open whether our complementation construction based on Theorem 10 can be optimized so that it matches or improves the upper bound 2 O(n 2 ) .
Our second and main application area of the presented alternation-elimination constructions is the translation of temporal logics over nested words into NWAs for effectively solving the satisfiability problem and the model-checking problem for recursive state machines and Boolean programs. From the constructions in Section 4, we straightforwardly obtain such translations, which we sketch in the following and which improve, extend, and correct previously presented translations. Overall, our translations together with our results in [11] and [12] demonstrate that complementation constructions for restricted classes of nondeterministic automata are at the core in translating temporal logics into nondeterministic automata; thus they are also at the core in the automata-theoretic approach to model checking and satisfiability checking.
In [10] , Bozzelli introduces the temporal logic µNWTL, which extends the linear-time µ-calculus [8] by next modalities for the calls and returns in nested words. µNWTL has the same expressive power as NWAs. Our alternationelimination scheme allow us to modularize and optimize Bozzelli's monolithic translation to NWAs. Similar to Bozzelli, we first translate a µNWTL formula into an alternating parity automaton (alternating jump automaton in Bozzelli's paper, respectively) with k parities, where k is the alternation depth of the given µNWTL formula. The size of the automaton is linear in the formula length. We then apply Corollary 11 to obtain an NWA. The size of the resulting NWA is 2 O((nk) 2 ) , where n is the size of the alternating parity automaton. For formulas that do not refer to the past or only in a restricted way such that the alternating parity automaton is eventually {1, 2}-way, we can use Theorem 10 to reduce this upper bound to 2 O(nk log n) .
In [2, 4] , the respective authors introduce the temporal logics CaRet and NWTL, which extend the classical linear-time temporal logic LTL. The extensions consist of new modalities that take the hierarchical structure of nested words into account. In other words, the new modalities allow one to express properties along the different paths in a nested word. NWTL subsumes CaRet and is first-order complete. For both these logics, the authors of the respective papers also provide translations into NWAs. Their translations are direct, i.e., they do not use alternating automata as an intermediate step. Although the techniques used in such direct translations are rather standard, they are complex and their correctness proofs are cumbersome. As a matter of fact, the translation in [2] is flawed. 4 Instead of directly constructing the NWA from a CaRet or an NWTL formula, we utilize our alternation-elimination scheme. In more detail, we first translate the given formula into an alternating automaton with a Büchi acceptance condition. As for LTL, the translation for CaRet and NWTL into alternating automata is straightforward and linear in the formula length, since each temporal operators in CaRet and also NWTL only allows us to specify a property along a single path in the graph representation of nested words. Moreover, the obtained automaton is eventually {1, 2}-way and very weak. Then, by instantiating the alternationelimination scheme with the complementation constructions from Theorem 7, we obtain from such an alternating automaton an NWA.
The benefits of this translation is as follows. Its correctness is easier to establish. The difficult part is the alternation-elimination construction. However, by our scheme its correctness proof boils down of proving the correctness of a complementation construction for existential automata. Moreover, we can handle the future-only fragment of CaRet and NWTL more efficiently by using the specialized instance of our alternation-elimination scheme that we obtain from Theorem 9. Finally, our translation can easily be adapted to extensions of NWTL and other temporal logics. Similar to LTL and word automata [24] , NWTL and thus also CaRet are strictly less expressive than NWAs. 5 For LTL, several extensions and variants have been proposed to overcome this limitation. Among them are Wolper's ETL [24] and the industrial-strength logic PSL [1] . Similar extensions are possible for NWTL to increase its expressiveness. For instance, we can extend NWTL with the PSL-specific temporal operators that allow one to use (semi-extended) regular expressions. With our alternation-elimination scheme, we obtain a translation to NWAs with only minor modifications. Namely, the translation into alternating automata is standard, see e.g., [9, 12] . Furthermore, since the alternating automata are not necessarily very weak any more, we use the complementation construction from Theorem 6 instead of the more specialized one from Theorem 7 to instantiate the alternation-elimination scheme. However, it is open whether and which PSL-like extensions [15] of NWTL are capable of expressing all NWA-recognizable languages.
