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MCTS Monte Carlo Tree Search drevesno preiskovanje Monte Carlo
SLING Slovenian Initiative for National Grid Slovenska iniciativa za nacionalni grid
EGI European Grid Initiative Evropska iniciativa za grid
MPI Message Passing Interface vmesnik za izmenjevanje sporocˇil
UCB Upper Confidence Bounds zgornja meja zaupanja
UCT UCB applied to Trees zgornja meja zaupanja za drevesa

Povzetek
Algoritem drevesnega preiskovanja Monte Carlo (MCTS) je racˇunsko precej zah-
teven, poleg tega pa cˇas racˇunanja vpliva na kakovost rezultatov. Namen dela je
zato paralelizacija metode MCTS. S paralelizacijo se povecˇa sˇtevilo iger in drugih
parametrov - rezultati so boljˇsi in bolj zanesljivi. Paralelni algoritem smo napisali
s pomocˇjo knjizˇnice MPI, ki omogocˇa izvajanje na vecˇ racˇunalnikih. Cˇas izvajanja
algoritma smo merili na razlicˇnih velikostih problema. Rezultati paralelizacije so
bili zadovoljivi, saj je bila pohitritev vecˇinoma linearna. Algoritem smo izvajali na
omrezˇju grid, za katerega skrbi Slovenska iniciativa za nacionalni grid. V okviru
dela so nastala tudi navodila za uporabo omrezˇja grid.




Monte Carlo Tree Search algorithm (MCTS) is a computationally expensive algo-
rithm. The time needed for computation correlates with the quality of the results.
The purpose of this work is to parallelize MCTS method. With parallelization we
gain an ability to increase the number of simulated games per turn and other pa-
rameters and still be able to receive results in sufficient time. Quality of results has
been improved significantly. Parallel algorithm was written in MPI library which
enables the program to run on multiple computers. Algorithm was evaluated on
different problem sizes. With big enough problem, the speedup was approximately
linear. Algorithm was run on a grid network which is administered by Slovenian
Initiative for National Grid (SLING). As a part of this work, instructions for usage
of grid network were created.





Pred desetimi leti so bili najboljˇsi racˇunalniˇski igralci Goja macˇji kasˇelj za profesio-
nalne igralce. Igra Go je tako kompleksna, da je preiskovanje s klasicˇnimi algoritmi
(minimaks, alfa-beta rezanje) prineslo slabe rezultate. Treba je bilo uporabljati
hevristiko in omejevati globino preiskovanja. Cˇeprav so bili algoritmi sˇe tako dobri
in premeteni, niso bili kos cˇlovesˇkim igralcem. Leta 2006 je raziskovalec R. Cou-
lom prvi uporabil metodo drevesnega preiskovanja Monte Carlo [22] pri igri Go.
Algoritem je poimenoval CrazyStone. Na racˇunalniˇski olimpijadi, ki je potekala
tisto leto, je premagal vso konkurenco in osvojil zlato medaljo. Metoda drevesnega
preiskovanja Monte Carlo je takrat dobila svoje mesto v umetni inteligenci.
Nasˇa sekvencˇna implementacija drevesnega preiskovanja Monte Carlo (MCTS)
je za izracˇun rezultatov potrebovala vecˇ dni. Odlocˇili smo se paralelizirati algori-
tem v okolju MPI ter tako povecˇati sˇtevilo simuliranih iger. V delu smo predstavili
cˇase te paralelne implementacije in jih primerjali s cˇasi sekvencˇne kode. Algoritem
smo poganjali na omrezˇju grid, za katerega skrbi Slovenska iniciativa za nacionalni
grid (SLING). Zˇeleli smo testirati infrastrukturo in ugotoviti, ali je primerna za
nasˇ problem. V okviru tega dela so nastala tudi navodila za uporabo omrezˇja grid.
Sprva smo na kratko predstavili metodo drevesnega preiskovanja Monte Carlo
in omrezˇje grid. V Poglavju 4 smo omenili navodila za uporabo omrezˇja grid. Nato
smo opisali nasˇe implementacije paralelizacije algoritma. V Poglavju 5 smo opisali
okolje, kjer se je algoritem izvajal, ter predstavili in evalvirali rezultate. Delo smo
koncˇali z diskusijo o svojih opazˇanjih in zakljucˇkom, kjer smo predstavili smernice
za nadaljnje delo.
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Drevesno preiskovanje Monte Carlo (ang. MCTS - Monte Carlo Tree Search)
je preiskovalni algoritem, ki na podlagi simulacije z metodo Monte Carlo gradi
drevo, na podlagi drevesa pa izbere najboljˇso potezo. Uporablja se predvsem v
umetni inteligenci pri igranju iger. Za nekatere igre so klasicˇni algoritmi (kot sta
npr. minimaks in alfa-beta rezanje) zadovoljivi, pri nekaterih igrah pa je vejitveni
faktor prevelik za iskanje optimalne resˇitve. Raziskovalci so se z igro Go, ki ima
velik vejitveni faktor, ukvarjali zˇe vrsto let. Leta 2006 je R. Coulom prvi predstavil
svoj algoritem Crazy Stone na manjˇsi plosˇcˇi Go, veliki 9 x 9 polj, kjer je uporabil
metodo MCTS [22]. Izkazal se je kot zelo uspesˇen in danasˇnji najboljˇsi algoritmi
zˇe konsistentno premagujejo dobre igralce Goja (vendar sˇe niso kos najboljˇsim
igralcem). Odtlej raziskovalci metode MCTS uporabljajo tudi za druge igre in pri
tem so pogosto uspesˇni [17].
Metoda MCTS je v osnovi razdeljena na 4 korake [20]:
• Izbira vozliˇscˇa - na podlagi trenutnih podatkov v drevesu se izbere nasle-
dnje vozliˇscˇe, iz katerega bomo zacˇeli simulacije. Treba je najti kompromis
med najbolj obetavnim trenutnim vozliˇscˇem in raziskovanjem manj raziska-
nih vozliˇscˇ.
• Razsˇiritev vozliˇscˇa - na izbranem vozliˇscˇu se doda novo vozliˇscˇe, ki pred-
stavlja novo akcijo.
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• Simulacija - zacˇetna tocˇka simulacije je na novo dodano vozliˇscˇe. Poteze
se od tukaj naprej izbirajo nakljucˇno.
• Vzvratna posodobitev - ob koncˇani simulaciji se posodobijo podatki na
vseh vozliˇscˇih na poti med dodanim vozliˇscˇem in korenom drevesa.
Slika 2.1: Sˇtirje osnovni koraki metode MCTS
5Slika 2.1 predstavlja sˇtiri korake v eni potezi MCTS. Sˇtevilke v vozliˇscˇih pred-
stavljajo ”sˇtevilo zmag/sˇtevilo simuliranih iger” iz danega vozliˇscˇa. Najprej si
izberemo najbolj obetaven list v drevesu, ga razsˇirimo z novim vozliˇscˇem ”0/0” in
iz tega vozliˇscˇa simuliramo igro. Po koncu simulacije povecˇamo (v nasˇem primeru
1 zmaga) rezultate v vseh vozliˇscˇih, ki vodijo do novega vozliˇscˇa.
Pri koraku izbiranja vozliˇscˇa je treba najti kompromis med izkoriˇscˇanjem zna-
nja (izbira najbolj obetavnega vozliˇscˇa) in raziskovanjem (izbira manj raziska-
nih vozliˇscˇ). Za ta namen uporabljamo formulo UCT (Upper Confidence Bounds









• ri - sˇtevilo zmag v vozliˇscˇu i,
• ni - sˇtevilo obiskov vozliˇscˇa i,
• np - sˇtevilo obiskov vozliˇscˇa p, ki je starsˇ vozliˇscˇa i,
• C - empiricˇno dolocˇena konstanta, ki pove ravnotezˇje med izkoriˇscˇanjem
znanja in raziskovanjem manj raziskanih vozliˇscˇ.
Prvi del enacˇbe ( rini ) meri trenutno oceno vozliˇscˇa, preostali del enacˇbe raziskovanje
drevesa. S konstanto C, ki jo dolocˇimo sami, izberemo, kako pristranski zˇelimo biti
do raziskovanja - vecˇji C pomeni, da zˇelimo vecˇ poudarka na raziskovanju, manjˇsi
C pa daje vecˇ poudarka na izkoriˇscˇanje znanja. Enacˇba UCT (2.1) izhaja iz
enacˇbe UCB (Upper Confidence Bounds). V koraku izbire vozliˇscˇa se sprehodimo
po drevesu. Za vse otroke trenutnega vozliˇscˇa izracˇunamo oceno UCT in izmed
njih izberemo vozliˇscˇe z najvecˇjo oceno. Ko pridemo do lista, preidemo v korak
razsˇiritve vozliˇscˇa.
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2.1 Paralelizacija MCTS
2.1.1 Paralelizacija listov
Paralelizacija listov je eden najlazˇjih nacˇinov paralelizacije metode MCTS. Prva
sta jo opisala Cazenave in Jouandeau [18]. Glavna nit izbere vozliˇscˇe in ga razsˇiri.
Iz tega vozliˇscˇa nato vsaka nit simulira svoje igre neodvisno od drugih niti. Po
koncu simulacije glavna nit zbere rezultate in posodobi vozliˇscˇa (4. korak pri
MCTS). Najvecˇja tezˇava te metode je prav v tem, da niti delujejo neodvisno. Cˇe
glavna nit izbere vozliˇscˇe s slabo potezo, potem lahko sklepamo, da se bo vecˇina
simuliranih iger koncˇala s porazom. To je potrata racˇunske mocˇi, saj bi lahko
isti izid napovedala ena nit, druge niti pa bi medtem simulirale igre iz drugega
vozliˇscˇa in tako pripomogle k vecˇji razvejanosti drevesa - ta metoda se imenuje
paralelizacija korena.
2.1.2 Paralelizacija korena
Podobno kot pri paralelizaciji listov niti delujejo neodvisno. Vsaka nit gradi svoje
drevo (lahko iz razlicˇnega vozliˇscˇa). Ob koncu simulacije se rezultati teh dreves za
vsako posamezno vozliˇscˇe sesˇtejejo in dodajo v glavno drevo.
2.1.3 Drugi nacˇini paralelizacije
Raziskovalci iˇscˇejo nacˇine, ki bi izboljˇsali osnovna dva nacˇina paralelizacije. Cha-
slot [21] je predstavil paralelizacijo drevesa. Gre za paralelizacijo korena, kjer
lahko vsaka nit dostopa do glavnega drevesa in ga spreminja. Zato so potrebne
kljucˇavnice in t. i. ”navidezni poraz”. Kadar vecˇ niti zacˇne izbiro vozliˇscˇa iz is-
tega korena, se lahko zgodi, da vse izberejo isto vozliˇscˇe. Drevo, ki ima lahko vecˇ
milijonov vozliˇscˇ, se tako raziskuje iz enega samega vozliˇscˇa. Chaslot je uvedel
metodo ”navideznega poraza” [19]. Kadar nit obiˇscˇe vozliˇscˇe, se temu vozliˇscˇu
dodeli poraz in tako se njegova vrednost znizˇa. Naslednja nit bo izbrala to vozliˇscˇe
le, cˇe bo to sˇe vedno najobetavnejˇse vozliˇscˇe. Na tak nacˇin se algoritem prisili, da




Grucˇa je skupina racˇunalnikov. Grid je vecˇ grucˇ skupaj. Grucˇe so lahko na
razlicˇnih, geografsko locˇenih lokacijah. Grucˇe se med seboj povezujejo prek aka-
demskega omrezˇja in vmesne programske opreme [8]. Grid deluje kot superracˇunalnik,
ki je razprsˇen po razlicˇnih lokacijah. Najbolj se izkazˇe pri izvrsˇevanju nalog, kjer
je potrebna velika racˇunska mocˇ in kjer zˇelimo nalogo poganjati na veliki kolicˇini
podatkov.
Leta 2009 je Arnes ustanovil Slovensko inicativo za nacionalni grid (SLING)
[12]. Cilj je bil zagotoviti infrastrukturo in enake mozˇnosti slovenskim razisko-
valcem v evropski znanosti. SLING je vstopil med cˇlane Evropske iniciative za
grid (EGI). Pomagali so pri vzpostavitvi osrednje organizacije EGI.eu [4], ki danes
podpira omrezˇje vecˇ kot 350 centrov (300 tisocˇ jeder in 200 PB prostora [3]).
Osnovna infrastruktura v Sloveniji je postavljena na Insˇtitutu Jozˇef Stefan in
Arnes. Uporablja jo lahko vsak raziskovalec, ki izkazˇe svojo identiteto s certifi-
katom, ki ga za Slovenijo izdaja SiGNET [15]. S certifikatom se izkazˇe identiteta
uporabnika, vendar ne zadostuje za pridobitev pravic uporabe grida. Uporabnik
se mora vcˇlaniti v virtualno organizacijo, ki lahko zdruzˇuje vecˇ razlicˇnih fizicˇnih
organizacij. Virtualna organizacija dovoljuje oz. omejuje dostop do sredstev grida.
S certifikatom se torej uporabnik predstavi virtualni organizaciji, ta pa mu dovoli
uporabo omrezˇja grid. Za uporabnike, ki nimajo virtualne organizacije, je name-
njena Slovenska splosˇna virtualna organizacija.
Za oddajo poslov potrebujemo vmesno programsko opremo za grid. Podprta
sta NorduGrid ARC [9] in gLite [6], vendar so gLite zˇe nehali razvijati. V navodilih
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za uporabo (Poglavje 4) smo predstavili uporabo programske opreme Nordugrid
ARC.
Za shranjevanje podatkov skrbi dCache [2], ta podatke, ki so razprsˇeni po vecˇ
razlicˇnih heterogenih strezˇnikih, zdruzˇi v en navidezen datotecˇni sistem.
CREAM (Computing Resource Execution And Management) [1] posle upravlja
nizkonivojsko (posˇiljanje, nadzor, prekinitev poslov).
Tehnologij, ki skrbijo za pravilno delovanje omrezˇja grid, je sˇe veliko, nas pa
zanima predvsem iz uporabniˇskega vidika. Za ta namen smo napisali navodila za
uporabo omrezˇja grid, da uporabniku olajˇsamo prve korake.
Poglavje 4
Navodila za uporabo omrezˇja
grid
Vecˇstopenjska namestitev delovnega okolja in pomanjkanje navodil otezˇijo upo-
rabnikove prve korake pri dostopu do omrezˇja grid. V nadaljevanju smo zato
predstavili strnjena navodila od zaprositve za uporabo omrezˇja do zagona prvega
programa na omrezˇju. Priporocˇeno je, da za spletne strani uporabljamo brskalnik
Mozila Firefox, sicer se pojavijo tezˇave s prikazom vsebine.
4.1 Pridobitev certifikata
Postopek za zaprositev certifikata je opisan na spletni strani [15]. Po zaprositvi za
certifikat po elektronski posˇti dobimo obvestilo, da lahko certifikat prevzamemo
na povezavi [11]. Kliknemo na zavihek ”User”, nato na gumb ”Request a User
Certificate” in nazadnje na gumb ”Request a certificate with automatic browser
detection”. Pricˇaka nas obrazec, prikazan na sliki 4.1.
Izpolnimo obrazec in s tem pridobimo certifikat SiGNET. Certifikat uvozimo
v brskalnik (Mozila Firefox je priporocˇen brskalnik). Zdaj se je treba vcˇlaniti v
VOMS, kjer pridobimo pravico do dostopa omrezˇja. Obiˇscˇemo spletno stran [16].
Cˇe se pojavi napaka, povezana s SSL, pomeni, da certifikata nismo uvozili - upo-
rabiti moramo brskalnik, ki ima uvozˇen certifikat, pridobljen v prejˇsnjem koraku.
Po uspesˇni identifikaciji izpolnimo obrazec za novega uporabnika. Pocˇakamo, da
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Slika 4.1: Obrazec za pridobitev certifikata
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administrator odobri cˇlanstvo - obvestilo dobimo po elektronski posˇti. Zdaj imamo
dostop do omrezˇja grid. V naslednjem koraku bomo namestili delovno okolje.
4.2 Namestitev delovnega okolja
Programsko opremo lahko namestimo na katerikoli operacijski sistem, ki podpira
standard POSIX. Obstaja vecˇ mozˇnosti namestitve [14]. V nadaljevanju smo opi-
sali postopek namestitve vmesne programske opreme NorduGrid ARC na opera-
cijski sistem Ubuntu 14.04.
4.2.1 Namestitev NorduGrid ARC
Potrebovali bomo certifikat SiGNET, ki smo ga pridobili v prejˇsnjem koraku. Za
druge operacijske sisteme si postopek lahko preberemo na [10]. Odpremo terminal
(blizˇnjica Ctrl+Shift+T). Namestiti je treba kljucˇe GPG za NorduGrid ARC, ki
se uporabljajo za avtentikacijo:
1 wget −q http :// download . nordugr id . org /DEB−GPG−KEY−nordugr id .
asc −O− | sudo apt−key add −}
Pridobimo podatke o repozitoriju:
1 wget http :// download . nordugr id . org / packages / nordugrid−
r e l e a s e / r e l e a s e s /13.11/ ubuntu /14.04/amd64/ nordugrid−
r e l e a s e 1 3 .11∼t r u s t y 1 a l l . deb
In jih vnesemo v sistem:
1 sudo dpkg − i nordugrid−r e l e a s e 1 3 .11\∼t r u s t y 1 a l l . deb
Zdaj lahko namestimo NorduGrid ARC iz repozitorija:
1 sudo apt−get i n s t a l l nordugrid−arc−c l i e n t nordugrid−arc−
plug ins−g lobus
4.2.2 Namestitev certifikatnih agencij
Namestimo paket, ki vsebuje zaupanja vredne certifikatne agencije. Odobril jih je
IGTF (Interoperable Global Trust Federation). Namestimo kljucˇe GPG:
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1 wget −q −O − https : // d i s t . eugridpma . i n f o / d i s t r i b u t i o n / i g t f /
cur rent /GPG−KEY−EUGridPMA−RPM−3 | sudo apt−key add −
Vnesemo podatke o repozitoriju v datoteko /etc/apt/sources.list :
1 echo −e ”\n#### EGI Trust Anchor D i s t r i b u t i o n ####\ndeb http
:// r e p o s i t o r y . e g i . eu/sw/ product ion / cas /1/ cur rent eg i− i g t f
core ” | sudo tee −a / e tc / apt / sour c e s . l i s t > /dev/ n u l l
Osvezˇimo metapodatke in namestimo metapaket:
1 apt−get update
2 apt−get i n s t a l l ca−po l i cy−eg i−core
4.2.3 Namesˇcˇanje certifikata
Certifikat SiGNET, ki smo ga pridobili, je treba spremeniti v pravo obliko. Ustva-
rimo mapo ˜/.arc, ki je privzeta mapa za podatke programa NorduGrid ARC
1 mkdir ∼/ . arc
Certifikat SiGNET (datoteka signet.p12) pretvorimo v zahtevani format:
1 opens s l pkcs12 −in s i g n e t . p12 −c l c e r t s −nokeys −out u s e r c e r t .
pem
2 opens s l pkcs12 −in s i g n e t . p12 −noce r t s −nodes −out userkey . pem
Spremenimo dovoljenja dobljenih certifikatov:
1 chmod 400 userkey . pem
2 chmod 644 u s e r c e r t . pem
in jih premaknemo v mapo ˜/.arc:
1 mv userkey . pem ∼/ . arc /
2 mv u s e r c e r t . pem ∼/ . arc /
4.2.4 Dostop do strezˇnika VOMS
Strezˇnik VOMS skrbi za avtorizacijo uporabnikov, zato je najprej treba vnesti
podatke o strezˇniku. Ustvarimo mapo ˜/.arc/vomsdir, ki bo vsebovala podatke.
1 mkdir ∼/ . arc / vomsdir
Podatke vnesemo v datoteki ˜/.arc/vomsdir/voms.sling.si.lsc in ˜/.arc/vomses.
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1 echo −e ”/C=SI /O=SiGNET/O=SLING/CN=voms . s l i n g . s i \n/C=SI /O=
SiGNET/CN=SiGNET CA” > ∼/ . arc / vomsdir /voms . s l i n g . s i . l s c
2 echo −e ’ ”gen . vo . s l i n g . s i ” ”voms . s l i n g . s i ” ”15001” ”/C=SI /O=
SiGNET/O=SLING/CN=voms . s l i n g . s i ””gen . vo . s l i n g . s i ” ’ > ∼/ .
arc /vomses
Za generiranje proksi certifikata pozˇenemo
1 arcproxy −S gen . vo . s l i n g . s i
Cˇe je vse pravilno, dobimo izpis:
1 Your i d e n t i t y : /C=SI /O=SiGNET/O=FRI Uni−Lj /CN=Jure Grabnar
2 Contact ing VOMS s e r v e r (named gen . vo . s l i n g . s i ) : voms . s l i n g . s i
on port : 15001
3 Proxy gene ra t i on succeeded
4 Your proxy i s v a l i d u n t i l : 2014−07−29 01 : 2 3 : 5 9
Zdaj lahko zacˇnemo uporabljati omrezˇje grid. Kadar dobimo izpis
1 The VOMS s e r v e r with the in fo rmat ion :
2 ”gen . vo . s l i n g . s i ” ”voms . s l i n g . s i ” ”15001” ”/C=SI /O=SiGNET/O=
SLING/CN=voms . s l i n g . s i ” ”gen . vo . s l i n g . s i ” ”
3 can not be reached , p l e a s e make sure i t i s a v a i l a b l e
4 Proxy gene ra t i on succeeded
5 Your proxy i s v a l i d u n t i l : 2014−07−29 01 : 2 6 : 1 6
pomeni, da so se certifikati za strezˇnik iztekli in da je treba pridobiti nove. Za
posodobitev certifikatov pozˇenemo
1 sudo apt−get update
2 sudo fe tch−c r l
Zdaj lahko pozˇenemo zgornji ukaz arc-proxy.
V nadaljevanju zˇelimo na grid poslati testni program mpi test.c. Predlozˇimo
skripte, ki jih potrebujemo, in navedemo obicˇajno zaporedje ukazov za uporabo
omrezˇja.
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4.3 Skripte
Za uporabo omrezˇja moramo napisati dve skripti:
1. skripto, ki opisuje vire, ki jih zˇelimo od omrezˇja - uporabljali bomo format
xRSL (Extended Resource Specification Language),
2. zagonsko skripto, ki se prva zazˇene na grucˇi - z njo prevedemo nasˇ program
in ga zazˇenemo, uporabljali bomo bash.
Za obe skripti podamo primer, ki bo zadostoval za vecˇino programov.
4.3.1 xRSL skripta
Osnovna sintaksa za xRSL je par atribut-vrednost,
1 ( a t r i b u t=” vrednost ” )
2 ( a t r i b u t=” vrednost1 ” ” vrednost2 ” ) ( za a t r i b u t e z vec imi
vrednostmi )
ki priredi vrednost atributu. Komentarji se zacˇnejo z ”(*” in koncˇajo z ”*)”:
1 (∗ a t r i b u t=” vrednost ” ∗)
Spodnja skripta xRSL se zacˇne z znakom &, ki oznacˇuje konjunkcijo med vsemi
atributi.
1 &( at r i bu t1=vrednost1 ) ( a t r i bu t2=” vrednost2 ” ) . . .
To pomeni, da velja atribut1 IN atribut2 IN ... vsi atributi do konca datoteke.
Celotno specifikacijo si lahko ogledamo na [5].
Naslednji primer skripte xRSL zadosˇcˇa za vecˇino primerov. Posamezni atributi
so razlozˇeni v komentarjih.
1 &
2 (∗ Dolocimo zagonsko skr ip to , k i se bo zagnala prva ∗)
3 ( executab l e = ” mpi te s t . sh” )
4
5 (∗ Dolocimo datoteke , k i se naj kop i r a j o na gr id ,
6 pot i so r e l a t i v n e g l ede na to , k j e zazenemo ukaz
7 za p o s i l j a n j e pos la arcsub ∗)
8 ( i n p u t f i l e s =
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9 ( ” mpi t e s t . sh” ”” )
10 ( ” mpi t e s t . c” ”” )
11 )
12
13 (∗ Ime programa ; uporabno , ko zaganjamo vec pos lov
14 za l a z j o o r i e n t a c i j o , i z p i s e se p r i k l i c u a r c s t a t ∗)
15 ( jobname=mpi te s t )
16
17 (∗ Datoteki za standardni izhod in standardni izhod za
18 napake ∗)
19 ( stdout=mpi te s t . out )
20 ( s t d e r r=mpi te s t . e r r )
21
22 (∗ Argumenti , k i j i h podamo programu ( k i j i h dobimo
23 preko argv t a b e l e v C−ju ∗)
24 ( arguments= ”1 100 30 20” )
25
26 (∗ S t e v i l o zahtevanih p r o c e s o r j e v . Pr ivze to 64 . ∗)
27 ( count=8)
28
29 (∗ Koliko casa naj bodo r e z u l t a t i hranjen i , ce j i h ne poberem?
∗)
30 ( l i f eT ime=”2 days” )
31
32 (∗ Okolje v katerem se program i z v a j a :
33 APPS/ARNES/MPI−1.7 uporab l ja MPI 1 . 7 . 3
34 APPS/ARNES/MPI−1.6 uporab l ja MPI 1 . 6 . 4 ∗)
35 ( runTimeEnvironment = ”APPS/ARNES/MPI−1.7” )
36
37 (∗ Ime d i r e k t o r i j a , kamor se s h r a n i j o g r id l og datoteke .
38 Prenese jo se ob k l i c u ukaza a rcge t . Uporabno , kadar se kaj
39 zalomi p r i sprejemanju pos la . ∗)
40 ( gmlog=g r i d l o g )
Datoteki za stderr in stdin se bosta prenesli, ko prenesemo izpeljan posel z
ukazom arcget.
Velja omeniti, da je lahko postopek, preden bo na vrsto priˇsel nasˇ posel, cˇe
zahtevamo veliko sˇtevilo procesorjev, dolgotrajen (za privzetih 64 procesorjev lahko
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traja tudi vecˇ dni).
4.3.2 Zagonska skripta
Zagonska skripa je preprosta skripta bash, ki prevede program in ga pozˇene.
1 #! / bin /bash
2
3 PROGRAM=” mpi te s t ”
4 ARGUMENTI=”$@” # Argumenti , k i j i h dobimo i z xRSL ( a t r i b u t ”
arguments ”)
5
6 # 1 . Preva jan je
7 mpicc $PROGRAM. c −o $PROGRAM
8
9 # −−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
10 # I z p i s spremenl j ivk , da vidimo , kaj p r e d s t a v l j a j o
11
12 # $MPIRUN se i z b e r e g l ede na katero MPI r a z l i c i c o
13 # smo i z b r a l i v xRSL runTimeEnvironment at r ibutu
14 echo ”MPIRUN: ””$MPIRUN”
15
16 # $MPIARGS doloca s t e v i l o procesov preko −np parametrov ,
17 # dolocen j e na pod lag i count a t r i bu ta v xRSL
18 echo ”MPIARGS: ””$MPIARGS”
19 #−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−−
20
21 # 2 . Zagon programa
22 $MPIRUN $MPIARGS $PROGRAM $ARGUMENTI
23
24 # 3 . Koncno s t a n j e programa
25 ex i t code=$?
26 echo Program j e koncal s kodo $ex i t code .
27
28 e x i t $ex i t code
Prevedemo ga z mpicc in pozˇenemo z mpirun. Grid podpira vecˇ okolij, v kate-
rem se program lahko izvaja. Lokacija skripte mpirun se zato skriva v okoljski
spremenljivki $MPIRUN.
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Spremenljivka $MPIARGS pove, na koliko procesorjih naj se program izvede
glede na atribut count iz skripte xRSL. Kadar zˇelimo program izvajati na enem
procesorju, se lahko pojavi hrosˇcˇ, kjer $MPIARGS ne dobi pravilne vrednosti in
sistem zavrne posel. V takem primeru je najlazˇje zamenjati vrstico za zagon
programa v:
1 $MPIRUN −np 1 $PROGRAM $ARGUMENTI
Ne smemo pa pozabiti niti spremeniti atributa count v skripti xRSL na 1.
4.3.3 Uporaba omrezˇja grid
Skripte imamo pripravljene, zdaj je treba program poslati na grid, pocˇakati, da
se izvede, in prenesti rezultate. Preden zacˇnemo uporabljati grid, bomo po vsej
verjetnosti morali osvezˇiti proksi certifikat z ukazom:
1 arcproxy −−voms=gen . vo . s l i n g . s i : / gen . vo . s l i n g . s i




1 arcproxy −c v a l i d i t y P e r i o d =24h
pa lahko spremenimo privzeti cˇas veljavnosti. Posel lahko posˇljemo v izvajanje z
ukazom arcsub
1 arcsub −c j o s t . arnes . s i −o i d s mpi te s t . x r s l
Stikalo -c pove, na kateri grucˇi zˇelimo posel izvajati, s stikalom -o pa dolocˇimo
datoteko, kamor naj se shrani ID posla. Na podlagi te datoteke lahko potem bolj
organizirano pridobivamo rezultate, npr. vse posle s sˇtirimi procesorji shranimo
v eno datoteko, posle z osmimi procesorji v drugo itd. To ni nujno, ampak zgolj
omogocˇa lazˇje rokovanje z vecˇjim sˇtevilom poslov.
Posel potrebuje nekaj minut, da pride v sistem. Ko pride v sistem, lahko preverimo
njegov status z ukazom arcstat:
1 a r c s t a t i d p o s l a
npr.
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1 a r c s t a t g s i f t p : // j o s t . arnes . s i :2811/ jobs /
zA3NDmZGRDlnmmR0Xox1SiGmABFKDmABFKDm7rKKDmABFKDm0jK6Mo
ID posla se izpiˇse po koncˇanem ukazu arcsub. Cˇe nas zanimajo vsi posli, lahko
uporabimo stikalo -a:
1 a r c s t a t −a
Pomen statusa naj bi bil dokaj samoumeven, za podrobnejˇso sliko si lahko pre-
beremo 4. poglavje na [13]. Cˇe nas zanima, kaj posel trenutno izvaja, lahko
uporabimo ukaz arccat:
1 arcca t i d p o s l a
2 arcca t −e i d p o s l a
ki izpiˇse standardni izhod ali standardni izhod za napake (s stikalom -e). Ko se po-
sel koncˇa bodisi s statusom Finished bodisi s statusom Failed, se lahko odlocˇimo,
ali bomo rezultate prenesli, lahko pa jih tudi izbriˇsemo. Rezultate prenesemo z
ukazom arcget:
1 arcge t i d p o s l a
Ukaz arcget ustvari nov direktorij in privzeto prekopira datoteki s standardnim
izhodom in standardnim izhodom za napake ter direktorij z dnevniˇskimi datote-
kami omrezˇja grid. Prav tako lahko s stikalom -a prenesemo vse koncˇane posle. Ob
prenosu posla se ta izbriˇse iz sistema in ne obstaja vecˇ. Torej, kadar izbriˇsemo lo-
kalni direktorij tega posla, ne moremo vecˇ dobiti njegovih rezultatov. Kadar pa ne
zˇelimo prenesti rezultatov koncˇanega posla, lahko to storimo z ukazom arcclean
1 a r c c l e an i d p o s l a
ki posel in njegove pripadajocˇe datoteke pobriˇse iz sistema. Izvajanje posla lahko
tudi predcˇasno koncˇamo z ukazom arckill:
1 a r c k i l l i d p o s l a
Za pregled naprednejˇsih mozˇnosti lahko uporabimo
1 man <ukaz>
ki nam pokazˇe seznam vseh stikal za izbrani ukaz. Ta mnozˇica ukazov je zadostna
za normalno uporabo omrezˇja grid.
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4.3.4 Dodatno
Zasedenost omrezˇja lahko nadzorujemo prek Grid Monitorja, dostopnega na [7].
Tu lahko vidimo aktivne uporabnike, kateri posli se izvajajo itd.
Kadar se nam pri uporabi omrezˇja kaj zalomi in ne vemo vecˇ, kako naprej,
lahko kontaktiramo podporo za uporabnike na elektronsko posˇto support@sling.si.
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Poglavje 5
Implementacija
V tem poglavju smo predstavili implementacijo programa s knjizˇnico MPI (ang.
Message Passing Interface). Sekvencˇno implementacijo metode MCTS je spisal
asistent Tom Vodopivec pri izdelavi svojega doktorata.
Program MCTS v osnovi ni bil pisan za vecˇprocesorske sisteme. Del programa,
ki bi ga zˇeleli paralelizirati, se klicˇe iz vecˇ mest v programu, poleg tega je nek klic
odvisen od prejˇsnjih klicev in nakljucˇnega generatorja. Zato smo zˇeleli, da glavni
proces skrbi za potek programa, medtem ko drugi procesi izkljucˇno racˇunajo. S
tem se izognemo sinhronizaciji vseh vmesnih rezultatov in po potrebi sinhronizi-
ramo samo koncˇno vrednost, ki jo izracˇuna glavni proces in je zadostna za nadaljnje
racˇunanje. Tako prihranimo komunikacijo med procesi. Uporabili smo paraleliza-
cijo listov (poglavje 2.1.1) - vsi procesi zacˇnejo pri praznem drevesu, rezultati za
korensko vozliˇscˇe pa se zdruzˇijo po koncˇani paralelizaciji.
5.1 Gomoku
Gomoku ali 5 v vrsto se igra na plosˇcˇi Go, veliki 19 x 19 polj, s cˇrnimi in belimi
figurami. Igralca izmenicˇno postavljata svoje figure na plosˇcˇo. Zmaga tisti, ki mu
prvemu uspe postaviti pet figur v vrsto (horizontalno, vertikalno ali diagonalno).
Nasˇ algoritem MCTS igra na plosˇcˇi, veliki 7 x 7 polj.
21
22 POGLAVJE 5. IMPLEMENTACIJA
5.2 Zgradba ukazov
Ker lahko iz glavnega procesa do delovnih procesov posˇiljamo vecˇ sˇtevil, ki lahko
imajo razlicˇen pomen, smo razvili preprost sistem komunikacije. Poleg poslanega
podatka zraven posˇljemo tudi ukaz, ki pove procesu, kaj naj stori s podatkom.
Ukaz in podatek sta lahko razlicˇnega tipa, zato ju ne moremo poslati kot eno polje
z vecˇ elementi. V MPI lahko za ta namen definiramo lasten tip.
1 s t r u c t s update params {
2 i n t command ;
3 i n t s e l e c t e d a c t i o n ;
4 double dw ;
5 } ;
6
7 void i n i t s t r u c t {
8 i n t num items = 3 ;
9 i n t b l o ck l eng th s [ 3 ] = {1 , 1 , 1} ;
10 MPI Datatype types [ 3 ] = {MPI INT , MPI INT , MPI DOUBLE} ;
11 MPI Aint o f f s e t s [ 3 ] ;
12
13 o f f s e t s [ 0 ] = o f f s e t o f ( s update params , command) ;
14 o f f s e t s [ 1 ] = o f f s e t o f ( s update params , s e l e c t e d a c t i o n ) ;
15 o f f s e t s [ 2 ] = o f f s e t o f ( s update params , dw) ;
16
17 MPI Type create struct ( num items , b lock l engths , o f f s e t s ,
types , &mpi update params type ) ;
18 MPI Type commit(&mpi update params type ) ;
19 }
Pomen posameznih spremenljivk:
• num items - sˇtevilo blokov (med seboj neodvisnih spremenljivk) v tipu,
• blocklengths - sˇtevilo elementov v vsakem bloku,
• types - podatkovni tip vsakega bloka,
• offsets - odmiki posameznih blokov v nasˇi strukturi s update params, ki
jih izracˇunamo v vrsticah 13-15.
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V 17. vrstici ustvarimo MPI podatkovni tip. Nato ga moramo registrirati v 18.
vrstici, preden ga lahko uporabimo v komunikaciji med procesi. Komunikacijo med
procesi lahko zdaj izvajamo s posˇiljanjem strukture s update params. Element
command je ukaz, ki lahko zavzame eno izmed sledecˇih vrednosti:
• BCAST EXIT: ob prejemu tega ukaza se proces koncˇa. Preostala dva elementa
v strukturi sta nedefinirana.
• BCAST NUM GAMES: ob prejemu tega ukaza dobi proces sˇtevilo iger v elementu
selected action in nato zacˇne izvajati paralelno funkcijo z danim sˇtevilom
iger. Element dw je nedefiniran.
• BCAST WEIGHTS: ukaz sluzˇi posodobitvi vmesnih parametrov. Potrebne pa-
rametre dobi v elementih selected action in dw.
5.3 Izvajanje
Z glavnim procesom oznacˇujemo proces, ki polega tega, da racˇuna, skrbi za potek
programa. Kadar potrebuje druge procese, jim sporocˇi parametre s klicem (bloki-
rajocˇ) MPI BCast(), prek katerega v svoji zanki cˇakajo tudi delovni procesi. Ko se
prenehajo izvajati, se ponovno vrnejo v cˇakanje prek MPI BCast(), vse dokler ne
dobijo ukaza, ki vsebuje kodo BCAST EXIT. Ta nacˇin je zelo podoben paralelizaciji
z nitmi.
Metoda Evaluate Players(), ki smo jo zˇeleli paralelizirati, vracˇa rezultat v
tabeli, ki je dolga toliko, kot je sˇtevilo igralcev. Vsak indeks predstavlja izid
posameznega igralca, ki je odstoten (0 % pomeni, da je igralec zgubil v vseh
ponovitvah, 100 %, da je zmagal v vseh). Vsak proces vsebuje delne rezultate in ker
so izidi aditivni, jih lahko sesˇtejemo s klicem MPI Reduce(). Dobljeni rezultat nato
delimo s sˇtevilom procesov, da dobimo koncˇni izid. Test, ki smo ga poganjali, zacˇne
s praznim drevesom in se izvede enkrat, zato sinhronizacija drevesa ni potrebna.
Zanima nas le, kako se algoritem obnasˇa z razlicˇnimi parametri.
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Poglavje 6
Meritve in rezultati
Program smo poganjali na razlicˇnem sˇtevilu jeder za razlicˇno sˇtevilo iger in merili
cˇas izvajanja. Parameter UCT C je bil fiksiran na 0,2. Za vsako potezo smo
izvedli tisocˇ ponovitev. Algoritem MCTS smo testirali na igri Gomoku (plosˇcˇa
je bila velika 7 x 7 polj). Vsak test smo ponovili desetkrat in nato povprecˇili
rezultat. Vsakega izmed testov smo pognali vecˇkrat, da smo zagotovili, da se
izvaja na isti oz. podobni arhitekturi procesorjev kot drugi testi. V nasprotnem
primeru se lahko zgodi, da je cˇas testa z vecˇjim sˇtevilom jeder pocˇasnejˇsi od testa
z manjˇsim sˇtevilom jeder. Izvajalne parametre na grucˇi jost.arnes.si smo pustili
privzete (uporabljali smo skripte, prikazane v poglavju 4.3), spreminjali smo le
sˇtevilo jeder. Vsi posli so se izvajali na isti grucˇi.
Slika 6.1 prikazuje graf pohitritve v odvisnosti od sˇtevila iger za razlicˇno sˇtevilo
jeder. Sˇtevilo iger je vedno deljivo s sˇtevilom jeder, zato vsako jedro dobi enako
sˇtevilo iger. Pohitritev smo izracˇunali na podlagi cˇasov, pridobljenih za eno je-
dro. Idealna pohitritev je enaka sˇtevilu jeder, npr. za osem jeder bi bila idealna
pohitritev osemkratna. Vidimo, da je pohitritev pri majhnem sˇtevilu iger (32, 64)
majhna. Racˇunskega dela za vsako posamezno jedro je pri tem malo in vecˇino
cˇasa program porabi za svojo inicializacijo in komunikacijo med jedri. Ko postaja
program vecˇji, se s tem daljˇsa cˇas, potreben za vsako jedro, in cˇas, ki se porablja
za komunikacijo, postane zanemarljiv. Vecˇje sˇtevilo jeder pomeni tudi daljˇsi cˇas,
potreben za komunikacijo. 32 jeder pri 32 igrah nam prinese le sedemkratno po-
hitritev (idealna bi bila 32), medtem ko pri dveh jedrih dobimo skoraj dvakratno
pohitritev.
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Slika 6.1: Izmerjeni graf pohitritve v odvisnosti od sˇtevila iger za razlicˇno
sˇtevilo jeder
Zanimalo nas je, pri koliksˇnem sˇtevilu iger postane komunikacija zanemarljiva.
Z grafa lahko sklepamo, da se ta meja giba pri okoli 8.192 igrah. Pri tem sˇtevilu
iger ima 16 jeder zˇe 16-kratno pohitritev in 32 jeder okoli 25-kratno. Pri majhnem
sˇtevilu jeder se idealna pohitritev dosezˇe zˇe mnogo prej (za dve jedri je zˇe dovolj
32 iger). Velja omeniti, da je treba pohitritve jemati z rezervo. Tezˇava je namrecˇ
v tem, da se program za 32 jeder izvaja na drugacˇnih procesorjih kot tisti s 16
jedri. Poleg tega se lahko program z istim sˇtevilom jeder izvaja na drugacˇnih
procesorjih vsakicˇ, ko ga pozˇenemo. Ta anomalija je vidna skoraj pri vsaki krivulji,
sˇe najbolj pa se opazi pri 32 jedrih. Pri 8.192 igrah je pohitritev 25-kratna, pri
16.348 in 32.768 igrah pa pade na 16-kratno pohitritev. Sklepamo lahko, da se
je program pri 16.384 in 32.768 igrah izvajal na sˇibkejˇsih procesorjih v primerjavi
s tistimi pri 8.192 igrah. Lahko se je zgodilo, da se je program izvajal na dveh
procesorjih po 16 jeder, namesto na enem z 32 jedri (kar lahko sˇe dodatno povecˇa
cˇas komunikacije, poleg tega so jedra lahko sˇe sˇibkejˇsa). Na drugi strani pa lahko
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vidimo skoraj 36-kratno pohitritev pri 65.536 igrah. Ta superlinearna pohitritev
je verjetno posledica mocˇnejˇsega posameznega jedra pri 32 jedrih v primerjavi s
tistim pri enem jedru (od katerega racˇunamo pohitritev). Sklepamo lahko, da so
se programi z 32 jedri vecˇinoma izvajali na taki arhitekturi, ki omogocˇa najvecˇ 25-
kratno pohitritev (na podlagi sˇtevila iger pri 8.192 in 262.144). Obrnili smo se na
podporo SLING, da bi izvedeli, ali se da vsak program izvajati na isti arhitekturi.
Dobili smo skop odgovor, da je mogocˇe, vendar je bil postopek nejasen. V upanju,
da bi vse programe izvajali na isti arhitekturi, smo jih pognali vecˇkrat, vendar
nam pri nekaterih parametrih to ni uspelo. Da bi se izognili temu, bi teoreticˇno
lahko naredili en sam program, ki bi rezerviral 32 jeder, in naredili vse meritve
v tem programu. Zaradi predolgega izvajanja bi sistem za upravljanje poslov tak
program predcˇasno koncˇal (izvajanje programov za 2 ∗ 262144 = 524288 iger zˇe
presezˇe dovoljeni cˇas).
Slika 6.2: Teoreticˇen graf pohitritve v odvisnosti od sˇtevila iger za razlicˇno
sˇtevilo jeder
Na Sliki 6.2 smo izdelali teoreticˇen graf za meritve na Sliki 6.1, ki pove, kaksˇne
rezultate smo pricˇakovali. Generirali smo ga na podlagi enacˇbe 6.1,
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t = C · tinit + N · tgame
C
+N · C · toverhead (6.1)
kjer je:
• C - sˇtevilo jeder,
• N - sˇtevilo iger,
• tinit - cˇas, potreben za inicializacijo enega jedra (v nasˇem primeru 5),
• tgame - cˇas, potreben za simulacijo ene igre (v nasˇem primeru 10),
• toverhead - cˇas, potreben za inicializacijo ene igre na enem jedru (v nasˇem
primeru 1).
Parametre tinit, tgame, toverhead smo dolocˇili empiricˇno, glede na nasˇa pricˇakovanja.
Cˇe izvzamemo nihanja zaradi razlicˇnih arhitektur, sta si grafa podobna. Na teo-
reticˇnem grafu smo bili malo bolj pesimisticˇni pri majhnem sˇtevilu iger in velikem
sˇtevilu jeder - pricˇakovali smo, da se bo 32 jeder obneslo slabsˇe kot osem jeder
zaradi komunikacije. Krivulje v neki tocˇki doesezˇejo skoraj linearno pohitritev in
od takrat naprej je konstantna - komunikacija postane zanemarljiva.
To dodatno potrdi Slika 6.3, ki prikazuje obrnjen teoreticˇen graf. Nekatere
krivulje so izpusˇcˇene zaradi preglednosti. Tu lahko vidimo optimalno sˇtevilo jeder,
ki jih potebujemo za neko sˇtevilo iger. Cˇe bi vzeli 16 procesorjev za 32 iger, bi
vecˇina jeder ostala neizkoriˇscˇenih. V takem primeru bi bilo bolje vzeti dve jedri
ali sˇtiri jedra, kjer bi bila vsa izkoriˇscˇena.
Slika 6.4, ki prikazuje obrnjen graf prvega izmerjenega grafa, tudi potrdi trdi-
tev, da komunikacija postane zanemarljiva pri okoli 8.192 igrah. Pri vecˇjem sˇtevilu
iger krivulje zˇe sovpadajo. Zaradi tezˇav z razlicˇnimi arhitekturami, bi lahko bila
meja zˇe pri 2.048 ali celo 1.024 igrah.
29
Slika 6.3: Teoreticˇen graf pohitritve v odvisnosti od sˇtevila jeder za razlicˇno
sˇtevilo iger
Slika 6.4: Izmerjeni graf pohitritve v odvisnosti od sˇtevila jeder za razlicˇno
sˇtevilo iger
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6.1 Diskusija
V zacˇetku merjenja smo zˇeleli program testirati tudi na vecˇ kot 32 jedrih. SLING
sprva ni podpiral vecˇ kot 64 jeder, vendar so nam po kontaktiranju podpore
omogocˇili neomejeno sˇtevilo jeder. Izkazalo se je, da je poganjanje na takem sˇtevilu
jeder nestabilno: vcˇasih je delovalo, pogosto ne. Poleg tega smo lahko cˇakali po
vecˇ dni, da je tak posel priˇsel na vrsto (tudi zˇe pri 64 jedrih). V takem primeru
se poraja vprasˇanje uporabnosti: zakaj bi cˇakali vecˇ dni na 64 jeder, cˇe vemo, da
bo manjˇse sˇtevilo jeder priˇslo na vrsto prej in opravilo isto delo, sˇe preden posel
s 64 jedri pride na vrsto? Da bi 64 jeder ali vecˇ priˇslo do izraza, bi potrebovali
veliko vecˇji problem - za primerjavo, eno jedro potrebuje priblizˇno 35 ur za 262.144
iger. Za optimalno razmerje med cˇasom, potrebnim, da posel pride na vrsto, in
cˇasom izvajanja bi lahko nasˇ problem razdelili na manjˇse podprobleme in vsakega
izmed teh podproblemov izvajali na enem jedru. Rezultate bi nato zdruzˇili sami in
paralelizacija algoritma z MPI sploh ne bi bila potrebna. Cˇe s pomocˇjo Gridmoni-
torja (4.3.4) sledimo navadam drugih uporabnikov omrezˇja, ugotovimo, da vecˇina
uporabnikov uporablja ravno to metodo. Posel z enim jedrom pride na vrsto zelo
hitro (ponavadi zˇe nekaj minut po tem, ko pride v sistem), zato je ta metoda zelo
ucˇinkovita.
Algoritem smo zˇeleli testirati tudi na pet tisocˇ ponovitvah na potezo (potrebno
je veliko vecˇ pomnilnika), vendar so bili rezultati slabi pri vecˇjem sˇtevilu iger. Tisocˇ
ponovitev na potezo je dalo zadovoljive rezultate.
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V delu smo se spoznali z drevesno metodo Monte Carlo. Imeli smo sekvencˇni algo-
ritem, ki smo ga paralelizirali z MPI-knjizˇnico. Paralelni algoritem smo poganjali
na omrezˇju grid, ki v Sloveniji dela v okviru SLING-a. Ta razlicˇne organizacije v
Sloveniji zdruzˇuje v razprsˇen superracˇunalnik. Predstavili smo nasˇo implementa-
cijo paralelnega algoritma in rezultate. Problem ima veliko stopnjo paralelnosti.
Vecˇinoma smo dosegli linearno pohitritev, nekje malo manjˇso, ponekod pa celo
superlinearno pohitritev. Seznanili smo se s slabostmi omrezˇja grid za merjenje
rezultatov - razlicˇne arhitekture procesorjev. Za resˇitev tega problema smo pre-
dlagali en velik program, ki bi ga pognali na 32 jedrih in izmerili rezultate za vse
mogocˇe kombinacije parametrov (razlicˇno sˇtevilo iger, razlicˇno sˇtevilo jeder). Tako
bi si zagotovili isto arhitekturo pri vsakem merjenju cˇasa. V okviru dela so nastala
tudi navodila za uporabo omrezˇja grid.
Paralelni algoritem omogocˇa racˇunanje na vecˇjem sˇtevilu iger. Vecˇje sˇtevilo iger
pomeni vecˇjo zanesljivost in natancˇnost algoritma, saj je metoda Monte Carlo, ki
je del MCTS, v osnovi stohasticˇna metoda. Paralelizirali smo osnovno metodo, ki
ne potrebuje informacije od drugih procesov. Obstaja tudi naprednejˇsa metoda,
kjer je treba sinhronizirati stanja med posameznimi potezami. V tem primeru
postane komunikacija veliko pomembnejˇsi faktor kot pri osnovni metodi. Treba
bi bilo paralelizirati napredno metodo in ugotoviti, kako ucˇinkovita je paraleliza-
cija. Cˇe bi se metoda MCTS uporabljala v tekmovalne namene (racˇunalnik proti
racˇunalniku), bi bilo treba razviti tudi sistem, ki bi prekinil izvajanje MCTS na
vseh jedrih po pretecˇenem cˇasu - pri tekmovanjih smo ponavadi omejeni s cˇasom.
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Metoda MCTS je zanimiva nova metoda na podrocˇju umetne inteligence in
upamo, da bo z novimi dognanji raziskovalcev postala sˇe bolj uporabna tudi na
drugih podrocˇjih.
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