The focus of the research project was on developing an interdisciplinary, analytical approach to dimensionality reduction, information dissemination, aggregation and monitoring over complex networks. In the course of the project's development, the following system solutions were proposed, analyzed and implemented: 1) A novel approach to combating physical and network layer communication errors through the novel framework of network coding, termed Hybrid Network Coding. 2) An algorithmic solution for compressive sensing with side information, termed Sparsely Corrupted Information Bottleneck. 3) A family of distributed vote (ordinal data) aggregation methods over networks, with applications in social choice theory and bioinformatics. 
New discoveries:
The discoveries fall into three main categories --a) Compressive sensing and low-rank matrix completion: We developed three novel methods for dimensionality reduction based on codes on graphs and optimization techniques over Grassman manifolds. In particular, we developed the Subspace Evolution and Transfer (SET) algorithm which operates with high accuracy in the highly subsampled observation domain. b) Network Coding: We developed a generalization of Kotter-Kschischang subspace codes for non-coherent networks, suitable for use when the network introduces both dimension and symbol errors. We showed that when the network introduces a large number of symbol errors, the new family of codes outperforms their subspace code counterparts. Two upper bounds on the size of the proposed codes were derived. These bounds represent a variation of Singleton and of a sphere-packing bounds, respectively. The PIs also showed that a simple concatenated scheme that represents a combination of subspace codes and Reed-Solomon codes, is asymptotically optimal with respect to the Singleton bound. In addition, the PIs also derived two efficient decoding algorithms for concatenated subspace codes. The hybrid network coding scheme was shown to have strong duality relationships with the problem of matrix rank minimization. c) Social Choice Theory and Social Networks: We revisited a classical problem in choice theory -vote aggregation -using novel distance measures between permutations that arise in several practical applications. The distance measures were derived through an axiomatic approach, taking into account various issues arising in voting with side constraints. The side constraints of interest include non-uniform relevance of the top and the bottom of rankings (or equivalently, eliminating negative outliers in votes) and similarities between candidates (or equivalently, introducing diversity in the voting process). The proposed distance functions may be seen as weighted versions of the Kendall distance and weighted versions of the Cayley distance. In addition to proposing the distance measures and providing the theoretical underpinnings for their applications, we also considered algorithmic aspects associated with distance-based aggregation processes. We focused on two methods. One method was based on approximating weighted distance measures by a generalized version of Spearmanʼs footrule distance, and it was shown to have provable constant approximation guarantees. The second class of algorithms was based on a non-uniform Markov chain method inspired by PageRank, for which currently only heuristic guarantees are known. We extended these results to voting scenarios where one has to take into account the dynamic and volatility of a social network, distributed information choices, and potential changes in votes induced by factors external to the network.
