Abstract. Let (M, g) be a compact Riemannian manifold on which a tracefree and divergence-free σ ∈ W 1,p and a positive function τ ∈ W 1,p , p > n, are fixed. In this paper, we study the vacuum Einstein constraint equations using the well known conformal method with data σ and τ . We show that if no solution exists then there is a non-trivial solution of another non-linear limit equation on 1-forms. This last equation can be shown to be without solutions no solution in many situations. As a corollary, we get existence of solutions of the vacuum Einstein constraint equation under explicit assumptions which in particular hold on a dense set of metrics g for the C 0 -topology.
1. Introduction 1.1. Background. The Cauchy problem in general relativity asks for a space-time development of a given initial data set (M, g, K) consisting of an n-dimensional manifold M equipped with a Riemannian metric g and a symmetric (0, 2)-tensor K. Such a development is a manifold M := M × R equipped with a globally hyperbolic Lorentzian metric G satisfying Einstein's equation
Here Ric G and R G are the Ricci and scalar curvatures of the metric G and T is the energy-momentum tensor modeling the matter. For (M, G) to be a development it is required that (M, g) embeds isometrically on the slice M × {0} with second fundamental form K.
The initial data (M, g, K) cannot be freely specified but must itself satisfy the so-called the Einstein constraint equations. In this paper, we are interested in the Vacuum Einstein constraint equations
divK − dtrK = 0.
corresponding to the case where the energy-momentum tensor T vanishes everywhere. Y. Choquet-Bruhat and R. Geroch [6] proved that such initial data give rise to a unique development (M, G) as described above.
The most efficient method to find initial data satisfying the vacuum constraint equations is the conformal method developed by A. Lichnerowicz [16] and Y. Choquet-Bruhat and J. W. York [7] . For this approach we let (M, g) be a Riemannian manifold, τ a smooth function and σ be a trace-free and divergence-free symmetric (0, 2)-tensor on M . We consider the following system of equations for ϕ and W ,
where ϕ is a positive smooth and where W is a smooth one-form. In this system the first equation is called the Lichnerowicz equation, and the second equation is called the vector equation. These coupled equations are together called the conformal constraint equations. We have set N := 2n n−2 . Further, ∆ is the non-negative Laplacian acting on functions, R the scalar curvature, and L the conformal Killing operator, all defined using the metric g. Except when the notation indicates otherwise all metric-dependent objects on M are assumed to be defined using the metric g. The conformal Killing operator is defined on a 1-form V by taking the symmetric, trace-free part of ∇V . The vector fields corresponding to 1-forms in the kernel of L are precisely the conformal Killing vector fields, to assume that (M, g) has no conformal Killing vector fields is thus equivalent to assume that ker L = 0.
If (ϕ, W ) are solutions of the conformal constraint equations (2a)-(2b) then
is an initial data set satisfying the vacuum Einstein's constraint equations (1a)-(1b), see for example [3] or [5, Chapter VII] . Note that the function τ is then the mean curvature of the embedding of (M, g) into (M, G).
Let us now describe the results on existence of solutions to the system (2a)-(2b) which are known until now. We restrict to the case of closed manifolds M . The case of constant functions τ is completely understood, see [13] , while the case of non-constant τ in its full generality is still open. All the known existence results require that dτ /τ is small or that σ is small. The reader can refer for instance to [14] , [1] , or [19] . In the presence of matter, then again some smallness of the data is needed, see [11] . Some results are known for initial data of lower regularity, see [12] , [18] .
The main result of this paper, Theorem 1.1, is that if the conformal constraint equations (2a)-(2b) have no solution, then there exists a non-trivial 1-form W solving the equation
for some α 0 ∈ (0, 1]. This result has advantages compared to previous results:
• In the case that Equation (3) has no solution for any α 0 ∈ (0, 1], then we obtain that there exists a solution of the conformal constraint equations (2a)-(2b). We also obtain the compactness of the set of solutions.
• In the case that Equation (3) has no solution, g, τ are in the interior of the set of data for which (2a)-(2b) have solutions for any σ, see Proposition 1.2.
• If dτ /τ is small enough, then Equation (3) has no solution. The point here is that the smallness condition is explicit, see Corollaries 1.3 and 1.4.
• We do not need to assume that the initial data g, τ, σ are smooth.
• This is maybe the main point: the assumptions required in Corollary 1. 3 hold for a dense set of metrics with respect to the C 0 -topology. In other words, let τ be fixed with constant sign. Then, there exists a dense set of metrics with respect to the C 0 -topology such that for all σ, we get solutions of Equations (2a)-(2b), see Corollary 1.5. To our knowledge, this is the first result showing that the set of solutions of the conformal constraint equations is large. Furthermore, it was not known that for any such τ , we can find even one metric giving rise to solutions of the conformal constraint equations.
• Theorem 1.1 lets us expect some further developments by finding other situations where Equation (3) has no solution. The method we use to prove our main result is to decrease the exponent N of ϕ in the right hand side of the vector equation (2b) to N − ǫ, this idea was introduced to us by J. Isenberg. The new equations obtained in this way we call "subcritical" (even though the situation here is not related to criticality of Sobolev embedding as for the Yamabe problem). At a certain point of the proof we can find a supersolution for the subcritical equations regardless of the size of the coefficients in the equations, this makes it possible to solve the subcritical equations for all ǫ > 0. In (12) below we define an "energy" for solutions to the subcritical equations. It turns out that the behavior of solutions as ǫ → 0 is controlled by this energy, if it is bounded we get convergence to a solution of the conformal constraint equations, otherwise certain rescaled solutions converge to a solution to the limit equation.
There are only few results concerning non-existence of solutions of the conformal constraint equations. In [15, Theorem 2] it is shown that there are no solutions if σ ≡ 0 and dτ /τ is small enough. In Theorem 1.7 we strengthen this result by giving a more explicit bound on dτ /τ .
Statement of results.
Let M be a compact manifold of dimension n, our goal is to find solutions to the vacuum Einstein constraint equations using the conformal Method. The given data on M consists of
with p > n, and one is required to find
which satisfy the conformal constraint equations (2a)-(2b). We use standard notation for function spaces, such as L p , C k , and Sobolev spaces W k,p . It will be clear from the context if the notation refers to a space of functions on M , or a space of sections of some bundle over M . For spaces of functions the subscript + is used to indicate the subspace of positive functions.
In our existence result we will assume that • τ vanishes nowhere,
• (M, g) has no conformal Killing vector fields,
Here Y (g) is the Yamabe constant of the conformal class of g, that is
where the infimum is taken over all g ∈ W 2,p conformal to g. Our main result is the following Theorem. Theorem 1.1. Let data be given on M as specified in (4) and assume that (5) holds. Then, at least one of following assertions is true.
• The system of equations (2a)-(2b) admits a solution (ϕ, W ) with ϕ > 0. Furthermore, the set of solutions (ϕ, W ) ∈ W 2,p + × W 2,p is compact.
• There exists a non-trivial solution W ∈ W 2,p of the equation
for some α 0 ∈ (0, 1].
We will call Equation (6) the limit equation since it appears as the equation satisfied by a limit of rescaled solutions. As an immediate consequence we conclude that if Equation (6) has no solution for any α 0 ∈ (0, 1], then the conformal constraint equations (2a)-(2b) admit a solution (ϕ, W ) with ϕ > 0. Note that a solution to the limit equation with α 0 = 0 would be a conformal Killing field, but our standing assumption is that such do not exist on (M, g).
Using standard elliptic theory one can prove the following Proposition, we leave out the details of the argument. Proposition 1.2. The set of metrics g and functions τ for which Equation (6) has no solution is open with respect to the C 1 -topology.
We conclude that Theorem 1.1 not only tells us that (2a)-(2b) have a solution if the limit equation has no solution, but also that g, τ, σ are in the interior of the set of data for which (2a)-(2b) have solutions.
Note that we do not make any claim about uniqueness. Since our construction use the Schauder fixed point theorem as a central step we cannot draw any conclusion about the uniqueness of solutions.
We continue with some applications of Theorem 1.1. Corollary 1.3. Let data be given on M as specified in (4) and assume that (5) holds. Let λ > 0. Assume that the Ricci curvature Ric of (M, g) satisfies Ric ≤ −λg and that
then the system of equations (2a)-(2b) admits a solution (ϕ, W ) with ϕ > 0. Furthermore, the set of solutions
The next result is less explicit but holds without any curvature assumptions. We define
where the infimum is taken over all smooth 1-forms V on M with V ≡ 0. By standard elliptic estimates the constant C g is positive if there are no conformal Killing vector fields on (M, g), see Lemma A.1 in the Appendix.
Corollary 1.4. Let data be given on M as specified in (4) and assume that (5)
Since we do not know all the solutions of (2a)-(2b) a natural question is the following: given M , τ , and σ as above, what can we say about the set of metrics g for which the system of equations (2a)-(2b) has a solution? Is it a large set in some appropriate sense? The next result gives a partial answer to this question. Corollary 1.5. Let τ ∈ W 1,p be a function on M which vanishes nowhere. Let R(M, τ ) be the set of metrics on M such that for all symmetric, trace-and divergencefree (0, 2)-tensors σ ∈ W 1,p the assumptions (5) hold and the system of equations (2a)-(2b) admits a solution with ϕ > 0. Then the set R(M, τ ) is dense with respect to the C 0 -topology in the set R(M ) of all metrics on M .
Corollary 1.5 leads to the question if the set R(M, τ, σ) is dense in a stronger topology. From a physical point of view, the gravitational field depends on the LeviCivita connection and hence on the first derivatives of g. So, a C 1 -density result would be interesting. At the moment, we are not able to obtain such a statement. One could speculate that the limit equation (6) never admits a non-trivial solution.
The following proposition says that this is not true. Proposition 1.6. On the sphere S n there exists a metric g and a function τ such that the limit equation (6) for τ , g has a non-trivial solution for some α 0 ∈ (0, 1].
The proof is surprisingly complicated, it uses a contradiction argument which might be unexpected for such an existence result.
Our last result is not related to the limit equation. It is a near-CMC nonexistence result which strengthens previous results of J. Isenberg and N.Ó Murchadha [15, Theorem 2] . Theorem 1.7. Let data be given on M as specified in (4) . Assume that τ vanishes nowhere, (M, g) has no conformal Killing vector fields, and the operator
The assumption of non-negativity of this operator is weaker than R ≥ 0 but stronger than Y (g) ≥ 0. This last fact is natural since the conformal method is not conformally covariant. Also, the assumptions made for Theorem 1.1 and Theorem 1.7 are mutually exclusive.
In Section 2 we introduce the subcritical perturbation of the conformal constraint equations and prove Theorem 1.1. In Section 3 we give proofs of the corollaries and of Proposition 1.6. Section 4 is devoted to a proof of the non-existence result in Theorem 1.7, and finally in the Appendix we prove that the constant C g is positive.
The methods of this paper will be applied to the vacuum constraint equations on asymptotically hyperbolic manifolds in [9] . The asymptotically euclidean case will be treated in a forthcoming paper.
We thank Jim Isenberg for showing us the idea of using subcritical perturbations of the conformal constraint equations. Also we thank Piotr Chruściel for pointing out a mistake in an earlier version of this article. Further, we would like to thank Bernd Ammann, Lars Andersson, Erwann Delay, and Olivier Druet for helpful discussions.
Proof of Theorem 1.1
In all of this section we assume that data is given on M as specified in (4) and we assume that (5) holds. We will prove that the system (2a)-(2b) then admits a solution (ϕ, W ) with ϕ > 0 if the limit equation does not admit any non-trivial solution. This proof proceeds in several steps.
2.1. The subcritical system. Let 0 < ǫ < 1. We begin by introducing the subcritical system where the exponent of ϕ in (2b) is decreased by ǫ,
In the following Proposition we follow the method of Maxwell [19] to show existence of solutions of these subcritical equations.
Proposition 2.1. Let data be given on M as specified in (4) and assume that (5) holds. Also, let 0 < ǫ < 1. Then there exists at least one solution (ϕ, W ) of the subcritical constraint equations (7a)-(7b). 
and by [19, Proposition 2] there is a unique ψ ∈ W 2,p
We define N ǫ (ϕ) := ψ, and prove the following result.
Lemma 2.2. There exists a constant a ǫ > 0 such that for all b ≤ a ǫ , there is a constant K b depending only on b, g, τ , and σ, but not on ǫ such that
All the arguments for this proof can be found in [19, Proposition 10] , even though a slightly weaker conclusion is formulated there. To prove Proposition 2.1 above we only need the weaker version, later we will apply Lemma 2.2 as stated here.
Proof. Let ϕ be a positive function and let W satisfy the perturbed vector equation (8) . Assume that θ − is a subsolution and θ + is a supersolution of Equation (9) with θ − ≤ θ + . Then it is well known that that there is a solution θ of Equation (9) which satisfies θ − ≤ θ ≤ θ + , see for example [13] . Since solutions of (9) are unique for a given W we conclude that θ = N ǫ (ϕ) and θ − ≤ N ǫ (ϕ) ≤ θ + . To prove Lemma 2.2, we show that θ + = a ǫ is a supersolution if a ǫ is a large real number and if 0 < b ≤ a ǫ is such that ϕ ≤ b, then we can find a subsolution θ − whose minimum K b depends only on b.
By standard elliptic theory, there exists a constant C 0 depending only on g such that any solution W of Equation (8) satisfies
Let a ǫ > 0 be large enough so that
such an a ǫ can be found since we assume that τ vanishes nowhere and ǫ > 0. At this step we crucially use that the equations have been made subcritical, here is also the only place we use this fact. We set θ + := a ǫ , this is then a supersolution of Equation (9) . We now find a subsolution, for this let b ≤ a ǫ and assume that ϕ ≤ b. We first study the case when Y (g) ≥ 0. Then after an appropriate conformal change g := e 2u g the scalar curvature R is non-negative. As in [19, Proposition 10] we consider the solution η of
Under the conformal change this equation is equivalent to the equation
n e −2u τ 2 is positive we know there exists a positive solution η of this equation, and thus there exists a positive solution η of Equation (11) . We set η α := αη for a positive constant α, so that
Choose α small enough so that this is non-positive, then θ − := αη is a subsolution of Equation (9). The choice of the α depends only on max(η), so the constant K b := min θ − depends only on max(η) and min(η). By [19, Proposition 9] we have
L 2p , and
where C 1 , C 2 depend only on g and τ . Using (10) we can further estimate
where C 
and it follows that θ − := η is a subsolution of Equation (9) . Note that in this case, K b = min θ − does not depend on b. This ends the proof of Lemma 2.2.
The next step is to prove that the map N ǫ is continuous. For this we define maps
where W is the unique solution of the perturbed vector equation (8) given ϕ, and
where ψ is the unique solution of the Lichnerowicz equation (9) given W . Note
Lemma 2.3. The maps Υ ǫ , Λ ǫ , and thus also N ǫ , are continuous.
and the continuity of each arrow here is straightforward.
Next we prove that Λ ǫ is continuous, we give a proof which is independent of the Yamabe class of g. Let W i ∈ C 1 , i = 0, 1, be arbitrary. Denote the corresponding solutions of Equation (9) by ψ i and set u i = ln ψ i . Then u i satisfies the equation
Subtracting the equation for u 0 from the equation for u 1 we obtain
Setting u λ := (1 − λ)u 0 + λu 1 for 0 ≤ λ ≤ 1 the previous equation can be rewritten as
Note that by Lemma 2.2 we have
, and
, where τ 2 0 := min M τ 2 is positive by assumption. We are now in a position to apply the maximum principle [10, Theorem 8.1, p. 179] to the function u 1 − u 0 and we obtain
This proves that the map Λ ǫ : W → ψ is Lipschitz continuous on any subset {W ∈ C 1 | W C 1 ≤ C} for any C large enough.
We now prove the existence of solutions to the subcritical system.
Proof of Proposition 2.1. We follow the arguments of [19, Section 4.2] and define
Here K aǫ is the constant given by Lemma 2.2 applied with b = a ǫ . From Lemma 2.2, N ǫ maps U into itself. The set Υ ǫ (U ) is bounded. Because of the Rellich-Kondrakov theorem, I p • Υ ǫ (U ) is relatively compact. Hence N ǫ (U ) = Λ ǫ • I p • Υ ǫ (U ) ⊂ U is also relatively compact. From the fact that U is a convex closed subset of L ∞ , the closed convex hull V of N ǫ (U ) is contained in U , hence V is a compact convex subset and the map N ǫ maps V into itself. By the Schauder fixed point theorem, there exists a fixed point for N ǫ in V , namely a couple (ϕ ǫ , W ǫ ), ϕ ǫ > 0, solving the system (7a)-(7b). By standard regularity theorems we get ϕ ǫ ∈ W 2,p + and W ǫ ∈ W 2,p .
2.2.
Convergence of subcritical solutions. Let ǫ ∈ [0, 1) be arbitrary and let (ϕ, W ) be a solution of the subcritical equations (7a)-(7b). Define the energy of this solution by
and set γ := max{γ, 1}. We first prove that γ controls the L ∞ -norm of ϕ. Note that ǫ = 0 is allowed, so the result applies also to solutions of (2a)-(2b).
Proposition 2.4. There exists a constant C such that for any ǫ ∈ [0, 1) and any pair (ϕ, W ) solving the subcritical equations (7a)-(7b) it holds that
Proof. To abbreviate we set γ := γ(ϕ, W ). We rescale ϕ, W and σ as follows, 
Due to the rescaling we have
The proof proceeds in three steps.
Step 1. Bound for the L 2 -norm of ϕ N Multiplying equation (13a) by ϕ N +1 and integrating over M , we obtain
Integration by parts tells us that the first term in the first integral is non-negative. We set τ 2 0 := min M τ 2 , which is positive by assumption, and conclude that
Here the first term can be estimated using the Hölder inequality
.
Remark that

2N
N −2 = n < p, hence, setting
we obtain:
Since N +2
2N < 1 and γ ≥ 1 by definition, we obtain that the L 2 -norm of ϕ N is bounded independently of the choice of ǫ, ϕ, and W .
Step 2. Induction step
We shall now show that the previous L 2 -estimate for ϕ N can be iteratively improved to give L p -estimates for p ≥ 2. Set p 0 = 2, we construct inductively an increasing sequence p i such that ϕ N is bounded in the L pi -norm. Assume by induction that ϕ N is bounded in L pi . We first improve our estimate for W . From
where q i is such that
p . Note that the sequence q i is increasing since p i is and that
From standard elliptic estimates and the fact that (M, g) admits no conformal Killing vector field, there exists a constant C i such that
Assume that q i < n. By the Sobolev injection, we deduce that L W is bounded in L ri where r i is such that 
from which we find
By a method similar to the one we used in Step 1, we obtain that
for some constant C i that depends only on g and k i . We get the following inequality
Here we have that
and ϕ N ki is bounded in L p i k i , by the Young inequality we conclude that the right hand side of (14) is bounded. From the fact that N > 2, we have
Hence by Inequality (14), we conclude that ϕ N is bounded in L pi+1 where p i+1 = 2 + k i . A simple calculation yields
Since
n there exists an i 0 > 0 such that q i0 ≥ n and q i0−1 < n. When q i > n, the Sobolev space W 1,qi embeds into some Hölder space so the strategy changes. This is the content of the next step.
Step 3. L ∞ bound
Assume first that q i0 > n. Since W is bounded in W 2,qi 0 we know that L W is bounded in the C α -norm where α := 1− n qi 0
. From the fact that the Laplacian acting on functions only involves first order derivatives of the metric, it can be easily seen that the function ϕ is in C 2,α . We can thus apply the classical maximum principle to the equation (13a). Let x ∈ M be such that ϕ attains its maximum value at x. At such a point, the following inequality holds 1
Hence ϕ is bounded. The case q i0 = n can be avoided by slightly decreasing the value of p. We have proved that ϕ is bounded by some constant which depends only on g, τ , and σ. Since ϕ = γ 1 2N ϕ this proves Proposition 2.4.
We can now study what happens when ǫ → 0. This is the content of the next two lemmas. We will see that the behavior is determined by the fact that the corresponding energies γ are bounded or not. Proof. From the previous proposition, we know that the functions ϕ i are uniformly bounded for the L ∞ -norm. From Equation (7b), the sequence W i is uniformly bounded in W 2,p . Since p > n we conclude by the Rellich-Kondrakov theorem that the map L : W 2,p → L ∞ is compact. Up to extracting a subsequence, we can assume that the sequence LW i converges for the L ∞ -norm to some LW ∞ . Hence, from Lemma 2.3, the functions ϕ i converge in the W 2,p -norm (and therefore in the L ∞ -norm) to some ϕ ∞ . Equation (7b) finally implies that the sequence W i converges to W ∞ in the W 2,p -norm.
Lemma 2.6. Assume that there exists sequences ǫ i and (ϕ i , W i ) such that ǫ i ≥ 0, ǫ i → 0, and (ϕ i , W i ) is a solution of the subcritical equations (7a)-(7b) with ǫ = ǫ i . Furthermore assume γ(ϕ i , W i ) → ∞. Then there exists a non-zero solution W ∈ W 2,p of the limit equation
Note that, heuristically, when α 0 = 1, this equation is obtained from the constraint equations (2a)-(2b) by discarding the terms 4(n−1) n−2 ∆ϕ + Rϕ and σ in the Lichnerowicz equation (2a). These are the terms that disappear in the limit γ → ∞, see Equation (13a). The constant α 0 will appear as a defect of scale invariance when dealing with subcritical systems, that is when ǫ i → 0 but ǫ i = 0. More precisely, α 0 will be defined as
Proof. Arguing as in the previous lemma, the 1-forms W i are uniformly bounded in W 2,p . Without loss of generality we can assume that γ(
Up to extracting a subsequence, we can then assume that W i converges in the
All we have to show now is that the functions ϕ i converge in the
If such a statement is proven, passing to the limit in (13b), we see that W ∞ is a solution of the limit equation with α 0 := lim γ(ϕ i , W i )
2N which belongs to [0, 1] since γ(ϕ i , W i ) is assumed to go to infinity. By assumption (M, g) has no conformal Killing fields, which excludes the possibility that α 0 = 0. Choose ǫ > 0, we will show that there exists i 0 such that
for all i ≥ i 0 . For this, take two arbitrary C 2 functions ϕ ± such that
We first show that ϕ + is a supersolution of the rescaled Lichnerowicz equation (13a) if i is large enough. By the maximum principle, we conclude that
Note first that ϕ + ≥ , we have to show that
the previous inequality will be satisfied provided that
Now note that both the terms
tend uniformly to zero due to the facts that ϕ + ∈ C 2 , γ i → ∞ and W i → W ∞ . This proves that there exists i 0 such that for all i ≥ i 0 , ϕ + is a supersolution.
We now prove that ϕ − ≤ ϕ i for i large enough. Note first that ϕ i ≥ γ
K b so this inequality will be fulfilled if we show that ϕ − is a subsolution of the Lichnerowicz equation everywhere it is positive since we can then apply the maximum principle on the set {x ∈ M | ϕ − (x) ≥ γ
The proof is then exactly the same as for ϕ + , except that we use the inequality
We conclude that ϕ i converges to ϕ ∞ , which ends the proof of Lemma 2.6.
With the results obtained so far we can now prove Theorem 1.1.
Proof of Theorem 1.1. Assume that the limit equation (6) To prove compactness, let (ϕ i , W i ) be an arbitrary sequence of solutions of the conformal constraint equations. Applying Lemma 2.6 with ǫ i = 0 we obtain that the sequence γ(ϕ i , W i ) is bounded. Lemma 2.5 then asserts that a subsequence of (ϕ i , W i ) converges. This ends the proof of Theorem 1.1.
Remark 2.7. We see from the proof of Lemma 2.6 that α 0 = 1 if the ǫ i are all equal to 0. This implies in particular if the limit equation (6) has no non-trivial solution for α 0 = 1, then the compactness in the statement of Theorem 1.1 holds.
The limit equation: existence and non-existence results
In this section, we study solutions of the limit equation (6) . We first give nonexistence results and prove Corollaries 1.3, 1.4, and 1.5. Then, we derive some properties leading to the existence result in Proposition 1.6.
3.1. Non-existence results. We first prove the Limit equation has no solutions when the Ricci curvature has a negative upper bound.
Proof of Corollary 1.3. Under the assumption of Corollary 1.3, we show that the limit equation (6) does not have any non-trivial solution, Theorem 1.1 then implies the existence of solutions to the conformal constraint equations. We proceed by contradiction and assume that W ≡ 0 is a solution of
for some α 0 ∈ (0, 1]. Taking the scalar product with W , integrating over M , and using the Hölder inequality, we get
The conformal Killing operator satisfies the Bochner type formula
see for example [20, Chapter 2, §6] . Since we assume that the Ricci curvature satisfies Ric ≤ −λg for some λ > 0, we get
Together with (15), we obtain
which contradicts the assumption of Corollary 1.3.
The next result is that the limit equation has no solution under a near CMC condition.
Proof of Corollary 1.4. As in the proof of Corollary 1.3, we assume that W is a solution of Equation (6) . Taking the scalar product of this equation with W , integrating over M , and using the Hölder inequality, we find
which contradicts the assumption of Corollary 1.4.
Finally we show that metrics with no solution to the limit equation are dense in the C 0 -topology.
Proof of Corollary 1.5. Fix any metric g and set
By a result of J. Lohkamp [17, Theorem B] the set of metrics with a given upper bound on the Ricci curvature is dense in the space of all metrics with respect to the C 0 -topology. Thus we can take a sequence of metrics g i tending to g in C 0 with the property that
for all i, where λ :=
By Corollary 1.3 we obtain the limit equation (6) has no non-trivial solutions for all metrics g i with i large enough and hence, that the system of equations (2a)-(2b) admits a solution for all metrics g i with i large enough. This proves Corollary 1.5.
3.2. Existence result for the limit equation. For the proof of Proposition 1.6 we will use the following result.
Proposition 3.1. Let M be a compact n-manifold equipped with a smooth Riemannian metric g. Let also τ > 0 be smooth. Then at least one of the following statements is true.
• The limit equation (6) has a non-trivial solution for some α 0 ∈ (0, 1].
• For every trace-free and divergence-free smooth (0, 2)-tensor σ ≡ 0 there exists a solution W ∈ W 2,p of the equation
The assumptions on the regularity of g, τ , σ in Proposition 3.1 could be weakened. To simplify the proof we choose to assume smoothness of the data, which is enough for the example we want to find.
Proof. Assume that the limit equation (6) has no solution and take a trace-free and divergence-free (0, 2)-tensor σ ≡ 0. We need to prove that (17) then has a solution. Theorem 1.1 implies that for all a > 0 the conformal constraint equations for (g, τ, aσ) admit a solution. So, there exists (ϕ a , W a ) with ϕ a > 0 such that
We will obtain a solution of (17) by letting a tend to +∞. We set γ a := a 2 and rescale ϕ a and W a as
We divide the argument in two cases.
This situation is very similar to the situation in the proof of Theorem 1.1 when the energy γ(ϕ, W ) is unbounded. Setting Since γ a tends to +∞, the situation is again similar to the situation in the proof of Theorem 1.1 when the energy γ(ϕ, W ) is unbounded. The difference here is that the σ-term does not vanish in the limit. So, mimicking the proof of Theorem 1.1, one sees that W a tends to a solution of Equation (17) . Note that in Equation (17) should appear some α 0 ∈ (0, 1], but Remark 2.7 implies that α 0 = 1.
We can now give an example showing that non-existence of solutions of the limit equation is a property which is not open in the C 2 -topology.
Proof of Proposition 1.6. On S n = {(x 1 , . . . , x n+1 ) ∈ R n+1 | 
everywhere on S n . We will show that g together with τ a for a > 0 large enough satisfy the conclusion of Proposition 1.6. To do this we proceed by contradiction and assume that for every a > 0, the limit equation (6) has no non-trivial solution for any α 0 ∈ (0, 1]. By Proposition 3.1, this means that for all a > 0 and for all trace-free and divergencefree (0, 2)-tensor σ a there exists a non-trivial solution W a ∈ W 2,p of
Now choose a fixed non-zero trace-free and divergence-free (0, 2)-tensors σ supported in M \ V . For the existence of σ with such properties, see for example [8] . We choose σ a = a −1 σ and get from Equation (21) a non-trivial solution of
Take the scalar product of this equation with dτ /τ and integrate. This gives
Together with Inequality (20), we obtain
with maybe a new value of C. Since |σ + aLW a | ≥ a|LW a | − |σ| we conclude from Inequality (22) that (a − C)
The right hand side here is bounded which shows that lim a→+∞ S n dτ τ 
Since σ is supported in S n \ V , we have
Together with (24), this shows that lim inf a→∞ S n σ, aLW a dv g = − lim inf a→∞ S n |σ| 2 dv g .
We get that lim inf a→∞ S n σ, aLW a dv g = 0.
However, since σ is divergence-free, we must have 
