The monitoring of river water quality is important for human life and the health of the environment.
the relationship between the predicted variable with monthly missing values and predictors which are the monthly values of the other existing water quality parameters. Owing to the bias detected on least squares assumptions and the high values of errors, data-driven models such as artificial neural networks (ANNs), which can discover relationships from data without having the complete physical understanding of the system, might be preferable, due to their superior ability to resolve the nonlinear nature of the relationships (Diamantopoulou et al.
).
ANNs have been applied intensively in a variety of disciplines to model complex problems in water resources 
MATERIALS AND METHODS

Study area and data
The Maroon River is an important source of water for drinking, industrial, irrigation, and recreation for people of the 
where w i represents the weight vector, p i is the input vector nature of actual input and output variables. However, the number of hidden nodes is not determined by trial and error; instead, the fuzzy minimum-maximum clustering algorithm is used to determine the number of hidden nodes. A RBF network tends to learn much faster than a MLP network. The output of RBF is computed as:
where X is the input value, Y is the output value, θ() is the RBF, W is the weight connecting the hidden and output nodes, X P represents the center of each hidden node (depends on the observed input data), and X À X p is the 
Development of the ANN networks
The training of the MLP and RBF networks were carried out using the NeuroSolutions software as developed by Neurodimensions Inc. of Florida (NeuroDimension Inc. ).
Data were pre-randomized before being divided into different groups, viz., training data set, cross-validation data set, and testing data set. The first 60% of rows were used for the training, the following 15% of rows were for cross-validation, and the rest were testing data. Randomization of all available data was done in each of these three groups so that the probability of representation of data for the entire range of operation was increased.
In the current study, three learning algorithms, viz., Levenberg-Marquardt, Momentum, and Conjugate Gradient were tested in order to identify the one which best trains the MLP network. In addition, two activation functions, viz., Sigmoid and Tanh were used in order to identify the one which gives the best results in depicting the nonlinearity of the modeled natural system. More about the learning algorithms can be found in Tabari et al. (a, ) . The best learning algorithm, activation function and architecture of the network (the number of hidden layers and neurons in hidden layers) were determined by trial and error.
Performance evaluation criteria
Root mean square error (RMSE), mean absolute error (MAE), and correlation coefficient (r) were used to evaluate the accuracy of the RBF and MLP models. The RMSE, MAE, and r measures are defined as
where P i and O i are the ith estimated and observed values, respectively; P and O are the average of P i and O i , and n is the total number of data.
APPLICATIONS AND RESULTS
In this work, the MLP and RBF models were developed to fill By inspecting the results, the missing data of T w cannot be properly estimated by the constructed MLPs. The r values for the T w parameter were lower than 0.7 and the RMSE values were higher than 17%. The RMSE values for the EC parameter ranged between 5% at Tangetakab station and 25% at Shadegan station. The correlation between the observed and estimated EC was acceptable (0.88 < r < 0.98).
The estimation errors for HCO 3 estimation were between 9 and 18%. The results of the MLP network for estimating the cations of K, Mg, and Na showed that the K concentrations estimated more precisely than the Mg and Na parameters in most cases. Diamantopoulou et al. () found that the Na parameter can be estimated less precisely than Mg and Ca.
In spite of the very low correlation between the observed and estimated pH values, the estimation error for the parameter was acceptable (RMSE <5%). The Furthermore, the estimation errors for the TDS parameter The Ca data estimated by the RBF network at Tangetakab station are shown in Figure 4 . The T W data estimated by the RBF network were not acceptable and the estimation error for this parameter was higher than 24% at all of the stations.
There was a strong relationship between the observed and estimated EC and the estimation error for the parameter was between 8.9% at Behbahan station and 14% at Shadegan station. The poor HCO 3 estimates were found at all of the stations and the r values were lower than 0.3. Evaluation of the statistical measures for the cations of K, Mg, and Na showed that the most suitable estimates were found for the Na parameter at the majority of the stations. The RMSE values for Na estimation were in the range of 16% at Behbahan station to 39% at Shadegan station.
Similar to the results of the MLP network, the pH data estimated by the RBF network had a low correlation coefficient (r < 0.3 at all stations) and low errors (RMSE < 5% at all stations). The best hardness estimates (r ¼ 0.984 and RMSE ¼ 8%) were found at Gorgor stations, whereas the worst estimates (r ¼ 0.716 and RMSE ¼ 18%) were obtained Shadegan station are shown in Figure 5 . The SO 4 value estimates of the RBF network agreed with observed values and followed the same trend. The r values for the TDS parameter at all of the stations were higher than 0.8. Also, the estimation error for this parameter varied from about 10% at 
