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Abstract
Robust estimators, like the median of a point set, are important for data analysis in the presence of
outliers. We study robust estimators for locationally uncertain points with discrete distributions.
That is, each point in a data set has a discrete probability distribution describing its location.
The probabilistic nature of uncertain data makes it challenging to compute such estimators, since
the true value of the estimator is now described by a distribution rather than a single point. We
show how to construct and estimate the distribution of the median of a point set. Building
the approximate support of the distribution takes near-linear time, and assigning probability
to that support takes quadratic time. We also develop a general approximation technique for
distributions of robust estimators with respect to ranges with bounded VC dimension. This
includes the geometric median for high dimensions and the Siegel estimator for linear regression.
2012 ACM Subject Classification Theory of computation ∼ Computational geometry
Keywords and phrases Uncertain Data, Robust Estimators, Geometric Median, Tukey Median
Funding NSF CCF-1115677, CCF-1350888, IIS-1251019, ACI-1443046, CNS-1514520, CNS-1564287,
and NWO project no. 612.001.207
1 Introduction
Most statistical or machine learning models of noisy data start with the assumption that a
data set is drawn iid (independent and identically distributed) from a single distribution.
Such distributions often represent some true phenomenon under some noisy observation.
Therefore, approaches that mitigate the influence of noise, involving robust statistics or
regularization, have become commonplace.
However, many modern data sets are clearly not generated iid, rather each data element
represents a separate object or a region of a more complex phenomenon. For instance, each
data element may represent a distinct person in a population or an hourly temperature
reading. Yet, this data can still be noisy; for instance, multiple GPS locational estimates of
a person, or multiple temperature sensors in a city. The set of data elements may be noisy
and there may be multiple inconsistent readings of each element. To model this noise, the
inconsistent readings can naturally be interpreted as a probability distribution.
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Given such locationally noisy, non-iid data sets, there are many unresolved and important
analysis tasks ranging from classification to regression to summarization. In this paper, we
initiate the study of robust estimators [17, 26] on locationally uncertain data. More precisely,
we consider an input data set of size n, where each data point’s location is described by a
discrete probability distribution. We will assume these discrete distributions have a support
of at most k points in Rd; and for concreteness and simplicity we will focus on cases where
each point has support described by exactly k points, each being equally likely.
Although algorithms for locationally uncertain points have been studied in quite a few
contexts over the last decade [14, 24, 20, 5, 18, 4, 2, 3, 34] (see more through discussion
in full version [10]), few have directly addressed the problem of noise in the data. As the
uncertainty is often the direct consequence of noise in the data collection process, this is a
pressing concern. As such we initiate this study focusing on the most basic robust estimators:
the median for data in R1, as well as its generalization the geometric median and the Tukey
median for data in Rd, defined in Section 1.1. Being robust refers to the fact that the median
and geometric medians have a breakdown points of 0.5, that is, if less than 50% of the data
points (the outliers) are moved from the true distribution to some location infinitely far away,
the estimator remains within the extent of the true distribution [25]. The Tukey median has
a breakdown point between 1d+1 and
1
3 [7].
In this paper, we generalize the median (and other robust estimators) to locationally
uncertain data, where the outliers can occur not just among the n data points, but also as
part of the discrete distributions representing their possible locations.
The main challenge is in modeling these robust estimators. As we do not have precise
locations of the data, there is not a single minimizer of cost(x,Q); rather there may be as
many as kn possible input point sets Q (the combination of all possible locations of the
data). And the expected value of such a minimizer is not robust in the same way that the
mean is not robust. As such we build a distribution over the possible locations of these
cost-minimizers. In R1 (by defining boundary cases carefully) this distribution is of size at
most O(nk), the size of the input, but already in R2 it may be as large as kn.
Our Results. We design algorithms to create an approximate support of these median
distributions. We create small sets T (called an ε-support) such that each possible median
mQ from a possible point set Q is within a distance ε · cost(mQ, Q) of some x ∈ T . In R we
can create a support set T of size O(k/ε) in O(nk log(nk)) time. We show that the bound
O(k/ε) is tight since there may be k large enough modes of these distributions, each requiring
Ω(1/ε) points to represent. In Rd our bound on |T | is O(kd/εd), for the Tukey median and
the geometric median. If we do not need to cover sets of medians mQ which occur with
probability less than ε, we can get a bound O(d/ε2) in Rd. In fact, this general approach in
Rd extends to other estimators, including the Siegel estimator [28] for linear regression. We
then need to map weights onto this support set T . We can do so exactly in O(n2k) time in
R1 or approximately in O(1/ε2) time in Rd.
Another goal may be to then construct a single-point estimator of these distributions:
the median of these median distributions. In R1 we can show that this process is stable
up to cost(mQ, Q) where mQ is the resulting single-point estimate. However, we also show
that already in R1 such estimators are not stable with respect to the weights in the median
distribution, and hence not stable with respect to the probability of any possible location of
an uncertain point. That is, infinitesimal changes to such probabilities can greatly change the
location of the single-point estimator. As such, we argue the approximate median distribution
(which is stable with respect to these changes) is the best robust representation of such data.
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1.1 Formalization of Model and Notation
We consider a set of n locationally uncertain points P = {P1, . . . , Pn} so that each Pi has
k possible locations {pi,1, . . . , pi,k} ⊂ Rd. Here, Pi = {pi,1, . . . , pi,k} is a multiset, which
means a point in Pi may appear more than once. Let Pflat = ∪i{pi,1, . . . , pi,k} represent all
positions of all points in P, which implies Pflat is also a multiset. We consider each pi,j to
be an equally likely (with probability 1/k) location of Pi, and can extend our techniques
to non-uniform probabilities and uncertain points with fewer than k possible locations. For
an uncertain point set P we say Q b P is a traversal of P if Q = {q1, . . . qn} has each qi in
the domain of Pi (e.g., qi = pi,j for some j). We denote by PrQbP[γ(Q)] the probability of
the event γ(Q), given that Q is a randomly selected traversal from P, where the selection of
each qi from Pi is independent of qi′ from Pi′ .
We are particularly interested in the case where n is large and k is small. For technical
simplicity we assume an extended RAM model where kn (the number of possible traversals
of point sets) can be computed in O(1) time and fits in O(1) words of space.
We consider three definitions of medians. In one dimension, given a setQ = {q1, q2, . . . , qn}
that w.l.o.g. satisfies q1 ≤ q2 ≤ . . . ≤ qn, we define the median mQ as qn+1
2
when n is odd and
qn
2
when n is even. There are several ways to generalize the median to higher dimensions [7],
herein we focus on the geometric median and Tukey median. Define cost(x,Q) = 1n
∑n
i=1 ‖x−
qi‖ where ‖ · ‖ is the Euclidian norm. Given a set Q = {q1, q2, . . . , qn} ⊂ Rd, the geometric
median is defined as mQ = arg minx∈Rd cost(x,Q). The Tukey depth [30] of a point p
with respect to a set Q ⊂ Rd is defined depthQ(p) := minH∈Hp |H ∩ Q| where Hp :=
{H is a closed half space in Rd | p ∈ H}. Then a Tukey median of a set Q is a point p that
can maximize the Tukey depth.
1.2 Related Work on Uncertain Data
The algorithms and computational geometry communities have recently generated a large
amount of research in trying to understand how to efficiently process and represent uncertain
data [14, 24, 20, 5, 18, 21, 4, 2, 3, 1], not to mention some motivating systems and other
progress from the database community [27, 16, 15, 34, 6]. Some work in this area considers
other models, with either worst-case representations of the data uncertainty [31] which
do not naturally allow probabilistic models, or when the data may not exist with some
probability [18, 21, 5]. The second model can often be handled as a special case of the
locationally uncertain model we study. Among locationally uncertain data, most work focuses
on data structures for easy data access [12, 15, 29, 3] but not the direct analysis of data.
Among the work on analysis and summarization, such as for histograms [13], convex hulls [5],
or clustering [14] it usually focuses on quantities like the expected or most likely value, which
may not be stable with respect to noise. This includes estimation of the expected median
in a stream of uncertain data [19] or the expected geometric median as part of k-median
clustering of uncertain data [14]. We are not aware of any work on modeling the probabilistic
nature of locationally uncertain data to construct robust estimators of that data, robust to
outliers in both the set of uncertain points as well as the probability distribution of each
uncertain point.
2 Constructing a Single Point Estimate
We begin by exploring the construction of a single point estimator of set of n locationally
uncertain points P. We demonstrate that while the estimator is stable with respect to the
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value of cost, the actual minimum of that function is not stable and provides an incomplete
picture for multimodal uncertainties.
It is easiest to explore this through a weighted point set X ⊂ R1. Given a probability
distribution defined by ω : X → [0, 1], we can compute its weighted median by scanning from
smallest to largest until the sum of weights reaches 0.5.
There are two situations whereby we obtain such a discrete weighted domain. The first
domain is the set T of possible locations of medians under different instantiations of the
uncertain points with weights wˆ as the probability of those medians being realized; see
constructions in Section 3.2 and Section 3.5. Let the resulting weighted median of (T, wˆ) be
mT . The second domain is simply the set Pflat of all possible locations of P, and its weight w
where w(pi,j) is the fraction of Q b P which take pi,j as their median (possibly 0). Let the
weighted median of (Pflat, w) be mP.
I Theorem 1. |mT −mP| ≤ εcost(mP) ≤ εcost(mQ, Q), Q b P is any traversal with mP as
its median.
Proof. We can divide R into |T | intervals, one associated with each x ∈ T , as follows. Each
z ∈ R is in an interval associated with x ∈ T if z is closer to x than any other point y ∈ T ,
unless |z − y| ≤ εcost(z) but |z − x| > cost(z). Thus a point pi,j whose weight w(pi,j)
contributes to wˆ(x), is in the interval associated with x.
Thus, if pi,j = mP, then the sum of all weights of all points greater than pi,j is at most
0.5, and the sum of all weights of points less than pi,j is less than 0.5. Hence if mP is in an
interval associated with x ∈ T , then the sum of all weights of points pi,j in intervals greater
than that of x must be at most 0.5 and those less than that of x must be less than 0.5. Hence
mT = x, and |x− pi,j | ≤ εcost(mP) as desired. J
Non-Robustness of single point estimates. The geometric median of the set {mQ is a
geometric median of Q | Q b P} is not stable under small perturbations in weights; it stays
within the convex hull of the set, but otherwise not much can be said, even in R1. Consider
the example with n = 3 and k = 2, where p1,1 = p1,2 = p2,1 = 0 and p2,2 = p3,1 = p3,2 = ∆
for some arbitrary ∆. The median will be at 0 or ∆, each with probability 1/2, depending on
the location of P2. We can also create a more intricate example where ˆcost(0) = ˆcost(∆) = 0.
As these examples have mQ at 0 or ∆ equally likely with probability 1/2, then canonically
in R1 we would have the median of this distribution at 0, but a slight change in probability
(say from sampling) could put it all the way at ∆. This indicates that a representation of
the distribution of medians as we study in the remainder is more appropriate for noisy data.
3 Approximating the Median Distribution
The big challenge in constructing an ε-support T is finding the points x ∈ Pflat which have
small values of cost(x,Q) (recall cost(x,Q) = 1n
∑n
i=1 ‖x − qi‖) for some Q b P. But this
requires determining the smallest cost Q b P that has x ∈ Q and x is the median of Q.
One may think (as the authors initially did) that one could simply use a proxy function
ˆcost(x) = 1n
∑n
i=1 min1≤j≤k ‖x − pi,j‖, which is relatively simple to compute as the lower
envelope of cost functions for each Pi. Clearly ˆcost(x) ≤ cost(x,Q) for all Q b P, so a set
Tˆ satisfying a similar approximation for ˆcost will satisfy our goals for cost. However, there
exist (rather adversarial) data sets P where Tˆ would require Ω(nk) points; see Appendix A.
On the other hand, we show this is not true for cost. The key difference between cost and
ˆcost is that ˆcost does not enforce the use of some Q b P of which x is a median. That is,
that (roughly) half the points are to the left and half to the right for this Q.
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Figure 1 The plot of Li(p), Ri(p) and Di(p).
Proxy functions L, R, and D. We handle this problem by first introducing two families of
functions, defined precisely shortly. We let Li(x) (resp. Ri(x)) represent the contribution
to cost at x from the closest possible location pi,j of an uncertain point Pi to the left (resp.
right) of x. This allows us to decompose the elements of this cost. However, it does not help
us to enforce this balance. Hence we introduce a third proxy function
Di(x) = Li(x)−Ri(x)
capturing the difference between Li and Ri. We will show that the choice of which points are
used on the left or right of x is completely determined by the Di values. In particular, we
maintain the Di values (for all i ∈ [n]) in sorted order, and use the i with larger Di values
on the right, and smaller Di values on the left for the min cost Q b P.
To define Li, Ri, and Di, we first assume that Pflat and Pi for all i ∈ [n] are sorted (this
would take O(nk log(nk)) time). Then to simplify definitions we add two dummy points to
each Pi, and introduce the notation P˜i = Pi ∪ {pi,0, pi,k+1} and P˜ = {P˜1, P˜2, · · · , P˜n}, where
pi,0 = minPflat − n∆, pi,k+1 = maxPflat + n∆, and ∆ = maxPflat −minPflat. Thus, every
point p ∈ Pflat can be viewed as the median of some traversal of P˜. Moreover, since we put
the pi,0 and pi,k+1 points far enough out, they will essentially act as points at infinity and
not affect the rest of our analysis.
Next, for p ∈ Pflat we define cost(p) = min{cost(p,Q) | p is the median of Q and Q b P˜}.
Thus, if there exists Q b P such that p is the median of Q, then cost(p) ≤ cost(p,Q).
Now to compute cost and expedite our analysis, for p ∈ [minPflat−n∆,maxPflat+n∆], we
define Li(p) = min{|pi− p| | pi ∈ P˜i ∩ (−∞, p]} and Ri(p) = min{|pi− p| | pi ∈ P˜i ∩ [p,∞)}.
and recall Di(p) = Li(p)−Ri(p). Obviously, if p ∈ P˜i, then Di(p) = Li(p) = Ri(p) = 0. For
example, if P˜i = {pi,0, pi,1, pi,2, pi,3, pi,4} and pi,0 < pi,1 < pi,2 < pi,3 < pi,4, then the plot
of Li(p), Ri(p) and Di(p), is shown in Figure 1.
For the sake of brevity, we now assume n is odd; adjusting a few arguments by +1 will
adjust for the n is even case.
Consider next the following property of the Di functions with respect to computing
cost(p) for a point p ∈ Pi0 . Let {i1, i2, · · · , in−1} = [n]\{i0} be a permutation of uncertain
points, except for i0, so that Di1(p) ≤ Di2(p) ≤ · · · ≤ Din−1(p). Then to minimize
cost(p,Q), we count the uncertain points Pil using Lil if in the permutation il ≤ (n− 1)/2
and otherwise count it on the right with Ril . This holds since for any other permutation
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{j1, j2, · · · , jn−1} = [n]\{i0} we have
∑n−1
l=n+12
Dil(p) ≥
∑n−1
l=n+12
Djl(p) and thus
n−1
2∑
l=1
Lil(p) +
n−1∑
l=n+12
Ril(p) =
n−1∑
l=1
Lil(p)−
n−1∑
l=n+12
Dil(p)
≤
n−1∑
l=1
Ljl(p)−
n−1∑
l=n+12
Djl(p) =
n−1
2∑
l=1
Ljl(p) +
n−1∑
l=n+12
Rjl(p).
For p ∈ Pi0 , cost(p) = 1n
(∑n−1
2
l=1 Lil(p) +
∑n−1
l=n+12
Ril(p)
)
under this Di-sorted permutation.
3.1 Computing cost
Now to compute cost for all points p ∈ Pflat, we simply need to maintain the Di in sorted
order, and then sum the appropriate terms from Li and Ri. Let us first examine a few facts
about the complexity of these functions.
The function Li (resp. Ri) is piecewise-linear, where the slope is always 1 (resp. −1). The
breakpoints only occur at x = pi,j for each pi,j ∈ Pi. Hence, they each have complexity Θ(k)
for all i ∈ [n]. The structure of Li and Ri implies that Di is also piecewise-linear, where the
slope is always 2 and has breakpoints for each pi,j ∈ Pi. Each linear component attains a
value Di(x) = 0 when x is the midpoint between two pi,j , pi,j′ ∈ Pi which are consecutive in
the sorted order of Pi.
The fact that all Di have slope 2 at all non-discontinuous points, and these discontinuous
points only occur at Pi, implies that the sorted order of the Di functions does not change
in between points of Pflat. Moreover, at one of these points of discontinuity x ∈ Pflat, the
ordering between Dis only changes for uncertain points Di′ such that there exists a possible
location pi′,j ∈ Pi′ such that x = pi′,j . This implies that to maintain the sorted order of
Di for any x, as we increase the value of x, we only need to update this order at the nk
points in Pflat with respect to Di′ for which there exists pi′,j ∈ Pi′ with pi′,j = x. This takes
O(log(nk)) time per update using a balanced BST, and thus O(nk log(nk)) time to define
cost(x) for all values x ∈ R1. To compute cost(x), we also require the values of Li (or Ri);
these can be constructed independently for each i ∈ [n] in O(k) time after sorting, and in
O(nk log k) time overall.1 Ultimately, we arrive at the following theorem.
I Theorem 2. Consider a set of n uncertain points P with k possible locations each. We can
compute cost(x) for all x ∈ R such that x = pi,j for some pi,j ∈ Pflat in O(nk log(nk)) time.
3.2 Building the ε-Support T and Bounding its Size
We next show that there always exists an ε-support T and it has a size |T | = O(kε ).
I Theorem 3. Given a set of n uncertain points P = {P1, · · · , Pn}, where Pi = {pi,1, · · · , pi,k}
⊂ R, and ε ∈ (0, 1] we can construct an ε-support T that has a size |T | = O(kε ).
1 When multiple distinct pi,j coincide at a point x, then more care may be required to compute cost(x)
(depending on the specifics of how the median is defined in these boundary cases). Specifically, we may
not want to set Li(x) = 0, instead it may be better to use the value Ri(x) even if Ri(x) = α > 0. This
is the case when α < Ri′ (x)− Li′ (x) for some other uncertain point Pi′ (then we say Pi is on the right,
and Pi is on the left). This can be resolved by either tweaking the definition of median for these cases,
or sorting all Di(x) for uncertain points Pi with some pi,j = x, and some bookkeeping.
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Proof. We first sort Pflat in ascending order, scan Pflat = {p1, · · · , pnk} from left to right and
choose one point from Pflat every bn3 c points, and then put the chosen point into T . Now,
suppose p is the median of some traversal Q b P and cost(p) = cost(p,Q). If p /∈ T , then
there are two consecutive points t, t′ in T such that t < p < t′. On either side of p there are
at least bn2 c points in Q, so without loss of generality, we assume |p− t′| ≥ 12 |t− t′|. Since
|[p,∞)∩Q| ≥ n2 and there are at most bn3 c points in [p, t′], we have |(t′,∞)∩Q| ≥ n2−bn3 c ≥ n6 ,
which implies
cost(p) =cost(p,Q) ≥ 1
n
∑
q∈(t′,∞)∩Q
|q − p| ≥ 1
n
∑
q∈(t′,∞)∩Q
|t′ − p|
≥ 1
n
n
6 |t
′ − p| = 16 |t
′ − p| ≥ 112 |t− t
′|. (1)
For any fixed ε ∈ (0, 1], and two consecutive points t, t′ (t < t′) in T , we put x1, · · · , xd 12ε e−1
into T where xi = t+ |t−t
′|i
d 12ε e
for 1 ≤ i ≤ d 12ε e − 1. So, for the median p ∈ (t, t′), there exists
xi ∈ T s.t. |p− xi| ≤ ε12 |t− t′|, and from (1), we know |p− xi| ≤ εcost(p). In total we put
O(kε ) points into T ; thus the proof is completed. J
I Remark 1. The above construction results in an ε-support T of size O(k/ε), but does not
restrict that T ⊂ Pflat. We can enforce this restriction by for each x placed in T to choose the
single nearest point p ∈ Pflat to replace it in T . This results in an (2ε)-support, which can
be made an ε-support by instead adding d 24ε e − 1 points between each pair (t, t′), without
affecting the asymptotic time bound.
I Remark 2. We can construct a sequence of uncertain data {P(n, k)} such that, for each
uncertain data P(n, k), the optimal ε-support T has a size Ω(kε ). For example, for ε =
1
3 ,
1
5 ,
1
7 , · · · , we define n = 1ε , and pi,j = (j − 1)n+ i for i ∈ [n] and j ∈ [k]. Then, for any
median p ∈ Pflat, we have εcost(p) = 2n2
∑n−1
2
i=1 i = n
2−1
4n2 <
1
4 , hence covering no other points,
which implies |T | = Ω(nk) = Ω(kε ).
We can construct the minimal size ε-support T in O(nk log(nk)) time by sorting, and
greedily adding the smallest point not yet covered each step. This yields the slightly stronger
corollary of Theorem 3.
I Corollary 4. Consider a set of n uncertain points P = {P1, · · · , Pn}, where Pi =
{pi,1, · · · , pi,k} ⊂ R, and ε ∈ (0, 1]. We can construct an ε-support T in O(nk log(nk))
time which has the minimal size for any ε-support, and |T | = O(kε ).
There are multiple ways to generalize the notion of a median to higher dimensions [7].
We focus on two variants: the Tukey median and the geometric median. We start with
generalizing the notion of an ε-support to a Tukey median since it more directly follows from
the techniques in Theorem 3, and then address the geometric median.
3.3 An ε-Support for the Tukey Median
A closely related concept to the Tukey median is a centerpoint, which is a point p such that
depthQ(p) ≥ 1d+1 |Q|. Since for any finite set Q ∈ Rd its centerpoint always exists, a Tukey
median must be a centerpoint. This means if p is the Tukey median of Q, then for any closed
half space containing p, it contains at least 1d+1 |Q| points of Q. Using this property, we can
prove the following theorem.
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I Theorem 5. Given a set of n uncertain points P = {P1, · · · , Pn}, where Pi = {pi,1, · · · , pi,k}
⊂ R2, and ε ∈ (0, 1], we can construct an ε-support T for the Tukey median on P that has a
size |T | = O(k2ε2 ).
Proof. Suppose the projections of Pflat on x-axis and y-axis are X and Y respectively. We
sort all points in X and choose one point from X every bn4 c points, and then put the chosen
points into a set XT . For each point x ∈ XT we draw a line through (x, 0) parallel to y-axis.
Similarly, we sort all points in Y and choose one point every bn4 c points, and put the chosen
points into YT . For each point y ∈ YT we draw a line through (0, y) parallel to x-axis.
Now, suppose p with coordinates (xp, yp) is the Tukey median of some traversal Q b P
and cost(p,Q) = 1n
∑
q∈Q ‖q − p‖. If xp /∈ XT and yp /∈ YT , then there are x, x′ ∈ XT and
y, y′ ∈ YT such that x < xp < x′ and y < yp < y′, as shown in Figure 2(a).
Without loss of generality, we assume |xp−x| ≥ 12 |x′−x| and |yp−y| ≥ 12 |y−y′|. Since p is
the Tukey median of Q, we have |Q∩(−∞,∞)×(−∞, yp]| ≥ n3 where (−∞,∞)×(−∞, yp] =
{(x, y) ∈ R2| y ≤ yp}. Recall there are at most bn4 c points of Pflat in (−∞,∞)× [yp, y], which
implies |Q ∩ (−∞,∞)× (−∞, y)| ≥ n3 − bn4 c ≥ n12 . So, we have
cost(p,Q) ≥ 1
n
∑
q∈Q∩(−∞,∞)×(−∞,y) ‖q − p‖ ≥
1
n
n
12 |y − yp| ≥
1
24 |y − y
′|.
Using a symmetric argument, we can obtain cost(p,Q) ≥ 124 |x− x′|.
For any fixed ε ∈ (0, 1], and any two consecutive points x, x′ in XT we put x1, · · · , xd 48ε e−1
into XT where xi = x + |x−x
′|i
d 48ε e
. Also, for any two consecutive point y, y′ in YT , we put
y1, · · · , yd 48ε e−1 into YT where yi = y +
|y−y′|i
d 48ε e
. So, for the Tukey median p ∈ (x, x′)× (y, y′),
there exist xi ∈ XT and yj ∈ YT such that |xp − xi| ≤ ε48 |x− x′| and |yp − yj | ≤ ε48 |y − y′|.
Since we have shown that 124 |x−x′| and 124 |y− y′| are lower bounds for cost(p,Q), we obtain
‖(xp, yp)− (xi, yj)‖ ≤|xp − xi|+ |yp − yj | ≤ ε48(|x− x
′|+ |y − y′|)
≤ ε48(24cost(p,Q) + 24cost(p,Q)) = εcost(p,Q).
Finally, we define T as T := XT × YT . Then for any Q b P, if p is the Tukey median of Q,
there exists t ∈ T such that ‖t − p‖ ≤ εcost(p,Q). Thus, T is an ε-support for the Tukey
median on P. Moreover, since |XT | = O(kε ) and |YT | = O(kε ), we have |T | = O(k
2
ε2 ). J
In a straight-forward extension, we can generalize the result of Theorem 5 to d dimensions.
I Theorem 6. Given a set of n uncertain points P = {P1, · · · , Pn}, where Pi = {pi,1, · · · , pi,k}
⊂ Rd, and ε ∈ (0, 1], we can construct an ε-support T for the Tukey median on P that has a
size |T | = O((2d(d+ 1)(d+ 2)2 kε )d).
3.4 An ε-Support for the Geometric Median
Unlike the Tukey median, there does not exist a constant C > 0 such that: for any geometric
median p of point set Q ⊂ Rd, any closed half space containing p contains at least 1C |Q|
points of Q. For example, suppose in R2 there are 2n+ 1 points on x-axis with the median
point at the origin; this point is also the geometric median. If we move this point upward
along the y direction, then the geometric median also moves upwards. However, for the line
through the new geometric median and parallel to the x-axis, all 2n other points are under
this line.
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Hence, we need a new idea to adapt the method in Theorem 6 for the geometric median
in Rd. We first consider the geometric median in R2. We show we can find some line through
it, such that on both sides of this line there are at least n8 points.
I Lemma 7. Suppose p is the geometric median of Q ⊂ R2 with size |Q| = n. There is a
line ` through p so both closed half planes with ` as boundary contain at least n8 points of Q.
Proof. We first build a rectangular coordinate system at the point p, which means p is
the origin with coordinates (xp, yp) = (0, 0). Then we use the x-axis, y-axis and lines
x = y, x = −y to decompose the plane into eight regions, as shown in Figure 2(b). Since
all these eight regions have the same shape, without loss of generality, we can assume
Ω = {(x, y) ∈ R2| x ≥ y ≥ 0} contains the most points of Q. Then |Ω ∩Q| ≥ n8 , otherwise
n = |Q| = |R2 ∩Q| ≤ 8|Ω ∩Q| < n, which is a contradiction.
If |Q ∩ {p}| ≥ n8 , i.e., the multiset Q contains p at least n8 times, then obviously this
proposition is correct. So, we only need to consider the case |Q ∩ {p}| < n8 . We introduce
notations Ω˜ = Ω \ {p} and Ωo = Ω \ ∂Ω, and denote the coordinates of any q ∈ Q as
q = (xq, yq). From a property of the geometric median (proven in Appendix 14) we know∑
q∈Q\{p}
xq−xp
‖q−p‖ ≤ |Q ∩ {p}|. Since |Q ∩ {p}| < n8 this implies∑
q∈Q∩Ω˜
xq
‖q‖ +
∑
q∈Q\Ω
xq
‖q‖ <
n
8 ,
since p is the origin and Q \ {p} = (Q ∩ Ω˜) ∪ (Q \Ω). From xq‖q‖ = xq√x2q+y2q ≥
1√
2 , ∀q ∈ Ω˜ we
obtain
|Q ∩ Ω˜| 1√
2
≤
∑
q∈Q∩Ω˜
xq
‖q‖ <
n
8 −
∑
q∈Q\Ω
xq
‖q‖ ≤
n
8 + |Q \ Ω| ≤
n
8 + (n− |Q ∩ Ω˜|)
which implies there are not too many points in Ω˜,
|Q ∩ Ω˜| <
√
2n
(1 +
√
2)
· 98 < 0.66n.
Now, we define the two pairs of half spaces which share a boundary with Ω˜: H+1 =
{(x, y) ∈ R2| y ≥ 0}, H−1 = {(x, y) ∈ R2| y ≤ 0} and H+2 = {(x, y) ∈ R2| x − y ≥ 0},
H−2 = {(x, y) ∈ R2| x − y ≤ 0}. We assert either |H+1 ∩ Q| ≥ n8 and |H−1 ∩ Q| ≥ n8 , or
|H+2 ∩Q| ≥ n8 and |H−2 ∩Q| ≥ n8 . Otherwise, since |Q∩Ω| ≥ n8 and Ω ⊂ H+1 ∩H+2 , we have
p
x x
′xp
y
y
′
yp p
x x
′xp
y
y
′
yp
θ
(a) (b) (c)
Figure 2 (a) Tukey median p is in a grid cell formed by x, x′ and y, y′. (b) The plane is
decomposed into 8 regions with the same shape. (c) Geometric median p is in an oblique grid cell
formed by x, x′ and y, y′.
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|H−1 ∩Q| < n8 and |H−2 ∩Q| < n8 . From H−1 ∪H−2 ∪ Ωo = R2 we have
n =|Q| = |R2 ∩Q| = |(H−1 ∪H−2 ∪ Ωo) ∩Q| ≤ |H−1 ∩Q|+ |H−2 ∩Q|+ |Ωo ∩Q|
≤|H−1 ∩Q|+ |H−2 ∩Q|+ |Ω˜ ∩Q| ≤
n
8 +
n
8 + 0.66n < n,
which is a contradiction. Therefore, among lines `1 : y = 0 and `2 : x− y = 0, which both go
through p, one of them has at least n/8 points from Q on both sides. J
I Theorem 8. Given a set of n uncertain points P = {P1, · · · , Pn}, where Pi = {pi,1, · · · , pi,k}
⊂ R2, and ε ∈ (0, 1], we can construct an ε-support T for the geometric median on P that
has a size |T | = O(k2ε2 ).
Proof. The idea to prove this theorem is to use several oblique coordinate systems. We
consider an oblique coordinate system, the angle between x-axis and y-axis is θ ∈ (0, pi2 ], and
use the technique in Theorem 5 to generate a grid. More precisely, we project Pflat onto the
x-axis along the y-axis of the oblique coordinate system to obtain a set X, sort all points in
X, and choose one point from X every bn9 c points to form a set XT . Then we use the same
method to generate Y and YT projecting along the x-axis in the oblique coordinate system.
For each point x ∈ XT we draw a line through (x, 0) parallel to the (oblique) y-axis, and for
each point y ∈ YT we draw a line through (0, y) parallel to the (oblique) x-axis.
Let p with coordinates (xp, yp) be the geometric median of some traversal Q b P and
cost(p,Q) = 1n
∑
q∈Q ‖q − p‖. If xp /∈ XT and yp /∈ YT , then there are x, x′ ∈ XT and
y, y′ ∈ YT such that xp ∈ (x, x′) and yp ∈ (y, y′), as shown in Figure 2(c).
If we have the condition:
|Q ∩ (−∞,∞)× (−∞, yp]| ≥ n8 , |Q ∩ (−∞,∞)× [yp,∞)| ≥
n
8 ,
|Q ∩ (−∞, xp]× (−∞,∞)| ≥ n8 , |Q ∩ [xp,∞)× (−∞,∞)| ≥
n
8 , (2)
then we can make the following computation.
Without loss of generality, we assume |xp− x| ≥ 12 |x′− x| and |yp− y| ≥ 12 |y− y′|. There
are at most bn9 c points of Pflat in (−∞,∞)× [yp, y], which implies |Q∩(−∞,∞)×(−∞, y)| ≥
n
8 − bn9 c ≥ n72 . So, we have
cost(p,Q) ≥ 1
n
∑
q∈Q∩(−∞,∞)×(−∞,y) ‖q − p‖ ≥
1
n
n
72 |y − yp| ≥
sin(θ)
144 |y − y
′|.
Similarly, we can prove cost(p,Q) ≥ sin(θ)144 |x− x′|.
For any fixed ε ∈ (0, 1], and any two consecutive points x, x′ inXT we put x1, · · · , xd 288
ε sin(θ) e−1
into XT where xi = x + |x−x
′|i
d 288
ε sin(θ) e
. Also, for any two consecutive point y, y′ in YT , we put
y1, · · · , yd 288
ε sin(θ) e−1 into YT where yi = y+
|y−y′|i
d 288
ε sin(θ) e
. So, for the L1 median p ∈ (x, x′)×(y, y′),
there exist xi ∈ XT and yj ∈ YT such that |xp − xi| ≤ ε sin(θ)288 |x − x′| and |yp − yj | ≤
ε sin(θ)
288 |y−y′|. Since we have shown that both sin(θ)144 |x−x′| and sin(θ)144 |y−y′| are lower bounds
for cost(p,Q), using the distance formula in an oblique coordinate system, we have
‖(xp, yp)− (xi, yj)‖ ≤((xp − xi)2 + (yp − yj)2 + 2(xp − xi)(yi − yp) cos(θ)) 12
≤((xp − xi)2 + (yp − yj)2 + 2|xp − xi||yi − yp|) 12 = |xp − xi|+ |yp − yj |
≤ε sin(θ)288 (|x− x
′|+ |y − y′|)
≤ε sin(θ)288
(
144
sin(θ)cost(p,Q) +
144
sin(θ)cost(p,Q)
)
= εcost(p,Q).
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Therefore, if all kn geometric medians of traversals satisfy (2) and θ ∈ (0, pi2 ] is a constant
then T = XT × YT is an ε-support of size O
(
k2
(sin(θ)ε)2
)
for the geometric median on P.
Although we cannot find an oblique coordinate system to make (2) hold for all kn medians,
we can use several oblique coordinate systems. Using the result of Lemma 7, for any geometric
median of n points Q, we know there exists a line ` through p and parallel to a line in
{`1 : y = 0, `2 : x− y = 0, `3 : x = 0, `4 : x+ y = 0}, such that in both sides of this line,
there are at least n8 points of Q. Since we did not make any assumption on the distribution of
points in Q, if we rotate `1, `2, `3, `4 anticlockwise by pi8 around the origin, we can obtain four
lines `′1, `′2, `′3, `′4, and there exists a line `′ through p and parallel to a line in {`′1, `′2, `′3, `′4},
such that on both sides of this line, there are at least n8 points of Q. The angle between `
and `′ is at least pi8 .
Therefore, given L = {`1, `2, `3, `4} and L′ = {`′1, `′2, `′3, `′4}, for each pair (`, `′) ∈ L×L′,
we take ` and `′ as x-axis and y-axis respectively to build an oblique coordinate system, and
then use the above method to compute a set T (`, `′). Since for any geometric median p there
must be an oblique coordinate system based on some (`, `′) ∈ L× L′ to make (2) hold for p,
we can take T = ∪`∈L,`′∈L′T (`, `′) as an ε-support for geometric median on P, and the size
of T is |T | = O
(
16 k2(sin(pi8 )ε)2
)
= O
(
k2
ε2
)
. J
The result of Theorem 8 can be generalized to Rd and details are in Appendix C.
3.5 Assigning a Weight to T in R1
Here we provide an algorithm to assign a weight to T in R1, which approximates the
probability distribution of median. For T in Rd, we provide a randomized algorithm in
Section 4.1.
Define the weight of pi,j ∈ Pflat as w(pi,j) = 1kn |{Q b P | pi,j is the median of Q}|, the
probability it is the median. Suppose T is constructed by our greedy algorithm for R1. For
pi,j ∈ Pflat, we introduce a map fT : Pflat → T ,
fT (pi,j) = argmin{|x− pi,j | | x ∈ T, |x− pi,j | ≤ εcost(pi,j)},
where cost(pi,j) = min{cost(pi,j , Q) | pi,j is the median of Q and Q b P}.
Intuitively, this maps each pi,j ∈ Pflat onto the closest point x ∈ T , unless it violates the
ε-approximation property which another further point satisfies.
Now for each x ∈ T , define weight of x as wˆ(x) = ∑{pi,j∈Pflat|fT (pi,j)=x} w(pi,j). So we
first compute the weight of each point in Pflat and then obtain the weight of points in T
in another linear sweep. Our ability to calculate the weights w for each point in Pflat is
summarized in the next lemma. The algorithm, explained within the proof, is a dynamic
program that expands a specific polynomial similar to Li et.al. [22], where in the final state,
the coefficients correspond with the probability of each point being the median.
I Lemma 9. We can output w(pi,j) for all points in Pflat in R1 in O(n2k) time.
Proof. For any pi0 ∈ Pi0 , we define the following terms to count the number of points to the
left (lj) or right (rj) of it in the jth uncertain point (excluding Pi0):
lj =
{
|{p ∈ Pj | p ≤ pi0}| if 1 ≤ j ≤ i0 − 1
|{p ∈ Pj+1 | p ≤ pi0}| if i0 ≤ j ≤ n− 1
, rj =
{
|{p ∈ Pj | p ≥ pi0}| if 1 ≤ j ≤ i0 − 1
|{p ∈ Pj+1 | p ≥ pi0}| if i0 ≤ j ≤ n− 1
.
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Then, if n is odd, we can write the weight of pi0 as
w(pi0) =
1
kn
∑
S1∩S2=∅
S1∪S2={1,··· ,n−1}
(li1 · li2 · . . . · lin−1
2
· rj1 · rj2 · . . . · rjn−1
2
),
where S1 = {i1, i2, · · · , in−1
2
} and S2 = {j1, j2, · · · , jn−1
2
}. This sums over all partitions
S1, S2 of uncertain points on the left or right of pi0 for which it is the median, and each term
is the product of ways each uncertain point can be on the appropriate side. We define w(pi0)
similarly when n is even, then the last index of S2 is jn2 .
We next describe the algorithm for n odd; the case for n even is similar. To compute∑
S1∩S2=∅
S1∪S2={1,··· ,n−1}
(li1 · li2 · . . . · lin−1
2
·rj1 ·rj2 · . . . ·rjn−1
2
), we consider the following polynomial:
(l1x+ r1)(l2x+ r2) · · · (ln−1x+ rn−1), (3)
where
∑
S1∩S2=∅
S1∪S2={1,··· ,n−1}
(li1 · li2 · . . . · lin−1
2
· rj1 · rj2 · . . . · rjn−1
2
) is the coefficient of xn−12 .
We define ρi,j (1 ≤ i ≤ n − 1, 0 ≤ j ≤ i) as the coefficient of xj in the polynomial
(l1x+ r1) · · · (lix+ ri) and then it is easy to check ρi,j = liρi−1,j−1 + riρi−1,j . Thus we can
use dynamic programming to compute ρn−1,0, ρn−1,1, · · · , ρn−1,n−1, as shown in Algorithm 1.
Algorithm 1 Compute ρn−1,0, ρn−1,1, · · · , ρn−1,n−1
Let ρ1,0 = r1, ρ1,1 = l1, ρ1,2 = 0.
for i = 2 to n− 1 do
for j = 0 to i do
ρi,j = liρi−1,j−1 + riρi−1,j
ρi,i+1 = 0
return ρn−1,0, ρn−1,1, · · · , ρn−1,n−1.
Thus Algorithm 1 computes the weight 1knw(pi0) = ρn−1,n−12 for a single pi0 ∈ Pflat. Next
we show, we can reuse much of the structure to compute the weight for another point; this
will ultimately shave a factor n off of running Algorithm 1 nk times.
Suppose for pi0 ∈ Pi0 we have obtained ρn−1,0, ρn−1,1, . . . , ρn−1,n−1 by Algorithm 1, and
then we consider pi′0 = min{p ∈ Pflat \Pi0 | p ≥ pi0}. We assume pi′0 ∈ Pi′0 , and if i′0 < i0, we
construct a polynomial
(l1x+ r1) · · · (li′0−1x+ ri′0−1)(l˜i′0x+ r˜i′0)(li′0+1x+ ri′0+1) · · · (ln−1x+ rn−1) (4)
and if i′0 > i0, we construct a polynomial
(l1x+ r1) · · · (li′0−2x+ ri′0−2)(l˜i′0−1x+ r˜i′0−1)(li′0x+ ri′0) · · · (ln−1x+ rn−1) (5)
where l˜i′0 = l˜i′0−1 = |{p ∈ Pi0 | p ≤ pi′0}| and r˜i′0 = r˜i′0−1 = |{p ∈ Pi0 | p ≥ pi′0}|.
Since (3) and (4) have only one different factor, we obtain the coefficients of (4) from
the coefficients of (3) in O(n) time. We recover the coefficients of (l1x + r1) · · · (li′−1x +
ri′−1)(li′0+1x+ri′0+1) · · · (ln−1x+rn−1) from ρn−1,0, ρn−1,1, · · · , ρn−1,n−1, and then use these
coefficients to compute the coefficients of (4). Similarly, if i′0 > i0, we obtain the coefficients
of (5) from the coefficients of (3). Therefore, we can use O(n2) time to compute the weight
of the first point in Pflat and then use O(n) time to compute the weight of each other point.
The whole time is O(n2) + nkO(n) = O(n2k). J
I Corollary 10. We can assign wˆ(x) to each x ∈ T in R1 in O(n2k) time.
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4 A Randomized Algorithm to Construct a Covering Set
In this section we describe a much more general randomized algorithm for robust estimators
on uncertain data. It constructs an approximate covering set of the support of the distribution
of the estimator, and estimates the weight at the same time. The support of the distribution
is not as precise compared to the techniques in the previous section in that the new technique
may fail to cover regions with small probability of containing the estimator.
Suppose P = {P1, P2, · · · , Pn} is a set of uncertain data, where for i ∈ [n], Pi =
{pi,1, pi,2, · · · , pi,k} ⊆ X for some domain X. An estimator E : {Q | Q b P} 7→ Y maps
Q b P to a metric space (Y, ϕ). Let B(y, r) = {y′ ∈ Y | ϕ(y, y′) ≤ r} be a ball of radius r in
that metric space. We denote ν as the VC-dimension of the range space (Y,R) induced by
these balls, with R = {B(y, r) | y ∈ Y, r ≥ 0}.
We now analyze the simple algorithm which randomly instantiates traversals Q b P,
and constructors their estimators z = E(Q). Repeating this N times builds a domain
T = {z1, z2, . . . , zN} each with weight w(zi) = 1/N . Duplicates of domain points can have
their weights merged as described in Algorithm 2.
Algorithm 2 Approximate the weight of points in T
Initialize T = ∅
for j = 1 to N do
Randomly choose Q b P, and set z = E(Q).
if z = z′ for some z′ ∈ T , then increment cz′ = cz′ + 1
else add z to T , and set cz = 1.
return czN as the approximate value of w(z) for all z ∈ T
I Theorem 11. For ε > 0 and δ ∈ (0, 1), set N = O((1/ε2)(ν + log(1/δ))). Then, with
probability at least 1− δ, for any B ∈ R we have ∣∣∑z∈T∩B w(z)− PrQbP[E(Q) ∈ B]∣∣ ≤ ε.
Proof. Let T ∗ be the true support of E(Q) where Q b P , and let w∗ : T ∗ → R+ be the
true probability distribution defined on T ∗; e.g., for discrete T ∗, then for any z′ ∈ T ∗,
w∗(z′) = PrQbP [E(Q) = z′]. Then each random z generated is a random draw from w∗.
Hence for a range space with bounded VC-dimension [32] ν, we can apply the sampling
bound [23] for ε-approximations of these range spaces to prove our claim. J
In Theorem 11, for zi ∈ T , if we choose B = B(zi, r) ∈ R with r small enough such that
T ∩B only contains zi, then we obtain the following.
I Corollary 12. For ε > 0 and δ ∈ (0, 1), set N = O((1/ε2)(ν + log(1/δ))). Then, with
probability at least 1− δ, for any z ∈ Y we have |w(z)− PrQbP[E(Q) = z]| ≤ ε.
I Remark 3. We can typically define a metric space (Y, ϕ) where ν = O(1); for instance for
point estimators (e.g., the geometric median), define a projection into R1 so no zis map to
the same point, then define distance ϕ as restricted to the distance along this line, so metric
balls are intervals (or slabs in Rd); these have ν = 2.
4.1 Application to Geometric Median
For each Q b P, the geometric median mQ may take a distinct value. Thus even calculating
that set, let alone their weights in the case of duplicates, would require at least Ω(kn) time.
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But it is straightforward to apply this randomized approach. For Pflat ∈ Rd, the natural
metric space (Y, ϕ) is Y = Rd and ϕ as the Euclidian distance.
However, there is no known closed form solution for the geometric median; it can be
computed within any additive error φ through various methods [33, 11, 9, 8]. As such, we
can state a slightly more intricate corollary.
I Corollary 13. Set ε > 0 and δ ∈ (0, 1) and N = O((1/ε2)(d+ log(1/δ))). For an uncertain
point set P with Pflat ⊂ Rd, let the estimator E be the geometric median, and let Eφ be an
algorithm that finds an approximation to the geometric median within additive error φ > 0.
Run the algorithm using Eφ. Then for any ball B = B(x, r) ∈ R, there exists2 another ball
B′ = B(x, r′) with |r − r′| ≤ φ such that with probability at least 1− δ,∣∣∣ ∑
z∈T∩B′
w(z)− Pr
QbP
[E(Q) ∈ B]
∣∣∣ ≤ ε.
4.2 Application to Siegel Estimator
The Siegel (repeated median) estimator [28] is a robust estimator S for linear regression in
R2 with optimal breakdown point 0.5. For a set of points Q, for each qi ∈ Q it computes
slopes of all lines through qi and each other q′ ∈ Q, and takes their median ai. Then it
takes the median a of the set {ai}i of all median slopes. The offset b of the estimated line
` : y = ax + b, is the median of (yi − axi) for all points qi = (xi, yi). For uncertain data
Pflat ⊂ R2, we can directly apply our general technique for this estimator.
We use the following metric space (Y, ϕ). Let Y = {` | ` is a line in R2 with form y =
ax + b, where a, b ∈ R}. Then let ϕ be the Euclidean distance in the standard dual; for
two lines ` : y = ax + b and `′ : y = a′x + b′, define ϕ(`, `′) =
√
(a− a′)2 + (b− b′)2.
By examining the dual space, we see that (Y,R) with R = {B(`, r) | ` ∈ Y, r ≥ 0} and
B(`, r) = {`′ ∈ Y | ϕ(`, `′) ≤ r} has a VC-dimension 3.
From the definition of the Siegel estimator [28], there can be at most O(n3k3) distinct
lines in T = {S(Q) | Q b P}. By Corollary 12, setting N = O((1/ε2) log(1/δ)), then with
probability at least 1− δ for all z ∈ T we have
∣∣∣w(z)− PrQbP[S(Q) = z]∣∣∣ ≤ ε.
5 Conclusion
We initiate the study of robust estimators for uncertain data, by studying the median, as
well as extensions to the geometric median and Siegel estimators, on locationally uncertain
data points. We show how to efficiently create approximate distributions for the location of
these medians in R1. We generalize these approaches to robust estimators associated with
bounded VC-dimension range spaces in a general metric space. We also argue that although
we can use such distributions to calculate a single-point representation of these distributions,
it is not very stable to the input distributions, and serves as a poor representation when the
true scenario is multi-modal; hence further motivating our distributional approach.
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2 To simplify the discussion on degenerate behavior, define ball B′, so any point q on its boundary can be
defined inside or outside of B, and this decision can be different for each q, even if they are co-located.
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A The Size of Tˆ Based on ˆcost
For a given positive number ε and a set of uncertain points P = {P1, · · · , Pn} where
Pi = {pi,1, · · · , pi,k} ⊂ R, i ∈ [n], if we define ˆcost(x) = 1n
∑n
i=1 min1≤j≤k |x− pi,j | and try
to find a set Tˆ such that for any Q b P , there exists x ∈ Tˆ s.t. |x−mQ| ≤ ε ˆcost(mQ), then
for some fixed ε > 0, the size of Tˆ may satisfy |Tˆ | = Ω(nk).
In fact, for this data set: ε = 14 , k = 2, pi,1 = 1− 12i−1 and pi,2 = 1 for all i ∈ [n], we have
ˆcost(pi,1) =
1
n
i−1∑
j=1
(pj,2 − pi,1) +
n∑
j=i+1
(pj,1 − pi,1)

= 1
n
i−1∑
j=1
(
1− (1− 12i−1 )
)
+
n∑
j=i+1
(
1− 12j−1 − (1−
1
2i−1 )
)
= 12i−1 +
1
n
( 1
2n−1 − 2
1
2i−1
)
<
1
2i−1 ,
which implies
ε ˆcost(pi,1) + ε ˆcost(pi+1,1) <
1
4
1
2i−1 +
1
4
1
2i <
1
2i = pi+1,1 − pi,1.
So we have [pi,1−ε ˆcost(pi,1), pi,1+ε ˆcost(pi,1)]∩[pi+1,1−ε ˆcost(pi+1,1), pi+1,1+ε ˆcost(pi+1,1)] = ∅
for i ∈ [n], which implies |Tˆ | ≥ n.
Now, if we consider n = 1, 2, 3, · · · , k = 2, 4, 6, · · · and pi,j = 12 (3j − 1)− 12i−1 , pi,j+1 =
1
2 (3j − 1) for j = 1, 3, 5, · · · k − 1 and i ∈ [n], then is easy to check |Tˆ | ≥ 12kn. Therefore, we
have |Tˆ | = Ω(nk).
B A Property of Geometric Median
To prove the result of Lemma 7, we need the following property of geometric median.
Although this result is stated on Wikipedia, we have not found a proof in the literature, so
we present it here for completeness.
I Lemma 14. Suppose p is the geometric median of Q = {q1, · · · , qn} ⊂ Rd, and (x1, · · · , xd)
and (xi,1, · · · , xi,d) are the coordinates of p and qi respectively, then we have |
∑
qi∈Q\{p}
xj−xi,j
‖q−p‖ | ≤
|Q ∩ {p}| for any j ∈ [d].
Proof. We introduce the notation f(y) = f1(y) + f2(y) where f1(y) =
∑
q∈Q\{p} ‖q− y‖ and
f2(y) =
∑
q∈Q∩{p} ‖q − y‖. Suppose vj ∈ Rd is a vector such that its j-th component is one
and all other components are zero. Since p is the global minimum point of f , for any j ∈ [d]
there exists δj > 0 such that
f(p+ εvj) ≥ f(p) and f(p− εvj) ≥ f(p), ∀ ε ∈ [0, δj),
which implies
f1(p+ εvj) + f2(p+ εvj) ≥ f1(p) + f2(p), ∀ ε ∈ [0, δj), (6)
and
f1(p− εvj) + f2(p− εvj) ≥ f1(p) + f2(p), ∀ ε ∈ [0, δj). (7)
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Since f2(p) = 0, from (6) we have 1ε (f1(p+ εvj)− f1(p)) ≥ − 1εf2(p+ εvj) = −|Q ∩ {p}|.
Letting ε→ 0+, we obtain ∂f1(p)∂xj ≥ −|Q ∩ {p}| which implies∑
qi∈Q\{p}
xj − xi,j
‖q − p‖ ≥ −|Q ∩ {p}|. (8)
Similarly, using (7) we can obtain∑
qi∈Q\{p}
xj − xi,j
‖q − p‖ ≤ |Q ∩ {p}|. (9)
Thus, conclusion of this lemma is obtained from (8) and (9). J
The bound in Lemma 14 is tight. For example, we consider Q = {(−2, 0), (−1, 0),
(0, 0), (1, 0), (−1, 1), (−1,−1)} ⊂ R2, then p = (−1, 0) is the geometric median of Q and
|∑q=(xq,yq)∈Q\{p} −1−xq‖q−p‖ | = 1 = |Q ∩ p|.
C Size bound of T in Rd
Using the method in the proof of Theorem 8, we can generalize the result of this theorem to
R3 and higher dimensional space.
I Theorem 15. Given a set of n uncertain points P = {P1, · · · , Pn}, where Pi = {pi,1, · · · , pi,k}
⊂ R3, and ε ∈ (0, 1], we can construct an ε-support T for L1 median on P that has a size
|T | = O
(
k3
ε3
)
.
Proof. The first step is to obtain a result similar to Lemma 7: if p is the L1 median of a set
of n points Q ⊂ R3, then we can find a plane h through p, such that any closed half space
with h as its boundary contains at least n24 points of Q.
To prove this, we build a rectangular coordinate system at the point p, and use nine
planes H3 = {x1 = 0, x2 = 0, x3 = 0, x1 ± x2 = 0, x2 ± x3 = 0, x3 ± x1 = 0} to partition R3
into 24 regions: {Ωi,s| i ∈ {1, 2, 3}, s ∈ {1,−1}3}, where Ωi,s = Ωi,(s1,s2,s3) := {(x1, x2, x3) ∈
R3| sixi ≥ sjxj ≥ 0, for j = 1, 2, 3}. All of these regions have the same shape with
Ω1,(1,1,1) = {(x1, x2, x3) ∈ R3|x1 ≥ x2 ≥ 0, x1 ≥ x3 ≥ 0}, which means they can coincide
with each other through rotation, shift and reflection. So, we define Ω = Ω1,(1,1,1) and
without loss of generality assume |Q ∩ Ω| = maxi∈[3],s∈{1,−1}3 |Q ∩ Ωi,s|. Obviously, we have
|Q ∩ Ω| ≥ n24 .
We only need to consider the case |Q ∩ {p}| < n24 . Introducing notations Ω˜ = Ω \ {p},
Ωo = Ω \ ∂Ω, from the property of L1 median we know
∑
q∈Q\{p}
xq,1−xp,1
‖q−p‖ ≤ |Q∩ {p}| < n24 .
Since p is the origin, we have
∑
q∈Q∩Ω˜
xq,1
‖q‖ +
∑
q∈Q\Ω
xq,1
‖q‖ <
n
24 , which implies |Q ∩ Ω˜| 1√3 <
n
24 + |Q \ Ω| ≤ n24 + (n− |Q ∩ Ω˜|) since xq,1‖q‖ ≤ 1√3 , for all q ∈ Ω˜. Thus, we obtain
|Q ∩ Ω˜| <
√
3n
1 +
√
3
· 2524 < 0.67n. (10)
Now, for x = (x1, x2, x3) ∈ R3 we define h1(x) = x1 − x2, h2(x) = x1 − x3, h3(x) = x2,
h4(x) = x3, and H+i = {x ∈ R3| hi(x) ≥ 0}, H−i − = {x ∈ R3| hi(x) ≤ 0}, and assert there
exists i ∈ [4] such that |H+i ∩Q| ≥ n24 and |H−i ∩Q| ≥ n24 . Otherwise, since |Q ∩ Ω| ≥ n24
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and Ω ⊂ ∩4i=1H+i , we have |H−i ∩Q| < n24 for all i ∈ [4]. From ∪4i=1H−i ∪ Ωo = R3 and (10)
we have
n =|Q| = |R3 ∩Q| = |(∪4i=1H−i ∪ Ωo) ∩Q| ≤
4∑
i=1
|H−1 ∩Q|+ |Ωo ∩Q|
≤
4∑
i=1
|H−1 ∩Q|+ |Ω˜ ∩Q| ≤
4n
24 + 0.67n < n, (11)
which is a contradiction. Therefore, in {x1− x2 = 0, x1− x3 = 0, x2 = 0, x3 = 0} there exists
at lease one plane such that any closed half space with this line as the boundary contains at
least n24 points of Q.
The second step is to obtain three sets of planes which have the same structure with
H3, and this can be done through orthogonal transformation. Since a plane through the
origin can be uniquely determined by its normal vector, we can use normal vectors V3 =
{(1, 0, 0), (0, 1, 0), (0, 0, 1), (1,±1, 0), (0, 1,±1), (±1, 0, 1)} to represent planes in H3. Then,
we choose three orthogonal matrices M1, M2, M3 and define V3(Mi) = {vMi| v ∈ V3} for
i = 1, 2, 3. One set of feasible orthogonal matrices is {Mi|Mi = I3−2u3,iuT3,i, for i = 1, 2, 3},
where I3 is a 3×3 identity matrix, and u3,i = (1i, 2i, 3i)T is a column vector. It can be verified
that minvi∈V3(Mi),∀ i∈[3] |Det([v1; v2; v3])| ≥ 4.8468×10−4, where [v1; v2; v3] is a 3×3 matrix
and vi is its ith row. This means if we arbitrarily choose three vectors v1, v2, v3 from V3(M1),
V3(M2) and V3(M3) respectively, then these three vectors are linearly independent, so the three
planes determined by these vectors can form an oblique coordinates system. We can use the
method in the proof of Theorem 8, to generate a set T (v1, v2, v3) with size O(C[v1;v2;v3] k
3
ε3 ) in
this oblique coordinate system, where C[v1;v2;v3] is a constant determined by |Det([v1; v2; v3])|.
For the three orthogonal matrices we chose above, |Det([v1; v2; v3])| has a lower bound, so
the constant C[v1;v2;v3] has an upper bound, which implies O
(
C[v1;v2;v3]
k3
ε3
)
= O
(
k3
ε3
)
.
For any L1 median p of n points Q and any V3(Mi) there must be a plane through p and
orthogonal to a vector in V3(Mi) such that in both sides of this plane there are at least n24
points of Q. So, there exist (v1, v2, v3) ∈ V3(M1)× V3(M2)× V3(M3) and x ∈ T (v1, v2, v3)
such that ‖x − p‖ ≤ εcost(p,Q). Therefore, we can take T = ∪vi∈V3(Mi),∀ i∈[3]T (v1, v3, v3)
as an ε-support for L1 median on P with size O(k
3
ε3 ). J
In the proof of Theorem 15, we choose three orthogonal matrices M1, M2, M3. These
three matrices are independent from the input data P, so we can store these orthogonal
matrices and use them to compute the ε-support of L1 median for any P in R3.
To generalize the result of Theorem 15 to Rd, we can use d+2
(
n
2
)
hyperplanes Hd = {xi =
0 | i ∈ [d]}∪{xi±xj = 0 | 1 ≤ i < j ≤ d} to partition Rd into d2d regions: {Ωi,s | i ∈ [d], s ∈
{1,−1}d}, where Ωi,s = Ωi,(s1,··· ,sd) := {(x1, · · · , xd) ∈ Rd | sixi ≥ sjxj ≥ 0,∀ j ∈ [d]}.
All of these regions have the same shape with Ω1,(1,··· ,1) = {(x1, · · · , xd) ∈ Rd | x1 ≥ xj ≥
0, for j = 2, · · · , d}. Using the method in the proof of Theorem 15 we can show, if p is the
L1 median of n points Q and is the origin, then there is a hyperplane h in Hd such that
any half space with h as the boundary contains at least n
d2d points of Q. (In R
d, (11) will
become n ≤ 2(d−1)n
d2d +
√
dn
1+
√
d
d2d+1
d2d , and it is easy to show the right side of this inequality is
always less than n for all d ≥ 3, so the method in the proof of Theorem 15 still works.)
Suppose Vd is the collection of normal vectors of all hyperplanes in Hd. We randomly
choose a set of d-dimensional orthogonal matrices M = {M1, · · · ,Md}, and define Vd(Mi) =
{vMi | v ∈ Vd} for i = 1, · · · , d. If minvi∈Vd(Mi),∀ i∈[d] | Det([v1; · · · ; vd])| ≥ cM > 0, where
cM is a positive constant dependent on M and [v1; · · · ; vd] is a d× d matrix with vi as its ith
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row, then we can store these matrices, for each (v1, · · · , vd) ∈ Vd(M1)×· · ·×Vd(Md) build an
oblique coordinate system, and use the method in Theorem 8, to generate a set T (v1, · · · , vd)
with size O(C[v1;··· ;vd] k
d
εd
) = O(CM k
d
εd
), where CM is a positive constant dependent on M.
Finally, we return T = ∪vi∈Vd(Mi),∀ i∈[d]T (v1, · · · , vd) as an ε-support for L1 median on P,
and the size of T is |T | = O(CM kdεd ) = O(k
d
εd
), since M is fixed for all uncertain data in Rd.
Since a d-dimensional orthogonal matrix has d(d− 1)/2 independent variables, we can
always find orthogonal matrices M1, · · · ,Md and a constant cM, such that
min
vi∈Vd(Mi),∀ i∈[d]
|Det([v1; · · · ; vd])| ≥ cM > 0,
and for fixed d, M1, · · · ,Md can be stored to deal with any input data P in Rd. For example,
for d = 4 we can defineMi = I4−2u4,iuT4,i, for i = 1, · · · , 4, where I4 is an identity matrix and
u4,i = (1i, 2i, 3i, 4i)T , and it can be verified that minvi∈V4(Mi),∀ i∈[4] |Det([v1; · · · ; v4])| ≥
3.7649× 10−6.
For d = 5, we can define Mi = I5 − 2u5,iuT5,i, for i = 1, · · · , 5, where I5 is an identity
matrix and u5,i = (1i, 2i, 3i, 4i, 5i)T , and we have minvi∈V5(Mi),∀ i∈[5] |Det([v1; · · · ; v5])| ≥
2.3635× 10−11. In summary, we have the following theorem.
I Theorem 16. Given a set of n uncertain points P = {P1, · · · , Pn}, where Pi = {pi,1, · · · , pi,k}
⊂ Rd, and ε ∈ (0, 1], for and fixed d we can construct an ε-support T for L1 median on P
that has a size |T | = O
(
kd
εd
)
.
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