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Abstract
Over the last two decades, the hardware landscape has fundamentally changed, shaping the
architecture of modern database systems. First, main memory becomes a popular choice for
primary data storage, since current server machines can feature up to several terabytes of main
memory. Second, modern CPUs get tremendously parallel providing both data- and task-level
parallelism. They support SIMD instructions, which can simultaneously process multiple data
elements. Moreover, stand-alone CPUs host an ever increasing number of cores, which can be
considered as independent processing units. Recent many-core CPUs install up to 72 cores on
one chip.
Database systems employ index structures as means to accelerate search queries. Over the
last years, the research community has proposed many different in-memory approaches that
optimize cache misses instead of disk I/O, as opposed to disk-based systems, and make use
of the grown parallel capabilities of modern CPUs. However, these techniques mainly focus on
single-key lookups, but neglect equally important range queries. Range queries are an ubiquitous
operator in data management commonly used in numerous domains, such as genomic analysis,
sensor networks, or online analytical processing.
The main goal of this dissertation is thus to improve the capabilities of main-memory database
systems with regard to executing range queries. To this end, we first propose a cache-optimized,
updateable main-memory index structure, the cache-sensitive skip list, which targets the ex-
ecution of range queries on single database columns. Second, we study the performance of
multidimensional range queries on modern hardware, where data are stored in main memory
and processors support SIMD instructions and multi-threading. We re-evaluate a previous rule
of thumb suggesting that, on disk-based systems, scans outperform index structures for selec-
tivities of approximately 15-20% or more. To increase the practical relevance of our analysis, we
also contribute a novel benchmark consisting of several realistic multidimensional range queries
applied to real-world genomic data. Third, based on the outcomes of our experimental analysis,
we devise a novel, fast and space-efficient, main-memory based index structure, the BB-Tree,
which supports multidimensional range and point queries and provides a parallel search operator




Innerhalb der letzten zwanzig Jahre haben sich die Hardwarekomponenten von Serversystemen
stark weiterentwickelt, wodurch die Architektur von modernen Datenbanksystemen entscheidend
geprägt wurde. Zum einen wird der Hauptspeicher als primärer Speicherort für Datenbanksys-
teme verwendet. Aktuelle Serversysteme sind mit bis zu einigen Terabytes an Hauptspeicher
ausgestattet, was durch steigende Kapazitäten und fallende Preise ermöglicht wird. Zum anderen
sind aktuelle Prozessoren höchst parallel. Sie unterstützen datenparallele SIMD-Instruktionen,
mit denen mehrere Werte mit einer Instruktion verarbeitet werden können, und installieren eine
immer größere Anzahl an Prozessorkernen auf einen Chip.
Datenbanksysteme verwenden Indexstrukturen, um Suchanfragen zu beschleunigen. Im Laufe
der letzten Jahre haben Forscher verschiedene Ansätze zur Indexierung von Datenbanktabellen
im Hauptspeicher entworfen. Hauptspeicherindexstrukturen versuchen möglichst häufig Daten
zu verwenden, die bereits im Zwischenspeicher der CPU vorrätig sind, anstatt, wie bei tra-
ditionellen Datenbanksystemen, die Zugriffe auf den externen Speicher zu optimieren. Die
meisten vorgeschlagenen Indexstrukturen für den Hauptspeicher beschränken sich jedoch auf
Punktabfragen und vernachlässigen die ebenso wichtigen Bereichsabfragen, die in zahlreichen
Anwendungen, wie in der Analyse von Genomdaten, Sensornetzwerken, oder analytischen Daten-
banksystemen, zum Einsatz kommen.
Diese Dissertation verfolgt als Hauptziel die Fähigkeiten von modernen Hauptspeicherdaten-
banksystemen im Ausführen von Bereichsabfragen zu verbessern. Dazu schlagen wir zunächst
die Cache-Sensitive Skip List, eine neue aktualisierbare Hauptspeicherindexstruktur, vor, die für
die Zwischenspeicher moderner Prozessoren optimiert ist und das Ausführen von Bereichsabfra-
gen auf einzelnen Datenbankspalten ermöglicht. Im zweiten Abschnitt analysieren wir die Per-
formanz von multidimensionalen Bereichsabfragen auf modernen Serverarchitekturen, bei de-
nen Daten im Hauptspeicher hinterlegt sind und Prozessoren über SIMD-Instruktionen und
Multithreading verfügen. Um die Relevanz unserer Experimente für praktische Anwendungen
zu erhöhen, schlagen wir zudem einen realistischen Benchmark für multidimensionale Bere-
ichsabfragen vor, der auf echten Genomdaten ausgeführt wird. Im letzten Abschnitt der Disser-
tation präsentieren wir den BB-Tree als neue, hochperformante und speichereffiziente Hauptspe-
icherindexstruktur. Der BB-Tree ermöglicht das Ausführen von multidimensionalen Bereichs-
und Punktabfragen und verfügt über einen parallelen Suchoperator, der mehrere Threads ver-
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Since over forty years, a plethora of different applications and domains uses database sys-
tems [Codd 1970] to store and query very large amounts of data. For historical reasons, they
were originally designed for server machines equipped with single-core CPUs and large disks
holding all data. Main memories were solely used for buffering, because they were too small to
store complete data sets.
Over the last two decades, technological improvements enabled powerful changes in the hard-
ware landscape, shaping the architecture of modern database systems [Faerber et al. 2017;
Manegold et al. 2000; Boncz et al. 1999; Saecker et al. 2012]:
• Main memory becomes the number one choice for data storage. Today, single machines can
feature up to dozens of terabytes of main memory. Concurrently, cost are sharply dropping:
In 2017, the price for one megabyte of main memory fell below $0.011. As a consequence,
many databases can be completely kept in main memory. Even data processing tasks
previously distributed across large clusters to accelerate analysis of on-disk data, can now
be processed in the main memory of one machine [Rowstron et al. 2012].
• Modern CPUs implement the Single Instruction Multiple Data (SIMD) execution model [Flynn
1972], which allows to process multiple data elements with one instruction, enabling data-
level parallelism. They provide dedicated instruction sets, often available as intrinsic
functions, to execute vector operations on extra-wide registers.
• CPUs become tremendously parallel featuring a consistently increasing number of cores,
which resemble independent processing units with distinct instruction pipelines and caches.
As of today, many-core CPUs host more than seventy cores on one chip2. Moreover, simul-
taneous multithreading (SMT) increases the degree of parallelism by deploying multiple
virtual threads (typically two or four) onto one core. When combining SIMD with multi-
core parallelism and SMT, modern CPUs achieve degrees of parallelism competitive with
highly-parallel GPUs [Sprenger et al. 2018c].
As a consequence, over the last years, completely new competitors targeting deployments on
modern hardware entered the database market, e. g., MemSQL [Chen et al. 2016], Redis [Carlson
2013], or VoltDB [Stonebraker et al. 2013], but also established database vendors adapted to the
1Memory Prices 1957 to 2017, https://jcmit.net/memoryprice.htm, Last access: August 29, 2018.
2Intel R©Xeon PhiTMx200 Product Family Product Specifications, https://ark.intel.com/products/
series/92650/Intel-Xeon-Phi-x200-Product-Family, Last access: August 29, 2018.
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recent hardware trends, especially an in-memory data storage, e. g., Oracle TimesTen [Lahiri
et al. 2013], Microsoft SQL Server through Hekaton [Diaconu et al. 2013], or IBM DB2 with
BLU acceleration [Raman et al. 2013].
Users often query databases with workloads boiling down to either point or range queries [Heller-
stein et al. 1995]. While point queries retrieve a single tuple from a database table, typically to
confirm that a certain value exists, range queries specify selection predicates on one or several
columns and return subsets, which usually span multiple tuples. Range queries are an essential
part of many database workloads and widely used in numerous applications, such as:
• Genomics: Precision medicine analyzes the mutational landscape of entire populations,
subpopulations or disease cohorts to adjust the treatment of individual patients based on
known associations between the occurrences of certain genomic variants and the impact
of certain drugs [Lievre et al. 2006]. Genomic variants are described by a large number
of features (typically between fifteen and twenty), e. g., genomic location, phenotype, or
metadata of the person where the variant has been found.
Researchers load genomic variant data into database systems to search for variants of
interest with range predicates [Hakenberg et al. 2016]. For instance, a query may ask
for all variants found in the coding region of a certain gene of patients of a certain age
group; genes are defined by ranges of genomic locations. Another example application
are visualization tools, like genome browsers [Thorvaldsdóttir et al. 2013], which allow
an interactive navigation of complete (human) genomes. Users can visually scroll over
individual mutation profiles organized by their genomic location. As genomes are very
large, genome browsers apply range queries to narrow down the vast amount of data and
retrieve the subset relevant for the current location window.
• Internet of Things: Internet of things (IoT) resembles networks of interconnected
devices and vehicles equipped with sensors (or actuators) exchanging data with each
other [Gubbi et al. 2013]. As of today, IoT is employed in a wide range of different do-
mains in everyday life, such as: (1) Continuous glucose monitoring devices automatically
suspend insulin pumps to prevent hypoglycemia when detecting severe drops in blood glu-
cose [Choudhary et al. 2011]. (2) Wireless power metering plugs (or smart home devices)
provide insights into the energy consumption of (private) households [Jahn et al. 2010].
(3) Smart factories install large networks of sensors to monitor the health of components,
facilitating automatic detection of malfunctions [Ji et al. 2013]. Range queries play an
important role in the analysis of data collected by sensing devices [X. Li et al. 2003; Wang
et al. 2014; Wang et al. 2016]. For instance, search queries may ask for all observations
within certain ranges regarding features, like temperature, or light level.
• Online Analytical Processing: Online analytical processing (OLAP) targets a fast
execution of read-heavy, analytical workloads on historical data [Chaudhuri et al. 1997].
Example applications include (a) periodic reporting for sales, marketing or management
departments, (b) forecasting in supply chain management to meet future demands of
customers, or (c) budgeting. Typically, OLAP queries are executed on multidimensional
arrays, relational database systems or hybrid storages. OLAP workloads often involve
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(multidimensional) range queries [Ho et al. 1997; Liang et al. 2000]. For instance, reporting
may ask for the sum of all sales within a certain time range, a certain price range and a
certain range of customers.
Range queries can be answered by sequential scans over complete data or dedicated index
structures. The benefits of scans are a sequential data access pattern, no additional space re-
quirements, and no build-up or maintenance cost. On the other side, index structures can prune
the data space, but require random accesses and are rather expensive to maintain. Scans are typ-
ically useful for search queries retrieving most parts of a data set (low selectivity), whereas index
structures are superior for search queries selecting few tuples (high selectivity). When generat-
ing execution plans, database systems employ access path selection to choose between full-table
scans and index probing based on the estimated selectivity of the individual query [Selinger
et al. 1979]
Over the last years, the research community has proposed many main-memory index struc-
tures that leverage the features of modern hardware [Hao Zhang et al. 2015]. They optimize
cache misses instead of disk I/O3 and make use of the grown parallel capabilities of modern
CPUs, e. g., ART [Leis et al. 2013], an adaptive radix tree, FAST [C. Kim et al. 2010], a
read-only search tree aligned to the cache hierarchy, or the Bw-tree [Levandoski et al. 2013],
a latch-free approach targeting concurrent query processing. However, previous works mainly
focused on achieving fast single-key lookups, but neglected range queries. Additionally, most of
them are restricted to one-dimensional data and cannot be applied to multidimensional domains.
Consequently, current main-memory database systems primarily rely on full-table scans to
evaluate range queries [Das et al. 2015], although scans are inadequate for highly selective work-
loads, because they lack pruning capabilities. Thus, there is a strong need for cache-optimized
index structures that provide an efficient range query operator tailored to the properties of
modern hardware and that are able to handle multidimensional workloads.
1.2 Problem Definition and Contributions
As main goal, this thesis aims to improve the capabilities of main-memory database sys-
tems [Plattner et al. 2011] with regard to executing (multidimensional) range queries. Many
different in-memory index structures have been proposed over the last years, yet none of them
supports range queries efficiently, because they require many random accesses to evaluate range
queries. In main memory, sequential access patterns are as important for search performance
as in disk-based systems. Reading data from consecutive memory locations utilizes prefetched
cache lines, since modern CPUs employ one block lookahead [Smith 1982] prefetching, and ef-
fectively reduces CPU cache and translation lookaside buffer (TLB) misses [Manegold et al.
2000].
We start with studying the processing of range queries on single database columns and sub-
sequently delve into the more complex multidimensional domain, where range queries consist of
multiple predicates specified on some, many or all dimensions of the data space. As main results,
3For in-memory database systems, Ailamaki et al. [Ailamaki et al. 1999] showed that fifty percent of workload
execution times are spent in stalls caused by cache misses.
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this thesis contributes novel, cache-optimized index structures to accelerate (multidimensional)
range queries in main-memory settings.
In particular, we make the following contributions.
Processing One-Dimensional Range Queries in Main Memory
Many index structures store data in a sorted order, which allows straightforward implemen-
tations of range queries: First search for the smallest matching element, and then process all
consecutive elements until the first mismatch occurs. With decreasing query selectivity and
increasing data set cardinality, range queries spend most of their execution time on the sec-
ond step, i. e., collecting matching data. Unfortunately, existing main-memory index structures
mainly optimize single-key lookups, the initial action of a range query, but neglect the second,
more time-consuming step. Typically, processing matching elements requires navigating tree
structures by chasing pointers via random accesses, which produces many CPU cache and TLB
misses, requiring data to be loaded from main memory into on-die caches, and ultimately leads
to a poor range query performance.
We devise and implement a novel main-memory index structure that employs a CPU-friendly
data layout enabling the range query operator to traverse over matching elements with an
almost-sequential data access pattern. We exploit SIMD instructions to further speed-up range
queries through data-level parallelism. In a comprehensive evaluation, we compare our approach
to multiple state-of-the-art main-memory index structures using different query workloads over
synthetic and real-world data sets.
Analysis of Multidimensional Range Queries on Modern Hardware
More than twenty years ago, Weber et al. [Weber et al. 1998] showed how the efficiency of
multidimensional access methods depends on the selectivity of queries. Their research was
conducted in the context of disk-based systems and was driven by the observation that random
accesses, as operated by index structures, are approximately five times slower than sequential
reads. They reported a selectivity threshold of approximately 15-20% after which sequential
scans outperform multidimensional index structures. Since then, this rule of thumb has been
used to select access paths when evaluating multidimensional range queries, completely ignoring
the advancements in hardware.
In an experimental analysis, we study the strengths and weaknesses of multidimensional access
methods when deployed on modern hardware, and evaluate whether the old selectivity threshold
of 15-20% still holds or should be updated. We first propose multiple techniques to adapt ex-
isting multidimensional index structures to modern hardware. Here, we focus on main-memory
storage, SIMD instructions, and multi-core CPUs. We apply the adaptation techniques to the
R∗-tree, the kd-tree, the VA-file, and a sequential scan. Furthermore, we design a realistic mul-
tidimensional range query benchmark executed on real-world data. In an extensive evaluation,
we investigate the approaches when executing synthetic and realistic multidimensional range
query workloads over synthetic and real-world data sets. We study the impact of various data
and workload characteristics, e. g., dimensionality, cardinality, and selectivity.
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Processing Multidimensional Range Queries in Main Memory
Most existing multidimensional index structures were originally designed for disk-based systems
and do not take the memory hierarchy of modern server machines into account. As a conse-
quence, they show a poor cache efficiency when being stored in main memory. Moreover, their
search algorithms were built for single-core processors, neglecting the enormous parallel capa-
bilities of modern CPUs. Thus, most existing multidimensional index structures do not take
advantage of the features of modern hardware.
We propose and implement a novel general-purpose index structure that can efficiently process
multidimensional range and point query workloads on data stored in main memory. It employs
a cache-optimized data layout that enables an outstanding search efficiency on modern CPUs.
We also provide a parallel implementation of the range query operator, which utilizes multiple
threads. In contrast to many existing main-memory index structures, our approach does not
sacrifice write for read performance but offers efficient update operations. Using different work-
loads, e. g., range and point queries, mixed workloads, and realistic workloads, over different
data sets, e. g., uniformly distributed, clustered, and real world, we evaluate the performance of
our approach and compare it to various other state-of-the-art multidimensional index structures.
1.3 Outline
The remaining sections address the problems stated above.
Chapter 2 defines concepts and notations relevant for this thesis. It gives an overview over
multidimensional index structures and their various subclasses. It also studies techniques com-
monly used to adapt index structures to the features of modern hardware. Finally, it presents a
novel multidimensional range query benchmark, which we designed to facilitate realistic exper-
iments. The benchmark is executed on real-world data from the bioinformatics domain.
Chapter 3 presents a novel cache-optimized index structure to execute one-dimensional range
queries on single database columns. It is based on skip lists, but employs a fundamentally
different memory layout that is tailored to the characteristics of modern CPUs. Furthermore,
it applies SIMD instructions to accelerate range queries. We compare it with several state-of-
the-art main-memory index structures using synthetic and real-world data sets, and show that
it achieves the best range query performance across all evaluated data sets and workloads.
Chapter 4 studies the performance of multidimensional range queries on modern hardware.
We carefully adapt three popular multidimensional index structures and two scan flavors to
main-memory storage, SIMD instructions and multithreading. We investigate their respective
strengths and weaknesses using different synthetic and realistic partial- and complete-match
range query workloads on different synthetic and real-world data sets. We show that sequen-
tial scans can leverage the features of modern hardware better than multidimensional index
structures, which increases their relevance for main-memory database systems.
Chapter 5 proposes a novel, fast and space-efficient multidimensional index structure to
execute point and range query workloads in main memory. It employs a cache-optimized data
layout that takes cache lines into account, enables sequential data access, and can dynami-
cally ingest updates. Furthermore, it can utilize multithreading to speed-up search queries.
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We demonstrate that our approach outperforms other state-of-the-art multidimensional index
structures for complete- and partial-match range queries. It even beats a sequential scan up to
a query selectivity of 20%.
Chapter 6 summarizes the results of this dissertation and provides an outlook to future
work.
1.4 Prior Publications
Some chapters of this thesis are based on previous peer-reviewed publications.
Chapter 2 introduces the Genomic Multidimensional Range Query Benchmark (GMRQB),
which was previously published in [Sprenger et al. 2018b]. The roles of the authors were as
follows: Sprenger designed GMRQB and wrote the manuscript, which was revised by Schaefer
and Leser.
Chapter 3 presents the Cache-Sensitive Skip List (CSSL), which was previously published
in [Sprenger et al. 2016]. The authors’ roles can be assigned as follows: Sprenger designed,
implemented and evaluated CSSL and wrote the manuscript. Leser and Zeuch provided helpful
feedback on the concepts behind CSSL. Leser revised the manuscript.
Chapter 4 conducts an experimental analysis of the performance of multidimensional range
queries on modern hardware, which was previously published in [Sprenger et al. 2018b]. The
roles of the authors were as follows: Sprenger designed and implemented most parts of the
analysis. Schaefer implemented a main-memory variant of the VA-file and provided helpful
feedback on the design of the analysis and drafts of the manuscript. Leser provided extensive
feedback on the design of the analysis and revised the manuscript.
Chapter 5 introduces a novel main-memory based multidimensional index structure, the BB-
Tree, which is submitted for publication [Sprenger et al. 2018a]. The authors’ roles can be
assigned as follows: Sprenger designed, implemented and evaluated the BB-Tree and wrote the
manuscript. Schaefer and Leser provided helpful feedback on the concepts behind the BB-Tree
and drafts of the manuscript and reworked the manuscript.
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This chapter starts with introducing terminology and notations relevant for the remaining thesis
(see Section 2.1). In Section 2.2, we present popular means to processing multidimensional range
query workloads. Section 2.3 studies techniques for adapting index structures to the properties
of modern hardware; we focus on commonly available hardware features, such as main-memory
storage, Single Instruction Multiple Data (SIMD), and multithreading. Finally, Section 2.4
presents the Genomic Multidimensional Range Query Benchmark (GMRQB), a set of eight
realistic multidimensional range query templates to be executed on real-world genomic data.
We designed GMRQB to increase the practical relevance of our experimental results.
2.1 Terminology
This thesis studies the execution of range queries on data kept in main memory. To this end, we
propose novel cache-optimized index structures that leverage the properties of modern hardware.
We target one-dimensional and multidimensional range query workloads. While one-dimensional
range queries are processed on sets of keys resembling single columns of a database, multidi-
mensional range queries (MDRQ) are applied to sets of tuples, which resemble multiple or all
columns of a database. In this thesis, we focus on numerical data. When dealing with non-
numerical data, e. g., strings, we convert them into a numerical representation before indexing.
In the following chapters, we use the terms tuple, feature vector, and data object synonymously.
Similarly, we use the terms attribute, feature, and dimension synonymously.
Definition 1 (Data Set). A data set D = {t0, ti, ..., tn−1} is a collection of n tuples that share
the same attributes.
We consider only duplicate-free, homogeneous data sets, where all tuples feature the same
numerical attributes. Often, all attributes of a tuple belong to the same domain, for instance
[0, 1]. Consequently, the number of tuple attributes is derived from the dimensionality of the
data set. For instance, we consider a data set that holds tuples, each featuring three attributes,
to be three-dimensional. The cardinality of an attribute resembles the number of contained
distinct values across the entire data set. An attribute with a low (high) cardinality has few
(many) distinct values.
The index structures that we devise in this thesis do not require data sets to provide tuples
in a certain sort order. Especially for multidimensional data, that is not always even possible.
Definition 2 (Range Query). A range query RQ = {rp0, rpj , ..., rpm−1} for anm-dimensional
data set D consists of m range predicates. Each range predicate rpj = [lbj , ubj ] is associated
with the respective attribute of D and is specified within the according domain. A tuple t ∈ D
matches RQ, iff all range predicates evaluate to true, i. e., ∀j : lbj ≤ t[j] ≤ ubj.
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First, depending on the data set D, range queries can be one-dimensional or multidimen-
sional. Second, MDRQ can be further divided into complete-match and partial-match range
queries [Robinson 1981]: Complete-match range queries specify predicates for all attributes of
a data set, whereas partial-match range queries specify predicates for only a subset. We model
partial-match range queries as complete-match range queries that use the predicate [−∞,+∞]
for all attributes that are not restricted.
Typically, range queries return either a list of all matching tuples or a list of the unique
identifiers (often called TIDs) of the matching tuples.
Definition 3 (Selectivity). The selectivity of a range query RQ against a data set D is defined
as the percentage of tuples from D that match RQ.
We consider queries that select only a small portion of a data set to have a high selectiv-
ity. In contrast, we consider queries that select a large portion of a data set to have a low
selectivity [Selinger et al. 1979].
Definition 4 (Lookup). A lookup (or point query) against a data set D asks if a certain tuple
is part of D. Alternatively, lookups can be considered as range queries that exclusively consist
of range predicates having identical lower and upper boundaries.
Since we consider only duplicate-free data sets, lookups always match one single tuple. Hence,
they have a selectivity of 1/n, where n equals the cardinality of D. Although lookups can be
implemented as range queries, most index structures provide a separate lookup operator that
exploits the unique characteristics of lookups, e. g., searching for an exact match instead of
comparing with greater than and less than.
Definition 5 (Access Method). (Data) access methods provide means to evaluate search
queries against data sets. They access a data set D and return the subset of D that matches the
query.
Access methods can be one-dimensional or multidimensional. One-dimensional access methods
provide means to evaluate search queries on single database columns. Multidimensional access
methods provide means to process search queries on some, many or all columns of a database. In
database systems, common access methods are sequential full-table scans and index structures.
While full-table scans compare each tuple of D with the given search query and therefore need to
access the complete data, index structures can apply pruning techniques that reduce the amount
of data to be investigated. The pruning capabilities of index structures come at the price of a
non-sequential access pattern. Hence, full-table scans are beneficial for low selectivities, where
most parts of the data set must be accessed and cannot be pruned anyway, and index structures
are superior for high selectivities.
2.2 Multidimensional Access Methods
Over the last decades, many different access methods have been proposed to execute search
operations, e. g., point queries, range queries, or similarity search, on multidimensional data
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sets. According to [Gaede et al. 1998], multidimensional access methods can be divided into
point access methods (PAM), which store and search point objects, and spatial access methods
(SAM), which can also handle spatially-extended objects, e. g., polygons, or polyhedrons.
In this thesis, we strongly focus on range queries but also evaluate point queries, as these can
be considered as range queries specifying identical lower and upper boundaries. We do neither
study nor evaluate similarity search, which is mainly applied to high-dimensional data featuring
hundreds to thousands of dimensions [C. Böhm et al. 2001]. We thus do not consider techniques
targeting similarity search workloads, like MVP-trees [Bozkaya et al. 1999], VP-trees [Yianilos
1993], or M-trees [Ciaccia et al. 1997].
The following sections discuss access methods that can execute range queries on multidimen-
sional point data. We start with introducing the sequential scan as a baseline approach, and
then continue with studying dedicated multidimensional index structures (MDIS), both PAM
(see Section 2.2.2) and SAM (see Section 2.2.3).
2.2.1 Sequential Scan
A sequential scan (or full-table scan) always processes the entire data set to evaluate a query.
As opposed to index structures, scans do not require any additional data structure, which leads
to an ideal memory utilization but prohibits pruning of non-relevant tuples. When keeping data
in a flat array of length n and using four-byte floating-point values to implement m-dimensional
data objects, a sequential scan requires n ∗ (4 ∗m) bytes of memory for storage. For instance,
when handling a data set of one Million ten-dimensional objects, it requires approximately 38
megabytes (MB) of space.
Algorithm 1 presents the scan-based evaluation of MDRQ. It receives five input parameters:
(1) data_set holds the data that the range query is applied to, (2) n resembles the cardinality of
data_set, (3) m resembles the dimensionality of data_set and also equals the number of search
predicates, (4) lower defines the lower boundary of the range query, and (5) upper defines the
upper boundary. Using a for loop, the algorithm iterates over the data set held in a two-
dimensional array. For each tuple, data_set[i], it compares all m attributes with the according
predicates of the range query (see Lines 5-10). The algorithm allows early breaks from the inner
loop: As soon as an attribute of a tuple does not match the respective range predicate, the search
prunes all further steps and proceeds with the next tuple (see Line 8). If all predicates evaluate
to true, i. e., the tuple matches the query, the unique identifier of the tuple, here implicitly
defined by the array index i, is added to the result set (see Lines 11-13). Tuple identifiers may
also be stored in a separate array allowing individual values. Finally, the results are returned
(see Line 15).
Scans support insert operations very efficiently, because data do not need to be kept in any
particular order. Hence, inserts can be implemented by appending new tuples to the array
holding the data set. In turn, deletes can be implemented by replacing the to-be-deleted tuple
with the tuple stored at the tail of the data set, which effectively shortens the data set by one
position and avoids producing free space within the array.
The implementations of sequential scans are minimalist requiring only few lines of code.
They offer various starting points for optimizations. First, if statistics about selectivities of
single attributes were available, we could improve the early break capabilities by comparing
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Algorithm 1 Scan-based evaluation of multidimensional range queries.
data_set: The data set that the range query is applied to.
n: The cardinality of the data set.
m: The dimensionality of the data set.
lower : The lower boundary of the range query.
upper : The upper boundary of the range query.
1: function ScanRangeQuery(data_set, n,m, lower, upper)
2: results ← ∅
3: for i← 0 to n− 1 do
4: match ← true
5: for j← 0 to m− 1 do
6: if lower[j] > data_set[i][j] OR upper[j] < data_set[i][j] then




11: if match then





attributes in the order of the estimated selectivities, i. e., attributes queried with high selectivities
are compared first. Second, we could use different implementations for partial-match and for
complete-match queries. This would allow to skip comparisons for dimensions not restricted by
a partial-match query. Third, researchers have proposed advanced scan variants optimized for
main-memory storage and modern central processing unit (CPU) architectures [Broneske et al.
2014; Broneske et al. 2017a; Y. Li et al. 2013], e. g., scans utilizing vectorized instructions [J.
Zhou et al. 2002; Willhalm et al. 2009; Willhalm et al. 2013; Polychroniou et al. 2015], scans on
compressed data [Y. Li et al. 2014; Lang et al. 2016; Holloway et al. 2007], or parallel scans [Qiao
et al. 2008]. In addition to the basic scan variant shown in Algorithm 1, we study vectorized
and multithreaded scan implementations in this thesis.
Assuming that data are stored in a dense array without any intermittent free space, scans
solely access consecutive memory locations, which is not only beneficial when processing data
stored on disk but also when applying range queries to data held in main memory. Sequential
scans effectively take advantage of prefetched cache lines and minimize the number of data
transfers by utilizing complete cache lines.
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2.2.2 Point Access Methods (PAM)
Point access methods (PAM) store and search multidimensional point data by partitioning the
data space into multiple regions. Seeger and Kriegel [Seeger et al. 1990] classify PAM according
to three properties of the obtained regions: (a) regions are pairwise disjoint or not, (b) regions
are rectangular or not, and (c) the union of all regions covers the complete data space or not.
For instance, the Universal B-tree (UB-tree) does not partition data into rectangular regions,
but indexes the z-order of multidimensional points in a B-tree [Bayer 1997]. Most PAM, e. g.,
the kd-tree [Bentley 1975], the K-D-B-tree [Robinson 1981], or the quadtree [Finkel et al. 1974],
divide data into disjoint, rectangular regions that cover the complete data space.
kd-tree
Kd-trees [Bentley 1975] hierarchically organize m-dimensional data points in a binary search tree
and support different multidimensional search operations, e. g., point queries, range queries, or
similarity search [Sproull 1991]. Each node of a kd-tree holds exactly one data object. Inner
nodes are used to recursively partition the data space. Each inner node employs one of the
dimensions of the data space as delimiter (delimiter ∈ N; 0 ≤ delimiter < m): The left child tree
holds all points that have a smaller or equal value in the delimiter dimension, and the right child
tree contains the rest. Hence, inner nodes resemble (m−1)-dimensional axis-aligned hyperplanes.
By default, delimiter dimensions are chosen in a round-robin fashion, i. e., successive tree levels
employ successive dimensions as delimiter. Today, many major database systems use kd-trees
to index spatial data, e. g., PostgreSQL1, or SAP HANA2.
Figure 2.1 illustrates a kd-tree (shown on the right) that indexes six points from a two-
dimensional data space (shown on the left). The first tree level splits the data space on the first
dimension, age, and the second tree level on the second dimension, body weight. In general,
the shape of a kd-tree is determined by the order of the insertions. In this example, the data
objects could have been inserted in the following order: (31,120) (50,80) (20,100) (25,75) (40,90)
(57,65).
When implementing m-dimensional data objects with arrays of four-byte floating-point values,
storing the delimiter information in eight-bit integers, and running on a 64-bit architecture
featuring eight-byte pointers, a kd-tree requires 4 ∗m + 1 + 2 ∗ 8 bytes to store one node and
n ∗ (4 ∗m + 1 + 2 ∗ 8) bytes for a complete data set of n tuples. For instance, a kd-tree over
one Million ten-dimensional points requires approximately 54.36MB of memory space, which,
compared to the raw size of the data set, equals an index overhead of 16.21MB.
When executing MDRQ, the search algorithm recursively traverses the kd-tree from the root
to the leaf nodes. At each visited node, two actions are conducted. First, the stored data object
is added to the result set if it is contained in the query range. Second, the delimiter dimension
of the stored data object is compared with the corresponding dimension of the query object to
1PostgreSQL: Documentation: 10: 11.2. Index Types, https://www.postgresql.org/docs/current/
static/indexes-types.html, Last access: August 29, 2018.
2KNN | SAP HANA Platform | SAP Help Portal, https://help.sap.com/viewer/
2cfbc5cf2bc14f028cfbe2a2bba60a50/1.0.12/en-US/f2440c6b3daa41dd8cc9fc5b64805a68.























Figure 2.1: A kd-tree (right) indexing six points from a two-dimensional data set (left).
determine which subtrees need to be taken to continue searching. Note that, unlike for point
queries, range queries usually have to visit multiple parallel subtrees of a kd-tree.
Traditionally, kd-trees can only be balanced3 by manually rebuilding the complete index
structure. However, there exist a number of variants that can keep a kd-tree always balanced,
often at the cost of more complicated update operations, e. g., the Bkd-tree [Procopiuc et al.
2003], the divided kd-tree [Kreveld et al. 1991], or the holey brick-tree [Lomet et al. 1990].
When inserting new data, the inner nodes are navigated to find a leaf. This leaf node will
become the parent node of the new node. No rebalancing operations, as in a B-tree, are needed.
When deleting data from a kd-tree, the inner nodes are navigated to find the node, X, that
holds the to-be-deleted object. If X is a leaf node, it can be removed. If X is an inner node,
two techniques can be used to perform the deletion. First, we could recreate the according part
of the kd-tree, while skipping X. Second, we could replace X with a replacement node, R, that
is chosen from the children of X. We could either choose the node from the right sub tree of X
having the minimal value in the delimiter dimension of X, or we could choose the node from the
left sub tree of X having the maximal value in the delimiter dimension of X. We would have to
delete R recursively.
Since the initial proposal by Bentley more than forty years ago, researchers have proposed
different kd-tree variants tailored to different needs. Adaptive kd-trees [Bentley et al. 1979] make
the partitioning of kd-trees more sensitive to the indexed data and relax the constraints of kd-
trees with regards to delimiter dimensions and splitting hyperplanes. Adaptive kd-trees store all
data objects in leaf nodes and choose delimiter dimensions such that the tree is balanced, which
can improve the worst case complexity of search operations but hinders dynamic updates. The
3Balanced search trees keep all leaves at the same depth.
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K-D-B-tree [Robinson 1981], the Bkd-tree [Procopiuc et al. 2003], and the holy brick-tree [Lomet
et al. 1990] adapt the concepts of kd-trees to external memory. Zhou et al. [K. Zhou et al. 2008]
exploit graphic processors to build up kd-trees in parallel. Similarly, Choi et al. [Choi et al. 2010]
present parallel construction algorithms for multi-core CPUs. The extended kd-tree [Chang et
al. 1981] and the skD-tree [Khamayseh et al. 2007] are variants of the kd-tree that can handle
spatially-extended objects.
Traditional kd-trees are main-memory index structures by design, because they employ small
nodes holding only a single data object, and because they do not optimize for disk I/O. In this
thesis, we study the kd-tree and compare it to our own approach.
K-D-B-tree
K-D-B-trees [Robinson 1981] integrate the concepts of kd-trees and B+-trees [Comer 1979].
K-D-B-trees organize multidimensional point objects in a search tree, employing a partitioning
technique similar to kd-trees. However, they use inner nodes only for partitioning and store data
solely in leaves. As K-D-B-trees optimize for disk I/O, they tailor node sizes to disk block sizes,
allowing inner nodes to hold multiple delimiters and leaf nodes to keep multiple data objects.
The search engine Apache Lucene4 uses a variant of the K-D-B-tree5, the Bkd-tree [Procopiuc
et al. 2003], to index spatial data.
In the optimal case, when all nodes are completely occupied, K-D-B-trees require n/B disk
blocks of size B to store a data set of n tuples. In contrast, in the worst case, K-D-B-trees
require n/(B ∗ (f/B)) disk blocks, assuming that leaves are filled with at least f entries. Note
that, in contrast to B+-trees, K-D-B-tree typically do not guarantee a minimum node fill degree.
When executing search queries, K-D-B-trees navigate the inner nodes to determine those leaf
nodes that can possibly hold data objects satisfying the query. These leaf nodes are scanned to
find the true query results.
K-D-B-trees keep their search tree always balanced. They require rebalancing operations, such
as node splits, to cope with overflowing and underflowing nodes. In K-D-B-trees, rebalancing
operations can involve multiple paths between different leaf nodes and the root, recursively
splitting several nodes.
Similar to kd-trees, insertions are implemented by locating the leaf node that is responsible for
a new data object. If the leaf node has free space, the new data object is appended. Otherwise,
the node needs to be split. If no minimal requirements on node occupancy are specified (f = 0),
deletions can be implemented by removing the to-be-deleted object from the according leaf node.
Otherwise, multiple nodes have to be merged when underflows occur.
Researchers have presented several variants of the K-D-B-tree. The Bkd-tree [Procopiuc et al.
2003] is based on a static implementation of the K-D-B-tree. It achieves high space efficiency
at the cost of more complicated updates, which require to rebuild the entire index structure.
However, Bkd-trees strongly reduce the cost of such rebuilds by employing multiple instances
4Apache Lucene - Welcome to Apache Lucene, https://lucene.apache.org, Last access: August 29, 2018.
5Uses of Class org.apache.lucene.index.PointValues (Lucene 7.2.1 API), https://lucene.apache.org/




of the static K-D-B-tree, where each instance indexes a different portion of the data. Conse-
quently, updates are implemented by periodically rebuilding a subset of these instances (instead
of rebuilding all instances). The hB-tree [Lomet et al. 1990] improves the insert algorithm of
the K-D-B-tree, which, in the worst case, has to consider multiple paths between different leaf
nodes and the root node when splitting nodes. In contrast, the hB-tree can restrict node splits
to a single path in the search tree.
K-D-B-trees target external memory as storage layer and are less beneficial when deployed in
main memory. Therefore, we do not consider K-D-B-trees in this thesis.
Quadtree
Quadtrees [Finkel et al. 1974] are very similar to kd-trees, but let inner nodes split the data
space in all dimensions, whereas kd-trees split in only one dimension. Originally, quadtrees were
proposed for two-dimensional data sets that are handled in four-ary search trees, recursively
splitting the data space into four subregions, but they can also be applied to higher dimen-
sionalities by increasing the fan out. Nodes can hold up to four entries, each representing a
subregion. If a subregion contains only one object, the node stores the data object in the corre-
sponding entry, without the need for a further tree level. Otherwise, it holds a pointer to a child
node at the next lower tree level, which is responsible for all objects of the subregion. Quadtrees
are included in PostgreSQL6.
The space requirements of quadtrees depend on the node occupancies. If most nodes are
completely occupied, quadtrees require similar amounts of space as kd-trees. However, if many
nodes contain only one data object, although they reserve space for four entries, quadtrees waste
a lot of memory space.
When executing MDRQ, quadtrees navigate the search tree to prune those regions that do
not contain any matching objects. In particular, at each node, the search algorithms compares
all four entries, i. e., subregions, with the query object. If an entry is a data object that satisfies
the range boundaries, it is added to the result set. Otherwise, it is ignored. If an entry is a
region object that intersects the range query object, the search algorithm visits the child node.
Otherwise, it is ignored.
Similar to kd-trees, the structure of quadtrees strongly depends on the insertion order.
Quadtrees do not guarantee to be balanced, but allow data objects to be stored at any tree
level. As unbalanced quadtrees can lead to a poor space utilization, it may be useful to period-
ically perform rebuilds.
Insertions are implemented by locating the node that is responsible for the region of the data
space that the new point belongs to. If the node has free space, the new point can be inserted
and the insertion procedure terminates. Otherwise the node needs to be split to allocate new
space. When deleting an object from a quadtree, we first locate the node that holds the object
and delete it there. If the node becomes empty, we can remove it including the reference from
the parent node. Note that a deletion of a single object may cause the removal of multiple
nodes.
6PostgreSQL: Documentation: 10: 11.2. Index Types, https://www.postgresql.org/docs/current/
static/indexes-types.html, Last access: August 29, 2018.
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Figure 2.2: A PH-tree indexing the bitstrings of three two-dimensional points: (1, 8), (3, 8),
(3, 10). The bitstrings are: (0001, 1000), (0011, 1000), (0011, 1010). The figure is
taken from [Zäschke et al. 2014].
When increasing the fan out of inner nodes, quadtrees can handle more than two dimensions.
For instance, in an octree [Meagher 1982], inner nodes divide the data space into eight partitions,
which allows to handle three-dimensional point objects.
Quadtrees use a simple memory layout that can be easily adapted to main memory. However,
in this thesis, we consider kd-trees instead of quadtrees, because they show better support
for higher dimensionalities. Quadtrees typically become very inefficient for more than three
dimensions, because it is likely that many nodes remain sparsely filled, especially when data are
dynamically inserted.
PH-tree
The PATRICIA-hypercube-tree (PH-tree) [Zäschke et al. 2014] is a recent MDIS that merges
the concepts of quadtrees [Finkel et al. 1974] with prefix sharing [Morrison 1968] and bitstream
serialization [Germann et al. 2009] to achieve high space efficiency when stored in main memory.
Technically, PH-trees are radix trees that index the bitstrings of multidimensional data objects.
For the one-dimensional domain, where objects consist of single values, they hence resemble
binary PATRICIA-tries [Morrison 1968]. For the multidimensional domain, inner nodes of PH-
trees split the data space in all m dimensions, similar to quadtrees. Thus, nodes hold up to 2m
entries and the fan out of inner nodes equals 2m. PH-trees use an hypercube-based addressing
scheme when navigating inner nodes to efficiently find child nodes of interest.
As opposed to most previously discussed access methods, the structure of PH-trees does not
depend on the order of insertions, a property inherited from PATRICIA-tries. Furthermore, the
depth of the tree does not depend on the number of indexed objects, but on the length of the
indexed bitstrings. For instance, when using four-byte floating-point values to implement data
objects, the resulting PH-tree has a maximum depth of 32 and contains 232m leaf nodes at most.
Figure 2.2, which is taken from [Zäschke et al. 2014], illustrates an exemplary PH-tree indexing
three two-dimensional points.
Similar to PATRICIA-tries, PH-trees can apply compression techniques to increase their space
efficiency. When multiple bitstrings have identical prefixes, PH-trees merge redundant informa-
tion and store them only once. In the example from Figure 2.2, all points share the prefix 00 in
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the first dimension and the prefix 10 in the second, which allows the PH-tree to compress the
root node.
Executing a multidimensional range query over a PH-tree consists of two steps: (1) Use a
point query7 to search for the lower boundary of the range query. If the query succeeds, the
found entry resembles the smallest object matching the range query. Otherwise, we end up at a
node that is used as starting point for the second step. (2) All successive nodes need to be visited
to find the remaining objects satisfying the range boundaries. As for most access methods, the
complexity of this step correlates negatively with the selectivity of the query.
By default, PH-trees are unbalanced search trees. However, imbalances are limited, because
the depth of a PH-tree depends on the size of the data type used to implement data objects.
Update operations are implemented similarly to PATRICIA-tries and need to touch at most
two nodes, because PH-trees do not require rebalancing.
PH-trees belong to the tiny group of MDIS that are optimized to be stored in main memory.
However, they cannot be considered as general-purpose MDIS and are often outperformed by
traditional MDIS approaches [Wang et al. 2016], like R-trees, despite these approaches were
originally designed for disk storage. PH-trees excel for low-dimensional data sets, but show a
vastly decreasing space efficiency with an increasing dimensionality. In this thesis, we consider
the PH-tree for data sets that can be completely indexed in main memory, but we omit it for
experiments where the space requirements of the PH-tree exceed the memory capacities of our
evaluation machine.
VA-file
Vector approximation-files (VA-files) [Weber et al. 1998] combine the concepts of grid files [Niev-
ergelt et al. 1984] with partitioned hashing methods [Ullman 1988]. VA-files can be considered
as enhanced scans, because they can apply pruning techniques while employing a sequential
access pattern. According to hash functions chosen at initialization time, VA-files divide an m-
dimensional data space into 2b cells of equal size. Each cell is identified by a distinct encoding
of b bits that is used to approximate the contained data objects. Thus, all objects belonging to
the same cell share the same approximation value. VA-files manage data objects in an array,
which we call data_list. On top of that, they employ a list of all approximation values, which
we call approx_list.
As every approximation of a cell requires b bits, VA-files incur an indexing overhead of 2b ∗ b.
For instance, when using ten bits, the indexing overhead equals 1 KB, and when using 20 bits,
the indexing overhead equals 2.5MB. Therefore, the space efficiency of VA-files strongly depends
on how many bits are needed for approximation. In turn, the approximation length (b) should
be chosen depending on the size of the data set. When using the same cell capacity, large data
sets require more bits for approximation than small data sets. For instance, we would need
ten bits to partition one Million objects into cells of size 1, 000, whereas four Thousand objects
would require only two bits.
Executing MDRQ on VA-files requires multiple steps: (1) The lower and upper boundaries of
7The complexity of point queries depends on the number of investigated nodes, w, and the dimensionality of
the data space, m: O(w ∗ m).
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the range query object are approximated using the encoding values of the cells of the data space
they belong to. (2) The search algorithm scans approx_list to determine the cells that intersect
the range query object. (3) The search algorithm scans data_list to find the true results.
By default, VA-files are bulk loaded with all data objects. Bulk loading is necessary, because
VA-files require knowledge about the distribution of the data to evenly distribute the data
objects among the cells. New objects can be inserted by first obtaining their approximation and
subsequently inserting them into data_list. Existing data can be deleted by first obtaining their
approximation and subsequently removing them from data_list. When inserting new objects
that follow a data distribution grossly different from the one initially used to determine the
hash functions, the partitioning becomes unsuitable. Thus, VA-files do not support updates
very efficiently.
Weber et al. [Weber et al. 2000] proposed a parallel variant of the VA-file that exploits networks
of workstations to accelerate search queries.
For historical reasons, as most MDIS, VA-files were originally designed for systems with small
main memories and large disks. They keep approximations in main memory, but manage data
objects on disk. However, on modern server machines, main memory capacities are much larger,
allowing to store both approximations and data in memory. Moreover, the sequential access
pattern of VA-files may lead to a high cache efficiency on modern CPUs, making it a good
choice for in-memory indexing. In our experiments, we consider the VA-file.
Space-filling curves
Space-filling curves present a radically different approach to multidimensional indexing than
the methods discussed in the previous sections [Sagan 2012]. A space-filling curve covers the
complete m-dimensional data space and maps it into the one-dimensional domain. They can
be used to transform multidimensional point objects into one-dimensional values, which can be
indexed with traditional one-dimensional index structures, like B-trees. Prominent examples
are the UB-tree [Bayer 1997] and z-ordering [Orenstein et al. 1984]. In most cases, space-filling
curves are a viable alternative for point queries, but lack efficiency for MDRQ, which are difficult
to transform into the one-dimensional domain [Gaede et al. 1998]. Especially partial-match range
queries are challenging, because most space-filling curves treat all dimensions identical. Due to
our strong focus on range queries, we do not consider techniques based on space-filling curves
in this thesis.
2.2.3 Spatial Access Methods (SAM)
Spatial access methods (SAM) store and search spatially-extended objects, like rectangles. They
typically use minimum bounding rectangles (MBR) to partition a data space into multiple
regions, which can be indexed with search trees. SAM are especially useful for geographical
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database systems, e. g., PostGIS8, Oracle Spatial9, SpatiaLite10, or SpaceBase11. Although
SAM can be used to handle multidimensional points [Kanth et al. 2002], they are typically less
efficient than PAM for such data.
As shown by Seeger and Kriegel [Seeger et al. 1988], SAM can be considered as PAM that apply
one of the following three techniques to add support for spatially-extended objects: (1) Over-
lapping regions allows indexing objects that are enclosed by multiple index regions, which is in
contrast to PAM dividing data objects into disjoint partitions. As a consequence, insert algo-
rithms must decide between multiple index buckets for storing an object. (2) Clipping prohibits
overlapping index regions, but divides a spatially-extended object into multiple simpler objects,
which are stored in one or multiple index buckets. (3) Transformation maps spatially-extended
objects into point objects of higher dimensionality that can be managed with PAM.
The following sections present selected SAM, namely the R-tree [Guttman 1984], the R∗-
tree [Beckmann et al. 1990] and the R+-tree [Sellis et al. 1987]. We also sketch SAM approaches
further away from our own research, e. g., the X-tree [Berchtold et al. 1996], or the M-tree [Ciac-
cia et al. 1997]. For a broader overview, we refer the interested reader to excellent surveys,
like [Gaede et al. 1998] or [C. Böhm et al. 2001].
R-tree
R-trees [Guttman 1984] manage spatially-extended objects in a balanced search tree. Inner
nodes recursively partition the data space by storing minimum bounding rectangles (MBR),
which define the minimal enclosure of all objects managed in the corresponding subtree. The
granularity of MBR increases with the depth of the tree. Multiple MBR of the same inner
node can possibly overlap, because R-trees apply the overlapping regions technique. However,
to maximize the pruning capabilities of the search algorithms, it is crucial that overlaps between
different MBR belonging to the same tree level are as small as possible. Otherwise, many
different paths (or sub trees) would need to be considered when evaluating a search query. Like
for most search trees, the structure of R-trees depends on the order of the insertions. R-trees
share multiple commonalities with B+-trees [Comer 1979]: (1) Data objects are exclusively
managed in leaf nodes, while inner nodes are only used for pruning. (2) The search tree is
height balanced, i. e., all leaf nodes are found at the same tree level. (3) The search tree is
designed to be stored on disk and therefore optimizes data transfers between external memory
and main memory. The sizes of the tree nodes are chosen depending on the sizes of the disk
blocks: One inner or leaf node fills an entire disk block. Today, R-trees are included in many
8PostGIS - Spatial and Geographic Objects for PostgreSQL, https://postgis.net/, Last access: August
29, 2018.
9Oracle Spatial and Graph, http://www.oracle.com/technetwork/database/options/
spatialandgraph/overview/index.html, Last access: August 29, 2018.
10SpatiaLite: SpatiaLite, https://www.gaia-gis.it/fossil/libspatialite/index, Last access: Au-
gust 29, 2018.
11Parallel Universe, http://www.paralleluniverse.co/spacebase/, Last access: August 29, 2018.
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MBR 1 MBR 2
MBR 3 MBR 4
(20,100) (25,75) (31,120)
MBR 5 MBR 6
(40,90) (50,80) (57,65)
Figure 2.3: An R-tree (right) managing six points from a two-dimensional data set (left).
major database systems, e. g., MySQL12, PostgreSQL13, and Oracle14.
Figure 2.3 illustrates an R-tree indexing the same six two-dimensional points as the kd-tree
shown in Figure 2.1. In this example, inner nodes can hold up to two MBR and leaf nodes can
store up to two data objects.
In the following analysis of the space requirements of R-trees, we assume that inner nodes
and leaf nodes have the same capacity: Inner nodes hold up to k MBR and leaf nodes store
up to k data objects. MBR are defined by two m-dimensional vectors, one resembling the
lower left and another one resembling the upper right corner. Furthermore, we assume that the
implementation uses arrays of four-byte floating-point values for MBR and data objects. Hence,
one MBR requires 2 ∗ (m ∗ 4) bytes of space and one data object needs m ∗ 4 bytes of space.
An optimally-filled R-tree of height h has
∑h−1
i=0 k




i ∗ (k ∗ 2 ∗m ∗ 4) + (n/k) ∗ (k ∗m ∗ 4) bytes of space to manage n m-dimensional
data objects. For instance, when using a node capacity of k = 50 and managing one Million
ten-dimensional points in an R-tree of height 3, employing an R-tree induces an index overhead
of 47.88MB - 38.15MB = 9.73MB compared to the raw data set.
R-trees execute MDRQ by starting at the root node and hierarchically traversing the tree
down to the leaves. At each inner node, the algorithm intersects the query object with the
stored MBR to determine those subtrees that may include data objects matching the query; all
12MySQL :: MySQL 5.7 Reference Manual :: 11.5.9 Creating Spatial Indexes, https://dev.mysql.com/doc/
refman/5.7/en/creating-spatial-indexes.html, Last access: August 29, 2018.
13PostgreSQL: Documentation: 10: 37.14. Interfacing Extensions To Indexes, https://www.postgresql.
org/docs/current/static/xindex.html, Last access: August 29, 2018.




other subtrees are pruned. Whenever a leaf node is reached, all data objects contained in the
MDRQ search object are added to the result set.
R-trees are balanced search trees that keep all leaves at the same depth. When inserting or
deleting data, leaf nodes can overflow or underflow. Overflowing leaf nodes are split into two new
nodes and underflowing leaf nodes are merged with neighboring nodes. In general, rebalance
operations may involve multiple paths between different leaf nodes and the root node. R-trees
provide two heuristics for splitting overflowing nodes, which both aim at reducing the coverage
area of the new nodes:
• The linear split algorithm first determines those two objects, which have the largest dis-
tance, and assigns each object to one of the new nodes. Next, it distributes each of the
remaining objects to the node that requires the least area increase.
• The quadratic split algorithm first determines those two objects that would maximize the
MBR area when inserted into the same node. Each of these objects is added to one of the
two new nodes. Then, the remaining objects are assigned to the new nodes such that the
increase of the respective MBR area is minimized.
Over the last decades, various variants of the R-tree have been proposed. The R∗-tree [Beck-
mann et al. 1990] and the R+-tree [Sellis et al. 1987] are two popular R-tree variants aiming at
reducing MBR overlap. We discuss them in detail in the following sections. The P-tree [Jagadish
1990] uses polyhedral search regions and polyhedral bounding rectangles instead of rectangular
regions and MBR. Hilbert R-trees [Kamel et al. 1994] order data objects by their Hilbert curve
to improve the partitioning and respectively the coverage of MBR. X-trees [Berchtold et al. 1996]
are based on R-trees but target data of very high dimensionality, which are, for instance, found
in multimedia databases. Leutenegger et al. [Leutenegger et al. 1997] study different R-tree
packing variants, e. g., the Hilbert R-tree, and introduce a new approach, the sort-tile-recursive
algorithm. The CR-tree [K. Kim et al. 2001] compresses MBR to enable inner nodes to handle
more entries, which effectively increases the tree fan out. Priority R-trees [Arge et al. 2004]
use novel bulk-loading techniques to build asymptotically optimal R-trees. However, dynamic
updates deteriorate the query efficiency of these R-trees. Further bulk-insert approaches have
been presented [Arge et al. 2004; Qi et al. 2018].
Although R-trees were originally designed to be stored on disk, we can adapt them to main
memory. Instead of tailoring the sizes of the tree nodes to the sizes of disk pages, we could choose
node capacities based on the sizes of CPU cache lines, which improves cache line utilization and
reduces the number of data accesses.
R∗-tree
The R∗-tree [Beckmann et al. 1990] is a variant of the R-tree that aims to reduce the overlap
of MBR and improves the robustness towards different insertion orders. The R∗-tree uses the
same search and deletion algorithms as the original R-tree, but employs a fundamentally different
technique for handling overflowing nodes. Although R∗-trees typically drastically reduce MBR
overlap, they do not guarantee to prevent it and therefore belong to the group of SAM employing
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overlapping regions. SQLite15 uses R∗-trees to index and search spatial data.
When a node overflows, the R∗-tree first aggressively reinserts parts of the entries (typically
around 30%), a technique called forced reinsert, which may postpone the necessary node split.
Forced reinserts move entries between neighboring nodes, effectively reducing overlap. Eventu-
ally, if the forced reinsertion also causes an overflow, the according node is split.
R∗-trees use none of the original split techniques, but propose a novel, more efficient but
also more complex approach to split overflowing nodes. While the linear and quadratic split
heuristics of the R-tree primarily aim to minimize the coverage (or area) of the new MBR, the
split technique of the R∗-tree follows multiple further goals associated with certain desirable
effects: (1) A minimal overlap between MBR at the same tree level (or granularity) reduces the
number of sub trees that need to be considered when evaluating search queries. (2) A minimal
margin of MBR leads to a more quadratic shape of the MBR that is especially preferable
for quadratic query rectangles. (3) An optimal space utilization reduces the tree height and
effectively minimizes the query cost. In particular, the R∗-tree chooses the dimension of the
data space as split axis for the objects of the overflowing node that minimizes the perimeters of
the new MBR.
The techniques of R∗-trees come at the cost of an higher insert complexity [Hoel et al. 1992],
but effectively reduce the coverage and overlap of the MBR typically resulting in a better search
performance. Theoretically, R∗-trees and regular R-trees have identical space requirements.
In practice, enabled by forced reinserts, R∗-trees often achieve a better space utilization than
R-trees [Beckmann et al. 1990].
In our experiments with MDRQ, we consider the R∗-tree as representative of SAM, because
it achieves a very high search and space efficiency. We adapt it to an in-memory storage by
tailoring the sizes of the nodes to the sizes of the cache lines.
R+-tree
The R+-tree [Sellis et al. 1987] is another popular R-tree variant. Similar to R∗-trees, R+-trees
aim to improve the search efficiency of R-trees by avoiding MBR overlap. Contrary to R∗-trees,
which strongly reduce overlap, R+-trees completely prevent overlap between MBR at the same
tree level. R+-trees divide data objects into disjoint partitions and therefore belong to the group
of SAM employing clipping.
When inserting data into an R+-tree, the insertion algorithm determines the number of MBR
(or leaf nodes) that the new object intersects with. If the new data object intersects with only
a single MBR, it can be directly inserted into the corresponding leaf node. Otherwise, the data
object is split into multiple non-overlapping sub-rectangles, which are inserted into different
leaves.
Depending on the concrete data set, R+-trees have higher space requirements than R-trees,
because they may need to store one data object in multiple leaf nodes.
The search algorithms of R+-trees and R-trees behave very similar. R+-trees decompose a
search object into disjoint sub-regions, which are evaluated on the search tree. When processing
MDRQ, R+-trees may need to consider less sub trees than R-trees, because MBR do not overlap.
15The SQLite R∗Tree Module, https://sqlite.org/rtree.html, Last access: August 29, 2018.
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In the case of point queries, R+-trees must consider only one single search path, whereas R-trees,
in the case of MBR overlap, may need to follow multiple search paths.
R+-trees handle overflowing nodes similarly to regular R-trees. Though, splits of inner nodes
do not only affect upper tree levels, but may also propagate to lower tree levels. Downward
propagation of node splits is necessary, because R+-trees require that objects at lower tree
levels are completely covered (or enclosed) by their parent objects at upper tree levels. Thus,
when such a parent object gets split, the split must be recursively pushed down to the lower
tree levels.
R+-trees can be adapted to a main-memory storage using the same technique that we proposed
for R-trees, i. e., by tailoring the sizes of the tree nodes to the sizes of the cache lines. As the
benefits of R+-trees, which mainly apply to point queries, come at the cost of increased space
requirements, we do not consider them in this thesis.
Other Spatial Access Methods
In the following, we sketch other SAM approaches further away from our own research: (1) ap-
proaches for high-dimensional data, and (2) techniques targeting metric spaces.
In this thesis, we focus on multidimensional point data of low and moderate dimensionality
(between two and 100 dimensions). Motivated by multimedia database systems storing feature
vectors derived from objects, like images or videos, there exist different techniques to handle
data of very high dimensionality (up to thousands of dimensions) [C. Böhm et al. 2001]. X-
trees [Berchtold et al. 1996] are similar to R∗-trees but introduce super nodes, which are larger
than regular tree nodes and effectively reduce MBR overlap in the case of high-dimensional data
spaces. The Sphere/Rectangle-tree (SR-tree) [Katayama et al. 1997] is another SAM addressing
high-dimensional data that integrates the concepts of R∗-trees and similarity search-trees (SS-
trees) [White et al. 1996], which employ bounding spheres instead of bounding rectangles. SR-
trees specify regions by intersecting bounding spheres and bounding rectangles. Compared to
SS-trees, SR-trees typically achieve smaller regions (in terms of coverage) and also reduce the
overlap between different regions. Compared to R∗-trees, SR-trees are more efficient for high-
dimensional data spaces. The Telescope Vector-tree (TV-tree) [Lin et al. 1994] considers only
a subset of the dimensions of a data space for indexing and can therefore efficiently handle
high-dimensional data while requiring few space for the index. Though, various experiments
have shown that TV-trees are outperformed by other approaches, like X-trees [Berchtold et al.
1996].
Sometimes it is not feasible to transform data objects into features vectors, which makes
SAM, such as R-trees, R∗-trees, or R+-trees, useless. However, it may still be possible to derive
distances between different objects. For such cases, various MDIS have been proposed that
index the distances between the objects instead of the data objects themselves. The vantage
point-tree (VP-tree) [Uhlmann 1991; Yianilos 1993] is technically a binary search tree that
recursively partitions data objects by choosing one of the objects as pivot element and dividing
the remaining objects into two partitions depending on their distance to the pivot element. The
generalized hyperplane-tree (GH-tree) [Uhlmann 1991] is another SAM similar to the VP-tree.
It is also a binary search tree, but uses two pivot elements at each inner node, instead of only
one. Consequently, the left sub tree contains all objects that are closer to the left pivot element,
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and the right sub tree holds all objects that are closer to the right pivot element. The geometric
near-neighbor access tree (GNAT) extends the concepts of GH-trees by using more than two
pivot elements at each inner node, which improves the search efficiency but also increases the
build cost. Another popular approach to indexing metric spaces is the paged metric tree (M-
tree) [Ciaccia et al. 1997], which is very similar to the VP-tree but explicitly targets settings,
where the complete index is stored in external memory.
2.3 Index Structures on Modern Hardware
Most index structures for database systems were originally designed for machines with single-core
CPUs, small main memory capacities and comparatively large disks. They provide only single-
threaded implementations and store the indexed data in the external memory. Main memory
is solely used for buffering disk accesses. For instance, VA-files manage their approximations in
main memory, but store data objects on disk.
This section studies how to adapt index structures to the features of current hardware archi-
tectures. We focus on (a) using main memory for exclusive data storage, (b) accelerating search
operators with SIMD instructions, and (c) exploiting the multithreading capabilities of modern
CPUs. Note that the term modern hardware includes further recent hardware trends, such as
high-speed networks [Rödiger et al. 2015], or highly-parallel co-processors, e. g., graphics pro-
cessing units (GPU) [Bakkum et al. 2010], or field-programmable gate arrays (FPGA) [Teubner
et al. 2013]. However, we restrict our research to hardware features available in server setups
commonly used for general-purpose computing.
2.3.1 Modern Memory Hierarchy
Today, main memories [Drepper 2007; Bryant et al. 2003] are large enough to entirely hold
most databases, turning it into the number one choice for data storage [Plattner et al. 2011].
Concurrently, the computing capabilities of processors have rapidly advanced, outpacing the
improvements in memory latency. Due to the increasing parallelism of modern CPUs, the bus
between the CPU caches and the main memory becomes a bottleneck [Manegold et al. 2000]
and must be taken into account when optimizing data accesses.
CPUs execute instructions, e. g., arithmetic operations, on data held in the registers installed
on the CPU. Thus, before the actual operation can be applied, the required data need to
be loaded from main memory. The basic unit for transfers between the processor and the
main memory are cache lines, which, today, typically consist of 64 bytes. The memory bus
induces a high access latency. To overcome this obstacle, modern CPUs feature a hierarchy of
different on-die caches. These cache hierarchies usually consist of three levels, that typically
hold the most-recently accessed cache lines [Drepper 2007], although other replacement policies
are possible.
Higher levels of the cache hierarchy contain subsets of data stored in lower levels. Hence,
the level 3 (L3) cache resembles a subset of the main memory, the level 2 (L2) cache resembles
a subset of the L3 cache, etc. When requesting a cache line, the processor first probes the






CL CL CL CL CL CL










Memory Layer Capacity Latency Bandwidth
(for random reads)
L1 Cache 32 KB 4-5 cycles 0.5 cycles per access
L2 Cache 256 KB 12 cycles 2 cycles per cache line
L3 Cache 8 MB 40 cycles 5 cycles per cache line
Main Memory terabytes 42 cycles 5.9ns per cache line
+ 51 ns
(b) Performance numbers.
Figure 2.4: Memory hierarchy of Intel Skylake CPUs (Source: https://www.7-cpu.com/
cpu/Skylake.html, Last access: August 29, 2018).
down to the lower levels. Accessing a cache line that is not featured in the last level cache
(LLC), which typically equals the L3 cache on current processors, requires a main memory
access to load the requested cache line via the memory bus into the CPU caches. Compared to
cache misses occurring at upper levels, LLC misses are the most expensive in terms of latency
(or performance). As a consequence, main-memory index structures aim to work as much as
possible on data held in on-die CPU caches. Figure 2.4a illustrates the memory hierarchy [Jacob
et al. 2010] of Intel’s Skylake microarchitecture, and Figure 2.4b provides according performance
numbers16.
Modern operating systems execute processes within a virtual address space for multiple rea-
sons, e. g., to separate individual processes from each other, and to unnoticedly swap memory
pages to disk when needed. For each process, an operating system manages the mappings be-
tween virtual memory addresses and physical memory pages in a page table that is stored in
main memory. When programs access data using a virtual address, for instance when navigating
a search tree, the memory management unit (MMU) scans the page table to find the physical
location. Modern CPUs accelerate address translation by integrating a translation lookaside
buffer (TLB). The TLB resembles a cache, storing the most-recent translations in a fast, low-
latency memory integrated on the die. Before accessing the page table, the MMU probes the
TLB and checks whether the requested virtual memory address has recently been translated. If
the address is found, a TLB hit occurs and the MMU can return the desired translation. If the
address is not found, a TLB miss occurs and the MMU must scan the page table stored in the
comparatively slow main memory.
When employing index structures in main memory, various aspects must be considered to
achieve high performance and fully leverage the capabilities of modern processors: (1) Navigation
of the index structure should access data held in higher, faster levels of the memory hierarchy as
often as possible. Especially, costly transfers between the main memory and the LLC need to be
16Source: https://www.7-cpu.com/cpu/Skylake.html, Last access: August 29, 2018.
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avoided. (2) As data are always transferred at the granularity of cache lines, search algorithms
must utilize as much of a cache line’s content as possible to minimize data transfers. (3) The
evaluation of search queries should produce as few TLB misses as possible.
The most important technique to achieve high cache efficiency is employing data layouts that
enable search algorithms to sequentially traverse over the indexed data. When accessing a cache
line, modern processors also prefetch the successive cache line, a technique called one block
lookahead prefetching [Smith 1982]. A sequential access pattern makes use of the prefetched
cache line and therefore effectively prevents LLC and TLB misses. To this end, pointer-based
implementations of search trees can be linearized to reduce random accesses [Schlegel et al.
2009]. Furthermore, the data layout of index structures should be aligned to the sizes of cache
lines. For instance, search trees can adjust the capacity of their nodes to the sizes of the cache
lines [Rao et al. 1999], which maximizes cache line utilization and reduces the number of data
transfers.
In this thesis, we often compare different index structures with each other in terms of their
cache efficiency. For instance, we may investigate how many LLC misses are produced per exe-
cuted range query. To this end, modern CPUs provide hardware performance counters17, which
are dedicated registers installed on the processor that sample the occurrences of performance-
related events, like cache misses, cache accesses, or branch mispredictions. We use the Perfor-
mance Application Programming Interface (PAPI) [Mucci et al. 1999], which provides an uniform
interface to different CPU families, to obtain access to the hardware performance counters of
the evaluation machine.
2.3.2 Single Instruction Multiple Data (SIMD)
Single Instruction Multiple Data (SIMD) is an execution model, where one instruction is simul-
taneously applied to multiple data elements [Flynn 1972]. Modern processors implement SIMD
through vectorized instructions that are processed on dedicated, extra-wide registers. The de-
gree of parallelism (DOP) of SIMD instructions depends on how many data elements fit into
one SIMD register. For instance, a 32-byte SIMD register can hold eight four-byte values. In
general, when processing data for which k values fit into one register, SIMD offers a theoretical
speed-up of k. However, such optimal performance gains are rarely achieved in practice, be-
cause various other factors, like the memory bandwidth and the concrete vector instruction to
perform, play an important role [Polychroniou et al. 2015].
Developers can implement SIMD parallelism either by using intrinsic functions18 provided
by hardware vendors or by relying on automatic vectorization offered by modern compilers.
Intrinsic functions require low-level hardware knowledge, often result in complex code and are
specific to the underlying instruction set, impeding code deployments on arbitrary platforms.
Although compiler-based automatic vectorization has substantially improved over the last years,
manually-tuned intrinsics code is still more efficient and remains the number one choice when
17Intel R©Performance Counter Monitor - A better way to measure CPU utilization, https://www.intel.com/
software/pcm, Last access: August 29, 2018.
18Compilers, like GCC, provide highly-optimized implementations for low-level tasks, e. g., vector processing, or
floating-point operations, in the form of built-in intrinsic functions.
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desiring high performance [Sprenger et al. 2018c; Pohl et al. 2016]. Thus, the remaining work
uses SIMD intrinsics.
SIMD instructions have multiple requirements that must be met to obtain speed-ups:
• In general, SIMD parallelism prefers simple memory layouts that keep data elements,
which should be simultaneously processed, in consecutive memory locations. Otherwise
multiple load or store operations are needed to fill or read an entire SIMD register. Al-
though recent SIMD instruction sets feature gather and scatter operations [Polychroniou
et al. 2015], which can read from or write to non-consecutive memory locations, these are
limited to a small number of use cases and usually show inferior performance than when
working on consecutively-stored data, especially if the to-be-processed data elements are
part of different cache lines [Hofmann et al. 2014], as each cache line needs to be loaded
individually.
• SIMD instructions are restricted to simple control flows with few, if any, conditional
branches. Batch-style algorithms, like scans, benefit the most from vectorization.
• SIMD instructions are limited to simple data types. For instance, AVX intrinsics support
only integers, floats and doubles19.
Depending on the memory layout and the search algorithms, SIMD instructions can accelerate
the search operators of main-memory index structures. For instance, Zeuch et al. [Zeuch et al.
2014] proposed in-memory B-tree variants that use vectorized instructions to navigate the inner
tree nodes.
2.3.3 Multi-Core CPUs and Simultaneous Multithreading (SMT)
Until the mid 2000s, most processors featured only one single processing unit. Manufacturers
improved the computing power by placing a growing number of transistors on the die and by
increasing the clock rate of the CPU. However, at a certain point, the advancements in clock rates
slowed down due to physical limitations, which forced processor vendors to consider alternative
means to improve the performance. To this end, modern CPUs employ parallelization: They
install multiple almost-independent20 processing units, named cores, on the same chip. Cores
can concurrently execute processes and possess individual instruction pipelines and caches.
Figure 2.5 illustrates the evolution of server processors in terms of cores per CPU and clock
rate21, using the Intel Xeon family as example. Note the beginning of stagnating clock rates
in 2005 and the concurrent introduction of multi-core CPUs as means to further improve the
performance. Another interesting point in time is marked by the availability of the Intel Xeon
Phi many-core CPU, which targets traditional application areas of highly-parallel GPUs, as
stand-alone processor in 2016.
19Intel Intrinsics Guide, https://software.intel.com/sites/landingpage/IntrinsicsGuide/
#techs=AVX, Last access: August 29, 2018.
20Most multi-core CPUs feature a large LLC shared by all cores (see Figure 2.4a).
21Source: https://en.wikipedia.org/wiki/List_of_Intel_Xeon_microprocessors and https://
en.wikipedia.org/wiki/Xeon_Phi, Last access: August 29, 2018.
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Figure 2.5: Evolution of Intel Xeon server CPUs (Source: https://en.wikipedia.
org/wiki/List_of_Intel_Xeon_microprocessors and https:
//en.wikipedia.org/wiki/Xeon_Phi, Last accesses: February 25, 2019).
In addition to multi-core processing, most current processors support simultaneous multi-
threading (SMT) that enables to handle multiple independent processes in the same pipeline.
Of course, physical CPU cores can still execute only one instruction at the same time. How-
ever, processors are able to dynamically switch between different contexts, which is useful when
processes stall, like in the case of unavailable resources. For instance, while a blocking pro-
cess waits for data to be loaded into the CPU caches, another process can be executed, which
prevents wasting the computing power of the CPU. SMT is mainly beneficial for frequently-
blocking, memory-bound processes. Recent Intel CPUs feature a proprietary implementation
of SMT, named hyperthreading. Typically, they allow to simultaneously run two hyperthreads,
also called virtual CPU cores, on one physical core.
In multi-socket machines, multiple (multi-core) CPUs share the same memory bus when ac-
cessing the main memory. While multi-channel memory may reduce the pressure on the memory
bus, they cannot hold up with the increasing parallel capabilities of modern CPUs. Non-uniform
memory access (NUMA) provides means to cope with such highly-parallel settings. It divides
all cores of a machine into NUMA groups, of which each group is assigned to a separate, local
region of the memory. In NUMA, processes can access data stored in the local memory region
very fast, whereas accesses to non-local regions, associated with other NUMA groups, are slower.
While increasing clock rates of single-core CPUs enabled performance boosts without requiring
changes to the software, nowadays programs must explicitly control the processing units of
multi-core CPUs to fully utilize the available computing capabilities. Multi-core CPUs require
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algorithms to divide (large) problems into independent subproblems that can be processed by
distinct threads in parallel, while requiring as little synchronization as possible. Although many
algorithms, like scans, can be easily parallelized, obtaining the perfect DOP is not always possible
and remains a challenge.
Database systems can accelerate search operations with multithreading using two approaches:
inter- and intra-query parallelism. Inter-query parallelism increases the throughput of large
batches of queries by executing multiple queries in parallel. Each query is processed by a sepa-
rate thread. Hence, it is best suited for online transaction processing, where queries are simple
and can typically be answered within a very short amount of time. In contrast, intra-query par-
allelism improves the performance of one particular query by processing it with multiple threads.
It is mainly beneficial for complex, long-running queries, like online analytical processing.
In the past, database systems have favored inter-query parallelism [Graefe 1990; Graefe 1994],
because server machines featured only few threads reducing the benefits of parallelizing individ-
ual queries. Furthermore, inter-query parallelism allows to re-use single-threaded implementa-
tions.
When taking the growing parallel capabilities of modern CPUs into account, which enable set-
tings with hundreds to thousands of hardware threads on one machine22, intra-query parallelism
becomes increasingly important to avoid wasting computing resources. Furthermore, with the
rise of big data analytics [Labrinidis et al. 2012; Hao Zhang et al. 2015], many database work-
loads are long running and read heavy, and would strongly benefit from intra-query parallelism
to reduce their execution times. As a consequence, modern index structures must explicitly
leverage multi-core CPUs and provide parallel search algorithms that can use multiple threads
to navigate the index.
2.4 Genomic Multidimensional Range Query Benchmark (GMRQB)
The strength of any empirical evaluation of index structures critically depends on the repre-
sentativeness of the data and the queries used. The performance of MDIS may strongly vary
for different data distributions, e. g., uniform, unimodal or multimodal clustered, clustered in
subspaces, etc., and different query workloads, e. g., hot-spot regions, partial- or complete-match
queries, low or high selectivities, etc. In the past, MDIS were mainly evaluated with synthetic
data or synthetic workloads, such as in [K. Kim et al. 2001], [Pagel et al. 1993], or [Wang et
al. 2016], with the obvious advantage of being able to influence many parameters of the data
and the workloads. Although some previous evaluations have used real-world data sets, to the
best of our knowledge, none of them has considered any real-world query workloads. Therefore,
in addition to experiments with synthetic data and workloads, we strive to also evaluate all
considered methods on real-world multidimensional data and workloads.
To this end, we create a novel multidimensional range query benchmark derived from the
analysis of genomic data. As motivated in the Introduction, genomic analysis heavily relies
on MDRQ to interactively study the variant profiles of complete disease cohorts and entire
populations. It represents a very interesting use case from a data management perspective,
22Current many-core CPUs can feature more than seventy cores. When adding four-way hyperthreading and
using four- or eight-socket settings, more than thousand threads per machine are possible.
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because continuous improvements in sequencing technology lead to an ever-growing amount of
genomic data available for research and analysis.
This section presents the Genomic Multidimensional Range Query Benchmark (GMRQB),
which consists of eight parameterized, partial-match and complete-match, realistic range queries
applied to a large set of real-world genomic variants derived from the 1000 Genomes Project [The
1000 Genomes Project Consortium 2015]. Data points are of moderate dimensionality (19
dimensions) and dimensions feature very different numbers of distinct values. The used data set
is publicly available23, which allows reproduction of our evaluation results and facilitates further
research on range queries.
2.4.1 Range Queries on Genomic Variant Data
A human genome consists of approximately three Billion base pairs (the DNA) structured in 23
chromosomes. When sequencing a human, i.e., experimentally determining its genome, these
three Billion base pairs are typically compared to a human reference genome, which models
a hypothetical normal human genome [International Human Genome Sequencing Consortium
2004]. Deviations from this reference are typically called genomic variants [The 1000 Genomes
Project Consortium 2012], or mutations if they affect the human in some negative sense, e. g.,
when a certain variant is associated with an increased risk for developing a certain disease. On
average, every human genome contains approximately four to five Million variants [The 1000
Genomes Project Consortium 2015]. Genomic variants are not distributed at random over the
genome, but certain genomic regions are more prone to contain variants than others. Within the
large field of genomic analysis, multiple application areas make use of MDRQ. In the following,
we describe two of them: precision medicine and genome browsers.
• The premise of precision medicine24 is to correlate an individual’s variant profile to his
or her susceptibility to diseases and treatments [Lievre et al. 2006]. An important part
of research in precision medicine is concerned with collecting large numbers of genomes
together with medical information about the individuals to integrate these different data
in databases. Using these databases, researchers routinely perform statistical analysis of
genomic variant profiles regarding commonalities and differences between individuals with
respect to health-related issues. For instance, researchers search for sets of variants sharing
certain characteristics, e. g., belonging to the same genomic region, being present in the
same class of diseases or a similar group of patients, being present in patients reacting in
the same way to medication, etc. These searches eventually boil down to MDRQ.
• Another application area of range queries in the context of genomic analysis are genome
browsers. Resembling the concepts of web browsers, genome browsers can be used to
interactively scroll over the variant profiles of complete genomes, region by region. Fig-
ure 2.6 shows a screenshot taken from a popular genome browser, the integrative genomics
viewer (IGV) [Thorvaldsdóttir et al. 2013]. In this screenshot, IGV visualizes all variants
of selected genomes found on chromosome 22 between positions 30,927,764 and 30,936,369.
23Data | 1000 Genomes, http://www.internationalgenome.org/data, Last access: August 29, 2018.
24See, for instance, https://allofus.nih.gov. Last access: August 29, 2018.
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Figure 2.6: A screenshot taken from a genome browser, the integrative genomics viewer [Thor-
valdsdóttir et al. 2013].
Different shades of blue highlight genomic regions containing variants. Technically, genome
browsers use range queries to narrow down large sets of variants to the subsets relevant
for the visualized genomic region [H. Li 2011]. Genome browsers pose especially strong
requirements on the latency of range queries, because they must provide an interactive
interface to the application user.
2.4.2 Real-World Data Set
The 1000 Genomes Project has sequenced the entire genomes of 2,504 human individuals, also
called samples, from across the world to facilitate research in precision medicine and related
areas [The 1000 Genomes Project Consortium 2015]. The resulting data set is publicly available
and contains 84.4 Million variants grouped by individual and by genomic location. In addition
to sequencing data, the 1000 Genomes Project also provides meta data of the individuals, e. g.,
gender, and population.
For the GMRQ Benchmark, we integrate the genomic variant data with the meta data of the
samples. We obtain a data set25 featuring 19 dimensions:
25Our benchmark data set can be considered as a cross product between both data sources.
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• Chromosome holds the chromosome that the variant was found at, e. g., 22.
• Location provides the according position within the chromosome, e. g., 100,000.
• Quality resembles a quality score of the sequencing read, e. g., 1.0, providing information
about the accuracy of the used sequencing platform.
• Depth denotes the number of unique sequencing reads26, e. g., 30.
• Reference_genome holds the reference genome that was compared with the sample genome
to determine the genomic variant, a procedure called variant calling [Hwang et al. 2015].
• Variant_id provides the unique identifier of the variant.
• Allele_freq describes the relative frequency of the variant within the population, e. g., 1%.
• Similarly, allele_count provides the total number of occurrences of the variant within the
population, e. g., 100.
• Ref_base holds the nucleobase of the reference genome at the position of the variant, e. g.,
A.
• Alt_base provides the variant found in the sample genome, e. g., C. Besides single-nucleotide
polymorphisms (SNP), the data set also includes copy-number variations (CNV) and ge-
nomic insertions and deletions (INDEL). Therefore, this dimension contains more distinct
values than the number of possible nucleobases (four).
• Ancestral_allele provides allele data from organisms very close to that of humans. The
1000 Genomes Project integrates Ensembl Compara27, which provides the alleles from
different primates.
• Variant_type denotes the type of the variant, e. g., SNP, CNV, or INDEL.
• Sample_id provides the unique identifier of the sample. When combining variant_id and
sample_id, we can obtain an unique tuple identifier.
• Gender provides the gender of the individual. It holds two different values (male and
female) and is therefore solely queried with point queries (or range queries with identical
lower and upper boundaries).
• Population holds the population of the individual, e. g., Finland.
• Genotype provides genotype information, i. e., the two alleles carried by the sample genome.
• The 1000 Genomes Project has sequenced the genomes of multiple individuals that belong
to the same family. For such samples, family_id provides an unique identifier of the family
the individual belongs to.
26Next-generation sequencing technologies read each DNA base multiple times.
























Table 2.1: The set of genomic variants used in this thesis consisting of ten Million tuples.
• Finally, relationship contains information about the role of the individual within the family,
if present, e. g., father, or child.
The 1000 Genomes Project provides variant data as Variant Call Format (VCF) files [Danecek
et al. 2011]. VCF is a text-based, tab-separated file format designed for the outcomes of variant
calling. As most MDIS store tuples as arrays of floats, we need to transform the data before
indexing. For numeric values, such a transformation is straightforward. However, attributes
originally provided as strings, i. e., reference_genome, ref_base, alt_base, ancestral_allele, fil-
ter, variant_type, population, relationship, and genotype, are more challenging. We transform
these attributes into floating-point values by hashing. Unfortunately, this transformation makes
range queries on these dimensions less meaningful.
Taking into account that our evaluation machine has only 32 gigabytes (GB) of main memory
and MDIS require some indexing overhead, we limit the data used in the experiments of this
thesis to ten Million tuples, which equals 724.79MB when stored with four-byte floats. These
tuples were extracted from the sequencing data for chromosome 22. Table 2.1 describes the
resulting data set. For each dimension, it provides the domain as a range of real numbers and
the number of contained distinct values.
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2.4.3 Realistic Range Query Templates
In collaboration with Bioinformaticians28, we designed the Genomic Multidimensional Range
Query Benchmark (GMRQB), a workload of eight realistic complete- and partial-match range
query templates, which are applied to the data set described in Section 2.4.2. In addition to the
eight query templates, we also provide a mixed workload consisting of all templates randomly
mixed together, which enables experiments with changing workload patterns. These range
queries retrieve specific subsets of genomic variants interesting for further analysis. They specify
range predicates on some, most, or all dimensions. Depending on the dimension, predicates may
either specify single points or ranges of different sizes. For instance, we always use a point
query for the dimension gender, yet always apply range predicates to the dimension location.
All queries of GMRQB restrict the genomic location, i. e., attributes chromosome and location.
Queries in the workload are templates that have to be instantiated with meaningful values. For
the genomic location, we use the RefSeq database29 to align genomic ranges to coding regions.
All other variables are filled using randomly-selected values found in the original data. Listing 2.1
shows Query Template 3 from GMRQB written as a SQL statement to ease readability30. Like
all query templates, it restricts the search to a certain genomic region defined by a chromosome
and a location range. Additionally, it retrieves only variants that were found in an individual of
a particular gender.
Listing 2.1: Query Template 3 of GMRQB.
1 SELECT * FROM variants
2 WHERE chromosome BETWEEN ? AND ?
3 AND location BETWEEN ? AND ?
4 AND gender = ?;
For each query template, Table 2.2 shows the average selectivity and the average number of
queried dimensions. Except Query Template 8, all query templates are partial-match queries.
For completeness, Appendix A provides all query templates.
The used data set has three disadvantages with regards to the evaluation of MDRQ:
• We had to use hashing to transform attributes originally stored as strings into floating-
point values. Unfortunately, such transformations prevent meaningful range queries on
these dimensions.
• Some dimensions, e. g., gender, or reference genome, have only very few distinct values.
Actually, range queries on these dimensions turn into point queries.
• Although the queries of the benchmark resemble a real-world interactive analysis of ge-
nomic variant data, these queries were not extracted from real applications. It would be
28We would like to thank the bioinformaticians from our working group, especially Yvonne Lichtblau, for their
valuable feedback on the design of the GMRQ Benchmark.
29RefSeq: NCBI Reference Sequence Database, https://www.ncbi.nlm.nih.gov/refseq/, Last access:
August 29, 2018.
30 Implementations of MDIS typically require multidimensional range queries to be specified as two vectors, where
the first (second) vector denotes the lower (upper) boundary of the range query.
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GMRQB Query Template Average Selectivity Average Number of Queried Dimensions
Query Template 1 10.76% (σ = 7.24%) 2 (σ = 0.0)
Query Template 2 2.19% (σ = 2.27%) 5 (σ = 0.0)
Query Template 3 5.36% (σ = 3.61%) 3 (σ = 0.0)
Query Template 4 0.22% (σ = 0.15%) 4 (σ = 0.0)
Query Template 5 0.20% (σ = 0.15%) 5 (σ = 0.0)
Query Template 6 0.11% (σ = 0.11%) 6 (σ = 0.0)
Query Template 7 0.05% (σ = 0.06%) 7 (σ = 0.0)
Query Template 8 0.00001% (σ = 0.00002%) 19 (σ = 0.0)
Mixed Workload 1.58% (σ = 3.58%) 5.81 (σ = 4.11)
Table 2.2: The query templates of the GMRQB.
very interesting to monitor workloads from researchers in, for instance, precision medicine
and add these queries to GMRQB.
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This chapter addresses one-dimensional main-memory index structures, of which many have
been proposed over the last years, e. g., the adaptive radix tree (ART) [Leis et al. 2013], the fast
architecture sensitive search tree (FAST) [C. Kim et al. 2010], or the cache-sensitive B+-tree
(CSB+-tree) [Rao et al. 2000]. These are typically based on the concepts of traditional index
structures, e. g., B-trees [Bayer et al. 1972], radix trees [Morrison 1968], or hash tables [Garcia-
Molina et al. 2000], but adapt them to the needs of main-memory settings. Like disk-based index
structures, which optimize data transfers between external and main memory, in-memory index
structures aim to work as much as possible on data held in higher, faster levels of the memory
hierarchy when evaluating search queries, which boils down to optimizing CPU cache misses.
Such optimizations are motivated by analyses of Ailamaki et al. [Ailamaki et al. 1999], which
identified LLC misses as one of the major contributors to the runtimes of database workloads
on modern hardware.
Existing in-memory index structures mainly focus on achieving high lookup performance,
but neglect range queries, despite their numerous applications and use cases (see Introduction).
While most hash tables obviously lack pruning capabilities for range queries anyway, because
they do not store data in a sorted order, also many in-memory tree variants, such as ART or
CSB+, show poor search efficiency when executing range queries. Search trees keep data in
a sorted order and implement range queries by looking up the smallest matching element and
iterating over all consecutive elements until a mismatch occurs. Most in-memory approaches
optimize the first step of range queries, typically implemented as a lookup operation, but neglect
the second step, which often requires chasing many pointers with random accesses.
The major challenge to an efficient in-memory execution of range queries, especially for queries
with a moderate or a low selectivity, are random data accesses that induce cache misses and lead
to CPU stalls [Ailamaki et al. 1999]. Taking this observation into account, it is not surprising
that, in main memory, sequential full-table scans outperform tree-based index structures for
range queries with selectivities of approximately 1% or larger [Das et al. 2015].
In this chapter, we present the cache-sensitive skip lists (CSSL) as a novel main-memory
index structure based on conventional skip lists [Pugh 1990; Munro et al. 1992]. CSSL employ
a specific memory layout to take maximal advantage of the features of modern CPUs, e. g.,
multi-level cache hierarchies, SIMD instructions, and pipelined execution. They store data such
that the range query operator can almost-sequentially traverse over matching elements, which
exploits cache line prefetching and strongly reduces CPU cache and TLB misses. Moreover, the
used memory layout enables a vectorization of the range query algorithm.
The contributions of this chapter are as follows:
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• We propose the cache-sensitive skip list, a main-memory index structure offering efficient
execution of range queries.
• We show how to apply SIMD instructions to the range query operator of skip lists.
• We compare CSSL with other main-memory index structures using different workloads on
synthetic and real-world one-dimensional data sets.
The remainder of this chapter is organized as follows. In Section 3.1, we present work related to
CSSL. Section 3.2 introduces skip lists, the index structure that CSSL are based on. Section 3.3
presents the foundational concepts behind CSSL and describes algorithms for executing lookups
and range queries; we also show how to process updates. Section 3.4 compares CSSL with
state-of-the-art main-memory index structures and Section 3.5 summarizes this chapter.
Parts of this chapter have been previously published in [Sprenger et al. 2016].
3.1 Related Work
Although concepts like cache-aligned data layouts, index traversal with SIMD instructions, and
pointer elimination have been investigated before [C. Kim et al. 2010; Rao et al. 1999; Rao et al.
2000], to the best of our knowledge, we are the first to combine these to accelerate range queries
in one-dimensional main-memory index structures.
Skip lists [Pugh 1990] were proposed as a probabilistic alternative to B-trees [Bayer et al.
1972]. They have been applied to multiple areas and have been adapted to different purposes,
e.g., lock-free skip lists [Fomitchev et al. 2004], deterministic skip lists [Munro et al. 1992], or
concurrent skip lists [Herlihy et al. 2006]. In [Xie et al. 2016], Xie et al. present a parallel
skip list-based main-memory index, named PI, that processes batches of queries using multiple
threads. Skip lists are not only of interest for researchers, but also part of several modern
database management systems. The main-memory database system MemSQL [Chen et al.
2016] uses skip lists to implement secondary indexes1 and the key-value store Redis [Carlson
2013] employs them to manage sorted sets2. CSSL are based on deterministic skip lists [Munro
et al. 1992], but employ a cache-friendly data layout tailored to modern CPUs and beneficial
for the execution of range queries.
There are several other approaches addressing in-memory indexing [M. Böhm et al. 2011;
C. Kim et al. 2010; Kissinger et al. 2012; Leis et al. 2013; Rao et al. 1999; Rao et al. 2000],
yet few specifically target range queries. Cache-sensitive search trees (CSS-trees) [Rao et al.
1999] build a tree-based dictionary on top of a sorted array that is tailored to the properties of
the cache hierarchy, e. g., the sizes of the cache lines, and can be searched in logarithmic time.
CSS-trees are static by design and need to be completely rebuilt when ingesting updates. Rao
and Ross [Rao et al. 2000] introduce the CSB+-tree, a cache-conscious B+-tree [Comer 1979],
which minimizes pointer usage and reduces space consumption. As shown in Section 3.4, CSSL
outperform CSB+-trees significantly for all considered workloads.
1The Story Behind MemSQL’s Skiplist Indexes - MemSQL Blog, http://blog.memsql.com/
the-story-behind-memsqls-skiplist-indexes/, Last access: August 29, 2018.
2An introduction to Redis data types and abstractions - Redis, https://redis.io/topics/
data-types-intro, Last access: August 29, 2018.
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Masstree [Mao et al. 2012] is an in-memory database that employs a trie of B+-trees as index
structure. It supports keys of arbitrary length, which is useful when indexing strings. We do
not include Masstree in our evaluation, because its implementation is multithreaded, which
prevents a fair comparison. Instead, we consider an in-memory implementation of its base index
structure, the B+-tree, as competitor.
Zhang et al. [Huanchen Zhang et al. 2016] introduce a hybrid two-stage index that can be built
on top of existing index structures, like B-trees or skip lists. Interestingly, they also propose a
paged-based skip list implementation as example that is tailored to main memory. However, in
contrast to CSSL, it is completely static by design and does not exploit SIMD instructions.
ART [Leis et al. 2013] is a main-memory index structure based on radix trees. It employs
adaptive node sizes and makes use of advanced CPU features, like SIMD instructions, to enhance
the search performance. While ART achieves high lookup performance currently only superseded
by hash tables [Alvarez et al. 2015], its support for range queries is much less efficient since
these require traversing over the tree by chasing pointers. As shown in the evaluation, CSSL
significantly outperform ART for range queries. We assume that the results of our comparison
between CSSL and ART would carry over to other index structures based on prefix trees, such
as generalized prefix trees [M. Böhm et al. 2011] or KISS-trees [Kissinger et al. 2012].
Another recent data structure is FAST [C. Kim et al. 2010], a binary search tree tuned to
the underlying hardware by taking architecture parameters, like page and cache line sizes, into
account. It offers both thread- and data-level parallelism, the latter by using SIMD instructions.
Similar to CSSL, FAST does not need to access pointers when traversing the tree structure. How-
ever, FAST is optimized for lookup queries only, where it is clearly outperformed by ART [Leis
et al. 2013]. Therefore, we do not include it in our evaluation.
Schlegel et al. showed how to linearize k-ary search trees [Schlegel et al. 2009]. We use similar
techniques to adapt the fast lanes of CSSL to main memory.
3.2 Conventional Skip Lists
Skip lists are a probabilistic data structure similar to B-trees [Pugh 1990]. Skip lists consist of
multiple lanes of keys organized in a hierarchical fashion. At the highest level of granularity,
a skip list contains a linked list of all keys in a sorted order. On top of this data list, skip
lists maintain fast lanes at different levels. A fast lane at level i contains n ∗ pi elements on
average, where n is the number of stored keys and 0 < p < 1 is an input parameter. Originally,
skip lists are probabilistic data structures, because elements stored in higher lanes are randomly
chosen from those at lower lanes: Every element of fast lane i appears in fast lane i + 1 with
probability p. This scheme allows for efficient updates and inserts, yet makes the data structure
less predictable.
In our work, we use perfectly balanced skip lists [Munro et al. 1992], a deterministic variant
of skip lists. In perfectly balanced skip lists, the fast lane at level i + 1 contains every 1/p’th
element of the fast lane at level i. Accordingly, for p = 0.5, the fast lane at level i+ 1 contains
every second element of level i, in which case a skip list resembles a balanced binary search tree.
Figure 3.1 illustrates a balanced skip list over nine integer keys with two fast lanes for p = 0.5.
When executing lookups, the fast lanes are used to narrow down the segment of the data list
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Figure 3.1: A balanced skip list that manages nine keys with two fast lanes. Each fast lane skips
over two elements (p = 1/2).
that may contain the searched element, which effectively prunes most parts of the data. For
instance, a search for key 6 would traverse the skip list shown in Figure 3.1 as follows. First, the
search algorithm obtains the first element of the highest fast lane at level 2 by using the head
element, which holds pointers to the first elements of each fast lane and the data list. Second,
the search traverses the fast lane element by element until an element is either equal to the
searched element, in which case the search can terminate, or greater than the searched key, in
which case the search continues with the next lower level. Here, the search stops at element 5
and moves down to the next fast lane at level 1. Fourth, steps two and three are recursively
repeated until the data list is reached. Fifth, the data list is scanned until the searched element
is found or proven to not exist. In this example, the search operator returns after scanning
elements 5 and 6 at the data list.
Input parameter p influences the density of the fast lanes. A small p value leads to sparse
fast lanes skipping over many elements, while a large p value induces dense fast lanes skipping
over only few elements. A fully-built balanced skip list for n keys contains log1/p(n) fast lanes
and requires 1/p comparisons per fast lane. Assuming that p is a constant value, searching for
a certain key requires log1/p(n) ∗ 1/p = O(log(n)) key comparisons in the worst case.
Besides single-key lookups, skip lists also support range queries very efficiently. Since the data
list and the fast lanes are kept in a sorted order, implementing a range query requires only two
steps: (1) Find the smallest element satisfying the queried range, which is similar to a lookup,
and (2) collect all subsequent elements until a mismatch occurs. We have chosen skip lists as
basic index structure for multiple reasons:
• Skip lists store data in a sorted order, which facilitates range queries.
• At all levels (or fast lanes) of a skip list, consecutive elements can be accessed in constant
time. As described in Section 3.3.2, we exploit this property in our implementation: Range
queries are evaluated using fast lanes, which effectively saves key comparisons.
• Skip lists are main-memory index structures by design, because they do not tailor nodes
to disk blocks, as for instance B+-trees.
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Listing 3.1: Fat nodes.





• The implementation of a skip list is more simple in terms of code complexity than that of
other index structures. For instance, the developers behind MemSQL report that their skip
list implementation requires fifty times less lines of code than a typical B-tree implementa-
tion3. As described by Boncz et al. [Boncz et al. 2009], simple implementations potentially
allow sequential access patterns and facilitate various adaptations, e. g., optimizations for
cache efficiency.
• Although our focus lies on range queries, skip lists provide very efficient update operations,
because they do not require to deal with node overflows, as, for instance, a B-tree.
In the original paper [Pugh 1990], skip lists are implemented using fat nodes4 (see Listing 3.1),
also called towers. A fat node is a record that contains a key, a value and an array holding
pointers to the subsequent element for every fast lane and the data list. The advantage of this
approach is that all nodes are uniform, which simplifies the implementation. Furthermore, if
a key is found in an upper lane, the search can terminate as all instances of a key are kept in
the same record. On the other hand, such an implementation wastes memory space, because
it reserves space for O(n * m) pointers (given that m denotes the number of fast lane levels),
although most values in higher levels are padded with NULL.
Searching in skip lists using fat nodes involves chasing many pointers. Pointer-heavy mem-
ory layouts are suboptimal on modern CPUs, because they require search algorithms to jump
between non-contiguous parts of the allocated memory. Even when only searching the data list,
cache line utilization is suboptimal due to the fatness of keys. For instance, in a skip list that
stores four-byte integer keys and maintains five fast lanes on top of the data list, each node
requires 4 bytes + 6 * 8 bytes = 52 bytes of memory on a 64-bit CPU architecture (using eight-
byte pointers). Given that a cache line typically holds 64 bytes on current CPU architectures,
each navigation step fills almost an entire cache line although only a small part of it is used.
Usually, a traversal step just needs the key and one pointer to retrieve the subsequent element
on a certain fast lane, i.e., 4 bytes + 8 bytes = 12 bytes, which equals a cache line utilization of
12/64 = 18.75%.
3The Story Behind MemSQL’s Skiplist Indexes - MemSQL Blog, http://blog.memsql.com/
the-story-behind-memsqls-skiplist-indexes/, Last access: August 29, 2018.
4In practice, similar implementations are used. For instance, see the in-memory database system Redis: https:
//github.com/antirez/redis/blob/unstable/src/server.h#L795; Last access: August 29, 2018.
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Figure 3.2: A CSSL managing 32 keys with two fast lanes (p = 1/2).
3.3 Cache-Sensitive Skip Lists (CSSL)
We present cache-sensitive skip lists (CSSL) as an alternative implementation for (deterministic)
balanced skip lists [Munro et al. 1992] that use a radically different memory layout leading to a
much higher search and space efficiency when deployed on current CPU architectures. The first
and most obvious idea is to linearize the fast lanes in a breadth-first order and manage them
as separate entities in a dedicated array, called linearized fast lane array. When navigating this
array, we can compute the positions of follow-up elements based on the current position and
parameter p, making pointers superfluous. Figure 3.2 illustrates a CSSL indexing every integer
from 1 to 32 with two fast lanes (p = 1/2). The red arrows visualize the traversal path, which
the search algorithm would take to find key 7.
3.3.1 Memory Layout
Since CSSL are based on balanced skip lists, given the number of keys (n) and the density of the
fast lanes (p), we can exactly predict the structure of the according fast lane hierarchy. CSSL
take that into account and allocate a certain amount of memory space for the linearized fast
lane array.
The underlying data list, which holds all data elements, is implemented as a linked list to
support updates. We introduce the proxy lane to connect the static fast lane array with the
dynamic data list. For each key of the lowest fast lane, the proxy lane maintains a pointer to
the corresponding object of the data list. Connections are implicit: The connection to the i-th
fast lane element can be found at index i− 1 of the proxy lane.
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The memory layout of CSSL offers five main advantages when deployed on modern processors:
• Better Cache Line Utilization: The navigation of linearized fast lanes utilizes cache
lines better than the evaluation of fat nodes. We can always make use of entire cache lines
until we jump to a lower fast lane layer, which reduces the amount of data transferred
through the cache hierarchy. In the case of four-byte keys, 16 fast lane elements fit into
one 64-byte cache line, while a cache line of the same size can hold only one fat node of
a conventional skip list (assuming that the skip list contains more than two fast lanes).
CSSL have to access ((1/p)/16) ∗ m cache lines when traversing over the m fast lanes,
whereas regular skip lists need to read up to 1/p ∗m cache lines.
• Reduced Cache Misses: When navigating a fast lane, the search algorithm has to
compare up to 1/p elements with the search key. In CSSL, after the first element of a fast
lane has been loaded, the search algorithm accesses only consecutive memory locations,
which minimizes the number of CPU cache misses. In contrast, in a regular, pointer-based
skip list implementation using fat nodes, every comparison of a fast lane element with the
search key requires a random access leading to up to 1/p cache misses per fast lane.
• No Pointer Chasing: Pointer-heavy data structures, like linked lists, require the evalu-
ation of long chains of pointers for traversal. Every evaluation of a pointer (a) induces a
translation of the virtual into the physical memory address using the MMU, possibly pro-
ducing a TLB miss, and (b) loads data from a random memory location, possessing high
risk for CPU cache misses. The search algorithms of CSSL do not need to chase pointers,
but can utilize the linearized fast lane array. Only one pointer evaluation is needed, when
accessing the data list via the proxy lane, and up to 1/p pointers need to be followed when
traversing the data list.
• Improved Space Efficiency: CSSL require less space than regular skip lists. Let k
be the size of a key, r be the size of a pointer and m be the number of fast lanes. As
a fat node of a regular skip list reserves space for m + 1 pointers (m fast lanes and the
data list) in addition to the key, it requires m ∗ r + r + k bytes of memory. Overall, a
regular skip list has a space complexity of n ∗ (m ∗ r + r + k). In contrast, CSSL require∑m
i=1 p
i ∗ n ∗ k bytes of memory for the linearized fast lane array. The proxy lane and the
data list need n ∗ (r + k) bytes each. In total, that boils down to a space complexity of
2 ∗ n ∗ (r + k) +
∑m
i=1 p
i ∗ n ∗ k.
For instance, when storing one Million four-byte keys with ten fast lanes on a 64-bit
architecture (eight-byte pointers), regular skip lists using fat nodes require 87.74MB of
memory, whereas CSSL applying linearization need only 26.70MB.
• SIMD Instructions: As described in Section 2.3.2, SIMD instructions require data to
be stored in consecutive memory locations. CSSL’s memory layout fully satisfies this
requirement and enables a vectorization of the search algorithm. Given that s is the width
of a SIMD register and k is the size of a key, s/k fast lane elements can be compared in
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Array Index 0 1 2 3 4 15...
Array Index 16 17 18 19 20 31... 32 33 34 35 36 47...
Figure 3.3: The linearized fast lane array of a CSSL indexing all four-byte integers in {1, .., 64}
with two levels (p = 1/2). The fast lane array is aligned to 64-byte cache lines.
parallel. Modern CPUs usually feature SIMD registers having a size of 256 bits5, thus
eight four-byte integers can be processed with one instruction.
However, using SIMD instructions for the navigation of fast lanes would only be useful
for very sparse fast lanes (1/p > s/k), where many elements have to be compared at each
fast lane. As such a setting is rarely used in practice, we refrain from a vectorization
of this part of the search algorithm. Instead, as shown in Section 3.3.2, we apply SIMD
instructions to the range query operator of CSSL, which exploits the lowest fast lane to
iterate over elements matching the search object.
Besides these main concepts, we apply a number of further optimizations to fully exploit
modern CPUs:
• As illustrated in Figure 3.3, we always tailor the size of the fast lanes as multiples of the
CPU cache line size. This primarily affects the highest fast lane level and further increases
the cache line utilization of CSSL.
• In practice we observed that searching the highest fast lane is very expensive in terms of
CPU cycles if the number of fast lanes is restricted and the highest fast lane contains a
lot more than 1/p elements. In the worst case, we have to scan the entire highest fast
lane, while searching the remaining fast lanes never requires more than 1/p comparisons
per lane. Although caching helps, as the highest fast lane is frequently accessed, it still
remains challenging. Therefore, we accelerate searching the highest fast lane by using a
binary search instead of sticking to a sequential scan. The remaining fast lanes are still
scanned.
3.3.2 Search Algorithms and Updates
This section presents algorithms to execute lookups, range queries and updates in CSSL. The
shown algorithms work on four-byte integer keys. We start with describing lookups and sub-
5Introduction to Intel R©Advanced Vector Extensions, https://software.intel.com/en-us/articles/
introduction-to-intel-advanced-vector-extensions, Last access: August 29, 2018.
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Algorithm 2 Lookup operator of CSSL.
key: The search key.
1: function Lookup(key)
2: pos ← BinarySearchTopFastLane(fast_lanes, key)
3: for level← MAX_LEVEL-1 to 1 do
4: rel_pos ← pos - start_pos[level]
5: while key ≥ fast_lanes[pos + 1] do
6: pos ← pos + 1
7: rel_pos ← rel_pos + 1
8: end while
9: if level = 1 then
10: break
11: end if
12: pos ← start_pos[level-1] + 1/p * rel_pos
13: end for





sequently delve into range queries. Finally, we also show how to process inserts and deletes in
CSSL.
Lookups
In database systems, lookups are typically used to verify that a certain key exists. Algorithm 2
shows the pseudocode of our lookup implementation. The linearized fast lane array is stored in
the variable fast_lanes. For each fast lane level, the array start_pos holds the first occupied
index within fast_lanes; the highest fast lane obviously starts at index 0. When navigating
the fast lanes, we use the helper variable pos to track the absolute position within the array,
and the helper variable rel_pos to track the relative position within the current fast lane level.
In particular, CSSL execute lookups as follows. First, the highest fast lane is processed with a
binary search (see Line 2). Second, the remaining fast lanes are hierarchically searched to narrow
down the segment of the data list that can hold the search key (see Lines 3-13). Here, we use a
sequential scan instead of a binary search, because we need to compare only 1/p elements (and
p is typically between 1/2 and 1/5). Third, if the lowest fast lane contains the searched element,
which happens on average at every 1/p-th search, the search key is immediately returned.
Otherwise the associated proxy node is loaded to access the corresponding elements of the data
list (see Lines 14-16). If the search key is neither part of the lowest fast lane nor found in the
data list, we return INT_MAX to indicate that the search key does not exist (see Line 17).
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Listing 3.2: Return value of the range query operator.
1 typedef struct {




Range queries retrieve all keys satisfying specified lower and upper range boundaries. In
database systems, the results of range queries are often summarized by aggregate functions,
e. g., COUNT , SUM , MIN , or MAX. For instance, a medical researcher may be interested in
the number of genomic variants that have been found in a certain region of the genome, which
boils down to counting the results of a range query.
The range query operator of CSSL accepts range boundaries as input parameters and returns
pointers to the smallest and largest elements of the data list matching the query, which equals
a linked list that can be conveniently processed in downstream analysis. CSSL also return the
size of the result set, which resembles the COUNT aggregation. The range query operator
could be easily extended such that further pre-computed values of other aggregate functions are
returned. Listing 3.2 shows the return value.
Since CSSL store data in a sorted order, they implement range queries by looking up the
smallest matching key and iterating over all subsequent keys until a key larger than the upper
range boundary is found. In particular, the processing of range queries can be broken down
into two parts. First, we navigate the linearized fast lanes to retrieve the segment of the data
list that holds the smallest key within the query range. The implementation is very similar to
a lookup for the lower boundary, except that we are not restricted to exact matches but use
a greater or equal comparison. Second, once the smallest element has been found, the range
query operator jumps back to the lowest fast lane and, starting at the position where the lookup
in the previous step stopped, scans all elements using SIMD instructions to find the largest
element that satisfies the queried range. CSSL can process eight four-byte keys, e. g., integers,
or floating-point values, in parallel using AVX intrinsics.
Listing 3.3 shows how CSSL collect all keys satisfying a range query; we omit the lookup for
the first matching key and the computation of the result set size. SIMD intrinsics are highlighted
in bold.
We first propagate the upper_boundary to all eight lanes of a 256-bit SIMD register (see
Line 4). Then, we traverse over the lowest fast lane using SIMD instructions until we come
across a non-matching key (see Lines 7-20): We load eight elements, starting at index rel_pos
of the lowest fast lane, into a SIMD register (see Lines 10-11) and compare them with the search
key using greater than (see Line 13). If the comparison fails we can immediately abort and prune
further comparisons (see Lines 15-17). Once the segment of the data list featuring the largest
matching key has been found, we load the according proxy node (see Line 23) and determine
the exact results (see Lines 24-30), which are finally returned (see Line 31).
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Listing 3.3: Collecting keys matching a range query.
1 _CSSL_RangeSearchResult result;
2 result.start = lookup(lower_boundary);
3 // store upper boundary in all lanes of a SIMD register
4 __m256 search = _mm256_castsi256_ps(_mm256_set1_epi32(upper_boundary));
5 // process the lowest fast lane to find the segment containing
6 // the largest key matching the range query object
7 while (rel_pos < level_items[1]) {
8 // load the current fast lane element and its successors into a
9 // SIMD register (rel_pos and pos are filled by the initial lookup)
10 __m256 compare = _mm256_castsi256_ps(_mm256_loadu_si256(
11 (__m256i const *) &fast_lanes[pos]));
12 // compare the current segment of the fast lane with the search key
13 __m256 res = _mm256_cmp_ps(search, compare, _CMP_GT_OQ);
14 // abort once a non-matching key has been found
15 if (_mm256_movemask_ps(res) < 0xff) {
16 break;
17 }
18 pos += 8;
19 rel_pos += 8;
20 }
21 // load the associated proxy node and determine which key of the
22 // current segment is the largest key satisfying the range boundaries
23 proxy = proxy_nodes[rel_pos];
24 result.end = proxy->pointers[1/p - 1];
25 for (size_t i=1; i < 1/p; i++) {
26 if (upper_boundary < proxy->keys[i]) {
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Insertions and Deletions
Our implementation initializes a CSSL with a sorted set of keys, which resembles a bulk load.
Although we linearize the fast lanes and store them in a static array, leading to less flexibility
than a pointer-based implementation, CSSL are able to handle updates. In the following, we
describe techniques for inserting new keys, updating existing keys, and deleting keys.
Inserting keys
Directly ingesting new keys into the linearized fast lane array would, especially in the case of
large data sets, require lots of shift operations to preserve the sorted order. Therefore, insertions
leave the fast lanes untouched but are only applied to the data list, which is implemented as
a pointer-based linked list. We create a new node and add it at the appropriate position of
the data list. Once a certain number of keys have been inserted, we rebuild the fast lane array.
Hence, new keys are eventually reflected in the fast lane hierarchy. Although it may take a while
until updates are pushed to the fast lanes, new keys are instantly available for search. As shown
in Section 3.3.2, if a key has not been found in the lowest fast lane, the search algorithm moves
down to the data list and scans it until the key is found or proven to be non-existing.




i ∗ n that can hold m fast lanes. (2) We process the complete data list and add every
1/p-th key to the lowest fast lane. Concurrently, we build up the new proxy lane. (3) Recursively,
we build the fast lane hierarchy from the bottom up, adding every 1/p-th element from the fast
lane at level i to the fast lane at level i + 1. (4) We replace the previous fast lane array and
proxy lane with the new ones. Once replaced, we delete the old entities.
Periodic rebuilds of the static fast lane array allow CSSL to adapt to changes in the indexed
data. Rebuilds enable fast lanes to reflect the current data list and keep their pruning capabilities
despite updates. If we would only insert into the data list but never update the fast lanes, search
algorithms would have to do a lot of work at the data list. On the other hand, such rebuilds
come at the cost that they are invoked by insert operations, which block until the rebuild is
finished6. Therefore, the frequency of rebuilds has a strong impact on the insert performance of
CSSL. We identify a trade-off between the performance of inserts, which prefer seldom rebuilds,
and search queries, which favor frequent rebuilds.
Deleting keys
As opposed to insertions, we cannot delete keys from the data list but leave the fast lanes
untouched, because this could lead to invalid search results. Hence, before deleting a key from
the data list, we need to eliminate it from the fast lane array.
We cannot remove an element from a fast lane and shift all consecutive elements by one
position in the left direction, because this would be very expensive, especially when removing
from the beginning of a large fast lane. Instead, we replace the deleted fast lane element with
a copy of its successor, which can be conducted with one instruction. Alternatively, we could
also replace the removed entry with a special character indicating that the element has been
6In a multithreaded setting, we could handle rebuilds in the background with a worker thread.
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deleted. However, that would introduce additional complexity to the search algorithm, while our
approach does not require any changes. Duplicate fast lane entries will be eventually removed
once the array gets rebuilt.
In the last step of a deletion, we remove the key from the data list by changing the forward
pointer of the preceding node to point to the successor of the to-be-removed node. Finally, the
node can be deleted.
Our approach to deleting elements from fast lanes may waste a lot of memory space, because
duplicates are not removed until the next rebuild happens. In the meantime, the space is not
used although it is allocated. In the worst case, when a CSSL gets deleted element by element,
the linearized fast lane array remains unchanged in terms of size, although the data list is
empty. To cope with such scenarios, we introduce an internal counter that tracks the number
of insertions and deletions that have occurred since the last rebuild. Once the counter exceeds
a certain threshold, a rebuild is triggered. The counter is reset after every rebuild.
Updating keys
Updates are implemented as an insertion followed by a deletion.
3.4 Evaluation
We compare CSSL with ART, CSB+-trees, and a binary search (BS) on a static array. The
binary search is the only competitor that is read only by design. We also include an open-source,
main-memory adapted variant of the B+-tree [Comer 1979] as baseline approach, though we note
that B+-trees were originally designed to be stored on disk.
We evaluate CSSL with two configurations to study the effects of dense and sparse fast lanes:
CSSL2 with p = 1/2 and CSSL5 with p = 1/5. In our implementation, we expose the number
of desired fast lanes as input parameter, which we set to a value close to the optimum that we
empirically determine. In the experiments, it is set to nine.
The next section describes the experimental setup. Subsequently, we investigate the per-
formance of range queries (see Section 3.4.3), the performance of lookup operations (see Sec-
tion 3.4.4), the performance of mixed range/lookup workloads (see Section 3.4.5), and the space
consumption (see Section 3.4.6) of the competitors.
3.4.1 Experimental Setup
Methodology
All experiments are single-threaded and measure the search throughput of the competitors, i. e.,
how many queries can be processed per second. Experiments are run three times; we present
the arithmetic mean.
Software
All competitors were implemented in C/C++ and compiled with GCC 4.8.4 using optimization
−O3. For ART and the CSB+-tree, we used implementations provided by the authors. For the
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B+-tree, we used a popular in-memory implementation7. For BS, we use our own implementation
that stores all data in a static array in a sorted order. Here, we implement range queries by first
looking up the smallest matching key with a binary search and then scanning over all subsequent
keys until a key larger than the upper boundary of the range query has been found. We use
PAPI8 to collect hardware performance counters and valgrind9 to measure space consumption.
Hardware
All experiments were run on a server machine equipped with a Intel Xeon E5-2620 CPU (2
GHz clock rate, 15MB L3 cache, 256-bit SIMD registers). The system features 32 GB of main
memory and uses Linux as operating system.
3.4.2 Experimental Data and Workloads
Synthetic Data
For synthetic data, we generate n four-byte integer keys with a dense and a sparse distribution.
For the dense distribution, every key in [1, n] is indexed; for the sparse distribution, n random
keys from [1, 231) are indexed. We generate range queries by selecting a random key from the
set of indexed elements as lower boundary and add the range size, e. g., 0.1% of n, 1% of n,
or 10% of n, to obtain the upper boundary. For a dense distribution, this results in ranges
covering |upper_boundary − lower_boundary| elements. For a sparse distribution, the queries
are created using the same technique, yet return less elements, which usually leads to higher
search throughput.
Real-World Data
We also obtained real-world data from the bioinformatics domain to study the performance of
the competitors when being confronted with a non-synthetic key distribution. Like the Genomic
Multidimensional Range Query Benchmark (see Section 2.4), we used genomic variant data from
the 1000 Genomes Project [The 1000 Genomes Project Consortium 2015] as data source. As
opposed to GMRQB, which targets multidimensional data and workloads, we here indexed only
one attribute, the genomic position of the variants. As some competitors show a poor space
efficiency quickly exceeding the available main memory, we do not index the complete genome
but only consider the first two chromosomes, which sums up to 13,571,394 genomic positions
(keys) in total.
For the experiments on real-world data, we generate ranges using the same technique as for
synthetic data.
7bpt: B+ Tree Implementation, http://www.amittai.com/prose/bpt.c, Last access: August 29, 2018.
8PAPI, http://icl.cs.utk.edu/papi, Last access: August 29, 2018.
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Figure 3.4: Range query throughput of the competitors on 16 Million four-byte synthetic integer
keys depending on the range size.
3.4.3 Range Queries
We investigate the performance of the competitors when processing range queries with varying
range sizes on synthetic and real-world data.
16 Million Synthetic Keys
Figure 3.4 shows the throughtput of the competitors when executing range queries of varying
sizes on 16 Million synthetic keys, which equals 61.04MB of raw data. Both CSSL configurations
outperform all other contestants for both key distributions and all evaluated range sizes.
In contrast to ART, CSB+, and B+, CSSL do not need to follow pointers when iterating over
keys matching a range query, but sequentially process data held in an array structure. Although
BS can make use of a sequential access pattern to evaluate range queries, like CSSL, BS has
to scan all keys within the query range, while CSSL exploit the lowest fast lane to reduce the
number of keys to compare. Furthermore, CSSL is the only competitor that applies SIMD
instructions to the range query operator, which provides an additional speed-up of between
two to three times. On average, CSSL5 is up to 16.8X faster (10.4X for sparse data) than the
second best competitor, BS, and outperforms the remaining approaches by up to four orders of
magnitude.
CSSL5 is faster than CSSL2, because fast lanes skip over five instead of two elements, reducing
the number of keys that need to be compared when searching for the range end (see Listing 3.3).
We also investigated various cache-related hardware performance counters (see Table 3.1),
which explain the superior range query performance of CSSL: (1) The range query operator
of CSSL exploits most prefetched cache lines, which leads to only few cache misses. (2) CSSL
achieve high cache line utilization requiring only few cache accesses (accesses equal the sum of
hits and misses). (3) Furthermore, CSSL rarely generate branch mispredictions, because they
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Performance Counter CSSL5 CSSL2 ART CSB+ BS B+
Dense
CPU Cycles 202k 661k 501M 27M 3.4M 1,070M
Branch Mispredictions 12 15 813k 46 13 1.4k
LLC Hits 8k 24k 1.3M 49k 21k 1.6k
LLC Misses 21 7.3k 2.7M 243k 7.4k 7.8M
TLB Misses 5 13 1.6M 99 24 381k
Sparse
CPU Cycles 5k 13k 4.5M 620k 59k 1,095M
Branch Mispredictions 13 16 16k 4.6k 13 832
LLC Hits 139 373 14k 364 325 1.8k
LLC Misses 23 165 28k 5.7k 278 7.4M
TLB Misses 3 5 19k 958 10 369k
Table 3.1: Hardware performance counters per range query (10 % range size) on 16 Million
four-byte integer keys.
process mainly consecutive positions of the fast lane array. This benefits the number of CPU
cycles needed to execute a range query.
In contrast, the tree-based approaches ART, CSB+ and B+ produce many LLC misses due to
random data accesses necessary for navigating their search trees. As expected, by eliminating
pointer accesses and taking the sizes of cache lines into account, the CSB+-tree achieves higher
cache efficiency than the B+-tree.
256 Million Synthetic Keys
In this experiment, we study the competitors when confronted with a larger number of keys.
We execute range queries of varying selectivity on 256 Million four-byte synthetic integer keys,
which equals a raw data set size of 976.56MB. We only show the performance of CSSL, ART,
and BS, because the space needs of both the CSB+-tree and the B+-tree exceeded the available
32GB of main memory.
As shown in Figure 3.5, also for large data set sizes, both variants of CSSL outperform all
remaining competitors. For both key distributions, CSSL are up to 11.5X faster than the second
best competitor BS.
Real-World Data
To increase the practical relevance of our experimental results, we also investigate the range
query performance of the competitors when being confronted with a non-synthetic key distri-
bution. We use variant data from the 1000 Genomes Project (see Section 3.4.1) and index
the genomic positions of all variants found on the first two chromosomes. This results in
n = 13, 571, 394 four-byte integer keys. As in the previous experiments, we evaluate range
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Figure 3.5: Range query throughput of the competitors on 256 Million four-byte synthetic integer




































Figure 3.6: Range query throughput on 13,571,394 four-byte integer keys obtained from real-
world genomic variant data depending on the range size.
Also for non-synthetic data, CSSL outperform all other competitors when executing range
queries. CSSL5 achieves the highest throughput and is followed by CSSL2, BS, CSB+, ART
and B+. While CSSL5 is up to 16.69X faster than BS for low selectivities (10% range size), it
is up to 11.52X faster than BS for high selectivities (0.1% range size). The performance gains
of CSSL over the other competitors increase with the number of matching keys.
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Figure 3.7: Lookup throughput on 16 Million four-byte synthetic integer keys.
3.4.4 Lookups
Lookups are a common operation in database management systems and mainly needed to verify
the existence of a certain key. Although CSSL target the efficient execution of range queries,
they also provide an implementation of single-key lookups. Figure 3.7 shows the throughput of
the competitors when processing lookups on 16 Million four-byte synthetic integer keys. ART
achieves the best performance for both key distributions. Additionally, it is the only competitor
that can boost its search performance for dense keys, for instance by using lazy expansion [Leis
et al. 2013]; the remaining competitors show identical results for both distributions. CSSL
achieve the second best throughput and are closely followed by BS and CSB+. The B+-tree
shows the worst performance. In this experiment, ART is 4.4X faster than CSSL for dense keys,
and 2.4X faster than CSSL for sparse keys. When evaluating lookups, CSSL5 requires up to
five comparisons per fast lane, whereas CSSL2 needs only up to two comparisons. On the other
hand, as both configurations employ the same number of fast lanes, CSSL2 requires more work
at the highest fast lane level, which holds more entries than that of CSSL5. CSSL2 and CSSL5
show very similar results, because the differences in the fast lane granularity have only negligible
impact on the performance of lookups.
Table 3.2 presents cache-related hardware performance counters per lookup operation on 16
Million four-byte integer keys. When executing lookups, ART achieves high cache efficiency: It
follows most predicted branches and produces only few LLC misses. ART can evaluate lookups
with only few instructions, especially when dealing with dense keys, while the other competitors
need more computations resulting in a larger number of CPU cycles spent per lookup. CSSL
produce only few LLC and TLB misses, but require more cache accesses than ART. In summary,
though being optimized for range queries, CSSL are able to achieve a lookup throughput that




Performance Counter CSSL5 CSSL2 ART CSB+ BS B+
Dense
CPU Cycles 927 956 209 1,068 1,036 5,889
Branch Mispredictions 9 13 0 1 12 12
LLC Hits 11 8 2 3 21 28
LLC Misses 5 8 2 5 9 39
TLB Misses 1 3 2 3 4 20
Sparse
CPU Cycles 926 951 383 1,054 1,029 5,789
Branch Mispredictions 9 13 0 3 12 12
LLC Hits 11 8 5 3 20 29
LLC Misses 5 8 3 4 10 38
TLB Misses 1 3 4 5 4 20
Table 3.2: Hardware performance counters per lookup on 16 Million four-byte integer keys.
3.4.5 Mixed Workloads
Many real-world applications execute neither only lookups nor only range queries, but apply a
mix of both. For instance, a medical researcher may be interested in a certain variant found
in a certain patient, which would require a lookup, as well as all variants of complete disease
cohorts, which would boil down to a range query.
We investigate the competitors when executing a mixed workload consisting of an equal
number of lookups and range queries. In particular, we generate a workload of one Million
queries, i.e., 500,000 lookups and 500,000 range queries, and execute it on 16 Million four-byte
integer keys. For range queries, we always use a range size of 500,000.
As shown in Figure 3.8, CSSL achieve the best performance for mixed lookup/range query
workloads and are followed by BS, CSB+, ART and B+. Although ART offers the best lookup
performance, CSSL are up to two orders of magnitude faster when running a workload that also
includes range queries.
Range queries involve tremendously more keys than single-key lookups, take more time to
execute and therefore have higher impact on the overall performance of mixed workloads with
equal numbers of range queries and lookups. The results of this experiment emphasize the need
for a fast range query implementation, even for applications that do not exclusively run range
queries.
3.4.6 Space Consumption
Figure 3.9 visualizes the space requirements of the competitors when storing 16 Million four-byte
integer keys. As observed in Section 3.4.4, ART is better suited for managing dense than sparse
data. For dense key distributions, ART requires the least amount of space and is followed by
BS and CSSL. The tree-based approaches B+ and CSB+ show the worst memory consumption.
For sparse key distributions, BS achieves the highest space efficiency and is followed by CSSL5
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Figure 3.8: Throughput of a mixed workload consisting of 500,000 lookups and 500,000 range
queries when applied to 16 Million four-byte synthetic integer keys.
and ART. Again, B+ and CSB+ show the worst results. For 16 Million keys, CSSL2 requires
approximately 1.8 times more memory than CSSL5, because the fast lanes hold more entries.
Note that ART’s space efficiency would probably grow for keys larger than four bytes. Then,
ART is able to employ further optimization techniques, e.g., path compression, which are not
beneficial for small keys [Leis et al. 2013].
3.5 Discussion
The main idea of CSSL is the linearization of the fast lanes, which allows to pack all fast lane
entities into a dense array. The presented memory layout enables the search algorithms of skip
lists to use a sequential access pattern and allows the range query operator to exploit SIMD
instructions. However, the improved search performance comes at the cost of more complicated
updates. While inserting into a regular, pointer-based skip list with m fast lanes only requires
changing up to m pointers, CSSL need to periodically rebuild the complete fast lane hierarchy,
which blocks insert operations.
In this chapter, we only discussed the single-threaded case. However, driven by the rise of
multi-core CPUs (see Section 2.3.3), modern database systems often execute multiple queries
concurrently and therefore also need to access index structures simultaneously with multiple
threads. The current implementation of CSSL allows concurrent read access without requir-
ing any locks. Also, insert operations could be implemented lock-free10, as demonstrated by
Fomitchev and Ruppert [Fomitchev et al. 2004] for regular skip lists. However, the rebuild
operation would need to lock the fast lane array for a short amount of time when replacing it
with the new one. Also, the delete operation requires a write lock on the linearized fast lane
10Here, we refer to locks as used in parallel programming. Database people sometimes use the term latch to refer



























Figure 3.9: Space consumption for 16 Million four-byte integer keys.
array when updating the fast lane entries. In summary, we can adapt CSSL to a multithreaded
setting. However, the rebuild and delete operations would have to lock the complete fast lane
array, which will hurt their performance.
In our experiments, we only considered integers as data type for keys. Nonetheless, we could
easily adapt the implementation of CSSL to other key types that provide a lexicographical
order, e. g., long values, floating-point values, or even strings. Though, note that we use AVX
intrinsics, which support only integers and floating-point values, to vectorize the range query
operator. Therefore, for instance, when using CSSL to index sets of strings, we could not leverage
SIMD parallelism. Also consider the space efficiency of CSSL when handling more complex data
types. For instance, when indexing a set of strings with strongly varying sizes, CSSL determines
the size of the longest string and allocates that amount of space for each key wasting a lot of
space. For such data, other index structures, like main-memory optimized tries [Leis et al. 2013],
may be a better choice.
3.6 Summary
In this chapter, we presented the cache-sensitive skip lists (CSSL) as a cache-optimized approach
to processing one-dimensional range queries in main memory. We studied the foundational
concepts behind CSSL, discussed why we chose conventional skip lists as basis data structure,
and showed which steps are necessary to adapt their memory layout to modern CPUs. Moreover,
we introduced algorithms for executing search queries and described how to dynamically update
CSSL.
In a comprehensive evaluation, we compared CSSL with state-of-the-art main-memory index
structures. We showed that, regardless of the distribution or the cardinality of the data set,
CSSL clearly outperform all other competitors for range queries, sometimes by up to four orders
of magnitude. CSSL also provide fast lookups, where they are only outperformed by the recent
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ART index structure. Using a mixed lookup and range query workload, we emphasized the
importance of efficient range query implementations. For such workloads, CSSL also achieve
the best performance.
In the following chapters, we continue with studying the processing of range queries in main
memory, but delve into the more complex multidimensional domain.
56
4 An Analysis of Multidimensional Range
Queries on Modern Hardware
Multidimensional range queries (MDRQ) are selection queries that specify query intervals for
some, many, or all dimensions of a multidimensional data space. They are a common part of
many database workloads, especially in the scientific community, and are used in various appli-
cations, such as genomic analysis [Thorvaldsdóttir et al. 2013], online analytical processing [Ho
et al. 1997; Liang et al. 2000], internet of things [X. Li et al. 2003], etc (see Introduction).
MDRQ can be answered either by sequential scans over the complete data or by dedicated
multidimensional index structures (MDIS).
In the context of traditional disk-based server machines, Weber et al. [Weber et al. 1998]
showed that a scan-based query evaluation outperforms MDIS when roughly 20% or more of
all data have to be visited, assuming that accesses of consecutive blocks (as in a scan) are at
least five times faster than random accesses (as necessary for most MDIS). Since then, this
threshold has been used as the basic rule of thumb for choosing access paths in MDRQ, while
completely ignoring the advancements in server hardware that occurred over the last years, like
large main-memory capacities or multi-core CPUs (see Section 2.3).
Thus, it is time to re-evaluate the performance of MDRQ on modern hardware architectures
to see whether the traditional selectivity-based rule of thumb for access path selection still holds
or should be updated. Our work is motivated by recent analyses of one-dimensional selection
queries, which showed that main-memory database systems strongly favor scanning [Das et al.
2015].
In this chapter, we conservatively adapt three popular MDIS to a parallel and in-memory
setting, namely (1) the R∗-tree [Beckmann et al. 1990], an R-tree [Guttman 1984] variant mini-
mizing overlap between different index regions, (2) the kd-tree [Bentley 1975], an index structure
already originally designed for in-memory computations, and (3) the VA-file [Weber et al. 1998],
which can be considered as a mixture between an MDIS and a sequential scan. Section 2.2
provides detailed descriptions of the approaches.
Our adaptation is conservative in the sense that we withstood the temptation to design new,
highly-tuned, parallel MDIS, because we want to study classical index structures, which are
employed by many mature database systems, e. g., SQLite uses R∗-trees1, PostgreSQL uses kd-
trees2, etc. Our main goal is to evaluate techniques, which can be applied to existing MDIS with
as few adaptations as possible, thus raising the practical relevance of our experimental results.
We compare the adapted variants of the MDIS to the performance of a parallel, in-memory,
scan-based implementation of MDRQ using real-world and synthetic analytical workloads over
1The SQLite R∗Tree Module, https://sqlite.org/rtree.html, Last access: August 29, 2018.
2PostgreSQL: Documentation: 10: 11.2. Index Types, https://www.postgresql.org/docs/current/
static/indexes-types.html, Last access: August 29, 2018.
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real-world and synthetic data sets of varying size, dimensionality, and skew. We employ only
basic parallelization schemes and refrain from using highly-tuned scan implementations, like the
recent BitWeaving [Y. Li et al. 2013] or the ELF approach [Broneske et al. 2017a].
This chapter makes four main contributions:
• We present two approaches to dividing a multidimensional data set into disjoint partitions
enabling a parallel evaluation of range queries.
• We describe a novel SIMD-based algorithm to compare tuples with MDRQ search objects,
which is a frequently-needed task in query evaluation.
• We conservatively adapt three popular MDIS and two scan flavors to main-memory stor-
age, SIMD instructions, and multi-core CPUs.
• We conduct a comprehensive evaluation to investigate whether the traditional selectivity
threshold [Weber et al. 1998] still holds on modern hardware architectures or should be
updated.
The remainder of this chapter is organized as follows. In the next section, we present two
techniques for partitioning multidimensional data sets and explain how to use them for the
parallelization of MDRQ. Section 4.2 shows how to vectorize the comparison of a MDRQ search
object, defined by a lower and a upper boundary, with a multidimensional tuple (or data ob-
ject). Section 4.3 presents our adaptations of three MDIS and two scan approaches to modern
hardware. In Section 4.4, we conduct a comprehensive evaluation of the performance of multi-
dimensional range queries in an in-memory, parallel setting applying synthetic and real-world
query workloads to synthetic and real-world data sets. Finally, Section 4.5 critically discusses
this chapter and Section 4.6 provides a summary.
Parts of this chapter have been previously published in [Sprenger et al. 2018b]3.
4.1 Partitioning for Parallelization
The execution of individual search queries can be parallelized using two techniques. We may
either (a) build one large index structure over the complete data set and parallelize the index
traversal or (b) create multiple index structures over subsets of the data and query these in
parallel.
Especially for hierarchical MDIS, like R∗-trees or kd-trees, a parallelization of the index traver-
sal would require solving a complex load balancing problem. The number of tree branches would
grow exponentially with the depth of the tree, creating over-provisioning in the upper levels and
under-provisioning in the lower levels. As a consequence, some threads might finish earlier than
others and would need to be reassigned to different tasks, requiring a barrier synchronization
after each tree level [Buluç et al. 2011; Yoo et al. 2005]. Furthermore, this strategy would
have to be tailored to each individual indexing approach individually, preventing an universal
parallelization technique that can be applied to MDIS not considered in this thesis. For these
3Sections 4.4.8 and 4.4.9 provide unpublished results.
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reasons, such schemes are beyond the scope of our work, but have been explored, for instance,
in [Koudas et al. 1996] or [Schnitzer et al. 1999].
We parallelize the execution of MDRQ following the second scheme: We partition the data
and manage each partition in an individual instance of an index (or array in the case of a scan).
MDRQ are concurrently applied to each partition and results are concatenated to obtain the
final result set. This strategy has the advantage that it can be applied to any MDIS, not only
the ones considered here, because we essentially build a conventional MDIS for every partition.
Only the orchestration of the different MDIS, which does not require any synchronization, and
the result concatenation for obtaining the final result set have to be added. Furthermore, load
balancing is quite simple, because it only requires adapting the granularity of partitioning, which
may also suffice to adapt to the number of hardware threads available on a machine.
On the downside, this scheme performs many comparisons redundantly, because every partition-
wise MDIS has to cover the entire space. This prohibits the pruning of entire partitions (or MDIS
instances), which is a burden in the case of very high selectivities. In R∗-trees, every search
initially traverses similar layers, while in VA-files, multiple buckets with the same approximation
have to be scanned. Note, however, that this redundant work is performed in parallel.
In this section, we describe two different partitioning schemes, namely horizontal partitioning
and vertical partitioning, which are quite similar to row-based [Lemahieu et al. 2018] and column-
based [Stonebraker et al. 2005] data storage formats. Figure 4.1 illustrates the techniques when
dividing twenty five-dimensional tuples into five partitions.
Horizontal Partitioning
Horizontal partitioning divides a data set of n objects into p partitions. Each partition holds a
near-identical number of tuples, i. e., partition size ≈ n/p. To obtain a robust load balancing,
we assign tuples at random to partitions and set p = t given that t is the number of available
hardware threads (or virtual cores). Such a scheme is simple to implement and maintain, also
in the presence of inserts or updates4. The different partitions are treated as independent. For
MDIS, this means that actually p indexes are built, each covering one partition, which allows
using existing implementations without adaptation. For scans, this boils down to creating p
arrays, each holding the data of a particular partition.
At search time, each partition is processed by a distinct CPU thread that produces a partial
result containing all objects of the partition matching the search query. Once all threads have
finished, their partial results are concatenated by a main thread, responsible for orchestration,
to produce the overall result set. Horizontal partitioning is similar to Parallel VA-files [Weber
et al. 2000], except that here we target multithreading provided by modern CPUs instead of dis-
tributing queries among different physical machines. Also, many parallel database management
systems use similar schemes, like intra-operation parallelism or partitioned parallelism [Taniar
et al. 2008], to concurrently apply multiple instances of the same query to different subsets of
the data.
4Assuming that workloads follow certain known distributions, one could also consider assigning tuples to par-
titions such that an optimal load balancing is achieved, as, for instance, described in [Berchtold et al. 1997].
Such a scheme would have to be implemented individually for each approach considered. Again, we refrain
from applying such optimizations to keep our comparisons fair.
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tuple
data set D
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19tid
dimension
Horizontal Partitioning
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
partition 0 partition 1 partition 2 partition 3 partition 4
Vertical Partitioning
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
partition 0
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
partition 1
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
partition 2
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
partition 3
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19
partition 4
Figure 4.1: Horizontal and vertical partitioning used to divide twenty five-dimensional tuples
into five partitions.
A major advantage of horizontal partitioning is its simplicity. If partitions are chosen at
random, no further data structures are necessary for managing the mappings between data
objects and partitions. The creation of the overall result set requires only concatenating the
partial results, incurring only minimal synchronization effort. At initialization time, the number
of partitions can be chosen freely to diminish the effect of stragglers, if suspected. At the
downside, horizontal partitioning uses entire tuples as basic unit of access: In all cases, whole
tuples have to be considered and must always be read completely into the CPU caches, even if
only a subset of all dimensions are queried, as in the case of partial-match MDRQ.
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Vertical Partitioning
Vertical partitioning slices tuples along their dimensions, creating one partition for each dimen-
sion. Hence, the number of partitions p is fixed and depends on the dimensionality of the data
space, m. For query execution, an m-dimensional range query is split into m one-dimensional
range queries, which are executed in parallel by distinct threads. Accordingly, also the degree
of parallelism in this scheme is fixed at m.
Eventually, the one-dimensional results must be intersected to compute the final m-dimensional
result set, which is more complicated than concatenation as used in horizontal partitioning. In
our implementation, the processing of each partition creates a bitmask of size n that notes for
every tuple whether it matches the search object in this dimension or not. Once all m bitmasks
have been computed, we intersect them using a bitwise AND operation to determine the overall
bitmask, which reflects all dimensions. The intersection can be performed in parallel on different
chunks of the bitmasks. For modern hardware, different approaches to the intersection of sets
have been presented. Schlegel et al. [Schlegel et al. 2011] showed how to intersect sets with SIMD
instructions; however, their technique requires sets to be sorted. Tsirogiannis et al. [Tsirogiannis
et al. 2009] presented multithreaded algorithms for intersecting sorted and unsorted sets. We
also use a multithreaded approach, but can make use of efficient bit operators.
Clearly, vertical partitioning is only meaningful for scan-based MDRQ implementations, be-
cause MDIS would degenerate to one-dimensional indexes. The main advantage of vertical
partitioning is its built-in support for partial-match queries, because it accesses only those di-
mensions (or partitions) that are referred to in the query. For complete-match queries, it offers
no advantage over horizontal partitioning with regards to the amount of accessed data, because
all dimensions have to be accessed in both cases. It has the general disadvantage that it requires
large intermediate data structures, the bitmasks, and a complex technique to produce the final
result set, the intersection. It is also rather complicated to achieve a good load balancing when
m < t, since some threads remain idle, or m > t, because then not all partitions can be processed
concurrently, scanning some partitions after others. In both cases, one should start to chop the
partitions into subsets and parallelize the scan on this finer level of granularity. We do not tune
our implementation in such manners but stick to the simple scheme of assigning one thread to
each partition.
4.2 Vectorizing Range Queries
When evaluating range queries, both sequential scans and index structures need to compare
search objects, defined by a lower and an upper boundary, to tuples to determine matches. As
shown in Algorithm 3, this task is often implemented by iterating over all m dimensions of the
data space with a for loop and comparing the MDRQ search object to the tuple, dimension by
dimension. Clearly, this procedure can be sped up by aborting once a comparison fails. In this
section, we vectorize this fundamental operation to compare multiple dimensions simultaneously.
Obviously, the performance gains depend on the dimensionality of the data space: With a
growing number of dimensions the benefits increase.
Listing 4.1 presents a SIMD-based implementation of Algorithm 3 that uses AVX intrinsics.
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Algorithm 3 Scalar comparison of an m-dimensional MDRQ search object with an m-
dimensional tuple.
lower_bound: The lower boundary of the MDRQ search object.
upper_bound: The upper boundary of the MDRQ search object.
tuple: The data object that is compared to the MDRQ search object.
m: The dimensionality of the data space.
1: function CompareMDRQWithTuple(lower_bound, upper_bound, tuple,m)
2: for dim← 0 to m− 1 do






Since AVX intrinsics work on 256-bit wide SIMD registers, the SIMD-based algorithm can
process eight dimensions with one comparison, assuming that search queries and tuples are
implemented as arrays of four-byte floating-point values.
In the beginning, the algorithm initializes SIMD registers and helper variables (see Lines 5-
6). We determine the number of to-be-executed SIMD comparisons in Line 7 and store it in
the variable compares. The dimensions are processed in chunks of eight (see Lines 8-20). If
the dimensionality of the data space is not divisible by eight, we process some dimensions in a
separate for loop using scalar instructions (see Lines 21-25).
The vectorized processing of dimension values works as follows: After loading chunks of eight
dimensions of the tuple, the query’s lower boundary and the query’s upper boundary into SIMD
registers, the algorithm compares the lower boundary (lower_reg) and the upper boundary
(upper_reg) to the tuple (data_reg) using SIMD instructions. SIMD-based comparisons return
bitmasks that indicate if a comparison, e. g., less or equal (_CMP_LE_OQ), was successful.
The results of the comparisons are stored in the variables mask_lower and mask_upper. If all
comparisons were successful, all bits are set to 1, which equals 0xFF in our case (see Line 17).
If a comparison failed, we can abort and prune further computations (see Line 18). Finally, if
the tuple matches the given search query in all dimensions, we return true (see Line 26).
The SIMD-based comparison of search objects with data objects provides a theoretical speed-
up of eight compared to the scalar variant. However, vectorization is only useful if the dimen-
sionality of the feature space is greater than or equals eight. Otherwise it does not enter the
SIMD-based for loop (see Lines 8-20), but automatically falls back to scalar instructions (see
Lines 21-25). Also, since the presented algorithm processes eight dimensions at the same time,
it is less flexible than the scalar variant with regards to early breaks5. Thus, the performance
benefits decrease for selective queries.
5As soon as the first mismatch occurs, further comparisons are pruned resulting in an early break.
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Listing 4.1: Vectorized comparison of an m-dimensional MDRQ search object with an m-
dimensional tuple using AVX intrinsics.
1 bool CompareMDRQWithTuple(float[] lower_bound,
2 float[] upper_bound,
3 float[] tuple,
4 int m) {
5 __m256 lower_reg, upper_reg, search_reg, lower_res, upper_res;
6 int i, mask_lower, mask_upper, mask;
7 const int compares = (m / 8) * 8;
8 for (i = 0; i < compares; i += 8) {
9 lower_reg = _mm256_loadu_ps(&lower_bound[i]);
10 upper_reg = _mm256_loadu_ps(&upper_bound[i]);
11 data_reg = _mm256_loadu_ps(&tuple[i]);
12 lower_res = _mm256_cmp_ps(lower_reg, data_reg, _CMP_LE_OQ);
13 upper_res = _mm256_cmp_ps(upper_reg, data_reg, _CMP_GE_OQ);
14 mask_lower = _mm256_movemask_ps(lower_res);
15 mask_upper = _mm256_movemask_ps(upper_res);
16 mask = mask_lower & mask_upper;




21 for (; i < m; ++i) {






4.3 Conservative Adaptation of Multidimensional Index Structures
In this section, we describe our conservative adaptations of the R∗-tree, the kd-tree, the VA-file,
and two scan flavors. In particular, we describe our changes to the original data structures
performed to adapt (1) to main-memory storage, (2) to the availability of multiple threads, and
(3) to SIMD instructions. As our evaluation focuses on analytical workloads, we only discuss
search algorithms. In all cases we tried to keep the original design and code untouched as much
as possible to allow a re-usage of existing, proven implementations to the largest possible degree.
Our overall strategy is to (a) keep the original storage layout but hold all blocks, e. g., inner and
leaf nodes, in main memory, (b) partition the data horizontally at random into almost-equally
sized chunks and build one MDIS per partition which work in parallel during the execution of
MDRQ, and (c) use SIMD instructions only for the most time-consuming operation, i.e., the
comparison of the tuples with the MDRQ search object.
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R∗-tree
We base our implementation of the R∗-tree on the open-source library libspatialindex6 and
perform the following adaptations:
• Main Memory: We keep all nodes of the tree in main memory. We do not adjust the node
sizes to the sizes of disk blocks anymore, but choose node capacities such that inner and
leaf nodes are aligned with cache lines, which increases the cache line utilization of search
algorithms. To this end, we slightly change the default configuration of libspatialindex
from a capacity of 100 to 96 tuples (MBR) for leaf nodes (inner nodes), providing a
perfect alignment regardless of the dimensionality of the data set7. Note that we do not
further tailor the node sizes to the sizes of the CPU caches, like the last level cache (LLC),
because this did not offer any performance benefits in preliminary evaluations.
• Multithreading: We horizontally partition the data at random into almost-equally sized
partitions and build one R∗-tree instance per partition. When evaluating MDRQ, these
are searched in parallel with one thread per partition and the partial result sets are con-
catenated once all R∗-tree instances have finished their work. We choose the number
of partitions to be equal to the number of hardware threads available on the evaluation
machine. When only some of many partitions contain matches, some threads may fin-
ish earlier than others, a condition called execution skew [DeWitt et al. 1992]. However,
such cases seldomly occur in horizontal partitioning, because of the random assignment
of objects to partitions, and are more common in range partitioning [DeWitt et al. 1992].
Figure 4.2 illustrates the differences between sequentially querying a conventional R∗-tree
and executing a parallel MDRQ following our approach.
• SIMD: We use the SIMD-based algorithm from Listing 4.1 to compare MDRQ search
objects with tuples (MBR) stored in leaf nodes (inner nodes). Since libspatialindex works
with eight-byte double values, we can compare only four values (instead of eight) with one
SIMD instruction.
kd-tree
We implement a kd-tree from scratch following the original proposal by Bentley [Bentley 1975]
with the following adaptations to exploit modern hardware features:
• Main Memory: Kd-trees are already designed for main memory, thus no adaptations of
the data layout were necessary in this regard. As proposed in the original paper, all nodes
of a kd-tree store one data object. Hence, also leaf nodes hold only one object, prohibiting
adaptations to cache line sizes.
6libspatialindex - libspatialindex 1.8.0 documentation, https://libspatialindex.github.io/, Last ac-
cess: August 29, 2018.
7The used implementation stores dimension values as eight-byte double values. Hence, choosing a capacity that
is a multiple of eight always aligns nodes to 64-byte cache lines.
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Figure 4.2: Single-threaded execution of an MDRQ on a conventional R∗-tree vs. parallel exe-
cution of an MDRQ on p instances of an R∗-tree, where each instance manages the
data of one partition (horizontal partitioning) and is searched with a distinct thread
(p threads in total).
• Multithreading: We adapt kd-trees to multithreading using the same approach as for
R*-trees.
• SIMD: We exploit SIMD instructions as shown in Listing 4.1 for intersecting MDRQ
search objects with the tuples stored in the nodes of the kd-tree.
VA-file
We also implement VA-files from scratch applying the following adaptations to the original
method [Weber et al. 1998]:
• Main Memory: All buckets are stored in main memory. The sizes of the buckets are
derived from the length of the approximations. Based on preliminary experiments, we use
two bits per dimension for the approximations with values roughly evenly dividing the
space, leading to buckets holding approximately n/(4m) tuples.
• Multithreading: As for all MDIS, we horizontally partition the data at random and
build one VA-file per partition. When evaluating queries, these partitions are concurrently
searched.
• SIMD: We use the algorithm from Listing 4.1 to compare MDRQ search objects with the
tuples from those buckets whose approximations intersect the approximated query.
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Parallel Scan on Horizontally-Partitioned Data
For scanning horizontally-partitioned data, we use the following techniques:
• Main Memory: We partition the data objects into p partitions, which are kept in m-
dimensional arrays.
• Multithreading: These arrays are concurrently scanned using a multidimensional range
scan (see Section 2.2.1). The results are concatenated once all threads have finished their
work.
• SIMD: During the scan, every tuple is compared to the query object using SIMD instruc-
tions. We replace the inner loop of the multidimensional range scan (see Lines 4-13 from
Algorithm 1) with the vectorized algorithm shown in Listing 4.1.
Parallel Scan on Vertically-Partitioned Data
We implement the scanning of vertically-partitioned data as follows:
• Main Memory: We partition the data objects into m partitions, which are stored in
one-dimensional arrays, each holding the value of one dimension per tuple.
• Multithreading: When evaluating MDRQ, these arrays are concurrently searched with
one-dimensional range scans. For partial-match queries, only the dimensions addressed in
a query are accessed. Note that in this scheme the degree of parallelism of a MDRQ is
constrained by the number of dimensions restricted in the query. Each scan of a partition
creates one bitmask of length n. These bitmasks are concurrently intersected in t chunks
of equal size, where t equals the number of available threads.
• SIMD: In vertically-partitioned data, single dimensions of tuples are compared to single
dimensions of the MDRQ search object. Hence, the SIMD code from Listing 4.1 cannot
be applied. Instead, we apply SIMD instructions using the approach proposed by Zhou
and Ross [J. Zhou et al. 2002].
4.4 Evaluation
The objective of our evaluation is to investigate the performance of MDRQ on modern hardware.
To this end, we compare three MDIS and two scan variants, which we adapted as described in
Section 4.3, applying synthetic and real-world workloads to synthetic and real-world data sets.
Specifically, the experiments aim to answer the following questions:
• How much does each contestant benefit from modern hardware features, such as vector-
ization and multithreading (see Section 4.4.3)?
• Is the rule of thumb for choosing between index probing and scanning depending on the
query selectivity still valid on modern hardware (see Section 4.4.4 to Section 4.4.6)?
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• What is the impact of data set characteristics, like dimensionality, cardinality, or skew,
and workload properties, like selectivity, or number of restricted dimensions, on the per-
formance of the competitors (see Section 4.4.4 to Section 4.4.6)?
• Can the parallel implementations of the contestants scale with the number of used threads
(see Section 4.4.7)?
• How efficient do the competitors utilize memory (see Section 4.4.8)?
4.4.1 Experimental Setup
Hardware
We execute all experiments on a server equipped with two Intel Xeon E5-2620 CPUs (2 GHz
clock rate, six cores, 12 hardware threads) and 32GB of RAM. In total, the machine features
12 cores and 24 hardware threads (or hyperthreads)8. The CPU supports AVX instructions
executed on 256-bit SIMD registers.
We also run the experiments on another hardware platform to show that our findings do not
depend on the used hardware architecture. The second evaluation machine features one Intel
i7-5930K CPU (3.5 GHz clock rate, six cores, 12 hardware threads, AVX instructions) and 32GB
of main memory.
Methodology
In all experiments, caches are warmed up. All data sets are inserted in random order. All
experiments measure the throughput, which is the number of operations, in our case MDRQ,
each contestant can execute per second. In most cases, we run query workloads consisting of
1,000 queries and measure the time ts each contestant needs to execute all queries. We divide
the number of executed queries by ts to get the average throughput.
Competitors
In our experiments, we consider the R∗-tree [Beckmann et al. 1990], the kd-tree [Bentley 1975],
the VA-file [Weber et al. 1998] and parallel scans over horizontally- and vertically-partitioned
data. All contestants are evaluated with and without multithreading and with and without
SIMD instructions. All MDIS employ horizontal partitioning, which allows to re-use single-
threaded search operators. Unless otherwise noted, we set p = t for horizontal partitioning to
exploit all available processing units (threads) and because we do not expect any stragglers that
would benefit from using p > t.
8As described in Section 2.3.3, modern Intel CPUs provide a proprietary implementation of simultaneous mul-
tithreading, called hyperthreading. Depending on the CPU family, each physical CPU core can typically
execute between two and four threads concurrently within one instruction pipeline.
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Data Set n m Distinct Values per Dimension Raw Size (MB)
UNIFORM 10k 5 9,950 (avg) 0.19MB
100k 5 95,175 (avg) 1.91MB
1M 5 to 100 632,257 (avg) 19.07MB to 381.47MB
10M 5 999,956 (avg) 190.74MB
CLUSTERED 1M 5 632,047 (avg) 19.07MB
POWER 10k 3 10,000; 627; 698 0.11MB
100k 3 100,000; 2,089; 2,290 1.14MB
1M 3 1,000,000; 4,325; 4670 11.44MB
10M 3 9,875,681; 6,840; 7,634 114.44MB
GENOMIC 10M 19 See Section 2.4.2 724.79MB
Table 4.1: Data sets used in our experiments.
Software
All competitors were implemented in C++11 and were compiled with GCC 4.8 using the opti-
mization flag -O3. We use an open-source thread pool library9 to enable the reuse of POSIX
threads.
4.4.2 Experimental Data and Workloads
We evaluate MDRQ on four different data sets. For each data set, Table 4.1 provides the number
of data objects (n), the number of dimensions (m), the number of distinct values per dimension
(for synthetic data, we provide average values over all dimensions), and the raw data set size10.
All competitors implement data objects with four-byte floating-point values. Only the used
implementation of R∗-trees, libspatialindex, employs eight-byte double values. For the data sets
UNIFORM, CLUSTERED, and POWER, we use synthetic workloads consisting of randomly-
generated complete-match MDRQ. For GENOMIC, we execute realistic complete-match and
partial-match MDRQ from the benchmark described in Section 2.4.
Data Set UNIFORM
Synthetic data facilitates experiments with arbitrary cardinalities and dimensionalities. For
UNIFORM, we generate values uniformly-distributed at random within [0, 1].
For all experiments with UNIFORM, except those studying the impact of query selectivity
(see Section 4.4.4), we generate MDRQ by randomly selecting two data objects from the gen-
erated data and use those as lower and upper boundaries. This results in queries with varying
selectivities; we always provide the average selectivities.
9GitHub - vit-vit/CTPL: Modern and efficient C++ Thread Pool Library, https://github.com/vit-vit/
CTPL, Last access: August 29, 2018.
10The presented values equal the amount of memory space needed when implementing data objects as arrays of




In contrast to the uniformly-distributed UNIFORM, the five-dimensional data set CLUSTERED
features between one and twenty clusters. For CLUSTERED, we use a data generator provided
by Müller et al. [Müller et al. 2009]. Within each cluster, data are uniformly distributed.
For CLUSTERED, we generate range query workloads using the same technique as for UNI-
FORM.
Data Set POWER
The real-world data set POWER is obtained from the DEBS 2012 challenge11. It contains mon-
itoring data (or events) recorded by hi-tech manufacturing equipment equipped with an embed-
ded PC and various sensors (Industrial IoT). As in previous studies using this data set [Wang
et al. 2016], we index three dimensions. The first dimension provides the time at which the
event was recorded and can therefore be considered as an almost-unique identifier. The second
and third dimension provide information about the power consumption of the monitored device.
As for the synthetic data, we generate MDRQ by randomly choosing two tuples from POWER
and use those as lower and upper boundaries.
Data Set GENOMIC
We index real-world genomic variant data provided by the 1000 Genomes Project. Using our
own data importer, we transform raw variant data into 19-dimensional data objects. Attributes
originally stored as strings, like the population of a sample, are transformed into floating-point
values by hashing. Section 2.4.2 provides a detailed description of all attributes including their
domain and their number of distinct values.
For GENOMIC, we evaluate eight realistic MDRQ templates designed in collaboration with
domain experts (see Section 2.4.3). We also consider a mixed workload that consists of all query
templates randomly mixed together.
4.4.3 Impact of Multithreading and Vectorization
Figure 4.3 shows the throughput of MDRQ with an average selectivity of 0.1% (σ = 0.002%)
when applied to one Million uniformly-distributed tuples of moderate dimensionality (twenty
dimensions) depending on the used modern hardware features. For all contestants, we evaluate
a single-threaded (baseline) implementation, a single-threaded implementation exploiting SIMD
instructions, a multithreaded implementation, and a multithreaded implementation using SIMD
instructions.
Multithreading
We compare the single-threaded to the multithreaded implementations (both without using
SIMD), where we used 24 software threads, which equals the number of hardware threads
11DEBS 2012 Grand Challenge: Manufacturing equipment - DEBS.org, http://debs.org/?p=38, Last access:
August 29, 2018.
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Figure 4.3: Throughput when executing MDRQ with an average selectivity of 0.1% on one Mil-
lion twenty-dimensional tuples from UNIFORM depending on the used hardware
features.
available on the evaluation machine. Due to a dimensionality of m = 20, the scan with vertical
partitioning uses only twenty threads.
At first glance one would expect speed-ups almost as good as 24X, at least for the approaches
using horizontal partitioning. However, none of the contestants shows such performance gains.
On average, the competitors achieve speed-ups of up to 11.6 times. Apparently, performance
gains are bounded by the number of physical cores, which equals 12 on the evaluation ma-
chine. Hyper-threading [Saini et al. 2011] is only beneficial for applications, where threads are
frequently waiting for data to be loaded from the main memory into the CPU caches, making
memory accesses the bottleneck [Plattner 2009]; this is also described as blocking.
The workload considered here uses query selectivities of only 0.1%, which enables hierarchical
MDIS (R∗-tree and kd-tree) to efficiently prune large parts of the data space. Thus, they are
compute-bound. Even both scans and the VA-file are not memory-bound, because many early
breaks occur, leading to branch mispredictions and causing compute-intensive pipeline flushes.
See Section 4.4.7 for scalability experiments using lower query selectivities.
Vectorization
We study the impact of SIMD instructions on the performance of the competitors. Approaches
employing horizontal partitioning show almost no performance gains when applying vectoriza-
tion (only up to 1.4 times). While scalar variants of the search algorithms can prune comparisons
once the first mismatch occurred (early break), the vectorized counterpart of the same algorithm
has to process objects in chunks of eight dimensions, limiting the potential for early breaks. For
query workloads with a lower selectivity and therefore fewer mismatches (or early breaks), the
benefits from SIMD-based processing of horizontally-partitioned tuples increase, providing a
speed-up of up to three times.
Scans using vertical partitioning notably benefit from SIMD instructions, because both SIMD-
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R∗-tree kd-tree VA-file Scan (Hor. Part.) Scan (Vert. Part.)
Figure 4.4: Throughput when executing MDRQ with an average selectivity of 0.4% (five dimen-
sions) to 0.0002% (more than ten dimensions) on one Million tuples from UNIFORM
using 24 software threads depending on the dimensionality.
based and scalar variants of the search algorithms must consider all data and can neither apply
pruning nor use early breaks. Here, vectorization helps to strongly reduce the number of com-
parisons and leads to a speed-up of up to eight times on average.
Multithreading combined with Vectorization
Finally, we investigate the performance impact when applying both multithreading and vector-
ization. In this case, scans over vertically-partitioned data show the largest speed-ups compared
to a single-threaded scalar implementation (up to 50 times faster on average). The remaining
approaches, which all employ horizontal partitioning, benefit from multithreading but show very
small performance gains when using SIMD instructions on top. They achieve speed-ups of up to
14 times on average. All subsequent experiments investigate the competitors when using both
multithreading and vectorization.
4.4.4 Synthetic Data
The following experiments are conducted with synthetic data from UNIFORM and CLUS-
TERED.
Dimensionality
We measure the throughput of the contestants when applying MDRQ to one Million randomly-
generated tuples with five to 100 dimensions. Clearly, query selectivity increases with a growing
dimensionality. The average query selectivity equals 0.4% (σ = 1.1%) for five dimensions, 0.002%
(σ = 0.01%) for ten dimensions, and 0.0002% (σ = 0.00003%) for more than ten dimensions.
Figure 4.4 shows the results.
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R∗-tree kd-tree VA-file Scan (Hor. Part.) Scan (Vert. Part.)
Figure 4.5: Throughput when executing range queries on one Million five-dimensional tuples
from UNIFORM using 24 software threads depending on the query selectivity.
The kd-tree achieves the highest throughput among all contestants regardless of the dimen-
sionality. For up to 30 dimensions, the R∗-tree shows the second best performance. However,
with an increasing dimensionality, the search efficiency of the R∗-tree decreases, because its par-
titioning deteriorates, reducing its pruning power. For data sets with more than 30 dimensions,
the R∗-tree is outperformed by the VA-file, which is less affected by the dimensionality of the
data set. For high dimensionalities (more than 70 dimensions), the R∗-tree is even outperformed
by scans over vertically-partitioned data, although the average query selectivity is very high.
While the throughput of the parallel scan employing horizontal partitioning is independent
from the dimensionality of the data space, the performance of the scan using vertical partitioning
decreases when the dimensionality increases. In vertical partitioning, the number of partitions
depends on the dimensionality of the data space (p = m), whereas in horizontal partitioning
the number of partitions is chosen depending on the number of available hardware threads. In
particular, the performance of the scan using vertical partitioning decreases with an increasing
dimensionality of the data space, because a growing number of partial result sets need to be
managed and intersected when synchronizing the different threads.
Query Selectivity
We measure the throughput of all contestants when executing MDRQ on one Million randomly-
generated five-dimensional tuples following an uniform distribution depending on the query
selectivity. Figure 4.5 shows the results.
For queries with a very high selectivity (≤ 1%), the kd-tree shows the highest throughput
and is closely followed by the R∗-tree. For queries with a lower selectivity (> 1%), both parallel
scans as well as the VA-file show the best performance and clearly outperform the hierarchical
MDIS kd-tree and R∗-tree. In this experiment, both scan variants and the (non-hierarchical)
VA-file perform very similar.
72
4.4 Evaluation

























R∗-tree kd-tree VA-file Scan (Hor. Part.) Scan (Vert. Part.)
Figure 4.6: Throughput when executing range queries with an average selectivity of 0.4% on
five-dimensional tuples from UNIFORM using 24 software threads depending on the
size of the data set.
For multiple reasons, the throughput of all contestants decreases for less selective queries:
• In vertical partitioning, larger (partial) result sets need to be managed and synchronized,
requiring a costly intersection.
• In horizontal partitioning, approaches can prune less dimensions when comparing MDRQ
with tuples, resulting in fewer early breaks.
• Hierarchical MDIS (R∗-tree and kd-tree) cannot prune subtrees but must visit the vast
majority of the tree nodes, which requires lots of random accesses inducing cache misses.
While scans are less affected by query selectivities, hierarchical MDIS lose their pruning
power when dealing with moderate and low selectivities. On modern hardware, the threshold
after which MDIS are outperformed by scans is stupendously low, at a selectivity around 1%.
Hence, it is much lower than on disk-based systems, where MDIS show a superior performance
for selectivities of up to 20% [Weber et al. 1998].
Data Set Size
We measure the throughput when executing MDRQ with an average selectivity of 0.4% (σ =
1.1%) on five-dimensional tuples following an uniform distribution depending on the size of the
data set. Figure 4.6 shows the results.
As expected, when the number of tuples increases, the search throughput of all contestants
decreases, because a growing number of tuples match the query. Interestingly, both parallel
scans, especially the variant employing vertical partitioning, outperform MDIS for small data
sets consisting of up to 105 tuples, although the average selectivity of the queries evaluated
here is very high. MDIS are not worthwhile for such small amounts of data but suffer from
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R∗-tree kd-tree VA-file Scan (Hor. Part.) Scan (Vert. Part.)
Figure 4.7: Throughput when executing range queries with an average selectivity of 0.38% (one
cluster) to 27.40% (20 clusters) on one Million five-dimensional tuples from CLUS-
TERED using 24 software threads depending on the number of clusters.
the overhead induced by their index structure. When the data set size increases, the pruning
capabilities of MDIS pay off: MDIS can efficiently reduce the data space while the parallel scans
have to consider all tuples for query evaluation.
Clustered Data
We measure the throughput when applying MDRQ to one Million five-dimensional data ob-
jects from the data set CLUSTERED depending on the number of clusters. Recall that we
are generating MDRQ by randomly picking two existing tuples as range boundaries. Thus,
for CLUSTERED, one MDRQ may cross several clusters, which results in a decreasing query
selectivity as the number of clusters increases: one cluster induces an average selectivity of 0.4%
(σ = 0.9%), five clusters induce an average selectivity of 16.2% (σ = 19.1%), ten clusters induce
an average selectivity of 23.1% (σ = 21.9%), and 20 clusters induce an average selectivity of
27.4% (σ = 22.7%). Figure 4.7 shows the results of this experiment.
Note that the data set with one cluster is very similar to UNIFORM, because the data objects
are uniformly distributed across the entire data space. For that case, the R∗-tree and the kd-
tree achieve the best throughput among all competitors. When the number of clusters increases
(which also implies decreasing query selectivities), the performance of hierarchical MDIS, the
R∗-tree and the kd-tree, decreases. Regardless of the number of clusters, the performance of the
VA-file and both parallel scans remains almost the same.
We study whether the performance decrease of the MDIS is caused by the increase of the
query selectivity or by the increase of the number of clusters. For this purpose, we generate
range queries that retrieve only one single object, thus having an average selectivity of 0.0001%
(σ = 0%). Using this technique, we can ensure that the selectivities are the same for all instances
of CLUSTERED regardless of the number of featured clusters. When applying this workload,
all competitors show a very similar performance regardless of the number of clusters. Thus, their
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R∗-tree kd-tree VA-file Scan (Hor. Part.) Scan (Vert. Part.)
Figure 4.8: Throughput when executing range queries with an average selectivity of 11.12% on
three-dimensional tuples from POWER using 24 software threads depending on the
size of the data set.
performance is mainly affected by the query selectivities but not by the number of clusters.
4.4.5 Sensor Data from Hi-Tech Manufacturing Equipment
We measure the throughput of the contestants when applying MDRQ with an average selectivity
of 11.12% (σ = 13.43%) to the three-dimensional data set POWER. In contrast to Figure 4.6,
which shows the throughput for uniformly-distributed data, Figure 4.8 visualizes the throughput
of MDRQ on real-world data of varying size. This experiment confirms that the throughput of
all contestants decreases when the number of tuples increases. In contrast to the experiments on
synthetic data, the scan-based approaches always outperform the hierarchical MDIS regardless
of the data set size. However, this experiment executes queries that are less selective than
the ones applied to the synthetic data, as induced by the technique used to generate MDRQ
workloads, which mainly causes the performance differences.
4.4.6 Genomic Variant Data
The following experiments are conducted with real-world data from GENOMIC. We study
the contestants when executing the GMRQ Benchmark (see Section 2.4.3). Each template
is instantiated one hundred times. Figure 4.9 shows the results.
Both parallel scans outperform all considered MDIS for the Mixed Workload, Query Template
1, Query Template 2 and Query Template 3. For Query Templates 4 to 8, which retrieve only
few tuples and have a selectivity much below 1%, especially the kd-tree shows its strengths and
outperforms scanning. The VA-file performs similar as the scan with horizontal partitioning,
but is consistently outperformed by the scan with vertical partitioning.
As in Section 4.4.4, which studied the performance when executing MDRQ of varying selec-
tivities on uniformly-distributed data, scanning outperforms the MDIS for low and moderate
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R∗-tree kd-tree VA-file Scan (Horizontal Partitioning) Scan (Vertical Partitioning)
Figure 4.9: Throughput of the contestants when executing the GMRQB on ten Million 19-
dimensional tuples from GENOMIC using 24 software threads (the query templates
are ordered by average selectivity, from low (left) to high (right)).
selectivities. In both cases (synthetic and real-world data), the threshold after which scans are
superior to MDIS is at a query selectivity around 1%.
The Mixed Workload consists of all query templates randomly mixed together and has an
average selectivity of 1.58% (σ = 3.58%). For this workload, the parallel scan with vertical
partitioning achieves the highest throughput (7.45 queries/sec) and is followed by the parallel
scan employing horizontal partitioning (3.40 queries/sec), the VA-file (2.94 queries/sec), the R∗-
tree (2.43 queries/sec), and the kd-tree (1.97 queries/sec). For Query Template 1, which has the
lowest selectivity (on average 10.76%, σ = 7.24%) among all evaluated queries, both parallel scan
variants show the best performance and are followed by the VA-file, the R∗-tree, and the kd-tree.
For Query Template 8, which has the highest selectivity (on average 0.00001%, σ = 0.00002%),
the kd-tree achieves a throughput of 247.46 queries/sec. It is followed by the parallel scan with
vertical partitioning (7.44 queries/sec), the VA-file (6.22 queries/sec), the parallel scan with
horizontal partitioning (4.25 queries/sec), and the R∗-tree (3.52 queries/sec). Despite the high
selectivity, the R∗-tree cannot apply its pruning capabilities, because it is negatively affected by
the dimensionality of the data set, which leads to an inefficient partitioning.
4.4.7 Scalability
Using the Mixed Workload from GMRQB, we evaluate the scalability of all contestants depend-
ing on the number of used software threads. Note that the workload consists of partial- and
complete-match MDRQ that query 5.81 dimensions on average (σ = 4.11), which limits the
potential benefits from multithreading for vertical partitioning. Figure 4.10 shows the results.
For most contestants, the speed-up from multithreading is bounded by the number of physical
cores. Confirming a memory access bottleneck, only the R∗-tree and the kd-tree benefit from
using more software threads than available physical cores, because hierarchical MDIS require
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R∗-tree kd-tree VA-file Scan (Hor. Part.) Scan (Vert. Part.)
Figure 4.10: Throughput of the contestants when applying the mixed workload from GMRQB
to ten Million 19-dimensional tuples from GENOMIC depending on the number of
used software threads.
UNIFORM CLUSTERED POWER GENOMIC
(n=10M, m=5) (n=1M, m=5) (n=10M, m=3) (n=10M, m=19)
R∗-tree 1,037MB 110MB 833MB 3,057MB
kd-tree 1,567MB 159MB 1,644MB 2,864MB
VA-file 2,804MB 284MB 2,882MB 4,140MB
Scan (Hor. Part.) 537MB 57MB 538MB 1,169MB
Scan (Vert. Part.) 547MB 57MB 540MB 1,169MB
Table 4.2: Space consumption of the competitors.
many random accesses when evaluating queries having a moderate or low selectivity. When
executing the mixed workload from GMRQB with one software thread, on average, R∗-trees
produce 20 Million LLC misses and kd-trees produce 16 Million LLC misses per executed query.
In contrast, VA-files produce two Million LLC misses and both parallel scans produce 800,000
LLC misses. Thus, hierarchical MDIS can gain additional performance from hyper-threading,
which helps to hide the latency of memory accesses to some degree. Using more software threads
than available virtual CPU cores (more than 24) does neither yield performance benefits nor
disadvantages.
4.4.8 Space Consumption
Figure 4.11 visualizes the memory consumption of each contestant depending on the data set and
Table 4.2 provides the according numbers. For horizontal partitioning, we build 24 instances
of an index or array, i. e., p = 24. For vertical partitioning, we create as many partitions
as dimensions present in the data set. We measure the combined space consumption of all
partitions. For UNIFORM, we show the memory consumption when storing ten Million five-
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R∗-tree kd-tree VA-file Scan (Hor. Part.) Scan (Vert. Part.)
Figure 4.11: Memory usage of the competitors.
dimensional tuples. For CLUSTERED, we show the memory consumption when storing one
Million five-dimensional tuples featuring twenty clusters. For POWER, we show the memory
consumption when storing ten Million three-dimensional tuples. For GENOMIC, we show the
memory consumption when storing ten Million 19-dimensional tuples.
The used implementation of R∗-trees implements data objects with eight-byte double values,
while all remaining competitors use four-byte floating-point values. To enable a fair comparison,
we divide the measured memory usage of the R∗-tree by two and report the resulting value.
Please note that our VA-file implementation stores the approximation values in eight-bit integers
(the smallest available data type) although only two bits are needed (recall that we create four
partitions per dimension), thus wasting some memory space. The provided numbers take into
account that approximation values are implemented with two-bit values.
As expected, both scans need the least amount of memory, because they do not employ
additional data structures, like MDIS. Surprisingly, VA-files require much more space than
scans, induced by the storage of the approximations and information about the partitioning.
Comparing both hierarchical MDIS, R∗-trees achieve a higher space efficiency than kd-trees.
Only for GENOMIC, where the structure of the covering R∗-tree degenerates due to an inefficient
partitioning, kd-trees require less space than R∗-trees.
4.4.9 Other Evaluation Platform
We also ran the experiments on another hardware platform to show that our findings do not
depend on the used hardware architecture. We used a modern desktop machine that features
one Intel i7-5930K CPU (3.5 GHz clock rate, six cores, 12 virtual cores) and 32GB of main
memory. The CPU supports AVX instructions. The results on both hardware platforms are
very similar, which confirms that our findings carry over to other hardware settings.
As exemplary results for the experiments on the desktop machine, Figure 4.12 shows the
throughput when executing the query templates from GMRQB on ten Million 19-dimensional































































R∗-tree kd-tree VA-file Scan (Hor. Part.) Scan (Vert. Part.)
Figure 4.12: Throughput of the contestants on the desktop machine when applying the GMRQB
to ten Million 19-dimensional tuples from GENOMIC using 12 software threads (the
query templates are ordered by average selectivity, from low (left) to high (right)).
4.4.6. In contrast to the experiment on the primary evaluation machine, horizontal partitioning
uses only 12 software threads because the desktop machine features less virtual cores. Again,
the parallel scan with vertical partitioning achieves the highest throughput for queries with a
moderate to low selectivity (Mixed Workload and Query Templates 1-5). Only for queries with
a very high selectivity much below 1% (Query Templates 6-8), it is outperformed by the kd-tree.
4.5 Discussion
Our comparison of the two hierarchical, tree-based MDIS (the R∗-tree and the kd-tree), the
VA-file, and the two parallel scan variants after adapting them to the usage of main-memory
storage, multithreading and SIMD instructions yields a number of interesting observations. As
expected, MDIS in general excel for queries with very high selectivities as in such settings they
can prune substantial parts of the search space and have to compare only a few data objects
to the search object. The main goal of our study was to re-evaluate the break-even point at
which these advantages supersede the major disadvantage of MDIS, namely accesses to random
memory locations. Across various data sets, our experiments show that this point is surprisingly
low, at around 1% selectivity, and thus much lower than the conventional rule of thumb (20%),
which targeted IO-based index structures. Although similar findings have been reported for one-
dimensional range scans on modern hardware [Das et al. 2015], to the best of our knowledge,
we are the first to confirm these performance characteristics for the multidimensional domain.
Following the results of our study, scanning should be favored over indexing except for very
selective queries. For horizontal partitioning, highly-selective queries are fast anyway, because
many early breaks occur, which means that the absolute savings in time MDIS offer in such
settings are very small. On top, scan-based MDRQ are much easier to handle and to implement,
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require no additional storage, are almost unaffected from the dimensionality of the data, lead to
simple and effective load balancing, and offer predictable runtimes, which is a major advantage
when it comes to orchestrating the various operations of a complex analytical query.
Although our study focused on the parallelization of search queries, the proposed partitioning
techniques can also be used to speed-up updates12, which either add new data or remove an
existing object. When inserting a new data object into a set of horizontally-partitioned data, we
randomly select one of the partitions and apply the insertion to it; the remaining partitions must
not be touched. In contrast, to add a new data object to a set of vertically-partitioned data, we
split the object among its dimensions and add each value to the corresponding partition, i. e.,
insertions affect all partitions. When removing an existing data object from a set of horizontally-
partitioned data, we pass the delete operation to all partitions. Concurrently, all partitions apply
the deletion to their data and remove the object if found. Similarly, to remove an object from
a set of vertically-partitioned data, we forward the delete operation to all partitions, which
concurrently process it on their data. Horizontal partitioning enables efficient updates, because
they involve only one partition13. In vertical partitioning, although updates always regard all
partitions, they are executed in parallel, thus also allowing for an efficient implementation.
There are also a number of further observations:
• Among the two hierarchical MDIS in our evaluation, the kd-tree clearly outperforms the
R∗-tree, which is not too much of a surprise as R∗-trees were originally designed to manage
spatial objects and not points as was the case here. In particular for data sets of mod-
erate and high dimensionality (we evaluated up to one hundred dimensions), kd-trees are
superior.
• In Section 4.4.4, we studied synthetic data sets with varying numbers of subspace clusters
and showed that the skewness of data does neither impact scans nor MDIS. Instead, query
selectivity is the primary factor affecting the performance of the competitors.
• The used R∗-tree implementation is the only competitor that stores data objects as arrays
of eight-byte values; all other contestants use four bytes per dimension. As less values
fit into one SIMD register, R∗-trees need to execute twice as much SIMD instructions
as the other competitors when searching (see Section 4.2). However, the implementation
of data objects has negligible impact on the search performance, because SIMD paral-
lelism does not provide huge performance benefits for horizontal partitioning anyway (see
Section 4.4.3).
• The efficiency of VA-files depends on the accuracy (or length) of the approximation values.
While more accurate approximations provide a more fine-grained partitioning increasing
pruning capabilities, they also need more bits for storage decreasing space efficiency. In our
evaluation, we used a pragmatically-chosen configuration for the approximation lengths
12We consider an update operation to affect only one data object; duplicates are not allowed.
13Note that deletions are passed to all partitions, because we do not maintain knowledge about which data
object is stored in which partition, yet the to-be-deleted object is stored in only one partition, allowing
efficient pruning in all other partitions.
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that balances pruning power with space utilization. Despite their pruning techniques, VA-
files offer almost no advantages when compared to scans. They appear to be a sensible
choice only for data with very high dimensionalities.
• When comparing the two scan methods, horizontal partitioning is preferable for complete-
match queries, whereas partial-match queries, especially when addressing only a few di-
mensions of the data space, are handled more efficiently by scans over vertically-partitioned
data.
However, when considering our results, one should always keep in mind that our adaptations
of the index structures and scans were rather conservative. We already sketched several ideas
how the different methods could be further improved to take full advantage of modern hardware:
• We could improve the comparisons of MDRQ search objects with data objects by re-
ordering the dimensions of the data space such that the dimensions, which are typically
queried with the highest selectivity, are compared first. That would facilitate early breaks,
allowing the pruning of (many) dimensions once a mismatch occurs. Selectivity-based
re-ordering of the dimensions can be applied to both MDIS and scan approaches and
is especially beneficial for high-dimensional data spaces, where one data object spans
multiple cache lines (when using four-byte floating-point values, a data object with more
than 16 dimensions spans multiple cache lines assuming 64-byte cache lines). In such
cases, it can reduce the number of accessed cache lines, effectively improving the search
performance. However, such an optimization requires knowledge about the current average
single-dimensional selectivities. Frequently-changing workloads would require frequent
reorganizations of the ordering of the dimensions, causing maintenance overhead.
• In the current scheme of vertical partitioning, we assign one software thread to each par-
tition for query processing. As the number of partitions depends on the dimensionality of
the data space, it is very likely that we do not obtain the perfect degree of parallelism, es-
pecially when a data space features less dimensions than threads available on a computing
machine. We could improve the resource utilization by introducing another partitioning
level. At the first level, vertical partitioning would work as usual: We create one partition
for each dimension of the data space. However, when more threads are available than di-
mensions featured in the data space, we assign multiple threads to each partition, allowing
a further partitioning of the one-dimensional partitions into different chunks, where each
chunk is processed by a distinct thread.
• Although main-memory capacities are considerably large these days, it remains important
to use as little space as possible for storage. We could improve the space efficiency of the
competitors by compressing data objects. Compression is especially useful for vertically-
partitioned data, as demonstrated by different schemes available for column stores [D. J.
Abadi et al. 2006; Raman et al. 2013; Stonebraker et al. 2005]. Depending on the concrete
data distribution, we might choose between multiple compression techniques [D. Abadi
et al. 2013]. We describe two examples.
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Run-length encoding (RLE) compresses long runs of the same value. For instance, given
that the value 42 occurs 50 times in a row, the 50 instances of 42 are replaced by (42, 50).
RLE would be beneficial for dimensions containing many duplicate values, reducing these
to single representations. Another popular compression technique is dictionary encoding,
which maintains the different elements of a set in a dictionary and replaces the instances
of these values with references to the corresponding entries in the dictionary. Dictionary
encoding would be especially useful for dimensions with low cardinalities. Interestingly,
compression does not prohibit the usage of vectorized instructions, as shown by Willhalm
et al. for column scans [Willhalm et al. 2009].
• In this analysis, we used the original implementation of kd-trees as proposed in [Bentley
1975]. We may improve the cache line utilization of their search algorithms as follows.
Instead of storing data in both inner and leaf nodes, we might exclusively keep data
objects in leaf nodes, similar to K-D-B-trees [Robinson 1981]. Finally, we would align
the capacity of the nodes to the sizes of cache lines, an adaptation technique previously
applied to one-dimensional index structures [Rao et al. 2000].
4.6 Summary
In this chapter, we studied how to adapt the execution of MDRQ to current hardware archi-
tectures featuring large main-memory capacities and multi-core CPUs with SIMD instructions.
We proposed two techniques for dividing a multidimensional data set into multiple partitions,
namely horizontal and vertical partitioning. While horizontal partitioning offers more flexibil-
ity with regards to the granularity of the partitioning leading to a better resource utilization,
vertical partitioning is superior for partial-match MDRQ. We presented a novel SIMD-based
algorithm for comparing MDRQ search objects with data objects. The algorithm is beneficial
for data spaces with moderate to large dimensionalities and queries with low selectivities.
We conservatively applied these techniques to three index structures, namely the R∗-tree, the
kd-tree, and the VA-file, and two scan flavors. In a comprehensive evaluation, we compared
the competitors executing synthetic and real-world complete-match and partial-match MDRQ
workloads on synthetic and real-world data sets. We showed that, on current hardware archi-
tectures, scanning, which uses a sequential access pattern, outperforms MDIS probing, which
requires random accesses, for query selectivities of 1% or more. Our results are in contrast to pre-
vious rule of thumbs [Weber et al. 1998], which are only valid for traditional disk-based systems,
indicating that the selectivity threshold is at around 20%. Based on these findings, the next
chapter proposes a novel multidimensional index structure, the BB-Tree. The BB-Tree is de-
signed to be stored in main memory, provides a high cache efficiency due to an almost-sequential
access pattern, allows updates and exploits the parallel capabilities of modern processors.
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The experiments presented in the previous chapter demonstrated that neither multidimensional
index structures (MDIS) nor full-table scans can be considered as perfect means to executing
multidimensional range queries (MDRQ). Instead, like for single-column predicates [Das et al.
2015], database systems must choose access paths at query time depending on the concrete
selectivity of a MDRQ: Queries with high selectivities are evaluated with MDIS, and queries
with low selectivities are processed using scans.
In practice, selectivity-based access path selection has the main drawback that, at the time
of query evaluation, it requires accurate estimates of the number of matching tuples. Typ-
ically, database management systems estimate query selectivities using techniques, like his-
tograms [Kooi 1980; Poosala 1997] or sampling [Lipton et al. 1990]. Traditional histograms
designed for one-dimensional data are highly inaccurate when applied to multidimensional data
spaces, where dimensions can be correlated [Poosala et al. 1997]. Dedicated multidimensional
histogram techniques can better represent joint data distributions, but are expensive to build
and maintain [Chakrabarti et al. 2001]. On the other hand, sampling is not affected by the
dimensionality of the data, but requires large sample sizes to correctly reflect skewed data sets
incurring considerable performance overhead at query time. Therefrom, selectivity-based access
path selection is impractical when applying MDRQ to large sets of non-uniformly distributed
data.
The aim of research in MDIS is thus to create an index structure that can efficiently process
search queries of both high and low selectivity, making access path selection for MDRQ super-
fluous. Motivated by the recent changes in server hardware described in Section 2.3, the index
structure should be tailored to modern hardware architectures, show high space efficiency when
stored in main memory and leverage the parallel capabilities of modern CPUs. To support a
wide range of different applications, it should offer robustness towards different data character-
istics, e. g., cardinality, dimensionality, or skew, and perform gracefully in mixed read and write
workloads.
This chapter presents the BB-Tree, a novel fast and space-efficient MDIS supporting point
and range queries over multidimensional point data stored in main memory. Conceptually, BB-
Trees are almost-balanced k-ary search trees. Inner nodes recursively split the data space into
k partitions according to a delimiter dimension and k − 1 delimiter values, and leaf nodes are
responsible for storing data objects. When too many data points are inserted (or deleted) and
leaf nodes overflow (or underflow), the inner search tree (IST) is rebuilt to achieve a beneficial
balance regarding the depths of leaves. Search algorithms use the inner nodes to narrow down
the leaf nodes, which may hold objects matching the query object. These leaf nodes are evaluated
with a sequential scan to find the true results. Within this general and well-known layout, the
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BB-Tree employs a number of novel techniques that yield its superior performance:
• As first contribution, BB-Trees introduce the bubble buckets (BB), which are elastic leaf
nodes that can efficiently handle strongly fluctuating node fill degrees and that strongly
reduce the frequency of rebalancing operations. BB automatically morph between different
representations depending on their number of stored data objects. We distinguish between
regular and super BB. Regular BB can hold up to bmax data objects and are implemented
with dynamic arrays. Super BB are composites and consist of a routing node and a set of
k regular BB. Hence, super BB locally add a further level to the tree, introducing slight
imbalance.
BB can dynamically grow and shrink: Overflowing regular BB let them morph into super
BB, and underflowing super BB let them morph back into regular BB. Both operations
leave the rest of the BB-Tree unchanged. Since overflows of regular BB create k new leaf
nodes, a BB can cater for a rather large number of inserts. BB increase the robustness
towards hammered inserts, i.e., series of insertions into the same small region of the space.
Here, BB significantly reduce the pressure on rebalancing and thus greatly improve the
performance of writes with only minimal influence on the query performance, due to a
locally slightly deeper tree.
• As second contribution, we adapt the capacities of inner nodes to the sizes of cache lines,
the basic unit of data transfers between main memory and on-die CPU caches. We always
choose the fan out of inner nodes, k, depending on how many delimiter values fit into one
cache line to improve cache line utilization. For instance, when implementing delimiter
values with four-byte floats and running on a machine with 64-byte cache lines, k is set to
17.
We store the inner nodes of the BB-Tree in a flat and immutable array to avoid pointer
chasing during search, to decrease random access patterns, and thus to reduce cache misses,
especially at the last cache level. Typically, such an optimization either makes the index
structure completely static [Schlegel et al. 2009; C. Kim et al. 2010] or raises the need
to maintain updates in delta stores [Levandoski et al. 2013; Plattner 2009]. In contrast,
the elasticity of BB enables BB-Trees to manage most changes in-place and allows to
process a large number of updates without requiring index rebuilds. Eliminating pointers
additionally increases space efficiency.
• Our third contribution is an efficient technique for the parallelization of MDIS queries,
which effectively avoids difficult-to-maintain data partitioning. In the parallel BB-Tree,
search queries are evaluated by first navigating the IST to determine all buckets that may
hold matching data objects. This step is performed by a single thread, as the tree, due to
its high fan out, is quite low even for very large data sets. In the next step, which strongly
dominates the runtime of queries as shown in Section 5.7.5, all qualifying BB are scanned
in parallel. The parallel BB-Tree can scale its performance with the number of physical
cores without requiring a complex load balancing scheme.
• In a comprehensive evaluation, we compare the BB-Tree to sequential and parallel scans
84
5.1 Data Organization
and to four popular MDIS, namely the recent PH-tree [Zäschke et al. 2014], and main-
memory adapted variants of the R∗-tree [Guttman 1984], the kd-tree [Bentley 1975], and
the VA-file [Weber et al. 1998]. We use different real and synthetic data sets of varying size
with dimensionalities between three and 100. We evaluate complete-match and partial-
match range and point queries. As opposed to Chapter 4, we also consider mixed read
and write workloads.
The remaining chapter is organized as follows. The next section covers the memory layout
and data organization of BB-Trees. Section 5.2 presents the concepts of elastic bubble buckets.
In Section 5.3, we describe how to efficiently rebuild the index after many inserts or deletions.
Section 5.4 describes the effects of low-cardinality dimensions. In Section 5.5, we show how
to execute point and range queries in BB-Trees. Section 5.6 introduces the parallel BB-Tree,
which leverages multiple threads to speed-up search queries. In Section 5.7, we compare BB-
Trees with other state-of-the-art MDIS using synthetic and realistic query workloads executed
over synthetic and real-world data sets. Finally, Section 5.8 critically discusses the advantages
and limitations of BB-Trees and Section 5.9 summarizes this chapter.
5.1 Data Organization
BB-Trees consist of two main components: the inner search tree (IST) and the set of leaf nodes.
The IST is a k-ary search tree, where each node recursively splits a m-dimensional data space
according to k−1 delimiter values into k disjoint subsets of almost-equal1 size. The granularity of
the partitioning increases with the depth of the tree. At the highest granularity, i. e., the lowest
tree level, the IST partitions the data space into regions, of which each is completely covered
by a leaf node. While the inner nodes are solely used for partitioning, leaf nodes keep the data
objects and are implemented as bubble buckets (BB). BB can dynamically expand and shrink
to cope with varying number of objects in the index region they represent. When searching,
the inner nodes are navigated to reduce the data space. Once all certainly irrelevant regions
(or BB) have been pruned, the remaining BB are scanned to determine the true query results.
Table 5.1 shows notations and input parameters frequently used in the following sections.
BB-Trees are almost balanced. While the IST is always perfectly balanced, BB are allowed to
introduce slight imbalance to the index structure when expanding to handle a growing amount of
objects. However, these imbalances are local and limited to one additional tree level to prevent
degeneration of the search tree. Section 5.2 provides further insights into the elasticity properties
of BB. The following sections describe in detail how BB-Trees manage multidimensional data
in main memory and study the advantages and limitations of their data layout.
Inner Search Tree
In BB-Trees, inner nodes recursively split the data space into k partitions, according to a
delimiter dimension, chosen from the data space, and k − 1 delimiter values, which belong to
1Dimensions with few distinct values, namely low-cardinality dimensions, or dimensions with high-frequency
values occurring many times, may hinder equal splits when used as delimiter and create slight imbalances in
partitioning.
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Notation Description
n Cardinality of the data set.
m Dimensionality of the data set.
h Height of the search tree.
k Inner nodes split the space into k subparts according to a delimiter
dimension and k − 1 delimiter values.
t Number of available hardware threads (relevant for parallel BB-Trees).
Bmatch Number of bubble buckets that need to be scanned to evaluate a certain
range query.
Parameter Description
bmax Capacity of a regular bubble bucket.
Rsamples When reorganizing the index, we use Rsamples% of all data as samples.
Table 5.1: Frequently used notations and input parameters.
the domain of the delimiter dimension. The height of the IST, h, depends on the fan out of
the inner nodes and on the number of BB, but not on the dimensionality of the data space.
BB-Trees employ only as many tree levels as needed to distinguish between all BB. Assuming
that n data objects are perfectly distributed among n/bmax BB, i. e., each BB is completely
filled, h = logk(n/bmax).
All nodes of the same tree level use the same delimiter dimension, but can employ individual
delimiter values. BB-Trees choose delimiter dimensions in the order of their cardinalities, moving
dimensions with a large number of distinct values to the upper tree levels and dimensions with
a small number of distinct values to the lower tree levels. If h < m, low-cardinality dimensions,
which have low pruning power anyway, are kept out of the IST and are omitted for partitioning.
The structure of the IST offers several advantages in the context of main-memory database
systems:
• BB-Trees can store the delimiter dimensions and the delimiter values separately, which
enables a simple and space-efficient memory layout. As every node belonging to the same
tree level uses the same dimension for partitioning, BB-Trees can manage this information
in one array of length h, where entry i holds the i-th delimiter dimension. Furthermore,
BB-Trees can linearize the inner nodes, which is facilitated by the balancedness of the IST.
Technically, BB-Trees store the delimiter values of all inner nodes together in a single,
immutable array using a breadth-first order, similar to the linearized fast lane array of
CSSL (see Section 3.3), which eliminates pointers, strongly increases cache efficiency and
saves memory space.
When implementing the array of delimiter dimensions with one-byte integer values (sup-
porting up to 256 dimensions) and the array of delimiter values with four-byte floating-
point values, the space requirements of the IST boil down to h +
∑h
i=0 k




• Cache lines are the basic unit for transferring data between main memory and CPU caches.
By choosing an appropriate value for k, BB-Trees tailor the capacities of their inner nodes
to the individual cache line size of the CPU, which increases cache line utilization and thus
reduces the amount of data transferred through the cache hierarchy. For point queries or
highly-selective workloads, navigation of the IST accesses exactly one cache line at each
tree level. When implementing delimiter values with four-byte floating-point values, we
set k = 17, because k − 1 = 16 delimiter values perfectly fit into one 64-byte cache line.
• Searching the delimiter values of an inner node, as necessary during query evaluation, can
be efficiently implemented with a binary search. A binary search requires only log2(k− 1)
instead of (k−1) comparisons. When searching large arrays, a binary search accesses non-
consecutive memory locations with a random access pattern and produces many cache
misses. In our case, the binary search operates the delimiter values of inner nodes, which
are stored in a single cache line. Thus, using a binary search does not produce more cache
misses than searching the delimiter values with a sequential scan, but saves comparisons.
However, the structure of the IST has also certain drawbacks:
• For all nodes of the same tree level, BB-Trees always employ the same dimension as
delimiter. This increases space efficiency, but leads to less flexibility with regards to the
partitioning. Depending on the skew of and correlation between dimensions of a data set,
using different delimiter dimensions at the same tree level may provide a more balanced
partitioning.
• Equally splitting a subtree by one dimension is not always possible, which may lead to sub-
trees with different numbers of contained objects, thus causing slight imbalances. For in-
stance, low-cardinality dimensions prevent a partitioning of objects into k subsets of equal
size. Instead, we may consider multiple delimiter dimensions, similar to a quadtree [Finkel
et al. 1974].
• Storing all delimiter values in an immutable array hinders updates and requires a complete
rebuild when changing data. Frequent updates imply frequent rebuilds and lead to a poor
write performance. To overcome this limitation, BB-Trees introduce the concepts of BB,
which can, up to a certain point, dynamically expand and shrink to locally deal with data
updates without affecting the IST. As demonstrated in our evaluation (see Section 5.7),
rebuilding the array of delimiter values is a seldomly-needed operation in BB-Trees.
When considering these limitations, note that they are shared by most other updateable
MDIS. For instance, the structure of kd-trees strongly depends on the order of the insertions.
In the worst case, when all inserts are always applied to the left or right sub tree, kd-trees
degenerate to a linked list and lose all their pruning capabilities. The K-D-B-tree turns kd-
trees into balanced search trees, but these improvements come at the cost of complicated and
slow update operations, which need to handle node overflows, possibly affecting the entire index
structure.
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Leaf Nodes
BB-Trees store all data objects in their leaf nodes implemented as bubble buckets. Ignoring the
elasticity of BB, every BB has a maximum capacity of bmax data objects. At query time, the
bucket capacity bmax determines the balance between the time spent in tree searching, which
results in pruning, and the time spent in evaluating the BB, which results in scanning.
A large BB capacity leads to leaf nodes storing more objects, which in turn requires less
inner nodes and thus a less deep tree. Such a structure is preferable for query workloads with
predominantly low selectivities: More work is put on scans, where the comparisons between the
data objects and the query object lead to many matches, and less time is spent in pruning which,
for low selectivities, is not effective anyway. On the other side, a small BB capacity results in
smaller leaf nodes but a deeper tree structure, which is beneficial for highly-selective queries as
more time is invested in successful pruning and less in scans producing almost no matches.
Delimiter Values
For a good search performance, it is crucial that the inner nodes allow to prune subtrees and
non-relevant BB as high in the tree as possible. To this end, BB-Trees choose their delimiter
dimensions in the order of the number of distinct values, assuming that dimensions with a high
cardinality offer high pruning power.
While all inner nodes of the same tree level use the same delimiter dimension, these nodes can
choose individual delimiter values. In the most common case, where the associated delimiter
dimension has more than k different values, inner nodes determine the delimiter values such
that each subtree contains a roughly equal number of objects. A special case occurs when low-
cardinality dimensions, which feature less than k different values, are used for partitioning. Such
dimensions do not allow to divide the objects into k sub trees of equal size (see Section 5.4).
Note that if the number of tree levels, h, is smaller than the dimensionality of the data set,
m, BB-Trees omit the dimensions with the smallest cardinalities in the IST. In practice, this
scenario is quite frequent due to the high fan out of BB-Trees, which makes the shape of the tree
rather flat even for very large data sets. As an example, assume a BB-Tree over one Billion data
objects, a fan out of k = 17, a BB capacity of bmax = 1, 000, and an average BB fill degree of
50%. Addressing the resulting two Million BB requires only six IST levels. Thus, low-cardinality
dimensions, which are anyway problematic in terms of their minor pruning capabilities, do not
clutter the search tree.
In the case that h is larger than m, we assign dimensions multiple times as delimiters in a
round-robin fashion. This scenario mainly occurs for large data sets with a low dimensionality.
Assuming k = 17, bmax = 1, 000, an average BB fill degree of 50%, and a three-dimensional data
space, the according BB-Tree can index up to 2, 456, 500 data objects without employing any
dimension multiple times as delimiter.
Example
Figure 5.1 illustrates a BB-Tree with an inner node fan out of k = 3, h = 2 levels of inner nodes,
and nine BB managing three-dimensional data objects (buckets 3 to 6 are not displayed). Each
BB can hold up to bmax = 4 data objects. Individual data objects are identified by unique TIDs.
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Figure 5.1: A BB-Tree of height h = 2 with an inner node fan out of k = 3 and a BB capacity
of bmax = 4 managing n = 36 data objects of dimensionality m = 3; buckets 3 to 6
are omitted.
At the first tree level, the shown BB-Tree splits the data space into k = 3 partitions according
to delimiter dimension 0. All data objects having a value of 3 or less in dimension 0 are held in
the left subtree. All data objects having a value of 7 or less, but larger than 3, in dimension 0
are held in the middle subtree. All other data objects can be found in the right subtree. At the
next tree level, the data space is recursively split according to delimiter dimension 1. Note that
the shown BB-Tree uses only two out of the three dimensions of the data space as delimiter.
Given a fan out of k = 3, two tree levels are sufficient for distinguishing between nine BB.
Figure 5.2 illustrates the corresponding array storing the linearized IST. BB-Trees link the
linearized IST with the corresponding BB by maintaining an array of pointers, where entry i
references the i-th BB.
SIMD Instructions
Although processing inner nodes with Single Instruction Multiple Data (SIMD) sounds promising
at first glance, especially because the IST is linearized and packed into a dense array, we were
not able to obtain any performance benefits through SIMD parallelism. Compared to a binary
search, scanning inner nodes with SIMD instructions does not save many comparisons yet incurs
overhead. For instance, when employing 16 delimiter values (k = 17), which perfectly fit into one
64-byte cache line, a binary search requires log2(16) = 4 comparisons, whereas a SIMD search
using 256-bit registers needs two comparisons (or four comparisons if only 128-bit SIMD registers
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Figure 5.2: The linearized storage of the inner search tree.
are available). These small savings in terms of comparisons are outweight by the overhead
induced by SIMD, especially data transfers between regular and vector registers [Broneske et al.
2017b], and the necessary scalar evaluation of the results of SIMD instructions.
5.2 Bubble Buckets
The previous section described BB-Trees as static index structures and omitted the treatment
of overflowing or underflowing leaf nodes. In the following, we lift this restriction and propose
two techniques to cope with changing data, namely bubble buckets, described in this section,
and index rebuilds, covered by the next section.
BB-Trees implement their leaf nodes as elastic bubble buckets (BB). We distinguish between
two types of BB, namely regular BB and super BB. Regular BB are implemented with a C++
std::vector, which is a dynamically growing and shrinking array, and take inserts up to their
maximum capacity of bmax data objects. Super BB locally increase the depth of the tree by one
additional level and contain k regular BB. As usual, super BB employ the dimension of their
data region, which features the largest number of distinct values, as delimiter, and choose the
k − 1 delimiter values such that the data objects are as evenly distributed among the child BB
as possible. An overflowing regular BB morphs into a super BB, and an underflowing super BB
morphs into a regular BB. In the following, we describe how BB-Trees implement insertions and
deletions.
Insertions
In the first step of an insertion, we traverse over the IST to determine the leaf node that is
responsible for the data space region that the to-be-inserted object belongs to. Depending on
the type and fill degree of the leaf node, insertions are handled differently (see Algorithm 4). If
the leaf node is a regular BB and has free space, we insert the data object and are done. If the
leaf node is a regular BB but has no free space, we morph the regular BB into a super BB and
insert the data object into the corresponding child BB. If the leaf node is a super BB and has
free space, we determine the appropriate child BB, which is a regular BB, and insert the object.
If the super BB, which has a maximum capacity of k ∗ bmax objects, is already completely filled,
we must reorganize the index as described in Section 5.3.
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Algorithm 4 Inserting an object into a bubble bucket.
data_object: The to-be-inserted data object.
bubble_bucket: The bubble bucket that the new object is inserted into.
1: function InsertObject(data_object, bubble_bucket)
2: if bubble_bucket.type == ’regular’ then











BB-Trees can thus accommodate up to k ∗ bmax inserts into the same region, covered by one
BB, before the index needs a rebuild. If some of its data objects are removed during insert-
heavy workloads, this period gets even longer. Within this time, the IST of the BB-Tree remains
stable, and the depth of the search tree is locally increased by one level at most. To keep the
algorithms as simple as possible, we do not balance the size of the child nodes of a super BB,
which, in theory, could lead to cases where all inserts accumulate in one child node. This would
for instance happen when objects of an one-dimensional data set are inserted in a certain sort
order.
Deletions
Deletions work similar as insertions, but require less rebalancing, because BB-Trees do not
specify minimal fill degrees for regular BB. We first navigate the IST to determine the BB
responsible for the to-be-deleted object and remove it from the leaf node.
In the case of a regular BB, no further processing is performed. This implies that some leaf
nodes of a BB-Tree may become empty. However, due to the dynamic size of their implementa-
tion, the memory overhead is minimal. We nevertheless rebuild the index when more than 10%
of all BB are empty to get rid of superfluous inner nodes and reduce the height of the IST.
In contrast to regular BB, super BB can underflow. When removing a data object from a
super BB, the delete operator checks the total number of objects stored in the super BB. If the
number is smaller than p ∗ bmax, the super BB morphs into a regular BB. In the default setting,
we set p = 0.5 to prevent pathological cases of constantly morphing BB when the bmax-th object
is inserted and deleted iteratively.
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Figure 5.3: When inserting a new data object (3 8 7) with TID 42 into the BB-Tree from Figure
5.1, the regular BB 2 morphs into a super BB that contains k regular nodes and
partitions data objects according to dimension 2.
Example
Consider again the example from Figure 5.1. When we insert the data object (3 8 7) into the
BB-Tree, bucket 2 overflows and morphs into the super BB shown in Figure 5.3. Here, the
super BB chooses dimension 2 as delimiter to partition the data objects into k = 3 regular BB
according to the delimiter values 2 and 6.
5.3 Building and Reorganizing BB-Trees
Initially, BB-Trees consist of one regular BB and an empty IST, as no inner nodes are needed in
the case of a single leaf node. After bmax objects have been inserted, this regular BB overflows
and morphs into a super BB holding k regular BB, but still leaving the IST empty. With
(k − 1) ∗ bmax more inserts, this super BB also overflows and triggers a rebuild of the index,
creating the first level of inner nodes.
All operations on the BB-Tree, except for the very first, operate on a structure that was the
result of an index rebuild. A rebuild of the IST consists of the following four steps:
• In the first step, we determine how many regular BB are needed to manage the current
amount of indexed data, while leaving enough capacity for new inserts. From this number,
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we also derive the necessary number of levels of inner nodes. By default, when rebuilding,
we set the number of BB to n/(10% ∗ bmax) allowing each leaf node to ingest further
90% ∗ bmax data objects until morphing into a super BB. This parameter may be changed
depending on the expected workload. For insert-heavy workloads, we recommend using a
low value that leads to seldom rebuilds enabling a high write performance, whereas read-
heavy workloads can benefit from a high value leading to frequent rebuilds and ensuring
that the IST always reflects the current data distribution.
• We randomly sample Rsamples ∗n data objects to obtain representatives of the whole data
set. By scanning the sampled data, we estimate the number of distinct values of each
dimension. The dimensions are sorted by their cardinality and assigned to the h levels
of the new IST in descending order. If h is larger than the dimensionality of the data
space, we assign dimensions multiple times in a round-robin fashion. For instance, when
indexing a two-dimensional data set, where the second dimension contains more distinct
values than the first one, with a BB-Tree of height five, we assign the dimensions to the
IST levels as follows: (1 0 1 0 1).
• We determine the delimiter values for the inner nodes, starting at the root node and
recursively working down to the lower tree levels. To this end, using the sample data, we
compute an equi-depth frequency histogram covering the values of the delimiter dimension
of the current level. We choose delimiter values such that each interval covers an almost-
equal number of objects. We use an efficient greedy assignment algorithm, processing the
values from left to right, and always find the next delimiter value such that approximately
1/k of the objects are covered by the current interval.
Note that, by using an equi-depth histogram, we can find partitions of almost-equal size
even in the case of dimensions, where some values occur with a higher frequency than
others. However, if the differences in the frequencies of the values are very large, we
inevitably end up with intervals of different size. Clearly, this procedure also fails for low-
cardinality dimensions containing less than k distinct values, as described in Section 5.4.
• In the last step of the rebuild, according to the derived IST, all data objects are inserted
into their new respective BB.
A periodic reorganization of the IST is mandatory to support updates, because BB-Trees store
the entire IST in an immutable array. However, index reorganization obviously is an expensive
operation. A random sample must be determined which is scanned multiple times, a new IST
is constructed, and data objects must be moved to their new location. We chose pragmatic and
fast methods for these steps, which come at certain drawbacks. First, splitting a subtree by one
dimension into intervals of equal size is not always possible, as in the case of low-cardinality
dimensions (see Section 5.4). Second, we globally assign dimensions to tree levels, which again
can lead to imbalances when dimensions are strongly correlated. Third, we compute the IST
structure only on a sample. If the sample is small, the tree is found quickly yet might not
optimally represent the data. Contrary, if the sample is large, building the tree needs more time
yet probably leads to a better tree structure.
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We make two notes regarding these issues. First, they are shared by most other updateable
MDIS. For instance, the structure of kd-trees strongly depends on the order of the insertions.
The K-D-B-tree turns kd-trees into balanced search trees, but at the price of complicated and
slow update operations. Second, though we cannot give formal guarantees, for the data sets
we used in our evaluation, we never observed any notable imbalance. We are thus confident
that unbalanced BB-Trees with regions largely differing in terms of covered objects, which are
possible in theory, remain very rare in practice.
5.4 Low-Cardinality Dimensions
We consider a dimension of the data space to have a low cardinality, when its number of distinct
values is smaller than the fan out of the IST, k. Low-cardinality dimensions are common in
real-world data sets and challenge MDIS, because they make fine-grained partitions impossible
and hurt pruning power. The problem is less severe for the BB-Tree, because it sorts the
delimiter dimensions by their number of distinct values, which keeps low-cardinality dimensions
completely out of the IST, assuming that h < m and that the data set contains less than m− h
low-cardinality dimensions.
However, if a data set contains less than h dimensions having at least k distinct values, the
resulting BB-Tree would use at least one low-cardinality dimension as delimiter. In such cases
it is impossible to find distinct delimiter values, which split the data space into k subparts of
equal size.
Low-cardinality dimensions are less severe for the performance of insertions, which, when
navigating inner nodes with duplicate delimiter values, can randomly choose one of the child
nodes to proceed with. However, low-cardinality dimensions may hurt the performance of oper-
ations relying on the pruning capabilities of the IST. Range queries may need to consider more
child trees than when navigating inner nodes using high-cardinality dimensions for partitioning.
Even point queries and deletions may need to follow multiple parallel paths instead of having
to consider only one child tree.
5.5 Search Algorithms
BB-Trees support point queries and partial- and complete-match range queries. All search
queries have in common that they exploit the linearized IST to find those candidate BB that
may hold data objects matching the search query while pruning all others. The navigation of
the IST is followed by sequential scans over all candidate BB to determine the true results of the
query. Query evaluation may have to follow multiple parallel paths through the tree: Partial-
match range queries must consider k paths when an inner node splits on a dimension which is
not part of the query and have to follow multiple paths when the queried range intersects with
more than one subtree. Complete-match range queries have to consider multiple paths when the
queried range covers more than one subtree. Even point queries may need to consider multiple




Point queries (or lookups) are used to verify that a certain data object exists. If the object has
been found, BB-Trees return its TID. Otherwise, they return the value −1 to indicate that the
search was not successful.
When inner nodes do not feature any duplicate delimiter values, applying point queries to
the IST has a complexity of O(h ∗ log(k)), because they perform h times a binary search within
inner nodes holding k − 1 values. In such a case, navigation of the IST determines exactly
one candidate BB. When the BB-Tree uses low-cardinality dimensions for partitioning, up to
k search paths have to be followed per inner node, leading to a complexity of O(kh) for the
navigation of the IST. In such a case, multiple (or up to all) candidate BB have to be scanned.
Scanning one BB has a complexity of O(bmax ∗ m), because up to bmax objects have to be
considered, each requiring up to m comparisons.
In the best case, the navigation of the IST determines only one candidate BB and the searched
object is stored at the first position of the candidate BB, leading to a complexity of O(h∗log(k)+
m), because the query evaluation terminates once the searched object has been found. In the
average case, the navigation of the IST determines one candidate BB and the search algorithm
has to scan half of the entries of the candidate BB, leading to a complexity of O(h ∗ log(k) +
bmax ∗m). Even searching for a non-existing object has a complexity of O(h∗ log(k)+ bmax ∗m),
when only one candidate BB has to be considered, as non-existence can be confirmed once the
complete BB is scanned. In the worst case, when searching for a non-existing data object and
when the navigation of the IST does not prune any BB, the evaluation of a point query has a
complexity of O(n), because every candidate BB has to be completely investigated.
Range Queries
Multidimensional range queries (MDRQ) specify predicates for some, many or all dimensions of a
multidimensional data space. MDRQ can be either complete-match or partial-match: Complete-
match MDRQ specify predicates for all dimensions of the data space, whereas partial-match
MDRQ specify predicates for a subset of the dimensions. Compared to point queries, range
queries may involve much more data objects. The range query operator of BB-Trees returns the
TIDs of the objects satisfying the range boundaries of the search object (or an empty set if no
object matches the query).
When the evaluation of a range query on the IST can prune all but one BB, it has a complexity
of O(h ∗ log(k)). On the other hand, when applying a range query to the IST cannot prune any
BB, but must follow all search paths, it has a complexity of O(kh).
In the best case, when range queries have to scan only one candidate BB, their overall com-
plexity boils down to O(h ∗ log(k) + bmax ∗ m). The best case can only occur, when at most
bmax of all data objects match a query, which requires a highly-selective query object, assuming
that n is much larger than bmax. The average case complexity strongly depends on the expected
average query selectivity. Assuming that the navigation of the IST must follow half of all search
paths and returns Bmatch candidate BB, its complexity is O(kh + Bmatch ∗ bmax ∗ m). In the
worst case, all candidate BB must be considered, which leads to the same worst case complexity
as for point queries: O(n).
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Compared to point queries, range queries are typically less selective, which increases the
probability of multiple candidate BB. On the other hand, low selectivities make scans more
attractive as more of their comparisons actually lead to matches, without requiring any tree
navigation in between.
Determining an optimal BB capacity would only be possible if all queries had the same, a-
priori known selectivity across the entire data space, an assumption that is rather impractical. In
practice, every setting of bmax implements an expectation on the average selectivities of queries
in the future workload. In our evaluation, we show that our default value leads to a performance
that is almost on-par with MDIS specialized in point queries, while clearly outperforming all
competitors for range queries.
5.6 Parallel BB-Trees
As described in Section 2.3.3, hardware manufacturers install an ever growing number of cores on
one CPU to accelerate performance through concurrent execution of instructions. Index struc-
tures should provide multithreaded search operators to fully leverage the parallel capabilities of
modern processors.
To this end, we propose the parallel BB-Tree as a parallel implementation of regular BB-Trees.
It uses multiple threads to execute search queries, yet relies on the same algorithms as the single-
threaded BB-Tree for insertions, updates and deletions. Recall that BB-Trees execute search
queries in two phases: In the first step, they navigate the IST to obtain candidate leaf nodes,
which are scanned in the second step. Obviously, both steps cannot be executed concurrently,
as the scan depends on the results of the traversal over the IST. Instead, each phase must be
parallelized individually.
Navigation of the IST with multiple threads is very complicated, because it would need a
barrier synchronization after each tree level [Buluç et al. 2011; Yoo et al. 2005]. At the same
time, there is only little performance to gain as the runtime of a search query is strongly
dominated by the scan of the candidate BB, as shown in Section 5.7.5.
In contrast, the second phase, which scans all candidate BB to find the search results, can be
easily parallelized. Let Bmatch denote the number of candidate BB that have been determined
by traversing over the IST (super BB are considered as multiple BB), and let t equal the
number of threads available on the machine. If Bmatch ≥ t, we divide the set of candidate
BB into Bmatch/t partitions2, where each partition contains one or multiple BB. Each partition
is processed by a distinct thread using the same algorithm as in the regular, single-threaded
BB-Tree. If Bmatch = t, we obtain the perfect degree of parallelism. If Bmatch < t, we assign
multiple threads to single candidate BB to avoid wasting computing resources. To this end,
we split the data objects of a single candidate BB into multiple chunks, and scan each chunk
with a distinct thread. The search results of individual threads are concatenated once they are
finished.
2If Bmatch cannot be divided by t, one thread has to do slightly less work than the others, creating a small
imbalance. For instance, given that the navigation of the IST determined five candidate BB and three threads
are available, two threads would have to scan two candidate BB while one thread would have to process only
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Figure 5.4: Parallel execution of an exemplary range query, defined by the lower boundary
[1, 0, 3] and the upper boundary [3, 7, 6], using three threads.
Figure 5.4 illustrates the execution of range queries in a parallel BB-Tree. The search query
retrieves all data objects that satisfy the lower boundary [1, 0, 3] and the upper boundary [3, 7, 6].
In this example, the first, single-threaded phase of the query execution determines that BB 0, 1
and 2 may hold data objects matching the range boundaries (the search path is marked in red).
In the second, multithreaded phase, these candidate BB are searched concurrently with one CPU
thread per bucket assuming that our imaginary machine features three threads (Bmatch = t).
Our parallelization approach yields very good scalability. We can easily split the scan over
the candidate BB into sub tasks of almost-equal complexity, which are processed by distinct
threads, enabling a perfect utilization of the available computing resources. Moreover, stragglers
are avoided, because every thread scans an almost-identical amount of data. At the downside,
we do not parallelize the entire evaluation of search queries, but still traverse over the IST with
a single thread. However, navigation of the IST requires much less time than the scan over the
candidate BB and therefore has negligible effects on scalability.
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5.7 Evaluation
We compare BB-Trees with state-of-the-art approaches to general-purpose indexing of multi-
dimensional data by executing synthetic and real-world query workloads over synthetic and
real-world data sets. Specifically, we aim to answer the following questions:
• Does the performance of BB-Trees depend on data- or workload-specific characteristics,
e. g., data dimensionality, data skew, or query selectivity (see Sections 5.7.4 to 5.7.6)?
• How do BB-Trees perform on mixed workloads that contain both read and write operations
(see Section 5.7.9)?
• What is the effect of parallelization (see Section 5.7.10)?
• How efficient do BB-Trees utilize memory space (see Section 5.7.11)?
5.7.1 Experimental Setup
Hardware
We executed all experiments on a server equipped with two Intel Xeon E5-2620 CPUs (2 GHz
clock rate, 64-byte cache lines, six cores, 12 hardware threads) and 32GB of RAM. In total,
the machine features 12 cores and 24 hardware threads. Most experiments are single-threaded;
Section 5.7.10 investigates parallel BB-Trees and therefore makes use of multiple threads.
Methodology
In our evaluation, data for all competitors are completely kept in main memory. All MDIS are
built using single-tuple inserts, with data sets inserted in random order; only VA-files require
a bulk insert. All experiments measure the average execution time of an operation, e. g., range
query. We run experiments three times and present the arithmetic mean.
Competitors
We compare the BB-Tree with multiple approaches to general-purpose multidimensional index-
ing: the kd-tree [Bentley 1975], the PH-tree [Zäschke et al. 2014], the R∗-tree [Beckmann et al.
1990], the VA-file [Weber et al. 1998] and the sequential scan [Sprenger et al. 2018b]. Section
2.2 provides a detailed description of the competitors.
For the R∗-tree, we used an open-source implementation3 and mostly relied on the default
configuration; we only adjusted the node capacities such that the nodes are aligned to cache
lines (see Section 4.3). For the PH-tree, we used the publicly available C++ implementation
shared by the authors4. For the kd-tree, the VA-file and the sequential scan, we used our own
implementations based on the original publications (see Chapter 4 for details).
3libspatialindex - libspatialindex 1.8.0 documentation, https://libspatialindex.github.io/, Last ac-
cess: August 29, 2018.
4tzaeschke/phtree-1, https://github.com/tzaeschke/phtree-1, Last access: August 29, 2018.
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Most contestants use four-byte floating-point values to manage dimension data, including the
BB-Tree. The R∗-tree implementation uses eight-byte floating-point values; the PH-tree imple-
mentation uses eight-byte integer values. The usage of larger data types for the implementation
of data objects affects both search and space efficiency: (1) Less dimension values fit into one
cache line, requiring more cache lines to be accessed increasing the probability for cache misses,
and (2) more memory space is occupied by the index structure. Section 5.7.11 studies the mem-
ory utilization of the competitors; for fairness, we provide results assuming that all approaches
were using four-byte values to implement data objects.
We evaluated BB-Trees with an inner node fan out of k = 17, because k − 1 = 16 four-byte
floating-point values fit into one cache line of the evaluation machine. Based on the observa-
tions described in Section 5.7.3, we empirically set the BB capacity to bmax = 2, 500. When
reorganizing the index, we use Rsamples = 10% of all data as samples to estimate the current
data distribution.
Software
All software was implemented in C++ and was compiled with GCC using optimization flag
-O3. We measured hardware performance counters with PAPI5 and space consumption with
valgrind6. For the parallel BB-Tree, we used an open-source thread pool library7 to enable reuse
of POSIX threads.
5.7.2 Experimental Data and Workloads
We evaluate the competitors on four different data sets, which are almost identical to the ones
used in Chapter 4; for CLUSTERED, we here use a larger data set size. Table 5.2 provides the
number of data objects (n), the dimensionality (m), the number of distinct values per dimension
(for UNIFORM and CLUSTERED, we provide average values for the complete data space), and
the raw size of each data set.
We primarily evaluate synthetic workloads. Unless noted otherwise, we generate synthetic
range queries by randomly choosing two objects from the data set and, for each dimension, we
use the minimum value of both objects as lower boundary and the maximum value as upper
boundary. For GENOMIC, we also consider the realistic range query workload described in
Section 2.4, consisting of several MDRQ templates of varying selectivity.
Data Set UNIFORM
Synthetic data facilitates experiments with arbitrary data set sizes, dimensionalities and query
selectivities. We generate uniformly distributed objects within the domain [0, 1].
5PAPI, http://icl.cs.utk.edu/papi/, Last access: August 29, 2018.
6Valgrind Home, http://valgrind.org/, Last access: August 29, 2018.
7vit-vit/CTPL: Modern and efficient C++ Thread Pool Library, https://github.com/vit-vit/CTPL, Last
access: August 29, 2018.
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Data Set n m Distinct Values Raw Size
per Dimension
UNIFORM 10k 5 10k (average) 0.2MB
100k 5 95k (average) 1.9MB
1M 5 632k (average) 19.1MB
10M 5 to 100 1M (average) 190.7MB to 3,814.7MB
CLUSTERED 10k 5 10k (average) 0.2MB
100k 5 95k (average) 1.9MB
1M 5 632k (average) 19.1MB
10M 5 1M (average) 190.7MB
POWER 10k 3 10k; 1k; 1k 0.1MB
100k 3 100k; 2k; 2k 1.1MB
1M 3 1M; 4k; 5k 11.4MB
10M 3 10M; 6k; 8k 114.4MB
GENOMIC 10k to 10M 19 see 2.4.2 0.7MB to 724.8MB
Table 5.2: Data sets used in our experiments.
Data Set CLUSTERED
We evaluate the performance of BB-Trees when confronted with non-uniform data distributions
using the five-dimensional data set CLUSTERED. Using a generator provided by Müller et
al. [Müller et al. 2009], CLUSTERED was created within the same domain as UNIFORM, i. e.,
[0, 1], but features up to twenty clusters. Within each cluster, data are uniformly distributed.
Data Set POWER
The real-world data set POWER is obtained from the DEBS 2012 challenge8 and resembles
sensor data of hi-tech manufacturing equipment. As in previous studies using this data set for
evaluations [Wang et al. 2016], we index three dimensions.
Data Set GENOMIC
The data set GENOMIC consists of real-world genomic variant data obtained from the 1000
Genomes Project [The 1000 Genomes Project Consortium 2015]. Section 2.4.2 provides a de-
tailed description. Raw variation data are transformed into 19-dimensional data objects. At-
tributes originally stored as strings, like the population of a sample, are transformed into floating-
point values by hashing. In our experiments, we apply the eight different MDRQ templates as
well as the mixed workload from GMRQB to the data set GENOMIC. The templates are in-




stantiated with concrete values obtained from the 1000 Genomes Project data. The average
query selectivities of the instantiated templates range from 10.76% (low) to 0.00001% (high).
5.7.3 Impact of Bubble Bucket Capacities
The capacity of BB, as defined by bmax, controls the ratio between index probing (navigation
of IST) and scanning (evaluation of leaf nodes) when searching in BB-Trees. While small BB
put more work on index probing, large BB increase the time spent on scanning. As shown in
previous work [Weber et al. 1998; Sprenger et al. 2018b], index probing is beneficial for highly-
selective queries and scanning is superior for less selective workloads. We study the impact of
different configurations of bmax on the performance of range queries with varying selectivities
(1%, 10%, and 20%) when applied to ten Million five-dimensional data objects from UNIFORM
and CLUSTERED. Our goal is to find a pragmatic configuration for BB capacities providing
a robust performance for a wide range of query selectivities and data distributions. Figure 5.5
shows the results.
For uniformly-distributed data, this experiment confirms that small (large) capacities are
beneficial for highly (less) selective queries. While small BB capacities are more efficient than
large BB capacities for queries with an average selectivity of 1%, they become less efficient with
increasing query selectivity (10% and 20%). For the selectivities considered here, BB with a
maximum capacity of 2,500 objects provide the best performance. Clustered data lead to a
less optimal partitioning, which lessens the pruning power of the IST and puts more work on
scanning. As a result, small BB capacities become less efficient, even for small selectivities,
because less BB can be pruned. Also for clustered data, BB with a maximum capacity of 2,500
objects provide either the best performance or are on a par with other configurations. Taking
the results of this experiment into account, we set bmax = 2, 500 for all following experiments.
5.7.4 Point Queries
Figure 5.6 shows the average execution time of point queries for the four data sets depending
on the number of data objects (n). We provide the average execution time of n point queries
retrieving randomly-chosen, existing objects. Note that, when indexing 104 data objects, BB-
Trees do not employ inner nodes, but manage all objects within one super BB consisting of
k = 17 regular BB each holding up to bmax = 2, 500 objects.
In general, the point query performance of the BB-Tree is very similar to that of the other tree-
based PAM considered here, the kd-tree and the PH-tree. For UNIFORM, the BB-Tree requires
8.76µs on average per point query, the kd-tree requires 10.91µs, and the PH-tree needs 4.8µs;
for CLUSTERED, the BB-Tree requires 10.27µs on average per point query, the kd-tree needs
10.46µs, and the PH-tree requires 4.81µs; for POWER, the BB-Tree takes 9.81µs on average
per point query, the kd-tree requires 8.7µs, and the PH-tree needs 2.33µs; for GENOMIC, the
BB-Tree requires 29.34µs on average per point query, the kd-tree needs 18.70µs, and the PH-tree
requires 13.42µs (note that the space requirements of the PH-tree exceeded the available 32GB
of main memory for more than 105 tuples from GENOMIC).
BB-Trees clearly outperform R∗-trees, VA-files and sequential scans for all data sets, often by
multiple orders of magnitude. For the largest instance of GENOMIC, consisting of 107 objects,
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Figure 5.5: Performance of BB-Trees with different BB capacities (Bmax) when executing range
queries with varying selectivities (1%, 10%, and 20%) on ten Million data objects
from UNIFORM and CLUSTERED.
the lowest level of the IST contains duplicate delimiter values, caused by highly-correlated
dimensions, which require lookup operations to scan multiple candidate BB, resulting in minor
performance drops. This experiment shows that the search (and space) efficiency of the PH-tree
decreases with an increasing dimensionality, because the fan out of its search tree depends on the
dimensionality of the data space. We also investigated searching for non-existing points (data not
shown). While the R∗-tree, the kd-tree and the PH-tree can apply pruning to efficiently handle
such workloads, the performance of the BB-Tree, the VA-file and the scan is worse than when
searching for existing points. In particular, BB-Trees show a performance decrease of 43.29%
on average, because they need to scan the entire candidate BB to verify the nonexistence of a
certain point.
5.7.5 Range Queries
Figure 5.7 shows the average execution time of synthetic range queries that were generated
by randomly choosing two objects from the data set and using these as range boundaries.
Depending on the distribution and size of the data set, the obtained ranges have a different
average selectivity; UNIFORM: 0.4% (σ = 0.9%), CLUSTERED: 19.8% (σ = 19.7%), POWER:
12.6% (σ = 13.1%), GENOMIC: 0.2% (σ = 0.2%). For CLUSTERED, one range query may
involve multiple clusters, therefore average selectivities are higher than for UNIFORM, although
both data sets have an identical size and both are generated within the domain [0, 1].
The BB-Tree achieves the best overall performance and outperforms all other contestants.
For the uniform distribution, the R∗-tree shows a range query performance similar to that of
the BB-Tree. For GENOMIC, kd-trees are almost as fast as BB-Trees. We omit the PH-tree for
all MDRQ experiments on GENOMIC, because the range query operator of the implementation
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Figure 5.6: Performance of point queries on the different data sets depending on the number of
data objects.
given by the authors crashed with a runtime error.
Figure 5.8 presents the average execution time of the eight MDRQ templates and the mixed
workload from GMRQB when applied to ten Million data objects from GENOMIC. Also for
this realistic range query workload, BB-Trees achieve the best MDRQ performance. Only for
Query Template 8, which resembles a point query as it selects a single data object on average,
kd-trees beat BB-Trees.
Figure 5.9 presents the performance of the competitors when applying MDRQ of varying
selectivity to ten Million data objects from UNIFORM. We omit the kd-tree because its range
query performance decreases severely for less selective queries, which would make the figure
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Figure 5.7: Performance of synthetic range queries on the different data sets depending on the
number of data objects. Average query selectivities are as follows: UNIFORM: 0.4%
(σ = 0.9%), CLUSTERED: 19.8% (σ = 19.7%), POWER: 12.6% (σ = 13.1%),
GENOMIC: 0.2% (σ = 0.2%).
very hard to read, despite the logarithmic scale of the y axis. For instance, in this experiment,
the kd-tree requires 3,075s on average to execute a range query with a selectivity of 20%, while
BB-Tree needs only 879ms.
The BB-Tree outperforms the kd-tree, the PH-tree, the R∗-tree and the VA-file regardless of
the query selectivity. It also beats the sequential scan for queries with a selectivity of up to

































































BB-Tree kd-tree R∗-tree VA-file Scan
Figure 5.8: Performance of the Genomic Multidimensional Range Query Benchmark when exe-
cuted on ten Million 19-dimensional data objects from GENOMIC. Query templates
are ordered by selectivity, from low (left) to high (right).




























BB-Tree PH-tree R∗-tree VA-file Scan
Figure 5.9: Performance of range queries on ten Million data objects from UNIFORM (five
dimensions) depending on query selectivity. We omitted the kd-tree.
scans.
For different query selectivities, Table 5.3 presents the time BB-Trees spent on the navigation
of the IST and on the scanning of the BB when applying range queries to ten Million five-
dimensional data objects from UNIFORM. The results confirm that the second step of the
range query algorithm, the scanning of the BB, strongly dominates the first step, the navigation
of the IST, in terms of runtime.
We also compare the competitors in terms of their cache efficiency. We study important
cache-related performance metrics, such as number of occurred last level cache (LLC) accesses,
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Query Selectivity Navigation of IST Scanning of BB Ratio IST/BB
1% 10ms 100ms 1:10
5% 20ms 320ms 1:16
10% 40ms 530ms 1:13
20% 70ms 1,030ms 1:15
50% 120ms 2,030ms 1:17
100% 160ms 2,990ms 1:19
Table 5.3: Time spent on navigation of the IST and scanning of the BB when executing range
queries of varying selectivity on ten Million five-dimensional objects from UNIFORM.
BB-Tree kd-tree PH-tree R∗-tree VA-file Scan
CPU Cycles 164M 8,306M 1,908M 252M 2,934M 1,582M
LLC Accesses 1.0M 824M 1.2M 2.5M 1.8M 0.5M
LLC Misses 0.7M 0.9M 0.8M 0.5M 1.6M 0.3M
TLB Misses 0.3M 1.0M 0.3M 0.3M 0.2M 0.1M
Branch Mispredictions 0.1M 0.7M 3M 0.2M 10M 7M
Table 5.4: Performance counters per range query with a selectivity of 1% when applied to ten
Million objects from UNIFORM (five dimensions).
number of produced LLC misses, and number of generated translation lookaside buffer (TLB)
misses, but also investigate the number of spent CPU cycles and number of occurred branch
mispredictions. Table 5.4 presents the performance counters for the competitors when executing
range queries with an average selectivity of 1% on ten Million five-dimensional data objects from
UNIFORM.
Enabled by their sequential access pattern, scans produce only few LLC accesses, LLC misses
and TLB misses, thus showing high cache efficiency. BB-Trees, which sequentially access their
BB but navigate their IST with random accesses, produce twice as much LLC and TLB misses
as scans. However, as opposed to most other competitors, BB-Trees follow most predicted
branches, leading to few instruction pipeline flushes and benefiting the number of executed
CPU cycles.
5.7.6 Impact of Dimensionality
Most MDIS, especially spatial access methods, tend to become less efficient with an increas-
ing dimensionality of the data space (see Section 4.4.4) [C. Böhm et al. 2001]. We measure
the performance of point and range queries executed on ten Million data objects from UNI-
FORM depending on dimensionality. For this experiment, we generate range queries with an
average selectivity of 1% (σ = 0.7%). With a growing dimensionality, this results in very low
single-dimension selectivities posing serious challenges to MDIS because pruning becomes less
useful. For instance, for MDRQ with an overall selectivity of 1% on 100-dimensional uniformly
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Figure 5.10: Performance of point and range queries (average selectivity = 1%, σ = 0.7%) when
applied to ten Million uniformly distributed data objects depending on dimension-
ality.
distributed data, single-dimension selectivities are approximately 95.50%. Figure 5.10 shows
runtimes for dimensionalities between ten and 100. Note that the space requirements of the
PH-tree exceeded the available 32GB of main memory for dimensionalities higher than ten.
Similarly, the R∗-tree ran out of space for 100 dimensions.
When evaluating point queries, all methods except the R∗-tree are mostly unaffected by the
dimensionality of the data. For range queries, all methods behave similar and show a search
performance degradation roughly proportional to the dimensionality of the data space. This
experiment shows that BB-Trees are rather robust towards varying dimensionalities. In all
considered cases, BB-Trees are either the best approach or achieve a performance very close to
the fastest competitor.
5.7.7 Low-Cardinality Dimensions
Low-cardinality dimensions are challenging for BB-Trees because they make it impossible to find
k different delimiter values, which limits the pruning power of the IST. We first study this effect
using range queries applied to ten Million five-dimensional data objects from UNIFORM with
different moderately low cardinalities for all dimensions. Results are shown in Figure 5.11. At
these cardinalities, none of the competitors is affected severely as the differences only correspond
to the different query selectivities. Note that in the cases of eight and 16 distinct values per
dimension, the data space includes duplicate data objects which are not supported by the PH-
tree; therefore, we omit this method in this experiment.
We also performed an experiment with extremely low cardinalities (between two and 12)
yet used data of higher dimensionality. Figure 5.12 shows the performance of range queries
when applied to ten Million 50-dimensional objects from UNIFORM. The PH-tree had to be
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Figure 5.11: Performance of synthetic range queries with a varying selectivity executed on ten
Million five-dimensional data objects from UNIFORM depending on the number of
distinct values per dimension.
omitted because it produced incorrect results. Induced by the high dimensionality, queries had
an average selectivity of 0.00002% (σ = 0.0%). This experiment shows that the pruning power
of all MDIS drops considerably for lower cardinalities, whereas scans and VA-files are much less
effected. Though, for such low cardinalities other approaches, like bitmaps [Chan et al. 1998],
are probably a better choice anyway.
5.7.8 Insertions and Deletions
Figure 5.13 presents the average time a contestant needs to ingest an object into its data. The
measured times include the reorganizations of the BB-Tree9. We do not insert entire data
sets at once (bulk inserts), but load data object by data object. Therefore, this experiment
does not include the VA-file, which supports only bulk inserts, because it requires to know the
data distribution at initialization time. For instances of GENOMIC containing more than one
Million data objects, the space requirements of the PH-tree exceeded the available 32GB of
main memory. The sequential scan, which implements inserts by appending new objects to a
dynamic array, achieves the highest insert performance, because it does not need to deal with
node overflows, like the R∗-tree, or index reorganizations, like the BB-Tree. BB-Trees show the
second best insert performance outperforming kd-trees, PH-trees and R∗-trees.
BB-Trees offer very fast inserts, as these need to (1) traverse the IST to locate the responsible
BB, which can be performed very efficiently10, and to (2) append the new data object to the
corresponding array, similar to the scan. Thus, BB-Trees perform better than kd-trees, which
need to chase many pointers when searching for the leaf node that becomes the parent object
9In a production environment, we would advise to handle reorganizations in background jobs executed by
separate threads, which strongly increases the write performance.
10See Table 5.3 for runtimes of the evaluation of range queries on the IST; insertions are even faster as they boil
down to point queries.
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BB-Tree kd-tree R∗-tree VA-file Scan
Figure 5.12: Performance of synthetic range queries with an average selectivity of 0.00002%
(σ = 0.0%) executed on ten Million 50-dimensional data objects from UNIFORM
depending on the number of distinct values per dimension; PH-tree is omitted.
of the new node. The concept of elastic BB effectively reduces the frequency of rebalancing
operations. When dynamically inserting ten Million data objects, regardless of the data set,
BB-Trees needed only three reorganizations, which took 6.55s on average (σ = 8.75s). Smaller
data sets require even less rebuilds.
Figure 5.14 shows the average execution time of deletes when removing an entire data set
point by point. Note that the sizes of the indexes steadily decrease during the runtime of the
experiment the more deletions have been processed. While the first delete operation is applied
to n objects, the last delete operation must consider only one single object. The reported
execution times of the BB-Tree include reorganizations that where conducted when more than
10% of all BB became empty. The used implementation of the PH-tree did not provide a delete
operator. The delete performance of BB-Trees correlates with their point query performance,
because they first execute a point query to obtain the BB holding the to-be-deleted-object. Once
determined, they can remove the object from the respective leaf node. In this experiment, BB-
Trees outperform all other competitors, even scans, except for the largest instance of GENOMIC.
5.7.9 Mixed Read/Write Workloads
Most real-life applications initialize databases with a bulk insert before applying search queries.
Once built, inserts and deletes rarely happen. This experiment studies the contestants when
running such workloads on 19-dimensional objects from GENOMIC. We exclude the VA-file,
because it does not support single-tuple inserts or deletions. The vast majority of the data are
inserted at the beginning of the workload, simulating a bulk insert. We consider ten Million data
objects, of which we first insert 9,999,900. Subsequently, we run 100 inserts, 100 deletes, 2,800
point queries and 7,000 range queries in random order. For inserts, we use the remaining data
objects, which were not bulk loaded. For point queries and deletes, we randomly choose existing
data objects from the data set. This may result in point queries asking for non-existing data
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Figure 5.13: Performance of insert operations on the different data sets depending on the number
of data objects.
objects, because they were previously deleted. For range queries, we use the Mixed Workload
from GMRQB, which has an average selectivity of 1.58% (σ = 3.58%) and consists of different
query templates randomly mixed together, resembling a constantly changing query pattern.
Once again the PH-tree ran out of memory and was excluded.
The box plot in Figure 5.15 summarizes the execution times excluding the bulk insert. Ta-
ble 5.5 shows the runtime of the bulk insert and provides the average, minimum and maximum
execution time of the remaining 10,000 queries. The BB-Tree achieves the highest performance
in all cases. Only for the initial bulk insert, it is outperformed by the scan. The results of
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Figure 5.14: Performance of delete operations on the different data sets depending on the number
of data objects.
this experiment prove that BB-Trees provide an high search performance without sacrificing
insertions or deletions. On average, BB-Trees are 3.08X faster than the second best competitor,
the sequential scan.
5.7.10 Scalability
Since modern CPUs provide an ever growing number of cores, it is important that multithreaded
applications can scale their performance with an increasing degree of parallelism. This ex-
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Bulk Insert (s) Average/Minimum/Maximum execution time (ms)
BB-Tree 54.7s 262.66ms / 0.005ms / 1,866.73ms
kd-tree 236.7s 128,735.5ms / 0.011ms / 4,842,752ms
PH-tree Ran out of memory.
R∗-tree 2,316s 2,735.16ms / 0.008ms / 7,735.76ms
VA-file Does not support single-tuple inserts or deletes.
Scan 7.8s 809.83ms / 0.002ms / 3,117.46ms
Table 5.5: (1) Total execution time of the bulk insert and (2) average, minimum and maximum
execution time of the remaining queries, both read and write operations, of the mixed
workload.



























Figure 5.15: Execution times of the mixed workload consisting of inserts, deletes, point and
range queries executed in random order (bulk insert is not included). The PH-
tree ran out of memory. The VA-file was excluded, because it does not support
single-tuple inserts.
periment studies the behavior of parallel BB-Trees when applying the Mixed Workload from
GMRQB to ten Million objects from GENOMIC. We compare the runtimes to that of a single-
threaded BB-Tree and a single-threaded sequential scan. We also consider a parallel scan,
which (1) divides the data objects into t partitions, (2) concurrently scans each partition with
one thread, and (3) concatenates the results of the individual partitions to obtain the total result
set.
As shown in Figure 5.16, the performance of the parallel BB-Tree improves with the number
of used threads up to a barrier established by the number of available physical cores (twelve
on our evaluation machine). When using more threads than physical cores, the processor relies
on hyper-threading, which provides only few benefits for the mostly compute-bound BB-Tree.
Hyper-threading is mainly useful for memory-bound applications, like the scan, because it can
hide memory latencies [Bulpin et al. 2004; Tian et al. 2003]. Using moderately more threads
than supported by the hardware (24 on our evaluation machine), does neither provide benefits
nor disadvantages. The scan (10.9X speed-up) benefits more from multithreading than the
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Figure 5.16: Performance of the Mixed Workload from GMRQB with an average selectivity of
1.58% (σ = 3.58%) when applied to ten Million data objects from GENOMIC
depending on the number of used software threads.
BB-Tree (5.5X speedup), because (a) the parallel scan can leverage hyper-threading and (b)
scan-based MDRQ can be fully parallelized while BB-Trees must navigate the IST with a single
thread. Nonetheless, the parallel search operator of BB-Trees still outperforms parallel scans
regardless of the number of used threads.
5.7.11 Space Consumption
Especially in main-memory settings, it is important that index structures are as space efficient
as possible. Figure 5.17 shows the space consumption of the contestants when holding ten
Million data objects from the four data sets used in the evaluation. For GENOMIC, we omit
the PH-tree, because it required more than the available 32GB of main memory, caused by
its inefficiency for high dimensionalities. To enable a fair comparison, we report the space
consumption of R∗-trees and PH-trees as if they were using four-byte values to implement data
objects. The BB-Tree offers the highest space efficiency among all index structures, showing the
smallest space overhead over the sequential scan. For UNIFORM, BB-Trees require 614.42MB
more memory than scans; for CLUSTERED, BB-Trees require 618.1MB more memory than
scans; for POWER, BB-Trees require 546.13MB more memory than scans; and for GENOMIC,
BB-Trees require 547.78MB more memory than scans. On average, for storing the four data sets,
BB-Trees require 305.31MB less memory than kd-trees; BB-Trees require 160MB less memory
than PH-trees; BB-Trees require 1,036.81MB less memory than R∗-trees; and BB-Trees require
1,280.17MB less memory than VA-files.
BB are implemented with dynamic arrays, using C++’s std::vector, which strongly reduces
the waste of memory space in the case of sparsely-filled BB. When using BB capacities larger
than the one considered here (bmax = 2, 500), the BB-Tree could further improve its space
usage, employing an IST that is less deep and therefore contains less nodes. However, these
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Figure 5.17: Space consumption of the competitors when storing ten Million data objects from
the four data sets used in our evaluation.
improvements would come at the cost of decreased search performance for highly-selective query
workloads.
5.8 Discussion
One of the foundational concepts behind BB-Trees are the elastic bubble buckets (BB), which
(1) strongly reduce the pressure on rebuilding the linearized inner search tree (IST), (2) allow
to instantly ingest changes into the index, and (3) increase the robustness towards hammered
inserts. BB-Trees are designed for modern hardware architectures and show several advantages
when deployed in main-memory settings:
• High Cache Efficiency: As shown in Table 5.4, BB-Trees are almost as cache efficient as
sequential scans. Multiple properties of BB-Trees enable this behavior. First, inner nodes
are tailored to cache line sizes, which offers high cache line utilization and reduces the
number of data accesses when traversing the search tree. Second, BB-Trees use an almost-
sequential access pattern to navigate their IST and evaluate BB with scans. Sequential
data accesses utilize prefetched cache lines and strongly reduce cache and TLB misses.
• High Space Efficiency: Compared to the other MDIS considered in our evaluation,
BB-Trees have low space requirements, adding only some indexing overhead. On top of
raw data, which are kept in elastic BB, BB-Trees employ a k-ary search tree for pruning.
The IST is typically very wide, as its fan out is tailored to the sizes of the cache lines.
Moreover, BB-Trees linearize the entire IST and store all inner nodes together in one dense
array, which eliminates pointers and further improves memory utilization.
• Robustness: BB-Trees are robust towards the dimensionality of the data space, as shown
in Section 5.7.6. Foremost, the structure of the IST does not depend on the number of
dimensions. The width of the tree depends on the sizes of the cache lines and the height
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of the tree depends on the number of BB (or number of indexed data objects). Note that
BB are evaluated with sequential scans making use of early breaks, which are likely to
occur in high-dimensional data spaces.
• Efficient Parallelization Scheme: When searching in BB-Trees, the navigation of the
IST is typically very fast, whereas the evaluation of the BB dominates the execution time
of a query (see Section 5.7.5). As BB are processed with sequential scans, we can easily
parallelize large parts of the search without introducing complex load balancing schemes,
like, for instance, needed when concurrently traversing a tree structure [Yoo et al. 2005].
The performance of the parallel BB-Tree scales with the number of available physical cores
(see Section 5.7.10).
Although BB-Trees represent a viable solution for a wide range of different applications, we
also identify some limitations, which may be addressed in future work:
• The IST must be updated to reflect the current data distribution when super BB overflow
or too many empty regular BB exist. Although the elasticity property of BB ensures
that such rebalancing operations are seldom, the rebuild of the static array holding the
linearized IST remains an expensive operation that, depending on the number of indexed
data objects, can easily take several seconds and blocks insert or delete operations. For
that reason, it is critical for write-heavy applications desiring a low update latency. Instead
of handling the rebuild within the update operation causing the underflow or overflow, one
could periodically rebuild the index in a background job executed by a separate thread,
even if no BB has yet overflown or underflown. However, that raises a new challenge,
namely finding a balanced rebuild frequency.
• Data sets with extremely correlated dimensions challenge the pruning power of BB-Trees,
because they increase the probability that the IST contains duplicate delimiter values.
In such cases, BB-Trees can prune less BB resulting in higher query execution times.
However, also most other MDIS are negatively affected by correlated dimensions, as shown
in Section 5.7.7.
• Different query selectivities call for different BB capacities: While high query selectivities
are better handled in BB-Trees with small BB, low query selectivities are processed faster
in BB-Trees with large BB. Instead of pinning the BB capacity to a constant value for the
complete life cycle of a BB-Tree, one could periodically adapt the sizes of the leaf nodes to
the current workload, which is especially useful for very high or very low query selectivities.
However, such adaptations require statistics about the current query selectivities and are
only useful for slowly-changing workload patterns.
5.9 Summary
In this chapter, we presented BB-Trees as a fast and space-efficient MDIS for storing and query-
ing multidimensional point data in main memory. BB-Trees support point queries, complete-
and partial-match range queries, while allowing dynamic updates. We compared BB-Trees
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with state-of-the-art MDIS applying different synthetic and real-world workloads to different
synthetic and real-world data sets with three to 100 dimensions. BB-Trees outperform all con-
sidered MDIS in executing range queries. Only for very low selectivities of 30% or more they are
beaten by sequential scans. BB-Trees execute point queries almost as fast as the best competi-
tor, the PH-tree; for high dimensionalities they even provide the best performance. BB-Trees
also achieve the best insert and delete performance among all MDIS. Moreover, we presented a
parallel variant that can scale its performance with the number of available CPU cores. In sum-
mary, BB-Trees combine high query and space efficiency with a pronounced robustness towards
a wide range of data and workloads.
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6.1 Summary
In this thesis, we studied indexing for one-dimensional and multidimensional range queries on
modern hardware architectures. We proposed two novel index structures, namely cache-sensitive
skip lists (CSSL) aiming at one-dimensional domains and BB-Trees targeting multidimensional
data spaces. Both index structures are designed for hardware features commonly available
on modern server machines, especially large main-memory capacities, SIMD instructions and
multithreading. In comprehensive evaluations, we compared CSSL and BB-Trees to state-of-
the-art competitors.
Chapter 2 introduced fundamental terminologies and concepts relevant for this thesis. We
provided an overview of popular multidimensional access methods offering search operators for
MDRQ. We also discussed important features of modern server machines and showed how index
structures can leverage these characteristics to improve performance. We proposed the Genomic
Multidimensional Range Query Benchmark, which consists of eight realistic MDRQ templates
that are applied to real-world genomic data.
Chapter 3 proposed CSSL as novel index structure for processing one-dimensional range
queries in main memory and on modern CPUs. We showed how to adapt the memory layout
of regular skip lists to the cache hierarchies of modern CPUs, strongly improving the cache
efficiency of their range query operator. We also described how to exploit SIMD instructions
to further speed-up the execution of range queries in skip lists. We compared CSSL to several
state-of-the-art main-memory index structures. Using different data sets and workloads, we
demonstrated the superiority of CSSL’s range query operator in main-memory settings.
Chapter 4 studied the performance of traditional index structures for multidimensional range
queries when deployed on modern hardware. We followed two techniques to partition a multi-
dimensional data set, enabling parallel range query operators to process individual partitions
with distinct threads, and introduced a SIMD-parallel algorithm for comparing an MDRQ search
object to a multidimensional point object. Using these techniques, we conservatively adapted
three popular index structures, namely the R∗-tree, the kd-tree, and the VA-file, and two scan
flavors to the characteristics of modern server machines. A comprehensive evaluation indicated
that the performance ratio between index probing and scanning changes when moving from
traditional disk-based machines to current hardware architectures, as sequential scans become
more efficient.
Chapter 5 presented BB-Trees as fast and space-efficient means to processing multidimen-
sional point and range queries. Motivated by the observations described in Chapter 4, BB-Trees
use a CPU-friendly memory layout that enables a mostly-sequential access pattern when evalu-
ating typical queries, which maximizes cache line utilization and reduces cache misses. BB-Trees
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show high robustness towards a wide range of different data and workloads, e. g., moderate and
high dimensionalities (we evaluated up to 100 dimensions), low-cardinality dimensions, partial-
and complete-match queries, etc. We also proposed a multithreaded variant that can leverage
the parallel capabilities of modern CPUs to accelerate search queries. We compared BB-Trees
to state-of-the-art multidimensional index structures and successfully demonstrated that BB-
Trees achieve an outstanding range query performance, provide a fast point query operator, can
efficiently ingest updates, and can accelerate the performance of their parallel search operator
proportional to the number of available physical cores.
6.2 Outlook
We identify multiple future research directions based on the results of this thesis.
BB-Trees: Dynamic Adaptation of Bubble Bucket Capacities
In BB-Trees, the capacity of leaf nodes controls the ratio between navigation of the search
tree, i. e., pruning, and scanning when evaluating search queries. Large bubble buckets (BB) are
beneficial for low query selectivities, whereas small BB are preferable for high query selectivities.
In Chapter 5, we empirically determined a BB capacity that offers high robustness towards a
wide range of workloads and used it for all experiments. However, for very high or very low
selectivities, a smaller or larger BB capacity could provide higher search efficiency. Instead of
sticking to the same BB capacity for the entire lifetime of a BB-Tree, we could periodically
adapt the capacities to the observed average selectivity of the current workload. In the optimal
case, this adaptation is conducted immediately once the workload changes.
First, we would need to gain knowledge about the selectivities of the most recently processed
search queries. To this end, we could extend the range query operator of BB-Trees such that it
monitors the selectivities, defined by the size of the result set divided by the cardinality of the
data set, at the end of the query evaluation without introducing much additional complexity.
Second, we would need to decide when to change the BB capacities. As rebuilds need to rewrite
the index anyway, we could integrate the adaptation into the reorganization operator. However,
rebuilds are only invoked by update operations. To also enable adaptation in the case of read-
heavy workloads, we would need to ensure that the reorganization is invoked periodically, even
when no updates are performed. For instance, we might rebuild the index every 10, 000-th
read or write operation. To avoid the situation, where rebuilds triggered by search queries halt
the database system, we could handle reorganization in background jobs executed by separate
threads.
BB-Trees: Dynamic Adaptation of Delimiter Dimensions
By default, BB-Trees choose their delimiter dimensions in the order of the cardinalities when
building the inner search tree (IST). Dimensions with many distinct values are moved to the
upper tree levels and dimensions with few distinct values are moved to the lower tree levels.
Consider a scenario where a m-dimensional data set is indexed by an IST of height h < m,
i. e., the search tree splits in h of the m dimensions. If a BB-Tree is primarily queried with
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workloads of partial-match MDRQ, where queries restrict less than m dimensions, the perfor-
mance of the index crucially depends on the selection of its h delimiter dimensions, because
any dimension constrained in the workload but not used in the index leads to a loss of pruning
opportunities. If the particular selection of the queried dimensions changes over time, it would
be highly beneficial to restructure the MDIS from time to time by adapting to the currently
hot dimensions. Such scenarios are not uncommon in practice and occur, for instance, when
different (interactive) analysis processes subsequently work on the data, where each process gen-
erates series of queries for a particular purpose, leading to a particular selection of dimensions
in queries [Thorvaldsdóttir et al. 2013].
When rebuilding the IST, instead of only considering characteristics of the data, we may also
take the current workload into account, moving dimensions queried often with a high selectivity
to the upper tree levels and dimensions queried rarely and with a low selectivity to the lower
tree levels. To this end, we would need to maintain statistics about the usage frequencies
and the average selectivities that each dimension is queried with. Usage frequencies could be
easily obtained by maintaining a counter for each dimension of the indexed data space, which is
incremented whenever the dimension is restricted by a search query. Determining the average
selectivities for single dimensions is more complicated, because, for each executed range query,
we would need to split the m-dimensional MDRQ search object into m selection predicates and
apply these to single dimensions of the data space. However, this step could be handled during
index rebuilds by considering only the most recent queries, which minimizes the impact on the
query evaluation (we still need to monitor the search objects), but increases the cost of the
reorganization operator. Though, recall that we could speed-up this procedure by considering
samples, which are instantiated anyway when rebuilding, instead of utilizing the entire data.
An adaptation of the delimiter dimensions to the recent query workload is promising, but
there are also limitations. First, ordering the delimiter dimensions by their workload selectivity
and usage frequency is only beneficial for BB-Trees, where less than m dimensions are used
as delimiter. It does not provide any advantage in pruning leaf nodes for BB-Trees having a
height larger than or equal to the dimensionality of the data space. Second, the benefits of an
adaptation to the recent workload are the higher the more stable the running workload is and the
more drastic it changes, when it changes. Third, although rebuilds of the IST are periodically
invoked, they may not always represent the perfect point in time to perform the adaptation.
Ideally, the delimiter dimensions are adapted whenever the workload pattern changes. However,
a fast and efficient detection (or prediction) of workload changes is very challenging [Holze
et al. 2007]. Fourth, though sampling reduces the complexity of determining single-dimension
selectivities, our adaptation approach would still add overhead to the rebuild operator.
CSSL and BB-Trees: Cost Models
Database management systems require precise estimations of the cost of individual operators to
choose between different execution plans when optimizing query performance [Manegold et al.
2002; Jarke et al. 1984]. To enable an integration of CSSL and BB-Trees into fully-fledged
main-memory database systems, we must provide accurate cost models that can predict the
performance of their query operators depending on a given search object. While traditional
database systems optimize disk accesses, modern database systems aim to work as much as
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possible on data held on the CPU, hence reducing LLC misses requiring accesses to the main
memory. Depending on the underlying hardware (cache sizes, cache replacement policies, etc.)
and previous search requests, an access of a cache line may either produce a costly cache miss
or be served from on-die caches. Thus, when proposing cost models for main-memory index
structures, we should use the number of accessed cache lines as fundamental cost measure,
providing an upper limit for the LLC miss rate. In the following, we sketch how we would
design a cost model for the range query operators of CSSL and BB-Trees.
In CSSL, a range query navigates the skip list hierarchy to find the segment of the data list
containing the smallest key satisfying the search object. Once this segment is determined, the
search algorithm scans over the lowest fast lane to locate the segment of the data list holding
the largest matching key. Given that keys are implemented with four-byte values, 16 keys fit
into one cache line. Hence, assuming that each fast lane skips over less than 16 keys, which is
very common in practice, the initial traversal over the h fast lanes accesses h cache lines at most
(one cache line per fast lane level). Given that r keys satisfy the query object, processing the
lowest fast lane accesses r/16 cache lines at most. In addition, the search algorithm visits two
elements of the data list (the smallest and largest matching keys), which additionally loads two
cache lines. Thus, in CSSL, the cost of a range query could be approximated with h+ r/16 + 2
cache line accesses. Of course, this cost formula would have to be verified through experiments
with different data distributions and different query workloads.
In BB-Trees, predicting the cost of a range query is more complicated, as its performance
strongly depends on how many candidate BB need to be scanned to find the true results (Bmatch).
Bmatch critically depends on the structure of the IST, i. e., the delimiter dimensions and values,
and the query object. When implementing data objects with four-byte values, 16 dimension
values fit into one 64-byte cache line. Given that BB have a maximum capacity of Bmax m-
dimensional objects, scanning a BB accesses Bmax ∗ m/16 cache lines at most. As BB may
morph into super BB, consisting of up to k regular BB, we must also consider how many of
the Bmatch candidate BB are super BB. Thus, when deriving a cost model for BB-Trees, we
must consider multiple properties: (1) The number of candidate BB (Bmatch), which depends
on the concrete IST and is the major challenge for accurate cost estimation, (2) the number
of candidate BB that are super BB (Bmatch_super), (3) the BB capacity (Bmax), and (4) the
dimensionality of the data space (m). The total cost of a range query therefore boils down to
roughly ((Bmatch−Bmatch_super) + (Bmatch_super ∗ k)) ∗ (Bmax ∗m/16) cache line accesses. This
cost formula would also have to be validated through comprehensive experiments.
BB-Trees: Nearest-Neighbor Search
This thesis focused on the processing of range queries in main memory. We proposed BB-Trees
as a novel multidimensional index structure supporting range and point queries. In future work,
we intend to extend the capabilities of BB-Trees with regards to executing nearest-neighbor (NN)
search queries, which is another popular query type frequently applied to multidimensional data.
NN queries retrieve the point that is closest to a given search object, which is a point itself.
NN queries use metrics, e. g., euclidean distance, to define the distance between two points in
the data space. While NN queries retrieve the point closest to a search object, k-nearest neighbor
(k-NN) search retrieves the k points that are closest to a given search object. Interestingly, NN
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queries can be also used for finding the object most similar to a search object when defining
similarity as an inverse of the distance function, assuming that similar objects are nearby in the
data space and non-similar objects are far away from each other.
BB-Trees partition the entire data space into disjoint regions, which are covered by distinct
bubble buckets. BB-Trees could implement NN queries by executing three steps. First, locate
the BB, which covers the region the search object belongs to. Also, all neighboring regions (and
respective BB) must be considered. Second, scan these candidate BB to determine the distances
between the data objects and the search object. Technically, we could manage the obtained
distances (and the associated data objects) in a binary min heap. Third, return the data object
that has the smallest distance to the search object, which boils down to extracting the minimum
element from the heap built in the previous step. Similarly, BB-Trees could implement k-NN
queries by extracting k elements from the heap. Note that if the regions obtained in the first
step contained less than k elements, we would have to extend the search to further regions.
For low-dimensional data, BB-Trees could implement NN efficiently, leading to a complexity
of O(h ∗ log(k) + Bmatch ∗ bmax ∗m)1. The first step of the algorithm requires a navigation of
the IST to locate the BB covering the search object, which has a complexity of O(h ∗ log(k)) as
shown in Section 5.5. The second step investigates the Bmatch candidate BB, each holding up
to bmax m-dimensional data objects. For instance, in the two-dimensional domain, up to nine
candidate BB (Bmatch = 9) would have to be considered, as every region has eight neighbors.
The third step can be done in O(1). When the dimensionality of the data space increases, a
growing number of data objects (or candidate BB) would have to be investigated, as implied by
the curse of dimensionality [Beyer et al. 1999], thus strongly increasing the complexity of the
second step, which becomes linear in n. However, most MDIS also cannot efficiently handle NN
search queries in high-dimensional data spaces, but degenerate to sequential scans [Weber et al.
1998].
1Note that k here denotes the fan out of the inner nodes.
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Appendix A: Genomic Multidimensional Range
Query Benchmark
Query Template 1
Listing 1: Query Template 1.
1 SELECT * FROM variants
2 WHERE chromosome = ?
3 AND location BETWEEN ? AND ?;
Query Template 2
Listing 2: Query Template 2.
1 SELECT * FROM variants
2 WHERE chromosome BETWEEN ? AND ?
3 AND location BETWEEN ? AND ?
4 AND quality BETWEEN ? AND ?
5 AND depth BETWEEN ? AND ?
6 AND allele_freq BETWEEN ? AND ?;
Query Template 3
Listing 3: Query Template 3.
1 SELECT * FROM variants
2 WHERE chromosome BETWEEN ? AND ?
3 AND location BETWEEN ? AND ?
4 AND gender = ?;
Query Template 4
Listing 4: Query Template 4.
1 SELECT * FROM variants
2 WHERE chromosome BETWEEN ? AND ?
3 AND location BETWEEN ? AND ?
4 AND gender = ?
5 AND population = ’?’;
Query Template 5
Listing 5: Query Template 5.
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1 SELECT * FROM variants
2 WHERE chromosome BETWEEN ? AND ?
3 AND location BETWEEN ? AND ?
4 AND gender = ?
5 AND population = ’?’
6 AND relationship = ’?’;
Query Template 6
Listing 6: Query Template 6.
1 SELECT * FROM variants
2 WHERE chromosome BETWEEN ? AND ?
3 AND location BETWEEN ? AND ?
4 AND gender = ?
5 AND population = ’?’
6 AND relationship = ’?’
7 AND family_id BETWEEN ? AND ?;
Query Template 7
Listing 7: Query Template 7.
1 SELECT * FROM variants
2 WHERE chromosome BETWEEN ? AND ?
3 AND location BETWEEN ? AND ?
4 AND gender = ?
5 AND population = ’?’
6 AND relationship = ’?’
7 AND family_id BETWEEN ? AND ?
8 AND variant_id BETWEEN ? AND ?;
Query Template 8
Listing 8: Query Template 8.
1 SELECT * FROM variants
2 WHERE chromosome BETWEEN ? AND ?
3 AND location BETWEEN ? AND ?
4 AND quality BETWEEN ? AND ?
5 AND depth BETWEEN ? AND ?
6 AND allele_freq BETWEEN ? AND ?
7 AND ref_base = ’?’
8 AND alt_base = ’?’
9 AND ancestral_allele = ’?’
10 AND variant_id BETWEEN ? AND ?
11 AND sample_id BETWEEN ? AND ?
12 AND gender = ?
13 AND family_id BETWEEN ? AND ?
14 AND population = ’?’
15 AND relationship = ’?’
16 AND variant_type = ’?’
17 AND genotype = ’?’
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18 AND genotype_quality BETWEEN ? AND ?
19 AND read_depth BETWEEN ? AND ?
20 AND haplotype_quality BETWEEN ? AND ?;
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