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Abstract
In this paper, we attempt to employ convolutional recur-
rent neural networks for weather temperature estimation
using only image data. We study ambient temperature es-
timation based on deep neural networks in two scenarios
a) estimating temperature of a single outdoor image, and
b) predicting temperature of the last image in an image se-
quence. In the first scenario, visual features are extracted
by a convolutional neural network trained on a large-scale
image dataset. We demonstrate that promising performance
can be obtained, and analyze how volume of training data
influences performance. In the second scenario, we con-
sider the temporal evolution of visual appearance, and con-
struct a recurrent neural network to predict the temperature
of the last image in a given image sequence. We obtain
better prediction accuracy compared to the state-of-the-art
models. Further, we investigate how performance varies
when information is extracted from different scene regions,
and when images are captured in different daytime hours.
Our approach further reinforces the idea of using only vi-
sual information for cost efficient weather prediction in the
future.
1. Introduction
Visual attributes of images have been heavily studied
for years. Most previous works have been focused on
recognizing “explicit visual attributes” in images, such as
object’s texture and color distributions [4], and seman-
tic categories [10]. With the advance of computer vi-
sion and machine learning technologies, more and more
works have been proposed to study discovering “subtle at-
tributes” in images. These subtle attributes may not be
well-formulated in explicit forms, but are usually recogniz-
able by human beings. For example, Lu et al. [13] pro-
posed a method to recognize whether an image was cap-
tured on a sunny day or on a cloudy day. Hays and Efros [6]
proposed to estimate geographic information from a single
image (a.k.a IM2GPS). Recent research has demonstrated
that deep learning approaches are effective for recognizing
painting styles [11][2].
Among various subtle attributes, weather properties of
images have attracted increasing attention. The earliest in-
vestigation of the relationship between vision and weather
conditions dates back to early 2000s [16]. Thanks to the
development of more advanced visual analysis and deep
learning methods, a new wave of works studying the corre-
lation between visual appearance and ambient temperature
or other weather properties has recently emerged [5][20].
Inspired by these works, here we mainly focus on ambient
temperature prediction from a single image or a sequence
of images. We will investigate different deep learning ap-
proaches and demonstrate that the state-of-the-art perfor-
mance can be obtained.
Given an outdoor image, we aim to estimate ambient
temperature based on visual information extracted from the
image. We consider two application scenarios. The first
one regards estimating the temperature of any given image
regardless of temporal changes in the weather. In this case,
only visual information extracted from the image is used.
The second scenario is when several images of the same lo-
cation over time are available and the goal is to “forecast”
the temperature in the near future. In the first scenario, we
extract visual features using a convolutional neural network
(CNN), followed by a regression layer outputting the esti-
mated temperature. In the second scenario, we also extract
features using CNNs, but further consider temporal evolu-
tion by recruiting a long-short term memory (LSTM) net-
work, which outputs the the estimated temperature of the
last image in the given image sequence.
Our contributions in this work are as follows.
• We introduce a CNN-based approach to do tempera-
ture prediction for a single image and achieve promis-
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Figure 1. Sample scene images from the SkyFinder dataset [15], all captured at 11 am.
ing prediction performance.
• We introduce a recurrent neural network (RNN) to
forecast temperature of the last image in a given im-
age sequence. To the best of our knowledge, this is the
first deep model considering temporal evolution of ap-
pearance for temperature prediction. We show that our
RNN-based model outperforms existing approaches.
• We provide a comprehensive analysis of images cap-
tured in different scenes. Interesting discussions are
provided on the basis of various experimental settings
and their corresponding results.
2. Related Works
As a pioneering work studying visual manifestations of
different weather conditions, Narasimhan and Nayar [16]
firstly discussed the relationship between visual appearance
and weather conditions. Since then several works have been
proposed to target the weather type classification task (i.e.,
for weather types such as sunny, cloudy, foggy, snowy, and
rainy). Roser and Moosmann [17] analyzed the images cap-
tured by the camera mounted on vehicles, and constructed
an SVM classifier to categorize images into clear, light rain,
and heavy rain weather conditions. In [13], five weather fea-
tures including sky, shadow, reflection, contrast, and haze
were extracted, and a collaborative learning framework was
proposed to classify images into sunny or cloudy. In [3], a
random forest classifier was proposed to integrate various
types of visual features and classify images into one of five
weather conditions including sunny, cloudy, snowy, rainy,
or foggy.
In addition to weather condition classification, more
weather properties have also been investigated. Jacobs and
his colleagues [9] initiated a project for collecting outdoor
scene images captured by static webcams over a long period
of time. The collected images form the Archive of Many
Outdoor Scene (AMOS) dataset [9]. Based on the AMOS
dataset, they proposed that webcams installed across the
earth can be viewed as image sensors and can enable us
to understand weather patterns and variations over time [8].
More specifically, they adopted principal component analy-
sis and canonical correlation analysis to predict wind veloc-
ity and vapor pressure from a sequence of images.
Recently, Laffont et al. [12] estimated scene attributes
like lighting, weather conditions, and seasons for images
captured by webcams based on a set of regressors. Glas-
ner et al. [5] studied the correlation between pixel inten-
sity/camera motion and temperature and found a moder-
ate correlation. With this observation, a regression model
considering pixel intensity was constructed to predict tem-
perature. Following the discussion in [5], Volokitin et al.
[19] showed that, with appropriate fine tuning, deep fea-
tures can be promising for temperature prediction. Zhou et
al. [20] proposed a selective comparison learning scheme
and showed that the state-of-the-art temperature prediction
performance can be obtained by a CNN-based approach.
In this work, we aim at predicting temperature from a
single image, as well as forecasting the temperature of the
last image in a given image sequence. Deep learning ap-
proaches will be developed to consider temporal evolution
of visual appearance, and promising performance will be
shown. Compared with [5], [19], and [20], we particularly
advocate the importance of modeling temporal evolution
with designed deep networks.
3. Data Collection and Processing
3.1. Datasets
Two tasks are considered in this work. One is predict-
ing temperature from a single image, and another is predict-
ing the temperature of the last image in an image sequence.
These two tasks are proceeded based on two datasets. For
the first task, the SkyFinder dataset [15] consisting of a
large scale webcam images annotated with sky regions is
adopted. This dataset contains roughly 90,000 labeled out-
door images captured by 53 cameras in a wide range of
weather and illumination conditions. By filtering out un-
linked data and data without temperature information, we
finally retain images captured by 44 cameras in the experi-
ments. Currently, for each camera, only the images captured
around 11am on each day are selected. Such selection de-
creases sunlight variations due to capturing at different time
instants on a day. Finally, we are left with 35,417 images in
total. We denote this image set as Dataset 1 in what follows.
Fig. 1 shows five sample images from this set.
For the second task, the scene images mentioned in the
Glasner dataset [5] are used as the seed. The Glasner dataset
consists of images continuously captured by 10 cameras in
10 different environments for two consecutive years. Fig-
ure 2 shows snapshots of 3 environments (3 for each). These
cameras are in fact a small subset of the AMOS dataset [9],
Figure 2. Sample scenes from Dataset 2. First two rows corre-
spond to the same environments in different seasons (Jan. & Aug.).
and from each of these ten cameras, the Glasner dataset only
contains one image captured closest to 11am local time on
each day. To build the proposed model, we need more data
for training and testing. Therefore, according to the camera
IDs mentioned in the Glasner dataset, we collect the entire
set of its corresponding images from the AMOS dataset. In
addition, according to the geographical information and the
timestamp associated with each image, we obtain the tem-
perature of each image from the cli-MATE website1. Over-
all, we collect 53,378 images from 9 cameras2 in total. We
denote this dataset as Dataset 2 in what follows.
The first two rows of Fig. 2 shows two different image
sequences from the same scene in Dataset 2. The first row
shows images captured on Jan. 12, Jan. 13, and Jan. 14,
while the second row shows images captured on Aug. 14,
Aug. 15, and Aug. 16. We see that visual appearance of
images captured at the same scene may drastically vary due
to climate changes. In addition, we clearly observe the tem-
poral continuity of images captured on consecutive days.
The third and fourth rows of Fig. 2 show two more image
sequences captured at different scenes.
3.2. Label Encoding
Regardless of the temperature prediction task (i.e., for
a single image or an image sequence), we formulate tem-
perature estimation as a classification problem. We divide
the considered temperature range (−20◦C to 49◦C) into 70
1http://mrcc.isws.illinois.edu/CLIMATE/
2One camera’s information is incorrect, and we could not successfully
collect the corresponding temperature values
classes, represented as a 70D vector. Each dimension in this
vector corresponds to a specific degree. That is, the first
dimension encodes −20◦C, the second dimension encodes
−19◦C, and so on. Given an image, we attempt to classify
it into one of the 70 classes. We utilize two ways to encode
class labels as follows.
• One-hot encoding: Only the dimension representing
the correct temperature is set to 1, and other dimen-
sions are set to 0. For example, the 70D label vector
y = (0, 0, 1, 0, ..., 0) denotes that the corresponding
image has temperature of −18◦C.
• Local distribution encoding (LDE): Motivated by [1],
for the image with temperature corresponding to the
ith dimension, we set the value tj of the jth dimension
of the label vector by a Gaussian distribution
tj =
1
σ
√
2pi
exp(
(j − i)2
2σ2
). (1)
We will compare two encoding schemes in the evaluation
section.
4. Proposed Methods
This section presents details of the proposed models for
temperature prediction. We are interested in predicting the
temperature for a given still image as well as predicting the
temperature of a location from temperature data of the same
location at the same time on previous days (i.e., next day
prediction).
4.1. Temperature Estimation from a Single Image
To estimate ambient temperature of a given outdoor im-
age, we construct a convolutional neural network (CNN)
trained from scratch based on the SkyFinder dataset. Ta-
ble 1 shows detailed configurations of our CNN architec-
ture. There are totally 4 convolutional layers, followed by 4
fully-connected layers. The model’s output is a 70D vector
indicating the probabilities of different temperatures (i.e.,
classes). To train the model, the activation function of each
layer is ReLU, the loss function is cross entropy, the opti-
mization algorithm is Adam, and learning rate is 0.001. Dif-
ferent batch sizes are tested to achieve the best performance
for different experimental settings. 80% of the SkyFinder
dataset is used for training, and the remaining 20% is used
for testing. We do not use a validation set and train the net-
work for 90 epochs.
4.2. Temperature Estimation from a Sequence of
Images
Given an image sequence I1, I2, ..., In captured at the
same scene, and assuming that the corresponding temper-
ature values of the first n − 1 images, i.e., t1, t2, ..., tn−1
Table 1. Detailed configurations of the convolutional neural network.
Conv2D(32, 3, 3)
Conv2D(32, 3, 3)
MaxPooling2D(2, 2)
Dropout(0.25)
Conv2D(64, 3, 3)
Conv2D(64, 3, 3)
MaxPooling2D(2, 2)
Dropout(0.25)
Flatten
Dense(512)
Dropout(0.5)
Dense(70)
Softmax
Figure 3. Structure of the proposed LSTM network for temperature
prediction.
are available, we would like to predict the temperature tn
of the image In. In addition to the visual information of
In, temporal evolution of the visual appearance of I1 to
In−1 may provide information regarding future tempera-
tures. Therefore, we construct a long-short term memory
network (LSTM) [7] to successively propagate visual infor-
mation over time to predict temperature.
Fig. 3 shows the model structure. Each image in the se-
quence is first fed to a CNN to extract visual features. This
CNN has the same structure as mentioned in in Sec. 4.1,
without the last softmax layer. The extracted feature vector
of the image Ii is then fed to an LSTM layer, which not only
processes the current input, but also considers the informa-
tion propagated from the intermediate result for the image
Ii−1. Similarly, the intermediate result for the image Ii will
be sent to the LSTM layer for processing the image Ii+1.
The output of the LSTM layer would be input to an embed-
ding layer that transforms the input vector into a 70D vector
yi indicating the probabilities of different temperatures.
To train the RNN, the loss function is defined as the mean
square error between the ground truth and the predicted vec-
tor. That is,
L =
n∑
i=1
‖yi − ti‖2. (2)
Fig. 3 shows that information is only propagated from I1
to In. In addition to this forward propagation scheme, we
also try to construct a bi-directional LSTM model to con-
sider both forward propagation and backward propagation.
Detailed performance comparison will be shown later.
5. Empirical Evaluation
5.1. Implementation Details
To estimate ambient temperature of a single image, the
CNN model mentioned in Sec. 4.1 is constructed based on
80% of the images in Dataset 1, while the remaining 20%
of the images are used for testing. We repeat this process
five times with the five-fold cross validation scheme, and
report the average estimation error. In this task, the standard
deviation σ mentioned in the LDE scheme is empirically set
as 3.5.
More details for predicting the temperature of the last
image of an image sequence are provided as follows. For a
camera, let I(t)08 , I
(t)
09 , ..., I
(t)
17 denote the images with times-
tamps closest to 8am, 9am, ..., 17pm, on day t. To train the
RNN mentioned in Sec. 4.2, we select a sequence consist-
ing of n images that were captured around the same time
on n consecutive days, like (I(t)08 , I
(t+1)
08 , ..., I
(t+n−1)
08 ) and
(I
(t)
15 , I
(t+1)
15 , ..., I
(t+n−1)
15 ). We always keep images cap-
tured closest to 11am as the testing data, and exclude them
in the training data set. The training image sequences col-
lected from all cameras are put together to be the generic
training dataset, and the (generic) RNN is trained based on
it. In this task, the standard deviation σ mentioned in the
LDE scheme is empirically set as 4.
Given a test image sequence (I(t)11 , I
(t+1)
11 , ..., I
(t+n−1)
11 ),
assuming that we have known the temperature values of
(I
(t)
11 , I
(t+1)
11 , ..., I
(t+n−2)
11 ), we would like to predict the
temperature values of I(t+n−1)11 . In our experiments, we
found that the best performance can be obtained when n
is set as three. That is, given the images captured on day
t and day t + 1, we predict the temperature of the image
captured on day t+ 2.
5.2. Performance of Temperature Estimation for
Single Images
Similar to [5], [19], and [20], we evaluate the prediction
performance based on the root mean squared error, RMSE,
between the estimated temperature and the ground truth.
The dataset used in [5], [19], and [20] is relatively small,
i.e., images captured by ten cameras, and from each day
Table 2. Root mean square errors when different percentages of
data in Dataset 1 used during training.
20% 40% 60% 80%
Avg. RMSE 5.34 4.86 4.55 4.28
Table 3. Temperature estimation errors, in terms of RMSE, for each of the 9 scenes in the Glasner dataset.
Method ↓ \ Scene→ (a) (b) (c) (d) (e) (f) (g) (h) (i) (j) Avg.
Local Regression [5] 6.85 7.24 6.03 4.53 5.77 3.19 7.63 5.09 3.68 7.77 5.78
LR Temporal Win. [5] 7.52 6.86 5.82 4.23 5.39 2.77 7.35 5.22 3.67 7.85 5.67
Global Ridge Reg. [5] 18.16 5.74 35.02 11.37 43.51 3.84 5.54 13.86 3.41 8.91 14.94
CNN [5] 8.55 5.59 5.96 6.17 7.30 2.90 8.48 4.88 2.93 7.12 5.99
Fine-tuned VGG-16 [19] 7.79 4.87 5.03 4.45 4.22 3.14 6.61 4.72 2.70 6.01 4.96
Selective Comparison Learning [20] 6.26 4.57 4.92 3.80 3.98 2.53 5.20 3.95 2.48 5.81 4.35
Our CNN (LDE) 4.38 3.79 4.34 4.60 4.47 5.83 5.36 3.73 2.81 6.47 4.58
Our CNN (one hot) 6.28 5.48 5.78 6.69 6.36 7.69 6.78 6.02 3.25 7.54 6.19
only one image is selected. This may impede the develop-
ment of a robust model. For example, in [5], the authors re-
port that the CNN-based approach does not work very well,
but in [19], the authors show that more promising perfor-
mance can be obtained by appropriately fine-tuning a pre-
trained CNN model, i.e., VGG-16 [18].
Volume of training data. In this evaluation, we first
focus on studying how the volume of training data in-
fluences temperature estimation performance, based on a
larger-scale dataset, i.e., Dataset 1. We train 4 CNN mod-
els on 20%, 40%, 60%, and 80% of the data in Dataset 1,
respectively, and use the same remaining 20% of data for
testing. As shown in Table 2, unsurprisingly more training
data yield better performance.
Performance comparison. To fairly compare our CNN
model with existing works, we train the proposed CNN
model on the Glasner dataset. Note that volume of the Glas-
ner dataset is smaller than Dataset 1. Table 3 shows com-
prehensive performance comparison, where ten cameras in
the Glasner dataset are referred to as scenes (a)-(j). We
find that results of [19] are superior to [5], which demon-
strates fine-tuning a deep model yields performance gain.
Comparing our CNN (with the LDE scheme) with [19],
our CNN is much simpler than VGG-16 and achieves even
better results. The performance gain might be due to the
LDE scheme, which may provide more flexibility to model
temperature fluctuation. To verify this, we show perfor-
mance obtained by our CNN model with the one-hot en-
coding scheme in the last row of Table 3. By comparing
the last two rows, we clearly see the benefits brought by the
LDE scheme. Performance of the work in [20] remains the
best. A two-stream network was proposed to take an image
pair captured at the same place and on the same day as in-
put. Each network stream extracts features from one image,
and estimates the temperature of each image. To train this
two-stream network, in addition to the softmax losses given
by each stream, a ranking loss representing the temperature
difference between two images is jointly considered. Our
CNN model with LDE fares on par with [20] but is much
simpler. Further, the idea of ranking loss can be integrated
in our model to make performance gain in the future.
Table 4. Root mean square errors when different lengths of image
sequences are used.
n=2 n=3 n=4 n=5 n = 6 n=7
Avg. RMSE 2.97 2.82 2.95 2.87 2.86 2.98
5.3. Performance of Temperature Estimation for
Image Sequences
Length of the image sequence. We first evaluate es-
timation performance when different lengths of image se-
quences are used for training and testing, and show the av-
erage RMSEs in Table 4. As can be seen, the best estimation
performance can be obtained when n is set as 3. That is, we
estimate the temperature of the day t+2 based on day t+1
and day t. This result is not surprising because this setting
appropriately considers information of previous days, and
prevents blunt updates when too many days are considered.
Therefore, we set n = 3 in the subsequent experiments.
Performance comparison. Table 5 shows performance
of the proposed single LSTM and bidirectional LSTM, and
compares performance with the state of the art methods.
Previously only the frequency decomposition method pro-
posed in [5] takes temporal evolution into account. Note
that the data used in [5] are from the Glasner dataset. Our
LSTM models are trained and tested on Dataset 2 that is
also from the Glasner dataset but includes much more im-
ages to capture temporal evolution. We discarded scene
(d) as its data have errors in the geographical information
and we could not access corresponding temperature infor-
mation. As can be seen from Table 5, excluding camera
(d), the RNN-based approach achieves better performance
over eight of the nine scenes3. The proposed RNN-based
approach outperforms the state of the art. The frequency
decomposition method attempts to model the temporal evo-
lution of the entire year, while we consider local temporal
evolution and achieve much better performance.
The structure shown in Fig. 3 shows that the LSTM
model works based on features extracted by the CNN de-
3The average RMSE of the frequency decomposition method is cal-
culated based on ten scenes, while that of our LSTM-based methods is
calculated based on nine scenes.
Table 5. Temperature estimation errors (in terms of RMSE) for each scene in the Glasner dataset.
Method ↓ \ Scene→ (a) (b) (c) (d) (e) (f) (g) (h) (i) (j) Avg.
Freq. Decom. [5] 5.05 6.15 4.61 4.10 5.27 2.51 4.51 4.50 2.81 5.16 4.47
Our single LSTM 6.01 2.32 2.53 – 2.26 2.46 2.93 2.04 1.62 3.02 2.80
Our bidirectional LSTM 7.09 2.54 2.49 – 1.93 2.61 2.36 1.89 1.57 2.93 2.82
Handcrafted + our bi-LSTM 10.84 6.60 11.79 – 8.91 11.71 7.93 9.47 3.50 9.58 8.93
signed like Table 1. To demonstrate the influence of the
CNN, we replace the CNN features by a handcrafted fea-
ture, say Gabor wavelet texture feature [14], and train a
bidirectional LSTM based on it. The performance obtained
based on the handcrafted features is shown in the last row of
Table 5. The average RMSE is 8.93, which is much higher
than 2.80 and evidently demonstrates the effectiveness of
CNN features.
Overall, Table 5 shows that temporal evolution of visual
appearance provides rich information in estimating ambient
temperature, and yields substantially better estimation per-
formance. To our knowledge, this result is the first work
considering temporal evolution by a deep neural network to
do ambient temperature estimation.
Sky only vs. ground only. The results shown in Table 5
are obtained when visual information is extracted from the
entire image. Intuitively, one may think that the sky region
provides more information in estimating weather proper-
ties. This is why the works [13] and [3] extracted cloud
features from the sky region to do weather condition clas-
sification. On the other hand, the first two rows of Fig. 2
show that ground appearance sometimes provides important
clues regarding temperature, e.g., whenever there is snow
on the ground, it is colder. To quantify the influences of
sky and ground regions on temperature estimation, first we
manually segment the sky region for each scene. Then, the
minimum bounding box of the sky region is fed to the pro-
posed bidirectional LSTM model to obtain the performance
yielded by sky-only information. We also feed the mini-
mum bounding box of the ground region to obtain corre-
sponding performance. Fig. 4 shows samples of one scene,
where the top row shows the original scene image and the
corresponding sky mask, and the bottom row shows the
minimum bounding boxes of the sky region and the ground
region, respectively. Notice that because the sky region is
irregular, the minimum bounding box may include parts of
the ground, and vice versa.
Table 6 shows performance variations when visual infor-
mation is extracted from different regions of the images in
image sequences. Comparing the performance yielded by
sky only with ground only, we found that in fact the ground
region provides more information for temperature estima-
tion. Visual variations in the sky region may just represent
texture of cloud and intensity, and provide relatively fewer
clues for estimating temperature. According to this exper-
Figure 4. Top row: one sample scene image (left), and the corre-
sponding mask of the sky region (right). Bottom row: the min-
imum bounding box of the sky region (left), and the minimum
bounding box of the ground region (right).
Table 6. Root mean square errors when visual information is ex-
tracted from different regions.
Sky only Ground only Entire Image
Avg. RMSE 3.42 2.93 2.82
iment, we see that the best performance can be obtained
when the entire image is considered. This conforms to the
setting of previous works [5] and [20].
Variations of different daytime hours. As mentioned
in Sec. 5.1, only the image sequences captured at 11am are
tested to obtain performance shown above. The main rea-
son to use such setting is to align the settings of [5] and
[20] to make a fair comparison. Besides, we are interested
in whether image sequences captured in different daytime
hours would yield performance variations. To show this,
we respectively use image sequences at h as the testing data,
and the remaining is used for training. The hour h is from
8am to 17pm.
Fig. 5 shows variations of average RMSEs for image se-
quences captured in different daytime hours. Interestingly,
the variation is significant when images captured in differ-
ent daytime hours are processed. The best performance is
obtained for images captured at 11 pm, which conforms to
the selection of [5] and [20]. On the other hand, estimation
errors at 8pm and 17am are much larger than others. This
may be because the sunlight is maximal around the noon,
and more robust visual information can be extracted.
Sample predictions. Fig. 6 shows ground truth tem-
peratures (red curve) and the estimated temperatures (blue
curve) of images captured at 11am by the camera (f) men-
tioned in Table 5 over two years (Jan. 2013 to Dec. 2014).
Figure 5. Variations of average RMSEs for image sequences cap-
tured in different daytime hours.
Basically, we see that two curves correlate well with each
other, conforming to the promising performance shown in
Table 5. We also clearly observe the trend of climate
change, i.e., higher temperature in July and August, and
lower temperature in January and February.
Fig. 7 and Fig. 8 show “successful estimation cases” and
“failure estimation cases”, respectively. Looking only at
one image may not allow us to figure out why temperature
of some images are easier to estimate, and some are not.
After a deeper inspection, we found that usually the fail-
ure cases occur when the temperature values of consecutive
days fluctuate significantly. This is expectable. We also
found some ground truths are obviously incorrect, e.g., a
snowy scene has the truth temperature of 42◦C. These er-
rors need to be fixed manually in the future to elaborate
more robust performance evaluation.
It is interesting to know what visual clues are more im-
portant in temperature prediction. To get some insights for
this issue, we take all images captured closest to 11am by a
camera, and divide each image into non-overlapping 5 × 5
block. Based on pixels’ RGB colors in blocks correspond-
ing to the same position, e.g., the ith block in images cap-
tured on the first day, the second day, and so on, we cal-
culate the standard deviations of R, G, and B, and then
average these three standard deviations as a value ρ. The
value ρ is then normalized into the range from 0 to 255 by
ρˆ =
ρ−minρ
maxρ−minρ × 255, where maxρ and minρ are the
maximum ρ’s and minimum ρ’s of all blocks. Finally, we
visualize the value ρˆ of each block. A block with a larger
ρˆ value indicates higher color variations on different days,
and probably conveys more information in predicting tem-
perature.
Fig. 9 shows the visualization results corresponding to
the scenes shown in Fig. 7. We see that, for the first scene,
blocks on tree leaves are more salient, and may be more in-
formative in temperature prediction. For the second scene,
blocks on some parts of building facades are more salient.
Figure 6. Ground truth temperatures and the estimated tempera-
tures of images captured at 11am by the camera (f) over two years.
Figure 7. Sample images of “successful cases”. For the left im-
age, the truth temperature is 19◦C, and the proposed bidirectional
LSTM model estimates it as 19◦C. For the right image, the truth
temperature and the estimated one are 10◦C and 11◦C, respec-
tively.
Figure 8. Samples image of “failure cases”. For the left image,
the truth temperature and the estimated one are 21◦C and 38◦C,
respectively. For the right image, the truth temperature and the
estimated one are 13◦C and 21◦C, respectively.
Figure 9. Saliency maps showing the importance of different pixels
on temperature prediction.
These results are similar to the discussion mentioned in [5],
and could be interesting clues for future studies.
6. Conclusion and Discussion
In this work, we present deep models to estimate ambi-
ent temperature of a single image or the last image in an
image sequence. For the first task, we verify that the CNN-
based approach is promising, and when more training data
is available better performance can be obtained. For the sec-
ond task, we consider temporal evolution of visual appear-
ance, and propose an RNN-based approach to “forecast” the
temperature of the last image. State-of-the-art performance
can be obtained by the proposed method. We also discuss
how performance varies when information is just extracted
from the sky region or from the ground region, and how per-
formance varies when images captured in different daytime
hours are processed.
In the future, more weather properties like humidity and
wind speed may be estimated by the proposed methods.
Furthermore, we can investigate which region in a scene
provides more clues in temperature estimation, based on the
currently emerged attention networks. Exploring the rela-
tionship between weather properties and vision would be
interesting in a wide range of works and applications.
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