Robust MDPs (RMDPs) can be used to compute policies with provable worst-case guarantees in reinforcement learning. The quality and robustness of an RMDP solution are determined by the ambiguity set-the set of plausible transition probabilities-which is usually constructed as a multi-dimensional confidence region. Existing methods construct ambiguity sets as confidence regions using concentration inequalities which leads to overly conservative solutions. This paper proposes a new paradigm that can achieve better solutions with the same robustness guarantees without using confidence regions as ambiguity sets. To incorporate prior knowledge, our algorithms optimize the size and position of ambiguity sets using Bayesian inference. Our theoretical analysis shows the safety of the proposed method, and the empirical results demonstrate its practical promise.
Introduction
Markov decision processes (MDPs) provide a versatile framework for modeling reinforcement learning problems (Bertsekas & Tsitsiklis, 1996; Sutton & Barto, 1998; Puterman, 2005) . An important limitation of MDPs is that they assume that transition probabilities and rewards are known exactly which is rarely the case. Limited data sets, modeling errors, value function approximation, and noisy data are common reasons for errors in transition probabilities (Iyengar, 2005; Wiesemann et al., 2013; Petrik & Subramanian, 2014) . This results in policies that are brittle and fail in real-world deployments.
This work targets batch reinforcement learning (Lange et al., 2012) in which a good policy needs to be computed from a logged dataset without interacting with a simulator. This setting is common when experimentation is either too expensive or time-consuming, such as in medical care, agriculture, or even robotics.
Batch reinforcement learning introduces two important challenges (Petrik et al., 2016; Thomas et al., 2015; Li et al., 2015; Jiang & Li, 2015) . First, the amount of data may be insufficient to compute a good policy. Second, evaluating the quality of a policy without simulation can be difficult. We tackle these challenges by computing a robust policy and a high-confidence lower bound on its true return. A lower bound on the return can prevent the deployment of a bad policy or justify the need for more data or better modeling (Petrik et al., 2016; Lim et al., 2013; Hanasusanto & Kuhn, 2013) .
Robust MDPs (RMDPs) are a convenient model for computing reinforcement learning policies with strong worst-case guarantees. They generalize MDPs by assuming that transition probabilities and/or rewards are not known precisely. They can, instead, take on any value from a so-called ambiguity set (also known as an uncertainty set) which represents a set of plausible transition probabilities (Xu & Mannor, 2006 Mannor et al., 2012; Petrik, 2012; Hanasusanto & Kuhn, 2013; Tamar et al., 2014; Delgado et al., 2016; Petrik et al., 2016) . RMDPs are reminiscent of dynamic zero-sum games: the decision maker chooses the best actions, while the adversarial nature chooses the worst transition probabilities from the ambiguity set.
The quality of the optimal RMDP policy depends on the ambiguity set used. It must be the smallest set that is large enough to guarantee that the solution is a lower bound. RL algorithms usually construct data-driven ambiguity sets as confidence regions derived from concentration inequalities (Weissman et al., 2003; Auer et al., 2010; Thomas et al., 2015; Petrik et al., 2016) . Using, for example, a 95% confidence region over possible transition probabilities translates to a 95% confidence that the RMDP return lowers the true one. Unfortunately, concentration inequalities lead to solutions that are too conservative to be practical. Another approach is to construct ambiguity sets from likelihood levels of probability distributions, but this method requires complex modeling and does not provide finite-sample guarantees (Iyengar, 2005; Nilim & El Ghaoui, 2005; Ben-Tal et al., 2009; Bertsimas et al., 2017) . In this paper, we argue that constructing ambiguity sets as confidence regions leads to solutions that are unnecessarily conservative. Confidence regions inherently provide robust guarantees for all policies and all value functions simultaneously. It is sufficient, instead, to provide the guarantees for the optimal RMDP policy and value function. Our algorithm (RSVF) provides a tighter lower bound on the return of the optimal policy by interleaving RMDP computations with optimizing the size and the position of ambiguity sets. Using (hierarchical) Bayesian models helps to further tighten the lower bounds by leveraging prior domain knowledge. We also derive new L 1 concentration inequalities of possible independent interest. Gupta (2015) also constructs ambiguity sets that are not confidence regions. However, their setting and objectives are markedly different from ours and do not readily apply to RMDPs. In general, Bayesian methods for constructing ambiguity sets for RMDPs are not yet understood well and have received only limited attention (Xu & Mannor, 2009 ).
Confidence regions derived from concentration inequalities have been used previously to compute bounds on the true return in off-policy policy evaluation (Thomas et al., 2015; Thomas & Brunskill, 2016) . These methods, unfortunately, do not readily generalize to the policy optimization setting, which we target. Other work has focused reducing variance rather than on high-probability bounds (Munos et al., 2016; Li et al., 2015; Jiang & Li, 2015) . Methods for exploration in reinforcement learning, such as MBIE or UCRL2, also construct ambiguity sets using concentration inequalities (Strehl, 2007; Jaksch et al., 2010; Taleghan et al., 2015; Dietterich et al., 2013; Strehl, 2007) and compute optimistic (upper) bounds to guide exploration.
The remainder of the paper is organized as follows. Section 2 formally describes the framework and goals of the paper. Section 3 outlines new and existing methods for building ambiguity sets as frequentist confidence regions or Bayesian credible sets. The methods construct these sets around the most-probable transition probabilities. Section 4 describes our main contribution, RSVF, a new method for constructing tight ambiguity sets from Bayesian models that are adapted to the optimal policy. RSVF provides tighter robustness guarantees without using confidence regions which we justify in Section 5. Finally, Section 6 presents empirical results on several problem domains.
Problem Statement: Data-driven RMDPs
This section formalizes our goals and reviews relevant results for robust Markov decision processes (RMDPs). Throughout the paper, we use the symbol ∆ S to denote the probability simplex in R S + . The symbols 1 and 0 denote vectors of all ones and zeros, respectively, of an appropriate size. The symbol I represents the identity matrix.
Safe Return Estimate
The underlying reinforcement learning problem is a Markov decision process with states S = {1, . . . , S} and actions A = {1, . . . , A}. The rewards r : S × A → R are known but the true transition probabilities P : S × A → ∆ S are unknown. The transition probability vector for a state s and an action a is denoted by p s,a . As this is a batch reinforcement learning setting, a fixed dataset D of transition samples is provided: D ⊆ {(s, a, s ) : s, s ∈ S, a ∈ A}. The only assumption about D is that the state s in (s, a, s ) ∈ S is distributed according to the true transition probabilities: s ∼ P (s, a, ·). We make no assumptions on the policy used to generate the dataset.
We assume the standard γ-discounted infinite horizon objective (Puterman, 2005) . Because this paper analyzes the impact of using different transition probabilities, we use a subscript to indicate which ones are used. The optimal value function for some transition probabilities P is, therefore, denoted as v P : S → R, and the value function for a deterministic policy π : S → A is denoted as v π P . The set of all deterministic stationary policies is denoted by Π. The total return ρ(π, P ) of a policy π under transition probabilities P is:
where p 0 is the initial distribution.
Our objective is to compute a policy π : S → A that maximizes the return ρ(π, P ). Because the objective depends on the unknown P , we instead compute a policy with the greatest lower guarantee on the return. The term safe return estimate refers to the lower bound estimate.
Definition 2.1 (Safe Return Estimate). The estimateρ : Π → R of return is called safe for a policy π with probability 1 − δ if it satisfies:
Remark 2.1. Under Bayesian assumptions, P is a random variable and the guarantees are conditional on the dataset D. This is different from the frequentist approach, in which the random variable is D and the guarantees are conditional on P . See, for example, Sections 5.2.2 and 6.1.1 in Murphy (2012) for a discussion of the merits of the two approaches. Unless it is apparent from the context, we indicate whether the probability is conditional on D or P .
Having a safe return estimate is very important in practice. A low safe estimate informs the stakeholders that the policy may not perform well when deployed. They may, instead, choose to gather more data, keep the existing (baseline) policy, or use a more informative domain (Petrik et al., 2016; Laroche & Trichelair, 2018) .
Robust MDPs
Robust Markov Decision Processes (RMDPs) are a convenient model that can be used to compute and tractably optimize the safe return estimate (max πρ (π)). Our RMDP model has the same states S, actions A, rewards r s,a as the MDP. The transition probabilities for each state s and action a, denoted as p s,a ∈ ∆ S , are assumed chosen adversarialy from an ambiguity set P s,a . We use P to refer cumulatively to P s,a for all states s and actions a.
We restrict our attention to compact and so-called s, a-rectangular ambiguity sets. Rectangular ambiguity sets allow the nature to choose the worst transition probability independently for each state and action (Le Tallec, 2007; Wiesemann et al., 2013) . Limitations of rectangular ambiguity sets are well known (Mannor et al., 2016; Tirinzoni et al., 2018; Goyal & Grand-Clement, 2018 ) but they represent a simple, tractable, and practical model. A convenient way of defining ambiguity sets is to use a norm-distance from a given nominal transition probabilityp s,a :
for a given ψ s,a ≥ 0 and a nominal pointp s,a . We focus on ambiguity sets defined by the L 1 norm because they give rise to RMDPs that can be solved very efficiently (Ho et al., 2018) .
RMDPs have properties that are similar to regular MDPs (see, for example, (Bagnell et al., 2001; Kalyanasundaram et al., 2002; Nilim & El Ghaoui, 2005; Le Tallec, 2007; Wiesemann et al., 2013) ). The robust Bellman operator T P for an ambiguity set P for a state s computes the best action with respect to the worst-case realization of the transition probabilities:
The symbol T π P denotes a robust Bellman update for a given stationary policy π. The optimal robust value functionv , and the robust value functionv π for a policy π must, similarly to MDPs,
In general, we use a hat to denote quantities in the RMDP and omit it for the MDP. When the ambiguity set P is not obvious from the context, we use it as a subscriptv P . The robust returnp is defined as (Iyengar, 2005) :
where p 0 ∈ ∆ S is the initial distribution. In the remainder of the paper, we describe methods that construct P from D in order to guarantee thatρ is a tight lower bound on ρ.
Ambiguity Sets as Confidence Regions
In this section, we describe the standard approach to constructing ambiguity sets as multidimensional confidence regions and propose its extension to the Bayesian setting. This is a natural approach but, as we discuss later, may be unnecessarily conservative.
Before describing how the ambiguity sets are constructed, we need the following auxiliary lemma. The lemma shows that when the robust Bellman update lower-bounds the true Bellman update then the value function estimate is safe.
Lemma 3.1. Consider a policy π, its robust value functionv π , and true value function v π such thatv π = T πvπ and
The proof is deferred to Appendix B.
Note that the inequality holds with respect to the robust value functionv π . The requirement T πvπ ≤ T πv in Lemma 3.1 can be restated as:
for each state s and action a = π(s). It can be readily seen that the inequality above is satisfied when p s,a ∈ P s,a . Next, we describe two algorithms for constructing ambiguity sets P s,a such that p s,a ∈ P s,a with high probability.
Distribution-free Confidence Region
Distribution-free confidence regions are used widely in reinforcement learning to achieve robustness (Petrik et al., 2016) and to guide exploration (Taleghan et al., 2015; Strehl & Littman, 2008) . The confidence region is constructed around the mean transition probability by combining the Hoeffding inequality with the union bound (Weissman et al., 2003; Petrik et al., 2016) . We refer to this set as a Hoeffding confidence region and define it as follows for each s and a:
wherep s,a is the mean transition probability computed from D and n s,a is the number of transitions in D originating from state s and an action a.
Theorem 3.2. The robust value functionv P H for the ambiguity set P H satisfies:
In addition, suppose thatπ P H is the optimal solution to the robust MDP. Then, p T 0v P H is a safe return estimate ofπ P H .
The proof is deferred to Appendix B and is a simple extension of prior results (Petrik et al., 2016) .
To better understand the limitations of using concentration inequalities, we derive a new, and significantly tighter, ambiguity set. The size of P H grows linearly with the number of states because of the 2 S term. This means that the size of D must scale about quadratically with the number of states to achieve the same confidence. We shrink the Hoeffding set by assuming that the value function is monotone (e.g. v(1) ≥ v(2) ≥ . . .). It is then sufficient to use the following significantly smaller ambiguity set:
Note the lack of the 2 S term in comparison with P H . This auxiliary result is proved in Appendix C.1. We emphasize that the aim of this bound is to understand the limitations of distribution free bounds, and we use this set even the monotonicity is not assured.
Bayesian Credible Region (BCI)
We now describe how to construct ambiguity sets from Bayesian credible (or confidence) regions.
To the best of our knowledge, this approach has not been studied in depth previously. The construction starts with a (hierarchical) Bayesian model that can be used to sample from the posterior probability of P given data D. The implementation of the Bayesian model is irrelevant as long as it generates posterior samples efficiently. For example, one may use a Dirichlet posterior, or use MCMC sampling libraries like JAGS, Stan, or others (Gelman et al., 2014) .
The posterior distribution is used to optimize for the smallest ambiguity set around the mean transition probability. Smaller sets, for a fixed nominal point, are likely to result in less conservative robust estimates. The BCI ambiguity set is defined as follows:
There is no closed-form expression for the Bayesian ambiguity set size. It must be computed by solving the following optimization problem for each state s and action a:
The nominal pointp s,a is fixed (not optimized) to preserve tractability. This optimization problem can be solved by the Sample Average Approximation (SAA) algorithm (Shapiro et al., 2014) . The main idea is to sample from the posterior distribution and then choose the minimal size ψ s,a that satisfies the constraint. Algorithm 2, in the appendix, summarizes the sort-based method.
We assume that it is possible to draw enough samples from P that the sampling error becomes negligible. Because the finite-sample analysis of SAA is simple but tedious, we omit it in the interest of clarity.
The Bayesian ambiguity sets also guarantee safe estimates.
Theorem 3.3. The robust value functionv P B for the ambiguity set P B satisfies:
In addition, suppose thatπ P B is the optimal solution to the robust MDP. Then, p T 0v P B is a safe return estimate ofπ P B .
Example 3.1. Consider an RMDP with 3 states: s 1 , s 2 , s 3 and a single action a 1 . Assume that the true transition probability is P (s 1 , a 1 , ·) = [0.3, 0.2, 0.5]. In D, there are 3 occurrences of transitions (s 1 , a 1 , s 1 ), 2 of transitions (s 1 , a 1 , s 2 ), and 5 of transitions (s 1 , a 1 , s 3 ). The prior distribution over p s 1 ,a 1 is Dirichlet with concentration parameters α = (1, 1, 1) . Figure 1 depicts ambiguity sets for state s 1 and action a 1 . The plus sign marks p s 1 ,a 1 , while the dot marks the nominal point of the ambiguity set; the contours indicate the density of the posterior Dirichlet distribution.
BCI ambiguity sets P B can be much less conservative than Hoeffding sets P H , P M given informative priors, but also involve greater computation complexity. Next, we further improve on BCI. Figure 1: 90%-confidence ambiguity sets P H s 1 ,a 1 (left) and P B s 1 ,a 1 (right) projected onto the 3-dimensional probability simplex.
Optimizing Ambiguity Sets to Values
In this section, we describe a new algorithm for constructing Bayesian ambiguity sets that can compute less-conservative lower bounds on the return. RSVF (robustification with sensible value functions) is a Bayesian method that uses posterior samples like BCI. The main difference is that RSVF interleaves solving the robust MDP with constructing ambiguity sets. This means that it can construct sets that are better adapted to the optimal policy.
RSVF is outlined in Algorithm 1. It intends to construct an optimal ambiguity set P for the optimal robust value functionv P . This approach, of course, creates a difficult dependency loop. The value functionv P depends on the ambiguity set P and the optimal set P depends onv P . RSVF takes an optimistic (and heuristic) approach to this hurdle. It starts with a small set of potential optimal value functions (POV) and constructs an ambiguity set that is safe for these value functions. It keeps increasing the POV set untilv is in the set and the policy is safe.
Algorithm 1: RSVF: Adapted Ambiguity Sets
Input: Confidence 1 − δ and posterior
Output: Policy π and lower boundρ(π) 1 k ← 0; 2 Pick some initial value functionv 0 ; 3 Initialize POV:
9 until safe for all s, a:
We are now ready to describe how the ambiguity sets in Algorithm 1 are constructed. The set K s,a (v), for each s, a, denotes the set of safety-sufficient transition probabilities. That means that if the ambiguity set P s,a intersects K s,a (v π P ) for each state s and action a then the value function v π P is safe. This set is defined as follows:
where ζ = 1 − δ/(SA). The maximization in (5) can be solved by SAA in time that is quasi-linear in the number of samples (Shapiro et al., 2014) as follows. Sample points q i from the probability distribution of p s,a and sort them by v T q i . The value g s,a is then the 1 − δ/(SA) quantile.
The next lemma formalizes the safety-sufficiency of K. Note that the rewards r s,a are not a factor in this lemma because they are certain and cancel out.
Lemma 4.1. Consider any ambiguity set P s,a and a value function v. Then min p∈Ps,a p T v ≤ (p s,a ) T v with probability 1 − δ/(SA) if and only if P s,a ∩ K s,a (v) = ∅.
Proof. To show the "if" direction, letp ∈ P s,a ∩ K s,a (v). Suchp exists because the intersection is nonempty. Then, min p∈Ps,
To show the "only if" direction, suppose thatp is a minimizer in min p∈Ps,a p T v. The premise translates to
and the intersection is non-empty.
The purpose of the ambiguity set L s,a (V) for POV set V is to guarantee that the robust estimate for s, a is safe for any of the value functions v in V. Its center is chosen to minimize its size while intersecting K s,a (v) for each v in V and is constructed as follows.
The optimization in (6) can be readily represented and solved as a linear program. The following lemma formalizes the properties of L s,a .
Lemma 4.2. For any finite set V of value functions, the following inequality holds for all v ∈ V simultaneously:
Proof. Assume an arbitrary v ∈ V and let q v ∈ arg min q∈Ks,a(v) q − θ s,a (V) 1 using the notation of (6). From the definition of θ s,a (V) in (6), the value q v is in the ambiguity set L s,a (V). Given that also q v ∈ K s,a (v), Lemma 4.1 shows that:
This completes the proof since v is any from V. We can now prove the safety of RSVF.
Theorem 4.3. Suppose that Algorithm 1 terminates with a policyπ k and a value functionv k in the iteration k. Then, the return estimate p T 0v k is safe:
Proof. Recall that Algorithm 1 terminates only if K s,a (v k ) ∩ P k s,a = ∅ for each state s and action a. Then, according to Lemma 4.1, we get with probability 1 − δ/(SA):
Tv k for any fixed state s and action a. By the union bound, the inequality holds simultaneously for all states and actions with probability 1 − δ. That means that with probability 1 − δ we can derive the following using basic algebra:
Note thatv k is the robust value function for the policyπ k sincev k =v P k andπ k =π P k . Lemma 3.1 finally implies thatv k ≤ vπ k P with probability 1 − δ.
RSVF, as described in Algorithm 1, is not guaranteed to terminate. To terminate after a specific number of iterations, the algorithm can simply fall back to the BCI sets for states and actions for which the termination condition is not satisfied. We suspect that numerous other improvements to the algorithm are possible.
Why Not Confidence Regions
Constructing ambiguity sets from confidence regions seems intuitive and natural. It may be surprising that RSVF abandons this intuitive approach. In this section, we describe two reasons why confidence regions are unnecessarily conservative compared to RSVF sets.
The first reason why confidence regions are too conservative is because they assume that the value function depends on the true model P . To see this, consider the setting of Example 3.1 with r s 1 ,a 1 = 0. When an ambiguity set P s 1 ,a 1 is built as a confidence region such that P[p s 1 ,a 1 ∈ P s 1 ,a 1 ] ≥ 1 − δ, it satisfies:
Notice the value function inside of the probability operator. Lemma 3.1 shows that this guarantee is needlessly strong. It is, instead, sufficient that the inequality (3) holds just forv π which is independent of P in the Bayesian setting. The following weaker condition is sufficient to guarantee safety:
Notice that v is outside of the probability operator. This set is smaller and provides the same guarantees, but may be more difficult to construct (Gupta, 2015) .
The second reason why confidence regions are too conservative is because they construct a uniform lower bound for all policies π as is apparent in Theorem 3.3. This is unnecessary, again, as Lemma 3.1 shows. The robust Bellman update only needs to lower bound the Bellman update for the computed value functionv π , not for all value functions. As a result, (7), can be further relaxed to:
where π R is the optimal solution to the robust MDP. RSVF is less conservative because it constructs ambiguity sets that satisfy the weaker requirement of (8) rather than confidence regions. Deeper theoretical analysis of the benefits of using RSVF sets is very important but is beyond the scope of this work. Examples that show the benefits to be arbitrarily large or small can be constructed readily by properly choosing the priors over probability distributions.
Empirical Evaluation
In this section, we empirically evaluate the safe estimates computed using Hoeffding, BCI, and RSVF ambiguity sets. We start by assuming a true model and generate simulated datasets from it. Each dataset is then used to construct an ambiguity set and a safe estimate of policy return. The performance of the methods is measured using the average of the absolute errors of the estimates compared with the true returns of the optimal policies. All of our experiments use a 95% confidence for the safety of the estimates.
We compare ambiguity sets constructed using BCI, RSVF, with the Hoeffding sets. To reduce the conservativeness of Hoeffding sets when transition probabilities are sparse, we use a modification inspired by the Good-Turing bounds (Taleghan et al., 2015) . The modification is to assume that any transitions from s, a to s are impossible if they are missing in the dataset D. We also compare with the "Hoeffding Monotone" formulation P M even when there is no guarantee that the value function is really monotone. This helps us to quantify the limitations of using concentration inequalities. Finally, we compare the results with the "Mean Transition" which solves the expected modelp s,a and provides no safety guarantees.
We do not evaluate the computational complexity of the methods since they target problems constrained by data and not computation. The Bayesian methods are generally more computationally demanding but the scale depends significantly on the type of the prior model used. All Bayesian methods draw 1, 000 samples from the posterior for each state and action.
Bellman Update
In this section, we consider a transition from a single state s 0 and action a 0 to 5 states s 1 , . . . , s 5 . The value function for the states s 1 , . . . , s 5 is fixed to be [1, 2, 3, 4, 5] . RSVF is run for a single iteration with the given value function. The single iteration of RSVF in this simplistic setting helps to quantify the possible benefit of using RSVF-style methods over BCI. The ground truth is generated from the corresponding prior for each one of the problems.
Uninformative Dirichlet Priors This setting considers a uniform Dirichlet distribution with α = [1, 1, 1, 1, 1] as the prior. This prior provides little information. Figure 3 compares the computed robust return errors. The value ξ represents the regret of predicted returns, which is the absolute difference between the true optimal value and the robust estimate: ξ = |ρ(π P , P ) −ρ(π )|. Here,ρ is the robust estimate andπ is the optimal robust solution. The smaller the value, the tighter and less conservative the safe estimate is. Figure 4 shows the rate of safety violations:
The number of samples is the size of dataset D. All results are computed by averaging over 200 simulated datasets of the given size generated from the groundtruth P .
The results show that BCI improves on both types Hoeffding bounds and RSVF further improves on BCI. The mean estimate provides the tightest bounds, but Fig. 4 demonstrates that it does not provide any meaningful safety guarantees. Figure 4 also provides insights into how RSVF improves on the other methods. Because the goal is to guarantee estimates are computed with 95% confidence, one would expect the safety guarantees to be violated about 5% of the time. BCI and Hoeffding solutions violate the safety requirements 0% of the time. RSVF is optimal in this setting and achieves the desired 5% violation.
Informative Gaussian Priors
To evaluate the effect of using an informative prior, we use a problem inspired by inventory optimization. The states s 1 , . . . , s 5 represent inventory levels. The inventory level corresponds to the state index (1 in the state s 1 ) except that the inventory in the current state s 0 is 5. The demand is assumed to be Normally distributed with an unknown mean µ and a known standard deviation σ = 1. The prior over µ is Normal with the mean µ 0 = 3 and, therefore, the posterior over µ is also Normal. The current action assumes that no product is ordered and, therefore, only the demand is subtracted from s 0 . Figure 5 compares the regret of safe estimates which were generated identically to the uninformative example. It shows that with an informative prior, BCI performs significantly better than Hoeffding bounds. RSVF provides still tighter bounds than BCI. The violations plot (not shown) is almost identical to Fig. 4. 
Full MDP
In this section, we evaluate the methods using MDPs with relatively small state-spaces. They can be used with certain types of value function approximation, like aggregation (Petrik & Subramanian, 2014 ), but we evaluate them only on tabular problems to prevent approximation errors from skewing the results. To prevent the sampling policy from influencing the results, each dataset D has the same number of samples from each state.
Uninformative Prior We first use the standard RiverSwim domain for the evaluation (Strehl & Littman, 2008) . The methods are evaluated identically to the Bellman update above. That is, we generate synthetic datasets from the ground truth and then compare expected regret of the robust estimate with respect to the true return of the optimal policy for the ground truth. As the prior, we use the uniform Dirichlet distribution over all states. Figure 6 shows the expected robust regret over 100 repetitions. The x-axis represents the number of samples in D for each state. It is apparent that BCI improves only slightly on the Hoeffding sets since the prior is not informative. RSVF, on the other hand, shows a significant improvement over BCI. All robust methods have safety violations of 0% indicating that even RSVF is unnecessarily conservative here.
Informative Prior Next, we evaluate RSVF on the MDP model of a simple exponential population model (Tirinzoni et al., 2018) . Robustness plays an important role in ecological models because they are often complex, stochastic, and data collection is expensive. Yet, it is important that the decisions are robust due to their long term impacts.
We only outline the population model here and refer the interested reader to Tirinzoni et al. (2018) for more details. The population N t of a species at time t evolves according to the exponential dynamics N t+1 = min (λ t N t , K). Here, λ is the growth rate and K is the carrying capacity of the environment. A manager must decide, at each time t, whether to apply a treatment that reduces the growth rate λ. The growth rate λ t is defined as: λ t =λ − z t N t β 1 − z t max (0, N t −N ) 2 β 2 + N(0, σ 2 y ), where β 1 and β 2 are the coefficients of treatment effectiveness and z t is the indicator of treatment. A noisy estimate y t of the population N t is observed: y t ∼ N t + N(0, σ 2 y ). The state in the MDP is the population y t discretized to 20 values. There are two actions whether to apply the treatment. The rewards capture the costs of high population and the treatment application. The exponential growth model is used as the prior and all priors and posteriors are Normally distributed. Figure 7 shows the average regret of the safe predictions. BCI can leverage the prior information to compute tighter bounds, but RSVF further improves on BCI. The rate of safety violations is again 0% for all robust methods.
Summary and Conclusion
This paper proposes new Bayesian algorithms for constructing ambiguity sets in RMDPs, improving over standard distribution-free methods. BCI makes it possible to flexibly incorporate prior domains knowledge and is easy to generalize to other shapes of ambiguity sets (like L 2 ) without having to prove new concentration inequalities. Finally, RSVF improves on BCI by constructing tighter ambiguity sets that are not confidence regions. Our experimental results and theoretical analysis indicate that the new ambiguity sets provide much tighter safe return estimates. The only drawbacks of the Bayesian methods are that they need priors and may increase the computational complexity.
RSVF can be improved in several ways. Our experimental results show that the method is still too conservative since it has no safety violations. Generalizing beyond L 1 sets and rectangularity are likely to mitigate the conservativeness. The distribution-free ambiguity sets can probably be tightened by using the Bernstein inequality.
A Technical Results
The following proposition shows that the guarantee of a safe estimate on the return is achieved when the true transition model is contained in the ambiguity set.
Lemma A.1. Suppose that an ambiguity set P satisfies P D p s,a ∈ P s,a | P ≥ 1−δ/(SA) for each state s and action a. Then:
Proof. We omit P and P from the notation in the proof since they are fixed. From Lemma 3.1,
That is, for each state s and action a:
Using the identity above, the probability that the robust value function is a lower bound can be bounded as follows:
Now, from the union bound over all states and actions, we get:
which completes the proof.
The next proposition is the Bayesian equivalent of Lemma A.1.
Lemma A.2. Suppose that an ambiguity set P satisfies P P p s,a ∈ P s,a | D ≥ 1−δ/(SA) for each state s and action a. Then:
B Technical Proofs
B.1 Proof of Lemma 3.1
Proof. Using the assumption T πvπ ≤ T πvπ , and fromv π = T πvπ and v π = T π v π , we get by algebraic manipulation:
Here, P π is the transition probability matrix for the policy π. Subtracting γP π (v π − v π ) from the above inequality gives:
where I is the identity matrix. Because the matrix (I − γP π ) −1 is monotone, as can be seen from its Neumann series, we get:v π − v π ≤ (I − γP π ) −1 0 = 0 , which proves the result.
B.2 Proof of Theorem 3.2
Proof. The first part of the statement follows directly from Lemma A.1 and Lemma C.1. The second part of the statement follows from the fact that the lower bound property holds uniformly across all policies.
B.3 Proof of Theorem 3.3
Proof. The first part of the statement follows directly from Lemma A.2 and the definition of ψ B s,a . The second part of the statement follows from the fact that the lower bound property holds uniformly across all policies.
C L 1 Concentration Inequality Bounds
In this section, we describe a new elementary proof of a bound on the L 1 distance between the estimated transition probability distribution and the true one. It simplifies the proofs of Weissman et al. (2003) but also leads to coarser bounds. We include the proof here in order to derive the tighter bound in Appendix C.1. Note that in the frequentist setting the ambiguity set P is a random variable that is a function of the dataset D.
Recall that our ambiguity sets are defined as L 1 balls around the expected transition probabilities p s,a :
P s,a = {p ∈ ∆ S : p −p s,a 1 ≤ ψ s,a } .
Lemma A.1 implies that the size of the L 1 balls must be chosen as follows:
We can now express the necessary size ψ s,a of the ambiguity sets in terms of n s,a , which denotes the number of samples in D that originate with a state s and an action a.
Lemma C.1 (L 1 Error bound). Suppose thatp s,a is the empirical estimate of the transition probability obtained from n s,a samples for each s ∈ S and a ∈ A. Then:
P p s,a − p s,a 1 ≥ ψ s,a ≤ (2 S − 2) exp − ψ 2 s,a n s,a 2 .
Therefore, for any δ ∈ [0, 1]:
P p s,a − p s,a 1 ≤ 2 n s,a log SA(2 S − 2) δ ≤ 1 − δ/(SA) .
Proof. To shorten the notation, we omit the indexes s, a throughout the proof; for examplep is used instead of the fullp s,a . First, express the L 1 distance between two distributionsp and p in terms of an optimization problem. Let 1 Q ∈ R S be the indicator vector for some subset Q ⊂ S. Then:
Here, (a) holds because 1 T (p − p ) = 0. Using the expression above, the target probability can be bounded as follows: ≤ (|Q| − 2) exp − ψ 2 n 2 = (2 S − 2) exp − ψ 2 n 2 .
The inequality (a) follows from union bound and the inequality (b) follows from the Hoeffding's inequality since 1 T Qp ∈ [0, 1] for any Q with the mean of 1 T Qp .
