In this paper we investigate the existence and approximation of the periodic solutions for certain systems of nonlinear integro-differential equations, by using the method of successive periodic approximation of ordinary differential equations which is given by A. M. Samoilenko. Also these investigation lead us to the improving the extending the above method.
Introduction Consider the following system of integro-differential equation, which has the form:
, D is a closed and bounded domain.
The vectors functions ( ) v x x t f , , ,  and ( )
are defined on the domain:
which are continuous in ( ) are satisfy the following inequalities:
( )
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We define the non-empty sets as follows: 
For the proof see ] 4 [ .
Approximation Solution of (1)
The investigation of periodic approximation solution of the system (1) makes essential use of the statements given below. Theorem 1:
If the system of integro-differential equations (1) satisfy the inequalities (3), (4) with assumptions (5) and the conditions (6), (7) has a periodic solution ) ,
then the sequence of functions:
,
is periodic in t of period T, and then is uniformly convergent as  → m in the domain:
defined in the domain (9), which is periodic in t of period T and satisfying the system of equations:
which is a unique solution of the system (1).
Proof:
Consider the sequence of functions ),... , ( ),..., , ( 
By condition (6), it follows from the last inequality that
Thus by induction we can prove that
We have to prove that the sequence of functions (8) is uniformly convergent on the domain (9).
By using (8) and (11) the following inequalities are holds: (13) and (14) we conclude that for any 1  k , we have the inequalities: 
, where E is identity matrix. From (17), (18) and the condition (7), the sequence of functions 
Finally, we have to show that ) ,
is unique solution of the system (1). On the contrary, we suppose that there is at least two different solutions ) , ( 0
x t x and ) , ( 0 x t y of (1). From (10), the following identity holds:
On differentiating (23) we should also obtain ( )
Inequalities (23) and (24) would lead to the estimate
, hence proceeding in the last inequality to the limit we obtain that ) ,
which proves that the solution is unique, and this completes the proof of theorem 1.
Existence of Solution of (1)
The problem of existence of periodic solution of period T of the system (1) is uniquely connected with the existence of zeros of the function
, which has the form:-
is the limit function of the sequence functions ) ,
Since this function is approximately determined from the sequence of functions:
Now we prove the following theorems taking into account that the following inequality will be satisfied for all
If the system of equation (1) 
By using the inequality (29) we can prove the theorem in a similar way to the theorem 1 ] 3 [. 
, and , , , 
Proof:
Let 1
x and 2 x be any two points of the interval
By using the inequalities (29) and (30), we have:
From the continuity of ) ( 0 x  and (31), (32), there exists a point
, and this proves the theorem.
Similar results can be obtained for other class of integrodifferential equation. In particular, the system of equations which has the form:
… … (33)
In this system (33), let the vector functions ( )
and the scalar functions a(t), b(t) are periodic in t of period T, defined and continuous in
satisfying the inequalities (3), (4) and
(5) and the conditions (6), with
is less than unity i.e.,
Theorem 4:
If the system of equations (33) satisfies the above assumptions and conditions has a periodic solution
, then their exist a unique solution which is the limit function of a uniformly convergent sequence which has the form:
The proof is similar to the theorem 1 ]1[. If we consider the following sequence of functions: Also we can consider the following system of integro-differential equation, which has the form:
The vectors functions ( )
are defined on the domain: 
are satisfy the following inequalities: 
We define the non-empty sets as follows:
Furthermore, we suppose that the greatest eigen-value of the matrix
… … (43)
Approximation Solution of (37)
The investigation of periodic approximation solution of the system (37) will be introduced by the following theorem. Theorem 5:
and satisfies the inequalities (39), (40), (41) with assumptions (42) and the condition (43) are given. Then the sequence of
whish is:
for all 1  m and 1 R t  .
Proof:
Setting m=0 and using (44), we get:
… … (49) From (49) and (42), we get By using (44) and (48) the following inequalities are holds: (50) and (51) we conclude that for any 1  k , we have the inequalities: Finally, we have to show that ) ,
is unique solution of the system (37). On the contrary, we suppose that there is at least two different solutions ) , ( 0
x t x and ) , ( 0 x t z of (37). From (45), the following identity holds:
On differentiating (56) we should also obtain
Inequalities (56) and (57) would lead to the estimate
, which proves the solution is unique, and this completes the proof of theorem 5.
Existence of Solution of (37)
The problem of existence solution of the system (37) is uniquely connected with the existence of zeros of the function ) ( 0 x  , which has the form:- 
Now we prove the following theorem taking into account that the following inequality will be satisfied for all 0  m .
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Existence of a periodic solutions....
Theorem 6:
If the system of equations (37) satisfies the following conditions: 
and 1  m . Then the system (37) has a periodic solution
Proof:
By using the inequality (62) we can prove the theorem in a similar way to the theorem 5 ] 2 [.
Remark 2: ] 2 [
If the set f D dose not degenerate to a point, then the −  constant of the system (37) may be considered as the function ) , 0 ( 0 x  =  given on the set
The properties are defined by:
is the limit of a sequence of periodic functions (60). Then the following inequalities are satisfied: 
Using the inequalities (67) and (68) in (65) we have the inequality (64), and this proves the theorem.
