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ABSTRACT 
We prove that block random matrices consisting of Wigner-type blocks have as 
many large (structural) eigenvalues as diagonal blocks, and the asymptotics of the 
eigenvalues is sharpened. This extends an earlier result due to Juhisz under the 
assumption that the corresponding weighted density matrix has linear elementary 
divisors. 
It was proved in [3] that a nonsymmetric random (0,l) matrix has one 
extreme eigenvalue proportional to the expectation; the behavior of the 
others is determined by the variance of the entries. This result was general- 
ized for matrices having Wigner-type random blocks of different expectations. 
The theorem was proved under the assumption of linear elementary divisors 
of the weighted density matrix: a block random matrix has as many extreme 
eigenvalues as diagonal blocks [4]. 
Now we are going to eliminate the above-mentioned assumption on the 
weighted density matrix. 
DEFINITION 1. Let A, = (ajj> b e an n x n matrix whose entries are 
independent random variables. For m = m(n) let D = D(n) = (dij) be an 
m x m matrix. We suppose that S = S(n) = IS,, . . . , S,) is a partition of the 
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index set (1, . . . , n}= U~=‘=,Sk,SknSI=Ofork,Z=l ,..., m,k#Z.We 
assume that for i E S, and j E S, we have Eaij = d,,. Then the matrix 
A, = A,(m, D, S) is said to be a nonsymmetric block random matrix. 
REMARK 1. In contrast to the definition of block random matrices in [4], 
we allow to vary with n the partition, the density matrix, and even its size. 
DEFINITION 2 [4]. The matrix Q = Q<n> = (qkl), qkl = dk[\ln,n,/n, is 
called the weighted &n&y matrix of the block random matrix A,, = 
A,(m, D, S>, where nk = ISkI. 
Denote by llXll = dm the 2-norm, and by K(X) = 11X-‘II IlXll 
the spectral condition number of the matrix. 
DEFINITION 3 [6]. L(Q) = info K(G) is called the Jordan condition 
number of the matrix Q, where G-lQG is the Jordan normal form of Q. 
The main result of the paper is 
THEOREM 1. Let A,, = (aij) = A,(m, D, S) be a nonsymmetric block 
random matrix, and let Q be its weighted density matrix. Assume that 
aij - E(aij) are identically distributed random variables. Suppose that the 
fourth moments of the entries exist; let CT’ stand for the variance. Denote by 
&A,,..., h, the characteristic values of A,, where I A, I B I A, I > es* > I A, I. 
Then A,, has m extreme (structural) eigenvalues that are of order n having 
magnitude &rived from the expected values, while the others are of order 6 
having magnitude proportional to the dispersion: 
(1) Denote by Pi, 1 = l,..., m, the eigenvalues of Q. Then for the 
extreme eigenvalues h,, 1 = 1, . . . , m, we have 
IAl - ppl < m(Q)& + AL" (U.S.), 
where L(Q) is the Jordan condition number and 
6 = 0 if Q has only elementary divisors, 
1 otherwise. 
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(2) For the eigenvalues A,, 1 > m, 
liy,;p IA,1 d a‘(Q)6 + &“(Q) (U.S.) 
holds. 
Proof. Denote by J the Jordan normal form of the matrix M = (E(aij)), 
H-‘MH=J=V+L, h w ere V contains the eigenvalues and L contains the 
A’s of the Jordan matrix J. It is obvious that rank M G m. If HVH-’ = B 
and HLH-’ = C then 
A,=A=M+R=B+C+R. 
We will use the following perturbation theorem. 
THEOREM 2 [5, p. 871. Assume that the matrix B has linear elementary 
divisors (i.e., the Jordan nom1 form of B is diagonal) and H-‘BH = 
diag( hi). Zf A is a characteristic value of the perturbed matrix B + P, then 
there is an eigenvalue hi of B such that 
IA - AiI G K(H) IIPII. 
Using Theorem 2 for the eigenvalue A of A, we have 
IA - Ail G K(H)( llclt + IlRll) G K"( ff) IlLI + K(H) l[Rll, 
where hi is an appropriate eigenvalue of the matrix B having linear elemen- 
tary divisors. It is obvious that the characteristic values of B and M are 
identical. The same is true for the eigenvalues of Q and M, where Q is the 
weighted density matrix of A. 
We show that the transformation matrix H and its inverse H-’ can be 
calculated using G and G- ‘, respectively. 
Suppose that G-‘QG is the Jordan normal form of Q. Then the transfor- 
mation matrix H, = (hij) consists of the blocks 
K, = (f&l) = (Hn(L Sd), 
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H”(S,,S,) = (h,,:i E s,,j E s,). 
The off-diagonal blocks of H, are 
gkl 
6 
gkl 
dnk 
gkl 
while the diagonal blocks of H, are 
H”(S,, Sk) 
gkk 1 1 
= 0 ‘. 
gkk 
K lo 
0 . . . 
0 . . . 
0 . . . 
0 . . . 
0 
0 
0 fork + 1, 
0 
- &T 
.ik - 1 
&G-T 
0 
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The off-diagonal blocks of H; ' are 
86 l) g!s l) gL1) - - - . . . 
A fi fi 
fp(Sk, s,> = 0 0 0 . . . 
0 0 0 . . . 
0 0 (j . . . 
while the diagonal blocks of Hi' are 
H,;'(Sk.S,) 
.., _ &T 
0 fork + 1. 
0 
0 
0 
0 
7lk - 1 
J&CT 
To make this clear, we can illustrate it in a 2 X 2 block situation, where 
the sizes of the blocks are nl = 2 and n, = 3. Let us assume that 
Then the matrix of the mean values is 
‘d 11 41 42 42 4J 
d d:: 4, 4, 4, 4, M = d,, d,, d,, d,, . 
d 21 A21 d22 42 d22 
\ d 21 41 d22 d22 d22, 
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Hence 
( d;” 
& 
1 -- 
fi 
C-1) 
621 
& 
0 
0 
\ 
C-1) 
&l 
fi 
1 
77 
C-1) 
g21 
xM p 
122 
g21 
6 
g21 
C-1) 
g12 
G 
0 
C-1) 
g22 
6 
1 
-- 
45 
1 
-- 
fi 
1 
-- 
6 
$ 
0 
0 
0 
d, l) 
if% 
0 
(- 1) 
g22 
in2 
1 
F 
-- 
; 
a2 
& 
g12 
dn1 
g22 
in2 
g22 
6 
g22 
\ C-1) 
632 
6 
0 
C-1) 
g22 
6 
0 
2 
7F 
0 
0 
1 
-- 
45 
1 
3 
0 
/ 
0 
0 
1 
-- 
6 
1 
-- 
4% 
2 
7F 
is the Jordan normal form of M. To check it, one can note that the entries of 
H-lI\(IN are those of G-‘QG, and the rest of the entries are zeros. 
It is easy to verif>l that 
llG112 = &,,,(GTG) = A,,,( HTH) = llHl12, 
llG-'11' = h,,,((G-')TG-') = A,,x((H-')TH-') = IIH-'11'. 
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Thus 
Ih - hi] < K2 (G)llLll + K(G) IlRli. 
for the estimation of ]]R]] we use the following theorem. 
THEOREM 3 [2, 11. Let R = R, = (rij> be an n x n Wigner-type run- 
&m matrix with variance u2. Suppose that the fourth moments of the entries 
exist. Then 
(U.S.). 
Then using Theorem 3 and the inequality 11 LII < 6, we get the results of 
our theorem. ??
REMARK 2. In the construction of the transformation matrix H and 
H-‘, the coordinates of the left and right eigenvectors of Q in [4] are 
replaced by the appropriate entries of G = (gij> and G-r = (g,:-‘)), 
respectively. 
As a summary of the theorem one can say that certain eigenvalues carry 
the information about the deterministic part of the system. These special 
extreme eigenvalues depending on the structure of the matrix can be called 
the structural eigenvalues. The remaining eigenvalues are responsible for 
random effects. 
The theorem has some consequences for the power method in numerical 
analysis [4]. 
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