Abstract-We present a comparative delay analysis of tree-based reliable multicast protocols and show the influence of varying sending rates, group sizes, packet loss probabilities and branching factors of the control tree. Besides the average delivery delay we consider the delay to reliably deliver all packets and the round trip delay. The former two examines the delay between generation of a packet at the sender and correct reception at a randomly chosen receiver or all receivers, respectively. The latter is the delay between generation of a packet at the sender and reception of all acknowledgement packets at the sender.
I. INTRODUCTION
In analysis and simulation studies concerning bandwidth and processing load, tree-based reliable multicast protocols have proven to provide scalability for a large number of receivers. In tree-based protocols, the members of a multicast group are organized in a so-called control tree to overcome the well-known acknowledgment implosion problem of flat approaches, i.e., overwhelming of the sender by a large number of positive (ACKs) or negative acknowledgements (NAKs). A positive acknowledgement returned by a receiver confirms correct message delivery, whereas a negative acknowledgement asks for a message retransmission. Since acknowledgements are propagated along the edges of the control tree in a leaf-to-root direction, the implosion problem can be avoided by limiting the branching factor of a node and thus the number of acknowledgment messages.
In this paper we present a delay analysis of tree-based reliable multicast protocols. The message delivery delay is an important issue for multimedia applications. For example, real time applications like interactive distributed simulations, distributed games, or the delivery of MPEG I-frames [1] benefit from guaranteed reliability and low delays. Besides time constraints of some applications, low delays are vital for providing high throughput with a window based sending scheme [2] .
In contrast to previous delay analysis we assume a more realistic system model as explained later in Section II. Besides analyzing the average delay between sender and receiver we determine the threshold delay, too. Threshold delay is the delay to reliably deliver all packets with a certain probability. For applications with time bounds for the delivery of messages, threshold delay should be considered rather than average delay since it gives a more realistic impression of the delay behaviour of reliable multicast protocols. For example, for low packet loss probabilities and within the scalability range of the various protocol classes, the average delivery delays of all classes are rather similar and only moderately higher than the message propagation delay of the network, which means they are rather similar to unreliable protocols without retransmissions. In contrast to average delay, threshold delay allows to compare the protocols and the performance of their retransmission schemes in more detail. Finally, we analyze the round trip delay between sending a data packet and receiving the last corresponding control packet at the sender. The round trip delay determines the time after a data packet can be removed from memory and influences the sending rate if the sender uses a window based sending scheme [2] . Furthermore, knowledge about this delay is important to adjust the retransmission timeout at the sender.
Our numerical results show that all tree-based protocols provide good scalability and low delays compared to non-hierarchical approaches. To be more precise, NAK-based protocols achieve the best scalability but ACK-based protocols achieve the lowest delays. With respect to the branching factor, the optimal value depends on several parameters like packet loss probability, protocol class and whether average delivery delay, threshold delivery delay or round trip delay is of interest. We can conclude, though, that a tuned branching factor can significantly reduce delay. To assess the analytical results we have simulated the RMTP [3] and TMTP [4] protocol and compared the analytical results with simulation results. The simulations confirm the analytical results [13] .
The remainder of this paper is structured as follows. In the next section related work is discussed. In Section III we discuss the analyzed protocol classes. In Section IV we introduce our assumed system model followed by the detailed delay analysis. Numerical results are presented in Section V. Finally, we will conclude with a brief summary.
II. BACKGROUND AND RELATED WORK
The first comparative delay analysis of sender-(ACK) and receiver-initiated (NAK) approaches was presented by Yamamoto et al. [5] and DeCleene [6] . Yamamoto et al. have analyzed the expected average delivery delay and showed that receiver-initiated protocols with NAK suppression provide best scalability. However, their analytical model for this class was simplified in assuming that all receivers are perfectly synchronized and thus only one NAK is sent back to the sender in case of message loss. Another simplification they made is that control packets are reliably delivered. While the analysis in [5] is independent of the network topology, in [6] a delay analysis of generic ACK-and NAK-based protocols operating over star and linear topologies was presented. In [7] the effect of local recovery and retransmission of parity packets on bandwidth and delay of NAK-based protocols is examined. While the bandwidth analysis is made in detail, the delay analysis is rather brief and comparatively simple. For example, they do not consider queuing delay in detail and neglect feedback processing. They concluded that local recovery techniques and parity packets outperforms other approaches.
Our paper extends previous work in four significant ways. First, to our knowledge this is the first comparative analysis of generic classes of tree-based reliable multicast protocols, which considers feedback traffic and queuing delays. Second, we consider the loss of control packets rather than assuming reliable delivery. Third, we assume that local clocks are not synchronized which affects the NAK suppression scheme. Finally, besides average delivery delay we examine the threshold delay and the round trip delay, too. An analysis of non-hierarchical protocols considering the issues above can be found in [8] .
III. CLASSIFICATION OF TREE-BASED MULTICAST PROTOCOLS

A. ACK-based Protocol (H1)
The first considered scheme is denoted as (H1). As in all other protocol classes we assume that the initial sender is the root of the control tree and that the initial transmission is multicasted to the global group. Global group denotes the whole multicast group in contrast to a local group, which is described below. (H1) uses ACKs sent by receivers to their parent in the control tree, called group leader, in order to indicate correctly received packets. Each group leader that is not the root node also sends an ACK to its parent as soon as a data packet has been received. If a timeout for an ACK occurs at a group leader, a multicast retransmission is invoked for this local group. A local group encompasses a group leader and its directly attached children. Such a retransmission can be sent to a separate multicast address for this local group or sent to the global group address and limited in scope by the TTL value. An example of a protocol similar to our definition of (H1) is RMTP [3] . RMTP uses subtree multicasting to limit the retransmission scope.
B. NAK-based Protocol (H2)
The second scheme (H2) is based on NAKs with NAK suppression [9] . NAKs are sent by means of multicast to the group leader and other nodes of this local group. A receiver that misses a data packet sends a NAK provided that it has not already received a NAK from another receiver that also misses the data packet. NAKs alone do not allow a deterministic decision when packets can be removed from memory at the sender. Therefore, selective ACKs (SAKs) are sent after a certain number of packets has been received or after a certain time period has been expired, to propagate the state of a receiver to its group leader. TMTP [4] is an example for class (H2).
C. Protocol with Aggregated Acknowledgments (H3) and (H4)
Protocol (H3) and protocol (H4) are based on protocol (H1) or (H2), respectively. Additionally, they implement aggregated ACKs, so called AAKs. In contrast to normal ACKs, they are sent to confirm the correct message delivery for a whole subhierarchy of the control tree. AAKs are necessary to guarantee reliable delivery even in case of node failures. A detailed discussion of these protocol classes is given in [10] .
IV. ANALYSIS
A. System Model
We assume the following system model for our analytical evaluations. A single sender multicasts a message to a set of Ê identical receivers. With probability Õ the multicast message is corrupted or lost during the transmission to a single receiver. With probability Ô for ACKs and ÕAE for multicast NAKs, a control message is corrupted or lost. We assume that nodes do not fail and that the network is not partitioned, i.e. retransmissions are finally successful. All nodes work exclusively for the multicast protocol and no background load is considered.
B. Analytical Approach
Our goal is to determine the delays between the initial generation of a packet at the sender and the correct reception at a receiver as well as the reception of the last control packet at the sender. These delays are determined by the necessary processing times for a packet at the sender and receivers, transmission delays, timeout delays to wait for a data or control packet and finally the number of necessary transmissions for correct reception of data and control packets.
The processing time at a node is determined by the load of such a node, i.e. the processing of data and control packets. We first determine the rates for initial sending and arrival of packets. Arrival times are modeled as a poisson distribution, which results in exponentially distributed inter-arrival times. As we assume general distributed service times this queue type is defined as Å ½ queue [11] .
The number of necessary data packet transmissions Å is determined by the packet loss probabilities Õ , Ô , and ÕAE . Å has already been determined for the various protocol classes assuming independent losses in our processing and bandwidth requirements analysis [12] , [10] . In [13] we have analyzed Å for spatially dependent losses. Given the average processing times and the number of transmissions we can determine the delay experienced by a single data packet.
C. Protocol Independent Methods
If a node in a tree-based protocol has lost a data packet and a retransmission is needed, the retransmission request (either by a NAK packet or a missing ACK packet) is sent to the group leader. If this group leader has lost the data packet as well, the group leader's group leader is queried an so forth. As a prerequisite for the delay analysis we will determine the height of the control tree. We define the root node's height as 1. The height of every other node is the height of the parent node plus 1. With this definition, the height can be obtained as follows, where Ê is the number of receivers:
is the number of members in a local group (i.e. the branching factor of the control tree). We assumed, that the control tree is balanced, which can be achieved with the Token Repository Service [14, 15] . To obtain the mean delay, we obtain the average tree height :
D. ACK-based Protocol (H1)
For a delay analysis of tree-based protocols we distinguish among sender, receivers and group leaders. Although the sender is a group leader as well, here and in the following we will denote only inner nodes as group leaders. All delay components are shown in Figure 1 .
1) Mean Waiting Times at the Sender (Root Node)
First, we have to determine the mean waiting time for a packet between generation or arrival and completion of processing or sending. The mean waiting time is determined by the load of a node, i.e. the processing of incoming and outgoing packet flows. The sender has to process the following three arriving packet flows: 1. Data packets from the higher protocol layer that are transmitted for the first time. This packet flow is referred to as Ë Ø and has rate . The processing time for a data packet is assumed to be . 3. Control packets are received by the sender with flow Ë and rate ´Å À½ µ´½ Õ µ´½ Ô µ. is the branching factor of the ACK-tree, i.e. the number of child nodes per group leader. The processing time for an ACK packet is assumed to be .
The expected total number of necessary transmissions ´Å À½ µ to receive the data packet correctly at all receivers is given in [12] :
The load on the sender is given by the traffic intensity ±, which is generally the product of the traffic rate and mean processing time for a request (data transmission, retransmission or request) ´Ëµ:
The load on the sender (± À½ Ë , traffic intensity) is then the sum of the packet rates:
As explained in Section B, the system can be modeled as a Å ½ queue. The mean waiting time ´Ï µ for a packet until processing starts in this queuing system is [11] :
2) Mean Waiting Times at a Receiver (Leaf Node)
The only packet flow at a receiver is the reception of data packets which are acknowledged by an ACK, Ê , with rate ´Å À½ µ´½ Õ µ. The processing time is · since the arrival of a data packet is followed by replying an ACK packet to the sender. Note that and are independent random variables.
The load on the receiver is:
The mean waiting time of a packet at the receiver until processing starts is (see Eq. 6):
With and are independent random variables:
3) Mean Waiting Times at a Group Leader (Inner Node)
The load on an inner node is the sender load without the initial transmission and the receiver load:
The mean waiting time of a packet at an inner node is:
4) Overall Delay of Protocol (H1)
Ì is the group leader timeout delay, is the network propagation delay, is the average number of hierarchy levels of the control tree and is the branching factor. If no retransmission is necessary, the delay from the initial transmission ´Áµ is:
Note that a simplifying pessimistic assumption we made is that the receiver is always a group leader and therefore take ´Ï À½ µ in the above equation.
Now we want to determine the delay for a hierarchical retransmission on condition that the parent node has received the packet correctly. The time for a hierarchical retransmission ´À µ is:
is the number of transmissions for a single receiver Ö and À the network propagation delay for a hierarchical retransmission. For obtaining the overall delay, we determine the probabilities that no data loss occurs, that a node misses a packet but the parent node is able to retransmit it, that a node and its parent misses that packet and the next parent retransmits it and so forth and multiply these probabilities with the expected delays. The overall delay is then:
Besides the delay for delivering data packets to the receivers we want to examine the delay for receiving all ACK packets at the sender: Besides the mean delivery delay we can determine the expected delay to reliably deliver a certain percentage of data packets. We assume that is the percentage of data packets that has to be reliably delivered and ´Ë À½ µ is the expected delay, which can be obtained as follows:
In Eq. 19 retransmissions encompass all nodes on the path from the sender to a random receiver Ö. Our assumption here is that all parent nodes first have to receive a message with the desired probability before retransmissions can be sent to Ö.
E. NAK-based Protocol (H2) 1) Mean Waiting Times at the Sender (Root Node)
At the sender we distinguish among the following four packet flows: First, the flow for the initial data packet transmissision The number of received NAKs ´ Ä À¾ µ is given in the processing requirements analysis [12] .
Given these flows, the load on the sender is:
The mean waiting time of a packet at the sender until it is processed is:
2) Mean Waiting Times at a Receiver (Leaf Node)
At the receiver we distinguish among four packet flows. Ê is the flow of data packets from the sender with rate and processing time . The total number of rounds Ç, the number of rounds for a single receiver ÇÖ, as well as ¾ and ¿ are given in the processing requirements analysis [12] .
With these flows, the load on the receiver is:
Therefore the mean waiting time of a packet at a receiver is:
3) Mean Waiting Times at a Group Leader (Inner Node)
4) Loss Detection Phase
To obtain the overall delay, we distinguish between the following phases (taken from [5] ):
1. Loss Detection Phase. This phase encompasses the time between the initial arrival of a packet at the sender and the triggering of a NAK at one of the receivers, which have lost the first data packet. The loss is detected with the arrival of a packet , where .
2. Loss Recovery Phase. This phase encompasses the time between the end of the first phase and the correct reception of a packet at the considered receiver. As NAKs can be lost, this phase includes the periodical sending of NAKs until the data packet is received correctly.
For the loss detection phase we must consider the time to unsuccessfully send data packets, the time to send and receive the first successful data packet and the time to send an initial NAK for the first lost data packet. The random variable Ä is the number of consecutive lost packets at the · ½ unsuccessful receivers. Given that Ã , the conditional probability distribution of Ä is: The number of subsequent lost packets at · ½ receiver is:
To obtain the mean among the possible ones between 0 and ½ we have:
Note that Eq. 29 differs from the result of Yamamoto et al. [5] . Now we multiply the mean number of subsequent lost packets with the time ½ , to process a packet. The delay of the Ä · ½ st packet is: Finally, the first phase can be expressed as follows:
Note that here and in the following we make a pessimistic simplification in assuming that the receiver is always a group leader and therefore take ´Ï À¾ µ.
5) Loss Recovery Phase
From the viewpoint of a random receiver, this phase encompasses a number of timeout rounds.
This means, the initial sent NAK in ´ À¾ µ was unsuccessful.
The following receiver or group leader timeouts have the length Ì · ´Ï À¾ µ · ´ À¾ µ · ´ µ, where Ì is the timeout period and Ï À¾ the waiting time before processing starts at a group leader. À¾ is the random delay a receiver or group leader waits before a NAK is sent. This delay starts with the discovery of packet loss at the first receiver. In case of no NAK suppression it ends with the expiration of the backoff timer and the transmission of the initial NAK. After a number of unsuccessful sent NAKs, this round ends with a final successful sent NAK to the sender. This includes the propagation delay to the sender, the sending of the data packet, the propagation delay to the receiver and receiver processing of the received data packet. The mean loss recovery delay is:
The number of necessary transmissions for a single receiver Ö, ´Å À¾ Ö µ, as well as the number of empty rounds, in which no retransmission is sent due to NAK loss, ´Ç Öµ, are given in [10] .
6) Overall Delay of Protocol (H2)
If no retransmission is necessary, the delay from the initial transmission ´Áµ is:
For obtaining the overall delay, we determine the probabilities that no data loss occurs, that a node misses a packet but the parent node is able to retransmit it, that a node and its parent misses that packet and the next parent retransmits it and so forth and multiply these probabilities with the expected delays. The overall delay is then:
Now we obtain the delay of a SAK. Although SAKs are sent periodically, we want to determine here the delay starting from the sending of a data packet and the reception of the last SAK packet belonging to this data packet. As there is no retransmission mechanism for lost SAKs in (H2) we assume that they are reliably delivered. We have to use the processing delay of control packets ´ µ instead of periodic control packets since we obtain the delay on condition that a SAK is actually being sent.
The delay to reliably deliver a certain percentage of data packets is denoted by ´Ë À¾ µ. It can be obtained with a modified Ê À¾ as follows:
Å À¾ is obtained analogous to Eq. 17 of protocol (H1). The analysis of protocol classes (H3) and (H4) is similar to the analysis of classes (H1) and (H2). The detailed formulas can be found in [13] . 
V. NUMERICAL RESULTS
We examine the expected delays of the analyzed protocols by means of some numerical examples. According to measurements in [16] we have chosen the delay ¼¼ × for data packets and ½ ¼ ¼ × for control packets. Analogous to [5] , the packet processing times are assumed as constant with no variability, i.e. A discussion of reasonable values for the NAK suppression time can be found in [5] . We have chosen a lower suppression time due to our smaller local group sizes. Figure 3 shows the expected average delay, the threshold delay to reliably deliver all packets with probability 0.999 and the round trip delay for all considered protocol classes with varying number of receivers. Additionally, two non-hierarchical approaches (A1) and (N2) are included to compare their scalability. Protocol (A1) is an ACK-based protocol similar to (H1) and (N2) is a NAK-based protocol with NAK suppression similar to (H2). Protocol (A1) and (N2) are explained in more detail in [10] . Data and control packet loss probability is ¼ ½ (left side) and ¼ ¼½ (right side). The data rate is Figure 4 plots the delays for 5000 receivers with varying sending rate .
In contrast to non-hierarchical approaches, all tree-based protocols provide scalability for all group sizes and in most cases, they result in lower delays even within the scalability range of (A1) and (N2). While the low packet loss probability of Figure  3 .b results in almost identical average delivery delays close to the propagation delay of the network, Figure 3 .a allows a more detailed view. The NAK protocols result in higher average delivery delays as well as threshold and round trip delays. This results from the receiver-initiated loss detection. Recall that receiver-initiated protocols detect packet loss by a gap in the sequence number, i.e. not before a subsequent packet is correctly received, which results in higher delays for retransmissions. Figure 3 .c and 3.d plots the threshold delivery delay to deliver all messages with probability 0.999. While the average delivery delay of all protocol classes within their scalability range and with low loss probability is close to the propagation delay of ½¼Ñ×, since most nodes need no retransmissions, the threshold delivery delay is significantly higher. For applications having a time constraint to deliver all messages, threshold delay may be more important than average delivery delay. Analogous to average delivery delay, ACK-based protocols have a significantly lower threshold delay. With probability 1 for reliably deliver all packets, the threshold delay of our analysis would be infinite for all protocol classes, since there exists a low but non-zero probability that an infinite number of retransmissions is necessary. Our simulation results in [13] indicate that the threshold delay for ¼ is a good approximation for the delay to deliver all packets correctly. Figure 3 .e and 3.f shows the expected average round trip delay of the analyzed protocol classes. After this time, the sender can remove the data packet from memory. Besides freeing buffer space, the round trip delay is important if a window based sending scheme for flow and congestion control is used. In this case the round trip delay may limit the throughput, since throughput is basically given by Ù Ö×Ô ÖØ [2] . Recall that the round trip Figure 4 : Delays with respect to the sending rate delay for protocol (H1) and (H2) is assumed to encompass only the direct child nodes of the sender while the round trip delay for protocol (H3) and (H4) encompass the whole control tree. The round trip delay for (H1) and (H2) decreases with the tree height. This is caused by our assumption that an increased tree height results in lower delays between the sender and its direct child nodes, since all members of a local group are nearby. As the round trip delay with AAK protocols considers all local groups from a leaf node to the sender, for (H3) and (H4) it increases with the tree height. The effect of the receiver-initiated loss detection can be studied in detail in Figure 4 with varying sending rates. For low sending rates this loss detection delay is the dominant delay. For example, with sending rate ¼ ¼¼¼½ ½ Ñ× it takes about 10s (½ ) to detect packet loss. You can see in Figure 4 .c and 4.d that the threshold delay is indeed about 10s, almost independent of the loss rate. With respect to the average delivery delay, only nodes that have lost a packet are affected by the loss detection delay. Therefore, for loss probability 0.1 only 10% of all nodes need to wait 10s for detecting a packet loss; all other nodes receive the packet from the initial transmission. Therefore, the average delay is about 1s. With packet loss probability 0.01, the average delay is decreased by about the factor 100. As packet loss is detected by the sender for protocol (H1) and (H3), their delays are independent of the sending rate. If the sending rate exceed a certain limit ( . Within the scalability range of a protocol class, the average delivery delay is hardly influenced by the branching factor. Since an ACK-based protocol is only scalable for up to 50 nodes with the given sending rate, a branching factor of more than 50 nodes cannot be supported by (H1) and (H3). The threshold delay and round trip delay provides more interesting results. For all protocol classes, the threshold delay decreases with increasing branching factor until a protocol class is saturated by the feedback implosion. This is caused by the decreased tree height and therefore faster retransmissions in the worst case. With respect to round trip delay, there is a minimum delay at a branching factor of 10 to 20 for protocol (H3) and (H4). Since (H1) and (H2) uses normal ACKs rather than hierarchical ones, the lowest round trip delay is achieved with a small number of child nodes.
In [13] we have simulated the RMTP and TMTP reliable multicast protocols to compare the simulation results with our numerical results. The simulations show, that our analysis is able to predict very precisely the behaviour of the various protocol classes.
VI. SUMMARY
We have presented a comparative delay analysis of tree-based reliable multicast protocols. Besides the average delivery delay we have considered the delay to reliably deliver all packets and the round trip delay.
Our numerical results showed that all tree-based protocols provide low delays and good scalability compared to nonhierarchical approaches. From the four considered protocol classes, NAK-based protocols achieve the best scalability but ACK-based protocols achieve the lowest delays. With respect to protocols with aggregated ACKs (AAKs), which provide reliability even in case of node failures, we can conclude that the increase in delay compared to protocols without AAKs is negligible.
