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(Received 1 October 1990; accepted for publication 28 January 1991) 
Deep-level transient spectroscopy (DLTS) measurements have been made to obtain the 
activation energy and capture cross section in Schottky diodes. Previous theories for interface 
state density (ISD) functions, which are derived for metal-semiconductor junctions, 
made approximations that were inappropriate. This paper derives improvements to the 
previous analysis and calculates ISD using the measured DLTS data. As for examples, 
Schottky diodes of Si, GaAs, and A1,Gal -,As have been investigated with both methods. It 
has been found that the previously used method overestimated both the peak maximum 
position and peak height of the ISD. 
I. INTRODUCTION 
The interface state density (ISD) is one of the most 
important parameters in the study of metal-semiconductor 
junctions or Schottky diodes. Recently, several papers’-* 
have appeared on the subject outlining the usefulness of the 
deep-level transient spectroscopy (DLTS) data in the in- 
vestigation of ISD in compound semiconductors, such as 
GaAs, Al,Ga, _ xAs, etc. No doubt, by performing either 
capacitance or current spectroscopy one can obtain accu- 
rate signatures of the active defect centers. However, the 
techniques used for the analysis of the experimental data 
still need improvement. 
To alleviate this problem, Zhang et ~1.~ have proposed 
a simple theory illustrating a calculation of the ISD in 
Al,Ga, _ .As. In their work, they emphasized the DLTS 
data obtained from isothermal capacitance transient spec- 
troscopy (ICTS). The purpose of the present paper is to 
point out that in the Zhang et aL6 theory the expressions 
for ISD (N,,) and the position of energy maximum 
(E,,,) are not justified due to an approximation they made 
in evaluating the integrals involved in their theory. We 
show in this investigation that when those integrals are 
properly evaluated, one gets quite different final expres- 
sions for N,, and E,,,,,, which lead to different results for 
the distribution plots. 
II. THEORY AND CORRECTION 
Calculation of the distribution function can be 
achieved via the charge density function Q,,. A change in 
the charge density in ISD due to emission during sampling 
time tl-ca may be written as 
s 
EF( 12 ) 
AQsdw, 1 =q Ns,W)S(r,E) d-6 (1) 
EF( fl ) 
where T is the emission time constant and S( 7,E) the spec- 
tral function. The two functions can be expressed as 
(2) 
7= W(~,u,t,N,) 1 exp[ WC - WW 




S(7,E) =exp[ - tl/~] - exp[ - t2/~], (3) 
where (T,, is the emission cross section, uth the thermal ve- 
locity, N, the effective density of states in the conduction 
band edge, g the degeneracy factor, EC the conduction band 
energy, and k the Boltzmann factor. It can be shown that 
C(t$ EF(t2z) 
AC( t2,t,) =- 
NdE s 
N,,(EW(r,E) d-J% (4) 
EF( rI ) 
where AC is the DLTS signal corresponding to the sam- 
pling time tl and t2, Nd the trap density, and E the dielectric 
constant. According to the mean value theorem, ifp(x) is 
a slowly varying function in x and g(x) a sharply peaked 




g(x) dx, (5) 
wherep,,, is the value ofp(x) at the peak ofg(x). There- 
fore, for our case, we can write 
at,)* 
s 
E/d fl ) 
AC(t,,t, I= - NsU%n,,) NdE 
S(r,E) dE, (6) 
E,d 5 ) 
which gives 
Nss(%,,) = Ac;;tT;;8) ( j- S(7,E)) -’ dE. 
(7) 
An evaluation of the integral can be carried out by switch- 
ing the variable from E to 7 
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TABLE I. Sample data. Note that the data presented in this table are obtained from the Arrhenius plots of the measured DLTS. These data are then 





(x = 0.385) 
Method Lab code 
Bulk NBS2 






DC2 NS NT 
(2) (cm*) (cm-‘) (cmw3) 
0.54 5.4 x 10 - I5 0.30 x 10’6 0.03 x 10’6 
0.76 2.0 1.07 0.30 




E,d t2 ) 
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=kT Led - hx) x(t2) 
- exp ( - t2x>]x - ’ dx, (8) 
where x = l/r. Now expanding the two exponential terms 
as power series before integrating and writing the time 
constant for maximum energy as, 
(9) 
we obtain for the integral 
s S(7,E) dE= kT ln(12/h)(t2 - 4) (t2 - t,) 
ln2(t2/tl) (4 - 4) 
- 
4(b - 412 
+ 
ln3(t2/tl) (r: - t:) 
18(~7 - t113 
ln4( t2/tl ) (ti - t:) - 
96(t, - t1)4 + *“-‘* * 1 
(10) 
Up until now we made no approximation except that 
we chose the time constant at Em,,. The higher order terms 
were dropped in the Zhang et al. paper.6 It turns out that 
these terms are not insignificant and may be retained by 
selecting t2 = Rt, for the higher order terms. Thus, we find 
s ( ln2 R S(7,E) dE=kT In R - 4(R _ 1)2 (R2 - 1) 
ln3 R 
+ 18(R - I)$ tR3 -l) 
In4 R 




S(T,E) dE=kTI(R), (12) 
where I(R) represents the expression in the square bracket 
in Eq. ( 11). It then easily follows that 
(13) 
with 
Emax=Ec- kTln[a,(E,,,)UthNc(t2 - tl)/l(R)l. 
(14) 
III. ANALYSIS AND RESULTS 
In order to investigate the distribution function N,, we 
have considered several Schottky diodes as illustrated in 
Table I. A detailed description of the sample preparation 
and history are described elsewhere.‘-* Experimental mea- 
surements were done on a fully automated ICTS system. 
All isothermal capacitance transients spectra (ICTS) were 
captured at 1 MHz frequency in the temperature range 
100-300 K at 2 K intervals. We applied several bias and 
pulse voltage combinations in the respective plots. The 
heart of our measurement system consists of HP4280A 
C-meter, LSDRC91C temperature controller, HP8 112A 
pulser, and 2248 computer with HP7475A plotter. 
Data analysis was done using modulating function 
(MF) waveform analysis as discussed in our earlier paper.’ 
This technique is rapid, accurate, and requires no presup- 
position of trial parameters. With the MF technique one 
can now obtain an effective activation energy. Briefly, one 
can formulate an integral equation with MF 4(t) 
s 




X e - “‘i&t) dt, (15) 
T* 
where T, is the end-time and T, the start-time of the tran- 
sient. To obtain A, the amplitude function, the required 
condition to satisfy is 
cm+ 1) 
i: +a$ +.....+a, c =o, (16) 
with the a, coefficients written to satisfy the condition 
(ml (m-1) 
7 -a, 7 + . . . . . + ( - l)?=O. (17) 
The MF derivatives are then normalized to zero at the two 
transient times 
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FIG. 1. DLTS signal plot for GaAs (Si-implanted), (sample GASI), 
diodes. Pulse bias voltage - 3-O V was applied. 
These equations now lead to 
s T, h(t) dt +al et)(t) dt + . . . . . T, 
I 
T, (m+ 1) 
+ an C 4(t) dt=O. (19) 
TI 
Using partial integration, Eq. (19) can be reduced from 
C-differential to +( t)-differential 
s T, s 7-e Cd,(t)dt-al Ci$ (t) dt T* TS 
s 
(m+l) 
+ . . . + ( - l)mam ,” C 4 (t) dt=O. (20) 
I 
If one considers MF’s of the form UV, the product deriv- 
ative rule gives 
FIG. 3. DLTS signal plot for A1,38SGa.b,5As (sample GAM) diodes. 
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FIG. 4. Distribution function plots for sample GASl. 
DLTS Plot of Si(p+n Au-doped) 
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FIG. 2. DLTS signal plot for Si (Au-doped), (sample NBS2), diodes. 
Pulse bias voltage - 6-O V was applied. FIG. 5. Distribution function plots for sample NBSZ. 
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FIG. 6. Distribution function plots for sample GAL4. 
Cm) (m-i)(i) 
4 (t)= c (iI” u v. (21) 
To test the convergency, one can select several different 
types of functions; all should give the same results if the 
analysis is correctly done within the limits of computa- 
tional errors. 
In this particular investigation, we have selected a 
power function of the type, which is known to work well in 
our earlier paper,8 
#(t)=(t- Ts)PqTe-r)P2. (22) 
The mth derivatives of the two product functions are then 
Cm) 
u = [P,!/(P, - m)!] (t - TJP’ -m, (23) 
and 
Cm) 
V=( - l)m[p,!/(p,--)!](T,--)9-m, (24) 
which can be substituted in Eq. (2 1). The values of Ai and 
ri were thus obtained from the measurement of ICTS at 
each value of the temperature. The measured plots of the 
DLTS signal for three samples, NBS2, GASI, and GAL4, 
are shown in Figs. l-3, respectively. In all these samples, 
we have concentrated mainly on the predominant deep 
levels, for example EL2 level in GASl, etc. 
IV. CONCLUSIONS 
We show our calculated results in Figs. 4-6 for the 
three samples. From Table I we note the values of activa- 
tion energy EA, emission cross-section 0, and trap density 
TABLE II. Four terms of the rate function in Eq. (12). Relative impor- 
tance of the four terms in Eq. ( 12) are shown for several values of the rate 
window parameter R. 
R First Second Third Fourth 
5 1.60 3.84 0.4408 0.1664 
7 1.95 7.53 0.6442 0.2732 
10 2.30 14.55 0.9263 0.4442 
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TABLE III. Shift parameters. This table illustrates the percentage differ- 
ence of the peak maximum positions and peak heights of the ISD when 
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“See Ref. 6. 
Nr. These values are seemingly in good agreement with the 
values reported earlier from similar measurements. ‘o-” We 
have included here the results of C-V profiling data also for 
the carrier concentration Nr These numbers fall in the 
range 1015-10’6/cm3, in accord with the known results of 
these materials. However, the distribution function plots 
N,,, as presented in Figs. 4-6, indicate that the Zhang et 
al6 equations obviously overestimate the peak maximum 
positions and peak heights shifting them to higher values. 
In an effort to attach some numerical significance to 
these results, we consider various error values and experi- 
mental parameters. In an investigation of the present type, 
experimental data are usually taken with a rate window 
setting of R < 10. In most cases, it is preset between 5 and 
7. Since any further reduction of Eqs. (10) or (12) does 
not seem possible, at this time we will proceed numerically. 
For the calculation of N,,, it is sufficient to keep the first 
three or four terms. With any AT desk-top computer this 
can be easily achieved. This is what was done in the present 
investigation, where the DLTS data were processed with a 
rate window of R = 7. For this case then the magnitude of 
the rate function turns out to be I(R) = 5.55, instead of 
being 1.95 as in the previous work.6 These calculations are 
shown in Table II for several values of R. The accuracy 
and sensitivity achievable in the present analysis are de- 
fined mainly by the limits in the measurement of temper- 
ature and transients, i.e., AT= *to.01 K and 
AC= *O.OOl pF. These result in an accuracy for the ac- 
tivation energy of AE, = =J=O.Ol eV and DLTS signal of 
A( AC/C) = f 0.001. Subject to these factors, we have fur- 
ther checked the percentage of shifts between the present 
and the previous method for the peak maximum positions 
and peak heights of the calculated ISD plots. These num- 
bers are illustrated in Table III. On the average, however, 
we find that both Ema, and (N,,),,, are overestimated, 
respectively, by about 5.77% and 308% in the Zhang et al. 
paper.6 
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