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BENDRIK JOHANNES BEAUJON. Multidimensional Graphical Representations 
by Chernoff-type Faces in Color: Assigning Data Coordinates to Face 
Parameters through Principal Component Analysis. (under the direction 
of DR. ALAN B. CANTOR) 
A B S T R ACT 
A new Chernoff-type face in color has been developed for purposes 
of representing and analyzing multidimensional data. This cartoon-like 
but fairly realistic face is defined by 20 parameters, including 4 
color parameters. The programming was done in extended BASIC on the 
Hewlett-Packard 9845C color graphics computer. 
A method based on the mean pooled variances of parameter values 
within observed clusters was developed in order to establish an 
empirical rank order of importance among the face parameters. It was 
found experimentally that the smile, the outline of the face, and 
certain eye parameters were among the most important. 
Using a model consisting of a mixture of multivariate normal 
distributions, data were generated artificially from four known 
populations in order to compare different schemes for assigning data 
coordinates to face parameters. Five different schemes were 
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experimentally evaluated with regard to their ability to recover known 
clusterings. The five methods were compared with one another, with 
random clusterings, and with the results of 
algorithms to the artificial data. 
applying numerical 
The assignment scheme best able experimentally to recover the 
known clustering was one where principal component scores were used to 
construct the faces rather than the original, raw data. Numerical 
algorithms which operated on the component scores were also generally 
superior to those operating on the original data. 
Using the new faces, a method was developed to cluster variables 
rather than the customary clustering of cases. This was compared with 
the clustering of variables through principal component analysis 
(varimax orthogonal rotation), and with numerical clustering algorithms 
which use the product moment correlation as a similarity measure. 
A data set consisting of psychological profiles of nine entering 
classes of physicians in a Family Medicine residency was utilized to 
illustrate some of the foregoing, and also to depict and analyze 
changes over time of entering class characteristics. 
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1.1 Representing Multidimensional Data by Faces 
In the rapidly advancing area of computer graphics it is becoming 
increasingly important to represent large quantities of complex data in 
a form which can easily be assimilated and comprehended by humans. The 
advantage of graphs over columns of figures is, of course, obvious and 
well-known. However, the usual graphing techniques are inadequate in 
situations where the dimensionality of data points exceeds three: it 
is then no longer possible to construct complete scattergrams and thus 
utilize the human's unique proficiency at visually detecting patterns. 
Projections which at one time use only two or three coordinates of 
multidimensional data, while at times definitely useful (Kolata, 1982), 
might not reveal relationships which depend on four or more data 
components. Problems occurring with traditional multidimensional 
graphical techniques such as glyphs, polygons, sine curves, etc. 
<Andrews, 1972; Bruckner, 1978) are an inordinate degree of focusing 
on individual features (Jacobs, 1976), as well as a 'forest for the 
trees' effect. 
Chernoff (1973) introduced a method of representing 
multidimensional data points by means of cartoon-like faces whose 
characteristics are determined by the coordinates of the points. Each 
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coordinate of a k-dimensional vector is mapped into an individual face 
parameter. Thus the first coordinate might be used to determine the 
size of the nose, the second coordinate could correspond to the width 
of the smite, and so on. This technique, which allows one to get a 
simultaneous impression of all coordinates of a data unit, has been 
used successfully in exploratory data analysis 
clustering. Applications have included areas of 
medical profiles of patients (Bonda et al., 1982), 
and heuristic 
such disparity as 
Soviet foreign 
policy toward emerging African nations (Wang et a1., 1978), and the 
lecturing ability of college instructors (Chan, 1982). 
A sometime critical issue in the construction of faces from data 
points, is the question of which data coordinate to assign to which 
face parameter. Unintended weighting of a particular data coordinate 
may occur simply because it is mapped into a face parameter which 
observers (consciously or not) consider important. When a natural 
mapping suggests itself (e.g., for financial figures, expressing high 
earnings as a wide smile), this should, of course, be exploited. This 
dissertation is basically concerned with assignment schemes for 
situations when such a natural mapping is not readily apparent. A 
number of assignment schemes based on principal component analysis of 
the data points are proposed and empirically evaluated. 
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1.2 Clustering 
The process of grouping or classifying is an activity encountered 
in many different academic fields where it may be variously known as 
classification, clumping, cluster analysis, clustering, unsupervised 
pattern recognition, taxonomy, typology, etc. One usually speaks of 
clumping when clusters are allowed to overlap. Classification is 
conventionally used when the categories are known and/or defined 
beforehand. Essentially in all these activities, one attempts to 
subdivide a set of data units into subsets which are homogeneous in 
some respect. Applications include disease classification, development 
of taxonomies, information retrieval, and speech recognition, among 
others. 
Used initially in the biological and social sciences, computer 
algorithms for clustering have proliferated in recent years (Anderberg, 
1973; Duran et al., 1974; Everitt, 1974; Hartigan, 1975; Dixon, 
1981). This proliferation is due in part to the many different notions 
regarding the nature of clusters and the 'space' they occupy (e.g., 
Euclidean or not), and in part to the diversity of goals among 
particular clustering applications. Among these goals are: model 
fitting, prediction based on groups, data exploration, etc. 
Tbe concept of cluster, although intuitively fairly clear, is 
difficult to define; and most definitions in the literature are 
either too vague or suffer from problems of circularity by their 
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explicit or implicit use of notions relating to contiguity, similarity, 
distance, homogeneity, inherent (dis)similarity, etc. For example, 
lendall and Buckland in their Dictionary of Statistical Terms 
define a cluster as 'a group of contiguous elements of a statistical 
population'. If one considers units of interest to be pOints in 
i-dimensional space, 'regions of space containing a relatively high 
density of points separated by regions with relatively low density' 
(Everitt, 1974) is perhaps an appealing, albeit quite general, 
characterization. This has been termed natural clustering, and indeed 
corresponds to what a human might visualize for k < 4 if the points 
were to be plotted in two or three dimensions. 
In a sense, of course, an algorithm with its clustering criterion 
together constitute an operational definition of a oluster. That is, 
clusters are what clustering algorithms find. The circularity of this 
is obvious. 
The (perhaps necessary) vagueness of the very oonoept of a cluster 
makes the comparison and evaluation of various clustering strategies 
often very difficult and sometimes impossible. However, as described 
in section 1.4, there has been some research on the ability of some 
computer algorithms to 'recover' known clusters (Kuiper et al., 1975; 
Blashfeld, 1976; Milligan, 1980). In order to make a pairwise 
comparison of two clusterings of the same data, one may compute a 
dissimilarity measure on the space of all clusterings of those data 
(Rand, 1971). The computation of this measure, which is used in the 
s 
analysis of results in section 3.3, is described in detail in section 
3.1. 
Combined with the Chernoff-face technique, the clustering 
procedure involves a) deciding on a scheme which assigns data 
coordinates to face parameters, b) constructing a face corresponding to 
each data point of interest, and c) subdividing the set of faces into 
subsets which to one or more observers appear alike. 
This dissertation includes a brief comparison between the results 
of the heuristic clusterings obtained by grouping faces, and those 
yielded by numerical clustering algorithms operating on the data which 
gave rise to the faces. 
1.3 Uses, Advantages and Disadvantages of Faces 
The Chernoff face technique allows the representation of 
mul tivariate data, possibly subject to complex andlor strong 
relationships, in such a way that an observer can quickly comprehend 
relevant information and, perhaps, subsequently apply appropriate 
statistical analyses. Now, in general, a graphical representation may 
be used, among others, as a means of conveying or illustrating 
information, or as a tool for exploratory analysis; some graphs are 
precise enough to allow some limited computation. The face technique, 
while of little or no value for computing or communicating numeric 
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specifics, is potentially extremely useful for discerning and 
illustrating complex relationships, and detecting similarities or 
changes over time. 
Bruckner (1978) envisions the following uses for Chernoff faces: 
1. Displaying data in a convenient form. 
2. Aiding the discovery of clusters and/or outliers. 
3. Showing changes over time. 
The efficacy of this type of display has been documented by Jacobs 
(1976). 
Chernoff's conjectures (1978) about why faces constitute a good 
method of graphical representation include: 
1. People learn very early to study and react to real faces. 
2. Faces are perceived as a B~Jl~j!. One is able to select 
relevant information and filter out noise (when looking 
at a limited number of faces). 
3. It has been conjectured that we make mental caricatures 
of real faces. A consequence of this might very well 
be that cartoon-like faces are more effective as a 
graphical representation than more realistic faces. 
7 
Graphical representation by means of faces has the following 
advantages: 
1. Faces are easily recognized and described. 
2. There is a commonality of language: for example, one can refer 
to the cluster 'with a worried look' (see Jacobs, 1976). 
3. Clusters are sometimes almost self-evident. 
4. The data components combine into a single impression or j~1!~1!. 
s. Stereotypic meaning already present in faces may be exploited in 
the representation of data (see Jacobs, 1976). 
Disadvantages of faces are: 
1. There is an inherent danger of misrepresentation. An observer 
might erroneously infer that a smiling face signifies relative 
superiority in some sense. Unintended psychological attributes 
might also be inferred. 
2. The resulting clusterings are, of course, subjective but a 
'consensus clustering' might counter this to some degree. As has 
been noted in section 1.2, the concept of cluster is itself 
admittedly imprecise. 
3. There is no general agreed-upon method of assigning data 
coordinates to facial features. Thus oifferent schemes might 
lead to different clusterings. 
4. A fairly sophisticated coruputer program including plotting 
routines and equipment is required. However, with the great 
£ew popularity of personal computers with good graphics 
capabilities, this is becoming less and less of a problem. 
Photographing faces off the CRT screen, as was done in this 
study, can, of course still be a tedious procedure. 
1.4 Review of the Literature 
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The basic idea of representing multivariate data by faces was 
introduced by Chernoff (1973). All face construction methods reported 
in the literature since then have been black-and-white line drawings. 
The face construction method described in this dissertation is the 
first example known to the author of the use of color combined with 
Chernoff face s. 
Randomly permuted schemes for assigning data coordinates to face 
parameters were compared by Chernoff et al. (1975). A controlled 
experiment, involving subjects who were asked to classify faces 
originating from two distributions known by the experimenters, yielded 
a classification error of approximately 25 percent. 
Jacobs (1976) compared the classification performances of subjects 
using faces versus other types of multidimensional displays. Be also 
reported some interesting results establishing an association between 
the stereotypic conceptions of psychological attributes as based on 
scales of the Minnesota ~fultiphasic Personality Inventory (MMPI) and 
certain types of cartoon faces. 
Wang (1978) contains descriptions 
applications of the face method. 




wide variety of 
and castles as 
multidimensional representations, described a feature assignment scheme 
which is itself based on some preliminary clustering. This seems to 
involve considerable preprocessing of the data. 
Flury and Riedwyl (1981) extended the face concept to allow 
asymmetry, i. e. , allow ing the left and right side of the face to vary 
more or less independently. This permi ts double the number of 
variables. Disadvantages of B£9J1 asymmetry would seem to be a) loss 
of the face .8£J!!l! and b) the fact that distinct and quite different 
data vectors could result in faces which are approximately each other's 
reflection, leading perhaps to unwarranted impressions and hence faulty 
clustering. Asymmetrical faces were used with success on inherently 
paired data (e.g., twin studies; Flury, 1981). The faces developed 
in this dissertation used (symmetrical) Flury and Riedwyl faces as the 
point of departure, while adding suitable modifications (color, pupils, 
etc.; see section 2.3) 
Kuiper et al. (1975) performed a comparison of six numerical 
clustering algorithms for different types of data generated randomly 
from bivariate and multivariate distributions. The performance of the 
methods varied with the type of distributions and the number of 
pre-existing clusters. 
10 
Blasbfeld (1976) compared four agglomerative clustering methods 
with various data sets consisting of multivariate mixtures of samples 
from different populations. 
generally to perform best. 
The minimum variance method seemed 
Milligan (1980) studied the effect of error perturbation on 
different clustering algorithms. 
As was noted in section 1.2, the literature on clustering, 
taxonomy, etc. is vast and ever growing. 
1.5 Objectives and General Overview of this Dissertation 
The objectives of this study were as follows: 
1. To develop, for purposes of graphically representing 
multivariate data, a realistic Chernoff-type face in color. 
2. To develop a methodology for comparing the relative 
importance of individual components of a multidimensional 
graphical representation, including the color parameters. 
3. To explore and evaluate schemes 
coordinates 
clustering. 






4. To apply the face methodology to a clustering of variables 
(rather than the customary clustering of cases). 
s. To de~onstrate the feasibility and utility of some of the 
foregoing by application to a real set of data. 
An eXisting black-and-white face construction program (Flury, 
1980) was extensively modified and reprogrammed in extended BASIC for 
the Hewlett-Packard 984SC color graphics computer. The principal 
modifications involved the addition of four color areas: tbe bair, 
lips, iris, and flesh tone of tbe face. These four colors participate 
as parameters of tbe face. The construction of the eye was al so 
modified, including the addition of a variable size pupil, (see section 
2.3 for further details), The total number of parameters in the new 
face is 20. 
The colors were deliberately kept within a 'normal' range, e.g., 
no green faces or pink hair. It is surmised that by making a color 
sufficiently 'wild', one could induce a clustering based to a 
considerable, and probably inordinate, extent on that color parameter. 
This was not pursued, however. 
An empirical rank order of importance among the 20 face parameters 
was established by considering clusterings by 20 subjects of 40 
randomly generated faces. The mean pooled variance of each parameter 
over all clusters and clusterers was used as an inverse measure of the 
12 
relative importance among the parameters. 
For purposes of addressing objective 3, a mixture model of 
multivariate normal distributions was utilized where the mean vectors 
and the covariance matrix were randomly generated. Schemes which 
assign data coordinates to face parameters depending on loadings of the 
individual data coordinates on the first principal component were 
explored. Sets of faces which were based on the principal component 
scores, rather than on the original, raw data, were also constructed 
and studied. 
The resulting sets of faces were experimentally clustered. These 
clusterings were compared with each other, with random clustering, and 
with several numerical clustering algorithms. 
Objectives 4 and 5 were addressed through the analysis of a data 
set consisting of psychological profiles of nine entering classes of 
physicians (130 residents with 31 individual subscores) in the 
Department of Family Medicine of the Medical University of South 
Carolina. A series of faces corresponding to class averages was 
constructed to depict and analyze changes over time of entering class 
characteristics. This set of faces appears in Figure 6. 
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CHAPTER 2 
COMPUTER GENERATION OF THE FACES 
2.1 The Computing Equipment 
The faces were generated on the Hewlett-Packard 9845C, a 16-bit 
color graphics computer which has 186940 bytes of read-write memory, 
and e~tended BASIC and the operating system in read-only memory. This 
machine has the following components and features: 
a) A IS-inch (diagonal) cathode ray tube (high-resolution shadow mask 
CRT) with the ability to display up to 4913 different 
'pseudo-colors'. Section 2.2 describes how the user generates color 
using e~tended BASIC commands. The system allows graphics and 
alphanumerics to be displayed simultaneously on the CRT (and also 
allows each to be cleared independently). 
b) eight user definable soft keys located along the bottom of the CRT. 
These may be used, among others, for selective branching. 
c) a light pen with accurate picking and fast tracking. 
d) a typewriter-like key board with the 128 ASCII character set. This 
board has, in addition, 16 special-function keys used particularly 
for program editing and manipulation. 
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e) A hard-copy thermal printer with a capacity of 480 lines per minute. 
Using this printer, one may reproduce the CRT graphics (in 
sray-scale) on thermal paper. 
f) Two cassette tape drives, each with a storage capacity of 217K 
bytes. BASIC programs as well as data files may be recorded on each 
cassette. 
h) A Hewlett-Packard 9872C flatbed incremental plotter with eight 
colored pens. 
i) An asynchronous terminal emulator mode which may be used to transmit 
to the OP 984SC data which has been generated 'off-line' on a 
mainframe computer, in this instance the PRIME 550 of the Department 
of Biometry of the Medical University of South Carolina. 
2.2 Color on the Hewlett-Packard 984SC 
Color on the BP 984SC is accomplished through single picture 
elements called pixels. Each pixel consists of three triangularly 
arranged phosphor dots: one for each of the primary colors, red, blue, 
and green. By selectively turning on each of the dots, one can achieve 
eight possible colors for each pixel: red, blue, green, magenta, cyan, 
yellow, white, and black. The pixels are themselves arranged in 4x4 
arrays. 'Pseudo-colors' are achieved (in the ROM firmware) by mixing 
IS 
the eight basic colors in various proportions within each 4x4 array. 
There are 4913 distinct 'pseudo-colors'. This is all done at a high 
level of programming through extended BASIC commands. 
One may choose between two modes of color control, each with its 
own extended BASIC command: the AREA INTENSITY command and the AREA 
COLOR command. 
a) The AREA INTENSITY command. This is called the 'color cube model'. 
The user specifies three parameters in a BASIC statement as 
follows: 
AREA INTEN SITY 
The three parameters control the intensity of the three primary 
colors: 
PI = intensi ty of red 
P2 = intensi ty of green 
P3 = intensity of blue 
The parameters vary from 0 to 1. 
Exampl e s: AREA INTENSITY 1,1.1 <=) white 
AREA INTENSITY 1,0,0 (==) red 
AREA INTEN SITY 0,0,1 (==) blue 
AREA INTENSITY 1,1.0 (==) yellow 
AREA INTEN SITY .S,O,O (=) pink 
b) The AREA COLOR command. This is called the 'color cylinder model'. 
This is the model used for generating face colors as described in 
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this dissertation. The user specifies three parameters (again each 
varying from ° to 1) as follows: 
Examples: 
AREA COLOR where 
PI = hue, the 'color'. 
P2 = saturation. This specifies the extent to 
which the hue appears to be mixed with white. 
P3 = luminosity. This specifies the intensity per 
unit area. 
AREA COLOR 1,x,x (=) red 
AREA COLOR .5,x,x (=) blue 
AREA COLOR 0,0,0 (=) black 
AREA COLOR 1,0,1 (=) white 
When the FILL option is used in certain plot commands, the latest 
executed AREA INTENSITY or AREA COLOR command is in effect. 
For example, RECTANGLE 30,40,FILL plots a 30 x 40 rectangle and 
fills it with the current color. Another plot command frequently used 
in the face program is the POLYGON command. POLYGON 20,8,FILL draws a 
regular 8-sided polygon, whose center is located at the current 'pen 
position', and with distance from the center to each vertex equal to 
20. Within the bounds of the resolution, a regular 60-sided polygon is 
indistinguishable from a circle. 
As may be seen on several of the photographs, certain combinations 
of hue, saturation, and intensity result in some graininess. After 
17 
Go.siderable experimentation, it was still not possible to remove this 
.ffeet which, for purposes of clustering, turned out to be unimportant. 
The command MATPLOT A,FILL draws a polygon whose coordinates are 
stored in array A, and fills it with the current color (i.e., the 
latest executed AREA COLOR command). It is also possible to fill 
!!JJj~! a specified area. This was extremely useful for eliminating 
parts of the iris and the pupil which lay outside the eye contour. The 
parts not wanted were eaSily deleted by subsequently filling in the 
pint flesh tone of the face outside the eye contour. 
Some extremely useful commands are the LOCATE and the SCALE 
instructions. Used in combination, these allowed the generation of 
multiple and variable size faces by simply changing three program 
parameters. 
2.3 Modifying an existing black-and-white face method 
The point of departure for the face construction method reported 
in this dissertation was an existing FORTRAN program for constructing 
faces which consist of black-and-white outlines (Flury, 1980). These 
Flury and Riedwyl faces, some examples of which are depicted in figure 
1, were chosen because they seemed to be the most attractive among the 
faces reported in the literature. They allow for asymmetry; indeed, 
they were designed for that purpose. However, for purposes of this 
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dissertation the asymmetry capability was not used at all, so that the 
new faces are symmetrical except for the horizontal displacement of the 
iris plus pupil combination. Symmetrical iris plus pupil positions 
may, of course, result in cross-eyed faces. 
The new face was programmed in extended BASIC for the BP 984SC 
using the mathematical definitions of some of the facial curves as 
described in Flury (1980). The range of parameters was altered in some 
cases. Other parameters were merged. For example, the horizontal 
displacement of the eye contour and of the corresponding eyebrow were 
made into a single parameter. This ensures that the eyebrow is always 
vertically aligned with the corresponding eye. 
The new face has an iris as well as a pupil. This iris plus pupil 
combination has a vertical as well as a horizontal displacement 
parameter. The black pupil has a size parameter which allows it to 
vary from a pinpoint to almost the size of the iris which has a color 
parameter varying from light blue to a fuller blue. The horizontal 
position of the iris plus pupil varies from the center of the eye 
contour to the most rightward possible and yet visible position. The 
horizontal displacement was limited to only one direction in order to 
avoid the potentially troublesome situation where two faces might be 
identical except that one glances to the right and the other to the 
left. The danger lies in that two faces might arise from different 
data and yet be identical except for the direction of the glance. The 
new faces can only glance to their left. As discussed in section 1.4, 
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this mirror image problem might also be a nuisance with asymmetrical 
faces. 
Four color parameters were added: the hair color, the flesh tone 
of the face, the iris, and the mouth. These four color areas 
participate as parameters of the face. Using the saturation and hue 
features of the AREA COLOR command on the BF 984SC, the colors are 
allowed to vary smoothly as functions of the corresponding parameter. 
The new face has 20 parameters as shown in Table 1. The complete 
mathematical speCification of the features in terms of the parameters 
may be found in Appendix A. Listings of programs, and user 
instructions may be found in Appendix B. 
The program CLFACE consists of approximately 400 lines of extended 
BASIC code. Drawing each face takes a little less than a minute, 
regardless of SCALE parameters. 
Figure 2 shows the range of each individual parameter. Each face 
on the left has the particular parameter equal to 0, while the face on 
the right has that parameter value equal to 1. 
are held at the average value of .5. 
All other parameters 
Figure 3 shows a series of faces changing gradually from a 
'minimal man' (all parameters = 0) to a 'maximal man' (all parameters = 
1). 
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Table 1 Description of the 20 Face Parameters 
Parameter Description 
1 Horizontal displacement of the eye contour 
2 Vertical displacement of the eye contour 
3 Width of the eye contour 
4 Horizontal displacement of iris plus pupil 
5 Vertical displacement of iris plus pupil 
6 Radius of the pupil 
7 Slant (rotation) of the eye 
8 Height of the eyebrow 
9 Curvature of the eyebrow 
10 Bushiness of the eyebrow 
11 Width/shape of the nose 
12 Thickness of the lips 
13 Curvature of the lips (smile) 
14 Upper hair line 
15 Shape of face (cheek line) 
16 Hair-face border line 
17 Flesh tone of the face 
18 Color of the lips 
19 Color of the iris 
20 Color of the hair 
Fig. 1 Examples of asymmetrical 








ASSIGNING DATA COORDINATES TO FACE PARA~mTERS 
3.1 A Metric on the Space of Clusterings 
When considering non-overlapping clusters, one may use the terms 
'clustering' and 'partition' interchangeably. 
Le t C = Lx. I i = 1, ••• , n ) be a fin i t e colI e c t ion 0 fob j e c t s • 
1 
A parti tion 11 = { P . I i = 1, ••• , k ] 
1 
is an exhaustive, non-
overlapping class of subsets of C. 
~ 
~lhat is, U P. = C and P. n P. :: " if i 1= j 1 1 3 l..:.\ 
Membership in the same subset P is obviously an equivalence 
m 
relation: 
x. _ X. 
1 3 
if and only if x.sP 
1 m 
and x. sP 
3 m 
for some m. 
One may compare two partitions TTl and T12 of the same set C 
(Rand, 1971; Milligan, 1980) as follows: 
Construct the dissimilarity n x n matrix M 
where m .. :: 1 if either a) x. ~ x. with respect to 111 
1J 1 3 
and Xi ¥ Xj w.r.t. TT2 
or b) x. ~ x. w.r.t. TT2 
1 J 
m.. = 0 0 t 11 e rw i s e • 
13 
and Xi # Xj w.r.t. TTl 
H is symmetric and has zeros along the main diagonal. 
n n 
Let t '" ~ 2. 
i=l J=l 
m •• , 
1J 
then t is a 
measure of dissimilarity between partition 111 and partition 
Ti2• Since M is symmetric and binary, t = trace (M
2 ). 
111 fact, each diagonal el ement of M2 equal s the sum of the 
corresponding row or col umn of at. 
011e may seal e t by d = tin (n-l) , o ~ d ~ 1. 
27 
Rand (1971) shows that d is a metric which assumes the value of 0 
for identical clusterings, and the value of 1 when one clustering 
consists of one single cluster, while the other clustering is composed 
of n singleton clusters. 
For purposes of computation it is easier to consider all n(n-l)/2 
pairs of objects in set C, and add 1 to t if both objects lie within a 
cluster for exactly one of the clusterings. Subsequently, to obtain d 
from t for scaling purposes, t should be divided by n(n-l)/2. 
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Let S = {1,2,3,4,S ,6} n = 6 n (n-l ) 12 = 1 S 
Le t 111 = {I, 2 , 6 ) {3 ,4 } { S } 
Let iT2 = {2,3,4 ,S} {1,6) 
0 1 0 0 0 0 
1 0 1 1 1 1 
M = 0 1 0 0 1 0 
0 1 0 0 1 0 
0 1 1 1 0 0 
0 1 0 0 0 0 
d = 7/15 
The total number of ways of partitioning n objects into m subsets is: 




of subsets, is 
(Berge, 1971) 
A recurrence relationship which allows for easy computation of 
N(D,m) is 
N(n,m) = N(n-l,m-l)+ m N(n-1,m) (Berge, 1971) 
N(n,l) = 1 
N(n,m), sometimes referred to as a Stirling number of the second 
kind, grows very fast' as a function of nand m. 
For example, 
It is clear that a complete enumeration of partitions is not very 
practical for any sizeable nand m. 
The following important points must be made: 
29 
1. This metric does not provide any indication as to the 
relative 'goodness' of a particular clustering but merely 
measures the distance between two clusterings. 
2. Even when one knows the correct clustering, it is not 
feasible to simply count misclassifications of individual 
units since the clusters themselves are not tagged. 
3. When one does know the correct clustering, the metric gives 
an idea Of the distance between an obtained clustering and 
the correct one. 
In section 3.3 a procedure is decribed where 24 subjects were 
asked to cluster variously produced sets of 24 faces into 4 clusters 
where the correct clustering was known. In order to interpret the 
subsequently computed dissimilarity measures and means (over subjects) 
of the dissimilarities, a Monte Carlo approximation was obtained of the 
distribution of the dissimilarity of a random partitioning of 24 
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objects into 4 subsets with a known, fixed partition. Also a 
distribution was obtained of the mean dissimilarity of 24 such random 
partitions. 
A listing of the program PARTIT24 may be found in Appendix B. The 
results of the Monte Carlo simulation are summarized in Table 2 and 
Table 3. 
Tbe technique which was developed for generating 11[24,4], a 
random partition of a 24-element set into 4 subsets, is as follows. 
Each element is randomly allocated to one of the 4 subsets, with the 
restriction that if an element is to be allocated to a hitherto empty 
subset, it should be the one of smallest possible index. This avoids 
duplication arising from a reordering of the subsets tbemselves. If, 
after all the objects have been allocated there are one or more empty 
subsets, this partition is discarded. Since 24 is much greater than 4, 
the number of discarded partitions is very small. 
The results of the simulation as presented in Tables 2 and 3 are 
based On 240,000 random partitions with 10,000 associated mean 
dissimilarities. 
Table 2 Monte Carlo Approximation of 
the Dissimilarity between Partitions 11.[24,4] and a 
1 
Fixed, Known Partition 11*[24,4] N = 240,000 
Dissim- f. 2 f. 2 f · IN. 
ilari ty J • {. 1 i~j 1 l"J - .......... _ .... _ .................. - ........ 
--~- ................. ---_ ..... __ ..... -
.22 15 15 .000063 
.24 15 30 .000125 
.25 115 145 .000604 
.26 220 365 .001521 
.27 267 632 .002633 
.28 698 1330 .005542 
.29 1956 3286 .013692 
.30 2917 6203 .025846 
.31 3568 977} .040713 
.32 12638 22409 .093371 
.33 15488 37897 .157904 
.34 34909 72806 .303358 
.35 25363 98169 .409038 
.36 37665 135834 .565975 
.37 47636 183470 .764458 
.38 24778 208248 .867700 
.39 18735 226983 .945762 
.40 5004 231987 .966613 
.41 3706 235693 .982054 
.42 2599 238292 .992883 
.43 737 239029 .995954 
.44 353 239382 .997425 
.45 414 239796 .999150 
.46 103 239899 .999579 
.47 43 239942 .999758 
.48 29 239971 .999879 
.49 15 239986 .999942 
.50 14 240000 1.000000 
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Table 3 Monte Carlo Approximation of the Mean (n = 24) 
of the Dissimilarity between Random Partitions 11.(24,4] 
1 --. and a Fixed, Known Partition II [24,4] N = 10000 
Dissim- f. ~ f. ~ f ./N 
ilarity J • (. 1 • (. 1 1 \,J 1,J -....... -... .-.~ .-.... ..... _ ........ ifIiIoI!oto' .-....--.............. ~- ...... -........ ~ 
.341 8 8 .0008 
.342 5 13 .0013 
.343 2 15 .0015 
.344 12 21 .0021 
.345 23 SO .0050 
.346 60 110 .0110 
.347 39 149 .0149 
.348 92 241 .0241 
.349 142 383 .0383 
.350 180 563 .0563 
.351 285 848 .0848 
.352 292 1140 .1140 
.353 430 1510 .1510 
.354 529 2099 .2099 
.355 545 2644 .2644 
.356 683 3321 .3321 
.351 156 4083 .4083 
.358 646 4129 .4729 
.359 864 5593 .5593 
.360 718 6311 .6311 
.361 838 1149 .7149 
.362 654 7803 .7803 
.363 495 8298 .8298 
.364 511 8815 .8815 
.365 426 9241 .9241 
.366 231 9472 .9472 
.367 203 9675 .9675 
.368 110 9785 .9785 
.369 93 9878 .9878 
.370 58 9936 .9936 
.371 33 9969 .9969 
.372 13 9982 .9982 
.373 14 9996 .9996 
.375 2 9998 .9998 
.376 2 10000 1.0000 
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3.2 Determining a Rank Order of Importance among Face Parameters 
3.2.1 Face Clustering Procedure 1 
Q~j!£!j~~: To develop a rank order of importance among the face 
parameters as perceived (consciously or not) by clusterers 
using these particular faces. 
M~!b~~: Consider the following 40 x 20 matrix X 
variables/face parameters 
1 2 3 20 
--------------------------------------~---
1 x1 ,1 x1 ,2 x1 ,3 x1 ,20 
2 x2 ,1 x2 ,2 x2 ,3 x2 ,20 




40 %40,1 x4O ,2 %40,3 · .. %40,20 
1. For each x .. , an independent random number was generated from the 
lJ 
uniform distribution on [0,1]. This was done using the PRIME BASIC 
uniform random number generator. The matrix X was created as a 
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data file on the PRI&rn 550 and passed to the OP 984SC using the 
asynchronous transmission feature. 
2. Using program CLFACE, a face was generated corresponding to each of 
the 40 rows of X. The program automatically numbers the faces in 
the lower right hand side of each frame. 
3. The 40 faces were photographed from the OP screen using a single 
lens reflex camera with 50 mm Fl.7 lens (F 4.0 and 1/8 second 
exposures, ASA 100 film). The 3 x 5 developed prints were placed 
in clear plastic envelopes to prevent smudging. It was not deemed 
necessary to remove the numbers (and copy them on the back as was 
cone in subsequent experimental clustering procedures) as there 
were no real 'clues' to be obtained from these numbers. 
4. 20 subjects were requested independently to cluster the 40 
photographed faces. The instructions were as follows: 
Group these pictures into eight to twelve groups of faces 
which to you appear alike. Do not form more than two groups 
which consist of only a single face. There is no right or 
wrong grouping; you will not be evaluated in any way. 
The subjects were recruited mostly from faculty and graduate 
students in the Department of Biometry of the Medical University of 
South Carolina. The resulting clusterings were recorded (Table 4). 
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Table 4 Clustering of 40 Random Faces by 20 Subj ects 
Sub j e c t s 
Face 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
---------~---~----~---------~---------~-------------~-~---
1 3 8 3 S 3 4 1 3 9 3 3 1 1 9 7 9 S 5 6 7 
2 7 2 7 3 1 3 3 4 11 5 7 10 2 6 5 4 8 7 1 5 
3 2 1 12 5 6 6 4 3 9 3 1 1 11 9 7 2 S 1 9 9 
4 8 7 9 1 1 7 8 1 4 S S 2 3 11 6 6 7 4 8 6 
5 5 8 3 S 10' 6 6 3 9 6 6 9 11 12 8 9 6 5 8 7 
6 8 7 6 4 6 4 7 6 4 2 1 2 1 5 7 10 8 7 9 3 
7 2 2 12 5 3 6 1 3 11 4 3 3 5 5 8 2 6 7 6 9 
8 7 S 10 3 4 3 3 4 8 S S 3 3 4 S 6 7 3 1 6 
9 4 6 5 8 2 5 3 8 10 4 2 10 4 1 1 12 1 3 2 8 
10 2 1 7 3 7 9 2 4 3 2 9 4 9 3 6 7 7 8 1 6 
11 1 6 9 8 2 S 6 9 10 7 2 5 6 10 1 12 2 6 3 10 
12 6 10 S 8 2 7 6 2 5 6 2 9 7 11 2 11 7 S 3 10 
13 4 6 9 3 4 10 4 S 10 5 4 S 3 1 2 11 1 3 2 8 
14 S 8 12 S 3 6 6 3 9 6 6 1 11 12 8 2 6 S 6 7 
15 1 5 1 8 8 7 4 5 6 4 9 11 4 1 2 7 1 4 2 10 
16 6 9 8 7 4 3 8 4 8 4 4 11 2 4 S 11 7 6 8 6 
17 2 2 4 4 1 2 5 4 11 2 9 4 S 6 S 4 3 8 1 1 
18 1 9 10 6 5 10 6 9 10 7 4 9 6 6 S 3 7 8 4 10 
19 6 9 1 2 1 3 6 4 8 8 S 11 9 11 6 6 7 6 8 6 
20 6 10 S 6 5 3 6 4 S 8 4 9 6 8 4 10 8 S 1 6 
21 2 2 12 5 3 6 5 3 11 1 8 3 11 9 8 2 6 8 9 9 
22 7 5 8 8 9 10 2 8 11 1 4 10 1 2 1 3 2 7 2 2 
23 8 7 6 1 6 1 1 6 4 S 1 7 6 S 4 6 8 1 9 6 
24 S 3 2 1 10 8 4 3 6 4 6 2 6 5 6 9 4 4 7 7 
25 4 6 1 8 8 10 8 8 2 4 5 7 8 2 2 8 1 8 2 10 
26 9 11 2 5 3 6 S 3 3 2 3 6 1 9 7 2 4 6 9 9 
27 4 S 8 8 8 7 8 8 6 4 S 1 7 2 2 8 1 4 2 1 
28 1 9 S 8 2 1 8 S 8 S 2 11 2 1 2 11 2 7 2 8 
29 4 1 11 3 9 2 2 7 2 1 7 8 8 7 2 8 3 8 1 2 
30 2 3 2 6 S 8 3 4 11 S 3 6 6 6 4 9 8 1 7 S 
31 8 1 12 S 1 2 7 6 3 1 1 8 S 8 6 4 8 7 1 3 
32 3 1 8 7 11 9 S 4 7 2 4 4 S 4 S 12 7 7 1 3 
33 3 8 3 S 10 8 3 3 8 4 6 1 2 9 7 10 4 5 6 7 
34 8 7 4 6 1 3 7 1 4 2 S 2 9 3 6 7 8 8 9 6 
35 4 6 8 3 4 10 S 8 7 2 2 10 4 10 2 7 1 7 1 1 
36 2 2 2 5 10 8 5 3 7 2 3 4 S S 7 4 4 8 6 9 
37 8 4 11 3 7 7 2 7 1 1 7 7 11 3 3 1 3 8 6 2 
38 8 4 7 2 7 10 1 7 1 3 8 8 10 7 3 1 3 2 5 4 
39 7 3 4 2 9 9 3 7 11 3 10 6 10 7 3 S 3 2 S 4 
40 1 6 1 8 11 7 3 9 10 4 10 S 6 10 1 3 1 2 2 10 
Table entry (i,j) = k indicates that face i was placed in 
cluster k by subject j. 
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3.2.2 Analysis 
A method for establishing an empirical rank order of importance 
among face parameters by having 20 subjects cluster 40 random faces was 




i = 1,2, ... , c . 
J 
; j = 1,2, •.• ,20 






= the number of faces in the ith cluster of the jth subject. 
= the number of clusters produced by the jth subject. 
J = vector of parameter values generating a particular face. 







J • 1 
i = l 
a 
jth subject. That is, 
(x-i)(x--_x)' x e -« - -a -« 
if c. > 1 
J i 




--!--- \ (c. -l)V. 
(c.-I) l. J. J. 
J 1 1 1 
The pooling is over all clusters within (i.e.# produced by) a 
particular subject. 
Finally, the pooled covariance matrix is averaged over all subjects 
by 
1 






The diagonal elements of V (i.e., the mean pooled variances) are used 
as indices of importance of the corresponding face parameter. 
The rationale for this goes as follows. A face parameter to which a 
clusterer attaches great importance will tend to be relatively 
homogeneous within clusters. Consequently, the variable associated 
with that parameter will exhibit a relatively small within-cluster sum 
of squares, and a small mean pooled variance (MPV). Thus the mean 
pooled variance measures the relative importance of the corresponding 
face parameter, in the sense that the j~~ll~~ the MPV of the 
corresponding variable the more important the face parameter. 
3.2.3 Results 
The clusterings as constructed by the 20 experimental subjects are 
represented in Table 4. In that table the clusters are numbered within 
each subject solely as a matter of convenience. Tbe numbering bas no 
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meaning beyond simple identification, and no relation is implied 
between the same cluster number for different subjects. Utilizing the 
obtained clustering and the random numbers which went into the 
construction of the faces, V-pooled and V, the mean V-pooled, were 
computed as outlined in the preceding section. The results are 
summarized in Tables Sa and Sb. Table 6 shows the face parameters 
sorted by ascending mean pooled variance. 
Table 7 shows the rank order of importance among face parameters 
as computed for each subject. The Friedman statistic (Hollander et 
al., 1973), computed in order to test for equal importance of the face 
parameters, was found to be 236.737. For n = 20 and k = 20 this has an 
asymptotic chi square distribution with 19 degrees of freedom under the 
null hypothesis of equality of importance among face parameters. Since 
the p-value corresponding to this is less than .001, the null 
hypothesis was rejected in favor of the alternative hypothesis of at 
least one pair of face parameters differing in importance. 
A large-sample multiple comparison procedure (Hollander, 1973) was 
performed as follows. Decide that parameter u and parameter v differ 
in importance 
if IR - R I > (nk(k+l)/12)·S q(a,20,m) 
u v 
where q(a,20,m) is the critical value for the range of k independent 
N(O,l) variables. 
(nk(k+l)/12)·S = 26.3249 
q(.05,20,m) = 5.012 (Hollander, Table AIO) 
Bence those parameters u and v for which IR - R I ~ 133 
u v 
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were judged to differ significantly (a = .OS). This is summarized in 
Table 8. 
An alternative method of deriving a rank order of importance among 
the face parameters is by summing the respective ranks as found for 
each individual subject. As may be seen in Table 6, the ranks obtained 
by this alternative method deviate only slightly from those based on 
the MPV method. It was decided to use the MPV method throughout. 
Tables Sc and Sd show the result of converting the covariance 
matrix V into a correlation matrix. 
Table Sa Pooled Variances of Face Parameters 
Parameters 1 - 10 
1 2 3 4 5 6 7 8 9 10 
Subject --------~--------------------~------~----------------~---------------
1 .0897 .0688 .0454 .0775 .0412 .0943 .0701 .1141 .0651 .0783 
2 .0457 .0495 .0448 .0782 .0533 .1061 .0826 .1071 .0572 .0594 
3 .0867 .0776 .0786 .0825 .0525 .0907 .0765 .0790 .0528 .0844 
4 .0769 .0797 .0773 .0736 .0412 .0947 .0668 .0983 .0561 .0831 
5 .0948 .0854 .0541 .0649 .0371 .0835 .0816 .0964 .0664 .0977 
6 .0535 .0704 .0953 .0561 .0354 .0920 .0943 .0675 .0415 .0812 
7 .0913 .0667 .0581 .0783 .0586 .0957 .0992 .0984 .0717 .0831 
8 .0661 .0678 .0528 .0332 .0356 .0990 .0856 .1076 .0623 .0890 
9 .0530 .0568 .0341 .0378 .0405 .0895 .1063 .1106 .0604 .0723 
10 .0843 .0786 .0919 .0307 .0443 .0979 .0905 .1006 .0586 .0818 
11 .0827 .0707 .0709 .0760 .0275 .0764 .0964 .0933 .0635 .0901 
12 .0316 .0761 .0532 .0737 .0451 .1117 .0737 .1063 .0526 .0812 
13 .0786 .0759 .0726 .0421 .0479 .0906 .0773 .112S .0552 .0828 
14 .0870 .0681 .0446 .0453 .0504 .0821 .0615 .1121 .0605 .0607 
15 .0755 .0683 .0492 .0433 .0349 .0881 .0846 .1031 .0634 .0845 
16 .0803 .0649 .0699 .0305 .0238 .0686 .0923 .1164 .0628 .0790 
17 .0731 .0860 .0863 .0445 .0449 .0878 .0774 .1013 .0626 .0884 
18 .0608 .0665 .0838 .0746 .0534 .1101 .0881 .0960 .0694 .0747 
19 .0683 .0879 .0928 .0780 .0466 .0993 .0886 .0869 .0639 .0682 
20 .0901 .0654 .0918 .0382 .0427 .0972 .0940 .1099 .0577 .0735 
&Iean .0727 .0718 .0666 .0582 .0423 .0930 .0841 .1006 .0608 .0804 
S.D. .1080 .1043 .0997 .0863 .0628 .1350 .1230 .1469 .0876 .1160 
Rank 
Order 11 9 7 4 3 18 16 20 6 IS .&ill. 0 
Table Sb Pooled Variances of Face Parameters 
Parameters 11 - 20 
11 12 13 14 15 16 17 18 19 20 
Subject ---------------------------------------------------------------------
1 .0854 .0967 .0317 .0579 .0271 .0584 .0861 .0700 .0952 .0783 
2 .0846 .0799 .0227 .0445 .0231 .0438 .0754 .0671 .0957 .0765 
3 .0952 .0781 .0255 .0671 .0416 .0413 .0474 .0695 .0977 .0183 
4 .0897 .0923 .0213 .0741 .0504 .0554 .0885 .0705 .1031 .0800 
5 .1008 .0566 .0155 .0657 .0544 .0725 .0347 .0842 .0928 .0622 
6 .0720 .0841 .0239 .0908 .0559 .0726 .0712 .0688 .1127 .0767 
7 .1156 .0815 .0777 .0901 .0038 .0687 .0800 .0905 .0790 .0806 
8 .0910 .0708 .0149 .0729 .0520 .0542 .0641 .0736 .0935 .0789 
9 .0808 .0869 .0639 .0641 .0209 .0397 .0737 .0595 .0942 .0814 
10 .0727 .0663 .0840 .0890 .0061 .0690 .0737 .0800 .0876 .0613 
11 .0889 .0735 .0233 .0850 .0477 .0590 .0352 .0903 .0897 .0598 
12 .0916 .0982 .0555 .0718 .0221 .0492 .0986 .0604 .0999 .0609 
13 .0384 .0805 .0625 .0819 .0431 .0501 .0714 .0761 .1083 .0848 
14 .0911 .0875 .0087 .0715 .0494 .0674 .0704 .0732 .0908 .1009 
15 .0935 .0675 .0143 .0622 .0628 .0676 .0788 .0794 .0939 .0832 
16 .0932 .0844 .0301 .0606 .0480 .0633 .0700 .0643 .0750 .0683 
17 .0960 .0406 .0094 .0634 .0585 .0699 .0677 .0727 .0970 .0735 
18 .1002 .0817 .0711 .0872 .0321 .0609 .0517 .0823 .1116 .0793 
19 .1052 .0883 .0251 .0682 .0355 .0521 .0671 .0891 .0956 .0769 
20 .0968 .0630 .0226 .0632 .0284 .0587 .0721 .0789 .0996 .0859 
Mean .0889 .0784 .0351 .0724 .0393 .0586 .0695 .0744 .0954 .0732 
S.D. .1303 .1139 .0565 .1046 .0579 .0858 .1013 .1092 .1391 .1077 
Rank 
Order 17 14 1 11 2 5 8 13 19 12 
.,. .... 
Table Sc Correlation Matrix Corresponding to 
the Mean Pooled Covariance Matrix 
Columns 1 - 10 
1 2 3 4 5 6 7 8 9 10 
--------------------------------------------------------------------------------------
1 1 -0.054 0.176 -0.135 0.067 0.025 0.077 -0.025 -0.123 0.263 
2 -0.054 1 0.197 -0.038 0.134 -0.179 -0.049 -0.102 0.195 0.228 
3 0.176 0.197 1 0.036 0.248 -0.189 -O.lS 0.142 -0.111 -0.084 
4 -0.135 -0.038 0.036 1 -0.026 -0.084 0.01 0.129 0.168 0.075 
5 0.067 0.134 0.248 -0.026 1 -0.078 -0.206 -0.303 -0.202 0.193 
6 0.025 -0.179 -0.189 -0.084 -0.078 1 -0.02 0.072 -0.1 0.159 
7 0.077 -0.049 -0.15 0.01 -0.206 -0.02 1 0.19 0.128 -0.007 
8 -0.025 -0.102 0.142 0.129 -0.303 0.072 0.19 1 -0.028 0.041 
9 -0.123 0.195 -0.111 0.168 -0.202 -0.1 0.128 -0.028 1 -0.051 
10 0.263 0.228 -0.084 0.075 0.193 0.159 -0.007 0.041 -O.OSl 1 
11 0.225 0.073 0.223 0.177 0.1 -0.074 -0.063 0.1 0.11 0.124 
12 -0.229 -0.071 -0.085 0.331 0.128 0.228 0 -0.302 -0.042 0.012 
13 -0.297 0 0.029 0.031 -0.118 -0.151 0.142 0.021 -0.072 -0.106 
14 0.191 0.097 0.098 -0.096 -0.131 0.083 -0.04 -0.128 -0.043 0.204 
15 0.05 -0.222 0.028 0.096 0.021 0.059 -0.018 0.193 -0.08 0.099 
16 0.251 0.012 0.152 0.154 -0.122 -0.071 -0.246 0.112 -0.092 0.156 
17 0.014 0.001 0.139 0.178 0.257 0.193 0.055 0.053 -0.202 -0.031 
18 -0.025 0.175 0 0.106 0.111 -0.309 0.063 0.106 -0.001 0.108 
19 -0.136 -0.038 -0.088 -0.115 0.121 -0.065 -0.125 0.061 0.033 0.006 
20 0.13 0.172 0.067 -0.153 0.031 0.061 0.127 -0.013 -0.304 -0.01 
.a:. 
I-..l 
Table Sd Correlation Matrix Corresponding to 
the Mean Pooled Covariance Matrix 
Columns 11 - 20 
11 12 13 14 15 16 17 18 19 20 
--------------------------------------------------------------------------------------
1 0.225 -0.229 -0.297 0.191 0.05 0.251 0.014 -0.025 -0.136 0.13 
2 0.073 -0.071 0 0.097 -0.222 0.012 0.001 0.175 -0.038 0.172 
3 0.223 -0.085 0.029 0.098 0.028 0.152 0.139 0 -0.088 0.067 
4 0.177 0.331 0.031 -0.096 0.096 0.154 0.178 0.106 -0.115 -0.lS3 
5 0.1 0.128 -0.118 -0.131 0.021 -0.122 0.257 0.111 0.121 0.031 
6 -0.074 0.228 -0.151 0.083 0.059 -0.071 0.193 -0.309 -0.065 0.061 
7 -0.063 0 0.142 -0.04 -0.018 -0.246 0.05S 0.063 -0.12S 0.127 
8 0.1 -0.302 0.021 -0.128 0.193 0.112 0.053 0.106 0.061 -0.013 
9 0.11 -0.042 -0.072 -0.043 -0.08 -0.092 -0.202 -0.001 0.033 -0.304 
10 0.124 0.012 -0.106 0.204 0.099 0.156 -0.031 0.108 0.006 -0.01 
11 1 -0.092 -0.054 0.145 -0.077 0.004 -0.05 0.164 0.224 -0.208 
12 -0.092 1 -0.123 -0.002 0.006 0.03 0.128 -0.033 -0.096 0.024 
13 -0.054 -0.123 1 -0.105 -0.09 -0.042 0.024 -0.238 -0.097 -0.006 
14 0.145 -0.002 -0.10S 1 -0.096 -0.001 -0.059 0.099 0.214 0.083 
15 -0.077 0.006 -0.09 -0.096 1 0.053 -0.098 0.184 0.108 0.028 
16 0.004 0.03 -0.042 -0.001 0.053 1 0.062 -0.07 -0.223 -0.083 
17 -O.OS 0.128 0.024 -0.059 -0.098 0.062 1 -0.176 0.011 0.255 
18 0.164 -0.033 -0.238 0.099 0.184 -0.07 -0.176 1 -0.183 -0.031 
19 0.224 -0.096 -0.097 0.214 0.108 -0.223 0.011 -0.183 1 0.021 




Table 6 Face Parameters Sorted by Mean Pooled Variances 
Rank .) Face Mean Pooled 
Order Parameter Variance Description 
----- -------- ----------- ----------~--~----~-~---~~----
1 (2.5) 13 .0351 mouth (sm il e or not) 
2 (1) 15 .0393 shape of the face 
3 (2.5) 5 .0423 vert. displ. of iris plus pupil 
4 ( 6) 4 .0582 hor. displ. of iris plus pupil 
5 (4) 16 .0586 hai r- face borde r 
6 (5) 9 .0608 curvature of the eyebrow s 
7 3 .0666 width of the eyes 
8 17 .0695 flesh tone of the face 
9 2 .0718 vert. displ. of the eye 
10 14 .0724 (upper) hair line 
11 1 .0727 hor. displ. of the eye 
12 20 .0732 color of the hair 
13 18 .0744 color of the lips 
14 12 .0784 thickne ss of the lips 
15 10 .0804 bushiness of the eyebrow s 
16 7 .0841 slant of the eyes 
17 11 .0889 width of the nose 
18 6 .0930 size of the pupil 
19 19 .0954 color of the iris 
20 8 .1006 height of the eyebrows 
.) Rank oreer used is based on the mean pooled variance. 
The ranks in parentheses are found by first computing 
ranks based solely on each individual subject. 
Subsequently, an overall rank is computed by summing 
the individual ranks (over all subjects). 
All ranks greater than 6 are the same, irrespective 
of the method. 
Table 7 Ranks of Face Parameters by Experimental Subject 
Par a met e r 
Subject 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 
--~--~~-~-~-~--~-~-~------------~--~-~--------~-~~-~---------~---~--------------------------
1 16 8 4 11 3 17 10 20 7 12 14 19 2 5 1 6 15 9 18 13 
2 6 7 5 14 8 19 16 20 9 10 17 15 1 4 2 3 12 11 18 13 
3 17 11 13 15 6 18 10 14 7 16 19 12 2 8 4 3 5 9 20 1 
4 10 12 11 8 2 18 6 19 5 14 16 17 1 9 3 4 15 7 20 13 
5 17 15 4 8 3 13 12 18 10 19 20 6 1 9 5 11 2 14 16 7 
6 4 9 19 6 2 17 18 7 3 14 11 15 1 16 5 12 10 8 20 13 
7 16 4 2 8 3 17 19 18 6 13 20 12 7 14 1 5 10 15 9 11 
8 9 10 5 2 3 19 15 20 7 16 17 11 1 12 4 6 8 13 18 14 
9 6 7 2 3 5 17 19 20 9 12 14 16 10 11 1 4 13 8 18 15 
10 14 10 18 2 3 19 17 20 4 12 8 6 13 16 1 7 9 11 15 S 
11 13 8 9 11 2 12 20 19 7 17 15 10 1 14 4 5 3 18 16 6 
12 2 13 6 11 3 20 12 19 5 14 15 16 7 10 1 4 17 8 18 9 
13 13 10 9 2 4 18 12 20 6 16 1 14 7 15 3 5 8 11 19 17 
14 15 10 2 3 5 14 8 20 6 7 18 16 1 12 4 9 11 13 17 19 
15 11 10 4 3 2 17 16 20 7 15 18 8 1 5 6 9 12 13 19 14 
16 16 9 12 3 1 11 18 20 6 15 19 17 2 5 4 7 13 8 14 10 
17 11 14 15 3 4 16 13 20 6 17 18 2 1 7 5 9 8 10 19 12 
18 4 6 14 9 3 19 16 17 7 10 18 12 8 15 1 5 2 13 20 11 
19 9 13 17 11 3 19 15 12 5 8 20 14 1 7 2 4 6 16 18 10 
20 14 9 15 3 4 18 16 20 5 11 17 7 1 8 2 6 10 12 19 13 
Column 
Total s 223 195 186 136 69 338 288 363 127 268 315 245 69 202 59 124 189 227 351 226 
Friedman's statistic = 236.737 
~ 
VIi 
Table 8 Absolute Differences between Rank Column 
Totals (Table 7), including Statistical Significance 
of Difference of Importance among Face Parameters 
15 13 5 16 9 4 3 17 2 14 1 20 18 12 10 7 11 6 19 
-----------------------------------------------------------------------------------------------------
13 10 
5 10 0 
16 65 55 55 
9 68 58 58 3 
4 77 67 67 12 9 
3 127 117 117 62 59 50 
17 130 120 120 65 62 53 3 
2 136* 126 126 71 68 59 9 6 
14 143* 133* 133* 78 75 66 16 13 7 
1 164* 154* 154* 99 96 87 37 34 28 21 
20 167* 157* 157* 102 99 90 40 37 31 24 3 
18 168* 158* 158* 103 100 91 41 38 32 25 4 1 
12 186* 176* 176* 121 118 109 59 56 50 43 22 19 18 
10 209* 199* 199* 144* 141* 132 82 79 73 66 45 42 41 23 
7 229* 219* 219* 164* 161* 152* 102 99 93 86 65 62 61 43 20 
11 256* 246* 246* 191. 188* 179* 129 126 120 113 92 89 88 70 47 27 
6 279* 269* 269* 214* 211* 202* 152* 149. 143* 136* 115 112 111 93 70 50 23 
19 292* 282* 282. 227* 224* 215. 165* 162* 156* 149* 128 125 124 106 83 63 36 13 
8 304* 294* 294. 239* 236. 227* 177* 174. 168. 161* 140* 137* 136* 118 95 75 48 2S 12 
• = absolute difference between ranks significant at Q = .05 





The smile and the shape of (the lower part of the) face turned out 
to have the smallest mean pooled variances. This was not surprising 
and, in fact, tended to confirm the method for determining the rank 
order. The relatively high importance of both x and y coordinates of 
the iris plus pupil was surprising, but confirmed the need of an 
'upward glance' capability. The flesh tone, ranking eight, was the 
highest ranking color parameter. 
Some comparatively less important parameters were: the color of 
the iris (pale to darker blue) and the vertical displacement of the 
eyebrows. The actual, physical variability of the facial features 
based on tbese parameters is fairly small, and neither appears to 
contribute substantially to the overall variability of the faces. Thus 
this again tended to confirm the method of attaching importance. 
Tbe size of the pupil also turned out to be relatively 
unimportant, some evidence of real-life communication to the contrary 
(Hess, 1975). 
1. It should be empbasized strongly that the rank order results 
obtained by this procedure are probably not generalizable to 
other types of faces whether those be computer generated or 
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real-life. In particular, no blanket inferences such as 
'people tend to look at smiles first when 
people' should be drawn. (Rubenstein 
observations along those lines.) 
they meet other 
(1983) has some 
2. This method of mean pooled variances may be applied to any 
multidimensional graphical representation method. In fact, 
some procedure of this type probably ~}9~lg be applied to any 
proposed new form of representation. 
3.2.5 Some Practical Aspects 
An informal pilot test, bad suggested that 40 was a reasonable 
number of faces to present to subjects for clustering. However, that 
number of 3 x 5 prints forms rather an unwieldy collection. A large 
table wa s used so tha t all face s were within si ght a t any given mOlnent. 
Some subjects reported that they had to place two faces directly next 
to one another 
dissimilari ties. 
in order to distingui sh similarities and/or 
Some subjects attached labels such as 'the sad worriers', 'happy 
guys', etc. to certain groups of faces. This type of labeling is 
amusing but also seems to serve a facilitating purpose in the 
clustering procedure. 
behavior. 
No formal record was kept of this categorizing 
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The subjects were not given a time limit, but all finished in less 
than 30 minute s. 
The problem of chaining, that is long, sequential clusters of 
faces with quite dissimilar endpoints, as reported in Turner et al. 
(1977), was no.t. observed. 
It may be possible to devise a multitude of psychological tests 
which investigate why people cluster in a particular fashion. The fact 
that two people make very similar clusterings may possibly have very 
interesting psychological implications. 
so 
3.3 Assigning Data Coordinates to Faoe Parameters 
A rank order of importance among the face parameters having been 
determined empirically. the next issue investigated was how to map data 
coordinates into face parameters in order that heuristic clustering 
might be enhanced. The approach taken was that of principal component 
analysis since this statistioal prooedure yields estimates of the 
contribution of individual variables to the overall variance of a data 
set. 
3.3.1 Model and Clustering Procedure 2 
~~j!~£i~~: To compare S schemes for mapping data coordinates 
to face parameters with regard to their ability to 
recover a known clustering. 
The model utilized for defining the clustering task was that 





' ••• ,Xl) be a random vector with associated 
probabil i ty densi ty £(.1) • The probability density of a mixture of 
such distributions is given by: 
m 
= ~j=l P .f.(x) J J - where 0 .$ p. ~ 1 J 
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and P = 1 j 
In this particular model k = 20 since the faces have a maximum of 20 
parameters. Each of the f.(x) was taken to be multivariate normal J -
(MVN) with distinct mean vectors ~. but common covariance matrix 
J 
V. The number m of subpopulations was taken to be 4. 
Using this model. 24 vectors were generated randomly; 6 from 
each of the 4 sUbpopulations. The origin of each generated vector 
(hence the true clustering) was thus known and recorded. 
Faces were produced corresponding to each generated vector 
according to 5 different schemes for mapping data coordinates into face 
parameters. Subjects (N = 24) were asked to cluster the 5 sets of 24 
faces. The results of these heuristic clusterings, and thus the 
mapping schemes, could be evaluated with precision since the true 
clustering was known. The distance measure described in section 3.1 
was used for that purpose. 
3.3.2 Generating the Artificial Data with Corresponding Faces 
The mean vectors ~. of the 4 subpopulations were generated by 
J 
randomly permuting and distributing the set {l,2,3,4} among the 4 mean 
veotors at each coordinate position. The resulting 4 vectors appear in 
Table 9. 
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Table 9 Mean Vectors of the 4 Subpopulations 
Coordinates 1 - 10 
1 2 3 4 5 6 7 8 9 10 
-------~----------~---------------~----------------------~-~-
.Ill 4 1 3 3 4 4 4 1 4 4 
J!2 1 2 4 1 1 2 3 4 3 3 
,Ug 2 4 2 4 3 3 1 3 2 2 
.i!4 3 3 1 2 2 1 2 2 1 1 
Coordinates 11 - 20 
11 12 13 14 IS 16 17 18 19 20 
-------------------------------~----~-~-------------~--~----
.Ill 1 1 3 2 2 1 4 1 1 1 
J!2 3 3 1 3 1 2 1 2 4 3 
l!3 2 2 2 4 3 3 2 3 2 4 
J!4 4 4 4 1 4 4 3 4 3 2 






lj=1 J J 
• • E (o! ) = l! =2
4 l!./4 °-1 J J-
* • 
V = V(! ) , the covariance of the mixture is derived as 
follows: 
* .' 1 2 4 E <_x _:I ) = - {E (x . x t. ) ) 4. -J-J 
J=1 
Consequently, 
E <_• *.! * , ) 1 '\ 4 ( , ) A = '4 l V + y . .!!. 
j=l J J 
. . .. ' .. ' 
Now V = V(.!) = E(.!! ) - l! ! 
• 1 '\ 4 1 '\ 4 
Therefore, V = '4 l (V + lA . .!!'.) - 16 l J!. 
j=l J J _ j=1 J 
• 124 V = V + -4 l! . .y'. 
j=1 J J 
12424 I - -- l! p... 
16 j=l j j=iJ 





Note that this is true whether or not x. are MVN distributed. 
-J 
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The common covariance matrix V was randomly generated so that the 
variances were all equal to 1, i.e., the correlation matrix was also 
the covariance matrix. The method for producing this matrix, which is, 
of course, required to be positive definite, utilized the fact that if 
matrix M is of full rank then MM' is positive definite. The magnitude 
of the correlations was limited to <.6. After generating a correlation 
matrix with all positive values, 5 coordinates out of the 20 were 
randomly selected for sign change (rows and columns). This preserved 
the required property of positive definiteness. The result is shown in 
Tables lOa and lOb. 
Generating random vectors from ~NN distributions with a specified 
mean ~ and covariance V is a fairly straight-forward procedure which 
may be found, for example, in Naylor et al. (1966). Essentially, one 
constructs a lower triangular matrix C such that CC' = V, and then 
generates random vectors ! of which the individual coordinates are 
j~~~~~~9~~1 univariate normal deviates. Following this, the desired 
l'S are obtained by 
1 = C,! + J! 
The independent univariate normal deviates were obtained according to 
the famil iar Box-Muller method (Knuth, 1969). Six vectors were 
randomly generated from each of the 4 subpopulations. The 24 random 
vectors thus generated are shown in Tables 11a and lIb. 
ss 
• The mixture covariance matrix V (Tables 12a and 12b) was computed 
using (1). Subsequently. a principal component analysis was performed 
• on V , identifying the eigenvectors and eigenvalues (Tables 13a and 
13b), and also computing the principal component scores corresponding 
to each generated vector (Tables 148 and 14b). 
Table lOa Covarianoe and Correlation Matrix 
of the 4 Subpopulations 
Columns 1 - 10 
1 2 3 4 5 6 7 8 9 10 
---------~-------------------------------------------------------~--------------------
1 1 -0.244 0.345 0.351 0.478 0.268 -0.398 -0.391 0.161 0.299 
2 -0.244 1 -0.415 -0.345 -0.421 -0.384 0.162 0.272 -0.251 -0.215 
3 0.345 -0.415 1 0.299 0.379 0.349 -0.386 -0.428 0.233 0.284 
4 0.351 -0.345 0.299 1 0.4SS 0.474 -0.419 -0.406 0.147 0.187 
5 0.4"78 -0.421 0.379 0.455 1 0.305 -0.381 -0.369 0.202 0.312 
6 0.268 -0.384 0.349 0.474 0.305 1 -0.3S7 -0.497 0.24 0.311 
7 -0.398 0.162 -0.386 -0.419 -0.381 -0.3S7 1 0.486 -0.224 -0.458 
8 -0.391 0.272 -0.428 -0.406 -0.369 -0.497 0.486 1 -0.296 -0.31 
9 0.161 -0.251 0.233 0.147 0.202 0.24 -0.224 -0.296 1 0.263 
10 0.299 -0.21S 0.284 0.187 0.312 0.311 -0.458 -0.31 0.263 1 
11 0.281 -0.213 0.247 0.152 0.229 0.194 -0.236 -0.396 0.399 0.27 
12 0.275 -0.172 0.241 0.187 0.266 0.2SS -0.207 -0.221 0.138 0.366 
13 0.202 -0.138 0.192 0.088 0.139 0.131 -O.lS -0.322 0.196 0.205 
14 -0.257 0.148 -0.195 -0.119 -0.239 -0.218 0.21 0.176 -0.175 -0.238 
15 0.246 -0.148 0.203 0.141 0.258 0.188 -0.214 -0.251 0.196 0.223 
16 0.177 -0.099 0.127 0.086 0.191 0.119 -0.125 -0.17 0.147 0.167 
17 0.139 -0.097 0.163 0.08 0.171 0.135 -0.084 -0.143 0.146 0.147 
18 0.168 -0.116 0.144 0.131 0.219 0.151 -0.177 -0.166 0.14· 0.223 
19 -0.141 0.084 -0.177 -0.077 -0.177 -0.113 0.096 0.148 -0.134 -0.111 
20 0.273 -0.258 0.264 0.193 0.309 0.231 -0.196 -0.312 0.242 0.258 
U. 
0\ 
Table lOb Covariance and Correlation Matrix 
of the 4 Subpopulations 
Columns 11 - 20 
11 12 13 14 15 16 17 18 19 20 
--~---~---~~-----------~---~-~-~~~-------------~---------------~-----~~~--~-~--~------
1 0.281 0.275 0.202 -0.257 0.246 0.177 0.139 0.168 -0.141 0.273 
2 -0.213 -0.172 -0.138 0.148 -0.148 -0.099 -0.097 -0.116 0.084 -0.258 
3 0.247 0.241 0.192 -0.195 0.203 0.127 0.163 0.144 -0.177 0.264 
4 0.152 0.187 0.088 -0.119 0.141 0.086 0.08 0.131 -0.077 0.193 
5 0.229 0.266 0.139 -0.239 0.258 0.191 0.171 0.219 -0.177 0.309 
6 0.194 0.255 0.131 -0.218 0.188 0.119 0.135 0.151 -0.113 0.231 
7 -0.236 -0.207 -0.15 0.21 -0.214 -0.125 -0.084 -0.177 0.096 -0.196 
8 -0.396 -0.221 -0.322 0.176 -0.251 -0.17 -0.143 -0.166 0.148 -0.312 
9 0.399 0.138 0.196 -0.175 0.196 0.147 0.146 0.14 -0.134 0.242 
10 0.27 0.366 0.205 -0.238 0.223 0.167 0.147 0.223 -0.111 0.258 
11 1 0.159 0.463 -0.296 0.341 0.284 0.211 0.208 -0.172 0.372 
12 0.159 1 0.246 -0.327 0.25 0.26 0.166 0.232 -0.18 0.349 
13 0.463 0.246 1 -0.096 0.343 0.221 0.249 0.158 -0.233 0.397 
14 -0.296 -0.327 -0.096 1 -0.335 -0.394 -0.222 -0.317 0.211 -0.381 
15 0.341 0.25 0.343 -0.33S 1 0.306 0.158 0.419 -0.17 0.407 
16 0.284 0.26 0.221 -0.394 0.306 1 0.182 0.542 -0.208 0.472 
17 0.211 0.166 0.249 -0.222 0.158 0.182 1 0.144 -0.649 0.327 
18 0.208 0.232 0.158 -0.317 0.419 0.542 0.144 1 -0.15S 0.421 
19 -0.172 -0.18 -0.233 0.211 -0.17 -0.208 -0.649 -O.lSS 1 -0.34 
20 0.372 0.349 0.397 -0.381 0.407 0.472 0.327 0.421 -0.34 1 
va 
.....;, 
Table lla The Generated Random Vectors 
Coordinates 1 - 10 
1 2 3 4 5 6 7 8 9 10 
--------------------------------------------------------------------------------------
1 5.443 1.07 3.089 3.291 3.04 4.328 5.841 0.168 3.558 3.797 
2 3.514 -1.346 3.634 2.724 5.71 4.696 5.14 -0.289 4.682 4.145 
3 2.159 -0.407 4.58 1.448 3.138 2.119 5.086 1.823 1.882 1.788 
4 4.805 0.196 4.124 3.108 3.493 5.64 1.738 0.707 3.982 7.197 
5 2.674 2.868 2.069 1.953 3.063 2.361 3.967 1.953 2.459 3.535 
6 6.217 1.919 2.799 3.056 3.854 3.612 3.683 0.819 5.451 3.617 
7 -0.197 2.496 3.352 0.899 0.653 1.454 3.264 4.088 2.676 3.685 
8 -0.275 2.371 4.653 1.015 1.54 2.341 2.113 4.229 3.747 2.483 
9 -0.496 1.874 4.424 1.707 0.96 1.808 1.134 2.896 3.626 4.092 
10 1.66 2.388 3.819 2.333 0.442 2.304 2.284 5.185 0.706 2.858 
11 1.449 2.593 3.06 0.587 0.874 0.399 3.853 4.659 2.759 2.92 
12 1.579 1.932 3.86 0.125 1.415 1.161 3.019 4.519 3.215 2.652 
13 2.668 3.029 2.019 4.765 3.907 4.554 -0.249 1.389 1.995 1.168 
14 2.90S 1.915 3.374 5.868 4.916 4.682 -2 .069 0.663 2.454 4.624 
15 2.703 3.817 2.144 5.124 5.391 3.392 -0.099 2.482 2.04 2.744 
16 2.99 5.049 2.141 3.825 2.55 2.675 1.431 2.352 2.204 2.144 
17 0.407 4.285 1.907 4.26 1.809 3.047 1.839 3.588 3.717 1.67 
18 1.711 5.229 0.898 3.379 0.955 2.464 0.181 3.1S1 0.019 0.81 
19 0.581 2.985 1.035 -0.297 0.409 -0.556 1.481 2.592 2.273 1.194 
20 4.062 2.389 1.83 2.963 2.81 1.424 2.224 0.776 3.034 1.911 
21 2.142 2.753 0.012 2.372 1.753 1.753 3.398 2.808 2.682 0.682 
22 2.212 3.484 0.076 1.9 0.93 0.983 2.216 2.543 0.165 1.308 
23 1.768 1.047 2.442 2.925 0.899 3.038 1.777 0.618 2.014 2.207 
24 3.271 0.811 1.56 2.344 3.971 1.678 1.287 0.674 2.339 2.56 
Ut 
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Table lIb The Generated RaDdom Vectors 
Coordinates 11 - 20 
11 12 13 14 15 16 17 18 19 20 
--------------------------------------~-----~-----------------------------------------
1 1.528 1.529 2.317 1.794 1.S09 0.46 3.267 0.973 2.147 0.755 
2 1.473 1.662 2.594 0.754 0.298 3.13 4.515 1.814 1.744 1.328 
3 -1.456 0.259 0.234 2.349 -0.807 -1.23 4.582 -1.156 1.48 -1.079 
4 -0.084 2.465 3.795 1.365 2.815 1.14 3.519 1 .662' 0".731 1.683-
5 -0.396 0.898 0.366 2.659 1.8 1.468 3.278 0.541 1.59 -1.032 
6 2.752 -0.186 4.204 1.702 3.082 2.107 3.113 1.532 1.222 1.179 
7 3.913 4.878 3.183 1.472 2.347 3.993 -0.022 2.188 4.799 3.272 
8 2.031 2.747 0.689 3.729 2.068 1.62 0.563 1.302 4.525 3.276 
9 2.364 2.231 0.454 3.546 -0.716 2.001 0.349 -0.296 4.357 1.923 
10 0.291 1.743 -1.713 3.446 0.092 0.051 -0.608 0.843 5.981 2.729 
11 2.93 3.943 0.396 2.299 2.632 2.584 1.434 3.515 3.728 2.972 
12 3.748 3.54 1.891 1.841 2.347 2.806 0.428 4.044 2.592 4.093 
13 2.878 2.561 2.048 4.164 1.989 2.855 2.482 2.304 1.014 3.962 
14 3.788 4.644 4.369 2.877 4.3 3.286 2.857 3.81 1.011 4.518 
15 1.901 3.43 1.684 2.623 4.431 5.39 3.878 4.839 1.319 6.149 
16 2.779 2.763 1.308 3.591 2.623 0.6 1.199 0.476 1.869 3.058 
17 1.798 2.02 3.652 5.593 2.859 2.724 0.791 3.467 3.111 3.76 
18 0.883 3.712 2.368 6.093 1.938 2.744 1.564 1.858 2.61 3.233 
19 4.668 3.797 3.522 0.559 4.808 3.632 3.279 4.683 2.885 2.152 
20 4.163 4.57 4.075 0.25 3.674 3.637 3.825 4.165 2.173 1.237 
21 4.398 4.886 4.817 2.245 3.066 4.13 2.173 5.213 3.42 1.022 
22 4.625 4.152 5.057 2.436 3.605 3.301 2.374 2.535 4.839 0.924 
23 5.077 5.852 5.272 0.715 4.623 3.537 2.415 3.731 1.149 3.609 
24 6.021 5.753 4.435 -0.094 6.03 3.704 2.752 5.381 3.308 2.754 u. \0 
Table 12a Mixture Covariance Matrix 
Columns 1 - 10 
1 2 3 4 5 6 7 8 9 10 
--------------------------------------------------------------------------------------
1 2.25 -0.744 -0.154 0.851 1.478 0.768 0.101 -1.641 0.411 0.549 
2 -0.744 2.25 -1.165 0.154 -0.671 -0.884 -1.087 0.772 -1.251 -1.215 
3 -0.154 -1.165 2.25 -0.2 0.129 0.849 0.363 0.071 1.233 1.284 
4 0.851 0.154 -0.2 2.25 1.455 1.224 -0.919 -0.906 0.147 0.187 
5 1.478 -0.671 0.129 1.455 2.25 1.305 -0.131 -1.369 0.702 0.812 
6 0.768 -0.884 0.849 1.224 1.305 2.25 0.142 -0.997 1.24 1.311 
7 0.101 -1.087 0.363 -0.919 -0.131 0.142 2.25 -0.013 0.775 0.541 
8 -1.641 0.772 0.071 -0.906 -1.369 -0.997 -0.013 2.25 -0.547 -0.56 
9 0.411 -1.251 1.233 0.147 0.702 1.24 0.775 -0.547 2.25 1.513 
10 0.549 -1.215 1.284 0.187 0.812 1.311 0.541 -0.56 1.513 2.25 
11 -0.218 0.286 -0.252 -0.597 -0.77 -1.055 -0.736 0.103 -0.6 -0.729 
12 -0.224 0.327 -0.258 -0.562 -0.733 -0.994 -0.707 0.278 -0.861 -0.633 
13 1.202 -0.13.8 -0.807 0.338 0.639 -0.118 -0.15 -1.322 -0.303 -0.294 
14 -1.007 0.648 0.304 0.38 -0.239 0.281 -0.289 0.926 0.074 0.011 
15 0.746 0.601 -1.047 0.641 0.508 -0.311 -0.964 -0.751 -0.803 -0.776 
16 -0.072 0.9 -0.872 0.086 -0.308 -0.88 -1.125 0.079 -1.102 -1.082 
17 1.389 -0.597 -0.336 0.58 1.171 0.635 0.415 -1.393 0.396 0.397 
18 -0.081 0.883 -0.855 0.131 -0.28 -0.848 -1.177 0.083 -1.109 -1.026 
19 -1.141 0.334 0.072 -1.077 -1.427 -1.113 -0.153 1.148 -0.634 -0.611 
20 -0.726 0.741 0.264 0.443 -0.19 -0.018 -1.196 0.687 -0.257 -0.241 
0\ 
o 
Table 12b Mixture Covariance Matrix 
Columns 11 - 20 
11 12 13 14 15 16 17 18 19 20 
~----~~~---------~-------~~~-~---~~------~~~~--~~~----~~~---~------~-----~-~~-~----~~~ 
1 -0.218 -0.224 1.202 -1.007 0.746 -0.072 1.389 -0.081 -1.141 -0.726 
2 0.286 0.327 -0.138 0.648 0.601 0.9 -0.597 0.883 0.334 0.741 
3 -0.252 -0.258 -0.807 0.304 -1.047 -0.872 -0.336 -0.855 0.072 0.264 
4 -O.S 97 -0.562 0.338 0.38 0.641 0.086 0.58 0.131 -1.077 0.443 
5 -0.77 -0.733 0.639 -0.239 0.508 -0.308 1.171 -0.28 -1.427 -0.19 
6 -1.055 -0.994 -0.118 0.281 -0.311 -0.88 0.635 -0.848 -1.113 -0.018 
7 -0.736 -0.707 -O.lS -0.289 -0.964 -1.125 0.415 -1.177 -0.153 -1.196 
8 0.103 0.278 -1.322 0.926 -0.751 0.079 -1.393 0.083 1.148 0.687 
9 -0.6 -0.861 -0.303 0.074 -0.803 -1.102 0.396 -1.109 -0.634 -0.257 
10 -0.729 -0.633 -0.294 0.011 -0.776 -1.082 0.397 -1.026 -0.611 -0.241 
11 2.25 1.409 0.713 -0.796 0.841 1.284 -0.288 1.208 0.827 0.622 
12 1.409 2.25 0.496 -0.827 0.75 1.26 -0.333 1.232 0.819 0.599 
13 0.713 0.496 2.25 -1.096 1.343 0.721 1.249 0.658 -0.733 -0.352 
14 -0.796 -0.827 -1.096 2.25 -0.835 -0.644 -0.972 -0.567 0.211 0.618 
15 0.841 0.75 1.343 -0.835 2.25 1.306 0.658 1.419 -0.42 0.407 
16 1.284 1.26 0.721 -0.644 1.306 2.25 -0.067 1.192 0.291 0.972 
17 -0.288 -0.333 1.249 -0.972 0.658 -0.067 2.25 -0.105 -1.649 -0.672 
18 1.208 1.232 0.658 -0.567 1.419 1.792 -0.105 2.25 0.344 0.921 
19 0.827 0.819 -0.733 0.211 -0.42 0.291 -1.649 0.344 2.25 0.159 
20 0.622 0.599 -0.352 0.618 0.407 0.972 -0.672 0.921 0.159 2.25 
0\ ..... 
Table 13a Principal Components of the Mixture Covariance Matrix 
Components 1 - 10 
1 2 3 4 5 6 7 8 9 10 
--------------------------------------------------------------------------------------
1 0.195 0.323 0.088 0.002 0.265 0.107 0.116 0.027 0.423 0.019 
2 -0.261 0.01 -0.282 0.286 -0.103 -0.157 0.362 0.388 -0.005 0.102 
3 0.178 -0.195 0.006 -0.481 -0.013 0.012 0.097 -0.335 0.21 0.192 
4 0.122 0.213 -0.449 0.011 0.247 0.058 -0.109 -0.187 -0.186 0.081 
5 0.252 0.251 -0.199 -0.027 0.13 0.209 -0.114 -0.063 0.419 -0.115 
6 0.307 0.049 -0.245 -0.165 0.071 0.048 -0.102 0.033 -0.614 -0.036 
7 0.191 -0.144 0.38 0.196 -0.269 0.126 -0.388 -0.123 -0.085 -0.309 
8 -0.201 -0.325 -0.069 0.043 -0.256 0.244 -0.009 -0.013 0.245 -0.157 
9 0.294 -0.081 0.031 -0.282 -0.188 -0.292 -0.255 0.423 0.014 0.092 
10 0.292 -0.064 0.007 -0.323 -0.044 0.045 0.346 0.481 0.066 -0.371 
11 -0.256 0.115 0.195 -0.328 0.015 -0.463 -0.06 -0.059 0.077 0.296 
12 -0.26 0.1 0.178 -0.313 0.061 0.232 0.451 -0.212 -0.265 -0.323 
13 -0.008 0.369 0.182 0.039 -0.037 -0.484 0.025 -0.18 -0.04 -0.405 
14 0.009 -0.257 -0.408 0.136 0.002 -0.38 0.002 -0.235 0.149 -0.337 
15 -0.146 0.363 -0.058 -0.006 0.005 -0.061 -0.215 0.166 0.074 -0.315 
16 -0.288 0.222 -0.05 -0.148 -0.162 0.196 -0.224 0.088 -0.025 0.121 
17 0.188 0.308 0.119 0.124 -0.434 0.025 0.223 -0.135 -0.052 0.193 
18 -0.285 0.219 -0.068 -0.147 -0.086 0.241 -0.265 0.192 0.013 -0.057 
19 -0.234 -0.237 0.153 -0.12 0.536 -0.031 -0.198 0.117 -0.023 -0.132 
20 -0.167 -0.01 -0.374 -0.364 -0.379 -0.026 -0.096 -0.164 0.077 -0.145 
Eigen- 13.471 10.578 5.512 4.078 1.673 1.208 1.023 0.949 0.81 0.804 
val ues 0'\ t-.) 
Table ISb Principal Components of the Mixture Covariance Matrix 
Components 11 - 20 
11 12 13 14 IS 16 17 18 19 20 
~---~----~~--~----------~~---~~-~~--~---~~~-~~~-~~----~~-~-----~--~-----~~-~~--~------
1 0.122 0.154 0.405 0.123 0.533 0.154 0.197 0.077 0.019 0.011 
2 -0.005 -0.014 0.388 0.189 -0.02 -0.013 -0.445 -0.186 0.114 -0.087 
3 -0.485 -0.098 0.138 0.249 -0.078 0.223 -0.316 -0.075 0.004 -0.071 
4 0.294 -0.061 -0.164 -0.06 0.071 0.38 -0.24 -0.311 -0.397 -0.004 
5 0.224 -0.012 -0.106 -0.038 -0.368 -0.374 -0.315 0.03 0.351 -0.047 
6 -0.102 -0.014 0.186 -0.098 0.265 -0.046 -0.09S 0.263 0.458 -0.015 
7 0.10S 0.084 0.284 0.058 0.177 -0.123 -0.423 -0.172 -0.207 0.004 
8 0.234 -0.237 -0.164 -0.188 0.223 0.497 -0.123 0.162 0.3S -0.004 
9 0.38 -0.097 -0.076 0.487 -0.091 0.148 0.126 -0.022 0.047 -0.058 
10 -0.109 0.192 -0.164 -0.372 0.048 0.017 -0.139 -0.036 -0.262 0 
11 0.216 -0.043 -0.122 -0.294 0.328 -0.23 -0.35 0.074 0.018 0.136 
12 0.347 -0.08 -0.053 0.399 0.002 -0.122 -0.052 0.049 -0.022 0.027 
13 -0.059 0.175 0.062 -0.088 -0.263 0.422 -0.006 -0.121 0.282 0.073 
14 -0.071 0.291 -0.245 0.284 0.282 -0.18 -0.011 0.219 -0.077 -0.117 
15 -0.301 -0.648 0.002 0.076 0.08 -0.034 -0.039 0.249 -0.233 -0.12S 
16 0.003 0.498 0.076 0.041 -0.194 0.196 -0.158 0.519 -0.199 -0.192 
17 -0.022 -0.012 -0.275 -0.029 0.18 -0.045 0.034 -0.117 0.063 -0.641 
18 -0.299 0.234 -0.307 0.217 0.264 -0.05 0.015 -0.458 0.232 0.21 
19 0.029 0.052 0.053 -0.08 -0.007 0.02 0.006 -0.2 0.118 -0.65 
20 0.144 -0.023 0.436 -0.241 -0.036 -0.173 0.335 -0.246 -0.06 -0.108 
Eigen- 0.7 0.656 0.608 0.576 0.474 0.442 0.427 0.399 0.36 0.345 0\ 
val ues w 
Table 14. Component Scores Corresponding to 
the 24 Randomly Generated Vectors 
Scores 1 - 10 
1 2 3 4 5 6 7 8 9 10 
---------~--~--~---~----~-~~-------~~---~---~~-------~--------~-----~----~-
1 5.215 3.958 -1.051 -2.012 -2.6 0.097 -1.129 1.443 1.29 -4.23 
2 5.191 3.288 -0.597 -3.369 -2.728 -1.032 -1.798 0.585 0.195 -4.595 
3 5.6 4.223 0.611 -4.146 -1.432 0.27 -0.301 1.115 0.486 -4.926 
4 3.919 2.127 -1.396 -1.002 -1.242 -0.573 -2.011 0.493 0.617 -4.695 
5 5.503 5.211 -0.946 -7.396 0.63 -2.674 -0.827 3.544 0.733 -4.285 
6 5.801 4.368 -1.179 -3.947 -0.571 -1.519 -1.695 0.528 -0.135 -2.556 
7 -0.038 0.783 -2.637 -7.74 -0.739 1.137 -0.754 -0.071 0.167 -4.498 
8 -1.422 -0.753 -0.74 -4.835 -3.082 -2.549 -1.667 0.673 1.158 -3.063 
9 -2.545 -1.742 -2.389 -6.529 -1.941 -1.913 0.134 0.482 0.197 -3.149 
10 -2.399 -2.529 0.357 -4.878 -0.987 -1.924 -1.96 0.222 0.77 -2.995 
11 -1.868 -3.11 -1.689 -S .309 -1.96 1.429 -0.154 -0.52 -0.052 -3.887 
12 -2.489 0.234 -0.73 -8.183 -1.518 -2.09 1.606 0.424 0.305 -3.319 
13 -2.736 3.137 -5.888 -4.366 -4.347 -1.163 -1.105 3.046 0.876 -4.768 
14 -1.745 4.016 -6.22 -4.57 -1.485 0.879 -1.95 0.94 1.674 -3.858 
15 -3.3 2.158 -5.11 -3.999 -2.363 -2.134 -1.465 2.541 2.147 -5.292 
16 -2.954 2.994 -4.802 -2.432 -2.259 0.059 -2.281 2.971 -0.205 -3.799 
17 -0.582 4.893 -4.923 -5.684 -4.597 -3.279 -0.02 1.525 2.761 -3.897 
18 -1.647 3.636 -5.108 -2.58 -1.628 -4.649 0.717 0.035 1.273 -4.839 
19 -3.365 5.291 -1.007 -1.167 -2.917 -1.374 -2.115 -1.125 1.209 -4.724 
20 -4.158 4.462 0.575 -1.96 -2.096 -0.587 -0.719 0.239 1.125 -4.487 
21 -3.57 7.246 -0.602 -6.081 -1.672 0.633 -0.076 -0.331 1.431 -4.047 
22 -4.064 7.049 0.47 -3.576 -1.327 -1.031 -1.371 0.123 0.264 -3.459 
23 -4.514 3.648 0.554 -1.625 0.637 -0.505 -0.412 3.05 2.695 -4.881 0\ 
24 -2.644 7.306 -0.482 -5.844 -0.112 -0.411 -1.005 -0.239 0.748 -5.393 .,. 
Table 14b Component Scores Corresponding 
to the 24 Randomly Generated Vectors 
Scores 11 - 20 
11 12 13 14 15 16 17 18 19 20 
---------------------------------------------------------------------------~----------
1 2.613 2.166 0.461 1.21. 3.836 3.172 -S.811 0.515 0.375 -3.541 
2 -0.713 1.704 2.085 2.93 4.063 1.771 -5.305 -0.683 1.037 -4.228 
3 3.257 0.805 0.848 1.724 4.341 1.438 -4.923 -1.282 1.~03 -3.663 
4 0.403 2.023 0.842 1.426 3.772 1.05 -5.81 -0.502 2.059 -5.004 
5 1.382 1.351 1.546 1.906 4.15 2.224 -5.282 -0.339 1.225 -3.804 
6 2.437 0.754 1.918 2.144 3.304 2.577 -5.449 -0.363 2.342 -4.5 2 
7 2.318 0.324 1.217 0.32 3.522 1.107 -4.143 -0.315 1.247 -4.33 
8 1.308 1.994 0.909 1.573 3.416 0.099 -5.186 -1.666 2.02 -4.387 
9 -0.27 1.741 -0.453 1.095 3.132 0.94 -4.11 -1.329 1.102 -3.21 
10 1.204 0.789 0.223 1.712 4.121 1.939 -5.314 -1.024 2.105 -4.078 
11 1.948 1.029 1.323 1.171 3.822 1.216 -4.558 0.493 0.585 -4.406 
12 0.928 2.621 1.725 3.218 3.091 1.731 -4.867 -1.209 2.428 -4.628 
13 1.832 1.082 1.487 1.538 3.933 . 0.995 -4.38 -0.816 1.201 -4.534 
14 0.784 1.03S 0.127 2.544 3.857 2.081 -4.219 -0.157 0.161 -4.872 
15 1.1S3 -0.596 1.157 2.685 3.379 2.619 -4.475 -0.39 2.115 -4.385 
16 2.405 -0.832 1.07 1.391 3.49 1.075 -4.367 -1.322 1.495 -3.82 
17 -0.207 -0.207 0.857 0.557 3.241 1.476 -5.123 -0.877 1.4 -3.711 
18 1.442 1.185 -0.093 0.249 4.413 1.008 -4.764 -0.566 1.302 -3.886 
19 1.269 1.245 0.071 1.796 3.732 1.764 -4.649 -0.615 2.263 -4.188 
20 0.818 0.642 0.76 0.781 4.754 2.11 -5.983 -0.916 1.135 -4.327 
21 1.28 1.149 -0.429 2.857 3.068 0.636 -5.417 -0.093 0.714 -4.558 
22 0.821 1.009 1.569 1.266 4.314 1.477 -4.208 -1.174 0.559 -3.704 
23 2.321 0.286 -0.16 1.614 4.156 1.015 -5.546 -1.026 1.096 -4.603 




Generation of the Faoes 
--------~-------------~ 
Using the generated random vectors and the principal component scores~ 
S sets of 24 faces were produced with program CLFACE. This was done 
according to the following sohemes. 
according to absolute values of loadings of the 
vector coordinates on the first principal oomponent. 
For each of the 24 generated veotors a face was produced where the 
vector coordinate having the highest loading in absolute value on the 
first principal component (column 1 of Table 13a) was mapped into the 
face parameter found to have the highest importance in the clustering 
procedur~ of section 3.2. The coordinate having the next highest 
loading in absolute value on the first principal component was mapped 
into the next most important face parameter, and so on. The detailed 
mapping is depicted in Table ISa. 
Table 15a Scheme A for Assigning Variable Coordinates 























According to decreasing absolute values of 
loadings on the first principal component 
Loading 
on First 
Principal Face Parameter 
Component ===) Parameter Rank Order _ ..... _----- -------- ---------
.307 13 1 
.294 15 2 
.292 5 3 
- .288 4 4 
- .285 16 5 
- .262 9 6 
- .260 3 7 
- .256 17 8 
.252 2 9 
- .234 14 10 
- .201 1 11 
.195 20 12 
.191 18 13 
.188 12 14 
.178 10 15 
- .167 7 16 
- .146 11 17 
.122 6 18 
.009 19 19 
- .008 8 20 
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according to the reverse order of the absolute values 
of loadings of the vector coordinates on the first 
principal component. 
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For each of the 24 generated vectors a face was produced where the 
vector coordinate having the smallest loading in absolute value on the 
first principal component {column 1 of Table 13a} was mapped into the 
face parameter found to have the highest importance in the clustering 
procedure of section 3.2. The next-to-smallest loading in absolute 
value on the first principal component was mapped into the next most 
important face parameter, and so on. Table ISb contains the detailed 
mapping. 
using the principal component scores rather than 
the generated random vectors; mapping in order of 
the principal component scores. 
For each of the 24 vectors of principal component scores (rows of 
Tables 14a and 14b), a face was produced where the first principal 
component score of each vector was mapped into the most important face 
parameter. The second principal component score was mapped into the 
next most i~portant face parameter, and so on. Details of the mapping 
are shown in Table ISo. 
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Table 1Sb Scheme B for Assigning Variable Coordinates 
to Face Parameters 
According to increasing absolute values of 
loadings on the first principal component 
Loading 
on First 
Principal Face Parameter 
Coordinate Component ===) Parameter Rank Order 
....... __ ..... ---------- --.--........... -..... -- - .... _----- ---------
13 - .008 13 1 
14 .009 15 2 
4 .122 S 3 
IS - .146 4 4 
20 - .167 16 5 
3 .178 9 6 
17 .188 3 7 
7 .191 17 8 
1 .195 2 9 
8 - .201 14 10 
19 - .223 1 11 
5 .252 20 12 
11 - .2 S6 18 13 
12 - .260 12 14 
2 - .262 10 IS 
18 - .285 7 16 
16 - .288 11 17 
10 .292 6 18 
9 .294 19 19 
6 .307 8 20 
Table ISc Scheme C for Assigning Principal Component 
Scores to Face Parameters 
According to order of the component scores 
Component Face Parameter 
score ===> Parameter Rank Order 
---------- --------- ----------
1 13 1 
2 15 2 
3 S 3 
4 4 4 
S 16 5 
6 9 6 
7 3 7 
8 17 8 
9 2 9 
10 14 10 
11 1 11 
12 20 12 
13 18 13 
14 12 14 
15 10 15 
16 7 16 
17 11 17 
18 6 18 
19 19 19 
20 8 20 
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~!lh~g_~ : using the principal component scores rather than 
the generaied vectors, in reverse order of the scores. 
For each of the 24 vectors of principal component scores (rows of 
Tables 14a and 14b) ; a face was drawn where the first principal 
component score of each vector was mapped into the least important face 
parameter. The second component score was mapped into the 
next-to-Ieast important face parameter, and so on. 
mapping is represented in Table lSd. 
The de tail ed 
like method C, using the principal component scores 
rather than the generated vectors, mapping in order of 
scores, but now using only the first 7 component scores. 
For each of the 24 vectors of principal component scores a face was 
generated where the first principal component score of each vector was 
mapped into the most important face parameter. The second principal 
component score was mapped into the next most important face parameter, 
and so on, but only up to and including the seventh principal component 
score. Details of the mapping may be found in Table lSe. 
Table 15d Scheme 0 for Assigning Principal Component 
Scores to Face Parameters 
According to reverse order of the component scores 
Component Face Parameter 
score ===) Parameter Rank Order 
-... ------... ~ -----_ ... --- --------.----
20 13 1 
19 IS 2 
18 5 3 
17 4 4 
16 16 S 
15 9 6 
14 3 7 
13 17 8 
12 2 9 
11 14 10 
10 1 11 
9 20 12 
8 18 13 
7 12 14 
6 10 15 
5 7 16 
4 11 17 
3 6 18 
2 19 19 
1 8 20 
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Table 1Se Scheme E for Assigning Principal Component 
Scores to Face Parameters 
According to order of the component scores 
but using only the first 7 component scores 
(corresponding to eigenvalues ) 1) 



















Other parameters were assigned 
the neutral value of .5. 
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Normally, principal component analysis is performed for purposes, 
among others, of data reduction. A common practice is to discard those 
components which have corresponding eigenvalues less than 1 in 
magnitude. This was done here, producing the faces by setting the 
remaining parameters (8th through 20th in rank order) to the average 
value of .5. 
In constructing the faces for all the above sets, the range of 
each variable to be used was mapped into the [0,1] interval of the 
corresponding parameter by means of a linear transformation (the 
minimum value --) 0, and the maximum value --) 1). 
3.3.3 Experimental Clusterings 
The five sets of faces were presented to the subjects for 
clustering in two different sessions. In the first session the sets 
corresponding to methods A, B, C and D were used. Set E was presented 
from 1 to 10 days later. The order of presentation in the first 
session was systematically permuted among the subjects as an attempt to 
control as much as possible for such effects as learning, fatigue, 
disinterest, and so on. Method E was presented later after it was 
found that method C was superior on the average, and the question then 
arose as to feasibility of using only 7 principal component scores. 
It is recognized that there are some possible threats to the 
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validity of conclusions regarding the relative efficacy of method E. 
since it was presented by itself and as the fifth clustering task for 
all subjects. 
The faces were generated and photographed four at a time off the 
screen of the OP 9845C. The resulting prints were about 1 x 1 inch in 
size. It was found that 24 faces of this size were considerably easier 
to handle, physically as well as with regard to clustering, than the 
set of 40 3 x 5 prints used in the clustering procedure of section 3.2. 
The numbers identifying the faces were snipped off the right hand 
corners and copied onto the reverse side of each print. 
The instructions in each case were to group the 24 faces into 
exactly 4 subsets, not necessarily of equal size, which to the subject 
seemed alike. No time limit was imposed. No subject used more than 10 
minutes for any set. After the 4 subsets were formed, the clustering 
was recorded using the numberings on the reverse side of the prints. 
The subject was then given the next set. 
The subjects were recruited mostly from graduate students and 
faculty in the Biometry Department of the Medical University of South 
Carolina. The problem of chaining again was not noted. 
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3.3.4 Results 
The indices of dissimilarity with respect to the true, known 
clustering were computed for each subject and each set, yielding the 
results as summarized in Table 16. In order to test the null 
hypothesis of equality among the S assignment methods, Friedman's 
statistic was computed and found to be 64.90. Under the null 
hypothesis of no difference among the S methods this has an asymptotic 
(n = 24) chi square distribution with 4 degrees of freedom. Since the 
corresponding p-value is much less than .001, the null hypothesis was 
rejected in favor of the alternative hypothesis of at least one pair of 
methods differing. 
To test the null hypothesis of equality between selected pairs of 
methods, Wilcoxon signed rank tests (Hollander, 1973) were performed. 
The resulting levels of significance between the methods are summarized 
in Table 17. 
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Table 16 Dissimilarity with Correct 
Clustering, by Subj ect 
Order of Parameter Assignment Schemes 
Present-
Subj ect ation A B C D E 
~----- -------
1 ABCD_E .312 .221 .272 .355 .163 
2 ABDC_E .272 .000 .174 .326 .116 
3 ACBD_E .301 .250 .178 .380 .185 
4 ACDB_E .286 .308 .246 .351 .120 
5 ADBC_E .319 .286 .214 .330 .199 
6 ADCB_E .185 .000 .159 .362 .116 
7 BACD_E .312 .236 .254 .319 .250 
8 BADC_E .319 .297 .072 .366 .141 
9 BCAD_E .301 .232 .199 .370 .156 
10 BCDA_E .319 .243 .250 .395 .127 
11 BDAC_E .301 .315 .040 .348 .156 
12 BDCA_E .272 .264 .228 .370 .196 
13 CBAD_E .312 .290 .246 .391 .072 
14 CBDA_E .279 .286 .072 .3S1 .149 
15 CABD_E .337 .239 .192 .391 .228 
16 CADB_E .319 .250 .163 .384 .170 
17 CDAB_E .290 .232 .076 .330 .293 
18 CDBA_E .293 .170 .286 .366 .344 
19 DBAC_E .279 .286 .207 .319 .225 
20 DBCA_E .308 .286 .221 .380 .257 
21 DABC..;.E .315 .214 .217 .370 .098 
22 DACB_E .388 .330 .185 .290 .257 
23 DCAB_E .199 .286 .330 .348 .228 
24 DCBA_E .315 .322 .293 .395 .225 
mean ------ .297 .243 .199 .358 .186 









Table 17 Levels of Significance of Selected 
Differences (Wilcoxon Signed Rank Test) 
among the 5 Schemes for Mapping Data 
Coordinates to Face Parameters. 





The above levels are all using the Normal approximation and 
doing one-tailed tests, except for the E (-) C level which 
corresponds to a two-tailed test. 
Directions of 'the 
alternative hypotheses: A, B, C, E ) D 
B ) A 
C ) B 
C f E 
where ) signified that a method 




The following observations may be made at this point. 
1. Method B performed significantly better than method A. 
2. 
("" 
Method C performed significantly better than either method A 
or method B. Because of the multiplicity of these pairwise 
signed rank tests, the significance of C versus B may be 
somewhat questionable. 
3. Method D performed significantly worse than all other 
methods, and, in fact, was no better than a random clustering 
of 24 objects into 4 subsets. 
4. Method E was slightly better than method C in terms of mean 
dissimilarity. However, the Wilcoxon signed rank test showed 
no significance. The threats to the validity of observations 
about method E were noted earlier. But, as will be seen in 
section 3.4, numerical methods operating on a limited set of 
principal component scores performed correspondingly better 
than all other numerical methods. 
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3.3.S Discussion 
Assigning coordinates to face parameters according to ~~~~~A~j~~ 
order of absolute loadings on the first principal component resulted in 
significantly better clustering than according to the i~~~§A~j~~ order. 
This may be rationalized in part by the observation that although high 
loadings on the first principal component are closely related to the 
contribution of individual variables to the 9~~~All variance of the 
data, these loadings are not necessarily related to variances 
!l!~j~=~lY~!~~!. Bowever, for clustering it is often the latter that 
one, at least informally, wishes to minimize. If an individual 
coordinate has a comparatively large overall variance, it may exactly 
tend to 'blur' the distinction among the clusters (by whatever means 
arrived at). 
Ironically, although method C peformed significantly better than 
method B, considering the mean dissimilarity as well as the Wilco%on 
signed ranks, no subject recovered the clustering perfectly with method 
C, while 2 subjects were able to do so with method B. 
It is interesting to note that, while method C performed very well 
and method D did atrociously, in fact not better than random, ~~A~!l~ 
!}!_!~~!_~Y~~~~J went into the construction of the faces for both sets. 
For method D, however, 'discriminating' variables were mapped into face 
parameters which were experimentally determined not to bear importance 
for observers. Thus the poor clustering results for method Donee 
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again confirmed the empirically determined rank order of importance 
among the face parameters. 
Certain subjects reported (with some frustration) that, while for 
sets other than D they could see some 'system' or structure in the 
groups of faces, this appeared totally absent for set D. 
The overall findings strongly suggest that it is a good idea to 
use principal component scores for purposes of clustering with faces. 
However, there is a serious disadvantage to this, namely loss of the 
ability to interpret facial features in terms of the original data. 
For example, knowing that a large nose in a particular face means that 
variable 5 is comparatively large. Therefore, if one is solely 
interested in clustering one should use principal component scores; 
however, with the realization that, in so doing, the link between the 
face parameters and the raw data is being sacrificed. 
In comparing the obtained mean dissimilarities of the five methods 
with the Monte Carlo distribution of mean dissimilarities (Table 3), 
the following observations may be made. 
1. The four methods other than D all are in the .08th 
percentile, indicating, not surprisingly, that these methods 
performed a great deal better than randomly clustering 24 
faces into 4 subsets. 
2. Me thad D which clearly mapped very 








percentile. This confirms the rank order of importance and, 
shows good internal consistency with the obtained Monte Carlo 
distribution. 
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3.4 Comparing Results with Numerical Algorithms 
The clusterings obtained by grouping faces in section 3.3 were 
compared with the results of applying three commonly used and readily 
~ 
available numerical clustering methods (BMDP Statistical Software, 
Dixon 1981) to the data which gave rise to the faces. 
A brief description of these numerical clustering algorithms 
follows. More detailed information may be found in Dixon (1981). The 
first two methods, the single linkage and the centroid method, are 
agglomerative methods, that is, they are 'bottom up' procedures which 
begin with each data vector as its own singleton cluster. At each 
step, a pair of clusters is joined into a new single cluster, namely 
that pair which, in a carefully defined sense, is 'closest'. This 
continues until the desired number of clusters is reached or all data 
vectors are located within a single cluster. The results of the 
process are usually depicted by means of a tree or dendogram. 
The third method, the (-means algorithm, is a divisive or 'top 
down' procedure which rearranges data vectors at each step so that at 
the completion of the algorithm, each vector is finally located in the 
cluster whose center is closest to that vector. 
This method begins by computing and sorting a distance matrix 
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containing distances between every pair of vectors. At each step the 
two clusters which contain the two nearest vectors not yet combined 
into the same cluster are joined. The distance between two vectors 
J
i 





For purposes of this comparison p = 1 (absolute or city-block distance) 
and p = 2 (Euclidean distance) were used. Since the BMDP program 
completes the entire tree, that level was extracted which contained 
exactly four clusters. 
This method, if used with k vectors in the clustering criterion 
rather than 2, is called the k-nearest neighbors method. 
This metbod joins two vectors by replacing tbem with their 
centroid (= mean vector). At each step, the closest pair of vectors or 
centroids is joined and replaced by a new centroid. As with the single 
linkage method, distance is defined as the generalized Euclidean 
distance. Again p = 1 and p = 2 were used, and that level of the tree 
which contained exactly four clusters was extracted. 
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3. The K-Means Method 
-----------------~ 
This method begins by considering the entire set of vectors to be 
one cluster, and proceeds by splitting a cluster into two clusters at 
each step. After reaching k clusters (k = 4 in this case), data units 
are iteratively reallocated into that cluster which has the nearest 




d .. = 
lJ 
these comparisons the Mahalanobis distance d .. 
1J 
M = within-cluster covariance matrix 
was 
The BMDP software allows the specification of some initial cluster 
means and membership. This is especially useful in situations where 
the number of data vectors is large but one nevertheless has some idea 
of the clustering. This particular option was not used in this study. 






Table 18 Performance.) of Some Numerical Clustering 
Algorithms wbe~n Applied to the Randomly Generated 
Sets of Vectors and to the Associated Principal 
Component Scores 
Clustering 







tance .. ) 
------
p = 1 
p = 2 
p = 1 
p = 2 





P Q (20) R (7) 
----- ----- ------
.116 .645 .000 
.315 .000 .000 
.000 .000 .000 
.000 .000 .000 
.196 .000 .000 
.) Performance is expressed as index of dissimilarity with the 
correct clustering. Index of 0 denotes perfect agreement. 
P is the set of 24 generated random vectors. 
Q is the set of 24 associated vectors of 20 principal 
component scores. 
R is the set of 24 associated vectors using only the first 7 
principal component scores • 
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.. ) p = 1 denotes sum of absolute differences of vector coordinates 
p = 2 denotes sum of squares of absolute differences 
coordinates (= Euclidean distance). 
Mahalanobis distance denotes standardization by the 
within-cluster covariance matrix. 
of vector 
Table 19 Actual Clusterings by the Numerical Algorithms 
D a t a 
Method 
1. centroid p = 1 
2. centroid p = 2 
3. single link p = 1 
4. single link p = 2 
S. I-means 
D a t a 
1. centroid p = 1 
Set p 
Clustering 
{1,2,3,4,S,6) {14,lS} {19,20,21,22,23,24) 
(7,8,9,10,11,12,13,16,17,18) 









{ 17 } { 18 ) {23 ) 
{1-16 ,19-22,241 
Using set Q, methods 2 through S were able to recover the 
the correct clustering perfectly, i.e., 










By and large, using the numerical methods appears to yield more 
accurate results than the clustering of faces, but not uniformly so. 
It must be reiterated that the methods could be gauged only 
because in this highly artificial situation the correct clustering was 
known. When this is not the case, one can only note the discrepancies 
or perhaps decide on the one clustering which seems simplest or most 
consistent with extraneous knowledge regarding the data. 
These results strongly suggest that also for numerical clustering 
methods it might be advantageous to operate on the principal component 
scores rather than on the raw data. 
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CHAPTER 4 
ANALYZING PSYCHOLOGICAL PROFILE DATA USING THE FACE TECHNIQUE 
4.1 Using Faces to Cluster Variables rather than Cases 
Chapter 3 was concerned basically with the clustering of cases. 
Data units <observational vectors) were converted into sets of faces 
which were subsequently clustered. When performing exploratory data 
analysis, one is frequently also interested in the degree of 
association among (groups of) variables. This section describes an 
innovative application of Chernoff-type faces, namely a technique 
whereby each face is constructed as a representation of a YA~jAR1§. By 
clustering these faces, one obtains a notion of the degree of 
association among the corresponding variables. Real, rather than 
artificially generated data were used for purposes of illustrating this 
method. 
4.1.1 Description of the Data 
The data used consisted of psychological profiles of nine classes 
(1913 - 1981) of physicians (N = 130) entering the Family Medicine 
Residency of the Medical University of South Carolina. 
The profiles consist of (sub)scores of the following standard 
psychological tests administered to each new resident early in the 
first academic y.ar. 
Shostrum's Personal Orientation Inventory (POI) 
Rotter's Internal vs External Control of Reinforcement 
Scale (I-E) 
Gordon's Work Environment Preference Schedule (WEPS) 
Alport's Study of Values Scale (A) 
Schutz' Fundamental Interpersonal Relations Orientation 
Scale (FIRo-B) 
The Rokeach Dogmatism Scale 
The Myers-Briggs Type I (MB) 
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These data were selected for illustrating the method because they 
represent an interesting and realistic range of challenges for this 
type of application, that is, a large number of variables (31), some of 
which were known to be highly correlated, different scales, etc. A 
serious danger in using this type of data might well be the inference 
of unintended psychological attributes from expressions of the faces. 
It must be stressed that certainly no attempt was made to have the 
facial expressions conform to any stereotypic ideas concerning the 
psychological profile variables. 
While a complete discussion of these tests and their particular 
use in the Family Medicine Residency of !IDSC lies beyond the scope of 
this dissertation, Table 20 provides a highly simplified summary of the 
broad implications of high and low outcomes, respectively, on each of 
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the subscores. This is derived from Johnson (1983), where appropriate 
references for each scale may be found. Additional information was 
sollicited via personal communication with Alan Johnson who originated 
the use of this battery in the Family Medicine Residency of MDSC, and 
who also normally administers and interprets these tests. The purpose 
of including this table was to make it possible to compare some of the 
clusterings and correlations of the variables with the attributes that 
the respective scales attempt to measure. 
4.1.2 Preliminary Computations 
Descriptive statistics of the 31 subscores appear in Table 21, 
while Tables 22a and 22b contain the product moment correlations. 
Table 22c is a commonly used method of graphically representing the 
correlation magnitudes, namely through the use of heavily shaded 
characters for high absolute correlations, and light or no shade for 
very low correlations. This representation sometimes leads to a 
plausible informal grouping of the variables. 
After computing the above, a principal component analysis was 
performed, yielding the results appearing in Table 23. Only the 10 
components corresponding to eigenvalues greater than or equal to 1 were 
retained. 
Table 20 General Attributes Related to 




7. POI_ SR 




Live in the past or in 
the futUre. 
Are dependent. Seek 
support from others' 
view s. 
Reject values of self-
actualizing people. 
Are rigid in their 
application of values. 
Are insensitive to 
their own needs and 
feel ings. 
Are fearful of 
expressing their 
feelings behaviorally. 
Have low self-worth. 
Are unable to accept 
self with weaknesses. 
See man as essentially 
evil. 





Live in the present. 
Are independent, 
sel f-supportive. 
Bold values of self-
actualizing people. 
Are flexible in their 
application of values. 
Are sensitive to their 
own needs and feelings. 
Freely express their 
feelings behaviorally. 
Have higb self-worth. 
Are able to accept self 
in spite of weaknesses. 
See man as essentially 
good. 
See opposites of life 
as meaningfully related. 
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Variable 




Table 20 (continued) 
Persons with Persons with 
low scores 
-~------~-~~~~-----~~ 
Deny feelings of anger 
or aggression. 
Dave difficulty with 
warm interpersonal 
relationships. 
Have high belief in 
internal control. 
Do not seek authority. 
Put individuals above 
corporations. 
Prefer personal work 
relationships. 
Are only slightly 
empirical, pragmatic 
or rational. 
Are only slightly 
interested in what is 
useful or pragmatic. 
Tend less to look 
for harmony, form, 
grace or symmetry. 
Are only slightly 
altruistic or helpful 
to others. 
Are only slightly 
interested in power for 
its own sake. 
high scores 
Accept feelings of anger 
or aggression. 
Have warm interpersonal 
reI a tionships. 
Have high belief in 
external control. 
Accept authority. 
Prefer specific rules 
and gUidel ines. 
Prefer impersonal work 
relationships. 





Are interested in what 
is useful; pragmatic. 
Look for harmony, form, 
grace, and symmetry. 
Are altruistic, helpful 
to others; profess-
ional philantropist. 
Are interested in power 
for its own sake; 
Machiavellian. 
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Table 20 (continued) 
.... 
Persons with 
Variable low scores 
-----~--- ~--------~--~-----------
20. A_REL Are less interested in 
unity as their highest 
value, or in under-
standing the cosmos as 
a whole.' 
21. FIRO_B 1 Make no effort to 
include other people in 
their activities. 
22. FIRO_B 2 Do not want to be 
included in the 
activities of others. 
23. FIRO_B 3 Do not want to control 
others. 
24. FIRO_B 4 Do not want control from 
others. 
25. FIRO_B 5 Make no efforts to 
become close to others. 
26. FIRO_B 6 Do not want expressions 
of affection from others. 
Per sons with 
high scores 
---~------------~-------
Seek unity as their 
highest value. Seek to 
understand the cosmos 
as a whole; mystical. 
Make efforts to include 
other people in their 
activi ties. 
Want others to include 
them in their 
acivities (even if 
they do not make the 
effort themselves>. 
Want to exert control 
and influence others. 
Take charge. 
Want others to control 
and influence them. 
Make efforts to become 
close to people. 
Express friendly and 
affectionate feelings. 
Want other people to 
express affection and 








Table 20 (continued) 
Persons with 
low scores 
Are openminded, able to 
receive, evaluate, and act 
on relevant information, 
unencumbered by internal 
or external factors. 
Have interests which 
flow mainly to the outer 
world of actions, objects 
and persons. 
(extraverted) 
Prefer to perceive the 
immediate, practical 
facts of experience and 
life. 
(sensing) 
Prefer to make judgments 
or decisions objectively, 
impersonally. 
(thinking) 
Prefer mostly to live 
in a decisive, planned 
and orderly way. 
(judgment) 
Per sons "i th 
high scores 
Are rigid, unable to 
assess intrinsic merits 
of an event, independent 
of environmental 
influences. 
Have interests which 
flow mainly to the inner 
world of concepts and 
idea s. 
(introverted) 
Prefer to perceive the 
po s sib iii tie s , 
relationships and 
meanings of experiences. 
(intuition) 




Prefer mostly to live 





Table 21 Descriptive Statistics of Psychological Profile 
Data of 9 Classes (1973 - 1981) of Physicians 
Entering MUSC Family Medicine Residency N = 130 
Standard 
Variable Mean Deviation Range 
-------- --_ ... _--- -------... _ ... -
1 POI_IC 17.4 2 .. 58 10 - 22 
2 POI_I 89.0 10.26 54 - 116 
3 POI_SAV 21.0 2.59 13 - 26 
4 POI.EX 21.0 3.70 11 - 30 
5 POI_FR 16.9 2.75 5 - 22 
6 POI_S 13.1 2.61 5 - 18 
7 POI_ SR 13.1 1.85 6 - 16 
8 POI_SA 16.1 3.38 7 - 24 
9 POI_NC 12.6 1.75 7 - 16 
10 POI_.SY 7.3 1.17 3 - 9 
11 POI_A 16.5 3.01 5 - 23 
12 POI_C 18.9 3.32 9 - 26 
13 I-E 8.9 4.20 1 - 20 
14 WEPS 22.4 6.41 0 - 37 
15 A-IHEO 42.9 6.25 28 - 66 
16 A-BeON 34.1 8.41 18 - 57 
17 A-AEST 46.5 7.86 27 - 65 
18 A-SOC 40.7 6.54 20 - 61 
19 A-POL 37.7 6.19 25 - S9 
20 A-REL 38.2 11.28 13 - 62 
21 FIRO_B 1 5.1 1.78 1 - 9 
22 FIRO_B 2 5.0 3.28 0 - 9 
23 FIRO_B 3 3.2 1.97 0 - 9 
24 FIRO_B 4 3.4 2.04 0 - 9 
25 FIRO_B 5 5.0 2.22 0 - 9 
26 FIRO_B 6 6.1 2.17 1 - 9 
27 ROKEACB 131.5 24.09 82 - 191 
28 MBEI 98.5 24.45 53 - 153 
29 MBSN 111.4 26.03 47 - 151 
30 MBTF 113.6 18.38 71 - 147 


































Table 22a Correlations a.onl Subscores 
of the Psychological Profile 
3 4 5 6 , 
N .. 130 
8 9 10 11 
-------------------------------------------------------------------------------------------
1 1.0000 
2 0.4632 1.0000 
3 0.3009 0.7169 1.0000 
4 0.3440 0.7453 0.4355 1.0000 
5 0.3275 0.7235 0.4840 0.4814 1.0000 
6 0.3953 0.7696 0.6695 0.4793 0.5679 1.0000 
7 0.4544 0.5933 0.4570 0.3227 0.3126 0.4823 1.0000 
8 0.4459 0.7084 0.4074 0.4700 0.3516 0.4984 0.4194 1.0000 
9 0.0478 0.3019 0.3165 0.1369 0.1171 0.1936 0.1760 0.1232 1.0000 
10 0.2468 0.4408 0.5959 0.4680 0.2601 0.3472 0.1749 0.3529 0.1649 1.0000 
11 0.2355 0.6939 0.5220 0.4054 0.6784 0.5676 0.3386 0.5042 0.0253 0.4047 1.0000 
12 0.4156 0.8392 0.5159 0.7679 0.7163 0.5769 0.4814 0.4805 0.1771 0.3277 0.6285 
13 -0.1226 -0.0000 -0.1048 0.1145 0.0298 -0.0173 -0.2744 0.0748 -0.1696 0.0085 0.0171 
14 -0.1162 -0.3148 -0.2496 -0.3921 -0.2107 -0.21S4 -0.0845 -0.0981 -0.0461 -0.2745 -0.1550 
15 -0.1639 -0.0169 0.0945 0.1044 -0.0356 -0.1292 0.0562 -0.0472 0.1194 0.0650 -0.0233 
16 0.0264 -0.0246 0.0630 -0.0111 -0.0467 -0.0860 0.1155 0.0636 0.0838 0.0937 -0.0283 
17 0.0675 0.2392 0.2852 0.2117 0.2862 0.2512 -0.0015 0.1472 -0.1022 0.2017 0.2080 
18 0.0881 0.0397 -0.0157 -0.0122 -0.0747 0.0067 -0.0224 0.1139 0.1034 -0.0227 -0.0100 
19 0.0076 -0.0163 -0.1135 0.0328 -0.0546 -0.0632 0.1640 0.0200 0.1808 0.0127 -0.0995 
20 -0.0254 -0.1506 -0.2254 -0.2085 -0.0653 -0.0031 -0.1935 -0.1988 -0.2216 -0.2431 -0.0484 
21 0.2157 0.0706 0.0653 0.0144 0.0103 0.1830 0.1932 0.0529 0.2566 0.1392 0.0496 
22 -0.0161 -0.0598 0.1004 -0.0891 -0.0580 0.0709 0.0337 -0.1245 0.1995 0.1269 -0.0249 
23 -0.1784 0.0319 0.1241 0.0765 0.0703 0.0272 0.0030 -0.1348 0.1429 0.0840 0.0933 
24 -0.0586 -0.1842 -0.1876 -0.1113 -0.2806 -0.1519 -0.1617 -0.0534 -0.0596 -0.0400 -0.3114 
25 0.0765 0.1419 0.2416 0.0181 0.1291 0.2651 0.1611 0.0057 0.1968 0.2304 0.1266 
26 -0.0081 -0.0267 -0.0238 -0.0942 0.0005 0.1116 0.1177 -0.1233 0.2255 -0.0371 -0.0322 
27 -0.3303 -0.4200 -0.4319 -0.3460 -0.2589 -0.3120 -0.2457 -0.3163 -0.2303 -0.1872 -0.2188 
28 -0.2352 -0.3250 -0.2902 -0.1177 -0.1310 -0.3587 -0.3857 -0.2085 -0.2688 -0.1701 -0.1997 
29 -0.0007 0.2570 0.2356 0.1861 0.2591 0.2629 0.0764 0.0723 0.0090 -0.0329 0.2088 
30 0.1434 0.1103 0.0481 0.1029 0.1753 0.1676 -0.1021 0.0453 0.0113 -0.0044 -0.0241 











Table 22b Correlations among Subscores 
of the Psychological Profile 
12 13 14 15 16 17 18 
12 1.0000 
13 0.0054 1.0000 
14 -0.3262 -0.0282 1.0000 
15 0.0525 -0.0067 0.0200 1.0000 
16 -0.0285 -0.1796 0.1955 0.0958 1.0000 
17 0.2487 0.2482 -0.2910 0.0244 -0.3040 1.0000 
18 -0.0678 0.0759 -0.0226 -0.2033 -0.3938 -0.1573 1.0000 
(continued) 
19 20 
19 -0.0428 -0.1464 0.0221 -0.0026 0.2836 -0.3437 -0.1983 1.0000 
20 -0.1157 0.0045 0.0450 -0.5162 -0.5142 -0.2002 0.0418 -0.4006 1.0000 
! 
21 22 
FIRO_B 1 21 -0.0146 -0.1736 0.0400 -0.0361 0.0368 -0.3138 0.0524 0.2917 0.0198 1.0000 
FIRO_B 2 22 -0.1084 -0.0260 0.0463 -0.0191 0.0579 -0.2409 0.0159 0.2164 0.0055 0.5557 1.0000 
FIRO_B 3 23 0.1142 -0.1760 0.0048 0.1597 0.0485 -0.1043 -0.0608 0.2831 -0.1742 0.2680 0.2743 
FIRO_B 4 24 -0.2762 -0.0436 0.0245 -0.1452 -0.1374 -0.0423 0.1344 -0.0968 0.1850 0.0523 -0.0076 
FIRO_B 5 25 0.1324 -0.0559 -0.1969 -0.0097 0.0209 0.0032 -0.0403 0.0021 0.0059 0.3720 0.3655 
FIRO_B 6 26 0.0073 -0.1557 -0.0923 0.0029 0.1116 -0.1862 -0.0910 0.1399 0.0175 0.2791 0.4775 





28 -0.2462 0.0872 0.0855 0.1192 -0.0876 0.0110 0.0968 -0.1791 0.0333 -0.3598 -0.2003 
29 0.2282 0.0536 -0.1913 0.2139 -0.4395 0.2682 0.0660 -0.3291 0.1695 -0.1097 -0.0130 
30 0.0431 0.0528 -0.1508 -0.4035 -0.2279 0.0515 0.1818 -0.3158 0.4223 -0.0932 -0.0931 
31 0.0742 0.2152 -0.0849 -0.0484 -0.193~ 0.2286 -0.0599 -0.1260 0.1206 -0.0210 0.0284 
\C) 
\C) 
Variable 23 24 
Table 22c Correlations among Subscores 
of the Psychological Profile 




FIRO_B 3 23 1.0000 
FIRO_B 4 24 -0.0971 1.0000 
FIRO_B 5 25 0.2298 -0.0725 1.0000 
FIRO_B 6 26 0.1364 -0.0614 0.4377 1.0000 
ROKEACB 27 0.0743 0.0602 -0.0762 -0.1699 1.0000 
MBEI 28 -0.2126 -0.0294 -0.4030 -0.2660 0.2043 1.0000 
~mSN 29 0.1889 -0.1002 0.0885 0.0002 -0.1754 -0.0514 1.0000 
~mTF 30 -0.2539 0.1168 0.1471 0.0370 -0.0994 -0.0505 0.1608 1.0000 















22 FIRO_B 2 
25 FIRO_B 5 
21 FIRO_B 1 












18 A_ SOC 
24 FIRO_B 4 
17 A_AEST 
9 POI_NC 







Table 22d Absolute Values of the Correlations of the 
31 Psychological Profile Subscores 
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Table 23 Dnrotated Principal Component. 
of the P.ycholoaical Profile 
Variable 1 2 3 4 5 6 7 8 9 10 
---------- ---------------------------------------------------------------
POI_ TC 1 0.529 -0.006 0.101 -0.467 -0.124 -0.042 -0.103 0.148 0.087 -0.115 
POI I 2 0.949 -0.075 -0.046 -0.123 0.104 0.041 -0.042 -0.017 0.047 0.006 
POI_SAV 3 0.784 0.047 -0.015 0.124 -0.063 0.083 0.009 0.164 -0.320 0.170 
POI_EX 4 0.726 -0.118 -0.191 -0.014 -0.014 0.198 0.076 -0.232 0.168 -0.160 
POI_FR 5 0.730 -0.159 -0.028 0.047 0.243 -0.231 0.067 -0.183 0.067 0.098 
POI_S 6 0.799 -0.041 0.210 -0.050 0.075 -0.093 0.034 0.122 -0.051 0.016 
POI_SR 7 0.606 0.250 -0.018 -0.241 0.OS4 -0.155 -0.327 0.256 -0.000 -0.146 
POI_SA 8 0.652 -0.082 -0.155 -0.371 0.023 0.149 0.053 0.209 0.095 0.011 
POI_NC 9 0.294 0.397 0.109 0.052 -0.124 0.307 -0.281 0.001 0.039 0.343 
POI_ SY 10 0.548 0.111 -0.093 0.027 -0.111 0.330 0.440 -0.022 -0.372 0.068 
POI_A 11 0.716 -0.097 -0.072 0.006 0.377 -0.143 0.190 -0.041 -0.078 0.121 
POI_C 12 0.837 -0.098 -0.123 0.001 0.163 -0.094 -0.043 -0.213 0.116 -0.070 
I-E 13 -0.025 -0.377 -0.050 0.200 -0.107 0.108 0.539 0.220 0.537 0.055 
WEPS 14 -0.391 0.160 -0.083 -0.233 0.381 -0.212 -0.003 0.519 -0.047 0.216 
A-THEO 15 0.031 0.202 -0.484 0.534 -0.003 0.153 -0.278 0.225 0.001 0.078 
A-ECON 16 0.000 0.542 -0.446 -0.228 -0.258 -0.314 0.131 -0.012 -0.128 0.218 
A-AEST 17 0.319 -0.490 -0.162 0.372 -0.232 -0.018 0.185 0.142 -0.169 -0.164 
A-SOC 18 -0.021 -0.20S 0.276 -0.229 0.209 0.654 -0.156 0.060 0.199 0.276 
A-POL 19 -0.012 0.644 -0.202 -0.150 -0.021 -0.003 0.060 -0.142 0.370 -0.329 
A-RFl.. 20 -0.217 -0.412 0.660 -0.167 0.247 -0.219 -0.016 -0.166 -0.100 -0.076 
FIRO_B 1 21 0.139 0.602 0.432 -0.095 0.164 0.176 0.130 0.121 0.072 -0.137 
FIRO_B 2 22 0.017 0.566 0.446 0.198 0.077 0.11S 0.255 0.069 0.112 0.122 
FIRO_B 3 23 0.090 0.451 0.038 0.441 0.3~4 0.116 -0.009 -0.169 -0.077 -0.278 
FIRO_B 4 24 -0.256 -0.100 0.240 -0.224 -0.260 0.396 -0.027 0.085 -0.300 -0.391 
FIRO_B 5 25 0.279 0.354 0.501 0.293 -0.154 -0.081 0.188 0.006 -0.130 0.102 
FIRO_B 6 26 0.063 0.483 0.425 0.200 -0.213 -0.206 -0.086 -0.196 0.141 0.216 
ROKEACD 27 -0.514 -0.037 0.098 -0.024 0.537 -0.017 0.270 0.152 -0.138 -0.053 
'18EI 28 -0.405 -0.381 -0.348 0.042 0.128 0.114 0.001 -0.181 0.058 0.285 
MBSN 29 0.296 -0.347 0.224 0.548 0.182 0.017 -0.396 0.099 0.049 -0.080 
MBTF 30 0.112 -0.425 0.532 -0.178 -0.256 -0.087 -0.022 -0.195 -0.007 0.215 
MBJP 31 0.199 -0.241 0.330 0.255 -0.289 -0.237 0.000 0.449 0.209 -0.114 
VP 6.933 3.435 2.630 1.943 1.488 1.385 1.247 1.147 1.057 1.032 .... 
0 
The VP is the sum of the squares of the elements of the column of the factor loadina matri~ ~ 
correspondinl to that factor. The VP i. the variance explained by that factor. 
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4.1.3 Construction of the Faces 
A face was constructed corresponding to each variable by using the 
loadings on the first 10 principal components (each face thus 
corresponding to a row of Table 23). Again the empirically determined 
rank order of importance among the faces was used: the loading on the 
first principal component was mapped into the most important face 
parameter; the loading on the second principal component was mapped 
into the next most important face parameter, and so on, up to and 
including the loading on the 10th principal component. The remaining 
parameters (11th through 20th in rank order of importance) were set to 
the neutral value of .5. 
represented in Table 24. 
Exact specification of the mapping is 
The signs of entries of some entire rows were reversed in order to 
ensure that, in each row, the first entry appreciably different from 0 
(abitrarily set as those greater than .3 in absolute value) was always 
positive. This was done in order to avoid having a pair of rows being 
highly similar except for one row being the negative of the other, a 
situtation which would (probably) erroneously lead to allocating the 
corresponding faces to different clusters. 
The above procedure yielded a set of 31 faces, each being a 
representation of a variable. These faces were not experimentally 
clustered. Rather, one 'expert clusterer' was used to demonstrate one 
possible clustering outcome. The instructions to the clusterer were to 
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make 10 groups, not necessarily of equal size, which appeared alike. 
The number 10 was used because the principal component analysis had 
yielded 10 components. 
4.1.4 Grouping the Variables by other Methods 
In addition to being grouped through the use of faces, the 
variables were clustered by two other methods based solely on numeric 
values. 
Considering the principal components (Table 23) to be initial 
unrotated factors, a varimax orthogonal rotation was performed yielding 
the loading pattern as represented in Table 25. 
Among the wealth of rotation methods with their associated 
criteria, varimax, by maximizing the variance of the squared loadings 
for the f~~~9~j (columns of Table 25), tends to yield solutions baving 
many comparatively high loadings and also numerous very low loadings, 
i.e., tending to remove average loadings. This rotation method, 
therefore, often seems useful as an aid in simplifying and interpreting 
the factors (Gorsuch, 1974). 
The resulting grouping of variables appears in Table 2S, where the 
group borders are indicated by an extra line spacing. The factor 
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loading matrix in that table was rearranged so that the columns appear 
in decreasing order of the variance explained by the factors. The rows 
were rearranged so that for each successive factor, loadings greater 
than.5 appear first. Variables baving no loadings greater than .5 
were grouped with the factor on which that variable loaded the highest. 
Loadings less than .25 were replaced by , , . . 
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Table 24 Mapping for Assigning Principal Component 
Loadings (Rows of Table 23) to Face Parameters 
According to order of the principal components 
using only the first 10 principal components 




























Other parameters were assigned 
the neutral value of .5. 
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Table 25 Sorted Factor Loadiu8i of the 31 Psycholo8ical 
Profile Sublcores. after Vari.as Rotatioo. 
Variable 1 2 3 4 5 6 7 8 , 10 
--------------------------------------------------------------------
2 POI_I 0.941 
12 POI_C 0.829 -0.260 
11 POI_A 0.784 
6 POI_S 0.770 
5 POI_FR 0.741 -0.331 
8 POI_SA 0.723 
4 POI_EX 0.697 -0.415 
3 POI_SAV 0.693 -0.425 
7 POI_SR 0.611 -0.346 0.349. 
J POI_Te 0.559 0.378 
10 POI_SY 0.509 -0.284 -0.376 -0.271 0.303 
22 FIRO_B 2 0.781 
25 FIRO_B 5 0.733 
21 FIRO_B 1 0.686 0.307 
26 FIRO_B 6 0.643 -0.325 
28 MBEI -0.324 -0.522 
20 A_REI. 0.806 0.346 
15 A_mOO -0.802 
30 MB1F 0.645 -0.264 -0.286 
29 amSN 0.809 
16 A_ECON -0.293 -0.740 
14 WEPS 0.799 
27 ROIEACB -0.321 0.618 -0.379 , 
19 A_POL -0.252 -0.309 0.716 . . 
17 A_AEST 0.257 -0.418 0.329 -0.335 
J3 I_E 0.900 
31 MBJP 0.363 0.309 0.577 
23 FIRO_B 3 0.398 -0.310 0.293 -0.498 
18 A_SOC 0.836 
9 POI_NC 0.375 -0.280 0.438 
0.133 
... 
24 FIRO_B 4 -0.258 0 
00 
VP 6.281 2.960 2.328 1.997 1.715 1.527 1.455 1.427 1.353 1.254 
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A standard procedure (BMDP, Dixon, 1981) was used to cluster the 
variables numerically. This method is of the agglomerative type as 
outlined in section 3.4. Because the interest lay in finding (groups 
of) variables displaying a high degree of association regardless of 
direction (sign), the similarity measure used was the absolute value of 
the product moment correlation. The criterion for joining two clusters 
was taken to be the mean absolute correlation between two clusters 
(average link) defined as 
\ \ Ir .. J/n.n. where the summation is over all L L lJ 1 J 
pairs in different clusters, and n. and n. are the number of 
1 J 
variables contained so far in each cluster. 
The clustering used was obtained by extracting that level of the 
resulting tree which contained exactly 10 clusters (Table 26). 
The dissimilarity metric on clusterings of the same set was 
computed for each pair of clusterings among the three groupings 
obtained by the methods described above. This is summarized in Table 
26. The three computed dissimilarities are obviously significantly 
smaller than the dissimilarity between two random partitions of 31 
objects into 10 subsets. 
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4.1.5 Discussion 
The three methods focusing on associations among the variables 
yielded clusterings which closely resembled one another. 
which used faces and the varimax rotation method 
The Ironping 
yielded the 
clusterinls which were closest in terms of the dissimilarity metric. 
This is probably not too surprising since both methods use principal 
component analysis as a starting point. 
The results in this section demonstrate the feasibilty of 
clustering variables through the use of faces, and sUSlest that the 
clusterinl obtained by the method developed might be invariant with 
respect to the type of orthogonal rotation performed. 
4.2 The Representation of Class Means by Faces 
Means for each variable and class (1973 1981) were computed 
yieldinl the results of Table 27. It was desired to devise a graphical 
representation of the class means based on faces, with the objective 
that variables having the greatest deviations from class to class would 
be most highlighted. 
The individual scores were first standardized to T scores (mean = 
SO, s.d. = 10) using the overall means and standard deviations for 
each variable. The class means of these standardized scores are 
displayed in Table 28. The purpose of this standardization was to make 
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the disparate scales of the respective variables comparable. Table 28 
also shows the ranges across classes of the mean standardized scores 
for each variable. The variables appear in order of ~~J£!P~jpB ranges. 
A face was then constructed corresponding to each year where the 
variable having the greatest range was mapped into the face parameter 
with the empirically determined rank order of greatest importance. The 
variable with the next greatest range was mapped into the face 
parameter of next highest importance, and so on. The detailed mapping 
is represented in Table 29. Additionally, the ranges of the associated 
parameters (maximally [0,1]) were each prorated using a ratio of the 
range of the corresponding variable divided by the largest observed 
range. The parameter of highest importance thus had a full range of 
[0,1] while the parameter of least importance had the most curtailed 
parameter range in the resulting faces. 
The variables ranking from 21 through 31 with respect to the range 
of the mean standardized scores were discarded since the faces can only 
accommodate 20 parameters. All the variables thus discarded had ranges 
less than or equal to 1. 
Method I Faces 
Table 26 Clustering of the 31 Variables 
of the Psychological Profile 
by Three Methods 
{1,2,3,4,S,6,7,8,10,11,121 {9,21,22,2S,26} {20,30} 
{16 ,29) {14 ,27} {19 , 28} {17 ,18,31} {23 ,24} {13 ) (I S) 
Method II Varimax rotation 
{1,2,3,4,S,6,7,8,10,11,121 
{16,29) {14,27) {17,19} 
{21,22,2S,26,28} {lS,20,30) 
{13) {9 , 18) {24) {23,3I) 
Method III Absolute product moment correlation, average link 
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{1,7} {2,3,4,5,6,8,10,lI,12} {9,21,22,2S,26,28) {1S,20,30} 
{16,17,18,19,29} (14,27) {13) {23) {24) (31) 
Dissimilarities 
I II III 
I .039 .080 
II .039 .071 
III .080 .071 
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Table 27 Class Means of Psychological 
Profile Subscores 
Variable 1973 1974 1975 1976 1977 1978 1979 1980 1981 
----.-~-" ........... 
1 POI_IC 18.9 17.5 17.7 16.7 17.2 16.1 17.5 17.7 17.3 
2 POI_I 92.3 88.3 87.1 86.7 88.3 82.6 89.2 95.1 91.5 
3 POI_ SAV 21.5 21.3 21.4 21.3 20.6 18.8 21.1 21.6 21.7 
4 POI_BX 21.2 20.9 19.4 20.4 21.5 20.3 20.9 23.1 21.4 
5 POI_FR 17.3 17.2 16.0 16.8 16.5 15.6 17.3 17.9 17.6 
6 POI_S 13.8 13.7 13.1 13.1 12.2 11.7 13.0 13.3 13.8 
7 POI_SR 14.5 12.6 12.5 12.6 13.0 12.1 13.5 13.5 13.5 
8 POI_SA 16.8 15.9 15.6 15.5 16.7 14.1 15.9 17.7 16.8 
9 POI_NC 12.7 12.5 12.6 11.9 13.0 12.6 13.1 13.0 12.2 
10 POI_SY 7.3 7.5 7.4 7.6 7.4 7.1 7.1 7.S 7.1 
11 POI_A 16.6 16.5 16.4 16.4 16.1 14.8 16.6 17.3 18.3 
12 POI_C 20.5 19.2 17.9 18.1 18.3 17.5 18.8 20.9 19.5 
13 I_E 6.5 9.9 9.6 8.6 9.9 9.4 10.5 7.7 7.7 
14 WEPS 23.2 21.8 24.1 22.4 20.9 22.8 23.3 20.9 23.0 
15 A_THEO 42.8 41.0 40.6 41.6 43.1 44.0 45.9 44.6 42.2 
16 A_BCON 33.2 38.5 33.0 32.0 31.4 31.6 34.6 34.1 37.5 
17 A_AEST 46.4 47.1 46.1 44.1 47.8 44.6 45.8 47.7 48.7 
18 A_SOC 38.1 38.2 41.1 43.1 44.1 42.0 40.9 38.4 39.5 
19 A_POL 40.S 37.8 37.6 37.2 38.7 38.4 37.4 37.7 34.7 
20 A_RFL 39.0 37.7 41.7 42.1 34.9 39.4 35.3 37.7 37.5 
21 FIRO_B 1 5.9 4.8 4.8 S.7 S.5 5.3 5.5 4.1 4.7 
22 FIRO_B 2 5.5 3.9 4.5 6.1 6.1 4.8 S.S 3.9 4.4 
23 FIRO_B 3 3.3 3.3 3.6 3.7 3.5 2.5 3.2 2.7 2.8 
24 FIRO_B 4 3.1 2.9 4.0 4.4 3.4 S.O 3.0 2.7 2.4 
25 FIRO_B 5 5.6 5.8 4.9 4.9 5.3 4.9 5.0 4.3 4.2 
26 FIRO_B 6 6.9 6.0 6.1 5.9 6.2 6.0 6.6 5.7 5.7 
27 ROKEACB 139.4 124.8 131.0 131.7 136.3 137.5 131.4 121.6 132.1 
28 MBE! 92.6 104.7 91.6 108.1 95.7 102.1 97.4 93.5 100.1 
29 MBSN 101.5 101.4 110.4 117.4 115.0 104.1 113.S 122.3 113.9 
30 MBW 109.1 112.3 120.1 110.4 111.4 118.4 109.5 116.9 113.7 
31 MBlP 87.5 97.4 104.0 97.4 90.4 92.6 99.6 94.2 97.1 
n 11 IS 14 14 16 14 16 15 15 
N = 130 
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Table 28 Class Means of Standardized 
Psychological Profile Subscores 
(by Descending Range) 
Variable 1973 1974 1975 1976 1977 1978 1979 1980 1981 Range 
-------- ----
29 MBSN 46.1 46.1: 49.6 52.4 51.4 47.1 50.8 54.3 51.0 8.2 
27 ROK 53.1 47.4 49.8 50.1 51.9 52.4 50.0 46.1 50.2 7.0 
28 MBEI 47.7 52.4' 47.3 53.8 48.9 51.4 49.5 48.0 50.6 6.5 
31 MBJP 46.8 50.6 53.2 50.7 47.9 48.7 51.5 49.4 50.5 6.4 
2 POI_I 51.3 49.7 49.2 49.1 49.7 47.5 50.1 52.4 51.0 4.9 
30 MBTF 48.2 49.5 52.6 48.8 49.1 51.9 48.4 51.3 50.0 4.4 
20 A_REL 50.3 49.8 51.4 51.5 48.7 50.5 48.8 49.8 49.7 2.8 
16 A_ECON 49.7 51.8 49.6 49.2 49.0 49.0 50.2 50.0 51.4 2.8 
19 A_POL 51.1 50.0 50.0 49.8 50.4 50.3 49.9 50.0 48.8 2.3 
18 A_SOC 49.0 49.0 50.2 51.0 51.3 50.5 50.1 49.1 49.5 2.3 
15 A_THEO 50.0 49.2 49.1 49.5 50.1 50.4 51.2 50.7 49.7 2.1 
17 A_AEST 49.9 50.2 49.8 49.0 50.5 49.3 49.7 50.5 50.9 1.9 
13 I-E 49.1 50.4 50.2 49.9 50.4 50.2 50.6 49.5 49.5 1.5 
12 POI_C 50.6 50.1 49.6 49.7 49.8 49.4 49.9 50.8 50.2 1.4 
11 POI_A 50.0 50.0 49.9 49.9 49.8 49.3 50.0 50.3 50.7 1.4 
8 POI_SA 50.3 49.9 49.8 49.8 50.2 49.2 49.9 50.6 50.3 1.4 
4 POI_EX 50.1 50.0 49.4 49.8 50.2 49.7 50.0 50.8 50.1 1.4 
14 WEPS 50.3 49.7 50.7 50.0 49.4 50.1 50.3 49.4 50.2 1.3 
3 POI_ SAV 50.2 50.1 50.1 50.1 49.8 49.1 50.0 50.2 50.3 1.2 
1 POI_TC 50.6 50.1 50.1 49.7 49.9 49.5 50.0 50.1 SO .0 1.1 
24 FB_4 49.9 49.8 50.2 50.4 50.0 50.6 49.8 49.7 49.6 1.0 
22 FB_2 50.2 49.6 49.8 50.5 50.4 49.9 50.2 49.6 49.8 .9 
7 POI_SR 50.5 49.8 49.8 49.8 50.0 49.6 50.2 50.2 50.2 .9 
5 POI_FR 50.1 50.1 49.6 50.0 49.8 49.5 50.2 50.4 50.3 .9 
6 POI_S 50.3 50.3 50.0 50.0 49.7 49.5 50.0 50.1 50.3 .8 
21 FB_l 50.3 49.9 49.9 50.2 50.1 50.1 50.1 49.6 49.8 .7 
25 FB_5 50.3 50.3 50.0 50.0 50.1 50.0 50.0 49.7 49.7 .6 
26 FB_6 50.3 50.0 50.0 49.9 50.0 50.0 50.2 49.8 49.8 .5 
23 FB_3 50.0 50.0 50.2 50.2 50.1 49.7 50.0 49.8 49.9 .5 
9 POI_NC 50.0 50.0 50.0 49.7 50.1 50.0 50.2 50.1 49.8 .5 
10 POI_SY 50.0 50.1 50.0 50.1 50.0 49.9 49.9 50.1 49.9 .2 
Table 29 Mapping for Assigning Variables 
to Face Parameters for Generating 


























According to order of decreasing range of 
mean standardized scores 
Face Parameter 
Range ===) Parameter Rank Order 
---- ------- -------
8.2 13 1 
7.0 15 2 
6.5 5 3 
6.4 4 4 
4.9 16 5 
4.4 9 6 
2.8 3 7 
2.8 17 8 
2.3 2 9 
2.3 14 10 
2.1 1 11 
1.9 20 12 
1.5 18 13 
1.4 12 14 
1.4 10 15 
1.4 7 16 
1.4 11 17 
1.3 6 18 
1.2 19 19 
1.1 8 20 
remaining variables are not mapped since 
faces can only accommodate up to 20 parameters. 
corresponding ranges are all < 1. 
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The series of nine class faces appears in Figure 6. In 
considering these faces as pictorial representations of the information 
contained in Tables 27 and 28, the following are a few among possible 
observations. 
1. To anyone at all familiar with the faces it is immediately obvious 
that, in terms of the mean standardized figures, 1978 and 1981 were 
very'average' classes. The parameters of the corresponding faces 
are all extremely close to .5. 
2. Class 1980 was very interesting in that it had the highest mean 
standa rdiz ed MBSN (b i gge st smil e) a s well a s the lowe st Roke ach 
(thinnest face). 
3. Classes 1973 and 1978 were pretty similar, except for having quite 
different MBEI scores, the variable with the third highest range of 
tbe mean standadized scores. The face for 1973 looks down {low 
score:extraversion} while the face for 1978 looks up (relatively 
high score: introversion). Table 20 is helpful at this point. 
The above observations could, most likely, also be made by 
carefully examining Tables 27 and 28. They can certainly be verified 
by checking the relevant figures in those tables. The contention is, 
however, and this, of course, is the whole point of the exercise, that 
the facial representations enable much faster appreciation of 
simil ari ties and/or differences. Familiarity with the faces is 
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obviously very helpful. The issue of training is discussed briefly in 
Chapter S. 
A criticism sometimes leveled at the face methodology is the lack 
of a frame of reference. It was intended to borrow a trick from the 
field of economics for this particular illustration, namely to use one 
of the classes as base, and express the values in other classes as 
jBB~~_!jBY£~!. Since the data pertaining to two of the classes 
resulted in very average faces, which therefore were usable as frame of 




CONCLUSION S AND SUGGESTED FDRTHER RESEARCH 
5.1 Conclusions 
The developed Chernoff-type face in color appears an attractive 
and useful method for displaying multivariate data. 
Good internal consistency, evidenced by observations in the 
described clustering procedures, was demonstrated for the conceived 
general methodology for ranking individual face parameters. The rank 
order methodology developed is probably applicable to other types of 
multivariate representations. 
While it was felt, with a degree of uneasiness, that investigating 
a rank order of importance among facial parameters somehow violated the 
!~!!~1! premise of the Chernoff-type face, certain parameters are 
undeniably more important than others. This was borne out by the 
specific rank order empirically determined which confirmed some a 
priori notions, e.g., the importance of the smile. 
Tbe, perhaps necessary, fuzziness of tbe very notion of a cluster 
was once again confirmed throughout this dissertation. Not only were 
individual differences observed among subjects focusing on the same set 
of faces, but also the multitude of approaches and results among 
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strictly numerical clustering methods was once again very much in 
evidence. Additionally. differences were found among face groupings on 
the one hand, and numerically based groupings on the other. 
The numerical techniques used were generally better able to 
approximate the correct clustering, suggesting that, assuming one were 
strictly interested in clustering, these methods are to be preferred to 
heuristic clustering based on faces. This may be a function of the 
underlying configuration of clusters. The utilized MVN mixture model 
tends to produce convex, ellipsoid data 'clouds'. 
A particularly interesting, and potentially very useful, result 
was the observed superiority of clustering while operating on a limited 
set of the most important principal component scores. This was true 
when using faces, but, perhaps of much more general interest, also when 
numerical algorithms operated on the component scores. 
The comparison of two schemes for mapping data coordinates into 
face parameters based on the absolute loadings on the first principal 
component yielded largely unsatisfactory results. Some reasons 
(formulated with the benefits of hindsight and sharpened intuition) are 
suggested in section 3.3.5. 
Tbe feasibility of clustering Y~~l~~l~~ by constructing faces 
using (unrotated) principal component loadings was clearly 
demonstrated. One clustering of such faces more closely resembled the 
121 
grouping based on varimax factor rotation than the one based on 
absol ute product momen·t correl ations. 
Using faces to depict differences among entering classes in a 
Family Medicine Residency resulted in a graphical representation which 
was easier to interpret than the corresponding summary statistics. 
Substantial individual differences in clustering ability and 
approach were observed among experimental subjects. Their accuracy 
seemed, by informal observation, to be related to perceived motivation, 
i.e., willingness to devote some time and concentration to the task at 
hand. 
There seemed, once again through informal observation, a learning 
effect in operation. The author's wife, used as 'expert clusterer' in 
section 4.1.3 developed a fine-tuned ability for distinguishing 
essentials among the faces. She was purposely excluded as formal 
experimental subject for 'knowing too much'. 
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5.2 Suggested Further Research 
There appears to be a veritable plethora of extremely interesting 
follow-up possibilities based on the faces and research developed in 
this dissertation. Some of these are briefly outlined below. 
It seemed obvious during some of the experimental clustering 
procedures that many subjects would probably have had great difficulty 
in exactly reproducing their own particular clustering, especially 
after any appreciable passage of time. Experiments shedding light on 
the reproducibility of clusterings by subjects would be very 
interesting and informative. 
Experimental subjects frequently remarked that certain faces 
obviously and definitely belonged together. while some other faces only 
~~~~j~l~ could be grouped together. After a particular clustering was 
accepted by the experimenter, this strength-of-cluster characteristic 
was totally ignored. It might be possible to analyze and use 
clusterings while taking this notion into account, particularly when 
considering association among variables. 
It also seems reasonable to suppose that some relation exists 
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between the strength of clusters and reproducibility as discussed 
above. 
It was observed, informally, that those subjects who seemed highly 
motivated, and devoted considerable time and concentration on the 
grouping task tended to obtain more accurate clusterings (probably true 
for most tasks). Experiments exploring these motivational aspects, 
coupled, perhaps, with interference-type studies, and possibly even 
related to strength of clusters, could be devised. 
A scenario for a possible application of Chernoff-type faces is 
one where a panel of instrument read-outs (e.g., vital signs of a 
number of patients in an intensive care unit) are supplanted or 
augmented by a set of continually changeable faces. The intent would 
be for an attendant to be able to obtain an overall impression of one 
patient, or even a set of patients, while only glancing at a single 
display consisting of one or more faces. Attendants could be trained 
in the recognition of certain facial expressions with their medical 
implications. 
One could probably demonstrate that clustering of faces can be 
enhanced substantially, with respect to accuracy as well as 
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reliability, by adequate training. 
When constructing faces from data vectors, each coordinate is 
mapped more or less independently into a face parameter. Each facial 
feature, being a combination of one or more parameters, thus 
essentially conveys the information contained in one or more data 
coordinates. However, precisely what is gained by arranging those 
individual features into a human face remains to be assessed. It might 
be possible to estimate the increase in cognitive power resulting from 
the integration of all facial features into a single, familiar ~s~!Al! 
in which, since birth, we have been trained to recognize subtle 
differences and similarities. 
Envisioned are experiments involving totally unfamiliar 
configurations of facial 
should be, and a large 
incomplete faces (e.g., 
features (e.g., having mouths where the eyes 
eye where the mouth usually is, etc.), 
missing mouth), a varying serial presentation 
consisting of one facial feature at a time versus a complete face, 
Picasso-type faces, upside down faces, and so forth. 
Tests investigating the implications of similar or very different 
clusterings among subjects could perhaps be devised. 
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The ability to cluster faces could probably be demonstrated to be 
present at a very early age. 
The comparative invariance of clusterings with respect to various 
(orthogonal) factor rotation methods could be further explored. 
The clear superiority of numerical methods operating on a limited 
number of principal component scores should be reconfirmed, using, 
probably, vectors of smaller dimensionality than 20 (say, 6-dimensional 
vectors yielding two usable principal component scores). 
Experiments could be devised which investigate the effect on the 
rank order of importance of color parameters as their range is 
enlarged, that is, allowing green hair, blue faces, and so on. 
It may be possible by combinatoric considerations to derive exact 
statistical distributions of various clustering configurations of sets 
of given cardinality, and thus also obtain distributions of the 
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dissimilarity metric used. This would make unnecessary the Monte Carlo 
approximation procedure described in section 3.1. 
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A P PEN D I X A 
MATHEMATICAL SPECIFICATION OF TDE FACES 
The curves specified herein were taken largely from Flury (1980). 
A parametrized form for minimal and maximal curves is used 
minimal curve: f(t) = (XO(t)'YO(t» 
maximal curve: get) = (X
1
(t),Y1 (t» 
where XO' YO' Xl' and Yl are real-valued functions of t 
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defined On an interval [a,b]. Using the appropriate parameter Z(i), 
the corresponding line of the face is constructed as follows: 
h(t) = f(t) + Z(i) • [get) - f(t)1 
Z(i) i = 1,2, ••• ,20 are the parameters. 
all i 
Note that for Z(i) = 0 
and for Z(i) = 1 
h(t) = f(t) 
h(t) = get) 
The formulae are for constructing the (viewer's) right hand side 
of the face. 
The origin of the coordinate system lies at the bridge of the nose. 
The overall size of the faces is approximately 20 x 17 units. 
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Eye s 
The eyes are defined by S parameters: Z(I) through Z(7), and 
Z(19) which controls the color of the iris. 
The eye contour consists of two half arcs. The center of this 
contour is located at; (Xm, Ym). 
D = .5 * length of the minor axis 
__ __D_2_-___ 2_._2_5 
R = radius of the arcs 2D 
Rotation for purposes of slanting the eyes is done around (Xm,Ym) 
Pu = radius of the pupil 
(Xp,Yp) = center of the pupil before rotation 
Z(I) determines the horizontal position of the entire eye. 
Z(2) determines the vertical position of the entire eye. 
Ym = 2*(Z(2) - .5) 
Z(3) determines the width of the eye contour. 
D = .4 + .S*Z(3) 
Z(4) determines the horizontal position of the pupil center. 
(before rotation!) 
Xp = Xm + 1.2*Z(4) 
Z(5) determines the vertical position of the pupil center. 
Yp = Ym + Ly 
Ly = a*b*c 
where 
a = 2*(Z<S) -.5) 
b = 1 - .Ol/Pu 
(before rotationl) 
c = «R2 - (Xp - Xm)2).S - (R - D) 
Pu is defined below. 
This ensures that a part of the pupil is always visible. 
Z(6) determines the radius of the pupil. 
Pu = .05 + .4*Z(6) 
The radius of the iris is fixed at .7. 
Z(7) determines the rotation <slant) of the entire eye. 
Eyes are rotated Rot radians counterclockwise 
around (Xm,Ym) after all the above are computed. 
Rot = 2n*(.S - Z(7»/12 
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Eye b row s 
The eyebrows may vary with regard to vertical position, curvature, 
anO bushiness. The horizontal position is determined by that of 
the eye contour in order to ensure that the eyebrow always be 
located directly above the eye. 
Z(8) determines how high above the eye the eyebrow is located. 
Xb = 3 + 2*(Z(l) - .5) 
Yb = 1.8 + Z(2) + Z(8) 
Z(9) determines the curvature of the eyebrow. 
See below. 
Z(lO) determines the bushiness of the eyebrow. 
2S points (x.,y.) are plotted and connected 
J J 
x. = Xb - 2 + (j-l)/6 
J 
y. = Yb + (x. - Xb)2*(1.S - Z(9»/4 + (-l)j.Z(lO)/2 
J J 
Z(lO) introduces a zig-zag effect. 
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Nos e 
The nose is controlled by a single parameter. The shape changes 
but the position is fixed. 
Z(ll) determines the shape of the nose. 
81 points (x.~y.) are plotted and connected 
J J 
y. = -(j - 1)/20 
J 




X(~) = 1.2245 - .4339~ + .1431~2 - .0135~3 - .1396~4 + .OS37~5 
M 0 u t h 
The mouth is determined by 3 parameters: the fulness and the curvature 
(smile or not). In addition, there is a color parameter 2(18) which 
is described with the color parameters. 
2(12) determines the fulness of the lips. 
Z(13) determines the curvature (smile). 
Upper and lower lip lines are drawn through 2 sets of 
31 pOints: (x.,y.) for upper lip line 
J J 
(x.,u.) for lower lip line 
J J 
x. = (j - 1) 
J 
1 ~ j ~ 31 
= -6 for j = 1 
y. 
J 
= YO(x j -l.S) + Z(12).[Y I (x j -l.S) - YO(xj -l.S)] 
for 2 ,< j ~ 30 
= -6.S for j = 31 
= -7 for j = 1 
u. = UO(xj-l.S) + Z(12).[UO(x j -l.S) - U1 (x j -l.S)] J 
for 2 ~ j ,< 30 
= -6.5 for j = 31 
where 
YO(~) = -6.1531 - .1583~ - .034S~2 - .0418~3 - .0038~4 + 
Yl(~) = -5.7326 - .3889~ - .1487~2 + .0233~3 - .0366~4 + 
Uo (~) = -6.6522 + .lS03~ - .0513~2 + .0402~3 - .0040e
4 
-






B air and F ace lin e s 
The hair ana face lines are controlled by three parameters: Z(14), 
Z(lS). and Z(16). 
Z(14) determines the upper hair line. 
The upper hair line is drawn through 121 points (x.,y.) 
J J 
which are computed as follows 
= (0,9) for j = 1 
= (XO(bj)'YO(hj » + 




for 2 ,< j .$. 101 
(X.,y.) 
J J 
= (u .• v.) + 
J J 
+ Z(14)*[X1(t j ),i1(t j » - (uj,V j )] 
where 
tj = -1 + (j-1)/60 
h. = -1 + (j-1)/51 
J 
for 102 ~ j ~ 120 
for j = 121 
XO(~) = 5.5221 + 3.7880~ - 3.0211~2 - .2974~3 + .9966~4 + .0660~S 
YO(~) = 6.1704 - S.6920~ - .S460~2 + .9206~3 - .6389~4 - .2504~5 
X1(~) = 8.1147 + 2.7487~ - 7.3495~2 + 4.2360~3+ 2.8299~4 - 3.5240~S 
Y1(~) = 6.7029 - 10.3740~ - 3.6243~2 + 5.80S8~3+ .S964~4 - 1.5585~S 
(u.,V.) see parameter Z(16) 
J J 
Z(IS) determines the shape of the face (cheek line) 
The cheek line 'is drawn as 97 points (s.,\9.) which are 
J J 
computed as follows. 
= (7,0) for j = 1 






) .. WI ( r j » - (SO ( r j ) , W 0 ( r j ) ) ] 
for 2 ,< j ~ 96 
= (0,-10) for j = 97 
where 
r. = -1 + (j-l)/48 
J 
SO(~) = 4.6951 - 2.6606~ + .1939~2 - 1.3368~3 - 1.4519~4 + .S02S~S 
WO(~) = -4.7097 - S.4093~ - 2.2439~2 + .212S~3 + 1.934S~4 + .2350~S 
Sl(~) = 6.3767 - 2.1462~ - 4.1037~2 - 2.9179~3 + 1.2404~4 + 1.5972~5 
Wl(~) = -6.5371 - 8.7286~ + 1.204S~2 - 7.S676e3+ .3221e4 - 3.854geS 
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Z(16) determines the hair-face border line (= lower hair line). 
The lower hair line is drawn through 121 points (uj,Vj ) 
which are computed as follows. 
= (0,6.5) for j = 1 
= (UO(kj),VO(k j » + 
+ Z(16)*[(U1 (hj ),V1 (bj » - (UO(kj),VO(k j »] 
(U.,v.) 
J J 
= (XO(hj)'YO(hj » + 
for 2 ~ j ~ 44 
+ Z(16)*[(U1 (hj ),V1 (hj » - (XO(hj)'YO(hj »] 
for 45 ~ j ~ 101 
for 102 ~ j ~ 121 
(see parameter Z(15» 
where 
h. = -1 + (j-1)/60 
J 
k. = -1 + (j-l) 122 
J 
UO(~) = 2.3096 + 2.7696~ 
2 
- .2053~ - .2040~3 + .3026~4 - .1693~5 
Vo (~) = 8.1185 + .3246~ - 1.5201~2 + .3933~3 + .1948~4 - .4255~5 
U
1 
(~) = 3.5608 + 4 .0885~ + .2 812~2 - .5919~3- .3595~4 + .0412~S 
VI (~) = 3.9792 - 1.9186~ - .82 70~2 - .9 84 9~3 + .1044~4 - .3504~5 
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Color Par a met e r s 
Tbe face colors are determined by 4 parameters, Z(17) through Z(20). 
Implementation is by the AREA COLOR Pl,P2,Pg command of the 
Hewlett-Packard 984SC, 
where P = hue 1 P2 = saturation Pg = luminosity 
ana using the FILL option in the appropriate PLOT commands. 
Z(17) determines the flesh tone of the face. 
AREA COLOR 1,.2 + .gS*Z(17),1 
allows the tone to vary from sickly pale to ruddy. 
Z(18) determines the color of the lips. 
AREA COLOR 1,.6 + .4*Z(18),1 
allows the lips to vary from pink to dark red 
(tbe lips are always darker than the cheeks). 
Z(19) determines the color of the iris. 
AREA COLOR .5,.4 + .6*Z(19),1 
allows the iris to vary from light blue to a fuller blue. 
Z(20} determines the color of the hair. 
AREA COLOR 1,.I+.9*Z(20},.3+.1·Z(20) 
allows the hair color to vary from greyish brown to red. 
A P PEN D I X B 
1. INSTRUCTIONS TO THE USER 






Dissimilarity of random partitions with 
a fixed known partition 
Preliminary program for the faces 
Preliminary program for the faces 
Preliminary program for the faces 
The face program 
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INSTRUCTIONS TO THE USER 
Program CLFACE expects, for each face, a record in the input file 
containing 20 3-decimal numbers, each ranging from 0 to 1. If a 
particular application has less than 20 variables, it is the user's 
responsibility to complete the data file with appropriate numbers 
(usually .500). 
Program CLFACE does not perform any rank ordering, principal 
component analysis, etc. The first number in each data record is 
assigned to parameter Z(I). The second number is assigned to parameter 
Z(2), etc. If the user wishes to use principal component scores 
instead of raw scores, these must first be computed. Subsequently, the 
scores must be scaled and mapped onto the [0,1] interval. 
Additionally, the user probably would wish to permute the scaled scores 
so that the principal component scores follow the rank order shown in 
Table 15c. For example, the first principal component score most 
likely would have to result in position number 13. (Z(13) corresponds 
tot he sm il e. ) 
BY~~i~g_~~9g~~m __ ~1E~~E: load the BEAUJON cartridge, and hit the RUN 
key. The prompt ENTER NAME OF DATA FILE: will appear. 
This file must consist of records each having 20 3-decimal numbers. 
without any blanks, e.g •• 
.2 59 • S 7 3 .992 
Z(I) <- .259 
... .722 
Z(2) (- .S73 
This will cause 
Z(3) (- .992 Z(20) (- .722 
144 
Overview of Steps for Creating a Data File for CLFACE 
1. Decide if the original data or principal component scores are to be 
used. If the latter, perform the computation, perhaps discarding 
some scores (pertaining to eigenvalues less than 1 in magnitude), 
and use the principal component scores in what follows. 
2. For each score, a minimum and maximum must be found. The scores 
are then linearly mapped onto the [0,1] interval, minimum --) 0, 
maximum --) 1. For scores varying widely in orders of magnitude, 
other mappings may be considered (e.g., logarithmic). 
3. Decide on a mapping of scores to parameters. If principal 
component scores are used, most likely one would wish to follow the 
mapping of Table ISc. 
4. If fewer than 20 scores are used, set the remainder of the scores 
equal to .SOO. 
preceding page. 
































































































A program to compute dissimilarities 
between random partitions Q[24,4] 
and one fixed partition A[24,4] 
by B. Jan Beaujon 












contains the frequencies of the observed 
di ssimil ari ties 
contains the frequencies of the means of 
dissimilarities M at a time 
contains the fixed partition 
[{1,2, ••• ,6) {7,8, ••• ,12} {13,14, ••• ,18) 
encoded by A(i) = 1 
A(i) = 2 
A(i) = 3 
A(i) = 4 
{19,20, ••• ,241] 
for 1 <= i (= 6 
for 7 <= i (= 12 
for 13 <= i (= 18 
for 19 <= i (= 24 









one at a time 
encoding is similar to that of A(·) 
i. e., O(i) = j if the ith object is in 
the jth bucket 
contains frequency counts of objects in 
buckets ( = subsets) 
the number of dissimilarities that are 
averaged 
the cardinality of the set 
the number of partitions 



























































































• create the fixed partition * 
••••••••••••••••••••••••••• * •••••••••••• 
end of creation 
print intermediate results every time 










X sums the dissimilarites for computing 
the mean later on 
go find a random partition 
go compute the dissimilarity measure 
go update frequency count of 
mean dissimilarity 
IF INT(B/P)=B/P THEN GOSUB 3760 
REM go print frequencies 
NEXT B 
GOSnB 3760 
REM go print frequencies 
END 
146 
REM (=========~===== end of program (====== 
REM 
1920 REM ••••••••••••••••••••••••••••••••••• 
1940 REM • find a random partition * 
1960 RBM ••••••••••••••••••••••••••••••••••• 
1980 RBM 
2000 REM G9 indicates the next empty bucket 
2020 69=1 
2040 MAT G=ZER 
2060 MAT Q=ZER 
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2080 REM after initializing, simply put first 
2100 REM object into the first bucket 
2120 G(1)=1 
2140 Q(1)=1 
2160 FOR 1=2 TO N 
2180 REM find a random bucket 1,2, ••• ,89 
2200 V=RND(0)*B9+1 
2220 V=INT(V) 
2240 IF V=l THEN GOTO 2420 
2260 RBM if it is to be placed in an 
2280 REM empty bucket, make sure it is 
2300 REM the one with smallest possible 
2320 REM subscript 
2340 IF G(V-l»O THEN GOIO 2380 
2360 V=G9+1 
2380 IF G(V)=O THEN G9=G9+1 
2400 G(V)=l 
2420 Q(K)=V 
2440 NEXT K 
2460 IF G9(B9 THEN GOTO 2020 
2480 REM redo if there is one or more 
2500 REM empty bucket 
2520 REtuRN 
2540 REM =========================================================== 
2620 REM ••••••••••••••••••••••••••••••• 
2640 REM • calculate dissimilarity * 
2660 REM • between A(.) and Q(.) • 
2680 REM ••••••••••••••••••••••••••••••• 
2700 REM 
2720 D=O 
2740 FOR 1=2 TO N 
2760 FOR 1=1 TO I-I 
2780 TI=O 
2800 IF Q(I)<>Q(1) THEN T1=1 
2820 T2=0 
2840 IF A(I)<>A(J) THEN 12=1 
2860 REM if pair(i.j) lies within the 
2880 REM same bucket for partition A(.) 
2900 REM and in different buckets for 
2920 REM partition Q(*), 
2940 REM or vice versa. 
2960 REM 
2980 REM then add I to dissimilarity D 
3000 REM 
3020 IF T1<>T2 THEN D=D+1 
3040 NEXT J 
3060 NEXT I 
3080 C=INT«D/N2+.00S).100) 
3100 REM book the obtained dissimilarity 
3120 REM in frequency count £(.) 





3220 REM ========================================================= 
3260 REM 
3280 REM book the mean of M dissimilarities 
3300 REM in frequency count F(.) 




3400 IF H>l THEN GOTO 3520 
3420 Rl=D 
3440 R2=D 
3460 GOTO 3600 
3480 REM R1 and R2 are mlnlmum and maximum 
3500 REM dissimilarities, respectively 
3520 IF D>=Rl THEN GOTO 3S60 
3540 Rl=D 
3560 IF D<=R2 TOEN GOTO 3600 
3580 R2=D 
3600 RE'llJRN 
3620 REM ======================================================== 
3660 REM 
3680 REM .* ••••••••••••••••••••••••• ***.* 
3700 REM • print frequency distribution * 
3720 REM * of the mean dissimilarities * 
3740 REM *** •••••••• *.*** •••••• * ••••••••• 
3760 PRINT'B = ':8 
3780 PRINT 
3800 F8=0 
3820 FOR J=R1 TO R2 
3840 IF F(J)=O THEN GOTO 3920 
3860 F8=F8+F(J) 
3880 F7=F8/B 
3900 PRINT J,F(]),F8,F7 
3920 NEXT J 
3940 PRINT 
3960 PRINT 
3980 REM .**** •••••••••• * •••••••••••• ** ••• 
4000 REM * print frequency distribution * 
4020 REM • of the dissimilarities * 
4040 REM •••• * ••••••••• * •••••••••••••••••• 
4060 PRINT 
4080 Z8=0 
4100 FOR J=O TO 100 
4120 IF E(J)=O THEN GOTO 4200 
4140 Z8=Z8+E(J) 
4160 Z7=Z8/Z 
4180 PRINT J,E(J),Z8,Z7 
4200 NEXT J 
4220 RE1URN 



















Preliminary program for CLFACE 
by H. Jan Beaujon 
(lc t I:.bet'" 1, 1 9:32 
130 Purpose: creates 81 X-values for construction 








160 This is a one-tiMe-only program which creates the file 
I 70 II t·JOSEX II (rlose' X) 
18(1 
1'30 
200 See Flury (1980) Technical Report for coefficients 
210 
220 
2:30 C~:EATE II t·H)SE:x: II , 4 
240 ASS I GN # 1 TO u NOSE::~: n 
250 DIM C(I:81) 





310 nested 5th degree polynomial 
320 
~::30 C (J) =:x; 
340 PRINT J,C(J),X 
';:50 UE::-::T J 
:360 
:370 
:380 F'F.:IHT #1; CC*) 
Et'~D 














P R LIM 2 
Preliminary program for CLFACE 
by H. Jan Beaujon 










130 Purpose: creates 31 pairs of (YO~Y1) and (UO,Ul) 









This is a one-time-only program which creates 
the f11E'S IIt'10',(,0" (moL~th YO) 
II t'l 0 V 1 /I ( m 0 u thY 1 ) 
/I t'10U(1 11 (mol_~t h lie) 
"t'10U1" (moL~th Ul) 














CREATE II t'10VO II , 4 
ASSIGN #1 TO II r'10' .... O II 
C~:EATE 1I~10Yll1,4 
ASS I Gt,~ #2 TO II f'll) "" 1 .. 
Cr=~EATE 1I~10UOII, 4 
ASS I Gt·~ #3 TO II t'10U0 II 
CREATE 1I~10Ull1,4 
ASS I Gt-~ #4 TO "t'10Ul" 
F I ::<ED 3 
FOR J=1 TO 31 
X=('1-1 ) .... ·10 
P=:X:-1 • 5 
mClj_~t h ' .... 0 
rnc.I.~t h VI 
mCI .. ~t h UO 



















Pf;:INT #4; D 
NEXT J 
END 

















P R LIM 3 
Preliminary program for CLFACE 




130 Purpose: creates arrays for the face and hair lines. 
1 4 e The ;:. e' .at'" est I) t" e· d ; n f i 1,. s It FA C L H II an d II H A R L t·~ It, t-· e· ::. p . 
150 
160 This is a one-tiMe-only program which creates 
1 7~1 the' f i 1 e'$. II FACLN II and If HARLN" 
1:::0 
190 See Flury (1980) Technical Report for coefficients 
2~3e 
210 
220 OPTION BASE 1 
2:30 F I :>::ED :3 
240 DIM X0(121),YO(121),Xl(121),Yl(121),UO(121),VO(121),Ul(121),Vl(121) 
250 DIM SO(97)~WO(97),Sl(97),Wl(97),Xh(121),Yh(121) 
260 ~ 


































CF~EATE II HARLt·~ II, 40 
CREATE "FACLNII~16 
ASS I I::;t·~ # 1 TO II HAF.:LN II 
600 A~;S I GN #2 TO II FACLN" 
the 2 fil~s are CREATEd and written here 
610 PRINT #1;X0(*),Y0(*),Xl(*),Yl(*)~U0(*),V0(*),Ul(*),Vl(*),Xh(*),Yh(*) 















A program to construct Chernoff-type Faces 
by H. Jan Beaujon 




130 Operating instructions: load the Beaujon cartridge 
140 
150 type GET "CLFACE" 
160 
170 hit <RUN> 
lee 
190 
2 C1 '3 U nit = lit h to. '-~ 1 7 con t, a inc CI e· f fie 1 E" n ~. So .:,. n d p .:1 to. t 1 ":,. 1 1~.' C c. nl p 1...1 t -E" Ij 
















ASS I G~~ 
ASSIGH 
A'SS I GN 










321 OPTION BASE 1 
322 D It·, D f f [ S ] 
the· data file-. 
HOSEX" Curve i nformat i Cln 
r'10'l'0 " Cur've i nfclY'·rnat. i on 
NOY1" C'Jt"'ve i nformat i cln 
NOUO" Curve i mfot-'rn.:,.t i cln 
NOLll" Curve i nfClt-'mat.. i cln 
HARLN" CIJt-'ve i nfot-'mat i on 
FACLH" Curve informat.ion 














format of data file .234.443.297 ••••• 775 















2(20) (-- .775 
480 DIM Hosex(81),Moy0(31),Moyl(31),Mou0(31),MoulC31) 











t·, 0 '-~ t h 
t10ut h 
H .:,. i r' 1 i n e' 
F .:il: e 1 i nE· 
see DIM XO(121),YO(121),Xl(121),Yl(121>,UO(121),V8(121),Ul(121>,Vl(121) 




































The 20 parameters 
2(1) = horizontal displacement of 
eye C Ot'lt· OIJr' 
2(2) = vertical displacement of 
eye corlt.I:II_~r 
2(3) = width of the eye contour 
2(4) = horizontal displacement of 
pupil 3.: iris 
















pupil a{ it-·;s. 
radius of the pupil 
slant (rotation) of the eye 
height of eyebrow 
curvature of the eyebrow 
bushiness of the eyebrow 
width/shape of the nose 
thickness of the lips 
curvature of the lips (smile) 
'_'ppe·t"· h.a; t... 1 it-IE' 
shape of face (cheek line) 
hair-face border line 
color of the face (flesh tone) 
col CIt"' ,:If the 1 i f:IS 
color' of the ir-;s. 
colot-· clf th.:' hait" 
The following units are read only one 
830 time. 
840 READ #2;MoyO(*) they were created with 
850 READ #3;Moy1(*) PRLIM1, PRLIM2 and PRLIM3 
860 READ 14;MouO(*) 
870 READ IS;Moul<*> 
880 READ 16;XO(*),Y0(*),Xl<*),Yl(*),UO(*),VO(*),Ul(*),Vl<*),Xh(*),Yh(*) 
890 READ #7;S0(*),W(1<*),Sl<*),Wl<*> 






















FCt~: Hn=l TO 120 
FOR Ny=Qy TO 1 STEP -1 
FOR t~)::= 1 TO Qx 







number of f~ces in x-direction 
number of faces in y-direction 
number the faces 
gop lot a t' a.: e' 
pause after a full screen 




1110 Fer: LOCATE (Nx-l)*100/Qx,Nx*100/Qx,CHy-l)*100/Qy,Hy*100/Qy 
1120 GCLEAR 
1130 PEN 4 
1140 ! FRAME 
1150 Sel=11 define the scale limits 
1160 SCALE -Scl,Scl,-Scl,Scl 
1170 PEN 1 
1180 READ #8;AS read data record 
1190 FOR 1=1 TO 20 
1200 T$=A$[I*4-3,I*4J 
1210 Z(I)=VAL(TS) 
1220 NEXT I 
1230 LORG 7 
1240 MOVE S,1,-.9*8c1 



































PLOTTER 18 Face(*) 








PLOTTER Delta(*) IS OFF 
AREA COLOR 1,.35*Z(17)+.2,1 







PLOTTER IS Delta(*) 
GOSUB Uphar 
1580 GOSUB Loha 
1590 
1600 
for face number 
face number in lower right 
go draw the eye balls 
store information for the 
left side here 
store informatjon to FILL 
in the flesh tone later 
go draw the lower hair line 
go draw the eye contour 
go draw the lower face line 
Face Color 
************************* , 
FILL in the fl~sh tone 
go draw the €yebrow 
go draw the mouth 
go draw th~ nose 
store information to 
FILL in hair color later 
go draw the upper hair lin€ 
go draw the lower hairline 
(has to be r€done to enclose 













PLOTTER Delta(+.) IS OFF 
************************************ 
AREA COLOR 1,.9*2(20)+.1,.3+2(20>*.1 
MAT PLOT Delta,FILL ! draw and FILL hair 
PEN 2 
PEt·~UP 
1720 GOSUB Cntsub redraw the eye contour afte~ 
FILLing outside it 1730 
1740 
1750 eft. :. ide 
1760 
1770 o f f ace s 
1780 
1790 p o t t~ e d 
1800 
1810 PLOTTER Face(*) IS OFF to prepare to draw left side 






















SCALE Sc 1 , -Sc 1 , -Sc 1 ~ Sc 1 
! 
~1AT PLOT Fa,: e' i dr·at ... 1.:'ft side' 
RETURN ! ======= end of Fer 
f .:1, c e' i s com p 1 e ted 
=============================================================== 
E~:Je'bt-,: PEt·iUP 
V=1 !! \,'=(-1 ) ..... J 
FOF.~ J= 1 TO 2S 
:~;:b=2*(Z( 1 )-. 5)+3 
Yb=2.8+1*(Z(2)+Z(8)-1) 
;'~=Xb-2+ (..J -1 ) /6 
************************************ 
x position determined by that 
clf t. he e~}e' 
he i ght abo,~.'e e')-'e 
Y=Yb+(1.5*Z(9)-1)/4*<X-Xb)*(X-Xb) ! zig-zag for bushiness 
V=-Y for (-l)Aj 
~I' 1 ='/+\,'*2 ( 1 e) .... ·2 
PLOT X, 'r'1 
2£140 t'4E~'::T J 











H I:' ::·E· : f' E t·iU F' 
FOR J=1 TO 81 
\'=- (,]-1) /20 
X=.3+Z(11)*(Nosex(J)-.3) 











~1out h: PEt·RIP 
PLOTTER IS Delta<*) 
2210 AREA COLOR 1,.4*Z(18)+.6,1 
2220 GOSUB Mosub 
2230 PLOTTER D~lta(*) IS OFF 
2240 MAT PLOT Delta~FILL 
225~ZI PEt~-1 
2260 PE~~UP 
2270 GOSUB Mosub 
2280 RETURN ! ========== ~nd of Mouth 
2:30£1 ! 
2:31 0 ~losub: 












Y=MoyO(J)+Z(12)*(Moyl(J)-MoyO(J» ! parametrized curve 
2360 PLOT X,Y1 
2370 t·~E::<T J 
2380 











RETURN ========== end of Mosub 




















PE~·~ 5 ! *' 1.~PPIE·t·· h·a i r 1 it-lIE· * 
FOR J=121 TO 102 STEP -1 ******+************************* 
Jl=J-101 




PLOT ::.~, 'l 
NE:X:T J 



























FOR J=45 TO 101 
U=Xh(J)+Z(16)*(Ul(J)-Xh(J» 
V=Yh(J)+Z(16)*(Vl(J)-Yh(J» 
IF V<Tv THEN PLOT U,V 
27'~£1 HE:X:T J 
2Ea) 0 T' ... I=V 




2850 IF V<Tv THEN PLOT U,V 
2860 HE;'~T J 

















LI)f a: PEtiUP 







Eye: GOSUB Bal1sub 
GCISUB Ctlt. sl~b 
PEH 1 
F.:ETUF.:N ----------






FCIR .1=1 TO t·H+! 
B=PI/2-Theta+(J-l)*PI/15 




! * lower face line * 
******************************* 
parametrized curve 
only plot downward to avoid 
FILL pr'ob 1 em::· 
only plot downward to avoid 
F ILL pr'obl E·ffI::· 
! +.******+.+.+.+.+.******+.*********+.** 
! +. Lower face line * 
! +.****************************** 






































PLOT Xr, Yt-' 
t'~E::<:T J 
CALL Rotate(X,Y,Cs,Sn,Xm,Ym,X,Y) 
PLOT :X:, V 
RETURN ! ========== end of Cntsub 

























NOVE >::m, 'r'm 
L:x:=1.2*2(4) 
Ly=SQR(R*R-Lx*Lx)-Rd 
L~,.I=L~: .. I* <: 1-.01 /plj:;' 
Ly=2*Ly*<Z(S)-.S) 
AJ;,:EA COLOR 1, ~3, 1 
POLYGON 2.5,4,4,FILL 
t'10VE -:~::1lI, .... ·m 
POLYGON 2.5,4,4~FILL 
! * Eye balls * 
! ********************************* 
Begin by drawing a white gquarQ 
where each eye will go. 
r i t-·;:· t t"; '~ht 
nOl .. ' 1 eft. 
Xp=Xm+Lx (Xp,Yp) is the unrotated 
Yp=Ym+Ly center of the pupil. 
CALL Rotate(Xp~Yp,Cs,Sn,Xrn,Ym,Xp,Yp) 
NOVE Xp, ~(p 
AREA COLOR 3/6,.4+2(19)*.6,1 
POLYGON .7,10,10,FILL 
AREA COLOR 0,0,0 
POLYGON Pu,10,10,FILL 
iris 
black-out for the pupil 
pupi 1 




(Xp,Yp) is the center of the pupil 
Rotation is in the reverse direction 








~10\I'E ~~:p, Yp 
AREA COLOR 3/6,.4+2(19)*.6,1 
POLYGON .7,10,10,FILL blue iris 
AREA COLOR 0,13,0 
POLYGON Pu,10,10,FILL black pupil 
RETURN ! ========== end of Balls 
161 
3710 













Centering the eyeball 
R is the radius of the arcs 
3790 Pu=.05+.4*Z(6) 
3800 Nl=Theta*30/PI 






















Rot=2*PI/12+.<.5-Z(7» Rot is the angle of rotation 
Sn=SIN(Rot) 
Cs=COS(Rot) 





(X,Y)= point to be rotated 
Cs & Sn COS & SIN of rotation angle 
(Xm,Ym) = center of rotation 
(Xr,Yr) = rotated point (-- output 
Xd=X-Xm 
Yd=Y-Ym 
Xr=Xd*Cs+Yd*Sn+Xm 
Yr=-Xd*Sn+Yd*Cs+Ym 
SUBEND 
