Abstract. This paper introduces the ring of all real valued Baire one functions, denoted by B 1 (X) and also the ring of all real valued bounded Baire one functions, denoted by B * 1 (X). Though the resemblance between C(X) and B 1 (X) is the focal theme of this paper, it is observed that unlike C(X) and C * (X) (real valued bounded continuous functions), B * 1 (X) is a proper subclass of B 1 (X) in almost every non-trivial situation. Introducing B 1 -embedding and B * 1 -embedding, several analogous results, especially, an analogue of Urysohn's extension theorem is established.
Introduction
The real valued Baire class one functions on a real variable is very important and intensively studied in Real analysis. Several characterizations of Baire one functions defined on metric spaces were obtained by different mathematicians in [1] , [8] etc. Lee, Tang and Zhao [5] characterized Baire class one functions in terms of the usual ǫ-δ formulation as in the case of continuous functions under the assumptions that X and Y are complete separable metric spaces. In [7] , Baire one functions on normal topological spaces have been investigated and characterized by observing that pull-backs of open sets are F σ .
The study of rings of continuous functions was initiated long back and the theory was enriched by publication of several outstanding results, cited in [2] , [3] , [4] , [6] , etc., established by various well known mathematicians around the first half of the twentieth century. The class of all real valued Baire one functions defined on any topological space is of course a superset of the class of all real valued continuous functions on the same space and therefore, it is a natural query whether one can extend the study on the class of Baire one functions. This paper puts forward some basic results which came out of such investigation.
In Section 2, we introduce two rings, the ring B 1 (X) of all the real valued Baire one functions and the ring B * 1 (X) of all the real valued bounded Baire one functions. We observe that B 1 (X) is a lattice ordered commutative ring with unity and the other one, i.e., B Though the focal theme of this work is to observe the similarities of B 1 (X) with C(X), we find in section 3 that the scenario is quite different. It is well known that C(X) = C * (X) defines a pseudocompact space X and there are plenty of examples, including compact spaces, which are pseudocompact. But in case of B 1 (X) and B * 1 (X), the equality occurs very rarely.
Section 4 introduces zero sets of B 1 (X) and discusses several algebraic equalities involving unions and intersections of zero sets of Baire one functions. Also, the relationships between zero set of modulus (as well as, the power) of a Baire one function f with the zero set of f are established. The sets which are completely separated by B 1 (X) is characterized via zero sets of functions from B 1 (X). However, the well known result that two sets A and B are completely separated by C(X) if and only if A and B are completely separated by C(X) becomes one sided in the context of B 1 (X). That it is indeed one-sided is supported by an example.
The final section of this paper is devoted for developing the idea of B 1 -embedding and B * 1 -embedding of a set and thereby obtaining an analogue of Urysohn's Extension theorem in this new context.
2. B 1 (X) and B * 1 (X) Let X be any arbitrary topological space and C(X) be the collection of all real valued continuous functions from X to R. We define B 1 (X) as the collection of all pointwise limit functions of sequnces in C(X). So, B 1 (X) = {f : X → R : ∃ {f n } ⊆ C(X), for which {f n (x)} pointwise converges to f (x) for all x ∈ X }, is called the set of Baire class one functions or Baire one functions. It is clear that, C(X) ⊆ B 1 (X).
Let f and g be two functions in B 1 (X). There exist two sequences of continuous functions {f n } and {g n } such that, {f n } converges pointwise to f and {g n } converges pointwise to g on X. Then
• {f n + g n } pointwise converges to f + g.
• {−f n } pointwise converges to −f .
• {f n .g n } converges pointwise to f.g.
• {|f n |} converges pointwise to |f |. In view of the above observations, it is easy to see that (B 1 (X), +, .) is a commutative ring with unity 1 (where 1 : X → R is given by 1(x) = 1, ∀x ∈ X) with respect to usual pointwise addition and multiplication. In [7] , Baire one functions are described in terms of pull-backs of open sets imposing conditions on domain and co-domain of functions.
Theorem 2.1. [7] (i) For any topological space X and any metric space Y , B 1 (X, Y ) ⊆ F σ (X, Y ), where B 1 (X, Y ) denotes the collection of Baire one functions from X to Y and
(ii) For a normal topological space X, B 1 (X, R) = F σ (X, R), where B 1 (X, R) denotes the collection of Baire one functions from X to R and F σ (X, R) = {f : X → R :
• f ≥ 0 and g ≥ 0 =⇒ f.g ≥ 0. So, B 1 (X) is a commutative lattice ordered ring with unity. Moreover C(X) is a commutative subring with unity and also a sublattice of B 1 (X). If a Baire one function f on X is a unit in the ring B 1 (X) then {x ∈ X : f (x) = 0} = ∅. The following result shows that in case of a normal space, this condition is also sufficient.
according as a = 0 or b = 0 . In any case the resultant set is an F σ set.
Case 2 : Let 0 ∈ U . Since Z(f ) = ∅, f (x) = 0 and hence
However, the following theorem provides an useful sufficient criterion to determine units of B 1 (X), where X is any topological space. Theorem 2.3. Let X be a topological space and f ∈ B 1 (X) be such that f (x) > 0 (or f (x) < 0), ∀x ∈ X, then 1 f exists and belongs to B 1 (X). Proof. Without loss of generality let, f ∈ B 1 (X) and f (x) > 0, ∀x ∈ X. Then there exists a sequence of continuous functions {f n } such that {f n } converges pointwise to f . Now we construct a sequence of continuous functions {g n }, where g n (x) = |f n (x)| + 1 n , ∀n ∈ N and ∀x ∈ X. Clearly g n (x) > 0, ∀n ∈ N and ∀x ∈ X. We now show that, {g n (x)} converges to f (x), for each x ∈ X. For each x ∈ X, {f n (x)} converges to f (x) and { 1 n } converges to 0 imply that {g n (x)} converges to |f (x)| = f (x), ∀x ∈ X. Consider the function g : R − {0} → R defined by g(y) = 1 y , g being continuous {g • g n } is a sequence of continuous functions from X to R. Our claim is {g
In the last theorem, we have shown that composition of a typical continuous function g : R − {0} → R given by g(x) = 1 x and a typical Baire one function f : X → R produces a Baire one function g • f . In the next theorem we further generalize this.
Theorem 2.4. Let f be any Baire one function on X and g : R → R be a continuous function then the composition function g • f is also a Baire one function.
Proof. Since f ∈ B 1 (X), there exists a sequence of continuous functions {f n } which converges pointwise to f . The functions g • f n are all defined and continuous functions on X, ∀n ∈ N. Let ǫ > 0 be any arbitrary positive real number and x ∈ X. By continuity of g there exists a positive δ depending on ǫ such that,
Again by using pointwise convergence of {f n } we can find a natural number K such that,
We introduce another subcollection of B 1 (X), called bounded Baire one functions, denoted by B * 1 (X) consisting of all real valued bounded Baire one functions on X. i.e., B * 1 (X) = {f ∈ B 1 (X) : f is bounded on X}. B * 1 (X) also forms a commutative lattice ordered ring with unity 1, which is a subring and sublattice of B 1 (X).
3. Is B * 1 (X) always a proper subring of B 1 (X)? In case of rings of continuous functions we have seen that there are spaces for which C * (X) coincides with C(X), where C(X) and C * (X) denote respectively the collection of all real valued continuous functions and the collection of all real valued bounded continuous functions on X. For example, if X is compact then C(X) = C * (X). In fact, the spaces for which C(X) = C * (X) are known as pseudocompact spaces. But for Baire one functions, the scenario is quite different. We show in the next theorem that for most of the spaces unbounded Baire one functions do exist. Theorem 3.1. Let X be any topological space. If f ∈ C(X) is such that 0 ≤ f (x) ≤ 1, ∀x ∈ X and 0 is a limit point of the range set f (X), then there exists an unbounded Baire one function on X. (i.e., B *
) Each g n is continuous and it is clear that {g n (x)} converges pointwise to the function g : X → R defined by
So, g is a Baire one function on X. Since 0 is a limit point of f (X), g is unbounded Baire one function.
, then for every f ∈ C(X), 0 cannot be a limit point of f (X). In fact, we can say more, if B 1 (X) = B * 1 (X), then for every f ∈ C(X), r is not a limit point of f (X), where r is any real number. This follows from the fact that if r is a limit point of the range set of the continuous function f , then 0 becomes a limit point of the set g(X), where g = f − r and we can apply the previous theorem to the function (0 ∨ |g|) ∧ 1 to get an unbounded function.
Remark 3.3. One may observe that whenever B 1 (X) = B * 1 (X) and X possesses atleast one non-constant continuous function then X cannot be connected, because in that case f (X) must be an interval and hence possesses a limit point. Also, it follows easily from B 1 (X) = B * 1 (X) that X is pseudocompact. Therefore, it is natural to ask, Which class of spaces is precisely determined by B 1 (X) = B * 1 (X)? As a consequence of Remark 3.2 we obtain, Theorem 3.4. A completely Hausdorff space X (i.e., where any two distinct points are completely separated by continuous function) is totally disconnected if B 1 (X) = B * 1 (X). Proof. Since X is completely Hausdorff, it possesses a non-constant continuous function. So, by previous remark B 1 (X) = B * 1 (X) implies X is disconnected. Now assume that C be any component of X and x, y be two distinct points in C. Since X is completely Hausdorff, there exists a continuous function f on X such that f (x) = 0 and f (y) = 1. Then the function g = f C is a continuous function on C and C being connected g(C) must be an interval. So, f (X) has a limit point as g is the restriction function of f on C. This contradicts to the fact that B 1 (X) = B * 1 (X). So, C cannot contain more than one point. Since C is arbitrary component of X, every component of X contains single point. Hence, X is totally disconnected.
Remark 3.5. Converse of the theorem is not true. Q, the set of all rational numbers is both completely Hausdorff and totally disconnected but Q possesses an unbounded real valued continuous function, hence an unbounded Baire one function.
In the context of ring homomorphism we may further get results similar to the known results about homomorphism from C(Y ) (or C * (Y )) to C(X). The zero set Z(f ) of a function f ∈ B 1 (X) is defined by Z(f ) = {x ∈ X : f (x) = 0} and the collection of all zero sets in B 1 (X) is denoted by Z(B 1 (X)). We say a subset E of X is a zero set in B 1 (X) if E = Z(f ), for some f ∈ B 1 (X).
We call a set to be a cozero set in B 1 (X) if it is the complement of a zero set in B 1 (X). Z(B 1 (X)) is closed under finite union and finite intersection as
, for all f ∈ B 1 (X) and for all n ∈ N, Z(0) = X and Z(1) = ∅. Here 0 and 1 denote the constant functions whose values are 0 and 1 on X.
Examples of zero and cozero sets in B 1 (X) :
• Every zero set of a continuous function is also a zero set of a Baire one function. Every clopen set K of X is in Z(B 1 (X)), as it is a zero set of a continuous function.
• For any f ∈ B 1 (X), {x ∈: f (x) ≥ 0} and {x ∈: f (x) ≤ 0} belong to Z(B 1 (X)) and they are the zero sets of the functions f − |f | and f + |f | respectively.
• For any real number r ∈ R, {x ∈ X : f (x) ≤ r} and {x ∈ X : f (x) ≥ r} are also in Z(B 1 (X)).
• For any real number r ∈ R, {x ∈ X : f (x) < r} and {x ∈ X : f (x) > r} are cozero sets in B 1 (X).
It is easy to observe that, for any f ∈ B 1 (X) there exists g ∈ B * 1 (X) given by g = f ∧ 1 such that Z(f ) = Z(g). Hence Z(B 1 (X)) and Z(B * 1 (X)) produce same family of zero sets.
Proof. Since R is a metric space, by Theorem 2.1,
Corollary 4.2. Every cozero set in Z(B 1 (X)) is F σ .
Observation: Countable union of zero sets in B 1 (X) need not be a zero set in B 1 (X). For example, Q can be written as a countable union of singleton sets and each singleton set is a zero set in B 1 (R), but Q is not a zero set in B 1 (R), as it is not a G δ set in R. However it can be proved that, Z(B 1 (X)) is closed under countable intersection. To establish this result we need two important lemmas, which are already proved for the functions of a real variable. We generalize these results here for any arbitrary topological spaces.
Lemma 4.3. If f : X → R is a bounded Baire one function with bound M , where X is any topological space, then there exists a sequence of continuous function {f n } such that, each f n has the same bound M and {f n } converges pointwise to f on X.
Proof. Let {g n } be a sequence of continuous functions that converges pointwise to f on X. Suppose also that |f (x)| ≤ M , ∀x ∈ X. Define {f n } by
Each f n of the sequence of functions {f n (x)} is continuous and has bound M . Also {f n (x)} converges pointwise to f on X with bound M . Proof. Since each f k is a Baire one function, for each positive integer k there exists a sequence of continuous functions
converges pointwise to the function f k on X and by lemma 4.3 we can choose
It is easy to verify that each h n is continuous on X. We will show that {h n } converges pointwise to f on X. Fix a point x ∈ X and let ǫ > 0 be an arbitrary positive real number. Since
Since ǫ is arbitrary, it follows that {h n (x)} converges pointwise to f on X. Hence
is a Baire one function on X. Proof. Let Z(f n ) ∈ Z(B 1 (X)), ∀n ∈ N.
We define g n (x) = |f n (x)|∧ 1 2 n , ∀x ∈ X and ∀n ∈ N and let g(x) = ∞ n=1 g n (x). Here,
Definition 4.6. Two subsets A and B are said to be completely separated in X by B 1 (X), if there exists a function f ∈ B * 1 (X) such that f (A) = r and f (B) = s with r < s and r ≤ f ≤ s, ∀x ∈ X.
It is enough to say that A and B are completely separated by B 1 (X), if we get a function g in B 1 (X) satisfying g(x) ≤ r, ∀x ∈ A and g(x) ≥ s, ∀x ∈ B, for then, (r ∨ g) ∧ s has the required property. Moreover we can replace r and s by 0 and 1, as there always exists a continuous bijection h from [r, s] to [0, 1] and h • g is a Baire one function with the desired property. It is well known that two sets A and B are completely separated by C(X) if and only if A and B are completely separated by C(X). But in case of completely separated by B 1 (X), this result is one-sided. Certainly, A and B are completely separated by B 1 (X) implies that A and B are completely separated by B 1 (X). But the converse is not true, as seen in the following example. Proof. Let Z(f ) and Z(g) are two members of Z(B 1 (X)) such that A ⊆ Z(f ) and B ⊆ Z(g) with Z(f )∩Z(g) = ∅. Clearly, the zero set of |f |+|g| is empty and we may define
. Now, h(Z(f )) = 0 and h(Z(g)) = 1. So, Z(f ) and Z(g) are completely separated by B 1 (X). Therefore A and B are completely separated by B 1 (X). Conversely, let A and A ′ be completely separated by B 1 (X). So, there exists
5. B 1 -embedded and B * 1 -embedded In this section we introduce the analogues of C-embedding and C * -embedding, called B 1 -embedding and B * 1 -embedding in connection with the extensions of Baire one functions.
Proof. Let Y be any B 1 -embedded subset of X and f ∈ B * 1 (Y ). There is a natural number n such that |f (y)| ≤ n, ∀y ∈ Y . Since Y is B 1 -embedded, it has an extension to g ∈ B 1 (X). Taking h = (−n ∨ g) ∧ n. We get h ∈ B * 1 (X) and g(y) = h(y), ∀ y ∈ Y . So, h is an extension of f and h is bounded. Hence Y is B * 1 -embedded in X. We establish an analogue of Urysohn's extension theorem for continuous functions which gives a necessary and sufficient condition for a subspace to be B * 1 -embedded in a topological space X. Before proving this theorem we need a lemma that ensures that the uniform limit of a sequence of Baire one functions is a Baire one function. It is to be noted that a special case of this particular result when functions are on real line has already been established. We prove the result in a more general setting.
Lemma 5.3. Let {f n } be a sequence of Baire one functions on X. If {f n } converges uniformly to f on X then f is a Baire one function on X.
Proof. Let {f n } be a sequence of Baire one functions converging uniformly to f on X. By definition of uniform convergence, for each k ∈ N, there exists a subsequence
] is a convergent series and so by lemma 4.4 the sum function
Since, f n1 is a Baire one function, f is also a Baire one function. 
and B 2 are completely separated in X by member of B 1 (X). So, there exists g 2 : X → [−r 2 , r 2 ], such that, g 2 ∈ B * 1 (X) and g 2 (A 2 ) = −r 2 , g 2 (B 2 ) = r 2 . Taking
If we continue this process and use principle of mathematical induction then we get two sequences {f n } ⊆ B * 1 (Y ) and {g n } ⊆ B * 1 (X), with the following properties:
It is clear that, |g n (x)| ≤ r n , ∀n and ∀x ∈ X, g n ∈ B 1 (X), ∀n ∈ N. Also, ∞ n=1 r n < ∞, where r n > 0, ∀n ∈ N.
So, by lemma 4.4 g is a Baire one function on X. We claim that, g(y) = f 1 (y), ∀y ∈ Y . g(y) = lim 
