A central question in pairwise sequence comparison is assessing the statistical significance of the alignment. The alignment score distribution is known to follow an extreme value distribution with analytically calculable parameters K and λ for ungapped alignments with one substitution matrix. But no statistical theory is currently available for the gapped case and for alignments using multiple scoring matrices, although their score distribution is known to closely follow extreme value distribution and the corresponding parameters can be estimated by simulation. Ideal estimation would require simulation for each sequence pair, which is impractical. In this paper, we present a simple clusteringclassification approach based on amino acid composition to estimate K and λ for a given sequence pair and scoring scheme, including using multiple parameter sets. The resulting set of K and λ for different cluster pairs has large variability even for the same scoring scheme, underscoring the heavy dependence of K and λ on the amino acid composition. The proposed approach in this paper is an attempt to separate the influence of amino acid composition in estimation of statistical significance of pairwise protein alignments. Experiments and analysis of other approaches to estimate statistical parameters also indicate that the methods used in this work estimate the statistical significance with good accuracy.
Introduction
Sequence alignment is extremely useful in the analysis of DNA and protein sequences [1] . Sequence alignment forms the basic step of making various high level inferences about the DNA and protein sequences -like homology, finding protein function, protein structure, deciphering evolutionary relationships, etc.
There are many programs that use some well known algorithms [2, 3] or their heuristic version [1, 4, 5] . Recently, some enhancements in alignment program features have also become available [6, 7] using difference blocks and multiple scoring matrices. Quality of a pairwise sequence alignment is gauged by the statistical significance rather than the alignment score alone, i.e., if an alignment score has a low probability of occurring by chance, the alignment is considered statistically significant.
For ungapped alignments, rigorous statistical theory for the alignment score distribution is available [8] , and it was shown that the statistical parameters K and λ can be calculated analytically for a pair of sequences with given amino acid composition and scoring scheme. However, no perfect theory currently exists for gapped alignment score distribution, and for score distributions from alignment programs using additional features like difference blocks [6] , and which use multiple parameter sets [7] . The problem of accurately determining the statistical significance of gapped sequence alignment has attracted a lot of attention in the recent years [9, 10, 11, 12, 13, 14, 15] . There exist a couple of good starting points for statistically describing gapped alignment score distributions [16, 17] , but a complete mathematical description of the optimal scores distribution remains far from reach [17] . Some excellent reviews on statistical significance in sequence comparison are available in the literature [18, 19, 20] .
The statistical significance of a pairwise alignment depends upon various factors sequence alignment method, scoring scheme, sequence length, and sequence composition [19] . The straightforward way to estimate statistical significance of scores from an alignment program for which the statistical theory is unavailable is to generate a distribution of alignment scores using the program with randomly shuffled versions of the pair of sequences, and compare the obtained score with the generated score distribution, either directly or by fitting an extreme value distribution (EVD) curve (explained in the next section) to the generated distribution to get the EVD parameters K and λ, and using the EVD formula with the estimated K and λ to calculate the statistical significance of the obtained score. However, the parameters thus obtained are ideally valid only for the specific sequence pair under consideration, and for any other sequence pair, the parameters should be recomputed by generating another distribution, which is very time-consuming and impractical.
Thus, BLAST2.0 [1] uses a lookup method wherein the parameters K and λ are pre-computed for different scoring schemes assuming average amino acid composition of both sequences. PRSS program in the FASTA package [4, 5, 9] calculates the statistical significance of an alignment by aligning them, shuffling the second sequence up to 1000 times, and estimating the statistical significance from the distribution of shuffled alignment scores. It uses maximum likelihood to fit an EVD to the shuffled score distribution. A similar approach is also used in HMMER [21] . It also uses maximum likelihood fitting [22] and also allows for censoring of data left of a given cutoff, for fitting only the right tail of the histogram. A heuristic approximation of the gapped local alignment score distribution is also available [10] , and based on these statistics, accurate formulae for statistical parameters K and λ for gapped alignments are derived and implemented in a program called ARIADNE [11] . These methods can provide an accurate estimation of statistical significance for gapped alignments, but currently do not incorporate the additional features of sequence alignment, like using difference blocks and multiple parameter sets [6, 7] .
The problem of estimating the statistical significance of the database searches has been addressed in much detail over the past two decades as discussed earlier.
However, accurate estimation of the statistical significance of specific pairwise alignments needs directed research efforts. It is an important problem critical in comparison of various alignment programs, and especially with new alignment programs coming up with additional features to suit the features of the real biological sequences, this problem of estimating statistical significance for pairwise sequence alignments becomes particularly important. It has also been shown recently [23] that pairwise statistical significance is a better indicator of homology than database statistical significance. The method used in [23] , although was shown to be accurate, but is also very time-consuming, as it involves generating a score distribution of tens of thousands of alignments. The need for faster methods for estimating pairwise statistical significance was also stressed in [23] .
In this paper, we propose and implement a simple clustering-classification approach that clusters the universe of protein sequences based on amino acid composition, and estimates the parameters K and λ for all cluster pairs for different scoring schemes and alignment methods. In this way, we attempt to separate the dependence of the statistical parameters K and λ on amino-acid composition from other factors like alignment method and scoring schemes. The task of estimating statistical significance thus reduces to classifying the sequences to appropriate clusters, and using the corresponding K and λ values of the classified cluster pair. This approach is similar to the lookup method used in BLAST2.0 [1] but takes into account the features of the specific sequence pair being aligned. For simple alignment methods, the results are also presented using other approaches (PRSS [4, 5, 9] and ARIADNE [11] ), and for advanced alignment methods [6, 7] currently no other quick methods are available to estimate pairwise statistical significance except the method described in this paper.
The Extreme Value Distribution for Ungapped and Gapped Alignments
Just as the distribution of the sum of a large number of independent identically distributed (i.i.d) random variables tends to a normal distribution (central limit theorem), the distribution of the maximum of a large number of i.i.d. random variables tends to an extreme value distribution (EVD). This is an important fact, because it allows us to fit an EVD to the score distribution from any local alignment program, and use it for estimating statistical significance of scores from that program. The distribution of Smith-Waterman local alignment score between random, unrelated sequences is approximately a Gumbel-type EVD [8] .
In the limit of sufficiently large sequence lengths m and n, the statistics of HSP (High-scoring Segment Pairs which correspond to the ungapped local alignment) scores are characterized by two parameters, K and λ. The probability that the optimal local alignment score S exceeds x is given by
This is valid for ungapped alignments [8] , and the parameters K and λ can be computed analytically from the substitution scores and sequence compositions. An important point here is that this scheme allows for the use of only one substitution matrix. For the gapped alignment, no perfect statistical theory has yet been developed, although there is ample evidence that it also closely follows an extreme value distribution [9, 11, 24, 7] .
Clustering-Classification Approach
This paper presents a simple clustering-classification approach based on amino acid composition for estimating statistical significance of pairwise protein local alignments, which is essentially an enhanced lookup method, where K and λ values are pre-computed for each cluster pair by simulation. Subsequently, for a given sequence pair, the sequences are individually classified to the corresponding clusters based on their amino acid composition, and the K and λ parameters for the cluster pair are used for statistical significance calculation of alignments of the sequence pair.
Clustering
There are many algorithms available for clustering like hierarchical clustering, k-means clustering, etc. [25] . Here we are dealing with clustering the universe of protein sequences whose number is in hundreds of thousands. Therefore, we use k-means clustering as hierarchical methods typically involve the computation of a distance matrix of quadratic complexity with respect to the input size. In this work, we have used the k-means implementation in R package [26] . Each of the k clusters of sequences is represented by a single representative sequence (central sequence), and subsequently the parameters K and λ are computed for each pair of the k representative sequences. Given below a pseudo code for the clustering module: 
Classification
Given two protein sequences for estimation of statistical parameters, they are classified individually to the appropriate clusters. Each of the k clusters obtained in the clustering step have their center, which corresponds to the central amino acid composition for that cluster. A sequence is classified to the cluster that minimizes the sum of squares of differences between the amino acid composition of the sequence and the central amino acid composition of the cluster. Subsequently, the pre-computed K and λ values for the classified cluster pair are used for the statistical significance estimation of alignments of the two input sequences. Given below a pseudo code for the classification module: 
Tools and Programs Used
We worked with the alignment programs SIM [27] , which is an ordinary alignment program (similar to SSEARCH), and GAP4 [7] , which allows dynamically finding similarity blocks and difference blocks [6] , as well as using multiple parameter sets (scoring matrices, gap penalties, difference block penalties) to generate a single pairwise alignment. For estimating the statistical parameters K and λ, we used several programs. First is PRSS from the FASTA package [4, 5, 9] , which takes two protein sequences and one set of parameters (scoring matrix, gap penalty), generates the optimal alignment, and estimates the K and λ parameters by aligning up to 1000 shuffled versions of the second sequence, and fitting an EVD using Maximum Likelihood. In addition to uniform shuffling, it also allows for windowed shuffling. We also used ARIADNE [11] , that uses an approximate formula to estimate gapped K and λ from ungapped K and λ, which are calculable analytically as described before. Both these methods are currently applicable only for alignment methods using one parameter set. We also used the Linear Regression fitting program used in [7] to estimate K and λ from an empirical distribution of alignment scores. Finally, we also used the Maximum likelihood method [22] and corresponding routines in the HMMER package [21] to fit an EVD to the empirical distribution. Here type-I censoring is defined as the one in which we fit only the data right of the peak of the histogram [22] , and type-II censoring is defined as one where the cutoff is set to the score that corresponds to a normalized E-value of 0.01. We used all these methods to estimate K and λ values for a pair of representative sequences for a given alignment scheme.
Experiments and Results
We downloaded all the available 261513 Swissprot protein sequences from http:// www.ebi.ac.uk/FTP/. The statistics of the lengths of the sequences are given in Table 1 , and the histogram of sequence lengths less than 1000 is shown in Fig. 1 . Clearly, the variation in sequence length is very extreme, although the length of most of the sequences is in the range of 150 to 450. To minimize the influence of variation in length, we only select the sequences with length between the 1st and 3rd quartile for clustering. The number of sequences between 1st and 3rd quartile is 131486. The amino acid composition of all these sequences is calculated, and an implementation of the k-means clustering algorithm in R package [26] is used to cluster the sequences into k=5 clusters, based on their amino acid composition. The k-means implementation in R returns for each of the k clusters its center, its within-sum-of-squares, its size, and of course, the classification of the input data points in one of the k clusters. Fig. 2 is an attempt to visualize the clusters by representing the 20 dimensional amino-acid-composition vector as a point in x − y plane using the first two amino-acid-compositions. Although it does not give a full picture of the clusters and their separation, it nonetheless gives some idea of how the clusters are located. One representative sequence for each of the k clusters is then selected by choosing the one whose amino-acid-composition vector is the closest to the center of the cluster (i.e., which gave the minimum sum of square of differences). Then, for each pair of the representative sequences, the parameters K and λ are estimated using the methods described earlier. This work presents the preliminary analysis taking k as 5 to study the effectiveness of this method. However, no detailed study on the number of clusters has been presented in this work. For k Table 2 gives the K and λ estimates for one of the 15 pairwise clusters ( 3, 2 ) . Here, we used several options for the alignment parameters. For substitution matrices, we used all possible combinations of BLOSUM45, BLOSUM62, and BLOSUM100 matrices. The alignment program GAP4 [7] is capable of using multiple substitution matrices to produce a single optimal alignment of two sequences. It requires all substitution matrices to be in the same scale, and thus all matrices were used in 1/3 bit scale. Other parameters like gap penalties, etc. were the same as the default values used in GAP4 [7] for matrices in 1/3 bit scale. We used the various programs for statistical parameter estimation as described earlier.
Rows in first half of Table 2 show the K and λ estimates from ARIADNE [11] and PRSS [4, 5, 9] , and the second half of the table show the estimates from ML and LR. As pointed out earlier, ARIADNE and PRSS currently can work only with one parameter set, and cannot estimate the pairwise statistical significance parameters for alignment programs that use multiple parameter sets, and hence, the corresponding entries in Table 2 are not available. It was reported in [23] that that Maximum likelihood fitting with type-I censoring gives the most accurate estimates of K and λ for estimation of pairwise statistical significance. Therefore, we report the corresponding the K and λ estimates for all cluster-pairs in Table 3 , presenting the final result of this work. There are 7 sub-tables in Table 3 , each showing the K and λ estimates for all cluster pairs for a unique scoring scheme (7 scoring schemes are presented here). The K and λ estimates in table 3 are for 1/3-bit scaled substitution matrices. For each scoring scheme, there is a wide variation in the estimated K and λ values. For instance, in the first sub-table, λ values range from 0.1358571 to 0.2439074, and K values range from 0.018778 to 0.070919, although all the pairwise alignments of random sequences for getting the K and λ estimates in the first sub-table were done using the SIM program with BLOSUM45 substitution matrix, gap open penalty 12, and gap extension penalty 2, i.e. using the same scoring scheme. Since the only contributing factor for the difference between K and λ values for different cluster pairs is the amino acid composition, we can observe that the statistical parameters heavily depend on the amino acid composition. Clustering the protein sequences into groups of similar amino acid composition has therefore to some degree separated the dependence of the statistical significance parameters on the amino acid composition, which is very helpful for quick and accurate estimates of statistical significance for specific pairwise alignments. Once parameter estimation for the cluster-pairs is done for a given scoring scheme, subsequent statistical significance estimation for any sequence pair using the same soring scheme is very quick, since it only involves classification of the sequences to corresponding clusters, and using the statistical parameters for the corresponding cluster-pair.
Conclusion and Future Work
The implementation of a clustering-classification based approach for estimating the statistical parameters K and λ for estimating the statistical significance of pairwise alignments is done and is experimented with. The clusters are based on the amino-acid composition and the estimates of the statistical parameters K and λ for each cluster-pair are calculated by simulation. Given two sequences, the estimate of K and λ for that pair is given by the K and λ values corresponding to the cluster-pair to which the given sequences are classified based on the aminoacid-composition.
The estimated values of K and λ for different clusters show a considerable variability, even for the same alignment scoring scheme, which suggests that the influence of amino acid composition on statistical parameters K and λ is very strong, and it is imperative to use different K and λ values for different sequences. The clustering technique used in this work has therefore separated the influence of amino acid composition on statistical parameters, which is the main contribution of this paper. Another major significance of this work is that this method can be applied to any new alignment program with any scoring scheme without the knowledge of the statistics of the alignment procedure (which is in general difficult to determine). Once the influence of amino acid composition on statistical significance parameters is separated from other factors, all that needs to be done is the accurate estimation of the statistical parameters for all cluster pairs using the new alignment program, and subsequently use those values for any pair of sequences with individually similar amino acid composition as that of the clusters to which the pair of sequences are individually classified. Especially with a number of new alignment methods being developed, this technique is expected to be very useful in comparing them.
Although the simple idea is very promising, it is unclear how well it works for an application where statistical significance is used, like homology detection. This approach is just a beginning of the efforts to separate the influence of amino acid composition, and clustering is just one of the many methods which can do so. It may be possible that it is not the exact composition clusters that two protein sequences under comparison fall into that matters, but instead, simply the difference between the composition distributions of the two proteins, which needs further exploration. Another shortcoming of this work is that by clustering hundreds of thousands of sequences in to just five clusters, we lose a lot of information about the amino acid composition distribution across the real protein sequences. An analytical study of the amino acid composition distribution may be required to get the optimal number of clusters. Hence, this method can be further looked into in detail to evaluate the performance of clustering. Another improvement can be to use a small scale simulation along with the proposed approach to increase the accuracy of the statistical significance estimates.
