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Abstract
We give two general classes of functionals for which the phase space Feynman path integrals have a
mathematically rigorous meaning. More precisely, for any functional belonging to each class, the time
slicing approximation of the phase space path integral converges uniformly on compact subsets with respect
to the starting point of momentum paths and the endpoint of position paths. Each class is closed under
addition, multiplication, translation, real linear transformation and functional differentiation. Therefore, we
can produce many functionals which are phase space path integrable. Furthermore, though we need to pay
attention for use, the interchange of the order with the integrals with respect to time, the interchange of the
order with some limits, the semiclassical approximation of Hamiltonian type, the natural property under
translation, the integration by parts with respect to functional differentiation, and the natural property under
orthogonal transformation are valid in the phase space path integrals.
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1. Introduction
Let T > 0 and x ∈ Rd . Let u(T , x) be the solution for the Schrödinger equation(
ih¯∂T −H
(
T ,x,
h¯
i
∂x
))
u(T , x) = 0, u(0, x) = v(x), (1.1)
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i
∂x) and the Planck parameter 0 < h¯ < 1. When T is small, we
write
u(T , x) =
(
1
2πh¯
)d ∫
Rd
∫
Rd
e
i
h¯
(x−x0)·ξ0K(T ,x, ξ0)v(x0) dx0 dξ0, (1.2)
with some function K(T ,x, ξ0). Using the phase space path integral which R.P. Feynman intro-
duced in the Appendix B of [9], we can formally write
e
i
h¯
(x−x0)·ξ0K(T ,x, ξ0) =
∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]D[q,p]. (1.3)
Here q : [0, T ] → Rd is the position path with q(T ) = x and q(0) = x0, p : [0, T ) → Rd is the
momentum path with p(0) = ξ0, the action φ[q,p] along the phase space paths (q,p) is defined
by
φ[q,p] ≡
∫
[0,T )
p(t) · dq(t)−
∫
[0,T )
H
(
t, q(t),p(t)
)
dt, (1.4)
and the phase space path integral
∫ ∼ D[q,p] is a sum over all the paths (q,p). In [8], Feynman
explained his original configuration space path integral as a limit of a finite dimensional integral,
which is now called the time slicing approximation. Furthermore, Feynman considered the con-
figuration space path integrals with general functional as integrand and suggested a new analysis
with functional integration and functional differentiation. However, in the sense of mathematics,
the measure D[q,p] which weighs all the paths (q,p) equally, does not exist (cf. I.M. Gel’fand
and N.Y. Vilenkin [16, p. 359]). Furthermore, in the sense of quantum mechanics, by the uncer-
tainty principle, we cannot have the position q(t) and the momentum p(t) at the same time t .
In N. Kumano-go and D. Fujiwara [26], using the time slicing approximation via piecewise
bicharacteristic paths, we treated mathematically rigorously the phase space path integrals∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
F [q,p]D[q,p], (1.5)
for the general class F of the functionals F [q,p]. Here (1.3) is the particular case of (1.5) with
F [q,p] ≡ 1.
In this paper, using piecewise constant paths instead of piecewise bicharacteristic paths, we
treat mathematically rigorously (1.5) for the two general classes FQ and FP of the function-
als F [q,p]. Though piecewise constant paths are rougher as an approximation than piecewise
bicharacteristic paths, we can treat translation, orthogonal transformation and functional differ-
entiation.
As an example, we explain some properties of the class FQ:
As well as the class F in [26], the class FQ satisfies the following (1), (2), (3):
(1) When T is sufficiently small, for any F [q,p] ∈ FQ, the time slicing approximation of (1.5)
converges uniformly on any compact subset with respect to the starting point ξ0 of momen-
tum paths and the endpoint x of position paths, i.e., (1.5) is well-defined (for the details, see
Theorem 1).
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(a) For any function B(t, x) such that |∂αx B(t, x)|  Cα(1 + |x|)m with some m > 0, the
evaluation functional independent of the momentum path p,
F [q] = B(t, q(t)) ∈ FQ. (1.6)
In particular, F [q,p] ≡ 1 ∈ FQ, i.e., (1.3) is well-defined.
(b) For any function B(t, x, ξ) such that |∂αx ∂βξ B(t, x, ξ)| Cα,β(1+|x|+ |ξ |)m with some
m> 0, the integral
F [q,p] =
∫
[T ′,T ′′)
B
(
t, q(t),p(t)
)
dt ∈ FQ. (1.7)
(c) For any function B(t, x) such that |∂αx B(t, x)| Cα , the analytic function of the integral
F [q] = f
( ∫
[T ′,T ′′)
B
(
t, q(t)
)
dt
)
∈ FQ (1.8)
(for the details, see Theorems 4 and 5).
(3) The class FQ is closed under addition and multiplication, i.e.,
F [q,p],G[q,p] ∈ FQ ⇒ F [q,p] +G[q,p], F [q,p]G[q,p] ∈ FQ. (1.9)
Furthermore, the class FQ satisfies the following (4), (5):
(4) The class FQ is closed under translation and real linear translation, i.e.,
F [q,p],G[q,p] ∈ FQ ⇒ F [q + q ′,p + p′], F [Aq,Bp] ∈ FQ. (1.10)
(5) The class FQ is closed under functional differentiation, i.e.,
F [q,p],G[q,p] ∈ FQ ⇒ Dq ′F [q,p], Dp′F [q,p] ∈ FQ (1.11)
(for the details, see Theorem 2).
Applying (3), (4), (5) to the examples (a), (b), (c), the readers can produce many functionals
F [q,p] which are phase space path integrable.
As well as [26], we prove the interchange of the order of the phase space path integration and
the integration with respect to time∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
( ∫
[T ′,T ′′)
B
(
t, q(t)
)
dt
)
D[q,p]
=
∫
[T ′,T ′′)
( ∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
B
(
t, q(t)
)D[q,p])dt (1.12)
(for the details, see Theorem 4), the interchange of the order of the phase space path integration
and the limit
lim
k→∞
∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
fk
( ∫
[T ′,T ′′)
B
(
t, q(t)
)
dt
)
D[q,p]
=
∫
e
i
h¯
φ[q,p]
f
( ∫
′ ′′
B
(
t, q(t)
)
dt
)
D[q,p], (1.13)q(T )=x,p(0)=ξ0, q(0)=x0 [T ,T )
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semiclassical approximation of Hamiltonian type∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
F [q,p]D[q,p]
= e ih¯ φ[q,p](D(T ,x, ξ0)−1/2F [q,p]+O(h¯)), (1.14)
where q = q(t, x, ξ0, x0) and p = p(t, x, ξ0) are the bicharacteristic paths of (2.8) and
D(T ,x, ξ0) is a Hamiltonian version of the Morette–Van Vleck determinant [31] (for the de-
tails, see Theorem 3).
Furthermore, for any F [q,p] ∈ FQ, we prove the natural property under the translation with
respect to momentum paths∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p+p′]
F
[
q,p + p′]D[q,p]
=
∫
q(T )=x,p(0)=ξ0+p′(0), q(0)=x0
e
i
h¯
φ[q,p]
F [q,p]D[q,p] (1.15)
(for the details, see Theorem 6), the integration by parts with respect to the functional differenti-
ation in the direction of momentum paths∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
(Dp′F)[q,p]D[q,p]
= − i
h¯
∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
(Dp′φ)[q,p]F [q,p]D[q,p] (1.16)
(for the details, see Theorem 7), and the natural property under orthogonal transformation∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[Qq,Qp]
F [Qq,Qp]D[q,p]
=
∫
q(T )=Qx,p(0)=Qξ0,q(0)=Qx0
e
i
h¯
φ[q,p]
F [q,p]D[q,p] (1.17)
(for the details, see Theorem 8).
Remark 1.1. Using Fourier integral operators, H. Kitada and H. Kumano-go [22] proved the
uniform convergence of the time slicing approximation of (1.3), i.e., the case of (1.5) with
F [q,p] ≡ 1 (cf. N. Kumano-go [24]). This paper and [26] with the general functionals F [q,p]
have their origin in [22]. For the configuration space path integrals with general functionals, see
D. Fujiwara and N. Kumano-go [25,12,13] which have their origin in D. Fujiwara [10].
Remark 1.2. Using polygonal paths of position and piecewise constant paths of momentum,
W. Ichinose [19] gave some examples of the functionals F [q,p] = ∏Kk=1 Bk(q(τk),p(τk)),
0 < τ1 < τ2 < · · · < τK < T for which the time slicing approximations of (1.5) diverge as an
940 N. Kumano-go / Bull. Sci. math. 135 (2011) 936–987operator. We exclude these functionals to avoid the discussion about the uncertainty principle.
For instance, by Assumption 2, we have q(t) ∈ FQ, p(t) /∈ FQ and q(t) /∈ FP , p(t) ∈ FP .
Remark 1.3. As well as [26], inspired by the forward and backward approach of K.L. Chung and
J.-C. Zambrini [4, Part 2], we use left-continuous paths and right-continuous paths. Furthermore,
inspired by L.S. Schulman [32, §31], we pay attention to the operations which are valid in the
phase space path integrals. For instance, as in (1.15) and (1.16), if F [q,p] ∈ FQ, the natural
property under translation and the integration by parts are valid with respect to momentum paths.
On the contrary, if F [q,p] ∈ FP , they are valid with respect to position paths (for the details,
see Theorems 6 and 7).
Since [9], the phase space path integral (1.3) has been rediscovered repeatedly (cf. W. To-
bocman [33], H. Davies [5], C. Garrod [14]) and developed in various forms (cf. L.S. Schulman
[32, §31], H. Kleinert [28], C. Grosche and F. Steiner [18], P. Cartier and C. DeWitt-Morette [3,
§3.4], J.R. Klauder [27, §6.2]). Furthermore, for giving a well-defined mathematical meaning,
various approaches have been proposed. C. DeWitt-Morette, A. Maheshwari and B. Nelson [6]
and M.M. Mizrahi [30] introduced the formulation without limiting procedure. K. Gawedzki [15]
used the technique analogous to that used by K. Itô [20]. I. Daubechies and J.R. Klauder [7] pre-
sented the phase space path integral via analytic continuation from Wiener measure. Furthermore,
S. Albeverio, G. Guatteri and S. Mazzucchi [2] (cf. [1, §10.5.3], [29, §3.3]) realized the phase
space path integral as an infinite dimensional oscillatory integral. O.G. Smolyanov, A.G. Tokarev
and A. Truman [34] formulated the phase space path integral via Chernoff formula. For the main
part of [9], G.W. Johnson and M. Lapidus [21] and T.L. Gill and W.W. Zachary [17] developed
Feynman’s operational calculus.
2. Main results
Our assumption for the Hamilton function H(t, x, ξ) of (1.1) is the following:
Assumption 1. H(t, x, ξ) is a real-valued function of (t, x, ξ) ∈ R×Rd ×Rd , and for any multi-
indices α, β , ∂αx ∂
β
ξ H(t, x, ξ) is continuous in R×Rd ×Rd . For any non-negative integer k, there
exists a positive constant κk such that∣∣∂αx ∂βξ H(t, x, ξ)∣∣ κk(1 + |x| + |ξ |)max(2−|α+β|,0), (2.1)
for any multi-indices α, β with |α + β| = k.
Remark 2.1. The following Hamiltonian H(t, x, h¯
i
∂x) satisfies Assumption 1.
H
(
t, x,
h¯
i
∂x
)
=
d∑
j,k=1
(
aj,k(t)
h¯
i
∂xj
h¯
i
∂xk + bj,k(t)xj
h¯
i
∂xk + cj,k(t)xj xk
)
+
d∑
j=1
(
aj (t)
h¯
i
∂xj + bj (t)xj
)
+ c(t, x). (2.2)
Here aj,k(t), bj,k(t), cj,k(t), aj (t), bj (t) and ∂αx c(t, x) with any multi-index α are real-valued
continuous bounded functions.
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Let T,0 = (TJ+1, TJ , . . . , T1, T0) be an arbitrary division of the interval [0, T ] into subinter-
vals defined by
T,0 : T = TJ+1 > TJ > · · · > T1 > T0 = 0. (2.3)
Set tj = Tj −Tj−1 for j = 1,2, . . . , J, J +1. Let |T,0| be the mesh of the division T,0 defined
by |T,0| = max1jJ+1 tj . Set xJ+1 = x. Let xj ∈ Rd and ξj ∈ Rd for j = 0,1, . . . , J . We
define the position path
qT,0(t) = qT,0(t, xJ+1, xJ , . . . , x1, x0)
by qT,0(0) = x0 and qT,0(t) = xj , Tj−1 < t  Tj for j = 1,2, . . . , J, J + 1, and define the
momentum path
pT,0(t) = pT,0(t, ξJ , . . . , ξ1, ξ0)
by pT,0(t) = ξj−1, Tj−1  t < Tj for j = 1,2, . . . , J, J + 1 (see Fig. 1).
As Feynman [8,9] first defined the path integral (1.3) by the time slicing approximation, we
define the phase space path integral (1.5) by∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
F [q,p]D[q,p]
≡ lim|T,0|→0
(
1
2πh¯
)dJ ∫
R2dJ
e
i
h¯
φ[qT,0 ,pT,0 ]F [qT,0 ,pT,0]
J∏
j=1
dξj dxj , (2.4)
if the limit of the right-hand side exists.
Remark 2.2. Note that dt ({Tj−1}) = 0. The functionals φ[qT,0 ,pT,0 ], F [qT,0 ,pT,0 ] are the
functions φT,0 , FT,0 of xJ+1, ξJ , xJ , . . . , ξ0, x0, i.e.,
φ[qT,0 ,pT,0 ] =
J+1∑
j=1
∫
[Tj−1,Tj )
pT,0 · dqT,0(t)−
J+1∑
j=1
∫
[Tj−1,Tj )
H(t, qT,0 ,pT,0) dt
=
J+1∑
j=1
(xj − xj−1) · ξj−1 −
J+1∑
j=1
∫
[Tj−1,Tj )
H(t, xj , ξj−1) dt
≡ φT,0(xJ+1, ξJ , xJ , . . . , ξ1, x1, ξ0, x0), (2.5)
F [qT,0 ,pT,0 ] ≡ FT,0(xJ+1, ξJ , xJ , . . . , ξ1, x1, ξ0, x0). (2.6)
However we keep the notation φ[q ,p ], F [q ,p ] in (2.4).T ,0 T ,0 T ,0 T ,0
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absolutely. We treat the multiple integral of (2.4) as an oscillatory integral (cf. H. Kumano-
go [23, §1.6]). Furthermore, the number J of the integrals in (2.4) tends to ∞ as |T,0| =
max1jJ+1 tj → 0.
In order to state Theorem 1, we need some preparations.
Definition 1 (Two spaces Q, P of piecewise constant paths).
(1) We write q ∈ Q if the position path q : [0, T ] → Rd is piecewise constant and left-
continuous, i.e., there exists a division T,0 such that q(t) = xj on Tj−1 < t  Tj for
j = 1,2, . . . , J, J + 1.
(2) We write p ∈ P if the momentum path p : [0, T ) → Rd is piecewise constant and right-
continuous, i.e., there exists a division T,0 such that p(t) = ξj−1 on Tj−1  t < Tj for
j = 1,2, . . . , J, J + 1.
Definition 2 (Two classes FQ, FP of functionals F [q,p]). Let F [q,p] be a functional of q ∈ Q
and p ∈ P .
(1) We write F [q,p] ∈ FQ if F [q,p] satisfies Assumption 2 (1).
(2) We write F [q,p] ∈ FP if F [q,p] satisfies Assumption 2 (2).
For simplicity, we will state Assumption 2 in the later part of this section. Even if we do not
state Assumption 2 here, we can produce many functionals F [q,p] ∈ FQ or FP , applying The-
orem 2 to the examples of Theorems 4–7. Now the main theorem of this paper is the following:
Theorem 1 (Existence of phase space path integrals). Let T be sufficiently small. Then for any
F [q,p] ∈ FQ or FP , the right-hand side of (2.4) converges on compact subsets of (x, ξ0, x0) ∈
Rd × Rd × Rd , together with all its derivatives in x and ξ0.
Theorem 2 (Smooth algebra).
(1) For any F [q,p], G[q,p] ∈ FQ, any q ′ ∈ Q, any p′ ∈ P and any real d × d matrices A, B ,
we have
F [q,p] +G[q,p] ∈ FQ, F [q,p]G[q,p] ∈ FQ, F [q + q ′,p + p′] ∈ FQ,
F [Aq,Bp] ∈ FQ, Dq ′F [q,p] ∈ FQ, Dp′F [q,p] ∈ FQ.
(2) For any F [q,p], G[q,p] ∈ FP , any q ′ ∈ Q, any p′ ∈ P and any real d × d matrices A, B ,
we have
F [q,p] +G[q,p] ∈ FP , F [q,p]G[q,p] ∈ FP , F [q + q ′,p + p′] ∈ FP ,
F [Aq,Bp] ∈ FP , Dq ′F [q,p] ∈ FP , Dp′F [q,p] ∈ FP .
Here Dq ′F [q,p] and Dp′F [q,p] are the functional derivatives defined by
Dq ′F [q,p] = ∂
∂θ
F
[
q + θq ′,p]∣∣
θ=0, Dp′F [q,p] =
∂
∂θ
F
[
q,p + θp′]∣∣
θ=0.
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Remark 2.4. The two classes FQ, FP are closed under addition, multiplication, translation,
real linear transformation and functional differentiation. However, as we will see in Theorems 6
and 7, the action functional φ[q,p] of (1.4) does not always have good properties under these
operations. Therefore, we need to note the operations which are valid in the phase space path
integrals.
As well as [26], let q¯(t) = q¯(t, x, ξ0) and p¯(t) = p¯(t, x, ξ0) be the solution of the canonical
equations
∂t q¯(t) = (∂ξH)
(
t, q¯(t), p¯(t)
)
,
∂t p¯(t) = −(∂xH)
(
t, q¯(t), p¯(t)
)
, 0 t  T , (2.7)
with q¯(T ) = x and p¯(0) = ξ0. We define the bicharacteristic paths q(t, x, ξ0, x0) and p(t, x, ξ0)
by
q(t) = q¯(t, x, ξ0), 0 < t  T , q(0) = x0,
p(t) = p¯(t, x, ξ0), 0 t < T (2.8)
(see Fig. 2).
Then our remainder estimate for semiclassical approximation is the following:
Theorem 3 (Remainder estimate for semiclassical approximation). Let T be sufficiently small.
Then for any F [q,p] ∈ FQ or FP , we can write∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
F [q,p]D[q,p]
= e ih¯ φ[q,p](D(T ,x, ξ0)−1/2F [q,p]+ h¯Υ (T , h¯, x, ξ0, x0)). (2.9)
Here q = q(t, x, ξ0, x0) and p = p(t, x, ξ0) are the bicharacteristic paths of (2.8),
D(T ,x, ξ0) is the function of Theorem 11, and for any multi-indices α, β , there exists a pos-
itive constant Cα,β independent of 0 < h¯ < 1 such that∣∣∂αx ∂βξ0Υ (T , h¯, x, ξ0, x0)∣∣ Cα,β(1 + |x| + |ξ0| + |x0|)m. (2.10)
Theorem 4 (Interchange with the integration with respect to time). Let m be a non-negative
integer.
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positive constant Cα such that |∂αx B(t, x)| Cα(1 + |x|)m. Let 0 t  T . Then the values
at the fixed time t ,
F [q] = B(t, q(t)) ∈ FQ, (2.11)
F [p] = B(t, p(t)) ∈ FP . (2.12)
In particular, F [q,p] ≡ 1 ∈ FQ ∩FP .
(2) Assume that for any multi-indices α, β , ∂αx ∂βξ B(t, x, ξ) is continuous on R × Rd × Rd and
there exists a positive constant Cα,β such that |∂αx ∂βξ B(t, x, ξ)| Cα,β(1 + |x| + |ξ |)m. Let
0 T ′  T ′′  T . Then the integral
F [q,p] =
∫
[T ′,T ′′)
B
(
t, q(t),p(t)
)
dt ∈ FQ ∩FP . (2.13)
(3) Furthermore, let T be sufficiently small. Then for any F [q,p] ∈ FQ, we have∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
( ∫
[T ′,T ′′)
B
(
t, q(t)
)
dt
)
F [q,p]D[q,p]
=
∫
[T ′,T ′′)
( ∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
B
(
t, q(t)
)
F [q,p]D[q,p]
)
dt, (2.14)
and for any F [q,p] ∈ FP , we have∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
( ∫
[T ′,T ′′)
B
(
t, p(t)
)
dt
)
F [q,p]D[q,p]
=
∫
[T ′,T ′′)
( ∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
B
(
t, p(t)
)
F [q,p]D[q,p]
)
dt. (2.15)
Theorem 5 (Interchange of the order with some limits). Let f (b) be an analytic function of b ∈ C
on a neighborhood of zero, i.e., there exist positive constants μ and A such that
‖f ‖μ,A ≡ sup
n,|b|μ
|∂nb f (b)|
Ann! < ∞. (2.16)
(1) Assume that for any multi-index α, ∂αx B(t, x) is continuous on R × Rd and there exists a
positive constant Cα such that |∂αx B(t, x)| Cα . Let 0 T ′  T ′′  T . Then we have
F [q] = f
( ∫
[T ′,T ′′)
B
(
t, q(t)
)
dt
)
∈ FQ, (2.17)
F [p] = f
( ∫
[T ′,T ′′)
B
(
t, p(t)
)
dt
)
∈ FP . (2.18)
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such that limk→∞ ‖fk − f ‖μ,A = 0. Then for any F [q,p] ∈ FQ, we have
lim
k→∞
∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
fk
( ∫
[T ′,T ′′)
B
(
t, q(t)
)
dt
)
F [q,p]D[q,p]
=
∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
f
( ∫
[T ′,T ′′)
B
(
t, q(t)
)
dt
)
F [q,p]D[q,p], (2.19)
and for any F [q,p] ∈ FP , we have
lim
k→∞
∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
fk
( ∫
[T ′,T ′′)
B
(
t, p(t)
)
dt
)
F [q,p]D[q,p]
=
∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
f
( ∫
[T ′,T ′′)
B
(
t, p(t)
)
dt
)
F [q,p]D[q,p]. (2.20)
Corollary 1 (Perturbation expansion). Let B(t, x) satisfy the assumption of Theorem 5. Let T be
sufficiently small. Then we have∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]+ i
h¯
∫
[T ′,T ′′) B(t,q(t)) dtD[q,p]
=
∞∑
n=0
(
i
h¯
)n ∫
[T ′,T ′′)
dτn · · ·
∫
[T ′,τ3)
dτ2
∫
[T ′,τ2)
dτ1
×
∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
B
(
τn, q(τn)
) · · ·B(τ2, q(τ2))B(τ1, q(τ1))D[q,p].
(2.21)
Theorem 6 (Translation).
(1) For any p′ ∈ P , we have
e
i
h¯
(φ[q,p+p′]−φ[q,p]) ∈ FQ. (2.22)
Furthermore, let T be sufficiently small. Then for any F [q,p] ∈ FQ, we have∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p+p′]
F
[
q,p + p′]D[q,p]
=
∫
q(T )=x,p(0)=ξ0+p′(0), q(0)=x0
e
i
h¯
φ[q,p]
F [q,p]D[q,p]. (2.23)
(2) For any q ′ ∈ Q, we have
e
i
h¯
(φ[q+q ′,p]−φ[q,p]) ∈ FP . (2.24)
946 N. Kumano-go / Bull. Sci. math. 135 (2011) 936–987Furthermore, let T be sufficiently small. Then for any F [q,p] ∈ FP , we have∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q+q ′,p]
F
[
q + q ′,p]D[q,p]
=
∫
q(T )=x+q ′(T ),p(0)=ξ0, q(0)=x0+q ′(0)
e
i
h¯
φ[q,p]
F [q,p]D[q,p]. (2.25)
Theorem 7 (Integration by parts).
(1) For any p′ ∈ P , we have
Dp′φ[q,p] ∈ FQ. (2.26)
Furthermore, let T be sufficiently small. Then for any F [q,p] ∈ FQ and any p′ ∈ P with
p′(0) = 0, we have∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
(Dp′F)[q,p]D[q,p]
= − i
h¯
∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
(Dp′φ)[q,p]F [q,p]D[q,p]. (2.27)
(2) For any q ′ ∈ Q, we have
Dq ′φ[q,p] ∈ FP . (2.28)
Furthermore, let T be sufficiently small. Then for any F [q,p] ∈ FP and any q ′ ∈ Q with
q ′(T ) = q ′(0) = 0, we have∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
(Dq ′F)[q,p]D[q,p]
= − i
h¯
∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
(Dq ′φ)[q,p]F [q,p]D[q,p]. (2.29)
Corollary 2 (Analogues of canonical equations). Let T be sufficiently small.
(1) For any p′ ∈ P with p′(0) = 0, we have
0 =
∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
( ∫
[0,T )
p′ dq −
∫
[0,T )
(∂ξH)(t, q,p)p
′ dt
)
D[q,p].
(2) For any q ′ ∈ Q with q ′(T ) = q ′(0) = 0, we have
0 =
∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
( ∫
[0,T )
p dq ′ −
∫
[0,T )
(∂xH)(t, q,p)q
′ dt
)
D[q,p].
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or FP and any d × d orthogonal matrix Q,∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[Qq,Qp]
F [Qq,Qp]D[q,p]
=
∫
q(T )=Qx,p(0)=Qξ0, q(0)=Qx0
e
i
h¯
φ[q,p]
F [q,p]D[q,p]. (2.30)
We will explain the details on the convergence of Theorem 1. For simplicity, for 1  l 
L J , we write
xL,l = (xL, xL−1, . . . , xl+1, xl), ξL,l = (ξL, ξL−1, . . . , ξl+1, ξl). (2.31)
Lemma 2.1. Let T satisfy 4κ2 dT < 1/2 where κ2 is a constant of Assumption 1. Then for any
(xJ+1, ξ0) ∈ Rd × Rd , there exists a unique solution x†J,1 = x†J,1(xJ+1, ξ0), ξ†J,1 = ξ†J,1(xJ+1, ξ0)
of the system of equations
(∂(xJ,1,ξJ,1)φT,0)
(
xJ+1, ξ†J , x
†
J , . . . , ξ
†
1 , x
†
1 , ξ0
)= 0. (2.32)
For any given function f = f (xJ+1, ξJ , xJ , . . . , ξ1, x1, ξ0, x0), let f † be the function obtained
by putting xJ,1 = x†J,1, ξJ,1 = ξ†J,1 into f , i.e.,
f † ≡ f †(xJ+1, ξ0, x0) ≡ f
(
xJ+1, ξ†J , x
†
J , . . . , ξ
†
1 , x
†
1 , ξ0, x0
)
. (2.33)
For q ∈ Q and p ∈ P , we introduce the two norms
‖q‖ ≡ sup
0tT
∣∣q(t)∣∣, ‖p‖ ≡ sup
0t<T
∣∣p(t)∣∣. (2.34)
Then the paths
q
†
T,0
≡ q†T,0(t, x, ξ0, x0) ≡ qT,0
(
t, x, x
†
J , . . . , x
†
1 , x0
)
, (2.35)
p
†
T,0
≡ p†T,0(t, x, ξ0) ≡ pT,0
(
t, ξ
†
J , . . . , ξ
†
1 , ξ0
)
, (2.36)
satisfy the following.
Theorem 9 (Convergence of paths). Let T be sufficiently small. Then for any multi-indices α, β ,
there exist positive constants Cα,β , C′α,β independent of T,0 such that∥∥∂αx ∂βξ0q†T,0∥∥ Cα,β(1 + |x| + |ξ0| + |x0|)max(1−|α+β|,0), (2.37)∥∥∂αx ∂βξ0(q†T,0 − q)∥∥ C′α,β |T,0|(1 + T )(1 + |x| + |ξ0|), (2.38)∥∥∂αx ∂βξ0p†T,0∥∥ Cα,β(1 + |x| + |ξ0|)max(1−|α+β|,0), (2.39)∥∥∂αx ∂βξ0(p†T,0 − p)∥∥ C′α,β |T,0|(1 + T )(1 + |x| + |ξ0|), (2.40)
with the bicharacteristic paths q(t, x, ξ0, x0) = lim|T,0|→0 q†T,0(t, x, ξ0, x0) and p(t, x, ξ0) =
lim| |→0 p† (t, x, ξ0) of (2.8).T ,0 T,0
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φ
†
T,0
≡ φ†T,0(x, ξ0, x0) ≡ φT,0
(
x, ξ
†
J , x
†
J , . . . , ξ
†
1 , x
†
1 , ξ0, x0
)
, (2.41)
satisfies the following.
Theorem 10 (Convergence of phase functions). Let T be sufficiently small. Then for any multi-
indices α, β , there exist positive constants Cα,β , C′α,β independent of T,0 such that∣∣∂αx ∂βξ0(φ†T,0(x, ξ0, x0)− (x − x0) · ξ0)∣∣
 Cα,βT
(
1 + |x| + |ξ0|
)max(2−|α+β|,0)
, (2.42)∣∣∂αx ∂βξ0(φ†T,0(x, ξ0, x0)− φ(T , x, ξ0, x0))∣∣
 C′α,β |T,0|T
(
1 + |x| + |ξ0|
)1+max(1−|α+β|,0)
, (2.43)
with the function φ(T , x, ξ0, x0) ≡ lim|T,0|→0 φ†T,0(x, ξ0, x0) = φ[q,p].
We define DT,0(xJ+1, ξ0) by
DT,0(xJ+1, ξ0) ≡ (−1)dJ det
(
∂2(ξJ ,xJ ,...,ξ1,x1)φT,0
)†
. (2.44)
Theorem 11 (Convergence of determinants). Let T be sufficiently small. Then for any multi-
indices α, β , there exist positive constants Cα,β , C′α,β independent of T,0 such that∣∣∂αx ∂βξ0(DT,0(x, ξ0)− 1)∣∣ Cα,βT 2, (2.45)∣∣∂αx ∂βξ0(DT,0(x, ξ0)−D(T ,x, ξ0))∣∣ C′α,β |T,0|T (1 + |x| + |ξ0|), (2.46)
with the function D(T ,x, ξ0) ≡ lim|T,0|→0 DT,0(x, ξ0).
In order to state Assumption 2, we introduce the functional derivatives of higher order.
Definition 3 (Functional derivatives of higher order). For any division T,0, we assume that
F [qT,0 ,pT,0] ≡ FT,0(xJ+1, ξJ , xJ , . . . , ξ0, x0) ∈ C∞
(
Rd(2J+3)
)
. (2.47)
Let LQ, LP be non-negative integers. For any q , ql ∈ Q, l = 1,2, . . . ,LQ and any p, pl ∈ P ,
l = 1,2, . . . ,LP , we define the functional derivative (
∏LQ
l=1 Dql )(
∏LP
l=1 Dpl )F [q,p] of higher
order by
(
LQ∏
l=1
Dql
)(
LP∏
l=1
Dpl
)
F [q,p]
=
(
LQ∏
l=1
∂
∂θl
)(
LP∏
l=1
∂
∂ϑl
)
F
[
q +
LQ∑
l=1
θlql,p +
LP∑
l=1
ϑlpl
]∣∣∣∣∣
θ1=···=θLQ=ϑ1=···=ϑLP=0
.
(2.48)
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Remark 2.5. For any q , q ′ ∈ Q and p ∈ P , choose T,0 which contains all times when q , q ′ or
p breaks (see Fig. 3).
Set q(Tj ) = xj , q ′(Tj ) = x′j for j = 0,1, . . . , J, J + 1 and p(Tj−1) = ξj−1 for j =
1,2, . . . , J, J + 1. Since (q + θq ′)(0) = x0 + θx′0, (q + θq ′)(t) = xj + θx′j on (Tj−1, Tj ] and
p(t) = ξj−1 on [Tj−1, Tj ) for j = 1,2, . . . , J, J + 1, we have
F
[
q + θq ′,p]= FT,0(xJ+1 + θx′J+1, ξJ , xJ + θx′J , . . . , ξ0, x0 + θx′0).
Hence we can treat Dq ′F [q,p] as a finite sum of functions, i.e.,
Dq ′F [q,p] = ∂
∂θ
F
[
q + θq ′,p]∣∣
θ=0 =
J+1∑
j=0
(∂xj FT,0)(xJ+1, ξJ , . . . , ξ0, x0) · x′j .
Assumption 2. Let m be a non-negative integer. Let uj , j = 1,2, . . . , J, J + 1, and U be
non-negative parameters depending on the division T,0 such that
∑J+1
j=1 uj = U < ∞. For
simplicity, we set [0,0] ≡ (T−1, T0].
(1) For any non-negative integer M , there exist positive constants AM , XM such that∣∣∣∣∣
(
J+1∏
j=0
LQ,j∏
l=1
Dqj,l
)(
J+1∏
j=1
LP,j∏
l=1
Dpj,l
)
F [q,p]
∣∣∣∣∣
AM(XM)J+1
(
1 + ‖q‖ + ‖p‖)m
×
(
J+1∏
j=1
(tj )
min(LP,j ,1)
)
J+1∏
j=0
LQ,j∏
l=1
‖qj,l‖
J+1∏
j=1
LP,j∏
l=1
‖pj,l‖, (2.49)
∣∣∣∣∣
(
J+1∏
j=0
LQ,j∏
l=1
Dqj,l
)(
J+1∏
j=1
LP,j∏
l=1
Dpj,l
)
DqkF [q,p]
∣∣∣∣∣
AM(XM)J+1
(
1 + ‖q‖ + ‖p‖)m
× uk‖qk‖
(
J+1∏
j=1,j =k
(tj )
min(LP,j ,1)
)
J+1∏
j=0
LQ,j∏
l=1
‖qj,l‖
J+1∏
j=1
LP,j∏
l=1
‖pj,l‖, (2.50)
for any T,0, any LQ,j = 0,1, . . . ,M , any LP,j = 0,1, . . . ,M , any qj,l ∈ Q with qj,l(t) =
0 outside (Tj−1, Tj ], any qk ∈ Q with qk(t) = 0 outside (Tk−1, Tk], and any pj,l ∈ P with
pj,l(t) = 0 outside [Tj−1, Tj ) (see Fig. 4).
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(2) For any non-negative integer M , there exist positive constants AM , XM such that∣∣∣∣∣
(
J+1∏
j=0
LQ,j∏
l=1
Dqj,l
)(
J+1∏
j=1
LP,j∏
l=1
Dpj,l
)
F [q,p]
∣∣∣∣∣
AM(XM)J+1
(
1 + ‖q‖ + ‖p‖)m
×
(
J+1∏
j=1
(tj )
min(LQ,j ,1)
)
J+1∏
j=0
LQ,j∏
l=1
‖qj,l‖
J+1∏
j=1
LP,j∏
l=1
‖pj,l‖, (2.51)
∣∣∣∣∣
(
J+1∏
j=0
LQ,j∏
l=1
Dqj,l
)(
J+1∏
j=1
LP,j∏
l=1
Dpj,l
)
DpkF [q,p]
∣∣∣∣∣
AM(XM)J+1
(
1 + ‖q‖ + ‖p‖)m
× uk‖pk‖
(
J+1∏
j=1,j =k
(tj )
min(LQ,j ,1)
)
J+1∏
j=0
LQ,j∏
l=1
‖qj,l‖
J+1∏
j=1
LP,j∏
l=1
‖pj,l‖, (2.52)
for any T,0, any LQ,j = 0,1, . . . ,M , any LP,j = 0,1, . . . ,M , any qj,l ∈ Q with qj,l(t) =
0 outside (Tj−1, Tj ], any pk ∈ P with pk(t) = 0 outside [Tk−1, Tk), and any pj,l ∈ P with
pj,l(t) = 0 outside [Tj−1, Tj ) (see Fig. 4).
Then
F
†
T,0
(x, ξ0, x0) ≡ FT,0
(
x, ξ
†
J , x
†
J , . . . , ξ
†
1 , x
†
1 , ξ0, x0
)= F [q†T,0 ,p†T,0], (2.53)
satisfies the following:
Theorem 12 (Convergence of main terms). Let T be sufficiently small. Let F [q,p] ∈ FQ or FP .
Then for any non-negative integer M , there exist positive constants CM , C′M and a positive
integer M ′ such that for any T,0 and any multi-indices α, β with |α|, |β|M ,∣∣∂αx ∂βξ0F †T,0(x, ξ0, x0)∣∣ CMAM(1 + |x| + |ξ0| + |x0|)m, (2.54)∣∣∂αx ∂βξ0(F †T,0(x, ξ0, x0)− F(T ,x, ξ0, x0))∣∣
 C′MAM ′ |T,0|(T +U)
(
1 + |x| + |ξ0| + |x0|
)m+1 (2.55)
with the function F(T ,x, ξ0, x0) ≡ lim| |→0 F † (x, ξ0, x0) = F [q,p].T ,0 T,0
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T,0(h¯, xJ+1, ξ0, x0) by
e
i
h¯
φ
†
T,0
(xJ+1,ξ0,x0)
bT,0(h¯, xJ+1, ξ0, x0)
≡
(
1
2πh¯
)dJ ∫
R2dJ
e
i
h¯
φ[qT,0 ,pT,0 ]F [qT,0 ,pT,0]
J∏
j=1
dξj dxj . (2.56)
Furthermore, we define the remainder term ΥT,0(h¯, xJ+1, ξ0, x0) by
bT,0(h¯, xJ+1, ξ0, x0) ≡ DT,0(xJ+1, ξ0)−1/2F †T,0(xJ+1, ξ0, x0)
+ h¯ΥT,0(h¯, xJ+1, ξ0, x0). (2.57)
Theorem 13 (Remainder estimate of Fujiwara’s type). Let T be sufficiently small. Let F [q,p] ∈
FQ or FP . Then for any non-negative integer M , there exist a positive constant CM and a
positive integer M ′ independent of 0 < h¯ < 1 such that for any T,0 and any multi-indices α, β
with |α|, |β|M ,∣∣∂αx ∂βξ0ΥT,0(h¯, x, ξ0, x0)∣∣ CMAM ′T (T +U)(1 + |x| + |ξ0| + |x0|)m. (2.58)
Theorem 14 (Convergence of symbol functions). Let T be sufficiently small. Let F [q,p] ∈ FQ or
FP . Then for any non-negative integer M , there exist positive constants CM , C′M and a positive
integer M ′ independent of 0 < h¯ < 1 such that for any T,0 and any multi-indices α, β with |α|,
|β|M ,∣∣∂αx ∂βξ0bT,0(h¯, x, ξ0, x0)∣∣ CMAM ′(1 + |x| + |ξ0| + |x0|)m, (2.59)∣∣∂αx ∂βξ0(bT,0(h¯, x, ξ0, x0)− b(T , h¯, x, ξ0, x0))∣∣
 C′MAM ′ |T,0|(T +U)
(
1 + |x| + |ξ0| + |x0|
)m+1
, (2.60)
with the function b(T , h¯, x, ξ0, x0) ≡ lim|T,0|→0 bT,0(h¯, x, ξ0, x0).
Remark 2.6. If FT,0 is independent of x0 (for instance, if F [q,p] ≡ 1), then the func-
tions bT,0(h¯, x, ξ0, x0), b(T , h¯, x, ξ0, x0), F
†
T,0
(x, ξ0, x0), F(T ,x, ξ0, x0), ΥT,0(h¯, x, ξ0, x0)
and Υ (T , h¯, x, ξ0, x0) are also independent of x0, i.e., we can write these as bT,0(h¯, x, ξ0),
b(T , h¯, x, ξ0), F
†
T,0
(x, ξ0), F(T ,x, ξ0), ΥT,0(h¯, x, ξ0) and Υ (T , h¯, x, ξ0).
3. Proofs of Theorems 1–8
For simplicity, in this section, assuming Theorems 9–14, we prove Theorems 1–8. We will
prove Theorems 9–14 step by step in the later sections.
Proof of Theorem 1. By (2.56), we can rewrite (2.4) as∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
F [q,p]D[q,p]
= lim|T,0|→0 e
i
h¯
φ
†
T,0
(x,ξ0,x0)
bT,0(h¯, x, ξ0, x0).
By Theorems 10 and 14, the right-hand side of (2.4) converges on any compact sets of R3d . 
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sumption 2 (1) with m,
∑J+1
j=1 uj = U , AM , XM and m′,
∑J+1
j=1 u′j = U ′, A′M , X′M . Then we
have ∣∣∣∣∣
(
J+1∏
j=0
LQ,j∏
l=1
Dqj,l
)(
J+1∏
j=1
LP,j∏
l=1
Dpj,l
)(
F [q,p] +G[q,p])
∣∣∣∣∣

(
AM +A′M
)(
XM +X′M
)J+1(1 + ‖q‖ + ‖p‖)max(m,m′)
×
(
J+1∏
j=1
(tj )
min(LP,j ,1)
)
J+1∏
j=0
LQ,j∏
l=1
‖qj,l‖
J+1∏
j=1
LP,j∏
l=1
‖pj,l‖.
This implies (2.49). Similarly we get (2.50) with
∑J+1
j=1 (uj +u′j ) = U+U ′. Therefore F [q,p]+
G[q,p] ∈ FQ.
By the Leibniz formula, we have∣∣∣∣∣
(
J+1∏
j=0
LQ,j∏
l=1
Dqj,l
)(
J+1∏
j=1
LP,j∏
l=1
Dpj,l
)(
F [q,p]G[q,p])
∣∣∣∣∣
AMA′M2M
(
22MXMX′M
)J+1(1 + ‖q‖ + ‖p‖)m+m′
×
(
J+1∏
j=1
(tj )
min(LP,j ,1)
)
J+1∏
j=0
LQ,j∏
l=1
‖qj,l‖
J+1∏
j=1
LP,j∏
l=1
‖pj,l‖.
This implies (2.49). Similarly we get (2.50) with
∑J+1
j=1 (uj + u′j ) = U + U ′. Therefore
F [q,p]G[q,p] ∈ FQ.
Set H [q,p] = F [q + q ′,p+p′]. Then for q ′′ ∈ Q, we have (Dq ′′H)[q,p] = (Dq ′′F)[q + q ′,
p + p′]. By ‖q + q ′‖ ‖q‖ + ‖q ′‖, we have∣∣∣∣∣
(
J+1∏
j=0
LQ,j∏
l=1
Dqj,l
)(
J+1∏
j=1
LP,j∏
l=1
Dpj,l
)(
F [q + q ′,p + p′])
∣∣∣∣∣
AM
(
1 + ‖q ′‖ + ‖p′‖)m(XM)J+1(1 + ‖q‖ + ‖p‖)m
×
(
J+1∏
j=1
(tj )
min(LP,j ,1)
)
J+1∏
j=0
LQ,j∏
l=1
‖qj,l‖
J+1∏
j=1
LP,j∏
l=1
‖pj,l‖.
This implies (2.49). Similarly we get (2.50) with
∑J+1
j=1 uj = U . Therefore F [q + q ′,
p + p′] ∈ FQ.
Set H [q,p] = F [Aq,Bp]. Note that Aq ∈ Q and Bp ∈ P . Hence for q ′ ∈ Q, we have
(Dq ′H)[q,p] = (DAq ′)F [Aq,Bp]. Using a constant C so that |Ax|  C|x| and |Bx|  C|x|,
we have∣∣∣∣∣
(
J+1∏
j=0
LQ,j∏
l=1
Dqj,l
)(
J+1∏
j=1
LP,j∏
l=1
Dpj,l
)(
F [Aq,Bp])
∣∣∣∣∣
AM(1 +C)m+M
(
XM(1 +C)2M
)J+1(1 + ‖q‖ + ‖p‖)m
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(
J+1∏
j=1
(tj )
min(LP,j ,1)
)
J+1∏
j=0
LQ,j∏
l=1
‖qj,l‖
J+1∏
j=1
LP,j∏
l=1
‖pj,l‖.
This implies (2.49). Similarly we get (2.50) with
∑J+1
j=1 Cuj = CU . Therefore
F [Aq,Bp] ∈ FQ.
Set H [q,p] = (Dq ′F)[q,p]. Using q ′k ∈ Q, k = 0,1, . . . , J, J + 1, with q ′k(t) = 0 outside
(Tk−1, Tk], we can write q ′ = ∑J+1k=0 q ′k . Note that ‖q ′k‖  ‖q ′‖ and H [q,p] =∑J+1
k=0 (Dq ′kF )[q,p]. Then we have
∣∣∣∣∣
(
J+1∏
j=0
LQ,j∏
l=1
Dqj,l
)(
J+1∏
j=1
LP,j∏
l=1
Dpj,l
)(
Dq ′F [q,p]
)∣∣∣∣∣
=
∣∣∣∣∣
J+1∑
k=0
(
J+1∏
j=0
LQ,j∏
l=1
Dqj,l
)(
J+1∏
j=1
LP,j∏
l=1
Dpj,l
)
Dq ′kF [q,p]
∣∣∣∣∣
AM+1
(
1 + ‖q ′‖)(2XM+1)J+1(1 + ‖q‖ + ‖p‖)m
×
(
J+1∏
j=1
(tj )
min(LP,j ,1)
)
J+1∏
j=0
LQ,j∏
l=1
‖qj,l‖
J+1∏
j=1
LP,j∏
l=1
‖pj,l‖.
This implies (2.49). Similarly we get (2.50) with
∑J+1
j=1 uj = U . Therefore Dq ′F [q,p] ∈ FQ.
Similarly we have Dp′F [q,p] ∈ FQ. 
Proof of Theorem 3. By (2.56) and (2.57), we can rewrite (2.4) as∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
F [q,p]D[q,p]
= lim|T,0|→0 e
i
h¯
φ
†
T,0
(x,ξ0,x0)(
DT,0(x, ξ0)
−1/2F †T,0(x, ξ0, x0)+ h¯ΥT,0(h¯, x, ξ0, x0)
)
.
By Theorems 9–14, we get (2.9) and (2.10). 
Proof of Theorem 4. For simplicity, we prove the case of FQ.
(1) Note that (Dq ′F)[q] = (∂xB)(t, q(t)) · q ′(t). Let k be a number so that Tk−1 < t  Tk . Note
that qj,l(t) = 0 outside (Tj−1, Tj ]. Then we can write
(
J+1∏
j=0
LQ,j∏
l=1
Dqj,l
)
F [q] = (∂LQ,kx B)(t, q(t)) J+1∏
j=0
LQ,j∏
l=1
qj,l(t).
Hence we get (2.49). Similarly we get (2.50) with uj = 0 (j = k), uk = 1 and U = 1.
Therefore F [q] ∈ FQ.
(2) For any number k so that LQ,k  1 or LP,k  1, we can write
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(
J+1∏
j=0
LQ,j∏
l=1
Dqj,l
)(
J+1∏
j=1
LP,j∏
l=1
Dpj,k
)
F [q,p]
=
∫
(Tk−1,Tk]∩[T ′,T ′′)
(
∂
LQ,k
x ∂
LP,k
ξ B
)
(t, q,p)
J+1∏
j=0
LQ,j∏
l=1
qj,l
J+1∏
j=1
LP,j∏
l=1
pj,l dt.
Hence we get (2.49). Similarly we get (2.50) with uj = tj , j = 1,2, . . . , J, J + 1, and
U = T . Therefore F [q,p] ∈ FQ.
(3) For simplicity, we prove only (2.14) with F [q,p] ≡ 1 and 0 = T ′ < T ′′ = T . Note that
qT,0(t) = xk on (Tk−1, Tk] (see Fig. 5) and dt ({Tk−1}) = 0.
Then we have ∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
∫
[0,T )
B
(
t, q(t)
)
dt D[q,p]
= lim|T,0|→0
(
1
2πh¯
)dJ ∫
R2dJ
e
i
h¯
φ[qT,0 ,pT,0 ]
∫
[0,T )
B
(
t, qT,0(t)
)
dt
J∏
j=1
dξj dxj
= lim|T,0|→0
(
1
2πh¯
)dJ ∫
R2dJ
e
i
h¯
φ[qT,0 ,pT,0 ]
J+1∑
k=1
∫
[Tk−1,Tk)
B
(
t, xk
)
dt
J∏
j=1
dξj dxj
= lim|T,0|→0
J+1∑
k=1
(
1
2πh¯
)dJ ∫
R2dJ
e
i
h¯
φ[qT,0 ,pT,0 ]
∫
[Tk−1,Tk)
B(t, xk) dt
J∏
j=1
dξj dxj .
Therefore, we can interchange the order of the integration on [Tk−1, Tk) and the oscillatory
integration on R2dJ .
= lim|T,0|→0
J+1∑
k=1
∫
[Tk−1,Tk)
(
1
2πh¯
)dJ ∫
R2dJ
e
i
h¯
φ[qT,0 ,pT,0 ]B(t, xk)
J∏
j=1
dξj dxj dt
= lim|T,0|→0
∫
[0,T )
(
1
2πh¯
)dJ ∫
R2dJ
e
i
h¯
φ[qT,0 ,pT,0 ]B
(
t, qT,0(t)
) J∏
j=1
dξj dxj dt.
By Lebesgue’s dominated convergence theorem, we have
N. Kumano-go / Bull. Sci. math. 135 (2011) 936–987 955=
∫
[0,T )
lim|T,0|→0
(
1
2πh¯
)dJ ∫
R2dJ
e
i
h¯
φ[qT,0 ,pT,0 ]B
(
t, qT,0(t)
) J∏
j=1
dξj dxj dt
=
∫
[0,T )
∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
B
(
t, q(t)
)D[q,p]dt. 
Poof of Theorem 5. For simplicity, we prove the case of FQ.
(1) Set
b[q] =
∫
[T ′,T ′′)
B
(
t, q(t)
)
dt.
We show that F [q] = f (b[q]) satisfy (2.49) and (2.50). Note Dq0,l F [q] = 0. For any T,0,
any LQ,j = 0,1, . . . ,M , any j = 1,2, . . . , J, J +1, and any qj,l ∈ Q with qj,l(t) = 0 outside
(Tj−1, Tj ], we have
Dqj,l F [q] = (∂bf )
(
b[q]) · ∫
[T ′,T ′′)∩(Tj−1,Tj ]
(∂xB)
(
t, q(t)
)
qj,l(t) dt.
Therefore, we can write(LQ,j∏
l=1
Dqj,l
)
F [q] =
LQ,j∑
nj=1
(
∂
nj
b f
)(
b[q])PLQ,jj,nj [q],
with some functionals PLQ,jj,nj [q] satisfying the following (a), (b):
(a) For any q ′ ∈ Q with q ′ = 0 on (Tj−1, Tj ], we have Dq ′PLQ,jj,nj [q] = 0.
(b) There exists a positive constant CM independent of j = 1,2, . . . , J, J + 1 such that
for any LQ,j = 1,2, . . . ,M ,
∣∣PLQ,jj,nj [q]∣∣ CM(tj )nj
LQ,j∏
l=1
‖qj,l‖.
By induction, we have(
J+1∏
j=1
LQ,j∏
l=1
Dqj,l
)
F [q] =
LQ,J+1∑
nJ+1=1
· · ·
LQ,1∑
n1=1
(
∂
∑J+1
j=1 nj
b f
)(
b[q]) J+1∏
j=1
P
LQ,j
j,nj
[q].
By (2.16), we have∣∣∣∣∣
(
J+1∏
j=1
LQ,j∏
l=1
Dqj,l
)
F [q]
∣∣∣∣∣

LQ,J+1∑
· · ·
LQ,1∑∣∣∣(∂∑J+1j=1 njb f )(b[q])∣∣∣
J+1∏∣∣PLQ,jj,nj [q]∣∣nJ+1=1 n1=1 j=1
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LQ,J+1∑
nJ+1=1
· · ·
LQ,1∑
n1=1
‖f ‖μ,AA
∑J+1
j=1 nj
(
J+1∑
j=1
nj
)
!
J+1∏
j=1
(
CM(tj )
nj
LQ,j∏
l=1
‖qj,l‖
)
 ‖f ‖μ,A
(
(A+ 1)MCM
)J+1 J+1∏
j=1
LQ,j∏
l=1
‖qj,l‖
M∑
nJ+1=1
· · ·
M∑
n1=1
(
J+1∑
j=1
nj
)
!
J+1∏
j=1
(tj )
nj .
By the multinomial theorem, we have
 ‖f ‖μ,A
(
(A+ 1)MCM
)J+1 J+1∏
j=1
LQ,j∏
l=1
‖qj,l‖
×
M∑
nJ+1=1
· · ·
M∑
n1=1
(
J+1∑
j=1
nj
)
! (
∑J+1
j=1 tj )
∑J+1
j=1 nj ∏J+1
j=1 (nj !)
(
∑J+1
j=1 nj )!
 ‖f ‖μ,A
(
(A+ 1)MCM(T + 1)M(M + 1)2
)J+1 J+1∏
j=1
LQ,j∏
l=1
‖qj,l‖.
Hence we get (2.49) with m = 0. Furthermore, note that
DqkF [q] = (∂bf )
(
b[q]) ∫
[T ′,T ′′)∩(Tk−1,Tk]
(∂xB)
(
t, q(t)
)
qk(t) dt.
Similarly we get (2.50) with m = 0 and uj = tj , j = 1,2, . . . , J, J + 1, and U = T . There-
fore we have (2.17).
(2) We consider b(T , h¯, x, ξ0, x0) in Theorem 14. Then we have∣∣∂αx ∂βξ0b(T , h¯, x, ξ0, x0)∣∣ ‖f ‖μ,AC′M,
with a positive constant C′M . Applying this to (f − fk), we get (2.19). 
Proof of Corollary 1. We set f (b) = e ih¯ b and fk(b) =∑kn=0 1n! ( ih¯ b)n. By Theorems 4 and 5,
we get (2.21). 
Proof of Theorem 6. For simplicity, we prove only (1). Let T = τK+1 > τK > · · · > τ1 >
τ0 = 0 be all times when the path p′ breaks. Then, using some constant vectors ξ ′k−1 for k =
1,2, . . . ,K,K + 1, we have p′(t) = ξ ′k−1 on [τk−1, τk). Hence we can write
φ
[
q,p + p′]− φ[q,p]
=
∫
[0,T )
p′ · dq −
∫
[0,T )
1∫
0
(∂ξH)
(
t, q,p + θp′)p′ dt
=
K+1∑
k=1
∫
[τk−1,τk)
ξ ′k−1 · dq −
∫
[τk−1,τk)
1∫
0
(∂ξH)
(
t, q,p + θξ ′k−1
)
ξ ′k−1 dθ dt
=
K+1∑
k=1
ξ ′k−1 ·
(
q(τk)− q(τk−1)
)− ∫
1∫
(∂ξH)
(
t, q,p + θξ ′k−1
)
ξ ′k−1 dθ dt.[τk−1,τk) 0
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Note that
e
i
h¯
ξ ′k−1·q(τk), e−
i
h¯
ξ ′k−1·q(τk−1), e
i
h¯
∫
[τk−1,τk )
∫ 1
0 (∂ξH)(t,q,p+θξ ′k−1)ξ ′k−1 dθ dt ∈ FQ.
By Theorem 2 (1), we have (2.22). Hence we have∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p+p′]
F
[
q,p + p′]D[q,p]
=
∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
e
i
h¯
(φ[q,p+p′]−φ[q,p])
F
[
q,p + p′]D[q,p]
= lim|T,0|→0
(
1
2πh¯
)dJ ∫
R2dJ
e
i
h¯
φ[qT,0 ,pT,0+p′]F
[
qT,0 ,pT,0 + p′
] J∏
j=1
dξj dxj .
Choose T,0 which contains all times when the path p′ breaks (see Fig. 6).
Set p′(t) = ξ ′j−1 on [Tj−1, Tj ) for j = 1,2, . . . , J + 1. Since (pT,0 + p′)(t) = ξj−1 + ξ ′j−1
on [Tj−1, Tj ), we can write
= lim|T,0|→0
(
1
2πh¯
)dJ ∫
R2dJ
e
i
h¯
φT,0 (xJ+1,ξJ +ξ ′J ,xJ ,...,ξ1+ξ ′1,x1,ξ0+ξ ′0,x0)
× FT,0
(
xJ+1, ξJ + ξ ′J , xJ , . . . , ξ1 + ξ ′1, x1, ξ0 + ξ ′0, x0
) J∏
j=1
dξj dxj .
By the change of variables: ξj + ξ ′j → ξj , j = 1,2, . . . , J , we have
= lim|T,0|→0
(
1
2πh¯
)dJ ∫
R2dJ
e
i
h¯
φT,0 (xJ+1,ξJ ,xJ ,...,ξ1,x1,ξ0+ξ ′0,x0)
× FT,0
(
xJ+1, ξJ , xJ , . . . , ξ1, x1, ξ0 + ξ ′0, x0
) J∏
j=1
dξj dxj
=
∫
′
e
i
h¯
φ[q,p]
F [q,p]D[q,p]. 
q(T )=x,p(0)=ξ0+p (0), q(0)=x0
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τ0 = 0 be all times when the path p′ breaks. Then, using some constant vectors ξ ′k−1 for k =
1,2, . . . ,K,K + 1, we have p′(t) = ξ ′k−1 on [τk−1, τk). Hence we can write
Dp′φ[q,p] =
∫
[0,T )
p′ · dq −
∫
[0,T )
(∂ξH)(t, q,p)p
′ dt
=
K+1∑
k=1
ξ ′k−1 ·
(
q(τk)− q(τk−1)
)− ∫
[τk−1,τk)
(∂ξH)(t, q,p)ξ
′
k−1 dt.
Note that
ξ ′k−1 · q(τk), −ξ ′k−1 · q(τk−1),
∫
[τk−1,τk)
(∂ξH)(t, q,p)ξ
′
k−1 dt ∈ FQ.
By Theorem 2 (1), we have (2.26). Choose T,0 which contains all times when the path p′
breaks. Set p′(t) = ξj−1 on [Tj−1, Tj ) for j = 1,2, . . . , J + 1. By Theorem 6 with p′(0) = 0,
we have
0 = lim|T,0|→0
(
1
2πh¯
)dJ ∫
R2dJ
(
e
i
h¯
φ[qT,0 ,pT,0+p′]F
[
qT,0 ,pT,0 + p′
]
− e ih¯ φ[qT,0 ,pT,0 ]F [qT,0 ,pT,0]
) J∏
j=1
dξj dxj
= lim|T,0|→0
1∫
0
(
1
2πh¯
)dJ ∫
R2dJ
e
i
h¯
φ[qT,0 ,pT,0+θp′]
×
(
i
h¯
(Dp′φ)
[
qT,0 ,pT,0 + θp′
]
F
[
qT,0 ,pT,0 + θp′
]
+ (Dp′F)
[
qT,0 ,pT,0 + θp′
]) J∏
j=1
dξj dxj dθ
with qT,0(Tj ) = xj and pT,0(Tj ) = ξj . By the change of variables: ξj + θξ ′j → ξj , j =
1,2, . . . , J , we have
0 = lim|T,0|→0
1∫
0
(
1
2πh¯
)dJ ∫
R2dJ
e
i
h¯
φ[qT,0 ,pT,0 ]
×
(
i
h¯
(Dp′φ)[qT,0 ,pT,0 ]F [qT,0 ,pT,0 ] + (Dp′F)[qT,0 ,pT,0 ]
) J∏
j=1
dξj dxj dθ
= i
h¯
∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[q,p]
(Dp′φ)[q,p]F [q,p]D[q,p]
+
∫
e
i
h¯
φ[q,p]
(Dp′F)[q,p]D[q,p]. 
q(T )=x,p(0)=ξ0, q(0)=x0
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Proof of Theorem 8. Since Q is an orthogonal matrix, we can write
φ[Qq,Qp] =
∫
[0,T )
p · dq −
∫
[0,T )
H(t,Qq,Qp)dt.
Hence we have ∫
q(T )=x,p(0)=ξ0, q(0)=x0
e
i
h¯
φ[Qq,Qp]
F [Qq,Qp]D[q,p]
= lim|T,0|→0
(
1
2πh¯
)dJ ∫
R2dJ
e
i
h¯
φ[QqT,0 ,QpT,0 ]F [QqT,0 ,QpT,0 ]
J∏
j=1
dξj dxj .
Since QqT,0(t) = Qxj on (Tj−1, Tj ] and QpT,0(t) = Qξj−1 on [Tj−1, Tj ) for j = 1,2, . . . , J,
J + 1, we have
= lim|T,0|→0
(
1
2πh¯
)dJ ∫
R2dJ
e
i
h¯
φT,0 (QxJ+1,QξJ ,QxJ ,...,Qξ1,Qx1,Qξ0,Qx0)
× FT,0(QxJ+1,QξJ ,QxJ , . . . ,Qξ1,Qx1,Qξ0,Qx0)
J∏
j=1
dξj dxj .
By the change of variables: Qxj → xj , Qξj → ξj , j = 1,2, . . . , J , and |detQ| = 1, we have
= lim|T,0|→0
(
1
2πh¯
)dJ ∫
R2dJ
e
i
h¯
φT,0 (QxJ+1,ξJ ,xJ ,...,ξ1,x1,Qξ0,Qx0)
× FT,0(QxJ+1, ξJ , xJ , . . . , ξ1, x1,Qξ0,Qx0)
J∏
j=1
dξj dxj
=
∫
q(T )=Qx,p(0)=Qξ0,q(0)=Qx0
e
i
h¯
φ[q,p]
F [q,p]D[q,p]. 
4. Proof of Theorem 10, convergence of phase functions
Lemma 4.1. Let φ(x, y) be a real-valued C2-function of (x, y) ∈ Rm × Rn. Let y# : Rm  x →
y#(x) ∈ Rn be a C1-map such that
(∂yφ)
(
x, y#(x)
)= 0.
Set φ#(x) = φ(x, y#(x)). Then we have the following.
(1) If x∗ ∈ Rm satisfies (∂xφ#)(x∗) = 0, then (x∗, y∗) = (x∗, y#(x∗)) satisfies
(∂(x,y)φ)
(
x∗, y∗
)= 0.
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(2) If det(∂2yφ)(x, y#(x)) = 0, then
det
(
∂2(x,y)φ
)(
x, y#(x)
)= det(∂2xφ#)(x)× det(∂2yφ)(x, y#(x)).
Proof. See Proposition 2.6 of [11]. 
We rewrite (2.5) as
φT,0(xJ+1, ξJ , xJ , . . . , ξ1, x1, ξ0, x0) =
J+1∑
j=1
(xj − xj−1) · ξj−1 +ωT,0 , (4.1)
where
ωT,0 ≡ ωT,0(xJ+1, ξJ , xJ , . . . , x1, ξ0) ≡ −
J+1∑
j=1
∫
[Tj−1,Tj )
H(t, xj , ξj−1) dt. (4.2)
For simplicity, for 1 l  L J , we set
{ξ, x}L,l = (ξL, xL, ξL−1, xL−1, . . . , ξl, xl). (4.3)
For 1 l  L J , we define {ξ, x}L,l = {ξ, x}L,l(xL+1, ξl−1) by
xj = xL+1, ξj = ξl−1, j = l, l + 1, . . . ,L− 1,L. (4.4)
For any 1 nN  J , we define the coarser division (T,TN+1 ,Tn−1,0) by
T = TJ+1 > TJ > · · · > TN+1 > Tn−1 > · · · > T1 > T0 = 0. (4.5)
Lemma 4.2. Let F [q,p] be a functional of q ∈ Q and p ∈ P . For any division T,0 and any
coarser division (T,TN+1 ,Tn−1,0), we have
FT,0
(
xJ+1, ξJ , . . . , xN+1, {ξ, x}N,n, ξn−1, . . . , x1, ξ0, x0
)
= F(T,TN+1 ,Tn−1,0)(xJ+1, ξJ , . . . , xN+1, ξn−1, . . . , x1, ξ0, x0). (4.6)
Proof. If {ξ, x}N,n = {ξ, x}N,n, then we have qT,0 = q(T,TN+1 ,Tn−1,0) and pT,0 =
p(T,TN+1 ,Tn−1,0) (see Fig. 7).
Hence we get
FT,0
(
xJ+1, ξJ , . . . , xN+1, {ξ, x}N,n, ξn−1, . . . , x1, ξ0, x0
)
= F [qT,0 ,pT,0] = F [q(T,TN+1 ,Tn−1,0), p(T,TN+1 ,Tn−1,0)]
= F( , )(xJ+1, ξJ , . . . , xN+1, ξn−1, . . . , x1, ξ0, x0). T ,TN+1 Tn−1,0
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ωT,0
(
xJ+1, ξJ , . . . , xN+1, {ξ, x}N,n, ξn−1, . . . , x1, ξ0
)
= −
n−1∑
j=1
∫
[Tj−1,Tj )
H(t, xj , ξj−1) dt −
∫
[Tn−1,TN+1)
H(t, xN+1, ξn−1) dt
−
J+1∑
j=N+2
∫
[Tj−1,Tj )
H(t, xj , ξj−1) dt
= ω(T,TN+1 ,Tn−1,0)(xJ+1, ξJ , . . . , xN+1, ξn−1, . . . , x1, ξ0). (4.7)
For 0   1, we set
ωT,0; =  ·ωT,0 + (1 − ) ·ω(T,TN+1 ,Tn−1,0), (4.8)
φT,0; =
J+1∑
j=1
(xj − xj−1) · ξj−1 +ωT,0; . (4.9)
Lemma 4.3. Let T satisfy 4κ2 dT < 1/2 where κ2 be a constant of Assumption 1. Then for any
1 l  L J , there exists a unique solution {ξ, x}#L,l of the system of equations
(∂(xL,l ,ξL,l )φT,0;)
(
xJ+1, ξJ , . . . , xL+1, {ξ, x}#L,l, ξl−1, . . . , x1, ξ0
)= 0. (4.10)
For any given function f = f (xJ+1, ξJ , xJ , . . . , ξ1, x1, ξ0, x0), let f # be the function obtained
by putting {ξ, x}L,l = {ξ, x}#L,l into f , i.e.,
f # ≡ f #(xJ+1, ξJ , . . . , xL+1, ξl−1, . . . , x1, ξ0, x0)
= f (xJ+1, ξJ , . . . , xL+1, {ξ, x}#L,l, ξl−1, . . . , x1, ξ0, x0). (4.11)
We introduce the two norms∥∥(xL,l, ξL,l)∥∥∞ ≡ maxljLmax
(|xj |, |ξj |), (4.12)
∥∥(xL,l, ξL,l)∥∥1 ≡
L∑
j=l
(|xj | + |ξj |). (4.13)
Proof. Let 1d be the d ×d unit matrix. Let tA be the transposed matrix of a matrix A. We define
the d(L− l + 1)× d(L− l + 1) matrix ΛL,l and the 2d(L− l + 1)× 2d(L− l + 1) matrix ΓL,l
by
ΛL,l =
⎡
⎢⎢⎢⎣
1d −1d 0
0 1d
. . .
...
. . .
. . . −1d
0 . . . 0 1d
⎤
⎥⎥⎥⎦ , ΓL,l =
[
0 ΛL,l
tΛL,l 0
]
. (4.14)
We consider the mapping M : (xL,l, ξL,l) → (XL,l,ΞL,l) defined by
t (XL,l,ΞL,l) = (ΓL,l)−1(∂(x ,ξ )ω ;)+ t
(
x , ξ
)
,L,l L,l T ,0 L,l L,l
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L,l) of (4.4). By (4.2), (4.8) and (4.14), we have∥∥∂2(xL,l ,ξL,l )ωT,0;∥∥∞→1  4κ2 dTJ+1, ∥∥(ΓL,l)−1∥∥1→∞  1,∥∥(ΓL,l)−1∂2(xL,l ,ξL,l )ωT,0;∥∥∞→∞  4κ2 dTJ+1 < 1/2.
Hence the mapping M is a contraction and its fixed point {ξ, x}#L,l satisfies
t
(
x#L,l − xL,l, ξ#L,l − ξL,l
)= (ΓL,l)−1(∂(xL,l ,ξL,l )ωT,0;)#. (4.15)
This implies (4.10). 
For simplicity, for 1 l  L J , we set
TL+1,l = TL+1 − Tl−1 =
L+1∑
j=l
tj . (4.16)
Lemma 4.4. Let 4κ2 dT < 1/2. Then, for any multi-indices α, β , there exist positive constants
Cα,β , C
′
α,β satisfying the following:
(1) If 1 l  L< n− 1 or N + 1 < l  L J , then {ξ, x}#L,l = {ξ, x}#L,l(xL+1, ξl−1) satisfies∥∥∂αxL+1∂βξl−1(x#L,l − xL,l, ξ#L,l − ξL,l)∥∥∞
 Cα,βTL+1,l
(
1 + |xL+1| + |ξl−1|
)max(1−|α+β|,0)
. (4.17)
(2) If n l  LN , then {ξ, x}#L,l = {ξ, x}#L,l(xL+1, ξl−1; ) satisfies∥∥∂αxL+1∂βξl−1(x#L,l − xL,l, ξ#L,l − ξL,l)∥∥∞
 Cα,βTL+1,l
(
1 + |xL+1| + |ξl−1|
)max(1−|α+β|,0)
, (4.18)∥∥∂αxL+1∂βξl−1∂(x#L,l, ξ#L,l)∥∥∞  C′α,βTL+1,l(1 + |xL+1| + |ξl−1|). (4.19)
(3) If 1 l  nN  L J , then {ξ, x}#L,l = {ξ, x}#L,l(xL+1, ξl−1; ) satisfies∥∥∂αxL+1∂βξl−1(x#L,l − xL,l, ξ#L,l − ξL,l)∥∥∞
 Cα,βTL+1,l
(
1 + |xL+1| + |ξl−1|
)max(1−|α+β|,0)
, (4.20)∥∥∂αxL+1∂βξl−1∂(x#L,l, ξ#L,l)∥∥∞  C′α,βTN+1,n(1 + |xL+1| + |ξl−1|). (4.21)
Proof. Differentiating (4.15) with respect to xL+1, we have
∂xL+1
(
x#L,l − xL,l, ξ#L,l − ξL,l
)
= (ΓL,l)−1
(
∂2(xL,l ,ξL,l )ωT,0;
)#
∂xL+1
(
x#L,l − xL,l, ξ#L,l − ξL,l
)
+ (ΓL,l)−1
(
∂2(xL,l ,ξL,l )ωT,0;
)#
∂xL+1
(
xL,l, ξ

L,l
)
+ (ΓL,l)−1(∂xL+1∂(xL,l ,ξL,l )ωT,0;)#.
By (4.2), (4.4), (4.8) and (4.14), we have
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T,0;∥∥∞→1  4κ2 dTL+1,l ,∥∥∂xL+1(xL,l, ξL,l)∥∥∞  1, ‖∂xL+1∂(xL,l ,ξL,l )ωT,0;‖1  κ2 dtL+1,∥∥(I − (ΓL,l)−1(∂2(xL,l ,ξL,l )ωT,0;))−1∥∥∞→∞  2.
Hence we obtain (4.18) with |α| = 1 and |β| = 0. Next we write (4.15) as
t
(
x#L,l − xL,l, ξ#L,l − ξL,l
)
= (ΓL,l)−1
1∫
0
(
∂2(xL,l ,ξL,l )ωT,0;
)θ#+(1−θ)
dθ t
(
x#L,l − xL,l, ξ#L,l − ξL,l
)
+ (ΓL,l)−1(∂(xL,l ,ξL,l )ωT,0;),
where f θ#+(1−θ) = f (. . . , xL+1, θ{ξ, x}#L,l + (1 − θ){ξ, x}L,l, ξl−1, . . .). By (4.2), (4.4) and
(4.8), we have∥∥(∂(xL,l ,ξL,l )ωT,0;)∥∥1  2κ1 dTL+1,l (1 + |xL+1| + |ξl−1|).
Hence we obtain (4.18) with |α| = |β| = 0. Next differentiating (4.15) with respect to , we have
∂
(
x#L,l, ξ
#
L,l
)= (ΓL,l)−1(∂2(xL,l ,ξL,l )ωT,0;)#∂(x#L,l, ξ#L,l)
+ (ΓL,l)−1(∂∂(xL,l ,ξL,l )ωT,0;)#.
By (4.2), (4.8) and (4.18) with |α| = |β| = 0, we have∥∥(∂∂(xL,l ,ξL,l )ωT,0;)#∥∥1  CTL+1,l(1 + |xL+1| + |ξl−1|),
with a positive constant C. Hence we obtain (4.19) with |α| = |β| = 0. By induction, we can get
the other cases in a similar way. 
As the special case when 1 = l  nN  L = J , we define {ξ, x}∗J,1 = {ξ, x}∗J,1(xJ+1, ξ0; )
by
(∂(xJ,1,ξJ,1)φT,0;)
(
xJ+1, {ξ, x}∗J,1, ξ0
)= 0, (4.22)
and {ξ, x}◦J,1 = {ξ, x}◦J,1(xJ+1, ξ0) by
x◦j = xJ+1, ξ◦j = ξ0, j = 1,2, . . . , J. (4.23)
As a corollary of Lemma 4.4, we get the following:
Lemma 4.5. Let 4κ2 dT < 1/2. Then, for any multi-indices α, β , there exists a positive constant
Cα,β such that∥∥∂αxJ+1∂βξ0(x∗J,1 − x◦J,1, ξ∗J,1 − ξ◦J,1)∥∥∞
 Cα,βTJ+1
(
1 + |xJ+1| + |ξ0|
)max(1−|α+β|,0)
. (4.24)
For any given function f = f (xJ+1, ξJ , xJ , . . . , ξ1, x1, ξ0, x0), let f ∗ be the function obtained
by putting {ξ, x}J,1 = {ξ, x}∗J,1 into f , i.e.,
f ∗ ≡ f ∗(xJ+1, ξ0, x0) = f
(
xJ+1, {ξ, x}∗J,1, ξ0, x0
)
.
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Cα,β such that∥∥∂αxJ+1∂βξ0((x#N,n − xN,n, ξ#N,n − ξN,n)∗)∥∥∞
 Cα,βTN+1,n
(
1 + |xJ+1| + |ξ0|
)max(1−|α+β|,0)
. (4.25)
Proof. By the chain rule, we have
∂xJ+1
((
x#N,n − xN,n, ξ#N,n − ξN,n
)∗)
= (∂xN+1(x#N,n − xN,n, ξ#N,n − ξN,n))∗ · ∂xJ+1x∗N+1
+ (∂ξn−1(x#N,n − xN,n, ξ#N,n − ξN,n))∗ · ∂xJ+1ξ∗n−1.
By (4.18) with n = l  L = N and (4.24), we obtain (4.25) with |α| = 1 and |β| = 0. By
induction, we can get the other cases in a similar way. 
We define W(xJ+1, ξ0) by
φ∗T,0; ≡ φ∗T,0;(xJ+1, ξ0, x0) ≡ (xJ+1 − x0) · ξ0 +W(xJ+1, ξ0). (4.26)
Lemma 4.7. Let 4κ2 dT < 1/2. Then, for any multi-indices α, β , there exist positive constants
Cα,β , C
′
α,β such that∣∣∂αxJ+1∂βξ0W(xJ+1, ξ0)∣∣ Cα,βTJ+1(1 + |xJ+1| + |ξ0|)max(2−|α+β|,0), (4.27)∣∣∂αxJ+1∂βξ0∂W(xJ+1, ξ0)∣∣
 C′α,β(TN+1,n)2
(
1 + |xJ+1| + |ξ0|
)1+max(1−|α+β|,0)
. (4.28)
Proof. By (4.22), we have ∂xJ+1φ∗T,0; = (∂xJ+1φT,0;)∗. Furthermore, by (4.9) and (4.26),
we can write
∂xJ+1W = (∂xJ+1φT,0;)∗ − ξ0 =
(
ξ∗J − ξ0
)+ (∂xJ+1ωT,0;)∗.
Hence we have
∂2xJ+1W = ∂xJ+1
(
ξ∗J − ξ0
)+ (∂2xJ+1ωT,0;)∗
+ (∂(xJ,1,ξJ,1)∂xJ+1ωT,0;)∗ · ∂xJ+1
(
x∗J,1, ξ∗J,1
)
.
By (4.2), (4.8) and Lemma 4.5, we obtain (4.27). Using Lemma 4.1 (1), we have {ξ, x}∗N,n =
({ξ, x}#N,n)∗. By (4.8) and (4.9), we can write
∂W = ∂
(
φ∗T,0;
)= (∂φT,0;)∗
= ωT,0
(
xJ+1, ξ∗J , . . . , x∗N+1,
({ξ, x}#N,n)∗, ξ∗n−1, . . . , x∗1 , ξ0)
−ωT,0
(
xJ+1, ξ∗J , . . . , x∗N+1,
({ξ, x}N,n)∗, ξ∗n−1, . . . , x∗1 , ξ0)
=
1∫
0
(
(∂(xN,n,ξN,n)ωTN+1,Tn−1 )
θ#+(1−θ))∗ dθ t(x#N,n − xN,n, ξ#N,n − ξN,n)∗.
By (4.2) and Lemma 4.6, we obtain (4.28). 
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C′α,β such that∣∣∂αxJ+1∂βξ0(φ∗T,0; |=1 − φ∗T,0; |=0)∣∣
 C′α,β(TN+1.n)2
(
1 + |xJ+1| + |ξ0|
)1+max(1−|α+β|,0)
. (4.29)
Furthermore we have
φ∗T,0; |=1 = φ†T,0 , φ∗T,0; |=0 = φ†(T,TN+1 ,Tn−1,0). (4.30)
Proof. Note that φ∗
T,0; |=1 − φ∗T,0; |=0 =
∫ 1
0 (∂W)d. By (4.28), we obtain (4.29). When
 = 0, we have
ωT,0;0 = ω(T,TN+1 ,Tn−1,0)(xJ+1, ξJ , . . . , xN+1, ξn−1, . . . , x1, ξ0),
and {ξ, x}#N,n = {ξ, x}N,n. Since
∑N+1
j=n (xj − xj−1) · ξj−1 = (xN+1 − xn−1) · ξn−1, we obtain
(4.30). 
Proof of Theorem 10. Let ′T ,0 be any refinement of T,0. By Lemma 4.8, we have∣∣∂αx ∂βξ0(φ†T,0(x, ξ0, x0)− φ†′T ,0(x, ξ0, x0))
∣∣

J+1∑
j=1
∣∣∂αx ∂βξ0(φ†(′T ,Tj ,Tj−1,0)(x, ξ0, x0)− φ†(′T ,Tj−1 ,Tj−2,0)(x, ξ0, x0)
)∣∣

J+1∑
j=1
C′α,β(tj )2
(
1 + |x| + |ξ0|
)1+max(1−|α+β|.0)
 C′α,β |T,0|T
(
1 + |x| + |ξ0|
)1+max(1−|α+β|,0)
.
Hence there exists a unique function φ(T , x, ξ0, x0) satisfying (2.43). 
5. Proof of Theorem 9, convergence of paths
For 0   1, let Φ be a real-valued function given by
Φ =
2∑
j=1
(xj − xj−1) · ξj−1 +W(x2, ξ1, x1, ξ0). (5.1)
Let σ be a positive constant, which we will set σ = (TN+1,n)2 later. Assume that for any k =
0,1,2, . . . , there exists a positive constant Kk such that∣∣∂αx2∂βξ1∂α′x1∂β ′ξ0 W(x2, ξ1, x1, ξ0)∣∣
Kk(t2 + t1)
(
1 +
2∑
j=1
(|xj | + |ξj−1|)
)max(2−k,0)
, (5.2)
∣∣∂αx2∂βξ1∂α′x1∂β ′ξ0 ∂W(x2, ξ1, x1, ξ0)∣∣Kkσ
(
1 +
2∑(|xj | + |ξj−1|)
)
, (5.3)j=1
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We define ξ↓1 = ξ↓1 (x2, ξ0; ) and x↓1 = x↓1 (x2, ξ0; ) by
(∂(ξ1,x1)Φ)
(
x2, ξ
↓
1 , x
↓
1 , ξ0
)= 0. (5.4)
Lemma 5.1. For any multi-indices α, β , there exist positive constants Cα,β , C′α,β such that∥∥∂αx2∂βξ0(x↓1 − x2, ξ↓1 − ξ0)∥∥∞
 Cα,β(t2 + t1)
(
1 + |x2| + |ξ0|
)max(1−|α+β|,0)
, (5.5)∥∥∂αx2∂βξ0∂(x↓1 , ξ↓1 )∥∥∞  C′α,βσ (1 + |x2| + |ξ0|). (5.6)
Proof. By (5.4), we can write
t
(
x
↓
1 − x2, ξ↓1 − ξ0
)= (Γ1,1)−1(∂(x1,ξ1)W)↓,
using ΓL,l of (4.14) with l = L = 1. Differentiating this with respect to , we have
∂
(
x
↓
1 , ξ
↓
1
)= (Γ1,1)−1(∂2(x1,ξ1)W)↓∂(x↓1 , ξ↓1 )+ (Γ1,1)−1(∂∂(x1,ξ1)W)↓,
where f ↓ = f (x2, ξ↓1 , x↓1 , ξ0). Note that∥∥(Γ1,1)−1∥∥1→∞  1, ∥∥(I − (Γ1,1)−1(∂2(x1,ξ1)W))−1∥∥∞→∞  2,∥∥(∂∂(x1,ξ1)W)↓∥∥1  Cσ (1 + |x2| + |ξ0|),
with a positive constant C. Hence we obtain (5.6) with |α| = |β| = 0. By induction, we can get
the other cases in a similar way. 
Lemma 5.2. Let T satisfy 4κ2 dT < 1/2 where κ2 is a constant of Assumption 1. For 1  l 
n N  L J , let x∗L,l = x∗L,l(xL+1, ξl−1; ) and ξ∗L,l = ξ∗L,l(xL+1, ξl−1; ) be the solution of
the system of equations
(∂(xL,l ,ξL,l )φT,0;)∗ ≡ (∂(xL,l ,ξL,l )φT,0;)
(
xL+1, {ξ, x}∗L,l, ξl−1
)= 0. (5.7)
Then, for any multi-indices α, β , there exists a positive constant Cα,β independent of 1  l 
nN  L J satisfying the following:
(1) If n j N ,∣∣∂αxL+1∂βξl−1∂x∗j ∣∣ Cα,βTN+1,n(1 + |xL+1| + |ξl−1|), (5.8)∣∣∂αxL+1∂βξl−1∂ξ∗j ∣∣ Cα,βTN+1,n(1 + |xL+1| + |ξl−1|). (5.9)
(2) If l  j  n− 1 or N + 1 j  L,∣∣∂αxL+1∂βξl−1∂x∗j ∣∣ Cα,β(TN+1,n)2(1 + |xL+1| + |ξl−1|), (5.10)∣∣∂αxL+1∂βξl−1∂ξ∗j ∣∣ Cα,β(TN+1,n)2(1 + |xL+1| + |ξl−1|). (5.11)
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n− 1 and N = L. Using {ξ, x}#N,n = {ξ, x}#N,n(xN+1, ξn−1; ) of (∂(xN,n,ξN,n)φTN+1,Tn−1 ;)# = 0
and {ξ, x}#n−2,l = {ξ, x}#n−2,l(xn−1, ξl−1) of (∂(xn−2,l ,ξn−2,l )φTn−1,Tl )# = 0, we set
Φ ≡ φ#TN+1,Tn−1 ;(xN+1, ξn−1, xn−1)+ φ
#
Tn−1,Tl−1
(xn−1, ξl−1, xl−1)
≡ (xN+1 − xn−1) · ξn−1 + (xn−1 − xl−1) · ξl−1
+W(xN+1, ξn−1, xn−1, ξl−1).
By Lemma 4.7, for any k = 0,1,2, . . . , there exists a positive constant Kk such that∣∣∂αxN+1∂βξn−1∂α′xn−1∂β ′ξl−1W∣∣
Kk(TN+1,n + Tn−1,l)
(
1 + |xN+1| + |ξn−1| + |xn−1| + |ξl−1|
)max(2−k,0)
,∣∣∂αxN+1∂βξn−1∂α′xn−1∂β ′ξl−1∂W∣∣Kk(TN+1,n)2(1 + |xN+1| + |ξn−1|),
for |α+β+α′ +β ′| = k. Let ξ↓n−1 = ξ↓n−1(xN+1, ξl−1; ) and x↓n−1 = x↓n−1(xN+1, ξl−1; ) satisfy
(∂(ξn−1,xn−1)Φ)(xN+1, ξ
↓
n−1, x
↓
n−1, ξl−1) = 0. By Lemma 4.1 (1), we can write
{ξ, x}∗N,l =
(({ξ, x}#N,n)↓, ξ↓n−1, x↓n−1, ({ξ, x}#n−2,l)↓).
By the chain rule, we have
∂
({ξ, x}#N,n)↓ = (∂{ξ, x}#N,n)↓ + (∂ξn−1{ξ, x}#N,n)↓(∂ξ↓n−1).
By Lemmas 4.4 and 5.1 with σ = (TN+1,n)2, we have∥∥∂αxL+1∂βξl−1∂({ξ, x}#N,n)↓∥∥∞  Cα,βTN+1,n(1 + |xL+1| + |ξl−1|), (5.12)
with a positive constant Cα,β . By Lemma 5.1 with σ = (TN+1,n)2, we have∥∥∂αxL+1∂βξl−1∂(ξ↓n−1, x↓n−1)∥∥∞  Cα,β(TN+1,n)2(1 + |xL+1| + |ξl−1|), (5.13)
with a positive constant Cα,β . Note that
∂
({ξ, x}#n−2,l)↓ = (∂xn−1{ξ, x}#n−2,l)↓(∂x↓n−1).
By Lemmas 4.4 and 5.1 with σ = (TN+1,n)2, we have∥∥∂αxL+1∂βξl−1∂({ξ, x}#n−2,l)↓∥∥∞  Cα,β(TN+1,n)2(1 + |xL+1| + |ξl−1|), (5.14)
with a positive constant Cα,β . Hence (5.12) implies (1). Furthermore (5.13) and (5.14) im-
ply (2). We can get the other cases in a similar way. 
Using {ξ, x}∗J,1 = {ξ, x}∗J,1(xJ+1, ξ0; ) of (∂(xJ,1,ξJ,1)φT,0;)∗ = 0, we consider
q∗T,0(t, xJ+1, ξ0, x0) = qT,0
(
t, xJ+1, x∗J,1, x0
)
, (5.15)
p∗T,0(t, xJ+1, ξ0) = pT,0
(
t, ξ∗J,1, ξ0
)
. (5.16)
Lemma 5.3. Let 4κ2 dT < 1/2. Then, for any multi-indices α, β , there exist positive constants
Cα,β , C
′ satisfying the following:α,β
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If Tn−1 < t  TN ,∣∣∂αxJ+1∂βξ0∂q∗T,0(t)∣∣ C′α,βTN+1,n(1 + |xJ+1| + |ξ0|). (5.18)
If 0 t  Tn−1 or TN < t  T ,∣∣∂αxJ+1∂βξ0∂q∗T,0(t)∣∣ C′α,β(TN+1,n)2(1 + |xJ+1| + |ξ0|). (5.19)
Furthermore we have
q∗T,0 |=1 = q†T,0 , q∗T,0 |=0 = q†(T,TN+1 ,Tn−1,0). (5.20)
(2) For any 0 t < T ,∣∣∂αxJ+1∂βξ0(p∗T,0(t)− ξ0)∣∣ Cα,βT (1 + |xJ+1| + |ξ0|)max(1−|α+β|,0). (5.21)
If Tn  t < TN+1,∣∣∂αxJ+1∂βξ0∂p∗T,0(t)∣∣ C′α,βTN+1,n(1 + |xJ+1| + |ξ0|). (5.22)
If 0 t < Tn or TN+1  t < T ,∣∣∂αxJ+1∂βξ0∂p∗T,0(t)∣∣ C′α,β(TN+1,n)2(1 + |xJ+1| + |ξ0|). (5.23)
Furthermore we have
p∗T,0 |=1 = p†T,0 , p∗T,0 |=0 = p†(T,TN+1 ,Tn−1,0). (5.24)
Proof. Using k such that Tk−1 < t  Tk , we can write q∗T,0(t) = x∗k . By Lemma 4.5, we have
(5.17). Using Lemma 5.2, we get (5.18) and (5.19). When  = 0 and Tn−1 < t  TN+1, we have
q∗T,0(t) =
(
xk
)∗ = x∗N+1 = q†(T,TN+1 ,Tn−1,0)(t).
Hence we obtain (5.20). We can get (2) in a similar way. 
Lemma 5.4. Let 4κ2 dT < 1/2. Then, for any multi-indices α, β , there exists a positive constants
C′α,β satisfying the following:
(1) If Tn−1 < t  TN ,∣∣∂αxJ+1∂βξ0(q†T,0(t)− q†(T,TN+1 ,Tn−1,0)(t))
∣∣
 C′α,βTN+1,n
(
1 + |xJ+1| + |ξ0|
)
. (5.25)
If 0 t  Tn−1 or TN < t  T ,∣∣∂αxJ+1∂βξ0(q†T,0(t)− q†(T,TN+1 ,Tn−1,0)(t))
∣∣
 C′α,β(TN+1,n)2
(
1 + |xJ+1| + |ξ0|
)
. (5.26)
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∣∣
 C′α,βTN+1,n
(
1 + |xJ+1| + |ξ0|
)
. (5.27)
If 0 t < Tn or TN+1  t < T ,∣∣∂αxJ+1∂βξ0(p†T,0(t)− p†(T,TN+1 ,Tn−1,0)(t))
∣∣
 C′α,β(TN+1,n)2
(
1 + |xJ+1| + |ξ0|
)
. (5.28)
Proof. Note that q†T,0(t) − q†(T,TN+1 ,Tn−1,0)(t) =
∫ 1
0 ∂q
∗
T,0
(t) d. By (5.18) and (5.19), we
obtain (5.25) and (5.26). We can get (2) in a similar way. 
Proof of Theorem 9. Let ′T ,0 be any refinement of T,0. By Lemma 5.4, using k such that
Tk−1 < t  Tk , we have∣∣∂αx ∂βξ0(q†T,0(t, x, ξ0, x0)− q†′T ,0(t, x, ξ0, x0))
∣∣

J+1∑
j=1
∣∣∂αx ∂βξ0(q†(′T ,Tj ,Tj−1,0)(t, x, ξ0, x0)− q†(′T ,Tj−1 ,Tj−2,0)(t, x, ξ0, x0)
)∣∣
 C′α,β
(
k−1∑
j=1
(tj )
2 + tk +
J+1∑
j=k+1
(tj )
2
)(
1 + |x| + |ξ0|
)
 C′α,β |T,0|(1 + T )
(
1 + |x| + |ξ0|
)
.
Therefore, we obtain (2.38). By (5.17) with  = 1, we have (2.37). We can obtain (2.40) and
(2.39) in a similar way. 
6. Proof of Theorem 11, convergence of determinants
Using φT,0; of (4.9) and {ξ, x}∗J,1 of (4.22), we define DT,0;(xJ+1, ξ0) by
DT,0;(xJ+1, ξ0) = (−1)dJ det
(
∂2(xJ,1,ξJ,1)φT,0;
)∗
. (6.1)
Lemma 6.1. Let T be sufficiently small. Then we have the following:
(1) There exist functions GL = GL(xL+1, ξL, xL, ξ0), 1 L n− 2, such that
DTn−1,0(xn−1, ξ0) =
n−2∏
L=1
(
1 +G#L
)
, (6.2)
with {ξ, x}#n−2,1 = {ξ, x}#n−2,1(xn−1, ξ0) of (∂(xn−2,1,ξn−2,1)φT,0;)# = 0. Furthermore, for
any multi-indices α, β , α′, β ′, there exists a positive constant Cα,β,α′,β ′ such that for
1 L n− 2,∣∣∂αxL+1∂βξL∂α′xL∂β ′ξ0 GL∣∣ Cα,β,α′,β ′ tL+1TL. (6.3)
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DTN+1,Tn−1 ;(xN+1, ξn−1) =
N∏
L=n
(
1 +G#L
)
, (6.4)
with {ξ, x}#N,n = {ξ, x}#N,n(xN+1, ξn−1; ) of (∂(xN,n,ξN,n)φT,0;)# = 0. Furthermore, for any
multi-indices α, β , α′, β ′, there exist positive constants Cα,β,α′,β ′ , C′α,β,α′,β ′ such that for
n LN ,∣∣∂αxL+1∂βξL∂α′xL∂β ′ξn−1GL∣∣ Cα,β,α′,β ′ tL+1TL,n, (6.5)∣∣∂αxL+1∂βξL∂α′xL∂β ′ξn−1∂GL∣∣
 C′α,β,α′,β ′ tL+1TL,n
(
1 + |xL+1| + |ξl−1|
)
. (6.6)
(3) There exist functions GL = GL(xL+1, ξL, xL, ξN+1), N + 2 L J , such that
DT,TN+1 (xJ+1, ξN+1) =
J∏
L=N+2
(
1 +G#L
)
, (6.7)
with {ξ, x}#J,N+2 = {ξ, x}#J,N+2(xJ+1, ξN+1) of (∂(xJ,N+2,ξJ,N+2)φT,0;)# = 0. Furthermore,
for any multi-indices α, β , α′, β ′, there exists a positive constant Cα,β,α′,β ′ such that for
N + 2 L J ,∣∣∂αxL+1∂βξL∂α′xL∂β ′ξN+1GL∣∣ Cα,β,α′,β ′ tL+1TL,N+2. (6.8)
Proof. Set 1 = l  L < n − 2, n = l  L < N or N + 2 = l  L < J . Let {ξ, x}#L,l =
{ξ, x}#L,l(xL+1, ξl−1) satisfy (∂(ξL,xL,...,ξl ,xl )φT,0;)# = 0. By (4.2), (4.8) and (4.9), we have
∂(ξL+1,xL+1)φ
#
T,0; = (∂(ξL+1,xL+1)φT,0;)#
=
[−(xL+1 − xL+2)+ (∂ξL+1ωT,0;)
−(ξL+1 − ξ#L)+ (∂xL+1ωT,0;)#
]
.
Hence we can write
det
(
∂2(ξL+1,xL+1)φ
#
T,0;
)
=
∣∣∣∣ (∂2ξL+1ωT,0;) −1d−1d (∂2xL+1ωT,0;)# + (1d + (∂ξL∂xL+1ωT,0;)#)∂xL+1ξ#L
∣∣∣∣
= (−1)d det[1d − (∂2ξL+1ωT,0;)
× ((∂2xL+1ωT,0;)# + (1d + (∂ξL∂xL+1ωT,0;)#)∂xL+1ξ#L)].
By (4.2), (4.8) and Lemma 4.4, we have |∂αxL+2∂βξL+1(∂2ξL+1ωT,0;)|  Cα,β tL+2 and
|∂αxL+1∂βξl−1(∂xL+1ξ#L)|  Cα,βTL+1,l with a positive constant Cα,β . Therefore, if T is suffi-
ciently small, using Lemma 4.1 inductively, we can define GL+1 by 1 + GL+1 ≡ (−1)d ×
det(∂2(ξL+1,xL+1)φ
#
T,0;) = 0. 
Using (5.1)–(5.3), we define G = G(x2, ξ1, x1, ξ0) by
1 + G = (−1)d det
(
∂2(ξ1,x1)Φ
)
. (6.9)
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such that∣∣∂αx2∂βξ1∂α′x1∂β ′ξ0 G∣∣ Cα,β,α′,β ′(t2 + t1)2, (6.10)∣∣∂αx2∂βξ1∂α′x1∂β ′ξ0 ∂G∣∣ C′α,β,α′,β ′σ
(
1 +
2∑
j=1
(|xj | + |ξj−1|)
)
. (6.11)
Proof. We can get the above estimates from
1 + G = (−1)d det
[
∂2ξ1W −1d
−1d ∂2x1W
]
= det[1d − (∂2ξ1W)(∂2x1W)]. 
Lemma 6.3. Let T be sufficiently small. For any multi-indices α, β , there exists a positive con-
stant Cα,β satisfying the following:
(1) ∣∣∂αxN+1∂βξn−1∂DTN+1,Tn−1 ;(xN+1, ξn−1)∣∣
 Cα,β(TN+1,n)2
(
1 + |xN+1| + |ξn−1|
)
, (6.12)∣∣∂αxN+1∂βξn−1(DTN+1,Tn−1 (xN+1, ξn−1)− 1)∣∣
 Cα,β(TN+1,n)2
(
1 + |xN+1| + |ξn−1|
)
. (6.13)
(2) ∣∣∂αxN+1∂βξ0∂DTN+1,0;(xN+1, ξ0)∣∣
 Cα,β(TN+1,n)2
(
1 + |xN+1| + |ξ0|
)
, (6.14)∣∣∂αxN+1∂βξ0(DTN+1,0(xN+1, ξ0)−D(TN+1,Tn−1,0)(xN+1, ξ0))∣∣
 Cα,β(TN+1,n)2
(
1 + |xN+1| + |ξ0|
)
. (6.15)
(3) ∣∣∂αxJ+1∂βξ0∂DT,0;(xJ+1, ξ0)∣∣ Cα,β(TN+1,n)2(1 + |xJ+1| + |ξ0|), (6.16)∣∣∂αxJ+1∂βξ0(DT,0(xJ+1, ξ0)−D(T,TN+1 ,Tn−1,0)(xJ+1, ξ0))∣∣
 Cα,β(TN+1,n)2
(
1 + |xJ+1| + |ξ0|
)
. (6.17)
Proof. By Lemma 6.1 (2), we get (6.12) and (6.13).
Let ξ↓n−1 = ξ↓n−1(xN+1, ξ0; ) and x↓n−1 = x↓n−1(xN+1, ξ0; ) satisfy(
∂(ξn−1,xn−1)
(
φ#TN+1,Tn−1 ; + φ
#
Tn−1,0
))(
xN+1, ξ↓n−1, x
↓
n−1, ξ0
)= 0.
Set
G = G(xN+1, ξn−1, xn−1, ξ0)
= (−1)d det(∂2(ξ ,x )(φ# ; + φ# )).n−1 n−1 TN+1,Tn−1 Tn−1,0
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DTN+1,0; = D
↓
TN+1,Tn−1 ; × (G)
↓ ×D↓Tn−1,0 .
Differentiating this with respect to , we have
∂DTN+1,0; = (∂DTN+1,Tn−1 ;)↓ × (G)↓ ×D
↓
Tn−1,0
+ (∂ξn−1DTN+1,Tn−1 ;)↓
(
∂ξ
↓
n−1
)× (G)↓ ×D↓Tn−1,0
+D↓
TN+1,Tn−1 ; × (∂G)
↓ ×D↓Tn−1,0
+D↓
TN+1,Tn−1 ; × (∂(ξn−1,xn−1)G)
↓∂
(
ξ
↓
n−1, x
↓
n−1
)×D↓Tn−1,0
+D↓
TN+1,Tn−1 ; × (G)
↓ × (∂xn−1D↓Tn−1,0)(∂x↓n−1).
By Lemmas 5.1, 6.1 (2), 6.2 and 6.3 (1) with σ = (TN+1,n)2, we get (6.14) and (6.15). We can
get (6.16) and (6.17) in a similar way. 
Proof of Theorem 11. Let ′T ,0 be any refinement of T,0. By Lemma 6.3 (3), we have∣∣∂αx ∂βξ0(DT,0(x, ξ0)−D′T ,0(x, ξ0))∣∣

J+1∑
j=1
∣∣∂αx ∂βξ0(D(′T ,Tj ,Tj−1,0)(x, ξ0)−D(′T ,Tj−1 ,Tj−2,0)(x, ξ0))
∣∣

J+1∑
j=1
Cα,β(tj )
2(1 + |x| + |ξ0|)
 Cα,β |T,0|T
(
1 + |x| + |ξ0|
)
. (6.18)
Hence there exists a unique function D(T ,x, ξ0) satisfying (2.46). 
7. Proof of Theorem 12, convergence of main terms
Let F [q,p] ∈ FQ or FP , i.e., F [q,p] satisfy Assumption 2 (1) or (2) with m,
∑J+1
j=1 uj = U ,
AM and XM . For simplicity, for 1 l  L J , set
Uk =
k∑
j=1
uj , UL+1,l = UL+1 −Ul−1 =
L+1∑
j=l
uj . (7.1)
Let 4κ2 dT < 1/2. Using {ξ, x}∗J,1 = {ξ, x}∗J,1(xJ+1, ξ0; ) of (4.22), we consider
F ∗T,0(xJ+1, ξ0, x0) ≡ FT,0
(
xJ+1, {ξ, x}∗J,1, ξ0, x0
)= F [q∗T,0 ,p∗T,0]. (7.2)
Lemma 7.1. For any non-negative integer M , there exist positive constants CM , C′M and a
positive integer M ′ such that
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T,0(xJ+1, ξ0, x0)∣∣ CMAM(1 + |xJ+1| + |ξ0| + |x0|)m, (7.3)∣∣∂αxJ+1∂βξ0∂F ∗T,0(xJ+1, ξ0, x0)∣∣
 C′MAM ′TN+1,n(TN+1,n +UN+1,n)
(
1 + |xJ+1| + |ξ0| + |x0|
)m+1
, (7.4)
for any multi-indices α, β with |α|, |β|M . Furthermore we have∣∣∂αxJ+1∂βξ0(F †T,0(xJ+1, ξ0, x0)− F †(T,TN+1 ,Tn−1,0)(xJ+1, ξ0, x0))
∣∣
 C′MAM ′TN+1,n(TN+1,n +UN+1,n)
(
1 + |xJ+1| + |ξ0| + |x0|
)m+1
. (7.5)
Proof. For simplicity, we prove only (7.4) and (7.5) with F [q,p] ∈ FQ and |α| = |β| = 0. Us-
ing q1, q2, q3 ∈ Q with q1(t) = 0 outside [0, Tn−1], q2(t) = 0 outside (Tn−1, TN+1] and q3(t) = 0
outside (TN+1, T ], we can write qT,0 = q1 + q2 + q3. Using p1, p2, p3 ∈ P with p1(t) = 0 out-
side [0, Tn−1), p2(t) = 0 outside [Tn−1, TN+1) and p3(t) = 0 outside [TN+1, T ), we can write
pT,0 = p1 + p2 + p3. By Assumption 2 (1) and Lemma 5.2, we have∣∣∂F ∗T,0 ∣∣ ∣∣D∂q∗T,0 F [q∗T,0 ,p∗T,0]∣∣+ ∣∣D∂p∗T,0 F [q∗T,0 ,p∗T,0]∣∣

∣∣D∂q∗3 F [q∗T,0 ,p∗T,0]∣∣+ ∣∣D∂q∗2 F [q∗T,0 ,p∗T,0]∣∣+ ∣∣D∂q∗1 F [q∗T,0 ,p∗T,0]∣∣
+ ∣∣D∂p∗3F [q∗T,0 ,p∗T,0]∣∣+ ∣∣D∂p∗2F [q∗T,0 ,p∗T,0]∣∣
+ ∣∣D∂p∗1F [q∗T,0 ,p∗T,0]∣∣
A1(X1)3
(
1 + ∥∥q∗T,0∥∥+ ∥∥p∗T,0∥∥)m(UJ+1,N+2∥∥∂q∗3∥∥+UN+1,n∥∥∂q∗2∥∥
+Un−1
∥∥∂q∗1∥∥+ TJ+1,N+2∥∥∂p∗3∥∥+ TN+1,n∥∥∂p∗2∥∥+ Tn−1∥∥∂p∗1∥∥)
 CA1(X1)3
(
1 + |xJ+1| + |ξ0| + |x0|
)m+1(
U(TN+1.n)2 +UN+1,nTN+1,n
+U(TN+1,n)2 + T (TN+1,n)2 + TN+1,nTN+1,n + T (TN+1.n)2
)
 C′A1TN+1,n(TN+1,n +UN+1,n)
(
1 + |xJ+1| + |ξ0| + |x0|
)m+1
,
with some positive constants C and C′. This implies (7.4) with |α| = |β| = 0. Furthermore, using
F ∗T,0 |=1 = F †T,0 and F ∗T,0 |=0 = F †(T,TN+1 ,Tn−1,0), we have (7.5). 
Proof of Theorem 12. Let ′T ,0 be any refinement of T,0. By Lemma 7.1, we have∣∣∂αx ∂βξ0(F †T,0(x, ξ0, x0)− F †′T ,0(x, ξ0, x0))
∣∣

J+1∑
j=1
∣∣∂αx ∂βξ0(F †(′T ,Tj ,Tj−1,0)(x, ξ0, x0)− F †(′T ,Tj−1 ,Tj−2,0)(x, ξ0, x0)
)∣∣

J+1∑
j=1
C′MAM ′ tj (tj + uj )
(
1 + |x| + |ξ0| + |x0|
)m+1
 C′MAM ′ |T,0|(T +U)
(
1 + |x| + |ξ0| + |x0|
)m+1
,
for any multi-indices α, β with |α|, |β|M . Hence there exists a unique function F(T ,x, ξ0, x0)
satisfying (2.55). 
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Let aλ = aλ(xJ+1, ξJ , xJ , . . . , ξ1, x1, ξ0) be a function with a vector λ as a parameter. Using
(2.41), we define (QT,0aλ)(xJ+1, ξ0) by(
1
2πh¯
)dJ ∫
R2dJ
e
i
h¯
φT,0 aλ(xJ+1, ξJ , xJ , . . . , ξ1, x1, ξ0)
J∏
j=1
dξj dxj
≡ e
i
h¯
φ
†
T,0
(xJ+1,ξ0,x0)
(QT,0aλ)(xJ+1, ξ0). (8.1)
Furthermore, using (2.44), we define the main term (MT,0aλ)(xJ+1, ξ0) and the remainder
term (RT,0aλ)(xJ+1, ξ0) of (QT,0aλ)(xJ+1, ξ0) by
(MT,0aλ)(xJ+1, ξ0) ≡ DT,0(xJ+1, ξ0)−1/2aλ
(
xJ+1, {ξ, x}†J,1, ξ0
)
, (8.2)
(QT,0aλ)(xJ+1, ξ0) ≡ (MT,0aλ)(xJ+1, ξ0)+ (RT,0aλ)(xJ+1, ξ0). (8.3)
By (2.56) and (2.57), using x0 as the parameter λ, we can write
bT,0(h¯, xJ+1, ξ0, x0) = (QT,0FT,0)(xJ+1, ξ0, x0), (8.4)
h¯ΥT,0(h¯, xJ+1, ξ0, x0) = (RT,0FT,0)(xJ+1, ξ0, x0). (8.5)
Let
′T ,0 =
(
T ,T
(J+1)
KJ+1 , . . . , T
(J+1)
1 , TJ , T
(J )
KJ
, . . . , T
(J )
1 , . . . , T1, T
(1)
K1
, . . . , T
(1)
1 ,0
)
be any refinement of T,0 given by
Tj = T (j)Kj+1 > T
(j)
Kj
> · · · > T (j)1 > T (j)0 = Tj−1, (8.6)
where Kj is a non-negative integer for j = 1,2, . . . , J, J + 1.
Let {ξ, x}(j)Kj ,1 = (ξ
(j)
Kj
, x
(j)
Kj
, . . . , ξ
(j)
2 , x
(j)
2 , ξ
(j)
1 , x
(j)
1 ) with ξ
(j)
k ∈ Rd and x(j)k ∈ Rd , j =
1,2, . . . , J, J + 1, k = 1,2, . . . ,Kj . Let {ξ, x}(j);†Kj ,1 = {ξ, x}
(j);†
Kj ,1(xj , ξj−1) be the solution of(
∂{ξ,x}(j)Kj ,1
φ′Tj ,Tj−1
)(
xj , {ξ, x}(j);†Kj ,1, ξj−1
)= 0. (8.7)
Let aT,0;λ = aT,0;λ(xJ+1, ξJ , xJ , . . . , ξ1, x1, ξ0) be a function with λ as a parameter.
For a′T ,0;λ(xJ+1, {ξ, x}
(J+1)
KJ+1,1, ξJ , xJ , {ξ, x}
(J )
KJ ,1, ξJ−1, . . . , x1, {ξ, x}
(1)
K1,1, ξ0), we define the
function aT,0
′T ,0;λ by
a
T,0
′T ,0;λ(xJ+1, ξJ , xJ , ξJ−1, . . . , x1, ξ0)
≡ a′T ,0;λ
(
xJ+1, {ξ, x}(J+1);†KJ+1,1 , ξJ , xJ , {ξ, x}
(J );†
KJ ,1, ξJ−1, . . . , x1, {ξ, x}
(1);†
K1,1, ξ0
)
. (8.8)
Then we have the following estimates for (RT,0aT,0;λ)(xJ+1, ξ0):
Lemma 8.1 (Remainder estimate of Fujiwara’s type). Let T be sufficiently small. Let m be a
non-negative integer. Assume that for any non-negative integer M , there exist positive constants
AM , XM such that
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T,0′T ,0;λ(xJ+1, ξJ , xJ , ξJ−1, . . . , x1, ξ0)|
(1 + |λ| +∑J+1j=1 (|xj | + |ξj−1|))m
AM(XM)J+1
J+1∏
j=1
(tj )
min(|βj−1|,1), (8.9)
for any refinement ′T ,0 of any division T,0, and any multi-indices αj , βj−1 with |αj |, |βj−1|
M , j = 1,2, . . . , J +1. Then, for any non-negative integer M , there exist a positive constant CM
and a positive integer M ′ such that
|∂αxJ+1∂βξ0(RT,0aT,0;λ)(xJ+1, ξ0)|
(1 + |λ| + |xJ+1| + |ξ0|)m  h¯CMAM ′T , (8.10)
for any division T,0 and any multi-indices α, β with |α|, |β|M .
Remark 8.1. The remainder term of multiple integrals for configuration space path integrals was
first estimated by D. Fujiwara [11]. Lemmas 8.1 and 8.2 are the versions for the phase space path
integrals via piecewise constant paths.
Lemma 8.2. Let uj , j = 1,2, . . . , J + 1, and U be non-negative parameters depending on the
division T,0 such that
∑J+1
j=1 uj = U < ∞. Furthermore, in Lemma 8.1, assume that for any
non-negative integer M , there exist positive constants AM , XM such that
|(∏J+1j=1 ∂αjxj ∂βj−1ξj−1 )∂xk aT,0′T ,0;λ(xJ+1, ξJ , xJ , ξJ−1, . . . , x1, ξ0)|
(1 + |λ| +∑J+1j=1 (|xj | + |ξj−1|))m
AM(XM)J+1(tk + uk)
J+1∏
j=1,j =k
(tj )
min(|βj−1|,1), (8.11)
for any refinement ′T ,0 of any division T,0, and any multi-indices αj , βj−1 with |αj |, |βj−1|
M , j = 1,2, . . . , J + 1, and any integer k with 1  k  J . Then, for any non-negative integer
M , there exist a positive constant CM and a positive integer M ′ such that
|∂αxJ+1∂βξ0(RT,0aT,0;λ)(xJ+1, ξ0)|
(1 + |λ| + |xJ+1| + |ξ0|)m  h¯CMAM ′T (T +U), (8.12)
for any division T,0 and any multi-indices α, β with |α|, |β|M .
Proof of Lemmas 8.1 and 8.2. We mimic the proofs of Lemmas 9.1 and 9.2 in Kumano-go and
Fujiwara [26]. In [26], we used piecewise bicharacteristic paths instead of piecewise constant
paths as qT,0 and pT,0 . If we use bicharacteristic paths as qT,0 and pT,0 , we have the property
a
T,0
′T ,0;λ(xJ+1, ξJ , xJ , . . . , x1, ξ0) = aT,0;λ(xJ+1, ξJ , xJ , . . . , x1, ξ0).
Therefore, if we do not use this property in the proofs of the Lemmas 9.1 and 9.2 of [26], we can
get the proof of Lemmas 8.1 and 8.2. 
We would like to prove that F [q,p] ∈ FQ satisfies (8.9) and (8.11).
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(j);†
Kj ,1(xj , ξj−1), j = 1,2, . . . , J, J + 1, of (8.7) into q′T ,0 ∈ Q and
p′T ,0 ∈ P , we consider the paths q
T,0
′T ,0
and pT,0
′T ,0
given by
q
T,0
′T ,0
(t, xJ+1, ξJ , xJ , ξJ−1, . . . , x1, ξ0, x0)
≡ q′T ,0
(
t, xJ+1, x(J+1);†KJ+1,1 , xJ , x
(J );†
KJ ,1 , . . . , x1, x
(1);†
K1,1 , x0
)
, (8.13)
p
T,0
′T ,0
(t, xJ+1, ξJ , xJ , ξJ−1, . . . , x1, ξ0)
≡ p′T ,0
(
t, ξ
(J+1);†
KJ+1,1 , ξJ , ξ
(J );†
KJ ,1 , ξJ−1, . . . , ξ
(1);†
K1,1 , ξ0
)
, (8.14)
with x(j);†Kj ,1 = (x
(j);†
Kj
, . . . , x
(j);†
2 , x
(j);†
1 ) and ξ
(j);†
Kj ,1 = (ξ
(j);†
Kj
, . . . , ξ
(j);†
2 , ξ
(j);†
1 ) of (8.7). By
Lemma 5.3 with  = 1, there exist positive constants C, Cα,β independent of j such that∥∥qT,0
′T ,0
∥∥ C(1 + max
1jJ+1
(|xj | + |ξj−1|)+ |x0|), (8.15)
∥∥pT,0
′T ,0
∥∥ C(1 + max
1jJ+1
(|xj | + |ξj−1|)), (8.16)
∥∥∂αxj ∂βξj−1(∂xj qT,0′T ,0 )
∥∥ Cα,β, ∥∥∂αxj ∂βξj−1(∂ξj−1qT,0′T ,0 )
∥∥ Cα,β tj , (8.17)∥∥∂αxj ∂βξj−1(∂xj pT,0′T ,0 )
∥∥ Cα,βtj , ∥∥∂αxj ∂βξj−1(∂ξj−1pT,0′T ,0 )
∥∥ Cα,β. (8.18)
Furthermore, for j = 1,2, . . . , J, J +1, (∂xj qT,0′T ,0 )(t, xj , ξj−1) = 0 and (∂ξj−1q
T,0
′T ,0
)(t, xj , ξj−1)
= 0 outside (Tj−1, Tj ], (∂xj pT,0′T ,0 )(t, xj , ξj−1) = 0 and (∂ξj−1p
T,0
′T ,0
)(t, xj , ξj−1) = 0 outside
[Tj−1, Tj ). Therefore, in order to show that F [q,p] ∈ FQ satisfies (8.9) and (8.11), we have
only to prove the following:
Lemma 8.3. Let F [q,p] satisfy Assumption 2 (1) with m, ∑J+1j=1 uj = U , AM and XM . Assume
that the positive constant C is arbitrarily given and that the positive constant Cα,β is arbitrarily
given for any multi-indices α, β . Then, for any non-negative integer M , there exists a positive
constant X′M such that∣∣∣∣∣
(
J+1∏
j=1
∂
αj
xj ∂
βj−1
ξj−1
)
F [q,p]
∣∣∣∣∣AM(X′M)J+1
J+1∏
j=1
(tj )
min(|βj−1|,1)
×
(
1 + max
1jJ+1
(|xj | + |ξj−1|)+ |x0|)m, (8.19)∣∣∣∣∣
(
J+1∏
j=1
∂
αj
xj ∂
βj−1
ξj−1
)
∂xkF [q,p]
∣∣∣∣∣AM(X′M)J+1(tk + uk)
J+1∏
j=1,j =k
(tj )
min(|βj−1|,1)
×
(
1 + max
1jJ+1
(|xj | + |ξj−1|)+ |x0|)m, (8.20)
for any division T,0, any |αj |, |βj−1| M , j = 1,2, . . . , J, J + 1, any k = 1,2, . . . , J , any
paths q = q(t, xJ+1, ξJ , xJ , . . . , ξ1, x1, ξ0, x0) ∈ Q and p = p(t, xJ+1, ξJ , xJ , . . . , ξ1, x1, ξ0) ∈
P satisfying the following:
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ξj−1. For Tj−1  t < Tj and j = 1,2, . . . , J, J + 1, the function p(t) depends only on t , xj
and ξj−1.
(b) For any j = 1,2, . . . , J + 1,
‖q‖ C
(
1 + max
1jJ+1
(|xj | + |ξj−1|)+ |x0|), (8.21)
‖p‖ C
(
1 + max
1jJ+1
(|xj | + |ξj−1|)), (8.22)
∥∥∂αxj ∂βξj−1(∂xj q)∥∥ Cα,β, ∥∥∂αxj ∂βξj−1(∂ξj−1q)∥∥ Cα,β tj , (8.23)∥∥∂αxj ∂βξj−1(∂xj p)∥∥ Cα,β tj , ∥∥∂αxj ∂βξj−1(∂ξj−1p)∥∥ Cα,β. (8.24)
Remark 8.2. Note that (∂xj q)(t, xj , ξj−1) = 0 and (∂ξj−1q)(t, xj , ξj−1) = 0 outside (Tj−1, Tj ],
and that (∂ξj−1p)(t, xj , ξj−1) = 0 and (∂xj p)(t, xj , ξj−1) = 0 outside [Tj−1, Tj ).
Proof of Lemma 8.3. For simplicity, we set d = 1. By Faà di Bruno’s formula, we can write
∂
β0
ξ0
F [q,p] =
|β0|∑
K0=1
P
β0
0,K0(x1, ξ0)F [q,p],
where
P
β0
0,K0(x1, ξ0) = β0!
∑
{nβ }0<ββ0
∏
0<ββ0
1
nβ !
(D
∂
β
ξ0
q
+D
∂
β
ξ0
p
β!
)nβ
,
and
∑
{nβ }0<ββ0 is the summation with respect to the sequences {nβ}0<ββ0 of non-negative
integers such that
∑
0<ββ0 nβ = K0 and
∑
0<ββ0 nββ = β0. Furthermore, by the Leibniz for-
mula, we can write
∂α1x1 ∂
β0
ξ0
F [q,p] =
∑
α′1+α′′1=α1
α1!
α′1!α′′1 !
|β0|∑
K0=1
(
∂
α′1
x1 P
β0
0,K0
)
(x1, ξ0)∂
α′′1
x1 F [q,p]
=
∑
α′1+α′′1=α1
α1!
α′1!α′′1 !
|β0|∑
K0=1
(
∂
α′1
x1 P
β0
0,K0
)
(x1, ξ0)
|α′′1 |∑
L1=1
Q
α′′1
1,L1(x1, ξ0)F [q,p],
where
Q
α′′1
1,L1(x1, ξ0) = α′′1 !
∑
{nα}0<αα′′1
∏
0<αα′′1
1
nα!
(
D∂αx1q
+D∂αx1p
α!
)nα
,
and
∑
{nα}0<αα′′1
is the summation with respect to the sequences {nα}0<αα′′1 of non-negative
integers such that
∑
′′ nα = L1 and ∑ ′′ nαα = α′′. By induction, we can write0<αα1 0<αα1 1
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J+1∏
j=1
∂
αj
xj ∂
βj−1
ξj−1
)
F [q,p]
=
∑
α′J+1+α′′J+1=αJ+1
αJ+1!
α′J+1!α′′J+1!
|α′′J+1|∑
LJ+1=1
|βJ |∑
KJ=1
· · ·
∑
α′1+α′′1=α1
α1!
α′1!α′′1 !
|α′′1 |∑
L1=1
|β0|∑
K0=1
×
(
J+1∏
j=1
(
Q
α′′j
j,Lj
(xj , ξj−1)
(
∂
α′′j
xj P
βj−1
j−1,Kj−1
)
(xj , ξj−1)
))
F [q,p].
Applying (8.21)–(8.24) and (2.49), we get (8.19). Next note that
∂xkF [q,p] = (D∂xk qF )[q,p] + (D∂xk pF )[q,p].
Using (8.21)–(8.24), (2.49) and (2.50) in a similar way, we get (8.20). 
Proof of Theorem 13. For simplicity, we prove only the case with F [q,p] ∈ FQ. By Lem-
mas 8.2 and 8.3, we have
h¯
|∂αx ∂βξ0ΥT,0(h¯, x, ξ0, x0)|
(1 + |x| + |ξ0| + |x0|)m =
|∂αx ∂βξ0(RT,0FT,0)(x, ξ0, x0)|
(1 + |x| + |ξ0| + |x0|)m
 h¯CMAM ′T (T +U). 
9. Proof of Theorem 14, phase space path integrals exist
Using (5.1)–(5.4), we consider the oscillatory integral(
1
2πh¯
)d ∫
R2d
e
i
h¯
Φ(x2,ξ1,x1,ξ0,x0)aλ;(x2, ξ1, x1, ξ0) dξ1 dx1
≡ e ih¯Φ↓ (x2,ξ0,x0)(qaλ;)(x2, ξ0). (9.1)
Let aλ; = aλ;(x2, ξ1, x1, ξ0) be a function with 0   1 and a vector λ as parameters. Let m
be a non-negative integer. For any non-negative integer M , we assume that
|aλ; |(m)M ≡ max|α|,|β|,|α′|,|β ′|M supξ1,x1
|∂αx2∂βξ1∂α
′
x1∂
β ′
ξ0
aλ;(x2, ξ1, x1, ξ0)|
(1 + |λ| +∑2j=1(|xj | + |ξj−1|))m < ∞, (9.2)
and
|∂aλ; |(m+1)M ≡ max|α|,|β|,|α′|,|β ′|M supξ1,x1
|∂αx2∂βξ1∂α
′
x1∂
β ′
ξ0
(∂aλ;)(x2, ξ1, x1, ξ0)|
(1 + |λ| +∑2j=1(|xj | + |ξj−1|))m+1
< ∞. (9.3)
Here we note that |aλ; |(m)M and |∂aλ; |(m+1)M are functions of x2 and ξ0.
Lemma 9.1. Let σ and Kk , k = 0,1,2, . . . , be positive constants of (5.2) and (5.3). Assume that
4K2 d(t2 + t1) < 1/2. Then for any non-negative integer M , there exist a positive constant CM
and a positive integer M ′ such that
N. Kumano-go / Bull. Sci. math. 135 (2011) 936–987 979|∂αx2∂βξ0(qaλ;)(x2, ξ0)|
(1 + |λ| + |x2| + |ξ0|)m  CM |aλ; |
(m)
M ′ , (9.4)
|∂αx2∂βξ0∂(qaλ;)(x2, ξ0)|
(1 + |λ| + |x2| + |ξ0|)m+1  CM
(
σ |aλ; |(m)M ′ + |∂aλ; |(m+1)M ′
)
, (9.5)
for any multi-indices α, β with |α|, |β|M .
Proof. For simplicity, we prove only (9.5) with |α| = |β| = 0. Set
ψ = ψ(x2, ξ1, x1, ξ0) = Φ −Φ↓ .
Then we have
(qaλ;)(x2, ξ0) =
(
1
2πh¯
)d ∫
R2d
e
i
h¯
ψ aλ;(x2, ξ1, x1, ξ0) dξ1 dx1.
By (∂(ξ1,x1)Φ)↓ = 0 of (5.4), we get
∂(ξ1,x1)ψ = ∂(ξ1,x1)
(
Φ −Φ↓
)= (∂(ξ1,x1)Φ)− (∂(ξ1,x1)Φ)↓
=
1∫
0
(
∂2(ξ1,x1)Φ
)θ ·+(1−θ)↓
dθ t
(
ξ1 − ξ↓1 , x1 − x↓1
)
,
where f θ ·+(1−θ)↓ = f (x2, θξ1 + (1 − θ)ξ↓1 , θx1 + (1 − θ)x↓1 , ξ0). Hence we have
t
(
ξ1 − ξ↓1 , x1 − x↓1
)=
( 1∫
0
(
∂2(ξ1,x1)Φ
)θ ·+(1−θ)↓
dθ
)−1
(∂(ξ1,x1)ψ). (9.6)
Furthermore, by (∂(ξ1,x1)Φ)↓ = 0 of (5.4), we can write
∂ψ = ∂
(
Φ −Φ↓
)= (∂Φ)− (∂Φ)↓
=
1∫
0
(∂(ξ1,x1)∂W)
θ ·+(1−θ)↓ dθ t
(
ξ1 − ξ↓1 , x1 − x↓1
)
. (9.7)
Inserting (9.7) into
∂(qaλ;) =
(
1
2πh¯
)d ∫
e
i
h¯
ψ
((
i
h¯
∂ψ
)
aλ; + (∂aλ;)
)
dξ1 dx1,
and replacing (ξ1 − ξ↓1 , x1 − x↓1 ) by (9.6), we can write
∂(qaλ;) =
(
1
2πh¯
)d ∫
e
i
h¯
ψ
(
c1,λ
(
i
h¯
∂(ξ1,x1)ψ
)
+ (∂aλ;)
)
dξ1 dx1. (9.8)
Here, by (5.3), for any non-negative integer M , there exists a positive constant CM such that for
any |α2|, |β1|, |α1|, |β0|M ,
∣∣∂α2x2 ∂β1ξ1 ∂α1x1 ∂β0ξ0 c1,λ∣∣ CMσ |aλ; |(m)M
(
1 + |λ| +
2∑(|xj | + |ξj−1|)
)m+1
.j=1
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∂(qaλ;) =
(
1
2πh¯
)d ∫
e
i
h¯
ψ c2,λ dξ1 dx1. (9.9)
Here, for any non-negative integer M , there exist a positive constant CM and a positive integer
M ′ such that for any multi-indices |α2|, |β1|, |α1|, |β0|M ,∣∣∂α2x2 ∂β1ξ1 ∂α1x1 ∂β0ξ0 c2,λ∣∣ CM(σ |aλ; |(m)M ′ + |∂aλ; |(m+1)M ′ )
×
(
1 + |λ| +
2∑
j=1
(|xj | + |ξj−1|)
)m+1
.
We introduce the differential operators M1, N1 of the first order given by
M1 = 1 − i(∂x1ψ) · ∂x11 + h¯−1|∂x1ψ |2
, N1 = 1 − i(∂ξ1ψ) · ∂ξ11 + h¯−1|∂ξ1ψ |2
.
Note M1e
i
h¯
ψ = e ih¯ ψ and N1e ih¯ ψ = e ih¯ ψ . Integrating (9.9) by parts, we have
∂(qaλ;) =
(
1
2πh¯
)d ∫
e
i
h¯
ψ
(
M∗1
)m+d+2
(N∗1 )m+d+2c2,λ dξ1 dx1, (9.10)
where M∗1 and N∗1 are the adjoint operators of M1 and N1. We set z1 = ∂x1ψ and ζ1 = ∂ξ1ψ .
By (9.6) and 0 < h¯ < 1, we have(
1 + |λ| +
2∑
j=1
(|xj | + |ξj−1|)
)

(
1 + |λ| + |x2| +
∣∣ξ↓1 ∣∣+ ∣∣x↓1 ∣∣+ |ξ0|)(1 + ∣∣ξ1 − ξ↓1 ∣∣+ ∣∣x1 − x↓1 ∣∣)
 C1
(
1 + |λ| + |x2| + |ξ0|
)(
1 + h¯−1|z1|2
)1/2(1 + h¯−1|ζ1|2)1/2,
with a positive constant C1. Hence there exist a positive constant C2 and a positive integer M ′
such that∣∣(M∗1 )m+d+2(N∗1 )m+d+2c2,λ∣∣
 C2
(
σ |aλ; |(m)M ′ + |∂aλ; |(m+1)M ′
)
× (1 + |λ| + |x2| + |ξ0|)m+1 1
(1 + h¯−1|z1|2)(d+1)/2(1 + h¯−1|ζ1|2)(d+1)/2
.
By 4K2 d(t2 + t1) < 1/2, we have
∂(z1, ζ1)
∂(ξ1, x1)
=
[
0 −1d
−1d 0
]
+ ∂2(ξ1,x1)W,
∣∣∣∣det ∂(ξ1, x1)∂(z1, ζ1)
∣∣∣∣ C3
with a positive constant C3. Changing the variables: (ξ1, x1) → (z1, ζ1) in (9.10), we perform
the integration
∂(qaλ;) =
(
1
2πh¯
)d ∫
e
i
h¯
ψ
((
M∗1
)m+d+2(
N∗1
)m+d+2
c2,λ
)∣∣∣∣det ∂(ξ1, x1)∂(z1, ζ1)
∣∣∣∣dz1 dζ1,
with respect to (z1, ζ1). Then there exists a positive constant C4 such that
N. Kumano-go / Bull. Sci. math. 135 (2011) 936–987 981∣∣∂(qaλ;)∣∣ C4(σ |aλ; |(m)M ′ + |∂aλ; |(m+1)M ′ )(1 + |λ| + |x2| + |ξ0|)m+1.
This implies (9.5) with |α| = |β| = 0. 
For the function bT,0(h¯, xJ+1, ξ0, x0) of (2.56), we have the following.
Lemma 9.2. Let T be sufficiently small. Then for any non-negative integer M , there exist positive
constants CM , C′M and non-negative integer M ′ such that∣∣∂αx ∂βξ0bT,0(h¯, x, ξ0, x0)∣∣ CMAM ′(1 + |x| + |ξ0| + |x0|)m, (9.11)∣∣∂αx ∂βξ0(bT,0(h¯, x, ξ0, x0)− b(T,TN+1 ,Tn−1,0)(h¯, x, ξ0, x0))∣∣
 C′MAM ′TN+1,n(TN+1,n +UN+1,n)
(
1 + |x| + |ξ0| + |x0|
)m+1
, (9.12)
for any multi-indices α, β with |α|, |β|M .
Proof. For simplicity, we prove only the case with F [q,p] ∈ FQ. Let aλ = aλ(xJ+1, ξJ , xJ , . . . ,
ξ1, x1, ξ0) be a function with a vector λ as a parameter. For 0    1, using (4.22) and (6.1),
we define (MT,0;aλ)(xJ+1, ξ0) by
(MT,0;aλ)(xJ+1, ξ0) ≡ DT,0;(xJ+1, ξ0)−1/2aλ
(
xJ+1, {ξ, x}∗J,1, ξ0
)
.
Furthermore, using (8.3), we define (QT,0;aλ)(xJ+1, ξ0) by
(QT,0;aλ)(xJ+1, ξ0) ≡ (MT,0;aλ)(xJ+1, ξ0)+  × (RT,0aλ)(xJ+1, ξ0),
where  × (RT,0aλ) is the usual product of  and (RT,0aλ). We define bT,0;(h¯, xJ+1, ξ0, x0)
by
e
i
h¯
φ∗
T,0;(xJ+1,ξ0,x0)bT,0;(h¯, xJ+1, ξ0, x0)
≡
(
1
2πh¯
)d ∫
e
i
h¯
φ
†
T,TN+1
(xJ+1,ξN+1,xN+1)
×
(
1
2πh¯
)d ∫
e
i
h¯
φ∗
TN+1,Tn−1 ;
(xN+1,ξn−1,xn−1)+ ih¯ φ†Tn−1,0 (xn−1,ξ0,x0)
× (QT,TN+1 QTN+1,Tn−1 ;QTn−1,0FT,0) dξn−1 dxn−1 dξN+1 dxN+1.
Setting  = 1 and  = 0, we have
bT,0;1(h¯, xJ+1, ξ0, x0) = bT,0(h¯, xJ+1, ξ0, x0), (9.13)
bT,0;0(h¯, xJ+1, ξ0, x0) = b(T,TN+1 ,Tn−1,0)(h¯, xJ+1, ξ0, x0). (9.14)
We prepare the notation to apply Lemma 9.1 to the integral with respect to (ξn−1, xn−1): For
aλ; = aλ;(xN+1, ξn−1, xn−1, ξ0), we define (q1;aλ;)(xN+1, ξ0) by
e
i
h¯
φ∗
TN+1,0;
(xN+1,ξ0,x0)
(q1;aλ;)(xN+1, ξ0)
≡
(
1
2πh¯
)d ∫
e
i
h¯
φ∗
TN+1,Tn−1 ;
(xN+1,ξn−1,xn−1)+ ih¯ φ†Tn−1,0 (xn−1,ξ0,x0)
× aλ;(xN+1, ξn−1, xn−1, ξ0) dξn−1 dxn−1.
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For aλ; = aλ;(xJ+1, ξN+1, xN+1, ξ0), we define (q2;aλ;)(xJ+1, ξ0) by
e
i
h¯
φ∗
T,0;(xJ+1,ξ0,x0)(q2;aλ;)(xJ+1, ξ0)
≡
(
1
2πh¯
)d ∫
e
i
h¯
φ
†
T,TN+1
(xJ+1,ξN+1,xN+1)+ ih¯ φ∗TN+1,0; (xN+1,ξ0,x0)
× aλ;(xJ+1, ξN+1, xN+1, ξ0) dξN+1 dxN+1.
For simplicity, we set
M3 = MT,TN+1 , R3 = RT,TN+1 , Q3 = QT,TN+1 ,
M2; = MTN+1,Tn−1 ;, R2 = RTN+1,Tn−1 , Q2; = QTN+1,Tn−1 ;,
M1 = MTn−1,0 , R1 = RTn−1,0 , Q1 = QTn−1,0 .
Then we have
bT,0;(h¯, xJ+1, ξ0, x0) = q2;q1;Q3Q2;Q1FT,0 . (9.15)
First we consider Q3R2Q1FT,0 . By Lemma 8.3, for any non-negative integer M , there exists a
positive constant X′M such that
|(∏J+1j=n ∂αjxj ∂βj−1ξj−1 )(∏n−1j=1 ∂αjxj ∂βj−1ξj−1 )FT,0′T ,0 |
(1 + max1jJ+1(|xj | + |ξj−1|)+ |x0|)m
AM
(
X′M
)J+1−(n−1) J+1∏
j=n
(tj )
min(|βj−1|,1) × (X′M)n−1
n−1∏
j=1
(tj )
min(|βj−1|,1),
|(∏J+1j=n ∂αjxj ∂βj−1ξj−1 )(∏n−1j=1 ∂αjxj ∂βj−1ξj−1 )∂xkFT,0′T ,0 |
(1 + max1jJ+1(|xj | + |ξj−1|)+ |x0|)m
AM
(
X′M
)J+1−(n−1)
(tk + uk)
J+1∏
j=n,j =k
(tj )
min(|βj−1|,1)
× (X′M)n−1
n−1∏
j=1
(tj )
min(|βj−1|,1),
as long as |αj |, |βj−1|M and n k  N . By Lemma 8.1, there exist a positive constant CM
and a positive integer M ′ such that
|(∏J+1j=n ∂αjxj ∂βj−1ξj−1 )∂αxn−1∂βξ0 R1FT,0(′T ,Tn−1 ,Tn−2,0)|
(1 + maxnjJ+1(|xj | + |ξj−1|)+ |xn−1| + |ξ0| + |x0|)m
 h¯CMAM ′Tn−1
(
X′M ′
)J+1−(n−1) J+1∏
(tj )
min(|βj−1|,1),
j=n
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T,0(′T ,Tn−1 ,Tn−2,0)|
(1 + maxnjJ+1(|xj | + |ξj−1|)+ |xn−1| + |ξ0| + |x0|)m
 h¯CMAM ′Tn−1
(
X′M ′
)J+1−(n−1)
(tk + uk)
J+1∏
j=n,j =k
(tj )
min(|βj−1|,1),
as long as |αj |, |βj−1|, |α|, |β|M and n k N . Furthermore, we note
M1FT,0 = DTn−1,0(xn−1, ξ0)−1/2
× FT,0
(
xJ+1, ξJ , xJ , . . . , ξn−1, xn−1, {ξ, x}†n−2,1, ξ0, x0
)
,
and Q1 = M1 + R1. By Theorem 11, there exists a positive constant C′M such that
|(∏J+1j=n ∂αjxj ∂βj−1ξj−1 )∂αxn−1∂βξ0 Q1FT,0(′T ,Tn−1 ,Tn−2,0)|
(1 + maxnjJ+1(|xj | + |ξj−1|)+ |xn−1| + |ξ0| + |x0|)m
 C′MAM ′
(
X′M ′
)J+1−(n−1) J+1∏
j=n
(tj )
min(|βj−1|,1),
|(∏J+1j=n ∂αjxj ∂βj−1ξj−1 )∂αxn−1∂βξ0∂xkQ1FT,0(′T ,Tn−1 ,Tn−2,0)|
(1 + maxnjJ+1(|xj | + |ξj−1|)+ |xn−1| + |ξ0| + |x0|)m
 C′MAM ′
(
X′M ′
)J+1−(n−1)
(tk + uk)
J+1∏
j=n,j =k
(tj )
min(|βj−1|,1),
as long as |αj |, |βj−1|, |α|, |β|  M and n  k  N . By Lemma 8.2, there exist a positive
constant C′′M and a positive integer M ′′ such that
|(∏J+1j=N+2 ∂αjxj ∂βj−1ξj−1 )∂α′xN+1∂β ′ξn−1∂αxn−1∂βξ0 R2Q1FT,0(′T ,TN+1 ,TN ,0)|
(1 + maxN+2jJ+1(|xj | + |ξj−1|)+ |xN+1| + |ξn−1| + |xn−1| + |ξ0| + |x0|)m
 h¯C′′MAM ′′TN+1,n(TN+1,n +UN+1,n)
× (X′M ′′)J+1−(N+1)
J+1∏
j=N+2
(tj )
min(|βj−1|,1),
as long as |αj |, |βj−1|, |α|, |β|, |α′|, |β ′|M . By Lemma 8.1 and FT,0T,0 = FT,0 , there exist a
positive constant C′′′M and a positive integer M ′′′ such that
|∂α′′xJ+1∂β
′′
ξN+1∂
α′
xN+1∂
β ′
ξn−1∂
α
xn−1∂
β
ξ0
Q3R2Q1FT,0 |
(1 + |xJ+1| + |ξN+1| + |xN+1| + |ξn−1| + |xn−1| + |ξ0| + |x0|)m
 h¯CM ′′′AM ′′′TN+1,n(TN+1,n +UN+1,n), (9.16)
as long as |α|, |β|, |α′|, |β ′|, |α′′|, β ′′|M .
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M2;FT,0 = DTN+1,Tn−1 ;(xN+1, ξn−1)−1/2
× FT,0
(
xJ+1, ξJ , xJ , . . . , ξN+1, xN+1, {ξ, x}∗N,n, ξn−1, xn−1, . . . , ξ0, x0
)
.
By Lemmas 6.3, 7.1 and 8.3, for any non-negative integer M , there exist positive constants X′M ,
CM and a non-negative integer M ′ such that
|(∏J+1j=N+2 ∂αjxj ∂βj−1ξj−1 )(∏n−1j=1 ∂αjxj ∂βj−1ξj−1 )∂α′xN+1∂β ′ξn−1 M2;FT,0(′T ,TN+1 ,TN ,Tn ,′Tn−1,0)|
(1 + maxN+2jJ+1,1jn−1(|xj | + |ξj−1|)+ |xN+1| + |ξn−1| + |x0|)m
 CMAM ′
(
X′M ′
)J+1−(N+1) J+1∏
j=N+2
(tj )
min(|βj−1|,1)
× (X′M ′)n−1
n−1∏
j=1
(tj )
min(|βj−1|,1),
|(∏J+1j=N+2 ∂αjxj ∂βj−1ξj−1 )(∏n−1j=1 ∂αjxj ∂βj−1ξj−1 )∂α′xN+1∂β ′ξn−1∂M2;FT,0(′T ,TN+1 ,TN ,Tn ,′Tn−1,0)|
(1 + maxN+2jJ+1,1jn−1(|xj | + |ξj−1|)+ |xN+1| + |ξn−1| + |x0|)m+1
 CMAM ′TN+1,n(TN+1,n +UN+1,n)
(
X′M ′
)J+1−(N+1) J+1∏
j=N+2
(tj )
min(|βj−1|,1)
× (X′M ′)n−1
n−1∏
j=1
(tj )
min(|βj−1|,1),
as long as |αj |, |βj−1|, |α′| |β ′|M . Hence, there exist a positive constant C′M and a positive
integer M ′′ such that
|∂α′′xJ+1∂β
′′
ξN+1∂
α′
xN+1∂
β ′
ξn−1∂
α
xn−1∂
β
ξ0
Q3M2;Q1FT,0 |
(1 + |xJ+1| + |ξN+1| + |xN+1| + |ξn−1| + |xn−1| + |ξ0| + |x0|)m  C
′
MAM ′′, (9.17)
|∂α′′xJ+1∂β
′′
ξN+1∂
α′
xN+1∂
β ′
ξn−1∂
α
xn−1∂
β
ξ0
∂Q3M2;Q1FT,0 |
(1 + |xJ+1| + |ξN+1| + |xN+1| + |ξn−1| + |xn−1| + |ξ0| + |x0|)m+1
 C′MAM ′′TN+1,n(TN+1,n +UN+1,n), (9.18)
as long as |α|, |β|, |α′|, |β ′|, |α′′|, |β ′′|M .
Now we note that Q2; = M2; +  × R2. By (9.16)–(9.18), for any non-negative integer M ,
there exist a positive constant CM and a positive integer M ′ such that
|∂α′′xJ+1∂β
′′
ξN+1∂
α′
xN+1∂
β ′
ξn−1∂
α
xn−1∂
β
ξ0
Q3Q2;Q1FT,0 |
(1 + |xJ+1| + |ξN+1| + |xN+1| + |ξn−1| + |xn−1| + |ξ0| + |x0|)m  CMAM ′ ,
|∂α′′xJ+1∂β
′′
ξN+1∂
α′
xN+1∂
β ′
ξn−1∂
α
xn−1∂
β
ξ0
∂Q3Q2;Q1FT,0 |
(1 + |xJ+1| + |ξN+1| + |xN+1| + |ξn−1| + |xn−1| + |ξ0| + |x0|)m+1
 CMAM ′TN+1,n(TN+1,n +UN+1,n),
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and a non-negative integer M ′′ such that
|∂α′xJ+1∂β
′
ξN+1∂
α
xN+1∂
β
ξ0
q1;Q3Q2;Q1FT,0 |
(1 + |xJ+1| + |ξN+1| + |xN+1| + |ξ0| + |x0|)m  C
′
MAM ′′,
|∂α′xJ+1∂β
′
ξN+1∂
α
xN+1∂
β
ξ0
∂q1;Q3Q2;Q1FT,0 |
(1 + |xJ+1| + |ξN+1| + |xN+1| + |ξ0| + |x0|)m+1
 C′MAM ′′TN+1,n(TN+1,n +UN+1,n),
as long as |α|, |β|, |α′|, |β ′| M . Furthermore, by Lemma 9.1, there exist a positive constant
C′′M and a non-negative integer M ′′′ such that
|∂αxJ+1∂βξ0 q2;q1;Q3Q2;Q1FT,0 |
(1 + |xJ+1| + |ξ0| + |x0|)m  C
′′
MAM ′′′,
|∂αxJ+1∂βξ0∂q2;q1;Q3Q2;Q1FT,0 |
(1 + |xJ+1| + |ξ0| + |x0|)m+1
 C′′MAM ′′′TN+1,n(TN+1,n +UN+1,n),
as long as |α|, |β|M . By (9.15), we can rewrite these as
|∂αx ∂βξ0bT,0;(h¯, x, ξ0, x0)|
(1 + |x| + |ξ0| + |x0|)m  C
′′
MAM ′′′,
|∂αx ∂βξ0∂bT,0;(h¯, x, ξ0, x0)|
(1 + |x| + |ξ0| + |x0|)m+1
 C′′MAM ′′′TN+1,n(TN+1,n +UN+1,n),
as long as |α|, |β|M . By (9.13) and (9.14), we have (9.11) and (9.12). 
Proof of Theorem 14. Let ′T ,0 be any refinement of T,0. By Lemma 9.2, we have
∣∣∂αx ∂βξ0(bT,0(h¯, x, ξ0, x0)− b′T ,0(h¯, x, ξ0, x0))∣∣

J+1∑
j=1
∣∣∂αx ∂βξ0(b(′T ,Tj ,Tj−1,0)(h¯, x, ξ0, x0)− b(′T ,Tj−1 ,Tj−2,0)(h¯, x, ξ0, x0))
∣∣

J+1∑
j=1
CMAM ′ tj (tj + uj )
(
1 + |x| + |ξ0| + |x0|
)m+1
 CMAM ′ |T,0|(T +U)
(
1 + |x| + |ξ0| + |x0|
)m+1
,
as long as |α|, |β|M . Hence there exists a unique function b(T , h¯, x, ξ0, x0) satisfying (2.59)
and (2.60). 
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