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Contexto
Esta lı´nea de investigacio´n se llevara´ a cabo dentro del a´mbito del Laboratorio de Investigacio´n
y Desarrollo en Inteligencia Artificial (LIDIA), y esta´ asociada a los siguientes proyectos de investi-
gacio´n:
“Formalismos Argumentativos aplicados a Sistemas Inteligentes para Toma de Decisiones”. Co´di-
go: PGI 24/ZN18. Director: Alejandro Javier Garcı´a. Co-director: Marcelo Alejandro Falappa. Acred-
itado con evaluacio´n externa para el perı´odo 1/1/2009 - 31/12/2011. Financiamiento: Universidad Na-
cional del Sur.
“Sistemas De Apoyo a la Decisio´n Basados en Argumentacio´n: formalizacio´n y aplicaciones”.
PIP-CONICET (PIP-112-200801-02798). Director: Carlos Iva´n Chesn˜evar. Perı´odo 01/2009 - 12/2011.
Financiamiento: CONICET.
Resumen
El objetivo general de esta investigacio´n es mejorar los Sistemas Argumentativos Basados en Re-
glas (SABR) con elementos presentes en formalismos de argumentacio´n cla´sica, los cuales au´n no
han sido considerados en los SABR desarrollados hasta el momento. Una crı´tica usualmente real-
izada sobre los SABR es que determinados patrones de razonamiento argumentativo estudiados en
otras a´reas, y que constituyen importantes aportes a la argumentacio´n, no son considerados por los
SABR. Esta investigacio´n tiene como objetivo incorporar dichos aportes a los SABR, lo cual permi-
tira´ mejorar tanto los SABR como sus correspondientes implementaciones, representando un avance
significativo para los sistemas argumentativos dentro del a´rea de Inteligencia Artificial y Ciencias de
la Computacio´n.
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1. Introduccio´n
Argumentacio´n es una forma de razonamiento en la cual, para una afirmacio´n determinada, se
presta atencio´n explı´cita a las justificaciones presentadas y a la resolucio´n de los posibles conflictos
entre ellas. En este tipo de razonamiento, una afirmacio´n es aceptada o rechazada segu´n el ana´lisis
de los argumentos a su favor y en su contra. La forma en que los argumentos y las justificaciones
para una afirmacio´n son considerados, permite definir un tipo de razonamiento automa´tico, en el cual
puede haber informacio´n contradictoria, incompleta e incierta. En la u´ltima de´cada, argumentacio´n
ha evolucionado como un atractivo paradigma para conceptualizar el razonamiento de sentido comu´n
(ver surveys [5, 17]). Esto produjo como resultado la formalizacio´n de diferentes frameworks de
argumentacio´n abstracta como [3, 7, 15], y de Sistemas Argumentativos Basados en Reglas (SABR)
como [2, 8, 11, 16].
Los SABR son formalismos de argumentacio´n en que el conocimiento de un agente incluye un
conjunto de reglas de inferencia a partir de las cuales se pueden construir argumentos a favor o en
contra de una afirmacio´n. Estos sistemas son de particular intere´s en el a´rea de Inteligencia Artificial
(IA) dado que este tipo de reglas de inferencia permiten representar conocimiento de sentido comu´n,
y la construccio´n de argumentos puede realizarse de manera automa´tica. Los SABR poseen carac-
terı´sticas que los hacen especialmente aptos para su implementacio´n computacional. En la actualidad,
algunos de los SABR propuestos en la literatura cuentan con una implementacio´n [8, 11], permitiendo
ası´ su aplicacio´n concreta a otras a´reas de las Ciencias de la Computacio´n.
Por otra parte, en la definicio´n y formalizacio´n de los SABR dentro de IA, se han realizado
ciertas abstracciones y simplificaciones con respecto a modelos de argumentacio´n producidos en
otras a´reas, entre las cuales se encuentran el razonamiento legal, la teorı´a de la comunicacio´n y la
filosofı´a [20, 21, 23, 24, 25, 26]. En consecuencia, una crı´tica usualmente efectuada sobre los SABR
es que determinados patrones de razonamiento argumentativo estudiados en las a´reas mencionadas, y
que constituyen importantes aportes a la argumentacio´n, no se encuentran actualmente considerados
por los SABR.
Una de las simplificaciones realizadas en los SABR, por ejemplo, consiste en considerar que la
nocio´n de desacuerdo y ataque entre argumentos este´ basada en reglas de inferencia que concluyen
informacio´n contradictoria. Por lo tanto, en los SABR un argumento u´nicamente puede atacar a la
conclusio´n de una regla que es utilizada en la formulacio´n de otro argumento. A pesar de que este
tipo de ataque captura la mayorı´a de las situaciones, en otras a´reas se han estudiado diversas for-
mas de ataque que podrı´an considerarse dentro de los SABR. Esto constituye uno de los objetivos
particulares de esta propuesta. Es decir, el estudio de diferentes formas de ataque a un argumento
y su formalizacio´n dentro de los SABR. De este modo, se obtendra´n mejoras para los SABR y los
nuevos aportes representara´n un avance significativo para los sistemas argumentativos dentro del a´rea
de Inteligencia Artificial y Ciencias de la Computacio´n.
2. Lı´neas de Investigacio´n y Desarrollo
Esta lı´nea de investigacio´n se enfocara´ sobre la problema´tica involucrada en la utilizacio´n de
SABR para la representacio´n de bases de conocimiento con informacio´n que un agente puede utilizar
a fin de tomar decisiones dentro de su entorno. Se buscara´ incorporar a los SABR elementos presentes
en los modelos argumentativos producidos en a´reas tales como el razonamiento legal, la teorı´a de la
comunicacio´n y la filosofı´a, con el fin de obtener una mejora en los formalismos de representacio´n de
conocimiento para agentes.
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2.1. Agentes y Argumentacio´n
Un agente es una entidad computacional auto´noma que obtiene percepciones de su entorno a
trave´s de sensores y actu´a en dicho entorno utilizando efectores. El decir que se trata de una entidad
auto´noma implica que e´sta cuenta con algu´n tipo de control sobre su propio comportamiento, y que
puede actuar sin la intervencio´n de otros agentes o humanos. Actualmente los agentes tienen un campo
de aplicacio´n muy amplio, y existe una gran variedad de tipos de agentes con distintos dominios de
aplicacio´n. En particular, los agentes inteligentes esta´n reconocidos en la literatura por su importancia
en la resolucio´n de problemas complejos [27].
Desde los orı´genes en la investigacio´n sobre agentes inteligentes, es reconocida la relevancia de
utilizar argumentacio´n como mecanismo de razonamiento para la toma de decisiones de los agentes.
En la actualidad diversos trabajos [1, 12, 14, 18, 19] presentan significativas contribuciones en este
a´rea, en particular, vinculando el uso de SABR con los mecanismos de representacio´n para arquitec-
turas de agentes. Sin embargo, los formalismos argumentativos utilizados en estos trabajos sufren las
crı´ticas antes mencionadas para los SABR. En consecuencia, estos formalismos podrı´an incorporar
elementos de argumentacio´n cla´sica, con el objetivo de beneficiar y mejorar el razonamiento de los
agentes que los emplean.
2.2. Sistemas Argumentativos
Dentro de la teorı´a de representacio´n de conocimiento, los formalismos argumentativos son re-
conocidos por la construccio´n y comparacio´n de argumentos para razonar con informacio´n inconsis-
tente [7]. En este tipo de formalismos, una afirmacio´n es aceptada o rechazada segu´n el ana´lisis de
los argumentos a su favor y en su contra. Diversos trabajos en la literatura reconocen la importancia
del uso de argumentacio´n como un mecanismo de razonamiento en sistemas inteligentes [4, 6]. En
particular, esta lı´nea de investigacio´n esta´ vinculada con un sistema argumentativo concreto, llamado
Defeasible Logic Programming (DeLP) [11]. DeLP es un formalismo que combina los resultados de
programacio´n en lo´gica y argumentacio´n rebatible. Utilizando DeLP es posible representar informa-
cio´n tentativa de forma declarativa, mediante el uso de reglas “de´biles”. Dado que es posible utilizar
negacio´n estricta en la cabeza de este tipo de reglas, sera´ posible representar informacio´n contradicto-
ria. En este formalismo se identifican aquellos elementos en contradiccio´n, y posteriormente se lleva
a cabo un proceso argumentativo de diale´ctica para determinar cua´l de estos elementos prevalecera´.
3. Resultados Obtenidos/Esperados
En los u´ltimos an˜os, dentro del LIDIA se han llevado a cabo diferentes proyectos de inves-
tigacio´n sobre SABR y su aplicacio´n en a´reas tales como Toma de Decisiones, Robo´tica Cogni-
tiva y Web Sema´ntica (entre otras). Dentro de estos proyectos se desarrollo´ una implementacio´n
de un SABR (DELP), que en la actualidad cuenta con diferentes versiones disponibles. Adema´s
de la versio´n original de DeLP [11], que provee un lenguaje de programacio´n en lo´gica rebati-
ble, se encuentra disponible una versio´n que permite el uso del sistema a trave´s de la web (ver
http://lidia.cs.uns.edu.ar/delp). Adicionalmente se desarrollo´ una versio´n llamada DeLP-Server [10],
la cual provee un servicio de razonamiento para sistemas multi-agente, donde diferentes agentes en
host remotos pueden hacer uso de este servicio de razonamiento argumentativo. Estas implementa-
ciones se han utilizado en aplicaciones concretas como toma de decisiones en un entorno de robots
Kephera [9], sistemas de recomendacio´n [6, 22], e implementacio´n de agentes [13].
Esta lı´nea de investigacio´n tiene por objetivo mejorar los Sistemas Argumentativos Basados en
Reglas (SABR) con elementos presentes en formalismos de argumentacio´n cla´sica. Es decir, an˜adir
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elementos que au´n no han sido considerados en los SABR desarrollados hasta el momento, los cuales
corresponden a patrones de razonamiento argumentativo estudiados en otras a´reas, y que consti-
tuyen importantes aportes a la argumentacio´n. El propo´sito de esta investigacio´n es incorporar dichos
aportes a los SABR, permitiendo mejorar tanto los SABR como sus correspondientes implementa-
ciones. De este modo, se podrı´a lograr un avance significativo para los sistemas argumentativos dentro
del a´rea de Inteligencia Artificial y Ciencias de la Computacio´n.
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