, be a random sample from some p+1 variate distribution where i X is a vector having length p. Many methods for testing the hypothesis that Y is independent of X are relatively insensitive to a broad class of departures from independence. Power improvements focus on the median of Y or some other quantile and test the hypothesis that the regression surface is a horizontal plane versus some unknown form. A wild bootstrap method (Stute et al. 1998) can be used based on quantiles, but with small or moderate sample sizes, control over the probability of a Type I error can be unsatisfactory when sampling from asymmetric distributions. He and Zhu (2003) is readily adapted to testing the hypothesis that the conditional γ quantile of Y does not depend on X where critical values are determined via simulations. A modification is suggested that avoids the need for simulations to obtain critical values, and perform wells in terms of Type I errors even when sampling from asymmetric distributions.
Introduction
Let ( , ) i i Y X , 1,..., i n = , be a random sample from some p+1 variate distribution where i X is a vector of length p. Certainly one of the most common methods for attempting to detect an association between Y and X is to test the hypothesis that the corresponding (Pearson) correlations are zero using Student's t test. One well-known limitation of this approach is that true associations can be missed due to curvature. Rand R. Wilcox (rwilcox@usc.edu) Another concern is that classic methods can be highly unsatisfactory in terms of controlling the probability of a Type I error.
For example, a general method for testing the hypothesis of independence among sets of variables, which assumes multivariate normality, is available (e.g., Muirhead, 1982, chapter 11) . As a special case, the method can be used to test and j X , j=1,…,p. But it is known that the level of this test cannot be controlled in an adequate fashion (e.g., Reddon, Jackson, & Schopflocher, 1985; Wilcox, 1997) . One could use a method based on Fisher's r-to-z transformation, but this can be unsatisfactory when sampling from nonnormal distributions because under general conditions, Fisher's transformation is not even asymptotically correct; it results in using the wrong standard error (Duncan and Layard, 1973) . Geiser and Randle (1997) 
versus the alternative hypothesis that ( ) m X depends in some (unspecified) manner on X , possibly in a nonlinear fashion. A test of (1) can be performed using a method that stems from general theoretical results reported by Stute, Gonzalez Manteiga and Presedo Quindimil (1998) who were concerned with testing the hypothesis that a regression surface belongs to a specified family of functions. Unlike conventional methods, by design the method is not sensitive to heteroscedasticity. That is, if we model the data with
the error term ε independent of X , and ( ) λ X is some unknown function. The assumption ( ) 1 λ ≡ X (homoscedasticity) is not made nor required when testing (1). In principle, the method can be extended by replacing the conditional mean of Y with the median or some other robust estimator. When ε has a symmetric distribution, control over the probability of a Type I error has been found to be satisfactory in simulations, but when ε has an asymmetric distribution, this is no longer the case (Wilcox, 2007 Simulation results reported here find that the actual level of the test is reasonably close to the nominal level, even when sampling from asymmetric distributions and there is a fair degree of heteroscedasticity.
Method
Let x be the n by (p+1) matrix with the first column containing all ones and the remaining p columns are the columns of X . Following He and Zhu, it is assumed that the design has been normalized so that 1 '
(1) 
R t x t
The He and Zhu test statistic, for the situation at hand, is
A simple strategy for determining an appropriate critical value is to temporarily assume normality, use simulations to approximate the 1-α quantile of the null distribution, say c , and then reject the null hypothesis if n T c ≥ even when sampling from a non-normal distribution. It was found, however, that this strategy performed in an unsatisfactory manner, in simulations, when sampling from heavy-tailed distributions.
(The actual Type I error probability can exceed .08 when testing at the .05 level.) However, a simple modification was found to give better results. The modification consists of using a different partial ordering on the design space; otherwise the test statistic is computed in the same manner as n
For fixed j, let ij U be the ranks of the n values in the jth column of x , j=2,…,q. Let max
, the maximum being taken over j=2,…,q. If Tables 1-4 . Regarding sample sizes not tabled, it was found that there is an approximately linear association between the α level critical value, c α , and 1/n suggesting that a single regression line might be used to determine c α given 1/n. However, slightly better control over the probability of a Type I error is obtained by using the critical values in Tables 1-4 and interpolating on 1/n for critical values not tabled.
Results
Simulations were used to the check the small sample properties of the method just described. Included were situations where p=1 and 4, γ =.5, .25 and .75, and where for p=4 there is a common correlation ρ or .5. Here the results for n=20, ρ =.5 and γ =.75 are reported because the largest deviations from the nominal Type I error probability occurred for this special case. In the simulations, observations were generated with the model
where λ is some function for modeling heteroscedasticity. The distribution of ε was taken to be one of four g-and-h distributions (Hoaglin, 1985) The four distributions used here were the standard normal (g=h=0), a symmetric heavy-tailed distribution (h=.2, g=0), an asymmetric distribution with relatively light tails (h=0, g=.2), and an asymmetric distribution with heavy tails (g=h=.2). is not defined and the corresponding entry in Table 1 is left blank. Additional properties of the g-and-h distribution are summarized by Hoaglin (1985) . Each replication in the simulations consisted of generating n vectors for X, n values for ε , determining Y according to equation (3), then applying the test of (2). Here, 1,000 replications were used to estimate the actual probability of a type I error. With 1,000 replications, if the actual probability of a type I error is .05, the standard error associated with the proportion of rejections is .007. Table 6 shows the estimated Type I error probabilities for n=20, p=4, a common correlation ρ =.5, and α =.05. As can be seen, the estimates range between .039 and .071. There are only two situations where the estimate is greater than or equal to .07. Table 6 : Estimated Probability, α , of a Type I error, n=20, p=4, γ =.75, ρ =.5 
Conclusion
One of the main points is that when dealing with the quartiles, the method considered here continues to perform well in simulations, in terms of Type I errors, when sampling from skewed distributions, in contrast to the wild bootstrap method in Stute et al. (1998) . Given the ease and flexibility of the method, all indications are that it has practical value. For situations where interpolation is not possible based on the results in Tables 1-4 
