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Zusammenfassung
In dieser Arbeit beweisen wir neue qualitative Eigenschaften von Lo¨sungen
der Korteweg-de Vries Gleichung (KdV) auf dem Kreis. Das Hauptresultat be-
sagt, dass die Fourier Koeffizienten einer Lo¨sung im Sobolev Raum HN , N ≥ 0,
einer WKB-Entwicklung erster Ordung mit stark oszillierenden Phasenfaktoren
in Abha¨nigkeit der KdV Frequenzen genu¨gen.
Abstract
In this thesis we prove new qualitative features of solutions of KdV on the
circle. The first result says that the Fourier coefficients of a solution of KdV
in Sobolev space HN , N ≥ 0, admit a WKB type expansion up to first order
with strongly oscillating phase factors defined in terms of the KdV frequencies.
The second result provides estimates for the approximation of such a solution
by trigonometric polynomials of sufficiently large degree. With the help of the
Miura map we prove analogous results for the mKdV equation.
To prove these results we need asymptotic expansions of spectral data of
Schro¨dinger operators. Mostly importantly we need new asymptotic estimates
of the Floquet exponents of Schro¨dinger operators on the circle, which are dis-
cussed in this thesis. By the same techniques, known asymptotic estimates of
various other spectral quantities are improved.
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Introduction
Consider the Korteweg-de Vries equation (KdV)
∂tu = −∂3xu+ 6u∂xu (1)
on the circle T = R/Z. It is globally in time well-posed on the Sobolev spaces
HN ≡ HN (T,R) with N ≥ −1. The aim of this thesis is to describe new
qualitative features of periodic solutions of KdV. First note that in contrast
to solutions on the real line, periodic solutions do not have a special profile
decomposition as t→ ±∞. Our main point of interest, related to the numerical
experiments of Fermi, Pasta, and Ulam of particle chains, is to know how the
distribution of energy among the Fourier modes evolves. A partial result in
this direction says that due to the integrals provided by the KdV hierarchy,
the Sobolev norms of smooth solutions stay bounded uniformly in time. In this
thesis we make further contributions to the study of how the Fourier coefficients
uˆn(t) =
∫ 1
0
u(t, x)e−2piinxdx of a solution u(t, x) of (1) evolve in time. Our first
result aims at describing dispersion phenomena for solutions of KdV by studying
how uˆn(t) evolve for |n| large. More precisely, we want to investigate if uˆn(t)
admits a WKB type expansion of the form
uˆn(t) = e
iwnt
(
an(t) +
bn(t)
n
+ . . .
)
, (2)
where eiwnt is a strongly oscillating phase factor with frequency wn and the
coefficients an(t), bn(t), . . . vary more slowly and satisfy the estimates∑
n2N |an(t)|2 <∞ and
∑
n2N |bn(t)|2 <∞.
To state our result more precisely, denote by ωn, n ≥ 1, the KdV frequencies of
u(t). Let us recall how they are defined. The KdV equation can be written as
a Hamiltonian PDE with phase space L2 and Poisson bracket
{F,G}(q) :=
∫ 1
0
∂F ∂x ∂Gdx (3)
where F,G are C1-functionals on L2 and ∂F denotes the L2-gradient of F . Then
KdV takes the form ∂tu = ∂x∂uH where H is the KdV Hamiltonian
H(q) :=
∫ 1
0
(
1
2
(∂xq)
2 + q3
)
dx.
vii
viii INTRODUCTION
In terms of this set-up, the ωn’s are given by
ωn = ∂InH.
Here we use that H can be expressed as a real analytic function of the action
variables In, n ≥ 1, so that the partial derivatives ∂InH are well defined – see
below for more details. Alternatively, ωn can be viewed as a function of q,
which by a slight abuse of terminology, we also denote by ωn. Clearly, for any
n ≥ 1, ωn(u(t)) is independent of t and depends in a nonlinear fashion on u(0).
It is convenient to introduce
ω−n := −ωn ∀n ∈ Z≥1 and ω0 := 0
and to denote the KdV flow by St, i.e., St(u(0)) = u(t). In addition, let
Rt(u(0)) := St(u(0))−
∑
n∈Z
eiωntuˆn(0)e
2piinx
where for any n ∈ Z, ωn = ωn(u(0)) .
Theorem 0.1. For q = u(0) ∈ HN , N ∈ Z≥0, the error Rt(q) of the approxi-
mation
∑
n∈Z e
iωntqˆne
2piinx of the flow St(q) has the following properties:
(i) Rt : HN → HN+1 is continuous;
(ii) for any q ∈ HN , the orbit {Rt(q)| t ∈ R} is relatively compact in HN+1;
(iii) for any M > 0, the set of orbits {Rt(q)| t ∈ R, q ∈ HN , ‖q‖HN ≤ M} is
bounded in HN+1;
(iv) if in addition N ∈ Z≥1, then ∂tRt : HN → HN−1 is continuous and
for any q ∈ HN , the orbit {∂tRt(q)| t ∈ R} is relatively compact in
HN−1. Moreover for any M > 0 the set of orbits {∂tRt(q)| t ∈ R, q ∈
HN , ‖q‖HN ≤M} is bounded in HN−1.
Remark 0.1. Actually, one can prove that for any c ∈ R, the restrictions of
Rt and ∂tR
t to the affine subspace HNc = {q ∈ HN |
∫ 1
0
q(x)dx = c} are real
analytic. See Remark 4.1 for a precise statement.
Remark 0.2. In case u(0) is a finite gap potential, there are formulas, due
to Its-Matveev [7], for the frequencies ωn in terms of periods of an Abelian
differential, defined on the spectral curve associated to u(0). These formulas
can be extended to potentials in HN , N ≥ −1, – cf [17]. Alternative formulas
can be found in [12], Appendix F.
Remark 0.3. Note that the frequencies ωn depend on the initial conditions
in a nonlinear way. The statement of Theorem 0.1 no longer holds if the KdV
frequencies ωn are replaced by their linearization at 0, i.e., by (2pin)
3, confirming
the belief of experts in the field that solutions of KdV on the circle are not
approximated by linear evolution over a time interval of infinite length – see [2]
for results on linear approximations of solutions over finite time intervals.
ix
In terms of the above WKB ansatz (2), Theorem 0.1 says that with wn := ωn
and an(t) := uˆn(0), the remainder term
ρn(t) := bn(t) + · · · := n ·
(
e−iωntuˆn(t)− uˆn(0)
)
= nR̂tn(u(0))e
−iωnt
satisfies
∑
n2N |ρn(t)|2 <∞ and in case N ∈ Z≥1,∑
n2(N−2)|∂tρn(t)|2 <∞. (4)
As the asymptotics of the KdV frequencies are given by ωn = 8pi
3n3 + O(n)
(cf formula (4.28) in Section 4.1) estimate (4) quantifies the assertion that
(ρn(t))n∈Z varies more slowly than (uˆn(t))n∈Z.
A second result of this thesis concerns the approximation of KdV solutions by
trigonometric polynomials. For any L ∈ Z≥1, denote by PL : L2 → L2 the L2-
orthogonal projection of L2 = H0(T,R) onto the 2L + 1 dimensional R-vector
space generated by e2piinx, |n| ≤ L.
Theorem 0.2. Let N ∈ Z≥0 be arbitrary. Then for any M > 0 and  > 0 there
exists L,M ≥ 1 such that for any u(0) ∈ HN , with ‖u(0)‖HN ≤ M , L ≥ L,M
and any t ∈ R
‖(Id− PL)u(0)‖HN −  ≤ ‖(Id− PL)u(t)‖HN ≤ ‖(Id− PL)u(0)‖HN + .
In particular, if u(0) with ‖u(0)‖HN ≤ M is a trigonometric polynomial of
order L?, then for any L ≥ max(L?, L,M ), PLu(t) approximates u(t) uniformly
in t ∈ R up an error of size .
Remark 0.4. The proof of Theorem 0.2 shows that for any |n| > L,M and
‖u(0)‖HN ≤M ,
|uˆn(0)| −  ≤ |uˆn(t)| ≤ |uˆn(0)|+  ∀t ∈ R.
It means that for |n| sufficiently large, the amplitude of the n’th Fourier mode
is approximately constant, uniformly on bounded sets of HN .
Remark 0.5. It follows from the proof of Theorem 0.1 that corresponding re-
sults hold for the flow of any Hamiltonian in the Poisson algebra of KdV. In
particular, this is true for the flows of Hamiltonians in the KdV hierarchy.
The main ingredient of the proofs of Theorem 0.1 and Theorem 0.2 are
refined asymptotics of the Birkhoff map of KdV. This map provides normal
coordinates, allowing to solve KdV by quadrature. Let us recall its set-up.
First note that the average of any solution u(t) ≡ u(t, x) of KdV in HN is
a conserved quantity. In particular, for any c ∈ R, KdV leaves the subspace
HNc ≡ HNc (T,R) of HN invariant where
HNc =
{
p(x) =
∑
pˆne
2piinx | pˆ0 = c; ‖p‖N <∞; pˆ−n = pˆn ∀n ∈ Z
}
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with
‖p‖N :=
(∑
|n|2N |pˆn|2
) 1
2
.
In the case N = 0, we often write L2c for H
0
c and ‖p‖ instead of ‖p‖0. To describe
the normal coordinates of KdV, let us introduce for any α ∈ R the R-subspace
hα of `2,α, given by
hα :=
{
z = (zn)n 6=0 ∈ `2,α| z−n = zn∀n ≥ 1
}
where
`2,α ≡ `2,α(Z0,C) := {z = (zn)n 6=0| ‖z‖α <∞} ,
Z0 := Z \ {0}, and
‖z‖α :=
(∑
n 6=0
|n|2α|zn|2
) 1
2
.
The space hα is endowed with the standard Poisson bracket for which {zn, z−n} =
−{z−n, zn} = 2i for any n ≥ 1 whereas all other brackets between coordinate
functions vanish. Furthermore we denote by HN0,C ≡ HN0 (T,C), L20,C ≡ L20(T,C)
and hαC the complexification of the spaces H
N
0 , L
2
0, and h
α. Note that hαC =
`2,α(Z0,C). A detailed proof of the following result can be found in [12] – cf
also [10].
Theorem 0.3. There exist an open neighbourhood W of L20 in L
2
0,C and a real
analytic map Φ : W → h1/2C with the following properties:
(BC1) For any N ∈ Z≥0, the restriction of Φ to HN0 is a canonical, bianalytic
diffeomorphism onto hN+1/2.
(BC2) When expressed in the new coordinates, the KdV-Hamiltonian H ◦ Φ−1,
defined on h3/2, is a real analytic function of the action variables In =
(znz−n)/2, n ≥ 1 alone.
(BC3) The differential Φ0 ≡ d0Φ of Φ at 0 is the weighted Fourier transform,
Φ0(h) =
(
1√|n|pi hˆn
)
n 6=0
(5)
The coordinates zn, n 6= 0, are referred to as (complex) Birkhoff coordinates
whereas Φ is called Birkhoff map. Note that in [12] the Birkhoff map is defined
slightly differently by setting Φ(q) to be (xn, yn)n≥1 where xn = (zn + z−n)/2
and yn = i(zn − z−n)/2. The fact that KdV admits globally defined Birkhoff
coordinates is a very special feature of KdV. In more physical terms it says
that KdV, when considered with periodic boundary conditions, is a system of
infinitely many coupled oscillators. The key ingredient of the proofs of Theorem
0.1 and Theorem 0.2 is the following result on the asymptotics of the Birkhoff
map, which has an interest in its own.
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Theorem 0.4. For N ∈ Z≥0, there exists an open neighbourhood WN of HN0
in HN0,C ∩W so that Φ−Φ0 maps WN into hN+3/2C and, as a map from WN to
h
N+3/2
C , is analytic. Here W is the neighbourhood of L
2
0 in L
2
0,C of Theorem 0.3.
Furthermore, the restriction A := (Φ − Φ0)|HN0 : HN0 → hN+3/2 is a bounded
map, i.e. it is bounded on bounded subsets of HN0 .
The asymptotic estimates obtained to prove Theorem 0.4 can be used to get
a short proof of the Fredholm property of the differential of Φ at any q ∈ HN0
(Corollary 2.5).
In Section 3.1 a result similar to the one stated in Theorem 0.4 is proved for the
Birkhoff map of KdV constructed in [9], where the phase space is endowed with
the Poisson bracket introduced by Magri. As an application, a corresponding
result is then derived for the modified Korteweg-de Vries equation (mKdV) on
HN with N ≥ 1 – see Section 3.2. To this end we use the result in [14] that the
Miura map f 7→ ∂xf +f2 canonically embeds the symplectic leaves of the phase
space of mKdV, endowed with the Poisson bracket (3), into the phase space of
KdV, endowed with the Magri bracket. (For a detailed study of the Miura map
see [16].) Finally, in Section 4.2 we prove results similar to the ones of Theorem
0.1 and Theorem 0.2 for mKdV .
Related results Recently, Kuksin and Piatnitski initiated a study of random
perturbations with damping of the KdV equation [21], [19]. More precisely,
they seek to determine how the KdV-action variables evolve under certain per-
turbed equations. For this purpose they express the perturbed KdV equation
in normal coordinates. Up to highest order, it is a linear differential equation
if the nonlinear part Φ− Φ0 of the Birkhoff map is 1-smoothing, i.e. if it maps
HN0 to h
N+3/2 for any N ≥ 0. In their recent paper, Kuksin and Perelman [20]
succeeded in showing that on a neighbourhood U of the equilibrium point q = 0,
there exists a canonical, real analytic diffeomorphism Ψ : U → V with V ⊆ h1/2
a neighbourhood of 0 in h1/2 providing Birkhoff coordinates for KdV so that
Ψ−Ψ0 is 1-smoothing where Ψ0 denotes the linearisation of Ψ at q = 0 and co-
incides with Φ0. They obtain the map Ψ by generalizing Eliasson’s construction
of a Birkhoff map near an equilibrium point of a finite dimensional integrable
system to a class of integrable PDEs including the KdV equation. In order to
apply Eliasson’s construction, Kuksin and Perelman need coordinates for the
KdV equation, provided in [8], as a starting point. Eliasson’s construction is
based on Moser’s path-method and, in general, cannot be extended to get global
coordinates. However, for the study of random perturbations of KdV in [19],
global Birkhoff coordinates for KdV are needed. In [20], it was conjectured that
there exists a globally defined Birkhoff map Ψ so that Ψ − Ψ0 is 1-smoothing.
Note that Birkhoff maps are not uniquely determined. Theorem 0.4 confirms
that this conjecture holds true and that Ψ can be chosen to be the Birkhoff map
of Theorem 0.3.
To prove Theorem 0.4 we need asymptotics of various spectral quantities of
Schro¨dinger operators. For q in L20,C the Schro¨dinger operator is given by
Lq := −d2x + q, where q can be extended periodically to R. For λ ∈ C the equa-
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tion Lq(y) = λy allows two linearly independent C
1-solutions y1(x, λ), y2(x, λ)
which are uniquely determined by the initial conditions y1(0, λ) = y
′
2(0, λ) :=
∂xy
′
2(0, λ) = 1 and y
′
1(0, λ) = y2(0, λ) = 0. Consider now the Dirichlet spec-
trum on [0, 1] of Lq. It consists of a sequence of complex numbers bounded from
below. We list them lexicographically and with algebraic multiplicities,
µ0  µ1  µ2  µ3  . . .
where two complex numbers a, b, are ordered lexicographically, a  b, if [Re a <
Re b] or [Re a = Re b and Im a ≤ Im b]. The first result concerns the asymptotic
estimates for the Floquet exponent
κn = log ((−1)ny′2(1, µn)) (6)
when n→∞. Here log denotes the principal branch of the logarithm. Note that
y′2(1, µn) 6= 0. By deforming the potential q to the zero potential one sees that
(−1)ny′2(1, µn) > 0 for any q ∈ L20. Hence log ((−1)ny′2(1, µn)) is well-defined.
In fact, there exists a neighbourhood W of L20 in L
2
0,C so that for q ∈ W and
any n ≥ 1, κn(q) is well-defined by (6). Actually for any bounded subset B in
HN0,C there exists n0 so that κn is well-defined on B for any n ≥ n0. The κn’s
have been introduced in [4] and studied for square integrable potentials in [26].
Note that for λ = µn the Floquet matrix
M(λ) :=
(
y1(1, λ) y2(1, λ)
y′1(1, λ) y
′
2(1, λ)
)
is lower triangular. Hence y′2(1, µn) is one of the two eigenvalues or so called
Floquet multipliers of M(µn), the other one being y1(1, µn) which by the Wron-
skian identity equals 1/y′2(1, µn). In particular it follows that
κn = − log ((−1)ny1(1, µn)) . (7)
We want to figure out an asymptotic expansion of κn in case the potential q is
of higher regularity.
Theorem 0.5. Let N ≥ 0. Then for any q in W ∩HN0,C,
κn =
1
2pin
(
〈q, sin 2pinx〉+ 1
nN+1
`2n
)
uniformly on bounded subsets of W ∩HN0,C.
The next results concern the asymptotics of the Dirichlet eigenvalues (µn)n≥1,
the Neumann eigenvalues (ηn)n≥0, and the periodic eigenvalues (λn)n≥0 of the
Schro¨dinger operator −d2x + q for a potential q in HN0,C. (Note that the periodic
and Neumann eigenvalues can be lexicographically ordered as well.) Recall that
for q in L20,C,
µn = n
2pi2 + `2n, ηn = n
2pi2 + `2n and λ2n, λ2n−1 = n
2pi2 + `2n.
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For f, g in L2C, let
〈f, g〉 =
∫ 1
0
f(x)g¯(x)dx.
In particular, 〈q, e2piikx〉 = ∫ 1
0
q(x)e−2piikxdx denotes the k’th Fourier coefficient
of q.
Theorem 0.6. Let q be in HN0,C with N ∈ Z≥0. Then
µn = mn − 〈q, cos 2pinx〉+ 1
nN+1
`2n (8)
ηn = mn + 〈q, cos 2pinx〉+ 1
nN+1
`2n (9)
uniformly on bounded subsets of potentials in HN0,C. The quantity mn is of the
form
mn = n
2pi2 +
∑
2≤2j≤N+1
c2j
1
n2j
(10)
with coefficients c2j which are independent of n and N and given by integrals of
polynomials in q and its derivatives up to order 2j − 2.
Remark 0.6. The asymptotics (8) are proved in [23] and the uniform bounded-
ness of the error in (8) is shown in [27]. We present a simple and self-contained
proof of Theorem 0.6 in Section 4.
Note that in contrast to the asymptotics of the Dirichlet eigenvalues or the
Neumann eigenvalues, the size of κn for any q ∈ HN0 is of the order of 1nN+1 `2n.
As we will see in the course of the proof of Theorem 0.5, this results from
somewhat surprising cancellations in the case N ≥ 1. The case N = 0 has been
treated in [26], p 60, and is special as such cancellations do not yet appear.
Using similar arguments as in the proof of Theorem 0.6 one obtains correspond-
ing estimates for the periodic eigenvalues.
Theorem 0.7. Let q be in HN0,C with N ∈ Z≥0. Then
{λ2n, λ2n−1} = {mn ±
√
〈q, e2piinx〉〈q, e−2piinx〉+ 1
n2N+1
`2n +
1
nN+1
`2n} (11)
uniformly on bounded subsets of potentials in HN0,C. Again, mn is the expression
defined in (10).
A proof of the asymptotic estimate (11), but not of the uniform boundedness
of the error terms stated above, can be found in [23].
Unfortunately, the asymptotics of Theorem 0.7 do not lead to satisfactory
asymptotic estimates of the sequence (τn)n≥1 where τn = (λ2n + λ2n−1)/2.
In Theorem 1.2 of Section 1.8, the asymptotic estimates of Theorem 0.7 are im-
proved on HN0 and lead to the desired estimates for τn. However in the complex
case different arguments have to be used to obtain stronger asymptotics of τn.
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Theorem 0.8. (i) For any q ∈ HN0 , N ∈ Z≥0,
τn(q) = mn +
1
nN+1
`2n (12)
where mn is given by (10) and the error term is uniformly bounded on bounded
sets of potentials in HN0 .
(ii) For any N ∈ Z≥0, there exists an open neighbourhood WN ⊆ HN0,C of
HN0 so that (12) holds on WN with a locally uniformly bounded error term.
The thesis is organised as follows. In Chapter 1 we prove Theorem 0.5, Theorem
0.6, Theorem 0.7, and Theorem 0.8. In Chapter 2, these estimates are used to
improve on asymptotic estimates of actions, angles, and Birkhoff coordinates for
KdV. In Section 2.3 we prove Theorem 0.4 and in Section 4.1, Theorem 0.1 and
Theorem 0.2 are proved. In Section 3.2 and Section 4.2 corresponding results
for the modified Korteweg-de Vries Gleichung (mKdV) are proved.
Chapter 1
Asymptotics of spectral
quantities
In this chapter we discuss the various asymptotics of spectral quantities of
Schro¨dinger operators stated in the Introduction.
1.1 Notions and notations
If not stated otherwise we will use the notions and notations introduced in [12].
For the convenience of the reader we now recall the ones most frequently used in
this thesis. For q in L20,C, the Schro¨dinger operator Lq := −d2x+q, considered on
the interval [0, 2] with periodic boundary conditions, has a discrete spectrum,
consisting of a sequence of complex numbers bounded from below. We list them
lexicographically and with algebraic multiplicities,
λ0  λ1  λ2  λ3  . . .
where two complex numbers a, b, are ordered lexicographically, a  b, if [Re a <
Re b] or [Re a = Re b and Im a ≤ Im b]. These eigenvalues satisfy the asymp-
totics
(λ2n − n2pi2)n≥1, (λ2n−1 − n2pi2)n≥1 ∈ `2
or, expressed in a more convenient form,
λ2n−1, λ2n = n2pi2 + `2n,
valid uniformly on bounded subsets of L20,C. In particular, this means that for
any R > 0 there exists r > 0 so that for any q ∈ L20,C with ‖q‖ ≤ R,
|λk − n2pi2| ≤ rpi2 ∀k ∈ {2n, 2n− 1}, ∀n ≥ 1. (1.1)
For real q, the periodic eigenvalues are real and satisfy
λ0 < λ1 ≤ λ2 < λ3 ≤ λ4 < . . . .
1
2 CHAPTER 1. ASYMPTOTICS OF SPECTRAL QUANTITIES
Restricting ourselves to a sufficiently small neigbourhood W of L20 in L
2
0,C, we
can always ensure that the closed intervals
Gn = {(1− t)λ2n−1 + tλ2n| 0 ≤ t ≤ 1}, n ≥ 1,
as well as
G0 = {t+ λ0| −∞ < t ≤ 0}
are disjoint from each other. By a slight abuse of terminology, for any n ≥ 1,
we refer to the closed interval Gn as the n’th gap and to γn := λ2n − λ2n−1,
as the n’th gap length. We denote by τn the middle point of Gn, τn = (λ2n +
λ2n−1)/2. Due to the asymptotic behaviour of the periodic eigenvalues, the Gn’s
admit mutually disjoint neighbourhoods Un ⊆ C with Gn ⊆ Un called isolating
neighbourhoods. Moreover, inside each Un, we choose a circuit Γn around Gn
with counterclockwise orientation. Both Un and Γn can be chosen to be locally
independent of q. For q in a sufficiently small neighbourhood W of L20 in L
2
0,C,
the Un’s with n ≥ n0, n0 = n0(q) sufficiently large, can be chosen to be discs,
Un = {λ ∈ C| |λ−n2pi2| < rpi2}, where 0 < r ≤ n0 and n0, r are chosen so large
that (1.1) holds. Such neighbourhoods will be called isolating neighbourhoods
with parameters n0 ≥ 1 and r > 0. In the course of this thesis, W will be
shrunk several times, but we continue to denote it by W .
By ∆(λ) ≡ ∆(λ, q) we denote the discriminant of −d2x + q,
∆(λ) = trM(1, λ)
where M(x, λ) is the 2× 2 matrix whose columns (yi(x, λ), y′i(x, λ))T , i = 1, 2,
are solutions of −y′′ + qy = λy with M(0, λ) = Id2×2. The function ∆(λ) is
entire and ∆2(λ)− 4 has a product representation (see [12], Proposition B.10)
∆2(λ)− 4 = 4(λ0 − λ)
∏
k≥1
(λ2k − λ)(λ2k−1 − λ)
pi4k
(1.2)
where pik = kpi for any k ≥ 1. For real q, the Dirichlet and the Neumann
eigenvalues are real and satisfy
λ1 ≤ µ1 ≤ λ2 < λ3 ≤ µ2 ≤ λ4 < . . . and η0 ≤ λ0 < λ1 ≤ η1 ≤ λ2 < . . . .
Restricting ourselves to a sufficiently small neighbourhood W of L20 in L
2
0,C, we
can assure that for any q ∈ W there exist isolating neighbourhoods Un ⊂ C so
that µn, ηn ∈ Un, n ≥ 1, whereas λ0 and η0 are not contained in any of the
Un’s. Isolating neighbourhoods with this additional property can be chosen to
be locally independent of q.
Finally let us recall the notion of the s-root, introduced in [12]. For a, b ∈ C, we
define on C \ {(1− t)a+ tb | 0 ≤ t ≤ 1} the s-root of (b− λ)(λ− a), determined
by setting for λ ∈ C with |λ− τ | > |b− a|
s
√
(b− λ)(λ− a) = i(λ− τ) +
√
1− w2
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where τ = (b + a)/2 and w = (b − a)/2(λ − τ) – see figure 2, p 62 in [12],
showing a sign table. Here +
√
λ denotes the principal branch of the square root
on C \ (−∞, 0] characterised by,
+
√
λ > 0 for λ > 0.
Throughout the thesis, log λ denotes the principal branch of the logarithm,
defined on C \ (−∞, 0]. In particular, log 1 = 0.
1.2 Infinite products
In this section we provide asymptotic estimates for infinite products of complex
numbers needed to prove the asymptotic estimates of spectral quantities claimed
in the Introduction. For a given sequence (am)m≥1 in C, the infinite product∏
m≥1(1 + am) is said to converge if the sequence
(∏
1≤m≤M (1 + am)
)
M≥1
is
convergent. In such a case we set∏
m≥1
(1 + am) = lim
M→∞
∏
1≤m≤M
(1 + am).
It is said to be absolutely convergent if
∏
m≥1(1 + |am|) < ∞. Note that an
absolutely convergent infinite product is convergent. A sufficient condition for∏
m≥1(1 + am) being absolutely convergent is that ‖a‖`1 :=
∑
m≥1 |am| < ∞.
Indeed, as 0 ≤ log(1 + x) ≤ x for any x ≥ 0 one has
∏
m≥1
(1 + |am|) = exp
∑
m≥1
log(1 + |am|)
 ≤ exp
∑
m≥1
|am|
 . (1.3)
We will improve on the estimates of infinite products of Appendix L in [12]
by using (a version of) the discrete Hilbert transform, defined for an arbitrary
sequence α = (αm)m≥1 ∈ `2C by
Hα :=
∑
m 6=n
αm
(
1
n−m +
1
n+m
)
n≥1
.
The following result is due to Hilbert – see e.g. [6], p 213 for a proof.
Lemma 1.1. H defines a bounded linear operator on `2C, with ‖H‖ ≤ 2pi.
Later we will need the following auxiliary result.
Lemma 1.2. For any `1-sequence (am)m≥1 ⊆ C with |am| ≤ 12 for any m ≥ 1,
one has ∣∣∣∣∣∣
∏
m≥1
(1 + am)− 1
∣∣∣∣∣∣ ≤ |A|eS + |B|eS+S2
where A =
∑
m≥1 am, B =
∑
m≥1 |am|2, and S =
∑
m≥1 |am|.
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Proof. As |am| ≤ 12 , the logarithm log(1 + am) is well defined and one has
∏
m≥1
(1 + am) = exp
∑
m≥1
log (1 + am)

= eA exp
∑
m≥1
log (1 + am)− am
 .
The estimate |log(1 + z)− z| ≤ |z|2, z ∈ C with |z| ≤ 12 , then leads to the
following bound for R :=
∑
m≥1(log(1 + am)− am),
|R| ≤
∑
m≥1
|am|2 = B ≤ S2.
With |A| ≤ S it then follows that∣∣∣∣∣∣
∏
m≥1
(1 + am)− 1
∣∣∣∣∣∣ = ∣∣(eA − 1) + eA(eR − 1)∣∣ ≤ ∣∣(eA − 1)∣∣+ eS ∣∣(eR − 1)∣∣ .
As |ez − 1| ≤ |z|e|z|, z ∈ C, this leads to the claimed statement,∣∣∣∣∣∣
∏
m≥1
(1 + am)− 1
∣∣∣∣∣∣ ≤ |A|eS + |B|eS+S2 .
To state the results on infinite products coming up in our study we need to
introduce some more notation. First let us introduce another notion of isolating
neighbourhoods. We say that the discs Un ⊆ C, n ≥ 1, are a family of isolating
neighbourhoods with parameters n0 ≥ 1, r > 0, ρ > 0 if the Un’s are mutually
disjoint open discs with centers zn ∈ R satisfying z1 < z2 < ... , so that
Un ⊆ Dnr := {λ ∈ C| |λ− n2pi2| < rpi2} ∀n ≥ 1 (1.4)
and
Un = D
n
r ∀n ≥ n0 + 1
so that for any n,m ≥ 1
|λ− µ| ≥ 1
ρ
|n2 −m2| ∀λ ∈ Un,∀µ ∈ Um. (1.5)
We remark that the results stated below continue to hold for a weaker no-
tion of isolating neighbourhoods, but they suffice for our purposes. Let a0 :=
(n2pi2)n≥1.
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Proposition 1.1. Assume that (Un)n≥1 is a sequence of isolating neighbour-
hoods with parameters n0, r, ρ. Then for arbitrary sequences (am)m≥1, (bm)m≥1 ⊆
C with α := a−a0, β := b−a0 in `2C, bm ∈ Um for any m ≥ 1, and any sequence
of complex numbers Λ := (λn)n≥1 with λn ∈ Un for any n ≥ 1
fn(λn) =
∏
m6=n
am − λn
bm − λn = 1 +
1
n
`2n
uniformly on bounded subsets of α, β ∈ `2C with bm ∈ Um for any m ≥ 1 and
uniformly in Λ with λn ∈ Un for any n ≥ 1. More precisely,∑
n≥1
n2|fn(λn)− 1|2 ≤ K2α,β,Λ
with a constant Kα,β,Λ > 0 which can be chosen uniformly for bounded subsets
of α, β ∈ `2C with bm ∈ Um for any m ≥ 1 and uniformly for Λ = (λn)n≥1 with
λn ∈ Un for any n ≥ 1.
Proof. For any n,m ≥ 1 with n 6= m,
am − λn
bm − λn = 1 + anm and anm =
am − bm
bm − λn .
As by assumption
|bm − λn| ≥ 1
ρ
|m2 − n2| ∀m 6= n
and |m2 − n2| ≥ n|m− n|, one has by the Cauchy-Schwarz inequality∑
m6=n
|anm| ≤ ρ
∑
m6=n
|am − bm|
|m2 − n2| ≤
piρ
n
‖a− b‖ (1.6)
where we used that ∑
m 6=n
1
|m− n|2 ≤ 2
∑
k≥1
1
k2
=
pi2
3
.
By (1.3) this leads to the following estimate∣∣∣∣∣∣
∏
m6=n
am − λn
bm − λn
∣∣∣∣∣∣ ≤
∏
m6=n
(1 + |anm|) ≤ exp(piρ
n
‖a− b‖).
Now let us consider the asymptotics of
∏
m 6=n
am−λn
bm−λn as n→∞. Note that for
any m 6= n, ∣∣∣∣am − bmbm − λn
∣∣∣∣ ≤ ρ ‖a− b‖|m2 − n2| ≤ ρn‖a− b‖.
Choose n1 ≥ n0 so that ρn1 ‖a − b‖ ≤ 12 . Hence for n ≥ n1, Lemma 1.2 can
be applied to (anm)m6=n. To obtain the claimed estimates we need to show
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that An :=
∑
m 6=n anm =
1
n`
2
n and Bn :=
∑
m6=n |anm|2 = 1n`2n. We begin by
estimating An. Note that for n ≥ 1 and m 6= n,
anm =
bm − am
n2pi2 −m2pi2 +
bm − am
n2pi2 −m2pi2
(
n2pi2 −m2pi2
λn − bm − 1
)
. (1.7)
The two terms on the right hand side of the latter identity are treated separately.
Use that (n2 −m2)−1 = 12n
(
1
n−m +
1
n+m
)
to conclude from Lemma 1.1 that∑
n≥1
n2
∣∣∣∣∣∣
∑
m 6=n
bm − am
n2pi2 −m2pi2
∣∣∣∣∣∣
2

1
2
≤ ‖b− a‖. (1.8)
To estimate the second term on the right hand side of (1.7), use that bm, λm ∈
Um so that in view of (1.4)∣∣∣∣n2pi2 −m2pi2λn − bm − 1
∣∣∣∣ ≤ |bm −m2pi2|+ |λn − n2pi2||λn − bm|
≤ ρ 2rpi
2
|n2 −m2| ,
to obtain the following estimate for the weighted `1-norm – and hence the
weighted `2-norm –∑
n≥1
n
∑
m 6=n
∣∣∣∣ bm − amn2pi2 −m2pi2
∣∣∣∣ ∣∣∣∣n2pi2 −m2pi2λn − bm − 1
∣∣∣∣
≤2rρ
∑
n≥1
∑
m 6=n
n
n2
|bm − am|
(n−m)2
≤2rρ
∑
n≥1
∑
m6=n
1
n2
1
|n−m|2
 12 ∑
n≥1
∑
m 6=n
|bm − am|2
|n−m|2
 12
≤4pirρ‖b− a‖. (1.9)
The estimates for the Bn’s are simpler as we do not need to split anm. Indeed,
as
Bn ≤
∑
m6=n
ρ2
|am − bm|2
|n2 −m2|2
we get the following estimate for its weighted `1-norm – and hence for its
weighted `2-norm –∑
n≥1
n2Bn ≤ ρ2
∑
n≥1
n2
n2
∑
m6=n
|am − bm|2
(n−m)2
≤ ρ2‖b− a‖22
∑
k≥1
1
k2
≤ 4ρ2‖b− a‖2. (1.10)
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The claimed estimates then follow from Lemma 1.2, (1.6), and the statement on
the uniformity of the estimates follow from the explicit bounds (1.8)–(1.10).
Corollary 1.1. Assume that (Un)n≥1 is a sequence of isolating neighbourhoods
with parameters n0, r, ρ. Then for any sequence a = (am)m≥1 with a − a0 ∈ `2C
and any sequence Λ = (λn)n≥1 with λn ∈ Un for any n ≥ 1, the infinite product∏
m 6=n
am−λn
m2pi2 is absolutely convergent for any n ≥ 1 and∏
m6=n
am − λn
m2pi2
=
(−1)n+1
2
+
1
n
`2n
uniformly on bounded subsets of a − a0 ∈ `2C and uniformly with respect to Λ
with λn ∈ Un for any n ≥ 1.
Proof. For any m ≥ 1, n ≥ 1 write
am − λn
m2pi2
= 1 +
am −m2pi2 − λn
m2pi2
and ∑
m≥1
∣∣∣∣am −m2pi2 − λnm2pi2
∣∣∣∣ ≤ ‖α‖+ |λn|pi2 ∑
m≥1
1
m2
=
‖α‖+ |λn|
6
,
where α := a−a0. Hence according to (1.3), ∏m6=n am−λnm2pi2 is absolutely conver-
gent and bounded in terms of ‖α‖ and |λn|. It remains to estimate the product
for n ≥ n0 + 1. Recall that sin
√
λ√
λ
has the product expansion,
sin
√
λ√
λ
=
∏
m≥1
m2pi2 − λ
m2pi2
.
Hence for any λn ∈ Un with n ≥ n0 + 1 one has∏
m 6=n
am − λn
m2pi2
=
sin
√
λn
n2pi2 − λn
n2pi2√
λn
∏
m 6=n
am − λn
m2pi2 − λn . (1.11)
In order to apply Proposition 1.1 to the product
∏
m 6=n
am−λn
m2pi2−λn we replace for
1 ≤ m ≤ n0 the disc Um by the disc with center m2pi2 and radius 1. Then the
parameters n0 and r can be left as is whereas ρ is replaced by ρ1 ≥ ρ so that
|m2pi2 − λn| ≥ 1
ρ1
|m2 − n2| ∀λn ∈ Un, ∀m 6= n, ∀n ≥ n0 + 1.
By Proposition 1.1 ∏
m 6=n
am − λn
m2pi2 − λn = 1 +
1
n
`2n (1.12)
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where the asymptotics are uniform in the sense stated there. Now let us estimate
the remaining terms of the right hand side of (1.11). For this purpose write
sin
√
λn
n2pi2 − λn = (−1)
n+1 sin(
√
λn − npi)√
λn − npi
1√
λn + npi
.
Note that
√
λn = npi +O(
1
n ) and hence by Taylor expansion,
sin(
√
λn − npi) = (
√
λn − npi)
(
1 +O
(
1
n2
))
1√
λn + npi
=
1
2npi
(
1 +O
(
1
n2
))
1√
λn
=
1
npi
(
1 +O
(
1
n2
))
.
Altogether one obtains in this way
sin
√
λn
n2pi2 − λn
n2pi2√
λn
=
(−1)n+1
2
+O
(
1
n2
)
. (1.13)
One easily sees that the error term O( 1n2 ) in (1.13) can be bounded by C
1
n2
where C > 0 is a constant, only depending on r and n0. Combining estimates
(1.12) and (1.13) then leads to the claimed statement.
1.3 Special solutions
In this section we prove asymptotics of special solutions of −y′′ + qy = λy as
|λ| → ∞ for potentials q in HN0,C with N ≥ 0 which are needed to derive the
asymptotics of various spectral quantities stated in the Introduction. These
solutions are obtained with a WKB ansatz and are a version, suited for our
purposes, of solutions introduced and studied by Marchenko [23], p 50 ff.
As L(q) = −∂2x + q is a differential operator of second order it is convenient
to introduce ν as a new spectral parameter with ν2 playing the role of λ. The
special solutions considered are denoted by zN (x, ν) and defined for ν 6= 0 by
zN (x, ν) = y1(x, ν
2) + αN (0, ν)y2(x, ν
2) (1.14)
where y1(x, λ), y2(x, λ) denote the standard fundamental solutions of −y′′+qy =
λy and q is assumed to be in HN0,C ≡ HN0 (T,C). The function αN (x, ν) is given
by
αN (x, ν) = iν +
N∑
k=1
sk(x)
(2iν)k
(1.15)
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where
s1(x) = q(x), s2(x) = −∂xq(x) (1.16)
and, for 2 ≤ k ≤ N , sk+1 is determined by the recursion relation
sk+1(x) = −∂xsk(x)−
k−1∑
j=1
sk−j(x)sj(x). (1.17)
(Note that (1.17) remains true for N = 1: In this case, the sum in (1.17) is
not present.) By an induction argument one sees that for any q ∈ HN0,C, and
any 0 ≤ k ≤ N , sk+1 is a universal isobaric polynomial homogeneous of degree
1 + k2 . Here the adjective ’isobaric’ signifies that q is considered to be of degree
1 and differentiation ∂x of degree 1/2. Furthermore, for any 1 ≤ k ≤ N ,
sk+1(x) = (−1)k∂kxq(x) + Sk−2(x) (1.18)
where Sk−2(x) is a polynomial in q(x), ∂xq(x), . . . , ∂k−2x q(x) with constant coef-
ficients and where S−1 ≡ 0. As a consequence, αN (·, ν) ∈ H1C and by the Sobolev
embedding theorem, αN (x, ν) is continuous in x and hence (1.14) well-defined.
Moreover, as sj ∈ HN+1−jC for any 1 ≤ j ≤ N + 1,
∑N
j=1 sN+1−j(x)sj(x) is in
H1C and one may define sN+2 by formula (1.17) as an element in H
−1
C
sN+2(x) = −∂xsN+1 −
N∑
j=1
sN+1−jsj = (−1)N+1∂N+1x q(x) +H1C. (1.19)
Clearly, for any ν ∈ C\{0}, zN (x, ν) and zN (x,−ν) are solutions of −y′′+qy =
λy with λ = ν2 which both are 1 at x = 0 and are linearly dependent solutions
iff
αN (0, ν)− αN (0,−ν) = 0,
i.e. ν is a zero of the following polynomial of degree N + 1
pN (ν) = (2iν)
N (αN (0, ν)− αN (0,−ν))
= (2iν)N+1 +
N∑
k=1
sk(0)
(
1− (−1)k) (2iν)N−k.
It then follows that there exists ν0 > 0 so that
|pN (ν)| ≥ 1 ∀ |ν| ≥ ν0.
By the Sobolev embedding theorem, the number ν0 can be chosen uniformly on
bounded sets of potentials in HN0,C. In particular, for |ν| ≥ ν0 one has
y1(x, ν
2) =
1
αN (0, ν)− αN (0,−ν)
(
αN (0, ν)zN (x,−ν)− αN (0,−ν)zN (x, ν)
)
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and
y2(x, ν
2) =
1
αN (0, ν)− αN (0,−ν) (zN (x, ν)− zN (x,−ν)) .
Furthermore note that for any x ∈ R, zN (x, ν) is analytic on C∗ × HN0,C. As
mentioned above, the solutions zN (x, ν) are determined by a WKB ansatz,
zN (x, ν) = wN (x, ν) +
rN (x, ν)
(2iν)N+1
with
wN (x, ν) = exp
(∫ x
0
αN (t, ν)dt
)
. (1.20)
By the considerations above it follows that wN (·, ν) is in H2C[0, 1]. As y1(·, ν2)
and y2(·, ν2), and hence zN (·, ν), are in HN+2C [0, 1] one then concludes that
rN (·, ν) is in H2C[0, 1] as well. To study the asymptotics of rN (x, ν) as |ν| → ∞,
first note that
w′N = αNwN and w
′′
N = (α
′
N + α
2
N )wN .
When substituting the latter expression into −y′′ + qy = λy one obtains
(−α′N − α2N + q − ν2)wN + 1(2iν)N+1 (−r′′N + qrN − ν2rN) = 0. (1.21)
Expanding α2N in powers of ν
−1 leads to
α2N = −ν2 +
N−1∑
k=0
sk+1
(2iν)k
+
2N∑
k=2
1
(2iν)k
∑
1≤l≤k−1, 1≤k−l, l≤N
sk−lsl.
Taking into account the identity s1 = q and the relations (1.17) one then gets
−α′N − α2N + q − ν2 =−
s′1 + s2
2iν
−
N−1∑
k=2
s′k + sk+1 + ∑
1≤l≤k−1
sk−lsl
 1
(2iν)k
−
s′N + ∑
1≤l≤N−1
sN−lsl
 1
(2iν)N
−
N∑
k=1
 ∑
k≤l≤N
sN+k−lsl
 1
(2iν)N+k
=
sN+1
(2iν)N
−
N∑
k=1
 ∑
k≤l≤N
sN+k−lsl
 1
(2iν)N+k
.
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Substituting this expression into (1.21) yields
−r′′N + qrN − ν2rN = −2iνfN (x, ν) (1.22)
where
fN (x, ν) := sN+1wN −
N∑
k=1
 ∑
k≤l≤N
sN+k−lsl
 wN
(2iν)k
. (1.23)
Recall that
sN+1(x)− (−1)N∂Nx q(x) ∈ H2C, (1.24)
sN+k−lsl ∈ H1C for any k ≤ l ≤ N and wN (·, ν) ∈ H2C[0, 1]. Hence fN (·, ν) ∈
L2C[0, 1]. More precisely,
fN (·, ν) = (−1)N∂Nx q · wN (·, ν) +H1C[0, 1]
uniformly on bounded subsets of HN0,C and uniformly for ν ∈ C with |ν| ≥ 1 and
| Im ν| ≤ C. Further note that
rN (0, ν) = (2iν)
N+1
(
zN (0, ν)− wN (0, ν)
)
= 0 (1.25)
and
r′N (0, ν) = (2iν)
N+1
(
z′N (0, ν)− α(0, ν)wN (0, ν)
)
= 0. (1.26)
The estimates for rN are obtained by using that it satisfies the inhomoge-
neous Schro¨dinger equation (1.22). Given q ∈ L20,C and ν ∈ C denote by r(x, ν)
the unique solution of the initial value problem
−r′′ + qr − ν2r = −2iνf(x, ν) (1.27)
r(0, ν) = 0 and r′(0, ν) = 0 (1.28)
where the inhomogeneous term on the right hand side of (1.27) is assumed to
be in L2C([0, 1]) for any value of ν. Note that by assumption
Q(1) = 0 where Q(x) =
∫ x
0
q(t)dt (0 ≤ x ≤ 1). (1.29)
The solution r(x, ν) of (1.27)-(1.28) satisfies the following standard esti-
mates.
Lemma 1.3. Let q ∈ L20,C and f(x, ν) = h(x)eixν with h ∈ L2C[0, 1]. Then for
any ν ∈ C\{0} and 0 ≤ x ≤ 1, the solution r(x, ν) of (1.27)-(1.28) satisfies the
estimates
|r(x, ν)| ≤
(
R2
|ν| +
4R3
|ν|2
(
1 +
1
|ν|
))
‖h‖
|r′(x, ν)| ≤
(
R2 +
2 (1 + ‖q‖)R3
|ν|
(
1 +
1
|ν|
))
‖h‖
where
R ≡ R(ν, q) := exp (| Im ν|+ ‖q‖) .
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Proof. By the method of the variation of constants, the solution r(x, ν) has the
following integral representation – see e.g. [26], Theorem 2, p 12
r(x, ν) =
∫ x
0
(
y1(t, ν
2)y2(x, ν
2)− y1(x, ν2)y2(t, ν2)
)
f(t, ν)dt (1.30)
where yi = yi(x, ν
2, q), i = 1, 2, denote the fundamental solutions of −y′′+qy =
ν2y. They satisfy the following estimates on [0, 1] × C × L20,C – see e.g. [26],
Theorem 3, p 13∣∣y1(x, ν2, q)− cos νx∣∣ ≤ R|ν| ;
∣∣∣∣y2(x, ν2, q)− sin νxν
∣∣∣∣ ≤ R|ν|2∣∣y′1(x, ν2, q) + ν sin νx∣∣ ≤‖q‖R; ∣∣y′2(x, ν2, q)− cos νx∣∣ ≤‖q‖R|ν| .
Formula (1.30) then leads to the following estimates for 0 ≤ x ≤ 1, ν ∈ C \ {0},
q ∈ L20,C∣∣∣∣r(x, ν)− ∫ x
0
sin ν(x− t)
ν
f(t, ν)dt
∣∣∣∣ ≤ 4R3|ν|2
(
1 +
1
|ν|
)
‖h‖∣∣∣∣r′(x, ν)− ∫ x
0
cos ν(x− t)f(t, ν)dt
∣∣∣∣ ≤ 2 (1 + ‖q‖)R3|ν|
(
1 +
1
|ν|
)
‖h‖.
As ∣∣∣∣∫ x
0
sin ν(x− t)
ν
f(t, ν)dt
∣∣∣∣ ≤ 1|ν|
∫ 1
0
e2| Im ν||h(t)|dt ≤ 1|ν|R
2‖h‖
and ∣∣∣∣∫ x
0
cos ν(x− t)f(t, ν)dt
∣∣∣∣ ≤ ∫ 1
0
e2| Im ν||h(t)|dt ≤ R2‖h‖
it then follows that
|r(x, ν)| ≤
(
R2
|ν| +
4R3
|ν|2
(
1 +
1
|ν|
))
‖h‖
|r′(x, ν)| ≤
(
R2 +
2 (1 + ‖q‖)R3
|ν|
(
1 +
1
|ν|
))
‖h‖.
To obtain the claimed asymptotics of the periodic and Dirichlet eigenvalues,
the estimates of Lemma 1.3 have to be refined.
Lemma 1.4. Assume that q ∈ L20,C. Then for any sequence νn = npi+ 1n`2n, n ≥
1, the solution r(x, ν) of (1.27)-(1.28) satisfies the following estimates:
(i) If f(x, ν) = h(x)eixν with h ∈ L2C[0, 1],
r(1,±νn) = (−1)n
∫ 1
0
h(x)dx+ (−1)n+1
∫ 1
0
h(x)e±2inpixdx
± (−1)
n+1
2inpi
∫ 1
0
Q(x)h(x)dx+
1
n
`2n
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and
r′(1,±νn) = ± inpi(−1)n
∫ 1
0
h(x)dx± inpi(−1)n
∫ 1
0
h(x)e±2inpixdx
+
(−1)n+1
2
∫ 1
0
Q(x)h(x)dx+ `2n.
(ii) If f(x, ν) = h(x,ν)ν2 e
iνx and the family h(·, ν) is bounded in L2C[0, 1], then
r(1,±νn) = O( 1
n2
) and r′(1,±νn) = O
(
1
n
)
.
The estimates in (i) and (ii) are uniform on bounded sets of q′s, h′s and `2C-
sequences
(
νn−npi
n
)
n≥1.
Proof. As in the proof of Lemma 1.3, the solution r of (1.27)-(1.28) is written
in the following integral form
r(x, ν) = 2iν
∫ x
0
G(x, t; ν)f(t, ν)dt (1.31)
where, with λ = ν2,
G(x, t; ν) = y1(t, λ)y2(x, λ)− y1(x, λ)y2(t, λ).
As a consequence
r′(x, ν) = 2iν
∫ x
0
∂xG(x, t; ν)f(t, ν)dt.
According to [26] p 14, the solutions yi(x, λ), i = 1, 2, and their derivatives
y′i(x, λ) admit the following expansion
y1(x, λ) = cos νx+
1
ν
∫ x
0
sin ν(x− t) · cos νt · q(t)dt+O(ν−2)
y2(x, λ) =
sin νx
ν
+
1
ν2
∫ x
0
sin ν(x− t) · sin νt · q(t)dt+O(ν−3)
and
y′1(x, λ) = − ν sin νx+
∫ x
0
cos ν(x− t) · cos νt · q(t)dt+O(ν−1)
y′2(x, λ) = cos νx+
1
ν
∫ x
0
cos ν(x− t) · sin νt · q(t)dt+O(ν−2).
These estimates are uniform on the strip | Im ν| ≤ C, with C > 0 arbitrary.
Hence
G(x, t; ν) =
sin ν(x− t)
ν
+
1
ν2
∫ x
0
sin ν(x− s) · sin ν(s− t) · q(s)ds
− 1
ν2
∫ t
0
sin ν(s− t) · sin ν(x− s) · q(s)ds+O(ν−3)
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and
∂xG(x, t; ν) = cos ν(x− t) + 1
ν
∫ x
0
cos ν(x− s) · sin ν(s− t) · q(s)ds
− 1
ν
∫ t
0
sin ν(s− t) · cos ν(x− s) · q(s)ds+O(ν−2).
When substituted into (1.31) one gets, up to an error term which is uniform on
bounded sets of q′s and f ′s,
r(x, ν) = I + II + III +O(ν−2)
where
I ≡ I(x, ν) = 2i
∫ x
0
sin ν(x− t) · f(t, ν)dt
II ≡ II(x, ν) = 2i
ν
∫ x
0
dtf(t, ν) ·
∫ x
0
ds sin ν(x− s) · sin ν(s− t) · q(s)
III ≡ III(x, ν) = −2i
ν
∫ x
0
dtf(t, ν) ·
∫ t
0
ds sin ν(x− s) · sin ν(s− t) · q(s)
After regrouping the terms ∂xII and ∂xIII, the derivative r
′(x, ν) can be written
in the form
r′(x, ν) = I1 + II1 + III1 +O(ν−1)
where
I1 ≡ I1(x, ν) = ∂xI(x, ν) = 2iν
∫ x
0
cos ν(x− t) · f(t, ν)dt
II1 ≡ II1(x, ν) = 2i
∫ x
0
dtf(t, ν) ·
∫ x
0
ds cos ν(x− s) · sin ν(s− t) · q(s)
III1 ≡ III1(x, ν) = −2i
∫ x
0
dtf(t, ν) ·
∫ t
0
ds cos ν(x− s) · sin ν(s− t) · q(s).
To prove item (i), each of the three terms is treated separately. Recall that in
(i), f(x, ν) is of the form f(t, ν) = h(t)eiνt. Using that
2i sin ν(x− t) = eiνxe−iνt − e−iνxeiνt
term I can be computed to be
I = eiνx
∫ x
0
h(t)dt− e−iνx
∫ x
0
h(t)e2iνtdt.
As by assumption, νn = npi +
1
n`
2
n, one has
e±iνnt = e±inpit
(
1 +
1
n
`2n
)
.
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Thus
I(1,±νn) = (−1)n
∫ 1
0
h(t)dt− (−1)n
∫ 1
0
h(t)e±2inpitdt+
1
n
`2n.
Similarly one shows that
I1(x, ν) = iνe
iνx
∫ x
0
h(t)dt+ iνe−iνx
∫ x
0
h(t)e2iνtdt
and therefore
I1(1,±νn) = ±inpi(−1)n
∫ 1
0
h(t)dt± inpi(−1)n
∫ 1
0
h(t)e±2inpitdt+ `2n.
To treat the term II, write
2i sin ν(x− s) · 2i sin ν(s− t) =eiνxe−iνt + e−iνxeiνt
− e−iνxe−iνte2iνs − eiνxeiνte−2iνs
to get, with the notation of (1.29),
II(x, ν) =
eiνx
2iν
∫ x
0
h(t)dt ·Q(x) + e
−iνx
2iν
∫ x
0
h(t)e2iνtdt ·Q(x)
− e
−iνx
2iν
∫ x
0
h(t)dt
∫ x
0
q(s)e2iνsds
− e
iνx
2iν
∫ x
0
h(t)e2iνtdt
∫ x
0
q(s)e−2iνsds.
As by assumption (1.29), Q(1) = 0 one gets, arguing as above
II(1,±νn) = 1
n
`2n.
Similarly,
II1(x, ν) =
eiνx
2
∫ x
0
h(t)dt ·Q(x)− e
−iνx
2
∫ x
0
h(t)e2iνtdt ·Q(x)
+
e−iνx
2
∫ x
0
h(t)dt
∫ x
0
q(s)e2iνsds
− e
iνx
2
∫ x
0
h(t)e2iνtdt
∫ x
0
q(s)e−2iνsds
leading to
II1(1,±νn) =(−1)
n
2
∫ 1
0
h(t)dt ·
∫ 1
0
q(s)e±2inpisds
+
(−1)n+1
2
∫ 1
0
h(t)e2inpitdt ·
∫ 1
0
q(s)e∓2inpisds+
1
n
`2n.
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The term III is treated similarly, to get
III(1, ν) =− e
iν
2iν
∫ 1
0
Q(t)h(t)dt− e
−iν
2iν
∫ 1
0
Q(t)h(t)e2iνtdt
+
eiν
2iν
∫ 1
0
∫ 1
0
1[0,t](s)q(s)h(t)e
2i(νt−νs)dtds
+
e−iν
2iν
∫ 1
0
q(s)
(∫ 1
s
h(t)dt
)
e2iνsds.
As Q(t)h(t) and q(s) ·∫ 1
s
h(t)dt are in L2C[0, 1] and 1[0,t](s)q(s)h(t) is in L
2
C[0, 1]
2
it then follows that
III(1,±νn) = ± (−1)
n+1
2inpi
∫ 1
0
Q(t)h(t)dt+
1
n
`2n.
Finally, in the same way, one obtains
III1(1,±νn)
=
(−1)n+1
2
∫ 1
0
h(t)Q(t)dt+
(−1)n+1
2
∫ 1
0
h(t)
(∫ t
0
q(s)e±2ipinsds
)
dt
+
(−1)n
2
∫ 1
0
h(t)e±2inpit
(∫ t
0
q(s)e∓2inpisds
)
dt
+
(−1)n
2
∫ 1
0
h(t)e±2inpitQ(t)dt+
1
n
`2n.
Towards item (ii) recall that in this case f(x, ν) = h(x,ν)ν2 e
iνx and in a straight-
forward way each of the terms I,II, and III can be bounded pointwise by O(ν−2)
whereas each of the terms I1, II1, III1 can be bounded pointwise by O(ν
−1),
leading to the claimed estimates. Going through the various steps of the proof
one verifies in a straightforward way that the claimed uniformity of the estimates
(i) and (ii) hold.
Lemma 1.4 will now be applied to get the desired estimates for rN (1,±√µn)
as n→∞. Here rN (1,±√µn) is given by (1.22)-(1.26). Actually we formulate
our results in a slightly more general form. For q in HN0,C and 1 ≤ k ≤ N +2, let
us introduce ak =
∫ 1
0
sk(x)dx. Recall that sN+2 = (−1)N+1∂N+1x q+L2C. Hence
sN+2 is in H
−1
C and the integral
∫ 1
0
sN+2(x)dx is well-defined. By (1.19)
aN+2 = −
N∑
j=1
∫ 1
0
sN+1−j(x)sj(x)dx. (1.32)
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Proposition 1.2. Let q be in HN0,C with N ≥ 0. Then for any sequence νn =
npi + 1n`
2
n one has
(i) rN (1,±νn) =(−1)naN+1 + (−1)n+1(±2inpi)N
∫ 1
0
q(x)e±2inpixdx
± (−1)
n
2inpi
aN+2 +
1
n
`2n
(ii) r′N (1,±νn) =± inpi(−1)naN+1 ± inpi(−1)n(±2inpi)N
∫ 1
0
q(x)e±2inpixdx
+
(−1)n
2
aN+2 + `
2
n,
uniformly for q’s in bounded subsets of HN0,C and (νn)n≥1 in sets of sequences
such that (n(νn − npi))n≥1 is uniformly bounded in `2C.
Proof. (i) Let us first treat the case N = 0. Then the right hand side of (1.22)
is given by f0(t, νn) = q(x)e
iνnx. Hence one has by Lemma 1.4 (i) with h = q,
r0(1,±νn) = (−1)n+1
∫ 1
0
q(x)e±2inpixdx+
1
n
`2n
where we used that, by assumption, Q(1) = 0 and that∫ 1
0
Q(x)q(x)dx =
∫ 1
0
1
2
∂xQ(x)
2dx = 0.
To apply Lemma 1.4 for N ≥ 1 we write fN on the right hand side of (1.22) in
the form
fN (x, ν) = h1(x)e
iνx +
h2(x)
2iν
eiνx +
h3(x, ν)
ν2
eiνx.
To determine h1, h2, and h3 we need to analyse the expression (1.23) defining
fN (x, ν) in more detail. Recall that by (1.20), wN (x, ν) = exp
(∫ x
0
αN (t, ν)dt
)
and
αN (t, ν) = iν +
q(t)
2iν
+O(ν−2).
Hence, with Q(x) =
∫ x
0
q(t)dt,
wN (x, ν) = e
iνx
(
1 +
Q(x)
2iν
+O(ν−2)
)
and
fN (x, ν) =sN+1(x)e
iνx +
(
Q(x)sN+1(x)−
N∑
l=1
sN+1−l(x)sl(x)
)
eiνx
2iν
+
h3(x, ν)
ν2
eiνx (1.33)
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where h3(x, ν) can be explicitly computed from (1.23) and h3(·, νn) is bounded
in L2C[0, 1] uniformly. Thus by Lemma 1.4 one gets
rN (1,±νn) =(−1)n
∫ 1
0
sN+1dx+ (−1)n+1
∫ 1
0
sN+1e
±2inpixdx
± (−1)
n+1
2inpi
·
∫ 1
0
Q · sN+1dx+ 1
n
`2n
± (−1)
n
2inpi
(∫ 1
0
Q · sN+1dx−
∫ 1
0
N∑
l=1
sN+1−l · sldx
)
± (−1)
n+1
2inpi
∫ 1
0
Q · sN+1e±2inpixdx
± (−1)
n
2inpi
∫ 1
0
(
N∑
l=1
sN+1−l · sl
)
e±2inpixdx+
1
n
`2n.
To continue, note that by (1.18)
sN+1(x) = (−1)N∂Nx q(x) +H2C.
As q is periodic, integrating by parts yields∫ 1
0
sN+1(x)e
±2inpixdx =(−1)N
∫ 1
0
∂Nx q(x)e
±2inpixdx+O(
1
n2
)
=(±2inpi)N
∫ 1
0
q(x)e±2inpixdx+O(
1
n2
).
Moreover, as Q(x)sN+1(x) and
∑N
l=1 sN+1−l(x)sl(x) are in L
2
C, their sequences
of Fourier coefficients are in `2C. Taking into account identity (1.32) and that
the terms containing
∫ 1
0
Q(x)sN+1(x)dx cancel each other we then get
rN (1,±νn) =(−1)n
∫ 1
0
sN+1dx+ (−1)n+1(±2inpi)N
∫ 1
0
q(x)e±2inpixdx
± (−1)
n
2inpi
aN+2 +
1
n
`2n.
(ii) Again we treat the case N = 0 first. Then f0(t, νn) = q(x)e
iνnx and hence
by Lemma 1.4 (i),
r′0(1,±νn) = ±inpi(−1)n
∫ 1
0
q(x)e±2inpixdx+ `2n
where we again used that
∫ 1
0
Q(x)q(x)dx = 0. As a1 = 0 and a2 = 0, the
obtained asymptotics coincide with the claimed ones. If N ≥ 1, then we again
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use the representation (1.33) of fN (x, ν) to conclude from Lemma 1.4 that
r′(1,±νn) =± inpi(−1)naN+1 ± inpi(−1)n
∫ 1
0
(−1)N∂Nx q(x)e±2inpixdx
+
(−1)n
2
aN+2 + `
2
n
which leads to the claimed asymptotic estimate. Going through the various steps
of the proof one verifies in a straightforward way that the claimed uniformity
holds.
At various occasions we will need the following property of the coefficients
sk for k even.
Lemma 1.5. For q in HN0,C with N ≥ 0, and 1 ≤ k ≤ N + 2, ak =
∫ 1
0
sk(x)dx
is equal to an integral of a polynomial of q and its derivatives up to order k− 3.
Moreover
a2k =
∫ 1
0
s2k(x)dx = 0 ∀ 2 ≤ 2k ≤ N + 2. (1.34)
Proof. The first statement follows from the definition (1.16)-(1.17) of sk. Indeed
by (1.18), for 2 ≤ k ≤ N + 1, ak =
∫ 1
0
sk−2(x)dx. For the case k = N + 2
see (1.32). The identities (1.34) hold in the case N = 0 or N = 1 as a2 =∫ 1
0
−∂xqdx = 0 by the definition (1.17) of s2. It therefore suffices to consider
the case where N ≥ 2. By approximating q ∈ HN0,C with a sequence in H4N0,C ,
it suffices to proof (1.34) for q in H4N0,C . For ν 6= 0, denote by Y4N (x, ν) the
solution matrix
Y4N (x, ν) =
(
z4N (x,−ν) z4N (x, ν)
z′4N (x,−ν) z′4N (x, ν)
)
.
As z4N (0, ν) = 1 and z
′
4N (0, ν) = α4N (0, ν) one has
detY4N (0, ν) = α4N (0, ν)− α4N (0,−ν) = 2iν +
∑
1≤2l+1≤4N
2s2l+1(0)
(2iν)2l+1
.
Therefore, detY4N (0, ν) 6= 0 for |ν| sufficiently large. Furthermore, by the
Wronskian identity, detY4N (1, ν) = detY4N (0, ν) and hence, for |ν| sufficiently
large,
z4N (1,−ν)z′4N (1, ν)− z4N (1, ν)z′4N (1,−ν)
α4N (0, ν)− α4N (0,−ν) = 1 (1.35)
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Write z4N (1,±ν) as a product with an error term as follows. Introduce
A := exp
iν + ∑
1≤2l+1≤4N
a2l+1
(2iν)2l+1

B := exp
 ∑
2≤2l≤4N
a2l
(2iν)2l

R± :=
r4N (1,±ν)
(±2iν)4N+1 and R
′
± :=
r′4N (1,±ν)
(±2iν)4N+1
As α4N (x, ν) is periodic in x, α4N (1, ν) = α4N (0, ν), one concludes
z4N (1, ν) =A ·B +R+, z4N (1,−ν) =A−1B +R−
z′4N (1, ν) =α4N (0, ν)A ·B +R′+, z′4N (1,−ν) =α4N (0,−ν)A−1B +R′−.
Substituting these expressions into (1.35) yields
B2 = 1− R
α4N (0, ν)− α4N (0,−ν) (1.36)
where
R = α4N (0, ν)R−AB +R′+A
−1B +R−R′+
− α4N (0,−ν)R+A−1B −R′−AB −R+R′−.
By Lemma 1.3, applied to f(x, ν) = −2iνf4N (x, ν) with f4N (x, ν) defined as in
(1.23), one concludes that for ν real,
R± = O
(
1
ν4N
)
and R′± = O
(
1
ν4N−1
)
.
Furthermore, α4N (0, ν) − α4N (0,−ν) = 2iν + O
(
1
ν
)
. Taking the logarithm of
both sides of (1.36) then yields, for ν −→∞,
2
∑
2≤2l≤4N
a2l
(2iν)2l
= log
(
1− R
α2N (0, ν)− α2N (0,−ν)
)
=O
(
1
ν4N
)
which implies that
a2l = 0 ∀2 ≤ 2l ≤ 4N − 2.
As N + 2 ≤ 4N − 2 for N ≥ 2, the claimed result follows.
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1.4 Asymptotics of µn and ηn
In this section we prove the asymptotic estimates for the Dirichlet and Neumann
eigenvalues as stated in Theorem 0.6 in the Introduction.
Proof of Theorem 0.6. Let us first prove the asymptotics of the Dirichlet eigen-
values. The main ingredient of the proof are the special solutions zN (x,±ν) of
−y′′ + qy = ν2y for q in HN0,C, constructed in Section 1.3,
zN (x, ν) = exp
(∫ x
0
αN (t, ν)dt
)
+
rN (x, ν)
(2iν)N+1
(1.37)
where αN (t, ν) = iν +
∑N
k=1
sk(t)
(2iν)k
and the functions sk(t) are given by (1.16)-
(1.17). Note that zN (0,±ν) = 1 and recall that for |ν| sufficiently large, zN (x, ν)
and zN (x,−ν) are linearly independent. Hence zN (x, ν)− zN (x,−ν) is a scalar
multiple of y2(x, ν
2). The n’th Dirichlet eigenvalue µn therefore satisfies
zN (1, νn)− zN (1,−νn) = 0 (1.38)
where νn = +
√
µn. To analyse (1.38) note that by Lemma 1.5,
exp
(∫ 1
0
αN (t, ν)dt
)
equals
A = exp
iνn + ∑
1≤2l+1≤N
a2l+1
(2iνn)2l+1

= (−1)n exp
i(νn − npi) + ∑
1≤2l+1≤N
a2l+1
(2iνn)2l+1

where ak =
∫ 1
0
sk(t)dt. Combining (1.37) and (1.38) we therefore get the equa-
tion
A−A−1 = R where R = rN (1,−νn)
(−2iνn)N+1 −
rN (1, νn)
(2iνn)N+1
i.e., A satisfies the quadratic equation
A2 −RA− 1 = 0. (1.39)
As µn = n
2pi2 + `2n one has νn = npi+
1
n`
2
n and hence A is the solution of (1.39)
given by
(−1)nA = (−1)nR/2 +
√
1 +R2/4 = 1 +R2/8 +O(R4) + (−1)nR/2. (1.40)
According to Proposition 1.2 and in view of the asymptotics νn = npi+
1
n`
2
n one
has
−(2iνn)N+1R = rN (1, νn) + (−1)NrN (1,−νn)
= (−1)n(1 + (−1)N )aN+1 + 2(−1)n+1(2inpi)N 〈q, cos 2npix〉
+
(−1)n
2inpi
(1 + (−1)N+1)aN+2 + 1
n
`2n.
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As by Lemma 1.5, (1 + (−1)N )aN+1 = 2aN+1 as well as (1 + (−1)N+1)aN+2 =
2aN+2, and
(2iνn)
−(N+1) = (2inpi)−(N+1)(1 +
1
n2
`2n) (1.41)
one gets
(−1)n
2
R =− 1
(2inpi)N+1
(
aN+1 − (2inpi)N 〈q, cos 2npix〉+ 1
2inpi
aN+2 +
1
n
`2n
)
.
As a1 =
∫ 1
0
q(x)dx = 0 we then conclude that in the case N = 0,
(−1)nR = 1
inpi
(
〈q, cos 2npix〉+ 1
n
`2n
)
and R2 = 1n2 `
2
n whereas for N ≥ 1, using that (2inpi)N 〈q, cos 2npix〉 = `2n
R2 =
1
(2inpi)N+1
O
(
1
n2
)
.
Substituting these estimates into (1.40) therefore yields in both cases, N = 0
and N ≥ 1,
exp
i(νn − npi) + ∑
1≤2l+1≤N
a2l+1
(2iνn)2l+1
 = 1 + (−1)n
2
R+O(R2)
= 1− 1
(2inpi)N+1
(
aN+1 − (2inpi)N 〈q, cos 2npix〉+ 1
2inpi
aN+2 +
1
n
`2n
)
.
Taking the principal branch of the logarithm of both sides of the latter identity
and multiplying by −i we thus obtain in view of (1.41), that ρn := νn − npi
equals
ρn =
∑
1≤2l+1≤N+2
(−1)l a2l+1
(2νn)2l+1
− 1
2npi
〈q, cos 2npix〉+ 1
nN+2
`2n. (1.42)
Unfortunately, νn appears also on the right hand side of (1.42). To address this
issue, we follow an approach found by Marchenko [23]. Let
F (z) =
∑
1≤2l+1≤N+2
(−1)l
22l+1
a2l+1z
2l+1 (1.43)
and write
1
νn
=
1
npi + ρn
=
1/n
pi + ρn/n
.
We approximate F ( 1νn ) by approximating ρn by ρ(1/n) in the above expression
where ρ is an analytic function so that near z = 0,
ρ(z)− F
(
z
pi + zρ(z)
)
= 0.
1.4. ASYMPTOTICS OF µN AND ηN 23
To find ρ introduce
G(z, w) := w − F
(
z
pi + zw
)
.
Note that G(0, 0) = 0 and ∂wG(0, 0) = 1. Hence by the implicit function
theorem there exists near z = 0 a unique analytic function ρ = ρ(z) so that
ρ(0) = 0 and G(z, ρ(z)) = 0 for z near 0. Note that F is an odd function; hence
G(−z,−w) = −w + F
(
z
pi + zw
)
= −G(z, w)
and as a consequence, G(−z,−ρ(z)) = 0 near z = 0. On the other hand,
G(−z, ρ(−z)) = 0 and therefore, by the uniqueness of ρ(z), one has ρ(−z) =
−ρ(z). It follows that ρ has an expansion of the form
ρ(z) =
∞∑
k=0
b2k+1z
2k+1. (1.44)
The coefficients b2k+1 can be computed recursively from the identity
ρ(z) = F
(
z
pi + zρ(z)
)
.
In this way one sees that for any k ≥ 0, b2k+1 is a polynomial in the coefficients
a2l+1 of F with 0 ≤ l ≤ k. The Taylor expansion of F (z) at zn = 1npi+ρ( 1n ) with
Lagrange’s remainder term reads
F
(
1
νn
)
= ρ
(
1
n
)
+ Fn ·
(
ρ
(
1
n
)
− ρn
)
(1.45)
where
Fn =
∫ 1
0
F ′
(
zn + t
(
1
νn
− zn
))
dt · 1
νn · (npi + ρ(1/n)) = O(
1
n2
) (1.46)
as ρ(0) = 0 and ρn =
1
n`
2
n → 0 as n→∞. Subtracting ρ(1/n) on both sides of
the identity (1.42) then yields
(1 + Fn) · (ρn − ρ(1/n)) = − 1
2npi
〈q, cos 2npix〉+ 1
nN+2
`2n
or
ρn − ρ(1/n) = − 1
2npi
〈q, cos 2npix〉+ 1
nN+2
`2n.
Thus we have shown that
νn = npi +
∑
1≤2k+1≤N+2
b2k+1
1
n2k+1
− 1
2npi
〈q, cos 2npix〉+ 1
nN+2
`2n.
By taking squares on both sides of the latter identity we obtain the asymptotics
(8) with the claimed properties of the expression mn of (10). Going through
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the arguments of the proof one verifies the stated uniformity property of the
error term in (8).
The asymptotic estimates for the Neumann eigenvalues (ηn)n≥0 are derived in
a similar way as the ones for the Dirichlet eigenvalues. Note that the special
solutions zN (x,±ν) satisfy zN (0,±ν) = 1 and z′N (0,±ν) = αN (0,±ν). Hence
y(x, ν) := αN (0,−ν)zN (x, ν) − αN (0, ν)zN (x,−ν) satisfies y′(0, ν) = 0. As
αN (0,±ν) = ±iν +
∑
1≤k≤N
sk(0)
(±2iν)k , for |ν| sufficiently large,
y(0, ν) = αN (0,−ν)− αN (0, ν) = −2iν +O
(
1
ν
)
6= 0.
Therefore y(x, ν) is parallel to y1(x, ν
2). Again it is convenient to introduce
νn =
√
ηn = npi +
1
n`
2
n. The n’th Neumann eigenvalue ηn is then characterised
by
αN (0,−νn)z′N (1, νn)− αN (0, νn)z′N (1,−νn) = 0. (1.47)
To analyze (1.47) note that
z′N (1,±νn) = αN (1,±νn)A±1 +
r′N (1, νn)
(±2iνn)N+1 ,
whereA±1 = exp
(
±iνn +
∑
1≤2l+1≤N
a2l+1
(±2iνn)2l+1
)
. As αN (x,±νn) is 1-periodic
in x, (1.47) reads
αN (0,−νn)αN (0, νn)A− αN (0,−νn)αN (0, νn)A−1
=αN (0, νn)
r′N (1,−νn)
(−2iνn)N+1 − αN (0,−νn)
r′N (1, νn)
(2iνn)N+1
.
Thus A satisfies the quadratic equation
A2 − 2RA− 1 = 0
where
R =
1
2αN (0,−νn)
r′N (1,−νn)
(−2iνn)N+1 −
1
2αN (0, νn)
r′N (1, νn)
(2iνn)N+1
.
As νn = npi +
1
n`
2
n, we write
(−1)nA = exp
i(νn − npi) + ∑
1≤2l+1≤N
a2l+1
(2iνn)2l+1

leading to
(−1)nA = (−1)nR+ +
√
1 +R2 = 1 + (−1)nR+O(R2). (1.48)
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By Proposition 1.2, (−1)nr′N (1,±νn) equals
±inpiaN+1 ± inpi(±2inpi)N
∫ 1
0
q(x)e±2piinxdx+
aN+2
2
+ `2n.
Further
αN (0,±νn) = ±iνn +
∑
1≤k≤N
sk(0)
(±2iνn)k = ±inpi
(
1 +O
(
1
n2
))
,
and thus
(−1)nr′N (1,±νn)
αN (0,±νn) =aN+1 + (±2inpi)
N
∫ 1
0
q(x)e±2piinxdx+
aN+2
±2inpi +
1
n
`2n
yielding the asymptotic estimate
(−1)nR = 1
2
(−1)N+1
(2inpi)N+1
aN+1 − 1
2
1
2inpi
∫ 1
0
q(x)e−2piinxdx+
aN+2
2
(−1)N+2
(2inpi)N+2
−1
2
1
(2inpi)N+1
aN+1 − 1
2
1
2inpi
∫ 1
0
q(x)e2piinxdx− aN+2
2
1
(2inpi)N+2
+
1
nN+2
`2n.
Using that by Lemma 1.5,
aN+1(1 + (−1)N ) = 2aN+1 and aN+2(1 + (−1)N+1) = 2aN+2,
one then gets
(−1)nR = −aN+1 1
(2inpi)N+1
− 1
2inpi
〈q, cos 2pinx〉−aN+2 1
(2inpi)N+2
+
1
nN+2
`2n.
In view of a1 = a2 = 0 one then gets for any N ≥ 0
R2 =
1
nN+2
`2n.
Substituting the latter two estimates into (1.48) one concludes
exp
i(νn − npi) + ∑
1≤2l+1≤N
a2l+1
(2iνn)2l+1

=1− aN+1 1
(2inpi)N+1
− 1
2inpi
〈q, cos 2pinx〉 − aN+2 1
(2inpi)N+2
+
1
nN+2
`2n
and taking the principal branch of the logarithm on both sides one gets after
multiplying by −i for any N ≥ 0,
ρn := νn − npi =
∑
1≤2l+1≤N+2
(−1)la2l+1
(2νn)2l+1
+
1
2npi
〈q, cos 2pinx〉+ 1
nN+2
`2n.
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Arguing as in the case of the Dirichlet eigenvalues one then concludes that
νn =npi +
∑
1≤2l+1≤N+2
b2l+1
n2l+1
+
1
2npi
〈q, cos 2pinx〉+ 1
nN+2
`2n.
Squaring both sides of the latter identity yields the claimed asymptotics for the
Neumann eigenvalues. Going through the arguments of the proof one verifies
the stated uniformity property of the error term.
1.5 Asymptotics of λn
The main purpose of this section is to prove Theorem 0.7 and Theorem 1.1.
Proof of Theorem 0.7. As for the proof of Theorem 0.6, the main ingredient are
the special solutions zN (x,±νn) of −y′′ + qy = ν2y for potentials q ∈ HN0,C,
constructed in Section 1.3,
zN (x, ν) = exp
(∫ x
0
αN (t, ν)dt
)
+
rN (x, ν)
(2iν)N+1
where αN (t, ν) = iν+
∑
1≤k≤N
sk(t)
(2iν)k
. (Without further reference, we use the no-
tation introduced in Section 1.3.) Recall from Section 1.3 that for |ν| sufficiently
large, zN (x, ν) and zN (x,−ν) are linearly independent. Denote by YN (x, ν) the
solution matrix
YN (x, ν) =
(
zN (x,−ν) zN (x, ν)
z′N (x,−ν) z′N (x, ν)
)
and recall that rN (0, ν) = 0 and r
′
N (0, ν) = 0 so that
YN (0, ν) =
(
1 1
αN (0,−ν) αN (0, ν).
)
The large periodic eigenvalues of −d2x + q on the interval [0, 1] are thus given by
the zeros of the characteristic function
χp(ν) := det (YN (1, ν)− YN (0, ν))
whereas the large antiperiodic eigenvalues of −d2x + q on the interval [0, 1] are
given by the zeros of
χap(ν) := det (YN (1, ν) + YN (0, ν)) .
The two cases are treated in a similar fashion and hence we concentrate on the
periodic case only. Recall that for q = 0, they are given by λ0 = 0, λ4n =
λ4n−1 = (2npi)2. For arbitrary q one then knows that the large periodic eigen-
values are λ2n, λ2n−1 with n large and even. It is convenient to introduce the
notation
ν+n =
+
√
λ2n, ν
−
n =
+
√
λ2n−1
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and to write νn if we do not need to specify our choice among ν
+
n and ν
−
n . Let
us now compute the asymptotics of χp(ν). First note that αN (1, ν) = αN (0, ν)
as q is 1-periodic, leading to the formula
z′N (1, ν) = αN (0, ν) exp
(∫ 1
0
αN (t, ν)dt
)
+
r′N (1, ν)
(2iν)N+1
.
Then we have
zN (1,±νn) = A±1 +R±
and
z′N (1,±νn) = α±A±1 +R′±
where
A±1 := exp
(
±
∫ 1
0
αN (t, νn)dt
)
= exp
(∫ 1
0
αN (t,±νn)dt
)
(the latter identity follows from Lemma 1.5)
R± :=
rN (1,±νn)
(±2iνn)N+1 R
′
± :=
r′N (1,±νn)
(±2iνn)N+1
and
α± := αN (0,±νn) = ±iνn +
N∑
k=1
sk(0)
(±2iνn)k .
Hence χp(νn) equals(
A−1 +R− − 1
) (
α+A+R′+ − α+
)− (α−A−1 +R′− − α−) (A+R+ − 1)
or
χp(νn) = ξA+ ζ + ηA
−1
where
ξ =α+R− −R′− − α+ + α−
ζ =2α+ − 2α− +R′− − α+R− −R′+ + α−R+ +R−R′+ −R′−R+
η =− α−R+ +R′+ − α+ + α−.
Note that
ζ = −(ξ + η) +R with R = R−R′+ −R′−R+.
As χp(νn) = 0, one has ξA+ ζ + ηA
−1 = 0 or
A =
ξ + η −R+ √(ξ + η −R)2 − 4ξη
2ξ
(1.49)
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with an appropriate choice of the sign  = ±n ∈ {±1}. We want to estimate the
terms on the right hand side of (1.49). By Proposition 1.2 and the assumption
that n is even, (−1)n = 1 and hence
rN (1,±νn) = aN+1 − e±n ±
1
2inpi
aN+2 +
1
n
`2n
where
e±n = (±2inpi)N
∫ 1
0
q(x)e±2inpixdx.
Similarly, the asymptotics of r′N (1,±νn) are given by
r′N (1,±νn) = ±inpiaN+1 ± inpie±n +
1
2
aN+2 + `
2
n.
Furthermore, as a1 =
∫ 1
0
qdx = 0 by assumption, and νn = npi +
1
n`
2
n
α± = ±inpi + 1
n
`2n.
These asymptotics yield the following estimates
ξ =α− − α+ + −aN+1 + aN+2/(2inpi) + `
2
n/n
(−2inpi)N (1.50)
η =α− − α+ + aN+1 + aN+2/(2inpi) + `
2
n/n
(2inpi)N
. (1.51)
Furthermore, R = R−R′+ −R′−R+ has an expansion of the form
R =
i
(2npi)2N+1
(
a2N+1 − e+n e−n +
1
n
`2n
)
. (1.52)
Now we are ready to estimate the terms on the right hand side of (1.49). By
Lemma 1.5, aN+1 = 0 [aN+2 = 0] for N odd [even]. Hence for any N , (1 +
(−1)N+1)aN+1 = 0 and (1 + (−1)N )aN+2 = 0. As a consequence, (1.50)-(1.51)
yield
ξ + η = 2(α− − α+) + 1
nN+1
`2n
and
η − ξ = 1 + (−1)
N
(2inpi)N
aN+1 +
1 + (−1)N+1
(2inpi)N+1
aN+2 +
1
nN+1
`2n.
Furthermore, if N = 0, then use a1 =
∫ 1
0
q(x)dx = 0 to conclude that by
(1.50), R = 1n`
2
n, whereas for N = 1, the fact that a2 = 0 leads to the estimate
R = 1n2 `
2
n. For N ≥ 2, one gets from (1.50) that R = 1nN+1 `2n. Altogether we
have established that for any N ≥ 0
R =
1
nN+1
`2n
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and thus
ξ + η −R = 2(α− − α+) + 1
nN+1
`2n.
To estimate the square root in (1.49), the term R will play a role. First note
that
(ξ + η −R)2 − 4ξη = (η − ξ)2 − 2(ξ + η)R+R2.
As aN+1 · aN+2 = 0 for any N ≥ 0 by Lemma 1.5, we get
(η − ξ)2 =(1 + (−1)
N )2
(2inpi)2N
a2N+1 +
1
n2N+1
`2n
−2(ξ + η)R =
(
4(α+ − α−) + 1
nN+1
`2n
)
(−1)N+1
(2inpi)2N+1
(
a2N+1 − e+n e−n +
1
n
`2n
)
=
(−1)N+14
(2inpi)2N
(
a2N+1 − e+n e−n
)
+
1
n2N+1
`2n.
Clearly R2 = 1
n2N+1
`2n and thus
(ξ + η −R)2 − 4ξη =(1 + (−1)
N )2 − (−1)N4
(2inpi)2N
a2N+1 +
(−1)N4
(2inpi)2N
e+n e
−
n
+
1
n2N+1
`2n.
Using once more that aN+1 = 0 for N odd it follows that for any N ≥ 0,(
(1 + (−1)N )2 − (−1)N4) a2N+1 = 0
leading to √
(ξ + η −R)2 − 4ξη = 2
(2npi)N
√
e+n e
−
n +
1
n
`2n.
Finally we need to estimate 1/2ξ. As (α− − α+) = −2inpi + O( 1n ) it follows
from (1.50) that
2ξ = 2(α− − α+)
(
1 +
(−1)NaN+1
(2inpi)N+1
− (−1)
NaN+2
(2inpi)N+2
+
1
nN+2
`2n
)
.
As aN+1 = 0 for N = 0, we get from the Taylor expansion (1 + x)
−1 = 1− x+
O(x2), for any N ≥ 0,
1
2ξ
=
1
2(α− − α+)
(
1 +
(−1)N+1aN+1
(2inpi)N+1
+
(−1)NaN+2
(2inpi)N+2
+
1
nN+2
`2n
)
.
Combining the estimates obtained so far and substituting them into the identity
(1.49) we get for any N ≥ 0, after dividing nominator and denominator of the
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right hand side by 2(α− − α+),
A =
(
1± in
(2npi)N+1
√
e+n e
−
n +
1
n
`2n +
1
nN+2
`2n
)
·
(
1− (−1)
NaN+1
(2inpi)N+1
+
(−1)NaN+2
(2inpi)N+2
+
1
nN+2
`2n
)
=1 +
(−1)N+1aN+1
(2inpi)N+1
+
(−1)N+2aN+2
(2inpi)N+2
± in
(2npi)N+1
√
e+n e
−
n +
1
n
`2n +
1
nN+2
`2n.
Here we used that
(√
e+n e
−
n +
1
n`
2
n
)
n≥1
is in `2. Taking the principal branch of
the logarithm of both sides and taking into account that log(1 +x) = x+O(x2)
as well as νn − npi = 1n`2n and einpi = 1 as n is even one gets
i(νn − npi) +
∑
1≤2l+1≤N
a2l+1
(2iνn)2l+1
=
(−1)N+1aN+1
(2inpi)N+1
+
(−1)N+2aN+2
(2inpi)N+2
± in
(2npi)N+1
√
e+n e
−
n +
1
n
`2n +
1
nN+2
`2n.
Using once more that by Lemma 1.5, ak = 0 for k even we get, after multiplying
both sides by −i, the following estimate for ρn := νn − npi
ρn =
∑
1≤2l+1≤N+2
(−1)l a2l+1
(2νn)2l+1
+
n
(2npi)N+1
√
e+n e
−
n +
1
n
`2n +
1
nN+2
`2n.
Arguing as in the proof of Theorem 0.6 (Section 1.4), one has by (1.43)-(1.46)∑
1≤2l+1≤N+2
(−1)l a2l+1
(2νn)2l+1
= ρ
(
1
n
)
+ Fn ·
(
ρ
(
1
n
)
− ρn
)
with ρ(z) given by (1.44) and Fn by (1.46). Therefore
(1 + Fn) ·
(
ρn − ρ
(
1
n
))
=
n
(2npi)N+1
√
e+n e
−
n +
1
n
`2n +
1
nN+2
`2n.
By (1.46), Fn = O(1/n
2) and thus
νn = npi +
∑
1≤2l+1≤N+2
b2l+1
1
n2l+1
+
n
(2npi)N+1
√
e+n e
−
n +
1
n
`2n +
1
nN+2
`2n.
Squaring the latter expression yields
ν2n = mn +
n
(2npi)N
√
e+n e
−
n +
1
n
`2n +
1
nN+1
`2n
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with mn given by (10). Going through the arguments of the proof one verifies
that the error terms are uniformly bounded on bounded subsets of potentials in
HN0,C.
We have also the following result on the coefficients c2j in (10).
Corollary 1.2. Let N ∈ Z≥0. Then for any 2 ≤ 2j ≤ N , c2j is a spectral
invariant on HN0,C, i.e., for any two potentials p, q in H
N
0,C so that −d2x + p
and −d2x + q have the same periodic spectrum, one has c2j(p) = c2j(q). In
addition, if N + 1 is even (otherwise cN+1 vanishes on H
N
0,C) there exists an
open neighbourhood W˜N ⊆ HN0,C of HN0 so that on W˜N , cN+1 is a spectral
invariant as well.
Proof of Corollary 1.2. Let p, q in HN0,C be isospectral, i.e., −d2x+p and −d2x+q
have the same periodic spectrum. By the asymptotic estimates (11) of Theorem
0.7 we have c2j(p) = c2j(q) for any 2 ≤ 2j ≤ N . The case of the coefficient
cN+1, N + 1 even, is more subtle as the factor in the asymptotic estimate (11)
containing Fourier coefficients of q, is of comparable size.
By [12], Theorem 11.10 and Theorem 11.11, there exists an open neighbour-
hood W˜N ⊆ HN0,C of HN0 so that any two isospectral potentials p, q in in W˜N
can be approximated by isospectral finite gap potentials. In particular it follows
that there exist sequences (pl)l≥1, (ql)l≥1 in W˜N with the following properties
(i) (pl)l≥1, (ql)l≥1 ⊂ Hk0,C for any k ∈ Z≥0;
(ii) liml→∞ pl = p, liml→∞ ql = q in HN0,C;
(iii) the periodic spectra of −d2x + pl and −d2x + ql coincide for any l in Z≥1.
By (i) and the first part of this proof it then follows that
cN+1(pl) = cN+1(ql) ∀l ≥ 1.
As cN+1 is the integral of a polynomial in q and its derivatives up to order N−1,
it follows that, cN+1(p) = liml→∞ cN+1(pl) and cN+1(q) = liml→∞ cN+1(ql).
Hence cN+1(p) = cN+1(q) as claimed.
Remark 1.1. Denote by ∆(λ) ≡ ∆(λ, q) the discriminant of −d2x + q, i.e.,
∆(λ) = y1(1, λ) + y
′
2(1, λ). Using Corollary 1.2 one can prove that the Poisson
bracket {cN+1,∆(λ)} =
∫ 1
0
∂qcN+1∂x∂q∆(λ) vanishes on H
N
0 for any λ ∈ C. As
cN+1 and ∆(λ) are defined on all of H
N
0,C and are analytic there {cN+1,∆(λ)} =
0 on HN0,C for any λ ∈ C.
Unfortunately, the asymptotics of Theorem 0.7 do not suffice for our purposes.
Actually we need estimates of γ2n = (λ2n − λ2n−1)2 and τn = (λ2n + λ2n−1)/2,
n ≥ 1 which are better than the ones obtained from Theorem 0.7.
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Theorem 1.1. Let N ∈ Z≥0. Then for any q in HN0,C,
γ2n = 4qˆnqˆ−n +
1
n2N+1
`1n (1.53)
uniformly on bounded subsets in HN0,C.
Proof. The claimed estimate follows from Theorem 1.2 in [11]. In the case at
hand it says that
min±
∣∣∣γn ± 2√ρ(n)ρ(−n)∣∣∣ = 1
nN+1
`2n (1.54)
uniformly on bounded sets of HN0,C. Here the sequence (ρ(n))n∈Z is given by
ρ(n) := 〈q, e2piinx〉+ β1(n)
with
β1(n) :=
1
pi2
∑
k 6=±n
〈q, e2pii(n−k)x〉
n− k
〈q, e2pii(n+k)x〉
n+ k
.
Then ∣∣γ2n − 4〈q, e2piinx〉〈q, e−2piinx〉∣∣
≤ ∣∣γ2n − 4ρ(n)ρ(−n)∣∣+ 4 ∣∣ρ(n)ρ(−n)− 〈q, e2piinx〉〈q, e−2piinx〉∣∣ . (1.55)
Note that
γ2n − 4ρ(n)ρ(−n) =
(
γn + n2
√
ρ(n)ρ(−n)
)(
γn − n2
√
ρ(n)ρ(−n)
)
,
where n ∈ {+,−} is chosen such that∣∣∣γn + n2√ρ(n)ρ(−n)∣∣∣ = min± ∣∣∣γn ± 2√ρ(n)ρ(−n)∣∣∣ .
By Cauchy’s inequality∑
n≥1
n2N+1
∣∣γ2n − 4ρ(n)ρ(−n)∣∣
≤
∑
n≥1
n2N+2
∣∣∣γn + n2√ρ(n)ρ(−n)∣∣∣2
1/2∑
n≥1
n2N
∣∣∣γn − n2√ρ(n)ρ(−n)∣∣∣2
1/2 .
By (1.54), the first factor of the latter product is uniformly bounded on bounded
sets of q’s in W ∩HN0,C, whereas the second factor can be estimated by∑
n≥1
n2N |γn|2
1/2 + 2
∑
n≥1
n2N |ρ(n)|2
1/2∑
n≥1
n2N |ρ(−n)|2
1/2 .
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By [11], Theorem 1.1,
(∑
n≥1 n
2N |γn|2
)1/2
is uniformly bounded on bounded
sets of q’s in W whereas by the definition of ρ(±n)∑
n≥1
n2N |ρ(±n)|2
1/2 ≤ ‖q‖N + ‖β1‖N ≤ ‖q‖N + ‖q‖2N .
For the latter inequality we used that by [11], Lemma 2.10, ‖β1‖N+1 ≤ ‖q‖2N .
It remains to estimate the second summand on the right hand side of (1.55).
By the definition of ρ(n)∑
n≥1
n2N+1
∣∣ρ(n)ρ(−n)− 〈q, e2piinx〉〈q, e−2piinx〉∣∣
≤2‖β1‖N+1‖q‖N + ‖β1‖2N+1
≤2‖q‖3N (1 + ‖q‖N ),
where we again used [11], Lemma 2.10.
1.6 Asymptotics of the κn
In this section we prove Theorem 0.5.
Proof of Theorem 0.5. In Section 1.3, for q ∈ HN0,C, we consider solutions of
−y′′ + qy = ν2y of the form
zN (x,±ν) = y1(x, ν2) + αN (0,±ν)y2(x, ν2)
where
αN (x,±ν) = ±iν +
N∑
k=1
sk(x)
(±2iν)k .
(Note that for N = 0, the latter sum is zero.) Hence for νn = +
√
µn one gets
zN (1, νn) = y1(1, µn) = zN (1,−νn).
In view of (7) it then follows that
κn(q) = −1
2
log (zN (1, νn)zN (1,−νn)) . (1.56)
In Section 1.3 we show that
zN (x,±ν) = wN (x,±ν) + rN (x,±ν)
(±2iν)N+1
where
wN (x,±ν) = exp
(∫ x
0
αN (t,±ν)dt
)
.
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Hence zN (1, νn)zN (1,−νn) = I + II + III where
I = exp
(
N∑
k=1
(1 + (−1)k)
∫ 1
0
sk(x)dx · (2iνn)−k
)
II =wN (1,−νn) rN (1, νn)
(2iνn)N+1
+ wN (1, νn)
rN (1,−νn)
(−2iνn)N+1
III = rN (1, νn)rN (1,−νn)(−1)N+1(2iνn)−2N−2.
The three terms are analyzed separately. Let us begin with I. By Lemma 1.5
(1 + (−1)k)
∫ 1
0
sk(x)dx = 0 ∀1 ≤ k ≤ N + 2. (1.57)
(These are the cancellations alluded to above.) Therefore
I = 1. (1.58)
Towards II, note that in view of the assumption
∫ 1
0
q(x)dx = 0 one has µn =
n2pi2 + `2n and thus
νn = npi +
1
n
`2n = npi
(
1 +
1
n2
`2n
)
.
It implies that
(2iνn)
−N−1 = (2inpi)−N−1 + n−N−3`2n
and
wN (1,±νn) = (−1)n
(
1 +
1
n
`2n
)
.
Furthermore, by Proposition 1.2, rN (1,±νn) is given by
(−1)n
(
aN+1 − (±2inpi)N
∫ 1
0
q(x)e±2inpixdx± 1
2inpi
aN+2 +
1
n
`2n
)
.
Hence
II =(−1)n(2inpi)−N−1 (rN (1, νn) + (−1)N+1rN (1,−νn))+ 1
nN+2
`2n
=(2inpi)−N−1
(
(1 + (−1)N+1)aN+1 − 2i〈q, sin 2pinx〉
+
1 + (−1)N+2
2inpi
aN+2
)
+
1
nN+2
`2n.
Hence again by (1.57) (Lemma 1.5)
(1 + (−1)N+2)aN+2 = 0 and (1 + (−1)N+1)aN+1 = 0.
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Therefore
II = − 1
npi
〈q, sin 2pinx〉+ 1
nN+2
`2n. (1.59)
Finally,
III =
1
nN+2
`2n. (1.60)
(If N ≥ 1 one has the stronger estimate III = O(n−N−3).) Combining (1.58)-
(1.60) then yields
zN (1, νn)zN (1,−νn) = 1− 1
npi
〈q, sin 2pinx〉+ 1
nN+2
`2n
which, in view of (1.56), leads to
κn =− 1
2
log (zN (1, νn)zN (1,−νn))
=
1
2npi
〈q, sin 2pinx〉+ 1
nN+2
`2n.
Going through the various steps of the proof one verifies in a straightforward
way that the claimed uniformity holds.
1.7 Asymptotics of τn, λ˙n, and σ
n
m
First we prove the following asymptotics for (τn)n≥1 stated in the Introduction.
Theorem 0.8. (i) For any q ∈ HN0 , N ∈ Z≥0,
τn(q) = mn +
1
nN+1
`2n (1.61)
where mn is given by (10) and the error term is uniformly bounded on bounded
sets of potentials in HN0 .
(ii) For any N ∈ Z≥0, there exists an open neighbourhood WN ⊆ HN0,C of
HN0 so that (12) holds on WN with a locally uniformly bounded error term.
Remark 1.2. We expect that the asymptotics (12) hold on all of HN0,C, and
that the error term in (12) is bounded on bounded sets of WN . However, for
our purposes, the result as stated suffices.
Proof of Theorem 0.8 (i). Theorem 0.8 (i) is a direct consequence of the asymp-
totics of the periodic eigenvalues stated in Section 1.8 Theorem 1.2.
In the case of complex valued potentials the arguments are more involved.
The strategy to prove Theorem 0.8 (ii) is to try to find for any given element q
in HN0,C an isospectral potential p with the property that the periodic spectrum
consists of the disjoint union of the Dirichlet and Neumann spectrum. Such a
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p is found with the help of the so called Birkhoff map (cf [12] for a detailed
construction) for any q in HN0,C sufficiently close to the real subspace H
N
0 . The
asymptotics of τn are then obtained by applying Theorem 0.6 and Corollary
1.2. First we need to establish some auxiliary results. Introduce the following
subset of L20,C
E := {q ∈ L20,C| specD(−d2x + q) ⊆ specp(−d2x + q)}.
We begin by examining some properties of E ∩L20. It turns out that for q in
E ∩ L20, each Neumann eigenvalue is a periodic one as well. To prove this fact
we first need to establish the following result for even potentials. We say that
q ∈ L20,C is even if q(x) = q(1− x) for a.e. 0 < x < 1.
Lemma 1.6. Assume that q ∈ L20,C is even. Then each Dirichlet and each
Neumann eigenvalue of −d2x + q is also a periodic eigenvalue.
Proof. Consider first the Dirichlet eigenvalues (µn)n≥1. For any n ≥ 1, the
function g(x) := y2(1− x, µn) satisfies the equation (0 < x < 1)
−g′′(x) + q(x)g(x) =− y′′2 (1− x, µn) + q(1− x)y2(1− x, µn)
=µny2(1− x, µn)
where we used that by assumption q(x) = q(1 − x) for a.e. 0 < x < 1. As
g(0) = y2(1, µn) it then follows that g(x) = g
′(0)y2(x, µn) for any 0 ≤ x ≤ 1.
But g′(0) = −y′2(1, µn) and therefore
−1 = g′(1) = g′(0)y′2(x, µn)|x=1 = −y′2(1, µn)2.
As a consequence y′2(1, µn) = ±1, implying that µn is a periodic eigenvalue of
−d2x + q (when considered of [0,2]). For the Neumann eigenvalues ηn, n ≥ 0,
one argues similarly. Recall that y′1(1, ηn) = 0. Consider h(x) := y1(1− x, ηn).
Then h′(0) = 0 and a.e. 0 < x < 1,
−h′′(x) + q(x)h(x) = ηnh(x).
Hence h(x) = h(0)y1(x, ηn), or, when evaluated at x = 1, 1 = y1(1, ηn)
2, again
implying that ηn is a periodic eigenvalue.
Lemma 1.6 allows us to prove the following result for elements in E ∩ L20,
mentioned above.
Lemma 1.7. For any q ∈ E ∩ L20, the Neumann spectrum (ηn)n≥0 of −d2x + q
is contained in the periodic spectrum as well and one has
η0 = λ0, {ηn, µn} = {λ2n−1, λ2n} ∀n ≥ 1.
Proof. As µn(q) is assumed to be a periodic eigenvalue, one has y
′
2(1, µn) =
(−1)n and hence κn = log(−1)ny′2(1, µn) = 0 for any n ≥ 1. By [26], Lemma 3.4,
it then follows that q is even and thus by Lemma 1.6 the Neumann eigenvalues
(ηn)n≥0 are also periodic ones. Furthermore, as q is assumed to be real, one
has η0 ≤ λ0 and, for any n ≥ 1, λ2n−1 ≤ µn, ηn ≤ λ2n. Hence η0 = λ0 and
{ηn, µn} = {λ2n−1, λ2n} for any n ≥ 1 as claimed.
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Recall that the Birkhoff map is a map from an open neighbourhood W
of L20 to h
1/2
C . In the following argument we use the coordinates xn = (zn +
z−n)/2, yn = i(zn−z−n)/2, n ≥ 1 – cf Introduction. Denote by (xn(q), yn(q))n≥1
the image Φ(q). First we characterise the image of E∩W by Φ. For this purpose
introduce the closed subspace Z of h
1/2
C ,
Z := {(xk, yk)k≥1 ∈ h1/2C | yk = 0 ∀k ≥ 1}.
Lemma 1.8. Elements of E ∩W are mapped by Φ to Z ∩ Φ(W ) and
Φ|E∩L20 : E ∩ L20 → Z ∩ h1/2
is bijective.
Proof. By a straightforward computation it follows from the definition of the
Birkhoff map, analyzed in [12], that Φ(E ∩ L20) ⊂ Z ∩ h1/2. Moreover, as
Φ|L20 : L20 → h1/2 is a diffeomorphism the restriction of Φ to L20 ∩ E is 1 − 1.
To show that Φ(L20 ∩ E) = h1/2 ∩ Z, let (xk, 0)k≥1 be an arbitrary element in
h1/2 ∩ Z, and define p = Φ−1((xk, 0)k≥1). Denote by q the potential in L20 ∩ E
with the same periodic spectrum as p and determined uniquely by the conditions
µk(q) =
{
λ2k if xk ≤ 0
λ2k−1 if xk > 0.
By a straightforward calculation one then concludes that Φ(q) = Φ(p) and hence
p = q.
According to [12], for any N ∈ Z≥0, there exists an open neighbourhood
W˜N of H
N
0 in W ∩ HN0,C such that Φ|W˜N : W˜N → Φ(W˜N ) ⊆ h
N+1/2
C is a
diffeomorphism. We denote Φ(W˜N ) by V˜N .
Proposition 1.3. For any N ∈ Z≥0 and any q ∈ Φ−1(V˜N ∩ Z).
η0(q) = λ0(q) {µn(q), ηn(q)} = {λ2n(q), λ2n−1(q)} ∀n ≥ 1.
Proof. As Φ|W˜N is a real analytic diffeomorphism onto its image V˜N and Z∩ V˜N
is a real analytic submanifold of V˜N it follows that Φ
−1(V˜N∩Z) is a real analytic
submanifold of W˜N . Both, Dirichlet and Neumann eigenvalues are all simple for
q ∈ W . It follows that they are real analytic functions on W and so are their
restrictions to W˜N . Using that the discriminant ∆(λ, q), given by ∆(λ, q) =
y1(1, λ) + y
′
2(1, λ), is analytic on C×L20,C it then follows that the compositions
Fn : W˜N → C, q 7→ ∆(µn(q), q)2 − 4 (n ≥ 1)
and
Gn : W˜N → C, q 7→ ∆(ηn(q), q)2 − 4 (n ≥ 0)
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are analytic. One verifies easily that they are real on W˜N∩HN0 . By the definition
of E, Fn (n ≥ 1) vanishes on E ∩HN0 , and by Lemma 1.7, so does Gn (n ≥ 0).
Furthermore, by Lemma 1.8, one concludes that E ∩HN0 = Φ−1(Z ∩ hN+1/2).
Hence, being analytic, the functions Fn (n ≥ 1) and Gn (n ≥ 0) vanish on
Φ−1(V˜N ∩Z). By the choice of W (see end of the Introduction), for any q ∈W
and n ≥ 1, the eigenvalues µn(q), ηn(q), λ2n−1(q), λ2n(q) are contained in an
isolating neighbourhood Un. The Un’s are pairwise disjoint and none of them
contains λ0 or η0. This implies the claimed statement.
Using Proposition 1.3 we want to find a neighbourhood WN ⊆ W˜N of HN0
so that for any q ∈WN there exists an isospectral potential p ∈WN ∩E. First
we establish the following elementary result. For β ∈ R≥0 define
`1,βC =
{
v = (vk)k≥1 ⊆ C| ‖v‖`1,β =
∞∑
k=1
kβ |vk| <∞
}
.
Introduce the map
Q : `2,αC → `1,2αC , (uk)k≥1 7→ Q((uk)k≥1) = (u2k)k≥1.
Obviously one has ‖Q(u)‖`1,2α = ‖u‖2`2,α . Denote by B`1,β (v; ) [B`2,α(u; )] the
open ball of radius  in `1,βC [`
2,α
C ], centered at v ∈ `1,βC [u ∈ `2,αC ].
Lemma 1.9. For any α ≥ 0,  > 0, and u ∈ `2α,C
Q(B`2,α(u;
√
)) ⊇ B`1,2α(Q(u); ).
Proof. Let u ∈ `2,αC be arbitrary and consider v = (vk)k≥1 ∈ B`1,2α(Q(u); ). We
would like to find (hk)k≥1 ∈ `2,αC so that for any k ≥ 1,
(uk + hk)
2 = vk implying that ‖(uk + hk)2 − u2k‖`1,2α < .
For any k ≥ 1 we obtain the following quadratic equation for hk
h2k + 2ukhk − bk where bk = vk − u2k.
Choose the sign σk ∈ {±1} of the root in hk = −uk + σk
√
v2k + bk in such a
way that
|hk| = min± | − uk ±
√
u2k + bk|.
Then
h2k ≤ |(−uk + σk
√
u2k + bk)(−uk − σk
√
u2k + bk)| = |bk|
and therefore
‖(hk)k≥1‖`2,α ≤ ‖v −Q(u)‖`1,2α < .
The following lemma will allow us to deal with complex potentials.
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Lemma 1.10. For any z0 ∈ hN+1/2 there exists a neighbourhood V (z0) of z0 in
V˜N so that for any z = (xk, yk)k≥1 ∈ V (z0) there exists an element (uk, 0)k≥1
in V˜N with u
2
k = x
2
k + y
2
k for any k ≥ 1.
Proof. Let z0 = (x0k, y
0
k)k≥1 be an arbitrary real sequence in h
N+1/2. Define
u0 = (u0k)k≥1 in `
2,N+1/2 by setting u0k =
+
√
v0k for any k ≥ 1 where v0k =
(x0k)
2 + (y0k)
2. As (u0k, 0)k≥1 ∈ hN+1/2 and V˜N (= Φ(W˜N )) is open in hN+1/2C , we
can choose  > 0 so that
{(uk, 0)k≥1| (uk)k≥1 ∈ B`2,N+1/2(u0;
√
)} ⊆ V˜N .
Now consider the map
P : V˜N → `1,2N+1C , (xk, yk)k≥1 7→ (x2k + y2k)k≥1.
Clearly, P is continuous and therefore there exists a neighbourhood V (z0) of z0
in V˜N so that
P (V (z0)) ⊆ B`1,2N+1(v0; ).
By Lemma 1.9, B`1,2α(Q(v
0); ) ⊆ Q(B`2,α(v0;
√
)) and hence the neighbour-
hood V (z0) has the claimed property.
Having made these preparations we are ready to prove Theorem 0.8.
Proof of Theorem 0.8 (ii). Let WN ⊆ W˜N be the open neighbourhood of HN0
in W ∩HN0,C given by
WN =
⋃
q∈HN0
Φ−1(V (Φ(q)))
where V (Φ(q)) ⊆ V˜N is the neighbourhood of Lemma 1.10. Then for any q ∈
WN there exists an element p ∈ W˜N so that Φ(p) = (uk, 0)k≥1 ∈ V˜N satisfies
u2k = x
2
k + y
2
k where Φ(q)) = (xk, yk)k≥1. Hence p and q are isospectral – see
[12], Theorem 11.10. In particular τn(q) = τn(p) for any n ≥ 1. By Proposition
1.3 {µn(p), ηn(p)} = {µn(q), ηn(q)} for any n ≥ 1 and hence by Theorem 0.6
τn(p) = mn(p) +
1
nN+1
`2n.
As by Corollary 1.2, mn(p) = mn(q), one then gets
τn(q) = mn(q) +
1
nN+1
`2n. (1.62)
Going through the arguments of the proof one verifies the error term in (1.62)
is locally uniformly bounded.
Combining Theorem 0.6 and Theorem 0.8 one obtains
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Corollary 1.3. (i) For any q ∈ HN0 , N ∈ Z≥0,
τn − µn = 〈q, cos 2pinx〉+ 1
nN+1
`2n (1.63)
where the error term is uniformly bounded on bounded sets of potentials in HN0 .
(ii) For any N ∈ Z≥0, there exists an open neighbourhood WN ⊆ HN0,C of
HN0 so that (1.63) holds on WN with a locally uniformly bounded error term.
In the remainder of this section we study some applications of the asymptotics
of the periodic eigenvalues. For your purposes it suffices to consider potentials
q in a sufficiently small neighbourhood W of L20 in L
2
0,C. Recall that we de-
note by ∆(λ) the discriminant of −d2x + q and that ∆2(λ)− 4 has the product
representation
∆2(λ)− 4 = 4(λ0 − λ)
∏
n≥1
(λ2n − λ)(λ2n−1 − λ)
pi4n
where pin = npi for any n ≥ 1. Let ∆˙(λ) = ∂λ∆(λ). According to Proposition
B.13 of [12] it also admits a product representation,
∆˙(λ) = −
∏
n≥1
λ˙n − λ
pi2n
,
and the zeros λ˙n satisfy
λ˙n − τn = O(γ2n) (1.64)
locally uniformly for q in W . Shrinking W , if necessary, we can assume without
loss of generality that for any n ≥ 1, λ˙n ∈ Un locally uniformly in W . The
following estimate improves on the one of Proposition B.13 in [12].
Proposition 1.4. For q in W ,
λ˙n − τn = γ
2
n
n
`2n (1.65)
locally uniformly on W . On L20, (1.65) is uniformly bounded on bounded subsets
of L20.
Proof. For any given n ≥ 1, write
∆2(λ)− 4 = (λ2n − λ)(λ− λ2n−1)
pi2n
∆n(λ) (1.66)
where
∆n(λ) = 4
λ− λ0
pi2n
∏
m6=n
λ2m − λ
pi2m
∏
m 6=n
λ2m−1 − λ
pi2m
 . (1.67)
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Uniformly for λ ∈ Un,
λ− λ0
pi2n
= 1 +O
(
1
n2
)
= 1 +
1
n
`2n.
By Corollary 1.1, uniformly for λ ∈ Un,∏
m 6=n
λ2m − λ
pi2m
∏
m 6=n
λ2m−1 − λ
pi2m
 = ( (−1)n+1
2
+
1
n
`2n
)2
=
1
4
+
1
n
`2n,
hence
∆n(λ) = 1 +
1
n
`2n (1.68)
and by shrinking the size of the isolating neighbourhoods one obtains from
Cauchy’s estimate that
∆˙n(λ) =
1
n
`2n
uniformly in n ≥ 1, λ ∈ Un. By (1.66)
0 =
d
dλ
|λ=λ˙n(∆2(λ)− 4)
=
λ2n−1 − λ˙n + λ2n − λ˙n
pi2n
∆n(λ˙n)
+
(λ2n − λ˙n)(λ˙n − λ2n−1)
pi2n
∆˙n(λ˙n)
or
0 = 2(τn − λ˙n)(1 + 1
n
`2n) +
(
γ2n
4
− (τn − λ˙n)2
)
1
n
`2n.
Hence
(τn − λ˙n)
(
1 +
1
n
`2n + (τn − λ˙n)
1
n
`2n
)
=
γ2n
n
`2n.
As by (1.64), τn − λ˙n = O(1) it then follows that
τn − λ˙n = γ
2
n
n
`2n
as claimed. Going through the arguments of the proof one sees that (1.65) holds
locally uniformly on W and uniformly on bounded subsets of L20.
By Theorem D.1 in [12] there exists a sequence (ψn)n≥1 of entire functions,
ψn(λ) =
2
pin
∏
m 6=n
σnm − λ
pi2m
(1.69)
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so that
1
2pi
∫
Γm
ψn(λ)
c
√
∆2(λ)− 4dλ = δmn ∀m ≥ 1, (1.70)
where c
√
∆2(λ)− 4 denotes the canonical root introduced in [12], Section 6.
Recall that Γm denotes a counterclockwise oriented circuit in Um around the
interval Gm and τm = (λ2m + λ2m−1)/2. By Theorem D.1 in [12], for any
n ≥ 1, the zeros σnm, m 6= n, are real analytic functions of q ∈ W so that
σnm − τm = O
(
γ2m/m
)
uniformly for n ≥ 1, and locally uniformly in q ∈ W .
Moreover one can choose W so that σnm ∈ Um for any n ≥ 1, m 6= n, and locally
uniformly in W .
Proposition 1.5. For q in W ,
σnm − τm =
γ2m
m
`2m (1.71)
locally uniformly on W and uniformly in n. On L20, (1.71) is uniformly bounded
on bounded subsets of L20.
Proof. We drop the superscript in σn = (σnm)m6=n for the course of this proof.
For m 6= n one has
0 =
∫
Γm
σm − λ
s
√
(λ2m − λ)(λ− λ2m−1)
χnm(σ, λ)dλ (1.72)
with
χnm(σ, λ) = (−1)m−1
σn −m2pi2
σn − λ
mpi
+
√
λ− λ0
∏
j 6=m
σj − λ
+
√
(λ2j − λ)(λ2j−1 − λ)
and σn = τn. For λ = m
2pi2 + `2m, one has uniformly in n ≥ 1, m 6= n,
σn −m2pi2
σn − λ = 1 +
λ−m2pi2
σn − λ = 1 +
1
m
`2m
and +
√
λ− λ0 = mpi +
√
1 + 1m`
2
m = mpi
(
1 + 1m`
2
m
)
. Furthermore, by Proposition
1.1, ∏
j 6=m
σj − λ
+
√
(λ2j − λ)(λ2j−1 − λ)
2 = 1 + 1
m
`2m. (1.73)
Taking square roots on both sides of (1.73), one has
(−1)m−1
∏
j 6=m
σj − λ
+
√
(λ2j − λ)(λ2j−1 − λ)
= 1 +
1
m
`2m.
Altogether we have for λ = m2pi2 + `2m, λ ∈ Um,
χnm(λ) = 1 +
1
m
`2m (1.74)
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uniformly in n. The integral∫
Γm
σm − λ
s
√
(λ2m − λ)(λ− λ2m−1)
dλ (1.75)
can be explicitly computed. In the case where λ2m = λ2m−1, one gets from the
definition of the s-root and Cauchy’s formula that the integral equals 2pi(σm −
τm). In the case λ2m 6= λ2m−1,∫
Γm
σm − λ
s
√
(λ2m − λ)(λ− λ2m−1)
dλ = 2
∫ λ2m
λ2m−1
σm − λ
+
√
(λ2m − λ)(λ− λ2m−1)
dλ.
By the change of coordinate λ = τm + t
γm
2 we get∫
Γm
σm − λ
s
√
(λ2m − λ)(λ− λ2m−1)
dλ = 2
∫ 1
−1
σm − τm
+
√
1− t2 dt− γm
∫ 1
−1
t
+
√
1− t2 dt
= 2(σm − τm)
∫ 1
−1
1
+
√
1− t2 dt.
Therefore in both cases
1
2pi
∫
Γm
σm − λ
s
√
(λ2m − λ)(λ− λ2m−1)
dλ = σm − τm.
Hence, by (1.72)
0 = (σm − τm)χnm(τm) +
1
2pi
∫
Γm
(σm − λ)(χnm(λ)− χnm(τm))
s
√
(λ2m − λ)(λ− λ2m−1)
dλ. (1.76)
As τm = m
2pi2 + `2m it follows from (1.74) that
χnm(τm) = 1 +
1
m
`2m (1.77)
and, by the Taylor expansion of χnm at τm and Cauchy’s estimate, for λ =
m2pi2 + `2m, λ ∈ Um
χnm(λ)− χnm(τm)
λ− τm =
1
m
`2m.
Finally as σm − λ = O(γm), λ ∈ Gm, one has (σm − λ)(λ − τm) = O(γ2m) for
λ ∈ Gm. Hence by Lemma M.1 in [12]∫
Γm
(σm − λ)(χnm(λ)− χnm(τm))
s
√
(λ2m − λ)(λ− λ2m−1)
dλ
=2
∫
Gm
(σm − λ)(λ− τm)χ
n
m(λ)−χnm(τm)
λ−τm
+
√
(λ2m − λ)(λ− λ2m−1)
dλ
=
γ2m
m
`2m
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This together with (1.76) gives
σnm − τm =
γ2m
m
`2m
uniformly in n. Going through the arguments of the proof one sees that (1.71)
holds locally uniformly on W and uniformly on bounded subsets of L20.
1.8 Asymptotics of λn for real potentials
The aim of this section is to prove the following asymptotics of the periodic
eigenvalues of −d2x + q for q real valued.
Theorem 1.2. For any N ∈ Z≥0 and q ∈ HN0 ,
λ2n = mn + |〈q, e2piinx〉|+ 1
nN+1
`2n (1.78)
and
λ2n−1 = mn − |〈q, e2piinx〉|+ 1
nN+1
`2n (1.79)
uniformly on bounded subsets of HN0 . Here mn is the expression given by (10).
Remark 1.3. For N ≥ 1, the asymptotics (1.78)-(1.79) are due to Marchenko
[23], whereas for the uniformity statement we could not find any reference.
Proof. We again use the special solutions zN (x, ν) introduced in Section 1.3.
Following Marchenko we represent these special solutions for |ν| sufficiently
large by an exponential function , zN (x, ν) = exp
(
iνx+
∫ x
0
σ(t, ν)dt
)
, where
σ(t, ν) =
N∑
1
sk(t)
(2iν)k
+
σN (t, ν)
(2iν)N
(1.80)
and sk(t) are given as in Section 1.3. Recall that
zN (x, ν) = exp
(
iνx+
N∑
k=1
∫ x
0
sk(t)
(2iν)k
dt
)
+
rN (x, ν)
(2piiν)N+1
.
Hence for |ν| large,∫ x
0
σN (t, ν)
(2iν)N
dt = log
(
1 + exp
(
−iνx−
N∑
k=1
∫ x
0
sk(t)
(2iν)k
dt
)
· rN (x, ν)
(2piiν)N+1
)
.
Furthermore, as rN (0, ν) = 0 and r
′(0, ν) = 0 it follows that
σN (0, ν) = 0.
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As z′N (x, ν) = zN (x, ν)(iν + σ(x, ν)), the determinant of the solution matrix
YN (x, ν), given by
YN (x, ν) =
(
zN (x,−ν) zN (x, ν)
z′N (x,−ν) z′N (x, ν)
)
can be computed to be
detYN (x, ν) = zN (x,−ν)zN (x, ν) · w(x, ν)
where
w(x, ν) = 2iν + σ(x, ν)− σ(x,−ν). (1.81)
Note that detYN (0, ν) = w(0, ν). As the Wronskian is x- independent we get
zN (1,−ν)zN (1, ν) · w(1, ν) = w(0, ν)
or
zN (1,−ν)zN (1, ν) = w(0, ν)
w(1, ν)
. (1.82)
This identity allows to express zN (1,−ν) in terms of zN (1, ν),
zN (1,−ν) = w(0, ν)
w(1, ν)
1
zN (1, ν)
. (1.83)
Further note that the fundamental matrix is given by YN (x, ν)YN (0, ν)
−1. The
condition that ν2 be a periodic eigenvalue can be expressed by
χp(ν) = det
(
YN (1, ν)YN (0, ν)
−1 − Id2×2
)
= 0
whereas anti-periodic eigenvalues are characterised by
χap(ν) = det
(
YN (1, ν)YN (0, ν)
−1 + Id2×2
)
= 0.
The two cases are treated similary and so we concentrate on the first one.
Clearly, det
(
YN (1, ν)YN (0, ν)
−1 − Id2×2
)
= det(YN (1,0)−YN (0,ν))det(YN (0,ν)) and
det(YN (1, 0)− YN (0, ν))
= det
(
zN (1,−ν)− 1 zN (1, ν)− 1
z′N (1,−ν)− z′N (0,−ν) z′N (1, ν)− z′N (0, ν)
)
=
(
zN (1,−ν)− 1
)(
zN (1, ν)
(
iν + σ(1, ν)
)
− (iν + σ(0, ν))
)
−
(
zN (1, ν)− 1
)(
zN (1,−ν)(−iν + σ(1,−ν))− (−iν + σ(0,−ν))
)
=−
(
2iν + σ(1, ν)− σ(0,−ν)
)
zN (1, ν)
+
(
− 2iν + σ(1,−ν)− σ(0, ν)
)
zN (1,−ν)
+ zN (1,−ν)zN (1, ν)
(
2iν + σ(1, ν)− σ(1,−ν)
)
+ 2iν + σ(0, ν)− σ(0,−ν).
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Introduce G(ν) := 2iν + σ(1, ν) − σ(0,−ν). With zN (1,−ν)zN (1, ν) = w(0,ν)w(1,ν)
one then gets
det(YN (1, 0)− YN (0, ν)) =−G(ν)zN (1, ν) +G(−ν)zN (1,−ν)
+
w(0, ν)
w(1, ν)
· w(1, ν) + w(0, ν).
The equation χp(ν) = 0 is thus equivalent to
G(ν)zN (1, ν)− 2w(0, ν)−G(−ν)zN (1,−ν) = 0.
Dividing this equation by w(1, ν)zN (1,−ν) = w(0,ν)zN (1,ν) leads to the following
quadratic equation
G(ν)
w(0, ν)
zN (1, ν)
2 − 2zN (1, ν)− G(−ν)
w(1, ν)
= 0
or
zN (1, ν) =
w(0, ν)
G(ν)
± w(0, ν)
G(ν)
√
1 +
G(ν)G(−ν)
w(0, ν)w(1, ν)
. (1.84)
We now bring the right hand side of this identity into a more convenient form.
For this purpose introduce
D(ν) =
σ(1, ν)− σ(0, ν)
w(0, ν)
. (1.85)
Using that w(0, ν) = 2iν + σ(0, ν)− σ(0,−ν) we get
G(ν) = 2iν + σ(1, ν)− σ(0,−ν) = w(0, ν) + σ(1, ν)− σ(0, ν)
or
G(ν) = w(0, ν)(1 +D(ν)). (1.86)
As w(0,−ν) = −w(0, ν) by the definition of w(0, ν) one gets
G(ν)G(−ν)
w(0, ν)w(1, ν)
=
w(0, ν)(1 +D(ν))w(0,−ν)(1 +D(−ν))
w(0, ν)w(1, ν)
=− 1 +D(ν) +D(−ν) +D(ν)D(−ν)
1 + w(1,ν)−w(0,ν)w(0,ν)
.
As
w(1, ν)− w(0, ν) =2iν + σ(1, ν)− σ(1,−ν)− 2iν + σ(0, ν) + σ(0,−ν)
=w(0, ν)(D(ν) +D(−ν))
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we then get
G(ν)G(−ν)
w(0, ν)w(1, ν)
=− 1 +D(ν) +D(−ν) +D(ν)D(−ν)
1 +D(ν) +D(−ν)
=− 1− D(ν)D(−ν)
1 +D(ν) +D(−ν)
Substituting this identity as well as (1.86) into (1.84) yields
zN (1, ν) =
1
1 +D(ν)
(
1± i
√
D(ν)D(−ν)
1 +D(ν) +D(−ν)
)
. (1.87)
We have to take a closer look at D(ν). Recall that D(ν) = σ(1,ν)−σ(0,ν)w(0,ν) where
σ(x, ν) = iν +
N∑
1
sk(x)
(2iν)k
+
σN (x, ν)
(2iν)N
.
As the sk’s are 1-periodic and σN (0, ν) = 0 it follows that
σ(1, ν)− σ(0, ν) = σN (1, ν)
(2iν)N
.
Writing
w(0, ν) = 2iν + σ(0, ν)− σ(0,−ν) = 2iν
(
1 +
σ(0, ν)− σ(0,−ν)
2iν
)
then leads to
D(ν) =
σN (1, ν)
(2iν)N+1
(
1 +
σ(0, ν)− σ(0,−ν)
2iν
)−1
=
σN (1, ν)
(2iν)N+1
(
1 +O
(
σ(0, ν)− σ(0,−ν)
2iν
))
.
As σ(0, ν) =
∑N
1
sk(0)
(2iν)k
one has
σ(0,−ν)− σ(0, ν) =
N∑
k=1
sk(0)
(2iν)k
((−1)k − 1) = O
(
1
ν
)
and hence
D(ν) =
σN (1, ν)
(2iν)N+1
(
1 +O
(
1
ν2
))
. (1.88)
In view of this estimate for D(ν) we can take the logarithm of (1.87) for ν = νn
where νn =
+
√
λ2n or νn =
+
√
λ2n−1 with n even. (Recall that the periodic
eigenvalues of −d2x + q when considered on [0, 1] are given by λ0 < λ3 ≤ λ4 <
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λ7 ≤ λ8 < . . . .) Due to the asymptotics λ2n, λ2n−1 = n2pi2 + `2n it follows that
νn = npi +
1
n`
2
n. Taking the logarithm of
zN (1, νn) = exp
(
i(νn − npi) +
N∑
1
∫ 1
0
sk(t)
(2iνn)k
dt+
∫ 1
0
σN (t, νn)
(2iνn)N
dt
)
.
As n is even, the identity (1.87) together with Lemma 1.5 leads to
i(νn − npi)− i
∑
1≤2l+1≤N
(−1)la2l+1
(2νn)2l+1
+
∫ 1
0
σN (t, νn)
(2iνn)N
dt
=− log (1 +D(νn)) + log
(
1± i
√
D(νn)D(−νn)√
1 +D(νn) +D(−νn)
)
=− σN (1, νn)
(2iνn)N+1
+
1
2
σ(1, νn)
2
(2iνn)2N+2
+O
((
1
nN+3
))
± i
√
D(νn)D(−νn)√
1 +D(νn) +D(−νn)
+
1
2
D(νn)D(−νn)
1 +D(νn) +D(−νn) +O
((
D(νn)D(−νn)
1 +D(νn) +D(−νn)
)3/2)
.
By the estimate (1.88) and the expansion (1+x)−1/2 = 1−x/2+3x2/8+O(x3)
one gets
(1 +D(νn) +D(−νn))−1/2 =1− 1
2
1
(2iνn)N+1
(
σN (1, νn)
+ (−1)N+1σN (1,−νn)
)
+O
(
1
n2N+2
)
As
√
D(νn)D(−νn) = O
(
1
nN+1
)
it then follows that√
D(νn)D(−νn)√
1 +D(νn) +D(−νn)
=
√
D(νn)D(−νn)− 1
2
√
D(νn)D(−νn)
(2iνn)N+1
·
(
σN (1, νn) + (−1)N+1σN (1,−νn)
)
+O
(
1
nN+3
)
.
Combining the estimates above leads to
νn − npi −
∑
1≤2l+1≤N
(−1)la2l+1
(2νn)2l+1
− i
∫ 1
0
σN (t, νn)
(2iνn)N
dt
= i
σN (1, νn)
(2iνn)N+1
− i
2
σN (1, νn)
2
(2iνn)2N+2
±
(√
D(νn)D(−νn)
− 1
2
√
D(νn)D(−νn)
(2iνn)N+1
(
σN (1, νn) + (−1)N+1σN (1,−νn)
) )
− i
2
D(νn)D(−νn) +O
(
1
nN+3
)
. (1.89)
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We need now to consider σN (1, νn) and
∫ 1
0
σN (t, νn)dt. For this purpose intro-
duce the following notation
A := exp
iν − i ∑
1≤2l+1≤N
(−1)la2l+1
(2ν)2l+1

B := exp
(∫ 1
0
σN (t, ν)
(2iν)N
dt
)
.
By the definition of zN and σN ,
zN (1, ν) = A ·B = A+ rN (1, ν)
(2iν)N+1
.
Hence
B = 1 +A−1
rN (1, ν)
(2iν)N+1
and, by taking logarithm,∫ 1
0
σN (t, ν)
(2iν)N
dt = A−1
rN (1, ν)
(2iν)N+1
− 1
2
A−2
rN (1, ν)
2
(2iν)2N+2
+O
(
1
ν3N+3
)
. (1.90)
Furthermore, with zN (1, ν) = A ·B,
z′N (1, ν) =zN (1, ν)
(
iν +
N∑
1
sk(0)
(2iν)k
+
σN (1, ν)
(2iν)N
)
=A
(
iν +
N∑
1
sk(0)
(2iν)k
)
+
r′N (1, ν)
(2iν)N+1
or, as zN (1, ν)−A = rN (1, ν)/(2iν)N+1,
zN (1, ν)
σN (1, ν)
(2iν)N
= − rN (1, ν)
(2iν)N+1
(
iν +
N∑
1
sk(0)
(2iν)k
)
+
r′N (1, ν)
(2iν)N+1
.
It leads to the formula
zN (1, ν)σN (1, ν) = −rN (1, ν)
2
− rN (1, ν)
2iν
N∑
1
sk(0)
(2iν)k
+
r′N (1, ν)
2iν
. (1.91)
Recall that by Proposition 1.2 (keep in mind that n is even)
rN (1,±νn) = aN+1 − (±2inpi)N 〈q, e∓2inpix〉 ± 1
2inpi
aN+2 +
1
n
`2n
and
r′N (1,±νn) = ±inpiaN+1 ± inpi(±2inpi)N 〈q, e∓2inpix〉+
aN+2
2
+
1
n
`2n.
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Using that a1 = 0 and νn − npi = 1n`2n it follows that
zN (1, νn) = exp
i(νn − npi) + ∑
1≤2l+1≤N
a2l+1
(2iνn)2l+1
 = 1 + 1
n
`2n.
Hence
zN (1,±νn)σN (1,±νn) =− aN+1
2
+
(±2inpi)N
2
〈q, e∓2inpix〉 ∓ 1
2inpi
aN+2
2
+
1
n
`2n
+
aN+1
2
+
(±2inpi)N
2
〈q, e∓2inpix〉 ± 1
2inpi
aN+2
2
+
1
n
`2n
and thus
zN (1,±νn)σN (1,±νn) = (±2inpi)N 〈q, e∓2inpix〉+ 1
n
`2n. (1.92)
As zN (1,±νn) = 1 +O
(
1
n
)
σN (1,±νn)
(±2iνn)N+1 =
1
±2inpi 〈q, e
∓2piinx〉+ 1
nN+2
`2n. (1.93)
Hence also
σN (1,±νn)2
(±2iνn)2N+2 =
1
n2N+2
`2n
and √
D(νn)D(−νn)
(2iνn)N+1
(
σN (1, νn) + (−1)N+1σN (1,−νn)
)
=
1
n2N+2
`2n
as well as
D(νn)D(−νn) = σN (1, νn)σN (1,−νn)
(2νn)2N+2
(
1 +O
(
1
n2
))
=
1
n2N+2
`2n.
In view of all this and (1.90), (1.89) reads
νn =npi +
∑
1≤2l+1≤N
(−1)la2l+1
(2νn)2l+1
+ iA−1
rN (1, νn)
(2iνn)N+1
− i
2
A−2
rN (1, νn)
2
(2iνn)2N+2
+
1
2npi
∫ 1
0
q(x)e2piinxdx
+
√
D(νn)D(−νn)) + 1
nN+2
`2n.
But
A−1 = 1 +O
(
1
n2
)
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hence
iA−1
rN (1, νn)
(2iνn)N+1
= i
aN+1
(2iνn)N+1
−
∫ 1
0
q(x)e2piinx
2npi
dx+ i
aN+2
(2iνn)N+2
and using that aN+1 = 0 in the case N = 0 we get for any N ≥ 0 that
A−2
rN (1, νn)
(2iνn)2N+2
= O
(
1
nN+3
)
.
We then get in view of Lemma 1.5
νn =npi +
∑
1≤2l+1≤N+2
(−1)la2l+1
(2νn)2l+1
±
√
D(νn)D(−νn)) + 1
nN+2
`2n.
Note that the periodic spectrum of −d2x+q is real and hence +
√
λ2n,
+
√
λ2n−1
are real for n sufficiently large. It then follows from Lemma 1.11 below that
+
√
D(νn)D(−νn) = |D(νn)|
But by (1.88), D(νn) =
σN (1,νn)
(2inpi)N+1
+O
(
1
nN+3
)
and by (1.93)
σN (1, νn)
(2inpi)N+1
=
1
2inpi
∫ 1
0
q(x)e2inpixdx+
1
nN+2
`2n.
Hence, for q real we have by Cauchy’s inequality∣∣∣∣| σN (1, νn)(2inpi)N+1 | − 12npi |
∫ 1
0
q(x)e2piinxdx|
∣∣∣∣
≤
∣∣∣∣ σN (1, νn)(2inpi)N+1 − 12inpi
∫ 1
0
q(x)e2piinxdx
∣∣∣∣ = 1nN+2 `2n.
We therefore have established that
νn =npi +
∑
1≤2l+1≤N+2
(−1)la2l+1
(2νn)2l+1
±
∣∣∣∣ 12npi
∫ 1
0
q(x)e2piinxdx
∣∣∣∣+ 1nN+2 `2n.
Arguing as for the asymptotics of the Dirichlet eigenvalues one gets
νn =npi +
∑
1≤2l+1≤N+2
(−1)lb2l+1
(2npi)2l+1
±
∣∣∣∣ 12npi
∫ 1
0
q(x)e2piinxdx
∣∣∣∣+ 1nN+2 `2n.
Then for q ∈ HN0
ν2n = mn ±
∣∣∣∣∫ 1
0
q(x)e2piinxdx
∣∣∣∣+ 1nN+1 `2n
where mn is given by (10). Going through the arguments of the proof one
concludes that the error term has the claimed uniformity property. Finally
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we need to determine the signs ± in the asymptotics of λ2n and λ2n−1. It is
convenient to introduce λ+n = λ2n, λ
−
n = λ2n−1. Choose 
±
n ∈ {−1, 1} so that
λ±n = mn + 
±
n
∣∣∣∣∫ 1
0
q(x)e2piinxdx
∣∣∣∣+ 1nN+1 `2n.
We note that ±n are not uniquely determined and that as λ
−
n ≤ λ+n , we may
choose ±n so that 
−
n ≤ +n . We claim that ±n can be chosen in such a way that
+n = 1 and 
−
n = −1 for any n ≥ 1. Indeed, let J = {n ≥ 1| +n = −n }. If J is
finite we can change +n , 
−
n as claimed without changing the asymptotics. If J is
infinite, then the n’s in J form a subsequence (nk)k≥1 in N such that +nk = 
−
nk
for any k ≥ 1. As
τnk =
λ+nk + λ
−
nk
2
= mnk + 
+
nk
∣∣∣∣∫ 1
0
q(x)e2piinkxdx
∣∣∣∣+ 1nN+1k `2k
it then follows from the asymptotics of the τn’s that∣∣∣∣∫ 1
0
q(x)e2piinkxdx
∣∣∣∣
k≥1
=
1
nN+1k
`2k
and hence we can again change the ±nk so that now 
±
nk
= ±1. This proves the
claimed asymptotics.
Lemma 1.11. For any ν ∈ R and any q ∈ L20 (in particular q real valued)
(i) zN (x,−ν) = zN (x, ν) ∀x ∈ R.
(ii) σ(x,−ν) = σ(x, ν) ∀x ∈ R
(iii) D(−ν) = D(ν).
Proof. (i) It is easy to check that z(x,−ν) and z(x, ν) both satisfy the equation
−y′′ + qy = ν2y. (1.94)
Further recall that
z(0,−ν) = 1 = z(0, ν)
and
z′(0,−ν) = −iν +
N∑
1
sk(0)
(−2iν)k = iν +
N∑
1
sk(0)
(2iν)k
= z′(0, ν)
By the uniqueness of solutions of (1.94) with given initial values it then follows
that
z(x,−ν) = z(x, ν) ∀x ∈ R,∀ν ∈ R.
(ii) By (1.16)-(1.18) one sees that sk(x) is real for any x ∈ R and any 1 ≤ k ≤ N.
Hence by (i) and the definition (1.80) of σ(t, ν) it follows that
σ(t,−ν) = σ(t, ν).
(iii) In view of the definition of D(ν) ((1.85), (1.81)), the claimed identity follows
from (ii).
Chapter 2
Asymptotics of the Birkhoff
map I
In this chapter we proof Theorem 0.4. First recall the construction of the
Birkhoff coordinates, presented in detail in [12]. It is based on action and
angle variables defined as follows. On a neighbourhood W of L20 in L
2
0,C action
variables are defined by the formula
In =
1
pi
∫
Γn
λ
∆˙(λ)
c
√
∆2(λ)− 4dλ (n ≥ 1), (2.1)
where ∆(λ) is the discriminant, ∆˙(λ) = ∂λ∆(λ) and Γn is a contour around the
interval Gn := {tλ2n−1 + (1− t)λ2n| 0 ≤ t ≤ 1} in the isolating neighbourhood
Un of Gn. Angles conjugate to these actions are defined in terms of the entire
functions (ψn)n≥1, introduced in Section 1.7 – see (1.69)-(1.70). For q ∈W \Zn
with Zn = {q ∈W | γn(q) = 0} the n’th angle variable is given by
θn(q) = βn,n(q) + βn(q) and βn(q) =
∑
k 6=n
βn,k(q)
where
βn,n(q) =
∫ µ∗n
λ2n−1
ψn(λ)√
∆(λ)2 − 4dλ mod2pi,
and, for k 6= n,
βn,k(q) =
∫ µ∗k
λ2k−1
ψn(λ)√
∆(λ)2 − 4dλ.
Here µ∗n is the point (µn,
∗
√
∆2(µn)− 4) on the affine curve Σq,
Σq =
{
(λ, z) ∈ C2|z2 = ∆2(λ)− 4} ,
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with µn = µn(q) denoting the n’th Dirichlet eigenvalue of −d2x + q and
∗
√
∆2(µn)− 4 denoting the square root of ∆2(µn)− 4 given by
∗
√
∆2(µn)− 4 = y1(1, µn)− y′2(1, µn).
The integral in the formula for βn,k is a straight line integral from (λ2n−1, 0) to
µ∗n in Σq. In Lemma 8.2 and Lemma 8.3 of [12], it is shown that βn,k (k 6= n) is
a well defined analytic function on W . In Theorem 8.5 of [12], it is shown that
βn =
∑
k 6=0 βn,k is absolutely summable on W . The ±n’th complex Birkhoff
coordinate is then given on W \ Zn by
z±n =
√
2Ine
∓iθn =
√
2Ine
∓i(βn,n+βn), n ∈ Z≥1.
In [12] it is shown that after shrinking W if necessary, the complex coordinates
z±n can be analytically extended for any n ∈ Z≥1 to W .
In Section 2.1 we derive asymptotics of the actions In, n ∈ Z≥1 and eiβn , n ∈ Z≥1
as n tends to infinity. In Section 2.2 we derive asymptotics for z±n := γne
±iβn,n .
Finally in Section 2.3 we prove Theorem 0.4.
2.1 Asymptotics of actions and angles
In this section we improve on estimates of the actions and angles obtained in
[12], Section 7 respectively Section 8. Let us begin with asymptotics of the
actions (2.1). First we need to derive improved estimates of the quotient In/γ
2
n,
given in [12], Theorem 7.3.
Proposition 2.1. Locally uniformly on W , the quotient In/γ
2
n satisfies
8pin
In
γ2n
= 1 +
1
n
`2n. (2.2)
Moreover
ξn =
+
√
8In/γ2n =
1√
pin
(1 +
1
n
`2n) (2.3)
is well-defined as a real analytic, non-vanishing function on W. In particular,
at q = 0, we have ξn =
1√
pin
for all n ≥ 1. On L20, (2.3) holds uniformly on
bounded subsets of L20.
Proof. We refer to [12], Section 7, for all notions, notations (and results) not
explained here. In view of Theorem 7.3 in [12] it only remains to be shown the
improved asymptotics (2.2). Recall the product expansions
∆2(λ)− 4 = 4(λ0 − λ)
∏
n≥1
(λ2n − λ)(λ2n−1 − λ)
pi4n
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and
∆˙(λ) = −
∏
n≥1
λ˙n − λ
pi2n
.
For λ on Γn write
∆˙(λ)
c
√
∆2(λ)− 4 =
1
2pin
λ− λ˙n
s
√
(λ2n − λ)(λ− λ2n−1)
χn(λ) (2.4)
where for λ ∈ Un,
χn(λ) = (−1)n−1 npi+√λ− λ0
∏
m6=n
λ˙m − λ
+
√
(λ2m − λ)(λ2m−1 − λ)
, (2.5)
and where the canonical root c
√
∆2(λ)− 4 has been introduced earlier. (For
questions of signs, see Section 6 in [12].) Note that for λ ∈ Un,
npi
+
√
λ− λ0
= 1 +
1
n
`2n. (2.6)
Furthermore, by Proposition 1.4, the roots λ˙n of ∆˙ satisfy λ˙n = τn +
γ2n
n `
2
n and
hence, by Proposition 1.1, one has for λ ∈ Un,
∏
m 6=n
λ˙m − λ
+
√
(λ2m − λ)(λ2m−1 − λ)
2 = ∏
m6=n
λ˙m − λ
λ2m − λ
∏
m 6=n
λ˙m − λ
λ2m−1 − λ
= 1 +
1
n
`2n
or
(−1)n−1
∏
m 6=n
λ˙m − λ
+
√
(λ2m − λ)(λ2m−1 − λ)
= 1 +
1
n
`2n. (2.7)
Combining (2.6) and (2.7) leads to the estimate
χn(λ) = 1 +
1
n
`2n (2.8)
uniformly for λ ∈ Un. Introduce
Zn = {q ∈W | λ2n(q) = λ2n−1(q)}.
Arguing as in Section 7 of [12] one gets for q in W \ Zn
In =
1
pi
∫
Γn
(λ− λ˙n) ∆˙(λ)
c
√
∆2(λ)− 4dλ
=
1
2pi2n
∫
Γn
(λ− λ˙n)2
s
√
(λ2n − λ)(λ− λ2n−1)
χn(λ)dλ.
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Substituting λ = τn + ζγn/2 and setting δn = 2(λ˙n − τn)/γn yields
In =
γ2n
8pi2n
∫
Γ′n
(ζ − δn)2χn(τn + ζ γn
2
)
dζ
s
√
1− ζ2
where Γ′n is some circuit in C around [−1, 1]. Thus on W \ Zn,
8pin
In
γ2n
=
1
pi
∫
Γ′n
(ζ − δn)2χn
(
τn + ζ
γn
2
) dζ
s
√
1− ζ2
=
1
pi
∫
Γ′n
(ζ − δn)2χn(τn) dζ
s
√
1− ζ2
+
1
pi
∫
Γ′n
(ζ − δn)2
(
χn
(
τn + ζ
γn
2
)
− χn(τn)
) dζ
s
√
1− ζ2 .
By Proposition 1.4, δn is well defined on all of W , hence so is the r.h.s. of the
latter identity. As
(ζ − δn)2 = ζ2 + γn
n
`2n
Lemma M.1 in [12] and (2.8) then imply that
1
pi
∫
Γ′n
(ζ − δn)2χn(τn) dζ
s
√
1− ζ2 =
1
pi
∫
Γ′n
ζ2dζ
s
√
1− ζ2 +
1
n
`2n
= 1 +
1
n
`2n.
By the Taylor expansion of order 0 of χn at λ = τn, Cauchy’s estimate, and
(2.8) to bound χ˙n(λ), one gets
1
pi
∫
Γ′n
(ζ − δn)2
(
χn(τn + ζ
γn
2
)− χn(τn)
) dζ
s
√
1− ζ2 =
1
n
`2n.
Altogether,
8pinIn/γ
2
n = 1 +
1
n
`2n
and thus
ξn =
1√
pin
(1 +
1
n
`2n).
Going through the arguments of the proof one sees that the estimate (2.3) holds
locally uniformly on W and uniformly on bounded subsets of L20.
Proposition 2.1 leads to the following asymptotics of the action variables.
Proposition 2.2. Locally uniformly on W ∩HN0,C
2In =
1
pin
(
qˆnqˆ−n +
1
n2N+1
`1n
)
. (2.9)
On HN0 , the error in (2.9) is uniformly bounded on bounded subsets of H
N
0 .
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Proof. By Theorem 1.1 one has
γ2n = 4qˆnqˆ−n +
1
n2N+1
`1n.
Combined with the asymptotics (2.2) we then get,
2In =
1
4npi
γ2n
(
1 +
1
n
`2n
)
=
1
pin
(1 +
1
n
`2n)
(
qˆnqˆ−n +
1
n2N+1
`1n
)
or
2In =
1
pin
(
qˆnqˆ−n +
1
n2N+1
`1n
)
.
Going through the arguments of the proof one sees that (2.9) holds locally
uniformly on W ∩HN0,C and uniformly on bounded subsets of HN0 .
Next we improve on the estimates of the angle variables obtained in [12], Section
8. To this end we use the improved estimate of the zeros (σnm)m 6=n of the entire
function ψn,
σnm = τm +
γ2m
m
`2m
of Proposition 1.5. Recall that Zn = {q ∈W | γn(q) = 0} where W is the neigh-
bourhood of L20 in L
2
0,C of Theorem 0.3. For q ∈ W \ Zn denote, as in [12], by
θn(q) the n’th angle variable
θn(q) = βn,n(q) + βn(q) and βn(q) =
∑
k 6=n
βn,k(q)
where
βn,n(q) =
∫ µ∗n
λ2n−1
ψn(λ)√
∆(λ)2 − 4dλ mod2pi, (2.10)
and, for k 6= n,
βn,k(q) =
∫ µ∗k
λ2k−1
ψn(λ)√
∆(λ)2 − 4dλ. (2.11)
Here µ∗n is the point (µn,
∗
√
∆2(µn)− 4) on the affine curve Σq,
Σq =
{
(λ, z) ∈ C2|z2 = ∆2(λ)− 4} , (2.12)
with µn = µn(q) denoting the n’th Dirichlet eigenvalue of −d2x + q and
∗
√
∆2(µn)− 4 denoting the square root of ∆2(µn)− 4 given by
∗
√
∆2(µn)− 4 = y1(1, µn)− y′2(1, µn). (2.13)
The integral in (2.10) is a straight line integral from (λ2n−1, 0) to µ∗n in Σq and
the one in (2.11) is defined similarly. See Section 6 in [12] for more explanations
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concerning the notation. Let us begin by analyzing βn,k in more detail. In
Lemma 8.2 and Lemma 8.3 of [12], it is shown that βn,k (k 6= n) is a well defined
analytic function on W . In Theorem 8.5 of [12], it is shown that βn =
∑
k 6=0 βn,k
is absolutely summable on W and with the help of Lemma 8.4 in [12] one proves
that the following estimate holds.
Lemma 2.1. Locally uniformly on W ,
βn = O
(
1
n
)
. (2.14)
On L20, (2.14) holds uniformly on bounded subsets of L
2
0.
Next let us consider βn,n in more detail. Recall that βn,n is defined on W \ Zn
mod 2pi and is analytic on W \ Zn mod pi. Similarly as in (2.4), we write for λ
near Gn
ψn(λ)
c
√
∆(λ)2 − 4 =
ζn(λ)
s
√
(λ2n − λ)(λ− λ2n−1)
(2.15)
where
ζn(λ) = (−1)n−1 pin+√λ− λ0
∏
m 6=n
σnm − λ
+
√
(λ2m − λ) (λ2m−1 − λ)
. (2.16)
The following results improve on the asymptotic estimates of Lemma 9.2 in [12].
Lemma 2.2. (i) Uniformly for λ ∈ Un
ζn(λ) = 1 +
1
n
`2n.
(ii) Uniformly for µ ∈ Gn
ζn(µ) = 1 +
γn
n
`2n.
(iii) The error estimates in (i) and (ii) hold locally uniformly on W and are
uniformly bounded on bounded subsets of L20.
Proof. (i) Note that by Proposition 1.1
(−1)n−1
∏
m 6=n
σnm − λ
+
√
(λ2m − λ) (λ2m−1 − λ)
= 1 +
1
n
`2n (2.17)
uniformly for λ ∈ Un. With
λ− λ0 = n2pi2
(
1 +
λ− n2pi2 − λ0
n2pi2
)
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one gets
+
√
λ− λ0
npi
=
+
√
1 +
λ− n2pi2 − λ0
n2pi2
= 1 +O
(
1
n2
)
. (2.18)
Together, (2.17) and (2.18) yield
ζn(λ) = 1 +
1
n
`2n (2.19)
uniformly for λ ∈ Un.
(ii) Assume that γn 6= 0. By the normalisation of the ψn-function,∫ λ2n
λ2n−1
ψn(λ)
c
√
∆(λ)2 − 4dλ = pi
for the line integral from λ2n−1 to λ2n obtained by deforming Γn to the interval
[λ2n−1, λ2n]. By (2.15) one then gets for any µ ∈ Un
pi =
∫ λ2n
λ2n−1
ζn(λ)
s
√
(λ2n − λ)(λ− λ2n−1)
dλ
=
∫ λ2n
λ2n−1
ζn(µ)
s
√
(λ2n − λ)(λ− λ2n−1)
dλ+
∫ λ2n
λ2n−1
ζn(λ)− ζn(µ)
s
√
(λ2n − λ)(λ− λ2n−1)
dλ.
By a straightforward computation,∫ λ2n
λ2n−1
dλ
s
√
(λ2n − λ)(λ− λ2n−1)
= pi. (2.20)
Combined with Lemma M.1 in [12], we then obtain
|ζn(µ)− 1| = 1
pi
∣∣∣∣∣
∫ λ2n
λ2n−1
ζn(λ)− ζn(µ)
s
√
(λ2n − λ)(λ− λ2n−1)
dλ
∣∣∣∣∣
≤ max
λ∈Gn
|ζn(λ)− ζn(µ)|. (2.21)
This bound holds no matter if γn 6= 0 or not. Recall that ζn(λ) is analytic for
λ in Un. Hence one concludes from (2.19) and Cauchy’s estimate that
ζ˙n(µ) =
1
n
`2n
uniformly for µ ∈ Un and thus by the mean value theorem, for q ∈ W and
µ ∈ Gn,
max
λ∈Gn
|ζn(λ)− ζn(µ)| ≤ |γn|
n
`2n
uniformly for µ ∈ Gn as claimed. This combined with (2.21) shows (ii).
(iii) Going through the arguments of the proofs of (i) and (ii) one sees that
the estimates hold locally uniformly on W and uniformly on bounded subsets
of L20.
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Instead of describing the improved asymptotics of βn,n, we directly study
the asymptotics of z±n , defined on W \ Zn by
z±n = γne
±iβn,n . (2.22)
This is the topic of the following section.
2.2 Asymptotics of z±n
The purpose of this section is to prove sharp asymptotic estimates of z±n . First
note that it was shown in [12] that z±n , given by (2.22), analytically extend to
all of W – see formula (9.4) in [12].
Proposition 2.3. For N ∈ Z≥0, let WN ⊆ W ∩HN0,C be the neighbourhood of
HN0 given in Theorem 0.8. For any q ∈WN ,
z±n = 2qˆ∓n +
1
nN+1
`2n
locally uniformly on W ∩ HN0,C. On HN0 , the error is uniformly bounded on
bounded subsets of HN0 .
First we need to make some preparations. Assume that q ∈W \ Zn. Then
z±n = γn exp
(
±i
∫ µ∗n
λ2n−1
ψn(λ)√
∆(λ)2 − 4dλ
)
. (2.23)
If µn = λ2n−1, then z±n = γn whereas if µn = λ2n, then z
±
n = −γn by the
normalization of ψn. By Lemma 9.1 in [12], z
±
n are analytic functions on W \Zn.
In the case where µn /∈ {λ2n, λ2n−1}, we choose as path of integration the
interval [λ2n−1, µn] in C and obtain the following formula
z±n = γn exp
(
±i
∫ µn
λ2n−1
ψn(λ)
∗
√
∆(λ)2 − 4dλ
)
(2.24)
where for λ in [λ2n−1, µn], ∗
√
∆(λ)2 − 4 is defined to be the continuous function
on [λ2n−1, λ2n] with sign determined by
∗
√
∆(λ)2 − 4|λ=µn = ∗
√
∆(µn)2 − 4.
As, by assumption, µn /∈ {λ2n, λ2n−1}, the root ∗
√
∆(λ)2 − 4 is well-defined. In
analogy with formula (2.15) define
∗
√
(λ2n − λ)(λ− λ2n−1) := ∗
√
∆(λ)2 − 4 · ζn(λ)
ψn(λ)
, λ ∈ [λ2n−1, µn]. (2.25)
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As ∗
√
∆(µn)2 − 4 = y1(1, µn) − y′2(1, µn) is defined on all of W and analytic
there, ∗
√
(λ2n − µn)(µn − λ2n−1) analytically extends to W as well and
z±n = γn exp
(
±i
∫ µn
λ2n−1
ζn(λ)
∗
√
(λ2n − λ)(λ− λ2n−1)
dλ
)
. (2.26)
To obtain the claimed estimates for z±n , we write z
±
n as a product
z+n = u
+
n v
+
n and z
−
n = u
−
n v
−
n (2.27)
where
u±n = γn exp
(
±i
∫ µn
λ2n−1
1
∗
√
(λ2n − λ)(λ− λ2n−1)
dλ
)
(2.28)
and
v±n = exp
(
±i
∫ µn
λ2n−1
ζn(λ)− 1
∗
√
(λ2n − λ)(λ− λ2n−1)
dλ
)
(2.29)
Arguing as in the proof of Lemma 9.1 in [12] one concludes that u±n are analytic
on W \ Zn. Together with the analyticity of z±n on W \ Zn it then follows that
v±n are analytic on W \Zn as well. For q ∈W \Zn with µn = λ2n−1, one easily
sees that
u±n = γn and v
±
n = 1. (2.30)
A straightforward computation shows that for q ∈W \ Zn with µn = λ2n
u±n = −γn v±n = 1. (2.31)
We will see that both, u±n and v
±
n , continuously extend to all of W and that
they admit asymptotics for n→∞ which allow to prove the asymptotics of z±n ,
claimed in Proposition 2.3. The quantities u±n and v
±
n will be studied separately.
Let us begin with the u±n ’s. To this end introduce for any q in W ,
∆n(λ) = 4
λ− λ0
pi2n
∏
m 6=n
λ2m − λ
pi2m
∏
m 6=n
λ2m−1 − λ
pi2m
 . (2.32)
Hence for λ in Un, the principal branch of the square root
+
√
∆n(λ) is well-
defined. Furthermore recall that in Section 4, we have introduced for any n ≥ 1
and q ∈W
κn(q) = log (−1)ny′2(1, µn) (2.33)
where µn = µn(q) is the n’th Dirichlet eigenvalue. Here log denotes the principal
branch of the logarithm.
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Proposition 2.4. For any n ≥ 1 and q ∈W \ Zn
u±n = 2(τn − µn)± i
2pin
+
√
∆n(µn)
2 sinhκn. (2.34)
In particular, for any n ≥ 1, u±n extend analytically to all of W . For q ∈ Zn,
u±n = 2(τn − µn)± 2i ∗
√
−(τn − µn)2. (2.35)
Remark 2.1. In Appendix A, Proposition 2.4 is used to derive the formula for
the differential of the Birkhoff map at q = 0 by a short calculation.
Proof of Proposition 2.4. By the definition (2.33) of κn,
2 sinhκn = (−1)ny′2(1, µn)− ((−1)ny′2(1, µn))−1 = (−1)n−1 ∗
√
∆(µn)2 − 4.
Recall that by (1.66),
∆2(λ)− 4 = (λ2n − λ)(λ− λ2n−1)
pi2n
∆n(λ). (2.36)
By the definition (2.16) of ζn(λ) and the definition (2.10) of ψn one sees that
for q real , ζn(µn) > 0 and (−1)n−1ψn(µn) > 0. Hence by the definition (2.25)
of the root ∗
√
(λ2n − λ)(λ− λ2n−1) it follows that for q real
(−1)n−1 ∗
√
∆(µn)2 − 4 = +
√
∆n(µn)
∗
√
(λ2n − µn)(µn − λ2n−1)
pin
.
As both sides of the last identity are analytic on W it holds for any q ∈ W .
Hence it is to prove that
u±n = 2(τn − µn)± 2i ∗
√
(λ2n − µn)(µn − λ2n−1). (2.37)
In the case where µn = λ2n−1, one obtains from (2.30) that the left and right
hand side of (2.37) are equal to γn. If µn = λ2n, by (2.31), both sides of (2.37)
equal −γn. It remains to verify (2.37) for q ∈ W \ Zn with µn /∈ {λ2n, λ2n−1}.
Without loss of generality we may assume that |µn−λ2n−1| ≤ |µn−λ2n|. Oth-
erwise, we exchange the role of λ2n−1 and λ2n and note that this will not change
the value of u±n . Denote by Vn ⊆ Un a (small) open neighbourhood of (λ2n−1, µn]
which does not contain λ2n−1 nor λ2n. There, the root ∗
√
(λ2n − µ)(µ− λ2n−1),
defined on [λ2n−1, µn], continuously extends to Vn ∪ {λ2n−1}. We again denote
it by ∗
√
(λ2n − µ)(µ− λ2n−1). Furthermore, for µ ∈ Vn, introduce
f±n (µ) = γn exp
(
±i
∫ µ
λ2n−1
dλ
∗
√
(λ2n − λ)(λ− λ2n−1)
)
(2.38)
and
g±n (µ) = 2(τn − µ)± 2i ∗
√
(λ2n − µ)(µ− λ2n−1). (2.39)
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Then
lim
µ→λ2n−1
f±n (µ) = γn = lim
µ→λ2n−1
g±n (µ),
∂µf
±
n (µ) = ±f±n (µ)
i
∗
√
(λ2n − µ)(µ− λ2n−1)
and
∂µg
±
n (µ) = ±g±n (µ)
i
∗
√
(λ2n − µ)(µ− λ2n−1)
.
Hence f+n and g
+
n satisfy the same 1st order differential equation and have the
same value at µ = λ2n−1. Hence
f+n (µ) = g
+
n (µ) ∀µ ∈ Vn. (2.40)
In particular f+n (µn) = g
+
n (µn). Similarly one has f
−
n (µn) = g
−
n (µn) and the
identity (2.37) is proved.
Note that the right hand side of (2.34) is defined on all of W . By the
analyticity of yj(1, λ, q) (j = 1, 2) on C×W , the analyticity of τn, µn, κn on W ,
and the analyticity of ∆n(λ, q) on Un ×W , it then follows that the right hand
side of (2.34) is analytic on W . Formula (2.35) is obtained from (2.37).
As an application of Proposition 2.4 and the asymptotics of Section 3 and
Section 4 we obtain
Corollary 2.1. For q in WN with WN ⊆W ∩HN0,C given as in Corollary 1.3,
u±n = 2〈q, cos 2pinx〉 ± 2i〈q, sin 2pinx〉+
1
nN+1
`2n
locally uniformly on WN . On H
N
0 , the error is uniformly bounded on bounded
subsets of HN0 .
Proof of Corollary 2.1. By Proposition 2.4, for q ∈W ,
u±n = 2(τn − µn)± i
2pin
+
√
∆n(µn)
2 sinhκn.
By Theorem 0.5, for q in W ∩HN0,C,
κn =
1
2pin
(
〈q, sin 2pinx〉+ 1
nN+1
`2n
)
and the Taylor expansion of sinh z at z = 0 then yields
sinhκn =
1
2pin
(
〈q, sin 2pinx〉+ 1
nN+1
`2n
)
.
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According to Corollary 1.1, ∆n(λ) = 1 +
1
n`
2
n and hence(
+
√
∆n(λ)
)−1
= 1 +
1
n
`2n
uniformly for λ ∈ Un. Furthermore, by Corollary 1.3, for q ∈WN ,
2(τn − µn) = 2〈q, cos 2pinx〉+ 1
nN+1
`2n.
Altogether we get for q in WN
u±n =2〈q, cos 2pinx〉+
1
nN+1
`2n ± 2i
(
1 +
1
n
`2n
)(
〈q, sin 2pinx〉+ 1
nN+1
`2n
)
=2〈q, cos 2pinx〉 ± 2i〈q, sin 2pinx〉+ 1
nN+1
`2n
as claimed. Going through the arguments of the proof one sees that the estimate
holds locally uniformly on WN and uniformly on bounded subsets of H
N
0 .
It remains to analyze the asymptotics for v±n . We need the following auxiliary
result.
Lemma 2.3. For q in W \ Zn with |µn − λ2n−1| ≤ |µn − λ2n|∣∣∣∣∣
∫ µn
λ2n−1
ζn(λ)− ζn(λ2n−1)
∗
√
(λ2n − λ)(λ− λ2n−1)
dλ
∣∣∣∣∣ ≤ (|µn − τn|+ |γn|) supλ∈[λ2n−1,µn] |ζ˙n(λ)|
(2.41)
and∣∣∣∣∣
∫ µn
λ2n−1
ζn(λ2n−1)− 1
∗
√
(λ2n − λ)(λ− λ2n−1)
dλ
∣∣∣∣∣ ≤ 3 (|µn − τn|+ |γn|) supλ∈Gn |ζn(λ)− 1||γn|
(2.42)
If |µn − λ2n−1| ≥ |µn − λ2n|, (2.41) and (2.42) hold if the roles of λ2n−1 and
λ2n are interchanged.
Proof of Lemma 2.3. First, assume that q ∈W \ Zn and
|µn − λ2n−1| ≤ |µn − λ2n|. (2.43)
This implies that µn 6= λ2n. If µn = λ2n−1 then (2.41) and (2.42) hold as
their left-hand sides vanish. Now assume that µn 6= λ2n−1. By the mean value
theorem
ζn(λ) = fn(λ)(λ− λ2n−1) + ζn(λ2n−1) (2.44)
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where for λ in Un
fn(λ) =
∫ 1
0
ζ˙n (λ2n−1 + s(λ− λ2n−1)) ds.
Hence
sup
λ∈[λ2n−1,µn]
|fn(λ)| ≤ sup
λ∈[λ2n−1,µn]
∣∣∣ζ˙n(λ)∣∣∣ . (2.45)
(Here we assume (without loss of generality) that Un is convex.) It follows from
(2.44) that, with λ(t) = λ2n−1 + t(µn − λ2n−1),∣∣∣∣∣
∫ µn
λ2n−1
ζn(λ)− ζn(λ2n−1)
∗
√
(λ2n − λ)(λ− λ2n−1)
dλ
∣∣∣∣∣ =
∣∣∣∣∣
∫ 1
0
fn(λ)
√
λ− λ2n−1√
λ2n − λ
(µn − λ2n−1)dt
∣∣∣∣∣ .
In view of (2.43), |λ(t)− λ2n−1| ≤ |λ(t)− λ2n| for any 0 ≤ t ≤ 1 and thus∣∣∣∣∣
∫ 1
0
fn(λ)
√
λ− λ2n−1√
λ2n − λ
(µn − λ2n−1)dt
∣∣∣∣∣
≤|µn − λ2n−1| sup
λ∈[λ2n−1,µn]
|fn(λ)|.
As |µn − λ2n−1| ≤ |µn − τn| + |γn|/2, the claimed estimate (2.41) then follows
from (2.45). Next consider the term
(ζn(λ2n−1)− 1)
∫ µn
λ2n−1
dλ
∗
√
(λ2n − λ)(λ− λ2n−1)
.
To estimate the integral, let λ(t) = λ2n−1 + t(µn − λ2n−1) to get∣∣∣∣∣
∫ µn
λ2n−1
dλ
∗
√
(λ2n − λ)(λ− λ2n−1)
∣∣∣∣∣ =
∣∣∣∣∣
∫ 1
0
√
µn − λ2n−1√
λ2n − λ
dt√
t
∣∣∣∣∣
≤
√
2
2|µn − λ2n−1| 12
|γn| 12
(2.46)
where we used again that by (2.43), |λ2n−λ(t)| ≥ |γn/2| for 0 ≤ t ≤ 1. In view
of Lemma 2.2 (ii) and as
2|µn − λ2n−1| 12 |γn| 12 ≤ |µn − λ2n−1|+ |γn| ≤ |µn − τn|+ 3
2
|γn|
the claimed estimate (2.42) follows. The case when |µn − λ2n−1| ≥ |µn − λ2n|
is treated in a similar way.
Corollary 2.2. For any n ≥ 1, v+n and v−n continuously extend to all of W .
These extensions are again denoted by v±n . For q ∈ Zn with µn 6= τn
v±n = exp
(
±i
∫ µn
τn
ζn(λ)− ζn(τn)
∗
√−(τn − λ)2 dλ
)
(2.47)
whereas for q ∈ Zn with µn = τn, v±n = 1.
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Proof of Corollary 2.2. Let q ∈ Zn with µn 6= τn. It follows from (1.70), (2.15),
and (2.20) that for q ∈W \ Zn,∫ λ2n
λ2n−1
ζn(λ)− 1√
(λ2n − λ)(λ− λ2n−1)
dλ = 0 (2.48)
for any choice of the sign of the root. In particular, (2.48) holds for the ∗-root
and thus∫ µn
λ2n−1
ζn(λ)− 1
∗
√
(λ2n − λ)(λ− λ2n−1)
dλ =
∫ µn
λ2n
ζn(λ)− 1
∗
√
(λ2n − λ)(λ− λ2n−1)
dλ.
Hence without loss of generality we may assume that |µn− λ2n−1| ≤ |µn− λ2n|
for q, as otherwise we simply interchange the role of λ2n and λ2n−1 in (2.29).
Moreover, we may assume that the isolating neighbourhood Un of q is also an
isolating neighbourhood of p for any p in some neighbourhood Wq of q. To
compute the limit limp→q, p∈Wq\Zn v
±
n split∫ µn
λ2n−1
ζn(λ)− 1
∗
√
(λ2n − λ)(λ− λ2n−1)
dλ
into two parts by writing
ζn(λ)− 1 = (ζn(λ)− ζn(λ2n−1)) + (ζn(λ2n−1)− 1).
Then
lim
p→q, p∈Wq\Zn
∫ µn
λ2n−1
ζn(λ)− ζn(λ2n−1)
∗
√
(λ2n − λ)(λ− λ2n−1)
dλ =
∫ µn
τn
ζn(λ)− ζn(τn)
∗
√−(τn − λ)2 dλ
∣∣∣
p=q
and in view of Lemma 2.2 and (2.46),
lim
p→q, p∈Wq\Zn |µn−λ2n−1|≤|λ2n−µn|
∫ µn
λ2n−1
ζn(λ2n−1)− 1
∗
√
(λ2n − λ)(λ− λ2n−1)
dλ = 0.
By the same reason the integral∫ µn
λ2n
ζn(λ2n)− 1
∗
√
(λ2n − λ)(λ− λ2n−1)
dλ
converges to zero as p→ q for p ∈Wq with |µn−λ2n−1| ≥ |λ2n−µn|. Altogether
we thus have shown that
lim
p→q, p∈Wq\Zn
v±n (p) = exp
(
±i
∫ µn
τn
ζn(λ)− ζn(τn)
∗
√−(τn − λ)2 dλ
)
as claimed. Now let us consider the case where q ∈ Zn with µn = τn. From
(2.47) one concludes that
lim
p→q, p∈Wq∩Zn, µn 6=τn
v±n (p) = 1
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and from Lemma 2.3 and Lemma 2.2 one sees that
lim
p→q, p∈Wq\Zn, µn 6=τn
v±n (p) = 1.
It remains to study the asymptotics of v±n , now defined on all of W .
Corollary 2.3. For q in W
v±n = 1 +
1
n
`2n (2.49)
locally uniformly on W . On L20, (2.49) holds uniformly on bounded subsets of
L20.
Proof of Corollary 2.3. We want to apply Lemma 2.3. First note that in view
of Corollary 2.2, the estimates of Lemma 2.3 hold on all of W , not only on
W \ Zn. Furthermore, by shrinking the isolating neighbourhoods we get from
Lemma 2.2 and Cauchy’s estimate
sup
λ∈Un
|ζ˙n(λ)| = 1
n
`2n.
By Lemma 2.2,
sup
λ∈Gn
|ζn(λ)− 1|
|γn| =
1
n
`2n.
Using that |ex − 1| ≤ |x|e|x|, the claimed estimate then follows indeed from
Lemma 2.3. Going through the arguments of the proof one sees that (2.49)
holds locally uniformly on W and uniformly on bounded subsets of L20.
Proof of Proposition 2.3. By Corollary 2.2 and Lemma 2.3, u±n and v
±
n are de-
fined and continuous on W for any n ≥ 1. Hence the identities (2.27) extend to
all of W ,
z+n = u
+
n v
+
n and z
−
n = u
−
n v
−
n . (2.50)
By Corollary 2.1 and Corollary 2.3, it follows that for q in WN ,
z±n =
(
2〈q, cos 2pinx〉 ± 2i〈q, sin 2pinx〉+ 1
nN+1
`2n
)(
1 +
1
n
`2n
)
=2qˆ∓n +
1
nN+1
`2n.
Going through the arguments of the proof one sees that the estimate holds
locally uniformly on WN and uniformly on bounded subsets of H
N
0 . This proves
Proposition 2.3.
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2.3 Asymptotics of Φ
In this section we prove the asymptotics of the Birkhoff map claimed in Theorem
0.4 and use them to derive further properties of this map.
Proof of Theorem 0.4. For any N ∈ Z≥0, let WN ⊆ W ∩ HN0,C be the neigh-
bourhood of HN0 given by Theorem 0.8. For any q ∈ W , Φ(q) is given by
Φ(q) = (zn(q))n 6=0, where for any n ≥ 1,
z−n = xn + iyn = ξn
z+n
2
eiβn , and zn = xn − iyn = ξn z
−
n
2
e−iβn . (2.51)
By Proposition 2.1 and Lemma 2.1
ξn =
1√
pin
(
1 +
1
n
`2n
)
and eiβn = 1 +O
(
1
n
)
(2.52)
whereas by Proposition 2.3, for q ∈WN ,
z+n
2
= qˆ−n +
1
nN+1
`2n. (2.53)
Hence
z−n =
1√
npi
(
qˆ−n +
1
nN+1
`2n
)
.
A similar estimate holds for zn. Note that all the asymptotic estimates referred
to hold locally uniformly on WN . As by Theorem 0.3, z±n are analytic on W
for any n ≥ 1 it follows from Theorem A.5 in [12] that Φ− Φ0 : WN → hN+3/2C
is analytic. This proves the first part of Theorem 0.4.
Going through the above arguments and using that by Proposition 2.1,
Lemma 2.1, and Proposition 2.3, the estimates (2.52) and (2.53) hold uniformly
on bounded sets of HN0 , it follows that A := (Φ − Φ0) : HN0 → hN+3/2 is
bounded.
Proposition 2.5. Let N ∈ Z≥0. The restriction of Φ−1 to hN+1/2 is of the
form Φ−1 = Φ−10 + B, with B = −Φ−10 ◦ A ◦ Φ−1. B is a map from hN+1/2 to
HN+10 . It is bounded and real analytic.
Proof. First let us verify the formula for B
IdhN+1/2 = (Φ0 +A) ◦ Φ−1 = IdhN+1/2 + Φ0 ◦B +A ◦ Φ−1.
Hence
B = −Φ−10 ◦A ◦ Φ−1.
As B is given by the composition of real analytic maps,
hN+1/2
Φ−1−→ HN0 A−→ hN+3/2
−Φ−10−→ HN+10 ,
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it is itself real analytic. It remains to prove that for any N ∈ Z≥0, B : hN+1/2 →
HN+1 is bounded. First note that for any N ∈ Z≥0, the inverse of the weighted
Fourier transform Φ−10 : h
N+1/2 → HN0 and, by Theorem 0.4, the nonlinear
map A : HN0 → hN+3/2 are bounded for any N ∈ Z≥0. Furthermore, the
boundedness of Φ−1 : hN+1/2 → HN0 follows, in the case N = 0, from the
identity
∑
n≥1 2pinIn =
1
2‖q‖L2 , established in [12], Theorem E.1, and, in the
case N ∈ Z≥1, from [18], Theorem 2.4 and Theorem 2.6. More precisely, in [18]
it is shown that for any q ∈ HN with λ0(q) = 0 and N ∈ Z≥1, ‖∂Nx q‖L2 can be
bounded in terms of ‖Jn(q)‖hN+1/2 . Note that for any p ∈ HN0 , q = p − λ0(p)
satisfies λ0(q) = 0 and hence, as N ≥ 1, ‖∂Nx q‖L2 = ‖∂Nx p‖L2 . Furthermore,
the quantities (Jn(q))n≥1, introduced in [18], formula (1.2), can be shown to
coincide with the action variables (In(p))n≥1, introduced in [12] (cf formula
(7.2)). Combining these results it follows that B = −Φ−10 ◦A ◦Φ−1 : hN+1/2 →
HN+10 is bounded for any N ∈ Z≥0.
By Cauchy’s estimate, Theorem 0.4 yields the following asymptotics of the dif-
ferential of Φ.
Corollary 2.4. For any q ∈ WN with N ≥ 0, the differential of the Birkhoff
map
dqΦ : H
N
0,C → hN+1/2C
satisfies the asymptotic estimate
dqΦ(f) =
(
1√
npi
fˆn +Rn(f)
)
n 6=0
where
(Rn(f))n 6=0 ∈ hN+3/2.
As an immediate application of Corollary 2.4 we obtain
Corollary 2.5. For any q ∈WN with N ≥ 0,
dqΦ : H
N
0,C → hN+1/2C
is a compact perturbation of the (weighted) Fourier transform. In particular, it
satisfies the Fredholm alternative.
Corollary 2.5 is already proved in [12]. The proof argues by approximation and
uses quite complicated computations. It is based on the fact that the set of
finite gap potentials is dense in HN0 . In the set-up presented here, its proof is
straightforward given the asymptotic estimates stated in Section 2.
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Chapter 3
Asymptotics of the Birkhoff
map II
It has been discovered by Magri [22] that KdV is a bihamiltonian system. Al-
ternatively, one can write KdV as a Hamiltonian system with respect to the
so-called Magri bracket
{F,G}M =
∫ 1
0
∂qF (−∂3x + 2q ◦ ∂x + 2∂x ◦ q)∂qGdx (3.1)
where F and G, are differentiable functionals on L2 with L2-gradients in H3.
It was proved in [9] that KdV admits Birkhoff coordinates also with respect to
the Magri bracket. We denote the corresponding map by Φ(M). The purpose
of this chapter is to prove a result for the map Φ(M) analogous to Theorem 0.4.
To state the result more precisely we need to introduce further notation. The
Magri bracket is degenerate and admits the functional
L2 → R, q 7→ ∆(0, q)
as a Casimir. It leads to a foliation by connected symplectic leaves some of which
are topologically nontrivial. Introduce the following connected components of
level sets:
Ld :={q ∈ L2|∆(0, q) = d, λ0(q) ≥ 0}, d ∈ R≥2;
Ld,k :={q ∈ L2|∆(0, q) = d, λk−1(q) < 0 < λk(q)}, d ∈ R, k ∈ Z≥1;
J±k :={q ∈ L2| λk−1/2±1/2(q) = 0, λk−1(q) 6= λk(q)}, k ∈ Z≥1;
Ik :={q ∈ L2| λk−1(q) = λk(q) = 0}, k ∈ Z≥1.
Note that L2 can be written as a disjoint union of connected symplectic leaves
in the following way
L2 =
⋃
d≥2
Ld
⋃
k∈Z≥1
J +2k ∪ J−2k ∪ I2k ⋃
|d|<2
Ld,2k−1
⋃
(−1)kd>2
Ld,2k
 . (3.2)
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An arbitrary leaf of this foliation is denoted by L?. Define the Hamiltonian
H(M)(q) := 1
2
∫ 1
0
q2(x)dx.
Then the Hamiltonian flow of H(M) with respect to the Magri bracket is the
KdV flow. In [9], Birkhoff coordinates with respect to the Magri bracket are
constructed. To state this result we have to introduce some further notation.
Define
Z := R× S1, Z+ := R>0 × S1, Z− := R<0 × S1.
and for k ∈ Z>0, α ∈ R
hαk := `
2,α(Z0 \ {k,−k},C),
endowed with the standard symplectic structure. Now we formulate Theorem
2 in [9] in complex coordinates z
(M)
±n = xn ∓ iyn, n > 1.
Theorem 3.1. There is a map Φ(M) on L2 (defined leafwise using (3.2)) with
the property that for each N ∈ Z≥0 the following restrictions are real analytic
symplectic diffeomorphisms.
Φ
(M)
|HN∩Ld : H
N ∩ Ld → hN+3/2 d ≥ 2
Φ
(M)
|HN∩Ld,2k−1 : H
N ∩ Ld,2k−1 → hN+3/2 |d| < 2, k ∈ Z>0
Φ
(M)
|HN∩Ld,2k : H
N ∩ Ld,2k → Z × hN+3/22k (−1)kd > 2, k ∈ Z>0
Φ
(M)
|HN∩J±2k
: HN ∩ J±2k → Z± × hN+3/22k k ∈ Z>0
Φ
(M)
|HN∩I2k : H
N ∩ I2k → hN+3/22k k ∈ Z>0.
When expressed in the new coordinates, the KdV-Hamiltonian H(M)◦(Φ(M)|L? )−1,
is a real analytic function of the action variables.
To state the next result it is convenient to write hα? for a space of the form
hα, Z × hαk , Z± × hαk or hαk ; k ∈ Z≥1, α ∈ R.
In Section 3.1 we prove for Φ(M) the analogous to Theorem 0.4.
Theorem 3.2. Let Φ
(M)
? := Φ
(M)
|L? : L? → h
3/2
? be the restriction of Φ
(M) to
a symplectic leaf L? and corresponding target h3/2? according to Theorem 3.1.
Then Φ
(M)
? has the property that for any N ≥ 0, Φ(M)? − Φ(M)0 maps HN ∩ L?
into h
N+5/2
? , where
Φ
(M)
0 (h) :=
(
1
(|n|pi)3/2 hˆn
)
n 6=0
.
The restriction (Φ
(M)
? − Φ(M)0 )|HN∩L? : HN ∩ L? → hN+5/2? is bounded on
bounded subsets of HN ∩ L?.
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In other words, we have the formula for (z
(M)
±n )n∈Z>0 = Φ
(M)(q)
z
(M)
±n =
1
2(npi)3/2
(
qˆ±n +
1
nN+1
`2n
)
, n ∈ Z>0,
where the error is bounded on bounded subsets of L?.
In Section 3.2 we consider the modified Korteweg-de Vries equation (mKdV)
∂tr + ∂
3
xr − 6r2∂xr = 0, (3.3)
introduced by Miura [24]. It is a model for acoustic waves in a certain anhar-
monic lattice – see e.g. [28]. It has played an important roˆle in the discovery
of conserved quantities of the KdV equation. Both equations are known to
have many features in common. Actually, the two equations are related by a
Ba¨cklund transformation. It is given by the so called Miura transformation
B : r 7→ ∂xr + r2
and maps solutions of mKdV to solutions of KdV.
Miura [24] observed that mKdV is a Hamiltonian PDE on the phase space
(H1, {·, ·}) where {·, ·} denotes the Gardner bracket, introduced in the Intro-
duction. Then mKdV takes the form
rt = ∂x(∂rHmKdV )
where the mKdV-Hamiltonian is given by
HmKdV (r) = 1
2
∫ 1
0
((∂xr)
2 + r4)dx.
Note that the mean value functional r 7→ [r] = ∫ 1
0
r(x)dx is a Casimir of the
Gardner bracket and its level sets
HNc := {r ∈ HN |[r] = c}
describe a symplectic foliation of HN .
Notice now that the Miura map, viewed as a map between Poisson spaces,
B : (H1, {·, ·})→ (L2, {·, ·}M )
is canonical. Its image is
B(H1) =
⋃
d≥2
Ld.
Birkhoff coordinates are then obtained by pulling back the Birkhoff map Φ(M)
of Theorem 3.1 on (L2, {·, ·}M ) – cf [14]. This Birkhoff map is denoted by Ω.
To be more precise, we formulate Theorem 1 in [14] in complex coordinates
z
(mKdV )
±n = xn ∓ iyn, n > 1.
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Theorem 3.3. There exist a real analytic map Ω : H1 → h3/2 × R with the
following properties:
(BNF1) For any N ∈ Z>0, the restriction of Ω to HN is a canonical, real analytic
diffeomorphism onto hN+1/2 × R.
(BNF2) When expressed in the new coordinates, the mKdV-Hamiltonian HmKdV ◦
Ω−1, defined on h3/2, is a real analytic function of the action variables
Ik = (x
2
k + y
2
k)/2, k ≥ 1, alone.
In Section 3.2 we prove for the map Ω : H1 → h3/2C × R of Theorem 3.3 an
analogous result to Theorem 0.4.
Theorem 3.4. For any N ∈ Z≥1, Ω− Ω0 maps HN into hN+5/2 where
Ω0(h) =
((
pii sign(n)
(|n|pi)1/2 hˆn
)
n 6=0
, [h]
)
,
and [h] =
∫ 1
0
h(x)dx. The restriction (Ω − Ω0)|HN : HN → hN+5/2 is bounded
on bounded subsets of HN .
3.1 Asymptotics of Φ(M)
In this section we prove Theorem 3.2. First we improve on estimates of the action
variables obtained in [9]. Recall that W is a (sufficiently small) neighbourhood
of L2 in L2C. For q in W , the n’th action variable with respect to the Magri
bracket is given by
I(M)n =
1
4pi
∫
Γn
log(|λ|) ∆˙(λ)
c
√
∆2(λ)− 4dλ (n ≥ 1),
where ∆(λ) is the discriminant, ∆˙(λ) = ∂λ∆(λ) and Γn is a contour around the
interval Gn := {tλ2n−1 + (1− t)λ2n| 0 ≤ t ≤ 1} in the isolating neighbourhood
Un of Gn – see Section 7 of [12] for more details. The main result of this section
is an improved estimate of the quotient I
(M)
n /γ2n, given in [9], Lemma 15.
Proposition 3.1. Locally uniformly on W , the quotient I
(M)
n /γ2n satisfies
32(pin)3
I
(M)
n
γ2n
= 1 +
1
n
`2n (3.4)
Moreover
ξ(M)n =
+
√
32I
(M)
n /γ2n =
1
(pin)3/2
(1 +
1
n
`2n) (3.5)
is well-defined as a real analytic, non-vanishing function on W. In particular,
at q = 0, we have ξ
(M)
n =
1
(pin)3/2
for all n ≥ 1. On L20, the estimates hold
uniformly on bounded subsets of L20.
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Proof. We refer to [12], Section 7, for all notions, notations (and results) not
explained here. In view of Lemma 15 in [9] it only remains to be shown the
improved asymptotics (2.2). Recall the product expansions
∆2(λ)− 4 = 4(λ0 − λ)
∏
n≥1
(λ2n − λ)(λ2n−1 − λ)
pi4n
and
∆˙(λ) = −
∏
n≥1
λ˙n − λ
pi2n
.
For λ on Γn write
∆˙(λ)
c
√
∆2(λ)− 4 =
1
2pin
λ− λ˙n
s
√
(λ2n − λ)(λ− λ2n−1)
χn(λ) (3.6)
where for λ ∈ Un,
χn(λ) = (−1)n−1 npi+√λ− λ0
∏
m6=n
λ˙m − λ
+
√
(λ2m − λ)(λ2m−1 − λ)
, (3.7)
and where the canonical root c
√
∆2(λ)− 4 has been introduced earlier. (For
questions of signs, see Section 6 in [12].) Note that for λ ∈ Un,
npi
+
√
λ− λ0
= 1 +
1
n
`2n. (3.8)
Furthermore, by Proposition 1.4, the roots λ˙n of ∆˙ satisfy λ˙n = τn +
γ2n
n `
2
n and
hence, by Proposition 1.1, one has for λ ∈ Un,
∏
m 6=n
λ˙m − λ
+
√
(λ2m − λ)(λ2m−1 − λ)
2 = ∏
m6=n
λ˙m − λ
λ2m − λ
∏
m 6=n
λ˙m − λ
λ2m−1 − λ
= 1 +
1
n
`2n
or
(−1)n−1
∏
m 6=n
λ˙m − λ
+
√
(λ2m − λ)(λ2m−1 − λ)
= 1 +
1
n
`2n. (3.9)
Combining (3.8) and (3.9) leads to the estimate
χn(λ) = 1 +
1
n
`2n (3.10)
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uniformly for λ ∈ Un. Introduce
Zn = {q ∈W | λ2n(q) = λ2n−1(q)}.
Arguing as in Section 7 of [12] one gets for q in W \ Zn
I(M)n =
1
4pi
∫
Γn
(log(λ)− log(λ˙n)) ∆˙(λ)
c
√
∆2(λ)− 4dλ
=
1
8pi2n
∫
Γn
log
(
λ
λ˙n
)
(λ− λ˙n)
s
√
(λ2n − λ)(λ− λ2n−1)
χn(λ)dλ.
Substituting λ(ζ) = τn + ζγn/2 and setting δn = 2(λ˙n − τn)/γn yields
I(M)n =
γn
16pi2n
∫
Γ′n
log
(
λ(ζ)
λ˙n
)
(ζ − δn)χn(τn + ζ γn
2
)
dζ
s
√
1− ζ2
where Γ′n is some circuit in C around [−1, 1]. Thus on W \ Zn,
16pin
I
(M)
n
γn
=
1
pi
∫
Γ′n
log
(
λ(ζ)
λ˙n
)
(ζ − δn)χn
(
τn + ζ
γn
2
) dζ
s
√
1− ζ2
=
1
pi
∫
Γ′n
log
(
λ(ζ)
λ˙n
)
(ζ − δn)χn(τn) dζ
s
√
1− ζ2
+
1
pi
∫
Γ′n
log
(
λ(ζ)
λ˙n
)
(ζ − δn)
(
χn
(
τn + ζ
γn
2
)
− χn(τn)
) dζ
s
√
1− ζ2 .
By Proposition 1.4, δn is well defined on all of W , hence so is the r.h.s. of the
latter identity. In order to investigate the integrand we make a Taylor expansion
of log
(
λ(ζ)
λ˙n
)
– see [9]
log
(
λ(ζ)
λ˙n
)
= log
(
1 + s
(
λ(ζ)
λ˙n
− 1
)) ∣∣∣
s=1
=
(
λ(ζ)
λ˙n
− 1
)∫ 1
0
ds
1 + s(λ(ζ)
λ˙n
− 1)
=
γn/2
λ˙n
(ζ − δn)
∫ 1
0
ds
1 + s(λ(ζ)
λ˙n
− 1)

inserting this gives
32pi3n3
I
(M)
n
γ2n
=
1
pi
∫
Γ′n
n2pi2
λ˙n
∫ 1
0
ds
1 + s(λ(ζ)
λ˙n
− 1)
 (ζ − δn)2χn(τn) dζ
s
√
1− ζ2
+
1
pi
∫
Γ′n
n2pi2
λ˙n
∫ 1
0
ds
1 + s(λ(ζ)
λ˙n
− 1)
 (ζ − δn)2
·
(
χn
(
τn + ζ
γn
2
)
− χn(τn)
) dζ
s
√
1− ζ2 .
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thus we get, using δn =
γn
n `
2
n and λ˙n = n
2pi2 + [q] + `2n we obtain∫ 1
0
ds
1 + s(λ(ζ)
λ˙n
− 1)
 = 1 + `2n
n2
n2pi2
λ˙n
= 1 +
`2n
n2pi2
(ζ − δn)2 = ζ2 + γn
n
`2n
Lemma M.1 in [12] and (3.10) then imply that
1
pi
∫
Γ′n
n2pi2
λ˙n
∫ 1
0
ds
1 + s(λ(ζ)
λ˙n
− 1)
 (ζ − δn)2χn(τn) dζ
s
√
1− ζ2
=
1
pi
∫
Γ′n
ζ2dζ
s
√
1− ζ2 +
1
n
`2n
=1 +
1
n
`2n.
By the Taylor expansion of order 0 of χn at λ = τn, Cauchy’s estimate, and
(3.10) to bound χ˙n(λ), one gets
1
pi
∫
Γ′n
1
λ˙n
(∫ 1
0
ds
1 + s(λ/λ˙n − 1)
)
(ζ − δn)2
·
(
χn
(
τn + ζ
γn
2
)
− χn(τn)
) dζ
s
√
1− ζ2
=
1
n
`2n
Altogether,
32pi3n3I(M)n /γ
2
n = 1 +
1
n
`2n
and thus
ξ(M)n =
1
(pin)3/2
(1 +
1
n
`2n).
Going through the arguments of the proof one sees that the estimate holds
locally uniformly on W and uniformly on bounded subsets of L2.
Proposition 2.1 leads to the following asymptotics of the action variables.
Proposition 3.2. Locally uniformly on W ∩HNC
2I(M)n =
1
4pi3n3
(
qˆnqˆ−n +
1
n2N+1
`1n
)
.
On HN , the error is uniformly bounded on bounded subsets of HN .
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Proof. By Theorem 1.1 one has, uniformly on bounded subsets of W ∩HN0,C
γ2n = 4〈q, e2piinx〉〈q, e−2piinx〉+
1
n2N+1
`1n.
Since γn(q) = γn(q − [q]) this estimate hold also uniformly on bounded subsets
of W . Combined with the asymptotics (3.4) we then get,
2I(M)n =
1
16n3pi3
γ2n
(
1 +
1
n
`2n
)
=
1
4pi3n3
(1 +
1
n
`2n)
(
〈q, e2piinx〉〈q, e−2piinx〉+ 1
n2N+1
`1n
)
or, again uniformly on bounded subsets of W ,
2I(M)n =
1
4pi3n3
(
〈q, e2piinx〉〈q, e−2piinx〉+ 1
n2N+1
`1n
)
.
Going through the arguments of the proof one sees that the estimates hold
locally uniformly on W ∩HNC and uniformly on bounded subsets of HN .
Notice that the definition of the actions with respect to the Gardner bracket,
defined in (2.1) makes sense for any q ∈ L2C sufficiently close to L2. For q ∈
En := {q ∈ L2| 0 /∈ [λ2n−1(q), λ2n(q)]} we define
ζn(q) :=

(
I(M)n (q)
In(q)
)1/2
if 0 < λ2n−1(q) < λ2n(q)
−
(−I(M)n (q)
In(q)
)1/2
if λ2n−1(q) < λ2n(q) < 0
0 if λ2n−1(q) = λ2n(q).
(3.11)
In [9] is shown that ζn extend to real analytic functions on a neighbourhood of
En in L
2
C. Note that for each q ∈ L2 there is N ∈ Z≥1 such that q ∈ En, ∀n > N ,
thus it makes sense to state asymptotics of ζn as n→∞. Combining Proposition
2.2 and Proposition 3.2 yields the following asymptotics.
Corollary 3.1. Locally uniformly on W
ζn(q) =
1
2npi
(
1 +
1
n
`2n
)
. (3.12)
On L2, the error in (2.9) is uniformly bounded on bounded subsets of L2.
With the help of this we can now prove Theorem 3.2.
Proof of Theorem 3.2. Note that the Birkhoff map with respect to the Gardner
bracket Φ can analytically be extended to an neighbourhood of L2 in L2C by
Φ(q) = Φ(q − [q]).
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Fix now a symplectic leaf L? of the union (3.2). Then there is a N ∈ Z≥1 such
that for all q ∈ L?
λ2n−1(q) > 0, ∀n > N,
and thus we have (see [9])
(Φ(M))±n = ζn(q)(Φ(q))±n, ∀n > N.
Let (z±n)n≥1 be the components of Φ(q), and (z
(M)
±n )n≥1 the components of
Φ(M)(q). In the proof of Theorem 0.4 we have shown that
z±n =
1√
npi
(
qˆ±n +
1
nN+1
`2n
)
.
Combining this with (3.12) leads for z
(M)
±n = ζnz±n to the asymptotics
z
(M)
±n = ζnz±n =
1
2(npi)3/2
(
qˆ±n +
1
nN+1
`2n
)
.
Going through the arguments of the proof one sees that the estimate holds
uniformly on bounded subsets of HN .
3.2 Asymptotics of the Birkhoff map of mKdV
Proof of Theorem 3.4. The Birkhoff map of mKdV established in [14] is given
for each N ≥ 1 as follows
Ω : HN → hN+1/2 × R
r 7→
(
Φ(M) (B(r)− λ0(B(r))) , [r]
)
,
where
B : HN → HN−1
r 7→ r′ + r2
is the Miura map. Denote the Fourier transform by F , then we get using
Theorem 3.2
Ω(r) =
(
Φ(M)
(
r′ + r2 − λ0(B(r))
)
, [r]
)
=
((
1
2(|n|pi)3/2
(
F(r′ + r2 − λ0(B(r)))n + 1|n|N `
2
n
))
n 6=0
, [r]
)
=
((
1
2(|n|pi)3/2
(
F(r′)n + F(r2 − λ0(B(r)))n + 1|n|N `
2
n
))
n 6=0
, [r]
)
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Since r2 − λ0(B(r)) ∈ HN we get
Ω(r) =
((
1
2(|n|pi)3/2
(
F(r′)n + 1|n|N `
2
n
))
n 6=0
, [r]
)
=
((
pii sign(n)
(|n|pi)1/2
(
rˆn +
1
|n|N+1 `
2
n
))
n 6=0
, [r]
)
.
Going through the arguments of the proof one sees that the estimates hold
uniformly on bounded subsets of HN .
Chapter 4
Qualitative features of KdV
and mKdV
In the first section of this chapter we prove the qualitative features of solutions
for KdV stated in Theorem 0.1 and Theorem 0.2.
In Section 4.2 we prove analogous results for the mKdV equation – see
Theorem 4.1 and Theorem 4.2.
4.1 Qualitative properties of the KdV flow
In this section we prove Theorem 0.1 and Theorem 0.2. First we need to derive
some auxiliary results. Let N ∈ Z≥0 and c ∈ R be given. For any q in HNc ,
write q = p+ c where p ∈ HN0 and
∫ 1
0
q(x)dx = qˆ0 = c. Then
H(p+ c) = H(p) + 3c
∫ 1
0
p2dx+ c3.
Note that 12
∫ 1
0
p2dx is the second Hamiltonian in the KdV hierarchy. By Par-
seval’s identity for KdV (cf [12], Appendix E)
1
2
∫ 1
0
p2dx =
∑
n≥1
2pinIn
and thus the KdV frequencies satisfy
ωn(q) = ωn(p) + 12cnpi ∀n ≥ 1, (4.1)
and the KdV flow is given by
u(t) ≡ St(q) = Stc(p) + c (4.2)
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where Stc denotes the flow on H
N
0 corresponding to the Hamiltonian
Hc(p) := H(p) + 3c
∫ 1
0
p2dx.
The equations of motion corresponding to Hc read, when expressed in Birkhoff
coordinates (zn)n 6=0,
z˙n = iω
c
nzn and z˙−n = −iωcnz−n
where
ωcn ≡ ωcn(p) = ωn(p) + 12cnpi. (4.3)
Define ωc−n := −ωcn (n ≥ 1). Then
v(t) ≡ Ωtc(z) =
(
eiω
c
ntzn
)
n 6=0
(4.4)
is the flow of Hc expressed in (complex) Birkhoff coordinates. Here, by a slight
abuse of terminology, ωcn is viewed as a function of z. Note that Φ conjugates
the flow maps Stc and Ω
t
c,
Stc = Φ
−1 ◦ Ωtc ◦ Φ.
With B := Φ−1 − Φ−10 , we get
Stc = Φ
−1
0 ◦ Ωtc ◦ Φ +B ◦ Ωtc ◦ Φ. (4.5)
We now analyse the map Φ−10 ◦ Ωtc ◦ Φ in more detail. First note that for any
z = (zn)n 6=0 ∈ hN+1/2,
Φ−10 (z)(x) =
∑
n 6=0
√
|n|pizne2piinx.
Hence for any p ∈ HN0 and t, c ∈ R,
Φ−10 ◦ Ωtc ◦ Φ(p) =
∑
n6=0
eiω
c
nt
√
|n|pizn(p)e2piinx (4.6)
where (zn(p))n 6=0 = Φ(p). For the proof of item (i) of Theorem 0.1 we need to
consider the KdV flow on all of HN . For any t ∈ R, introduce
Et : HN × hN+1/2 → hN+1/2, (q, z) 7→ (eiωn(q)tzn)n 6=0.
Denoting by Π the projection Π : HN → HN0 , q 7→ q− qˆ0 it follows that for any
q ∈ HN ,
Et(q,Φ ◦Π(q)) = (eiωn(q)tzn(Π(q)))n 6=0 = Ωtqˆ0 ◦ Φ(Π(q)). (4.7)
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Lemma 4.1. For any given N ∈ Z≥0 and t ∈ R, the map Et : HN ×hN+1/2 →
hN+1/2 is continuous.
Proof. For any q, p ∈ HN , z, w ∈ hN+1/2, and for any K > 0 one has
‖Et(q, z)− Et(p, w)‖2N+1/2 =
∑
n 6=0
|n|2N+1|eiωn(q)tzn − eiωn(p)twn|2.
As the KdV frequencies are real valued functions on HN
|eiωn(q)tzn − eiωn(p)twn|2 =|zn − ei(ωn(p)−ωn(q))twn|2
≤2|zn − wn|2 + 2|1− ei(ωn(p)−ωn(q))t|2|wn|2
and hence
‖Et(q, z)− Et(p, w)‖2N+1/2 ≤ 2‖z − w‖2N+1/2 + 8
∑
|n|≥K
|n|2K+1|wn|2
+2
∑
0<|n|<K
|n|2N+1|ei(ωn(p)−ωn(q))t − 1|2|wn|2. (4.8)
By (4.1),
ωn(p)− ωn(q) = 12npi(p̂− q)0 +O(1)
locally uniformly on HN ×HN . Moreover, it follows from (4.1) and [17], The-
orem 1.9 that for any n 6= 0, the n’th frequency ωn : HN → R is continuous.
This combined with (4.8) implies the statement of the lemma.
Proof of Theorem 0.1. Let N ∈ Z≥0. For any q ∈ HN let p = Π(q) = q − qˆ0.
Then by (4.2) and (4.5), with c = qˆ0,
St(q) = Stc(p) + c = Φ
−1
0 ◦ Ωtc ◦ Φ(p) +B ◦ Ωtc ◦ Φ(p) + c.
Substituting Φ = Φ0 +A into Φ
−1
0 ◦ Ωtc ◦ Φ(p) then yields
Φ−10 ◦ Ωtc ◦ Φ(p) =
∑
n 6=0
eiω
c
ntpˆne
2piinx + Φ−10 ◦ Ωtc ◦A(p)
where by a slight abuse of terminology we denote by Ωtc ◦ A(p) the element
Ωtc ◦ A(p) =
(
eiω
c
n(p)tan(p)
)
n 6=0 and A(p) = (an(p))n 6=0. Taking into account
that for any n 6= 0, qˆn = pˆn and ωcn(p) = ωn(q) we conclude
Rt(q) =St(q)−
∑
n
eiωntqˆne
2piinx
= B ◦ Ωtc ◦ Φ(p) + Φ−10 ◦ Ωtc ◦A(p). (4.9)
Statements (ii) and (iii) of Theorem 0.1 then follow from Theorem 0.4, Propo-
sition 2.5, and the boundedness of Φ = Φ0 +A. To prove item (i) note that by
(4.7) and (4.9),
Rt(q) = (B ◦ Et)(q,Φ ◦Π(q)) + (Φ−10 ◦ Et)(q, A ◦Π(q)). (4.10)
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It then follows from Lemma 4.1, Theorem 0.4, and Proposition 2.5 that Rt is
continuous.
To prove statement (iv) write for n ∈ Z arbitrary,
uˆn(t) = e
iωnt(qˆn + ρ˜n(t)),
where ω0 := 0 and
ρ˜n(t) := R̂
t
n(q)e
−iωnt.
By the definition of Rt, Rˆt0(q) = 0 implying that ρ˜0(t) vanishes identically.
Moreover ρ˜n(0) = 0 for any n ∈ Z as R0(q) = 0. Clearly ∂tuˆn(t) = iωnuˆn(t) +
eiωnt∂tρ˜n(t) and when substituted into the KdV equation
−∂tuˆn(t) + 8ipi3n3uˆn(t) + 6ipin
∑
l
uˆl(t)uˆn−l(t) = 0,
one gets
−iωnuˆn(t)− eiωnt∂tρ˜n(t) + 8ipi3n3uˆn(t) + 6ipin
∑
l
uˆl(t)uˆn−l(t) = 0
or
ieiωnt∂tρ˜n(t) =(ωn − 8pi3n3)uˆn(t)− 6pin
∑
l
uˆl(t)uˆn−l(t). (4.11)
Recall from [12], p 229
ωn(q) = 8pin(τn + λ0/2−
∑
m≥1
(σnm − τm)), (4.12)
where λ0, τn, and σ
n
m have been introduced either in the Introduction or Section
1.4. For N ≥ 1, HN ↪→ L2 is compact. As L2 → R, q 7→ λ0(q) is continuous, it
then follows that HN → R : q 7→ λ0(q) is compact. By Theorem 0.8
τn =qˆ0 + n
2pi2 +
1
n
`2n
whereas by Proposition 1.5 and Theorem 1.1 , uniformly in n
σnm − τm =
γ2m
m
`2m =
1
m2N+1
`1m.
Both asymptotic estimates hold uniformly on bounded subsets of HN . Hence
formula (4.12) leads to the asymptotics
ωn(q) = 8pi
3n3 +O(n) (4.13)
uniformly on bounded subsets of HN and statement (iv) follows.
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Remark 4.1. As pointed out in Remark 0.1, the restrictions of Rt and ∂tR
t
to HNc are real analytic. To formulate this result more precisely, for any c ∈ R,
denote by HNc,C the complexification of H
N
c ,
HNc,C := {q ∈ HNC |
∫ 1
0
q(x)dx = c} = c+HN0,C.
Note that HNc,C is not an open complex neighbourhood of H
N
c in H
N
C as for q
in HNc,C the value of qˆ0 is kept fixed. Let E be a real Banach space and denote
by EC its complexification. A map f : HNc → E is said to be real analytic if f
extends to an analytic map f : W → EC where W is an open neigbourhood of
Hc in H
N
c,C. In view of the fact mentioned above that Rˆ
t
0 = 0 for any t ∈ R, Rt
maps HN into HN+10 and ∂tR
t maps HN into HN−10 . Theorem 0.1 can then
be amended as follows:
(v) for any N ∈ Z≥0 and c ∈ R, Rt|HNc : H
N
c → HN+10 is real analytic;
(vi) for any N ∈ Z≥1 and c ∈ R, ∂tRt|HNc : H
N
c → HN−10 is real analytic.
To see that Rt|HNc is real analytic, note that it follows from [3], Theorem 1 and
formula (4.1) that for any q ∈ HNc ,
ωn(q) = 8pi
3n3 + 12cnpi +O(1), (4.14)
locally uniformly in a complex neighbourhood V of HNc in H
N
c,C and that for any
n ≥ 1, ωn is real analytic on V . One then concludes that for any t ∈ R
Et : V × hN+1/2C → hN+1/2C , (q, (zn)n 6=0) 7→ (eiωn(q)tzn)n 6=0
is analytic. Together with the analyticity of Φ as well as Φ−1 and hence of
B = Φ−1 − Φ−10 , it then follows from (4.10) that Rt|HNc is real analytic. The
analyticity of ∂tR
t
|HNc stated in item (vi) is proved in a similar fashion.
We now turn to the proof of Theorem 0.2.
Proof of Theorem 0.2. Let ,M > 0 be given and let q ∈ HN satisfy ‖q‖HN ≤
M . Apply (Id− PL) to St(q) =
∑
n∈Z e
iωntqˆne
2piinx +Rt(q),
(Id− PL)St(q) =
∑
|n|>L
eiωntqˆne
2piinx + (Id− PL)Rt(q).
Note that
‖
∑
|n|>L
eiωntqˆne
2piinx‖HN = ‖(Id− PL)q‖HN . (4.15)
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By Theorem 0.4 (iii), BM := {Rt(p)| t ∈ R, p ∈ HN , ‖p‖HN ≤ M} is bounded
in HN+1 and thus by the Sobolev embedding theorem relatively compact in
HN . Hence there exists L? ∈ N such that for any L ≥ L?
‖(Id− PL)r‖HN <  ∀r ∈ BM .
Thus
‖(Id− PL)St(q)‖HN ≤‖(Id− PL)q‖HN + ‖(Id− PL)Rt(q)‖HN
≤‖(Id− PL)q‖HN + 
and
‖(Id− PL)St(q)‖HN ≥ ‖(Id− PL)q‖HN − .
There are other ways of approximating the KdV flow than the one considered
in Theorem 0.2. As an alternative to the projection of the solution of KdV
onto the space of trigonometric polynomials of order L one could involve the
orthogonal projection QL : h
1/2 → h1/2 onto the 2L dimensional R-vector space
{(zk)k 6=0| zk = 0 ∀|k| > L}
and study
Φ−1 ◦QL ◦ Φ ◦ Stc(p) = Φ−1 ◦QL ◦ Ωtc ◦ Φ(p).
Results similar to the ones of Theorem 0.2 can be obtained for such a type of
approximation.
4.2 Qualitative properties of the mKdV flow
Recall that the Miura map B : H1 → L2, r 7→ r′ + r2 maps solutions of mKdV
to solutions of KdV. And furthermore Bc := B|H1c : H
1
c → Ld is a real analytic
diffeomorphism, where d = 2 cosh c and Ld := {q ∈ L2|∆(0, q) = d, λ0(q) ≥ 0}
– see [14]. We can write
Bc = ∂x +Q (4.16)
where Q : H1 → L2, r 7→ r2. To describe B−1c : Ld → H1c introduce
∂−1x : L
2 →H10 , q 7→
∑
n6=0
1
2piin
qˆne
2piinx;
as well as
c : L2 → L2, where c(q)(x) = c ∀x ∈ [0, 1]
and
Kc := −∂−1x ◦Q ◦B−1c . (4.17)
We claim now
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Lemma 4.2.
B−1c = ∂
−1
x + c +Kc, (4.18)
Proof. First note that (∂−1x + c) ◦ ∂x = IdH1c and ∂x = (Bc −Q) Then we get
B−1c =(∂
−1
x + c) ◦ ∂x ◦B−1c
=(∂−1x + c) ◦ (Bc −Q) ◦B−1c
=(∂−1x + c) ◦ (IdLd −Q ◦B−1c )
=∂−1x − ∂−1x ◦Q ◦B−1c + c,
which concludes the proof.
Special notation for this section In this section we will use the norm
on HN given by ‖r‖HN = |
∫ 1
0
r(x)dx| + (∑n 6=0 |n|2N |rˆn|2)1/2. (This norm is
equivalent to the norm given in the Introduction of this thesis.) Furthermore in
this section we mean by a bounded map a map which is bounded on bounded
sets.
Lemma 4.3. For N ∈ Z>0, c ∈ R and d = 2 cosh(c), then holds
(i) B is a bounded map from HN to HN−1.
(ii) B−1c is a bounded map from H
N−1 ∩ Ld to HNc .
(iii) For all N ∈ Z>0 the restrictions Kc : HN−1 ∩ Ld → HN and Q : HN →
HN−1 are compact operators.
Proof. (i) Let r ∈ HN then
‖B(r)‖HN−1 = ‖r′ + r2‖HN−1 ≤ ‖r′‖HN−1 + ‖r2‖HN−1 . (4.19)
We have ‖r‖HN−1 ≤ ‖r‖HN and HN is a Banach algebra as N ≥ 1, so there is
a constant C1 > 0 such that
‖r2‖HN−1 ≤ ‖r2‖HN ≤ C1‖r‖2HN . (4.20)
Thus we get with (4.19)
‖B(r)‖HN−1 = ‖r′ + r2‖HN−1 ≤ ‖r‖HN + C1‖r‖2HN .
(ii) We show that for any given M > 0
sup
r∈HNc , ‖B(r)‖HN−1<M
‖r‖Hk <∞, ∀1 ≤ k ≤ N. (4.21)
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We prove (4.21) by induction in k. Let k = 1 and r ∈ HNc , then
M2 ≥ (‖B(r)‖HN−1)2 ≥ (‖B(r)‖H0)2
≥
∫ 1
0
(r′)2 + 2r′r2 + r4dx = ‖r′‖2L2 + ‖r2‖2L2 ≥ (‖r‖H1 − |c|)2
which proves (4.21) in the case k = 1. Assume now (4.21) holds for a k < N .
Recall that Hk is a Banach algebra for k ≥ 1, i.e. there is C1 > 0 such that
‖r2‖Hk ≤ C1‖r‖2Hk
and by the induction assumption there is a C2 > 0 such that
sup
r∈HNc , ‖B(r)‖HN−1<M
‖r‖Hk ≤ C2
thus we have for r ∈ HNc with ‖B(r)‖HN−1 < M
‖r2‖Hk ≤ C1C22 and ‖r′ + r2‖Hk ≤ ‖r′ + r2‖HN−1 < M.
Combining these two bounds one gets with another constant C3 > 0
‖r‖Hk+1 ≤ C3‖(r′ + r2)− r2‖Hk + |c|
≤C3‖r′ + r2‖Hk + C3‖r2‖Hk + |c| ≤ C3M + C1C22C3 + |c|
and (4.21) follows also for k + 1, thus (ii) is proven.
(iii) By (4.20) and Sobolev embedding theorem Q : HN → HN−1 is compact.
By item (ii) of this lemma and (4.17) follows then that Kc : H
N−1 ∩Ld → HN
is compact as well.
Note that the mKdV equation is globally well-posed on HN , N ∈ Z>0,
Denote the mKdV flow by Stm, i.e. S
t
m(u(0)) = u(t) for any solution curve u(t)
in HN . In addition, let
Rtm(u(0)) := S
t
m(u(0))−
∑
n∈Z
eiωntuˆn(0)e
2piinx, (4.22)
where for r ∈ H1 and n ∈ Z6=0 the mKdV frequencies are given by
ωn ≡ ωmKdVn (r) = ωKdVn (B(r)) (4.23)
– for details see [14].
Theorem 4.1. For r = u(0) ∈ HN , N ∈ Z≥1, the error Rtm(r) of the approxi-
mation
∑
n∈Z e
iωntrˆne
2piinx of the flow Stm(u(0)) has the following properties
(i) Rtm : H
N → HN+1 is continuous;
(ii) for any r ∈ HN , t 7→ Rtm(r) is a relatively compact curve in HN+1;
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(iii) for any M > 0, the set {Rtm(r)| t ∈ R, r ∈ HN , ‖r‖HN ≤ M} is bounded
in HN+1;
(iv) ∂tR
t
m : H
N → HN−1 is continuous and for any q ∈ HN , the orbit
{∂tRtm(r)| t ∈ R} is relatively compact in HN−1. Moreover for any M > 0
the set of orbits {∂tRtm(r)| t ∈ R, r ∈ HN , ‖r‖HN ≤ M} is bounded in
HN−1.
Remark 4.2. Actually, one can prove that for any c ∈ R, the restrictions of
Rtm and ∂tR
t
m to the affine subspace H
N
c = {r ∈ HN |
∫ 1
0
r(x)dx = c} are real
analytic.
Proof. By Theorem 0.1 we have
St(q) =
∑
n∈Z
eiωntqˆne
2piinx +Rt(q) (4.24)
where Rt(q) is a relatively compact curve in HN+1 (given q ∈ HN ). The mKdV
evolution, denoted by Stm, is then given by
Stm(r) = B
−1
c S
tBc(r),
where r ∈ HN , N ≥ 1, c := ∫ 1
0
r(x)dx – see [14]. First we use the decomposition
(4.18) to get
Stm(r) = B
−1
c S
tBc(r) = (∂
−1
x + c) ◦ St ◦Bc(r) +Kc ◦ St ◦Bc(r).
By Theorem 0.1 {St(Bc(r))| t ∈ R} is relatively compact in HN , then by
Lemma 4.2, Kc ◦ St ◦ Bc(r) is a relatively compact curve in HN+1 fulfilling
also the boundedness statement of item (iii). Thus we have just to concentrate
on (∂−1x + c) ◦ St ◦ Bc(r). Applying the formulas (4.16), (4.24) and recalling
ωn ≡ ωmKdVn (r) = ωKdVn (B(r)) yields
(∂−1x + c) ◦ St ◦Bc(r) =(∂−1x + c)St(∂x +Q)(r)
=(∂−1x + c)
(∑
n∈Z
eiωnt ̂(r′ + r2)ne
2piinx +Rt(Bc(r))
)
=c+
∑
n6=0
eiωntrˆne
2piinx +
∑
n 6=0
eiωnt
1
2piin
(r̂2)ne
2piinx
+ ∂−1x (R
t(Bc(r)))
Since rˆ0 = c we get the formula
Rtm(r) =
∑
n 6=0
eiωnt
1
2piin
(r̂2)ne
2piinx + ∂−1x ◦Rt ◦Bc(r)
+Kc ◦ St ◦Bc(r) (4.25)
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Observe now that
∑
n 6=0 e
iωnt 1
2piin (r̂
2)ne
2piinx and ∂−1x ◦Rt ◦Bc(r) are relatively
compact curves in HN+1. Thus (i) and (ii) follow. Using that B is bounded,
and that the boundedness statement holds for
∑
n 6=0 e
iωnt 1
2piin (r̂
2)ne
2piinx and
Rt(q) we conclude item (iii).
To prove statement (iv) write for n ∈ Z arbitrary,
uˆn(t) = e
iωnt(rˆn + ρ˜n(t)),
where ω0 := 0 and
ρ˜n(t) := (̂Rtm)n(q)e
−iωnt.
By the definition of Rtm, (̂R
t
m)0(q) = 0 implying that ρ˜0(t) vanishes identically.
Moreover ρ˜n(0) = 0 for any n ∈ Z as R0m(q) = 0. Clearly ∂tuˆn(t) = iωnuˆn(t) +
eiωnt∂tρ˜n(t) and when substituted into the mKdV equation
−∂tuˆn(t) + 8ipi3n3uˆn(t) + 4ipin(̂u3)n(t) = 0,
one gets
−iωnuˆn(t)− eiωnt∂tρ˜n(t) + 8ipi3n3uˆn(t) + 4ipin(̂u3)n(t) = 0
or
ieiωnt∂tρ˜n(t) =(ωn − 8pi3n3)uˆn(t)− 4pin(̂u3)n(t). (4.26)
For q := B(r) we have by (4.23) ωn ≡ ωn(r) ≡ ωmKdVn (r) = ωKdVn (q) and by
(4.12)
ωn(r) = 8pin(τn(q) + λ0/2(q)−
∑
m≥1
(σnm(q)− τm(q))), (4.27)
where λ0, τn, and σ
n
m have been introduced either in the Introduction or Section
1.4. Arguing as in the proof of item (iv) of Theorem 0.1 and using that by
Lemma 4.3 B : HN → HN−1 is bounded on bounded subsets of HN , formula
(4.12) leads to the asymptotics
ωn(r) = 8pi
3n3 +O(n) (4.28)
uniformly on bounded subsets of HN and statement (iv) follows.
The proof of the following Theorem is similar to the proof of Theorem 0.2.
Let u(t) = Stm(r) then we have the following result.
Theorem 4.2. Let N ∈ Z≥1 be arbitrary. Then for any M > 0 and  > 0 there
exists L,M ≥ 1 such that for any u(0) ∈ HN , with ‖u(0)‖HN ≤ M , L ≥ L,M
and any t ∈ R
‖(Id− PL)u(0)‖HN −  ≤ ‖(Id− PL)u(t)‖HN ≤ ‖(Id− PL)u(0)‖HN + .
In particular, if u(0) with ‖u(0)‖HN ≤ M is a trigonometric polynomial of
order L?, then for any L ≥ max(L?, L,M ), PLu(t) approximates u(t) uniformly
in t ∈ R up an error of size .
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Proof. Let ,M > 0. For r = u(0), we have by (4.22)
u(t) = Stm(r) =
∑
n
eiωntrˆne
2piinx +Rtm(r).
Applying Id− PL yields
(Id− PL)(u(t)) =
∑
|n|>L
eiωntrˆne
2piinx + (Id− PL)(Rtm(r)).
By Theorem 4.1 (iii) {Rtm(r)| ‖r‖HN ≤ M} is bounded in HN+1. By Sobolev
embedding theorem HN+1 ↪→ HN is compact, thus we can, in view the of the
characterization of compact subsets of HN , choose L,M such that ∀L > L,M
‖(Id− PL)(Rtm(r))‖HN ≤  whenever ‖r‖HN ≤M.
On the other hand we have
‖(Id− PL)(r)‖HN = ‖
∑
|n|>L
eiωnt(rˆn)e
2piinx‖HN .
Thus the Theorem follows by triangle inequality.
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