We calculate two-dimensional (2D) vibronic spectra for a model system involving two electronic molecular states. The influence of a bath is simulated using a quantum-jump approach. We use a method introduced by Makarov and Metiu [J. Chem. Phys. 111, 10126 (1999)] which includes an explicit treatment of dephasing. In this way it is possible to characterize the influence of dissipation and dephasing on the 2D-spectra, using a wave function based method. The latter scales with the number of stochastic runs and the number of system eigenstates included in the expansion of the wave-packets to be propagated with the stochastic method and provides an efficient method for the calculation of the 2D-spectra. C 2015 AIP Publishing LLC. [http://dx
I. INTRODUCTION
The central idea of time-resolved molecular spectroscopy is to use pulses of radiation which are short enough so that the irradiated sample of molecules is prepared in a coherent superposition of eigenstates |n⟩ with energies E n . 1 Then, the system's quantum mechanical state is a wave-packet 2, 3 of the form (here, and in what follows, we set = 1) |ψ(t)⟩ =  n c n e −i E n t |n⟩,
where (c n ) are the coefficients depending on the preparation process and (t) denotes the time. The form of the state |ψ(t)⟩ is general and does not depend on details of the interaction. For example, if three time-delayed pulses centered at times T 1 ,T 2 , and T 3 provide the external perturbation, the coefficients appearing in the expansion depend on the laser parameters and, in particular, on the times T s , i.e., c n = c n (T 1 ,T 2 ,T 3 ) which is essential for two-dimensional (2D) spectroscopy. It is easy to see that, if the system state is |ψ(t)⟩, the expectation value of an operatorÔ exhibits a time-dependence as
This means that-no matter how complicated the system-field interaction is-a time-resolved signal, after the interaction, shows temporal variations with periods related to the differences in eigenenergies of the system. In this paper, the eigenstates are vibronic states, i.e., vibrational states in different electronic states. Furthermore, the perturbation consists of three time-delayed femtosecond pulses, and the operatorÔ is a molecular transition-dipole moment. The expectation value Eq. (2) then is the time-dependent polarization giving rise to the emission of radiation from the sample. More specifically, we regard the third-order polarization corresponding to a signal emitted in the particular direction
where ⃗ k s (s = 1 − 3) and ⃗ k are the wave vectors of the three pulses and the signal, respectively. This setup corresponds to a photon-echo arrangement used in multi-dimensional coherent spectroscopy which is at the heart of the present special issue. Inspired by spin-echo experiments in nuclear magnetic resonance spectroscopy, 4, 5 this technique has been established in the infrared [6] [7] [8] [9] [10] [11] and in the optical regime. [12] [13] [14] [15] [16] For recent application of optical 2D-spectroscopy, see, e.g., Refs. 17-27.
Above, we addressed the general form of a fully coherent time-dependent signal putting questions of environmentally induced decoherence aside. This can be done if a system evolves, at least approximately, unperturbed which can be realized in molecular beam experiments. 28 In general, however, a system will be perturbed by collisions with particles of an environment ("bath"). These scattering events might be elastic, leading to "pure dephasing," or inelastic, resulting in energy transfer between the colliding particles. Such interactions result in an "entanglement" between the system and bath states so that the above discussed wave-packet picture (Eq. (1)) of the system is no longer valid. 29 One proper quantum mechanical description of a system interacting with a bath is the use of reduced density operators. 30 Concerning the theory of multi-dimensional spectroscopy, this approach was put forward by Mukamel and others. [31] [32] [33] [34] [35] [36] Here, we choose an alternative approach resting on a "stochastic Schrödinger equation" which, under certain conditions, is equivalent to the reduced density operator method. One version is the so called "quantum diffusion" method. 37 Concerning molecules, the latter has been applied to the description of molecules enclosed in helium droplets [38] [39] [40] or excitonic relaxation in molecular aggregates. 41 Another approach is the "quantum jump" method 42 which, concerning molecular systems, was used for, e.g., the investigation of molecule-surface desorption 43 or charge-transfer dynamics. 44 We recently have used the quantum-diffusion method to describe 2D vibronic spectroscopy and found it to be an effective method to obtain vibrationally resolved spectra. 45 Within this approach, the wave-packet propagation can be performed on a spatial grid and no diagonalization of the Hamiltonian is needed. However, concerning the calculation of the third-order polarization, which upon Fourier-transform leads to the 2D-spectra, certain properties are not described accurately enough. This, in particular, applies to dephasing. Because the time-dependent polarization is a phase-sensitive quantity, it is necessary to find a better description of dephasing in using a stochastic Schrödinger equation. Such an improvement was suggested by Makarov and Metiu 46 who extended the quantum jump approach with respect to dephasing collisions. They also presented an application connected to the femtosecond spectroscopy of the I 2 molecule. 47 It is the purpose of this paper to adapt their method to the calculation of 2D-spectra and thus to establish a reliable wave function based method to treat the combined interactions of a system with a sequence of ultrashort laser pulses and an environment. Therefore, we use a model of two electronic states and a single (harmonic) vibrational degree of freedom which is described in Sec. II A. Also, a simple form of the system-bath coupling is assumed. The harmonic oscillator model is chosen in order to illustrate the stochastic approach. It will become obvious that extensions to more complex situation involving, e.g., more system degrees of freedom or a more sophisticated spectral density of the bath are straightforward to perform. The ideas of the stochastic propagation method are summarized in Sec. II B. Section II C shows how the latter can be implemented for the calculation of 2D-spectra. The numerical results are documented in Sec. III which ends with some concluding remarks.
II. THEORY

A. Model
For the numerical examples presented in Sec. III, we employ a model with two electronic states |1⟩ and |2⟩, incorporating a single vibrational degree of freedom with coordinate R. The system Hamiltonian iŝ
The time-independent Schrödinger equation for the vibrational motion in state |n⟩ iŝ
where the vibrational HamiltoniansĤ n (R) contain the potentials (see Fig. 1 )
Thus, we represent the ground and excited electronic states as harmonic oscillators which are shifted in coordinate and energy. The parameters are taken from our studies of perylene bisimide (PBI) aggregates. Using these parameters, it is possible to simulate the absorption and emission spectra of PBI-monomers 48 which exhibit a characteristic vibrational progression. Furthermore, this model has successfully been applied to describe the absorption properties of larger PBIaggregates. 49 The vibrational frequency is ω 0 = 0.175 eV so that, using an effective mass of m * = 1, the force constant is k = ω , and the conversion to fs is obtained by multiplication with a factor of 0.653.
B. Quantum jump
To include system-bath interactions, we adopt the quantum jump method in the version presented by Makarov and Metiu. 46 The theory has been excellently described in their paper, and in what follows, we summarize the central ideas needed for the propagation of the stochastic wave functions.
We start with a state vector |ψ(t)⟩ at time t which describes a system with time-independent HamiltonianĤ having eigenstates |n⟩ and energies E n . Using the representation
the propagation for a short time step (dt) is carried out by application of a short-time propagator U(dt,t),
In doing so, three possibilities are taken into account.
Pure dephasing
A pure dephasing process, occurring with the probability p d , results in the state vector
with time-dependent phases δ n (t). In our application we use random phases taken from the interval [0, 2π]. Thus, here the coefficients are modified as
Quantum jump
If, starting from wave-packet Eq. (7), a jump from state |n⟩ to state |m⟩ takes place, the new state vector is
Thus, the jump leads to the single normalized state |m⟩ where the phase of state |n⟩ is assumed, i.e.,
This propagation step is norm-conserving and occurs with a probability p j (t).
Coherent propagation
Here, the state vector follows a coherent propagation with probability p c (t) as
with the normalization constant
where Γ n and γ are numbers to be identified later. The coherent propagation step is norm conserving to first order in dt, and the coefficients evolve as
In practice, we found the propagation to be more stable if the normalization is performed numerically exact (and not only to first order in dt).
In order to decide which of the three propagation steps takes place, respective probabilities have to be specified. The dephasing probability is set to
Jumps can take place between all pairs of states |n⟩ |m⟩ being present in expansion Eq. (7). The probabilities for such a jump to occur are determined as
where k nm are the jump rates. Thus, the total probability for a jump to take place is
If we define the "escape rates" as
it follows that the normalization constant of Eq. (14) is equal to the probability for a coherent propagation to take place, i.e.,
Given the set of numbers {γ, {k nm }}, the probabilities p d , p j (t), and p c (t) can be calculated at each time step. They are arranged in the unit interval [0, 1], and a random number is chosen from this interval. Falling in the box for a specific event, its value then determines which propagation step is taken. We note, that for given γ and k nm , care has to be taken in choosing the time step dt, i.e., for larger values of these parameters, a small time step has to be chosen in order to keep the probabilities small. The jump rates are set to 29, 50 
Of course, any other choice for the rates may be adopted within the stochastic propagation scheme. The expression for the jump rates involves the energy differences between the system eigenstates (ω nm = E n − E m ), the (Ohmic) spectral densities J(ω), and the occupation numbers n(ω),
Here, η is a parameter which determines the strength of the system-bath coupling (being linear in the system coordinate R), ω c is a cut-off frequency, T is the temperature, and k B is the Boltzmann constant. In our case, where only harmonic oscillators are present, the rates are non-zero only for nextneighbor jumps, i.e., m = n ± 1. Note that we do not allow for bath-induced jumps between vibrational states in different electronic states. This could be included in a straightforward manner. The calculations are performed in the limit T = 0, so that only down-jumps can occur. We also performed calculations for non-zero temperatures. Spectra obtained under such conditions are, however, not included in the numerical examples presented in Sec. III. Furthermore, the cut-off frequency is set to ω c = ∞, so that J(ω) = ηω 0 . Within these choices and our harmonic model, the rates take the simple form k nm = n ω 0 . In our examples the rates are given by the product (nη) so that the numerical values for η already include the harmonic frequency ω 0 . If the above described propagation scheme, leading to states |ψ l (t)⟩ in different runs (l), is carried out for a sufficient number N r of stochastic runs, one may calculate the operator
As is shown in Ref. 46 , the diagonal elements of this operator (taken with respect to the system states) fulfill the equations,
whereas for the off-diagonal elements, one has
Here, the "pure dephasing rates" are defined as
The numbers
result from the average over the N d dephasing processes having different random phases. Note that in the limit N d → ∞ and for our choice of δ n (l) which is for each (n) independently drawn from an uniform distribution between 0 and 2π, one finds f mn = 0. The above equations are the Redfield equations (involving the secular approximation) for the matrix elements of the reduced density operator 29 where the appearing constants are related to those appearing in the stochastic propagation scheme. Thus, the latter provides a means to calculate the time-evolution of the reduced density operator and to determine the expectation value of any operatorÔ as
C. 2D-spectra
We regard electric dipole-transitions between the two electronic states |1⟩, |2⟩ of our model system which are caused by the interaction with three time-delayed laser pulses. The interaction term is of the following form:
where the electric fields
are decomposed into components (+) (absorption, wave vectors in (+ ⃗ k s )-direction) and (−) (emission, wave vector in (− ⃗ k s )-direction). We use Gaussian envelope functions A s (t − T s ) with maxima at times T s . The frequencies ω s and polarization vectors for all fields are taken as equal. Finally, µ is the projection of the transition dipole-moment on the polarization vectors.
To determine the 2D-spectra, one needs to determine the time-dependent polarization. Using the stochastic approach outlined in Sec. II B, the expression for the time-dependent polarization reads
where ψ 
as applied in a photon-echo experiment) into account and assuming a time-ordered pulsesequences of (non-overlapping) pulses with T 1 < T 2 ≤ T 3 , we arrive at the expression
Here and in what follows, we omit the conjugate complex of the two terms. The here appearing wave functions are calculated iteratively. 51, 52 An expansion in eigenstates {ϕ 1, n }, {ϕ 2, m } leads to the iteration scheme for the coefficients as
where U n is the propagator in state |n⟩. Equivalent expressions for c
are obtained by interchanging the fields (k 2 ) and (k 3 ). Because the application of perturbation theory does not conserve the norm, the different wave functions are normalized before each propagation step. Then, after the application of the stochastic propagators according to the scheme described above, the original norm is restored. If this is not done, problems with the determination of the jump probabilities (Eq. (17)) arise.
It is instructive to express the polarization using the basis set expansion in the ground and excited states for the case of zero system-bath interaction. 53, 54 Using the time-variables T 1 = 0, T 2 = τ, T 3 = τ + T and measuring the time t ′ with respect to T 3 , one arrives at (for times after the interaction)
Here appear coefficients a(0; m; n; m ′ ) and b(0; m; n; m ′ ) which depend on the Franck-Condon factors (or here, the HuangRyhs factors 55 ) and also on the pulse properties. It is seen that both contributing terms oscillate with differences between energies in the excited and ground electronic states as a function of the delay-time τ and also of the detection time t ′ . Thus, regarding the polarization as a function of t ′ , we find an expression as for a time-dependent expectation value as discussed in the Introduction (Eq. (2)). Additionally, there exist oscillations as a function of the waiting time T having periods determined by the ground-state vibrational (first term) and excited-state vibrational spacings (second term). 54 A 2D-spectrum can now be calculated for fixed T as 56 
S(E
Taking the form of the polarization Eq. (38) into account, one sees that the spectrum will exhibit peaks at energies
Another 2D-spectrum is obtained in fixing the delaytime τ,
which shows peaks at energies
This means that along E T the ground state vibrational spacing shows up only at positive energies whereas the excited state vibrational spacing appears at positive as well as negative energies. We note that it is also possible to calculate a 3D-spectrum in performing the Fourier-transform with respect to all three times (t ′ , τ,T).
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III. RESULTS
The potentials of the two electronic states are displayed in Fig. 1 , together with the three-pulse excitation scheme. The left hand panel illustrates the preparation of the second-order state in |1⟩ by the interaction of pulses (k 1 ) and (k 2 ) (or (k 3 )), whereas the right hand panel illustrates the preparation of the first-order state by pulse (k 3 ) (or (k 2 )). The matrix elements of the transition dipole moment taken with respect to these states then is the third-order polarization.
First, the case without system-bath coupling is discussed. Therefore, we regard interactions with Gaussian pulses of 6 eV −1 full width at half maximum and a photon energy of 2.7 eV. The system-field coupling strength is set to µA s (T s ) = 1/2 eV. This, however, is irrelevant for the 2D-spectra because perturbation theory is used and we only regard normalized spectra. The initial state for the propagation is the vibronic ground state, i.e., |ψ for all times, and the first pulse has its maximum at T 1 = 50 eV . These parameters are used in all calculations.
The 2D-spectrum |S(E t ′, E τ )| is displayed in Fig. 2 , upper panel. Here, we choose a fixed waiting time T = 0, i.e., the pulses (k 2 ) and (k 3 ) act simultaneously. As expected from the discussion in Sec. II C, the spectrum exhibits peaks with energy differences between ground state-and excited state FIG. 2. The upper and lower panels show the 2D-spectra |S(E t ′, E τ )| and |S(E t ′, E T )|, respectively. These spectra and also those in Figs. 6 and 7 are normalized such that the largest peak has a value of one, respectively. levels. Along the E τ -axis, the peak progression starts at the ϕ 1,0 → ϕ 2,0 transition energy, whereas along the E t ′-axis, smaller energy differences are possible, see Eq. (38) . The spectrum S(E t ′, E T ) is shown in the lower panel of Fig. 2 (determined for τ = 0). Peaks are encountered along E t ′ at the same energies as seen in the spectrum S(E t ′, E τ ). On the other hand, the E Tprogression occurs in the energy range characteristic for the vibrational motion where at negative energies, the peaks exclusively correspond to excited state coherences, see Sec. II C.
We next turn to the case with non-zero system-bath interaction. Within our model, there are two parameters which determine this interaction: the dephasing rate γ and the coupling strength η. In order to characterize the influence of the coupling strength alone, we first set the dephasing rate to zero and regard the energy dissipation in the excited state which takes place after excitation with a single pulse. The energy expectation value
is displayed in panel (d) of Fig. 3 . Two values for the parameter η are used in the calculations, as indicated, and we use N r = 1000. It is seen that within the present choices for the coupling strength, it takes about 300 and 500 1/eV for the system to reach the ground state energy. For the same parameter set, the real part of the first-order polarization is calculated. The latter is defined as
where
is the vibrational ground state in |1⟩. This phasesensitive function shows fast oscillations determined by the energy differences between ground and excited state levels (panels (a)-(c)). Furthermore, quantum beats are seen which are separated by the vibrational period T vib = 2π/ω 0 in the excited state. The amplitude of the beats decreases with time which goes in hand with the energy loss of the system. Naturally, for the stronger coupling, the decay of the polarization occurs faster. For longer times, only the fast oscillation survives and its period is fixed by the difference (E 2,0 − E 1,0 ) between the respective ground state energies in the two electronic states. Note that the polarizations do not converge (panels (a) and (b)) to a value of zero in the long-time limit. This can be explained in regarding the phase distribution of the polarization produced by the ensemble of stochastic runs. If the calculations do not produce a uniform phase distribution of the polarization at long times, the stochastic average does not yield a value of zero. 45 In panels (e) and (f) of Fig. 3 , we show the phase distribution calculated from the ensemble of polarizations at the end of the sampling intervals for t ′ and τ (t ′ = t ′ max , τ = τ max ). They are determined as
where ℑ, ℜ denote the imaginary and real parts, respectively. For the figure, the interval from [−π, π] is divided into 100 segments, and the number of phases from the N r = 1000 runs which fall into the different segments is counted. A broad distribution of phases is found but it is not uniform. Including dephasing changes the picture, as can be taken from the accumulated phases shown in panel (g). The broad distribution of phases leads, upon averaging, to a polarization with negligible amplitude. The latter decreases further if more stochastic runs are taken into account. It is instructive to take a direct look at the stochastic wave-packet dynamics. Therefore, we calculate the averaged probability density
which has the form of Eq. (29) and corresponds to the diagonal elements of the density operator in coordinate representation. Results are collected in Fig. 4 . For the case of zero dephasing (panel (a)), the initial vibrational wave-packet motion proceeds with increasing amplitude as time goes along. The successive jumps lead to a stationary probability distribution which finally converges to that of the ground state wave function (for longer times, not shown in the figure) . If no relaxation is incorporated, the dynamics proceeds either coherently or dephasing occurs. This can be seen in panel (b) of Fig. 4 . At shorter times, the coherent oscillation of the (averaged) wave-packet is seen, but after a time of 250 eV −1
, a broad distribution is obtained despite the fact that the absolute values of the expansion coefficients |c loosely speaking, a superposition of those seen in panels (a) and (b).
The third-order polarization critically depends on the parameters η and γ. To illustrate the influence of both, we show P (3) (t ′ ) in Fig. 5 for various pairs of the dephasing rate and coupling strengths. The polarization is calculated for fixed values of T = τ = 0. Panel (a) corresponds to the case with zero system-bath coupling. As in the case of P (1) ( Fig. 3) , we find the fast oscillations and the beat patterns separated by the vibrational period. Here, the amplitude of the beats does not decrease because the excited-and ground-state dynamics is a simple harmonic motion with no dispersion. If an anharmonic potential (either V 1 or V 2 or both) is included, dispersion will occur and the peaks decrease. 58 If the dephasing rate is fixed to a value of zero and the coupling strength is increased (panel (c)), the polarization looses intensity (note that the curve in panel (c) is multiplied by a factor of ten, for clarity). For longer times, the beat structures vanish and one finds oscillations with a constant period and a single frequency. Because relaxation leads to the population of the vibrational ground states in |1⟩ and |2⟩, the oscillation period, for longer times, is determined by the difference between the respective energies, i.e., (E 2,0 − E 1,0 ). As is found for the case of the function P (1) (t) (Fig. 3) , the polarization does not decay to zero, which is related to the phase distribution of the stochastic wave functions.
Next, we regard the case of pure dephasing with a coupling strength set to η = 0 (Fig. 5, panel (b) ). Due to the different phases acquired by the wave functions in the different stochastic runs, the average leads to an overall decrease of the signal and, for longer times, the polarization indeed approaches zero.
The combined effect of the system-bath parameters η and γ on the polarization is illustrated in panel (d) of Fig. 5 . Besides the decrease of the overall intensity in amplitude, the curves loose the clear beat structure with increasing values of both parameters.
The 2D-spectra obtained for the same values of the coupling strength and dephasing rate as used in Fig. 5 are displayed in Fig. 6 . For zero dephasing, it is seen that, upon going from the unperturbed system (panel (a)) to the cases of non-zero coupling strength (panel (c)), the spectrum shifts in energy. We note that very similar spectra were obtained before using the quantum diffusion method. 45 The shift towards lower energies is clearly seen along E τ but it is less pronounced along the E t ′-axis. The reason is that in the present example, the relaxation time is smaller than the times included in the sampling time-interval. The wave function |ψ (1) l (k 1 ,t)⟩ (prepared by the first pulse) thus spends most of the time in the ground state in |2⟩. Regarding the analytical expression (Eq. (38)), it is seen that the most prominent term in the expansion then is the one oscillating with the energy E 2,0 − E 1,0 so that the spectrum shows the highest intensity for this value of E τ . This is not true along the E t ′-direction because terms corresponding to differences of vibrational excited states contribute more essentially to the polarization, for an extended discussion see Ref. 45 .
Including only pure dephasing, the positions of the vibronic peaks in the 2D-spectrum do not change (panel (b)) but a broadening of the peaks occurs. This is consistent with the faster decay of the polarization, see Fig. 5 . If pure dephasing is accompanied by energy relaxation, both discussed effects, namely, the shift of the spectrum and the broadening are present (panel (d)).
Finally, in Fig. 7 , we compare the 2D-spectrum |S(E t ′, E T )| of the unperturbed system with the one obtained for parameters (η, γ) = (0.009, 0.009) eV. As for the spectra S(E t ′, E τ ) (Fig. 6) , the effect of dissipation and dephasing results in an energy shift of the center of the spectrum and a broadening of the peaks. For the used parameters, intensity along E T is only found around zero energy.
To conclude, we present a wave function based computational scheme to describe vibronic 2D-spectroscopy of molecules interacting with an environment. The method is based on an eigenstate representation of the system Hamiltonian and uses a stochastic propagation scheme. The latter involves short-time propagations where, at each time step, the wave function evolves either coherently or a quantum jump takes place or a pure dephasing event is effective. Using perturbation theory, the third-order polarization induced in the system by the interaction with three laser pulses is calculated by averaging over a sufficient number of stochastic runs. Because we use a wave function approach, the numerical effort scales with the number of vibrational eigenstates included in the basis set expansion of the ground and excited vibrational wave-packets. However, it as well scales with the number of stochastic runs N r necessary to obtain convergent results. We found that the calculation of, e.g., energy expectation values converge rather fast as a function of N r . On the other hand, the polarization which is rather sensitive to phases requires much more runs in order to arrive at reliable results. For illustration we provide some numbers: our calculation employs 10 vibrational states in the ground and excited electronic states, respectively. Using 512 × 512 sampling points in the times t , a single 2D-spectrum obtained with N r = 1000 takes approximately two hours on our single node. This is a lot regarding the simplicity of the model (note, however, that the reduction of the two-dimensional time-grid to, e.g., 128 × 128 points reduces the calculation time to less than 8 min). Because the loop over the different runs is easily parallelized, the computer time can dramatically be reduced. For example, employing 16 nodes, a spectrum is obtained in about 10 min. Of course, one can treat the present system using density matrices. It has to be kept in mind that the size of the density matrix in general scales quadratically with the number of basis states, whereas using wave functions, the scaling is linear. It might then be that wave function calculations can be performed for systems with a much larger number of basis states. This, in FIG. 7 . Normalized 2D-spectra |S(E t ′, E T )| for the unperturbed system (upper panel) and for parameters (η, γ) = (0.009, 0.009) eV. particular, applies if the Liouville operator does not have a simple structure, i.e., is sparse or separates in various blocks. Note that in the situation discussed in the present paper, the density matrix is very sparse due to the secular approximation. For a direct comparison, it is necessary to performed a careful numerical analysis which also includes the exploration of the parameter space defining the system and the system-bath coupling. This, however, is out of the scope of the present paper but will be conducted in the future. Our numerical example employs the most simple model of shifted harmonic oscillators so that all required matrix elements are given analytically. In the more general case, one has to numerically determine the system's eigenfunction and also the appearing matrix elements. With this information at hand, the evaluation of the spectra is trivial.
