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Dynamic Modification of Cortical Orientation
Tuning Mediated by Recurrent Connections
Orientation tuning, which is an emergent property in
the primary visual cortex (V1), is also context dependent.
Spatially, oriented stimuli in the surround can shift the
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Department of Molecular and Cell Biology tuning to stimuli in the RF center (Gilbert and Wiesel,
1990; Sillito et al., 1995), which may provide a mecha-University of California, Berkeley
Berkeley, California 94720 nism for detecting complex spatial features such as
corners or junctions. In the temporal domain, exposure2 Institute of Neuroscience
Chinese Academy of Sciences to an adapting stimulus causes the preferred orientation
of the neuron to shift away from the adapting orientation320 Yue Yang Road
Shanghai 200031 (Mu¨ller et al., 1999; Dragoi et al., 2000, 2001). These
stimulus-induced modifications of orientation tuningChina
may help to remove the temporal correlation in the corti-
cal responses and to improve perceptual discrimination
(Mu¨ller et al., 1999; Dragoi et al., 2002).Summary
Interestingly, similar repulsive shifts in orientation tun-
ing can be induced at different time scales, from hun-Receptive field properties of visual cortical neurons
depend on the spatiotemporal context within which dreds of milliseconds (Mu¨ller et al., 1999) to several
minutes (Dragoi et al., 2000), and the persistence of thethe stimuli are presented. We have examined the tem-
poral context dependence of cortical orientation tun- effects varies accordingly over a large range of time
scales. The variable time course suggests that multipleing using dynamic visual stimuli with rapidly changing
orientations. We found that tuning to the orientation neuronal or synaptic mechanisms can underlie the shifts
in orientation tuning. The similarity in the repulsive ef-of the test stimulus depended on a briefly presented
preceding stimulus, with the preferred orientation fects, on the other hand, suggests that they are medi-
ated by a common set of circuitry elements. In principle,shifting away from the preceding orientation. Analyses
of the spatial-phase dependence of the shift showed both the feedforward thalamic inputs and the recurrent
intracortical connections may be important in shapingthat the effect cannot be explained by purely feedfor-
ward mechanisms, but can be accounted for by activ- orientation tuning. While the relative contribution of the
two types of inputs to the basic tuning property remainsity-dependent changes in the recurrent interactions
between different orientation columns. Thus, short- controversial (Hubel and Wiesel, 1962; Sillito, 1975; Ben-
Yishai et al., 1995; Somers et al., 1995; Douglas et al.,term plasticity of the intracortical circuit can mediate
dynamic modification of orientation tuning, which may 1995; Ferster and Miller, 2000), a related question is
what roles the thalamic and the intracortical inputs playbe important for efficient visual coding.
in mediating the temporal context dependence of
tuning.Introduction
In this study, we have examined stimulus-induced
modification of cortical orientation tuning at a time scaleThe response of a visual cortical neuron to a given test
stimulus depends on both the spatial and temporal con- shorter than those observed in previous studies (Mu¨ller
et al., 1999; Dragoi et al., 2000, 2001) using dynamictexts of the stimulus. Spatially, stimuli in regions sur-
rounding the receptive field (RF) can significantly modu- grating stimuli and a modified reverse correlation
method. We found a similar repulsive shift of the pre-late the responses to stimuli within the RF (Allman et
al., 1985; Fitzpatrick, 2000). Such modulation depends ferred orientation induced by the preceding stimulus
on the location (Walker et al., 1999), contrast (Levitt and (Mu¨ller et al., 1999; Dragoi et al., 2000, 2001). Simulation
Lund, 1997; Polat et al., 1998), spatial frequency (De studies showed that the spatial-phase invariance of the
Valois and Tootell, 1983; Bauman and Bonds, 1991), and observed shift in orientation tuning cannot be accounted
orientation (Sillito et al., 1995; Polat et al., 1998) of the for by a purely feedforward mechanism, but can be ex-
surround stimuli. Temporally, response properties of the plained by stimulus-dependent modification of the intra-
neurons depend strongly on the stimulus history. For cortical circuitry.
example, response sensitivity can be reduced by prior
exposure to high-contrast stimuli (Ohzawa et al., 1985),
and the degree of reduction depends on the similarity Results
between the adapting and the test stimuli (Movshon and
Lennie, 1979; Saul and Cynader, 1989a, 1989b; Caran- Characterization of Cortical Orientation Tuning
dini et al., 1997). These spatiotemporal contextual ef- Using Dynamic Grating Stimuli
fects have direct perceptual consequences (Gibson, Single-unit recordings were made in area 17 of anesthe-
1937; Gilbert, 1996), and they may play important roles tized adult cats. We measured neuronal responses to
in visual cortical processing (Barlow and Foldiak, 1989). dynamic grating stimuli presented at 40 or 60 Hz, with
the orientation of each frame randomly selected from
12 orientations (evenly distributed from 0 to 165) and3Correspondence: ydan@uclink4.berkeley.edu
4These authors contributed equally to this work. the spatial phase from 0, 90, 180 and 270 (Figure 1A,
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Effects of Ori1 on Tuning to Ori2 in Dynamic
Grating Stimuli
For most of the cells studied, we observed a noticeable
effect of ori1 on the tuning to ori2. Figure 2A shows the
tuning functions of two example cortical neurons. If the
tuning with respect to ori2 were independent of ori1, the
2-D tuning function would not vary along the vertical
axis. For both neurons, however, the tuning functions
exhibited a clear discontinuity at the preferred orienta-
tion (orip, see below for definition), and the spatial profile
deviated from vertical both above and below orip. This
profile indicates that when ori1 was clockwise relative to
orip (ori1  orip), tuning to ori2 shifted counter-clockwise,
whereas when ori1 was counter-clockwise relative to
orip, the tuning shifted clockwise. The shift increased
gradually in magnitude as ori1 approached orip, and then
decreased abruptly before switching to the opposite
sign when ori1 moved past orip. These repulsive shifts
can also be seen clearly in Figure 2B, which compares
the average tuning with respect to ori2 (solid, averaged
across all ori1) and the individual tuning curves when
ori1 was either clockwise (dashed) or counter-clockwise
(dotted) relative to orip.
To quantify these shifts, we fit each tuning curve with
a Gaussian function:
r  r0  r1e
(ori2  )2
2 ,
where r represents the firing rate as a function of ori2,
and r0, r1, , and  are free parameters (Swindale, 1998;
Figure 1. Modified Reverse Correlation Method for Analyzing the Deneve et al., 1999) (Figure 3A). The preferred orienta-
Responses to Dynamic Grating Stimuli
tion of the cell, orip, was defined as the peak position
(A) The original reverse correlation method. Upper panel: dynamic () of the Gaussian fit for the average tuning curve (solid
grating stimuli and the spike train response. Numbers below indicate
curves in Figure 2B, equivalent to the tuning curvesthe spike counts in each frame. Dotted lines delineate temporal
obtained with the original reverse correlation methodframes. Lower panel: orientation tuning computed as the average
firing rate at a given delay (in this example one frame) following the shown in Figure 1A). The shift of each tuning curve was
presentation of each orientation. computed as the difference between its peak position
(B) The modified reverse correlation method. Lower left: the average (dot) and orip of the cell (dashed vertical line). Figure 3B
firing rate of a simple cell as a function of the consecutive pair of summarizes the shift in the tuning to ori2 at all values oforientations (ori1 and ori2) represented as a luminance-coded 2-D ori1 for a population of cortical neurons (n  21, orip ofmatrix (scale shown on the right). To emphasize the tuning to ori2,
each cell was set to 0). The peak of the tuning curvethe mean tuning to ori1 has been subtracted (see Experimental Pro-
cedures). Lower right: the same function shown as a set of tuning consistently shifted away from ori1, and the magnitude
curves, each representing the tuning with respect to ori2 at a certain of the shift increased as ori1 approached orip (slope 
ori1 (indicated on the right). For clarity, each curve is plotted with a 0.045). In addition to the peak position, we also exam-
different vertical offset. ined the amplitude (r1) and width () of each tuning curve.
We found systematic dependence of both parameters
on ori1, with the minimum amplitude and the maximumupper panel). From these responses, orientation tuning
can be estimated by reverse correlation (Ringach et al., width at ori1  orip (Figures 3C and 3D). Previous studies
of pattern-specific adaptation have shown that cortical1997; Mazer et al., 2002), which computes the average
firing rate of the neuron following the presentation of responses are selectively suppressed when the adapt-
ing and the test stimuli have similar spatial patternseach orientation (Figure 1A, lower panel). In the present
study, we have extended this method by computing the (Movshon and Lennie, 1979; Saul and Cynader, 1989a,
1989b; Carandini et al., 1997; Mu¨ller et al., 1999). Here,average firing rate following each pair of consecutively
presented orientations (Figure 1B). This analysis yields the effects of ori1 on the amplitude, width, and peak
position of the tuning to ori2 (Figures 3B–D) are all consis-a two-dimensional (2-D) tuning function, which is a 12
12 matrix with each term representing the average re- tent with the notion that maximal suppression of the
response to ori2 occurs when ori1  ori2 (Mu¨ller et al.,sponse to a certain pair of orientations (Figure 1B, lower
left). Alternatively, the result can be represented as a 1999).
In addition to the 2-D tuning function for consecutivelyset of curves, each representing the tuning to the second
orientation (ori2) at a given orientation of the first grating presented orientations, we also performed the analysis
at longer intervals between ori1 and ori2 (Figure 4A),(ori1) (Figure 1B, lower right). In the following studies, we
have used both representations to reveal the interaction which revealed the time course of the effect of ori1 on
the tuning to ori2. The net effect of ori1 at each intervalbetween ori1 and ori2 in the cortical response.
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Figure 2. Orientation Tuning Functions for
Two Cortical Neurons Exhibiting Repulsive
Shifts
(A) Two-dimensional tuning functions of a
complex (left) and a simple (right) cell shown
in matrix form (luminance scale on the right,
with the minimum response set to 0). Gray
lines indicate orip of each cell. Dashed and
dotted arrows indicate the values of ori1 at
which tuning to ori2 is plotted in (B).
(B) Tuning with respect to ori2 when ori1 was
clockwise (dashed) or counter-clockwise
(dotted) relative to orip. These curves are
equivalent to the luminance profiles of the
matrices in (A) along the rows indicated by
the corresponding arrows. The solid curve
represents the tuning to ori2 averaged across
all values of ori1.
was measured by averaging the repulsive shifts in the 4B). Thus, both the induction and decay of the repulsive
shift occur rapidly on a time scale of tens of milliseconds.tuning to ori2 induced by all values of ori1 (see legends).
We found that the effect decreased with the interval
between ori1 and ori2 over a period of 100 ms (Figure Effect of Ori1 on Tuning to Ori2 Measured
with Paired Grating Stimuli
A potential difficulty in interpreting the results obtained
with dynamic grating stimuli is that stimulus frames
other than the pair under analysis may also contribute
to the cortical response. To directly measure the effect
of ori1 on the tuning to ori2, we recorded the responses
of cortical neurons to isolated pairs of gratings (Figure
5A, upper panel). As shown in the peristimulus time
histogram (PSTH) for an example cortical neuron (Figure
5A, lower panel), the amplitude of the response to the
second grating (second peak) is lower than that to the
first, indicating a suppressive effect of the first grating.
Figure 5B shows the tuning of the cell to ori2 over the
entire range of ori1, with the peak position of each curve
(dot) determined from its Gaussian fit. Figure 5C summa-
rizes the shift in tuning as a function of ori1 for all cortical
neurons tested with paired grating stimuli (n 17). Simi-
lar to that observed with dynamic grating stimuli, the
peak of tuning to ori2 shifted away from ori1 (p  0.01,
t test), and the magnitude of the shift increased as ori1
approached orip (orip was defined as 0 for each cell,
slope  0.027). Thus, a briefly presented single grating
Figure 3. Summary of the Effects of Ori1 on Tuning to Ori2 in Dynamic stimulus is sufficient to induce a repulsive shift in theGrating Stimuli
tuning to subsequent test stimuli.(A) Fit of each ori2 tuning curve with a Gaussian function. Dashed
curves: tuning of a cortical cell computed with modified reverse
correlation. Solid curves: Gaussian fits with the peak positions () Effect of Stimulus-Induced Modifications
indicated by dots. Dashed vertical line: orip of the neuron (defined of Thalamic Inputs
as 0).
What is the mechanism underlying the effect of ori1 on(B) Shift in the tuning to ori2 (difference between the peak position
the tuning to ori2? Since the first grating stimulus canand orip) as a function of ori1  orip averaged from 21 cortical cells.
Error bar: 	SEM. The repulsive shift was significant for both the induce a shift in tuning rather than a simple reduction
upper (ori1  orip, p  103, t test) and the lower (p  104) portion in response amplitude, the effect cannot be explained
of the function. by a decrease in the excitability of the recorded cortical
(C) Amplitude of the Gaussian fit (r1) as a function of ori1  orip for neuron alone. Rather, the underlying mechanism must
the same cells shown in (B), normalized by the amplitude of the
involve the synaptic interactions that shape orientationaverage tuning with respect to ori2 for each cell (see solid curves
tuning. In principle, stimulus-induced modifications ofin Figure 2B).
(D) Normalized width of the Gaussian fit () as a function of ori1  orip. either the thalamic inputs or the intracortical interactions
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Figure 4. Time Course of the Repulsive Ef-
fect of Ori1 on Turning to Ori2
(A) The modified reverse correlation method
for computing the 2-D tuning functions at var-
ious intervals between ori1 and ori2. All other
procedures were similar to those shown in
Figure 1B, and the tuning functions were al-
ways computed at the optimal delay between
ori2 and the response (see Experimental Pro-
cedures).
(B) Mean repulsive shift in the tuning to ori2
as a function of the interval between ori1 and
ori2, obtained from 20/21 cells shown in Fig-
ure 3 (one cell was excluded because it did
not satisfy the circular variance requirement
at all intervals). The shift for each cell at each
interval (16.7ms, 33.3ms, … for 60 Hz; 25 ms,
50 ms, … for 40 Hz) was first averaged for all
the tuning curves at ori1  orip (shift) and for
all the curves at ori1 
 orip (shift
), and the
mean shift was then computed as (shift 
shift
)/2. Solid curve: experiments with 40 Hz
stimulus frame rate (n  7); dashed curve: 60
Hz (n  13). Error bar: 	SEM for the population of cells. *p  0.05; **p  0.01, t test. The time constants (obtained by fitting with the function
Aet/, where A is the amplitude, t is the interval between ori1 and ori2, and  is the time constant) were 30.4 	 10.8 ms (SEM, nonparametric
bootstrap) for 40 Hz and 17.2 	 7.7 for 60 Hz, which were not significantly different (p 
 0.1).
may result in changes in orientation tuning. Thus, we
examined the ability of each type of input to mediate
the observed repulsive shift.
First, we investigated the role of stimulus-induced
changes in thalamic inputs. Although intuitively it is not
obvious how a feedforward mechanism could account
for the observed repulsive shift, thalamic inputs are
known to play crucial roles in shaping cortical orientation
tuning (Ferster and Miller, 2000), and the effects of stimu-
lus-induced changes in these inputs deserve a thorough
examination. We constructed a model circuit in which
orientation tuning of a cortical simple cell resulted from
convergent excitatory inputs from ON- and OFF-cen-
tered geniculate neurons with an oriented alignment of
RFs (Hubel and Wiesel, 1962) (Figure 6A, upper). To
ensure contrast invariance of orientation tuning (Sclar
and Freeman, 1982), this simple cell also received “anti-
phase” inhibition from another cortical neuron with the
same orientation preference but the opponent spatial
phase (Troyer et al., 1998) (Figure 6A, lower). The com-
plex cell in this model received convergent inputs from
four simple cells with the same orientation preference
but different ON/OFF receptive field subregions (Hubel
and Wiesel, 1962) (Figure 6B). Simulation of the re-
sponses to sinusoidal gratings revealed orientation tun-
ing of the model complex cell (Figure 6C) that is compa-
rable to that observed experimentally. To implement
Figure 5. Repulsive Shift in Orientation Tuning Measured with stimulus-induced suppression of the cortical response
Paired Grating Stimuli
with a feedforward mechanism, the excitatory input from
(A) Paired grating stimuli and the PSTH of a cortical cell averaged each geniculate neuron was reduced by an amount pro-
over all orientations (time 0 is defined as the onset of each pair).
portional to its recent firing rate (see Experimental Pro-The second peak in the PSTH is lower than the first, indicating
cedures). This decrease in synaptic inputs can representpaired-stimulus suppression of the response. Horizontal bar: period
over which tuning curves in (B) are computed. either activity-dependent reduction in the excitability
(B) Tuning to ori2 at different values of ori1. Dot: peak position of of the geniculate neuron or synaptic depression of the
each tuning curve determined from its Gaussian fit. Dashed line: thalamocortical connections (Stratford et al., 1996); our
orip. model does not distinguish between these two mecha-
(C) Shift in the tuning to ori2 as a function of ori1 averaged from 17
nisms. As a result of the reduction in thalamic inputs,cortical cells. Error bar: 	SEM. The magnitude of the shift was not
the amplitude of the cortical response to the test stimu-significantly different from that observed in the dynamic grating
experiments (p 
 0.7, t test). lus was markedly suppressed (Figure 6C, dashed), simi-
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Figure 6. Effects of Ori1 on the Tuning to Ori2 for Model Cortical Neurons Receiving Feedforward Inputs
(A) Inputs to a model simple cell. Upper: connections from thalamic neurons. Each circle represents the RF of a geniculate neuron, with the
gray level of the line indicating connection strength from the neuron to the cortex (white: strong connection from ON-center cell; black: strong
connection from OFF-center cell; background gray: 0 connection strength). For clarity, only 15% of the thalamic neurons in the model are
shown. Lower: inhibition received by the simple cell under analysis (RF shown on the left) from another cortical neuron (right) with the opponent
spatial phase.
(B) Inputs to the model complex cell. The response of the complex cell was computed by summing the responses of four simple cells with
different spatial phases (90 apart). Left column: RFs of the four simple cells measured with light and dark spots of light (light: ON; dark: OFF).
Size of each square: 1  1. Arrowhead indicates the RF of the simple cell whose inputs are shown in (A).
(C) Orientation tuning of the model complex cell measured with a sinusoidal grating (k  0.5 c/) before (solid) and after (dashed) adaptation.
The tuning curve after adaptation was averaged across all orientations of the preceding (adapting) stimulus. The tuning curves for the simple
cells in the model before and after adaptation are similar to those for the complex cell.
(D) Tuning of the model complex cell to ori2 at three spatial phase differences between the pair of gratings (φ). Dot: peak position of each
curve determined from Gaussian fit. Similar results were obtained with grating stimuli at different spatial frequencies. All the simple cells in
the model showed similar shifts.
(E) Tuning of the complex cell at different values of ori1 when all spatial phases are combined.
lar to the suppression observed experimentally (Fig- at combined phases was also found for all the simple
cells in the model and was insensitive to the particularure 5A).
In both the dynamic grating experiments and the simu- parameters used, suggesting that stimulus-induced
modifications of the thalamic inputs alone cannot ac-lations, each grating had one of four possible spatial
phases, so the phase difference between a pair of grat- count for the shifts in cortical orientation tuning ob-
served experimentally at combined phases.ings could be 0, 	90, or 180. Interestingly, when we
analyzed the effect of ori1 on tuning of the complex To further compare the experimental results with the
prediction of the feedforward model, we analyzed thecell to ori2 at each phase relationship, the results were
different across phases. For grating pairs with 0 phase tuning functions of experimentally recorded cortical
neurons at different phase relationships between eachdifference, a small but consistent shift in the tuning to
ori2 was observed (Figure 6D, left), which was in fact in consecutive grating pair in the dynamic grating stimuli
(Figure 7). Significant repulsive shifts were observedthe same direction (repulsive) as that observed experi-
mentally (Figures 3A and 5B). This is because maximum at all phase differences, which is inconsistent with the
prediction of the feedforward model (Figure 6D). To-suppression of the thalamic inputs occurs when the pair
of gratings are identical (same orientation and same gether, these results indicate that modification of the
feedforward inputs alone cannot explain the experimen-phase), resulting in an orientation-specific suppression
of the cortical response that is reflected as a repulsive tally observed ori1-dependent but phase-independent
repulsive shift (Figure 7).shift in tuning. However, the repulsive shift was not ob-
served for the phase difference of 	90 (middle), and
an attractive shift was found for 180 (right). As a result, Effect of Intracortical Connections
on the Repulsive Shiftthe shifts at different phases cancelled each other, and
no net shift was observed when all phase relationships We next explored the ability of intracortical connections
to mediate the repulsive shift in orientation tuning bywere combined (Figure 6E). The lack of repulsive effect
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Figure 7. Repulsive Shifts of Recorded Cortical Neurons at Three Phase Differences between the First and Second Gratings
(A) Tuning curves of the cortical neuron shown in Figure 2 (left) at three phase differences between the first and second gratings in the pair.
Dot: peak position of each curve determined from its Gaussian fit. This analysis was performed only for tuning curves with circular variance0.75
(see Experimental Procedures). For some of the cells, the two tuning curves in the middle did not satisfy the above criterion. To ensure
consistency in the population results in (B), we have omitted the Gaussian fits of the two middle curves for all the cells.
(B) Shift in the tuning to ori2 as a function of ori1  orip averaged from a population of neurons at φ  0 (p  0.025, t test, n  19), φ 
	 90 (p  103, n  19), and φ  180 (p  0.05, n  13; for the other six cells, the tuning curves did not satisfy the criterion for circular
variance). Error bar: 	 SEM.
constructing a new model with both orientation-tuned Discussion
thalamic inputs and intracortical connections between
neurons preferring different orientations (Figure 8A). To Functional Significance of the Shift
in Orientation Tuningimplement stimulus-induced suppression with an intra-
cortical mechanism, the synaptic input from each corti- In the present study, we used both dynamic grating
(Ringach et al., 1997; Mazer et al., 2002) and pairedcal neuron was reduced by an amount proportional to
its recent firing rate (see Experimental Procedures), re- grating stimuli to measure cortical responses to a pair
of stimuli at various combinations of orientations. Weflecting either a reduction in the neuronal excitability
(Carandini and Ferster, 1997; Sanchez-Vives et al., 2000) found that the two gratings interact nonlinearly in the
response, with a repulsive effect of ori1 on the tuning toor a depression of the intracortical synapse (Thomson
et al., 1993; Abbott et al., 1997; Varela et al., 1997). Figure ori2. Repulsive shifts in orientation tuning have been
observed previously in the contexts of pattern-specific8B shows how this mechanism mediated the stimulus-
induced repulsive shift in the model. When ori1 was adaptation (Mu¨ller et al., 1999) and plasticity of orienta-
tion tuning (Dragoi et al., 2000, 2001). Functionally, suchcounter-clockwise relative to orip of the recorded neuron
(neuron b), it optimally activated neurons in a different shifts have been suggested to enhance the perceptual
performance in orientation discrimination both at theorientation column (e.g., neuron c), causing a reduction
of the synaptic inputs from neuron c in response to adapted orientation (Regan and Beverley, 1985; Mu¨ller
et al., 1999) and at 90 from the adapted orientationsubsequent stimuli. As a result, the contribution of neu-
ron c to the tuning of neuron b with respect to ori2 (Dragoi et al., 2002). Since the shift observed in the
present study is in the same direction as those reported(dashed) was reduced, causing a leftward shift of the
tuning curve (Figure 8B, left). Conversely, when ori1 was previously, it is likely to serve a similar function. How-
ever, there is an important difference in time scale. Theclockwise relative to orip, it caused a reduction of the
synaptic inputs from neuron a (dotted) and thus a repulsive shift reported here can be induced by a brief
stimulus lasting for only 17–25 ms rather than hundredsrightward shift of the tuning curve (Figure 8B, right).
Figure 8C shows the 2-D tuning function of the model of milliseconds (Mu¨ller et al., 1999; Dragoi et al., 2002)
or minutes (Dragoi et al., 2000). The question is whetherneuron computed from the simulated responses to dy-
namic grating stimuli, which exhibited a repulsive effect this rapid effect confers any additional functional advan-
tage. We analyzed the temporal variation of stimulusof ori1 on the tuning to ori2 similar to that observed
experimentally (Figure 2A). Thus, stimulus-induced mo- orientation in time-varying natural scenes (movies) and
found that the orientation in the receptive field is oftendification of intracortical synaptic inputs is sufficient to
account for the observed repulsive shift in orientation not static enough to induce orientation-specific adapta-
tion on a time scale of hundreds of milliseconds (ourtuning.
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thalamic inputs mediates stimulus-induced rapid adap-
tation of cortical responses (Chance et al., 1998; Chung
et al., 2002) and cross-orientation suppression in V1
(Freeman et al., 2002). In the present study, however,
modification of the intracortical but not the thalamic
inputs appears to be necessary to explain the repulsive
shift in orientation tuning. Note that, if the phases of the
grating stimuli are not randomized, even a feedforward
mechanism may result in an apparent shift in orientation
tuning (Figure 6D). Thus, stimulus phase is an important
factor in distinguishing the feedforward and recurrent
models. Activity-dependent modification of intracortical
interactions is also likely to mediate the shift in tuning
observed at other time scales. For example, in the study
of Dragoi et al. (2000), both the adapting and the test
stimuli were drifting gratings. Since all spatial phases
are represented equally in drifting gratings, the shift they
have observed is not spatial-phase specific and is thus
inconsistent with the feedforward model. Furthermore,
cells located near the pinwheel centers of the orientation
map exhibit larger adaptation-induced shifts than cells
in iso-orientation regions, which is thought to be related
to the fact that cells near the pinwheel centers receive
intracortical inputs tuned to a broader range of orienta-Figure 8. Effect of Ori1 on the Tuning to Ori2 for a Model Cortical
tions (Dragoi et al., 2001). Simulation studies using theNeuron Receiving Both Feedforward and Recurrent Inputs
circuit model with activity-dependent modification of(A) Inputs received by the model neuron (neuron b). The horizontal
intracortical interactions (Figure 8A) confirmed that suchline and triangle represent excitatory intracortical connections.
Curves in the lower panel represent orientation tuning of the thalamic a difference in the tuning of intracortical inputs can ac-
input to each of the three cortical neurons in different orientation count for the difference in the magnitude of the shift
columns (neuron a, dotted; neuron b, solid; neuron c, dashed). observed by Dragoi et al. (2001) (data not shown).
(B) Intracortical mechanism underlying the repulsive effect of ori1
In addition to the excitatory connections consideredon the tuning to ori2. The vertical arrow above indicates the cortical
in the present study, intracortical inhibition between dif-cell that is optimally activated by ori1. Triangle size indicates the
strength of intracortical inputs after stimulation by ori1. Lower panel: ferent orientation columns may also play an important
the solid line indicates tuning to ori2 (scale shown on the left), dotted role in shaping both the basic orientation tuning property
and dashed lines indicate the synaptic contributions of cortical neu- (Sillito, 1975; Bonds, 1989) and its spatiotemporal con-
rons a and c to the tuning of neuron b (scale shown on the right),
text dependence. Stimulus-induced facilitation of intra-normalized by the peak amplitude of the solid curve. Gray vertical
cortical inhibition between different orientation columnsline: orip of neuron b.
(C) Two-dimensional tuning function of the model neuron measured is functionally equivalent to the suppression of excita-
with dynamic grating stimuli. The function measured with paired tion implemented in our model (Figure 8) and is able to
grating stimuli was similar. cause a similar shift in orientation tuning. Thus, while a
purely feedforward mechanism is insufficient to explain
the repulsive effect of ori1 on the tuning to ori2, multipleunpublished data). Adaptation at a faster time scale is
intracortical mechanisms are capable of mediating thenecessary for the cortical neurons to improve the coding
effect. In fact, the involvement of a variety of cellularefficiency for rapidly changing stimuli. Thus, although
mechanisms may explain why similar repulsive shiftsthe magnitude of the shift we have observed is smaller
can be observed at a wide range of time scales (Mu¨ller(about half the size of the shift reported by Dragoi et
et al., 1999; Dragoi et al., 2000, 2001).al., 2000), this mechanism can operate much more fre-
Orientation tuning is an important emergent propertyquently in processing natural scenes. In fact, stimulus-
in the primary visual cortex. While the relative contribu-induced repulsive shifts in orientation tuning occurring
tion of feedforward and intracortical synaptic connec-at different time scales may functionally complement
tions in shaping this property has been intensely de-each other to improve the efficiency of visual coding in
bated (Ferster and Miller, 2000), our results show thatthe natural environment.
the temporal context dependence of orientation tuning,
which may be important for efficient visual processing,Mechanisms Underlying the Repulsive Shift
depends on the intracortical circuitry. The local intracor-In both the feedforward (Figure 6) and the recurrent
tical connectivity that contributes to orientation tuning(Figure 8) models examined in this study, suppression
in V1 may be common to other cortical areas. Thus,of the response to ori2 was implemented as an activity-
stimulus-induced changes in synaptic interactions maydependent reduction of synaptic inputs, which may re-
play an important role in the dynamic modification ofsult from short-term synaptic depression (Thomson et
the intracortical circuitry serving a wide range of compu-al., 1993; Abbott et al., 1997; Varela et al., 1997). Previous
studies have suggested that synaptic depression of the tational functions.
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Experimental Procedures (ON- and OFF-center, 20  20 each type) whose RFs were evenly
distributed in a 1  1 region of the visual space. The RF of each
geniculate cell was modeled asVisual Stimulation
Visual stimuli were generated with a PC and presented with a moni-
tor (size 40  30 cm, refresh rate 120 Hz, maximum luminance: 80 Koni (r
→
)  Ace
| r→ r→i|2
22c  Ase
| r→ r→i|2
22s and
cd m2). Luminance nonlinearities were corrected through software.
The sinusoidal grating stimuli (100% contrast) were presented at
Koffj (r
→
)   Ace
| r→ r→j|2
22c  Ase
| r→ r→j|2
22s ,the optimal spatial frequency of each cell in an area completely
covering the RF. For the dynamic grating stimuli, each frame con-
sisted of a grating at one of the 12 predetermined orientations evenly where r
→
i is the RF center of the ith neuron, Ac (1) and As (0.0625)distributed between 0 and 165, and at one of the 4 spatial phases represent the strengths of the center and surround regions, respec-
(0, 	90, 180; 0 was defined as the center of the stimulated area). tively, andc (0.18) ands (0.72) determine their sizes. The responseBoth the orientation and the spatial phase at each frame were cho- of each LGN neuron at the default, unadapted state was computed
sen randomly. The entire stimulus sequence consisted of 28,800 from its RF (K ) and the grating stimulus (I) as:
frames, with the stimulus updated every 2 or 3 frames (correspond-
ing to an effective frame rate of 60 or 40 Hz, for a total duration of
Ri   I(r→)Ki (r→)dr→

,8 or 12 min). The paired grating stimuli (effective frame rate: 30
Hz) consisted of 3000 separate pairs of sinusoidal gratings, each
where [ ] represents half-wave rectification. The total thalamic inputcontaining 2 consecutive frames of gratings followed by 12 frames
received by the simple cell was determined byof blank screens (40 cd m2). The orientation and spatial phase of
the grating in each frame was chosen randomly from a continuous
Rthal  
400
i1
[Si] Roni Ai  
400
i1
[Si] Roffi Ai.uniform distribution between 0 and 180 and between 180 and
180, respectively. For data analysis, orientation was binned at 15
so that the analyses for dynamic and paired grating stimuli were Si is a Gabor function representing the connection weight from the
parallel. ith LGN neuron to the simple cell:
Si  S(xi, yi)  e

x2i
22x

y2i
22y cos(2kxi  φ),Electrophysiology
Experiments using paired grating stimuli were performed at the
University of California at Berkeley using procedures described in where (xi, yi) represents the RF center position of the ith LGN neuron
Yao and Dan (2001) and approved by the Animal Care and Use (the RF center of the simple cell is defined as (0, 0)), x (0.34) and
Committee. Briefly, adult cats (2–3 kg) were initially anesthetized y (0.58) determine the length and width of the cortical RF, and k
with isoflurane (3%) followed by sodium pentothal (10 mg/kg, i.v., (0.8 c/) and φ (see below) are the spatial frequency and phase,
supplemented as needed). During recording, anesthesia was main- respectively, of the cortical RF. Ai is a scaling factor between 0 and
tained with sodium pentothal (3 mg/kg/hr, i.v.) and paralysis with 1 that represents the stimulus-induced reduction in synaptic inputs
pancuronium bromide (0.1–0.2 mg/kg/hr, i.v.). A total of seven cats from the ith LGN neuron. This reduction was due to either a reduction
were used in these experiments. Experiments using dynamic grating in excitability of the ith LGN neuron (thus, AiRi represents its firing
stimuli were performed at the Institute of Neuroscience (Shanghai, rate at the adapted state) or depression of its synaptic connection
China), with details of the animal use procedures described in Li to the cortical neuron (thus, AiSi represents the depressed synaptic
and Li (1994). Briefly, anesthesia was initially induced with ketamine strength). For the paired grating stimulus, Ai was computed as
hydrochloride (30 mg/kg, i.m.) and maintained with urethane (20
mg/kg/hr, i.v.). Paralysis was maintained with gallamine triethiodide Ai  1 for ori11  dRLGNi,ori1 for ori2,(10 mg/kg/hr, i.v.) or d-tubocurarine chloride (0.25 mg/kg/hr, i.v.). A
total of seven cats were used in these experiments. In both types
where RLGNi,ori1 is the firing rate of the neuron in response to the firstof experiments, single-unit recordings were made in area 17 using
grating, and d (1.2) is a scaling constant. Thus, the reduction intungsten electrodes, and spike times were recorded with a 0.1 ms
synaptic input from each thalamic neuron is proportional to theresolution. Cells were sampled randomly at all depths of electrode
recent firing rate of the neuron. To ensure contrast-invariant orienta-penetration.
tion tuning of each simple cell, we also implemented an anti-phase
inhibition mechanism (Troyer et al., 1998). The net thalamic input
Modified Reverse Correlation was computed for an inhibitory neuron with the RF similar to the
Reverse correlation has been used previously in the orientation simple cell under study but a 180 phase shift in the Gabor function.
domain (Ringach et al., 1997; Mazer et al., 2002). We have modified The final response of each simple cell was modeled as its net thala-
this method to study the “second-order” orientation tuning. Spike mic input subtracted by the thalamic input to the corresponding
trains were binned at the stimulus frame rate (40 or 60 Hz). For each inhibitory neuron: [Rthal  Rthalinh  Rthresh], where Rthresh (0.07) is the
of the 12  12 pairs of orientations, we computed the firing rate t spiking threshold. This is equivalent to the conceptual model of
frames following the second grating, averaged across all occur- Troyer et al. (1998) with the inhibition weight w  1. The response
rences of the pair (at all phases unless otherwise specified). The of the complex cell was simply modeled as the sum of the responses
result of this analysis represents the response at each combination of four simple cells 90 apart in spatial phase (φ  0, 90, 180, and
of orientations. To isolate the tuning to ori2 from the response to 270; Figure 6B). Most of the parameters used in this study are
ori1, the mean tuning to ori1 (obtained either with the original “first- similar to those used by Troyer et al. (1998) except for d, which was
order” reverse correlation method or by averaging the 2-D matrix chosen to cause a reduction of the response amplitude to ori2 (Figure
across ori2) was subtracted from the result of the modified reverse 6C) comparable to that observed experimentally (Figure 5A).
correlation. For all the data shown, t  2 frames for 60 Hz frame
rate and t  1 frames for 40 Hz frame rate, since the response was
Model with Intracortical Inputsgenerally best tuned to ori2 at these delays. Only cells exhibiting To investigate the role of intracortical interactions in mediating theclear tuning (circular variance V  0.75 for the tuning to ori2 at all effects of ori1 on the tuning to ori2, we simplified the feedforwardvalues of ori1, V 1 |k Rk exp(i2k)|/k Rk, where Rk is the response thalamic inputs by approximating their orientation tuning with aat orientation k, 0  k 180) (Ringach et al., 1997) were included Gaussian function:in subsequent analyses.
V ffi (t)  
∞
0


0
Gff (i,)F ff ()(  s (t  ))dd,0

,
Feedforward Model
In the feedforward model examining the role of thalamic inputs in
stimulus-induced shifts in orientation tuning, each cortical simple where s(t) is the orientation of the grating stimulus at time t, Gff
represents tuning of the feedforward connections:cell received excitatory inputs from two arrays of geniculate cells
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