Abstract: Precise position, velocity, and attitude is essential for self-driving cars and unmanned aerial vehicles (UAVs). The integration of global navigation satellite system (GNSS) real-time kinematics (RTK) and inertial measurement units (IMUs) is able to provide high-accuracy navigation solutions in open-sky conditions, but the accuracy will be degraded severely in GNSS-challenged environments, especially integrated with the low-cost microelectromechanical system (MEMS) IMUs. In order to navigate in GNSS-denied environments, the visual-inertial system has been widely adopted due to its complementary characteristics, but it suffers from error accumulation. In this contribution, we tightly integrate the raw measurements from the single-frequency multi-GNSS RTK, MEMS-IMU, and monocular camera through the extended Kalman filter (EKF) to enhance the navigation performance in terms of accuracy, continuity, and availability. The visual measurement model from the well-known multistate constraint Kalman filter (MSCKF) is combined with the double-differenced GNSS measurement model to update the integration filter. A field vehicular experiment was carried out in GNSS-challenged environments to evaluate the performance of the proposed algorithm. Results indicate that both multi-GNSS and vision contribute significantly to the centimeter-level positioning availability in GNSS-challenged environments. Meanwhile, the velocity and attitude accuracy can be greatly improved by using the tightly-coupled multi-GNSS RTK/INS/Vision integration, especially for the yaw angle.
Introduction
Precise navigation is a fundamental module for a wide range of applications such as autonomous driving, unmanned aerial vehicles (UAVs), and mobile mapping [1, 2] . For centimeter-level high-accuracy positioning of the global positioning system (GPS), the carrier phase integer ambiguities have to be resolved correctly [3] . It has been shown that the dual-frequency GPS real-time kinematics (RTK) can achieve rapid or even instantaneous ambiguity resolution (AR) for short baselines under open-sky conditions [4] . By contrast, the single-frequency GPS RTK has a low AR success rate due to the short wavelength of the f 1 frequency and the unmodeled errors in the measurements, such as the multipath, especially in dynamic environments [5] . Compared with the dual-frequency receivers,
Error State Model
In this research, the inertial system is mechanized in the e-frame (i.e., Earth-centered Earth-fixed, ECEF). The mechanization in the e-frame makes it easier to use the raw GNSS observables and more efficient than the local-level equivalent algorithm. The INS dynamic model is constructed as the φ-angle error model, which can be described in the e-frame as follows [33] : . φ e be denote the derivative of position, velocity, and attitude error, respectively; R e b is the rotation matrix from the body (b) frame (i.e., forward-right-down, FRD) to the e-frame; f b denotes the specific force in the b-frame; ω e ie denotes the angular rate of the e-frame with respect to the inertial (i) frame, projected to the e-frame; δg e denotes the gravity vector in the e-frame; and δf b and δω b ib are the errors of the accelerometer and gyroscope, respectively. In order to model the bias error of low-cost MEMS-IMUs, the gyroscope and accelerometer bias error are augmented into the filter state and estimated online. Generally, they are modeled as a first-order Gauss-Markov process [34] :
where δb g and δb a are the bias error of the gyroscope and accelerometer, respectively; τ b g and τ b a are the corresponding correlation time of the first-order Gauss-Markov process; and w is the driving white noise.
Remote Sens. 2019, 11, 610 4 of 24 For the multistate constraint Kalman filter model, the error states of a sliding window of poses are augmented into the filter state vector. Every time a new image is recorded, the state vector is augmented with a copy of the current IMU pose. Therefore, the error state vector at t k can be written as:
with
where δφ i and δp i , i = 1 · · · K are the error states of the IMU attitude and position, respectively; and K denotes the total number of poses in the sliding window.
Double-Differenced Measurement Model of the GPS/BeiDou/GLONASS System
In the single-frequency RTK positioning, the pseudorange and carrier phase observations on the f 1 frequency will be used together. Since the f 1 frequencies from the GPS, BDS, and GLONASS satellites are different, the double-differencing (DD) formulation should be applied within the individual GNSS system [6] . The double-differenced code and phase observation equations for a single GNSS system can be written as: ∇∆P = ∇∆ρ + ∇∆T + ∇∆I + ∇∆ε P (5) λ∇∆ϕ = ∇∆ρ + ∇∆T − ∇∆I + λ∇∆N + ∇∆ε ϕ (6) where ∇∆(·) denotes the DD operator; P and ϕ denote the pseudorange and carrier phase observations, respectively; ρ is the geometric distance between the receiver and satellite; T and I denote the tropospheric and ionospheric delay, respectively; λ and N are carrier phase wavelength and integer ambiguity, respectively; and ε P and ε ϕ are the unmodeled residual error (measurement noise, multipath, etc.) of pseudorange and carrier phase observations, respectively. Different from the GPS and BDS, the GLONASS employs the frequency division multiple access (FDMA) modulation. The FDMA modulation makes GLONASS ambiguity resolution difficult due to the carrier phase interfrequency bias (IFB). The IFB cannot be canceled in the DD process and will prevent the correct integer AR [35] . In this research, we precalibrated the IFB using the method proposed by the authors of [36] . As the frequencies from different GLONASS satellites are different, the DD phase observations λ∇∆ϕ and ambiguities λ∇∆N could be rewritten as:
where the superscripts k and r denote the nonreference and reference satellite, respectively, and ∆(·) denotes the single-differenced (SD) operator. In Equation (8) , the SD ambiguity can be estimated with the SD code observations [37] . For short baselines in this research, the atmospheric terms T and I in Equations (5) and (6) can be neglected. The remaining unknown parameters in Equations (5) and (6) are the baseline increment vector and integer ambiguities. By linearizing the DD code and phase observation equation with unknown parameters, the error equation can be described in a matrix form as follows: 
where the superscripts 'G', 'C', and 'R' represent GPS, BeiDou, and GLONASS, respectively; n is the total number of DD ambiguities from the combined GPS, BeiDou, and GLONSS systems; δp r denotes the baseline increment vector; ∇∆r 0 is the computed DD range with the approximate rover coordinate and satellite position; H is the design matrix; and Λ contains the wavelengths of the f 1 frequency corresponding to the different individual GPS, BeiDou, and GLONASS satellites. For the tightly coupled integration, the measurement vector Z k is calculated by:
where ∇∆ρ I NS represents the INS-derived DD geometric range ∇∆P GNSS and ∇∆ϕ GNSS are the raw GNSS DD code and phase observations, respectively. Since the IMU center and GNSS antenna cannot be installed at the same position, the lever-arm correction should be applied, which can be written in the e-frame as: r 
where r e GNSS and r e I MU are the position of the GNSS antenna and IMU in the e-frame, respectively; R e b is the rotation matrix from the b-frame to the e-frame; and b GNSS is the lever-arm offset in the b-frame. The position error between the GNSS antenna and the IMU center can be derived after the error perturbation analysis of Equation (14): (15) where × is the cross-product operator. The final design matrix for the GNSS measurement update can be derived by combining Equations (5), (6), (10), (13) , and (15):
where n is the number of DD code or phase measurements and K is the number of the camera poses in the sliding window.
Visual Measurement Model
The underlying idea of the well-known MSCKF is that it uses geometric constraints that arise when a static feature is observed from multiple camera poses. In order to present the measurement model clearly, a single static feature, f j , is considered. Assuming that a static feature is observed by camera pose C i , the estimated image measurements can be written as:
where n (j)
i is the image noise vector andX
j are the feature positions in the camera frame, which can be calculated by:
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are the attitude rotation matrix and position vector of the camera pose C i , respectively, andp G f j is the estimated feature position in the global frame (e-frame), which can be obtained by employing least-squares minimization from multiple camera measurements [17] . Then, the measurement residual can be calculated by:
By linearizing the above equation about the states and the feature position, the residual can be written approximately as: The corresponding Jacobians can be derived as:
Usually, a static feature will be observed by multiple consecutive camera poses; therefore, the complete residual vector for this feature can be obtained by stacking all the individual residuals together:
. . .
where k denotes the k-th camera pose in the sliding window. In order to perform the EKF update, the residuals should be in the form of r ≈ Hδx k + n. This can be achieved by projecting the residual vector r (j) on the left null space of the matrix H (j) f . Assuming that A is a unitary matrix whose columns form the basis of the left null space of H (j) f , the residual formula can be rewritten as:
This residual is independent of the errors of the estimated feature position; therefore, the regular EKF update can be performed. The updates are triggered by one of the two cases. The first case occurs when some tracked features move outside of the current camera's field of view. The second case occurs when the number of camera poses in the sliding window reaches the maximum, then the oldest frame in the sliding window will be removed and all the features in this oldest frame will be used for filter updates. If multiple features are used for update, all the residuals can be put together in a single vector as:
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Considering the fact that the dimension of the above equation can be very large if multiple features and camera poses are involved, the QR decomposition of the matrix H X is employed to reduce the computational complexity. The decomposition can be written as:
where Q 1 and Q 2 are the unitary matrices and T H is an upper-triangular matrix. Substituting Equation (27) into Equation (26) and premultiplying by Q 1 Q 2
T
, we obtain
In the above equation, Q T 2 r o is only noise, and thus can be discarded. Therefore, the residual that we use for the EKF update becomes:
Once the residual r (j) o and the corresponding Jacobian matrix H (j) o are calculated, a Mahalanobis gating test is applied to separate inliers from outliers. Specifically, we compute
and compare it against a threshold calculated by the 95% of the Chi-square distribution. In the above equation, P k denotes the filter covariance matrix and σ 2 is the variance of the image pixel measurement. The degrees of freedom of the Chi-square distribution is the number of elements in the residual vector
o . All the residuals from the features that pass the gating test will be put together and used for filter update.
Ambiguity Resolution with Inertial Aiding
Correct integer ambiguity resolution is a prerequisite for carrier-phase-based centimeter-level positioning. The a priori information from INS can be used to improve the reliability and success rate of ambiguity resolution. In this research, the single-epoch ambiguity resolution strategy is adopted since the satellite signals are interrupted frequently in GNSS-challenged environments. Assuming that the code and phase observation equations are linearized at the INS-derived approximate position, the virtual measurement from INS-derived position can be written as follows [16] :
where I 3×3 is the identity matrix. Combining the above equation and Equation (9) , the float ambiguities and their covariance can be calculated by using the least-squares adjustment. Then, the well-known least-squares AMBiguity Decorrelation Adjustment (LAMBDA) method is employed to obtain the integer ambiguity vector [38] . For the ambiguity validation, the data-driven ratio-test and model-driven bootstrapped success rate are combined to improve the reliability of the ambiguity resolution [39, 40] .
Overview of the Tightly Integrated Monocular Camera/INS/RTK System
According to the description above, an overview of the proposed tightly coupled monocular camera/INS/RTK integration is shown in Figure 1 . After the initialization of the integrated system, the INS mechanization begins to provide high-rate navigation output including the position, velocity, and attitude (PVA). Once the raw GNSS observations from base and rover receivers are available, the DD code and phase observations will be formed. Then, the DD float ambiguities and their corresponding covariance will be calculated using the least-squares adjustment with the INS-derived position constraint. The LAMBDA method is used for ambiguity resolution, and the validation test is conducted subsequently to determine whether the searched ambiguities should be accepted or not. If the validation test is passed, the ambiguity-fixed phase measurements will be fused with the INS-derived DD ranges to update the integrated filter; otherwise, the code measurements will be used. The main reason that we tend to use code measurements instead of ambiguity-float phase measurements is that the satellite signals are interrupted frequently in GNSS-challenged environments. As a result, the accuracy of the float ambiguity is limited due to the frequent reinitialization.
When a new image is arrived, the error state and covariance of the current IMU pose will be augmented into the integrated filter. The corner features are extracted and feature tracking is performed. For those features whose tracks are complete, the EKF updates are performed using the method presented in Section 2.3.
Finally, the estimated IMU sensor errors using a GNSS update or visual update are fed back to compensate for the error of raw IMU data. Meanwhile, the navigation solution provided by INS mechanization is corrected with the estimated errors from the integration filter. 
Field Test Description and Data Processing Strategy
In order to evaluate the performance of the proposed tightly integrated single-frequency multi-GNSS RTK/INS/Vision algorithm in GNSS-challenged environments, a field vehicular test was carried out at Wuhan University on 15 August 2018. The test trajectory is shown in Figure 2 , and several typical scenarios are shown in Figure 3 . The test route is mainly on the tree-lined roads, which can be characterized by three different sections as shown in Figure 2 . Section A of the route is the most challenged, with tall trees and buildings on the side of the narrow road. Section B of the route Figure 1 . Algorithm structure of the tightly coupled integration of the monocular camera, MEMS-IMU, and multi-GNSS RTK. GNSS: global navigation satellite system; GPS: global positioning system; BDS: BeiDou navigation satellite system; GLONASS: GLObal NAvigation Satellite System; INS: inertial navigation system; DD: double-differencing; IMU: inertial measurement units; PVA: position, velocity, and attitude; MEMS: microelectromechanical system; RTK: real-time kinematics; ∇∆P: DD code measurements; and ∇∆ϕ: DD phase measurements.
In order to evaluate the performance of the proposed tightly integrated single-frequency multi-GNSS RTK/INS/Vision algorithm in GNSS-challenged environments, a field vehicular test was carried out at Wuhan University on 15 August 2018. The test trajectory is shown in Figure 2 , and several typical scenarios are shown in Figure 3 . The test route is mainly on the tree-lined roads, which can be characterized by three different sections as shown in Figure 2 . Section A of the route is the most challenged, with tall trees and buildings on the side of the narrow road. Section B of the route is relatively open as the roads are wide and the heights of trees are generally below 3 m. In Section C of the route, the roads are very narrow and only those satellites with high elevation can be tracked continuously by the receiver. This kind of environment poses challenges to the high-precision GNSS positioning due to the frequent signal blockages and multipath. The test platform and equipment used in this research are shown in Figure 4a . Two different grades of IMUs were used to collect the raw IMU data and their main performance specifications are shown in Table 1 . The raw data from the MEMS-grade IMU was processed and analyzed to demonstrate the performance of the integrated system, while the navigation-grade IMU was used to obtain the reference solution. The sampling rate of both IMUs was 200 Hz. A greyscale Basler acA1600-20gm camera (Ahrensburg, Germany) was equipped to collect the raw images (20 Hz with The test platform and equipment used in this research are shown in Figure 4a . Two different grades of IMUs were used to collect the raw IMU data and their main performance specifications are shown in Table 1 . The raw data from the MEMS-grade IMU was processed and analyzed to demonstrate the performance of the integrated system, while the navigation-grade IMU was used to obtain the reference solution. The sampling rate of both IMUs was 200 Hz. A greyscale Basler acA1600-20gm camera (Ahrensburg, Germany) was equipped to collect the raw images (20 Hz with The test platform and equipment used in this research are shown in Figure 4a . Two different grades of IMUs were used to collect the raw IMU data and their main performance specifications are shown in Table 1 . The raw data from the MEMS-grade IMU was processed and analyzed to demonstrate the performance of the integrated system, while the navigation-grade IMU was used to obtain the reference solution. The sampling rate of both IMUs was 200 Hz. A greyscale Basler acA1600-20gm camera (Ahrensburg, Germany) was equipped to collect the raw images (20 Hz with resolution 640 × 480 pixels). The camera exposure is triggered by the pulses per second (PPS) generated by the GNSS receiver, and an exposure signal sent out by the camera will be received by the GNSS receiver. In this way, the GPS time of the camera exposure can be recorded precisely. The camera, IMU, and GNSS antenna were fixed rigidly on the top of the vehicle as shown in Figure 4a . The lever-arm offset between the IMU center and the GNSS antenna was measured manually. The intrinsic parameters and camera-IMU extrinsic parameters were calibrated offline [41, 42] .
The reference station was fixed on the rooftop of the Teaching and Experiment Building of Wuhan University. A Trimble NetR9 multi-GNSS multifrequency receiver (Sunnyvale, CA, USA) was used to collect raw GNSS data at 1 Hz. The rover receiver (Trimble OEM Board) was placed on the car and connected to the GNSS antenna. The whole field test took about 18 min, and the initial alignment of INS was performed at the beginning of the test. After that, we started to collect raw images continuously for about 8 min. The velocity during this period is shown in Figure 4b . It can be seen that there are frequent periods of acceleration and that the maximum velocity could reach 10 m/s in the north and east directions.
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Results

Satellite Availability
The satellite availability in GNSS-challenged environments is of great importance for high-precision GNSS positioning. Figure 5 shows the satellite visibility of the individual GPS, BeiDou, and GLONASS systems during the field test at a 15 • cutoff elevation angle. It can be seen that the satellite signals are interrupted frequently in the tree-lined roads, especially for the GLONASS satellites. The discontinuous tracking condition poses great challenges to GNSS-based positioning. The number of visible satellites and the corresponding position dilution of precision (PDOP) for the GPS, GPS + BDS (G + C), and GPS + BDS + GLONASS (G + C + R) systems are shown in Figure 6 . It indicates that the number of GPS satellites is less than five for most of the time, which means the positioning availability of the GPS-only system is very limited. After the inclusion of the BDS and GLONASS, the number of satellites for positioning is increased significantly and the corresponding average PDOP values of the GPS, GPS + BDS, and GPS + BDS + GLONASS are 10.5, 4.5, and 4.2, respectively. Obviously, the PDOP improvement from the multi-GNSS exceeds 50% in comparison with the GPS-only system. The number of visible satellites and the corresponding position dilution of precision (PDOP) for the GPS, GPS + BDS (G + C), and GPS + BDS + GLONASS (G + C + R) systems are shown in Figure 6 . It indicates that the number of GPS satellites is less than five for most of the time, which means the positioning availability of the GPS-only system is very limited. After the inclusion of the BDS and GLONASS, the number of satellites for positioning is increased significantly and the corresponding average PDOP values of the GPS, GPS + BDS, and GPS + BDS + GLONASS are 10.5, 4.5, and 4.2, respectively. Obviously, the PDOP improvement from the multi-GNSS exceeds 50% in comparison with the GPS-only system.
It indicates that the number of GPS satellites is less than five for most of the time, which means the positioning availability of the GPS-only system is very limited. After the inclusion of the BDS and GLONASS, the number of satellites for positioning is increased significantly and the corresponding average PDOP values of the GPS, GPS + BDS, and GPS + BDS + GLONASS are 10.5, 4.5, and 4.2, respectively. Obviously, the PDOP improvement from the multi-GNSS exceeds 50% in comparison with the GPS-only system. 
Positioning Performance
Before showing the benefits of the integrated system in GNSS-challenged environments, the single-frequency RTK positioning results are presented. Figure 7a and b shows the positioning differences of the GPS and GPS + BDS single-frequency RTK with respect to the reference values, respectively. The single-frequency RTK results were calculated using the well-known commercial software GrafNav 8.7 (Calgary, AB, Canada). As the performance of the GPS + BDS RTK does not show obvious improvement with the addition of GLONASS data, we only show the positioning results of the GPS + BDS RTK. It can be seen that the positioning performance of single-frequency GPS RTK is very poor, with positioning availability of only 34.3%, and the ambiguity-fixed solution is not achievable. After the addition of the BDS, the positioning availability reaches 56.9% with an ambiguity fixing rate of 39.1%. Obviously, there are significant improvements when multi-GNSS data is used, but the availability of high-accuracy GNSS positioning is very limited. 
Before showing the benefits of the integrated system in GNSS-challenged environments, the single-frequency RTK positioning results are presented. Figure 7a and b shows the positioning differences of the GPS and GPS + BDS single-frequency RTK with respect to the reference values, respectively. The single-frequency RTK results were calculated using the well-known commercial software GrafNav 8.7 (Calgary, AB, Canada). As the performance of the GPS + BDS RTK does not show obvious improvement with the addition of GLONASS data, we only show the positioning results of the GPS + BDS RTK. It can be seen that the positioning performance of single-frequency GPS RTK is very poor, with positioning availability of only 34.3%, and the ambiguity-fixed solution is not achievable. After the addition of the BDS, the positioning availability reaches 56.9% with an ambiguity fixing rate of 39.1%. Obviously, there are significant improvements when multi-GNSS data is used, but the availability of high-accuracy GNSS positioning is very limited. Different from the absolute GNSS positioning, the INS can provide a continuous navigation solution alone after initialization. However, the main drawback of INS is the rapid error drift when no external aiding is applied, as shown in Figure 8a . The position drift error arrives at several thousand meters after 8 minutes' trajectory. When integrated with the monocular vision, the positioning error of INS is reduced significantly, and the maximum three-dimensional (3D) position error is about 3.5 m, as shown in Figure 8b . Considering that the total travelled distance is larger than 4 km, the estimated position error is smaller than 0.1% of the travelled distance. Different from the absolute GNSS positioning, the INS can provide a continuous navigation solution alone after initialization. However, the main drawback of INS is the rapid error drift when no external aiding is applied, as shown in Figure 8a . The position drift error arrives at several thousand meters after 8 minutes' trajectory. When integrated with the monocular vision, the positioning error of INS is reduced significantly, and the maximum three-dimensional (3D) position error is about 3.5 m, as shown in Figure 8b . Considering that the total travelled distance is larger than 4 km, the estimated position error is smaller than 0.1% of the travelled distance. Figure 8a . The position drift error arrives at several thousand meters after 8 minutes' trajectory. When integrated with the monocular vision, the positioning error of INS is reduced significantly, and the maximum three-dimensional (3D) position error is about 3.5 m, as shown in Figure 8b . Considering that the total travelled distance is larger than 4 km, the estimated position error is smaller than 0.1% of the travelled distance. Although the tight fusion of visual and inertial data could reduce the rapid position error drift, it still suffers from error accumulation. With the inclusion of the multi-GNSS data, it is expected that the positioning performance of the integrated algorithm in GNSS-challenged environments could be enhanced noticeably. The position differences of the tightly coupled RTK/INS and RTK/INS/Vision integration with respect to the reference for the GPS, GPS + BDS (G + C), and GPS + BDS + GLONASS (G + C + R) systems are shown in Figures 9 and 10 , respectively. It can be seen that the positioning performance of the tightly coupled RTK/INS/Vision integration has significant improvement in comparison with the tightly coupled RTK/INS integration.
In order to further confirm the obtained results, the covariance analysis was conducted. Figure 11 Although the tight fusion of visual and inertial data could reduce the rapid position error drift, it still suffers from error accumulation. With the inclusion of the multi-GNSS data, it is expected that the positioning performance of the integrated algorithm in GNSS-challenged environments could be enhanced noticeably. The position differences of the tightly coupled RTK/INS and RTK/INS/Vision integration with respect to the reference for the GPS, GPS + BDS (G + C), and GPS + BDS + GLONASS (G + C + R) systems are shown in Figure 9 and Figure 10 , respectively. It can be seen that the positioning performance of the tightly coupled RTK/INS/Vision integration has significant improvement in comparison with the tightly coupled RTK/INS integration.
In order to further confirm the obtained results, the covariance analysis was conducted. Figure  11 shows the standard deviation (STD) time series of the GPS + BDS + GLONASS RTK/INS integration and the corresponding RTK/INS/Vision integration in the north, east, and down directions. We can see that the STDs of the RTK/INS/Vision integration are much smaller than that of the RTK/INS integration when the satellite availability is limited. The results also indicate that the accuracy of estimated position has little improvement with visual aiding when enough precise phase measurements are used for filter updates. In addition, the fact that the position errors are contained within 3 STDs confirms the accuracy of the obtained results. The statistics in terms of the root mean square (RMS) of the position differences of the tightly coupled integration for the three different system configurations is shown in Table 2 . It can be seen that significant improvement is achieved with visual aiding and best performance is obtained by using the tightly coupled GPS + BDS + GLONASS RTK/INS/Vision integration. Compared with the GPS + BDS, the addition of GLONASS only has small improvements. The reason is that the available GLONASS satellite is limited in most time of the test, as shown in Figure 5 . Additionally, the position RMS in the down direction shows greater improvement than that of the horizontal directions. This is mainly because the position error of the RTK/INS integration in the down direction is much larger than the horizontal directions during the period from 267,235 s to 267,250 s, as shown in Figure 9 . The statistics in terms of the root mean square (RMS) of the position differences of the tightly coupled integration for the three different system configurations is shown in Table 2 . It can be seen that significant improvement is achieved with visual aiding and best performance is obtained by using the tightly coupled GPS + BDS + GLONASS RTK/INS/Vision integration. Compared with the GPS + BDS, the addition of GLONASS only has small improvements. The reason is that the available GLONASS satellite is limited in most time of the test, as shown in Figure 5 . Additionally, the position RMS in the down direction shows greater improvement than that of the horizontal directions. This is mainly because the position error of the RTK/INS integration in the down direction is much larger than the horizontal directions during the period from 267,235 s to 267,250 s, as shown in Figure 9 . As the PDOP can be very large in the field test, the positioning error can be large even though the ambiguities are fixed correctly. Besides, the INS can still provide continuous high-accuracy positioning during short GNSS outages, especially with the visual aiding. Therefore, we tend to use the position difference distribution to evaluate the high-accuracy positioning capability of the integrated system instead of the ambiguity fixing rate. The distribution of the position differences of the tightly coupled RTK/INS integration for the GPS, GPS + BDS, and GPS + BDS + GLONASS is shown in Figure 12 + BDS + GLONASS are shown in Figure 13 . As expected, the RTK/INS/Vision integrated solutions are further improved in comparison with the ones of the RTK/INS shown in Figure 12 . The statistics indicates that the percentage of the horizontal position differences within 0.1 m is 37.0, 76.0, and 80.9%, with improvements of 6.1, 18.1, and 8.5% for the GPS, GPS + BDS, and GPS + BDS + GLONASS, respectively. The corresponding improvements for the vertical position differences within 0.1 m is 28.4, 32.4, and 26.5% for the GPS, GPS + BDS, and GPS + BDS + GLONASS, respectively. The results also indicate that the percentage of the centimeter-level positioning reaches 80% and decimeter-level positioning accuracy is achieved during the whole field test with the tightly coupled multi-GNSS RTK/INS/Vision integration. 
Figure 9. Position difference of the tightly coupled RTK/INS integration with respect to the reference for the GPS, GPS + BDS (G + C), and GPS + BDS + GLONASS (G + C + R) systems.
Table 2. Root mean square (RMS) of the position differences of the tightly coupled RTK/INS and RTK/INS/Vision integration with respect to the reference for the GPS, GPS + BDS (G + C), and GPS + BDS + GLONASS (G + C + R) systems.
RTK/INS RTK/INS/Vision
Velocity Performance
For vehicular navigation, the velocity is another crucial parameter. The time series of the velocity error of the tightly coupled RTK/INS and RTK/INS/Vision integration for the GPS, GPS + BDS, and GPS + BDS + GLONASS are shown in Figure 15 and Figure  16 , respectively. It can be seen that the velocity error of the tightly coupled RTK/INS integration increases slightly during short GNSS outages. After the inclusion of visual data, the velocity error is within 0.2 m/s in the north, east, and down directions for all three system configurations. Figure 17 shows the velocity STD series of the GPS + BDS + GLONASS RTK/INS integration and the corresponding RTK/INS/Vision integration in the north, east, and down directions. It indicates that the velocity accuracy can be greatly improved with visual aiding when the GNSS performance is degraded, and both precise GNSS and visual measurements contribute to the velocity estimation. The time series of the velocity error of the tightly coupled RTK/INS and RTK/INS/Vision integration for the GPS, GPS + BDS, and GPS + BDS + GLONASS are shown in Figures 15 and 16 , respectively. It can be seen that the velocity error of the tightly coupled RTK/INS integration increases slightly during short GNSS outages. After the inclusion of visual data, the velocity error is within 0.2 m/s in the north, east, and down directions for all three system configurations. Figure 17 shows the velocity STD series of the GPS + BDS + GLONASS RTK/INS integration and the corresponding RTK/INS/Vision integration in the north, east, and down directions. It indicates that the velocity accuracy can be greatly improved with visual aiding when the GNSS performance is degraded, and both precise GNSS and visual measurements contribute to the velocity estimation.
increases According to the statistics in Table 3 , the velocity RMS values of the tightly coupled GPS RTK/INS integration are 0.092, 0.119, and 0.075 m/s in the north, east, and down directions, respectively. Comparatively, the velocity accuracy shows little improvement for the GPS + BDS and GPS + BDS + GLONASS system. The main reason is that the velocity drift error is small during short According to the statistics in Table 3 , the velocity RMS values of the tightly coupled GPS RTK/INS integration are 0.092, 0.119, and 0.075 m/s in the north, east, and down directions, respectively. Comparatively, the velocity accuracy shows little improvement for the GPS + BDS and GPS + BDS + GLONASS system. The main reason is that the velocity drift error is small during short According to the statistics in Table 3 , the velocity RMS values of the tightly coupled GPS RTK/INS integration are 0.092, 0.119, and 0.075 m/s in the north, east, and down directions, respectively. Comparatively, the velocity accuracy shows little improvement for the GPS + BDS and GPS + BDS + GLONASS system. The main reason is that the velocity drift error is small during short GNSS outages, and its accuracy is mainly dependent on the IMU performance [46] . Compared with the velocity of the tightly coupled RTK/INS integration, the velocity accuracy of the tightly coupled RTK/INS/Vision integration is much better. The statistics indicates that the average velocity RMSs of the three different RTK/INS/Vision integrations are about 0.031, 0.048, and 0.025 m/s in the north, east, and down directions, respectively. Compared to that of the tightly coupled RTK/INS integration, the average improvements are about 64.5, 54.4, and 63.4% in the north, east, and down directions, respectively. 
Attitude Performance
Similar to the position and velocity, the attitude accuracy is also necessary for applications such as machine control and mobile mapping. Although the INS can provide high-accuracy attitude for the vehicle, the attitude error suffers from drifts, especially for the yaw angle while using the low-cost MEMS-IMU. Figure 18a shows the attitude error of the INS-only solution during the field test. It indicates that the yaw error increases more rapidly than that of the roll and pitch angles. When integrated with the visual data, the speed of the yaw error drift becomes lower, as shown in Figure 18b , even though the yaw error still accumulates due to the unobservability of yaw angle in the visual-inertial system. The results also show that the errors of roll and pitch angles are bounded without any drift. This is because the roll and pitch angles and the IMU gyroscope bias can be recovered from the monocular camera and IMU measurements alone [47] . With the estimated gyroscope bias, the drift speed of attitude will become slower [48] . 
Similar to the position and velocity, the attitude accuracy is also necessary for applications such as machine control and mobile mapping. Although the INS can provide high-accuracy attitude for the vehicle, the attitude error suffers from drifts, especially for the yaw angle while using the lowcost MEMS-IMU. Figure 18a shows the attitude error of the INS-only solution during the field test. It indicates that the yaw error increases more rapidly than that of the roll and pitch angles. When integrated with the visual data, the speed of the yaw error drift becomes lower, as shown in Figure  18b , even though the yaw error still accumulates due to the unobservability of yaw angle in the visual-inertial system. The results also show that the errors of roll and pitch angles are bounded without any drift. This is because the roll and pitch angles and the IMU gyroscope bias can be recovered from the monocular camera and IMU measurements alone [47] . With the estimated gyroscope bias, the drift speed of attitude will become slower [48] . The time series of the attitude error of the tightly coupled RTK/INS and RTK/INS/Vision integration for the GPS, GPS + BDS, and GPS + BDS + GLONASS are shown in Figure 19 and Figure  20 , respectively. It can be seen that the roll, pitch, and yaw angles are all observable, and the accuracy of yaw angle can be improved significantly with visual aiding. The series of attitude STDs shown in Figure 21 also indicates that the yaw error drift more rapidly than the roll and pitch error, and the drift speed of yaw angle is much slower with visual aiding. The corresponding statistics in terms of the RMS of the attitude error is shown in Table 4 . The time series of the attitude error of the tightly coupled RTK/INS and RTK/INS/Vision integration for the GPS, GPS + BDS, and GPS + BDS + GLONASS are shown in Figures 19 and 20 , respectively. It can be seen that the roll, pitch, and yaw angles are all observable, and the accuracy of yaw angle can be improved significantly with visual aiding. The series of attitude STDs shown in Figure 21 also indicates that the yaw error drift more rapidly than the roll and pitch error, and the drift speed of yaw angle is much slower with visual aiding. The corresponding statistics in terms of the RMS of the attitude error is shown in Table 4 . The statistics in Table 4 shows that the RMSs of roll and pitch error are about 0.04-0.07 • for both the tightly coupled RTK/INS and RTK/INS/Vision integration in three different system configurations. The reason why they show little difference is that the error drifts of roll and pitch angles are very small during short GNSS outages, and they can be recovered once the GNSS positioning is available. By contrast, the accuracy of yaw angle can be improved significantly while using the multi-GNSS and visual data. Generally, the observability and achievable accuracy of the yaw angle is worse than that of the roll and pitch angle in the GNSS/INS integration. If no effective GNSS measurements are used for the filter update, the yaw angle drifts rapidly. Significantly, both the multi-GNSS and vision bring benefits to the yaw angle accuracy. The improved accuracy of yaw angle is of great importance for those attitude-critical applications. 
Discussion
Precise navigation in GNSS-constrained areas is still very challenging, especially in the position component. According to the presented results, the centimeter-level positioning availability can be increased significantly by using the tightly coupled multi-GNSS RTK/INS/Vision integration in GNSS-challenged environments. The percentage of the centimeter-level positioning is increased from about 30% of the GPS RTK/INS integration to about 60% of the GPS + BDS + GLONASS RTK/INS integration. After the inclusion of vision, the corresponding percentages are about 37% and 80% for the GPS and GPS + BDS + GLONASS RTK/INS/Vision integration, respectively. The main reason behind this is that the ambiguity resolution performance of single-frequency RTK can be improved greatly by using the multi-GNSS [4, [6] [7] [8] 16 ]. According to some previous research in the robotics community, the position error of the MEMS-IMU can be greatly reduced when integrated with vision [17] [18] [19] [20] [21] [22] [23] . The comparable accuracy was also obtained with position error smaller than 0.1% of the travelled distance in our experiments.
In terms of the attitude accuracy, the significant improvement is obtained for the yaw angle by using the RTK/INS/Vision integration. Although the yaw angle of the visual-inertial system is not observable, the gyroscope bias can be recovered [47] . As a result, the yaw angle drifts slowly with time and its accuracy is improved (Table 4 ). For the low-cost GNSS/MEMS-IMU integration, the yaw angle drifts rapidly during GNSS outages. It is meaningful that the visual aiding information can restrict the rapid error growth of yaw angle greatly.
We also notice that the position accuracy of the GPS + BDS + GLONASS RTK/INS/Vision integration is a little worse than that of the GPS + BDS RTK/INS/Vision integration around epoch 267, 240 s ( Figure 10 ). It may be caused by the unmodeled pseudorange errors from the GLONASS satellites. As shown in Figure 6 , the available satellites are very limited during that time, and it will be difficult to model the errors properly when the position error of the integrated system is large. Therefore, further efforts are still needed to deal with this kind of situation.
Conclusions
The demand for precise navigation has been increased dramatically with the development of unmanned vehicles. In this contribution, we introduced the tightly coupled single-frequency multi-GNSS RTK/INS/Vision integration model and validated it by using a field vehicular test in GNSS-challenged environments. The navigation performance in terms of the position, velocity, and attitude were evaluated. According to the results, the conclusions can be drawn as follows.
The RTK positioning performance is markedly degraded in GNSS-constrained environments; therefore, the high-accuracy RTK positioning with high availability is not possible even with the multi-GNSS. The positioning performance in terms of the accuracy, continuity, and availability is improved significantly with the tightly coupled RTK According to the results, it is still not possible to achieve centimeter-level positioning during long GNSS outages using the low-cost tightly coupled integration of a monocular camera, MEMS-IMU, and single-frequency multi-GNSS RTK. Comparatively, high-accuracy velocity and attitude information can be obtained using the proposed integration algorithm.
Since the feature-based visual measurement model relies on the consecutive tracking of static features, robust feature tracking and outlier-resistant methods should be developed to make the algorithm more practical in complex environments such as urban roads with many cars and pedestrians. In addition, the wheel odometry can be adopted for land vehicle applications to enhance the navigation performance.
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