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ABSTRACT
Grain boundaries are known to play a role in many important material properties including creep
resistance, ductility and cracking resistance. Although the structure and properties of individual
boundaries are important, the overall behavior of the material is determined largely by the
connectivity of grain boundaries in the microstructure. Grain boundary networks may be studied
in the framework of percolation theory by classifying boundaries as special or general to the
property of interest. In standard percolation theory, boundaries are randomly assigned as special
or general; however, this approach is invalid in realistic grain boundary networks due to the
requirement for crystallographic consistency around any closed circuit in the microstructure.
The goal of this work is to understand the effects of these local constraints on the connectivity
and percolation behavior of crystallographically consistent grain boundary networks. Using
computer simulations and analytical models, the behavior of crystallographically consistent
networks is compared to that of randomly-assembled networks at several different length scales.
At the most local level, triple junctions and quadruple nodes are found to be preferentially
coordinated by special and general boundaries, leading to nonrandom network topologies that are
quantified using topological parameters. Although the properties of the simulated
microstructures, including connectivity length and average cluster radius of gyration, are
described by the same scaling exponents as in standard percolation theory, the amplitude
prel'actors in the scaling relationships are changed as a result of the crystallographic constraint.
The percolation threshold, an important parameter in microstructural design, is also found to
differ from that of standard percolation theory by as much as 0.05. Although all of the
simulated grain boundary networks studied here are distinctly nonrandom, no two cases have the
same behavior, the details of which depend strongly on the specific microstructural model.
Therefore, a unified approach for locally correlated percolation problems is developed that
allows the effects of the requirement for crystallographic consistency to be compared directly
from system to system. This new approach can be extended beyond the study of grain boundary
networks to include other locally-correlated percolation problems.
Thesis Supervisor: Christopher A. Schuh
Title: Danae and Vasilios Salapatas Assistant Professor of Metallurgy
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Schematic representation of the propagation of an intergranular crack. Thin, solid
lines are general boundaries, dashed lines are special boundaries, and the thick
line is the crack. At the triple junction with two special boundaries (labeled a and
b), crack propagation is arrested.
Simulated 2-D microstructures using a honeycomb grid on which grain
boundaries (the edges of the hexagons) are randomly assigned as special (thin
lines) or general (thicker lines) with probability p. The fraction of special
boundaries is (a)p = 0.15, (b)p = 0.35, (c)p = 0.55 and (d)p = 0.75.
An idealized triple junction between three grains, A, B, and C. For a complete
circuit around the junction (dashed line), three grain boundaries, a, b, and c, are
crossed, giving three step-changes in Euler orientation space. Since the beginning
and end of the circuit lie in the same grain, these changes must sum to zero;
misorientation is conserved.
Triple junction distributions from existing experimental data (points), covering a
range of materials and crystal systems, including pure metals, intermetallic alloys
and superconducting oxides, with low-angle thresholds t between 4 and 15°.
These data are compared to the triple junction distribution for a random
assemblage of boundaries as given by Eq. (1.5) (solid lines).
Procedure for assembling a crystallographically consistent grain boundary
network.
Examples of two-dimensional networks with 30 grains per side that have either
(a) a honeycomb structure or (b) an irregular structure.
Schematic illustration of the procedure used to create irregular lattices. The four
grains that are effected by the reorientation of the bold boundary are labeled A, B,
C, and D. The boundary to be reoriented (the bold line) has neighboring
boundaries labeled nl, n2, n3, and n4. When the boundary is reoriented (b), the
number of sides in grains B and D decreases by one, while the number of sides in
grains A and C increases by one.
Schematic illustration of the three-dimensional grain structure used in the
simulations where grains are modeled as 14-sided tetrakaidecahedra.
Pole figures for fiber textured polycrystals. Top row: (100) pole figures for
tetragonal polycrystals, middle row: (1070) pole figures for hexagonal
polycrystals, and bottom row: (100) pole figures for cubic polycrystals. The
sharpness of the texture is increased (moving left to right) by decreasing the
maximum rotation angle for any grain, (4 max, as indicated above the different
columns.
Pole figures for general textured polycrystals. Top row: (100) pole figures for
tetragonal polycrystals, middle row: (100) pole figures for hexagonal
polycrystals, and bottom row: (100) pole figures for cubic polycrystals. The
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sharpness of the texture is increased (moving left to right) by decreasing the
maximum rotation angle for any grain from 95° to 7°.
(001) pole figure illustrating the grain orientations that result from rotating a grain
with an initial cube texture (open circles) through one of the four unique 3
rotations. The resulting orientation after each possible rotation is given by a
different symbol (squares, circles, diamonds and triangles).
(001) pole figures for simulated twinned polycrystals with L = 100 (10,000 total
grains). The number of twin rotations per grain, t, is indicated above each pole
figure. Although the number of grain orientations mapped in each pole figure is
constant, more of the grains assume unique orientations as t increases, resulting in
more unique points appearing in the pole figure.
The disorientation angle distribution for fiber textured (a - c) and general textured
(d - f) microstructures with either tetragonal (a, d), hexagonal (b, e) or cubic (c, f)
symmetry. The different distributions correspond to different maximum rotation
angles, max, as labeled on the graphs. For the general textured microstructures,
the distribution of disorientation angles for a random assemblage of polycrystals
with the given symmetry is also shown.
The frequency of twin variant boundaries (E3n), other CSL boundaries (with E <
29), and general boundaries is plotted for simulated microstructures with t = 0.5,
2.0, 5.0 or 10.0 twin rotations per grain.
Fraction of low-angle boundaries, p, as a function of the sharpness of texture,
given by the rotational tolerance, qmax, for polycrystals with cubic, hexagonal, and
tetragonal symmetry where the low-angle threshold is 15°. For the fiber textured
microstructures, the curves are truncated at the minimum value of p achievable as
explained in the text.
Fraction of low-angle boundaries, p, as a function of the rotational tolerance, max,
normalized by the low-angle boundary threshold, t for fiber textured or general
textured polycrystals.
Fraction of special (CSL) boundaries, p, as a function of t, the number of twin
rotations per grain for simulated cubic polycrystals.
The probability of a simulated fiber textured microstructure containing a
percolating cluster of general boundaries as a function of p, the fraction of special
boundaries in the microstructure. The width of the transition region, from
percolating to non-percolating, decreases as L, the number of grains per side in
the simulated structures, increases. The dotted lines indicate the error bar on the
percolation threshold for simulations with L = 1000.
Complementary spatial distribution of general (left column) and special
boundaries (right column) forp = 0.5 on small, two-dimensional honeycomb (a -
h) or irregular lattices (i, j). The polycrystals were assembled either randomly (a
and b) or with crystallographic consistency (c, d: general textured; e, f: twinned, g
- j: fiber textured).
10
Triple junction distribution for simulated microstructures with crystallographic
consistency (fiber texture: solid lines, general texture: dashed lines). Also shown
are the TJD for a random network (dotted lines, Eq. (1.5)), and experimental triple
junction distributions, where the symbols are the same as in Figure 1.4.
Local transition probabilities, HY , for (a) y = 0, (b) y = 1, and (c) y = 2, which
give the local probability of assigning the next boundary as a special boundary.
The expectation value for a random lattice is given by the dashed line, H y = p.
Deviations above this line indicate that a special boundary is more likely to
coordinate the junction, while deviations below indicate that a general boundary is
more likely.
Analytical triple junction distribution for fiber textured microstructure given by
Eqs. (3.1) and (3.3) (solid line). Also shown are the simulated fiber textured
microstructures (points) and the distribution for a random lattice as given by Eq.
(1.5) (dashed lines).
(a) The four tetrakaidecahedral grains that comprise a quadruple node. The grains
are labeled Gi (i = to 3), and boundaries are labeled with lower-case letters. (b)
The shared faces of the tetrakaidecahedra are the grain boundaries in the
quadruple node. The lightly shaded boundaries have general character, while the
darker boundaries are special. The six boundaries are labeled a through f (c)
Two-dimensional topological map of the same quadruple node as in part (b)
where thinner lines indicate general boundaries and thicker lines are special
boundaries. The four grains, which have the same shading as in part (a), are the
enclosed areas between the lines and grain G3 is the entire area outside the
triangle. The circuit in (c) represents a second-order constraint involving four
grains and four boundaries.
The quadruple node distributions for simulated three-dimensional fiber textured
(circles), general textured (squares), and twinned (diamonds) microstructures.
The lines represent the QND for the case where boundaries are randomly assigned
character (Eq. (4.1)). The 2-D topological map is also shown for one
configuration of each type of quadruple node, where thinner lines are general
boundaries and thicker lines are special boundaries.
The topological map for a Q21 quadruple node, where the boundaries are labeled a
through f with special boundaries indicated by the thick lines and general
boundaries by thinner lines. Three of the triple junctions are labeled as i, ii and
iii, and are assigned a character in order to form this specific Q21 quadruple node.
The possible assignments at each triple junction are shown in columns i, ii and iii
on the right, where the correct assignment that leads to this specific quadruple
node is indicated by the dashed box.
The error between Qij as predicted by Eq. (4.6) and as found from the simulations
for (a) fiber textured, (b) general textured and (c) twinned microstructures.
Positive AQij values indicate that Eq. (4.6) overpredicts Qij, while negative AQij
values indicate underprediction of Qij. The maximum error for each
microstructure is shown by the dashed lines and is -0.05 for each. However, the
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majority of the Qij are predicted quite accurately, and 75% of these errors lie
within the dotted lines at AQij - 0.015.
The decrease in configurational entropy (Eq. (4.8)) from the maximum entropy
configuration, S, for fiber textured (circles), general textured (squares) and
twinned (diamonds) microstructures due to crystallographic constraints. For
nearly every value of p in all three systems, the decrease in entropy is greater
when both first- and second-order constraints are imposed (filled points) than with
first-order constraints only (open points).
The complementary relationship between a percolating 1-D chain of special
boundaries (darker shading) and a 2-D surface of general boundaries (lighter
shading). The presence of the percolating chain of special boundaries removes
the possibility of a sample-spanning surface of general boundaries, as at least one
boundary on the surface of general boundaries must be part of the percolating
cluster of special boundaries.
The average radius of gyration, Rs, as a function of cluster mass for simulated
honeycomb lattices at the percolation threshold; for random networks p = 0.653
(diamonds), for general boundary networks p = 0.601 (squares, offset in Rs by a
factor of 10), and for special boundary networks p = 0.689 (circles, offset in Rs by
a factor of 100). The lines represent the best fit of Eq. (5.1).
The cluster mass distribution at the percolation threshold for random networks at
p = 0.653 (diamonds), general boundary networks atp = 0.601 (squares, offset in
ns by a factor of 10), and special boundary networks at p = 0.689 (circles, offset in
ns by a factor of 100). The results were obtained from simulations on 2-D
honeycomb lattices. The lines represent the best fit of Eq. (5.2).
The connectivity length 4 as a function of pv -pl both below (a) and above (b) the
critical point (given in Table 5.1) for random networks (diamonds), general
boundary networks (squares, offset in by a factor of 10), and special boundary
networks (circles, offset in 4 by a factor of 100). Above the percolation threshold,
the contribution of the lattice-spanning cluster is not included in the determination
of 4. These simulations used 2-D honeycomb lattices, and the lines represent the
best fit of Eq. (5.3).
The dependence of the strength of the "infinite" or lattice-spanning cluster, P, as a
function of p - p,. The values of Pc are given in Table 5.1. The diamonds
represent random networks, the squares general boundary networks (offset in P by
a factor of 3), and the circles special boundary networks (offset in P by a factor of
9). The results were obtained from simulations on 2-D honeycomb lattices. The
lines represent the best fit of Eq. (5.4).
For 2-D honeycomb networks, the cluster mass distribution at the percolation
threshold is plotted for small values of s in random networks at p = 0.653 (open
diamonds) and special boundary networks atp = 0.689 (filled circles).
Taxonomy of grain boundary clusters. The left column illustrates clusters with
different masses. In the middle column, some topologically unique animals with s
= 9 are shown. The animals are labeled a-b-c, where a is the number of J1, b the
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number of J 2 and c the number of J 3 junctions in the animal. The right column
shows some of the conformations available to the s = 9, 2-8-0 animal, each of
which has a different radius of gyration.
The fraction of animals of mass s = 9 with each possible topology in (a) special
boundary networks (FsB) and (b) random networks (FR). In (c), FsB is normalized
by FR for the 8 topologically unique animals with s = 9 on a honeycomb lattice. A
representative conformation is also shown for each animal in (c). These
simulations were performed atp = 0.55.
The animal distribution, F, as a function of the number of J2 junctions needed to
construct the animal in random networks (filled circles) and special boundary
networks (open circles) for clusters with s = 29, 69, 109, 149, and 189. These
simulations were performed atp = 0.55.
For 2-D honeycomb networks, average radius of gyration, R, is plotted for small
values of s in random networks at p = 0.653 (open diamonds) and special
boundary networks atp = 0.689 (filled circles).
For 2-D honeycomb networks, the cluster mass distribution is plotted for small
values of s in random networks at p = 0.653 (open diamonds) and general
boundary networks atp = 0.601 (filled squares).
The fraction of animals, FSB, with each possible topology in special boundary
networks, normalized by the respective animal frequency in random networks, FR.
These simulations were done at p = 0.55. The filled squares are for 2-D
honeycomb lattices (where only eight animals are possible), and the solid line is
an exponential fit to those data. The unfilled circles are for 2-D irregular lattices
in which 25% of the grains had six sides. In this case, more than 250 animals are
possible.
For 2-D irregular networks, the cluster mass distribution is plotted for small
values of s in: (a) special boundary networks at p = 0.689 and (b) general
boundary networks at p = 0.601. The different points correspond to different
fractions of grains with six sides.
For 3-D tetrakaidecahedral networks, the cluster mass distribution is plotted for
small values of s in random networks withp = 0.220 (unfilled diamonds in (a) and
(b)), special boundary networks at p = 0.280 (filled circles in (a)), and general
boundary networks atp = 0.152 (filled squares in (b)).
Coordination tetrahedron whose vertices are the triple junction populations (i.e.,
Jo, J, J2 and J3). The trajectories show the evolution of the TJD through this
space for random networks (black curve), special boundary networks (green
curves) or general boundary networks (red curves) from p = 0 (Jo vertex) to p = 1
(J3 vertex). (a) The black points represent the percolation thresholds determined
in Chapter 5. (b) The relative position of the trajectories can be more easily
observed in projection along the J3 axis.
The triple junction distributions for experimental microstructures (blue points) are
compared to the trajectory for a randomly assembled network (black curve) or
13
crystallographically consistent networks (green curves). In (a), the data points are
the same data as presented in Figure 1.4, while the light green and dark green
curves are for fiber textured and general textured microstructures, respectively. In
(b), the data points were gathered by Schuh et al. for microstructures where the
boundaries were classified as CSL vs. non-CSL and the green curve is for the
twinned microstructural family.
Schematic network structures corresponding to the segregated state (left, with 'iso
> 0) along the Jo - J3 edge or ordered state (right, with riso < 0) along the J 1 - J2
edge. The surface plotted in the coordination tetrahedron is for points with riso =
0 (Eq. (6.3)) and contains the trajectory for a randomly assembled network (black
curve).
Schematic network structures corresponding to the elongated state (left, with CE
< 0) along the Jo - J 2 - J3 face or clumpy state (right, with riCE > 0) along the Jo -
JI - J3 face. The surface plotted in the coordination tetrahedron is for points with
iCE = 0 (Eq. (6.4)) and contains the trajectory for a randomly assembled network
(black curve).
Schematic representation of the four unique topological states defined by (i) qso >
O and rCE > 0 (segregated and clumpy), (ii) rso > 0 and rICE < 0 (segregated and
elongated), (iii) riso < 0 and riCE > 0 (ordered and clumpy), and (iv) riso < 0 and
riCE < 0 (ordered and elongated). At the Jo and J3 vertices, all four states
converge.
For the three microstructural models studied here, the evolution of the grain
boundary networks is plotted as a function of the topological parameters (CE and
riso) and p, the fraction of relevant boundaries (special boundaries for the green
curves and general boundaries for the red curves). The black curve is for
randomly assembled networks. (a) The black points represent the percolation
thresholds determined in Chapter 5. (b) The relative position of the trajectories
can be more easily observed in projection along the p-axis where each of the four
quadrants represents one of the four topological states. In (b), the intial location
of the trajectory in the p = 0 plane is indicated by a circle.
In the coordination tetrahedron, the points where (a) less than 50% of the
simulated networks contained a percolating cluster, (b) greater than 50%
contained a percolating cluster, and (c) between 25 and 75% contained a
percolating cluster. The data points in (c) are used to determine the polynomial fit
for the percolation surface (Eq. (6.7)), also shown in (c).
In terms of the topological parameters, the points where (a) less than 50% of the
simulated networks contained a percolating cluster, (b) greater than 50%
contained a percolating cluster, and (c) between 25 and 75% contained a
percolating cluster. The data points in (c) are used to determine the polynomial fit
for the percolation surface (Eq. (6.8)), also shown in (c).
For (a) randomly assembled, (b) fiber textured, (c) general textured and (d)
twinned microstructures, the known trajectories are plotted for special boundary
clusters (green curve changing to blue) and general boundary clusters (red curve
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changing to blue). The non-percolating part of the random network trajectory is
shown in black as it applies to either special or general boundaries. The color
change corresponds to the real percolation threshold (Table 5.1) and should occur
when the trajectory intersects the surface defined by Eq. (6.7). The errors
between the real and predicted values are summarized in Table 6.1.
For (a) randomly assembled, (b) fiber textured, (c) general textured and (d)
twinned microstructures, the known trajectories are plotted for special boundary
clusters (green curve changing to blue) and general boundary clusters (red curve
changing to blue). The non-percolating part of the random network trajectory is
shown in black as it applies to either special or general boundaries. The color
change corresponds to the real percolation threshold and should occur when the
trajectory intersects the surface as defined by Eq. (6.8).
Logarithmic contour map of the connectivity length for sections through the riCE -
lso -p space where (a) riCE = 0 or (b) riso = 0. The points with the highest values
of connectivity length lie on or near the percolation surface. In addition to
illustrating how 4 changes with the topoplogical parameters and p, this figure also
shows how the percolation threshold changes with these variables.
The variation in the amplitude prefactor in the connectivity length scaling law, C,
as defined in Eq. (6.9) for values of p (a) below the percolation threshold and (b)
above the percolation threshold. The surfaces plotted here are polynomial fits to
the binned data as explained in the text and are given by Eq. (6.10).
Labeling scheme for angles at a triple junction; x are grain orientations which
occupy the range (-max, max), while Ox are grain boundary disorientations and
exist on the range (-2,max, 2 bmax).
Fraction of low-angle boundaries, p, as a function of the ratio of the allowed grain
rotation, Pmax, to the low-angle threshold, t. The points are from simulated fiber
textured microstructures and the solid line is given by Eq. (B.8).
The distribution of disorientation angles of grain boundary b, f(Ob), for different
values of Oa as given by Eq. (B. 14). The different line styles correspond to evenly
spaced increments of Oa from 0 to -2max (left) or 0 to 20max (right).
Disorientation of boundary a, a, as a function of disorientation of boundary b, Ob.
The distribution F can be found by integration of Eq. (B.14) over the regions
shown in this map according to Eq. (B. 10). The shaded regions are differentiated
by whether boundary b has previously been assigned as special (labeled F) or as
general (labeled F ). The white regions are physically impossible combinations
as given by Eq. (B. 15). It is important to note that the shaded areas do not give
the function explicitly, they give only the limits of integration on the
disorientation angles.
These maps are used in determining the functions F. When the disorientation of
boundary c, Oc, is plotted as a function of 0 a, the disorientation of boundary b is
also known explicitly at every point due to the requirement of crystallographic
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consistency (Eq. (B.2)). The different shadings correspond to how many of
boundaries a and b are classified as special boundaries based on their
disorientation angles. The different regions give the limits of integration on Eq.
(B. 10) to find F,2 .
To determine the local transition probability, IY, the distribution F is integrated
according to Eq. (B.28). For 4max > t (a and c) or 4,max < Ot (b and d), these maps
show the limits of integration on the function FY. The regions with solid shading
are points where the next boundary assigned will be classified as a special
boundary. These maps should be compared to those in Figures B.4 and B.5 which
showed the regions of integration to find FY. It is important to note that the
shaded areas do not give the function explicitly; they give only the limits of
integration on the disorientation angles.
The variation of the Lagrange multiplier g with the fraction of special boundaries
for the both the TJD (dashed line) and the QND (solid line). The open points
represent the fit of la for the QND as given by Eq. (C.8).
The first three orders of constraint in 2-D honeycomb lattices are shown
schematically. The order of the constraint, B, is given by the number of triple
junctions encircled by a Frank-Nabarro circuit. The number of unique species, o,
of each order is identified as well. For B = 1 and B = 3, a representative structure
is shown for each of the unique species in which the thicker lines indicate special
boundaries and the thinner lines general boundaries.
The magnitude of the total entropy change between a randomly assembled
network and one in which full crystallographic constraints are imposed, plotted as
a function of p. AS' is calculated from Eq. (E.2) using the population of B = 3
boundary structures.
The contribution of each constraint level (B) to the change in configurational
entropy, ASB, evaluated atp = 0.35 for the B = 3 boundary structure.
The percolation thresholds for (a) special boundaries and (b) general boundaries
in fiber textured (circles), general textured (squares), or twinned (triangles)
microstructures as a function of the constraints imposed on the system. The
percolation thresholds are summarized in Table 6.1, and left to right, these data
correspond to either random boundary assignment (no constraints imposed), triple
junction assignment (only first-order constraints imposed), or grain orientation
assignment (resulting in full crystallographic constraint).
Frank-Nabarro circuits of fourth (a, b) and fifth (c) order.
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Table 5.1: Percolation thresholds for a continuous path of special (Pc,,specia) or general
(Pc,general) boundaries for various textures on 2-D honeycomb lattices. Here,
Pc, special refers to the fraction of special boundaries, and Pc, general to the fraction of
general boundaries, above which the lattice contains a percolating cluster.
Although the thresholds differ among microstructural models, variations in crystal
symmetry (cubic, hexagonal or tetragonal) and low-angle threshold (t = 2 to 15°)
have no effect on the percolation threshold.
Table 5.2: Percolation thresholds in randomly-assembled and crystallographically consistent
three-dimensional grain boundary networks. The percolation thresholds are given
for both 1-D chains and 2-D surfaces in a 3-D lattice. The values of Pc for a 2-D
surface through a 3-D lattice represent lower bounds for the existence of a
percolating surface as explained in the text.
Table 5.3: Scaling exponents for standard percolation theory in 2-D and 3-D lattices. The
values given as fractions of integers are assumed exact, while the others are
numerical estimates.
'Table 5.4: The amplitude prefactors, Cx, for the scaling laws which describe the average
radius of gyration (CR, Eq. (5.1)), cluster mass distribution (C,, Eq. (5.2)),
connectivity length (CQ, Eq. (5.3)), and strength of the lattice-spanning cluster
(Cp, Eq. (5.4)) for 2-D fiber textured microstructures. The values of Cx were
found by fitting the data in Figures 5.2 - 5.5 to the scaling laws described in Eqs.
(5.1) to (5.4).
Table 6.1: The predicted percolation thresholds for networks of special or general boundaries
in randomly assembled, fiber textured, general textured and twinned
microstructures. The actual values of Pc are those found in Chapter 5 and the
predicted values were found using Eq. (6.7).
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Nomenclature
The following list defines the variables and acronyms used in this work and, where appropriate,
the equation in which the variable is first defined or introduced:
bij Components of the grain boundary misorientation matrix (Eq. (A.9))
ci Components of the grain boundary misorientation matrix (Eq. (A.9))
c Fitting parameter to describe the variation of the Lagrange multiplier with p (Eq. (C.8))
d Common denominator between Ea and Eb in the sigma combination rule (Eq. (1.3))
f Density distribution of disorientation angles when another angle is fixed (Eq. (B. 10))
gi Grain orientation matrix (Eq. (2.1))
jCE Term which determines the form of QCE (Eq. (6.2b))
jso Term which determines the form of Tlso (Eq. (6.2a))
m Number of topologically unique isomers for a given junction composition (Eq. (C.3))
n, Cluster size distribution (Eq. (5.2))
p Fraction of boundaries classified as either special or general
pC Percolation threshold
q Fraction of general boundaries
ri Center of mass of an individual grain boundary (Eq. (2.3))
r, Center of mass of a grain boundary cluster (Eq. (2.4))
s Grain boundary cluster mass
t Number of 53 rotations per grain
w Exponent used in determining a threshold angle for classification of coincidence site
lattice boundaries (Eq. (1.1))
z Number of boundaries that coordinate a junction (Eq. (C.2b))
Ai Grain boundary area (Eq. (2.3))
]3 Order of constraint
CSL Coincidence site lattice
Cx Amplitude prefactors in scaling laws
D Scaling exponent that describes the variation in average radius of gyration (Eq. (5. 1))
E Function to minimize in Monte Carlo algorithm (Eq. (6.6))
F Global density distribution of an orientation or disorientation angle (Eq. (B.3))
Fyx Global density distribution of a disorientation angle given that x boundaries were
assigned and y were assigned as special (Eq. (B. 16))
GBE Grain boundary engineering
GBCD Grain boundary character distribution
HI Inner-product of rotation axes for boundaries b and c (Eq. (A. 14))
I Identity matrix
Ji Fraction of triple junctions coordinated by i special boundaries (Eq. (1.5))
I, Number of grains per side in simulated microstructures
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Mx Grain boundary misorientation matrix (Eq. (1.2))
N Number of different species of a given type of junction (Eq. (C. 1))
P Strength of the infinite or lattice-spanning cluster ((Eq. (5.4))
Qij Fraction of quadruple nodes coordinated by i special boundaries andj triple junction
comprised of two or more special boundaries (Eq. (4.1))
QND Quadruple node distribution
Rs Average radius of gyration for clusters with mass s (Eq. (5.1))
Rg Radius of gyration of an individual grain boundary cluster (Eq. (2.3))
S Configurational entropy (Eq. (4.8))
T Number of distinct texture components in a microstructure
TJD Triple junction distribution
Ui Population of second-order boundary species
Vi Population of third-order boundary species
Xi Fraction of unspecified junctions of the ith type (Eq. (C.9))
Y Function that yields the Lagrange multiplier pg for the maximum entropy triple junction
distribution (Eq. (C.7))
Z Function whose roots give the Lagrange multiplier ip (Eq. (C.5))
or Possible triple junction assignments given one boundary has been assigned as general
(Eq. (4.7a))
D3 Scaling exponent that describes the variation in the strength of the infinite cluster (Eq.
(5.4))
y Possible triple junction assignments given one boundary has been assigned as special
(Eq. (4.7b))
6 Simplifying functions in the definition of the triple junction distribution in terms of the
topological parameters (Eqs. (D. 1-4))
rl Topological parameter (Eq. (6.1))
Ot Threshold angle for classification as a low-angle boundary (Eq. (1.1))
Ox Deviation angle from an ideal coincidence site lattice misorientation relationship
X Probability of correctly assigning one of the triple junctions that makes up a quadruple
node (Eq. (4.2))
Cp Lagrange multiplier used to determine the maximum entropy distribution (Eq. (C.4))
v Scaling exponent that describes the variation in the connectivity length (Eq. (5.3))
a Ratio of configurational entropy with first- to first-plus-second-order constraints (Eq.
(4.9))
r Scaling exponent that describes the variation in the cluster mass distribution (Eq. (5.3))
)max Grain rotation limit
fx Grain orientation angle
Connectivity length (Eq. (2.5))
F Fraction of animals with a given topology
A Grain boundary deviation matrix (Eq. (A.4))
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(M Maximum disorientation between grains in fiber textured microstructures
-)x Maximum deviation angle of a coincidence site lattice boundary (Eq. (1.1))
A Probability of assembling a specific quadruple node from three triple junction
assignments (Eq. (4.2))
IX Local transition probability (Eq. (B.28))
E Reciprocal coincidence site density of a grain boundary
D2 Number of conformations for a quadruple node (Eq. (4.1))
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Chapter 1: Introduction
1.1. The Role of Grain Boundaries in Material Properties
Grain boundaries have long been known to affect nearly all material properties; these
may be divided into two general classes depending on the role the grain boundaries play:
· Intergranular phenomena are those in which chemical species or defects (i.e., cracks) are
transported along the grain boundaries. Some common intergranular phenomena where the
character of the grain boundaries is known to be critical are cracking [1], corrosion [2],
diffusion [3], creep [4], electromigration [5], and dynamic embrittlement [6].
7Transgranular phenomena are those in which the transport occurs across the grain
boundaries. The importance of grain boundary character in transgranular phenomena is well
known in cleavage cracking [7], plasticity [8], electrical conductivity [9], and
superconductivity [10].
While individual grain boundaries have five macroscopic degrees of freedom [11-13], it would
be difficult to explicitly consider each when modeling a material property as a function of grain
boundary character. For most phenomena, both intergranular and transgranular, the five degrees
of freedom may be consolidated and the grain boundary given a binary classification based on its
overall structure. The binary classification identifies a boundary as either special or general to
the property of interest based on a priori knowledge of how the grain boundary structure affects
the property. For example, if a material is to undergo plastic deformation, dislocations should be
able to pass from one grain to the next through the grain boundaries. Therefore, a boundary will
be labeled "special" if the grains on either side are misoriented in such a way that their activated
slip systems are aligned, while a "general" boundary would not allow for the passage of
dislocations [14-17]. The detailed atomic structure of the boundary is therefore important in
determining the classification of the boundary, but for purposes of studying plasticity, it is often
sufficient to classify the boundary as one that will or will not impede dislocation motion.
Another commonly used binary classification method classifies each boundary in the
fiamework of the coincidence site lattice (CSL) model. In the CSL model, each boundary is
classified by a E value, which gives the reciprocal density of sites coincident to the two grains. It
is unusual for a grain boundary to have an exact CSL misorientation; therefore, grain boundaries
are commonly classified with both a E value and an angle 0 by which the boundary deviates from
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that ideal CSL relationship [11, 18]. The maximum deviation allowable for a boundary to be
classified as special is ®x, given by:
0 = t -W (1.1)
where t 15° is the low-angle boundary limit (for E = 1), and the exponent w lies between /2
and 1 [19-22]. In face-centered cubic metals, it has been shown that only low E values ( < 29)
exhibit special behavior [23]. Special boundaries classified using this binary method are known
to be resistant to corrosion [2, 24-27], intergranular cracking [7, 28-32], and creep [4, 33].
A final and perhaps the most frequently used binary classification method separates
boundaries on the basis of their disorientation angles alone. Those boundaries with
disorientations below a property-specific threshold value, t, are classified as special, while
boundaries with higher disorientation angles are deemed general. This classification method is
particularly relevant to high temperature superconductors, where boundaries with disorientations
greater than t 8 are known to have low critical current densities and to impede the current
flow across the microstructure [10, 34-36]. The approach of classifying low-angle boundaries as
"special" and high-angle boundaries as "general" is also applicable to grain boundary sliding
[37-39], corrosion resistance [24], and electromigration [40-42].
For many materials properties, either CSL or low-angle boundaries are known to have
special properties; therefore, bulk materials properties may be improved by increasing the
fraction of special boundaries in the microstructure. Recently, a class of processing techniques
has been developed which tailors microstructures in this way [1, 43-48], referred to broadly as
"grain boundary engineering" (GBE). Most GBE processing methods involve straining and
annealing, often in a cyclic manner [43, 49-53], and have been shown to lead to orders of
magnitude enhancements in properties such as intergranular corrosion [2, 54], stress corrosion
cracking [30, 31, 55], electromigration resistance [40, 41], creep resistance [33], and
superconductivity [56, 57]. Through the practice of GBE, the grain boundary character
distribution (GBCD) has become an adjustable parameter in materials design. To appreciate how
such dramatic property enhancements can be achieved with GBE, it is necessary to consider the
connectivity of general and special grain boundaries at both the local and global length scales.
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1.2. Local Connectivity of Grain Boundaries
It is now appreciated that not only the properties of individual boundaries are important
to the behavior of a material, but that the connectivity of special and general boundaries can
largely determine the material properties [4, 47, 55, 58-61]. For example, on the local level, if an
intergranular crack propagates along a path of general boundaries as shown schematically by the
thick lines in Figure 1.1, each vertex in the diagram represents a "decision point". For the
progress of the crack to be arrested at its current position, the boundaries labeled a and b must
both be special boundaries which are resistant to cracking. The importance of the boundary
composition of triple junctions in intergranular phenomena has been incorporated into models for
several material properties. Lim and Watanabe [58] were perhaps the first to develop a model
for intergranular fracture which involved the probability of finding a boundary susceptible to
firacture at a triple junction. In their model, all triple junctions with two special boundaries act as
crack-arrest sites (c.f., Figure 1.1). Palumbo et al. [55] developed a similar model for
intergranular stress corrosion cracking, in which both the inherent structure of the boundary and
its alignment with respect to the applied stress determined whether the boundary was susceptible
to cracking. The authors have used their model to predict average crack length as function of the
:fraction of special boundaries in the microstructure. A similar approach was taken by
Alexandreanu el al. [4] to predict the effect of special boundaries on the creep behavior of
nickel-based alloys. Gertsman et al. further developed the model in Ref. [55] to account for the
possibility of correlations among boundaries at a triple junction. Their modified approach finds
Figure 1.1: Schematic representation of the
propagation of an intergranular crack.
Thin, solid lines are general boundaries,
dashed lines are special boundaries, and the
thick line is the crack. At the triple
junction with two special boundaries
(labeled a and b), crack propagation is
arrested.
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the probability of intergranular crack arrest as a function of different triple junction populations.
Other authors including Pan et al. [59] and Gertsman and Tangri [60] have developed models for
cracking based on a Markov chain process for crack growth in which the only boundaries with
the potential for cracking are those with at least one neighbor that has cracked. More recently,
Thomson and Randle [47] have introduced the term "secure triple junctions" to describe those
triple junctions coordinated by at least two special boundaries. Finally, Kumar et al. [53] have
suggested that models such as Ref. [61] underpredict the probability of crack arrest since the
probability should exclude triple junctions with three special boundaries which are never
sampled by an advancing crack. Using a modified criterion, these authors can more accurately
model the maximum size of grain boundary clusters, a predictor of many materials properties
[50, 62]. With regard to grain boundary engineering, the improved materials properties which
arise due to an increase in the fraction of special boundaries may also be a result of changing the
local boundary connectivity at triple junctions.
1.3. Percolation-Based Models of Grain Boundary Networks
Grain boundary engineering can also result in a change in global connectivity of grain
boundaries (i.e., the topology of the grain boundary network). To illustrate how the grain
boundary network may evolve during GBE, Figure 1.2 shows a simulated 2-D microstructure
whose global fraction of special boundaries, p, is increasing. In Figure 1.2, the special
boundaries are the thinner lines and the general boundaries the thicker lines. When the special
fraction is low (Figure 1.2a, p = 0.15), the microstructure is composed of almost all general
boundaries, which are highly interconnected and would readily allow for a crack to "percolate"
across the sample. As the special fraction increases (Figure 1.2b, p = 0.35), a percolating path of
general boundaries across the microstructure still exists, but the special boundaries are beginning
to disrupt the network of general boundaries. At higher values of p (Figure 1.2c, p = 0.55), there
is no longer a connected path of general boundaries that spans the microstructure due to the large
population of special boundaries. As the special fraction increases further (Figure 1.2d, p =
0.75), remaining paths of general boundaries continue to decrease in both number and length. In
Figure 1.2, the network undergoes a topological phase transition from a phase with a percolating
cluster to a phase without one. In an infinitely large network, this second-order phase transition
occurs exactly at a critical value of p known as the percolation threshold, Pc [63-65]. The
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Figure 1.2: Simulated 2-D microstructures using a honeycomb grid on which grain boundaries
(the edges of the hexagons) are randomly assigned as special (thin lines) or general (thicker
lines) with probability p. The fraction of special boundaries is (a) p = 0.15, (b) p = 0.35, (c) p=
0.55 and (d)p = 0.75.
dramatic increases in materials properties due to GBE may thus be realized by engineering the
microstructure to have a large enough value of p to break up any long paths of general
boundaries. Using electron backscattered diffraction (EBSD) and grain orientation mapping
software to follow the evolution of networks of special and general boundaries during grain
boundary engineering, many authors have shown that networks of general boundaries are broken
up during GBE, while the networks of special boundaries become more interconnected with
further processing [50, 53, 54].
The spatial extent of clusters, or connected paths, of grain boundaries has also been
studied [50, 60, 66-68] through either an average cluster size or the "connectivity length", a
length scale above which clusters are exponentially rare [64, 69]. Gertsman and Tangri [60]
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used simulated microstructures to study the average crack length from a nucleation site on the
surface as a function of the fraction of crack resistant boundaries. More recently, Wang and Zuo
[67] used computer simulations to measure a correlated crack length as a function of applied
stress. In their model, the fraction of boundaries susceptible to cracking is a dynamic property;
although initially resistant to cracking, each CSL boundary will crack when the stress component
normal to the boundary plane reaches a critical fracture stress, oTf, which is a function of the E
value of the boundary. The cluster properties described above have also been investigated
through experimental work by Volovitch et al. [66] who measured the cluster density for grain
boundaries in zinc that had been wetted by gallium, and by Henrie et al. [68] who determined the
mean cluster diameter for clusters of sensitized boundaries in stainless steel. Most recently,
Schuh et al. [50] have developed algorithms which can extract a wide variety of cluster
properties from EBSD data sets, including the mean and maximum cluster mass, connectivity
length and maximum linear dimension of a cluster. The authors evaluate each of these properties
in their grain boundary engineered microstructures as a function of the number of processing
cycles (i.e., with the evolution of the special boundary fraction).
The concepts presented above, specifically the statistical behavior of grain boundary
clusters and the existence of a percolation threshold, suggest that grain boundary networks can
be studied in the context of percolation theory. Standard percolation theory is a very well
understood field that has been used to study the connectivity of a wide variety of systems [69],
where each site or bond on a lattice is randomly assigned as occupied or unoccupied. The
percolation threshold depends on both the shape and dimensionality of the underlying lattice; for
2-D honeycomb "bond" problems, as in Figure 1.2, pc is known analytically to be
1-2Sin( / 18) ( 0.653) [70]. When standard percolation-based models are applied to grain
boundary networks, each grain boundary in the microstructure is randomly assigned as special
(occupied) with a probability p or general (unoccupied) with probability 1 - p. Many materials
properties, including superconductivity [71-75], stress corrosion cracking [59, 60, 76],
magnetotransport [77, 78], electromigration [41, 79, 80], and grain boundary wetting [66, 81]
have been studied in the context of percolation theory. Nearly all of these works followed the
model of standard percolation theory in which the grain boundaries are randomly assigned
character from a known global distribution. As will be explained in the subsequent section, this
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approach is unphysical for the case of grain boundary networks and results in networks whose
topologies differ qualitatively and quantitatively from those of real grain boundary networks.
1.4. Correlations among Grain Boundaries at a Triple Junction
Standard percolation theory is based on the assumption that each boundary can be
assigned as special or general at random, independent of the character of the neighboring
boundaries. However, this assumption is known to not hold in grain boundary networks, as
crystallographic consistency at triple junctions requires that grain boundary misorientation be
conserved. Around a triple junction such as that in Figure 1.3, a circuit originating in grain A
will cross each boundary exactly once where there will be a discontinuous change in orientation
(the grain boundary misorientations). However, the circuit ends in the same grain where it
began, which requires the misorientations to be conserved and self-consistent. This consistency
requirement may be expressed in terms of the grain boundary misorientation matrices as [82]:
MaMbMc = I (1.2)
where Mx is the 9-component misorientation matrix for boundary x and I is the identity matrix.
Eq. (1.2) implies that if the misorientations of two of the boundaries are chosen at random, the
misorientation of the third boundary is fixed by the requirement for crystallographic consistency.
Although Eq. (1.2) exactly specifies which boundaries may coordinate a triple junction,
grain boundaries are rarely classified by their full misorientation matrices and more often labeled
by either a E value or simply by their disorientation angle. In either case, Eq. (1.2) may be
simplified so as to result in a useful "rule" which specifies either the E-values or disorientation
C
Figure 1.3: An idealized triple junction between
three grains, A, B, and C. For a complete circuit
around the junction (dashed line), three grain
boundaries, a, b, and c, are crossed, giving three
step-changes in Euler orientation space. Since the
beginning and end of the circuit lie in the same
grain, these changes must sum to zero;
misorientation is conserved.
u a'
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angles of boundaries that can coordinate a triple junction. When three CSL boundaries meet at a
triple junction, their E values must obey the well-known "sigma combination rule":
Ea . b = d2 Ec (1.3)
where x is the CSL-type of boundary x and d is a common divisor of Ea and b. This
relationship was substantially proven by Miyazawa et al. [83] for the special case where
boundaries a and b involve 180° degree rotations. More recently, Gertsman has rigorously
proven that Eq. (1.3) is valid generally, given that all three boundaries have ideal CSL
misorientations [84].
The sigma combination rule has proven valuable in many experimental and theoretical
analyses of individual triple junctions. For example, Furley and Randle [85], as well as Kumar
et al. [86], have examined many individual triple junctions composed of CSL boundaries with a
common axis, and demonstrated conformity with Eq. (1.3). Palumbo et al. used Eq. (1.3) to
establish the so-called "twin-limited" microstructure [87]; according to the sigma combination
rule, no more than two twin boundaries, with E = 3, may meet at any triple junction, so that no
more than two-thirds of the boundaries may be twin boundaries in any microstructure.
In the derivation of the sigma combination rule, all of the boundaries were assumed to
have ideal CSL misorientations, and the rule is strictly applicable only in this situation.
However, in reality, most boundaries will deviate from their ideal CSL misorientation. In the
case where three non-ideal CSL boundaries meet at a triple junction, each will be described by
its E value and its deviation angle 0. It has recently been shown that crystallographic consistency
requires that not only must the E values obey Eq. (1.3), but the angular deviations must obey the
so-called "deviation limit rule" [88]:
0max 01 + 0 2 (1.4)
where 0max is the greatest of the three angular deviations and 01 and 02 are the deviations of the
other two boundaries in no particular order. The details of the derivation of the deviation limit
rule are presented in Appendix A. Equations (1.3) and (1.4) should be viewed as complementary
rules which must be simultaneously satisfied at any triple junction where the boundaries are
classified in the CSL framework.
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The deviation limit rule may also be applied to the case where boundaries are classified
by their misorientation angle only. Strictly speaking, this represents the special case where the
misorientation of each boundary is the deviation angle with respect to the ideal 1
misorientation. If all three boundaries are classified as E1 boundaries, Eq. (1.3) is automatically
satisfied and the misorientation angles must then obey the deviation limit rule. It is easily seen
that if boundaries were randomly assigned misorientation angles as in standard percolation
models, physically unrealistic combinations would likely result which violate Eq. (1.4).
1.5. Influence of Crystallographic Constraint on Grain Boundary Connectivity
As materials properties depend largely on the local connectivity among special and
general boundaries, the influence of crystallographic constraint on the distribution of triple
junction types is of much importance. The triple junction distribution (TJD) is used to measure
correlations among neighboring boundaries and gives Ji, the fraction of triple junctions
coordinated by i (= 0 to 3) special boundaries [53, 60, 62, 89-92]. In the absence of
crystallographic constraint, each boundary is randomly assigned as special with the probability p
and the TJD is obtained from a straightforward probabilistic argument:
Ji = pi (1- pP) (1.5)
where the combinations are equal to 1, 3, 3 and 1 for i = 0, 1, 2 and 3, respectively. This
1
distribution is shown by the lines in Figure 1.4. Prior to this thesis research, the TJD had been
measured mainly in microstructures where the boundaries were classified as CSL (special) or
non-CSL (general) [50, 53, 62, 89, 91, 93]. The results of these experimental studies of grain
boundary network topology have shown asymmetry in the connectivity and clustering
characteristics of special vs. general boundaries. In these experimental works and in earlier
simulations of grain boundary networks [89], J2 triple junctions (i.e., two special boundaries and
one general boundary) were less abundant than predicted by Eq. (1.5). Recent theoretical work
has also emphasized the role of crystallographic consistency on grain boundary connectivity.
For example, when = 3, 9, and 27 special boundaries are assembled along with general
boundaries in a manner consistent with Eq. (1.3), Minich et al. have analytically derived a highly
non-random distribution of triple junction types that is consistent with experimental results [92].
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Material Ref. Mpace 0t Ref.
Symbol Group (deg) Symbol Group (deg)
O Nickel Fm3m 15 [94] O 8090 Al-Li alloy Fm3m 15 [95]
A Nickel Fm3m 15 [85] D Aluminum 5052 Fm3m 15 [96]
L Nickel Fm3m 15 [97] [ Cu- AI Fm3m 15 [98]
* Nickel Fm3m 4 [99] [ Platinum Fm3m [100]
1[] Nickel Fm3m 10 [101] 7 Fe-35A1-43CPm3m 15 [102]0.05B
E Nickel Fm3m 7 [99] * (Bi,Pb)2 Sr 2Ca 2 Cu3 0x I4/mmm 15 [103]
K Nickel Fm3m 5 [57] 4 (Bi,Pb) 2Sr 2Ca 2Cu 3Ox I4/mmm 15 [104]
* Nickel Fm3m 10 [57] v YBa 2Cu 30 7 Pmmm 10 [105]
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Figure 1.4: Triple junction distributions from existing experimental data (points), covering a
range of materials and crystal systems, including pure metals, intermetallic alloys and
superconducting oxides, with low-angle thresholds t between 4 and 15°. These data are
compared to the triple junction distribution for a random assemblage of boundaries as given by
Eq. (1.5) (solid lines).
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Until recently, only one study had investigated the effects of crystallographic constraint on the
percolation threshold in simulated grain boundary networks [62]. Schuh et al. found that the
threshold for percolation of general boundaries shifted from Pc = 0.35 for standard percolation
theory to pc ~ 0.5 in crystallographically consistent grain boundary networks. If the percolation
threshold is to be used as a parameter in materials design, it is critical to know the appropriate
value for Pc, which as these preliminary results indicate, can depend strongly on the requirement
for crystallographic consistency.
Although a similar trend is expected in networks where boundaries are classified as low-
angle (special) or high-angle (general), no systematic studies have investigated the triple junction
distributions in these networks, either experimentally, analytically or through computer
simulations. To establish whether experimental microstructures follow the distribution predicted
by Eq. (1.5), the triple junction distribution was obtained from several experimental
microstructures presented by other researchers studying grain boundary networks in which
boundaries are classified on the basis of their disorientation angle [57, 85, 94-105]. The
experimental data in Figure 1.4 were taken from a wide variety of materials and crystal systems,
including pure metals, intermetallics alloys and superconducting oxides. Additionally, the
definition of what constitutes a low-angle boundary differs among these data sets, with the
special boundary threshold t ranging from 4 to 15°, as noted in the legend. Despite these
differences, these independent data sets all lie on reasonably common trend lines in Figure 1.4.
Furthermore, the collected data clearly do not follow the expected random distribution, showing
a significant reduction of J2 junctions and a concurrent increase in J3 junctions, similar to the
triple junction distributions for CSL and non-CSL boundaries [53, 62, 91, 92]. These deviations
are indicative of the underlying crystallographic constraint which affects the local grain
boundary connectivity. These data underscore the fact that standard percolation models cannot
be applied to grain boundary networks; instead, new crystallographically consistent models are
required.
1.6. Problem Statement
The goal of this work is to understand the effects of crystallographic constraint in grain
boundary networks on several different length scales. Specifically:
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· The triple junction distribution is determined for grain boundary networks assembled in a
crystallographically consistent manner where grain boundaries are classified on the basis of
their disorientation angles. An analytical model is developed to describe the statistical
distribution of triple junctions that are subject to crystallographic constraint. This model
illustrates how crystallographic constraints result in nonrandom triple junction distributions
for grain boundary networks.
* As material microstructures are inherently three dimensional (3-D), the role of local
crystallographic constraint is considered at quadruple nodes in 3-D systems which may
contain a higher degree of constraint than is present at triple junctions. The relative strength
of the constraints around triple junctions and quadruple nodes is also determined.
* With a thorough understanding of the preferential coordination of triple junctions, the
percolation thresholds are determined for several common microstructural textures (e.g.,
fiber texture, cube texture) in both two and three dimensions. The scaling behavior of grain
boundary networks is compared to the universal scaling exponents for standard percolation
theory to determine whether grain boundary networks are in the same universality class. The
scaling behavior is also studied in two dimensions with grains that are irregularly shaped.
* As grain boundary networks represent only one variety of infinitely many correlated systems,
a "coordination tetrahedron," or map of the correlation space, is developed for percolation in
locally-correlated systems that may be used to guide materials design. Although the
development of the coordination tetrahedron is presented in the context of grain boundary
networks, the concept can easily be extended to other locally correlated percolation
problems.
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Chapter 2: Simulation Procedures
In the present work, both two- and three-dimensional microstructures are simulated,
where orientations are assigned to each grain and grain boundary misorientations are determined
from the orientations of the neighboring grains, similar to the procedure used in Ref. [106].
Assignment of grain orientations rather than grain boundary misorientations ensures that
crystallographic consistency is maintained throughout the microstructure. In this chapter, the
procedure for assembling and analyzing a crystallographically consistent grain boundary network
is described in detail following the flowchart presented in Figure 2.1.
Select lattice dimension
and shape
Select crystal system
I
Assign grain orientations
Calculate grain boundary
misorientations
1
J
I
2-D
honeycomb
2-D 3-D
irregular
Tetragonal Hexagonal Cubic
l
Fiber
textured
I
General Twinned
textured
Classify boundaries as
special or general
1
Identify clusters of general
and special boundaries
Low-angle vs.
high-angle
Figure 2.1: Procedure for assembling a crystallographically consistent grain boundary network
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2.1. Assignment of Grain Structure
In 2-D, most of the simulations are performed on microstructures where all grain
boundaries have the same length and all grains have six sides (i.e., a honeycomb lattice). A
representative honeycomb lattice is shown in Figure 2.2a, with L, the number of grains per side,
equal to 30. Simulations in 2-D are also performed on irregular lattices like those in Figure 2.2b,
where the number of sides per grain is allowed to vary (although the average number of sides is
still equal to six). A Monte Carlo algorithm is used to create these structures by randomly
inducing grain neighbor switches via the procedure illustrated in Figure 2.3. Beginning with a
perfect honeycomb lattice and sequentially applying these topological changes to randomly
chosen boundaries, the distribution of grain shapes (i.e., the number of sides per grain) can be
controlled. Unless otherwise noted, the 2-D networks have 1500 grains per side (2,250,000 total
grains). Finally, to simulate 3-D microstructures, grains are modeled as fourteen-sided
tetrakaidecahedra in a space-filling configuration [25, 58, 76, 106], as illustrated in Figure 2.4.
In this configuration of 3-D grains, no more than three grains meet along a line (the triple
junctions) and no more than four grains meet at a point (the quadruple nodes). All of the
simulated 3-D networks have 100 grains per side (1,000,000 total grains).
Once the grain shape is chosen, the next step is to select the crystal system of the grains
from three different crystal systems: tetragonal, hexagonal or cubic. These three crystal systems
are considered here to determine whether the effects of crystallographic constraint vary as a
function of crystal system. However, the vast majority of the simulations use
(a) 3=1 I IL IL I )1 (I
Figure 2.2: Examples of two-dimensional networks with 30 grains per side that have either (a) a
honeycomb structure or (b) an irregular structure.
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Figure 2.3: Schematic illustration of the procedure used to create irregular lattices. The four
grains that are affected by the reorientation of the bold boundary are labeled A, B, C, and D. The
boundary to be reoriented (the bold line) has neighboring boundaries labeled nl, n2, n3, and n4.
When the boundary is reoriented (b), the number of sides in grains B and D decreases by one,
while the number of sides in grains A and C increases by one.
microstructures with cubic symmetry, and the crystal system will only be noted when it is either
tetragonal or hexagonal. It is important to note the distinction between the labels honeycomb
and hexagonal. Honeycomb applies to the shape of the grains in an idealized 2-D
microstructure, while hexagonal refers to the crystal system of the grains.
Figure 2.4: Schematic illustration of the three-dimensional grain structure used in the simulations
where grains are modeled as 14-sided tetrakaidecahedra.
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2.2. Assignment of Grain Orientations
To begin, all grains are initially assigned a common orientation and then one of three
different methods is applied to rotate the grains and give a distribution of grain orientations. In
the first method, all grains are individually rotated randomly within a prescribed tolerance, ma,,,
about a common, high symmetry axis. The resulting microstructures can be compared with, e.g.,
epitaxial films or extruded materials. The control parameter )max directly dictates the sharpness
of the texture as shown in Figure 2.5, where typical discrete pole figures are given for
max = 450 max = 20°
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Figure 2.5: Pole figures for fiber textured polycrystals. Top row: (100) pole figures for
tetragonal polycrystals, middle row: (1OiO) pole figures for hexagonal polycrystals, and bottom
row: (100) pole figures for cubic polycrystals. The sharpness of the texture is increased (moving
left to right) by decreasing the maximum rotation angle for any grain, Pmax, as indicated above
the different columns.
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microstructures with tetragonal, hexagonal and cubic symmetry where the maximum rotation
angle, max, is 45°, 20°, 13° and 7°. At the largest value of bmax, the microstructures resemble
ideal fiber textures and as bmax decreases, the texture evolves toward an ideal single crystal
texture. As will be seen later, this simplified microstructure admits an analytical solution for the
triple junction distribution.
In the second method, each grain is rotated about a randomly selected axis within a
prescribed tolerance, 4>ma,. This procedure creates a single, unspecified texture component in the
structure (e.g., a "cube texture" in cubic lattices). Since many textures can be described as
superpositions of just a few select components, this case allows ready extension to many
practical situations, and is also expected to compare with many experimental data sets. Figure
2.6 shows pole figures for these simulated microstructures in tetragonal, hexagonal and cubic
polycrystals with (max equal to 950, 28°, 16.5° and 7°. When 4(max is large, the microstructures
approach a perfectly random texture, while as ~(max decreases, the microstructures approach a
perfect single-component texture.
In the third method, individual grains are randomly selected and rotated through one of
four :3 transformation variants at random [107]. The four possible grain orientations that result
are illustrated by different symbols in the (001) pole figure in Figure 2.7. The resulting
microstructures resemble those of highly twinned materials, such as low stacking fault energy
face-centered cubic materials after annealing. In this procedure, the randomization of the
microstructure is controlled through the parameter t, the number of "twinning" events that are
executed per grain. As before, the randomization of the simulated microstructures can be
ovserved in the pole figures shown in Figure 2.8 after t = 0.5, 2.0, 5.0 or 10.0 twin rotations per
grain. It is important to note that the same number of grain orientations is represented in each
pole figure. However, when t is small, many of the grains have common orientations, leading to
fewer distinct points in the pole figure.
The microstructures that result from these three different methods will hereafter be
referred to as (1) fiber textured, (2) general textured, and (3) twinned.
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Figure 2.6: Pole figures for general textured polycrystals. Top row: (100) pole figures for
tetragonal polycrystals, middle row: (101o) pole figures for hexagonal polycrystals, and bottom
row: (100) pole figures for cubic polycrystals. The sharpness of the texture is increased (moving
left to right) by decreasing the maximum rotation angle for any grain from 95° to 7° .
Figure 2.7: (001) pole figure illustrating the grain orientations that result from rotating a grain
with an initial cube texture (open circles) through one of the four unique E3 rotations. The
resulting orientation after each possible rotation is given by a different symbol (squares, circles,
diamonds and triangles).
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Figure 2.8: (001) pole figures for simulated twinned polycrystals with L = 100 (10,000) total
grains. The number of twin rotations per grain, t, is indicated above each pole figure. Although
the number of grain orientations mapped in each pole figure is constant, more of the grains
assume unique orientations as t increases, resulting in more unique points appearing in the pole
figure.
.2.3. Determination of Grain Boundary Character
Once the orientation of each grain, gx, is known in terms of its Euler angles (using the
Bunge notation) [108], the misorientation of the grain boundary between grains A and B, Me, can
be calculated from the orientation of the two grains as (refer to Figure 1.3 for naming
conventions):
Mc =gBgA - (2.1)
lere Mc and gx are 3 x 3 matrices, and gx specifies the orientation of grain X [82]. The grain
boundary misorientation can be equivalently expressed as an axis/angle pair, where a rotation by
the angle 0 about the crystallographic axis [hkl] will bring the two grains into alignment. The
angle 0 can be found from the matrix representation through the relationship:
2 cos(0)+ 1 = tr(M ) (2.2)
where tr denotes the trace operator (tr(Mc) - M, 11 + Mc,22 + Mc,33). As described in Chapter 1,
several different binary classifications are possible and depend on the detailed crystallographic
structure of the boundary. Therefore, from the full crystallographic description of the boundary
character, one of two different binary classification methods is applied to differentiate between
special and general boundaries on the basis of the misorientation as given by Eq. (2.1). In the
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first method, only the disorientation of the grain boundary is considered. If this angle is lower
than a threshold value, Ot (taken here as 15°), the boundary is classified as a special boundary. A
statistical description of the grain boundary disorientations is possible through the disorientation
distribution, as shown in Figure 2.9 for microstructures where grains shared a common rotation
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Figure 2.9: The disorientation angle distribution for fiber textured (a - c) and general textured (d
- f) microstructures with either tetragonal (a, d), hexagonal (b, e) or cubic (c, f) symmetry. The
different distributions correspond to different maximum rotation angles, )max, as labeled on the
graphs. For the general textured microstructures, the distribution of disorientation angles for a
random assemblage of polycrystals with the given symmetry is also shown [109, 110].
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axis (fiber textured, Figure 2.9 a-c), or could rotate about any axis (general textured, Figure 2.9
d-f). In the fiber textured microstructures (Figure 2.9 a-c), when O4 max is small (7°), nearly all of
the boundaries have disorientations less than Ot = 15°. As max increases, the fraction of
boundaries with low disorientation angles decreases, corresponding to a weakening of the texture
(c.f., Figure 2.5). In these microstructures where grain rotation occurs around a common axis,
the maximum disorientation between grains, ®M, is given by the symmetry of that axis; e.g.,
there are ±30° of unique orientation for rotation about the c-axis in hexagonal polycrystals and
+45° in cubic or tetragonal polycrystals. If the rotational tolerance Omax is less than half of ®M,
the disorientation distribution is essentially a sloped line that intersects the horizontal axis at
240max. When 24max exceeds OM, the disorientation distribution begins to level off, such that for
very high bmax, the distribution is uniform. The grain boundary disorientations in the simulated
microstructures with general textures are also characterized by the disorientation distribution.
Unlike the case for fiber textured microstructures, where high values of )max resulted in a
uniform distribution of disorientation angles, here an increase in 4)max shifts the distribution
toward that of randomly oriented polycrystals, as derived by Mackenzie [110] for cubic
polycrystals and more generally by Moraweic [109] for other crystal systems.
In the second approach, each boundary is classified as a CSL boundary with £ < 29. To
determine the appropriate E value, the deviation of the boundary is calculated with respect to
each E < 29, and is labeled with the E value that resulted in the smallest angular deviation.
Boundaries whose deviation angles are smaller than that allowed by a selection criterion (Eq.
(1.1) where w = /2) are classified as special, while boundaries with larger deviations are labeled
general. In this case, the grain boundary character distribution (GBCD) is used to describe the
statistical evolution of grain boundary types. The GBCD gives the fraction of boundaries
classified as E1 (low-angle boundaries), E3, E9, E27, other CSL boundaries with E < 29, or as
general boundaries. Figure 2.10 shows the GBCD for twinned microstructures with t = 0.5, 2.0,
5.0 and 10.0. For t = 0.5, the fraction of general boundaries is almost zero, while over 80% of
the boundaries are either E1 or 3 boundaries. As t increases, the fraction of E1 and E3
boundaries decreases, while the populations of other twin variant boundaries (3 n ) and general
bcoundaries increase. As Figure 2.10 illustrates, when t = 10.0, more than 80% of the boundaries
are classified as general boundaries.
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Figure 2.10: The frequency of twin variant boundaries (3n), other CSL boundaries (with <
29), and general boundaries is plotted for simulated microstructures with t = 0.5, 2.0, 5.0 or 10.0
twin rotations per grain.
The relationship between the texture and grain boundary character in fiber textured and
general textured microstructures is summarized in Figure 2.1 1. Here the sharpness of the texture
is given by the rotational tolerance, bmax. Similarly, the disorientation distribution has also been
collapsed into a single parameter p, the fraction of low-angle (special) boundaries. As shown in
Figure 2.11 for tetragonal, hexagonal, and cubic polycrystals with low-angle threshold Ot = 15°,
all of the crystal systems show similar behavior, with a minimum grain rotation of 7.5° required
before there are any high-angle boundaries in the microstructure. Although the form of the
curves in Figure 2.11 changes with the definition of a low-angle boundary (i.e., the choice of Ot),
normalization of the rotational tolerance by the low-angle threshold results in a single curve for
each of the fiber textured and general textured microstructural families. The master curves in
Figure 2.12 illustrate that there is a well-defined and monotonic relationship between the texture
of the simulated polycrystals and the low-angle boundary fraction, as noted previously by other
authors [111-113]. From Figure 2.12, it is clear that the choice of a smaller low-angle threshold
requires a sharper texture in order to achieve the same fraction of special boundaries.
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Figure 2.1 1: Fraction of low-angle boundaries, p, as a function of the sharpness of texture, given
by the rotational tolerance, ima, for polycrystals with cubic, hexagonal, and tetragonal symmetry
where the low-angle threshold is 15° . For the fiber textured microstructures, the curves are
truncated at the minimum value ofp achievable as explained in the text.
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Figure 2.12: Fraction of low-angle boundaries, p, as a function of the rotational tolerance, 4)max,
normalized by the low-angle boundary threshold, t for fiber textured or general textured
polycrystals.
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A similar approach can be taken for the twinned microstructures as well. In Figure 2.13,
the GBCD has been consolidated to the single parameter p, which is plotted as a function of t, the
number of twin rotations per grain. Similar to 4max which controlled the texture in the fiber
textured and general textured polycrystals, t is found to be an effective parameter in controlling
the fraction of special boundaries in the twinned polycrystals.
It is important to note that in the twinned microstructures, the CSL vs. non-CSL approach
is used to classify boundaries, while in the fiber textured and general textured microstructures,
boundaries are classified based on low vs. high-angle disorientations; in what follows we use the
terms "special" and "general" boundaries for all of these cases.
2.4. Identification of Grain Boundary Clusters
Once every grain boundary in the network has been classified as special or general,
clusters of special (or general) boundaries are tracked and labeled using the Hoshen-Kopelman
algorithm [114]. After unique clusters of boundaries are identified, the lattice is scanned for a
cluster which percolates in every direction (i.e., top to bottom and left to right in 2-D, also front
to back in 3-D). To accurately determine the percolation threshold, thousands of lattices are
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Figure 2.13: Fraction of special (CSL) boundaries,
rotations per grain for simulated cubic polycrystals.
p, as a function of t, the number of twin
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simulated near the expected percolation threshold. Over small increments of p, the fraction of
lattices that have a percolating cluster is determined and the percolation threshold is taken to be
the value of p where 50% of the lattices percolated. In order to determine the percolation
threshold more exactly for fiber textured honeycomb networks, we also simulate lattices with
5000 grains per side, where the Enhanced Hoshen-Kopelman technique [115], which is less
memory-intensive, is used to identify and label grain boundary clusters. Our approach to
determining the percolation threshold is illustrated in Figure 2.14, where the fraction of
simulated networks containing a percolating cluster, or percolation probability, is plotted as a
fiunction of p for general boundary networks in a fiber textured microstructure. As the different
curves in Figure 2.14 illustrate, the width of the transition from percolating to non-percolating
states decreases as L, the size of the simulated network, increases. The size of the error bar we
report corresponds to the range ofp over which the percolation probability lies between 0 and 1,
as illustrated in Figure 2.14 by the dashed lines for the L = 1000 curve.
In addition to checking the lattice for a percolating cluster, the properties of individual
clusters in the network, including their mass and radius of gyration, are also determined. The
mass of a grain boundary cluster, s, is simply the total number of grain boundaries comprising
the cluster. For s < 1000, the number of clusters with mass s was tracked explicitly during the
simulation to find n, the number of clusters of a given mass per lattice site1. The radius of
gyration of an individual cluster, Rg, is given by [69]:
A i1 ri -ro 2
g_= (2.3)
'A i
i=l
Here ri is a vector pointing to the center of the i th boundary in the cluster, and r points to the
center of mass of the cluster, defined as [69]:
E Air;
ro i=l (2.4)
ZAi
i=1
' It is important to note that ns is counted and not binned; when a binning procedure is used to find the cluster size
distribution, the scaling exponent changes, owing to the integration over s that is implicit in binning.
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In these equations, Ai is the area of the ith grain boundary. For the 2-D networks, which represent
the largest focus of this work, all boundaries have an area (length) of 2 units. The average radius
of gyration for clusters with mass s, Rs, is found by averaging the radius of gyration of individual
clusters, Rg, over all clusters with mass s. Using the distributions n and Rs, the connectivity
length, 5, is defined as [69]:
21 Rs 2ns
2 s (2.5)
Is2ns
As noted in the introduction, the connectivity length represents a characteristic linear dimension
for the clusters. Finally, the strength of the largest, or "infinite", cluster, P, is found for
percolating systems by dividing the mass of the lattice-spanning cluster by the total mass of all
clusters. The procedures outlined here are used in the chapters that follow to study the effects of
crystallographic constraints in grain boundary networks from the local to the global length
scales.
1I
_4 0.8
° 0.6
0
*.q 0.4
U 0.2
ga
v
0.34 0.36 0.38 0.4 0.42 0.44 0.46
P
Figure 2.14: The probability of a simulated fiber textured microstructure containing a percolating
cluster of general boundaries as a function of p, the fraction of special boundaries in the
microstructure. The width of the transition region, from percolating to non-percolating,
decreases as L, the number of grains per side in the simulated structures, increases. The dotted
lines indicate the error bar on the percolation threshold for simulations with L = 1000.
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Chapter 3: Crystallographic Constraint at Triple Junctions
In this chapter, we use the techniques previously described to simulate
crystallographically consistent grain boundary networks. The topologies of these networks are
found to be nonrandom, both qualitatively and quantitatively. By developing a closed-form
analytical solution for the triple junction distribution in a crystallographically constrained fiber
textured polycrystal, we can better understand how the constraint leads to nonrandom nearest-
neighbor correlations. Both simulations and the analytical model provide physical insight as to
how local constraints influence global network topology.
3.1. Topology of Simulated Interfacial Networks
As described in Chapter 1, the topology of a realistic interfacial network can differ
greatly from that of a random network. To illustrate this point, we have constructed grain
boundary networks using the typical approach of percolation theory, whereby each boundary is
assigned as special or general with probability p or 1 - p, respectively, without regard for
crystallography. The constraining effects of crystallography can then be appreciated
qualitatively by direct observation of the spatial distribution of both general and special
boundaries on two-dimensional lattices. In Figure 3.1, the complementary populations of
general and special boundaries are highlighted on small lattices with p = 0.5, for grain boundary
networks that were assembled both randomly and using the crystallographically consistent
methods described in Chapter 2. In the randomly assembled lattices (Figure 3.1a and b), the
spatial distribution of both types of boundaries is expectedly uniform, with no obvious tendency
to cluster beyond that which occurs by chance. In contrast, in the crystallographically consistent
networks, the spatial distributions of both types of boundaries are decidedly nonrandom. The
general boundaries (Figure 3.1c, e, g, i) tend to cluster together, especially in the form of small,
complete rings (Figure 3.1c and e), or long strings (Figure 3.1g and i). Unlike the general
boundaries, the special boundaries in crystallographically consistent networks (Figure 3.1d, f, h,
j) have a tendency to form more compact structures with many branches and "dangling bonds".
By comparing the fourth and fifth rows of Figure 3.1 which illustrate fiber textured polycrystals
on a honeycomb or an irregular lattice, it can be seen that the nonrandom topology which results
from the crystallographic constraints is independent of lattice shape; Figures 3.1g and i are
qualitatively equivalent (as are Figures 3. lh and j). Overall, the crystallographically
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General boundaries
Figure 3.1: Complementary spatial distribution of general (left column) and special boundaries
(right column) for p = 0.5 on small, two-dimensional honeycomb (a - h) or irregular lattices (i,
j). The polycrystals were assembled either randomly (a and b) or with crystallographic
consistency (c, d: general textured; e, f: twinned, g - j: fiber textured).
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Figure 3.1 continued.
consistent lattices, whether they are for the fiber textured, general textured, or twinned
polycrystals, exhibit large regions in which only special (or general) boundaries exist; enforcing
consistent crystallography results in a patchier grain boundary network. Although the focus of
the present chapter is the local correlations among grain boundaries, it is evident in Figure 3.1
that longer-range implications of this preferential clustering are likely; this will be discussed in
detail in a subsequent chapter.
The clustering tendency observed qualitatively in Figure 3.1 may be quantified by
considering the triple junction distributions, which are given in Figure 3.2 for the
crystallographically consistent lattices with both fiber and general textures (the solid and dashed
curves, respectively). These curves should be compared with those for the random case (dotted
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lines, Eq. (1.5)). The populations of J2 junctions (i.e., two special boundaries and one general
boundary) in both types of constrained lattices are considerably diminished with respect to the
random lattices, while there is a relative increase in the population of J3 junctions. In the fiber
textured microstructures, there is a significant increase in the fraction of J1 junctions as well.
These results quantitatively capture the clustering observed in Figure 3.1 d, h, and j, where there
are few junctions coordinated by only one general boundary (i.e., J2 junctions, which would lead
to elongated clusters in Figure 3.1 d, h, and j).
An important point that is not explicitly observed in Figure 3.2 is that the triple junction
distributions have been determined for lattices with cubic, hexagonal and tetragonal crystal
systems, and we find that crystal symmetry has no measurable effect on this distribution among
the centro-symmetric crystal systems. Furthermore, the triple junction distributions in Figure 3.2
are also found to be independent of the low-angle boundary threshold, t. Changes in t affect
the sharpness of texture required to produce a given special fraction, p, but do not change the
network topology in a fundamental way. Another variable which does not affect the resulting
TJD is the shape of the lattice; fiber textured polycrystals with both regular and irregular grain
shapes result in identical distributions. The invariance of the triple junction distribution with
changes in t, crystal symmetry, or grain shape suggests that the curves in Figure 3.2 can be
regarded essentially as universal expectation curves for any polycrystal. This explains why
many independent experiments lie on common curves in Figure 3.2, and in fact the simulation
results match quite closely with the collected data. Although these simulations have modeled a
single-component texture, very similar triple junction distributions can also be expected for
multi-component textures which, in the present context, would be superpositions of these single
texture-component results. However, in a homogeneous microstructure with T distinct texture
components, the maximum achievable special fraction is -1/T, since texture components are
usually separated by more than t = 15° of rotation.
The deviation of the triple junction distribution in Figure 3.2 from the random population
is due to the crystallographic consistency required around a triple junction. In these simulations,
all of the boundaries are classified based on their disorientation angles and these angles must
obey Eq. (1.4): Omax < 01 + 02. Accordingly, if two of the boundaries (e.g., 01 and 02) have low
disorientation angles, it is unlikely that their sum will exceed the low-angle boundary threshold,
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Figure 3.2: Triple junction distribution for simulated microstructures with crystallographic
consistency (fiber texture: solid lines, general texture: dashed lines). Also shown are the TJD for
a random network (dotted lines, Eq. (1.5)), and experimental triple junction distributions, where
the symbols are the same as in Figure 1.4.
resulting in relatively few junctions coordinated by only two special boundaries (J2 junctions).
In addition, since the presence of two boundaries with low disorientation angles often requires
the third boundary also to have a low disorientation angle, there will be a relative increase in the
number of triple junctions coordinated by three low-angle boundaries (J3 junctions). It is for this
reason that the measured populations of J2 junctions from both experiment and
crystallographically consistent simulations lie below the prediction for a randomly assembled
network, while the measured populations of J3 junctions are higher than expected.
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3.2. Analytical Modelfor the Triple Junction Distribution
In the previous section, we have shown both qualitatively and quantitatively that the
topology of polycrystals is nonrandom and that the TJDs of these simulated polycrystals agree
well with those of experimental microstructures. However, there currently exist no closed-form
analytical solutions for these nonrandom distributions. In what follows, we present such a
solution in the case of fiber textured microstructures where the grain boundary disorientations
have a rigid constraint [116]. Our analytical results also offer physical insight on the role of
crystallographic constraint on the topology of interfacial networks.
3.2.1. Analytical Approach
The triple junction distribution, as described in Chapter 1, gives Ji, the fraction of
junctions coordinated by i special boundaries. If all boundaries have the probability p of being
assigned as special boundaries, then the triple junction distribution is given by Eq. (1.5).
However, as we will show explicitly in what follows, at triple junctions that obey the constraint
of Eq. (1.2), the probabilities for each boundary assignment are not independent, and the local
assignment probabilities depend not only on how many of the three boundaries have been
assigned, but on their character as well. For example, the first grain boundary at any triple
junction can be assigned a disorientation on a truly random basis with the probability p of being
assigned as a special boundary. However, once the first boundary at the triple junction has been
assigned, there exists a limited range of disorientations that the second boundary may take on,
such that its being assigned as a special boundary is dependent on the disorientation of the first
boundary. Furthermore, once the first two boundaries have been assigned, the disorientation of
the third boundary is fixed by the crystallographic constraint (Eq. (1.2)). In order to find the
triple junction distribution in a crystallographically consistent lattice, we seek expressions for
these local transition probabilities, defined as Fly , the density distribution of special boundaries
at a triple junction where y (= 0, 1 or 2) boundaries have been assigned, x (< y) of which have
been classified as low-angle boundaries. In terms of the local transition probabilities which are
order-dependent, the triple junction distribution is given as:
J0 = (1- l). (i1- H ) (i1- )i, (3.1a)
J, =Io 0-~,~).O-(Il2)+( -Io).o O- )+ (-I O) (- Io). (o2 3.1b)
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(3.1c)
J3 = n HIl nH. (3.ld)
The expressions for J1 and J2 each have three terms, as there are three possible configurations for
each junction type (e.g., the single special boundary in a J 1 junction could be associated with
either the first, second or third boundary). In the unconstrained system where all boundaries are
assigned randomly, there is no order dependence as to whether any given boundary will be
assigned as special, i.e., all HY = p, and Eq. (3.1) reduces to the form of the random triple
junction distribution of Eq. (1.5). We note that Eq. (3.1) represents a generalization of the
method used by Minich et al. in their study of triple junctions in CSL networks [92]. Those
authors assumed that the first two boundaries at a triple junction could be assigned a character at
ranmdom, and introduced local transition probabilities for the assignment of the third boundary
(II 2 ). However, for the present case of low- and high-angle boundaries, all six terms (Hy ) are
required and can be obtained in closed-form for the special case where grains share a common
rotation axis. In this case, the disorientation angles of the three grain boundaries must obey the
relationship:
Oa + b t 0c = 0. (3.2)
Eq. (3.2) represents a simplification of the deviation limit rule (Eq. (1.4)) for the fiber textured
case. The derivation of the local transition probabilities fl y is presented in much detail in
Appendix B; here we discuss only the effects of crystallographic constraint on the resulting
probability distributions.
3.2.2. Local Transition Probabilities
At triple junctions in grain boundary networks, the requirement for crystallographic
consistency results in nonrandom coordination of special boundaries at triple junctions. If all of
the boundaries could be assigned at random, each of the six local transition probabilities would
equal p, which is shown as a dashed line in Figure 3.3. Instead, we find the following analytical
expressions for HIy in terms ofq = 1 -p:
iO = 1- q, (3.3a)
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J2 =n I - 6-:)nri6nl·n + (i)nbn
1- 6ql/2 +15q-10q3/2 p < 0.75,
3q
i 3q (3.3b)
3-2qI / 2
3 p > 0.75,
2 +8q /2 -l10q
3 + 3q / 2 p 0.75,
rI = (3.3c)
3-6q+2q 3 /2
12 207
2 -12q 1 2 + 24q -14q3 2 P < 0.75,
I2 -1+ 6q/2 -12q + 10q3 2 (3.3d)
1, p > 0.75,
1-2q 1 /2 + 4q1-5q 2+ 4q p< .75,
-1+ 5q1/2 - 1Oq'
= (3.3e)
3 - 4q'/2
3-2q '2 p > 0.75,
3 + 6q /2
p_< 0.75,
2+10q 2 '
I2 = (3.3f)
3-9q+6q' p > 0.75,3 - 9q + 6q 3 / 2
3-6q+2q3 12 '
These functions are plotted in Figure 3.3 for all values of the special fraction. In these graphs, it
is clear that only the first boundary may be assigned randomly; Hn is exactly equal to p.
Deviations of Iy from p indicate that crystallographic constraint creates triple junctions with
special boundaries more (or less) frequently than expected. Where any of the curves H Y lies
above the dashed line, it is more likely for a special boundary to coordinate the junction, while if
it falls below this line a general boundary is more likely.
As the number of previously assigned boundaries increases from zero to two, the
constraint on the system increases, as the three disorientations must sum to zero (Eq. (3.2)).
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Figure 3.3: Local transition probabilities, H Y, for (a) y = 0, (b) y = 1, and (c) y = 2, which give
the local probability of assigning the next boundary as a special boundary. The expectation
value for a random lattice is given by the dashed line, Y = p. Deviations above this line
indicate that a special boundary is more likely to coordinate the junction, while deviations below
indicate that a general boundary is more likely.
When the first boundary is assigned, there is only a weak constraint on the second disorientation;
in Figure 3.3b, -HI and H1 deviate only slightly from p. If the first boundary (a) is a general
boundary, the density distribution of the second boundary (b) is weighted such that boundaries
with high disorientation angles are more probable (i.e., Hn < p in Figure 3.3b). Similarly, if the
first boundary is a special boundary, there is a slight tendency for another special boundary to
coordinate the junction (i.e., H1I > p in Figure 3.3b). In both cases the density distribution of the
second boundary is not random, but its deviation from IH =p is rather small.
The most dominant effects of the crystallographic constraint appear after two boundaries
have been previously assigned. Unlike when only a had been assigned and b was still
relatively free, the assignment of 0 a and Ob necessarily fixes Oc (Eq. (3.2)). Therefore, for a given
0 a and Ob, there will be only one 0c allowed, representing a much stricter constraint on possible
triple junction combinations. This is seen as the distribution density functions, rI2 (Figure 3.3c),
deviate significantly from the random case.
With the expressions for HY in hand, a full closed-form solution for the triple junction
distribution is obtained by introducing them into Eq. (3.1). In Figure 3.4, the solution for Ji is
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Figure 3.4: Analytical triple junction distribution for fiber textured microstructure given by Eqs.
(3.1) and (3.3) (solid line). Also shown are the simulated fiber textured microstructures (points)
and the distribution for a random lattice as given by Eq. (1.5) (dashed lines).
shown by the solid lines, while the points are the results of computer simulations for fiber
textured polycrystals. Shown for comparison in dashed lines are the random distributions of Eq.
(1.5). Clearly, the analytical model and computer simulations give identical results, distinctly
different from the purely probabilistic approach. To our knowledge, this is the first closed-form
analytical solution for the triple junction distribution of a polycrystal.
The analytical derivation of Hy also gives significant insight into the crystallographic
constraints in polycrystals, especially with regard to the assignment of the third boundary, 2.
1. In Figure 3.3c, for all values of the special fraction, I is greater than p, such that if two
general boundaries coordinate a junction, it is likely that the third boundary will be a special
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boundary. This is manifested in the triple junction distribution (Figure 3.4) by an increase in J1
junctions and a reduction in Jo junctions. When p 2 0.75 (t > 4)max), 02 = and there cannot be
any Jo junctions (i.e., two general boundaries will always result in a special boundary). Since
boundaries a and b have been assigned as general boundaries, Oc must be less than max (and
therefore Ot) according to Eq. (3.2).
2. For all values of p, 1 2 is lower than the expected random value, meaning that at junctions
coordinated by one special and one general boundary, the third boundary will frequently be
general. This constraint increases the population of Ji junctions further, while decreasing the
population of J2 junctions.
3. The deviation of 2 above the line H y = p contributes more strongly to the decreased
population of J2 junctions in the networks. The presence of two special boundaries strongly
promotes the presence of a third, so that J2 junctions are produced infrequently while J3 junctions
are profuse.
.3.3. Concluding Remarks
In the present chapter, the random assignment of boundaries as special or general was
found to be insufficient for modeling networks of grain boundaries classified based on their
disorientation angles. Instead, the distribution of triple junction types in grain boundary
networks was nonrandom as a result of the requirement for crystallographic consistency. A
closed-form analytical expression for the triple junction distribution in fiber textured
microstructures was derived with the use of local transition probabilities. The nonrandom local
coordination of special and general boundaries is expected to persist in three dimensions as well;
this will be explored in the following chapter.
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Chapter 4: Crystallographic Constraint at Quadruple Nodes
In the previous chapter, the triple junction distributions for crystallographically consistent
grain boundary networks were shown to differ from those in randomly assembled networks due
to the requirement of crystallographic consistency around a triple junction. However, realistic
microstructures are rarely two-dimensional, and it is not clear whether the current understanding
of crystallographic constraint from a triple junction perspective can be applied to understand or
predict the grain boundary connectivity and network topology in three dimensions.
In this chapter, the concept of the triple junction distribution is extended to the
characterization of quadruple nodes, and expectation curves are developed for the statistical
distribution of quadruple node types (i.e., the quadruple node distribution (QND)) for several
different types of microstructures. Because quadruple nodes exhibit conformational isomerism,
whereas triple junctions do not, the complexity of such a statistical analysis becomes significant
in 3-D. However, as 3-D microstructural analysis techniques such as serial sectioning and three-
.dimensional x-ray diffraction microscopy become more widely used, we expect that the QND
will be the first 3-D point of contact between experiments and the developing theory of grain
]boundary networks [117-120]. In addition, we quantitatively examine the relationship between
the nonrandom TJDs that were found in Chapter 3 and QNDs determined here. Finally, although
it is known that there are additional crystallographic constraints around quadruple nodes as
compared to those around triple junctions [107, 121], it remains unclear what the relative
influence of each constraint is. We use the concept of configurational entropy to assess the
relative strength of the crystallographic constraints around triple junctions and quadruple nodes.
4.1. Quadruple Node Distributions
In three-dimensional grain boundary networks, the zero-dimensional points of grain
boundary connectivity are called quadruple nodes. A quadruple node is a complex
rnicrostructural feature that involves four grains, six grain boundaries, and four triple junctions
that meet at a point. Figure 4.1a is a schematic representation of a quadruple node where the
grains have the shape of tetrakaidecahedra and are labeled Gi, where i (= 0, 1, 2 or 3) indicates
the grain number. The six shared faces (grain boundaries) that are part of the quadruple node are
shown again in Figure 4.1b and are labeled a through f The four triple junctions are shown in
Figure 4.lb as thick lines.
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Figure 4.1: (a) The four tetrakaidecahedral grains that comprise a quadruple node. The grains
are labeled G (i = 0 to 3), and boundaries are labeled with lower-case letters. (b) The shared
faces of the tetrakaidecahedra are the grain boundaries in the quadruple node. The lightly shaded
boundaries have general character, while the darker boundaries are special. The six boundaries
are labeled a throughf (c) Two-dimensional topological map of the same quadruple node as in
part (b) where thinner lines indicate general boundaries and thicker lines are special boundaries.
The four grains, which have the same shading as in part (a), are the enclosed areas between the
lines and grain G3 is the entire area outside the triangle. The circuit in (c) represents a second-
order constraint involving four grains and four boundaries.
The character of the grain boundaries around a given quadruple node can be quite
variable, and Figure 4.1b is an example of one possible configuration: several boundaries have
been lightly shaded to denote them as general boundaries, while those shaded more darkly are
special boundaries. As seen in Figure 4. b, the coordination among the grain boundaries and
triple junctions at the quadruple node is quite difficult to visualize in projection from 3-D.
Alternatively, we choose to represent a quadruple node using a topological map represented in 2-
D. Such a map is illustrated in Figure 4.1c for the same quadruple node as in Figure 4.1b, where
the lines represent grain boundaries and the triple junctions lie at the vertices. In this example,
the thick lines denote special boundaries and thinner lines general boundaries. The grains, again
labeled as Gi, are now the enclosed areas between the lines; grain G3 occupies the entire area
outside of the triangle. Although in the 2-D topological map the triple junctions do not appear to
meet at a single point as in Figure 4.1 a, it is important to remember that in three dimensions they
do; the topological map in Figure 4.1 c extends over a finite area, but it represents only a single
point in space.
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In analogy to the triple junction distribution, each quadruple node may be classified based
on the number of special boundaries that coordinate the junction, i.e., the boundary composition
of the node. However, unlike the case of triple junctions, quadruple nodes exhibit isomerism;
two quadruple nodes with the same boundary composition can exhibit topologically unique
conformations. For example, the quadruple node in Figure 4.1 c is coordinated by two special
boundaries b and e, which meet at a triple junction. Redistributing the same boundaries such that
b and fare classified as special instead of b and e results in a topologically distinct node where
there are still exactly two special boundaries, but they no longer meet at a triple junction. The
most general definition of the quadruple node distribution must therefore account for both node
composition and isomerism. We propose to label quadruple nodes as Qij, where i (= 0 to 6) is the
number of special boundaries that coordinate the quadruple node andj (= 0 to 4) is the number of
triple junctions coordinated by at least two special boundaries. In this scheme, there are eleven
different quadruple node types, as shown pictorially in Figure 4.2. As in Eq. (1.5), the quadruple
node distribution may be found analytically for the (unphysical) case where boundaries are
randomly assigned as special with probabilityp:
Q ij = Qi1+j .pi( - p)6 -i (4.1)
where Qi+j is the number of possible configurations for each node and is equal to 1, 6, 3, 12, 4,
12, 4, 12, 3, 6 and 1 for i +j = 0, 1, 2, 3, 4, 5, 6, 7, 8, 9 and 10, respectively.
In order to determine the expectation curves for the QND in realistic microstructures, 3-D
polycrystals, including fiber textured, general textured and twinned polycrystals, are simulated
following the procedure described in Chapter 2. The quadruple node distributions are obtained
for each of the three types of simulated microstructures and the results are shown by the points in
Figure 4.2 for comparison with the random distributions of Eq. (4.1). As with the TJD, the
populations for all types of quadruple nodes are seen to deviate from those predicted for a
randomly assembled network. In some cases, these deviations are quite pronounced, being a
factor of two more or less likely to occur than one would normally expect. As with the TJD, the
deviation of the QND from Eq. (4.1) is due to the requirement of crystallographic consistency.
To some extent, the deviations from the random distributions seen in Figure 4.2 can be
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Figure 4.2: The quadruple node distributions for simulated three-dimensional fiber textured
(circles), general textured (squares), and twinned (diamonds) microstructures. The lines
represent the QND for the case where boundaries are randomly assigned character (Eq. (4.1)).
The 2-D topological map is also shown for one configuration of each type of quadruple node,
where thinner lines are general boundaries and thicker lines are special boundaries.
anticipated by considering the types of triple junctions that comprise the quadruple node. For
example, fiber textured microstructures do not have any Q44 nodes, while general textured and
twinned microstructures never have greater than 1% of these nodes. All four triple junctions
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comprising a Q44 node are J2 junctions, which were shown in Figure 3.2 to be unfavorable;
therefore, it is expected that the population of Q44 nodes in the distribution would be greatly
decreased. The converse is true for Q64 nodes, which are more abundant than predicted by Eq.
(4.1) for all simulated microstructures. In Q64 nodes, all four triple junctions are J3 junctions
which showed an increased population in Figure 3.2.
4.2. Crystallographic Constraints around Quadruple Nodes
In analyzing the TJD, the QND, or even longer-range structures in the grain boundary
network, it is important to keep in mind that crystallographic constraints are present at every
length scale in the microstructure. These constraints arise due to the need for consistency around
closed circuits through the microstructure. For example, in Chapter 1, it was established that
misorientation must be conserved for a closed circuit around a triple junction (Figure 1.3). This
circuit around an individual triple junction is the smallest nontrivial circuit possible in a
microstructure, and therefore represents a constraint of the first order.
Beyond the first-order triple junction circuit described above, the next smallest non-
redundant circuit is one that passes through four grains and intersects four of the six boundaries
associated with a quadruple node. Such a circuit is indicated by the dotted oval in Figure 4.1 c
sand is more restrictive than those only around the triple junctions, as it requires crystallographic
compatibility among all four grains. This longer range constraint represents a constraint of
second order. In the previous section, we examined the QND of our simulated polycrystals, and
we saw that in many cases, the quadruple node coordination could be qualitatively anticipated by
examining the TJD, which incorporates only first-order constraints. However, the situation is
actually more complicated because of second-order constraints. For example, Gertsman has
illustrated how a set of four individually consistent triple junctions fail to produce a valid
quadruple node [121]. However, it is unclear what the relative importance of the first- and
second-order constraints is, and to what extent the exact form of the nonrandom QND is a result
of the nonrandom TJD alone. In what follows, we formulate the probabilistic expressions
required to predict the QND based only on first-order constraints (i.e., from a known TJD) and
compare these predictions with the results of the 3-D simulations. As we will see, this analysis
allows us to assess the relative importance of first- and second-order (i.e., triple junction and
quadruple node) constraints on the grain boundary connectivity.
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4.2.1. Relationship between Triple Junction and Quadruple Node Distributions
To examine the quantitative relationship between the TJD and QND, we assemble triple
junctions into every self-consistent quadruple node possible; the probability of a given quadruple
node appearing in the microstructure may then be determined based on the types of triple
junctions that make up the quadruple node. The development of this probabilistic argument is
complicated by the fact that many triple junction combinations are impossible at a quadruple
node; for example, Jo and J3 junctions may not coexist at a quadruple node as they would be
required to share at least one boundary that cannot simultaneously be special and general. The
most straightforward approach to this problem is to build each quadruple node by assigning one
triple junction at a time around it. The first junction may be assigned independently, specifying
the character of three of the six boundaries. At the second triple junction, one boundary's
character is already known, and the junction assignment must be consistent; the character of five
of the six boundaries is then fixed. Finally, assignment of a third triple junction consistent with
all the prior assignments fixes the character of the final boundary. Therefore, the probability of a
specific quadruple node configuration appearing in the microstructure can be defined as the
product of three assignment probabilities:
A = ikkiii (4.2)
where the subscript Roman numerals denote the three triple junction "decision points"; these
points are circled on the quadruple node shown in Figure 4.3. In what follows, we work out in
detail the values of Ax required to build the specific quadruple node shown in Figure 4.3; the
procedure is then easily generalized to develop probabilistic expressions for the full QND.
For the specific conformation of the Q21 quadruple node in Figure 4.3, we begin by
determining the probability of assigning the triple junction i with the appropriate J type in the
correct orientation, i.e., such that the special boundary lies on b. For this first assignment there
are no constraints on the system, so junction i could be assigned with any of the eight
configurations shown in column i of Figure 4.3. The correct assignment requires that we choose
one of three J1 junctions ((1/3)J1), from among these possibilities. The probability of this
assignment is therefore:
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Figure 4.3: The topological map for a Q21 quadruple node, where the boundaries are labeled a
throughf; with special boundaries indicated by the thick lines and general boundaries by thinner
lines. Three of the triple junctions are labeled as i, ii and iii, and are assigned a character in order
to form this specific Q21 quadruple node. The possible assignments at each triple junction are
shown in columns i, ii and iii on the right, where the correct assignment that leads to this specific
quadruple node is indicated by the dashed box.
1
= 31
x i = J0 o- J + J2 + J3
1
=J31 (4.3)
The next assignment can occur at any of the three comer junctions in Figure 4.3; we select
junction bde. The assignment of this triple junction is constrained by the fact that boundary b
has already been assigned as special. Given this constraint, junction ii can assume one of three J1
configurations (with only b special), two of three J2 configurations (with b and d or b and e
special), or the J3 configuration (with all special boundaries), as shown in column ii of Figure
4.3. The correct assignment is one of the three J2 configurations, giving:
1
1 2
J + J2 + J 33 3
J2
J + 2J2 + 3J3
The final assignment at junction iii must conform to the prior assignments of boundaries c and e,
giving only two possibilities: one of three J1 configurations (with only e special) or one of three
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(4.4)
J 2 configurations (with both e and f special), as shown in column iii of Figure 4.3. The
probability of selecting the correct arrangement is:
1
- (4.5)
13 2
According to Eq. (4.2), the total probability of having the specific configuration of the Q21
quadruple node shown in Figure 4.3 is thus the product of Eqs. (4.3), (4.4) and (4.5). The same
procedure as outlined above has been used to determine the probability of each configuration for
all quadruple nodes, and summation over all configurations for each Qj results in the following
expressions for the QND in terms of the TJD:
9J0Qo = (4.6a)
9JJ J12 1Ql= -0 +J 0 JI -- + (4.6b)
OiYI Y172 221
=J3 2 +-- (4.6c)3[1¥2 121
3JoJ2 4 2 j 4 2 2(21 L +jI + I ) (4.6d)
3 CIy2 (C I Y 2 ( 2Y 3 Y2)7 (17 2 2 1 j173
Q 31 = 1 y + + (4.6e)
( 2 2 a3 3oc2 1
Q 32= + -- (4.6e)
,, 3 (x2 02[7 3 7 2 3
j2 2 + +-- I  (4.6g)
C17iY 2 271 3a273
Q 1 1 22=I+ Ji - - +--- (4.6h)3 2Y1 ) 22 Y173 27Y3
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Q44 (2 = I (4.6i)
3 cc2 Y2 CzIY3
2 1 9J 254=J2J-- + 93 (4.6j)
(c2Y2 (X1T3 (c2¥ 3
Q 64 -- (4.6k)
where the denominator terms a and y correlate with decisions at nodes ii and iii, respectively:
cl = 3J0 + 2J + J2 (4.7a)
a 2 = J -+ 2J 2 + 3J3 (4.7b)
1 = 3J + J 1 (4.7c)
72 = J +- J2 (4.7d)
Y3 = J2 4- 3J 3 (4.7e)
In the case of random boundary assignment, the TJD is given by Eq. (1.5), which, when
introduced into Eq. (4.6), gives exactly Eq. (4.1). In the general case, Eq. (4.6) gives the form of
the QND when only triple junction correlations (i.e., first-order constraints) are taken into
account, and there is no additional, higher-order constraint imposed on the system. In this case,
any deviation between the predictions of Eq. (4.6) and the true QND is indicative of such higher-
order constraints. This is in fact the case for each of the three simulated microstructures studied
here. In Figure 4.4, AQij, the difference between the true value of Qij from the 3-D simulations
and Qij from Eq. (4.6), is plotted for all of the populations in each of the three microstructures as
a function of the special fraction.
From a mathematical point of view, the deviations between Eq. (4.6) and the true QND in
our simulated microstructures are an indication that the full crystallographic constraints around
quadruple nodes are not completely captured by simply superposing the constraints around triple
junctions. This is in line with the literature on quadruple node crystallography [107, 121] and, as
already discussed, arises due to the presence of second-order constraints around the quadruple
node. However, from a more practical point of view, we note that the predictions of Eq. (4.6)
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Figure 4.4: The error between Qij as predicted by Eq. (4.6) and as found from the simulations for
(a) fiber textured, (b) general textured and (c) twinned microstructures. Positive AQij values
indicate that Eq. (4.6) overpredicts Qij, while negative AQij values indicate underprediction of
Qij. The maximum error for each microstructure is shown by the dashed lines and is -0.05 for
each. However, the majority of the Qij are predicted quite accurately, and 75% of these errors lie
within the dotted lines at AQij 0.015.
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generally do capture the subtle deviations of the QND from the random distribution, and the
error between the real and predicted distributions is less than 0.015 for 75% of the populations.
Even in the worst cases shown in Figure 4.4, the error between Eq. (4.6) and the true QND is not
more than ±0.055. Realistically, this is about the range of error bars for measurements of this
kind, which are subject to statistical uncertainty and sampling biases. This means that, to within
a good approximation, the first-order constraints in a microstructure dominate the nonrandom
connectivity of the grain boundary network, and that higher-order constraints produce only small
corrections to the very dominant first-order constraint. We propose, therefore, that in many
cases it may be sufficient to measure only a TJD on an unbiased 2-D section in order to make
general statements about the network connectivity in 3-D.
4.2.2. Configurational Entropy of Grain Boundary Networks
Although the above analysis illustrates directly the relative importance of first- and
second-order constraints around quadruple nodes, it would be valuable to have a simple approach
to quantify these effects without resorting to inspection of all 11 curves of the QND. In fact,
there is an even more general need for a simple means of classifying just how nonrandom any
grain boundary network is using, e.g., a single scalar value or a single function of p. In this
section, we develop such a method by considering the configurational entropy of grain boundary
networks. Since we are at present interested in 3-D networks, the following developments will
be concerned with the entropy among quadruple node types, although it should be recognized
that these developments are easily generalized to 2-D networks. For a quadruple node
distribution, the configurational entropy S is defined as:
10
S =- QQij ln(Qij) (4.8)
i+j=O
For purposes of comparing one microstructure to another, it is convenient to calculate the
entropy difference AS with respect to a common reference point, S. We propose that the
appropriate ground state for this purpose is the microstructure of maximum possible entropy.
Any crystallographic constraints in the microstructure will then reduce its entropy (or increase its
information content). The maximum entropy distribution can be found using the method of
Lagrange multipliers; this procedure is described in Appendix C and So is given by Eqs. (C.1,
C(.3 and C.9).
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The values of AS for all three microstructures modeled here are shown in Figure 4.5 as a
function of p. Two curves are shown for each microstructure, the solid points being for the full
3-D simulations with crystallographic consistency at both first and second order, and the open
points having been calculated from Eq. (4.6) for a microstructure with only first-order
constraints. Of the three microstructures considered, fiber textured microstructures show the
greatest change in configurational entropy, indicating that the effects of crystallographic
constraint are strongest in this system. Both general textured and twinned microstructures also
show a significant decrease in entropy with respect to the reference configuration. Put another
way, crystallographic constraints increase the information content of the QND.
Figure 4.5 also directly shows the relative importance of first- and second-order
constraints. For example, in the case of a fiber textured microstructure with p in the vicinity of
-0.5, we see that the first-order constraints are responsible for -0.33/0.45 = 73% of the entropy
decrease in a fully constrained system. This result agrees with intuition that high-order
~.x 
U.(
0.5
0.4
-AS 0.3
0.2
0.1
A
v
0 0.2 0.4 0.6 0.8 1
Fraction of Special Boundaries
Figure 4.5: The decrease in configurational entropy (Eq. (4.8)) from the maximum entropy
configuration, S, for fiber textured (circles), general textured (squares) and twinned (diamonds)
microstructures due to crystallographic constraints. For nearly every value of p in all three
systems, the decrease in entropy is greater when both first- and second-order constraints are
imposed (filled points) than with first-order constraints only (open points).
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constraints should be of lower relative importance in dictating network connectivity. In the case
of twinned microstructures, we see that, to a good approximation, first-order constraints are
responsible for all of the entropy in the network. In order to simply quantify the relative
importance of first- and second-order constraint around quadruple nodes, we have calculated the
ratio of integrated entropy changes:
JASf dp
- o (4.9)
JAStdp
where the subscriptfrefers to first-order and the subscript t to first-plus-second-order constraints
(i.e., the curves with open and solid points in Figure 4.5, respectively). The value of a then gives
the relative importance of first-order constraints in terms of its fractional contribution to the
:system entropy.
In the case of fiber textured microstructures, first-order constraints account for more than
a, =: 75% of the total constraint (i.e., the second-order constraints are responsible for only 25% of
the entropy in the QND). In general textured and twinned microstructures, the triple junction
constraint captures an even more significant fraction of the total with = 0.82 and 0.93,
respectively. Therefore, although a fully accurate description of the microstructure requires
information beyond just triple junction coordinations, we find that in many cases first-order
considerations will likely be sufficient; a satisfactory statistical description of the grain boundary
network can quite probably be obtained using information from a single, unbiased 2-D section.
4.3. Concluding Remarks
We have used computer simulations to study the effects of crystallographic constraint on
grain boundary networks in three-dimensional microstructures and have found that, in analogy to
the triple junction distribution, the distribution of quadruple node types was distinctly
nonrandom. An analytical model was developed that allowed the TJD acquired from a two-
climensional section to be used to reasonably predict the QND in a three-dimensional
microstructure. However, the exact form of the QND could not be predicted by considering only
first-order constraints, as small second-order constraints further influenced the boundary
coordination at quadruple nodes; these effects were quantified using the configurational entropy.
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In this and the previous chapter, we have looked only at the local effects of the
requirement for crystallographic consistency. In the following chapter, we consider the long-
range implications of preferential coordination of triple junctions and quadruple nodes. We have
already seen that the global network topology can change qualitatively, with special and general
boundary clusters taking on nonrandom configurations. These results can be further quantified
through a study of the percolation and scaling behavior in 2- and 3-D grain boundary networks.
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Chapter 5: Percolation and Scaling Behavior of Grain Boundary
Networks
In the two previous chapters, two- and three-dimensional grain boundary networks were
investigated at the nearest-neighbor level and found to have nonrandom local coordination. The
preferential clustering of special and general boundaries, a result of the requirement for
crystallographic consistency around any closed circuit in the microstructure, led to network
topologies that differed from those of randomly assembled networks. The general boundaries in
crystallographically consistent networks tended to form elongated structures in 2-D, while the
special boundaries had more compact structures. The crystallographic constraints present in
grain boundary networks are also expected to have longer-range implications. For example,
since special boundaries cluster together, a larger fraction may be required to form a sample-
spanning path, thus increasing the percolation threshold. As explained in Chapter 1, the
percolation threshold represents a topological phase transition and is a property of an infinite or
quasi-infinite lattice. Since the percolation threshold is an important parameter in materials
design, it is essential to determine how crystallographic constraints shift Pc in common
imicrostructural models (i.e., fiber textured, general textured and twinned polycrystals). Other
properties of the network, such as how grain boundaries cluster at medium- and long-range
below the percolation threshold, will also be determinant in the structure-property relationships
for problems such as intergranular cracking or corrosion. For example, the connectivity length 4,
a characteristic size of grain boundary clusters, may be considered a "mean free path" for
potential intergranular damage [50].
This chapter explores the effects of crystallographic constraint on the structure of grain
boundary networks at medium- and long-range length scales by simulating very large networks,
which approximate infinite lattices in the thermodynamic limit. To begin, the percolation
thresholds, as well as other lattice properties near the threshold, are determined. In particular,
network scaling relationships are assessed, offering a statistical description of any large
microstructure given that the fraction of special boundaries is known. Next, the lattice properties
are investigated at decreasing length scales down to the nearest neighbor level, where
correlations are known to exist at triple junctions. This analysis is relevant for many materials
problems where sample sizes are small enough that they may no longer be approximated as
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infinite lattices (e.g., in integrated circuits or micro-devices). Finally, a critical length scale is
identified, below which local correlations dominate the lattice statistics; i.e., above which a
statistical description of the grain boundary network becomes feasible.
5.1. Percolation Thresholds for Grain Boundary Networks
The percolation thresholds are identified using the procedures explained in Chapter 2 for
both 2- and 3-D polycrystals with various textures, crystal symmetries and low-angle thresholds.
The results are summarized in Tables 5.1 and 5.2 where we tabulate the percolation thresholds
for a continuous path of special boundaries, called Pc,special, as well as the complementary
threshold for a continuous path of general boundaries, Pc,general. Here, the percolation threshold
refers to the population of the particular type of boundary at which a percolation event occurs
(i.e., Pc,special is the fraction of special boundaries, while Pc,general is the fraction of general
boundaries). When the fraction of relevant boundaries is below the percolation threshold, there
is no continuous path of boundaries across the lattice; above the percolation threshold, such a
path exists.
5.1.1. Percolation Thresholds in Two-Dimensional Grain Boundary Networks
The percolation thresholds that are found for 2-D fiber textured, general textured and
twinned microstructures are summarized in Table 5.1. The effects of crystal system and low-
angle threshold are investigated in the 2-D lattices only, and as we found in Chapter 3 for the
triple junction distributions, there is no effect of crystal system or t on either percolation
threshold within the accuracy of this study (Table 5.1). Furthermore, all of the values of p,
identified here for polycrystals are distinctly different from those observed in random lattices.
For example, values of Pc,special 0.689 and Pc,general 0.601 were found for fiber textured
microstructures, which are different from the value 0.653 in the random case. It is also
interesting to note that the enforcement of crystallographic constraint breaks the symmetry
normally seen in percolation problems; whereas Pc,special = c,general for a random lattice, this is not
generally true in polycrystals.
The deviations of pc in Table 5.1 from the random cases are consistent with the triple
junction distribution in Figure 3.2, and also can be rationalized qualitatively by examination of
the networks in Figure 3.1. For example, for polycrystals with a fiber texture, we find c,general =
0.601 ± 0.005, lower than that of a random lattice at 0.653. At the same time, the network of
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Table 5.1: Percolation thresholds for a continuous path of special (Pc,special) or general (c,general)
boundaries for various textures on 2-D honeycomb lattices. Here, pc,special refers to the fraction of
special boundaries, and Pc,general to the fraction of general boundaries, above which the lattice
contains a percolating cluster. Although the thresholds differ among microstructural models,
variations in crystal symmetry (cubic, hexagonal or tetragonal) and low-angle threshold (t = 2 to
15 degrees) have no effect on the percolation threshold.
Ot Pc,special Pc,general
(degrees) (+ 0.005) (+ 0.005)
Random lattice 0.653 0.653
General texture
Cubic 15 0.664 0.676
Hexagonal 15 0.664 0. 676
Tetragonal 15 0.663 0. 676
Fiber texture
Cubic 15 0.689 1 0.601 1
Hexagonal 15 0.687 2
Tetragonal 15 0.687 0.601
Tetragonal 10 0.687 0. 601
Tetragonal 8 0.686 0. 601
Tetragonal 6 0.687 0.600
Tetragonal 4 0.687 0.600
Tetragonal 2 0.687 0. 601
Twinned 0.666 0.659
I These values were determined on lattices with 5000 grains per side. The error bar has a value of +0.001.
2 The maximum fraction of general boundaries that can be achieved is 0.5, given by the symmetry of the structure
and the low-angle threshold, such that there will never be a continuous path of general boundaries.
general grain boundaries in Figure 3.1g has a considerably more elongated structure than does
the random network in Figure 3.1a, with longer chains of general boundaries and fewer grains
surrounded by general boundaries. This change in topology corresponds to a significant increase
in J1 junctions above the random value (Figure 3.2), and the tendency of general boundaries to
assemble into long chains slightly reduces the population needed for a spanning cluster. In the
case of general texture, Pc,general 0.676 is somewhat higher than the random value of 0.653,
which is a result of a tendency to form large clusters rather than strings (c.f., Figure 3.1c, where
it is clear that both the special and general boundaries tend to cluster with like boundaries).
With regard to the percolation thresholds for special boundaries, all of the simulated
microstructures exhibit a threshold Pc.special 0.66 to 0.69, higher than the expected value of
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Pc,special = 0.653 for a randomly assembled lattice. This result implies that a relative excess of
special boundaries is needed for a continuous path to develop, and results from the scarcity of J2
junctions seen in these structures (Figure 3.1d, f, h). Since the J 2 junctions most facilitate the
connectivity of special boundaries across the lattice, crystallographic suppression of these
junctions requires Pc,special to increase.
5.1.2. Percolation Thresholds in Three-Dimensional Grain Boundary Networks
The 3-D percolation thresholds are summarized in Table 5.2 for fiber textured, general
textured and twinned microstructures. For comparison, the value for a randomly assembled
tetrakaidecahedral lattice is also determined in this work; this value is similar to the one reported
by Wells et al. [76] for the same geometry. For crystallographically consistent lattices, these
threshold values are seen to differ by as much as 0.07 from the value for standard percolation
theory. For example, Pc,special shifts from 0.225 to 0.287 (both 0.005) in fiber textured
microstructures. Of greater interest in materials design is Pc,general (Table 5.2), the threshold
above which there exists a connected path of general boundaries, but below which no such paths
remain. In a randomly assembled lattice, pc,general is also 0.225 + 0.005, which decreases to 0.158
± 0.005 for fiber textured lattices. In fact, in all three microstructures, Pc,general is lower than
expected from standard percolation theory, implying that a relative excess of special boundaries
is necessary to break up potential damage paths.
Table 5.2: Percolation thresholds in randomly-assembled and crystallographically consistent
three-dimensional grain boundary networks. The percolation thresholds are given for both 1-D
chains and 2-D surfaces in a 3-D lattice. The values of Pc for a 2-D surface through a 3-D lattice
represent lower bounds for the existence of a percolating surface as explained in the text.
1-D chain in 2-D surface in
a 3-D lattice a 3-D lattice
Pc,special Pc,general Pc,special Pc,general
(+ 0.005) (+ 0.005) (+ 0.005) (+ 0.005)
Randomly assembled 0.225 0.225 0.775 0.775
Fiber textured 0.289 0.158 0.842 0.712
General textured 0.182 0.165 0.835 0.818
Twinned 0.211 0.199 0.801 0.789
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The percolation thresholds discussed above are for a connected path (1-D chain) of
boundaries to develop across the lattice. However, for many material properties, a more
important feature may be a 2-D surface of general boundaries that spans the 3-D microstructure,
being more closely related to, e.g., crack propagation [122]. In the case of grain boundary
networks, the percolation threshold for 2-D surfaces is complementarily related to the threshold
for percolation along 1-D chains. When there is a 1-D percolating cluster of special boundaries
(in all three principal directions), there cannot be any sample-spanning surfaces of general
boundaries. This concept is illustrated in Figure 5.1, where a percolating path of special
boundaries is seen to disrupt a surface on which all other boundaries are general. The existence
of a 1-D percolating chain necessarily rules out the existence of a 2-D percolating surface in any
lattice, provided that all grain boundary junctions are three-fold coordinated. This is because the
propagation of a. 1-D chain past a triple junction requires two of three boundaries to be special.
At the point where the chain intersects the surface, at least one of these two special boundaries
will be part of the surface cluster, which must necessarily be punctured by the chain. Therefore,
Figure 5.1: The complementary relationship between a percolating 1-D chain of special
boundaries (darker shading) and a 2-D surface of general boundaries (lighter shading). The
presence of the percolating chain of special boundaries removes the possibility of a sample-
spanning surface of general boundaries, as at least one boundary on the surface of general
boundaries must be part of the percolating cluster of special boundaries.
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Pc,special can also be viewed as the upper-bound threshold above which no such surfaces can exist.
Table 5.2 contains both the percolation thresholds for 1-D chains and 2-D surfaces for each type
of boundary. Of course, in practice, the presence of one small "hole" in an otherwise contiguous
2-D cluster may not physically impact properties like cracking resistance. Nonetheless, the
approximate thresholds given in Table 5.2 are good as general guidelines, and illustrate the
importance of crystallography in shifting the percolation threshold.
5.2. Scaling Laws for Grain Boundary Networks in the Thermodynamic Limit
In order to predict the structure of the network at or near Pc, the scaling behavior of the
system must be determined. Here, we consider the scaling behavior of four network properties,
each of which is a function of either the mass of a grain boundary cluster or the system's
proximity to the percolation threshold p- pc ). The four properties explored are the average
radius of gyration of grain boundary clusters, R, the number of clusters of a given mass per
lattice site, n, the connectivity length, , and the strength of the "infinite" or lattice-spanning
cluster, P. These properties are relevant to the structure-property linkage in grain boundary
engineered materials, and experimental tools to extract these properties from electron
backscattered diffraction data are already available [50]. At or near the percolation threshold,
each of these properties exhibits a characteristic power-law dependence on s or p - pc :
Rs = CR /D (atp = pc) (5.1)
ns =Cns -' (atp =c) (5.2)
= Cp - p - (5.3)
P = CIP - P-pc (5.4)
Here, the coefficients Cx are amplitude prefactors that can vary with, e.g., texture, and may give
some physical insight on differences between microstructure types. The scaling exponents D, ,
v, and p are constants, and for a standard percolation problem depend only on the dimensionality
of the lattice, regardless of the lattice shape; the scaling exponents for 2-D and 3-D lattices are
given in Table 5.3 from Ref. [69]. In some correlated percolation problems with long-range
correlations, the scaling exponents are changed [123-125], and such systems are said to be in a
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Table 5.3: Scaling exponents for standard percolation theory in 2-D and 3-D lattices from Ref.
[69]. The values given as fractions of integers are assumed exact, while the others are numerical
estimates.
Exponent 2-D 3-D
D (p = pc) 91/48 2.53
T (p = Pc) 187/91 2.18
v 4/3 0.88
[3 5/36 0.41
different universality class than standard percolation problems. However, provided the
correlations act only over a short range, the scaling exponents remain unchanged, even though
the percolation thresholds may differ from those of standard percolation theory [65, 126-129].
As described in Chapters 3 and 4, grain boundary networks are known to exhibit correlations at
the local level, and their percolation thresholds are in fact shifted from those of a random
network. However, it is not expected that the correlations exist over a particularly long range
[1 30], so in principle, we expect that the scaling exponents for grain boundary networks should
be the same as those given in Table 5.3 for standard percolation problems. In this section, we
confirm this expectation and identify the numerical values of the amplitude prefactors for these
scaling laws. To begin, we verify that grain boundary networks are in the same universality class
as random percolation problems in the thermodynamic limit through a study of the scaling laws,
Eqs. (5.1) to (5.4). Although subsequent sections will consider the properties of 3-D as well as
irregular 2-D grain boundary networks, for the purposes of this section we will consider only
two-dimensional honeycomb networks.
In standard percolation theory, where boundaries are randomly assigned character, the
networks of special and general boundaries have identical behavior around their percolation
thresholds. However, in crystallographically consistent grain boundary networks, this symmetry
is broken as special and general boundaries are not interchangeable (Tables 5.1 and 5.2).
Therefore, the behavior of special and general boundary clusters in crystallographically
consistent networks must be considered separately. Accordingly, we discuss three different
cases in what follows: (i) special boundary clusters in randomly assembled networks, (ii) special
boundary clusters in fiber textured polycrystals, and (iii) general boundary clusters in fiber
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textured polycrystals. These three cases will hereafter be referred to as random networks, special
boundary networks, and general boundary networks, respectively. In the remainder of this
chapter, we choose to study the scaling behavior of fiber textured polycrystals only; this system
has been shown to have the most nonrandom TJD and percolation thresholds which deviate the
most from the random value. Therefore, we expect that this represents a limiting case in
determining whether grain boundary networks are in the same universality class as standard
percolation theory. Following the convention established for Table 5.1, Pc refers to the
population of the relevant type of boundary (i.e., special boundaries in random and special
boundary networks, and general boundaries in general boundary networks). Similarly, the
fraction of boundaries p simply refers to the global fraction of the relevant type of boundaries.
In Figure 5.2, the average radius of gyration is plotted as a function of s at p, for all three
types of networks. The different data sets are offset from one another by a factor of ten in Rs for
clarity of presentation, and the solid lines represent the best fit according to Eq. (5.1). In Figure
5.2, we see that the crystallographically consistent networks are well described by the same
scaling exponent as in standard percolation theory, although closer inspection reveals that each
type of network has a different amplitude; from the best fit, the values of CR were determined
and are presented in Table 5.4. For general boundary networks, CR = 1.0, while in random
networks, CR is found to be 0.94; this indicates that clusters of the same mass will have a larger
spatial extent in general boundary networks than in random networks. This can be observed
qualitatively in Figure 3.1 g, where general boundary clusters are more elongated than random
boundary clusters (Figure 3.1a). In contrast, CR = 0.87 for special boundary networks; these
clusters have more compact structures in Figure 3.1h as compared to random boundary clusters
(Figure 3.1b).
The cluster mass distribution at Pc is also a function of cluster mass, as shown in Figure
5.3, where n is plotted as a function of s for random networks, general boundary networks and
special boundary networks. The different data sets are again offset from one another by a factor
of ten, and the lines represent the best fit according to Eq. (5.2). In this case, the scaling
exponents are again the same, and the fitted amplitude prefactors for all three types of networks
are also almost identical (Table 5.4).
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Figure 5.2: The average radius of gyration, R, as a function of cluster mass for simulated
'honeycomb lattices at the percolation threshold; for random networks p = 0.653 (diamonds), for
general boundary networks p = 0.601 (squares, offset in Rs by a factor of 10), and for special
boundary networks p = 0.689 (circles, offset in Rs by a factor of 100). The lines represent the
best fit of Eq. (5.1).
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Figure 5.3: The cluster mass distribution at the percolation threshold for random networks at p =
0.653 (diamonds), general boundary networks at p = 0.601 (squares, offset in ns by a factor of
10), and special boundary networks at p = 0.689 (circles, offset in ns by a factor of 100). The
results were obtained from simulations on 2-D honeycomb lattices. The lines represent the best
fit of Eq. (5.2).
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The connectivity length (Eq. (5.3)) depends on both ns and Rs and is defined both above
and below the percolation threshold, as long as the lattice-spanning cluster is not included in the
summation above p,. In Figures 5.4a and 5.4b, the connectivity length on both sides of the
percolation threshold is shown as a function of Ip-pcl for all three networks, where the
different data sets are offset by a factor of ten in 4. As before, the amplitudes, C below the
percolation threshold and C above it, are found by fitting Eq. (5.3) to the data in Figure 5.4,
and the results are compiled in Table 5.4. On either side of the percolation threshold, C for
special boundary networks is higher than it is for random networks. Physically, this means any
network of special boundaries will have a larger size in crystallographically constrained
networks than standard percolation theory would have predicted.
(a) not percolating
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Figure 5.4: The connectivity length 4 as a function of [p - pcl both below (a) and above (b) the
critical point (given in Table 5.1) for random networks (diamonds), general boundary networks
(squares, offset in by a factor of 10), and special boundary networks (circles, offset in 4 by a
factor of 100). Above the percolation threshold, the contribution of the lattice-spanning cluster is
not included in the determination of 4. These simulations used 2-D honeycomb lattices, and the
lines represent the best fit of Eq. (5.3).
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Finally, the strength of the lattice-spanning cluster is plotted as a function of p - Pc in
Figure 5.5, where the data sets are offset from one another by a factor of three in P. The lines
represent the best fit according to Eq. (5.4), and in this case, the values of Cp tabulated in Table
5.4 are very close, regardless of network type. In the case of crystallographically consistent
networks, there is more scatter of the simulation data at low values of p -Pc I; this is primarily
due to uncertainty in the value ofp, for these cases, as compared to the case of a random network
fir whichpc is known exactly analytically.
Through the consideration of four main lattice properties (Eqs. (5.1) to (5.4)), we have
verified that crystallographically consistent 2-D grain boundary networks obey the same scaling
laws as standard percolation theory. By extension, we conclude that the correlations in grain
boundary networks act only over finite length scales, since these systems are in the same
universality class as standard percolation theory. This implies that for reasonably large
microstructures, only p must be known and the relationships of standard percolation theory may
be applied to determine lattice properties using Eqs. (5.1) to (5.4) as well as the other derivative
1 '
IU
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IP-Pc
Figure 5.5: The dependence of the strength of the "infinite" or lattice-spanning cluster, P, as a
function of [p - Pc. The values of pc are given in Table 5.1. The diamonds represent random
networks, the squares general boundary networks (offset in P by a factor of 3), and the circles
special boundary networks (offset in P by a factor of 9). The results were obtained from
simulations on 2-D honeycomb lattices. The lines represent the best fit of Eq. (5.4).
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Table 5.4: The amplitude prefactors, C, for the scaling laws which describe the average radius
of gyration (CR, Eq. (5.1)), cluster mass distribution (C, Eq. (5.2)), connectivity length (C, Eq.
(5.3)), and strength of the lattice-spanning cluster (Cp, Eq. (5.4)) for 2-D fiber textured
microstructures. The values of Cx were found by fitting the data in Figures 5.2 - 5.5 to the
scaling laws described in Eqs. (5.1) to (5.4).
Random General boundary Special boundary
networks networks networks
CR (at p) 0.94 1.0 0.87
Cn (at pc) 3.3 x 10-2 3.6 x 10-2 3.3 x 10-2
C- 0.89 0.88 1.29
C 0.28 0.36 0.43
Cp 1.47 1.45 1.40
scaling relationships for percolation problems [69]; it is possible to infer the entire structure of a
grain boundary network, including the cluster mass distribution and connectivity length, without
recourse to a complex experimental analysis. However, a note of caution is required in this
regard. Although the scaling exponents in grain boundary networks are the same as those in
random networks, the amplitude prefactors may be expected to shift from system to system. In
general, a shift in the percolation threshold is expected to herald a shift in the amplitudes Cx, and
Pc is known to be dependent on the lattice geometry [69], definition of special boundaries [62,
116, 130], and the type of texture in the microstructure [116, 130].
We have looked at a very specific example, i.e., an ideal, 2-D honeycomb lattice with
idealized textures ranging from fiber to cube, and where special vs. general boundary character is
based on disorientation angle alone. Because this family of microstructures is the most
correlated system at the first nearest-neighbor level studied to date, we expect that it represents a
limiting case for studies of physically realistic grain boundary networks. However, the main
result here, namely that grain boundary networks are in the same universality class as standard
percolation problems, allows an even broader conclusion to be drawn: the scaling behavior of
any grain boundary network will follow Eqs. (5.1) to (5.4), as well as other standard scaling
laws ofpercolation theory [69], with the power-law exponents in Table 5.3. Due to the principle
of universality, this assertion holds for irregular lattices (for any distribution of grain sizes and
shapes), for any possible crystallographic texture, and even for any arbitrary crystallographic
definition of what constitutes a special boundary. Future developments with regard to the grain
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boundary structure-property relationship in the full five-parameter space [12, 13] may refine the
definition of boundary "specialness", but the scaling behaviors of the grain boundary networks
are invariant to such refinements. Furthermore, although our results in this section are for 2-D
lattices, the scaling exponents for 3-D percolation problems are also tabulated [69], and will
apply to any grain boundary network in 3-D. Although percolation thresholds may vary from
one type of microstructure to the next, the scaling laws are indeed universal.
5.3. Medium-Range Effects of Crystallography
In the previous section, we showed that large (infinite) grain boundary networks obey the
scaling laws of standard percolation theory. However, we expect that these laws must fail at the
nearest-neighbor level, where the nonrandom correlations of crystallography alter the character
of the TJD and QND (c.f., Figure 3.2 and 4.2). For example, the cluster mass distribution
(Figure 5.3) is a function of s, and it must be affected by local correlations as s decreases to the
nearest-neighbor level. This is explored in Figure 5.6, where the cluster mass distribution is
plotted for random and special boundary networks; these are the same data from Figure 5.3, but
we now focus on small values of s approaching the nearest-neighbor level. We see in Figure 5.6
that in this limit, the number of clusters with a given mass no longer decreases monotonically in
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Figure 5.6: For 2-D honeycomb networks, the cluster mass distribution at the percolation
threshold is plotted for small values of s in random networks at p = 0.653 (open diamonds) and
special boundary networks atp = 0.689 (filled circles).
87
special boundary networks as predicted by Eq. (5.2). Instead, small clusters with even values of
s are up to 10 times less prevalent than expected, leading to an oscillatory cluster mass
distribution. This breakdown of scaling behavior at small cluster masses is significant because
real microstructural systems cannot always be approximated as infinite; as the system size is
reduced, the local-level crystallographic correlations will have a larger relative influence on the
structure-property relationships. Obvious scenarios where such local effects may dominate
include microscale systems, or the process zone around an advancing crack tip. For these
reasons, it is of interest to consider how grain boundary networks behave on a smaller scale (e.g.,
below fifty grain diameters); it is the purpose of this section to explore correlations in grain
boundary networks at medium-range through a study of grain boundary cluster structure.
In order to appreciate how local correlations influence the frequency and geometry of
clusters with low mass, it will be useful to develop a taxonomy for grain boundary clusters
(Figure 5.7). To begin, a cluster is first identified by its mass; the left column of Figure 5.7
shows sample clusters with s = 8, 9, 10 and 11 that are formed on honeycomb lattices. Clusters
with a given mass may assume different topological configurations which are called animals.
Animals are labeled here a-b-c, where a is the number of Ji triple junctions, b the number of J2
triple junctions, and c the number of J3 triple junctions that comprise the animal. To clarify this
labeling scheme, several different example animals with s = 9 are shown in the middle column of
Figure 5.7. These animals have different topologies and are labeled as 5-2-3, 4-4-2, and 1-7-1,
based on the triple junctions in the animal. Finally, for any given animal, several different
conformations, i.e., animals of the same topology but with different spatial configurations, are
possible. An example of a few of the conformations with decreasing radius of gyration of the 2-
8-0 (s = 9) animal are shown in the right column of Figure 5.7; 645 more conformations of this
animal are also possible on a honeycomb lattice and are not shown.
The most noticeable effects of crystallographic constraint on grain boundary clusters are
evident when considering the distribution of animals of the same mass. Such a distribution is
given by the fraction of animals, F, with each possible topology a-b-c for a given mass. For
example, in a regular honeycomb lattice, there are eight topologically unique animals with s = 9,
and Figures 5.8a and 5.8b show the animal distributions for special boundary networks (FSB) and
for random networks (R), respectively, at p = 0.55. In the random network case, the animal
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distribution is dominated by configurational entropy considerations; those animals with more
possible configurations are present more often in the microstructure. In the case of special
boundary networks, the crystallographic constraints compete with entropy and significantly shift
the animal distribution. In Figure 5.8c, the value FSB is normalized by FR to illustrate the relative
abundance of each animal directly induced by crystallographic constraint. As the figure shows,
Distinct Masses
Distinct Animals of the
Same Mass (s = 9)
Distinct Conformations
of the Same Animal
(2-8-0 configuration)
Rg= 4.47
5-2-3
4-4-2
1-7-1
s = 11 0 . .
S
S
Figure 5.7: Taxonomy of grain boundary clusters. The left column illustrates clusters with
different masses. In the middle column, some topologically unique animals with s = 9 are
shown. The animals are labeled a-b-c, where a is the number of J1, b the number of J2 and c the
number of J3 junctions in the animal. The right column shows some of the conformations
available to the s = 9, 2-8-0 animal, each of which has a different radius of gyration.
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Figure 5.8: The fraction of animals of mass s = 9 with each possible topology in (a) special
boundary networks (FsB) and (b) random networks (FR). In (c), FsB is normalized by FR for the 8
topologically unique animals with s = 9 on a honeycomb lattice. A representative conformation
is also shown for each animal in (c). These simulations were performed at p = 0.55.
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6-0-4 animals are more than 100 times more likely to occur in special boundary networks, while
2-8-0 animals are nearly 100 times less prevalent. In other words, we see that compact, branched
animals are preferred by four orders of magnitude as compared to elongated structures. This
result can be understood on the basis of crystallographic constraints at the triple-junction level.
As seen earlier in the triple junction distribution (Figure 3.4), the population of J2 junctions is
suppressed in fiber textured polycrystals, while J and J3 junctions are more abundant.
Therefore, animals with fewer J2 triple junctions should be preferred to those with many J2 triple
junctions, and close inspection of Figure 5.8c show that this is indeed the case; in the figure, the
data are sorted according to the number of J2 junctions required to construct the animal.
The above example for s = 9 clusters illustrates how short-range correlations lead to
preferred cluster structure at medium-range in grain boundary networks. However, we expect
that this trend, i.e., the predominance of animals with fewer J2 junctions, will persist for all
'values of s, even to very large structures. Figure 5.9 shows the animal distribution for random
and special boundary networks for several different cluster masses less than 200 at p = 0.55. In
this plot, the animals are distinguished from one another solely on the basis of the number of J2
junctions required to construct them. As expected, at each mass, special boundary networks
favor animals with fewer J2 junctions than do random networks. In fact, when the cluster mass
exceeds -100, the animal distributions of the two different networks do not even overlap;
crystallographic constraints alter the character of grain boundary cluster structures to the point
that no large grain boundary cluster will resemble any of those observed in random networks.
This preference for cluster structures with fewer J2 junctions can be observed in Figures 3.1h and
j, where the special boundary clusters avoid forming elongated shapes. Although the scaling
laws are obeyed at large s, this important topological difference persists at all length scales; this
is the reason that the amplitudes, Cx, and the percolation threshold, P, shift in
crystallographically consistent networks.
Just as the nonrandom triple junction correlations can explain why one cluster topology is
preferred to another, the same explanation may be applied to understand the nonlinear behavior
of ns at small s as shown in Figure 5.6. In special boundary networks, clusters with even masses
occur up to 10 times less frequently than in randomly assembled lattices (Figure 5.6), leading to
a fluctuating mass distribution that violates the expected scaling law. These fluctuations may be
understood by considering possible configurations of clusters with even and odd masses. On a
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Figure 5.9: The animal distribution, F, as a function of the number of J2 junctions needed to
construct the animal in random networks (black points) and special boundary networks (gray
points) for clusters with s = 29, 69, 109, 149, and 189. These simulations were performed atp =
0.55.
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honeycomb lattice, small clusters with even values of s necessarily include at least one J2 triple
junction, while those with odd mass may be composed entirely of J1 and J3 triple junctions. As
was the case with the lattice animals, cluster masses which minimize the overall number of J2
junctions are preferred. For example, in the case of s = 9, we saw in Figure 5.9c that a compact
animal composed entirely of J1 and J3 junctions was preferred. To construct a cluster of mass s =
8 or 10, one boundary from this animal would be removed or added, respectively, necessarily
creating a J2 junction. Therefore, this behavior is not an artifact of the honeycomb lattice, but
results from the crystallographic correlations at triple junctions. Similar energetic considerations
lead to clusters with "magic numbers" in a variety of other physical problems as well [131, 132].
For example, in "annealed percolation" problems, the population of small clusters is reduced and
compact islands with even s are found to be more stable than those with odd s [133].
Because local correlations lead to substantial fluctuations around the expected scaling
behavior in n, other properties that depend on s may also be expected to exhibit such behavior.
For example, the average radius of gyration, Rs also exhibits oscillatory step-like behavior for
clusters with mass less than 20 as shown in Figure 5.10. This behavior is an indirect
f`0
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S
Figure 5.10: For 2-D honeycomb networks, average radius of gyration, Rs, is plotted for small
values of s in random networks atp = 0.653 (open diamonds) and special boundary networks atp
== 0.689 (filled circles).
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consequence of the preferred animal topology described above: animals with more J2 junctions
have larger radii of gyration when averaged over all conformations because J2 junctions promote
elongated cluster shapes.
The above discussion has focused on special grain boundary networks, but the local
correlations in crystallographically-consistent systems also influence the clustering of general
grain boundaries. In Figure 5.11, the general boundary cluster mass distribution is plotted for
small values of s for 2-D honeycomb networks assembled both randomly and with
crystallographic consistency, in either case at the critical point. In the crystallographically
constrained case, we again see a failure of the expected scaling law for small values of s. In this
case, we see that clusters with mass of 6 are more prolific than clusters with masses of 3, 4 or 5.
Detailed examination of general grain boundary networks as in Figure 3.1 g reveals an abundance
of hexagonal structures as illustrated in Figure 5.11. Physically, this represents a single grain
whose orientation differs drastically from those of its neighbors. There are similar local maxima
in n, for general boundary networks at s = 10 and 14, for complete loops around two or three
adjacent grains, respectively, as illustrated in Figure 5.11. As was the case for special boundary
, ,-1
1U
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n 10-3
10 -4
1 n - 5Iv
1 10 40
s
Figure 5.11: For 2-D honeycomb networks, the cluster mass distribution is plotted for small
values of s in random networks at p = 0.653 (open diamonds) and general boundary networks at
p = 0.601 (filled squares).
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clusters (Figure 5.6), the magic cluster structures seen in Figure 5.11 become less statistically
relevant at large s. Although ring structures certainly continue to be preferred at larger s, the
number of animals increases greatly with increasing cluster mass, and local maxima associated
with complete grain loops become less noticeable. However, unlike the case of special boundary
networks, the magic numbers in Figure 5.11 are very dependent on the shape of the lattice. This
will be explored in more detail in the next section.
5.4. Effects of Lattice Topology and Dimensionality
In the foregoing sections, we have focused our discussion on the properties of 2-D
honeycomb networks. As described earlier, the scaling behavior of larger networks is not a
function of lattice topology, so there is no need to evaluate the scaling exponents for other
lattices. Furthermore, our observations about magic cluster numbers and preferred animal types
have been shown to result from crystallographic constraint, which is also present independently
of lattice shape. However, the details of preferred cluster structure can certainly vary with lattice
shape and/or dimensionality, and we briefly explore this issue in what follows.
To begin, we will return to the example studied earlier, the distribution of animals with s
= 9, and explore microstructures in which grains have an arbitrary number of sides (c.f., Figures
3.1i and j). In Figure 5.12, we plot the animal distribution using the number of J2 junctions to
differentiate animals at p = 0.55. In this plot, we follow the form of Figure 5.8c, in which the
animal frequency for special boundary clusters, FSB, is normalized by that seen in a random
network, FR. The solid points in Figure 5.12 are the same results presented earlier for the ideal
honeycomb lattice, while the open points are data for an irregular lattice in which only 25% of
the grains had six sides. Once the lattice geometry is relaxed, the number of topologically
unique animals with s = 9 increases from 8 to over 250. Accordingly, the number of J2 junctions
in the animal does not uniquely distinguish it from many other distinct animals, and there are
many data points in each column of Figure 5.12. It is clear from Figure 5.12 that even though
the irregular lattice geometry severely complicates the study of lattice animals, there is still a
clear preference for animals with fewer J2 junctions. This result can be compared to the special
boundary network in Figure 3. l1j, which, like Figure 3.1 h, lacks elongated clusters.
This preferred cluster structure also carries over to the cluster mass distribution which, as
in the regular lattices, deviates from the expected scaling behavior for small values of s (Figure
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Figure 5.12: The fraction of animals, FSB, with each possible topology in special boundary
networks, normalized by the respective animal frequency in random networks, FR. These
simulations were done at p = 0.55. The filled squares are for 2-D honeycomb lattices (where
only eight animals are possible), and the solid line is an exponential fit to those data. The
unfilled circles are for 2-D irregular lattices in which 25% of the grains had six sides. In this
case, more than 250 animals are possible.
5.13a). The oscillating trend for magic cluster masses persists in the irregular 2-D networks,
even as the irregularity of the lattice increases (i.e., the distribution of the number of sides per
grain broadens). However, two factors act to reduce the magnitude of the oscillatory trend in the
irregular lattices. First, on an irregular lattice, the number of distinct animals for any value of s
is much greater than for a honeycomb lattice, as seen in Figure 5.12 for animals with s = 9.
Second, as the lattice geometry becomes more irregular, it is increasingly possible to create
animals with even mass using only J and J3 triple junctions. For these reasons, magic cluster
masses become irrelevant at a somewhat smaller value of s than in a regular honeycomb
network.
In the case of general boundary clusters, while the magic cluster masses still depend on
local correlations, they also depend strongly on the shape of the lattice. This can be seen in
Figure 5.13b where the magic cluster mass s = 6 becomes less prominent as the fraction of grains
with exactly six sides decreases. The preference for closed-ring clusters around individual grains
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Figure 5.13: For 2-D irregular networks, the cluster mass distribution is plotted for small values
of s in: (a) special boundary networks at p = 0.689 and (b) general boundary networks at p =
0.601. The different points correspond to different fractions of grains with six sides.
still exists (c.f., Figure 3.1i), but with fewer six-sided grains in the system, the peak in Figure
5.13b is spread over s = 4, 5, 7, etc. In this case, the medium-range preferred cluster masses are
diluted, but it is important to note that at the nearest neighbor level (s = 1, 2, 3), crystallographic
constraints always lead to deviation from the scaling law.
Finally, the analysis of low-mass clusters in crystallographically consistent networks may
be extended to 3-D. In an analogous method to that used in 2-D, we define the mass of a grain
boundary cluster to be equal to the number of boundaries that comprise the cluster. An
alternative definition would be based on the total grain boundary area of the cluster. Although
the latter definition may be more useful in calculating, e.g., the conductivity of the network
[134], the definition based solely on the number of boundaries will more clearly illustrate the
effects of local crystallographic constraint on cluster mass. In 3-D, we again find that
preferential cluster masses exist in both special and general boundary networks (Figure 5.14).
Special boundary clusters with even masses are less abundant than those with odd masses
(Figure 5.14a), and all general boundary clusters with s < 8 are less abundant than expected in a
random network (Figure 5.14b). As compared to the 2-D networks, the magic cluster trends are
weaker in 3-D because even on a regular tetrakaidecahedral lattice, small values of s have a large
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Figure 5.14: For 3-D tetrakaidecahedral networks, the cluster mass distribution is plotted for
small values of s in random networks with p = 0.220 (unfilled diamonds in (a) and (b)), special
boundary networks at p = 0.280 (filled circles in (a)), and general boundary networks at p
0.152 (filled squares in (b)).
number of possible animals; the extra degree of freedom in 3-D relaxes the need for medium-
range order in the network.
5.5. A Critical Length Scale for Grain Boundary Networks
The present analysis has shown that although grain boundary networks can be described
by the same scaling exponents used in standard percolation theory at large length scales, the
networks deviate significantly from the expected scaling behavior at small length scales.
Separating these two regimes of behavior is a new, critical length scale below which local
correlations dominate the lattice statistics, and above which a statistical description of the grain
boundary network is possible in terms of the classical scaling laws. Although we believe this
work to be the first to identify this new, critical microstructural length scale for polycrystals,
similar situations have been observed for other percolative physical phenomena. For example,
Voss et al. identified a cutoff length for scaling properties in gold films that exhibited
preferential clustering below this cutoff length [65], and Meinke et al. studied the scaling
behavior of fracture surfaces and found a critical length scale below which cleavage occurs
[122]. Here, we will identify the critical cluster size as the value at which the cluster mass
distribution begins to convincingly obey Eq. (5.2); Figure 5.13 indicates that the critical cluster
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size is around s - 20, which corresponds to a critical length scale of Rs,,,cutoff 4 units (c.f.,
Figures 5.2 and 5.10). This length scale corresponds to an average dimension on the order of -3
grain diameters.
The cutoff length scale found here is in line with prior work on the length scale of
correlations among grain boundary character. First, Beran et al. found that the misorientation
distribution function (MDF) between points separated by three grain diameters differed from that
expected among randomly oriented grains, but that the MDF was random when sampled across a
separation of seven grain diameters [135]. Second, as discussed in the previous chapter,
crystallographic constraints around triple junctions are responsible for the vast majority of the
information content in 3-D grain boundary networks, and higher-order correlations are of
decreasing significance [130]. These two examples further indicate that the extent of local
crystallographic correlations is on the order of a few grains. It is important to note that although
the critical length scale may seem inconsequential, it will be significant when the system size is
small (e.g., in integrated circuit components) or for local phenomena (e.g., at the tip of a "short"
crack). Only when the microstructure to be modeled is significantly larger than -3 grains in all
dimensions can the scaling exponents that describe the behavior of random networks be applied
to grain boundary networks.
5.6. Concluding Remarks
We have studied the scaling behavior of crystallographically consistent grain boundary
networks near their percolation thresholds by simulating both two- and three-dimensional
microstructures. Although the percolation thresholds for all of the crystallographically consistent
grain boundary networks were found to differ from those of standard percolation theory, in the
limit of infinite length-scales, grain boundary networks were found to be in the same universality
class as standard percolation theory. However, the amplitude prefactors differed from those
expected for a random network. These differences arose due to local correlations in grain
boundary networks. At finite length-scales, grain boundary networks exhibited preferential
cluster structures, which were explained on the basis of local correlations among neighboring
boundary types. The existence of preferential cluster masses was particularly evident at small
cluster masses below the cutoff length of about 3 grain diameters where the scaling laws were
seen to fail.
99
In this chapter, we have explored the size and shape of grain boundary clusters through
properties such as the average radius of gyration as a function of cluster mass. However, this
measure alone does not define the topological state of the network. In addition, we found that
the clustering behavior of the boundaries can lead to changes in the percolation threshold. This
implies that if the details of the constraint change from system to system (i.e., their TJDs are
different), the percolation threshold should also shift. Therefore, the next chapter will develop a
unified approach for looking at percolation problems in locally constrained systems.
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Chapter 6: A Unified Approach for Locally-Correlated Percolation
Problems
In the preceding chapters, we have explored grain boundary connectivity in many
different families of microstructures with varying textures and using different binary
classifications for the grain boundaries. In each case, the triple junction distribution deviated
fromn that of a random assemblage of boundaries and the percolation thresholds also shifted from
those of standard percolation theory. However, no two cases had identical behavior and other
families of microstructures are expected to exhibit their own unique behavior. As discussed in
Chapter 1, percolation is a second-order phase transition between a non-percolating phase and a
percolating phase. Since the percolation threshold is a critical parameter in materials design, it
would be useful to identify whether or not a microstructure is expected to have a percolating
cluster of boundaries on the basis of an easily measured property such as the triple junction
distribution. This approach corresponds to labeling every topologically distinct point as being in
either the percolating or non-percolating phase based on its local correlations as captured by the
TJI). Therefore, it is necessary to develop a unifying concept that relates the details of the
correlation to the expected shift in the percolation threshold. Although the developments that
follow will be discussed mainly in the context of grain boundary networks, they could be readily
extended to include other correlated percolation problems.
6.1. Topological Descriptions of Locally-Correlated Systems
To begin, we present two different, but interchangeable schemes for representing the
correlations in a network. The first approach uses the TJD directly to measure nearest-neighbor
correlations. In contrast, the scond approach relies on the development of two topological
parameters to describe the state of the network. In the direct method, we propose that the state of
any 2-D microstructure is uniquely specified by its triple junction distribution, an assumption
that holds as long as triple junction correlations are dominant. The four triple junction
populations may then be viewed as compositional variables which occupy the vertices of what
will hereafter be referred to as the "coordination tetrahedron", as illustrated in Figure 6.1a. In
this space, each point represents a unique combination of Jo, J, J2 and J3. Therefore, for any
family of microstructures, the evolution of the network from p = 0 (Jo vertex) to p = 1 (J3 vertex)
can be mapped as a trajectory in this space. This is illustrated in Figure 6.1a for the families of
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Figure 6.1: Coordination tetrahedron whose vertices are the triple junction populations (i.e., Jo0,
JI, J2 and J3). The trajectories show the evolution of the TJD through this space for random
networks (black curve), special boundary networks (green curves) or general boundary networks
(red curves) from p = 0 (Jo vertex) to p = 1 (J3 vertex). (a) The black points represent the
percolation thresholds determined in Chapter 5. (b) The relative position of the trajectories can
be more easily observed in projection along the J3 axis.
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microstructures studied in this work and for a random assemblage of grain boundaries. In this
figure, the trajectories for special boundary networks are shown by the green curves and the
trajectories for the general boundary networks by the red curves. The evolution of the
microstructures through this space can be more easily appreciated in a projection along the J3
axis (Figure 6.1b). As compared to the random trajectory (black curve), the trajectory for special
boundary networks in fiber textured microstructures more closely approaches the J1 vertex, a
direct consequence of J1 junctions being more prolific in these microstructures (c.f., Figure 3.2).
In the special boundary networks for all three microstructures, the trajectories avoid the J2
vertex; these junctions are rarer in all special boundary networks. Qualitative differences in the
trajectories for general boundary networks can be observed as well. These trajectories should
also be compared to the curve labeled random since that trajectory is independent of boundary
type. All of the general boundary network trajectories lie closer to the Jo - J2 - J3 face, indicating
an abundance of J2 junctions. This was also seen in Figure 3.1 where the general boundary
networks had many elongated clusters, facilitated by a large fraction of J2 junctions (here two
general boundaries and one special boundary). It is interesting to note that, although the special
and general boundary networks have complementary structures, there is no obvious relationship
between their trajectories in Figure 6.1. When the second description of the correlations is
developed, this relationship will be more obvious. Finally, we point out that this coordination
tetrahedron is not restricted to the description of grain boundary networks; any system with
three-fold coordination can be defined by a point in the volume. However, it is important to note
that this approach assumes that there are only nearest-neighbor correlations.
The triple junction distributions for experimentally determined microstructures can also
be plotted as points in the coordination tetrahedron for comparison with the trajectories for the
simulated microstructural families. In Figure 6.2a, the blue points correspond to the data for
experimental microstructures in which boundaries were classified based on their disorientation
angles; these are the same data as in Figures 1.4 and 3.2. The trajectories for special boundary
networks in randomly assembled, fiber textured and general textured networks are shown by the
black, light green and dark green curves, respectively, for comparison. It is clear from this figure
that the experimental data lie far from the trajectory for a randomly assembled network and
much closer to those of the crystallographically consistent simulations. In the case where
boundaries are classified in the CSL framework, special boundary networks in randomly
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Figure 6.2: The triple junction distributions for experimental microstructures (blue points) are
compared to the trajectory for a randomly assembled network (black curve) or
crystallographically consistent networks (green curves). In (a), the data points are the same data
as presented in Figure 1.4, while the light green and dark green curves are for fiber textured and
general textured microstructures, respectively. In (b), the data points were gathered by Schuh et
al. [91] for microstructures where the boundaries were classified as CSL vs. non-CSL and the
green curve is for the twinned microstructural family.
assembled (black curve) and twinned (green curve) microstructures are compared to
experimental data gathered by Schuh et al. [91] in Figure 6.2b. Here, the experimental data are
even further from the trajectory for a randomly assembled network and agree more closely with
the simulation results for the twinned microstructural family.
The coordination tetrahedron in Figure 6.1 is a useful construct as it allows the state of a
network to be represented by a single point in the space when described by its triple junction
distribution. However, the topological state of the network will differ greatly depending on
where in the coordination tetrahedron the point lies. Therefore, an alternate approach to quantify
the state of a network is through the use of two topological parameters: riso, which differentiates
segregation from ordering, and rCE, which differentiates the tendency for boundaries to form
either clumpy or elongated clusters. These are defined as:
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=so  (6.1a)
(iso) - for jso > 1
1-cE for iCE < 1
rCE =I (6.lb)
cE) -1 for JCE > 1
where
J + J2/R +R3/ (6.2a)
Jso = J + J3) R +R 2 )
cE =2-- (6.2b)
J R2
Here R corresponds to Ji for randomly assembled triple junctions (Eq. (1.5)). Both rso and riCE
exist on (-1, 1) and are exactly zero for any randomly assembled network. The meaning of each
topological parameter and its relationship to the coordination tetrahedron can be appreciated by
considering several example networks which illustrate the extrema of the topological parameters,
as illustrated in Figures 6.3 and 6.4. For example, when the microstructure is composed entirely
of Jo and J3 triple junctions (points along the J - J3 edge in Figure 6.3), general and special
boundaries will tend to be surrounded by the same type of boundary, leading to a segregated
structure as shown in Figure 6.3 for a network with irso = 1. In contrast, a network described by
a point along the J - J2 edge assumes an ordered structure with rso = -1. For all other points in
the volume of the coordination tetrahedron, a continuum in rso exists from -1 to 1. Given the
definition for rlso (Eq. (6.1a)), a surface can be determined which separates segregated (so > 0)
from ordered (so < 0) states. In terms of the TJD, the interface between these regions is defined
by:
(J +2J2)2 + J2 + J3(3-2J - 4J 2 - 3J 3 )= (6.3)3
The interface between these two regions in the coordination tetrahedron is also shown in Figure
6.3. The black curve is the trajectory for randomly assembled networks and by definition, it lies
entirely in the interface (lso = 0 for all p). A similar approach can be taken with respect to riCE.
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Figure 6.3: Schematic network structures corresponding to the segregated state (left, with qso >
0) along the Jo - J3 edge or ordered state (right, with rlso < 0) along the J1 - J 2 edge. The surface
plotted in the coordination tetrahedron is for points with rso = 0 (Eq. (6.3)) and contains the
trajectory for a randomly assembled network (black curve).
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Figure 6.4: Schematic network structures corresponding to the elongated state (left, with iCE < 0)
along the Jo - J2 - J3 face or clumpy state (right, with iCE > 0) along the Jo - J1 - J 3 face. The
surface plotted in the coordination tetrahedron is for points with iCE = 0 (Eq. (6.4)) and contains
the trajectory for a randomly assembled network (black curve).
106
xxx
--- a WI
'Z x M x -M X:6T-
-'X
A.' Al A
4*·r ** -. A A
** -*^ r~% -A
I %0*::::: ::::: -,*oft ::::: **
**  """ ft** """%^
As discussed in the previous chapter, the prominence of J1 junctions, especially in points near the
Jo -- J 1 - J3 face, tends to promote clumpy network structures (cE > 0); two examples with 1 CE =
1 are illustrated in Figure 6.4. In contrast, an abundance of J2 junctions in points on the Jo - J2 -
J-; face leads to elongated structures; Figure 6.4 also shows two networks with riCE = -1. As
before, there exists a continuum between these two values across the coordination tetrahedron,
and the interface between the clumpy and elongated states is defined by rICE = 0. In terms of the
TJDI, the interface is defined as:
2J2 J2
-+ 2 '-j J 2+ J J2 + JJ 3 + J2J3 = 0 (6.4)
3 3
This surface through the coordination tetrahedron is also shown in Figure 6.4.
As Figures 6.3 and 6.4 illustrate, changes in the signs of the topological parameters
correspond to qualitative changes in the network topology. Since the two topological parameters
can take on a sign independent of each other, there are four possible combinations for the signs
of lso and rCE which represent topologically unique states:
(i) when rso > 0 and riCE > 0, the network is segregated and clumpy,
(ii) when rso > 0 and QCE < 0, the network is segregated and elongated,
(iii) when riso < 0 and rICE > 0, the network is ordered and clumpy,
(iv) when 1lso < 0 and riCE < 0, the network is ordered and elongated.
These four regions are illustrated in the coordination tetrahedron in Figure 6.5. At the points
where p = 0 (Jo vertex) and p = 1 (J3 vertex), all four states converge. This implies that for each
state, there exist trajectories which lie exclusively in that state. In the ordered and clumpy state,
the trajectories will necessarily approach the J1 vertex, while in the ordered and elongated state
the trajectories will approach the J2 vertex (see Figure 6.5).
As every point in the coordination tetrahedron is defined by a value of CE, rlso and p
which are independent variables, all states can be plotted in a Cartesian space defined by these
variables as shown in Figure 6.6. In Figure 6.6a, the vertical axis gives the value of p (i.e., the
bottom plane corresponds to p = 0 and the top plane to p = 1), and the other two axes
differentiate states of order from segregation and the tendency to form elongated or clumpy
clusters. The evolution of the grain boundary networks from p = 0 to p = 1 can be plotted as a
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Figure 6.5: Schematic representation of the four unique topological states defined by (i) riso > 0
and iCE > 0 (segregated and clumpy), (ii) riso > 0 and riCE < 0 (segregated and elongated), (iii)
riso < 0 and rlCE > 0 (ordered and clumpy), and (iv) riso < 0 and riCE < 0 (ordered and elongated).
At the Jo and J3 vertices, all four states converge.
trajectory in this space as well, as shown in Figure 6.6a. In order to more easily visualize the
topological evolution of these microstructural families, we can consider the p-axis projection
where each quadrant of the graph corresponds to one of the four topological states. Each
trajectory is marked with a circle that indicates the position of the trajectory in the p = 0 plane.
In Figure 6.6b, we can easily see that for all values of p, the special boundary networks (green
curves) are both segregated and clumpy. For comparison, randomly assembled grain boundary
networks occupy the origin for all values of p. It is interesting to note that while the special
boundary networks in fiber textured microstructures have high values of T1CE for all values of p,
they are not as segregated as the special boundary networks in general textured or twinned
microstructures. The twinned microstructures have the most diverse topologies; they have both
the minimum and maximum values of both rCE and rso. Figure 6.6 also shows the topological
parameters for general boundary networks (red curves), where the same topological parameters
(Eq. (6.1)) are used to describe these networks. In contrast to Figure 6.1 where there was no
obvious relationship between the trajectories for special and general boundaries, Figure 6.6
clearly illustrates the complementary nature of the two types of boundaries. While special
boundary networks are always defined by rice > 0 (clumpy), general boundary networks have riCE
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]Figure 6.6: For the three microstructural models studied here, the evolution of the grain boundary
networks is plotted as a function of the topological parameters (cE and irso) and p, the fraction
of relevant boundaries (special boundaries for the green curves and general boundaries for the
red curves). The black curve is for randomly assembled networks. (a) The black points
represent the percolation thresholds determined in Chapter 5. (b) The relative position of the
trajectories can be more easily observed in projection along the p-axis where each of the four
quadrants represents one of the four topological states. In (b), the intial location of the trajectory
in the p = 0 plane is indicated by a circle.
O0 (elongated). However, because of the complementary structure of the special and general
boundary networks, both have so > 0 over all values ofp.
Through the definition of the topological parameters, we are able to quantify the
nonrandom spatial distributions that were observed in Figure 3.1. For example, in the
crystallographically consistent networks, there is a clear tendency for like boundaries to cluster
together. Earlier, this behavior was said to lead to a patchier grain boundary network; in the
context of the topological parameters, this tendency toward segregation is now quantified.
Furthermore, inspection of the general boundary networks (left column of Figure 3.1) shows that
the fiber textured microstructures have the most elongated clusters which correlates with their
high values of icE at p = 0.5. In Figures 6.1 and 6.6, we have presented two interchangeable
methods for describing the correlated state of a network. Although they may seem unrelated, the
axes of Figure 6.1 (i.e., the triple junction populations) were transformed using Eq. (6.1) to those
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of Figure 6.6 (i.e., 7lCE, riso and p). The reverse transformation, from the topological parameters
to the TJD, is also possible and is summarized in Appendix D.
6.2. Determination of the Percolation Phase Boundary
As we discussed at the beginning of this chapter, our goal is to determine how the
correlations in the network will affect the percolation threshold. We can begin to address this
problem by considering the percolation thresholds along the trajectories in Figures 6.1a and 6.6a.
In these figures, the black spheres represent the percolation thresholds for clusters of special
boundaries (along the green trajectories) or clusters of general boundaries (along the red
trajectories). Along these trajectories, points that lie above the thresholds (i.e., nearer to the J3
vertex or the p = 1 plane) will be in the percolating phase, while points on the trajectories that lie
below will occupy the non-percolating phase. Given that all points will be in one of the two
phases, there should be a surface through the coordination tetrahedron that separates these two
regions and contains the points on the known trajectories. Determination of this surface can be
quite complex as there are points in the coordination tetrahedron (i.e., triple junction
distributions) that do not correspond directly to a microstructural texture, making them
inaccessible with the current approach of assigning grain orientations. However, these
inaccessible points may well describe other physical systems of interest with three-fold
coordination and nearest-neighbor correlations and therefore are valuable to consider. As this
section will explain, we have developed a method to probe the space of triple junction
distributions and have found the surface which separates the two phases.
In order to explore the space of Jo - J1 - J2 - J3 points, we return to the assumption that a
network is fully specified by its TJD. For example, to build a network which resembles a fiber
textured microstructure at p = 0.5, we can either assign grain orientations as described in Chapter
2 or assign triple junctions consistent with the known TJD in this microstructure. If the TJD
sufficiently captures the correlations in the network, these methods will produce statistically
identical networks. To determine the percolation surface, we use the approach of assigning TJDs
and begin by defining a grid of points in the coordination tetrahedron of Figure 6.1. For each
target TJD (i.e., JT, J, J2T and J ), every boundary in a 2-D honeycomb network with 300
grains per side is initially assigned at random as special (with probability p) or general (with
probability 1 -p), where p is consistent with the target TJD and is given by:
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E J T (6.5)
i= 3
A Monte Carlo algorithm is used to evolve the network toward the target TJD; the quantity
which is minimized during the simulations is:
3
E= JJ -JTI (6.6)
i=O
where J is the current triple junction population. A single Monte Carlo step involves randomly
selecting two boundaries of opposite character (i.e., one special and one general) from the
network, exchanging them, and recalculating the value of E after the switch (Eq. (6.6)). If E
decreases, the switch is accepted; if it increases, the boundaries are switched back. The system
continues to evolve in this manner toward the target TJD until E is less than 0.02 or until 2 x 106
switches have been attempted. Upon completion of the Monte Carlo algorithm, the same
procedure as outlined in Chapter 2 is used to identify clusters of special boundaries and to check
the lattice for a percolating cluster. It is important to note that although this procedure allows us
to probe a greater volume of the coordination tetrahedron than assignment of grain orientations
does, there are still regions which are inaccessible using this technique (e.g., highly segregated
structures).
This procedure was repeated in excess of one million times to determine the location of
the "percolation surface". To accurately identify the surface, the coordination tetrahedron is
divided into increments of 0.01 in Jo, J 1, J2 and J3, and every data point assigned to one of these
bins based on its final TJD. Within each bin, the fraction of networks which contained a
percolating cluster is determined and those with less than 50% are assigned to the non-
percolating phase (Figure 6.7a), while those with greater than 50% are assigned to the
percolating phase (Figure 6.7b). The boundary between the two phases can be visualized by
plotting only the points where between 25% and 75% of the networks contain a percolating
cluster, as shown in Figure 6.7c. Although the simulations could not access the points along all
of the edges of the coordination tetrahedron, the data suggest that the points J2 = 1 and Jo = J3 =
!/2 may lie on the percolation surface.
The percolation surface as defined by the points in Figure 6.7c is not planar and its
surface curvature can be captured by fitting the data points with a second-order polynomial.
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Only three of the variables Ji are independent; the resulting equation which gives J3 as a function
of J1 and J2 is found to be:
J3 >0.4522+0.3000 J -0.1746 J_2 -1.1192 J2 +1.0283 J J2 +0.7858 J223- 1 1.19 2 .231 2 ±07512 (6.7)
Eq. (6.7) is given as an inequality and defines the points which occupy the percolating phase.
J3
Jf1
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Figure 6.7: In the coordination tetrahedron, the points where (a) less than 50% of the simulated
networks contained a percolating cluster, (b) greater than 50% contained a percolating cluster,
and (c) between 25 and 75% contained a percolating cluster. The data points in (c) are used to
determine the polynomial fit for the percolation surface (Eq. (6.7)), also shown in (c).
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The effect of variations in the network topology on the percolation surface can be more
easily visualized in terms of the topological parameters, where one of the independent variables
is p. As before, the simulation data were divided into bins based on their values of rICE, rlso and
p. The non-percolating and percolating points are plotted in Figures 6.8a and b, respectively, and
Figure 6.8c shows all of the points where between 25 and 75% of the simulated networks
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Figure 6.8: In terms of the topological parameters, the points where (a) less than 50% of the
simulated networks contained a percolating cluster, (b) greater than 50% contained a percolating
cluster, and (c) between 25 and 75% contained a percolating cluster. The data points in (c) are
used to determine the polynomial fit for the percolation surface (Eq. (6.8)), also shown in (c).
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contained a percolating cluster. Changes in Pc with riCE and riso can be observed directly from
this figure. For example, as riCE approaches -1, the percolation threshold decreases; this follows
our earlier discussion that as clusters become more elongated, percolation can occur at lower
values ofp. In contrast, when iCE > 0, the clusters are clumpier, requiring a relative increase in p
for percolation to occur. In terms of riso, the percolation threshold is lower for iso > 0 where the
network is segregated. Segregation of boundary types will also facilitate percolation as like
boundaries tend to connect together. The points in Figure 6.8c can also be fitted with a second-
order polynomial that can be used to define the points which occupy the percolating phase as a
function of the topological parameters. From the points in Figure 6.8c, we find that the
percolating phase is defined as:
0p.6605 + 0.0719 CE + 0.0064 CE -0.1066 'so + 0.0132 TCE rSO -0.0697 rlso (6.8)
As in Figure 6.7, some of the points in this volume were inaccessible using the current
simulation technique. However, there are also points within the volume of Figure 6.8 which do
not correspond to a physical TJD (i.e., 0 < Ji < 1 for all i). For this reason, the surface fit
presented in Figure 6.8c is shown for only physical values of the TJD.
In order to assess the accuracy of the percolation surface determined here, we compare it
to the known thresholds along the trajectories for randomly assembled, fiber textured, general
textured and twinned microstructures. In each of these four cases, the trajectories shown in
Figures 6.1 a and 6.6a can be plotted in the coordination tetrahedron of the topological parameter
space with the percolation surface. In Figures 6.9 and 6.10, the fitted surface (Eq. (6.7) or (6.8),
respectively) is plotted along with each pair of trajectories (special and general boundary
clusters). The color change in the trajectory represents the percolation threshold and every
trajectory should, in principle, change color exactly as it intersects the surface. This is indeed the
case for randomly assembled and fiber textured networks, where all of the thresholds coincide
well with the percolation surface. However, in general textured and twinned microstructures, the
prediction of the percolation surface does not match the known percolation thresholds presented
in Table 5.1 as closely.
Eq. (6.7) or (6.8) can be used to predict the value of pc along any known trajectory and
the magnitude of the error between the real and predicted values assessed. For each of the
microstructural models, Eq. (6.7) is evaluated along the TJD (i.e., at values of J1 and J2) and the
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Figure 6.9: For (a) randomly assembled, (b) fiber textured, (c) general textured and (d) twinned
microstructures, the known trajectories are plotted for special boundary clusters (green curve
changing to blue) and general boundary clusters (red curve changing to blue). The non-
percolating part of the random network trajectory is shown in black as it applies to either special
or general boundaries. The color change corresponds to the real percolation threshold (Table
5.1) and should occur when the trajectory intersects the surface defined by Eq. (6.7). The errors
between the real and predicted values are summarized in Table 6.1.
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Figure 6.10: For (a) randomly assembled, (b) fiber textured, (c) general textured and (d) twinned
microstructures, the known trajectories are plotted for special boundary clusters (green curve
changing to blue) and general boundary clusters (red curve changing to blue). The non-
percolating part of the random network trajectory is shown in black as it applies to either special
or general boundaries. The color change corresponds to the real percolation threshold and
should occur when the trajectory intersects the surface as defined by Eq. (6.8).
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]point at which the fitted value of J3 matches the actual value of J3 is used to find the value of c.
The predicted values of Pc for the seven separate cases are presented in Table 6.1, along with the
error as compared to the actual value of the threshold. The data in Table 6.1 confirm that the
percolation surface accurately predicts Pcspecial and Pcgeneral for random and fiber textured
networks, but that the error is greater than 0.02 for general textured and twinned networks. In
order to offer a possible explanation of the error on the predicted values for general textured and
twinned networks, it is necessary to revisit the assumptions used in determining the percolation
surface; specifically, that a network is described solely by its triple junction distribution. This
implies that the dominant constraints on the system (e.g., crystallography) are captured in the
TJ). Therefore, if the percolation threshold is predicted incorrectly, this suggests that
correlations exist beyond the triple junctions in general textured and twinned microstructures. In
Appendix E, a method for quantifying such longer-range correlations is presented and the results
of that analysis confirm that, in general textured and twinned microstructures, longer-range
correlations contribute to the total system constraint. However, for networks in which nearest-
neighbor correlations dominate, the inequalities in Eqs. (6.7) and (6.8) can be used to determine,
on the basis of a TJD alone, whether or not a percolating cluster is expected.
Table 6.1: The predicted percolation thresholds for networks of special or general boundaries in
randomly assembled, fiber textured, general textured and twinned microstructures. The actual
values ofp, are those found in Chapter 5 and the predicted values were found using Eq. (6.7).
Microstructural Model Actual Pc Predicted pc Error
Random 0.653 0.653 0.000
Special boundary networks
Fiber texture 0.689 0.681 0.008
General texture 0.663 0.642 0.021
Twinned 0.666 0.628 0.038
General boundary networks
Fiber texture 0.601 0.597 0.004
General texture 0.676 0.573 0.103
Twinned 0.659 0.610 0.049
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6.3. Effects of Local Correlations on Connectivity Length
Although the percolation threshold is an important parameter in microstructural design,
for some materials properties, it may not be the most important in determining the behavior of
the material. For example, in the case of stress-corrosion cracking, a component may fail before
there is a sample-spanning (percolating) crack, i.e., when the crack reaches a critical length. The
connectivity length, which is related to the characteristic cluster size, would thus be more
significant in determining the behavior of the component. Therefore, it is useful to consider how
changes in the triple junction distribution lead to changes in the connectivity length as a function
of the fraction of special boundaries. For each of the simulated microstructures built with a
different triple junction distribution, the connectivity length, , was determined following the
procedure described in Chapter 2. The same binning procedure that was used to determine the
percolation probability was also used to find the average connectivity length within a given bin.
The variation in connectivity length as a function of the correlations can be visualized by plotting
contour maps for sections through the riCE - 1rSO -P space where ICE = 0 (Figure 6.1 la) or lso =
0 (Figure 6.11 lb). In this figure, the different colors correspond to different values of Log(4),
with a maximum value of -2.6 indicated by the red regions. Again, the planes are not entirely
filled either because the points in the plane do not correspond to a TJD or they are inaccessible
using the current simulation technique.
Several observations can be made regarding the behavior of the connectivity length as a
function of the local correlations. First, as described in Chapter 5, the connectivity length
diverges at the percolation threshold (Eq. (5.3)); therefore, in Figure 6.11, the red band coincides
with the percolation surface shown in Figure 6.8. Second, for a constant value of the topological
parameter (i.e., moving along a vertical line in Figure 6.11), the range of p over which the color
changes from red to blue corresponds to the amplitude C. Here, Cy below Pc is greater than Cd
above Pc, consistent with the results presented in Table 5.4. Finally, these contour maps offer
insight as to how changes in the topological parameter affect the connectivity length at a constant
value ofp (i.e., moving along a horizontal line in Figure 6.1 la). For example, atp = 0.6, ordered
states have smaller values of 4 than do segregated states. As the connectivity length is the size
above which clusters are exponentially rare, those states which allow larger clusters to form at a
given value ofp (i.e., segregated states) are expected to have higher values of 4.
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The contour maps in Figure 6.11 are useful in that they illustrate how local correlations
influence the connectivity length. However, these only represent a small fraction of the riCE -
rqso --p space. More generally, using Eq. (5.3), the value of C(1cE, so) can be found as:
C4 = (6.9)
P P (CE'ISO - 4 / 3
where (cEso ,p) is the average value of 4 in each bin and PC(TCE, riso) is found from Eq.
(6.8).. There are two cases which must be considered separately (i.e., p < pc and p > Pc), but in
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Figure 6.11: Logarithmic contour map of the connectivity length for sections through the rCE -
rlso -p space where (a) rqCE = 0 or (b) rlso = 0. The points with the highest values of connectivity
length lie on or near the percolation surface. In addition to illustrating how 4 changes with the
topological parameters and p, this figure also shows how the percolation threshold changes with
these variables.
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both cases, C~(ICE, 'ISO) can be described reasonably well by a third-order polynomial. Fitting
the data, we find for p < pc:
C (riCE rSO)= 0.847 + 0.843 CE + 0.105 qCE -1.10 CE -0.505 so + 0.347 iso,~~~~~~~1 CE Cs
+ 1.90 rso -0.127 rice iO + 0.998 iCE qso -0.988 rCE r 2S (6.10a)
and forp > pc:
C q(rcE,lso )= 0.200-0.222 rice + 0.0986 rCE + 0.304 rCE + 0.203 Trso + 0.221 r1so
+ 0.0354 ilso +0.0848 iCE iSO -0.114 rE rso -0.0108 rCE 2so (6.10b)
The variation in CQ as defined by Eq. (6.10) is shown in Figure 6.12 a function of riCE and riso for
values of p both below (C-, Figure 6.12a) and above (Ci, Figure 6.12b) the percolation
threshold. For values of p > Pc, the surface is defined only for points which correspond to
physical triple junction distributions. Over the entire range of the topological parameters, C is
.0
Figure 6.12: The variation in the amplitude
as defined in Eq. (6.9) for values of p (a)
prefactor in the connectivity length scaling law, Ci,
below the percolation threshold and (b) above the
percolation threshold. The surfaces plotted here are polynomial fits to the binned data as
explained in the text and are given by Eq. (6.10).
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greater than C , in line with the previous results. Furthermore, segregated states are found to
have much larger values of C than do ordered states both above and below the threshold,
another trend that was observed in the flCE = 0 cross-section. The variation in Q with respect to
'rlcE is more subtle than with respect to riso and seems to depend on whether the network is
segregated or ordered. Although Eq. (6.10) is an estimate of C4(rlE, rlso), it is evident from
Figure 6.12 that local correlations can significantly impact the amplitude of the connectivity
length.
6.4. Concluding Remarks
In this chapter, we have developed a new framework in which locally-correlated
networks can be studied. Two different, but equivalent methods to parameterize the local
correlations were presented. First, a coordination tetrahedron was developed whose vertices are
the fraction of triple junction types. Second, topological parameters based on the triple junction
distribution were used to quantify the state of the network. The effects of local correlations on
the percolation threshold were determined by identifying the surface which separates percolating
from non-percolating points in the correlation space. The percolation threshold was found to
decrease as the network became either more elongated than clumpy, or more segregated than
ordered. Local correlations were also found to affect the connectivity length; for all values of p,
the connectivity length in segregated networks was larger than in ordered networks by
approximately a factor of five.
Although the discussion in this chapter was focused on grain boundary networks, we
believe that these developments could be extended in a straightforward manner to consider other
locally correlated percolation problems including bootstrap, diffusion, or annealed percolation
[126, 127, 133]. In some cases with three-fold coordination and nearest-neighbor correlations,
these problems could be mapped directly into the correlation spaces presented here. Other
problems, such as percolation on a square lattice could be mapped into their own analogous
correlation spaces. Our approach allows for seemingly unrelated problems to be studied in the
same framework and for the effects of local correlations on the percolation thresholds or network
properties to be understood.
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Conclusions
The goal of this work was to understand how the topological properties of grain boundary
networks were affected by the requirement for crystallographic consistency. A method was
developed to simulate two- and three-dimensional crystallographically consistent grain boundary
networks resembling fiber textured, general textured, or highly twinned microstructures, and
grain boundaries were separated into two classes (special or general) on the basis of their
structure. Although the requirement for crystallographic consistency is often considered to be a
local constraint (i.e., around a single triple junction), we have found that this is not necessarily
true and that network properties at every length scale are influenced by the constraint.
At the most local level, coordination of special boundaries at triple junctions and
quadruple nodes was found to be different from that expected for a random assemblage of
special and general boundaries in all three microstructural models. The topological changes in
the network associated with the nonrandom TJD were quantified using two topological
parameters which distinguished between segregated and ordered states, and between the
tendencies to form elongated or clumpy clusters. In the fiber textured case, an analytical, closed-
formn solution for the nonrandom triple junction distribution was developed using the concept of
local transition probabilities. As defined in Chapter 3, the local transition probability is the
]probability of assigning a boundary as special given that other boundaries at the triple junction
have been previously assigned character.
Grain boundary networks were also found to have nonrandom behavior beyond the
nearest-neighbor level. For example, fiber textured microstructures exhibited preferential cluster
structures; small clusters of boundaries with odd masses were up to 100 times more abundant
than those with even masses. Furthermore, at all cluster sizes, special boundary clusters in these
networks favored configurations which minimize the number of J2 junctions that comprise the
cluster, leading to compact structures with many branches. In contrast, general boundary
networks tended to form elongated clusters that had larger average radii of gyration than clusters
of the same mass in randomly assembled networks.
Finally, at quasi-infinite length scales, the scaling behavior and percolation thresholds
were studied for grain boundary networks. Although properties such as the average radius of
gyration and connectivity length were found to have the same scaling exponents as standard
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percolation theory, the amplitude prefactors differed as a result of the crystallographic
constraints. With regard to the percolation thresholds, we found that the thresholds shifted from
those of standard percolation theory in both two- and three-dimensional microstructures. While
none of the percolation thresholds determined in this work were the same as those of standard
percolation theory, the direction and magnitude of the shift was different for each microstructure
and depended strongly on the details of the crystallographic constraint.
Although we have found that crystallographic constraints exist at all length scales,
several results from this work suggest that the correlations among boundaries exist only over a
finite, and reasonably small, distance. First, grain boundary networks were found to be in the
same universality class as standard percolation theory; this is known to be the case when
correlations act only over a finite length. A cutoff length scale of -3 grain diameters was
identified above which the network could be described by the standard scaling exponents and
below which these scaling laws fail. Second, an analytical model was developed to predict the
nonrandom quadruple node distribution in three-dimensional networks on the basis of a known
triple junction distribution. The discrepancies between the real and predicted values for the
QND were indicative of the presence of higher-order correlations beyond those around triple
junctions alone. While higher-order constraints were determined to contribute to the nonrandom
topology of the 3-D network, they were much weaker than the first-order constraints; at least
75% of the correlations were due to the constraint around triple junctions.
In closing, it is important to note that the work presented here was not specific to any
crystal system, material or property. Although three microstructural models were selected for
closer examination, the conclusions will hold for any network constrained by the requirement for
crystallographic consistency. Therefore, this requirement should be included in any physical
microstructural model of polycrystalline materials.
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Directions for Future Work
This thesis work has taken initial steps in understanding the effects of
crystallographically-induced correlations on the topological behavior of grain boundary
networks. However, there are several directions in which it can be extended to offer a more
complete understanding of these networks:
1. In Chapter 6, the correlations in grain boundary networks were mapped into a coordination
tetrahedron whose vertices were the triple junction populations. This correlation space is
only sufficient for systems dominated by nearest-neighbor correlations, a description that is
inadequate in general textured and twinned microstructures. The concept of determining the
percolation threshold as a function of local correlations could be extended beyond the triple
junction level to a higher-dimensional space which captures longer-range correlations.
However, the complexity of this problem quickly becomes enormous. For example, to
consider even second-order correlations in two-dimensional networks requires an 11-
dimensional space, as there are 12 topologically unique species whose populations act as the
vertices in the coordination space.
2.. In the present work, grain boundaries were classified as special or general based only on the
misorientation of the boundary as defined by three of the five macroscopic degrees of
freedom available to the boundary. However, it is believed that the grain boundary plane can
also play an important role in determining the properties of the grain boundary [12, 136,
137]. Therefore, it would be useful to simulate microstructures in such a way as to sample a
wide variety of grain boundary planes, as well as to modify the classification scheme to
include the crystallography of the grain boundary plane. Furthermore, if the simulated
structures contain information regarding the atomic arrangement at the boundary, the
microscopic description of the boudnary could also be included in the binary classification
criteria.
3. To directly apply the approach of standard percolation theory, a binary special vs. general
classification was applied to every boundary based on its structure. However, in practice
grain boundaries will exhibit a continuous spectrum of properties. The current models could
be modified to include a gray-scale classification of boundaries and network properties such
as the connectivity length reanalyzed for these new networks. In a model of this nature, grain
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boundaries could be assigned a level of damage tolerance as a function of their
misorientation, in contrast to the current assignment of boundaries as simply damage-
resistant (special) or damage-susceptible (general). Many physical problems would be more
accurately described in this manner, including electromigration, where boundaries may allow
for a small amount of electromigration damage before being labeled as fully damaged.
4. The current model also assumes a homogeneous distribution of special boundaries
throughout the entire network. Although a homogeneous special fraction may result from
some bulk processing techniques, other surface engineering methods may result in either a
layered structure or a gradient in the distribution of special boundaries. In fact, one study has
found that grain boundary engineering results in such a bimodal microstructure, where a
surface layer with a much higher fraction of special boundaries forms than in the bulk [54].
Therefore, the current model could be adapted to study the effects of a gradient in special
fraction by assignment of a heterogeneous distribution of grain orientations. In the case of
the twinned microstructures, this could be achieved by allowing only perfect 3 grain
rotations near the surface, but allowing the grains in the bulk to rotate by an additional
deviation, resulting in more 3n boundaries near the surface than in the interior of the
microstructure.
5. Although the present work is applicable to many different materials and properties, the
understanding regarding the effects of constraint could be applied to study a specific
property. In this case, the grain orientations can be assigned such that the resulting texture
matches that in the known microstructure. The binary classification can also be chosen in
line with the property of interest and be applied to the model system. Finally, the
characteristics of the network most determinant for the material property can be measured.
Better analytical models may also be developed that allow not only for non-uniform
boundary properties, but which also take into account the spatial correlations among special
and general boundaries.
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Appendix A: Derivation of the Deviation Limit Rule
The following derivation yields the relationship for the coordination of three grain
boundaries, denoted by a, b, and c, when they meet at a triple junction. Specifically, we focus on
cubic crystals where each boundary is described by its E value, as well as a single deviation
angle 0 that describes the minimum rotation away from the ideal E orientation; the axis of this
deviation is unspecified, and may be different for all three boundaries. The starting point for the
,derivation to follow is the sigma combination rule (Eq. (1.3)), which specifies the possible
:relationships among a, Lb, and c. In what follows, a complementary rule that gives the
relationship between the deviation angles 0 a, Ob, and Oc is derived.
The misorientation of grain boundary x (= a, b, or c) is conveniently expressed as a
rmisorientation matrix, Mx, whose nine elements xij (i,j = 1 to 3) are direction cosines that relate
the coordinate axes of one grain to those of its neighbor. In the derivation to follow, it will
occasionally be more useful to use the equivalent description of misorientation as an axis/angle
([hkl-, 0) pair. The angle of rotation is found using [82]:
2 cos(0 x ) + 1 = tr(Mx) (A. 1)
where tr denotes the trace operator (tr(Mx) x,, + x22 + X3 3 ). The angle 0x describes rotation
around an axis given by:
hx: kx :1 x = x 32 - x 23 : X13 - X31 : X2 1 - X12 (A.2)
where the subscript on h, k, and I is used to distinguish among different values of these indices
for different grain boundaries.
At the triple junction of grain boundaries a, b, and c, crystallographic consistency
requires that misorientation be conserved; for a Frank-Nabarro circuit around the junction, the
orientation at the start and finish of the circuit must be identical, or a disclination defect is
present at the junction [95, 138-145]. In terms of the misorientation matrices of the three
boundaries, this consistency condition can be expressed as [84]:
MaMb ==M c (A.3)
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Within the CSL framework, any grain boundary can, in principle, be characterized by an ideal
CSL misorientation matrix, M x (available in, e.g., Ref. [18]), as well as a second misorientation
matrix Ax, which describes the deviation of the boundary from the ideal CSL misorientation.
The full misorientation matrix for the boundary may then be written as:
Mx = M xAx (A.4)
The trace of the deviation matrix Ax gives, via Eq. (A. 1), the angle Ox by which boundary
x deviates from the ideal CSL misorientation. It is this deviation angle that is used with, e.g., the
Brandon criterion (Eq. (1.1) with w = /2) to discern if boundary x should be considered a CSL
boundary. In the limit where there is no deviation Ox, the matrix Ax equals the identity matrix, I,
and M x = M x.
At a triple junction, generally all three grain boundaries will deviate from ideal CSL
misorientations. Then Eq. (A.3) is generalized using Eq. (A.4) to give:
M AMa.MlbAb =McA c (A.5)
In addition to this general consistency condition, we also require that the CSL misorientations,
MZx, are conserved around the junction,
M aM b = M c (A.6)
This condition is the basis from which the sigma combination rule is derived [83, 84], and is the
same as Eq. (A.5) when Aa = Ab = Ab = A c  (i.e., when there are no deviations from ideal CSL
misorientations). Therefore, for any E combinations allowed by Eq. (1.3), there exist matrices
Mza, Mzb, and MEc that satisfy Eq. (A.6). We can then combine Eqs. (A.5) and (A.6) and after
some manipulation find:
Aa = MbAcAb-1 M (A.7)
The form of Eq. (A.7) is such that Aa and AcAb- ' are similar matrices, so their eigenvalues, and
therefore their traces, are equal [146]:
tr(Aa) = tr(AcAb- ) (A.8)
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By noting that the transpose of an orthogonal matrix is equal to its inverse (i.e., Ab
right hand side of Eq. (A.8) can be expanded to yield:
3
tr(Ac b = ijcij
i,j= 1
Using Eqs. (A.8) and (A.9) with the definition of the trace operator now gives:
-1
tr(A ) = tr(Ab )tr(Ac
= Ab' ), the
(A.9)
(A.10)) + [bijcji bicjj ]
,j=
i~j
The summation on the right hand side of Eq. (A. 10) contains 12 terms which may be individually
replaced using the axis/angle expressions for the matrix components [82]:
(A.1 la)
(A.1 lb)
x13 = hxlx [1- cos(0x)]- kxsin(Ox) (A.1 1c)
(A.1 ld)
X22 = cos( )+ kx [1- cos( )]
x31 = hlx [1- cos(0x)]+ kxsin(0x)
X33 = CO(0x )+ l [1 -cos(0 )]
'We note that when expressing these components in terms of the axis/angle pair,
misorientation axis [hxkxlx] must be a unit vector.
For all three of the boundaries a, b, and c, the deviation angles Ox are small. For example,
with either the Brandon or Palumbo-Aust criteria, the largest allowed value of 0 occurs for low-
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(A.1 le)
(A. lf)
(A.1 lg)
(A. llh)
(A.1 ii)
the
1 T
XI = cos(Ox)+h [ _ CcSs( x )
X12 = hkx - cos(ox)]+ lsin(8, )
X21 =hxkx1I-cos(0x)-1xin(x)
X23 =x~lx1I -cos(8,x)] hxsin(B, 
X23 = kxlxx[1 - co(8, 1]-hsin(0J 
angle boundaries ( 1), where 0 < 15°. Thus, for any angle 0 that may figure into Eq. (A. 10),
small angle approximations may be applied:
2
cos(x) -2 (A. 12a)
sin(0x ) ox (A.12b)
Substituting Eqs. (A. 1), (A. 11), and (A.12) into Eq. (A.10) and neglecting highest order terms,
we derive the following relationship between the deviations Ox at a triple junction:
0 = 0b2 + 0 + 2. 0 b .c .H (A.13)
where
H = hbhC + kbkc + lbl (A.14)
Here [hbkblb] and [hcklc] are the axes about which boundaries b and c deviate from their
respective ideal CSL misorientations, and the quantity H is recognized as the inner product
between these two axes. Accordingly, it is convenient to write H = cos(X), with X the angle
between these axes. Physically, the deviation axes of boundaries b and c need not be related, so
X may take any value between 0 and rT. Over this range, cos(z) is bounded by -1 and 1, so the
upper and lower limits on Eq. (A. 13) may now be found as:
Oa = b +0c (A.15a)
when H= 1, and
0a = Ob -0 (A. 15b)
or
Oa =c -Ob (A. 15c)
when H= -1.
While Eqs. (A. 15) yield the bounding solutions of Eq. (A. 13), the value of H can vary,
allowing many plausible combinations of 0 a, b, and Oc between these limits. The general
relationship among these 0 values is found when the equalities in Eqs. (A. 15) are replaced with
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inequalities consistent with the allowable range of H. We find that the solution may be
summarized as:
omax < 01 + 0 2 (A. 16)
where Omax is the greatest of 0 a, b, or O, and 01 and 02 are the deviations of the other two
Iboundaries in no particular order. Thus, for any set of grain boundaries that meet at a triple
jiunction and obey Eq. (A.6), we find that this "deviation limit rule" governs the relationship
between their deviation angles. For a detailed explanation of the physical implications of Eq.
(A. 16), the interested reader is referred to Ref. [88].
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Appendix B: Derivation of Local Transition Probabilities for Fiber
Textured Microstructures
A closed form analytical solution for the triple junction distribution is possible for the
case of the ideal fiber textured material where the state of each grain is fully specified by a single
in-plane orientation angle. Although throughout this appendix grain boundaries will be referred
to as special and general, it is important to remember that these labels correspond to
disorientations below and above the low-angle threshold, Ot, respectively.
B.1. Relationship among the Global Variables
The geometry and nomenclature of the model system are shown schematically in Figure
B. 1. The orientations of the three grains, A, B and C, that meet at the triple junction are labeled
'~4, B, and c, and may assume any value on the range (-(max, max). These angles represent in-
]plane rotations about a line parallel to the triple junction axis. The grain boundary disorientation
angles are a, 0b1, and Oc, where as a convention, boundary a is taken to be opposite grain A
(Figure B.1). Although disorientation angles are typically unsigned, the derivation to follow is
simplified by allowing both positive and negative disorientations. Then, because all grains share
Oc Oa
Ob
Figure B.1: Labeling scheme for angles at a triple junction; x are grain orientations which
occupy the range (max, ~max), while Ox are grain boundary disorientations and exist on the range
(-20max, 2)max).
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a common axis, the grain boundary disorientations may be found as the difference between the
orientations of neighboring grains, e.g.:
Oc = A - ¢B, (B.1)
and may take any value on the range (-2max, 2 bmax). The angle bmax, as explained in Chapter 2,
controls the sharpness of the texture and also the range of grain boundary disorientation angles in
the grain boundary network. The grain boundary disorientations are defined around a clockwise
circuit and therefore are constrained by the relationship:
Oa + Ob + c = 0. (B.2)
Since grain orientations are assigned at random, F(O) is a uniform distribution:
1 F ~ ~ -¢n()max ( max,
F(4) t - max (B.3)
0, otherwise,
where the subscript on has been omitted, since Eq. (B.3) applies to all three grains A, B, and C.
The distribution of grain boundary disorientations may now be obtained through convolution of
the grain orientation distributions as [147]:
-0
F(Oc)= F(A )F(qB )dOB, (B.4)
-- o
where F(s) is the global density distribution of either an orientation or disorientation angle c. If
we substitute for OA according to Eq. (B. 1) such that OB is the only remaining variable, Eq. (B.4)
becomes:
F(Oc )= F(0c + B)F(OB )dO B (B.5)
Introducing Eq. (B.3) and integrating now yields the global density distribution of boundary
disorientations:
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F(O) =
1 -2 _<0_<0,
- 2 (2q max + ),
4(bmax
1 0 < 0 < 2. n1_~~ (20 - ' ••2 (B.6)
max
0, otherwise.
Again, no subscript is given for 0 since this result applies to any of the boundaries at the triple
junction. If an angular threshold, t, is then applied below which boundaries are classified as
low-angle, the global special boundary fraction, p, can be found as the fraction of boundaries in
the global distribution with absolute disorientations less than Ot:
0t
JF(0)d0
p= . (B.7)
fF(0)dO
-0
I[f Eq. (B.7) is applied to the density distribution in Eq. (B.6), the resulting global low-angle
fraction is obtained in terms of Ot and ,max:
p 2 (B.8)
P max -- 2(max )
][t is evident from Eq. (B.8) that, for a given low-angle threshold, t, the value of the special
fraction may be adjusted by redefining the orientation tolerance, max. The relationship between
the special fraction and the ratio of Omax to t is shown in Figure B.2, where the solid line is Eq.
(B.8) and the points are for simulated fiber textured polycrystals.
B.2. Local Transition Probabilities
It is important to note that Eqs. (B.6) and (B.8) define the global disorientation density
distribution and special boundary fraction, properties that are averaged over a large ensemble.
Therefore, within the same framework used above, we now develop analytical expressions for
the local density distribution functions, I y , by considering the role of the crystallographic
constraint on the distributions F(O) at individual triple junctions. Our procedure will be as
follows. Starting with the generic triple junction in Figure B. 1, we first assign two of the three
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Figure B.2: Fraction of low-angle boundaries, p, as a function of the ratio of the allowed grain
rotation, max, to the low-angle threshold, t. The points are from simulated fiber textured
microstructures and the solid line is given by Eq. (B.8).
degrees of freedom of the system by making a choice as to the disorientation of boundary a. We
then derive the effect that this has on the subsequent choice of a second disorientation, Ob, by
determining the density distribution function f(Ob) at a given value of Oa, from which the global
distribution, F(Ob) may subsequently be obtained. When these two misorientations are chosen,
the third, Oc, is given explicitly by Eq. (3.2).
To begin, we assume a unique and known value for 0 a, fixing the relationship between qbB
and Oc. Then the range of allowed values for 4c (bounded by C,min and C,max) may be found
from Eq. (B.1) by noting that OB exists on the range (-max, max):
Cmax ,m -I 0a <0, (B.9a)
C,m ax max -a r a < 
¢C,min O OmaxO <0, (B.9b) a
- ¢max' Oa >0'
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Eq. (B.9) indicates that the random assignment of one disorientation, a, already places a
:restriction upon the remaining degree of freedom in the system; instead of being randomly
distributed on the range (-4max, max), 4C distributes only over the ranges given in Eq. (B.9). We
now seek the density distribution of Ob for a known value of 0 a, which is denoted as f(Ob) to
distinguish it from the global density distribution F(Ob). The function f(Ob) is defined implicitly
by the fact that when integrated over all acceptable values of Oa, it yields F(Ob):
F(Ob ) = f(Ob)dOa (B.10)
-0
The distribution f(Ob) can be found through the convolution of F(IA) with F(c), which is a
uniform random distribution on the range given in Eq. (B.9):
F(0 max
f(Ob) |__ U fF(Ob + A*)dA' (B. 1)
2fn -(max
Here. F(A ) has already been replaced by 2 and the limits of the integral changed to -max
t~o 4~ ( hs A T lmt o A i (. ap t h nern wo s24max
to max, those of A. The limits for c given in Eq. (B.9) apply to the integrand, whose value is:
F(Ob + )=
- max b + A < max - a, 
(B.12)
otherwise.
]Eq. (B. 12) is for the case where a > 0 and the rest of the derivation is for this case; these steps
can be easily repeated for a < 0. The range of allowable values for b depends on the value of
(>, which is uniformly distributed on (-Omax, max) and is:
-)max - )A < b < (max- a - A. (B.13)
These maximum and minimum values limit the region where the solution to Eq. (B. 11) is valid.
'Specifically, when A = bmax, f(Ob) is defined on the range (-20max, -0a) as 2:
2 These equations (Eq. (B.14)) were originally published in Ref. [114] with a typographical error. Each of the
equations for f(0b) should contain the term (2qmax)-3, as opposed to (24max)- reported in the previous publication.
145
F(Oa)
20 max (20 max
Jdoc 1
- 12~a 3 (2max + O),
(240max)3
and when OA = -max, f(0b) is defined on the range (0, 2 ,,max - Oa) as:
F(Oa) a-\) b
f(0b )= 20ax(20max -a) -d (B.14b)
1
(2qba x)3 - a -0b)'
Evaluation of Eqs.(B.14a) and (B.14b) at Ob = -0a and 0, respectively (i.e., the limit of their
ranges of applicability), reveals that for Ob on (-Oa, 0):
f(b ) = 1 (2 b max a )
'(2bmax )3
(B.14c)
For any value of Ob less than -2bmax or greater than 24 bmax - 0 a, f(Gb) will be zero. Following the
same procedure for 0 a < 0, we find:
f( b ) =( )3(2qmax)
0, - 2ma < Ob < -2max -Oa
2qma x + a + b,
2qmax + a,
2 qmax -0 b ,
-2bmax -a < b < 0,
0<Ob < -a,
-Oa <0 b < 2max.
Eq. (B.14) is plotted in Figure B.3 for all values Of Oa. From both Eq. (B.14) and Figure B.3, we
can see how the choice of 0 a limits the values that Ob may assume; the limits of Ob as a function
of 0 a are:
2~ max 
Ob,max -2 max Oa
P4'ra 8G,
0bmin = 2max -Oa 
2max 
Oa < 0,
Oa > 0,
Oa < 0,
Oa > 0.
(B.15a)
(B.15b)
In order to validate the distributions in Eq. (B.14), we apply Eq. (B.10) and recover the global
density distribution in Eq. (B.6). Eq. (B.14) is critical in determining the final triple junction
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f(b) = (B.14a)
(B.14d)
(B.14e)
(B. 14f)
(B.14g)
1= E 0.8
0.6
C= 04
0
c0
c- 0.2
91
-2max 0 2ma x -2) 0 2ma x0o~~~b o~~0b
Figure B.3: The distribution of disorientation angles of grain boundary b, f(0b), for different
values of Oa as given by Eq. (B.14). The different line styles correspond to evenly spaced
increments of Oa from 0 to -24max (left) or 0 to 24max (right).
distribution, as it gives the distribution of b for a given value of Oa. Once the first two
disorientations are assigned, the third is given explicitly by Eq. (3.2), and its density distribution
is f(Oc) = f(-0a - Ob). The locally constrained distribution of 0c for a given value of Oa, f(0c), is
described by the same set of equations as given for f(Ob) (Eq. (B.14)), and the net distributions
]F(0) obtained from the locally constrained ones, f(0), using Eq. (B. 10).
With the local density distributions determined at a given triple junction, we now need to
identify what fraction of them will be classified as special boundaries, and derive the global
coordination among such boundaries. To this end, we now divide the global distributions F(0)
into several complementary distributions F for which y boundaries have been previously
assigned, x of which were assigned as special boundaries. This is merely a convenient separation
of the sub-distributions of different special and general boundary coordinations, and the full
distribution can be easily recovered from:
Fxy(0)= F() (B. 16)
x=O
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for any given value of y (= 0, 1, or 2). There are six functions F (where y ranges from 0 to 2,
and x ranges from 0 to y), and all are readily derived in closed form through the use of Eqs.
(B.10) and (B.14). When zero of the three boundaries have been assigned, the distribution of
grain boundary angles for the next boundary to be assigned will simply be given by Eq. (B.6),
which exactly defines F0:
(2(max + -)- -20m < c < 0,
Fo (0)= (2 1 ax (B.17)
(2) {(2q max -0), 0 -< c < 2max((~mI(2~,,, + ), -2~,,, i 0a
When one of the boundaries, b, has been assigned, the situation is more complex and is
more easily understood with the help of Figure B.4. In Figure B.4, the disorientation of
boundary a is plotted as a function of the disorientation of boundary b. The axis out of the page
in this figure would correspond to the value of f(O). The unshaded areas are those points which
are physically impossible combinations of Oa and Ob, and the borders of those areas are given by
Eq. (B.15). In Figure B.4, the Ob axis is divided into two regions: one with l0bl < Ot and one with
Obi > Ot. F (0a) represents the distribution of disorientation angles for boundary a for the case
where boundary b has been assigned as a general boundary with an absolute disorientation
greater than t; these points lie in the region with the darkest shading. Since the plot is
symmetric, Fo (Oa) can be found by considering only the region with Oa < 0 and integrating f(Ob)
over the ranges (-2max, -0t) and (t, 2 0max). When Ot < °max, the piecewise distribution for
Fo (Oa) is:
F (0a )(2= 1
(2~)max) 3
-(0a + 2maxX0a- 20max + 2, - 2max <0a <-2 max + Q, (B.18a)
40amax + 82max-4OaOt max0t , -2max +0 t <0 a <-t, (B.18b)
(0a + 2 max -Ot)2 +(0t--2max)2, -0 t < Oa <0. (B. 18c)
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/-Pmax-2)ma x - ot 0 Ot 2 )max
. Ob >
Figure B.4: Disorientation of boundary a, a, as a function of disorientation of boundary b, Ob.
The distribution F can be found by integration of Eq. (B. 14) over the regions shown in this map
according to Eq. (B. 10). The shaded regions are differentiated by whether boundary b has
previously been assigned as special (labeled F ) or as general (labeled F ). The white regions
are physically impossible combinations as given by Eq. (B.15). It is important to note that the
shaded areas do not give the function explicitly, they give only the limits of integration on the
disorientation angles.
The distribution F (a) when Ot > max is:
F(0a ) = 
(24)imax)
- (a + 2max Xa - 2max + 20t),
a + 2 )2ma )2, + 
(Oa + 2max Ot )2 -±(t 20max)2,
--24max Oa < -0t,
-0 t <- a < -2)ma x + t 
--24)max + t < 0 a < 0.
(B. 19a)
(B. 19b)
(B.19c)
Similarly, F (0a) represents the distribution of disorientation angles for boundary a when
boundary b has been assigned as a special boundary with a disorientation on (-Ot, t); these
points are in the lightly shaded region in Figure B.4. Using the symmetry of the map as before
and integrating f(Ob) over the range (-0t, t), F' (a), for t < )max, is found as:
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"~A.
(2 m.ax )3
( (0a + 2max ) + t(0a + 2max ) -2 ax < -2qmax + 0 t, (B.20a)
0t (40a- + 8max -0t), - -20(max + 0 t < Oa <-Ot,, (B.20b)
-(0a - 20a0t + 20 t (0t - 4max )) -t <0 < 0. (B.20c)
The distribution F (0a) when Ot > max is:
F (0a ) = 1
(2 max )3
((a + 2max9 )2 + Ot (a + 2max) -2max 0a < -Ot , (B.21a)
4)max ( a± + ma t)- , - 0t < < -2max + 0t, (B.21b)
-(0a -20a0t + 20t,(t, -4max ) -2qmax +0t < 0a < 0. (B.21c)
The situation is still more complex when two of the boundaries, a and b, have previously
been assigned. In Figure B.5, the disorientation of boundary c (to be determined) is plotted as a
function of Oa. Due to the strict crystallographic constraint in the problem (Eq. (3.2)), the value
of Ob for each pair of 0 a and 0c is known explicitly. Therefore, at every point in the map, we can
determine the number of boundaries previously assigned as special boundaries. In this case, 0, 1
or 2 of them could have been assigned as special boundaries; these three cases are illustrated by
the shaded areas in Figure B.5, where the darkest shading is for zero special boundaries and the
lightest shading for two special boundaries. It is important to note that the regions are labeled
based only on the character of boundaries a and b, independent of the value of Oc. As before, the
white regions are physically impossible combinations of disorientation angles. Using the same
procedure as described for F (Oa), the functions F2 (0c) can be found by integrating over the
appropriate ranges of f(0a). The distribution F02(0c) gives the probability of finding a
disorientation of Oc given that neither boundary a nor b was classified as a special boundary.
When Ot < bmax, F2 (0c) is:
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F2 ( )= )3(2 max )'
-(O c + 2)max X0c + 20t ),
- 24max < 0c < -24max + 0t, (B.22a)
20rmax + 42ax -40c0 t - 8max0t + -02(0cc+24 ma max ,max 4t -- 2 max + 0 t 0 < -20t,
(0c + 2max -Ot )2 -2 < < 
-- 20t_<0 <0.
(B.22b)
(B.22c)
The distribution Fo2 (0c) when Ot > °max is:
- 2max Oc < -2max + Ot, (B.23a)
1 m 0,
(2max)3 (Oc 2max 0_ t )2
--24ma + t < 0 c <0.
The distribution F2 (0c) when Ot < °max is:
F12 (c ) = ma
(24max )
(0c + 2maxX0c + 2max +20t ), - 2max -<0c < -2max + Ot ,
- 2max + Ot -Oc < -20t ,
-20 t -<0c <-0t,
-0 t <0 c <0.
The distribution F 2 (0c) when Ot > max is:
r-(Oc + 2max X0c - 2)max + 20t ),
(0,t - 2max )2,
-Oc(O c + 4max -20 ),
-24max < Oc < -Ot,
--0 t < c < - 2 max + t 
--2max +0 t < 0 c < 0.
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(B.23b)
Ot (40c + 8ma - t ),
-(20 c +40c4max +t 2
-c(0 c + 4max - 20t ),
(B.24a)
(B.24b)
(B.24c)
(B.24d)
F 2 (c ) = (2°ma )
2)max3
(B.25a)
(B.25b)
(B.25c)
The distribution F22 (0c) when t < max is:
(2max )3
0,
(Oc + 2rmax X0c + 20t ),
20c max + 44maxOt -0t 2 ,
-2 4ma < < -2t ,
-20t <0c <-0t,
-o t <0c <0.
The distribution F22 (0c) when t > max is:
F2 (0c)= (2q )3 {[I ( 0 c + 2max X0c + 2 t )
max 20c)max +40max 0t t 02 ,
-2qmax <0 c < -0t 
--0t < c <0.
'% I
-Z(Pmax
-ot 0 Ot
0c
I
0
2~ma -24max -t 0
.* Oa 08 I
Figure B.5: These maps are used in determining the functions F2 . When the disorientation of
boundary c, O, is plotted as a function of a, the disorientation of boundary b is also known
explicitly at every point due to the requirement of crystallographic consistency (Eq. (B.2)). The
different shadings correspond to how many of boundaries a and b are classified as special
boundaries based on their disorientation angles. The different regions give the limits of
integration on Eq. (B. 10) to find F 2.
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(B.26a)
(B.26b)
(B.26c)
(B.27a)
(B.27b)
-2 max
0o 0
2..m .
-2)max Ot 2max
2?.-.
~""'^'
Once the functions FY are known, the local transition probabilities, FHy , can be found
with the same construction that was used in determining the global special fraction:
0t
fFY (0)dO
I1 X- 2+0a (B.28)
JFY (O)dO
To clarify the method, consider first the distribution, F (0a), the distribution of Oa given no
previously assigned boundaries; this distribution is given exactly by Eq. (B.17). Applying Eq.
(13.28) to Eq. (B..17), Fl° is found to equal p. Next, to understand the application of Eq. (B.28)
for y > 1, consider the maps presented in Figure B.6 for y = 1 and y = 2. For example, to
determine HFi, the region of F (0a) from Figure B.4 is now integrated only over values of lOal <
01. The area over which integration occurs is shown by the darker shaded region labeled rl in
Figure B.6a. Similarly, to determine FII, the distribution F (0a) is integrated over the lightly
shaded region (i.e., those points with 0al < Ot). Figures B.6a and b are for 4max greater and less
than t, respectively, and are provided to illustrate how the limits of integration differ in these
two cases. Similar maps are given in Figure B.6c and B.6d for the regions of integration leading
to lFix, the probability of boundary c being assigned as special given x of the two boundaries
previously assigned are special boundaries. Again, the points with 10cl I< Ot correspond to
boundary c being assigned as special. Analytical evaluation of Eq. (B.28) for all possible triple
junction coordinations yields the expressions for Fly as given in Chapter 3 (Eq. (3.3)).
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Figure B.6: To determine the local transition probability, FHy, the distribution F is integrated
according to Eq. (B.28). For ,,max > Ot (a and c) or 0max < Ot (b and d), these maps show the limits
of integration on the function FY. The regions with solid shading are points where the next
boundary assigned will be classified as a special boundary. These maps should be compared to
those in Figures B.4 and B.5 which showed the regions of integration to find FY . It is important
to note that the shaded areas do not give the function explicitly; they give only the limits of
integration on the disorientation angles.
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APPENDIX C: Maximum Entropy Distribution
The configurational entropy is used to quantify the state of a distribution by comparing
the entropy of the given distribution to that of a reference state, such as the maximum entropy
state, with ground-state entropy So. The procedure to calculate So is general and can be applied
t:o any distribution of species (i.e., triple junctions, quadruple nodes, higher-order configurations)
in a general population. To determine the maximum entropy reference state, the configurational
entropy should be maximized with respect to the distribution of interest (i.e., the triple junction
or quadruple node distribution) where the fraction of each species is Xk (k = 0 to N - 1, where N
is the number of species). For triple junctions, N = 4 and the Xk are simply Jo, J 1, J2 and J3. The
expression to be maximized is:
N-
S =-EXk ln(Xk) (C.1)
k=O
subject to the constraints:
N-1
JXk =1I (C.2a)
k=O
N-I
EiXk =Z-p (C.2b)
k=O
Here z is the number of total boundaries that coordinate the junction (z = 3 for triple junctions
and 6 for quadruple nodes) and i is the number of special boundaries that coordinate the junction
for species k. The maximization of Eq. (C.1) is accomplished using the method of Lagrange
multipliers. Different Lagrange multipliers are applied to both Eqs. (C.2a) and (C.2b); following
a standard procedure for maximization problems and substituting for one of the multipliers
results in the following expression relating gA, the other Lagrange multiplier, to p:
z
m i- Exp(- i)
z p= i=o (C.3)
m· Exp(- i)
i=O
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where m is the number of topologically unique isomers for a given value of i. For all types of
triple junctions, m = 1; however, isomerism of some quadruple nodes results in values of m > 1.
In principle, p can be found as a function ofp from:
[t = Ln(Root(Z(pt,p))) (C.4)
where (Root(Z(g,p))) is a positive, real root of the polynomial:
z
Z(p, p) = m. i (z-p - z + i) (C.5)
i=0
In the special case of triple junctions, a closed-form analytical expression for the positive, real
root of Eq. (C.5) can be found as:
= Ln 11- 3p±Y + 12p -18p (C.6)
where
Y= [1+18p+270p 2 (1- p)+ 9p(6( + 18p+144p2 - 324p3 + 162p 4 ))1/21/3 (C.7)
The dependence of g on p for the maximum entropy triple junction distribution is shown by the
dashed line in Figure C.1. In the case of quadruple nodes, we have not found a closed-form
analytical solution for the roots of Eq. (C.5), although the value of g can easily be found
numerically for any value of p, and the functional form of p(p) for the maximum entropy
quadruple node distribution is given by the solid line in Figure C. 1. Although the analytical form
of !.(p) is unknown for the maximum entropy QND, p(p) is well approximated by the function:
t(p) = cLn -P (C.8)
where c = 0.5835 is a fitting parameter. Once g is known for the distribution of interest, the
population of each species can be found as a function ofp from:
Xk = Exp(- i) (C.9)
m Exp(- i)
i=0
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The individual distributions which result in the maximum entropy are given by Eq. (C.9), and
when introduced into Eq. (C.1) yield the maximum configurational entropy.
0 0.2 0.4 0.6 0.8
P
Figure C. 1: The variation of the Lagrange multiplier pt with the fraction of special boundaries for
the both the TJD (dashed line) and the QND (solid line). The open points represent the fit of pl
for the QND as given by Eq. (C.8).
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Appendix D: Topological Parameter Expressions for the Triple
Junction Distribution
As explained in the text, the nature of the local correlations is fully specified by two
topological parameters, so and qCE, and the fraction of boundaries, p. The topological
parameters were defined in terms of the triple junction distribution (Eq. (6.1)) and since the two
definitions of the local correlations are interchangeable, the triple junction distribution can also
be derived in terms of the topological parameters. Before presenting the equations for the TJD, it
is useful to introduce the following terms:
6E =-1 -- CE (1 - P) (D.1)
C = 1 - 1CEP (D.2)
60 =1 +lsO(-3p+3p2) (D.3)
8s = -1 + 3rlsop(1- p) (D.4)
If r1lso < 0 and CE < 0 (ordered and elongated), the triple junction distribution is:
Joe = 1 p(l-pXp - 2CE(1-p)-2) (D.5)
606E
jOE - 3p(1-p) 2 (1 +CE) (D.6)66
o6E
JOE -3p2(1-p) (D.)P-X2 - 6 P6$ (D.7)0o6E
j OE p(1-pXlCE (1- )+ p + 1) (D.8)J3 =P ( 6
GoE
If rlso < 0 and rCE > 0 (ordered and clumpy), the triple junction distribution is:
joc p( - pX2- - - lCEP) (D9)
JOc =1- P (D.9)
o = 3p( - p)2 (D.10)
bobs~~~~~~~~~~~~~~~(.0
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JOC = p
3 -
p(l - pX1 + p - 2rlCEP)
6o68
If so > 0 and r9CE < O0 (segregated and elongated), the triple junction distribution is:
p(l- pX2 + 2ric (1- p)- pX -lso)
8S6E
3p(1- p)2 (1- ICE X1 - SO )
6s6E
SE 3p (1-PXl-r Tso)
2 - 66E
S E
JSE = 
3 -
p(1 -pX1 + rCE (1 -p)+ pX1- rSO )
8SE
If rlso > 0 and CE > 0 (segregated and clumpy), the triple junction distribution is:
p(l - pXP + CEP- 2X1 - so )
O(-p)2(1 - s )
6s c
- 3p2 (1 - pX - lCE X1 - SO )
p(l- pX1 + p - 2rCEpX1- nSO)
6 S6 c
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Joc _ 3(1- qCE)p2( P)
2 - 6 6 (D.l1)
JSE = l-p-
0
JSE
I
(D.12)
(D.13)
(D.14)
(D.15)
(D.16)
JSC =l-p
jc - 3 pl
JI -
JSC -
JSC -
3 -
(D.17)
(D.18)
(D.19)
(D.20)
Appendix E: Correlations beyond the Nearest-Neighbor Level in
Grain Boundary Networks
The approach to studying correlations in grain boundary networks is based upon the
understanding of crystallographic constraints that are present in any microstructure, and which
restrict the way in which grain boundary types may be assembled into a network. These
constraints are formally expressed by the need for orientation conservation around a Frank-
Nabarro circuit through the microstructure as discussed in Chapter 1. The simplest possible non-
trivial circuit of this kind is that which encircles a triple junction (see Figure 1.3); this is referred
to as a constraint of first order, and the boundary correlations that arise from this constraint were
explained in detail in Chapter 3. In this appendix, we examine higher-order constraints, which
represent larger Frank-Nabarro circuits that traverse more grains and grain boundaries (similar to
the circuit around the quadruple node in Figure 4.1). In general, we will identify the order of the
constraint, B, with the number of triple junctions encircled by the circuit; Figure E. 1 illustrates
the first three orders of constraint for a 2-D honeycomb network.
Following upon prior work in the field, boundary correlations are quantified through
examination of local statistics. At the first-order level there are four topologically unique species
of triple junctions as shown in Figure E. 1, and their statistics are described by the triple junction
distribution. A similar statistical analysis is possible for the higher-order circuits in Figure E.1,
although the analysis becomes considerably more complicated due to the rapidly increasing
number of topologically unique species (called N, and specified below each unit in Figure E.1).
For example, at the third-order level there are N = 72 unique species (allowing for mirror-
symmetric redundancy), as drawn explicitly in Figure E. 1.
E. . Analysis of Boundary Correlations
To proceed, we would like to quantitatively evaluate the strength of each constraint
shown in Figure E. 1. For this purpose we will use the configurational entropy, S, of the largest,
third-order units:
71
S = E Vi InViB (E. 1)
i=O
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Figure E. 1: The first three orders of constraint in 2-D honeycomb lattices are shown
schematically. The order of the constraint, B, is given by the number of triple junctions encircled
by a Frank-Nabarro circuit. The number of unique species, N, of each order is identified as well.
For B = 1 and B = 3, a representative structure is shown for each of the unique species in which
the thicker lines indicate special boundaries and the thin black lines general boundaries.
where ViB is the fraction of the i th species from among the N = 72 species drawn in Figure E. 1.
The calculation is performed for the third-order boundary structure simply because this structure
contains information about all of the lower-order constraints. In fact, every circuit in Figure E. 1
necessarily contains within it smaller loops of lower order, but in general the higher-order
circuits involve additional, non-redundant constraints because they encircle some boundaries
which they do not cross. In the case of the third-order boundary structure there are three sub-
circuits around the triple junctions (first-order constraints), as well as two second-order circuits.
None of these is necessarily redundant with one another or with the third-order constraint, and
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the important question as we proceed is: how can we deconvolve the individual contributions of
each constraint to the configurational entropy?
Our procedure to extract the several entropic contributions follows exactly that described
in Chapter 4 for determining the quadruple node distribution from the TJD. Here we use the
same general procedure: the probability of finding a structure of third order is calculated using a
straightforward probabilistic calculation based on the statistics of the elements of a lower order.
Repeating this procedure for B = 1 and 2 gives expectations for the population of third-order
species if only constraints up to Bth order are enforced. In order to compare the strength of the
constraint associated with each value of B, we define individual entropy increments in the
following way:
AS B = S -SB (E.2)
where S;' is the entropy among units of order i, given complete crystallographic constraints up to
orderj. In the present case where i = 3, S is given by Eq. (E.1). The populations V B as a
function of either Ji (i = 0 to 3, for B = 1) or Ui (i = 0 to 13, for B = 2) are collected at the end of
this appendix. I this work we will only examine entropy calculated at the i = 3 level, although
the concept is easily extended to higher (or lower) orders. Based on these calculations, we can
examine how the entropy of the B = 3 boundary structures (shown in Figure E.1c) evolves as
constraints are added in order from least to greatest. Furthermore, we will also compare to the B
-= 0 case, which is the unconstrained case where boundaries are simply assigned at random.
E.2. Entropy and Constraint
To begin our discussion, we first examine the magnitude of the total entropy change that
occurs when all crystallographic constraints up to B = 3 are imposed on an initially random
network. This quantity is ASO, and is plotted in Figure E.2 for the three microstructural families
as a function of the special boundary fraction, p. There are two important points conveyed by
this figure. First, the level of constraint in grain boundary networks may vary significantly with
the special fraction; grain boundary engineering to increase p may lead to fundamental changes
in grain boundary correlations. Second, Figure E.2 also shows that different microstructural
families can have distinctly different correlations, with the fiber textured class in this case
exhibiting more significant entropy changes due to crystallographic constraint. This result is in
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Figure E.2: The magnitude of the total entropy change between a randomly assembled network
and one in which full crystallographic constraints are imposed, plotted as a function ofp. AS is
calculated from Eq. (E.2) using the population of B = 3 boundary structures.
line with our other results on these simulated microstructures (c.f., Chapters 3 and 4), which
showed that fiber textured materials have the strongest nearest-neighbor correlations in both 2-D
and 3-D.
Although Figure E.2 focused upon the total entropy change given complete
crystallographic constraint out to third order, ASO, similar plots can be constructed for each of
the individual contributions to this total entropy. Rather than examine all of these curves
individually, we instead focus upon the behavior in the vicinity of the general boundary
percolation threshold (p 0.35), because this is the point where correlations have the most
impact on network structure and therefore materials properties. Furthermore, this is the
threshold which is poorly predicted by considering first-order constraints only (Table 6.1). In
Figure E.3, we explicitly plot the contribution of each constraint and examine the entropy change
resulting from each. For all of the curves in Figure E.3, we see that the highest entropy is
associated with B = 0 (i.e., a random network without constraint), and the progressive addition of
constraints at B = 1, 2 and 3 leads to a decrease in the system entropy. Furthermore, the largest
drop in entropy always occurs at the first-order level; this is the triple junction constraint studied
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Figure E.3: The contribution of each constraint level (B) to the change in configurational
entropy, AS3, evaluated atp = 0.35 for the B = 3 boundary structure.
previously in the literature, which we see here is usually dominant in dictating the system
entropy. For example, although the fiber textured microstructures have the largest values of ASO
in Figure E.3, AS' in these microstructures approaches zero, suggesting that first-order
constraints alone are responsible for virtually all of the information in the system. However, we
also clearly see that higher-order constraints are not generally negligible; the entropy drop upon
addition of second-order constraints (from B = 1 to B = 2) in general textured and twinned
microstructures, ASB is still clearly non-zero. In these microstructural families, it seems that
higher-order constraints are relatively more important. To our knowledge, the significance of
longer-range correlations has not been appreciated in any prior work on the structure of grain
boundary networks. In fact, these effects cannot be observed through studies of, e.g., the triple
junction distribution, which samples only first-order effects.
E.3. Percolation Thresholds
One link between grain boundary network structure and properties is through the
percolation threshold, which, in a single number, gives information about connectivity over large
165
length scales. In this thesis work, we have determined the percolation thresholds using either (i)
a process of random grain boundary character assignment, (ii) a process of triple junction
assignment incorporating first-order constraints (Table 6.1), or (iii) completely
crystallographically-consistent assignment of grain orientations (Table 5.1). The thresholds for
both special and general boundaries are summarized graphically in Figure E.4 as a function of
the constraint on the system. This figure allows us to decouple the effects of first- and higher-
order constraints on the resulting shifts of the percolation thresholds.
Looking first at the points for the fiber textured microstructural family, we see that the
percolation threshold shifts significantly when first-order constraints are imposed on the system,
but that additional higher-order constraints do relatively little to change the picture. This result is
consistent with our prior observations from Figure E.3, where we found a dominant first-order
constraint in these microstructures. In contrast, the percolation thresholds in both the general
textured and twinned microstructures vary with each constraint imposed upon the system.
Interestingly, the higher-order constraints seem to have a relatively large impact on the threshold,
and in fact, cause a shift in the opposite direction as compared to the first-order constraint. This
0.7 I I I 
0.65
Pc 0.6
0.55
n s
I - _ I I |, - N IK 1
(a) Special boundaries (b) General boundaries
I I I I I I
Randomly Triple Fully Randomly Triple Fully
Assembled Junction Constrained Assembled Junction Constrained
Constraints Constraints
Figure E.4: The percolation thresholds for (a) special boundaries and (b) general boundaries in
fiber textured (circles), general textured (squares), or twinned (triangles) microstructures as a
function of the constraints imposed on the system. The percolation thresholds are summarized in
Table 6.1, and left to right, these data correspond to either random boundary assignment (no
constraints imposed), triple junction assignment (only first-order constraints imposed), or grain
orientation assignment (resulting in full crystallographic constraint).
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result is probably related to the earlier observation from Figure E.3 that these microstructural
families have significant higher-order constraints which can compete with the triple junction
constraint.
E. 4. Discussion of Higher-Order Correlations
One point that emerges from looking at configurational entropy as well as the percolation
thresholds is that higher-order constraints cannot, in general, be neglected when studying
connectivity of grain boundary networks. The state-of-the-art in experimental network analysis
at present is the triple junction distribution; we now suspect that this metric alone is insufficient
for a complete understanding of network structure and prediction of properties. Furthermore, we
have seen here a great complexity in the way constraints of different order influence the network
structure. In particular, constraints of different order may actually compete with one another to
,;hilt the percolation threshold up or down inp (c.f., Figure E.4).
Another point of particular concern is the significant differences seen from one family of
microstructures to the next; whereas polycrystals sharing a common crystallographic axis (fiber
textured microstructures) seem to have only very short-range correlations, more complex
textures induce longer-range correlations out to at least third order and possibly beyond. We
believe this may be related to the details of the crystallographic constraint equations. When the
crystals share a crystallographic axis as in our fiber textured materials, it is known that the first-
order constraint is rigid (the three signed boundary disorientations sum exactly to zero (Eq.
(3.2)). In this case, higher order constraints are, to a large extent, redundant. In contrast, for
general textured and twinned microstructures the first-order constraint is much less rigid, so
higher-order constraints can provide significantly more information content. The quantitative
details as to how crystallographic texture influences grain boundary correlations are certainly not
clear at present, and this represents a key issue for the future generalization of percolation theory
to any grain boundary network.
Finally, we note that thorough analytical calculations of grain boundary constraints, like
those performed here, are rather complex. Already at the third-order level we have to consider
the statistics of N = 72 structural units. Beyond the third order, additional topological
complexities arise because there are non-redundant conformational variations of the Frank-
Nabarro circuit. For example, we identify a 'trans' and a 'cis' conformation of the fourth-order
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(a) B = 4 (trans) (b) B = 4 (cis)
II '" 
(c) B = 5
Figure E.5: Frank-Nabarro circuits of fourth (a, b) and fifth (c) order.
circuit (see Figures E.5a and E.5b, respectively), the statistics of which must be considered
separately. Figure E.5c shows that there are yet more unique circuits at B = 5; it is easy to see
how the number of species involved in entropy calculations quickly becomes too large to handle
analytically. For this reason, we believe that the study of medium- and long-range structure in
grain boundary networks may best be addressed through, e.g., the use of scaling laws, as in
Chapter 5.
From this analysis of the length scale of correlations in grain boundary networks, we can
understand why the percolation thresholds for fiber textured microstructures are well predicted
by the percolation surface in the coordination tetrahedron of Chapter 6 (Figure 6.9), while the
thresholds for general textured and twinned microstructures are not. In fiber textured
microstructures, first-order constraints are found to dominate higher-order constraints, such that
this system is sufficiently described by only its triple junction distribution.
E.5. Expectation Values for Third-Order Boundary Structure Populations
The population of each of the 72 B = 3 boundary structures can be predicted from the B =
1 or 2 boundary structures following the procedure outlined in Chapter 4 for assembling
quadruple nodes from triple junctions. Using the same approach, the B = 3 boundary structure
populations, VB (i = 0 to 71), can be predicted from the triple junction distribution (B = 1) as:
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Taking into account all correlations up to second order, the populations V B can be predicted
based on the distribution of B = 2 boundary structures, Ui (i = 0 to 13), as:
Vo2 = U0 (E.5)
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