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Standard density functional calculations on the basis of the local density approximation (LDA)
predict the type II antiferromagnetic phases of FeO and CoO to be metallic, in contradiction to
experiment. Within the framework of density functional theory this failure must be attributed to
the shortcomings of the LDA, in particular to its incorrect treatment of the self-interaction. In
this contribution we report results for FeO obtained with an implicit density functional including
the exact exchange, which guarantees a complete elimination of the self-interaction.
1 Introduction
It is a long-standing question whether an effective single-particle description of Mott in-
sulators is possible1–4. Although an enormous amount of work has been devoted to this
question over the years (see e.g.5–8), a clear-cut answer is still not available. This is true
not only for excitations and phase diagrams, but even for the ground states at T = 0. In
this contribution we reconsider the ground state problem within density functional theory
(DFT)9, which currently is the most successful effective single-particle approach.
The prototype Mott insulators are the transition metal monoxides MnO, FeO, CoO
and, in particular, NiO. In order to illustrate the challenge which these systems pose to
a single-particle approach we consider NiO in more detail. Like MnO, FeO and CoO,
NiO crystallizes in a rock salt structure with a lattice constant of 7.93 Bohr, as shown in
Fig.1 (with a minor distortion in the case of FeO which will be ignored in the following).
The basic features of the band structure of NiO, and thus its insulating property, can be
understood as follows. The transition metal compounds typically exhibit a strong overlap
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Figure 1. AFII structure of NiO.
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Figure 2. Band structure of Mott insulators: Qualitative picture of antiferromagnetic NiO.
of the metal 4s, 4p orbitals with their r-expectation values of about 3 Bohr and the oxygen
2s, 2p states. This leads to a strong hybridization of these states, so that the two 4s electrons
of the metal are transferred to the oxygen 2p band and the gap between the 2s, 2p and the
4s, 4p bands becomes rather large. In between one finds, more or less well separated from
the 2s, 2p and 4s, 4p bands, the 3d bands which, in the case of NiO, are occupied by 8
electrons per atom. The detailed structure of these bands can be explained by sequentially
adding the various relevant effects to the d level of an unpolarized atom6, as illustrated in
Fig.2. First of all, the exchange interaction splits the atomic level into a fully occupied,
more strongly bound majority (↑) and a partially occupied, less bound minority (↓) spin
level. For NiO this splitting is of the order of 1.6 eV. Next one has to take into account the
octahedral symmetry of the lattice, i.e. the six doubly charged oxygen ions which surround
each cation. This crystal field effect splits the five spatially distinct d orbitals of each
spin into an energetically lower triplet of t2g symmetry (xy, yz and zx character) and an
energetically higher doublet of eg symmetry (x2− y2 and 3z2− r2 character). The crystal
field splitting is also of the order of 1 eV, so that no clear separation of up- and down-
spin states emerges. At this point the description of NiO within a band theory framework
seems to run into a fundamental problem: If one includes the periodicity of the system
all subbands acquire a certain width W . Due to the small overlap of the d-orbitals from
neighboring atoms the size of W can be estimated on the basis of the tight binding method:
One finds that W is directly proportional to the nearest neighbor hopping integral and thus,
indirectly, to the size of the crystal field splitting. As a result the t2g and eg subbands seem
to overlap, so that a metallic state seems to emerge, in contradiction to experiment.
In order to understand the insulating nature of NiO its antiferromagnetic ordering has
to be taken into account. All four transition metal monoxides of interest here are type
II antiferromagnets (AFII) for which the majority spins of the atoms in (111) planes are
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aligned, while the direction of the alignment alternates from plane to plane (see Fig.1), i.e.
one has two magnetic sublattices and thus an effective doubling of the lattice constant. The
impact of the antiferromagnetic structure on the d bands can be extracted from an analysis
of the relevant interaction hopping integrals, which characterize the coupling (and thus
hybridization) of the d-states of neighboring Ni atoms. One finds that the strongest hopping
integral is the (ddσ)-type coupling between second-nearest neighbor cations (along the
cartesian axes) which is mediated by the px, py and pz orbitals of the anions located in the
middle between the cations6. As Fig.1 shows, the (ddσ)-interaction couples cations states
of opposite polarization in the case of the AFII ordering. As a consequence the (ddσ)-
interaction always links a majority spin eg state of one magnetic sublattice with a minority
spin eg state in the other sublattice (intersublattice coupling). Their hybridization then
leads to an energetic lowering of the occupied majority spin eg states of a given magnetic
sublattice and a corresponding shift of the unoccupied minority spin eg states to higher
energies. The t2g-states, on the other hand, are not affected as they are fully occupied and
only contribute to (ddpi)- and (ddδ)-coupling. The fact that the (ddσ)-interaction only
couples cations from different sublattices is also responsible for the rather narrow width
of the eg bands in the AFII structure (as compared with the width of the t2g-bands or the
ferromagnetic phase). Thus, combining the exchange and crystal field splittings with the
antiferromagnetic hybridization shifts, the occupied bands are sufficiently well separated
from the unoccupied eg,↓ band that the banding effect (intrasublattice coupling) cannot
close the gap between these levels.
In the same fashion one can explain the insulating nature of MnO. In this case the
large exchange splitting of roughly 3.8 eV is sufficient to produce a gap between the fully
occupied majority spin eg- and the completely unoccupied minority spin t2g-band. None
of the arguments above is in conflict with the single-particle picture, and, in fact, standard
density functional calculations yield gaps for both NiO and MnO6, 7.
More difficult to describe with single-particle methods are the remaining two systems
FeO and CoO for which the minority spin t2g-band is partially occupied. Focusing on
FeO, a single-particle description requires that for each site in a given sublattice two of the
t2g,↓-states are empty, thus breaking the octahedral symmetry. For both spins the t2g-level
is thus split into a singly occupied state ts2g (e.g. the xy-orbital) and a doubly degenerate
level td2g . The impact of this broken symmetry is most easily seen within the Hartree-Fock
(HF) approximation10. In its most simple-minded version one can consider the 3d states in
a net crystal field vCF produced by the nuclei and all other electrons. The single-particle
energies k,σ of the d-levels are then given by
k,σ =
∫
d3r φ†k,σ(r)
{
−∇2
2m
+ vCF (r)
}
φk,σ(r) (1)
+e2
∑
lτ
Θlτ [(kσ, lτ ||kσ, lτ) − (kσ, lτ ||lτ, kσ)] ,
where φk,σ represents the localized d-orbital of symmetry k and spin σ, Θkσ denotes its
occupation and (ab||cd) is the standard Slater integral,
(k1σ1, k2σ2||k3σ3, k4σ4) =
∫
d3r d3r′
φ†k1,σ1(r)φk3,σ3(r)φ
†
k2,σ2
(r′)φk4,σ4(r
′)
|r − r′|
. (2)
Starting from the atomic d-level, the first line of Eq.(1) leads to the t2g and eg states in the
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crystal field. The differences between the two spin orientations and between occupied and
unoccupied levels result from the second line. On a qualitative level the effect of the second
line can be extracted within the most simple approximation to the relevant Slater integrals:
Let S denote the self-interaction energy of any of the 10 d states, U be the direct interaction
between two spatially distinct states and X be the corresponding exchange integral,
S = (kσ, kτ ||kσ, kτ) (3)
U = (kσ, lτ ||kσ, lτ) (k 6= l) (4)
X = (kσ, lσ||lσ, kσ) (k 6= l) . (5)
This crudest possible approach ignores both the differences between the up- and down-
orbitals and those between t2g and eg states. The second line of Eq.(1) then contributes to
the eigenenergies of the various states as
td
2g,↓, eg,↓ : (S + 5U)−X (6)
ts2g,↓ : (2S + 4U)− S (7)
ts
2g,↑ : (2S + 4U)− (S + 4X) (8)
td2g,↑, eg,↑ : (S + 5U)− (S + 4X) . (9)
If one now takes into account the fact that S, U >> X a gap of the order U − X opens
between the ts
2g,↓ level and the unoccupied states. Due to the strong localization of the
d-states, which leads to a rather large U , this gap survives the broadening of the levels
by the intrasublattice coupling. Thus, assuming that the coupling between the cells leads
to a well-defined spatial pattern of occupied ts
2g,↓-states, this consideration shows that a
single-particle description of FeO and CoO is not impossible.
An equivalent argument can be given in the case of DFT. In order to set the stage for
the subsequent discussion let us first briefly summarize the essentials of DFT at this point.
2 Density Functional Theory
In DFT one uses the unique relation between the ground state of the system and its ground
state density to recast the many-particle problem in the form of an auxiliary single-particle
problem which reproduces the ground state density and energy of the actual many-body
system exactly (but not its ground state)9. All complicated many-body effects are relegated
to the so-called exchange-correlation (xc) energy Exc which, in the spin-dependent version
of DFT (which we will use throughout this paper), is a universal (i.e. system-independent)
functional of the spin-up (n↑) and spin-down (n↓) densities, Exc[n↑, n↓]. The xc-energy is
introduced as the difference between the exact ground state energy Etot of the interacting
system and suitable single-particle components of Etot,
Etot = Ts[n↑, n↓] +
∫
d3r vn(r)n(r) +
∑
α<β
ZαZβe
2
|Rα −Rβ |
+
e2
2
∫
d3r
∫
d3r′
n(r)n(r′)
|r − r′|
+ Exc[n↑, n↓] . (10)
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Here n = n↑ + n↓ is the total density, vn represents the potential of the nuclei at the
positions Rα,
vn(r) = −
∑
α
Zαe
2
|r −Rα|
, (11)
and Ts[n↑, n↓] is the kinetic energy of the auxiliary single-particle system. Ts can be
specified explicitly in terms of the single-particle orbitals φk,σ of the auxiliary problem
which yields the exact spin-densities,
Ts =
−1
2m
∑
k,σ
Θk,σ
∫
d3r φ†k,σ(r)∇
2φk,σ(r) (12)
nσ(r) =
∑
k
Θk,σ|φk,σ(r)|
2 (13)
Θk,σ =
{
1 for k,σ ≤ F,σ
0 for F,σ < k,σ
. (14)
The φk,σ are determined by a minimization of Etot, Eq.(10), which leads to the single-
particle equations of the auxiliary problem, the Kohn-Sham (KS) equations,{
−∇2
2m
+ vn(r) + vH([n]; r) + vxc,σ([n↑, n↓]; r)
}
φk,σ(r) = k,σφk,σ(r) , (15)
with the Hartree (H) and exchange-correlation (xc) potentials
vH (r) = e
2
∫
d3r′
n(r′)
|r − r′|
(16)
vxc,σ(r) =
δExc[n↑, n↓]
δnσ(r)
. (17)
Selfconsistent solution of Eqs.(13-17) with the exact Exc[n↑, n↓] leads to the exact nσ and
Etot of the actually interesting system.
In view of the multiplicative nature of the potential in (15) the existence of a gap in
FeO requires a strong spatial variation of vxc,↓: vxc,↓ must be much more attractive for the
occupied ts
2g,↓-state than for the unoccupied t
d
2g,↓-states. From Eqs.(6)-(9) it is clear that
the driving force for the opening of a gap is the self-interaction correction component in the
exchange energy: While it is present for the ts
2g,↓-state, it is missing for the t
d
2g,↓-orbital.
Thus the local manifestation of the self-interaction correction in vxc,↓ must be responsible
for the spatial structure attracting the ts
2g,↓-state. It is thus no surprise that the most simple
approximation for Exc[n↑, n↓], the local density approximation (LDA), predicts FeO and
CoO to be metallic7, 8 (while the insulating ground states of MnO and NiO are correctly
reproduced): The LDA, which treats the actual inhomogeneous system locally as if it was
a homogeneous electron gas, is well known for its insufficient self-interaction correction
in the atomic and molecular context9.
Unfortunately, the standard extension of the LDA by inclusion of density gradients in
the form of the generalized gradient approximation (GGA) does not really resolve the dif-
ficulties with FeO and CoO. Both the band structures and the magnetic moments obtained
with the most frequently applied GGAs11 are very similar to their LDA counterparts7, 8.
On the other hand, a GGA whose form has been optimized to reproduce atomic exchange
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potentials as accurately as possible12 does predict FeO and CoO to be antiferromagnetic
insulators8. While the size of the gaps found is much too small, this result nevertheless pro-
vides a proof of principle that the mechanism described above can work in practice. More-
over, there is one further indication that the inappropriate handling of the self-interaction
is responsible for the failure of the LDA: An explicitly self-interaction corrected form of
the LDA gives the correct ground states13.
This leads to the question whether an exact treatment of exchange is possible within
DFT? The exact exchange energy functional Ex is defined via the Fock expression, using
the KS-orbitals14, 15,
Ex = −
e2
2
∑
σ
∑
kl
Θk,σΘl,σ
∫
d3r
∫
d3r′
φ†k,σ(r)φl,σ(r)φ
†
l,σ(r
′)φk,σ(r
′)
|r − r′|
. (18)
Eq.(18) represents an implicit density functional as the φk,σ are unique functionals of nσ
(this concept has already been used for Ts). Explicit use of (18) automatically guarantees
the exact elimination of the self-interaction energy and should thus be ideally suited for
the description of Mott insulators. The question which immediately arises in view of the
orbital-dependent expression (18) is how to evaluate the corresponding xc-potential?
3 Optimized Potential Method
In contrast to the case of explicitly density-dependent functionals, for which the required
functional derivative δExc/δnσ can be taken analytically, a more indirect, numerical pro-
cedure must be used for implicit functionals. The crucial equation of this so-called Opti-
mized Potential Method (OPM)16, 17 is most easily derived by transforming the functional
derivative with respect to nσ into a derivative with respect to φk,σ , using the chain rule for
functional differentiation. One ends up with a linear integral equation for vxc,σ,∫
d3r′ χs,σ(r, r
′)vxc,σ(r
′) = Λxc,σ(r) , (19)
whose ingredients are the static response function of the KS auxiliary system,
χs,σ(r, r
′) = −
∑
k
Θk,σφ
†
k,σ(r)Gk,σ(r, r
′)φk,σ(r
′) + c.c. (20)
Gk,σ(r, r
′) =
∑
l6=k
φl,σ(r) φ
†
l,σ(r
′)
l,σ − k,σ
, (21)
and an inhomogeneity which contains the derivative δExc/δφk,σ ,
Λxc,σ(r) = −
∑
k
∫
d3r′ φ†k,σ(r)Gk,σ(r, r
′)
δExc
δφ†k,σ(r
′)
+ c.c. . (22)
Eq.(19) determines vxc,σ only up to some additive constant, as∫
d3r′ χs,σ(r, r
′) = 0 . (23)
The overall normalization of vxc,σ must be fixed by some additional constraint. Eq.(19) has
to be solved selfconsistently together with the KS equations, i.e. its solution for fixed φk,σ
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Atom Etot Etot −EOPMtot
OPM KLI LDA GGA HF
He −2861.7 0.0 138.0 6.5 0.0
Be −14572.4 0.1 349.1 18.2 −0.6
Ne −128545.4 0.6 1054.7 −23.5 −1.7
Mg −199611.6 0.9 1362.8 −0.5 −3.1
Ar −526812.2 1.7 2294.8 41.2 −5.3
Ca −676751.9 2.2 2591.8 25.7 −6.3
Zn −1777834.4 3.7 3924.5 −252.6 −13.8
Kr −2752042.9 3.2 5176.8 −18.4 −12.0
Table 1. Exchange-only ground state energies of neutral atoms with closed sub-shells: OPM results23 versus
KLI, LDA, PW91-GGA11 and HF24 results (all energies in mHartree).
replaces the insertion of nσ into conventional xc-functionals. Eqs.(19)-(23) have been for-
mulated for arbitrary implicit xc-functionals, including a possible correlation component
Ec. However, to date no suitable orbital-dependent approximation for Ec is available, so
that the exact Ex is usually combined with a standard density functional for Ec18–21.
The evaluation of χs,σ is computationally rather demanding, as a large number of ex-
cited states have to be taken into account in the evaluation of the Greens function (21).
Thus an approximate (semi-analytical) solution of Eq.(19) is obviously of interest. Such
a solution can be obtained by use of a closure approximation for Gk,σ , which leads to the
Krieger-Li-Iafrate approximation (KLI)16, 22 to the OPM,
vKLIxc,σ (r) =
1
2nσ(r)
∑
k
{[
φ†k,σ(r)
δExc
δφ†k,σ(r)
+ c.c.
]
+ |φk,σ(r)|
2∆vk,σ
}
(24)
∆vk,σ =
∫
d3r
{
Θk,σ |φk,σ(r)|
2vKLIxc,σ (r)− φ
†
k(r)
δExc
δφ†k,σ(r)
}
+ c.c. . (25)
Eqs.(24),(25) can either be solved iteratively or resolved via a set of linear equations for
the unknown component of the right-hand side,
∫
d3r|φk |
2vxc.
The accuracy of the KLI approximation is most easily demonstrated for atoms. In Table
1 we list the ground state energies obtained with the exact Ex, either on the basis of the full
OPM or with the KLI-approximation, as well as with the LDA and a widely used GGA11
for a number of atoms. In all calculations correlation has been neglected (x-only limit).
For comparison the corresponding HF numbers are also given. Table 1 demonstrates that
x-only OPM and HF energies are very close to each other, reflecting the limited importance
of the nonlocality of the HF exchange potential for the variational freedom (in both cases
the same energy expression is minimized). More important in the present context is the
observation that the KLI-approximation is extremely accurate. The LDA and GGA, on the
other hand, exhibit the well-known deviations from the exact result.
The accuracy of the KLI-approximation can also be examined on a more microscopic
level by analyzing the exchange potential itself. In Fig.3 we plot the exchange poten-
tials obtained by selfconsistent OPM, KLI, LDA and GGA calculations for neon. For
all r the KLI potential is very close to the exact OPM result. Only the very pronounced
shell-structure in the OPM potential is smoothed out (note, however, that this feature is
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Figure 3. Exchange potential of Atoms: KLI approximation versus full OPM solution. Selfconsistent OPM, KLI,
LDA and GGA results for Ne.
completely absent in the LDA and GGA potential). The OPM and KLI potentials are
particularly close in the asymptotic regime, in which they both decay like −1/r. This
behavior reflects the fact that both potentials are self-interaction free (compare25). An
analogous comparison for metallic aluminum is provided by Fig.4. Again the accuracy of
the KLI-approximation is apparent. One can thus reliably replace the solution of Eq.(19)
by the KLI form (24).
4 Application of Exact E g to FeO
In order to study the implications of the exact exchange for the transition metal oxides we
have applied the combination of the exact Ex with the LDA for correlation to the AFII
structure of FeO. In view of the enormous computational demands of an OPM calculation
for this system we have resorted to (a) the KLI approximation and (b) a pseudopotential
approach (analogous to19, 21). The valence space consisted of the iron 3p, 3d and 4s states.
Normconserving pseudopotentials of Troullier-Martins type26 have been used (compare27).
A plane-wave basis with an energy cut-off of 250 Ryd was required for an accurate descrip-
tion of the 3p states. Test calculations with the LDA showed that 3 special k-points were
sufficient for the integration over the Brillouin zone28.
The resulting band structure is shown in Fig.5. As in the case of the LDA, a metallic
ground state is found. On the other hand, many details of the band structure are rather
different from the LDA result (compare7, 8). In particular, the exact Ex reproduces the
separation of the oxygen 2p from the iron 3d bands observed in experiment29. The same
effect has been seen in a calculation with the exact Ex for MnO20.
In view of this somewhat ambiguous result the question arises to what extent the techni-
cal limitations of the calculation might affect the band structure. As we have demonstrated
the accuracy of the KLI-approximation in Section 3 and explicitly verified by LDA cal-
culations that the basis set size and the Brillouin zone sampling are sufficient, only two
aspects appear to be worth a closer examination. On the one hand, there are indications
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Figure 4. Exchange potential of Al along [110]-direction from plane-wave pseudopotential calculation: Exact
OPM exchange potential versus KLI approximation, LDA and PW91-GGA (in all cases the selfconsistent density
obtained with the KLI approximation has been used for the evaluation of vx[n]). Also shown is the corresponding
valence density (44 special k-points, Ecut = 100Ryd for basis, Ecut = 50Ryd for OPM equation).
that the combination of the exact Ex with the LDA for Ec suffers from the overestimation
of correlation energies and potentials by the LDA (in a pure LDA calculation this effect for-
tuitously cancels with the LDA’s underestimation of exchange energies and potentials25).
However, as the discussion of Section 1 identifies the exchange as the component which is
responsible for the opening of the gap, it is unlikely that the failure of the present calcula-
tion is due to the shortcomings of the LDA for Ec.
On the other hand, the exclusion of the 3s electrons from the valence space seems to be
critical: It is well known from LDA pseudopotential calculations for iron that the 3s elec-
trons must be included (at least in the form of nonlinear core corrections — compare30, 31).
This fact is illustrated in Fig.6 where the spin-up eigenvalues of diatomic FeO are shown.
The all-electron values are compared with three pseudopotential results, based on different
valence spaces (the LDA is utilized for this comparison as all-electron OPM results for FeO
are not available). It is obvious that the levels obtained with the 3p3d4s-type valence space
are much less realistic than those found with the more complete valence space including
the 3s electrons (nonlinear core corrections are not used). A detailed study of the ground
and lowest excited states of FeO shows that the excitation energies of this molecule depend
very sensitively on the size of the valence space31. In fact, with the 3p3d4s-type valence
space an incorrect ground state is predicted if nonlinear core corrections are not included
(as in our OPM calculation for solid FeO). On the other hand, the 3s3p3d4s valence space
221
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Figure 5. Band structure of FeO in AFII structure (a = 8.145 Bohr): Plane-wave-pseudopotential calculation
with exact Ex, using (a) the KLI-approximation, (b) the LDA for Ec, (c) Ecut = 250 Ryd, (d) a valence space
including the iron 3p, 3d and 4s states, (e) no nonlinear core corrections.
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Figure 6. Spin-up eigenvalues of diatomic FeO (for R = 3.0 Bohr): Various pseudopotentials (PP) without
nonlinear core corrections in comparison with all-electron (AE) result (σ-levels — solid lines, pi-levels — dashed
lines, δ-levels — dotted lines).
yields the correct ground state. A definitive conclusion concerning the importance of the
exact Ex for the insulating nature of FeO thus requires the inclusion of the 3s states, in
spite of the resulting increased computational demands.
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