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Con la minería de datos es posible extraer patrones ocultos a partir de grandes 
depósitos de datos, en otras palabras, es transformar esos grandes depósitos de 
datos en información. Esos patrones extraídos se utilizan para interpretar los datos 
nuevos o existentes en una información útil para realizar predicciones, optimizar 
procesos, diagnosticar enfermedades, y en otras áreas.  
Con colaboración de la tecnología informática se han implementado técnicas de 
minería de datos como las redes neuronales, clustering, algoritmos genéticos, 
arboles de decisión y las máquinas de vectores soporte, la minería de datos puede 
aplicarse en todas las organizaciones donde se almacene datos, como en negocios, 
hospitales, laboratorios u otros.  
La presente tesis propone determinar el mejor algoritmo de las técnicas de 
clasificación de minería de datos para  predecir el diagnóstico correcto de la 
enfermedad de tuberculosis a partir de la población de pacientes con diagnóstico 
de tuberculosis del programa de control y prevención de tuberculosis del hospital 
de EsSalud Aurelio Díaz Ufano del distrito de San Juan de Lurigancho, se propone 
un muestreo aleatorio simple de 502 pacientes, el diseño de la investigación fue 
pre-experimental, la técnica de recolección de datos fue el fichaje y el instrumento 
fue la ficha de registro los cuales fueron validados por el juicio de expertos; se 
detalla aspectos teóricos del proceso de minería de datos, herramientas y la 
metodología para determinar la mejor técnica de diagnóstico de la tuberculosis, 
siendo la mejor herramienta de minería de datos Weka y  la mejor metodología de 
desarrollo Crisp-DM. 
Finalmente, se demuestra que las técnicas de clasificación de árboles de decisión 
con el algoritmo J48, redes neuronales artificiales con el algoritmo perceptrón 
multicapa y las redes bayesianas con el algoritmo TAN cumplieron con los objetivos 
de la investigación, permitieron una clasificación correcta de datos con una 
precisión muy alta de 0.988 %, 0.998 % y 0.988 % respectivamente, y en un periodo 
de tiempo muy corto, llegando a la conclusión que las herramientas de minería de 
datos pueden mejorar con el diagnóstico de la enfermedad. 
 






With data mining it is possible to extract hidden patterns from large data repositories, 
in other words it is transforming those large data repositories into information. These 
extracted patterns are used to interpret new data or are used in useful information 
to make predictions, optimize processes, diagnose diseases, and in other areas. 
With the collaboration of computer technology, data mining techniques such as 
neural networks, grouping, genetic algorithms, decision trees and supporting 
support machines have been implemented; data mining can be carried out in all the 
organizations where they are stored datasuch as in business, hospitals, laboratories 
or others. 
This thesis proposes to determine the best algorithm of data classification 
techniques to predict the correct diagnosis of tuberculosis disease from the 
population of patients diagnosed with TB tuberculosis control and prevention 
program of the hospital of EsSalud Aurelio Diaz Ufano from the district of San Juan 
de Lurigancho, a simple random sample of 502 patients is proposed, the design of 
the research was pre-experimental, the data collection technique was the signing 
and the instrument was the registration form of which they were validated by expert 
judgment; the theoretical details of the data mining process, tools and methodology 
to determine the best diagnostic technique for tuberculosis, being the best Weka 
data mining tool and the best Crisp-DM development methodology. 
Finally, it is demonstrated that the techniques of classification of decision trees with 
the J48 algorithm, artificial neural networks with the multilayer perceptron algorithm 
and Bayesian networks with the TAN algorithm fulfilled the research objectives, 
allowed a correct classification of data with a very high precision of 0.988%, 0.998% 
and 0.988% respectively, and in a very short period of time, reaching the conclusion 
that the tools of data mining can improve with the diagnosis of the disease. 








1.1 Realidad problemática 
La tuberculosis en los últimos años es considerada como la causa más 
importante de contagio y de muerte en muchos países, en el año 1993 la 
organización mundial de la salud declaró la enfermedad de tuberculosis 
como emergencia mundial, según la organización mundial de la salud se 
estima que entre las 2000 y 2020 si no se promueve medidas de control en 
el mundo cerca de un billón de personas se reinfectará nuevamente, 200 
millones contraerán la enfermedad y 35 millones morirán (Rodríguez y Vega, 
2002, p. 2).  
A pesar del mejoramiento de programas y adelantos en la lucha contra esta 
enfermedad, este problema de salud muestra aún marcadas diferencias 
entre naciones, según Fuentes (2009) la tuberculosis afecta con mayor nivel 
a los continentes más pobres, a los países más pobres o las ciudades donde 
existe más pobreza, la tuberculosis es una enfermedad relacionada con la 
pobreza (p. 371). 
Para la organización mundial de la salud la tuberculosis está presente en 
todas las regiones del mundo y sigue siendo una de las enfermedades 
transmisibles más mortales, en el año 2013 fallecieron por causa de esta 
enfermedad 1.5 millones de personas en el mundo y se infectaron 9 millones 
de personas (Global tuberculosis report, 2014, p.1). Las regiones que 
contrajeron más de la mitad de enfermedades son Asia Suroriental y el 
pacífico occidente con un 56 % del total, le sigue el África con una cuarta 
parte del total, aunque en relación a su población presentó mayores casos 
de infección y mortalidad, les siguen China con un 11 % y la India con el 24 
%(Global tuberculosis report, 2014, p.7).  
Los casos de infección y muerte por la enfermedad de tuberculosis ocurren 
en los varones con un 60 %, pero la cifra de mujeres con esta enfermedad 
también es numerosa, en el año 2013 fallecieron por tuberculosis 510,000 
mujeres y más de un tercio de las fallecidas están asociadas con el VIH-
positivo, el total de niños fallecidos en el mismo año por tuberculosis fue de 
80,000 (Global tuberculosis report, 2014, p.1). 




de la Salud en el año 2012 se reportaron 276,235 casos de infectados por 
tuberculosis en las Américas, el mayor número de casos nuevos de 
tuberculosis correspondieron a América del sur en la región otros en el país 
de Brasil, la incidencia más elevada en las Américas fue en la región del 
Caribe en el país de Haití (70 por 100,000)y las tasas de incidencias más 
bajas fueron en los países de Estados unidos y Canadá (Tuberculosis in the 
Américas Regional Report, 2013, p.3). 
En América del sur región Andina se estimaron 77,000 nuevos casos de 
tuberculosis en el año 2012, Perú es el país con el número más alto de casos 
nuevos con 29, 000 seguido por el país de Colombia con 16,000 casos 
nuevos, el país de Bolivia con 13,000 casos nuevos, el país de Venezuela 
con 9,900 casos nuevos y el país de Ecuador con 9,100 nuevos casos; sin 
embargo en términos de densidad poblacional la tasa más alta se registra en 
el país de Bolivia con 127 por 100,00 habitantes seguido por el país de Perú 
con 95 por 100,00 habitantes, el país de ecuador con 59 por 100,00 
habitantes , los países de Colombia y Ecuador con 33 por 100,00 habitantes 
(Tuberculosis in the Américas Regional Report, 2013, p.6). 
Los diez países con números más elevadas de casos nuevos de tuberculosis 
en el año 2012 fueron Brasil 33%, Perú 10%, México10% y Haití8,0%, 
Colombia 5,8%, Bolivia 4,7%, Estados Unidos 4,0%, Argentina 3,6%, 
Venezuela 3,6%, Ecuador 3,3%, Guatemala 3,3% (Tuberculosis in the 
Américas Regional Report, 2013, p.7). 
Según el ministerio de salud en el año 2012 el Perú se ubicó en el quinto 
lugar en incidencia de tuberculosis en América luego de Haití, Sumirán, 
Bolivia y Guyana, y en primer lugar en América en notificar casos de 
tuberculosis resistente (Plan de Reducción de la Tuberculosis en el Perú, 
2013, p. 1). 
Debido a las altas tasas de incidencias de la enfermedad “la tuberculosis en 
el Perú es un grave problema de salud pública, pese a tener un programa 
nacional de control vigente mantiene elevadas tasas de prevalencia e 
incidencia, sobre todo en Lima y Callao” (Horna-Campos, Martín y Caylá, 




Durante el año 2012 las regiones de salud de nuestro país con una 
considerable tasa de incidencias de tuberculosis fueron Lima, Callao, La 
Libertad, Loreto, Lima provincias, Ica, Arequipa, Junín, Lambayeque; del 
total de casos nuevos de tuberculosis por regiones de salud, indican que la 
incidencia más considerable se ha dado en la Región de Lima y Callao con 
el 54%, donde Lima ciudad 20% y Lima Este con 19% son las poblaciones 
con alto peligro de incidencia de TB, ya que son provincias y distritos con 
gran densidad poblacional (Plan de Reducción de la Tuberculosis en el Perú, 
2013, p. 4). 
En el año 1990 el gobierno peruano asume el compromiso político y 
financiero de brindar la prioridad al problema de salud pública que constituye 
la tuberculosis en nuestro país, generando que el gobierno peruano brinde 
atención gratuita a 476 mil personas que enfermaron de tuberculosis, 
evitando que 5 millones de peruanos sean infectados por esta enfermedad; 
en el año 1994 implemento la estrategia DOTS (Torres, 2002, p.6). 
“En el año 1994 se implementa la estrategia DOTS (Directly Observed 
Treatment Short Course) o Tratamiento Directamente Observado con 
Esquema de Tratamiento Acortado para afrontar este reto, posteriormente 
en el año 2002 se extendió su contenido para ser aplicada en un total de 182 
Figura 1: Proporción de casos nuevos de tuberculosis por regiones de 
salud, Peru-2012 
 




países” (Fernández, 2009, p.97), según Horna-Campos, Martín y Caylá 
(2014) desde el año 2001 el programa de control y prevención de 
tuberculosis de Perú es modelo a imitar dado a que la aplicación del modelo 
se hace de manera vertical desde la organización mundial de la salud (p. 
203). 
Un problema de la estrategia DOTS es la presencia de la tuberculosis 
multidrogo resistente ya que la estrategia DOTS no ha conseguido detenerla, 
las tasas de incidencias de esta complejidad de tuberculosis están 
acrecentándose en nuestro país, el estado para hacer frente a problemática 
en el país, ha implementado la estrategia DOTS plus para suministrar 
retratamientos con fármacos de segunda línea con el apoyo del Fondo 
Global, extendiendo de 45% al 95% el acceso a estos tratamientos (Hospital 
Cayetano, 2008, p.6).  
En el presente se está mejorado el programa nacional de control y 
prevención de tuberculosis del Ministerio de Salud con sugerencias técnicas 
de la organización panamericana de salud y organización mundial de la 
salud, no obstante, se lamenta que esta enfermedad continúa siendo una 
carga global. 
En nuestro país durante el año 2012 La tasa de morbilidad fue de 105.2 x 
100 mil habitantes, de ellos solo 17,653 personas han sido consideradas 
enfermas con tuberculosis pulmonar frotis (TB-FP), esto se traduce en 58.6 
x 100 mil habitantes como tasa de incidencia de tuberculosis pulmonar frotis 
positivo. 
“Según la estadística del ministerio de salud, durante el año 2013 se 
registraron 31 mil casos de tuberculosis en la forma sensible, 1260 casos de 
tuberculosis multidrogo resistente y apenas 66 casos de tuberculosis 
extremadamente drogorresistente” (Sausa, 2014, párr.5).  
En lima la mayor cantidad de casos de tuberculosis se concentra en los 
distritos de San Juan de Lurigancho, le siguen en la estadística El Agustino, 
Santa Anita, Ate Vitarte y el Rimac, en el año 2012 la mayor cantidad de 
fallecidos por tuberculosis sucedió en el distrito de San Juan de Lurigancho 




Según la red de San Juan de Lurigancho, en el distrito de San Juan de 
Lurigancho para el año 2013 se proyectó una incidencia de tuberculosis frotis 
positivo de 112 por 100000 habitantes, 91 casos de tuberculosis multidrogo 
resistente y 6 casos de tuberculosis extremadamente resistente (Análisis de 
la situación de salud hospitalaria -2014 hospital de San Juan de Lurigancho, 
2014, p.74). 
Las atenciones médicas del programa de control y prevención de 
tuberculosis de todos los hospitales están soportando un incremento en el 
número de casos, se observó durante esta investigación la ausencia de 
sistemas informáticos en éstos servicios que colaboren en el momento de 
evaluar el diagnóstico del paciente y para llevar un seguimiento de control a 
los pacientes, en un futuro lo ideal sería que los profesionales en medicina 
puedan contar con verdaderos sistemas de apoyo en la toma de decisión.  
 
1.2 Trabajos Previos 
Antecedentes Internacionales 
Tamer UÇAR(2009) de la Universidad T.C. BAHÇESEHİR ÜNİVERSİTESİ – 
İSTANBUL, a través de su tesis “Predicting the existence of mycobacterium 
tuberculosis on patients by data mining approach”, el objetivo principal de 
Figura 2: Tasa de mortalidad por 100000 habitantes por tuberculosis por 
distrito DISA IV LE, 2006- 2012 
 
Fuente: Análisis situacional de salud 2013 dirección de salud IV Lima 






esta investigación se centra en el uso de las técnicas de clasificación con 
datos de pacientes con tuberculosis para realizar un correcto diagnóstico del 
mycobacterium tuberculosis, Tamer UÇAR se valió de un conjunto de datos 
con información de 503 pacientes que se examinaban en una clínica de 
Estambul, cada registro consta de 30 variables: genero, grupo de edad, peso, 
adicción al tabaco, adicción al alcohol, vacuna bcg, malestar, cansancio, 
artralgia, agotamiento laboral, pérdida de apetito, pérdida de peso, sudor por 
la noche, dolor de pecho, dolor de espalda, tos, hemoptitis, fiebre, 
sedimentación, PPD, eritrocitos, hematocritos, hemoglobina, leucocitos, 
numero de tipos de leucocitos, lesión pulmonar específica, tejido calcificado, 
cavidad, infiltración neumónica y derrame pleural. Antes de la aplicación de 
un algoritmo de clasificación con la herramienta WEKA, se eliminaron las 
variables que se clasificaron con menos de 10 % usando el algoritmo de 
selector de atributos InfoGainAttributeEvalwithRanker,  éstos no estaban 
teniendo mucha importancia en el conjunto de datos, en total quedaron 
seleccionados 10 variables: Vacuna BCG 0.09271, Artralgia 0.04021, Dolor 
de pecho 0.03608, Adicción al tabaco 0.03187, Genero 0.03029, Malestar 
0.02764, Tos 0.02534, Dolor de espalda 0.01626, Adicción al alcohol 
0.01276, Derrame pleural 0.00459. 
Los resultados obtenidos de los diferentes modelos de clasificación 
aplicando redes bayesianas, perceptrón multicapa, Jrip, RSES y ANFIS; el 
modelo ANFIS se mostró como el más preciso con 0.80 % y fiable con solo 
un RMSE de 0.17 %, lo que es un resultado muy aceptable. 
La investigación de esta tesis contribuyó a encontrar y conocer la 
herramienta de minería de datos Weka, para analizar los atributos o variables 
a considerar con el selector de atributos y a realizar modelos con técnicas de 
clasificación para el desarrollo de nuestra investigación. 
Asha T, Natarajan S. y Murthy K. (2012), en su trabajo de investigación 
“Datamining techniques in the diagnosis of tuberculosis”, el objetivo principal 
de esta investigación se centró en el diagnóstico de la tuberculosis con el 




investigación consideraron datos médicos de 700 registros de pacientes de 
tuberculosis obtenidos de un hospital de la India.  
Cada registro contiene información relevante de cada paciente, con el apoyo 
de los médicos expertos se analizaron y consideraron 12 atributos: edad, tos 
crónica, pérdida de peso, fiebre intermitente, sudoración nocturna, tos con 
sangre, dolor de pecho, VIH, hallazgos radiográficos, esputo, sibilancias, tipo 
de tuberculosis; el ultimo atributo es considerado como atributo clase. 
Para generar las reglas de asociación de tuberculosis aplicaron la técnica 
ARM, ésta técnica puede ser integrada dentro de la tarea de clasificación 
para así generar un único sistema llamado Clasificación Asociativa (AC), los 
autores consideran que ARM utilizado en el ámbito medico tiene un gran 
potencial para mejorar la predicción de enfermedades (análisis predictivos). 
Consideraron 3 importantes algoritmos de clasificación asociativa como CBA 
(Clasificación basada en asociación), CMAR (Asociación Múltiple 
Reglamento) y CPAR (clasificación basada en reglas de asociación 
predictiva), la clasificación asociativa consta de tres fases principales que 
son: la generación de la regla, regla de poda y clasificación. 
La precisión de los clasificadores asociativos predictivos fue: 
 CBA genero alrededor de 81 normas, una vez que se poda tenemos 
sólo dos reglas con una precisión de 81,14%. 
 CMAR genera aproximadamente 1091 normas, después de poda está 
a solo 38 reglas con una precisión de 99,1428%. 
 CPAR después de la poda puede producir sólo 4 reglas con una 
precisión de 99.14%, es mejor en la generación de reglas en 
comparación con los demás. 
La investigación de este trabajo fue de mucha importancia dado que permitió 
tener una visión en cuanto a cómo trabaja la minería de datos con algoritmo 
de clasificación y de asociación para el diagnóstico de la enfermedad de 
tuberculosis y como algunas técnicas pueden integrarse y generar resultados 
de precisión muy altos, también los autores mencionaron a KDD como 




K.R.Lakshmi, M.Veera Krishna y S.PremKumar (2013), en su trabajo de 
investigación “Utilization of data mining techniques for prediction and 
diagnosis of tuberculosis disease survivability”, el objetivo principal de esta 
investigación  fue en determinar que modelos proporciona mayor porcentaje 
de predicciones correctas para el diagnóstico de la enfermedad de 
tuberculosis, para el desarrollo de esta investigación se consideró un 
conjunto de datos médicos de 700 registros de los pacientes que sufren de 
tuberculosis obtenidos del hospital de Osmania en Hyderabad, Andhra 
Pradesh, INDIA. 
Se consideraron un total de 12 atributos con el apoyo de los médicos 
expertos para el desarrollo de la investigación: edad, tos crónica, pérdida de 
peso, fiebre intermitente, sudoración nocturna, hemoptisis, dolor de tórax, 
VIH, hallazgos radiográficos, esputo, sibilancias, tipo de TB; con el fin de 
validar los resultados de la predicción de la comparación de las diez técnicas 
de minería de datos más populares utilizaron la validación cruzada de 10 
iteraciones (10-fold cross-validation). 
El rendimiento del clasificador elegido es validado sobre la base de la tasa 
de error y tiempo de cálculo, la precisión de la clasificación se prevé en 
términos de sensibilidad y especificidad. El tiempo de cálculo se observa 
para cada clasificador, la matriz de clasificación muestra la frecuencia de 
predicciones correctas e incorrectas, se comparan los valores reales en el 
conjunto de datos de prueba con los valores previsto en el modelo entrenado. 
En esta investigación los datos de prueba contenían 458 pacientes con la 
enfermedad de tuberculosis y 242 pacientes sin la enfermedad de 
tuberculosis, para la clasificación, este proyecto construye una matriz de 
confusión para predicciones correctas a partir de la matriz de confusión, se 
ha calculado la sensibilidad, especificidad, precisión de la frecuencia y la tasa 
de error. 
Consideraron la herramienta de Tanagra como plataforma de software para 
ésta investigación, PLS-DA fue el mejor entre las diez técnicas consideradas 
para esta investigación, el tiempo en calcular es de 852 milisegundos, es el 
más bajo; la tasa de error de validación es 0,2254; la prueba de precisión de 




Esta investigación es de gran aporte al proyecto porque brindó en forma clara 
la forma de medir el rendimiento de los algoritmos de clasificación lo cual es 
muy valioso en el desarrollo de nuestro trabajo. 
ASIA NESDREDIN (2012) en su trabajo de investigación “Mining patients’ 
data for effective tuberculosis diagnosis: the case of menelik II hospital” para 
su grado  de maestría en ciencias de la información de la universidad  Addis 
Ababa de Ethiopia, el objetivo principal de esta investigación fue diseñar un 
modelo utilizando técnicas de agrupamiento y clasificación de minerías de 
datos para el diagnóstico eficaz de la tuberculosis, el investigador consideró 
7069 pacientes del hospital público Menelik II de Ethiopia y 26 variables en 
cada registro, el investigador según criterio propio seleccionó 13 atributos; 
los atributos seleccionados fueron evaluados en un algoritmo Ranker de la 
herramienta Weka para medir su valoración o grado de importancia, se 
obtuvieron los siguientes resultados: Dolor de cabeza 0.12863861, Fiebre 
0.06981118, Tos 0.05742172, Año 0.01159513, Sudores nocturnos 
0.00806487, Pérdida de peso 0.00098714, Peso 0.00039984, Resultado del 
examen VIH 0.00026696, Examen de Esputo 0.00024894, Sexo 
0.00014473, Edad 0.0012574, Dolor de pecho 0.00006743, Examen 
realizado de VIH 0.00000483. 
Los resultados obtenidos de los distintos experimentos se pueden visualizar 
en la tabla n°1 donde observamos que la técnica de árboles de decisión J48 
es ligeramente superior que la técnica de Bayes Naive con una clasificación 
correcta de 85.93% y 83.21% respectivamente. 
La investigación de este trabajo contribuyó en conocer con más detalles la 
herramienta de minería de datos Weka, los distintos algoritmos Ranker para 
analizar y valorar la consideración de las variables que intervienes en eL 
proyecto y a elaborar modelos con técnicas de clasificación de árboles de 








Nagabhushanam D., Naresh N, Raghunath A., PraveenKumar K. (2013) en 
su trabajo de investigación “Prediction of tuberculosis using datamining 
techniques on indian patient´s data” el objetivo de este trabajo de 
investigación es desarrollar un modelo muy preciso para el diagnóstico de la 
tuberculosis aplicando minería de datos para tomar la decisión si es prudente 
iniciar el tratamiento contra la tuberculosis en pacientes con síntomas de la 
enfermedad sin esperar los resultados de pruebas de laboratorio, los 
modelos implementados fueron generados con algoritmos ANFIS, 
Perceptrón multicapa y Part. 
Para la investigación consideraron 667 registros de diferentes pacientes de 
una clínica particular, cada paciente cuenta con 30 variables de entradas, 
esta lista se basa en variables estándar según la Organización Mundial de 
Salud:  genero, grupo de edad, peso, adicción al tabaco, adicción al alcohol, 


















I Árbol de 
decisión 
j48 
49 84 85.39 % 14.61 % 
II Árbol de 
decisión 
j48 
49 84 85.14 % 14.86 % 
III Árbol de 
decisión 
j48 
29 50 85.93 % 14.06 % 
IV Árbol de 
decisión 
j48 
350 593 84.39 % 16.61 % 
I Naive 
Bayes 
- - 83.21 % 16.78 % 
II Naive 
Bayes 
- - 82.30 % 17.70 % 















vacuna bcg, malestar, cansancio, artralgia, agotamiento laboral, pérdida de 
apetito, pérdida de peso, sudor por la noche, dolor de pecho, dolor de 
espalda, tos, hemoptitis, fiebre, sedimentación, PPD, eritrocitos, 
hematocritos, hemoglobina, leucocitos, numero de tipos de leucocitos, lesión 
pulmonar específica, tejido calcificado, cavidad, infiltración neumónica y 
derrame pleural; estas variables se organizaron en 3 grupos: 
descubrimientos clínicos, exámenes de laboratorio y exámenes radiológicos. 
La herramienta de minería de datos seleccionada para el desarrollo de esta 
investigación es Weka, antes de generar los modelos se aplicó un filtro 
basado en algoritmos Ranker de ganancia de información de la herramienta 
Weka, las variables con clasificación menor al 10 % fueron eliminados. 
Al comparar la sensibilidad, la exactitud y clasificación correctas de los tres 
modelos, ANFIS tiene los mejores resultados  
Esta investigación es de gran aporte porque ofreció en forma clara la 
estructura para seleccionar las variables de nuestra investigación, como 
medir el rendimiento de los algoritmos e inclinarnos al uso de la herramienta 
de minería de datos Weka. 
1.3 Teoría relacionada sobre el tema 
Tuberculosis Pulmonar 
Al definir la tuberculosis pulmonar tenemos que mencionar a la historia del 
origen del agente causal en el momento en que Koch descubrió en 1882 el 
bacilo causante de la tuberculosis, “la tuberculosis es una enfermedad 
Tabla 2: Resultado de las pruebas de los modelos del trabajo de 
Nagabhushanam D, Naresh N, Raghunath A, PraveenKumar. 
MethodName Sensitivity Specificity Precisión Correctness 
ANFIS 0.95 0.97 0.89 0.97 
Multilayer 
Perceptron 
0.89 0.97 0.90 0.89 
PART 0.85 0.96 0.87 0.85 











infecciosa crónica causada por micobacterias del complejo de la 
tuberculosis sobre todo mycobacterium tuberculosis” (Torres, 2002, p.24). 
La tuberculosis pulmonar compromete solo los alveolos pulmonares, es la 
dolencia del conducto respiratorio por la mycobacterium tuberculosis, la 
tuberculosis pulmonar es la afección más común y principal y, a objetos 
epidemiológicos, la única con capacidad de contagiar a diferentes personas. 
“El reservorio de la tuberculosis es el hombre enfermo, cuando la 
tuberculosis se localiza en el pulmón, los individuos enfermos podrán 
diseminar el bacilo, ya que, al toser, hablar o expectorar eliminaran pequeñas 
gotitas de saliva que contiene bacilos, que podrán ser aspirados por 
individuos susceptibles” (Guía para la salud, 2009, p.6).  
Según Fauci et al. (2008, p.1453) la tuberculosis extrapulmonar es más 
frecuente hoy en día que tiempos atrás, prácticamente todos los órganos y 
aparatos del cuerpo humano pueden ser afectados, se localiza con mayor 
frecuencia en órganos como son los ganglios linfáticos, pleura, aparato 
genitourinario, huesos y articulaciones, meninges, peritoneo y pericardio. 
Aktogu y col (como se citó en Domínguez del Valle et al., 2007, p.35), 
“publicaron una serie de 5,480 casos de tuberculosis, tanto pulmonar como 
extrapulmonar, siendo los síntomas más habituales los referidos a 
continuación”: Tos 90%, Expectoración 65 %, Pérdida de apetito 64 %, 
Sudoración nocturna 62 %, Dolor torácico 37 %, Hemoptitis 24 %, Disnea 
24%. 
Según Bonilla (2008, p. 163) aclara que contrario a las suposiciones en 
relación a la tuberculosis “es que es una enfermedad curable y prevenible 
posiblemente al 100%, sin embargo, se ha convertido en la infección 
transmisible más importante en los seres humanos”. 
Las micobacterias están relacionadas a la familia Mycobacteriaceae y al 
orden Actinomycetales, de las especies patógenas que conforman parte del 
complejo de M. tuberculosis, el agente más importante y común de afección 
en los seres humanos es M. Tuberculosis (Fauci et al., 2008, p.1448). 
La Mycobacterium tuberculosis se contagia por lo general desde un paciente 
con tuberculosis pulmonar contagiosa a diferentes personas por medio de 




en un aerosol, estas gotas microscópicas se secan rápido sin embargo las 
diminutas pueden mantenerse suspendidas en el aire por horas y llegar a las 
vías respiratorias terminales al ser inhaladas. Las otras vías de contagio del 
bacilo tuberculoso, como en la piel, la placenta, etc. son raros y no tienen 
significación epidemiológica (Fauci et al., 2008, p.1449). 
A diferencia de lo que sucede con el riesgo de adquirir la infección por M. 
tuberculosis, el peligro de enfermar luego de infectarse depende antes que 
nada de factores internos, como la predisposición innata a la enfermedad y 
la capacidad eficaz de la inmunidad celular. La enfermedad clínica que se 
manifiesta poco después de la infección se cataloga como tuberculosis 
primaria, y no se vincula con una alta contagiosidad, es frecuente que los 
individuos infectados desarrollen la tuberculosis después de contraer la 
infección al final del primer o segundo año, en todo caso el bacilo inactivo 
puede permanecer por varios años antes de reactivarse y generar 
tuberculosis secundaria que, a motivo de la formación repetida de cavidades, 
es mucho más contagioso que la tuberculosis primaria, en términos 
generales, se deduce que hasta el 10% de las personas infectadas 
definitivamente desarrollarán tuberculosis activa en algún momento de su 
vida (Fauci et al., 2008, p.1449). 
Según el Plan de control de infecciones en tuberculosis, la mayor incidencia 
de infección de la tuberculosis “es por el contacto próximo con los pacientes 
bacteriológicamente positivo. El factor de riesgo fundamental es el 
hacinamiento, y se añaden otros agentes de riesgos como la pobreza 
(escasez de recursos), los estilos de vida (el alcoholismo, drogadicción, 
precariedad, promiscuidad) y una nutrición deficiente” (Hospital Cayetano, 
2008, p.6). 
Para Cáceres y Vargas (2008, p.95) diagnosticar la tuberculosis pulmonar es 
una responsabilidad compartida, en primer lugar, el paciente quien debe 
asistir oportunamente a consulta médica, en segundo lugar, el médico quien 
debe pre diagnosticar la enfermedad, ordenar las pruebas necesarias, hacer 
conocer al paciente sobre los pasos a seguir para confirmar el diagnóstico y 




En un estudio llevado a cabo en la unidad de enfermedades del tórax en 
Barcelona, sobre el retraso del diagnóstico de la tuberculosis pulmonar 
sintomática, Altet et al. (2013, p.146) concluyeron que dentro del aumento en  
la demora para el diagnóstico de la TB pulmonar las personas contagiadas 
son responsables del 50%. En el sistema hospitalario el 18,5% de las 
personas contagiadas sufrió una demora de 60 días para el diagnóstico, 
siendo los médicos responsables del 75% de la demora aplicable al sistema. 
Para Del Carmen (2012, párr. 2-3) muchas veces la tuberculosis no es 
diagnosticada a tiempo por temor a encarar el riesgo, el programa contra la 
tuberculosis es de acceso gratuito a todos, la persona que tenga el mal al 
seguir el tratamiento dejara de contagiar, es por eso la importancia de un 
diagnostico inmediato. 
En la actualidad en nuestro país se ejecutan planes operativos y estrategias 
sanitarias que son apropiadas para tratar de reducir las incidencias de esta 
enfermedad altamente contagiosa, no obstante, nos tropezamos con el otro 
lado de la realidad que vive la persona infectada con tuberculosis como es la 
falta de diagnóstico y por consiguiente falta de atención oportuna en el 
tratamiento antituberculoso.  
Minería de Datos 
Hernández, Ramírez y Ferri (2004, p.14) la minería de datos se encuentra 
relaciona a diversas disciplinas, estas colaboran a la minería de datos el cual 
es desarrollado de manera conjunta o como apoyo de otras tales como: 
tecnología de base de datos, sistemas para la toma de decisiones, 
estadística, inteligencia artificial, aprendizaje automático, visualización de 
datos reconocimiento de patrones, redes neuronales, entre otras. 
La minería de datos es considerada como un análisis de naturaleza de varias 
disciplinas, cuyo propósito es la identificación y extracción de conocimientos 
de elevado valor a partir de los datos, estos datos pueden ser de grande o 
pequeño volumen, comprender atributos descriptivos, estructuras no muy 
claras, datos desconocidos, erróneos y con ruido. 
“La minería de datos es el proceso de detectar la información procesable de 




patrones y tendencias que existen en los datos. Normalmente, estos 
patrones no se pueden detectar mediante la exploración tradicional de los 
datos porque las relaciones son demasiado complejas o porque hay 
demasiados datos” (Microsoft, 2012, párr.1).  
La minería de datos es una etapa del proceso de extracción de conocimiento 
de un conjunto de datos, este proceso se compone de distintas fases: su 
exploración y auditoria, minería de datos (desarrollo de modelos y análisis 
de datos), evaluación, difusión y utilización de modelos. 
Según Aznielles Wong y Rosete (2008, p.4) la minería de datos se está 
aplicando en la medicina para las siguientes actividades: 
 Reconocimiento de terapias médicas para distintas enfermedades. 
 Asociación de síntomas y clasificación diferencial de patologías. 
 Estudios de factores de riesgos/salud en distintas patologías. 
 Segmentación de pacientes para una atención más inteligente según 
su grupo. 
 Estudios epidemiológicos, análisis de rendimientos de campañas de 
información, prevención, sustitución de fármacos, diagnostico, etc. 
Para Riquelme, Ruiz y Gilbert (2006, p. 15) la minería de datos se aplica a 
toda actividad humana que genere datos: 
Comercio y Banca: segmentación de clientes, prevención de 
ventas, análisis de riesgo. 
Seguridad y detección de fraude: reconocimiento facial, 
identificaciones biométricas, acceso a redes no permitidas 
Recuperación de información no numérica: minería de texto, 
minería web, identificación y búsqueda de información de 
bases de datos multimedia. 
Astronomía: ubicación de planetas, galaxias y estrellas. 
Geología, actividades extractoras: ubicación de áreas de uso 
de distintos cultivos o de pesca o de explotación minera en base 
de datos de imágenes satelitales. 
Ciencias ambientales: mejorar la observación, gestión y control 





Ciencias sociales: estudio de flujos de la opinión pública, 
planificación de ciudades como identificar barrios con conflicto 
en función de sus valores sociodemográficos. 
Fases de la minería de Datos 
Según Pérez y Santín (2007, p. 4-5) el proceso de extracción de 
conocimiento presenta la siguiente secuencia de fases: 
Extracción de conocimiento, comienza con el recojo de datos e 
integrarlos de las diversas fuentes para obtener información 
(selección de datos), esta selección va permitir que la fase 
siguiente tengan las condiciones de dividir el conocimiento 
valido y útil desde la información original. 
La exploración, la limpieza y la transformación de datos, en esta 
fase se realiza la eliminación de datos sin consistencia, 
erróneos o irrelevantes, con la exploración encontramos datos 
anómalos usando técnicas de análisis de datos exploratorios, 
en la transformación tratamos estos datos anómalos con 
técnicas avanzadas de reducción o aumento de la dimensión. 
La minería de datos, según el tipo de conocimiento que se 
desea extraer va a determinar la técnica de minería de datos a 
utilizar, estas técnicas permiten generar modelos predictivos y 
descriptivos (Véase Figura 8: Clasificación de las técnicas de 
minería de datos). 
La evaluación, que es donde los modelos anteriores se 
seleccionan y validan, los resultados son consultados para 
tomar acciones oportunas y tomar acciones en caso de ser 
válidos y útiles, el despliegue del modelo puede ser común y 
otras veces puede requerir un proceso de implementación e 
interpretación. 
La difusión y el uso del conocimiento, como resultado a través 
de los modelos respectivos, éstos modelos pueden tener 
diferentes usuarios y necesita ser distribuido en la organización 












Técnicas de minería de datos 
Para Pérez y Santín (2007, p.8) la minería de datos se clasifica en técnicas 
y están relacionadas con el tipo de variables, las técnicas predictivas pueden 
clasificarse en un inicio con variables dependientes e independientes; las 
técnicas descriptivas tienen en un inicio sus variables un mismo estatus y 
técnicas auxiliares. 
Técnicas predictivas 
Se apoyan en un conocimiento teórico previo para poder establecer el 
modelo para los datos, el supuesto modelo para los datos debe verificarse 
después del proceso de minería de datos antes de aceptarlo como valido 
(Pérez y Santín, 2007, p.8). Estas técnicas van a intentar predecir el valor 
que tendrá en un futuro uno o más valores en función de los datos que se 
disponen hasta el momento (Romeu, 2010, p.36). 
Entre las técnicas predictivas podemos incluir todos los tipos de regresión, 
análisis de varianza y covarianza, series temporales, análisis discriminantes, 
arboles de decisión, redes neuronales, algoritmos genéticos y técnicas 
bayesianas.  
 
Figura 3: Etapas de la minería de datos 





Las variables no se les designa ningún papel predeterminado porque no 
existe un modelo de datos previo ni tampoco las variables dependientes e 
independientes, en esta técnica los modelos se van originando en forma 
automática partiendo desde el reconocimiento de patrones, aquí se incluyen 
los  grupo delas técnicas de clustering y segmentación, las técnicas de 
asociación y dependencia, las técnicas de análisis exploratorio de datos y las 
técnicas de reducción de la dimensión y de escalamiento multidimensional, 
estas dos primeras técnicas se enfocan al descubrimiento de conocimiento  
centrado en los datos (Pérez y Santín, 2007, p. 8-9). 
Se efectúa un trabajo de análisis acerca de los datos que se disponen, 
intentando describirlos y obtener información de ellos, mediante técnicas 
estadísticas normales sería complicado (Romeu, 2010, p.37). 
Técnicas auxiliares  
“son aplicaciones de apoyo más superficiales y limitadas, estas técnicas son 
nuevos métodos apoyados en técnicas estadísticas descriptivas, consultas e 
informes y enfocados en general hacia la verificación” (Pérez y Santín, 2007, 
p. 9). 
Técnicas de clasificación  
Podemos encontrarlas en el grupo de técnicas predictivas como los arboles 
de decisión, discrimínate y redes neuronales, y también en el grupo de las 
técnicas descriptivas como clustering y segmentación; las técnicas de 
clasificación predictivas también son conocidas como técnica de clasificación 
ad hoc ya que se clasifican individuos u observaciones en el interior de 
grupos anteriormente definidos. Las técnicas de clasificación descriptivas 
son conocidas como técnicas de clasificación post hoc porque realiza 
clasificación sin diferenciación previa de los grupos de datos (Pérez y Santín, 
2007, p.9). 
El propósito de las técnicas de clasificación es construir modelos que 
permitan clasificar cualquier nuevo dato, son capaces de extraer perfiles de 
comportamiento o clases con los arboles de decisión, las redes neuronales, 




Para el desarrollo de nuestra investigación se eligió tres técnicas de 
clasificación predictivas: los algoritmos de árboles de decisión, redes 
neuronales y redes bayesianas, basándonos en la relación existente entre 
las tareas y técnicas de minería de datos de Hernández J. et al.  (2010, p.148) 
y el diagrama con la clasificación de las técnicas de minería de datos de 
Pérez y Santín, (2007, p. 09), también se consideró las técnicas de 
clasificación basándonos en los antecedentes citados en esta investigación: 
Tamer Uçar, K.R. Lakshmi, M. Veera Krishna, S. PremKumar, Asia 
Nesdredin y Nagabhushanam D, Naresh N, Raghunath A, PraveenKumar K; 
ellos se basaron en técnicas de clasificación teniendo como resultados 
modelos de alta aceptación. 
Para Molina y García (2012, p. 120) “La clasificación es el proceso de dividir 
un conjunto de datos en grupos mutuamente excluyentes, de tal forma que 
cada miembro de un grupo esté lo más cerca posible de otros y los grupos 
diferentes estén lo más lejos posible de otros, en donde la distancia se va a 
medir con respecto a las variables especificadas que se pretende predecir”. 
Algoritmos de Árbol de decisión 
Un árbol de decisión es una forma gráfica y analítica que por medio de 
distintos caminos posibles van a efectuar la clasificación de los datos, los 
caminos posibles representan las ramificaciones del árbol, estas 
ramificaciones forman nodos u hojas, cada una de los nodos del árbol 
representa los diferentes atributos presentes en los datos. 
Los arboles de decisión son sencillas de usar, permiten atributos discretos y 
continuos, manejan sin problemas los atributos no significativos como los 
valores incompletos o faltantes y el ruido. Estos son muy eficientes y 
consiguen resultados bastante buenos para clasificación, sin embargo, la 
ventaja más importante de este método es la inteligibilidad, los modelos 
elaborados por los arboles de decisión van hacer posible expresarlos como 
un conjunto de reglas (Hernández J. et al., 2004, p.162). 
La gran cantidad de los algoritmos de construcción de árboles de decisión se 
va fundamentar en la estrategia de Ascenso a la Colina (Hill Climbing), esta 




mínimos de una función por medio de una búsqueda local. Al iniciar estos 
algoritmos son un árbol vacío, posteriormente se va particionado en 
conjuntos de ejemplos seleccionando encada caso aquel mejor atributo que 
discrimina entre las clases, hasta terminar de completar el árbol. 
Para conocer el mejor atributo se utiliza una función heurística, la opción que 
realicemos va ser irrevocable, por esta razón debemos tener la certeza que 
esta sea la más cercana a la óptima. La principal ventaja de usar este tipo 
de estrategias es que el costo computacional es bastante reducido (Moreno, 
2009, p.29). 
Para el desarrollo de los algoritmos de partición de árboles de decisión se 
van a fundamentar en el método divide y vencerás, para esto encada nodo 
se va preguntando a cada atributo y depende el valor del atributo, se va 
particionando en el eje espacial que representa, de modo que va generando 
zonas en el espacio central (Romeu, 2010, p.47). 
El árbol se elabora con los siguientes componentes: 
 Nodo raíz: es el punto más elevado, como único nodo es el punto 
de entrada del árbol, se le designa todos los datos de 
entrenamiento. 
 Nodo de Decisión: estos nodos siempre proceden como 
enrutadores para determinar que rama debemos tomar, durante el 
tiempo que recorre el árbol. 
 Nodo hoja: estos son los nodos que no van a cumplir ningún nodo 
con éxitos, aquí finaliza el algoritmo para ese nodo. 
Según Pérez C. (como se citó en Berlanga, Rubio y Vilà, 2013, p.67) los 
arboles de decisión tiene las siguientes ventajas: 
 Facilita la interpretación de la decisión adoptada. 
 Facilita la comprensión del conocimiento utilizado en la toma de 
decisiones. 
 Explica el comportamiento respecto a una determinada decisión. 
 Reduce el número de variables independientes. 
Los arboles de decisión apoyan a los especialistas en salud a la toma de 




tratamiento de los enfermos en forma más acertada y reduciendo el tiempo 
de espera. 
De los diversos algoritmos de árboles de decisión, los más reconocidos en 
el mundo de la minería de datos son el IDE3 (induction of decisión trees), el 
C4.5 ambos desarrollados por J.R. Quinlan y CART (Classification and 
regression Trees) desarrollado por Breiman, Freidman, Olshen y Stone en 
1984. 
Algoritmo CART elabora particiones binarias con una habilidad de poda 
fundamentada en un criterio de coste-complejidad, según Romeu (2010, 
p.36), las particiones binarias son el resultado de evaluar una condición que 
tiene dos únicas respuestas: 
Si Zl es un atributo categórico con valores {Z₁, Z₂, Z₃… Zn}, se pregunta si 
Zl está entre un subconjunto de los valores categóricos, siendo la respuesta 
sí o no. 
Si Zl es un atributo continuo, Q incluye preguntas del tipo: ¿Zl <= v?, siendo 
v un valor real cualquiera. Para reducir, CART captura v como el punto medio 
entre dos valores consecutivos de Zl. 
Cada interrogante va provocar una partición con una medición de impureza 
asociada, método de Gini. 
Algoritmo IDE3 planteado en el año 1986 por Quinlan, es un algoritmo 
simple, pero a la vez robusto, poderoso que va permitir diseñar un árbol de 
decisión con atributos discretos y continuos, tiene la capacidad de trabajar 
con ruido en los datos y también es capaz de adquirir conocimientos de una 
disyunción de expresiones, para construir el árbol, el algoritmo aplica el 
análisis de la entropía como función de impurezas. 
La entropía es la incertidumbre o aleatoriedad que existe en un sistema, en 
otras palabras, ante una determinada situación la probabilidad que suceda 
cada uno de los probables resultados (Romeu, 2010, p.51). 
Algoritmo C4.5 creado por Quinlan como extensión del IDE3, en este 
algoritmo se detectaron algunos inconvenientes al presentar problemas de 
no clasificar los atributos numéricos de forma adecuada, y la tendencia de 




El algoritmo C4.5 genera un árbol de decisiones a partir de los datos por 
medio de particiones recursivamente. El algoritmo va a considerar todas las 
pruebas posibles que pueden dividir el conjunto de datos y elegir la prueba 
que resulta con la máxima ganancia de información (Romeu, 2010, p.52). 
Redes Neuronales Artificiales 
Se fundamentan en la semejanza al funcionamiento de las neuronas 
humanas, las redes neuronales imitan las cualidades observadas en los 
sistemas neuronales biológicos y se caracterizan por su generalización y su 
robustez (Romeu, 2010, p.57). 
Para Krose y van der Smagt (como se citó en Fischer, 2012, p. 25) “Una red 
neuronal es un modelo computacional con un grupo de características 
específicas, como son la habilidad de adaptarse o aprender, generalizar u 
organizar la información, todo ello fundamentado en un procesamiento 
eminentemente paralelo”. 
Un modelo de red neuronal artificial es elaborado y programado a través de 
un algoritmo, en estas redes se juntan cada posible estado de un conjunto o 
atributo de datos de entrada con cada probable estado del atributo de 
predicción y emplea los datos de entrenamiento para estimar las diferentes 
probabilidades, la meta es lograr que la red adquiera conocimientos 
automáticamente de las propiedades del sistema para predecir resultados 
respaldándose en el conjunto o atributos de entrada.  
“La forma como dos neuronas interactúan es modelado por la función de red 
(función de activación). La neurona recoge las señales por su sinapsis 
(entradas) sumando todas las influencias excitadoras e inhibidoras. Si las 
influencias excitadoras positivas dominan, entonces la neurona da una señal 
positiva y manda este mensaje a distintas neuronas por sus sinapsis de 
salida” (Romeu, 2010, p.57). 
En la parte interior de una red neuronal los elementos de procesamiento se 
hallan agrupados en capas; una capa es un conjunto de neuronas. De 
acuerdo al sitio o localización de la capa dentro de la red, estas pueden ser 
oculta o de salida, las entradas de la red se juntan en un vector de entrada, 





Capa de entrada: está constituida por diferentes neuronas que insertan los 
patrones de entrada de las fuentes externas la red. En estas neuronas no 
elaboran procesamientos. 
Capa Ocultas: estas están en el interior de la red, están conformados por 
diferentes neuronas cuyas entradas provienes de capas anteriores y las 
salidas pasan a neuronas de capas posteriores (Romeu, 2010, p.57). 
Capa salida: neuronas con valores de salida de toda la red, transportan la 
información de la red hacia el exterior. 
 
Las redes neuronales artificiales pueden presentarse como monocapa o 
multicapa, según el número de capas que comprenda, las redes monocapa 
solamente está comprendida por el vector de entrada y la capa de salida. 
Las redes multicapa además del vector de entrada y la capa de salida 
adicionan capas ocultas; estas disponen una importante capacidad de 
procesamiento de información. 
Los principales tipos de redes neuronales son:   
Redes de propagación hacia adelante, en estas redes las señales se 
propagan hacia adelante en medio de las capas de la red, sus conexiones 
son hacia adelante, así las señales de las neuronas de una capa inferior se 
envían hacia las neuronas de la capa superior. 
Figura 4: Esquema de una red neuronal totalmente conectadas 
 





Redes de propagación retroalimentadas, en las redes de propagación 
retroalimentadas las señales se envían tanto hacia la capa de adelante como 
hacia la capa de atrás en el tiempo que funciona la red. La retroalimentación 
está relacionada a la manera en que las neuronas se conectan, puesto que 
la salida de una neurona puede encontrarse conectada a la entrada de 
neuronas de capas anteriores, neuronas que mantengan conexiones con ella 
misma o con diferentes neuronas de su misma capa. 
Redes de propagación con retardos de tiempo, en este grupo de redes 
se incorporan elementos de memoria en las conexiones, estos elementos de 
memoria guardan las señales que se crearon en estados anteriores. Estas 
redes no encuentran siempre la misma solución 
Al mismo problema pese a que las entradas sean iguales, esto esa causa de 
que dependen de sus anteriores estados. 
Para Castro (2006, p. 41), el modelo más sencillo de red neuronal es el 
perceptrón simple, se trata de una red de propagación hacia adelante, 
monocapa (no contiene capas ocultas) con función de activación limitador 
fuerte o limitador fuerte simétrico. 
Al estar formado solamente por una capa, el perceptrón simple tiene una 
capacidad bastante limitada, ya que es necesario más números de capas 
para asociar y propagar patrones de entradas complejas; a pesar de esto, el 
perceptrón es una red de gran importancia, pues en base a su estructura se 
han desarrollado otros modelos de redes neuronales. 
El perceptrón multicapa  
Es uno de los modelos de redes neuronales más utilizados, el cual es una 
generalización del modelo perceptrón simple, formada por múltiples capas 
que le permite resolver problemas que no son linealmente separables, que 
es la principal limitación del perceptrón simple (Moreno, 2009, p.72). 
El perceptrón multicapa se utiliza para resolver problemas de asociación de 
patrones, segmentación de imágenes, comprensión de datos, etc.; la 
estructura del MLP pueden clasificarse en tres tipos de capas: capa de 
entrada, capa de salida y capas ocultas, las capas ocultas pueden tener 




y el número de neuronas de la capa de salida se seleccionan de acuerdo a 












La red perceptrón multicapa es entrenada mediante el algoritmo de 
retropropagación, por esta razón también se las conoce como red de 
retropropagación o red de propagación hacia atrás. La retropropagación 
consiste en propagar el error hacia atrás durante el entrenamiento, es decir, 
de la capa de salida hacia la capa de entrada, pasando por las capas ocultas 
(Castro, 2006, p.60). 
Las redes neuronales artificiales son capaces de extraer patrones que son 
demasiados complicados para el ser humano u otras técnicas de minería de 
datos, una red neuronal artificial bien entrenada puede ser calificada como 
experto en un determinado campo con la información que fue alimentada, 
esto hace que tenga dos ventajas muy importantes, según Rabuñal y Dorado 
(2006, p. 168) estas son: 
 Aprendizaje Adaptivo: tiene la capacidad de aprender a realizar 
tareas por medio de los datos proporcionados. 
 Tolerancia a fallos: la destrucción parcial de una red conlleva a una 
degradación del rendimiento de su estructura, pero algunas 
capacidades de la red se pueden conservar, incluso sufriendo un 
daño grande. 
Según Matich (2001, p.8) adicional a estas dos ventajas, las redes 
neuronales también incluyen: 
Figura 5: Esquema de un perceptrón multicapa, con una capa oculta 
 





 Auto-Organización: es la capacidad de una red neuronal de crear 
su propia organización de información que recibe mediante una 
etapa de aprendizaje. 
 Operación en tiempo real: está relacionado con el diseño y 
fabricación de hardware especial para obtener la capacidad de 
cómputos neuronales en paralelo. 
 Fácil inserción dentro de la tecnología existente: mediante chips 
especializados para redes neuronales, se facilita la integración 
modular en los sistemas existentes para mejorar su capacidad en 
ciertas tareas. 
Las redes neuronales se están usando en distintas áreas y en una amplia 
variedad de aplicaciones comerciales como son: 
En empresas: se aplica en sistema de piloto automático, exploración de base 
de datos, reconocimiento de carácter e imagines, sistemas para el flujo de 
tránsito, control de semáforos, diagnóstico en fallas de procesos industriales. 
En Finanzas: se aplica en la detección de falsificaciones, evaluación de 
aplicación de créditos, verificación de firmas.  
En planes militares: se aplica en simulaciones de situaciones hipotéticas 
como infiltraciones, en el diseño de armas inteligentes, reconocimiento y 
seguimiento en el tiro de alta precisión al blanco. 
En la medicina: diagnóstico y tratamiento de a partir de síntomas o de datos 
analíticos, diseño de prótesis, entendimiento de causas de infartos 
cardiovasculares mediante ECG. 
En biología: se aplica para entender y aprender acerca de todo el sistema 
del cuerpo humano y sus órganos principales. 
Las Redes Bayesianas  
Las redes bayesianas nacieron como una aportación de diferentes campos 
de la investigación: teoría de toma de decisiones, estadística e inteligencia 
artificial. En los últimos años han demostrado potencialidad como modelo de 
representación del conocimiento con incertidumbre. EL éxito en distintas 
aplicaciones en campos variados como la medicina, la recuperación de 




aportación de los diferentes campos de estudio (Hernández J. et al., 2004, 
p.263). 
Las redes bayesianas se originan como una forma de razonamiento bajo 
incertidumbre, que actualmente son circunstancias que predominan en los 
problemas reales como por ejemplo en el diagnóstico de enfermedades, no 
hay síntoma que sea estrictamente lógico, es decir, no podemos afirmar un 
diagnostico con solo conocer un síntoma (Gómez C.,2013, párr.2).  
Las redes bayesianas forman una opción a los arboles de decisión por 
posibilitar la representación de modelos complejos de diagnósticos, Las 
redes bayesianas se fundamentan en la teoría de la probabilidad y pueden 
ser modificados, interpretados por el juicio del experto con las fuentes de 
datos disponibles, sin imponer un orden al realizar una evaluación entre 
cualquier subconjunto de variables obtenidas de un paciente (Abad-Grau, 













Las redes bayesianas se representan por medio de gráficos: arcos y nodos, 
los nodos representan a las variables y los arco que los conectan pertenecen 
a las relaciones probabilísticas entre dichas variables. 
En una red bayesiana cada caso se considera que tiene una red bayesiana 
única anterior y una medida de confianza única para dicha red por medio de 
las redes anterior; el algoritmo calcula las probabilidades posteriores 
relativas de las estructuras de red proporcionado los datos de entrenamiento 
Figura 6: estructura de una red bayesiana que representa el 
funcionamiento de un automóvil 
 




actuales e identifica las estructuras de red con la probabilidad posterior más 
alta (Fischer, 2012, p.81). 
La creación de una red bayesiana según Reyes (2006, p.15) se divide en dos 
etapas importantes:  
 El aprendizaje estructural, se basa en establecer la estructura 
de la red, es decir las relaciones de dependencia e 
independencia de las variables que la conforman. 
 El aprendizaje paramétrico, esta se basa en completar las 
tablas de probabilidad asociadas a cada nodo una vez 
establecida la estructura en una red bayesiana es posible 
encontrarse con tres tipos de conexiones básicas: seriales, 
convergentes y divergentes, cada conexión con características 
cualitativas distintas que favorecen la propagación de 
probabilidades frente a una nueva evidencia sobre el modelo. 
Según Reyes (2006) existen 3 tipos de conexiones: 
Conexión lineal: representa a un conjunto de variables asociadas linealmente 






Conexión Divergente: cuenta con un nodo padre que proyecta sus arcos en 










Figura 7: Ejemplo de 3 nodos conectados en serie 
 
Fuente: Reyes, 2006, p. 16 
 
Figura 8: Ejemplo de una conexión divergente  
 





Conexión convergente: en esta conexión las distintas variables apuntan con 










A continuación, se mencionan los algoritmos clasificadores bayesianos más 
importantes: 
Naive Bayes 
Es uno de los clasificadores más simples y efectivos, en el aspecto que su 
rendimiento es comparable con clasificadoras famosos como el C4.5, según 
(Hernández J. et al., 2004) el fundamento principal del clasificador Naive 
Bayes es la suposición que todos los atributos son independientes conocido 
el valor de la variable clase, se trata de uno de los clasificadores más 
utilizado, adicionalmente, estudios diversos están demostrando que los 
resultados obtenidos son competitivos con otras técnicas (arboles de 
decisión, redes neuronales y otras) , y en algunos problemas se muestran 










Figura 10: Topología de un clasificador Naive Bayes 
 




Atrib. n Atrib. 2 Atrib. 1 
 
Figura 9: Ejemplo de una conexión convergente  
 






TAN (Tree Argumented Naive) 
Considera como base la estructura del Naive Bayes, pero en el aprendizaje 
admite conexión entre nodos en forma de árbol, TAN admite que un conjunto 
de atributos podría ser causalmente dependientes. 
El algoritmo de redes bayesianas TAN es un clasificador bayesiano simple 
incrementado con un árbol, los resultados obtenidos con TAN son mejores 
que los obtenidos por el Nave Bayes, a la vez que mantiene la simplicidad 
computacional y la robustez. 
Un modelo TAN es una red bayesiana donde la variable a clasificar no tiene 
padres, ésta variable a clasificar es padre de todas las variables predictoras, 
y se permite además que existan relaciones madre-hija entre las variables 










Según Hernández J. et al. (2014, p. 271) TAN forma una extensión del 
clasificador Naive Bayes, el propósito va en construir una red bayesiana más 
compleja dándole un tratamiento especial a la variable clase, con TAN se 
mantiene la simplicidad computacional del clasificador Naive Bayes además 
se mejora la tasa de acierto durante la clasificación, para ello TAN admite 
ciertas dependencias entre los atributos y no supone que las variables son 
independientes, estos atributos forman una red bayesiana con forma de 
árbol. 
BN Argumented Naive-Bayes (BAN): 
Amplía los clasificadores TAN proporcionando a los atributos formar un grafo 
arbitrario más que solo a un árbol, éste clasificador se trata 
fundamentalmente de una red bayesiana general con un nodo marcado con 
Figura 11: Estructura algoritmo TAN 
 





variable de clasificación. Según Hernández J. et al.  (2004, p.273) BAN para 
aprender puede utilizar cualquier algoritmo de aprendizaje de redes 
bayesianas, al igual que TAN puede existir la posibilidad de iniciar la 
estructura de red como un Naive Bayes y desde ese inicio lanzar un algoritmo 
de aprendizaje que va adicionando arcos, “A estos modelos los notaremos 
como BAN-m, siendo m el algoritmo de aprendizaje de redes bayesianas 
utilizado” 
Existen numerosos ejemplos en los que se muestran los buenos resultados 
que las redes bayesianas están teniendo en el diagnóstico médico (Y. Lee y 
C. Lee, 2003, p. 1134). 
Para Stratebi (2010, p.26) empresa que brinda soluciones tecnológicas y 
procesos relacionados con inteligencia de negocio, en su investigación: 
“comparativa de algoritmos de herramientas de Data mining”, llegan a la 
conclusión que la herramienta Weka es la herramienta más completa en 
algoritmos en aplicaciones de minería de datos, por esta razón se considera 
a la Herramienta WEKA para el desarrollo de esta investigación además de 
ser de uso no pagado. 
Metodología 
Las metodologías posibilitan llegar a un adecuado objetivo de minería de 
datos en forma sistemática y no trivial. Colaboran con las organizaciones a 
entender el proceso de descubrimiento de conocimiento y facilita una guía 
para la planificación y ejecución de los proyectos (Giraldo y Jiménez, 2013, 
p. 43). 
En estudios de comparación entre las metodologías KDD, SEMMA y CRISP-
DM se afirma que las etapas de KDD y SEMMA son equivalentes, las cinco 
etapas del proceso SEMMA pueden ser visto como una aplicación práctica 
de las cinco etapas del procedo KDD; comparando las etapas KDD con las 
de CRISP-DM no son tan sencillas, sin embargo, se puede observar que la 
metodología CRISP-DM incorpora medidas que deben preceder y seguir el 
proceso KDD.  
Para Azevedo y Santos (2008, p. 185) CRISP-DM es una metodología más 
completa que SEMMA, a nivel de tareas se puede mencionar que CRISP-




un alto nivel de cómo realizar las tareas, pero describe y puntualiza las 
actividades que implementara en cada etapa. 
CRISP-DM son las iniciales de Cross-Industry Standard Process for Data 
Mining, es un modelo estándar, con enfoques comunes para orientar es sus 
trabajos a los expertos en minería de datos. 
Según IBM (2012, p.1), CRISP-DM como metodología contiene detalles de 
las fases usuales de un proyecto, las tareas indispensables en cada fase y 
una descripción de las relaciones entre las tareas; y como modelo de proceso 
CRISP-DM propone un resumen del ciclo vital de minería de datos, estas 
fases de desarrollo son las siguientes: 
Fase 1: comprensión del negocio, lo primero es entender los objetivos y 
requerimientos que tendrá el proyecto, si no es posible comprender los 
problemas a resolver, se desconocerá que algoritmo de minería de datos 
utilizar y tampoco aprovechar las técnicas y herramientas disponibles 
(Martínez, 2012, p.47). 
Esta fase consta de cuatro sub fases: 
 Establecimiento de los objetivos de negocio. 
 Evaluación de la situación. 
 Establecimiento de los objetivos de minería de datos. 
 Generación del plan del proyecto. 
Fase 2: La comprensión de datos, implica analizarlos datos utilizables de 
minería de una forma más cercana, esta fase es importante para evitar 
problemas inesperados durante la próxima fase que por lo general es la fase 
más larga de un proyecto (IBM, 2012, p.14). 
Se inicia con una colección original de datos, el análisis empieza a 
relacionarse con los datos, determina la calidad de los datos, explorar 
conocimientos iniciales en los datos o detectar subconjuntos para crear 
hipótesis sobre información escondida. 
Esta fase incluye cuatro pasos: 
 Recolección inicial de los datos. 
 Descripción de los mismos. 
 Exploración. 




Fase 3: La preparación de datos, esta fase es uno de los aspectos más 
importante y con regularidad el que más tiempo necesita en la minería de 
datos. Se estima que la preparación de datos suele llevar el 50-70% del 
tiempo y esfuerzo de un proyecto (IBM, 2012, p. 21). 
Esta fase contiene todas las actividades para construir el grupo de los datos 
que serán empleados en la herramienta de modelado, estas tareas 
comprenden la selección de tablas, registros y tipo de atributos, del mismo 
modo que la transformación y limpieza de los datos para las herramientas de 
modelado. 
Las cinco tareas incluidas en la fase de preparación de los datos son: 
 Selección de datos. 
 Limpieza de datos. 
 Construcción de datos. 
 Integración de datos. 
 Formateo de los datos (datos reformateados). 
Regularmente los datos no suelen ser perfectos, lo cierto es que 
generalmente los datos contienen errores de codificación, valores perdidos 
u otro tipo de incoherencia que provoca que los análisis resulten 
complicados, en algunas ocasiones necesitaremos construir nuevos datos, y 
disponer de todos los orígenes de los datos para garantizar un análisis de 
calidad de los datos utilizables antes de proceder al modelado (IBM, 2012, 
p. 21-26). 
Fase 4: El modelado, se suele llevar a cabo en múltiples iteraciones; 
generalmente los analistas de datos elaboran diversos modelos empleando 
los parámetros por defecto y ajustan los parámetros o se retorna a la fase de 
preparación de datos para las cambios o arreglos necesarios para su 
modelo, es muy raro que los trabajos relativos a la minería datos en una 
organización den respuestas satisfactoriamente con un modelo y ejecución 
única (IBM, 2012, p. 27). 
Para la fase 5 el modelado, se seleccionan y aplican distintas técnicas de 
modelado, éstos son configurados a valores óptimos, usualmente pueden 
encontrarse distintas técnicas de minería de datos para la solución a los 




de preparación de datos debido a que las distintas técnicas de minería de 
datos necesitan requerimientos específicos en la dimensión de los datos. 
Las tareas de modelado incluyen: 
 Selección de la técnica de modelado 
 Diseño de la evaluación 
 Construcción del modelo 
 Evaluación del modelo 
Fase 5: Evaluación, en este punto ya determinamos que los modelos ya 
definidos en la fase de modelado son técnicamente correctos y efectivos en 
función a los criterios de rendimiento, sin embargo, es fundamental evaluar 
y comprobar la construcción del modelo con la finalidad de verificar que si 
cumplen los criterios del negocio para que se pueda utilizar los resultados 
obtenidos en la organización (IBM, 2012, p. 34). 
Cuando se finaliza esta fase el encargado del proyecto debe determinar 
correctamente la manera de emplear los resultados del proceso de minería 
de datos. 
Las tareas de esta fase son: 
 Evaluación de los resultados. 
 Revisión de los procesos. 
 Determinar los siguientes pasos a seguir. 
Esta fase tiene la cualidad de ser repetitiva o iterativa, esto más la 
colaboración de un analista de datos para determinar si cumplen los criterios 
del negocio pueden dar lugar a nuevas preguntas a responder que 
determinen si se continua con la fase de desarrollo del proyecto que es 
incorporar los resultados a los procesos comerciales de la organización y 
elaborar un informe final; o retroceder para refinar los modelos o sustituir los 
modelos y producir mejores resultados utilizando los conocimientos 
adquiridos en la fase de modelado (IBM, 2012, P. 34-37). 
Fase 6: Despliegue, esta fase se encarga de explotar el conocimiento 
obtenido con el modelo ya construido y validado, el conocimiento se aplica 
en acciones, recomendaciones e integrarlos en el proceso de negocio toma 
de decisión de la organización, es necesario generar informes sobre el 




Posiblemente la fase 6 será excesivamente sencilla como la creación de 
informes o excesivamente difícil como llevar a cabo un proceso de minería 
de datos repetible a través de la organización dependiendo de los 
requerimientos. 
Es importante que el usuario entienda que acciones deben ser llevadas a 
cabo para utilizar los modelos creados. 
Las tareas de esta fase son: 
 Planificar el despliegue, la monitorización y el mantenimiento. 
 Generar un informe final. 
 Revisar el proyecto a fin de identificar fracasos y éxitos y 













1.4 Formulación del Problema 
Problema principal 
¿De qué manera el algoritmo de aprendizaje de minería de datos más 
adecuado permitirá el diagnóstico de la tuberculosis pulmonar en el hospital 
de EsSalud Aurelio Díaz Ufano y Peral del distrito de San Juan de 
Lurigancho? 
Problemas secundarios 
¿De qué manera los patrones de comportamiento de un determinado 
paciente permitirán predecir si tiene la enfermedad de tuberculosis pulmonar 
Figura 12: Fases del modelo CRISP-DM 
 




en el hospital de EsSalud Aurelio Díaz Ufano y Peral? 
¿De qué manera el rendimiento del modelo del algoritmo de aprendizaje de 
minería de datos para el diagnóstico de tuberculosis pulmonar en el hospital 
de EsSalud Aurelio Díaz Ufano y Peral? 
1.5 Justificación del estudio 
El presente trabajo de investigación se justifica por los siguientes puntos 
mencionados: 
Tecnológica 
La minería de datos puede ser aplicada en todas las áreas o actividades que 
generen datos, el presente proyecto brindara tecnología en la toma de 
decisiones para contribuir al diagnóstico médico, a partir de la sintomatología 
que presente el paciente. Esta tecnología de toma de decisiones apoyara a 
los profesionales de salud para disminuir el tiempo de demora en el 
diagnóstico médico de la tuberculosis pulmonar. 
Social 
La tuberculosis en el Perú es un problema de salud pública, esta enfermedad 
enormemente contagiosa y motivo de muerte nos sitúa en la categoría de 
país endémico, el estado peruano procura elaborar considerables esfuerzos 
para alejarnos de la categoría de país endémico. Con este proyecto se 
apoyará al profesional de salud en el diagnóstico médico de pacientes con 
tuberculosis pulmonar para un inmediato tratamiento y recuperación de 
éstos, solo así se puede evitar el contagio y propagación de la bacteria hacia 
la población sana. 
Salud 
El programa de control y prevención de tuberculosis del hospital de EsSalud 
Aurelio Díaz Ufano y Peral son los encargados del diagnóstico y tratamiento 
de pacientes de tuberculosis pulmonar, valerse de un sistema inteligente que 
pueda apoyar al personal profesional de salud favorecerá en el diagnostico 
medico de tuberculosis pulmonar, esto disminuirá la incidencia de casos 
nuevos de TB Pulmonar en la población de nuestro distrito. 
Económica  
Dado que el programa de control y prevención de tuberculosis es una unidad 




concentración de recursos costosos y limitados, es muy importante asignar 
prioridades a las admisiones y anticipar el diagnostico a corto plazo. 
La TBC sensible (llamado esquema 1) requiere un tratamiento de seis meses 
y, de acuerdo con el Dr. Gilbert Ramos, encargado de la estrategia sanitaria 
nacional de prevención y control de la tuberculosis del Ministerio de salud, el 
costo de los medicamentos no pasa de los $30 dólares americanos, pero 
sumados los exámenes puede ascender a $70 dólares americanos.  
Mediante el diagnostico predictivo de la tuberculosis, se puede disminuir el 
costo adicional de los exámenes que es de US $40 para la TBC sensible, 
de un 10% del total de pacientes, trabajos serios como “Data mining 
techniques in the diagnosis of tuberculosis” de T. Asha, S. Natarajan y 
K.N.B.Murthy; llegaron a una precisión de los clasificadores asociativos 
predictivos de un 81.14% hasta 99.1428%. 
1.6 Hipótesis 
Hipótesis General 
La determinación del algoritmo de aprendizaje de minería de datos más 
adecuado para el diagnóstico de la tuberculosis pulmonar permitirá reducir 
el tiempo de diagnóstico en los pacientes con respecto a la actualidad. 
Hipótesis Específicas 
Los patrones de comportamiento de un determinado paciente aportaran al 
diagnóstico de la tuberculosis pulmonar en el hospital de EsSalud Aurelio 
Díaz Ufano y Peral. 
El rendimiento del modelo del algoritmo de aprendizaje de minería de datos 
aportara un diagnóstico de mayor porcentaje de la tuberculosis pulmonar en 
el hospital de EsSalud Aurelio Díaz Ufano y Peral. 
1.7 Objetivos 
Objetivo General 
 Determinar el algoritmo de aprendizaje más adecuado de minería de 
datos permitirá realizar el diagnóstico de la tuberculosis pulmonar en 
el hospital de EsSalud Aurelio Díaz Ufano y Peral. 
Objetivos Específicos 




permitirá el diagnóstico de la tuberculosis pulmonar en el hospital de 
EsSalud Aurelio Díaz Ufano y Peral. 
Determinar el rendimiento del modelo de algoritmo de aprendizaje de 
minería de datos permitirá un diagnóstico más confiable de la tuberculosis 






























2.1 Diseño de investigación 
Método de investigación 
 
Para la presente investigación se propone la metodología experimental, 
porque se aplicará una acción para observar las consecuencias, un 
experimento va aplicar un conjunto de manipulaciones, procesos y 
operaciones de control, para que la información que se proporcione del 
fenómeno a estudiar no sea ambigua. 
Se trata de demostrar que la manipulación de una variable independiente, 
produce un cambio en la variable dependiente. Para esta investigación 
pretendemos conseguir el efecto de los síntomas del paciente de 
tuberculosis pulmonar (V.I.) sobre el diagnóstico de la enfermedad de 
tuberculosis pulmonar (V.D.) en un grupo (experimental) de pacientes del 
programa de control y prevención de tuberculosis del hospital de EsSalud 
Aurelio Díaz Ufano y  Peral,  se le aplicó distintos algoritmos de minería de 
datos y como resultados veremos los diferentes modelos producidos sobre 
la V.D. al aplicar los algoritmos de minería de datos. 
Los experimentos manipulan tratamientos, estímulos, influencias o 
intervenciones (variables independientes) para observar sus efectos sobre 
otras variables conocidas como dependientes, dentro una situación de 
control para el investigador (Hernández, Fernández y Baptista, 2010, p.121). 
 
Según la metodología experimental aplicado a nuestro proyecto de 
investigación primero es el planteamiento del problema, la tuberculosis es 
un problema de salubridad mundial, en el Perú la mayor incidencia de casos 
de tuberculosis pulmonar se ubica en el distrito de San Juan de Lurigancho- 
Figura 13: Relación de variable independiente y dependiente 
 





Lima, segundo planteamos la hipótesis, donde se propone el progreso en el 
diagnóstico de la enfermedad de la tuberculosis pulmonar apoyados por los 
algoritmos de minería de datos, tercero se especifica las variables 
independientes y variables dependientes que se van a definir en el 
planteamiento del problema, las variables deben ser claras, libre de 
ambigüedad y deben ser definidas operacionalmente. Cuarto elección de un 
diseño experimental con diseño de un grupo, quinto detallar con precisión la 
población y  sus características más relevantes (edad, sexo, días de tos, 
etc.) como se trabaja con muestras de población se extrae con la ayuda del 
azar, sexto iniciamos a recoger los datos del programa de control y 
prevención de tuberculosis del hospital, séptimo los datos recogidos para el 
experimento son analizados con herramientas estadísticas (en nuestro 
proyecto, alfa de Cronbach), el análisis de datos es muy importante para 
valorar la confiabilidad o significatividad del experimento, octavo para 
nuestro proyecto empleamos la metodología CRISP-DM para determinar el 
mejor algoritmo de minería de datos para el diagnóstico de la tuberculosis 
pulmonar en el hospital de EsSalud Aurelio Díaz Ufano y Peral.  
Tipos de estudio 
Desde el punto de vista de su utilidad es Aplicada: “su objetivo es utilizar los 
conocimientos descubrimientos y conclusiones de la investigación básica de 
la investigación básica, para solucionar un problema concreto” (Gómez, 
2006, p.15), en nuestra investigación se aplicó conocimientos en minería de 
datos para mejorar el diagnóstico médico de la enfermedad de la 
tuberculosis pulmonar. 
Según Hernández R. et al. (2010, p. 84) Es Explicativo: como su nombre lo 
indica, su interés se centra en explicar por qué ocurren un evento y 
fenómeno físicos o sociales; y en qué condiciones se da éste, o por qué dos 
o más variables están relacionadas, este tipo de estudio se centra en 
explicar por qué ocurre un fenómeno y bajo qué condiciones se manifiesta, 
o por qué se da la relación de dos a más variables.  
En nuestra investigación se buscó la relación de las distintas variables que 
son los síntomas de los pacientes del programa de control y prevención de 




mejorar el diagnóstico de la enfermedad referente al tiempo. 
Diseño de estudio 
Para los fines del proyecto se propone un diseño de investigación 
Preexperimental (estudio de caso de una sola medición), se llama así porque 
su grado de control es mínimo, no existe la posibilidad de comparación de 
grupos y no hay manipulación de las variables intervinientes en la 
investigación, puesto que el investigador suele limitarse a observar en 





2.2 Operacionalización de variables: 
Variable independiente: Minería de datos 
Variable dependiente: diagnóstico de la tuberculosis pulmonar 
Tabla 3: Operacionalización de Variables 
Variables Definición Conceptual Definición 
Operacional 












La minería de datos es un 
proceso no elemental de 
búsqueda de relaciones, co_ 
rrelaciones, dependencias, 
asociaciones, modelos,      
estructuras, tendencias, 
clases, segmentos, los cuales 
se obtienen de grandes juegos 
de datos, los cuales 
generalmente están 
almacenados en bases de 
datos (relaciones o no 
relacionales) (RODRIGUEZ, 
2013, p.4) . 
Algoritmos de 
aprendizaje.- 
proceso capaz de 
elegir una única  fun_ 
ción a partir del 
conjunto de entre_ 
namiento dando res_ 
puesta al problema 









































El diagnóstico es un proceso 
inferencial, realizado a partir de 
un «cuadro clínico», destinado 
a definir la enfermedad que 
afecta a un paciente (Capurro y 
Rada, 2007, p. 534) como la 
tuberculosis 
 
Historias clínicas. Es 
un conjunto docu_ 
mental que se crea 
para recoger la infor_ 
mación generada 
durante la asisten_ 
cia sanitaria de un 
paciente y que se 






















Sexo Nominal: <M><F> 
DíasTos Numérico 
Hemoptisis Nominal: <SI><NO> 
Fiebre Nominal: <SI><NO> 
Sudoración     Ordinal: 
<NO><LEVE><INTENSO
> 









Baja de peso     Nominal: <SI><NO> 






Liquido pleural Nominal: <SI><NO> 
Hallazgo en Rx Nominal: <SI><NO> 









2.3 Población, muestra 
Población 
La población es la totalidad del fenómeno a estudiar en donde las unidades 
de población poseen una característica en común, pacientes con diagnóstico 
médico de tuberculosis del programa de control y prevención de tuberculosis 
del hospital de EsSalud Aurelio Díaz Ufano y Peral del distrito de San Juan 
de Lurigancho del periodo 2007 al 2013 un total de 1974 pacientes. 
Muestra 
De una manera general el número de registros de una base de datos es muy 
grande, siendo innecesario utilizar totalmente la base para el ajuste de un 
modelo (Vieira, Ortiz y Ramírez, 2009, p.28). 
El tamaño de la muestra es de 502 pacientes y optamos por el muestreo 
aleatorio simple. 
Donde: 
 N= 502 (personas con diagnostico TB). 
 Tamaño de la población: 502. 
 Error máximo aceptable: 5%. 
 Nivel de confianza: 95% 
Tamer UÇAR, de la T.C. BAHÇESEHİR ÜNİVERSİTESİ - İSTANBUL en su 
proyecto de investigación “Predicting the existence of mycobacterium 
tuberculosis on patients by datamining approach” se valió de un conjunto de 
datos con información de 502pacientes. 
Unidad de análisis (Muestreo) 
Como unidad de análisis se tiene a cada uno de los 502 pacientes con 
diagnóstico de tuberculosis del PCT del hospital de EsSalud Aurelio Díaz 
Ufano y Peral. 
Criterios de selección: 
 Pacientes con diagnóstico de tuberculosis atendidos en el 
programa de control y prevención de tuberculosis del hospital 
de EsSalud Aurelio Díaz Ufano y Peral del distrito de San Juan 




 Paciente no reincidente (No Multidrogoresistente o 
extremadamente resistentes). 
 Pacientes mayores de 9 años de edad. 
 Historia clínica presente. 
2.4 Técnicas e instrumentos de recolección de datos, validez y 
confiabilidad 
La fuente de recopilación de datos indispensable para el éxito de la 
investigación de este proyecto, son las historias clínicas de pacientes 
mayores de 9 años de edad con síntomas de tuberculosis pulmonar del 
programa de control y prevención de tuberculosis del hospital de EsSalud 
Aurelio Díaz Ufano y Peral del distrito de San Juan de Lurigancho, en el 
periodo de enero 2007 hasta diciembre 2013. 
Técnica de recolección 
 Fichaje  
Materiales 
 Historias clínicas 
 Ficha clínica del paciente con tuberculosis 
 Hojas de recolección de datos, Lapiceros. 
Procedimiento de recolección de datos 
 Ordenamos las historias clínicas, depende del código de tarjeta 
de control. 
 Se procede a la revisión de las historias clínicas. 
 Se anotan en las hojas de recolección datos de los pacientes 
que cumplen con los criterios incluidos obtenidas de las 
historias clínicas. 
 Digitar los datos en el programa informático Excel de Microsoft 
Corp. 
Validación y confiabilidad del instrumento 
La validación para nuestro proyecto de investigación se midió con la ayuda 
de juicio de expertos. El juicio de expertos son profesionales conocedores 




relacionados con el proyecto que se está ejecutando, la validación de este 
proyecto estará a cargo del Doctor Especialista en Neumología Juan 
Villaverde Palomino que labora en el hospital de EsSalud Aurelio Díaz Ufano 
y Peral del distrito de San Juan de Lurigancho y el Dr. Max Saavedra  
Rodríguez responsable del programa de control y prevención de tuberculosis 
del mismo hospital. 
El alfa de Cronbach es el método más empleado para definir si el instrumento 
evaluado (en nuestro caso, la encuesta) es estable y consistente o por el 
contrario recoge datos incorrectos y por lo cual no sería posible disponer del 
instrumento porque nos conduciría a conclusiones erradas. El alfa de 
Cronbach es un coeficiente de consistencia interna más frecuente que 
posibilita evaluar la fiabilidad de pruebas, escalas o test para medir el 
contenido de los campos o atributos. 
2.5 Métodos de análisis de datos 
Los métodos de análisis de datos que se utilizaron en nuestro proyecto de 
investigación se basan en cuadros y tablas estadísticas, para ello se usó el 
software estadístico SPSS Static y las herramientas de minería de datos 
RapidMiner Studio y Weka. Mediante el software estadístico SPSS Static 
hallamos la varianza de los datos, correlación, media desviación típica y 
otros.  
Con las herramientas de minería de datos RapidMiner Studio y Weka se 
realizó el análisis de datos considerados en nuestro proyecto de 
investigación como también para graficar los cuadros estadísticos de los 
resultados logrados. 
El software SPSS Static nos permitió medir la confiabilidad del instrumento 
mediante el alfa de Cronbach, además es posible usar el SPSS Static en la 
etapa de limpieza y preprocesamiento de los datos en proyecto de minería 
de datos. 
2.6 Aspectos Éticos 
Por razones éticas como por cuestiones legales, el acceso a alguna 
información clínica está restringido, en especial a aquella información que 




investigación no consideró recolectar los datos personales de aquellos 
pacientes que participan en la investigación, no existirá ningún problema de 
privacidad y confidencialidad de los pacientes.  
En la Guía nacional para la constitución y funcionamiento de los comités de 
ética en investigación en el Perú del ministerio de salud recalca la 
confidencialidad como “el derecho de la persona que participa en una 
investigación, y la obligación por parte del investigador y su equipo de 
investigación, que por su relación no se lleguen a conocer sus datos 
personales, de respetar su intimidad y cumplan con el deber de secreto y 
sigilos a menos que se autorice lo contrario por la persona involucrada, o en 

























A partir de la aplicación del instrumento de medición del cuestionario con el 
software SPSS Static a los datos de los pacientes del programa de control y 
prevención de tuberculosis, se analizaron y cotejaron los resultados 
mediante la prueba estadística del Alfa de Cronbach, obteniéndose los 
siguientes resultados para los 502 ítems de las 12 variables seleccionadas, 
0 casos excluidos y un total de 502 respuestas que corresponden al 100 % 
como se muestra en la tabla 4. 
En la tabla 5 se muestra el resultado de la prueba estadística Alfa de 
Cronbach sobre las 12 variables del cuestionario para determinar la fiabilidad 
del cuestionario, el valor obtenido es de 0,774 que se considera fuerte e 
indicativo y a su vez que los datos con los que se están trabajando son 
confiables. 
 
Tabla 4: Resumen del procesamiento de los casos 
 N % 
Caso
s 




Total 502 100,0 
a. Eliminación por lista basada en 
todas las variables del 
procedimiento. 
Fuente: Resultado Coeficiente Alfa de Cronbach- IBM SPSS Static 
 











,774 ,802 12 





En el gráfico 1, se muestra el número de población total de pacientes 
atendidos desde el año del 2007 al año 2013 con diagnóstico de tuberculosis 
positivos y la población de pacientes durante estos años con diagnóstico de 
tuberculosis pulmonar positivos atendidos en el programa de control y 
0prevención de tuberculosis en el hospital de EsSalud Aurelio Díaz Ufano y 
Peral del distrito de San Juan de Lurigancho del periodo 2007 al 2013 un 
total de 1974 pacientes. 
En el gráfico 2, se muestra el total de pacientes con tuberculosis pulmonar 
agrupados por edades que hacen un total de 502 pacientes (tamaño de la 
muestra).  Las edades que presentan mayor incidencia de pacientes con 
diagnóstico de tuberculosis positivos son de 20 a 29 años de edad donde se 
observa que de los 196 pacientes atendidos en el programa de control de 
tuberculosis del hospital Aurelio Diaz Ufano y Peral, 164 fueron por 
tuberculosis pulmonar positivos.  De las edades de 10-19 años de los 105 
casos de pacientes con diagnóstico de tuberculosis positivo, 92 fueron por 
tuberculosis pulmonar positivos. De las edades de 30-39 años de los 91 
casos de pacientes con diagnóstico de tuberculosis positivo, 70 fueron por 
tuberculosis pulmonar positivos. De las edades de 40-49 años de los 41 
Gráfico 1: Pacientes atendidos en el PCT del HADUYP 
 
























casos de pacientes con diagnóstico de tuberculosis positivo, 31 fueron por 
tuberculosis pulmonar positivos. De las edades de 50-59 años de los 33 
casos de pacientes con diagnóstico de tuberculosis positivo, 26 fueron por 
tuberculosis pulmonar positivos. De las edades de 60-69 años de los 17 
casos de pacientes con diagnóstico de tuberculosis positivo, 14 fueron por 
tuberculosis pulmonar positivos. De las edades de 70-79 años de los 14 
casos de pacientes con diagnóstico de tuberculosis positivo, 12 fueron por 
tuberculosis pulmonar positivos y los de las edades de 80-89 años de los 5 
casos de pacientes con diagnóstico de tuberculosis positivo, 4 fueron por 
tuberculosis pulmonar positivos (son las edades con menor incidencia de la 
























Para el desarrollo de esta investigación se consideró a la metodología 
CRISP-DM, a continuación, se detalla por cada fase: 
3.1.1 Comprensión del negocio 
Este proyecto de minería de datos tiene como propósito determinar un 
algoritmo para la toma de decisiones en el diagnóstico de la enfermedad de 
Gráfico 2: Número total pacientes de Tb pulmonar por rango 
de edad 
 





tuberculosis  del programa de control y prevención de tuberculosis del 
hospital Aurelio Díaz Ufano, el algoritmo debe aumentar el grado de acierto 
y disminuir el riesgo y la incertidumbre del personal encargado de brindar al 
paciente un diagnóstico más rápido y acertada,  entonces nuestro proyecto 
de minería de datos desarrollada en esta investigación tiene como meta 
lograr un modelo a partir del mejor algoritmo de aprendizaje que genere 
ciertos patrones o reglas con datos históricos obtenidos de los pacientes del 
programa de control y prevención de tuberculosis  y así determinar si un  
nuevo paciente tiene el diagnóstico de tuberculosis pulmonar positivo.  
Considerando la meta que tiene la investigación, el problema es lograr 
descubrir por medio de los algoritmos de minería de datos las reglas o 
patrones de comportamiento de un paciente, basándose en los síntomas que 
manifiesta un paciente diagnosticado con tuberculosis pulmonar. 
El modelo generado debe cumplirlas siguientes cualidades, primero: el 
modelo debe ser comprensible, así el usuario final (medico) pueda 
entenderlo e interpretarlo para tomar una decisión con el conocimiento 
obtenido, segundo: el modelo debe generar resultados concretos, tercero: 
las reglas no deben generar dudas al usuario del programa de control y 
prevención de tuberculosis al diagnosticar pacientes de tuberculosis 
pulmonar. 
El modelo elegido puede mejorar el diagnóstico de la enfermedad del 
paciente, sin incertidumbres que puedan causar malos diagnósticos, pérdida 
de tiempo y aumento de costos. 
La demanda del servicio del programa de control y prevención de 
tuberculosis del hospital Aurelio Díaz Ufano y Peral es numerosa debido a 
que el distrito tiene la mayor cantidad de población del Perú y la de mayor 
tasa de incidencia de la enfermedad (tuberculosis pulmonar), para el 
desarrollo de nuestro proyecto de investigación se usó la herramienta de 
minería de datos Weka y la aplicación delas diversas técnicas de minería de 
datos 
3.1.2 Comprensión de los datos 
Para el desarrollo de nuestro proyecto la fase 2 inició con la recolección de 




programa de control y prevención de tuberculosis del hospital de EsSalud 
Aurelio Díaz Ufano y Peral con nuestro instrumento para recolectar los 
síntomas, los resultados de exámenes auxiliares en los hallazgos de rayos 
X, antecedentes familiares y liquido pleural que presentan los pacientes. 
 La descripción, exploración y verificación de estos 13 atributos o variables, 
se realizó con la ayuda del juicio de expertos de los médicos neumólogos 
responsable del diagnóstico y control de los pacientes, mediante la 
identificación de estos atributos por los expertos se determinó si un paciente 
que acude al programa de control y prevención de tuberculosis del hospital 
de EsSalud Aurelio Díaz Ufano y Peral tiene o no la enfermedad de 
tuberculosis pulmonar.  
Es necesario que los datos de los registros posean todos los valores y no se 
produzcan datos nulos, que los valores de los datos sean variados para 
poder obtener reglas variadas y eso permita un diagnostico con mayor 
precisión. Una vez concluida la recolección de los datos para crear el modelo 
de nuestro proyecto de investigación, 502 casos o registros; es necesario 
exportar la hoja de datos ya consolidada, a un formato compatible con la 
herramienta de minería de datos Weka.  
El formato escogido será .csv, dado que el software Excel permite guardar 
en esta extensión, sin pérdida de información o propiedades de los datos, 
seguidamente se elaboró un archivo con extensión. arff, para poder visualizar 
los datos con la herramienta de minería de datos Weka sin problemas. 
Detectando la necesidad del proyecto y evaluando que datos son necesarios 
para poder llevar a cabo nuestro proyecto, se tomó la decisión con 
asesoramiento del médico experto del programa de control y prevención de 
tuberculosis de obviar entre las variables de exámenes auxiliares a la 
variable líquido pleural y solo conservar a la variable hallazgo en Rx, ya que 
con el examen de rayos x es posible de determinar el hallazgo de líquido 
pleural en los pulmones del paciente. Finalmente, en entrevista con el 
experto, nos aprobó la cantidad de datos y de variables indicando que son 




A continuación, se muestra en la tabla 6 las variables consideradas con la 
abreviación y descripción de los mismos para el desarrollo de esta 
investigación:  
Tabla 6: Abreviación y descripción de las variables 
N° Nombre Abrev. Descripción 
1 edad ED Años de vida del paciente 
2 Género GE Sexo del paciente 
3 DiasTos DT Número de días que presenta tos el paciente 
4 Hemoptisis HE Presencia de rasgos de sangre en el esputo 
5 Fiebre FI Aumento temporal en la temperatura del cuerpo del 
paciente, en respuesta a la enfermedad o 
padecimiento 
6 Sudoración SU Intensidad de transpiración que presenta el 
paciente 
7 Dolor de 
tórax 
DTX Molestia o dolor que siente el paciente en algún 
punto de la parte frontal del cuerpo entre el cuello 
y el abdomen superior 
8 Liquido 
Pleural 
LP Examen con el que se analiza el líquido que se ha 
acumulado en el espacio pleural. 
9 Disnea DI Dificultad respiratoria, falta de aire del paciente 
10 Baja de peso BP El paciente presento perdida del peso corporal 




ANT Antecedentes de tuberculosis positivo en la familia 
del paciente 
13 Tipo de TB CLASS Tipo de tuberculosis diagnosticado al paciente 
Fuente: Diseño propio 
3.1.3 Preparación de los datos 
Para nuestro proyecto de investigación se recolectaron 502 casos de 




del hospital Aurelio Díaz Ufano y Peral, de los cuales algunos pacientes se 
les diagnosticaron tuberculosis pulmonar y a otros pacientes se les 
diagnosticaron tuberculosis extrapulmonar, para nuestra investigación en los 
casos de tuberculosis extrapulmonar solo se consideró casos de tuberculosis 
pleural, ya que de alguna forma ésta enfermedad también se localiza en el 
órgano de los pulmones. 
Este conjunto de datos contiene 413 registros de pacientes con diagnóstico 
de tuberculosis pulmonar y 89 registros con diagnóstico de tuberculosis 
extrapulmonar y 323 registros de pacientes masculinos y 179 registros de 
pacientes femeninos.  
Después de reunirnos con los médicos, se decidió que no es necesario 
adicionar datos o quitar alguno de ellos, en la tabla 7 se muestra las variables 
y sus posibles valores al ser recolectadas. 
Tabla 7: Posibles valores para datos recolectados 
Variables Tipo de Datos Valor Min Valor Max 
Edad Numérico 1 8 
Genero Numérico 1 2 
DiasTos Numérico 0 90 
Fiebre Numérico 0 1 
Hemoptitis Numérico 0 1 
Sudoración Numérico 0 2 
Dolor Tórax Numérico 0 2 
Disnea Numérico 0 5 
Bajo Peso Numérico 0 1 
Hallazgo en RX Numérico 0 1 
Baciloscopía Numérico 0 1 
Antecedentes Numérico 0 1 
Class String Tb_Extrapulmonar Tb_pulmonar 
Fuente: Elaboración propia 
Continuando con el desarrollo de nuestro proyecto de minería de datos no 




registro tiene todos los valores, por lo cual no es necesario corregir, remover 
o ignorar los datos. 
En la figura 14, se muestra la carga de datos del archivo plano .arff 
(TuberuclosisData-weka.arff) a la herramienta de análisis de minería de 
datos, para nuestra investigación se usó la herramienta Weka, antes de 
empezar a generar los modelos por los algoritmos de clasificación y cluster, 
se realizaron ejecuciones de los algoritmos de selección de atributos 
CfsSubetEval y CorrelationAttributeEval; el primero muestra que atributos 
tiene mayor relevancia para clasificadores en general, mientras que el 
segundo realiza esta misma acción con valores de correlación para cada 
atributo; el método de búsqueda que se ha considerado para los resultados 
fue BestFirst y ranker,  estos métodos de búsquedas permitió comprobar, en 
caso que el modelo extraído en la clasificación se priorice más en un atributo 
que en el resto, si es debido a que dicho atributo tiene mucha relevancia para 
















Figura 14: Base de datos Tuberculosis Data-weka 
 









La tabla 8, contiene la relevancia de los algoritmos de selección de atributos 
ejecutados a nuestros atributos sobre 10 Folds, lo que significa que, por 
ejemplo, un 10 % de relevancia implica que es este atributo ha sido 
importante en una de las 10 ejecuciones (uno de los Folds). 
Primero el método de búsqueda BestFirst del algoritmo de selección de 
atributos CfsSubetEval seleccionó solo 8 atributos con el siguiente promedio 
de relevancia: DiasTos (10), Sudoración (10), DolorTorax (1), Disnea (10), 
BajoPeso (10), HallazgoRx (10), Baciloscopía (10) y antecedentes (50); para 
el segundo método de búsqueda del algoritmo de selección de atributos 
CorrelationAttributeEval, el promedio de ranker obtenido para el resto de los 
atributos es Edad (0.059), Sexo (0.019), DiasTos (0.34), Hemoptitis (0.36), 
Fiebre (0.166), sudoración (0.4), DolorTorax (0.441), Disnea 
















Tabla 8: Comparación de resultados de los algoritmos de selección de 
atributos 
Algoritmo Edad Sexo DiasTos Hemoptiti
s 
Fiebre Sudoración 
BestFirst 0  (0%) 0 (0%) 
10 
(100%) 
9 (90%) 0(0%) 10 (100%) 
CorrelationAtt
ributeEval 
X    
(0.059) 
X    
(0.019) 
X     
(0.34) 
X  (0.36) 






Disnea BajoPeso HallazgRx Baciloscopía Antecedente 









0.441 0.707 0.357 0.26 0.524 0.115 





En general, el atributo que indica la media es la Disnea que es el más 
relevante de todos; los atributos más característicos son la baciloscopía, la 
sudoración, la hemoptitis, La baja de peso y los DiasTos. 
Antes de comenzar a aplicar los algoritmos de minería de datos, 
analizaremos la gráfica de relación obtenida para el atributo que se 
seleccionó como el más relevante, para comprobar que efectivamente es 
influyente para el diagnóstico de la tuberculosis pulmonar. La herramienta 
Weka nos genera gráficos cruzados de cada atributo con el resto de 
atributos. 
En la Figura 15 Class / Disnea, se puede analizar claramente como varía el 
diagnostico final de la tuberculosis según el valor que adopte el atributo 
disnea, se observa como a menor valor del atributo disnea, el diagnostico 
final será tuberculosis pulmonar y cuanto mayor sea el valor del atributo 
disnea, el diagnostico final será tuberculosis extrapulmonar; esto lo podemos 
observar en la acumulación de puntos al principio de la gráfica donde la 
disnea es menor y se presentó más casos de tuberculosis pulmonar. 
Figura 15: Análisis gráfico de relación de los atributos Disnea y Class 
 






Para la fase 4 de nuestro proyecto, se consideró los algoritmos de árboles 
de decisión, redes bayesianas, redes neuronales. La salida es la evaluación 
de los modelos en si donde se resumen los resultados de esta tarea, se 
enlista las calidades de los modelos generados y se clasifica su calidad en 
relación con cada otro en la tarea de construcción del modelo. 
EXPERIMENTO I: CLASIFICACIÓN DE MODELOS USANDO ARBOLES 
DE DECISIÓN  
A continuación, vamos a aplicar el algoritmo de árbol de decisión J48, este 
algoritmo es una implementación del algoritmo C4.5, el resultado de este 
experimento se presenta a continuación. 
La figura 16, muestra los resultados del algoritmo de clasificación J48 que 
aparece en el cuadro Classifier output, se consideró todos los atributos y el 
total de datos de entrenamiento, entonces el número de hojas es de 12 y el 
Figura 16: Resultados generados por el algoritmo J48 
 





tamaño del árbol es de 23, detalla el número total de los registros clasificados 
correctamente (para las 2 clases) en este caso son de 494 y representa el 
98.41 %, los registros clasificados incorrectamente en este caso son de 8 y 
representa el 1.59. 
La figura 16, también muestra el análisis del detalle de precisión de cada 
clase, en la clase Tb_pulmonar se tiene una precisión de 0.988%, y para la 
clase Tb_extrapulmonar se tiene una precisión de 0.966%. En conclusión, se 
puede afirmar que los altos porcentajes obtenidos como resultado del 
procesamiento de datos con el algoritmo J48, muy buen poder clasificatorio; 
darán un alto grado de asertividad para realizar las predicciones. 
La base para el cálculo de casos clasificados correctamente y casos 
clasificados incorrectamente es la matriz de confusión. La matriz de 
confusión de la clase, es una base para el cálculo de las medidas de 
exactitud y el rendimiento que presentamos a continuación. 
La figura 17, nos muestra la matriz de confusión, se nos detalla los datos 
procesados y clasificados, cuantas instancias de cada clase son predichas a 
cada uno de los valores posibles. Se clasificaron correctamente a la clase 
Tb_pulmonar 410 registros, mientras que 3 registros no se pudieron clasificar 
y por parte de la clase Tb_extrapulmonar se clasificaron correctamente 84 
registros, mientras que 5 no se clasificaron. 
Figura 17: Matriz de confusión con los parámetros por defectos del 
algoritmo J48 
 




En la figura 18, el algoritmo de árbol de decisión J48 nos muestra como 
resultado el árbol generado con los datos entrenados en forma gráfica, en 
este gráfico se observa al atributo Disnea como el atributo más influyente, 
seguido de los atributos DiasTos y Baciloscopía (Bk) donde nos explica lo 
siguiente: 
 Si una persona presenta una disnea <=1 (muy ligera o nada) y tiene 
DiasTos> 12 días Entonces el paciente tiene como diagnostico Tb_pulmonar. 
Si una persona presenta una disnea <=1 (muy ligera o nada) y tiene 
DiasTos<= 12 días y tiene sudoración > 1 (intensa) y tiene BajoPeso> 0 (si) 
Entonces el paciente tiene como diagnostico Tb_pulmonar. 
Si una persona presenta una disnea <=1 (muy ligera o nada) y tiene 
DiasTos<= 12 días y tiene sudoración > 1 (intensa) y tiene BajoPeso<= 0 
(no) Entonces el paciente tiene como diagnostico Tb_extrapulmonar. 
Si una persona presenta una disnea <=1 (muy ligera o nada) y tiene 
DiasTos<= 12 días y tiene sudoración <= 1 (no o leve) y tiene Bk <= 0 
(positivo) el paciente tiene como diagnostico Tb_pulmonar. 
Si una persona presenta una disnea <=1 (muy ligera o nada) y tiene 
DiasTos<= 12 días y tiene sudoración <= 1 (no o leve) y tiene Bk >1 
(negativo) y tiene Hemoptitis <=0 (si)el paciente tiene como diagnostico 
Tb_pulmonar. 
Si una persona presenta una disnea <=1 (muy ligera o nada) y tiene 
DiasTos<= 12 días y tiene sudoración <= 1 (no o leve) y tiene Bk >1 
(negativo) y tiene Hemoptitis >0 (no) y tiene Edad <=2 (10 a 29 años) el 
paciente tiene como diagnostico Tb_pulmonar. 
Si una persona presenta una disnea <=1 (muy ligera o nada) y tiene 
DiasTos<= 12 días y tiene sudoración <= 1 (no o leve) y tiene Bk >1 
(negativo) y tiene Hemoptitis >0 (no) y tiene Edad >2 (30 años a mas) el 
paciente tiene como diagnostico Tb_extrapulmonar. 
Si una persona presenta una disnea >1 (ligera o moderado o intenso) y Bk 
<=0 (si) Entonces el paciente tiene como diagnostico Tb_pulmonar. 
Si una persona presenta una disnea >1 (ligera o moderado o intenso) y Bk 





Si una persona presenta una disnea >1 (ligera o moderado o intenso) y Bk 
>0 (no) y tiene hemoptitis >0 (no) y BajoPeso<=0 (no) Entonces la persona 
tiene como diagnostico Tb_extrapulmonar. 
Si una persona presenta una disnea >1 (ligera o moderado o intenso) y Bk 
>0 (no) y tiene hemoptitis >0 (no) y tiene BajoPeso>0 (si) y tiene Fiebre>0 





Figura 18: Visualización grafica del resultado del modelo de árbol de decisiones J48 
 





EXPERIMENTO II: CLASIFICACIÓN DE MODELADO USANDO REDES 
NEURONALES 
Uno de los modelos de Redes Neuronales Artificiales más conocido y 
utilizado es el perceptrón multicapa (MLP Multiplayer Perceptron) también es 
conocida como red de retropropagación, se considera el conjunto total de 
registros (502) y todos los atributos con referencia al atributo clase.  












Fuente: Herramienta Weka 
En la figura 19, se puede observar los resultados o salidas generadas por el 
modelo de la red neuronal perceptrón multicapa (MLP) con todos los datos 
de entrenamiento y sus nodos para cada atributo. Muestra el tiempo tomado 
para crear el modelo de prueba en los datos de entrenamiento es de 0.67 
segundos y 0 segundos el tiempo tomado para el modelo de prueba con los 

















En la figura 20, nos muestra el resumen de la evaluación de los datos 
entrenados con MLP, 502 registros. Clasificaron correctamente 501 registros 
que es el 99.80 % de las instancias y solo 1 registro que representa el 0.199 
% de las instancias se clasificaron incorrectamente. También muestra la 
cobertura de los casos que fue del 99.80 % y el tamaño de la región que se 
procesaron en 51.39 %. 
En la figura 21, se muestra el resultado detallado de precisión de este modelo 
de perceptrón multicapas, la precisión para la clase Tb_pulmonar es de 
0.998, y para la clase Tb_extrapulmonar es de 1.0; seguido nos muestra la 
Figura 20: Resumen de evaluación de los datos entrenados con MLP 
 
Fuente: Herramienta Weka 
 
Figura 21: Resumen detallado de precisión por clase y matriz de 
confusión del MLP 
 





matriz de confusión donde se detalla los datos procesados y clasificados, 
413 registros se clasificaron correctamente en la clase Tb_pulmonar con 0 
registros de error o clasificados en forma incorrecta; paralelamente clasifico 
correctamente 88 registros en la clase Tb_extrapulmonar con 1 registro 
clasificado en forma incorrecta. 
En la figura 22, se presenta la red neuronal Perceptrón Multicapas de forma 
gráfica, ésta muestra los 12 atributos de entrada: Edad, Sexo, DiasTos, 
Hemoptitis, Fiebre, Sudoración, DolorTorax, Disnea, BajoPeso, 
HallazgosRx, Bk, Antecedentes. La red neuronal MLP trabajo con 7 capas 





Figura 22: Red neuronal perceptrón multicapa 
 





EXPERIMENTO III: CLASIFICACIÓN DE MODELADO USANDO REDES 
BAYESIANAS 
Para la clasificación del modelo de redes bayesianas se usó el algoritmo TAN 
que también es conocida como red bayesiana aumentada a árbol, este 
algoritmo va construir un árbol de dependencias entre las variables a 

















En la figura 23, se muestra el resultado gráfico del modelo de clasificación 
de redes bayesianas TAN, el gráfico representa las relaciones probabilísticas 
entre enfermedad (class) y síntomas, las aristas representan dependencias 
condicionales, los nodos que no se encuentran conectados representan 
variables independientes de las otras. 
Los 13 atributos de nuestro generaron 12 clases de índices, la estructura de 
la red (nodos seguidos por los padres) lo detallamos a continuación: 
Edad (1): class Hemoptitis, Sexo (1): class Edad, DiasTos (3):class Edad, 
Hemoptitis (2): classBajoPeso, Fiebre (1): class Edad, Sudoración (2): class 
Edad, DolorTorax (3): class Hemoptitis, Disnea (2): classDolorTorax, 
Figura 23: Resultado gráfico del modelo clasificador de Redes bayesianas 
TAN 
 





BajoPeso (2):class, HallazgoRx (2): class Edad, Bk (2):class Edad, 
Antecedentes (1):class Edad. 
En la figura 24, se muestra a continuacion los resultados generados por el 
modelo de redes bayesianas TAN, muestra el tiempo tomado para construir 
el modelo, 0 segundos mientras el tiempo tomado para el modelo de prueba 
con los datos de entrenamiento fue de 0.02 segundos. 
Seguido muestra el resumen de la evaluación de los datos entrenados con 
la red Bayesiana TAN con los 502 registros, del total de registos se 
clasificaron correctamente 494 registros que es el 98.40 % de las instancias 
mientras que 8 registros se clasificaron incorrectamente que es el 1.59 %  de 
las instancias. Tambien muestra la covertura de los casos que fue del 100 % 
















En la figura 25, se  muestra el resultado detallado de precisión de este 
modelo de red bayesiana con el algoritmo TAN, la precisión para la clase 
Tb_pulmonar es de 0.988, y para la clase Tb_extrapulmonar es de 0.966; 
seguido nos muestra la matriz de confusión donde se detalla los datos 
procesados y clasificados, 410 registros se clasificaron correctamente en la 
Figura 24: Resumen de evaluación de los datos entrenados con red 
bayesiana TAN 
 





clase Tb_pulmonar con 3 registros clasificados en forma incorrecta; 
paralelamente clasifico correctamente 84 registros en la clase 
Tb_extrapulmonar con 5 registro clasificado en forma incorrecta. 
A continuación, se analizó la precisión de los modelos (medido por %), 
tiempo tomado para el entrenamiento (medido por segundos) y la 
clasificación de instancias (medido por %) de los distintos algoritmos de 
clasificación empleados para el desarrollo de nuestro proyecto, para ello se 













Figura 25: Resumen detallado de precisión por clase y matriz de confusión 
con red bayesiana TAN 
 
Fuente: Herramienta Weka 
 
Gráfico 3: Precisión de los algoritmos de clasificación 
 



























En el gráfico 3 se muestra la precisión de los 3 algoritmos de clasificación, la 
precisión del algoritmo J48, MLP y TAN muestran un alto grado de precisión 
e igualan en un 0.988 %. 
En el gráfico 4 se muestra el tiempo tomado para el modelo de prueba con 
los datos de entrenamiento, el algoritmo MLP y el algoritmo TAN demoraron 
0.00 segundos mientras el árbol de decisión J48 demoro 0.02 segundos, por 









En el gráfico 5 se muestra la clasificación de los algoritmos empleados, el 
algoritmo MLP tiene una ligera ventaja sobre el algoritmo J48 y el algoritmo 
TAN, en la clasificación de instancias MLP clasifico correctamente el 99.8% 
del total de registros y solo 0.20 % clasificó en forma incorrecta por lo tanto 
es ligeramente más confiable para diagnosticar en forma correcta los casos 
de tuberculosis pulmonar. En la clasificación de instancias para J48 y TAN 
obtuvieron los mismos resultados, clasificaron en forma correcta 98.41% del 
total de registros mientras que clasificaron en forma incorrecta 1.59 % del 
total de registros. 
Gráfico 4: Tiempo tomado para el entrenamiento del modelo de 
prueba con datos 
 

















































El algoritmo de clasificación de la red neuronal perceptrón multicapa se 
comporta ligeramente superior que los algoritmos de clasificación árbol de 
decisión J48 y el algoritmo de red bayesiana TAN, no se puede descartar o 
determinar cómo no útiles para este trabajo de modelado, los resultados 
obtenidos son muy aceptables y son algoritmos muy aplicados en las 
distintas disciplinas y áreas de organizaciones de salud. 
Una de las desventajas que presenta las redes neuronales es que no se 
identifica claramente el mecanismo con el cual ha resuelto el problema, el 
modelo de clasificación es incomprensible, en consecuencia, no cumple con 
los objetivos del negocio, se definió que el modelo debe ser comprensible 
por el médico (usuario) para que este pueda interpretarlo para la toma de 
decisiones con el conocimiento obtenido. El modelo que es aceptado para 
este trabajo de investigación es el del algoritmo de árboles de decisiones 
J48, tiene alto grado de predicción y es muy fácil de entender e identificar los 
patrones para mejorar el diagnóstico de la enfermedad de la tuberculosis 
pulmonar. 
 
Gráfico 5: Clasificación de instancias de los algoritmos 
 









































Para esta fase de minería de datos se construyó un modelo de clasificación 
para tener una alta calidad de análisis de datos, también fue importante 
evaluar a fondo el modelo y revisar los pasos ejecutados para construir el 
modelo y tener la certeza de que logró los objetivos de negocio, el modelo 
desarrollado se evaluó utilizando datos de pruebas establecidos para el 
propósito de evaluación, al final de esta fase se llegó a definir el uso de los 
resultados y parámetros establecidos en base al asesoramiento del 
conocimiento y experiencia del experto y juicio del investigador. 
Las siguientes reglas son algunos de los patrones que se descubrieron entre 
los atributos del total de registro (502), estos patrones consiguieron una 
considerable aceptación por los expertos al ser consultados de manera 
informal. 
Regla 1: Si una persona presenta una disnea <=1 (muy ligera o nada) y tiene 
DiasTos> 12 días Entonces el paciente tiene como diagnostico 
Tb_pulmonar. 
Regla 2: Si una persona presenta una disnea <=1 (muy ligera o nada) y tiene 
DiasTos<= 12 días y tiene sudoración > 1 (intensa) y tiene BajoPeso > 0 (si) 
Entonces el paciente tiene como diagnostico Tb_pulmonar. 
Regla 3: Si una persona presenta una disnea <=1 (muy ligera o nada) y tiene 
DiasTos<= 12 días y tiene sudoración > 1 (intensa) y tiene BajoPeso <= 0 
(no) Entonces el paciente tiene como diagnostico Tb_extrapulmonar. 
Regla 4: Si una persona presenta una disnea <= 1 (muy ligera o nada) y tiene 
DiasTos <= 12 días y tiene sudoración <= 1 (no o leve) y tiene Bk <= 0 
(positivo) el paciente tiene como diagnostico Tb_pulmonar. 
Regla 5: Si una persona presenta una disnea <= 1 (muy ligera o nada) y tiene 
DiasTos <= 12 días y tiene sudoración <= 1 (no o leve) y tiene Bk >1 





Regla 6: Si una persona presenta una disnea <=1 (muy ligera o nada) y tiene 
DiasTos <= 12 días y tiene sudoración <= 1 (no o leve) y tiene Bk >1 
(negativo) y tiene Hemoptitis >0 (no) y tiene Edad <=2 (10 a 29 años) el 
paciente tiene como diagnostico Tb_pulmonar. 
Regla 7: Si una persona presenta una disnea <=1 (muy ligera o nada) y tiene 
DiasTos <= 12 días y tiene sudoración <= 1 (no o leve) y tiene Bk >1 
(negativo) y tiene Hemoptitis >0 (no) y tiene Edad >2 (30 años a mas) el 
paciente tiene como diagnostico Tb_extrapulmonar. 
Regla 8: Si una persona presenta una disnea > 1 (ligera o moderado o 
intenso) y Bk <=0 (si) Entonces el paciente tiene como diagnostico 
Tb_pulmonar. 
Regla 9: Si una persona presenta una disnea >1 (ligera o moderado o 
intenso) y Bk > 0 (no) y tiene hemoptitis <= 0 (si) Entonces la persona tiene 
como diagnostico Tb_pulmonar. 
Regla 10: Si una persona presenta una disnea > 1 (ligera o moderado o 
intenso) y Bk >0 (no) y tiene hemoptitis >0 (no) y BajoPeso <= 0 (no) 
Entonces la persona tiene como diagnostico Tb_extrapulmonar. 
Regla 11: Si una persona presenta una disnea >1 (ligera o moderado o 
intenso) y Bk > 0 (no) y tiene hemoptitis > 0 (no) y tiene BajoPeso > 0 (si) y 
tiene Fiebre>0 (si) entonces la persona tiene como diagnostico 
Tb_pulmonar. 
Este conjunto de reglas se generó a partir del modelo de clasificación de 
árboles de decisión J48, de todos los atributos seleccionados para construir 
este modelo se ha demostrado que la Disnea es la variable seleccionada 
más determínate o superior del modelo. Una de las reglas generadas 
muestra que si el paciente no tiene tos indica que este puede tener 
Tb_Extrapulmonar y que un paciente con más de 12 días de tos puede llegar 
a tener Tb_pulmonar, el árbol de decisión también demostró que la variable 
sudoración y Bk en la mayoría de las reglas muestran que pueden tener 




disnea, días de tos, sudoración nocturna, hemoptitis, baja de peso, fiebre el 
árbol de decisiones muestra que el paciente puede tener un diagnóstico de 
tuberculosis pulmonar. 
Se observó que el significado de los patrones generados por el árbol de 
decisión J48 es alto y fácil de interpretar tal como se muestra en la figura 26. 
 
3.1.6 Despliegue 
Para esta fase de nuestro proyecto, primero, se presentó resultados de una 
manera visual usando cuadros estadísticos que representan las variables 
usadas y su aporte para el programa de control de tuberculosis del hospital 
Figura 26: Reglas generadas por el modelo de clasificación de árboles de decisión 
J48. 
 





Aurelio Díaz Ufano y Peral, en segundo lugar, se guardó una copia para la 
Universidad Cesar Vallejo, estará disponible para que sea útil como 
experiencia y documentación valiosa para nuevos proyectos que se 
desarrollen. 
Resulta necesario el desarrollo de un reporte final el cual contenga los 
principales aspectos desarrollados en este trabajo como identificando 
objetivos, metas, interrogantes, hipótesis, desarrollo del modelo, análisis y 
evaluación, por otro lado, debemos evaluar si el proyecto cumplió las metas 
del programa de control y prevención de tuberculosis del hospital, este 
proyecto brindara a mi persona experiencia para poder llevar a cabo en un 




















TAMER UÇAR en su trabajo “Predicting the existence of mycobacterium 
tuberculosis on patients by data mining approach” se centró en el uso de 
técnicas de clasificación para el diagnóstico de la tuberculosis en pacientes 
de una clínica de Estambul, los resultados obtenidos con redes bayesianas 
y el perceptrón multicapas fueron los más altos con un 0.84 %, pero 
considera a ANFIS como más fiable porque muestra menos error de 
clasificación de instancias, Tamer UÇAR no considero modelar con el 
algoritmo de árboles de decisión J48. En nuestra investigación coincidimos 
con Tamer UÇAR en los resultados de precisión obtenidos, la red bayesiana 
(TAN) y el perceptrón multicapa obtuvieron resultados de precisión de 0.98 
% y con un alto promedio de clasificación de instancias, sin dejar de 
mencionar al algoritmo de árboles de decisión J48 que igualó el resultado de 
0.98 %. Se pueden considerar los tres modelos para realizar el diagnóstico 
médico de la tuberculosis. 
T.Asha, S.Natarajan y K.N.B.Murthy en su trabajo de “Data mining 
techniques in the diagnosis of tuberculosis “con técnicas de asociación y 
clasificación para el diagnóstico de la enfermedad de tuberculosis y 
considerando un grupo de datos de 700 registros reales de pacientes de TB, 
obtenidos de un hospital consideró 12 atributos considerando atributos como 
enfermedades asociadas VIH obteniendo resultados muy aceptables en 
precisión CBA precisión de 81,14%; CMAR con una precisión de 99,1428% 
y CPAR con una precisión de 99.14%, estas dos últimas  ligeramente 
superior a nuestros resultados obtenidos de 0.98 %, atribuimos esta 
diferencia a cantidad de número de registros considerados para entrenar los 
algoritmos, cuanto mayor sea el número de registros para entrenar una red 
mayor será su precisión. 
K.R.Lakshmi, M.Veera Krishna y S.PremKumar en su trabajo “Utilization of 
data mining techniques for prediction and diagnosis of tuberculosis disease 
survivability” para determinar que modelos proporciona mayor porcentaje de 
predicciones correctas para el diagnóstico de la enfermedad de tuberculosis 
con un total de 12 atributos con 458 pacientes con la enfermedad de 




que entreno PLS-DA fue el más rápido 0.0seg.y preciso 96.32 %. El 
resultado obtenido es ligeramente menos preciso que los algoritmos 
entrenados en esta investigación, 
ASIA NESDREDIN en su trabajo de investigación “Mining patients’ data for 
effective tuberculosis diagnosis: the case of menelik II hospital” consideró 
7069 pacientes, el de mayor cantidad de muestras de los trabajos 
considerados como antecedentes a nuestra investigación; el investigador 
según criterio propio seleccionó 13 atributos, los resultados obtenidos de una 
clasificación correcta es de 85.93%  y 83.21%para la técnica de árboles de 
decisión J48 y técnica de Bayes Naive respectivamente; Asis Nesdredin 
obtuvo un porcentaje de clasificación menor al de los nuestros aplicando las 
mismas técnicas de minería de datos, sin embargo son resultados 
considerados como buenos, Asis Nesdredin debió apoyarse en 
profesionales de la salud para la selección de las variables que intervinieron 
en su investigación, los resultados obtenidos en su investigación pueden ser 
mejorados. 
Nagabhushanam D, Naresh N, Raghunath A, PraveenKumar K en su trabajo 
de investigación “Prediction of tuberculosis using datamining techniques on 
indian patient´s data” desarrollo un modelo muy preciso para el diagnóstico 
de la tuberculosis, los modelos implementados fueron generados con  
algoritmos ANFIS,  Perceptrón multicapa y Part con los siguientes resultados 
de clasificación: el modelo ANFIS 97% , mientras que Perceptrón multicapa 
89% y el modelo del algoritmo PART con un 85%, Nagabhushanam D, 
Naresh N, Raghunath A, PraveenKumar K se basaron en variables estándar 
de la OMS, en nuestra investigación también nos basamos en estas 
variables estándar apoyados de médicos expertos en esta enfermedad. Los 
resultados obtenidos en esta investigación tienen un alto porcentaje de 
clasificación correcta lo que nos llevó a considerar que es muy significativa 
una buena elección de variables antes de iniciar a entrenar los modelos con 
las distintas técnicas de minería de datos. 
La técnica de minería más adecuada para el diagnóstico de la enfermedad 




técnicas de redes neuronales perceptrón multicapa y bayesiana demostraron 
tener un alto rendimiento de clasificación, precisión en muchos casos hasta 
superan ligeramente a las técnicas de aboles de decisión, pero no cumplen 
























De acuerdo a los resultados obtenidos durante el desarrollo de nuestra 
investigación se llegó a las siguientes conclusiones, los cuales descubrimos 
en función de los objetivos específicos propuestos: 
Objetivo Especifico 1: Determinar los patrones de comportamiento de un 
determinado paciente permitirá el diagnóstico de la tuberculosis pulmonar en 
el hospital de EsSalud Aurelio Díaz Ufano y Peral. 
Conclusión: En esta investigación, se trató de evaluar la aplicación de la 
minería de datos para el diagnóstico de la tuberculosis pulmonar en el 
hospital de EsSalud Aurelio Díaz Ufano y Peral, se aplicó algoritmos de 
clasificación de Arboles de decisión J48, redes neuronales artificiales MLP y 
algoritmos de clasificación de redes bayesianas TAN para resolver los 
objetivo trazado, el algoritmos de árboles de decisión J48 fue el que cumplió 
con los requerimientos del negocio, todos son modelos muy aceptables.  
Con el algoritmo de árboles de decisión J48 se analizó y se identificó el 
patrón de comportamiento del paciente con diagnóstico de tuberculosis 
pulmonar, estos presentan un alto grado o dificultad al respirar, más 
conocido como disnea que es el factor más influyente, seguidos de días tos 
y la baciloscopía, como segundos factores más influyentes, se llegó de esta 
manera al objetivo propuesto en descubrir estos comportamientos para 
diagnosticar a futuros pacientes con la enfermedad de tuberculosis pulmonar 
Objetivo Específico 2: Determinar el rendimiento del modelo de algoritmo de 
aprendizaje de minería de datos permitirá un diagnóstico más confiable de 
la tuberculosis pulmonar en el hospital de EsSalud Aurelio Díaz Ufano y 
Peral. 
Conclusión: Se construyó un modelo de clasificación de los datos de los 
pacientes, tres algoritmos básicos se utilizan para la construcción de 
modelos que son: arboles de decisión J48, redes neuronales MLP y Redes 
bayesianas TAN, con estos se realizó varios experimentos de forma iterativa, 




el uso de validación cruzada (Folds 10) teniendo resultados muy 
significativos y aceptables por los expertos. 
El mejor resultado de todos los experimentos se consiguió con el algoritmo 
de red neuronal MLP, sin embargo, para los objetivos del negocio se 
seleccionó el árbol de decisiones J48, seleccionado como modelo de trabajo 
genero reglas muy significativas que pueden usarse para nuevos registros 
de pacientes. La precisión de la clasificación del algoritmo del árbol de 
decisión J48 fue muy convincente, entre los 502 datos el 98.41%se 
clasificaron correctamente con una precisión de 0.9888 %(igual que el 
algoritmo MLP) y con tiempo tomado para el modelo de prueba con los datos 
de entrenamiento de 0.02 segundos. 
En comparación de los resultados del algoritmo de árbol de decisión J48 y  
el algoritmo de Redes bayesianas TAN,  este últimos muestra una ligera 
ventaja entiempo tomado para el modelo de prueba con los datos de 
entrenamiento de 0.00 segundos, la clasificación de los datos y la precisión 
del algoritmos son iguales al del arboles de decisión J48.Esta diferencia de 
rendimiento de ninguna manera muestra una debilidad de la capacidad de 
predicción de J48, además la comparación de los resultados ente ambos 
modelos mostraron un patrón muy  interesante. 
Para concluir los resultados del estudio han demostrado que para mejorar el 
problema del diagnóstico de tuberculosis pulmonar se puede aprovechar las 












 Esta investigación se llevó a cabo para logros académicos no obstante 
los resultados de éstas pueden ayudar a los trabajadores del hospital a 
reconocer los principales factores para el diagnóstico de tuberculosis 
pulmonar, esto ayudaría en el problema de diagnóstico y tratamiento 
inmediato. 
 Se debería considerar el diseño e implementación de una base de datos 
con todas las variables de análisis como una línea base para el hospital 
especialmente para los casos nuevos de tuberculosis. 
 En la investigación se implementó solo algoritmos de clasificación 
Algoritmo de árbol de decisiones J48, Red neuronal multicapa 
perceptrón, y algoritmo TAN de Bayes, pero el aprovechamiento de 
otros algoritmos no abarcados en este estudio puede descubrir patrones 
relevantes que están relacionados con el diagnostico eficiente de la 
enfermedad de la tuberculosis pulmonar y optimizar el rendimiento del 
modelo. 
 La investigación se limitó solo a pacientes del distrito de San Juan de 
Lurigancho del Hospital Aurelio Díaz Ufano y Peral, si se consideraría 
una gran cantidad de datos de otros hospitales podría aumentar la 
precisión del modelo. 
 Esta investigación se llevó a cabo para el diagnóstico de Tuberculosis 
pulmonar con buenos resultados, por lo tanto, se propone aplicar la 
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Anexo 01.  Matriz de Consistencia 
TITULO DEL PROYECTO: “Aplicación de minería de datos para mejorar el diagnóstico de la tuberculosis pulmonar en el hospital de 
EsSalud “Aurelio Díaz Ufano y Peral”. 
PROBLEMA OBJETIVO HIPÓTESIS VARIABLES E INDICADORES 
PROBLEMA 
GENERAL 
¿De qué manera el 
algoritmo de 
aprendizaje de minería 
de datos más adecuado 
permitirá el diagnóstico 
de la tuberculosis 
pulmonar en el hospital 





1. ¿De qué manera 
los patrones de 
comportamiento 
de un determinado 
paciente para 
predecir si tiene la 
enfermedad de 
tuberculosis 
pulmonar en el 
hospital de EsSalud 
ADUYP? 
2. ¿De qué manera 
el rendimiento 
del modelo del 
algoritmo de 
aprendizaje de 








Determinar el algoritmo 
de aprendizaje más 
adecuado de minería de 
datos permitirá realizar el 
diagnóstico de la 
tuberculosis pulmonar en 
el hospital de EsSalud 









paciente permitirá el 
diagnóstico de la 
tuberculosis 
pulmonar en el 
hospital de EsSalud 
Aurelio Díaz Ufano y 
Peral 
 
2. Determinar el 
rendimiento del 
modelo de algoritmo 
de aprendizaje de 
minería de datos 
permitirá un 
diagnóstico más 
confiable de la 
tuberculosis 
pulmonar en el 
hospital de EsSalud 
ADUYP. 
HIPÓTESIS GENERAL 
La determinación del 
algoritmo de aprendizaje 
de minería de datos más 
adecuado para el 
diagnóstico de la 
tuberculosis pulmonar 
permitirá reducir el 
tiempo de diagnóstico en 
los pacientes con respecto 




1. Los patrones de 
comportamiento de 
un determinado 
paciente aportaran al 
diagnóstico de la 
tuberculosis 
pulmonar en el 
hospital de EsSalud 
Aurelio Díaz Ufano y 
Peral. 
 
2. El rendimiento del 
modelo del algoritmo 
de aprendizaje de 
minería de datos 
aportara un 
diagnóstico de mayor 
porcentaje de la 
tuberculosis 
pulmonar en el 
hospital de EsSalud 
ADUYP 
V. INDEPENDIENTE: MINERÍA DE DATOS 









    Precisión del algoritmo (%) 
Escalar: 0.9- 1.0 
              0.8- 0.89 
              Menor  0.08 
Tiempo tomado para el entrenamiento del modelo 
(seg.) 
Escalar: 0.00 – 0.02 
               0.03 – 0.04 
               Mayor  0.04 
Clasificación de instancias correctas (%) Escalar: 0.9- 1.0 
              0.8- 0.89 
              Menor  0.08 
 
VARIABLE DEPENDIENTE: DIAGNOSTICO DE LA TUBERCULOSIS 
DIMENSIONES INDICADORES 
ESCALA DE MEDICIÓN 
 
 1. Edad Escalar: <10-19><20-29>………...<80-89> 
2. Sexo Nominal: <M><F> 
 
1. Síntomas y 
diagnóstico del 
paciente con TB 
 
 
1. Días Tos Numérica 
2. Hemoptitis Nominal: <SI><NO> 
3. Fiebre Nominal: <SI><NO> 
4. Sudoración Ordinal:<NO><LEVE><INETNSO> 
5. Dolor de Tórax Ordinal:<NO><LEVE><INETNSO> 
6. Disnea Ordinal:<NADA><MUY 
LIGERA><LIGERA><MODERADA><ALGO 
INTENSA><INTENSA> 
7. Baja de peso Nominal: <SI><NO> 
8. Tipo de TB Nominal: <Pulmonar><Extrapulmonar> 
2. Exámenes 
auxiliares 
1. Liquido pleura Nominal: <SI><NO> 
2. Hallazgos en Rx Nominal: <SI><NO> 
3. Baciloscopía (Bk) Nominal: <SI><NO> 
3.Antecedentes 
 






MÉTODO Y DISEÑO POBLACIÓN TÉCNICAS E INSTRUMENTOS ESPECTOS ÉTICOS 
 
Para la presente investigación se propone 
la metodología experimenta. Para esta 
investigación queremos ver el efecto de 
los síntomas del paciente de tuberculosis 
pulmonar (V.I.) sobre el diagnóstico de la 
enfermedad de tuberculosis pulmonar 
(V.D.) en un grupo (experimental) de 
pacientes del programa de control y 
prevención de tuberculosis del hospital 
de EsSalud Aurelio Díaz Ufano y Peral 
 
TIPO DE ESTUDIO 
Aplicada: por que busca el conocer para 
hacer, para actuar (modificar, mantener, 
reformar, o cambiar algún aspecto de la 
realidad). 
Explicativa: Se enfoca en explicar por qué 
ocurre un fenómeno y en qué 
condiciones se manifiesta, o por qué se 
relacionan dos o más variables. 
 
DISEÑO:  El diseño que se propone en 
esta investigación es preexperimental 
El siguiente esquema corresponde a 





Consiste en administrar u estímulo o 
tratamiento a un grupo y después aplicar 
una medición de una o más variables 
para observar cuál es el nivel del grupo 
en éstas. 
G= Grupo (pacientes PCT) 
X = Estimulo (Algoritmos de DM). 
O = Observaciones (Modelos obtenidos). 
 
Pacientes con diagnóstico médico de tuberculosis del PCT 
(programa de control y prevención de tuberculosis) del 
hospital de EsSalud Aurelio Díaz Ufano y Peral del distrito 
de San Juan de Lurigancho del periodo 2007 al 2013 un 





El tamaño de la muestra es de 502 pacientes y optamos por 
el muestreo aleatorio simple 
 
Tamer UÇAR, de la T.C. BAHÇESEHİR ÜNİVERSİTESİ - 
İSTANBUL en su proyecto de investigación “Predicting the 
existence of mycobacterium tuberculosis on patients by 
data mining approach” se valió de un conjunto de datos 
con información de 502 pacientes. 
 
UNIDAD DE ANALISIS 
Como unidad de análisis se tiene a los 502 pacientes con 
diagnóstico de tuberculosis del PCT del hospital de 




1. Técnica de la encuesta y recolección:  
 Encuesta  
 Hoja de cálculo – Microsoft Excel. 
Fuente: del hospital de EsSalud Aurelio Díaz 
Ufano y Peral del distrito de San Juan de 
Lurigancho, en el periodo de enero 2007 – 
agosto 2013 
 
2. . Validación y confiabilidad del 
instrumento: 
 Criterio del experto 
 Alfa de Cronbach 
 
3. Método de Análisis 
 Software   SPSS Static,  




Tanto por razones éticas como por 
cuestiones legales, el acceso a 
determinada información clínica está 
restringido; especialmente a aquella 
información que permite de alguna 
forma la identificación del paciente, 
por tanto esta investigación no 
consideró recolectar los datos 
personales de aquellos pacientes que 
intervienen en esta investigación, no 
existirá ningún problema de 
privacidad y confidencialidad de los 
pacientes 




Anexo 02: Instrumento 
DATOS DE PACIENTES DEL PCT DE TUBERCULOSIS DEL HOSPITAL AURELIO DIAZ UFANO Y PERAL 
I. DATOS GENERALES 
Edad: 
Género:  M       F    
 
II. ENFERMEDAD ACTUAL 
SINTOMAS PRINCIPALES 
N° días de Tos  
Hemoptitis     Sí                                No 
Fiebre  
    Sí                                No 
Sudoración 
No hay                          leve                        Intenso     
Dolor de Tórax 
No hay                          leve                         Intenso 
Disnea 
Nada                      Muy Ligera                  Ligera 
 
Moderada             Algo Intensa               Intensa 
Baja de Peso 
   Sí                              No 
III. ANTECEDENTES FAMILIARES 
Antecedentes de tuberculosis 
en la familia 
Sí                    No 
IV. EXAMENES AUXILIARES 
BK (1ra) 
Sí                      No 
Hallazgo en Rx 
Sí                      No 
Liquido Pleural 
Sí                      No 
V. DIAGNOSTICO 
































































































Anexo 06:  
 
 
 
 
