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Introduction
0.1 Motivation
This thesis lies in the wake of the various works about index theorems in
holomorphic foliation theory and of the subsequent works about index the-
orems for holomorphic self-maps.
First of all, what do we mean here for index theorem? Let M be a
compact oriented real C∞ manifold of dimension m and let ω ∈ HmdR(M,C)
be a non-zero top degree cohomological class of M (which typically is a
characteristic class of a C∞ or virtual complex vector bundle). Roughly
speaking, an index theorem is a formula relating the integral of ω over M
to a ﬁnite sum of complex numbers Rλ, that is a formula of the kind∑
λ
Rλ =
∫
M
ω, Rλ ∈ C.
The numbers Rλ are called indices or residues and they keep memory of
geometric informations. A ﬁrst classical and well-known example of index
theorem is the Poincaré-Hopf theorem, relating the Euler-Poincaré char-
acteristic of M (which is equal to the integral on M of the Euler class
eM ∈ Hm(M) ) to some indices associated to the isolated vanishing points
of a C∞ vector ﬁeld on M (see for example [13, Thm.11.25] for a precise
statement of the theorem). More generally we may also consider possibly
singular analytic varieties M or obtain formulas relating homological classes
(this point will be cleariﬁed in Chapter 1).
Index theorems are interesting for instance because they relate global
informations with local informations. Moreover they furnish primary ob-
structions to the existence of certain geometric objects on the manifold.
For instance, the Poincaré-Hopf theorem implies that if the Euler-Poincaré
characteristic of M is not zero then it does not exist a never vanishing C∞
vector ﬁeld on M . This is the case, among the others, of the Riemann sur-
faces of genus g 6= 1 (if g = 0 it is the hairy ball theorem) and of the complex
v
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projective spaces PnC, n ≥ 1. Clearly, the non-existence of a never vanishing
C∞ vector ﬁeld implies the non-existence of a never vanishing holomorphic
one.
As we said, this thesis is inspired by the works concerning residues and
index theorems coming from holomorphic foliations on complex varieties.
The ﬁrst ones who worked to this kind of theorems were Baum and Bott
in the 60's, in particular [11] and the subsequent [10], [8] and [9] can be
considered the foundational and starting papers of the matter. In [11] Bott
deﬁned some residues associated to the connected components of the zero
set of a holomorphic vector ﬁeld X on a compact complex manifold M of
(complex) dimension n. Then he proved an index theorem relating these
residues to the characteristic classes ϕ(TM) ∈ H2ndR(M,C), with ϕ homo-
geneous symmetric polynomials of degree n (of course the residues depend
on ϕ). In the following [10] and [8] there are some generalizations of this
theorem, in particular in [8] the authors substituted the holomorphic vector
ﬁeld X with a 1-dimensional holomorphic foliation F on M . Before stating
this theorem we need to refresh some deﬁnitions.
Deﬁnition 0.1.1. Let M be a complex manifold of dimension n. A 1-
dimensional holomorphic possibly singular foliation on M is a morphism of
holomorphic vector bundles F : F → TM , where F is a holomorphic line
bundle over M called the tangent bundle of the foliation. The singular set of
F is the analytic subset
Sing(F ) = {q ∈M s.t. F |q = 0} ,
then set M0 = M − Sing(F ). The holomorphic vector bundle N0F =
TM0/F |M0 is the normal bundle of F , while the virtual bundle TM − F is
called the virtual normal bundle of F .
In [8] there is then a slightly weaker version of the following theorem.
Theorem 0.1.2 (Baum-Bott index theorem). Let M be a compact complex
manifold of dimension n, F : F → TM a 1-dimensional holomorphic possi-
bly singular foliation on M and Sing(F ) = unionsqλΣλ the decomposition in con-
nected components of its singular set. Then for any homogeneous symmetric
polynomial ϕ of degree n there exist complex numbers Resϕ(F , TM−F,Σλ),
one for each connected component Σλ, such that∑
λ
Resϕ(F , TM − F,Σλ) =
∫
M
ϕ(TM − F )
vi
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See [8, Thm.1] for the original version or [36, Thm.III.7.6] for a more gen-
eral formulation. The residues Resϕ(F , TM − F,Σλ) are called Baum-Bott
residues. Afterwards Baum and Bott generalized Theorem 0.1.2 considering
holomorphic foliations F of any dimension k ≥ 1. In this way they obtained
also formulas relating homological classes instead of complex numbers (see
[9, Thm.2] for the original version or [36, Thm.VI.3.7] for a more general
formulation). The generalized version of Theorem 0.1.2 is another example
of primary obstruction to the existence of geometric objects since it implies
that non-singular holomorphic foliations of dimension n− 1 cannot exist on
PnC for n > 1 (see [12, Thm.6.5] for a proof of this fact).
In 1982 Camacho and Sad introduced a new type of index theorem in
their paper [19], as a key tool in the solution of the problem of existence of
a separatrix passing through an isolated vanishing point of a holomorphic
vector ﬁeld in dimension 2. It was an index theorem for invariant leaves of
1-dimensional holomorphic singular foliations on complex surfaces (see [19,
Appendix] for the original formulation).
Theorem 0.1.3 (Camacho-Sad index theorem). LetM be a complex surface,
S ⊂M a non-singular compact complex curve and F a 1-dimensional holo-
morphic possibly singular foliation deﬁned in a neighborhood of S and leaving
S invariant. Then one can associate to any singular point p ∈ Sing(F ) ∩ S
a complex number ip(F , S), the index of F along S at p, in such a way that∑
p∈Sing(F )∩S
ip(F , S) =
∫
S
c1(NS),
where NS is the normal bundle of S in M and c1(NS) is its ﬁrst Chern class.
This theorem has been subsequently generalized step by step. Early
generalizations can be found in [20] and [30], where the authors provided a
residue formula similar to the one of Theorem 0.1.3 when M is a complex
manifold of dimension n, S ⊂M a non-singular compact complex hypersur-
face and F a (n− 1)-dimensional holomorphic foliation leaving S invariant.
A further generalization along this line was done by Lehmann in [25] allow-
ing S and F to be of any dimension (clearly with dimension of F less than
dimension of S). Other generalizations were obtained by allowing S ⊂M to
be possibly singular. In particular, in [34] Suwa proved Theorem 0.1.3 for
possibly singular compact (reduced and irreducible) curves S ⊂ M , getting
a residue formula involving the ﬁrst Chern class c1([S]) of the natural holo-
morphic line bundle [S] on M (a partial result in this direction was previously
obtained in [31] for the particular case M = P2C). A stronger generalization
vii
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was proved in [27, Thm.1] by Lehmann and Suwa (see also [36, Thm.IV.6.6.]
for a more general formulation). For the sake of simplicity we state here only
the version for hypersurfaces S ⊂M , actually the most interesting for us.
Theorem 0.1.4 (generalized Camacho-Sad index theorem). Let M be a
complex manifold of dimension n, S ⊂ M a possibly singular compact ana-
lytic hypersurface and F : F → TM a 1-dimensional holomorphic possibly
singular foliation deﬁned in a neighborhood of S and leaving S′ = S−Sing(S)
invariant. Let Sing(F |S) ∪ Sing(S) = unionsqλΣλ be the decomposition in con-
nected components, then there exist complex numbers Res(F , S,Σλ), one for
each connected component Σλ, such that∑
λ
Res(F , S,Σλ) =
∫
S
cn−11 ([S]),
where [S] is the holomorphic line bundle canonically induced by S on M and
cn−11 ([S]) is the (n− 1)-th power of its ﬁrst Chern class.
The residues Res(F , S,Σλ) are called Camacho-Sad residues to honor
the ones who introduced this kind of residues and proved the ﬁrst version of
the theorem. Later on Suwa generalized [27, Thm.1] (hence Theorem 0.1.4
and Theorem 0.1.3) considering holomorphic possibly singular foliations F
of any dimension k ≥ 1 (less than dimension of S) leaving S′ invariant,
getting in this way formulas relating homological classes (see [35, Thm.2.4]
for the original version or [36, Thm.VI.6.9] for a more general formulation).
Within few of these papers, to be precise [25], [27] and [35], Lehmann
and Suwa developed a general theory on a cohomological approach to in-
dex theorems based on `localization of characteristic classes', the so-called
Lehmann-Suwa theory. It is a very powerful machinery for getting index the-
orems and we will furnish a survey of its basis in Chapter 1 (see [36] or [18] for
a systematic and complete exposition). We stress that the Lehmann-Suwa
approach is not the one followed by Baum, Bott, Camacho and Sad, who
proved their index theorems in diﬀerent ways, anyway it provides a global
theoretical framework also for them.
In [28] Lehmann and Suwa made the machinery clear and even proved
a third type of index theorem, regarding again invariant subvarieties of pos-
sibly singular holomorphic foliations on complex manifolds but involving a
diﬀerent type of characteristic classes. The following is a reformulation of
[28, Thm.3.6].
viii
0.1. Motivation
Theorem 0.1.5 (Lehmann-Suwa-Khanedani index theorem). Let M be a
complex manifold of dimension n, S ⊂ M a possibly singular compact ana-
lytic subvariety of any dimension m and F : F → TM a 1-dimensional holo-
morphic possibly singular foliation deﬁned in a neighborhood of S and leaving
S′ = S − Sing(S) invariant. Let Sing(F |S)∪ Sing(S) = unionsqλΣλ be the decom-
position in connected components, then for any homogeneous symmetric poly-
nomial ϕ of degree m there exist complex numbers Resϕ(F , TM |S−F |S ,Σλ),
one for each connected component Σλ, such that
∑
λ
Resϕ (F |S , TM |S − F |S ,Σλ) =
∫
S
ϕ(TM − F )
To be precise [28] contains a more general version of this theorem, that
is a version for holomorphic foliations of any dimension k ≥ 1. As usual
in this case, one obtains formulas relating homological classes as well as
formulas relating complex numbers (see [28, Thm.3.5] for the original version
or [36, Thm.VI.6.4] for a more general formulation). We call Theorem 0.1.5
the `Lehmann-Suwa-Khanedani index theorem' since it had been previously
proved in [23] by Khanedani and Suwa for n = 2 (in a diﬀerent way and
using a diﬀerent terminology). The residues Resϕ(F , TM |S − F |S ,Σλ) are
clearly named Lehmann-Khanedani-Suwa residues (in [23] they are called
`variations').
Subsequently, versions for holomorphic self-maps of these three types of
index theorems have been proved. Why? The moral link between the two
settings (holomorphic foliations and holomorphic self-maps) is represented
by Abate's paper [2]. In his work Abate obtained a complete generalization
to two complex variables of the classical Leau-Fatou ﬂower theorem for maps
tangent to the identity mimicking the strategy of Camacho and Sad in [19]. A
key ingredient in his proof was an index theorem for holomorphic self-maps
on complex surfaces M ﬁxing pointwise a non-singular compact complex
curve S ⊂ M , clearly inspired by the Camacho-Sad index theorem. Here
we state a version of the theorem slightly diﬀerent from the original one [2,
Thm.1.1].
Theorem 0.1.6 (Abate index theorem). Let M be a complex surface, S ⊂
M a non-singular compact complex curve and f : M → M a holomorphic
self-map such that f |S = idS. Assume `f tangential along S' or thatM is the
total space of a holomorphic line bundle over S. Then one can associate to
any p ∈ S a complex number ip(f, S), the index of f along S at p, vanishing
ix
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at all but a ﬁnite number of points, in such a way that∑
p∈S
ip(f, S) =
∫
S
c1(NS),
where NS is the normal bundle of S in M and c1(NS) is its ﬁrst Chern class.
The meaning of `f tangential along S' will be clear later on. A ﬁrst gen-
eralization of Theorem 0.1.6 was made soon after by Bracci and Tovena in
[16] (see also [14]), where they assumed S to be possibly singular. Hence it
became natural to try and generalize the Abate index theorem in a system-
atical way, as Lehmann and Suwa did starting from the Camacho-Sad index
theorem. A large generalization to any dimension of M and codimension of
the possibly singular S ⊂M was ﬁnally made by Abate, Bracci and Tovena
in [4] thanks to a systematic use of the Lehmann-Suwa machinery. In this
paper, very important source of inspiration for my thesis, they also proved
versions for holomorphic self-maps of the two other kinds of index theorems
for holomorphic foliations discussed above.
We now do a step further by replacing the single holomorphic self-map
f : M → M pointwise ﬁxing an analytic subvariety S ⊂ M with a pair
of distinct holomorphic self-maps f, g : M → M coinciding on a complex
hypersurface S ⊂ M (clearly if one of the two maps is the identity we fall
back in the [4] case). An interesting example arises by lifting a pair of
holomorphic self-maps f˜ , g˜ : Cn → Cn both ﬁxing the origin 0 to the blow-
up pi : M → Cn of Cn at 0. If df˜ |0 = dg˜|0 is invertible we obtain in this way
a pair of holomorphic self-maps f, g : M →M coinciding on the exceptional
divisor S = pi−1(0) ∼= Pn−1C . We show that under some hypotheses on the pair
(f, g), and on the hypersurface S if needed, one can deﬁne a 1-dimensional
holomorphic possibly singular foliation on S′ = S − Sing(S). In general,
this foliation doesn't admit a global extension around the whole S′ but it
admits good local extensions (or, using the terminology of [6], an extension
to a suitable `inﬁnitesimal neighborhood' of the subvariety S). What does
it mean good? It means that we can use these local extensions to deﬁne
certain partial holomorphic connections over suitable holomorphic vector
bundles on S′ outside a `singular set'. As a consequence if S is compact we
can use the Lehmann-Suwa machinery to produce index theorems (see also
[5] for a general and deeper explanation).
Our index theorems generalize the ones in [4] and in particular they are
versions of Theorem 0.1.2, 0.1.4 and 0.1.5 for couples of holomorphic self-
maps. We point out that for the last two of them we need to have a foliation
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deﬁned in a whole neighborhood of S′ (leaving it invariant), while we are
able to deﬁne foliations on S′ only. Hence our generalizations of Theorem
0.1.4 and Theorem 0.1.5 are not direct consequences of holomorphic foliation
theory.
0.2 Plan of the Thesis and statement of the main
results
The aim of Chapter 1 is to furnish the basics of the Lehmann-Suwa ma-
chinery. In Section 1.1 we brieﬂy review the deﬁnition of the characteristic
classes of C∞ complex vector bundles in the Chern-Weil theory. In Section
1.2 we recall the deﬁnition of the Grothendieck group of a manifold, whose
elements are called `virtual complex vector bundles'. This is preparatory to
Section 1.3, where we extend the Chern-Weil theory of characteristic classes
to virtual complex vector bundles. In Section 1.4 we recall the concept of
`partial holomorphic connection' on a C∞ complex vector bundle and we
state the Bott vanishing theorem, which is a key tool in the theory. From
Section 1.5 to 1.8 we recall the basic deﬁnitions of ech-de Rham cohomology
and we explain how are deﬁned in this framework the characteristic classes
of bundles, the integration over a manifold and the Poincaré and Alexander
homomorphisms. The core of the chapter is Section 1.9, in which we explain
how one can obtain index theorems within the Lehmann-Suwa theory.
The original part of the thesis starts with Chapter 2. Here we show
how a pair (f, g) of distinct holomorphic self-maps of a complex manifoldM
coinciding on an analytic hypersurface S ⊂ M can induce a 1-dimensional
holomorphic possibly singular foliation on S′ = S − Sing(S). First of all we
introduce in Section 2.1 the `order of coincidence of (f, g) along S', which is
a positive integer related to the pair (f, g) denoted by νf,g. In Section 2.2
we deﬁne the `canonical section associated to (f, g)',
Df,g : N
⊗νf,g
S′ −→ TM |S′ ,
assuming that one of the two maps is a local biholomorphism on a whole
neighborhood of S′ (we will keep this assumption for the rest of the thesis).
In Section 2.3 we brieﬂy recall some deﬁnitions about 1-dimensional holo-
morphic foliations, then in the subsequent Section 2.4 and 2.5 we discuss two
xi
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hypotheses under which the pair (f, g) induces a 1-dimensional holomorphic
foliation on S′, denoted here by
D : N
⊗νf,g
S′ −→ TS′.
The hypothesis of Section 2.4 is that `(f, g) is tangential along S', while in
Section 2.5 we assume a geometric property on S′ regarding the way it sits
into M . When this property is satisﬁed we say that `S′ splits into M '.
In Chapter 3 we assume S non-singular and we prove the ﬁrst index
theorem of the thesis. We show in Section 3.1 that if one of the two hy-
potheses discussed in Chapter 2 is satisﬁed, then we are able to deﬁne in a
canonical way a partial holomorphic connection on the normal bundle of D
outside a `singular set'. As a consequence, in Section 3.2 we get the following
Baum-Bott-type index theorem applying the Lehmann-Suwa machinery.
Theorem 0.2.1. Let M be a complex manifold of dimension n and let S ⊂
M be a non-singular compact connected complex hypersurface. Let (f, g)
be a pair of distinct holomorphic self-maps of M such that f |S ≡ g|S and
g is a local biholomorphism over an open neighborhood of S, with order of
coincidence ν = νf,g. Assume that
(i) (f, g) is tangential along S
or
(ii) S splits into M
and let D be the foliation induced on S by the pair (f, g) depending on the
case. Let Sing(D) = unionsqλΣλ be the decomposition in connected components of
the singular set of D . Then for any homogeneous symmetric polynomial ϕ
of degree n−1 there exist complex numbers Resϕ(D , TS−N⊗νS ,Σλ), one for
each connected component Σλ, such that∑
λ
Resϕ
(
D , TS −N⊗νS ,Σλ
)
=
∫
S
ϕ
(
TS −N⊗νS
)
.
We conclude the chapter by computing in Section 3.3 the residues of
Theorem 0.2.1 at isolated singular points of D .
In Chapter 4 we talk about extensions of D . In Section 4.1 we show
how a global extension of D around S′ would induce canonically two partial
holomorphic connections on the normal bundle of S′ inM and on the normal
bundle of D in M . Unfortunately D does not admit in general such a global
xii
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extension, anyway we can extend it locally in a good canonical way. In
Section 4.2 we show how to do it when `(f, g) is tangential along S'. Instead
in Section 4.3 we treat the non-tangential case, but in this case we need to
assume an embedding property on S′ stronger than the splitting one. When
it is satisﬁed we say that `S′ is comfortably embedded into M '.
Lastly, in Chapter 5 we use what we have proved in Chapter 4 to obtain
the other two index theorems. In Section 5.1 we show that the `canoni-
cal local extensions' of D are good enough to deﬁne a partial holomorphic
connection on the normal bundle of S′ in M outside a `singular set', both
in tangential and non-tangential case. Then applying the Lehmann-Suwa
machinery we get the following Camacho-Sad-type index theorem in Section
5.2.
Theorem 0.2.2. Let M be a complex manifold of dimension n and let S ⊂
M be a globally irreducible compact analytic hypersurface with regular part
S′ = S − Sing(S). Let (f, g) be a pair of distinct holomorphic self-maps
of M such that f |S ≡ g|S and g is a local biholomorphism over an open
neighborhood of S′, with order of coincidence ν = νf,g. Assume that
(i) (f, g) is tangential along S
or
(ii) S′ is comfortably embedded into M
and let D be the foliation induced on S′ by the pair (f, g) in both cases. Let
Sing(S) ∪ Sing(D) = unionsqλΣλ be the decomposition in connected components
of the singular set Sing(S) ∪ Sing(D). Then there exist complex numbers
Res(D , S,Σλ), one for each connected component Σλ, such that∑
λ
Res (D , S,Σλ) =
∫
S
cn−11 ([S]) .
Here [S] denotes the holomorphic line bundle on M canonically induced
by S and cn−11 ([S]) is the (n − 1)-th power of its ﬁrst Chern class. In the
subsequent Section 5.3 we compute the residues appearing in Theorem 0.2.2
at isolated singular points of D and, in a case, of S.
In Section 5.4 we show that if `(f, g) is tangential along S' and νf,g > 1
then the `canonical local extensions' of D are good enough to deﬁne a partial
holomorphic connection on the normal bundle of D in M outside a `singular
set'. Then applying again the Lehmann-Suwa machinery we get in Section
5.5 the following Lehmann-Suwa-Khanedani-type index theorem.
xiii
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Theorem 0.2.3. Let M be a complex manifold of dimension n and let S ⊂
M be a globally irreducible compact analytic hypersurface with regular part
S′ = S − Sing(S). Let (f, g) be a pair of distinct holomorphic self-maps
of M such that f |S ≡ g|S and g is a local biholomorphism over an open
neighborhood of S′, with order of coincidence ν = νf,g. Assume that (f, g)
is tangential along S and that ν > 1, let D be the foliation induced on S′
by the pair (f, g) and let Sing(S) ∪ Sing(D) = unionsqλΣλ be the decomposition
in connected components of the singular set Sing(S) ∪ Sing(D). Then for
any homogeneous symmetric polynomial ϕ of degree n−1 there exist complex
numbers Resϕ(D ;TM |S− [S]|⊗νS ; Σλ), one for each connected component Σλ,
such that∑
λ
Resϕ
(
D , TM |S − [S]|⊗νS ,Σλ
)
=
∫
S
ϕ
(
TM − [S]⊗ν) .
We conlcude by computing in Section 5.6 the residues appearing in The-
orem 0.2.3 at isolated singular points of D and, in a case, of S.
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Chapter 1
Basics of the Lehmann-Suwa
machinery
The goal of this introductory chapter is to provide the essential notions
and ideas at the base of the main tool used in this thesis, the so-called
`Lehmann-Suwa machinery'. The reader can refer to [36] and [18] for a
complete treatment of this theory, moreover along the chapter we will furnish
speciﬁc references for each treated topics.
1.1 Chern-Weil theory for complex vector bundles
We start by reviewing the Chern-Weil theory of characteristic classes of
smooth complex vector bundles over smooth manifolds. Speciﬁc references
for this topic are for example [32, Appendix C] and [21, Sec.3.3].
LetM be a real C∞ manifold and let TCM be the complexiﬁcation of its
real tangent bundle. We denote by C∞M,C the sheaf of C-valued C∞ functions
on M and by T ∞M,C the sheaf of C∞ sections of TCM . Let E → M be any
C∞ complex vector bundle of rank r and denote by E∞ the associated sheaf
of C∞ sections.
Deﬁnition 1.1.1. A C∞ connection on E is a C-linear morphism
∇ : E∞ −→ (T ∞M,C)∗ ⊗ E∞
satisfying the Leibniz rule, that is such that ∇(f · s) = df ⊗ s+ f · ∇(s) for
any s ∈ E∞ and f ∈ C∞M,C.
1
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One can prove that there is always a C∞ connection on a given a C∞
complex vector bundle.
Now denote by
∧j T ∗CM the j-th exterior power of the complexiﬁed cotan-
gent bundle of M and by Ωj the associated sheaf of C∞ sections (that is the
sheaf of C-valued C∞ diﬀerential j-forms on M), for any j ≥ 1. Moreover,
let Ωj(E∞) denote the sheaf of C∞ sections of the bundle ∧j T ∗CM ⊗ E for
any j ≥ 1 (these sections can be thought as E-valued C∞ diﬀerential j-forms
on M) and observe that Ω1(E∞) = (T ∞M,C)∗ ⊗ E∞. A C∞ connection ∇ on
E induces for any j ≥ 1 a C-linear morphism
∇(j) : Ωj(E∞) −→ Ωj+1(E∞),
satisfying ∇(j)(α⊗ s) = dα⊗ s+ (−1)jα∧∇(s) for any s ∈ E∞ and α ∈ Ωj .
Deﬁnition 1.1.2. Let ∇ be a C∞ connection on E. The morphism of
C∞M,C-modules
K∇ = ∇(1) ◦ ∇ : E∞ −→ Ω2(E∞)
is called the curvature of ∇.
Let ∇ be any C∞ connection on E. Consider an open subset U ⊂ M
trivializing for E and let {e1, . . . , er} be a C∞ frame for E on U . Clearly we
can write
∇(ei) =
r∑
j=1
θij ⊗ ej
for any i = 1, . . . , r, with θij ∈ Ω1(U) for any i, j = 1, . . . , r. Let us call the
r × r matrix θ = (θij) the connection matrix of ∇ with respect to the frame
{e1, . . . , er}. Similarly we can write
K∇(ei) =
r∑
j=1
κij ⊗ ej
for any i = 1, . . . , r, with κij ∈ Ω2(U) for any i, j = 1, . . . , r. Let us call
the r × r matrix κ = (κij) the curvature matrix of ∇ with respect to the
frame {e1, . . . , er}, and recall the relation κ = dθ − θ ∧ θ. The matrix
κ can be treated as a `numerical matrix' since diﬀerential forms of even
degrees commute with one another with respect to the exterior product. As
a consequence we can deﬁne the C∞ diﬀerential forms σi(κ) ∈ Ω2i(U) for
i = 1, . . . , r by setting
det (Idr + κ) = 1 + σ1(κ) + · · ·+ σr(κ),
where Idr is the r × r identity matrix.
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Remark 1.1.3. (i) Let A be any r × r matrix whose entries are complex
numbers and deﬁne the polynomial functions σ1(A), . . . , σr(A) by setting
det (Idr + tA) = 1 + σ1(A)t+ · · ·+ σr(A)tr.
Furthermore, let s1, . . . , sr be the elementary symmetric polynomials in r
variables deﬁned by setting
r∏
j=1
(1 + xj) = 1 + s1(x1, . . . , xr) + · · ·+ sr(x1, . . . , xr),
and observe that si is a homogenous polynomial of degree i for any i =
1, . . . , r. If λ1, . . . , λr are the eigenvalues of A then
σi(A) = si(λ1, . . . , λr)
for any i = 1, . . . , r.
(ii) The elementary symmetric polynomials s1, . . . , sr generate the al-
gebra of symmetric polynomials in r variables, here denoted by Sym(r).
Clearly also the symmetric polynomials deﬁned by
ci =
(√−1
2pi
)i
si
generate Sym(r). Consequently, for any ϕ ∈ Sym(r) there is a polynomial
Pϕ ∈ C[x1, . . . , xr] such that
ϕ(x) = Pϕ (c1(x), . . . , cr(x)) ,
where x = (x1, . . . , xr). Then it is natural to deﬁne
ϕ(A) = Pϕ
(√−1
2pi
σ1(A), . . . ,
(√−1
2pi
)r
σr(A)
)
,
for any r × r matrix A and ϕ ∈ Sym(r).
Let Uˆ ⊂ M be another trivializing open set for E such that U ∩ Uˆ 6= ∅
and let {eˆ1, . . . , eˆr} be a C∞ frame for E on Uˆ . Again, we can deﬁne the
curvature matrix κˆ = (κˆij) with respect to the frame {eˆ1, . . . , eˆr} and the
corresponding C∞ diﬀerential forms σi(κˆ) ∈ Ω2i(Uˆ). If g = (gij) is the r× r
matrix of C-valued C∞ functions deﬁned on U ∩ Uˆ such that eˆi = gijej then
κˆ = gκg−1 on U ∩ Uˆ . As
det(Idr + κ˜) = det(g(Idr + κ)g−1) = det(Idr + κ)
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clearly σi(κˆ) and σi(κ) coincide on the overlap for i = 1, . . . , r. Thus these
local C∞ diﬀerential 2i-forms can be glued on M to give rise to global C∞
diﬀerential 2i-forms, denoted by σi(∇). Consequently we can deﬁne the C∞
diﬀerential 2i-forms
ci(∇) =
(√−1
2pi
)i
σi(∇)
for i = 1, . . . , r. All these diﬀerential forms are closed (see `Fundamental
Lemma' in [32, Appendix C]).
Let now ϕ ∈ Sym(r) be any symmetric polynomial, we know by Remark
1.1.3 that there is a polynomial Pϕ ∈ C[x1, . . . , xr] such that
ϕ(x) = Pϕ (c1(x), . . . , cr(x)) ,
where x = (x1, . . . , xr). Then the local deﬁnition of the ci(∇) suggest to
associate to ϕ the C∞ diﬀerential form
ϕ(∇) = Pϕ (c1(∇), . . . , cr(∇)) . (1.1.1)
Clearly if ϕ is homogeneous of degree d ≥ 0 then ϕ(∇) is a diﬀerential
2d-form. Moreover it is closed since the ci(∇) are closed.
Suppose now to have a ﬁnite number of C∞ connections ∇0, . . . ,∇k over
E. Consider the vector bundle E × Rk → M × Rk, which is again a C∞
complex vector bundle of rank r, and deﬁne the C∞ connection
∇t =
(
1−
k∑
α=1
tα
)
∇0 +
k∑
α=1
tα∇α
over it, where (t1, . . . , tk) are the standard coordinates on Rk. For any ϕ ∈
Sym(r) we have the C∞ diﬀerential form ϕ(∇t) onM×Rk deﬁned as above.
Let ∆k ⊂ Rk be the standard k-simplex and let
I∗ : Ωj(M ×∆k) −→ Ωj−k(M), j ≥ k,
denote the integration along the ﬁber (see [36, Sec.II.4]). Then we deﬁne the
C∞ diﬀerential form on M
ϕ(∇0, . . . ,∇k) = I∗ (ϕ (∇t)) ,
which is a (2d − k)-form whenever ϕ is homogeneous of degree d ≥ 0 (if
2d < k it is zero by construction). This form is alternating in its entries and
satisﬁes the property
k∑
i=0
(−1)iϕ
(
∇0, . . . , ∇ˆi, . . . ,∇k
)
+ (−1)kdϕ(∇0, . . . ,∇k) = 0 (1.1.2)
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(see [12] or [36, Sec.II.7] for more details). As a consequence of this con-
struction, if ∇ and ∇′ are two distinct C∞ connections on E then for any
ϕ ∈ Sym(r) we have the C∞ diﬀerential form ϕ(∇,∇′), usually called the
Bott diﬀerence form, with the property that
ϕ(∇′)− ϕ(∇) = dϕ(∇,∇′).
Thus ϕ(∇′) and ϕ(∇) give rise to the same cohomological class and we can
deﬁne the characteristic class of E for the symmetric polynomial ϕ by
ϕ(E) = [ϕ(∇)] ∈ H2∗dR(M,C) =
⊕
j≥0
H2jdR(M,C),
where ∇ is any C∞ connection on E. In particular, when ϕ = ci we have
the i-th Chern class of E
ci(E) ∈ H2idR(M,C),
for i = 1, . . . , r, and the cohomological class c(E) = 1+c1(E)+ · · ·+cr(E) is
called the total Chern class of E. Note that it is an invertible element in the
ring H2∗dR(M,C) since c1(E) + · · · + cr(E) is a nilpotent element (similarly,
c(∇) is an invertible element in the ring Ω2∗(M) = ⊕j≥0Ω2j(M)).
Remark 1.1.4. Let M be a real C∞ manifold and E →M a C∞ complex
vector bundle of rank r. In practice we have deﬁned an algebra homomor-
phism
Sym(r) −→ H2∗dR(M,C). (1.1.3)
Let Inv(r) be the algebra of invariant polynomial functions on the space
of r × r complex matrices (that is functions Φ which are polynomial in the
entries of the matrices and with the property that Φ(B−1AB) = Φ(A), for
any matrix A and invertible matrix B). Usually the characteristic classes of
a C∞ complex vector bundle E → M are deﬁned in the Chern-Weil theory
via the Weil homomorphism,
WE : Inv(r) −→ H2∗dR(M,C).
This is for example what is done in [32] and [21]. Anyway these two alge-
bra homomorphisms are in fact equivalent since there is a natural algebra
isomorphism Sym(r) ∼= Inv(r) which commutes with (1.1.3) and WE . This
isomorphism is given by the identiﬁcation of the si, generating Sym(r), with
the invariant polynomial functions σi deﬁned in Remark 1.1.3, generating
Inv(r).
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1.2 The Grothendieck group of a manifold
In this thesis we deal also with `virtual complex vector bundles', which are
the elements of the `Grothendieck group' of a manifold. For this reason we
recall in this section its deﬁnition. More details can be found in [7, Chap.II]
(in which the author works in the continuous setting).
Consider an abelian monoid (M,+), that is a set M together with an
associative and commutative binary operation + and an identity element 0.
We can associate to M its Grothendieck group, which roughly speaking is
the most general abelian group arising from M by introducing the inverses
respect to the operation. More precisely, let M×M be the abelian monoid
with the operation
(x, y) + (x′, y′) = (x+ x′, y + y′),
for any x, y, x′, y′ ∈ M, and let ∼ be the equivalence relation on M ×M
deﬁned by
(x, y) ∼ (x′, y′)⇐⇒ x+ y′ +m = x′ + y +m, for a m ∈M.
Then the Grothendieck group of M is the quotient
K(M) = (M×M) / ∼ ,
which is an abelian group since it is an abelian monoid and moreover there
are the inverses respect to the (induced) operation. In fact, if (x, y) ∈ K(M)
is any element then its inverse is (y, x), as
(x, y) + (y, x) = (x+ y, x+ y) = (0, 0) = 0.
Observe that there is a natural monoid homomorphism u : M → K(M)
given by x → (x, 0) for any x ∈ M, and that any element of K(M) can be
written as a diﬀerence of elements coming from M,
(x, y) = (x, 0)− (y, 0).
If G is any other abelian group and γ : M→ G is a monoid homomorphism
then there is a unique group homomorphism γ′ : K(M) → G such that
γ = γ′ ◦ u, given by γ′((x, y)) = γ(x)− γ(y). This is the so-called `universal
property' of K(M), which guarantees the uniqueness of K(M) for any M.
Let nowM be a real C∞ manifold of dimension n and let Vect(M) denote
the set of C∞ isomorphism classes of C∞ complex vector bundles of ﬁnite
rank over M . This set is an abelian monoid under the operation of direct
sum, thus we have the following deﬁnition.
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Deﬁnition 1.2.1. The Grothendieck group of a real C∞ manifold M is
the Grothendieck group of Vect(M), that is K(M) = K(Vect(M)). The
elements of K(M) are called the virtual complex vector bundles on M .
Let u : Vect(M) → K(M) be the monoid homomorphism given by the
universal property of the Grothendieck group, and denote by [E] the image
under u of any E ∈ Vect(M). By deﬁnition
[E] + [F ] = [E ⊕ F ]
and any virtual complex vector bundle onM can be expressed as a diﬀerence
[F ] − [E] for some E,F ∈ Vect(M). To ease the notation, from now on we
will simply write E both for a C∞ complex vector bundle and its image
under u.
1.3 Characteristic classes of virtual complex vector
bundles
In this section we recall the deﬁnition of the characteristic classes associated
to virtual complex vector bundles in the framework of Chern-Weil theory.
For this topic we refer to [9, Sec.4] (see also [36, Sec.II.8] or [18, Chap.11]).
Let M be a real C∞ manifold of dimension n and let K(M) be its
Grothendieck group. We deﬁne the total Chern class of a virtual complex
vector bundle F − E ∈ K(M) as
c(F − E) = c(F ) ∧ c(E)−1 ∈ H2∗dR(M,C).
The i-th Chern class of F − E is the component of c(F − E) belonging to
H2idR(M,C) and it is denoted by ci(F −E). Then the characteristic class of
F − E for any symmetric polynomial ϕ is deﬁned as
ϕ(F − E) = Pϕ (c1(F − E), . . . . . . ) .
Clearly if ϕ is homogeneous of degree d ≥ 0 then ϕ(F − E) ∈ H2ddR(M,C).
Remark 1.3.1. Suppose E is a complex vector bundle of rank r. If m > 2r
then c(E)−1 may have components 0 6= γi ∈ H2idR(M,C) for i > r, thus
in general we do not know which is the top degree of the components of
c(F − E).
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How could we represent these cohomological classes? Let ∇E and ∇F be
any C∞ connections respectively on E and on F and set ∇• = (∇E ,∇F ),
which is a sort of `virtual C∞ connection' on F−E. Then c(F−E) is clearly
the cohomological class deﬁned by the C∞ diﬀerential form
c(∇•) = c(∇F ) ∧ c(∇E)−1 ∈ Ω2∗(M)
and its i-th component ci(∇•) ∈ Ω2i(M) is a representative of the i-th Chern
class ci(F −E), for any i ≥ 1. Consequently ϕ(F −E) is the cohomological
class deﬁned by the C∞ diﬀerential form
ϕ(∇•) = Pϕ (c1(∇•), . . . . . . ) ,
for any symmetric polynomial ϕ.
Suppose now to have a ﬁnite number of C∞ connections ∇E,0, . . . ,∇E,k
on E and ∇F,0, . . . ,∇F,k on F , and set ∇•i = (∇E,i,∇F,i) for i = 0, . . . , k.
In a way very similar to Section 1.1 we can construct a C∞ diﬀerential
form ϕ(∇•0, . . . ,∇•k) for any symmetric polynomial ϕ (see [36, Sec.II.8] for
more details). Consider the complex vector bundles E ×Rk →M ×Rk and
F × Rk →M × Rk, and deﬁne the C∞ connections
∇E,t =
(
1−
k∑
α=1
tα
)
∇E,0 +
k∑
α=1
tα∇E,α
and
∇F,t =
(
1−
k∑
α=1
tα
)
∇F,0 +
k∑
α=1
tα∇F,α
over them, where (t1, . . . , tk) are the standard coordinates on Rk. Set ∇•t =
(∇E,t,∇F,t) and consider for any ϕ ∈ Sym(r) the C∞ diﬀerential form ϕ(∇•t )
on M × Rk. Let ∆k ⊂ Rk be the standard k-simplex and let
I∗ : Ωj(M ×∆k) −→ Ωj−k(M), j ≥ k,
denote the integration along the ﬁber, then similarly to Section 1.1 we deﬁne
ϕ(∇•0, . . . ,∇•k) = I∗ (ϕ (∇•t )) .
Clearly it is a (2d− k)-form whenever ϕ is homogeneous of degree d ≥ 0 (if
2d < k it is zero by construction), moreover it is alternating in its entries
and satisﬁes the property
k∑
i=0
(−1)iϕ(∇•0, . . . , ∇ˆ•i , . . . ,∇•k) + (−1)kdϕ (∇•0, . . . ,∇•k) = 0. (1.3.1)
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Let us conclude the section by considering the short exact sequence of C∞
complex vector bundles over M ,
0 −→ E α−→ F β−→ G −→ 0. (1.3.2)
Denote by E∞, F∞ and G∞ the sheaves of C∞ sections respectively of E, F
and G. Since (1.3.2) has always a C∞ splitting we have that F − E = G in
K(M). Is ϕ(F −E) = ϕ(G) for any symmetric polynomial ϕ ? The answer
is positive and is given by (i) of the Lemma stated immediately after the
following deﬁnition.
Deﬁnition 1.3.2. Let ∇E , ∇F and ∇G be C∞ connections respectively on
E, F and G. We say that the triple (∇E ,∇F ,∇G) is compatible with the
sequence (1.3.2) if the following diagram is commutative,
E∞ α //
∇E

F∞ β //
∇F

G∞
∇G

Ω1(E∞) id⊗α // Ω1(F∞) id⊗β // Ω1(G∞).
The following Lemma is a reformulation of [9, Lem.4.17], [9, Lem.4.22]
and [36, Prop.II.8.4]. It basically follows by the existence of a C∞ splitting
of (1.3.2) and by the existence of C∞ connections over C∞ complex vector
bundles.
Lemma 1.3.3. Consider the short exact sequence (1.3.2). Then
(i) if ∇G is a C∞ connection on G then there exist C∞ connections ∇E
and ∇F respectively on E and F such that (∇E ,∇F ,∇G) is compatible
with (1.3.2). For such a compatible triple we have that ϕ(∇•) = ϕ(∇G)
for any symmetric polynomial ϕ, where ∇• = (∇E ,∇F ).
(ii) if ∇′G is another C∞ connection on G and (∇′E ,∇′F ,∇′G) is another
triple compatible with (1.3.2) then ϕ(∇•,∇′•) = ϕ(∇G,∇′G) for any
symmetric polynomial ϕ, where ∇′• = (∇′E ,∇′F ).
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1.4 The Bott vanishing theorem
The aim of this section is to state the Bott vanishing theorem, which plays a
key role in the Lehmann-Suwa machinery. Before to do it we need to recall
some deﬁnitions, in particular the one of `partial holomorphic connection'
on a holomorphic vector bundle. A reference for this topic is [36, Sec.II.9].
Let M be a real C∞ manifold and let E → M be any C∞ complex
vector bundle. If H ⊂ TCM is any C∞ complex vector subbundle then we
denote by H∞ the associated sheaf of C∞ sections and by ρ : T ∗CM → H∗
the obvious projection.
Deﬁnition 1.4.1. A partial C∞ connection along H ⊂ TCM on E is a
C-linear morphism
δ : E∞ −→ (H∞)∗ ⊗ E∞
such that δ(f · s) = ρ(df)⊗ s+ f · δ(s) for any s ∈ E∞ and f ∈ C∞M,C.
An extension of a partial C∞ connection δ along H ⊂ TCM is a C∞
connection ∇ on E such that
∇v(s) = δv(s),
for any s ∈ E∞ and v ∈ H∞.
One can prove that there is always a partial C∞ connection on a given
C∞ complex vector bundle along a given C∞ complex vector subbundle of
TCM . Moreover an extension of a partial C∞ connection always exists (see
[9, Lem.2.5]).
Consider again the short exact sequence (1.3.2), Deﬁnition 1.3.2 can be
generalized in the following way.
Deﬁnition 1.4.2. Let δE , δF and δG be partial C∞ connections along H ⊂
TCM respectively on E, F and G. We say that the triple (δE , δF , δG) is
compatible with the sequence (1.3.2) if the following diagram is commutative,
E∞ α //
δE

F∞ β //
δF

G∞
δG

(H∞)∗ ⊗ E∞ id⊗α // (H∞)∗ ⊗F∞ id⊗β // (H∞)∗ ⊗ G∞.
Then we have the following lemma, which basically follows by the exis-
tence of a C∞ splitting of (1.3.2) and by the existence of extensions of partial
C∞ connections.
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Lemma 1.4.3. Consider the short exact sequence (1.3.2) and suppose that
δE, δF and δG are partial C∞ connections along H ⊂ TCM respectively
on E, F and G such that the triple (δE , δF , δG) is compatible with (1.3.2).
Let ∇G be a C∞ connection on G which extends δG. Then there exist C∞
connections ∇E and ∇F respectively on E and F extending δE and δF such
that the triple (∇E ,∇F ,∇G) is compatible with (1.3.2).
If H ⊂ TCM is involutive, that is if [u, v] ∈ H∞ for any u, v ∈ H∞, we
can introduce the following deﬁnition.
Deﬁnition 1.4.4. A partial C∞ connection δ along H ⊂ TCM on E is ﬂat
if
δ[u,v](s) = δu (δv(s))− δv (δu(s)) ,
for any s ∈ E∞ and u, v ∈ H∞.
Let now M be a complex manifold and let E → M be a holomorphic
vector bundle. Recall that the complexiﬁed tangent bundle TCM ofM (seen
as a real C∞ manifold) has a C∞ direct sum decomposition
TCM ∼= TM ⊕ T¯M,
where TM is the holomorphic tangent bundle of M and T¯M is the anti-
holomorphic tangent bundle of M , which is C∞ but not holomorphic (see
[37, Sec.2.2.1]). Denote by T¯ ∞M the sheaf of C∞ sections of T¯M and by
E the sheaf of holomorphic sections of E, which is a subsheaf of E∞. An
important example of partial C∞ connection is given by the natural partial
C∞ connection along T¯M on E
∂¯ : E∞ −→ (T¯ ∞M )∗ ⊗ E∞
with the property that ∂¯(s) = 0 for any s ∈ E ⊂ E∞.
Deﬁnition 1.4.5. A (1, 0)-type connection on E is a C∞ connection on E
extending ∂¯.
The rationale behind the name is that a C∞ connection on E is (1, 0)-
type if and only if the entries of its connection matrix with respect to a local
holomorphic frame of E are diﬀerential 1-forms of type (1, 0).
When we deal with complex manifolds M and holomorphic vector bun-
dles E → M we can introduce a very important kind of partial connection.
Let H ⊂ TM be a holomorphic vector subbundle and let us denote, as usual,
by H∞ the associated sheaf of C∞ sections and by H the associated sheaf
of holomorphic sections.
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Deﬁnition 1.4.6. A partial holomorphic connection along H ⊂ TM on E
is a partial C∞ connection
δ : E∞ −→ (H∞)∗ ⊗ E∞
such that δ(s) ∈ H∗ ⊗ E whenever s ∈ E ⊂ E∞.
Unlike the C∞ case, if E → M is any holomorphic vector bundle and
H ⊂ TM is any holomorphic vector subbundle then there is not in general
a partial holomorphic connection along H on E. In fact, the existence of a
partial holomorphic connection implies strong consequences, as will be clear
in the next lines. In order to better distinguish C∞ and holomorphic partial
connections we will write in the following
δ : E −→ H∗ ⊗ E
whenever δ is a partial holomorphic connection, although in fact δ is deﬁned
also on the C∞ sections of E.
If δ is a partial holomorphic connection along H ⊂ TM we automati-
cally have the partial C∞ connection δ ⊕ ∂¯ along H ⊕ T¯M . Then, as there
are always extensions of partial C∞ connections, we also have a (1, 0)-type
connection on E extending δ (which may be not unique).
Deﬁnition 1.4.7. Let δ be a partial holomorphic connection alongH ⊂ TM
on E. A δ-connection on E is a (1, 0)-type extension of δ.
Remark 1.4.8. The term `δ-connection' is used also in [36, Sec.II.9] but in
that case the author assumes δ ﬂat.
Now we are able to state the above mentioned Bott vanishing theorem.
A proof can be found at [36, Thm.II.9.11], moreover see [5, Thm.6.1] for a
slightly more general version about not necessarily ﬂat partial holomorphic
connections.
Theorem 1.4.9 (Bott vanishing theorem). Let M be a complex manifold
of dimension n and H ⊂ TM an involutive holomorphic vector subbundle of
rank ` ≤ n. Let E → M be a holomorphic vector bundle and suppose there
is a ﬂat partial holomorphic connection δ along H on E. If ∇0, . . . ,∇k are
any δ-connections on E then
ϕ (∇0, . . . ,∇k) = 0
for any homogeneous symmetric polynomial ϕ of degree d > n− `.
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In some cases we will need the following stronger version of the Bott
vanishing theorem, which actually is sligthly weaker than [36, Thm.II.9.11].
Theorem 1.4.10 (Bott vanishing theorem, II). LetM be a complex manifold
of dimension n and H ⊂ TM an involutive holomorphic vector subbundle of
rank ` ≤ n. Let E →M and F →M be two holomorphic vector bundles and
suppose there are two ﬂat partial holomorphic connections δE and δF along H
respectively on E and F . If ∇E,0, . . . ,∇E,k are any δE-connections on E and
∇F,0, . . . ,∇F,k are any δF -connections on E, then setting ∇•i = (∇E,i,∇F,i)
for i = 0, . . . , k we have that
ϕ (∇•0, . . . ,∇•k) = 0
for any homogeneous symmetric polynomial ϕ of degree d > n− `.
1.5 ech-de Rham cohomology
In this section we brieﬂy recall deﬁnition and basic properties of the ech-de
Rham cohomology of a real C∞ manifold, since the Lehmann-Suwa machin-
ery needs this framework. A brief reference is [36, Sec.II.3] while a detailed
one is [13, Sec.II.8].
Let M be a real C∞ manifold. To deﬁne the ech-de Rham cohomology
of M one needs to consider an open covering U = {Uα}α∈I of it, where
the index set I may be countable (and ordered). However for our purposes
we just need ﬁnite open coverings, so let us consider an open covering U =
{U0, . . . , UN}. Set
Ui0···ip = Ui0 ∩ · · · ∩ Uip
for any indices i0, · · · , ip = 0, . . . , N and any p = 0, . . . , N , and deﬁne
Kp,qU =
⊕
0≤i0<···<ip≤N
Ωq(Ui0···ip)
for any p, q ≥ 0, where Ωq denotes the sheaf of C-valued C∞ diﬀerential
q-forms onM as in Section 1.1. Whenever Ui0···ip = ∅ we set Ωq(Ui0···ip) = 0.
By deﬁnition any element ω ∈ Kp,qU has a ﬁnite number of components
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ωi0···ip ∈ Ωq(Ui0···ip), and we can deﬁne the operator d : Kp,qU → Kp+1,qU by
setting
(dω)i0···ip+1 =
p+1∑
α=0
(−1)αωi0···ˆiα···ip+1
for any ω ∈ Kp,qU . It is a coboundary operator, that is d2 = 0 (see [13,
Prop.8.3]), henceK∗,∗U = ⊕p,q≥0Kp,qU equipped with d and the exterior deriva-
tive d is a double cochain complex. Since d and d commute we can derive
from (K∗,∗U , d, d) a single cochain complex by setting
CjU =
⊕
p+q=j
Kp,qU , C
∗
U = ⊕j≥0CjU
and
D = d + d± : CjU −→ Cj+1U
for any j ≥ 0, where d± = (−1)pd on Kp,qU . Note that D2 = 0 because of
the commutativity of d and d.
Deﬁnition 1.5.1. The cochain complex (C∗U , D) is called the ech-de Rham
complex with respect to U and its cohomology is the ech-de Rham coho-
mology with respect to U . We denote by Hj(U ,C) the j-th ech-de Rham
cohomology group, for j ≥ 0.
For any j ≥ 0 there is a natural map given by restriction of C∞ diﬀer-
ential forms, that is
Ωj(M) −→ CjU = K0,jU ⊕ · · · ⊕Kj,0U
ω −→ (ωU , 0, · · · , 0), (1.5.1)
where ωU = (ω|U0 , . . . , ω|UN ) ∈ K0,j . These maps commute with d and d
for any j ≥ 0, then they induce a homomorphism between de Rham and
ech-de Rham cohomology which is in fact an isomorphism, as stated in the
following theorem (see [13, Prop.8.8] for the proof).
Theorem 1.5.2. The restriction map (1.5.1) induce an isomorphism
HjdR(M,C)
∼=−→ Hj(U ,C),
for any j ≥ 0.
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The ech-de Rham complex can be endowed with an analogous of the
wedge product, that is with the cup product CjU × CkU
^−→ Cj+kU deﬁned by
(ω ^ τ)i0···ip =
p∑
α=0
(−1)(j−α)(p−α)ωi0···iα ∧ τiα···ip ,
for any ω ∈ CjU , τ ∈ CkU and j, k ≥ 0. This operation passes on the coho-
mology so we have a well-deﬁned cup product
Hj(U ,C)×Hk(U ,C) ^−→ Hj+k(U ,C) (1.5.2)
for any j, k ≥ 0, which is obviously compatible with the wedge product ∧ in
de Rham cohomology under the isomorphisms of Theorem 1.5.2.
Example 1.5.3. In order to ﬁx the ideas we make explicit the simple case
U = {U0, U1}. In this case
CjU = Ω
j(U0)⊕ Ωj(U1)⊕ Ωj−1(U01)
for any j ≥ 0, then a cochain ω ∈ CjU is a triple ω = (ω0, ω1, ω01) and the
ech-de Rham diﬀerential D acts in the following way
D(ω0, ω1, ω01) = (dω0, dω1, ω1 − ω0 − dω01) .
The cochain map (1.5.1) is given by the restriction
ω −→ (ω|U0 , ω|U1 , 0)
for any ω ∈ CjU , and the cup product is given by
ω ^ τ =(ω0, ω1, ω01) ^ (τ0, τ1, τ01) =
=
(
ω0 ∧ τ0, ω1 ∧ τ1, (−1)jω0 ∧ τ01 + ω01 ∧ τ1
)
,
for any ω ∈ CjU , τ ∈ CkU and j, k ≥ 0.
Consider now for any j ≥ 0 the natural projection
pij0 : C
j
U −→ Ωj(U0)
and deﬁne CjU (U0) = ker(pi
j
0). It is easy to check that Dω ∈ Cj+1U (U0)
whenever ω ∈ CjU (U0), that is
(
C∗U (U0) = ⊕j≥0CjU (U0), D
)
equipped with
D is a cochain (sub)complex.
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Deﬁnition 1.5.4. The cochain complex (C∗U (U0), D) is called the relative
ech-de Rham complex with respect to U and U0 and its cohomology is the
relative ech-de Rham cohomology with respect to U and U0. We denote by
Hj(U , U0,C) the j-th relative ech-de Rham cohomology group, for j ≥ 0.
Observe that the obvious inclusions and projections induce the following
short exact sequence of cochain complexes
0 −→ C∗U (U0) ı
∗−→ C∗U
pi∗0−→ Ω∗(U0) −→ 0,
hence by a general result in homological algebra (see [22, Thm.II.2.1]) we
have the long exact sequence in cohomology
· · · −→ Hj−1dR (U0,C) −→ Hj(U , U0,C) −→ Hj(U ,C) −→ HjdR(U0,C) −→ · · ·
Recall the similar long exact cohomology sequence for the pair (M,U0)
· · · −→ Hj−1(U0,C) −→ Hj(M,U0,C) −→ Hj(M,C) −→ Hj(U0,C) −→ · · ·
where Hj(M,C) and Hj(U0,C) denote the j-th singular cohomology groups
of respectively M and U0, and Hj(M,U0,C) denotes the relative j-th sin-
gular cohomology group of M with respect to U0. Pairing these two long
exact sequences, we get by Theorem 1.5.2, by the classic de Rham theorem
(see [21, Sec.0.3]) and by the Five lemma (see [22, Ex.1.2]) the following
proposition.
Proposition 1.5.5. There is a natural isomorphism
Hj(M,U0,C)
∼=−→ Hj(U , U0,C),
for any j ≥ 0.
Let us conclude the section by considering the simple case U = {U0, U1}.
In this case the cup product in relative ech-de Rham cohomology with
respect to U and U0 is given by
ω ^ τ = (0, ω1, ω01) ^ (0, τ1, τ01) = (0, ω1 ∧ τ1, ω01 ∧ τ1) ,
for any ω ∈ CjU (U0), τ ∈ CkU (U0) and j, k ≥ 0. The right hand side de-
pends only on ω1, ω01 and τ1, then we have a product C
j
U (U0)×Ωk(U1)
^−→
Cj+kU (U0) and, passing on the cohomology, the product
Hj(U , U0,C)×HkdR(U1,C) ^−→ Hj+k(U , U0,C), (1.5.3)
for any j, k ≥ 0. We will need this product in the following sections.
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1.6 Characteristic classes in ech-de Rham coho-
mology
The Lehmann-Suwa machinery works in the ech-de Rham framework since
it allows to represent characteristic classes in very convenient ways. We
dedicate this section to review the topic and refer to [24] and [36, Sec.II.8]
for more details.
LetM be a real C∞ manifold, let U = {U0, . . . , UN} be an open covering
ofM and let E →M be any C∞ complex vector bundle of rank r. Recall that
in Section 1.1 we have introduced the C∞ diﬀerential form ϕ(∇0, . . . ,∇k)
associated to a ﬁnite number of C∞ connections ∇0, . . . ,∇k on E and a
symmetric polynomial ϕ ∈ Sym(r), satisfying property (1.1.2).
Consider any C∞ connection ∇i on the bundle E|Ui for i = 0, . . . , N and
let ∇∗ = (∇0, . . . ,∇N ) denote this collection of C∞ connections. Observe
that for any indices 0 ≤ i0 < · · · < ik ≤ N the restrictions of ∇i0 , . . . ,∇ik
to Ui0···ik are C
∞ connections over E|Ui0···ik . Thus we can associate to any
symmetric polynomial ϕ ∈ Sym(r) the ech-de Rham cochain ϕ(∇∗) ∈
C2∗U = ⊕j≥0C2jU deﬁned by
ϕ(∇∗)i0···ik = ϕ(∇i0 , · · · ,∇ik)
for any indices 0 ≤ i0 < · · · < ik ≤ N and any k = 0, . . . , N . Clearly if ϕ
is homogeneous of degree d ≥ 0 then ϕ(∇∗) ∈ C2dU . By the very deﬁnition
of D and by property (1.1.2) it follows that Dϕ(∇∗) = 0, moreover if ∇′∗ =
(∇′0, . . . ,∇′N ) is another collection of C∞ connections on E|U0 , . . . , E|UN then
there exists an element τ ∈ C2∗U such that
ϕ(∇′∗)− ϕ(∇∗) = Dτ.
As a consequence, ϕ(∇∗) and ϕ(∇′∗) give rise to the same cohomological class
and we deﬁne the characteristic class of E for the symmetric polynomial ϕ
in ech-de Rham cohomology by
ϕ (E,U) = [ϕ(∇∗)] ∈ H2∗(U ,C) =
⊕
j≥0
H2j(U ,C),
where∇∗ = (∇0, . . . ,∇N ) is any collection of C∞ connections on the bundles
E|U0 , . . . , E|UN . As we would expect this deﬁnition is coherent with the one
recalled in Section 1.1 in de Rham cohomology, that is ϕ(E) corresponds to
ϕ(E,U) under the isomorphisms of Theorem 1.5.2. For this reason from now
on we will use the same notation ϕ(E) both in de Rham and ech-de Rham
context.
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Example 1.6.1. Focus again on the simple case U = {U0, U1} to better
understand the general case. Let ∇0 and ∇1 be any C∞ connections re-
spectively on E|U0 and E|U1 and set ∇∗ = (∇0,∇1). For any ϕ ∈ Sym(r)
homogeneous of degree d ≥ 0 we have that
ϕ(∇∗) = (ϕ(∇0), ϕ(∇1), ϕ(∇0,∇1)) ∈ C2dU
and by deﬁnition of D, property (1.1.2) and recalling that dϕ(∇0) =
dϕ(∇1) = 0
Dϕ(∇∗) = (dϕ(∇0), dϕ(∇1), ϕ(∇1)− ϕ(∇0)− dϕ(∇0,∇1))
= (0, 0, 0).
Let now ∇′0 and ∇′1 be other C∞ connections respectively on E|U0 and E|U1
and set ∇′∗ = (∇′0,∇′1). Then by (1.1.2) again
ϕ(∇′∗)− ϕ(∇∗) =
=
(
ϕ(∇′0)− ϕ(∇0), ϕ(∇′1)− ϕ(∇1), ϕ(∇′0,∇′1)− ϕ(∇0,∇1)
)
=
(
dϕ(∇0,∇′0), dϕ(∇1,∇′1), ϕ(∇1,∇′1)− ϕ(∇0,∇′0)
−dϕ(∇1,∇0,∇′1)− dϕ(∇1,∇0,∇′0)
)
,
hence ϕ(∇′∗)− ϕ(∇∗) = Dτ where τ ∈ C2d−1U is (for instance)
τ =
(
ϕ(∇0,∇′0), ϕ(∇1,∇′1), ϕ(∇1,∇0,∇′1) + ϕ(∇1,∇0,∇′0)
)
.
The characteristic classes of a virtual complex vector bundle F − E ∈
K(M) are represented in ech-de Rham cohomology in a very similar way.
Suppose to have two collections of C∞ connections ∇E,0, . . . ,∇E,k and
∇F,0, . . . ,∇F,k respectively on E and F and consider the associated `virtual
C∞ connections' ∇•i = (∇E,i,∇F,i) on F −E for i = 0, . . . , k. Recall by Sec-
tion 1.3 that we can deﬁne the C∞ diﬀerential form ϕ(∇•0, . . . ,∇•k) satisfying
property (1.3.1). In sight of this we can work exactly as just done above.
Hence choose any C∞ connections ∇E,i on E|Ui and any C∞ connections
∇F,i on F |Ui , for i = 0, . . . , N . Set ∇•i = (∇E,i,∇F,i) for i = 0, . . . , N and let
∇•∗ = (∇•0, . . . ,∇•N ) denote this collection of `virtual C∞ connections'. We
associate to any symmetric polynomial ϕ the element ϕ(∇•∗) ∈ C2∗U deﬁned
by
ϕ (∇•∗)i0···ik = ϕ
(∇•i0 , · · · ,∇•ik)
for any indices 0 ≤ i0 < · · · < ik ≤ N and any k = 0, . . . , N . Note that if ϕ
is homogeneous of degree d ≥ 0 then clearly ϕ(∇•∗) ∈ C2dU . Arguing as above
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we can deﬁne the characteristic class of F −E for the symmetric polynomial
ϕ in ech-de Rham cohomology by
ϕ (F − E,U) = [ϕ(∇•∗)] ∈ H2∗(U ,C) =
⊕
j≥0
H2j(U ,C),
where ∇•∗ = (∇•0, . . . ,∇•N ) is any collection of `virtual C∞ connections' for
F − E on U0, . . . , UN . As we would expect this deﬁnition is coherent with
the one recalled in Section 1.3 in de Rham cohomology, that is ϕ(F − E)
corresponds to ϕ(F − E,U) under the isomorphisms of Theorem 1.5.2. For
this reason from now on we will use the same notation ϕ(F −E) both in de
Rham and ech-de Rham context.
1.7 Integration in ech-de Rham cohomology
In this section we review the integration in ech-de Rham cohomology since
we need this tool to reformulate the Alexander and Poincaré homomorphisms
in ech-de Rham framework, as we will do in the next section. What follows
was developed by Lehmann mainly in [24] and [26] (see also [36, Sec.II.3]).
Let M be an oriented real C∞ manifold of dimension m and, as usual,
refer to the notation already introduced. Let U = {U0, . . . , UN} be an
open covering of M and call maximal a set of indices {i0, . . . , ik} such that
Ui0···ikj 6= ∅ implies j ∈ {i0, . . . , ik} for any 0 ≤ j ≤ N .
Deﬁnition 1.7.1. A system of honey-comb cells adapted to U is a collection
{R0, . . . , RN} of real C∞ submanifolds of M of dimension m with piecewise
C∞ boundaries in M such that
(a) M = ∪Ni=0Ri and Ri ⊂ Ui for any i = 0, . . . , N ,
(b) IntRi ∩ IntRj = ∅ if i 6= j,
(c) if Ui0···ik 6= ∅ then Ri0···ik = ∩kα=0Riα = ∩kα=0∂Riα is a real C∞ sub-
manifold of M of dimension m − k with piecewise C∞ boundary in
M ,
(d) if {i0, . . . , ik} is maximal then Ri0···ik has no boundary,
(e) Ri has the same orientation as M and the boundary ∂Ri has the ori-
entation induced by Ri (see [13, Sec.I.3]) for i = 0, . . . , N ,
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(f) ∂Ri0···ik =
∑
j 6=i0,...,ik Ri0···ikj ,
(g) if ρ is a permutation then Riρ(0)···iρ(k) = signρ ·Ri0···ik .
Conditions (e), (f) and (g) deﬁne the rules for the orientation of the sub-
manifolds Ri0···ik .
One can prove that there is always a system of honey-comb cells adapted
to a given open covering U (see [26]).
Let {R0, . . . , RN} be any system of honey-comb cells adapted to U and
assumeM compact, so eachRi0···ik is also compact. We deﬁne the integration∫
U : C
m
U → C by setting∫
U
ω =
m∑
k=0
∑
0≤i0<···<ik≤N
∫
Ri0···ik
ωi0···ik
for any ω ∈ CmU . One can prove that if Dω = 0 then this deﬁnition does
not depend on the choice of the system of honey-comb cells, and that if
ω = Dτ for any τ ∈ Cm−1U then
∫
U ω = 0. Thus the integration passes on
the cohomology, ∫
U
: Hm(U ,C) −→ C. (1.7.1)
This ech-de Rham integration is compatible via the isomorphisms of The-
orem 1.5.2 with the usual integration
∫
M : H
m
dR(M,C) → C in de Rham
cohomology. For this reason from now on we will use the same symbol
∫
M
both in de Rham and ech-de Rham context.
Suppose now that M may be not compact and let K ⊂M be a compact
subset. Consider the simple covering U = {U0, U1} where U0 = M −K and
U1 ⊂ M is any open neighborhood of K and let {R0, R1} be a system of
honey-comb cells adapted to U . Since M is not compact we do not have
integration (1.7.1), but as IntR1 ⊃ K we can assume R1 compact and then
we can deﬁne the integration
∫
M : C
m
U (U0)→ C by setting∫
M
ω =
∫
R1
ω1 −
∫
∂R1
ω01
for any ω = (0, ω1, ω01) ∈ CmU (U0). As before one can prove that the integra-
tion passes on the cohomology, hence in this setting we have the integration
operator ∫
M
: Hm(U , U0,C) −→ C. (1.7.2)
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In the next chapters we will be most interested in complex manifolds of
(complex) dimension n, which in particular are orientable real C∞ manifolds
of (real) dimension m = 2n. If M is a compact complex manifold we can
of course integrate C∞ diﬀerential 2n-forms over it, but in fact we can do
something more. Indeed if S ⊂ M is a possibly singular compact analytic
subvariety of pure dimension s ≤ n then it is well deﬁned the integration
over S of C∞ diﬀerential 2s-forms deﬁned in a whole open neighborhood
U ⊂M of S (see [29]), ∫
S
: H2sdR(U,C) −→ C. (1.7.3)
We can reformulate also this kind of integration in the ech-de Rham frame-
work in the following way. Let U = {U0, . . . , UN} be an open covering of an
open neighborhood U ⊂M of S and let {R0, . . . , RN} be a system of honey-
comb cells adapted to U such that S is transverse to each Ri0···ik . Since each
R˜i0···ik = Ri0···ik∩S is compact we can deﬁne the integration
∫
U∩S : C
2s
U → C
by setting ∫
U∩S
ω =
2s∑
k=0
∑
0≤i0<···<ik≤N
∫
R˜i0···ik
ωi0···ik
for any ω ∈ C2sU . Also in this case the integration passes on the cohomology,∫
U∩S
: H2s(U ,C)→ C. (1.7.4)
This integration is compatible via the isomorphisms of Theorem 1.5.2 with
(1.7.3), for this reason from now on we will use the same symbol
∫
S both in
de Rham and ech-de Rham context.
Let now S be possibly not compact and let K ⊂ S be a compact subset
containing the singular set Sing(S). Let U0 ⊂ M be an open neighborhood
of S−K (we may choose it to be a tubular neighborhood since S−K is non-
singular), let U1 ⊂ M be an open neighborhood of K and set U = U0 ∪ U1,
which is an open neighborhood of S in M . Consider the open covering
U = {U0, U1} of U and let {R0, R1} be a system of honey-comb cells adapted
to U such that IntR1 ⊃ K, R1 is compact and the boundary ∂R1 is transverse
to S. Since R˜1 = R1 ∩ S and ∂R˜0 = −∂R˜1 are compact we can deﬁne the
integration
∫
S : C
2s
U (U0)→ C by setting∫
S
ω =
∫
R˜1
ω1 −
∫
∂R˜1
ω01
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for any ω = (0, ω1, ω01) ∈ C2sU (U0). Again it induces the integration on the
cohomology level, hence in this setting we have the integration operator∫
S
: H2s(U , U0,C) −→ C. (1.7.5)
1.8 Alexander and Poincaré homomorphisms in
ech-de Rham cohomology
In this section we reformulate the Alexander and Poincaré homomorphisms
in the ech-de Rham framework making use of what we have recalled in
Section 1.5 and 1.7. We say homomorphisms instead of dualities since we
will consider also the `singular case', in which we don't have isomorphisms
in general. For the `non-singular case' the reader can refer to [36, Sec.II.3]
(see also [24]), while for the `singular case' to [36, Sec.VI.4]. Another basic
reference is [17].
Let us start with the `non-singular case'. Let M be a compact oriented
real C∞ manifold (for example a compact complex manifold) of dimensionm
and let U = {U0, . . . , UN} be any ﬁnite open covering of M . By composing
the cup product (1.5.2) with the integration (1.7.1) we obtain a bilinear
pairing
Hj (U ,C)×Hm−j (U ,C) −→ C
for any j = 0 . . . ,m. Since it is non-degenerate we have an isomorphism
PU : Hj (U ,C)
∼=−→ Hm−j (U ,C)∗
for any j = 0 . . . ,m, which we call the Poincaré duality in ech-de Rham
cohomology. By the isomorphisms of Theorem 1.5.2 and the classic de Rham
theorem we can rewrite PU in a way more useful for our purposes,
PU : Hj (U ,C)
∼=−→ Hm−j(M,C) (1.8.1)
for any j = 0 . . . ,m, where Hm−j(M,C) denotes the (m− j)-th singular ho-
mology group ofM . This form is quite similar to the classic Poincaré duality,
in fact composing PU on the left with the isomorphisms of Theorem 1.5.2 we
get exactly the classic Poincaré duality PM : H
j
dR(M,C) → Hm−j(M,C),
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j = 0, . . . ,m (see [13, Sec.I.5]). For this reason from now on we will use the
symbol PM instead of PU also in the ech-de Rham context.
Suppose now that M may be not compact and let K ⊂M be a compact
subset. Set U0 = M −K, let U1 ⊂ M be any open neighborhood of K and
consider the open covering U = {U0, U1}. By composition of the cup product
(1.5.3) with the integration (1.7.2) we obtain a bilinear pairing
Hj (U , U0,C)×Hm−jdR (U1,C) −→ C
for any j = 0 . . . ,m. Again, since it is non-degenerate we have an isomor-
phism
AU ,K : Hj (U , U0,C)
∼=−→ Hm−jdR (U1,C)∗ ∼= Hm−j (U1,C)
for any j = 0 . . . ,m, where the isomorphism on the right hand side is due
to the classic de Rham isomorphism. We call AU ,K the Alexander duality in
ech-de Rham cohomology. IfK admits a regular neighborhood U1 (which is,
in particular, of the same homotopy type of K) we have that Hm−j(U1,C) ∼=
Hm−j(K,C) and then we could rewrite the Alexander duality as
AU ,K : Hj (U , U0,C)
∼=−→ Hm−j (K,C) (1.8.2)
for any j = 0 . . . ,m. Such a regular neighborhood exists, for instance, if
M is a complex manifold and K ⊂ M is a compact analytic subvariety.
Composing AU ,K on the left with the isomorphisms of Proposition 1.5.5 we
get the classic Alexander duality AM,K : Hj(M,M −K,C)→ Hm−j(K,C),
j = 0, . . . ,m (see for example [18, Sec.1.5]). For this reason from now on we
will use the symbol AM,K instead of AU ,K also in the ech-de Rham context.
Let us now treat the `singular case'. Let M be a complex manifold
of dimension n and let S ⊂ M be a possibly singular compact analytic
subvariety of pure dimension s ≤ n. Let U ⊂ M be an open neighborhood
of S and consider any open covering U = {U0, . . . , UN} of U . By composition
of the cup product (1.5.2) with the integration (1.7.4) we obtain a bilinear
pairing
Hj (U ,C)×H2s−j (U ,C) −→ C
for any j = 0 . . . , 2s. In this case we have `only' a homomorphism
PU∩S : Hj (U ,C) −→ H2s−j (U ,C)∗
for any j = 0 . . . , 2s, which we call the Poincaré homomorphism in ech-
de Rham cohomology. Observe that H2s−j (U ,C)∗ ∼= H2s−jdR (U,C)∗ ∼=
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H2s−j(U,C) by the isomorphisms of Theorem 1.5.2 and the classic de Rham
theorem. Moreover if we assume U ⊂ M to be a regular neighborhood
of S (we can do it as S ⊂ M compact analytic subvariety) we have that
H2s−j(U,C) ∼= H2s−j(S,C), thus we can rewrite PU∩S as
PU∩S : Hj (U ,C) −→ H2s−j (S,C) (1.8.3)
for any j = 0 . . . , 2s, where H2s−j(S,C) denotes the (2s − j)-th singular
homology group of S. Composing PU∩S on the left with the isomorphisms
of Theorem 1.5.2 and observing that HjdR(U,C) ∼= Hj(S,C) because U is
a regular neighborhood of S, we get the classic Poincaré homomorphism
PS : H
j(S,C) → H2s−j(S,C), j = 0, . . . , 2s (see [17]). For this reason from
now on we will use the symbol PS instead of PU∩S also in the ech-de Rham
context.
Suppose now that S may be not compact and let K ⊂ S be a compact
subset such that Sing(S) ⊂ K. Let U0 ⊂ M be an open neighborhood of
S−K and let U1 ⊂M be an open neighborhood of K, then set U = U0∪U1
and consider the open covering U = {U0, U1} of U . By composition of the
cup product (1.5.3) with the integration (1.7.5) we obtain a bilinear pairing
Hj (U , U0,C)×H2s−jdR (U1,C) −→ C
for any j = 0 . . . , 2s. As before, also in this case we have `only' a homomor-
phism
AU∩S,K : Hj (U , U0,C) −→ H2s−jdR (U1,C)∗ ∼= H2s−j (U1,C)
for any j = 0 . . . , 2s, where the isomorphism on the right hand side is due to
the classic de Rham isomorphism. We call AU∩S,K the Alexander homomor-
phism in ech-de Rham cohomology. If K admits a regular neighborhood
U1 then H2s−j(U1,C) ∼= H2s−j(K,C) and we can rewrite AU∩S,K as
AU∩S,K : Hj (U , U0,C) −→ H2s−j (K,C) (1.8.4)
for any j = 0 . . . , 2s. Suppose then that U1 ⊂M is a regular neighborhood of
K, moreover note that we may assume without loss of generality that U0 is a
tubular neighborhood of S−K (since it is non-singular). With these choices
U = U0∪U1 is a regular neighborhood of S and one can prove (using the Five
lemma) that Hj(U,U0) ∼= Hj(S, S −K) for any j ≥ 0. By this remarks and
composing AU∩S,K on the left with the isomorphisms of Proposition 1.5.5 we
recover the classic Alexander duality AS,K : Hj(S, S −K) → H2s−j(K,C),
j = 0, . . . , 2s (see [17]). For this reason from now on we will use the symbol
AS,K instead of AU∩S,K also in the ech-de Rham context.
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1.9 How to get index theorems
We conclude this chapter by outlining the basics of the Lehmann-Suwa ma-
chinery, the main tool we will use in Chapter 3 and 5. This machinery is
based on the representation of characteristic classes in ech-de Rham coho-
mology, on the Alexander and Poincaré homomorphisms and on the Bott
vanishing theorem (or, more generally, on vanishing theorems about charac-
teristic classes). The reader can refer to [36, Sec.III.3] and [36, Sec.VI.4] for
what will be explained in this section (see also [3]).
Let M be a compact complex manifold of dimension n and let K ⊂ M
be a compact analytic subvariety. Set U0 = M −K, let U1 ⊂M be a regular
neighborhood of K and consider the open covering U = {U0, U1} of M . By
Alexander and Poincaré dualities (1.8.2) and (1.8.1) we have the following
diagram
Hj (U , U0,C) ı
∗
//
AM,K ∼=

Hj (U ,C)
PM ∼=

H2n−j (K,C)
i∗ // H2n−j (M,C)
(1.9.1)
for any j = 0, . . . , 2n, where ı∗ is induced by the inclusion of cochain com-
plexes ı∗ : C∗U (U0) ↪→ C∗U and i∗ is induced by the topological inclusion
i : K ↪→ M . The key point is that (1.9.1) turn out to be commutative (see
[36, Prop.II.3.11]). As a consequence, if for any reason we are able to lift a
ω ∈ Hj(U ,C) to a cocycle ωK ∈ Hj(U , U0,C) such that ı∗(ωK) = ω then we
get the formula
i∗ (AM,K (ωK)) = PM (ω) ,
which relates homological classes of M . In this case we call ωK the localiza-
tion of ω at K and the homological class AM,K(ωK) is the residue of ω at
K. If K = unionsqλKλ is the decomposition in connected components then clearly
H2n−j(K,C) = ⊕λH2n−j(Kλ,C) and accordingly AM,K(ωK) decomposes in
a ﬁnite sum of components. We denote these components by Res(ω,Kλ)
and we call them the residues of ω at Kλ for any λ. The previous formula
becomes then ∑
λ
i∗Res(ω,Kλ) = PM (ω)
and we get an index theorem (according to the deﬁnition given in Introduc-
tion). The most interesting case for our aims is when ω ∈ H2n(U ,C), that is
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when we deal with top degree characteristic classes. In this case the previous
formula may be rewritten as∑
λ
Res(ω,Kλ) =
∫
M
ω,
where Res(ω,Kλ) ∈ C for any λ.
As we said, we obtain index theorems whenever we are able to lift
cohomological classes (typically characteristic classes) from Hj(U ,C) to
Hj(U , U0,C). However given a ω ∈ Hj(U ,C) its localization ωK ∈
Hj(U , U0,C) may be not unique in general and clearly any choice of ωK
gives rise to a diﬀerent index theorem and diﬀerent residues. Instead an in-
dex theorem is useful if we ﬁnd a good lifting which is in particular unique
(and if we are able to compute the residues). A typical situation is when
there exists a `geometric object' θ (vector ﬁeld, connection, foliation, etc.)
over the manifold M which guarantees the vanishing of a speciﬁc family of
characteristic classes outside its `singular set' K ⊂M , thanks to a vanishing
theorem. In this case any ω belonging to the family can be represented by a
unique ech-de Rham cocycle of the kind
[(0, ω1, ω01)] ∈ Hj(U ,C)
and then we can lift ω to Hj(U , U0,C), where U0 = M−K, gaining an index
theorem as just explained. The localization of ω at K and hence the residues
will keep memory of the properties of θ, which is the reason why we can
lift ω. Instead on the right hand side of the formula of the index theorem
there will be something indipendent from θ, and this is one of the reasons
why index theorems are interesting and useful.
Example 1.9.1. LetM be a compact complex manifold of dimension n and
let E →M be a holomorphic vector bundle of rank r. We know by Section
1.6 that for any ϕ ∈ Sym(r) we can represent the characteristic class ϕ(E)
in ech-de Rham cohomology by
ϕ(E) = [(ϕ(∇0), ϕ(∇1), ϕ(∇0,∇1))] ∈ H2∗(U ,C),
where U = {U0, U1} is any open covering of M and ∇0 and ∇1 are any C∞
connections respectively on E|U0 and on E|U1 .
Suppose that outside a compact analytic subvariety K ⊂ M , that is on
U0 = M−K, there are a holomorphic line subbundle F0 ⊂ TM |U0 and a ﬂat
partial holomorphic connection δ0 along F0 on E|U0 (the `geometric object').
By Theorem 1.4.9, the Bott vanishing theorem, we have that ϕ(∇˜0) = 0
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for any δ0-connection ∇˜0 on E|U0 and for any homogeneous ϕ ∈ Sym(r) of
degree d = n. Let U1 ⊂M be a regular neighborhood of K and consider the
open covering U = {U0, U1}. For any ϕ ∈ Sym(r) of degree d = n we can
then localize the characteristic class ϕ(E) ∈ H2n(U ,C) to
ϕ(E,K, ∇˜0) =
[(
0, ϕ(∇1), ϕ(∇˜0,∇1)
)]
∈ H2n(U , U0,C),
where ∇1 is any C∞ connection on E|U1 . Observe that ϕ(E,K, ∇˜0) keeps
memory of δ0 since it depends on a δ0-connection. Moreover one can prove
that this localization does not depend on the choices of ∇˜0 and ∇1 (see [36,
Lem.III.3.1]). Hence we get the index theorem∑
λ
Resϕ(E,Kλ) =
∫
M
ϕ(E)
for any ϕ ∈ Sym(r) homogeneous of degree d = n, where K = ∪λKλ is the
decomposition in connected components and Resϕ(E,Kλ) ∈ C is the residue
of ϕ(E) at Kλ for any λ. See [36, Thm.III.3.5] for a general index theorem
which implies the one just explained.
Assume now that M may be not compact and that there is a possibly
singular compact analytic subvariety S ⊂ M of pure dimension s ≤ n. Let
K ⊂ S be a compact analytic subvariety of S such that Sing(S) ⊂ K (it
will be typically the union of Sing(S) with the `singular set' of a `geometric
object' deﬁned over S−Sing(S)). Let U0 ⊂M be a tubular neighborhood of
S−K and let U1 ⊂M be a regular neighborhood of K, then we can assume
that U = U0∪U1 is a regular neighborhood of S. Consider the open covering
U = {U0, U1} of U . As well as in the `non-singular case', by Alexander and
Poincaré homomorphisms (1.8.4) and (1.8.3) we have the following diagram
Hj (U , U0,C) ı
∗
//
AS,K

Hj (U ,C)
PS

H2s−j (K,C)
i∗ // H2s−j (S,C)
(1.9.2)
for any j = 0, . . . , 2s, where i∗ is here induced by the topological inclu-
sion i : K ↪→ S. Again the diagram turn out to be commutative (see [36,
Prop.VI.4.4]) and we obtain an index theorem whenever we are able to lo-
calize a cocycle ω ∈ Hj(U ,C) at K, that is to lift ω to a ωK ∈ Hj(U , U0,C).
In particular, if we deal with cohomological classes ω ∈ H2s(U ,C) we get
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formulas as ∑
λ
Res(ω,Kλ) =
∫
S
ω,
where K = unionsqλKλ is the decomposition in connected components and
Res(ω,Kλ) ∈ C is the residue of ω at Kλ for any λ. A slight diﬀerence
respect to the `non-singular case' is that in this setting one uses to localize
characteristic classes of C∞ or virtual complex vector bundles deﬁned on a
whole neighborhood of the variety, while in the `non-singular case' one deals
with bundles deﬁned on the variety. Examples of general index theorems in
the `singular setting' are [36, Thm.IV.2.4] and [36, Thm.VI.4.8].
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Chapter 2
Holomorphic foliation induced
by a pair (f, g)
The original part of the thesis starts with this chapter. From now on M is
a complex manifold of dimension n and S ⊂ M is a possibly singular glob-
ally irreducible analytic hypersurface with regular part S′ = S − Sing(S).
We denote by TM the holomorphic tangent bundle of M and, if S is non-
singular, by TS and NS respectively the holomorphic tangent bundle and
the holomorphic normal bundle of S. The corresponding sheaves of holo-
morphic sections are denoted respectively by TM , TS and NS . The sheaf of
holomorphic functions on M is denoted by OM and its subsheaf of holomor-
phic functions vanishing on S is denoted by IS . For the sake of simplicity
we shall denote a germ of holomorphic function at some point and any local
representative of it by the same symbol.
In this chapter we start to consider a pair (f, g) of distinct holomorphic
self-maps of M , that is f, g : M → M , with the property that f |S ≡ g|S
and (from Section 2.2) that one of the two maps is a local biholomorphism
over an open neighborhood of S′. We show that assuming a local property
on the pair (f, g) or a geometric property on S′ we are able to obtain a
1-dimensional holomorphic possibly singular foliation over S′.
2.1 Order of coincidence of a pair (f, g)
Let p ∈ S be any point. Observe that for any germ h ∈ OM,f(p) we have the
well-deﬁned germ h ◦ f − h ◦ g ∈ IS,p.
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Deﬁnition 2.1.1. For any h ∈ OM,f(p) deﬁne
νpf,g(h) = max
{
ν ∈ N s.t. h ◦ f − h ◦ g ∈ IνS,p
}
.
We call the number
νpf,g = min
{
νpf,g(h), for h ∈ OM,f(p)
}
the order of coincidence of (f, g) at p along S.
Let (w1, . . . , wn) be any local holomorphic coordinates at f(p) = g(p)
and set f j = wj ◦ f and gj = wj ◦ g for any j = 1, . . . , n. For any germ
h ∈ OM,f(p) we have the fundamental relations
h ◦ f − h ◦ g =
n∑
j=1
(
f j − gj)( ∂h
∂wj
◦ g
)(
mod I2ν
p
f,g
S,p
)
=
n∑
j=1
(
f j − gj)( ∂h
∂wj
◦ f
)(
mod I2ν
p
f,g
S,p
)
. (2.1.1)
In fact by Deﬁnition 2.1.1 we have that
f j − gj = sj ∈ Iν
p
f,g
S,p
and
∂h
∂wj
◦ f − ∂h
∂wj
◦ g ∈ Iν
p
f,g
S,p
for any j = 1, . . . , n, hence
h ◦ f − h ◦ g = h(g1 + s1, . . . , gn + sn)− h(g1, . . . , gn)
=
n∑
j=1
sj
∂h
∂wj
∣∣∣∣
(g1,...,gn)
+
1
2
n∑
j,k=1
sjsk
∂2h
∂wj∂wk
∣∣∣∣
(g1,...,gn)
+ · · ·
=
n∑
j=1
(f j − gj) ∂h
∂wj
◦ g
(
mod I2ν
p
f,g
S,p
)
=
n∑
j=1
(f j − gj) ∂h
∂wj
◦ f
(
mod I2ν
p
f,g
S,p
)
,
where the second row is given by the Taylor expansion of h at f(p) = g(p).
Lemma 2.1.2. Let p ∈ S be any point. Then
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(i) if (w1, . . . , wn) are any local holomorphic coordinates at f(p) = g(p)
then
νpf,g = min
{
νpf,g(w
1), . . . , νpf,g(w
n)
}
.
(ii) for any h ∈ OM,f(p) the function
q → νqf,g(h)
is constant in a neighborhood of p in S.
(iii) the function
p→ νpf,g
is constant on S.
Proof. (i) By Deﬁnition 2.1.1 we have νpf,g ≤ min
{
νpf,g(w
1), . . . , νpf,g(w
n)
}
and by (2.1.1) we have the reverse inequality.
(ii) Let h ∈ OM,f(p) be any germ and let {γ1, . . . , γt} be any set of
generators of IS,p. Then
h ◦ f − h ◦ g =
∑
|I|=νpf,g(h)
γIcI
where I = (i1, . . . , it) ∈ Nt is a multi-index, |I| = i1 + · · · + it, γI =
(γ1)i1 · · · (γt)it and cI ∈ OM,p. This equality clearly holds in a neighbor-
hood of p by deﬁnition of germ and since IS is a coherent OM -module the
γ's are generators of IS,q for points q close enough to p. Moreover by deﬁni-
tion of νpf,g(h) there must be an index I0 such that cI0 /∈ IS,p, thus cI0 /∈ IS,q
for all q ∈ S close enough to p. Then the assertion follows.
(iii) By (i) and (ii) the function p→ νpf,g is locally constant on S. Then
it is globally constant since S is connected.
As a consequence of (iii) the following deﬁnition makes sense.
Deﬁnition 2.1.3. The order of coincidence of the pair (f, g) along S is the
number νf,g = ν
p
f,g for any point p ∈ S.
Example 2.1.4. Let f˜ , g˜ : Cn → Cn be a pair of (germs of) holomorphic self-
maps both ﬁxing the origin 0 ∈ Cn and such that df˜ |0 = dg˜|0 is invertible.
As mentioned in Introduction, we get an interesting example by lifting f˜ and
g˜ to the blow-up pi : M → Cn of Cn at 0. In fact it is well-known that there
exist unique liftings f, g : M →M such that pi ◦ f = f˜ ◦ pi and pi ◦ g = g˜ ◦ pi
(see [1, Prop.2.1] for details), and they coincide on the exceptional divisor
33
2. HOLOMORPHIC FOLIATION INDUCED BY A PAIR (f, g)
S = pi−1(0) ∼= Pn−1C because they both act on S as df˜ |0 = dg˜|0. Moreover
f |S ≡ g|S : S → S is a biholomorphism since df˜ |0 = dg˜|0 is invertible.
In this example we want to understand how the order of coincidence of
f and g along S is related to the constant ν˜ deﬁned as follows. Let z˜ =
(z˜1, . . . , z˜n) be the canonical coordinates of Cn, since dg˜|0 is invertible there
exists an open neighborhood U˜ ⊂ Cn of 0 such that g˜|U˜ is a biholomorphism
onto W˜ = g˜(U˜). Then consider the coordinates w˜ = z˜ ◦ g˜−1 = (w˜1, . . . , w˜n)
over W˜ and set f˜ j = w˜j ◦ f˜ and g˜j = w˜j ◦ g˜ for any j = 1, . . . , n. Observe
that with this choice of coordinates clearly f˜ j = z˜j ◦ g˜−1 ◦ f˜ and g˜j = z˜j for
any j = 1, . . . , n. By the equality df˜ |0 = dg˜|0 it follows that
f˜ j − g˜j =
∑
d≥2
P˜ jd (z˜
1, . . . , z˜n)
for any j = 1, . . . , n, where the P˜ jd are homogeneous polynomials of degree
d ≥ 2 in the coordinates z˜. Let us deﬁne the numbers
ν˜j = min
{
d ≥ 2 s.t. P˜ jd 6= 0
}
for any j = 1, . . . , n, then ν˜ is deﬁned as
ν˜ = min
{
ν˜1, . . . , ν˜n
}
.
Clearly ν˜ ≥ 2 and it is a sort of `order of coincidence' of f˜ and g˜ at 0. Note
that
g|pi−1(U˜) : pi−1(U˜) −→ pi−1(W˜ )
is a biholomorphism since g˜|U˜ : U˜ → W˜ is a biholomorphism and pi◦g = g˜◦pi,
and recall that any system of holomorphic coordinates of Cn centered at 0
induces canonically n local holomorphic charts over the blow-up M which
cover S. We denote by (Uj , zj) and (Wj , wj) the local holomorphic charts
induced on M respectively by (U˜ , z˜) and (W˜ , w˜), for j = 1, . . . , n. By
deﬁnition
n⋃
j=1
Uj = pi
−1(U˜) and
n⋃
j=1
Wj = pi
−1(W˜ ),
moreover one can easily check that g(Uj) = Wj and wj = zj ◦g−1 for any j =
1, . . . , n. For the sake of simplicity set now (U, z) = (U1, z1) and (W,w) =
(W1, w1), with z = (z1, . . . , zn) and w = (w1, . . . , wn). We compute ν
p
f,g
for one point p ∈ U ∩ S since it is automatically νf,g by Lemma 2.1.2. Set
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f j = wj ◦ f and gj = wj ◦ g for any j = 1, . . . , n, and note again that
f j = zj ◦ g−1 ◦ f and gj = zj by the remarks just done. Recalling that by
deﬁnition z˜1 = z1 and z˜j = z1zj for any j = 2, . . . , n, and similarly for the
coordinates w˜ and w, one can check that
f1(z1, . . . , zn) = f˜1(z1, z1z2, . . . , z1zn)
and
f j(z1, . . . , zn) =
f˜ j(z1, z1z2, . . . , z1zn)
f˜1(z1, z1z2, . . . , z1zn)
=
z1zj +
∑
d≥2(z
1)dP˜ jd (1, z
2, . . . , zn)
z1 +
∑
d≥2(z1)dP˜
1
d (1, z
2, . . . , zn)
for any j = 2, . . . , n. It follows that
f1 − g1 =
∑
d≥2
(z1)dP˜ 1d (1, z
2, . . . , zn)
and
f j − gj = f j − zj =z
1zj +
∑
d≥2(z
1)dP˜ jd (1, z
2, . . . , zn)
z1 +
∑
d≥2(z1)dP˜
1
d (1, z
2, . . . , zn)
− zj
=
zj +
∑
d≥2(z
1)d−1P˜ jd (1, z
2, . . . , zn)
1 +
∑
d≥2(z1)d−1P˜
1
d (1, z
2, . . . , zn)
− zj
=
∑
d≥2(z
1)d−1
[
P˜ jd (1, z
2, . . . , zn)− zjP˜ 1d (1, z2, . . . , zn)
]
1 +
∑
d≥2(z1)d−1P˜
1
d (1, z
2, . . . , zn)
for any j = 2, . . . , n. Since z1 is a local generator of IS we have that
νpf,g(w
1) = ν˜1 and
νpf,g(w
j) = min
{
d ≥ 2 s.t. P˜ jd (1, z2, . . . , zn)− zjP˜ 1d (1, z2, . . . , zn) 6= 0
}
− 1
for any j = 2, . . . , n, which implies that νpf,g(w
j) ≥ min{ν˜1, ν˜j} − 1 for any
j = 2, . . . , n. Then we gain the relation νf,g ≥ ν˜ − 1.
We conclude this example by noting that since g˜ is locally invertible at 0
one may consider also the holomorphic map g˜−1 ◦ f˜ over an open neighbor-
hood of 0, which clearly ﬁxes 0. By the choice of the coordinates w˜ = z˜ ◦ g˜−1
it follows that
f˜ j − g˜j = z˜j ◦ g˜−1 ◦ f˜ − z˜j
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for any j = 1, . . . , n, hence the number ν˜ coincides with the order of g˜−1 ◦ f˜
at 0. Since d(g˜−1◦ f˜)|0 = Id, the lifting of g˜−1◦ f˜ to the blow-up pi : M → Cn
ﬁxes pointwise the exceptional divisor S ⊂M . Therefore we have the `order
of contact' of this lifting with S (see [4, Def.1.1]) and one might ask how it
relates to νf,g. Observe that the lifting of g˜−1 ◦ f˜ is exactly g−1 ◦ f and if
(U, z) and (W,w) are the local holomorphic charts over M introduced just
above then
f j − gj = zj ◦ g−1 ◦ f − zj
for any j = 1, . . . , n. Then by the very deﬁnitions it follows that νg−1◦f =
νf,g, and moreover we recover the relation νg−1◦f ≥ ν˜ − 1 already showed in
[4, Ex.1.2].
2.2 The canonical section associated to a pair (f, g)
Since f |S ≡ g|S , there is a well-deﬁned morphism of holomorphic vector
bundles
df − dg : NS′ −→ (f∗TM)|S′ (2.2.1)
given on the ﬁbers by [v]→ df |p(v)−dg|p(v), for any [v] ∈ NS′,p and p ∈ S′.
We point out that in general f∗TM 6= g∗TM but clearly (f∗TM)|S =
(g∗TM)|S . From now on suppose that one of the maps of the pair, say g,
is a local biholomorphism over an open neighborhood of S′, or equivalently
dg|p : TpM −→ Tg(p)M is an isomorphism of complex vector spaces for any
p ∈ S′. Under this hypothesis we have also the isomorphism of holomorphic
vector bundles
dg|S′ : TM |S′ −→ (f∗TM) |S′
and composing (2.2.1) with the inverse dg|−1S′ we obtain
dg|−1S′ ◦ (df − dg) : NS′ −→ TM |S′ . (2.2.2)
Observe that this last morphism can be seen as a holomorphic section of
N∗S′ ⊗ TM |S′ , then we want to express it respect to a local holomorphic
frame of that bundle. To this end, it is useful to consider only certain kinds
of local holomorphic charts of M .
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Deﬁnition 2.2.1. Let M be a complex manifold of dimension n and let
V ⊂ M be a complex submanifold of codimension 0 < k < n. We say that
a local holomorphic chart (U, z) = (U, z1, . . . , zn) of M is adapted to V if
U ∩ V = ∅ or U ∩ V = {z1 = · · · = zk = 0}. We call an atlas U of local
holomorphic charts of M adapted to V an atlas adapted to V .
Let W ⊂M be an open neighborhood of V and suppose there is a local
biholomorphism Φ : W → M . If (U, z) is a local holomorphic chart of M
adapted to V such that Φ|U is a biholomorphism onto its image, then we call
it adapted to V and Φ and we consider the special coordinates w = z◦Φ|−1U =
(w1, . . . , wn) over Φ(U). We call an atlas U of local holomorphic charts of
M adapted to V and Φ an atlas adapted to V and Φ.
Let (U, z) be a local holomorphic chart adapted to S′ such that U∩S′ 6= ∅
and let pi : TM |S′ → NS′ be the obvious projection. Then
∂z1 = pi
(
∂
∂z1
∣∣∣∣
S′
)
is a local holomorphic generator of NS′ on U ∩ S′ and we denote its dual by
∂∗z1, thus {
∂∗z1 ⊗ ∂
∂z1
∣∣∣∣
S′
, . . . , ∂∗z1 ⊗ ∂
∂zn
∣∣∣∣
S′
}
(2.2.3)
is a local holomorphic frame of N∗S′ ⊗ TM |S′ on U ∩ S′. Let p ∈ U ∩ S′ be
any point and take any (for the moment) local holomorphic chart (W,w) at
f(p) = g(p). Then{
∂∗z1 ⊗
(
f∗
∂
∂w1
)∣∣∣∣
S′
, . . . , ∂∗z1 ⊗
(
f∗
∂
∂wn
)∣∣∣∣
S′
}
(2.2.4)
is a local holomorphic frame of N∗S′ ⊗ (f∗TM)|S′ on U ∩ f−1(W ) ∩ S′. We
point out that in general f∗ ∂
∂wj
6= g∗ ∂
∂wj
but clearly (f∗ ∂
∂wj
)|S′ = (g∗ ∂∂wj )|S′ .
In order to express (2.2.2) respect to (2.2.3), we express (2.2.1) respect
to (2.2.4) ﬁrst. Set f j = wj ◦f and gj = wj ◦ g for any j = 1, . . . , n, a trivial
computation shows that (2.2.1) is locally
n∑
j=1
∂(f j − gj)
∂z1
∣∣∣∣
S′
∂∗z1 ⊗
(
f∗
∂
∂wj
)∣∣∣∣
S′
(2.2.5)
since (U, z) is adapted to S′. Assume now (U, z) adapted also to g and take
the associated special coordinates w = z ◦ g|−1U on W = g(U). With this
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choice (
f∗
∂
∂wj
)∣∣∣∣
q
=
(
g∗
∂
∂wj
)∣∣∣∣
q
=
∂
∂wj
∣∣∣∣
g(q)
= dg|q
(
∂
∂zj
∣∣∣∣
q
)
for any q ∈ U ∩ S′ and j = 1, . . . , n, then by (2.2.5) it follows that (2.2.2) is
locally
n∑
j=1
∂(f j − gj)
∂z1
∣∣∣∣
S′
∂∗z1 ⊗ ∂
∂zj
∣∣∣∣
S′
. (2.2.6)
Observe now that since (U, z) is adapted to S′, by Lemma 2.1.2 it follows
that (2.2.6) is identically zero on S′ if and only if νf,g > 1. Thus we would
like to deﬁne something similar to (2.2.6) but not identically zero on S′ if
νf,g > 1, and the idea is to consider higher order derivatives of f − g
respect to z1 not all vanishing on S′. More precisely, let (U, z) be a local
holomorphic chart adapted to S′ and g such that U ∩S′ 6= ∅ and consider the
associated special coordinates w = z ◦ g|−1U on W = g(U). Set f j = wj ◦ f
and gj = wj ◦ g for any j = 1, . . . , n as usual, then by Lemma 2.1.2 there
exist local holomorphic functions hj ∈ OM such that
f j − gj = hj(z1)νf,g (2.2.7)
for any j = 1, . . . , n. Let us deﬁne
Df,g :=
n∑
j=1
hj(dz1)νf,g ⊗ ∂
∂zj
, (2.2.8)
where (dz1)νf,g = (dz1)⊗νf,g , which is a local holomorphic section of
(TM⊗νf,g)∗ ⊗ TM on U . Note that (2.2.8) is not identically zero on S
by construction, moreover we have the following fundamental proposition.
Proposition 2.2.2. Let (U, z) and (Uˆ , zˆ) be two local holomorphic chart
adapted to S′ and g such that U ∩ Uˆ ∩ S′ 6= ∅, and let Df,g and Dˆf,g be the
corresponding local sections of (TM⊗νf,g)∗⊗TM deﬁned as in (2.2.8). Then
Dˆf,g = Df,g (mod IS)
where they overlap.
Proof. Set ν = νf,g in the following to ease the notation. Since z1 and zˆ1
are both generators of IS,p for any p ∈ U ∩ Uˆ ∩ S′, it follows that zˆ1 = az1
for a germ a ∈ O∗M , then
(dzˆ1)ν = aν(dz1)ν (mod IS) . (2.2.9)
38
2.2. The canonical section associated to a pair (f, g)
By (2.1.1) and (2.2.7) we have that
hˆjaν(z1)ν =
n∑
k=1
hk(z1)ν
(
∂wˆj
∂wk
◦ g
) (
mod I2νS
)
,
hence
hˆjaν =
n∑
k=1
hk
∂zˆj
∂zk
(mod IνS) (2.2.10)
for any j = 1, . . . , n, since ∂wˆ
j
∂wk
◦g = ∂zˆj
∂zk
because w are the special coordinates
associated to z. Lastly, we need the trivial relation
∂
∂zˆj
=
n∑
k=1
∂zk
∂zˆj
∂
∂zk
(2.2.11)
for any j = 1, . . . , n. Then it follows by (2.2.9), (2.2.10) and (2.2.11) that
Dˆf,g =
n∑
j=1
hˆj(dzˆ1)ν ⊗ ∂
∂zˆj
=
n∑
j=1
hˆjaν(dz1)ν ⊗ ∂
∂zˆj
(mod IS)
=
n∑
j=1
n∑
k=1
hk
∂zˆj
∂zk
(dz1)ν ⊗ ∂
∂zˆj
(mod IS)
=
n∑
k=1
n∑
i=1
hk
 n∑
j=1
∂zˆj
∂zk
∂zi
∂zˆj
 (dz1)ν ⊗ ∂
∂zi
(mod IS)
=
n∑
k=1
n∑
i=1
hk(dz1)ν ⊗ ∂
∂zi
(mod IS) ,
where in the last equality we use that
∑n
j=1
∂zˆj
∂zk
∂zi
∂zˆj
= ∂z
i
∂zk
= δik for any
i, k = 1, . . . , n.
Remark 2.2.3. A priori the germs hj deﬁned in (2.2.7) do not have repre-
sentatives deﬁned on U , however we can assume it (possibly shrinking U).
We can now introduce the following deﬁnition.
Deﬁnition 2.2.4. The canonical section associated to the pair (f, g) is the
global holomorphic sectionDf,g of the holomorphic vector bundle (N
⊗νf,g
S′ )
∗⊗
TM |S′ obtained by gluing together over S′ the localDf,g deﬁned as in (2.2.8).
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Observe that we can think to Df,g also as a morphism Df,g : N
⊗νf,g
S′ →
TM |S′ of holomorphic vector bundles. If (U, z) is any local holomorphic
chart adapted to S′ and g such that U ∩ S′ 6= ∅, then Df,g is given over
U ∩ S′ by
Df,g =
n∑
j=1
hj
∣∣
S′ (∂
∗z1)νf,g ⊗ ∂
∂zj
∣∣∣∣
S′
,
where the hj are the local holomorphic functions deﬁned as in (2.2.7). We
point out that Df,g is not identically zero on S′ by construction.
Deﬁnition 2.2.5. A point p ∈ S′ is a singularity of the pair (f, g) if the
canonical section Df,g : N
⊗νf,g
S′ → TM |S′ is not injective in p, that is if
Df,g|p = 0. The singular set of (f, g) is denoted by Sing(f, g).
Remark 2.2.6. Let (U, z) be any local holomorphic chart of M adapted to
S′ and g such that U∩S′ 6= ∅ and consider the special coordinates w = z◦g|−1U
on W = g(U). With this choice of coordinates we have that
f j = wj ◦ f = zj ◦ g|−1U ◦ f and gj = zj
for any j = 1, . . . , n. Then if νg|−1U ◦f is the `order of contact of g|
−1
U ◦ f
with (a piece of) S' (according with [4, Def.1.1]) we clearly have the equality
νf,g = νg|−1U ◦f , and Df,g is locally exactly as the canonical section associated
to g|−1U ◦ f (see [4, Sec.3]). Consequently if g is a global biholomorphism
over an open neighborhood of S′ then νf,g = νg−1◦f and Df,g is exactly the
canonical section associated to g−1 ◦ f .
2.3 Basic deﬁnitions about 1-dimensional holomor-
phic foliations
We stop the discussion about the pair (f, g) for a while in order to make a
brief digression about 1-dimensional holomorphic foliations, since our next
aim is to construct such geometric objects.
Let S denote only in this section any complex manifold. A 1-dimensional
holomorphic possibly singular foliation on S is a morphism of holomorphic
vector bundles
F : F −→ TS,
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where F is a holomorphic line bundle on S called the tangent bundle of F .
The singular set of F is
Sing(F ) = {q ∈ S s.t. F |q = 0} ,
and we set S0 = S − Sing(F ) and F 0 = F |S0 . Since F |S0 is injective we
can deﬁne the holomorphic vector bundle N0F = TS
0/F 0 and we call it the
normal bundle of F (note that it is deﬁned over S0). Instead the virtual
complex vector bundle TS − F ∈ K(S) is called the virtual normal bundle
of F as TS0 − F 0 = N0F in K(S0).
If M is another complex manifold and S ⊂ M then we can even de-
ﬁne the holomorphic vector bundle N0F ,M = TM |S0/F 0, which we call the
normal bundle of F in M . Observe that in this case the double inclusion
F 0 ⊂ TS0 ⊂ TM |S0 induces the short exact sequence of holomorphic vector
bundles
0 −→ N0F −→ N0F ,M −→ NS0 −→ 0.
If v is a local generator of the tangent bundle F then the possibly singular
holomorphic vector ﬁeld F (v) ∈ TS is called a local generator of F .
We may equivalently reformulate everything in the language of sheaves.
In this case a 1-dimensional holomorphic possibly singular foliation on S is
an injective morphism of OS-modules
F : F −→ TS ,
where F is a locally free OS-module of rank 1 called the tangent sheaf of F .
Clearly F is the sheaf of holomorphic sections of the tangent bundle F . The
singular set of the foliation is then
Sing(F ) = {q ∈ S s.t. the stalk (TS/F)q is not a free OS,q-module} ,
where the coherent OS-module NF = TS/F is called the normal sheaf of
F . Clearly N 0F = NF |S0 is the sheaf of holomorphic sections of the normal
bundle N0F . If M is another complex manifold and S ⊂ M then TM,S
denotes the sheaf of holomorphic sections of TM |S and the coherent OS-
module NF ,M = TM,S/F is called the normal sheaf of F in M . Clearly
N 0F ,M = NF ,M |S0 is the sheaf of holomorphic sections of the normal bundle
N0F ,M . Observe that in this case we have the double inclusion F ⊂ TS ⊂
TM,S which induces the short exact sequence of coherent OS-modules
0 −→ NF −→ NF ,M −→ NS −→ 0.
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2.4 Tangential case
Now let us come back to the discussion about the pair (f, g). Recall that we
are assuming that g is a local biholomorphism over an open neighborhood of
S′ and set in the following ν = νf,g to ease the notation. As showed in Section
2.2 the pair (f, g) induces the canonical section Df,g : N⊗νS′ → TM |S′ , which
in practice is a 1-dimensional holomorphic distribution over S′. However we
would like to have a 1-dimensional holomorphic foliation over S′, and in this
section we discuss a ﬁrst condition under which it is possible.
Let p ∈ S be any point, the pull-back by f and g of germs of holomorphic
functions at f(p) = g(p) gives rise to two ring homomorphism
f∗p , g
∗
p : OM,f(p) −→ OM,p
which are not equal in general. Anyway (f∗p )−1(IS,p) = (g∗p)−1(IS,p) as
f |S = g|S and we denote by If(p) this ideal of OM,f(p).
Remark 2.4.1. Let p ∈ S be any point. Clearly If(p) ⊇ If(S),f(p) but
they may be not equal in general, nevertheless If(p) may be seen as the
stalk at f(p) of a coherent module. In fact, by hypothesis there is an open
neighborhood U ⊂M of p such that f(U ∩ S) = g(U ∩ S) is biholomorphic
to U ∩ S and then it is an analytic subvariety of g(U) ⊂ M . Thus If(U∩S)
is a coherent Og(U)-module and If(p) = If(U∩S),f(p).
Deﬁnition 2.4.2. Let p ∈ S be any point, if
min
{
νpf,g(h), for h ∈ If(p)
}
> νpf,g
we say that the pair (f, g) is tangential at p ∈ S.
Lemma 2.4.3. Let p ∈ S be any point. The following two statements are
true:
(i) let {ρ1, . . . , ρk} be any set of generators of If(p), then (f, g) is tangential
at p if and only if
min
{
νpf,g(ρ
1), . . . , νpf,g(ρ
k)
}
> νpf,g.
(ii) if (f, g) is tangential at p then it is tangential at any point of S.
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Proof. (i) Let h ∈ If(p) be any germ, then h = h1ρ1 + · · ·+ hkρk for some
h1, . . . , hk ∈ OM,f(p) and clearly
h ◦ f − h ◦ g =
k∑
j=1
(hj ◦ f)
(
ρj ◦ f − ρj ◦ g)+ k∑
j=1
(ρj ◦ g) (hj ◦ f − hj ◦ g) .
The j-th term of the ﬁrst sum belongs to Iν
p
f,g(ρ
j)
S,p , for any j = 1, . . . , k, and
each term of the second sum belongs to Iν
p
f,g+1
S,p . Thus by deﬁnition
νpf,g(h) ≥ min
{
νpf,g(ρ
1), . . . , νpf,g(ρ
k), νpf,g + 1
}
and since this is true for any h ∈ If(p) we have that
min
{
νpf,g(h), for h ∈ If(p)
}
≥ min
{
νpf,g(ρ
1), . . . , νpf,g(ρ
k), νpf,g + 1
}
.
Then recallling Deﬁnition 2.4.2 the assertion follows.
(ii) By Remark 2.4.1 if {ρ1, . . . , ρk} is any set of generators of If(p) then
the corresponding germs at f(q) are generators of If(q) for any q ∈ S close
enough to p. Then (ii) of Lemma 2.1.2 and (i) of the current Lemma imply
that the set of points of S where (f, g) is tangential is both open and closed.
Then the assertion follows because S is connected.
By (ii) of Lemma 2.4.3 we can give the following deﬁnition.
Deﬁnition 2.4.4. The pair (f, g) is tangential along S if it is tangential at
one point p ∈ S.
Let p ∈ S′ be any regular point, let (U, z) be a local holomorphic chart
adapted to S′ and g such that p ∈ U ∩ S′ and take the associated special
coordinates w = z ◦g|−1U over W = g(U). Note that If(p) is generated by the
germ of w1 at f(p), then by (i) of Lemma 2.4.3
(f, g) tangential at p ⇐⇒ h1 ∈ IS,p
where h1 is deﬁned as in (2.2.7). Thus by (ii) of Lemma 2.4.3
(f, g) tangential along S ⇐⇒ h1 ∈ IS,p, for any p ∈ S′ and any (U, z)
adapted to S′ and g such that p ∈ U ∩ S′
⇐⇒ Df,g is tangential to S′ i.e. Df,g(N⊗νS′ ) ⊂ TS′
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where again the (germs of) holomorphic functions h1 are deﬁned as in (2.2.7).
Therefore when (f, g) is tangential along S the canonical section Df,g is in
fact a 1-dimensional holomorphic possibly singular foliation on S′,
Df,g : N
⊗ν
S′ −→ TS′,
with tangent bundle N⊗νS′ and singular set Sing(f, g). If (U, z) is any local
holomorphic chart adapted to S′ and g such that U ∩ S′ 6= ∅ then
Xf,g = Df,g
(
(∂z1)ν
)
=
n∑
j=2
hj
∣∣
S′
∂
∂zj
∣∣∣∣
S′
(2.4.1)
is a local generator of Df,g on U ∩ S′, where the holomorphic functions hj
are deﬁned as in (2.2.7). We call (2.4.1) the canonical local generator of Df,g
associated to (U, z).
Example 2.4.5. Let (f˜ , g˜) be a pair of holomorphic self-maps of Cn as in
Example 2.1.4 and let (f, g) be its lifting to the blow-up of Cn at 0, denoted
by pi : M → Cn. In this example we want to understand in which case the
pair (f, g) is tangential along the exceptional divisor S = pi−1(0) ⊂ M . Let
us refer to the notation already introduced in Example 2.1.4.
Let p ∈ U ∩ S be any point. Since w1 is a generator of If(p), by Lemma
2.4.3 the pair (f, g) is tangential along S if and only if there is a j = 2, . . . , n
such that νpf,g(w
1) > νpf,g(w
j). By Example 2.1.4 this is equivalent to say
that there is a j = 2, . . . , n such that
min
{
d ≥ 2 s.t. P˜ jd (1, z2, . . . , zn)− zjP˜ 1d (1, z2, . . . , zn) 6= 0
}
≤ ν˜1.
Suppose for a j = 2, . . . , n that P˜ jν˜ (1, z
2, . . . , zn) − zjP˜ 1ν˜ (1, z2, . . . , zn) 6= 0,
then for such a j
min
{
d ≥ 2 s.t. P˜ jd (1, z2, . . . , zn)− zjP˜ 1d (1, z2, . . . , zn) 6= 0
}
≤ ν˜ ≤ ν˜1
and (f, g) is tangential along S. On the contrary, assume now that
P˜ jν˜ (1, z
2, . . . , zn) − zjP˜ 1ν˜ (1, z2, . . . , zn) = 0 for any j = 2, . . . , n. Then nec-
essarily P˜ 1ν˜ 6= 0 otherwise P˜ jν˜ = 0 for any j = 1, . . . , n and this would be
in contradiction with the deﬁnition of ν˜. This implies that P˜ jν˜ 6= 0 for any
j = 1, . . . , n and consequently that ν˜1 = · · · = ν˜n = ν˜, thus
min
{
d ≥ 2 s.t. P˜ jd (1, z2, . . . , zn)− zjP˜ 1d (1, z2, . . . , zn) 6= 0
}
> ν˜ = ν˜1
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for any j = 2, . . . , n, that is (f, g) is not tangential along S. Summing up,
the pair (f, g) is tangential along S if and only if there is a j = 2, . . . , n such
that P˜ jν˜ (1, z
2, . . . , zn) − zjP˜ 1ν˜ (1, z2, . . . , zn) 6= 0, or equivalently such that
z˜1P˜ jν˜ 6= z˜jP˜ 1ν˜ . As a consequence, if (f, g) is tangential along S then there is
a j = 2, . . . , n such that νpf,g(w
j) ≤ ν˜ − 1. However νpf,g(wj) ≥ νf,g ≥ ν˜ − 1,
where the second inequality is proved in Example 2.1.4, then νf,g = ν˜ − 1.
Conversely, if (f, g) is not tangential along S then νf,g = ν
p
f,g(w
1) = ν˜1 = ν˜,
where the second equality is also proved in Example 2.1.4 and the third is
proved just above. Concluding, we have found that
ν˜ − 1 ≤ νf,g ≤ ν˜
and that
(f, g) tangential along S ⇐⇒ νf,g = ν˜ − 1.
We end the example with the following remark. As noted in Example
2.1.4, we may consider also the holomorphic map g˜−1 ◦ f˜ and its lifting to
the blow-up pi : M → Cn, which turns out to be g−1 ◦ f . Then, as one shall
expect, the pair (f, g) is tangential along S if and only if g−1 ◦f is tangential
along S (according with [4, Def.1.2]). Compare the present example and
Example 2.1.4 to [4, Ex.1.2].
Remark 2.4.6. Let (U, z) be any local holomorphic chart of M adapted to
S′ and g such that U∩S′ 6= ∅ and consider the special coordinates w = z◦g|−1U
on W = g(U). As noted in Remark 2.2.6, with this choice of coordinates we
have that f j = wj ◦ f = zj ◦ g|−1U ◦ f and gj = zj for any j = 1, . . . , n. Then
clearly (f, g) is tangential along S if and only if `g|−1U ◦ f is tangential along
(a piece of) S' (according with [4, Def.1.2]). Consequently if g is a global
biholomorphism over an open neighborhood of S′ then (f, g) is tangential
along S if and only if g−1 ◦ f is tangential along S.
2.5 Non-tangential case
Suppose now that the pair (f, g) is not tangential along S. If S′ sits into M
in a favorable way we can still deﬁne a 1-dimensional holomorphic foliation
over it. For details about this geometric property of S′ see [4, Sec.2] or, for
a deeper treatment, [5, Sec.2-3] and [6]. Here we just recall some general
deﬁnitions and basic facts that we need in the following.
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Deﬁnition 2.5.1. Let M be a complex manifold of dimension n and let
V ⊂ M be a complex submanifold of codimension 0 < k < n. We say that
V splits into M if the short exact sequence of holomorphic vector bundles
0 −→ TV ı−→ TM |V pi−→ NV −→ 0
splits holomorphically, that is if there exists a morphism of holomorphic
vector bundles σ : NV → TM |V such that pi ◦ σ = IdNV . We call such
morphism σ a splitting morphism of V into M .
Let U be an atlas of M adapted to V . If for any two local holomorphic
charts (U, z), (Uˆ , zˆ) ∈ U such that U ∩ Uˆ ∩ V 6= ∅ we have that
∂zˆi
∂zj
∈ IV (2.5.1)
for any i = k + 1, . . . , n and j = 1, . . . , k, we say that U is a splitting atlas
adapted to V .
Proposition 2.5.2. Let M be a complex manifold of dimension n and let
V ⊂ M be a complex submanifold of codimension 0 < k < n. The following
statements are equivalent:
(i) V splits into M .
(ii) there exists a morphism of holomorphic vector bundles τ : TM |V →
TV such that τ ◦ ı = IdTV .
(iii) there exists a splitting atlas adapted to V over M .
Proof. (i)⇐⇒ (iii): see [4, Prop.2.1] or [5, Prop.2.15].
(i) ⇐⇒ (ii): suppose there exists a splitting morphism σ : NV → TM |V ,
then pi ◦ (IdTM |V − σ ◦ pi) = 0 and im(IdTM |V − σ ◦ pi) ⊂ ker(pi) = im(ı).
Thus we can deﬁne τ = ı−1 ◦ (IdTM |V − σ ◦ pi), which is a morphism as in
(ii). Conversely, suppose there exists a morphism τ : TM |V → TV as in
(ii). Then ker(τ)∩ im(ı) = ker(τ)∩ ker(pi) = {zero section} and pi|ker(τ) has
the inverse, thus we can deﬁne σ = pi|−1
ker(τ) which is a splitting morphism of
V into M .
Remark 2.5.3. The arrow (iii) =⇒ (i) can be proved by construction in
the following way. Let U be a splitting atlas adapted to V and let (U, z) ∈ U
be any local holomorphic chart such that U ∩ V 6= ∅. Then{
∂z1 = pi
(
∂
∂z1
∣∣∣∣
V
)
, . . . , ∂zk = pi
(
∂
∂zk
∣∣∣∣
V
)}
(2.5.2)
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is a local holomorphic frame of NV on U ∩ V and we can deﬁne a local
splitting morphism σU : NU∩V → TM |U∩V by setting
σU
(
∂zj
)
=
∂
∂zj
∣∣∣∣
V
for any j = 1, . . . , k. Let now (Uˆ , zˆ) ∈ U be another local holomorphic
chart such that U ∩ Uˆ ∩ V 6= ∅ and let σUˆ be the associated local splitting
morphism. Since
∂
∂zj
=
k∑
i=1
∂zˆi
∂zj
∂
∂zˆi
+
n∑
i=k+1
∂zˆi
∂zj
∂
∂zˆi
for any j = 1, . . . , n, we have over U ∩ Uˆ ∩ V that
(
σU − σUˆ
) (
∂zj
)
= σU
(
∂zj
)− k∑
i=1
∂zˆi
∂zj
∣∣∣∣
V
σUˆ
(
∂zˆi
)
=
∂
∂zj
∣∣∣∣
V
−
k∑
i=1
∂zˆi
∂zj
∣∣∣∣
V
∂
∂zˆi
∣∣∣∣
V
=
n∑
i=k+1
∂zˆi
∂zj
∣∣∣∣
V
∂
∂zˆi
∣∣∣∣
V
for any j = 1, . . . , k. Then by property (2.5.1) we have that(
σU − σUˆ
) (
∂zj
)
= 0
for any j = 1, . . . , k and consequently we can glue σU and σUˆ over U ∩ Uˆ ∩V .
As this is true for any (U, z), (Uˆ , zˆ) ∈ U we get a (global) splitting morphism
σU : NV → TM |V .
Example 2.5.4. Let M be a complex manifold of dimension n and let
pi : M → V be a holomorphic vector bundle of rank k ≥ 1. The base V can
be embedded into the total space M via the zero section, and in this way it
is a complex submanifold of M of codimension k. Let U′′ be an atlas of V
such that for any local holomorphic chart (U ′′, z′′) = (U ′′, zk+1, . . . , zn) ∈ U′′
there is a trivialization
ϕ : U
∼=−→ Ck × U ′′,
where U = pi−1(U ′′) ⊂ M . We can consider over all these open sets U the
local holomorphic coordinates z = (IdCk × z′′) ◦ ϕ = (z1, . . . , zn), then U′′
induces an atlas U = {(U, z)} over M . This atlas is a splitting atlas adapted
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to V , in fact for any (U, z), (Uˆ , zˆ) ∈ U we have that zˆi = zˆi(zk+1, . . . , zn) for
i = k + 1, . . . , n, then
∂zˆi
∂zj
≡ 0
for any i = k + 1, . . . , n and j = 1, . . . , k. Thus V splits into M via the zero
section.
Let V ⊂M be a splitting submanifold of codimension 0 < k < n and let
σ : NV → TM |V be any splitting morphism. We denote by τσ the morphism
TM |V → TV induced by σ as in the proof of Proposition 2.5.2, that is
τσ = ı−1 ◦ (IdTM |V − σ ◦ pi).
Observe that τσ ◦ σ = ı−1 ◦ (σ − σ) = 0, hence im(σ) ⊂ ker(τσ). Moreover
ker(τσ) = ker(IdTM |V −σ◦pi) hence im(σ) = ker(τσ). Let now U be a splitting
atlas adapted to V over M , which exists by Proposition 2.5.2. For any local
holomorphic chart (U, z) ∈ U such that U ∩ V 6= ∅ the set {∂z1, . . . , ∂zk}
deﬁned as in (2.5.2) is a local holomorphic frame of NV on U ∩V . In general
σ
(
∂zj
) 6= ∂
∂zj
∣∣∣∣
V
for any j = 1, . . . , k, hence the following deﬁnition is justiﬁed.
Deﬁnition 2.5.5. Let σ : NV → TM |V be a splitting morphism of V into
M and let U be a splitting atlas adapted to V . If for any chart (U, z) ∈ U
such that U ∩ V 6= ∅ we have that
σ
(
∂zj
)
=
∂
∂zj
∣∣∣∣
V
(2.5.3)
for any j = 1, . . . , k, then we say that U is a splitting atlas adapted to V and
σ. If moreover there are an open neighborhood W ⊂ M of V and a local
biholomorphism Φ : W → M and U is adapted also to Φ, then we say that
U is a splitting atlas adapted to V , Φ and σ.
Proposition 2.5.6. Let M be a complex manifold of dimension n and let
V ⊂M be a complex submanifold of codimension 0 < k < n. Then
(i) for any splitting morphism σ : NV → TM |V there is always a splitting
atlas adapted to V and σ.
(ii) if moreover there are an open neighborhood W ⊂ M of V and a local
biholomorphism Φ : W → M then there is always a splitting atlas
adapted to V , Φ and σ.
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Proof. (i) Let σ : NV → TM |V be a splitting morphism, U a splitting atlas
adapted to V (which exists by Proposition 2.5.2) and σU : NV → TM |V the
splitting morphism induced by U as in Remark 2.5.3. Since pi ◦ (σ−σU) = 0,
the image of the morphism σ−σU lies into TV , consequently if (U, z) ∈ U is
any local holomorphic chart such that U ∩ V 6= ∅ and {∂z1, . . . , ∂zk} is the
local holomorphic frame of NV on U ∩ V deﬁned as in (2.5.2), then
(σ − σU)
(
∂zj
)
=
n∑
i=k+1
αij
∂
∂zi
∣∣∣∣
V
(2.5.4)
for any j = 1, . . . , k, where αij ∈ OV (U ∩V ). Actually, we can consider these
αij as holomorphic functions deﬁned on U not depending on z
1, . . . , zk. Thus
for any (U, z) ∈ U we can replace the coordinates z with the new ones zσ =
(z1σ, . . . , z
n
σ ) deﬁned by z
j
σ = zj for any j = 1, . . . , k and ziσ = z
i−∑kj=1 αijzj
for any i = k+ 1, . . . , n. Then we get a new atlas Uσ = {(U, zσ)} adapted to
V which turns out to be a splitting atlas adapted to V and σ, as showed in
the following.
Let (U, z), (Uˆ , zˆ) ∈ U be any local holomorphic charts such that U ∩ Uˆ ∩
V 6= ∅, let αij , βij be the holomorphic functions arising as in (2.5.4) respec-
tively for (U, z) and (Uˆ , zˆ), and let (U, zσ), (Uˆ , zˆσ) ∈ Uσ be the resulting new
local holomorphic charts. By the very deﬁnition of the new coordinates
∂zˆiσ
∂zjσ
∣∣∣∣
V
=
∂zˆiσ
∂zj
∣∣∣∣
V
+
n∑
r=k+1
∂zˆiσ
∂zr
∣∣∣∣
V
∂zr
∂zjσ
∣∣∣∣
V
=
∂zˆi
∂zj
∣∣∣∣
V
−
k∑
t=1
βit
∂zˆt
∂zj
∣∣∣∣
V
+
n∑
r=k+1
αrj
∂zˆi
∂zr
∣∣∣∣
V
(2.5.5)
for any i = k + 1, . . . , n and j = 1, . . . , k. Since
∂
∂zj
=
k∑
`=1
∂zˆ`
∂zj
∂
∂zˆ`
+
n∑
`=k+1
∂zˆ`
∂zj
∂
∂zˆ`
we have that
(σ − σU)
(
∂zj
)
=
n∑
r=k+1
αrj
∂
∂zr
∣∣∣∣
V
=
n∑
i=k+1
n∑
r=k+1
αrj
∂zˆi
∂zr
∣∣∣∣
V
∂
∂zˆi
∣∣∣∣
V
and
(σ − σU)
(
∂zj
)
=
k∑
t=1
∂zˆt
∂zj
∣∣∣∣
V
(σ − σU)
(
∂zˆt
)
=
n∑
i=k+1
k∑
t=1
βit
∂zˆt
∂zj
∣∣∣∣
V
∂
∂zˆi
∣∣∣∣
V
,
49
2. HOLOMORPHIC FOLIATION INDUCED BY A PAIR (f, g)
for any j = 1, . . . , k. Consequently
n∑
r=k+1
αrj
∂zˆi
∂zr
∣∣∣∣
V
=
k∑
t=1
βit
∂zˆt
∂zj
∣∣∣∣
V
for any i = k + 1, . . . , n and j = 1, . . . , k, then recalling property (2.5.1) we
have by (2.5.5) that
∂zˆiσ
∂zjσ
∣∣∣∣
V
≡ 0
for any i = k+1, . . . , n and j = 1, . . . , k. Then Uσ is a splitting atlas adapted
to V . Lastly, observe that
∂
∂zjσ
=
∂
∂zj
+
n∑
i=k+1
∂zi
∂zjσ
∂
∂zi
for any j = 1, . . . , k, hence ∂zjσ = ∂zj and
σ
(
∂zjσ
)
= σ
(
∂zj
)
=
∂
∂zj
∣∣∣∣
V
+
n∑
i=k+1
αij
∂
∂zi
∣∣∣∣
V
=
∂
∂zjσ
∣∣∣∣
V
(2.5.6)
for any j = 1, . . . , k. Then Uσ is adapted also to σ.
(ii) Just shrink the local holomorphic charts (U, z) ∈ U.
Now come back to the pair (f, g). It is clear that if σ : NS′ → TM |S′
is a splitting morphism of S′ into M then we can deﬁne the 1-dimensional
holomorphic possibly singular foliation on S′
Dσf,g = τ
σ ◦Df,g : N⊗νS′ −→ TS′,
whose tangent bundle is again N⊗νS′ . The singular set may be instead larger
than Sing(f, g) since it depends also on σ (it may be even the whole S′, see
Example 2.5.7). If U is a splitting atlas adapted to S′, g and σ (which exists
by Proposition 2.5.6) and (U, z) ∈ U is any local holomorphic chart such that
U ∩ S′ 6= ∅, then
τσ
(
∂
∂z1
∣∣∣∣
S′
)
= (τσ ◦ σ) (∂z1) = 0
and
Xσf,g = D
σ
f,g
(
(∂z1)ν
)
=
n∑
j=2
hj
∣∣
S′
∂
∂zj
∣∣∣∣
S′
(2.5.7)
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is a local generator of Dσf,g on U ∩ S′, where the holomorphic functions hj
are deﬁned as in (2.2.7). We call (2.5.7) the canonical local generator of Dσf,g
associated to (U, z).
Note that if S′ splits into M and the pair (f, g) is tangential along S at
the same time then Dσf,g = Df,g and X
σ
f,g = Xf,g for any splitting morphism
σ since τσ ◦ ı = IdTS′ .
Example 2.5.7. In this example we want to furnish a family of pairs of
holomorphic self-maps coinciding on a splitting hypersurface which are not
tangential along it. The holomorphic foliations induced by these pairs on
the hypersurface unfortunately turn out to be identically zero.
Let S be a connected complex manifold of dimension n−1 and suppose it
is the base of a holomorphic line bundle pi : M → S. As remarked in Example
2.5.4, S is a splitting hypersurface ofM via the zero section. Let f : M →M
be any endomorphism of the line bundle such that f 6= IdM , then we can
consider the pair (f, IdM ) of holomorphic self-maps of M coinciding on S.
Consider the atlas U of M induced by a trivializing atlas of S as in Example
2.5.4, let (U, z) ∈ U be any local holomorphic charts and set f j = zj ◦ f for
any j = 1, . . . , n. Since f sends any ﬁber onto itself, it must be
f1 = Φ(z2, . . . , zn)z1
for a holomorphic function Φ(z2, . . . , zn) and
f j = zj
for any j = 2, . . . , n. Since z1 is a local generator of IS and Φ 6= 1 (as
f 6= IdM ), it follows that νf,IdM (z1) = 1, while νf,IdM (zj) = +∞ for any
j = 2, . . . , n. As a consequence νf,IdM = 1 by Lemma 2.1.2 and (f, IdM ) is
not tangential along S by Lemma 2.4.3.
The canonical section Df,IdM : NS → TM |S is locally given by
Df,IdM = (Φ− 1) ∂∗z1 ⊗
∂
∂z1
∣∣∣∣
U∩S
,
then Sing(f, IdM ) can be identiﬁed via the zero section with the analytic sub-
set {q ∈ S s.t. f |q = Id}. Let now σ : NS → TM |S be a splitting morphism
of S into M such that U is adapted to it. We may deﬁne the holomorphic
foliation Dσf,IdM = τ
σ ◦Df,IdM as explained above, but note that
τσ
(
∂
∂z1
∣∣∣∣
S
)
= (τσ ◦ σ) (∂z1) = 0
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hence Dσf,IdM ≡ 0 (roughly speaking, Df,IdM is transversal to S so when we
project it over S by τσ we get a foliation singular everywhere).
Remark 2.5.8. Observe that in order to have a foliation on S′ when (f, g)
is not tangential along S, actually we just need that S′ − Sing(f, g) splits
into M . In fact if σ : NS′−Sing(f,g) → TM |S′−Sing(f,g) is a splitting morphism
we can deﬁne the 1-dimensional holomorphic possibly singular foliation
τσ ◦Df,g : N⊗νS′−Sing(f,g) −→ TS′
∣∣
S′−Sing(f,g)
over S′ − Sing(f, g), and then extend it to Sing(f, g) by zero.
Remark 2.5.9. In this chapter we have assumed S ⊂ M of codimension 1
but actually everything we have done up to now can be easily adapted to
S of any codimension 0 < k < n. Instead we need that S is a hypersurface
from Chapter 3 onward.
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Chapter 3
The ﬁrst index theorem
Suppose in this chapter that S ⊂ M is non-singular and let (f, g) be a pair
as in Chapter 2. If (f, g) is tangential along S then set D = Df,g, let U
denote an atlas adapted to S and g, and for any (U, z) ∈ U set X = Xf,g.
Instead, if S splits into M and σ is a splitting morphism of S into M then
set D = Dσf,g, let U denote a splitting atlas adapted to S, g and σ, and for
any (U, z) ∈ U set X = Xσf,g. In both cases set S0 = S − Sing(D), moreover
set ν = νf,g to ease the notation.
We show that if (f, g) is tangential along S or S splits into M then we
can deﬁne a partial holomorphic connection along N⊗ν
S0
⊂ TS0 on N0D , and
thanks to it we obtain a Baum-Bott-type index theorem. Then we ﬁnd an
explicit formula for the computation of the Baum-Bott residues at isolated
singular points of D .
3.1 First partial holomorphic connection
Assume that (f, g) is tangential along S or that S splits into M , and ﬁx
a splitting morphism σ : NS → TM |S in the latter case. We have showed
in Chapter 2 that in both cases (f, g) induces a foliation D : N⊗νS → TS.
Let N⊗ν
S0
denote the sheaf of holomorphic sections of N⊗ν
S0
and recall the
notation introduced in Section 2.3. Then we can deﬁne a partial holomorphic
connection along N⊗ν
S0
⊂ TS0 on N0D by setting
N 0D δ
bb−→ (N⊗ν
S0
)∗ ⊗N 0D
w −→ δbb(w) s.t. δbbv (w) = pi ([v, w˜]) , (3.1.1)
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for any w ∈ N 0D and v ∈ N⊗νS0 ⊂ TS0 , where pi : TS0 → N0D is the obvious
projection and w˜ ∈ TS0 is any holomorphic vector ﬁeld such that pi(w˜) = w.
Observe that deﬁnition (3.1.1) does not depend on the choice of w˜, in fact
if w¯ ∈ TS0 is another holomorphic vector ﬁeld such that pi(w¯) = w then
w˜ − w¯ ∈ N⊗ν
S0
, hence [v, w˜ − w¯] ∈ N⊗ν
S0
and consequently pi ([v, w˜ − w¯]) = 0.
Moreover, δbb is ﬂat since by the Jacobi identity
δbbu δ
bb
v (w)− δbbv δbbu (w) = pi ([u, [v, w˜]])− pi ([v, [u, w˜]])
= pi ([u, [v, w˜]]− [v, [u, w˜]])
= pi ([[u, v], w˜]) = δbb[u,v](w)
for any w ∈ N 0D and u, v ∈ N⊗νS0 ⊂ TS0 .
3.2 A Baum-Bott-type index theorem
Consider the short exact sequence of holomorphic vector bundles
0 −→ N⊗ν
S0
D |S0−→ TS0 pi−→ N0D −→ 0 (3.2.1)
and let ∇bb be any δbb-connection on N0D . By (i) of Lemma 1.3.3 we can
take C∞ connections ∇10 and ∇20 respectively on N⊗νS0 and TS0 such that the
triple (∇10,∇20,∇bb) is compatible with (3.2.1). Then setting ∇•0 = (∇10,∇20)
we have by (i) of Lemma 1.3.3 and Theorem 1.4.9 that
ϕ (∇•0) = ϕ(∇bb) = 0 (3.2.2)
for any homogeneous symmetric polynomial ϕ of degree n − 1. Let now
Sing(D) = unionsqλΣλ be the decomposition in connected components of the sin-
gular set of D , which is an analytic subvariety of S since it is the zero set of
a holomorphic section of a holomorphic vector bundle over S. For any λ let
U˜λ ⊂ S be an open subset such that U˜λ ⊃ Σλ and U˜λ ∩ U˜λ′ = ∅ whenever
λ 6= λ′. Set U˜1 = unionsqλU˜λ and let ∇11 and ∇21 be any C∞ connections respec-
tively on N⊗νS |U˜1 and TS|U˜1 . Then set ∇•1 = (∇11,∇21) and consider the open
covering U˜ = {S0, U˜1} of S. By (3.2.2) it follows that
ϕ
(
TS −N⊗νS
)
=
[(
0, ϕ(∇•1), ϕ(∇•0,∇•1)
)] ∈ H2(n−1) (U˜ , S0,C)
56
3.2. A Baum-Bott-type index theorem
for any homogeneous symmetric polynomial ϕ of degree n−1, that is for any
such polynomial ϕ we can localize ϕ(TS −N⊗νS ) at Sing(D). Moreover, the
localization does not depend on the choice of the C∞ connections, as stated
by the following lemma.
Lemma 3.2.1. Let ∇¯bb be another δbb-connection on N0D , let (∇¯10, ∇¯20, ∇¯bb)
be another triple compatible with (3.2.1) and set ∇¯•0 = (∇¯10, ∇¯20). Moreover,
let ∇¯11 and ∇¯21 be other C∞ connections respectively on N⊗νS |U˜1 and TS|U˜1
and set ∇¯•1 = (∇¯11, ∇¯21). Then for any homogeneous symmetric polynomial ϕ
of degree n− 1[(
0, ϕ(∇•1), ϕ(∇•0,∇•1)
)]
=
[(
0, ϕ(∇¯•1), ϕ(∇¯•0, ∇¯•1)
)]
in H2(n−1)(U˜ , S0,C).
Proof. By property (1.3.1) we have that
ϕ(∇•1)− ϕ(∇¯•1) = dϕ(∇¯•1,∇•1), (3.2.3)
moreover that
ϕ(∇•0,∇•1) = ϕ(∇¯•1,∇•1)− ϕ(∇¯•1,∇•0)− dϕ(∇¯•1,∇•0,∇•1)
and
ϕ(∇¯•0, ∇¯•1) = ϕ(∇•0, ∇¯•1) + ϕ(∇¯•0,∇•0) + dϕ(∇¯•0,∇•0, ∇¯•1)
= −ϕ(∇¯•1,∇•0) + dϕ(∇¯•0,∇•0, ∇¯•1),
where in the last equality we use that ϕ(∇¯•0,∇•0) = ϕ(∇¯bb,∇bb) = 0 by (ii)
of Lemma 1.3.3 and Theorem 1.4.9. Hence
ϕ(∇•0,∇•1)− ϕ(∇¯•0, ∇¯•1) = ϕ(∇¯•1∇•1)− dω, (3.2.4)
with ω = ϕ(∇¯•1,∇•0,∇•1)+ϕ(∇¯•0,∇•0, ∇¯•1). By (3.2.3) and (3.2.4) and recalling
the deﬁnition of the ech-de Rham diﬀerential D we then have(
0, ϕ(∇•1), ϕ(∇•0,∇•1)
)− (0, ϕ(∇¯•1), ϕ(∇¯•0, ∇¯•1)) = D(0, ϕ(∇¯•1,∇•1), ω).
Suppose now S compact, then Sing(D) ⊂ S is also compact and we
can assume without loss of generality that U˜1 is a regular neighborhood of
Sing(D). Then by what we said in this chapter and by the commutative
diagram (1.9.1) we gain the following index theorem.
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Theorem 3.2.2 (Baum-Bott-type index theorem). Let M be a complex
manifold of dimension n and let S ⊂ M be a non-singular compact con-
nected complex hypersurface. Let (f, g) be a pair of distinct holomorphic
self-maps of M such that f |S ≡ g|S and g is a local biholomorphism over an
open neighborhood of S, with order of coincidence ν = νf,g. Assume that
(i) (f, g) is tangential along S
or
(ii) S splits into M and σ is a splitting morphism of S into M .
In case (i) set D = Df,g, while in case (ii) set D = Dσf,g and suppose
D 6= 0. Let Sing(D) = unionsqλΣλ be the decomposition in connected components
of the singular set of the foliation D . Then for any homogeneous symmetric
polynomial ϕ of degree n − 1 there exist complex numbers Resϕ(D , TS −
N⊗νS ,Σλ), one for each connected component Σλ, such that∑
λ
Resϕ
(
D , TS −N⊗νS ,Σλ
)
=
∫
S
ϕ
(
TS −N⊗νS
)
.
We call Theorem 3.2.2 a Baum-Bott-type index theorem because Baum
and Bott have introduced this kind of residues and the partial holomorphic
connection (3.1.1) (see [9] and [8]). Moreover, it basically follows by the
Baum-Bott index theorem (see Theorem 0.1.2).
Remark 3.2.3. Suppose that g is a global biholomorphism over an open
neighborhood of S and recall Remark 2.2.6 and 2.4.6. In this case Theorem
3.2.2 turns out to be [4, Thm.6.4] for the holomorphic self-map g−1 ◦ f .
Note that we may weaken hypothesis (ii) of Theorem 3.2.2 by asking that
only S−Sing(f, g) splits intoM , in place of the whole S (see Remark 2.5.8).
In [4, Thm.6.4] the authors assume an embedding property on S − Sing(f)
stronger than (ii), but actually it is not necessary. We are going to talk
about this embedding property in the next chapter since it will be necessary
in Theorem 5.2.2.
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3.3 Computation of the Baum-Bott residues
We end the chapter by deriving an explicit formula for the computation of
the residues of Theorem 3.2.2 at isolated singular points of D . A reference
for this section is [36, Sec.III.7]. In the following let ϕ be any homogeneous
symmetric polynomial of degree n− 1.
Let ∇10 and ∇20 be C∞ connections respectively on N⊗νS0 and TS0 as in
Section 3.2 and set ∇•0 = (∇10,∇20). Let Σ be any connected component
of Sing(D) and let U˜ ⊂ S be a regular neighborhood of Σ such that U˜ ∩
Sing(D) = Σ. Let ∇1 and ∇2 be for the moment any C∞ connections
respectively on N⊗ν
U˜
= N⊗νS |U˜ and TU˜ = TS|U˜ , and set ∇• = (∇1,∇2).
Lastly, let R˜ ⊂ U˜ be any compact real C∞ submanifold of dimension 2(n−1)
oriented as S such that Σ ⊂ IntR˜, and let the boundary ∂R˜ be oriented with
the orientation induced by R˜. Then by Section 3.2 and 1.9 the residue of
ϕ(TS −N⊗νS ) at Σ is
Resϕ
(
D , TS −N⊗νS ,Σ
)
=
∫
R˜
ϕ (∇•)−
∫
∂R˜
ϕ (∇•0,∇•) .
Suppose that Σ is an isolated point, that is Σ = {p}. In this case up to
shrinking U˜ we can assume that U˜ = U ∩ S for a local holomorphic chart
(U, z) ∈ U centered at p. Thus (∂z1)ν is a holomorphic generator of N⊗ν
U˜
and { ∂
∂z2
|U˜ , . . . , ∂∂zn |U˜} is a holomorphic frame of T U˜ , and consequently we
can choose ∇1 and ∇2 trivial respect to them, that is
∇1 ((∂z1)ν) = 0
and
∇2
(
∂
∂zj
∣∣∣∣
U˜
)
= 0
for any j = 2, . . . , n. With this choice c(∇•) = c(∇2)∧ c(∇1)−1 = 1∧ 1 = 1,
then ϕ(∇•) = 0 and the residue of ϕ(TS −N⊗νS ) at p becomes
Resϕ
(
D , TS −N⊗νS , p
)
= −
∫
∂R˜
ϕ (∇•0,∇•) . (3.3.1)
Now in what follows we are going to mimic the strategy adopted in the
proof of [36, Thm.III.5.5] (see also [25, Sec.5]). Set U˜0 = U˜ − {p} to ease
the notation. The canonical local generator X of D associated to (U, z)
generates the holomorphic line subbundle N⊗ν
U˜0
⊂ TU˜0, and it induces two
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ﬂat partial holomorphic connections δ10 and δ
2
0 along N
⊗ν
U˜0
⊂ TU˜0 on N⊗νU˜0
and TU˜0. The connection δ10 is deﬁned by setting(
δ10
)
αX
(ω) = αD−1
(
[X,D(ω)]
)
for any ω ∈ N⊗ν
U˜0
and α ∈ OU˜0 , while δ20 is deﬁned by setting(
δ20
)
αX
(w) = α [X,w]
for any w ∈ TU˜0 and α ∈ OU˜0 . Clearly the ﬂatness comes from the Jacoby
identity, moreover by construction the triple (δ10 , δ
2
0 , δ
bb) is compatible with
the short exact sequence
0 −→ N⊗ν
U˜0
D |U˜0−→ TU˜0 pi−→ N0D
∣∣
U˜0
−→ 0,
which is (3.2.1) restricted to U˜0. Then by Lemma 1.4.3 we can assume∇10 and
∇20 respectively a δ10-connection and a δ20-connection (the reason of this choice
will be clear in the proof of Lemma 3.3.2). Observe that δ10((∂z
1)ν) = 0 then
∇1 is a δ10-connection.
Remark 3.3.1. Observe that the C∞ connections ∇10 and ∇20 just chosen
are deﬁned only on U˜0 and not on the whole S0. Anyway, this is not a
problem since for the computation of the residue we integrate over ∂R˜ ⊂ U˜0
(it is a local issue).
Let Lj ⊂ TU˜ be the holomorphic line subbundle generated by ∂
∂zj
|U˜ , for
any j = 2, . . . , n. There are natural ﬂat partial holomorphic connections δ1,j
along Lj on N⊗ν
U˜
deﬁned by setting
(
δ1,j
)
α ∂
∂zj
∣∣∣
U˜
(
β(∂z1)ν
)
= α
∂β
∂zj
(
∂z1
)ν
for any α, β ∈ OU˜ and j = 2, . . . , n. Moreover, there are natural ﬂat partial
holomorphic connections δ2,j along Lj on T U˜ deﬁned by setting(
δ2,j
)
α ∂
∂zj
∣∣∣
U˜
(w) = α
[
∂
∂zj
∣∣∣∣
U˜
, w
]
for any α ∈ OU˜ , w ∈ TU˜ and j = 2, . . . , n. Again, the ﬂatness comes from
the Jacoby identity. Note that δ1,j((∂z1)ν) = 0 then ∇1 is a δ1,j-connection,
for any j = 2, . . . , n. Furthermore δ2,j( ∂
∂zk
|U˜ ) = 0 for any k = 2, . . . , n hence
∇2 is a δ2,j-connection, for any j = 2, . . . , n.
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Let us introduce now the open covering U˜0 = {U˜2, . . . , U˜n} of U˜0 deﬁned
by setting
U˜ j =
{
q ∈ U˜0 s.t. hj(q) 6= 0
}
for any j = 2, . . . , n, where the holomorphic functions hj ∈ OM are the ones
deﬁned in (2.2.7). This is a covering of U˜0 since X =
∑n
j=2 h
j |U˜ ∂∂zj |U˜ and
then {h2 = · · · = hn = 0} ∩ U˜ = {p} by hypothesis. Observe that{
∂
∂z2
∣∣∣∣
U˜j
, . . . ,
∂̂
∂zj
∣∣∣∣
U˜j
, . . . ,
∂
∂zn
∣∣∣∣
U˜j
, X
∣∣
U˜j
}
is a holomorphic frame of T U˜ j = TS|U˜j for any j = 2, . . . , n, thus we can
deﬁne the C∞ connections ∇2j on TU˜ j by asking that are δ20-connections and
by setting (∇2j)α ∂
∂zk
∣∣∣
U˜j
(w) = α
[
∂
∂zk
∣∣∣∣
U˜j
, w
]
for any α ∈ OU˜j , w ∈ TU˜j and k = 2, . . . , n such that k 6= j. Moreover, we
can deﬁne the C∞ connections ∇1j on N⊗νU˜j simply by setting
∇1j = ∇1
∣∣
U˜j
for any j = 2, . . . , n. Note that in general(∇2j)α ∂
∂zj
∣∣∣
U˜j
(w) 6= α
[
∂
∂zj
∣∣∣∣
U˜j
, w
]
hence ∇2j is not a δ2,j-connection, on the contrary it is a δ2,k-connection for
any k = 2, . . . , n such that k 6= j. Moreover, ∇1j is a δ10-connection and a
δ1,k-connection for any k = 2, . . . , n since ∇1 is.
Set now ∇•j = (∇1j ,∇2j ) for any j = 2, . . . , n and consider the ech-de
Rham cocycle τ ∈ C2(n−1)−2U˜0 deﬁned by
τi1···ik = ϕ
(∇•0,∇•,∇•i1 , . . . ,∇•ik) ∈ Ω2(n−1)−k−1 (U˜ i1 ∩ · · · ∩ U˜ ik) ,
for any 2 ≤ i1 < · · · < ik ≤ n and k = 1, . . . , n− 1.
Lemma 3.3.2.
(i) (Dτ)i = −ϕ(∇•0,∇•) for any i = 2, . . . , n.
(ii) (Dτ)i1···ik = 0 for any 2 ≤ i1 < · · · < ik ≤ n and k = 2, . . . , n− 2.
(iii) (Dτ)2···n = −ϕ(∇•,∇•2, . . . ,∇•n).
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Proof. Observe preliminarily that by Theorem 1.4.10
ϕ
(∇•0,∇•i1 , . . . ,∇•ik) = 0 (3.3.2)
for any 2 ≤ i1 < · · · < ik ≤ n and k = 1, . . . , n − 1, since by what we
have remarked the connections ∇10,∇1i1 , . . . ,∇1ik are all δ10-connections and
∇20,∇2i1 , . . . ,∇2ik are all δ20-connections. Moreover, again by Theorem 1.4.10
ϕ
(∇•,∇•i1 , . . . ,∇•ik) = 0 (3.3.3)
for any 2 ≤ i1 < · · · < ik ≤ n and k = 1, . . . , n − 2, since by what we
have remarked the connections ∇1,∇1i1 , . . . ,∇1ik are all δ1,j-connections (for
any j = 2, . . . , n) and there is an i ∈ {2, . . . , n} − {i1, . . . , ik} such that
∇2,∇2i1 , . . . ,∇2ik are all δ2,i-connections.
(i) By deﬁnition of D and property (1.3.1)
(Dτ)i =dτi = dϕ (∇•0,∇•,∇•i )
=− ϕ (∇•,∇•i ) + ϕ (∇•0,∇•i )− ϕ (∇•0,∇•)
for any i = 2, . . . , n. Then by (3.3.2) and (3.3.3) we are done.
(ii), (iii) By deﬁnition of D
(Dτ)i1···ik =(−1)k−1dτi1···ik +
k∑
`=1
(−1)`−1τi1···î`···ik
=(−1)k−1dϕ (∇•0,∇•,∇•i1 , . . . ,∇•ik)
+
k∑
`=1
(−1)`−1ϕ
(
∇•0,∇•,∇•i1 , . . . , ∇̂•i` , . . . ,∇•ik
)
,
for any 2 ≤ i1 < · · · < ik ≤ n and k = 2, . . . , n − 1. By property (1.3.1) we
have that
(−1)k−1dϕ (∇•0,∇•,∇•i1 , . . . ,∇•ik)
=− ϕ (∇•,∇•i1 , . . . ,∇•ik)+ ϕ (∇•0,∇•i1 , . . . ,∇•ik)
−
k∑
`=1
(−1)`−1ϕ
(
∇•0,∇•,∇•i1 , . . . , ∇̂•i` , . . . ,∇•ik
)
.
Then (Dτ)i1···ik = −ϕ(∇•,∇•i1 , . . . ,∇•ik) + ϕ(∇•0,∇•i1 , . . . ,∇•ik) for any 2 ≤
i1 < · · · < ik ≤ n and k = 2, . . . , n − 1, and by (3.3.2) and (3.3.3) we are
done.
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Consider the open covering {U˜2 ∩ ∂R˜, . . . , U˜n ∩ ∂R˜} of ∂R˜ and a system
of honey-comb cells {∂R˜2, . . . , ∂R˜n} adapted to it. Set ∂R˜2···n = ∂R˜2 ∩
· · ·∩∂R˜n, then by Lemma 3.3.2 and recalling the ech-de Rham integration
(1.7.1) we have that
0 =
∫
∂R˜
Dτ = −
n∑
j=2
∫
∂R˜j
ϕ (∇•0,∇•)−
∫
∂R˜2···n
ϕ (∇•,∇•2, · · · ,∇•n) ,
and consequently by (3.3.1)
Resϕ
(
D , TS −N⊗νS , p
)
=
∫
∂R˜2···n
ϕ (∇•,∇•2, . . . ,∇•n) . (3.3.4)
Recall by Section 1.3 that ϕ(∇•,∇•2, . . . ,∇•n) = I∗(ϕ(∇•(t))), where ∇•(t) =
(∇1(t),∇2(t)) is deﬁned by setting
∇1(t) =
1− n∑
j=2
tj
∇1 + n∑
j=2
tj∇1j
and
∇2(t) =
1− n∑
j=2
tj
∇2 + n∑
j=2
tj∇2j ,
and I∗ denotes the integration along the ﬁber. Observe that ∇1(t) = ∇1, then
c(∇•(t)) = c(∇2(t)) ∧ c(∇1(t))−1 = c(∇2(t)) ∧ c(∇1)−1. Since we have chosen ∇1
trivial respect to (∂z1)ν , we have that c(∇1) = 1 and then c(∇•(t)) = c(∇2(t)).
By the deﬁnitions it follows that ϕ(∇•(t)) = ϕ(∇2(t)), thus
ϕ (∇•,∇•2, . . . ,∇•n) = ϕ
(∇2,∇22, . . . ,∇2n)
and by (3.3.4) the residue of ϕ(TS −N⊗νS ) at p is
Resϕ
(
D , TS −N⊗νS , p
)
=
∫
∂R˜2···n
ϕ
(∇2,∇22, . . . ,∇2n) . (3.3.5)
The last step is now to understand how is done ϕ(∇2,∇22, . . . ,∇2n),
which is a (n − 1)-form over U˜2···n = U˜2 ∩ · · · ∩ U˜n. By deﬁnition
ϕ(∇2,∇22, . . . ,∇2n) = I∗(ϕ(∇2(t))) where ∇2(t) is the C∞ connection on the
complex vector bundle
TU˜2···n × Rn−1 −→ U˜2···n × Rn−1 (3.3.6)
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deﬁned above and I∗ is the integration along the ﬁber. To compute ϕ(∇2(t))
we need ultimately to know the curvature matrix κ2(t) of ∇2(t) respect to a
C∞ frame of (3.3.6). Recall that if θ2(t) is a connection matrix of ∇2(t) then
we have the relation κ2(t) = dθ
2
(t) − θ2(t) ∧ θ2(t), so we just need to compute
θ2(t). Let θ
2, θ22, . . . , θ
2
n be the connection matrices of ∇2,∇22, . . . ,∇2n respect
to the holomorphic frame{
∂
∂z2
∣∣∣∣
U˜2···n
, . . . ,
∂
∂zn
∣∣∣∣
U˜2···n
}
of TU˜2···n. Then θ2(t) respect to the induced C
∞ frame of (3.3.6) is
θ2(t) =
1− n∑
j=2
tj
 θ2 + n∑
j=2
tjθ
2
j =
n∑
j=2
tjθ
2
j , (3.3.7)
where in the second equality we use that θ2 = 0 because ∇2 is trivial respect
to the ﬁxed frame. By deﬁnition(∇2j) ∂
∂zk
∣∣∣
U˜j
(
∂
∂zi
∣∣∣∣
U˜j
)
= 0
for any j, k, i = 2, . . . , n such that k 6= j, and(∇2j) ∂
∂zj
∣∣∣
U˜j
(
∂
∂zi
∣∣∣∣
U˜j
)
=
1
hj |U˜j
[
X|U˜j ,
∂
∂zi
∣∣∣∣
U˜j
]
=−
n∑
`=2
1
hj |U˜j
∂h`
∂zi
∣∣∣∣
U˜j
∂
∂z`
∣∣∣∣
U˜j
for any j, i = 2, . . . , n. This means that
θ2j = −
dzj
hj
∣∣∣∣
U˜j
·H∣∣
U˜j
for any j = 2, . . . , n, where H is the (n− 1)× (n− 1) matrix of holomorphic
functions
H =
(
∂h`
∂zi
)
i,`=2,...,n
, (3.3.8)
and then by (3.3.7)
θ2(t) = −
n∑
j=2
tj
dzj
hj
∣∣∣∣
U˜2···n
·H∣∣
U˜2···n .
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Consequently the curvature matrix of ∇2(t) respect to the ﬁxed frame of
(3.3.6) is
κ2(t) = dθ
2
(t) − θ2(t) ∧ θ2(t) =−
n∑
j=2
dtj ∧ dz
j
hj
∣∣∣∣
U˜2···n
·H∣∣
U˜2···n
+ terms not containing dtj ,
then
ϕ
(
∇2(t)
)
=(−1)[n−12 ](n− 1)! ϕ (−H) dz
2 ∧ · · · ∧ dzn
h2 · · ·hn
∣∣∣∣
U˜2···n
∧ dt2 ∧ · · · ∧ dtn
+ terms not containing dt2 ∧ · · · ∧ dtn.
By deﬁnition of I∗ (see [36, Sec.II.4]) and recalling that
∫
∆n−1 dt2∧· · ·∧dtn =
1/(n− 1)!, we ﬁnally have that
ϕ
(∇2,∇22, . . . ,∇2n) = (−1)[n−12 ] ϕ (−H) dz2 ∧ · · · ∧ dznh2 · · ·hn
∣∣∣∣
U˜2···n
and by (3.3.5) the residue of ϕ(TS −N⊗νS ) at p is
Resϕ
(
D , TS −N⊗νS , p
)
=
∫
∂R˜2···n
(−1)[n−12 ]ϕ (−H)
h2 · · ·hn dz
2 ∧ · · · ∧ dzn.
Let us consider now the speciﬁc compact real submanifold R˜ ⊂ U˜ deﬁned
by
R˜ =
{
q ∈ U˜ s.t. ∣∣h2(q)∣∣2 + · · ·+ |hn(q)|2 ≤ (n− 1)2}
for  > 0 small enough, whose boundary is
∂R˜ =
{
q ∈ U˜ s.t. ∣∣h2(q)∣∣2 + · · ·+ |hn(q)|2 = (n− 1)2} .
In this case we can take as a system of honey-comb cells {∂R˜2, . . . , ∂R˜n}
adapted to {U˜2 ∩ ∂R˜, . . . , U˜n ∩ ∂R˜} the one deﬁned by setting
∂R˜j =
{
q ∈ ∂R˜ s.t. ∣∣hj(q)∣∣ ≥ ∣∣hi(q)∣∣ for i = 2, . . . , n}
for any j = 2, . . . , n. Let Γ be deﬁned by
Γ =
{
q ∈ U˜ s.t. ∣∣h2(q)∣∣ = · · · = |hn(q)| = } (3.3.9)
and oriented so that dϑ2∧· · ·∧dϑn > 0, with ϑj = arg(hj), then considering
the orientations we have Γ = (−1)[n−12 ]∂R˜2···n. Summing up, we have proved
the following theorem about Baum-Bott residues at isolated singular points
of D .
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Theorem 3.3.3. Let M , S and (f, g) be as in Theorem 3.2.2 and assume
(i) (f, g) is tangential along S
or
(ii) S splits into M and σ is a splitting morphism of S into M .
In case (i) set D = Df,g and let U be an atlas adapted to S and g, while in
case (ii) set D = Dσf,g, let U be an atlas adapted to S, g and σ, and suppose
D 6= 0. Let p ∈ Sing(D) be an isolated singular point, let (U, z) ∈ U be a local
holomorphic chart centered at p such that U ∩ (Sing(S) unionsq Sing(D)) = {p}
and let ϕ be any homogeneous symmetric polynomial of degree n− 1. Then
both in case (i) and (ii) the residue Resϕ(D , TS−N⊗νS , p) of Theorem 3.2.2
is given by the integral formula
Resϕ
(
D , TS −N⊗νS , p
)
=
∫
Γ
ϕ (−H)
h2 · · ·hn dz
2 ∧ · · · ∧ dzn, (3.3.10)
where the holomorphic functions hj are deﬁned in (2.2.7), Γ is deﬁned in
(3.3.9) and is oriented so that dϑ2∧ · · ·∧dϑn > 0, with ϑj = arg(hj), and H
is the (n− 1)× (n− 1) matrix of holomorphic functions deﬁned in (3.3.8).
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Chapter 4
Local canonical extensions of
the induced foliation
Now come back to assume S possibly singular and let (f, g) be a pair as in
Chapter 2. As usual set ν = νf,g to ease the notation.
We know by Chapter 2 that if (f, g) is tangential along S or S′ splits
intoM then we have a 1-dimensional holomorphic possibly singular foliation
on S′. If it had a global extension to an open neighborhood of S then we
could deﬁne certain natural partial holomorphic connections. This is not the
case in general, anyway we show in this chapter that it is possible to deﬁne
good local extensions of the foliation. To do this in the non-tangential case
we need S′ to have a geometric property stronger than the splitting property.
4.1 Natural partial holomorphic connections in
case of a global extension of the induced foli-
ation
Assume that (f, g) is tangential along S or S′ splits into M , let D : N⊗νS′ →
TS′ be the foliation induced by (f, g) in both cases and set S0 = S′−Sing(D).
Suppose there exist an open neighborhood W ⊂M of S, a holomorphic line
bundle F˜ →W and a morphism of holomorphic vector bundles
D˜ : F˜ → TM |W
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such that F˜ |S′ = N⊗νS′ and D˜ |S′ = D (in other words, suppose that D has
a global extension around S). Under this hypothesis we have two natural
partial holomorphic connections along N⊗ν
S0
⊂ TS0, respectively on NS0 and
N0D ,M (the normal bundle of D inM , see Section 2.3). Let F˜ be the sheaf of
holomorphic sections of F˜ and let pi : TM |S0 → NS0 and ρ : TM |S0 → N0D ,M
be the obvious projections. Then the partial holomorphic connection on NS0
is deﬁned by setting
NS0 δ
cs−→ (N⊗ν
S0
)∗ ⊗NS0
w −→ δcs(w) s.t. δcsv (w) = pi ( [v˜, w˜]|S0) (4.1.1)
for any w ∈ NS0 and v ∈ N⊗νS0 ⊂ TS0 , where w˜ ∈ TM |S0 and v˜ ∈ F˜|S0 ⊂TM |S0 are any holomorphic vector ﬁelds such that pi(w˜|S0) = w and v˜|S0 = v.
The partial holomorphic connection on N0D ,M is deﬁned in a similar way, that
is by setting
N 0D ,M δ
ls−→ (N⊗ν
S0
)∗ ⊗N 0D ,M
w −→ δls(w) s.t. δlsv (w) = ρ ( [v˜, w˜]|S0) (4.1.2)
for any w ∈ N 0D ,M and v ∈ N⊗νS0 ⊂ TS0 , where w˜ ∈ TM |S0 and v˜ ∈ F˜|S0 ⊂TM |S0 are any holomorphic vector ﬁelds such that ρ(w˜|S0) = w and v˜|S0 = v.
Observe that both (4.1.1) and (4.1.2) does not depend on the choices of w˜ and
v˜. For instance, if w¯ ∈ TM |S0 is another holomorphic vector ﬁeld such that
pi(w¯|S0) = w then (w˜−w¯)|S0 ∈ TS0 , thus [v˜, w˜−w¯]|S0 ∈ TS0 and consequently
pi([v˜, w˜ − w¯]|S0) = 0. We can argue similarly for (4.1.2), moreover in both
the deﬁnitions if v¯ ∈ F˜|S0 ⊂ TM |S0 is another holomorphic vector ﬁeld such
that v¯|S0 = v then [v˜ − v¯, w˜]|S0 = 0. Lastly, as well as (3.1.1) also δcs and
δls are ﬂat by the Jacobi identity.
Unfortunately D : N⊗νS′ → TS′ does not admit in general a global exten-
sion around S. Anyway we can do something weaker, that is we can extend
D locally about points of S′ in such a way that we are able to deﬁne partial
holomorphic connections as in (4.1.1) and (4.1.2). We talk about this sort
of `ﬁrst order extension' of D in the following two sections (see [15] to in-
vestigate further the topic), while the discussion about the resulting partial
holomorphic connections is postponed to Chapter 5 .
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4.2 Tangential case
Let (f, g) be tangential along S and let U be an atlas adapted to S′ and g.
Recall that any local holomorphic chart (U, z) ∈ U such that U ∩ S′ 6= ∅
induces the canonical local generator Xf,g of Df,g on U ∩ S′ deﬁned as in
(2.4.1). Let us deﬁne the local holomorphic vector ﬁeld
Xf,g =
n∑
j=1
hj
∂
∂zj
(4.2.1)
and observe that Xf,g|U∩S′ = Xf,g. We call it the canonical local extension
of Df,g associated to (U, z), since it generates a 1-dimensional holomorphic
foliation on U whose restriction to U ∩ S′ coincides with Df,g|U∩S′ .
Let now (Uˆ , zˆ) ∈ U be another local holomorphic chart such that U ∩ Uˆ ∩
S′ 6= ∅, Xˆf,g the corresponding canonical local generator of Df,g on Uˆ∩S′ and
Xˆf,g the corresponding canonical local extension of Df,g on Uˆ . As both z1
and zˆ1 are local generators for IS , there is a (germ of) holomorphic function
a ∈ O∗M such that zˆ1 = az1, and
Xˆf,g = Df,g
(
(∂zˆ1)ν
)
= Df,g
(
1
(a|S′)ν (∂z
1)ν
)
=
1
(a|S′)νXf,g (4.2.2)
on the overlap. Instead the relation between Xf,g and Xˆf,g is less obvious
than (4.2.2). We describe it in the next Proposition, but ﬁrst let us ﬁx the
following notation: for any (U, z) ∈ U denote
(1) by Tk the holomorphic vector ﬁelds of the form
∑n
j=2 b
j ∂
∂zj
, with bj ∈
IkS (`tangential' terms vanishing on S with `order k'),
(2) by Vk the holomorphic vector ﬁelds of the form c ∂∂z1 , with c ∈ IkS
(`transversal' terms vanishing on S with `order k').
Note that if (Uˆ , zˆ) ∈ U is another local holomorphic chart then
Tˆk = Tk + Vk+1 and Vˆk = Tk + Vk. (4.2.3)
Proposition 4.2.1. Suppose (f, g) tangential along S and let U be an atlas
adapted to S′ and g. If (U, z), (Uˆ , zˆ) ∈ U are any local holomorphic charts
such that U ∩ Uˆ ∩S′ 6= ∅ and Xf,g, Xˆf,g are the corresponding canonical local
extensions of Df,g deﬁned as in (4.2.1), then
Xˆf,g = 1
aν
Xf,g + Tν + Vν+1
where they overlap, with a ∈ O∗M such that zˆ1 = az1.
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Proof. Let w and wˆ be the special coordinates associated to z and zˆ
respectively and let b ∈ O∗M be the germ such that wˆ1 = bw1. Then by
(2.1.1), (2.2.7) and observing that w1 ◦ f ∈ IS we have that
hˆ1aν(z1)ν = hˆ1(zˆ1)ν = wˆ1 ◦ f − wˆ1 ◦ g
= (b ◦ f)(w1 ◦ f)− (b ◦ g)(w1 ◦ g)
= (w1 ◦ f) (b ◦ f − b ◦ g) + (b ◦ g)h1(z1)ν
= (w1 ◦ f)(z1)ν
n∑
k=1
hk
(
∂b
∂wk
◦ g
)
+ (b ◦ g)h1(z1)ν (mod I2ν+1S ) .
Since (f, g) is tangential along S, we have that w1 ◦ f = w1 ◦ g (mod Iν+1S ),
hence we can rewrite the previous relation as
hˆ1aν = (w1 ◦ g)
n∑
k=1
hk
(
∂b
∂wk
◦ g
)
+ (b ◦ g)h1 (mod Iν+1S )
=
n∑
k=1
hk
∂zˆ1
∂zk
(
mod Iν+1S
)
, (4.2.4)
improving in this way (2.2.10) for j = 1. Using (2.2.10), (2.2.11), (4.2.3) and
(4.2.4) we have that
Xˆf,g =
n∑
j=1
hˆj
∂
∂zˆj
= hˆ1
∂
∂zˆ1
+
n∑
j=2
hˆj
∂
∂zˆj
=
1
aν
(
n∑
k=1
hk
∂zˆ1
∂zk
)
∂
∂zˆ1
+
1
aν
n∑
j=2
n∑
k=1
hk
∂zˆj
∂zk
∂
∂zˆj
+ Tˆν + Vˆν+1
=
1
aν
n∑
j,k=1
hk
∂zˆj
∂zk
∂
∂zˆj
+ Tν + Vν+1
=
1
aν
n∑
k,i=1
hk
 n∑
j=1
∂zˆj
∂zk
∂zi
∂zˆj
 ∂
∂zi
+ Tν + Vν+1.
Finally, recalling that
∑n
j=1
∂zˆj
∂zk
∂zi
∂zˆj
= ∂z
i
∂zk
= δik, for any i, k = 1, . . . , n, we
get the theorem.
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4.3 Non-tangential case
Suppose now that S′ splits into M and ﬁx a splitting morphism σ : NS′ →
TM |S′ . Let U be a splitting atlas adapted to S′, g and σ. Recall that any
local holomorphic chart (U, z) ∈ U such that U∩S′ 6= ∅ induces the canonical
local generator Xσf,g of D
σ
f,g on U ∩S′ deﬁned as in (2.5.7). Let us deﬁne the
holomorphic function h10 = h
1(0, z2, . . . , zn) on U , where h1 is the deﬁned as
in (2.2.7), and observe that there exists a germ k1 ∈ OM such that
h1 − h10 = k1z1 (4.3.1)
since z1 is a local generator for IS . Then deﬁne the local holomorphic vector
ﬁeld
X σf,g = k1z1
∂
∂z1
+
n∑
j=2
hj
∂
∂zj
(4.3.2)
and note that X σf,g|U∩S′ = Xσf,g. We call it the canonical local extension of
Dσf,g associated (U, z), since it generates a 1-dimensional holomorphic folia-
tion on U whose restriction to U ∩ S′ coincides with Dσf,g|U∩S′ .
Let now (Uˆ , zˆ) ∈ U be another local holomorphic chart such that U ∩
Uˆ ∩ S′ 6= ∅, Xˆσf,g the corresponding canonical local generator of Dσf,g on
Uˆ ∩S′ and Xˆ σf,g the corresponding canonical local extension of Dσf,g on Uˆ . If
a ∈ O∗M is the (germ of) holomorphic function such that zˆ1 = az1 then
Xˆσf,g = D
σ
f,g
(
(∂zˆ1)ν
)
= Dσf,g
(
1
(a|S′)ν (∂z
1)ν
)
=
1
(a|S′)νX
σ
f,g (4.3.3)
on the overlap. Again, the relation between X σf,g and Xˆ σf,g is less obvious
than (4.3.3). We could obtain something similar to Proposition 4.2.1 but
the splitting property on S′ is not enough now.
Deﬁnition 4.3.1. LetM be a complex manifold of dimension n, let V ⊂M
be a complex submanifold of codimension 0 < k < n and let U be a splitting
atlas adapted to V . If for any two local holomorphic charts (U, z), (Uˆ , zˆ) ∈ U
such that U ∩ Uˆ ∩ V 6= ∅ we have that
∂2zˆr
∂zs∂zt
∈ IV (4.3.4)
for any r, s, t = 1, . . . , k, we say that U is a comfortable atlas adapted to
V . Then we say that V is comfortably embedded into M if there exists a
comfortable atlas adapted to V .
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If σ : NV → TM |V is a splitting morphism of V into M and U is
also adapted to σ, then we call U a comfortable atlas adapted to V and
σ. Moreover, if there are an open neighborhood W ⊂ M of V and a local
biholomorphism Φ : W → M and U is adapted also to Φ, then we say that
U is a comfortable atlas adapted to V , Φ and σ.
Roughly speaking, a comfortably embedded submanifold is a sort of ﬁrst-
order approximation of the zero section of a holomorphic vector bundle.
Example 4.3.2. Let M be a complex manifold of dimension n and let
pi : M → V be a holomorphic vector bundle of rank k ≥ 1. We have seen in
Example 2.5.4 that V splits into M via the zero section, and that an atlas
of M induced by a trivializing atlas of V is a splitting atlas adapted to V .
Actually V is even comfortably embedded into M . In fact if U is an atlas
of M as in Example 2.5.4 and (U, z), (Uˆ , zˆ) ∈ U are any charts, then the
coordinate zˆr depends linearly on z1, . . . , zk for any r = 1, . . . , k, thus
∂2zˆr
∂zs∂zt
≡ 0
for any r, s, t = 1, . . . , k.
Example 4.3.3. Let pi : M → Cn be the blow-up of Cn at 0 and let
S = pi−1(0) ⊂ M be the exceptional divisor. In this example we want to
show that S is comfortably embedded into M .
Recall that any system of holomorphic coordinates of Cn centered at 0
induces canonically n local holomorphic charts on M which cover S. As in
Example 2.1.4, let us denote by (Uj , zj) the ones induced by the canonical
coordinates of Cn, for j = 1, . . . , n. By their very deﬁnition Ui ∩ Uj ∩ S 6= ∅
for any i 6= j, and the change of coordinates zj ◦ z−1i is given by
zjj = z
i
iz
j
i , z
i
j = 1/z
j
i , z
`
j = z
`
i/z
j
i , ` 6= i, j, (4.3.5)
for any i 6= j. Now let us consider for instance (U1, z1) and (U2, z2). For
the sake of simplicity rename x = z1, hence x` = z`1 for any ` = 1, . . . , n.
Moreover, deﬁne the local holomorphic coordinates y on U2 by switching the
ﬁrst two components of z2, that is
y1 = z22 , y
2 = z12 , y
` = z`2, ` = 3, . . . , n.
We do this in order to have a local holomorphic chart (U2, y) adapted to
S according with our Deﬁnition 2.2.1. By (4.3.5) the change of coordinates
x ◦ y−1 is given by
x1 = y1y2, x2 = y2, x` = y`/y2, ` = 3, . . . , n.
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Then
∂x`
∂y1
≡ 0
for any ` = 2, . . . , n, and
∂2x1
(∂y1)2
≡ 0
Making a similar switching of components for the other local holomorphic
charts (Uj , zj) we clearly obtain a comfortable atlas adapted to S.
Now we can state the analogous of Proposition 4.2.1 for the non-
tangential case. We still refer to the notation introduced in Section 4.2.
Proposition 4.3.4. Suppose S′ comfortably embedded intoM , let σ : NS′ →
TM |S′ be a splitting morphism and let U be a comfortable atlas adapted to
S′, g and σ. If (U, z), (Uˆ , zˆ) ∈ U are any local holomorphic charts such that
U ∩Uˆ ∩S′ 6= ∅ and X σf,g, Xˆ σf,g are the corresponding canonical local extensions
of Dσf,g deﬁned as in (4.3.2), then for ν > 1
Xˆ σf,g =
1
aν
X σf,g + T1 + V2
where they overlap, with a ∈ O∗M such that zˆ1 = az1.
Proof. Let w and wˆ be the special coordinates associated to z and zˆ
respectively and refer to the usual notation. First of all observe that ∂z
1
∂zˆ1
=
1
a(mod I2S) by property (4.3.4) of comfortable atlases (if the atlas is not
comfortable we only have that ∂z
1
∂zˆ1
= 1a(mod IS)). Thus by (2.2.11) and the
other property (2.5.1) of comfortable atlases we have that
∂
∂zˆ1
=
1
a
∂
∂z1
+ T1 + V2. (4.3.6)
Observe moreover that by (2.2.10) and by deﬁnition of hˆ10 and h
1
0 it follows
that hˆ10a
ν = h10a, then
kˆ1zˆ1aν = −h10a+
n∑
k=1
hk
∂zˆ1
∂zk
(mod IνS) . (4.3.7)
This relation will play here the role of (4.2.4), which is not true if (f, g) is
not tangential along S. Then using (2.2.10), (2.2.11), (4.2.3), (4.3.6) and
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(4.3.7) we have that
Xˆ σf,g = kˆ1zˆ1
∂
∂zˆ1
+
n∑
j=2
hˆj
∂
∂zˆj
=
1
aν
(−h10a) ∂∂zˆ1 + 1aν
n∑
j,k=1
hk
∂zˆj
∂zk
∂
∂zˆj
+ Tˆν + Vˆν
=
1
aν
(−h10) ∂∂z1 + 1aν
n∑
k,i=1
hk
 n∑
j=1
∂zˆj
∂zk
∂zi
∂zˆj
 ∂
∂zi
+ T1 + Vmin(ν,2).
Recalling that
∑n
j=1
∂zˆj
∂zk
∂zi
∂zˆj
= ∂z
i
∂zk
= δik, for i, k = 1, . . . , n, we then have
Xˆ σf,g =
1
aν
(−h10) ∂∂z1 + 1aν
n∑
k=1
hk
∂
∂zk
+ T1 + Vmin(ν,2)
=
1
aν
k1z1
∂
∂z1
+
1
aν
n∑
k=2
hk
∂
∂zk
+ T1 + Vmin(ν,2)
=
1
aν
X σf,g + T1 + Vmin(ν,2).
Assuming ν > 1 we get the theorem.
Observe that Proposition 4.3.4 does not work for ν = 1. In this case we
can modify slightly Dσf,g in order to overcome the problem. By hypothesis
there is a well-deﬁned morphism of holomorphic vector bundles
df,g : NS′ −→ NS′ (4.3.8)
given on the ﬁbers by [v]→ [(dg−1p ◦ dfp)(v)], for any [v] ∈ NS′,p and p ∈ S′.
Hence we can deﬁne
Dσ,1f,g = D
σ
f,g ◦ df,g : NS′ −→ TS′,
which is again a 1-dimensional holomorphic possibly singular foliation on S′.
Remark 4.3.5. We may consider d⊗νf,g : N
⊗ν
S′ → N⊗νS′ and deﬁne
Dσ,νf,g = D
σ
f,g ◦ d⊗νf,g : N⊗νS′ −→ TS′
for any ν ≥ 1. Anyway Dσ,νf,g = Dσf,g for any ν > 1 since df,g 6= IdNS′ if and
only if (f, g) is not tangential along S and ν = 1.
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Clearly the singular set Sing(Dσ,1f,g ) may be larger than Sing(D
σ
f,g). If
(U, z) ∈ U is any local holomorphic chart such that U ∩ S′ 6= ∅ then
df,g
(
∂z1
)
=
∂f1
∂z1
∣∣∣∣
S′
∂z1 =
(
1 + h1
∣∣
S′
)
∂z1,
where f1 = w1 ◦ f , w = (w1, . . . , wn) are the special coordinates associated
to the z and h1 is the one deﬁned as in (2.2.7). Thus
Xσ,1f,g = D
σ,1
f,g
(
∂z1
)
= Dσf,g
((
1 + h1
∣∣
S′
)
∂z1
)
=
(
1 + h1
∣∣
S′
) n∑
j=2
hj
∣∣
S′
∂
∂zj
∣∣∣∣
S′
(4.3.9)
is a local generator of Dσ,1f,g on U∩S′, where the holomorphic functions hj are
the ones appearing in (2.2.7). We call (4.3.9) the canonical local generator
of Dσ,1f,g associated to (U, z). Let h
1
0 and k
1 be the holomorphic functions
deﬁned in (4.3.1), then the local holomorphic vector ﬁeld
X σ,1f,g = k1z1
∂
∂z1
+ (1 + h10)
n∑
j=2
hj
∂
∂zj
(4.3.10)
is such that X σ,1f,g |U∩S′ = Xσ,1f,g . We call it the canonical local extension of Dσ,1f,g
associated (U, z) since it generates a 1-dimensional holomorphic foliation on
U whose restriction to U ∩ S′ coincides with Dσ,1f,g |U∩S′ .
Let now (Uˆ , zˆ) ∈ U be another local holomorphic chart such that U ∩ Uˆ ∩
S′ 6= ∅, Xˆσ,1f,g the corresponding canonical local generator of Dσ,1f,g on Uˆ ∩ S′
and Xˆ σ,1f,g the canonical local extension of Dσ,1f,g on Uˆ . Then
Xˆσ,1f,g = D
σ,1
f,g
(
∂zˆ1
)
= Dσ,1f,g
(
1
a|S′ ∂z
1
)
=
1
a|S′X
σ,1
f,g (4.3.11)
on the overlap, where a ∈ O∗M is the holomorphic function such that zˆ1 =
az1. The relation between X σ,1f,g and Xˆ σ,1f,g is instead described by the following
proposition.
Proposition 4.3.6. Suppose S′ comfortably embedded intoM , let σ : NS′ →
TM |S′ be a splitting morphism and let U be a comfortable atlas adapted to S′,
g and σ. Assume that ν = 1. If (U, z), (Uˆ , zˆ) ∈ U are any local holomorphic
charts such that U∩Uˆ∩S′ 6= ∅ and X σ,1f,g , Xˆ σ,1f,g are the corresponding canonical
local extensions of Dσ,1f,g deﬁned as in (4.3.10), then
Xˆ σ,1f,g =
1
a
X σ,1f,g + T1 + V2
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where they overlap, with a ∈ O∗M such that zˆ1 = az1.
Proof. Let w and wˆ be the special coordinates associated to z and zˆ
respectively and refer to the usual notation. If ν = 1 we need to improve
relation (4.3.7). First of all observe that we can improve (2.1.1) by writing
h ◦ f − h ◦ g =
n∑
j=1
(
f j − gj) ∂h
∂zj
+
1
2
n∑
i,j=1
(
f i − gi) (f j − gj) ∂2h
∂zi∂zj
(
mod I3νS
)
,
for any h ∈ OM . Hence if ν = 1 and recallingg (2.2.7) we have that
hˆ1a =
n∑
j=1
hj
∂zˆ1
∂zj
+
1
2
z1
n∑
i,j=1
hihj
∂2zˆ1
∂zi∂zj
(
mod I2S
)
.
Since ∂
2zˆ1
∂z1∂z1
= 2 ∂a
∂z1
(mod IS), ∂2zˆ1∂zi∂z1 = ∂a∂zi (mod IS) if i ≥ 2 and ∂
2zˆ1
∂zi∂zj
=
0(mod IS) if i, j ≥ 2, the previous relation becomes
hˆ1a =
n∑
j=1
hj
∂zˆ1
∂zj
+ z1h1
n∑
j=1
hj
∂a
∂zj
(
mod I2S
)
=
n∑
j=1
hj
∂zˆ1
∂zj
+ h10
n∑
j=1
hj
(
z1
∂a
∂zj
)(
mod I2S
)
= −h1h10a+
(
1 + h10
) n∑
j=1
hj
∂zˆ1
∂zj
(
mod I2S
)
and consequently
kˆ1zˆ1a = −h10a− h1h10a+
(
1 + h10
) n∑
j=1
hj
∂zˆ1
∂zj
(
mod I2S
)
. (4.3.12)
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Then using (2.2.10), (2.2.11), (4.2.3), (4.3.6) and (4.3.12) we have that
Xˆ σ,1f,g =kˆ1zˆ1
∂
∂zˆ1
+
(
1 + hˆ10
) n∑
j=2
hˆj
∂
∂zˆj
=
(−h10 − h1h10) ∂∂zˆ1 + 1a (1 + h10)
n∑
j,k=1
hk
∂zˆj
∂zk
∂
∂zˆj
+ Tˆν + Vˆ2
=
1
a
(−h10 − h1h10) ∂∂z1 + 1a (1 + h10)
n∑
k,i=1
hk
 n∑
j=1
∂zˆj
∂zk
∂zi
∂zˆj
 ∂
∂zi
+ T1 + V2
=
1
a
(−h10 − h1h10) ∂∂z1 + 1a (1 + h10)
n∑
k=1
hk
∂
∂zk
+ T1 + V2
=
1
a
k1z1
∂
∂z1
+
1
a
n∑
k=2
hk
∂
∂zk
+ T1 + V2 =
1
a
X σ,1f,g + T1 + V2
and we get the theorem.
Remark 4.3.7. Suppose that g is a global biholomorphism over an open
neighborhood of S′. In this case Proposition 4.2.1 is basically [4, Lem.4.1]
for the holomorphic self-map g−1 ◦ f , while Proposition 4.3.4 and 4.3.6 are
together [4, Prop.4.2].
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Chapter 5
The other index theorems
Let S and (f, g) be as in Chapter 4, set again ν = νf,g and let [S] denote
the holomorphic line bundle on M canonically induced by S. Similarly to
Chapter 3 we ﬁx the following notation. If (f, g) is tangential along S then
set D = Df,g, let U be an atlas adapted to S′ and g and for any (U, z) ∈ U
set X = Xf,g and X = Xf,g. If S′ is comfortably embedded into M , σ
is a splitting morphism of S′ into M and ν > 1 then set D = Dσf,g, let U
be a comfortable atlas adapted to S′, g and σ, and for any (U, z) ∈ U set
X = Xσf,g and X = X σf,g. Lastly, if S′ is comfortably embedded into M , σ
is a splitting morphism of S′ into M and ν = 1 then set D = Dσ,1f,g , let U
be a comfortable atlas adapted to S′, g and σ, and for any (U, z) ∈ U set
X = Xσ,1f,g and X = X σ,1f,g . In all the cases S0 = S′ − Sing(D).
We show that if (f, g) is tangential along S or S′ is comfortably embedded
into M we can deﬁne a partial holomorphic connection along N⊗ν
S0
⊂ TS0
on NS0 , and then we get a Camacho-Sad-type index theorem. Moreover, if
(f, g) is tangential along S and ν > 1 we show that we can deﬁne a partial
holomorphic connection along N⊗ν
S0
⊂ TS0 on N0D ,M , and then we get a
Lehmann-Suwa-Khanedani-type index theorem. In both cases we ﬁnd explicit
formulas for the computation of the residues at isolated singular points of D
and, in a case, of S.
5.1 Second partial holomorphic connection
Suppose (f, g) tangential along S or S′ comfortably embedded into M , and
ﬁx a splitting morphism σ : NS′ → TM |S′ in the latter case. We know by
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Chapter 2 that in both cases the pair (f, g) induces a foliation D : N⊗νS′ →
TS′, and we have showed in Chapter 4 that any local holomorphic chart
(U, z) ∈ U induces a canonical local extension X od D on U . This means
that we are locally in the setting of Section 4.1 and then we can deﬁne locally
partial holomorphic connections exactly as in (4.1.1). Thus for any (U, z) ∈ U
such that U ∩ S′ 6= ∅ we can deﬁne a partial holomorphic connection along
N⊗ν
U∩S0 ⊂ TS0|U∩S0 on NU∩S0 by setting
NU∩S0
δcsX−→ (N⊗ν
U∩S0
)∗ ⊗NU∩S0
w −→ δcsX (w) s.t. (δcsX )αX(w) = αpi ( [X , w˜]|U∩S0) , (5.1.1)
for any w ∈ NU∩S0 and α ∈ OU∩S0 , where pi : TM |S0 → NS0 is
the obvious projection and w˜ ∈ TM |U∩S0 is any holomorphic vector ﬁeld
such that pi(w˜|U∩S0) = w. Observe that any holomorphic vector ﬁeld
v ∈ N⊗ν
U∩S0 ⊂ TS0 |U∩S0 is of the form v = αX for a holomorphic func-
tion α ∈ OU∩S0 since X is a local generator of D on U ∩ S′. Exactly as
(4.1.1) the deﬁnition of δcsX does not depend on the choice of w˜, moreover it
is ﬂat by the Jacobi identity.
The key point is that we can glue together all these local partial holo-
morphic connections thanks to Proposition 4.2.1, 4.3.4 and 4.3.6, and conse-
quently we have a global partial holomorphic connection along N⊗ν
S0
⊂ TS0
on NS0 .
Proposition 5.1.1. Suppose that (f, g) is tangential along S or S′ is com-
fortably embedded into M , and ﬁx a splitting morphism σ : NS′ → TM |S′ in
the latter case. Let U be an atlas according to the case. If (U, z), (Uˆ , zˆ) ∈ U
are any local holomorphic charts such that U ∩ Uˆ ∩ S′ 6= ∅ and δcsX , δcsXˆ are
the corresponding local partial holomorphic connections deﬁned as in (5.1.1)
then
δcsXˆ = δ
cs
X
where they overlap. Consequently, there is a well-deﬁned ﬂat partial holo-
morphic connection
NS0 δ
cs−→ (N⊗ν
S0
)∗ ⊗NS0
along N⊗ν
S0
⊂ TS0 on NS0 .
Proof. Since X is a local generator of D on U ∩ Uˆ ∩ S′, we just need to
prove that (
δcsXˆ
)
X
(w) = (δcsX )X (w)
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for any w ∈ NU∩Uˆ∩S0 . This is true because if zˆ1 = az1, with a ∈ O∗M ,
and pi : TM |S0 → NS0 is the projection, by (4.2.2), (4.3.3), (4.3.11) and by
Proposition 4.2.1, 4.3.4 and 4.3.6 we have that(
δcsXˆ
)
X
(w) = (a|S0)ν
(
δcsXˆ
)
Xˆ
(w) = (a|S0)ν pi
([
Xˆ , w˜
]∣∣∣
S0
)
= (a|S0)ν pi
([(
1
a
)ν
X + T1 + V2, w˜
]∣∣∣∣
S0
)
= pi ( [X , w˜]|S0) = (δcsX )X (w),
where the last but one equality is due to the fact that [T1, w˜]|S0 ∈ TS0 and
[V2, w˜]|S0 ≡ 0.
5.2 A Camacho-Sad-type index theorem
Let ∇cs be any δcs-connection on NS0 and consider a tubular neighborhood
r : U0 → S0 of S0 in M (it always exists, see for example [33, p.465]). By
the property of the tubular neighborhood r∗NS0 ∼= [S]|U0 , hence r∗∇cs is a
C∞ connection on [S]|U0 and by Theorem 1.4.9 we have that
cn−11 (r
∗∇cs) = r∗cn−11 (∇cs) = 0. (5.2.1)
Let now Sing(S) unionsq Sing(D) = unionsqλΣλ be the decomposition in connected
components of the singular set Sing(S)unionsqSing(D), which is clearly an analytic
subvariety of S. For any λ let Uλ ⊂M be an open subset such that Uλ ⊃ Σλ
and Uλ ∩ Uλ′ = ∅ whenever λ 6= λ′. Set U1 = unionsqλUλ and let ∇1 be any C∞
connection on [S]|U1 , then consider the open neighborhood U = U0 ∪ U1 of
S and its covering U = {U0, U1}. By (5.2.1) it follows that
cn−11 ([S]) =
[(
0, cn−11 (∇1), cn−11 (r∗∇cs,∇1)
)] ∈ H2(n−1) (U , U0,C) ,
that is we can localize cn−11 ([S]) at Sing(S) unionsq Sing(D). Moreover, the local-
ization does not depend on the choice of the C∞ connections, as stated by
the following lemma.
Lemma 5.2.1. Let ∇¯cs be another δcs-connection on NS0 and let ∇¯1 be
another C∞ connection on [S]|U1. Then[(
0, cn−11 (∇1), cn−11 (r∗∇cs,∇1)
)]
=
[(
0, cn−11 (∇¯1), cn−11 (r∗∇¯cs, ∇¯1)
)]
in H2(n−1)(U , U0,C).
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Proof. By property (1.1.2) we have that
cn−11 (∇1)− cn−11
(∇¯1) = dcn−11 (∇¯1,∇1) , (5.2.2)
moreover that
cn−11 (r
∗∇cs,∇1) =cn−11 (∇¯1,∇1) + cn−11 (r∗∇cs, ∇¯1)
− dcn−11 (∇¯1, r∗∇cs,∇1)
and
cn−11 (r
∗∇¯cs, ∇¯1) =cn−11 (r∗∇cs, ∇¯1)− cn−11 (r∗∇cs, r∗∇¯cs)
− dcn−11 (r∗∇cs, r∗∇¯cs, ∇¯1)
=cn−11 (r
∗∇cs, ∇¯1) + dcn−11 (r∗∇cs, ∇¯1, r∗∇¯cs),
where in last equality we use that cn−11 (r
∗∇cs, r∗∇¯cs) = r∗cn−11 (∇cs, ∇¯cs) = 0
by Theorem 1.4.9. Hence
cn−11 (r
∗∇cs,∇1)− cn−11 (r∗∇¯cs, ∇¯1) = cn−11 (∇¯1,∇1)− dω, (5.2.3)
with ω = cn−11 (∇¯1, r∗∇cs,∇1) + cn−11 (r∗∇cs, ∇¯1, r∗∇¯cs). By (5.2.2) and
(5.2.3) and recalling the deﬁnition of the ech-de Rham diﬀerential D we
then have(
0, cn−11 (∇1), cn−11 (r∗∇cs,∇1)
)− (0, cn−11 (∇¯1), cn−11 (r∗∇¯cs, ∇¯1))
=D
(
0, cn−11 (∇¯1,∇1), ω
)
Suppose now that S is compact, then Sing(S) unionsq Sing(D) ⊂ S is also
compact and we can assume without loss of generality that U1 is a regular
neighborhood of Sing(S) unionsq Sing(D). Consequently we can assume that U is
a regular neighborhood of S. Then by what we said in this chapter and by
the commutative diagram (1.9.2) we gain the following index theorem.
Theorem 5.2.2 (Camacho-Sad-type index theorem). Let M be a complex
manifold of dimension n and let S ⊂ M be a globally irreducible compact
analytic hypersurface with regular part S′ = S−Sing(S). Let (f, g) be a pair
of distinct holomorphic self-maps of M such that f |S ≡ g|S and g is a local
biholomorphism over an open neighborhood of S′, with order of coincidence
ν = νf,g. Assume that
(i) (f, g) is tangential along S
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or
(ii) S′ is comfortably embedded into M and σ is a splitting morphism of S′
into M .
In case (i) set D = Df,g, while in case (ii) set D = Dσf,g if ν > 1 and
D = Dσ,1f,g if ν = 1, and suppose D 6= 0. Let Sing(S) unionsq Sing(D) = unionsqλΣλ
be the decomposition in connected components of the singular set Sing(S) unionsq
Sing(D). Then there exist complex numbers Res(D , S,Σλ), one for each
connected component Σλ, such that∑
λ
Res (D , S,Σλ) =
∫
S
cn−11 ([S]) .
Remark 5.2.3. Suppose that g is a global biholomorphism over an open
neighborhood of S′ and recall Remark 2.2.6 and 2.4.6. In this case Theorem
5.2.2 turns out to be [4, Thm.6.2] for the holomorphic self-map g−1 ◦ f .
Observe that we may weaken hypothesis (ii) by asking that only S′ −
Sing(f, g) is comfortably embedded into M , instead of the whole S′ (see
Remark 2.5.8). Similarly, in [4, Thm.6.2] the authors assume that only
S′ − Sing(f) is comfortably embedded into M .
5.3 Computation of the Camacho-Sad residues
In this section we derive explicit formulas for the computation of the residues
of Theorem 5.2.2 at isolated singular points of D and, in a case, of S. A
reference for this part is [36, Sec.IV.6].
Let ∇cs be any δcs-connection on NS0 , let r : U0 → S0 be a tubular
neighborhood of S0 inM and consider the C∞ connection r∗∇cs on [S]|U0 ∼=
r∗NS0 . Let Σ be any connected component of Sing(S)unionsqSing(D) and let U ⊂
M be a regular neighborhood of Σ such that U ∩ (Sing(S) unionsq Sing(D)) = Σ.
Let ∇ be for the moment any C∞ connection on [S]|U . Lastly, let R ⊂ U
be any compact real C∞ submanifold of dimension 2n oriented as M such
that Σ ⊂ IntR, with the boundary ∂R transverse to S and oriented with the
orientation induced by R. Set R˜ = R ∩ S, then by Section 5.2 and 1.9 the
residue of cn−11 ([S]) at Σ is
Res (D , S,Σ) =
∫
R˜
cn−11 (∇)−
∫
∂R˜
cn−11 (r
∗∇cs,∇) .
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From now on set U˜ = U ∩S and U˜0 = U˜−{p} to ease the notation. Suppose
that Σ is an isolated point, that is Σ = {p}. In this case up to shrinking
U we can assume [S]|U trivial, then we can choose ∇ trivial respect to a
holomorphic generator of [S]|U . Consequently, the residue of cn−11 ([S]) at p
becomes
Res (D , S, p) =−
∫
∂R˜
cn−11 (r
∗∇cs,∇)
=−
∫
∂R˜
cn−11
(
∇cs, ∇|U˜0
)
, (5.3.1)
where in the second equality we use that ∂R˜ ⊂ U˜0 and that by the very
deﬁnitions cn−11 (r
∗∇cs,∇)|U˜0 = cn−11 (∇cs,∇|U˜0).
Now let us consider the case p ∈ Sing(D) ﬁrst. In this case NU˜ = NS′ |U˜
does exist since p is a regular point of S, moreover we can assume that U is
the open set of a local holomorphic chart (U, z) ∈ U centered at p. Let ∇U˜
be the C∞ connection on NU˜ trivial respect to ∂z
1, that is
∇U˜
(
∂z1
)
= 0,
and let r′ : U → U˜ be a tubular neighborhood of U˜ in M . We consider the
C∞ connection ∇ = (r′)∗∇U˜ over [S]|U ∼= (r′)∗NU˜ , which is trivial respect
to (r′)∗∂z1. Clearly ∇|U˜ = ∇U˜ , then we can rewrite (5.3.1) as
Res (D , S, p) = −
∫
∂R˜
cn−11
(∇cs,∇U˜) . (5.3.2)
As done in Section 3.3, we mimic the strategy adopted in the proof of
[36, Thm.III.5.5]. Let Lj ⊂ TU˜ = TS′|U˜ be the holomorphic line subbundle
generated by ∂
∂zj
|U˜ , for any j = 2, . . . , n. There are natural ﬂat partial
holomorphic connections δj along Lj on NU˜ deﬁned by setting(
δj
)
α ∂
∂zj
∣∣∣
U˜
(ω) = αpi
([
∂
∂zj
, ω˜
]∣∣∣∣
U˜
)
,
for any ω ∈ NU˜ , α ∈ OU˜ and j = 2, . . . , n, where pi : TM |S′ → NS′ and
ω˜ ∈ TM |U˜ is any holomorphic vector ﬁeld such that pi(ω˜|U˜ ) = ω. Clearly the
ﬂatness of δj comes from the Jacoby identity. Note that δj(∂z1) = 0 hence
∇U˜ is a δj-connection, for any j = 2, . . . , n.
Let X be the canonical local extension of D associated to (U, z). It
depends on the case we are in, but for the moment we write
X =
n∑
j=1
ξj
∂
∂zj
,
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where ξj ∈ OM , in order to keep the generality of the argumentation. With
this notation the canonical local generator of D associated to (U, z) is then
X = X|U˜ =
∑n
j=2 ξ
j |U˜ ∂∂zj |U˜ . Let us introduce the open covering U˜0 =
{U˜2, . . . , U˜n} of U˜0 deﬁned likewise the one in Section 3.3, that is by setting
U˜ j =
{
q ∈ U˜0 s.t. ξj(q) 6= 0
}
for any j = 2, . . . , n. This is a covering of U˜0 since {ξ2 = · · · = ξn = 0}∩U˜ =
{p} by hypothesis. Observe that{
∂
∂z2
∣∣∣∣
U˜j
, . . . ,
∂̂
∂zj
∣∣∣∣
U˜j
, . . . ,
∂
∂zn
∣∣∣∣
U˜j
, X
∣∣
U˜j
}
is a holomorphic frame of TU˜ j = TS′|U˜j for any j = 2, . . . , n, thus we can
deﬁne the C∞ connections ∇j on NU˜j by asking that are δcs-connections
and by setting
(∇j)α ∂
∂zk
∣∣∣
U˜j
(ω) = αpi
([
∂
∂zk
, ω˜
]∣∣∣∣
U˜j
)
for any ω ∈ NU˜j , α ∈ OU˜j and k = 2, . . . , n such that k 6= j, where
ω˜ ∈ TM |U˜j is any holomorphic vector ﬁeld such that pi(ω˜|U˜j ) = ω. Observe
that in general
(∇j)α ∂
∂zj
∣∣∣
U˜j
(ω) 6= αpi
([
∂
∂zj
, ω˜
]∣∣∣∣
U˜j
)
then ∇j is not a δj-connection, on the contrary it is clearly a δk-connection
for any k = 2, . . . , n such that k 6= j.
Consider now the ech-de Rham cocycle τ ∈ C2(n−1)−2U˜0 deﬁned by
τi1···ik = c
n−1
1
(∇cs,∇U˜ ,∇i1 , . . . ,∇ik) ∈ Ω2(n−1)−k−1 (U˜ i1 ∩ · · · ∩ U˜ ik) ,
for any 2 ≤ i1 < · · · < ik ≤ n and k = 1, . . . , n− 1. Then we have a lemma
analogous to Lemma 3.3.2 (the proof is almost the same).
Lemma 5.3.1.
(i) (Dτ)i = −cn−11 (∇cs,∇U˜ ) for any i = 2, . . . , n.
(ii) (Dτ)i1···ik = 0 for any 2 ≤ i1 < · · · < ik ≤ n and k = 2, . . . , n− 2.
(iii) (Dτ)2···n = −cn−11 (∇U˜ ,∇2, . . . ,∇n).
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Proof. Observe preliminarily that by Theorem 1.4.9
cn−11 (∇cs,∇i1 , . . . ,∇ik) = 0 (5.3.3)
for any 2 ≤ i1 < · · · < ik ≤ n and k = 1, . . . , n − 1, since by deﬁnition
∇cs,∇i1 , . . . ,∇ik are all δcs-connections. Moreover, again by Theorem 1.4.9
cn−11
(∇U˜ ,∇i1 , . . . ,∇ik) = 0 (5.3.4)
for any 2 ≤ i1 < · · · < ik ≤ n and k = 1, . . . , n − 2, since by what we have
remarked there is a i ∈ {2, . . . , n} − {i1, . . . , ik} such that ∇U˜ ,∇i1 , . . . ,∇ik
are all δi-connections.
(i) By deﬁnition of D and property (1.1.2)
(Dτ)i =dτi = dcn−11
(∇cs,∇U˜ ,∇i)
=− cn−11
(∇U˜ ,∇i)+ cn−11 (∇cs,∇i)− cn−11 (∇cs,∇U˜)
for any i = 2, . . . , n. Then by (5.3.3) and (5.3.4) we are done.
(ii), (iii) By deﬁnition of D
(Dτ)i1···ik =(−1)k−1dτi1···ik +
k∑
`=1
(−1)`−1τi1···î`···ik
=(−1)k−1dcn−11
(∇cs,∇U˜ ,∇i1 , . . . ,∇ik)
+
k∑
`=1
(−1)`−1cn−11
(
∇cs,∇U˜ ,∇i1 , . . . , ∇̂i` , . . . ,∇ik
)
,
for any 2 ≤ i1 < · · · < ik ≤ n and k = 2, . . . , n − 1. By property (1.1.2) we
have that
(−1)k−1dcn−11
(∇cs,∇U˜ ,∇i1 , . . . ,∇ik)
=− cn−11
(∇U˜ ,∇i1 , . . . ,∇ik)+ cn−11 (∇cs,∇i1 , . . . ,∇ik)
−
k∑
`=1
(−1)`−1cn−11
(
∇cs,∇U˜ ,∇i1 , . . . , ∇̂i` , . . . ,∇ik
)
.
Then (Dτ)i1···ik = −cn−11 (∇U˜ ,∇i1 , . . . ,∇ik)+cn−11 (∇cs,∇i1 , . . . ,∇ik) for any
2 ≤ i1 < · · · < ik ≤ n and k = 2, . . . , n − 1, and by (5.3.3) and (5.3.4) we
are done.
Consider the open covering {U˜2 ∩ ∂R˜, . . . , U˜n ∩ ∂R˜} of ∂R˜ and a system
of honey-comb cells {∂R˜2, . . . , ∂R˜n} adapted to it. Set ∂R˜2···n = ∂R˜2 ∩
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· · · ∩∂R˜n, then by Lemma 5.3.1 and recalling the ech-de Rham integration
(1.7.1) we have that
0 =
∫
∂R˜
Dτ =−
n∑
i=2
∫
∂R˜i
cn−11
(∇cs,∇U˜)
−
∫
∂R˜2···n
cn−11
(∇U˜ ,∇2, · · · ,∇n) ,
and consequently by (5.3.2)
Res (D , S, p) =
∫
∂R˜2···n
cn−11
(∇U˜ ,∇2, . . . ,∇n) . (5.3.5)
Recall by Section 1.1 that cn−11 (∇U˜ ,∇2, . . . ,∇n) is a (n − 1)-form over
U˜2···n = U˜2 ∩ · · · ∩ U˜n deﬁned by cn−11 (∇U˜ ,∇2, . . . ,∇n) = I∗(cn−11 (∇(t))),
where ∇(t) is the C∞ connection on the complex vector bundle
NU˜2···n × Rn−1 −→ U˜2···n × Rn−1 (5.3.6)
deﬁned by
∇(t) =
1− n∑
j=2
tj
∇U˜ + n∑
j=2
tj∇j
and I∗ denotes the integration along the ﬁber. To compute cn−11 (∇(t)) we
need to know the curvature 2-form κ(t) of ∇(t) respect to a C∞ generator of
(5.3.6). Recall that if θ(t) is a connection 1-form of ∇(t) then we have the
relation κ(t) = dθ(t) − θ(t) ∧ θ(t) = dθ(t), so we just need to compute θ(t).
Let θU˜ , θ2, . . . , θn be the connection 1-forms of ∇U˜ ,∇2, . . . ,∇n respect to
the holomorphic generator ∂z1 of NU˜2···n . Then θ(t) respect to the induced
C∞ generator of (5.3.6) is
θ(t) =
1− n∑
j=2
tj
 θU˜ + n∑
j=2
tjθj =
n∑
j=2
tjθj , (5.3.7)
where in the second equality we use that θU˜ = 0 because ∇U˜ is trivial
respect to ∂z1. Since ∇2, . . . ,∇n are all δcs-connections, the connection 1-
forms θ2, . . . , θn depend ultimately on the canonical local extension X of D .
By deﬁnition
(∇j) ∂
∂zk
∣∣∣
U˜j
(
∂z1
)
= 0
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for any j, k = 2, . . . , n such that k 6= j, and
(∇j) ∂
∂zj
∣∣∣
U˜j
(
∂z1
)
=
1
ξj |U˜j
pi
([
X , ∂
∂z1
]∣∣∣∣
U˜j
)
=− 1
ξj |U˜j
∂ξ1
∂z1
∣∣∣∣
U˜j
∂z1,
for any j = 2, . . . , n. This means that
θj = − dz
j
ξj
∣∣∣∣
U˜j
· ∂ξ
1
∂z1
∣∣∣∣
U˜j
for any j = 2, . . . , n, then by (5.3.7)
θ(t) = −
n∑
j=2
tj
dzj
ξj
∣∣∣∣
U˜2···n
· ∂ξ
1
∂z1
∣∣∣∣
U˜2···n
.
Consequently the curvature 2-form of ∇(t) respect to the ﬁxed generator of
(5.3.6) is
k(t) = dθ(t) =−
n∑
j=2
dtj ∧ dz
j
ξj
∣∣∣∣
U˜2···n
· ∂ξ
1
∂z1
∣∣∣∣
U˜2···n
+ terms not containing dtj ,
then
cn−11
(∇(t)) = (√−12pi k(t)
)n−1
=(−1)[n−12 ](n− 1)!
(
−√−1
2pi
∂ξ1
∂z1
)n−1
dz2 ∧ · · · ∧ dzn
ξ2 · · · ξn
∣∣∣∣∣∣∣
U˜2···n
∧ dt2 ∧ · · · ∧ dtn
+ terms not containing dt2 ∧ · · · ∧ dtn.
By deﬁnition of I∗ (see [36, Sec.II.4]) and recalling that
∫
∆n−1 dt2∧· · ·∧dtn =
1/(n− 1)!, we ﬁnally have that
cn−11 (∇U˜ ,∇2, . . . ,∇n) = (−1)[
n−1
2 ]
(
−√−1
2pi
∂ξ1
∂z1
)n−1
dz2 ∧ · · · ∧ dzn
ξ2 · · · ξn
∣∣∣∣∣∣∣
U˜2···n
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and by (5.3.5)
Res (D , S, p) =
(−√−1
2pi
)n−1 ∫
∂R˜2···n
(−1)[n−12 ]
(
∂ξ1
∂z1
)n−1
ξ2 · · · ξn dz
2 ∧ · · · ∧ dzn
(5.3.8)
Similarly to Section 3.3, let us consider now the speciﬁc compact real
submanifold R ⊂ U deﬁned by
R =
{
q ∈ U s.t. ∣∣ξ2(q)∣∣2 + · · ·+ |ξn(q)|2 ≤ (n− 1)2}
for  > 0 small enough. Then
R˜ = R ∩ S =
{
q ∈ U˜ s.t. ∣∣ξ2(q)∣∣2 + · · ·+ |ξn(q)|2 ≤ (n− 1)2}
and its boundary is
∂R˜ =
{
q ∈ U˜ s.t. ∣∣ξ2(q)∣∣2 + · · ·+ |ξn(q)|2 = (n− 1)2} .
As in Section 3.3, we take the system of honey-comb cells {∂R˜2, . . . , ∂R˜n}
adapted to {U˜2 ∩ ∂R˜, . . . , U˜n ∩ ∂R˜} deﬁned by setting
∂R˜j =
{
q ∈ ∂R˜ s.t. ∣∣ξj(q)∣∣ ≥ ∣∣ξi(q)∣∣ for i = 2, . . . , n}
for any j = 2, . . . , n. Let Γξ be deﬁned by
Γξ =
{
q ∈ U˜ s.t. ∣∣ξ2(q)∣∣ = · · · = |ξn(q)| = } (5.3.9)
and oriented so that dϑ2∧ · · · ∧dϑn > 0, with ϑj = arg(ξj). Considering the
orientations we have Γξ = (−1)[
n−1
2 ]∂R˜2···n, then we can rewrite (5.3.8) as
Res (D , S, p) =
(−√−1
2pi
)n−1 ∫
Γξ
(
∂ξ1
∂z1
)n−1
ξ2 · · · ξn dz
2 ∧ · · · ∧ dzn. (5.3.10)
Clearly this formula changes slightly depending on the case. For instance if
(f, g) is tangential along S then Γξ is exactly the Γ deﬁned in (3.3.9), and by
(4.2.1) we have that ξj = hj for any j = 1, . . . , n, where the hj are deﬁned
in (2.2.7). Moreover, since h1 ∈ IS there is a holomorphic function `1 ∈ OM
such that
h1 = `1z1 (5.3.11)
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and then
∂ξ1
∂z1
∣∣∣∣
U˜2···n
=
∂(`1z1)
∂z1
∣∣∣∣
U˜2···n
= `1
∣∣
U˜2···n .
If S′ is comfortably embedded into M and ν > 1 we have again that Γξ = Γ
and ξj = hj for j = 2, . . . , n, while by (4.3.2) it follows that ξ1 = k1z1, where
k1 is deﬁned in (4.3.1). In particular in this case
∂ξ1
∂z1
∣∣∣∣
U˜2···n
=
∂(k1z1)
∂z1
∣∣∣∣
U˜2···n
= k1
∣∣
U˜2···n .
Lastly, if S′ is comfortably embedded into M and ν = 1 then Γξ becomes
Γ′ =
{
q ∈ U˜ s.t. ∣∣ (1 + h10(q))h2(q)∣∣ = · · ·
· · · = ∣∣(1 + h10(q))hn(q)∣∣ = }, (5.3.12)
where h10 is deﬁned in (4.3.1). Moreover, by (4.3.10) we have that ξ
1 = k1z1
and ξj = (1 + h10)h
j for any j = 2, . . . , n, and in this case ∂ξ
1
∂z1
|U˜2···n is
exactly as for ν = 1. Summing up, by (5.3.10) and taking into account all
these remarks we have the following theorem about Camacho-Sad residues
at isolated singular points of D .
Theorem 5.3.2. Let M , S and (f, g) be as in Theorem 5.2.2 and assume
(i) (f, g) is tangential along S
or
(ii) S′ is comfortably embedded into M and σ is a splitting morphism of S′
into M .
In case (i) set D = Df,g and let U be an atlas adapted to S′ and g. In case
(ii) set D = Dσf,g if ν > 1 and D = D
σ,1
f,g if ν = 1, let U be a comfortable atlas
adapted to S′, g and σ, and suppose D 6= 0. Let p ∈ Sing(D) be an isolated
singular point and let (U, z) ∈ U be a local holomorphic chart centered at p
such that U ∩ (Sing(S)unionsqSing(D)) = {p}. If (f, g) is tangential along S then
the residue Res(D , S, p) of Theorem 5.2.2 is given by the integral formula
Res (D , S, p) =
(−√−1
2pi
)n−1 ∫
Γ
(
`1
)n−1
h2 · · ·hn dz
2 ∧ · · · ∧ dzn, (5.3.13)
where the holomorphic functions h2, . . . , hn are deﬁned in (2.2.7), `1 is
deﬁned in (5.3.11) and Γ is deﬁned in (3.3.9) and is oriented so that
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dϑ2∧· · ·∧dϑn > 0, with ϑj = arg(hj). Instead, if S′ is comfortably embedded
into M and ν > 1 then the residue is given by the integral formula
Res (D , S, p) =
(−√−1
2pi
)n−1 ∫
Γ
(
k1
)n−1
h2 · · ·hn dz
2 ∧ · · · ∧ dzn, (5.3.14)
where the holomorphic function k1 is deﬁned in (4.3.1). Lastly, if S′ is
comfortably embedded into M and ν = 1 then the residue is given by the
integral formula
Res (D , S, p) =
(−√−1
2pi
)n−1 ∫
Γ′
(
k1
)n−1(
1 + h10
)n−1
h2 · · ·hn
dz2 ∧ · · · ∧ dzn,
(5.3.15)
where the holomorphic function h10 is deﬁned in (4.3.1) and Γ
′ is deﬁned in
(5.3.12) and is oriented so that dϑ2∧· · ·∧dϑn > 0, with ϑj = arg((1+h10)hj).
Let us conclude with the case p ∈ Sing(S). Recall that from the beginning
of the section U ⊂M is an open neighborhood of p such that U ∩ (Sing(S)unionsq
Sing(D)) = {p} and [S]|U is trivial. The strategy of the non-singular case
does not work now since we do not have in general a local holomorphic
chart (U, z) ∈ U centered at p. Consequently, we do not have a holomorphic
generator γ of [S]|U such that γ|U˜0 = ∂z1 and we can not rewrite (5.3.1) in
(5.3.2). In what follows we are going to see that if g|U is a biholomorphism
onto its image, (f, g) is tangential along S and ν > 1 then we can anyway
compute the residue at p in another way.
First of all, observe that up to shrinking U we can assume there is a
holomorphic function x ∈ IS which is a local generator of IS at any point of
U . Now suppose there is a holomorphic vector ﬁeld V extending the foliation
D on U , that is V|U˜0 generates D on U˜0. Such a V would induce the ﬂat
partial holomorphic connection δcsV along N
⊗ν
U˜0
⊂ TU˜0 on NU˜0 deﬁned by
setting
(δcsV )αV|U˜0
(ω) = αpi
([V, ω˜]∣∣
U˜0
)
(5.3.16)
for any ω ∈ NU˜0 and α ∈ OU˜0 , where ω˜ ∈ TM |U˜0 is any holomorphic vector
ﬁeld such that pi(ω˜|U˜0) = ω. Suppose that δcsV coincides with the partial
holomorphic connection δcs of Proposition 5.1.1. Then choosing some holo-
morphic coordinates (y1, . . . , yn) over U as in [36, Cor.IV.4.5] (see also [27,
Thm.2]), namely such that
V =
n∑
j=1
υj
∂
∂yj
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and {υ2 = · · · = υn = 0} ∩ S = {p}, we may compute the residue at
p applying directly the integral formula of [36, Thm.IV.6.3] (see also the
formula just after [27, Thm.2]). More precisely, we would have that
Res (D , S, p) =
(−√−1
2pi
)n−1 ∫
ΓV
(dx(V)/x)n−1
υ2 · · · υn dy
2 ∧ · · · ∧ dyn (5.3.17)
where ΓV is deﬁned by
ΓV =
{
q ∈ U˜ s.t. ∣∣υ2(q)∣∣ = · · · = |υn(q)| = } , (5.3.18)
for  > 0 small enough, and oriented so that dϑ2 ∧ · · · ∧ dϑn > 0, with
ϑj = arg(υj). Note that dx(V) ∈ IS and that (dx(V)/x)|U˜ does not depend
on the choice of x.
Remark 5.3.3. We could use directly the integral formula (5.3.17) even
for the non-singular case, and we would have obtained the same formulas of
Theorem 5.3.2. In fact if p ∈ Sing(D) and (U, z) ∈ U is such that p ∈ U
we can take as V the canonical local extension X associated to (U, z), as
x ∈ IS the ﬁrst coordinate z1 and as coordinates (y1, . . . , yn) the coordinates
(z1, . . . , zn). Then recalling (4.2.1) we have that
dz1 (X )
z1
=
h1
z1
= `1
and υj = hj for any j = 2, . . . , n when (f, g) is tangential alnog S. Moreover,
recalling (4.3.2) we have that
dz1 (X )
z1
=
k1z1
z1
= k1
and υj = hj for any j = 2, . . . , n when S′ is comfortably embedded into M
and ν > 1. Lastly, recalling (4.3.10) we again have that
dz1 (X )
z1
=
k1z1
z1
= k1
and υj = (1 + h10)h
j for any j = 2, . . . , n when S′ is comfortably embedded
intoM and ν = 1. Thus by (5.3.17) and (5.3.18) we recover (5.3.13), (5.3.14)
and (5.3.15).
Let (y1, . . . , yn) be for the moment any holomorphic coordinates over
U , let (u1 = y1 ◦ g|−1U , . . . , un = yn ◦ g|−1U ) be the corresponding special
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coordinates on g(U) and set for simplicity f j = uj ◦f and gj = uj ◦g for any
j = 1, . . . , n. By Lemma 2.1.2 we have that f j−gj ∈ IνS for any j = 1, . . . , n,
hence we can deﬁne the holomorphic vector ﬁeld over U
Vf,g =
n∑
j=1
f j − gj
xν
∂
∂yj
. (5.3.19)
Moreover, let us deﬁne the sets U j = {q ∈ U s.t. ∂x
∂yj
(q) 6= 0} and U˜ j =
U j ∩ U˜0, for any j = 1, . . . , n. Note that {U˜1, . . . , U˜n} is an open covering
of U˜0 since { ∂x∂y1 = · · · = ∂x∂yn = 0} ∩ U˜ = {p} by hypotheses. We can deﬁne
over each U j the holomorphic coordinates zj = (z1j , . . . , z
n
j ) by setting
z1j = x, for any j = 1, . . . , n,
zij = y
i−1, for j = 2, . . . , n and i = 2, . . . , j,
zij = y
i, for j = 1, . . . , n− 1 and i = j + 1, . . . , n.
Note that (U j , zj) is a local holomorphic chart adapted to S′ and g for any
j = 1, . . . , n.
Lemma 5.3.4. Let Vf,g be the holomorphic vector ﬁeld over U deﬁned as in
(5.3.19). If (f, g) is tangential along S then
X j = Vf,g|Uj + V jν
for any j = 1, . . . , n, where X j is the canonical local extension of D associ-
ated to (U j , zj) and V
j
ν is a holomorphic vector ﬁeld on U j with coeﬃcients
belonging to IνS.
Proof. We do the proof only for j = 1 since it is basically the same for any
j = 1, . . . , n. For the sake of simplicity set X = X 1 and (U, z) = (U1, z1),
and let w = (w1, . . . , wn) be the special coordinates associated to the z.
Recall by (4.2.1) that
X =
n∑
j=1
hj
∂
∂zj
,
where the holomorphic functions hj ∈ OM are deﬁned in (2.2.7). By deﬁni-
tion of the coordinates z, we have for j = 2, . . . , n that
f j − gj
xν
=
wj ◦ f − wj ◦ g
(z1)ν
= hj (5.3.20)
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and
0 =
∂y1
∂yj
=
n∑
i=1
∂y1
∂zi
∂zi
∂yj
=
∂y1
∂z1
∂z1
∂yj
+
∂y1
∂zj
,
hence for j = 2, . . . , n
∂y1
∂zj
= −∂y
1
∂z1
∂z1
∂yj
. (5.3.21)
Then by (5.3.21) and recalling (2.1.1) we have
f1 − g1 =
n∑
j=1
(
wj ◦ f − wj ◦ g)( ∂u1
∂wj
◦ g
)(
mod I2νS
)
=
n∑
j=1
hj(z1)ν
∂y1
∂zj
(
mod I2νS
)
=h1(z1)ν
∂y1
∂z1
−
n∑
j=2
hj(z1)ν
∂y1
∂z1
∂z1
∂yj
(
mod I2νS
)
,
consequently
f1 − g1
xν
= h1
∂y1
∂z1
−
n∑
j=2
hj
∂y1
∂z1
∂z1
∂yj
(
mod IνS
)
. (5.3.22)
Lastly, by the very deﬁnition of the coordinates z and by (5.3.21) it follows
∂
∂z1
=
∂y1
∂z1
∂
∂y1
(5.3.23)
and
∂
∂zj
= −∂y
1
∂z1
∂z1
∂yj
∂
∂y1
+
∂
∂yj
(5.3.24)
for any j = 2, . . . , n. Then by (5.3.20), (5.3.22), (5.3.23) and (5.3.24) we
have that
X =
n∑
j=1
hj
∂
∂zj
=
h1∂y1
∂z1
−
n∑
j=2
hj
∂y1
∂z1
∂z1
∂yj
 ∂
∂y1
+
n∑
j=2
hj
∂
∂yj
= Vf,g|U + C
∂
∂y1
,
where C ∈ IνS .
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Clearly, Lemma 5.3.4 implies that if (f, g) is tangential along S then Vf,g
extends D on U . Secondly, if ν > 1 then the partial holomorphic connection
δcsVf,g induced by Vf,g as in (5.3.16) is exactly δcs restricted to U˜0. In fact by
Lemma 5.3.4 and recalling (5.1.1) we have on each U˜ j that(
δcsVf,g
)
αXj
(ω) =
(
δcsVf,g
)
αVf,g|U˜j
(ω)
=αpi
([Vf,g, ω˜]∣∣U˜j) = αpi ([X j − V jν , ω˜]∣∣U˜j)
=αpi
([X j , ω˜]∣∣
U˜j
)
= (δcs)αXj (ω)
for any ω ∈ NU˜j , α ∈ OU˜j and j = 1, . . . , n, where ω˜ ∈ TM |U˜j is any
holomorphic vector ﬁeld such that pi(ω˜|U˜j ) = ω. Note that in the third
line we use that [V jν , ω˜
]|U˜j = 0 since ν > 1. Consequently, choosing the
holomorphic coordinates (y1, . . . , yn) in such a way that{
f2 − g2
xν
= · · · = f
n − gn
xν
= 0
}
∩ S = {p} (5.3.25)
we can apply formula (5.3.17). Observe that in this case
dx (Vf,g)
x
=
1
xν+1
n∑
j=1
(
f j − gj) ∂x
∂yj
and the ΓV deﬁned in (5.3.18) becomes
Γ′′ =
{
q ∈ U˜ s.t.
∣∣∣∣f j − gjxν (q)
∣∣∣∣ = , for j = 2, . . . , n} , (5.3.26)
then we have the following theorem about Camacho-Sad residues at isolated
singular points of S.
Theorem 5.3.5. Let M , S and (f, g) be as in Theorem 5.2.2 and as-
sume that (f, g) is tangential along S and ν > 1. Let p ∈ Sing(S)
be an isolated singular point, let U ⊂ M be an open subset such that
U ∩ (Sing(S) unionsq Sing(D)) = {p} and suppose that g|U is a biholomorphism
onto its image. Let x ∈ IS be a local generator of IS at any point of U ,
let (y1, . . . , yn) be holomorphic coordinates on U and (u1, . . . , un) the cor-
responding special coordinates on g(U). Set f j = uj ◦ f and gj = uj ◦ g
for any j = 1, . . . , n, and suppose that the coordinates y are such that we
have (5.3.25). Then the residue Res(D , S, p) of Theorem 5.2.2 is given by
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the integral formula
Res (D , S, p) =
(−√−1
2pi
)n−1 ∫
Γ′′
[∑n
j=1(f
j − gj) ∂x
∂yj
]n−1
xn−1
∏n
j=2(f
j − gj) dy
2 ∧ · · · ∧ dyn,
(5.3.27)
where Γ′′ is deﬁned as in (5.3.26) and oriented in the usual way.
5.4 Third partial holomorphic connection
Assume now that (f, g) is tangential along S. As already recalled in Section
5.1 any local holomorphic chart (U, z) ∈ U induces a canonical local extension
X of D on U , and this implies that we can deﬁne locally partial holomorphic
connections exactly as in (4.1.2). Thus if U ∩ S′ 6= ∅ we can deﬁne a partial
holomorphic connection along N⊗ν
U∩S0 ⊂ TS0|U∩S0 on N0D ,M |U∩S0 by setting
N 0D ,M
∣∣
U∩S0
δlsX−→ (N⊗ν
U∩S0
)∗ ⊗ N 0D ,M ∣∣U∩S0
w −→ δlsX (w) s.t. (δlsX )αX(w) = αρ ( [X , w˜]|U∩S0) , (5.4.1)
for any w ∈ N 0D ,M |U∩S0 and α ∈ OU∩S0 , where ρ : TM |S0 → N0D ,M is the
obvious projection and w˜ ∈ TM |U∩S0 is any holomorphic vector ﬁeld such
that ρ(w˜|U∩S0) = w. Observe that any holomorphic vector ﬁeld v ∈ N⊗νU∩S0 ⊂TS0 |U∩S0 is of the form v = αX for a holomorphic function ϕ ∈ OU∩S0 since
X is a local generator of D on U ∩S′. Exactly as (4.1.2) the deﬁnition of δlsX
does not depend on the choice of w˜, moreover it is ﬂat by the Jacobi identity.
As in Section 5.1, we can glue together all these local partial holomorphic
connections thanks to Proposition 4.2.1, but only when ν > 1. Then only in
this case we have a global partial holomorphic connection along N⊗ν
S0
⊂ TS0
on N0D ,M .
Proposition 5.4.1. Suppose that (f, g) is tangential along S and that ν > 1.
Let U be an atlas adapted to S′ and g. If (U, z), (Uˆ , zˆ) ∈ U are any local
holomorphic charts such that U∩Uˆ∩S′ 6= ∅ and δlsX , δlsXˆ are the corresponding
local partial holomorphic connections deﬁned as in (5.4.1) then
δlsXˆ = δ
ls
X
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where they overlap. Consequently, there is a well-deﬁned ﬂat partial holo-
morphic connection
N 0D ,M δ
ls−→ (N⊗ν
S0
)∗ ⊗N 0D ,M
along N⊗ν
S0
⊂ TS0 on N0D ,M .
Proof. Since X is a local generator of D on U ∩ Uˆ ∩ S0, we just need to
prove that (
δlsXˆ
)
X
(w) =
(
δlsX
)
X
(w)
for any w ∈ N 0D ,M |U∩Uˆ∩S0 . This is true because if zˆ1 = az1, with a ∈ O∗M ,
and ρ : TM |S0 → N0D ,M is the projection, by (4.2.2), Proposition 4.2.1 and
recalling that ν > 1 we have that(
δlsXˆ
)
X
(w) = (a|S0)ν
(
δlsXˆ
)
Xˆ
(w) = (a|S0)ν ρ
([
Xˆ , w˜
]∣∣∣
S0
)
= (a|S0)ν ρ
([(
1
a
)ν
X + T2 + V3, w˜
]∣∣∣∣
S0
)
= ρ ( [X , w˜]|S0) =
(
δlsX
)
X
(w),
where in the last line we use the fact that [T2 + V3, w˜]|S0 ≡ 0.
5.5 A Lehmann-Suwa-Khanedani-type index theo-
rem
Consider the short exact sequence of holomorphic vector bundles
0 −→ N⊗ν
S0
D |S0−→ TM |S0 ρ−→ N0D ,M −→ 0 (5.5.1)
and let ∇ls be any δls-connection on N0D ,M . By (i) of Lemma 1.3.3 we can
take C∞ connections ∇10 and ∇20 respectively on N⊗νS0 and TM |S0 such that
the triple (∇10,∇20,∇bb) is compatible with (5.5.1). Let r : U0 → S0 be a
tubular neighborhood of S0 in M and consider the C∞ connections r∗∇10
and r∗∇20 respectively on [S]|⊗νU0 ∼= r∗N⊗νS0 and TM |U0 ∼= r∗TM |S0 . Then
setting r∗∇•0 = (r∗∇10, r∗∇20) we have by (i) of Lemma 1.3.3 and Theorem
1.4.9 that
ϕ (r∗∇•0) = r∗ϕ (∇•0) = r∗ϕ(∇ls) = 0 (5.5.2)
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for any homogeneous symmetric polynomial ϕ of degree n − 1. Let now
Sing(S) unionsq Sing(D) = unionsqλΣλ be the decomposition in connected components
of the singular set Sing(S)unionsqSing(D), which is clearly an analytic subvariety
of S. For any λ let Uλ ⊂ M be an open subset such that Uλ ⊃ Σλ and
Uλ ∩ Uλ′ = ∅ whenever λ 6= λ′. Set U1 = unionsqλUλ and let ∇11 and ∇21 be any
C∞ connections respectively on [S]|⊗νU1 and TM |U1 . Then set ∇•1 = (∇11,∇21)
and consider the open neighborhood U = U0 ∪ U1 of S and its covering
U = {U0, U1}. By (5.5.2) it follows that
ϕ
(
TM − [S]⊗ν) = [(0, ϕ(∇•1), ϕ(r∗∇•0,∇•1))] ∈ H2(n−1) (U , U0,C)
for any homogeneous symmetric polynomial ϕ of degree n− 1, that is for a
any such polynomial ϕ we can localize ϕ(TM − [S]⊗ν) at Sing(S)unionsqSing(D).
Moreover the localization does not depend on the choice of the C∞ connec-
tions, as stated by the following lemma.
Lemma 5.5.1. Let ∇¯ls be another δls-connection on N0D ,M , let (∇¯10, ∇¯20, ∇¯bb)
be another triple compatible with (5.5.1) and set r∗∇¯•0 = (r∗∇¯10, r∗∇¯20). More-
over, let ∇¯11 and ∇¯21 be other C∞ connections respectively on [S]|⊗νU1 and
TM |U1 and set ∇¯•1 = (∇¯11, ∇¯21). Then for any homogeneous symmetric poly-
nomial ϕ of degree n− 1[(
0, ϕ(∇•1), ϕ(r∗∇•0,∇•1)
)]
=
[(
0, ϕ(∇¯•1), ϕ(r∗∇¯•0, ∇¯•1)
)]
in H2(n−1)(U , U0,C).
Proof. By property (1.3.1) we have that
ϕ(∇•1)− ϕ(∇¯•1) = dϕ(∇¯•1,∇•1), (5.5.3)
moreover that
ϕ(r∗∇•0,∇•1) = ϕ(∇¯•1,∇•1)− ϕ(∇¯•1, r∗∇•0)− dϕ(∇¯•1, r∗∇•0,∇•1)
and
ϕ(r∗∇¯•0, ∇¯•1) = ϕ(r∗∇•0, ∇¯•1) + ϕ(r∗∇¯•0, r∗∇•0) + dϕ(r∗∇¯•0, r∗∇•0, ∇¯•1)
= −ϕ(∇¯•1, r∗∇•0) + dϕ(r∗∇¯•0, r∗∇•0, ∇¯•1),
where in the last equality we use that ϕ(r∗∇¯•0, r∗∇•0) = r∗ϕ(∇¯ls,∇ls) = 0
by (ii) of Lemma 1.3.3 and Theorem 1.4.9. Hence
ϕ(r∗∇•0,∇•1)− ϕ(r∗∇¯•0, ∇¯•1) = ϕ(∇¯•1,∇•1)− dω, (5.5.4)
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with ω = ϕ(∇¯•1, r∗∇•0,∇•1) + ϕ(r∗∇¯•0, r∗∇•0, ∇¯•1). By (5.5.3) and (5.5.4) and
recalling the deﬁnition of the ech-de Rham diﬀerential D we then have(
0, ϕ(∇•1), ϕ(r∗∇•0,∇•1)
)− (0, ϕ(∇¯•1), ϕ(r∗∇¯•0, ∇¯•1)) = D(0, ϕ(∇¯•1,∇•1), ω).
Suppose now S compact, then Sing(S) unionsq Sing(D) ⊂ S is also compact
and we can assume without loss of generality that U1 is a regular neigh-
borhood of Sing(S) unionsq Sing(D). Consequently we can assume that U is a
regular neighborhood of S. Then by what we said in this chapter and by the
commutative diagram (1.9.2) we gain the following index theorem.
Theorem 5.5.2 (Lehmann-Suwa-Khanedani-type index theorem). LetM be
a complex manifold of dimension n and let S ⊂ M be a globally irreducible
compact analytic hypersurface with regular part S′ = S − Sing(S). Let (f, g)
be a pair of distinct holomorphic self-maps of M such that f |S ≡ g|S and
g is a local biholomorphism over an open neighborhood of S′, with order of
coincidence ν = νf,g. Assume that (f, g) is tangential along S and that
ν > 1, set D = Df,g and let Sing(S)unionsqSing(D) = unionsqλΣλ be the decomposition
in connected components of the singular set Sing(S) unionsq Sing(D). Then for
any homogeneous symmetric polynomial ϕ of degree n−1 there exist complex
numbers Resϕ(D ;TM |S− [S]|⊗νS ; Σλ), one for each connected component Σλ,
such that∑
λ
Resϕ
(
D , TM |S − [S]|⊗νS ,Σλ
)
=
∫
S
ϕ
(
TM − [S]⊗ν) .
We call Theorem 5.5.2 a Lehmann-Suwa-Khanedani-type index theorem
since Lehmann and Suwa introduced this kind of residues and the partial
holomorphic connection (4.1.2), which inspires the one in Proposition 5.4.1
(see [27], [28] and also [23]).
Remark 5.5.3. Suppose that g is a global biholomorphism over an open
neighborhood of S′ and recall Remark 2.2.6 and 2.4.6. In this case Theorem
5.5.2 turns out to be [4, Thm.6.3] for the holomorphic self-map g−1 ◦ f .
In [4, Thm.6.3] the authors assume also that S′ is comfortably embedded
into M , on the contrary we do not need this hypothesis. The reason is a
slightly diﬀerent deﬁnition of the partial holomorphic connection δls, which
in [4] is called `Lehmann-Suwa (holomorphic) action' and it is denoted by V˜
(see [4, Thm.5.3]). Both here and in [4] the partial holomorphic connection
is deﬁned locally by ﬁxing a local holomorphic chart (U, z) ∈ U, and one has
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to extend D(v) ∈ TS0 |U∩S0 to a section of TM |U∩S0 for any v ∈ N⊗νU∩S0 . The
diﬀerence between here and [4] is on the way of extending D(v). In (5.4.1)
we observe that D(v) = αX for a holomorphic function α ∈ OU∩S0 , since
X is a local generator of D , and then we extend D(v) to αX . Instead in
[4] the authors make a sort of double extension. They ﬁrstly extend v to
a section v˜ ∈ TM |⊗νU∩S0 called the `local extension of v along the ﬁbers of a
splitting morphism σ' (see [4, Def.5.7]), and then extend D(v) to D(v˜) where
D is a local holomorphic section of (TM⊗ν)∗ ⊗ TM on U deﬁned similarly
to (2.2.8). In order to have good local extensions v˜, and then good local
extensions D(v˜), the atlas U needs to be comfortable (and adapted to S′ and
σ).
5.6 Computation of the Lehmann-Suwa-Khanedani
residues
We end the chapter and the thesis by deriving explicit formulas for the
computation of the residues appearing in Theorem 5.5.2 at isolated singular
points of D and, in a case, of S. To do it, we mix in some sense the strategies
of Section 3.3 and 5.3. A reference for this part is [36, Sec.IV.5]. In the
following let ϕ be any homogeneous symmetric polynomial of degree n− 1.
Let ∇10 and ∇20 be C∞ connections respectively on N⊗νS0 and TM |S0
as in Section 5.5 and set ∇•0 = (∇10,∇20). Let r : U0 → S0 be a tubular
neighborhood of S0 in M , consider the C∞ connections r∗∇10 and r∗∇20
respectively on [S]|⊗νU0 ∼= r∗N⊗νS0 and TM |U0 ∼= r∗TM |S0 , and set r∗∇•0 =
(r∗∇10, r∗∇20). Let Σ be any connected component of Sing(S) unionsq Sing(D)
and let U ⊂ M be a regular neighborhood of Σ such that U ∩ (Sing(S) unionsq
Sing(D)) = Σ. Let ∇1 and ∇2 be for the moment any C∞ connections
respectively on [S]|⊗νU and TM |U , and set ∇• = (∇1,∇2). Lastly, let R ⊂ U
be any compact real C∞ submanifold of dimension 2n oriented as M such
that Σ ⊂ IntR, with ∂R transverse to S and oriented with the orientation
induced by R. Set R˜ = R ∩ S, then by Section 5.5 and 1.9 the residue of
ϕ(TM − [S]⊗ν) at Σ is
Resϕ
(
D , TM |S − [S]|⊗νS ,Σ
)
=
∫
R˜
ϕ (∇•)−
∫
∂R˜
ϕ (r∗∇•0,∇•) .
From now on set U˜ = U ∩S and U˜0 = U˜−{p} to ease the notation. Suppose
that Σ is an isolated point, that is Σ = {p}. In this case up to shrinking
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U we can assume [S]|⊗νU and TM |U trivial, then we can choose ∇1 and ∇2
trivial respect to some local holomorphic frames of them. Consequently, the
residue of ϕ(TM − [S]⊗ν) at p becomes
Resϕ
(
D , TM |S − [S]|⊗νS , p
)
=−
∫
∂R˜
ϕ (r∗∇•0,∇•)
=−
∫
∂R˜
ϕ
(
∇•0, ∇•|U˜0
)
, (5.6.1)
where in the second equality we use that ∂R˜ ⊂ U˜0 and that by the very
deﬁnitions ϕ(r∗∇•0,∇•)|U˜0 = ϕ(∇•0,∇•|U˜0).
Now let us consider the case p ∈ Sing(D) ﬁrst. In this case NU˜ = NS′ |U˜
does exist since p is a regular point of S, moreover we can assume that
U is the open set of a local holomorphic chart (U, z) ∈ U centered at p.
Thus (∂z1)ν is a holomorphic generator of N⊗ν
U˜
and { ∂
∂z1
|U˜ , . . . , ∂∂zn |U˜} is a
holomorphic frame of TM |U˜ . Consequently, we can deﬁne the C∞ connection
∇1
U˜
over N⊗ν
U˜
trivial respect to (∂z1)ν , that is
∇1
U˜
(
(∂z1)ν
)
= 0,
and the C∞ connection ∇2
U˜
over TM |U˜ trivial respect to the frame, that is
∇2
U˜
(
∂
∂zj
∣∣∣∣
U˜
)
= 0
for any j = 1, . . . , n. Let r′ : U → U˜ be a tubular neighborhood of U˜
in M and consider the C∞ connections ∇1 = (r′)∗∇1
U˜
and ∇2 = (r′)∗∇2
U˜
respectively on [S]|⊗νU ∼= (r′)∗N⊗νU˜ and TM |U ∼= (r′)∗TM |U˜ , which are trivial
respect to (r′)∗(∂z1)ν and {(r′)∗ ∂
∂z1
|U˜ , . . . , (r′)∗ ∂∂zn |U˜}. Clearly ∇1|U˜ = ∇1U˜
and ∇2|U˜ = ∇2U˜ , then setting ∇•U˜ = (∇1U˜ ,∇2U˜ ) we can rewrite (5.6.1) as
Resϕ
(
D , TM |S − [S]|⊗νS , p
)
= −
∫
∂R˜
ϕ
(
∇•0,∇•U˜
)
. (5.6.2)
As for the other kinds of residues, we mimic the strategy adopted in the
proof of [36, Thm.III.5.5]. What follows is extremely similar to what is done
in Section 3.3, anyhow for the sake of completeness and to make the section
self-contained we repeat the steps. The canonical local generator X of D
associated to (U, z) generates the holomorphic line subbundle N⊗ν
U˜0
⊂ TU˜0,
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and it induces two ﬂat partial holomorphic connections δ10 and δ
2
0 along
N⊗ν
U˜0
⊂ T U˜0 on N⊗νU˜0 and TM |U˜0 . The connection δ
1
0 is deﬁned by setting(
δ10
)
αX
(ω) = αD−1
(
[X,D(ω)]
)
for any ω ∈ N⊗ν
U˜0
and α ∈ OU˜0 , while δ20 is deﬁned by setting(
δ20
)
αX
(w) = α [X , w˜]|U˜0
for any w ∈ TM,U˜0 and α ∈ OU˜0 , where X is the canonical local extension
of D associated to (U, z) and w˜ ∈ TM |U˜0 is any holomorphic vector ﬁeld
such that w˜|U˜0 = w. Clearly the ﬂatness comes from the Jacoby identity,
moreover by construction the triple (δ10 , δ
2
0 , δ
ls) is compatible with the short
exact sequence
0 −→ N⊗ν
U˜0
D |U˜0−→ TM |U˜0
ρ−→ N0D ,M
∣∣
U˜0
−→ 0,
which is (5.5.1) restricted to U˜0. Then by Lemma 1.4.3 we can assume
∇10 and ∇20 respectively a δ10-connection and a δ20-connection. Note that
δ10((∂z
1)ν) = 0 then ∇1
U˜
is a δ10-connection.
Let Lj ⊂ TU˜ be the holomorphic line subbundle generated by ∂
∂zj
|U˜ , for
any j = 2, . . . , n. There are natural ﬂat partial holomorphic connections δ1,j
along Lj on N⊗ν
U˜
deﬁned by setting
(
δ1,j
)
α ∂
∂zj
∣∣∣
U˜
(
β(∂z1)ν
)
= α
∂β
∂zj
(
∂z1
)ν
for any α, β ∈ OU˜ and j = 2, . . . , n. Moreover, there are natural ﬂat partial
holomorphic connections δ2,j along Lj on TM |U˜ deﬁned by setting(
δ2,j
)
α ∂
∂zj
∣∣∣
U˜
(w) = α
[
∂
∂zj
, w˜
]∣∣∣∣
U˜
for any α ∈ OU˜ , w ∈ TM,U˜ and j = 2, . . . , n, where w˜ ∈ TM |U˜ is any
holomorphic vector ﬁeld such that w˜|U˜ = w. Again, the ﬂatness comes from
the Jacoby identity. Note that δ1,j((∂z1)ν) = 0 then ∇1
U˜
is a δ1,j-connection,
for any j = 2, . . . , n. Furthermore δ2,j( ∂
∂zk
|U˜ ) = 0 for any k = 1, . . . , n hence
∇2
U˜
is a δ2,j-connection, for any j = 2, . . . , n.
Let now U˜0 = {U˜2, . . . , U˜n} be the open covering of U˜0 deﬁned by setting
U˜ j =
{
q ∈ U˜0 s.t. hj(q) 6= 0
}
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for any j = 2, . . . , n, where the holomorphic functions hj ∈ OM are the ones
deﬁned in (2.2.7). As already noted in Section 3.3{
∂
∂z2
∣∣∣∣
U˜j
, . . . ,
∂̂
∂zj
∣∣∣∣
U˜j
, . . . ,
∂
∂zn
∣∣∣∣
U˜j
, X
∣∣
U˜j
}
is a holomorphic frame of TU˜ j = TS′|U˜j for any j = 2, . . . , n, thus we can
deﬁne the C∞ connections ∇2j on TM |U˜j by asking that are δ20-connections
and by setting (∇2j)α ∂
∂zk
∣∣∣
U˜j
(w) = α
[
∂
∂zk
, w˜
]∣∣∣∣
U˜j
for any α ∈ OU˜j , w ∈ TM,U˜j and k = 2, . . . , n such that k 6= j, where
w˜ ∈ TM |U˜j is any holomorphic vector ﬁeld such that w˜|U˜j = w. Moreover,
we can deﬁne the C∞ connections ∇1j on N⊗νU˜j simply by setting
∇1j = ∇1U˜
∣∣∣
U˜j
for any j = 2, . . . , n. Observe that in general
(∇2j)α ∂
∂zj
∣∣∣
U˜j
(w) 6= α
[
∂
∂zj
, w˜
]∣∣∣∣
U˜j
hence ∇2j is not a δ2,j-connection, on the contrary it is a δ2,k-connection for
any k = 2, . . . , n such that k 6= j. Moreover, ∇1j is a δ10-connection and a
δ1,k-connection for any k = 2, . . . , n since ∇1
U˜
is.
Set now ∇•j = (∇1j ,∇2j ) for any j = 2, . . . , n and consider the ech-de
Rham cocycle τ ∈ C2(n−1)−2U˜0 deﬁned by
τi1···ik = ϕ
(
∇•0,∇•U˜ ,∇•i1 , . . . ,∇•ik
)
∈ Ω2(n−1)−k−1
(
U˜ i1 ∩ · · · ∩ U˜ ik
)
,
for any 2 ≤ i1 < · · · < ik ≤ n and k = 1, . . . , n− 1. Then we have a lemma
analogous to Lemma 3.3.2 (and the proof is almost the same).
Lemma 5.6.1.
(i) (Dτ)i = −ϕ(∇•0,∇•U˜ ) for any i = 2, . . . , n.
(ii) (Dτ)i1···ik = 0 for any 2 ≤ i1 < · · · < ik ≤ n and k = 2, . . . , n− 2.
(iii) (Dτ)2···n = −ϕ(∇•U˜ ,∇•2, . . . ,∇•n).
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Proof. Observe preliminarily that by Theorem 1.4.10
ϕ
(∇•0,∇•i1 , . . . ,∇•ik) = 0 (5.6.3)
for any 2 ≤ i1 < · · · < ik ≤ n and k = 1, . . . , n − 1, since by what we
have remarked the connections ∇10,∇1i1 , . . . ,∇1ik are all δ10-connections and
∇20,∇2i1 , . . . ,∇2ik are all δ20-connections. Moreover, again by Theorem 1.4.10
ϕ
(
∇•
U˜
,∇•i1 , . . . ,∇•ik
)
= 0 (5.6.4)
for any 2 ≤ i1 < · · · < ik ≤ n and k = 1, . . . , n − 2, since by what we
have remarked the connections ∇1
U˜
,∇1i1 , . . . ,∇1ik are all δ1,j-connections (for
any j = 2, . . . , n) and there is an i ∈ {2, . . . , n} − {i1, . . . , ik} such that
∇2
U˜
,∇2i1 , . . . ,∇2ik are all δ2,i-connections.
(i) By deﬁnition of D and property (1.3.1)
(Dτ)i =dτi = dϕ
(
∇•0,∇•U˜ ,∇•i
)
=− ϕ
(
∇•
U˜
,∇•i
)
+ ϕ (∇•0,∇•i )− ϕ
(
∇•0,∇•U˜
)
for any i = 2, . . . , n. Then by (5.6.3) and (5.6.4) we are done.
(ii), (iii) By deﬁnition of D
(Dτ)i1···ik =(−1)k−1dτi1···ik +
k∑
`=1
(−1)`−1τi1···î`···ik
=(−1)k−1dϕ
(
∇•0,∇•U˜ ,∇•i1 , . . . ,∇•ik
)
+
k∑
`=1
(−1)`−1ϕ
(
∇•0,∇•U˜ ,∇•i1 , . . . , ∇̂•i` , . . . ,∇•ik
)
,
for any 2 ≤ i1 < · · · < ik ≤ n and k = 2, . . . , n − 1. By property (1.3.1) we
have that
(−1)k−1dϕ
(
∇•0,∇•U˜ ,∇•i1 , . . . ,∇•ik
)
=− ϕ
(
∇•
U˜
,∇•i1 , . . . ,∇•ik
)
+ ϕ
(∇•0,∇•i1 , . . . ,∇•ik)
−
k∑
`=1
(−1)`−1ϕ
(
∇•0,∇•U˜ ,∇•i1 , . . . , ∇̂•i` , . . . ,∇•ik
)
.
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Then (Dτ)i1···ik = −ϕ(∇•U˜ ,∇•i1 , . . . ,∇•ik) + ϕ(∇•0,∇•i1 , . . . ,∇•ik) for any 2 ≤
i1 < · · · < ik ≤ n and k = 2, . . . , n − 1, and by (5.6.3) and (5.6.4) we are
done.
Consider the open covering {U˜2 ∩ ∂R˜, . . . , U˜n ∩ ∂R˜} of ∂R˜ and a system
of honey-comb cells {∂R˜2, . . . , ∂R˜n} adapted to it. Set ∂R˜2···n = ∂R˜2 ∩
· · ·∩∂R˜n, then by Lemma 5.6.1 and recalling the ech-de Rham integration
(1.7.1) we have that
0 =
∫
∂R˜
Dτ = −
n∑
j=2
∫
∂R˜j
ϕ
(
∇•0,∇•U˜
)
−
∫
∂R˜2···n
ϕ
(
∇•
U˜
,∇•2, · · · ,∇•n
)
,
and consequently by (5.6.2)
Resϕ
(
D , TM |S − [S]|⊗νS , p
)
=
∫
∂R˜2···n
ϕ
(
∇•
U˜
,∇•2, · · · ,∇•n
)
(5.6.5)
Recall by Section 1.3 that ϕ(∇•
U˜
,∇•2, . . . ,∇•n) = I∗(ϕ(∇•(t))), where ∇•(t) =
(∇1(t),∇2(t)) is deﬁned by setting
∇1(t) =
1− n∑
j=2
tj
∇1
U˜
+
n∑
j=2
tj∇1j
and
∇2(t) =
1− n∑
j=2
tj
∇2
U˜
+
n∑
j=2
tj∇2j ,
and I∗ denotes the integration along the ﬁber. Note that ∇1(t) = ∇1U˜ , then
c(∇•(t)) = c(∇2(t))∧ c(∇1(t))−1 = c(∇2(t))∧ c(∇1U˜ )−1. Since we have chosen ∇1U˜
trivial respect to (∂z1)ν , we have that c(∇1
U˜
) = 1 and then c(∇•(t)) = c(∇2(t)).
By the deﬁnitions it follows that ϕ(∇•(t)) = ϕ(∇2(t)), thus
ϕ
(
∇•
U˜
,∇•2, . . . ,∇•n
)
= ϕ
(
∇2
U˜
,∇22, . . . ,∇2n
)
and by (5.6.5) the residue of ϕ(TM − [S]⊗ν) at p is
Resϕ
(
D , TM |S − [S]|⊗νS , p
)
=
∫
∂R˜2···n
ϕ
(
∇2
U˜
,∇22, · · · ,∇2n
)
(5.6.6)
The last step is now to understand how is done ϕ(∇2
U˜
,∇22, . . . ,∇2n),
which is a (n − 1)-form over U˜2···n = U˜2 ∩ · · · ∩ U˜n. By deﬁnition
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ϕ(∇2
U˜
,∇22, . . . ,∇2n) = I∗(ϕ(∇2(t))) where ∇2(t) is the C∞ connection on the
complex vector bundle
TM |U˜2···n × Rn−1 −→ U˜2···n × Rn−1 (5.6.7)
deﬁned above and I∗ is the integration along the ﬁber. To compute ϕ(∇2(t))
we need ultimately to know the curvature matrix κ2(t) of ∇2(t) respect to a
C∞ frame of (5.6.7). Recall that if θ2(t) is a connection matrix of ∇2(t) then
we have the relation κ2(t) = dθ
2
(t)− θ2(t)∧ θ2(t), so we just need to compute θ2(t).
Let θ2
U˜
, θ22, . . . , θ
2
n be the connection matrices of ∇2U˜ ,∇22, . . . ,∇2n respect to
the holomorphic frame {
∂
∂z1
∣∣∣∣
U˜2···n
, . . . ,
∂
∂zn
∣∣∣∣
U˜2···n
}
of TM |U˜2···n . Then θ2(t) respect to the induced C∞ frame of (5.6.7) is
θ2(t) =
1− n∑
j=2
tj
 θ2
U˜
+
n∑
j=2
tjθ
2
j =
n∑
j=2
tjθ
2
j , (5.6.8)
where in the second equality we use that θ2
U˜
= 0 because ∇2
U˜
is trivial respect
to the ﬁxed frame. By deﬁnition(∇2j) ∂
∂zk
∣∣∣
U˜j
(
∂
∂zi
∣∣∣∣
U˜j
)
= 0
for any j, k = 2, . . . , n such that k 6= j and i = 1, . . . , n, and(∇2j) ∂
∂zj
∣∣∣
U˜j
(
∂
∂zi
∣∣∣∣
U˜j
)
=
1
hj |U˜j
[
X , ∂
∂zi
]∣∣∣∣
U˜j
=−
n∑
`=1
1
hj |U˜j
∂h`
∂zi
∣∣∣∣
U˜j
∂
∂z`
∣∣∣∣
U˜j
for any j = 2, . . . , n and i = 1, . . . , n. This means that
θ2j = −
dzj
hj
∣∣∣∣
U˜j
·H ′∣∣
U˜j
for any j = 2, . . . , n, where H ′ is the n× n matrix of holomorphic functions
H ′ =
(
∂h`
∂zi
)
i,`=1,...,n
, (5.6.9)
108
5.6. Computation of the Lehmann-Suwa-Khanedani residues
and then by (5.6.8)
θ2(t) = −
n∑
j=2
tj
dzj
hj
∣∣∣∣
U˜2···n
·H ′∣∣
U˜2···n .
Consequently the curvature matrix of ∇2(t) respect to the ﬁxed frame of
(5.6.7) is
κ2(t) = dθ
2
(t) − θ2(t) ∧ θ2(t) =−
n∑
j=2
dtj ∧ dz
j
hj
∣∣∣∣
U˜2···n
·H ′∣∣
U˜2···n
+ terms not containing dtj ,
then
ϕ
(
∇2(t)
)
=(−1)[n−12 ](n− 1)! ϕ (−H
′) dz2 ∧ · · · ∧ dzn
h2 · · ·hn
∣∣∣∣
U˜2···n
∧ dt2 ∧ · · · ∧ dtn
+ terms not containing dt2 ∧ · · · ∧ dtn.
By deﬁnition of I∗ and recalling that
∫
∆n−1 dt2 ∧ · · · ∧ dtn = 1/(n− 1)!, we
ﬁnally have that
ϕ
(
∇2
U˜
,∇22, . . . ,∇2n
)
= (−1)[n−12 ] ϕ (−H
′) dz2 ∧ · · · ∧ dzn
h2 · · ·hn
∣∣∣∣
U˜2···n
and by (5.6.6) the residue of ϕ(TM − [S]⊗ν) at p is
Resϕ
(
D , TM |S − [S]|⊗νS , p
)
=
∫
∂R˜2···n
(−1)[n−12 ]ϕ (−H ′)
h2 · · ·hn dz
2 ∧ · · · ∧ dzn.
As in Section 3.3 and 5.3, let us consider now the speciﬁc compact real
submanifold R ⊂ U deﬁned by
R =
{
q ∈ U s.t. ∣∣h2(q)∣∣2 + · · ·+ |hn(q)|2 ≤ (n− 1)2}
for  > 0 small enough. Then
R˜ = R ∩ S =
{
q ∈ U˜ s.t. ∣∣h2(q)∣∣2 + · · ·+ |hn(q)|2 ≤ (n− 1)2}
and its boundary is
∂R˜ =
{
q ∈ U˜ s.t. ∣∣h2(q)∣∣2 + · · ·+ |hn(q)|2 = (n− 1)2} .
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As usual we take the system of honey-comb cells {∂R˜2, . . . , ∂R˜n} adapted
to {U˜2 ∩ ∂R˜, . . . , U˜n ∩ ∂R˜} deﬁned by setting
∂R˜j =
{
q ∈ ∂R˜ s.t. ∣∣hj(q)∣∣ ≥ ∣∣hi(q)∣∣ for i = 2, . . . , n}
for any j = 2, . . . , n. Let Γ be the one deﬁned in (3.3.9), that is
Γ =
{
q ∈ U˜ s.t. ∣∣h2(q)∣∣ = · · · = |hn(q)| = } ,
and let it be oriented so that dϑ2 ∧ · · · ∧ dϑn > 0, with ϑj = arg(hj). Then
considering the orientations we have Γ = (−1)[n−12 ]∂R˜2···n and, summing
up, we have proved the following theorem about Lehmann-Suwa-Khanedani
residues at isolated singular points of D .
Theorem 5.6.2. Let M , S and (f, g) be as in Theorem 5.5.2, in particular
(f, g) is tangential along S and ν > 1. Set D = Df,g and let U be an
atlas adapted to S′ and g. Let p ∈ Sing(D) be an isolated singular point, let
(U, z) ∈ U be a local holomorphic chart centered at p such that U ∩(Sing(S)unionsq
Sing(D)) = {p} and let ϕ be any homogeneous symmetric polynomial of
degree n− 1. Then the residue Resϕ(D , TM |S − [S]|⊗νS , p) of Theorem 5.5.2
is given by the integral formula
Resϕ
(
D , TM |S − [S]|⊗νS , p
)
=
∫
Γ
ϕ (−H ′)
h2 · · ·hn dz
2 ∧ · · · ∧ dzn, (5.6.10)
where the holomorphic functions hj are deﬁned in (2.2.7), Γ is deﬁned in
(3.3.9) and is oriented so that dϑ2 ∧ · · · ∧ dϑn > 0, with ϑj = arg(hj), and
H ′ is the n× n matrix of holomorphic functions deﬁned in (5.6.9).
We conclude with the case p ∈ Sing(S). Recall that from the beginning
of the section U ⊂M is an open neighborhood of p such that U ∩ (Sing(S)unionsq
Sing(D)) = {p} and [S]|⊗νU and TM |U are trivial. As in Section 5.3, the
strategy of the non-singular case does not work now since we do not have in
general a local holomorphic chart (U, z) ∈ U centered at p, and consequently
we can not rewrite (5.6.1) in (5.6.2). Anyhow, if we assume that g|U is
a biholomorphism onto its image we can again compute the residue at p
basically in the same way of the Camacho-Sad singular case.
Suppose there is a holomorphic vector ﬁeld V extending the foliation D
on U , that is V|U˜0 generates D on U˜0. Such a V would induce the ﬂat partial
holomorphic connection δlsV along N
⊗ν
U˜0
⊂ TU˜0 on N0D ,M |U˜0 deﬁned by setting(
δlsV
)
αV|U˜0
(ω) = αρ
([V, ω˜]∣∣
U˜0
)
(5.6.11)
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for any ω ∈ N 0D ,M |U˜0 and α ∈ OU˜0 , where ω˜ ∈ TM |U˜0 is any holomorphic
vector ﬁeld such that ρ(ω˜|U˜0) = ω. Suppose that δlsV coincides with the
partial holomorphic connection δls of Proposition 5.4.1. Then choosing some
holomorphic coordinates (y1, . . . , yn) over U as in [36, Cor.IV.4.5] (see also
[27, Thm.2]), namely such that
V =
n∑
j=1
υj
∂
∂yj
and {υ2 = · · · = υn = 0} ∩ S = {p}, we may compute the residue at p
applying directly the integral formula of [36, Thm.IV.5.3]. More precisely,
we would have that
Resϕ
(
D , TM |S − [S]|⊗νS , p
)
=
∫
ΓV
ϕ(−V )
υ2 · · · υndy
2 ∧ · · · ∧ dyn, (5.6.12)
where V is the n× n matrix of holomorphic functions
V =
(
∂υ`
∂yi
)
i,`=1,...,n
(5.6.13)
and ΓV is deﬁned as in (5.3.18).
Remark 5.6.3. We could use directly the integral formula (5.6.12) even
for the non-singular case, and we would have obtained the same formula of
Theorem 5.6.2. In fact if p ∈ Sing(D) and (U, z) ∈ U is such that p ∈ U
we can take as V the canonical local extension X associated to (U, z), as
x ∈ IS the ﬁrst coordinate z1 and as coordinates (y1, . . . , yn) the coordinates
(z1, . . . , zn). Then recalling (4.2.1) we have V = H ′, where H ′ is the matrix
deﬁned in (5.6.9), and υj = hj for any j = 2, . . . , n. Thus by (5.6.12) and
(5.3.18) we recover (5.6.10).
As already observed in Section 5.3, up to shrinking U we can assume
there is a holomorphic function x ∈ IS which is a local generator of IS at any
point of U . Let (y1, . . . , yn) be for the moment any holomorphic coordinates
over U , let (u1 = y1 ◦ g|−1U , . . . , un = yn ◦ g|−1U ) be the corresponding special
coordinates on g(U) and set for simplicity f j = uj ◦ f and gj = uj ◦ g for
any j = 1, . . . , n. Moreover, let Vf,g be the holomorphic vector ﬁeld over U
deﬁned in (5.3.19), that is
Vf,g =
n∑
j=1
f j − gj
xν
∂
∂yj
.
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We have already observed in Section 5.3 that if (f, g) is tangential alon S
then Vf,g extends D on U . Furthermore, if ν > 1 the partial holomorphic
connection δlsVf,g induced by Vf,g as in (5.6.11) is exactly δls restricted to U˜0.
In fact by Lemma 5.3.4 and recalling (5.4.1) we have on each U˜ j (deﬁned as
in Section 5.3) that(
δlsVf,g
)
αXj
(ω) =
(
δlsVf,g
)
αVf,g|U˜j
(ω)
=αρ
([Vf,g, ω˜]∣∣U˜j) = αρ ([X j − V jν , ω˜]∣∣U˜j)
=αρ
([X j , ω˜]∣∣
U˜j
)
=
(
δls
)
αXj
(ω)
for any ω ∈ N 0D ,M |U˜j , α ∈ OU˜j and j = 1, . . . , n, where ω˜ ∈ TM |U˜j is
any holomorphic vector ﬁeld such that ρ(ω˜|U˜j ) = ω. Note that in the third
line we use that [V jν , ω˜
]|U˜j = 0 since ν > 1. Consequently choosing the
holomorphic coordinates (y1, . . . , yn) such that we have (5.3.25), that is{
f2 − g2
xν
= · · · = f
n − gn
xν
= 0
}
∩ S = {p},
we can apply formula (5.6.12). Observe that in this case the matrix V deﬁned
in (5.6.13) is the Jacobian matrix of(
f2 − g2
xν
, . . . ,
fn − gn
xν
)
, (5.6.14)
which we denote by J for simplicity. Moreover, the ΓV deﬁned in (5.3.18)
becomes (5.3.26) as in Section 5.3, that is
Γ′′ =
{
q ∈ U˜ s.t.
∣∣∣∣f j − gjxν (q)
∣∣∣∣ = , for j = 2, . . . , n} .
Then ﬁnally we have the following theorem about Lehmann-Suwa-Khanedani
residues at isolated singular points of S.
Theorem 5.6.4. Let M , S and (f, g) be as in Theorem 5.5.2, in particular
(f, g) is tangential along S and ν > 1. Let p ∈ Sing(S) be an isolated singular
point, let U ⊂M be an open subset such that U ∩ (Sing(S)unionsqSing(D)) = {p}
and suppose that g|U is a biholomorphism onto its image. Let x ∈ IS be
a local generator of IS at any point of U , let (y1, . . . , yn) be holomorphic
coordinates on U and (u1, . . . , un) the corresponding special coordinates on
g(U). Set f j = uj ◦ f and gj = uj ◦ g for any j = 1, . . . , n, and suppose that
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the coordinates y are such that we have (5.3.25). Let ϕ be any homogeneous
symmetric polynomial of degree n − 1, then the residue Resϕ(D , TM |S −
[S]|⊗νS , p) of Theorem 5.5.2 is given by the integral formula
Resϕ
(
D , TM |S − [S]|⊗νS , p
)
=
∫
Γ′′
xν(n−1)ϕ(−J)∏n
j=2(f
j − gj) du
2∧· · ·∧dun, (5.6.15)
where J is the Jacobian matrix of (5.6.14) and Γ′′ is deﬁned as in (5.3.26)
and oriented in the usual way.
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