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Abstract
In this paper, we consider two formulations for Linear Matrix Inequalities (LMIs) under Slater
type constraint qualification assumption, namely, SDP smooth and non-smooth formulations.
We also propose two first-order linearly convergent algorithms for solving these formulations.
Moreover, we introduce a bundle-level method which converges linearly uniformly for both smooth
and non-smooth problems and does not require any smoothness information. The convergence
properties of these algorithms are also discussed. Finally, we consider a special case of LMIs, linear
system of inequalities, and show that a linearly convergent algorithm can be obtained under a
weaker assumption.
Keywords: Semi-definite Programming, Linear Matrix Inequalities, Error Bounds,
Linear Convergence
1 Introduction
Semi-definite Programming (SDP) is one of most interesting branches of mathematical programming
in last twenty years. Semi-definite Programming can be used to model many practical problems in
vary fields such as Convex constrained Optimization, Combinatorial Optimization, Control Theory,...
We refer to [32] for a general survey and applications of SDP. Algorithms for solving SDP have been
explosively studied since a major works are made by Nesterov and Nemirovski [18], [19], [20], [21], in
which they showed that Interior Point (IP) methods for Linear Programming (LP) can be extended
to SDP. Related topics can be found in [29], [14]. Despite the fact that SDP can be solved in
polynomial time by IP methods, they become impractical when the number of constraints increase
because of computational cost per each iteration. Recently, first-order methods are focused because
of the efficiency in solving large scale SDP such as Nesterov’s optimal methods [24], [25], Nemirovski’s
prox-method [17] and spectral bundle methods [5].
In system and control theory, system identification and signal processing, Semi-definite Program-
mings are used in context of Linear Matrix Inequalities constraints (LMIs), see [28], [31]. LMIs can
also be solved numerically by recent interior point methods for semi-definite programming, see [6],
[26].
∗Department of Industrial and Systems Engineering, University of Florida, Gainesville, FL 32611, (email:
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Linear Programming is a special case of Semidefinite Programming, as well as Linear system of
inequalities is a special case of Linear Mtrix Inequalities. Hence, any algorithms for SDP can be
applied for solving LP. In this paper, we propose a linearly convergent algorithm for Linear system
of inequalities, which require a weaker assumption than the one for LMIs problem. We refer to [12]
for other linear convergent algorithms for Linear system of inequalities.
Error bounds usually play an important role in algorithmic convergence proofs. In particular,
Luo and Tseng showed the power of error bound idea in deriving the linear convergent rate in many
algorithm for variety class of problems, see [16], [15], [30]. However, it is not easy to obtain an error
bound except in linear and quadratic cases, or when the Slater constraint qualification condition
holds, see [3]. In [33], Zhang derived error bounds for general convex conic problem under some
various conditions. The error bound for Semidefinite Programming was studied by Deng and Hu
in[3], Jourani and Ye in[8]. Related topics can be found in [27], [29], [14].
The paper is organized as follows. In Section 2, we introduce the problem of interest and the
Slater constraint constraint qualification condition is made. Respectively, in Section 3 and Section 4,
we present a non-smooth SDP optimization and a smooth SDP formulation and propose two different
linearly convergent first order algorithms for solving these formulations. The iteration complexity for
these algorithms are also derived. An uniformly linearly convergent algorithm for both formulations
and its convergence properties are presented in Section 5. We also discuss about a special cases of
LMIs, the linear system of inequalities in Section 6. Finally, we have some conclusions and remarks
in the last section.
2 The problem of interest
In this section, we first discuss about the relationship between a primal-dual SDP problem and a
LMI. In particular, any primal-dual SPD problem can be represented by a LMI problem.
Given a given linear operator A : Rn → Sn, vectors c ∈ Rn and matrix b ∈ Sn, we consider the
SDP problem
min
x
{〈c, x〉 : Ax  B} (2.1)
and its associated dual problem
max
y
{〈b, y〉 : AT y = c, y  0} (2.2)
where y ∈ Sn. We make the following assumption.
A 1 Both primal and dual SDP problems (2.1) and (2.2) are strictly feasible.
It is well known that in view of Assumption 1, the pair of primal and dual SDP problem (2.1) and
(2.2) satisfy the Slater’s condition, hence they have optimal solutions and their associated gap duality
is zero, see [1]. Moreover, a primal-dual optimal solution of (2.1) and (2.2) can be found by solving
the complementarity problem as following Linear Matrix Inequalities constraints

Ax ≤ B
AT y = c
y ≤ 0
〈x, c〉 − 〈B, y〉 ≤ 0.
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Note that a system of Linear Matrix Inequalities (LMIs) is equivalent to a single LMI because of the
simple fact that a system of LMIs can be easily represented by a single LMI, see [1]. For convenience,
from now on we just consider a single LMI problem.
Given a symmetric metrix B and a linear operator A : Rn → Sn as follow
Ax = A1x1 + ...+Anxn,
where Sn denotes the set of n×n symmetric matrices and A1, A2, ..., An ∈ Sn, the problem of interest
in this paper is finding a feasible solution x ∈ Rn to the Linear Matrix Inequality, assume that the
feasible solution set S is nonempty,
Ax−B  0. (2.3)
The Linear Matrix Inequality (2.3) can be represented in the conic form
A˜ −B ∈ Sn−, (2.4)
where A˜ is the span of {A1, A2, ..., An}. The following assumption is made throughout the paper
A 2 There exist σ > 0 and d ∈ Rn such that
σIn −Ad ∈ Sn−,
and denote
µ =
‖d‖
σ
. (2.5)
Note that the Assumption 2 implies the Slater constraint qualification condition for the feasible set
of (2.4), hence S is nonempty, see [8], [33], [3], [2]. In Section 2 and Section 3, we will present
two equivalent SDP optimization formulations of LMI and linearly convergent algorithms for solving
these formulations.
3 A non-smooth SDP Optimization Formulation for LMI
In this section, we introduce a non-smooth SDP Optimization formulation for the Linear Matrix
Inequality (2.3). We also propose a linearly convergence algorithm for solving the non-smooth for-
mulation and present the main convergence behavior of this algorithm.
Consider the alternative optimization problem that minimizing over Rn the objective function
f(x) = max{λ1(Ax−B), 0, } (3.6)
where λ1(Ax − B) denotes the maximum eigenvalue of Ax − B. Clearly, the objective function
is not differentiable and the problem (3.6) is non-smooth. Note the, computing the value and
the subgradient of the objective function requires to find a maximal eigenvalue and its associated
eigenvectors. The objective function f(x) is Lipschitz continuous, i.e. for any g ∈ ∂f(x), there exists
a positive number M such that
‖g(x)‖ ≤M ∀x ∈ Rn.
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The constant M can be computed as follows
M = ‖A‖ =
√√√√ n∑
i=1
‖Ai‖2, (3.7)
where ‖Ai‖ is operator norm (spectral norm or F-norm).
Furthermore, the two problem (3.6) and (2.3) are equivalent in the following sense. It is not
difficult to see that, if x∗ is an optimal solution to (3.6), then x∗ is also a feasible solution to (2.3)
and vice versa. In addition, the optima value of (3.6) is F ∗ = 0.
Denote X∗ by the optimal solution set of (3.6). The following technical lemma describes the
relation between the distance from an arbitrary point x to the the optimal set X∗ and the objective
function value at that point.
Lemma 1 For any x ∈ Rn, we have
d(x,X∗) ≤ µf(x), (3.8)
where X∗ is the feasible solution set of (2.3).
Proof. Note that X∗ is also the optimal set of minimizing (3.6). We consider the following two
cases.
Case 1: x ∈ X∗. Obviously, d(x,X∗) = 0 and
f(x) = min{λ1(Ax−B), 0} = 0.
That implies (3.8) is true for any x ∈ X∗.
Case 2: x /∈ X∗. Clearly, the result is implied by Corollary 1 in [8].
The Lemma immediately follows from two cases.
The relation (3.8) is also called the growth condition of the objective function. We now ready to
describe our non-smooth algorithm as follows. Each main Step (Step 1), to obtain the new iterate,
we run the sub-gradient method (see [23]) for K = 4M2µ2, where µ is defined in (2.5), with the
input is the current iterate. In other words, we restart the sub-gradient algorithm after a constant
number K = 4M2µ2 of iterations. We denote {xk}, k = 0, 1, ... by the sequence obtained by our
algorithm and {x¯i}, i = 0, 1, ... by the sequence obtained by sub-gradient method in the Step 1. The
non-smooth algorithm scheme is described as follows.
The SDP Non-Smooth Algorithm:
Input: xu0 ∈ Rn.
Output: xk ∈ Rn.
1) kth iteration, k ≥ 1.
Run sub-gradient algorithm with initial solution x¯0 = xk−1 for K = 4M2µ2 iterations.
f∗k := mini=1,...,K f(x¯i).
xk := x¯ such that f(x¯) = f
∗
k .
2) Go to Step 1.
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Similar to the smooth algorithm, the non-smooth algorithm is definitely different from running
sub-gradient method for multiple times because of the restarting of parameters. In order to prove
the main convergence result of our algorithm, we show in the following lemma that the sub-gradient
method applied in Step 1 has O( 1√
K
) rate of convergence.
Lemma 2 Suppose that {x¯i, i = 1, 2, ..,K} is generated by sub-gradient method in each main Step.
Then we have
min
i=1,2,...,K
f(x¯i)− f∗ ≤ Md(x¯0,X
∗)√
K
,
where X∗ is optimal solution set of (3.6) and M is defined in (3.7).
Proof. For any i ≥ 1 and x∗ ∈ X∗, we have
1
2
‖x¯i+1 − x∗‖2 = 1
2
‖x¯i − x ∗ ‖2 − γi〈g(x¯i), x¯i − x∗〉+ γ
2
i
2
‖g(x¯i)‖2
or
γi〈g(x¯i), x¯i − x∗〉 = 1
2
‖x¯i − x ∗ ‖2 − 1
2
‖x¯i+1 − x∗‖2 + γ
2
i
2
‖g(x¯i)‖2.
Because the objective function is convex, then
f(x¯i)− f(x∗) ≤ 〈g(x¯i), x¯i − x∗〉,
that implies
γi[f(x¯i)− f(x∗)] ≤ 1
2
‖x¯i − x ∗ ‖2 − 1
2
‖x¯i+1 − x∗‖2 + γ
2
i
2
‖g(s¯ecxi)‖2.
Summing up the above inequalities we obtain
K∑
i=1
γi[f(x¯i)− f(x∗)] ≤ 1
2
‖x¯0 − x ∗ ‖2 − 1
2
‖x¯i − x ∗ ‖2 + 1
2
K∑
i=1
γ2i ‖g(x¯i)‖2
≤ 1
2
‖x¯0 − x ∗ ‖2 + 1
2
K∑
i=1
γ2i ‖g(x¯i)‖2
Dividing both sides to
∑K
i=1 γi, and using Lemma 3.8, we have∑K
i=1 γi[f(x¯i)− f∗]∑K
i=1 γi
≤ ‖x¯0 − x
∗‖2
2
∑K
i=1 γi
+
∑K
i=1 γ
2
iM
2
2
∑K
i=1 γk
≤ µ
2f2(x¯0)
2
∑K
i=1 γi
+
∑K
i=1 γ
2
iM
2
2
∑K
i=1 γi
We consider the constant step size γi =
γ√
K
, then the above relation becomes
min
i=1,2,..,K
{f(x¯i)− f∗} ≤ 1
2
√
K
[
µ2f2(x¯0)
γ
+M2γ].
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Minimizing the right hand side, we find that the optimal choice is γ = µf(x¯0)
M
. In this case, we obtain
the following rate of convergence:
f∗k − f∗ ≤
Mµf(x¯0)√
K
=
Mµf(xk−1)√
K
.
That implies the O( 1√
K
) rate of convergence of sub-gradient method in each main Step of our
algorithm.
The linear convergence of our algorithm is stated in the following theorem.
Theorem 3 The sequence {xk}, k = 0, 1, ... generated by the SDP smooth algorithm satisfies
f∗k − f∗ ≤
1
2
[f∗k−1 − f∗],∀k = 1, 2, ...
Proof. By convergence properties of sub-gradient algorithm, we have
f∗k − f∗ ≤
Mµf∗k−1√
K
.
Note that f∗ = 0 and K ≥ 4M2µ2, that implies
f∗k − f∗ ≤
1
2
[f∗k−1 − f∗].
The following iteration complexity result is an immediate consequence of Theorem 3.
Corollary 4 Let {xk} be the sequence generated by the SDP non-smooth algorithm. Given any
ǫ > 0, an iterate xk satisfying f(xk)− f∗ ≤ ǫ can be found in no more than
4M2µ2log2
f(x0)
ǫ
iterations, where M is defined in (3.7).
Proof. Follow Theorem 3, after each main Step, the objective function is decreased by one haft.
That implies to obtain ǫ−solution of SDP non-smooth formulation, we need log2 f(x0)ǫ restarts, then
the number of iterations is
4M2µ2log2
f(x0)
ǫ
.
4 A smooth SDP Optimization Formulation for LMI
In this Section, we introduce a smooth SDP optimization formulation for the Linear Matrix Inequality
(2.3). Consider the following objective function
f(x) = min
u∈Sn
−
‖Ax−B − u‖2F . (4.9)
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Note that f(x) is the square of the distance from Ax−B to the non-positive semidefinite matrix cone
Sn−. Our approach to solve the LMI problem (2.4) is solving the equivalent optimization problem
min
x∈Rn
f(x).
It is easy to see that if x∗ is a feasible solution to (2.4) then x∗ is an optimal solution to minx∈Rn f(x)
and vice versa. Furthermore, if x∗ is a feasible solution to (2.4) then we also have f(x∗) = 0. The
smoothness of the objective function f(x) is presented in the following Lemma.
Lemma 5 Given a linear operator A : Rn → Sn, the objective function given in (4.9) has 2‖A‖2
Lipschitz continuous gradient, where ‖A‖ denotes the operator norm of A with respected to the pair
of norm ‖.‖2 and ‖.‖F defined as follows
‖A‖ := max{‖Au‖∗F : ‖u‖ ≤ 1} (4.10)
Proof. The proof immediately follows the Proposition 1 of [11], in which
U = U∗ = Rn, V = V ∗ = Sn,
and
ψ = (distSn
−
)2,
where distSn
−
is the distance function to the cone Sn− measured in terms of the norm ‖.‖F . Note that
distSn
−
is a convex function with 2-Lipschitz continuous gradient, see Proposition 15 of [11].
Define the Lipschitz constant of the objective function gradient by
L = 2‖A‖2. (4.11)
It is easily to see that, the operator norm ‖A‖ can be computed as follows
‖A‖ = ‖A‖2,F =
√√√√ n∑
i=1
‖Ai‖2F .
Throughout this paper, we will say that (4.9) is a smooth optimization formulation of LMI problem.
In next Subsections, we will describe our algorithms and discuss about their convergence behaviors.
The smooth formulation can be solved by first order methods such as Nesterov’s optimal method
and its variants. In this Section, we propose a linearly convergent algorithm for solving the smooth
formulation based on a global error bound for LMI. That error bound represents the growth condition
of the objective function which is described in the following Lemma.
Lemma 6 For any x ∈ Rn, we have
d2(x,X∗) ≤ µ2f(x), (4.12)
where X∗ is the feasible solution set of (2.4).
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Proof. Note that X∗ is also the optimal set of minimizing (4.9). We consider the following two
cases.
Case 1: x ∈ X∗, then
d(x,X∗) = 0,
and
f(x) = min
u∈Sn
−
‖Ax−B − u‖2F = 0.
That implies (4.12) is true for any x ∈ X∗.
Case 2: x /∈ X∗, then by Corollary 1 in [8], we have
d(x,X∗) ≤ µλ1(Ax−B).
Because x /∈ X∗ then λ1(Ax−B) > 0. It is easy to show that
λ21(Ax−B) ≤ ‖Ax−B − u‖2F , ∀u ∈ Sn−.
That implies
d2(x,X∗) ≤ µ2f(x), ∀x /∈ X∗.
The Lemma immediately follows from two cases.
Our algorithm is described as follows. At each main step (Step 1), our algorithm run the Nes-
terov’s optimal method (see [11], [24]) for K = 4µ‖A‖ iterations with the input is the current iterate
to obtain the new one. In other words, we restart the Nesterov’s algorithm after a constant num-
ber K of iterations. We denote {xk}, k = 0, 1, ... by the sequence obtained by our algorithm and
{x¯i}, i = 0, 1, ... by the sequence obtained by Nesterov’s method in the Step 1. The scheme of our
algorithm is represented as follows.
The SDP Smooth Algorithm:
Input: xu0 ∈ Rn.
Output: xk ∈ Rn.
1) kth iteration, k ≥ 1.
Run Nesterov’s algorithm with initial solution x¯0 = xk−1 for K = 4µ‖A‖ iterations.
xk := x¯K .
2) Go to Step 1.
Observe that the above algorithm is different from running the Nesterov’s algorithm for multiple
times of K iterations because when we restart the Nesterov’s algorithm, the parameters is also
restarted. The main convergence result is stated in the following theorem.
Theorem 7 The sequence {xk}, k = 0, 1, ... generated by the SDP smooth algorithm satisfies
f(xk) ≤ 1
2
f(xk−1),∀k ≥ 1.
Proof. By convergence properties of Nesterov’s algorithm (see [11], [24]), and note that f(x) has
2‖A‖2-Lipschitz continuous gradient, we have
f(xk)− f∗ ≤ 8‖A‖
2d2(xk−1,X∗)
K2
.
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Furthermore, f∗ = 0, that implies
f(xk) ≤ 8‖A‖
2d2(xk−1,X∗)
K2
.
By Lemma 4.12, we have
d2(xk−1,X∗) ≤ µ2f(xk−1).
Note that K ≥ 4µ‖A, ‖ then
f(xk) ≤ 8‖A‖
2µ2f(xk−1)
K2
≤ 1
2
f(xk−1).
The following iteration complexity result is an immediate consequence of Theorem 7.
Corollary 8 Let {xk} be the sequence generated by the SDP smooth algorithm. Given any ǫ > 0,
an iterate xk satisfying f(xk)− f∗ ≤ ǫ can be found in no more than
4µ‖A‖log2 f(x0)
ǫ
iterations, where A is defined in (4.10).
Proof. Follow Theorem 7, after each main Step, the objective function is reduced by one haft.
That implies to obtain ǫ−solution of the SDP smooth formulation, we need log2 f(x0)ǫ restarts, then
the number of iterations is
4µ‖A‖log2 f(x0)
ǫ
.
5 Uniformly linearly convergent algorithm for smooth and non-
smooth formulations
In the previous sections, we propose linearly convergent algorithms for non-smooth and smooth
formulations in which both algorithms require estimating the Lipschitz constants, M of the objective
function and L of its gradient. In this section, we present a new method which converges linearly
not only for smooth formulation but also for non-smooth formulation. Moreover, this algorithm does
not require any information of the problem such as the size of Lipschitz constants L and M .
We consider a general convex programming problem of
f∗ := min
x∈Rn
f(x), (5.13)
where the optimal value f∗ is known and f(.) satisfies
f(y)− f(x)− 〈f ′(x), y − x〉 ≤ L
2
‖y − x‖2 +M‖y − x‖, ∀x, y ∈ Rn, (5.14)
for some L,M ≥ 0 and f ′(x) ∈ ∂f(x). Clearly, this class of problems covers both non-smooth
formulation (3.6) corresponding to L = 0,M = ‖A‖ and smooth formulation (4.9) corresponding to
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L = 2‖A‖2,M = 0, where the optimal values of both formulations are zeros. In [10], Lan propose two
algorithms which is uniformly optimal for solving both non-smooth and smooth convex programming
problems. More interestingly, these algorithms do not require any smoothness information, such as
the size of Lipschitz constants. We present in the next subsection a new algorithm, that can be viewed
as a modification and combination of ABL and APL methods, posing uniformly linearly convergent
rate for solving both smooth and non-smooth formulations and does not require any smoothness
information of the problems as well.
5.1 The Modified ABL-APL algorithm
The basic idea of bundle-level method is to construct a sequence of upper and lower bounds on f∗
whose gap converges to 0. We introduce a gap reduction procedure which is much simple than those
in ABL and APL method as follows.
The Modified ABL-APL gap reduction procedure:
Input: xu0 ∈ Rn.
Output: x¯ ∈ Rn.
Initialize: Set f¯0 = f(x
u
0) and t = 1. Also let x0 be arbitrary chosen, say x0 = x
u
0 .
1) Set
xlt = (1− αt)xut−1 + αtxt−1. (5.15)
2) Update prox-center: Set
xt ∈ argmin{‖x− xt−1‖2 : h(xlt, x) ≤ l}, (5.16)
where l = f∗, and
h(z, x) := f(z) +
〈
f ′(z), x− z〉 . (5.17)
3) Update upper bound: Choose xut ∈ Rn such that
f(xut ) ≤ min{f¯t−1, f(αtxt + (1− αt)xut−1)},
and set f¯t = f(x
u
t ). In particular, denoting x˜
u
t ≡ αtxt + (1 − αt)xut−1, set xut = x˜ut if f(x˜ut ) ≤ f¯t−1
and xut = x
u
t−1 otherwise.
4) If f¯t ≤ 12 f¯0, terminate the procedure with out put x¯ = xut .
5) Set t = t+ 1, and Go to Step 1.
This procedure is a modification and combination of ABL and APL gap reduction procedures.
Firstly, in comparison with the ABL gap reduction procedure, in Step 1, we do not need to update
the lower bound because the optimal value is known. Secondly, we use the same level l = f∗ for every
step and each bundle contains only one cutting plane, that makes the difficulty of our subproblem is
not increased after each iteration. Finally, the selection of the stepsizes αt is different from the ABL
gap reduction procedure, in particular, the selection is similar to the APL gap reduction procedure.
The algorithm is described as follows
The bundle-level method:
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Input: Initial point p0 ∈ Rn and tolerance ǫ > 0.
Initialize: Set ub1 = f(x0) and s = 1.
1) If ubs ≤ ǫ, terminate;
2) Call the gap reduction procedure with input x0 = ps.
Set ps+1 = x¯, ubs+1 = f(x¯), where x¯ is the output of the gap reduction procedure.
3) Set s = s+ 1 and Go to Step 1.
We say that a phase of the Modified ABL-APL method occurs whenever s increments 1 and an
iteration performed by gap reduction procedure will be called an iteration of the Modified ABL-APL
method.
According to the Modified ABL-APL gap reduction procedure, after each phase, the objective
value is reduced by one half, corresponding to the case we set the constant factor in ABL or APL
gap reduction procedure to 0.5. To guarantee the linear convergence of our algorithm, we need to
properly specify the stepsizes {αt}. Our stepsizes policies is similar to the APL method. More
specifically, we denote
Γt :=
{
1, t = 1
Γt(1− αt), t ≥ 2 , (5.18)
we assume that the stepsizes αt ∈ (0, 1], t ≥ 1, are chosen such that
α1 = 1,
α2t
Γt
≤ C1, Γt ≤ C2
t2
and Γt
[
t∑
τ=1
(
ατ
Γτ
)2] 12
≤ C3√
t
, ∀t ≥ 1, (5.19)
Lemma 9 a) If αt, t ≥ 1, are set to
αt =
2
t+ 1
, (5.20)
then the condition (5.19) holds with C1 = 2, C2 = 2 and C3 = 2/
√
3;
b) If αt, t ≥ 1, are computed recursively by
α1 = Γ1 = 1, α
2
t = (1− αt)Γt−1 = Γt, ∀t ≥ 2, (5.21)
then we have αt ∈ (0, 1] for any t ≥ 2. Moreover, condition (5.19) holds with C1 = 1, C2 = 4 and
C3 = 4/
√
3;
Proof. See Lemma 6 in [10].
It is worth noting that these stepsizes policies does not depend on any information of L,M and
f(x0). Furthermore, these stepsizes αt is reset to 1 at the start of a new phase, or in the other words,
we reset the stepsizes whenever the objective value decreases by one half.
The main convergence properties of the above algorithm are described as follows.
Theorem 10 Suppose that αt ∈ (0, 1], t ≥ 1, in the Modified ABL-APL method are chosen such that
(5.19) holds and ps, s ≥ 0 are generated by Modified ABL-APL method. Then,
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1) The total number iterations performed by the Modified ABL-APL method applied to the smooth
formulation (4.9) can be bounded by
⌈√
LC1C2µ
⌉
log2
f(p0)
ε
, (5.22)
where L is given by (4.11);
2) The total number iterations performed by the Modified ABL-APL method applied to the non-
smooth formulation (3.6) can be bounded by
⌈
4M2C23µ
2
⌉
log2
f(p0)
ε
, (5.23)
where M is given by (3.7);
Observe that, if the stepsizes polices (5.20) is chosen, then the total number of iterations performed
by Modified ABL-APL applied to smooth and non-smooth formulations respectively are
2
√
2‖A‖µ and 16
3
M2µ2log2
f(x0)
ǫ
.
On the other hand, if the stepsizes polices (5.21) is chosen, then the total number of iterations
performed by Modified ABL-APL applied to smooth and non-smooth formulations respectively are
2
√
2‖A‖µ and 64
3
M2µ2log2
f(x0)
ǫ
.
5.2 Convergence analysis for Modified ABL-APL method
In this section, we provide the proofs of our main results presented in the Theorem 10. We first
establish the convergence properties of the gap reduction procedure, which is the most important
tool for proving Theorem 10.
The following lemma shows that the reduction procedure generates a sequence of prox-centers xt
which is ”close” enough each other.
Lemma 11 Suppose that xτ , τ = 0, 1, ..., T, are the prox-centers generated by a reduction procedure,
where T is number of iterations performed, then we have
T∑
τ=1
‖xτ − xτ−1‖2 ≤ ‖x0 − x∗‖2,
where x∗ is an arbitrary optimal solution of (5.13).
Proof. Denote the level sets by
Lt := {x ∈ Rn : h(xlt, x) ≤ l}, t = 1, ...,
and x∗ by an arbitrary optimal solution of (5.13). Then because of the convexity of the objective
function, it is easy to see that x∗ is a feasible solution to (5.16) for every step, i.e. x∗ ∈ Lt, t =
1, 2, ..., T − 1. Furthermore, using the Lemma 1 in [9] and the subproblem (5.16), we have
‖xτ − x∗‖2 + ‖xτ−1 − xτ‖2 ≤ ‖xτ−1 − x∗‖2, τ = 1, 2, ..., T.
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Summing up the above inequalities we obtain
‖xT − x∗‖2 +
T∑
τ=1
‖xτ−1 − xτ‖2 ≤ ‖x0 − x∗‖2,∀x∗ ∈ X∗.
The following result describes the main recursion for the Modified ABL-APL gap reduction procedure
which together with the global error bound (4.12) and (3.8) imply the rate of convergence of the
Modified ABL-APL method.
Lemma 12 Let (xlt, xt, x
u
t ), t ≥ 1, be the search points computed by the Modified ABL-APL gap
reduction procedure. Also, let Γt defined in (5.18) and suppose that the stepsizes αt, t ≥ 1, are chosen
such that the relation (5.19) holds. Then we have
f(xut )− f∗ ≤
LC1C2
2t2
‖x0 − x∗‖2 + MC3√
t
‖x0 − x∗‖ (5.24)
Proof. Denote
x˜ut = αtxt + (1− αt)xut−1.
By definition of xlt, we have
x˜ut − xlt = αt(xt − xt−1).
Using this observation, (5.14), (5.17), (5.15), (5.16) and the convexity of f , we have [Lemma 1]
f(xut ) ≤ f(x˜ut ) ≤ (1− αt)f(xut−1) + αtl +
Lα2t
2
‖xt − xt−1‖2 +Mαt‖xt − xt−1‖. (5.25)
By subtracting l from both sides of the above inequality, we obtain, for any t ≥ 1,
f(xut )− f∗ ≤ (1− αt)[f(xut−1)− f∗] +
Lα2t
2
‖xt − xt−1‖2 +Mαt‖xt − xt−1‖. (5.26)
Dividing both sides of above inequality to Γt and using (5.18), (5.19), we have
f(xu1)− f∗
Γ1
≤ 1− α1
Γ1
[f(xu0)− f∗] +
LC1
2
‖x1 − x0‖2 +Mα1
Γ1
‖x1 − x0‖
=
LC1
2
‖x1 − x0‖2 +Mα1
Γ1
‖x1 − x0‖
and for any t ≥ 2
1
Γt
[f(xut )− f∗] ≤
1− αt
Γt
[
f(xut−1)− f∗
]
+
LC1
2
‖xt − xt−1‖2 +Mαt
Γt
‖xt − xt−1‖
=
1
Γt−1
[
f(xut−1)− f∗
]
+
LC1
2
‖xt − xt−1‖2 +Mαt
Γt
‖xt − xt−1‖
Summing up the above inequalities, we have, for any t ≥ 1,
1
Γt
[f(xut )− f∗] ≤
LC1
2
t∑
τ=1
‖xτ − xτ−1‖2 +M
t∑
τ=1
ατ
Γτ
‖xτ − xτ−1‖
≤ LC1
2
t∑
τ=1
‖xτ − xτ−1‖2 +M
[
t∑
τ=1
(
ατ
Γτ
)2] 12 [ t∑
τ=1
‖xτ − xτ−1‖2
] 1
2
,
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where the second inequality follows from the Cauchy-Schwartz inequality. Then from the relation
(5.19) and the Lemma 11, for any t ≥ 1 and x∗ ∈ X∗, we have
f(xut )− f∗ ≤
LC1Γt
2
‖x0 − x∗‖2 +MC3Γt
[
t∑
τ=1
(
ατ
Γτ
)2] 12
‖x0 − x∗‖
≤ LC1C2
2t2
‖x0 − x∗‖2 + MC3√
t
‖x0 − x∗‖
Now we are ready to prove the Theorem 10.
Proof of Theorem 10: We will show that the MABL method obtain linear convergence rate for
both smooth and non-smooth formulations.
First, we consider the smooth formulation, i.e. M = 0. By the Lemma 12 and the error bound
(4.12), note that M = 0, we have, for any t ≥ 1,
f(xut )− f∗ ≤
LC1C2
2t2
‖x0 − x∗‖2 ≤ LC1C2µ
2
2t2
[f(xu0)− f∗] , (5.27)
that implies, for any s ≥ 1
f(ps)− f∗ ≤ LC1C2µ
2
2t2
[f(ps−1)− f∗] . (5.28)
Then the number of iterations performed by reduction procedure each phase is bounded by T1, where
T1 =
⌈√
LC1C2µ2
⌉
. (5.29)
After each phase, the objective function value is decreased by one half, then the number of phase is
max{0, log2 f(p0)
ǫ
}.
Then Part 1 of Theorem 10 is automatically follows.
Second, we consider the non-smooth formulation, i.e. L = 0. By the Lemma 12 and the error
bound (3.8), note that L = 0, we have, for any t ≥ 1,
f(xut )− f∗ ≤
MC3√
t
‖x0 − x∗‖ ≤ MC3µ√
t
[f(xu0)− f∗] , (5.30)
that implies, for any s ≥ 1,
f(ps)− f∗ ≤ MC3µ√
t
[f(ps−1)− f∗] . (5.31)
Then the number of iterations performed by reduction procedure each phase is bounded by T2, where
T2 =
⌈
(2MC3µ)
2
⌉
. (5.32)
After each phase, the objective function value is decreased by one half, then the number of phase is
max{0, log2 f(p0)
ǫ
}.
Then Part 2 of Theorem 10 is automatically follows.
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6 A special case
In this section, we consider a linear system of inequalities, which is a special case of Linear Ma-
trix Inequalities. Interestingly, we still preserve a linearly convergent algorithm for solving linear
inequalities system with a weaker assumption than Assumption 2. For convenience, in this section,
we present a smooth formulation and the smooth algorithm for solving linear system of inequalities.
Consider the linear inequalities system
Ax ≤ b, (6.33)
or {
aTi x ≤ bi (i ∈ I≤)
aTi x = bi (i ∈ I=)
where A is m × n matrix, I≤, I= are index sets corresponding to inequalities and equalities. We
assume that the following assumption holds.
A 3 The feasible solution set of (6.33) is non empty.
Note that this assumption is weaker than Assumption 2 which requires the strict feasibility on the
feasible solution set of LMIs.
We introduce the function e : Rm → Rm such that
e(y)i =
{
y+i (i ∈ I≤)
yi (i ∈ I=) ,
where
y+i = max {0, yi} .
Then, the equivalent optimization problem of linear inequalities system (6.33) is minimizing the
objective function
f(x) =
1
2
‖e(Ax − b)‖2, (6.34)
Note that x∗ is a solution of (6.33) if and only if x∗ is optimal solution of (6.34), and f(x∗) = 0.
The smoothness of this the objective function f(x) is described in the following lemma.
Lemma 13 Given a matrix A ∈ Rm×n and a vector b ∈ Rm, the objective function given in (6.34)
has a ‖A‖2−Lipschitz continuous gradient.
Proof. Denote
C = {y ∈ Rm : yi ≤ 0 for i ∈ I≤, yi = 0 for i ∈ I=}.
Then ‖e(y)‖ is the distance form a point y to the closed, convex set C. Using Proposition 15 in [11]
it can be shown that ‖e(Ax − b)‖2 is differentiable with derivative given by
∇f(x) = AT (y −ΠC(y)), y ∈ Rm
where y = Ax− b and ΠC(y) is projection of y on C.
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We have
‖AT (y1 −ΠC(y1))−AT (y2 −ΠC(y2))‖
≤ ‖A‖‖[(y1 −ΠC(y1))− (y2 −ΠC(y2))]‖
≤ ‖A‖‖y1 − y2‖
= ‖A‖‖A(x1 − x2)‖
≤ ‖A‖2‖x1 − x2‖
That implies
‖∇f(x1)−∇f(x2)‖ ≤ ‖A‖2‖x1 − x2‖.
The growth condition of the objective function is described in the following lemma which was
proposed by Hoffman, see [7].
Lemma 14 For any right-hand side vector b ∈ Rm, let Sb be the set of feasible solutions of the linear
system (6.34). Then there exists a constant LH , independent of b, with the following property:
x ∈ Rm and Sb 6= ∅ ⇒ d(x, Sb) ≤ LH‖e(Ax− b)‖. (6.35)
The objective function can be viewed as an error measure function which determines the errors in
the corresponding equalities or inequalities of a given arbitrary point. This lemmas provide an error
bound for the distance from a arbitrary point to the feasible solution set of (6.34). The minimum
constant LH satisfies the growth condition (6.35) is called the Hoffman constant which is well studied
in [33], [27], [13], [4] and [34]. That constant can be easily estimated in some cases, especially in
linear system of equations. In that case, the Hoffman constant is the smallest non-zero singular value
of the matrix A.
The algorithm for linear system of inequalities is same as the smooth algorithm in Section 4.
In particular, we restart the Nesterov accelerate gradient method after each K =
√
8‖A‖2L2H . The
algorithm scheme is described as follows.
Step 0: Initial solution x0 ∈ Rn.
Step 1: kth iteration, k ≥ 1.
Run Nesterov accelerate gradient method with initial solution x¯0 = xk−1 for
K =
√
8‖A‖2L2H iterations.
xk := x¯K .
Step 2: Go to Step 1.
The convergence property is described in following Theorem.
Theorem 15 For any k ≥ 1,
f(xk) ≤ 1
2
f(xk−1).
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Proof. By convergence properties of Nesterov accelerate gradient method [22], we have
f(xk)− f∗ ≤ 4‖A‖
2
(K + 2)2
‖xk−1 − x∗‖2.
Using the Hoffman error bound and note that f∗ = 0, we obtain
f(xk) ≤ 4‖A‖
2L2H
(K + 2)2
f(xk−1)
≤ 1
2
f(xk−1),
where the second inequality is followed by the choice of iterations number K.
The following iterations complexity result is an immediate consequence of Theorem 15.
Corollary 16 Let {xk} be the sequence generated by the smooth algorithm. Given any ǫ > 0, an
iterate xk satisfying f(xk)− f∗ ≤ ǫ can be found in no more than√
8‖A‖2L2H log2
f(x0)
ǫ
iterations.
7 Conclusions
We present two formulations for a Linear Matrix Inequalities called smooth and non-smooth for-
mulations. We propose two new first-order algorithms respectively, the SDP smooth algorithm and
the SDP non-smooth algorithm, to solve these problem which can obtain a linear convergence rate.
Basically, the idea of these algorithms is restarting an optimal method for smooth and non-smooth
convex problem after a constant number of iterations and a global error bound for Linear Matrix
Inequalities. These algorithms require knowledge about the smoothness parameters of the convex
problems. We also introduce an uniformly linearly convergent algorithm for both formulations namely
Modified ABL-APL method. This algorithm is a modification and combination of two algorithms,
ABL and APL, proposed by Lan in [10]. Furthermore, no smoothness information of problem such
as Lipschitz constant L or M is required. A special case of Linear Matrix Inequalities, Linear system
of inequalities, is also considered in which we still obtain a linearly convergent algorithm under a
weaker assumption than that in Linear Matrix Inequalities.
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