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1 lntroduction
When solving non-linear equations by iterative methods the number of iterations depends
greatly on the starting values. In this Ilote, we will present some $\subset,\mathrm{i}_{\mathrm{I}\mathrm{n}}\mathrm{p}\mathrm{l}\mathrm{e}$ procedure to
determine the starting values which reduces the number of iterations of the Durand-
Kerner-Aberth method for solving algebraic equations.
2 Convergence of Durand-Kerner iteration
Let us consider the algebraic equation
$p(z)=a_{0+}Z^{r\iota}a_{1}z^{n}-1++\cdots a7\iota=a0(z-\alpha 1)\cdots(_{Z\alpha_{r})}-\iota=0$ . (1)
The $\mathrm{D}\mathrm{u}\mathrm{r}\mathrm{a}\mathrm{n}\mathrm{d}_{-\mathrm{K}\mathrm{e}\mathrm{r}\mathrm{n}}\mathrm{e}\mathrm{r}$ -Aberth (in short $\mathrm{D}- \mathrm{K}_{-}\mathrm{A}$) iteration [1] for solving the equation (1) is
given by





The D-K-A iteration is known to converge with a cubical order of convergence when the
starting values are sufficiently close to the solutions. To derive the procedure for obtaining
“good” starting values of the D-K-A method we investigate the behaviors of $z_{i}’ \mathrm{s}$ before
they converge with the cubical order of convergence.
We now suppose that after the several iterations nlany of the approxirnate solutions
$z_{i}(i=1, \ldots, n)$ are in small errors but the remainders are in large errors. To be more
specific, suppose that the set of the indices $N=\{1, \ldots, n\}$ can be divided into the two
sets $N_{0}$ and $N_{1}$ according to the sizes of the errors, i.e., that for the two sets of indices
$N_{0}=\{1, \cdots, n-m\},$ $N_{1}=\{n-7n+1, \cdots, n\},$ $N=N_{0}\cup N_{1}$ ,
where $0<m\ll n$ , the errors $e_{i}=z_{i}-\alpha_{i}(i=1, \ldots, n)$ of the approximate solutions
satisfy the condition
$e_{i}=\{$
$O(\rho_{0})$ , $i\in N_{0}$ ,
$O(\rho_{1})$ , $i\in N_{1}$ ,
(4)
where $\rho_{0}$ and $\rho_{\rceil}$ are the positive constants such that
$0<\rho 0\ll\rho 1$ , $0<\rho_{0}\ll 1$ .
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Suppose, moreover, that the minimum distance of the approximate solutions in each group
is relatively large compared with $p0$ and $\rho_{1}$ , i.e., that the distances $D_{0}$ and $D_{1}$ defined by
$D_{0}=i,j \in N_{0}\min_{i\neq j}|z_{i}-\nearrow_{j}.|,$ $D_{1}=i,\mathrm{j}N_{1}\mathrm{r}\mathrm{n}_{\in}\mathrm{i}\mathrm{n}\mathrm{i}\neq j|z_{i}-z_{j}|$
satisfy that
$0<c_{0-p\mathrm{o}^{D_{0^{1}}^{-}}}-<1,0<c_{1}=\rho_{1}D_{1}^{-1}<1$ .





We can conclude that:
$\bullet$ Each of the approximate solutions belonging to the group $N_{0}$ converges quadratically.
$\bullet$ On the other hand, if $(m-1)C^{2}1<1$ then the rate of $\mathrm{c}\mathrm{o}\mathrm{n}$-vergence of each member of
the group $N_{1}$ is not quadratic but linear. In particular, if $m=1$ then the error of
this group reduces up to the same order as that of the group $N_{0}$ .
The result above suggests that it is more advantageous to start the D-K-A iteration
with the set of starting values such that the number of starting values with small errors
are large. Consequently, if we specify the starting values on the circle centered at the
average of the roots then it is better to take the circle with a rnoderate radius.
Thus, the author recommends the following set of the starting values:
$z_{i}^{(0)}= \beta+r_{gm}\exp[\sqrt{-1}(\frac{2\pi(i-1)}{n}+\frac{3}{2n})],$ $i=1,$ $\cdots,$ $n$ , (6)
where $\beta$ is the arithmetic mean of the roots and $r_{gm}$ is the geometric mean of the deviations
$|\alpha_{i}-\beta|(i=1, \ldots, n)$ :
$/ \mathit{3}=-\frac{a_{1}}{na_{0}}$ , $r_{gm}=| \frac{p(\beta)}{a_{0}}|^{1/n}$
Note that the set of the starting values (6) is rnuch more easily calculable than is the
Aberth’s one.
3 Numerical experiments
3.1 Equation with random coefficients
In order to show the efficiency of our starting values, we solve 50 equations of degree 40
of the following types:
$\bullet$ The equation with random coefficients in the complex region $(-5,5)\cross(-5,5)$ , keeping
the leading coefficient $a_{0}=1$ .
$\bullet$ The equation with the random roots in the complex region $(-1,1)\cross(-1,1)$ .
For each of the equations above, we compare the $\mathrm{c}\mathrm{p}\mathrm{u}$ -time of the D-K-A method with
that of the D-K( $2\mathrm{n}\mathrm{d}$ order $\mathrm{D}\mathrm{u}\mathrm{r}\mathrm{a}\mathrm{n}\mathrm{d}- \mathrm{K}\mathrm{e}\mathrm{r}\mathrm{n}\mathrm{e}\mathrm{r}$) $[2]$ method and those of the other codes. This
experiment is performed on an ACOS 3900 computer using the double precision arithmetic
of FORTRAN 77. The results are shown in Table 1, 2.
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Table 1. Comparison of $\mathrm{c}\mathrm{p}\mathrm{u}$-times(sec) for the equations with random coefficients.































Table 2. Comparison of $\mathrm{c}\mathrm{p}\mathrm{u}$-times(sec) for the equations with random roots.































DKA(A): $\mathrm{D}\mathrm{u}\mathrm{r}\mathrm{a}\mathrm{n}\mathrm{d}_{-}\mathrm{K}\mathrm{e}\mathrm{r}\mathrm{n}\mathrm{e}\mathrm{r}_{-}\mathrm{A}\mathrm{b}\mathrm{e}\mathrm{r}\mathrm{t}\mathrm{h}$method started with the Aberth’s initial value.
DKA(G): Durand-Kerner-Aberth method started with the initial values on the
circle centered with $\beta$ radius $r_{gm}$ .
DK(A): Durand-Kerner method started with the Aberth’s initial value.
DK(G): Durand-Kerner method started with the initial values on the
circle centered with $\beta$ radius $r_{gm}$ .
DZPOCC: IMSL library.
POLEQB: NUMPAC library.
We can see that our procedure for the $\mathrm{s}\mathrm{t}\mathrm{a}\mathrm{r}\mathrm{t}\mathrm{i}_{1\mathrm{l}}\mathrm{g}$ values works well for the Durand-Kerner-
Aberth iteration, but not so well for the Durand-Kerner iteration.
3.2 Costs of iteration
To measure the costs of the iterations we consider the two functions defined by
CAM $=N_{am} \sum_{=i1}^{n}(ri-r)^{2}$ , (7)
CGM $=N_{gm} \sum_{i=1}^{n}(\log r_{i}-\log r)^{2}$ , (8)
$r_{i}=|\alpha_{i}-\beta|,$ $i=1,$ $\ldots,$ $n$ .
In Eqs. (7) and (8) the constants $N_{am}$ and $N_{cm}$, are chosen so that each of the functions
takes 1 as its minimum. One can easily see that the values of $r$ at which these two cost
functions take their minimum are given by $r_{an\iota}$ and $r_{gm}$ , the arithmetic rnean and the
geometric mean of $r_{i}’ \mathrm{s}$ , respectively.
In what is to follow, we solve the equations with given roots starting with the initial
values on various circles, and calculate the values of the cost functions and the number
of iterations for each of the circles.
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3.2.1 Equation with uniformly distributed roots
In this experirnent we solve the equation of degree 40 with uniformly distributed ran-






3.2.2 Equation with uniformly distributed roots and with several large roots
In this experiment, as before, we solve the equation of degree 40 with unifornlly dis-
tributed randorn roots in $(0,1)\cross(0,1)$ , but two of these are replaced with $\pm 100$ . The




3.2.3 Equation with real roots
The equation solved in this experiment is the Legendre polynomial of degree 40. The





From the experiments above, we can see that the geometric mean $r_{gm}$ approximates
well the radius $r$ which minimizes the iteration for the various type of equations. On
the other hand, the arithmetic mean $r_{am}$ and the Aberth’s radius $r_{ab}$ does not necessary
approximate this radius. Therefore our procedure using geometric mean works well for
various types of the equations. A rnore detailed discussion is foulld in [3].
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