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INTRODUCTION 
The major economic problems of agriculture are directly 
or indirectly related to supply functions and relationships. 
Consequently improved knowledge of agricultural supply is 
necessary for a better understanding of these problems and 
for formulation and implementation of an effective policy, A 
- greater knowledge of supply response also can help extension 
workers and specialists to provide improved information for 
farmers' decisions. Farmers then can use their individual 
resources for higher profits. 
Improved knowledge of supply response is of great im­
portance to outlook workers and marketing firms for forcasting 
more accurately the timing and magnitude of commodity supplies. 
Supply information can also aid in a better understanding of 
problems related to interregional competition and area develop­
ment. In short, greater knowledge of supply responses and 
relationships for individual and aggregate agricultural com­
modities is important at all levels in the agricultural sector 
of the economy. 
Despite the great necessity of supply information, ade­
quate research has not been conducted in this direction. Why 
has this been true? In answering this question, Cochrane(15, 
p. 1161) provides two unrelated answers. 
First, production men, the men with raw data and a 
natural claim to this subject area, have not inter­
ested themselves in predictive supply relations ... 
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...Second, the general, or price economists have 
been lost in conceptual fog surrounding the 
supply relation. Conceptual difficulties growing 
out of length of run, unit of inquiry and defi­
nitions have prevented the emergence of a clear 
and potentially measurable concept of the supply 
relation in agriculture. 
Agricultural price analysts have, so far, concentrated heavily 
on the demand side. With more emphasis on supply, research is 
now being directed towards useful quantitative analysis of 
supply relationships for agricultural products. It is in this 
direction, that the present study is attempted. 
The Soybean Industry in the United States 
The soybean, also known as the soya bean, soja bean and 
Manchurian bean, is native to Eastern Asia. Soybeans were 
first grown in the United States in I&04. The United States 
Department of Agriculture developed and introduced new vari­
eties of soybeans in 1Ô9Ô. Early expansion of soybean acreage 
was slow. By about 1919, the first intensive soybean planting 
took place in the states of Kentucky, Virginia, Alabama and 
Mississippi. However by 1924, the Corn Belt states became the 
leading states, producing more than 40 percent of the total 
soybeans. By 1963, about 65 percent of the total United States 
soybean crop was grown in the Corn Belt states. 
Growth in soybean production was only moderate during the 
late 1920's. However, in subsequent years, acreage growth was 
spectacular and United States soybean production has grown 
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ever since. Soybean production was 14 million bushels in 
1930, 7â million bushels in 1940, 299 million bushels in 1950 
and 701 million bushels in 1963. The rapid growth in soybean 
acreage and production is indicated in Table 1. Not only have 
production and acreage increased, but also soybean average 
yields per acre have doubled since 1924. 
The United States, the world's leading soybean producer, 
now grows more than 65 percent of the world's crop. What are 
the reasons for this phenomenal increase in the soybean pro­
duction in the United States? The increase in output must 
have been caused by an increase of the product price or the 
reduction of the production cost. Though there has been some 
price increase, it is not likely that the increase in soy­
bean prices alone have caused the large growth in production. 
The relative profitability of soybeans over competing 
crops is an important factor affecting production and supply. 
The growing post-war demand for fats and oil might also have 
had some effect on the growth of the soybean industry, by 
causing soybean prices to remain high, relative to other crops. 
There are other circumstances which favored a rapid de­
velopment of the soybean crop in the United States. They 
include tariff protection, price supports and production and 
technological improvements. Too, there have been technologi­
cal advances in the crop technology favoring soybean produc­
tion. Marked improvements in marketing, handling, processing 
and distribution of soybeans also have furthered the economy 
Table 1. Soybean statistics for United States 
prices, 1929-1963 
Year 
Total 
planted, 
acreage 
(1000 A) 
Total planted 
acreage minus 
acreage for hay 
(1000 A) 
Total pro­
duction 
(1000 bu) 
1929 2801 1044 11434 
1930 3456 1415 11975 
1931 4281 1532 15271 
1932 4151 1444 13121 
1933 3943 1468 II67O 
1934 6201 2004 18674 
1935 7503 3488 44462 
1936 6696 3580 30055 
1937 7075 3 606 45412 
1938 8196 4472 62719 
1939 10491 5901 91272 
1940 11800 6980 77386 
1941 11391 7845 105587 
1942 15102 12481 187155 
1943 15854 12677 193125 
1944 14383 11806 I90406 
1945 13777 11837 192076 
1946 12427 10928 201275 
1947 13709 12417 183558 
1948 12538 11427 223OO6 
1949 12309 11179 231007 
Acreage, production yields and 
Season U.S. sup-
Yield/A price® port 
average average price 
(bu) (dollars/bu) ( dollars/bu) 
12.8 1.87 -
13.9 1.32 -
15.7 0.48 -
15.8 0.56 -
13.8 0.99 -
15.3 1.01 -
16.5 0.79 -
14.1 1.28 -
17.8 0.85 -
20.2 0.68 -
20.7 o.ai -
16.2 0.90 -
18.0 1.55 1.05 
18.7 1.61 1.60 
18.1 1.82 1.80 
18.3 2.05 2.04 
18.0 2.08 2.04 
20.5 2.57 2.04 
16.4 3.34 2.04 
21.4 2.27 2.18 
22.7 2.16 2.11 
1950 15744 14698 299279 21.7 2.47 2.06 
1951 15735 14760 282477 20.9 2.73 2.45 
1952 16420 15229 298052 20.8 2.72 2.56 
1953 16792 15634 268528 18.3 2.72 2.56 
1954 13872 17834 341075 20.0 2.47 2.22 
1955 19959 19254 373522 20.1 2.22 2.04 
1956 21960 21401 449446 21.8 2.18 2.15 
1957 22149 21705 483715 23.2 2.07 2.09 
1958 25270 24798 579713 24.3 2.00 2.09 
1959 23407 23056 533175 23.7 1.96 1.85 
1960 24649 24200 555307 23.5 2.13 1.85 
1961 27981 27557 679566 25.2 2.28 2.30 
1962 28593 28118 669211 24.2 2.34 2.25 
1963^ 29655 29109 701465 24.5 2.63 2.25 
^Data is obtained from annual publications of (1) Agricultural Statistics 
USDA (2) Year Book of Agriculture USDA and (3) The Soybean Bluebook, American 
Soybean Association. 
^Includes acreage grown alone plus one-half the interplanted acreage. 
^Soybean season is from October through September. 
^Preliminary. 
6 
of soybean production. Also, the acreage allotment programs 
which restrict the acreages of corn, wheat and cotton have 
contributed to increases in soybean acreage. 
Objectives 
This study has been undertaken with the principal ob­
jective of presenting a comprehensive knowledge of soybean 
supply response in the United States. It estimates soybean 
acreage and production response functions on national, 
regional and state bases. The factors that influence the 
growth of soybean acreage and production are investigated. 
The extent of the influence of these factors is also con­
sidered. The price elasticities of soybean supply are pre­
sented. 
Currently soybeans are grown in 31 states. These 31 
states are grouped into eight agricultural regions for the 
study. Supply functions are estimated individually for the 
nation, for the eight regions and for a number of selected 
states which include the five states of the Corn Belt and 
Arkansas and Minnesota. These seven states produced about 
80 percent of U. S. total soybean production during 1963. 
The competing crops for soybeans vary from state to 
state and region to region. The crops that are considered 
competitive to soybeans for the regions and states are shown 
in Table 2, which gives the regional distribution of the 31 
states. 
NORTH 
JW&LFLKA WHIO 
SOUTH 
Map 1. Regional distribution of soybean growing states in the United States. 
Table 2, The regional distribution of soybean growing states with their 1963 
estimates on production and acreage. The competitive crops con­
sidered for the regions and the selected states are also presented. 
Region State 
Soybean 
production 
(1000 bu) 
Soybean planted 
acreage 
(1000 t) 
Competitive 
croDs 
1, Corn Belt 455,928 65.00)% 16504 5 5.66) oats, corn. 
wheat 
Illinois 164,462 23.45) 5620 18.95) oats, corn. 
12.32) 
wheat 
Iowa 109,290 15.58) 3654 oats, corn 
Indiana 74,470 10.62) 2731 9.21) oats, corn. 
9.19) 
wheat 
Missouri 65,586 9.35) 2724 oats, corn. 
wheat 
Ohio 42,120 6.00) 1775 5.99) oats, corn. 
wheat 
2. Mississippi 
62,687 11.79) 15.90) Delta 4715 oats, corn. 
cotton 
Arkansas 51,152 7.29) 2965 10.00) oats, corn. 
cotton 
Mississippi 25,023 3.57) 1387 4.68) 
Louisiana 6,512 0.92) 363 1.22) 
3. Lake States 67,074 9.56) 2865 9.65) oats, corn, 
wheat 
Minnesota 58,236 8.30) 2412 8.13) oats, corn. 
wheat 
Michigan 6,930 0.99) 336 1.13) 
Wisconsin 1,908 0.27) 117 0.39) 
4. Appalachian 36,049 ( 5.14) 2059 ( 6.94) oats, corn, 
14,328 { 2.04) { 2.54) 
wheat, cotton 
N. Carolina 754 
Tennessee 11,088 ( 1.58) 607 ( 2.05) 
Kentucky 5,733 ( 0.82) 289 ( 0.97) 
Virginia 4,900 { 0.70) 403 ( 1.36) 
W, Virginia 6 ( 0.02) 
5, Northern 
Mains 27,971 ( 3.98) 1509 ( 5.09) oats, corn, 
1 wheat Kansas 12,064 ( 1.72) $61 { 2.90) 
Nebraska 9,291 ( 1.32) 329 ( 1.11) 
S. Dakota 3,576 ( 0.51) 151 ( 0.51) 
N. Dakota 3,040 ( 0.43) 168 { 0.57) 
6. South East 17,973 ( 2.56) 1179 ( 3.98) oats, corn, 
cotton 
S. Carolina 12,070 ( 1.72) 776 ( 2.62) 
Alabama 3,276 ( 0.47) 181 ( 0.61) 
Georgia 1,502 ( 0.21) 171 ( 0.58) 
Florida 1,125 ( 0.16) 51 { 0.17) 
7. North East 9,229 ( 1.32) 541 ( 1.83) oats, corn. 
wheat 
Maryland 4,551 ( 0.65) 256 ( 0.86) 
Delaware 3,672 (  0 .52)  210 ( 0.71) 
New Jersey 828 { 0.12) 53 { 0.18) 
Pennsylvania 114 ( 0.L2) 17 ( 0.06) 
New York 64 ( 0.01) 5 ( 0.02) 
8. Southern Plains 4,554 { 0.65) 283 ( 0.95) oats, corn, 
wheat, cotton 
Texas 2,604 ( 0.37) 92 ( 0.31) 
Oklahoma 1,950 ( 0.28) 191 (  0 .64)  
United States All 31 states7aLA65(100.00) 29655(100.00) oats, corn. 
wheat, cotton 
^Figures in parentheses indicate the percentages of U. S. totals. 
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Approach in Analysis 
In static economic theory, the supply curve of a firm is 
identical with its marginal cost curve. For maximum profits 
of a firm, three conditions must be fulfilled. First, mar­
ginal cost must be equal to marginal revenue which, in turn, 
is equal to price under perfect competition. Second, the 
marginal cost must be rising. Third, the total revenue must 
exceed the total cost. The last condition will determine 
whether or not the firm should produce in the long run. For 
any product price there is a corresponding point on the mar­
ginal cost curve vritiich defines the optimum output. Conversely, 
the marginal cost curve traces out the optimum output vrtiich 
should be supplied for any given price, if the firm maximizes 
profit. Of course, the supply curve of a firm will not be 
exactly the same as its marginal cost curve because of un­
certainty and other reasons. The summation of individual 
supply curves of the firms in the industry will lead to the 
aggregate supply function of the commodity. 
The approach used in this study is the statistical esti­
mation of supply functions for states, regions and the nation 
from time series data. This approach is somewhat traditional 
in the estimation of demand and supply functions. Using 
proper models and appropriate statistical techniques for esti­
mation, this approach provides useful and unbiased estimates 
of the parameters in the equations. The difference 
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statistical estimation procedures used in time series are 
dealt with in the later chapters. 
This kind of supply analysis is known as a positive 
approach. A second approach, which is known as normative. 
deals with the derivation of supply functions from production 
functions, budgeting and linear programming, usually on a 
firm basis. The normative approach attempts to show how much 
a farmer ought to produce for a given price in order to maxi­
mize his profits. 
Both approaches have been used in recent supply studies. 
Both have advantages and limitations. Hence the approach one 
should follow depends on the circumstances and the nature of 
the information available. The efficiency of either, thus 
depends on the purpose of the investigation and whether the 
relevant variables are included and accurately measured. One 
advantage of a normative approach is that it can allow analy­
sis of the possible effects of new variables. Also the norma­
tive approach provides estimates of product outputs and 
factor demands for more individual commodities. However, the 
major limitation of the normative approach, based on a firm 
analysis, is that of aggregation. It is often difficult to 
aggregate the results of individual firm analyses to the 
regional and national level. The normative approach assumes 
that each farmer tries to maximize profits, a point which may 
not be generally true. The uncertainty conditions of the 
lia 
market may reduce the production response to price expectatiris 
and hence may not truly represent the outcomes of the norma­
tive approach. The regression models that are used in the 
positive appraoch are highly aggregate in respect to depen­
dent variables and hence may not reflect quantitative effects 
of specific variables of interest. 
While normative and positive approaches have their limi­
tations, both can add additional knowledge about product sup­
ply and factor demand. In the present study, the positive 
approach is used for estimating the soybean acreage and pro­
duction responses. This approach is selected for its ability 
to predict future outcomes. However a normative approach of 
the same problem may lead to additional information. 
Source of Data and Order of Presentation 
Basic data for this study is from Agricultural Year Books 
(84) and Agricultural Statistics (79) both of the U. S. De­
partment of Agriculture. The Soybean Bluebooks of American 
Soybean Association also provide supplementary data. Data for 
1962 and 1963 are from Crop Production (Ô) and Crop Values 
(Ô2) of the U. S, Department of Agriculture. The figures 
used for 1963 crop yields are the estimated values. The 
weather statistics are collected from publications of the 
U. S. Department of Agriculture and the U. S. Department of 
Commerce (79, 83, Ô5). 
lib 
In Chapter II, the literature in the field of supply 
analysis is reviewed. The emphasis is on theoretical and 
empirical discussions related to time series data. 
Chapter III deals with statistical techniques in problems 
of estimation. Methods for estimating simultaneous equation 
techniques are presented. An account on distributed lags is 
discussed. 
Chapter IV provides some considerations in the analysis 
of time series data and Chapter V deals with the factors that 
influence the soybean acreage and output growth. 
Chapter VI deals with empirical analysis of soybean 
acreage and production response relationships. Also it in­
cludes an analysis of the data transformed into logarithms. 
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REVIEW OF LITERATURE 
This chapter contains a review of previous work dealing 
with supply responses for agricultural commodities. The 
emphasis is on theoretical and statistical problems related 
to time series data. Also included is a discussion of the 
empirical framework. 
The Early Work 
The theory of supply of agricultural products can be 
traced in Alfred Marshall's work (52). Marshall distin­
guished between the market, short-run and long-run time per­
iod. However, the lack of sufficient data and proper sta­
tistical methods prevented early research workers from doing 
adequate empirical work on supply responses in agriculture., 
An early pioneering work in the field of supply analysis 
was conducted by Moore (54). Moore tried to relate current 
acreage for cotton to the cotton price of the previous year. 
However, he made no attempt to relate yields to price. His 
technique was mainly to correlate logarithmic first dif­
ferences of cotton acreages with the lagged logarithmic first 
differences of undeflated cotton prices. He did not find 
much of a relationship as the simple correlation between the 
two was only 0.5 for the period 1390-1913. His approach of 
regression techniques was carried forward by Ezekiel, Elliot, 
Bradford Smith, Bean, Henry Schultz and others. However the 
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inadequacy of the data hampered their studies. As a result, 
the forecasts and relationships were generally misleading. 
Elliot (22) in 1927 investigated the fluctuations in sup­
plies and prices of hogs for the period 1ÔÔ9 to 1916. Using 
regression techniques on first differences, he tried to ex­
plain hog receipts in Chicago, The most significant factor 
in explaining supply response of hogs was found to be various 
lagged hog-corn price ratios. Also he had computed the supply 
elasticities for different farming regions in Chicago. 
In 1925, Smith (67), related absolute changes in cotton 
acreage to prices during November to March of preceeding 
planting. He deflated each month's price by the wholesale 
price index of agricultural commodities. He had introduced 
trend in his regressions. Smith finally concluded that the 
January price variable and the lagged first difference of 
cotton production may be used as independent variables for 
forecasting purposes. After adjusting for the degrees of 
freedom, he got a high multiple regression coefficient of 0.98. 
Another early contribution to supply analysis was the 
study of Bean (7). Bean analyzed changes in the acreage of 
several crops. Graphic analysis was used for analyzing data 
of a short period 1921-1929. Bean had consistently used the 
absolute change in acreage harvested as the dependent vari­
able, The independent variables were prices received by pro­
ducers during the preceding two seasons. The prices were 
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generally deflated by an index of the general level of farm 
prices. He was one of the first research workers to have 
introduced the price of a competing crop specifically into 
his analysis. His analysis was done on both national and 
state levels. In his study, Bean found that the elasticities 
of supply for potatoes, sweet potatoes, cabbage, straw­
berries, and cotton were all less than unity, while the 
elasticities of rye, flax and watermelons were greater than 
unity at the means. 
Cassels (12) criticized the earlier studies on supply 
analysis on traditional Marshallian lines. He distinguished 
between market, short-run normal and long-run normal supply 
curves. He recognized that there is no curve which can be 
regarded as the one and only supply curve for any particular 
commodity. He brought out the key issues in statistical esti­
mation of elasticities of supply. In a later article, 
Cassels and Malenbaum (13) raised doubts about the validity 
of statistical methods in earlier studies on supply. They 
re-analyzed the earlier work of Ezekiel on milk production 
responses in Vermont. They obtained a coefficient of deter­
mination of only 0.03 using the data for 1922-1931 as against 
0.79 which Ezekiel had obtained using data for 1919-1925. 
They had suggested a combination of methods in the use of re­
gression techniques, 
Supprisingly, there was a dearth of empirical studies 
15 
on supply during the thirties and the work on supply was 
slowly renewed after the second world war, Kuznets (49) ex­
pressed the acreage of sugar beets in California as a 
function of the yield of sugar beets per acre in the pre­
ceding year. The acreage of sugar beets was deflated by an 
index of the capacity of the sugar beet processing industry. 
In an alternative formulation, he used the prices of sugar 
beets and the price of its competing crop, beans, both for the 
previous year, as separate variables, Walsh (âô) tried to 
explain cotton acreage cultivated by July 1, Because of the 
price support and allotment programs, he considered the data 
for the period 1910-1933 which was broken into two parts, 
1910-1924 and 1925-1933 subsequently. The independent vari­
ables which were considered successively were the price of 
cotton, the price of cotton seed, and a composite price of 
cotton and cotton seed. Then prices were lagged one year and 
deflated by an index of prices paid by farmers. The price of 
cotton seemed to be appropriate. Also the correlations were 
significantly higher for the latter period. 
Kohls and Paarlberg (46)  did a comprehensive study on 
supply responses of a large number of agricultural commodi­
ties. They used simple and multiple regression techniques. 
The percentage change in acreage from the preceding year was 
the dependent variable for all the commodities. For most of 
the commodities, the period of study was 1922-1942. The 
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results show very low correlation coefficients and elastici­
ties. However, they concluded that farmers as a group do, 
or intend to, respond to changing relative crop prices from 
year to year by changing the acreage planted. But they also 
mentioned that the amount of variation in either intended or 
harvested acreage that could be explained by price changes 
was, in many instances, quite small. 
By using the method of simultaneous equations, Tintner 
(77) worked the aggregate supply in agriculture. The inde­
pendent variables were farm prices, national income and a 
cost factor. The estimated coefficients, derived by the 
variate difference method were found not statistically sig­
nificant. However, Tintner suggested that the index of lagged 
farm prices might be used to yield better results. Girshick 
and Haavelmo (2â), using the simultaneous equations tech­
nique, estimated the supply response of the aggregate farm 
production to farm prices of the current year and the pre­
vious year and to the time. By using the data for the period 
1922-1941, they found that the current farm prices had a posi­
tive coefficient and that lagged farm prices and time had 
negative coefficients, 
Cromarty (17) formulated a comprehensive econometric 
model for United States agriculture. The model covered the 
period 1929-1953 and included 35 structural equations and a 
number of identities, A number of products were analyzed for 
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supply and demand relationships. \Vheat, feed grains, soybeans, 
cotton and other commodity production responses were esti­
mated on the national level by method of least squares. In 
the soybean production response, the independent variables 
were the price ratio of corn to soybean for the previous 
year, number of combines of farms and index of weather for 
soybean. Their estimated coefficients had positive signs as 
expected. The multiple correlation coefficient was of the 
order of 0.90. 
Candler (11) tried to explain New Zealand wheat acreage 
by using data from 1920-1953. Lambs and red clover were con­
sidered to be competing with wheat. He found a high degree 
of inter-correlation among the independent variables. The 
wheat price (lagged or announced) was found to have very little 
significant effect on the wheat acreage. 
Bowlen (S) estimated simple regression of first dif­
ferences of wheat planted acreage as a percentage of total 
cultivated acreage on first differences in adjusted wheat 
prices. The study was made using the data for 1926-1952 
(omitting 193^-1943 and 1950) in western, central and eastern 
Kansas state. The results were highly unsatisfactory. In 
western Kassas the short-run price elasticity of supply was 
found to be very small and not different from zero statisti­
cally, However the results were better in eastern Kansas 
with a price elasticity of supply equal to 0,32, This study 
might prevent others from over-simplifying the problem. 
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Nerlove (59) related cotton acreage to lagged acreage 
and lagged deflated price. The price elasticity for cotton 
supply was found to be equal 0.67. Hathaway (32) analyzed 
planted bean acreage against lagged price, abandonment of the 
previous year, expected income from competing crops and 
costs. He found the supply elasticity, equal to 0.26, rela­
tively inelastic. 
Among the recent supply studies of livestock products, 
the following are worth examining. Dean and Heady (19) in 
their study of hog production concluded that the most of the 
elasticity relate to changes in the number litters. They 
had estimated a set of elasticities for the United States and 
North Central region. Their hypothesis that the supply-price 
elasticity increased between time periods was not rejected 
for both the study of number of farrowings and the weight of 
animals marketed. The estimates obtained were for 1924-1937 
and 1938-1956 (omitting 1942, 1943 and 1944). Using a loga­
rithmic function for data 1924-1951, V/illiams and Sherman 
(89) explained hog production with predetermined independent 
variables. They found that total hog production was ex­
plained by the fall crop of the previous year and breeder's 
intention regarding the current spring crop, while such 
variables as corn supply and the hog-corn price ratio did 
not influence production significantly. Using data for 
1921-1950, Judge (43) derived coefficients for an egg supply 
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equation. He obtained the price elasticity of supply for 
current prices as 1.17 and for lagged prices as 0,23. 
Halvorson (31) using data for 1931-1954, derived short-run 
supply elasticities for milk by regions of the United States, 
He found for the United States that a one percent change in 
the milk-feed price ratio was associated with changes in milk 
production per cow per day of 0.03 percent during summer 
months and 0,14 percent during winter months. 
Besides empirical investigations, a number of important 
contributions were made towards supply concepts. As mentioned 
earlier, Cassels (12) recognized that there is more than one 
supply curve for any commodity. He visualized a series of 
supply curves for each commodity. He felt that it was sta­
tistically impossible to derive long-run normal supply curves. 
Also he felt that the elasticity of supply should be calcu­
lated with respect to the length of the run, Johnson (40) 
criticized the traditional theory of inelastic supply of 
agricultural commodities, especially the theory that a rela­
tively high rate of fixed capital in farm industry is the 
main cause of inelastic supply. In rejecting the theory of 
inelastic supply of aggregate agricultural production, 
Johnson based his assumption on the theory that the supply 
functions of production factors in agriculture are relatively 
inelastic. The supply response oi production factors in 
agriculture is inelastic in the short-run because there are 
very few alternative uses for land and other production 
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factors in farming. Heady (34) however, argued that the 
factors of production in agriculture are relatively elastic 
even though the total farm production is not responsive to 
price changes. The main reason, he gave for the support of 
this argument is that the resources are transferred with ease 
among the agricultural enterprises. Finally, he emphasized 
the urgent need for empirical research to provide meaningful 
estimates of structural relationships in supply. 
Cochrane (15) made a subtle distinction between supply 
and response. The term supply is used to describe a specific 
type of relation whereas the term response is used to de­
scribe a more general relation. This response relation is 
called a mongrel relationship by Heady (34). Depending on 
his personal experience and the previous empirical studies, 
Cochrane presented the short-run elasticities of supply for 
a number of agricultural products to indicate their relative 
position. His guess estimates for eggs, onions, tomatoes 
and cabbage were at the highest. Wheat, cotton and corn were 
estimated to be the most inelastic of major farm products. 
However he did not present the supply elasticity for soybeans 
in his study. 
While the study of supply response of agricultural com­
modities has been remarkably neglected, much research has 
been done on the theoretical and empirical aspects of demand. 
This kind of preferential treatment with regard to demand 
may have contributed to the present agricultural problem. 
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The need for detailed investigations into the supply of agri­
cultural products and the estimation of reliable and useful 
supply elasticities has been stressed again and again in re­
cent articles. Cochrane (15) gives some important sugges­
tions to overcome the conceptual difficulties in estimating 
supply relations in agriculture. Schultz (64) promises to 
give meaningful answers to the present important problems of 
agriculture only if he were provided with the supply rela­
tionships for farm products in the next decade. Breimer 
(9, p. 6Ô3-6Ô4) states: 
Demand has been analyzed, cross-analyzed, reana­
lyzed without respite. Ingenious demand shifters 
have been worked up. Yet the supply curve and its 
shifts remain an area of ignorance ... If price 
making is a scissors action, how can we understand 
it without understanding supply? 
Heady (35, p, 4) states the same opinion with greater 
emphasis : 
More than ever before, answers to the major prob­
lems of American agriculture rest on supply re­
sponses or output quantities and their inseparable 
relationships with resource inputs and prices. I 
emphasize this point because it illustrates certain 
of the most important needs in empirical work. 
It is in this context of need for detailed studies in 
estimating supply relations for agricultural products, that 
the present study has been attempted. The author hopes that 
the following analysis of soybean supply relationships will 
be one of the steps towards the final goal of estimating 
meaningful supply relations in agriculture. 
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STATISTICAL TECHNIQUES IN PROBLEMS OF ESTIMATION 
The present study is concerned with a statistical analy­
sis of time series data in deriving estimates of supply re­
lations. The single equation estimation based on ordinary 
least squares (0.L.3.) is employed throughout the study. The 
justification for such procedure depends mainly on the re­
lationship in which the estimated equation is based. Further, 
there is a consideration of the comparative advantages or 
disadvantages of this procedure over simultaneous equation 
techniques. However, the question is whether single equation 
least squares methods or simultaneous equation techniques are 
appropriate. So far, there is no definitive verdict in favor 
of either technique. A comparative study of these two 
methods will be discussed later in this chapter. 
Economic Model 
Generally, econometric studies consist of (1) specifying 
an appropriate model or a system of economic relationships 
(2) identifying the individual equations of the model (3) 
estimating the coefficients of the equations through proper 
statistical procedures and (4) explaining the economic im­
plications of the estimated equations. In constructing an 
economic model, the variables are grouped as to whether they 
are endogenous or "predetermined". The variables that are 
considered determined by the interactions within the model 
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are called endogenous. The variables that are taken as 
given or determined outside the operation of the model are 
called predetermined. The predetermined variables may be 
divided into (1) exogenous variables (e.g. weather) and (2) 
lagged values of endogenous variables (e.g. the income or 
price in the previous year). The predetermined variables 
influence the current values of the endogenous variables but 
are not themselves affected by the current values of the 
endogenous variables. In any complete model, the number of 
endogenous or dependent variables must be equal to the num­
ber of structural equations. This is a necessary condition 
for estimating all the endogenous variables. 
In a simplified model, one may be able to construct a 
system of equations such that each structural equation will 
have only one endogenous variable and all others being pre­
determined variables. In such a case, the individual equa­
tions can be fitted by least squares. Foote (26) has shown 
how to break a simultaneous system of equations into indi­
vidual least square equations. However, two or more endogen­
ous variables may frequently enter into one structural 
equation. The least squares estimates based on one of these 
endogenous variables are inconsistent. Hence more appro­
priate statistical tools should be employed for estimating 
the simultaneous systems of equations. 
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Identification Problems 
Given a complete economic model, it is necessary to 
know whether the coefficients of a,given equation can be 
identified or not. In identifying a given equation, three 
possible cases may arise. The equation may be just-identi­
fied, over-identified or under-identified. Simple examples 
are presented here for illustrating these three cases fol­
lowing Nordin et (61) 
Just"identified (uniquelv determined case ) 
Let us consider the two-equation model 
Demand equation: p + aq = u, (1) 
Supply equation: bp + q + cX = U2 (2) 
where p is price, q is quantity, X is income, u^ and U2 are 
random disturbances, and a, b and c are constants which are 
to be estimated. In this model, p and q are endogenous vari­
ables whereas X is a predetermined variable. Least squares 
procedure cannot be used here since both equations contain 
two endogenous variables. We are interested in identifying 
the demand equation. Equations 1 and 2 can be solved for the 
two endogenous variables p and q in terms of the predetermined 
variable X, as indicated by equations 3 and 4. 
(3) 
(4) 
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Equations 3 snd 4 are called reduced form equations. In each 
of these two equations, as only one endogenous variable oc­
curs, the least squares method can be used. Equations 5 and 
6 give the estimates for the coefficient of X in equations 3 
and 4 respectively. 
A 
ac _ zqJC 
1-ab ZI2 (5) 
- C_ = 22% 
1-ab (6) 
Dividing equation 5 by 6, we obtain the estimate of a as 
given in equation 7. 
Here a is uniquely determined. Hence equation 1 is just 
identified or uniquely determined as its coefficients are 
uniquely determined. In a system of equations, if each equa­
tion is just-identified; then there is a one-to-one corres­
pondence between the coefficients of the reduced form equa­
tions and the coefficients of the structural equations. 
Under-identified case 
An equation is under-identified if any of its coeffi­
cients is indeterminate. Equation 2 is an under-identified 
equation because its coefficients b and c cannot be uniquely 
determined. Equations 5 and 6 provide the least square 
estimates of the coefficients of X in the reduced form 
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equations 3 and 4. But it is not possible to solve for b 
and c from equations 5 and 6. However, we can get the re­
lation between b and c. This is given by equation 8, 
An infinite number of values for b and c will satisfy equa­
tion B. Hence both b and c are indeterminate and equation 2 
is under-identified. 
Over-identified case 
In this case, two or more alternative estimates are ob­
tained for a structural coefficient, but the number of esti­
mates is finite. However, the coefficients are not uniquely 
determined. As an example for over-identified case, con­
sider the following system: 
Demand equation: p + aq = u, (9) 
Supply equation: bp + q + cX + dl = U2 . (10) 
The variables are as defined earlier. But a new predetermin­
ed variable Y which is the price lagged one year (p-^-i) is 
added here. We want to identify equation 9. The reduced 
form of equations 9 and 10 are 
P = ^ ^ T?lb ^  ^  
q = X - — Y + (12) 
1-ab 1-ab 1-ab 
The least squares estimates of the coefficients of X and Y 
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in equation 11 are ; 
-âÇ_ = 1 (zpXzfZ _ rpYrXY) (13) 
1-ab D 
and ^ 1 
^ (ïpï«2 - ZpXr.T£) (14) 
1-ab D 
Similarly the least square estimates of the coefficients of 
X and Y in equation 12 are; 
/% 
- i (rqXzY2 - ZqYzXY) (15) 
1-ab D 
and ^ , 
- i (rqYfXZ _ zqX&XY) (16) 
1-ab D 
where 
D = z XZfyZ - (rXY)2 . 
Solving the last four equations, we will get two different 
values for the estimate of a. The first estimate a, is ob­
tained by dividing equation 13 by 15 while the second esti­
mate a2 is obtained by dividing equation 14 by 16. Equations 
17 and 18 give these two estimates of a 
2 (17) 
zqZfyZ - ÏQÏSCY 
Evidently, these two estimates are not equivalent. Hence a 
is over-identified and so the demand equation 9 is over-
identified. 
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Alternative Statistical Techniques for Estimation 
Before considering the merits of various statistical 
techniques, a brief account of various methods is presented 
here. Besides ordinary least squares (O.L.S.), indirect least 
squares (I.L.S.), limited information single equation (L.I.S. 
E.) or least variance ratio (L.V.R,), two stage least 
squares (2 S.L.S,), k-class estimators, full information 
maximum likelihood (F.I.M.L, ) and three stage least squares 
(3 S.L.S.) are considered here. Though many of these tech­
niques are not used in the empirical investigations of the 
present study, they are presented here to indicate their 
relative advantages and disadvantages. A detailed and more 
comprehensive explanations of these and other techniques may 
be found in Johnston (42), Tintner (76), Klein (45) Koopmans 
(47) and Tinbergen (75). 
Let us consider the following linear model at a time t 
biiyit+bi2y3f...+biGyGt+Ci,Xit+Ci2X2t+...+CiKXKt = ^it 
b2iyit+b22y2t+'''+b2GyGt+C2lXlt+C22X2t+'''+C2KXKt ^2t 
(19) 
biiyit+bi2y2t+.''+biGyGt+CiiXit+Ci2X2f...+CiKXKt = ^it 
bGiyit+bG2y2t+'. .+bGGyGt+CGiXi i+CGz^^zt"*"'  '+GGK% = ^Gt 
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There are G endogenous variables with G structural relations 
in the model. There are K predetermined or lagged endogenous 
variables in the above set of equations. Hence (i = 1,2, 
...,G; t = 1,2,...,n) denote the jointly dependent variables 
whereas (1=1,2,...,%; t=l,2,...,n) denote the pre­
determined variables and u^^ (i=l,2,...,G; t=l,2,...,n) de­
note the random disturbances. Generally, according to the 
specification of the problem, some constants of b and c will 
be zero. If all the coefficients b and c are non zero, then 
the statistical estimation of the equations of the model 
would be impossible. The same set of equations given by 19 
can be suitably written in a matrix notation as éiown by 
equation 20. 
BYt + C%t = Ut (20)  
where B = 
bn 
^21 
^Gl 
2 
^22 
... b^G 
••• b2G 
... bQQ 
, c = 
cn 
C21 
^Gl 
CT2 
C22 
^G2 
^1K 
C2K 
°GK 
Yt = 
711 
yzt 
Gt 
Xt = 
^2t 
^t 
and = 
^2t 
U Gt 
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Assuming that B is a non singular matrix, we can multiply-
both sides of equation 20 by and we get 
b"^B + B"^C = B"^ 
\ + B-1 
= n + Vt (21) 
where rr = -B"^C and = B~^ 
The relation 21 gives the reduced form equations. 
The rules for identification We need to have some assump' 
tions regarding the parameters of the model given by equa­
tion 20. 
1. E(U^) = 0 for all t ( 2 2 )  
2. E(U^U^) = S = 
B(UitUit) G(uitu2t) ... G(uitUGt) 
G(u2tUlt) B(u2tU2t) ... B(u2tUGt) 
G(uGtUit) G(uGtU2t) ... G(uGtUGt) 
^ 2 % 
^2 for all t (23) 
% 
The variances and covariances of the random disturbances are 
assumed to be constant over time. Also the matrix is assumed 
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to be non-singular which means no single disturbance is as­
sumed to be a linear combination of other disturbances. 
3. ProblU-^U^+g) = Prob(U^)Prob{U^+s) for all t and s /O 
Prob(U^) indicates the probability of obtaining u^^, U2t, 
UQ^ , This assumption indicates the absence of auto­
correlations among the random disturbances. 
we need further assumptions on the matrics B and C. But 
let us suppose we are interested in identifying the first re­
lation of equations 19. This relation can be stated in the 
vector notation as 
BiYt + = uit (24) 
where B, = [bn , big, 
and C, = [cn, 0,2, ..., 
Premultiplying the reduced form equations 21 by B, we get 
= B,nXt + B,Vt 
= B^itX^ + 3,B"^U^ since = B'^U^ (25) 
= B^TTl^ + uit since B^B'^U^ = u^^ 
Comparing equations 24 and 25, we get 
-G, = B^tt (26) 
We have already noted that 
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G = Total number of endogenous variables in the complete 
model 19 
K = Total number of predetermined variables in the complete 
model 19 
Now we further assume 
= Number of endogenous variables with non zero coefficients 
present in equation 24, which is to be identified 
Qi\iA = Number of endogenous variables with non zero coefficients 
in the complete model excluding the equation under 
identification 
K* = Number of predetermined variables with non zero coef­
ficients in equation 24, which is to be identified 
K** = Number of predetermined variables with non-zero 
coefficients in the complete model excluding the equa­
tion under identification 
Because of these assumptions, some of the endogenous and 
predetermined variables will be zero in the model and hence 
this will lead to possible statistical estimation. 
The variables in each of the vectors and are ar­
ranged so that all the variables with non zero coefficients 
appear first, followed by the variables with zero coefficients. 
Again the G rows of the matrix rr can be partitioned into the 
first G^ and the remaining and its K columns into the 
first K* and the remaining K**. with this partitioning, 
equation 26 can be written as 
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C , » 0  ** BIA ^AA "a* ^A,»« 
"aa,•"AA*^ 
solving we get, 
-C,* = "A* 
0** = 
(27) 
(28) 
The parameters in equation 24 can be exactly identified if 
the rank of tt^ ** is G^-1. Since the matrix n^p** has 
rows and K** columns, the necessary condition for the rank 
to be G "1 is 
K»*> G^-l. (29) 
This means that the number of predetermined variables excluded 
from the relation under consideration must be at least as 
great as the number of endogenous variables in the relation 
minus one. Adding G^ to both sides of equation 29, we get 
QAA + K** > G^A + G^-l 
> G-1 . (30) 
Hence the total number of variables not appearing in the esti­
mated equation must be greater than the total number of 
endogenous variables in the system minus one. Hence the 
rank condition for exact identification which is necessary 
and sufficient is 
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Rank of = G^"l (31) 
The equation is under-identified if the rank is less than 
G^-1. The equation is over-identified if the rank is greater 
that G^-1. 
The estimation procedures presented here are used either 
in exactly identified or over-identified systems of equations. 
Again the estimation methods are applicable to a single equa­
tion in a model or to all those equations appear in a complete 
model. A brief account is presented below providing some of 
the estimation methods. 
Ordinary least squares (Q.L.S.) This method uses ordinary 
least squares techniques for a single equation in a model. 
If there is only one endogenous variable in each equation, 
then the least squares estimates of the structural coef­
ficients are best unbiased and consistent. But it is likely 
that two or more endogenous variables appear in some equations 
of the model. Then this method can be applied treating one of 
the endogenous variables as independent variable. Because of 
the simultaneous nature of the relations the estimates ob­
tained by least squares method will be inconsistent and 
biased. However the computations are simple in using least 
squares techniques. Also if one does not give undue impor­
tance to the order of bias, the least squares estimates may 
sometimes have relatively smaller variances when compared to 
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other estimates. Hence, this fact should not rule out the 
application of this method. 
Indirect least squares (I.L.S.) Only when the structural 
relation under consideration is exactly identified, can this 
method be applied. Under this procedure, all the structural 
relations are transformed into reduced form equations. Then 
the parameters of the reduced form equations are estimated by 
ordinary least squares. Then the estimated reduced form co­
efficients are used to derive the estimates of the structural 
parameters. Though the estimates of reduced form parameters 
are best and unbiased, the same thing does not hold for the 
estimates of structural parameters which are obtained through 
the transformations. 
The property of best linear unbiasedness fail to hold 
under transformations. The derived estimates of structural 
parameters are biased. However, if the structural distur­
bances are normally distributed, then the reduced form dis­
turbances will also be normally distributed. In such case, 
the least squares estimates of the reduced form coefficients 
will be maximum likelihood estimators. Consequently the de­
rived estimates of the structural coefficients through the 
transformations will also be maximum liklihood estimators. 
Limited Information single equation (L.I.S.E.) or least 
variance ratio (L.V.R.) These two methods will lead to 
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identical results. Consider the equation to be identified 
as 
biiyit+'.'+biGAyGAt+CiiX,t+...+CiK*XK*t = u^ (32) 
for t = 1, 2 ; . . . ,n 
With the definitions already made, there are endogenous 
variables and K* predetermined variables with non zero co­
efficients in the equation. We assume that the number of 
predetermined variables excluded from the equation is at least 
as great as the number of endogenous variables included (I.e., 
K**^^-l). Under this assumption, equation 32 is over-
identified. The limited-information maximum liklihood method 
is to maximize the liklihood function for the endogenous 
A 
variables subject to the restriction that the rank of »» 
is G^-1, where is the maximum liklihood estimator of 
** . For the details of this method one may refer to 
Anderson and Rubin (3). 
For least variance ratio approach, let us define the 
following 
Yt = biiyit+bi2y2t+... biQAycAt for t=l,2,...,n (33) 
Xll 72! ••• 
712 y22 ••• yG^2 
• • • 
Yin ^^n **• ^G^n 
X. 
*11 *21 ••• %*1 
*12 *22 ••• *K*2 
*ln *2n *K*n 
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and X*» = 
^K*+2,1 ••• xKi 
*K*+1,2 %K*+2,2 XK2 
*K*+l,n *K*+2,n ' %Kn 
Hence X=|^X» 
And we define 
(34) 
Yl 
72 VIA (35) 
where B lA - \} 
n 
11 "12 b^QÛ 
The least variance ratio principle states that the b coef­
ficients in Y are chosen in such a way that the ratio of the 
residual variance when Y is regressed on X», to that when Y 
is regressed on X is made as small as possible. This means 
that the sum of squares of the excluded predetermined variables 
X** is made minimum in the sum of squares explained by Y. When 
Y is regressed on X* the residual sum of squares can be shown 
as where 
*AA " ^AYA - yAX»(XU»)'^X;Y^ (36) 
Again, when Y is regressed on X, the residual sum of squares 
3^ 
is where 
*AA = % - V :^'^A 1371 
Then minimize the ratio 1 to get 
1 = B;^ (23) 
We solve far the smallest root of 1 in the determinantal 
equation 
«ÂA -1 *AA I - 0 (39) 
If 1 is such smallest root, then solve for B^^ of 
'W^A - Î "aa'BÎA ' 0 (40) 
Then we can compute the estimated row vector of coefficients 
for the predetermined variables as 
C,.= -B,^Ï^X. (XIX,) (41) 
The same results can be obtained under L.I.S.E, 
Two stage least squares (2 S.L.S.) By putting b^ ^ =1, 
equation 32 can be written as 
Ylt = -bi2y2t-bl3y3t -...-biQAyQAt 
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-CiiXit'CizXat ••• CiK,XK*t+Ut for t=l,2,...n 
In matrix notation, this can be written as 
39 
= "^2^2 " (43) 
where = 
711 
712 
Yo = 
Bo = 
yl.J 
• [• 
[• 
721 731 ••• 7QAi 
722 732 7gA2 
1 2  '13 
Cl1 ^12 
72n 73n 
. biQAj 
• CiK*j 
7GAn 
(44) 
and has already been defined in equation 34. 
In equation 43, U, is generally correlated with the 
endogenous variable Y2. The two stage least squares approach 
is to regress all variables in Y2 on all predetermined vari-
A 
ables in the model, find an estimated matrix Y2, replace Y2 
A. 
by Y2 and then apply least squares again to Y^, Y2 and X*. 
We can show that 
Yg = X(X'X)"^ X'Yg+V (45) 
where V is the matrix of reduced form disturbances for the 
G^-1 endogenous variables appearing on the right hand side 
of equation 43. 
Equation 43 can be rewritten as 
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(Yg-VXX* 
B' 
z 
c; 
+ (U-VB^) (46) 
Applying least squares to this relation, we can show that 
the two stage least squares estimates are given as 
• A 
B' 2 
— . A 
.=1' 
(Y'Y,-V'V) Y'X* 
2 2 
-1 (ÏJ-V) 
—
1 X 1 
(47) 
Since we have assumed that K** ^  G^-i the inverse matrix in 
equation 47, exists and hence equation 43 can be identified, 
Just like L.I.S.E., the 2 S.L.S, estimation makes use of all 
the predetermined variables. Again both these methods in­
volve large computations. 
k-class estimators Theil (71) has developed the k class 
estimators from equation 47 where he defined 
vv; Y»-kV' 
n 
Î (43) 
When k = 0, the case corresponds to ordinary least squares 
estimation, VJhen k = 1, the case corresponds to the appli-
A 4 
cation of two state least squares. When k = 1 where 1 is 
defined by equation 40, the situation corresponds to limited 
information single equation technique. 
The k-class estimators are consistent provided that the 
probability of k in the limit when n-»oois equal to 1. Hence 
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the least squares estimates are inconsistent since k=0. And 
the estimates of 2 S.L.S, are consistent since k = 1. Again 
the estimates of L.I.S.E. are asymptotically consistent. 
Full information maximum liklihood (F.I.M.L.) In the 
model 
BYt + CIt = Ut 
assume that the U vectors are serially independent. Then the 
liklihood function for the endogenous variables conditional 
to the predetermined values can be written as 
1 . p(ï,,ïj,...,ïn|X,,X3 1%) 
- |Det B|" p(U,) p(U2) p(Un) (49) 
Further we assume that have a multivariate normal dis­
tribution N (O.S.), Under this condition, we maximize Log 
L with respect to the elements of B, C and S, The procedure 
will lead to difficult estimation as the normal equations 
are non linear, 
A special case of F.I.M.L, can be obtained assuming that 
(1) the system is recursive which will lead to |B| is unity 
and (2) that the S matrix is diagonal. Under these assump­
tions, F.I.M,L, is identical with ordinary least squares 
applied to each equation. 
Three stage least squares (3 S.L.S.) Zellner and Theil (92) 
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propose the three stage least squares method. They rewrite 
equation 43 of 2 S.L.S. in the following way 
Y] Ci • + ($0) 
This can be written down in the following way 
Z'Y, = X'Z^B, + X'U, (51) 
where Zj = 
and X = I^X* X**^ 
K ' 
Cl» 
The central idea in 3 S.L.S. is to write each relation of the 
system in the form of equation 51 and then apply generalized 
least squares to the whole set of equations for simultaneous 
estimation of all the parameters, Zellner and Theil indicate 
that 3 S.L.S. may be more efficient than 2 S.L.S. 
Generally, bias, variance and mean square error are three 
important criteria which are used in comparing the estimates 
by alternative methods. However, Basmann (6) argues that it 
is meaningless to find information about bias and mean square 
error of an estimator if that estimator fails to have finite 
first or second moments. In a different study Basmann (5) 
obtained worst bias for O.L.S. estimates compared to 2 S.L.S. 
and L.I.S.E, But on the mean square deviation, O.L.S. esti­
mates are someWiat better than 2 S.L.S. and both O.L.S. and 
2 S.L.S, are much superior to L.I.S.E. Again in Wagner's 
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study (86) O.L.S, show a greater bias and a smaller variance 
than L.I.S.E. With specification error considered by 
Neiswanger and Yancey (57) there is no superiority of L.I.S.E, 
over O.L.S, even on bias criterion. When the specification 
is correct, O.L.S, may be as good as 2 S.L.S, or L.I.S.E, on 
the mean square criterion. However there is no hard and fast 
rule to rank these methods in their criterion. 
However, there is no verdict yet in favor of either 
simultaneous equations techniques or single equation least 
squares method, Christ (14) argues that the simultaneous 
equations techniques are indispensable to good work in eco­
nometrics. Although he agrees that the ordinary least squares 
method sometimes gives estimates as good as if not better 
than simultaneous equations methods. He argues that there 
are situations when simultaneous equations estimation methods 
are required. So far, there is no evidence that least squares 
method for structural estimation must be encouraged or dis­
carded. For small samples, the simultaneous equation method 
should be preferred over single equation least squares pro­
cedure. However, the following situations appear to be pre­
ferred. Sometimes least squares is preferable to the 
simultaneous equations method for estimating structural 
parameters and sometimes it is not, depending on the given 
situation. For a just-identified model, single equation least 
squares estimation of the reduced form parameters is as good 
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and equivalent as applying 2 S.L.S. or L.I.S.E. or F.I.M.L. 
to structural equations. For over-identified models, 
simultaneous estimation procedures may be preferred. However, 
the application of either estimation method must depend on 
the given actual econometric problem, 
Hildreth (37) states that the experience with simul­
taneous equations model is mixed. In some cases the results 
are discouraging, the estimated coefficients are inconsistent 
and implausible. However in other cases the results are 
favorable and promising. Neither favorable nor unfavorable 
results appear conclusive for a clear verdict for the use of 
simultaneous equations. Klein (44), though in favor of 
simultaneous equations methods in econometric models, admits 
that situations do exist in which single equation least 
squares methods are naturally called for by the stochastic 
econometric, theoretical and institutional nature of rela­
tionships. Foote (25) criticize those analysts who believe 
that the method of least squares now is completely outmoded. 
Equally strongly, he opposes those workers who feel that 
simultaneous equation methods are so complex and computa­
tionally expensive that they should be avoided wherever pos­
sible, Both methods are indispensable for econometric 
analysis, though one method or other may be preferred in a 
given situation. However, there should be no question in the 
minds of research workers as to whether they should use 
simgle equation or simultaneous equation methods for 
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particular equations or groups of equations, but decisions 
must be reached regarding the complexity of the model, de­
pending on the problem at hand. 
The Distributed Lag Models 
Expectations in econometric studies are generally con­
sidered to be generated from the present and past values of 
the expected variables. The effect of an economic change may 
not occur at a given time but may be spread over a range of 
time periods. In supply problems, the lagged reaction to 
price changes may be expected due to structural changes as 
well as to the process of expectation formation. 
Fisher (23) is probably the first person who introduced 
the concept of distributed lags. Whenever the effects of an 
economic change are not exerted all at once but are distri­
buted over time, we have what may be called a distributed 
lag. The relationship of the variable y^ with the series of 
explanatory variables is 
t 
yt = Z 0 (t-L)f(Xt_L) (52) 
L=t-p 
Where p is the total period over which the lag is distributed 
and $(t-L) is a weight function which determines the dis­
tribution of lags. In this model, the influence ofany given 
variable x on y is assumed to be greatest at the very next 
unit of time and then decrease by equal amounts for each 
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successive unit of time. Fisher observes that weighing under 
certain conditions does not increase the explained variance 
to a significant degree. 
Alt (1) applies a general regression model. His system 
can be represented as 
Jo 
Where is the adjusted dependent variable. All the variables 
are deviations from their respective means. The dependent 
variable is adjusted for the influence of factors other than 
lagged variable. The coefficients of the lagged variables 
are estimated by least squares procedure. The length of the 
maximum lag, p, is obtained by successive addition of larger 
p 
lags until coefficients become irregular, a^ and r a^ are 
L»0 
the short-run and long-run coefficients of adjustment. 
Working (91) extends the method to estimate short-run 
and long-run response relationships, Ladd and Tedford (50) 
generalize this approach. In a model similar to equation 53, 
let us assume that the influence of XJ._l on Yt decreases as 
L increases. Hence, let us assume that a^ are related by 
the diminishing arithmetic series as 
= ai-l + k 
= ai + (L-l)k for L=2,3,,..,p 
where a^ and k are of opposite signs. Since the series of 
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the coefficients must tend to zero, let us also assume 
a-| + pk » 0. 
By substituting these two restrictions in equation 5 3 and 
rewriting the equation, we get 
P P 
yt ' *t-L + k Z (1-1) Xt-L 
ij—J. li=2 
This equation may be written as 
(54) 
H ' ®o*t * ®iP —; 
p =^-1 (55) 
+ k r (L-l) — 
L=2 P^(L-l) 
1=2 
The coefficients of the second term on the right hand side 
of equation 55 are simple averages while the coefficients of 
the last term are weighted averages. Hence if equation 53 
represents an agricultural supply relation where it is 
assumed that current price has no effect on the output, then 
the coefficients of adjustment respectively for the short 
tun and long run are 
P 
a^ and pa^ + k z. (L-1) 
1=2 
Whereas Fisher assumes that the distributed lag effects 
decrease by a constant amount for each period, Koyck (4&) 
4Ô 
assumes that the effects decrease by constant proportion each 
period, Koyck's assumption is that after a certain point, 
the series of coefficients can be approximated by a con­
vergent geometric series. Here we again assume after a lag 
of one period, the coefficients diminish geometrically. 
Assuming the model given by equation 53i let us suppose 
~ ^^L-1 ~ S^ai-2 ' • • • ® S^'^a^ where 0^<1 
By substituting this equation in model 53, we obtain 
Yt = ^0^ +aiXt-i+S*iXt-2 + •••(56) 
By lagging equation 56 by one period, multiplying it by S 
and subtracting the obtained relation from equation 56, we 
obtain 
Yt - ^Yt-l = + a,x^., 
yt = ^o*t + (ai-Sao)xt-i + ^Yt-i (5?) 
If equation 57 represents a supply function, vAiere current 
price has no effect on output, then x^ does not exist and 
hence a^ = 0. Hence equation 57 becomes 
Yt " a^x^.i + Sy^-i (5^) 
In this case, the coefficient of adjustment in the short tun 
is a^ and in the long run it is ^  . 
1-S 
49 
The lag distribution of Fisher is characterized by_a 
single parameter, p, which is the length of the maximum lag, 
and a constant decrease in response which is k from period 
to period. The lag distribution of Koyck is also character­
ized by a single parameter, S, the constant by which suc­
cessive response coefficients are diminished. However, there 
is no lag in Koyck*s model. 
The errors in the first order difference equation 57 are 
autocorrelated because of the introduction of lagged endo­
genous variable y^.,. This leads to the biased estimates of 
the parameters. However, there are various methods to derive 
unbiased estimates of the parameters under alternate assump­
tions regarding the autocorrelated errors. These techniques 
are generally complicated. If lags are considered for more 
than one variable, the response function becomes a higher 
order difference equation unless a common lag is used for all 
the variables. Higher order difference equations present 
complications in estimation problems. Also, the multi-
collinearity between endogenous variables lagged over dif­
ferent periods complicates the estimation procedures, 
Nerlove (60) defines dynamic supply models, the para­
meters of which define a lag distribution which is the same 
as given by Koyck, The first behavior model defines an 
equilibrium to which a response moves according to changes 
in the expected level of future prices. In supply analysis. 
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let y be the quantity which is distributed over time. Let 
the equilibrium output by y* of course y* is constantly 
changing over time. Let the relation between y and y* is 
such that in each period actual output is adjusted in pro­
portion to the difference between theoutput expected in 
the long-run equilibrium and actual output. If t stands for 
the current period, we have the relation 
^ is a constant, the value of which depends on the factors 
that cause the difference between short-run and long-run 
elasticity of supply, ^ is called coefficient of adjustment 
if X* s are expressed in absolute terms. If x*s are expressed 
in logarithmic terms, then A is the elasticity of adjustment. 
The general solution of equation 59 which is a first order 
difference equation, can be written as 
Let us now assume that an equilibrium existed at time t=0. 
Also let us assume that all the outputs are expressed as 
deviations from the output at t = 0. Then A may be taken as 
zero. Hence equation 60 becomes 
yt - Yt-i = ^ iyi -Yt-i) where 0 1 (59) 
y. = A{l-/i + Z (1-/)^ ^  y * 
t k=0 k 
(60) 
t ^ , - t-k 
y. = Z /^ ( 1- ^  ) 
^ k»0 fk 
(61) 
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In his hypothesis on expected prices, Nerlove assumes 
that people revise their price expectations for the coming 
period in proportion to the error in predicting the current 
price. Let be the people's expectation at time t of 
long-run normal price and be the actual price. The 
model now is 
Pt " ^t-l = 8(Pt-l - ^t-i^ where O^0<1 (62) 
Again the constant 0 is the coefficient or elasticity of ex­
pectation as the case may be. The above hypothesis states 
that at each period, people revise their notion of normal 
price in proportion to the difference between the then cur­
rent price and their previous idea of normal price. 
Normally, we cannot observe either equilibrium output 
or expected normal price. Hence we need to have an appro­
priate relation between observed values of output and observed 
values of price during different time periods. Let us assume 
that the desired long-run output is proportional to the ex­
pected level of' future price for any time t. 
y• = a P• (63) 
Assuming that an equilibrium exists at time t = 0 and all 
prices are expressed as deviations from the equilibrium 
price, the solution of the first difference equation 62 is 
given as 
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t t-k 
Pf = z 0(1-0) P, - (64) 
k«0 K" 
Substituting equations 63 and 64 in equation 61, we obtain 
t . t-k t t-k 
Yt = (1-j ) a Z 6(1-0) Pk_i 
k=0 k=0 
= a/i6 Z Z (1-0)^"^ Pk_i (65) 
k=0 k=0 ^ 
In equation 65, both/I and 0 enter with past prices in 
symmetrical terms. As such, the difference between long-run 
and short-run elasticities of supply cannot be separated 
from the difference between current or previous actual price 
and the expected level of future prices. The supply response 
in terms of expected price is 
y^ =* a ?• (66) 
Lagging one period in equation 63, and substituting the ex­
pression for P^_^ in equation 62 we obtain 
pg - 9 Pfl + 4^ yt-1 (67) 
This indicates that the current period's expected price is 
a function of previous period's actual price and previous 
period's output. Current output can be expressed as a function 
of previous period's actual price and output by substituting 
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the expression for of equation 67 in equation 66 
y# = a 8 Pt_i + (6Ô) 
By substituting equation 6B in equation 59, we obtain 
y^ = a GPt-1 y^-i " (1-/i } (l-8)yt-2 (69) 
/j and 6 both enter symmetrically in equation 69 and 
hence individual effects cannot be isolated. However Nerlove 
develops some methods to find approximate values for and 
0, It can be distinguished whether there is a lag in the 
adjustment of expected normal price to current price or there 
is a lag in the adjustment or current output to long run 
equilibrium output and but not both. 
54 
SOME CONSIDERATIONS IN TIME SERIES ANALYSIS 
As noted earlier, the present study utilizes time series 
data. Hence, it is worth looking at some of the problems 
that arise in the analysis of time series data before pre­
senting the empirical results. 
Application of traditional statistical methods to 
economic time series data is very complicated. Economic data 
which are ordered in time cannot be regarded as random 
samples. However, the analysis of time series is a very im­
portant part of econometric methodology. A given time series 
can be divided into four parts: (1) a secular trend, (2) 
cyclical fluctuations, (3) seasonal variations and (4) a re­
mainder, Secular trend can be removed by the use of first 
differences or can be accounted for by using a trend vari­
able such as time. Seasonal variations with a fixed period 
or with a variable period could be eliminated by using 
appropriate methods. The method of moving averages is 
customarily used for removing seasonal variations. Hence the 
changes in the dependent variable can be explained in terms 
of cyclical fluctuations and the remainder. The objectives 
in estimating a model must be that the model can be used for 
prediction purposes and the estimated structural coefficients 
must be economically meaningful. The signs and elasticities 
of coefficients are traditionally considered meaningful on 
the Ceteris Paribus assumptions of classical theory. However, 
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sometimes the models which provide best predictive results 
may not have meaningful structural coefficients and vice 
versa. However these models are useful in understanding the 
supply knowledge. However, our main goal is to estimate a 
model with predictive ability and meaningful coefficients, 
Buse (10) introduces the concept of total elasticity dropping 
the Ceteris Paribus conditions. 
Learn and Cochrane (51) distinguish between shifts in 
supply and structural change. The changes in the values of 
variables other than price and quantity results in supply 
shifts. On the other hand, the alterations in one or more of 
the parameters or the alterations in the relation itself 
cause structural changes. The prices of factors, the prices 
of competing products and the structural variables are the 
three groups of supply shifters. A change in the production 
function is included under structural variables. The 
structural variables which appear most commonly in regression 
models of supply are general price level deflators and trend. 
These variables give rise to both supply shifts and struc­
tural change. Technological changes, the number and distri­
bution of individual units in an industry, the available 
knowledge with each individual and the institutional frame 
work are some of the structural changes in supply. Some of 
these structural changes can be regarded as secular change. 
However some structural changes do not follow secular trend. 
56 
The concept of secular trend is related to concept of 
growth which in turn is primarily related to improvements in 
technology. Technological change which is a change in the 
production function is usually accounted by introducing time 
as a trend variable. Time trend is linear when actual data 
is used. But it is either a power or an exponential function 
when the data are converted to logarithms. Though alterna­
tive measures exist for explaining technological change, time 
trend is used in the present study, Cromarty (17) uses the 
number of Dairy Herd Improvement Associations to measure 
technological changes. Though the trend variable is intro­
duced in the present study to account for the technological 
change, it is however envisaged that it will also account for 
any other change which occurs gradually over time. Supposing 
price relationships show a trend, then a portion of the 
elasticity due to changing prices will be incorporated in the 
trend. However, this kind of bias exists in the short-run 
price elasticities only when the trend is removed from a 
very short series. However since the series in the present 
study is reasonably long and has no trend in price relation­
ships, this problem is not present. 
Nonsecular change can easily be identified and incor­
porated in the model. One method of incorporating variables 
which will explain these changes is to divide up the whole 
period under study. Generally, data is analyzed for pre-war 
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and postwar periods leaving the war years. The evident 
disadvantage here is the loss of available information and 
shortening the length of the series. Using an alternative 
approach, Suits (70) in a study of watermelon industry, uses 
dummy variables to represent the government cotton program 
and the war years. In the present study, oats, corn, wheat 
and cotton are taken as competing crops to soybeans, depend­
ing on the state or region considered. The government pro­
grams considered are acreage allotments programs and feed 
grain programs. The dummy variable takes a value of zero 
for those years in which no government programs exist for any 
of the competing crops. If the government programs apply 
for only one of the competing crops for a particular years, 
then the dummy variable takes a value of one for that year. 
If the programs apply for two of the competing crops, then 
the dummy variable takes a value of two. Since there are no 
government programs on oats, the dummy variable can take any 
integer value between zero and three for a given year. This 
procedure seems particularly appropriate as we examine the 
empirical results in chapter VI. 
There are other economic and statistical problems that 
are quite common to time series analysis. The problems con­
cerning (1) omission of relevant variables (2) multicol-
linearity and (3) autocorrelation in the residuals are very 
important, 
$a 
Omission of relevant variables is likely to lead to 
specification bias, Nerlove (59) suggests ways to reduce 
the bias in specification. The omission of prices of 
alternative output, may lead to a negative elasticity of 
supply. Very few variables in the model may also lead to 
a poor regression. However, inclusion of too many variables 
may improve the multiple regression coefficient, but will lead 
to a high degree of multicollinearty among the independent 
variables. Hence most relevant variables are properly se­
lected in such a way that the multicollinearity is reduced 
to the minimum possible. However, the analysis may include 
some degree of specification bias. In the present study, the 
investigation is also made on the basis of regional time 
series and state time series. This in turn, reduces the 
number of relevant alternatives. 
Also the multicollinearity is reduced to minimum by 
proper selection of relevant variables for each regression 
model. Correlated time trends normally lead to multicol­
linearity. Price series, if they tend to move together under 
common economic influence, will likely to lead to the problems 
of multicollinearity. The use of first differences or ratios 
or deflators may help to reduce the serious nature of this 
problem. Hence in the present study, the price ratios and 
yield ratios are used instead of individual prices and yields. 
Regression analysis assumes the absence of serial or 
autocorrelation in the residuals. Though these two terms are 
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used interchangeably by Foote (26), there is difference in 
the use of these two terms by Tintner (76). Tintner defines 
autocorrelation as the lag correlation of a given series with 
itself and serial correlation as the lag correlation between 
two different time series. Faulty selection of the regres­
sion model, omission of relevant variables from the model 
and the observational errors may lead to autocorrelated 
errors. The presence of autocorrelation in the residuals poses 
some serious statistical problems. When there is evidence to 
indicate that the residuals are serially correlated, the use 
of first differences to randomize the error term is suggested. 
The Durbin-Watson (21) d test is widely used for testing 
against the presence of autocorrelation in the residuals. 
The statistic d is defined as 
T , 
d = t., (70) 
N 
.i •• 
Where &re the residuals from the fitted equation and t 
takes values 1,2,...,N. The d is thus the sum of squares of 
the first differences of the residuals divided by the sum of 
the squares of the residuals. 
In general, if the errors are positively serially cor­
related, d would tend to be relatively small, while if the 
errors are negatively serially correlated, d would tend to be 
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large, Durbin and Watson test is a two tailed one. They 
provide upper and lower bounds to the critical values. These 
are denoted dy and dj^. If the observed d is less than 
dj^, it is concluded that the value is significant while if 
the observed d is greater than dy, it is concluded that the 
value is not significant at the level considered. If d 
lies between dj^ and dy, the test is inconclusive. The sig­
nificance points of d^ and dy are presented by Durbin and 
Watson for various levels of significance. And these values 
depend on the number of independent variables in the equa­
tion, However, this test is not applicable when one of the 
independent variables is a lagged endogenous variable. Also, 
as the number observations decrease, the chance of obtaining 
an inconclusive test increases, 
Moran (55) develops a large sample test for the auto­
correlation of residuals. Suppose we have a linear regression 
between a dependent variable Y and an independent variable X, 
Y « a + bX. 
•A A 
Supposing a and b are the least squares estimates of a and b 
respectively, the residuals are given by 
t = Yt-a-b X^ for t=l,2,,..,N 
The circular autocorrelation coefficient of the residuals is 
defined by 
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N-1 . . 
" ' l l T -
Suppose Xj. is the deviation of the variable from its 
arithmetic mean. Then the first two circular autocorrelation 
coefficients of x^ are defined as 
N-1 
I XfcXt+i + XiXN 
t=l 
N 
• ^  
Z "2 
t=l 
^2 = 
N-2 
XtXt+2 + XiXN-1 + XgXN 
t=l 
Moran derived the mathematical expectation of R, 
E(Ri) = - i!Ii 
N-2 
2. Nti 2r,+3ri-2r2 
" K2 N(N-2) 
The variance of can be obtained by using the formula 
2 
Ri = E(R^) - E(R,) 
It is shown that for large samples, j_g distributed 
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normally with zero mean and unit variance. Hence by the use 
of standard normal deviates, the serial autocorrelation can 
be tested for large samples. 
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FACTORS INFLUENCING SOYBEAN ACREAGE AND OUTPUT GROWTH 
In this chapter, some of the factors that influence soy­
bean acreage and production are considered. However, the 
list may not necessarily exhaust the totality of the relevant 
factors. But all the important factors that affect the soy­
bean acreage and production growth are included in the empiri 
cal study of chapter VI, These factors are suitably in­
corporated in the empirical models so as to eliminate the 
multicollinearity among them. Dummy variables are introduced 
for some of the factors, A description of the relevant 
factors and their effect on soybean acreage and production is 
as follows: 
1, Relative returns : Generally, oats, corn, wheat and 
cotton compete for the cultivatable acreage in the soybean 
producing states. The competing crops may vary from state to 
state. Table 1 clearly indicates that the soybean acreage is 
increasing rapidly since 1930. The increase in soybean 
acreage is mostly balanced by the decrease in the acreage of 
the competing crops. One reason for this is that in general 
soybeans prove to be a more profitable crop than corn and 
oats, the crops which it is mainly replacing in Corn Belt 
states, 
2, Government programs: Mechanization, increased use 
of fertilizers, improved farming methods, and technological 
changes in agriculture are some of the factors that increase 
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agricultural production in the United States, Agricultural 
production far exceeds the demand and hence creates a major 
farm problem. A number of programs are tried to control 
surplus production. One such program is acreage allotments. 
An acreage allotment is the acreage of a basic commodity on 
which a farmer may harvest a crop and be eligibile for price 
support. Acreage allotments are an integral part of the price 
support program rather than a completely independent opera­
tion, A price support program can be operated without the 
use of acreage allotments. A marketing quota as frequently 
specified bylaw is not a specific quantity of a basic com­
modity that is produced from an acreage allotments. Acreage 
allotments and marketing quotas were applicable to all basic 
commodities as defined by the Agricultural Adjustment Act of 
193#, but they were removed for corn under Agricultural Act 
of 195#. These are currently applicable to wheat, cotton, 
rice, peanuts and most types of tobacco. 
Acreage allotments and marketing quota programs reduce 
the output of crops to which they are applied. These programs 
cause land and other resources to be diverted to other crops. 
Diversion of land from wheat, corn and cotton to soybeans is 
one of the main reasons for increases in soybean acreage and 
production. Table 3 gives the years and acreages for which 
national acreage allotments are proclaimed for wheat, corn 
and cotton. The presence or absence of these programs on these 
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Table 3. National acreage allotments for wheat, corn and 
cotton, 193# - 1963. 
In thousand acres 
Year Wheat Corn Cotton^ 
1938 
1939 
62,500 
55,000 
40,491 
41,240 
27,493 
27,863 
1940 
1941 
1942 
1943, 
1944^ 
1945 
1946 
1947 
1948 
1949 
62,000 
62,000, 
55,000% 
55,000% 
36,638 
41:388 
43,423b 
27,545 
27,399 
27,281 
27,2030 
1950 
1951 
1954 
1955 
1956 
1957 
1958 
1959 
72,776 
72,785° 
62,809 
55,802 
56,226 
55,000 
55,000 
55,000 
46,247 
46,996 
49,843 
43,281 
37,289 
38,818 
21,000 
21,420 
18,159 
17,436 
17,674 
17,637 
17,398 
1960 
1961 
1962 
1963 
55,000 
55,000 
49,603 
55,000 
17,598 
18,522 
18,202 
16,460 
^Includes upland and extra long staple. 
^Indicates allotments were terminated during the year. 
°Blank space means allotment not in effect. 
Source: (7#, 16). 
66 
three competing crops is suitably accounted for the acreage 
and production changes of soybeans. 
Also, feed grain programs of 1961, 1962, and 1963 were 
effective in reducing corn acreages in favor of soybeans. 
Hence feed grain programs are also accounted for in the study 
of soybean acreage and production. 
The government programs designed to control the acreages 
of wheat, corn and cotton and the price support operation for 
soybeans are important factors in contributing to the in­
crease in soybean acreage. 
In the empirical investigations, a dummy variable is 
used to represent the government programs which are: acreage 
allotments, marketing quotas and feed grain programs. The 
dummy variable takes a value of zero, when there are no pro­
grams on any of the competing crops. If the programs exist 
for all of the three competing crops (wheat, corn and cotton) 
then the dummy variable takes a value of three. Hence the 
value of the dummy variable ranges from zero through three. 
The hears for which these programs were announced but were 
terminated during the year, are considered the same as those 
years in which the programs were in effect. 
3. Technology; The continuous technological changes 
have increased the physical productivity of factors through­
out soybean producing areas. Many advances have been made 
in soybean production. There have been many changes in 
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planting, harvesting, processing as well as marketing the 
crop. Mechanization of the agricultural industry has af­
fected greatly the growth of soybean industry. During the 
1920's and 1930's most of soybean crop was harvested for 
hay. With the technological developments, harvesting of 
soybean crop for beans, has become relatively easy. The 
developments of new varieties, insecticides and planting and 
farming methods has increased the per acre yields of soy­
beans. With a national average yield of 13.8 bushels per 
acre in 1930, the average yield of soybeans reached a value 
of 24.5 bushels per acre in 1963. 
"^he technological changes in the soybean industry are 
measured by introducing a time trend in the empirical study. 
4. Weather: The weather plays an important role in 
crop yields. Many studies have recently been made to assess 
the influence of weather on crop yields. The studies indi­
cate that the weather is a contributing factor for increased 
agricultural production. Consequently, there have been con­
troversies regarding the shares of technology and weather for 
the increased levels of production. Because of the continu­
ally changing levels of technology, determination of the re­
lation between weather and yield is complicated, 
Thompson (72, 73, 74) studied the relation of weather to 
the trend in yields of different crops in eleven states. The 
crops studied were corn, soybeans, wheat and grain sorghums. 
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In general, he concluded that half the trend upward in yield 
since 1950 can be attributed to improvement in weather and 
about half the trend upward can be attributed to adoption 
of technology, Thompson (74) concluded that July rainfall 
and August temperature are the most significant weather 
variables in the production of soybeans. According to his 
study, higher than average rainfall in July and lower than 
average August temperature is desirable for soybeans. In an 
earlier study, Smith (68) determined the most important 
weather factors in corn production in Ohio by using simple 
correlation techniques. Later, Wallace (8?) applied multiple 
regression techniques in evaluating the relationship be­
tween weather and corn production in the Corn Belt states, 
Shaw and Durost (66) indicated the methodology in con­
structing a weather index. Their general approach was 
earlier used by Johnson (41)> Hathaway (32) and Stallings 
(69). They felt that the weather index is an indicator of 
the percentage effects of different weather factors on yields. 
Also, the weather index is a better variable than one or a 
suitable combination of the meteorological series, such as 
average precipitation, temperature, humidity andothers. Also 
a weather index is well suited to supply analysis. Besides, 
its advantages, .a weather index has serious set backs. The 
weather index is not useful in predicting yields or outputs 
on the basis of meteorological data. Also it is not an 
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automatic procedure which can readily be used for rapid ex­
pansion to other crops and regions of the country. Also, a 
large amount of experimental data must be collected and con­
siderable amount of time must be spent for constructing the 
weather index series. Since the variety test data for con­
structing the weather index is based on the assumption of 
complete harvest of the total acreage planted, a suitable 
adjustment is needed if there is any abnormal acreage 
abandonment. 
In the present study, based on the findings of Thompson 
(74), July rainfall and August temperature are taken as 
weather variables as they are most significant factors on 
soybean yields. Also the squared terms of these variables 
are included in the study, 
5, Fertilizers ; Since 1940, the fertilizer used in 
the United States has increased four times. The increase in 
fertilizer use has been considered as one of the great 
technological changes. Heavy uses of fertilizer to lead to 
higher levels of agricultural production. 
However, soybeans are less responsive to direct ferti­
lizer treatments than are other farm crops such as wheat, 
corn and cotton. At the same time, the impression that it 
does not pay to fertilize soybean is not at all true, except 
in highly fertile soils or where preceding crops in the 
rotation have been well fertilized. Hence the use of ferti­
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lizer is recommended where the soil is sandy and relatively 
poor. 
Though nitrogenous fertilizers do not greatly increase 
the yields, lime and phosphorus nutrients do contribute an 
important role in soybean production. Lime invariably in­
creases the yield of the soybean. Again soybean yields are 
often considerably reduced by a potash deficiency. Hence 
direct application of these nutrients do help in getting 
increased soybean yields. 
Soybeans often benefit from residual fertilizer and can 
pick up plant foods applied previously. Hence in crop 
rotation, if the liberally fertilized crops such as corn, 
wheat and cotton are followed by soybeans, the soybeans get 
the residual benefits of fertilization. Thus, soybeans 
respond to fertilizer directly when the soil is poor or re­
spond to residual fertilizer. 
Hence, in the present study, fertilizer is considered 
as a variable affecting the soybean production. However, it 
is not easy to measure this variable. The data on ferti­
lizer use on individual crops is not available. Again the 
fertilizer mixes vary a great deal and their prices differ 
from state to state. It is very difficult to find out the 
total quantities of each nutrient applied for an individual 
crop in a particular state in a given year. Such data is not 
available. Hence a national index of average price paid by 
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farmers for fertilizers for production is used to measure the 
fertilizer effect on soybean production. As we can see that 
this is a crude index which faiJs to differentiate between 
the various crops and fertilizers. However, it is expected 
that the index will reflect to a certain degree the changes 
that occur in soybean production. Also the index, it is 
hoped, may give an indication of the amounts of fertilizer 
used by farmers since one will expect to use more fertilizer 
with low price index and less fertilizer with high price 
index. 
6. Others ; There are other reasons for the rapid in­
crease in soybean production. The increase in demand 
naturally stimulates further increases in production. Demand 
is increasing as the soybeans and soybean products are used 
in a variety of food, feed and industrial items in U. S. and 
other countries. Soybeans are processed into meal and oil in 
the United States. The important tehcnological changes in U. 
S. soybean processing industry contribute significantly for 
the substitution of the chemical oil extraction technique for 
older mechanical process. These processing changes indirectly 
influence the soybean production. 
Also, U. S. soybean exports increased rapidly since the 
Second World War. The increased value of soybean exports is 
also a factor for the increased production through price and 
demand effects. The failure of mainland China, the world's 
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only other major soybean producer to expand her soybean 
exports to meet the world demands, stimulated increased 
production and export of U, S, soybeans. Also, the early 
tariff protection for the soybean industry, could have 
influenced its output growth. 
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EMPIRICAL ANALYSIS: SOYBEAN ACREAGE AND PRODUCTION 
The data used in this study covers the entire period 
1929 to 1963. However some data are not available for all 
the years under study. Some observations are estimated 
using appropriate methods. Data are lacking mainly for 
acreage planted for all purposes. The following section 
indicates the simple estimation procedures used to provide 
estimates where there are gaps in the available data. Also 
it deals with methods used in arriving at weather and price 
statistics for national and regional levels. 
Acreage planted. Data on total planted soybean acreages 
are available for all the years under study and hence no 
estimation is involved. However, for competing crops such 
as oats and corn, the data on total planted acreage for all 
purposes are not available up to the year 1940. Again, the 
data on total acreage seeded for wheat and total planted 
acreage for cotton are not available up to the year 1941. 
However, the statistics on acreages harvested for grain for 
all these crops are available for all the years 1929 through 
1963. 
A simple linear relation of the following type is as­
sumed between the total planted acreage and the acreage 
harvested for grains 
yt = a + bx^ (71) 
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where denotes the acreage planted or seeded for all pur­
poses for the year t, denotes the acreage harvested for 
grain for the year t, and t takes the value of zero in 1941 
for corn and oats and zero in 1942 for wheat and cotton. 
Using the data on the x and y series, the coefficients a and 
b are estimated individually for each of these four crops 
for all the soybean growing states. Using the estimated 
relation, the total planted acreage is predicted given the 
harvested acreage of a crop for a given year. The data on 
total planted acreage is thus estimated for competing crops 
for the years prior to 1941 or 1942, assuming the same re­
lation for the entire period. 
Nearly I4O regressions of the type given by equation 71 
are fitted for varying crops and states under study. In al­
most all the cases, the regressions are quite satisfactory and 
and the values of the correlation coefficients are generally 
higher than 0,90, However in about a dozen cases, the re­
gressions are quite poor. Most of these regressions are for 
oats grown in states outside the Corn Belt region. It is 
realized that the relation between y and x which exists after 
1941 may not exist prior to 1941. But still it is an appro­
priate and simple assumption to provide estimates for the years 
for which data are not available. Even if there are errors in 
this method of estimation, they are of minor nature and do not 
affect the results and conclusions of this study. The national 
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and regional figures on total planted acreages for these crops 
are simply obtained by summation of appropriate individual 
state figures. 
Price series. The national support prices are also used 
as support prices for individual states and regions. The 
national support prices are announced by U. S. Department of 
Agriculture and are available in their publications (79). 
The actual market prices for different crops are avail­
able on state level. The market price is the average price 
received by farmers for the crop year. These prices for dif­
ferent crops are estimated for regions and the nation. The 
regional price of a crop is calculated by using the formula 
P = (72) 
ZSi 
Where P indicates the regional price of a given crop, received 
by farmers, P^ is the average price received by farmers in 
the ith state and Sj_ denotes the quantity sold during the 
crop year in the same state. The summation takes over all 
the states in the region. Hence the regional price of a crop 
is the weighted average of the state prices where the weights 
are the quantities sold. But the quantities sold for the 
crops are not available for the states before 1941. 
Hence the regional prices for soybeans, oats, corn and 
wheat are obtained by using formula 72 for 1941 and following 
years. But the regional prices for these crops prior to 1941 
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are obtained by the same weighted average formula. The 
weights used are state production figures. The same thing 
holds true in arriving at the national prices received by 
farmers for these crops. 
For cotton, the weights used throughout the entire period 
1929-1963, are the state production figures. The same weights 
are used in building regional and national cotton prices. 
Weather statistics. In the study of soybean production, 
the two important weather variables considered are July pre­
cipitation and August temperature. These statistics up to 
194^ are from Statistical Bulletin No, 101 of U, S. Department 
of Agriculture (Ô3). These statistics are the monthly averages 
for all the soybean growing states. The state averages are 
the simple averages of the divisional averages. This is true 
up to I94&. After 194^» the state averages are the weighted 
averages of the divisional values, the weights being the areas 
under the divisions. The weather statistics for the years 1949 
to 1963 are taken from Agricultural Statistics (79) and 
Climatological Data (Ô5). The state averages for the later 
years are computed from the divisional averages weighing with 
divisional areas. The main source for the divisional averages 
of weather statistics is the climatological Data published by 
U. S. Department of Commerce (8$) for all the states and years. 
However the weather statistics after 194^ may not be exactly 
compared to the weather statistics up to 194# as the difference 
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in weighing exists between these two periods. But the study-
will not be affected by minor differences caused by the 
weighing procedures. 
After arriving at the monthly averages of July precipi­
tation and August temperatures for all the years 1930 to 1963 
for the 31 soybean growing states, these weather statistics 
are used to arrive at the regional figures. The regional 
weather statistics are obtained by wei^ting the state figures 
by the harvested acres for soybeans. 
W = JMi (73) 
zHi 
Where Wj^ represents the weather statistic (either July rain­
fall or August temperature) for the ith state, represent 
the harvested acres for soybeans for the same state and W 
represents the regional weather statistic. The summation is 
over all the states in the region. Using similar formula, all 
the regional and national weather statistics for July rain and 
August temperature are obtained. In obtaining these regional 
and national weather figures, the use of harvested acres for 
soybeans as weights is justified as these acreages differ 
greatly from state to state. 
Supply Relationships for Soybean Acreage 
As we have noted already, soybean acreage has been 
rapidly increasing throughout the period of the study. With 
little over 3 million acres planted for soybeans for all 
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purposes in 1930, plantings have gone up to nearly 30 mil­
lion acres during 1963. During 1930's and early 1940's, 
considerable soybean acreage was harvested for hay. Hence 
the soybean acreage response is studied in two different 
categories. The response of total planted acreage for soy­
beans is one aspect of the study. The other aspect on the 
acreage side is the study of total planted acres minus hay 
acres for soybeans. 
The analyses of the soybean acreage in these two as­
pects are carried out in order to explain and predict the 
effects of relevant price structures, and the effects of com­
peting crops on the soybean acreage at the farm level. They 
are directed primarily towards relationships involving the 
current acreages of competing crops, the price ratios of 
soybeans to competing crops and the yield ratios of soybeans 
to competing crops which may be manipulated for policy pur­
poses or which are identifiable prior to the final outcome 
of the soybean acreage. Time trend and the government pro­
grams are incorporated into the models. The analyses are 
based on data for the period 1929 through 1963 except for the 
state of Minnesota. 
Variables used in the analyses of soybean acreage are; 
X-j^: Total planted acres (acres grown alone plus one-half 
the interplanted acres) for soybeans in the current 
year (year t) in thousands. The total planted 
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acreage includes acreage for soybeans cut for hay. 
^2' Total planted acres for soybeans in the previous 
year (year t-1) in thousands. I2 is lagged one 
year. 
Ï3: Total planted acres (acres grown alone plus one-
half the interplanted acres) for soybeans minus soy­
bean acreage cut for hay in the current year in 
thousands. 
Total planted acres minus hay acres for soybeans in 
the previous year in thousands. is X3 lagged 
one year. 
X5: Total planted acres (including that cut for hay, 
utilized for pasture, soil improvement, abandoned, 
etc.) for oats in the current year in thousands. 
X^; Total planted acres for all purposes (including 
that cut for hay, utilized for pasture, soil im­
provement, abandoned, etc.) for corn in the current 
year in thousands. 
Xy: Total seeded acres for all purposes (including 
acreage seeded in the preceding fall for the harvest 
in the given year) for wheat in the current year in 
thousands. 
Xg: Total planted acres for cotton in the current year 
in thousands. 
Xg: Price ratio of soybeans to oats for the previous 
crop year. 
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^10* Price ratio of soybeans to corn for the previous 
crop year. 
^11* Price ratio of soybeans to wheat for the previous 
crop year. 
^12* Price ratio of soybeans to cotton for the previous 
crop year. 
In arriving at these price ratios, higher of-price of the 
crop for the previous crop year or supported price (if avail­
able) for the current year is used for each of the above crops. 
Whereas the prices of soybeans, oats, corn and wheat are taken 
in dollars per bushel, the price of cotton is in dollars per 
pound. 
Xj_^; Yield ratio of soybeans to oats for the previous 
year. 
X]_^; Yield ratio of soybeans to corn for the previous 
year. 
X15: Yield ratio of soybeans to wheat for the previous 
year. 
Yield ratio of soybeans to cotton for the previous 
year. 
In working the above yield ratios, the average yields of 
soybeans, oats, corn and wheat are taken in bushels per acre 
and the average yield of cotton is considered in pounds per 
acre. 
X17: Time trend, 1930=1, 1931=2,•••,etc., for all the 
states (excepting Minnesota), regions, and the na­
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tion. For Minnesota the variable takes values as 
1935=1, 1936=1,...,etc. 
Dummy variable representing coded form of acreage 
allotments and feed grain programs. This variable 
can take a value either 0, 1, 2, or 3 for a given 
year depending on the presence or absence of the 
programs on the competing crops (corn, wheat and 
cotton). 
The price ratios of soybeans to its competing crops are 
better measures of the relative value of soybeans as a cash 
crop than is the actual price of soybeans. Similarly the yield 
ratios of soybeans to its competing crops are better indicators 
than is the actual yield of soybeans. Hence in the present 
study the price ratios and yield ratios are used instead of ac­
tual prices and average yields of soybeans use the competing 
crops. 
For all the states, the regions and the nation, the soy­
bean acreage (including and excluding hay acreage) responses 
are worked out in two main categories. These two sets of 
equations are differentiated by the presence or absence of 
the variable representing the soybean acreage lagged one year. 
The first set of equations contains the variable X2 or 
which is the lagged endogenous variable. The second set of 
equations do not contain the lagged endogenous variable. Under 
both these categories, a number of alternate regression equa­
tions with alternative variables are worked out. Under each 
of these two categories, one or two regressions are presented 
in which no acreage variables corresponding to competing crops 
^2 
enter. These models are of special interest in that they can 
be used for predicting the soybean acreage for a given year, 
especially when the acreages of the competing crops for that 
year cannot be reasonably estimated. However, all the re­
gression equations presented, contain variables representing 
the price ratios, the yield ratios, time trend and the dummy 
variable corresponding to the government programs, if these 
variables enter into the model. 
In presenting these regression models, in almost all 
cases, any variable whose coefficient has a wrong sign in the 
economic sense has been omitted. For example, the variable 
representing the price ratio of soybeans to corn is expected 
to have a positive sign. As this price ratio increases, other 
things being constant, the soybean acreage should increase. 
However, if this price ratio has a negative coefficient due 
to errors in estimation procedures, the variable is omitted 
from presentation. Secondly, if the coefficient of any 
variable is smaller in magnitude than its standard error, the 
variable is generally not included in the equations. However 
in some cases, depending on the economic importance, some 
variables are presented though their coefficients are smaller 
in magnitude when compared to their standard errors. 
The analyses of soybean acreage, including and excluding 
hay acreage are presented in Tables 4 through]? for all the 
five states in Corn Belt region, Arkansas and Minnesota, The 
standard errors of the coefficients are presented in 
parenthesis just below the coefficients. The value of , the 
Table 4. Regression coefficients with their standard errors in parenthesis and 
R2 values for total planted acres for soybeans (X,), Ohio, 1929 to 
1963. Data used are original values of observations. 
Equation 
number Constant %2 %10 X13 %17 1^8 R2 
4.1 
-64.45 
(296.05 ( 
.804 
.032) ( 
.195 
.149) 
73.74 
(53.65) 
332.66 
(193.81) 
1.49 
(4.65) 
99.45 
(23.92) 
.961 
4.2 -56.71^  
(290.31) ( 
.825 
.050) ( 
.212 
.137) 
79.27, 
(49.99) 
,336.56^  
(190.30) 
,99.95^  
(23.51) 
.961 
4.3 42.05 
(257.47) ( ioai) '{ 
.217 
.150) 
130.08 
(79.55) 
229.28 
(165.59) 
,3.74. 
(4.34) 
108.45 
(23.60) 
.962 
4.5 -233.93 
(177.08) ( 
.769 
.082) 
89.84 
(76.03) 
267.19 
(166.72) 
,5.38 
(4.28) 
114.73 
(23.65) 
.960 
4.6 239.50 
(509.23) '{ 
.492 
.291) 
321.11 
(152.34) 
214.301 
(328.65) 
33.37% 
(5.73) 
122.42 
(46.74) 
.847 
4.7 431.14 
(411.71) l 
.522 
.284) 
308.39 
(149.58) 
32.61 
(5.56) 
119.72 
(46.09) 
.844 
4.8 
-397.57 
(353.92) 
240.50 
(149.29) 
302.73 
(334.75) 
39.48: 
(4.59) 
138.30 
(47.24) 
.809 
Table 5. Regression coefficients with their standard errors in parenthesis and 
R2 val u e s  f o r  t o t a l  p l a n t e d  a c r e s  m i n u s  h a y  a c r e a g e  f o r  so y b e a n s  ( X 3 )  
Ohio, 1929 to 1963. Data used are original values of observations. 
Equation 
number Constant 4 Xio Xi3 %13 
R2 
5.1 -119.03 
(275.95) ( 
.343 
.035) 
-.160 
(.143) 
73.73 
(50.67) 
240.32 
(184.62) (5*.35) 
94.52 
(23.00) 
.970 
5.2 -105.03 
(266.90) ( 
.366 
.044) 
-.174^  
(.132) 
32.12 
(43.43) 
242.03 
(181.50) 
,95.51, 
(22.35) 
.970 
5.3 7 29.75, 
(249.31) ( 
.776 
.090) 
-.167 
(.143) 
131.06 131.29 
(79.56)(160.37) (5!25) 
101.62 
(22.33) 
.970 
5.4 -237.71 
(175.90) ( 
.790 
.090) 
99.37 160.05 
(75.40)(159.16) 
6.29 
(5.15) 
107.08 
(22.43) 
.969 
5.5 56.12 
(532.63) 
-.119 
(.303) 
15.30 
(106.36) 
93.79 
(339.37) 
46.73 
(5.92) 
,73.53, 
(43.54) 
.362 
5.6 -253.20 
(472.10) 
-.329 
(.269) 
375.74 163.39 
(141.23)(304.69) 15:31) 
,91.95, 
(43.33) 
.389 
5.7 -107.16 
(330.90) 
-.353 
(.263) 
365.72 
(133.39) 
42.67^  
(5.14) &s, 
.333 
5.3 -634.01 
(320.72) 
321.36 228.00 
(135.23)(303.35) 
47.35, 
(4.15) uiiii) 
.384 
Table 6. Regression coefficients with their stardard errors 
in parenthesis and R2 values for total planted 
acres for soybeans (X,), Indiana, 1929 to 1963. 
Data used are original values of observations. 
Equation 
number Constant %2 X5 %7 
6.1 686.10 
(589.24) 
.467 
(.133) 
-.222 
(.072) 
-.101 
1.072) 
-.248 
(.140) 
6.2 800.09 
(522.77) 
.468 
(.129) 
-.249 
(.106) 
-.109 
(.069) 
-.270 
(.128) 
6.3 , .4.58: 
(384.45) 
.589 
(.124) 
-.174^  
(.106) 
-.089 
(.073) 
6.4 -273.57 
(313.15) 
.599 
(.124) 
-.211 
(.103) 
6.5 -349.77 
(313.95) (.*128) (*.113) 
6.6 
-422.46 
(160.53) (!IO6) 
6.7 2083.42 
(360.79) 
-.379 
(.119) 
-.157^  
(.075) 
-.518 
(.115) 
6. ê 1490.75 
(583.04) 
-.276 
(.133) 
-.103 
(.080) 
-.369 
(.130) 
6.9 367.26 
(481.40) 
-.176 
(.144) 
-.100 
(.090) 
6.10 749.34 
(471.82) 
-.270 
(.140) 
-.111 
(.097) 
6.11 - 2,46 
(348.80) 
-.219 
(.139) 
6.12 
-444.92 
(210.36) 
%10 Xi4 Xi7 %18 R: 
226.58 
(88.79) 
75.92 
(169.66) 
978.45 
(512.02) 
26.34 
(8.46) 
56.09 
(32.06) 
.986 
215.12 
(83.64) 
1134.56 
(368.71) 
25.57^  
(8.15) 
50.42, 
(28.97) 
.986 
282.99 
(82.12) 
1008.95 
(387.14) 
20.58 
(8.29) 
87.20 
(24.59) 
.984 
278.89 
(82.82) 
931.51 
(385.48) 
16.86 
(7.79) 
99.79 
(22.55) 
.983 
296.84 
(82.62) 
215.87 
(161.69) 
533.38 
(482.97) 
20.99 
(8.28) 
104.50 
(22.51) 
.984 
281.05 
(82.17) 
383.42, 
(116.56) 
27.21 
(7.00) 
107.61 
(21.59) 
.982 
208.29 
(91.73) 
683.06 
(412.67) 
51.62 
(4.75) 
.978 
261.08 
(104.31) 
236.69 
(145.81) 
52.11, 
(4.98) 
38.22 
(35.00) 
.979 
419.12 
(99.13) 
281.86 
(162.82) 
56.38 
(5.33) 
,95.45, 
(32.16) 
.972 
387.21 
(106.33) 
137.12 
(458.32) 
54.70 
(5.62) 
80.78 
(32.98) 
.969 
424.82 
(99.41) 
287.10 
(163.42) 
52.99 
(4.38) 
112.19 
(28.52) 
.971 
410.29 
(101.44) 
392.17 
(152.78) 
58.39, 
(2.77) 
125.82 
(27.84) 
.968 
Table 7. Regression coefficients with their standard errors 
in parenthesis and R2 values for total planted 
acre s  m i n u s  h a y  a c r e a g e  f o r  s o y b e a n s  ( X 3 ) ,  
Indiana, 1929 to 1963. Data used are original 
values of observations. 
Equation 
number Constant %4 %7 
7.1 220.81 
(445.75) 
.341 
(.154) 
-.027 
(.102) 
-.117 
(.061) 
-.181 
(.118) 
7.2 ,243.37 
(346.02) 
.360 
(.147) 
-.132 
(.055) 
-.182 
(.102) 
7.3 -145.03 
(278.56) 
.468 
(.139) 
-.116 
(.056) 
7.4 -226.42 
(291.33) (:i45) 
-.097, 
(.060) 
7.4 -207.95 
(287.82) 
.380 
(.127) 
-.081 
(.055) 
7.6 -570.02 
(149.62) 
.387^  
(.129) 
7.7 -208.22 
(325.08) 
-.106 
(.065) 
7.8 487.48 
(256.47) 
-.142 
(.052) 
-.299 
(.085) 
7.9 430.08 
(261.64) 
-.119 
(.050) 
-.265 
(.077) 
7.10 
-384.34 
(319.34) 
-.088 
(.063) 
7.11 -781.44, 
(149.02) 
%10 213 %14 %17 %13 R2 
259.0a 
(30.02) 
53.96 
(143.41) 
503.23 
(424.23) 
49.36 
(11.93) 
29.45 
(27.67) 
.993 
244.33 
(73.61) 
629.30 
(293.61) 
49.62 
(11.34) 
23.00 
(24.40) 
.993 
331.26 
(73.45) 
511.16^  
(302.35) 
41.62 
(10.32) 
54.11, 
(20.23) 
.992 
300.74 
(76.23) 
117.46^  
(121.09) 
234.27, 
(332,64) 
43.71, 
(11.04) 
57.12 
(20.50) 
.992 
307.57, 
(75.06) 
172.45, 
(95.02) 
46.34 
(10.12) 
55.54, 
(20.22) 
.992 
176:53) 
193.06 
(95.36) (io:i3) 
71.19, 
(17.50) 
.991 
406.36 
(73.96) 
103.17 
(323.33) 
77.13 
(2.61) 
42.96 
(23.35) 
.939 
296.72 
(67.36) 
440.31 
(307.33) 
77.11 
(2.06) 
.991 
305.66 
(63.13) 
143.62 
(95.27) 
76.30 
(1.93) 
.991 
432.53 
(70.72) 
164.31 
(107.66) 
76.47 
(2.43) 
50.92 
(22.35) 
.939 
435.11 
(71.36) 
137.03 
(103.23) 
74.41 
(1.96) 
67.32 
(19.72) 
.939 
Table â. Regression coefficients with their standard errors 
in parenthesis and R2 values for total planted 
acres for soybeans (ij), Illinois, 1929 to 1963. 
Data used are original values of observations. 
Equation 
number Constant %2 X7 
8.1 2009.50 
(1031.24) 
.562 
(.098) 
-.115 
(.118) 
-.227 
(.075) 
-.236 
(.201) 
8.2 2273.04 
(960.98) 
.566 
(.097) 
-.149 
(.107) 
-.238 
(.074) 
-.283 
(.189) 
8.3 1656.25 
(888.02) 
.630 
(.089) 
-.096 
(.104) 
-.271 
(.073) 
8.4 1230.61 
(757.41) 
.630 
(.089) 
-.274 
(.072) 
8.5 1148.58 
(746.32) 
.605 
(.089) 
7.245^  
(.073) 
8.6 1378.08 
(723.06) 
.580 
(.087) 
-.229 
(.072) 
8.7 -698.55 
(347.23) 
.608 
(.099) 
8.8 2082.29 
(1142.14) 
-.278 
(.115) 
8.9 2848.60 
(1119.05) 
-.208 
(.112) 
-.526 
(.233) 
8.10 3022.85 
(1137.39) 
-.247 
(.112) 
-.652 
(.250) 
8.11 2424.60 
(1224.43) 
-.331 
(.118) 
8.12 -417.20 
(516.21) 
90 
1^0 1^3  ^ 1^7 
373.95 
(134.14) 
254.73 
(339.30) 
1295.77 
(326.32) 
53.63 
(14.73) 
105.74 
(56.60) 
.932 
345.40 
(177.05) 
1792.41 
(439.54) 
,53.74, 
(14.53) 
99.03 
(55.41) 
.932 
465.35 
(161.43) 
1614.33 
(435.92) 
43.04 
(14.40) 
101.93 
(56.67) 
.930 
,475.65, 
(160.67) 
1676.65 
(479.95) 
,52.94, 
(13.36) 
109.47 
(55.93) 
.930 
494.54 
(153.40) 
430.73 
(306.14) 
357.36 
(743.97) 
52.20 
(13.13) 
116.53 
(55.17) 
.931 
467.24 
(157.50) 
703.13 
(193.32) 
51.92 
(13.20) 
110.73 
(55.26) 
.930 
469.41 
(131.03 
340.02 
(217.15) 
39.36 
(14.53) 
205.06 
(53.47) 
.973 
613.70 
(243.35) 
713.30 
(309.46) 
131.79 
(3.33) 
114.01 
(33.23) 
.943 
343.04 
(262.42) 
773.51 
(290.17) 
129.53 
(3.30) 
103.54 
(32.42) 
.956 
,574.10, 
(265.44) (7^ :7:11) 
133.12 
(9.56) 
96.57, 
(92.70) 
.942 
630.16 
(263.64) 
337.11 
(325.50) 
121.63 
(3.39) 
229.53 
(79.97) 
.937 
237.66 
(265.26) 
1731.35, 
(753.35) 
137.61 
(3.70) 
102.63 
(34.33) 
.954 
Table 9. Regression coefficients with their standard errors 
in parenthesis and values for total planted 
acres minus hay acreage for soybeans (X3), Illinois, 
1929 to 1963. Data used are original values of 
observations. 
Equation 
number Constant X7 %10 
9.1 808.46 
(743.08) 
.671 
(.112) 
-.211 
(.071) 
410.05 
(164.57) 
9.2 1361.20 
(710.24) Liih 
-.167^  
(.067) 
-.435t 
(.170) 
263.62 
(159.18) 
9.3 1322.99 
(720.73) 
.537 
(.116) 
-.142 
(.069) 
-.326 
(.167) 
292.47 
(161.96) 
9.4 682.68 
(730.16) 
.662 
(.109) 
-.178 
(.073) 
420.24 
(161.16) 
9.5 763.90 
(695.37) 
.653^  
(.105) 
-.173; 
(.071) 
411.99 
(157.64) 
9.6 -782.11 
(315.34) 
.694 
(.113) 
400.43 
(171.03) 
9.7 1238.58 
(1057.25) 
-.244 
(.107) 
701.20 
(230.36) 
9.8 2675.27 
(745.26) 
-.202 
(.077) 
-.802 
(.196) 
280.78 
(206.52) 
9.9 2672.01 
(754.84) 
-.184 
(.078) 
-.722 
(.188) 
299.48 
(210.04) 
9.10 1541.82 
(1101.29) 
-.272 
(.106) 
658.52 
(238.75) 
9.11 
-958.77 
(473.80) 
711.28 
(246.57) 
92 
1^3  ^ 1^2 1^8 51 
1167.30 
(437.26) 
52.41 
(13.27) 
106.33 
(56.42) 
.935 
1417.72 
(454.31) 
73.39 
(13.63) 
97.63 
(51.49) 
.933 
452.03 
(296.51) 
319.31^  
(732.13) 
49.50 
(17.94) (55:23) 
.936 
,550.33^  
(139.76) 
49.63 
(17.66) 
110.54 
(54.03) 
.936 
664.61 
(199.64) 
36.36 
(13.31) 
133.39 
(43.30) 
.933 
,553.62 
(130.56) 
66.34 
(13.96) 
93.01 
(51.31) 
.933 
360.07 
(236.46) 
154.16 
(3.13) 
53.93 
(31.67) 
.966 
1054.30 
(573.20) 
153.97 
(5.93) 
.977 
421.63 
(707.96) 
156.73 
(3.60) 
45.23 
(33.33) 
.964 
503.04 
(293.76) 
145.26 
(7.70) 
160.54 
(73.40) 
.959 
395.54^  
(227.42) 
154.29 
(5.34) 
.977 
Table 10, Regression coefficients with their standard errors 
in parenthesis and R values for total planted 
acres for soybeans (%,), Iowa, 1929 to 1963. Data 
used are original values of observations. 
Equation 
number Constant %2 %5 %6 %10 
10.1 1120.73 
(1024.23) 
.379 
(.123) 
-.192 
(.072) 
-.084^  
(.065) 
310.58 
(149.03) 
10.2 1396.31 
(990.43) 
.351 
(.121) 
-.189 
(.073) 
-.077^  
(.064) 
239.64 
(132.02) 
10.3 163.39 
(721.34) 
.398 
(.124) 
-.187 
(.073) 
264.38 
(146.64) 
10.4 477.61 
(625.05) 
.372 
(.120) 
-.184 
(.073) 
205.37 
(130.02) 
10.5 -1220.90 
(520.37) 
.564 
(.116) 
352.60 
(156.31) 
10.6 -926.05 
(311.20) 
.539 
(.110) 
299.39 
(135.99) 
10.7 3055.94 
(888.61) 
-.314 
(.071) 
-.140 
(.065) 
269.46 
(168.40) 
10.8 2621.64 
(1013.26) 
-.305 
(.068) 
-.104 
(.072) 
226.50 
(149.12) 
10.9 1451.81 
(616.95) 
-.308 
(.070) 
179.54 
(148.28) 
10.10 -865.82 
(416.84) 
377.12 
(181.05) 
Ï17 Xl3 R2 
599.92 
(372.09) 
599.03 
(578.56) 
39.68 
(10.58) 
353.98 
(110.98) 
.963 
648.70 
(369.60) 
41.17 
(10.49) 
334.79 
(109.57) 
.961 
837.64 
(328.34) 
,514.72 
(582.50) 
,35.24. 
(10.14) 
447.32 
( 85.74) 
.961 
861.62 
(325.88) 
36.88 
(9.93) 
423.37 
(81.02) 
.959 
959.58 
(356.32) 
453.62 
(638.43) 
27.69 
(10.64) 
466,63 
(93.69) 
.951 
979.22 
(352.09) 
29.24^  
(10.32) 
445.24^  
(87.93) 
.950 
317.69 
(637.72) 
69.98 
(5.53) 
282.26 
(120,98) 
.948 
403.90 
(406.73) 
67.77 
(5.83) 
309.53^  
(123.43) 
.949 
678.19 
(366.18) 
64.01 
(5.32) 
429.88 
(92,55) 
.945 
762.96 
(468.28) 
74.84^  
(6.04) 
489,30 
(117,26) 
.907 
Table 11, Regression coefficients with their standard errors 
in parenthesis and values for total planted 
acres minus hay acreage for soybeans (X3), Iowa, 
1929 to 1963. Data used are original values of 
observations. 
Equation 
number Constant %5 %10 
11,1 
-48.46 
(1033.02) 
.542 
(.143) 
-.064 
(.175) 
-.047 
(.072) 
385.33 
(169.82) 
11.2 -6.70 
(992.24) 
.539 
(.139) 
-.062 
(.073) 
-.045 
(.070) 
371.82 
(152.51) 
11.3 -522.53 
(591.06) 
.545 
(.138) 
-.062 
(.072) 
349.18 
(146.91) 
11.4 
-435.38 
(849.66) 
.588 
(.126) 
-.045 
(.069) 
386.47 
(150.75) 
11.5 -950.78 
(314.71) (:l24) 
363.84 
(145.22) 
11.6 -.40 
(711.16) 
-.182 
(.080) 
543.39 
(170.92) 
11.7 9.30 
(645.55) 
-.182 
(.079) 
542.94 
(167.50) 
11.8 
-1365,71^  
(400.91) 
659.79 
(174.13) 
96 
%13 Zl4 Xi7 R2 
286.20 
(419.88) 
124.57^  
(631.05) 
38.15^  
(14.55) 
,351.44, 
(124.11) 
.965 
297.53 
(408.17) 
,38.34^  
(14.25) 
347.42^  
(120.14) 
.965 
421.65 
(357.06) 
36.14^  
(13.69) 
400.46 
(87.37) 
.964 
348.75 
(401.61) 
,35.49% 
(13.78) 
361.84 
(118.32) 
.964 
472.78 
(350.38) 
,33.29\ 
(13.22) 
414,84 
(85.34) 
.963 
. 15-04, 
(422.10) 
86.63 
(6.13) 
349.86 
(106.68) 
.944 
86.67 
(5.91) 
349.81 
(104.82) 
.944 
, 64.98^  
(450.38) 
93.01^  
(5.81) 
384.87^  
(112.78) 
.933 
Table 12. Regression coefficients with their standard 
errors in parenthesis and R2 values for total 
planted acres for soybeans (X,), Missouri, 1929 
to 1963. Data used are original values of 
observations. 
Equation 
number Constant %2 =5 =7 %9 
12.1 
-527.06 
(652.25) 
.699 
(.100) 
-.109 
(.086) 
-.036 
(.079) 
121.44 
(93.39) 
12.2 
-743.86 
(429.88) 
.708 
(.097) 
-.092 
(.076) 
130.50 
(89.87) 
12.3 -827.29 
(402.72) 
.699 
(.094) 
-.084 
(.074) 
152.03 
(80.73) 
12.4 -1088.00 
(333.35) 
.741, 
(.087) 
140.02 
(80.47) 
12.$' 
-997.46 
(688.70) 
-.303^  
(.116) 
267.82 
(135.63) 
12.6 -762.10 
(565.37) 
-.320 
(.111) 
230.57 
(116.91) 
12.7 -2129.28 
(578.86) 
246.83 
(148.31) 
9é 
%10 Xly R2 
160.78 
(142.92) 
284.77 
(245.55) 
19.39 
(8.67) 
18.98 
(38.64) 
.977 
186.52 
(129.39) 
349.86 
(197.11) 
19.44, 
(8.53) 
21.68 
(37.60) 
.977 
,185.95, 
(127.77) 
317.62 
(186.66) 
22.05 
(7.14) 
.977 
224.40 
(123.91) 
375.13 
(180.68) 
21.91 
(7.18) 
.976 
346.05, 
(215.64) 
178.65 
(318.00) 8:8) 
.930 
,367.64. 
(209.67) %:% .929 
551.91, 
(219.83) 
387.77 
(337.10) 
78.26 
(5.30) 
.913 
Table 13, Regression coefficients with their standard errors 
in parenthesis and R2 values for total planted 
acre s  m i n u s  h a y  a c r e a g e  f o r  so y b e a n s  ( X 3 ) ,  
Missouri, 1929 to 1963. Data used are original 
values of observations. 
aquation 
number Constant %4 %7 XQ 
13.1 
-745.75) 
(345.79) 
.715^  
(.092) 
-.072 
(.060) 
171.60 
(73.53) 
13.2 -770.12 
(312.58) 
.709^  
(.085) 
-.070 
(.059) 
178.04 
(63.08) 
13.3 -393.56 
(437.25) 
.681 
(.086) 
-.094, 
(.062) 
-.070 
(.058) 
142.61 
(68.94) 
13.4 
(27^ :63) Co#) llklo) 
13.5 -1712.32 
(625.85) 
-.188 
(.104) 
331.02 
(127.50) 
13.6 
-.227, 
(.102) 
261.42 
(119.36) 
13.7 -1122.90 
(502.80) 
-.251 
(.099) 
205.61 
(103.97) 
13.a -2306.88 
(495.41) 
245.72 
(126.93) 
100 
*10 Xl7 1^A R2 
416.35 
(163.87) 
23.46, 
(9.03) 
5.93 
(33.00) 
.987 
407.34 
(153.30) (7!I2) 
.987 
,276.44, 
(186.00) (7:06) 
.988 
468.54 
(145.50) 
22 . 94. 
(7.06) 
.986 
266.95 
(186.76) 
161.72 
(285.45) 
89.11 
(7.43) 
-75.76 
(54.20) 
.961 
276.69 
(189.78) 
267.65 
(279.86) 
82.18 
(5.69) 
.958 
309.02 
(186.47) 
82.99 
(5.61) 
.957 
(188!14) 
,424.03, 
(288.50) 
90.53^  
(4.54) 
.951 
Table I4, Regression coefficients with their standard errors 
in parenthesis and R^  values for total planted 
acres for soybeans (X,), Arkansas, 1929 to 1963. 
Data used are original values of observations. 
Equation 
number Constant % %6 % =9 
U.l -160.33 .397 
(394.30)(.073) 
-.099 
(.117) 
14.2 -114.64 .900 
(329.15)(.071) 
-.106 
(.111) 
14.3 21.79 .920 
(162.23)(.064) 
-.123 
(.064) 
14.5 -439.47 .364 
(194.63)(.033) 
-.135 
(.133) 
,62.54^  
(52.03) 
14.6 -452.34 ,.919, 
(193.25)(.063) 
14.7 714.32 
(1136.46) 
-1.260 
(.233) 
-.464 
(.264) 
-.415 
1.148) 
233.97 
(105.65) 
14.a 533.33 
(1202.52) 
-1.203 
( .235) 
-.441 
(.263) 
-.351, 
(.141) 
330.04, 
(102.97) 
14.9 1101.23 
(1107.36) 
-1.333 
(.270) 
-.514 
(.253) 
-.462, 
(.1391 
232.05 
(105.10) 
14.10 -1335.37 
(437.09) 
102 
%10 %12 XT7 h A R2 
23.36 
(50.70) 
2.03^  
(9.13) 
4036.33 
(1675.59) 
, 5.31, 
(10.69) 
114.16 
(31.74) 
.932 
,31.78. 
(43.03) 
4103.16 
(1664.12) 
4131.25, 
(1540.13) 
(30.92) 
115.06 
(30.92) 
113.01 
(27.32) 
.932 
.932 
3552.30 
(1792.34) 
16.00 
(7.36) 
96.32 
(23.31) 
.932 
25.30 
(50.26) 
4.11 
(3.31) 
4404.47, 
(1624.72) 
12.01 
(7.13) 
102.49 
(23.46) 
.932 
34.30^  
(90.33) 
23.35 
(17.44) 
42.05 
(25.27) 
112.23 
(61.93) 
.949 
135.63 
(34.07) 
40.07, 
(25.64) 
115.30 
(62.90) 
.945 
30.54, 
(15.33) 
36.30 
(24.56) 
113.36 
(61.76) 
.927 
224.93 
(130.35) 
41.03 
(22.71) 
4024.06 
(4411.50) 
92.64 
(10.61) 
149.25 
(76.72) 
.361 
Table 15. Regression coefficients with their standard errors 
in parenthesis and R^  values for total planted 
acre s  m i n u s  h a y  a c r e a g e  f o r  s o y b e a n s  ( X 3 ) ,  
Arkansas, 1929 to 1963. Data used are original 
values of observations. 
Equat ion 
number Constant =4 ÏA XQ 
15.1 ,-79.53^  
(403.72) 
.393 
(.074) 
-.116 
(.122) 
15.2 -292.5a 
(590.62) 
.350 
(.100) 
-.093, 
(.193) 
-.033 
(.143) 
46.62 
(67.42) 
15.3 -41.35 
(336.36) 
.901 
(.071) 
-.122 
(.116) 
15.4 76. a6 
(159.a6) 
.916 
(.064) 
-.142^  
(.067) 
15.5 -410.21 
(206.92) 
.923 
(.063) 
15.6 755.85^  
(1221.57) 
-1.24 
(.292) 
-.547 
(.272) 
-.421 
(.151) 
303.31 
(103.73) 
15.7 637.34. 
(1230.96) 
-1.193 
(.292) 
-.525^  
(.274) 
342.45, 
(105.40) 
15.a 1173.20 
(1143.00) 
-1.331, 
(.273) 
-.601 
(.266) (:i42) 
296.26 
(103.44) 
15.9 1344.19^  
(1137.19) 
-1.325, 
(.290) 
-.612 
(.277) 
-.416 
(.145) 
,351.70 
(103.44) 
15.10 -2105.17 
(454.23) 
104 
%o %i2 He ^17 hs 
22.34 1.68 
(52.09) (9.38) 
3475.24 4.49 
(1707.98)(10.85) 
106.19 
(32.61) 
.983 
31.07^  
(51.41) 
2896.79 11.79 
(1898.73)(14.52) 
.983 
,24.75^  
(49.40) 
3486.49, 3.32 
(1675.92) (8.48) 
106.92 
(31.77) 
.983 
3474.86 
(1565.25) 
109.65 
(28.39) 
.983 
,17.27, 3.96, 
(51.74) (9.05) 
3814.80 12.02 
(1667.78) (7.45) 
92.41 
(29.20) 
.982 
92.02 22.43 
(93.51)(17.95) (26!O2) 
107.01 
(63.76) 
.950 
140.35, 
(86.05) (26:25) 
110.32 
(64.39) 
.947 
,29.74^  
(16.34) 
,33.68 
(25.34) 
108.20 
(63.71) 
.948 
25.89 
(26.02) 
114.50 
(66.29) 
.941 
232.56 43.03 
(135.48)(23.60) 
4568.38 97.33 
(4585.02)(11.03) 
140.13^  
(79.74) 
.861 
Table 16, Regression coefficients with their standard errors in parenthesis and 
R2 values for total planted acres for soybeans (X,), Minnesota, 1934 
to 1963. Data used are original values of observations. 
Equa­
tion 
no. 
Constant 2^ %7 %11 %13 X15 7^ =18 
R2 
16.1 -620.38 
(430.44) 
.646 
(.116) ( .097 .152) 636.64 (633.85) 311.93 (280.91) 34.08 (15.66 93.60 (44.87) .963 
16,2 -718.11 
(948.81) 
.687 
(.130) ( .092 .203) 104.33, (396.40) ,553.37% (218.63) 31.96 (15.88) 101.31 (48.21) .962 
16.3 
-494.23 
(411.79) 
.671 
(.113) 
.127 
.149) 
,524.35, 
(184.93) 
,31.48 
(15.45) 
97.24, 
(44.73) 
.962 
16.4 -1090.62 
(458.41) 
.699 
(.125) 
222+47 
(292.24) 
601.17 
(187.86) 
35.52 
(13.53) 
107.02 
(45.71) 
.962 
16.5 -851.03 
(229.22) (:ii3) 
715.88 
(613.40) 
312.48 
(277.25) 1ÏI-J?) 
,95.13, 
(44.22) 
.963 
16.6 
-787.11 
(224.25) cËL 
,561.12^  
(178.75) A'dh 
,99.94, 
(44.36) 
.961 
16.7 -1125.50 
(332.34) 
569.52 
(274.03) 
107.16 
(7.85) 
141.00 
(67.16) 
.904 
16.8 -1190.40 
(292.15) 
1524.49 
(575.38) 
103.35, 
(7.20) 
127.28 
(64.40) 
.912 
Table 17. Regression coefficients with their standard errors in parenthesis and 
r2 values for total planted acres minus hay acreage for soybeans 
( X 3 ) ,  Minnesota, 1924 to 1963. Data used are original values of 
observations. 
tion 
no. 
Constant %4 X7 1^1 %13 =15 X17 %18 
17.1 -707.61 
(950.41)( 
.708 
.130) 
-.118 
(.204) 
116.78 
(399.20) 
565.98 
(220.61) 
30.08 
(16.60) 
92.85 
(48.86) 
.964 
17.2 -599.71 
(440.96)( 
.666 
.116) 
-.124 
(.154) 
688.56 
(638.08) 
304.44 
(282.92) 
32.39 
(16.33) 
,83.5a 
(45.08) 
.965 
17.3 -459.93,, 
(422.99)( 
.691 
.113) 
7.157, (.152) (illifa) 
29.60 
(16.19) 
88.00 
(45.05) 
.964 
17.4 -504.aa 
(433.52)( 
.650 
.115) 
-.124 
(.155) 
1204.40 
(422.56) 
31.79 
(16.38) 
79.17 
(45.04) 
.964 
17.5 -1184.71 
(462.9a)( .722 .125) 267.22 (298.07) 627.18 (190.68) 34.82 (14.21) 100.47 (46.36) .963 
17.6 -898.06 
(236.05)( 
.647 
.112) 
790.37 
(620.53) 
305.20 
(280.72) 
40.08 
(13.14) 
,85.37, 
(44.67) 
.964 
17.7 -804.32 
(220.57)( 
.632 
.112) 
1307.97 
(399.50) (13:18) 
,80.95, 
(44.66) 
.963 
17.a -826.08 
(232.14)( 
.671 
.112) 
,579.53, 
(182.37) 
39.20 
(13.29) 
91.22 
(45.00) 
.962 
17.9 -1312.96, 
(301.01) 
1582.37, 
(592.84) 
108.43, 
(7.42) 
108.88 
(66.35) 
.913 
17.10 
-1248.95 ,594.14, 
(282.28) 
112.41 
(8.09) 
123.13 
$9.1$ 
.905 
107 
multiple correlation coefficient is given for each of the 
regressions. However, the Durbin-Watson statistic d for 
testing the serial correlation in the residuals is worked 
out for few selected regression equations of Illinois, Iowa 
and Indiana states only. Hence they are not presented in 
the corresponding tables but are discussed in the text wherever 
applicable. 
Ohio : Tables 4 and 5 give the regression equations on soybean 
acreage including and excluding hay acreage respectively for 
the state of Ohio. Ohio has currently 6 percent of the 
nation's soybean acreage. Removal of variable X2 from the 
regression equations of Table 4 lowers the value of con­
siderably. As expected, with the elimination of the Xg 
variable and variable , the time trend turns out to be 
highly significant. Variable the soybean-corn price 
ratio comes out to be significant at the 5 percent level. 
Generally, the regression equations in Table 5 have greater 
values for R^  when compared to the equations of Table 4. 
This indicates that removal of hay acreage from the total 
soybean acreage improves the fit considerably. Also this 
improves the significance levels of all the coefficients that 
entered into the equations. 
Excluding the lagged endogenous variable, the following 
conclusions hold true on the soybean acreage response 
loâ 
whether hay acreage is included or not. First, a decrease 
in oats acreage for a given year is associated with an in­
crease in soybean acreage for the same year. Second, an in­
crease in soybean-corn price ratio of previous year has sig­
nificant effect for increases in soybean acreage of the 
current year. Third, the time trend, which includes techno­
logical improvements also has highly significant effect on 
the soybean acreage. Lastly, the government programs do have 
significant influence for increases in soybean acreage. 
For equations 4.3 and 4.7, supply elasticities for soy­
bean acreage with respect to soybean-corn price ratio are 
estimated as 0.21# and 0.516 respectively. These are cal­
culated at the means of the entire series. Based on equation 
4.7; soybean acreage increases by 5 percent for a 10 percent 
increase in the soybean-corn price ratio, 
Indiana; Currently a little over 9 percent of nation's soy­
bean acreage is found in the state of Indiana. Table 6 gives 
the regression equations on total soybean acreage which in­
cludes hay acreage. Among the equations having X2, the lagged 
endogenous variable, equation 6.2 is the best where all the 
variables except and are significant at least at the 5 
percent level. The Durbin-Watson d statistic for the same 
equation is 1.86 which is not significant, indicating the 
absence of serial correlation among residuals. However, it 
is realized that this test is not valid when one of the 
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independent variables is a lagged endogenous variable which 
is true in the present equation. The high value of R^ , 0.986, 
indicates that the influencing factors on soybean acreage are 
included in the function. Though some of these variables are 
significant, their omission from the regression does not 
reduce the value of significantly. Examination of 
equations 6.3 and 6.4 indicates that dropping of variables 
and Xy from equation 6.2, only reduces the value of R2 
from 0.9#6 to 0.9&3. Equation 6.7 through 6.12 do not contain 
variable X2. Equation 6,7 in which the dummy variable does 
not enter has the highest value for R^ , The trend variable 
is highly significant. The variables on current acreages 
for oats, corn and wheat are significant at least at the 5 
percent level. The variable of soybean-corn price ratio is 
also significant at the 5 percent level. The Durbin-Watson 
d statistic is 1,24 for this equation which shows that the 
test is inconclusive. Equation 6,12 does not contain any 
acreage variables. However its R^  value is reasonably high. 
All the variables appearing in this equation are significant 
at the 1 percent level. 
For Indiana, the linear time trend has a significant 
positive effect. Decreases in the current acreages of oats, 
corn and wheat are associated with increases in the soybean 
acreage. The government programs have also helped for in­
creases in soybean acreage. Farmers have responded to the 
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soybean-corn and soybean-oats yield ratios of the previous 
year. However the most consistent and significant factor 
for increases in soybean acreage is the soybean-corn price 
ratio. 
Table 7 gives the equations for soybean acreage excluding 
hay acreage. The values of for these equations are con­
sistently much higher than the corresponding equations of 
Table 6. This indicates that removal of hay acreage from 
total soybean acreage has markedly improved the regression 
equations. Equation 7.2 accounts for more than 99 percent of 
variation. The test for serial correlation in the residuals 
is not significant. Most of the variables are significant at 
the 5 percent level. Without the lagged endogenous variable, 
equation 7,^  accounts for more than 99 percent variation with 
5 independent variables. The dummy variable fail to enter 
into the equation. The linear time trend is highly signifi­
cant. The variable of soybean-corn price ratio is highly 
significant. The test for serial correlation in the residuals 
is inconclusive. Equation 7.11 which does not have any 
acreage variables still has a very high value for R^ . The R^  
value is slightly affected by elimination or alteration of 
one, two variables that influence the soybean acreage. 
In Table 7, the values of R for equations with or with­
out the lagged endogenous variable, X^ , differ very little. 
Hence omission of variable X5 has little influence on the 
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value of R2, The time trend shows highly significant posi­
tive effect on soybean acreage. The variables on corn and 
wheat acreages have negative correlations with the soybean 
acreage excluding for hay. The oats acreage does not enter 
into these equations for the most part. The soybean-oats 
price ratio has a positive and highly significant influence 
on soybean acreage excluding for hay. The soybean-corn and 
soybean-oats yield ratios have positive influence on soybean 
acreage. 
The estimated supply elasticities for soybean total 
acreage with respect to soybean-corn price ratio are 0,210 
and 0,211 which are based on equations 6,2 and 6,7 respec­
tively, These are calculated at the means. Hence, the soy­
bean acreage increases approximately by 2,1 percent for each 
10 percent rise in the soybean-corn price ratio. 
Illinois; The leading soybean growing state in the United 
States is Illinois. Nearly 20 percent of total planted acres 
for soybeans in the United States is currently from Illinois. 
A number of equations for soybean acreage including hay are 
presented in Table 8. With variable Xg included, equation 
8.2 accounts slightly more than 9Ô percent of total variation. 
The signs of all the coefficients are economically meaningful. 
Variables Xô, X^ /^  and X^ y are highly significant. The other 
variables are significant between 30 to 10 percent probability. 
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levels. The test for serial correlation in the residuals is 
inconclusive. Without variable X2, equation 8.9 is of 
interest. When the lagged endogenous variable X2 is omitted 
fr^ a the regression, the time trend comes out highly sig­
nificant, The test for serial correlation is significant 
which indicates that the errors are autocorrelated. The pre­
dicted values based on equation 8,9 are shown in Figure 1 
along with the actual observations. 
Among the acreage variables, the variable on com acre­
age has most influence on soybean acreage, A decrease in 
planted acreage for corn is related with an increase in the 
total planted acres for soybeans. Among the variables repre­
senting price ratios, the soybean-corn price ratio is posi­
tively and significantly correlated with the soybean total 
planted acreage. Among the variables representing the yield 
ratios, the soybean-oats and soybean-corn yield ratios seem 
to have influence for increases in soybean acreage. However, 
both these yield ratios generally do not appear together in 
the same equation with significant coefficients. Hence 
either of these yield ratios might be influencing the growth 
in soybean acreage. In all cases, the linear trend is highly 
significant. However, the government programs may not be 
statistically significant, but they have influenced soybean 
acreage in the upward trend. Removal of the lagged endogenous 
variable, X2, from the regression equations reduced sig-
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Figure 1. Soybean acreage planted for all purposes in 
Illinois: actual observations compared 
with predicted values from equation 8 . 9 .  
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Figure 2. Soybean acreage planted for all purposes in 
Iowa: actual observations compared with 
predicted values from equation 10,â. 
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nificantly the value of R2. 
The equations in Table 9 are the regressions for total 
planted minus hay acres for soybeans. The equations are 
presented with and without variable Including variable 
X^ f equation 9.2 is the best one with the highest value for 
R2. The test for autocorrelation of residuals which is not 
valid in the present case, is not significant. For the same 
equation, variables X/^ , X5, Xy, and X^ y are highly 
significant. Excluding variable X^ , equation 9.Ô has an 
value of 0.97&. The test for autocorrelation of the residuals 
is significant at the 5 percent level. For this equation, the 
acreage variables are highly significant whereas variables X^ Q 
and X^ j^  are significant at 30 and 10 percent probability levels 
respectively. The dummy variable which has larger standard 
error is deleted from this equation. As expected, time trend 
is highly significant. 
The regression equations of Table 9 dealing with total 
acreage, hay excluded, for soybeans have slightly higher 
values when compared to regressions on total soybean acreage 
indicating that removal of hay acreage from total planted 
acres improves the fit, more prominently when the lagged 
endogenous variable is excluded from the equations. The acre­
age variables on corn and wheat have significant influence on 
soybean acreage. Also the linear time trend is highly sig­
nificant. Other remarks are similar to those given under 
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soybean acreage, hay included, for the same state. 
The supply elasticities for soybean acreage with respect 
to soybean-corn price ratio are 0.160 and 0.159 for equations 
8.2 and 0,9 respectively. These are estimated at the means. 
Hence, based on these equations, the soybean acreage increases 
by 1.6 percent for a 10 percent rise in the soybean-corn price 
ratio. 
Iowa; Having currently 12 percent of nation's soybean acreage, 
Iowa is the second largest state in growing soybeans. Only 
oats and corn crops are considered to be competing with soy­
beans in Iowa. Table 10 gives a number of alternate regres­
sions on total planted acres for soybeans, hay included. In 
equation 10.1, variables Xg* 5^> l^O' ^ 17 1^0 all 
significant at leat at the 5 percent level. The d statistic 
is 2,04 which is not significant indicating the absence of 
serial correlation in the residuals. Equation 10,8 does not 
contain variable X2. The d statistic is 1,37 and the test for 
autocorrelation in the residuals is inconclusive. Variables 
X5, and X^ g are highly significant. The drop in values 
when variable Xg is omitted, is not appreciable for the 
equations of Table 10. Figure 2 shows the actual observations 
and the predicted values for total soybean acreage based on 
equation 10.8. 
A decrease in oats acreage is significantly associated 
with an increase in total soybean acreage. The linear time 
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trend is highly significant and hence the soybean acreage is 
observed to be in the increasing trend over the past 35 years. 
The technological improvements in soybean industry can be 
related to the time trend. Also evidently, the government 
programs on corn have greatly influenced for increases in 
soybean acreage in Iowa. As a cash crop, the soybean prices 
are relatively higher than corn prices which effects farmers 
decision in favor of more plantings for soybeans. In Iowa, 
it can also be noted that the average yields of soybeans are 
relatively greater than the average of yields of oats which 
again favors for increases in soybean acreage. 
Table 11 provides the regressions for soybean acreage 
excluding hay. Removal of hay acreage from total planted 
acreage for soybeans does not accomplish much in improving 
the values of R^ . Equation 11.3 is the best equation with a 
value of 0.964 for R^ . The d statistic is 2.27 which is not 
significant. Variables X^ , X^ q, X^ y, and X]_g are significant 
at least at the 5 percent level. Among the equations without 
variable Xjj^ , equation 11,7 is the best one with highest 
value for R^ . The d statistic is 1,23 and the test for auto­
correlation in the residuals is inconclusive. All the varia­
bles in the equation are highly significant except variable 
X5 which is significant at the 5 percent level. 
The following general conclusions can be drawn from Table 
11, The oats acreage in Iowa is being diverted to soybean 
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acreage. Increases in soybean-corn price ratio influence 
the farmers' decision in planting more acres for soybeans. 
The linear trend for increases in soybean acreage can account 
for the scientific and technological changes in soybean 
varieties and in soybean industry in general. Acreage allot­
ments and the recent feed grain programs on corn influence 
the participants in diverting their land to soybeans for 
increased profits. 
The supply elasticities for soybean acreage are estimated 
for equations 10.1 and 10.8. They are 0.299 and 0.218, 
respectively. They are worked out at the overall means. Based 
on equation 10.8 the soybean acreage will increase by ap­
proximately 2.2 percent for a 10 percent increase in the soy­
bean-corn price ratio. 
Missouri: Presently, Missouri has 9 percent of total planted 
acres for soybeans in the United States. Tables 12 and 13 
give the regression equations for soybeans acreage including 
and excluding hay, respectively. Removal of hay acreage from 
total planted acres for soybeans improves the statistical fit 
of the regressions. 
The general conclusions from the equations given in 
Table 12 and 13 may be summed up as follows: Dropping of 
variable X2 and X/^ , the lagged endogenous variable, reduces 
the value of R^ , considerably. Among the remaining acreage 
variables, is an important one. The negative sign of this 
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variable indicates that soybean acreage increases as oats 
acreage decreases. Two variables representing the price 
ratios enter into the equations. They are soybean-oats and 
soybean-corn price ratios. The probability levels at which 
they are significant lie between 30 to 10 percent. In many 
of the equations, the variable representing soybean-oats 
yield ratio enter significantly. The linear time trend is 
highly significant in all the equations presented in Tables 
12 and 13, Hence the major factor influencing for increases 
in soybean acreage in Missouri may be the linear time trend 
which includes systematic technological changes over time. 
The other interesting factor is that the dummy variable 
representing the government programs does not enter into the 
equations. Even if it enters, the probability levels at 
which it will be significant are very high. Hence it may be 
concluded that the acreage allotments and feed grain programs 
may not be contributing directly or indirectly for increases 
in soybean acreage in Missouri. The regression equations are 
generally good explaining between 91 to 99 percent of total 
variation. 
The supply elasticities for soybean acreage are estimated 
at the mean values for equations 12.2 and 12.6. These 
elasticities with respect to soybean-corn price ratio are 
O.25Ô and 0.508 respectively. These elasticities with re­
spect to soybean-oats price ratio are 0.353 and 0.615 re­
spectively. Based on equation 12.6, the soybean acreage will 
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increase by 5.1 percent for a 10 percent increase in the 
soybean-corn price ratio. Based on the same equation, the 
soybean acreage will increase by nearly 6,2 percent for a 
10 percent rise in the soybean-oats price ratio. Hence, other 
things being equal, a given increase in soybean-oats price 
ratio will lead to a higher supply of soybean acreage than an 
equal increase in soybean-corn price ratio, 
Arkansas: Outside the Corn Belt, Arkansas is one of the two 
important states for soybeans, Arkansas, presently, has 10 
percent of the total planted acres for soybeans in the 
nation, Oats, corn and cotton are taken as competing crops 
for soybeans in Arkansas, Table 14 gives the equations for 
total planted acres for soybeans. When variable X2 is in­
cluded in the regressions, variables and are highly 
significant. Variable X2 itself is highly significant. When 
Xg, the lagged endogenous variable is omitted, variables X^ , 
Xg and X^  are significant at the 10 percent level. Table I5 
gives the equations for soybean acreage excluding hay. The 
conclusions drawn for Table 14 are generally true for Table 
15 and also the significant levels of the variables. 
For Arkansas, removal of hay acres from the total 
planted acres for soybeans does not improve the fit and hence 
the values in Table 15 are not improved when compared with 
corresponding values in Table I4, The following general 
remarks hold for both Tables 14 and 15. With the lagged 
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endogenous variable (X2 or X^ ) in the regressions, only corn 
acreage variable enters into the models. The other acreage 
variables do not have much influence on soybean acreage. No 
price ratio shows significant effect on soybean acreage. 
However, a strong positive correlation is indicated between 
soybean acreage and soybean-cotton yield ratio. Aslo the 
government programs to control the acreages of competing 
crops have helped to increase soybean acreage. When Xg and 
X^  are not included in the models, decreases in the acreages 
of oats, corn and cotton are highly related to increases in 
soybean acreage. Also the soybean-cotton price ratio is 
positively correlated with the soybean acreage. An increase 
in the soybean-cotton yield ratio influences for an increase 
in soybean acreage. The government acreage control programs 
have a significant effect on the growth of soybean acreage, 
Arkansas, being one of the cotton growing states, the vari­
ables relating to cotton have significant role for the ex­
pansion soybean acreage in the state. 
The supply elasticities estimated at the mean values for 
soybean acreage with respect to soybean-oats price ratio are 
0,212 and 0,967 respectively for equations 14.5 and 14.9. 
For equation 14.9, the supply elasticity with respect to 
soybean-cotton price ratio is estimated as 0.350. Based on 
equation 14.9, the soybean acreage increases by 9.7 percent 
for a 10 percent increase in the soybean-oats price ratio. 
Based on the same equation, the soybean acreage increases by 
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3.5 percent for a 10 percent increase in the soybean-cotton 
price ratio. Hence, other things being equal, a given in­
crease in soybean-oats price ratio will lead to a greater 
supply of soybean acreage than an equal increase in soybean-
cotton price ratio. 
Minnesota: Besides the Corn Belt states and Arkansas, 
Minnesota is an important state for growing soybeans. At 
present, 8 percent of nation's soybean acreage belongs to 
Minnesota. Like other states discussed so far, the data for 
Minnesota do not cover the entire period 1929 to 1963. As the 
earlier data for this state is not available only the data for 
the period 1934 to 1963 are used in the analysis presented. 
Equation 16,6 of Table 16 is the best regression where 
all the variables included in the equation are significant at 
the 5 percent level. When variable X2 is excluded, equation 
16.8 is the best model where all the variables are significant 
at the 5 percent level. Table 17 presents regression equa­
tions for soybean acreage, hay excluded. Variables and 
are significant at the 5 percent level if they appear 
alternately but not together in the same equation. In equa­
tion 17,7, all the variables are significant at the 5 percent 
except variable X^ g which is significant at the 10 percent 
level, 
Removal of hay acreage from the total planted acres for 
soybeans does not improve the fit which can be observed from 
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the corresponding equations of Tables 16 and 17, The reason 
could be that the acres cut for soybean hay in Minnesota are 
not appreciably high. One surprising thing that can be 
noted from the equations of these two tables is that no 
variable representing any price ratio whose coefficient is 
higher than its standard error, appears in these models. 
Hence one may conclude that increases in soybean acreage may 
not be influenced by increases in soybean prices relative to 
the prices of the competing crops. The soybean-oats and 
soybean-wheat yield ratios have significant and positive cor­
relation with the soybean acreage. The linear time trend 
has accounted for significant variation, suggesting that the 
soybean acreage is positively linearly related to the tech­
nological improvements. Also, the implementation of govern­
ment programs, controlling acreages of the competing crops, 
directly results in an increase in soybean acreage. 
Summary: The conclusions for the individual states considered 
above, are generally similar whether hay acreage is included 
or not. However, with the exception of Iowa, Arkansas and 
Minnesota, removal of hay acreage improves the over all re­
gressions and considerably increases the values of multiple 
correlation coefficients. Most of the regression equations 
are quite satisfactory accounting about to 9^  percent of 
total variation. 
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The time trend is highly significant for all the states 
studied. This may indicate that technological changes and 
innovations in soybean varieties, cultivation practices, etc. 
have contributed to increases in soybean acreage over the 
last 35 years. The time factor may also contain other vari­
ables which could not be measured quantitatively in the study 
but have a linear effect on the growth of soybean acreage. 
With the exception of Missouri, the government programs such 
as acreage allotment programs and feed grain programs on corn, 
wheat and cotton have contributed vastly to the increased 
plantings for soybeans. The farmers participating in these 
programs, conveniently, without violating the conditions of 
the programs, divert their acres-to soybeans. Consequently, 
the acreage for soybeans increases-. Also there is marked 
decrease in the acreage of oats, especially in Ohio, Indi­
ana, Iowa, Missouri, while the soybean acreage is moving 
upward. Depending on the geographical location of the state 
oats, corn, wheat and cotton compete with soybeans. The 
empirical results indicate that decreases in the acreage of 
one or more of these competing crops are directly related to 
increases of soybean acreage. As expected, the soybean 
acreage lagged by one year, if included as an independent 
variable in the model, is highly significant. This may show 
that the current year's plantings are based on previous 
year's actual plantings. 
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For all states except Minnesota, the soybean-corn price 
ratio is highly significant. This indicates that the 
farmers base their decisions for the present year plantings 
for soybeans on the expectations of last year's price of soy­
beans relative to corn price. As a cash crop, the relative 
value of soybeans is best measured as soybean-corn price 
ratio. For Missouri, soybean-oats price ratio is equally 
important as soybean-corn price ratio in influencing the cur­
rent year's soybean acreage. And for Arkansas, the soybean-
oats and soybean-cotton price ratios besides soybean-corn 
price ratio, are influencing factors for the upward trend of 
soybean acreage. Surprisingly, no price ratio enters into 
the regression models for the state of Minnesota, However, 
generally speaking, the relative increase of soybean price to 
corn price over the past 35 years has particularly lead for 
rapid increases in soybean acreage. 
Farmers also likely base their decisions for the current 
year for distributing their total acreage between different 
crops on the expectations of the average yields obtained in 
the year before. In the present study it is expected that the 
soybean average yield relative to the yields of competing 
crops influence the current year's plantings for soybeans. 
For Indiana and Illinois, the previous year's soybean-corn and 
soybean-oats yield ratios are positively related to the cur­
rent year's soybean acreage. For Ohio, Iowa and Missouri, the 
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most influencing yield ratio on the current year's acreage 
for soybeans is the soybean-oats yield ratio for the pre­
vious year. For the state of Arkansas, the previous year's 
soybean-cotton yield ratio is highly positively correlated 
to the present year's soybean acreage. For Minnesota, 
soybean-oats and soybean-wheat yield ratios are the influenc­
ing factors for increases in soybean acreage. Over the last 
35 years, the study shows that the average yields of soybeans 
relative to the average yields of competing crops are in­
creasing and consequently influencing for increases in soy­
bean acreage. 
The supply elasticities for soybean acreage'with respect 
to soybean-corn price ratio are estimated for selected re­
gressions of the five Corn Belt states. The elasticities 
for the functions excluding the lagged soybean acreage vari­
able, are discussed. The elasticities are highest for Ohio 
and Missouri whereas they are lowest for Illinois. The elas­
ticities with respect to soybean-oats price ratio are very 
high for Missouri and Arkansas states. 
Now we condider the same type of analysis for individual 
regions. The regional distribution of soybean growing states 
can be noticed from Table 2. Tables IS through 27 provide the 
regression equations on soybean acreage for different regions. 
Com Belt region; The major soybean growing region is Corn 
Belt. Over 55 percent of nation's soybean acreage is 
Table 18. Regression coefficients with their standard errors 
in parenthesis and R2 values for total planted 
acres for soybeans (X,), Corn Belt region, 1929 
to 1963. Data used are original values of obser-
vation. 
Equation 
number Constant 5^ %6 %7 
18.1 6728.84 
(2518.51) 
.363 
(.098) 
to
-
eo 
rH 
0
 
1 
-
—
 
-.180 
(.052) 
-.257 
(.117) 
18.2 6832.15 
(2364.20) 
,.362 
(.096) 
-.139 
(.066) 
-.182 
(.049) 
-.250 
(.113) 
18.3 4225.15 
(2241.80) 
.439 
(.097) 
-.123 
(.070) 
-.179 
(.052) 
18.. 4 2467.34 
(2075.58) 
.482 
(.097) 
-.197 
(.053) 
18.5 
-3493.89 
(1512.71) 
.512 
(.115) 
18.6 9781.96 
(2741.69) 
-.207 
(.078) 
-.191 
(.060) 
-.408 
(.130) 
18.7 6243.82 
(2881.96) 
-.205 
(.089) 
-.188 
(.069) 
18.8 6928.16 
(2798.54) 
-.225 
(.064) 
-.404 
(.144) 
18.9 3463.53 
(2804.06) 
-.222 
(.072) 
18.10 -3236.16 
(1957.24) 
18.11 -2236.82 
(1192.32) 
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%10 Xi3 Xiy R2 
1433.69 
(461.66) 
103.79 
(763.25) 
4763.17 
(1689.49) 
210.63 
(33.33) 
352.66 
(141.95) 
.989 
1494.13 
(446.73) 
4888.34 
(1416.87) 
211.03 
(37.47) 
349.03 
(136.31) 
.989 
1363.57 
(449.36) 
3717.93 
(1423.21) 
136.11 
(33.74) 
440.03 
(141.44) 
.986 
1963.63 
(462.52) 
4003.76 
(1471.21) 
139.33 
(40.11) 
431.56^  
(146.59) 
.985 
1552.45 
(552.50) 
1340.65 
(927.90) 
2459.14, 
(1980.79) 
170.97 
(47.00) 
704.21 
(149.23) 
.979 
1531.69 
(543.16) 
5035.94 
(1740.25) 
339.62 
(19.13) 
310.97 
(167.64) 
.932 
2234.09 
(577.03) 
2999.19 
(1361.90) 
343.98 
(22.06) 
459.04 
(185.47) 
.976 
1334.37 
(593.29) 
5404.19 
(1922.32) 
374.67 
(15.53) 
300.52 
(135.71) 
.973 
2526.94 
(603.53) 
3332.41 
(1989.69) 
373.50 
(17.27) 
447.29 
(198.93) 
.971 
2107.30 
(697.06) 
1454.96 
(1200.99) 
1654.45 
(2554.11) 
370.05 
(19.29) 
757.92 
(192.59) 
.963 
1365.66 
(532.92) 
1827.27 
(1043.92) 
367.00 
(13.52) 
724.41 
(133.65) 
.962 
Table 19. Regression coefficients with their standard errors 
in parenthesis and R2 values for total planted 
acres minus hay acreage for soybeans {Ï3), Corn 
Belt region, 1929 to 1963. Data used are original 
values of observations. 
Equation 
number Constant 4^ %6 Xy 1^0 
19.1 3200.39 
(2078.95) 
,.377\ 
(.120) 
-.148 
(.048) 
-.335, 
(.116) 
1538.36^  
(470.60) 
19.2 750.00 
(2143.03) 
.511^  
(.125) 
-.146 
(.054) 
1854.16 
(516.65) 
19.3 -3693.46 
(1493.84) 
.507 
(.139) 
1597.99 
(584.16) 
19.4 -2921.99 
(997.28) 
.499 
(.137) 
1422.15 
(522.36) 
19.5 3209.68 
(2395.20) 
-.143 
(.055) 
-.476 
(.123) 
2023.50 
(512.06) 
19.6 4342.15 
(1844.74) 
-.164 
(.047) 
-.502 
(.117) 
1917.65 
(488.37) 
19.7 -870.29 
(2631.13) 
-.139 
(.068) 
2838.49 
(571.05) 
19.8 -4622.75 
(1050.93) 
2497.90 
(513.79) 
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Xi3 % X17 R: 
.3831.98 
(1428.56) 
272.73 
(55.99) 
216.30 
(141.39) 
.991 
2360.33 
(1506.76) 
214.16 
(58.92) 
354.59 
(150.19) 
.988 
853.32 
(888.37) 
1322.55 
(1892.32) 
210.46 
(65.48) 
559.53 
(143.58) 
.986 
1145.80 
(776.43) 
211.73 
(64.86) 
531.79 
(136.71) 
.985 
3954.37 
(1645.27) 
444.55 
(13.29) 
119.21 
(158.94) 
.988 
3828.12 
(1623.80) 
448.15 
(12.29) 
.988 
1573.50 
(1886.98) 
449.07 
(16.20) 
292.03 
(186.66) 
.981 
826.11 
(920.13) 
442.55, 
(16.32) 
471.81 
(161.87) 
.978 
Table 20, Regression coefficients with their standard errors in parenthesis and 
R2 values for total planted acres for soybeans (X^ ), Mississippi Delta 
region, 1929 to 1963. Data used are original values of observations. 
Equa­
tion 
no. 
20.1 
20.2 
20.3 
20.4 
20.5 
20.6 
Constant 
-690.87 .836 -.029 
(676.11) (.085) (.059) 
-981.41 .844 (.082) 
-872.41 .866 
(287.50) (.078) 
X 8 "10 X 
170.19 
(2130 .34) 
12 
66.30 14.83 
(75.25) (14.54) 
66.63 17.72 
(74.18) (13.08) 
20.42 
(12.69) 
-.182 -.076 261.88 45.16 
(.147)(.122)(158.29) (32.36) 
-355.00 -.159 
(1251.61) (.116) 
-2215.83 
(628.26) 
283.68 35.75 
(152.23) (29.80) 
290.49 54.33 
(154.15) (27.37) 
1^6 
7856.73 
(3080.55) 
8339.18 
(2876.36) 
3548.34, 
(2856.99) 
3311.24 
(6759.29) 
6375.29 
(6239.98) 
""17 
21.15 
(17.07) 
27.03 (11.92) 
73.79» 
(11.32) 
79.17 
(43.13) 
90.99 (31.06) 
128.33 
(14.52) 
1^8 
210.35 .976 
(50.02) 
200.72 .976 
(45.29) 
200.05 .976 
(45.13) 
319.75 .890 
(109.23) 
324.11 .887 
( 98.98) 
299.12 .884 
(96.24) 
Table 21, Regression coefficients with their standard errors in parenthesis and 
values for total planted acres minus hay acreage for soybeans ( X 3 ) ,  
Mississippi Delta region, 1929 to 1963. Data used are original values 
of observations. 
Equa­
tion 
no. 
Constant Z4 %6 *8 =10 %12 %16 %17 
•
CO RZ 
21.1 
-562.15 
(652.46) 
.853 -
(.086)( 
.037 
.059) 
42.13 
(73.49) 
12.83 
(14.07) 
6879.62 
(2957.59) 
20.13 
(16.41) 
183.47 
(48.64) 
.981 
21.2 -90a.05 
(333.98) 
.869 
(.080) 
40.19 
(72.59) 
16.03 
(12.96) 
7451.21 
(2779.80) 
26.48 
(12.84) 
170.63 
(43.59) 
.981 
21.3 -827.86 
(302.65) 
.884 
(.075) 
17.38 
(12.59) 
7542.74 
(2741.99) 
24.11 
(11.95) 
170.30 
(43.02) 
.981 
21.4 568.25 
(2057.33) ( 
.280 
.142) 
-.097 
(.118) 
255.54 
(152,86) 
46.57^  
(31.25) 
3967.20 
(6527.64) 
72.24 297.18 
(41.65)(105.49) 
.913 
21.5 1162.85 
(1788.55) ( 
.312 
.130) 
-.112 
(.114) 
255.76 
(151.07) 
,44.55. 
(30.71) 
,63.75. 
(38.78) 
278.70 
(99.82) 
.911 
21.6 
-2975.06 
(632.90) 
295.84 
(155.29) 
63.66 
(27.57) 
8648.51 
(6286.05) 
146.18 
(14.62) 
256.19. 
(96.95) 
.899 
Table 22. Regression coefficients with their standard errors 
in parenthesis and R2 values for total planted 
acres for soybeans (X,), Lake States region, 1929 
to 1963. Data used are original values of obser-
vation. 
Equation 
number Constant %2 %7 %10 
22.1 -1222.34 
(749.14) dm) 
-.117^  
(.129) 
22.2 -1461.99 
(646.61) cm, 
237.76 
(117.14) 
22.3 -1713.20 
(513.74) 
.766 
(.107) 
22.4 -456.04 
(1219.16) 
-.117 
(.068) 
-.182 
(.182) t#:g8) 
22.5 -136.78 
(1143.44) 
-.138 
(.060) 
-.218 
(.172) 
138.88 
(88.50) 
22.6 -2265.36 
(627.57) 
205.80 
(76.23) 
133 
%11 XlS %ia R2 
287.57 
(156.56) 
1189.96 
(421.50) 
28.13 
(11.29) 
87.47 
(52.52) 
.963 
1087.50 
(436.84) 
26.47 
(11.40) 
105.84 
(50.82) 
.958 
361.72 
(132.86) 
1249.88 
(414.87) 
30.07 
(11.05) 
105.70 
(48.33) 
.962 
2330.31 
(996.58) 
91.31 
(8.26) 
,54.95^  
(80.03) 
.921 
2452.90 
(971.17) 
92.26 
(8.07) 
.920 
2334.14^  
(988.52) 
96.25 
(7.18) 
130.56 
(71.09) 
.911 
Table 23. Regression coefficients with their standard errors 
in parenthesis and R2 values for total planted 
acres minus hay acreage for soybeans (X3), Lake 
State region, 1929 to 1963. Data used are 
original values of observations. 
Squation 
number Constant =5 %7 *10 
23.1 -1134.26 .769 
(760.91)(.103) 
-.128 
(.132) 
23.2 -1437.89 .783 
(553.89)(.111) 
235.02 
(119.14) 
23.3 -1666.61 .788 
(523.19)(.106) 
23.4 -1132.09 
(1294.46) 
-.088 
(.072) 
-.192 
(.193) 
210.62 
(95.35) 
23.5 -999.86 
(1205.85) 
-.099 
(.064) 
-.209 
(.182) 
207.58 
(93.33) 
23.6 -2735.05 
(651.16) 
271.06 
(79.09) 
135 
%11 Xl5 Xiy Il A R2 
272.76 
(153.79) 
1078.36 28.31 
(435.29)(12.18) 
81.02 
(53.19) 
.966 
1001.26 26.36 
(448.31)(12.28) 
101.12 
(50.91) 
.962 
352.05 
(135.69) 
1147.50 30.18 
(428.32)(12.01) 
101.51 
(48.70) 
.965 
2162.82 
(1058.14) (°8:77) 
26.89 
(84.97) 
.923 
2223.02 
(1024.17) 
103.60 
(12.17) 
.922 
2236.47 
(1025.69) 
103.16 
(7.45) 
89.52^  
(73.76) 
.916 
Table 24. Regression coefficients with their standard errors 
in parenthesis and R2 values for total planted 
acres for soybeans (Xj), by regions, 1929 to 1963. 
Data used are original values of observations. 
Constant %2 %6 %10 
24.1 Northern 
Plains 
-722.36 
(227.36) 
.519 
(.144) 
140.56 
(35.13) 
24.2 
(203.30) (:l41) 
135.57. 
(71.47) 
24.3 -302.90 
(300.73) 
-.009 
(.005) 
225.26 
(94.93) 
24.4 -746.34 
(273.33) 
-.010 
(.005) 
229.13 
(93.91) 
24.5 -1162.32 
(230.27) 
223.92 
(93.05) 
24.6 -1044.60 
(217.93) 
24.7 Northeast 60.34 
(202.54) 
.640 
(.035) 
-.030 
(.057) 
-.044 
(.032) 
13.53 
(24.54) 
24.3 -23.04 
(116.62) 
,.647' 
(.034) 
-.043 
(.031) 
,21.37% 
(23.45) 
24.9 -156.91 
(34.96) 
.700 
(.073) -
36.10 
(22.19) 
24.10 330.37 
(342.33) 
-.154 
(.102) 
50.93 
(41.91) 
24.11 533.63 
(242.79) 
-.094 
(.091) 
-.140 
(.046) 
24.12 -167.70 
(101.64) 
76.23 
(36.32) 
137 
1^1 1^3  ^ 1^2 fiâ 
90.99 
(93.46) 
177.63 
(93.23) 
26.35 
(7.56) 
43.66 
(23.59) 
.953 
172.75. 
(93.06) 
23.93 
(6.93) 
,39.69, 
(23.22) 
.951 
115.46 
(103.73 
169.33 
(114.79) 
50.71 
(3.72) 
21.20 
(30.29) 
.937 
96.65 
(104.41) 
171.44^  
(113.72) 
51.10 
(3.64) 
.936 
154.44^  
(109.73) 
197.67 
(117.34) 
,43.36 
(23.22) 
.930 
190.77 
(119.20) 
43.30 
(3.27) 
36.35. 
(23.24) 
.925 
312.55 
(176.32) 
2.22 
(1.25) 17:54) 
.974 
,312.73^  
(174.43) 
2.22 
(1.24) 
26.41 
(7.39) 
.973 
316.99 
(173.96) 
2.69 
(1.23) M) 
.971 
129.19 
(114.09) 
11.44^  
(1.24) (ii;3o) 
.901 
126.45 
(95.77) 
3.23 
(1.39) 
32.14. 
(11.30) 
.921 
134.50 
(116.59) 
12.30 
(1.13) 
50.31 
(11.56) 
.393 
Table 25, Regression coefficients with their standard errors 
in parenthesis and R2 values for total planted 
acres minus hay acreage for soybeans (X3), by 
regions, 1929 to 1963. Data used are original 
values of observations. 
Equation 
number Region Constant %7 hn 
25.1 Northern -748.72 
Plains (230.63) 
,.$09, 
(.144) 
25.2 -661.09 
(210.51) 
.536 
(.141) 
186.65 
(71.29) 
25.3 -aaa.86 
(292.94) 
-.008 
(.005) 
235.22 
(92.4a) 
25.4 -ai3.2i 
(271.90) 
-.010 
(.004) 
239.16^  
(91.55) 
25.5 -1216.94 
(223.9a) 
233.93 
(95.37) 
25.6 -1103.03 
(211.90) 
317.39^  
(75.42) 
25.7 Northeast 124.14 
(166.93) 
,.431^  
(.106) 
-.034 
(.045) 
-.111 
(.032) (iaia?) 
25.a 19.60 
(95.16) 
.451^  
(.101) 
-.111 
(.032) 
25.9 -221.49 
(77.39) 
.711 
(.082) 
52.40 
(21.09) 
25.10 421.1a 
(179.21) 
-.075 
(.052) 
-.204 
(.027) 
43.47 
(22.87) 
25.11 443.36 
(169.82) 
-.073 
(.051) 
-.204 
(.027) 
39.57, 
(21.71) 
25.12 
-343.27^  
(89.39) 
122.53 
(34.59) 
139 
£ii £12 Eià iz ïii 
86.20 
(91.68) 
180.60 
(96.30) 
27.81 
(7.76) 
,44.51, 
(23.12) 
.957 
175.90 
(95.97) 
25.00 
(7.14) 
40.82 
(22.74) 
.955 
111.41 
(105.93) 
,173.15, 
(111.81) 
52.01 
(3.62) 
21.63 
(29.50) 
.943 
92.22 
(101.80) 
174.74. 
(110.86) (3!55) 
.942 
148.81 
(106.78) 
199.82 
(114.12) (3:69) 
42.89% 
(27.44) 
.937 
193.17, 
(115.88) 
50.17 
(3.18) 
36.13^  
(27.45) 
.932 
327.72 
(135.16) 
,5.60 
(1.27) 
8.86 
(5.89) 
.987 
327.30, 
(134.11) 
,5.46, 
(1.25) (5^ 75^  
.987 
331.06 
(158.62) 
4.11 
(1.41) 
17.96 
(6.19) 
.981 
123.52 
(66.32 
116.25 
(189.88) 
10.01 
(.87) 
6.28 
(7.03) 
.982 
144.66 
(55.97) 
10.10 
(.84) 
8.06 
(6.32) 
.981 
133.19^  
(102.55) 
15.54, 
(1.00) 
,33.47, 
(10.16) 
.932 
Table 26. Regression coefficients with their standard errors 
in parenthesis and R^  values for total planted 
acres for soybeans (X,), by regions, 1929 to 1963. 
Data used are original values of observations. 
Equa­
tion 
no. 
Region Constant Xg 
5^ 6^ 4 
26.1 Appala­
chian 
-9.05 
(342.09) 
.503 
(.117) 
-.245 
(.076) 
26.2 300.13 
(145.78) 
.437 
(.096) 
-.294 
(.057) 
26.3 
-797.87 
(279.63) 
.780 
(.093) 
26.4 492.89 
(180.47) 
-.447 
(.060) 
26.5 -400.82 
(512.33) 
26.6 South 
East 
311.12 
(68.26) 
.601 
(.098) 
-.141 
(.031) 
26.7 17.18 
(28.92) 
.886 
(.097) 
26.8 621.41 
(205.60) 
7-231, 
(.039) 
-.019, 
(.018) 
26.9 -145.21 
(156.59) 
26.10 Southern 
Plains 
188.76 
(85.64) 
.501 
(.095) 
-.040 
(.012) 
-.010 -.007 
(.003) (.003) 
26.11 -166.90 
(31.88) 
.607 
(.095) 
26.12 278.63 
(181.52 
-.062 
(.016) 
-.009 -.01!» 
(.010) (.004) 
26.13 -255.62 
(44.29) 
141 
3^ 1^0 %1 hi h6 1^7 1^8 a® 
73.61 
(33.71) 
301.43 
(127.40) 
300.32 
(109.90) 
146.09 
(160.62) 
14.18 66.80 . 958 
(4.27)(11.81) 
16.72 66.32 .957 
(3.46)(11.11) 
179.81 
(89.53) 
204.70 
(144.03) 
558.42 
(126.48) 
466.94 
(146.97) 
3.54 65.75 .942 
(3.18)(13.73) 
30.41 79.59 .925 
(2.18)(13.88) 
112.40 
(165.87) 
577.46 
(254.61) 
277.54 
(269.98) 
24.81 86.31 .791 
(3.55)(25.11) 
7.71 44.90 .962 
(1.90)(11.32) 
2.38 30.32 .936 
(1.94)(13.98) 
57.74 
(34.53) 
17.22 72.09 .923 
(3.68)(16.38) 
116.17 
(53.33) 
21.68 59.68 .789 
(3.52)(25.43) 
-.003 
(.002) 
39.81 
(10.96) 
947.72 
(387.22) 
5.90 .937 
(4.20) 
29.87 
(11.40) 
1371.45 
(353.27) 
3.32 7.10 .913 
(1.01) (3.87) 
-.002 
(.003) 
58.16 
(14.32) 
527.74 
(506.55) 
4.01 .874 
(3.11) 
54.86 
(16.53) 
1659.94 
(540.49) 
7.25 7.14 .785 
(1.24) (5.97) 
Table 27. Regression coefficients with their standard errors 
in parenthesis and R^  values for total planted 
acres minus hay acreage for soybeans {X3), 1929 
to 1963. Data used are original values of 
observations. 
Ser" Region Constant X7 
27.1 Appala­
chian 
-66.06 
(405.33) 
.368 
(.134) 
-.210 
(.073) 
-.064 
(.056) 
27.2 364.34 
(189.02) 
,.332^  (.126) 
-.258 
(.059) 
-.113 
(.043) 
27.3 -707.66 
(228.24) 
.661 
(.099) 
27.4 314.13 
(244.01) . 
-.358 
(.045) 
-.120 
(.051) 
27.5 
-
462.11 
(203.91) 
-.371 
(.044) 
-.145 
(.045) 
27.6 -1179.82 
(347.29) 
27.7 South 
East 
314.36 
(127.68) 
.749 
(.101) 
-.069 
(.027) 
-.022 
(.011) 
27.8 -14.23 
(15.44) 
1.007 
(.058) 
27.9 946.10 
(172.93) 
-.206 -.072 
(.033) (.015) 
27.10 
-343.86 
(171.91) 
27.11 Southern 
Plains 
120.44 
(76.94) 
.589 
(.094) (:oîî) 
-.010 
(.003) 
-.005 
(.003) 
27.12 -154.23 
(28.58) 
.639 
(.088) 
27.13 131.18 
(151.90) 
.043 
(.015) 
-.007 
(.009) 
-.013 
(.004) 
27.14 -266,26 
(40.29) 
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la %10 %11 
115.37 194.68 
(79.73) (104.30) 
213.18 
(95.23) 
185.94 149.27 
(71.91) (113.22) 
83.44 280.22 
(76.18) (101.42) 
321.70 
(94.42) 
288.24 379.52 
(112.44) (172.59) 
-.004 (.002) 
13.53 
(29.05) 
74.42 
(56.61) 
34.35^  
(9.94) 
27.76 
(9.76) 
52.04 
(13.19) 
55.46 
Jl5 
112.33 
(133.16) 
314.01 
(115.95) 
1^6 
441.55 
(183.01) 
930.07 
(347.85) 
1091.32 
(296.83) 
503.87 
(465.78) 
1388.44 
(491.68) 
•^ 17 
23.49. 
(5.56) 
23.82 
(5.43) 
11.88 
(4.14 
37.55. (2 .36 )  
36.99 
(2.31) 
37.64 
(2.41) 
,4.51^  
(2.21) 
1.56 
(1.59) 
16.04 
(3.09) 
29.32 
(7.59) 
(:92) 
(1-13) 
1^8 
46.66 
(9.95) 
45.13 
(9.28) 
48.38 
(10.83) 
48.53 (10.06) 
,49.95. (10.01) 
62.09 
(17.02) 
26.22 ( 8.16) 
16.48 
(7.95) 
48.26 
(13.78) 
23.45 
(27.92) 
3.43 
(3.78) 
,4.58 
(3.25) 
R2 
.983 
.982 
.977 
.978 
.977 
.940 
.988 
.984 
.966 
.838 
.949 
.938 
.877 
3.68 .821 
(5.43) 
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currently grown in Corn Belt region. Tables 18 and 19 pro­
vide regression equations on total planted acres for soybeans 
including and excluding hay respectively. 
Equation 18.2 of Table 18 accounts nearly 99 percent of 
total variation. Also all the variables appearing in the 
equation are significant at least at the 5 percent level. 
The d statistic is 2.04 which is not significant. X2, the 
lagged soybean acreage by one year is highly significant. 
When X2 is removed from the system, equation 18.6 is the best 
choice accounting for nearly 98 percent of total variation. 
The closeness of the fit can also be observed from Figure 3 
which depicts the actual observations and the predicted values 
based on equation 18.6. Omission of variable X2 does not 
greatly decrease the value of R^ . Again all the variables 
except %28 significant at the 5 percent level. The d 
statistic is 1.00 which is significant indicating that the 
residuals are autocorrelated. Decreases in the current year's 
planted acreage for oats, corn and wheat increase the total 
planted acres for soybeans for the same year. The soybean-
corn price ratio is positively and highly significantly associ 
ated with soybean acreage. The higher the soybean price re­
lative to corn price for the previous year, the higher is the 
total planted acreage for soybeans for the current year. Also 
variable is highly significant. And an increase in soy­
bean average yield relative to corn yield is associated with 
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Figure 3. Soybean acreage planted for all purposes in 
the Corn Belt region: actual observations 
compared with predicted values from equa­
tion 18.6. 
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an increase in total planted acres for soybeans. the 
variable representing time trend indicates that soybean 
acreage is growing linearly over the past three decades. 
Hence rapid increase in soybean acreage is also due to marked 
technological innovations in general and various improvements 
in soybean industry in particular. the dummy variable 
which represents government programs is significant at the 
5 percent level in most of the functions. If these govern­
ment programs for corn and wheat are in effect for a given 
year, soybean planted acreage does increase for that year. 
Removal of soybean hay acreage from total planted acres 
improves the regressions. This can be seen from the fact 
that the values which are already quite high in Table 1Ô, 
are still higher in Table 19 when suitable comparisons are 
made. Equation 19.1 accounts for more than 99 percent of 
total variation. Except variable all other variables 
are significant at the 5 percent level. the dummy vari­
able for government programs is significant at the 15 percent 
level. The d statistic is 2.29 and is not significant. This 
indicates no evidence of autocorrelation among residuals. 
When is omitted, equation 19.6 has a value of 1.30 for the 
d statistic. Hence the test for autocorrelation is incon­
clusive. All the variables in equation 19.6 are significant 
at the 5 percent level. However, X^ g, the dummy variable 
representing government programs does not enter into the model. 
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Again in Table 19, variable , the current year's acreage on 
oats fail to appear in any of the regression models. This 
is a marked difference from the equations presented in Table 
1Ô, Except this, all other remarks made for Table 18, do 
apply for Table 19, 
The supply elasticities for soybean acreage with respect 
to soybean corn price ratio, estimated at the mean values, are 
0.269 and 0,205 for equations 10,2. and 18.6, respectively. 
Based on equation 18.6, the soybean acreage increases by 
2,8 percent for a 10 percent increase in the soybean-corn 
price ratio. 
Mississippi Delta region: This is the second largest soybean 
growing region. Presently, nearly 16 percent of nation's 
soybean acreage, belongs to this region. Tables 20 and 21 
present the regressions for soybean acreage including and 
excluding hay respectively. Removal of hay acreage from 
total planted acres for soybeans improves very little the 
corresponding values. The values for d statistic for equa­
tions 20.2 and 21.3 are 2.54 and 2.40 respectively. The test 
is not significant indicating that the residuals are not auto-
correlated. Again the d values for equations 20.5 and 21.5 
are 0.82 and 0.91 respectively. The test for autocorrelation 
is significant which indicates that the residuals of these 
equations are autocorrelated. The general conclusions for 
toth the tables can be stated in the following paragraph. 
14â 
Ï2 or the lagged endogenous variable is highly sig­
nificant and omission of this variable lowers the value of 
considerably. Among the acreage variables for the current 
year, X5 and Xg the acreages for corn and cotton enter into 
the equations when the lagged endogenous variable is not 
included in the system. Though not significant at the 5 per­
cent level, X^ Q and X12, the soybean-corn and the soybean-
cotton price ratios, contribute towards increases in soybean 
acreage, X^ ,^ the soybean-cotton yield ratio is significant 
at the 5 percent level in some of the equations. The current 
year's soybean acreage is expected to be higher if the soybean-
cotton yield ratio for the previous year is higher. Variables 
X^ y and X^  ^are significant at the 5 percent level. The soy­
bean acreage is increasing in a linear trend. As technology 
is represented in the linear trend, it can be said that the 
technological improvements in the soybean industry is one of 
the major factors influencing the increase in soybean acreage. 
The other influencing factor is the system of government pro­
grams restricting the acreages for corn and cotton. The years 
in which the acreage allotments and feed grains programs are 
in effect for corn and cotton, significantly help for a rapid 
increase in soybean acreage. The most significant competing 
crop for soybeans in this region is cotton. 
Supply elasticities for soybean acreage with respect to 
soybean-corn price ratio are estimated at the mean values. 
They are O.O73 and 0,300 for equations 20,2 and 20,5, 
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respectively. For the same equations, the elasticities with 
respect to soybean-cotton price ratio are 0.102 and 0,224 
respectively. Based on equation 20.5, the soybean acreage 
increases by 3.1 percent for a 10 percent rise in the soybean-
corn price ratio. Based on the same equation, the soybean 
acreage increases by 2,2 percent for a 10 percent rise in the 
soybean-cotton price ratio. Hence, if other things remain 
equal, a given rise in soybean-corn pripe ratio will lead to 
a higher increase in soybean acreage than an equal rise in 
soybean-cotton price ratio. 
Lake States region: Lakes states region is the third largest 
region in possessing soybean acreage. Currently its soybean 
acreage is over 9 percent of the nation's total planted acreage 
for soybeans. Tables 22 and 23 provide regression equations 
for total soybean acreage including and excluding hay respec­
tively, There is little improvement in the values of R^ , when 
the hay acreage is removed from total soybean acreage. The 
following remarks hold good for both the tables. 
In the equations that contain the lagged endogenous 
variable, the seeded acres for wheat for the current year is 
significant at the 40 percent level. The equations that con­
tain X^ Q, the soybean-corn price ratio have lower values 
compared to the equations that contain place of XJ_Q. 
the soybean-wheat yield ratio for the previous year is 
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significant at the 5 percent level. The linear trend vari­
able is also significant at the 5 percent level. The sig­
nificance levels of variables X^ l depend on the 
equation selected. However, both are statistically sig­
nificant at least at the 10 percent level. The current year's 
soybean acreage is mainly influenced by (1) previous year's 
soybean acreage itself, (2) previous year's soybean-wheat 
price ratio and (3) previous year's soybean-wheat yield ratio 
(4) the linear trend and (5) the presence of government pro­
grams. These factors have high positive correlation with the 
soybean acreage. The regressions account nearly 96 percent 
of total variation. 
However, for the equations excluding the lagged endo­
genous variable, the remarks differ widely. These equations 
generally account more than 91 percent of total variation. 
Xjg, the dummy variable for government programs fails to come 
up to 5 percent significant level. Decreases in the current 
year's acreages of oats and wheat are related to increases in 
the current year's soybean acreage. Again an increase in the 
previous year's soybean-oats ratio is related to an increase 
in the soybean acreage for the current year. Similarly, 
increases in soybean yields relative to oats for the previous 
year have a significant effect for increases in soybean 
acreage for the current year. the linear time trend is 
significant at the one percent level. The variables relating 
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to oats appear in these equations though they fail to do so 
in the equations containing the lagged endogenous variable 
(X2 or X4). 
Estimated at the mean values, the supply elasticity for 
soybean acreage with respect to soybean-oats price ratio is 
0,392 for equation 22.5. Hence, the soybean acreage in­
creases by 3.9 percent for a 10 percent rise in soybean-
oats price ratio. 
All other regions : All the remaining five regions currently 
account for only 19 percent of nation's total planted acres 
for soybeans. Individually, the Appalachian, South east, 
Southern Plains, Northern Plains and North east regions account 
for approximately 7, 4, 1, 5 and 2 percent, respectively. 
These regions are relatively unimportant for individual study 
on total soybean acreage. Tables 24 and 26 provide the re­
gression equations for these regions for total soybean acre­
age which includes hay. Tables 25 and 27 provide the same 
analysis when hay acreage is excluded. 
Corn and wheat are the main competing crops for soybeans 
in Northern Plains region. An increase in soybean-corn price 
ratio is associated with an increase in soybean acreage. And 
a decrease in wheat acreage, and increases in soybean-wheat 
price ratio and soybean-wheat yield ratio influence for 
increases in soybean acreage. Linear time trend is signifi­
cant at the one percent level. Also the soybean acreage is 
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increased whenever the government programs on competing crops 
are in effect. The value for the multiple correlation coef­
ficient, generally varies between 0.92 to 0.95 which indi­
cates that the regression fits are quite satisfactory. 
For the North east region, when the regressions contain 
the lagged endogenous variable {X2 or X4), corn is the com:-
peting crop for soybeans. Present year acreage for soybeans 
is based on previous year's acreage. Also, decrease in wheat 
acreage increases soybean acreage. Increases in soybean-corn 
price ratio and soybean-corn yield ratio, increases the soy­
bean acreage. the linear time trend is significant at 
the 10 percent level. The government programs influence for 
increases in soybean acreage. When variable X2 or X^ , the 
lagged endogenous variable is removed from the regressions, 
the soybean-corn yield ratio is replaced by soybean-oats yield 
ratio. Decreases in the acreages of corn and wheat are 
associated with increases in soybean acreage. The linear 
time trend and the dummy variable are significant at the 
one percent level. Generally, the values are quite high 
for most of the equations. 
For the Appalachian region, removal of hay acreage from 
the total planted acreage for soybeans, improves the value 
of R^ . In some cases, this improvement is high. X^ , the 
seeded acreage for wheat is not present in the equations that 
include hay, but it enters into those equations for which the 
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hay acreage is removed. Other variables are generally the 
same whether the hay acreage is included or excluded in 
the total planted acres for soybeans. X2 or the lagged 
endogenous variable is positive and significant at the one 
percent level whenever it is included in the equations. 
Hence the current yearns soybean acreage is influenced by 
the previous year's acreage. Generally, corn and wheat are 
competing with soybeans in this region. The previous year's 
soybean-wheat price ratio is highly and positively cor­
related with the present year's soybean acreage. The soy­
bean acreage is increasing in a linear way. the dummy 
variable representing government programs is significant at 
the one percent level. The acreage allotments feed grain 
programs on competing crops influence farmers to divert some 
of their acres to soybeans. A substantial increase in soy­
bean acreage over the past 25 years is due to the effective­
ness of these programs. With the exception of equation 26.5 
all the equations account for at least 92 percent of total 
variation. 
For the South east region, removal of hay acreage im­
proves the values of R2, X2 or X^  the lagged endogenous 
variable is significant at the one percent level. When this 
variable is included, no price ratio enters into the equa­
tions. In equation 26.6 all the variables are significant at 
the one percent level. When Xg or X^  ^are omitted from the 
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equations, the soybean-corn price ratio enters the equations. 
The variable representing the government programs is sig­
nificant at the five percent level in all the equations. 
Southern Plains region consists less than one percent of 
nation's soybean acreage. Tables 26 and 2? give some alter­
nate regressions. Decreases in the acreages of oats, corn, 
wheat and cotton are associated with increases in soybean 
acreage. Again, an increase in soybean-corn price ratio, 
significantly affects for an increase in soybean acreage. A 
rise in the soybean-cotton yield ratio increases the soybean 
acreage. The effects of linear time trend and the govern­
ment programs are not quite clear. They may or may not 
appear in the equations depending on the remaining variables. 
However the regressions are quite good accounting between 7^  
to 95 percent of total variation. 
Summary: The Corn Belt is the major important region for soy­
beans. If included in the model, the present year's soybean 
acreage is influenced by previous year's acreage. The current 
year's acreages on oats, corn and wheat are negatively cor­
related with the current year's soybean acreage. The present 
year's soybean acreage is increased as a result of a rise in 
the soybean-corn price ratio and soybean-corn yield ratio 
both of the previous year. The upward trend in soybean acre­
age can also be associated with technological improvements in 
the industry. The acreage allotments and feed grain programs 
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significantly contribute to the increases in soybean acreage. 
For the Mississippi Delta region, corn and cotton are the 
competing crops. An increase in soybean-cotton price ratio 
is associated with an increase in soybean acreage. Similarly 
is the affect of the soybean-cotton yield ratio. For the 
Lake States region the variables that enter into the equa­
tion are influenced by the presence or absence of the lagged 
endogenous variable Xg or X4. When or X^  is included in 
the system, the soybean-wheat price ratio and the soybean-
wheat yield ratio show significant influence on the soybean 
acreage. When X2 or X^  is excluded from the equations, the 
soybean-oats price ratio and the soybean-oats yield ratio 
replace the corresponding ratios for wheat. All the regres­
sions shown for the different regions have high values. 
The supply elasticities at the mean values are provided for 
few selected regressions. 
National analvsis: Tables 28 and 29 provide regressions for 
soybean acreage including and excluding hay respectively. 
Equation 28,1 accounts for more than 99 percent of total 
variation. The variables X^  and X^ , the current year's 
acreages for oats and corn, are significant at the 20 percent 
level, Xg, the current year's acreage for cotton is sig­
nificant at the 40 percent level. All other variables are 
significant at the one percent level. The Durbin-Watson d 
statistic is 2,96, The test for autocorrelation is not 
Table 2ê, Regression coefficients with their standard errors 
in parenthesis and R2 values for total planted 
acres for soybeans (%,), United States, 1929 to 
1963. Data used are original values of obser­
vations. 
Equation 
number Constant %2 %5 %6 h 
28.1 4165.61 
(3940.77) 
.382 
(.102) 
-.059 
(.038) 
-.046 
(.033) 
-, 066 
(.023) 
28.2 3321.57 
(3837.84) 
.414 
(.095) 
-.049 
(.037) 
-.050 
(.033) 
-.066 
(.023) 
28.3 2635.68 
(4424.05) 
.492 
(.106) 
-.081 
(.042) 
-.055 
(.037) 
28.4 1737.99 
(4293.59) 
.527 
(.099) 
-.071 
(.041) 
-.059 
(.037) 
28.5 1244.38 
(4444.36) 
.609 
(.090) 
-.083 
(.035) 
28.6 
-7484.19 
(2630.14) 
,.555, 
(.095) 
28.7 3717.12 
(3347.21) 
-.115 
(.041) 
-.099 
(.026) 
28.8 1454.14 
(3291.09) 
-.104 
(.043) 
-.107 
(.027) 
28.9 1528.37 
(4045.87) 
-.180 
(.045) 
28.10 -1800.84 
(3952.85) 
-.173 
(.048) 
28.11 -6467.69 
(6925.39) 
-.033 
(.056) 
28.12 
-9854.64 
(3845.33) 
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h 1^0 II'. R' 
-.035 
(.036) 
3009.58 
(673.10) 
6247.47 
(1869.54) 
359.67 
(81.12) 
564.94 
(127.61) 
.993 
• 
2789.14 
(632.49) 
6191.19 
(1866.12) 
357.35 
(80.98) 
589.66 
(124.86) 
.993 
-.037 
(.041) 
2925.77 
(762.03) 
5932.64 
(2114.86) 
269.28 
(84.60) 
709.95 
(132.60) 
.991 
2693.27 
(714.03) 
5871.39 
(2105.87) 
266.26 
(84.22) 
736.87 
(128.69) 
.990 
2630.82 
(739.78) 
5782.07 
(2183.91) 
200.33 
(78.13) 
716.01 
(132.92) 
.989 
2645.35 
(797.23) 
6079.90 
(2349.61j 
304.42 
(69.36) 
820.15 
(135.05) 
.987 
-.080 
(.041) 
3973.12 
(751.23) 
7028.78 
(2248.69) 
625.27 
(36.68) 
576.60 
(149.64) 
.989 
3617.73 
(764.44) 
7054.64 
(2359.92) 
677.19 
(26.22) 
642.54 
(152.92) 
.987 
-.106 
(.050) 
4327.22 
(914.57) 
6854.55 
(2758.09) 
593.95 
(43.36) 
829.58 
(164.69) 
.983 
3883.29 
(943.95) 
6870.09 
(2924.59) 
661.11 
(32.11) 
947.97 
(164.25) 
.980 
4250.79 
(1128.46) 
7113.23 
(3506.51) 
660.51 
(61.98) 
1000.29 
(203.31) 
.971 
4208.11 
(1113.44) 
7196.55 
(3464.16) 
689.78 
(36.84 
1034.90 
(192.50) 
.971 
Table 29. Regression coefficients with their standard errors 
in parenthesis and R2 values for total planted 
acres minus hay acreage for soybeans (Ï3), United 
States, 1929 to 1963. Data used are original 
values of observations. 
Equation 
number Constant %4 2, 4 %8 
29.1 ,-332.52^  
(4575.32) (:i34) C.olh 
29.2 "609.89 
(5036.13) C.iih 
-.061 
(.039) 
29.3 3515.15. 
(4486.81) 
.628 
(.119) 
'.063 
(.040) 
29.4 -3807.70 
(2726.69) 
.366 
(.124) 
-.081 
(.027) 
29.5 -7129.74 
(2796.09) 
.583 
(.114) 
29.6 -2560.89 
(3400.91) 
-.029 
(.044) 
-.127 
(.028) 
29.7 -3479.16 
(3075.22) 
-.129 
(.025) 
29.8 -6254.80 
(4238.55) 
-.107 
(.052) 
29.9 -4987.25 
(4642.36) 
-.110 
(.052) 
-.040 
(.057) 
29.10 -11257.59 
(3670.32) 
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1^0 1^4 1^7 1^8 
2679.10 3792.64 444.22 
(786.00)(2144.40)(124.49) 
405.53^  
(145.12) 
.992 
2253.06 3862.26 246.66 
(846.27)(2360.82)(108.3Ô) 
592.56 
(138.64) 
.990 
1510.54 222.77 
(735.13) (110.53) 
561.72 
(141.36) 
.989 
2768.16 3846.23 513.26 
(778.75)(2139.25)(100.70) 
423.32 
(143.60) 
.992 
2341.05 3976.86 339.80 
(865.46)(2418.55) (92.75) 
661.30 
(134.74) 
.989 
3793.35 3520.81 796.98 
(789.95)(2438.66) (27.09) 
316.17, 
(158.02) 
.990 
3821.12 3579.87 802.16 
(780.91)(2412.56) (25.68) 
307.44, 
(155.89) 
.989 
4094.72 3311.36 778.73 
(1012.18)(3135.97) (34.43) 
662.79 
(176.13) 
.982 
4263.74 3305.45 753.16, 
(1049.41)(3164.72) (50.32) 
617.72 
(188.97) 
.982 
4296.48 3514.15 796.54 
(1062.77)(3306.49) (35.17) 
716.79 
(183.74) 
.979 
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significant indicating that the residuals are not auto-
correlated. It may be noted here this test is not valid 
for this equation as it contains the lagged endogenous vari­
able as a dependent variable. Equations 2Ô.2 through 2#.6 
are alternate models with variations on the acreage vari­
ables. When the variable Xg is omitted from the regression 
equation 20.7 accounts for nearly 99 percent of the vari­
ation, Removal of Xg lowers value only by a small quan­
tity. the current year's cotton acreage is significant 
at the 10 percent level whereas all other variables are 
significant at the one percent probability level. The d 
statistic is 2.06 and the test for autocorrelation is not 
significant indicating that there is no autocorrelation among 
the residuals. Based on equation 28.7, the predicted values 
are shown in Figure 4 along with the observed values. 
Removal of hay acreage from the total planted acres for 
soybeans does not improve the statistical fit. This fact 
can be observed comparing the functions given in Tables 28 
and 29. Of the equations presented in Table 29, equation 29,1 
is the best of those containing variable and equation 29.7 
is the best of those not containing The values for the d 
statistic for equations 29.1 and 29.7 are 2,34 and 2.06 
respectively. The test for autocorrelation is not significant 
at the 5 percent level. Both equations account for 99 percent 
of total variation. Omission of variable X^  does not greatly 
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Soybean acreage planted for all purposes in 
the United States: actual observations com­
pared with predicted values from equation 
28.7. 
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lower the value of R^ . In equation 29.1, X5, the current 
year acreage for corn, is significant at the 40 percent level 
and the soybean-corn yield ratio is significant at the 
10 percent level whereas all the remaining variables are sig­
nificant at the 5 percent level. For equation 29.7, and 
are significant at the 20 and 10 percent levels respec­
tively whereas the remaining variables are significant at the 
5 percent level. When X^  is included, the acreage variables 
that appear in the equation are X^  and Xy, the corn and wheat 
acreages respectively. But when is not included, the 
acreage variables that appear are X^ , Xy and Xg. A number 
of alternate equations with variations among the acreage 
variables are presented in Table 29. 
The general conclusions for Tables 2à and 29 can be 
stated as follows. If Xg or X^  is included in the function, 
the model leads to the conclusion that an increase in the 
current year's soybean acreage results in an increase in the 
next year's soybean acreage. Generally, decreases in the 
acreages of oats, corn, wheat and cotton are associated with 
increases in soybean acreage. However, the relative importance 
of these cash crops with respect to increases in soybean 
acreage depends on the set of variables included in a specific 
function. Generally speaking, a given decrease in acreage of 
oats or corn or wheat is associated with a larger increase in 
soybean acreage than the same in cotton acreage. 
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The functions suggest the hypotheses of a positive re­
lationship between soybean-corn price ratio and the soybean 
planted acreage when all other variables are held constant. 
An increase in a given year's soybean-corn price ratio is 
expected to increase significantly the soybean planted 
acreage for the next year. Also, a positive relation is 
established bet^ ween soybean-corn yield ratio and soybean 
planted acreage. An increase in soybean yields relative to 
com yields for a given year increases the soybean planted 
acreage for the next year. The time trend is significant 
at the one percent level in most of the functions provided. 
The time trend accounts for the sytematic influence of 
factors such as technological improvements, etc. on soybeans. 
The dummy variable representing government programs is 
generally significant at the one percent level. The govern­
ment programs include acreage allotments and feed grain pro­
grams. These programs are intended to control the acreage 
of corn, wheat and cotton. The farmers participating in 
these programs divert their acres to soybeans to increase 
their profit without violating the program restrictions. 
The national supply response functions for soybean 
acreage shown in Tables 28 and 29 are extremely good. The 
values for these functions are generally over 0.97. Omission 
of one or two variables does not diminish appreciably the 
value of R^ , even when these omitted variables are signifi­
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cant. Houck (39) estimated supply response functions for 
soybean acreage where he included oats and corn acreages, 
soybean-corn price ratio and time trend. The value for 
one of his equations is 0,95. In the present study an 
value which is higher than 0,99 is achieved by introducing 
new variables which Houck did not include in his study. 
The estimated national supply elasticities for soybean 
acreage with respect to soybean-corn price ratio are 0,335 
and 0.443 which are based on regression equations 28.1 and 
28.7 respectively. Based on equation 28.7, the soybean 
acreage in the nation increases by 4.4 percent for a 10 per­
cent increase in the soybean-corn price ratio. 
Supply Relations using Logarithmic Values of Observations 
The same data used earlier are transformed into logarithms 
with base 10. All the variables with the exception are 
thus transformed. Variable the dummy variable for govern­
ment programs is kept in original observations as this vari­
able takes zero values for some years. The analysis in 
logarithms is done only for three important soybean growing 
states and two regions and for the nation. The states con­
sidered are Illinois, Iowa and Indiana while the regions are 
Corn Belt and Mississippi Delta. Tables 30 through 33 pro­
vide the functions for these states and regions. The values 
for Durbin-Watson d statistic are presented for some of the 
Table 30. Regression coefficients with their standard errors 
in parenthesis, and Durbin-Watson d values for 
total planted acres for soybeans (X,), by selected 
states, 1929 to 1963. Data used are logarithms 
of observations, except for the dummy variables 
(%ia). 
Equa­
tion 
no. 
State Constant X2 %5 %6 X7 %10 
30.1 Illinois 4.886 
(.909) 
.431 
(.093) 
-.817 
(.236) 
.585^  
(.099) 
30.2 6.093 
(1.060) 
.478 
(.096) 
-.169 
(.105) 
-.996 
(.241) 
.542^  
(.103) 
30.3 1.859 
(.285) 
.372 
(.108) 
.556 
(.117) 
30.4 5.236 
(1.203) 
-.618 
(.308) 
.667 
(.129) 
30; 5 5.620 
(1.212) 
".715. 
(.310) 
.669 
(.132) 
30.6 2.824 
(.042) 
.635 
(.135) 
30.7 Iowa 10.860 
(1.984) 
.351. 
(.105) 
-.508 
(.249) 
-1.852 
(.410) 
.326 
(.182) 
30.8 1.334 
(.236) 
.470 
(.117) 
.305 
(.190) 
30.9 13.364 
(2.140) 
-.714 
(.281) 
-2.119 
(.469) 
.269 
(.211) 
30.10 2.206 
(.112) 
.260 
(.234) 
30.11 Indiana 2.303 
(.983) 
.541 
(.141) 
-.286 
(.282) 
.644 
(.127) 
30.12 1.354 
(.297) 
.498 
(.134) 
.865 
(.127) 
30.13 3.094 
(.691) ( 
.191 
.201) 
.715 
(.163) 
30.14 2.403 
(.037) 
.770 
(.130) 
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'•13 '14 '17 'lâ R2 
.155 
(.084) 
.214 (.098) 
.180 
(.112) 
.224 
(.115) 
.325^  
(.178) 
651^  (.192) 
.235 
(.205) 
,.599» 
(.237) 
.107 (.082) 
.124 (.080) 
.111 
(.098) 
.168 (.081) 
.468 
(.149) 
dlh 
Cw) 
(!I98) 
.658 
(.159) 
.499 (.201) 
,.418, 
(.185) 
.236 
(.219) 
.349 
(.069) 
.316 
(.075) 
,.364. (.081) 
.645^  
(.034) 
.669 
( .032) 
.625 
(.034) 
(!ll7) 
(:l34) 
.865 
(.048) 
,.855, 
(.057) 
.226 
(.084) 
,.237% 
(.083) 
.529 
(.029) 
.522 
( .026)  
.020 
(.009) 
.014 
(.010) 
,.035, (.010) 
.026 
(.012) 
(!012) 
(!oii) 
.100 
(.033) 
,.108, (.040) 
.038 
(.010) 
.041 
(.009) 
.037 
(.013) 
.042 
(.010) 
.982 
.981 
.974 
.967 
.964 
.962 
.968 
.955 
.955 
.929 
.976 
.976 
.964 
.962 
1.62 
1.55 
.72 
.90 
1.81 
1.14 
2.03 
1.56 
Table 31. Regression coefficients with their standard errors 
in parenthesis, R^  and Durbin-Watson d values for 
total planted acres minus hay acreage for soybeans 
(X3); by selected states, 1929 to 1963. Data used 
are logarithms of observations, except for the 
dummy variable . 
Equa­
tion 
no. 
State Constant 6^ 4 1^0 
31.1 Illinois 
(iiili) (*.107) 1:1^ ) 
31.2 
(l.*257) (iilt) •A (.*145) 
31.3 .995 
(.249) CÎÎI) (:i45) 
31.4 4.117, 
(1.387) 
-.448 
(.483) 
.703 
(.187) 
31.5 3.468 
(.737) 
-.312, 
(.216) 
.656 
(.211) 
31.6 2.402 
(.062) 
.767 
(.200) 
31.7 Iowa 
(ill?) 
-1.176 
(.657) 
.365 
(.253) 
31.a 
cSSli 
.735 
(.119) 
.208 
(.247) 
31.9 9.333, 
(2.743) 
-2.030 
(.684) 
1.163 
(.304) 
31.10 1.191 
(.108) (:3%5) 
31.11 Indiana 3.376 
(1.378) 
.749 
(.118) 
-.876 
(.395) 
.576 
(.137) 
31.12 .796 
(.191) 
.66$ 
(.116) 
,'569, 
(.198) 
31.13 1.823 
(.097) 
1.204 
(.234) 
31.14 
holo) 
16Ô 
%13 *14 %17 %18 R: d 
.259 
(.111) 
.311 
(.196) 
.209 
(.100) 
.022 
(.012) 
.984 1.91 
(:i65) 
,.275, 
(.114) 
.020 
(.013) 
.981 1.97 
(•.119) cMi) 
.217 
(.118) 
,.035, 
(.012) 
.981 
(:!#) ,.852^  (.045) .021 (.019) .957 
.627 
(.242) 
.887 
(.046) 
,.033, 
(.017) 
.958 .94 
.196 
(.171) 
,.336 
(.309) 
,.034, 
(.017) 
.957 
,.421. 
(.246) 
.281 
(.196) 
.061 
(.045) 
.976 2.32 
.627 
(.226) 
.185 
(.195) 
1.399^  
(.063) 
}:N)  
.112 
(.036) 
.107 
(.054) 
.974 
.945 
.938 
1.38 
,.798 
(.227) (ilio) 
.029, 
(.013) 
.983 1.92 
.140 
(.118) 
,.478 
( .255 )  
.263 
(.116) 
041, 
(.013) 
.980 
.278 
(.312) 
.904 
(.048) 
.891 
(.045) 
.042 
(.018) 
.036 
(.017) 
.957 
.955 
1.18 
Table 32. Regression coefficients with their standard errors 
in parenthesis, R2 and Durbin-Watson d values for 
total planted acres for soybeans (X,). by selected 
regions and United States, 1929 to i9o3. Data 
used are logarithms of observations, except for 
the dummy variable {). 
Equa­
tion 
no. 
Region Constant h %6 %7 %8 
32.1 Corn 
Belt 
5.922 
(1.085) 
.227 
(.091) 
-.660 
(.212) 
-.120 
(.114) 
32.2 2.536 
(.286) 
.201 
(.097) 
32.3 6.479 
(1.165) LZ2Ï) 
-.210 
(.119) 
32.4 3.126 
(.032) 
32.5 
32.6 
Missis­
sippi 
Delta 
1.531^  
(.483) 
.852 
(.197) 
.643^  
(.101) 
.750 
(.074) 
-.122 
(.080) 
32.7 4.205 
(.364) 
-.476^  
(.085) 
32.8 2.461 
(.243) 
32.9 United 
States 
5.121 
(.864) (.070) 
-.589 
(.147) 
-.085 
(.067) 
32.10 1.668 
(.264) 
.515, 
(.084) 
32.11 
CA 
-.535, 
(.236) 
-.225, 
(.132) 
-.126 
(.116) 
32.12 
mi) 
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%10 =13 %14 %16 =17 %18 R: d 
.709 
(.101) 
.220 
(.066) 
.334 
(.114) 
.477 
(.067) 
.029 
(.008) 
.990 2.11 
.712 
(.100) 
278 
(.073) 
,.307% 
(.124) .497, (.073) 
.044, 
(.007) 
.986 
.754^ 
(.109) 
.245, 
(.071) ,.334. (.125) 
.640 
(.018) 
.030 
(.009) 
.988 1.53 
.790 
(.109) 
.296 
(.076) 
.286 
(.131) 
.642 
(.020) 
.045, 
(.008) .934 
.164 
(.100) 
.184 
(.086) .179, (.063) 
.063 
(.012) 
.976 2.12 
.181 
(.102) ,'229. (.080) 
.158 
(.063) 
.060 
(.012) .974 
.174 
(.151) 
,.469, 
(.065) 
.088 
(.016) .939 
1.06 
.308 
(.213) 
.192 
(.168) 
678 
(.076) 
.101 
(.024) 
.879 
.595 
(.079) 
.210 
(.082) 
.298 
(.099) 
.202 
(.050) 
.023 
(.004) 
.995 2.52 
,.571, 
(.099) 
.313, 
(.097) 
.109 
(.109) 
.244 (.061) 
.029 
(.004) 
.991 
.820 
(.113) (:l33) 
.552 
(.047) 
.023 
(.006) 
.935 2.00 
,.764, (.107) 
.227 
(.124) • 
.588 
(.023) 
.035, (.006) 
.973 
Table 33. Regression coefficients with their standard errors 
in parenthesis, and Durbin-Watson d values for 
total planted acres minus hay acreage for soybeans 
(I3), by selected regions and United States, 1929 
to 1963. Data used are logarithms of observations, 
except for the dummy variable (X^g), 
Equa­
tion 
no. 
Region Constant =4 
^6  ^10 ^12 
33 .1  Corn 
Belt 
4 .490  (1 .419)  , .647% ( .097)  - .763^ ( .322)  ( : i66)  
33 .2  1 .17a  ( .235)  .592  ( .102)  ( : iao)  
33 .3  3 .429  (2 .249)  
- .207  
( .499)  L171)  
33 .4  2 .497  ( .054)  ( l î é i )  
33 .5  
33 .6  
Missis­
sippi 
Delta 
. 931  
( .64a)  
.465  
( .330)  
.673  
( .120)  
.739  ( .091)  
- .101  
( .120)  
.155  
( .162)  
.189  
( .155)  
.209  
( .207)  
.204  
( .205)  
33 .7  3 .896  ( .473)  ( :116)  
33 .a  1 .700  ( .079)  
33 .9  United 
States 
3 .336  
(1 .356)  
.766  
( .096)  
- .510  
( .267)  
.548  
( .160)  
33 .10  .783  
( .234)  
.758  ( .100)  .543  ( .168)  
33 .11  2 .550  ( .052)  
1 .128  ( .168)  
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%13 Zl4 %16 %17 %18 
R2 d 
.348 
(.098) 
.240 
(.164) 
.293 
(.109) 
.028 
(.011) 
.990 2.23 
.406 
(.103) 
.200 
(.176) 
.354 
(.114) 
.041 
(.011) 
.988 
,.403, 
(.146) 
.991 
(.039) 
,.035, 
(.018) 
.973 1.27 
.417 
(.140) 
.992 
(.038) 
.038 
(.015) 
.973 
.240 
(.148) 
.402 
(.115) 
,.063, 
(.018) 
.977 1.96 
.285 
(.137) 
.374. 
(.110) 
.061 
(.018) 
.977 
,.835^ 
(.072) 
.096 
(.022) 
.949 .99 
1.037 
(.074) 
.102 
(.028) 
.912 
.289 
(.154) 
.406 
(.172) 
,.135, 
(.114) 
.025 
(.006) 
.993 2.21 
.343 
(.158) 
,.271, 
(.165) 
.179 
(.117) 
.029 
(.006) 
.992 
.999 
(.038) 
.031 
(.010) 
.973 1.73 
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selected regressions in these tables. 
Illinois; Transforming the variables into logarithms does 
not improve the values of R^. For equation 30.1, the 
soybean-oats yield ratio is significant at the 10 percent 
level. However, the rest of the variables in the equation 
are significant at the five or one percent level. Removal 
of hay acreage from total soybean acreage does not improve 
the values of R^. The same variables generally appear in the 
functions whether hay acreage is included or not. An in­
crease in the given year's soybean acreage is associated with 
an increase in the previous year's acreage. Decreases in the 
acreages of oats and corn are associated with increases in 
soybean acreage. There is a significant positive relationship 
between the soybean-corn price ratio and the soybean acreage. 
The soybean-oats and soybean-corn yield ratios are positively 
correlated to the soybean acreage. The time trend which is 
significant at the one percent level, accounts for all other 
systematic influences including technological changes. The 
effectiveness of the government programs to restrict the 
acreages of corn and wheat help to increase the soybean acre­
age, The tests for autocorrelation indicate the presence of 
autocoreelation in the residuals for the equations that con­
tain Xg or ^4. 
The supply elasticity for soybean acreage with respect 
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to soybean-corn price ratio varies between O.48O and 0.767 
depending on the regression model. Based on equation 30.4 
the soybean acreage increases by 6,7 percent for a 10 per­
cent increase in the soybean-corn price ratio. 
Iowa: For Iowa, too, the logarithmic transformation does not 
2 
achieve any significant improvement in the values of R , 
though there is some increase. However, removal of hay 
acreage improves the values of R^. In equation 30.6, vari­
ables and %27 are significant at the 10 percent level 
while all other variables are statistically significant at 
the one percent level. When included, the soybean acreage 
lagged by one year is highly correlated with the current 
year's soybean acreage. However, the equations which do not 
contain the soybean acreage lagged by one year are more 
interesting. Equation 30,9 is one such equation accounting 
for more than 95 percent of variation. The acreages for oats 
and corn are negatively correlated with the soybean acreage. 
A given decrease in corn acreage is associated with a larger 
increase in soybean acreage than the same decrease in oats 
acreage. The soybean planted acreage is related to the soy­
bean-corn price ratio, soybean-oats yield ratio and time trend. 
The trend accounts for systematic influence of other factors. 
In the equations that contain the acreage variables, the 
variable representing the government programs fail to enter. 
The government programs which showed greater influence on 
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soybean acreage, when the analysis is carried on original 
observations, do not show up orshow considerably less in­
fluence in the present case. Another interesting thing is 
that the soybean-corn yield ratio has very less association 
with soybean acreage and hence it is omitted from presen­
tations. The tests for autocorrelation are inconclusive. 
The supply elasticity for soybean acreage with respect 
to soybean-corn price ratio varies from 0.208 to 1.16# de­
pending on the supply function under study. Based on equa­
tion 30.9, the soybean acreage increases by 2.7 percent, for 
a 10 percent increase in the soybean-corn price ratio. 
Indiana : The logarithmic transformation does not improve 
but actually lowers the values of Again there is no 
consistent improvement in the corresponding values of when 
hay acreage is removed from the total soybean acreage. As 
expected, an increase in present year's soybean acreage is 
influenced by the previous year's increase. Other things 
being constant, decreases in corn and what acreages are as­
sociated with increases in soybean acreage. Oats acreage 
fails to appear in the functions presented, with a proper 
sign. However, the acreage variables of competing crops are 
of less interest for this state. The soybean-corn price ratio 
is significant at the one percent level indicating a strong 
positive relationship between this price ratio and soybean 
acreage. The present year's plantings for soybeans greatly 
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depend on the previous year's soybean price relative to corn 
price. And the functions reflect the hypothesis that the 
soybean acreage planted is related to soybean-oats and soybean-
corn yield ratios, the time trend and government programs. 
The regressions equations are quite satisfactory accounting 
for more than 95 percent of variation. The tests for auto­
correlation are inconclusive. 
The supply elasticity for soybean acreage with respect 
to soybean-corn price ratio varies from 0.570 to 1.204 de­
pending on the function. Based on equation 30.13, the soy­
bean acreage increases by 7.2 percent for a 10 percent in­
crease in soybean-corn price ratio. 
Corn Belt region; Though the logarithmic transformation of 
the variables does not improve the values of R^, the coef­
ficients are prominent and have relatively smaller standard 
errors. For equation 32,1, variable Xy, the seeded acreage 
for wheat is significant at the 30 percent level and variable 
Xg, the soybean acreage lagged by one year is significant at 
the five percent level. All other variables in the equation 
are significant at the one percent level. Due to the log­
arithmic transformation, relatively more variables are 
statistically significant. The functions for soybean acreage, 
hay excluded, are no better than the ones that included hay. 
However, all the functions presented, account for at least 
97 percent of variation. The soybean acreage lagged by one 
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year is influencing the current year's soybean planted 
acreage. A given degrease in corn acreage is associated with 
a larger increase in soybean acreage than the same decrease 
in wheat acreage. The functions indicate the hypothesis of 
a strong positive relationship between soybean-corn price 
ratio and the soybean planted acreage. Soybean-corn price 
ratio has the strongest influence over the soybean acreage. 
And, the soybean acreate is related to soybean-oats and 
soybean-corn yield ratios, time trend and government pro­
grams. Soybean-oats yield ratio is relatively unimportant 
for the functions obtained on original observations. But 
the logarithmic transformation, indicates the soybean-oats 
yield ratio is an equally influencing factor as the soybean-
corn yield ratio. The time trend which is highly significant 
accounts for the systematic influence of all other factors. 
The government programs restricting the acreages for the 
competing cash crops influence for increases in soybean acrea 
age. 
For equations 32.3 and 33.3, the Durbin-Watson d stat­
istic indicates that the evidence of serial correlation in the 
residuals is inconclusive. The supply elasticity for soybean 
acreage with respect to soybean-corn price ratio varies from 
0.534 to 1,056 depending on the supply relation. Based on 
equation 32.3, the soybean acreage increases by 7.5 percent 
for a 10 percent increase in the soybean-corn price ratio. 
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Mississippi Delta region: For this region too, the logarith­
mic transformation does not generally improve the regressions. 
Among the logarithmic functions, removal of hay from soybean 
total acreage improves the functions where the variable 
representing the lagged soybean acreage is not included. How­
ever, the functions account for between 88 and 98 percent of 
variation depending the relation considered. The previous 
year's soybean acreage is positively related to the current 
year's soybean acreage. Other variables held constant, de­
creases in corn acreage are associated with increases in 
soybean acreage. A positive relationship exists between the 
soybean acreage and soybean-corn and soybean-cotton price 
ratios. However, these price ratios do not have considerable 
or significant influence over the soybean acreage. But the 
soybean acreage planted is significantly and positively assoc­
iated with the soybean-cotton yield ratio, time trend and the 
government programs. These variables are generally signifi­
cant at the five percent levels in the equations presented. 
For equation 32.5, the variables and significant 
at the 20 percent level vdiereas other variables are signifi­
cant at the five percent level. Corn and cotton prove to be 
competing cash crops for soybeans in this region. The Durbin-
Watson d statistic for equations 32.7 and 33.7 indicate the 
evidence of serial correlation in the residuals. 
The supply elasticity for soybean acreage with respect 
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to soybean-corn price ratio is 0,155 for equation 33.5 and 
is 0.308 for equation 32.8. The supply elasticities for 
other functions presented, lie between these limits. The 
supply elasticities are lowest for Mississippi Delta region 
when compared to other regions and states. Based on equation 
32.7, the soybean acreage increases by 1,7 percent for a ten 
percent rise in the soybean-corn price ratio. 
National analysis ; In the national study, the logarithmic 
transformation does not show any improvement in regression 
fits. The regression functions in logs as well as in 
original observations are statistically good. Hence, there is 
no preference to any of the two forms. The logarithmic func­
tions can directly present the supply elasticities which 
should not be a major criteria to prefer the logarithmic 
form. Few selected logarithmic functions are presented in 
Tables 32 and 33 for United States soybean planted acreage 
including and excluding hay, respectively. As noted earlier, 
the soybean hay acreage prior to 1945 is quite substantial 
and hence removal of this acreage is justified as the study 
is to estimate soybean acreage harvested for grain. However, 
removal of hay acreage does not improve the regression equa­
tions. Still, the soybean acreage response functions are 
presented for both cases including and excluding hay. Both 
are of interest to study the changes either in soybean acreage 
planted for all purposes or in soybean acreage planted mainly 
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for gain. 
There are two main variations between the functions 
based on original observations and on logarithmic transfor­
mations, The oats acreage which is negatively related to 
the soybean acreage in the functions based on original obser­
vations, does have little or no influence in the functions 
based on logarithmic values. The oats acreage variable is 
not shown in the national functions in Tables 32 and 33. 
Secondly, the soybean-oats yield ratio does not have any 
positive relation with the soybean acreage in the functions 
based on original observations. However the soybean-oats 
yield ratio does have significant positive correlation with 
the soybean acreage in the functions of Tables 32 and 33. 
All other variables appear with relevant signs in the func­
tions. 
The national soybean response functions shown in Tables 
32 and 33 have values more than 0.97. Equations 32.9 
accounts for more than 99 percent of total variation. In 
this equation variable Xg, the cotton acreage, is significant 
at the 30 percent level where all other variables are sig­
nificant at the five or one percent level. Decreases in the 
acreages of corn, wheat or cotton are associated with in­
creases in soybean acreage. The previous year's soyoean 
acreage increases the current year's acreage. Equation 32.11 
which does not contain variable X2, has a value of 0.98. 
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This equation is of interest as it does not contain the 
lagged soybean acreage. The soybean-corn price ratio has a 
highly significant and positive correlation with soybean 
acreage. An increase in soybean-corn price ratio increases 
the soybean acreage. And the soybean-oats and soybean-corn 
yield ratios are also highly associated with increases in 
soybean acreage. The time trend and the government programs 
are significant at the one percent level. The time trend 
here is a power function. It increases rapidly for small 
values of t but it soon becomes flat if the coefficient is 
less than unity. In the present cases, the time trend is 
flat after certain value as the coefficients are generally 
less than unity. The acreage allotments and feed grain pro­
grams which are intended to lower the acreages of corn, wheat 
and cotton have significant influence in increasing soybean 
acreage. The Durbin-Watson d statistic for equation 32.11 
indicates no evidence of serial correlation in the residuals. 
But the same test for equation 33.11 is inconclusive. Equa­
tions 32.12 and 33.11 do not contain any acreage variables 
but still have an value greater than 0.97. These may be 
of use for estimating soybean acreage when the present acre­
ages of competing crops are not available. 
The elasticity of supply for soybean acreage with re­
spect to soybean-corn price ratio falls between 0.543 and 
1.128 for the functions presented in Tables 32 and 33. Based 
1S2 
on equation 32.11, the soybean acreage for the nation in­
creases by 8.2 percent for a ten percent rise in the soybean-
corn price ratio. 
Summary: The soybean acreage response functions in logar­
ithmic form are quite satisfactory for the three selected 
states, two regions and the nation. The logarithmic trans­
formation does not improve the values of in these cases. 
However some variables which appear in the functions based 
on the original observations, fail to have proper signs in 
the functions based on the logarithmic values and vice versa. 
As expected the soybean acreage lagged by one year is posi­
tively related to the current year's soybean acreage. Of all 
other acreage variables, decreases in corn acreage are highly 
associated with increases in soybean acreage. And a higher 
soybean-corn price ratio increases the soybean acreage. The 
yield ratios which influence the soybean acreage differ among 
the states and regions. However in all cases, the time trend 
and the government programs are related to soybean acreage and 
these variables contribute significantly for increases in 
soybean acreage. When applicable, the Durbin-Watson test for 
serial correlation is conducted. In many cases either the 
test is inconclusive or there is no indication of serial 
correlation in the residuals. 
Because of logarithmic transformation, the coefficient 
of any variable measures directly the supply elasticity for 
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soybean acreage with respect to that variable. The important 
decision variable is the soybean-corn price ratio. The sup­
ply elasticity with respect to this price ratio is lowest 
(an average of 0.20) lor Mississippi Delta region. The 
elasticity varies depending on the set of variables included 
in the function. The supply elasticity for soybean acreage 
basing on equation 32,11 is 0,820 for the nation. For the 
individual states and regions, the corresponding value is 
around 0,750 with the exception of Mississippi Delta. These 
elasticities are generally higher than those obtained from 
the equations based on the original observations and esti­
mated at the mean values. 
Supply Relationships for Soybean Production 
The analyses of soybean production is rather more inter­
esting than the analyses of soybean acreage. The supply 
functions for soybean production provide the factors that 
influence directly the output. Hence the supply functions for 
soybean production are worked out for all the Corn Belt states, 
Arkansas and Minnesota, for all the regions and for the United 
States. These relationships involve the soybean production 
lagged by one year, the price ratios of soybeans to competing 
crops, some important weather variables and the fertilizer 
price index. Also the time trend and the government programs 
are suitably incorporated in the models. The analyses are 
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based on data for the period 1929 through 1963 except for 
Minnesota. The data used for Minnesota covers the period 
1934 through 1963. 
Supply Relations using Original Observations 
Variables used in the analyses of soybean production 
are: 
1-^: Soybean production for the current year (year t) 
in thousand bushels. 
X2Î Soybean production for the previous year (year t-1) 
in thousand bushels. 
X^: Price ratio of soybeans to oats for the previous 
crop year. 
Price ratio of soybeans to corn for the previous 
crop year. 
X5: Price ratio of soybeans to wheat for the previous 
crop year. 
X^: Price ratio of soybeans to cotton for the previous 
crop year. 
In arriving these price ratios, higher of - price of the 
crop for the previous crop year or support price (if avail­
able) for the current year is used for each of the above 
crops. Whereas the prices of soybeans, oats, corn and wheat 
are taken in dollars per bushel, the price of cotton is in 
dollars per pound. 
1Ô5 
Xy: July precipitation in inches for the current year. 
Xg: Square of July precipitation for the current year. 
X9: August average temperature in °F for the current 
year. 
XiQ: Square of August average temperature for the cur­
rent year. 
%1* National index of average price paid by farmers 
for the current year on fertilizers for production, 
base year I9IO-I4 = 100. 
Xi2* Time trend, 1930=1, 1931=2,''",etc. for the states 
excepting Minnesota), regions and the nation. For 
Minnesota the variable takes values as 1935=1, 
1936-2,•'*,etc. 
X^g: Dummy variable representing the coded form of 
acreage allotments and feed grain programs. This 
variable can take a value either 0, 1, 2 or 3 for 
a given year depending on the presence or absence 
of the government programs on corn, wheat and cotton. 
The price ratios of soybeans to competing crops are used 
instead of actual prices because these price ratios are 
better measures of the relative value of soybeans, as a cash 
crop than is the actual price of soybeans. The soybean pro­
duction responses are presented in two main categories. The 
first set of equations contain Xg, the lagged endogenous 
variable (the soybean production lagged by one year) as an 
independent variable. The second set of equations does not 
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contain Xg. Supply equations representing both categories 
are provided for the states, regions and nation. Under 
each category a supply relation which does not contain any 
weather variable and fertilizer index is presented. Few 
other interesting supply relations are included in these 
categories. 
Again, in presenting these relations, the variables 
whose coefficients have unexpected signs are, most generally 
omitted. For example, we expect that the soybean-corn price 
ratio must have a positive sign. If this price ratio turns 
out to have negative coefficient, a new relation omitting 
this variable is estimated and presented. Secondly, in these 
functions some variables may have larger standard errors 
compared to the absolute values of their coefficients. Such 
variables are generally not included in the estimated func­
tions, However, few important variables are included in 
some of the relations though their coefficients are smaller 
in magnitude then compared to their standard errors. 
The analyses of soybean production are presented in 
Tables 34 through 36 for the Corn Belt states, Arkansas and 
Minnesota, The standard errors of the coefficients are pre­
sented in parenthesis just below the coefficients. The value 
of the multiple correlation coefficient, R^, is presented for 
each of the functions. However, the Durbin-Watson d 
statistic for testing serial correlation of the residuals is 
Table 34. Regression coefficients with their standard errors 
in parenthesis and R2 values for soybean pro­
duction (X,), by states, 1929 to 1963. Data used 
are original values of observations. 
Equation 
number State Constant Xg %4 h 
34.1 Ohio -10714.22 .432 
(4359.92)(.130) 
6244.16 
(2198.77) 
933.78 
(377.89) 
34.2 -13280.58 .503 
(3572.83)(.110) 
4953.80 
(1804.50) 
979.75 
(375.56) 
34.3 -10416.55 .474 
(3724.70)(.120) 
5031.09 
(1976.58) 
34.4 -11705.77 
(5063.32) 
11017.86 
(1931.20) 
750.16 
(435.12) 
34.5 -22057.77 
(3895.75) 
9110.67 
(SOI5.92) 
809.64 
(484.18) 
34.6 -19248.76 
(3618.66) 
8976.98 
(2073.76) 
34.7 Indiana -17627.09 .488 
(5172.52)(.127) 
6915.11 
(2661.12) 
1234.84 
(521.07) 
34.a -12864.64 .533 
(5131.44)(.135) 
5941.59^ 
(2830.71) 
34.9 -30567.80 
(4754.14) 
11960.19 
(2805.96) 
1532.22 
(625.14) 
34.10 -26036.40 
(4731.37) 
11314.29 
(3017.72) 
188 
fu ^12 ^ 
-52.27^ 
(50.99) 
,763.34^ 
(257.37) 
1892.46 
(563.28) 
.977 
550.07 
(151.66) 
2093.81 
(528.41) 
.976 
600.96 
(164.76) 
2508.28 
(552.09) 
.970 
-142.06 
(50.25) 
1531.71 
(129.05) 
1763.32 
(654.13) 
.967 
1203.58 
(62.86) 
2446.04 
(677.25) 
.958 
1214.89 
(64.33) 
2775.19 
(677.13) 
.954 
1031.07 
(277.89) 
918.24 
(676.88) 
.985 
1005.73 
(298.97) 
1393.26 
(696.06) 
.982 
2059.37 
(87.80) 
771.12 
(819.91) 
.977 
2117.37 
(86.55) 
1356.72 
(847.26) 
.973 
Table 35. Regression coefficients with their standard errors 
in parenthesis and R2 values for soybean production 
(%)), by states, 1929 to 1963. Data used are 
original values of observations. 
Equation 
number State Constant %4 
35.1 Illinois -11069.10 
(12554.11) 
,.351, 
(.U7) 
14532.14 
(5995.80) 
35.2 -25636.40 
(9373.34) 
.444 
(.141) 
10030.77 
(5536.86) 
35.3 -14703.66 
(10219.86) 
.408 
(.163) 
7523.09 
(6380.50) 
35.4 -12093.02 
(13559.34) 
21322.14 
(5703.98) 
35.5 -9737.06 
(12482.68) 
21538.62 
(5610.57) 
35.6 -38646.33 
(9635.69) 
16491.35 
(5888.09) 
35.7 -27456.36 
(9604.68) 
13660.92 
(6386.18) 
35.8 Iowa -18089.98 
(12845.94) 
.313 
(.179) 
16960.09 
(5891.11) 
35.9 -30915.10 
(10410.95) 
.456 
(.160) 
11663.41 
(5042.57) 
35.10 -26850.28 
(9786.12) 
.506 
(.154) 
11539.03 
(5061.63) 
35.11 -20663.62 
(13224.08) 
22958.86 
(4966.40) 
35.12 -49034.82 
(9204.41) 
17778.62 
(5093.93) 
35.13 -45159.67 
(9272.00 
18815.06 
(5244.74) 
%7 %11 *12 
R2 
4169.64 
(1113.51) 
-241.99 
(143.99) 
3014.64 
(836.13) 
1760.17 
(1801.38) 
.981 
3756.21 
(1120.94) 
2100.98 
(655.70) 
3224.23 
(1627.46) 
.979 
2531.35 
(747.84) 
4581.76 
(1833.22) 
.970 
4206.38 
(1203.26) 
-371.52 
(144.14) 
4850.58 
(354.32) 
922.13 
(1909.42) 
.977 
4394.48 
(1123.66) 
-402.95 
(126.90) 
4941.84 
(295.73) 
.976 
3494.81 
(1278.98) 
4087.42 
(212.71) 
3143.88 
(1862.17) 
.971 
4338.32 
(211.28) 
4415.89 
(1986.25) 
.964 
1498.03 
(1199.28) 
-251.96 
(155.42) 
2278.36 
(704.23) 
6419.63 
(3498.68) 
.949 
1367.48 
(1230.87) 
1357.39 
(428.10) 
8654.01 
(3307.93) 
.944 
1281.11 
(424.26) 
10332.91 
(2954.43) 
.941 
2084.60 
(1193.29) 
-386.26 
(140.08) 
3360.48 
(349.99) 
4510.93 
(3445.06) 
.943 
2363.02 
(1317.43) 
2495.90 
(172.30) 
7271.89 
(3652.38) 
.927 
2589.05 
(170.25) 
10139.82 
(3402.97) 
.919 
Table 36. Regression coefficients with their standard errors 
in parenthesis and R^ values for soybean pro­
duction (Xf); by states, 1929 to 1963. Data used 
are original values of observations. 
Equation _ 
number State Constant X2 %3 
36.1 Missouri 
-20555.99 
(9484.77) 
,.763, 
(.100) 
1695.58 
(2098.66) 
3672.24 
(3386.99) 
36.2 -22705.13 
(8333.53) 
.749 
(.095) 
2305.72 
(1681.44) 
3582.93 
(3336.72) 
36.3 -13178.72 
(8367.84) 
.767 
(.108) 
2632.13 
(2175.18) 
36.4 -66410.98 
(12780.87) . 
5339.81 
(3562.10) 
16066.92 
(5178.88) 
36.5 -61710.45 
(11861.69) 
3380.28 
(2960.26) 
17215.90 
(5045.35) 
36.6 -52298.65 
(12957.08) 
,3796.63^ 
(3344.48) 
13539.23 
(5542.24) 
36.7 Arkansas 
-13611.34 
(6741.61) 
.807 
(.088) 
2444.91 
(1609.44) 
36.8 -12712.51 
(6618.08) 
.812 
(.087) 
2583.04 
(1592.17) 
36.9 -46259.08 
(13493.83) 
10073.29 
(2275.54) 
7132.01 
(2615.95) 
36.10 
-68393.43 
(10213.65) 
9442.78 
(2423.08) 
7023.57 
(2805.28) 
36.11 -64409.29 
(10015.73) 
10200.99 
(2408.97) 
5928.88 
(2750.84) 
36.12 Minnesota 
1934-1965 
-4689.76^ 
(9035.25) 
,.628 
(.165) 
36.13 -5392.00 
(2894.72) 
,.624. 
(.139) 
36.14 -14085.49^ 
(2845.95) 
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%11 %12 hi R2 
1931.65 
(390.62) 
453.11 
(227.13) 
436.06 
(875.16) 
.979 
1940.19 
(384.99) 
506.68 
(197.39) 
610.10 
(222.28) 
.979 
.959 
2099.48 
(679.83) 
2055.66 -1448.48 
(149.67)(1463.39) 
.933 
2079.82 
(679.30) 
1969.16 
(121.47) 
2118.00 
(125.90) 
.931 
.909 
409.50 
(493.68) 
416.25 
(190.36) 
1304.21 
(878.62) 
.958 
428.15 
(188.80) 
1259.85 
(872.26) 
.957 
1107.89 
(855.80) 
-257.61 
(111.27) 
2614.96 
(286.55) 
.884 
1322.63 
(912.48) 
2050.40 
(161.42) 
2090.58 
(161.91) 
.862 
.852 
969.32 -697.21 
(7771.23)(984.19) 
925.78 1488.76 
(368.80)(1200.46) 
.943 
885.61 
(320.17) 
1510.26 
(1152.73) 
.941 
m-M) .894 
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worked out for few selected regressions of Indiana, Illinois 
and Iowa states only. And, they are not presented in the 
corresponding tables but are discussed in the text wherever 
applicable. The discussion for individual states is presented 
below, 
Ohio ; Ohio currently produces six percent of the nation's 
soybeans. Equations 34.1 through 34.6 of Table 34 provide 
soybean production response relations. The values for 
these equations are more than 0.954. Equation 34.1 contains 
X2, the soybean production lagged by one year whereas equa­
tion 34.4 does not. These two equations, in their individual 
categories have highest values. In equation 34.1 vari­
able ^11, the fertilizer price index is significant at the 
40 percent level where as all other variables are signifi­
cant at the one percent level. In equation 34.4, ^ 7» the 
July rainfall is significant at the ten percent level whereas 
all other variables are significant at the five percent level. 
If included in the model, the soybean production lagged by 
one year is positively associated with the present year's pro­
duction, The soybean-corn price ratio is significantly and 
positively correlated with soybean production. An increase 
in July rainfall is associated with an increase in soybean 
production. A decrease in the fertilizer price index is re­
lated with an increase in soybean production. The time trend 
and the government programs are related to soybean production. 
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The linear trend accounts for the systematic influence due 
to technological changes. The years in which the govern­
ment programs are in effect, influence for increases in soy­
bean production. 
The supply elasticities for soybean production with 
respect to soybean-corn price ratio are 0,529 and 0.934, 
respectively for equations 34.1 and 34.4. These elasticities 
are estimated at the mean values. Based on equation 34.4, 
the soybean production in Ohio increases by 9.3 percent for 
a ten percent increase in the soybean-corn price ratio. 
Indiana : Presently producing nearly 11 percent of the nation's 
soybeans, Indiana ranks third among the soybean producing 
states. In equation 34.7 which contains the lagged endogenous 
variable, the dummy variable representing government programs 
is significant at the 20 percent level whereas the remaining 
variables are significant at the five percent level. This 
equation accounts for more than 9^ percent of variation. 
Equation 34.9 which does not have the lagged endogenous vari­
able accounts for nearly 98 percent of variation. In this 
equation the government programs are significant at the 40 
percent level while all others are significant at the five 
percent level. Omission of X2 does not diminish greatly the 
value of R2, However, there is a significant positive cor­
relation between the current soybean production and that 
lagged by one year. Increases in soybean-corn price ratio 
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•and July rainfall are strongly associated with increases in 
soybean production. The linear time trend is highly sig­
nificant, This variable accounts for the systematic changes 
in soybean production. The acreage allotments and feed grain 
programs increase soybean production through diverting land 
to soybeans. The Durbin-Watson d statistic is 1.17 for equa­
tion 34.9» which indicates that the evidence of serial cor­
relation in the residuals is inconclusive. 
Estimated at the mean values, the supply elasticities 
for soybean production with respect to soybean-corn price 
ratio are 0,359 and 0.621 for equations 34.7 and 34.9 re­
spectively, Based on equation 34.9, the soybean production 
in Indiana increases by 6,2 percent for a ten percent rise in 
the soybean-corn price ratio, 
Illinois: Among the states, Illinois ranks first in soybean 
production. Presently, Illinois produces over 23 percent of 
the nation's output. Table 35 gives some of the supply re­
lationships. Equation 35.1 which includes Zg, the lagged 
endogenous variable accounts for 9^ percent of variation. 
Variables ^4> ^ and are significant at the five per­
cent level. The current year's soybean production is posi­
tively related to the previous year's output. Increases in 
soybean-corn ratio and July rainfall are associated with in­
creases in soybean production. The linear time trend accounts 
for significant variation which can be attributed to techno­
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logical improvements. The government programs restricting 
corn and wheat acreages influence for increases in soybean 
production. The Durbin-Watson d for equation 35.1 is 2.02. 
The test shows no evidence of serial correlation in th e 
residuals. 
Equation 35.5 does not have X2» the lagged endogenous 
variable. All the variables in this equation are significant 
at the one percent level. The for this equation is 0.976. 
Increases in soybean-corn price ratio and July rainfall in­
creases soybean output. Soybean output decreases as the 
cost of fertilizer increases. The linear time trend, which 
includes technological improvements over the years sig­
nificantly increases soybean production. The durbin-Watson 
d is 1.58 which indicates that the evidence of serial cor­
relation among the residuals is inconclusive. The predicted 
values based on equation 35.5 are illustrated in Figure 5 
along with the actual observations. 
The supply elasticities for soybean production with 
respect to soybean-corn price ratio are estimated at the 
mean values for equations 35.1 and 35.5. They are 0.313 and 
0.464 respectively. Based on equation 35.5» the soybean 
production in Illinois increases by 4.6 percent for a ten 
percent increase in the soybean-corn price ratio. 
Iowa: Iowa presently produces over 15 percent of the nation's 
soybean output. It ranks second in the production of 
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Figure 5. Soybean production in Illinois: actual 
observations and predicted values from 
equation 35.5. 
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soybeans. Table 35 provides some of soybean supply rela­
tions for Iowa. Equations 35.8 and 35.11, including and 
excluding the lagged endogenous variable respectively, ac­
count for highest values, Xg, the lagged soybean pro­
duction appears in equation 35.8 but not in equation 35.11. 
Removal of this variable from equation 35.8 reduces R^ value 
from 0.949 to only 0.943 for equation 35.11. The soybean 
production lagged by one year is significant at the ten per­
cent level. The significant levels of other variables vary 
between 20 and one percent levels. The soybean-corn price 
ratio and linear time trend are highly significant. An in­
crease in soybean-corn price ratio significantly increases 
the soybean output. An increase in July rain fall, and a 
decrease in fertilizer prices are associated with increases 
in soybean production. The linear trend variable which 
includes technological changes in soybean industry influences 
the soybean output in the upward direction. The acreage 
allotments and feed grain programs on com help for the di­
version of land from corn to soybeans which increases soy­
bean production. The values for Durbin-Watson d statistic 
for equations 35.8 and 35.11 are 2.14 and 1.67 respectively. 
The test for equation 35.11 indicates the evidence of serial 
correlation in the residuals is inconclusive. Figure 6 shows 
the actual and predicted values based on equation 35.11. 
The supply elasticities for soybean production with re­
spect to soybean-corn price ratio are 0,786 and 1,065 for 
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Figure 6, Soybean production in Iowa: actual obser­
vations and predicted values from equa­
tion 35.11. 
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equations 35,â and 35.11 respectively. Based on equation 
35.11, the soybean production in Iowa increases by 10.6 per­
cent for each ten percent rise in the soybean-corn price 
ratio. 
Missouri : Missouri currently produces 6ver nine percent of 
the nation's soybean output. Table 36 provides some of 
soybean production responses. Equation 36.2 contains Xg, the 
soybean production lagged by one year, A given year's pro­
duction is significantly influenced by the previous year's 
production. Equation 36.5 is a corresponding equation 
omitting variable Xg. Removal of X2, reduces the value of 
from 0.979 to 0,931. Increases in the soybean-oats and 
soybean-corn price ratios are associated with increases in 
soybean production. Also more than average rainfall in July 
increases soybean production. X12, the linear time trend 
is significant at the five percent level. There is no evi­
dence to show the influence of the government programs on 
soybean production. 
The supply elasticities for soybean production with re­
spect to soybean-corn price ratio are 0.299 and 1.436 for 
equations 36.2 and 36.5 respectively. The supply elasticities 
with respect to soybean-oats price ratio are 0,372 and 0,545 
respectively for the above equations. Based on equation 
36.5, the soybean production increases by 14.4 percent for 
each ten percent rise in the soybean-corn price ratio. But 
201 
the soybean production increases only by 5,4 percent for a 
ten percent increase in the soybean-oats price ratio. 
Hence a given rise in soybean-corn price ratio will lead 
to a higher increase in soybean production than in equal 
rise in soybean-oats price ratio. 
Arkansas : A little more than seven percent of the nation's 
soybean output is currently produced in Arkansas. Referring 
to the equations of Table 36, X2, the soybean production 
lagged by one year is significant at the one percent level. 
And ommision of X2 reduces the value of considerably. 
Equation 36.8 with variable Xg accounts for about 96 percent 
of variation. The present year's soybean production is in­
fluenced by the previous year's soybean-oats price ratio. 
The linear time trend which is significant at the five per­
cent level, accounts for the technological changes. Omitting 
variable Xg, equation 36,9 accounts for more than 88 percent 
of variation. The soybean production for a given year is 
significantly increased by increases in soybean-oats and 
soybean-corn price ratios of the previous year. Also the soy­
bean production is increased by higher than average July rain 
fall, A decrease in the price of fertilizer increases soy­
bean production. The time trend is highly significant. 
However, there is no evidence to indicate the influence of the 
acreage allotments and feed grain programs on soybean output. 
For equation 36.9, the supply elasticities for soybean 
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production with respect to soybean-corn and soybean-oats 
price ratios are 0.888 and 2.154 respectively. Hence a given 
rise in soybean-oats price ratio will lead to a higher in­
crease in soybean production than an equal rise in soybean-
corn price ratio, given other things remain equal, 
Minnesota: Currently Minnesota produces over eight percent 
of the nation's soybean output. Table 36 also provides few 
soybean response function for Minnesota, Surprisingly, no 
price ratio enters into these supply functions. Equations 
36,13 and 36,14 are the best functions in the two categories, 
X2, the soybean production lagged by one year is significant 
at the fiverpercent level. This indicates that the soybean 
output for a given year is influenced by the previous year's 
output. Besides the lagged variable, only X^ 2> the linear 
time trend and X^ 3, the government programs influence the 
soybean production. However, the values for are reasonably 
high. 
Summary; In all the states studied, X2, the soybean produc­
tion lagged by one year is significantly influencing the 
soybean output for the given year. However, omission of Xg, 
does not reduce the value of considerably for the func­
tions of Ohio, Indiana, Illinois and Iowa states as it does 
for Missouri, Arkansas and Minnesota. For Ohio, Indiana, 
Illinois and Iowa, an increase in soybean output for a given 
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year is associated with an increase in soybean-corn price 
ratio for the previous year. For Missouri and Arkansas 
states, the soybean-oats and soybean-corn price ratios are 
positively related to the soybean production. The supply 
functions for soybean production for Minnesota do not con­
tain any price ratio, A higher July rainfall is associated 
vâth an increase in soybean production in all the states 
excepting Minnesota, A decrease in fertilizer price is re­
lated to an increase in soybean production in the states of 
Ohio, Illinois, Iowa and Arkansas. In all the states con­
sidered, linear time trend is significant at least at the 
five percent level for most of the functions. The time trend 
accounts for the systematic influence of factors such as 
technological improvements. The presence of acreage allot­
ments and feed grain programs of the competing crops in­
fluence for increases in soybean production in all the states 
with the exception of Missouri. Generally the regression 
models are quite good, accounting for between Ô5 to 9^  per­
cent of total variation. For selected regressions of Indi­
ana, Illinois and Iowa, the Durbin-Watson d statistic is 
computed. Generally the tests indicate that the evidence of 
serial coreelation in the residuals is conclusive. 
The supply elasticities for soybean output with respect 
to soybean-corn price ratio are estimated for selected re­
gressions of Corn Belt states. V/hen the selected regressions 
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do not contain the lagged soybean output variable, the cor­
responding elasticities are very high for Missouri, Iowa 
and Ohio while they are lowest for Illinois. These supply 
elasticities are greater than unity for Missouri and Iowa 
states. The elasticities with respect to soybean-oats 
price ratio are very high for Arkansas and Missouri states. 
Similar analyses,'are carried out for all the eight 
soybean growing regions. Tables 37 through 40 provide the 
soybean output response relations for these regions. The 
Durbin-Watson d statistic is calculated for selected func­
tions of Corn Belt and Mississippi Delta regions only. They 
are not presented in the tables but are discussed in the 
text. 
Corn Belt region; Among the regions, Corn Belt ranks first 
in production of soybeans. It currently produces 65 percent 
of the nation's soybean output. Table 37 provides soybean 
supply functions for Corn Belt region. Among the functions 
having X2, equation 37.1 accounts for highest value which 
is about 0.985. Variables X2, X^ , Xy and X^  ^are signifi­
cant at least at the five percent level. A given year's 
soybean output is influenced by the previous year's output. 
The Durbin-Watson d for equation 37.1 is 2.43 which indicates 
no evidence of serial correlation among the residuals. 
However, the test here is not valid since this equation con­
tains X2, the lagged endogenous variable as an independent 
Table 37. Regression coefficients with their standard errors 
in parenthesis and R^  values for soybean produc­
tion (X,), by regions, 1929 to 1963. Data used 
are original values of observations. 
Equation 
number Region Constant X2 
37.1 Corn 
Belt 
-78351.64 
(33101.73) 
.472 
(.133) 
44157.60 
(16225.14) 
37.2 
-99913.32 
(28155.12) 
.540 
(.121) 
34718.10 
(14356.11) 
37.3 -58203.62 
(30502.21) 
.589 
(.143) 
25457.60 
(16787.74) 
37.4 -101328.52 
(35571.71) 
78957.23 
(15201.16) 
37.5 -178747.26 
(28124.82) 
66705.45 
(15966.56) 
37.6 -138859.17 
(28866.78) 
59341.43 
(18081.41) 
37.7 Mississip­
pi Delta 
-32693.83 
(14694.71) 
.776 
(.099) 
4582.79 
(2450.41) 
1839.98 
(2290.95) 
37.a -24787.76 
(10840.93) 
.817 
(.084) 
4194.83 
(2387.05) 
37.9 -21425.27 
(10488.51) 
.822 
(.085) 
4237.13 
(2399.28) 
37.10 -98095.83 
(20630.39) 
17267.21 
(3074.60) 
11047.93 
(3291.58) 
37.11 -125508.17 
(15153.18) 
17182.11 
(3204.39) 
11103.18 
(3430.77) 
37.12 -113165.99 
(14278.97) 
18036.05 
(3308.36) 
9091.63 
(3403.19) 
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 ^ 1^1 1^2 1^1 
11814.95 
(3109.14) 
-436.78 
(360.20) 
6659.56 
(2100.89) 
6751.68 
(4551.19) 
.985 
11063.40 
(3072.37) 
4885.02 
(1520.07) 
9358.45 
(4045.25) 
.984 
4911.84 
(1806.74) 
13826.18 
(4576.47) 
.977 
14445.80 
(3387.07) 
-1064.61 
(347.41) 
13764.71 
(830.76) 
.978 
12578.50 
(3921.97) 
11385.50 
(546.16) 
8214.15 
(5185.33) 
.973 
12086.09 
(672.83) 
13238.84 
(5656.50) 
.963 
866.35 
(639.46) 
894.01 
(370.73) 
1942.28 
(1155.99) 
.970 
671.87 
(588.07) 
712.25 
(291.78) 
2044.04 
(1141.72) 
.969 
686.24 
(292.42) 
2141.45 
(1144.50) 
.968 
1641.27 
(1063.05) 
-273.87 
(146.24) 
4145.47 
(374.47) 
.912 
2060.50 
(1083.20) 
3580.95 
(231.58) 
3504.48 
(237.81) 
.901 
.889 
Table 38, Regression coefficients with their standard errors 
in parenthesis and R2 values for soybean produc­
tion (X|), by regions, 1929 to 1963. Data used 
are original values of observations. 
Equat ion 
number Region Constant 4 %4 
33.1 Lake 
States 
-11181.91 
(6365.26) 
.710 
(.118) 
1419.19 
(1184.15) 
38.2 -9455.21 
(5642.78) (.'ill) 
2160.92 
(2063.84) 
38.3 -IO85O.II 
(5436.29) 
.722 
(.108) 
38.4 -36148.66 
(7373.60) (1591*35) 
38.5 -31266.10 
(7096.20) 
6847.88 
(3008.98) 
38.6 -31615.74 
(6959.09) 
38.7 Northern 
Plains 
-6863.26 
(3552.30) 
.775 
(.117) 
38.8 -6683.13 
(3656.08) 
.759 
(.126) 
1803.27 
(1433.35) 
38.9 -5480.36 
(3609.15) 
.764 
(.128) 
1679.15 
(1453.44) 
38.10 -12771.75 
(5451.78) 
6258.66 
(2359.22) 
38.11 -22741.85 
(4657.99) 
4807.05 
(2485.41) 
38.12 -21648.13 
(4524.02) 
4624.47 
(2477.82) 
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X7 %n X12 Xn R2 
708.53 
(274.50) 
1452.36 
(1118.95) 
.953 
646.00 
(257.51) 
1688.64 
(1154.53) 
.953 
,3347.48. 
(2420.11) 
701.14 
(260.93) 
2250.58 
(172.40) 
2173.49. 
(173.79) 
,1746.38. 
(1135.25) 
2178.57 
(1666.62) 
2998.92 
(1766.40) 
.954 
.892 
.882 
8533.20 
(3581.61) 
2253.84. 
(182.74) 
2981.51 
(1750.70) 
.884 
2148.40 
(1587.79) 
403.70 
(305.44) 
235.71 
(120.95) 
898.09 
(502.05) 
.937 
427.45 
(307.32) 
216.24 
(115.28) 
232.65 
(116.51) 
823.43 
(495.89) 
809.15 
(503.71) 
.937 
.932 
2591.04 
(2687.70) 
639.10 
(431.88) 
-140.35 
(54.87) 
1232.59 
(152.89) 
.879 
2759.01 
(2944.86) 
455.66 
(459.73) 
884.02 
(95.94) 
948.64 
(753.63) 
.859 
2897.83 
(2940.63) 
907.98 
(92.82) 
939.85 
(753.34) 
.854 
Table 39. Regression coefficients with their standard errors 
in parenthesis and R^  values for soybean produc­
tion (%,); by regions, 1929 to 1963. Data used 
are original values of observations. 
Equation 
number Region Constant %2 %7 
39.1 Appalach­
ian 
-8091.74 
(4442.37) 
.853 
(.084) 
2564.68 
(2185.36) 
818.12 
(345.02) 
39.2 -9664.62 
(4501.80) (1087) 
3666.17 
(2164.55) 
,459.63^  
(285.91) 
39.3 -4176.81 
(3626.91) (:0&9) 
2401.27 
(2070.82) 
39.4 -2426I.O6 
(10013.38) 
16019.67 
(3440.43) 
,385.32, 
(587.46) 
39.5 
• 
-34971.44, 
(7139.21) 
15734.14, 
(3505.15) 
747.62 
(537.34) 
39.6 -28327.77 
(5386.80) 
14053.79, 
(3339.81) 
39.7 North 
East 
-5347.36 
(1768.49) 
.781 
(.108) 
945.87 
(699.62) 
1237.45, 
(507.87) 
39.8 -3328.96 
(1513.66) 
.734 
(.110) 
943.80 
(734.71) 
255.95 
(103.06) 
39.9 -2053.14 
(1545.47) 
.707, 
(.119) 
814.20 
(795.47) 
39.10 
-5427.36 
(3049.55) 
3652.44 
(1064.45) 
135.08 
(163.94) 
39.11 -8602.84 
(2030.17) 
3195.02 
(1027.05) 
189.11 
(161.65) 
39.12 -7507.18 
(1812.27) 
3036.90 
(1024.35) 
210 
H %11 Ii2 %n 
-57.56 
(33.20) 
205.12 
(88.81) 
359.88 
(284.50) 
.978 
227.58 
(90.95) 
208.94 
(280.38) 
.976 
199.09 
(91.61) 
364.37 
(270.28) 
.974 
-97.51^  
(65.21) 
1222.89 
(147.00) 
1026.60 
(67.49) 
1016.54 
(68.10) 
.904 
.897 
.890 
-103.31^  
(52.45) 
82.30 
(39.55) 
307.39 
(201.13) 
.949 
,92.64. 
(41.16) 
278.69 
(210.67) 
.942 
100.49 
(44.55) 
252.86 
(228.39) 
.929 
-39.53 
(28.67) 
425.57 
(75.85) 
,313.53. 
(364.45) 
.860 
330.39 
(31.94) 
552.46 
(325.58) 
.851 
329.75 
(32.13) 
525.72 
(326.77) 
.844 
Table 40. Regression coefficients with their standard errors 
in parenthesis and R2 values for soybean produc­
tion (X,); by regions, 1929 to 1963. Data used 
are original values of observations. 
Equation 
number Region Constant 
=2 S 
40.1 South 
East 
-3933.56 
(3553.31) 
.984 
(.059) 
40.2 
-1325.55, 
(925.66) 
.989 
(.058) 
40.3 -488.71 
(432.12) 
.983^  
(.058) 
40.4 -11820.18 
(15721.86) 
,1447.83^  
(1674.27) 
40.5 -17977.11 
(11448.88) 
1987.51 
(1374.94) 
40.6 -10293.44 
(3999.14) 
2064.55 
(1341.33) 
40.7 Southern 
Plains 
-942.33 
(653.63) 
.899 
(.085) 
59.39 
(97.99) 
1133.99 
(230.82) 
40.8 -818.72 
(614.41) 
.901 
(.084) 
208.42 
(193.36) 
40.9 -2784.78 
(1787.41) 
1415.58 
(344.53) 
40.10 -3302.84 
(1733.29) 
1349.78^  
(340.85) 
40.11 -4136.71, 
(1006.36) 
1421.22 
(339.96) 
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%11 X12 Ï13 R2 
1074.17 -ai.10 
(1222.43)(106.62) 
66.23, 
(32.64) 
.971 
,151.32 
(148.05) 
59.29, 
(31.11) 
61.32 
(31.07) 
.971 
.970 
2614.81 -246.83 
(3879.56)(336.18) 
-37.42 
(64.62) 
636.92 
(125.43) 
.725 
2896.83 "261.12 
(3804.51)(331.41) 
582.32 
(81.77) 
570,93 
(78.54) 
37.49^  
(17.93) 
34.94, 
(17.25) 
.721 
.715 
.9U 
.940 
-24.84 
(15.02) 
247.01 
(42.80) 
-153.58 
(137.50) 
.735 
-17.57, 
(13.59) 
217.51, 
(33.81) 
184.20 
(22.13) 
.724 
,709 
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variable. When X2 is omitted, equation 37,4 accounts for 
nearly 98 percent of variation. All the variables in the 
equation are significant at the one percent level. The 
variable for government programs does not enter into this 
equation. The Durbin-Watson d statistic for equation 37.4 
is 1,54 which indicates that evidence of serial correlation 
in the residuals is inconclusive. The predicted values 
based on the above equation are shown in Figure 7 which indi­
cates the deviations of the predicted values from the actual 
observations. The soybean production lagged by one year has 
positive correlation with the soybean output of the current 
year. An increase in soybean-corn price ratio of the pre­
vious year is associated with an increase in soybeans out­
put for the given year. A positive correlation is indicated 
between July rainfall and soybean output. More than average 
July rainfall is expected to produce more soybeans in the 
Corn Belt region. A fall in fertilizer price is expected to 
produce more soybeans, while other variables held constant. 
The growth of soybean production over the past 35 years 
follows a linear time pattern. The systematic changes such 
as technology are included in the time variable. The acreage 
allotments and feed grain programs influence for rapid in­
crease in soybean production. 
The supply elasticities for soybean production with 
respect to soybean-corn price ratio, estimated at the mean 
214 
480 
ACTUAL 
400 
--- PREDICTED 
320 
^ 240 -
•H 
s 160 -
1930 1940 1960 1950 
Figure 7. Soybean production in the Corn Belt region: 
actual observations and predicted values 
from equation 37.^ -. 
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values for equations 37.1 and 37.4 are 0.395 and 0.707 
respectively. Based on equation 37.4, the soybean production 
in the Corn Belt region increases by approximately 7.1 per­
cent for a ten percent increase in the soybean-corn price 
ratio. 
Mississippi Delta; Currently producing nearly 12 percent of 
the nation's soybean output, Mississippi Delta ranks second 
among the s.joean growing regions. Soybean output supply 
functions for this region are presented in Table 37. Among 
the functions having equation 37.7 accounts for 97 per­
cent of the variation, X2, the soybean production lagged by 
one year significantly influences the soybean output for the 
given year. When %2 is omitted, equation 37.10 accounts for 
91 percent of variation. The Durbin-Watson d statistic is 
1,15 which indicates that the evidence of serial correlation 
in the residuals is inconclusive. Increases in soybean-oats 
and soybean-corn price ratios are associated with increases 
in soybean production. An increase in July rainfall is ex­
pected to increase the soybean production. The fertilizer 
index does not enter into the relations when X2 is present. 
A fall in fertilizer price is associated with an increase in 
soybean production. The time variable which is significant 
at the five percent level, accounts for the systematic 
changes in technology. The acreage allotments and feed grain 
216 
programs are also related to the increase in soybean produc­
tion. 
The supply elasticity for soybean production with re­
spect to soybean-corn price ratio is 0.955 for equation 37.10. 
The supply elasticity with respect to soybean-oats price 
ratio for the same equation is estimated as 2.474. Other 
thing being equal, a ten percent rise in soybean-corn price 
ratio will increase soybean production by 9.5 percent while 
a similar rise in soybean-oats price ratio increases soybean 
production by 24.7 percent. Hence soybean-oats price ratio 
has relatively higher influence over soybean output in 
Mississippi Delta region. 
Lake States region: Lake States region currently produces 
over nine percent of the nation's soybean output. Table 3# 
provides few soybean output response functions for this 
region. Xg, the soybean production lagged by one year is 
significant at the one percent level. When this variable is 
included the function accounts for about 95 percent of vari­
ation. Omission of Xg reduces values considerably. Only 
one price ratio enters into the supply function. The price 
ratio is either soybean to oats or soybean to corn or soybean 
to wheat. These different price ratios entering separately 
into equations 38.1 through 38.4 are significant at the 30 
percent level. In equations 3&.4 through 38.6, where Xg is 
omitted, the price ratios that enter are significant at the 
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five percent level. An increase in any of these price ratios 
is associated with an increase in soybean output. The linear 
time trend is significant at the five percent level in all 
supply relations. The acreage allotments and feed grain 
programs influence for increases in soybean output over the 
past three decades. 
The supply elasticity with respect to soybean-oats price 
ratio is estimated as 0,757 for equation 38.4. The soybean 
output increases by approximately 7.6 percent for a ten per­
cent increase in the soybean-oats price ratio. 
All other regions; The other remaining five soybean growing 
regions currently produce a little over 13 percent of the 
nation's soybean output. Of these five regions, Appalachian 
ranks first producing over five percent of the nation's out­
put, Southern Plains region ranks last producing less than 
one percent. The Northern Plains, South east and North east 
regions produce currently 4, 2,5 and one percent of the 
nation's soybeans, respectively. The soybean output supply 
relations for these regions are presented in Tables 3# 
through 40, In the supply functions for all these regions, 
variable Xg, the soybean production lagged by one year is 
significant at the one percent level. The soybean production 
for a given year is influenced by the previous year's output. 
Omission of reduces the value of R2 considerably. In all 
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the regions, the soybean output for a given year is influenced 
by the soybean-corn price ratio of the previous year. An 
increase in July rainfall is generally associated with an 
increase in soybean production in all these regions with the 
exception of Southern Plains region. The squared term for 
July rain fall is entering with proper sign for the equations 
of Appalachian, North east and South east regions. This indi­
cates that more than optimum rainfall in these regions is 
likely to reduce the soybean output. When variable X2 is not 
included in the supply relations, the results indicate that a 
fall in fertilizer price is likely to increase the soybean 
production in all these regions. In most of the relations for 
these regions, linear trend is significant at least at the 
five percent level. The trend term accounts for the techno­
logical changes. The acreage allotments and the feed grain 
programs are influencing for increases in soybean production 
in Northern Plains, Appalachian and North east regions. 
Summary: The models having the variable of lagged soybean 
production for all the eight soybean growing regions indicate 
that the soybean output for a given year is strongly in­
fluenced in the positive direction by the soybean output of 
the previous year. However, removal of X2, the lagged en­
dogenous variable from the relations does not lower the 
values of considerably for the Corn Belt region as it does 
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for all other regions. Among the price ratios, only the 
price ratio of soybean to corn is influencing the soybean 
production in all the regions with the exception of Missis­
sippi Delta, In the Mississippi Delta region, increases in 
soybean-corn price ratio as well as soybean-oats price ratio 
are related to increases in soybean output. Generally an 
increase in the relative value of soybeans to corn is a 
major factor for the rapid soybean output growth over the 
past 35 years. The favorable weather may be another factor. 
The analyses for all these regions with the exceptions of 
Lake States and Southern Plains indicate that an increase 
over the normal July rainfall is likely to increase the soy­
bean production. The variable of fertilizer price index 
enters into the equations when X2, the soybean production 
lagged by one year is excluded. This is true for all the 
regions with the exception of Corn Belt region where Xg and 
Xi^  both enter into the same equation with the expected signs. 
However the fertilizer price index does not enter into any of 
the functions of the Lake States region, A fall in fertilizer 
price is likely to increase the soybean production. The time 
trend accounts for a major part of the variation consistently 
for all the regions. Hence this may indicate that the tech­
nological improvements in the soybean industry is also a 
major contributing factor for the rapid growth of soybean 
production. The acreage allotments and feed grain programs 
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on corn, wheat and cotton help in diverting more land to 
soybeans and consequently favoring for the rapid increase 
in soybean output. This situation as indicated by the supply 
functions for soybean output, is generally true for all the 
regions with the exceptions of South east and Southern 
Plains. For selected regressions of important regions, the 
tests for serial correlation are made. The tests indicate 
that either there is no evidence of serial correlation in the 
residuals or the evidence is inconclusive. 
The supply elasticities for soybean production with re­
spect to soybean-corn price ratio are estimated for selected 
regressions of major soybean growing regions. However, the 
elasticities with respect to soybean-oats price ratio are 
also estimated for Mississippi Delta and Lake States regions. 
The elasticities are highest for Mississippi Delta region. 
National analysis: Table 41 provides soybean oupput supply 
functions for the United States, Among the functions having 
X2, equation 41.3 is the best one. In this equation, X4, 
the soybean-corn price ratio is significant at the 20 percent 
level while all other variables are significant at the five 
percent level. However the variable representing the ferti­
lizer index does not enter into these functions. Equation 
41,3 accounts for more than 95 percent of variation. The 
Durbin-Watson d statistic for this equation is 2.56. Omit­
ting variable X2, the soybean production lagged by one year, 
Table 4I. Regression coefficients with their standard errors 
in parenthesis and R^  values for soybean produc­
tion (X,), United States, 1929 to 1963. Data used 
are original values of observations. 
Equation 
number Constant %2 
41.1 -141074.14 
(53700.96) 
.758 
(.095) 
5890.00 
(14122.40) 
26536.20 
(27368.89) 
41.2 -61427.62 
(47441.24) 
.810 
(.102) 
9648.98 
(15330.74) 
5322.10 
(28434.20) 
41.3 -134588.85 
(50636.07) 
.755, 
(.094) 
33460.00 
(21434.59) 
41.4 -48391.70 
(42235.90) 
.807 
(.100) 
16180.10 
(22366.99) 
41.5 -267364.38 
(97571.29) 
11169.95 
(25492.77) 
121456.39 
(43730.69) 
41.6 -255868.64 
(72203.29j 
3800.71 
(27184.48) 
85989.31 
(47164.28) 
41.7 -262033.05 
(95403.13) 
132349.35 
(35453.96) 
41.8 -252994.20 
(91569.28) 
133888.10 
(34754.95) 
41.9 -371011.41 
(73787.31) 
110788.43 
(34277.11) 
41.10 -250431.29 
(59832.34) 
90155.43 
(35956.49) 
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h hi Ïi2 1^? 
16686.57 
(6609.40) 
4384.19 
(1836.40) 
9144.09 
(4451.61) 
.984 
3874.50 
(2022.19) 
12185.50 
(4678.26) 
.981 
16975.25 
(6474.52) 
4403.71 
(1835.02) 
9595.20 
(4253.72) 
.984 
3892.16 
(2000.90) 
13020.71 
(4439.29) 
.981 
29220.35 
(11186.75) 
-1703.70 
(972.78) 
22214.92 
(2502.42) 
2067.58 
(8851.64) 
.954 
19069.41 
(1186.87) 
15136.50 
(8278.92) 
.938 
29568.25 
(10996.41) 
-1579.09 
(916.77) 
21873.15 
(2343.21) 
3409.13 
(8184.56) 
.953 
31027.42 
(10273.91) 
-1745.78 
(812.98) 
22407.09 
(1933.33) 
.953 
27957.19 
(11322.03) 
18292.77 
(1117.67) 
9562.81 
(7609.28) 
.948 
19053.66 
(1162.05) 
15461.86 
(7814.24) 
.938 
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a number of alternative supply relations is provided in 
Table 4I. -Equation is the best among them accounting 
for 95 percent of variation. The Durbin-Watson d statistic 
for this equation is 0.77. The test indicates the evi­
dence of serial correlation in the residuals. Figure 8 
shows the actual observations and predicted values based on 
equation 41.#. The predicted values are over-estimated for 
the years from 1940 to 1953 and are under-estimated for the 
years from 1956 to 1963. 
When X2 is included in the models, the soybean output 
for a given year is affected by the soybean output for the 
previous year. The soybean-oats price ratio has little in­
fluence over the soybean production. An increase in the 
soybean-corn price ratio is associated with an increase in 
soybean output. Also an increase in more than the average 
July rainfall is likely to increase the soybean production. 
When X2 is not included in the functions, there is strong 
evidence of negative correlation between fertilizer price 
index and the soybean output. A fall in the fertilizer price 
is likely to increase the soybean output. The linear time 
trend is significant at least at the five percent level. 
Hence technological changes are one of the major factors for 
the rapid increase in soybean production. In most of the 
relations presented, the variable representing the government 
programs is statistically significant. The acreage 
223b 
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Figure 8. Soybean production in the United States: 
actual observations and predicted values 
from equation 41.8. 
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allotments and feed grain programs also contribute for soy­
bean output growth through diverting more land to soybeans 
from competing crops. 
The supply elasticities with respect to soybean-corn 
price ratio are estimated as 0,217 and 0.867 for equations 
4 1 . 3  a n d  4 1 . &  r e s p e c t i v e l y .  B a s e d  o n  e q u a t i o n  4 1 . t h e  
soybean output in the nation increases by nearly 8.7 percent 
for a ten percent increase in the soybean-corn price ratio. 
Supply Relations using Logarithmic Values of Observations 
The same data used for the study of soybean output re­
sponse relations are transformed into logarithms with base 
10. Excepting X^ 3, all the variables are thus transformed. 
Variable X^ 3, representing the government programs is kept 
in original observations as this variable can also assume a 
zero value for some years. The logarithmic analysis is 
carried out only to Illinois, Iowa and Indiana states and 
Corn Belt and Mississippi Delta regions and the nation. 
Tables 42 and 43 provide the soybean production response 
functions for the above states, regions and the nation. In­
cluding and excluding the variable representing the soybean 
production lagged by one year, a few interesting relations 
are presented in these two tables. Also, the tables provide 
the values for Durbin-Watson d statistic for selected func­
tions. 
Table 42. Regression coefficients with their standard errors in parenthesis, 
and Durbin-Watson d values for soybean production (X?), by selected 
states, 1929 to 1963. Data used are lagarithms of observations ex­
cept the dummy variable (X13). 
Equation 
number State Constant %2 %4 %7 
CM %13 R2 d 
42.1 Illinois 1.672 (.525) .506 (.162) ,.437% (.249) ( .131^ .112) ([207) 
.022 (.021) .962 1.89 
42.2 1.958 (.468) (!I47) .483^ (.247) (:i8o) .031 (.020) .960 
42.3 3.300 (.068) .857^ (.235) 1.068 (.059) .039^ (.022) .949 1.44 
42.4 Iowa 1.027 
(.313) ill55) 
.438 (.395) ( 
.216 
.136) 
.618 
(.291) .094 (.053) .968 2.67 
42.5 1.263^ 
(.283) (*.143) 
.725 (.361) ,.341. (.262) .130 (.049) .965 
42.6 2.076 (.110) 1.410 (.321) 1.616 (.074) 140 (.055) .954 1.89 
42.7 Indiana 1.478 
(.351) 
.406 (.139) (:331) ( .303. .125) ,.531. (.192) 
.022 (.021) .970 2.16 
42.8 1.692 (.367) .356 (.148) 
1.028 
(.355) .744 (.202) 
.038 (.021) .964 
42.9 2.479 (.088) 1.579 (.278) ( .249 .139) 
1.170 (.062) .032 (.023) .961 1.73 
42.10 2.555^ (.080) 1.588 (.288) 1.208 (.060) .044^ (.023) .957 
Table 43. Regression coefficients with their standard errors in parenthesis, R 
and Durbin-Watson d values for soybean production (X,), by selected 
regions and United States, 1929 to 1963. Data used are logarithms 
of observations except the dummy variable (X13). 
Equa-
tion 
no. 
Region Constant 
%2 %3 h %12 =13 
R2 d 
43.1 Corn 
Belt 
1.594 
(.445) ( 
.525 
.134) 
.551. 
(.270) 
.226 
(.120) 
.507 
(.193) 
.028 
(.019) 
.978 2.32 
43.2 1.931 
(.425) ( 
.441 
.132) 
.636 
(.278) 
.660 
(.182) 
.041 
(.018) 
.975 
43.3 3.335t 
(.070) 
1.260 
(.238) 
1.248 
(.055) 
.051 
(.021) 
.965 2.04 
43.4 
43.5 
Missis­
sippi 
Delta 
.181 
(.211) 
.194 
(.658) 
( 
.832 
.076) 
1.945, 
(.939) 
.300 
(.299) 
.337 
(.181) 
(*.218) 
.061 
(.032) 
.968 
.849 
2.24 
.48 
43.6 United 
States 
1.548: 
(.384) ( 
.518 
.113) 
.720 
(.267) (:i59) (:169) 
,.025, 
(.012) 
.982 2.68 
43.7 1.713 
(.355) ( 
.494 
.112) 
,.7101 
(.268) (!l64) 
.029 
(.011) 
.981 
43.a 3.262 
(.077) 
1.528 
(.247) 1:055) 
.038 
(.014) 
.968 1.92 
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State analysis ; Table 42 provides soybean output supply re­
lations for the states of Illinois, Iowa and Indiana. The 
logarithmic transformation of the variables lowers the values 
of for the functions of Illinois and Indiana. However, 
the transformation improves the regressions for Iowa state. 
In the logarithmic functions of these three states, variable 
the soybean production lagged by one year is significant 
at the five percent level. But omission of X2 from the 
supply relations does not lower the values of greatly as 
it does in the functions fitted to the original values of 
observations. The supply functions of Table 42 where X2 is 
omitted, still account for 95 percent of variation. The 
variables entering into these equations are not different 
from state to state, though the significant levels may differ 
for a given coefficient among states. However, the following 
general conclusions can be drawn for these states. 
An increase in the soybean-corn price ratio is associ­
ated with an increase in soybean output. Soybean-corn price 
ratio is a major influencing factor for soybean output 
growth. The effect of July rainfall is not decisive. However 
in the functions having the lagged endogenous variable, an 
increase in the average July rainfall is indicative for an 
increase in soybean output. The changes in fertilizer prices 
do not show any influence on soybean production. The upward 
trend of soybean output is prominent. The rapid growth of 
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soybean output over the past 35 years is also due to the 
systematic technological improvements. The effect of acreage 
allotments and feed grain programs towards the increase in 
soybeans output is clear. These government programs help in 
diverting more land from corn, and wheat to soybeans and con­
sequently increase soybean output. Generally the Durbin-
Vj'atson d statistic indicates that the evidence of serial 
correlation in the residuals is inconclusive for the selected 
functions. 
By the nature of the logarithmic transformations, the 
coefficient for variable provides the supply elasticity 
for soybean production with respect to soybean-corn price 
ratio. The magnitude of this elasticity varies depending on 
the variables included in the regression. Among the functions 
that do not contain the lagged soybean output variable, 
equations 42.3, 42.6 and 42.9 are the best supply functions 
for Illinois, Iowa and Indiana respectively. Based on these 
equations, the supply elasticities with respect to soybean-
corn price ratio are 0.^57, 1.410 and 1,579 respectively. 
Based on the above equations, the soybean output increases by 
8.6 percent in Illinois, by 14.1 percent in Iowa and by 15,# 
percent in Indiana for a ten percent increase in the soybean-
corn price ratio. 
Regional analysis; The soybean output supply response equa­
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tions for Corn Belt and Mississippi Delta regions are pre­
sented in Table 43. The remarks made for the state analysis 
above generally hold true for the Corn Belt region as those 
three states constitute the major soybean growing states in 
the region. The Durbin-Watson d statistic indicates no evi­
dence of serial correlation in the residuals. The equations 
indicate the hypothesis that the soybean production is re­
lated to its production lagged by one year, soybean-corn price 
ratio of the previous year, July rainfall, time trend and 
government programs. July rainfall enters only in the func­
tions that contain X2. 
The supply elasticity for soybean production with re­
spect to soybean-corn price ratio is 1.260 for equation 43.3. 
Hence the soybean output in Corn Belt region increases by 
12.6 percent for a ten percent rise in the soybean-corn price 
ratio. 
Equations 43.4 and 43.5 provide the supply relations for 
soybean output for Mississippi Delta. X2, the soybean produc­
tion lagged by one year is significant at the one percent 
level. In Mississippi Delta region, the soybean production 
for the current year is strongly and positively correlated 
with the soybean production af the previous year. Omissic 
of Xgfifom equation 43.4 lowers the value from 0.960 to 
0.849 for equation 43.5. Also the price ratio is different 
from these two equations. However the soybean-oats price 
230 
ratio which appears in equation 43.5 is statistically sig­
nificant at the five percent level. Form these tvro equations 
the influence of government programs on soybean prodution 
is not conclusive. The Durbin-Watson d statistic for equa­
tion 43.5 indicates the evidence of serial correlation in 
the residuals. 
National analysis : Equations 43.6 through 43.# provide the 
soybean output response functions for the United States. 
Equations 43.6 and 43.7 contain X2, the soybean production 
lagged by one year. The effect of July rainfall on soybean 
production is not clear. In addition to variable Xg, these 
equations indicate that the soybean production is related 
to the soybean-corn price ratio, time trend and the govern­
ment programs. The time trend includes the technological 
changes in the soybean industry over the years. An increase 
in the soybean-corn price ratio is associated with an in­
crease in the soybean production. The acreage allotments and 
feed grain programs influence in diverting land from corn, 
wheat and cotton to soybeans and thus help to increase the 
soybean production. When variable is omitted, the equation 
accounts for nearly 97 percent of variation. The Durbin-
Watson d statistic indicates no evidence of serial correla­
tion in the residuals. However, the logarithmic transfor­
mation does not improve the regressions compared to those 
fitted for the original observations. 
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The supply elasticity with respect to soybean-corn price 
ratio is 1.52# for equation 43.â. Hence the soybean output 
in the nation increases by nearly 15.3 percent for a ten per­
cent rise in the soybean-corn price ratio. 
Summary; Only for the regressions of Iowa, the soybean output 
response functions in the logarithmic forms are generally 
better when compared to the functions fitted to the original 
values. The fertilizer index variable which generally 
appears in the functions based on original observations fails 
to enter into the functions based on logarithmic values. The 
other variables appear in both cases with equally significant 
levels. 
Logarithmic transformation provides the supply elas­
ticities directly. These supply elasticities vary depending 
on the variables entering into the functions. The supply 
elasticities with respect to soybean-corn price ratio are 
higher for those functions where the lagged soybean output 
is not included. These supply elasticities for Indiana are 
highest. The long-run supply elasticity for soybean pro­
duction is 1,528 for the nation based on equation 43.#. 
These supply elasticities are generally higher than 
those estimated at the mean values for the equations based on 
the original values of observations. The supply elasticities 
for soybean production are much higher than the corresponding 
supply elasticities for soybean acreage. 
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SUimRY AND CONCLUSIONS 
A knowledge of both demand and supply is required for 
adequate understanding of price mechanism in the market. 
Whereas demand relationships for many agricultural products 
have been studied extensively, supply analysis has received 
much less attention by research workers. This study deals 
with the supply functions for soybean acreage and produc­
tion, The analysis is carried out for the nation, the re­
gions and for the important soybean growing states. The sup­
ply relationships are worked out on the original values of 
observations. They are also worked out on the logarithmic 
values of observations for the nation and for the selected 
regions and states. The data used covers the entire period 
1929 to 1963. 
Soybean Acreage Supply Functions 
Prior to 1945, considerable portion of soybean acreage 
was harvested for hay. As we are mainly interested in the 
changes of soybean output, the hay acreage is removed from the 
total soybean acreage. However, the soybean acreage response 
relationships are studied for (1) the total planted acres for 
soybeans (2) the total planted minus hay acres for soybeans. 
The soybean acreage lagged by one year is the lagged endog­
enous variable used as an independent variable. Including 
and excluding this lagged endogenous variable, two categories 
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of soybean acreage response relationships are presented. 
Under each category a number of alternative relations are 
given. A number of independent variables are used in these 
supply functions. Current total acreages for each of the 
competing crops (oats, corn, wheat and cotton) are the acre­
age variables varying among states and regions. The price 
ratios of soybeans to competing crops and the average yield 
ratios of soybeans to competing crops are the other variables 
included in the study. The price ratios are the expected 
price ratios depending the previous year's crop prices or the 
current year's supported prices. The yield ratios are worked 
out basing on the previous year's average yields. The re­
maining variables included in the study are the time trend 
and a dummy variable incorporated to account for the influence 
of acreage allotments and feed grain programs. In the 
logarithmic functions all the variables excluding the dummy 
variable are transformed to logarithmic values with base 10. 
The conclusions may vary among the states and regions 
depending on the variables that enter into the acreage supply 
relations. However, in view of the soybean acreage relation­
ships based on the original values and the logarithmic values 
of observations, the following conclusions are made for the 
nation as a whole. The variables which are included, are 
considered to be important in arriving at the decisions on 
soybean acreage. A major premise of this study has been that 
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the soybean acreage in a given year is the outcome of actions 
based on decisions made during that year and the previous 
year. Furthermore, decisions are based on expectations of 
output price ratios and yield ratios of soybeans to com­
peting crops. Also in some cases the expectations could be 
the previous year's soybean acreage. The present year's 
soybean acreage is positively related to the previous year's 
soybean acreage. 
Among the decisions made during the same year are the 
distribution of land to other cash crops such as oats, corn, 
wheat and cotton. Decreases in the acreage of either oats, 
corn, wheat or cotton are associated with increases in soy­
bean acreage. Increases in soybean acreage are generally 
influenced by decreases in oats and corn acreages than wheat 
and cotton acreages. The impact on increases in soybean acre­
age due to decreases in the acreages of competing crops is 
varying among the alternate supply relationship and hence 
cannot be specifically concluded. 
The soybean acreage is significantly associated with the 
price ratio of soybeans to corn. It is noted that the 
strength of this association and the extent of response may 
vary among the different forms of supply relationships. 
However, this association is statistically significant at 
least at the five percent in these functions. In general 
the relevant decision variables used, are the price ratios. 
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And the present study does not reveal any price ratio other 
than soybean-corn price ratio having significant influence 
over the soybean acreage except in a couple of states or 
regions. An increase in the price of soybeans compared to 
corn causes an increase in the soybean planted acreage. The 
soybean to corn price ratio is increasing over the past 35 
years which in turn increases the soybean planted acreage. 
The strength of various supply responses can be expressed in 
terras of elasticities. The elasticity of supply with re­
spect to price is the rate of change of output divided by the 
rate of change of price, when the price change is small. In 
the logarithmic equations the elasticities are constrained to 
be constant over the entire range of observations and their 
estimates equal to the coefficients of the variables. 
Among the yield ratios that are positively associated 
with soybean acreage are the soybeans to oats and soybeans 
to corn yield ratios. Increases in the soybean acreage for a 
given year are caused by increases in the average yields of 
soybeans relative to average yields of oats and corn for the 
previous year. Generally, according to the estimated re­
lationships, a given increase in the soybean-corn yield ratio 
of a given year is associated with a larger increase in the 
soybean acreage for the next year than the same increase in 
the soybean-oats yield ratio of the given year. In general 
these results are expected. Among the alternate competing 
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cash crops considered in this study, it is indicated that 
soybeans is closely competitive to com than oats, wheat or 
cotton. 
An indication of the importance of the independent time 
trends is given by a comparison of the coefficients of the 
time variable. In the equations that are based on the origi­
nal values of observations, the time trend is of linear form. 
In the logarithmic equations, the time variable is also 
transformed. This gives a power function in time. If the 
coefficient for the time variable in the logarithmic equa­
tions is less than unity, the growth is nearly flat soon 
after an initial period. The time variable is introduced in 
the study to measure the continuous systematic variation in 
technology. The study indicates that the rapid growth of soy 
bean acreage is also due to the technological improvements in 
soybean industry. 
The acreage allotments and feed grain programs which re­
strict the acreages of corn, wheat and cotton of the partici­
pating farmers are suitably incorporated into the supply 
functions. A dummy variable indicating the presence or ab­
sence of these programs on one or more competing crops for a 
ziven year is appropriately introduced into these relation­
ships. As anticipated, these programs indicate significant 
influence for the rapid expansion of soybean acreage. The 
participating farmers in these programs suitably divert their 
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land from com, wheat and cotton to soybeans. The years in 
which these programs are in effect show a marked increase in 
the soybean acreage. 
The appropriateness of these relationships is indicated 
by the high values of the multiple correlation coefficients 
(R^ values) for the individual functions and the significant 
levels of the coefficients of the individual variables. The 
national relationships accounted for 90 percent of the vari­
ation, The Durbin-Watson d static for many of the selected 
regressions indicate either no evidence or serial correlation 
in the residuals or the evidence is inconclusive. 
The supply elasticities for soybean acreage with respect 
to important price ratios are estimated for selected regres­
sions of individual states and regions. These elasticities 
are estimated at the mean values for the equations based on 
original observations. Also the logarithmic transformation 
provides these supply elasticities directly. The supply 
elasticities based on logarithmic functions are generally higher 
than those estimated from non-logarithmic functions. 
Based on the best non-logarithmic function which does 
not include the lagged soybean acreage variable (equation 23,7)  
the supply elasticity for the nation's soybean acreage with 
respect to soybean-corn price ratio is estimated as 0,443. 
For a similar logarithmic function (equation 32,11), the 
elasticity is obtained as 0,820, The equations from which 
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these two elasticities are obtained account for at least 98 
percent of variation. Based on the logarithmic function, 
the nation's soybean acreage increases by 8.2 percent for a 
ten percent increase in the soybean-corn price ratio. 
Soybean Production Supply Functions 
Though the study of factors influencing the soybean 
acreage helps indirectly to understand the factors in the 
growth of soybean output, a more direct approach is needed 
for a better assessment of the relationships. In the analysis 
of soybean production, the soybean production lagged by one 
year is the lagged endogenous variable used as an independent 
variable. Including and excluding this lagged endogenous 
variable two types of soybean production response relation­
ships are presented. Under each type, few alternate re­
lations are given. The price ratios of soybeans to competing 
crops (oats, corn, wheat and cotton) are main decision vari­
ables used in the study. The prices for these crops are the 
expected prices depending on the previous year's crops or the 
given year's support price (if available). The weather is 
represented by four variables. They are July precipitation, 
August average temperature and the squared terms of these two 
variables. These weather variables are included in this 
study on the basis of the investigations carried out by 
Thompson (74). Another independent variable is the national 
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index of average price paid by farmers on fertilizers for 
production, base year being 1910-1914. The remaining vari­
ables included in the study are the time trend and a dummy 
variable incorporated to take account of the influence of 
acreage allotments and feed grain programs in increasing 
soybean output. In the logarithmic relationships, all the 
variables with the exception of the dummy variable are trans­
formed to logarithms with base 10, 
The conclusions made here are generally based on the 
national soybean output relationships. They may vary among 
state and regions. However the general implications apply 
to most of the functions. The soybean production for a given 
year is the outcome of decision and non-decision variables. 
The weather variables are the non-decision variables in our 
study. In the functions where it is included, the soybean 
production lagged by one year does have significant influence 
on the soybean production for the given year. An increase in 
the given year's soybean output is followed by an increase in 
the previous year's soybean output. 
The important decision variable for the increase in soy­
bean production is the price ratio of soybeans to corn. An 
increase in the soybean-corn price ratio causes an increase 
in the soybean production. The rapid increase in soybean 
production is partly explained by the relative increase in the 
soybean price relative to corn price over the past three 
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decades. Soybeans being more profitable than corn as a cash 
crop is substituting for corn. 
Among the weather variables, only July rainfall influences 
the soybean output. An increase in the average July rainfall 
is likely to increase the soybean output. This is in ac­
cordance with the results of Thompson (74), However, in the 
logarithmic functions, the influence of July rainfall is not 
as prominent as in non-logarithmic functions. The variable 
of fertilizer price index enters in the non-logarithmic 
functions but not in the logarithmic functions. However, it 
is indicated that a decrease in the fertilizer price is 
favorable for an increase in soybean production. 
The price variables though statistically highly signifi­
cant , frequently account for only minor variation in soybean 
output throughout the period studied. Strong production 
trends over time frequently appear to be independent of price 
movements. These reflect the influences of market economies 
of scale and technological changes at work during the period 
studied. The effect of the trends is to move supply function 
to the right. The time trends are generally prominant in 
most of the estimated functions. 
A significant portion of the increase in the soybean pro­
duction over the years is due to the government programs. The 
government programs which restrict the acreages for corn, 
wheat and cotton, help for diverting a portion of their land 
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to soybeans. An increase in the soybean acreage normally 
increases the soybean output. Significant increases in 
soybean production are noted during the years in which these 
government programs are in effect. The national soybean pro­
duction response functions account for between 94 to per­
cent of variation depending on the variables included. The 
Durbin-Watson d statistic for selected regressions generally 
indicate that either there is no evidence of serial cor­
relation in the residuals or the evidence is inconclusive. 
The supply elasticities for soybean production with 
respect to soybean-corn and soybean-oats price ratios are 
estimated for selected regressions of individual states and 
regions, at the mean values, based on the non-logarithmic 
functions. The logarithmic functions also provide directly 
the supply elasticities. The supply elasticities based on 
logarithmic functions are generally higher than those esti­
mated from non-logarithmic functions. 
The best non-logarithmic function for the nation which 
does not contain the lagged soybean production variable ac­
counts for 95 percent of variation. For this equation 
(equation 41.S), the estimated elasticity for soybean output 
with respect to soybean-corn price ratio is 0.867, A simi­
lar logarithmic equation (equation 43.8) accounts for nearly 
97 percent of variation. For this equation the elasticity 
is 1,528. Based on the logarithmic function, the nation's 
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soybean production increases by 15.3 percent for a ten per­
cent increase in the soybean-corn price ratio. The supply 
elasticities for soybean production are generally higher 
than the corresponding elasticities for soybean acreage. 
In summary, the major competitive crop influencing 
soybean acreage and production is found to be corn. However, 
oats is also competing with soybean acreage. Decreases in 
the acreages of corn and oats are generally associated with 
increases in soybean acreage over the entire period. The 
soybean-corn and soybean-oats yield ratios increased over the 
period of study. The soybean-corn price ratio is also in the 
upward trend over the period studied. This price ratio is 
one of the important decision variables for soybean output 
growth. The weather, especially July rainfall over the 
years is favorable to soybeans. There are great techno­
logical improvements over the years. Also over the past 25 
years the United States government has been adopting pro­
grams to restrict the production of corn, wheat and cotton. 
These are the most influencing factors for the rapid growth 
of soybean production in the United States over the past 35 
years. The study reveals that the supply elasticities for 
soybean output with respect to soybean-corn price ratio are 
considerably higher, in some cases even greater than unity. 
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