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Abstract
RAMON ISRAEL GARCIA: Variable Selection for Models with Missing
Data.
(Under the direction of Joseph G. Ibrahim and Hongtu Zhu.)
This dissertation is composed of three papers which address the problem of vari-
able selection for models with missing data. In the first paper, we consider variable
selection for generalized linear models with missing data, including missing covariate
and/or response data. The second paper deals with variable selection in the Cox re-
gression model with covariates missing at random. For the third paper, we consider
jointly selecting fixed and random effects in mixed effect models. In all three papers,
we calculate the maximum penalized likelihood estimates using the smoothly clipped
absolute deviation (SCAD) and adaptive LASSO (ALASSO) penalty functions and
propose a unified model selection and estimation procedure for use in the presence
of missing data. The maximum penalized likelihood estimates are shown to posses
consistency and sparsity properties and are asymptotically normal. A computation-
ally attractive algorithm is developed which simultaneously optimizes the penalized
likelihood function and penalty parameters. Particularly, we propose to use a model
selection criterion, called the ICQ criterion, for selecting the penalty parameters. We
show that the variable selection procedure based on ICQ consistently selects important
covariates and/or fixed and random effects. The methodology is very general and can
be applied to numerous situations involving missing data, from covariates missing at
random in arbitrary regression models to nonignorably missing longitudinal responses
and/or covariates to mixed effects models.
iii
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Chapter 1
Introduction and literature review
In the analysis of statistical models, one primary objective is to assess the impor-
tance of certain prognostic factors such as age, gender, or race in predicting outcome.
This objective is further complicated by the presence of missing data. Missing data are
a common problem in various settings, including surveys, clinical trials, and longitu-
dinal studies. Missing data may be present in the responses and/or covariates and in
statistical models which include random effects or latent variables. Performing variable
selection in statistical models for missing data problems raises several new statistical
challenges, underscoring the need for methodological development.
An approach to variable selection is to use a selection procedure, such as forward
or backward elimination, coupled with a selection criterion such as AIC and BIC based
on the observed data log-likelihood, to select a small subset of ‘covariates’ that best
predicts the outcome of interest. Such an approach, however, becomes infeasable even in
the absence of missing data, because of the large number of possible models (Breimann,
1996; Fan and Li, 2001; Fan and Li, 2002).
A method which performs variable selection without having to fit all of the ‘com-
peting’ models are maximum penalized likelihood (PL) methods (Fan and Li, 2001;
Bickel and Li, 2006). This method estimates parameters and selects significant predic-
tors simultaneously. Some notable PL methods include the Lasso (Tibshirani, 1996),
Smoothly Clipped Absolute Deviation penalty (SCAD) (Fan and Li, 2001), least an-
gle regression (Efron et al., 2003), Adaptive Lasso (ALASSO) (Zou, 2006), and group
LASSO (Yuan and Li, 2006; Meier et al., 2008). These methods have been successfully
applied to generalized linear models and robust linear regression (Fan and Li, 2001; Fan
and Peng, 2004), semiparametric models including Cox’s proportional hazards model
(Fan and Li, 2002, 2004; Cai et al., 2005; Zhang and Lu, 2007), and general regression
models (Wang and Leng, 2007). Moreover, under an appropriate choice of the penalty
parameter, the PL variable selection procedures can produce efficient estimates with or-
acle properties (Fan and Li, 2001). The methods for selecting the penalty parameters
consist of minimizing the penalty parameter with respect to some criterion. Com-
monly used criteria include the generalized crossvalidation (GCV) and the Bayesian
Information Criterion (BIC). It has been shown that BIC can identify the true model
consistently, whereas GCV cannot (Wang et al. 2007; Wang and Leng, 2007). Ideally,
one would like to use a criterion which results in appropriate choices of the penalty
parameter so that the penalized likelihood estimates can possess oracle properties.
A challenge of PL methods in missing data problems, is that the observed data
log-likelihood does not have a closed form and is often computationally intractable and
infeasible because it typically requires evaluation of high dimensional integrals. These
integrals can be approximated but the accuracy of the approximation to such integrals
is essentially impossible to verify in many cases. Thus, it can be infeasible to directly
maximize the observed data log-likelihood function along with the SCAD or ALASSO
penalties to select important variables and calculate their estimates. Furthermore,
computing the GCV and BIC to select the penalty parameter also requires computing
the intractable likelihood function and running an optimization algorithm for each
penalty parameter, which can be computationally intensive for missing data problems.
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Thus, it is also critical to develop a new penalty selection criterion, which is easy-to-
compute, for missing data problems. However, to the best of our knowledge, a general
and easy-to-compute penalty and variable selection procedure is not currently available
for missing data problems.
The aim of this dissertation is to develop a variable selection and a joint fixed and
random effects selection procedure along with a penalty selection procedure using the
SCAD and ALASSO penalties for a class of statistical models in missing data problems,
including generalized linear models with missing covariates and/or responses, random
effects models, latent variable models, and Cox’s proportional hazards model. We
reformulate the penalty parameters in the SCAD and ALASSO as a hyperparameter
of the regression coefficients, and then we use the EM algorithm to simultaneously
optimize the penalized likelihood function and estimate the penalty parameters. In
addition, we also develop an alternative method based on optimizing a new criterion,
called the ICQ criterion (Ibrahim, Zhu and Tang, 2008), to select penalty parameters.
The variable selection and penalty selection procedures developed here are very general
and can be applied to numerous situations involving missing data and/or random effects
and latent variables. Under some regularity conditions, we establish the asymptotic
properties (e.g., oracle properties) of the maximum penalized likelihood estimator and
the consistency of the ICQ based penalty selection procedure.
The dissertation is organized as follows. Chapter 2 presents variable selection for
generalized linear models with missing data. Chapter 3 deals with variable selection in
the Cox regression model with covariates missing at random. Chapter 4 presents fixed
and random effects selection in mixed effect models.
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Chapter 2
Variable selection for regression
models with missing data
2.1 Introduction
Variable selection procedures based on penalized likelihood methods have received much
attention in the recent literature (Bickel and Li (2006)). Some notable methods include
the Lasso, Smoothly Clipped Absolute Deviation penalty (SCAD) (Fan and Li (2001)),
and Adaptive Lasso (ALASSO) (Zou (2006)), among many others. These methods have
been successfully applied to generalized linear models and robust linear regression (Fan
and Li (2001)), and to semiparametric models including Cox’s proportional hazards
model (Fan and Li (2002, 2004)). Moreover, under an appropriate choice of the penalty
parameter, these variable selection procedures can produce efficient estimates with
oracle properties (Fan and Li (2001)). The methods for selecting the penalty parameters
consist of minimizing the penalty parameter with respect to some criterion. Commonly
used criteria include generalized cross-validation (GCV) and the Bayesian Information
Criterion (BIC). It has been shown that BIC can identify the true model consistently,
whereas GCV cannot (Wang, Li, and Tsai (2007)). Ideally, one would like to use
a criterion that results in appropriate choices of the penalty parameter so that the
penalized likelihood estimates can possess oracle properties. However, to the best of
our knowledge, a general and easy-to-compute penalty and variable selection procedure
is not currently available for missing data problems.
Missing data are a common problem in various settings, including surveys, clini-
cal trials, and longitudinal studies. Responses and/or covariates may be missing, and
statistical models for handling the missing data often depend on the missing data mech-
anism, such as data not missing at random (NMAR), also referred to as nonignorable
missingness. For example, when there are NMAR covariates, one must specify both
the covariate distribution and the missing data mechanism in the likelihood function.
These additional distributions bring additional parameters into the model, that need to
be taken into consideration in model selection. It is common to use some model selec-
tion criterion, such as AIC and BIC, based on the observed data log-likelihood to select
a small set of variables. For instance, one might use AIC (or BIC) to select a small
subset of ‘covariates’ that best predicts the outcome of interest. However, even in the
absence of missing data, model selection criteria, such as AIC, can become infeasible
for variable selection in linear regression models with a large number of covariates (Fan
and Li (2001), Fan and Li (2002)). More discussion on the drawbacks of best subset
selection can be found in Fan and Li (2001).
Performing variable selection in statistical models for missing data problems raises
several new statistical challenges, underscoring the need for methodological develop-
ment. In many missing data problems, the observed data log-likelihood does not have
a closed form and is often computationally intractable because it requires evaluation
of high dimensional integrals which do not have a closed form. These integrals can be
approximated but the accuracy of the approximation is essentially impossible to assess
in many cases. Thus, it can be infeasible to directly maximize the observed data log-
likelihood function along, with the SCAD or ALASSO penalties, to select important
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variables and calculate their estimates. Furthermore, computing the GCV and BIC to
select the penalty parameter also requires computing the intractable likelihood func-
tion and running an optimization algorithm for each penalty parameter, which can be
computationally intensive for missing data problems. Thus, it is also critical to develop
a new penalty selection criterion, that is easy-to-compute, in missing data problems.
The aim of this paper is to develop variable selection and penalty selection proce-
dures, along with the SCAD and ALASSO penalties, for a class of statistical models
in missing data problems, including generalized linear models with missing covariates
and/or responses, random effects models, and latent variable models. We reformulate
the penalty parameters in the SCAD and ALASSO as a hyperparameter in the model,
and then we use the EM algorithm to simultaneously optimize the penalized likelihood
function and estimate the penalty parameters. In addition, we also develop an alter-
native method based on optimizing a new criterion, which we call the ICQ criterion,
to select penalty parameters. The variable selection and penalty selection procedures
developed here are very general and can be applied to numerous situations involving
missing data and/or random effects and latent variables. Under some regularity condi-
tions, we establish the asymptotic properties (e.g., oracle properties) of the penalized
maximum likelihood estimator and the consistency of the ICQ-based penalty selection
procedure.
The rest of the paper is organized as follows. Section 2.2 gives the general devel-
opment of algorithms for maximizing the penalized likelihood function and selecting
penalty parameters in missing data problems, we characterize the asymptotic proper-
ties of the penalized maximum likelihood (ML) estimator and the ICQ penalty selection
procedure. Section 2.3 presents a simulation study involving missing at random (MAR)
covariates in linear models in order to examine the finite sample performance of the pe-
nalized ML estimates using various penalty parameter selection procedures. In Section
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2.4, a Melanoma dataset is analyzed with the proposed methodology. We conclude the
paper with some discussion in Section 2.5.
2.2 Variable selection for regression models with
missing data
2.2.1 Model formulation
For notational simplicity, we focus on data with MAR or NMAR covariates; however,
the methods developed below can be adapted to data with both missing responses and
covariates (see Ibrahim, Chen, and Lipsitz (2001)). Suppose there are n independent
observations (x1, z1, y1), . . . , (xn, zn, yn), where yi is the response variable, zi is a q × 1
vector of partially observed covariates, and xi is a (p − q) × 1 vector of completely
observed covariates. Let zm,i and zo,i, respectively, denote the missing and observed
components of zi. We use the q× 1 random vector ri to indicate the missingness of zi,
where the kth component rik = 1 when zik is observed and rik = 0 when zik is missing.
We denote the complete and observed data of subject i by Dc,i and Do,i, respectively,
and the entire complete and observed data by Dc and Do, respectively.
When the covariates are NMAR, the complete data likelihood is the product of the
joint distribution of (yi, zi, ri) given xi, denoted by f(yi, zi, ri|xi), which is typically
specified as a product of three conditional distributions as
f(Dc) =
n∏
i=1
f(yi, zi, ri|xi,η) =
n∏
i=1
f(yi|xi, zi,β, τ )f(zi|xi,α)f(ri|yi,xi, zi, ξ), (2.1)
where η = (β, τ ,α, ξ) are the parameters corresponding to response model, covariate
distribution and missing data mechanism. We use the generic label f(u1|u2) throughout
to denote the conditional distribution of u1 given u2. If the covariates are MAR, then
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the missing data mechanism, f(ri|yi,xi, zi, ξ), can be ignored from (2.1).
As in generalized linear models (see McCullagh and Nelder (1989, Chap. 2)), we
assume that the conditional distribution of yi given (xi, zi), denoted by f(yi|xi, zi, β, τ ),
satisfies
E[yi|xi, zi;β, τ ] = µi = g((xTi , zTi )β), (2.2)
where τ denotes the additional parameters in f(yi|xi, zi,β, τ ), g(·) is a known link
function, and β = (β1, . . . , βp)
T is a p× 1 vector of regression coefficients. In practice,
it is common to assume that yi given (xi, zi) belongs to the exponential family, such as
the binomial, normal, Poisson, etc... (Little and Schluchter (1985), and Ibrahim and
Lipsitz (1996)).
We model the missing-data mechanism for NMAR covariates according to either a
joint log-linear model for f(ri|yi,xi, zi, ξ) or a product of a sequence of one dimensional
conditionals as in Ibrahim, Chen, and Lipsitz (1999). Finally, we assume that the
covariate distribution f(zi|xi,α) is also modeled via a sequence of one-dimensional
conditional distributions as in and Ibrahim, Chen, and Lipsitz (1999), and is given by
f(zi|xi,α) = f(ziq|zi(q−1), · · · , zi1,xi,α)× · · · f(zi1|xi,α),
where we assume a specific order of conditioning.
2.2. Penalized Likelihood for Variable Selection
In the variable selection problem, our objective is to identify nonzero components
of β in (2.2) and simultaneously estimate parameters, while accounting for the missing
covariate data. We propose to maximize the penalized likelihood function given by
P (η|λ) =
n∑
i=1
log f(Do,i|η)− n
p∑
j=1
pλj(|βj|), (2.3)
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where λ = (λ1, . . . , λp)
T , λj is the penalty parameter corresponding to the j-th re-
gression coefficient βj, and f(Do,i|η) =
∫
f(yi, zi, ri|xi,η)dzm,i is the observed-data
log-likelihood function of the i-th observation. The penalty function, pλj(·), is a non-
negative, nondecreasing, and differentiable function on (0,∞) (Fan and Li (2001) and
Zou (2006)). These properties ensure that the maximization of (2.3) results in esti-
mates of β which are shrunk to zero if they are small. The corresponding covariates
of the estimates that are zero are the insignificant predictors of the response variable,
whereas the estimates that are not zero correspond to those covariates which are statis-
tically significant predictors. By maximizing (2.3), one can select significant predictors
and estimate parameters simultaneously while accounting for the missing data. This
approach is in sharp contrast to stepwise selection procedures and Bayesian procedures
(George and McCulloch (1993), and Yang, Belin, and Boscardin (2005)), that ignore
stochastic errors inherited in the selection phase during estimation of the ‘best’ model
(Fan and Li (2002)).
In (2.3), the parameters τ , α, and ξ are not penalized, so they are not shrunk to
zero even though their actual values may be small. In this sense, variable selection does
not occur in the covariate distribution and the missing data mechanism. However, care
must be taken in the specification of these distributions since certain specifications can
lead to identifiability issues for estimating α, ξ, and thus β.
Because the observed-data log-likelihood function usually involves intractable in-
tegration, we use the EM algorithm to compute the penalized maximum likelihood
estimate of η, denoted by η̂λ, for each λ (Dempster, Laird, Rubin (1977)). At the s-th
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iteration, given η(s), the E step is to evaluate the Q−function given by
Qλ(η|η(s))
= E[log f(Dc|η)|Do,η(s)]− n
p∑
j=1
pλj(|βj|) = Q(η|η(s))− n
p∑
j=1
pλj(|βj|)
= Q1(β, τ |η(s))− n
p∑
j=1
pλj(|βj|) +Q2(α|η(s)) +Q3(ξ|η(s))
= Q1,λ(β, τ |η(s)) +Q2(α|η(s)) +Q3(ξ|η(s)),
where
Q3(ξ|η(s)) =
∫ n∑
i=1
log[f(ri|yi,xi, zi, ξ)]f(zm,i|xi, zo,i, yi, ri,η(s))dzm,i,
Q2(α|η(s)) =
∫ n∑
i=1
log[f(zi|xi,α)]f(zm,i|xi, zo,i, yi, ri,η(s))dzm,i,
Q1,λ(β, τ |η(s)) =
∫ n∑
i=1
log[f(yi|xi, zi,β, τ )]f(zm,i|xi, zo,i, yi, ri,η(s))dzm,i
−n
p∑
j=1
pλj(|βj|).
The M step of the algorithm involves maximizing Q1,λ(β, τ |η(s)), Q2(α|η(s)), and
Q3(ξ|η(s)), independently. Maximizing Qλ(η|η(s)) with respect to (α, τ , ξ) can be
done using standard maximization algorithms, such as Newton-Raphson (Little and
Schluchter (1985), and Ibrahim and Lipsitz (1996)). However, it is difficult to maxi-
mize Q1,λ(β, τ
(s)|η(s)) with respect to β, because it is nondifferentiable and nonconcave
(Zou and Li, 2007).
To maximizeQ1,λ(β, τ
(s)|η(s)) with respect to β, we approximateQ1(β, τ (s)|η(s)) us-
ing a second order Taylor’s series expansion centered at β(s). Using this approximation,
Q1,λ(β, τ
(s)|η(s)) resembles a penalized weighted least squares regression, so algorithms
used for maximizing penalized least squares can be applied. Such algorithms include
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the local quadratic approximation algorithm (LQA) (Fan and Li (2001)), the best con-
vex minorization-maximization algorithm (MM) (Hunter and Li (2005)), and the local
linear approximation algorithm (LLA) (Zou and Li (2007)). We use the local linear
approximation method to maximize Q1,λ(β, τ
(s)|η(s)), because it has been shown to re-
duce the computational cost of maximizing penalized likelihoods (Zou and Li (2007)).
Even though an approximation is used for Q1,λ(β, τ
(s)|η(s)), the maximizer of this func-
tion, denoted β(s+1), will behave such that Q1,λ(β
(s+1), τ (s)|η(s)) ≥ Q1,λ(β(s), τ (s)|η(s)).
Therefore, using the ECM algorithm (Meng and Rubin (1993)), we can obtain a η(s+1)
such that Qλ(η
(s+1)|η(s)) ≥ Qλ(η(s)|η(s)), rather than directly maximizing Qλ(η|η(s)).
We iterate this process until it converges to a value and denote the value at convergence
by ηˆλ. Thus, ηˆλ maximizes the penalized observed data log-likelihood.
2.3. Penalty Selection Procedure
To ensure that η̂λ has oracle properties, the penalty parameter λ has to be appropri-
ately selected. Two commonly used criteria for selecting the penalty parameter include
the GCV and BIC criteria. These criteria cannot be easily computed in the presence
of missing data because they are often functions of the missing data, and thus involve
intractable integrals. Moreover, it has been shown that even for the linear model, the
GCV can lead to significant overfitting (Wang, Li and Tsai (2007)).
We propose two methods to select the penalty parameter: an ICQ criterion and a
random effects penalty estimation method. The ICQ criterion selects the optimal λ by
minimizing
ICQ(λ) = −2Q(η̂λ|η̂0) + cˆn(η̂λ),
where η̂0 = argmax
η
∑n
i=1 log f(Do,i|η) is the unpenalized maximum likelihood estimate
under the full model, and cˆn(η) is a function of the data and the fitted model. For
instance, if cˆn equals twice the total number of parameters, then we obtain an AIC-type
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criterion; alternatively, we obtain a BIC-type criterion when cˆn(η) = dim(η) × log n.
Moreover, in the absence of missing data, we just obtain the usual AIC or BIC criteria.
In practice, it is easy to compute ICQ for different λ because we only need samples
from f(zm,i|yi,xi, zo,i, η̂0) to approximate Q(η̂λ|η̂0) at each λ.
The random effects penalty estimator is calculated under the assumption that the
regression coefficients β are distributed as random effects in a hierarchical model. The
parameter λ can be regarded as a parameter in the distribution of β, denoted by
f(β|λ, n). Then, λ can be estimated by maximizing the marginal likelihood given by
∫ n∏
i=1
∫
f(yi, zi, ri|xi,η)f(β|λ, n)dzm,idβ =
n∏
i=1
∫
f(Do,i|η)f(β|λ, n)dβ, (2.4)
where
f(β|λ, n) =
p∏
j=1
exp(−npλj(|βj|))/[C(λj, n)]p, (2.5)
in which C(λj, n) is the normalizing constant of exp(−npλj(|βj|)). The resulting es-
timate of λ, denoted by λˆRE, from the maximization of (2.4) is the random effects
penalty estimator. The EM algorithm can be used to calculate λˆRE by treating the
regression coefficients as missing data in the marginal likelihood.
We consider the SCAD and ALASSO penalties as follows. For ALASSO,
pλj(|βj|) = λj|βj|
for j = 1, · · · , p. Typical values chosen are λj = λ0|βˆj|−γ, where βˆj is the unpenalized
ML estimate and γ > 0 is a pre-specified positive scalar. In contrast, the SCAD penalty
(Fan and Li, 2001) is a nonconcave function defined by pλ(0) = 0 and for |β| > 0,
p′λ(|β|) = λ1(|β| ≤ λ) +
(aλ− |β|)+
a− 1 1(|β| > λ) ,
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where 1(·) denotes the indicator function, t+ denotes the positive part of t, and a = 3.7.
Because the function exp(−npλ(|β|)) for the SCAD penalty is not proper, we use a
truncated version of pλ(|β|) to define the density f(β|λ, n). For SCAD, we have
f(β|λ, n)C(λ, n) =

exp(−nλ|β|), |β| < λ,
exp(n[|β|2 − 2aλ|β|+ λ2]/[2(a− 1)]), λ ≤ |β| ≤ aλ,
exp(−n(a+ 1)λ2/2), aλ ≤ |β| ≤ |β¯|,
0, |β| > |β¯|,
where β¯ is arbitrarily large. For the ALASSO penalty, this truncation is not necessary
because exp(−npλ(|β|)) is proper.
A closed form expression of λˆRE is unavailable for both the ALASSO and SCAD
penalties. But for the ALASSO penalty, a closed form expression of the conditional
maximizer of the log-likelihood function with respect to λ is available. This allows a
straightforward implementation of the ECM algorithm to estimate λ. For the SCAD
penalty, we use the Newton Raphson algorithm along with the ECM algorithm to
estimate λˆRE.
2.3 Theoretical results
In this section, we establish the asymptotic theory of penalized likelihood estimators
and the consistency of the penalty selection procedure based on ICQ. Suppose that
β =
(
βT(1),β
T
(2)
)T
, where β(1) and β(2) are, respectively, p1 × 1 and p2 × 1 subvectors.
Let β∗ =
(
β∗T(1),β
∗T
(2)
)T
denote the true value of β. Without loss of generality, we
assume that β∗(2) = 0 and each of the components of β(1) is not zero.
Let S = {j1, · · · , jd} be a candidate model containing the j1th, · · · , jdth covariates.
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Thus, SF = {1, . . . , p} and ST = {1, . . . , p1} denote the full and true covariate models,
respectively. If S misses at least one important covariate, S 6⊃ ST , then S is referred
to as an underfitted model; however, if S 6⊃ ST , then S is an overfitted model. Assume
that we only consider the selected covariates in S. The unpenalized and penalized ML
estimates of η, denoted by η̂S and η̂λ, respectively, are
η̂S = argmax
η : βj 6=0,∀j∈S
n∑
i=1
log f(D0,i|η) and η̂λ = argmax
η
P (η|λ)
where η̂SF = η̂0.
Theorem 1. Under assumptions (C1) - (C7) stated in the appendix, we have
(i) η̂λ − η∗ = Op(n−1/2) as n → ∞, where η̂λ =
(
βˆT(1)λ, βˆ
T
(2)λ, τˆ
T
λ , αˆ
T
λ , ξˆ
T
λ
)T
and η∗
is the true value of η;
(ii) Sparsity: P (βˆ(2)λ = 0)→ 1;
(iii) Asymptotic normality:
(
βˆT(1)λ, τˆ
T
λ , αˆ
T
λ , ξˆ
T
λ
)T
is asymptotically normal with
mean and covariance defined in the appendix.
The proof of Theorem 1 is given in the appendix. It states that, by choosing the
penalty λ, there exists a root-n estimator of η, η̂λ, and that this estimator must posses
the sparsity property, i.e. βˆ(2)λ = 0. Theorem 1(iii) has η̂λ asymptotically normal. An
expression for the asymptotic covariance matrix of η̂λ can be obtained using Louis’s
method (Louis (1982)). These estimates are given in the appendix.
We investigate whether the ICQ(λ) criterion can consistently select the correct
model. For each λ ∈ Rp+, βˆλ naturally defines a candidate model Sλ = {j : βˆλ,j 6= 0}.
Generally, Sλ can be either underfitted, overfitted, or true. Therefore, Rp+ can be
partitioned into three mutually exclusive regions Rp+u = {λ ∈ Rp+ : Sλ 6⊃ ST},
Rp+t = {λ ∈ Rp+ : Sλ = ST}, and Rp+o = {λ ∈ Rp+ : Sλ ⊃ ST ,Sλ 6= ST}. Furthermore,
we can always choose a reference penalty parameter sequence {λn ∈ Rp+}∞n=1, that sat-
isfies the conditions necessary for Theorem 1 to hold. Thus, Sλn = ST with probability
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converging to one. To select a better model, we first calculate
dICQ(λ2,λ1) = ICQ(λ2)− ICQ(λ1) = 2Q(η̂λ1|η̂0)− cˆn(η̂λ1)− 2Q(η̂λ2|η̂0) + cˆn(η̂λ2).
We assume Sλ2 ⊃ Sλ1 and choose the model resulting from using the penalty value λ1
(i.e., Sλ1), if dICQ(λ2,λ1) ≥ 0, otherwise we choose model Sλ2 .
Define δQ(λ1,λ2) = E[Q(η
∗
Sλ1 |η
∗)] − E[Q(η∗Sλ2 |η
∗)], and δc(λ2,λ1) = cˆn(η̂λ2) −
cˆn(η̂λ1), in which η
∗
S is defined in the appendix.
Theorem 2. Under assumptions (C1) - (C7) in the appendix, we have following results.
(a) If for all Sλ 6⊃ ST , lim inf
n
δQ(λ, 0)/n > 0 and δc(λ, 0) = op(n), then dICQ(λ, 0) >
0 in probability for all Sλ 6⊃ ST .
(b) If E[Q(η∗Sλ1 |η̂0)] − E[Q(η
∗
Sλ2 |η̂0)] = Op(n
1/2) and Q(η̂λt |η̂0) − E[Q(η∗Sλt |η̂0)] =
Op(n
1/2) for t = 1, 2, then dICQ(λ2,λ1) > 0 in probability as n
−1/2δc(λ2,λ1)
p→∞.
(c) If Q(η̂λ1|η̂0) − Q(η̂λ2 |η̂0) = Op(1), then dICQ(λ2,λ1) > 0 in probability as
δc(λ2,λ1)
p→∞.
The proof of Theorem 2 is given in the appendix. Theorem 2 has some important
implications. Theorem 2a shows that ICQ(λ) chooses all significant covariates with
probability 1. Because S0 ⊂ Rpt ∪ Rpo, the optimal model selected when minimizing
ICQ(λ) will not select a λ with Sλ 6⊃ ST because dICQ(λ, 0) > 0 in probability. There-
fore, ICQ selects all significant covariates with probability tending to 1. Generally, the
most commonly used cˆn(η), such as 2dim(η), dim(η) log(n), and K log log(n) (K > 0),
satisfy the condition δc(λ, 0) = op(n). The condition lim inf
n
n−1δQ(λ, 0) > 0 ensures
that ICQ(λ) chooses a model with large E[Q(η
∗
S |η∗)]. This condition is analogous to
Condition 2 in Wang, Li, and Tsai (2007), which elucidates the effect of models that
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underfit. Because n−1E [Q (η∗|η∗)]− n−1E [Q (η∗S |η∗)] can be written as
n−1
n∑
i=1
log f(Do,i|η∗)− n−1
n∑
i=1
log f(Do,i|η∗S)
+n−1E [H (η∗|η∗)]− n−1E [H (η∗S |η∗)] ,
where
H(η|η1) =
∫ n∑
i=1
log[f(zm,i|xi, zo,i, yi, ri,η)]f(zm,i|xi, zo,i, yi, ri,η1)dzm,i,
it then follows from Jensen’s inequality that n−1δQ(λ, 0) ≥ 0. Thus, if a model S misses
a significant covariate, it is reasonable to assume lim infn n
−1δQ(λ, 0) is greater than
zero.
If λ1 and λ2 have the same average n
−1E[Q(η∗Sλ |η∗)], that is,
lim infn n
−1δQ(λ2,λ1) = 0, then Theorem 2 (b) and (c) indicate that ICQ(λ) picks out
the smaller model Sλ1 when δc(λ2,λ1) increases to ∞ at a certain rate (e.g., log(n)).
For example, for the BIC-type criterion, δc(λ2,λ1) = [dim(η̂Sλ2 )− dim(η̂Sλ1 )] log(n) ≥
log(n), since we assume Sλ2 ⊃ Sλ1 . However, the AIC-type criterion cˆn(η) = 2×dim(η)
does not satisfy this condition. Thus, similar to the standard AIC, ICQ with cˆn(η) =
2× dim(η) tends to overfit.
2.4 Numerical studies
2.4.1 Example 1: Simulation study
We demonstrate the performance of the penalized ML estimates using our proposed
penalty estimators via simulations and compare them to the unpenalized ML estimate.
Our objective for these simulations was to 1) compare the performance of the random
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effects and the ICQ penalty estimators, 2) compare the performance of the SCAD and
ALASSO penalty functions, and 3) determine how the comparisons in 1) and 2) differ
in the complete data and missing covariate settings.
To do this, we simulated datasets consisting of n observations from the model y =
uTβ∗ + σ where β∗ = (3, 1.5, 0, 0, 2, 0, 0, 0)T and the components of u = (u1, . . . , u8),
and  are standard normal. The correlation between ui and uj is ρ
|i−j| with ρ = .5. This
model was used in Fan and Li (2001). We considered three settings, (n = 40, σ = 3),
(n = 40, σ = 1), and (n = 60, σ = 1). For each of them, two sets of 100 datasets were
simulated, one with complete data and another with missing covariate data. For the
datasets with missing data, the missing covariates zi = (u1i, u2i) were taken to be MAR
and xi = (u3i, . . . , u8i) were completely observed. The covariate distribution is given
by, [zi|xi] ∼ N2(µi,Σ) for i = 1, . . . , n where µi = (µ1i, µ2i), µsi = αs0 +
∑5
j=1 αsjxis for
s = 1, 2 and Σ is an unstructured 2×2 covariance matrix. The missing data mechanism
used was f(ri1, ri2|yi,xi,φ) = f(ri1|ri2, yi,xi,φ1)f(ri2|yi,xi,φ2), where f(ri1|yi, xi,φ1)
and f(ri2|ri1, yi, xi,φ2) are logistic regressions where the logistic regression parameters
φ1 and φ2 were selected such that 65% of the observations had complete data.
For each simulated dataset, the penalized ML estimate using the SCAD and ALASSO
penalties was computed using the random effects and ICQ penalty estimates. These
estimates are denoted as SCAD-RE, SCAD-ICQ, ALASSO-RE, and ALASSO-ICQ, re-
spectively. For the ICQ estimate, the BIC-type criterion, cn(η) = dim(η) log n, was
used. In the analysis of the datasets with no missing covariates, the ICQ criterion is
equivalent to BIC. For the random effects penalty estimator, 2000 Monte Carlo itera-
tions were used within each iteration of EM. Since the EM algorithm can be sensitive
to starting values, the algorithm was initiated from multiple starting values to ensure
the overall global maximum was achieved by the algorithm. For the ALASSO penalty,
we set λj = λ0|β̂j0|−1, where βˆj0 is the unpenalized ML estimate and for the SCAD
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penalty we let λj = λ0, for all j, where in both cases λ0 was estimated using the penalty
estimation methods.
In addition to the penalized estimates, the unpenalized ML estimate of the model
selected by the simultaneously impute and select (SIAS) method of Yang, Belin, and
Boscardin, (2005) was computed. SIAS implements the stochastic search variable se-
lection (SSVS) method of George and McCulloch (1993) in the presence of missing
covariates. SIAS is a fully Bayesian method which does not require model enumeration
or computation of marginal likelihoods, so it may be easier to implement than other
fully Bayesian methods. In the analysis of the datasets with no missing covariates,
SIAS is equivalent to SSVS. Details of the implementation of SIAS are given in the
appendix.
For each estimate βˆλ, the model error, ME(βˆλ) = (βˆλ − β∗)E(uuT )(βˆλ − β∗), was
computed and the ratio of the model error of the penalized ML estimate to that of
the unpenalized ML estimate, ME(βˆλ)/ME(βˆ0), was computed. The median of these
ratios over the 100 simulated datasets, denoted as MRME, is reported. The MRME of
the true model, denoted as ‘oracle’, is also reported. In addition, the average number
of zero coefficients correctly estimated to be zero and the average number of zero
coefficients incorrectly estimated to be zero are reported. These are reported in the
columns ‘Correct’ and ‘Incorrect’ respectively.
The results indicate that when the noise level is high (σ = 3), the ALASSO-RE and
SCAD-ICQ estimates have smallest model error while the SCAD-RE has the highest.
When the noise level is reduced (σ = 1), or the sample size is large (n = 60), the
SCAD-RE estimate has the smallest model error. For the estimates, MRME values
greater than one indicate that the estimate performs worse than the unpenalized ML
estimate, values near one indicate it performs as good as the unpenalized ML estimate,
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while values near the ‘oracle’ MRME value indicate optimal performance. The SCAD-
RE performed poorly when the noise level was high, however, it is optimal when either
the noise level is small or the sample size is large. The ALASSO-RE estimate had sub-
stantial overfit since ‘Correct’ averaged significantly less than 5 indicating a tendency
to not set insignificant coefficients to zero. The SIAS estimate performed as well as the
unpenalized ML estimate when the noise level was large and covariates were missing,
however it outperformed the ML estimate when either the noise level was high, the
sample size was large, or all the covariates were fully observed. ‘Correct’ averages and
‘Incorrect’ averages that are both high indicate that the estimate is more likely to set
coefficients to zero rather than not. This was the case with the SIAS and SCAD-RE
estimates when the noise level was large. Comparing the analysis of no missing covari-
ate data to the analysis with missing covariate data shows that for all the estimates,
the estimation error increased, overfitting increased, and underfitting increased.
2.4.2 Example 2: Melanoma data
To further illustrate our proposed methods, we consider data on n = 286 patients from a
phase III two arm clinical trial conducted by the Eastern Cooperative Oncology Group.
The results from this study have been reported in Kirkwood, et al. (1996). Patients
in this trial were randomized to one of two treatment arms: high dose interferon or
observation. Interferon is suggested to have a significant effect on disease-free survival.
Here, disease free survival is defined as the time from randomization until progression
of tumor or death, whichever comes first. In this analysis, several prognostic factors
were identified as important predictors of survival. Among these factors are, z1 =
Breslow thickness (in mm), z2 = size of primary (in cm
2), z3 = type of primary tumor
(two levels: superficial spreading, other), x1 = age (in years), x2 = pathological group
(two levels: previous recurrence and other) and x3 = treatment (two levels: high dose
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Table 2.1: Simulation results of linear regression model
No missing1 (MAR2)
# of 0 coefficients
Model Method MRME Correct Incorrect
n = 40, σ = 3 SCAD-RE 1.111 (1.203) 4.91 (4.90) 0.97 (0.98)
SCAD-ICQ 0.625 (0.745) 4.53 (4.48) 0.33 (0.45)
ALASSO-RE 0.632 (0.690) 3.23 (3.42) 0.09 (0.13)
ALASSO-ICQ 0.681 (0.771) 4.31 (4.23) 0.28 (0.35)
SIAS 0.765 (1.004) 4.81 (4.87) 0.55 (0.77)
Oracle 0.256 (0.305) 5.00 (5.00) 0.00 (0.00)
n = 40, σ = 1 SCAD-RE 0.285 (0.316) 4.34 (4.49) 0.01 (0.01)
SCAD-ICQ 0.333 (0.549) 4.64 (4.15) 0.00 (0.00)
ALASSO-RE 0.472 (0.543) 3.45 (3.23) 0.00 (0.00)
ALASSO-ICQ 0.404 (0.572) 4.58 (4.10) 0.00 (0.00)
SIAS 0.321 (0.360) 4.82 (4.79) 0.00 (0.00)
Oracle 0.273 (0.258) 5.00 (5.00) 0.00 (0.00)
n = 60, σ = 1 SCAD-RE 0.322 (0.351) 4.54 (4.62) 0.00 (0.00)
SCAD-ICQ 0.375 (0.386) 4.86 (4.73) 0.00 (0.00)
ALASSO-RE 0.517 (0.495) 3.47 (3.53) 0.00 (0.00)
ALASSO-ICQ 0.425 (0.447) 4.83 (4.70) 0.00 (0.00)
SIAS 0.461 (0.387) 4.70 (4.82) 0.00 (0.00)
Oracle 0.310 (0.356) 5.00 (5.00) 0.00 (0.00)
interferon and observation). From these six covariates, three had missing data while the
rest of the covariates and the response variable were completely observed. The three
covariates with missing data were Breslow thickness, size, and type. Logarithms of
Breslow thickness and size were used in this analysis to achieve approximate normality
of these covariates in the covariate distribution. The dataset had a total missing data
fraction of 28.7%. The outcome variable, yi, was taken here to be binary, and was
assigned a 1 if the patient had an overall survival greater than or equal to .55 years,
and 0 otherwise. There were no censored cases that had an overall survival below .55
years.
To analyze these data, a logistic regression model was used for yi|xi,β withE(yi|xi,β) =
exp(γi)/(1 + exp(γi)), where γi = (1, zi, xi)
Tβ, zi = (zi1, zi2, zi3)
T , xi = (xi1, xi2, xi3)
T ,
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and β = (β0, β1, . . . , β6). For the missing covariates, we assume they are MAR and
have the covariate distribution
f(zi|xi;α) = f(zi3|zi1, zi2,xi;α3)f(zi1, zi2|xi;α1,α2)
for i = 1, . . . , n. Since xi is completely observed, it is conditioned on throughout. We
take (zi1, zi2|xi) ∼ N2(µi,Σ), where µi = (µi1, µi2) and µis = αs0 +
∑3
j=1 αsjxij for
s = 1, 2, i = 1, . . . , n, and Σ is an unstructured 2 × 2 covariance matrix. A logistic
regression model was used for xi3 conditional on (zi1, zi2,xi). The same estimates as
those computed in the simulations were computed. The statistical model used for the
SIAS method is given in the appendix.
The results are presented in Table 2.2. The predictors identified as significant
were different for the each of the estimation methods. In the missing data analysis,
the ALASSO and SIAS estimates identified treatment as a significant predictor while
the SCAD estimates did not. The ALASSO-ICQ estimate also identified treatment and
pathology as significant while the ALASSO-RE estimate identified treatment, pathology
and age as significant. According to the unpenalized ML analysis, treatment and
pathology are the only predictors which are possibly significant since their p-values
are near or below the cutoff value of .05 for significance. However, neither of these
predictors was strongly significant. Therefore, a possible explanation for the differences
in the results of the various estimation methods is that these methods may not be able
to discriminate between models that include or exclude treatment and pathology very
well. The results of the unpenalized maximum likelihood analysis coincided with the
results of the ALASSO-ICQ and SIAS estimates. As with the simulations, the ALASSO-
RE estimate tended to overfit since it identified age as significant even though its p-
value was greater than .05, and the SCAD-RE estimate tended to set coefficients to 0
since it did not identify any predictors as significant. The estimate of the regression
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coefficient for treatment decreased from 1.117 in the complete case analysis to .839
in the missing data analysis. This change caused the SCAD-ICQ estimate to identify
treatment as significant in the complete case analysis but not significant for the missing
data analysis.
Table 2.2: Estimates of Melanoma analysis
Missing Data Estimate
SCAD ALASSO SIAS MLE (p value)
Variable RE ICQ RE ICQ
Intercept 2.132 2.132 2.421 2.280 1.774 2.638 (<.001)
Breslow 0.000 0.000 0.000 0.000 0.000 -0.217 (0.332)
Size 0.000 0.000 0.000 0.000 0.000 -0.052 (0.798)
Type 0.000 0.000 0.000 0.000 0.000 -0.161 (0.730)
Age 0.000 0.000 -0.267 0.000 0.000 -0.325 (0.146)
Pathology 0.000 0.000 -0.845 -0.454 0.000 -1.061 (0.039)
Treatment 0.000 0.000 0.737 0.322 0.827 0.839 (0.043)
Complete Case Estimate
SCAD ALASSO SIAS MLE (p value)
Variable RE ICQ RE ICQ
Intercept 2.085 1.609 2.043 1.820 1.609 2.210 (<.001)
Breslow 0.000 0.000 -0.081 0.000 0.000 -0.222 (0.400)
Size 0.000 0.000 0.000 0.000 0.000 -0.089 (0.650)
Type 0.000 0.000 0.000 0.000 0.000 0.235 (0.650)
Age 0.000 0.000 -0.113 0.000 0.000 -0.232 (0.356)
Pathology 0.000 0.000 -0.578 0.000 0.000 -0.945 (0.086)
Treatment 0.000 1.173 1.003 0.572 1.173 1.117 (0.028)
2.5 Discussion
We have proposed a general method to simultaneously perform model selection and
estimation in the presence of missing data. We have showed that under regularity
conditions and appropriate rates of the penalty parameter, the penalized estimate pos-
sesses oracle properties. We have introduced two computationally attractive methods
for estimating the penalty parameters. We have showed that under an appropriate
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choice of cˆn(η), the ICQ penalty estimate chooses all the significant predictors in prob-
ability. Simulation results show that the SCAD penalty function with the random
effects penalty estimate performs well when the noise level is small, whereas it per-
forms poorly when the noise level is large. Overall, the SCAD performed better when
it was used with the random effects penalty estimator whereas the ALASSO performed
better when it was used with the ICQ criterion. The ALASSO penalty function with
the random effects penalty estimate showed significant overfit in the finite sample sim-
ulations and this overfit was also present in the Melanoma data analyses. The results of
the Melanoma data analysis indicate that when predictors are not strongly significant,
the results from penalized likelihood maximization may differ depending on the penalty
functions and penalty selection methods which are used.
One of the disadvantages of penalized likelihood methods is that they do not provide
a measure of model uncertainty, i.e. the probability of selecting each model in the model
space. Other methods, such as Bayesian model averaging (Hoeting, Madigan, Raftery
and Volinsky (1999) ), SIAS, or Bayesian methods in general provide estimates of
posterior model probabilities. However, implementation of fully Bayesian methods can
be difficult in many cases, since it requires specifying priors for all of the parameters in
the response model, covariate distribution (and missing data mechanism under NMAR)
which encompass all the models in the model space, as well as calculating marginal
likelihoods and enumerating all the models in the model space. Alternatively, the SIAS
method is easier to implement but, unlike penalized ML maximization, it does not give
an estimate of the parameters of the ‘best’ model. Moreover, the results of the linear
regression simulations indicated that the SCAD-RE estimate outperforms SIAS when
either the noise level is small or the sample size is large.
Many aspects of this work warrant further research and investigation. One major
issue is to carry out variable selection using ICQ under different modeling situations
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such as generalized linear mixed models with nonignorable missing response and/or
covariate data, semiparametric survival models with missing covariate data, such as
the Cox model as well as frailty models, measurement error models, and partially
linear models with missing covariates and/or responses. Throughout this paper, we
made an implicit assumption that the response model does not depend on whether a
covariate is observed or missing. That is, we have assumed a single response model
for the covariate where it is missing or not. If we have a different response model for
the observed and missing parts of the covariate, then the methods developed in this
paper would not be able detect whether the missing part of a covariate is significant.
In this scenario other statistical methods, such as propensity score methods, may be
useful for handling this case (Kang and Schafer (2007)), but applying these methods
to variable selection problems requires further developments both computationally and
theoretically. We will formally investigate these issues in our future work.
2.6 Appendix
Assumptions for Proofs of Theorems 1 - 2
Even though the model `(η) =
∑n
i=1 `i(η) =
∑n
i=1 log f(Do,i|η) may be misspeci-
fied, White (1994) has shown that the unpenalized ML estimate converges to the value
of η which minimizes E [
∑n
i=1 li(η)] =
∑n
i=1
∫
li(η)g(Do,i)dDo,i where g(·) is the true
density. We denote the true value by η∗n = arg supη E[`(η)]. For simplicity, we fur-
ther assume that E[∂ηli(η)] = 0 for all i and η
∗ = η∗n, for all n. Similarly, we define
η∗Sn = argsupη : βj 6=0,j∈SE[Q(η|η∗)] and let η∗Sn = η∗S , for all n.
The following assumptions are needed to facilitate development of our methods,
although they may not be the weakest possible conditions.
(C1) η∗ is unique and an interior point of the parameter space Θ, where Θ is compact.
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(C2) η̂0 → η∗ in probability.
(C3) For all i, li(η) is three-times continuously differentiable on Θ and li(η), |∂jli(η)|2
and |∂j∂k∂lli(η)| are dominated by Bi(Do,i) for all j, k, l = 1, · · · , d where ∂j =
∂/∂ηj. We also require that the same smoothness condition also holds for h(Do,i;η) =
E [log f(zm,i|Do,i;η)|Do,i;η] .
(C4) For each  > 0, there exists a finite K such that
sup
n≥1
1
n
n∑
i=1
E
[
Bi(Do,i)1[Bi(Do,i)>K]
]
< 
for all n.
(C5)
lim
n→∞
− 1
n
n∑
i=1
∂2ηli(η
∗) = A(η∗),
lim
n→∞
1
n
n∑
i=1
∂ηli(η
∗)∂ηli(η∗)T = B(η∗),
lim
n→∞
− 1
n
n∑
i=1
D20Q(η∗S |η∗) = C(η∗S |η∗),
lim
n→∞
1
n
n∑
i=1
D10Q(η∗S |η∗)D10Q(η∗S |η∗)T = D(η∗S |η∗),
where A(η∗) and C(η∗S |η∗) are positive definite and Dij denotes the i-th and j-th
derivatives of the first and second component of the Q function respectively.
(C6) Define an = maxj
{
p′λjn(|β∗j |) : β∗j 6= 0
}
, and bn = maxj
{
p′′λjn(|β∗j |) : β∗j 6= 0
}
.
1. maxj{λjn : β∗j 6= 0} = op(1).
2. an = Op(n
−1/2).
3. bn = op(1).
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(C7) Define dn = minj{λjn : β∗j = 0}.
1. For all j such that β∗j = 0, limn→∞ λ
−1
jn lim infβ→0+ p
′
λjn
(β) > 0 in probability.
2. n1/2dn
p→∞.
Proof of Theorem 1a.
Given assumptions (C1) - (C6), then it follows from White (1994) that
n−1/2
n∑
i=1
∂ηli(η
∗) D→ N (0,B(η∗)) (2.6)
and
n1/2(η̂0 − η∗) D→ N
(
0,A(η∗)−1B(η∗)A(η∗)−1
)
. (2.7)
To show η̂λ is a
√
n-consistent maximizer of η∗, it is enough to show that
P
(
sup
||u||=C
{
`(η∗ + n−1/2u)− n
p∑
j=1
pλjn(|β∗j + n−1/2uj|)
}
−`(η∗) + n
p∑
j=1
pλjn(|β∗j |) < 0
)
converges to 1 for large C, since this implies there exists a local maximizer in the ball
{η∗ + n−1/2u; ||u|| ≤ C} and thus ||η̂λ − η∗|| = Op(n−1/2). Taking a Taylor’s series
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expansion of the penalized likelihood function, we have
`(η∗ + n−1/2u)− `(η∗)− n
p∑
j=1
pλjn(|β∗j + n−1/2uj|) + n
p∑
j=1
pλjn(|β∗j |)
≤ `(η∗ + n−1/2u)− `(η∗)− n
p1∑
j=1
pλjn(|β∗j + n−1/2uj|) + n
p1∑
j=1
pλjn(|β∗j |)
= n−1/2uT∂η`(η∗)− 1
2
uT
[
− 1
n
∂2η`(η
∗)
]
u− n1/2
p1∑
j=1
[
p′λjn(|β∗j |)sgn(β∗j )uj
]
−1
2
p1∑
j=1
[
p′′λjn(|β∗j |)u2j
]
+ op(1)
≤ n−1/2uT∂η`(η∗)− 1
2
uTA(η∗)u +
√
p1n
1/2an||u1|| − 1
2
|bn|||u1||2 + op(1)
≤ n−1/2uT∂η`(η∗)− 1
2
uTA(η∗)u +
√
p1n
1/2an||u1||+ op(1), (2.8)
where u = (uT1 ,u
T
2 )
T and u1 is a p1 × 1 vector. The second inequality in (2.8) follows
because pλjn(0) = 0 and pλjn ≥ 0. The third inequality follows from condition (C5)
and the fact that
∑p1
i=1 |ui| ≤
√
p1(
∑p1
i=1 u
2
i )
1/2. The last inequality follows from (C6).
Since the first and third terms in (2.8) are Op(1) by (2.6) and condition (C6) - 2,
and uTA(η∗)u is bounded below by ||u||2× the smallest eigenvalue of A(η∗), then the
second term in (2.8) dominates the rest and all the terms can be made negative for
large enough C.
Proof of Theorem 1b.
Suppose that the conditions of Theorem 1a hold, and there exists an, η̂λ, which is
a
√
n-consistent estimator of η∗. It suffices to show that for large n, the gradient of
the penalized log likelihood function evaluated at η̂λ, such that ||η̂λ−η∗|| = Op(n−1/2)
and ||βˆ(2)λ|| = Op(n−1/2) = op(1), is zero. Taking a Taylor’s series expansion of the
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penalized log likelihood function about η∗, we have
0 = n−1/2
∂η`(η̂λ)− n ∂η { p∑
j=1
pλjn(|βj|)
}∣∣∣∣∣
η=η̂λ

= n−1/2∂η`(η∗)− n1/2(η̂λ − η∗)T
[
− 1
n
∂2η`(η
∗)
]
+Op(n
−1)
−n1/2 ∂η
{
p∑
j=1
pλjn(|βj|)
}∣∣∣∣∣
η=η̂λ
= Op(1)− n1/2 ∂η
{
p∑
j=1
pλjn(|βjλ|)
}∣∣∣∣∣
η=η̂λ
(2.9)
where the last equality follows from n−1/2∂η`(η∗) = n1/2(η̂λ − η∗)T
[−∂2η`(η∗)/n] =
Op(1). Therefore, for j = p1 + 1, . . . p, the gradient with respect to βj of the second
term of (2.9), is −sgn(βˆj)n1/2λjn[λ−1jn p′λjn(|βˆj|)]. Since ||βˆ(2)λ|| = op(1), λ−1jn p′λjn(|βˆj|) is
greater than zero for large n, it follows that (2.9) is dominated by the term−sgn(βˆj)n1/2dn.
Since n1/2dn
p→∞, it must be the case that βˆjλ = 0 for j = p1 + 1, . . . , p, otherwise the
gradient could be made large in absolute value and could not possibly be equal to zero.
Proof of Theorem 1c.
Given conditions (C1) - (C7), Theorems 1a and 1b apply. Thus, there exists a
βˆλ =
(
βˆT(1)λ,0
T
)T
, and ηˆλ =
(
βˆTλ , τˆ
T
λ , αˆ
T
λ , ξˆ
T
λ
)T
which is a
√
n local maximizer of
(6). Let β∗ =
(
β∗T(1),0
T
)T
, γ∗ =
(
β∗T(1), τ
∗T ,α∗T , ξ∗T
)T
, γ =
(
βT(1), τ
T ,αT , ξT
)T
,
γˆλ =
(
βˆT(1)λ, τˆ
T
λ , αˆ
T
λ , ξˆ
T
λ
)T
, and l˜(γ) = l((βT(1),0, τ
T ,αT , ξT )). Let A˜(γ) be the re-
sulting matrix from removing the p1 + 1 to p rows and columns from the matrix
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A((βT(1),0, τ
T ,αT , ξT )) and similiarly define B˜. Let,
h1
(
β(1)
)
= (p′λ1(|β1|)sgn(|β1|), . . . , p′λp1 (|βp1 |)sgn(|βp1|))
T ,
G1
(
β(1)
)
= diag
(
p′′λ1(|β1|), . . . , p′′λp1 (|βp1 |)
)
,
h(γ∗) =
 h1
(
β∗(1)
)
0
 , G(γ∗) =
 G1
(
β∗(1)
)
0
0 0
 , and
Σ(γ∗) =
[
A˜(γ∗) + G(γ∗)
]−1
B˜(γ∗)
[
A˜(γ∗) + G(γ∗)
]−1
.
Then, using a Taylor’s series expansion, we have
0 = ∂γ l˜(γ̂λ)− n∂γ
[
p∑
j=1
pλj(|βλj |)
]∣∣∣∣∣
γ=γ̂λ
= ∂γ l˜(γ
∗)− nh(γ∗)− n(γ̂λ − γ∗)T
[
− 1
n
∂2γ l˜(γ
∗) + G(γ∗)
]
+ op(1)
= n−1/2∂γ l˜(γ∗)− n1/2h(γ∗)− n1/2(γ̂λ − γ∗)T
[
A˜(γ∗) + G(γ∗)
]
+ op(1),
which indicates
n1/2
{
γ̂λ − γ∗ +
[
A˜(γ∗) + G(γ∗)
]−1
h(γ∗)
}
D
= n−1/2
[
A˜(γ∗) + G(γ∗)
]−1
∂γl(γ
∗),
and therefore
n1/2
{
γ̂λ − γ∗ +
[
A˜(γ∗) + G(γ∗)
]−1
h(γ∗)
}
D→ N (0,Σ(γ∗)) .
For the SCAD penalty with λjn = λn, if λn = op(1), n
1/2λn
p→ ∞ and conditions
(C1) - (C5) are satisfied, then the oracle properties of Theorem 1 hold. For the ALASSO
penalty, with λjn = λn|βˆj|−1 where βˆj is the unpenalized ML estimate, λn = Op(n−1/2),
nλn
p→ ∞ and conditions (C1) - (C5) imply Theorem 1. Therefore, depending on the
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penalty function and specification of λjn, the rates of λjn which characterize the oracle
properties, may be different.
Under the assumptions of Theorem 1 for the SCAD and ALASSO penalty functions,
h(η∗)→ 0, therefore the asymptotic covariance matrix of γˆλ is n−1Σ(γ∗). Using Louis’s
formula (Louis (1982)), an estimate of Σ(γ∗) is,
Var(γˆλ) ≈ n−1[Aˆ(γˆλ) + G(γˆλ)]−1Bˆ(γˆλ) [A(γˆλ) + G(γˆλ)]−1 , (2.10)
where
Q˙i(γ
∗|γ∗) = ∂γ
[∫
log f(Dc,i;γ,β(2) = 0)f(zm,i|Do,i;γ∗,β(2) = 0)dzm,i
]∣∣∣∣
γ=γ∗
,
Bˆ(γ∗) = n−1
n∑
i=1
Q˙i(γ
∗|γ∗)Q˙i(γ∗|γ∗)T ,
Q˙(γ∗|γ∗) = ∂γQ((β(1),0, τ ,α, ξ)|γ∗,β(2) = 0)
∣∣
γ=γ∗
Q¨(γ∗|γ∗) = ∂2γQ((β(1),0, τ ,α, ξ)|γ∗,β(2) = 0)
∣∣
γ=γ∗ , and
Aˆ(γ∗) = −n−1Q¨(γ∗|γ∗) + n−1Q˙(γ∗|η∗)Q˙(γ∗|γ∗)T
−n−1 E[(∂γ log f(Dc;γ,β(2) = 0))⊕|Do;γ∗,β(2) = 0]
∣∣
γ=γ∗
where v⊕ = vvT .
Proof of Theorem 2a.
To prove Theorem 2, we first show that for ηtn
p→ ηt, t = 1, 2,
Q(η1n|η2n)−Q(η1|η2) = op(n)
E[Q(η1n|η2n)]− E[Q(η1|η2)] = op(n)
Q(η1n|η2n)− E[Q(η1|η2)] = op(n). (2.11)
First we note that conditions (C3) and (C4) imply [Q(η1|η2)−E[Q(η1|η2)]/n converges
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in probability to 0 for all η1,η2 ∈ Θ. Furthermore, because conditions (C3) and (C4)
satisfy the W-LIP assumption of Lemma 2 of Andrews (1992), we obtain the uniform
continuity and stochastic continuity of E[Q(η1|η2)] and [Q(η1|η2) − E(Q(η1|η2))]/n
respectively. Because the stochastic continuity and pointwise convergence properties
satisfy the assumptions of Theorem 3 of Andrews (1992), we have
sup
(η1,η2)∈Θ×Θ
1
n
|Q(η1|η2)− E[Q(η1|η2)]| p→ 0, (2.12)
which implies (2.11).
We also need to show that the hypothetical estimator
η¯S = argsupη : βj 6=0,j∈SQ(η|η∗)
is a
√
n-consistent estimator of η∗S . To prove this, it is enough to show that
P
[
sup
||u||=C
Q(η∗S + n
−1/2u|η∗) ≤ Q(η∗S |η∗)
]
≥ 1− 
for large C, since this implies there exists a local maximizer in the ball {η+n−1/2u; ||u|| ≤
C} and thus ||η¯S − η∗S || = Op(n−1/2). Taking a Taylor’s series expansion of the first
component of the Q function, we have
Q(η∗S + n
−1/2u|η∗)−Q(η∗S |η∗)
= n−1/2uTD10Q(η∗S |η∗)−
1
2
uT
[
− 1
n
D20Q(η∗S |η∗)
]
u + op(1)
= n−1/2uTD10Q(η∗S |η∗)−
1
2
uTC(η∗S |η∗)u + op(1). (2.13)
Conditions (C3) and (C5) ensure that n−1/2D10Q(η∗S |η∗) D→ N(0,D(η∗S |η∗)) = Op(1)
and C(η∗S |η∗) is positive definite. Therefore, the second term dominates the rest and
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(2.13) can be made negative for large enough C.
Let η˜Sλ = argsup
η: βj=0,j∈Sλ
Q(η|η̂0). Since η̂0 p→ η∗ and η¯Sλ
p→ η∗Sλ , we have
1
n
dICQ(λ, 0) =
1
n
(ICQ(λ)− ICQ(0))
=
1
n
[2Q (η̂0|η̂0)− 2Q (η̂λ|η̂0) + cˆn(η̂λ)− cˆn(η̂0)]
≥ 2
n
[Q (η̂0|η̂0)−Q (η˜Sλ|η̂0)] + op(1)
=
2
n
[Q (η̂0|η̂0)−Q (η˜Sλ|η∗)] + op(1)
≥ 2
n
[Q (η̂0|η̂0)−Q (η¯Sλ|η∗)] + op(1)
=
2
n
E [Q (η∗|η∗)]− E [Q (η∗Sλ |η∗)]+ op(1)
≥ 2
n
min
S6⊃ST
{E [Q (η∗|η∗)]− E [Q (η∗S |η∗)]}+ op(1),
where the second and fourth inequalities follow because Q (η̂λ|η̂0) ≤ Q (η˜Sλ |η̂0) and
Q (η˜Sλ |η∗) ≤ Q (η¯Sλ |η∗) for all λ and the third and fifth equalities follow from (2.11).
Therefore, we have
Pr
(
inf
λ∈Rpu
ICQ(λ) > ICQ(0)
)
→ 1,
which yields Theorem 2a.
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Proof of Theorem 2b.
Under the assumptions of Theorem 2b, we have
n−1/2δQ(λ2,λ1) = n−1/2(ICQ(λ2)− ICQ(λ1))
= 2n−1/2 (Q(η̂λ1|η̂0)− 2Q(η̂λ2|η̂0)) + n−1/2(cˆ(η̂λ2)− cˆ(η̂λ1))
= 2n−1/2
(
Q(η̂λ1|η̂0)− E[Q(η∗Sλ1 |η̂0)]
)
− 2n−1/2
(
Q(η̂λ2|η̂0)− E[Q(η∗Sλ2 |η̂0)]
)
+2n−1/2
(
E[Q(η∗Sλ2 |η̂0)]− E[Q(η
∗
Sλ1 |η̂0)]
)
+ n−1/2δc(λ2,λ1)
= Op(1) + n
−1/2δc21
p→∞.
Thus ICQ(λ2) > ICQ(λ1) in probability, which yields Theorem 2b. Proof of Theorem
2c is similar to that of Theorem 2b.
Statistical model for application of SIAS method to linear regression simu-
lations.
To implement SIAS, we assume the response model is yi ∼ N(uTi β, σ2), the covariate
distribution is ui ∼ N(µu,Σu) for i = 1, . . . , n and the missing covariates are MAR.
For the prior distribution of all the parameters we assume
pi(β,γ, σ2,µu,Σu) =
p∏
j=1
{pi(βj|γj)pi(γj)}pi(σ2)pi(µu|Σu)pi(Σu)
where µu|Σu ∼ N8(0, δ−1Σu), Σ−1u ∼ Wishart(r, I8), σ−2 ∼ Gamma(ν/2, νω/2), βj ∼
(1 − γj)N(0, t2j) + γjN(0, c2j t2j) and γj ∼ Bernoulli(1/2). The hyper-parameters were
selected to reflect a lack of prior information on the parameters, i.e. δ = ν = ω =
.001, r = 8. For the values of tj and cj, we use those suggested by George and
McCulloch (1993) where (σ2βj/t
2
j , c
2
j) = (1, 5), (1, 10), (10, 100), (10, 300) and σ
2
βj
was
estimated using preliminary simulations.
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We performed 5,000 simulations after a burn-in period of 5000 iterations. The pos-
terior probability of γ was calculated from the posterior simulations and the model with
the highest probability was selected as the ‘best’ model. The results of (σ2βj/t
2
j , c
2
j) =
(1, 10) are presented since it gives the best model with the highest posterior probability.
Simulation results evaluating performance of standard errors of penalized
estimates for linear regression simulations
Table 2.3: Standard errors of penalized estimates
Method βˆ1 βˆ2 βˆ5
SD SDm SDmad SD SDm SDmad SD SDm SDmad
SCAD-RE .138 .164 .042 .170 .187 .039 .160 .180 .039
SCAD-ICQ .141 .161 .039 .178 .180 .048 .163 .175 .038
ALASSO-RE .157 .161 .031 .183 .180 .035 .165 .173 .036
ALASSO-ICQ .139 .164 .039 .198 .185 .037 .166 .176 .038
Oracle .138 .155 .036 .179 .157 .040 .147 .139 .028
In order to test the accuracy of the asymptotic error formula (2.10), we estimated
the standard errors of the significant coefficients, β1, β3, and β5 for the linear regression
model using n = 60, σ = 1 with the covariates missing at random. The median of the
absolute deviations |βˆjλ − β∗j | divided by .6745, denoted by SD, of the 100 penalized
estimates can be regarded as the true standard error. The median of the estimated
standard errors is denoted as SDm. The median absolute deviation error divided by
.6745, denoted SDmad, measures the overall performance of the standard error formula.
The results, which are presented in Table 2.3, indicate that the standard error estimate
does a good job of estimating the true standard error. All of the SDmad values were
less than .05.
Statistical model for application of SIAS method to Melanoma data
Using the definition of yi, zi and xi in the main document, we assume a lo-
gistic regression model on yi|xi,β with E(yi|xi,β) = exp(γi)/(1 + exp(γi)), where
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γi = (1, zi, xi)
Tβ, and β = (β0, β1, . . . , β6)
T . We assume the covariates are MAR with
the following covariate distribution
f(zi|xi;α) = f(zi3|zi1, zi2,xi;α3)f(zi1, zi2|xi;α1,α2)
for i = 1, . . . , n. Since xi are completely observed, they are conditioned on throughout.
We take a (zi1, zi2|xi) ∼ N2(µi,Σ), where µi = (µi1, µi2) and µis = αs0+
∑3
j=1 αsjxij for
s = 1, 2, i = 1, . . . , n and Σ is an unstructured 2×2 covariance matrix. We also assume
a logistic regression model for xi3 conditional on (zi1, zi2,xi) with with E(yi|xi,β) =
exp(ψi)/(1 + exp(ψi)), where ψi = (1, zi1, zi2,xi)
Tϕ, and ϕ = (ϕ0, ϕ1, . . . , ϕ5)
T . Let
νj = (α1j, α2j)
T for j = 0, . . . , 3. For the prior distribution, we assume
pi(β,ϕ, ν0, . . . , ν3,Σ) =
p∏
j=1
{pi(βj|γj)pi(γj)}
5∏
l=0
pi(ϕl)
3∏
k=0
pi(νk|Σ)pi(Σ),
where ϕl ∼ N(0, δ−1) for l = 0, . . . , 5, νk|Σ ∼ N2(0, δ−1Σ) for k = 0, . . . , 3, Σ−1 ∼
Wishart(r, I2), βj ∼ (1 − γj)N(0, t2j) + γjN(0, c2j t2j) and γj ∼ Bernoulli(1/2) for j =
1, . . . , 6.
The hyperparameters were selected to reflect lack of prior information on the pa-
rameters, i.e. δ = .001, r = 2. We set (σ2βj/t
2
j , c
2
j) = (1, 10). The posterior probability
of γ was calculated from 5000 simulated observations after 5,000 burn-in iterations and
the model with the highest probability was selected as the ‘best’ model.
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Chapter 3
Variable selection in the cox
regression model with covariates
MAR
3.1 Introduction
In the analysis of regression models for censored survival data, one primary objective
is to assess the importance of certain prognostic factors such as age, gender, or race
in predicting survival outcome. This objective is further complicated by the presence
of missing covariates. This is a general problem which is encountered in most clinical
trials research in cancer and AIDS. There is a vast literature on parameter estimation
in the Cox regression model in the presence of missing covariates, including Schluchter
and Jackson (1989), Lipsitz and Ibrahim (2000), Paik and Tsai (1997), Chen and Little
(1999), Herring and Ibrahim (2001), and Chen (2002). When trying to perform variable
selection in this scenario, it is common to use some model selection criteria, such as AIC,
BIC, or DIC (Celeux et al., 2006; Pettitt et al. 2006), to select a small set of ‘covariates’
that best predicts the outcome of interest. In the presence of missing covariate data,
this approach requires the calculation of the observed data likelihood which is not
available in a closed form and is very difficult to approximate accurately. Since these
likelihood calculations are necessary for each of the models under consideration, model
selection criteria based approaches can become infeasible for variable selection (Fan and
Li, 2001; Fan and Li, 2002). Alternatively, penalized likelihood methods (Fan and Li,
2001), which perform variable selection and estimation simultaneously, do not require
these likelihood calculations for each of the models under consideration.
Penalized likelihood methods using the Smoothly Clipped Absolute Deviation (SCAD)
(Fan and Li, 2001) and Adaptive Lasso (ALASSO) (Zou, 2006) penalties have been
successfully applied to various parametric and semiparametric models including Cox’s
proportional hazards model without the presence of missing covariates (Fan and Li,
2002; Zhang and Lu, 2007). Extending penalized likelihood methods to perform vari-
able selection in the Cox model with missing covariates raises many new statistical
challenges, underscoring the need for methodological development. The first challenge
is in maximizing the observed data log-likelihood function along with the SCAD or
ALASSO penalties to select important variables and calculate their estimates. As al-
ready noted, the observed data log-likelihood for missing data problems is often not
available in closed form, and is computationally intractable and infeasible because it
involves complicated high dimensional integrals, and the accuracy of the approxima-
tion to such integrals is essentially impossible to verify in many cases. The second
challenge is in selecting appropriate penalty parameters in order to produce efficient
estimates with suitable asymptotic properties such as sparsity and asymptotic nor-
mality (Fan and Li, 2001). The primary method of selecting penalty parameters for
survival models is to use the penalty parameter value which optimizes the generalized
crossvalidation (GCV) (Fan and Li, 2002) criterion. It has been shown that for the
linear model, the GCV cannot identify the true model consistently whereas the BIC
can (Wang et al., 2007; Wang and Leng, 2007). We expect that this is also the case
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for general statistical models including the Cox regression model. Also, this criterion
needs to be well defined (Celeux et al., 2006) in the presence of missing data and should
incorporate the parameters of the covariate distribution which will need to be specified
due to the presence of missing covariate data. To the best of our knowledge, a well
defined criterion and easy-to-compute penalty estimate are not currently available for
the Cox regression model with missing covariate data.
The aim of this paper is to develop a variable selection procedure and a consistent
penalty estimation criterion based on the SCAD and ALASSO penalties for the Cox re-
gression model with missing at random (MAR) covariates. We reformulate the penalty
parameters in the SCAD and ALASSO penalty functions as hyperparameters of the
regression coefficients. Then, we use the expectation-maximization (EM) algorithm
to simultaneously optimize the penalized likelihood function and estimate the penalty
parameters. In addition, we also develop an alternative method based on the ICQ cri-
terion to select penalty parameters. Under some regularity conditions, we establish
the asymptotic properties of the maximum penalized likelihood (MPL) estimator and
consistency of the ICQ-based penalty estimation method.
To illustrate the proposed methodology, we consider data from a phase III advanced
non-small-cell lung cancer (SCLC) clinical trial, labeled LCCC 9719, conducted by the
University of North Carolina at Chapel Hill (Socinski et al., 2002). The goal of this
trial is to compare a defined duration of therapy (A) to continuous therapy followed by
a second line therapy (B) in order to determine optimal duration of therapy in SCLC
patients. LCCC 9719 had n = 230 patients. The outcome variable is time (months)
to progression, i.e., continued growth of the cancer. Several prognostic factors were
identified as important predictors of progression. These include treatment, gender,
patient’s age, toxicity, and quality of life (QOL). Among these covariates, toxicity and
QOL were missing for some patients. We model the covariate distribution of these
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missing covariates using a sequence of one-dimensional conditional distributions as in
Ibrahim, Lipsitz and Chen (1999), which we discuss in detail in Section 2.1. Our
objective in the analysis of the LCCC 9719 dataset was to select the most important
predictors of SCLC progression and estimate the parameters of the best model. These
selection and estimation processes can be done simultaneously by combining one of the
two penalty functions, SCAD or ALASSO, with one of the two penalty estimates, these
being the random effects penalty estimate or the ICQ penalty estimate.
The rest of the paper is organized as follows. Section 2 gives the general development
of maximizing the penalized likelihood function and estimating penalty parameters. In
Section 3, we characterize the asymptotic properties of the MPL estimator and ICQ
penalty selection procedures. Section 4 presents a simulation study which examines the
finite sample performance of the MPL estimates and gives analyses of two lung cancer
data sets. We conclude the paper with some discussion in Section 5.
3.2 Variable selection for the Cox model with miss-
ing covariates
3.2.1 Model formulation
Suppose that there are n independent observations (T1, c1, z1,x1), . . . , (Tn, cn, zn,xn),
where Ti is the time-to-the event, ci is the censoring time, (z
T
i ,x
T
i )
T is a p× 1 vector of
covariates where xi is a (p−q)×1 vector of fully observed covariates and zi = (zTi,m, zTi,o)
is a q × 1 vector of partially observed covariates. Denote yi = min(Ti, ci), and let the
vectors zi,o, and zi,m denote the observed and missing components of zi respectively.
Let δi = 1{Ti ≤ ci} be the indicator of censoring, and R(t) = {i : yi ≥ t} be the set
of subjects at risk at time t. Let di,o = (yi, δi, zi,o,xi) and di,c = (yi, δi, zi,xi) denote
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the observed data and complete data respectively, for the ith observation. Throughout
this article, we assume that the covariates are MAR, i.e., the probability of a missing
covariate does not depend on any of the observed covariate values (Little and Rubin,
2002). We also assume that the parameters of the missing data mechanism are distinct
from the sampling model, so that the missing data mechanism need not be modeled
in the complete data likelihood. We specify the joint distribution of (yi, δi, zi|xi) as a
product of two conditional distributions,
f(yi, δi, zi|xi;θ) = f(yi, δi|zi,xi;θ)f(zi|xi;θ),
where θ includes all the unknown parameters. The generic label f(u1|u2) is used to
denote the conditional distribution of u1 given u2. We assume that the parameters of
the distribution of the censoring times are distinct from those of the distribution of the
survival times and that the distribution of the censoring times is independent of the
unobserved covariates. Under these assumptions, the conditional distribution of (yi, δi)
given (zi,xi) can be written as
f(yi, δi|zi,xi;θ) = ft(yi|zi,xi;θ)δiSt(yi|zi,xi;θ)1−δifc(yi|xi)1−δiSc(yi|xi)δi ,
where ft, St, fc, and Sc are the density and survival functions of the survival time and
censoring time, respectively.
We assume a proportional hazards model (Cox, 1975) for the failure times, which
assumes that the hazard of subject i at failure time yi is λ(yi) exp((z
T
i ,x
T
i )β),where
λ(·) is an unspecified baseline hazard function and β = (β1, . . . , βp)T is a p×1 vector of
regression coefficients. This allows the distribution of (yi, δi) given (zi,xi) to be written
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as
f(yi, δi|zi,xi;β,Λ) ∝ λ(yi)δi exp δi(zTi ,xTi )β exp
{
−Λ(yi)e(zTi ,xTi )β
}
, (3.1)
where Λ(t) =
∫ t
0
λ(u)du is the cumulative baseline hazard function. Note that we have
ignored all terms that are independent of (β,Λ) and xi. Finally, following Ibrahim,
Lipsitz and Chen (1999), we write the distribution of zi given xi as
f(zi|xi;α) = f(zi,q|zi,(q−1), · · · , zi,1,xi;α)× · · · × f(zi,1|xi;α).
where α are the parameters corresponding to the covariate distribution.
3.2.2 EM algorithm for maximizing the penalized likelihood
In the variable selection problem, our objective is to identify nonzero components of β
in (3.1) and simultaneously estimate all other parameters while accounting for missing
covariates. We propose to maximize the penalized likelihood function, given by
`(θ)− n
p∑
j=1
φτj(|βj|) =
n∑
i=1
`i(θ)− n
p∑
j=1
φτj(|βj|), (3.2)
where θ = (β,α,Λ), `i(θ) = log
∫
f(yi, δi, zi|xi;θ)dzi,m is the observed-data log-
likelihood for the ith observation, τj is the penalty parameter corresponding to the j-th
regression coefficient, and the penalty function, φτj(·), is a nonnegative, nondecreasing,
differentiable function on (0,∞) (Fan and Li, 2001; Zou, 2006). These properties ensure
that the maximization of (3.2) results in certain estimates of β being zero (Antoniadis
and Fan, 2001; Fan and Li, 2001). The regression coefficients which are estimated to
be zero correspond to the covariates which are insignificant predictors of survival time,
whereas other covariates are significant predictors.
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Because the observed-data log-likelihood function usually involves intractable inte-
gration, we develop a Monte Carlo EM algorithm to compute the MPL estimator of
θ, denoted by θ̂τ , for each τ = (τ1, . . . , τp). Let Dc and Do denote the complete and
observed data for all subjects, respectively, and let Lc(θ|Dc) = log f(Dc|θ) denote the
complete-data log-likelihood function. At the s-th iteration, given θ(s), the E step is to
evaluate the penalized Q-function
Qτ (θ|θ(s)) = Q(θ|θ(s))− n
p∑
j=1
φτj(|βj|), (3.3)
where
Q(θ|θ(s)) = E{Lc(θ|Dc)|Do,θ(s)} = Q1(β,Λ|θ(s)) +Q2(α|θ(s)),
Q1(β,Λ|θ(s)) =
n∑
i=1
∫
log f(yi, δi|zi,xi;β,Λ)f(zi,m|di,o;θ(s)) dzi,m, and (3.4)
Q2(α|θ(s)) =
n∑
i=1
∫
log f(zi|xi;α)f(zi,m|di,o;θ(s)) dzi,m. (3.5)
Since the integrals in (3.4) and (3.5) are often intractable, we approximate these inte-
grals by taking a Markov chain Monte Carlo (MCMC) sample of size L from the density
f(zi,m|di,o;θ(s)) (See Herring and Ibrahim, 2001). Let z(s,l)i = (z(s,l)i,m , zi,o), where z(s,l)i,m is
the l-th simulated value at the s-th iteration of the algorithm. The integrals in (3.4)
and (3.5) can be approximated as
Q1(β,Λ|θ(s)) ≈
n∑
i=1
[
δi log{λ(yi)}+ 1
L
L∑
l=1
δi(z
(s,l)T
i ,x
T
i )β
− 1
L
L∑
l=1
Λ(yi) exp
{
(z
(s,l)T
i ,x
T
i )β
}]
,
Q2(τ |θ(s)) ≈ 1
L
n∑
i=1
L∑
l=1
log f(z
(s,l)
i |xi;α). (3.6)
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The M step involves maximizing Qτ (θ|θ(s)) with respect to (β,α,Λ). Rather than
estimate the absolutely continuous function Λ(t), t ≥ 0, we estimate an increasing
stepwise version of Λ. This involves maximizing with respect to (β,α) and the pa-
rameters {Λ(xi) : δi = 1 for i = 1, . . . n}. Using this parametrization, the maximizers
of Qτ (θ|θ(s)) are given by
β(s+1) = argmax
β
PQ1,τ (β|θ(s)),
α(s+1) = argmax
α
{
n∑
i=1
L−1
L∑
l=1
log f(z
(s,l)
i |xi;α)
}
,
λ(s+1)(yi) = δi
 ∑
u∈R(xi)
1
L
L∑
l=1
exp
{
(z(s,l)Tu ,x
T
u )β
(s+1)
}−1 ,
Λ(s+1)(yi) =
n∑
u=1
λ(yu)
(s+1)1{yu ≤ yi, δu = 1},
where
PQ1,τ (β|θ(s)) = PQ1(β|θ(s))− n
p∑
j=1
φτj(|βj|), and
PQ1(β|θ(s)) =
n∑
i=1
1
L
L∑
l=1
δi(z
(s,l)T
i ,x
T
i )β −
n∑
i=1
δi log
 ∑
u∈R(yi)
1
L
L∑
l=1
exp
{
(z(s,l)Tu x
T
u )β
} .
Maximizing Q2(α|θ(s)) with respect to α is straightforward and can be done using a
standard optimization algorithm, such as the Newton-Raphson algorithm (Little and
Schluchter, 1985; Schluchter and Jackson, 1989). Maximizing PQ1,τ (β|θ(s)) with re-
spect to β, however, is very difficult since PQ1,τ (β|θ(s)) is a nondifferentiable and
nonconcave function of β (Zou and Li, 2007).
In order to maximize PQ1,τ (β|θ(s)), following Fan and Li (2001), a second order
Taylor’s series approximation of PQ1(β|θ(s)), centered at the value β(s), is used. An
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expression for this approximation is given in the appendix document. Using this ap-
proximation, PQ1,τ (β|θ(s)) resembles a penalized weighted least squares regression, so
algorithms for minimizing penalized least squares can be used. Such algorithms include
the local quadratic approximation algorithm (LQA) (Fan and Li, 2001) and the local
linear approximation (LLA) algorithm (Zou and Li, 2008). We use the LLA algorithm
because it reduces the computational cost of penalized maximizations (Zou and Li,
2008).
Using the approximation of PQ1(β|θ(s)), let β(s+1) be the maximizer of PQ1,τ (β|θ(s)).
Since an approximation is used for PQ1(β|θ(s)), β(s+1) may not necessarily be the max-
imizer of Q1,τ (β|θ(s)). Following the ECM algorithm (Meng and Rubin, 1993), a value
θ(s+1) can be produced, such that Qτ (θ
(s+1)|θ(s)) ≥ Qτ (θ(s)|θ(s)) rather than directly
maximizing Qτ (θ|θ(s)). Therefore, we only need to obtain a β(s+1) which satisfies
Q1,τ (β
(s+1)|θ(s)) ≥ Q1,τ (β(s)|θ(s)). This process is iterated until convergence and the
value at convergence is denoted as θ̂τ . The value θ̂τ maximizes the penalized observed
data log likelihood function.
3.2.3 Penalty parameter selection procedure
To ensure that θ̂τ has good properties, the penalty parameter τ has to be appropriately
selected. Two commonly used criteria for selection of the penalty parameter include
the GCV and BIC criteria. These criteria cannot be easily computed in the presence of
missing data, because they are functions of observed data quantities whose expressions
require intractable integrals. Moreover, it has been shown in Wang et al. (2007) that
even in the simple linear model, the GCV criterion can lead to significant overfit.
We propose two methods to select the penalty parameter: an ICQ criterion and a
random effects penalty estimation method. The ICQ criterion (Ibrahim, Zhu and Tang,
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2009) selects the optimal τ by minimizing
ICQ(τ ) = −2Q(θ̂τ |θ̂0) + cn(θ̂τ ),
where θ̂0 = argmax
θ
`(θ) and cn(θ) is a function of the data and the fitted model. For
instance, if cn equals twice the total number of parameters, then we obtain an AIC-type
criterion; alternatively, we obtain a BIC-type criterion when cn(θ) = dim(θ) × log n.
Moreover, in the absence of missing data, ICQ(τ ) reduces to the usual AIC or BIC
criteria. As in the EM algorithm, we can draw a set of samples from f(zi,m|di,o; θ̂0) for
i = 1, . . . , n in order to to estimate Q(θ̂τ |θ̂0) for any τ .
The random effects penalty estimator is calculated under the assumption that the
regression coefficients β are distributed as random effects in a hierarchical model. The
parameter τ can be regarded as a parameter in the distribution of β, denoted by
f(β|τ , n). Then, τ can be estimated by maximizing the marginal likelihood with
respect to (α,Λ, τ ), which is given by
∫ n∏
i=1
∫
f(yi, δi, zi|xi;θ)f(β|τ , n) dzi,m dβ =
n∏
i=1
∫
f(di,o|θ)f(β|τ , n) dβ, (3.7)
where f(β|τ , n) is defined by
f(β|τ , n) =
p∏
j=1
exp{−nφτj(|βj|)}/[C(τj, n)],
and C(τj, n) is the normalizing constant of f(β|τj, n). The resulting estimate of τ , de-
noted by τ̂RE, from the maximization of (3.12), is the random effects penalty estimator.
Treating the regression coefficients as missing data, the EM algorithm can be used to
calculate τ̂RE.
We consider the SCAD and ALASSO penalty functions for estimating τRE. The
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ALASSO penalty is defined by
φτj(|βj|) = τj|βj| for j = 1, · · · , p.
Typical values chosen for τj are τj = τ0|β̂j|−γ, where β̂j is the unpenalized maximum
likelihood (ML) estimate estimate and γ > 0 is a pre-specified positive scalar. The
SCAD penalty (Fan and Li, 2001) is a nonconcave function defined by φτ (0) = 0 and
for |β| > 0,
φ′τ (|β|) = τ1(|β| ≤ τ) +
(aτ − |β|)+
a− 1 1(|β| > τ) ,
where t+ denotes the positive part of t and a = 3.7. Because the integral of the negative
exponential of the SCAD penalty is not finite, i.e.
∫∞
−∞ exp{−nφτ (|β|)}dβ =∞, we use
a truncated version of pτ (|β|). This density is defined in the appendix document. For
the ALASSO penalty, this truncation is not necessary since
∫∞
−∞ exp{−nφτ (|β|)}dβ <
∞. Since a closed form expression of τ̂RE is unavailable for both the ALASSO and
SCAD penalties, we use the Newton Raphson algorithm along with the ECM algorithm
to estimate τ̂RE.
Algorithms to estimate the ICQ penalty estimate, the random effects penalty esti-
mate, and the MPL estimate are given in the appendix document.
3.3 Theoretical results
In this section, we establish the asymptotic theory of the MPL estimator and the con-
sistency of the penalty estimation procedure based on ICQ. Suppose β =
(
βT(1),β
T
(2)
)T
,
where β(1) and β(2) are, respectively, p1×1 and p2×1 subvectors such that p = p1 +p2.
Let β∗ =
(
β∗T(1),β
∗T
(2)
)T
denote the true value of β. Without loss of generality, we
assume that β∗(2) = 0 and all of the components of β
∗
(1) are not equal to zero.
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Let S = {j1, · · · , jd} be a candidate model containing the j1-th, · · · , jd-th covariates.
Thus, SF = {1, . . . , p} and ST = {1, . . . , p1} denote the full and true covariate models,
respectively. If S misses at least one important covariate, that is S 6⊃ ST , then S
is referred to as an underfitted model; however, if S ⊃ ST and S 6= ST , then S
is an overfitted model. Suppose we only consider the selected covariates in S. The
unpenalized and penalized ML estimators of θ = (βT ,αT ,Λ)T , denoted by θ̂S and θ̂τ ,
respectively, are defined as
θ̂S = argmax
θ : βj 6=0,∀j∈S
`(θ) and θ̂τ = argmax
θ
{
`(θ)− n
p∑
j=1
φτj(|βj|)
}
,
and particularly θ̂SF = θ̂0. We obtain the following theorems whose assumptions and
proofs can be found in the appendix document.
Theorem 1. Under assumptions (C1)-(C7) in the appendix document, we have
(a) γ̂τ − γ∗ = Op(n−1/2) as n→∞,
where γ = (βT ,αT )T and γ∗ is the true value of γ;
(b) Sparsity: P (β̂(2)τ = 0)→ 1;
(c) Asymptotic normality:
√
n{(β̂T(1)τ , α̂Tτ )T − (β∗T(1),α∗T )T}
is asymptotically normal with mean and covariance matrix defined in the supple-
ment.
Theorem 1 states that by appropriately choosing the penalty τ , there exists a root-n
estimator of γ, γ̂τ , and that this estimator must possess the sparsity property, i.e.
β̂(2)τ = 0 in probability. Moreover, (β̂
T
(1)τ , α̂
T
τ )
T is asymptotically normal.
We investigate whether the ICQ(τ ) criterion can consistently select the correct
model. For each τ ∈ Rp+, β̂τ naturally defines a candidate model Sτ = {j : β̂τ,j 6= 0}.
Generally, Sτ can be either underfitted, overfitted, or true. Therefore, Rp+ can be
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partitioned into three mutually exclusive regions Rp+u = {τ ∈ Rp+ : Sτ 6⊃ ST},
Rp+t = {τ ∈ Rp+ : Sτ = ST}, and Rp+o = {τ ∈ Rp+ : Sτ ⊃ ST ,Sτ 6= ST}. Fur-
thermore, if we can choose a reference penalty parameter sequence {τn ∈ Rp+}∞n=1,
which satisfies the conditions of Theorem 1, then Sτn = ST in probability.
To select τ , we first calculate
dICQ(τ2, τ1) = ICQ(τ2)− ICQ(τ1) = −2Q(θ̂τ2|θ̂0) + cn(θ̂τ2) + 2Q(θ̂τ1|θ̂0)− cn(θ̂τ1)
for any two τ1 and τ2. We assume Sτ2 ⊃ Sτ1 and choose the model Sτ1 resulting from
using the penalty value τ1 if dICQ(τ2, τ1) ≥ 0, otherwise we choose the model Sτ2 .
Define δQ(τ1, τ2) = E{Q(θ∗Sτ1 |θ∗)} − E{Q(θ∗Sτ2 |θ∗)}, and δc(τ2, τ1) = cn(θ̂τ2) −
cn(θ̂τ1), where θ
∗
S is defined in the appendix.
Theorem 2. Under assumptions (C1)-(C7) in the appendix document, we have the
following results.
(a) If for all Sτ 6⊃ ST , lim inf
n
δQ(τ , 0)/n > 0 and δc(τ , 0) = op(n), then dICQ(τ , 0) >
0 in probability.
(b) If E{Q(θ∗Sτ1 |θ̂0)} − E{Q(θ∗Sτ2 |θ̂0)} = Op(n1/2) and Q(θ̂τt |θ̂0)− E{Q(θ∗Sτt |θ̂0)} =
Op(n
1/2) for t = 1, 2, then dICQ(τ2, τ1) > 0 in probability as n
−1/2δc(τ2, τ1)
converges to ∞ in probability.
(c) If Q(θ̂τ1|θ̂0)−Q(θ̂τ2|θ̂0) = Op(1), then dICQ(τ2, τ1) > 0 in probability as δc(τ2, τ1)
converges to ∞ in probability.
Theorem 2 has some important implications. Theorem 2(a) shows that ICQ(τ ) chooses
all significant covariates with probability 1. Because S0 ⊂ Rpt ∪ Rpo, the optimal
model selected by minimizing ICQ(τ ) will not select a τ with Sτ 6⊃ ST because
dICQ(τ , 0) > 0 in probability. Therefore, the ICQ(τ ) criterion selects all signifi-
cant covariates with probability tending to 1. Generally, the most commonly used
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cn(θ), such as 2dim(θ), dim(θ) log(n), and K log log(n) (K > 0), satisfy the condi-
tion δc(τ , 0) = op(n). The condition lim inf
n
n−1δQ(τ , 0) > 0 ensures that ICQ(τ )
chooses a model with large E{Q(θ∗S |θ∗)}. This condition is analogous to condition 2
in (Wang et al., 2007), which elucidates the effect of underfitted models. The term
n−1E {Q (θ∗|θ∗)} − n−1E {Q (θ∗S |θ∗)} can be written as
n−1`(θ∗)− n−1 `(θ∗S) + n−1E {H (θ∗|θ∗)} − n−1E {H (θ∗S |θ∗)} , (3.8)
where
H(θ1|θ2) =
n∑
i=1
∫
log{f(zi,m|di,o;θ1)}f(zi,m|di,o;θ2) dzi,m. (3.9)
By Jensen’s inequality, the third and fourth terms of (3.8) are greater than zero and the
first and second terms must be greater than zero for large n. Thus, lim infn n
−1δQ(τ , 0) ≥
0 in probability.
If τ1 and τ2 have the same average n
−1E{Q(θ∗Sτ |θ∗)}, that is, lim infn n−1δQ(τ2, τ1) =
0, then Theorem 2 (b) and (c) indicate that ICQ(τ ) picks out the smaller model Sτ1
when δc(τ2, τ1) increases to ∞ at a certain rate (e.g., log(n)). For example, for the
BIC-type criterion, δc(τ2, τ1) = {dim(θ̂Sτ2 ) − dim(θ̂Sτ1 )} log(n) ≥ log(n) since we as-
sume Sτ2 ⊃ Sτ1 . The AIC-type criterion, for which cn(θ) = 2× dim(θ), however, does
not satisfy this condition. Thus, similar to the AIC criterion with no missing data,
ICQ(τ ) with cn(θ) = 2× dim(θ) tends to overfit.
3.4 Numerical studies
3.4.1 Example 1: Simulation study
We demonstrate the performance of the MPL estimate using our proposed penalty
estimators via simulations and compare them to the unpenalized ML estimator. Our
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objectives for these simulations were: i) to compare the performance of the random
effects and the ICQ penalty estimators; ii) to compare the performance of the SCAD
and ALASSO penalty functions; and iii) to determine how the comparisons in i) and
ii) differ in the complete data and missing covariate settings.
We simulated data sets consisting of n = 100, 300, and 500 observations from the
hazard model λ(t|u) = λ0(t) exp(uTβ∗), where λ0(t) = 1, β∗ = (.8, 1, 0, 0, 0, 0, 0.6, 0)T ,
and the components of u = (u1, . . . , u8) are standard normal and the correlation be-
tween ui and uj is ρ
|i−j| with ρ = .5. The censoring times, Ti, were selected to have
an exponential distribution with mean v exp(.6u7), where v is uniformly distributed
over [4, 6]. Under these conditions, each simulated data set has about 30% of its sur-
vival times right censored. For the data sets with missing data, the missing covariates
zi = (ui1, ui2)
T were taken to be MAR and xi = (ui3, ui4, ui5, ui6, ui7, ui8)
T were com-
pletely observed. The covariate distribution for the missing covariates is zi ∼ N2(µi,Σ)
for i = 1, . . . , n, the zi’s are independent where µi = (µ1i, µ2i), µsi = αs0 +
∑8
j=3 αsjuis,
for s = 1, 2 and Σ is an unstructured 2 × 2 covariance matrix. The missing data
mechanism was given by f(ri1, ri2|xi, ξ) = f(ri1|ri2,xi, ξ1)f(ri2|xi, ξ2) where
f(ri1 = 1|xi, ξ1) = exp(ϕi1)
1 + exp(ϕi1)
, ϕi1 = ξ10 +
5∑
j=1
ξ1jxij + ξ16yi, and
f(ri2 = 1|ri1,xi, ξ2) = exp(ϕi2)
1 + exp(ϕi2)
, ϕi2 = ξ20 +
5∑
j=1
ξ2jxij + ξ26yi + ξ27ri1.
The values ξ1 and ξ2 were selected to achieve 25% missingness.
For each simulated data set, the unpenalized ML and the MPL estimates using
the SCAD and ALASSO penalties were computed using the random effects and ICQ
estimators. For the ICQ estimates, the BIC-type criterion, cn(θ) = dim(θ) log n, was
used. For the simulated data sets with no missing data, the ICQ criterion is equivalent to
BIC. To compute the penalty estimates and MPL estimate, 1,000 Monte Carlo iterations
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were used within each iteration of EM. Initially, simulations with Monte Carlo samples
of 5,000 and 10,000 iterations were computed but the resulting estimates did not differ
with those using 1,000 Monte Carlo iterations, and therefore, samples of 1,000 iterations
were used to lessen the computational demand of the MPL procedure. Different starting
values were selected to ensure that the algorithm converges to the global maximum.
For the ALASSO penalty, we set τj = τ0|β̂j0|−1, where β̂j0 is the unpenalized ML
estimate, while for the SCAD penalty we let τj = τ0, for all j, where in both cases
τ0 was selected using the random effects and ICQ penalty selection methods. For each
estimate, β̂τ , the mean squared error (β̂τ − β)E(uuT )(β̂τ − β) was computed. The
ratio of the model error of an MPL estimate to that of the unpenalized ML estimate
was calculated. The median of these ratios over the 100 simulations is reported in the
column MRME. Also, the average mean square error (MME) across all simulations
was computed. Additionally, the average number of coefficients correctly estimated to
be zero and incorrectly estimated to be zero are reported in the columns ‘Correct’ and
‘Incorrect’, respectively. All of these statistics were also calculated for the true model,
which is denoted as ‘True’.
The results of the simulations are presented in Table 3.1. The SCAD and ALASSO
penalty estimators using the the random effects and ICQ penalty selection methods
are denoted as SCAD-RE, SCAD-ICQ, ALASSO-RE, and ALASSO-ICQ, respectively.
The results indicate that when the sample size is small (n = 100), the SCAD-RE and
ALASSO-ICQ have the smallest model error. When the sample size is relatively large
(n = 300 and n = 500), the ALASSO-ICQ estimator has the smallest model error.
For all the estimators, as the sample size gets larger, the model error gets smaller but
it decreases at a slower rate than that of the unpenalized ML estimate. Some of the
estimators had smaller error than that of the true model. A possible explanation for
this is that since the number of parameters increases as the sample size gets larger,
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Table 3.1: Simulation results for Cox regression model
No miss (MAR)
# of 0 coefficients
Model Method MRME MME Correct Incorrect
n = 100 MLE - .179 (.240) - -
SCAD-RE .373 (.513) .055 (.113) 4.73 (4.78) 0.04 (0.07)
SCAD-ICQ .441 (.581) .060 (.127) 4.80 (4.72) 0.05 (0.04)
ALASSO-RE .447 (.570) .076 (.147) 3.66 (3.69) 0.01 (0.02)
ALASSO-ICQ .464 (.628) .069 (.145) 4.66 (4.60) 0.03 (0.04)
True .334 (.420) .043 (.098) 5.00 (5.00) 0.00 (0.00)
n = 300 MLE - .060 (.068) - -
SCAD-RE .574 (.510) .031 (.029) 4.77 (4.92) 0.00 (0.00)
SCAD-ICQ .602 (.515) .034 (.031) 4.91 (4.94) 0.00 (0.00)
ALASSO-RE .615 (.684) .036 (.046) 3.60 (3.53) 0.00 (0.00)
ALASSO-ICQ .573 (.693) .031 (.039) 4.79 (4.80) 0.00 (0.00)
True .574 (.531) .031 (.030) 5.00 (5.00) 0.00 (0.00)
n = 500 MLE - .039 (.040) - -
SCAD-RE .577 (.563) .022 (.023) 4.82 (4.90) 0.00 (0.00)
SCAD-ICQ .581 (.571) .022 (.023) 4.95 (4.00) 0.00 (0.00)
ALASSO-RE .631 (.758) .026 (.034) 3.75 (3.64) 0.00 (0.00)
ALASSO-ICQ .525 (.815) .018 (.031) 4.94 (4.77) 0.00 (0.00)
True .574 (.575) .021 (.024) 5.00 (5.00) 0.00 (0.00)
the difference in the number of parameters between any model and the true model
is relatively small in value. Comparatively, the ALASSO estimators tended to have
larger overfit compared to the SCAD estimators. The ICQ estimators had larger overfit
compared to the random effects penalty estimators for the SCAD penalty but not for
the ALASSO penalty. In particular, the ALASSO-RE estimator showed significant
overfit.
3.4.2 Example 2: Veterans administration lung cancer data
We applied the proposed methodology to the well known Veterans Administration (VA)
lung cancer data set of Kalbfleisch and Prentice (2002). Although these data have
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no missing covariates, we analyzed these data to compare complete data results with
scenarios based on hypothetical missing data. The result of this analysis is available in
the appendix document.
3.4.3 Example 3: Small lung cancer data
We revisit the lung cancer data discussed in Section 1. As mentioned in Section 1, the
covariates xi1 = treatment (2 arms: A and B, coded as 1 and 0), xi2 = gender (female
and male, coded as 0 and 1), and xi3 = age in years were fully observed for all patients,
and zi1 = highest grade toxicity (recorded by cycle) (2 levels: 0 versus > 0, coded
as 0 and 1), and zi2 = quality of life (QOL) score were missing. The missing data
fraction for toxicity and QOL individually were 28.2% and 35.2% respectively, with
52.7% of the data containing missing information on at least one of these covariates.
We assume that zi1 and zi2 are MAR and consider the two covariate distributions used
in Chen, Ibrahim and Shao (2009). The first distribution, called model 1, is specified
by assuming [zi1, zi2|xi] = [zi1|zi2,xi] [zi2|xi], [zi1|zi2,xi] ∼ Bernoulli
(
1, exp(ηi)
1+exp(ηi)
)
, and
[zi2|xi] ∼ N(µi, σ2) for i = 1, . . . , n, where ηi = η0 +
∑3
j=1 ηjxij + η4zi2, and µi =
µ0 +
∑3
j=1 µsxij. For the second covariate distribution, called model 2, we assume
[zi1, zi1|xi] = [zi2|zi1,xi][zi1|xi], in which we specify a normal linear regression model
for [zi2|zi1,xi] and a logistic regression model for [zi1|xi].
The results of the analyses are presented in Table 3.2. For both models 1 and 2,
the ALASSO-RE estimator identifies treatment and toxicity as significant predictors of
survival of SCLC. The results of these estimators are consistent with the results of the
unpenalized ML analysis where toxicity and treatment are the only covariates which
are strongly significant (p value ≤ .01). The SCAD and ALASSO-ICQ estimators did
not identify any covariates as significant predictors.
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Table 3.2: Maximum penalized likelihood estimates of small lung cancer data
Model 1a (Model 2b)
SCAD ALASSO
Variable RE ICQ RE ICQ MLE
c
Treatment 0.000 ( 0.000) 0.000 ( 0.000) 0.357 ( 0.316) 0.000 ( 0.000) 0.472**( 0.472**)
Gender 0.000 ( 0.000)0.000 ( 0.000) 0.000 ( 0.000) 0.000 ( 0.000) 0.188 ( 0.186 )
Age 0.000 ( 0.000) 0.000 ( 0.000) 0.000 ( 0.000) 0.000 ( 0.000) -0.026 (-0.025 )
Toxicity 0.000 ( 0.000) 0.000 ( 0.000) 0.438 ( 0.244) 0.000 ( 0.000) 1.025**( 1.027**)
QOL 0.000 ( 0.000) 0.000 ( 0.000) 0.000 ( 0.000) 0.000 ( 0.000) -0.050 (-0.055 )
a is estimate from model 1
b is estimate from model 2
c * indicates p value < .05, ** indicates p value < .01
3.5 Discussion
We have proposed a general method to simultaneously perform model selection and
estimation in the Cox regression model with MAR covariates. Under some regularity
conditions and appropriate rates of the penalty parameter, we have shown that the MPL
estimate possesses sparsity and asymptotic normality properties. We have developed
two methods to select the penalty parameter, the ICQ penalty estimator and the random
effects penalty estimator. Under an appropriate choice of cn(·), we have shown that
the ICQ penalty estimate can choose all significant predictors with probability 1.
Simulation results have shown that the SCAD penalty function with the random
effects penalty estimator performs well when the noise level is low, whereas it performs
poorly when the noise level is high. Overall, the SCAD penalty performs better when
it is used with the random effects penalty estimator whereas the ALASSO performed
better when it is used with the ICQ criterion. The ALASSO penalty shows signifi-
cant overfit in the small sample simulations and this overfit is also present in the real
data analyses. In the presence of missing data, there seems to be significant underfit
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compared to the analysis with no missing data. The differences in the results between
the penalty functions and penalty selection methods indicate that sensitivity analy-
ses should be performed between the ICQ and random effects penalty estimates and
between the SCAD and ALASSO penalty functions.
A disadvantage of penalized likelihood methods is that they do not provide a mea-
sure of model uncertainty, i.e. the probability of selecting each model in the model
space. Other methods, such as Bayesian model averaging (Hoeting, Madigan, Raftery
and Volinsky, 1999), or other Bayesian methods in general, provide estimates of pos-
terior model probabilities. However, implementation of fully Bayesian methods can be
difficult in many cases, since it requires specifying priors for the parameters in the co-
variate distribution of all the models in the model space as well as calculating marginal
likelihoods and enumerating all of the models in the model space. Alternatively, unlike
MPL methods, Bayesian methods do not give an estimate of the parameters of the
‘best’ model. An MPL estimate, however, is equal to the posterior mode of a fully
Bayesian analysis with the prior f(β,α,Λ) ∝ ∏pj=1 exp{−n∑pj=1 φτj(|βj|)}. There-
fore, the algorithm proposed in Section 2.2 to maximize the penalized likelihood can
be easily modified to obtain the posterior mode in a fully Bayesian analysis.
The method proposed in this paper only considers the p < n setting, therefore
generalizations of our method to the p > n and p >> n settings needs to be studied.
Although we have only applied our method to data sets with dozens of covariates,
we believe that it can be applied to data sets with hundreds of covariates with any
type of missingness since our method is very similar to the algorithm used in Ibrahim,
Lipsitz, and Chen (1999). As p and n get large, however, certain computational issues
can arise which make the implementation of our method difficult. For instance, it
is important make sure that the EM algorithm converges to the global maximum of
the penalized likelihood function. This can be ensured by starting the algorithm from
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multiple starting values. When p and n are large, it is easier to use the ALASSO
penalty function along with the random effects penalty estimate because a closed form
expression for the conditional maximizer of the penalty parameter is available. This
allows easy implementation of the ECM algorithm to estimate the penalty parameter.
Many other aspects of this work warrant further research and investigation. As
it stands, calculating the penalty estimate is computationally demanding. The ran-
dom effects penalty estimate is easier to compute than the ICQ penalty estimate. The
theoretical properties of the random effects penalty estimate, however, need to be
investigated, whereas the theoretical properties of the ICQ penalty estimate are estab-
lished. Alternative methods which select the penalty parameter based on optimizing
some easy-to-compute criterion such as DIC (Celeux et al., 2006) or a modification of
ICQ can be investigated. For example, one could select the penalty parameter which
minimizes −2Q(θ˜τ |θ̂0) + cn(θ˜τ ), where θ˜τ = argsup
θ
{Q(θ|θ̂0)− n
∑p
j=1 φτj(|βj|)}. This
method is less computationally intensive because θ˜τ does not require as many iterations
to compute compared to the ICQ penalty estimate. We will formally study these issues
in future work.
3.6 Appendix
Second order Taylor’s series approximation of PQ1(β|θ(s))
In order to maximize PQ1,τ (β|θ(s)), following Fan and Li (2001), a second order Taylor’s
series approximation of PQ1(β|θ(s)) was used. The approximation of PQ1(β|θ(s)),
centered at the value β(s) is:
PQ1(β|θ(s)) ≈
1
2
(yˆ(s) − β)TΣ(s)(yˆ(s) − β), (3.10)
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where terms independent of β have been excluded and
ω
(s)
i =
∑
u∈R(yi)
1
L
L∑
l=1
exp
{
(z(s,l)Tu ,x
T
u )β
(s)
}
,
Γ
(s)
i =
1
ω
(s)
i
∑
u∈R(yi)
1
L
L∑
l=1
exp
{
(z(s,l)Tu ,x
T
u )β
(s)
}
(z(s,l)Tu ,x
T
u )
T ,
Σ(s) =
n∑
i=1
δi
ω
(s)
i
∑
u∈R(yi)
1
L
L∑
l=1
exp
{
(z(s,l)Tu ,x
T
u )β
(s)
}
(z(s,l)Tu ,x
T
u )
T (z(s,l)Tu ,x
T
u )
−
n∑
i=1
δiΓ
(s)
i Γ
(s)T
i ,
and yˆ(s) = β(s) − (Σ(s))−1{ n∑
i=1
1
L
L∑
k=1
δi(z
(s,l)T
u ,x
T
u )−
n∑
i=1
δiΓ
(s)
i
}
.
Expression of f(β|τ, n) for random effects penalty estimation of
the SCAD penalty function
The SCAD penalty (Fan and Li, 2001) is a nonconcave function defined by φτ (0) = 0
and for |β| > 0,
φ′τ (|β|) = τ1(|β| ≤ τ) +
(aτ − |β|)+
a− 1 1(|β| > τ) , (3.11)
where t+ denotes the positive part of t and a = 3.7. Because the integral of the negative
exponential of the SCAD penalty is infinite, i.e.
∫∞
−∞ exp(−nφτ (|β|))dβ = ∞, we use
a truncated version of φτ (|β|) to define the density f(β|τ, n). For the SCAD, we have
f(β|τ, n)C(τ, n) =

exp(−nτ |β|), |β| < τ,
exp[n{(|β|2 − 2aτ |β|+ τ 2)}/{2(a− 1)}], τ ≤ |β| ≤ aτ,
exp{−n(a+ 1)τ 2/2}, aτ ≤ |β| ≤ |β¯|,
0 |β| > |β¯|,
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where β¯ is an arbitrarily large value and C(τ, n) is given by
C(τ, n) = 2{1− exp(−nτ 2)}/(nτ) + 2(β¯ − aτ) exp{−n(a+ 1)τ 2/2}
+2
∫ aτ
τ
exp{n(β2 − 2aτβ + τ 2)/(2(a− 1)} dβ.
Algorithms to estimate penalty parameter and perform MPL
estimation
Algorithm to compute MPL estimate
For a given penalty parameter τ and penalty function φτj(·), the MPL estimate θˆτ is
computed as follows:
Step 1. Choose an initial value of θ, denote it by θ(0), and let s = 0.
Step 2. For i = 1, . . . , n, take a MCMC sample of size L, (z
(s,1)
i , . . . , z
(s,L)
i ), from the
density f(zi,m|di,o;θ(s)).
Step 3. Using the approximation in (3.10), maximize PQ1,τ = PQ1(β|θ(s))−n
∑p
j=1 φτj(|βj|)
using the LLA algorithm and denote this value by β(s+1).
Step 4. Using a standard optimization algorithm, such as the Newton-Raphson algo-
rithm, (Little and Schluchter, 1985; Schluchter and Jackson, 1989; Ibrahim, 1990;
Ibrahim and Lipsitz, 1996) computeα(s+1) = argmax
α
{∑n
i=1 L
−1∑L
l=1 log f(z
(s,l)
i |xi;α)
}
.
Step 5. Compute Λ(s+1)(yi) =
∑n
u=1 λ(yu)
(s+1)1{yu ≤ yi, δu = 1}
where λ(s+1)(yi) = δi
[∑
u∈R(xi)
1
L
∑L
l=1 exp
{
(z
(s,l)T
u ,xTu )β
(s+1)
}]−1
.
Step 6. Return to step 2 until the difference between θ(s+1) and θ(s) is small. The
converged value of θ is the MPL estimate θˆτ .
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Algorithm to compute ICQ penalty estimate
For a given penalty function φτj(·) and ICQ criterion function cn(·), the ICQ penalty
estimate is computed as follows:
Step 1. Compute θˆ0. For i = 1, . . . , n take a MCMC sample of size L, (z
(1)
i , . . . , z
(L)
i ),
from the density f(zi,m|di,o; θˆ0). Using this sample, the ICQ criterion, ICQ(τ ) =
−2Q(θ̂τ |θ̂0) + cn(θ̂τ ), can be approximated for any value of τ .
Step 2. Minimize the criterion ICQ(τ ) with respect to τ . The minimizing value of τ
is the ICQ penalty estimate.
Algorithm to compute random effects penalty estimate
For a given penalty function φτj(·), the random effects penalty estimate is computed
as follows:
Step 1. Choose an initial value of (α,Λ, τ ), denote it by (α(0),Λ(0), τ (0)), and let
s = 0.
Step 2. Take a MCMC sample of size L, (z
(s,1)
1 , . . . , z
(s,n)
1 ,β
(s,1), . . . , z
(s,L)
1 , . . . , z
(s,L)
n ,β(s,L)),
from the density
∫ n∏
i=1
∫
f(yi, δi, zi|xi;θ)f(β|τ , n) dzi,m dβ =
n∏
i=1
∫
f(di,o|θ)f(β|τ , n) dβ,
(3.12)
where f(β|τ , n) is defined by
f(β|τ , n) =
p∏
j=1
exp{−nφτj(|βj|)}/{C(τj, n)},
in which C(τj, n) is the normalizing constant of f(β|τj, n).
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Step 3. Using a standard optimization algorithm,
compute τ (s+1) = argmax
τ
{∑n
i=1 L
−1∑L
l=1 log f(β
(s,l)|τ , n)
}
.
Step 4. Using a standard optimization algorithm,
compute α(s+1) = argmax
α
{∑n
i=1 L
−1∑L
l=1 log f(z
(s,l)
i |xi;α)
}
.
Step 5. Compute Λ(s+1)(yi) =
∑n
u=1 λ(yu)
(s+1)1{yu ≤ yi, δu = 1}
where λ(s+1)(yi) = δi
[∑
u∈R(xi)
1
L
∑L
l=1 exp
{
(z
(s,l)T
u ,xTu )β
(s,l)
}]−1
.
Step 6. Return to step 2 until the difference between (α(s+1),Λ(s+1), τ (s+1)) and
(α(s),Λ(s), τ (s)) is small. The converged value of τ is the random effects penalty
estimator.
Assumptions and Proofs of Theorems 1-2
In this section, we establish the asymptotic theory of MPL estimators and the consis-
tency of the penalty selection estimation procedure based on ICQ. In order to establish
these results, we assume the following conditions:
(C1) Let ymax be a finite time point at which any individual still under study is cen-
sored. Assume P (yi ≥ ymax) > 0 and Λ(ymax) <∞.
(C2) Let f(z|x;α) be continuous with respect to α and have second order derivatives
with respect to α. Suppose that f(z|x;α) is identifiable; that is f(z|x;α1) =
f(z|x;α2) a.e. implies α1 = α2. Also suppose z is bounded.
(C3) We assume that the partially observed covariates can be observed for all possible
covariate values. That is, if we let r be a q × 1 vector with jth component
equal to 1 if the jth component of z is missing and 0 otherwise, then P (r =
(1, . . . , 1)T |y, δ, z,x) > 0, for almost all z and almost all y ∈ [t1, t2] such that
Λ(t1) 6= Λ(t2).
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(C4) The parameters α and β are interior points of known compact sets A ⊂ <q
and B ∈ <p. The function Λ(t) = ∫ t
0
λ(s)ds belongs to the set L of absolutely
continuous, and nondecreasing functions such that Λ(0) = 0. Moreover, λ(s) ≥ 0
is first order continuously differentiable. Denote the true value of θ by θ∗ =
(β∗,α∗,Λ∗) which lies in the interior of the parameter space Θ = B×A× L.
(C5) It is assumed that the survival times T and censoring times c are independent
given (z,x), the censoring distribution does not depend on the unobserved co-
variate value z, and the distribution of the censoring times is not a function of θ,
i.e, f(T, c|z,x;θ) = f(T |z,x;θ)f(c|x).
(C6) Define an = maxj
{
φ′τjn(|β∗j |) : β∗j 6= 0
}
and bn = maxj
{
φ′′τjn(|β∗j |) : β∗j 6= 0
}
.
1. maxj{τjn : β∗j 6= 0} = op(1).
2. an = Op(n
−1/2).
3. bn = op(1).
(C7) Define dn = minj{τjn : β∗j = 0}.
1. For all j such that β∗j = 0, limn→∞ τ
−1
jn , and lim infβ→0+ φ
′
τjn
(β) > 0 in probability.
2. n1/2dn
p→∞.
(C8) Let θ¯S = arg sup
θ : βj 6=0,j∈S
Q(θ|θ∗). Assume that θ¯S p→ θ∗S where θ∗S = arg sup
θ : βj 6=0,j∈S
E{Q(θ|θ∗)}
and the expectation in E{Q(θ|θ∗)} is taken with respect to the true density of
the observed random variables.
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Proof of Theorem 1a.
Conditions (C1) - (C5) establish identifiability of the observed data log likelihood,
existence and consistency of θˆ0, and asymptotic normality of βˆ0. Let PL(γ) to be a
profiled version of `(θ), in which Λ has been profiled out. That is PL(γ) = sup
Λ∈L¯
`(θ),
where L¯ is the set of all nonegative increasing stepwise continuous functions such that
Λ(0) = 0. Following Chen and Little (1999) and Murphy and van der Vaart (2000), it
can be shown that for any random sequence γn
p→ γ∗,
log PL(γn) = log PL(γ
∗) + (γn − γ∗)T
n∑
i=1
l˜(γ∗; di,o)
−1
2
n(γn − γ∗)T I˜(γ∗)(γn − γ∗) + op(
√
n||γn − γ∗||+ 1)2,
(3.13)
n−1/2∂γPL(γn) =
1√
n
n∑
i=1
l˜(γ∗; di,o) + op(1), (3.14)
and
√
n(γˆn − γ∗) = 1√
n
n∑
i=1
I˜(γ∗)−1l˜(γ∗; di,o) + op(1), (3.15)
where l˜(γ∗; di,o) is the efficient score function of γ, I˜(γ∗) is the efficient Fisher In-
formation matrix and γˆn is the maximizer of PL(γ). To show γˆτ is a
√
n-consistent
maximizer of γ∗, it is enough to show that ∀u ∈ B×A,
P
[
sup
||u||=C
{
PL(γ∗ + n−1/2u)− n
p∑
j=1
φτjn(|β∗j + n−1/2uj|)
}
< PL(γ∗)− n
p∑
j=1
φτjn(|β∗j |)
]
≥ 1− 
for large C, since this implies there exists a local maximizer in the ball {γ∗+n−1/2u; ||u|| ≤
C}, and thus ||γˆτ − γ∗|| = Op(n−1/2).
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Using this approach, we have
PL(γ∗ + n−1/2u)− n
p∑
j=1
φτjn(|β∗j + n−1/2uj|)− PL(γ∗) + n
p∑
j=1
φτjn(|β∗j |)
≤ PL(γ∗ + n−1/2u)− n
p1∑
j=1
φτjn(|β∗j + n−1/2uj|)− PL(γ∗) + n
p1∑
j=1
φτjn(|β∗j |)
= n−1/2uT
n∑
i=1
l˜(γ∗; di,o)− 1
2
uT I˜(γ∗)u− n1/2
p1∑
j=1
{
φ′τjn(|β∗j |)sgn(β∗j )uj
}
−1
2
p1∑
j=1
{
φ′′τjn(|β∗j |)u2j
}
+ op(||u||+ 1)2 + n−1O(||u||2)
≤ n−1/2uT
n∑
i=1
l˜(γ∗; di,o)− 1
2
uT I˜(γ∗)u +
√
p1n
1/2an||u1||+ 1
2
bn||u1||2 + op(1)
= n−1/2uT
n∑
i=1
l˜(γ∗; di,o)− 1
2
uT I˜(γ∗)u +Op(1)||u1||+ op(1), (3.16)
where u = (uT1 ,u
T
2 )
T and u1 is a p1 × 1 vector. The first inequality follows because
φτjn(0) = 0 and φτjn(·) ≥ 0. The second inequality follows from using the expansion in
(3.13) and a second order Taylor’s expansion of the penalty function. The third inequal-
ity follows from condition (C6) and
∑p1
i=1 |ui| ≤
√
p1||u1||. Since the first term in (3.16)
is Op(1) and u
T I˜(γ∗)u is bounded below by ||u||2 × (the smallest eigenvalue of I˜(γ∗)),
the second term in (3.16) dominates the rest and (3.16) can be made negative for large
enough C.
Proof of Theorem 1b.
Now suppose the conditions of Theorem 1(a) hold. Then there exists a maximizer,
γˆτ , of PL(γ) − n
∑p
j=1 φτjn(|βj|) which is a
√
n-consistent estimator of γ∗ such that
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||γˆτ − γ∗|| = Op(n−1/2), and ||βˆ(2)τ || ≤ Cn−1/2. Using the expansion in (3.14), we have
0 = n−1/2
[
∂γPL(γ)− n ∂γ
{
p∑
j=1
φτjn(|βj|)
}]∣∣∣∣∣
γ=γˆτ
= n−1/2
n∑
i=1
l˜(γ∗; di,o)− n1/2 ∂γ
{
p∑
j=1
φτjn(|βj|)
}∣∣∣∣∣
γ=γˆτ
+ op(1)
= Op(1)− n1/2 ∂γ
{
p∑
j=1
φτjn(|βjτ |)
}∣∣∣∣∣
γ=γˆτ
(3.17)
where (3.17) follows because n−1/2
∑n
i=1 l˜(γ
∗; di,o) = Op(1). For j = p1+1, . . . p, the gra-
dient with respect to βj of the second term of (3.17), is −sgn(βˆj)n1/2τjn{τ−1jn φ′τjn(|βˆj|)}.
Since ||βˆ(2)τ || = Op(n−1/2), τ−1jn φ′τjn(|βˆj|) is greater than zero for large n by condition
(C7)-(1). Therefore, the second term in (3.17) is dominated by −sgn(βˆj)n1/2dn. Since
n1/2dn
p→∞ by condition (C7), it must be the case that βˆjτ = 0, for j = p1 + 1, . . . , p,
otherwise (3.17) could be made large in absolute value and could not possibly be equal
to zero.
Proof of Theorem 1c.
Given conditions (C1) - (C7), Theorems 1(a) and 1(b) apply. Thus, there exists a
γˆτ =
(
βˆT(1)τ ,0
T , αˆTτ
)T
, which is a
√
n local maximizer of PL(γ) − n∑pj=1 φτjn(|βj|).
Let ϕˆτ = (βˆ
T
(1)τ , αˆ
T
τ )
T , ϕ∗ = (β∗T(1),α
∗T )T , l˜(ϕ∗; di,o) = l˜((β∗(1),0,α
∗); di,o), and C(ϕ∗)
be the resulting matrix from removing the p1 +1 to p rows and columns from the matrix
I˜((β∗(1),0,α
∗)). Also let
h1(β(1)) = (φ
′
τ1
(|β1|)sgn(|β1|), . . . , φ′τp1 (|βp1|)sgn(|βp1|))
T ,
G1(β(1)) = diag(φ
′′
τ1
(|β1|), . . . , φ′′τp1 (|βp1|)),
h(ϕ∗) =
 h1(β∗(1))
0
 , G(ϕ∗) =
 G1(β∗(1)) 0
0 0
 , and
Σ(ϕ∗) = {C(ϕ∗) + G(ϕ∗)}−1 C(ϕ∗) {C(ϕ∗) + G(ϕ∗)}−1 .
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The efficient score function for ϕ of PL((β(1),0,α))− n
∑p1
j=1 φτjn(|βj|) is l˜(ϕ∗; di,o)−
h(ϕ∗) and the efficient Fisher information matrix is C(ϕ∗)−G(ϕ∗). Using (3.15), we
have
√
n{C(ϕ)−G(ϕ)}(ϕˆτ −ϕ∗) = n−1/2
{
n∑
i=1
l˜(ϕ∗; di,o)− nh(ϕ∗)
}
+ op(1),
which can be reexpressed as
√
n{C(ϕ)−G(ϕ)}[ϕˆτ −ϕ∗ + {C(ϕ)−G(ϕ)}−1h(ϕ∗)] = n−1/2
n∑
i=1
l˜(γ∗; di,o) + op(1).
Since n−1/2
∑n
i=1 l˜(ϕ
∗; di,o)
D−→ N(0,C(ϕ∗)) and h(ϕ∗) p−→ 0 by condition (C6), then
√
n(ϕˆτ −ϕ∗) D−→ N(0,Σ(ϕ∗)).
For certain penalty parameters, condition (C6)-(1) implies (C6)-(2) and (C6)-(3)
because an and bn are functions of τjn. For example, for the SCAD penalty with
τjn = τn, if τn = op(1) and n
1/2τn
p→ ∞, then an = 0 for n >> 1 and conditions (C6)
and (C7) are satisfied. For the ALASSO penalty, with τjn = τn|βˆj|−1 where βˆj is the
unpenalized ML estimator, τn = Op(n
−1/2) implies conditions (C6) and (C7). This
follows because for j = 1, . . . , p1, τn/|βˆj| = Op(n−1/2) is equivalent to τn = Op(n−1/2)
and for j = p1 + 1, . . . , p, n
1/2τn/|βˆj| = Op(1)/|βˆj| → ∞ since |βˆj| p→ 0.
Proof of Theorem 2.
To prove Theorem 2, we use the law of large numbers from van der Vaart and Wellner
(1996) to show that for all θ and θ1n
p→ θ1,
1
n
Q(θ|θˆ0)− 1
n
Q(θ|θ∗) = op(1),
1
n
Q(θ1n|θ∗)− 1
n
E{Q(θ1|θ∗)} = op(1). (3.18)
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Sufficient conditions for ensuring (3.18) are
sup
θ∈Θ,||θ˜−θ∗||≤δ
∣∣∣∣ 1nQ(θ|θ˜)− 1nE{Q(θ|θ˜)}
∣∣∣∣ = op(1) (3.19)
and
sup
θ∈Θ,||θ˜−θ′||≤δ
∣∣∣∣ 1nE{Q(θ|θ˜)} − 1nE{Q(θ|θ˜′)}
∣∣∣∣ = o(1). (3.20)
Conditions (C2) and (C4) are sufficient for establishing (3.19) and (3.20). For instance,
to prove (3.19), we note that both Λ(·) and λ(·) belong to different functional spaces
with bounded bracketing numbers and f(z|x;α) is a smooth function. Let θ˜Sτ =
argsup
θ: βj=0,j∈Sτ
Q(θ|θ̂0). Since θ̂0 p→ θ∗ and θ¯Sτ p→ θ∗Sτ by conditions (C1)-(C5) and (C8),
we have
1
n
dICQ(τ , 0) =
1
n
{ICQ(τ )− ICQ(0)}
=
1
n
{
2Q
(
θ̂0|θ̂0
)
− 2Q
(
θ̂τ |θ̂0
)
+ cn(θ̂τ )− cn(θ̂0)
}
≥ 2
n
{
Q
(
θ̂0|θ̂0
)
−Q
(
θ˜Sτ |θ̂0
)}
+ op(1)
=
2
n
{
Q
(
θ̂0|θ̂0
)
−Q
(
θ˜Sτ |θ∗
)}
+ op(1)
≥ 2
n
{
Q
(
θ̂0|θ̂0
)
−Q (θ¯Sτ |θ∗)}+ op(1)
=
2
n
E {Q (θ∗|θ∗)} − E {Q (θ∗Sτ |θ∗)}+ op(1)
≥ 2
n
min
S6⊃ST
[E {Q (θ∗|θ∗)} − E {Q (θ∗S |θ∗)}] + op(1),
where the second and fourth inequalities follow because Q
(
θ̂τ |θ̂0
)
≤ Q
(
θ˜Sτ |θ̂0
)
and
Q
(
θ˜Sτ |θ∗
)
≤ Q (θ¯Sτ |θ∗) for all τ and the third and fifth equalities follow from (3.18).
Therefore, we have
Pr
(
inf
τ∈Rpu
ICQ(τ ) > ICQ(0)
)
→ 1,
which yields Theorem 2(a).
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For Theorem 2(b), we have
n−1/2δQ(τ2, τ1) = n−1/2 {ICQ(τ2)− ICQ(τ1)]
= 2n−1/2
{
Q(θ̂τ1|θ̂0)− 2Q(θ̂τ2|θ̂0)
}
+ n−1/2{c(θ̂τ2)− c(θ̂τ1)}
= 2n−1/2
[
Q(θ̂τ1 |θ̂0)− E{Q(θ∗Sτ1 |θ̂0)}
]
− 2n−1/2
[
Q(θ̂τ2|θ̂0)− E{Q(θ∗Sτ2 |θ̂0)}
]
+2n−1/2
[
E{Q(θ∗Sτ1 |θ̂0)} − E{Q(θ
∗
Sτ2 |θ̂0)}
]
+ n−1/2δc(τ2, τ1)
= Op(1) + n
−1/2δc21
p→∞.
Thus ICQ(τ2) > ICQ(τ1) in probability, which yields Theorem 2(b). The proof of
Theorem 2(c) is similar to that of Theorem 2b.
VA Administration Lung Cancer Data.
We applied the proposed methodology to the well known Veterans Administration
(VA) lung cancer data set of Kalbfleisch and Prentice (2002). Although these data
have no missing covariates, we analyzed these data to compare complete data results
with scenarios based on hypothetical missing data. The VA data set includes n = 137
cancer patients and 5 predictors of interest: age (years), treatment (yes and no coded
as 1 and 0), prior therapy (yes and no coded as 1 and 0), cell type (squamous, small,
adeno, and large) and Karnofsky score, which is a measure of general performance.
The response variable is survival time since diagnosis, which may be right censored.
The goal of the analysis is to identify the most important predictors of lung cancer. In
addition, age and Karnofsky score were standardized to reduce collinearity, and for the
predictor cell type, squamous was selected as the reference category.
Since these data contain no missing covariates, we hypothetically assigned Karnof-
sky score and prior therapy to be MAR. The covariate distribution used for the missing
67
covariates is given by
[zi1|zi2,xi] ∼ Bernoulli
(
1,
exp(ηi)
1 + exp(ηi)
)
,
[zi2|xi] ∼ N(µi, σ2),
for i = 1, . . . , n, where zi = (zi1, zi2)
T = (prior therapyi,Karnofski scorei), xi =
(xi1, . . . ,xi5) = (agei, smalli, adenoi, largei, treatmenti)
T , ηi = η0 +
∑5
j=1 ηjxij + η6zi2,
and µi = µ0 +
∑5
j=1 µsxij. To assign hypothetical missing values, we used the following
missing data mechanism:
f(ri1, ri2|xi, yi; ξ1, ξ2) = f(ri1|ri2,xi, yi; ξ1)f(ri2|xi, yi; ξ2),
where
f(ri1 = 1|ri2,xi, yi; ξ1) = exp(ξi1)
1 + exp(ξi1)
, ξi1 = ξ10 +
5∑
j=1
ξ1jxij + ξ16yi + ξ17ri2,
f(ri2 = 1|xi, yi; ξ2) = exp(ξi2)
1 + exp(ξi2)
, ξi2 = ξ20 +
5∑
j=1
ξ2jxij + ξ26yi,
and the values of ξ1, and ξ2 were selected to achieve 30% missingness. The same MPL
estimators as those in the simulations were computed and the unpenalized ML estimate
was computed.
The results are presented in Table 3.3. For the analysis based on no missing covariate
data, the unpenalized ML analysis identified Karnofsky score, small cell type and adeno
cell type as significant predictors of survival time. The SCAD-ICQ, ALASSO-ICQ, and
ALASSO-RE estimates also identified these covariates as significant predictors but the
ALASSO-RE estimate also identified treatment as significant. In contrast, the SCAD-
RE estimate identified Karnofsky score as the sole significant predictor of survival time.
68
Table 3.3: Maximum penalized likelihood estimates of VA lung cancer data
No missa (MARb)
SCAD ALASSO
Variable RE ICQ RE ICQ MLE
c
Prior therapy 0.000 ( 0.000) 0.000 ( 0.000) 0.000 ( 0.000) 0.000 ( 0.000) 0.073 ( 0.022 )
Karnofsky -0.670 (-0.599)-0.610 ( 0.000)-0.599 (-0.538)-0.596 (-0.471)-0.658**(-0.215**)
Age 0.000 ( 0.000) 0.000 ( 0.000) 0.000 ( 0.000) 0.000 ( 0.000)-0.092 ( 0.020 )
Diagnosis 0.000 ( 0.000) 0.000 ( 0.000) 0.000 ( 0.000) 0.000 ( 0.000)-0.004 ( 0.083 )
Small cell 0.000 ( 0.000) 0.573 ( 0.000) 0.499 ( 0.539) 0.468 ( 0.000)0.863**( 0.913* )
Adeno cell 0.000 ( 0.000) 1.000 ( 0.000) 0.891 ( 0.762) 0.870 ( 0.000) 1.198**( 1.312**)
Large cell 0.000 ( 0.000) 0.000 ( 0.000) 0.000 ( 0.000) 0.000 ( 0.000) 0.404 ( 0.291 )
Treatment 0.000 ( 0.000) 0.000 ( 0.000) 0.032 ( 0.162) 0.000 ( 0.000) 0.297 ( 0.201 )
a No miss is the estimate from data with no missing covariates
b MAR is the estimate from data with covariates missing at random
c * indicates p value < .05, ** indicates p value < .001
In the presence of missing data, the SCAD-RE and ALASSO-RE estimates identified
the same set of covariates as significant as in the analysis with no missing data. The
estimates using the ICQ penalty estimate, however, were different. The ALASSO-ICQ
estimate identified Karnofsky score as the significant predictor, whereas the SCAD-ICQ
estimate did not identify any covariates as significant.
The results indicates that when there is no missing covariate data, the ICQ estimates
are consistent with the results from an ML analysis since the same set of covariates
are identified as being significant. This is not the case, however, in the presence of
missing data. The ALASSO-RE estimate identifies treatment as a significant predictor
whereas the ML analysis does not. This result is consistent with the results from the
simulations where the ALASSO-RE estimate was found to have significant overfit.
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Chapter 4
Fixed and Random Effects Selection
in Mixed Effects Models
4.1 Introduction
In the analysis of mixed effects models, a primary objective is to assess significant fixed
effects and/or random effects of the outcome variable. For instance, Zhu and Zhang
(2006) proposed a class of test statistics based on a general mixed effects model to
test the homogeneity hypothesis that all of the variance components are zero. When
selecting mixed effects, including both fixed and random effects, it is common to use a
selection procedure, such as forward or backward elimination, coupled with a selection
criterion, such as AIC and BIC based on the observed data log-likelihood. Such a
selection method suffers from a serious deficiency and it becomes infeasible to selecting
significant mixed effects from a large number of possible models (Fan and Li, 2001;
Fan and Li, 2002). To overcome such a deficiency, variable selection procedures based
penalized likelihood methods, such as Smoothly Clipped Absolute Deviation (SCAD)
(Fan and Li, 2001) and the Adaptive Lasso (ALASSO) (Zou, 2006), have been applied
to generalized linear models (Fan and Li (2001)) without the presence of any random
effect.
Random and fixed effects selection raises new statistical challenges requiring method-
ological development. The first challenge is to directly maximize the observed data
log-likelihood function along with the SCAD or ALASSO penalties to select important
variables and calculate their estimates. The observed data log-likelihood for compli-
cated mixed effects models is often not available in closed form, and is computationally
intractable because it may involve high dimensional integrals which are difficult to ap-
proximate. When selecting random effects, this maximization is further complicated
because we must eliminate the corresponding row and column of the covariance ma-
trix for the dropped random effect and constrain the remaining matrix to be positive
definite. Another challenge is to select appropriate penalty parameters in order to
produce estimates having proper asymptotic properties (Fan and Li, 2001). To the
best of our knowledge, a general fixed and random effects selection procedure with
an easy-to-compute penalty estimate is not currently available even for linear mixed
models.
The goal of this paper is to develop mixed effects selection procedures based on
the SCAD and ALASSO penalties for mixed effects models. We develop a method
based on the ICQ criterion to select penalty parameters. We also specify the penalty
parameters in the SCAD and ALASSO penalty functions as a hyperparameter, and
then we use the Expectation Maximization (EM) algorithm to simultaneously optimize
the penalized likelihood function and estimate the penalty parameters. Under some
regularity conditions, we establish the asymptotic properties of the maximum penalized
likelihood estimator and the consistency of the ICQ-based penalty selection procedure.
The rest of the paper is organized as follows. Section 2 introduces the general de-
velopment for maximizing the penalized likelihood function and selecting the penalty
parameters. Section 3 examines the asymptotic properties of the maximum penalized
likelihood (MPL) estimator and the ICQ penalty selection procedure. Section 4 presents
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a simulation study and an analysis of an epilepsy dataset to examine the finite sam-
ple performance of the maximum penalized likelihood estimate using various penalty
parameter selection procedures. Section 5 concludes the paper with some discussion.
4.2 Mixed effect selection for mixed effects models
4.2.1 Model Formulation
Suppose we observe n independent observations (y1,X1), . . . , (yn,Xn), where yi is an
ni × 1 vector of responses or repeated measures and Xi is an ni × p matrix of fixed
covariates for i = 1, · · · , n. We assume independence among the different (yi,Xi)’s and
E[yi|bi,Xi;θ] = g(Xiβ + ZiΓbi), (4.1)
where bi is a q × 1 vector of unobserved random effects, θ denotes all the unknown
parameters, Γ is a lower triangular matrix, g(·) is an known link function, β =
(β1, . . . , βp)
T is a p × 1 vector of regression coefficients, and Zi is an ni × q matrix
composed of the columns of Xi. In practice, it is common to assume that the con-
ditional distribution of yi given (bi,Xi), denoted by f(yi|bi,Xi;θ), belongs to the
exponential family, such as the binomial, normal, and Poisson (Little and Schluchter
(1985), and Ibrahim and Lipsitz (1996)). For notational simplicity, the random effects
bi ∼ Nq(0, Iq) are assumed to follow a multivariate normal distribution with zero mean
and a q × q covariance matrix Iq. Equivalently, Γbi ∼ Nq(0,D = ΓΓT ) and Γ is the
Cholesky composition of D. We allow the possibility of D being positive semi-definite
so that certain components of Γbi may not be random but 0 with probability 1.
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4.2.2 EM Algorithm for Maximizing the Penalized Likelihood
Selecting mixed effects involves identifying the nonzero components of β, determining
the nonrandom elements of Γbi, and simultaneously estimating all nonzero parameters.
We propose to maximize the penalized likelihood function given by
PL(θ) = `(θ)− n
p∑
j=1
φλj(|βj|)− n
q∑
k=1
φλp+k(||γk||), (4.2)
where `(θ) =
∑n
i=1 `i(θ), in which `i(θ) = log
∫
f(yi,bi|Xi;θ) dbi is the observed-data
log-likelihood for the ith individual, λj is the penalty parameter of βj, and the penalty
function φλj(·) is a nonnegative, nondecreasing, and differentiable function on (0,∞)
(Fan and Li, 2001; Zou, 2006). In addition, the k × 1 vector γk consists of all nonzero
elements of the k-th row of the lower triangular q × q matrix Γ, ||γk|| = (γTk γk)1/2,
and λp+k is the group penalty parameter corresponding to the whole k-th row of Γ.
The structure in (4.2) ensures that certain estimates of β are zero (Fan and Li, 2001),
which are insignificant predictors of the outcome variable, and the other covariates
are significant predictors. The penalization of γk is performed in a group manner in
order to preserve the positive definite constraint on D such that the estimates of the
parametric vector γk either are all not zero or all equal to zero (Yuan and Li, 2006). If
all the elements of γk are zero, then the k-th row of Γ is zero and the k-th element of
Γbi is not random.
Similar to Chen and Dunson (2003), we reparametrize the linear predictor as
Xiβ + ZiΓbi = (Xi (b
T
i ⊗ Zi)Jq)
 β
γ
 = Uiδ, (4.3)
where Jq is the q
2× q(q+1)/2 matrix which transforms γ to vec(Γ), i.e. vec(Γ) = Jqγ.
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By reparametrizing the linear predictor this way, the selection of mixed effects is equiv-
alent to the problem of grouped variable selection in regression models with missing
covariates, while the random effects in the design matrix Ui can be interpreted as the
“missing covariates”. Using this reparametrization, we can apply the variable selec-
tion methods proposed in Garcia, Ibrahim and Zhu (2009a; 2009b) to select important
mixed effects in mixed effects models.
Because the observed-data log-likelihood function usually involves intractable inte-
gration, we develop a Monte Carlo EM algorithm to compute the maximum penalized
likelihood estimator of θ, denoted by θˆλ, for each λ = (λ1, . . . , λp+q). Denote the
complete and observed data for subject i by dc,i = (yi,Xi,bi) and do,i = (yi,Xi),
respectively, and the entire complete and observed data by dc and do, respectively. At
the s-th iteration, given θ(s), the E step is to evaluate the penalized Q-function, given
by
Qλ(θ|θ(s)) =
n∑
i=1
E[log f(di,c;θ)|do;θ(s)]− n
p∑
j=1
φλj(|βj|)− n
q∑
k=1
φλp+k(||γk||)
= Q1(θ|θ(s))− n
p∑
j=1
φλj(|βj|)− n
q∑
k=1
φλp+k(||γk||) +Q2(θ(s)), (4.4)
where θ = (δT , ξT )T , in which ξ includes all other parameters other than δ, di,c =
(yi,bi,Xi), and
Q1(θ|θ(s)) =
n∑
i=1
∫
(log f(yi|bi,Xi; δ, ξ))f(bi|di,o;θ(s)) dbi, (4.5)
Q2(θ
(s)) =
n∑
i=1
∫
(log f(bi))f(bi|di,o;θ(s)) dbi. (4.6)
Since the integrals in (4.5) and (4.6) are often intractable, we approximate these inte-
grals by taking a Markov chain Monte Carlo (MCMC) sample of size L from the density
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f(bi|di,o;θ(s)) (See Ibrahim, Chen, and Lipsitz, 1999). Let b(s,l)i be the l-th simulated
value at the s-th iteration of the algorithm. The integrals in (4.5) can be approximated
as,
Q1(θ|θ(s)) = 1
L
L∑
l=1
n∑
i=1
log f(yi|b(s,l)i ,Xi;θ). (4.7)
The M step involves maximizing
Q1,λ(θ|θ(s)) = Q1(θ|θ(s))− n
p∑
j=1
φλj(|βj|)− n
q∑
k=1
φλp+k(||γk||) (4.8)
with respect to (δ, ξ). Maximizing Q1,λ(δ, ξ|θ(s)) with respect to ξ is straightforward
and can be done using a standard optimization algorithm, such as the Newton-Raphson
algorithm (Little and Schluchter, 1985; Ibrahim, 1990; Ibrahim and Lipsitz, 1996).
Maximizing Q1,λ with respect to δ is difficult because Q1,λ is a nondifferentiable and
nonconcave function of δ respectively (Zou and Li, 2008).
In order to maximizeQ1,λ, following Fan and Li (2001), a second order Taylor’s series
approximation of Q1,λ centered at the value δ
(s) is used. Using this approximation, Q1,λ
resembles a penalized weighted least squares regression, so algorithms for minimizing
penalized least squares can be used (Fan and Li, 2001; Hunter and Li, 2005). We use a
modification of the local linear approximation algorithm (LLA) (Zou and Li, 2008) to
incorporate grouped penalization. For γk, we use an approximation centered at γ
(s)
k as
follows:
φλp+k(||γk||) ≈
k∑
t=1
(
φλp+k(||γ(s)k ||)|γ(s)kt |
||γ(s)k ||
)
|γkt|, (4.9)
where γkt is the t-th element of the vector γk and we assume ||γ(s)k || > 0. If ||γ(s)k || = 0,
then we let γ
(s+1)
k = 0. Using this approximation, Q1,λ resembles a penalized regression
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with a L2 penalty, so the methods for performing the lasso can be used to maximize
Q1,λ (Tibshirani, 1996; Fu, 1998).
Let ξ(s+1) = argmax
ξ
Q1,λ(δ
(s), ξ|θ(s)) and δ(s+1) = argmax
δ
Q1,λ(δ, ξ
(s+1)|θ(s)). Due
to the Taylor’s series approximation of Q1 and the LLA of φλj , θ
(s+1) = (δ(s+1), ξ(s+1))
may not necessarily be the maximizer of Qλ(θ|θ(s)). By implementing the ECM algo-
rithm (Meng and Rubin, 1993), however, we can find a θ(s+1) such thatQλ(θ
(s+1)|θ(s)) ≥
Qλ(θ
(s)|θ(s)) instead of directly maximizing Qλ(θ|θ(s)). This process is iterated until
convergence and the value at convergence, denoted by θ̂λ, maximizes the penalized
observed data log likelihood function.
4.2.3 Penalty Parameter Selection Procedure
To ensure that θ̂λ has good properties, the penalty parameter λ has to be appropriately
selected. Two commonly used criteria for selection of the penalty parameter include
the Generalized Cross Validation (GCV) and BIC criteria (Wang et al., 2007). These
criteria cannot be easily computed in the presence of random effects, because they
are functions of observed data quantities whose expressions may require intractable
integrals. Moreover, it has been shown in Wang et al. (2007) that even in the simple
linear model, the GCV criterion can lead to significant overfit.
We propose two methods to select the penalty parameter: an ICQ criterion and a
random effects penalty selection method. The ICQ criterion (Ibrahim, Zhu and Tang,
2008) selects the optimal λ by minimizing
ICQ(λ) = −2Q(θ̂λ|θ̂0) + cn(θ̂λ),
where θ̂0 = argmax
θ
`(θ) is the unpenalized maximum likelihood estimate and cn(θ) is
a function of the data and the fitted model. For instance, if cn equals twice the total
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number of parameters, then we obtain an AIC-type criterion; alternatively, we obtain
a BIC-type criterion when cn(θ) = dim(θ)× log n. Moreover, in the absence of random
effects, ICQ(λ) reduces to the usual AIC or BIC criteria. As in the EM algorithm,
we can draw a set of samples from f(bi|di,o; θ̂0) for i = 1, . . . , n in order to estimate
Q(θ̂λ|θ̂0) for any λ.
The random effects penalty estimator is calculated under the assumption that δ is
distributed as a random effect vector in a hierarchical model. The λ can be regarded
as a parameter vector in the distribution of δ, denoted by f(δ|λ, n). Then, λ can be
estimated by maximizing the marginal likelihood with respect to (ξ,λ), which is given
by
∫ n∏
i=1
∫
f(yi|Xi,bi, δ; ξ)f(bi)f(δ|λ, n) dbi dδ =
n∏
i=1
∫
f(di,o|ξ)f(δ|λ, n) dδ, (4.10)
where f(δ|λ, n) is defined by
f(δ|λ, n) =
p∏
j=1
exp{−nφλj(|βj|)}
q∏
k=1
exp{−nφλp+k(||γk||)}/[C(λ, n)],
and C(λ, n) is the normalizing constant of f(δ|λ, n). The resulting estimate of λ, de-
noted by λ̂RE, from the maximization of (4.10), is the random effects penalty estimator.
Treating δ as missing data, the Monte Carlo EM algorithm can be used to maximize
(4.10) with respect to (ξ,λ).
We consider the SCAD and ALASSO penalty functions for determining λ. The
ALASSO penalty is defined by
φλj(|βj|) = λj|βj| for j = 1, · · · , p, φλp+k(||γk||) = λp+k||γk|| for k = 1, · · · , q.
Typical values of λj are λj = λ01|β̂j|−1 and λp+k = λ02
√
k||γ̂k||−1, where β̂j and γ̂k are
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the unpenalized maximum likelihood (ML) estimates. The multiplier
√
k normalizes
the penalty parameter γk in order to accommodate for the varying sizes of γk. When
λj = λ01 and λp+k = λ02
√
k, the ALASSO reduces to the LASSO penalty.
The SCAD penalty (Fan and Li, 2001) is a nonconcave function defined by φλ(0) = 0
and for |β| > 0, φ′λ(|β|) = λ1(|β| ≤ λ) + (aλ−|β|)+a−1 1(|β| > λ) , where t+ denotes the
positive part of t and a = 3.7. Because the integral of the negative exponential of the
ALASSO and SCAD penalties is not finite, i.e.
∫∞
−∞ exp{−nφλ(||γk||)}dγk = ∞, the
expression exp{−nφλ(||γk||)} is defined in a bounded space to ensure that f(δ|λ, n)
is a proper density. Since a closed form expression of λ̂RE is unavailable for both the
ALASSO and SCAD penalties, we use the Newton Raphson algorithm along with the
ECM algorithm to estimate λ̂RE.
4.3 Theoretical Results
In this section, we establish the asymptotic theory of the MPL estimator and the con-
sistency of the penalty selection procedure based on ICQ. Suppose β =
(
βT(1),β
T
(2)
)T
,
where β(1) and β(2) are, respectively, p1 × 1 and (p − p1) × 1 subvectors. Let β∗ =(
β∗T(1),β
∗T
(2)
)T
denote the true value of β. Without loss of generality, we assume that
β∗(2) = 0 and all of the components of β
∗
(1) are not equal to zero. Similarly let
γ = (γT1 , . . . ,γ
T
k )
T = (γT(1),γ
T
(2))
T where γT(1) = (γ
T
1 , . . . ,γ
T
q1
)T , γT(2) = (γ
T
q1+1
, . . . ,γTq )
T
and γ(1) and γ(2) are q1(q1 + 1)/2× 1 and (q− q1(q1 + 1)/2)× 1 subvectors respectively.
Let γ∗ =
(
γ∗T(1),γ
∗T
(2)
)T
denote the true value of γ. Without loss of generality, we as-
sume that γ∗(2) = 0 and some of the components of each γ
∗
k are not equal to zero for
k = 1, . . . , q1.
Let S = {j11, . . . , j1d1 ; j21, . . . , j2d2} be a candidate model containing the j11-th,
· · · , j1d-th columns of X and the j21-th, · · · , j2d2-th columns of Z. Thus, SF =
{1, . . . , p; 1, . . . , q} and ST = {1, . . . , p1; 1, . . . , q1} denote the full and true covariate
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models, respectively. If S misses at least one important covariate, that is S 6⊃ ST , then
S is referred to as an underfitted model; however, if S ⊃ ST and S 6= ST , then S is an
overfitted model. The unpenalized and penalized ML estimators of θ = (βT ,γT , ξ)T ,
denoted by θ̂S and θ̂λ, respectively, are defined as
θ̂S = argmax
θ : βj 6=0,∀j∈S
`(θ) and θ̂λ = argmax
θ
{
`(θ)− n
p∑
j=1
φλj(|βj|)− n
q∑
k=1
φλp+k(||γk||)
}
,
and particularly θ̂SF = θ̂0. We obtain the following theorems whose assumptions and
proofs can be found in the supplementary document. Theorem 1. Under assumptions
(C1)-(C7) in the supplementary document, we have
(a) θ̂λ − θ∗ = Op(n−1/2) as n→∞, where θ∗ is the true value of θ;
(b) Sparsity: P (β̂(2)λ = 0, γ̂(2)λ = 0)→ 1;
(c) Asymptotic normality:
√
n{(β̂T(1)λ, γ̂T(1)λ, ξ̂Tλ )T − (β∗T(1),γ∗T(1), ξ∗T )T} is asymptoti-
cally normal with mean and covariance matrix defined in the supplement.
Theorem 1 states that by appropriately choosing the penalty λ, there exists a
root-n estimator of θ, θ̂λ, and that this estimator must possess the sparsity property,
i.e. β̂(2)λ = 0, γ̂(2)λ = 0 in probability. Moreover, (β̂
T
(1)λ, γ̂
T
(1)λ, ξ̂
T
λ )
T is asymptotically
normal.
We investigate whether the ICQ(λ) criterion can consistently select the correct
model. For each λ ∈ Rp+, (β̂λ, γ̂λ) naturally defines a candidate model Sλ = {j : β̂λ,j 6=
0; k : ||γ̂λ,k|| 6= 0}. Generally, Sλ can be either underfitted, overfitted, or true. There-
fore, Rp+ can be partitioned into three mutually exclusive regions Rp+u = {λ ∈ Rp+ :
Sλ 6⊃ ST}, Rp+t = {λ ∈ Rp+ : Sλ = ST}, and Rp+o = {λ ∈ Rp+ : Sλ ⊃ ST ,Sλ 6= ST}.
Furthermore, if we can choose a reference penalty parameter sequence {λn ∈ Rp+}∞n=1,
which satisfies the conditions of Theorem 1, then Sλn = ST in probability.
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To select λ, we first calculate
dICQ(λ2,λ1) = ICQ(λ2)− ICQ(λ1) = −2Q(θ̂λ2|θ̂0) + cn(θ̂λ2) + 2Q(θ̂λ1|θ̂0)− cn(θ̂λ1)
for any two λ1 and λ2. We assume Sλ2 ⊃ Sλ1 and choose the model Sλ1 resulting from
using the penalty value λ1 if dICQ(λ2,λ1) ≥ 0, otherwise we choose the model Sλ2 .
Define δQ(λ1,λ2) = E{Q(θ∗Sλ1 |θ
∗)} − E{Q(θ∗Sλ2 |θ
∗)}, and δc(λ2,λ1) = cn(θ̂λ2) −
cn(θ̂λ1), where θ
∗
S is defined in the supplementary document.
Theorem 2. Under assumptions (C1)-(C7) in the supplementary document, we have
the following results.
(a) If for all Sλ 6⊃ ST , lim inf
n
δQ(λ, 0)/n > 0 and δc(λ, 0) = op(n), then dICQ(λ, 0) >
0 in probability.
(b) If E{Q(θ∗Sλ1 |θ̂0)}−E{Q(θ
∗
Sλ2 |θ̂0)} = Op(n
1/2) and Q(θ̂λt |θ̂0)−E{Q(θ∗Sλt |θ̂0)} =
Op(n
1/2) for t = 1, 2, then dICQ(λ2,λ1) > 0 in probability as n
−1/2δc(λ2,λ1)
converges to ∞ in probability.
(c) If Q(θ̂λ1|θ̂0) − Q(θ̂λ2|θ̂0) = Op(1), then dICQ(λ2,λ1) > 0 in probability as
δc(λ2,λ1) converges to ∞ in probability.
Theorem 2 has some important implications. Theorem 2(a) shows that ICQ(λ) chooses
all significant covariates with probability 1. Because S0 ⊂ Rpt ∪ Rpo, the optimal
model selected by minimizing ICQ(λ) will not select a λ with Sλ 6⊃ ST because
dICQ(λ, 0) > 0 in probability. Therefore, the ICQ(λ) criterion selects all signifi-
cant covariates with probability tending to 1. Generally, the most commonly used
cn(θ), such as 2dim(θ), dim(θ) log(n), and K log log(n) (K > 0), satisfy the condi-
tion δc(λ, 0) = op(n). The condition lim inf
n
n−1δQ(λ, 0) > 0 ensures that ICQ(λ)
chooses a model with large E{Q(θ∗S |θ∗)}. This condition is analogous to condition 2
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in (Wang et al., 2007), which elucidates the effect of underfitted models. The term
n−1E {Q (θ∗|θ∗)} − n−1E {Q (θ∗S |θ∗)} can be written as
n−1`(θ∗)− n−1 `(θ∗S) + n−1E {H (θ∗|θ∗)} − n−1E {H (θ∗S |θ∗)} , (4.11)
where
H(θ1|θ2) =
n∑
i=1
∫
log{f(bi|do,i;θ1)}f(bim|do,i;θ2) dbim. (4.12)
By Jensen’s inequality, the third and fourth terms of (4.11) are greater than zero and the
first and second terms must be greater than zero for large n. Thus, lim infn n
−1δQ(λ, 0) ≥
0 in probability.
If λ1 and λ2 have the same average n
−1E{Q(θ∗Sλ |θ∗)}, that is, lim infn n−1δQ(λ2,λ1) =
0, then Theorem 2 (b) and (c) indicate that ICQ(λ) picks out the smaller model Sλ1
when δc(λ2,λ1) increases to ∞ at a certain rate (e.g., log(n)). For example, for the
BIC-type criterion, δc(λ2,λ1) = {dim(θ̂Sλ2 ) − dim(θ̂Sλ1 )} log(n) ≥ log(n) since we as-
sume Sλ2 ⊃ Sλ1 . The AIC-type criterion, for which cn(θ) = 2× dim(θ), however, does
not satisfy this condition. Thus, similar to the AIC criterion with no random effects,
ICQ(λ) with cn(θ) = 2× dim(θ) tends to overfit.
4.4 Numerical Studies
4.4.1 Example 1: Simulation Study
We use simulations to examine the finite sample performance of the maximum penalized
likelihood estimates using our proposed penalty estimators and compare them to the
unpenalized ML estimate. Our objectives for these simulations are to 1) compare the
random effects and ICQ penalty estimators and 2) to compare the SCAD, LASSO, and
ALASSO penalty functions.
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To do this, we simulated a data set consisting of n independent observations accord-
ing to the model yi = Xiβ+ZiΓbi+σi, i = 1, . . . , n, where bi and i are independent
and standard multivariate normal random vectors, and β = (3, 2, 1.5, 0, 0, 0, 0, 0)T .
Moreover, ΓΓT = D = diag(D1,0) is a 3× 3 matrix, where D1 is a 2× 2 matrix such
that the (r, s) element of D1 is ρ
|r−s|. The matrix Xi is a 5× 8 matrix of independent
rows, where each element of each row of Xi is a standard normal variable and the
correlation between the r-th and s-th elements of each row is ρ|r−s|. The matrix Zi is
a 5× 3 matrix composed of the first three columns of Xi.
We considered six different settings: (n = 50, σ = 3), (n = 50, σ = 1), (n = 100, σ =
3), (n = 100, σ = 1), (n = 200, σ = 3), and (n = 200, σ = 1) with a value of ρ = .5
for all settings. For each setting, one design matrix was simulated and 100 data sets
(yi,Xi) for i = 1, . . . , n were generated.
For each simulated data set, the maximum penalized likelihood (MPL) estimate
using the SCAD, LASSO and ALASSO penalties was computed using the random
effects and ICQ penalty estimates. These estimates are denoted as SCAD-RE, SCAD-
ICQ, LASSO-RE, LASSO-ICQ, ALASSO-RE, and ALASSO-ICQ, respectively. For the
ICQ estimate, the BIC-type criterion, cn(θ) = dim(θ) log n, was used. For the Monte
Carlo EM algorithm, 2000 Monte Carlo iterations were used within each iteration of
EM. For the SCAD and LASSO penalties, we set λj = λ01, for j = 1, . . . 8, and
λ8+k = λ02
√
k, for k = 1, . . . , 3 while for the ALASSO penalty, λj = λ01|β̂j|−1, for
j = 1, . . . 8, and λ8+k = λ02
√
k||γ̂k||−1 for k = 1, . . . , 3 where β̂j, and γ̂k are the
unpenalized ML estimates of βj and γk respectively, and the penalty (λ01, λ02) was
estimated using the ICQ and random effects penalty selection methods.
For each estimate, the penalized estimate of D was computed, Dˆλ, and the quadratic
loss error ME(Dˆλ) = trace[(Dˆλ −D)2]1/2 was computed. The ratio of the model error
of the MPL estimate to that of the unpenalized ML estimate, ME(Dˆλ)/ME(Dˆ0), was
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computed for each dataset and the median of the ratios over the 100 simulated datasets,
denoted as MRME, was calculated. The MRME of the true model is also reported. In
addition, we report two types of errors regarding the random effects. ZERO1 is the mean
number of type I errors (a random effect is truly not random but the corresponding
MPL estimate indicates it is random) and ZERO2 is the mean number of type II errors
(a random effect is truly random but the corresponding MPL estimate indicates it is
not random). All of these statistics are presented in Table 4.1.
For the MPL estimates, MRME values greater than one indicate that the estimate
performs worse than the unpenalized ML estimate, values near one indicate it performs
as good as the unpenalized ML estimate, while values near the ‘true’ MRME value
indicate optimal performance. Across all settings, the SCAD MPL estimates have
smaller model error than all other MPL estimates. For the ICQ MPL estimates, as the
noise level reduces from σ = 3 to σ = 1, the MRME value increases. This indicates that
the MPL estimates perform better in low noise levels, relative to the MLE, compared
to high noise levels. Also, as the sample size get larger, n = 50 to n = 200, the MRME
values increase. Overall, the MRME values of all of the MPL estimates are less than
or equal to one, which indicates that irregardless of sample size or noise level, the MPL
estimates perform better than the unpenalized ML estimate.
The values ZERO1 and ZERO2 can be interpreted as estimates of the probability of
overfit and underfit, respectively, and the value 1−ZERO1−ZERO2 is an estimate of the
probability of selecting the true model. Ideally, one would like to have MPL estimates
with small ZERO1 and ZERO2 values and small MRME values. The MPL estimates
have a tendency of overfitting models rather than underfitting them. Only in the (n =
50, σ = 3) setting, there is an indication of underfitting. Across all settings, the SCAD-
ICQ estimate has smaller overfit than all other MPL estimates. The MPL estimates
using the random effects penalty estimate perform poorly, with the probability of overfit
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ranging from 40% to 100%. The ALASSO penalty consistently outperforms the LASSO
penalty in terms of overfit, underfit and model error. Among all the MPL estimates, the
SCAD-ICQ and ALASSO-ICQ perform the best, with the SCAD-ICQ outperforming the
ALASSO-ICQ in certain instances. For these two estimates, the probability of selecting
the true model is about 70%. This result is consistent with the previous results using
the ICQ in Ibrahim, Zhu and Tang (2008).
4.4.2 Example 2: Epilepsy Data
We applied the proposed methodology to the Epilepsy data of Thall and Vail (1990).
These data were collected from a clinical trial of 59 patients suffering from seizures
which were randomized to receive either a new drug or placebo as an adjuvant to the
standard chemotherapy. Baseline data available at entry into the trial included the
number of epileptic seizures recorded in the preceding 8-week period and age in years.
The multivariate response variable consisted of the number of seizures during the 2-
weeks before each of four clinical visits. Let yij denote the number of seizures at the
j-th visit of patient i for i = 1, . . . , 59, j = 1, . . . , 4 and let yi = (yi1, . . . , yi4). The
covariates used were xi1 = treatment (2 levels: new drug and placebo, coded as 1 and
0), xi2 = the logarithm of
1
4
× the number of baseline seizures, xi3 = logarithm of age,
and xi4j = visits (2 levels; 1 on fourth clinical visit and 0 other visits), and xi5 = xi1xi3,
which is an interaction effect between the baseline seizures and treatment. The design
matrix Xi is a 4 × 6 matrix with the j-th row equal to (1, xi1, xi2, xi3, xi4j, xi5),
and Zi is a 4 × 5 matrix composed of the first 5 columns of Xi. We assume that
[yi|Xi;β,D] is Poisson distributed with mean E(yi) = Xiβ + ZiΓbi, where ΓΓT = D
and [yij|Xi;β,D] and [yij′ |Xi;β,D] are independent for j 6= j′.
The objective of this analysis was to determine the significant predictors and ran-
dom effects. Because the ALASSO penalty outperformed the LASSO penalty in the
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Table 4.1: Simulation results of linear mixed effects models
Model Method MRME ZERO1 ZERO2
n = 50, σ = 3 SCAD-RE 0.985 0.64 0.09
SCAD-ICQ 0.727 0.20 0.10
LASSO-RE 0.946 0.99 0.00
LASSO-ICQ 0.814 0.42 0.10
ALASSO-RE 0.917 0.91 0.01
ALASSO-ICQ 0.791 0.35 0.08
True 0.602 0.00 0.00
n = 50, σ = 1 SCAD-RE 0.789 0.73 0.00
SCAD-ICQ 0.820 0.28 0.00
LASSO-RE 0.989 1.00 0.00
LASSO-ICQ 0.993 0.63 0.00
ALASSO-RE 0.963 1.00 0.00
ALASSO-ICQ 0.850 0.30 0.00
True 0.727 0.00 0.00
n = 100, σ = 3 SCAD-RE 0.976 0.68 0.00
SCAD-ICQ 0.739 0.30 0.01
LASSO-RE 0.975 1.00 0.00
LASSO-ICQ 0.859 0.50 0.01
ALASSO-RE 0.954 0.96 0.00
ALASSO-ICQ 0.751 0.36 0.01
True 0.497 0.00 0.00
n = 100, σ = 1 SCAD-RE 0.797 0.77 0.00
SCAD-ICQ 0.809 0.33 0.00
LASSO-RE 0.994 1.00 0.00
LASSO-ICQ 0.986 0.79 0.00
ALASSO-RE 0.971 1.00 0.00
ALASSO-ICQ 0.828 0.33 0.00
True 0.673 0.00 0.00
n = 200, σ = 3 SCAD-RE 0.977 0.65 0.00
SCAD-ICQ 0.692 0.31 0.00
LASSO-RE 0.986 1.00 0.00
LASSO-ICQ 0.832 0.53 0.00
ALASSO-RE 0.966 1.00 0.00
ALASSO-ICQ 0.720 0.35 0.00
True 0.515 0.00 0.00
n = 200, σ = 1 SCAD-RE 0.837 0.89 0.00
SCAD-ICQ 0.803 0.32 0.00
LASSO-RE 0.996 1.00 0.00
LASSO-ICQ 0.982 0.81 0.00
ALASSO-RE 0.979 1.00 0.00
ALASSO-ICQ 0.824 0.33 0.00
True 0.681 0.00 0.00
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Table 4.2: Maximum penalized likelihood estimates of Epilepsy data
Fixed Estimatea (Variance Estimate of Random Effectb)
SCAD ALASSO
Variable RE ICQ RE ICQ MLE
Intercept -1.965 ( 0.004) -0.318 ( 0.000) -2.001 ( 0.013) -0.307 ( 0.000) -1.972 ( 0.005)
Treatment -1.290 ( 0.061) 0.000 ( 0.000) -1.288 ( 0.059) 0.000 ( 0.000) -1.280 ( 0.059)
Base 0.909 ( 0.072) 1.153 ( 0.000) 0.909 ( 0.070) 1.152 ( 0.000) 0.909 ( 0.072)
Age 0.681 ( 0.071) 0.000 ( 0.000) 0.691 ( 0.070) 0.000 ( 0.000) 0.683 ( 0.071)
Visit -0.129 ( 0.177) 0.000 ( 0.000) -0.128 ( 0.179) 0.000 ( 0.000) -0.129 ( 0.173)
Interaction 0.525 ( - ) 0.000 ( - ) 0.525 ( - ) 0.000 ( - ) 0.520 ( - )
a is estimate of β
b is estimate of diag(D)
simulations, only the SCAD and ALASSO penalty functions were used along with the
ICQ and random effects penalty estimates. The intercept term was not penalized. For
the SCAD, λj = λ01 for j = 2, . . . , 6 and λ6+k = λ01
√
k, for k = 1, . . . , 5 while for
the ALASSO penalty, λj = λ01|βˆj|−1 for j = 2, . . . , 6 and λ6+k = λ01
√
k||γ̂k||−1, for
k = 1, . . . , 5 where β̂j and γ̂k are the unpenalized ML estimates of βj and γk, respec-
tively, and (λ01, λ02) was estimated using the ICQ and random effects penalty selection
methods.
The results of the analyses are presented in Table 4.2. All of the penalized estimators
identify baseline seizures as a significant predictor of future seizures. As with the
simulations, the penalized estimators using the random effects penalty estimate tend
to overfit and identify more covariates as significant predictors. For the MPL estimates
using the ICQ penalty estimate, the SCAD and ALASSO penalty functions identify
baseline seizures as the only significant predictor of future seizures. Both of these MPL
estimates do not identify any significant random effects.
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4.5 Discussion
We have proposed a general method which performs simultaneous mixed effects se-
lection and and estimation. Under regularity conditions and appropriate rates of the
penalty parameter, the maximum penalized likelihood estimate possesses consistency
and sparsity properties and is asymptotically normal. We have introduced two compu-
tationally attractive methods for estimating the penalty parameters, the random effects
and ICQ penalty selection methods, and showed that under an appropriate choice of
cˆn(η), the ICQ penalty estimate chooses all the significant fixed and random effects.
Unlike previous implementations of the random effects penalty estimate, the simula-
tion results show that for mixed effects regression models, the random effects penalty
estimate has significant overfit (Garcia, Ibrahim, and Zhu 2009a; Garcia, Ibrahim, and
Zhu 2009b). In contrast, the ICQ penalty estimate along with the SCAD and ALASSO
penalty functions perform well, choosing the correct model about 70% of the time and
outperforming the maximum likelihood estimate with respect to estimation error. The
results of the Epilepsy data analysis indicate that the results from penalized likelihood
maximization may differ depending on the penalty functions and penalty selection
methods which are used.
Penalized likelihood methods have been previously applied to mixed effects variable
selection of normal linear mixed effects models (Krishna, 2009). In their approach,
they use a modified Cholesky reparametrization of the covariance matrix of the random
effects. This allows univariate penalization of the standard deviations of the random
effects to determine which random effects are truly random. Their approach, however
is not generalizable to models beyond the normal linear mixed effects model because
closed form expressions for the maximizer of the modified Cholesky parameter is not
available. Furthermore, unlike the ICQ, which is defined in multiple scenarios with
unobserved quantities, the criterion that they use for selecting the penalty parameter
87
is only defined for the normal linear mixed effects model.
Many aspects of this work warrant further research and investigation. As it stands,
calculating the ICQ penalty estimator is slightly demanding. An alternative method
is to select the penalty parameter which minimizes −2Q(θ˜λ|θ̂0) + cn(θ˜λ), where θ˜λ =
argmax
θ
{Q(θ|θ̂0)− n
∑p
j=1 φλj(|βj|)− n
∑q
k=1 φλp+k(||γk||)}. This method is less com-
putationally intensive because θ˜λ does not require as many iterations to compute than
is needed for θ̂λ. We will formally study these issues in future work.
4.6 Appendix
Assumptions for Proofs of Theorems 1 - 2
Let θ = (β,γ, ξ) ∈ (Rp,Rq(q+1)/2, E) = Θ and let ΘS denote the restriction of the
space Θ to the set S. Even though the model `(θ) = ∑ni=1 `i(θ) = ∑ni=1 log f(do,i|θ)
may be misspecified, White (1994) has shown that the unpenalized ML estimate con-
verges to the value of θ which minimizes E [
∑n
i=1 li(θ)] =
∑n
i=1
∫
`i(θ)g(do,i)ddo,i where
g(·) is the true density. We denote the true value by θ∗n = argmax
θ∈Θ
E[`(θ)]. For sim-
plicity, we further assume that E[∂θ`i(θ)] = 0 for all i and θ
∗ = θ∗n, for all n. Similarly,
we define θ∗Sn = argmax
θ∈ΘS
E[Q(θ|θ∗)] and let θ∗Sn = θ∗S , for all n. Even though `(θ),
E[`(θ)], and E[Q(θ|θ∗)] are not globally identifiable, they are still locally identifiable
(Rothenburg, 1971).
Suppose β =
(
βT(1),β
T
(2)
)T
, where β(1) and β(2) are, respectively, p1 × 1 and (p −
p1) × 1 subvectors. Let β∗ =
(
β∗T(1),β
∗T
(2)
)T
denote the true value of β. Without loss
of generality, we assume that β∗(2) = 0 and all of the components of β
∗
(1) are not equal
to zero. Similarly let γ = (γT1 , . . . ,γ
T
k )
T = (γT(1),γ
T
(2))
T where γT(1) = (γ
T
1 , . . . ,γ
T
q1
)T ,
γT(2) = (γ
T
q1+1
, . . . ,γTq )
T and γ(1) and γ(2) are q1(q1 + 1)/2× 1 and (q− q1(q1 + 1)/2)× 1
subvectors respectively. Let γ∗ =
(
γ∗T(1),γ
∗T
(2)
)T
denote the true value of γ. Without
loss of generality, we assume that γ∗(2) = 0 and some of the components of each γ
∗
k
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are not equal to zero for k = 1, . . . , q1. Let ψ =
(
βT(1),γ
T
(1), ξ
T
)T
, and similarly define
ψ∗ and ψλ. For any arbitrary square matrix M of the same dimension as Θ, we use
the notation M˜ to denote the resulting matrix after removing the p1 + 1, . . . , p and
p + q1 + 1, . . . , p + q rows and columns from the matrix M. Similarly for any vector
m of the same dimension as Θ, we use the notation m˜ to denote the resulting vector
after removing the p1 + 1, . . . , p and p+ q1 + 1, . . . , p+ q elements from the vector m.
Also, let ˜`i(ψ) = `i((β(1), 0,γ(1), 0, ξ)), and ˜`(ψ) = `((β(1), 0,γ(1), 0, ξ)).
The following assumptions are needed to facilitate development of our methods,
although they may not be the weakest possible conditions.
(C1) θ̂0 → θ∗ in probability.
(C2) For all i, `i(θ) is three-times continuously differentiable on Θ and `i(θ), |∂j`i(θ)|2
and |∂j∂k`i(θ)| are dominated by Bi(do,i) for all j, k, l = 1, · · · , d where ∂j =
∂/∂θj, in which θj is the j−th component of θ. We also require that the same
smoothness condition also holds for q(do,i;θ) =
∫
log(f(dc,i;θ))f(bi|do,i;θ∗) dbi.
(C3) For each  > 0, there exists a finite K such that
sup
n≥1
1
n
n∑
i=1
E
[
Bi(do,i)1[Bi(do,i)>K]
]
< 
for all n.
(C4) limn→∞−n−1
∑n
i=1 ∂
2
θ`i(θ
∗) = A(θ∗), limn→∞ n−1
∑n
i=1 ∂θ`i(θ
∗)∂θ`i(θ∗)T =
B(θ∗),
(C5) E[`(θ∗)] is locally identifiable for all θ∗ = argmax
θ
E[`(θ)] and ψ∗ is a regular
point of A˜(ψ∗), i.e. there exists an open set containing ψ∗ where A˜(ψ) has
constant rank (White, 1994). Similarly for all S, the function E[Q(θS |θ∗)] is
locally identifiable for all θ∗S = argmax
θ∈ΘS
E[Q(θ|θ∗)].
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(C6) Define
an = max
(
max
j=1,...,p
{
φ′λj(|β∗j |) : β∗j 6= 0
}
, max
k=1,...,q
{
φ′λp+k(||γ∗k||) : γ∗k 6= 0
})
bn = max
(
max
j=1,...,p
{
φ′′λj(|β∗j |) : β∗j 6= 0
}
, max
k=1,...,q
{
φ′′λp+k(||γ∗k||) : γ∗k 6= 0
})
(C6.1) max
(
max
j=1,...,p
{λj : β∗j 6= 0}, max
k=1,...,q
{λp+k : ||γ∗k || 6= 0}
)
= op(1).
(C6.2) an = Op(n
−1/2).
(C6.3) bn = op(1).
(C7) Define dn = min
(
min
j=1,...,p
{λj : β∗j = 0}, min
j=1,...,q
{λp+k : ||γk|| = 0}
)
.
(C7.1) For all j such that β∗j = 0 or ||γj|| = 0, limn→∞ λ−1j lim inf→0+ φ′λj() > 0 in
probability.
(C7.2) n1/2dn
p→∞.
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Proof of Theorem 1a.
Given assumptions (C1) - (C5), then it follows from White (1994) that A˜(ψ∗) is
positive definite,
n−1/2
n∑
i=1
∂ψ ˜`i(ψ∗) D→ N (0, B˜(ψ∗)) , (4.13)
and
n1/2(ψ̂0 −ψ∗) D→ N
(
0, A˜(ψ∗)−1B˜(ψ∗)A˜(ψ∗)−1
)
. (4.14)
Let u = (u1, . . . , up,up+1, . . . ,up+q,up+q+1), where up+k and up+q+1 are the same
dimension as γk and ξ, respectively, for k = 1, · · · , q. To show θ̂λ is a
√
n-consistent
maximizer of θ∗, it is enough to show that ∀u
P
(
sup
||u||=C
{
`(θ∗ + n−1/2u)− n
p∑
j=1
φλj(|β∗j |+ n−1/2uj)− n
q∑
k=1
φλp+k(||γ∗k + n−1/2up+k||)
}
−`(θ∗) + n
p∑
j=1
φλj(|β∗j |) + n
q∑
k=1
φλp+k(||γ∗k ||) < 0
)
converges to 1 for large C, since this implies there exists a local maximizer in the ball
{θ∗ + n−1/2u; ||u|| ≤ C} and thus ||θ̂λ − θ∗|| = Op(n−1/2). First, we consider the case
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||u˜|| = 0. By assumption, we have
`(θ∗ + n−1/2u)− `(θ∗)− n
p∑
j=1
φλj(|β∗j + n−1/2uj|) + n
p∑
j=1
φλjn(|β∗j |)
−n
q∑
k=1
φλp+k(||γ∗k + n−1/2up+k||) + n
q∑
k=1
φλp+k(||γ∗k ||)
= `(θ∗ + n−1/2u)− `(θ∗)− n
p∑
j=p1
φλj(|n−1/2uj|)− n
q∑
k=q1
φλp+k(||n−1/2up+k||)
= `(θ∗ + n−1/2u)− `(θ∗)− n1/2
p∑
j=p1
|uj|λj[λ−1j φ′λj(|n−1/2uj|)]
−n1/2
q∑
k=q1
{
λp+k[λ
−1
p+kφ
′
λp+k
(||n−1/2up+k||)]||uk||−1
k∑
t=1
u2p+k,t
}
+ o(1)
≤ `(θ∗ + n−1/2u)− `(θ∗)− n1/2dnM
p∑
j=p1
|uj| − n1/2dnM
q∑
k=q1
{
||uk||−1
k∑
t=1
u2p+k,t
}
+ o(1)
(4.15)
where
M = min
(
min
j=p1,...,p
{
lim
n→∞
λ−1j lim inf
→0+
φ′λj()
}
, min
k=q1,...,q
{
lim
n→∞
λ−1p+k lim inf→0+
φ′λp+k()
})
and the inequality in (4.15) follows by condition (C7). Since the term `(θ∗+n−1/2u)−
`(θ∗) is Op(1) by conditions (C2) and (C3), and n1/2dn → ∞ by condition (C7), then
(4.15) will be negative for large n.
Now we consider the case ||u˜|| > 0. Without loss of generality, we assume ||u˜|| = C.
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Taking a Taylor’s series expansion of the penalized log-likelihood function, we have
`(θ∗ + n−1/2u)− `(θ∗)− n
p∑
j=1
φλj(|β∗j + n−1/2uj|) + n
p∑
j=1
φλjn(|β∗j |)
−n
q∑
k=1
φλp+k(||γ∗k + n−1/2up+k||) + n
q∑
k=1
φλp+k(||γ∗k ||)
≤ `(θ∗ + n−1/2u)− `(θ∗)− n
p1∑
j=1
φλj(|β∗j + n−1/2uj|) + n
p1∑
j=1
φλjn(|β∗j |)
−n
q1∑
k=1
φλp+k(||γ∗k + n−1/2up+k||) + n
q1∑
k=1
φλp+k(||γ∗k ||) (4.16)
= `(θ∗ + n−1/2u)− ˜`(ψ∗ + n−1/2u˜) + ˜`(ψ∗ + n−1/2u˜)− ˜`(ψ∗) + En
= Op(1) + n
−1/2u˜T
n∑
i=1
∂ψ ˜`i(ψ∗)− 1
2
u˜T
[
− 1
n
∂2ψ`(θ
∗)
]
u˜ + En + op(1) (4.17)
= Op(1)− 1
2
u˜T A˜(ψ∗)u˜ + En + op(1) (4.18)
where the inequality in (4.16) follows because φλ(0) = 0 and φλ ≥ 0. The equality in
(4.17) follows from conditions (C2) and (C3) and the last equality follows from (4.13)
and condition (C4). If En = Op(1), then (4.18) can be made negative for large C since
since A˜(ψ∗) is positive definite. It suffices to show En = Op(1). Taking a Taylor’s
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series expansion we have,
En = −n
p1∑
j=1
φλj(|β∗j + n−1/2uj|) + n
p1∑
j=1
φλj(|β∗j |)
−n
q1∑
k=1
φλp+k(||γk + n−1/2up+k||) + n
q1∑
k=1
φλp+k(||γk||)
= −n1/2
p1∑
j=1
[
φ′λj(|β∗j |)sgn(β∗j )uj
]
− 1
2
p1∑
j=1
[
φ′′λj(|β∗j |)u2j
]
−n−1/2
q1∑
k=1
[
φ′λp+k(||γ∗k ||)
||γ∗k ||
k∑
t=1
γ∗ktup+k,t
]
+
1
2
q1∑
k=1
[
φ′λp+k(||γ∗k ||)
||γ∗k ||3
k∑
t=1
k∑
v=1
(γ∗ktγ
∗
kv − ||γ∗k ||21[t=v])up+k,tup+k,v
]
−1
2
q1∑
k=1
[
φ′′λp+k(||γ∗k ||)
||γ∗k ||2
k∑
t=1
k∑
v=1
γ∗ktγ
∗
kvup+k,tup+k,v
]
+ o(1)
≤ n1/2an
p1∑
j=1
|uj|+ n1/2an
q1∑
k=1
k∑
t=1
|ukt|+ op(1) (4.19)
≤ n1/2an√p1||(u1, . . . , up1)||+ n1/2an
q1∑
k=1
√
k||up+k||+ op(1) = Op(1).(4.20)
The inequality (4.19) follows from condition (C6) and uktγ
∗
kt/||γ∗k || ≤ |ukt| and (4.20)
follows because
∑p1
i=1 |ui| ≤
√
p1(
∑p1
i=1 u
2
i )
1/2 =
√
p1||(u1, . . . , up)|| and condition (C6).
Proof of Theorem 1b.
Suppose that the conditions of Theorem 1a hold, and there exists an, θ̂λ, which is
a
√
n-consistent estimator of θ∗. It suffices to show that for large n, the gradient of
the penalized log likelihood function is zero evaluated at θ̂λ, such that ||θ̂λ − θ∗|| =
Op(n
−1/2). By assumption, ||βˆ(2)λ|| = ||γˆkλ|| = Op(n−1/2) = op(1), for k = p + q1 +
1, . . . , p+ q. Taking a Taylor’s series expansion of the penalized log likelihood function
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about θˆλ, we have
0 = n−1/2
∂θ`(θ̂λ)− n ∂θ { p∑
j=1
φλj(|βj|)
}∣∣∣∣∣
θ=θ̂λ
− n ∂θ
{
q∑
k=1
φλp+k(||γk||)
}∣∣∣∣∣
θ=θ̂λ

= Op(1)− n1/2 ∂θ
{
p∑
j=1
φλj(|β∗j |)
}∣∣∣∣∣
θ=θ̂λ
− n1/2 ∂θ
{
n
q∑
k=1
φλp+k(||γk||)
}∣∣∣∣∣
θ=θ̂λ
(4.21)
where the last equality follows because n−1/2∂θ`(θˆλ) = n−1/2∂θ`(θ∗) + n−1/2(θˆλ −
θ∗)∂2θ`(θ
∗) + op(1) which is Op(1) by Theorem 1a, and conditions (C2) and (C3).
For j = p1 + 1, . . . p, the gradient with respect to βj of the second term of (4.21),
is −sgn(βˆj)n1/2 λj[λ−1j φ′λj(|βˆj|)]. Since ||βˆ(2)λ|| = op(1), λ−1j φ′λj(|βˆj|) is greater than
zero for large n, therefore, the second term in (4.21) is dominated by the term n1/2dn.
Similarly for k = p + q1 + 1, . . . p + q and γˆkt 6= 0, the gradient with respect to γkt, of
the third term of (4.21) is −n1/2 λk(γˆkt/||γˆk||)[λ−1p+kφ′λp+k(||γˆk||)]. Since ||γˆkλ|| = op(1),
λ−1k φ
′
λp+k
(||γˆk||) is greater than zero for large n, therefore, the third term in (4.21) is
dominated by the term n1/2dn. Since n
1/2dn → ∞ by condition (C7), then (4.21) can
be made large in absolute value. Therefore, the conditions βˆjλ 6= 0, j = p1 + 1, . . . , p
and γˆkλ 6= 0, j = p+ q1 + 1, . . . , p+ q cannot hold, otherwise (4.21) cannot possibly be
equal 0. Consequently, with probability tending to one, βˆjλ = 0 for j = p1 + 1, . . . , p
and γˆkλ = 0 for j = p+ q1 + 1, . . . , p+ q.
Proof of Theorem 1c.
Given conditions (C1) - (C7), Theorems 1a and 1b apply and there exists an
θˆλ =
(
βˆT(1)λ, βˆ
T
(2)λ, γˆ
T
(1)λ, γˆ
T
(2)λ, ξˆ
T
λ
)T
, such that βˆ(2)λ = γˆ(2)λ = 0, which is a
√
n local
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maximizer of the observed data penalized log likelihood function. Let,
h1(ψ) = (φ
′
λ1
(|β1|)sgn(|β1|), . . . , φ′λp1 (|βp1|)sgn(|βp1|),
φ′λp+1(||γ1||)γ1T/||γ1||, . . . , φ′λp+q1 (||γq1||)γq1
T/||γq1||)T ,
G1 (ψ) = diag(φ
′′
λ1
(|β1|), . . . , φ′′λp1 (|βp1|), φ
′
λp+1
(||γ1||)/||γ1||3(||γ1||2I1 − γ1γT1 )
+φ′′(||γ1||)γ1γT1 /||γ1||2, . . . , φ′′λp+q1 (||γq1||)/||γq1||(||γq1||
2Iq1 − γq1γTq1)
+φ′′(||γq1||)γq1γTq1/||γq1||2)
h(ψ∗) =
 h1 (ψ∗)
0
 , G(ψ∗) =
 G1 (ψ∗) 0
0 0
 , and
Σ(ψ∗) =
[
A˜(ψ∗) + G(ψ∗)
]−1
B˜(ψ∗)
[
A˜(ψ∗) + G(ψ∗)
]−1
.
Then, using a Taylor’s series expansion, we have
0 = n−1/2∂ψ ˜`(ψ̂λ)− n1/2∂ψ
[
p1∑
j=1
φλj(|βλj |)
]∣∣∣∣∣
ψ=ψ̂λ
− n1/2∂ψ
[
q1∑
k=1
φλp+k(||γk||)
]∣∣∣∣∣
ψ=ψ̂λ
= n−1/2∂ψ ˜`(ψ∗)− n1/2h(ψ∗)− n1/2(ψ̂λ −ψ∗)T
[
− 1
n
∂2ψ
˜`(ψ∗) + G(ψ∗)
]
+ op(1)
= n−1/2∂ψ ˜`(ψ∗)− n1/2h(ψ∗)− n1/2(ψ̂λ −ψ∗)T
[
A˜(ψ∗) + G(ψ∗)
]
+ op(1),
which indicates
n1/2
{
ψ̂λ −ψ∗ +
[
A˜(ψ∗) + G(ψ∗)
]−1
h(ψ∗)
}
D
= n−1/2
[
A˜(ψ∗) + G(ψ∗)
]−1
∂ψl(ψ
∗),
and therefore
n1/2
{
ψ̂λ −ψ∗ +
[
A˜(ψ∗) + G(ψ∗)
]−1
h(ψ∗)
}
D→ N (0,Σ(ψ∗)) .
Proof of Theorem 2a.
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To prove Theorem 2, we first show that for θtn
p→ θt, t = 1, 2,
Q(θ1n|θ2n)−Q(θ1|θ2) = op(n)
E[Q(θ1n|θ2n)]− E[Q(θ1|θ2)] = op(n)
Q(θ1n|θ2n)− E[Q(θ1|θ2)] = op(n). (4.22)
First we note that conditions (C1)-(C5) imply [Q(θ1|θ2)−E[Q(θ1|θ2)]/n converges in
probability to 0 for all θ1,θ2 ∈ Θ. Furthermore, because conditions (C2) and (C3)
satisfy the W-LIP assumption of Lemma 2 of Andrews (1992), we obtain the uniform
continuity and stochastic continuity of E[Q(θ1|θ2)] and [Q(θ1|θ2) − E(Q(θ1|θ2))]/n
respectively. Because the stochastic continuity and pointwise convergence properties
satisfy the assumptions of Theorem 3 of Andrews (1992), we have
argmax
(θ1,θ2)∈Θ×Θ
1
n
|Q(θ1|θ2)− E[Q(θ1|θ2)]| p→ 0, (4.23)
which implies (4.22).
Consider the hypothetical estimator θ¯S = argmax
θ∈ΘS
Q(θ|θ∗). By condition (C5) and
White (1994), θ¯S converges in probability to θ∗S . Let θ˜Sλ = argmax
θ∈ΘS
Q(θ|θ̂0). Since
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θ̂0
p→ θ∗ and θ¯Sλ
p→ θ∗Sλ , we have
1
n
dICQ(λ, 0) =
1
n
(ICQ(λ)− ICQ(0))
=
1
n
[
2Q
(
θ̂0|θ̂0
)
− 2Q
(
θ̂λ|θ̂0
)
+ cˆn(θ̂λ)− cˆn(θ̂0)
]
≥ 2
n
[
Q
(
θ̂0|θ̂0
)
−Q
(
θ˜Sλ|θ̂0
)]
+ op(1)
=
2
n
[
Q
(
θ̂0|θ̂0
)
−Q
(
θ˜Sλ|θ∗
)]
+ op(1)
≥ 2
n
[
Q
(
θ̂0|θ̂0
)
−Q (θ¯Sλ|θ∗)]+ op(1)
=
2
n
E [Q (θ∗|θ∗)]− E [Q (θ∗Sλ |θ∗)]+ op(1)
≥ 2
n
min
S6⊃ST
{E [Q (θ∗|θ∗)]− E [Q (θ∗S |θ∗)]}+ op(1),
where the second and fourth inequalities follow because Q
(
θ̂λ|θ̂0
)
≤ Q
(
θ˜Sλ |θ̂0
)
and
Q
(
θ˜Sλ |θ∗
)
≤ Q (θ¯Sλ|θ∗) for all λ and the third and fifth equalities follow from (4.22).
Therefore, we have
Pr
(
inf
λ∈Rpu
ICQ(λ) > ICQ(0)
)
→ 1,
which yields Theorem 2a.
Proof of Theorem 2b.
Under the assumptions of Theorem 2b, we have
n−1/2δQ(λ2,λ1) = n−1/2(ICQ(λ2)− ICQ(λ1))
= 2n−1/2
(
Q(θ̂λ1|θ̂0)− 2Q(θ̂λ2|θ̂0)
)
+ n−1/2(cˆ(θ̂λ2)− cˆ(θ̂λ1))
= 2n−1/2
(
Q(θ̂λ1|θ̂0)− E[Q(θ∗Sλ1 |θ̂0)]
)
− 2n−1/2
(
Q(θ̂λ2|θ̂0)− E[Q(θ∗Sλ2 |θ̂0)]
)
+2n−1/2
(
E[Q(θ∗Sλ2 |θ̂0)]− E[Q(θ
∗
Sλ1 |θ̂0)]
)
+ n−1/2δc(λ2,λ1)
= Op(1) + n
−1/2δc21
p→∞.
Thus ICQ(λ2) > ICQ(λ1) in probability, which yields Theorem 2b. Proof of Theorem
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2c is similar to that of Theorem 2b.
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