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ABSTRACT 
Two aspects of small signal analysis of power systems are investigated in this dissertation. 
The first part presents the eigenvalue tracking method for power system stabilizer (PSS) 
placement. Traditional methods for determining PSS placements are based on the analysis of the 
interconnected system. However, the design of the PSS is based on a simplified single machine 
infinite bus (SMIB) model. A new method, the eigenvalue tracking method, makes a connection 
between the interconnected and system of SMIBs models to determine PSS placements. Thus, 
this method bridges the relationship between the way a PSS is designed and placed. This method 
will be compared to traditional methods for PSS placement, and it will be shown that the 
eigenvalue tracking method can outperform the traditional methods and should be included for a 
complete analysis to determine PSS placement. 
The second part of this dissertation develops a new line outage screening method for 
dynamic security analysis (DSA). The new screening method extends the use of distribution 
factors commonly used in static security analysis (SSA) to DSA by using the factors with 
eigenvalue sensitivities to estimate the change in the eigenvalues due to a line outage. This 
method screens line outages by estimating the stability of the post-line-outage system 
equilibrium point. Using the estimated changes in the eigenvalues, several line outage severity 
indices will be created. These severity indices will be used to rank line outages in order of 
severity and will also be combined with the eigenvalue estimation screening method to form a 
more conservative line outage screening method. 
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1 INTRODUCTION 
1.1 Overview 
This dissertation deals with two aspects of small signal analysis of the power system: 
placement of power system stabilizers (PSSs) and line outage screening based on estimation of 
the eigenvalues using sensitivities. A PSS is an instrument installed in a generator to stabilize the 
power system. From a systemwide point of view, PSSs are used to stabilize the power system as 
the demand for power increases and more power is delivered over longer distances. From a 
design point of view, a PSS is a device used to increase the damping torque component of a 
machine. Although a PSS can be installed at every machine, only a few PSSs are needed to 
stabilize a power system. The determination of PSS placement is analogous to finding which 
PSS has the most effect on a particular mode in a system. This information can also be used to 
determine which PSS should be turned on or be looked at for tuning adjustments. 
The eigenvalue tracking (ET) method for PSS placement is presented. The ET method 
makes a connection between the interconnected power system model and the decoupled system 
model comprised of single machine infinite buses (SMIBs). Making this connection bridges the 
gap between the way PSSs are placed and designed. The ET method will be compared with two 
popular placement methods: the participation factor (PF) and residue methods. It will be shown 
that the ET method can determine better PSS placements than do the traditional methods. 
However, no single method is most effective in all cases; therefore, for a complete analysis of 
PSS placement, all methods should be investigated. 
The ET method will also be extended to tune the PSS by using the eigenvalue tracking 
information to modify model parameters used for PSS tuning. The traditional SMIB model does 
not contain the mode to be damped by the PSS. In the eigenvalue tracking-with-matching 
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method, the modification of SMIB parameters will allow the mode of interest to be captured by 
the SMIB model. Thus it indirectly improves the PSS design. Simulated cases will show that a 
PSS tuned on this new model can lead to better performance than with a traditional model. 
Chapters 8 and 9 present line outage screening using eigenvalue estimations. This method 
combines the distribution factors used in static analysis with eigenvalue sensitivities to calculate 
the changes in the eigenvalues due to a line outage. The eigenvalue changes are used to estimate 
the post-line-outage eigenvalues. These estimated eigenvalues are used to screen line outages 
that should investigated further with a more detailed analysis. This screening method, which has 
an added advantage of being easily extendable to screen multiple line outages, will be tested to 
screen double line outages. The results of the simulated cases will show that the eigenvalue 
estimation screening method has an accuracy of more than 78% in determining the stability of 
the post-line-outage system. 
The estimated changes in the eigenvalues will also be used to develop several line outage 
severity indices. These indices will be used to rank the line outages in order of severity and also 
to screen potentially unstable line outages. The list of line outages screened on the basis of the 
severity indices will be combined with the list determined by the eigenvalue estimation screening 
method to create a more conservative list. The results will show that the combined screening 
method captures more unstable cases than the eigenvalue estimation screening method at the cost 
of accuracy in determining the stability of the system. 
1.2 Literature Review 
The problem of low-frequency oscillations in power systems began to surface with the 
installment of continuously acting voltage regulators on new generating units in the late 1950s 
and early 1960s [1]. These oscillations are known as “dynamic instability,” “small-oscillations,” 
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or “low-frequency oscillations” and are primarily attributed to high-gain, low time-constant 
automatic voltage regulators (AVR), and transmission of bulk power over long distances [2]. 
There are generally two modes of oscillation in the power system, local mode and inter-area 
mode. Local modes are the oscillations associated with a group of generators swinging against 
the rest of the power system. They range in frequency between 0.8 and 2.0 Hz. Inter-area modes 
refer to the oscillations of a group of units in one area of the power system swinging against 
another group of units in another area of the system. These modes range in frequency between 
0.1 and 0.7 Hz [3, 4]. 
Various control methods have been studied to damp out the low-frequency oscillations 
because they lead to power system instability. One very effective controller adds a 
supplementary signal to the excitation controller and is known as a PSS. Most modern generators 
with fast-acting exciters are equipped with PSSs. However, older generator units have slow-
acting excitation systems and updating them with a fast exciter equipped with a PSS is costly [5]. 
Also, an update of excitation systems of some machines would not have a significant effect on 
damping the low-frequency oscillations; therefore, it is necessary to determine effective 
placement of PSSs to minimize cost.  
Several methods to determine the best location for PSS installation have been studied 
throughout the years. One of the first works applied the generator coherency index, a tool 
commonly used in transient stability analysis, to determine the best site for PSS installment [6]. 
The coherency index of a generator is a function of its frequency of rotor fluctuation caused by 
an impulse-type disturbance. Based on their coherency indices, the generators in a power system 
were separated into different groups. It was shown that a PSS installed in one coherent group did 
not effectively damp the oscillations in another coherent group; therefore, at least one PSS 
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should be installed at a generator in the coherent group associated with the mode that needs 
damping. Within the coherent group, the best generator for PSS installation was determined such 
that performance-index-based generator angular velocity deviations were minimized. 
One of first notable methods that is still commonly used was developed by de Mello et al. 
[5]. They used eigenvectors corresponding to the power system oscillatory modes to determine 
the relative motions of the machines at this mode and to figure out which machines were 
swinging with and against each other. For a given mode of interest, the machines that swung 
against each other had the greatest effect on this mode; hence, these machines were good 
candidates for PSS installment. This step screened only the machines good for PSS installment. 
The final decision for PSS placement was made by looking at the changes of the eigenvalues 
after installation of a PSS at every screened machine, where the stabilizing action of a PSS was 
approximated by a proportional gain between machine speed and flux. The installation at the 
machine that resulted in the greatest damped system was concluded to be the site for PSS 
installation. 
Tse and Tso [7] also grouped the generators and applied the ideas of de Mello et al. [5]. 
They looked at the mode shapes of eigenvalues with respect to machine power to determine 
which machines were anti-phase, or swinging against each other. Tse and Tso characterized an 
inter-area mode as a mode with large angle differences between the machine mode shapes. They 
reasoned that the inter-area mode was most likely to cause instability; thus a PSS should be 
installed at the machine closely related to this mode. This method, as well as [5], does not take 
into account instability caused by a local mode. Also, the selection of the machine most closely 
associated with an unstable mode is somewhat arbitrary.  
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Similarly to [5], Abdalla et al. [8] also observed eigenvalue changes due to the single PSS 
installation at different units to determine the best PSS installment location. However, this work 
took a different approach by modeling the effect of PSS installation with an addition of a 
damping term to the equation of motion. The best PSS placement led to the most damped system.  
The methods outlined by [5] and [8] for PSS placement are sequential and can take into 
account the presence of PSSs that were already installed. However, sequential placement does 
not always determine the best multiple PSS placements because placement order can affect the 
results. These methods require eigenvalue calculations after PSS installation at each generator. 
Other methods have been developed that save computation time by computing eigenvalue 
sensitivities to approximate the post-PSS-installed eigenvalues. A pioneering work on eigenvalue 
sensitivities applied to power systems was done by Van Ness et al. [9] in 1965. They derived the 
eigenvalue sensitivities to a power system parameter. In 1980, Arcidiacono et al. [10] developed 
a way to calculate the eigenvalue sensitivities to the closure of the open-loop system by 
installation of an ideal PSS. These sensitivities were computed with matrix residues of the open-
loop system. Martins and Lima [11] used the same idea as [10] but proposed an improved 
algorithm that could be easily used with a large-scale system. 
Eigenvalue sensitivities were also used by Ostojic to tune the PSS after installation [12]. 
Ostojic showed that the eigenvalue sensitivities of an open-loop system due to installation of a 
static PSS are equal to the open-loop residues. These sensitivities were used to tune the PSS but 
were not used to determine PSS placement. Similarly to de Mello et al. [5], Ostojic grouped the 
generators to determine a site of PSS installation. Ostojic traced the origins of the 
electromechanical modes to one or a group of generators by looking at their aggregate 
momentum as shown in [13]. In the studied case, one generator from each group was chosen for 
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PSS installation. However, the number and choice of generators for PSS installation was 
arbitrary. 
Feliachi et al. looked at several methods to determine the optimum site for PSS installation 
during the late 1980s and early 1990s. In 1988, Zhuang and Feliachi [14] proposed a method that 
looked at the closed-loop eigenvalue sensitivities to identify the site for PSS installment. In [15] 
and [16], Feliachi and Yang used matrix residues and conditions on these residues to determine 
the location and minimum number of PSSs needed to stabilize a power system. Feliachi [17], 
also identified the optimal location of PSS placement by formulating an optimization problem. In 
Feliachi’s work, the minimum number of PSSs needed was found to be the minimum number of 
control gains needed to shift all critical modes to the stable region. The optimal placements of 
PSSs were determined such that the placements would result in the greatest sensitivities of each 
critical mode.  
As evidenced by the papers discussed, residues are commonly used to determine PSS 
installation sites. Another popular method is based on PFs [18]. A PF is a measure of the relative 
participation of a state in a mode and a mode in a state.  Thus, it shows which machine and 
particular state greatly affects an eigenvalue of interest. For a given mode to be damped, the 
machine whose state participates the most in the mode should be installed with a PSS. The use of 
PF for PSS placement was introduced by Perez-Arriaga et al. [19, 20] and applied by Hsu and 
Chen [21, 22], Snyder et al. [23], and Muhamad Razali et al. [24]. It was also used and further 
analyzed by Pagola et al. [25], who outlined the properties of PFs and their relationship to 
eigenvalue sensitivities and matrix residues. A drawback of PFs is that they are calculated for an 
open-loop system and do not take into account PSS installation as is done with residue methods. 
7 
 
The determination of the best PSS installation location has also been solved by formulating 
and solving an optimization problem to minimize a cost function. In [26], Doi and Abe 
minimized the sum of PSS transfer functions weighted by their machine bases to determine PSS 
placement. The optimization problem was constrained by having to shift the eigenvalues to the 
stable region and by limits of the PSS parameters. This method both determined PSS placement 
and computed the PSS parameters. The optimization problem was solved for the shift in the 
eigenvalues by using a derived equation for eigenvalue sensitivities. This formulation was also 
used by Fretwell et al. to determine PSS installation sites [27]. 
Lu et al. [28] also formulated an optimization problem to determine PSS placement. The 
objective was to minimize the PSS control gains with constraints to move the unstable 
eigenvalues to the stable region while not changing the stable eigenvalues. This approach 
assumed that PSSs were installed at every machine. Those with relatively higher gains solved for 
by the optimization problem were chosen for PSS installation. This method looked at the closed-
loop system, but minimization of the number of PSSs was not included in the constraints or the 
cost function. This method put the additional constraint of not moving the stable eigenvalues; a 
less restrictive constraint would put all the eigenvalues in the stable region. 
Other approaches to determine the best locations for PSS installations have been 
investigated. In [29], Zhou et al. developed the sensitivity of PSS effect (SPE), an index based on 
PSS input activity and PSS control effect on a certain mode. The SPE is equal to the sensitivity 
of a given mode to a change in a PSS transfer function. The machine with the largest SPE 
amplitude was chosen for PSS installation. In addition, the SPE index was used to tune the PSS 
parameters. In more recent research, Milanovic et al. computed the relative gain array to find the 
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optimal PSS placements [30, 31]. Wang et al. used probabilistic eigenvalue sensitivity indices to 
determine the best site for PSS installation [32]. 
Even with the installation of PSSs, power system stability is still of concern. Power system 
operation at more stressed levels due to restructuring, increasing load, and lack of investment in 
infrastructure mean that the power system is operating with a smaller stability margin. Power 
system security is analyzed in order to ensure that the power system can withstand reasonable 
disturbances and operate in an acceptable manner. Power system security is divided into two 
types, static security analysis (SSA) and dynamic security analysis (DSA) [33]. The former 
analyzes the steady-state model of the post-disturbance system while DSA analyzes the dynamic 
model.  
  It is impossible to account for every possible disturbance; thus the first step in security 
analysis is to determine which contingencies need further analysis. This is done by the 
contingency screening method. There is a vast literature on contingency screening for SSA 
involving screening for voltage security and branch flow violations [34–38]. In [34] 
contingencies were ranked based on performance index computed using dc load flow analysis. 
The algorithm for calculating the performance index sensitivities was improved in [35]. 
Comparisons of three different screening methods were made in [36]. In [37], the authors 
investigated a method to pre-screen a subset of buses that had high voltage sensitivity to a 
contingency. Distribution factors, which are linear sensitivities of the power system to  power 
injection and withdraw, were used to screen line outages in [38].   
While contingency screening for SSA has received much attention, screening for DSA has 
received little attention. The first works in DSA contingency screening were based on calculation 
of the transient energy function [39–43]. Transient energy function methods estimate the 
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maximum clearing time, also known as “critical clearing time,” of a given fault before the power 
system becomes unstable. This involves construction of a Lyapunov function for the post-fault 
system, calculation of the critical value of this function, and integration of the faulted system 
until the Lyapunov function of the post-fault system reaches the critical value. Transient energy 
function methods differ in the calculation of the Lyapunov function critical value and the 
integration of the faulted system [39]. 
Most of the research on screening methods for DSA has been based on transient energy 
functions, but other approaches have been made. In [44], Brandwajn et al. proposed a composite 
index approach that looked at multiple indices to screen contingencies. Indices based on 
maximum difference between rotor angles, in rotor speeds, and in the rate of change in generator 
transient energy were investigated. It was found that no single index captured all the “severe 
contingencies,” but a combination of the indices led to a better result. In another work, Li and 
Bose used indices based on coherency to screen contingencies [45]. This work also looked at 
several indices based on deviations of generator rotor angles from the center of inertia angle at 
different times after a contingency. Contingencies that led to larger deviations were considered 
more severe than those that led to smaller deviations. This coherency-based method was also 
tested and compared with other methods based on transient energy functions in [46]. No single 
method was concluded to be the best screening method, but it was shown that all the indices 
tested showed promise for future development.  
More recently, eigenvalue sensitivities have been used to screen contingencies [47, 48]. 
These works are similar to the method presented in this dissertation, as they determine the 
stability of the post-contingency equilibrium point instead of looking at the trajectories of the 
states after a contingency. In [47], contingencies were screened by calculating the post-
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contingency eigenvalues using first- and second-order eigenvalue sensitivities to a change in 
topology. In [48], contingencies were screened based on the sensitivity of the synchronizing 
torque component of the torque of electrical origin. Both of these works involve calculation of 
the eigenvalue sensitivities to a system topology change. The screening method presented in this 
dissertation incorporates distribution factors commonly used in SSA to represent a topology 
change. The eigenvalue sensitivity to this representation of the topology change was calculated 
to estimate the post-contingency eigenvalues and determine the stability of the power system. 
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2 POWER SYSTEM DYNAMIC MODEL 
This chapter presents the synchronous machine, exciter, turbine-governor, and power system 
stabilizer (PSS) dynamic models.  For simplicity, it is given that the power system has n buses 
where the first m buses are connected to a synchronous machine. For presentational purposes, it 
will also be assumed that all synchronous machines are equipped with an exciter and a turbine-
governor. Different generator component models are presented, but it should be kept in mind that 
only one of these components may be used for each generator. As an example, both the two-axis 
and flux decay models of the synchronous machine will be presented with numbering for the first 
m buses; however, only one of these models should be used to represent a single machine. All 
models were derived in [49] and should be looked at for more detail. 
2.1 Machine Models 
2.1.1 Two-Axis Model 
The two-axis model for the synchronous machine is given by (2.1) to (2.4). The fast 
dynamics of the stator and network transients as well as the fast damper dynamics are neglected 
in this model. It still retains the dynamics associated with one damper winding, 'diE , as well as 
the field winding flux linkage, 'qiE , dynamics. The machine angle iδ  is constant for a constant 
shaft speed at rated synchronous speed sω . The rotor speed, iω , dynamics is described by the 
difference in mechanical and electrical torque. Typically the inertia constant, H, ranges from 2.5 
to 10 s for thermal units and 2.0 to 4.0 s for hydraulic units. The time constant, 'doiT , is typically 
between 3.0 to 10.0 s for thermal units and 1.5 to 9.0 s for hydraulic units, and 'qoiT  is usually 
between 0.5 to 2.0 s for thermal units [4].    
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 ( )
'
' ' ' 1, ,qidoi qi di di di fdi
dE
T E X X I E i m
dt
= − − − + =   (2.1) 
 ( )
'' ' ' 1, ,diqoi di qi qi qi
dET E X X I i m
dt
= − + − =   (2.2) 
 1, ,i i s
d i m
dt
δ
ω ω= − =   (2.3) 
 ( )2 ' ' ' ' 1, ,i i Mi di di qi qi qi di di qi FWi
s
H d T E I E I X X I I T i m
dt
ω
ω
= − − − − − =  (2.4) 
The two-axis model algebraic constraint is given by (2.5). It describes the KVL loop of the 
internal voltage of the generator with the terminal voltage and the voltage drop across the 
impedance between these two voltages. The real and imaginary parts of (2.5) are given in (2.6) 
and (2.7), respectively. 
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i
j
j
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j
di qi di qi qi
V e R jX I jI e
E X X I jE e i m
πδ
θ
πδ
 − 
 
 − 
 
= + + +
 − + − + =  

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' '0 cos cos
2
' ' sin 1, ,
2
i i si di di qi qi i
di di si qi qi i
V R I E X I
X I R I E i m
π
θ δ
π
δ
  = + − − −     
 − + − − = 
 

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( ) ( )' '0 sin cos 2
' ' sin 1, ,
2
i i di di si qi qi i
si di di qi qi i
V X I R I E
R I E X I i m
π
θ δ
π
δ
 = + + − − 
 
  + − − − =     

 (2.7) 
2.1.2 Flux Decay Model 
The synchronous machine flux decay model is given by (2.8) to (2.10).  
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 ( )
'
' ' ' 1, ,qidoi qi di di di fdi
dE
T E X X I E i m
dt
= − − − + =   (2.8) 
 1, ,i i s
d i m
dt
δ
ω ω= − =   (2.9) 
 ( )2 ' ' 1, ,i i Mi qi qi qi di di qi FWi
s
H d T E I X X I I T i m
dt
ω
ω
= − − − − =   (2.10) 
This model was reduced from the two-axis model where the damper winding dynamics 'diE  have 
been eliminated by singular perturbation. The algebraic constraint from the KVL loop at the 
terminal of the machine is given by (2.11).  
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The real and imaginary parts of the algebraic constraints are given by (2.12) and (2.13), 
respectively. 
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 (2.13) 
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2.2 Exciter Models 
2.2.1 IEEE Type-1 Exciter 
The IEEE Type-1 exciter model is given by (2.14) to (2.16). This model contains the exciter 
circuit and the voltage regulator dynamics. The states ,fdi RiE V , and FiR  represent the field 
voltage produced by the exciter, the exciter input, and the voltage regulator rate feedback. The 
time constants ET , FT , and AT  typically range from 0.50 to 0.95 s, 0.35 to 1.00 s, and 0.02 to 
0.20 s, respectively [50].   
 ( )( ) 1, ,fdiEi Ei Ei fdi fdi RidET K S E E V i mdt = − + + =   (2.14) 
 1, ,Fi FiFi Fi fdi
Fi
dR KT R E i m
dt T
= − + =   (2.15) 
 ( ) 1, ,Ri Ai FiAi Ri Ai Fi fdi Ai refi i
Fi
dV K KT V K R E K V V i m
dt T
= − + − + − =  (2.16) 
The function ( )Ei fdiS E  represents the saturation in the exciter iron and has the following form. 
 ( ) i fdiB EEi fdi iS E Ae=  (2.17) 
2.2.2 Fast Exciter 
The fast exciter model given by (2.18) is a simple model of an exciter with one gain and one 
time constant. This model is often used in conjunction with the flux-decay model for eigenvalue 
analysis and PSS design. 
 ( ) 1, ,fdiAi fdi Ai refi i
dE
T E K V V i m
dt
= − + − =   (2.18) 
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2.3 Turbine Governor Model 
The steam turbine governor model is given by (2.19) and (2.20). The state MiT  represents the 
torque into the synchronous machine, and SViP represents the power from the steam valve 
position. The typical values for time constants CHT  and SVT  are 0.3 s and 5.0 to 7.0 s, 
respectively [4].  
 1, ,MiCHi Mi SVi
dTT T P i m
dt
= − + =   (2.19) 
 1 1 1, ,SVi iSVi SVi Ci
Di s
dPT P P i m
dt R
ω
ω
 
= − + − − = 
 
  (2.20) 
2.4 Friction Windage Torque 
The machine speed dynamic equation is a function of the torque of electrical origin and 
mechanical torque. A more detailed model may also include the torque provided from the 
friction and wind resistance on rotor rotation, FWT . Also with appropriate scaling of 
'
iD , the 
friction and windage term can represent the damping from the damper windings neglected in the  
flux-decay model. Typically 'iD  ranges from 1 to 2 [49].  
 ( )
'
1, ,iFWi i s
s
DT i mω ω
ω
= − =   (2.21) 
2.5 Network Equation 
The power system network connects the generators and the loads together and allows for 
power transmission. Due to conservation of power, the net power injected into a bus must equal 
the net power out of a bus, and these constraints are given by (2.22) and (2.23). 
 ( ) ( ) ( ) ( )2
1
1, ,
i
i k iki
nj jj
i di qi Li i Li i i k ik
k
V e I jI e P V jQ V VV Y e i m
πδ ϑ θ αθ
 − −  − − 
=
− + + = =∑   (2.22) 
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 ( ) ( ) ( )
1
1, ,i k ik
n
j
Li i Li i i k ik
k
P V jQ V VV Y e i m nϑ θ α− −
=
+ = = +∑   (2.23) 
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3 POWER SYSTEM STABILIZER 
3.1 Single Machine Infinite Bus 
The power system is a high order complex nonlinear system. In order to simplify the 
analysis and focus on one machine, the multi-machine power system is reduced to the single 
machine infinite bus (SMIB) system. In the SMIB system, the machine of interest is modeled in 
detail while the rest of the power system is equated with a transmission line connected to an 
infinite bus. Although this is an approximation and does not capture the inter-area mode, the 
local modes are captured and the machine analysis is greatly simplified. Because the generation 
system is modeled in detail and is relatively simple, the controller designs including the power 
system stabilizer (PSS) are often based on the SMIB model. After the initial design, the 
controllers are further tuned online to account for the approximations. For PSSs, online tuning is 
done such that both the local and inter-area modes are suppressed. 
The SMIB model used in this dissertation to design and tune the PSS is composed of the 
flux-decay machine model equipped with a fast acting exciter. The linearized state-space 
representation of this model was developed to analyze the system at low-frequency oscillations 
[49, 51, 52]. A PSS designed based on the SMIB was installed at the machine determined by 
each placement method in order to look at the PSS placement method effectiveness. The 
resulting eigenvalues of the system were calculated to determine which placements led to the 
most damped right-most eigenvalue. Because the PSSs installed in these case studies were 
designed using the linearized SMIB model, the SMIB model is presented here for completeness. 
The linearized dynamic model consists of the three states from flux decay model and is given by 
(3.1) to (3.3). 
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 4
3
1 1' '
' ' 'q q fd
do do do
d KE E E
dt K T T T
δ∆ = − ∆ − ∆ + ∆  (3.1) 
 d
dt
δ ω∆ = ∆  (3.2) 
 2 1'
2 2 2 2
s s s s
q M
d K K DE T
dt H H H H
ω ω ω ω
ω δ ω∆ = − ∆ − ∆ − ∆ + ∆  (3.3) 
The dynamic model is comprised of constants 1 6K K− , which are functions of the machine states 
and SMIB system parameters (3.4) to (3.11). 
 
( ) ( ){ }
( ){ } ( ){ }1
' sin cos
1
' ' ' cos sin
o o o
q d q q e e
o o o o
d q d qi e d e
I V X X X X R
K
Z V X X I E X X R
δ δ
δ δ
∞
∞
 − + − 
= −  
 + − − + +
  
 (3.4) 
 ( )( ) ( )2 1 ' ' 'o o o oq q d q q e e d q d e q iK I Z I X X X X R X X I R EZ  = − − + − − +    (3.5) 
 
( )( )
3
'
1 1
d d q eX X X X
K Z
− +
= +  (3.6) 
 
( )
( )4
'
sin cos
d d
o o
q e e
V X X
K X X R
Z
δ δ
∞ −
 = + −   (3.7) 
 
( )
( )( )
5
'sin cos
1
' cos sin
o
o od
q e d e
t
o
q o o
d e q e
t
V X R V V X X
V
K
Z V
X R V V X X
V
δ δ
δ δ
∞ ∞
∞ ∞
  + +    =  
  + − +    
 (3.8) 
 ( )6 1 '
o oo
q qd
q e d q e
t t t
V VVK X R X X X
Z V V V
  = − + + 
  
 (3.9) 
 5 6
'
t qV K K Eδ∆ = ∆ + ∆  (3.10) 
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 ( )( )2 'e e q e dZ R X X X X= + + +  (3.11) 
The K constants are functions of the infinite bus voltage and branch impedance that represent the 
rest of the power system. Because the PSS design is dependent on the K constants, it is also 
affected by the infinite bus voltage and branch impedance values. As part of this dissertation, it 
will be shown that by changing these parameters such that the SMIB model captures the modes 
of interest, the PSS parameters will be better tuned. 
3.2 Damping 
The torque of electrical origin has two components. Synchronizing torque is the component 
in phase with the rotor angle deviation. The other component is in phase with speed deviation 
and is referred to as damping torque. The literature states that the PSS should be designed such 
that only the damping torque component is produced. Justification for this can be made by 
considering the linearized second-order representation of the synchronous generator (3.12) and 
(3.13). 
 2 M E D
s
H d T T T
dt
ω
ω
∆ = ∆ − ∆ − ∆  (3.12) 
 d
dt
δ ω∆ = ∆  (3.13) 
This model only contains the machine speed and angle dynamics. In the above equations, MT∆  is 
the perturbed mechanical input torque, ET∆  is the perturbed electrical output torque, and DT∆  is 
the perturbed mechanical damping torque.  
In order to observe the effect of the PSS on the torque of electrical origin, the torques in the 
above system will be divided into their synchronizing and damping torque components. Then the 
effect of the synchronizing and damping torque component on the damping ratio will be 
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analyzed to justify that a PSS should increase the damping torque component. Let the 
mechanical input torque be held constant such that 0mT∆ = . This assumption can be made 
because the mechanical torque is slow acting compared to the torque of electrical origin. The 
perturbed electrical output torque before PSS installation is comprised of synchronizing and 
damping torques as shown in (3.14). 
 _E NoPSS s DT D Dδ ω∆ = ∆ + ∆  (3.14) 
The torque provided by the PSS, PSST∆  , is supplied through the excitation system and changes 
the torque of electrical origin. Let the changes due to the PSS be comprised of both 
synchronizing and damping torque components as shown in (3.15). 
 _ _PSS S PSS D PSST D Dδ ω∆ = ∆ + ∆  (3.15) 
Then the resulting electrical output torque is given by (3.16). 
 ( ) ( )_ _E s S PSS D D PSST D D D Dδ ω∆ = + ∆ + + ∆  (3.16) 
The perturbed mechanical damping torque has a component only in phase with speed deviation 
and is given by the following relationship. 
 DT D ω∆ = ∆  (3.17) 
The synchronizing and damping torque relationships, (3.16) and (3.17), can be substituted 
into the second-order system, (3.12) and (3.13), to result in the following where 2
s
HM
ω
= . 
 ( ) ( )_ _s S PSS D D PSSdM D D D D Ddt ω δ ω ω∆ = − + ∆ − + ∆ − ∆  (3.18) 
 d
dt
δ ω∆ = ∆  (3.19) 
Transformation to the Laplace domain gives (3.20).  
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 ( ) ( )_ _s S PSS D D PSSMs D D D D Dω δ ω ω∆ = − + ∆ − + ∆ − ∆  (3.20) 
 s δ ω∆ = ∆  (3.21) 
Substitution of (3.21) into (3.20)  and normalization results the characteristic equation (3.22). 
 
( ) ( )_ _2 0D D PSS s S PSSD D D D Ds s
M M
δ
 + + +
+ + ∆ = 
  
 (3.22) 
This second-order characteristic equation follows the classical form of (3.23) where ς  is the 
damping ratio and nω  is the undamped natural frequency. 
 2 22 0n ns sςω ω δ + + ∆ =   (3.23) 
Solving the characteristic equation gives the following relationship. 
 ( )21 ns jς ς ω= − ± −  (3.24) 
 
( )_s S PSS
n
D D
M
ω
+
=  (3.25) 
 
( )_
2
D D PSS
n
D D D
M
ς
ω
+ +
=  (3.26) 
These equations show that increasing the PSS synchronizing torque component increases the 
natural frequency and decreases the damping ratio while increasing the PSS damping torque 
component increases the damping ratio. Thus maximum damping is achieved by only increasing 
the damping torque component; hence, a PSS should ideally increase the torque component in 
phase with the rotor speed deviation. 
3.3 PSS Model Design 
Typically three signals are considered for PSS input: machine speed, terminal frequency, or 
power. One of these signals is fed into the PSS to produce a signal that is fed into the excitation 
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system to increase the damping torque component. The general form of the PSS transfer function 
is given by (3.27) where k is the order of the PSS; typically the order is one or two. 
 ( ) 1
2
1
1 1
k
W
PSS
W
sTsTG s K
sT sT
 +
=  + + 
 (3.27) 
The gain, PSSK , determines the amount of added damping. The last term in the above transfer 
function represents the washout filter. This filter is added such that there is no steady state 
voltage reference error due to the speed deviation. The typical ranges for these parameters are 
shown in (3.28) to (3.30) [49]. 
 0.1 ~ 50PSSK =  (3.28) 
 1 0.2 ~ 1.5T =  (3.29) 
 2 0.02 ~ 0.15T =  (3.30) 
In order to look at the effectiveness of the PSS placement methods, a PSS was designed and 
placed at the machines determined by the placement methods. The eigenvalues after PSS 
installation were compared to determine how each placement method performed. The PSS 
design follows the method outlined in [49] and is summarized as follows. This design uses the 
rotor frequency for the PSS input signal. Let the transfer function between the PSS input and the 
electrical output torque be given by the following.  
 ( ) ( )1PSS
s
T G s GEP s
ω ω
∆
=
∆
 (3.31) 
 ( ) ( )1PSSG s K G s=  (3.32) 
This transfer function only considers the electrical torque component from the PSS. In the above 
equations, ( )G s  is the PSS transfer function and in (3.32) the PSS gain, PSSK , has been 
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separated for notational simplicity. The transfer function between exciter input and the output 
electrical torque, ( )GEP s , is derived from the SMIB model to be (3.33). 
 ( )
( )( )
2 3
2 6 3
'1 1
A
A do A
K K KGEP s
K K K sT K sT
=
+ + +
 (3.33) 
The first step of designing the PSS is to find the undamped natural frequency. This is done 
by neglecting the damping from all sources and results in the torque angle loop dynamic 
equation (3.34). 
 2 1
2 0
s
H s K
ω
+ =  (3.34) 
The undamped natural frequency of this system is given by (3.35).  
 1
2
s
n
K
H
ω
ω =  (3.35) 
In order to increase the damping torque component, the PSS time constants are chosen such that 
the phase of the PSS transfer function cancels the phase between the exciter input and the output 
electrical torque. Generally there is a phase lag, so the PSS transfer function is usually a phase 
leading block. The PSS is designed such that the phase of its transfer function, ( )G s , cancels the 
phase of ( )GEP s to produce only the damping torque component. This phase cancellation results 
in (3.36). 
 ( ) ( ) 0
n ns j s j
G s GEP s
ω ω= =
∠ +∠ =  (3.36) 
The phase contribution of the washout filter is approximately equal to zero and can be ignored 
when determining the PSS time constants. Then the PSS transfer function is given by (3.37) 
where k is one for a one-stage PSS and two for a two-stage PSS. 
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 ( ) 1
2
1
1
k
PSS
sTG s K
sT
 +
=  + 
 (3.37) 
The PSS time constants are determined such that the phase cancellation of  (3.36) is satisfied. For 
simplicity let the PSS transfer function numerator and the denominator be represented as shown. 
 11
n
Nj
sT N
ω
θ+ = ∠  (3.38) 
 21
n
Dj
sT D
ω
θ+ = ∠  (3.39) 
Substituting (3.38) and (3.39) into (3.37) results in (3.40). 
 ( )
k
N
PSS k
D
N kG s K
D k
θ
θ
∠
=
∠
 (3.40) 
Considering the ranges for 1 2 and T T , the values of these constants are chosen to satisfy the 
phase cancellation criteria. Using the representation shown by (3.40), this criterion is given by 
(3.41). 
 ( ) 0
n
N D s j
k k GEP s
ω
θ θ
=
− +∠ =  (3.41) 
The PSS gain is designed such that the desired damping ratio is achieved at the undamped 
natural frequency. This is done by considering the following second-order system where the 
damping is provided solely by the PSS. 
 2 1 0PSSD Ks s
M M
+ + =  (3.42) 
The roots of the characteristic equation for this system are given by the following. 
 
2
1
1,2
4
2
PSS PSSD D K
M M Ms
 − ± − 
 =  (3.43) 
 
2 2
1 1
1,2
4 if 
2 2
PSS PSS PSSD K D D Ks j
M M M M M
   = − ± − <   
   
 (3.44) 
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 21,2 1n ns jξω ω ξ= − ± −  (3.45) 
Given 1n
K
M
ω = , the real component of the roots gives (3.46). 
 2PSS nD Mξω=  (3.46) 
The above expression was obtained under the assumption that the PSS provides only the 
damping torque component. For this to happen, the PSS was designed to provide the phase 
cancellation to satisfy (3.41). Given the phase cancellation, the transfer function between torque 
and speed is given by (3.47). 
 ( ) ( )1
1PSS
PSS
s
T K G s GEP s
ω ω
∆
=
∆
 (3.47) 
From this, the damping coefficient can be derived as (3.48). 
 ( ) ( )1
1
PSS PSS
s
D K G s GEP s
ω
=  (3.48) 
Substituting (3.46) into (3.48) results in the following relationship. 
 
( ) ( )1
2
n n
n s
PSS
s j s j
MK
G s GEP s
ω ω
ξω ω
= =
=  (3.49) 
Thus, for the desired damping ratio at the undamped natural frequency, the PSS gain is given by 
(3.49). Typically the damping ratio is set between 0.1 and 0.3.  
Thus far the PSS design and analysis has been done with the transfer function model. A 
state-space representation of the PSS was used to model the system in the simulations and is also 
consistent with the models previously presented in Chapter 2. The state-space representation for 
a one-stage PSS is given by (3.50). 
 12
2 2 2
1 1 PSS
PSS PSS
W s W
K Td y x
dt T T T T T
ω
ω
∆ = − ∆ − ∆  (3.50) 
26 
 
 ( )1 22 2
2 2 2
PSS WW PSS
PSS PSS PSS
W s s W
K T T TT T Kd x x y
dt T T T T T
ω
ω ω
+ +
∆ = − ∆ + ∆ + − ∆ 
 
 (3.51) 
The dynamic equations for a two-stage PSS is given by (3.52) to (3.54). 
 
( )
( ) ( )
2 4 2 4
2 4
1 3 1 3 2 4 2 4
2 2
2 4 2 4
W W
PSS PSS PSS
W
PSS PSS W W
s s W
T T T T T Td x x y
dt T T T
K T T K TT T T T T T T
T T T T T
ω
ω ω
+ +
∆ = − ∆ + ∆
+ + + 
+ − ∆ 
 
 (3.52) 
 
( )
( )
2 4
2 4
1 3 2 4
2 2
2 4 2 4
W
PSS PSS PSS
W
PSS WPSS
s s W
T T Td y x z
dt T T T
K TT T T TK
T T T T T
ω
ω ω
+ +
∆ = − ∆ + ∆
+ + 
+ − ∆ 
 
 (3.53) 
 1 32 2
2 4 2 4
1 PSS
PSS PSS
W s W
K TTd z x
d t T T T T T T
ω
ω
∆ = − ∆ − ∆  (3.54) 
In the above models, PSSx∆ , PSSy∆ , and PSSz∆  are the PSS states. 
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4 EIGENVALUE TRACKING METHOD 
4.1 Interconnected Power System 
The interconnected power system is comprised of multiple machines connected by the 
transmission network as described in Chapter 3. Its dynamic model is nonlinear and is of high 
order even after model order reduction. Thus, time domain simulations are time consuming and 
computationally burdensome. For small perturbations, it is sufficient to analyze the linearized 
power system model. Linear models are simpler to understand and have many useful tools for 
analysis. One such tool, eigenvalue analysis, is the basis for this dissertation. The eigenvalues 
indicate the system stability and how close the system is to becoming unstable. It also shows 
what frequencies and modes exist in the system as well as how the system states interact with 
these modes. 
The models presented in Chapter 3 are nonlinear models and need to be linearized in order 
to calculate the eigenvalues. Let the linearized power system be given by (4.1) and (4.2). 
 x A x B y∆ = ∆ + ∆  (4.1) 
 0 C x D y= ∆ + ∆  (4.2) 
In the above equations, x∆  are the perturbed dynamic states and y∆ are the perturbed algebraic 
states. For notational simplicity, let ix∆  be the dynamic states associated with machine i. The 
algebraic states y∆  are composed of d and q axis machine currents, bus voltage magnitudes, and 
voltage angles. Let the algebraic states be separated into Iiy∆ for the ith machine currents and 
NWy∆  be all bus voltages. As an example, if machine i is modeled with the two-axis model 
equipped with the IEEE Type-1 exciter and steam turbine governor, then ix∆  and Iiy∆ are given 
by the following. 
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 ' ', , , , , , , ,
T
i qi di i i fdi Fi Ri Mi SVix E E E R V T Pδ ω ∆ =   
 (4.3) 
 ,
T
Ii di qiy I I ∆ =    (4.4) 
The m machine n bus power system is composed of states x∆ and y∆  as shown by (4.5) to (4.7). 
 [ ]1 2 1, , , ,
T
m mx x x x x−∆ = ∆ ∆ ∆ ∆  (4.5) 
 [ ]1 2 1, , , , ,
T
I I Im Im NWy y y y y y−∆ = ∆ ∆ ∆ ∆ ∆  (4.6) 
 [ ]1 1 2 2 1 1, , , , , , ,
T
NW n n n ny V V V Vθ θ θ θ− −∆ =   (4.7) 
The algebraic states must be eliminated in order to calculate the eigenvalues. This is done by 
first solving (4.2) for the algebraic states as a function of the dynamic states (4.8). 
 1y D C x−∆ = − ∆  (4.8) 
Then the expression for the algebraic states is substituted into the dynamic equations and results 
in (4.9), where the interconnected system matrix is given by (4.10). 
 _sys INTx A x∆ = ∆  (4.9) 
 1_sys INTA A BD C
−= −  (4.10) 
As shown by the models presented in Chapter 3, the voltages and currents are the only direct 
connection between the machines and the network. Thus the matrices A and B are sparse and 
block diagonal and matrices C and D are sparse. However, the system matrix, _sys INTA , is neither 
sparse nor block diagonal after the elimination of the algebraic equations. On the other hand, the 
power system representation with a system of single machine infinite bus (SMIB) models leads 
to a block diagonal system matrix. Representation of this system and its use will be discussed in 
Section 4.3.  
29 
 
4.2 SMIB Model 
The initial PSS design is done considering a SMIB system because of its relative simplicity 
and ease of analysis. In this model, one machine is modeled in detail and the rest of the power 
system is represented with a Thevenin equivalent circuit of a voltage behind an impedance. The 
Thevenin equivalent impedance at bus i is equal to the ith diagonal element of the busZ , which is 
the inverse of the bus admittance matrix [53–55]. The infinite bus voltage is set such that the 
total machine complex power output using the SMIB model is the same as the interconnected 
machine output power.  
The Thevenin equivalent circuit voltage magnitude and phase are set such that the machine 
complex power output stays constant when modeled with either the interconnected or SMIB 
model. Given the terminal voltage and current from the power flow solution and the Thevenin 
equivalent impedance, the infinite bus voltage magnitude and phase are given by (4.11) and 
(4.12), respectively. In these equations, siV  and vsiθ  are the ith machine infinite bus voltage 
magnitude and angle, thi thiR jX+  is the ith machine Thevenin equivalent impedance, tiV  and tiθ  
are the ith machine terminal voltage magnitude and angle, and tiI  and tiφ  are the ith machine 
output current magnitude and angle. 
 ( )ti tij jsi ti ti thi thiV V e I e R jXθ φ= − +  (4.11) 
 ( )( )ti tij jvsi ti ti thi thiV e I e R jXθ φθ = ∠ − +  (4.12) 
The SMIB machine and controllers dynamic equations are the same as the models described 
in Chapter 2. However, the network algebraic constraints are modified because the machines are 
disconnected from the network and connected to their Thevenin equivalent voltages and 
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impedances. The algebraic equations if the SMIB machine is modeled using the two-axis model 
are given by (4.13) to (4.15). 
 
( ) ( )
( )
' '0
sin
si ei di qi epi qi di
si i vsi
R R I X X I E
V δ θ
= + − + −
+ −
 (4.13) 
 
( ) ( )
( )
' '0
cos
si ei qi di epi di qi
si i vsi
R R I X X I E
V δ θ
= + + + −
+ −
 (4.14) 
 
( )
( )
2
2
sin
0
cos
ei di epi qi si i vsi
ti
ei qi epi di si i vsi
R I X I V
V
R I X I V
δ θ
δ θ
 − + − = −
 + + + − 
 (4.15) 
The flux-decay algebraic model constraints are given by (4.16) to (4.18). 
 ( ) ( ) ( )0 sinsi ei di qi epi qi si i vsiR R I X X I V δ θ= + − + + −  (4.16) 
 ( ) ( ) ( )' '0 cossi ei qi di epi di qi si i vsiR R I X X I E V δ θ= + + + − + −  (4.17) 
 
( )
( )
2
2
sin
0
cos
ei di epi qi si i vsi
ti
ei qi epi di si i vsi
R I X I V
V
R I X I V
δ θ
δ θ
 − + − = −
 + + + − 
 (4.18) 
4.3 Decoupling 
Since the PSS design and analysis for a given machine are traditionally done on the 
equivalent SMIB system, it would also be advisable that the machine selected for PSS 
installment be based on an equivalent analysis. This is achieved by the eigenvalue tracking (ET) 
method. The first step of the ET method is to decouple the interconnected m machine power 
system model into a system of m SMIB models.  This is done by disconnecting every machine 
from the network at its terminals and connecting it to its Thevenin equivalent circuit. For each 
machine i, the linearized system has the form shown by (4.19) and (4.20).  
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 i i i i ix A x B y∆ = ∆ + ∆  (4.19) 
 0 i i i iC x D y= ∆ + ∆  (4.20) 
As an example, if machine i is modeled with the two-axis model equipped with the IEEE Type-1 
exciter and steam turbine governor, then ix∆  and iy∆ are given by the following. 
 ' ', , , , , , , ,
T
i qi di i i fdi Fi Ri Mi SVix E E E R V T Pδ ω ∆ =   
 (4.21) 
 , ,
T
i di qi tiy I I V ∆ =    (4.22) 
As seen from (4.19) and (4.20), the ith machine dynamic equations are functions of only the ith 
machine states and are not directly dependent on the other machine states. Thus an eigenvalue of 
the ith machine SMIB system is only associated with the ith machine. 
With every machine disconnected from the network and connected to its Thevenin 
equivalent circuit, the dynamic equation of the system of SMIBs is comprised of block diagonal 
entries as shown by (4.23). The algebraic equation is given by (4.24). The system of SMIBs has 
a simplified network model, but it is not a reduced ordered model. Thus the system of SMIBs 
model has the same number of modes as the interconnected power system model.  
 
1 1 1 1 10 0 0 0
0 0 0 0
0 0 0 0m m m m m
x A x B y
x A x B y
∆ ∆ ∆         
         = +         
         ∆ ∆ ∆         

    

 (4.23) 
 
1 1 1 10 0 0 0
0 0 0 0 0
0 0 0 0m m m m
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After the elimination of the algebraic constraints by substitution, the system in (4.23) reduces to 
(4.25), where the system matrix, _sys SMIBA , is given by (4.26). 
 _sys SMIBx A x∆ = ∆  (4.25) 
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The system of SMIBs system matrix is a block diagonal matrix where each block diagonal is 
associated with one machine. For an m machine system, there are m square block diagonal 
elements, and the size of each block diagonal is equal to the number of dynamic states of its 
associated machine. Because each block diagonal element is associated with one machine, the 
eigenvalues of the block diagonal element are also associated with the same machine. Therefore, 
it is clear which machine a given eigenvalue is associated with. 
The SMIB model Thevenin equivalent parameters are functions of the network parameters 
and states, but a clear connection between the system of SMIBs and the interconnected power 
system model has not been made in previous work. The ET method bridges this gap by 
formulating a partially interconnected power system model. The _sys SMIBA matrix describes the 
completely decoupled system matrix while the _sys INTA  matrix characterizes the completely 
interconnected system. The partially interconnected system matrix is formed by first defining 
_sys DIFFA  as shown in (4.27). 
 _ _ _sys DIFF sys INT sys SMIBA A A−  (4.27) 
Then let ε be a number from zero to one and define _sysA ε  as (4.28). 
 _ _ _sys sys SMIB sys DIFFA A Aε ε+  (4.28) 
As ε  increases from zero to one, _sysA ε  goes from the completely decoupled system matrix to 
the completely interconnected system. For values of ε  between zero and one, the _sysA ε  matrix 
represents the partially interconnected system. The partially interconnected system is a 
33 
 
mathematical model that bridges the models of the fully interconnected and fully decoupled 
systems. 
4.4 PSS Placement 
The interconnected system, _sys INTA ,  eigenvalues are functions of all machine states, but 
some machine states participate more in a given eigenvalue than other machine states. This can 
be seen by observing the participation factor (PF), which measures the relative participation of a 
state in a mode and vice versa. Thus, for a desired mode to be damped, the machine with the 
state that participates the most in that mode is the machine where the PSS should be installed. 
However, PFs are linear sensitivities of the system and do not always point out the best site for 
PSS installation for a nonlinear system [25]. Another popular PSS placement method is the 
residue method [10, 11, 14–16]. The eigenvalue residue is the eigenvalue sensitivity to having an 
ideal PSS installed. Thus, for a given mode to be damped, the PSS should be installed at the 
machine with the largest residue for that mode. Residue, like PF, is a linear sensitivity method 
and is also subject to error. 
Both methods mentioned above depend on the linear sensitivity of an eigenvalue to 
determine which machine has the greatest effect on the mode to be damped. It is reasoned that 
this machine should be installed with a PSS because it has the greatest effect on the given mode. 
However, the ET method is based on making a connection between the interconnected and 
decoupled power system models. Thus it makes a connection between the way PSSs are placed 
and designed. The _sys SMIBA  eigenvalues are the decoupled modes and it is clear to which 
machine an eigenvalue is associated. The ET method uses this association to determine the PSS 
placements. Because PSSs are placed such that a mode that exists in the interconnected power 
system is damped, the ET method tracks this mode by evaluating the partially interconnected 
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eigenvalues as the system goes from the fully interconnected to the decoupled power system. 
The machine associated with the decoupled system eigenvalue that the interconnected system 
eigenvalue tracks to is the machine determined for PSS installment. 
The eigenvalues are tracked by evaluating the partially interconnected system, (4.28), as ε  
goes from one to zero. Let the partially interconnected system be evaluated at iε and 1iε +  where 
1iε +  is a number smaller than iε  and greater than or equal to zero. Let iλ  and 1iλ +  be the set of 
partially interconnected system eigenvalues evaluated at iε and 1iε + . Then each eigenvalue of iλ  
is tracked to the closest eigenvalue of 1iλ + . If multiple eigenvalues of iλ  are closest to the same 
eigenvalue of 1iλ + , then the difference between iε and 1iε +  needs to be decreased, or the 
eigenvalues cannot be tracked. Another option is to let the eigenvalue of iλ  with the smaller 
minimum distance be tracked to the eigenvalue of 1iλ + . For example, let ixλ be an element of iλ  
and its minimum distance to any eigenvalue in 1iλ +  be ixd  . Let this minimum distance be 
between ixλ  and 1i zλ + , where 1i zλ +  is an eigenvalue of 1iλ + . Also let iyλ  be an element of iλ  and 
its minimum distance to any eigenvalue of 1iλ +  be iyd . Let this minimum distance be between 
iyλ  and 1i zλ + , where 1i zλ +  is an eigenvalue of 1iλ + . Because both ixλ  and iyλ  cannot be tracked 
the same eigenvalue the eigenvalue with the smaller minimum distance should be tracked to 
1i zλ + . Thus if ixd  is less than iyd , then ixλ  should be tracked to 1i zλ +  and iyλ  should be tracked 
to the eigenvalue of 1iλ +  to which it has the smallest distance excluding 1i zλ + . It is also 
important to note that not all the eigenvalues need to be tracked. Because PSS placement is only 
dependent on the critical interconnected system eigenvalue, only this eigenvalue needs to be 
tracked to determine PSS placement.  
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4.5 Eigenvalue Matching 
The ET method creates a one-to-one mapping between the interconnected and decoupled 
power system eigenvalues. The system of SMIBs model is a decoupled representation of the 
interconnected system, and, although related, the eigenvalues of the two systems do not lie at the 
same points in the complex plane. For PSS placement, the eigenvalue of interest, the critical 
eigenvalue, is the interconnected system eigenvalue that lies at the right half side in the complex 
plane. Since the ET method maps this eigenvalue to an eigenvalue of the system of SMIBs, the 
decoupled representation of a power system can be modified such that the interconnected system 
critical mode maps to the same point as the representation by the system of SMIBs. Eigenvalue 
tracking with matching (ETM) of the critical eigenvalues is an extension of the ET method that 
modifies the SMIB system parameters such that the critical mode is captured by the SMIB 
system. Because the PSS design and initial tuning is based on the SMIB model, changing the 
SMIB system parameters ultimately changes the PSS parameters. By capturing the 
interconnected system critical mode in the SMIB model representation, the PSS tuning can be 
improved. 
For simplicity, let the interconnected system have one complex pair of critical eigenvalues, 
eigenvalues that lie in the right half plane. This pair of eigenvalues will be referred to as 
interconnected critical eigenvalues. Using the ET method, the interconnected critical eigenvalues 
can be tracked to a pair of eigenvalues of the decoupled system. The pair of eigenvalues of the 
decoupled system that the interconnected critical eigenvalues tracked to will be referred to as the 
decoupled critical eigenvalues. The machine associated with the decoupled critical eigenvalues 
will be referred to as the critical machine. From observation of various simulated cases, the 
interconnected system and decoupled system eigenvalues do not lie at the same points in the 
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complex plane because the system of SMIBs representation is a much simpler representation of 
the power system and only captures the local modes.  
Since the system of SMIBs is not directly related to the other machines, the placement of the 
decoupled critical eigenvalues in the complex plane is determined by the critical machine SMIB 
model parameters and is not affected by other SMIB system parameters associated with other 
machines. Therefore, the decoupled critical eigenvalues can be moved by changing the Thevenin 
equivalent parameters of the critical machine SMIB system. Because the interconnected critical 
eigenvalues are the modes of interest for PSS placement, the decoupled critical eigenvalues can 
be moved such that they lie at the same points as the interconnected critical eigenvalues. By 
matching the critical eigenvalues, the SMIB model captures the modes that are desired to be 
damped in its representation and hence could lead to a better tuned PSS. Since complex 
eigenvalues exist in conjugate pairs, the movement of one of the pairs will also move the other 
pair such that the conjugate pairs exist. Therefore, the calculation to move a complex pair of 
eigenvalues needs to be done for one eigenvalue of the complex pair. There are four Thevenin 
equivalent parameters: voltage magnitude, voltage angle, resistance, and reactance. Because the 
generator power output is set and known from the powerflow solution, only two out of the four 
parameters are free to be changed to match the critical eigenvalues. For this dissertation, the 
Thevein equivalent resistance and reactance were chosen to be the free variables to be changed.  
Let the decoupled critical eigenvalue and the interconnected critical eigenvalue be at 
different points on the complex plain. The difference between the two is given by (4.29). 
 , ,c c Interconnected c Decoupledλ λ λ∆ −  (4.29) 
Furthermore, let the real and imaginary components of the difference be given by (4.30). 
 c c ca jbλ∆ = +  (4.30) 
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The sensitivity of the ith eigenvalue, iλ , to parameter α is given by (4.31). 
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In the above equation, iv  and 
T
iw  are the right and left eigenvector associated with iλ . Using 
(4.31) for resistance and reactance perturbations, the changes in the eigenvalue due to small 
changes in resistance and reactance can be calculated and are composed of real and imaginary 
parts as shown by (4.32) and (4.33), respectively. 
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 (4.32) 
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 (4.33) 
The changes to the resistance and reactance needed to move the decoupled critical eigenvalue to 
the interconnected critical eigenvalue are given by (4.34). 
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If the eigenvalue sensitivities to the Thevenin equivalent resistance and reactance are purely 
linear, then the changes given by (4.34) would match the decoupled and interconnected critical 
eigenvalues. However, the sensitivities are nonlinear, and one step change in the SMIB 
parameter values is usually not enough to match the eigenvalues. If the resulting critical 
decoupled eigenvalue after a step change is not within a tolerant distance from the critical 
interconnected eigenvalue, then another step change is needed in the resistance and reactance. 
After each step change in the parameters, the eigenvalues of the system of SMIBs needs to be 
calculated and tracked to determine which eigenvalues of the new system of SMIBs tracks to the 
interconnected critical eigenvalues. In some instances, the interconnected critical eigenvalues 
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might track not to the eigenvalues that were just moved but to another set of eigenvalues that is 
associated with a different machine. If so, this machine becomes the new critical machine. After 
the decoupled critical eigenvalues are determined, the eigenvalue sensitivities to the resistance 
and reactance need to be calculated to make another step of changes to the parameters. The 
changes in the parameters are made until the decoupled critical eigenvalues are within a tolerant 
distance from the interconnected critical eigenvalues. 
The critical machine can change during the critical eigenvalue matching process. This occurs 
because, while each SMIB system of the system of SMIBs is decoupled from each other, the 
partially interconnected system which determines the tracking path of the eigenvalues is still 
affected by the critical machine SMIB system parameter changes. The change in the critical 
machine might indicate that the ET method determined the wrong machine for PSS placement 
and that the ETM method is correcting for this mistake. Because the critical machine can change, 
the machine determined for PSS placement by the ET method is not always the same machine 
determined by the ETM method. Also, multiple changes in the critical machines could occur, and 
the machine determined for placement by the ETM and ET method could be the same even after 
the critical machine changes. It is also possible that the critical eigenvalues cannot be matched 
because the matching algorithm is based on linear sensitivities and the actual sensitivities are 
nonlinear. For the unmatched cases, the Thevenin equivalent parameter values should be used. 
4.6 Multiple PSS Placement 
Any PSS placement method could determine that more than one PSS is needed to stabilize 
the system either simultaneously or sequentially. Simultaneous placement of multiple PSSs can 
occur when PSSs are installed to damp multiple pairs of unstable eigenvalues. The ET method 
simultaneously determines multiple sites for PSS installation when the unstable eigenvalues are 
39 
 
tracked to decoupled system eigenvalues associated with different machines. Similarly, the PF 
method could identify that different machines participate most in different unstable eigenvalues, 
and the residue method could show that the unstable eigenvalues would be most sensitive to PSS 
placement at different machines. The sequential PSS placement case starts with the 
determination of a single machine for PSS placement. Sequential placement occurs when a 
second PSS is needed because after the installment of the first PSS, the system is still unstable. 
 For simplicity, the scope of the multiple PSS placement and installation was limited to two 
PSSs. However, the ideas derived from these cases can easily be extended to cases involving 
more PSSs. Let the base case (or initial condition) power system have no PSS installed and the 
eigenvalues chosen to be damped are the unstable eigenvalues. Sequential PSS placement starts 
with a power system with one pair of unstable eigenvalues. Using any PSS placement method, 
let the machine determined for PSS installment in this case be labeled Machine A1. If the 
resulting system, after PSS installation at Machine A1, still has a pair of unstable eigenvalues, 
another PSS could be installed to further damp the system. Let the machine determined for PSS 
installment after PSS installation at Machine A1 be labeled Machine B1. If Machine A1 and 
Machine B1 are identical, then this indicates that the PSS that was just installed needs further 
tuning or remedial actions such as re-dispatching the generators, load shedding, or building of 
new transmission lines are need. However, if the Machine A1 and Machine B1 are two different 
machines, then two PSSs should be installed.  
The sequential PSS placement just described determined that the PSS should be installed at 
Machine A1 and then at Machine B1. However, the installation order could matter and should be 
investigated. Let the PSS be first installed at Machine B1 instead of Machine A1. The resulting 
power system with a PSS installed only at Machine B1 could be stable. If it is not stable, then 
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another PSS can be installed to damp the system. Let Machine C1 be the machine determined for 
PSS installment after analyzing the system with a PSS installed only at Machine B1. If Machine 
C1 is not identical to Machine A1, then placement of multiple PSSs is affected by the installation 
order.  
A simultaneous PSS installation case starts with a power system that has two pairs of 
unstable eigenvalues. These unstable modes need to be damped, and any PSS placement method 
could determine two machines are needed for PSS installment. Let these machines be labeled 
Machine A1 and Machine A2. Even though two machines were simultaneously determined for 
PSS installment, just one PSS installation could be sufficient to stabilize the system. Thus, the 
stabilizing effect of one PSS versus two PSSs should be investigated. It is also possible that the 
PSSs be installed sequentially, even though two different placement sites were simultaneously 
determined. However, sequentially adding the PSSs could change the machines determined for 
PSS installation. For example, let the first PSS be installed at Machine A1. If the resulting 
system is unstable, then an obvious choice for PSS placement would be Machine A2. However, 
the power system with a PSS installed at Machine A1 could also be analyzed for PSS placement. 
Let the machine determined for PSS installment after analyzing the power system with a PSS 
installed at Machine A1 be labeled Machine B1. If Machine B1 is not identical to Machine A2, 
then PSS installment order affects the machines determined for PSS installment. Also, the first 
PSS could be installed at A2. Then let the machine determined for PSS installment after 
analyzing the power system with a PSS installed at Machine A2 be labeled Machine B2. If 
Machine B2 is not identical to Machine A2, then sequentially or simultaneously installing the 
PSS affects the PSS placements. 
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Since Machine A1 and Machine B1 were determined sequentially, the installment order at 
these two machines could also affect PSS placement. Instead of installing the first PSS at 
Machine A1, let the PSS be installed at Machine B1. The resulting system with a PSS installed 
only at Machine B1 could be stable. If it is not stable, then let Machine C1 be the machine 
determined for PSS installment after analyzing the power system with a PSS installed at Machine 
B1. If Machine C1 is not identical to Machine A1, then determination of PSS placement is a 
function of PSS installment order. The same installation process can also be done with Machine 
A2 and Machine B2. The system with a PSS installed only at B2 could be stable. If it is not 
stable, let Machine C2 be the machine determined for PSS installment after analyzing the power 
system with a PSS installed at Machine B2. If Machine C2 is not identical to Machine A2, then 
installment order matters in determining PSS placement. The installment order for both 
simultaneous and sequential placement will be investigated in Chapter 7. 
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5 SINGLE PSS INSTALLATION CASE STUDIES 
Three power systems under various loading conditions and contingencies were studied for 
PSS placement. The power system base cases as shown in Appendix A, B, and C were perturbed 
such that a pair of unstable eigenvalues existed in the resulting system. The site for PSS 
installation was chosen to damp these unstable eigenvalues using the traditionally popular 
participation factor (PF) and residue methods, as well as the proposed eigenvalue tracking (ET) 
method. A lead lag PSS, designed following the method outlined in Chapter 3, was installed and 
the resulting eigenvalues after PSS installment were calculated to determine which placement 
had the best result. At some operating points, it was necessary to have the PSS parameters 
outside the parameter ranges described. Since this dissertation is not focused on the PSS design, 
the parameter bounds were ignored. The effectiveness of PSS placement was determined by 
looking at the right-most eigenvalue of the system after the PSS installment. The PSS placement 
that resulted in the smallest real part of the right-most eigenvalue was determined to be the most 
effective method. 
Table 5.1 to Table 5.11 show the load changes and in some cases line outages that were 
needed to create the unstable system. Line outage cases were made by opening a single line and 
increasing the complex loads at every bus such that a pair of unstable eigenvalues existed in the 
system. The results from the line outage cases are given by Table 5.1, Table 5.3, Table 5.8, and 
Table 5.9. The first column lists the line that was outaged. The second column lists the load 
factor that was multiplied to the complex loads at all the buses to increase the system loading. 
The third to fifth columns list the machine numbers for PSS placement determined by the ET, 
PF, and residue methods, respectively. The sixth column lists the right-most eigenvalue before 
43 
 
PSS installation, and the seventh to ninth columns list the right-most eigenvalue after PSS 
installation at the machines determined by the ET, PF, and residue methods.  
The bus load increase cases were made by increasing the real power load at a single bus until 
a pair of unstable eigenvalues existed in the system. The results from the bus load increase cases 
are shown in Table 5.2, Table 5.4, Table 5.7, Table 5.10, and Table 5.11. These tables follow a 
similar format as the line outage tables. The first column lists the bus numbers at which the load 
was increased. The second column lists the changes in the real power load. The third to fifth 
columns list the machine numbers for PSS placement determined by the ET, PF, and residue 
methods. The rest of the columns list the right-most eigenvalues before and after PSS installation 
using the three different placement methods. For the 4 machine 10 bus case, the real power load 
increases at buses 3 and 13 were investigated instead of line outage cases. This was in part 
because the line outage cases caused instability due to the powerflow divergence before a pair of 
unstable eigenvalues appeared. Also, the 4 machine 10 bus system has two distinct areas where 
bus 3 is in one area and bus 13 is in the other area. Unstable cases due to power transmission 
between the two areas were made by changing the load level at these two buses. The first two 
columns of Table 5.5 and Table 5.6 list the change in the real power load at buses 3 and 13. The 
rest of the columns list the machines determined for PSS placement and the right-most 
eigenvalues following the same format as the other tables. 
5.1 WSCC 
The data for the Western Systems Coordinating Council (WSCC) system can be found in 
Appendix A. The fast exciter model was used for this study because the PSS design was based 
on the fast exciter. Table 5.1 shows the results from the single line outage cases.  
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Table 5.1: WSCC single line outage 
Line LF ET PF RES λ No PSS λ ET  λ PF λ RES 
4-6 1.51 2 2 1 0.0048 ± j 6.6387 -0.1022 -0.1022 -0.1244 
6-9 1 2 2 2 0.0630 ± j 7.6258 -0.1004 -0.1004 -0.1004 
8-9 1.855 2 2 1 0.0033 ± j 7.1826 -0.1056 -0.1056 -0.1245 
7-8 1 2 2 2 0.1993 ± j 8.4848 -0.1017 -0.1017 -0.1017 
5-7 1 2 2 2 0.1159 ± j 7.0384 -0.1010 -0.1010 -0.1010 
4-5 1.175 2 2 2 0.8752 ± j 46.2089 0.4523 ± j 46.1867 0.4523 ± j 46.1867 0.4523 ± j 46.1867 
4-6 1.57* 3 3 3 0.3660 ± j 47.8558 0.4949 ± j 14.3290 0.4949 ± j 14.3290 0.4949 ± j 14.3290 
6-9 1* 2 2 2 0.0630 ± j 7.6258 -0.1004 -0.1004 -0.1004 
8-9 1.9* 3 3 3 0.0005 ± j 10.7878 -0.0019 ± j 7.6347 -0.0019 ± j 7.6347 -0.0019 ± j 7.6347 
7-8 1* 2 2 2 0.1993 ± j 8.4848 -0.1017 -0.1017 -0.1017 
5-7 1* 2 2 2 0.1159 ± j 7.0384 -0.1010 -0.1010 -0.1010 
4-5 1.175* 2 2 2 1.0760 ± j 44.9046 0.7930 ± j 44.8962 0.7930 ± j 44.8962 0.7930 ± j 44.8962 
 
An asterisk next to the load factor indicates that the load increase was distributed among all 
the generators in proportion to their inertia size. The slack bus accounted for the load increase if 
there was no distribution. It can be seen from this table that the ET method and the PF method 
determined the same site for PSS placement in all cases. In 2 out of 12 cases, the residue method 
determined a site different from the other two methods. For these cases, the placement using the 
residue method resulted in a more damped system. It can also be seen that PSS installment did 
not always led to a more damped system. This is because the PSS was designed and tuned based 
on the SMIB system instead of the interconnected model. This approximation does not guarantee 
the damping of all modes, and further tuning is needed. Also, the PSS is designed to damp modes 
associated with rotor oscillations and will not necessarily damp higher frequency modes. 
Table 5.2 shows the results from the studies where the real power load at one bus was 
increased until a pair of eigenvalues became unstable. Again, an asterisk next to the change in 
power indicates that the load increase was distributed among all the machines in proportion to 
their inertia sizes.  
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Table 5.2: WSCC bus load increase 
Bus ΔP [pu] ET PF RES λ No PSS λ ET  λ PF λ RES 
1 5.7 2 2 2 0.0001 ± j 8.8702 -0.1003 -0.1003 -0.1003 
2 3.29 2 2 1 0.0044 ± j 7.4553 -0.1012 -0.1012 -0.1200 
3 2.74 2 2 2 0.0039 ± j 8.0489 -0.1005 -0.1005 -0.1005 
4 3.02 2 2 2 0.0000 ± j 8.7035 -0.1001 -0.1001 -0.1001 
5 2.73 2 2 2 0.0007 ± j 8.3439 -0.1006 -0.1006 -0.1006 
6 2.67 2 2 2 0.0005 ± j 8.4285 -0.1004 -0.1004 -0.1004 
7 3.11 2 2 2 0.0022 ± j 7.7505 -0.1007 -0.1007 -0.1007 
8 2.82 2 2 2 0.0011 ± j 7.9445 -0.1014 -0.1014 -0.1014 
9 2.8 2 2 2 0.0026 ± j 8.0598 -0.1009 -0.1009 -0.1009 
1 0.77* 2 2 2 0.0010 ± j 8.8815 -0.1001 -0.1001 -0.1001 
2 4.15* 2 2 1 0.0027 ± j 7.5306 0.0626 ± j 14.0806 0.0626 ± j 14.0806 -0.0701 ± j 13.3177 
3 2.46* 2 2 2 0.0002 ± j 8.4487 -0.1001 -0.1001 -0.1001 
4 0.77* 2 2 2 0.0017 ± j 8.8484 -0.1000 -0.1000 -0.1000 
5 1.07* 2 2 2 0.0005 ± j 8.7738 -0.1001 -0.1001 -0.1001 
6 0.97* 2 2 2 0.0004 ± j 8.7966 -0.1000 -0.1000 -0.1000 
7 3.35* 2 2 2 0.0015 ± j 8.1066 -0.1000 -0.1000 -0.1000 
8 2.8* 2 2 2 0.0005 ± j 8.2992 -0.1001 -0.1001 -0.1001 
9 2.16* 2 2 2 0.0010 ± j 8.5437 -0.1000 -0.1000 -0.1000 
 
Similarly to the line outage cases, the ET and PF method determined the same site for PSS 
installment in all 18 cases. The residue method differed from the other two methods in two cases. 
For these cases, the PSS placement using the residue method resulted in a more damped system. 
In fact, in one of these cases, installation using the residue method was able to stabilize the 
system while installations at the machines using the other two methods could not stabilize the 
system. 
The same studies above were redone with a constant mechanical torque input at the 
generators and neglecting the turbine governors (TG). This is a common assumption in power 
system modeling and was studied to get more varied cases. The single line outage cases are 
shown in Table 5.3, and the bus load increase cases are shown in Table 5.4. Similarly to the fast 
exciter cases, the ET and PF methods determined the same sites for PSS placement.  
46 
 
Table 5.3: WSCC without TG single line outage 
Line LF ET PF RES λ No PSS λ ET  λ PF λ RES 
4-6 1.562 3 3 3 0.2532 ± j 51.8702 0.6363 ± j 14.0982 0.6363 ± j 14.0982 0.6363 ± j 14.0982 
6-9 1.988 2 2 1 0.0011 ± j 6.6949 -0.0896 -0.0896 0.2624 
8-9 1.912 2 2 1 0.0032 ± j 6.9222 -0.0380 -0.0380 0.0996 
7-8 1 2 2 2 0.1281 ± j 8.4192 -0.0877 -0.0877 -0.0877 
5-7 1 2 2 2 0.0293 ± j 6.9189 -0.0941 -0.0941 -0.0941 
4-5 1.174 2 2 2 0.4848 ± j 44.8229 0.0623 ± j 44.8012 0.0623 ± j 44.8012 0.0623 ± j 44.8012 
4-6 1.57* 3 3 3 0.3663 ± j 47.8558 0.4135 ± j 14.3223 0.4135 ± j 14.3223 0.4135 ± j 14.3223 
6-9 1.602* 2 2 2 0.0000 ± j 7.3618 -0.0977 -0.0977 -0.0977 
8-9 2.04* 2 2 2 0.0010 ± j 7.3477 -0.0608 -0.0608 -0.0608 
7-8 1* 2 2 2 0.1281 ± j 8.4192 -0.0877 -0.0877 -0.0877 
5-7 1* 2 2 2 0.0293 ± j 6.9189 -0.0941 -0.0941 -0.0941 
4-5 1.172* 2 2 2 0.0965 ± j 41.5780 0.0141 0.0141 0.0141 
 
Table 5.4: WSCC withou TG bus load increase 
Bus ΔP [pu] ET PF RES λ No PSS λ ET  λ PF λ RES 
1 7.17 2 2 2 0.0005 ± j 8.8697 -0.0985 -0.0985 -0.0985 
2 3.42 2 2 1 0.0047 ± j 7.2737 -0.0870 -0.0870 0.0581 
3 2.95 2 2 2 0.0024 ± j 7.8868 -0.0939 -0.0939 -0.0939 
4 3.76 2 2 2 0.0008 ± j 8.6429 -0.0988 -0.0988 -0.0988 
5 3.05 2 2 2 0.0018 ± j 8.1846 -0.0928 -0.0928 -0.0928 
6 3.01 2 2 2 0.0021 ± j 8.2801 -0.0954 -0.0954 -0.0954 
7 3.29 2 2 1 0.0004 ± j 7.5636 -0.0925 -0.0925 0.0441 
8 3.02 2 2 1 0.0022 ± j 7.7770 -0.0837 -0.0837 0.0294 
9 3.03 2 2 2 0.0028 ± j 7.8837 -0.0905 -0.0905 -0.0905 
1 1.1* 2 2 2 0.0002 ± j 8.8637 -0.0988 -0.0988 -0.0988 
2 4.36* 2 2 1 0.0012 ± j 7.3377 0.0857 ± j 14.0497 0.0857 ± j 14.0497 0.0316 
3 2.85* 3 3 3 0.0064 ± j 13.1065 0.7202 ± j 14.5600 0.7202 ± j 14.5600 0.7202 ± j 14.5600 
4 1.1* 2 2 2 0.0005 ± j 8.8164 -0.0998 -0.0998 -0.0998 
5 1.57* 2 2 2 0.0012 ± j 8.6987 -0.0990 -0.0990 -0.0990 
6 1.43* 2 2 2 0.0009 ± j 8.7348 -0.0999 -0.0999 -0.0999 
7 3.76* 2 2 2 0.0022 ± j 7.9011 -0.0991 -0.0991 -0.0991 
8 3.24* 2 2 2 0.0022 ± j 8.1188 -0.0979 -0.0979 -0.0979 
9 2.82* 2 2 2 0.0009 ± j 8.3561 -0.0967 -0.0967 -0.0967 
 
The placements determined by the residue method differed from the other two methods in 
6 out of the 30 cases. Among these six cases, the placements using the residue method failed to 
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stabilize the system in five instances while placements using the ET and PF method stabilized 
the system. This is contrary to the cases where the turbine governor was modeled in which the 
placement using the residue method resulted in a more damped system. Two conclusions can be 
drawn from the WSCC results. One is that no one method outperforms the other two methods in 
all cases. The other conclusion is that the power system model affects PSS placement, and this 
effect can change the pattern of one PSS placement method outperforming the other methods. 
5.2 4 Machine 10 Bus 
The data for the 4 machine 10 bus (4M10B) system can be found in Appendix B. The PSS 
placement methods were tested for various real power load increases at buses 3 and 13 with the 
slack bus compensating for the load increase. The least damped eigenvalues for these cases are 
shown in Table 5.5. The cases where the load increase was distributed in proportion to the 
generator inertia size are shown in Table 5.6. The pattern of agreement between the placement 
methods for this system differs from the WSCC system because the placement using the PF and 
residue methods determined the same machine in all but 6 out of the 45 cases. For the no re-
dispatch and with re-dispatch cases, placement using the ET method resulted in a more damped 
system in two cases compared to the PF method and in four cases compared to the residue 
method. The ET method resulted in the same placement as the PF and residue methods in 24 
instances for both methods. It can be concluded by comparing these results with the results from 
the WSCC system, that the pattern of agreement between the placement methods is dependent on 
the power system. While there was more agreement between the ET and PF methods for the 
WSCC system, the 4 machine 10 bus system showed more agreement between the PF and 
residue methods.  
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Table 5.5: 4M10B load levels with no re-dispatch 
ΔP3 [pu] ΔP13 [pu] ET PF RES λ No PSS λ ET  λ PF λ RES 
-3.28 -10 4 1 4 0.0004 ± j 4.4109 -0.0929 -0.0932 -0.0929 
-3.86 -8 1 1 1 0.0006 ± j 4.3113 -0.0923 -0.0923 -0.0923 
-4.47 -6 1 1 1 0.0008 ± j 4.1785 -0.0914 -0.0914 -0.0914 
-5.01 -4 1 1 1 0.0007 ± j 4.0253 -0.0906 -0.0906 -0.0906 
-5.34 -2 1 1 1 0.0001 ± j 3.8946 -0.0887 -0.0887 -0.0887 
-5.26 0 1 1 1 0.0002 ± j 3.8802 -0.0893 -0.0893 -0.0893 
0 2 1 1 1 0.0388 ± j 4.6736 -0.0954 -0.0954 -0.0954 
0 4 1 1 1 0.0709 ± j 4.6979 -0.0426 ± j 6.9787 -0.0426 ± j 6.9787 -0.0426 ± j 6.9787 
-2.11 6 1 1 1 0.0762 ± j 4.5349 -0.0043 ± j 6.9830 -0.0043 ± j 6.9830 -0.0043 ± j 6.9830 
-4.73 8 1 1 1 0.1351 ± j 3.9929 -0.0046 ± j 7.0006 -0.0046 ± j 7.0006 -0.0046 ± j 7.0006 
8.08 -10 4 3 3 0.0010 ± j 4.0762 -0.0813 -0.0894 -0.0894 
7.06 -8 4 3 3 0.0001 ± j 4.2955 -0.0830 -0.0922 -0.0922 
5.8 -6 4 3 3 0.0006 ± j 4.4733 -0.0880 -0.0928 -0.0928 
4.29 -4 3 3 3 0.0005 ± j 4.6021 -0.0923 -0.0923 -0.0923 
2.55 -2 3 1 3 0.0002 ± j 4.6694 -0.0934 -0.0957 -0.0934 
0.56 0 3 1 1 0.0001 ± j 4.6570 -0.0927 -0.0942 -0.0942 
-6 0 1 1 2 0.0607 ± j 3.6555 -0.0856 -0.0856 -0.0682 
-4 -7.52 1 1 1 0.0002 ± j 4.2832 -0.0923 -0.0923 -0.0923 
2 0 1 1 1 0.0413 ± j 4.7086 -0.0945 -0.0945 -0.0945 
4 0 1 1 3 0.0941 ± j 4.6476 -0.0467 ± j 4.6528 -0.0467 ± j 4.6528 -0.0194 ± j 4.5140 
6 -1.75 1 3 3 0.1299 ± j 4.4085 0.0301 ± j 4.4237 0.0156 ± j 4.2747 0.0156 ± j 4.2747 
8 -4.22 2 3 3 0.1921 ± j 3.8619 0.1989 ± j 3.8696 0.0617 ± j 3.7663 0.0617 ± j 3.7663 
-4 1.97 1 1 1 0.0003 ± j 4.1782 -0.0912 -0.0912 -0.0912 
-2 1.85 1 1 1 0.0001 ± j 4.4857 -0.0946 -0.0946 -0.0946 
0 0.5 3 1 1 0.0003 ± j 4.6361 -0.0937 -0.0953 -0.0953 
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Table 5.6: 4M10B load levels with re-dispatch 
ΔP3 [pu] ΔP13 [pu] ET PF RES λ No PSS λ ET  λ PF λ RES 
0 2 3 1 1 0.0463 ± j 4.6151 -0.0829 ± j 4.5974 -0.0939 -0.0939 
0 4 3 1 1 0.1036 ± j 4.5684 -0.0078 ± j 4.5501 -0.0901 ± j 4.5263 -0.0901 ± j 4.5263 
0 6 1 1 1 0.1555 ± j 4.4644 -0.0376 ± j 4.4178 -0.0376 ± j 4.4178 -0.0376 ± j 4.4178 
6.75 -10 4 3 3 0.0006 ± j 4.0503 -0.0796 -0.0906 -0.0906 
6.47 -8 4 3 3 0.0004 ± j 4.2760 -0.0829 -0.0918 -0.0918 
5.68 -6 4 3 3 0.0001 ± j 4.4695 -0.0862 -0.0917 -0.0917 
4.4 -4 4 3 3 0.0001 ± j 4.6071 -0.0898 -0.0934 -0.0934 
2.71 -2 4 1 1 0.0004 ± j 4.6720 -0.0892 -0.0947 -0.0947 
0.62 0 4 1 1 0.0002 ± j 4.6477 -0.0849 ± j 4.6590 -0.0951 -0.0951 
2 0 3 1 1 0.0384 ± j 4.6963 -0.0916 -0.0937 -0.0937 
4 0 3 1 1 0.0953 ± j 4.7352 -0.0761 ± j 4.7071 -0.0686 ± j 4.7031 -0.0686 ± j 4.7031 
6 0 3 1 3 0.1515 ± j 4.7262 -0.0313 ± j 4.6797 0.0039 ± j 4.7022 -0.0313 ± j 4.6797 
8 0 3 3 3 0.2057 ± j 4.6482 0.0177 ± j 4.5806 0.0177 ± j 4.5806 0.0177 ± j 4.5806 
10 -0.34 2 3 3 0.2560 ± j 4.4311 0.2074 ± j 4.4393 0.0705 ± j 4.3486 0.0705 ± j 4.3486 
-10 1.6 1 1 2 0.0001 ± j 3.5800 -0.0860 -0.0860 -0.0662 
-8 2.44 1 1 1 0.0003 ± j 3.8220 -0.0899 -0.0899 -0.0899 
-6 2.84 1 1 1 0.0003 ± j 4.0677 -0.0920 -0.0920 -0.0920 
-4 2.67 1 1 1 0.0001 ± j 4.2999 -0.0935 -0.0935 -0.0935 
-2 1.88 1 1 1 0.0004 ± j 4.4926 -0.0947 -0.0947 -0.0947 
0 0.51 1 1 1 0.0001 ± j 4.6226 -0.0946 -0.0946 -0.0946 
 
The results from the study where the load at one bus was increased until a pair of 
eigenvalues became unstable are shown in Table 5.7. An asterisk next to a real power change 
indicates that the load increase was redistributed in proportion to the machine inertia size. 
Following the pattern of the previous studies for this system, there is more correlation in 
placement between the PF and residue methods. In fact, for this study the PF and residue 
methods determined the same placement in all cases. The ET method determined the same site 
for PSS installment as the PF and residue methods in 6 out of 20 cases. While PSS installation 
stabilizes the system in all cases, the PSS installed using the PF and residue methods resulted in a 
more damped system than with the ET method. 
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Table 5.7: 4M10B bus load increase 
Bus # ΔP [pu] ET PF RES λ No PSS λ ET  λ PF λ RES 
1 1.33 1 1 1 0.0001 ± j 4.6876 l-0.0969 -0.0969 -0.0969 
2 0.71 3 1 1 0.0002 ± j 4.6683 -0.0925 -0.0950 -0.0950 
11 0.93 3 1 1 0.0001 ± j 4.6440 -0.0937 -0.0942 -0.0942 
12 0.63 3 1 1 0.0001 ± j 4.6420 -0.0933 -0.0948 -0.0948 
101 1 3 1 1 0.0001 ± j 4.6799 -0.0917 -0.0965 -0.0965 
102 0.67 3 1 1 0.0002 ± j 4.6662 -0.0931 -0.0949 -0.0949 
111 0.79 3 1 1 0.0001 ± j 4.6439 -0.0939 -0.0949 -0.0949 
112 0.57 3 1 1 0.0001 ± j 4.6403 -0.0927 -0.0950 -0.0950 
3 0.56 3 1 1 0.0001 ± j 4.6570 -0.0927 -0.0942 -0.0942 
13 0.5 3 1 1 0.0003 ± j 4.6361 -0.0937 -0.0953 -0.0953 
1 1.63* 4 1 1 0.0001 ± j 4.6799 -0.0896 -0.0975 -0.0975 
2 0.8* 4 1 1 0.0001 ± j 4.6587 -0.0867 ± j 4.6679 -0.0951 -0.0951 
11 0.96* 1 1 1 0.0002 ± j 4.6164 -0.0938 -0.0938 -0.0938 
12 0.64* 1 1 1 0.0002 ± j 4.6244 -0.0948 -0.0948 -0.0948 
101 1.2* 4 1 1 0.0002 ± j 4.6713 -0.0882 ± j 4.6791 -0.0957 -0.0957 
102 0.75* 4 1 1 0.0001 ± j 4.6567 -0.0853 ± j 4.6683 -0.0957 -0.0957 
111 0.81* 1 1 1 0.0003 ± j 4.6211 -0.0940 -0.0940 -0.0940 
112 0.59* 1 1 1 0.0002 ± j 4.6246 -0.0955 -0.0955 -0.0955 
3 0.62* 4 1 1 0.0002 ± j 4.6477 -0.0849 ± j 4.6590 -0.0951 -0.0951 
13 0.51* 1 1 1 0.0001 ± j 4.6226 -0.0946 -0.0946 -0.0946 
 
5.3 10 Machine 39 Bus 
The data for the 10 machine 39 (10M39B) bus system can be found in Appendix C. As with 
the WSCC case, the fast exciter model was used for the 10 machine 39 bus case because the PSS 
design considers the fast exciter model. Also, a constant mechanical torque input was used for all 
cases in this study. In the first set of studies for this system, the unstable system was created by a 
single line outage with complex power load increase at all buses. The results where the load 
increase was supplied by the slack bus are shown in Table 5.8. The results where the load 
increase was supplied by all the generators are shown in Table 5.9. There were seventy line 
outage cases listed in Table 5.8 and Table 5.9.  
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Table 5.8: 10M39B line outage without re-dispatch 
Line LF ET PF RES λ No PSS λ ET  λ PF λ RES 
1-2 1 9 10 9 0.0106 ± j 3.1153 -0.0233 ± j 3.0858 0.0079 ± j 3.2099 -0.0233 ± j 3.0858 
1-39 1 9 10 9 0.0126 ± j 3.1185 -0.0153 ± j 3.0806 0.0144 ± j 3.2148 -0.0153 ± j 3.0806 
2-3 1.04 2 2 2 0.0195 ± j 6.0710 -0.0872 ± j 4.0196 -0.0872 ± j 4.0196 -0.0872 ± j 4.0196 
2-25 1.01 9 10 9 0.0009 ± j 3.9414 -0.1000 -0.0413 ± j 5.9086 -0.1000 
3-4 1.01 2 2 2 0.0050 ± j 6.0054 -0.0815 ± j 4.1138 -0.0815 ± j 4.1138 -0.0815 ± j 4.1138 
3-18 1.14 2 2 2 1.1308 ± j 3.8248 0.4683 ± j 3.2845 0.4683 ± j 3.2845 0.4683 ± j 3.2845 
4-5 1.03 2 2 2 0.0142 ± j 6.0369 -0.0850 ± j 4.0736 -0.0850 ± j 4.0736 -0.0850 ± j 4.0736 
4-14 1.04 2 9 9 0.0010 ± j 6.3380 -0.0680 ± j 4.0809 -0.0674 ± j 4.1001 -0.0674 ± j 4.1001 
5-6 1.12 2 2 2 1.1524 ± j 3.6387 0.6729 ± j 3.1341 0.6729 ± j 3.1341 0.6729 ± j 3.1341 
5-8 1.03 9 10 5 0.0012 ± j 4.0529 -0.0753 ± j 4.0209 0.0034 ± j 4.2776 0.0032 ± j 6.3626 
6-7 1.02 9 10 5 0.0008 ± j 4.0616 -0.0713 ± j 4.0470 0.0191 ± j 4.2838 -0.0084 ± j 6.3779 
6-11 1.02 9 10 5 0.0006 ± j 4.0368 -0.0624 ± j 6.9248 -0.0262 ± j 6.4105 -0.0246 ± j 6.4170 
7-8 1.04 9 10 5 0.0047 ± j 4.0732 -0.0446 ± j 6.1437 0.0399 ± j 4.3063 0.0247 ± j 6.2767 
8-9 1.02 9 10 3 0.0038 ± j 3.2768 -0.0211 ± j 3.2455 -0.0348 ± j 6.3318 -0.0224 ± j 3.2200 
9-39 1.01 9 10 3 0.0020 ± j 3.2824 -0.0228 ± j 3.2506 -0.0349 ± j 6.3479 -0.0419 ± j 3.2446 
10-11 1.03 9 10 5 0.0005 ± j 4.0656 -0.0704 ± j 4.0511 -0.0169 ± j 4.2912 -0.0024 ± j 6.3648 
10-13 1.03 5 3 3 0.0048 ± j 5.9469 0.0143 ± j 6.0475 -0.0915 ± j 4.1002 -0.0915 ± j 4.1002 
13-14 1.01 5 3 3 0.0048 ± j 5.8743 -0.0001 ± j 5.9756 -0.0997 ± j 4.1055 -0.0997 ± j 4.1055 
14-15 1.02 5 2 3 0.0086 ± j 5.7758 -0.0170 ± j 5.9064 -0.0599 ± j 4.0078 -0.0637 ± j 4.0030 
15-16 1 5 10 5 0.0056 ± j 3.9527 -0.0702 ± j 6.0322 -0.0095 ± j 5.8956 -0.0702 ± j 6.0322 
16-17 1 5 10 5 0.0811 ± j 3.7406 -0.0764 ± j 6.5315 0.1067 ± j 3.8915 -0.0764 ± j 6.5315 
16-21 1 9 10 6 0.0091 ± j 4.0321 -0.0558 ± j 4.0069 -0.0267 ± j 6.4845 -0.0360 ± j 6.4788 
16-24 1.14 2 2 2 1.1615 ± j 3.7778 0.4993 ± j 3.2699 0.4993 ± j 3.2699 0.4993 ± j 3.2699 
17-18 1.03 9 10 5 0.0008 ± j 3.9994 -0.0738 ± j 3.9689 -0.0054 ± j 6.3716 -0.0093 ± j 6.3660 
17-27 1.04 9 10 5 0.0010 ± j 4.1129 -0.0574 ± j 4.1208 0.0355 ± j 4.3478 -0.0922 ± j 5.7723 
21-22 1 9 10 6 0.0920 ± j 3.9274 0.0409 ± j 3.9096 0.1495 ± j 4.1330 -0.0348 ± j 6.4665 
22-23 1.04 2 9 9 0.0011 ± j 6.3236 -0.0802 ± j 4.0868 -0.0570 ± j 6.1827 -0.0570 ± j 6.1827 
23-24 1.02 9 10 5 0.0016 ± j 4.0814 -0.0701 ± j 4.0585 -0.0066 ± j 4.3000 -0.0197 ± j 6.4399 
25-26 1.03 5 9 9 0.0106 ± j 6.1700 0.0147 ± j 6.1663 -0.0767 ± j 6.1907 -0.0767 ± j 6.1907 
26-27 1.05 2 2 2 0.0021 ± j 6.1469 -0.0379 ± j 5.6478 -0.0379 ± j 5.6478 -0.0379 ± j 5.6478 
26-28 1.06 9 10 5 0.0034 ± j 4.1061 0.0124 ± j 6.0770 0.0446 ± j 6.0027 0.0497 ± j 5.9225 
26-29 1.14 2 2 2 1.1329 ± j 3.8010 0.6254 ± j 3.2236 0.6254 ± j 3.2236 0.6254 ± j 3.2236 
28-29 1 5 9 9 0.0038 ± j 5.8073 -0.0201 ± j 5.9303 -0.0994 -0.0994 
12-11 1.04 2 9 9 0.0002 ± j 6.3223 -0.0794 ± j 4.0882 -0.0558 ± j 6.1803 -0.0558 ± j 6.1803 
12-13 1.04 2 9 9 0.0007 ± j 6.3234 -0.0821 ± j 4.1235 -0.0561 ± j 6.1810 -0.0561 ± j 6.1810 
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Table 5.9: 10M39B line outage with re-dispatch 
Line LF ET PF RES λ No PSS λ ET  λ PF λ RES 
1-2 1 9 10 9 0.0106 ± j 3.1153 -0.0233 ± j 3.0858 0.0079 ± j 3.2099 -0.0233 ± j 3.0858 
1-39 1 9 10 9 0.0126 ± j 3.1185 -0.0153 ± j 3.0806 0.0144 ± j 3.2148 -0.0153 ± j 3.0806 
2-3 1.32 2 2 2 0.0011 ± j 6.1689 -0.0701 ± j 3.8979 -0.0701 ± j 3.8979 -0.0701 ± j 3.8979 
2-25 1.3 5 9 9 0.0003 ± j 5.8483 -0.0231 ± j 5.9979 -0.0657 ± j 6.2674 -0.0657 ± j 6.2674 
3-4 1.09 2 2 3 0.0002 ± j 6.0279 -0.0948 ± j 4.1535 -0.0948 ± j 4.1535 -0.0996 
3-18 1.27 2 9 9 0.0005 ± j 6.3761 -0.0860 ± j 4.0323 -0.0786 ± j 6.1801 -0.0786 ± j 6.1801 
4-5 1.23 2 2 2 0.0012 ± j 6.1027 -0.0992 -0.0992 -0.0992 
4-14 1.25 2 9 9 0.0003 ± j 6.3910 -0.0933 ± j 4.1488 -0.1000 -0.1000 
5-6 1.27 2 2 2 0.0004 ± j 6.0948 -0.0997 -0.0997 -0.0997 
5-8 1.25 2 9 9 0.0002 ± j 6.3973 -0.0962 ± j 4.1062 -0.0982 ± j 6.2471 -0.0982 ± j 6.2471 
6-7 1.23 2 9 9 0.0004 ± j 6.3725 -0.0950 ± j 4.0999 -0.0880 ± j 6.2240 -0.0880 ± j 6.2240 
6-11 1.23 3 9 9 0.0002 ± j 6.3593 -0.0964 ± j 6.6892 -0.0498 ± j 6.9215 -0.0498 ± j 6.9215 
7-8 1.25 2 9 9 0.0002 ± j 6.3870 -0.0997 -0.0936 ± j 6.2387 -0.0936 ± j 6.2387 
8-9 1.25 2 9 9 0.0001 ± j 6.3082 -0.0604 ± j 3.1809 -0.0610 ± j 3.1883 -0.0610 ± j 3.1883 
9-39 1.24 2 9 9 0.0002 ± j 6.3107 -0.0615 ± j 3.1896 -0.0612 ± j 3.1971 -0.0612 ± j 3.1971 
10-11 1.24 3 9 9 0.0002 ± j 6.3730 -0.0997 -0.0622 ± j 7.0920 -0.0622 ± j 7.0920 
10-13 1.19 5 3 3 0.0011 ± j 5.9796 0.0225 ± j 6.0624 -0.0988 -0.0988 
13-14 1.07 5 3 3 0.0015 ± j 5.8889 0.0013 ± j 5.9857 -0.0999 -0.0999 
14-15 1.16 5 3 3 0.0008 ± j 5.8027 -0.0158 ± j 5.9269 -0.0811 ± j 4.0310 -0.0811 ± j 4.0310 
15-16 1 5 10 5 0.0056 ± j 3.9527 -0.0702 ± j 6.0322 -0.0095 ± j 5.8956 -0.0702 ± j 6.0322 
16-17 1 5 10 5 0.0811 ± j 3.7406 -0.0764 ± j 6.5315 0.1067 ± j 3.8915 -0.0764 ± j 6.5315 
16-21 1 9 10 6 0.0091 ± j 4.0321 -0.0558 ± j 4.0069 -0.0267 ± j 6.4845 -0.0360 ± j 6.4788 
16-24 1.26 2 2 9 0.0001 ± j 6.4029 -0.0984 ± j 4.1386 -0.0984 ± j 4.1386 -0.0870 ± j 6.4446 
17-18 1.28 2 9 9 0.0007 ± j 6.3846 -0.0748 ± j 4.0303 -0.0856 ± j 6.1848 -0.0856 ± j 6.1848 
17-27 1.44 2 2 2 0.0005 ± j 6.2154 -0.0396 ± j 5.5347 -0.0396 ± j 5.5347 -0.0396 ± j 5.5347 
21-22 1 9 10 6 0.0920 ± j 3.9274 0.0409 ± j 3.9096 0.1495 ± j 4.1330 -0.0348 ± j 6.4665 
22-23 1.27 2 9 9 0.0006 ± j 6.4074 -0.0986 -0.1000 -0.1000 
23-24 1.27 2 9 9 0.0001 ± j 6.3965 -0.0707 ± j 4.1110 -0.0809 ± j 6.3841 -0.0809 ± j 6.3841 
25-26 1.28 5 9 9 0.0018 ± j 6.0709 0.0184 ± j 6.1170 -0.0680 ± j 6.2301 -0.0680 ± j 6.2301 
26-27 1.39 2 2 3 0.0015 ± j 6.2405 -0.0087 ± j 5.5875 -0.0087 ± j 5.5875 -0.0101 ± j 5.5876 
26-28 1.33 5 9 9 0.0005 ± j 5.8395 -0.0222 ± j 5.9663 -0.0731 ± j 6.2594 -0.0731 ± j 6.2594 
26-29 1.23 5 9 9 0.0004 ± j 5.8349 -0.0250 ± j 5.9665 -0.0999 -0.0999 
28-29 1 5 9 9 0.0038 ± j 5.8073 -0.0201 ± j 5.9303 -0.0994 -0.0994 
12-11 1.27 2 9 9 0.0005 ± j 6.4063 -0.0992 -0.1000 -0.1000 
12-13 1.27 2 9 9 0.0006 ± j 6.4077 -0.0997 -0.0999 -0.0999 
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In total for the line outage cases, PSS placement using the ET method resulted in a more 
damped system compared to the PF and residue methods in 32 and 21 cases, respectively. The 
PF method resulted in a more damped system compared to the ET and residue methods in 23 and 
5 cases, and the residue method resulted in a more damped system compared to the ET and PF 
methods in 28 and 23 cases. Comparison of all three placement methods shows that no one 
placement method outperformed the other two methods in all cases. The PF and residue methods 
determined the same site for PSS installment in 42 cases while the ET method determined the 
same site as the PF and residue methods in 12 and 21 cases. As with the 4 machine 10 bus 
system, the PF and residue methods had stronger correlation with each other than with the ET 
method. 
In another set of studies, system instability was created by real power load increase at one 
bus in the system until a pair of eigenvalues became unstable. The results where the load 
increase was supplied by the slack bus are shown in Table 5.10, and Table 5.11 shows the results 
where the load increase was distributed among all the generators. Out of the 78 bus load increase 
cases, the PSS placement using the ET method resulted in a more damped system in 16 and 18 
cases compared to the PF and residue methods, respectively. The strong correlation between the 
PF and residue methods is seen again from these results. The PF and residue methods determine 
the same machine for PSS placement in 56 cases, while the ET method determine the same 
machine as the PF and residue methods in 43 and 37 cases. 
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Table 5.10: 10M39B bus load increase without re-dispatch 
Bus # ΔP [pu] ET PF RES λ No PSS λ ET  λ PF λ RES 
1 8.98 2 2 2 1.5537 ± j 2.9886 1.0352 ± j 2.6864 1.0352 ± j 2.6864 1.0352 ± j 2.6864 
2 8.19 2 2 2 1.1438 ± j 3.7370 0.6929 ± j 3.1790 0.6929 ± j 3.1790 0.6929 ± j 3.1790 
3 8.05 2 2 2 1.1113 ± j 3.8650 0.5127 ± j 3.3131 0.5127 ± j 3.3131 0.5127 ± j 3.3131 
4 8.38 2 2 2 1.1941 ± j 3.8570 0.4698 ± j 3.3353 0.4698 ± j 3.3353 0.4698 ± j 3.3353 
5 3.51 9 10 5 0.0133 ± j 4.1199 -0.0072 ± j 6.1219 0.0704 ± j 6.1366 0.0568 ± j 6.2347 
6 3.57 9 10 5 0.0118 ± j 4.1217 -0.0092 ± j 6.1262 0.0566 ± j 6.1285 0.0564 ± j 6.2404 
7 3.51 9 10 5 0.0226 ± j 4.1086 -0.0028 ± j 6.1133 0.0663 ± j 4.3742 0.0591 ± j 6.2244 
8 3.51 9 10 5 0.0272 ± j 4.1028 0.0002 ± j 6.1063 0.0667 ± j 6.0960 0.0597 ± j 6.2167 
9 9.13 2 2 2 1.7040 ± j 2.7240 0.6820 ± j 2.7631 0.6820 ± j 2.7631 0.6820 ± j 2.7631 
10 3.64 9 10 5 0.0039 ± j 4.1325 -0.0027 ± j 6.1232 0.0537 ± j 6.1139 0.0618 ± j 6.2329 
11 3.61 9 10 5 0.0065 ± j 4.1291 -0.0049 ± j 6.1243 0.0519 ± j 6.1170 0.0599 ± j 6.2357 
12 3.51 9 10 5 0.0069 ± j 4.1291 -0.0041 ± j 6.1237 0.0708 ± j 6.1277 0.0604 ± j 6.2335 
13 3.51 9 10 5 0.0023 ± j 4.1335 -0.0058 ± j 6.1242 0.0711 ± j 6.1347 0.0594 ± j 6.2347 
14 8.42 2 2 2 1.1277 ± j 3.9430 0.4049 ± j 3.3791 0.4049 ± j 3.3791 0.4049 ± j 3.3791 
15 3.51 2 2 2 0.0443 ± j 6.0733 -0.0859 ± j 4.0747 -0.0859 ± j 4.0747 -0.0859 ± j 4.0747 
16 3.51 2 2 2 0.0486 ± j 6.0638 -0.0962 -0.0962 -0.0962 
17 3.51 2 2 2 0.0523 ± j 6.0670 -0.0810 ± j 4.0518 -0.0810 ± j 4.0518 -0.0810 ± j 4.0518 
18 7.83 2 2 2 1.0295 ± j 4.0002 0.5305 ± j 3.3567 0.5305 ± j 3.3567 0.5305 ± j 3.3567 
19 3.51 2 2 2 0.0463 ± j 6.0491 -0.0998 -0.0998 -0.0998 
20 3.51 2 2 2 0.0558 ± j 6.0388 -0.0996 -0.0996 -0.0996 
21 3.51 2 2 2 0.0507 ± j 6.0636 -0.0975 -0.0975 -0.0975 
22 3.51 2 2 2 0.0489 ± j 6.0683 -0.0998 -0.0998 -0.0998 
23 3.51 2 2 2 0.0499 ± j 6.0673 -0.0992 -0.0992 -0.0992 
24 3.51 2 2 2 0.0508 ± j 6.0619 -0.0978 ± j 4.1157 -0.0978 ± j 4.1157 -0.0978 ± j 4.1157 
25 7.99 2 2 2 1.0873 ± j 3.8277 0.4554 ± j 3.3151 0.4554 ± j 3.3151 0.4554 ± j 3.3151 
26 7.65 2 2 2 0.9992 ± j 4.0094 0.2939 ± j 3.4757 0.2939 ± j 3.4757 0.2939 ± j 3.4757 
27 7.64 2 2 2 1.0004 ± j 4.0404 0.2145 ± j 3.5339 0.2145 ± j 3.5339 0.2145 ± j 3.5339 
28 7.24 2 2 2 0.9319 ± j 4.1208 0.4436 ± j 3.4622 0.4436 ± j 3.4622 0.4436 ± j 3.4622 
29 3.51 2 2 2 0.0787 ± j 6.0419 -0.0807 ± j 4.0438 -0.0807 ± j 4.0438 -0.0807 ± j 4.0438 
30 8.11 2 2 2 1.1195 ± j 3.7701 0.6740 ± j 3.2027 0.6740 ± j 3.2027 0.6740 ± j 3.2027 
31 3.51 2 9 9 0.0018 ± j 6.4012 -0.0778 ± j 4.1389 -0.0963 ± j 6.2252 -0.0963 ± j 6.2252 
32 3.51 2 2 2 0.0239 ± j 6.3138 -0.0856 ± j 4.0680 -0.0856 ± j 4.0680 -0.0856 ± j 4.0680 
33 3.51 2 2 2 0.0422 ± j 6.0511 -0.0997 -0.0997 -0.0997 
34 3.51 2 2 2 0.0519 ± j 6.0321 -0.0986 -0.0986 -0.0986 
35 3.51 2 2 2 0.0512 ± j 6.0658 -0.0994 -0.0994 -0.0994 
36 3.51 2 2 2 0.0517 ± j 6.0668 -0.0999 -0.0999 -0.0999 
37 7.94 2 2 2 1.0538 ± j 3.8593 -0.0188 ± j 3.6540 -0.0188 ± j 3.6540 -0.0188 ± j 3.6540 
38 3.51 2 2 2 0.0789 ± j 6.0394 -0.0969 -0.0969 -0.0969 
39 9.37 2 2 2 1.7419 ± j 2.5865 1.2835 ± j 2.3657 1.2835 ± j 2.3657 1.2835 ± j 2.3657 
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Table 5.11: 10M39B bus load increase with re-dispatch 
Bus # ΔP [pu] ET PF RES λ No PSS λ ET  λ PF λ RES 
1 5.19 9 10 5 0.0002 ± j 4.1176 -0.0780 ± j 4.1099 -0.0150 ± j 6.4564 -0.0233 ± j 6.4560 
2 12.28 2 9 9 0.0001 ± j 6.3792 -0.0700 ± j 4.1455 -0.0997 -0.0997 
3 12.13 2 9 9 0.0001 ± j 6.3896 -0.0811 ± j 4.1599 -0.0997 -0.0997 
4 17.57 2 9 9 0.0001 ± j 6.4222 -0.0642 ± j 4.1010 -0.0990 -0.0990 
5 19.21 2 9 9 0.0001 ± j 6.4510 -0.0411 ± j 4.0575 -0.0895 ± j 4.0542 -0.0895 ± j 4.0542 
6 18.95 2 9 9 0.0001 ± j 6.4554 -0.0473 ± j 4.0741 -0.0896 ± j 6.1369 -0.0896 ± j 6.1369 
7 17.35 9 10 10 0.0001 ± j 4.0828 -0.0659 ± j 4.0485 -0.0126 ± j 6.4595 -0.0126 ± j 6.4595 
8 13.83 9 10 5 0.0001 ± j 4.1119 -0.0769 ± j 4.0807 -0.0170 ± j 6.4779 -0.0138 ± j 6.4674 
9 4.56 9 10 5 0.0001 ± j 4.1122 -0.0809 ± j 4.0910 -0.0195 ± j 6.4693 -0.0263 ± j 6.4682 
10 18.64 2 9 9 0.0002 ± j 6.4550 -0.0628 ± j 4.0904 -0.0860 ± j 6.1289 -0.0860 ± j 6.1289 
11 18.72 2 9 9 0.0002 ± j 6.4565 -0.0592 ± j 4.0885 -0.0876 ± j 6.1333 -0.0876 ± j 6.1333 
12 12.81 2 9 9 0.0003 ± j 6.4703 -0.0300 ± j 4.1341 -0.0676 ± j 4.1538 -0.0676 ± j 4.1538 
13 18.97 2 9 9 0.0001 ± j 6.4514 -0.0610 ± j 4.0794 -0.0875 ± j 6.1392 -0.0875 ± j 6.1392 
14 18.84 2 9 9 0.0001 ± j 6.4297 -0.0680 ± j 4.0796 -0.0999 -0.0999 
15 11.85 2 9 9 0.0001 ± j 6.4059 -0.0996 -0.0999 -0.0999 
16 11.67 2 9 9 0.0001 ± j 6.3999 -0.0998 -0.0999 -0.0999 
17 11.12 2 9 9 0.0001 ± j 6.3871 -0.0991 -0.0997 -0.0997 
18 11.18 2 9 9 0.0001 ± j 6.3870 -0.0988 ± j 4.1727 -0.0997 -0.0997 
19 15.29 5 5 2 0.0004 ± j 6.0174 0.0287 ± j 6.2606 0.0287 ± j 6.2606 -0.0989 
20 12.34 5 5 2 0.0006 ± j 6.0430 -0.0027 ± j 6.3030 -0.0027 ± j 6.3030 -0.0998 
21 11.17 2 9 9 0.0001 ± j 6.4000 -0.0998 -0.0994 -0.0994 
22 11.4 2 2 9 0.0001 ± j 6.3991 -0.0999 -0.0999 -0.0941 ± j 6.5579 
23 11.16 2 2 9 0.0002 ± j 6.3999 -0.0998 -0.0998 -0.0924 ± j 6.5597 
24 11.22 2 9 9 0.0001 ± j 6.3989 -0.0993 -0.0993 -0.0993 
25 10.88 2 2 9 0.0001 ± j 6.3604 -0.0832 ± j 4.1587 -0.0832 ± j 4.1587 -0.0998 
26 11.15 2 2 2 0.0001 ± j 6.2863 -0.0779 ± j 6.0644 -0.0779 ± j 6.0644 -0.0779 ± j 6.0644 
27 10.19 2 2 2 0.0001 ± j 6.3469 -0.0977 ± j 6.1314 -0.0977 ± j 6.1314 -0.0977 ± j 6.1314 
28 9.64 5 9 5 0.0008 ± j 5.9028 0.0207 ± j 6.0659 -0.0670 ± j 6.2775 0.0207 ± j 6.0659 
29 9.62 5 9 9 0.0003 ± j 5.8587 0.0046 ± j 6.0335 -0.0729 ± j 6.2726 -0.0729 ± j 6.2726 
30 12.26 2 2 9 0.0001 ± j 6.3696 -0.0721 ± j 4.1513 -0.0721 ± j 4.1513 -0.0999 
31 15.13 2 9 9 0.0001 ± j 6.4406 -0.0597 ± j 4.1387 -0.0542 ± j 7.3300 -0.0542 ± j 7.3300 
32 16.38 2 9 9 0.0002 ± j 6.4216 -0.0126 ± j 6.4855 -0.0264 ± j 7.2082 -0.0264 ± j 7.2082 
33 14.45 5 5 3 0.0005 ± j 6.0138 0.0429 ± j 6.2317 0.0429 ± j 6.2317 -0.0583 ± j 7.7483 
34 11.36 5 5 3 0.0001 ± j 5.9398 -0.0810 ± j 6.3653 -0.0810 ± j 6.3653 -0.0990 
35 11.21 2 2 2 0.0002 ± j 6.3905 -0.0958 ± j 6.6544 -0.0958 ± j 6.6544 -0.0958 ± j 6.6544 
36 10.32 2 2 2 0.0001 ± j 6.3967 -0.0861 ± j 6.6477 -0.0861 ± j 6.6477 -0.0861 ± j 6.6477 
37 11.18 2 2 2 0.0001 ± j 6.3428 -0.0874 ± j 4.1560 -0.0874 ± j 4.1560 -0.0874 ± j 4.1560 
38 9.26 5 9 5 0.0006 ± j 5.7785 -0.0207 ± j 5.9634 -0.0715 ± j 6.2672 -0.0207 ± j 5.9634 
39 3.95 9 10 5 0.0002 ± j 4.1086 -0.0836 ± j 4.0806 -0.0093 ± j 4.2947 -0.0269 ± j 6.4655 
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5.4 Summary of Results 
A summary of the results for the single PSS installation cases is shown in Table 5.12. This 
table lists the number of times that the right-most eigenvalue after PSS installation using one of 
the three different placement methods is less than the right-most eigenvalue after PSS installation 
using one or both of the other placement methods. It also lists the number of times that one 
placement method determined the same site for PSS placement as another method. The last row 
lists the number of cases studied for each system. 
Table 5.12 shows that all three methods determined the same site for PSS installation in 
more than 50% of the cases. Each method outperformed the other two methods in some cases. 
Because PSS placement analysis is done offline, there is sufficient time to investigate the 
placement determined by all the methods. Therefore, for a complete analysis, all three placement 
methods should be investigated for PSS placement to ensure that the best placement is 
determined. 
Table 5.12: Comparison of placement methods 
 
WSCC 4M10B 10M39B All All [%] 
ET < PF 0 2 48 50 18.32 
ET < RES 5 4 39 48 17.58 
ET < PF & RES 0 1 36 37 13.55 
PF < ET 0 33 42 75 27.47 
PF < RES 5 5 12 22 8.06 
PF < ET & RES 0 2 3 5 1.83 
RES < ET 5 31 51 87 31.87 
RES < PF 5 1 38 44 16.12 
RES < ET & PF 5 0 13 18 6.59 
ET = PF 60 30 58 148 54.21 
ET = RES 50 30 58 138 50.55 
PF = RES 50 59 98 207 75.82 
# Cases 60 65 148 273 100.00 
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While no one method clearly outperformed the other two methods, the ET method had the 
highest percentage of cases where its placement was better than the other two methods with 
13.55%. The PF method had the lowest percentage with 1.83%, and the residue method came in 
between with 6.59%. These results show that the ET method can outperform the other two 
methods in more instances and is a valuable tool to use for PSS placement. Another advantage of 
including the ET method with the other two methods is seen by looking at the number of times 
the methods determined the same machine for PSS installment. The PF and residue methods 
determined the same machine for PSS installment in 75.82% of the cases and thus have the 
strongest correlation among the three methods. The ET method determined the same site as the 
other two methods in around 50% of the cases. Thus, the inclusion of the ET method provides a 
more diverse group of machines to study for PSS installment. 
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6 EIGENVALUE MATCHING CASE STUDIES 
This chapter presents the results from the eigenvalue tracking with matching (ETM) cases. 
The same cases that were studied for the single PSS installation were studied in this Chapter. 
Traditionally, PSS parameters are calculated by considering a SMIB system where the branch 
impedance and infinite bus voltage are set to the power system Thevenin equivalent values. 
However, the ETM method calculates a new set of impedance and voltage values such that the 
interconnected system critical eigenvalue matches the decoupled critical eigenvalue. The results 
in this chapter compare placement and PSS tuning using the ET and ETM methods by looking at 
the right-most eigenvalue before and after the PSS installment. Then the performance of both 
methods is compared to the PF and residue methods in the summary. 
The results of this chapter show the right-most eigenvalues in the odd numbered tables from 
and including Table 6.1 to Table 6.21 and the SMIB voltages and impedances in the even 
numbered tables from and including Table 6.2 to Table 6.22. The tables that show the 
eigenvalues follow the formats of the tables in Chapter 5. Table 6.1, Table 6.5, Table 6.15, and 
Table 6.17 show the eigenvalues for the line outage cases, and the first column lists the line that 
was opened. The second column lists the load factor (LF) that was multiplied to the complex 
loads at all buses to increase the system loading. The third and fourth columns list the machine 
numbers determined by the ET and ETM methods, respectively. The fifth column lists the 
number of iterations needed to match the critical eigenvalue for the ETM method. This column 
gives NC (not converged) if the eigenvalues could not be matched due to matching algorithm 
divergence. If the SMIB system eigenvalue could not be matched to the interconnected system 
critical eigenvalue, the Thevenin equivalent impedance and voltage was used to calculate the 
PSS parameters. Therefore, for these cases, the results of the ETM and ET methods were equal. 
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The sixth column lists the right-most eigenvalue before PSS installation. The seventh and eighth 
columns list the right-most eigenvalue after PSS installation using the ET and ETM methods.  
Table 6.3, Table 6.7, Table 6.13, Table 6.19, and Table 6.21 show the eigenvalues for the 
bus load increase cases and follow a format similar to the tables that list the eigenvalues. The 
first column lists the bus numbers at which the load was increased. The second column lists the 
changes in the real power load. The third and fourth columns list the machine numbers for PSS 
placement determined by the ET and ETM methods. The fifth column lists the number of 
iterations needed to match the critical eigenvalues. The rest of the columns list the right-most 
eigenvalues before and after PSS installation using the ET and ETM methods. For the 4 machine 
10 bus (4M10B) system, the change in the multiple power loads at buses 3 and 13 was 
investigated instead of the line outage cases. Thus, the first two columns list the real power load 
changes at buses 3 and 13. The lists of machines determined for PSS placement and the right-
most eigenvalues follow the same format as the other tables. 
The even numbered tables from and including Table 6.2 to Table 6.22 list the SMIB system 
voltage and impedance before and after the critical eigenvalues were matched. The first three 
columns of the voltage and impedance tables list the changes made to the base case. For the line 
outage cases, the first three columns list the line that was opened, the load factor, and the 
machine number determined by the ETM method for PSS placement. For the increase in bus load 
cases, the first three columns list the bus at which the load was increased, the real power load 
increase, and the machine that had its SMIB parameters changed. For both the line outage and 
bus load increase cases, the fourth to seventh columns list the Thevenin equivalent voltage 
magnitude, voltage angle, branch resistance, and branch reactance. The next four columns list the 
voltage magnitude, voltage angle, branch resistance, and branch reactance values that were 
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calculated to match the critical eigenvalues. Again, if the critical eigenvalues could not be 
matched, the voltage and impedance parameters were taken as the Thevenin equivalent 
parameters. 
6.1 WSCC 
The data for the Western Systems Coordinating Council (WSCC) system can be found in 
Appendix A. The results from the single line outage cases are shown in Table 6.1 and Table 6.2. 
An asterisk placed next to the LF indicates that instead of being supplied by the slack bus, the 
load increase was distributed among all the generators in proportion to their inertia size. Table 
6.1 lists the right-most eigenvalue before and after PSS installment. The ET method resulted in a 
more damped right-most eigenvalue than the ETM method in six cases while the ETM method 
resulted in a more damped system than the ET method in three cases. Table 6.2 lists the 
Thevenin equivalent circuit infinite voltage and impedance before and after the critical 
eigenvalues were matched. The critical eigenvalues were matched in 9 out of the 12 cases. It 
took three or four steps of parameter changes to match the critical eigenvalues. 
Table 6.1: WSCC single line outage eigenvalues 
Line LF ET ETM Iter # λ No PSS λ ET  λ ETM 
4-6 1.51 2 2 4 0.0048 ± j 6.6387 -0.1022 -0.0586 ± j 6.9067 
6-9 1 2 2 4 0.0630 ± j 7.6258 -0.1004 -0.0911 ± j 14.4888 
8-9 1.855 2 2 4 0.0033 ± j 7.1826 -0.1056 -0.1042 
7-8 1 2 2 3 0.1993 ± j 8.4848 -0.1017 -0.1012 
5-7 1 2 2 4 0.1159 ± j 7.0384 -0.1010 -0.1018 
4-5 1.175 2 2 NC 0.8752 ± j 46.2089 0.4523 ± j 46.1867 0.4523 ± j 46.1867 
4-6 1.57* 3 3 NC 0.3660 ± j 47.8558 0.4949 ± j 14.3290 0.4949 ± j 14.3290 
6-9 1* 2 2 4 0.0630 ± j 7.6258 -0.1004 -0.0911 ± j 14.4888 
8-9 1.9* 3 3 3 0.0005 ± j 10.7878 -0.0019 ± j 7.6347 -0.0023 ± j 7.6351 
7-8 1* 2 2 3 0.1993 ± j 8.4848 -0.1017 -0.1012 
5-7 1* 2 2 4 0.1159 ± j 7.0384 -0.1010 -0.1018 
4-5 1.175* 2 2 NC 1.0760 ± j 44.9046 0.7930 ± j 44.8962 0.7930 ± j 44.8962 
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Table 6.2: WSCC single line outage voltage and impedance 
   
Thevenin Matching 
Line LF ETM V [pu] θ [⁰] R [pu] X [pu] V [pu] θ [⁰] R [pu] X [pu] 
4-6 1.51 2 0.875 -42.888 0.016 0.201 0.734 -65.093 0.098 0.368 
6-9 1 2 1.005 -0.485 0.016 0.201 0.968 -18.719 0.101 0.377 
8-9 1.855 2 0.632 -84.512 0.053 0.392 0.670 -61.774 0.030 0.278 
7-8 1 2 1.063 -13.893 0.048 0.377 1.029 -8.810 0.043 0.315 
5-7 1 2 1.037 3.716 0.023 0.294 0.957 -13.803 0.155 0.438 
4-5 1.175 2 0.760 -53.114 0.027 0.312 0.760 -53.114 0.027 0.312 
4-6 1.57* 3 0.691 -54.488 0.028 0.314 0.691 -54.488 0.028 0.314 
6-9 1* 2 1.005 -0.485 0.016 0.201 0.968 -18.719 0.101 0.377 
8-9 1.9* 3 0.950 -24.427 0.066 0.394 0.923 -21.865 0.082 0.352 
7-8 1* 2 1.063 -13.893 0.048 0.377 1.029 -8.810 0.043 0.315 
5-7 1* 2 1.037 3.716 0.023 0.294 0.957 -13.803 0.155 0.438 
4-5 1.175* 2 0.782 -50.266 0.027 0.312 0.782 -50.266 0.027 0.312 
 
The ETM method did not change the PSS placement and determined the same machines 
as the ET method for PSS placement. In some instances, the voltage and impedance parameters 
had to be changed by large amounts to match the eigenvalues. This was especially true for the 
branch resistance values, which had percentage differences over 500% in five cases. 
Table 6.3 lists the right-most eigenvalue before and after PSS installment for the real 
power load increase for single bus cases. Table 6.4 lists the SMIB voltage and impedance of the 
Thevenin equivalent and critical eigenvalue matching circuits. The eigenvalues could be matched 
in all cases. Out of the 18 bus load increase cases, the ETM method resulted in a more damped 
system in 13 cases compared to the ET method while the ET method resulted in a more damped 
system in 3 cases. Thus, the bus load increase cases show that the ETM method can improve PSS 
tuning and lead to a more damped system than the ET method. As with the line outage cases, the 
branch resistance needed the largest percentage changes in order to match the critical 
eigenvalues. 
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Table 6.3: WSCC bus load increase eigenvalues 
Bus ΔP [pu] ET ETM Iter # λ No PSS λ ET  λ ETM 
1 5.7 2 2 4 0.0001 ± j 8.8702 -0.1003 -0.1006 
2 3.29 2 2 4 0.0044 ± j 7.4553 -0.1012 -0.0854 ± j 13.8835 
3 2.74 2 2 4 0.0039 ± j 8.0489 -0.1005 -0.1015 
4 3.02 2 2 4 0.0000 ± j 8.7035 -0.1001 -0.1004 
5 2.73 2 2 3 0.0007 ± j 8.3439 -0.1006 -0.1014 
6 2.67 2 2 4 0.0005 ± j 8.4285 -0.1004 -0.1012 
7 3.11 2 2 4 0.0022 ± j 7.7505 -0.1007 -0.1014 
8 2.82 2 2 3 0.0011 ± j 7.9445 -0.1014 -0.1023 
9 2.8 2 2 4 0.0026 ± j 8.0598 -0.1009 -0.1017 
1 0.77* 2 2 4 0.0010 ± j 8.8815 -0.1001 -0.1006 
2 4.15* 2 2 6 0.0027 ± j 7.5306 0.0626 ± j 14.0806 0.3593 ± j 13.9184 
3 2.46* 2 2 5 0.0002 ± j 8.4487 -0.1001 0.0633 ± j 14.5436 
4 0.77* 2 2 4 0.0017 ± j 8.8484 -0.1000 -0.1007 
5 1.07* 2 2 4 0.0005 ± j 8.7738 -0.1001 -0.1007 
6 0.97* 2 2 4 0.0004 ± j 8.7966 -0.1000 -0.1007 
7 3.35* 2 2 5 0.0015 ± j 8.1066 -0.1000 0.0805 ± j 14.0768 
8 2.8* 2 2 5 0.0005 ± j 8.2992 -0.1001 -0.1013 
9 2.16* 2 2 5 0.0010 ± j 8.5437 -0.1000 -0.0942 ± j 14.3379 
 
The single line outage results of the WSCC system without modeling the turbine governor at 
the machines are shown in Table 6.5 and Table 6.6. Results for the bus real power load increases 
of the WSCC system without modeling the turbine governor at the machines are shown in Table 
6.7 and Table 6.8. The critical eigenvalues were matched in 25 of the 30 different single line 
outage and the real power load increase cases. The ET method resulted in a more damped system 
than the ETM method in 21 cases, and the ETM method resulted in a more damped system than 
the ET method in 4 cases. Again, the ET method outperformed the ETM method in most cases. 
As with the previous WSCC cases, the branch resistance parameters had to be changed by the 
largest percentage to match the eigenvalues. 
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Table 6.4: WSCC bus load increase voltage and impedance 
   
Thevenin Matching 
Bus ΔP [pu] ETM V [pu] θ [⁰] R [pu] X [pu] V [pu] θ [⁰] R [pu] X [pu] 
1 5.7 2 1.037 -8.609 0.016 0.201 1.021 -15.933 0.053 0.276 
2 3.29 2 0.894 -66.447 0.016 0.201 0.830 -81.682 0.054 0.329 
3 2.74 2 0.967 -34.884 0.016 0.201 0.936 -47.100 0.056 0.319 
4 3.02 2 1.026 -18.429 0.016 0.201 1.009 -26.801 0.055 0.286 
5 2.73 2 0.960 -28.732 0.016 0.201 0.940 -38.125 0.040 0.293 
6 2.67 2 0.994 -24.545 0.016 0.201 0.974 -34.269 0.051 0.299 
7 3.11 2 0.915 -51.181 0.016 0.201 0.869 -64.383 0.048 0.318 
8 2.82 2 0.906 -43.063 0.016 0.201 0.873 -54.314 0.036 0.300 
9 2.8 2 0.967 -35.562 0.016 0.201 0.935 -47.648 0.055 0.318 
1 0.77* 2 1.038 -7.417 0.016 0.201 0.983 -14.994 0.071 0.262 
2 4.15* 2 0.958 -72.019 0.016 0.201 0.657 -85.486 0.154 0.236 
3 2.46* 2 1.015 -26.506 0.016 0.201 0.859 -36.687 0.113 0.250 
4 0.77* 2 1.037 -9.832 0.016 0.201 0.982 -17.661 0.073 0.265 
5 1.07* 2 1.023 -13.902 0.016 0.201 0.953 -21.936 0.076 0.262 
6 0.97* 2 1.033 -12.159 0.016 0.201 0.967 -20.346 0.078 0.264 
7 3.35* 2 0.974 -46.219 0.016 0.201 0.761 -56.772 0.124 0.240 
8 2.8* 2 0.958 -36.347 0.016 0.201 0.792 -45.095 0.103 0.242 
9 2.16* 2 1.023 -24.056 0.016 0.201 0.886 -33.882 0.107 0.253 
 
Table 6.5: WSCC without TG single line outage eigenvalues 
Line LF ET ETM Iter # λ No PSS λ ET  λ ETM 
4-6 1.562 3 3 NC 0.2532 ± j 51.8702 0.6363 ± j 14.0982 0.6363 ± j 14.0982 
6-9 1.988 2 2 4 0.0011 ± j 6.6949 -0.0896 -0.0770 
8-9 1.912 2 2 4 0.0032 ± j 6.9222 -0.0380 -0.0520 
7-8 1 2 2 3 0.1281 ± j 8.4192 -0.0877 -0.0900 
5-7 1 2 2 4 0.0293 ± j 6.9189 -0.0941 -0.0894 
4-5 1.174 2 2 NC 0.4848 ± j 44.8229 0.0623 ± j 44.8012 0.0623 ± j 44.8012 
4-6 1.57* 3 3 NC 0.3663 ± j 47.8558 0.4135 ± j 14.3223 0.4135 ± j 14.3223 
6-9 1.602* 2 2 4 0.0000 ± j 7.3618 -0.0977 -0.0869 ± j 0.0000 
8-9 2.04* 2 2 NC 0.0010 ± j 7.3477 -0.0608 -0.0608 
7-8 1* 2 2 3 0.1281 ± j 8.4192 -0.0877 -0.0900 
5-7 1* 2 2 4 0.0293 ± j 6.9189 -0.0941 -0.0894 
4-5 1.172* 2 2 NC 0.0965 ± j 41.5780 0.0141 0.0141 
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Table 6.6: WSCC without TG single line outage with no re-dispatch voltage and impedance 
   
Thevenin Matching 
Line LF ETM V [pu] θ [⁰] R [pu] X [pu] V [pu] θ [⁰] R [pu] X [pu] 
4-6 1.562 3 0.645 -65.533 0.028 0.314 0.645 -65.533 0.028 0.314 
6-9 1.988 2 0.859 -38.676 0.016 0.201 0.730 -60.211 0.083 0.360 
8-9 1.912 2 0.593 -92.680 0.053 0.392 0.625 -67.377 0.033 0.279 
7-8 1 2 1.063 -13.893 0.048 0.377 1.017 -9.369 0.052 0.318 
5-7 1 2 1.037 3.716 0.023 0.294 0.920 -14.744 0.180 0.432 
4-5 1.174 2 0.761 -52.959 0.027 0.312 0.761 -52.959 0.027 0.312 
4-6 1.57* 3 0.691 -54.488 0.028 0.314 0.691 -54.488 0.028 0.314 
6-9 1.602* 2 0.943 -13.649 0.016 0.201 0.748 -31.528 0.138 0.302 
8-9 2.04* 2 0.785 -93.361 0.053 0.392 0.785 -93.361 0.053 0.392 
7-8 1* 2 1.063 -13.893 0.048 0.377 1.017 -9.369 0.052 0.318 
5-7 1* 2 1.037 3.716 0.023 0.294 0.920 -14.744 0.180 0.432 
4-5 1.172* 2 0.785 -49.870 0.027 0.312 0.785 -49.870 0.027 0.312 
 
Table 6.7: WSCC without TG bus load increase eigenvalues 
Bus ΔP [pu] ET ETM Iter # λ No PSS λ ET  λ ETM 
1 7.17 2 2 4 0.0005 ± j 8.8697 -0.0985 -0.0973 
2 3.42 2 2 4 0.0047 ± j 7.2737 -0.0870 -0.0795 
3 2.95 2 2 4 0.0024 ± j 7.8868 -0.0939 -0.0844 
4 3.76 2 2 4 0.0008 ± j 8.6429 -0.0988 -0.0977 
5 3.05 2 2 3 0.0018 ± j 8.1846 -0.0928 -0.0835 
6 3.01 2 2 4 0.0021 ± j 8.2801 -0.0954 -0.0881 
7 3.29 2 2 3 0.0004 ± j 7.5636 -0.0925 -0.0856 
8 3.02 2 2 3 0.0022 ± j 7.7770 -0.0837 -0.0765 
9 3.03 2 2 4 0.0028 ± j 7.8837 -0.0905 -0.0824 
1 1.1* 2 2 4 0.0002 ± j 8.8637 -0.0988 -0.0970 
2 4.36* 2 2 6 0.0012 ± j 7.3377 0.0857 ± j 14.0497 0.3206 ± j 13.8028 
3 2.85* 3 3 3 0.0064 ± j 13.1065 0.7202 ± j 14.5600 0.3755 ± j 14.8066 
4 1.1* 2 2 4 0.0005 ± j 8.8164 -0.0998 -0.0967 
5 1.57* 2 2 4 0.0012 ± j 8.6987 -0.0990 -0.0955 
6 1.43* 2 2 4 0.0009 ± j 8.7348 -0.0999 -0.0962 
7 3.76* 2 2 5 0.0022 ± j 7.9011 -0.0991 0.0595 ± j 13.9840 
8 3.24* 2 2 5 0.0022 ± j 8.1188 -0.0979 -0.0872 
9 2.82* 2 2 5 0.0009 ± j 8.3561 -0.0967 -0.0927 
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Table 6.8: WSCC without TG bus load increase voltage and impedance 
   
Thevenin Matching 
Bus ΔP [pu] ETM V [pu] θ [⁰] R [pu] X [pu] V [pu] θ [⁰] R [pu] X [pu] 
1 7.17 2 1.037 -8.609 0.016 0.201 1.021 -16.033 0.053 0.277 
2 3.42 2 0.874 -69.813 0.016 0.201 0.800 -86.358 0.054 0.333 
3 2.95 2 0.951 -37.644 0.016 0.201 0.915 -50.985 0.056 0.326 
4 3.76 2 1.021 -21.035 0.016 0.201 1.004 -29.863 0.054 0.291 
5 3.05 2 0.939 -32.026 0.016 0.201 0.917 -42.324 0.037 0.298 
6 3.01 2 0.980 -27.403 0.016 0.201 0.958 -38.108 0.051 0.307 
7 3.29 2 0.895 -54.682 0.016 0.201 0.841 -69.185 0.048 0.324 
8 3.02 2 0.884 -46.480 0.016 0.201 0.844 -58.741 0.034 0.304 
9 3.03 2 0.950 -38.624 0.016 0.201 0.913 -51.935 0.055 0.326 
1 1.1* 2 1.038 -6.909 0.016 0.201 0.967 -14.791 0.079 0.259 
2 4.36* 2 0.939 -76.527 0.016 0.201 0.616 -90.429 0.156 0.234 
3 2.85* 3 0.922 -45.510 0.018 0.202 0.970 -42.856 -0.011 0.157 
4 1.1* 2 1.036 -10.367 0.016 0.201 0.964 -18.611 0.081 0.262 
5 1.57* 2 1.012 -16.582 0.016 0.201 0.918 -24.970 0.085 0.256 
6 1.43* 2 1.029 -13.975 0.016 0.201 0.939 -22.690 0.089 0.260 
7 3.76* 2 0.953 -52.040 0.016 0.201 0.709 -62.970 0.130 0.237 
8 3.24* 2 0.929 -41.901 0.016 0.201 0.737 -50.478 0.106 0.237 
9 2.82* 2 1.005 -29.579 0.016 0.201 0.827 -40.074 0.119 0.247 
 
 From observation of all the WSCC results, it can be seen that the cases where the critical 
eigenvalues could not be matched involved critical modes in the higher frequency ranges. All but 
one of the non-matched cases involved critical modes with oscillations greater than 6 Hz. 
Although this may not be true for all cases, this is a convenient result since the PSSs are 
designed to damp low-frequency oscillations in the ranges of 0.1 to 2 Hz.   
6.2 4 Machine 10 Bus 
The data for the 4 machine 10 bus system can be found in Appendix B. Table 6.9 and Table 
6.10 show the results where the real power loads at buses 3 and 13 were set to various levels and 
the slack bus supplied the load increase. Table 6.11 and Table 6.12 show the results where the 
load increase was distributed to all the generators.  
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Table 6.9: 4M10B load levels without re-dispatch eigenvalues 
ΔP3 [pu] ΔP13 [pu] ET ETM Iter # λ No PSS λ ET λ ETM 
-3.28 -10 4 3 7 0.0004 ± j 4.4109 -0.0929 0.1653 
-3.86 -8 1 1 6 0.0006 ± j 4.3113 -0.0923 -0.0845 
-4.47 -6 1 1 6 0.0008 ± j 4.1785 -0.0914 -0.0836 
-5.01 -4 1 1 5 0.0007 ± j 4.0253 -0.0906 -0.0808 
-5.34 -2 1 1 6 0.0001 ± j 3.8946 -0.0887 -0.0785 
-5.26 0 1 1 6 0.0002 ± j 3.8802 -0.0893 -0.0767 
0 2 1 1 7 0.0388 ± j 4.6736 -0.0954 -0.0870 
0 4 1 1 5 0.0709 ± j 4.6979 -0.0426 ± j 6.9787 -0.0438 ± j 6.9779 
-2.11 6 1 1 5 0.0762 ± j 4.5349 -0.0043 ± j 6.9830 -0.0054 ± j 6.9822 
-4.73 8 1 1 4 0.1351 ± j 3.9929 -0.0046 ± j 7.0006 -0.0055 ± j 7.0005 
8.08 -10 4 1 8 0.0010 ± j 4.0762 -0.0813 -0.0778 
7.06 -8 4 3 7 0.0001 ± j 4.2955 -0.0830 -0.0797 
5.8 -6 4 1 8 0.0006 ± j 4.4733 -0.0880 -0.0855 
4.29 -4 3 4 6 0.0005 ± j 4.6021 -0.0923 -0.0741 
2.55 -2 3 4 6 0.0002 ± j 4.6694 -0.0934 -0.0757 
0.56 0 3 4 6 0.0001 ± j 4.6570 -0.0927 -0.0753 
-6 0 1 1 6 0.0607 ± j 3.6555 -0.0856 -0.0716 
-4 -7.52 1 1 6 0.0002 ± j 4.2832 -0.0923 -0.0847 
2 0 1 4 7 0.0413 ± j 4.7086 -0.0945 -0.0669 
4 0 1 1 6 0.0941 ± j 4.6476 -0.0467 ± j 4.6528 -0.0848 ± j 7.0101 
6 -1.75 1 1 6 0.1299 ± j 4.4085 0.0301 ± j 4.4237 0.0018 ± j 4.4757 
8 -4.22 2 2 7 0.1921 ± j 3.8619 0.1989 ± j 3.8696 0.2060 ± j 3.8717 
-4 1.97 1 1 6 0.0003 ± j 4.1782 -0.0912 -0.0806 
-2 1.85 1 1 7 0.0001 ± j 4.4857 -0.0946 -0.0855 
0 0.5 3 4 6 0.0003 ± j 4.6361 -0.0937 -0.0744 
 
The critical eigenvalue was matched in all 45 cases. The ET method resulted in a more 
damped eigenvalue than the ETM method in 36 cases, and the ETM method resulted in a more 
damped eigenvalue than the ET method in 9 cases. Similarly to the results from the WSCC 
system, the ETM method did not lead to a better PSS tuning. From observation of the various 
load level cases with and without re-dispatch, the largest percentage changes needed to match the 
critical eigenvalues were in the branch resistance values. This is similar to the WSCC results. All 
the critical eigenvalues could be matched in eight or less steps. 
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Table 6.10: 4M10B load levels without re-dispatch voltage and impedances 
   
Thevenin Matching 
ΔP3 [pu] ΔP13 [pu] ETM V [pu] θ [⁰] R [pu] X [pu] V [pu] θ [⁰] R [pu] X [pu] 
-3.28 -10 3 1.006 16.951 0.004 0.048 0.986 38.526 -0.009 0.106 
-3.86 -8 1 0.985 39.099 0.004 0.048 0.815 4.855 0.057 0.108 
-4.47 -6 1 0.980 38.670 0.004 0.048 0.780 2.167 0.062 0.108 
-5.01 -4 1 0.976 37.926 0.004 0.048 0.737 -1.151 0.069 0.108 
-5.34 -2 1 0.972 35.605 0.004 0.048 0.698 -5.598 0.074 0.108 
-5.26 0 1 0.971 29.716 0.004 0.048 0.693 -11.694 0.074 0.107 
0 2 1 0.988 -16.993 0.004 0.048 0.918 -45.628 0.039 0.107 
0 4 1 0.985 -24.115 0.004 0.048 0.943 -52.803 0.035 0.110 
-2.11 6 1 0.979 -14.094 0.004 0.048 0.918 -45.878 0.040 0.114 
-4.73 8 1 0.962 2.012 0.004 0.048 0.884 -42.386 0.057 0.132 
8.08 -10 1 0.963 -45.962 0.004 0.048 0.737 -83.077 0.062 0.107 
7.06 -8 3 0.984 -17.366 0.004 0.048 0.970 -44.284 0.029 0.115 
5.8 -6 1 0.980 -37.010 0.004 0.048 0.844 -67.824 0.048 0.106 
4.29 -4 4 0.953 -27.232 0.004 0.040 0.899 -51.287 0.024 0.090 
2.55 -2 4 0.952 -27.758 0.004 0.040 0.906 -50.541 0.021 0.088 
0.56 0 4 0.945 -27.925 0.004 0.040 0.896 -50.604 0.020 0.087 
-6 0 1 0.964 36.617 0.004 0.048 0.699 -12.974 0.082 0.118 
-4 -7.52 1 0.984 38.924 0.004 0.048 0.807 4.219 0.058 0.108 
2 0 4 0.918 -31.781 0.004 0.040 0.895 -53.355 0.012 0.085 
4 0 1 0.981 -42.875 0.004 0.048 0.952 -72.829 0.035 0.113 
6 -1.75 1 0.971 -55.506 0.004 0.048 0.946 -90.590 0.039 0.123 
8 -4.22 2 0.861 -77.678 0.004 0.040 0.832 -121.748 0.019 0.117 
-4 1.97 1 0.978 13.859 0.004 0.048 0.777 -22.441 0.062 0.108 
-2 1.85 1 0.986 -1.308 0.004 0.048 0.853 -32.297 0.049 0.106 
0 0.5 4 0.942 -27.866 0.004 0.040 0.890 -50.787 0.021 0.088 
 
The results from the study where the load at one bus was increased until a pair of 
eigenvalues became unstable are shown in Table 6.13 and Table 6.14. An asterisk next to the 
change in real power value indicates that the load increase was supplied by all generators in 
proportion to their inertia size. The critical eigenvalue was matched in all 20 cases, and the ET 
method resulted in a more damped system than the ETM method in all 20 cases. Overall, the 
ETM method resulted in a worse placement or PSS tuning than the ET method in all 4 machine 
10 bus system cases. 
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Table 6.11: 4M10B load levels with re-dispatch eigenvalues 
ΔP3 [pu] ΔP13 [pu] ET ETM Iter # λ No PSS λ ET λ ETM 
0 2 3 4 7 0.0463 ± j 4.6151 -0.0829 ± j 4.5974 -0.0413 ± j 4.6684 
0 4 3 4 7 0.1036 ± j 4.5684 -0.0078 ± j 4.5501 0.0280 ± j 4.6189 
0 6 1 1 6 0.1555 ± j 4.4644 -0.0376 ± j 4.4178 -0.0756 
6.75 -10 4 1 7 0.0006 ± j 4.0503 -0.0796 -0.0815 
6.47 -8 4 1 9 0.0004 ± j 4.2760 -0.0829 -0.0827 
5.68 -6 4 1 8 0.0001 ± j 4.4695 -0.0862 -0.0865 
4.4 -4 4 4 7 0.0001 ± j 4.6071 -0.0898 -0.0718 
2.71 -2 4 4 8 0.0004 ± j 4.6720 -0.0892 -0.0771 
0.62 0 4 4 8 0.0002 ± j 4.6477 -0.0849 ± j 4.6590 -0.0762 
2 0 3 4 7 0.0384 ± j 4.6963 -0.0916 -0.0683 ± j 4.7481 
4 0 3 4 7 0.0953 ± j 4.7352 -0.0761 ± j 4.7071 -0.0237 ± j 4.7869 
6 0 3 4 7 0.1515 ± j 4.7262 -0.0313 ± j 4.6797 0.0160 ± j 4.7776 
8 0 3 4 7 0.2057 ± j 4.6482 0.0177 ± j 4.5806 0.0453 ± j 4.6981 
10 -0.34 2 4 6 0.2560 ± j 4.4311 0.2074 ± j 4.4393 0.0483 ± j 4.4743 
-10 1.6 1 1 6 0.0001 ± j 3.5800 -0.0860 -0.0673 
-8 2.44 1 1 6 0.0003 ± j 3.8220 -0.0899 -0.0760 
-6 2.84 1 1 5 0.0003 ± j 4.0677 -0.0920 -0.0779 
-4 2.67 1 4 7 0.0001 ± j 4.2999 -0.0935 -0.0532 ± j 4.3438 
-2 1.88 1 4 7 0.0004 ± j 4.4926 -0.0947 -0.0701 
0 0.51 1 1 7 0.0001 ± j 4.6226 -0.0946 -0.0871 
 
Table 6.12: 4M10B load levels with re-dispatch voltage and impedance 
   
Thevenin Matching 
ΔP3 [pu] ΔP13 [pu] ETM V [pu] θ [⁰] R [pu] X [pu] V [pu] θ [⁰] R [pu] X [pu] 
0 2 4 0.925 -29.499 0.004 0.040 0.843 -53.968 0.023 0.084 
0 4 4 0.893 -32.827 0.004 0.040 0.789 -58.724 0.022 0.080 
0 6 1 0.965 -4.615 0.004 0.048 0.778 -40.846 0.052 0.096 
6.75 -10 1 0.969 -48.808 0.004 0.048 0.845 -86.005 0.055 0.127 
6.47 -8 1 0.974 -43.775 0.004 0.048 0.844 -77.552 0.051 0.115 
5.68 -6 1 0.980 -37.397 0.004 0.048 0.853 -68.218 0.047 0.107 
4.4 -4 4 0.956 -26.989 0.004 0.040 0.892 -51.263 0.026 0.089 
2.71 -2 4 0.957 -27.247 0.004 0.040 0.893 -50.535 0.025 0.087 
0.62 0 4 0.949 -27.302 0.004 0.040 0.884 -50.627 0.024 0.087 
2 0 4 0.941 -29.067 0.004 0.040 0.866 -52.613 0.024 0.084 
4 0 4 0.925 -31.853 0.004 0.040 0.836 -55.911 0.023 0.080 
6 0 4 0.901 -35.006 0.004 0.040 0.798 -59.933 0.022 0.076 
8 0 4 0.868 -38.723 0.004 0.040 0.751 -65.178 0.021 0.074 
10 -0.34 4 0.822 -42.838 0.004 0.040 0.698 -72.729 0.020 0.073 
-10 1.6 1 0.975 27.968 0.004 0.048 0.958 -15.558 0.058 0.179 
-8 2.44 1 0.977 21.158 0.004 0.048 0.891 -20.048 0.062 0.149 
-6 2.84 1 0.979 13.866 0.004 0.048 0.860 -23.803 0.058 0.128 
-4 2.67 4 0.917 -26.010 0.004 0.040 0.841 -53.059 0.022 0.096 
-2 1.88 4 0.932 -26.950 0.004 0.040 0.859 -51.854 0.023 0.090 
0 0.51 1 0.989 -10.140 0.004 0.048 0.867 -38.885 0.045 0.102 
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Table 6.13: 4M10B bus load increase eigenvalues 
Bus # ΔP [pu] ET ETM Iter # λ No PSS λ ET  λ ETM 
1 1.33 1 4 7 0.0001 ± j 4.6876 -0.0969 -0.0734 
2 0.71 3 4 6 0.0002 ± j 4.6683 -0.0925 -0.0749 
11 0.93 3 4 6 0.0001 ± j 4.6440 -0.0937 -0.0771 
12 0.63 3 4 6 0.0001 ± j 4.6420 -0.0933 -0.0765 
101 1 3 4 6 0.0001 ± j 4.6799 -0.0917 -0.0746 
102 0.67 3 4 6 0.0002 ± j 4.6662 -0.0931 -0.0751 
111 0.79 3 4 6 0.0001 ± j 4.6439 -0.0939 -0.0767 
112 0.57 3 4 6 0.0001 ± j 4.6403 -0.0927 -0.0754 
3 0.56 3 4 6 0.0001 ± j 4.6570 -0.0927 -0.0753 
13 0.5 3 4 6 0.0003 ± j 4.6361 -0.0937 -0.0744 
1 1.63* 4 4 7 0.0001 ± j 4.6799 -0.0896 -0.0766 
2 0.8* 4 4 8 0.0001 ± j 4.6587 -0.0867 ± j 4.6679 -0.0768 
11 0.96* 1 1 7 0.0002 ± j 4.6164 -0.0938 -0.0868 
12 0.64* 1 1 7 0.0002 ± j 4.6244 -0.0948 -0.0872 
101 1.2* 4 4 8 0.0002 ± j 4.6713 -0.0882 ± j 4.6791 -0.0768 
102 0.75* 4 4 8 0.0001 ± j 4.6567 -0.0853 ± j 4.6683 -0.0764 
111 0.81* 1 1 7 0.0003 ± j 4.6211 -0.0940 -0.0874 
112 0.59* 1 1 7 0.0002 ± j 4.6246 -0.0955 -0.0871 
3 0.62* 4 4 8 0.0002 ± j 4.6477 -0.0849 ± j 4.6590 -0.0762 
13 0.51* 1 1 7 0.0001 ± j 4.6226 -0.0946 -0.0871 
 
Table 6.14: 4M10B bus load increase voltage and impedance 
   
Thevenin Matching 
Bus # ΔP [pu] ETM V [pu] θ [⁰] R [pu] X [pu] V [pu] θ [⁰] R [pu] X [pu] 
1 1.33 4 0.937 -29.612 0.004 0.040 0.890 -51.430 0.018 0.085 
2 0.71 4 0.944 -28.202 0.004 0.040 0.897 -50.672 0.020 0.087 
11 0.93 4 0.952 -26.544 0.004 0.040 0.903 -49.786 0.022 0.089 
12 0.63 4 0.948 -28.446 0.004 0.040 0.898 -51.530 0.022 0.088 
101 1 4 0.941 -28.851 0.004 0.040 0.895 -50.978 0.019 0.086 
102 0.67 4 0.944 -28.134 0.004 0.040 0.897 -50.644 0.020 0.087 
111 0.79 4 0.951 -27.116 0.004 0.040 0.902 -50.297 0.022 0.089 
112 0.57 4 0.946 -27.929 0.004 0.040 0.895 -50.937 0.021 0.088 
3 0.56 4 0.945 -27.925 0.004 0.040 0.896 -50.604 0.020 0.087 
13 0.5 4 0.942 -27.866 0.004 0.040 0.890 -50.787 0.021 0.088 
1 1.63* 4 0.950 -28.193 0.004 0.040 0.862 -51.317 0.026 0.083 
2 0.8* 4 0.951 -27.409 0.004 0.040 0.882 -50.669 0.024 0.086 
11 0.96* 1 0.989 -6.803 0.004 0.048 0.853 -35.731 0.046 0.100 
12 0.64* 1 0.989 -9.504 0.004 0.048 0.864 -38.258 0.045 0.101 
101 1.2* 4 0.950 -27.786 0.004 0.040 0.873 -50.956 0.025 0.085 
102 0.75* 4 0.950 -27.386 0.004 0.040 0.883 -50.644 0.024 0.086 
111 0.81* 1 0.989 -7.966 0.004 0.048 0.858 -36.801 0.046 0.101 
112 0.59* 1 0.989 -9.629 0.004 0.048 0.866 -38.370 0.045 0.102 
3 0.62* 4 0.949 -27.302 0.004 0.040 0.884 -50.627 0.024 0.087 
13 0.51* 1 0.989 -10.140 0.004 0.048 0.867 -38.885 0.045 0.102 
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6.3 10 Machine 39 Bus 
The data for the 10 machine 39 bus (10M39B) system can be found in Appendix C. Table 
6.15 and Table 6.16 show the results from the single line outage cases where the increase in load 
was supplied by the slack bus.  
Table 6.15: 10M39B line outage without re-dispatch eigenvalues 
Line LF ET ETM Iter # λ No PSS λ ET λ ETM 
1-2 1 9 9 NC 0.0106 ± j 3.1153 -0.0233 ± j 3.0858 -0.0233 ± j 3.0858 
1-39 1 9 9 NC 0.0126 ± j 3.1185 -0.0153 ± j 3.0806 -0.0153 ± j 3.0806 
2-3 1.04 2 9 5 0.0195 ± j 6.0710 -0.0872 ± j 4.0196 -0.0099 ± j 6.1273 
2-25 1.01 9 9 6 0.0009 ± j 3.9414 -0.1000 -0.0727 ± j 3.9449 
3-4 1.01 2 2 5 0.0050 ± j 6.0054 -0.0815 ± j 4.1138 -0.0792 ± j 4.1214 
3-18 1.135 2 2 NC 1.1308 ± j 3.8248 0.4683 ± j 3.2845 0.4683 ± j 3.2845 
4-5 1.025 2 9 5 0.0142 ± j 6.0369 -0.0850 ± j 4.0736 0.0005 ± j 6.0236 
4-14 1.035 2 2 4 0.0010 ± j 6.3380 -0.0680 ± j 4.0809 -0.0584 ± j 4.0442 
5-6 1.115 2 2 NC 1.1524 ± j 3.6387 0.6729 ± j 3.1341 0.6729 ± j 3.1341 
5-8 1.03 9 9 6 0.0012 ± j 4.0529 -0.0753 ± j 4.0209 -0.0431 ± j 4.0583 
6-7 1.02 9 9 6 0.0008 ± j 4.0616 -0.0713 ± j 4.0470 -0.0437 ± j 4.0681 
6-11 1.015 9 9 6 0.0006 ± j 4.0368 -0.0624 ± j 6.9248 -0.0440 ± j 4.0411 
7-8 1.04 9 9 6 0.0047 ± j 4.0732 -0.0446 ± j 6.1437 -0.0387 ± j 4.0796 
8-9 1.015 9 9 NC 0.0038 ± j 3.2768 -0.0211 ± j 3.2455 -0.0211 ± j 3.2455 
9-39 1.01 9 9 NC 0.0020 ± j 3.2824 -0.0228 ± j 3.2506 -0.0228 ± j 3.2506 
10-11 1.03 9 9 6 0.0005 ± j 4.0656 -0.0704 ± j 4.0511 -0.0436 ± j 4.0711 
10-13 1.025 5 9 5 0.0048 ± j 5.9469 0.0143 ± j 6.0475 0.0006 ± j 5.9385 
13-14 1.01 5 9 5 0.0048 ± j 5.8743 -0.0001 ± j 5.9756 0.0003 ± j 5.8696 
14-15 1.015 5 9 5 0.0086 ± j 5.7758 -0.0170 ± j 5.9064 0.0123 ± j 5.7810 
15-16 1 5 5 4 0.0056 ± j 3.9527 -0.0702 ± j 6.0322 -0.0750 ± j 6.0102 
16-17 1 5 5 4 0.0811 ± j 3.7406 -0.0764 ± j 6.5315 -0.0549 ± j 3.7499 
16-21 1 9 9 6 0.0091 ± j 4.0321 -0.0558 ± j 4.0069 -0.0282 ± j 4.0381 
16-24 1.135 2 2 NC 1.1615 ± j 3.7778 0.4993 ± j 3.2699 0.4993 ± j 3.2699 
17-18 1.025 9 9 6 0.0008 ± j 3.9994 -0.0738 ± j 3.9689 -0.0439 ± j 4.0052 
17-27 1.035 9 9 5 0.0010 ± j 4.1129 -0.0574 ± j 4.1208 -0.0249 ± j 4.1247 
21-22 1 9 9 6 0.0920 ± j 3.9274 0.0409 ± j 3.9096 0.0583 ± j 3.9320 
22-23 1.04 2 2 4 0.0011 ± j 6.3236 -0.0802 ± j 4.0868 -0.0772 ± j 4.1292 
23-24 1.015 9 9 6 0.0016 ± j 4.0814 -0.0701 ± j 4.0585 -0.0402 ± j 4.0889 
25-26 1.03 5 2 5 0.0106 ± j 6.1700 0.0147 ± j 6.1663 -0.0719 ± j 4.0318 
26-27 1.045 2 2 5 0.0021 ± j 6.1469 -0.0379 ± j 5.6478 -0.0374 ± j 5.6474 
26-28 1.055 9 9 5 0.0034 ± j 4.1061 0.0124 ± j 6.0770 0.0181 ± j 6.0758 
26-29 1.135 2 2 NC 1.1329 ± j 3.8010 0.6254 ± j 3.2236 0.6254 ± j 3.2236 
28-29 1 5 5 4 0.0038 ± j 5.8073 -0.0201 ± j 5.9303 -0.0133 ± j 5.9348 
12-11 1.04 2 2 4 0.0002 ± j 6.3223 -0.0794 ± j 4.0882 -0.0713 ± j 4.0855 
12-13 1.04 2 2 4 0.0007 ± j 6.3234 -0.0821 ± j 4.1235 -0.0720 ± j 4.0952 
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Table 6.16: 10M39B line outage without re-dispatch voltage and impedance 
   
Thevenin Matching 
Line LF ETM V [pu] θ [⁰] R [pu] X [pu] V [pu] θ [⁰] R [pu] X [pu] 
1-2 1 9 1.084 -23.954 0.006 0.072 1.084 -23.954 0.006 0.072 
1-39 1 9 1.088 -23.872 0.006 0.072 1.088 -23.872 0.006 0.072 
2-3 1.04 9 1.066 -30.368 0.006 0.071 0.998 -32.851 0.020 0.074 
2-25 1.01 9 1.082 -24.860 0.006 0.074 0.512 -54.422 0.123 0.070 
3-4 1.01 2 0.902 -18.525 0.001 0.041 0.820 -26.463 0.011 0.056 
3-18 1.135 2 0.917 -38.131 0.001 0.038 0.917 -38.131 0.001 0.038 
4-5 1.025 9 1.082 -33.867 0.006 0.072 0.998 -37.085 0.024 0.074 
4-14 1.035 2 0.914 -21.204 0.001 0.038 0.815 -25.401 0.012 0.045 
5-6 1.115 2 0.907 -37.866 0.001 0.041 0.907 -37.866 0.001 0.041 
5-8 1.03 9 1.082 -31.518 0.006 0.071 0.543 -61.215 0.120 0.071 
6-7 1.02 9 1.083 -30.675 0.006 0.071 0.545 -60.274 0.120 0.071 
6-11 1.015 9 1.083 -25.706 0.006 0.071 0.539 -55.609 0.121 0.070 
7-8 1.04 9 1.081 -33.530 0.006 0.071 0.551 -63.064 0.119 0.072 
8-9 1.015 9 1.082 -30.004 0.006 0.071 1.082 -30.004 0.006 0.071 
9-39 1.01 9 1.084 -28.937 0.006 0.071 1.084 -28.937 0.006 0.071 
10-11 1.03 9 1.081 -29.410 0.006 0.071 0.545 -58.799 0.120 0.071 
10-13 1.025 9 1.081 -32.916 0.006 0.071 0.969 -37.375 0.030 0.075 
13-14 1.01 9 1.083 -31.259 0.006 0.071 0.958 -36.698 0.033 0.077 
14-15 1.015 9 1.084 -29.740 0.006 0.071 0.946 -36.498 0.037 0.079 
15-16 1 5 0.959 -4.364 0.002 0.041 0.586 -33.436 0.083 0.104 
16-17 1 5 0.950 -3.608 0.002 0.041 0.590 -36.533 0.080 0.113 
16-21 1 9 1.083 -26.503 0.006 0.072 0.545 -56.820 0.121 0.072 
16-24 1.135 2 0.914 -38.175 0.001 0.038 0.914 -38.175 0.001 0.038 
17-18 1.025 9 1.087 -29.446 0.007 0.072 0.532 -59.882 0.123 0.069 
17-27 1.035 9 1.113 -45.040 0.011 0.096 0.552 -65.757 0.116 0.073 
21-22 1 9 1.069 -27.217 0.006 0.072 0.605 -63.168 0.121 0.090 
22-23 1.04 2 0.921 -21.566 0.001 0.038 0.810 -25.789 0.013 0.044 
23-24 1.015 9 1.080 -28.975 0.006 0.072 0.549 -57.953 0.119 0.072 
25-26 1.03 2 0.920 -20.200 0.001 0.038 0.818 -26.752 0.013 0.048 
26-27 1.045 2 0.917 -22.630 0.001 0.038 0.758 -27.898 0.017 0.044 
26-28 1.055 9 1.110 -45.061 0.010 0.103 0.538 -61.548 0.111 0.077 
26-29 1.135 2 0.916 -38.012 0.001 0.038 0.916 -38.012 0.001 0.038 
28-29 1 5 0.953 -11.157 0.002 0.041 1.115 -16.194 -0.030 0.056 
12-11 1.04 2 0.923 -21.565 0.001 0.038 0.809 -25.778 0.013 0.044 
12-13 1.04 2 0.920 -21.613 0.001 0.038 0.808 -25.797 0.013 0.044 
 
Table 6.17 and Table 6.18 show the results from the cases where the increase in load was 
distributed among all the generators in proportion to their inertia size. The critical eigenvalues 
were matched in 60 out of the 70 single line outage cases.  
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Table 6.17: 10M39B line outage with re-dispatch eigenvalues 
Line LF ET ETM Iter # λ No PSS λ ET λ ETM 
1-2 1 9 9 NC 0.0106 ± j 3.1153 -0.0233 ± j 3.0858 -0.0233 ± j 3.0858 
1-39 1 9 9 NC 0.0126 ± j 3.1185 -0.0153 ± j 3.0806 -0.0153 ± j 3.0806 
2-3 1.32 2 2 5 0.0011 ± j 6.1689 -0.0701 ± j 3.8979 -0.0739 ± j 5.9971 
2-25 1.3 5 5 4 0.0003 ± j 5.8483 -0.0231 ± j 5.9979 -0.0168 ± j 6.0006 
3-4 1.09 2 2 4 0.0002 ± j 6.0279 -0.0948 ± j 4.1535 -0.0962 ± j 4.1525 
3-18 1.27 2 2 3 0.0005 ± j 6.3761 -0.0860 ± j 4.0323 -0.0867 ± j 4.0330 
4-5 1.23 2 2 5 0.0012 ± j 6.1027 -0.0992 -0.0998 
4-14 1.25 2 2 3 0.0003 ± j 6.3910 -0.0933 ± j 4.1488 -0.0941 ± j 4.1406 
5-6 1.27 2 2 5 0.0004 ± j 6.0948 -0.0997 -0.0982 
5-8 1.25 2 2 3 0.0002 ± j 6.3973 -0.0962 ± j 4.1062 -0.0973 ± j 4.1174 
6-7 1.225 2 2 3 0.0004 ± j 6.3725 -0.0950 ± j 4.0999 -0.0956 ± j 4.1182 
6-11 1.225 3 3 3 0.0002 ± j 6.3593 -0.0964 ± j 6.6892 -0.0959 ± j 6.6895 
7-8 1.25 2 2 3 0.0002 ± j 6.3870 -0.0997 -0.0996 
8-9 1.245 2 2 3 0.0001 ± j 6.3082 -0.0604 ± j 3.1809 -0.0645 ± j 3.1840 
9-39 1.24 2 2 3 0.0002 ± j 6.3107 -0.0615 ± j 3.1896 -0.0590 ± j 3.1887 
10-11 1.235 3 3 3 0.0002 ± j 6.3730 -0.0997 -0.0994 
10-13 1.19 5 5 4 0.0011 ± j 5.9796 0.0225 ± j 6.0624 0.0260 ± j 6.0639 
13-14 1.07 5 5 4 0.0015 ± j 5.8889 0.0013 ± j 5.9857 0.0062 ± j 5.9878 
14-15 1.155 5 5 4 0.0008 ± j 5.8027 -0.0158 ± j 5.9269 -0.0079 ± j 5.9319 
15-16 1 5 5 4 0.0056 ± j 3.9527 -0.0702 ± j 6.0322 -0.0750 ± j 6.0102 
16-17 1 5 5 4 0.0811 ± j 3.7406 -0.0764 ± j 6.5315 -0.0549 ± j 3.7499 
16-21 1 9 9 6 0.0091 ± j 4.0321 -0.0558 ± j 4.0069 -0.0282 ± j 4.0381 
16-24 1.255 2 2 3 0.0001 ± j 6.4029 -0.0984 ± j 4.1386 -0.0989 ± j 4.1464 
17-18 1.275 2 2 3 0.0007 ± j 6.3846 -0.0748 ± j 4.0303 -0.0755 ± j 4.0321 
17-27 1.435 2 2 5 0.0005 ± j 6.2154 -0.0396 ± j 5.5347 -0.0420 ± j 5.5325 
21-22 1 9 9 6 0.0920 ± j 3.9274 0.0409 ± j 3.9096 0.0583 ± j 3.9320 
22-23 1.265 2 2 3 0.0006 ± j 6.4074 -0.0986 -0.0996 
23-24 1.27 2 2 3 0.0001 ± j 6.3965 -0.0707 ± j 4.1110 -0.0714 ± j 4.1196 
25-26 1.28 5 5 4 0.0018 ± j 6.0709 0.0184 ± j 6.1170 0.0195 ± j 6.1178 
26-27 1.39 2 2 5 0.0015 ± j 6.2405 -0.0087 ± j 5.5875 -0.0086 ± j 5.5875 
26-28 1.33 5 5 3 0.0005 ± j 5.8395 -0.0222 ± j 5.9663 -0.0167 ± j 5.9736 
26-29 1.23 5 5 3 0.0004 ± j 5.8349 -0.0250 ± j 5.9665 -0.0172 ± j 5.9668 
28-29 1 5 5 4 0.0038 ± j 5.8073 -0.0201 ± j 5.9303 -0.0133 ± j 5.9348 
12-11 1.265 2 2 3 0.0005 ± j 6.4063 -0.0992 -0.0997 
12-13 1.265 2 2 3 0.0006 ± j 6.4077 -0.0997 -0.0995 
 
Unlike the WSCC results, the 10 machine 39 bus cases that could not be matched 
involved modes with oscillations in the low-frequency range. This shows that the oscillation 
frequency does not affect the convergence of the algorithm. As with the cases involving the 
WSCC and 4 machine 10 bus systems, in order to match the critical eigenvalue, the largest 
percentage change was needed in the branch resistance. Overall, for all the single line outage 
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Table 6.18: 10M39B line outage with re-dispatch voltage and impedance 
   
Thevenin Matching 
Line LF ETM V [pu] θ [⁰] R [pu] X [pu] V [pu] θ [⁰] R [pu] X [pu] 
1-2 1 9 1.084 -23.954 0.006 0.072 1.084 -23.954 0.006 0.072 
1-39 1 9 1.088 -23.872 0.006 0.072 1.088 -23.872 0.006 0.072 
2-3 1.32 2 0.846 -21.121 0.001 0.039 0.732 -26.295 0.012 0.048 
2-25 1.3 5 0.936 -20.599 0.002 0.041 1.070 -26.068 -0.022 0.055 
3-4 1.09 2 0.892 -17.631 0.001 0.041 0.824 -25.417 0.009 0.057 
3-18 1.27 2 0.892 -18.013 0.001 0.038 0.855 -23.132 0.005 0.048 
4-5 1.23 2 0.895 -19.504 0.001 0.042 0.822 -25.581 0.010 0.054 
4-14 1.25 2 0.887 -18.001 0.001 0.038 0.853 -22.929 0.004 0.048 
5-6 1.27 2 0.889 -19.380 0.001 0.041 0.802 -25.974 0.011 0.053 
5-8 1.25 2 0.893 -17.763 0.001 0.038 0.862 -22.768 0.004 0.048 
6-7 1.225 2 0.895 -17.716 0.001 0.038 0.864 -22.862 0.004 0.049 
6-11 1.225 3 0.898 -17.028 0.002 0.049 0.910 -16.505 0.001 0.048 
7-8 1.25 2 0.895 -17.838 0.001 0.038 0.864 -22.805 0.004 0.048 
8-9 1.245 2 0.862 -20.264 0.001 0.041 0.807 -24.125 0.007 0.049 
9-39 1.24 2 0.869 -20.062 0.001 0.041 0.819 -23.976 0.006 0.049 
10-11 1.235 3 0.907 -17.071 0.002 0.046 0.917 -18.273 0.001 0.048 
10-13 1.19 5 0.942 -20.229 0.002 0.041 1.129 -23.756 -0.032 0.049 
13-14 1.07 5 0.949 -17.273 0.002 0.041 1.122 -21.509 -0.031 0.052 
14-15 1.155 5 0.945 -19.230 0.002 0.041 1.083 -24.753 -0.024 0.057 
15-16 1 5 0.959 -4.364 0.002 0.041 0.586 -33.436 0.083 0.104 
16-17 1 5 0.950 -3.608 0.002 0.041 0.590 -36.533 0.080 0.113 
16-21 1 9 1.083 -26.503 0.006 0.072 0.545 -56.820 0.121 0.072 
16-24 1.255 2 0.892 -17.808 0.001 0.038 0.861 -22.748 0.004 0.048 
17-18 1.275 2 0.890 -18.053 0.001 0.038 0.854 -23.081 0.004 0.048 
17-27 1.435 2 0.865 -20.532 0.001 0.038 0.755 -26.064 0.012 0.048 
21-22 1 9 1.069 -27.217 0.006 0.072 0.605 -63.168 0.121 0.090 
22-23 1.265 2 0.893 -17.816 0.001 0.038 0.863 -22.747 0.004 0.048 
23-24 1.27 2 0.889 -18.169 0.001 0.038 0.850 -23.078 0.005 0.048 
25-26 1.28 5 0.934 -22.342 0.002 0.041 1.143 -25.126 -0.034 0.045 
26-27 1.39 2 0.862 -19.986 0.001 0.038 0.767 -25.576 0.010 0.048 
26-28 1.33 5 0.933 -21.481 0.002 0.041 1.061 -27.188 -0.020 0.055 
26-29 1.23 5 0.940 -18.038 0.002 0.041 1.078 -23.521 -0.023 0.055 
28-29 1 5 0.953 -11.157 0.002 0.041 1.115 -16.194 -0.030 0.056 
12-11 1.265 2 0.895 -17.809 0.001 0.038 0.864 -22.732 0.004 0.048 
12-13 1.265 2 0.892 -17.857 0.001 0.038 0.862 -22.760 0.004 0.048 
 
cases, the ET method resulted in a more damped system than the ETM method in 42 cases while 
the ETM method resulted in a more damped system in 18 cases. A direct comparison of the ET 
and ETM methods shows that while the ETM method can improve the tuning of the PSS, in a 
majority of the cases, it does not enhance the ET method. 
74 
 
Table 6.19: 10M39B bus load increase without re-dispatch eigenvalues 
Bus # ΔP [pu] ET ETM Iter # λ No PSS λ ET λ ETM 
1 8.98 2 2 NC 1.5537 ± j 2.9886 1.0352 ± j 2.6864 1.0352 ± j 2.6864 
2 8.19 2 2 NC 1.1438 ± j 3.7370 0.6929 ± j 3.1790 0.6929 ± j 3.1790 
3 8.05 2 2 NC 1.1113 ± j 3.8650 0.5127 ± j 3.3131 0.5127 ± j 3.3131 
4 8.38 2 2 NC 1.1941 ± j 3.8570 0.4698 ± j 3.3353 0.4698 ± j 3.3353 
5 3.51 9 9 5 0.0133 ± j 4.1199 -0.0072 ± j 6.1219 -0.0087 ± j 6.1264 
6 3.57 9 9 5 0.0118 ± j 4.1217 -0.0092 ± j 6.1262 -0.0095 ± j 6.1304 
7 3.51 9 9 6 0.0226 ± j 4.1086 -0.0028 ± j 6.1133 -0.0036 ± j 6.1175 
8 3.51 9 9 6 0.0272 ± j 4.1028 0.0002 ± j 6.1063 -0.0004 ± j 6.1104 
9 9.13 2 2 NC 1.7040 ± j 2.7240 0.6820 ± j 2.7631 0.6820 ± j 2.7631 
10 3.64 9 9 6 0.0039 ± j 4.1325 -0.0027 ± j 6.1232 -0.0044 ± j 6.1279 
11 3.61 9 9 6 0.0065 ± j 4.1291 -0.0049 ± j 6.1243 -0.0069 ± j 6.1291 
12 3.51 9 9 6 0.0069 ± j 4.1291 -0.0041 ± j 6.1237 -0.0053 ± j 6.1283 
13 3.51 9 9 6 0.0023 ± j 4.1335 -0.0058 ± j 6.1242 -0.0060 ± j 6.1283 
14 8.42 2 2 NC 1.1277 ± j 3.9430 0.4049 ± j 3.3791 0.4049 ± j 3.3791 
15 3.51 2 9 5 0.0443 ± j 6.0733 -0.0859 ± j 4.0747 0.0350 ± j 6.0483 
16 3.51 2 9 4 0.0486 ± j 6.0638 -0.0962 0.0382 ± j 6.0412 
17 3.51 2 9 4 0.0523 ± j 6.0670 -0.0810 ± j 4.0518 0.0365 ± j 6.0438 
18 7.83 2 2 NC 1.0295 ± j 4.0002 0.5305 ± j 3.3567 0.5305 ± j 3.3567 
19 3.51 2 2 5 0.0463 ± j 6.0491 -0.0998 -0.0978 
20 3.51 2 9 4 0.0558 ± j 6.0388 -0.0996 0.0459 ± j 6.0246 
21 3.51 2 9 4 0.0507 ± j 6.0636 -0.0975 0.0402 ± j 6.0415 
22 3.51 2 9 4 0.0489 ± j 6.0683 -0.0998 0.0393 ± j 6.0456 
23 3.51 2 9 4 0.0499 ± j 6.0673 -0.0992 0.0400 ± j 6.0447 
24 3.51 2 9 4 0.0508 ± j 6.0619 -0.0978 ± j 4.1157 0.0399 ± j 6.0397 
25 7.99 2 2 NC 1.0873 ± j 3.8277 0.4554 ± j 3.3151 0.4554 ± j 3.3151 
26 7.65 2 2 NC 0.9992 ± j 4.0094 0.2939 ± j 3.4757 0.2939 ± j 3.4757 
27 7.64 2 2 NC 1.0004 ± j 4.0404 0.2145 ± j 3.5339 0.2145 ± j 3.5339 
28 7.24 2 2 NC 0.9319 ± j 4.1208 0.4436 ± j 3.4622 0.4436 ± j 3.4622 
29 3.51 2 9 4 0.0787 ± j 6.0419 -0.0807 ± j 4.0438 0.0394 ± j 6.0376 
30 8.11 2 2 NC 1.1195 ± j 3.7701 0.6740 ± j 3.2027 0.6740 ± j 3.2027 
31 3.51 2 2 4 0.0018 ± j 6.4012 -0.0778 ± j 4.1389 -0.0700 ± j 4.1320 
32 3.51 2 9 4 0.0239 ± j 6.3138 -0.0856 ± j 4.0680 -0.0394 ± j 6.1861 
33 3.51 2 2 5 0.0422 ± j 6.0511 -0.0997 -0.0998 
34 3.51 2 9 5 0.0519 ± j 6.0321 -0.0986 0.0430 ± j 6.0181 
35 3.51 2 9 4 0.0512 ± j 6.0658 -0.0994 0.0413 ± j 6.0436 
36 3.51 2 9 4 0.0517 ± j 6.0668 -0.0999 0.0417 ± j 6.0446 
37 7.94 2 2 NC 1.0538 ± j 3.8593 -0.0188 ± j 3.6540 -0.0188 ± j 3.6540 
38 3.51 2 9 4 0.0789 ± j 6.0394 -0.0969 0.0374 ± j 6.0399 
39 9.37 2 2 NC 1.7419 ± j 2.5865 1.2835 ± j 2.3657 1.2835 ± j 2.3657 
 
The results from the single load increase cases where the increase in load was supplied by 
the slack bus are shown by Table 6.19 and Table 6.20. 
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Table 6.20: 10M39B bus load increase without re-dispatch voltage and impedance 
   
Thevenin Matching 
Bus # ΔP [pu] ETM V [pu] θ [⁰] R [pu] X [pu] V [pu] θ [⁰] R [pu] X [pu] 
1 8.98 2 0.918 -41.089 0.001 0.038 0.918 -41.089 0.001 0.038 
2 8.19 2 0.924 -37.725 0.001 0.038 0.924 -37.725 0.001 0.038 
3 8.05 2 0.922 -37.399 0.001 0.038 0.922 -37.399 0.001 0.038 
4 8.38 2 0.922 -38.211 0.001 0.038 0.922 -38.211 0.001 0.038 
5 3.51 9 1.085 -32.208 0.006 0.071 0.573 -62.101 0.118 0.075 
6 3.57 9 1.085 -31.970 0.006 0.071 0.572 -61.771 0.118 0.074 
7 3.51 9 1.084 -32.265 0.006 0.071 0.580 -62.884 0.118 0.076 
8 3.51 9 1.084 -32.425 0.006 0.071 0.583 -63.402 0.118 0.077 
9 9.13 2 0.904 -42.239 0.001 0.038 0.904 -42.239 0.001 0.038 
10 3.64 9 1.085 -32.802 0.006 0.071 0.567 -61.965 0.118 0.073 
11 3.61 9 1.085 -32.524 0.006 0.071 0.569 -61.891 0.118 0.073 
12 3.51 9 1.085 -32.677 0.006 0.071 0.569 -62.010 0.118 0.073 
13 3.51 9 1.085 -32.856 0.006 0.071 0.566 -61.870 0.118 0.072 
14 8.42 2 0.929 -37.927 0.001 0.038 0.929 -37.927 0.001 0.038 
15 3.51 9 1.083 -35.235 0.006 0.071 1.050 -37.619 0.015 0.076 
16 3.51 9 1.083 -35.805 0.006 0.071 1.055 -38.235 0.014 0.076 
17 3.51 9 1.080 -36.514 0.006 0.071 1.059 -38.779 0.013 0.076 
18 7.83 2 0.923 -36.696 0.001 0.038 0.923 -36.696 0.001 0.038 
19 3.51 2 0.928 -24.073 0.001 0.038 0.787 -29.724 0.015 0.044 
20 3.51 9 1.085 -35.665 0.006 0.071 1.064 -38.319 0.013 0.077 
21 3.51 9 1.084 -35.734 0.006 0.071 1.059 -38.140 0.013 0.076 
22 3.51 9 1.086 -35.598 0.006 0.071 1.059 -38.004 0.014 0.076 
23 3.51 9 1.086 -35.611 0.006 0.071 1.060 -38.008 0.014 0.076 
24 3.51 9 1.083 -35.816 0.006 0.071 1.058 -38.224 0.013 0.076 
25 7.99 2 0.927 -37.208 0.001 0.038 0.927 -37.208 0.001 0.038 
26 7.65 2 0.925 -36.314 0.001 0.038 0.925 -36.314 0.001 0.038 
27 7.64 2 0.923 -36.288 0.001 0.038 0.923 -36.288 0.001 0.038 
28 7.24 2 0.924 -35.469 0.001 0.038 0.924 -35.469 0.001 0.038 
29 3.51 9 1.060 -46.030 0.006 0.071 1.084 -47.640 0.005 0.078 
30 8.11 2 0.924 -37.485 0.001 0.038 0.924 -37.485 0.001 0.038 
31 3.51 2 0.966 -23.191 0.001 0.038 0.837 -25.298 0.014 0.039 
32 3.51 9 1.086 -32.474 0.006 0.071 1.058 -32.140 0.010 0.068 
33 3.51 2 0.928 -23.992 0.001 0.038 0.783 -29.654 0.015 0.044 
34 3.51 9 1.085 -35.593 0.006 0.071 1.058 -38.438 0.015 0.077 
35 3.51 9 1.086 -35.584 0.006 0.071 1.062 -37.982 0.013 0.076 
36 3.51 9 1.086 -35.555 0.006 0.071 1.063 -37.928 0.013 0.076 
37 7.94 2 0.928 -36.973 0.001 0.038 0.928 -36.973 0.001 0.038 
38 3.51 9 1.084 -48.465 0.006 0.071 1.102 -50.445 0.006 0.078 
39 9.37 2 0.911 -42.828 0.001 0.038 0.911 -42.828 0.001 0.038 
 
The cases where the load increase was distributed among all the generators are shown in 
Table 6.21 and Table 6.22.  
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Table 6.21: 10M39B bus load increase with re-dispatch eigenvalues 
Bus # ΔP [pu] ET ETM Iter # λ No PSS λ ET λ ETM 
1 5.19 9 9 6 0.0002 ± j 4.1176 -0.0780 ± j 4.1099 -0.0492 ± j 4.1235 
2 12.28 2 2 3 0.0001 ± j 6.3792 -0.0700 ± j 4.1455 -0.0709 ± j 4.1512 
3 12.13 2 2 3 0.0001 ± j 6.3896 -0.0811 ± j 4.1599 -0.0827 ± j 4.1528 
4 17.57 2 2 3 0.0001 ± j 6.4222 -0.0642 ± j 4.1010 -0.0573 ± j 4.0902 
5 19.21 2 2 3 0.0001 ± j 6.4510 -0.0411 ± j 4.0575 -0.0415 ± j 4.0602 
6 18.95 2 2 3 0.0001 ± j 6.4554 -0.0473 ± j 4.0741 -0.0469 ± j 4.0751 
7 17.35 9 9 6 0.0001 ± j 4.0828 -0.0659 ± j 4.0485 -0.0412 ± j 4.0832 
8 13.83 9 9 6 0.0001 ± j 4.1119 -0.0769 ± j 4.0807 -0.0466 ± j 4.1115 
9 4.56 9 9 6 0.0001 ± j 4.1122 -0.0809 ± j 4.0910 -0.0486 ± j 4.1195 
10 18.64 2 2 3 0.0002 ± j 6.4550 -0.0628 ± j 4.0904 -0.0634 ± j 4.0928 
11 18.72 2 2 3 0.0002 ± j 6.4565 -0.0592 ± j 4.0885 -0.0571 ± j 4.0839 
12 12.81 2 2 3 0.0003 ± j 6.4703 -0.0300 ± j 4.1341 -0.0130 ± j 4.1211 
13 18.97 2 2 3 0.0001 ± j 6.4514 -0.0610 ± j 4.0794 -0.0612 ± j 4.0803 
14 18.84 2 2 3 0.0001 ± j 6.4297 -0.0680 ± j 4.0796 -0.0657 ± j 4.0779 
15 11.85 2 2 3 0.0001 ± j 6.4059 -0.0996 -0.0992 
16 11.67 2 2 3 0.0001 ± j 6.3999 -0.0998 -0.0998 
17 11.12 2 2 3 0.0001 ± j 6.3871 -0.0991 -0.0999 
18 11.18 2 2 3 0.0001 ± j 6.3870 -0.0988 ± j 4.1727 -0.0998 
19 15.29 5 5 4 0.0004 ± j 6.0174 0.0287 ± j 6.2606 0.0424 ± j 6.2671 
20 12.34 5 9 5 0.0006 ± j 6.0430 -0.0027 ± j 6.3030 0.0030 ± j 6.0927 
21 11.17 2 2 3 0.0001 ± j 6.4000 -0.0998 -0.0995 
22 11.4 2 2 3 0.0001 ± j 6.3991 -0.0999 -0.0998 
23 11.16 2 2 3 0.0002 ± j 6.3999 -0.0998 -0.0987 
24 11.22 2 2 3 0.0001 ± j 6.3989 -0.0993 -0.0984 
25 10.88 2 2 3 0.0001 ± j 6.3604 -0.0832 ± j 4.1587 -0.0832 ± j 4.1678 
26 11.15 2 2 3 0.0001 ± j 6.2863 -0.0779 ± j 6.0644 -0.0779 ± j 6.0643 
27 10.19 2 2 3 0.0001 ± j 6.3469 -0.0977 ± j 6.1314 -0.0978 ± j 6.1312 
28 9.64 5 5 4 0.0008 ± j 5.9028 0.0207 ± j 6.0659 0.0258 ± j 6.0679 
29 9.62 5 5 4 0.0003 ± j 5.8587 0.0046 ± j 6.0335 0.0108 ± j 6.0354 
30 12.26 2 2 3 0.0001 ± j 6.3696 -0.0721 ± j 4.1513 -0.0739 ± j 4.1505 
31 15.13 2 2 3 0.0001 ± j 6.4406 -0.0597 ± j 4.1387 -0.0595 ± j 4.1371 
32 16.38 2 2 3 0.0002 ± j 6.4216 -0.0126 ± j 6.4855 -0.0126 ± j 6.4861 
33 14.45 5 5 5 0.0005 ± j 6.0138 0.0429 ± j 6.2317 0.0569 ± j 6.2395 
34 11.36 5 9 5 0.0001 ± j 5.9398 -0.0810 ± j 6.3653 -0.0131 ± j 6.0052 
35 11.21 2 2 3 0.0002 ± j 6.3905 -0.0958 ± j 6.6544 -0.0957 ± j 6.6540 
36 10.32 2 2 3 0.0001 ± j 6.3967 -0.0861 ± j 6.6477 -0.0862 ± j 6.6473 
37 11.18 2 2 3 0.0001 ± j 6.3428 -0.0874 ± j 4.1560 -0.0881 ± j 4.1594 
38 9.26 5 5 4 0.0006 ± j 5.7785 -0.0207 ± j 5.9634 -0.0125 ± j 5.9666 
39 3.95 9 9 6 0.0002 ± j 4.1086 -0.0836 ± j 4.0806 -0.0499 ± j 4.1132 
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Table 6.22: 10M39B bus load increase with re-dispatch voltage and impedance 
   
Thevenin Matching 
Bus # ΔP [pu] ETM V [pu] θ [⁰] R [pu] X [pu] V [pu] θ [⁰] R [pu] X [pu] 
1 5.19 9 1.088 -27.290 0.006 0.071 0.543 -55.610 0.115 0.068 
2 12.28 2 0.916 -17.220 0.001 0.038 0.890 -22.507 0.004 0.049 
3 12.13 2 0.907 -17.504 0.001 0.038 0.878 -22.651 0.004 0.048 
4 17.57 2 0.868 -19.622 0.001 0.038 0.809 -23.815 0.007 0.046 
5 19.21 2 0.858 -20.049 0.001 0.038 0.798 -23.795 0.006 0.045 
6 18.95 2 0.866 -19.696 0.001 0.038 0.812 -23.566 0.006 0.045 
7 17.35 9 1.073 -16.799 0.006 0.071 0.490 -41.434 0.106 0.062 
8 13.83 9 1.079 -19.080 0.006 0.071 0.510 -44.781 0.108 0.063 
9 4.56 9 1.088 -25.150 0.006 0.071 0.544 -53.602 0.116 0.068 
10 18.64 2 0.883 -19.173 0.001 0.038 0.837 -23.247 0.005 0.046 
11 18.72 2 0.875 -19.466 0.001 0.038 0.824 -23.421 0.006 0.045 
12 12.81 2 0.854 -19.001 0.001 0.038 0.815 -23.028 0.004 0.045 
13 18.97 2 0.876 -19.591 0.001 0.038 0.823 -23.542 0.006 0.045 
14 18.84 2 0.874 -19.762 0.001 0.038 0.814 -23.836 0.007 0.045 
15 11.85 2 0.907 -17.560 0.001 0.038 0.880 -22.530 0.004 0.048 
16 11.67 2 0.914 -17.140 0.001 0.038 0.894 -22.229 0.003 0.049 
17 11.12 2 0.914 -17.155 0.001 0.038 0.891 -22.376 0.003 0.049 
18 11.18 2 0.910 -17.321 0.001 0.038 0.884 -22.523 0.004 0.049 
19 15.29 5 0.931 -42.591 0.002 0.041 1.129 -46.255 -0.033 0.047 
20 12.34 9 1.072 -32.598 0.006 0.071 0.927 -34.817 0.030 0.067 
21 11.17 2 0.915 -17.036 0.001 0.038 0.897 -22.135 0.003 0.049 
22 11.4 2 0.918 -16.840 0.001 0.038 0.903 -21.967 0.003 0.049 
23 11.16 2 0.918 -16.840 0.001 0.038 0.903 -21.958 0.003 0.049 
24 11.22 2 0.914 -17.145 0.001 0.038 0.893 -22.244 0.003 0.049 
25 10.88 2 0.921 -17.447 0.001 0.038 0.887 -22.881 0.005 0.049 
26 11.15 2 0.914 -17.671 0.001 0.038 0.864 -23.845 0.007 0.050 
27 10.19 2 0.914 -17.313 0.001 0.038 0.881 -22.926 0.005 0.049 
28 9.64 5 0.946 -16.926 0.002 0.041 1.112 -21.220 -0.029 0.052 
29 9.62 5 0.947 -16.701 0.002 0.041 1.099 -21.516 -0.026 0.054 
30 12.26 2 0.915 -17.234 0.001 0.038 0.888 -22.621 0.004 0.049 
31 15.13 2 0.879 -18.480 0.001 0.038 0.842 -22.927 0.004 0.046 
32 16.38 2 0.894 -18.367 0.001 0.038 0.856 -23.007 0.005 0.047 
33 14.45 5 0.942 -40.302 0.002 0.041 1.131 -43.408 -0.031 0.047 
34 11.36 9 1.076 -31.857 0.006 0.071 0.914 -35.500 0.034 0.069 
35 11.21 2 0.919 -16.788 0.001 0.038 0.903 -22.010 0.003 0.049 
36 10.32 2 0.920 -16.615 0.001 0.038 0.909 -21.784 0.002 0.049 
37 11.18 2 0.921 -17.541 0.001 0.038 0.883 -23.144 0.006 0.049 
38 9.26 5 0.948 -16.312 0.002 0.041 1.078 -22.095 -0.022 0.058 
39 3.95 9 1.088 -26.115 0.006 0.071 0.545 -54.781 0.117 0.068 
 
The critical eigenvalue was matched in 64 out of the 78 cases. The ET method resulted in 
a more damped right-most eigenvalue compared to the ETM method in 42 cases while the ETM 
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method was more damped in 22 cases. As with all other cases, the branch resistance values need 
the largest percentage changes to match the critical eigenvalues. 
6.4 Summary of Results 
Table 6.23 lists the number of times the right-most eigenvalue using one method was less 
than the right-most eigenvalue using one, two, or all the other methods. It also lists the number of 
times one method determined the same site for PSS installment as another method as well as the 
total number of cases studied. Comparison of the ET and ETM methods leads to the conclusion 
that the ETM method in general does not enhance the ET method. However, comparison of the 
ET and ETM methods with the other methods shows the value of the ETM method. The ET 
method resulted in a more damped system than the PF and residue methods in 13.55% of the 
cases. If the comparison is made including the ETM method, the number drops to 9.89%. 
However, the ETM method resulted in a more damped system than the PF and residue methods 
in 26.01% of the cases. Also, the ETM method resulted in a more damped system than the ET, 
PF, and residue methods in 18.32% of the cases. This shows that when the ETM method 
outperforms the ET method, it also tends to result in a more damped system than the PF and 
residue methods. Thus, the ETM method enhances the ET method when the ET method leads to 
the best PSS placement. The ETM method changes the SMIB system parameters, but it does not 
change the PSS design process. Thus, better performance of the ETM method could be seen if a 
different PSS design was used.  
Table 6.24 shows the critical eigenvalue matching algorithm performance. The eigenvalues 
were matched in 88.28% of the cases. Table 6.25 shows the statistics of the initial distance 
between the critical eigenvalues before the eigenvalues were matched. Since all cases for the 4 
machine 10 bus system converged, no statistic is given for the diverged cases for this system.  
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Table 6.23: Comparison of placement methods 
 
WSCC 4M10B 10M39B All All [%] 
ET < ETM 32 56 84 172 63.00 
ET < PF 0 2 48 50 18.32 
ET < RES 5 4 39 48 17.58 
ET < PF & RES 0 1 36 37 13.55 
ET < ETM & PF & RES 0 1 26 27 9.89 
ETM < ET 20 9 40 69 25.27 
ETM < PF 20 7 59 86 31.50 
ETM < RES 24 9 46 79 28.94 
ETM < PF & RES 20 7 44 71 26.01 
ETM < ET & PF & RES 20 7 23 50 18.32 
PF < ET 0 33 42 75 27.47 
PF < ETM 32 58 71 161 58.97 
PF < RES 5 5 12 22 8.06 
PF < ET & RES 0 2 3 5 1.83 
PF < ET & ETM & RES 0 2 3 5 1.83 
RES < ET 5 31 51 87 31.87 
RES < ETM 28 56 80 164 60.07 
RES < PF 5 1 38 44 16.12 
RES < ET & PF 5 0 13 18 6.59 
RES < ET & ETM & PF 5 0 13 18 6.59 
ET agrees ETM 60 34 126 220 80.59 
ET agrees PF 60 30 58 148 54.21 
ET agrees RES 50 30 58 138 50.55 
ETM agrees PF 60 30 58 148 54.21 
ETM agrees RES 50 30 58 138 50.55 
PF agrees RES 50 59 98 207 75.82 
# Cases 60 65 148 273 100.00 
 
Table 6.24: Eigenvalue matching algorithm performance 
 
WSCC 4M10B 10M39B All All [%] 
# Converged 52 65 124 241 88.28 
# Diverged 8 0 24 32 11.72 
# Changed Machines 0 31 22 53 19.41 
# Cases 60 65 148 273 100 
 
The average distances for converged cases for the WSCC and 10 machine 39 bus systems 
are 1.46 and 0.99 while the average distances for the diverged cases are 29.98 and 2.00. This  
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Table 6.25: Initial distance statistics 
  
WSCC 4M10B 10M39B All 
Converged 
AVG 1.46 2.03 0.99 1.39 
Max 2.56 2.77 2.65 2.77 
Min 0.43 1.52 0.42 0.42 
STDV 0.53 0.38 0.75 0.73 
Diverged 
AVG 29.98 - 2.00 9.00 
Max 39.04 - 3.11 39.04 
Min 2.68 - 1.37 1.37 
STDV 11.41 - 0.66 13.46 
Changed 
AVG - 1.65 0.54 1.19 
Max - 2.21 0.69 2.21 
Min - 1.42 0.28 0.28 
STDV - 0.23 0.09 0.58 
 
shows that the matching algorithm diverges when the initial distances between the critical 
eigenvalues are too large. Also, the number of machines or system states has an effect on this 
distance. The WSCC system has only three machines, and the eigenvalues are farther away from 
each other than for the 10 machine 39 bus system. Thus, the distance where the algorithm 
diverges for the WSCC system is larger than the distance for the 10 machine 39 bus system. The 
initial distances for the cases where the critical machine changes are also given, but there is not 
much difference from the converged cases where the critical machine did not change. Thus, the 
initial distance does not indicate whether the critical machine will change. 
Table 6.26 shows the changes between the SMIB voltage and impedance parameters. The 
changes in the values are equal to the Thevenin equivalent parameters minus the parameters 
calculated to match the critical eigenvalues. Table 6.27 gives the parameter percentage 
differences. These two tables show that large changes to the voltage and especially impedance 
values were needed to match the critical eigenvalues.  
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Table 6.26: Voltage and impedance differences 
  
ΔV [pu] Δθ [ ⁰] ΔR [pu] ΔX [pu] |ΔV| [pu] |Δθ| [ ⁰] |ΔR| [pu] |ΔX| [pu] 
WSCC 
AVG 0.078 8.945 -0.059 -0.068 0.083 11.732 0.062 0.089 
Max 0.322 22.205 0.030 0.114 0.322 25.303 0.156 0.176 
Min -0.048 -25.303 -0.156 -0.176 0.016 2.562 0.004 0.033 
STDV 0.079 9.299 0.046 0.071 0.074 5.265 0.042 0.041 
4M10B 
AVG 0.097 28.498 -0.032 -0.056 0.097 29.162 0.032 0.056 
Max 0.278 49.590 0.013 -0.033 0.278 49.590 0.077 0.131 
Min 0.014 -21.575 -0.077 -0.131 0.014 21.573 0.008 0.033 
STDV 0.065 9.424 0.018 0.015 0.065 7.067 0.017 0.015 
10M39B 
AVG 0.143 10.553 -0.028 -0.008 0.181 10.567 0.035 0.010 
Max 0.583 35.951 0.036 0.027 0.583 35.951 0.117 0.072 
Min -0.209 -0.523 -0.117 -0.072 0.010 0.334 0.000 0.000 
STDV 0.228 11.029 0.048 0.013 0.199 11.016 0.043 0.012 
All 
AVG 0.117 15.046 -0.036 -0.034 0.137 15.834 0.040 0.039 
Max 0.583 49.590 0.036 0.114 0.583 49.590 0.156 0.176 
Min -0.209 -25.303 -0.156 -0.176 0.010 0.334 0.000 0.000 
STDV 0.173 13.111 0.043 0.044 0.157 12.144 0.039 0.039 
 
Table 6.27: Voltage and impedance percentage differences 
  
ΔV % Δθ % ΔR % ΔX % 
WSCC 
AVG 9.373 -64.765 127.274 33.206 
Max 41.460 -6.007 822.255 60.994 
Min 1.527 -347.348 7.706 11.206 
STDV 9.086 87.279 107.236 13.074 
4M10B 
AVG 10.959 69.432 141.803 77.036 
Max 33.439 7423.423 179.363 115.419 
Min 1.416 -845.975 -636.044 58.880 
STDV 7.709 948.152 99.117 8.888 
10M39B 
AVG 21.365 -34.159 102.833 18.092 
Max 74.655 -1.035 189.973 92.974 
Min 1.095 -164.048 -246.513 0.104 
STDV 24.754 31.355 126.561 16.290 
All 
AVG 15.971 -12.824 118.617 37.251 
Max 74.655 7423.423 822.255 115.419 
Min 1.095 -845.975 -636.044 0.104 
STDV 19.460 494.476 116.460 28.553 
 
82 
 
From observation of the average percentage differences for each system, it is seen that the 
resistance changes the most and the voltage magnitude changes the least. However, as the 
percentage difference minimum and maximum show, very large changes are needed in some 
cases to match the eigenvalues. 
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7 MULTIPLE PSS INSTALLATION CASE STUDIES 
This chapter presents the results from the cases where the eigenvalue tracking (ET), 
participation factor (PF), and residue methods simultaneously and sequentially determined 
multiple sites for PSS installation. For simplicity, the number of PSS installations was limited to 
two. Thus, simultaneous placement cases start where two pairs of unstable eigenvalues exist. 
Sequential placement cases start where one pair of unstable eigenvalues exists before and after a 
PSS installation. 
Since unstable power systems needed to be studied, the base cases listed in Appendices A, 
B, and C were changed to create the instability. Tables listing the different cases are given so that 
the reader can duplicate the results. In one set of cases, a single line outage was combined with 
an increase in the complex load to create an unstable system. Table 7.1 and Table 7.9 list the 
single line outage cases with sequential or simultaneous placement. These tables list the power 
system to which the change was applied, the line that was opened, and the load factor (LF) that 
was used to change the complex loads at all the buses. The LF was multiplied to the complex 
loads at all the buses to increase the system loading. An asterisk next to the LF indicates that the 
change in load was supplied by all the generators in proportion to their inertia size. If the 
increase in load was not re-dispatched to all the generators, the load increase was supplied by the 
slack bus generator. Table 7.2 and Table 7.10 show the bus load increase cases. These tables list 
the system to which the change was applied, the bus number at which the load was increased, 
and the amount of real power load increase. Similarly to the single line outage cases, an asterisk 
next to the real power load increase indicates that the increase was supplied by all the generators 
in proportion to their inertia size. For the 4 machine 10 bus system, the real power load increases 
at buses 3 and 13 were investigated instead of increases at a single bus. The 4 machine 10 bus 
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system has two areas connected by three parallel transmission lines. The load levels at two buses 
were varied to create an unstable system caused by large power transfer between the two areas. 
Table 7.3 and Table 7.11  list the real power load increases at buses 3 and 13.  
7.1 Sequential Placement 
Table 7.1 lists the single line outage cases where the load was increased at all buses for the 
sequential placement cases.  
Table 7.1: Sequential placement line outage cases 
System Line LF 
 
System Line LF 
 
System Line LF 
WSCC with TG 8-9 2.05 
 
10M39B 10-13 1.12 
 
10M39B 4-14 1.53* 
WSCC with TG 7-8 1.59 
 
10M39B 13-14 1.11 
 
10M39B 5-6 1.51* 
WSCC with TG 8-9 1.91* 
 
10M39B 14-15 1.11 
 
10M39B 5-8 1.54* 
WSCC with TG 5-7 1.85* 
 
10M39B 15-16 1.12 
 
10M39B 6-7 1.53* 
WSCC with TG 4-5 1.17* 
 
10M39B 16-17 1.16 
 
10M39B 6-11 1.54* 
WSCC without TG 8-9 1.98 
 
10M39B 16-21 1.14 
 
10M39B 7-8 1.54* 
WSCC without TG 7-8 1.67 
 
10M39B 16-24 1.13 
 
10M39B 8-9 1.36* 
WSCC without TG 5-7 1.86 
 
10M39B 17-18 1.05 
 
10M39B 9-39 1.36* 
WSCC without TG 5-7 1.85* 
 
10M39B 17-27 1.13 
 
10M39B 10-11 1.54* 
WSCC without TG 4-5 1.17* 
 
10M39B 21-22 1.03 
 
10M39B 10-13 1.48* 
10M39B 1-2 1.17 
 
10M39B 22-23 1.14 
 
10M39B 13-14 1.45* 
10M39B 1-39 1.17 
 
10M39B 23-24 1.14 
 
10M39B 14-15 1.45* 
10M39B 2-3 1.12 
 
10M39B 25-26 1.13 
 
10M39B 15-16 1.45* 
10M39B 2-25 1.14 
 
10M39B 26-27 1.13 
 
10M39B 16-17 1.50* 
10M39B 3-4 1.11 
 
10M39B 26-28 1.05 
 
10M39B 16-21 1.50* 
10M39B 3-18 1.14 
 
10M39B 26-29 1.14 
 
10M39B 16-24 1.52* 
10M39B 4-5 1.11 
 
10M39B 28-29 1.14 
 
10M39B 17-18 1.52* 
10M39B 4-14 1.14 
 
10M39B 12-11 1.13 
 
10M39B 22-23 1.53* 
10M39B 5-6 1.11 
 
10M39B 12-13 1.13 
 
10M39B 23-24 1.49* 
10M39B 5-8 1.14 
 
10M39B 1-2 1.32* 
 
10M39B 25-26 1.38* 
10M39B 6-7 1.13 
 
10M39B 1-39 1.32* 
 
10M39B 26-27 1.50* 
10M39B 6-11 1.13 
 
10M39B 2-3 1.38* 
 
10M39B 26-28 1.46* 
10M39B 7-8 1.13 
 
10M39B 2-25 1.43* 
 
10M39B 12-11 1.54* 
10M39B 8-9 1.13 
 
10M39B 3-4 1.51* 
 
10M39B 12-13 1.53* 
System Line LF 
 
System Line LF 
    10M39B 9-39 1.13 
 
10M39B 3-18 1.50* 
    10M39B 10-11 1.13 
 
10M39B 4-5 1.48* 
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Table 7.2: Sequential placement bus load increase cases 
System Bus # ΔP [pu] 
 
System Bus # ΔP [pu] 
 
System Bus # ΔP [pu] 
WSCC with TG 2 0.00 
 
10M39B 10 3.69 
 
10M39B 39 9.37 
WSCC with TG 7 0.00 
 
10M39B 11 3.69 
 
10M39B 2 23.49* 
WSCC with TG 8 0.00 
 
10M39B 12 3.57 
 
10M39B 3 22.20* 
WSCC without TG 2 3.54 
 
10M39B 13 3.59 
 
10M39B 10 22.12* 
WSCC without TG 7 3.66 
 
10M39B 14 3.40 
 
10M39B 12 14.22* 
WSCC without TG 8 3.43 
 
10M39B 15 7.72 
 
10M39B 13 22.36* 
WSCC without TG 9 3.50 
 
10M39B 16 7.65 
 
10M39B 15 20.23* 
WSCC without TG 2 4.36* 
 
10M39B 17 7.75 
 
10M39B 16 21.38* 
WSCC without TG 3 2.85* 
 
10M39B 18 7.83 
 
10M39B 17 22.00* 
WSCC without TG 8 4.31* 
 
10M39B 19 7.40 
 
10M39B 18 21.58* 
4M10B 12 12.43 
 
10M39B 20 7.13 
 
10M39B 19 18.50* 
4M10B 111 17.05 
 
10M39B 21 7.53 
 
10M39B 20 15.25* 
4M10B 1 11.21* 
 
10M39B 22 7.51 
 
10M39B 21 18.76* 
4M10B 2 9.87* 
 
10M39B 23 7.49 
 
10M39B 22 17.61* 
4M10B 11 11.60* 
 
10M39B 24 7.58 
 
10M39B 23 16.81* 
4M10B 101 10.48* 
 
10M39B 25 7.99 
 
10M39B 24 20.01* 
4M10B 102 8.72* 
 
10M39B 26 7.65 
 
10M39B 25 17.43* 
4M10B 111 11.75* 
 
10M39B 27 7.64 
 
10M39B 26 14.88* 
4M10B 3 7.32* 
 
10M39B 28 7.24 
 
10M39B 27 15.33* 
4M10B 13 7.41* 
 
10M39B 29 7.26 
 
10M39B 28 10.76* 
10M39B 1 8.98 
 
10M39B 30 8.11 
 
10M39B 29 10.91* 
10M39B 2 8.19 
 
10M39B 31 13.40 
 
10M39B 30 19.64* 
10M39B 3 3.18 
 
10M39B 32 9.00 
 
10M39B 31 20.26* 
10M39B 4 3.42 
 
10M39B 33 7.36 
 
10M39B 32 17.15* 
10M39B 5 3.70 
 
10M39B 34 6.95 
 
10M39B 34 13.44* 
10M39B 6 3.73 
 
10M39B 35 7.42 
 
10M39B 35 18.14* 
10M39B 7 3.59 
 
10M39B 36 7.36 
 
10M39B 36 13.78* 
10M39B 8 8.82 
 
10M39B 37 7.95 
 
10M39B 37 15.75* 
10M39B 9 9.13 
 
10M39B 38 7.20 
 
10M39B 38 10.34* 
 
Table 7.2 lists the cases where real load was increased at a single bus for the sequential 
placement cases. Table 7.3 lists the different cases involving various load levels at two buses 
studied for the sequential placement cases. In total there were 205 different cases studied for 
sequential placement. 
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Table 7.3: Sequential placement 4M10B load level cases 
ΔP3 [pu] ΔP13 [pu] 
 
ΔP3 [pu] ΔP13 [pu] 
 
ΔP3 [pu] ΔP13 [pu] 
9.52 -10.00 
 
-8.00 -8.89 
 
-14.48* 0.00* 
9.24 -8.00 
 
-6.00 -8.17 
 
-12.01* 2.00* 
8.11 -6.00 
 
6.00 -1.75 
 
-9.70* 4.00* 
7.15 -4.00 
 
8.00 -4.22 
 
-8.22* 6.00* 
6.08 -2.00 
 
10.00 -13.18 
 
-6.17* 8.00* 
-5.62 -10.00 
 
9.31* -10.00* 
 
-10.00* 3.74* 
-6.24 -8.00 
 
9.73* -8.00* 
 
-8.00* 5.44* 
-7.02 -4.00 
 
9.82* -6.00* 
 
-6.00* 8.14* 
-7.23 -2.00 
 
9.58* -4.00* 
 
0.00* 7.41* 
-7.77 0.00 
 
8.88* -2.00* 
 
2.00* 6.06* 
-7.61 2.00 
 
7.32* 0.00* 
 
4.00* 3.32* 
-7.43 4.00 
 
4.80* 2.00* 
 
6.00* 1.12* 
-6.39 6.00 
 
3.56* 4.00* 
 
8.00* 0.00* 
-5.48 8.00 
 
2.07* 6.00* 
 
10.00* -0.34* 
 
For multiple PSS sequential placement, there are up to four possible PSS placement 
combinations considered for each placement method: single PSS placement at Machine A1, 
single PSS placement at Machine B1, sequential PSS placement at Machine A1 and Machine B1, 
and sequential PSS placement at Machine B1 and Machine C1. As described in Chapter 4, 
Machine A1, Machine B1, and Machine C1 are the machines determined for PSS installment 
after analyzing the power system with no PSS installed, a PSS installed only at Machine A1, and 
a PSS installed only at Machine B1, respectively. Since each placement method has up to four 
possible placement combinations, the best placement for each method was chosen to be the 
placement combination that led to the least right-most eigenvalue. In order to make comparisons 
of the placement methods, in Table 7.4 the right-most eigenvalue after the best placement of one 
method was compared to the right-most eigenvalue after the best placement of another method.  
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Table 7.4: Comparison of placement methods for sequential placement 
 
WSCC 4M10B 10M39B All All [%] 
ET < ETM 9 30 50 89 43.41 
ET < PF 2 19 25 46 22.44 
ET < RES 8 6 9 23 11.22 
ET < PF & RES 1 2 8 11 5.37 
ET < ETM & PF & RES 0 2 7 9 4.39 
ETM < ET 4 13 16 33 16.10 
ETM < PF 5 18 18 41 20.00 
ETM < RES 7 13 13 33 16.10 
ETM < PF & RES 3 10 11 24 11.71 
ETM < ET & PF & RES 3 10 9 22 10.73 
PF < ET 1 16 42 59 28.78 
PF < ETM 9 31 53 93 45.37 
PF < RES 8 8 6 22 10.73 
PF < ET & RES 1 4 6 11 5.37 
PF < ET & ETM & RES 0 4 5 9 4.39 
RES < ET 5 25 54 84 40.98 
RES < ETM 10 33 58 101 49.27 
RES < PF 6 32 23 61 29.76 
RES < ET & PF 5 19 19 43 20.98 
RES < ET & ETM & PF 5 14 18 37 18.05 
ET agrees ETM 18 13 94 125 60.98 
ET agrees PF 16 13 62 91 44.39 
ET agrees RES 6 16 66 88 42.93 
ETM agrees PF 16 10 66 92 44.88 
ETM agrees RES 4 5 66 75 36.59 
PF agrees RES 6 12 102 120 58.54 
# Cases 20 52 133 205 100.00 
 
As was seen from the single PSS placement cases, none of the four methods outperformed 
the other three methods. The ET, ETM, PF, and residue methods resulted in a more damped 
right-most eigenvalue than the other three methods in 4.39, 10.73, 4.39, and 18.05 percent of the 
cases. A direct comparison of the ET and ETM shows that the ET method resulted in a more 
damped system than the ETM method in 43.41% of the cases, and the ETM method resulted in a 
more damped system than the ET method in 16.10% of the cases. These results might lead to the 
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conclusion that the eigenvalue matching did not improve the PSS tuning, but comparing the ET 
and ETM methods with the other three methods shows the enhancement from the ETM method. 
The ETM method resulted in a more damped system than the PF and residue methods in 11.71% 
of the cases. Also, the ETM method resulted in a more damped system than the ET, PF, and 
residue methods in 10.73% of the cases. On the other hand, the ET method resulted in a more 
damped system in 5.37% of the cases when compared to the PF and residue methods and in 
4.39% of the cases when compared to the ETM, PF, and residue methods. Thus, the ETM 
method outperformed the ET method when compared to all other methods and showed that 
critical eigenvalues matching enhances the performance of the ET method.  
Table 7.4 also shows the number of agreements between the placement methods in 
determining which machines should be installed with a PSS. As with the eigenvalue comparison, 
this is a comparison of only the placement combinations that led to the most-damped right-most 
eigenvalue for each placement method. As expected, because the ETM method is derived from 
the ET method, the ET and ETM methods have the highest agreement with 60.98%. The second 
highest agreement occurs between the PF and residue methods with 58.54% of the cases. The 
agreements show it is valuable to use the ET or ETM methods with the other two methods 
because they add variety to the machine considered for PSS placement. 
Table 7.5 to Table 7.7 show the comparisons of the different PSS placement combinations 
for each placement method for the Western Systems Coordinating Council (WSCC), 4 machine 
10 bus, and 10 machine 39 bus systems. The bottom row of all these tables lists the total number 
of cases simulated. The tables for each power system list two numbers separated by a slash for 
each condition and placement method. The first number is the number of times a given condition 
occurred, and the second number is the number of possible times the condition could occur.  
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Table 7.5: WSCC sequential placement combination comparison 
 
ET ETM PF RES 
SeqA1B1 agrees SeqB1C1 5 / 5 3 / 3 2 / 2 5 / 5 
SeqA1B1 < SeqB1C1 0 / 5 0 / 3 0 / 2 0 / 5 
SeqB1C1 < SeqA1B1 0 / 5 0 / 3 0 / 2 0 / 5 
Least Single < Least Double 4 / 8 4 / 7 2 / 5 2 / 6 
Least Double < Least Single 4 / 8 3 / 7 3 / 5 4 / 6 
Single A1 Stable 0 / 20 1 / 20 0 / 20 0 / 20 
Single B1 Stable 2 / 8 3 / 7 2 / 5 1 / 6 
Single Stable 2 / 20 4 / 20 2 / 20 1 / 20 
# Cases 20 20 20 20 
 
Table 7.6: 4M10B sequential placement combination comparison 
 
ET ETM PF RES 
SeqA1B1 agrees SeqB1C1 18 / 22 3 / 5 2 / 2 26 / 26 
SeqA1B1 < SeqB1C1 2 / 22 2 / 5 0 / 2 0 / 26 
SeqB1C1 < SeqA1B1 2 / 22 0 / 5 0 / 2 0 / 26 
Least Single < Least Double 10 / 26 13 / 14 1 / 2 5 / 29 
Least Double < Least Single 16 / 26 1 / 14 1 / 2 24 / 29 
Single A1 Stable 0 / 52 4 / 52 0 / 52 0 / 52 
Single B1 Stable 0 / 26 6 / 14 0 / 2 3 / 29 
Single Stable 0 / 52 10 / 52 0 / 52 3 / 52 
# Cases 52 52 52 52 
 
Table 7.7: 10M39B sequential placement combination comparison 
 
ET ETM PF RES 
SeqA1B1 agrees SeqB1C1 24 / 37 28 / 37 41 / 46 49 / 53 
SeqA1B1 < SeqB1C1 11 / 37 5 / 37 2 / 46 0 / 53 
SeqB1C1 < SeqA1B1 2 / 37 4 / 37 3 / 46 4 / 53 
Least Single < Least Double 11 / 67 8 / 57 4 / 65 1 / 70 
Least Double < Least Single 56 / 67 49 / 57 61 / 65 69 / 70 
Single A1 Stable 0 / 133 2 / 133 0 / 133 0 / 133 
Single B1 Stable 27 / 67 15 / 57 19 / 65 17 / 70 
Single Stable 27 / 133 17 / 133 19 / 133 17 / 133 
# Cases 133 133 133 133 
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For example, the first condition listed in Table 7.5 is the number of cases when the 
sequential PSS placement at Machine A1 and Machine B1 was the same placement as sequential 
placement at Machine B1 and Machine C1. The entry for this condition for the ET method shows 
5/5. The first 5 is the number of times that the two sets of placements agreed, and the second 5 is 
the number of times out of the 20 total WSCC cases that the ET method determined two different 
machine placements for sequence A1B1 and two different machine placements for sequence 
B1C1. Thus, cases where only one machine was determined for PSS placement were ignored. 
This occurred when the second machine determined for PSS installment was the first machine 
already installed with a PSS. Also, only one machine could be determined if the power system 
was stabilized after a PSS installment at either A1 or B1. Comparisons of the different PSS 
placement combinations for each placement method for all the systems are summarized in Table 
7.8. Instead of showing the information in fraction form as in Table 7.5 to Table 7.7, the 
summary table, Table 7.8, shows the percentage of times that the same conditions were satisfied. 
The second and third conditions listed in Table 7.5 to Table 7.8 show the comparison of the 
right-most eigenvalue after sequential placement at Machines A1 and B1 and sequential 
placement at Machines B1 and C1. 
Table 7.8: All sequential placement combination comparison 
 
ET ETM PF RES 
SeqA1B1 agrees SeqB1C1 73.44 75.56 90.00 95.24 
SeqA1B1 < SeqB1C1 20.31 15.56 4.00 0.00 
SeqB1C1 < SeqA1B1 6.25 8.89 6.00 4.76 
Least Single < Least Double 24.75 32.05 9.72 7.62 
Least Double < Least Single 75.25 67.95 90.28 92.38 
Single A1 Stable 0.00 3.41 0.00 0.00 
Single B1 Stable 28.71 30.77 29.17 20.00 
Single Stable 14.15 15.12 10.24 10.24 
# Cases 205 205 205 205 
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The fourth and fifth conditions show the comparison of the right-most eigenvalue after one 
and two PSS installations. Since a single PSS could have been installed at either Machines A1 or 
B1, the placement that led to the least right-most eigenvalue was chosen for comparison. 
Similarly, two PSSs could have been installed at Machines A1 and B1 or at Machines B1 and 
C1, the combination that led to the least right-most eigenvalue was chosen for comparison. The 
sixth and seventh conditions list the number of times a single PSS installed at Machines A1 and 
B1 resulted in a stable system. The eighth condition lists the number of times a single PSS 
placement at either Machines A1 or B1 resulted in a stable system. 
The comparison of the placement combinations shows that the installment order can alter 
PSS placement. The ET and ETM methods were more affected by the installment order than the 
PF and residue methods. While the installment order affected the placement in 10% and 4.76% 
of cases for the PF and residue methods, it affected the ET and ETM methods in 26.56% and 
24.44% of the cases. The results also show that in a majority of cases, two PSS installations 
resulted in a more damped system than only one PSS installation. This is expected since addition 
of more PSSs should ideally further damp the power system. While two PSS installments led to a 
more damped system than a single installment in 90.28% and 92.38% of the cases for the PF and 
residue methods, it was 72.25% and 67.95% for the ET and ETM methods. Similar results for the 
PF and residue methods are expected since, as Table 7.4 showed, these two methods have high 
correlations with each other. The ET and ETM results are also similar since the ETM method is 
derived from the ET method. The fact that the second PSS installation does not further dampen 
the system in more cases for the ET and ETM methods than the PF and residue methods 
indicates that the ET and ETM methods were outperformed by the PF and residue methods for 
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these cases. However, that this is not always true will be seen with the simultaneous placement 
results.  
An advantage of the ET and ETM placement methods is seen by looking at the number of 
cases that were stabilized by a single PSS placement. A single PSS was able to stabilize the 
system in 29 and 31 cases for the ET and ETM while this happened in 21 cases for both PF and 
residue methods. The fact that a single PSS installation stabilizes the system in more cases for 
the ET and ETM methods than the other two methods indicates the use of these methods will 
decrease the number of PSSs needed to stabilize the system. Also, the ET and ETM methods 
provide diversity in placement choices. While this variety can lead to worse choices than the PF 
and residue methods, it can also lead to better choices.  
7.2 Simultaneous Placement 
Table 7.9 lists the simulations of the line outage with bus load increase for the simultaneous 
placement cases. Table 7.10 lists the load increase for single bus cases. Table 7.11 lists the cases 
for various load levels at two buses simulated for the simultaneous placement analysis. These 
tables follow the same pattern as Table 7.1 to Table 7.3. In all cases listed, the power system has 
two pairs of unstable eigenvalues that were chosen to be damped by PSS installations. The 
simultaneous placement cases have up to four possible sites for a single PSS installation: 
Machines A1, A2, B1, and B2 and five possible combinations for two PSS installations: 
Machines A1 and A2, Machines A1 and B1, Machines B1 and C1, Machines A2 and B2, and 
Machines B2 and C2. The placement at Machines A1 and A2 was determined simultaneously 
while the other combinations were determined sequentially. Machines A1 and A2 are the 
machines determined for PSS placement after analyzing the power system with no PSS installed.  
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Table 7.9: Simultaneous placement line outage cases 
System Line LF 
 
System Line LF 
 
System Line LF 
WSCC with TG 4-6 1.56 
 
10M39B 7-8 1.05 
 
10M39B 4-14 1.56* 
WSCC with TG 6-9 2.07 
 
10M39B 8-9 1.04 
 
10M39B 5-6 1.54* 
WSCC with TG 8-9 2.05 
 
10M39B 9-39 1.04 
 
10M39B 5-8 1.56* 
WSCC with TG 7-8 1.61 
 
10M39B 10-11 1.05 
 
10M39B 6-7 1.55* 
WSCC with TG 5-7 1.86 
 
10M39B 10-13 1.05 
 
10M39B 6-11 1.56* 
WSCC with TG 4-6 1.58* 
 
10M39B 13-14 1.05 
 
10M39B 7-8 1.56* 
WSCC with TG 6-9 2.02* 
 
10M39B 14-15 1.08 
 
10M39B 8-9 1.37* 
WSCC with TG 8-9 1.92* 
 
10M39B 15-16 1.02 
 
10M39B 9-39 1.37* 
WSCC with TG 7-8 1.63* 
 
10M39B 16-17 1.04 
 
10M39B 10-11 1.55* 
WSCC with TG 5-7 1.86* 
 
10M39B 16-21 1.05 
 
10M39B 10-13 1.51* 
WSCC without TG 4-6 1.56 
 
10M39B 16-24 1.05 
 
10M39B 13-14 1.49* 
WSCC without TG 6-9 2.07 
 
10M39B 17-18 1.05 
 
10M39B 14-15 1.48* 
WSCC without TG 8-9 2.05 
 
10M39B 17-27 1.05 
 
10M39B 15-16 1.48* 
WSCC without TG 7-8 1.84 
 
10M39B 21-22 1.04 
 
10M39B 16-17 1.53* 
WSCC without TG 6-9 2.11* 
 
10M39B 22-23 1.05 
 
10M39B 16-21 1.52* 
WSCC without TG 8-9 2.11* 
 
10M39B 23-24 1.05 
 
10M39B 16-24 1.55* 
WSCC without TG 7-8 1.70* 
 
10M39B 25-26 1.06 
 
10M39B 17-18 1.54* 
WSCC without TG 5-7 1.85* 
 
10M39B 26-27 1.05 
 
10M39B 17-27 1.48* 
10M39B 1-2 1.03 
 
10M39B 26-28 1.06 
 
10M39B 21-22 1.22* 
10M39B 1-39 1.03 
 
10M39B 26-29 1.05 
 
10M39B 22-23 1.56* 
10M39B 2-3 1.04 
 
10M39B 28-29 1.04 
 
10M39B 23-24 1.55* 
10M39B 2-25 1.05 
 
10M39B 12-11 1.05 
 
10M39B 25-26 1.46* 
10M39B 3-4 1.04 
 
10M39B 12-13 1.05 
 
10M39B 26-27 1.52* 
10M39B 3-18 1.05 
 
10M39B 1-2 1.34* 
 
10M39B 26-28 1.46* 
10M39B 4-5 1.06 
 
10M39B 1-39 1.34* 
 
10M39B 26-29 1.46* 
10M39B 4-14 1.04 
 
10M39B 2-3 1.40* 
 
10M39B 28-29 1.44* 
10M39B 5-6 1.03 
 
10M39B 2-25 1.50* 
 
10M39B 12-11 1.56* 
10M39B 5-8 1.05 
 
10M39B 3-4 1.54* 
 
10M39B 12-13 1.56* 
10M39B 6-7 1.05 
 
10M39B 3-18 1.48* 
    10M39B 6-11 1.05 
 
10M39B 4-5 1.50* 
     
Machines B1 and C1 are determined after analyzing the power system with a PSS 
installed at just Machine A1, and at just Machine B1, respectively. Machines B2 and C2 are 
determined after analyzing the power system with a PSS installed at Machine A2, and at 
Machine B2, respectively. 
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Table 7.10: Simultaneous placement bus load increase cases 
System Bus # ΔP [pu] 
 
System Bus # ΔP [pu] 
 
System Bus # ΔP [pu] 
WSCC with TG 1 18.34 
 
4M10B 2 10.87* 
 
10M39B 35 5.14 
WSCC with TG 3 3.15 
 
4M10B 11 13.47* 
 
10M39B 36 5.19 
WSCC with TG 4 7.74 
 
4M10B 12 10.87* 
 
10M39B 37 3.05 
WSCC with TG 5 3.58 
 
4M10B 101 11.36* 
 
10M39B 38 3.80 
WSCC with TG 6 3.56 
 
4M10B 102 10.65* 
 
10M39B 39 3.40 
WSCC with TG 8 4.05 
 
4M10B 111 11.85* 
 
10M39B 1 13.10* 
WSCC with TG 9 3.71 
 
4M10B 112 9.27* 
 
10M39B 2 21.25* 
WSCC with TG 1 3.09* 
 
4M10B 3 9.74* 
 
10M39B 3 25.23* 
WSCC with TG 2 5.57* 
 
4M10B 13 7.56* 
 
10M39B 4 23.20* 
WSCC with TG 3 2.71* 
 
10M39B 1 2.16 
 
10M39B 5 22.68* 
WSCC with TG 4 3.13* 
 
10M39B 2 2.66 
 
10M39B 6 22.64* 
WSCC with TG 5 3.59* 
 
10M39B 3 3.19 
 
10M39B 7 20.49* 
WSCC with TG 6 3.30* 
 
10M39B 4 2.96 
 
10M39B 8 19.09* 
WSCC with TG 7 5.41* 
 
10M39B 5 2.89 
 
10M39B 9 13.89* 
WSCC with TG 8 3.96* 
 
10M39B 6 3.00 
 
10M39B 10 22.17* 
WSCC with TG 9 2.88* 
 
10M39B 7 2.58 
 
10M39B 11 22.21* 
WSCC without TG 1 18.34 
 
10M39B 8 2.46 
 
10M39B 12 13.50* 
WSCC without TG 3 3.22 
 
10M39B 9 2.38 
 
10M39B 13 22.42* 
WSCC without TG 4 7.74 
 
10M39B 10 3.44 
 
10M39B 14 23.49* 
WSCC without TG 5 3.58 
 
10M39B 11 3.29 
 
10M39B 15 21.00* 
WSCC without TG 6 3.56 
 
10M39B 12 3.19 
 
10M39B 16 20.34* 
WSCC without TG 8 4.05 
 
10M39B 13 3.40 
 
10M39B 17 22.78* 
WSCC without TG 9 3.80 
 
10M39B 14 3.49 
 
10M39B 18 22.73* 
WSCC without TG 1 3.65* 
 
10M39B 15 3.78 
 
10M39B 19 19.01* 
WSCC without TG 2 5.71* 
 
10M39B 16 4.11 
 
10M39B 20 15.85* 
WSCC without TG 3 2.98* 
 
10M39B 17 3.61 
 
10M39B 21 20.06* 
WSCC without TG 4 3.68* 
 
10M39B 18 3.29 
 
10M39B 22 20.06* 
WSCC without TG 5 3.59* 
 
10M39B 19 5.01 
 
10M39B 23 19.72* 
WSCC without TG 6 3.62* 
 
10M39B 20 5.18 
 
10M39B 24 20.65* 
WSCC without TG 7 5.80* 
 
10M39B 21 4.45 
 
10M39B 25 16.98* 
WSCC without TG 8 4.34* 
 
10M39B 22 4.87 
 
10M39B 26 19.47* 
WSCC without TG 9 3.12* 
 
10M39B 23 4.86 
 
10M39B 27 14.93* 
4M10B 1 4.73 
 
10M39B 24 4.17 
 
10M39B 28 13.86* 
4M10B 2 4.61 
 
10M39B 25 2.91 
 
10M39B 30 18.35* 
4M10B 11 7.59 
 
10M39B 26 3.29 
 
10M39B 31 16.46* 
4M10B 12 4.78 
 
10M39B 27 3.36 
 
10M39B 32 17.43* 
4M10B 101 4.68 
 
10M39B 28 3.47 
 
10M39B 33 16.11* 
4M10B 102 4.55 
 
10M39B 29 3.60 
 
10M39B 34 14.41* 
4M10B 111 5.75 
 
10M39B 30 2.72 
 
10M39B 35 19.20* 
4M10B 112 4.50 
 
10M39B 31 5.08 
 
10M39B 36 16.96* 
4M10B 3 4.39 
 
10M39B 32 4.19 
 
10M39B 37 15.48* 
4M10B 13 4.20 
 
10M39B 33 5.30 
 
10M39B 39 13.99* 
4M10B 1 11.70* 
 
10M39B 34 5.61 
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Table 7.11: Simultaneous placement 4M10B load level cases 
ΔP3 [pu] ΔP13 [pu] 
 
ΔP3 [pu] ΔP13 [pu] 
 
ΔP3 [pu] ΔP13 [pu] 
9.13 -6.00 
 
2.00 2.37 
 
3.55* 6.00* 
7.85 -4.00 
 
4.00 0.41 
 
0.00* 8.00* 
6.22 -2.00 
 
6.00 0.00 
 
-3.47* 10.00* 
4.39 0.00 
 
-6.00 -10.25 
 
-8.00* 6.47* 
2.39 2.00 
 
-4.00 -11.57 
 
-6.00* 7.45* 
0.23 4.00 
 
-2.00 -15.93 
 
-4.00* 7.89* 
0.00 6.00 
 
6.00 0.00 
 
-2.00* 7.91* 
-6.40 -10.00 
 
8.00 -0.94 
 
0.00* 7.56* 
-3.58 8.00 
 
11.36* -6.00* 
 
2.00* 6.87* 
-6.47 10.00 
 
11.44* -4.00* 
 
4.00* 5.64* 
-6.00 7.85 
 
10.99* -2.00* 
 
6.00* 3.91* 
-4.00 7.49 
 
9.74* 0.00* 
 
8.00* 1.96* 
-2.00 5.92 
 
7.96* 2.00* 
 
10.00* 0.00* 
0.00 4.20 
 
5.90* 4.00* 
    
Table 7.12 shows the comparison between the right-most eigenvalues of the best PSS 
placement for the ET, ETM, PF, and residue methods. For a given PSS placement method, the 
best PSS placement was determined to be the installation among the placement combinations 
that led to the right-most eigenvalue with the smallest real component. The results shown by 
Table 7.12 are consistent with the previous single and sequential PSS placement results. No one 
PSS placement method outperformed the other three methods in all cases. The ET, ETM, PF, and 
residue methods resulted in a more damped right-most eigenvalue than the other three methods 
in 12.45, 17.51, 3.11, and 22.57 percent of the cases. As done with the single PSS installation 
cases, these numbers also show how the ETM method can improve the ET method. The ETM 
method resulted in a more damped system than the other three methods in 17.51% of the cases. 
On the other hand, the ET method outperformed the other methods in 12.45% of the cases. Thus 
the ETM method led to a better result in 5.06% more cases than the ET method.  
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Table 7.12: Comparison of placement methods for simultaneous placements 
 
WSCC 4M10B 10M39B All All [%] 
ET < ETM 24 36 97 157 61.09 
ET < PF 8 13 83 104 40.47 
ET < RES 8 21 39 68 26.46 
ET < PF & RES 2 8 36 46 17.90 
ET < ETM & PF & RES 0 5 27 32 12.45 
ETM < ET 14 23 28 65 25.29 
ETM < PF 22 24 85 131 50.97 
ETM < RES 13 24 39 76 29.57 
ETM < PF & RES 10 18 36 64 24.90 
ETM < ET & PF & RES 8 14 23 45 17.51 
PF < ET 0 15 42 57 22.18 
PF < ETM 24 37 53 114 44.36 
PF < RES 6 14 7 27 10.51 
PF < ET & RES 0 3 5 8 3.11 
PF < ET & ETM & RES 0 3 5 8 3.11 
RES < ET 15 17 77 109 42.41 
RES < ETM 31 36 98 165 64.20 
RES < PF 21 15 73 109 42.41 
RES < ET & PF 15 10 42 67 26.07 
RES < ET & ETM & PF 15 7 36 58 22.57 
ET agrees ETM 50 32 112 194 75.49 
ET agrees PF 38 26 2 66 25.68 
ET agrees RES 22 20 9 51 19.84 
ETM agrees PF 38 25 2 65 25.29 
ETM agrees RES 22 20 10 52 20.23 
PF agrees RES 19 30 47 96 37.35 
# Cases 50 61 146 257 100.00 
 
While the ETM method does not always enhance the ET method, it does improve the ET 
method such that the more placements outperform the PF and residue methods. Table 7.12 also 
shows the number of times that one method agreed with another method in determining which 
machines should be installed with PSSs. These results are also consistent with the previous 
results and show that the PF and residue methods have higher correlations with each other than 
with the ET or the ETM methods. Thus, it reinforces the fact that the addition of the ET and the 
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ETM methods to the traditional methods for PSS placement adds variety to the machines 
considered for PSS placement and could lead to better placements. 
Table 7.13 shows the comparisons of the different PSS placement combinations for the 
WSCC system.   
Table 7.13: WSCC simultaneous placement combination comparisons 
 
ET ETM PF RES 
SimA1A2 agrees SeqA1B1 11 / 14 14 / 17 9 / 9 27 / 27 
SimA1A2 agrees SeqA2B2 37 / 37 32 / 32 36 / 36 38 / 40 
SimA1A2 agrees SeqB1C1 6 / 8 9 / 11 7 / 7 19 / 20 
SimA1A2 agrees SeqB2C2 6 / 9 9 / 11 7 / 7 19 / 20 
SeqA1B1 agrees SeqB1C1 8 / 10 11 / 13 8 / 8 19 / 20 
SeqA1B1 agrees SeqA2B2 6 / 9 8 / 10 7 / 7 19 / 20 
SeqA1B1 agrees SeqB2C2 9 / 9 9 / 9 7 / 7 19 / 20 
SeqA2B2 agrees SeqB2C2 6 / 9 9 / 11 7 / 7 20 / 20 
SeqA2B2 agrees SeqB1C1 6 / 8 8 / 10 7 / 7 20 / 20 
SeqB1C1 agrees SeqB2C2 6 / 8 7 / 9 7 / 7 20 / 20 
SimA1A2, SeqA1B1, SeqA2B2 agree 6 / 9 8 / 10 7 / 7 19 / 20 
SimA1A2 agrees All Seq 6 / 8 7 / 9 7 / 7 19 / 20 
SimA1A2 Only Least 0 / 44 1 / 44 0 / 42 0 / 47 
Seq Only Least 3 / 44 4 / 41 0 / 39 0 / 48 
Single Only Least 40 / 50 36 / 50 45 / 50 32 / 50 
Single Stable 22 / 50 20 / 50 22 / 50 24 / 50 
Least Seq < SimA1A2 2 / 42 20 / 39 0 / 38 1 / 47 
SimA1A2 < Least Seq 0 / 42 7 / 39 0 / 38 0 / 47 
SimA1A2 = Least Seq 40 / 42 12 / 39 38 / 38 46 / 47 
Least Single < Least Double 36 / 46 32 / 46 38 / 43 30 / 48 
Least Double < Least Single 10 / 46 14 / 46 5 / 43 18 / 48 
# Cases 50 / 50 50 / 50 50 / 50 50 / 50 
 
Table 7.14 shows the comparisons of the different PSS placement combinations for the 4 
machine 10 bus system. Table 7.15 shows the comparisons of the different PSS placement 
combinations for the 10 machine 39 bus power system. These tables follow the same format as 
Table 7.5 to Table 7.7 and show two numbers separated by a slash.  
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Table 7.14: 4M10B simultaneous placement combination comparisons 
 
ET ETM PF RES 
SimA1A2 agrees SeqA1B1 17 / 20 16 / 20 15 / 15 11 / 19 
SimA1A2 agrees SeqA2B2 36 / 40 40 / 45 32 / 34 25 / 26 
SimA1A2 agrees SeqB1C1 11 / 13 6 / 7 12 / 12 5 / 10 
SimA1A2 agrees SeqB2C2 11 / 16 6 / 12 12 / 14 5 / 14 
SeqA1B1 agrees SeqB1C1 12 / 13 6 / 7 12 / 12 15 / 15 
SeqA1B1 agrees SeqA2B2 11 / 15 5 / 8 12 / 12 5 / 13 
SeqA1B1 agrees SeqB2C2 14 / 14 6 / 7 12 / 12 13 / 13 
SeqA2B2 agrees SeqB2C2 13 / 16 6 / 12 12 / 14 5 / 14 
SeqA2B2 agrees SeqB1C1 12 / 13 5 / 7 12 / 12 5 / 10 
SeqB1C1 agrees SeqB2C2 12 / 12 5 / 6 12 / 12 10 / 10 
SimA1A2, SeqA1B1, SeqA2B2 agree 11 / 15 5 / 8 12 / 12 5 / 13 
SimA1A2 agrees All Seq 11 / 12 5 / 6 12 / 12 5 / 10 
SimA1A2 Only Least 14 / 61 3 / 61 12 / 53 4 / 37 
Seq Only Least 2 / 45 6 / 57 2 / 37 8 / 37 
Single Only Least 15 / 61 22 / 61 20 / 61 28 / 61 
Single Stable 20 / 61 23 / 61 19 / 61 20 / 61 
Least Seq < SimA1A2 2 / 45 28 / 57 2 / 37 3 / 32 
SimA1A2 < Least Seq 3 / 45 26 / 57 0 / 37 0 / 32 
SimA1A2 = Least Seq 40 / 45 3 / 57 35 / 37 29 / 32 
Least Single < Least Double 15 / 61 22 / 61 12 / 53 9 / 42 
Least Double < Least Single 46 / 61 39 / 61 41 / 53 33 / 42 
# Cases 61 / 61 61 / 61 61 / 61 61 / 61 
 
The first number is the number of times a given condition occurred, and the second 
number is the number of possible times the condition could occur. The evaluated condition is 
listed in the first column. The first 12 conditions are the number of times where one two-PSS 
placement combination agreed with another two-PSS placement combination. Condition 13 is 
the number of times that the machines determined simultaneously did not match the sets of 
machines determined sequentially and led to the most damped right-most eigenvalue. Condition 
14 is the number of times that the least most damped right-most eigenvalue was achieved by 
sequential placement and the machines determined sequentially did not match the machines 
determined simultaneously.  
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Table 7.15: 10M39B simultaneous placement combination comparison 
 
ET ETM PF RES 
SimA1A2 agrees SeqA1B1 33 / 61 44 / 57 47 / 55 45 / 62 
SimA1A2 agrees SeqA2B2 65 / 94 76 / 96 111 / 125 99 / 104 
SimA1A2 agrees SeqB1C1 16 / 35 19 / 28 42 / 46 37 / 44 
SimA1A2 agrees SeqB2C2 16 / 42 20 / 33 42 / 48 37 / 42 
SeqA1B1 agrees SeqB1C1 20 / 35 20 / 28 43 / 46 39 / 44 
SeqA1B1 agrees SeqA2B2 16 / 41 18 / 33 42 / 51 37 / 45 
SeqA1B1 agrees SeqB2C2 23 / 33 19 / 27 46 / 47 41 / 42 
SeqA2B2 agrees SeqB2C2 31 / 42 29 / 33 43 / 48 38 / 42 
SeqA2B2 agrees SeqB1C1 28 / 31 22 / 24 43 / 46 40 / 44 
SeqB1C1 agrees SeqB2C2 28 / 29 21 / 23 44 / 46 40 / 42 
SimA1A2, SeqA1B1, SeqA2B2 agree 16 / 41 18 / 33 42 / 51 37 / 45 
SimA1A2 agrees All Seq 16 / 29 16 / 23 42 / 46 37 / 42 
SimA1A2 Only Least 31 / 146 29 / 146 8 / 144 12 / 133 
Seq Only Least 27 / 114 20 / 120 11 / 129 20 / 121 
Single Only Least 31 / 146 31 / 146 64 / 146 24 / 146 
Single Stable 95 / 146 89 / 146 87 / 146 90 / 146 
Least Seq < SimA1A2 32 / 114 69 / 120 15 / 129 20 / 121 
SimA1A2 < Least Seq 8 / 114 38 / 120 2 / 129 0 / 121 
SimA1A2 = Least Seq 74 / 114 13 / 120 112 / 129 101 / 121 
Least Single < Least Double 31 / 146 31 / 146 62 / 144 11 / 133 
Least Double < Least Single 115 / 146 115 / 146 82 / 144 122 / 133 
# Cases 146 / 146 146 / 146 146 / 146 146 / 146 
 
Condition 15 is the number of times that a single PSS installment led to the most damped 
right-most eigenvalue. The next condition is the number of times a single PSS installation led to 
a stable power system. Conditions 17 to 19 make comparisons between the right-most 
eigenvalues after the best sequential PSS installment and the right-most eigenvalue after the best 
simultaneous PSS installment.  The next two conditions make comparisons of the right-most 
eigenvalue between the single PSS installation that led to the most damped right-most eigenvalue 
and the two-PSS installation that led to the most damped right-most eigenvalue. 
Table 7.16 shows the combination results from all the power systems and lists the 
percentage of cases when a given condition occurred.  
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Table 7.16: All simultaneous placement combination comparisons 
 
ET ETM PF RES 
SimA1A2 agrees SeqA1B1 64.21 78.72 89.87 76.85 
SimA1A2 agrees SeqA2B2 80.70 85.55 91.79 95.29 
SimA1A2 agrees SeqB1C1 58.93 73.91 93.85 82.43 
SimA1A2 agrees SeqB2C2 49.25 62.50 88.41 80.26 
SeqA1B1 agrees SeqB1C1 68.97 77.08 95.45 92.41 
SeqA1B1 agrees SeqA2B2 50.77 60.78 87.14 78.21 
SeqA1B1 agrees SeqB2C2 82.14 79.07 98.48 97.33 
SeqA2B2 agrees SeqB2C2 74.63 78.57 89.86 82.89 
SeqA2B2 agrees SeqB1C1 88.46 85.37 95.38 87.84 
SeqB1C1 agrees SeqB2C2 93.88 86.84 96.92 97.22 
SimA1A2, SeqA1B1, SeqA2B2 agree 50.77 60.78 87.14 78.21 
SimA1A2 agrees All Seq 67.35 73.68 93.85 84.72 
SimA1A2 Only Least 17.93 13.15 8.37 7.37 
Seq Only Least 15.76 13.76 6.34 13.59 
Single Only Least 33.46 34.63 50.19 32.68 
Single Stable 53.31 51.36 49.81 52.14 
Least Seq < SimA1A2 17.91 54.17 8.33 12.00 
SimA1A2 < Least Seq 5.47 32.87 0.98 0.00 
SimA1A2 = Least Seq 76.62 12.96 90.69 88.00 
Least Single < Least Double 32.41 33.60 46.67 22.42 
Least Double < Least Single 67.59 66.40 53.33 77.58 
# Cases 257 257 257 257 
 
The results show that simultaneous and sequential placement determinations resulted in the 
same machines for PSS placement in a majority of the cases. The highest agreement percentage 
between the simultaneous and all sequential methods, as shown by the eleventh condition, occurs 
with the PF method with 87.14%. The lowest agreement occurs with the ET method with 
50.77%. The residue and ETM methods have agreements of 78.21% and 60.78%, respectively. 
These results show that the installment order affects the machines determined for PSS 
installment much more for the ET and ETM methods than the other methods. Overall, whenever 
multiple placement combinations existed, the installment order affected the ET, ETM, PF, and 
residue methods placements in 25.62, 20.64, 9.76, and 15.61 percent of the cases. This is also 
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consistent with the results from the sequential placement cases.  By looking at the agreements for 
the different power systems, it is clear that the agreements decrease as the system size increases. 
This is simply because as the system becomes bigger the number of machine choices also 
increases.  
First, the results when a simultaneous, sequential, or single placement was the only least 
placement might indicate that the single-PSS installment outperformed the two-PSS installments; 
however, the two-PSS installation numbers only count the instances when the sequential 
placement determination and simultaneous placement determination do not point to the same 
machine. The numbers do show how ignoring the installment order could result in placement that 
does not result in the most damped system. Ignoring the simultaneous placement would miss the 
most damped placements in 17.93, 13.15, 8.37, and 7.37 percent of the cases for the ET, ETM, 
PF, and residue methods. Similarly, ignoring sequential placements would miss 15.76, 13.76, 
6.34, and 13.59 percent of the most damped placements.  
The direct comparison between a one-PSS and a two-PSS installation shows that two-PSS 
installments resulted in a more damped system in 67.59, 66.40, 53.33, and 77.58 percent of the 
cases. One more PSS installment dampened the system in a majority of the cases, but addition of 
more PSSs should ideally dampen the system further in all cases. Thus, further tuning is needed 
because the PSSs were designed considering a SMIB system. This is also evident by looking at 
the real parts of the unstable eigenvalues. For the cases where a single-PSS installment led to a 
more damped system than a two-PSS installment, the averages of the maximum real part of the 
eigenvalues for the ET, ETM, PF, and residue methods were 0.65, 0.56, 0.48, and 0.88. For the 
cases where a two-PSS installment led to a more damped system than one PSS installment, the 
averages of the maximum real part of the eigenvalues were 0.19, 0.22, 0.15, and 0.19 for the ET, 
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ETM, PF, and residue methods. Thus PSS installation and tuning is more effective for cases 
where the unstable eigenvalues lie closer to the imaginary axis. This is because as shown in 
Chapter 3, the PSS parameters were determined based on the undamped natural frequency of the 
SMIB system. As the unstable modes gets farther from the imaginary axis, the approximations 
used for PSS design become less accurate and lead to poorer PSS design. Since the design of the 
PSS did not take into account tuning the PSS to the interconnected power system, the cases 
involving unstable eigenvalues with bigger positive real components were susceptible to poorer 
initial PSS design. The results from the sequential placement cases showed that a two-PSS 
installation resulted in a more damped system than a one-PSS installation in 75.25, 67.95, 90.28, 
and 92.38 percent of the cases for the ET, ETM, PF, and residue cases. Although results from the 
sequential placement cases suggest that the ET and ETM methods may be more prone to 
determining a location worse than the PF and residue methods, the results from the simultaneous 
placement methods show that this is not always true. 
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8 SMALL SIGNAL LINE OUTAGE SCREENING 
8.1 Eigenvalue Sensitivity 
Van Ness et al. were the first to apply eigenvalue sensitivity to power system analysis [9]. 
Let iλ  be the ith eigenvalue of matrix A . Also, let iv  and 
T
iw  be the right and left eigenvector 
associated with iλ ; then the following equations are true. 
 i i iAv vλ=  (8.1) 
 T Ti i iw A wλ=  (8.2) 
If matrix A  is a function of parameter α , then the first-order sensitivity of the ith eigenvalue 
with respect to α can be derived by taking the partial derivative of (8.1) with respect to α  as 
shown in (8.3). This equation is then left multiplied by the left eigenvector associated with the ith 
eigenvalue, (8.4). After cancellation of the equal terms, the equation for eigenvalue sensitivity is 
given by (8.5).  
 i i ii i i
A v vv A vλλ
α α α α
∂ ∂ ∂ ∂       + = +       ∂ ∂ ∂ ∂       
 (8.3) 
 T T T Ti i ii i i i i i i
A v vw v w A w w vλλ
α α α α
∂ ∂ ∂ ∂       + = +       ∂ ∂ ∂ ∂       
 (8.4) 
 
T
i i
i
T
i i
Aw v
w v
λ α
α
∂ 
 ∂ ∂   = ∂ 
 (8.5) 
Because eigenvectors can be scaled arbitrarily, they can be scaled such that (8.6) is true for all 
eigenvectors, and the resulting eigenvalue sensitivity equation is given by (8.7). 
 1Ti iw v =  (8.6) 
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 Ti i i
Aw vλ
α α
∂ ∂   =   ∂ ∂  
 (8.7) 
8.2 Single Line Outage via Power Injection 
Power system security is the ability of the power system to withstand disturbances or 
contingencies such that there is no customer service interruption [33]. This requires simulation of 
the post-contingency system. In order to lessen the computational burden of doing a full ac 
powerflow analysis, approximate solutions are used to screen out potentially harmful line 
outages. A very popular way to screen line outages is to use distribution factors to approximate 
the powerflow solution [56–59]. Distribution factors are derived by looking at the decoupled 
relationship between the real power injections and bus voltage angles under dc powerflow 
assumptions [60]. 
Power transfer distribution factor (PTDF) as defined by (8.8) is the change in the real power 
flow on line l, lf∆  , due to a power injection and withdraw at buses j and k, ,j kT∆ . The PTDF 
derivation can be found in [56–59]. 
 ,
,
j k l
l
j k
fPTDF
T
∆
∆
  (8.8) 
Under the dc powerflow assumptions, a line outage can be approximated by power injection and 
withdraw at the buses connected to the two ends of the line. Let line l' connecting buses j' and k' 
be the line that will be outaged, and the power flow across this line be 'lf  as shown in Figure 8.1. 
The outage of line l' is equivalent to adding a power injection and withdraw at buses j' and k' 
such that the power flow across the dashed line is equal to zero. This occurs when the power 
injection at bus j' equals the resulting flow on line l' as shown by (8.9).  
 ' ' 0l lf f p+ ∆ − ∆ =  (8.9) 
105 
 
j' k'
j' k'
Δp' Δp'
fl'
fl'+Δfl'
 
Figure 8.1: Single line outage 
In (8.9), 'lf∆  is the real power flow change in line l' due to the injection and withdraw of p∆  at 
the ends of the line and is given by (8.10). 
 ', '' '
j k
l lf PTDF p∆ = ∆  (8.10) 
After substituting (8.10) into (8.9), the power injection needed to represent the outage of line l' is 
given by (8.11). 
 
( )
'
', '
'1
l
j k
l
fp
PTDF
∆ =
−
 (8.11) 
8.3 Double Line Outage via Power Injection 
The distribution factors can be easily extended to represent double line outage cases. Figure 
8.2 shows a case where the outages of lines l' and l'' are represented by power injection and 
withdraw at the ends of the lines. The real power flow changes on lines l' and l'' due to the 
injections and withdraws are given by (8.12) and (8.13).  
 ', ' '', ''' ' '' ''
j k j k
l l lf PTDF p PTDF p∆ = ∆ + ∆  (8.12) 
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 ', ' '', '''' '' ''' ''
j k j k
l l lf PTDF p PTDF p∆ = ∆ + ∆  (8.13) 
Similarly to the single line outage representation, the outages of lines l' and l'' are equivalent to 
injecting and withdrawing power at the ends of the lines such that the flows in the dashed lines in 
Figure 8.2 are zero. Using the conservation of power at power injected nodes, the power 
injection amounts needed to disconnect the lines are obtained by solving (8.14) and (8.15) .  
 ', ' '', ''' ' '' ' ''
j k j k
l l lp f PTDF p PTDF p∆ = + ∆ + ∆  (8.14) 
 ', ' '', '''' '' '''' ' ''
j k j k
l l lp f PTDF p PTDF p∆ = + ∆ + ∆  (8.15) 
Rearrangement of the above equations to solve for the injections leads to (8.16). 
 
1', ' '', ''
'' '
', ' '', ''
'''' ''
' 1
'' 1
j k j k
ll l
j k j k
ll l
fp PTDF PTDF
fp PTDF PTDF
−
∆  − −   
=     ∆ − −    
 (8.16) 
Thus, the power transfers needed to create a double line outage require the computation of a two-
by-two matrix inverse because the power flow changes in the two lines are affected by both 
power transfers. 
j' k'
j' k'
Δp' Δp'
fl'
fl'+Δfl'
j'' k''
j'' k''
Δp'' Δp''
fl''
fl''+Δfl''
 
Figure 8.2: Double line outage 
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8.4 Power System Equilibrium 
Distribution factors that have been described in the precious sections are traditionally used in 
static security analysis (SSA). However, its use can be extended into dynamic security analysis 
(DSA) to screen out the unstable equilibrium points after line outages and avoid time consuming 
time domain simulations. The power system at equilibrium is described by setting the time 
derivatives of the dynamic equation to zero. For presentational simplicity, it is assumed that all 
generators are modeled by a two-axis model and equipped with IEEE Type-1 exciter and steam 
turbine governors. Analysis with other models is similar and can be done by following (8.17) to 
(8.31). As before, let the power system contain n buses where the first m buses are connected to a 
generator. The following equations describe the power system at equilibrium.  
 ( )' '0 1, ,qi di di di fdiE X X I E i m= − − − + =   (8.17) 
 ( )' '0 1, ,di qi qi qiE X X I i m= − + − =   (8.18) 
 0 1, ,i s i mω ω= − =   (8.19) 
 
( )
( )
' ' ' '0
'
1, ,
Mi di di qi qi qi di di qi
i
i s
s
T E I E I X X I I
D i mω ω
ω
= − − − −
− − = 
 (8.20) 
 ( )0 1, ,i fdiB EEi i fdi RiK Ae E V i m= − + + =   (8.21) 
 0 1, ,FiFi fdi
Fi
KR E i m
T
= − + =   (8.22) 
 ( )0 1, ,Ai FiRi Ai Fi fdi Ai refi i
Fi
K KV K R E K V V i m
T
= − + − + − =   (8.23) 
 0 1, ,Mi SViT P i m= − + =   (8.24) 
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 10 1 1, ,iSVi Ci
Di s
P P i m
R
ω
ω
 
= − + − − = 
 
  (8.25) 
 
( ) ( )
( )
' '0 cos cos
2
' ' sin 1, ,
2
i i si di di qi qi i
di di si qi qi i
V R I E X I
X I R I E i m
π
θ δ
π
δ
 = + − − − 
 
 − + − − = 
 

 (8.26) 
 
( ) ( )
( )
' '0 sin cos
2
' ' sin 1, ,
2
i i di di si qi qi i
si di di qi qi i
V X I R I E
R I E X I i m
π
θ δ
π
δ
 = + + − − 
 
 + − − − = 
 

 (8.27) 
 
( ) ( )2
1
0 cos sin
cos sin
2 2
1, ,
n
ii i i k ik i k ik i k
k
k i
i di i i qi i i
Li
G V V V G B
V I I
P i m
θ θ θ θ
π π
θ δ θ δ
=
≠
= + − + −  
    − − + + − +        
− =
∑

 (8.28) 
 
( ) ( )2
1
0 sin cos
sin cos
2 2
1, ,
n
ii i i k ik i k ik i k
k
k i
i di i i qi i i
Li
B V V V G B
V I I
Q i m
θ θ θ θ
π π
θ δ θ δ
=
≠
= − + − − −  
    − − + − − +        
− =
∑

 (8.29) 
 
( ) ( )2
1
0 cos sin
1, ,
n
ii i i k ik i k ik i k
k
k i
Li
G V V V G B
P i m n
θ θ θ θ
=
≠
= + − + −  
− = +
∑

 (8.30) 
 
( ) ( )2
1
0 sin cos
1, ,
n
ii i i k ik i k ik i k
k
k i
Li
B V V V G B
Q i m n
θ θ θ θ
=
≠
= − + − − −  
− = +
∑

 (8.31) 
For notational simplicity, let the group of variables be represented by the following equations. 
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 ' ', , , , , , , , 1, ,
T
qi di i i fdi Fi Ri Mi SVix E E E R V T P i mδ ω  =  
   (8.32) 
 , 1, ,
T
dq di qiI I I i m  =    (8.33) 
 , 1, ,
T
refi Ciu V P i m  =    (8.34) 
 [ ]1, ,
T
nV V V   (8.35) 
 [ ]1, ,
T
nθ θ θ   (8.36) 
 [ ]1, ,
T
Net Net NetnP P P   (8.37) 
 [ ]1, ,
T
Net Net NetnQ Q Q   (8.38) 
The equilibrium point calculation is divided into two parts. It is assumed that the controller 
inputs have been adjusted such that the power system is operating at the desired operating points. 
This means that the voltage magnitudes at generator-connected buses as well as the real power 
injections at the PV buses are known. These assumptions along with the constant power load 
values give the known values of the powerflow equations. Thus, the first step to the equilibrium 
point calculation is to solve the power flow equations given by (8.39) and (8.40). In these 
equations, NetiiP  and NetiiQ  are the net real and reactive power injections at bus i. 
 
( ) ( )2
1
0 cos sin
2, ,
n
ii i i k ik i k ik i k
k
k i
Netii
G V V V G B
P i n
θ θ θ θ
=
≠
= + − + −  
− =
∑

 (8.39) 
 
( ) ( )2
1
0 sin cos
1, ,
n
ii i i k ik i k ik i k
k
k i
Neti
B V V V G B
Q i m n
θ θ θ θ
=
≠
= − + − − −  
− = +
∑

 (8.40) 
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Examination of the equations shows that the powerflow equations are a part of the equilibrium 
equations. Because the voltage magnitude and angle equilibrium points are solved for using the 
powerflow equations, the equations or terms of the equations that are associated with the 
powerflow can be eliminated. The generator real and reactive power injections are also given by 
the powerflow solution and can be substituted into (8.28) and (8.29) to result in (8.41) and  
(8.42).  
 
0 cos sin
2 2
1, ,
Netii i di i i qi i i
Li
P V I I
P i m
π π
θ δ θ δ
    = − − + + − +        
− = 
 (8.41) 
 
0 sin cos
2 2
1, ,
Netii i di i i qi i i
Li
Q V I I
Q i m
π π
θ δ θ δ
    = − − + − − +        
− = 
 (8.42) 
Thus, the remaining equations, (8.17) to (8.27), along with (8.41) and (8.42) are solved in order 
to calculate the machine state and controller input equilibrium points. Because the equilibrium 
point calculation is divided into these two steps, the sensitivity of the equilibrium point 
calculation will also divided into the same two steps. 
8.5 Powerflow Sensitivity 
A change in the net power injection at a bus causes the power system states to move to a 
new equilibrium point. If the net injected power perturbation is small, linear sensitivity can be 
used to determine the corresponding changes in the powerflow states.  Let PFG  represent all the 
powerflow equations, (8.39) and (8.40). The linearized powerflow relationship is given by  
(8.43).  
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In this equation, PQV∆  is a vector of PV bus voltage magnitude perturbations, PVθ∆  and PQθ∆  
are vectors of PV and PQ bus voltage angle perturbations,  PVPQP∆  is a vector of the PV and PQ 
bus net real power injection changes, and PQQ∆  is a vector of PQ bus net reactive power 
injections changes. The formulation of (8.43) follows the same assumptions used to calculate the 
power system equilibrium point. Therefore, it is assumed that the machine controllers have been 
adjusted such that there is no change in the voltage magnitudes at generator-connected buses, 
and except for the swing bus generator, all generator power output stays constant. This means 
that the small change in the real power injection is supplied by the slack bus generator. In order 
to see the changes in the powerflow states due to net power injection changes, (8.43) needs to be 
rearranged. Solving (8.43) for the voltage perturbations leads to (8.44) where PFΨ  is the voltage 
sensitivities to real and reactive power changes as given by (8.45). 
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 (8.44) 
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 (8.45) 
By adding a row of zeros for the slack bus voltage angle perturbation and generator-connected 
bus voltage magnitude perturbations, the sensitivities of all voltage magnitude and angle 
perturbations are given by (8.46). The rows of zeros reflect the assumptions used to calculate the 
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equilibrium point. For notational purposes, the sensitivity matrix Ψ  can be divided into four 
parts as shown in (8.47). 
 PVPQ
PQ
P
QV
θ ∆∆   
= Ψ    ∆∆   
 (8.46) 
 P Q PVPQ
VP VQ PQ
P
QV
θ θθ Ψ Ψ ∆∆      =      Ψ Ψ ∆∆     
 (8.47) 
8.6 Machine State Sensitivity 
To calculate the equilibrium point, the powerflow was first solved, then afterwards the 
machines states were solved using the powerflow equilibrium point. The sensitivity calculations 
follow the same steps. The previous section showed powerflow state changes due to net power 
injection changes. The next step is to calculate the changes in the machine states. In order to 
calculate the machine state perturbations, it is necessary to calculate the slack bus real power 
injection changes and all machine-connected bus reactive power injection changes. These 
changes can be calculated by looking at the network equations that were not used in the 
powerflow problem (8.48) and (8.49). 
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≠
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 (8.49) 
Let NPFG  represent the equations above. The linearization of NPFG  is given by (8.50), and it 
describes the relationship between all the machine reactive power injection changes and the slack 
bus machine real power injection changes with the PV and PQ bus voltage angle and PQ bus 
voltage magnitude changes.  
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In (8.50), the changes in the powerflow states, PQV∆ , PVθ∆ , and PQθ∆ , due to a net power 
injection change are given by (8.46). The changes in the slack bus power perturbation ( )1NetP∆  
and all reactive power perturbations at generator-connected buses ( )1, ,m NetiQ Q i m∆ = ∆ =   
are solved for by rearranging (8.50) to (8.51) where NPFΦ  is given by (8.52). 
 1
PV
Net
NPF PQ
m
PQ
P
Q
V
θ
θ
 ∆
∆   = Φ ∆   ∆   ∆ 
 (8.51) 
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 (8.52) 
By adding a column of zeros for the slack bus voltage angle and generator-connected bus voltage 
magnitudes, the power injection perturbations can be expressed as shown in (8.53). The matrix 
comprised of power injection sensitivities to powerflow state changes can be broken down into 
four parts as shown in (8.54). 
 1Net
m
P
Q V
θ∆ ∆   
= Φ   ∆ ∆  
 (8.53) 
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P
Q V
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θ
θΦ Φ∆ ∆    
=     Φ Φ∆ ∆    
 (8.54) 
The steps taken thus far give the changes in the network solution due to a change in the net 
power injection at a bus. The next step is to calculate the machine state changes by solving the 
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remaining equilibrium equations. These equations, represented by F, are given by (8.17) to 
(8.27), (8.41), and (8.42). Linearization of F results in (8.55). 
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 (8.55) 
Moving the changes in machine states and inputs to one side and separating the slack bus power 
injection from the PV and PQ bus power injections results in (8.56). 
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Substituting for V∆ , θ∆ , 1NetP , and mQ∆ with (8.47) and (8.54) results in (8.57).  
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 (8.57) 
The above equation shows the linear sensitivities of the machine dynamic states, currents, and 
inputs to PV and PQ bus real power injection and PQ bus reactive power injection perturbations. 
Thus, for a change in the net power injection at a bus, the new equilibrium points can be 
115 
 
approximated by using (8.46) to estimate the changes in the powerflow states, and (8.57) to 
estimate the changes in the machine dynamic states, currents, and inputs. Sections 8.2 and 8.3 
showed that line outages can be approximated with appropriate amounts of power injection and 
withdraw; therefore, the change in the equilibrium points due to a line outage can be 
approximated by using (8.46) and (8.57) with the appropriate amount of power transfer. 
8.7 Eigenvalue Estimation Using Eigenvalue Sensitivity 
Let the dynamic equations linearized around the base case equilibrium point be described by 
(8.58). 
 ,sys Basex A x∆ = ∆  (8.58) 
The previous sections have showed the changes in the power system equilibrium point due to a 
net power injection change. Thus for an 1 per unit (p.u.) power injection increase at bus i, the 
new system equilibrium point can be calculated using the linear sensitivities derived. For this 
new equilibrium point, a new system matrix can be evaluated, and the resulting system is 
described by (8.59). 
 ,sys ix A x∆ = ∆  (8.59) 
 Using (8.7) for eigenvalue sensitivity, the change of the kth eigenvalue from the base case 
to the case with the added power injection at bus i is given by (8.60), and the eigenvalue 
estimation after the power injection is given by (8.61). 
 ( ), , ,Tk pi k sys i sys Base kw A A vλ∆ = −  (8.60) 
 , , ,k pi i Base k piλ λ λ= + ∆  (8.61) 
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If d is the order of the system and matrices V  and tW are comprised of right and left 
eigenvectors as shown in (8.62) and (8.63), then the sensitivity of all the eigenvalues is given by 
(8.64) . 
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 { }tDiag W AVλ∆ = ∆  (8.64) 
If the eigenvalue sensitivities are calculated for real power injection perturbations at every bus 
injections in the system, then matrix Ω , which is the eigenvalue sensitivities to power injection 
changes, can be formed as shown by (8.65).  
 Pλ∆ = Ω∆  (8.65) 
In this equation, λ∆  is a vector of eigenvalue changes, and P∆  is a vector of power injection 
changes. As done in SSA, the outage of a line can be represented by the power injection and 
withdraw at the two ends of the line. Thus by injecting and withdrawing the power needed to 
outage a line calculated by (8.11), the change in the eigenvalue to a line outage can be estimated 
by using (8.65). The stability assessment using the approximated eigenvalues should be used to 
screen line outages that can lead to instability, and further analysis of these line outages is 
needed. Due to the approximations, there will be errors in the estimation such that the system is 
determined to be unstable when the actual system is stable and, more importantly, the system is 
determined to be stable when the actual system is unstable. Because of this error, the screening 
method should be used to capture the severe contingencies that are the starting points of studies 
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for remedial action to stabilize the system. It is possible that by taking action to stabilize these 
severe contingencies, the unstable line outages that were not captured will no longer be stable. In 
Section 8.8, methods to reduce the number of unstable modes that were not captured will be 
presented.  
In summary, multiple steps were needed to calculate the eigenvalue sensitivities to net 
power injection changes or equivalently a line outage. The first step was to calculate the change 
in the power system states due to net power injection perturbations. The second step was to use 
the information from the first step to calculate the change in the dynamic states of the machines, 
currents, and inputs due to net power injection perturbations. The third step was to calculate the 
changes in the eigenvalues due to net power injection changes using the approximate equilibrium 
points calculated using the first two steps. It is important to note that all the machine and voltage 
angles should be referenced. Typically, the angles are referenced to the slack bus machine angle. 
A zero eigenvalue exists in the system if the angles are not referenced. In most dynamic analysis, 
this zero eigenvalue can just be ignored. However, the zero eigenvalue has a first-order 
sensitivity term that cannot be ignored. Because the zero eigenvalue always exists when using 
absolute angles, including the zero eigenvalue shift adds additional inaccuracy that can be 
avoided by referencing the angles.  
8.8 Contingency Severity Indices and Ranking 
The eigenvalues after a line outage can be estimated using eigenvalue sensitivities as 
described in this chapter. The real part of an eigenvalue represents the damping component of its 
associated oscillation. Thus, a severity index based on the maximum of the real part of all the 
estimated eigenvalues can be created to rank and screen line outages. In this index, a line outage 
severity is measured by the maximum of the real part of the estimated post-line-outage system 
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eigenvalues, and a line outage with a larger index value would be ranked higher than a line 
outage with a smaller index value. The severity index can also be used to screen line outages that 
can potentially lead to instability. Given a limit determined by an individual with knowledge and 
experience with the power system under study, line outages with a severity index higher than this 
limit would be screened for further study. This screening method is equivalent to offsetting the 
boundary of the region of stability away from the imaginary axis. Normally, a system with an 
eigenvalue on the right side of the imaginary axis is determined to be unstable, and this criterion 
was used in the eigenvalue estimation screening method. Thus, screening line outages using the 
severity index with a zero limit is equivalent to the eigenvalue sensitivity line outage screening 
method. However, by changing the limit value from zero, the stability boundary is offset from 
the imaginary axis.  
The severity index just described and the eigenvalue sensitivity line outage screening 
method use eigenvalue sensitivities to estimate the post-line-outage eigenvalues. However, the 
eigenvalue changes can also be used to quantify the severity of a line outage. A line outage that 
causes larger changes in the eigenvalues indicates that the line outage had a greater effect on the 
system than a line outage that causes smaller changes. Also, the estimations of the changes are 
based on linear sensitivities that become less accurate as the changes in the eigenvalues become 
larger. Thus line outages that cause larger changes should be flagged for further study. A severity 
index can be formed by using the changes in the eigenvalues to quantify the effects of different 
line outages. Then the severity index can be used to screen line outages that greatly affect the 
system and potentially lead to instability. By combining this list of line outages with the list of 
line outages screened using eigenvalue sensitivity as described in Section 8.7, a more 
conservative list of line outages that should be studied is created. 
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Different indices based on different functions of the changes in the eigenvalues were 
investigated to determine a line outage severity. Indices based on the average, maximum, or 
minimum real part of the eigenvalue changes, magnitude of the eigenvalue changes, and 
damping ratios were investigated. The average, maximum, or minimum of the absolute values of 
the real part of the eigenvalue changes and damping ratio changes were also investigated. 
Because only one eigenvalue needs to cross the imaginary axis for the power system to become 
unstable, the most extreme changes were investigated. The average of the changes was 
investigated because it describes a systemwide impact of the line outage and also to hedge 
against inaccurate estimation of a change in a single eigenvalue. The screening method using the 
eigenvalue estimation relies on accurately determining the sensitivities of the specific eigenvalue 
or eigenvalues that become unstable after a line outage. When only one or a few eigenvalues 
become unstable, accurate approximation of these eigenvalue changes is needed. Instead of 
relying on the accurate estimation of the few eigenvalues that becomes unstable, the average 
behavior of every eigenvalue can be assessed to screen line outages that can potentially lead to 
instability.  
Indices based on the average real part of the eigenvalue changes, maximum real part of the 
eigenvalue changes, average of the eigenvalue magnitude changes, and maximum of the 
eigenvalue magnitude changes were evaluated. Indices were based on the real part of the 
eigenvalue changes because they represent the damping component of the eigenvalues and 
determine stability. The magnitudes of the eigenvalue changes were investigated because they 
represent the distances that the eigenvalue traveled due to the line outage. Large changes in 
either the real part of the eigenvalues or distances traveled by the eigenvalue due to a line outage 
indicate that the line outage had a greater effect on the power system than another line outage 
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with smaller changes. Thus for methods based on the average of the changes in the real part of 
all eigenvalues or the distance traveled by the eigenvalues, line outages with the average over a 
certain value should be flagged as unstable and screened for further investigation. For methods 
based on the maximum real part of the eigenvalue changes or distances traveled by the 
eigenvalues, line outages with the maximum over a certain value should be flagged as unstable. 
The values at which the line outages should be flagged are based on the power system size and 
operating point and should be chosen by an individual with experience with the system under 
investigation.  
Damping ratios are a function of the eigenvalues, and power systems must operate such that 
the damping ratios are above a minimum value [61]. Thus, several indices based on the damping 
ratio were evaluated. If the real and imaginary parts of the eigenvalues are given by σ and ω , 
respectively, then the damping ratio ς  is given by (8.66) [4]. 
 
2 2
σ
ς
σ ω
−
=
+
 (8.66) 
The oscillation amplitude associated with an eigenvalue decays to 1 e  of its initial value in 1 σ
seconds or ( )1 2πς cycles of oscillation. A positive damping ratio indicates that the oscillation is 
stable while a negative damping ratio indicates that the oscillation is unstable. 
Indices based on different functions in the damping ratio changes were evaluated. The 
functions that were investigated were the average changes, absolute value of the average 
changes, average of the absolute value of the changes, minimum changes, and maximum 
absolute value of the changes. Because the damping ratio is positive for a stable eigenvalue and 
negative for an unstable eigenvalue, the line outages that result in the change in the damping 
ratio below a certain value should be flagged as potentially unstable for methods based on the 
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average and minimum changes. The methods that looked at the absolute value of the changes 
should flag line outages that result in the damping ratio changes above a certain value. As with 
the methods that looked at the eigenvalues themselves, the value at which a line outage is 
flagged should be set by an individual with experience with the power system under study. 
 Instead of relying on determining a value at which a line outage should be flagged, the 
severity index values can be used to rank the line outage in order of severity or effect on the 
power system. Line outages should be ranked such that the outages that cause the larger changes 
are ranked higher than outages that result in smaller changes. Thus, remedial action needed to 
stabilize the power system should be taken such that line outages with higher ranking would be 
stabilized before outages with lower rankings. It is also possible that stabilizing the system for 
higher-ranking outages would also stabilize the system for a lower-ranking line outage. For 
indices based on the average or maximum real part of the eigenvalue changes, magnitude of the 
eigenvalue changes, and absolute value of the damping ratio changes, a line outage that results in 
a larger index should be ranked higher than a line outage with a smaller index. For the indices 
based on average and minimum damping ratio changes, a line outage that results in smaller 
changes should be ranked higher than a line outage with larger changes. 
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9 LINE OUTAGE SCREENING RESULTS 
9.1 Single Line Outage Screening Results 
The data for the Western Systems Coordinating Council (WSCC) system can be found in 
Appendix A. For the single line outage cases, the IEEE Type-I exciter was used for all machines. 
For a given load level and line outage, the post-line-outage system stability determined from the 
estimated eigenvalues is listed in Table 9.1, and the actual system stability is listed in Table 9.2.  
Table 9.1: WSCC estimated stability 
LF     
Line 4-6 6-9 8-9 7-8 5-7 4-5 
 LF
     Line 4-6 6-9 8-9 7-8 5-7 4-5 
1.00 S S S S S S 
 
1.10* S S S S S S 
1.05 S S S S S S 
 
1.15* S S S S S S 
1.10 S S S S S S 
 
1.20* S S S S S S 
1.15 S S S S S S 
 
1.25* S S S S S S 
1.20 S S S S S S 
 
1.30* S S S S S S 
1.25 S S S S S S 
 
1.35* S S S S S S 
1.30 S S S S S S 
 
1.40* S S S S S S 
1.35 S S S S S U 
 
1.45* S S S S S S 
1.40 S S S S S U 
 
1.50* S S S S S S 
1.45 S S S S S U 
 
1.55* S S S S S U 
1.50 S S S S S U 
 
1.60* S S S S S U 
1.55 S S S S S U 
 
1.65* S S S S S U 
1.60 U S S S S U 
 
1.70* S S S S S U 
1.65 U S S S S U 
 
1.75* S S S S S U 
1.70 U S S S S U 
 
1.80* U S S S S U 
1.75 U S S S S U 
 
1.85* U S S S S U 
1.80 U S S S S U 
 
1.90* U S S S S U 
1.85 U S S S S U 
 
1.95* U S S S S U 
1.90 U S S S S U 
 
2.00* U S S U S U 
1.95 U S S S S U 
 
2.05* U S S U S U 
2.00 U S S S S U 
 
2.10* U S S U S U 
2.05 U S S S S U 
 
2.15* U S S U S U 
2.10 U U S U U U 
 
2.20* U S S U S U 
2.15 U U U S U U 
 
2.25* U U S U S U 
2.20 U U U U U U 
 
2.30* U U S U S U 
1.05* S S S S S S 
 
2.35* U U U U U U 
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Table 9.2: WSCC actual stability 
 LF     
Line 4-6 6-9 8-9 7-8 5-7 4-5 
 
LF     
Line 4-6 6-9 8-9 7-8 5-7 4-5 
1.00 S S S S S S 
 
1.10* S S S S S U 
1.05 S S S S S S 
 
1.15* S S S S S U 
1.10 S S S S S U 
 
1.20* S S S S S U 
1.15 S S S S S U 
 
1.25* S S S S S U 
1.20 S S S S S U 
 
1.30* S S S S S U 
1.25 S S S S S U 
 
1.35* S S S S S U 
1.30 S S S S S U 
 
1.40* S S S S S U 
1.35 S S S S S U 
 
1.45* U S S S S U 
1.40 S S S S S U 
 
1.50* U S S S S U 
1.45 U S S S S U 
 
1.55* U S S S S U 
1.50 U S S S S U 
 
1.60* U S S S S U 
1.55 U S S S S U 
 
1.65* S S S U S U 
1.60 S S S S S U 
 
1.70* U S S U S U 
1.65 U S S U S U 
 
1.75* U S S U S U 
1.70 U S S U S U 
 
1.80* U S S U U U 
1.75 U S S U S U 
 
1.85* U S S U U U 
1.80 U S S U S U 
 
1.90* U S S S U U 
1.85 U S S U U U 
 
1.95* U S S S U U 
1.90 U S U S U U 
 
2.00* U S U U U U 
1.95 U S U U U U 
 
2.05* U U U U U U 
2.00 U U U U U U 
 
2.10* U U U U U U 
2.05 U U U U U U 
 
2.15* U U U U U U 
2.10 U U S U U U 
 
2.20* U U S U U U 
2.15 U U U U U U 
 
2.25* U U S U U U 
2.20 U U U U U U 
 
2.30* U U S U U U 
1.05* S S S S S S 
 
2.35* U U U U U U 
 
A U indicates that the estimated or the actual stability of the post-line-outage system was 
unstable, and an S indicates that the system was stable. The first column of both tables lists the 
load factor (LF) that was multiplied to the base case loads at all buses. An asterisk next to a LF 
indicates that the increase in the load was supplied by all the generators in proportion to their 
inertia size; otherwise, the increase in load was supplied by the slack bus generator. The line that 
was taken out is listed in the first row of both tables. The performance of the estimated stability 
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assessment is listed in Table 9.3. This table lists the number of unstable and stable cases that the 
eigenvalue estimation screening method was able to determine correctly and incorrectly. It also 
lists the number of cases that were estimated to be unstable and the unstable estimation accuracy, 
which is the number of unstable cases estimated correctly out of the total number of cases 
estimated as being unstable. The numbers of correct and incorrect estimations are also listed 
along with the estimation accuracy, which is the percentage of correct stable and unstable 
estimations. The screening method correctly determined the stability in 78.21% of the cases. Out 
of the unstable estimations, 98.80% of the actual systems were unstable. Although the unstable 
estimation accuracy is high, 67 out of the 149 unstable cases were not captured by the screening 
method. Only one stable line outage was not captured by the eigenvalue estimation screening 
method. This shows that the screening method tends to estimate that the system is stable. 
Table 9.3: WSCC screening performance 
Unstable Captured 82 
Unstable Not Captured 67 
Stable Captured 162 
Stable Not Captured 1 
Estimated Unstable 83 
Correct Estimation 244 
Incorrect Estimation 68 
Unstable Estimation Accuracy [%] 98.80 
Estimation Accuracy [%] 78.21 
Cases 312 
 
The data for the 10 machine 39 bus (10M39B) system can be found in Appendix C. For 
the studies in this section, the IEEE Type-I exciter with the steam turbine governor was used at 
all the machines. Various single line outages were simulated at various LFs. The estimated 
stabilities for a given load level and line outage are listed in Table 9.4. The actual stabilities are 
listed in Table 9.5.  
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Table 9.4: 10M39B estimated stability 
        LF   
Line   
1- 
2 
1-
39 
2- 
3 
2-
25 
3- 
4 
3-
18 
4- 
5 
4-
14 
5- 
6 
5- 
8 
6- 
7 
6-
11 
7- 
8 
8- 
9 
9-
39 
10-
11 
10-
13 
13-
14 
14-
15 
15-
16 
16-
17 
16-
21 
16-
24 
17-
18 
17-
27 
21-
22 
22-
23 
23-
24 
25-
26 
26-
27 
26-
28 
26-
29 
28-
29 
12-
11 
12-
13 
1.000 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.005 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.010 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.015 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.020 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.025 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.030 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.035 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.040 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.045 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.050 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.055 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.060 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.065 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.070 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.075 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.080 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.085 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.090 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.095 S S S S S S S S U S S S S S S S S S S S S S S S S S S S S S S S U S S 
1.100 S S S S S S S S U S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.105 S S S S S S S S U S S S S S S S S U S S S S S S S S S S S S S S S S S 
1.110 S U U U U U S S U S S U S S U U S U S U S S U U U S U S U U U U U U U 
1.010* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.020* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.030* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.040* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.050* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.060* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.070* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.080* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.090* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.100* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.110* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.120* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.130* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.140* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.150* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.160* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.170* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.180* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.190* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.200* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.210* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.220* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.230* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.240* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.250* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.260* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
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Table 9.4 (Continued) 
        LF   
Line  
 
1- 
2 
1-
39 
2- 
3 
2-
25 
3- 
4 
3-
18 
4- 
5 
4-
14 
5- 
6 
5- 
8 
6- 
7 
6-
11 
7- 
8 
8- 
9 
9-
39 
10-
11 
10-
13 
13-
14 
14-
15 
15-
16 
16-
17 
16-
21 
16-
24 
17-
18 
17-
27 
21-
22 
22-
23 
23-
24 
25-
26 
26-
27 
26-
28 
26-
29 
28-
29 
12-
11 
12-
13 
1.270* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.280* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.290* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.300* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.310* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.320* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.330* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.340* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.350* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.360* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.370* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.380* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.390* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.400* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.410* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.420* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.430* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.440* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.450* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.460* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.470* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.480* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.490* S S S S S S S S S S S S S U S S S S S S S S S S S S S S S S S S S S S 
1.500* U S S S S S S S S S S S S U S S S S S S S S S S S S S S S S S S S S S 
1.510* U U U S S S S S S S S S S U S S S U S S S S S S S S S S S S S S S S S 
1.520* U U U S U S S S S S S S U U U S U U S S U S S S S S S S S S U U S U U 
1.530* U U U S U S U S S U S S U U U S U U U U U S U U U S U S U S U U S U U 
 
The performance of the eigenvalue estimation screening method is listed in Table 9.6. For 
the 10 machine 39 bus system, the screening method was accurate in 89.25% of the cases, and 
the unstable estimation was accurate in 95.83% of the cases. However, the screening method 
captured 69 out of the 352 unstable line outages. Of all the line outages determined to be 
unstable, only three were actually unstable. 
While the screening method is highly accurate, it tended to estimate that the unstable system 
was stable and did not capture all the unstable cases. The screening method missed 44.97% of 
unstable cases in the WSCC system while it missed 80.40% of unstable cases in the 10 machine 
39 bus system.  
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Table 9.5: 10M39B actual stability 
        LF     
Line 
1- 
2 
1-
39 
2- 
3 
2-
25 
3 
-4 
3-
18 
4- 
5 
4-
14 
5- 
6 
5- 
8 
6- 
7 
6-
11 
7- 
8 
8- 
9 
9-
39 
10-
11 
10-
13 
13-
14 
14-
15 
15-
16 
16-
17 
16-
21 
16-
24 
17-
18 
17-
27 
21-
22 
22-
23 
23-
24 
25-
26 
26-
27 
26-
28 
26-
29 
28-
29 
12-
11 
12-
13 
1.000 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.005 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.010 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.015 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.020 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.025 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.030 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.035 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.040 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.045 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.050 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.055 S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.060 S S S S S S S S S S S S S U U S S S S S S S S S S S S S S S S S S S S 
1.065 S S S S S S S S S S S S S U U S S S S S S S S S S S S S S S S S S S S 
1.070 S S S S S S S S S S S S S U U S S S S S S S S S S S S S S S S S S S S 
1.075 S S S S S S S S S S S S S U U S S S S S S S S S S S S S S S S S S S S 
1.080 S S S S S S S S S S S S S U U S S S S S S S S S S S S S S S S S S S S 
1.085 S U S S S S S S U S S S S U U S S S S S S S S S S U S S S S S S S S S 
1.090 U U U S U S S S U S S S S U U S S U S S S S S S S U S S S S S S S S S 
1.095 U U U S U S U S U S U S S U U S U U S U U S S S S U S S S S S S S S S 
1.100 U U U S U S U S U U U S U U U S U U U U U S S S S U S S S S S S S S S 
1.105 U U U U U S U U U U U U U U U U U U U U U U U U U U S U U U S S U S S 
1.110 U U U U U U U U U U U U U U U U U U U U U U U U U U U U U U U U U U U 
1.010* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.020* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.030* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.040* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.050* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.060* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.070* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.080* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.090* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.100* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.110* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.120* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.130* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.140* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.150* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.160* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.170* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.180* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.190* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.200* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.210* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.220* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.230* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.240* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.250* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.260* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
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Table 9.5 (Continued) 
        LF     
Line 
1- 
2 
1-
39 
2- 
3 
2-
25 
3 
-4 
3-
18 
4- 
5 
4-
14 
5- 
6 
5- 
8 
6- 
7 
6-
11 
7- 
8 
8- 
9 
9-
39 
10-
11 
10-
13 
13-
14 
14-
15 
15-
16 
16-
17 
16-
21 
16-
24 
17-
18 
17-
27 
21-
22 
22-
23 
23-
24 
25-
26 
26-
27 
26-
28 
26-
29 
28-
29 
12-
11 
12-
13 
1.270* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.280* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.290* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.300* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.310* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.320* S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S S 
1.330* S S S S S S S S S S S S S U U S S S S S S S S S S S S S S S S S S S S 
1.340* S S S S S S S S S S S S S U U S S S S S S S S S S S S S S S S S S S S 
1.350* S S U S S S S S S S S S S U U S S S S S S S S S S U S S S S S S S S S 
1.360* U U U S S S S S S S S S S U U S S S S S S S S S S U S S S S S S S S S 
1.370* U U U S S S S S S S S S S U U S S S S S S S S S S U S S S S S S S S S 
1.380* U U U S S S S S S S S S S U U S S S S S S S S S S U S S S S S S S S S 
1.390* U U U S S S S S S S S S S U U S S S S S S S S S S U S S S S S S S S S 
1.400* U U U S S S S S S S S S S U U S S S S S S S S S S U S S S S S S S S S 
1.410* U U U S S S S S S S S S S U U S S S S S S S S S S U S S S S S S S S S 
1.420* U U U S S S S S S S S S S U U S S S S S S S S S S U S S S S S S S S S 
1.430* U U U S S S S S S S S S S U U S S S S S S S S S S U S S S S S S S S S 
1.440* U U U S S S S S S S S S S U U S S S S S S S S S S U S S S S S S S S S 
1.450* U U U S S S S S S S S S S U U S S U S U S S S S S U S S U S S S S S S 
1.460* U U U S S S S S S S S S S U U S S U S U S S S S S U S S U S S S S S S 
1.470* U U U S S S S S S S S S S U U S U U S U S S S S S U S S U S S S S S S 
1.480* U U U S S S U S U S S S S U U S U U U U S S S S S U S S U U S S S S S 
1.490* U U U S U S U S U S S S S U U S U U U U S S S S S U S U U U S S S S S 
1.500* U U U U U U U S U S U S S U U S U U U U S S S S S U S U U U S S U S S 
1.510* U U U U U U U U U S U U S U U U U U U U S U U S S U S U U U S S U S S 
1.520* U U U U U U U U U U U U U U U U U U U U U U U U U U U U U U S S U U U 
1.530* U U U U U U U U U U U U U U U U U U U U U U U U U U U U U U U U U U U 
 
Table 9.6: 10M39B screening performance 
Unstable Captured 69 
Unstable Not Captured 283 
Stable Captured 2305 
Stable Not Captured 3 
Estimated Unstable 72 
Correct Estimation 2374 
Incorrect Estimation 286 
Unstable Estimation Accuracy [%] 95.83 
Estimation Accuracy [%] 89.25 
Cases 2660 
 
While it might be argued that the screening method captured the most severe line 
outages, in power system analysis it is desirable to be conservative and estimate incorrectly that a 
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system is unstable rather than to estimate incorrectly that a system is stable. More conservative 
power system stability estimations were obtained by combining the eigenvalue estimation 
screening method with the screening methods based on line outage severity indices. 
9.2 Single Line Outage Severity Indices and Ranking Results 
 Ten severity indices were determined for the different operation points studied for the 
WSCC and 10 machine 39 bus systems in the previous section. One severity index is based on 
the maximum of the real part of the estimated eigenvalues. The rest of the severity indices are 
based on functions of the eigenvalue sensitivities to a line outage: average damping ratio 
changes, absolute value of the average damping ratio changes, average of the absolute damping 
ratio changes, minimum damping ratio changes, maximum absolute value of the damping ratio 
changes, average real part of the eigenvalue changes, maximum real part of the eigenvalue 
changes, average of the magnitude of the eigenvalue changes, and maximum of the magnitude of 
the eigenvalue changes.  
The severity indices were used to rank different line outages in order of severity. There were 
six single line outages considered for the WSCC system. Thus, the lines outages were ranked 
from one to six, with the most severe line outage ranked one and the least severe line outage 
ranked six. The stable and unstable line outage ranking distributions for different severity indices 
are shown by Figure 9.1. This figure shows the number of times the power system after a line 
outage with a given rank led to a stable and unstable system for all the load levels that were 
simulated. An accurate ranking will have a decreasing distribution for unstable line outages and 
increasing distribution for stable line outages. While the distributions for all indices show a 
pattern of unstable line outages being ranked higher and stable line outages being ranked lower, 
none of the indices are completely accurate. From observation of the distribution, it is clear that  
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Figure 9.1: WSCC rank distribution 
the ranking based on the maximum of the magnitudes of the eigenvalue changes led to the worst 
ranking. However, the performances of the other indices are not clear. In order to make a 
comparison between the different rankings, a best-fit line was determined for the distributions. 
Table 9.7 lists the slope of the best-fit line for the WSCC rank distribution. The slope of the best-
fit line should be positive for the stable distribution and negative for the unstable distribution. A 
smaller slope for the unstable distribution indicates that more higher-ranked lines were unstable 
than lower-ranked lines. Thus, the slope of the best-fit line can be taken as a measure of the 
ranking performance. 
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Table 9.7: WSCC slope of best-fit line 
 
Max(Re(λ)) Avg(ΔDR) |Avg(ΔDR)| Avg(|ΔDR|) Min(ΔDR) Max(|ΔDR|) Avg(Re(Δλ)) Max(Re(Δλ)) Avg(|(Δλ)|) Max(|Δλ|) 
Stable 6.03 4.03 6.09 5.06 4.31 3.80 5.69 4.94 3.69 2.94 
Unstable -6.03 -4.03 -6.09 -5.06 -4.31 -3.80 -5.69 -4.94 -3.69 -2.94 
 
 
Figure 9.2: 10M39B stable rank distribution 
According to this measure, the index based on the average damping ratio changes resulted in 
the best ranking, and the index based on the maximum of the magnitude of the eigenvalue 
changes resulted in the worst ranking for the WSCC system. There were 35 single line outages 
considered for the 10 machine 39 bus system. The stable line outage ranking distributions are 
shown by Figure 9.2. The unstable line outage ranking distributions are shown by Figure 9.3.  
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Figure 9.3: 10M39B unstable rank distribution 
As with the WSCC results, there are errors in the line outage rankings for the 10 machine 
39 bus cases. However, all but one of the indices show the pattern of ranking unstable line 
outages higher than stable line outages. The one ranking that does not show this pattern is the 
ranking based on the maximum real part of the estimated eigenvalues. The slope of the best-fit 
line listed in Table 9.8 also indicates this poor performance. The slope for the unstable 
distribution is positive for this ranking, when it should be negative for an ideal ranking. This 
severity index does not determine a good ranking for the line outages because it is based on the 
estimated eigenvalues of the post-line-outage system and not on the sensitivity of the system to 
the line outage. Thus the pre-line-outage operating point is heavily accounted for in the ranking. 
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Table 9.8: 10M39B slope of best-fit line 
 
Max(Re(λ)) Avg(ΔDR) |Avg(ΔDR)| Avg(|ΔDR|) Min(ΔDR) Max(|ΔDR|) Avg(Re(Δλ)) Max(Re(Δλ)) Avg(|(Δλ)|) Max(|Δλ|) 
Stable -0.12 0.36 0.41 0.54 0.54 0.54 0.49 0.50 0.56 0.55 
Unstable 0.12 -0.36 -0.41 -0.54 -0.54 -0.54 -0.49 -0.50 -0.56 -0.55 
 
Table 9.9: WSCC stable severity indices statistics 
 
Max(Re(λ)) Avg(ΔDR) |Avg(ΔDR)| Avg(|ΔDR|) Min(ΔDR) Max(|ΔDR|) Avg(Re(Δλ)) Max(Re(Δλ)) Avg(|(Δλ)|) Max(|Δλ|) 
Avg -0.1516 -0.0001 0.0014 0.0103 -0.0279 0.0544 0.0122 0.2484 0.1148 0.4717 
Min -0.4157 -0.0136 0.0000 0.0011 -0.3438 0.0043 -0.0140 0.0096 0.0166 0.0720 
Max 0.0058 0.0067 0.0136 0.1033 -0.0023 0.5628 0.2795 2.4850 0.7930 2.6736 
STDV 0.0806 0.0021 0.0016 0.0139 0.0435 0.0789 0.0398 0.3866 0.1157 0.4373 
 
For the WSCC system, the index based on the maximum real part of the estimated 
eigenvalues led to the second-best ranking, but for the 10 machine 39 bus system it led to the 
worst ranking. The ranking based on the average of the magnitude of the eigenvalue changes led 
to the best rankings for the 10 machine 39 bus system. Also, the severity index based on the 
maximum magnitude of the eigenvalue changes led to the worst ranking for the WSCC system, 
but led to one of the better ranking for the 10 machine 39 bus system. This shows that there is no 
consistency for which index is best for ranking line outages for all power systems and that 
experience with the severity indices for a given power system is needed to determine the better 
severity indices. 
Instead of ranking line outages, the severity indices can be used to screen potentially 
unstable line outages. The severity index limit, or value at which the system is considered stable 
or unstable, is dependent on the power system and its operating point, and it should be 
determined by an individual with knowledge and experience with the system. The WSCC 
severity index average, minimum, maximum, and standard deviations for the stable and unstable 
line outages are listed in Table 9.9 and Table 9.10. The statistics for stable and unstable line 
outages for the 10 machine 39 bus system are listed in Table 9.11 and Table 9.12. 
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Table 9.10: WSCC unstable severity indices statistics 
 
Max(Re(λ)) Avg(ΔDR) |Avg(ΔDR)| Avg(|ΔDR|) Min(ΔDR) Max(|ΔDR|) Avg(Re(Δλ)) Max(Re(Δλ)) Avg(|(Δλ)|) Max(|Δλ|) 
Avg 1.4988 -0.0268 0.0302 0.0941 -0.2621 0.4097 0.2286 2.8600 0.9309 4.4341 
Min -0.4982 -0.3252 0.0000 0.0005 -1.5695 0.0032 -0.0164 0.0086 0.0026 0.0141 
Max 34.0565 0.0158 0.3252 0.5703 -0.0032 1.5695 1.5744 36.3347 11.1293 81.3572 
STDV 4.8460 0.0634 0.0619 0.1191 0.3544 0.4023 0.3096 5.5919 1.6205 10.0055 
 
Table 9.11: 10M39B stable severity indices statistics 
 
Max(Re(λ)) Avg(ΔDR) |Avg(ΔDR)| Avg(|ΔDR|) Min(ΔDR) Max(|ΔDR|) Avg(Re(Δλ)) Max(Re(Δλ)) Avg(|(Δλ)|) Max(|Δλ|) 
Avg -0.1296 -0.0008 0.0009 0.0022 -0.0199 0.0274 0.0018 0.0853 0.0117 0.1138 
Min -0.1415 -0.0225 0.0000 0.0000 -2.0000 0.0000 -0.0006 0.0000 0.0000 0.0000 
Max 0.0099 0.0021 0.0225 0.0251 0.0000 2.0000 0.0169 1.3040 0.0994 2.0302 
STDV 0.0136 0.0013 0.0013 0.0027 0.0492 0.0527 0.0024 0.1331 0.0137 0.1711 
 
Table 9.12: 10M39B unstable severity indices statistics 
 
Max(Re(λ)) Avg(ΔDR) |Avg(ΔDR)| Avg(|ΔDR|) Min(ΔDR) Max(|ΔDR|) Avg(Re(Δλ)) Max(Re(Δλ)) Avg(|(Δλ)|) Max(|Δλ|) 
Avg -0.0629 -0.0015 0.0016 0.0099 -0.0746 0.1572 0.0101 0.5764 0.0517 0.6529 
Min -0.1420 -0.0105 0.0000 0.0000 -0.4167 0.0000 -0.0007 0.0000 0.0000 0.0002 
Max 0.7122 0.0020 0.0105 0.0577 0.0000 1.0008 0.0563 3.2682 0.2874 5.5136 
STDV 0.1058 0.0022 0.0021 0.0098 0.0741 0.1648 0.0105 0.6454 0.0474 0.7169 
 
Table 9.13: Percentage differences for the average of indices between unstable and stable line 
outages 
 
Max(Re(λ)) Avg(ΔDR) |Avg(ΔDR)| Avg(|ΔDR|) Min(ΔDR) Max(|ΔDR|) Avg(Re(Δλ)) Max(Re(Δλ)) Avg(|(Δλ)|) Max(|Δλ|) 
WSCC 245.02 -198.93 182.06 160.51 -161.55 153.14 179.74 168.03 156.10 161.54 
10M39B -69.31 -59.65 59.59 126.64 -115.66 140.53 138.70 148.46 126.42 140.62 
 
These tables show a pattern of severity index values. The average of the indices based on the 
average damping ratio changes and the average of the minimum damping ratio change are clearly 
smaller for the unstable line outages than the stable line outages. The averages of the other 
indices are larger for the unstable line outages than the stable line outages. This is also clearly 
shown by that percentage differences between the stable and unstable line outage index value 
averages listed in Table 9.13. The absolute values of the percent differences are greater than 59% 
for all cases and in most cases over 100%. The table also shows that the percentage differences 
can change greatly from one power system to another. Thus, the best severity index to screen line 
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Figure 9.4: WSCC severity index histograms 
outages will change for one power system to another power system.  
Even though the stable and unstable averages are far apart, the standard deviations are 
also large and greater than the averages. Thus, the screening methods will be inaccurate in 
discerning all the stable and unstable line outages. This is clearly shown by the stable and 
unstable line outages index value distributions. The histograms of the indices are shown in 
Figure 9.4 for the WSCC system. 
The histograms of the indices for the 10 machine 39 bus system are shown in Figure 9.5. It 
should be noted that the histograms show the ranges of the index values within the x axis of the 
plots. Thus, the number of occurrences at the ends of the axis also counts the number of times an 
index value occurs outside the range of the x axis. 
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Figure 9.5:10M39B severity index histograms 
As expected from the distribution statistics, the histograms show mixed results. The 
histograms for the WSCC system show clear separation between the stable and unstable index 
values. However, only the severity index based on the maximum real part of the estimated 
eigenvalues shows clear separation for the 10 machine 39 bus system. Thus, it would be difficult 
to accurately identify the unstable and stable line outages from the other severity indices for the 
10 machine 39 bus system. 
The list of line outages screened using a severity index is combined with the list of line 
outages screened using the eigenvalue estimation method to form a combined screening method. 
Thus the severity index screening methods are used to capture unstable line outages that the 
eigenvalue estimation screening method could not capture. In order to compare the different 
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combined screening methods, the severity index values, or limits at which a line outage was 
considered unstable, were set such that the number of line outages screened would be a fraction 
of the total number of line outages considered for a given power system. The combined 
screening method performances shown in Table 9.14 to Table 9.18 were tabulated in the same 
format for all cases. The first column lists the conditions that were counted for each method. The 
second column lists the performance of the eigenvalue estimation screening method combined 
with the severity index screening based on the maximum real part of the estimated eigenvalues. 
This screening is equivalent to shifting the boundary of the unstable region from the imaginary 
axis by the limit value. The third to seventh columns list the performance of the eigenvalue 
estimation screening method combined with the severity index screening based on average 
damping ratio changes, absolute value of the average damping ratio changes, average of the 
absolute damping ratio changes, minimum damping ratio changes, and maximum absolute value 
of the damping ratio changes, respectively. The eighth to eleventh columns list the performance 
of the eigenvalue sensitivity screening method combined with the severity index screenings 
based on the average real part of the eigenvalue changes, maximum real part of the eigenvalue 
changes, average of the magnitude of the eigenvalue changes, and maximum of the magnitude of 
the eigenvalue changes. 
The combined screening method performances for the WSCC system where one-half (156) 
and three-fourths (234) of the line outages considered were estimated to be unstable are given by 
Table 9.14 and Table 9.15, respectively. As seen in Table 9.3, the eigenvalue estimation 
screening had an accuracy of 78.21% but was not able to capture 67 of the 149 unstable line 
outages. It also determined that 83 lines were potentially unstable.  
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Table 9.14: WSCC combined screening methods performance with 156 lines estimated as 
unstable 
 
Max(Re(λ)) Avg(ΔDR) |Avg(ΔDR)| Avg(|ΔDR|) Min(ΔDR) Max(|ΔDR|) Avg(Re(Δλ)) Max(Re(Δλ)) Avg(|(Δλ)|) Max(|Δλ|) 
Limit -0.0979 -0.0008 0.0021 0.0131 -0.0300 0.0663 0.0271 0.3562 0.1599 0.6998 
Unstable Capt. 111 115 129 124 124 119 128 121 118 114 
Unstable Not Capt. 38 34 20 25 25 30 21 28 31 35 
Stable Capt. 118 122 136 131 131 126 135 128 125 121 
Stable Not Capt. 45 41 27 32 32 37 28 35 38 42 
Est. Unstable 156 156 156 156 156 156 156 156 156 156 
Correct Est. 229 237 265 255 255 245 263 249 243 235 
Incorrect Est. 83 75 47 57 57 67 49 63 69 77 
Unstable Est. Acc. [%] 71.15 73.72 82.69 79.49 79.49 76.28 82.05 77.56 75.64 73.08 
Est. Acc. [%] 73.40 75.96 84.94 81.73 81.73 78.53 84.29 79.81 77.88 75.32 
Cases 312 312 312 312 312 312 312 312 312 312 
 
Table 9.15: WSCC combined screening methods performance with 234 lines estimated as 
unstable 
 
Max(Re(λ)) Avg(ΔDR) |Avg(ΔDR)| Avg(|ΔDR|) Min(ΔDR) Max(|ΔDR|) Avg(Re(Δλ)) Max(Re(Δλ)) Avg(|(Δλ)|) Max(|Δλ|) 
Limit -0.1760 0.0010 0.0010 0.0053 -0.0142 0.0244 -0.0028 0.0974 0.0607 0.2763 
Unstable Capt. 121 121 143 139 133 137 138 140 138 134 
Unstable Not Capt. 28 28 6 10 16 12 11 9 11 15 
Stable Capt. 50 50 72 68 62 66 67 69 67 63 
Stable Not Capt. 113 113 91 95 101 97 96 94 96 100 
Est. Unstable 234 234 234 234 234 234 234 234 234 234 
Correct Est. 171 171 215 207 195 203 205 209 205 197 
Incorrect Est. 141 141 97 105 117 109 107 103 107 115 
Unstable Est. Acc. [%] 51.71 51.71 61.11 59.40 56.84 58.55 58.97 59.83 58.97 57.26 
Est. Acc. [%] 54.81 54.81 68.91 66.35 62.50 65.06 65.71 66.99 65.71 63.14 
Cases 312 312 312 312 312 312 312 312 312 312 
 
Table 9.14 and Table 9.15 show that the combined screening methods could capture more 
unstable cases. For the simulations where 156 lines were screened, the combined methods using 
severity indices based on the absolute value of the average damping ratio changes, average of the 
absolute damping ratio changes, minimum damping ratio changes, average real part of the 
eigenvalue changes, and maximum real part of the eigenvalue changes could increase the 
stability estimation accuracy from just using the eigenvalue estimation screening method.  
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Table 9.16: 10M39B combined screening methods performance with 333 lines estimated as 
unstable 
 
Max(Re(λ)) Avg(ΔDR) |Avg(ΔDR)| Avg(|ΔDR|) Min(ΔDR) Max(|ΔDR|) Avg(Re(Δλ)) Max(Re(Δλ)) Avg(|(Δλ)|) Max(|Δλ|) 
Limit -0.1090 -0.0021 0.0021 0.0068 -0.0510 0.1039 0.0070 0.3279 0.0369 0.4142 
Unstable Capt. 198 144 144 223 210 221 218 219 222 222 
Unstable Not Capt. 154 208 208 129 142 131 134 133 130 130 
Stable Capt. 2173 2119 2119 2198 2185 2196 2193 2194 2197 2197 
Stable Not Capt. 135 189 189 110 123 112 115 114 111 111 
Est. Unstable 333 333 333 333 333 333 333 333 333 333 
Correct Est. 2371 2263 2263 2421 2395 2417 2411 2413 2419 2419 
Incorrect Est. 289 397 397 239 265 243 249 247 241 241 
Unstable Est. Acc. [%] 59.46 43.24 43.24 66.97 63.06 66.37 65.47 65.77 66.67 66.67 
Est. Acc. [%] 89.14 85.08 85.08 91.02 90.04 90.86 90.64 90.71 90.94 90.94 
Cases 2660 2660 2660 2660 2660 2660 2660 2660 2660 2660 
 
However, in general as seen by comparing Table 9.14 and Table 9.15, as the limits of the 
indices are adjusted to increase the number of screened lines, the stability estimation accuracy 
decreases. The minimum number of unstable line outages not captured was obtained by using the 
index based on the absolute value of the average damping ratio changes for the cases when 234 
line outages were considered to be potentially unstable. This index also has the highest accuracy 
of 68.91% among the severity indices. 
The combined screening methods performances where one-eighth (333), one-fourth 
(665), and one-half (1330) of the total number of single line outages considered were estimated 
to be unstable are given by Table 9.16, Table 9.17, and Table 9.18. As seen in Table 9.6, the 
eigenvalue estimation screening had an accuracy of 89.25% but was not able to capture 283 of 
the 352 unstable line outages. It also estimated 72 line outages to be potentially unstable. As seen 
with the WSCC results in Table 9.14 and Table 9.15, the number of unstable line outages that 
were not captured was reduced by using the combined screening methods. 
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Table 9.17: 10M39B combined screening methods performance with 665 lines estimated as 
unstable 
 
Max(Re(λ)) Avg(ΔDR) |Avg(ΔDR)| Avg(|ΔDR|) Min(ΔDR) Max(|ΔDR|) Avg(Re(Δλ)) Max(Re(Δλ)) Avg(|(Δλ)|) Max(|Δλ|) 
Limit -0.1213 -0.0014 0.0014 0.0040 -0.0323 0.0457 0.0032 0.1473 0.0209 0.1900 
Unstable Capt. 228 163 159 265 266 282 259 277 271 292 
Unstable Not Capt. 124 189 193 87 86 70 93 75 81 60 
Stable Capt. 1871 1806 1802 1908 1909 1925 1902 1920 1914 1935 
Stable Not Capt. 437 502 506 400 399 383 406 388 394 373 
Est. Unstable 665 665 665 665 665 665 665 665 665 665 
Correct Est. 2099 1969 1961 2173 2175 2207 2161 2197 2185 2227 
Incorrect Est. 561 691 699 487 485 453 499 463 475 433 
Unstable Est. Acc. [%] 34.29 24.51 23.91 39.85 40.00 42.41 38.95 41.65 40.75 43.91 
Est. Acc. [%] 78.91 74.02 73.72 81.69 81.77 82.97 81.24 82.59 82.14 83.72 
Cases 2660 2660 2660 2660 2660 2660 2660 2660 2660 2660 
 
Table 9.18: 10M39B combined screening methods performance with 1330 lines estimated as 
unstable 
 
Max(Re(λ)) Avg(ΔDR) |Avg(ΔDR)| Avg(|ΔDR|) Min(ΔDR) Max(|ΔDR|) Avg(Re(Δλ)) Max(Re(Δλ)) Avg(|(Δλ)|) Max(|Δλ|) 
Limit -0.1329 -0.0004 0.0005 0.0018 -0.0146 0.0218 0.0013 0.0562 0.0092 0.0761 
Unstable Capt. 251 231 230 307 312 316 298 324 319 338 
Unstable Not Capt. 101 121 122 45 40 36 54 28 33 14 
Stable Capt. 1229 1209 1208 1285 1290 1294 1276 1302 1297 1316 
Stable Not Capt. 1079 1099 1100 1023 1018 1014 1032 1006 1011 992 
Est. Unstable 1330 1330 1330 1330 1330 1330 1330 1330 1330 1330 
Correct Est. 1480 1440 1438 1592 1602 1610 1574 1626 1616 1654 
Incorrect Est. 1180 1220 1222 1068 1058 1050 1086 1034 1044 1006 
Unstable Est. Acc. [%] 18.87 17.37 17.29 23.08 23.46 23.76 22.41 24.36 23.98 25.41 
Est. Acc. [%] 55.64 54.14 54.06 59.85 60.23 60.53 59.17 61.13 60.75 62.18 
Cases 2660 2660 2660 2660 2660 2660 2660 2660 2660 2660 
 
For the cases where 333 lines were considered to be unstable, accuracy of the combined 
screening methods using severity indices based on all but the maximum real part of the estimated 
eigenvalues, average damping ratio changes, and absolute value of the average damping ratio 
changes increased from using just the screening method based on the estimated eigenvalues. The 
minimum number of unstable line outages not captured was obtained by using the index based 
on the maximum of the magnitude of the eigenvalue changes. Using this combined method, only 
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14 unstable line outages were not captured when the limit was set such that half the line outages 
were considered to be unstable. The results also show that there can be large differences in the 
performances of the combined screening methods. For the case where 1330 line outages were 
considered to be unstable, the number of unstable line outages not captured ranges from 14 to 
122. Thus, it is important to choose the correct severity index for the system. 
The results from both the WSCC and 10 machine 39 bus systems show that no one severity 
index always outperforms the other indices. However, two indices clearly performed worse than 
the other indices and ranked eighth or more in number of unstable line outages not captured for 
both power systems. These indices are the ones based on the maximum real part of the estimated 
eigenvalues and the average damping ratio changes. 
9.3 Double Line Outage Screening Results 
The data for the 10 machine 39 bus system can be found in Appendix C. The IEEE Type-I 
exciter and the steam turbine governor were used at all the machines for the double line outage 
studies. All double line outages that did not result in power system islanding were simulated. The 
list of simulated double line outages is given in Table 9.19. The LF that was multiplied to the 
base load ranged from 1 to 1.110 at increments of 0.005 for cases where the increases in the 
loads were supplied by the slack bus generator. The LF ranged from 1.01 to 1.53 at increments of 
0.01 for cases where the increase in the load was supplied by all the generators in proportion to 
their inertia size. 
The double line outage screening results are summarized in Table 9.20. There were 42,712 
different cases simulated. The screening method accuracy decreased from 89.25% from the 
single line outage screening to 80.22% for the double line outage screening.  
 
142 
 
Table 9.19: List of double line outages 
Line 1 Line 2 
 
Line 1 Line 2 
 
Line 1 Line 2 
 
Line 1 Line 2 
 
Line 1 Line 2 
1-2 2-3 
 
3-4 3-18 
 
2-25 3-4 
 
8-9 10-11 
 
5-6 5-8 
1-2 2-25 
 
3-4 4-5 
 
2-25 3-18 
 
8-9 10-13 
 
5-6 6-7 
1-2 3-4 
 
3-4 4-14 
 
2-25 4-5 
 
8-9 13-14 
 
5-6 6-11 
1-2 3-18 
 
3-4 5-6 
 
2-25 4-14 
 
8-9 14-15 
 
5-6 7-8 
1-2 4-5 
 
3-4 5-8 
 
2-25 5-6 
 
8-9 15-16 
 
5-6 8-9 
1-2 4-14 
 
3-4 6-7 
 
2-25 5-8 
 
8-9 16-17 
 
5-6 9-39 
1-2 5-6 
 
3-4 6-11 
 
2-25 6-7 
 
8-9 16-21 
 
5-6 10-11 
1-2 5-8 
 
3-4 7-8 
 
2-25 6-11 
 
8-9 16-24 
 
5-6 10-13 
1-2 6-7 
 
3-4 8-9 
 
2-25 7-8 
 
8-9 17-18 
 
5-6 13-14 
1-2 6-11 
 
3-4 9-39 
 
2-25 8-9 
 
8-9 17-27 
 
5-6 14-15 
1-2 7-8 
 
3-4 10-11 
 
2-25 9-39 
 
8-9 21-22 
 
5-6 15-16 
1-2 10-11 
 
3-4 10-13 
 
2-25 10-11 
 
8-9 22-23 
 
5-6 16-17 
1-2 10-13 
 
3-4 13-14 
 
2-25 10-13 
 
8-9 23-24 
 
5-6 16-21 
1-2 13-14 
 
3-4 14-15 
 
2-25 13-14 
 
8-9 25-26 
 
5-6 16-24 
1-2 14-15 
 
3-4 15-16 
 
2-25 14-15 
 
8-9 26-27 
 
5-6 17-18 
1-2 15-16 
 
3-4 16-17 
 
2-25 15-16 
 
8-9 26-28 
 
5-6 17-27 
1-2 16-17 
 
3-4 16-21 
 
2-25 16-17 
 
8-9 26-29 
 
5-6 21-22 
1-2 16-21 
 
3-4 16-24 
 
2-25 16-21 
 
8-9 28-29 
 
5-6 22-23 
1-2 16-24 
 
3-4 17-18 
 
2-25 16-24 
 
8-9 12-11 
 
5-6 23-24 
1-2 17-18 
 
3-4 17-27 
 
2-25 17-18 
 
8-9 12-13 
 
5-6 25-26 
1-2 17-27 
 
3-4 21-22 
 
2-25 21-22 
 
9-39 10-11 
 
5-6 26-27 
1-2 21-22 
 
3-4 22-23 
 
2-25 22-23 
 
9-39 10-13 
 
5-6 26-28 
1-2 22-23 
 
3-4 23-24 
 
2-25 23-24 
 
9-39 13-14 
 
5-6 26-29 
1-2 23-24 
 
3-4 25-26 
 
2-25 26-28 
 
9-39 14-15 
 
5-6 28-29 
1-2 25-26 
 
3-4 26-27 
 
2-25 26-29 
 
9-39 15-16 
 
5-6 12-11 
1-2 26-27 
 
3-4 26-28 
 
2-25 28-29 
 
9-39 16-17 
 
5-6 12-13 
1-2 26-28 
 
3-4 26-29 
 
2-25 12-11 
 
9-39 16-21 
 
5-8 6-7 
1-2 26-29 
 
3-4 28-29 
 
2-25 12-13 
 
9-39 16-24 
 
5-8 6-11 
1-2 28-29 
 
3-4 12-11 
 
16-17 16-21 
 
9-39 17-18 
 
5-8 7-8 
1-2 12-11 
 
3-4 12-13 
 
16-17 16-24 
 
9-39 17-27 
 
5-8 8-9 
1-2 12-13 
 
3-18 4-5 
 
16-17 17-18 
 
9-39 21-22 
 
5-8 9-39 
1-39 2-3 
 
3-18 4-14 
 
16-17 17-27 
 
9-39 22-23 
 
5-8 10-11 
1-39 2-25 
 
3-18 5-6 
 
16-17 21-22 
 
9-39 23-24 
 
5-8 10-13 
1-39 3-4 
 
3-18 5-8 
 
16-17 22-23 
 
9-39 25-26 
 
5-8 13-14 
1-39 3-18 
 
3-18 6-7 
 
16-17 23-24 
 
9-39 26-27 
 
5-8 14-15 
1-39 4-5 
 
3-18 6-11 
 
16-17 25-26 
 
9-39 26-28 
 
5-8 15-16 
1-39 4-14 
 
3-18 7-8 
 
16-17 26-27 
 
9-39 26-29 
 
5-8 16-17 
1-39 5-6 
 
3-18 8-9 
 
16-17 26-28 
 
9-39 28-29 
 
5-8 16-21 
1-39 5-8 
 
3-18 9-39 
 
16-17 26-29 
 
9-39 12-11 
 
5-8 16-24 
1-39 6-7 
 
3-18 10-11 
 
16-17 28-29 
 
9-39 12-13 
 
5-8 17-18 
1-39 6-11 
 
3-18 10-13 
 
16-17 12-11 
 
10-11 13-14 
 
5-8 17-27 
1-39 7-8 
 
3-18 13-14 
 
16-17 12-13 
 
10-11 14-15 
 
5-8 21-22 
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Table 9.19 (Continued) 
Line 1 Line 2 
 
Line 1 Line 2 
 
Line 1 Line 2 
 
Line 1 Line 2 
 
Line 1 Line 2 
1-39 10-11 
 
3-18 14-15 
 
16-21 17-18 
 
10-11 15-16 
 
5-8 22-23 
1-39 10-13 
 
3-18 15-16 
 
16-21 17-27 
 
10-11 16-17 
 
5-8 23-24 
1-39 13-14 
 
3-18 16-17 
 
16-21 25-26 
 
10-11 16-21 
 
5-8 25-26 
1-39 14-15 
 
3-18 16-21 
 
16-21 26-27 
 
10-11 16-24 
 
5-8 26-27 
1-39 15-16 
 
3-18 16-24 
 
16-21 26-28 
 
10-11 17-18 
 
5-8 26-28 
1-39 16-17 
 
3-18 17-27 
 
16-21 26-29 
 
10-11 17-27 
 
5-8 26-29 
1-39 16-21 
 
3-18 21-22 
 
16-21 28-29 
 
10-11 21-22 
 
5-8 28-29 
1-39 16-24 
 
3-18 22-23 
 
16-21 12-11 
 
10-11 22-23 
 
5-8 12-11 
1-39 17-18 
 
3-18 23-24 
 
16-21 12-13 
 
10-11 23-24 
 
5-8 12-13 
1-39 17-27 
 
3-18 25-26 
 
16-24 17-18 
 
10-11 25-26 
 
6-7 6-11 
1-39 21-22 
 
3-18 26-27 
 
16-24 17-27 
 
10-11 26-27 
 
6-7 8-9 
1-39 22-23 
 
3-18 26-28 
 
16-24 25-26 
 
10-11 26-28 
 
6-7 9-39 
1-39 23-24 
 
3-18 26-29 
 
16-24 26-27 
 
10-11 26-29 
 
6-7 10-11 
1-39 25-26 
 
3-18 28-29 
 
16-24 26-28 
 
10-11 28-29 
 
6-7 10-13 
1-39 26-27 
 
3-18 12-11 
 
16-24 26-29 
 
10-11 12-11 
 
6-7 13-14 
1-39 26-28 
 
3-18 12-13 
 
16-24 28-29 
 
10-11 12-13 
 
6-7 14-15 
1-39 26-29 
 
4-5 4-14 
 
16-24 12-11 
 
10-13 13-14 
 
6-7 15-16 
1-39 28-29 
 
4-5 5-6 
 
16-24 12-13 
 
10-13 14-15 
 
6-7 16-17 
1-39 12-11 
 
4-5 5-8 
 
17-18 17-27 
 
10-13 15-16 
 
6-7 16-21 
1-39 12-13 
 
4-5 6-7 
 
17-18 21-22 
 
10-13 16-17 
 
6-7 16-24 
2-3 2-25 
 
4-5 6-11 
 
17-18 22-23 
 
10-13 16-21 
 
6-7 17-18 
2-3 3-4 
 
4-5 7-8 
 
17-18 23-24 
 
10-13 16-24 
 
6-7 17-27 
2-3 3-18 
 
4-5 8-9 
 
17-18 25-26 
 
10-13 17-18 
 
6-7 21-22 
2-3 4-5 
 
4-5 9-39 
 
17-18 26-27 
 
10-13 17-27 
 
6-7 22-23 
2-3 4-14 
 
4-5 10-11 
 
17-18 26-28 
 
10-13 21-22 
 
6-7 23-24 
2-3 5-6 
 
4-5 10-13 
 
17-18 26-29 
 
10-13 22-23 
 
6-7 25-26 
2-3 5-8 
 
4-5 13-14 
 
17-18 28-29 
 
10-13 23-24 
 
6-7 26-27 
2-3 6-7 
 
4-5 14-15 
 
17-18 12-11 
 
10-13 25-26 
 
6-7 26-28 
2-3 6-11 
 
4-5 15-16 
 
17-18 12-13 
 
10-13 26-27 
 
6-7 26-29 
2-3 7-8 
 
4-5 16-17 
 
17-27 21-22 
 
10-13 26-28 
 
6-7 28-29 
2-3 8-9 
 
4-5 16-21 
 
17-27 22-23 
 
10-13 26-29 
 
6-7 12-11 
2-3 9-39 
 
4-5 16-24 
 
17-27 23-24 
 
10-13 28-29 
 
6-7 12-13 
2-3 10-11 
 
4-5 17-18 
 
17-27 26-28 
 
10-13 12-11 
 
21-22 25-26 
2-3 10-13 
 
4-5 17-27 
 
17-27 26-29 
 
10-13 12-13 
 
21-22 26-27 
2-3 13-14 
 
4-5 21-22 
 
17-27 28-29 
 
6-11 7-8 
 
21-22 26-28 
2-3 14-15 
 
4-5 22-23 
 
17-27 12-11 
 
6-11 8-9 
 
21-22 26-29 
2-3 15-16 
 
4-5 23-24 
 
17-27 12-13 
 
6-11 9-39 
 
21-22 28-29 
2-3 16-17 
 
4-5 25-26 
 
7-8 8-9 
 
6-11 10-11 
 
21-22 12-11 
2-3 16-21 
 
4-5 26-27 
 
7-8 9-39 
 
6-11 10-13 
 
21-22 12-13 
2-3 16-24 
 
4-5 26-28 
 
7-8 10-11 
 
6-11 14-15 
 
22-23 25-26 
2-3 17-18 
 
4-5 26-29 
 
7-8 10-13 
 
6-11 15-16 
 
22-23 26-27 
2-3 17-27 
 
4-5 28-29 
 
7-8 13-14 
 
6-11 16-17 
 
22-23 26-28 
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Table 9.19 (Continued) 
Line 1 Line 2 
 
Line 1 Line 2 
 
Line 1 Line 2 
 
Line 1 Line 2 
 
Line 1 Line 2 
2-3 21-22 
 
4-5 12-11 
 
7-8 14-15 
 
6-11 16-21 
 
22-23 26-29 
2-3 22-23 
 
4-5 12-13 
 
7-8 15-16 
 
6-11 16-24 
 
22-23 28-29 
2-3 23-24 
 
4-14 5-6 
 
7-8 16-17 
 
6-11 17-18 
 
22-23 12-11 
2-3 25-26 
 
4-14 5-8 
 
7-8 16-21 
 
6-11 17-27 
 
22-23 12-13 
2-3 26-27 
 
4-14 6-7 
 
7-8 16-24 
 
6-11 21-22 
 
13-14 14-15 
2-3 26-28 
 
4-14 6-11 
 
7-8 17-18 
 
6-11 22-23 
 
13-14 15-16 
2-3 26-29 
 
4-14 7-8 
 
7-8 17-27 
 
6-11 23-24 
 
13-14 16-17 
2-3 28-29 
 
4-14 8-9 
 
7-8 21-22 
 
6-11 25-26 
 
13-14 16-21 
2-3 12-11 
 
4-14 9-39 
 
7-8 22-23 
 
6-11 26-27 
 
13-14 16-24 
2-3 12-13 
 
4-14 10-11 
 
7-8 23-24 
 
6-11 26-28 
 
13-14 17-18 
14-15 16-21 
 
4-14 10-13 
 
7-8 25-26 
 
6-11 26-29 
 
13-14 17-27 
14-15 16-24 
 
4-14 13-14 
 
7-8 26-27 
 
6-11 28-29 
 
13-14 21-22 
14-15 17-18 
 
4-14 14-15 
 
7-8 26-28 
 
6-11 12-11 
 
13-14 22-23 
14-15 17-27 
 
4-14 15-16 
 
7-8 26-29 
 
6-11 12-13 
 
13-14 23-24 
14-15 21-22 
 
4-14 16-17 
 
7-8 28-29 
 
15-16 16-21 
 
13-14 25-26 
14-15 22-23 
 
4-14 16-21 
 
7-8 12-11 
 
15-16 16-24 
 
13-14 26-27 
14-15 23-24 
 
4-14 16-24 
 
7-8 12-13 
 
15-16 17-18 
 
13-14 26-28 
14-15 25-26 
 
4-14 17-18 
 
23-24 25-26 
 
15-16 17-27 
 
13-14 26-29 
14-15 26-27 
 
4-14 17-27 
 
23-24 26-27 
 
15-16 21-22 
 
13-14 28-29 
14-15 26-28 
 
4-14 21-22 
 
23-24 26-28 
 
15-16 22-23 
 
13-14 12-11 
14-15 26-29 
 
4-14 22-23 
 
23-24 26-29 
 
15-16 23-24 
 
13-14 12-13 
14-15 28-29 
 
4-14 23-24 
 
23-24 28-29 
 
15-16 25-26 
 
26-29 12-11 
14-15 12-11 
 
4-14 25-26 
 
23-24 12-11 
 
15-16 26-27 
 
26-29 12-13 
14-15 12-13 
 
4-14 26-27 
 
23-24 12-13 
 
15-16 26-28 
 
28-29 12-11 
26-27 26-28 
 
4-14 26-28 
 
25-26 26-28 
 
15-16 26-29 
 
28-29 12-13 
26-27 26-29 
 
4-14 26-29 
 
25-26 26-29 
 
15-16 28-29 
 
26-28 12-11 
26-27 28-29 
 
4-14 28-29 
 
25-26 28-29 
 
15-16 12-11 
 
26-28 12-13 
26-27 12-11 
 
4-14 12-11 
 
25-26 12-11 
 
15-16 12-13 
   
26-27 12-13 
 
4-14 12-13 
 
25-26 12-13 
       
The accuracy is still high, but the error rate increased because of the approximations used 
to represent an additional line outage. The screening method incorrectly estimated that the 
system was unstable in 0.20% of the cases and incorrectly estimated that the system was stable in 
19.58% of the cases. Similarly to the results from the single line outage cases, the eigenvalue 
estimation screening method failed to capture a large number of unstable line outages. It failed to  
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Table 9.20: Double line outage screening results 
Unstable Captured 2007 
Unstable Not Captured 8362 
Stable Captured 32256 
Stable Not Captured 87 
Estimated Unstable 2094 
Correct Estimation 34263 
Incorrect Estimation 8449 
Unstable Estimation Accuracy [%] 95.85 
Estimation Accuracy [%] 80.22 
Cases 42712 
 
capture 80.64% of unstable line outages, which is around the same percentage as the single line 
outage results of 80.40%. 
9.4 Double Line Outage Severity Indices and Ranking Results 
As done with the single line outage cases, severity indices were used to rank the double line 
outages. The stable line outage rank distributions are shown in Figure 9.6.  
 
Figure 9.6: 10M39B double line outage stable rank distributions  
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For a ranking based on one severity index, the distribution shows the number of times that a 
double line outage with a given rank led to a stable system. The unstable double line outage rank 
distributions are shown in Figure 9.7. This shows the number of times that a line outage with a 
given rank led to an unstable system. The rank distributions for the double line outage cases 
show patterns similar to the single line outage distributions. Other than the ranking based on the 
maximum real part of the estimated eigenvalues, all the other rankings clearly show the pattern 
of ranking unstable line outages higher than stable line outages. The slopes of the best-fit lines 
for each ranking method are given in Table 9.21.  
 
Figure 9.7: 10M39B double line outage unstable rank distributions 
Table 9.21: 10M39B double line outage slope of best-fit line 
 
Max(Re(λ)) Avg(ΔDR) |Avg(ΔDR)| Avg(|ΔDR|) Min(ΔDR) Max(|ΔDR|) Avg(Re(Δλ)) Max(Re(Δλ)) Avg(|(Δλ)|) Max(|Δλ|) 
Stable 0.0158 0.0454 0.0455 0.0551 0.0525 0.0548 0.0530 0.0494 0.0562 0.0539 
Unstable -0.0158 -0.0454 -0.0455 -0.0551 -0.0525 -0.0548 -0.0530 -0.0494 -0.0562 -0.0539 
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By this measure, the ranking based on the average of the magnitude of the eigenvalue 
changes led to the best ranking, and the ranking based on the maximum real part of the 
eigenvalues resulted in the worst ranking. These methods were also the best and worst ranking 
methods for the single line outage cases. This is expected because the same load levels were used 
and the only difference between the cases was the additional line outage for the double line 
outage cases. 
The eigenvalue estimation screening was combined with the screening methods based on 
severity indices to create more conservative screening methods. These combined screening 
methods were tested to screen double line outages. As done with the single line outage 
simulations, the severity index limits were set such that one-eighth (5339), one-fourth (10678), 
and one-half (21356) of the total number of double line outages considered were estimated to be 
unstable. The results from the simulation where the limits were set to screen 5339 line outages 
are shown in Table 9.22. The results from the simulation where the limits were set to screen 
10678 line outages are shown in Table 9.23. The results from the simulation where the limits 
were set to screen 10678 line outages are shown in Table 9.24. 
Table 9.22: 10M39B double line outage combined screening methods performance with 5339 
lines estimated as unstable 
 
Max(Re(λ)) Avg(ΔDR) |Avg(ΔDR)| Avg(|ΔDR|) Min(ΔDR) Max(|ΔDR|) Avg(Re(Δλ)) Max(Re(Δλ)) Avg(|(Δλ)|) Max(|Δλ|) 
Limit -0.1007 -0.0059 0.0059 0.0153 -0.1405 0.1992 0.0152 0.7103 0.0768 0.8039 
Unstable Capt. 4680 3710 3710 4511 4019 4947 4939 4741 4754 4639 
Unstable Not Capt. 5689 6659 6659 5858 6350 5422 5430 5628 5615 5730 
Stable Capt. 31684 30714 30714 31515 31023 31951 31943 31745 31758 31643 
Stable Not Capt. 659 1629 1629 828 1320 392 400 598 585 700 
Est. Unstable 5339 5339 5339 5339 5339 5339 5339 5339 5339 5339 
Correct Est. 36364 34424 34424 36026 35042 36898 36882 36486 36512 36282 
Incorrect Est. 6348 8288 8288 6686 7670 5814 5830 6226 6200 6430 
Unstable Est. Acc. [%] 87.66 69.49 69.49 84.49 75.28 92.66 92.51 88.80 89.04 86.89 
Est. Acc. [%] 85.14 80.60 80.60 84.35 82.04 86.39 86.35 85.42 85.48 84.95 
Cases 42712 42712 42712 42712 42712 42712 42712 42712 42712 42712 
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Table 9.23: 10M39B double line outage combined screening methods performance with 10678 
lines estimated as unstable 
 
Max(Re(λ)) Avg(ΔDR) |Avg(ΔDR)| Avg(|ΔDR|) Min(ΔDR) Max(|ΔDR|) Avg(Re(Δλ)) Max(Re(Δλ)) Avg(|(Δλ)|) Max(|Δλ|) 
Limit -0.1156 -0.0027 0.0027 0.0082 -0.0590 0.1087 0.0074 0.3196 0.0424 0.4068 
Unstable Capt. 6269 5199 5192 7113 6802 7435 7148 7267 7310 7454 
Unstable Not Capt. 4100 5170 5177 3256 3567 2934 3221 3102 3059 2915 
Stable Capt. 27934 26864 26857 28778 28467 29100 28813 28932 28975 29119 
Stable Not Capt. 4409 5479 5486 3565 3876 3243 3530 3411 3368 3224 
Est. Unstable 10678 10678 10678 10678 10678 10678 10678 10678 10678 10678 
Correct Est. 34203 32063 32049 35891 35269 36535 35961 36199 36285 36573 
Incorrect Est. 8509 10649 10663 6821 7443 6177 6751 6513 6427 6139 
Unstable Est. Acc. [%] 58.71 48.69 48.62 66.61 63.70 69.63 66.94 68.06 68.46 69.81 
Est. Acc. [%] 80.08 75.07 75.04 84.03 82.57 85.54 84.19 84.75 84.95 85.63 
Cases 42712 42712 42712 42712 42712 42712 42712 42712 42712 42712 
 
Table 9.24: 10M39B double line outage combined screening methods performance with 21356 
lines estimated as unstable 
 
Max(Re(λ)) Avg(ΔDR) |Avg(ΔDR)| Avg(|ΔDR|) Min(ΔDR) Max(|ΔDR|) Avg(Re(Δλ)) Max(Re(Δλ)) Avg(|(Δλ)|) Max(|Δλ|) 
Limit -0.1305 -0.0014 0.00142 0.004272 -0.03351 0.046873 0.003265 0.12832 0.022128 0.18291 
Unstable Capt. 7450 6581 6564 8905 8778 9271 8720 9387 9114 9540 
Unstable Not Capt. 2919 3788 3805 1464 1591 1098 1649 982 1255 829 
Stable Capt. 18437 17568 17551 19892 19765 20258 19707 20374 20101 20527 
Stable Not Capt. 13906 14775 14792 12451 12578 12085 12636 11969 12242 11816 
Est. Unstable 21356 21356 21356 21356 21356 21356 21356 21356 21356 21356 
Correct Est. 25887 24149 24115 28797 28543 29529 28427 29761 29215 30067 
Incorrect Est. 16825 18563 18597 13915 14169 13183 14285 12951 13497 12645 
Unstable Est. Acc. [%] 34.88 30.82 30.74 41.70 41.10 43.41 40.83 43.95 42.68 44.67 
Est. Acc. [%] 60.61 56.54 56.46 67.42 66.83 69.14 66.56 69.68 68.40 70.39 
Cases 42712 42712 42712 42712 42712 42712 42712 42712 42712 42712 
 
These results show that the combined screening methods could reduce the number of 
unstable line outages that were not captured by using only the eigenvalue estimation screening 
method. The combined screening methods also improved the stability estimation accuracy in 
some cases. For the cases where one-eighth of the lines were considered, the accuracy improved 
for all combined methods. For the cases where one-fourth of the lines were considered, the 
accuracy improved for all but the methods based on the maximum real part of the estimated 
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eigenvalues, average damping ratio changes, and absolute value of the average damping ratio 
changes. The minimum number of line outages not captured was obtained by using the severity 
index based on the maximum of the magnitude of the eigenvalue changes. This method could not 
capture 829 unstable line outages, while for the same number of line outages estimated as 
unstable, the method based on the average damping ratio changes could not capture 3805 
unstable line outages. This again shows the importance of selecting the right severity index to 
screen line outages. 
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10  CONCLUSION AND FUTURE WORK 
This dissertation looked at two aspects of power system small signal analysis. The 
eigenvalue tracking (ET) method was introduced in Chapters 4 to 7. The ET method connects the 
interconnected and decoupled models by creating the partially interconnected model. A one-to-
one mapping is made between the eigenvalues of the interconnected and the decoupled models 
by tracking the eigenvalues as the power system model goes from the interconnected to the 
decoupled model. Using this information, the power system stabilizers (PSSs) can be placed to 
damp a desired interconnected system mode. Because PSS design is done on a SMIB model, the 
ET method connects the way PSSs are designed and placed. The problem of PSS placement is 
also analogous to determining which PSS in the system should be turned on or further tuned. 
Thus the determination of a PSS placement also solves for the on-off status of a PSS or points 
out which PSS should be calibrated. 
The ET method was compared with two traditional PSS placement methods, participation 
factor (PF) and residue methods, for installing one and two PSSs. The results from the simulated 
cases showed that in a majority of the cases the different placement methods determined the 
same machine for PSS placement, but for those cases that determined different machine 
placements, no single method always determined the best PSS placement. In some cases, the ET 
method led to better PSS placement than the traditional methods, and for a complete analysis, 
placements determined by all three methods should be investigated. The inclusion of the ET 
method would also be valuable because it diversifies the group of machines for investigating PSS 
placement because it has smaller correlations with the PF and residue methods than did the PF 
method with the residue method. From the multiple PSS placement simulations, it was shown 
that the installation order mattered in determining PSS placements. Depending on the placement 
151 
 
method used, the installation order affected the PSS placement in as much at 30% of the cases. It 
was found that the ET method was most affected by the installation order, but it should be kept 
in mind that this is a function of the system. 
The ET method was also extended to tune PSSs in the eigenvalue tracking with matching 
(ETM) method. The ETM method modifies the SMIB model parameters to indirectly change the 
PSS tuning. By changing the branch resistance and reactance and the infinite bus voltage 
magnitude and angle, the decoupled critical eigenvalues could be moved to the same point as the 
interconnected critical eigenvalues. This assured that the SMIB model used to design and tune 
the PSS actually contained the mode that the PSS was installed to damp. The simulated results 
showed that the ETM method enhanced the PSS design when the ET method led to the best PSS 
placement. 
Chapters 8 to 9 of this dissertation developed a new screening method for dynamic security 
analysis (DSA). This method combined distribution factors used in static security analysis with 
eigenvalue sensitivities to estimate the post-line-outage eigenvalues. These estimated 
eigenvalues were used to approximate the stability of the post-line-outage equilibrium point and 
to screen line outages that could potentially lead to instability. The simulated cases showed that 
the eigenvalue estimation screening method was accurate in more than 78% of the cases, but still 
did not capture many line outages that led to instability. 
The eigenvalue sensitivities to a line outage were also used to create ten different line outage 
severity indices. One index was based on the maximum real part of the estimated eigenvalues 
after a line outage. Another set of indices were based on the average or maximum changes in the 
real part of the eigenvalues or the magnitudes of the eigenvalue changes. Several other indices 
based on the changes in the damping ratios were also developed. These indices were used both to 
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rank the line outages in order of severity and to screen line outages that could lead to instability. 
Line outages were screened by setting a limit value for a severity index where a line outage 
would be considered potentially to lead to instability. More conservative screening methods were 
formed by combining the list of line outages screened using the severity indices with the list of 
line outages screened using the estimated eigenvalues. The simulations showed that the 
combined screening methods could capture more unstable line outages at the cost of accuracy. It 
was also shown that no single severity index led to the best screening in all cases. Thus it is 
necessary to have experience with all severity indices for a particular system before choosing one 
or a few screening methods to use. 
There is much room for further research in the dissertation that has been described. The 
ETM method utilized the information from the ET method to change the SMIB model such that 
the critical eigenvalues were matched. The algorithm to match the critical eigenvalues was based 
on linear eigenvalue sensitivities and did not converge for all cases, and other algorithms to 
match the critical eigenvalues need to be investigated. For the ETM simulations, the cases were 
ignored when multiple interconnected critical eigenvalues tracked to decoupled eigenvalues 
associated with the same machine. Use of the ETM method when this occurs needs further 
research. One possibility is to choose one pair of eigenvalues to be matched. Another possibility 
is to move the pair of decoupled system eigenvalues to lie midway between the interconnected 
eigenvalues. Additional work is also needed in studying multiple PSS placements. For 
simplicity, the scope of multiple PSS placement and installation cases was limited to installation 
of two PSSs, and research considering more PSS installations needs to be done. Investigation of 
multiple PSS placements is analogous to determining which PSS should be turned on to 
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effectively damp low-frequency oscillations in the system. This would lead not only to better 
efficiency in operating the power system, but also to more stable operation.  
There is still room for improvement in the eigenvalue estimation screening method. The 
assumptions used to estimate the eigenvalue should be examined to improve the estimation 
accuracy and the computational time involved. A possible answer for improving the accuracy 
would be to incorporate second-order eigenvalue sensitivities. Another problem with the 
eigenvalue estimation screening method was that it did not capture all unstable line outages.  
More conservative estimations were obtained through the combined screening methods. 
However, there was no best severity index that consistently captured the greatest number of 
unstable line outages in all cases, and the estimation accuracy was greatly compromised in order 
to capture more unstable line outages. Thus, other severity indices, such as a combination of 
several indices, must be investigated. 
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APPENDIX A WSCC 
The data for the Western Systems Coordinating Council (WSCC) system was obtained from 
[49]. Figure A.1 shows the one-line diagram. The bus and line data are listed in Tables A.1 and 
A.2. All three machines in this system were modeled by the two-axis machine model. The 
machine parameters are listed in Table A.3. The IEEE Type-1 exciter model was used for the 
line outage screening simulations and is listed in Table A.4. The simulations done to test the 
power system stabilizer (PSS) placements were done with the fast exciter model instead of the 
IEEE Type-1 exciter model. The parameters of the fast exciter model are listed in Table A.5. The 
steam turbine parameters are listed in Table A.6 
 
Figure A.1: WSCC one-line diagram 
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Table A.1: WSCC bus data 
Bus # V [pu] θ⁰ PG [pu] QG [pu] PL [pu] QL [pu] G shunt [pu] B shunt [pu] Bus Type 
1 1.04 0.00 0.72 0.27 0 0 0 0 Slack 
2 1.03 9.28 1.63 0.07 0 0 0 0 PV 
3 1.03 4.66 0.85 -0.11 0 0 0 0 PV 
4 1.03 -2.22 0.00 0.00 0 0 0 0 PQ 
5 1.00 -3.99 0.00 0.00 1.25 0.5 0 0 PQ 
6 1.01 -3.69 0.00 0.00 0.9 0.3 0 0 PQ 
7 1.03 3.72 0.00 0.00 0 0 0 0 PQ 
8 1.02 0.73 0.00 0.00 1 0.35 0 0 PQ 
9 1.03 1.97 0.00 0.00 0 0 0 0 PQ 
 
 
Table A.2: WSCC line data 
From Bus To Bus R [pu] X [pu] B [pu] Tap Ratio 
1 4 0.00 0.06 0.00 0 
4 6 0.02 0.09 0.16 0 
9 6 0.04 0.17 0.36 0 
3 9 0.00 0.06 0.00 0 
9 8 0.01 0.10 0.21 0 
7 8 0.01 0.07 0.15 0 
7 2 0.00 0.06 0.00 0 
7 5 0.03 0.16 0.31 0 
5 4 0.01 0.09 0.18 0 
 
Table A.3: WSCC two-axis machine data 
Mac # Bus # Base MVA RS Xd X'd T'do Xq X'q T'qo H D 
1 1 100 0 0.1460 0.0608 8.96 0.0969 0.0969 0.310 23.64 0 
2 2 100 0 0.8958 0.1198 6.00 0.8645 0.1969 0.535 6.40 0 
3 3 100 0 1.3125 0.1813 5.89 1.2578 0.2500 0.600 3.01 0 
 
Table A.4: WSCC IEEE Type-I exciter data 
Mac # KA TA KE TE E1 S(E1) E2 S(E2) KF TF 
1 20 0.2 1 0.314 2 0.0874 1 0.0185 0.063 0.35 
2 20 0.2 1 0.314 2 0.0874 1 0.0185 0.063 0.35 
3 20 0.2 1 0.314 2 0.0874 1 0.0185 0.063 0.35 
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Table A.5: WSCC fast exciter data 
Mac # KA TA 
1 200 0.1 
2 200 0.1 
3 200 0.1 
 
Table A.6: WSCC steam turbine governor data 
Mac # 1/R TSV TCH 
1 20 0.2 0.4 
2 20 0.2 0.4 
3 20 0.2 0.4 
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APPENDIX B 4 MACHINE 10 BUS 
The data for the 4 machine 10 bus system was obtained from [49]. The one-line diagram for 
the 4 machine 10 bus system is shown in Figure B.1. The bus and line data are listed in Tables 
B.1 and B.2. All four machines were modeled by the two-axis model. The machine parameters 
are listed in Table B.3. The fast exciter model parameters are listed in Table B.4 
 
Figure B.1: 4M10B one-line diagram 
 
Table B.1: 4M10B bus data 
Bus # V [pu] θ⁰ PG [pu] QG [pu] PL [pu] QL [pu] G shunt B shunt Bus Type 
1 1.03 8.22 7.00 1.34 0 0 0 0 PV 
2 1.01 -1.50 7.00 1.59 0 0 0 0 PV 
11 1.03 0.00 7.22 1.45 0 0 0 0 Slack 
12 1.01 -10.20 7.00 1.81 0 0 0 0 PV 
101 1.01 3.66 0.00 0.00 0 0 0 0 PQ 
102 0.99 -6.24 0.00 0.00 0 0 0 0 PQ 
111 1.01 -4.70 0.00 0.00 0 0 0 0 PQ 
112 0.98 -14.94 0.00 0.00 0 0 0 0 PQ 
3 0.98 -14.42 0.00 0.00 11.59 -0.735 0 0 PQ 
13 0.97 -23.29 0.00 0.00 15.75 -0.899 0 0 PQ 
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Table B.2: 4M10B line data 
From Bus To Bus R [pu] X [pu] B [pu] Tap Ratio 
1 101 0.001 0.012 0.000 0 
2 102 0.001 0.012 0.000 0 
3 13 0.022 0.220 0.330 0 
3 13 0.022 0.220 0.330 0 
3 13 0.022 0.220 0.330 0 
3 102 0.002 0.020 0.030 0 
3 102 0.002 0.020 0.030 0 
11 111 0.001 0.012 0.000 0 
12 112 0.001 0.012 0.000 0 
13 112 0.002 0.020 0.030 0 
13 112 0.002 0.020 0.030 0 
101 102 0.005 0.050 0.075 0 
101 102 0.005 0.050 0.075 0 
111 112 0.005 0.050 0.075 0 
111 112 0.005 0.050 0.075 0 
 
Table B.3: 4M10B two-axis machine data 
Mac # Bus # Base MVA RS Xd X'd T'do Xq X'q T'qo H D 
1 1 100 0.00028 0.2 0.033 8 0.19 0.061 0.4 54 0 
2 2 100 0.00028 0.2 0.033 8 0.19 0.061 0.4 54 0 
3 11 100 0.00028 0.2 0.033 8 0.19 0.061 0.4 63 0 
4 12 100 0.00028 0.2 0.033 8 0.19 0.061 0.4 63 0 
 
Table B.4: 4M10B fast exciter data 
Mac # KA TA 
1 200 0.1 
2 200 0.1 
3 200 0.1 
4 200 0.1 
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APPENDIX C 10 MACHINE 39 BUS 
The data for the 10 machine 39 bus system was obtained from [62]. Figure C.1 shows the 
one-line diagram for the 10 machine 39 bus system. The bus and line data are listed in Tables 
C.1 and C.2. 
 
Figure C.1: 10M39B one-line diagram 
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Table C.1: 10M39B bus data 
Bus # V [pu] θ⁰ PG [pu] QG [pu] PL [pu] QL [pu] G shunt B shunt Bus Type 
1 1.05 -12.65 0 0 0 0 0 0 PQ 
2 1.05 -9.35 0 0 0 0 0 0 PQ 
3 1.03 -11.73 0 0 3.220 0.024 0 0 PQ 
4 1.00 -11.93 0 0 5.000 1.840 0 0 PQ 
5 1.00 -10.58 0 0 0 0 0 0 PQ 
6 1.01 -9.79 0 0 0 0 0 0 PQ 
7 0.99 -12.19 0 0 2.338 0.840 0 0 PQ 
8 0.99 -12.79 0 0 5.220 1.760 0 0 PQ 
9 1.03 -13.96 0 0 0 0 0 0 PQ 
10 1.02 -7.23 0 0 0 0 0 0 PQ 
11 1.01 -8.10 0 0 0 0 0 0 PQ 
12 1.00 -8.11 0 0 0.075 0.880 0 0 PQ 
13 1.01 -8.01 0 0 0 0 0 0 PQ 
14 1.01 -9.83 0 0 0 0 0 0 PQ 
15 1.01 -10.24 0 0 3.200 1.530 0 0 PQ 
16 1.03 -8.83 0 0 3.290 0.323 0 0 PQ 
17 1.03 -10.55 0 0 0 0 0 0 PQ 
18 1.03 -11.42 0 0 1.580 0.300 0 0 PQ 
19 1.05 -3.04 0 0 0 0 0 0 PQ 
20 0.99 -4.10 0 0 6.280 1.030 0 0 PQ 
21 1.03 -6.22 0 0 2.740 1.150 0 0 PQ 
22 1.05 -1.56 0 0 0 0 0 0 PQ 
23 1.04 -1.88 0 0 2.475 0.846 0 0 PQ 
24 1.04 -8.67 0 0 3.086 -0.922 0 0 PQ 
25 1.06 -8.40 0 0 2.240 0.472 0 0 PQ 
26 1.05 -11.09 0 0 1.390 0.170 0 0 PQ 
27 1.04 -12.00 0 0 2.810 0.755 0 0 PQ 
28 1.06 -10.39 0 0 2.060 0.276 0 0 PQ 
29 1.05 -8.54 0 0 2.835 0.269 0 0 PQ 
30 1.05 -6.45 3 1.38 0 0 0 0 PV 
31 0.98 0.00 6.37 2.26 0.092 0.046 0 0 Slack 
32 0.98 1.40 7 2.22 0 0 0 0 PV 
33 1.00 2.75 7 1.21 0 0 0 0 PV 
34 1.01 1.01 5 1.69 0 0 0 0 PV 
35 1.05 3.79 7 2.23 0 0 0 0 PV 
36 1.06 5.84 5.5 1.03 0 0 0 0 PV 
37 1.03 -1.48 5.5 0.07 0 0 0 0 PV 
38 1.03 -3.45 6 -0.20 0 0 0 0 PV 
39 1.03 -14.65 9 0.99 11.040 2.500 0 0 PV 
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Table C.2: 10M39B line data 
From Bus To Bus R [pu] X [pu] B [pu] Tap Ratio 
1 2 0.0035 0.0411 0.6987 0 
1 39 0.0010 0.0250 0.7500 0 
2 3 0.0013 0.0151 0.2572 0 
2 25 0.0070 0.0086 0.1460 0 
3 4 0.0013 0.0213 0.2214 0 
3 18 0.0011 0.0133 0.2138 0 
4 5 0.0008 0.0128 0.1342 0 
4 14 0.0008 0.0129 0.1382 0 
5 6 0.0002 0.0026 0.0434 0 
5 8 0.0008 0.0112 0.1476 0 
6 7 0.0006 0.0092 0.1130 0 
6 11 0.0007 0.0082 0.1389 0 
7 8 0.0004 0.0046 0.0780 0 
8 9 0.0023 0.0363 0.3804 0 
9 39 0.0010 0.0250 1.2000 0 
10 11 0.0004 0.0043 0.0729 0 
10 13 0.0004 0.0043 0.0729 0 
13 14 0.0009 0.0101 0.1723 0 
14 15 0.0018 0.0217 0.3660 0 
15 16 0.0009 0.0094 0.1710 0 
16 17 0.0007 0.0089 0.1342 0 
16 19 0.0016 0.0195 0.3040 0 
16 21 0.0008 0.0135 0.2548 0 
16 24 0.0003 0.0059 0.0680 0 
17 18 0.0007 0.0082 0.1319 0 
17 27 0.0013 0.0173 0.3216 0 
21 22 0.0008 0.0140 0.2565 0 
22 23 0.0006 0.0096 0.1846 0 
23 24 0.0022 0.0350 0.3610 0 
25 26 0.0032 0.0323 0.5130 0 
26 27 0.0014 0.0147 0.2396 0 
26 28 0.0043 0.0474 0.7802 0 
26 29 0.0057 0.0625 1.0290 0 
28 29 0.0014 0.0151 0.2490 0 
12 11 0.0016 0.0435 0 1.0060 
12 13 0.0016 0.0435 0 1.0060 
6 31 0 0.0250 0 1.0700 
10 32 0 0.0200 0 1.0700 
19 33 0.0007 0.0142 0 1.0700 
20 34 0.0009 0.0180 0 1.0090 
22 35 0 0.0143 0 1.0250 
23 36 0.0005 0.0272 0 1.0000 
25 37 0.0006 0.0232 0 1.0250 
2 30 0 0.0181 0 1.0250 
29 38 0.0008 0.0156 0 1.0250 
19 20 0.0007 0.0138 0 1.0600 
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The machine parameters are listed in Table C.3. The IEEE Type-1 exciter model was 
used for the line outage screening simulations and is listed in Table C.4. The PSS placement 
simulations were done with the fast exciter model instead of the IEEE Type-1 exciter model. The 
parameters of the fast exciter model are listed in Table C.5. The steam turbine model was used 
for the line outage screening simulations. The parameters of the steam turbine model are listed in 
Table C.6. 
Table C.3: 10M39B two-axis machine data 
Mac # Bus # Base MVA RS Xd X'd T'do Xq X'q T'qo H D 
1 30 100 0 0.1000 0.0310 10.200 0.0690 0.0080 0.500 42.0 0 
2 31 100 0 0.2950 0.0697 6.560 0.2820 0.1700 1.500 30.3 0 
3 32 100 0 0.2495 0.0531 5.700 0.2370 0.0876 1.500 35.8 0 
4 33 100 0 0.2620 0.0436 5.690 0.2580 0.1660 1.500 28.6 0 
5 34 100 0 0.6700 0.1320 5.400 0.6200 0.1660 0.440 26.0 0 
6 35 100 0 0.2540 0.0500 7.300 0.2410 0.0814 0.400 34.8 0 
7 36 100 0 0.2950 0.0490 5.660 0.2920 0.1860 1.500 26.4 0 
8 37 100 0 0.2900 0.0570 6.700 0.2800 0.0911 0.410 24.3 0 
9 38 100 0 0.2106 0.0570 4.790 0.2050 0.0587 1.960 34.5 0 
10 39 100 0 0.0200 0.0060 7.000 0.0190 0.0080 0.700 500.0 0 
 
Table C.4: 10M39B IEEE Type-I exciter data 
Mac # KA TA KE TE E1 S(E1) E2 S(E2) KF TF 
1 5.0 0.06 -0.0485 0.250 1 0.00632 2 0.01712 0.0400 1.000 
2 6.2 0.05 -0.6330 0.405 1 0.36997 2 0.49159 0.0570 0.500 
3 5.0 0.06 -0.0198 0.500 1 0.02490 2 0.08529 0.0800 1.000 
4 5.0 0.06 -0.0525 0.500 1 0.00553 2 0.02311 0.0800 1.000 
5 40.0 0.02 1.0000 0.785 1 0.00023 2 0.00160 0.0300 1.000 
6 5.0 0.02 -0.0419 0.471 1 0.00333 2 0.01044 0.0754 1.246 
7 40.0 0.02 1.0000 0.730 1 0.27837 2 0.39796 0.0300 1.000 
8 5.0 0.02 -0.0470 0.528 1 0.00432 2 0.01561 0.0854 1.260 
9 40.0 0.02 1.0000 1.400 1 0.30053 2 0.37536 0.0300 1.000 
10 5.0 0.06 -0.0485 0.250 1 0.00632 2 0.01712 0.0400 1.000 
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Table C.5: 10M39B fast exciter data 
Mac # KA TA 
1 12 0.02 
2 12 0.02 
3 12 0.02 
4 12 0.02 
5 12 0.02 
6 12 0.02 
7 12 0.02 
8 12 0.02 
9 12 0.02 
10 12 0.02 
 
Table C.6: 10M39B steam turbine governor data 
Mac # 1/R TSV TCH 
1 20 0.2 0.4 
2 20 0.2 0.4 
3 20 0.2 0.4 
4 20 0.2 0.4 
5 20 0.2 0.4 
6 20 0.2 0.4 
7 20 0.2 0.4 
8 20 0.2 0.4 
9 20 0.2 0.4 
10 20 0.2 0.4 
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