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CLASSIFICATION OF ONE-DIMENSIONAL SUPERATTRACTING GERMS
IN POSITIVE CHARACTERISTIC
MATTEO RUGGIERO
Abstract
We give a classification of superattracting germs in dimension 1 over a
complete normed algebraically closed field K of positive characteristic up
to conjugacy. In particular we show that formal and analytic classifications
coincide for these germs. We also give a higher dimensional version of some
of these results.
Introduction
Recent interest arose in understanding the local dynamics of analytic germs f : (KN , 0) →
(KN , 0) over a (complete normed) field K of positive characteristic. One of the first works in this
direction is given by [HY83], where the authors deal with some problems of small divisors and
resonances in the non-archimedean setting, in particular for analytic germs f : (K, 0) → (K, 0)
with |f ′(0)| = 1. If the characteristic of K is zero, the authors show that f is always analytically
linearizable, as far as λ := f ′(0) is not a root of unity. This result does not hold in positive
characteristic, the problem due to the presence of small divisors, that gives an obstruction to the
convergence of the formal conjugacy between f and its linear part x 7→ λx (see [Lin04]).
In this paper, we are concerned with superattracting germs, characterized by the property
that the differential df0 at 0 is nilpotent.
In dimension one, any superattracting germ can be written under the form f(x) = Cxd(1 +
ε(x)) with C 6= 0, d ≥ 2 and ε(0) = 0. When K is the field of complex numbers endowed with
the standard euclidean norm, a classical result by Bo¨ttcher [Bo¨t04] states that f is analytically
conjugate to the map x 7→ xd. This result still holds for superattracting germs f : (K, 0)→ (K, 0)
over any field K of characteristic zero, endowed with any (archimedean or non-archimedean)
complete norm, provided that d−1
√
C ∈ K.
Bo¨ttcher theorem also holds over fields K of characteristic p > 0 when d and p are coprime.
However it does not hold when p divides d.
Consider for example the germs F (x) = xp (called the Frobenius automorphism) and f(x) =
xp(1 + x). Since F ′(x) ≡ 0 while f ′(x) = xp, these two germs cannot be conjugate one to the
other.
Since any germ f whose derivative is identically zero can be factorized through the Frobenius
automorphism, there exists a unique m ∈ N for which f = g ◦ Fm, where g : (K, 0) → (K, 0)
satisfies g′ 6≡ 0. Set d = ord0(g) and r0 = 1 + ord0(g′) − d, where ord0 denotes the order of
vanishing at 0. The numbers m, d and r0 are invariants of (formal) conjugacy. Notice that either
r0 = 0 (when p and d are coprime), or r0 > 0 is coprime to p (and p divides d).
In this paper, we provide the formal and analytic classification of superattracting germs in
dimension one, over any algebraically closed field K of positive characteristic.
Theorem A. Let K be an algebraically closed field of characteristic p > 0. Let f : (K, 0) →
(K, 0) be a superattracting germ. Then f is formally conjugate to a map f˜ : (K, 0) → (K, 0) of
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the form
(1) f˜(x) = xdp
m
(
a
(
xp
m+1)
+ bxr0p
m
)
,
where:
• m ∈ N, d ∈ N∗ and dpm ≥ 2,
• either r0 = 0, or r0 is coprime to p when p divides d,
• b 6= 0, and a ∈ K[z] is a polynomial of degree < r0/(p− 1),
• when r = 0, then a ≡ 0 and b = 1,
• when r > 0, then a(0) = 1 and b is uniquely determined up to the multiplication by a root
of unity ζ such that ζdp
m
= ζ.
Theorem A does not provide a complete classification of superattracting germs in positive
characteristic, since the polynomial a is not uniquely determined. In Theorem 3.6 we shall
describe normal forms with the property that for any f there exists a finite number of such
normal forms conjugate to it.
Special cases of our main result were known to the experts. The case when d and p are
coprime can be proved as in the classical case of Bo¨ttcher’s theorem (see Theorem 4.1), and
Gardner Spencer in his thesis [GS11] gave a formal classification of superattracting germs when
m = 0 and d = p (see Remark 3.8).
When K is endowed with a (complete) norm, we show that analytic and formal conjugacy of
superattracting germs in dimension one coincide.
Theorem B. Let K be an algebraically closed field of positive characteristic, endowed with a
(complete) norm. Suppose two germs f, f˜ : (K, 0) → (K, 0) are formally conjugate. Then they
are analytically conjugate.
E´calle conjectured that formal and analytic classifications coincide for superattracting germs
f : (CN , 0)→ (CN , 0) over the complex numbers (with standard euclidean norm), in any dimen-
sion N ≥ 1. Hence Theorem B gives a positive answer to E´calle’s conjecture in our setting.
As an example of result that holds for superattracting germs over fields of positive characteristic
in higher dimensions, we give a sufficient condition for a superattracting germ to be conjugate to
a monomial map.
Theorem C. Let K be a complete normed (possibly non algebraically closed) field of characteristic
p > 0. Let f : (KN , 0)→ (KN , 0) be a superattracting germ of the form
(2) f(x) = CxD
(
1l + ε(x)
)
,
where x ∈ KN , C ∈ (K∗)N , D ∈ M(N ×N,N) and ε : (KN , 0)→ (KN , 0) with ε(0) = 0.
Suppose detD is coprime to p.
Then f is analytically conjugate to its leading monomial part
(3) f˜(x) = CxD.
Notice that in general a map of the form (2) will not be conjugate to a map of the form (3)
with C = (1, . . . , 1) =: 1l, not even when K is algebraically closed. Indeed, it is possible only
when 1 is not an eigenvalue for D (see Remark 7.1).
To read (2) and (3), we used the following notation. Write x = (x1, . . . , xN ) and D = (dji ).
Then we set xD =
(
(xD)1, . . . , (xD)N
)
, with
(xD)j =
N∏
i=1
(xi)d
j
i
The product between two vectors in KN is the product coordinate by coordinate: if C =
(C1, . . . , CN ), then Cx ∈ KN is defined by Cx = (C1x1, . . . , CNxN ).
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We now indicate how we prove our stated results. The proof of Theorem A has a combinatorial
flavour. Indeed, we need to solve the conjugacy relation Φ ◦ f = f˜ = Φ, where f is the given
germ, f˜ is the candidate normal form, and Φ is the unknown change of coordinates. We write f ,
f˜ and Φ in formal power series. The conjugacy relation induces an infinite number of relations
between the coefficients of such formal power series, where the unknowns are the coefficients of
Φ and f˜ . We solve these equations by induction, that is at some points quite intricate.
To prove Theorem B, we estimate the growth of the coefficients of a conjugacy Φ between f
and f˜ in the normal form given by Theorem A. The case when d and p are coprime is easy, and
can be dealt with classical arguments (similar to the classical proof of Bo¨ttcher’s theorem). When
p divides d, the combinatorics is much more delicate to deal with. In this case, we estimate the
growth rate of the coefficients of Φ by majorant series techniques, using the recursion formulae
derived in the proof of Theorem A.
For both these results, the main difficulties arise from the delicate combinatorics of the equa-
tions to solve, given by the positive characteristic setting.
The proof of Theorem C is analogous to the one working in the complex setting. We use part
of the techniques developed in [Rug13] to prove the result.
The paper is organized as follows. In the first section we fix some notations and recall a few
properties of non-archimedean norms over fields of positive characteristic. In the second section
we introduce the discrete invariants for superattracting germs in dimension one, and study their
behavior under composition and iteration. In the third section we state the formal classification
Theorem 3.6 of superattracting germs in dimension one. We also give some remarks, deduce
Theorem A, and give some restrictions on the invariants of superattracting germs given by the
action at infinity of a polynomial in K. In the fourth section we give the analytic classification
of superattracting germs when d and p are coprime. In the fifth section we prove Theorem 3.6,
and in the sixth section we prove Theorem B. In the seventh (and last) section, we conclude by
proving Theorem C, and by giving some remarks and open questions on the local classification
of superattracting germs in higher dimensions over fields of positive characteristic.
1. Basics
In this section we recall a few properties for non-archimedean norms. For the whole paper, all
norms will be complete.
Proposition 1.1. Let (an)n be a sequence in a any field K endowed with a non-archimedean
norm. Then ∏
n
(1 + an) converges⇐⇒
∑
n
an converges⇐⇒ an → 0.
We introduce here the p-adic valuation on integers, that will be very useful throughout the
whole paper.
Definition 1.2. Let p be a prime number, and n ∈ Z. The p-adic valuation νp is defined by
νp(n) = sup{k ∈ N | pk divides n} ∈ N ∪ {+∞}.
From now on, p will be always denote a prime number, equal to the characteristic of K.
Remark 1.3. Let b ∈ N be such that νp(b) = 0, i.e., p and b are coprime. Then (1 + x)1/b is a
well-defined analytic germ. Indeed, we can define
(4) (1 + x)1/b =
∞∑
n=0
(
1/b
n
)
xn,
where (
1/b
n
)
=
b−1 · (b−1 − 1) · · · (b−1 − n+ 1)
n!
=
(1− b) · · · (1− (n− 1)b)
n!bn
.
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Set bk = 1− bk. Notice that if νp(bk) = v, then νp(bk+h) < v for 0 < h < pv, and νp(bk+pv ) ≥ v.
It follows that
Card{k | 0 ≤ k < n, νp(bk) ≥ v} ≥
⌊
n
pv
⌋
= Card{k | 0 ≤ k < n, νp(k + 1) ≥ v}.
Hence νp(b0 · · · bk−1) ≥ νp(n!) and
(
1/b
n
)
is a well defined element in K, of norm either 0 or 1.
Therefore (4) defines an analytic germ over K.
It follows that if ε : (Kd, 0) → (K, 0) is an analytic germ with ε(0) = 0, we can define
(1 + ε(x))a/b as an analytic germ (Kd, 0)→ K, as long as νp(a) ≥ νp(b).
We shall need the next proposition to study the convergence of formal power series.
Proposition 1.4. Let K be a normed field of characteristic p > 0. Let (εn)n be a sequence of r-
uples of formal power series in N variables. Let (Dn)n be a sequence of matrices in M(r × s,Q)
(with s ∈ N∗), with entries that are of the form a/b ∈ Q with νp(a) ≥ νp(b). Suppose
‖εn(x)Dn‖ → 0
for n→ +∞ and ‖x‖ small enough. Then
(5)
∞∏
n=0
(
1l + εn(x)
)Dn
< +∞
converges for ‖x‖ small enough.
Proof. First, notice that (5) is a vector expression. We can estimate each entry, and suppose
s = 1. Write Dn = (d
1
n, . . . , d
s
n), where d
j
n are the columns of Dn, and εn = (ε
1
n, . . . , ε
r
n). Then(
1l + εn
)Dn
=
r∏
j=1
(1 + εjn)
djn .
Since djn = a/b with νp(a) ≥ νp(b), then (1 + εjn)d
j
n is well defined for any j (see Remark 1.3).
The statement then follows by Proposition 1.1. 
A special role among superattracting germs in dimension one is played by the Frobenius au-
tomorphism F (x) = xp. The next proposition shows what happens if we conjugate a germ Ψ by
F .
Proposition 1.5. Let Ψ ∈ K[[x]] be any formal power series. Then there exists a formal power
series TΨ ∈ K[[x]] such that
F ◦Ψ = TΨ ◦ F,
where F denotes the Frobenius automorphism.
Suppose Φ = TΨ and there exists M > 0 such that |Φ(x)| ≤M |x|. Then |Ψ(x)| ≤M1/p |x|.
Proof. The operator T : K[[x]]→ K[[x]] is defined by
(6) T
(∑
n
ψnx
n
)
:=
∑
n
ψpnx
n.
All stated properties can be easily verified. 
2. Discrete invariants
In this section we shall describe all the discrete invariants for the classification of one dimen-
sional superattracting germs up to (formal) conjugacy, over an algebraically closed field K of
characteristic p > 0.
Definition 2.1. Let f(x) =
∑
n fnx
n ∈ K[[x]] a (non-constant) formal power series. We set
m(f) := min{νp(n) | n ∈ N, fn 6= 0} ∈ N.
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Notice that m = m(f) if and only if there exists g ∈ K[[y]] such that g′(y) 6≡ 0 and f = g ◦Fm.
The number m is an invariant of conjugacy. Indeed, pm is the inseparable degree of K[[x]]/(f)
over K. It can also be shown by an easy computation.
Proposition 2.2. Let f : (K, 0)→ (K, 0) be a superattracting germ. Let m(f) ∈ N be defined as
in Definition 2.1. If f˜ is formally conjugate to f , then m(f˜) = m(f).
Proof. Write
f = g ◦ Fm, f˜ = g˜ ◦ F m˜,
with g′, g˜′ 6≡ 0.
Let Φ ∈ K[[x]] be the conjugacy between f and f˜ , and denote by Ψ ∈ K[[x]] its inverse. Hence
f˜ = Φ ◦ f ◦Ψ. It follows that
f˜ = Φ ◦ g ◦ Fm ◦Ψ = Φ ◦ g ◦ TmΨ ◦ Fm.
Hence m˜ ≥ m. By switching the role of f and f˜ , we get the opposite inequality m ≥ m˜, and
hence m = m˜ is an invariant of conjugacy. 
Definition 2.3. Let g(y) =
∑
n gny
n ∈ K[[y]] be a formal power series with g′ 6≡ 0. We set
d(g) = ord0(g) := min{n | gn 6= 0} ∈ N
the order of vanishing of g at 0. If f = g ◦ Fm, we set d(f) := d(g).
Notice that ord0(f) = dp
m, hence d is an invariant of conjugacy.
Definition 2.4. Let g(y) = yd
∑
n εny
n ∈ K[[y]] be a formal power series with g′ 6≡ 0 and ε0 6= 0.
We define recursively the sequence r(g) = (ru)u∈N as following.
r0 := min{n ∈ N| νp(d+ n) = 0 and εn 6= 0},
ru := min{n ∈ N| νp(d+ n) = u and εn 6= 0} ∧ ru−1, for u ∈ N∗.
If f = g ◦ Fm, we set r(f) := r(g).
Notice that r0+d− 1 = ord0(g′), and ru is by definition a non-increasing sequence. Moreover,
ru = 0 for all u ≥ νp(d).
We shall show that the sequence r = r(f) is an invariant of conjugacy (see Lemma 5.3).
We conclude this section by studying how these discrete invariants behave under composition.
Theorem 2.5. Let f ′, f ′′ : (K, 0) → (K, 0) be two superattracting germs over an algebraically
closed field K of characteristic p > 0, and denote by f = f ′′ ◦ f ′ their composition. Set m =
m(f), d = d(f), r = r(f), m′ = m(f ′), d′ = d(f ′), r′ = r(f ′) and m′′ = m(f ′′), d′′ = d(f ′′), r′′ =
r(f ′′) given by Definitions 2.1, 2.3, 2.4. Set e = νp(d), e
′ = νp(d
′), e′′ = νp(d
′′). Then
m = m′ +m′′,
d = d′d′′,
e = e′ + e′′,
ru ≥ min{d′r′′k + pkr′h | 0 ≤ h ≤ e′, 0 ≤ k ≤ e′′, h+ k = u} for 0 ≤ u ≤ e.(7)
In the last relation, the equality holds in any of the following cases:
• the minimum is attained only for a unique choice of (h, k) with h+ k = u;
• for u = 0, u = e;
• for a generic choice of f ′, f ′′.
Proof. Write f ′ = g′◦Fm′ and f ′′ = g′′◦Fm′′ where the derivatives of g′ and g′′ are not identically
zero, and F is the Frobenius automorphism. Then
f ′′ ◦ f ′ = g′′ ◦ Fm′′ ◦ g′ ◦ Fm′ = g′′ ◦ Tm′′g′ ◦ Fm′+m′′ ,
where T is the operator defined by (6). By direct computation, the derivative of g′′ ◦ Tm′′g′ is
not identically 0, and m = m′ +m′′.
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Now, since pmd = ord0(f) is the order of vanishing of f at 0, and analogously for f
′ and f ′′,
we infer pmd = pm
′
d′pm
′′
d′′, and hence d = d′d′′. The relation e = e′ + e′′ directly follows.
We now prove the the relation (7). Notice that if r′′k = r
′′
k−1 for some k ≥ 1, then d′r′′k+pkr′h >
d′r′′k−1 + p
k−1r′h ≥ d′r′′k−1 + pk−1r′h+1 for any h < e′, and the minimum in (7) is not attained by
the values (k, h). Analogously if r′h = r
′
h−1 for some h ≥ 1.
It follows that without loss of generality, we can suppose that r′ and r′′ are strictly decreasing
sequences, or equivalently that νp(r
′
h) ∧ e′ = h, and νp(r′′k ) ∧ e′′ = k. Set
Tm
′′
g′(y) = yd
′
a(y)︷ ︸︸ ︷∑
n
any
n, g′′(z) = zd
′′
∑
n
bnz
n.
By the definition of r′ and r′′, we have:
• an = 0 for any n < r′h, 0 ≤ h < e′, h = νp(n), and analogously bn = 0 for any n < r′′k ,
0 ≤ k < e′′, k = νp(n);
• ar′
h
6= 0 for any 0 ≤ h ≤ e′, and analogously br′′
k
6= 0 for any 0 ≤ k ≤ e′′.
We now want to study g′′ ◦ Tm′′g′(y) and its formal power series expansion. We get
g′′ ◦ Tm′′g′(y) =
∑
j
bjy
d′(d′′+j)
(
a(y)
)d′′+j
.
For any k = 0, . . . , e′′, set
ε(k)(y) :=
∑
j,νp(j)∧e′′=k
bjy
d′j
(
a(y)
)d′′+j
.
The key of the proof of (7) is given by the next lemma.
Lemma 2.6. Let 0 ≤ k ≤ e′′. Then we have
(8) ε(k)(y) = br′′
k
yd
′r′′k
(
d′′ + r′′k
pk
) e′∑
h=0
(
ap
k
r′h
yp
kr′h + ok+h(yp
kr′h)
)
,
where ok+h(yp
kr′h) denotes a suitable formal power series on yp
k+h
whose order or vanishing at
0 (with respect to y) is > pkr′h.
Proof. We need to compute (a(y))d
′′+j for any j with νp(j) ∧ e′′ = k. If j < r′′k , then bj = 0.
Consider now j = r′′k . Notice that we also have νp(d
′′ + r′′k ) = k. In this case we have
(9)
(
a(y))d
′′+r′′k =
(
T ka(yp
k
)
)(d′′+r′′k )/pk .
Notice that νp
(d′′+r′′k
pk
)
= 0. The smallest degree that appear (9) of the form ynp
k
with νp(n)∧e′ =
h is given by
d′′ + r′′k
pk
ap
k
r′h
yp
kr′h .
Hence we get an equation on the form (8) when we consider j ≤ r′′k in the sum defining ε(k).
We conclude by noticing that if j > r′′k , then d
′j > d′r′′k , and the orders that appear for j > r
′′
k
are higher than the one got for j = r′′k . 
We now conclude the proof of Theorem 2.5.
First, notice that g′′ ◦ Tm′′g′(y) = yd∑e′′k=0 ε(k)(y). Hence, by Lemma 2.6 we get
(10) ru ≥ ord0
( ∑
k+h=u
d′′ + r′′k
pk
br′′k a
pk
r′h
yd
′r′′k+p
kr′h
)
≥ min
h+k=u
{d′r′′k + pkr′h},
that gives us (7). Notice that the coefficients in the sum of (10) are all different from zero. For
the properties of valuations, we have equalities in (10) when there is only one (h, k) for which
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the minimum is attained. In particular, this is always verified for u = 0 (in this case h = k = 0),
or u = e (in this case h = e′, k = e′′, end re = 0).
More generally, suppose the minimum is attained for (h, k) ∈ E for a suitable set of choices
E. Then we have equalities when ∑
(h,k)∈E
br′′k a
pk
r′h
6= 0.

Remark 2.7. In the notations of Theorem 2.5, suppose that r′ = r(f ′) is a strictly decreasing
sequence. Then we have that r = r(f ′′ ◦f ′) is (generically) a strictly decreasing sequence. Indeed,
since r′h < rh−1, we have d
′r′′k + p
kr′h < d
′r′′k + p
kr′h−1. It follows that for generic f
′ and f ′′ we
have
ru(f
′′ ◦ f ′) = min
h+k=u
{d′r′′k + pkr′h} < min
h+k=u−1
{d′r′′k + pkr′h} = ru−1(f ′′ ◦ f ′)
for any u = 0, . . . , e.
Applying Theorem 2.5 to the iterates of a superattracting germ, we get by induction the
following corollary.
Corollary 2.8. Let f : (K, 0) → (K, 0) be a superattracting germ over an algebraically closed
field K of characteristic p > 0. Let m = m(f), d = d(f), r = r(f) be given by Definitions 2.1,
2.3, 2.4, and set e = νp(d). Then
m(fn) = nm,
d(fn) = dn,
e(fn) = ne,
r0(f
n) =
{
r0
dn−1
d−1 if e ≥ 1,
0 if e = 0.
3. Normal forms
In this section we describe the normal forms obtained, and state our main result.
We first need a few definitions and preparatory lemmas.
Definition 3.1. Let e ∈ N, and let r = (r0, . . . , re) (given by Definition 2.4 as r = r(f) for a
suitable f) be a non-increasing sequence with re = 0. For any n ∈ N and 0 ≤ k ≤ e, we set
Jk(n) :=
{
n−rk
pk
if k ≤ νp(n) and n > rk,
0 otherwise;
J (n) :=max{Jk(n), 0 ≤ k ≤ e}.
Remark 3.2. Notice that if rk < rk−1 (for k < e), by construction νp(rk) = k, and Jk(n) ∈ N
for any n. If rk = rk−1, then we could have Jk(n) ∈ Q \ N. Nevertheless, in this case we have
Jk(n) = n− rk
pk
=
n− rk−1
pk
<
n− rk−1
pk−1
= Jk−1(n).
It follows that J (n) is always an integer.
Lemma 3.3. The set {n | J (n) = j} is non-empty for any j ∈ N.
Proof. It is straightforward to show that
N ′(j) := min
k
{rk + pkj}
satisfies J (N ′(j)) = j. 
Lemma 3.4. The map J defined in Definition 3.1 satisfies the following properties.
(i) {n | J (n) = 0} = {n ∈ N | νp(n) = u < e, n ≤ ru} ∪ {0}.
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(ii) If J (n) < r0/(p− 1), then n < pr0/(p− 1).
(iii) For any j ≥ r0/(p− 1), we have {n | J (n) = j} = {r0 + j}.
Proof. The first property is straightforward.
Suppose n ≥ pr0/(p− 1), or equivalently n/p ≤ n− r0. Then for any k ≥ 1 we have
Jk(n) = n− rk
pk
≤ n
p
≤ n− r0 = J0(n).
Hence J (n) = J0(n) = n− r0 ≥ r0/(p− 1).
Suppose now n < pr0/(p− 1). Then for any k ≥ 1 we have
Jk(n) = n− rk
pk
≤ n
p
<
r0
p− 1 .
The statement follows. 
Remark 3.5. Lemma 3.4 can be easily improved. Indeed one can show that the property stated
in (iii) holds for any j so that
j ≥ max
k≥1
r0 − rk
pk − 1 .
We are now able to state the classification result.
Theorem 3.6. Let K be an algebraically closed field of characteristic p > 0. Let f : (K, 0) →
(K, 0) be a superattracting germ. Set m = m(f), d = d(f), r = r(f) as in Definitions 2.1, 2.3,
2.4. Set e = νp(d), and denote by J the map introduced in Definition 3.1.
For any 0 < j < r0/(p− 1), pick N(j) such that J (N(j)) = j.
Then f is conjugate to a germ of the form:
(11) f˜(x) =
(
xp
m)d
a
(
xp
m)
,
where either e = 0 and a ≡ 1, or a ∈ K[y] is a polynomial of degree < pr0/(p− 1). In the latter
case, write a under the form
a(y) =
∑
0≤n<pr0/(p−1)
any
n.
Then a also satisfies the following conditions.
(i) We have are = a0 = 1.
(ii) For any 0 ≤ u < e, n < ru with νp(n) = u, then an = 0.
(iii) For any 0 ≤ u < e, then aru 6= 0.
(iv) For any 0 < j < r0/(p− 1), aN(j) = 0.
Finally, there exist only finitely many germs of the form (11) satisfying all conditions (i–iv)
that are conjugate to f .
Remark 3.7. Let f : (K, 0) → (K, 0) be a superattracting germ written as in the statement of
Theorem 3.6. When νp(d) = 0, we get the classical Bo¨ttcher normal forms f˜(x) = x
pmd (see
[Ste57, RR88, Ber06]). This case was already known by experts, see Theorem 4.1 for a direct
proof.
Remark 3.8. The normal forms provided by Theorem 3.6 depend on the choice of N(j) for
0 < j < r0/(p − 1). Suppose we pick N(j) = N ′(j) defined in Lemma 3.3. In the case when
νp(d) = 1, we get normal forms (11) with
a(y) = 1 +
∑
r≤n<pr0/(p−1)
νp(n)=0
any
n, ar 6= 0.
When m = 0 and d = p, these normal forms are the one proposed in [GS11].
To get Theorem A, we need to consider another choice forN(j), defined by used a non-standard
total order on N.
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Definition 3.9. We denote by  the total order on N given by the lexicographic order on
(νp(n) ∧ e, n).
Example 3.10. Suppose p = 3 and e = 2. Then the order  is given by
νp(n) = 0 : 1 ≺ 2 ≺ 4 ≺ 5 ≺ 7 ≺ 8 ≺ · · ·
νp(n) = 1 : ≺ 3 ≺ 6 ≺ 12 ≺ 15 ≺ 21 ≺ 24 ≺ · · ·
νp(n) ≥ 2 : ≺ 0 ≺ 9 ≺ 18 ≺ 27 ≺ 36 ≺ 45 ≺ 54 ≺ 63 ≺ · · ·
Remark 3.11. Let J be given by Definition 3.1, and set
N ′′(j) := min{n | J (n) = j}.
Notice that if νp(j + r0) = 0, then N
′′(j) = j + r0.
By picking N(j) = N ′′(j) in Theorem 3.6, we get a normal form (11) with a(y) =
∑
n any
n
satisfying the condition an = 0 for any n 6= r0, νp(n) = 0. In particular, we get Theorem A.
In the special case when νp(d) = 1, we get normal forms (11) with
a(y) = ar0y
r0 +
∑
0≤s<r0/(p−1)
νp(s+r0)=0
apsy
ps, a0 = 1, ar0 6= 0.
Example 3.12. As an example of what one can get in general, let us consider the following
situation: p = 3, νp(d) = 2, r = (19, 12, 0). The following table summarizes the values of J (n)
for n < 30.
n 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27 28 29
J0(n) × 1 2 3 4 5 6 7 8 9 10
J1(n) × 1 2 3 4 5
J2(n) × 1 2 3
J (n) × 1 × 1 2 × 1 3 3 4 5 6 7 8 9 10
The × are associated to numbers n so that ru = n for some u. Here we get
{n | J (n) = j} =

{9, 15, 20} if j = 1,
{18} if j = 2,
{21, 22} if j = 3,
{j + 19} if j ≥ 4.
The case j ≥ 4 follows directly by Remark 3.5, since
max
{
r0 − r1
p− 1 ,
r0 − r2
p2 − 1
}
= max{3.5, 2.375} = 3.5.
Here by taking for example m = 0, d = 32 · 2 = 18, N(1) = 15 and N(3) = 21, for m = 0 we get
normal forms
f˜(x) = x18(1 + a9x
9 + a12x
12 + a19x
19 + a20x
20 + a22x
22).
We conclude this section by noticing that (unlike the case of characteristic zero) not all normal
forms can be obtained as the action at infinity of polynomial mappings.
Corollary 3.13. Let P ∈ K[z] be a polynomial of degree ≥ 2. Denote by f the superattracting
germ obtained by considering the action of P at ∞ ∈ P1
K
. Set d = d(f) and r = r(f) given as in
Definitions 2.3 and 2.4. Then r0 ≤ d.
Proof. Write P = Q ◦ Fm, where Q ∈ K[w] is such that Q′ 6≡ 0, and F is the Frobenius
automorphism. Write Q(w) = wd − b1wd−1 − . . . − bd. Then in the local coordinates x = 1/z,
the germ f is equal to
(12) P (x) = xp
md
(
1−
d∑
n=1
bnx
npm
)−1
.
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From this formula, it can be easily verified that
r0 = min{1 ≤ n ≤ d | bn 6= 0, νp(n) = 0}.
In particular r0 ≤ d. 
In view of Corollary 3.13, one can ask the following question.
Question 3.14. Let f : (K, 0) → (K, 0) be a superattracting germ in normal form (11). Set
d = d(f) and r = r(f) given as in Definitions 2.3 and 2.4. Suppose r0 < d. Can f be obtained
as the action at infinity of a polynomial mapping P ∈ K[z]?
It can be easily shown that the answer to this question is positive at least when deg a ≤ d in
(11), so in particular when r0 ≤ d(1− 1/p).
4. Analytic normal forms when d and p are coprime
In this section, we prove Theorem 3.6 and its analytic counterpart when νp(d) = 0.
Theorem 4.1. Let K be a complete normed algebraic closed field of characteristic p > 0. Let
f : (K, 0)→ (K, 0) be a superattracting germ. Set m = m(f) and d = d(f) as in Definitions 2.1
and 2.3, and assume that d and p are coprime.
Then f is analytically conjugate to the germ
(13) x 7→ (xpm)d.
Proof. Set y = xp
m
, and
(14) f(x) = g(y) = Cyd(1 + ε(y)),
with C 6= 0 and ε : (K, 0)→ (K, 0) an analytic germ with ε(0) = 0.
We want to find a conjugacy between f and f˜(x) = C(xp
m
)d = Cyd.
Up to linear conjugacy, we can suppose:
• |C| < 1, and there exists 0 < α < 1 such that |g(y)| ≤ α |y| for |y| ≤ 1;
•
∣∣∣ dεdy (0)∣∣∣ < 1, and there exists 0 < β < 1 such that |ε(y)| ≤ β |y| for |y| ≤ 1.
Let us consider a local diffeomorphism of the form
Φ(x) = xφ(x),
with φ(0) = 1.
Considering the conjugacy relation Φ ◦ f = f˜ ◦ Φ, we get
Φ ◦ f(x) = Cyd(1 + ε(y))φ ◦ g(y)
f˜ ◦ Φ(x) = Cyd(φ(x))dpm = Cyd(Tmφ(y))d,
where T is the operator defined by (6). In particular we have to solve
(15)
(
1 + ε(y)
)
φ ◦ g(y) = (Tmφ(y))d.
A solution to this equation is given by the formal product
(16) φ(y) =
∞∏
n=0
(
1 + ε(n)(y)
)d−n−1
,
where ε(n) : (K, 0)→ (K, 0) are analytic germs satisfying the relations
(17) Tmε(0) = ε, Tmε(n+1) = ε(n) ◦ g for n ≥ 0.
Notice that the single factor
(
1 + ε(n)(y)
)d−n−1
is well defined, since the equations in (17) have
always solutions, and d and p are coprime (see Remark 1.3).
Let us now show that the formal product converges, thus defining an analytic change of
coordinates.
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Proceeding by induction on n, when m = 0 we infer∣∣∣ε(n)(y)∣∣∣ ≤ βαn |y|
when |y| ≪ 1. When m > 0, we get ∣∣∣ε(n)(y)∣∣∣ ≤Mγn |y| ,
where
M =
(
α(1−p
−m)−1β
)p−m
, γ = βp
−m
< 1.
In both cases, d−n
∣∣ε(n)(y)∣∣ → 0 when n → +∞ for |y| ≪ 1. By Proposition 1.4, the product in
(16) converges for |y| small enough.
Hence f and f˜ : x 7→ Cxpmd are analytically conjugate. Up to a linear change of coordinates,
we can now get C = 1. 
5. Proof of Theorem 3.6
This section is completely devoted to the proof of Theorem 3.6.
Write f under the form g ◦ Fm, where
g(y) = yd
(
1 + ε(y)
)
, 1 + ε(y) =
∞∑
n=0
εny
n,
with
(i) ε0 = 1;
(ii) for any 0 ≤ u < e, n < ru with νp(n) = u, then εn = 0;
(iii) for any 0 ≤ u < e, then εru 6= 0.
Condition (i) can be achieved up to a linear change of coordinates, while conditions (ii–iii) follow
directly from the Definition 2.4 of r = r(f).
Let f˜ be another superattracting germ of the form f˜ = g˜ ◦ Fm, with
g˜(y) = yd
(
1 + ε˜(y)
)
, 1 + ε˜(y) =
∞∑
n=0
ε˜ny
n, ε˜0 = 1.
Consider a change of coordinates Φ ∈ K[[x]] of the form
Φ(x) = xφ(x), φ(x) =
∞∑
n=0
φnx
n, φ0 = 1.
Considering the conjugacy relation Φ ◦ f = f˜ ◦ Φ, we get
Φ ◦ f(x) = yd(1 + ε(y))φ(yd(1 + ε(y))),
f˜ ◦ Φ(x) = (xφ(x))dpm(1 + ε˜(xφ(x))) = yd(Tmφ(y))d(1 + ε˜(yTmφ(y))),
where the operator T is defined by (6). In particular we have to solve
(18)
(
1 + ε(y)
)
φ
(
yd
(
1 + ε(y)
))
=
(
Tmφ(y)
)d(
1 + ε˜
(
yTmφ(y)
))
.
We recall that the unknowns of this equation are φ and ε˜, while ε is the datum. We now develop
both sides of (18) in formal power series.
Denote by I(y) =
∑
n Iny
n and II(y) =
∑
n IIny
n the left hand side and right hand side of
(18). We first need a few elementary lemmas that will help the needed computations.
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Lemma 5.1. Let ψ(y) =
∑∞
n=0 ψny
n ∈ K[[y]] be a formal power series, and h ∈ N. Then(
ψ(y)
)h
=
∑
J∈Nh
ψJy
|J| =
∞∑
n=0
( ∑
J∈Nh, |J|=n
ψJ
)
yn,
where if J = (j1 . . . , jh), we set ψJ = ψj1 · · ·ψjh and |J | = j1 + · · ·+ jh.
Lemma 5.2. Let ψ(y) =
∑∞
n=0 ψny
n ∈ K[[y]] be a formal power series, h, n ∈ N such that
νp(h) > νp(n). Then
(19)
∑
J∈Nh
|J|=n
ψJ = 0.
Proof of Lemmas 5.1 and 5.2. The proof of the first lemma is trivial. To prove the second lemma,
it suffices to notice that the sum in (19) gives the term of degree n of ψh(y). Set k = νp(h).
Then ψh(y) = (T kψ(yp
k
))h/p
k
depends only on yp
k
, hence any term of degree n with νp(n) < k
is zero. 
We can now come back to the proof of Theorem 3.6. By expressing the left and right hand
sides of (18) in formal power series, and using Lemma 5.1 and Proposition 1.5, we get
I(y) =
(
1 + ε(y)
)
φ
(
yd(1 + ε(y))
)
=
∑
j
φjy
dj
(
1 + ε(y)
)j+1
=
∑
j
φjy
dj
∑
J∈Nj+1
εJy
|J|,
II(y) =
(
Tmφ(y)
)d(
1 + ε˜
(
yTmφ(y)
))
=
∑
i
ε˜iy
i
(
Tmφ(y)
)d+i
=
∑
j
ε˜iy
i
∑
I∈Nd+i
φp
m
I y
|I|.
Again by Lemma 5.1 we infer
(20) In =
∑
j≥0,J∈Nj+1
dj+|J|=n
φjεJ , IIn =
∑
i≥0,I∈Nd+i
i+|I|=n
ε˜iφ
pm
I .
To analyze the combinatorics of the equations In = IIn we need a few preliminary lemmas.
Lemma 5.3. The equations IIn = In for J (n) = 0 admit a unique solution ε˜n = εn. In
particular, we infer ε˜ru = εru for 0 ≤ u ≤ e, ε˜n = 0 otherwise, and the sequence r = (ru)u
introduced in Definition 2.4 is an invariant of conjugacy.
Proof. We proceed by induction on n such that J (n) = 0, with respect to the order . Recall
that by Lemma 3.4, we have
{n | J (n) = 0} = {n ∈ N | νp(n) = u < e, n ≤ ru} ∪ {0}.
For n = 0, the statement is trivial.
Suppose we proved the statement for any n′ ≺ n with J (n′) = 0. Consider the equation
In = IIn.
We first show In = εn. In the sum defining In in (20), we have the condition dj + |J | = n. In
particular |J | ≤ n < ru′ for any u′ < u.
Write J = (J0, . . . , Jj). If there exists h such that νp(Jh) < u, then by induction hypothesis
εJh = 0, hence εJ = 0.
Suppose now νp(Jh) ≥ u for any h. Since νp(d) = e > u = νp(n), we infer νp(n − dj) = u.
It follows that there exists h such that νp(Jh) = u. If Jh < n, by induction hypothesis εJh = 0,
hence εJ = 0. If Jh = n, then j = 0, and we get In = φ0εn = εn.
We now show that IIn = ε˜n, and conclude the proof.
Suppose νp(i) > u. Since νp(n) = u, by Lemma 5.2 we infer
∑
I∈Nd+i,|I|=n−i
φp
m
I = 0.
Suppose νp(i) ≤ u. We can suppose i  n. If i ≺ n, by induction hypothesis we get ε˜i = 0. If
i = n, then |I| = 0, and we get IIn = ε˜nφp
md
0 = ε˜n. 
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Lemma 5.4. For any n ∈ N, we have
IIn = ε˜n +
e∧u∑
k=0
(
d+ rk
pk
)
ε˜rkφ
pm+k
(n−rk)/pk
+
e∧u∑
k=0
Qk
(
φh, ε˜i
∣∣ h < (n− rk)/pk; νp(i) ∧ e = k, i < n),
where u = νp(n), and Qk denotes a suitable polynomial that depends on φ and ε˜ as indicated.
Here we set φj = 0 whenever j 6∈ N.
Proof. Set k = νp(i). For any k < e and i < rk, by Lemma 5.3 we get ε˜i = 0.
If u < e and k > u, then by Lemma 5.2 we get∑
J∈Nd+i
|J|=n−i
φp
m
J = 0,
and IIn does not depend on ε˜i.
Suppose k ≤ u ∧ e. Notice that ∑
J∈Nd+i
|J|=n−i
φp
m
J =
∑
H∈N(d+i)/p
k
|H|=(n−i)/pk
φp
m+k
H .
It follows that the highest order term that can appear in IIn depending on ε˜i with νp(i) = k ≤ u∧e
is obtained when i = rk, and given by
(21)
(
d+ rk
pk
)
ε˜rkφ
pm+k
(n−rk)/pk
.
Notice that d+rk
pk
ε˜rk 6= 0 for any 0 ≤ k ≤ u ∧ e, and d/pk = 0 as an element of K.
If u < e we are done. If u ≥ e, then ru = 0. It follows that the highest order term that appear
in IIn depending on ε˜i for ε˜i ≥ e is still given by (21) with k = e, and we are done. 
Lemma 5.5. For any n ∈ N, we have
In = δ
pe
d φn/pe + P
(
φj | j < (n− ru)/pu, u = νp(n) ∧ e
)
,
where δ denotes the Kronecker delta function, and P denotes a suitable polynomial that depends
on φ as indicated. Again, we set φj = 0 whenever j 6∈ N.
Proof. Consider the sum defining In in (20). The indices j and J have to satisfy dj + |J | = n,
hence
j ≤ n− |J |
d
.
Set u = νp(n), and suppose u < e. Then νp(|J |) = νp(n− dj) = u. Write J = (J0, . . . , Jj). Then
from νp(|J |) = u we infer that there exists h such that νp(Jh) ≤ u. It follows that either εJ = 0,
or |J | ≥ ru, and hence
j ≤ n− ru
d
<
n− ru
pu
,
since d > pu. Suppose now u ≥ e. We have
j ≤ n
d
≤ n− re
pe
.
The last inequality is strict unless d = pe. In this case the only non-zero term with j = n/pe
arises when J = (0, . . . , 0), and is given by ε
n/pe+1
0 φn/pe = φn/pe . 
We are now ready to prove Theorem 3.6, by solving the equation In = IIn for any n. We recall
that the unknowns are given by φj and ε˜i.
We proceed by recursion on j = J (n), as follows.
Lemma 5.3 provides the basis of the induction: for any n with J (n) = 0, we solve In = IIn
and infer ε˜n = εn.
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Suppose now that φh and ε˜i are defined for any h < j and J (i) < j. We shall solve the
equation In = IIn for all n such that J (n) = j, fixing the value of ε˜n for all such n and of φj .
We now claim that the equation In = IIn can be written under the form
(22) ε˜n +
∑
0≤k≤e
Jk(n)=j
(d+ rk
pk
ε˜rkφ
pm+k
j
)
− δped δjdn φj = Q
(
φh, ε˜i
∣∣ h < j; i < N(j)),
where Q is a suitable polynomial depending on φh and ε˜i as indicated.
Indeed, by Lemma 5.4 we have
IIn = ε˜n +
e∧νp(n)∑
k=0
d+ rk
pk
ε˜rkφ
pm+k
Jk(n)
+
e∧νp(n)∑
k=0
Qk
(
φh, ε˜i
∣∣ h < Jk(n); νp(i) ∧ e = k, i < n).
Notice that if Jk(n) < J (n) = j, then d+rkpk ε˜rkφp
m+k
Jk(n)
depends on φh with h < j. We now show
that if i is such that νp(i)∧ e = k and i < n, then J (i) < J (n). Notice that νp(i)∧ e ≤ νp(n)∧ e.
It follows that
J (i) ≤ max
k≤νp(n)∧e
i− rk
pk
< max
k≤νp(n)∧e
n− rk
pk
= J (n).
By Lemma 5.5
In = δ
pe
d φn/pe + P
(
φh | h < Ju∧e(n) ≤ J (n) = j
)
;
hence (22) holds.
We now come back to the resolution of In = IIn for any n with J (n) = j. The value of Q in
(22) is determined by induction hypothesis (for any such n).
For n = N(j) we solve the equation IN(j) = IIN(j) as follows. Set ε˜N(j) = 0. The left hand
side of (22) is a polynomial R(φj), of the form
R(z) =
∑
0≤k≤e
Jk(n)=j
Rkz
pm+k − δped δjdn z,
with Rk 6= 0 for any k. We need to check that if {k | Jk(n) = j} = {0}, then δp
e
d δ
jd
n = 0.
Suppose by contradiction that d = pe and n = jpe. Then Je(n) = j. If e > 0 we have a
contradiction. If e = 0, then d = p0 = 1, in contradiction with the fact that f is superattracting
and dpm ≥ 2. Hence the polynomial R is non-null, and we can find φj ∈ K that solves the
equation IN(j) = IIN(j).
For all n 6= N(j) with J (n) = j, from equation (22) we infer that there exists a (unique) ε˜n
solving the equation.
With this procedure, by Lemma 3.4, we get that ε˜n = 0 for:
• n = N(j) for all 0 < j < r0/(p− 1);
• n < ru, νp(n) = u, 0 ≤ u < e;
• n ≥ pr0/(p− 1).
Hence the map f˜(x) = ydε˜(y) provides a normal form (11) satisfying all conditions (i–iv), and
we are done.
Notice that the values of ε˜n for any n depend on the value of φj only for j < r0/(p−1). These
coefficients are uniquely determined up to a finite number of choices. The last assertion of the
statement follows.
Remark 5.6. Theorem 3.6, or similar results, hold over fields K with milder hypotheses than
being algebraically closed.
Let now K be any field of characteristic p > 0. It can be shown that if f : (K, 0)→ (K, 0) is a
superattracting germ with f ′ 6≡ 0 (or analogously m(f) = 0), then f admits a polynomial normal
form of degree ≤ d+ r0p/(p− 1). More generally, if m(f) > 0, and K is closed by taking pm-th
roots, f admits again a polynomial normal form of degree ≤ pm(d+ r0p/(p− 1)).
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Indeed, by Lemma 3.4.(iii) when n is strictly bigger than r0p/(p − 1) we have that J0(n) >
Jk(n) for any k > 0. Hence by (22) the equation In = IIn is of the form
ε˜n + r0ε˜r0φ
pm
n−r0 = Q
(
φh, ε˜i
∣∣ h < n− r0; i < n).
This equation can be solved setting ε˜n = 0 as far as we can take the p
m-th root of elements in K.
6. Formal and analytic classifications coincide
This section is devoted to proving Theorem B.
Let f : (K, 0) → (K, 0) be a superattracting germ, and set m = m(f), d = d(f), r0 = r0(f)
given by Definitions 2.1, 2.3, 2.4.
Suppose f˜ : (K, 0)→ (K, 0) is a superattracting germ formally conjugate to f , and let Φ(x) =
x
∑
n φnx
n be the formal conjugacy between f and f˜ . We may assume φ0 = 1.
We want to show that Φ converges. When νp(d) = 0, the assertion follows by Theorem 4.1.
Suppose νp(d) > 0, or equivalently r0 > 0. By Theorem 3.6, we can suppose that f is of the
form
f(x) = g(y) = Cyd
(
1 + ε(y)
)
,
where ε : (K, 0) → (K, 0) is a convergent power series with ε(0) = 0, and f˜ is given by the
truncation of f at a suitable order < pm
(
d+
⌊
r0p
p−1
⌋
+ 1
)
.
Write C
(
1 + ε(y)
)
=
∑
n εny
n. Up to linear conjugacy, we can suppose |εn| ≤ 1 for any n.
Recall that by definition, εr0 6= 0.
By the proof of Theorem 3.6 (see also Lemma 3.4), the conjugacy relation Φ◦f = f˜ ◦Φ implies
r0εr0φ
pm
n = In+r0 − II∗n+r0 ,
for any n big enough (n >
⌊
pr0
p−1
⌋
− r0). Here II∗n+r0 is defined as
(23) II∗n+r0 =
∑
i≥0,I∈Nd+i
i+|I|=n+r0
(i,I) 6∈I
ε˜iφ
pm
I ,
where I = {(r0, I) | I = (0, . . . , 0, n, 0, . . . , 0)}. Notice that for such big n, we have that In+r0
and II∗n+r0 depend on φj only for j < n.
We now show that the sequence φn grows at most exponentially fast, which implies the result.
Set
s0 :=
⌊
pr0
p− 1
⌋
+ 1− r0 ≥ 1, sh+1 := psh − r0.
Notice that the value of s0 we picked has the property that if n = pl−r0 ≥ s0, then n > l ≥ s0.
By solving the recurrence, we get
sh = s0p
h − r0 p
h − 1
p− 1 .
The difference kh := sh+1 − sh is given by
kh = p
h(s0(p− 1)− r0).
Notice that s0(p − 1) > r0p − r0(p − 1) = r0, hence kh ≥ ph ≥ 1 for any h. Let γ > 1 be such
that |φn| ≤ γn for n ≤ s0.
Set η := −p−m logγ |εr0 | ≥ 0, and
th+1 := pth + η, t0 := s0.
We shall show that
|φn| ≤ γs0+c(n−s0) for any n ≥ s0, c := s0(p− 1) + η
s0(p− 1)− r0 > 1.
Up to increasing γ, we assume η < c− 1.
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More precisely, we show the following estimates.
Proposition 6.1. Let n ≥ s0, and h ∈ N, 0 ≤ k < kh be such that n = sh + k. Set
δh :=
c− 1− η
kh
, cn := ch,k := th + k(c− δh).
Then for any n ≥ s0 we have
|In+r0 | ≤ γcn−1 ,(24) ∣∣II∗n+r0 ∣∣ ≤ γpm(cn−η),(25)
|φn| ≤ γcn .(26)
Proof. We prove these estimates by induction on n.
Set cn = n when n ≤ s0. Notice that the sequence cn is (strictly) increasing. Possibly
increasing γ, we can suppose that the estimates hold for n ≤ s0, and get the basis of the
induction.
Suppose the estimates (24), (25) and (26) hold for any n′ < n, we want to prove them for n.
Since n ≥ s0, we have that In+r0 depends only on φj , j < n. It follows that |In+r0 | ≤ γcn−1,
and (24) holds.
To obtain the remaining two estimates, we need the following properties for the sequence (cn)n.
Lemma 6.2. For any n = sh + k ≥ s0 with 0 ≤ k ≤ kh − 1, we have
(27) cn = s0 + c(n− s0)− kδh,
Proof. Let us prove (27) when k = 0, by induction on h. For h = 0 the equality trivially
holds. Suppose the equality holds for h, and let us prove it for h + 1. It suffices to show that
th+1 − th = csh+1 − csh = ckh. But th+1 − th = ph(s0(p − 1) + η) = phc(s0(p − 1) − r0) = ckh.
Suppose now n = sh + k with 0 ≤ k ≤ kh − 1. Then
cn = th + k(c− δh) = s0 + c(sh − s0) + ck − kδh = s0 + c(n− s0)− kδh.

Lemma 6.3. The sequence (cn) satisfies the following properties.
(a) If n = n′ + n′′ ≤ s0, then cn′ + cn′′ = cn.
(b) Suppose n = n′ + n′′ > s0, n
′n′′ 6= 0, and set n = sh + k such that 0 ≤ k < kh. Then
cn′ + cn′′ + δh ≤ cn − η.
(c) Suppose n = pl − r with l ≥ s0. Then pcl ≤ cn − η.
Proof. The property (a) trivially holds. From Lemma 6.2, for any n = sh + k ≥ s0 with 0 ≤ k ≤
kh − 1 we infer
(28) s0 + c(n− s0)− (kh − 1)δh ≤ cn ≤ s0 + c(n− s0).
If 1 ≤ n ≤ s0, then we get
(29) cn = n ≤ c(n− 1) + 1 = s0 + c(n− s0) + (c− 1)(s0 − 1).
Suppose we are in case (b), and let h, k be such that n = sh + k, 0 ≤ k ≤ kh − 1.
First, suppose n′, n′′ ≤ s0. Then we have
cn′ + cn′′ + δh + η =n+ δh + η = s0 + c(n− s0)− (kh − 1)δh + (c− 1)(s0 − n) + khδh + η
≤ cn + (c− 1)(s0 − n) + khδh + η ≤ cn,
where the first inequality is given by (28), and the last inequality holds since s0 − n ≤ −1 and
khδh = c− 1− η by definition.
Now suppose that n′n′′ 6= 0 and either n′ or n′′ is > s0. We have
cn′ + cn′′ + δh + η ≤ 2s0 + c(n′ + n′′ − 2s0) + (c− 1)(s0 − 1) + δh + η
= (1− c) + s0 + c(n− s0) + δh + η ≤ cn + (1 + η − c) + khδh = cn,
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where the first inequality is given by (28) and (29), and the last inequality again by (28).
We now prove (c). Write l = sh+ k, with 0 ≤ k ≤ kh− 1. Then n = pl− r0 = psh+ pk− r0 =
sh+1 + pk. Notice that 0 ≤ pk < kh+1. Hence
pcl = p(th+k(c−δh)) = pth + η︸ ︷︷ ︸
=th+1
+pk(c−δh+1)−η+pk(δh+1−δh) = cn−η−pk(δh−δh+1) ≤ cn−η.

We come back to the proof of Proposition 6.1. Consider the sum in (23). If i ≥ r0, then for
any dummy variable I in the sum we have |I| = n + r0 − i ≤ n. Recalling that if i = r0 then
I 6= (0, . . . , 0, n, 0, . . . , 0), by Lemma 6.3.(a,b) and the induction hypothesis we infer |φI | ≤ γcn−η.
Suppose 0 ≤ i < r0 be such that εi 6= 0. By definition of r0, we infer νp(i) ≥ 1. If νp(n+r0) = 0,
by Lemma 5.2 we have ∑
J∈Nd+i
i+|J|=n+r0
φp
m
J = 0,
and we get (25) in this case.
Suppose now n+ r0 = pl with l ∈ N∗. Thanks to our choice of s0, we have that n ≥ s0 implies
n > l ≥ s0. Suppose we have I ∈ N(d+i)/p with |I| = l. By Lemma 6.3.(c) and the induction
hypothesis, we get |φpI | ≤ γpcl ≤ γcn−η. The estimate (25) easily follows.
We now prove (26). Since n ≥ s0, φn satisfies
φp
m
n =
1
r0εr0
(
In+r0 − II∗n+r0
)
.
By (24) we have |In+r0 | ≤ γcn−1. Notice that cn−1 ≤ cn− η if we pick η small enough (i.e., γ big
enough). Hence
|φn|p
m ≤ γpmη (|In+r0 |+ ∣∣II∗n+r0 ∣∣) ≤ γpm(cn−η+η) = γpmcn ,
from which (26) follows. 
By (26) it follows that there exists γ ≫ 1 such that
|φn| ≤ γcn ≤ γs0(1−c)(γc)n,
where the last equality follows from Lemma 6.2. Hence the power series φ(x) converges when
|x| < γ−c.
Remark 6.4. Theorem B hold over fields K with milder hypotheses than being algebraically
closed. In fact, it holds over a field K as far as the superattracting germs admit polynomial
normal forms (of degree < pm
(
d+
⌊
r0p
p−1
⌋
+ 1
)
). It hold for example for any field K closed under
taking pm-th roots (see Remark 5.6).
7. Superattracting germs in higher dimensions
In this section we prove Theorem C, and give a few remarks on the local dynamics of su-
perattracting germs in higher dimensions. The notations used for the combinatorics in higher
dimensions are the same explained in detail in the introduction and in the first section.
Proof of Theorem C. Let f : (KN , 0)→ (KN , 0) be a superattracting germ of the form
(2) f(x) = CxD
(
1l + ε(x)
)
.
Let f˜ : (KN , 0)→ (KN , 0) be our candidate normal form
(3) f˜(x) = CxD,
Let us consider a formal automorphism of the form
(30) Φ(x) = xφ(x) =
(
x1φ1(x), . . . , xNφN (x)
)
,
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where x = (x1, . . . , xn) and φj(0) = 1 for any j = 1, . . . , N . We want to find a Φ satisfying the
conjugacy relation Φ ◦ f = f˜ ◦ Φ. The conjugacy relation is equivalent to(
1l + ε(x)
)(
φ ◦ f(x)) = (φ(x))D.
For any n ∈ N, set
φn(x) =
n∏
k=1
(
1l + ε ◦ fk−1(x))D−k .
Notice that φn is well defined for any n ∈ N. Indeed, since detD and p are coprime, for any k we
have that the entries of D−k are of the form a/b, with a, b ∈ Z and νp(a) ≥ νp(b). By Remark
1.3,
(
1l + ε ◦ fk−1(x))D−k is a vector of well defined analytic germs for any k.
We want now to show that the sequence φn converges to a suitable analytic germ φ∞, that will
define the conjugacy we are looking for. By Proposition 1.1, it suffices to show that ‖ε ◦ fn(x)‖
tends to 0.
Since ε is analytic with ε(0) = 0, there exists M ≫ 0 such that ‖ε(x)‖ ≤M ‖x‖ for ‖x‖ ≪ 1.
Since f is contracting, there exists 0 < Λ < 1 such that ‖fn(x)‖ ≤ Λn ‖x‖ for ‖x‖ ≪ 1 and any
k. It follows that
‖ε ◦ fn(x)‖ ≤MΛn ‖x‖ → 0
for n→∞ and ‖x‖ small enough. 
Remark 7.1. In the previous theorem, the vector C is invariant by change of coordinates of the
form (30). This is clearly not the case for linear change of coordinates. Since we want the change
of coordinates to preserve the monomial normal form (3), we reduce ourselves to consider change
of coordinates of the form x 7→ ∆x, where ∆ is a diagonal matrix. It is then easy to show that if
1 is not an eigenvalue for D, then there exists ∆ such that the associated linear map conjugates
f to a germ of the form (3) with C = 1l. This is not the case in general if 1 is an eigenvalue
for D. Indeed it can be easily shown that the moduli space up to conjugacy of such germs has
dimension equal to the rank of D − Id.
Remark 7.2. Using similar techniques, it is possible to extend some of the results in [Rug13]
over (normed) fields K of characteristic p > 0. In particular, Theorem 2.7 in op.cit. still holds if
we replace C by any such K. Moreover, Theorem 3.7 in op.cit. holds again if we replace C by K,
as far as detD is coprime to p.
When p divides detD, Theorem C, and Theorem 3.7 in op.cit., do not hold in general. Indeed,
the proof of these theorems uses the fact that the matrix D is invertible in K. The study of this
problem when p divides detD is much more complicated in higher dimensions, since we lose the
natural total order on the coefficients of the map f developed in formal power series.
Notice that Theorem 2.7 in op.cit. gives the classification of contracting automorphisms
when r = p = 0, s = d (with respect to the notations of [Rug13, Theorem 2.7]). Such a
classification is well known under the name of Poincare´-Dulac normal forms (see [HY83], and
[Ste57, RR88, Ber06] for the analogous problem in the complex setting). This is in sharp contrast
with the Poincare´-Dulac theorem for vector fields, where the study of resonances is much more
intricate. See [IY08, Chapter 1] for an extensive presentation of Poincare´-Dulac normal forms
and resonances for vector fields in the complex setting, and [HY83, Part I] for some results and
remarks in the non-archimedean setting.
The results in [Rug13] cited in Remark 7.2 are partial extensions in higher dimensions of the
classification of contracting rigid germs given by Favre [Fav00] in dimension 2.
A rigid germ is an analytic germ f : (C2, 0)→ (C2, 0) whose generalized critical set C(f∞) :=⋃∞
n=1 C(f
n) has simple normal crossings and is forward f -invariant.
Favre and Jonsson ([FJ07]) showed that any superattracting germ f : (C2, 0) → (C2, 0) is
birationally conjugate to a rigid germ (the condition of f being superattracting is not necessary,
see [Rug12]). Moreover, rigid germs and their normal forms have many applications for the study
of a special class of non-Ka¨hler compact complex surfaces, called Kato surfaces (see for example
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[Dlo84, Nak84, DO99, DOT01, Tom08]), and the study of the basin for attraction at infinity of
suitable polynomial automorphisms, called He´non maps (see [HOV94], and [FM89] for a precise
description of the group of polynomial automorphisms in C2).
Favre’s classification provides polynomial normal forms for contracting rigid germs. Moreover,
formal and analytic classifications coincide for superattracting rigid germs.
These properties remain valid over any field K of characteristic zero. When K has characteristic
p > 0, Favre’s classification is still valid whenever p and detD are coprime, where D represents
the action induced by f on the fundamental group pi1(∆
2 \C(f∞)), where ∆2 is a small polydisc
centered at the origin (see [Fav00] for details). The case when p divides detD still needs to be
understood. It is natural then to formulate the following questions.
Question 7.3. Do there exist polynomial normal forms for contracting rigid germs f : (K2, 0)→
(K2, 0), where K is a (algebraically closed) field of positive characteristic?
Question 7.4. Do the formal and analytic classifications of superattracting rigid germs f :
(K2, 0) → (K2, 0) coincide, when K is a complete normed (algebraically closed) field of positive
characteristic?
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