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Abstract
We propose to compute Wasserstein barycenters
(WBs) by solving for Monge maps with varia-
tional principle. We discuss the metric properties
of WBs and explore their connections, especially
the connections of Monge WBs, to K-means clus-
tering and co-clustering. We also discuss the feasi-
bility of Monge WBs on unbalanced measures and
spherical domains. We propose two new problems
– regularized K-means and Wasserstein barycenter
compression. We demonstrate the use of VWBs
in solving these clustering-related problems.
1. Introduction
Clustering distributional data according to their spatial simi-
larities has been a core issue in machine learning. Numerous
theories and algorithms for clustering problems have been
developed to help understand the structure of the data and
to discover homogeneous groups in their embedding spaces.
Clustering algorithms also apply to unsupervised learning
problems that pass information from known centroids to un-
known empirical samples. Occasionally, researchers regard
clustering as finding the optimal semi-discrete correspon-
dence between distributional data or vice versa.
Optimal transportation (OT) techniques have gained increas-
ing popularity in the past two decades for measuring the
distance between distributional data as well as aligning them
together. Rooted in the OT theories, several OT-based clus-
tering algorithms have emerged in recent years as alterna-
tives, thanks to their efficiency and robustness. In these
works, the researchers discovered the connections between
different clustering problems and the OT problem through
the Wasserstein barycenter (WB) formulation which com-
putes a “mean” of one or multiple distributions. However,
most of them deliver the results as soft assignments that
need to be further discretized.
In this paper, we propose to compute the Wasserstein
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Preliminary work.
barycenter based on Monge OT and explore its natural con-
nections to different clustering problems that prefer hard as-
signments. We base our OT solver on variational principles
and coin our method as variational Wasserstein barycenters.
We study the metric properties of WBs and use them to
explain and solve different clustering-related problems such
as regularized K-means clustering, co-clustering, and vector
quantization and compression. We also show its immunity
to unbalanced measures and its extension to measures on
spherical domains. We discuss our method from different
angles through comparison with other barycenter methods.
We show the advantages of Monge OT-based barycenters in
solving geometric clustering problems. We are among the
first few that compute Monge barycenters and discover its
connections to clustering problems.
2. Related Work and Our Contributions
Computational clustering algorithms date back to (Lloyd,
1982; Forgy, 1965) for solving K-means problems. From
then, researchers have proposed different formulations and
algorithms such as spectral clustering and density-based
clustering. Mixture modeling, especially Gaussian mixture
modeling, is also considered to be a robust solution to clus-
tering problems. Hierarchical clustering and co-clustering
also attracted much attention in the machine learning com-
munity. (Xu & Wunsch, 2005) surveys some classic cluster-
ing algorithms. The term “geometric clustering” appeared
in the early literature, such as (Murtagh, 1983; Quigley &
Eades, 2000), referring to clustering samples into subspaces
according to their location in the metric space, usually the
Euclidean space. In (Applegate et al., 2011), the authors dis-
cuss the connection between K-means and another famous
problem – the OT distance, or the Wasserstein distance.
The transportation problem has attracted many mathemati-
cians since its very birth. Monge first raised the prob-
lem (Monge, 1781) as finding a measure-preserving map
between probability measures; Kantorovich extended the
problem to finding a joint probability measure (Kantorovich,
1942); Brenier further connected the OT problem to fluid
dynamics and convex geometry (Brenier, 1991). It’s early
applications include comparing 1D histograms for image re-
trieval (Rubner et al., 2000). Thanks to efficient OT solvers,
e.g., (Cuturi, 2013), OT has become a popular tool in ma-
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chine learning with which we compare distributional data.
Meanwhile, by regarding the OT distance as a metric, we can
interpolate in the space of probability measure. (McCann,
1997) laid the foundation; (Agueh & Carlier, 2011) devel-
oped the problem into a general scenario and coined the
term “Wasserstein barycenters”. (Cuturi & Doucet, 2014;
Ho et al., 2017; Mi et al., 2018a) relate WBs to K-means like
clustering problems and (Leclaire & Rabin, 2019; Lee et al.,
2019) explored the use of OT for hierarchical clustering.
(Claici et al., 2018) is among the latest work on scalable
semi-discrete Wasserstein barycenters. Most of them follow
Kantorovich’s static OT; few of them follow Monge’s, or
Brenier’s, dynamic version that regards OT as a gradient
flow in the probability space.
Compared to previous work, our contribution is three-fold:
1) We derive the WB based on Monge’s OT formulation and
explore its connections to different clustering problems; 2)
We prove the metric properties of our WB and propose it as
a metric for evaluating multi-marginal clustering algorithms;
3) We explore the advantages and disadvantages of Monge
WB through empirical comparison with other methods.
3. Primer on Optimal Transportation
We begin by iterating key concepts of optimal transportation
(OT), variational OT, and Wasserstein barycenters (WBs).
Suppose µ, ν are Borel probability distributions supported
in Polish spaces X (x), Y(y), respectively. Let P(X × Y)
be the set of all probability distributions on X × Y . Then,
we denote by Π(µ, ν) = {pi ∈ P(X × Y) | ∫X dpi(x, y) =
dν(y),
∫
Y dpi(x, y) = dµ(x)} the set of all transportation
maps pi between µ and ν. Thus, pi is also the joint distribu-
tion of µ and ν and dpi(x, y) specifies the mass transported
across x and y. In addition, we use c(x, y) : X ×Y → R≥0
to specify the transportation cost between x and y.
3.1. Optimal Transportation
The OT problem is to minimize the total transportation cost:
min
pi∈Π(µ,ν)
I1[pi] =
∫
X×Y
c(x, y)pdpi(x, y),
where p ∈ [1,∞) indicates the moment of the cost function.
Then, we call this minimum the p-Wasserstein distance:
Wp = inf
pi∈Π(µ,ν)
(I1[pi])
1/p
.
The above is the well-known Kantorovich’s OT formu-
lation that allows a partial map that splits the measure
dµ(x) during transportation. In Monge’s original ver-
sion, each location x has a unique correspondence y. If
we define such a map as T : X → Y , then we have
dpiT (x, y) ≡ dµ(x)δ[y = T (x)] and Monge OT:
T ∗ = arg min
piT∈Π(µ,ν)
I1[piT ] ≡
∫
X
c(x, T (x))pdµ(x) (1)
T pushes forward µ to ν, i.e. ν = T#µ; more rigorously,
for any measurable set B ⊂ Y, ν[B] = µ[T−1(B)]. We
direct readers to (Villani, 2003; Peyre´ et al., 2019) for more
on OT. In this paper, we focus on Monge OT. In particular,
we narrow our discussion to X ,Y ⊆ Rn, c(x, y) = ‖x −
y‖2, and p = 2 unless specified otherwise. Hence, we
computeW2.
3.2. Variational Optimal Transportation
Directly computing a Monge map is highly intractable and
variational methods have been adopted by many researchers.
(De Goes et al., 2012; Gu et al., 2013; Le´vy, 2015) offer
three variational formulations. We follow (Gu et al., 2013)
and in this paper refer to it as variational OT or VOT.
Suppose ν is supported on K discrete atoms y =
{yk}Kk=1 ⊂ Y . The problem becomes semi-discrete OT.
VOT starts with a piece-wise linear function θh(x) =
max
k
{xyk + hk}. Each yk associates with a height hk.
The gradient, ∇θh(x) = yk where k induces the maxi-
mum, serves as a map from X to Y . It induces a graph:
Rh =
K⋃
k=1
(Rh)k , (Rh)k def= {x ∈ X | xyk + hk ≥
xy` + h`,∀` 6= k}. For simplicity, we remove h and use
Rk instead. We introduce an energy:
I2[h]
def
=
∫ h
0
K∑
k=1
∫
Rk
dµ(x)dhk −
K∑
k=1
ν(yk)hk, (2)
whose gradient,
{ ∫
Rk dµ(x)− ν(yk)
}
k
, also integrates to
I3[h]
def
=
∫
X
θh(x)dµ(x)−
K∑
k=1
ν(yk)hk. (3)
Meanwhile, the Lagrangian duality of Monge OT (1) is
max
ϕ
min
T
I4[ϕ, T ]
def
=∫
X
(‖x− T (x)‖22 + K∑
k=1
ϕk
)
dµ(x)−
K∑
k=1
ϕkν(yk),
(4)
where ϕ = {ϕk}Kk=1. (4) simplifies to
max
ϕ
I4[ϕ]
=
K∑
k=1
∫
R′k
(‖x− yk‖22 + ϕk)dµ(x)− K∑
k=1
ϕkν(yk),
(5)
R′k = {x ∈ X | ‖x−yk‖22 +ϕk ≤ ‖x−y`‖22 +ϕ`,∀` 6= k}
which coincides with a power Voronoi diagram.
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We provide detailed derivation for above formulas in Ap-
pendix and then prove their following connections.
Proposition 1. 1. The minimum point of I2[h], (2), also
minimizes I3[h], (3). 2. Rk ≡ R′k. 3. R in I2[h], (2),
induces the Monge map T : x→ yk. 4. Minimizing I2[h],
(2), is equivalent to maximizing I4[h], (5).
Therefore, we “variationally” minimize I2[h], (2), for a
height vector h and that will produce a Monge map T ∗.
3.3. Wasserstein Barycenters
The Wasserstein distance (WD) satisfies all metric prop-
erties. The fre´chet mean of a collection of distributions
µ1:N
def
= {µi}Ni=1 w.r.t the WD is called the Wasserstein
barycenter (WB). It is the minimizer of the weighted aver-
age:
ν = arg min
ν∈P(Y)
N∑
i=1
λiW22 (µi, ν), (6)
for λi ∈ [0, 1] and
∑
i λi = 1. We simplify (6) by assuming
uniform weights and rewrite it as
ν = arg min
ν∈P(Y)
1
N
N∑
i=1
∫
Xi
‖x− T ∗i (x)‖22dµi(x), (7)
s.t. T ∗i #µi = ν OT for all i. Suppose the barycenter ν
is supported on K discrete atoms y = {yk}Kk=1. If we fix
ν(yk) and only allow updating y, then readers can notice
that (7) is simultaneously solving N constrained K-means
problems using the same set of centroids with fixed capacity,
ν = {ν(yk)}Kk=1. T ∗i serves as the optimal assignment
function in each K-means problem. Note that T ∗i (x) is a
hard assignment that has only one target because we solve
Monge OT.
To clarify notation, we use ν to denote the probability dis-
tribution whether continuous or discrete. If it is discrete,
namely a collection of Dirac measures, then we use y and
ν to denote its supports and measures. yk and νyk specify
the location and measure of the kth Dirac measure.
4. Variational Wasserstein Barycenters
Solving the WB problem relies on alternatively solving N
OT problems and updating the barycenter, ν. Eventually, ν
minimizes the average WD between empirical distributions
and the barycenter. A discrete distribution ν consists of
support and measure (y,ν) = {(yk, νk)}Kk=1. Updating
both of them, e.g., (Ye et al., 2017), is difficult and even
troublesome in some cases (see Appendix). In this paper,
we follow (Cuturi & Doucet, 2014) and only update one of
them while fixing the other throughout the optimization.
4.1. Discrete Barycenters via VOT
We first solve N VOT problems (2):
min
{hi}Ni=1
I5[{hi}]
def
=
1
N
N∑
i=1
(∫ hi
0
K∑
k=1
∫
Ri,k
dµi(x)dhi,k −
K∑
k=1
νkhi,k
)
Its derivative w.r.t. the VOT optimizer hi,k is
∇I5[hi] =
{
∂I5
∂hi,k
=
∫
Ri,k
dµi(x)− νk
}K
k=1
, (8)
which, in practice, can be replaced by its stochastic version,
∂I5
∂hi,k
≈
∑
x∈Ri,k
µi(x)− νk,
where x’s are now Monte Carlo samples. Then, we can
naturally adopt the gradient descent (GD) update:
h
(t+1)
i = h
(t)
i − η∇I5[hi]. (9)
For completeness, we give the second-order derivative in
Appendix. Its computation, however, involves integrating
over the Voronoi facets and thus is intractable in general.
To solve for ν, we rewrite the objective of the WB (7) as
min
ν∈P(Y)
I6[ν]
def
=
1
N
N∑
i=1
∫
Xi
‖x− T ∗i (x)‖22dµi(x)
=
1
N
N∑
i=1
K∑
k=1
∫
Ri,k
‖x− yk‖22dµi(x),
(10)
s.t. yk = T
∗
i (x) ∀x ∈ Xi. The critical point of this
quadratic energy w.r.t. each yk has a closed form:
y∗k =
∑N
i=1
∫
Ri,k xdµi(x)
N
∑N
i=1
∫
Ri,k dµi(x)
≈
∑N
i=1
∑
x∈Ri,k xµi(x)
N
∑N
i=1
∑
x∈Ri,k µi(x)
,
which is the center of mass of its correspondence across all
measures. The latter expression is the “stochastic” version.
The last step is to derive the update rule for the measure ν.
(10) is not differentiable w.r.t. ν. Still, we follow (Cuturi &
Doucet, 2014; Mi et al., 2018b) and give the critical point
and include the derivation in Appendix.
ν∗k =
1
N
N∑
i=1
∫
R∗i,k
dµi(x) ≈ 1
N
N∑
i=1
∑
x∈R∗i,k
µi(x),
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Figure 1. Ten random nested ellipses (top) averaged according to
the Euclidean distance (left) and the Wasserstein distance (right)
as implemented by VWB. For a better visual, we use the Euclidean
sum instead. Middle is the Euclidean sum after re-centered. The
VWB preserves the topology (rainbow colors) of the ellipses.
where R∗i,k = {x ∈ Xi | ‖x− yk‖22 < ‖x− y`‖22 ∀` 6= k}.
ν∗k coincides with the result of Lloyd’s K-means algorithm
in which the measure on each centroid accumulates all its
assigned empirical measures.
Now that we have derived the rules for updating T and ν,
we summarize our algorithm for computing the VWB of a
collection of measures {µi}i in Appendix. As for the initial
guess of the barycenter, if not specified, we can either run
Lloyd’s algorithm on all the measures as a whole and adopt
the resulting K centroids or uniformly sample the space Y .
The choice of the measure on the centroids depends on the
specific application. A ubiquitous choice is uniform Dirac
measures, i.e. νk = 1K δ[yk]. Figure 1 suggests that by
regarding the WD as the metric, we can find a mean shape
on the same manifold, if there exists one.
Our method does converge since we follow coordinate de-
scent and every step is convex (Grippo & Sciandrone, 2000),
given the assumption we made in 3.1 that X ,Y ⊂ Rn,
c(x, y) = ‖x−y‖2, and p = 2. There are in totalO(K ·N)
variables for computingN Monge maps {Ti}Ni=1, andO(K)
variables as the support y and O(K) variables as the mea-
sure ν. We implemented VWB with PyTorch (Paszke et al.,
2019). The code to reproduce the figures in this paper is at
https://github.com/icemiliang/pyvot.
4.2. Metric Properties of (V)WBs
In spite of extensive studies on metric properties of OT
over the past century, the metric properties of Wasserstein
barycenters have yet been fully explored. Some pioneer
work includes (Papadakis, 2019; Auricchio et al., 2018).
However, most of them focus on the barycenter of two
measures (N = 2). We show in the following that WBs
Figure 2. Transshipment: transporting measures through a set of
discrete relays. Colors on the measures specify correspondences.
in general (N ≥ 2) induce a generalized metric (n-metric).
First, let us define the total Wasserstein distance between
the barycenter and all the marginal Borel measures:
Bν(µ1:N ) def= inf
ν∈P(Y)
1
N
N∑
i=1
W22 (µi, ν), (11)
Then, we raise the following two propositions and prove
them in Appendix.
Proposition 2. Bν(µ1:N ) defines a generalized metric
among {µi}Ni=1, N ≥ 2. Specifically, Bν(µ1:N ) satisfies
the following properties.
1) Non-negativity: Bν(µ1:N ) ≥ 0.
2) Symmetry: Bσ1(1:N)(ν) = Bσ2(1:N)(ν), where σ1(1 : N)
and σ2(1 : N) are different permutations of the set 1 : N .
3) Identity: Bν(µ1:N ) = 0⇐⇒ µi = µj ,∀i 6= j.
4) Triangle inequality: Bν(µ1:N ) ≤
∑N
i=1 Bν(µ1:N+1\i).
Proposition 3. The bound of the triangle inequality in
Proposition 2 can be tightened by a linear factor. Specifi-
cally, we have (N/2) Bν(µ1:N ) ≤
∑N
i=1 Bν(µ1:N+1\i).
The VWB ν =
∑K
k=1 νjδ[yk] ∈ P(Y), as a special case of
WBs, certainly inherits the metric properties because there
is not such a restriction on the continuity of Y . If we denote
the total WD for the VWB with VBν(µ1:N ) , then we have:
Corollary 1. VBν(µ1:N ) induces an n-metric over all µi’s.
In particular, the equal signs in 1) non-negativity and 4)
inequality hold if and only if all µi’s and ν have the same
number of supports with positive Dirac measures |µi| =
|ν| = K, ∀i ∈ {1, ..., N}.
4.3. Approximate WDs with VWBs – Transshipment
We consider the transshipment problem as finding a Monge
map from the source to the target that passes through a relay
measure in the middle (see Figure 2). We solve it by VWBs.
Our discussion comes directly from the conclusions in 4.2:
Corollary 2. As a special case of Corollary 1, VBν(µ1:2)
induces a (2-)metric between µ1 and µ2. It is lower-bounded
by 14W22 (µ1, µ2) when |µi| = |ν| = K.
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Figure 3. WDs between two Gaussian’s vs. number of supports.
Appendix reveals the proof. Then, we can use a VWB
to connect two measures and regard the total WD as an
approximation to the true WD between them. We name it
the variational Wasserstein distance, or VWD:
W˜22 (µ1, µ2) def= 4VBν(µ1:2)
= inf
ν∈P(Y)
2W22 (µ1, ν) + 2W22 (µ2, ν).
We use the toy data above to evaluate the approximation
against the number of supports, K. The two Gaussian mea-
sures share the same covariance matrix; their means differ
by 1. Thus, the true WD is 1. We use the results from linear
programming (LP) and Sinkhorn algorithms for reference.
Figure 3 shows that VWD is still accurate with few supports.
For each number of supports in the experiments, we run our
algorithm 10 times with different random initial locations.
We draw the error band with light color. Until 1500 supports,
ratio 0.3, our algorithm produces stable approximations that
have almost zero variance.
4.4. On Unbalanced Measures
When measures are not probabilities or, more generally
their integrals do not equal, we are solving unbalanced OT.
(Benamou, 2003) first explored the problem. Researchers
since then have offered various formulations and perspec-
tives to approach it, e.g. (Liero et al., 2018) adding f -
divergences as regularizers instead of constraints on the
marginals. Here, we discuss VOT and VWBs for unbal-
anced measures. Without loss of generality, let us assume∫
X dµ(x) = w,
∑K
k=1 νk = 1. We denote the mass in each
power Voronoi cell by wRk =
∫
Rk dµ(x). Inspired by the
discussion in (Peyre´ et al., 2019), we propose to penalize
the quadratic mismatch of the mass for each cell k.
min
R
I7[R] def=
∫
X
‖x− T (x)‖22dµ(x) + λ
K∑
k=1
(wk − νk)2 ,
(12)
s.t.
∑
k wRk = w. If λ→∞, w = 1, (12) reverses to (1).
In the following, we discuss (12) in two cases: νk = 1K and
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Figure 4. Mass difference over iterations for VOT on balanced and
unbalanced measures. They follow the same trend and converge at
almost the same rate. The resulting clusters are exactly the same.
a more general one, νk ∈ (0, 1),
∑K
k=1 νk = 1.
Case 1: νk = 1K . It is trivial to verify that minimizing the
second term in (12) over R under its equality constraint
yields all wRk ’s equal to each other, i.e. wRk =
1
Kw. On
the other hand, the gradient of the VOT energy (2) has the
form
∫
Rk dµ(x) − νk ≡ wRk − 1Kw. The question now
is whether wRk =
1
Kw minimizes (2). If so, then we can
instead solve (2) to minimize the second term in (12).
When wRk =
1
Kw, the gradient ∇I2[h] = {wRk − νk}k
becomes constant and thus h is being translated at a constant
rate. Certainly, translation does not modify a power Voronoi
diagram as specified in (5). Therefore, I2[h] saturates. For
any other partition such that ∃ R′k, wR′k 6= 1Kw, we have
K∑
k=1
∫
Rk
(‖x− yk‖22 + hk) dµ(x)
≤
K∑
k=1
∫
R′k
(‖x− yk‖22 + hk) dµ(x).
Therefore, wRk =
1
Kw indeed minimizes (2). Meanwhile,
we know that an unweighted Voronoi diagram (hk = 0)
would minimize the first term in (12). Thus, we can directly
give the solution to (12) as { λ1+λhk}Kk=1.
Case 2: νk ∈ (0, 1),
∑K
k=1 νk = 1. It is also trivial to
verify that minimizing the second term in (12) overR yields
wRk = νkw (replace
1
K with νk). wRk = νkw also triggers
the convergence of VOT as in Case 1.
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Figure 5. Interpolating two Gaussian’s of different number of sam-
ples by computing the VWB results in a mean isotropic Gaussian.
At this point, we claim that VOT, (2), minimizes the total
transportation cost regardless of the measures equal or not.
We leave rigorous proofs to future work. We illustrate the
convergence in Figure 4. The top half shows VOT between
balanced measures and the bottom half shows unbalanced
measures, w = 900 = 500 + 2 × 200, νk = 13 . Note that
the gradient of the VOT and VWB, (8), correlates to the
absolute measure values. Thus, we should scale the step
size, η in (9), for each VOT according to the difference
of the measure, i.e. ηi/w, assuming the total for ν is 1.
Figure 4 shows that under the same (scaled) GD step size,
VOT in two cases follows the same trend.
We apply VWBs to unbalanced measures and show in Fig-
ure 5 the resulting barycenter of two Gaussian’s of different
samples, 5k vs. 1k. We choose λ =∞ in (12). We can also
see that Monge maps are absolutely binary and sparse.
4.5. On Spherical Domains
Optimal transport on geometric domains other than the Eu-
clidean domain extends its applications (Solomon et al.,
2015; Staib et al., 2017; Cui et al., 2019). (Cui et al., 2019)
relates spherical power Voronoi diagram to OT on unit
spheres. Inspired by that, we study our VWB on spherical
domains and its metric properties.
Let us define a new ground metric on a unit sphere, S2 ×
S2 → R≥0, as c(x, yk) = − ln〈x, yk〉 and the OT distance:
W ′1 = inf
T∈ΠT (µ,ν)
I8[pi]
def
= −
∫
S2
ln〈x, T (x)〉dµ(x) (13)
s.t.
∫
S2(ψ ◦ T )dµ(x) =
∫
S2 ψdν(y) for all non-negative ψ.
Following (Cui et al., 2019), we define the power distance
on a sphere as c′(x, yk) = − ln〈x, yk〉/ cos rk and thus the
power Voronoi diagram in the spherical domainRk def= {x ∈
S2 |c′(x, yk) ≤ c′(x, y`),∀` 6= k}. rk is the weight of each
power cell, it relates to the VOT minimizers by cos r = eh.
Then, the derivation in 3.2 gives us the Monge map.
− ln〈x, yk〉 does not satisfy triangle inequality but the other
Figure 6. Interpolating two Gaussian distributions on a sphere w.r.t.
the VWD. By using the VWB, we can build sparse connection
between the two domains via a few discrete relays.
three metric properties. Thus,W ′1 inherits those properties.
We notice that the proof for Proposition 2 does not require
triangle inequality. Therefore, the n-metric properties still
hold for the barycenter w.r.t. W ′1.
B′1:N (ν) def= inf
ν∈P(Y)
1
N
N∑
i=1
W ′1(µi, ν)
AlthoughW ′1 is not a true metric, we can still find a “mean”
of multiple marginals by alternatively minimizing the total
“distance” as in 4.1. Figure 6 shows an example where the
VWB simultaneously partitions two domains on the sphere.
For simplicity, we draw connections with straight lines.
5. Geometric Clustering via VWBs
In this section, we further connect VWBs to several clus-
tering problems. We consider a fixed number of clusters,
K, the quadratic Euclidean distance as the ground met-
ric, and mainly the spatial relation between samples. We
refer to this scenario as geometric clustering. From now
on, we discretize the measures: ν =
∑K
k=1 νkδ[yk], µi =∑ni
j=1 µ(xj)δ[xj ] and assume that ni  K, ∀i.
5.1. Regularized K-Means Clustering
In light of the discovery of VWBs for unbalanced measures
in 4.4, we now introduce a relaxed version of the constrained
K-means problem. We call it regularized K-means.
The classic K-means problem has the objective as follows:
min
R
K∑
k=1
∑
x∈Rk
‖x− yk‖22, yk =
1
|Rk|
∑
x∈Rk
x, (14)
where |Rk| is the number of samples supported inRk. By
adding the marginal constraint νk =
∑
x∈Rk µ(x) with
pre-defined, fixed measures {νk}Kk=1, we turn (14) into the
constrained K-means problem (Bradley et al., 2000; Cuturi
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Figure 7. Results from different regularization strength λ in (15).
Left is traditional K-means and right is constrained K-means.
& Doucet, 2014), or the Wasserstein Means problem coined
in (Ho et al., 2017). As discussed in Section 4.4, when
the total measures do not equal, such constraints instead
become regularizers. Then, we define the objective of the
regularized K-means clustering problem as:
min
R,y
K∑
k=1
∑
x∈Rk
‖x− yk‖22 + λ
K∑
k=1
(νk − wk)2 , (15)
where wk =
∑
x∈Rk µ(x). If λ = 0, (15) becomes K-
means; if λ→∞, (15) becomes Monge OT. As practiced
in (Cuturi & Doucet, 2014; Mi et al., 2018a), we can al-
ternatively solve for R and yk = 1/|Rk|
∑
x∈Rk x. The
energy (15) will monotonically decrease and eventually con-
verge into a cycle of one. Figure 7 illustrates the regularized
K-means result which informally looks like an interpolation
between K-means and constrained K-means.
5.2. Co-clustering Spatial Features in Rn
Extending the Wasserstein clustering procedure to multiple
targets induces the co-clustering problem. In this section, we
discuss the connection between co-clustering problems and
VWBs. In particular, because we use quadratic Euclidean
distances as the ground metric, we focus on co-clustering
spatial features embedded in the Euclidean space.
Given multiple distributional data, the goal of co-clustering
is to simultaneously partition each domain to 1) minimize
the pairwise variance in the same cluster and 2) minimize
the pairwise variance for each cluster across domains. We
assume all samples reside in Rn equipped with ‖ · ‖2, then:
min
Ri
I9[Ri] def=
N∑
i=1
K∑
k=1
1
2|Ri,k|
∑
x,x′∈Ri,k
‖x− x′‖22
+
K∑
k=1
∑
1≤i<j≤N
λi,j,k
|Ri,k|+ |Rj,k|
∑
x∈Ri,k
x′∈Rj,k
‖x− x′‖22.
where |Ri,k| is the number of samples in Ri,k; λi,j,k ∈
{0, 1} specifies the correspondence of the clusters across
different domains. Thus,
∑
i λi,j,k = 1 and
∑
j λi,j,k = 1.
As for K-means, we can simplify the pairwise variance with
the mean of each cluster at each domain, αi,k:
min
Ri
I9[Ri] ≡
N∑
i=1
K∑
k=1
∑
x∈Ri,k
‖x− αi,k‖22
+
K∑
k=1
N∑
i=1
∑
j 6=i
λi,j,k
∑
x∈Ri,k
‖x− αj,k‖22.
(16)
where αi,k = 1|Ri,k|
∑
x∈Ri,k x is the cluster center for each
cluster at each domain. The first term of (16) is solving N
K-means problems. The second term is solving N(N − 1)
K-means problems but with the cluster centroids at other
domains. Thus, we can further simplify the problem into:
min
Ri
I9[Ri] ≡
N∑
i=1
K∑
k=1
∑
x∈Ri,k
N∑
j=1
‖x− αj,k‖22 (17)
Solving (17) involves alternatively updating partition {Ri}i
and the centroid {αi,k}i,k. When updating {Ri}i with
fixed {αi,k}i,k, we can rewrite (17) as
I11[Ri] =
N∑
i=1
K∑
k=1
∑
x∈Ri,k
x−
 N∑
j=1
αj,k
2 + C
def
=
N∑
i=1
K∑
k=1
∑
x∈Ri,k
(x− αˆk)2 + C.
(18)
C is some constant. Thus, we convert co-clustering to N
K-means problems with the same set of centroids.
Then, we can naturally impose a constraint on the weights,
i.e
∫
Ri,k dµi(x) = νk, ∀i, k, to turn the problem into a
VWB problem which is also an N constrained K-means
problem. Note, that it is trivial to extend it into a generalized
VWB problem, by instead inserting the weighted constraint
into the main objective as we did in 5.1.
5.2.1. REGULARIZED VWBS FOR CO-CLUSTERING
In addition to purely clustering feature domains according to
Wasserstein losses, we can regularize the correspondences
based on prior knowledge. Inspired by (Alvarez-Melis et al.,
2019; Mi et al., 2018b), we regularize the correspondence
by global invariances. Directly regularizing Monge corre-
spondences is highly intractable because Monge maps are
basically binary permutations and thus not differentiable.
Therefore, we instead regularize the centroid update process.
To this end, instead of using the average of the centroids as
we did in (18), we estimate the rigid transformation (isom-
etry) between the VWB and the centroids of each domain
by minimizing ‖y −Hiαi‖22 ∀i, subject to Hi composing
a rotation and a translation, i.e. Hi = [Ri|ti]. This can be
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done by singular value decomposition (SVD) with minimum
computational costs. After that, we average all the transfor-
mations by separately averaging rotations and translations.
With the abuse of notation, we simply denote the process by
H˜ = 1N
∑
iHi, but as we know, we need to factorize the
rotations into quaternions before averaging them. The final
location for the supports y is given by y˜ = H˜y.
5.3. Vector Quantization and Data Compression
Lloyd’s K-means algorithm was initially proposed for vec-
tor quantization and has been a fundamental choice for
data compression. It centers at using fewer samples to
approximate the entire distribution. In light of the connec-
tion between VWBs and K-means, we raise the problem of
compressing multiple distributional data as a whole with
Wasserstein barycenters and propose the VWB as a natural
choice. It shares the same objective as the WB. Intuitively,
we use sum of WDs to measure the compression error.
By using VOT, we obtain a surjection from each domain
to the barycenter. Because we optimize over the height
vector hi (9), given empirical samples and the barycenter,
we can fully recover the surjection by only using hi at the
negligible expense of computing the power distance as in
(5). In this way, for a barycenter of size K of N empirical
distributions each having M samples, we reduce the stor-
age burden from O(NMK), as it would be for Sinkhorn
distance-based methods, to O(NK). This is particularly
useful when M is large and when we need to store multiple
interpolations between marginals.
Furthermore, with the VWB, we do not even need the orig-
inal distributions to parameterize the compression maps
because our method is based on the geometry of the data
and given the height vector hi and barycenter supports y we
can uniquely partition each original domain with a power
Voronoi diagramRi; or, equivalently, the graph of the piece-
wise linear function θh(x) = max
k
{xyk + hk}.
6. Applications
We demonstrate the use of VWBs with point cloud interpo-
lation and image compression.
6.1. Point Cloud Interpolation with Global Invariance
Shape interpolation is a typical application of Wasserstein
barycenter techniques. We compute the barycenter that has
the minimum weighted average WD to all the marginal
shapes. When the marginals are congruence to each other,
we can leverage the congruency to regularize the process
to update the barycenter. We adopt the approach in 5.2.1
and compute the VWB that has the minimum VWD to two
marginal shapes. The correspondences are regularized by a
Figure 8. Point cloud interpolation that preserves global structures.
rigid transformation in order to preserve the global structure
of the shape. Ideally, we can obtain a “mean” shape that
lies at the middle of the marginals and the rotations to the
marginals share the same angles but in opposite directions.
Figure 8 shows the result that verifies our hypothesis.
In this experiment, we are given two Kittens off by an un-
known rigid transformation. Our goal is to interpolate, by
computing a regularized Wasserstein barycenter, a new Kit-
ten in between that is rigid to the original Kittens and the
amount of translation and rotation is linear to the weights of
the two original Kittens.
The marginal Kittens each have 7, 805 sample points. We
assume all the samples have equal weights. They are apart
from each other by a rigid transformation composed by a
random translation vector t and a random rotation matrix r.
In this example, they are as follows:
t =
−1.97−0.73
−0.30
 r =
 0.87 −0.23 0.440.41 0.84 −0.36
−0.30 0.49 0.82

The barycenter Kitten w.r.t. the VWD (variational Wasser-
stein distance) has 780 supporting Dirac measures. The
regularization strength, λ, is 10. One of the post-processing
options to transport all the samples from the marginals is
that for each sample find its nearest 3 or more cluster cen-
ters and use inverse barycenter coordinates to find its new
location on the target Kitten in the middle.
6.2. Image Compression
We demonstrate the use of our method for data compres-
sion by quantizing the RGB colors of an image into a fixed
number of clusters. See Figure 9 for the results. The top
row shows the original images of dimension 1282 × 3. We
embed all the pixels into the RGB color space X = {x ∈
R3 | ‖x‖∞ ≤ 1}. Our goal is to compute, for example,
K = 16 centroids that partition all the pixels into their clus-
ters. In this way, we compress the storage for each pixel
from 24 bits to 4 bits. The second row in Figure 9 shows
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Figure 9. Quantizing RGB values from 24 bits to 4 bits by solving
K-means, OT, and the WB. Solving OT results in smoother images;
solving WBs can cluster and merge colors at the same time.
resulting images of using Lloyd’s K-means(++) algorithm,
and the third row shows the results of using our VOT solver.
Compared to Lloyd’s, VOT well distributes the centroids
into the pixel domain, resulting in a smoother transition
from color to color. The correspondences in the color space
we show in Appendix also confirm this. Finally, we simul-
taneously merge and compress the colors from all three
images by using VWB. The last row shows the resulting
images sharing the same color distribution that only consists
of 16 discrete centroids. It has the sameW2 to each original
color distribution (marginal). In Appendix, we further show
the results that comes from the centroids having different
W2’s to each marginals, i.e. λi 6= 1N in (11). We show the
RGB color distribution of each image in Appendix.
7. Discussion
We conclude by discussing the advantages and disadvan-
tages of VWBs and several future directions.
Algorithms solving K-means like clustering problems are
in general sensitive to initial choices. Common solutions
include using a subset of samples and spreading the seeds
across the domain, e.g., K-means++. We tried the results
from K-means++ as the initial choice for our barycenters
and also tried a pre-defined Gaussian distribution whose
mean is the average of the means of the marginals as prior
knowledge. We did not find visible differences.
Monge maps between discrete measures may not exist, e.g.
transporting 3 Dirac points { 13δ[xj ]}3j=1 to 2 Dirac points
{ 12δ[yj ]}2k=1. In this case, splitting the mass becomes neces-
sary (Wang et al., 2013). Moreover, there might be multiple
solutions, and variational solvers cannot recover any of them.
An example is transporting { 12δ[x1 = (0,−1)], 12δ[x2 =
(0, 1)]} to { 12δ[y1 = (1, 0)], 12δ[y2 = (2, 0)]}. There exist
two one-to-one maps but VOT cannot recover either be-
cause the target measures cannot be distinguished by the
piece-wise linear function θh(x) = maxk{xyk + hk}, in
3.2. Therefore, when dealing with stochastic GD, having
sufficient samples to represent the domain is key to stabilize
VWBs. Luckily, increasing the empirical samples adds little
computational burden if we parallelly update the correspon-
dence for each empirical according to its nearest neighbor.
On the other hand, Sinkhorn iteration-based OT methods
produce soft correspondences that unavoidably result from
the entropic regularization, making them robust for discrete
measures. Occasionally, the soft correspondences are even
desirable because they make the correspondences differen-
tiable (Cuturi et al., 2019); Monge correspondences, how-
ever, are basically permutations which are not differentiable.
In summary, our VWB producing Monge maps is suit-
able for clustering or partitioning problems that require bi-
nary, sparse correspondence while Sinkhorn distance-based
barycenters have been tested in numerous applications in
machine learning for producing robust interpolations.
There are several future directions: 1) In the current imple-
mentation, we use exhaustive search to find the nearest cen-
troid for each empirical sample, which takes about 80% of
our run time. A faster alternative for nearest neighbor search
based on the power distance, which is not a Minkowski dis-
tance, will significantly reduce the run time of the VWB;
2) Whether VWBs or WBs for unbalanced measures still
induce a generalized metric deserves an answer; 3) Whether
our discussion still holds for 1 ≤ p < 2 and p > 2 deserves
an answer; 4) Another branch of computing Monge OT is
the multi-scale approach, e.g., (Me´rigot, 2011; Schmitzer,
2016; Gerber & Maggioni, 2017). It also partitions the tar-
get domain into sub-domains. Computing barycenters with
multi-scale OT for clustering purposes is worth exploring.
References
Agueh, M. and Carlier, G. Barycenters in the Wasserstein
space. SIAM Journal on Mathematical Analysis, 43(2):
904–924, 2011.
Alvarez-Melis, D., Jegelka, S., and Jaakkola, T. S. Towards
optimal transport with global invariances. In Chaudhuri,
Variational Wasserstein Barycenters
K. and Sugiyama, M. (eds.), Proceedings of Machine
Learning Research, volume 89 of Proceedings of Ma-
chine Learning Research, pp. 1870–1879. PMLR, 16–18
Apr 2019.
Applegate, D., Dasu, T., Krishnan, S., and Urbanek, S. Un-
supervised clustering of multidimensional distributions
using earth mover distance. In Proceedings of the 17th
ACM SIGKDD international conference on Knowledge
discovery and data mining, pp. 636–644. ACM, 2011.
Auricchio, G., Bassetti, F., Gualandi, S., and Veneroni,
M. Computing Kantorovich-Wasserstein distances on
d-dimensional histograms using (d + 1)-partite graphs.
In Advances in Neural Information Processing Systems,
pp. 5793–5803, 2018.
Benamou, J.-D. Numerical resolution of an unbalanced
mass transport problem. ESAIM: Mathematical Mod-
elling and Numerical Analysis, 37(5):851–868, 2003.
Bradley, P. S., Bennett, K. P., and Demiriz, A. Constrained
k-means clustering. Microsoft Research, Redmond, 20(0):
0, 2000.
Brenier, Y. Polar factorization and monotone rearrangement
of vector-valued functions. Communications on pure and
applied mathematics, 44(4):375–417, 1991.
Claici, S., Chien, E., and Solomon, J. Stochastic Wasserstein
barycenters. In International Conference on Machine
Learning, pp. 999–1008, 2018.
Cui, L., Qi, X., Wen, C., Lei, N., Li, X., Zhang, M., and Gu,
X. Spherical optimal transportation. Computer-Aided
Design, 115:181 – 193, 2019.
Cuturi, M. Sinkhorn distances: Lightspeed computation
of optimal transport. In Advances in neural information
processing systems, pp. 2292–2300, 2013.
Cuturi, M. and Doucet, A. Fast computation of Wasserstein
barycenters. In International Conference on Machine
Learning, pp. 685–693, 2014.
Cuturi, M., Teboul, O., and Vert, J.-P. Differentiable rank-
ing and sorting using optimal transport. In Advances in
Neural Information Processing Systems, pp. 6858–6868,
2019.
De Goes, F., Breeden, K., Ostromoukhov, V., and Desbrun,
M. Blue noise through optimal transport. ACM Transac-
tions on Graphics (TOG), 31(6):1–11, 2012.
Forgy, E. W. Cluster analysis of multivariate data: efficiency
versus interpretability of classifications. biometrics, 21:
768–769, 1965.
Gerber, S. and Maggioni, M. Multiscale strategies for com-
puting optimal transport. The Journal of Machine Learn-
ing Research, 18(1):2440–2471, 2017.
Grippo, L. and Sciandrone, M. On the convergence of
the block nonlinear Gauss–Seidel method under convex
constraints. Operations research letters, 26(3):127–136,
2000.
Gu, X., Luo, F., Sun, J., and Yau, S.-T. Variational principles
for minkowski type problems, discrete optimal transport,
and discrete Monge-Ampere equations. arXiv preprint
arXiv:1302.5472, 2013.
Ho, N., Nguyen, X., Yurochkin, M., Bui, H. H., Huynh,
V., and Phung, D. Multilevel clustering via wasserstein
means. In International Conference on Machine Learn-
ing, pp. 1501–1509, 2017.
Kantorovich, L. V. On the translocation of masses. In Dokl.
Akad. Nauk SSSR, volume 37, pp. 199–201, 1942.
Leclaire, A. and Rabin, J. A fast multi-layer approxima-
tion to semi-discrete optimal transport. In International
Conference on Scale Space and Variational Methods in
Computer Vision, pp. 341–353. Springer, 2019.
Lee, J., Dabagia, M., Dyer, E., and Rozell, C. Hierarchical
optimal transport for multimodal distribution alignment.
In Advances in Neural Information Processing Systems,
pp. 13453–13463, 2019.
Le´vy, B. A numerical algorithm for l2 semi-discrete optimal
transport in 3d. ESAIM: Mathematical Modelling and
Numerical Analysis, 49(6):1693–1715, 2015.
Liero, M., Mielke, A., and Savare´, G. Optimal entropy-
transport problems and a new Hellinger–Kantorovich dis-
tance between positive measures. Inventiones mathemati-
cae, 211(3):969–1117, 2018.
Lloyd, S. Least squares quantization in PCM. IEEE trans-
actions on information theory, 28(2):129–137, 1982.
McCann, R. J. A convexity principle for interacting gases.
Advances in mathematics, 128(1):153–179, 1997.
Me´rigot, Q. A multiscale approach to optimal transport.
Computer Graphics Forum, 30(5):1583–1592, 2011.
Mi, L., Zhang, W., Gu, X., and Wang, Y. Variational Wasser-
stein clustering. In Proceedings of the European Confer-
ence on Computer Vision (ECCV), pp. 322–337, 2018a.
Mi, L., Zhang, W., and Wang, Y. Regularized Wasserstein
means for aligning distributional data. arXiv preprint
arXiv:1812.00338, 2018b.
Variational Wasserstein Barycenters
Monge, G. Me´moire sur la the´orie des de´blais et des rem-
blais. Histoire de l’Acade´mie Royale des Sciences de
Paris, 1781.
Murtagh, F. A survey of recent advances in hierarchical
clustering algorithms. The computer journal, 26(4):354–
359, 1983.
Papadakis, N. Approximation of Wasserstein distance with
transshipment. arXiv preprint arXiv:1901.09400, 2019.
Paszke, A., Gross, S., Massa, F., Lerer, A., Bradbury, J.,
Chanan, G., Killeen, T., Lin, Z., Gimelshein, N., Antiga,
L., et al. Pytorch: An imperative style, high-performance
deep learning library. In Advances in Neural Information
Processing Systems, pp. 8024–8035, 2019.
Peyre´, G., Cuturi, M., et al. Computational optimal transport.
Foundations and Trends R© in Machine Learning, 11(5-6):
355–607, 2019.
Quigley, A. and Eades, P. Fade: Graph drawing, clustering,
and visual abstraction. In International Symposium on
Graph Drawing, pp. 197–210. Springer, 2000.
Rubner, Y., Tomasi, C., and Guibas, L. J. The earth mover’s
distance as a metric for image retrieval. International
journal of computer vision, 40(2):99–121, 2000.
Schmitzer, B. A sparse multiscale algorithm for dense
optimal transport. Journal of Mathematical Imaging and
Vision, 56(2):238–259, 2016.
Solomon, J., De Goes, F., Peyre´, G., Cuturi, M., Butscher,
A., Nguyen, A., Du, T., and Guibas, L. Convolutional
Wasserstein distances: Efficient optimal transportation
on geometric domains. ACM Transactions on Graphics
(TOG), 34(4):66, 2015.
Staib, M., Claici, S., Solomon, J. M., and Jegelka, S. Par-
allel streaming Wasserstein barycenters. In Advances in
Neural Information Processing Systems, pp. 2647–2658,
2017.
Villani, C. Topics in optimal transportation. Number 58.
American Mathematical Soc., 2003.
Wang, W., Slepcˇev, D., Basu, S., Ozolek, J. A., and Rohde,
G. K. A linear optimal transportation framework for
quantifying and visualizing variations in sets of images.
International journal of computer vision, 101(2):254–
269, 2013.
Xu, R. and Wunsch, D. Survey of clustering algorithms.
IEEE Transactions on neural networks, 16(3):645–678,
2005.
Ye, J., Wu, P., Wang, J. Z., and Li, J. Fast discrete distribu-
tion clustering using Wasserstein barycenter with sparse
support. IEEE Transactions on Signal Processing, 65(9):
2317–2332, 2017.
