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DISPERSION ESTIMATES FOR SPHERICAL SCHRO¨DINGER
EQUATIONS WITH CRITICAL ANGULAR MOMENTUM
MARKUS HOLZLEITNER, ALEKSEY KOSTENKO, AND GERALD TESCHL
To Helge Holden, inspiring colleague and friend, on the occasion of his 60th birthday
Abstract. We derive a dispersion estimate for one-dimensional perturbed ra-
dial Schro¨dinger operators, where the angular momentum takes the critical
value l = − 1
2
. We also derive several new estimates for solutions of the un-
derlying differential equation and investigate the behavior of the Jost function
near the edge of the continuous spectrum.
1. Introduction
The stationary one-dimensional radial Schro¨dinger equation
iψ˙(t, x) = Hψ(t, x), H := − d
2
dx2
+
l(l + 1)
x2
+ q(x), (t, x) ∈ R× R+, (1.1)
is a well-studied object in quantum mechanics. Starting from the Schro¨dinger equa-
tion with a spherically symmetric potential in three dimensions, one obtains (1.1)
with l a nonnegative integer. However, other dimensions will lead to different val-
ues for l (see e.g. [34, Sect. 17.F]). In particular, the half-integer values arise in two
dimensions and hence are equally important. Moreover, the integer case is typically
not more difficult than the case l > − 12 but the borderline case l = − 12 usually
imposes additional technical problems. For example in [19] we investigated the dis-
persive properties of the associated radial Schro¨dinger equation, but were not able
to cover the case l = − 12 . This was also partly due to the fact that several results
we relied upon were only available for the case l > − 12 . The present paper aims at
filling this gap by investigating
iψ˙(t, x) = Hψ(t, x), H := − d
2
dx2
− 1
4x2
+ q(x), (t, x) ∈ R× R+, (1.2)
with real locally integrable potential q. We will use τ to describe the formal Sturm–
Liouville differential expression and H the self-adjoint operator acting in L2(R+)
and given by τ together with the Friedrichs boundary condition at x = 0:
lim
x→0
W (
√
x, f(x)) = 0. (1.3)
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More specifically, our goal is to provide dispersive decay estimates for these
equations. To this end we recall that under the assumption∫ ∞
0
x(1 + | log(x)|)|q(x)|dx <∞
the operator H has a purely absolutely continuous spectrum on [0,∞) plus a finite
number of eigenvalues in (−∞, 0) (see, e.g., [25, Theorem 5.1] and [29, Sect. 9.7]).
Then our main result reads as follows:
Theorem 1.1. Assume that∫ 1
0
|q(x)|dx <∞ and
∫ ∞
1
x log2(1 + x)|q(x)|dx <∞, (1.4)
and suppose there is no resonance at 0 (see Definition 2.17). Then the following
decay holds ∥∥e−itHPc(H)∥∥L1(R+)→L∞(R+) = O(|t|−1/2), t→∞. (1.5)
Here Pc(H) is the orthogonal projection in L
2(R+) onto the continuous spectrum
of H.
Such dispersive estimates for Schro¨dinger equations have a long tradition and
here we refer to a brief selection of articles [4, 5, 8, 10, 11, 14, 19, 20, 24, 32, 33],
where further references can be found. We will show this result by establishing a
corresponding low energy result, Theorem 3.2 (see also Theorem 3.1), and a cor-
responding high energy result, Theorem 3.3. Our proof is based on the approach
proposed in [19], however, the main technical difficulty is the analysis of the low
and high energy behavior of the corresponding Jost function. Let us also mention
that the potential q ≡ 0 does not satisfy the conditions of Theorem 1.1, that is,
there is a resonance at 0 in this case. However, it is known that the dispersive decay
(1.5) holds true if q ≡ 0 [17] and hence Theorem 1.1 states that the correspond-
ing estimate remains true under additive non-resonant perturbations. For related
results on scattering theory for such operators we refer to [2, 3].
Finally, let us briefly describe the content of the paper. Section 2 is of preliminary
character, where we collect and derive some necessary estimates for solutions, the
Green’s function and the high and low energy behavior of the Jost function (2.29).
However, we would like to emphasize that the behavior of the Jost function near the
bottom of the essential spectrum is still not understood satisfactorily, and for this
very reason the resonant case had to be excluded from our main theorem. The proof
of Theorem 1.1 is given in Section 3. In order to make the exposition self-contained,
we gathered the appropriate version of the van der Corput lemma and necessary
facts on the Wiener algebra in Appendix A. Appendix B contains relevant facts
about Bessel and Hankel functions.
2. Properties of solutions
In this section we will collect some properties of the solutions of the underlying
differential equation required for our main results.
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2.1. The regular solution. Suppose that
q ∈ L1loc(R+) and
∫ 1
0
x
(
1− log(x))|q(x)|dx <∞. (2.1)
Then the ordinary differential equation
τf = zf, τ := − d
2
dx2
− 1
4x2
+ q(x),
has a system of solutions φ(z, x) and θ(z, x) which are real entire with respect to z
and such that
φ(z, x) =
√
pix
2
φ˜(z, x), θ(z, x) = −
√
2x
pi
log(x)θ˜(z, x), (2.2)
where φ˜(z, ·) ∈ W 1,1[0, 1], θ˜(z, ·) ∈ C[0, 1] and φ˜(z, 0) = θ˜(z, 0) = 1. Moreover, we
can choose θ(z, x) such that limx→0W (
√
x log(x), θ(z, x)) = 0 for all z ∈ C. Here
W (u, v) = u(x)v′(x) − u′(x)v(x) is the usual Wronski determinant. For a detailed
construction of these solutions we refer to, e.g., [17].
We start with two lemmas containing estimates for the Green’s function of the
unperturbed equation
G− 1
2
(z, x, y) = φ− 1
2
(z, x)θ− 1
2
(z, y)− φ− 1
2
(z, y)θ− 1
2
(z, x)
and the regular solution φ(z, x) (see, e.g., [15, Lemmas 2.2, A.1, and A.2]). Here
φ− 1
2
(z, x) =
√
pix
2
J0(
√
zx), θ− 1
2
(z, x) =
√
pix
2
(
1
pi
log(z)J0(
√
zx) − Y0(
√
zx)
)
,
(2.3)
where J0 and Y0 are the usual Bessel and Neumann functions (see Appendix B).
All branch cuts are chosen along the negative real axis unless explicitly stated
otherwise.
The first two results are essentially from [15, Appendix A]. However, since the
focus there was on a finite interval, some small adaptions are necessary to cover the
present case of a half-line.
Lemma 2.1 ([15]). The following estimates hold:
∣∣∣φ− 1
2
(k2, x)
∣∣∣ ≤ C ( x
1 + |k|x
) 1
2
e|Im k|x, (2.4)
∣∣∣θ− 1
2
(k2, x)
∣∣∣ ≤ C ( x
1 + |k|x
) 1
2
(
1 +
∣∣∣∣log
(
1 + |k|x
x
)∣∣∣∣
)
e|Im k|x, (2.5)
for all x > 0, and
∣∣∣G− 1
2
(k2, x, y)
∣∣∣ ≤ C ( x
1 + |k|x
) 1
2
(
y
1 + |k|y
) 1
2
(
1 + log
(x
y
))
e|Im k|(x−y) (2.6)
for all 0 < y ≤ x <∞.
Proof. The first two estimates are clear from the asymptotic behavior of the Bessel
function J0 and the Neumann function Y0 (see (B.1), (B.2) and (B.4), (B.5)).
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To consider the third one, first of all we have
G− 1
2
(k2, x, y) = −pi
2
√
xy
[
J0(kx)Y0(ky)− J0(ky)Y0(kx)
]
= − ipi
4
√
xy
[
H
(1)
0 (kx)H
(2)
0 (ky)−H(1)0 (ky)H(2)0 (kx)
]
.
(2.7)
We divide the proof of (2.6) in three steps.
Step (i): |ky| ≤ |kx| ≤ 1. Using the first equality in (2.7) and employing (B.1)
and (B.2), we get∣∣∣G− 1
2
(k2, x, y)
∣∣∣ ≤ C√xy(1 + log( |k|x|k|y
))
= C
√
xy
(
1 + log
(x
y
))
,
which immediately implies (2.6).
Step (ii): |ky| ≤ 1 ≤ |kx|. Using the asymptotics (B.1)–(B.5) from Appendix B,
we get
∣∣∣G− 1
2
(k2, x, y)
∣∣∣ ≤ C√xy
√
1
|k|xe
|Im k|(x−y) (1− log(|k|y)) .
We arrive at (2.6) by noting that
0 < − log(|k|y) ≤ log(x/y)
since |k|y ≤ 1 ≤ |k|x.
Step (iii): 1 ≤ |ky| ≤ |kx|. For the remaining case it suffices to use the second
equality in (2.7) and (B.6)–(B.7) to arrive at
∣∣∣G− 1
2
(k2, x, y)
∣∣∣ ≤ C√xy
√
1
|k|x|k|y e
|Im k|(x−y) =
C
|k|e
|Im k|(x−y),
which implies the claim. 
Lemma 2.2 ([15]). Assume (2.1). Then φ(z, x) satisfies the integral equation
φ(z, x) = φ− 1
2
(z, x) +
∫ x
0
G− 1
2
(z, x, y)φ(z, y)q(y)dy. (2.8)
Moreover, φ(·, x) is entire for every x > 0 and satisfies the estimate
∣∣∣φ(k2, x)− φ− 1
2
(k2, x)
∣∣∣ ≤C ( x
1 + |k|x
) 1
2
e|Im k|x
×
∫ x
0
y
1 + |k|y
(
1 + log
(x
y
))
|q(y)|dy (2.9)
for all x > 0 and k ∈ C.
Proof. The proof is based on the successive iteration procedure. As in the proof of
Lemma 2.2 in [15], set
φ =
∞∑
n=0
φn, φ0 = φ− 1
2
, φn(k
2, x) :=
∫ x
0
G− 1
2
(k2, x, y)φn−1(k2, y)q(y)dy
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for all n ∈ N. The series is absolutely convergent since
∣∣φn(k2, x)∣∣ ≤ Cn+1
n!
(
x
1 + |k|x
) 1
2
e|Im k|x
×
(∫ x
0
y
1 + |k|y
(
1 + log
(x
y
))
|q(y)|dy
)n
, n ∈ N.
(2.10)
This is all we need to finish the proof of this lemma. 
We also need the estimates for derivatives.
Lemma 2.3. The following estimates hold
|∂kφ− 1
2
(k2, x)| ≤ C|k|x
(
x
1 + |k|x
) 3
2
e|Imk|x (2.11)
for all x > 0, and∣∣∣∂kG− 1
2
(k2, x, y)
∣∣∣ ≤ C|k|x( x
1 + |k|x
) 3
2
(
y
1 + |k|y
) 1
2
×
(
1 + log
(x
y
))
e|Im k|(x−y),
(2.12)
for all 0 < y ≤ x <∞.
Proof. The first inequality follows from the identity (see [23, (10.6.3)])
∂kφ− 1
2
(k2, x) = −x
√
pix
2
J1(kx)
along with the asymptotic behavior of the Bessel function J1 (cf. [19, Lemma 2.1]).
To prove (2.12), we first calculate
∂kG− 1
2
(k2, x, y) =
pi
2
√
xy
[
xJ1(kx)Y0(ky)− yJ1(ky)Y0(kx)
− xJ0(ky)Y1(kx) + yJ0(kx)Y1(ky)
]
=
ipi
4
√
xy
[
xH
(1)
1 (kx)H
(2)
0 (ky)− yH(1)1 (ky)H(2)0 (kx)
+xH
(1)
0 (ky)H
(2)
1 (kx)− yH(1)0 (kx)H(2)1 (ky)
]
,
(2.13)
where we have used formulas (2.7) and the identities for derivatives of Bessel and
Hankel functions (cf. Appendix B).
Step (i): |ky| ≤ |kx| ≤ 1. Employing the series expansions (B.1)–(B.2) we get
from the first equality in (2.13)
∂kG− 1
2
(k2, x, y) =
pi
2
√
xy
[
x
kx
4
2 log(ky)
pi
− y ky
4
2 log(kx)
pi
− x
( 1
2pikx
+
2 log(kx)
pi
kx
4
)
+ y
( 1
2piky
+
2 log(ky)
pi
ky
4
)]
(1 +O(1))
=
pi
2
√
xy
(
kx2 + ky2
)(
log(ky)− log(kx))(1 +O(1))
=
pi
2
√
xykx2 log(y/x)(1 +O(1)).
This immediately implies the desired claim.
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Step (ii): |ky| ≤ 1 ≤ |kx|. Again we employ the asymptotics (B.1)–(B.5) from
Appendix B to get:
∂kG− 1
2
(k2, x, y) =
pi
√
xy
2
[√
2x
pik
cos
(
kx− 3pi
4
)2 log(ky)
pi
− yky
√
2
pikx
cos
(
kx− pi
4
)
−
√
2x
pik
cos
(
kx− 3pi
4
)
+ y
√
2
pikx
cos
(
kx− pi
4
) 1
2piky
]
(1 +O(1))
=
pi
√
xy
2
[√
2x
pik
cos
(
kx− 3pi
4
)( 2
pi
log(ky)− 1
)
+
√
2
pikx
cos
(
kx− pi
4
)( 1
2pik
− yky
)]
(1 +O(1)).
This gives the desired estimate, where we have to use 1|k| ≤ x to estimate the second
summand and the logarithmic expression appropriately (cf. step (ii) of 2.1).
Step (iii): 1 ≤ |ky| ≤ |kx|. To deal with the remaining case we shall use the
second equality in (2.13) and the asymptotic expansions of Hankel functions (B.6)–
(B.7):
∂kG− 1
2
(k2, x, y) =
ipi
√
xy
4
[
x
2
pik
√
xy
eik(x−y)−ipi/2 − y 2
pik
√
xy
eik(y−x)−ipi/2
+ x
2
pik
√
xy
eik(y−x)+ipi/2 − y 2
pik
√
xy
eik(x−y)+ipi/2
]
(1 +O(1))
=
x+ y
2ik
sin(k(x − y))(1 +O(1)).
This again immediately implies (2.12). 
Lemma 2.4. Assume (2.1). Then ∂kφ(k
2, x) is a solution to the integral equation
∂kφ(k
2, x) = ∂kφ− 1
2
(k2, x)
+
∫ x
0
[∂kG− 1
2
(k2, x, y)]φ(k2, y) +G− 1
2
(k2, x, y)∂kφ(k
2, y)]q(y)dy (2.14)
and satisfies the estimate
∣∣∣∂kφ(k2, x)− ∂kφ− 1
2
(k2, x)
∣∣∣ ≤C|k|x( x
1 + |k|x
) 3
2
e|Im k|x (2.15)
×
∫ x
0
y
1 + |k|y
(
1 + log
(x
y
))
|q(y)|dy.
Proof. Let us show that ∂kφ(k
2, x) given by
∂kφ =
∞∑
n=0
βn, β0(k, x) = ∂kφ− 1
2
(k2, x), (2.16)
βn(k, x) =
∫ x
0
∂kG− 1
2
(k2, x, y)φn−1(k2, y)q(y)dy
+
∫ x
0
G− 1
2
(k2, x, y)βn−1(k, y)q(y)dy, n ∈ N,
(2.17)
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satisfies (2.14). Here φn is defined in Lemma 2.2. Using (2.10) and (2.11), we can
bound the first summand in (2.17) as follows
|1st term| ≤ C
n+1
(n− 1)! |k|x
(
x
1 + |k|x
) 3
2
e|Im k|x
∫ x
0
(
1 + log
(x
y
)) y |q(y)|
1 + |k|y
(∫ y
0
(
1 + log
(y
t
)) t |q(t)|
1 + |k|tdt
)n−1
dy
≤ C
n+1
n!
|k|x
(
x
1 + |k|x
) 3
2
e|Im k|x
(∫ x
0
(
1 + log
(x
y
)) y|q(y)|
1 + |k|y dy
)n
.
Next, using induction, one can show that the second summand admits a similar
bound and hence we finally get
|βn(k, x)| ≤ C
n+1
n!
|k|x
(
x
1 + |k|x
) 3
2
e|Im k|x
(∫ x
0
(
1 + log
(x
y
)) y|q(y)|
1 + |k|y dy
)n
.
This immediately implies the convergence of (2.16) and, moreover, the estimate
|∂kφ(k2, x)− ∂kφ− 1
2
(k2, x)| ≤
∞∑
n=1
|βn(k, x)| ,
from which (2.15) follows under the assumption (2.1). 
Furthermore, by [9, 7, 30] (see also [12]), the regular solution φ admits a repre-
sentation by means of transformation operators preserving the behavior of solutions
at x = 0 (see also [6, Chap. III] for further details and historical remarks).
Lemma 2.5. Suppose q ∈ L1loc([0,∞)). Then
φ(z, x) = φ− 1
2
(z, x) +
∫ x
0
B(x, y)φ− 1
2
(z, y)dy = (I +B)φ− 1
2
(z, x), (2.18)
where the so-called Gelfand–Levitan kernel B : R2+ → R satisfies the estimate
|B(x, y)| ≤ 1
2
σ0
(
x+ y
2
)
eσ1(x), σj(x) =
∫ x
0
sj |q(s)|ds, (2.19)
for all 0 < y < x and j ∈ {0, 1}.
In particular, this lemma immediately implies the following useful result.
Corollary 2.6. Suppose q ∈ L1((0, 1)). Then B is a bounded operator on L∞((0, 1)).
Proof. If f ∈ L∞((0, 1)), then using the estimate (2.19) we get
|(Bf)(x)| =
∣∣∣ ∫ x
0
B(x, y)f(y)dy
∣∣∣ ≤ ‖f‖∞
∫ x
0
|B(x, y)|dy
≤ 1
2
‖f‖∞eσ1(1)
∫ x
0
σ0
(x+ y
2
)
dy ≤ 1
2
‖f‖∞eσ1(1)σ0(1),
which proves the claim. 
Remark 2.7. Note that B is a bounded operator on L2((0, a)) for all a > 0. How-
ever, the estimate (2.19) allows to show that its norm behaves like O(a) as a→∞
and hence B might not be bounded on L2(R+).
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2.2. The Jost solution and the Jost function. In this subsection, we assume
that the potential q belongs to the Marchenko class, i.e., in addition to (2.1), q also
satisfies ∫ ∞
1
x log(1 + x)|q(x)|dx <∞. (2.20)
Recall that under these assumptions on q the spectrum of H is purely absolutely
continuous on (0,∞) with an at most finite number of eigenvalues λn ∈ (−∞, 0).
A solution f(k, ·) to τy = k2y with k 6= 0 satisfying the following asymptotic
normalization
f(k, x) = eikx(1 + o(1)), f ′(k, x) = ikeikx(1 + o(1)) (2.21)
as x→∞, is called the Jost solution. In the case q ≡ 0, we have (cf. (B.6))
f− 1
2
(k, x) = ei
pi
4
√
pixk
2
H
(1)
0 (kx), (2.22)
which is analytic in C+ and continuous in C+\{0}. HereH(1)ν is the Hankel function
of the first kind (see Appendix B). Using the estimates for Hankel functions we
obtain∣∣∣f− 1
2
(k, x)
∣∣∣ ≤ C ( |k|x
1 + |k|x
) 1
2
e−|Im k|x
(
1− log
( |k|x
1 + |k|x
))
≤ Ce−|Im k|x
(2.23)
for all x > 0. Notice that for the second inequality in (2.23) we have to use the fact
that the function x 7→
√
x
x+1 log
(
x
x+1
)
is bounded on R+.
Lemma 2.8. Assume (2.20). Then the Jost solution satisfies the integral equation
f(k, x) = f− 1
2
(k, x)−
∫ ∞
x
G− 1
2
(k2, x, y)f(k, y)q(y)dy. (2.24)
For all x > 0, f(·, x) is analytic in the upper half plane and can be continuously
extended to the real axis away from k = 0 and
|f(k, x)− f− 1
2
(k, x)| ≤ C
(
x
1 + |k|x
) 1
2
e−|Im k| x (2.25)
×
∫ ∞
x
(
y
1 + |k| y
) 1
2 (
1 + log
(y
x
))
|q(y)|dy.
Proof. The proof is based on the successive iteration procedure. Set
f =
∞∑
n=0
fn, f0 = f− 1
2
, fn(k, x) = −
∫ ∞
x
G− 1
2
(k2, x, y)fn−1(k, y)q(y)dy
for all n ∈ N. The series is absolutely convergent since
|fn(k, x)| ≤ C
n+1
n!
(
x
1 + |k|x
) 1
2
e−|Imk|x
×
(∫ ∞
x
(
y
1 + |k| y
) 1
2 (
1 + log
( y
x
))
|q(y)|dy
)n
holds for all n ∈ N. The latter also proves (2.25). 
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Furthermore, by [9, 7, 26, 27] (see also [12]), the Jost solution f admits a repre-
sentation by means of transformation operators preserving the behavior of solutions
at infinity.
Lemma 2.9 ([26, 27]). Assume (2.20) and let k 6= 0. Then
f(k, x) = f− 1
2
(k, x) +
∫ ∞
x
K(x, y)f− 1
2
(k, y)dy = (I +K)f− 1
2
(k, x), (2.26)
where the so-called Marchenko kernel K : R2 → R satisfies the estimate
|K(x, y)| ≤ c0
2
σ˜0
(
x+ y
2
)
ec0σ˜1(x)−σ˜1(
x+y
2
), σ˜j(x) =
∫ ∞
x
sj |q(s)|ds, (2.27)
for all x < y <∞. Here c0 is a positive constant given by
c0 := sup
s∈(0,1)
(1 − s)1/2 2F1
(
1/2, 1/2
1
; s
)
= sup
s∈(0,1)
(1− s)1/2
∞∑
n=0
((1/2)n)
2
(n!)2
sn.
Notice that c0 is finite in view of [23, (15.4.21)]. Moreover, this lemma immedi-
ately implies the following useful result.
Corollary 2.10. If (2.20) holds, then K is a bounded operator on L∞((1,∞)).
Proof. If f ∈ L∞((1,∞)), then using the estimate (2.27) we get
|(Kf)(x)| =
∣∣∣ ∫ ∞
x
K(x, y)f(y)dy
∣∣∣ ≤ ‖f‖∞
∫ ∞
x
|K(x, y)|dy
≤ c0
2
‖f‖∞ec0σ˜1(x)
∫ ∞
1
σ˜0
(1 + y
2
)
dy
≤ c0‖f‖∞ec0σ˜1(1)
∫ ∞
1
σ˜0(s)ds = c0‖f‖∞
(
σ˜1(1)− σ˜0(1)
)
ec0σ˜1(1),
which proves the claim. 
By Lemma 2.8, the Jost solution is analytic in the upper half plane and can be
continuously extended to the real axis away from k = 0. We can extend it to the
lower half plane by setting f(k, x) = f(−k, x) = f(k∗, x)∗ for Im(k) < 0 (here and
below we denote the complex conjugate of z by z∗). For k ∈ R \ {0} we obtain two
solutions f(k, x) and f(−k, x) = f(k, x)∗ of the same equation whose Wronskian is
given by (cf. (2.21))
W (f(−k, .), f(k, .)) = 2ik. (2.28)
The Jost function is defined as
f(k) :=W (f(k, .), φ(k2, .)) (2.29)
and we also set
g(k) :=W (f(k, .), θ(k2, .))
such that
f(k, x) = f(k)θ(k2, x)− g(k)φ(k2, x). (2.30)
In particular, the function given by
m(k2) := − g(k)
f(k)
, k ∈ C+,
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is called the Weyl m-function (we refer to [16, 18] for further details). Note that
both f(k) and g(k) are analytic in the upper half plane and f(k) has simple zeros
at iκn =
√
λn ∈ C+.
Since f(k, x)∗ = f(−k, x) for k ∈ R \ {0}, we obtain f(k)∗ = f(−k) and g(k)∗ =
g(−k). Moreover, (2.28) shows
φ(k2, x) =
f(−k)
2ik
f(k, x)− f(k)
2ik
f(−k, x), k ∈ R \ {0}, (2.31)
and by (2.30) we get
2i Im(f(k)g(k)∗) = f(k)g(k)∗ − f(k)∗g(k) =W (f(−k, ·), f(k, ·)) = 2ik.
Moreover,
Im m(k2) = − Im
(
f(k)∗g(k)
)
|f(k)|2 =
k
|f(k)|2 , k ∈ R \ {0}. (2.32)
Note that
f− 1
2
(k) =W (f− 1
2
(k, .), φ− 1
2
(k2, .)) =
√
ke−i
pi
4 , 0 ≤ arg(k) < pi.
Thus, by [18, Theorem 2.1] (see also Eq. (5.15) in [18] or [13]), on the real line we
have
|f(k)| =
√
|k|(1 + o(1)), k →∞. (2.33)
2.3. High and low energy behavior of the Jost function. Consider the fol-
lowing function
F (k) =
f(k)
f− 1
2
(k)
= ei
pi
4 k−
1
2 f(k) = ei
pi
4 k−
1
2W (f(k, .), φ(k2, .)), Im k ≥ 0. (2.34)
Let us summarize the basic properties of F .
Lemma 2.11. The function F defined by (2.34) is analytic in C+ and continuous
in C+ \ {0}. Moreover, F (k)∗ = F (−k) 6= 0 for all k ∈ R \ {0} and
|F (k)| = 1 + o(1) (2.35)
as k ∈ R tends to ∞.
Proof. The first claim follows from the corresponding properties of the Jost function.
Next, (2.31) implies that f(k) 6= 0 for all k ∈ R \ {0}. Finally, (2.35) follows from
(2.33). 
The analysis of the behavior of F near zero is much more delicate. We start with
the following integral representation.
Lemma 2.12 ([18]). Assume (2.1) and (2.20). Then the function F admits the
integral representation
F (k) = 1+ei
pi
4 k−
1
2
∫ ∞
0
f− 1
2
(k, x)φ(k2, x)q(x)dx (2.36)
= 1 + ei
pi
4 k−
1
2
∫ ∞
0
f(k, x)φ− 1
2
(k2, x)q(x)dx
for all k ∈ C+ \ {0}.
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Proof. To prove the integral representations (2.36), we need to replace φ and f in
(2.34) by (2.8) and (2.24), respectively, use the asymptotic estimates for φ, f and
G− 1
2
, and then take the limits x→ +∞ and x→ 0. 
Corollary 2.13. Assume in addition that q satisfies∫ ∞
1
x log2(1 + x)|q(x)|dx <∞. (2.37)
Then for k > 0 the integral representation (2.36) can be rewritten as follows
F (k) = 1+
∫ ∞
0
θ− 1
2
(k2, x)φ(k2, x)q(x)dx
+
(
i− 1
pi
log(k2)
) ∫ ∞
0
φ− 1
2
(k2, x)φ(k2, x)q(x)dx.
(2.38)
Proof. Indeed, the integrals converge for all k ∈ R\{0} due to (2.4), (2.5) and (2.9).
Then (2.38) follows from the first formula in (2.36) since (cf. (2.3) and (2.22))
θ− 1
2
(k2, x)− 1
pi
log(−k2)φ− 1
2
(k2, x) = ei
pi
4 k−
1
2 f− 1
2
(k, x).
Notice also that it suffices to consider only positive k > 0 since F (−k) = F (k)∗ by
Lemma 2.12. 
Before proceed further, we need the following simple facts.
Lemma 2.14. Suppose that q satisfies (2.1) and (2.37). Then∫ ∞
0
φ− 1
2
(0, s)φ(0, s)q(s)ds =
√
pi
2
lim
x→∞
W (
√
x, φ(0, x)), (2.39)
∫ ∞
0
θ− 1
2
(0, s)φ(0, s)q(s)ds = −1−
√
2
pi
lim
x→∞
W (
√
x log(x), φ(0, x)). (2.40)
Proof. First observe that the integrals on the left-hand side are finite since
φ− 1
2
(0, x) =
√
pix
2
, θ− 1
2
(0, x) = −
√
2x
pi
log(x),
and q satisfies (2.1) and (2.37). Now notice that∫ x
0
φ− 1
2
(0, s)φ(0, s)q(s)ds =
∫ x
0
φ− 1
2
(0, s)(φ′′(0, s) +
1
4s2
φ(0, s))ds
since τφ = 0. Integrating by parts and noting that φ− 1
2
(0, x) solves y′′ + 14x2 y = 0,
we get ∫ x
0
φ− 1
2
(0, s)φ(0, s)q(s)ds =
√
pi
2
W (
√
x, φ(0, x))
since W (
√
x, φ(0, x)) → 0 as x → 0. Passing to the limit as x → ∞, we arrive at
(2.39). The proof of (2.40) is analogous. 
Lemma 2.15. Assume the conditions of Lemma 2.14. Then the equation
τy = −y′′ − 1
4x2
y + q(x)y = 0
has two linearly independent solution y1 and y2 such that
y1(x) =
√
x(1 + o(1)), y′1(x) =
1
2
√
x
(1 + o(1)) (2.41)
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and
y2(x) =
√
x log(x)(1 + o(1)), y′2(x) =
log(
√
x)√
x
(1 + o(1)) (2.42)
as x→∞.
Proof. The proof is based on successive iteration. Namely, each solution to τy = 0
solves the integral equation
f(x) = a
√
x+ b
√
x log(x) −
∫ ∞
x
√
xs log(x/s)f(s)q(s)ds.
Since the argument is fairly standard we only provide some details for y2(x); the
calculations for y1(x) are similar. For simplicity we set x > e, which is no restriction
since we only need estimates for large x anyway. As in, e.g., Lemma 2.2 we set
y2(x) =
∞∑
n=0
φn, φ0(x) :=
√
x log(x), φn(x) := −
∫ ∞
x
√
xs log(x/s)φn−1(s)q(s)ds.
Since log(s/x) ≤ log(x) log(s) for all e ≤ x ≤ s <∞, we immediately get
|φ1(x)| ≤
∫ ∞
x
√
xs log(s/x)
√
s log(s)|q(s)|ds ≤ √x log(x)
∫ ∞
x
s log2(s)|q(s)|ds
and then inductively we obtain that
|φn(x)| ≤
√
x log(x)
n!
(∫ ∞
x
s log2(s)|q(s)|ds
)n
,
for all n ∈ N and x ≥ e. Therefore, we end up with the following estimate
|y2(x)−
√
x log(x)| ≤ C√x log(x)
∫ ∞
x
s log2(s)|q(s)|ds, x ≥ e. (2.43)
The derivative y′2(x) has to satisfy
y′2(x) =
1√
x
(
1 + log(
√
x)
)− ∫ ∞
x
√
s
x
(
1 + log(
√
x/s)
)
y2(s)q(s)ds.
Employing the same procedure as before we set
y′2(x) =
∞∑
n=0
βn, β0(x) :=
1 + log(
√
x)√
x
,
βn(x) := −
∫ ∞
x
√
s
x
(
1 + log(
√
x/s)
)
βn−1(s)q(s)ds.
Iteration then gives
|βn(x)| ≤ C
n+1
n!
1 + log(
√
x)√
x
(∫ ∞
x
s log2(s)|q(s)|ds
)n
for all n ∈ N and x ≥ e since
1 + log(x/s) ≤ (1 + log(x))(1 + log(s)) ≤ 2 log(s)(1 + log(x)),
for all e ≤ x ≤ s <∞. Thus we end up with the estimate∣∣∣∣y′2(x)− 1 + log(
√
x)√
x
∣∣∣∣ ≤ C 1 + log(
√
x)√
x
∫ ∞
x
s log2(s)|q(s)|ds, x ≥ e, (2.44)
which completes the proof. 
Now we are in position to characterize the behavior of F near 0.
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Lemma 2.16. Suppose that k > 0 and q satisfies (2.1) and (2.37). Then
F (k) = F1(k) +
(
i− 1
pi
log(k2)
)
F2(k), k 6= 0, (2.45)
where F1 and F2 are continuous real-valued functions on R. Moreover,
F2(0) =
√
pi
2
lim
x→∞W (
√
x, φ(0, x)) = 0 (2.46)
precisely when φ(0, x) = O(√x) as x→∞. In the latter case
F (k) = F1(0) +O(k2 log(−k2)), k → 0, (2.47)
with
F1(0) = −
√
2
pi
lim
x→∞
W (
√
x log(x), φ(0, x)) 6= 0. (2.48)
Proof. The first claim follows from the integral representation (2.38) since the cor-
responding integrals are continuos in k by the dominated convergence theorem.
Moreover, φ(k2, x) and θ(k2, x) are real if k ∈ R and hence so are F1 and F2.
By Lemma 2.15, φ(0, x) = ay1(x) + by2(x), where the asymptotic behavior of
y1 and y2 is given by (2.41) and (2.42), respectively. Combining Lemma 2.14 with
the representation (2.38), we conclude that F2(0) = b
√
pi/2 6= 0 in (2.45) precisely
when b 6= 0 and hence the second claim follows.
Assume now that F2(0) = 0, which is equivalent to the equality φ(0, x) = ay1(x)
with a =
√
pi/2F1(0) 6= 0. Noting that both φ− 1
2
(·, x) and φ(·, x) are analytic
for each x > 0 and applying the dominated convergence theorem once again, we
conclude that ∫ ∞
0
φ− 1
2
(k2, x)φ(k2, x)q(x)dx = O(k2), k → 0.
This immediately proves (2.47). 
Definition 2.17. We shall say that there is a resonance at 0 if φ(0, x) = O(√x)
as x→∞.
Let us mention that there is a resonance at 0 if q ≡ 0 since in this case φ(0, x) =
φ− 1
2
(0, x) =
√
pix/2.
We finish this section with the following estimate.
Lemma 2.18. Assume that q satisfies (2.1) and (2.20). Then F is differentiable
for all k 6= 0 and
|F ′(k)| ≤ C|k| , k 6= 0.
Proof. Setting
f˜− 1
2
(k, x) :=
f− 1
2
(k, x)
f− 1
2
(k)
= ei
pi
4 k−
1
2 f− 1
2
(k, x),
we find that its derivative is given by (cf. [23, (10.6.3)])
∂kf˜− 1
2
(k, x) = −ix
√
pix
2
H
(1)
1 (kx).
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Similar to (2.23) we obtain the estimate∣∣∣∂kf˜− 1
2
(k, x)
∣∣∣ ≤ C
√
x(1 + |k|x)
|k| e
−|Im k|x (2.49)
which holds for all x > 0. Using (2.36), we get
F ′(k) =
∫ ∞
0
(
∂kf˜− 1
2
(k, x)φ(k2, x) + f˜− 1
2
(k, x)∂kφ(k
2, x)
)
q(x)dx.
The integral converges absolutely for all k 6= 0. Indeed, we have
1 + log
(x
y
)
≤ (1 + | log(x)|)(1 + | log(y)|), 0 < y ≤ x. (2.50)
By (2.15), (2.23) and also (2.50), we obtain∣∣∣∣
∫ ∞
0
f˜− 1
2
(k, x)∂kφ(k
2, x)q(x)dx
∣∣∣∣ ≤ C
∫ ∞
0
√
|k|x
(
x
1 + |k|x
) 3
2
(1 + | log(x)|)|q(x)|dx
≤ C|k|
∫ ∞
0
x(1 + | log(x)|)|q(x)|dx.
Using (2.9) and (2.49) (again in combination with (2.50)), we get the following
estimates for the first summand:∣∣∣∣
∫ ∞
0
∂kf˜− 1
2
(k, x)φ(k2, x)q(x)dx
∣∣∣∣ ≤ C|k|
∫ ∞
0
x(1 + | log(x)|)|q(x)|dx.
Now the claim follows. 
3. Dispersive decay
In this section we prove the dispersive decay estimate (1.5) for the Schro¨dinger
equation (1.2). In order to do this, we divide the analysis into a low and high
energy regimes. In the analysis of both regimes we make use of variants of the van
der Corput lemma (see Appendix A), combined with a Born series approach for the
high energy regime suggested in [10] and adapted to our setting in [19].
3.1. The low energy part. For the low energy regime, it is convenient to use the
following well-known representation of the integral kernel of e−itHPc(H),
[e−itHPc(H)](x, y) =
2
pi
∫ ∞
−∞
e−itk
2
φ(k2, x)φ(k2, y) Imm(k2)k dk
=
2
pi
∫ ∞
−∞
e−itk
2 φ(k2, x)φ(k2, y)k2
|f(k)|2 dk (3.1)
=
2
pi
∫ ∞
−∞
e−itk
2 φ˜(k, x)φ˜(k, y)
|F (k)|2 dk,
where the integral is to be understood as an improper integral. In fact, adding an
additional energy cut-off (which is all we will need below) the formula is imme-
diate from the spectral transformation [16, §3] and the general case can then be
established taking limits (see [19] for further details).
In the last equality we have used
φ˜(k, x) := |k| 12φ(k2, x), k ∈ R. (3.2)
DISPERSION ESTIMATES 15
Note that
|φ˜(k, x)| ≤ C
( |k|x
1 + |k|x
) 1
2
e| Im k|x
(
1 +
∫ x
0
(
1 + log
(x
y
)) y|q(y)|
1 + |k|y dy
)
, (3.3)
|∂kφ˜(k, x)| ≤ Cx
( |k|x
1 + |k|x
)− 1
2
e| Im k|x
(
1 +
∫ x
0
(
1 + log
(x
y
)) y|q(y)|
1 + |k|ydy
)
,
(3.4)
which follow from (2.4), (2.9) and the equality
∂kφ˜(k, x) =
1
2
sgn(k)|k|− 12φ(k2, x) + |k| 12 ∂kφ(k2, x)
together with (2.11), (2.15).
We begin with the following estimate.
Theorem 3.1. Assume (2.1) and (2.37). Let χ ∈ C∞c (R) with supp(χ) ⊂ (−k0, k0).
Then ∣∣[e−itHχ(H)Pc(H)](x, y)∣∣ ≤ C√xy|t|− 12 (3.5)
for all x, y ≤ 1.
Proof. We want to apply the van der Corput Lemma A.1 to the integral
I(t, x, y) := [e−itHχ(H)Pc(H)](x, y) =
2
pi
∫ ∞
−∞
e−itk
2
χ(k2)
φ˜(k, x)φ˜(k, y)
|F (k)|2 dk.
Denote
A(k) = χ(k2)A0(k), A0(k) =
φ˜(k, x)φ˜(k, y)
|F (k)|2 .
Note that
‖A‖∞ ≤ ‖χ‖∞‖A0‖∞, ‖A′‖1 ≤ ‖χ′‖1‖A0‖∞ + ‖χ‖1‖A′0‖∞.
By Lemma 2.11, F (k) 6= 0 for all k ∈ R \ {0}. Moreover, combining (2.35) with
Lemma 2.16, we conclude that ‖1/F‖∞ <∞. Using (3.3) and noting that log(x/y) ≤
log(1/y) for all 0 < y ≤ x ≤ 1, we get
|φ˜(k, x)| ≤ C
( |k|x
1 + |k|x
) 1
2
e| Im k|x, x ∈ (0, 1]. (3.6)
Therefore,
sup
k∈[−k0,k0]
|A0(k)| ≤ C ‖1/F‖2∞|k0|
√
xy, (3.7)
which holds for all x, y ∈ (0, 1] with some uniform constant C > 0.
Next, we get
A′0(k) =
∂kφ˜(k, x)φ˜(k, y) + φ˜(k, x)∂kφ˜(k, y)
|F (k)|2 −A0(k)Re
F ′(k)
F (k)
.
To consider the second term, we infer from (3.6), Lemma 2.16 and Lemma 2.18 that∣∣∣∣A0(k)Re F ′(k)F (k)
∣∣∣∣ ≤ |φ˜(k, x)φ˜(k, y)||F (k)|2
∣∣∣∣F ′(k)F (k)
∣∣∣∣ ≤ C√xy.
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The estimate for the first term follows from (3.6) and (3.4) since∣∣∣∂kφ˜(k, x)φ˜(k, y) + φ˜(k, x)∂kφ˜(k, y)∣∣∣
≤ C
( |k|x
1 + |k|x
) 1
2
( |k|y
1 + |k|y
) 1
2
(
1 + |k|x
|k| +
1 + |k|y
|k|
)
≤ C√xy 1 + |k|x+ 1 + |k|y√
(1 + |k|x)(1 + |k|y) ≤ 2C(1 + |k|)
√
xy, x, y ∈ (0, 1].
The claim now follows by applying the classical van der Corput Lemma (see [28,
page 334]) or by noting that A ∈ W0(R) in view of Lemma A.2 and then it remains
to apply Lemma A.1. 
Theorem 3.2. Assume∫ 1
0
|q(x)|dx <∞ and
∫ ∞
1
x log2(1 + x)|q(x)|dx <∞. (3.8)
Let also χ ∈ C∞c (R) with supp(χ) ⊂ (−k0, k0). If φ(0, x)/
√
x is unbounded near ∞,
then ∣∣[e−itHχ(H)Pc(H)](x, y)∣∣ ≤ C|t|− 12 , (3.9)
whenever max(x, y) ≥ 1.
Proof. Assume that 0 < x ≤ 1 ≤ y. We proceed as in the previous proof but use
Lemma 2.5 and Lemma 2.9 to write
A(k) = χ(k2)
(I +Bx)φ˜− 1
2
(k, x) · (I +Ky)φ˜− 1
2
(k, y)
|F (k)|2 , k 6= 0.
Indeed, for all k ∈ R \ {0}, φ(k2, ·) admits the representation (2.31). Therefore, by
Lemma 2.9, φ˜(k, y) = (I +Ky)φ˜− 1
2
(k, y) for all k ∈ R \ {0}.
By symmetry A(k) = A(−k) and hence our integral reads
I(t, x, y) =
4
pi
∫ ∞
0
e−itk
2
A(k)dk.
Let us show that the individual parts of A(k) coincide with a function which is
the Fourier transform of a finite measure. Clearly, we can redefine A(k) for k < 0.
To this end note that φ˜− 1
2
(k2, x) = J(|k|x), where J(r) = √rJ0(r). Note that
J(r) ∼ √r as r → 0 and J(r) =
√
2
pi cos(r − pi4 ) + O(r−1) as r → +∞ (see (B.4)).
Moreover, J ′(r) ∼ 1
2
√
r
as r → 0 and J ′(r) =
√
2
pi cos(r +
pi
4 ) +O(r
−1) as r → +∞
(see (B.8)). Moreover, we can define J(r) for r < 0 such that it is locally in H1 and
J(r) =
√
2
pi cos(r − pi4 ) for r < −1. By construction we then have J˜ ∈ L2(R) and
J˜ ∈ Lp(R) for all p ∈ (1, 2). By Lemma A.2, J˜ ∈ W0 and hence J˜ is the Fourier
transform of an integrable function. Moreover, cos(r − pi4 ) is the Fourier transform
of the sum of two Dirac delta measures and so J is the Fourier transform of a finite
measure. By scaling, the total variation of the measures corresponding to J(kx) is
independent of x.
Let us show that χ(k2)|F (k)|−2 belongs to the Wiener algebra W0(R). As in
Lemma A.3, we define the functions f0 and f1. Since φ(0, x)/
√
x is unbounded near
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∞, by Lemma 2.16 we conclude that F (k) = log(k2)(c+ o(1)) as k → 0 with some
c 6= 0. Hence Lemma 2.18 yields∣∣∣∣ ddk 1|F (k)|2
∣∣∣∣ =
∣∣∣∣− 1|F (k)|2 2Re
(
F ′(k)
F (k)∗
)∣∣∣∣ ≤ 2 |F ′(k)||F (k)|3 ≤ C|k|| log(k)|3
for k near zero, which implies that
f1(k) ≤ C 1
k log3(2/k)
, k ∈ (0, 1).
Therefore, we get∫ 1
0
log
(
2/k
)
f1(k)dk ≤ C
∫ 1
0
dk
k log2(2/k)
= C
∫ 1/2
0
dk
k log2(k)
=
C
log 2
<∞.
Noting that the second condition in (A.3) is satisfied since χ has compact support
and hence so are f0 and f1. Therefore Lemma A.3 implies that χ(k
2)|F (k)|−2
belongs to the Wiener algebra W0(R).
Lemma A.1 then shows
|I˜(t, x, y)| ≤ C√
t
, I˜(t, x, y) :=
4
pi
∫ ∞
0
e−itk
2
χ(k2)
φ˜− 1
2
(k, x)φ˜− 1
2
(k, y)
|F (k)|2 dk.
But by Fubini we have I(t, x, y) = (1 +Bx)(1 +Ky)I˜(t, x, y) and the claim follows
since both B : L∞((0, 1)) → L∞((0, 1)) and K : L∞((1,∞)) → L∞((1,∞)) are
bounded in view of Corollary 2.6 and Corollary 2.10, respectively.
By symmetry, we immediately obtain the same estimate if 0 < y ≤ 1 ≤ x. The
case min(x, y) ≥ 1 can be proved analogously, we only need to write
A(k) = χ(k2)
(I +Kx)φ˜− 1
2
(k, x) · (I +Ky)φ˜− 1
2
(k, y)
|F (k)|2 , k 6= 0. 
3.2. The high energy part. For the analysis of the high energy regime we use
the following —also well-known— alternative representation:
e−itHPc(H) =
1
2pii
∫ ∞
0
e−itω [RH(ω + i0)−RH(ω − i0)] dω
=
1
pii
∫ ∞
−∞
e−itk
2RH(k2 + i0) k dk, (3.10)
where RH(ω) = (H − ω)−1 is the resolvent of the Schro¨dinger operator H and the
limit is understood in the strong sense (see, e.g., [29]). We recall that for k ∈ R\{0}
the Green’s function is given by
[RH(k2 ± i0)](x, y) = [RH(k2 ± i0)](y, x) = φ(k2, x)f(±k, y)
f(±k) , x ≤ y. (3.11)
Fix k0 > 0 and let χ : R→ [0,∞) be a C∞ function such that
χ(k2) =
{
0, |k| < 2k0,
1, |k| > 3k0.
(3.12)
The purpose of this section is to prove the following estimate.
Theorem 3.3. Suppose q ∈ L1(R+) satisfies (2.20). Then∣∣[e−itHχ(H)Pc(H)](x, y)∣∣ ≤ C|t|− 12 .
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Our starting point is the fact that the resolvent RH of H can be expanded into
the Born series
RH(k2 ± i0) =
∞∑
n=0
R− 1
2
(k2 ± i0)(−qR− 1
2
(k2 ± i0))n, (3.13)
where R− 1
2
stands for the resolvent of the unperturbed radial Schro¨dinger operator.
To this end we begin by collecting some facts about R− 1
2
. Its kernel is given
R− 1
2
(k2 ± i0, x, y) = 1
k
r− 1
2
(±k, x, y),
where
r− 1
2
(k;x, y) = r− 1
2
(k; y, x) = k
√
xy J0(kx)H
(1)
0 (ky), x ≤ y.
Lemma 3.4. The function r− 1
2
(k, x, y) can be written as
r− 1
2
(k, x, y) = χ(−∞,0](k)
∫
R
eikpdρx,y(p) + χ[0,∞)(k)
∫
R
e−ikpdρ∗x,y(p)
with a measure whose total variation satisfies
‖ρx,y‖ ≤ C.
Here ρ∗ is the complex conjugated measure.
Proof. Let x ≤ y and k ≥ 0. Write
r− 1
2
(k, x, y) = J(kx)H(ky),
where
J(r) =
√
r J0(r), H(r) =
√
rH
(1)
0 (r).
We continue J(r), H(r) to the region r < 0 such that they are continuously differ-
entiable and satisfy
J(r) =
√
2
pi
cos
(
r − pi
4
)
, H(r) =
√
2
pi
ei(r−
pi
4 ),
for r < −1. It’s enough to show that
J˜(r) = J(r) −
√
2
pi
cos(r − pi
4
) and H˜(r) = H(r) −
√
2
pi
ei(r−
pi
4
)
are elements of the Wiener Algebra W0(R). In fact, they are continuously differen-
tiable and hence it suffices to look at their asymptotic behavior. To do this, we need
the results about Bessel and Hankel functions, collected in Appendix B. For r < −1
both J˜(r) and H˜(r) are zero. J˜ is integrable near 0 and for r > 1 it behaves like
O(r−1) and O(r−1) for the derivative. So J˜ is contained in H1(R) and therefore in
W0 by Lemma A.2. As for H˜ , near 0 it behaves like
√
r log r and hence its derivative
belongs to Lp for all p ∈ (1, 2) near zero. Since H˜(r) and its derivative also behave
like O(r−1) for r > 1, Lemma A.2 applies and thus we also have H˜ ∈ W0. As a con-
sequence, both J and H are Fourier transforms of finite measures. By scaling the
total variation of the measures corresponding to J(kx) and H(ky), are independent
of x and y, respectively. This finishes the proof. 
Now we are in position to finish the proof of the main result.
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Proof of Theorem 3.3. As a consequence of Lemma 3.4 we note
|R− 1
2
(k2 ± i0, x, y)| ≤ C|k|
and hence the operator qR− 1
2
(k2 ± i0) is bounded on L1 with
‖qR− 1
2
(k2 ± i0)‖L1 ≤
C
|k| ‖q‖L1.
Thus we get∣∣∣〈R− 1
2
(k2 ± i0)(−qR− 1
2
(k2 ± i0))nf, g
〉∣∣∣ = ∣∣∣〈−qR− 1
2
(k2 ± i0))nf,R− 1
2
(k2 ∓ i0)g
〉∣∣∣
≤
∥∥∥(−qR− 1
2
(k2 ± i0))nf
∥∥∥
L1
∥∥∥R− 1
2
(k2 ∓ i0)g
∥∥∥
L∞
≤ C
n+1‖q‖nL1
|k|n+1 ‖f‖L1 ‖g‖L1 .
This estimate holds for all L1 functions f and g and hence the series (3.13) weakly
converges whenever |k| > k0 = C(l)‖q‖L1 . Namely, for all L1 functions f and g we
have
〈RH(k2 ± i0)f, g〉 = ∞∑
n=0
〈
R− 1
2
(k2 ± i0)(−qR− 1
2
(k2 ± i0))nf, g
〉
. (3.14)
Using the estimates (2.9), (2.25), (2.34), and (2.35) for the Green’s function (3.11),
one can see that
RH(k2 ± i0) g ∈ L∞
whenever g ∈ L1 and |k| > 0. Therefore, we get∣∣∣〈RH(k2 ± i0)(−qR− 1
2
(k2 ± i0))nf, g
〉∣∣∣
=
∣∣∣〈(−qR− 1
2
(k2 ± i0))nf,RH(k2 ∓ i0)g
〉∣∣∣
≤
∥∥∥(−qR− 1
2
(k2 ± i0))nf
∥∥∥
L1
∥∥RH(k2 ∓ i0)g∥∥L∞
≤
(
C ‖q‖L1
k
)n ∥∥RH(k2 ∓ i0)g∥∥L∞ ,
which means that RH(k2 ± i0)(−qR− 1
2
(k2 ± i0))n weakly tends to 0 whenever
|k| > k0.
Let us consider again a function χ as in (3.12) with k0 = C‖q‖1. Since eitHχ(H)Pc =
eitHχ(H), we get from (3.10)
〈
e−itHχ(H)f, g
〉
=
1
pii
∫ ∞
−∞
e−itk
2
χ(k2)k
〈RH(k2 + i0)f, g〉 dk.
Using (3.14) and noting that we can exchange summation and integration, we get〈
e−itHχ(H)f, g
〉
=
1
pii
∞∑
n=0
∫ ∞
−∞
e−itk
2
χ(k2)k
〈
R− 1
2
(k2 + i0)(−qR− 1
2
(k2 + i0))nf, g
〉
dk.
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The kernel of the operator R− 1
2
(k2 + i0)(−qR− 1
2
(k2 + i0))n is given by
1
kn+1
∫
R
n
+
r− 1
2
(k;x, y1)
n∏
i=1
q(yi)
n−1∏
i=1
r− 1
2
(k; yi, yi+1)r− 1
2
(k; yn, y)dy1 · · · dyn.
Applying Fubini’s theorem, we can integrate in k first and hence we need to obtain
a uniform estimate of the oscillatory integral
In(t;u0, . . . , un+1) =
∫
R
e−itk
2
χ(k2)
(
k
2k0
)−n n∏
i=0
r− 1
2
(k;ui, ui+1) dk
since, recalling that k0 = C(l)‖q‖L1 , one obtains∣∣〈e−itHχ(H)f, g〉∣∣ ≤ 1
pi
∞∑
n=0
1
(2C)n
sup
{ui}n+1i=0
|In(t;u0, . . . , un+1)| ‖f‖L1 ‖g‖L1 .
Consider the function fn(k) = χ(k
2)
(
k
2k0
)−n
. Clearly, f0 is the Fourier transform of
a measure ν0 satisfying ‖ν0‖ ≤ C1. For n ≥ 1, fn belongs to H1(R) with ‖fn‖H1 ≤
pi−1/2C1(1 + n). Hence by Lemma A.1 and Lemma 3.4 we obtain
|In(t;u0, . . . , un+1)| ≤ 2CvC1√
t
(1 + n)Cn+1
implying ∣∣〈e−itHχ(H)f, g〉∣∣ ≤ 2CvC1 C√
t
‖f‖L1 ‖g‖L1
∞∑
n=0
1 + n
2n
.
This proves Theorem 3.3. 
Appendix A. The van der Corput Lemma
We will need the the following variant of the van der Corput lemma (see, e.g.,
[19, Lemma A.2] and [28, page 334]).
Lemma A.1. Let (a, b) ⊆ R and consider the oscillatory integral
I(t) =
∫ b
a
eitk
2
A(k)dk.
If A ∈ W(R), i.e., A is the Fourier transform of a signed measure
A(k) =
∫
R
eikpdα(p),
then the above integral exists as an improper integral and satisfies
|I(t)| ≤ C2 |t|−
1
2 ‖A‖W , |t| > 0.
where ‖A‖W := ‖α‖ = |α| (R) denotes the total variation of α and C2 ≤ 28/3 is a
universal constant.
Note that if A1, A2 ∈ W(R), then (cf. p. 208 in [1])
(A1A2)(k) =
1
(2pi)2
∫
R
eikpd(α1 ∗ α2)(p)
is associated with the convolution
α1 ∗ α2(Ω) =
∫∫
1Ω(x+ y)dα1(x)dα2(y),
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where 1Ω is the indicator function of a set Ω. Note that
‖α1 ∗ α2‖ ≤ ‖α1‖‖α2‖.
LetW0(R) be the Wiener algebra of functions C(R) which are Fourier transforms
of L1 functions,
W0(R) =
{
f ∈ C(R) : f(k) =
∫
R
eikxg(x)dx, g ∈ L1(R)
}
.
Clearly, W0(R) ⊂ W(R). Moreover, by the Riemann–Lebesgue lemma, f ∈ C0(R),
that is, f(k) → 0 as k → ∞ if f ∈ W0(R). A comprehensive survey of necessary
and sufficient conditions for f ∈ C(R) to be in the Wiener algebras W0(R) and
W(R) can be found in [21], [22]. We need the following statement, which extends
the well-known Beurling condition (see [11, Lemma B.3]).
Lemma A.2. If f ∈ L2(R) is locally absolutely continuous and f ′ ∈ Lp(R) with
p ∈ (1, 2], then f is in the Wiener algebra W0(R) and
‖f‖W ≤ Cp
(‖f‖L2(R) + ‖f ′‖Lp(R)), (A.1)
where Cp > 0 is a positive constant, which depends only on p.
We also need the following result from [22].
Lemma A.3. Let f ∈ C0(R) be locally absolutely continuous on R \ {0}. Set
f0(x) := sup
|y|≥|x|
|f(y)|, f1(x) := ess sup|y|≥|x||f ′(y)|, (A.2)
for all x 6= 0. If
∫ 1
0
log
(
2/x
)
f1(x)dx <∞,
∫ ∞
1
(∫ ∞
x
f0(y)f1(y)dy
)1/2
dx <∞, (A.3)
then f ∈ W0(R).
Appendix B. Bessel functions
Here we collect basic formulas and information on Bessel and Hankel functions
(see, e.g., [23, 31]). First of all assume m ∈ N0. We start with the definitions:
Jm(z) =
(z
2
)m ∞∑
n=0
(−z
2
4 )
n
n!(n+m+ 1)!
, (B.1)
Ym(z) = −
(−z
2
)−m
pi
m−1∑
n=0
(m− n− 1)!( z24 )n
n!
+
2
pi
log(z/2)Jm(z)
+
(
z
2
)m
pi
∞∑
n=0
(ψ(n+ 1) + ψ(n+m+ 1))
(−z
2
4 )
n
n!(n+m+ 1)!
, (B.2)
H(1)m (z) = Jm(z) + iYm(z), H
(2)
m (z) = Jm(z)− iYm(z). (B.3)
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Here ψ is the digamma function [23, (5.2.2)]. The asymptotic behavior as |z| → ∞
is given by
Jm(z) =
√
2
piz
(
cos(z − pim/2− pi/4) + e| Im z|O(|z|−1)
)
, | arg z| < pi, (B.4)
Ym(z) =
√
2
piz
(
sin(z − pim/2− pi/4) + e| Im z|O(|z|−1)
)
, |arg z| < pi, (B.5)
H(1)m (z) =
√
2
piz
ei(z−
2m+1
4
pi)
(
1 +O(|z|−1)) , −pi < arg z < 2pi, (B.6)
H(2)m (z) =
√
2
piz
e−i(z−
2m+1
4
pi)
(
1 +O(|z|−1)) , −2pi < arg z < pi. (B.7)
Using [23, (10.6.2)], one can show that the derivative of the reminder satisfies(√
piz
2
J0(z)− cos(z − pi/4)
)′
= e| Im z|O(|z|−1), (B.8)
as |z| → ∞. The same is true for Ym, H(1)m and H(2)m .
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