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Abstract. Under the assumption P 6= NP, we prove that two natural
problems from the theory of synchronizing automata cannot be solved in
polynomial time. The first problem is to decide whether a given reachable
partial automaton is synchronizing. The second one is, given an n-state
binary complete synchronizing automaton, to compute its reset threshold
within performance ratio less than d ln (n) for a specific constant d > 0.
1 Testing for synchronization
A deterministic finite automata (DFA) A is a triple 〈Q,Σ, δ〉 where Q is
the state set, Σ is the input alphabet and δ : Q×Σ → Q is the transition
function. If δ is totally defined on Q × Σ then A is called complete,
otherwise A is called partial.
The transition function can be naturally extended to Σ∗ as follows.
For every state q ∈ Q and u ∈ Σ∗ we let δ(q, λ) = q where λ is an empty
word, and we inductively define δ(q, ua) = δ(δ(q, u), a) for any a ∈ Σ
provided that δ(q, u) and δ(δ(q, u), a) are defined. We can simplify the
notation by writing S.w instead of {δ(q, w) | q ∈ S} for a subset S ⊆ Q
and a word w ∈ Σ∗.
A DFA A = 〈Q,Σ, δ〉 is called synchronizing if there exists a word
w ∈ Σ∗ such that |Q.w| = 1. Notice that here, in contrast to some other
versions of synchronizability studied in the realm of partial automata (see
e.g. [8]), w is not assumed to be defined at all states. Each word w with
this property is said to be a reset word for A . The minimum length
of reset word is called the reset threshold of A and denoted by rt(A ).
Analogously, a word w synchronizes a subset S ⊆ Q if |S.w| = 1.
Recall that a DFA A = 〈Q,Σ, δ〉 is called reachable if one can choose
an initial state q0 ∈ Q and a final set of states F ⊆ Q such that each state
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q ∈ Q is accessible from q0 and co-accessible from F , i.e. there are words
u, v ∈ Σ∗ such that q0.u = q and q.v ∈ F . This case is of certain interest
due to its applications in dna-computing, namely, reset words for partial
reachable automata serve as constants for the corresponding splicing sys-
tems (see e.g. [3]). It is known that the problem of testing whether or
not a given strongly connected partial automaton is synchronizing can be
solved in polynomial time (see [12, Algorithm 3]). In contrast, we show
here that the problem becomes PSPACE-complete if we allow automata
to be reachable instead of being strongly-connected.
Now we adapt the following results from [13] about subset synchro-
nization in complete strongly connected automata to our case.
Theorem 1 ([13, Theorem 7]). There is a series of strongly connected
binary automata An = 〈Qn, {a, b}, δn〉 and corresponding subsets Sn ⊂ Qn
such that the minimum length of synchronizing words for Sn in An has
order 2Ω(n).
Theorem 2 ([13, Theorem 10]). Given a strongly connected binary
automaton A = 〈Q, {a, b}, δ〉 and a subset of states S ⊂ Q, it is PSPACE-
complete to decide whether or not S can be synchronized in A .
Let us present a transparent reduction to the problem of synchroniza-
tion of partial automata in the following lemma.
Lemma 1. For each complete strongly connected binary automaton A =
〈Q, {a, b}, δ〉 and a subset S ⊆ Q one can construct in O(|Q|) time a
reachable partial 3-letter automaton B = 〈Q′, {a, b, c}, δ′〉 with at most
2|Q| states such that:
1. If u ∈ {a, b}∗ synchronizes S in A then the word cu synchronizes B;
2. If w ∈ {a, b, c}∗ synchronizes B then w has a suffix u ∈ {a, b}∗ such
that u synchronizes S in A ;
3. S can be synchronized in A if and only if B is synchronizing;
4. If S can not be synchronized in A by words of length less than R then
the reset threshold of B is at least R.
Proof. Denote k = |S| and let S = {s0, s1, . . . , sk−1} and Q
′ = Q ∪ Z
where Z = {z0, z1, . . . , zk−1} is the set of new states.
Define the transition function δ′ as follows.
δ′(q, x) =


δ(q, x), q ∈ Q,x ∈ {a, b};
si, q = zi, x = c;
z(i+1 mod k), q = zi, x ∈ {a, b}.
(1)
Since A is strongly connected and there is the cycle by Z, B is reachable
for q0 = z0 and F = Q.
Since Q′.c = S ⊆ Q while c is undefined on Q and the action of
the letters a, b coincides in A and B on Q, Claim 1 follows. Since w
synchronizes B while Z.a = Z.b = Z and c is undefined on the states from
Q, we conclude that w should be of the form vcu where u, v ∈ {a, b}∗.
Since Q′.vc = S, the word u should synchronize S and Claim 2 follows.
Claims 3 and 4 immediately follow from Claims 1 and 2.
Theorem 3. Testing a given reachable partial 3-letter automaton for
synchronization is PSPACE-complete. There is a series of reachable par-
tial 3-letter n-state automata with reset thresholds of order 2Ω(n).
Proof. The problem is PSPACE-hard by Theorem 2 and Claim 3 of
Lemma 1. The corresponding series of reachable automata exists by The-
orem 1 and Claim 4 of Lemma 1.
It remains to prove that the problem belongs to PSPACE. Given a
reachable partial automaton A = 〈Q,Σ, δ〉 we store only a current subset
S initialized by Q. In an endless loop, we nondeterministically choose a
letter a ∈ Σ and let S := S.a. If at some step |S| = 1 we return “yes”,
otherwise continue the iteration. Since for this algorithm O(n) memory
is enough, we have an NPSPACE algorithm which is PSPACE by the
Savitch’s theorem [10].
The following lemma relies on the usual technique of encoding letters
in states (see e.g. [2]).
Lemma 2. For each reachable d-letter partial automaton A = 〈Q,Σ, δ〉,
one can construct in polynomial time a binary reachable partial automaton
B such that A is synchronizing if and only if B is synchronizing, |Q′| =
d|Q| and rt(A ) ≤ rt(B) ≤ d ∗ rt(A ) + 1 if A is synchronizing.
Proof. Let Σ = {a1, a2, . . . , ad} we construct B = 〈Q
′, {a, b}, δ′〉 as fol-
lows. We let Q′ = Q × Σ and define the transition function δ′ : Q′ ×
{a, b} → Q′ as follows:
δ′((q, ai), x) =


(q, amin(i+1,d)) if x = a,
(δ(q, ai), a1) if x = b and ai is defined on q,
undefined otherwise.
(2)
Thus, the action of a on a state q′ ∈ Q′ substitutes an appropriate
letter from the alphabet Σ of A for the second component of q′ while the
action of b imitates the action of the second component of q′ on its first
component and resets the second component to a1.
Given a word w = ai1bai2b . . . aikb ∈ {a, b}∗, let r(w) be a reduced
word amin(i1,d)bamin(i2,d)b . . . amin(ik,d)b in {a, b}∗. Besides that, we define
the map f : {a, b}∗ 7→ Σ∗ by f(w) = amin(i1,d)amin(i2,d) . . . amin(ik ,d). Given
w ∈ {a, b}∗, by the definition of f we get that if f(w) resets A then bw
resets B, and if w resets B then f−1(r(w)) resets A . The lemma follows.
As a straightforward corollary of Theorem 3 and Lemma 2 (for d = 3)
we get the main result of this section.
Corollary 1. Testing a given reachable partial binary automaton for syn-
chronization is PSPACE-complete. There is a series of reachable partial
binary n-state automata with reset thresholds of order 2Ω(n).
2 Approximation of reset thresholds
In this section we restrict ourself to the case of complete automata. For
this case, testing for synchronization is polynomial. When an automa-
ton is synchronizing, the next natural problem is to calculate its reset
threshold. It is known that a precise calculation of the reset threshold is
computationally hard (see e.g. [4],[9]). There are some polynomial time
algorithms that, given a synchronizing automaton, find a reset word for
it, see, e.g. [4]. These algorithms can be used as approximation algorithms
for calculating the reset threshold, and it is quite natural to ask how good
such a polynomial approximation can be. The quality of an approximation
algorithm is measured by its performance ratio, which for our problem can
be defined as follows. Let K be a class of synchronizing automata. We say
that an algorithm M approximates the reset threshold in K if, for an arbi-
trary DFA A ∈ K, the algorithm calculates an integer M(A ) such that
M(A ) ≥ rt(A ). The performance ratio of M at A is RM (A ) =
M(A )
rt(A )
.
The author [2] proved that, unless P = NP , for no constant r, a polyno-
mial time algorithm can approximate the reset threshold in the class of
all binary synchronizing automata with performance ratio less than r.
When no polynomial time approximation within a constant factor is
possible, the next natural question is whether or not one can approxi-
mate within a logarithmic factor. Gerbush and Heeringa [5] conjectured
that if P 6= NP, then there exists α > 0 such that no polynomial time
algorithm approximating the reset threshold in the class of all synchro-
nizing automata with a fixed number k > 1 of input letters achieves the
performance ratio α log |Q| at all DFAs 〈Q,Σ, δ〉. Using a reduction from
the problem Set-Cover and a powerful non-approximation result from [1],
Gerbush and Heeringa proved a weaker form of this conjecture when the
number of input letters is allowed to grow with the state number.
Here we prove the conjecture from [5] in its full generality, for each
fixed size k > 1 of the input alphabet. Though we depart from the same
reduction from Set-Cover as in [5], we use not only the result from [1],
but also some ingredients from its proof, along with an encoding of letters
in states.
Let us follow [1] and [5] below. Given a universe U = {u1, . . . , un} and
a family of its subsets, S = {S1, . . . , Sm} ⊆ P (U) such that
⋃
Sj∈S
Sj = U ,
Set-Cover is the problem of finding there a minimal sub-family C ⊆ S
that covers the whole universe in the sense that
⋃
Sj∈C
Sj = U . Denote
the size of the minimal sub-family by OPT (U ,S). Set-Cover is a classic
NP-hard combinatorial optimization problem, and it is known that it can
be approximated in polynomial time to within ln (n)− ln (ln (n)) +Θ(1)
(see [7,11]).
The following transparent reduction from Set-Cover is presented in [5].
Given a Set-Cover instance (U ,S), define the automaton
A (U ,S) = 〈U ∪ {qˆ}, Σ = {a1, . . . am}〉
where the transition function is defined as follows.
δ(u, ai) =
{
qˆ, u ∈ Si
u, u /∈ Si.
(3)
Remark 1. Let A = 〈Q,Σ, δ〉 be the automaton defined by (U ,S) as
above. Then rt(A ) = OPT (U ,S), |Q| = |U|+ 1, |Σ| = |S|.
The following powerful result has been obtained in [1].
Theorem 4 ([1, Theorem 7]). Unless P = NP, no polynomial time
algorithm can approximate Set-Cover within performance ratio less than
csc lnn where n is the size of the universe and csc > 0.2267 is a specific
constant.
Here we prove the aforementioned conjecture from [5] by encoding
binary representation of letters in states and using some properties from
the proof of Theorem 4.
Lemma 3. For every m-letter synchronizing automaton A = 〈Q,Σ, δ〉,
there is a 2-letter synchronizing automaton B = B(A ) = 〈Q′, {0, 1}, δ′〉
such that
rt(A )⌈log2m+ 1⌉ ≤ rt(B) ≤ ⌈log2m+ 1⌉(1 + rt(A )),
B has at most 4m|Q| states and can be constructed in polynomial time
of m and |Q|.
Proof. Let Σ = {a1, . . . , am} and for simplicity assume that m is a power
of 2, i.e. m = 2k (otherwise we can add at most m − 1 letters with
trivial action without impact on the bounds). Let ℓ : {0, 1}k 7→ Σ be a
bijective function. Set Q′ = Q×{0, 1}≤k and define the transition function
δ′ : Q′ × {0, 1} → Q′ as follows. For each q ∈ Q, each binary sequence
w ∈ {0, 1}≤k and each bit x ∈ {0, 1}, we let
δ′((q, w), x) =


(q, wx) if |w| < k;
(q.ℓ(w), λ) if |w| = k, x = 1;
(q, w) if |w| = k, x = 0.
(4)
Let u = aj1aj2 . . . ajt be a reset word for A . Then the word
1k+1ℓ−1(aj1)1 . . . ℓ
−1(ajt)1
is reset for B and its length equals (k+1)(t+1). The upper bound follows.
In order to prove the lower bound it is enough to consider the shortest
binary word u which synchronizes the subset (Q,λ) in B. Since u is
chosen shortest, u = w11w21 . . . wr1 where |wj| = k for each j ∈ {1, . . . r}.
Indeed, after applying a word w ∈ {0, 1}k to the state of the form (q, λ) it
make no sense to apply 0 in view of the third choice of definition 4. Then
the word ℓ(w1)ℓ(w2) . . . ℓ(wr) resets A and the lower bound follows. ⊓⊔
Now, suppose that for some constant d > 0, there is a polynomial
time algorithm f2 such that
rt(B) ≤ f2(B) ≤ d ln (n)rt(B)
for every 2-letter n-state synchronizing automaton B. Then Lemma 3
implies that for each m ≥ 2 there is also a polynomial time algorithm fm
such that
rt(A ) ≤ fm(A ) ≤ d ln (4nm)(1 + rt(A ))
for every m-letter n-state synchronizing automaton A . Indeed, such al-
gorithm first constructs B(A ) with at most 4nm states as in Lemma 3,
and then runs f2 on B(A ):
rt(A ) ≤ fm(A ) =
f2(B(A ))
⌈log2m+ 1⌉
≤ d ln (4nm)(rt(A ) + 1). (5)
Combining this with Theorem 4 and Remark 1 we immediately get the
following corollary.
Corollary 2. Let g(n) be an upper bound on the cardinality of the set
family S as a function of the size of the universe U from the reduction to
Set-Cover from [1]. Then, unless P = NP, no polynomial time algorithm
approximates reset threshold within performance ratio dlogn g(n)+1
ln (n) for
any d < csc in the class of all 2-letter synchronizing automata.
Thus it suffices to find a lower bound on the size of the universe U and
an upper bound on the size of the family of subsets S in the reduction to
Set-Cover presented in [1]. Namely, we need to find a polynomial upper
bound for g(n).
Due to the space limit, we shall use some notation from [1] without
reproducing all definitions. First, the universe U is defined as [D]×Φ×B
where D = ⌊ |Φ|
η|X|⌋, η is a constant. Hence the rough lower bound for the
size of the universe U is |Φ|.
The size of the family of subsets S is equal to D|X||F |+ |Φ||F |d where
F is a field of cardinality at most 2log
1−β
2
|X| ≤ |X| and d ≥ 2 is a positive
integer which can be taken equal 3. Hence the upper bound for |S| is
Θ(1)|Φ||X|d. Thus we get that
log|U| |S| ≤
d+ log|X| |Φ|
log|X| |Φ|
.
Note that |Φ| is only restricted to be some polynomial of |X|, i.e. it can
be chosen to be |X|r for an arbitrary large constant r. As a conclusion we
get the following lemma, which gives a nice property of Set-Cover itself.
Lemma 4. Given any γ > 0, unless P = NP, no polynomial time
algorithm approximates the Set-Cover with performance ratio d lnn for
any d < csc in the class of all Set-Cover instances (U ,S) satisfying
log|U| |S| ≤ 1 + γ.
Combining this with Corollary 2 gives us the second main result.
Theorem 5. Unless P = NP, no polynomial time algorithm approxi-
mates the reset threshold within performance ratio less than 0.5csc lnn in
the class of all n-state synchronizing automata with 2 input letters.
Let us notice that the same bound holds true for any fixed non-
singleton alphabet. Theorem 5 improves the previous result of the au-
thor [2] about non-approximability within any constant factor and also
gives the positive answer to the corresponding conjecture from [5].
It is known (see e.g. [7],[11]) that the greedy algorithm for Set-Cover
has a logarithmic performance ratio. Despite of relations with the prob-
lem of computing the reset threshold, there is a series of automata for
which the greedy algorithm = computes reset threshold with linear per-
formance ratio ([Ananichev, 2014], unpublished). Hence the first natural
open question is about the tightness of the bound in Theorem 5.
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