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1. Introduction
Inﬁnite products of operators and, in particular, iterative projection methods are often used for approximating points
in the intersection of a ﬁnite number of closed and convex sets via individual (best) approximations from each of these
sets. If all the sets are closed linear subspaces (or aﬃne sets in a more general setting) of a given Hilbert space H , then
best approximations to a given point x ∈ H are obtained by orthogonal projections. Most of the corresponding iterative
procedures are studied in the case where the orthogonal projections are arranged cyclically, in a strictly prescribed repeated
order. One of the ﬁrst (and apparently the strongest) results of this kind is the one obtained by I. Halperin [13], which states
that, for an arbitrary ﬁnite set of subspaces {S1, S2, . . . , Sk} with intersection S and for each x ∈ H , one has
lim
n→∞
∥∥(P Sk P Sk−1 · · · P S1)nx− P Sx∥∥= 0 (1.1)
(the case of k = 2 was proved much earlier by J. von Neumann [16]).
Halperin’s theorem only yields strong convergence of the iterations for any given initial point x without any estimate
of the convergence rate. Such estimates can be obtained in the presence of additional information regarding the subspaces
S1, . . . , Sk . This information has been often described by using angles between these subspaces and their various inter-
sections. A rather full collection of results of this type can be found in Chapter 9 of the monograph [5]. We would like
to mention, in particular, Theorem 9.33 in this book, where the angles θi between the subspaces Si , i = 1, . . . ,k − 1, and
the corresponding intersection of succeeding subspaces Gi =⋂kj=i+1 S j are used, and the rate of convergence in (1.1) is
estimated by
∥∥(P Sk P Sk−1 · · · P S1)nx− P Sx∥∥ qn‖x− P Sx‖, (1.2)
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q =
(
1−
k−1∏
i=1
sin2 θi
)1/2
. (1.3)
The calculation (and even just the estimation) of angles between subspaces of a Hilbert space can be rather diﬃcult,
especially for some of their intersections, which are prescribed beforehand. One of the possible ways to overcome this
diﬃculty is to choose other intersections which could be easier to deal with, but this is closely related to the order of
projections in the successive iterations.
In fact, an estimate like (1.2) may be useful even for n = 1 without any connection with the cyclic character of the
method in question. In such a form it concerns a certain segment of some inﬁnite product of projection operators and
may be combined with information concerning other segments having their own estimates. These segments may consist
of the same projections in other orders or include new projections onto new subspaces. The inﬁnite products of projection
operators thus obtained are not covered by Halperin’s and other similar theorems, so even their convergence may be un-
known. Thus estimates like (1.2) could be the only means for establishing this convergence. Moreover, for such a qualitative
assertion, the concrete values of the individual qi are inessential – we only need that
lim
n→∞
n∏
i=1
qi = 0. (1.4)
Finally, we may insert between these segments other nonexpansive operators, even nonlinear ones, if this is needed for
improving the calculation process or for obtaining solutions with additional properties. Recall that an operator A is called
nonexpansive if ‖Ax− Ay‖ ‖x− y‖ for all x, y ∈ H .
As an example of a situation where the insertion of nonlinear operators between linear orthogonal projections is both
necessary and natural, we may recall the Convex Feasibility Problem (CFP), where one looks for a point in the nonempty
intersection of a ﬁnite number of closed and convex sets. As we have already mentioned, if all the sets are closed linear
subspaces, then linear orthogonal projections suﬃce. But if some of them are just closed and convex, then (nonlinear
and nonexpansive) nearest point projections come into play. The CFP is a fundamental problem with many applications in
mathematics as well as in other ﬁelds. Some of them are listed, for example, in [9].
The presence of nonlinear operators inﬁnitely often in the iterative process raises signiﬁcant new problems in comparison
with those inﬁnite products which only involve linear orthogonal projections (as in [2] and [4]), especially in the case where
the convergence is not uniform. Thus Theorem 4.2 below may be considered as a result of a new type. Moreover, when we
study inﬁnite products involving nonlinear operators (even just nearest point projections), we can, in general, only expect
weak convergence. See, for instance, [3,8,14,15] and the references therein. In contrast, in our results we are able to retain
strong convergence.
Generally speaking, the iterative processes considered in this paper can be represented as an inﬁnite product of operators∏∞
i=1 AiPi , where all Ai are nonexpansive and all Pi are compositions of (some of) the projections P S1 , P S2 , . . . , P Sk in
any order. The only additional requirement will be that the intersection S of all the subspaces is invariant under each
operator Ai . Thus we arrive at the following general assertion.
Theorem 1.1. Let S be a closed linear subspace of a Hilbert space H such that for any x ∈ H and each i = 1,2, . . . ,
‖Pi x− P Sx‖ qi‖x− P Sx‖, (1.5)
where the factors qi satisfy condition (1.4). Let the subspace S be invariant under each given nonexpansive operator Ai , i = 1,2, . . . .
Then, for any initial point x0 ∈ H, the corresponding iterations xn =∏ni=1 AiPi x0 form a sequence which uniformly approaches S, that
is, the distance ρ(xn, S) = ‖xn − P Sxn‖ → 0, uniformly over any bounded set of initial points x0 .
Proof. Taking an arbitrary n 1, we have
ρ(xn, S) = ρ(AnPnxn−1, S) ‖AnPnxn−1 − AnP Sxn−1‖
because An P Sxn−1 belongs to S . But An is nonexpansive, so
ρ(xn, S) ‖Pnxn−1 − P Sxn−1‖ qn‖xn−1 − P Sxn−1‖ = qnρ(xn−1, S).
Applying this estimate to n− 1, n − 2 and so on, we ﬁnally obtain
ρ(xn, S) qnqn−1 · · ·q1ρ(x0, S) → 0 as n → ∞. 
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the operators Ai commute with P S for any i, then the sequence {xn} not only approaches S , but, in fact, converges to the
best approximation of the initial point, namely, ‖xn − P Sx0‖ → 0. Indeed, P SPn = P S for any n and thus
P Sxn = P S AnPnxn−1 = An P SPnxn−1 = P Sxn−1 = · · · = P Sx0.
In particular, this occurs if all the operators Ai are various compositions of the same projection operators P S1 , . . . , P Sk in
arbitrary order. Thus we obtain the following corollary.
Corollary 1.2. Let an inﬁnite product of operators consist only of the projection operators P S1 , P S2 , . . . , P Sk in random order. Let some
compositions Pi of these operators satisfy (1.5). If the given inﬁnite product contains inﬁnitely many such Pi and the corresponding
factors qi satisfy (1.4), then the sequence of iterations {xn} converges to the best approximation P Sx0 of the initial point x0 .
It may be of interest to view our convergence results in the light of recent publications (see, for example, [1,6,7]),
where the so-called dichotomy phenomenon is brought out. That is, it is shown there that certain inﬁnite products of
linear orthogonal projections (either cyclic or almost-cyclic) converge either with a geometric rate or arbitrarily slowly. It is
not clear, however, how the presence of nonlinear operators affects this behavior. In this connection, note that the rate of
convergence of the random inﬁnite products in Corollary 1.2 may be arbitrary, depending on the rate of convergence of the
numerical product in (1.4).
The main goal of the present paper is to ﬁnd new compositions Pi satisfying the conditions of Corollary 1.2, which are
different from the one given in [5, Theorem 9.33]. Our result is, in some sense, complementary to that theorem because
we consider for i = 1, . . . ,k − 1 the angles between Si+1 and the corresponding intersection of the preceding subspaces
Fi =⋂ij=1 S j . The estimates thus obtained and their veriﬁcation are more complicated, since we now need to use reverse
induction, involving all preceding subspaces one by one.
As has already been mentioned before, estimates like (1.5), even without precise values of the factors qi , can be very
useful as a way to prove the convergence of random products. In this case it could be enough to only require positivity of
all needed angles. In the last part of the paper we show the role of ﬁnite dimensional subspaces in the solution to this
problem. It turns out that in many cases the convergence can be proved even if only one subspace out of all the Si is ﬁnite
dimensional.
2. Angles between subspaces
The concept of angles between subspaces has a long history and many different deﬁnitions. These various deﬁnitions
depend on the relevant applications and special requirements. More information and the corresponding references can be
found, for example, in [17]. In the present paper we adopt the deﬁnition proposed by Friedrichs in [10], which turns out to
be the most useful in the study of projections. A rather full theory of such angles is given in the monographs [5] and [11],
using various properties of products of projection operators and the methods of Functional Analysis. We present below a
slightly different approach, which is more geometric and sometimes easier to apply.
Let H be a real Hilbert space. As usual, for any x, y ∈ H \ {0}, we deﬁne the angle θ(x, y) ∈ [0,π ] between x and y by
cos θ(x, y) = 〈x, y〉‖x‖ · ‖y‖ ,
where 〈·,·〉 stands for the inner product in H . Let S be a closed linear subspace of H and let P S denote the orthogonal
projection onto S . Then, for any x ∈ H which is not orthogonal to S , we deﬁne the angle θ(x, S) between x and S to be
θ(x, P Sx). When x ⊥ S we set θ(x, S) = π2 (we also agree that θ(x,0) = π2 for any x 
= 0).
The most important property of angles between vectors for our discussion will be the “triangle inequality”: θ(x, y) 
θ(x, z)+ θ(z, y) for any three vectors x, y, z ∈ H . A proof of this inequality can be found, for example, in [12, p. 151], where
it is shown that θ is a metric on the unit sphere of H . Among the properties of angles between vectors and subspaces
we note the “principle of minimality”: for every element x ∈ H and any subspace S ⊂ H , we have θ(x, P Sx)  θ(x, y)
for any y ∈ S; moreover, θ(x, S)  π/2 and θ(x, S) = 0 if and only if x ∈ S . Another useful fact is the “lemma on three
perpendiculars”: an element x ∈ H is orthogonal to some z ∈ S if and only if P Sx ⊥ z.
Now we can give the following deﬁnition.
Deﬁnition 2.1. Let S and T be two subspaces of H such that none of them coincides with S ∩ T . The angle θ(T , S) between
these subspaces is deﬁned to be inf θ(x, S), where the inﬁmum is taken over all x ∈ T such that x ⊥ (S ∩ T ). If at least one
of subspaces S or T contains the other, we set θ(T , S) = 0.
According to this deﬁnition, the angle between abstract subspaces is a natural generalization of the standard geometric
angle between two lines or two planes, and even between a line and a plane in three-dimensional geometry. In spite of the
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due to the lemma on three perpendiculars, the condition x⊥ (S ∩ T ) implies that P Sx⊥ (S ∩ T ) as well. Hence
θ(T , S) = inf{θ(x, y): x ∈ T , y ∈ S, x, y ⊥ (S ∩ T )}= θ(S, T ).
Consequently, θ(x, P S x)  θ(S, T ) for any x ∈ T such that x ⊥ (S ∩ T ) and θ(y, PT y)  θ(S, T ) for any y ∈ S such that
y ⊥ (S ∩ T ).
In what follows we shall call the vectors x ∈ T and y ∈ S admissible if they are orthogonal to S ∩ T ; only such vectors
are needed for the deﬁnition of the angle θ(S, T ), which can be written in another form:
θ(S, T ) = inf{θ(x, y): x ∈ S ∩ (S ∩ T )⊥, y ∈ T ∩ (S ∩ T )⊥}.
As we have already mentioned, the concept of the angle between two vectors has its own useful properties like the “triangle
inequality”. However, in practical computations, it may be more convenient to use the relation cos θ(S, T ) = sup〈x, y〉, where
the supremum is taken over all x ∈ S ∩ (S ∩ T )⊥ and y ∈ T ∩ (S ∩ T )⊥ such that ‖x‖ 1 and ‖y‖ 1.
In spite of the rather simple deﬁnition of the angle between subspaces, its practical computation may be very diﬃcult. In
many applications it is enough to know that the relevant angles are positive. Unfortunately, even this problem can be rather
diﬃcult, because the angle between two given subspaces may be zero not only when one of subspaces contains the other.
Usually the subspaces of a Hilbert space are deﬁned via their bases, but in general, the comparison of the basis vectors of
different subspaces does not give any information about the angle between these subspaces. For example, in the Hilbert
space with an orthonormal basis {en}∞n=1, let S have the basis {un}∞n=1 and T have the basis {vn}∞n=1, where
u2n−1 = 1√
2
(e3n − e3n−1), u2n = 1√
2
(e3n + e3n−1),
vn =
(
cos
1
n
)
e3n +
(
sin
1
n
)
e3n−2, n = 1,2, . . . .
Both bases are orthonormal as well, and all the angles θ(um, vn) > π4 , because 〈um, vn〉 < 1√2 for all combinations of m
and n. At the same time, since S ∩ T = {0}, not only the bases but all other vectors from S and T are admissible for the
calculation of θ(S, T ). In particular, we may use the vectors e3n = 1√2 (u2n−1 + u2n) from the subspace S and vn from the
subspace T , obtaining that cos θ(S, T ) 〈e3n, vn〉 = cos 1n → 1 as n → ∞, that is, θ(S, T ) = 0.
The spaces S and T in this example are inﬁnite dimensional, and this property is not accidental. It turns out that if the
subspaces S and T do not contain each other and at least one of these subspaces is ﬁnite dimensional, then θ(S, T ) must be
positive. This fact had already been mentioned by Friedrichs [10] and discussed in [5]. Nevertheless, it can be generalized
if one takes into account the fact that the properties of the intersection S ∩ T have no inﬂuence on the angle between S
and T . Thus we obtain the following assertion [17].
Proposition 2.2. Let the subspace S ∩ (S ∩ T )⊥ have positive ﬁnite dimension. Then θ(S, T ) > 0 independently of the dimension of
the second subspace T .
3. New estimates for ﬁnite products of projections
Let, as before, S1, S2, . . . , Sk be k closed subspaces of a Hilbert space H and let Fi = ⋂ij=1 S j , i = 1, . . . ,k, so that
F1 = S1 and Fk = S (the intersection of all the given subspaces). We say that the set of subspaces {Si}k1 is projectively strictly
contractive if there exists a number q < 1 such that
‖P Sk P Sk−1 · · · P S1x− P Sx‖ q‖x− P Sx‖ for all x ∈ H . (3.1)
Note that P Sx = P S (P Sk P Sk−1 · · · P S1x) = P Sxk , where xk = P Sk P Sk−1 · · · P S1x, and thus the deﬁnition of the projectively
strictly contractive property may be written as ρ(xk, S) qρ(x, S).
Theorem 3.1. Let θ(Fi, Si+1) > 0 for each i = 1, . . . ,k − 1. Then the set of subspaces {Si}k1 is projectively strictly contractive.
Proof. Fix an arbitrary initial point x ∈ H . To simplify the following discussion, we translate the origin of H to the point P Sx.
It is obvious that all lengths of vectors and distances between points in any Hilbert space do not change after translation.
Consequently, all angles also remain the same. Finally, all projections of vectors onto any subspace of H also remain the
same, since they are deﬁned via minimal distances between points and subspaces. All these facts allow us to proceed with
our discussion as if P Sx= 0 from the very beginning.
Now we set x0 = x and, for any i = 0, . . . ,k − 1, deﬁne xi+1 = P Si+1xi and yi = P Fi+1xi . Since Fi+1 ⊂ Si+1, we also get
P F xi+1 = P F P S xi = P F xi = yi,i+1 i+1 i+1 i+1
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yi = P Fi+1x j for any j < i and that P Sxi = P Sx0 = 0 for each i = 1, . . . ,k, so that ρ(xi, S) = ‖xi‖ for any i. Recall that‖P Si+1xi‖ ‖xi‖, that is, the sequence {‖xi‖} is decreasing. Therefore the theorem will be proved if we show that ‖xi+1‖
q‖xi‖ with q < 1 for at least one i.
By the assumptions of the theorem, β := θ(Fk−1, Sk) > 0. The vectors yk−2 ∈ Fk−1 and xk ∈ Sk are admissible for com-
puting this angle, because both of them are orthogonal to S = Fk−1 ∩ Sk . Indeed, P Sxk = 0 and also P S yk−2 = P S P Fk−1xk−2 =
P Sxk−2 = 0. Hence xk = (I − P S)xk ∈ S⊥ and yk−2 = (I − P S)yk−2 ∈ S⊥ . Consequently, θ(yk−2, xk) β . By the “triangle in-
equality” for angles, θ(yk−2, xk) θ(yk−2, xk−1)+θ(xk−1, xk). Therefore at least one of the angles θ(yk−2, xk−1) or θ(xk−1, xk)
must be no less than β/2. If this is the second angle, then ‖xk‖ q‖xk−1‖ with q = cos(β/2) < 1 and the theorem is proved.
Thus it remains to consider the case where θ(yk−2, xk−1) β/2> 0.
The following proof will be inductive, decreasing the indices of the relevant vectors by 1 at each step. In order to do
this, we consider the general case of the angle θ(yi, xi+1) for an arbitrary ﬁxed index i = 1, . . . ,k − 2. We assume that
ω := θ(yi, xi+1) > 0 and prove that either θ(yi−1, xi) > 0 as well or ‖xi+1‖  q‖xi‖ for some q < 1; as before, the second
case ends the proof immediately.
In the beginning of the proof we showed that (xi+1 − yi) ⊥ Fi+1 = Fi ∩ Si+1. Analogously (yi−1 − yi) ⊥ Fi+1, because yi
is the projection of the vector yi−1 onto the subspace Fi+1:
yi = P Fi+1xi = P Fi+1 P Fi xi−1 = P Fi+1 yi−1.
In addition, (xi+1 − yi) ∈ Si+1 and (yi−1 − yi) ∈ Fi . Thus both these vectors are admissible for computing the angle
θ(Fi, Si+1), which is positive for any i by the assumptions of the theorem. This immediately implies that
γ := θ(xi+1 − yi, yi−1 − yi) θ(Fi, Si+1) > 0. (3.2)
Denote a = ‖xi+1 − yi‖ = ‖xi+1‖ sinω and u = ‖yi−1 − yi‖. In contrast with a, the value of u is unknown and should be
considered in our discussion below on the whole range 0 u  ‖yi−1‖. Now we write
〈xi+1 − yi, yi−1 − yi〉 = au cosγ , 〈xi+1, yi−1〉 = ‖xi+1‖‖yi−1‖ cos δ,
where δ = θ(xi+1, yi−1) is the angle that we are going to estimate. Since we know that (yi−1 − yi) ⊥ yi , we get further
au cosγ = 〈xi+1, yi−1 − yi〉 = ‖xi+1‖‖yi−1‖ cos δ − ‖xi+1‖‖yi‖ cosω,
whence
cos δ = ‖yi‖‖yi−1‖ cosω +
au cosγ
‖xi+1‖‖yi−1‖ .
Setting v = u/‖yi−1‖ and observing that ‖yi‖ =
√‖yi−1‖2 − u2, we obtain that
cos δ =
√
1− v2 cosω + v sinω cosγ .
It remains to show that max(cos δ) < 1 on the whole range 0 v  1.
Applying standard methods of analysis, we obtain
(cos δ)′ = − v√
1− v2 cosω + sinω cosγ = 0 ⇒ v =
b√
1+ b2 ,
where b = tanω cosγ . Consequently,
max(cos δ) = cosω√
1+ b2 +
b sinω cosγ√
1+ b2 = cosω
√
1+ b2.
Hence max(cos δ) =
√
cos2 ω + sin2 ω cos2 γ < 1, which means that
δ  arccos
√
cos2 ω + sin2 ω cos2 γ > 0, (3.3)
independently of the unknown value of v .
The “triangle inequality” for angles once again yields that either θ(xi, xi+1) δ/2, thus ending the proof, or θ(yi−1, xi)
δ/2> 0, as needed for the inductive step. Starting at i = k−2, we either ﬁnish the proof at some intermediate step or arrive
at the case i = 1, obtaining that θ(y0, x2) > 0. But y0 = P F1x0 = P S1x0 = x1, so that ‖x2‖ q‖x1‖ with q = cos θ(x1, x2) =
cos θ(y0, x2) < 1. Therefore the proof is complete in both cases. 
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explicit value of the factor q in inequality (3.1), which is needed for our subsequent study of inﬁnite products of projection
(and other nonexpansive) operators via veriﬁcation of condition (1.4). The main drawback of estimate (3.3) is the inclusion of
the unknown angles ω and γ between special vectors instead of the given angles θ(Fi, Si+1), i = 1, . . . ,k−1. The calculation
of ω and γ requires the calculation of the vectors yi , which are not needed for the iterative procedure. Another drawback is
the ambiguity in passing from one inductive step to another, which is caused by repeatedly comparing the angles θ(xi, xi+1)
and θ(yi−1, xi). Our aim in the following discussion is to obtain an explicit estimate of the ﬁnal factor q in (3.1).
First of all, we transform inequality (3.3) into the form
cos2 δ  cos2 ω + sin2 ω cos2 γ ⇒ sin2 δ  sin2 ω sin2 γ . (3.4)
Next, we denote the given angles between the subspaces by βi = θ(Fi, Si+1), i = 1, . . . ,k − 1, and assign a corresponding
index i to all the angles introduced in the proof of Theorem 3.1 in the i-th inductive step:
ωi = θ(yi, xi+1), δi = θ(yi−1, xi+1), γi = θ(xi+1 − yi, yi−1 − yi).
As has already been done above for the vectors yk−2 and xk , we can show that the vectors yi−1 and xi+1 are admissible
for computing the angle θ(Fi, Si+1) and thus δi  βi for all i. The analogous inequality γi  βi follows from (3.2). Finally,
the second inequality in (3.4) entails that sin δi  sinωi sinβi .
Having obtained the last inequality, we should now ﬁnd its connection with the next inductive step, which has the index
i − 1. Recall that, for each i  2, we should consider one of the following two possibilities: either
θ(xi, xi+1)
δi
2
⇒ ‖xi+1‖ cos δi2 ‖xi‖ ⇒ ‖xk‖ cos
δi
2
‖x0‖, (3.5)
or
θ(yi−1, xi) = ωi−1  δi2 ⇒ sin δi−1  sin
δi
2
sinβi−1 
1
2
sin δi sinβi−1. (3.6)
Since in the ﬁrst case we get the needed inequality and immediately ﬁnish the proof, let us consider the situation when
the second case occurs in all the steps, from i = k − 1 until i = 2 (the case i = 1 has already been considered at the end of
the proof of Theorem 3.1). Using the initial inequality sin δk−1  sinβk−1 and iterating the last inequality of (3.6), we obtain
the ﬁnal, combined inequality
sin δ1 
1
2k−2
sinβk−1 sinβk−2 · · · sinβ1.
This allows us to estimate cos δ1 = cos θ(y0, x2), which is used in the proof of Theorem 3.1 for obtaining the norm estimate
‖x2‖ q‖x1‖ ⇒ ‖xk‖ q‖x0‖ with q = cos δ1. We now write an explicit estimate for this q and compare it with the factors
qi = cos(δi/2) in estimate (3.5).
We obtain that
q = cos δ1 
(
1− 1
4k−2
k−1∏
i=1
sin2 βi
)1/2
, (3.7)
which is similar to estimate (1.3) except for the factor 1/4k−2. Now it is easy to see that the estimate with this factor is
worse than the estimates in (3.5), because
qi =
(
1− sin2 δi
2
)1/2

(
1− 1
4
sin2 δi
)1/2

(
1− 1
4
sin2 βi
)1/2
is less than the right-hand side of (3.7) for any natural number i = 2, . . . ,k − 1. Consequently, the estimate of the factor
q in (3.7) may be used in inequality (3.1) for any possible situation regarding the subspaces S1, S2, . . . , Sk and the angles
θ(Fi, Si+1), i = 1, . . . ,k − 1, independently of the actual number of inductive steps that were necessary in the proof.
4. Convergence theorems
The hypotheses of Theorem 3.1 may be considered complementary to those of Theorem 9.33 in [5], namely, if the ordered
set of subspaces {S1, S2, . . . , Sk} satisﬁes the hypotheses of one of these theorems, then the same set in reverse order, that
is, {Sk, Sk−1, . . . , S1}, satisﬁes the hypotheses of the second one. Denote
P = P Sk P Sk−1 · · · P S1 and Q= P S1 P S2 · · · P Sk .
Applying our general Theorem 1.1, we can now formulate the ﬁrst of our more speciﬁc convergence theorems.
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Theorem 9.33 in [5]. Consider an inﬁnite product
∏∞
i=1 AiPi , where all Ai are nonexpansive (and perhaps nonlinear) operators acting
on a Hilbert space H and all Pi are equal either to P or to Q. If the subspace S = S1 ∩ S2 ∩ · · · ∩ Sk is invariant under each Ai ,
i = 1,2, . . . , then, for any initial point x0 ∈ H, the sequence of iterations xn =∏ni=1 AiPi x0 approaches the subspace S, namely,
ρ(xn, S) → 0, uniformly over any bounded set of initial points x0 . Moreover, if all the elements of S are ﬁxed points of every Ai , and
each Ai commutes with P S , then the sequence {xn} converges strongly to P Sx0 .
Proof. The only point we need to check is condition (1.4). Some qi in this product correspond to estimate (1.3), others to
estimate (3.7). Thus we obtain that all qi  q < 1, where
q2 = max
{(
1−
k−1∏
i=1
sin2 θi
)
,
(
1− 1
4k−2
k−1∏
i=1
sin2 βi
)}
.
This guarantees that
∏n
i=1 qi  qn → 0 as n → ∞. 
Using Theorem 4.5 from [17], it is also possible to show that xn → x∗ ∈ S even when A j and P S do not commute, but in
this case x∗ may differ from P Sx0.
We emphasize once again that the nature of the nonexpansive operators Ai in Theorem 4.1 is inessential. All we require
is that S be invariant under each Ai . For example, one of the operators Ai may be a projection PT onto a subspace T ⊃ S . If
we want to add some Ai = PT and this relation does not hold, then we should include T as an additional space Sk+1 with
another resulting intersection T ∩ S and require that the entire enlarged set {S1, S2, . . . , Sk, Sk+1} satisfy the hypotheses of
either Theorem 3.1 in the present paper or Theorem 9.33 in [5]. In particular, we should be given the new angles connected
with the space T , e.g., θ(T ,
⋂k
i=1 Si) = θ(T , S) for Theorem 3.1.
It turns out that the strong (not necessarily uniform) convergence ρ(xn, T ∩ S) → 0 can be achieved in some cases even
without knowing any new angles connected with T . Such results were obtained in [17] for k = 2 and k = 3. Here is a general
theorem of this type.
Theorem 4.2. Let an ordered set of subspaces {S1, S2, . . . , Sk} with intersection S satisfy the hypotheses of either Theorem 3.1 in the
present paper or Theorem 9.33 in [5], so that the factors q satisfy either the corresponding estimate (3.7) or (1.3). Let a sequence of
natural numbers {kn} be such that∑∞n=1 qkn < ∞. Deﬁne a sequence of operators
Qn = AnPkn , n = 1,2, . . . ,
whereP = P Sk P Sk−1 · · · P S1 and the nonexpansive operators An are such that all the elements of S are their ﬁxed points. Then, for any
subspace T ⊂ H and any x ∈ H, the sequence of iterations xn =∏ni=1 PT Q ix approaches T ∩ S, that is, ρ(xn, T ∩ S) → 0. Moreover,
the sequence {xn}∞n=0 strongly converges to some x∗ ∈ T ∩ S.
In order to prove this theorem, we need the following auxiliary assertion, established in [17].
Lemma 4.3. Let T and S be two subspaces of a Hilbert space H, and let Qn, n = 1,2, . . . , be a sequence of nonexpansive (possibly
nonlinear) operators on H such that, for all x ∈ H,
‖Qnx− P Sx‖ cn‖x‖,
∞∑
n=1
cn < ∞. (4.1)
Then, for any ﬁxed x ∈ H, there exists an element x∗ ∈ T ∩ S such that
lim
n→∞
∥∥∥∥∥
n∏
i=1
PT Q ix− x∗
∥∥∥∥∥= 0. (4.2)
Proof of Theorem 4.2. By the hypotheses of the theorem, any x ∈ S is a ﬁxed point of An for each n = 1,2, . . . . Hence
An P Sx= P Sx for any x ∈ H , and thus
‖Qnx− P Sx‖ =
∥∥AnPkn x− AnP Sx∥∥ ∥∥Pkn x− P Sx∥∥,
since An is a nonexpansive operator. We also know that the set of subspaces {Si}k1 is projectively strictly contractive, i.e.,
satisﬁes inequality (3.1), which can easily be iterated kn times. This yields the inequality ‖Pkn x − P Sx‖  qkn‖x − P Sx‖.
Consequently, ‖Qnx − P Sx‖  qkn‖x‖, that is, we get the ﬁrst inequality in (4.1) with cn = qkn . By the properties of the
numbers kn , postulated in the theorem, we also have the second inequality in (4.1) and may use Lemma 4.3, thus obtaining
relation (4.2) and proving the theorem. 
766 E. Pustylnik et al. / J. Math. Anal. Appl. 380 (2011) 759–767Remark 4.4. As in Theorem 4.1, we can prove that the sequence {xn}∞n=1 converges to the best approximation P Sx if all the
operators An commute with P S .
Remark 4.5. A simple revision of the proof of Lemma 4.3 in [17] shows that the projection operator PT in Theorem 4.2
can be replaced by a product of several such operators PTr · · · PT1 . In this way we obtain an interesting new application
to Numerical Analysis. Suppose we are interested in ﬁnding the point P S∩T x0 for some given x0 ∈ H , where S =⋂ki=1 Si
and T =⋂rj=1 T j , and for some reasons we want to calculate the projections PT j essentially less often than the projections
P Si . The last theorem proposes, instead of the standard iterations xn = (PTr · · · PT1 P Sk · · · P S1 )nx0, to use another iteration
process, namely,
xN =
n∏
m=1
(PTr · · · PT1)(P Sk · · · P S1)kmx0, N = n +
n∑
m=1
km,
with arbitrarily quickly increasing km and, correspondingly, arbitrarily rare computations of PT j .
Both Theorem 3.1 in the present paper and Theorem 9.33 in [5] require checking the positivity of k − 1 angles between
subspaces which are not given explicitly. The calculation of various needed intersections of the given subspaces is rather
tedious and unnecessary for the iterative procedure itself. The problem can be essentially facilitated if at least one of
the subspaces is ﬁnite dimensional. For example, when we look for an approximation of a given function by functions
satisfying some linear conditions, we could describe these conditions by using some linear subspaces and applying an
iterative projection procedure. The convergence of this procedure can be ascertained by using one of the above theorems
with all accompanying diﬃculties. As we show below, these diﬃculties can be avoided if we agree, e.g., to look for an
approximation only among polynomials of some suitable degree. How often and where should we insert an additional
projection onto the subspace of polynomials in order to guarantee convergence of iterations?
Let Pi mean a random product of the projections P S1 , P S2 , . . . , P Sk in any order (i.e., with possible repetitions and
omissions). The number of projections in this product will be called the length of Pi . As before, we denote by S the
intersection of all Si . We say that a subspace Si is relatively ﬁnite dimensional (with respect to the given set of subspaces)
if the space Si ∩ S⊥ is ﬁnite dimensional. (This happens, of course, if the subspace Si itself is ﬁnite dimensional, but this
is only a special case of our deﬁnition.) A product Pi will be called full if it contains (at least once) all operators P Si and
either begins or ends with a projection onto a relatively ﬁnite dimensional subspace.
Theorem 4.6. Consider an inﬁnite product of operators
∏∞
i=1 AiPi , where all the operators Ai are nonexpansive and the subspace
S is invariant under each one of them. Suppose there exists a natural number M such that the given inﬁnite product has inﬁnitely
many full segments Pi with length no greater than M. Then, for any initial point x, the iterations xn =∏ni=1 AiPi x approach the set S,
namely, ρ(xn, S) → 0 as n → ∞. Moreover, if all the elements of S are ﬁxed points of every Ai and any Ai commutes with P S , then
limn→∞ ‖xn − P Sx‖ = 0.
Proof. In order to get a ﬁnite dimensional intersection of some subspaces it is enough that only one of these subspaces
be ﬁnite dimensional. For instance, a relatively ﬁnite dimensional S1 yields all the hypotheses of Theorem 3.1, because this
subspace participates in all needed intersections. The same result follows from Theorem 9.33 in [5] if the last subspace Sk
is relatively ﬁnite dimensional. We obtain that any full product Pi is projectively strictly contractive, satisfying inequality (1.5)
with some qi < 1. The other partial products Pi are nonexpansive and are merely thought of as additional operators Ai .
In order to apply Theorem 1.1 it remains to ascertain condition (1.4). This will be achieved if we show that maxqi < 1
over all full segments Pi . Recall that the number of projection operators comprising any individual segment Pi , that is, its
length, may now be much greater than k due to possible repetitions. This may affect estimates (1.3) and (3.7). Moreover,
these estimates are affected by the order of the projections in Pi , which yields different intersections and angles. However,
since the number of all possible compositions of projections in segments with a given length is obviously ﬁnite, the number
of all possible qi is also ﬁnite. Therefore maxqi over all full segments in our theorem is less than 1. 
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