In genetic association studies with densely typed genetic markers, it is often of substantial interest to examine not only the primary phenotype but also the secondary traits for their association with the genetic markers. For more efficient sample ascertainment of the primary phenotype, a case-control design or its variants, such as the extreme-value sampling design for a quantitative trait, are often adopted. The secondary trait analysis without correcting for the sample ascertainment may yield a biased association estimator. We propose a new method aiming at correcting the potential bias due to the inadequate adjustment of the sample ascertainment. The method yields explicit correction formulas that can be used to both screen the genetic markers and rapidly evaluate the sensitivity of the results to the assumed baseline case-prevalence rate in the population. Simulation studies demonstrate good performance of the proposed approach in comparison with the more computationally intensive approaches, such as the compensator approaches and the maximum prospective likelihood approach. We illustrate the application of the approach by analysis of the genetic association of prostate specific antigen in a case-control study of prostate cancer in the African American population.
Introduction
Biased sample ascertainment such as the case-control design for a qualitative trait or the extreme-value sampling design for a quantitative trait is frequently used for its sampling efficiency in genome-wide association studies with densely typed genetic markers. Data on secondary traits are often collected in such studies, and it is of substantial interest to explore the association of genetic markers with a secondary trait. The secondary trait sample thus ascertained may be neither a random sample nor a casecontrol sample from the study population because the induced sampling design for the secondary trait potentially depends on the genotype and the environmental factor in addition to the secondary trait itself. As a result, analysis of the secondary trait by the traditional prospective logistic regression [1] [2] [3] [4] or its extensions [5] [6] [7] [8] may yield a biased estimator of the true genetic association. This problem had been previously studied in the context of reusing case-control data [9] [10] [11] [12] . It was further considered in the secondary trait analysis in [13] [14] [15] [16] [17] [18] .
Methods proposed in the literature for the analysis of secondary traits are subject to problems. The secondary trait analysis using controls only requires a low case-prevalence rate of the primary phenotype in the general population and is inefficient. Analyses that ignore or condition on the primary phenotype [11] [12] [13] , although simple, may yield a biased estimator of the genetic association. The method viewing the case-control sample of the primary phenotype as the second-stage sample in a two-stage sampling design [10] [11] [12] [13] 16] is applicable only when additional data on the cohort sample wherein the case-control design is nested are available. The retrospective likelihood approach based on a joint model of the first and secondary traits [15, 19] performs well when supplementary informa-tion in terms of the population prevalence rate of the primary phenotype is known. However, when the population prevalence rate of the primary phenotype is unknown or known inaccurately, the retrospective likelihood approach can be computationally difficult to implement [20] . In addition, the use of the known population prevalence rate can be questionable when pre-selection of subjects through eligible criteria for subject inclusion is involved in the case-control sample ascertainment. The bias correction approach in [18] requires us to know the population prevalence rates for both the primary phenotype and the secondary trait.
In this article, we propose a new approach to bias correction in the secondary trait analysis. Our approach yields closed-form formulas for correcting bias in the marginal or conditional analysis of secondary traits. The proposed approach first performs a supplemental analysis of the primary phenotype given the secondary trait, the genetic marker, and possible environmental factors. The correction can then be carried out on the basis of the estimates from the supplemental analysis using the derived explicit formulas. The simple correction formulas enable us to rapidly perform the sensitivity analysis to the baseline case-prevalence rate for tens of thousands of genetic markers. We also propose more accurate but computationally slower compensator approaches and the maximum prospective likelihood approach with fixed baseline case-prevalence rate. We can use these approaches to validate the fast approximation approach proposed.
Correction to conditional analysis

Distribution of sample ascertained by the case-control design
Consider the secondary trait as a binary phenotype Y . Assume the association of secondary trait Y with genetic marker G, environment factor E, and possibly the interaction of G and E in the study population by the logistic regression,
Define the odds ratio function between Y and .G; E/ as
We can rewrite the logistic regression model as
where exp.
/ characterizes the association between the secondary trait and the genetic marker. We can carry out testing for no genetic association by testing .
In the analysis of a secondary trait, the sample on the secondary trait is not a random sample from the study population when the sample is ascertained by the case-control status of the primary phenotype. It also differs from a case-control sample ascertained on the status of the secondary trait. We need to carefully consider the sample ascertainment mechanism to avoid bias in the analysis. This entails us to take the primary phenotype D into consideration in the analysis of the secondary trait. Assume that the primary phenotype given the secondary trait, the genotype, and the environment factor follows the logistic regression model,
Similarly, define the odds ratio function between Dand .Y; G; E/ as We can rewrite the logistic regression model as
Let S D 1 denote a subject being included in the case-control sample. We model the sampling probability as
which is a little more general than the conventional case-control design. For example, it accommodates pre-selection of subjects on the basis of .G; E/, which frequently happens in practice. However, using the case-prevalence rate in the general population as supplemental information in the retrospective likelihood approach under this general design [15] may lead to bias in the parameter estimation. The sampling design reduces to case-control ascertainment when 2 .Y / D 3 .G; E/ D 1. Assume that k , k D 1; 2; 3 are unknown. The sample ascertained by such a scheme has .D; Y / jointly distributed as
Under the sampling design (7), Chen [20] showed that maximizing this prospective joint likelihood yields an association parameter estimator identical to that from maximizing the retrospective likelihood [15] on the basis of p.Y; G; EjD/. Plugging (3) and (6) into the right-hand side of expression (8), we obtain
where
Directly maximizing the likelihood on the basis of (9) is computationally difficult because it involves the intercept 0 , which is weakly identifiable [20] . In Appendix A, we show that T .Y; G; E/ in (9) can be replaced by the odds ratio function
where . 01 ; 1 ; 2 ; 12 / are the odds ratio parameters in (5) and 2 D r 0 .1 r 0 / with r 0 D f1 C exp. 0 /g 1 being the baseline prevalence rate of the primary phenotype. We give more general formulas in Appendix A for non-zero reference point for .D; Y; G; E/ and for a quantitative primary and/or secondary trait.
Correction formula for the conditional analysis
When we analyze the secondary trait conditional on the primary phenotype, the distribution of the secondary trait from (9) approximately has the form
which we can rewrite as
where Â 0 D Â 0 C log 2 .1/= 2 .0/, and 0
From (14), we can obtain a correction formula for the conditional analysis as 0
This approximation suggests that the magnitude of bias in the conditional analysis is influenced by the baseline variance of the primary phenotype (determined by the baseline prevalence rate), the strength of association between the primary and the secondary traits, and the strength of association between the primary phenotype and the genetic marker and the environmental factor. When the primary phenotype is rare in the study population ( 2 0/ or when no association exists between the primary phenotype and the secondary trait ( 01 D 0/ given the genetic marker and the environmental factor, or when no association exists between the primary phenotype and the genetic marker (. 1 ; 12 / D .0; 0// controlled for the secondary trait and the environment factor, the conditional analysis yields approximately correct estimates of association between the secondary trait and the genetic marker.
We can carry out the correction in the following way. First, we run a logistic regression analysis of Y given D, G, and E to obtain estimates of . Although the correction to the conditional analysis is easy to obtain, obtaining the variance estimate can be more involved. We can combine the two logistic regressions into a single joint analysis based on (9) with T .Y; G; E/ replaced by (11) so that we can obtain the variance by routine calculation in a maximum likelihood approach. The joint analysis yields estimates of . 1 ; 2 ; 12 / and . 01 ; 1 ; 2 ; 12 / simultaneously, and we can then obtain the association parameter .Â 1 ; Â 2 ; Â 12 / by the correction formula (15) . We give the detailed variance estimate for the parameter estimator in Appendix A.
Testing no association between the secondary trait and a genetic marker
Let Â. / denote Â for a given through the formula (15) . Testing no association between the secondary trait and a genetic marker corresponds to test denotes the chi-square distribution with degrees of freedom df. Because the chi-square distribution is a monotone function, we can calculate the p-value as 1 2 2 fMin 2OE a ;-b Q. /g. The actual type I error˛for a nominal type I error p for individual tests is
This approach to controlling type I error can be too conservative when the range of OE a ; b is large. In this case, we may choose a prior distribution for 0 and apply an alternative approach as follows. Suppose that has a normal distribution with mean 0 and variance ! 2 . It then follows that
01 . We can carry out a test for no association between the genetic marker and the secondary trait by using
Other correction approaches
Correction to the marginal analysis
When the marginal analysis for the secondary trait is used, it follows from (9) that the correct model is
and 0 D 0 C logf 1 .1/= 1 .0/g. By a similar method that was used in obtaining the replacement Á 3 fY I .G; E/g for T .Y; G; E/, we can obtain a replacement for W .Y; G; E/ in (20) as
where 2 D r .1 r /, the baseline variance of the sample, and r D˚1 C exp 0 « 1 . We can estimate parameters 0 ; 1 ; 2 ; 12 by fitting a logistic regression model to the case-control sample with 0 being the intercept of the regression model. An explicit correction formula for the association of the genetic marker and the secondary trait appears as 0
We give the variance estimate of the corrected estimator in Appendix A.
Correction approaches using compensators
We can rewrite expression (16) as
If we know W .Y; G; E/, (20) and (21) suggest an alternative approach to obtain an estimator of Â through a logistic regression with a known compensator log fW .1; G; E/=W .0; G; E/g. We can estimate the parameters 0 ; 1 ; 2 ; 12 in the compensator by fitting a prospective logistic regression model to the case-control sample. When parameter 0 is known, we can straightforwardly compute the compensator. We can then fit a logistic regression model based on (20) with a known compensator to the data to obtain the estimator of Â directly. When 0 is unknown or known inaccurately, we can perform a sensitivity analysis of the association parameter of the secondary trait with the genetic marker to the assumed 0 values based on (20) and (21). We can carry out a similar compensator approach by the conditional analysis based on
We can estimate parameters . 01 ; 1 ; 2 ; 12 / in the compensator log fT .1; G; E/=T .0; G; E/g by fitting a logistic regression model to the case-control sample. When the other parameter 0 is known, we can straightforwardly compute the compensator. When 0 is unknown or known inaccurately, we can perform a sensitivity analysis of the association parameters to the assumed 0 values. Likewise, we can similarly perform a joint analysis with compensator. Methods based on compensators along with the maximum joint prospective likelihood approach based on (9) with 0 fixed can yield more accurate estimators. In terms of sensitivity analysis, however, they require much more computation, and the inference can be more difficult to carry out because of lack of explicit functional relationship between the association parameters and the baseline prevalence rate for the primary phenotype. As a result, we may use the compensator approaches and/or the maximum likelihood approach jointly with the approximation approach as follows. First, we may use the approximation approach to screen a large number of genetic markers in a genome-wide association study. We may then further study a relatively small number of identified markers by the more accurate compensator approaches or the maximum likelihood approach.
Simulation studies
In the first simulation study, we evaluate the impact of different choices of the reference point (Appendix A) in the approximation approaches. We simulated a binary primary phenotype and a binary secondary trait. The model for generating the primary phenotype is (4), and the model for generating the secondary trait is (1). Neither includes the environment factor E. We simulate genetic markers as single-nucleotide polymorphisms (SNPs) following the Hardy-Weinberg equilibrium with minor allele frequencies (MAF) 20%. However, we do not make this assumption in the analysis of the simulated data. In model (4), we assume the effect of the secondary phenotype on the first phenotype to be relatively large . 01 D 1/ because it enables us to assess the performance of the explicit correction formulas. The genetic effect is multiplicative, and the effect size is set to 1 D 0:5 and Â 1 D 0:5. We simulated the baseline prevalence rate ranging from r 0 D 0:001 to 0.5 with an increment of 0.01. For each r value, we simulated 5000 repetitions of a sample size 1200 with 600 cases and 600 controls.
We computed three sets of corrections. In the first set, .Y 0 ; G 0 / D .0; 0/. In the second set, .Y 0 ; G 0 / is the sample mean. In the third set, .Y 0 ; G 0 / D .0:5; 1/, which is the middle point of the ranges of the variables. We display the simulation results in Figure 1 . We see from Figure 1a that the conditional analysis has little bias when the baseline prevalence rate r is very small. But the bias increases very rapidly when r D 1 20%. The bias remains at a similar magnitude for r D 20 50%. For the marginal analysis, the bias is very large when r is very small. But the bias decreases to nearly zero as r decreases from 1% to 20% and mostly stays at the same level for r D 20 50%. repeated the simulation with MAF being 30% and 10% and with different genetic effects; the relative merit (results not shown) remains the same.
In the second simulation study, we used the same data-generation models with the inclusion to both models of an environment variable and the gene-environment interaction. The simulated environment factor is continuous and uniformly distributed on . 2; 2/. We fixed the log-odds ratios for genetic, environmental, and gene-environment interaction in the primary phenotype model at .0:5; 0:5; 0:3/. We fixed the log-odds ratio for genetic, environmental, and gene-environment interaction in the secondary trait model at .0:5; 0:5; 0:3/. We fixed the baseline prevalence rate of the secondary trait at approximately 10%. The simulated baseline prevalence rates for the primary phenotype are at 1%, 5%, 10%, and 15%, which are in the range of rates mostly encountered in practice. We use several methods to analyze the simulated data. They include the analysis using controls only; the marginal and conditional analyses ignoring the biased sampling design; the corrected marginal, conditional, and joint analysis using the explicit correction formulas; and the marginal, the conditional, and the joint correction estimators using the compensators. The joint correction estimator refers to the maximization of likelihood based on (9) with 0 in T fixed at the truth. We take the reference point used in the correction analysis at the average value of each variable. Note that the analysis under the rare case-prevalence assumption is the same, as the conditional analysis ignores the biased sampling design.
We list the simulation results based on 5000 repetitions of a sample size 1200 with 600 cases and 600 controls in Table I . Because the conditional analyses yield results very close to those of the joint analysis, we do not include results on the conditional analyses in Table I . The analyses presented in Table I include the analysis based on controls only (Controls), marginal analysis (Marginal), conditional analysis based on the odds ratio model without correction (Condit.), corrected joint analysis (Correct.), the compensator approach (Comp.) based on the conditional analysis, and the analysis using the maximum prospective joint likelihood (MLE). The compensator approach based on the marginal analysis yielded very close results as the Comp. and is thus suppressed. We see from the results in Table I that the controls-only approach can be substantially biased when the cases are not very rare in the population, and the odds We also evaluate the size and the power of the proposed tests on the basis of the corrected joint analysis of the approximate likelihood. We calculate the empirical sizes on the basis of the analysis of the simulated data with . 1 ; 2 ; 12 / D .0; 0:5; 0/, that is, no genetic effect but with environmental effect. We list results on tests in Table II . In each scenario, we perform five tests, and we list the estimated size/power for the five tests for the nominal type I error rates: 5% and 1%. The estimated type I errors are close to the nominal type I error. The estimated size and power for different tests suggested that for a large range of the baseline prevalence rate, the size and power of the different tests do not differ much. This may suggest that the tests that control the type I error for a range of baseline prevalence rate may have reasonably good performance. We also varied MAF and the genetic and gene-environment interaction effects in the simulation; similar results (not shown) were obtained. 
Genetic association of the prostate specific antigen
Prostate specific antigen (PSA) level in blood is a reasonably good predictor for prostate cancer, although it is not a precise marker for prostate cancer [21] . In genetic association studies of prostate cancer, PSA is often measured. It is of substantial interest to investigate the association of PSA level with genetic variants. For example, in performing the genome-wide association studies of prostate cancer through combining case-control studies that included thousands of prostate cancer cases and health controls, Eeles et al. [22, 23] performed secondary analyses on PSA level in blood on the basis of the control sample in an attempt to identify SNPs that may be associated with PSA. The controlonly analysis can have substantially lower power in detecting possible association than the analyses that include both cases and controls. In addition, such an analysis that requires sparse disease in the population can be biased because the prevalence rate of prostate cancer in the elder male population can be high [21] . The proposed approach in this article can be more appropriate for the analysis of the PSA data in [22, 23] . Here, we use a similar case-control study of prostate cancer in the African American population to illustrate the use of our approach. The sample in this study was collected and genotyped in one of the coauthors' (Dr. Kittles) lab. There are 260 cases and 345 controls whose genomes were typed on over one million SNPs using Illumina array. PSA level was measured on 218 cases and 325 controls. In this analysis, we concentrate on the 543 subjects with PSA measured. In a preliminary analysis of the prostate cancer status, we fit a logistic regression model without any SNPs in the model. We found that the logarithm transformed PSA, that is, log.1CPSA/, age of the subject, and the interaction between the two of a subject are all strongly associated with the case-control status of the subject. In a preliminary analysis of the PSA, we fit a linear regression model for the logarithm transformed PSA. We found that the case-control status and the age of the subject are strongly associated with the logarithm transformed PSA, but there was no age and status interaction. These models form the basis of our genome-wide association analysis of the PSA as a secondary trait. Our model for the primary phenotype, the prostate cancer status, is logOEÁ 1 fDI .lspa; G; age/g D D . 01 lpsa C 02 lpsa age
where D is the prostate cancer status and lpsa D log.1 C PSA/. Our model for the secondary trait is logOEÁ 2 flpsaI .G; age/g D lpsa .Â 1 G C Â 2 age/:
The correction formula for the genetic effect remains the same. See Appendix B for more details.
The number of the typed SNPs is over one million. The sample size is relatively small for detecting possible small genetic effects hidden in the large number of SNPs. We randomly sampled 10% of the typed SNPs in the 22 autosomes for the purpose of illustration. After excluding those SNPs with a MAF less than 5% and/or with a p-value less than 0.0001 in Hardy-Weinberg equilibrium test, a total of 90,232 SNPs were selected. We performed analyses examining baseline case-prevalence rates ranges from 0% to 10% with an evaluation interval 0.2%. We chose the fixed point as .age; G; lpsa/ D .65; 1; 4/, the baseline case-prevalence rate should be interpreted as for this subpopulation. In each case, we applied the genomic control approach in [24] to check for possible population stratification. The estimated variance inflation factors range from D 0:964 to D 0:970. The adjustment for population stratification appears to be not imperative. We displayed the top SNPs in the p-value spectrum to show the impact of different baseline case-prevalence rates on the test results.
Table III displays the test results of genetic association whose smallest p-value in the baseline rate range of 0% to 10% is smaller than 0.0001 for the secondary trait PSA. Test 1 shows the results under the sparse disease assumption, an approach routinely used for the analysis of secondary traits. Test 2 and Test 3 are computed under the 5% and 10% baseline case-prevalence rates, respectively. We can see that the impact of a non-zero case-prevalence rate can range from relatively small (for example, rs10197545) to very large (for example, rs9316673). The impact is unevenly distributed over different case-prevalence rates because the correction not only affects the odds ratio estimation but also the variance estimates of the odds ratio estimator. The test (MinT) controlling the type I error for the baseline rate ranging from 0% to 10% is a more robust test for the secondary trait analysis when the sparse disease assumption is suspected. MinT can yield the same results as Test 1 in some cases or different results from Test 1 in other cases. Even when MinT yields the same results as Test 1, the analysis is still useful in that it provides information on the reliability of the results. For example, the sensitivity analysis indicates that the significant SNP tested under sparse disease assumption, rs2255684, is only moderately affected by the non-zero baseline case-prevalence rates. This analysis ensures us the reliability of the test result even if the sparse disease assumption does not hold. On the other hand, the test based on sparse disease assumption for rs9316673 can be much less reliable. We can easily perform such a sensitivity analysis using our approach, whereas it can be very time-consuming to perform using other approaches. We also performed a prospective maximum likelihood analysis of the selected SNPs; the results confirmed the effectiveness of the correction approach.
Discussion
For the analysis of secondary traits, the retrospective likelihood approach proposed in Lin and Zeng [15] included three scenarios. The first assumes a known population case-prevalence rate. The second assumes rare disease that corresponds to a disease prevalence rate in the general population close to zero. The third scenario does not assume any known supplemental information on the disease prevalence rate in the general population. The third scenario is the most important one, whereas the first two may be regarded as special cases of the third one. In the first two scenarios, the retrospective likelihood approach has good performance when the population level case-prevalence rate is accurate and usable. In the third scenario, the retrospective likelihood approach can perform poorly. This is primarily due to the presence of weakly identifiable parameters [20] that cannot be estimated well with practical attainable sample sizes.
The approach we proposed mainly tackles the problem in scenario 3. We consider an approximate model that does not involve estimating the weakly identifiable parameter. In carrying out the task, we work with the simpler joint prospective likelihood, which was shown [20] to be equivalent to the retrospective likelihood in scenario 3. Following the estimation, we recover the parameters of interest by a sensitivity analysis to the baseline case-prevalence rate. Lin and Zeng [15] also suggested a sensitivity analysis to the population case-prevalence rate in scenario 3. However, the validity of their approach under scenarios 1 and 3 rests on the assumption that the covariate distribution in the general population can be identified from the case-control sample, which is violated when pre-selection of subjects through eligible criteria, routinely performed in biomedical studies, is involved. Our approach is not subject to this limitation. Furthermore, the sensitivity analysis using explicit correction formulas we proposed is computationally much faster, which can be critical for performing genome-wide analysis. The explicit correction formulas also suggest that the magnitude of bias in the conditional or marginal analysis is determined by three factors: the baseline prevalence rate of the primary phenotype, the strength of association between the primary phenotype and the secondary trait, and the strength of association between the primary phenotype and the genetic marker. Such dependence has largely been qualified but not quantified previously in the literature. Of note is that correction of the bias does not require us to know the prevalence rate of the secondary trait in the general population. Our approach can also be applied to scenarios 1 and 2 when the baseline case-prevalence rate is used instead.
Our proposed approaches are directly applicable to the secondary trait analysis even if either or both of the primary and secondary traits are quantitative and the sample is ascertained through an extreme-value sampling design rather than a case-control design. Both the environment factor and the gene-environment interaction can be readily included in the model for analysis. In particular, when the primary phenotype is quantitative and a normal model is used to link the phenotype to the genotype and the environmental factor, the correction formula for the joint analysis becomes exact. Our analysis also suggests that when the case-prevalence rate for the primary phenotype is low, the uncorrected conditional analysis is much better than the uncorrected marginal analysis.
In deriving the correction formulas in Appendix A, we have assumed that there is no interaction between the secondary trait and the genotype or the environmental factors. If such interactions exist, the idea we used to obtain the correction formulas can still be applied. However, the correction formulas need to be modified accordingly. See Appendix B. We chose to mainly deal with the simple situation in this article to keep the presentation easy to follow.
we assume it follows model (4) . If D is a quantitative trait, we model it by
where " N.0; 2 /. Note that the following derivation can also be modified to include interactions between Y and other variables. To keep the presentation simple, we only deal with the case without Y interaction. Define an odds ratio function for D versus .Y; G; E/ relative to the reference point as
The odds ratio function for model (A.1) is
where .4) where e N.0; 2 /, the following odds ratio representation
holds, where
For the quantitative trait modeled by (A.4),
where . Taylor We can estimate parameters in the joint correction formula by maximizing the likelihood on the basis of (A.9). We can approximate the variance of the parameter estimator by the inverse of the observed information matrix. We use the ı method to find the approximate variance estimate for the corrected odds ratio estimator for the association of the secondary trait and the genetic marker. Specifically 
For the marginal analysis, we can use the same steps except that we now have D . 0 ; 01 ; 1 ; 2 ; 12 /, where 0 is the intercept of the logistic regression model from the case-control sample. For different approximations, g is different, and its derivatives with respect to can be found accordingly.
