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We consider the gauge fixed partition function of pure SU(Nc) gauge theory in axial gauge
following the Halpern’s field strength formalism. We integrate over 3(N2
c
− 1) field strengths using
the Bianchi identities and obtain an effective action of the remaining 3(N2
c
− 1) field strengths
in momentum space. We obtain the static solutions of the equations of motion (EOM) of the
effective theory. The solutions exhibit Gaussian nature in the z component of momentum and are
proportional to the delta functions of the remaining components of momentum. The solutions render
a finite energy density of the system and the parameters are found to be proportional to fourth root
of the gluon condensate. It indicates that the solutions offer a natural mass scale in the low energy
phase of the theory.
I. INTRODUCTION
It is well known that non abelian gauge theory (NAGT)
has asymptotic freedom [1] which indicates that the the-
ory is almost free at very high energy and at very small
distance scale. It also indicates that at very low energy
it exhibits the confinement of gauge degrees of freedom
and results in the non-zero values of gluon condensates
at this low energy phase of the theory[2]. Owing to non
linear nature of NAGT its exact quantization is still lack-
ing and as a consequence of which the dynamics of this
theory at low energy remains least understood till today.
It is believed that stable classical solutions of EOM of the
theory may be of use to understand the behaviour of the
system at low energy and it may also shed some light on
the issue of quantization of the theory at this energy[3].
The endeavour for obtaining the classical solutions of
EOM of NAGT has a long history since its inception. At-
tempt has been made[4] to caste those equations in the
form of Maxwell equations of electrodynamics. The ex-
act periodic solutions of the SU(2) gauge theory have
been constructed[5] in Minkowski space-time. There
also exists solutions which are the non-abelian analogues
of electromagnetic plane waves[6]. A relationship has
been established[7] between the solutions of a φ4 scalar
field theory and a class of solutions of EOM of SU(2)
gauge theory. The most general self-dual, non-abelian,
plane wave solutions have been obtained[8] in NAGT.
A comprehensive discussion on the solutions of EOM in
Minkowski space-time are given in Ref.[9, 10]
It has been proposed long before[11] that a non-abelian
gauge theory can be formulated in terms of field strengths
in axial gauge. The unique inversion of gauge poten-
tials to field strength requires Bianchi identities to be
satisfied in the quantized theory. We use Bianchi iden-
tities to integrate over the 3(N2c − 1) degrees of freedom
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and obtain an effective action in terms of the remaining
3(N2c − 1) field strengths in the momentum space. Then
we obtain a solution of the equations of motion of the
effective theory. Solutions indicate that the non abelian
magnetic fields have Gaussian nature in their z compo-
nent of the momentum and non abelian electric fields are
zero. We expand the effective action around this solution
to quadratic order in fluctuation and obtain the energy
density of the system by integrating out the fluctuations
in the partition function. The energy density has been
found to have a minimum with respect to the parameter
of the solution and it thus indicates the stability of the
obtained solution.
II. GAUGE FIXED EFFECTIVE ACTION
We start with the pure SU(Nc) gauge theory La-
grangian
L = −1
4
GaµνGaµν (1)
where Gaµν = ∂µA
a
ν − ∂νAaµ + gCabcAbµAcν (a , b , c =
1, · · · , N2c − 1) is the field strength of the non-abelian
gauge field Aaµ. Here the axial gauge A
a
3(x) = 0 is chosen.
The unique inversion A(G) makes it possible to change
variables to field strengths and the gauge fixed partition
function takes the form[11]
Z =
∫
DGδ[I[G]] exp
[
− i
4
∫
d4xGaµνG
aµν
]
. (2)
where
δ[I[G]] =
∏
µ,a,x
δ(Iaµ(x)), (3)
Iaµ(x) = ∂λG˜
aλµ + gCabcAbλ(G)G˜
cλµ (4)
and G˜aµν =
1
2
ǫµνλσGaλσ. (5)
2We use the Fourier transform of
Gaµν(x) =
∫
d4k
(2π)4
e−ik.xGaµν(k)
and Aaµ(x) =
∫
d4k
(2π)4
e−ik.xAaµ(k) (6)
and write the solutions of Halpern[11] for the gauge po-
tentials in momentum space as
Aa0(k) = −
i
kz
Eaz (k) , A
a
1(k) = −
i
kz
Bay (k),
Aa2(k) =
i
kz
Bax(k) and A
a
3(k) = 0. (7)
where Ea(k) and Bb(k) are the non abelian electric and
magnetic field vectors in momentum space respectively.
We use eq.(6) and (7) to write the partition function in
terms of the fields in momentum space as
Z =
∫
DGδ[I[G]]eiS[G], (8)
where
S[G] = −1
4
∫
d4k
(2π)4
Gaµν(k)G
aµν(−k) (9)
and δ[I[G]] =
∏
µ,a,k
δ(Iaµ(k)). (10)
Iaµ(k) in momentum space in terms of non abelian elec-
tric and magnetic fields read
Ia0(k) = −ik.Ba(k)
+igCabc
∫
d4k′
(2π)4
1
k′z
(Bb(k − k′)×Bc(k′))z ,(11)
Ia(k) = −ik0Ba(k) + ik×Ea(k)
+igCabc
∫
d4k′
(2π)4
1
k′z
[−Bb(k − k′)Ecz(k′)
+Ebz(k − k′)(xˆBcx(k′) + yˆBcy(k′))
−zˆ(Ebx(k − k′)Bcx(k′) + Eby(k − k′)Bcy(k′))],
(12)
where xˆ, yˆ, zˆ are the unit vectors along x, y and z axes
respectively. We write
Ia0(k) = −ikz(Baz (k)− fa3 (k)),
Iax(k) = −ikz(Eay (k)− fa2 (k))
and Iay (k) = ikz(E
a
x(k)− fa1 (k)). (13)
faj (k) in terms of the fields X
a
j (k) (j = 1, 2, 3) are given
as
fa1 (k) =
kxX
a
3 (k) + k0X
a
2 (k)
kz
−gCabc
∫
d4k′
(2π)4
Xb2(k − k′)Xc3(k′)
k′z(k′z − kz)
,
fa2 (k) =
kyX
a
3 (k)− k0Xa1 (k)
kz
−gCabc
∫
d4k′
(2π)4
Xb3(k − k′)Xc1(k′)
k′z(k′z − kz)
,
fa3 (k) =
−(kxXa1 (k) + kyXa2 (k))
kz
−gCabc
∫
d4k′
(2π)4
Xb1(k − k′)Xc2(k′)
k′z(k′z − kz)
, (14)
where
Xa1 = B
a
x, X
a
2 = B
a
y and X
a
3 = E
a
z . (15)
We write using eq.(13)
δ[I(G)] =
∏
a,k
i
k3z
δ(Eax(k)− fa1 (k))δ(Eay (k)− fa2 (k))
×δ(Baz (k)− fa3 (k))δ(Iaz (k)) (16)
and then integrating over the fields Eax , E
a
y and B
a
z obtain
the partition function as
Z = N
∫
DXeiS[X], (17)
where the factor N = δ(0)∏kz ik3z . The factor of δ(0)
comes from δ(Iaz (G)) when I
a
z (G) = 0, after performing
the integration over the remaining delta functions. The
effective action
S[X ] = S(0)[X ] + S(1)[X ], (18)
where the quadratic part
S(0)[X ] =
1
2
∫
d4p
(2π)4
Xaj (p)(M
−1)jk(p)Xak (−p) (19)
and the interaction part
S(1)[X ] = g
∫
d4p
(2π)4
d4q
(2π)4
Cabc
pzqz(pz − qz)b
(3)
jkl(p)
Xaj (−p)Xbk(p− q)Xcl (q)
+
g2
2
∫
d4p
(2π)4
d4q
(2π)4
d4q′
(2π)4
CabcCade
qzq′z(qz − pz)(q′z + pz)
×b(4)jklmXbj (p− q)Xck(q)Xdl (−p− q′)Xem(q′).(20)
Here 3× 3 matrix M−1(p) reads
M−1(p) =

p2+p2
y
p2
z
− pxpyp2
z
− p0pyp2
z
− pxpyp2
z
p2+p2
x
p2
z
p0px
p2
z
− p0pyp2
z
p0px
p2
z
|p|2
p2
z
 , (21)
3b
(3)
jkl(p) = (pxδj3 + p0δj2)δk2δl3 + (pyδj3 − p0δj1)δk3δl1
+(pxδj1 + pyδj2)δk1δl2,
b
(4)
jklm = δj2δk3δl2δm3 + δj3δk1δl3δm1 − δj1δk2δl1δm2.
(22)
III. SOLUTIONS OF EOM
Equations of motion( δS[X ]
δXaj (p)
)
X=X¯
= 0 (23)
take the form
(M−1)kl(p)X¯al (−p)
−gCabc 1
pz
∫
d4q′
(2π)4
b˜
(3)
klm(p, q
′)
q′z(pz + q′z)
X¯bl (−p− q′)X¯cm(q′)
−g
2
2
CabeCecd
1
pz
∫
d4q′
(2π)4
d4q′′
(2π)4
b˜
(4)
klmn
q′zq′′z (pz + q′z + q′′z )
×X¯bl (q′)X¯cm(−q′ − q′′ − p)X¯dn(q′′) = 0, (24)
where
b˜
(3)
klm(p, q) = b
(3)
klm(p) + b
(3)
lkm(p+ q)− b(3)mlk(q), (25)
b˜
(4)
klmn = b
(4)
klmn − b(4)lkmn + b(4)mnkl − b(4)mnlk. (26)
We assume a solution of eq.(24) as
X¯aj (p) = (2π)
4δ(3)(p⊥)ξaj (pz) (27)
where p⊥ = (p0, px, py) and
ξaj (z)→ 0 as |z| → ∞. (28)
Upon substitution of this solution into eq.(24), it takes
the form
{−ξa1 (−pz)δn1 − ξa2 (−pz)δn2 + ξa3 (−pz)δn3}
− g
2
2pz
CabeCecdb˜
(4)
klmn
∫ ∞
−∞
dq′zdq
′′
z
q′zq′′z (q′z + q′′z + pz)
×ξbl (q′z)ξcm(−q′z − q′′z − pz)ξdn(q′′z ) = 0. (29)
Using the property in eq.(28) we evaluate the integral∫ ∞
−∞
ξaj (pz)
pz + λ
dpz = iπξ
a
j (−λ). (30)
With the use of this result, eq.(29) simplifies to
{−ξa1 (−pz)δk1 − ξa2 (−pz)δk2 + ξa3 (−pz)δk3}
+
g2π2
2p2z
b˜
(4)
klmnC
abeCecd {ξbl (0)ξcm(−pz)
−ξbl (−pz)ξcm(0)} ξdn(0) = 0. (31)
We then make the following ansatz:
ξa1 (pz) =
∞∑
n=0
ya1 (n)p
2n
z e
−(pz−∆)2/∆2 ,
ξa2 (pz) =
∞∑
n=0
ya2 (n)p
2n
z e
−(pz−∆)2/∆2
and ξa3 (pz) = 0 (32)
that are consistent with the property in eq.(28). Here
∆ is a scale of mass dimension one and yaj (n)(j = 1, 2)
satisfy the following equations:
ya1 (n) +
g2π2
e2
CabeCecd{yb2(0)yc1(n+ 1)
−yb2(n+ 1)yc1(0)}yd2(0) = 0, (33)
ya2 (n)−
g2π2
e2
CabeCecd{yb1(0)yc1(n+ 1)
−yb1(n+ 1)yc1(0)}yd2(0) = 0. (34)
We assume that in case of SU(2) gauge theory
ya1 (0) = φδ
a1 and ya2(0) = φδ
a3. (35)
Then yaj (n) (j = 1, 2) for few different n (n ≥ 1) are as
follows:
ya1(n) : y
1
1(1) = −
e2
2g2π2φ
, y11(2) = −
e4
4g4π4φ3
y11(3) =
3e6
8g6π6φ5
, · · · ,
y21(n) = 0 and y
3
1(n) = 0 for n ≥ 1.(36)
ya2(n) : y
3
2(1) =
e2
2g2π2φ
, y32(2) = −
3e4
4g4π4φ3
,
y32(3) =
e6
8g6π6φ5
, · · · ,
y12(n) = 0 and y
2
2(n) = 0 for n ≥ 1.(37)
IV. STABILITY OF THE SOLUTION
To address the issue of the stability of the obtained
solution we compute the vacuum energy density ǫ(φ) of
the system. The solutions will be stable if ǫ(φ) has a
minimum with respect to φ and it remains bounded even
for limited fluctuation of φ around the minimum. From
trace anomaly[12] we know that the trace of the energy
momentum tensor
Θµµ =
β(g)
2g3
GaαβG
aαβ , (38)
where β(g) (= µ ∂g∂µ ) is negative for pure NAGT. Lorentz
invariance requires that 〈0 | Θµν | 0〉 = ǫgµν which is
also consistent with the fact that Θ00 = ǫ. We therefore
obtain 〈0 | Θµν | 0〉 = 4ǫ and then the use of eq.(38) gives
ǫ =
β(g)
8g3
〈0 | GaαβGaαβ | 0〉. (39)
4In the following we first expand the action around the
solutions to quadratic order in fluctuations and then pro-
ceed to compute 〈0 | GaαβGaαβ | 0〉 using this expanded
action around the solutions. Solutions in eq.(32) are de-
pendent on a mass scale ∆ which is dynamic in nature.
It will be shown later using a rough estimate that it falls
inversely as g when g ≫ 1 and goes to zero when g → 0.
Since, ∆ turns out to be small in the non-perturbative
(g ≫ 1) region, we take ∆ ≪ 1 and expand eq.(32) in
the following in powers of ∆:
ξaj (pz) ≈
√
π∆δ(pz −∆)ξ¯aj for j = 1, 2
where ξ¯aj =
∞∑
n=0
yaj (n)∆
2n. (40)
We introduce 3(N2c − 1) sources and write the partition
function of eq.(8) as
Z[J ] =
∫
DGδ[I[G]]eiS[G,J], (41)
where
S[G, J ] =
∫
d4k
(2π)4
{−1
4
Gaµν(k)G
aµν(−k)
+Xaj (k)J
a
j (−k)}. (42)
Consider an operator O(Ea,Ba) which is a functional of
non abelian electric and magnetic fields. The vacuum
expectation value
〈0 | O(Ea,Ba) | 0〉
=
1
Z[0]
∫
DGδ[I[G]]O(Ea,Ba)eiS[G,J] (43)
Then after performing the integration over Eax , E
a
y and
Baz as discussed in section II we obtain
〈0 | O(Ea,Ba) | 0〉 = N
Z[0]
∫
DXO˜(Xaj )eiS[X,J]
=
1
Z[0]
O˜
(
1
i
δ
δJ
)
Z[J ] |J=0, (44)
where the action of eq.(18) is modified as
S[X, J ] = S[X ] +
∫
d4p
(2π)4
Xaj (p)J
a
j (−p). (45)
Moreover, according to eq.(14) faj are functions of X
a
j
(j = 1, 2, 3), so we use
O˜(Xaj ) = O(f
a
j , X
a
j ). (46)
To compute the vacuum average of the operator we adopt
the stationary phase approximation in Z[J ]:
Z[J ] = N
∫
DXeiS[X,J]. (47)
We expand the action about the classical solution and
keep terms to order (X − X¯)2:
S[X, J ] = 12
∫
d4p
(2π)4
Φaj (p)(M−1)(ab)jk (p)Φbk(−p)
+
∫
d4p
(2π)4
Jak (p)Φ
a
k(−p) + 0(Φ3) (48)
where Φaj (p) = X
a
j (p) − X¯aj (p). Φaj (p) is assumed as a
very slowly varying function of pz over the momentum
scale ∆ (∆≪ 1). Then
(M−1)(ab)jk (p) = δab(M−1)jk(p)
−
√
πg
pz(pz +∆)
Cabc
[
ξ¯c1{2py(δj3δk3 − δj2δk2)
−p0(δj1δk3 + δj3δk1)− px(δj1δk2 + δj2δk1)}
+ξ¯c2{2px(δj1δk1 − δj3δk3) + py(δj2δk1 + δj1δk2)
−p0(δj2δk3 + δj3δk2)}
]
+
g2π
pz(pz + 2∆)
CeabCecd
[
δj1δk2(ξ¯
c
1ξ¯
d
2 − ξ¯c2ξ¯d1 )
−2δj2δk1ξ¯c1ξ¯d2 + (δj1δk1 − δj3δk3)ξ¯c2ξ¯d2
+(δj2δk2 − δj3δk3)ξ¯c1ξ¯d1
]
. (49)
Then we change the integration variable in eq.(47) from
X to Φ and integrate over Φ to obtain the final result as
Z[J ] = N [DetM−1]− 12 exp
{
iS[X¯] + i
√
π∆ξ¯aj J
a
j (0,−∆)
− i
2
∫
d4p
(2π)4
Q(ab)jk (p)Jaj (−p)Jbk(p)
}
, (50)
where,
(Q−1)(ab)jk (p) =
1
2
[(M−1)(ab)jk (p) + (M−1)(ba)kj (−p)] (51)
and the convention Jaj (p) = J
a
j (p⊥, pz) has been adopted.
We take the operator as
O = Gaµν(0)Gaµν(0) =
∫
d4p
(2π)4
d4q
(2π)4
Gaµν(p)Gaµν(q)
(52)
and use eq.(44) to obtain its average as
〈0 | Gaµν(0)Gaµν(0) | 0〉 = O2 +O3 +O4, (53)
where the expressions for O2, O3 and O4 are as follows:
O2 = 2π∆
2(ξ¯a1 ξ¯
a
1 + ξ¯
a
2 ξ¯
a
2 )
− 2i
(2π)8
∫
d4p
(2π)4
(M−1)jk(p)Q(aa)kj (p), (54)
O3 = 4igC
abc
√
π
(2π)12
∫
d4p
(2π)4
b
(3)
jkl(p)
p2z
×
[
ξ¯bkQ(ca)lj (p) + ξ¯clQ(ba)kj (p)
]
(55)
5and
O4 = 2g
2Cab1c1Cab2c2
b
(4)
jklm
(2π)16
[
− π2ξ¯b1j ξ¯c1k ξ¯b2l ξ¯c2m
+iπ
∫
d4p
(2π)4
1
p2z
{
Q(c2b1)mj (p)ξ¯b2l ξ¯c1k
+Q(c2c1)mk (p)ξ¯b1j ξ¯b2l +Q(c2b2)ml (p)ξ¯b1j ξ¯c1k
+Q(b2b1)lj (p)ξ¯c2m ξ¯c1k +Q(b2c1)lk (p)ξ¯b1j ξ¯c2m
+Q(c1b1)kj (p)ξ¯b2l ξ¯c2m
}
+
∫
d4p
(2π)4
d4q
(2π)4
1
p2zq
2
z
{
Q(b2b1)lj (p)Q(c2c1)mk (q)
+Q(b2c1)lk (p)Q(c2b1)mj (q) +Q(c1b1)kj (p)Q(c2b2)ml (q)
}]
.(56)
We evaluate the integrals in O2, O3 and O4 numerically
for SU(2) gauge group. First we change the momentum
integrals from Minkowski to Euclidean space: p4 = ip0
and d4p = −id4pE where the Euclidean four momenta
pE = (p4,p). We then use the system of coordinates
in a manner such that the triad (px, py, p4) form a
spherical system of coordinates and write p4 = r cos θ,
px = r sin θ cos θ1 and py = r sin θ sin θ1. The integrals
are evaluated over the following ranges: 0 ≤ r ≤ Λ,
0 ≤ θ ≤ π and 0 ≤ θ1 ≤ 2π, where Λ is an ultraviolet
cut off used in the calculation. Since the integrands are
found to be even function of pz we fold the region of in-
tegration from −Λ ≤ pz ≤ Λ to sΛ ≤ pz ≤ Λ, where s
(0 < s < 1) is an infrared scale parameter used in the
calculation. Next we use the dimensionless variables as
x = r/Λ, y = pz/Λ, φ1 =
√
pigφ
Λ and ∆1 =
∆
Λ . As a result
the integrals in eq.(54), (55) and (56) when expressed
in terms of those new variables will receive a factor of
Λ4 outside the integrals. Therefore, we Taylor expand
the integrands to quartic order of φ1 and ∆1 in the limit
when Λ→∞ for finite φ and ∆ and compute the coeffi-
cients for different values of s. The analytic expressions
of the coefficients as a function of s is obtained by fitting
the numerically obtained data points for small values of
s (≈ 10−4).
We numerically compute the momentum integrals in
O2, O3 and O4 for SU(2) theory and obtain the vacuum
average as
〈0 | Gaµν(0)Gaµν(0) | 0〉 = Λ4g2
d0
sm0
+ g2Λ2φ2
( d1
sm1
+ g2
d2
sm2
)
+∆2Λ2
( d3
sm3
+ g2
d4
sm4
)
+
∆2Λ4
g2φ2
( d5
sm5
+ g2
d6
sm6
)
− g2φ4
(
h0 − g2 f1
sn1
+ g4
f2
sn2
)
+ φ2∆2
(
h1 − g2 f3
sn3
+ g4
f4
sn4
)
+∆4
(h2
g2
+
f5
sn5
+ g2
f6
sn6
)
(57)
where the values of the parameters are given in the fol-
lowing TABLE -I and TABLE-II.
d0 1.38161 × 10
−16 m0 4.00046
d1 8.45785 × 10
−8 m1 0.99998
d2 5.15311 × 10
−16 m2 2.999873
d3 2.56904 × 10
−6 m3 1.00214
d4 5.53533 × 10
−16 m4 4.00008
d5 3.54694 × 10
−8 m5 1.0009
d6 2.13056 × 10
−17 m6 3.00199
TABLE I. divergent parameters
h0 3.3454 × 10
−12 f1 6.73501 × 10
−7 n1 2
h1 39.4784 f2 1.23925 × 10
−14 n2 3.9974
h2 9.2534 × 10
−12 f3 9.9540 × 10
−6 n3 2.99996
f4 1.84434 × 10
−14 n4 4.99795
f5 1.81293 × 10
−4 n5 3.0001
f6 1.85485 × 10
−4 n6 5.99762
TABLE II. finite parameters
In general we consider a scalar operator O(x) and the
renormalized partition function with sources reads as
Z[χ] =
∫
DGδ(I[G]) exp
{
iS + i
∫
d4x{O(x)
+〈0 | O(x) | 0〉ct}χ(x)
}
(58)
where, 〈0 | O(x) | 0〉ct contains the required counter
terms to remove the divergences from the vacuum average
of O(x). The renormalized average is given as
〈0 | O(x) | 0〉r
=
1
i
δ lnZ
δχ
|χ=0 = 〈0 | O(x) | 0〉+ 〈0 | O(x) | 0〉ct(59)
Using the minimal subtraction scheme we choose 〈0 |
Gaµν(x)Gaµν (x) | 0〉ct appropriately and obtain the renor-
malized vacuum average as
〈Gaµν(0)Gaµν(0)〉R = −Ag2φ4 +B∆2φ2 + C∆4 (60)
where
A = h0 − g2 f1
sn1
+ g4
f2
sn2
,
B = h1 − g2 f3
sn3
+ g4
f4
sn4
,
C =
h2
g2
+
f5
sn5
+ g2
f6
sn6
. (61)
Here the scale parameter must be of the form s = µ/µ0,
where µ0 is the scale of minimal subtraction and µ (< µ0)
is the scale of interest at low energy. We then use eq.(39)
to obtain the energy density for SU(2) theory as
ǫ(φ) =
| β(g) |
8g3
(Ag2φ4 −B∆2φ2 − C∆4) (62)
6It is clear that C > 0 for any s. However, A and B
simultaneously remain positive when s ≪ 1. Then, ǫ(φ)
is maximum at φ = 0 and is minimum at φ = ±φ0, where
φ0 =
∆
g
√
B
2A
s≪1−→ ∆
g
√
f4
2sf2
. (63)
Hence it ensures that the solutions are stable. We can
estimate the value of ∆ which is as follows: The renor-
malized gluon condensate at the minima φ = ±φ0 is
〈G2〉0 = ∆4
(
C +
B2
4g2A
)
s≪1−→ g
2∆4
s6
(
f6 +
f24
4f2
)
. (64)
Since, f6 ≫ f
2
4
4f2
we obtain
∆
s≪1−→ s
3
2
g
[
4π〈αsG2〉0
f6
] 1
4
. (65)
When g ≫ 1, we obtain using 〈αsG2〉0 = 0.0314GeV4[13]
∆ = 6.79s
3
2 /gGeV. It indicates that even in the non-
perturbative region (g ≫ 1) ∆ remains less than one.
When g → 0, surely ∆→ 0 because the gluon condensate
vanishes in the perturbative limit of NAGT. Therefore,
in the non-perturbative region ∆ decreases inversely as
g, however it goes to zero in the perturbative region. So
our idea of retaining terms to order ∆4 indicates that we
have worked to obtain energy density of the system at an
energy scale which lies in the non-perturbative phase of
the theory. The use of ∆ in eq.(63) gives
φ0
s≪1−→ s
g2
[
πf24 〈αsG2〉0
f22 f6
] 1
4
. (66)
Therefore, φ0 → 5.85s/g2 when g ≫ 1 and φ0 → 0 when
g → 0.
V. CONCLUSION
We have taken the gauge fixed partition function of
NAGT in axial gauge using the field strength formalism
as given by Halpern. We have integrated out the vari-
ables Eax , E
a
y and B
a
z using Bianchi Identities in momen-
tum space and have obtained an effective action of the
remaining 3(N2c − 1) variables Eaz , Bax and Bay . We have
obtained a static solution of EOM of the effective theory
in terms of parameters φ and ∆. The solutions in the mo-
mentum space exhibit a Gaussian nature in the z compo-
nent of momentum and are proportional to Dirac delta
functions of the remaining components of momentum.
To check the stability of the solutions first we expand
the effective action around the solutions to quadratic or-
der in fluctuations and then compute the vacuum aver-
age 〈0 | Gaµν(0)Gaµν(0) | 0〉 using this expanded action
around the solutions. Then we use trace anomaly to ob-
tain the energy density as a function of φ. The energy
density has minima at φ = ±φ0, where φ0 is proportional
to the fourth root of the gluon condensate 〈αsG2〉0, which
is evaluated at the minima of the energy density. Since
the energy density does not change appreciably for small
fluctuation around these minima, the obtained solutions
are stable and make the energy density finite. It is known
that the gluon condensate vanishes when computed us-
ing the method of small coupling constant perturbation.
So, φ0 tends to zero in the perturbative limit. Since φ0
is non-vanishing in the non-perturbative limit, it acts as
a mass scale in the low energy limit of NAGT. The pa-
rameter ∆ is also found to be proportional to 4
√〈αsG2〉0.
Hence, ∆ remains non-zero in the non-perturbative phase
and vanishes in the perturbative phase of the theory.
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Abstract
We consider the gauge fixed partition function of pure S U(Nc) gauge theory in axial gauge following the field strength formalism.
We integrate over 3(N2c − 1) field strengths using the Bianchi identities and obtain an effective action of the remaining 3(N2c − 1)
field strengths in momentum space. We obtain the static solutions of the equations of motion (EOM) of the effective theory.
The solutions exhibit Gaussian nature in the z component of momentum and are proportional to delta functions of the remaining
components of momentum. The solutions render a stable, finite energy density in the strong coipling region and the parameters of
the solution are proportional to fourth root of the gluon condensate, which acts as a natural mass scale in the low energy phase of
the theory.
Keywords: Non-abelian gauge theory, Quantum Chromodynamics, Semi-nonperturbative QCD
1. Introduction
It is well known that non abelian gauge theory (NAGT) has asymptotic freedom [1] which indicates that the theory
is almost free at very high energy and at very small distance scale. It also indicates that at very low energy it exhibits
the confinement of gauge degrees of freedom and results in the non-zero values of gluon condensates at this low
energy phase of the theory[2]. Owing to non linear nature of NAGT its exact quantization is still lacking and as a
consequence of which the dynamics of this theory at low energy remains least understood till today. It is believed that
stable classical solutions of the equations of motion(EOM) of the theory may be of use to understand the behaviour of
the system at low energy and it may also shed some light on the issue of quantization of the theory at this energy[3].
The endeavour for obtaining the classical solutions of EOM of NAGT has a long history since its inception. An
attempt has been made to caste those equations in the form of Maxwell equations of electrodynamics[4]. The exact
periodic solutions of the S U(2) gauge theory have been constructed in Minkowski space-time[5]. There also exist
solutions which are the non-abelian analogues of electromagnetic plane waves[6]. A relationship has been established
between the solutions of a φ4 scalar field theory and a class of solutions of EOM of S U(2) gauge theory[7]. The
most general self-dual, non-abelian, plane wave solutions have also been obtained in NAGT[8]. A comprehensive
discussion on the solutions of EOM in Minkowski space-time are given in Ref.[9, 10]
It has been proposed long before[11] that a non-abelian gauge theory can be formulated in terms of field strengths
in axial gauge. The unique inversion of gauge potentials to field strengths requires Bianchi identities to be satisfied
in the quantized theory. We use Bianchi identities to integrate over the 3(N2c − 1) degrees of freedom and obtain an
effective action in terms of the remaining 3(N2c − 1) field strengths in the momentum space. Then we obtain a solution
of the equations of motion of the effective theory. Solutions indicate that the non abelian electric and magnetic fields
have Gaussian nature in their z component of the momentum. We expand the effective action around this solution to
1
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quadratic order in fluctuation and obtain the energy density of the system by integrating out the fluctuations in the
partition function. The energy density has been found to have minima with respect to one of the parameters of the
solution, which indicates the stability of the solutions under the variation of the parameter.
2. Gauge Fixed Effective Action
We start with the pure S U(Nc) gauge theory Lagrangian
L = −1
4
GaµνGaµν (1)
where Gaµν = ∂µA
a
ν − ∂νAaµ + gCabcAbµAcν (a , b , c = 1, · · · , N2c − 1) is the field strength of the non-abelian gauge field
Aaµ. Here the axial gauge A
a
3
(x) = 0 is chosen. The unique inversion A(G) makes it possible to change variables to
field strengths and the gauge fixed partition function takes the form[11]
Z =
∫
DGδ[I[G]] exp
[
− i
4
∫
d4xGaµνG
aµν
]
. (2)
where
δ[I[G]] =
∏
µ,a,x
δ(Iaµ(x)), (3)
Iaµ(x) = ∂λG˜
aλµ
+ gCabcAbλ(G)G˜
cλµ (4)
and
G˜aµν =
1
2
ǫµνλσGaλσ. (5)
We use the Fourier transform of
Gaµν(x) =
∫
d4k
(2π)4
e−ik.xGaµν(k) (6)
and
Aaµ(x) =
∫
d4k
(2π)4
e−ik.xAaµ(k) (7)
and write the solutions of Halpern[11] for the gauge potentials in momentum space as
Aa0(k) = −
i
kz
Eaz (k), A
a
1(k) = −
i
kz
Bay(k), A
a
2(k) =
i
kz
Bax(k), A
a
3(k) = 0. (8)
Ea(k) and Bb(k) are the non abelian electric and magnetic field vectors in momentum space. We use eq.(7) and (8) to
write the partition function in terms of the fields in momentum space as
Z =
∫
DGδ[I[G]]eiS [G], (9)
where
S [G] = −1
4
∫
d4k
(2π)4
Gaµν(k)G
aµν(−k) (10)
and
δ[I[G]] =
∏
µ,a,k
δ(Iaµ(k)). (11)
Iaµ(k) in momentum space in terms of non abelian electric and magnetic fields read
Ia0(k) = −ik.Ba(k) + igCabc
∫
d4k′
(2π)4
1
k′z
(Bb(k − k′)×Bc(k′))z, (12)
Ia(k) = −ik0Ba(k) + ik×Ea(k) + igCabc
∫
d4k′
(2π)4
1
k′z
[−Bb(k − k′)Ecz (k′) + Ebz (k − k′)(xˆBcx(k′) + yˆBcy(k′))
−zˆ(Ebx(k − k′)Bcx(k′) + Eby (k − k′)Bcy(k′))], (13)
2
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where xˆ, yˆ, zˆ are the unit vectors along x, y and z axes respectively. We write
Ia0(k) = −ikz(Baz (k) − f a3 (k)), Iax(k) = −ikz(Eay (k) − f a2 (k)), Iay (k) = ikz(Eax(k) − f a1 (k)). (14)
f a
j
(k) in terms of the fields Xa
j
(k) ( j = 1, 2, 3) are given as
f a1 (k) =
kxX
a
3
(k) + k0X
a
2
(k)
kz
− gCabc
∫
d4k′
(2π)4
Xb
2
(k − k′)Xc
3
(k′)
k′z(k′z − kz)
, (15)
f a2 (k) =
kyX
a
3
(k) − k0Xa1(k)
kz
− gCabc
∫
d4k′
(2π)4
Xb
3
(k − k′)Xc
1
(k′)
k′z(k′z − kz)
, (16)
f a3 (k) =
−(kxXa1(k) + kyXa2(k))
kz
− gCabc
∫
d4k′
(2π)4
Xb
1
(k − k′)Xc
2
(k′)
k′z(k′z − kz)
, (17)
where we have defined
Xa1 = B
a
x, X
a
2 = B
a
y, X
a
3 = E
a
z . (18)
We write using eq.(14)
δ[I(G)] =
∏
a,k
i
k3z
δ(Eax(k) − f a1 (k))δ(Eay(k) − f a2 (k))δ(Baz (k) − f a3 (k))δ(Iaz (k)) (19)
and then performing integration over the fields Eax, E
a
y and B
a
z , we obtain
Z = N
∫
DXeiS [X], (20)
where N = δ(0)∏kz ik3z . The factor of δ(0) comes from the factor δ(Iaz (G)) in the partition function when Iaz (G)
becomes zero after the integration over the fields have been performed. The effective action
S [X] = S (0)[X] + S (1)[X], (21)
where the quadratic part
S (0)[X] =
1
2
∫
d4p
(2π)4
Xaj (p)(M
−1) jk(p)Xak (−p) (22)
and the interaction part
S (1)[X] = gCabc
∫
d4p
(2π)4
d4q
(2π)4
b
(3)
jkl
(p)
pzqz(pz − qz)
Xaj (−p)Xbk (p − q)Xcl (q)
+
1
2
g2CabcCade
∫
d4p
(2π)4
d4q
(2π)4
d4q′
(2π)4
b
(4)
jklm
qzq′z(qz − pz)(q′z + pz)
Xbj (p − q)Xck(q)Xdl (−p − q′)Xem(q′). (23)
Here 3 × 3 matrix M−1(p) reads
M−1(p) =

p2+p2y
p2z
− px py
p2z
− p0py
p2z
− px py
p2z
p2+p2x
p2z
p0px
p2z
− p0py
p2z
p0px
p2z
|p|2
p2z
 , (24)
b
(3)
jkl
(p) = (pxδ j3 + p0δ j2)δk2δl3 + (pyδ j3 − p0δ j1)δk3δl1 + (pxδ j1 + pyδ j2)δk1δl2, (25)
b
(4)
jklm
= δ j2δk3δl2δm3 + δ j3δk1δl3δm1 − δ j1δk2δl1δm2. (26)
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3. Solution of EOM
Equations of motion (
δS [X]
δXa
j
(p)
)
X=X¯
= 0 (27)
take the form
(M−1)kl(p)X¯al (−p) − gCabc
1
pz
∫
d4q′
(2π)4
b˜
(3)
klm
(p, q′)
q′z(pz + q′z)
X¯bl (−p − q′)X¯cm(q′)
−1
2
g2CabeCecd
1
pz
∫
d4q′
(2π)4
d4q′′
(2π)4
b˜
(4)
klmn
q′zq′′z (pz + q′z + q′′z )
X¯bl (q
′)X¯cm(−q′ − q′′ − p)X¯dn(q′′) = 0, (28)
where
b˜
(3)
klm
(p, q) = b
(3)
klm
(p) + b
(3)
lkm
(p + q) − b(3)
mlk
(q), (29)
b˜
(4)
klmn
= b
(4)
klmn
− b(4)
lkmn
+ b
(4)
mnkl
− b(4)
mnlk
. (30)
We assume a solution of the form
X¯aj (p) = (2π)
4δ(3)(p⊥)ξaj (pz), (31)
where p⊥ = (p0, px, py) and
ξaj (z)→ 0 as |z| → ∞. (32)
Upon substitution of this solution in eq.(28), we obtain
{−ξa1(−pz)δn1 − ξa2(−pz)δn2 + ξa3(−pz)δn3}
− 1
2pz
g2CabeCecdb˜
(4)
klmn
∫ ∞
−∞
dq′zdq
′′
z
q′zq′′z (q′z + q′′z + pz)
ξbl (q
′
z)ξ
c
m(−q′z − q′′z − pz)ξdn (q′′z ) = 0. (33)
Using the property of ξa
j
(pz) in eq.(32), we obtain the result of the integration as∫ ∞
−∞
ξa
j
(pz)
pz + λ
dpz = iπξ
a
j (−λ). (34)
Then eq.(33) after the use of this result simplifies to
{−ξa1(−pz)δk1 − ξa2(−pz)δk2 + ξa3(−pz)δk3} +
g2π2
2p2z
b˜
(4)
klmn
CabeCecd {ξbl (0)ξcm(−pz) − ξbl (−pz)ξcm(0)} ξdn(0) = 0. (35)
We then make the following ansatz:
ξa1(pz) =
∞∑
n=0
αan p
2n
z e
−(pz−∆)2/∆2 ,
ξa2(pz) =
∞∑
n=0
βan p
2n
z e
−(pz−∆)2/∆2 ,
ξa3(pz) =
∞∑
n=0
γan p
2n
z e
−(pz−∆)2/∆2 , (36)
which are also consistent with the property in eq.(32). Here ∆ is a scale of mass dimension one. Then eq.(35)
simplifies to following three equations:
αan +
g2π2
e2
CabeCecd
{(
βb0α
c
n+1 − αc0βbn+1
)
βd0 +
(
γb0γ
c
n+1 − γc0γbn+1
)
αd0
}
= 0, (37)
βan −
g2π2
e2
CabeCecd
{(
α0bα
c
n+1 − αc0αbn+1
)
βd0 +
(
γb0β
c
n+1 − βc0γbn+1
)
γd0
}
= 0, (38)
γan +
g2π2
e2
CabeCecd
{(
αb0γ
c
n+1 − γc0αbn+1
)
αd0 −
(
βb0β
c
n+1 − βc0βbn+1
)
γd0
}
= 0. (39)
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We now solve these equations for αan, β
a
n and γ
a
n in case of S U(2) gauge group. First we assume that α
a
n = fnδ
a1,
βan = gnδ
a2 and γan = hnδ
a3. Upon substitution into eq.(37), (38) and (39) we obtain the relations for S U(2) as
fn +
g2π2
e2
(g20 fn+1 − f0g0gn+1) = 0, (40)
gn − g
2π2
e2
(h20gn+1 − h0g0hn+1) = 0, (41)
and
hn +
g2π2
e2
( f 20 hn+1 − f0h0 fn+1) = 0. (42)
From eq.(40) and (42) we get
gn+1 =
g0
f0
fn+1 +
e2
g2π2
fn
f0g0
, (43)
hn+1 =
h0
f0
fn+1 +
e2
g2π2
hn
f 2
0
. (44)
Substituting these two relations in eq.(41) we obtain
gn =
h2
0
f0g0
fn +
g0h0
f 2
0
hn, (45)
which for n = 0 reduces to
g2
0
h2
0
= 1 +
g2
0
f 2
0
. (46)
Using eq.(45) in eq.(40) we get
fn +
g2π2
e2
[
(g20 − h20) fn+1 −
g2
0
h0
f0
hn+1
]
= 0. (47)
We compare eq.(42) and eq.(47) and obtain after using eq.(46) the relation
fn = −
g2
0
h0
f 3
0
hn. (48)
Upon substitution of the value of hn into eq.(45) we get
gn =
(h2
0
− f 2
0
)
f0g0
fn, (49)
which for n = 0 becomes
h20 = f
2
0 + g
2
0, (50)
From eq.(46) and eq.(50) we get
h20 = g0 f0. (51)
Then the use of eq.(46) and (50) in eq.(48) and (49) we obtain
fn
f0
=
gn
g0
=
hn
h0
. (52)
It implies that fn, gn and hn are linearly dependent coefficients of the expansion. If x =
f0
h0
and y =
g0
h0
, eq(50) and
(51) become x2 + y2 = 1 and xy = 1. The solutions are x = e±iπ/6 and y = x∗. Assume that hn = δn,0φ, where φ is a
constant, the solution reads
X¯ajs(p) = (2π)
4φδ(3)(p⊥)δa jeisθ je−(pz−∆)
2/∆2 , (53)
where,
s = ±, θ j = π
6
(δ j1 − δ j2). (54)
5
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4. Stability of the solution
To address the issue of the stability of the obtained solution we compute the vacuum energy density ǫ(φ) of the
system. The solutions will be stable if ǫ(φ) has a minimum with respect to φ and it remains bounded even for limited
fluctuation of φ around the minimum. From trace anomaly[12] we know that the trace of the energy momentum tensor
Θ
µ
µ =
β(g)
2g3
GaαβG
aαβ, (55)
where β(g) (= µ
∂g
∂µ
) is negative for pure NAGT. Lorentz invariance requires that 〈0 | Θµν | 0〉 = ǫgµν which is also
consistent with the fact that Θ00 = ǫ. We therefore obtain 〈0 | Θµν | 0〉 = 4ǫ and then the use of eq.(55) gives
ǫ =
β(g)
8g3
〈0 | GaαβGaαβ | 0〉. (56)
In the following we first expand the action around the solutions to quadratic order in fluctuations and then proceed to
compute 〈0 | GaαβGaαβ | 0〉 using this expanded action around the solutions. Solutions in eq.(36) are dependent on a
mass scale ∆ which is dynamic in nature. It will be shown in the later part of this section that ∆ remains less than 1
when g ≫ 1. As we are interested to check the stability of the solution in the strong coupling limit, we take ∆ ≪ 1
and expand eq.(53) in the following in powers of ∆. The regularized solution then reads,
X¯ajs(p) = (2π)
4
√
πφ∆δ(3)(p⊥)δ(pz − ∆ − ζ)δa jeisθ j , (57)
where we take ζ → 0 at the end of our calculation. We introduce 3(N2c − 1) sources and write the partition function of
eq.(9) as
Z[J] =
∫
DGδ[I[G]]eiS [G,J], (58)
where
S [G, J] =
∫
d4k
(2π)4
{−1
4
Gaµν(k)G
aµν(−k) + Xaj (k)Jaj (−k)}. (59)
Consider an operator O(Ea,Ba) which is a function of non abelian electric and magnetic fields. The vacuum expecta-
tion value
〈0 | O(Ea,Ba) | 0〉 = 1
Z[0]
∫
DGδ[I[G]]O(Ea,Ba)eiS [G,J] (60)
Then, after performing the integration over Eax, E
a
y and B
a
z as discussed in section II we obtain
〈0 | O(Ea,Ba) | 0〉 = N
Z[0]
∫
DXO˜(Xaj )eiS [X,J] =
1
Z[0]
O˜
(
(2π)4
i
δ
δJ
)
Z[J] |J=0, (61)
where the action of eq.(21) is modified as
S [X, J] = S [X] +
∫
d4p
(2π)4
Xaj (p)J
a
j (−p). (62)
Moreover, according to eq.(15), (16) and (17) f a
j
are functions of Xa
j
( j = 1, 2, 3), we use
O˜(Xaj ) = O( f
a
j , X
a
j ). (63)
To compute the vacuum average of the operator we adopt the stationary phase approximation in Z[J]:
Z[J] = N
∫
DXeiS [X,J]. (64)
We expand the action about the classical solution and keep terms to order (X − X¯)2:
S [X, J] =
∑
s=±
S [X¯s] +
1
2
∑
s=±
∫
d4p
(2π)4
Φ
a
js(p)(M−1s )(ab)jk (p))Φbks(−p) +
∫
d4p
(2π)4
Jak (p)X
a
k (−p) + 0(Φ3) (65)
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whereΦa
js)a
(p) = Xa
j
(p)− X¯a
js
(p). Φa
js
(p) is assumed as a very slowly varying function of pz over the momentum scale
∆ (∆≪ 1) and
(M−1s )(ab)jk (p) = δab(M−1) jk(p) +
φ¯
pz(pz + ∆)
Cabceisθc p⊥λ
(⊥)
c jk
− φ¯
2
pz(pz + 2∆)
CaceCebdeis(θc+θd)α
(cd)
jk
. (66)
We have defined
φ¯ =
√
πgφ, (67)
where the non-vanishing components of λs and αs are as follows:
λ
(0)
a jk
= δa1(δ j1δk3 + δ j3δk1) + δ
a2(δ j2δk3 + δ j3δk2) − 2δa3(δ j1δk1 + δ j2δk2)
λ
(1)
a jk
= δa1(δ j1δk2 + δ j2δk1) + 2δ
a2(δ j3δk3 − δ j1δk1) − δa3(δ j2δk3 + δ j3δk2)
λ
(2)
a jk
= 2δa1(δ j2δk2 − δ j3δk3) − δa2(δ j2δk1 + δ j1δk2) + δa3(δ j1δk3 + δ j3δk1) (68)
and
α
(11)
jk
= δ j3δk3 − δ j2δk2; α(12)jk = 2δ j2δk1 − δ j1δk2; α(13)jk = δ j1δk3 − 2δ j3δk1;
α
(21)
jk
= 2δ j1δk2 − δ j2δk1; α(22)jk = δ j3δk3 − δ j1δk1; α(23)jk = δ j2δk3 − 2δ j3δk2;
α
(31)
jk
= δ j3δk1 − 2δ j1δk3; α(32)jk = δ j3δk2 − 2δ j2δk3; α(33)jk = δ j1δk1 + δ j2δk2. (69)
To get rid of the linear terms of X(p) in eq.(65), we set X(p) = X′(p) + C(p) and choose
C(p) = −1
2
(ReQ+(−p))J(p) − (ReQ+(−p))Re{Q−1+ (−p)X¯+(p)}, (70)
where
(Q−1s )
(ab)
jk
(p) =
1
2
{(M−1s )(ab)jk (p) + (M−1s )(ba)k j (−p)} (71)
Then eq.(65) in terms of X′(p) reads
S [X, J] = 2ReS [X¯+] +
∫
d4p
(2π)4
Re{X¯+(p)Q−1+ (p)X¯+(−p)}
−
∫
d4p
(2π)4
Re{Q−1+ (−p)X¯+(p)}(ReQ+(p))Re{Q−1+ (p)X¯+(−p)}
−1
4
∫
d4p
(2π)4
J(p)(ReQ+(p))J(−p) −
∫
d4p
(2π)4
Re{Q−1+ (−p)X¯+(p)}(ReQ+(p))J(−p)
+
∫
d4p
(2π)4
X′(p)(ReQ−1+ (p))X
′(−p). (72)
Then we change the integration variable in eq.(64) from X to X′ and integrate over X′ to obtain
Z[J] =
N√
Det(ReQ−1+ )
exp
[
iS 0 − i
4
∫
d4p
(2π)4
J(p)(ReQ+(p))J(−p) − i∆ηbk Jbk (0,−∆ − ζ)
]
, (73)
where,
S 0 = 2ReS [X¯+] −
∫
d4p
(2π)4
Re{Q−1
+
(−p)X¯+(p)}(ReQ+(p))Re{Q−1+ (p)X¯+(−p)}
+
∫
d4p
(2π)4
Re{X¯+(p)Q−1+ (p)X¯+(−p)}, (74)
ηbk =
φ¯
g
{
(M−1)a j cos θa +
φ¯2
3∆2
(α(cc) − α(ac))c j cos(θa + 2θc)
}
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×
[
δabM jk − φ¯
2
3∆2
{δab cos 2θd(M jmα(dd)mm′ Mm′k) − cos(θa + θb)(M jmα(ba)mm′Mm′k)}
+
φ¯4
9∆4
cos 2θd{δab cos 2θ f (M jmα( f f )mn Mnn′α(dd)n′m′ Mm′k) − cos(θa + θb)(M jmα(ba)mn Mnn′α(dd)n′m′ Mm′k)}
− φ¯
4
9∆4
cos(θb + 2θd){δad cos 2θ f (M jmα( f f )mn Mnn′α(bd)n′m′ Mm′k) − cos(θa + θd)(M jmα(da)mn Mnn′α(bd)n′m′ Mm′k)}
]
(75)
and the convention J(p) = J(p⊥, pz) has been adopted.
We take the gauge field operator
O = Gaµν(0)Gaµν(0) =
∫
d4p
(2π)4
d4q
(2π)4
Gaµν(p)Gaµν(q) (76)
and the use of eq.(61) gives the vacuum average as
〈0 | Gaµν(0)Gaµν(0) | 0〉 = O2 + O3 + O4. (77)
The expressions for O2, O3 and O4 are as follows:
O2 = 2(2π)
8
∆
2(ηa1η
a
1 + η
a
2η
a
2 − ηa3ηa3) − 2i
∫
d4p
(2π)4
(M−1) jk(p)(ReQ+)
(aa)
k j
(p), (78)
O3 = 4igC
abc
∫
d4p
(2π)4
b
(3)
jkl
(p)
p2z
[
ηbk(ReQ+)
(ca)
l j
(p) + ηcl (ReQ+)
(ba)
k j
(p)
]
, (79)
O4 = 2g
2Cab1c1Cab2c2b
(4)
jklm
[
− ηb1
j
η
c1
k
η
b2
l
ηc2m − i
∫
d4p
(2π)4
1
p2z
{
(ReQ+)
(c2b1)
m j
(p)η
b2
l
η
c1
k
+ (ReQ+)
(c2c1)
mk
(p)η
b1
j
η
b2
l
+(ReQ+)
(c2b2)
ml
(p)η
b1
j
η
c1
k
+ (ReQ+)
(b2b1)
l j
(p)ηc2mη
c1
k
+ (ReQ+)
(b2c1)
lk
(p)η
b1
j
ηc2m + (ReQ+)
(c1b1)
k j
(p)η
b2
l
ηc2m
}
+
∫
d4p
(2π)4
d4q
(2π)4
1
p2z q
2
z
{
(ReQ+)
(b2b1)
l j
(p)(ReQ+)
(c2c1)
mk
(q) + (ReQ+)
(b2c1)
lk
(p)(ReQ+)
(c2b1)
m j
(q)
+(ReQ+)
(c1b1)
k j
(p)(ReQ+)
(c2b2)
ml
(q)
}]
. (80)
We evaluate the momentum integrals in O2, O3 and O4 for S U(2) gauge group. First we change the momentum
integrals from Minkowski to Euclidean space: p4 = ip0 and d
4p = −id4pE where the Euclidean four momenta
pE = (p4, p). We then use the system of coordinates in a manner such that the triad (px, py, p4) form a spherical
system of coordinates and write p4 = r cos θ, px = r sin θ cos θ1 and py = r sin θ sin θ1. The integrals are evaluated
over the following ranges: 0 ≤ r ≤ Λ, 0 ≤ θ ≤ π and 0 ≤ θ1 ≤ 2π, where Λ is an ultraviolet cut off used in
the calculation. Since the integrands are found to be even function of pz we fold the region of integration from
−Λ ≤ pz ≤ Λ to Λir ≤ pz ≤ Λ, where the small and positive quantity Λir has been used as an infrared cut off in
the calculation. We make the integration variables dimensionless: x = r/Λ and y = pz/Λ so that 0 ≤ x ≤ 1 and
Λir
Λ
≤ y ≤ 1. The form of the inverse of ReQ−1+ , which appears as factrors in the integrands of the vacuum average of
the operatorO, are given in the appendix. Assuming ∆ < Λir we expand β
(I)(ab)
jk
(p) in powers of ∆2/p2z and evaluate the
integrals. The obtained vacuum average of O is ultraviolet divergent when Λ goes to ∞ for Λir , 0. We use minimal
subtraction scheme to obtain the renormalized vacuum average and then take Λir going to zero limit. Thus we obtain
the renormalized vacuum average as
〈0 | Gaµν(0)Gaµν(0) | 0〉 = ∆4
[ (
φ
∆
)4 {
q′2g
4
+ g4
n=3∑
n=0
cn
(
g
φ
∆
)2n
+
1
g2
n=12∑
n=0
dn
(
g
φ
∆
)2n
+ g2
n=12∑
n=0
d′n
(
g
φ
∆
)2n
+ d′′0 g
6
}
+
(
φ
∆
)2 { n=6∑
n=0
qn
(
g
φ
∆
)2n
+ q′3 + d
′′
1 g
4
}]
= ∆
4
n=14∑
n=1
Bn(g)
(
φ
∆
)2n
, (81)
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where
B1(g) = q0 + q
′
3 + d
′′
1 g
4, B2(g) = q1g
2
+ c0g
4
+
d0
g2
+ d′0g
2
+ d′′0 g
6
+ q′2g
4, (82)
B3(g) = q2g
4
+ c1g
6
+ d1 + d
′
1g
4, B4(g) = q3g
6
+ c2g
8
+ d2g
2
+ d′2g
6, (83)
B5(g) = q4g
8
+ c3g
10
+ d3g
4
+ d′3g
3, B6(g) = q5g
10
+ d4g
6
+ d′4g
10, B7(g) = q6g
12
+ d5g
8
+ d′5g
12 (84)
and
Bn(g) = dn−2g(2n−6) + d′n−2g
(2n−2) (85)
for 8 ≤ n ≤ 14. The numerical values of the coefficients are listed in Table1, 2, 3 and 4.
q0 q1 q2 q3 q4 q5 q6
2.73 × 1012 6.012 × 1011 −3.397 × 1011 8.2513 × 109 −1.07 × 1010 −2.858 × 108 2.1785× 108
q′
2
q′
3
−1.44 −63.66
Table 1. Coefficients of O2
c0 c1 c2 c3
−79.2303 1.8284× 102 −12.42 5.175
Table 2. Coefficients of O3
d0 d1 d2 d3 d4 d5 d6
−5.80 × 1011 3.50 × 1012 −1.7 × 1012 3.5 × 1011 −1.15 × 1011 2.52 × 1010 −2.83 × 109
d7 d8 d9 d10 d11 d12
6.20 × 108 −9.16 × 107 −6.884 × 106 6.34 × 105 −6.101 × 103 −8.87 × 102
Table 3. Coefficients of the non-integral terms of O4
d′
0
d′
1
d′
2
d′
3
d′
4
d′
5
d′
6
−2.03 × 1012 3.15 × 1011 −1.41 × 1010 2.41 × 1010 −8.84 × 1012 4.48 × 1025 −4.51 × 1025
d′
7
d′
8
d′
9
d′
10
d′
11
d′
12
d′′
0
2.12 × 1025 −5.08 × 1024 8.90 × 1023 −1.61 × 1023 9.78 × 1021 −1.56 × 1021 −9.96 × 1013
d′′
1
1.20 × 10−5
Table 4. Coefficients of the single and double integral terms of O4.
We use eq.(56) to obtain the energy density as
ǫ(φ) = −| β(g) |
8g3
∆
4
n=14∑
n=1
Bn(g)
(
φ
∆
)2n
, (86)
which is an even polynomial function of φ of degree 28. Apart from having a maximum at φ = 0, it must have at
least one pair of minima at non-zero φ depending on the the strength of strong coupling constant αs (= g
2/4π). We
have studied the behaviour of ǫ(φ) and its first pair of minima in the strong coupling region, where αs > 1. Some
of our results are plotted in Fig.1, where the plots of ǫ1(φ) =
8g3ǫ(φ)
|β(g)|∆4 versus φ/∆ for different αs are shown. Our
numerical evaluation shows that the first pair of minima behaves as φ0 = ±b1∆/αa1s in the strong coupling region,
where a1 = 1.50165± 0.003, b1 = 0.00261 ± 3.12944× 10−6.
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Figure 1. (Color online) Plot of ǫ1(φ) versus φ/∆ in the non-perturbative regime.
Since, ǫ(φ) is a bounded function under a small fluctuations of φ around the minima, obtained solution remains
stable when the coupling is high. According to eq.(81) the gluon condensate at the minima of the energy density curve
in the strong coupling region reads
〈αsG2〉0 = ∆4
14∑
n=1
Bn(g)b
2n
1 α
−2na1+1
s . (87)
The plot of ∆1 (= ∆/
4
√
〈αsG2〉0) versus αs is shown in the Fig.2, where ∆1 is a monotonically increasing function
0 5 10 15 20 25 30
0.02
0.04
0.06
0.08
0.10
1
s
Figure 2. (Color online) Plot of ∆1 versus αs in the strong coupling regime.
of αs and it remains less than 1 for quite a large value of αs in the region 1 ≤ αs ≤ 3069. Since, for S U(2)
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〈αsG2〉0 = 0.0314GeV4 [13], ∆ remains less than 1 in this region of αs. It justifies the validity of smallness of ∆ in a
region of strong coupling, where 1 ≤ αs < 3069.
5. Conclusion
We have taken the gauge fixed partition function of pure NAGT in axial gauge using the field strength formalism
as given by Halpern. We have integrated out the variables Eax, E
a
y and B
a
z using Bianchi Identities in momentum space
and have obtained an effective action of the remaining 3(N2c − 1) variables Eaz , Bax and Bay. We have obtained a static
solution of EOM of the effective theory in terms of parameters φ and ∆. The solutions in the momentum space exhibit
a Gaussian nature in the z component of momentum and are proportional to Dirac delta functions of the remaining
components of momentum. To check the stability of the solutions first we expand the effective action around the
solutions to quadratic order in fluctuations and then compute the vacuum average 〈0 | Gaµν(0)Gaµν(0) | 0〉 using this
expanded action around the solutions. Then we use trace anomaly to obtain the energy density as an even polynomial
function of φ of degree 28.
Apart from having a maximum at φ = 0, energy density has several maxima and minima at non-zero φ, which
are symmetrically situated around φ = 0. The energy density remains stable under fluctuations around any one of the
minima and hence ensures the stability of the obtained solution. The negative energy density at the minimum indicates
that the system itself is bound. The behaviour of first pair of minima at φ = ±φ0 close to φ = 0 has been studied in the
strong coupling region, where φ0 falls with the increase of αs following power law. The parameter ∆ is found to be
proportional to
4
√
〈αsG2〉0, where the constant of proportionality increases monotonically with αs. The smallness of ∆
in the region 1 ≤ αs < 3069 indicates the validity of our approximation scheme in the strong coupling region.
Appendix A. Real part of Q+(p)
Given M−1s in eq.(66), we compute the real part of Q−1+ using eq.(71) and then obtain its inverse which is as
follows:
(ReQ+)
(ab)
jk
(p) = δabM jk(p) +
∞∑
I=1
β
(I)(ab)
jk
(p)φ¯I (A.1)
Some of the coefficients for non-zero I in case of S U(2) are as follows:
β
(1)(ab)
jk
(p) = − ǫ
abc
(p2z − ∆2)
cos θc{M(p⊥λ(⊥)c )M} jk, (A.2)
β
(2)(ab)
jk
(p) = − ǫ
cbd
(p2z − ∆2)
β
(1)(ac)
jl
(p){(p⊥λ(⊥)d )M}lk cos θd +
ǫadeǫeb f
(p2z − 4∆2)
M jlα
(d f )
ln
Mnk cos(θd + θ f ), (A.3)
β
(3)(ab)
jk
(p) = − ǫ
cbd
(p2z − ∆2)
β
(2)(ac)
jl
(p){(p⊥λ(⊥)d )M}lk cos θd +
ǫcdeǫeb f
(p2z − 4∆2)
β
(1)(ac)
jl
(p)α
(d f )
ln
Mnk cos(θd + θ f ), (A.4)
β
(4)(ab)
jk
(p) = − ǫ
cbd
(p2z − ∆2)
β
(3)(ac)
jl
(p){(p⊥λ(⊥)d )M}lk cos θd +
ǫcdeǫeb f
(p2z − 4∆2)
β
(2)(ac)
jl
(p)α
(d f )
ln
Mnk cos(θd + θ f ). (A.5)
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