Abstract. This paper deals with a new data assimilation algorithm, called the Back and Forth Nudging. The standard nudging technique consists in adding to the equations of the model a relaxation term that is supposed to force the observations to the model. The BFN algorithm consists of repeating forward and backward resolutions of the model with relaxation (or nudging) terms, that have opposite signs in the direct and inverse resolutions, so as to make the backward evolution numerically stable. This algorithm has first been tested on the standard Lorenz model, with discrete observations (perfect or noisy) and it has been compared with the 4D-VAR method. Then the same type of study has been performed on the viscous Burgers equation and the comparison with the variational method has been focused on the evolution in time of the error between the reference trajectory and the identified one, for a period being split into one assimilation period and one prediction time. The possible use of the BFN algorithm as an initialization of the 4D-VAR method has also been pointed out. Finally the algorithm has been tested on a layered quasi-geostrophic model with sea-surface height observations. The comparison of the behaviour of the two algorithms has been performed in the case of perfect or noisy observations, and also for imperfect models. Finally a conclusion on the relative performance of the two algorithms has been proposed.
Introduction
Nudging is a data assimilation method that uses dynamical relaxation to adjust a model toward observations. The standard nudging algorithm consists in adding to the state equations of a dynamical system a feedback term, which is proportional to the difference between the observation and its equivalent quantity computed by the resolution of the state Correspondence to: D. Auroux (auroux@mip.ups-tlse.fr) equations. The model appears then as a weak constraint, and the nudging term forces the state variables to fit as well as possible to the observations.This forcing term in the model dynamics has a tunable coefficient that represents the relaxation time scale. This coefficient is chosen by numerical experimentation so as to keep the nudging terms small in comparison to the state equations, and large enough to force the model to the observations. The nudging term can also be seen as a penalty term, which penalizes the system if the model is too far from the observations.
The nudging method is a flexible assimilation technique which is computationally much more economical than the variational data assimilation method. First used in meteorology (Hoke and Anthes, 1976) , the nudging method has been used with success in oceanography in a quasi-geostrophic model (Verron, 1990; Verron and Holland, 1989; Blayo et al., 1994) and has been applied to a mesoscale model of the atmosphere with synoptic-scale data (Stauffer and Seaman, 1990) . The nudging coefficients can be optimized by a variational method (Stauffer and Bao, 1993; Zou et al., 1992) , where a parameter estimation approach is proposed to obtain optimal nudging coefficients, in the sense that the difference between the model solution and the observations is as small as possible. The comparison between optimal nudging and Kalman filtering can be found in (Vidard et al., 2003) . A drawback of this optimal nudging technique is that it requires to compute the adjoint state of the model equations, which is useless in the standard nudging method.
The backward nudging algorithm consists in solving the state equations of the model backwards in time, starting from the observation of the state of the system at the final instant. A nudging term, with the opposite sign compared to the standard nudging algorithm, is added to the state equations, and the final obtained state in the backward resolution is in fact an approximation of the initial state of the system (Auroux, 2003) .
The Back and Forth Nudging (BFN) algorithm, introduced 2 D. Auroux and J. Blum: The Back and Forth Nudging (BFN) algorithm in (Auroux and Blum, 2005) , consists in solving first the forward nudging equation and then the model equations backwards in time with a relaxation term which has the opposite sign to the one introduced in the forward equation. The "initial" condition of this backward resolution is the final state obtained by the standard nudging method. After resolution of this backward equation, one obtains an estimate of the initial state of the system. We repeat these forward and backward resolutions (with the relaxation terms) until convergence of the algorithm. Such a forward-backward assimilation technique had already been introduced in (Talagrand, 1981a,b) . In this algorithm, at each observation time, the values predicted by the model for the observed parameters were just replaced by the observed values. This corresponds to the particular case of our BFN algorithm, where the nudging coefficient goes to infinity. The BFN algorithm can be compared to the fourdimensional variational algorithm (4D-VAR), which consists also in a sequence of forward and backward resolutions. In our algorithm, even for nonlinear problems, it is useless to linearize the system and the backward system is not the adjoint equation but the model equations, with an extra feedback term that stabilizes the resolution of this ill-posed backward resolution.
Let us mention another back and forth data assimilation method, called the quasi-inverse method (Kalnay et al., 2000) . In this method, there were no nudging terms, and in the backward resolution the sign of the dissipation terms was changed for stability reasons. The fact of introducing in our algorithm these relaxation (or nudging) terms enables to keep the dissipation terms with the correct sign in the backward resolution, as these nudging terms have a stabilizing role in the backward resolution.
We will first present the standard nudging algorithm for a non-linear model, then the nudging algorithm applied to the corresponding backward model and we finally introduce the back and forth nudging algorithm (section 2). Section 3 will be devoted to the application of this algorithm to the Lorenz' model, and to its comparison with the classical variational method (4D-VAR). In section 4, the viscous Burgers' equation will be considered and the same type of comparison will be performed. In section 5, a quasi-geostrophic model will be used for this comparison. The effect of noise on the observations and of errors on the model will be studied. The conclusion will be given in section 6.
Description of the Back and Forth Nudging algorithm

Forward nudging
We assume that the model equations have been discretized in space by a finite difference, finite element, or spectral discretization method. The time continuous model satisfies dynamical equations of the form:
with an initial condition X(0) = x 0 . We will denote by C the observation operator, allowing us to compare the observations X obs (t) with the corresponding CX(t), deduced from the state vector X(t). If we apply nudging to the model (1), we obtain
where K is the nudging (or gain) matrix. The model appears then as a weak constraint, and the nudging term forces the state variables to fit as well as possible to the observations. In the linear case (where F is a matrix A), the forward nudging method is nothing else as the Luenberger observer (Luenberger, 1966) , also called asymptotic observer, where the matrix K can be chosen so that the error goes to zero when time goes to infinity.
Backward nudging
We now assume that we have a final condition in (1) instead of an initial condition. This leads to the following backward equation :
The backward nudging algorithm consists in solving the state equations of the model backwards in time, starting from the observation of the system state at the final instant. If we apply nudging to this backward model with the opposite sign of the feedback term (in order to have a well posed problem), we obtain
where K ′ is the backward nudging matrix. The backward resolution of this equation provides a state vector at time t = 0, which can be considered as the searched initial condition for our data assimilation period.
Back and Forth Nudging (BFN) algorithm
The back and forth nudging algorithm, introduced in Auroux and Blum (2005) , consists in solving first the forward nudging equation and then the direct system backwards in time with a feedback term which is opposite to the one introduced in the forward equation. The "initial" condition of this backward resolution is the final state obtained by the standard nudging method. After resolution of this backward equation, one obtains an estimate of the initial state of the system. We repeat these forward and backward resolutions (with the feedback terms) until convergence of the algorithm:
withX 0 (0) = x 0 . Then, X 1 (0) = x 0 , and a resolution of the direct model gives X 1 (T ) and henceX 1 (T ). A resolution of the backward model providesX 1 (0), which is equal to X 2 (0), and so on. The matrices K and K ′ are often taken as simple scalar gains. In the forward part of the algorithm, the coefficient K is chosen as in the literature of the standard nudging method, whereas the coefficient K ′ is usually chosen as being the smallest coefficient that makes the backward resolution stable.
One can see Auroux and Blum (2005) for the proof of convergence of this algorithm in a simple case (linear model and full observations).
Convergence of the BFN and comparison with the 4D-VAR on the Lorenz' equations
We first tested the BFN algorithm on the Lorenz' chaotic equations (Lorenz, 1963) :
3.1 Convergence of the BFN algorithm
We have performed twin experiments in order to prove the numerical convergence of the BFN algorithm. The assimilation period is in this section [0, 3] , the time step is 0.001 and data are extracted every 100 time steps (31 observations during the assimilation period). We assume that all three variables are observed. We assume in this subsection that data are unnoised. The initialization of the BFN algorithm has been performed using a randomly noised state. Figure 1 shows that the BFN iterates at time t = 0 nearly converge towards the exact initial condition x true in less than 10 iterations. Figure 2 shows that the successive BFN iterates are almost the same after 10 iterations. These two figures prove the convergence of the BFN algorithm. In all these experiments, only 10 iterations are necessary for the convergence. We remind that one iteration consists in one forward resolution of the model (with a nudging term) and one backward resolution of the same model (with an opposite nudging term). Finally, the nudging matrices K and K ′ are set as simple scalar gains: K = 50 and K ′ = 100.
Comparison with the 4D-VAR algorithm
We have then compared the BFN and 4D-VAR algorithms. The 4D-VAR algorithm is based on the minimization of a global cost function, which measures the discrepancy between the observations and the corresponding state space. The adjoint method allows one to compute the gradient of the cost function in only one resolution of the adjoint equation. One iteration in the minimization process consists then in one forward resolution of the model (in order to compute the cost function) and one backward resolution of the adjoint model (in order to compute its gradient). The computational cost of one BFN iteration and one 4D-VAR iteration is then nearly the same. We stopped both algorithms before convergence, with a maximum of 10 iterations. Figure 4 shows the trajectories reconstructed by the 4D-VAR and BFN algorithms, using perfect observations (with the same time distribution as in the previous subsections). The reference trajectory is also shown on this figure, in order to compare the results. In order to clarify the figures, we only represented the first Lorenz variable x. We remind that the work period is [0, 3] , and [3, 6] is a forecast period (no observations). We can see that the identified trajectories are very close to the reference trajectory all over the assimilation period. After that, the 4D-VAR trajectory becomes wrong before time t = 4 whereas the BFN trajectory becomes wrong near t = 5.
We then studied the influence of observation errors on these algorithms. Figure 5 shows the same results as in figure  4 in the case of 10%-noised (gaussian blank noise) observations. The additional curve shows the perturbed trajectory derived from the noised observations of the system at time t = 0. We can then observe that this curve moves away from the reference trajectory before the end of the assimilation period (near t = 2.5). The conclusions concerning the difference between the 4D-VAR and BFN algorithms are almost the same as in the previous experiment (with perfect observations), and the results are a little bit less accurate than before. It is clear that, for the same number of iterations, the BFN algorithm is, in this case, slightly better than the variational method. 
Physical model
We consider in this section a very simple nonlinear geophysical model. The evolution model is the viscous Burgers' equation over a one-dimensional cyclic domain:
where X is the state variable, s represents the distance in meters around the 45 o N constant-latitude circle and t is the time. The period of the domain is roughly 28.3 × 10 6 m. The diffusion coefficient ν is set to 10 5 m 2 .s −1 (Fisher and Courtier, 1995) . The time step is one hour, and the assimilation period is roughly one month (700 time steps).
The experimental approach consists in performing twin experiments with simulated data. First, a reference experiment is run and the corresponding data are extracted. This reference trajectory will be further called the exact solution. Experimental data are supposed to be obtained on every fifth gridpoint of the model, with a time sampling of 10 hours (every 10 time steps). This provides a spatial density nearly similar to the longitudinal distribution of the mid-latitude radiosonde network. Simulated data are then noised with a blank Gaussian distribution, with a 5% root mean square (RMS) error. The first guess of the assimilation experiments is chosen as a constant field (X = 0 everywhere). The results of the identification process are then compared to the reference experiment.
Convergence of the BFN algorithm
We first focus our interest on the numerical convergence of the BFN algorithm we have proposed because, currently, the mathematical convergence is only valid for a linear model. Figure 6 shows the RMS relative difference between two iterates of the BFN algorithm X k+1 − X k X k versus the number of iterations. We can clearly see that in less than 5 iterations, the difference between two iterates is smaller than 1%. The numerical convergence of the algorithm is then obvious, and very quickly achieved. We have then compared the BFN iterates with the exact solution (or reference trajectory) with the aim of quantifying the identification of the true initial state. tification error is nearly 12% at the end of the process. This seems huge, but compared to the other DA techniques, the BFN algorithm is not supposed to identify precisely the initial condition but the reference trajectory as a whole. Figure  7 -b shows indeed the RMS difference between the BFN iterates and the exact final condition (i.e. the reference trajectory at the end of the assimilation period) versus the number of iterations. We can see that the difference between the true final solution and the identified final solution is about 5%.
Comparison with the 4D-VAR algorithm
In this subsection, we focus our interest on the forecast of the system evolution after the assimilation period. This is the most frequent application of data assimilation. We have considered on one hand the initial condition provided by the BFN algorithm or the 4D-VAR algorithm, and on the other hand an interpolation in the state space of the first available observation (at time t = 0). We use these states as initial conditions for the exact model (7) and we compute the corresponding trajectories on a 4 months time period, corresponding to the assimilation period and a 3 months time period after the end of the assimilation period. It corresponds then to a 3 months prediction.
We have first compared our algorithm with the standard 4D-VAR algorithm in the case of perfect observations. The spatial and time distributions of the observations are kept unchanged. Figure 8 shows the RMS (root mean square) difference between the reference trajectory and the identified trajectories for the BFN (dotted line) and 4D-VAR (dash-dotted line). We remind that the assimilation period is [0, 700], and then we have a three times longer forecast period ([700, 2800] ). Both algorithms have been initialized with the same initial condition, corresponding to the true state vector at a previous time. We still stopped both algorithm after at most 10 iterations, and then before convergence. One can see that at the beginning of the previsions (t = 700), the identification error of the BFN algorithm is smaller than 0.5% whereas the 4D-VAR algorithm's one is greater than 1%, even at the end of the prevision period.
However, if we allow a larger number of iterations before stopping these algorithms, we may observe that this does not change too much the BFN algorithm as the convergence is nearly achieved in 10 iterations, whereas the 4D-VAR algorithm provides a much more accurate trajectory. It simply needs around 30 iterations (nearly 3 times more than for the BFN) to produce comparable results.
We now consider noised observations (with the same noise as in the previous subsections). Figure 9 shows the RMS relative difference between the BFN trajectory (computed with the last BFN state at time t = 0 as an initial condition) and the reference trajectory in dotted line, between the 4D-VAR trajectory (computed with the last initial state produced by the minimization process) and the reference trajectory in We can see that the perturbed trajectory has an error of about 5% at the beginning of the assimilation period. Then, the stable modes of the model make the error decrease, and, after a few days (200 time steps, nearly 6 days), the unstable modes make it increase all the time. If we look at the BFN trajectory, we can see that at the beginning of the prediction period, the error is much higher than for the perturbed trajectory, nearly 9%, but after 500 time steps, the error is smaller than 2%. Even after 4 months, the error is still smaller than 3% whereas the error of the perturbed trajectory has nearly reached 15%. This clearly proves the usefulness of the BFN algorithm, which makes it possible to reconstruct a trajectory over a 4 months period with an assimilation period of only one month, with less than 2% RMS error using noised observations with a 5% RMS error. The 4D-VAR trajectory produces a quite good approximation of the initial condition (much more accurate than the BFN algorithm), but then the error increases a little and remains nearly constant all over the prediction period, with an error of nearly 4%. We should remind one more time that both algorithms have been stopped after only 10 iterations, and the convergence of the 4D-VAR has not been reached.
It is particularly interesting to see that at the end of the assimilation period (or at the beginning of the prediction period), after 700 time steps, the difference between the BFN trajectory and the exact trajectory has nearly reached its minimum, and this shows how efficient the BFN algorithm is for the prediction step, whereas the reconstruction of the initial state does not seem very efficient. But as the error on the BFN trajectory decreases strongly and remains small afterwards, one can say that the identified initial condition is part of the model stable manifold, and the reconstruction error on the unstable manifold is extremely small. This is due to the fact that the BFN initial condition comes from a backward integration of the model, and then the trajectory has been smoothed by the stable manifold of the backward model, which is the unstable manifold of the forward model.
We finally studied the possibility to consider the BFN algorithm as a preprocessing tool for the 4D-VAR algorithm. For this purpose, we stopped the BFN after only 5 iterations, and we used the provided initial state vector as an initialization vector for the 4D-VAR minimization process, which we stopped after 5 iterations. The computational cost is then the same as for the BFN or 4D-VAR algorithms alone. The fourth curve (in dashed line) of figure 9 shows the RMS difference between the reference trajectory and the identified trajectory by this BFN-preprocessed 4D-VAR algorithm. One can see that the use of the BFN algorithm as a preconditioner for the 4D-VAR algorithm gives a slightly better initial state, and the error on the identified trajectory is smaller than 2% all over the assimilation period, which is not the case for the BFN neither the 4D-VAR algorithms. During the prediction period, the error remains nearly constant, and is smaller than for the 4D-VAR algorithm, but a little bit larger than for the BFN algorithm, even if at the end, it is exactly of the same order.
Convergence and comparison with the 4D-VAR on a layered quasi-geostrophic ocean model
Quasi-geostrophic ocean model
We consider here a layered quasi-geostrophic ocean model. This model arises from the primitive equations (conservation laws of mass, momentum, temperature and salinity), assuming first that the rotational effect (Coriolis force) is much stronger than the inertial effects. The Rossby number, ratio between the characteristic time of the earth rotation and the inertial time, must then be small compared to 1. Quasigeostrophy also assumes that the ocean is small compared to the size of Earth, with a ratio close to the Rossby number. We finally assume that the depth of the basin is small compared to its width. In the case of the Atlantic ocean, all these assumptions are not valid, but it has been shown that this approximate model reproduces quite well the ocean circulations at intermediate latitudes, such as the jet and the Gulf Stream. The thermodynamic effects are neglected. The behavior of most large scale geophysical flows depends indeed mostly on the geostrophic equilibrium between the rotational effect and the pressure gradient. We finally assume that the forcing is only due to the wind stress applied to the ocean surface, and that the dissipation of energy is essentially due to bottom and lateral friction.
The ocean is supposed to be stratified in n layers, each of them having a constant fluid density. The quasi-geostrophic model is obtained by making a first order expansion of the Navier-Stokes equation with respect to the Rossby number. The model system is then composed of n coupled equations resulting from the conservation law of the potential vorticity. The equations can be written as :
at the surface layer (k = 1);
at the intermediate layers (k = 2, . . . , n − 1);
in Ω×]0, T ], at the bottom layer (k = n).
The notations are as follows :
• Ω ⊂ R 2 is the circulation basin and [0, T ] is the time interval,
• n is the number of layers,
• θ k is the sum of the dynamical and thermal vorticities at layer k :
• f is the Coriolis force (f 0 is the Coriolis force at the reference latitude of the ocean).
In the β-plane approximation, the Coriolis force varies linearly with respect to the latitude.
• g represents the constant of gravity, ρ k the fluid density at layer k (and ρ the average fluid density), and H k the depth of layer k,
where J is the Jacobian operator J(f, g) = ∂f ∂x ∂g ∂y − ∂f ∂y ∂g ∂x ,
• ∆Ψ n represents the bottom friction dissipation, ∆ 2 Ψ k represents the lateral friction dissipation,
• and F 1 is the forcing term, the wind stress applied to the ocean surface.
The initial conditions Ψ k (0) and some boundary conditions resulting from the mass conservation law (Holland, 1978; Luong et al., 1998; Auroux and Blum, 2004) complete the equations of the direct model.
We suppose that the data we want to assimilate come from satellite measurements of the sea-surface height h, which is directly related to the upper layer stream function Ψ 1 by
Thus, we assume that we have an observational stream function Ψ obs 1 . These observations are only available at times t i , i = 1 . . . N , over the data assimilation period [0, T ], and are also discrete in space. We consider then that the vector Ψ obs 1 (t i ) represents the observations of the ocean surface available at time t i .
The control vector u (which has to be determined) is the initial state of the stream functions at all layers (Ψ k (0)) k=1...n .
The numerical experiments are performed for a threelayered square ocean. The basin has horizontal dimensions of 4000 km × 4000 km and its depth is 5 km. The layers' depths are 300 meters for the surface layer, 700 meters for the intermediate layer, and 4000 meters for the bottom layer. The ocean is discretized by a Cartesian mesh of 200 × 200 × 3 grid zones. The time step is 1.5 hour. The initial conditions are chosen equal to zero for a six-year ocean spin-up phase, the final state of which becomes the initial state for the data assimilation period. Then the assimilation period starts (time t = 0) with this initial condition (Ψ k (0)), and lasts 5 days (time t = T ), i.e. 80 time steps.
The experimental approach consists in performing twin experiments with simulated data. First, a reference experiment is run and the corresponding data are extracted. This reference trajectory will be further called the exact solution. Experimental surface data are supposed to be obtained on every fifth gridpoint of the model, with a time sampling of 7.5 hours (every 5 time steps). Simulated surface data are then noised with a blank Gaussian distribution, and provided as observations for the cost function. The first guess of the assimilation experiments is chosen to be the reference state of the ocean one year before the assimilation period. The results of the identification process are then compared to the reference experiment.
Convergence of the BFN algorithm in the case of perfect observations
We first focus our interest on the numerical convergence of the BFN algorithm. In this part, we have used the exact (without noise) observations. Figure 10 shows the evolution of the difference between two consecutive BFN iterates (a) and of the difference between the BFN iterates and the exact solution (b) versus the iteration number in the BFN algorithm. We can see that after 20 iterations, the successive iterates are almost the same, and they nearly converge towards the exact initial condition. This proves the convergence of the BFN algorithm in this case.
Comparison with the 4D-VAR in the case of perfect observations
The 4D-VAR algorithm requires the computation of the adjoint state, which consists in n vectors (here n = 3), representing the components of the adjoint state on each layer. The gradient of the cost-function is itself made of n components, representing the derivatives of the cost-function with respect to the initial state of the stream function at each layer. Each of these components is computed from the value of the adjoint state at time t = 0 (final time of the backward resolution of the adjoint equations). The detailed expressions of the n components of the gradient of the cost-function are given in Luong et al. (1998) ; Auroux and Blum (2004) . The 4D-VAR functional contains both a regularization term, depending on the potential vorticity, and an observation term, quantifying the difference between the observations and the state function (see e.g. Luong et al. (1998) ). In all the following curves and discussions, we only refer to the observation part of the cost-function and its gradients.
In this section, we have compared the BFN and 4D-VAR algorithms. Figure 11 shows the true initial state (a), the initialization vector used for both 4D-VAR and BFN algorithms (b), and the identified initial states by the BFN (c) and 4D-VAR (d) algorithms respectively. Only the first (upper) of the three layers is represented.
In order to quantify these results, figure 12 shows for the BFN (a) and 4D-VAR (b) algorithms the evolution of the 4D-VAR cost function and of the 3 components of its gradient versus the number of iterations. We can see that both the cost function and its gradients decrease faster with the BFN iterates than with the 4D-VAR iterates. We should remind that the computational cost of a BFN iteration is nearly the same as the cost of a 4D-VAR iteration, as these two algorithms both consist in a forward model resolution and a backward model resolution (and the involved models have the same size). In 20 iterations, the cost function has been divided by 4 orders with the 4D-VAR, and by 6 orders with the BFN. We can conclude from this that the BFN algorithm is more efficient than the 4D-VAR algorithm in minimizing, in the same computing time, the quadratic difference between the observations and the corresponding state variables. The next point will be to check if this remains true, when the observations are noisy. 
Convergence and comparison with the 4D-VAR in the case of noised observations
In this part, we now consider the noised observations. We have performed the same experiments as in the previous subsections and first studied the convergence of the BFN algorithm, and then compared it with the 4D-VAR algorithm. Figure 13 shows the evolution of the difference between two consecutive BFN iterates (a) and of the difference between the BFN iterates and the exact solution (b) versus the iteration number in the BFN algorithm in the case of noised observations. We can see that after 20 iterations, the successive iterates are nearly the same, and they are relatively close to the exact initial condition. Even if the convergence is less clear than in the case of perfect observations, these two figures show that the BFN algorithm converges.
As in the previous subsections, in the case of perfect observations, we have compared the BFN and 4D-VAR algorithms. Figure 14 shows for the BFN (a) and 4D-VAR (b) algorithms the evolution of the 4D-VAR cost function and gradients. We still can see that both the cost function and its gradients decrease with the BFN iterates, but contrarily to the previous case (perfect observations), the decrease is almost the same as with the 4D-VAR algorithm, even if after 10 iterations, the BFN provides better results. The 4D-VAR algorithm seems more efficient to smooth the observations (blank gaussian noise) than the BFN algorithm. This is due to the regularization term of the cost-function. Figure 15 shows, for each of the three layers, the RMS relative difference between the BFN trajectory (computed with the last BFN state at time t = 0 as an initial condition) and the reference trajectory in dotted line, and between the 4D-VAR trajectory (computed with the last initial state produced by the minimization process) and the reference trajectory in dashed line, versus the time. The first 5 days correspond to the assimilation period, and the next 15 days correspond to the forecast period.
The first point is that the reconstruction error on the initial condition is much higher with the BFN algorithm than with the 4D-VAR one, but the error decreases in time much stronger and longer than the 4D-VAR one, and increases less quickly at the end of the forecast period. This remark should be compared with the last paragraphs of section 4.3, describing the same behaviour of the BFN algorithm on a Burgers' equation. The quality of the initial condition reconstruction is better using the 4D-VAR algorithm, but the BFN algorithm provides a comparable final estimation, and even a better forecast. Another interesting point is that, even if only surface observations are available, the identification of the intermediate and bottom layers is quite good. The 4D-VAR algorithm was already known to propagate surface information to all layers (Luong et al., 1998) , but it is also the case for the BFN algorithm, even if this algorithm seems to be less efficient on the bottom layer. In this subsection, we have performed twin experiments with the aim of identifying the initial condition using observations generated by a perturbed model but without any observation error. We still have the same exact initial condition as before, and an experiment is run with a biased model (with a 2% model error), from which surface data are extracted at every fifth grid point of the model and every 5 time steps. These simulated data are not noised. From now on, we forget the model error, and we want to identify the exact initial condition using an exact model (without any additional term) and the data we have simulated.
The model error enables us to generate observations derived from a different model, corrected by some a priori estimations of neglicted effects in the theoretical model. The main goal is to assimilate these observations generated by a perturbed model with a theoretical model. This allows us to determine if the BFN algorithm is able to identify the solution of a model perturbed by an unknown error.
Figures 16 and 17 show the same evolutions as in the previous experiments (perfect observations and noised observations). The BFN algorithm still converges quite well. Although the decrease of the gradients of the cost function is faster with the 4D-VAR than with the BFN, the cost function decreases faster with the BFN, and after 20 iterations, it is 10 times smaller than with the 4D-VAR algorithm. The 4D-VAR here does not take into account any model error term (which exists in reality), and then gives worse results than the BFN (the slower decrease of the gradients can be easily explained by the fact that the aim of the BFN algorithm is not to decrease the cost function and its gradients, but to identify a trajectory, whereas the 4D-VAR algorithm makes explicitly the gradients of the cost function decrease). On the other hand, the BFN algorithm has the main advantage that it consists in adding a feedback term directly in the model equations, and this additional term can consequently be considered as a corrective term in the model, and thus as a model error term: the nudging method implicitly uses the observations in the partial reconstruction of the model error.
Conclusions
The BFN algorithm appears as a very promising data assimilation method. It is extremely simple to implement: no linearization of the model equations, no computation of the adjoint state, no optimization algorithm. It is just necessary to add a relaxation term to the model equations. The key point in the backward resolution is that the nudging term (with the opposite sign to the forward resolution one) makes it numerically stable. Hence the nudging (or relaxation) term has a double role: force the model to the observations and stabilize the numerical resolution. It is simultaneously a penalization and regularization term.
The BFN algorithm has been compared with the 4D-VAR method on several types of non-linear systems: Lorenz, Burgers, quasi-geostrophic model. The conclusion of the various experiments performed in sections 3 to 5 is that the BFN algorithm is better than the variational method for the same number of iterations (and hence for the same computing time). It converges in a few number of iterations. Of course the initial solution is usually better identified by the 4D-VAR method, as it is the control vector of this algorithm. On the contrary the final state of the assimilation period is much better identified with the BFN algorithm, which is a key point for the prediction phase, that starts at the end of the assimilation period. Hence the prediction phase is usually better when it comes after an assimilation period, treated by the BFN algorithm, rather than by a 4D-VAR method.
The two algorithms can be combined, in the sense that one can perform several BFN iterations before switching to the 4D-VAR method and this will considerably accelerate the convergence of the variational method. Finally the BFN algorithm enables to consider the problem of imperfect models, as the equations of the model are not strong constraints in this nudging method (as they are usually in a 4D-VAR method) and the relaxation term can be considered as a model error.
The determination of the nudging coefficients (or matrices) should still be improved, particularly by a numerical stability study of the backward resolution, which will give the minimum nudging coefficients that makes the backward resolution stable. Moreover the algorithm will be tested on more sophisticated models (shallow-water, primitive equations,. . . ) with various types of observations (satellite measurements, in situ data,. . . ), in order to determine whether this algorithm can be used in realistic conditions.
