We describe a large family of constraints for structural time series by means of function composition. These constraints are on aggregations of features of patterns that occur in a time series, such as the number of its peaks, or the range of its steepest ascent. The patterns and features are usually linked to physical properties of the time series generator, which are important to capture in a constraint model of the system, i.e. a conjunction of constraints that produces similar time series. We formalise the patterns using finite transducers, whose output alphabet corresponds to semantic values that precisely describe the steps for identifying the occurrences of a pattern. Based on that description, we automatically synthesise automata with accumulators, as well as constraint checkers. The description scheme not only unifies the structure of the existing 30 time-series constraints in the Global Constraint Catalogue, but also leads to over 600 new constraints, with more than 100,000 lines of synthesised code.
Research on time series has a long tradition. Classical research focuses on extracting meaningful statistics towards predicting future values or mining the time series [13, 23] . More recently, the keen interest of data science for a better understanding of user behaviour gave renewed relevance to building models from time series [17, 21] . From a constraint programming perspective, work on time series was initiated by [16] in the context of mining. More recently, some 30 time-series constraints were introduced in the Global Constraint Catalogue [3, 6] in order to use them as a vocabulary, or bias, for learning constraint models from electricity production curves [8] .
The contribution of this paper is twofold. First, we provide a systematic way to describe structural time-series constraints using one main ingredient, which we call a seed transducer. Informally, a seed transducer is a finite-state transducer [11, 24] , that is a finitestate automaton that produces an output sequence from its input sequence, where the output alphabet consists of letters that describe the phases of finding a pattern. Second, we show how to use a seed transducer to synthesise new time-series constraints automatically for the Global Constraint Catalogue: we synthesise a checker and a very small automaton with accumulators [2] , typically with at most 5 states, for each constraint, as well as the meta data used in the catalogue, so that our synthesised time-series constraints can be directly used by the Constraint Seeker [9] and Model Seeker [10] . Synthesising fast checkers goes back to the work on Rabbit [19] , and there is recent work on synthesising propagators for the TABLE constraint [15] as well as CSP-solvers [25] .
In Section 2, we show how to describe a variety of structural time-series constraints via a description made of four layers. In Section 3, we then introduce the notion of seed transducer used for describing how all occurrences of a pattern are found for a time series. For the two classes of time-series constraints presented in Section 4, we explain in Section 5 how to synthesise automatically an automaton with accumulators [2] . In Section 6, we provide use cases in the context of learning constraint models on time series. Finally, we conclude in Section 7.
A four-layered description of time-series constraints
Our focus is on time-series constraints that are defined as total-function constraints [4] on a sequence of variables. We first give the intuition of how to describe concisely a class of such structural time-series constraints by a four-layered scheme. We then formally define the notion of pattern, which is a key ingredient for describing time-series constraints.
Intuition: signature, pattern, feature, and aggregation
Given a pattern and a time series x 0 , x 1 , . . . , x n−1 of integer constants, called the input values and forming the input sequence, a single integer is computed in four consecutive steps, which we now describe: a feature sequence. The features we currently consider are one, width, surface, min, max, and range, and correspond for the given e-occurrence, denoted e, to, respectively, the value 1, to the number |e| of elements of e, to i∈e x i , to min i∈e x i , to max i∈e x i , and to max i∈e x i − min i∈e x i . IV. Aggregate the values of the feature sequence into a single integer value. The aggregators we currently consider are summing up (Sum), taking the minimum (Min), and taking the maximum (Max). The feature one only makes sense with the Sum aggregator.
As a convention we define a name of the constraint which is the concatenation of the aggregator function, the feature name and the pattern. For the combination of aggregator function Sum, and the feature one, which counts the occurrences of a pattern, we use the notation NB . 
Patterns and occurrences
Patterns describe the topological aspect of subsequences of a time series, as only adjacent values of the time series are compared. Table 1 Pattern list; by permuting the symbols '<' and '>' in the regular expressions, we get decreasing, decreasing sequence, decreasing terrace, gorge, plain, proper plain, strictly decreasing sequence, and valley as counterparts of the first eight patterns, so that there are twenty patterns in total pattern regular expression r before b after a
Definition 1 (Pattern) A pattern p over the alphabet {<, =, >} is a triple r, b, a , where r is a regular expression over {<, =, >} that is only matched by non-empty words, while b and a are two non-negative integers, whose role will be explained in Definition 2.
In Definition 1, b and a are intended to delete parts of the pattern that are used to detect the start and end of a pattern, but which should not be part of the feature computation. The 20 patterns we consider are provided in Table 1 Thus, an s-occurrence identifies an occurrence of a pattern in a signature sequence. An i-occurrence identifies an occurrence of a pattern in an input sequence. Note that i-occurrences of the same pattern of Table 1 never overlap: e.g., i-occurrences of increasing or steady never overlap since they consist of a single index, while i-occurrences of plateau or proper plateau never overlap since their regular expressions start with a symbol that is not repeated within the regular expression. This property will be used in Section 4.1 to design a constraint that links a time series with the indices of all occurrences of a pattern.
An e-occurrence is used for computing the feature value of a pattern occurrence of Table 1 (as seen in Section 2.1), and may differ from the i-occurrence. 
Seed transducers
Recall that a deterministic finite transducer [24] is a tuple Q, Σ, Σ , δ, q 0 , A , where Q is the set of states, Σ the input alphabet, Σ the output alphabet, δ : Q × Σ → Q × the transition function, which must be total, q 0 ∈ Q the start state, and A ⊆ Q the set of accepting states. When δ(q, σ ) = q , σ , there is a transition from state q to state q upon reading symbol σ in the input of the transducer and writing the symbol σ to the output of the transducer: we write this as q
a transducer without an output alphabet. In a graphical representation of a transducer or automaton, we indicate the start state by an arrow coming from nowhere. Each pattern of Table 1 is represented by what we call a seed transducer, whose aim is to describe the way the i-occurrences are found for an input sequence x 0 , x 1 , . . . , x n−1 . A seed transducer actually reads the corresponding symbolic [26] signature sequence s 0 , s 1 , . . . , s n−2 and produces a sequence τ 0 , τ 1 , . . . , τ n−2 of symbols, whose purpose is to a b c -τ i = found means that index i is inside a new i-occurrence, which may have started before i and may continue after i. -τ i = found end means that index i is inside a new i-occurrence, which may have started before i but which ends with i. -τ i = maybe before means that index i may belong to an i-occurrence, but that this must be confirmed by producing a 'found' or 'found end ' while reading s i+1 , . . . , s n−2 .
maybe before ) means that index i is outside any i-occurrence and that indices from i − k to i − 1 are also outside any i-occurrence. -τ i = in means that index i is inside an i-occurrence for which a 'found' was already produced. -τ i = maybe after means that index i may belong to an i-occurrence for which a 'found' was already produced, but that this must be confirmed by producing maybe * after in while reading a prefix of s i+1 , . . . , s n−2 .
-τ i = out after means that index i is outside any i-occurrence, but that an i-occurrence has ended at index i − 1. -τ i = out means that index i is outside any i-occurrence and that τ i−1 is neither a maybe before nor a maybe after .
For conciseness, the subscripts 'after', 'before', 'end', and 'reset' will be abbreviated by their first letters. Examples will be given after the next definition.
Definition 3 (Seed Transducer)
A seed transducer is a transducer with output alphabet {found, found e , in, maybe b , maybe a , out, out a , out r }, input alphabet {<, =, >}, and only accepting states.
Example 3 See Parts b, c, and d of Fig. 4 for seed transducers of the increasing, plateau, and peak patterns of The two 'found' correspond to two peaks: the first peak corresponds to the word from the first 'maybe b ' to the first 'in' (i.e., the word 'maybe 3 b found in') and its i-occurrence is [4..8]; the second peak corresponds to the word from just after the last 'out a ' to the last 'found' (i.e., the word 'maybe 5 b found') and its i-occurrence is [11..16] .
Definition 4 (t-occurrence) Given a seed transducer S and a signature sequence s, the toccurrence of S for s consists of the indices of the semantic letters of a maximal word within the transduction of s that matches one of the regular expressions 'maybe * b found e ' and 'maybe * b found(maybe * a in + ) * '. Example 4 The seed transducer in Fig. 4d of the peak pattern is well-formed since (1) its output language is a subset of the language of the DFA in Fig. 4a , and (2) its input language producing 'maybe
Definition 5 (Seed
is equivalent to the regular expression associated with the peak pattern in Table 1 , namely
, from which we remove the first letter since peak has b = 1.
Seed transducers will be used in Section 5 to synthesise automata with accumulators for the constraint classes that the next section introduces.
Constraint classes
We now introduce the two main constraint classes we associate to a pattern. Both are defined as total functions on a sequence. Since we are describing constraints rather than ground instances thereof, we now switch from values to variables, and from functions to totalfunction constraints.
The first class allows identifying the i-occurrences of a pattern in a sequence (e.g., it allows identifying the i-occurrences of a peak). The second class computes a result from the e-occurrences of a pattern in a sequence (e.g., it computes the minimum width of the peaks of a sequence as illustrated in Example 1). Other constraints such as the minimum or maximum distance between consecutive i-occurrences of a pattern or the comparison of feature values of consecutive e-occurrences of a pattern have also been introduced but are outside the scope of this paper due to space limits. Altogether these constraint classes allow us to cover 28 of the 30 time-series constraints of the Global Constraint Catalogue 1 and to synthesise them in a systematic way leading to more than 600 time-series constraints.
Footprint constraint
Footprint constraints allow us to state constraints on the occurrence or non-occurrence of a pattern in a specific time interval. For instance, in the context of energy production, it is quite common to identify time intervals where we know that there will be a production peak balancing a known consumption peak. Footprint constraints also allow reporting precisely time intervals where anomalies like a zigzag pattern occur. 
Constraint on the aggregation of pattern features Definition 7
The AGGREGATE FEATURE PATTERN(pat, f, g, res, x 0 , x 1 , . . . , x n−1 ) constraint, where pat is one of the pattern names of Table 1 , f ∈ {one, width, surface, min, max, range} is a feature, g ∈ {Min, Max, Sum} is an aggregator, res is an integer variable, and x 0 , x 1 , . . . , x n−1 is a sequence of integer variables, holds if the following two conditions hold:
-If pattern pat does not occur in x 0 , x 1 , . . . , x n−1 , then res is the default value default g,f associated with the pair g, f in Table b For a given triple pat, f, g , the AGGREGATE FEATURE PATTERN constraint is named by concatenating the aggregation operator name g, the feature name f , and the pattern name pat, like we did in Example 1 with the MIN WIDTH PEAK(res, x 0 , x 1 , . . . , x n−1 ) constraint.
Synthesising footprint constraint and aggregation constraint of pattern feature
Based on the transducers of the patterns, we synthesise several hundred constraints, which are all represented as automata with accumulators [2] , as well as their corresponding checkers as Prolog programs.
The key idea for doing such a synthesis is to use what we call a decoration table, which is independent from the seed transducers we consider. The decoration table introduces a set of accumulators with their initial values and defines for each letter of the semantic alphabet how to update these accumulators. Then the synthesis process replaces the semantic letter of each transition of a seed transducer by the accumulator update instructions.
Following [5] , we first recall the notion of automata with accumulators. We then provide the decoration tables associated with the FOOTPRINT constraint and the AGGREGATION constraint of pattern feature. For the later case we prove that the generated automaton with accumulators returns the expected result.
Background: automata with accumulators
We here define a memory-DFA (mDFA) with a memory of k ≥ 0 accumulators as a tuple Q, Σ, δ, q 0 , I, A, α , where Q, Σ, q 0 , and A are as in a DFA, while the transition function δ has signature (Q × Z k ) × Σ → Q × Z k , and similarly for its extended version δ. Let Σ * denote the infinite set of words built from Σ (Σ = {<, =, >} in our case), including the empty word, denoted . The extended transition function δ : Q × Σ * → Q for words (instead of symbols) is recursively defined by δ(q, ) = q and δ(q, wσ ) = δ( δ(q, w), σ ) for a word w and symbol σ . A word w is accepted if δ(q 0 , w) ∈ A. On a transition, there can be a guard, that is a comparison between accumulators or variables, which may enable or disable the transition [12, page 452] . Further, I is the k-tuple of initial values of the variables in the memory. Finally, α : A × Z k → Z is called the acceptance function and transforms the memory of an accepting state into an integer. Given a word w, the mDFA returns α( δ( q 0 , I , w)) if w is accepted. Note that δ, δ, and α are total functions.
Synthesising footprint constraints
To get the footprint constraint of a pattern pat, i.e., an automaton with accumulators, from its seed transducer S pat we replace the semantic annotations of each transition of S pat by using Table A is set to C + 1 and we increment the number of i-occurrences already encountered. -When τ i is in, index i belongs to the C th i-occurrence.
Part b of Fig. 5 shows the generated constraint for the peak pattern.
Synthesising aggregation of pattern feature constraints
Similarly to what we did for generating footprint constraints, Table c of Fig. 6 gives the decoration table for synthesising aggregation of pattern feature constraints with respect to a feature f ∈ {one, width, surface, max, min} and an aggregation operator g ∈ {Max, Min, Sum} for patterns for which the after attribute is set to 1 (see the last column of Table 1 ). 2 Note that from Definition 2, if the after attribute is set to 1, then e-occurrences -R records the aggregated value of the features of the e-occurrences that were already completed, i.e., a found e or an out a was encountered. -C stores the feature value of the current e-occurrence on which we did not yet reach the end, i.e., a found was encountered but we are still waiting for an out a . -D contains the feature value of the current potential part of an e-occurrence, i.e., the current semantic letter is a maybe b or a maybe a .
The return row of Table c of Fig. 6 provides the final result returned by the automaton (denoted as a box in the generated graphs), the aggregation between the aggregated value R of the feature values of the e-occurrences already completed, and the feature value C of the current e-occurrences. Finally, the other rows of Table c give for each semantic letter of the output alphabet of a transducer the corresponding accumulator updates of R, C, and D:
-τ i = out r indicates we are just after a maybe b and that index i is not part of an eoccurrence. We reinitialise the potential feature accumulator D. -τ i = out a means we discover the end of an e-occurrence, i.e., we are just after a found, an in or a maybe a . Using the aggregation operator g we update the result accumulator R in order to take into account the current feature value C, and we reinitialise the current feature and the potential feature values C and D. -τ i = maybe b (respectively maybe a ) means we are on a potential part of an eoccurrence. Using the φ f function of Table a , we update the potential feature value D associated with the start (respectively the end) of the potential e-occurrence by taking into account x i . -τ i = found means we just found an e-occurrence but do not know yet its end. We are copying the potential feature value D corresponding to the seen maybe b (taking also into account the current position x i ) to the current feature value C, and we reinitialise D. -τ i = found e means we just found an e-occurrence and we know that we reached its end. Using the aggregation operator g we update the result accumulator R with respect to the potential feature value D associated with the start of the potential eoccurrence corresponding to a sequence of maybe b , and reinitialise D. Note that C does not need to be reinitialised since it was kept untouched while producing the maybe b . -τ i = in means that the current e-occurrence is extended. We update the current feature value C taking into account both the potential feature accumulator D as well as x i , and reinitialise D to the neutral element of f . -τ i = out means we are just after a found e , an out, an out a , or an out r that is not part of any e-occurrence. We do not generate any accumulator updates since found e and out a already took care of the update with respect to the end of an e-occurrence, and since out r took care of the update of D with respect to a maybe b .
Example 6 Part a of Fig. 7 provides the parameterised automaton obtained by applying Table c 
Proof
• First, just before entering a t-occurrence, by Lemma 1, counter D is assigned value neutral f . This is because counter C is only used when we have a found (and on an in after a found) and is reset to its default value while exiting the corresponding pattern on an out a .
Lemma 5 (soundness of the computation of concrete features) The computation of concrete features is sound.
Proof Each row of Table a of Fig. 6 defines the computation of one given concrete feature. Given a t-occurrence that is defined from position i to position j the computation of a concrete feature value starts by initialising counter D to the neutral element neutral f of feature f as defined by the second column of Table a of Fig. 6 . On the first position i of the t-occurrence we get the feature value φ f (neutral f , δ i f ), respectively equal to 1, 1, x i , x i , x i , which are the expected results for a t-occurrence involving only one single position depending on whether f is equal to one, width, surface, max or min. On the last position j of the t-occurrence we get the feature value 1, A relevant question is how efficient our synthesised automata and checkers are compared to the manually written code already in the catalogue. To answer that question, we selected a few constraints, and for each one, we perform 100 runs for the manually defined and for the synthesised versions by -generating a sequence of 1,000 domain variables with random domains, posting the automaton with a fixed aggregated feature value, searching for a solution with a 10s time limit, repeating until a solution is found, -generating a sequence of 10,000,000 integers and letting the checker compute the aggregated value,
In Table 2 , μ gA and σ gA denote the geometric mean and standard deviation of synthesised manual automata run time, and μ gC and σ gC similarly for checker run time. The last column indicates the bounds of the input sequence. The experiments were run in SICStus Prolog 4.3.1 on a quad core 2.8 GHz Intel Core i7-860 machine with 8MB cache per core, running Ubuntu Linux. For the NB PEAK constraint, the generated automaton constraint propagator is 14 % slower than the manually generated code, while the checker is 2.66 times slower. The results indicate that the overhead of generated code compared to manually defined propagators is quite limited, while the overhead of the generated checkers is higher, but not prohibitive. This overhead can be further reduced by applying code simplification techniques on the generated code. In particular, for certain combinations of pattern, feature and aggregator we can collapse certain nodes in the automaton, eliminate some counters completely, and simplify the updates of the remaining counters. 
Examples of use
A natural use of the time-series constraints is descriptive, using them to generate features for some further analysis, for example clustering [20] or similarity analysis [16, 22] . But they can also be used actively, to generate new time series from existing ones. We now discuss a few examples.
Generation of similar curves
Our previous work on time series [8] was motivated by an application problem from EDF, the largest French electricity supplier. We used the daily power output curves of each power station to generate a model of the capability of the generator for inclusion in the Unit Commitment Model, which optimises the overall generation cost. At the moment, the manual definition and maintenance of these generator specific models is both resource consuming and a potential source of errors. For the earlier work, we had manually generated 30 timeseries constraints to capture important properties of the series. As part of the analysis of the results obtained, the end-users described several additional constraints that should be considered. For example, for some generator types, when the power output reaches a peak, that level should be maintained at least for a certain number of time periods. Instead of adding more constraints by hand, we decided on a more systematic reconstruction of potential time-series constraints. For the constraint mentioned, the MIN WIDTH PLATEAU constraint captures the required behaviour. In the EDF use case, we use the constraint checkers to detect properties that are similar during most days of a time period. We then can use the generated constraint model to generate similar time series that satisfy other properties, like total cost or required overall capacity. In a different application, we use time-series constraints to capture the capacity of irregularly run clinics in a hospital. Many clinics are run with a regular pattern, like Tuesday of every second week, but others are run on a more ad-hoc basis. When simulating the hospital capacity, we can use the extracted constraint model to repeatedly generate typical, but different, run patterns for these clinics, without knowing the exact future timing of the events.
Data correction: identifying and fixing problems in data
In the context of a European project about energy management for buildings 3 , we use our time-series constraints to detect and correct errors in the input data collected from data sensors. For some wireless temperature sensors in one of the buildings for example, typical failure modes are either a stuck value, where the same temperature value is returned in multiple consecutive time periods, or a sudden drop in value from one time period to the next. We use the footprint constraints to identify the terrace or gorge pattern, and the overall constraint model to repair the time series with plausible values, only introducing variables for time periods where a problem was detected. The use of constraint models to describe and (partially) repair faulty sensor data is a more declarative and flexible solution than the ad-hoc code that is used in most existing building management systems, while being simpler than other methods to estimate missing values in time series [14] .
Conclusion
By using the concept of seed transducer, we have shown how to synthesise systemically a variety of time-series constraints. From 20 patterns and their seed transducers, which were created manually, we have synthesised over 600 constraints, which combine systematically pattern, feature and aggregation operators. This is achieved by providing for each class of constraints, two of which are shown in this paper, a decoration table that maps the semantic letters of the output alphabet of the seed transducer to accumulator updates of the synthesised automaton-based constraints. This work contributes, in the context of time-series constraints, to the systematic reconstruction of the Global Constraint Catalogue that we have previously advocated [7] . These constraints are not only useful to describe properties of time series, but can be used in a wide range of applications to generate (parts of) new time series based on previously observed samples.
