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Resumen
Un intere´s creciente ha aparecido, en los u´ltimos an˜os, en torno al uso de ”interfaces
cerebro computador” aplicadas a terapias de rehabilitacio´n, para ayudar a personas con
discapacidad motora a mover sus miembros. Una de las aplicaciones ma´s importantes den-
tro de este contexto, es la de detectar las intenciones del paciente y, gracias a ellas, ajustar
mejor las terapias de rehabilitacio´n, as´ı como, un control ma´s preciso de pro´tesis robo´ticas.
El objetivo del proyecto sera´ detectar los estados de reposo, preparacio´n o anticipa-
cio´n y ejecucio´n del movimiento del brazo, utilizando la sen˜al de electroencefalograma
obtenida durante el proceso. Para ello, a partir de la sen˜al original, estudiaremos co´mo
distintos filtros espaciales lineales, filtros frecuenciales, rectificado y suavizado de la sen˜al,
actu´an en la mejora de la separabilidad de las tres clases. Con las mejores caracter´ısti-
cas seleccionadas, trataremos de detectar, por un lado, los estados por parejas: reposo y
preparacio´n, reposo y movimiento y preparacio´n y movimiento, y, por otro lado, las tres
clases de manera simulta´nea, para lo cua´l entrenaremos dos clasificadores lineales: ”lineal
discriminant analysis”, LDA, y ”shrinkage”.
Los resultados de la clasificacio´n, en el caso de detectar los estados en parejas, fueron
cercanos al 65 % de datos bien clasificados, alcanzando en algunos sujetos una cota cerca-
na al 75 %. En el caso de la clasificacio´n de los tres estados simulta´neamente conseguimos
una tasa de aciertos en torno al 55 % de promedio, obteniendo en algunos casos valores
por encima del 60 %.
Como conclusio´n, hay que destacar que el procesado de la sen˜al para seleccionar las
caracter´ısticas que mejoren la separabilidad de las clases, da unos resultados aceptables,
puesto que e´ste es un campo de investigacio´n reciente y en el cua´l se esta´ investigando mu-
cho en la actualidad. La mejora de las te´cnicas de seleccio´n de caracter´ısticas permitira´ en
el futuro, desarrollar unas terapias de rehabilitacio´n que se ajusten de manera personal
a cada paciente, adema´s lograra´ que la integracio´n de pro´tesis robo´ticas a la persona sea
ma´s ı´ntima y eficaz de lo que es en la actualidad.
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Cap´ıtulo 1
Introduccio´n
1.1. Contexto
Las ”interfaces cerebro-computador” o ”brain-computer interfaces”, BCI, son comuni-
caciones entre un dispositivo tecnolo´gico y el cerebro, mediante la captura de las sen˜ales
ele´ctricas generadas por el cerebro. Existen dos tipos, segu´n el me´todo de obtencio´n de
la sen˜al: me´todos invasivos, son aquellos en los que la sen˜al se consigue mediante unos
electrodos situados dentro del cra´neo, y me´todos no invasivos, son los que tienen los
electrodos esta´n colocados fuera del cra´neo. Dentro de e´stos u´ltimos hay que destacar el
electroencefalograma, EEG, los electrodos esta´n situados a lo largo del cuero cabelludo.
Los BCI tienen unas grandes expectativas de futuro, en gran medida por su uso en te-
rapias de rehabilitacio´n en pacientes que sufrieron infartos cerebrales, ya que permitira´ ob-
tener una informacio´n precisa de los proceso mentales relacionados con el movimiento, y
ayudara´ a complementar la informacio´n de la que dispone el terapeuta o automatizar el
proceso. Adema´s, se ha sugerido que los BCI pueden desempen˜ar un papel clave en la
intencio´n del movimiento, percepcio´n de feedback y en la atencio´n [1].
Una de las apuestas ma´s prometedoras de los BCI, y del EEG en particular, es la po-
sibilidad de deteccio´n y clasificacio´n de los distintos estados que existen en la realizacio´n
del movimiento: el estado de reposo, el estado de preparacio´n o anticipacio´n surge en el
momento en el que una persona decide que va a ejecutar un movimiento y abarca hasta
el momento en el que inicia el movimiento en s´ı; por u´ltimo, el estado de ejecucio´n del
movimiento o movimiento en s´ı. La deteccio´n de estos tres estados servira´ para desarro-
llar terapias de rehabilitacio´n personalizadas y para el control de pro´tesis robo´ticas en
pacientes que han sufrido accidentes cerebro-vasculares. Hay que tener en cuenta que el
estado de preparacio´n so´lo puede ser identificado a trave´s de la actividad cerebral, puesto
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que no presenta ninguna manifestacio´n f´ısica externa.
El Grupo de Robo´tica de la Universidad de Zaragoza y la empresa BitBrain Techno-
logies, ”spin-off” de la misma institucio´n, llevan a cabo en la actualidad investigaciones
de BCI aplicados a la deteccio´n de los tres estados anteriores, con el fin de desarrollar
terapias de rehabilitacio´n ma´s eficaces. Este proyecto se efectuo´ con la colaboracio´n de
ambas instituciones. Actualmente la empresa se encuentra involucrada en el desarrollo del
proyecto europeo ”CORBYS” (”Cognitive Control Framework for Robotic Systems”), el
cua´l esta´ centrado en la relacio´n simbio´tica entre el ser humano y pro´tesis robo´ticas.
1.2. Estado del Arte
Las investigaciones actuales tratan de distinguir entre reposo y preparacio´n o entre
reposo y movimiento, pero todav´ıa no existe ningu´n trabajo que trate de detectar los
tres estados a la vez. Durante la realizacio´n del movimiento se produce una desincroniza-
cio´n asociada al evento, ”event-related desynchronization” o ERD en la zona motora [2],
as´ı como una baja actividad cortical (”motor-related potential”) [3]. Esta sincronizacio´n
o desincronizacio´n es la caracter´ıstica clave empleada para diferenciar entre reposo y eje-
cucio´n del movimiento [4]. Diversos trabajos demuestran que aparece actividad cerebral
previa al movimiento en el EEG y que estas sen˜ales son distintas a las que se produ-
cen en el movimiento en s´ı. Algunos estudios esta´n focalizados en detectar preparacio´n y
ejecucio´n del movimiento entre los distintos hemisferios [5], [6], [7], [8].
1.3. Objetivos
El objetivo de este proyecto sera´ detectar los estados de reposo, preparacio´n y ejecu-
cio´n del movimiento del brazo utilizando la sen˜al capturada con el EEG, la cual se obtuvo
mediante un experimento en el que un sujeto deb´ıa mover su brazo hasta una posicio´n
dada y luego devolverlo hasta la posicio´n inicial. Para la deteccio´n se llevara´ a cabo un
estudio de las caracter´ısticas de la sen˜al, discriminando cua´les servira´n para mejorar la
separabilidad entre las clases. Se buscara´ distinguir entre parejas de estados: reposo -
preparacio´n, reposo - movimiento y preparacio´n - movimiento, pero adema´s, se tratara´ de
detectar los tres estados de manera simulta´nea, hecho que diferencia este proyecto de los
trabajos realizados hasta la fecha. Para cumplir con el objetivo principal sera´ necesario
conseguir los siguientes subobjetivos:
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Documentacio´n: estudiara´ el estado de arte en materia de revelar las distintas
fases del movimiento.
Procesado de la sen˜al: tratara´ de discernir co´mo hay que procesar las carac-
ter´ısticas de la sen˜al para mejorarlas e incrementar la separabilidad de los tres es-
tados. Para ello, estudiaremos el efecto de aplicar distintos filtros espaciales, filtros
frecuenciales, rectificado de la sen˜al y, por u´ltimo, el suavizado. Seremos capaces de
elegir las mejores caracter´ısticas con todo el estudio de la sen˜al.
Clasificacio´n: Este subobjetivo consistira´ en detectar los tres estados de la sen˜al,
a partir de las caracter´ısticas seleccionadas en el procesado de los datos. Para ello
se implementara´n dos clasificadores lineales: ”linear discriminant analysis” o LDA
y ”shrinkage”. Los clasificadores realizara´n dos tipos de pruebas: las tres clases si-
multa´neas y con parejas de datos.
Resultados: estudio de los valores obtenidos en la clasificacio´n de los datos. Para
ello, analizara´ los efectos de entrenar un clasificador lineal por cada pareja de esta-
dos: reposo - preparacio´n, reposo - movimiento y preparacio´n - movimiento, as´ı como
el entrenamiento de un u´nico clasificador lineal dedicado a distinguir los tres estados
de manera simulta´nea.
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Figura 1.1: Desarrollo del proyecto
1.4. Organizacio´n de la memoria
La presente memoria esta´ estructurada en una serie de cap´ıtulos de manera que abar-
quen todo el proceso seguido durante la realizacio´n del proyecto. Debido a la imposibilidad
de plasmar todos los aspectos te´cnicos en los distintos cap´ıtulos, se hara´n diferentes refe-
rencias a la bibliograf´ıa utilizada, as´ı como una serie de anexos que ampl´ıen la informacio´n
de los cap´ıtulos.
El primer cap´ıtulo expone el contexto en el que se realizo´ el proyecto, adema´s de una
descripcio´n del estado del arte y la herramienta utilizada para codificar los programas. El
segundo cap´ıtulo describe el protocolo del experimento para obtener los datos del EEG.
El tercero describe el procesamiento de la sen˜al para la mejora de sus caracter´ısticas:
uso de filtros espaciales, frecuenciales, rectificado y suavizado de la sen˜al, y cua´l fue la
seleccio´n de caracter´ısticas para cada sujeto. El cuarto cap´ıtulo trata sobre el proceso de
clasificacio´n: reduccio´n de la dimensionalidad de la sen˜al, normalizacio´n y entrenamiento
de los clasificadores. El quinto expone los resultados que se obtuvieron, tanto clasificando
en parejas de estados, como utilizando la sen˜al con las tres clases a la vez. El sexto enu-
mera las fases seguidas para la realizacio´n del trabajo, mostra´ndolo adema´s de manera
gra´fica con el diagrama de Gantt utilizado. Por u´ltimo, el se´ptimo cap´ıtulo muestra las
conclusiones a las que se han llegado, as´ı como las l´ıneas de trabajo futuro en el campo
de la investigacio´n sobre el reconocimiento de los tres estados.
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Debido a la densidad del trabajo fue necesario incluir una serie de anexos: el pri-
mer anexo describira´ el estimador r2 o coeficiente de determinacio´n ma´s al detalle. En
el segundo anexo analizaremos en profundidad los aspectos teo´ricos de los clasificadores
lineales utlizados. En el siguiente anexo, expondremos todos los resultados obtenidos en
el caso de la clasificacio´n simulta´nea de los tres estados. Mostraremos en el cuarto anexo
cua´les han sido los programas desarrollados y, por u´ltimo, en el quinto adjuntamos el
art´ıculo cient´ıfico que se envio´ y se aprobo´ para la trige´simo tercera conferencia anual de
ingenier´ıa en medicina y biolog´ıa (IEEE EMBC) con toda la investigacio´n realizada en
este proyecto, as´ı como los resultados y conclusiones obtenidas.
1.5. Herramienta
Seleccionamos el lenguaje de programacio´n Matlab para codificar todo el procesado
de la sen˜al y los clasificadores, porque es el lenguaje que se esta´ utilizando en la empre-
sa BitBrain Technologies para desarrollar el proyecto CORBYS. La versio´n elegida fue,
en un primer momento, la revisio´n r2010a, cuando aparecio´ la nueva actualizacio´n se
sustituyo´ por e´sta.
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Cap´ıtulo 2
Protocolo de Experimentacio´n
2.1. Introduccio´n
Este cap´ıtulo describe el experimento realizado por el Grupo de Robo´tica de la Uni-
versidad de Zaragoza, para la captura de la sen˜al de EEG producida por el movimiento
del brazo. Con los datos de la sen˜al, se pretende detectar los tres estados asociados al
movimiento: el sujeto se encuentra en reposo, el sujeto se prepara para desplazar el brazo
y el sujeto inicia la trayectoria.
2.2. Descripcio´n del experimento
El objetivo del experimento es grabar el EEG, en el proceso de mover el brazo derecho,
y, con estos datos, decodificar los estados de reposo, preparacio´n y ejecucio´n asociados al
movimiento. Para ello, seis sujetos fueron sentados en una co´moda silla frente del instru-
mental de investigacio´n, ver Figura 2.1, y se les pidio´ que movieran el brazo derecho desde
la posicio´n de reposo hasta una de las ocho localizaciones posibles. Una vez que hubieran
tocado la posicio´n deseada deber´ıan volver a mover el brazo hasta la localizacio´n origen.
Este proceso lo iniciaba la persona voluntariamente cada 7’5 segundos aproximadamente
de media(habie´ndose registrado un mı´nimo de 2’8 y un ma´ximo de 9,7 segundos). Mien-
tras que el sujeto estaba realizando el desplazamiento al lugar elegido, se le instaba a que
no parpadee o que lo haga lo menos posible, sugirie´ndole que mirase fijamente a un punto.
Entre repeticio´n y repeticio´n, pod´ıan parpadean todo lo que quisieran. Todo el proceso se
repitio´ a lo largo de cinco bloques de cinco minutos cada uno, durante los cuales cada uno
de los usuarios hizo un nu´mero diferente de repeticiones o ”trials”, como se puede ver en
la Tabla 2.1. Durante el tiempo que duraba cada repeticion, se iba registrando una sen˜al
de sincronizacio´n que nos cua´ndo es el instante en el que se comenzo´ a ejecutar el movi-
miento. Adema´s de la obtencio´n de la sen˜al de EEG, se grababan las diversas trayectorias
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que realizaba el sujeto para ser utilizados en la decodificacio´n de las trayectorias a partir
del EEG para otros proyectos, ver Figura 2.2
Figura 2.1: Descripcio´n del experimento
SUJETO REPETICIONES
1 196
2 98
3 157
4 75
5 135
6 130
Tabla 2.1: Nu´mero de repeticiones o ”trials” por cada sujeto
Figura 2.2: Trayectorias ejecutadas por los usuarios
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2.3. Obtencio´n de los datos de EEG
La actividad de EEG fue grabada con un sistema gTec (2 gUSBamp amplificadores
con 28 electrodos situados de acuerdo al sistema 10/10 internacional como se puede ver
en la Figura 1, con la toma a tierra en FPz y tomando como referencia el lo´bulo de la
oreja. Para registrar el movimiento de los musculos que rodean a los ojos se utilizo´ un
Electrooculograma o EOG, ya que dicho movimiento interfiere en la sen˜al de EEG. Los
movimientos tanto verticales como horizontales fueron grabados para su posterior elimi-
nacio´n de la sen˜al del electroencefalograma. Los dos tipos de sen˜ales, tanto el EEG como
el EOG, son digitalizadas con una frecuencia de sampleo de 256 Hz, a las cuales se les
aplica un filtro de primera clase y un filtro de paso bajo a 60 Hz. Los 28 electrodos o
canales reciben los siguientes nombres: Fp1, Fp2, F7, F8, F3, Fz, F4, T7, T8, C3, Cz,
C4, P7, P8, P3, Pz, P4, O1, O2, FC1, FC2, FC5, FC6, CPz, CP1, CP2, CP3, CP4 y
su disposicio´n, a lo largo del cra´neo de los sujetos, era:
Figura 2.3: Disposicio´n de los electrodos en la cabeza
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Adema´s de las medidas de EEG, con la sen˜al de sincronizacio´n que indica en que´ mo-
mento se inicia el movimiento, el sistema tambie´n grabo´ marcadores de tiempo correspon-
dientes al inicio del movimiento del brazo, quedando la sen˜al en todos los casos organizada
de la siguiente manera: tenemos un marcador negativo hasta que llegamos al marcador
0 que nos indica que es entonces cuando el sujeto ha comenzado a mover el brazo. Esta
informacio´n se obtuvo teniendo tanto en el brazo, como en el punto destino, botones que
registraban esta actividad. A trave´s de los marcadores del tiempo, la sen˜al se dividio´ en
tres segmentos de 300 ms cada uno, uno por cada clase, del siguiente modo: los 300 ms
iniciales de la sen˜al para el reposo, los 300 ms desde el instante marcado como 0 corres-
pondera´n al estado de ejecucio´n del movimiento y los 300 ms previos al instante 0 sera´n
considerados como anticipacio´n, como se puede ver en la Figura 2.4.
Como resultado tendremos la sen˜al en crudo, o ”raw data”, la cua´l esta´ organizada de
la siguiente manera: X ∈ RCXT , siendo T el nu´mero de muestras temporales, una vez que
nos hemos quedado con los 300 ms por clase (en nuestro caso en particular, como estaba
realizado el experimento y la frecuencia de sampleo de las muestras, tenemos que son 77
muestras por clase), y C el nu´mero de canales.
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Figura 2.4: Segmentacio´n de los canales
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Cap´ıtulo 3
Procesado de la sen˜al
3.1. Introduccio´n
Como la sen˜al de EEG presenta ruido, as´ı como otros procesos que no son de intere´s
para este proyecto, es imprescindible estudiar las caracter´ısticas o ”features” para poder
clasificar adecuadamente los estados de reposo, preparacio´n y movimiento. Con el estudio
de las caracter´ısticas, podemos diferenciar cua´les son las ma´s significativas y seleccionarlas
para la clasificacio´n. Con las ma´s importantes seleccionadas, sera´ el momento de comenzar
un proceso de realce de dichas propiedades, lo cua´l redundara´ en una mejor clasificacio´n
de las clases.
De acuerdo con estudios anteriores, la informacio´n ma´s relevante es la conocida como
”desincronizaciones o sincronizaciones relacionadas con el evento” o ”event-related poten-
tials” (ERD/ERS) de las a´reas motoras [2], las cuales se encuentran en las frecuencias
comprendidas entre los 12 y los 15 Hz, as´ı como una importante actividad en las bajas
frecuencias correspondientes a los ”potenciales corticales lentos” o ”slow cortical poten-
tials”, los cuales se relacionan con la preparacio´n motora [3]. A priori, esta informacio´n
deber´ıa ser suficiente por s´ı sola para poder distinguir claramente los tres estados, puesto
que hasta la fecha los ERD/ERS han sido utilizados para clasificar reposo y movimiento
y los potenciales corticales lentos lo fueron para separar preparacio´n o anticipacio´n de la
ejecucio´n del movimiento.
Los resultados obtenidos con estas ”features” no dieron buenos resultados, por lo que
tuvimos que recurrir a un refinado de la sen˜al, que nos mejorara la separabilidad de las
clases, para lo que se aplicaron distintos filtros: filtros espaciales, como pueden ser lapla-
cianos, bipolares o CAR, y filtros frecuenciales, en el rango de frecuencias en los cuales se
encuentre la mayor diferencia estad´ıstica entre clases utilizando el estimador r2, conoci-
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do tambie´n como ”coeficiente de determinacio´n”, para ma´s informacio´n ver Anexo A.1.
Adema´s, en pasos posteriores se estudio´ el empleo de te´cnicas de rectificado y/o suavizado
de la sen˜al para mejorar las ”features” de la sen˜al.
El electrodo C3 esta´ asociado al control del brazo de acuerdo a mu´ltiples estudios [11],
[13]. Por lo tanto, el principal cometido en esta fase consistio´ en obtener el valor de r2
para el canal C3 con los datos en crudo y mejorar este valor mediante el procesado de la
sen˜al.
3.2. Filtros espaciales lineales
3.2.1. Descripcio´n
Uno de las te´cnicas ma´s utilizadas a la hora de mejorar la separabilidad de las clases en
cualquier estudio, consiste en aplicar a la sen˜al varios filtros y compararlos para ver cua´l
de ellos produjo la mayor diferencia estad´ıstica entre las clases, para lo cua´l se utiliza por
lo general el estimador r2 [9], para ma´s informacio´n ver Anexo A.1. En este proyecto,
se aplicaron algunos de los filtros ma´s comunes utilizados en la bibliograf´ıa: los filtros
espaciales lineales[10], [11], [12].
Los filtros espaciales lineales consisten en alterar el valor de un canal como resultado
de una combinacio´n lineal de otro canal o conjunto de otro de canales. Dependiendo de
esta combinacio´n lineal, se tendra´n unos filtros u otros, para este proyecto se han utilizado
los ma´s comunes como son el CAR, los bipolares o los laplacianos. Con estos filtros se
busca mejorar las caracter´ısticas de la sen˜al.
Como se ha mencionado anteriormente, para ver cua´l de estos filtros es el que mayor
diferencia estad´ıstica proporciona mejorando as´ı la separabilidad de las clases, se emplea
el ”coeficiente de determinacio´n” o r2, que ba´sicamente consiste en la correlacio´n de los
datos elevada al cuadrado. Con este estimador podemos comprobar cua´les son los datos
que esta´n ma´s correlacionados y, por lo tanto, cua´les son los ma´s importantes a la hora de
separar las clases; para ello, se comparara´ el valor antes de aplicar ningu´n filtro espacial y
luego con los distintos filtros aplicados. Nos interesara´ en particular mejorar el valor del
estimador r2 del canal C3 porque e´ste canal esta´ asociado al movimiento del brazo derecho.
26
3. Procesado de la sen˜al 3.2. FILTROS ESPACIALES LINEALES
3.2.2. CAR
Este filtro cuyas siglas significan ”Common Average Reference”, consiste en que al va-
lor de un canal dado se le resta el valor del promedio de todos los canales en ese instante
de tiempo:
X ∈ RCXT (3.1)
X = ”Raw data”, C = Nu´mero de Canales, T = Instantes de Tiempo.
X =
1
C
∗
C∑
i=1
X iXt,∀t ∈ T (3.2)
Siendo X la media de todos los canales en cada uno de los instantes de tiempo, con
esto tenemos que la sen˜al filtrada con CAR es:
XCAR = X
cXt −X t,∀c ∈ C, ∀t ∈ T (3.3)
3.2.3. Filtros Bipolares
Un filtro bipolar consiste en restarle al valor de la sen˜al en un instante de tiempo dado
y para todos los canales, el valor, en el mismo instante de tiempo, de un canal de referen-
cia, este proceso se repite para todos los canales en todos los instantes de tiempo, menos
para C3 porque necesitamos mejorar el estimador r2 para C3, y, al final, obtenemos un
total de ”C” filtros que genera las sen˜ales:
XBi ∈ RCXT (3.4)
Como en todos los casos buscaremos en C3 el que de´ la mayor diferencia estad´ıstica entre
las clases de una pareja.
3.2.4. Filtros Laplacianos
Por u´ltimo, tambie´n se utilizaron distintas filtros laplacianos , que consisten en la apli-
cacio´n de una ma´scara 3 x 3 a cada valor de la sen˜al de EEG crudo para un canal y un
instante de tiempo. Para los elementos de la ma´scara se toman los valores de los vecinos
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del canal que estamos filtrando, dependiendo de que´ vecinos cojamos el laplaciano sera´ de
un tipo o de otro: laplaciano menor, es aquel que toma los vecinos ma´s cercanos f´ısica-
mente de un canal dado, por ejemplo: como podemos ver en la Figura 2.3, los vecinos
del canal Cpz ser´ıan Cz, Cp1, Cp2 y Pz, mientras que los laplacianos mayores no tienen
en consideracio´n los vecinos ma´s cercanos f´ısicamente sino los segungos ma´s cercanos, por
ejemplo: para el caso de Cz los vecinos utilizados ser´ıan: Fz,Cp3, Cp4 y O1 o O2. Los
dos operadores laplacianos utilizados, tanto para laplacianos mayores como para menores,
son dos de los ma´s comunes:
W1 =
1 1 11 −8 1
1 1 1
 W2 =
1 4 14 −20 4
1 4 1
 (3.5)
Con estas ma´scaras, obtenemos la sen˜al filtrada bipolarmente:
XL = W ∗XcXtraw (3.6)
Ahora compararemos el coeficiente de determinacio´n de la sen˜al en C3 y lo compararemos
con el de la sen˜al en crudo, comprobando si con este filtro se consiguen mejorar las
caracter´ısticas.
3.2.5. Seleccio´n del filtro
Una vez que se ha filtrado la sen˜al, se elige cua´l de todos los filtros expuestos con
anterioridad, es el ma´s adecuado para el problema de la clasificacio´n. Para ello, como
se ha explicado previamente se utilizara´ el estimador r2 o coeficiente de determinacio´n.
El procedimiento es el siguiente: teniendo la sen˜al X ∈ RCXT en el dominio del tiempo,
la pasamos al dominio de la frecuencia, usando el periodograma, ver Ecuacio´n 3.7 con
lo que ahora disponemos de X ∈ RCXF y hacemos lo mismo con XCAR, XBi ,∀i ∈ C y XL.
S(f) =
1
Fs ∗N ∗ |
N∑
n=1
xe
−j∗(2∗pi∗ f
Fs
)∗n
n |2 (3.7)
A continuacio´n separamos los cuatro tipos de procesados de sen˜ales en parejas de estados:
Reposo - Preparacio´n, Reposo - Movimiento y Preparacio´n - Movimiento. Una vez hecho
esto, calculamos el estimador estad´ıstico r2 para cada una de las parejas de cada una
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de los tipos de sen˜ales. Tomando como referencia los resultados obtenidos para la sen˜al
en crudo, la compararemos con los resultados de cada pareja de los distintos filtros y
seleccionaremos aquel que de´ mayor diferencia estad´ıstica entre las clases en C3. En la
Figura 3.1 tenemos el coeficiente de determinacio´n para las tres parejas de estados en el
caso de la sen˜al en crudo, mientras que en la Figura 3.2 podemos comprobar co´mo se
han realzado las caracter´ısticas de la sen˜al indica´ndonos en que´ frecuencias se encuentra
la mayor diferencia estad´ıstica, as´ı como los canales ma´s significativos.
Figura 3.1: estimador r2 para el Sujeto 1 con los datos raw
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Figura 3.2: estimador r2 para el Sujeto 1 con filtro bipolar FC1 para Reposo - Preparacio´n
y Reposo - Movimiento y filtro bipolar P3 para Preparacio´n - Movimiento
Figura 3.3: Estimador r2 para todos los canales del sujeto 4
Como podemos apreciar el incremento de la separabilidad utilizando un filtro bipolar
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ha sido grande. Repitiendo el proceso para cada uno de los seis sujetos tenemos que pa-
ra cada uno de ellos, se necesita un filtrado espacial distinto, pero todos ellos tienen en
comu´n que utilizan un filtro bipolar, diferencia´ndose u´nicamente en cua´l de los canales se
emplea para filtrar. En la Tabla 3.1 podemos ver cua´l ha sido el tratamiento ido´neo para
cada sujeto. En el Anexo B podemos ver el r2 para cada sujeto.
SUJETO REP- PREP REP - MOV PREP- MOV
1 Bipolar FC1 Bipolar FC1 Bipolar P3
2 Bipolar Fz Bipolar FC2 Bipolar FC2
3 Bipolar CP3 Bipolar F7 Bipolar CP3
4 Bipolar CPz Bipolar CP1 Bipolar CPz
5 Bipolar P4 Bipolar O1 Bipolar O1
6 Bipolar P8 Bipolar FP1 Bipolar FP1
Tabla 3.1: Filtros seleccionados para cada Sujeto
3.3. Seleccio´n de Filtros y Canales
Con el periodograma, ver Ecuacio´n 3.7 calculado, y con r2 tambie´n, nos centramos
en ver cua´les son las bandas en las que se produce el mayor valor nume´rico del estimador
para el canal C3. Sabiendo cua´les son las frecuencias que debemos filtrar, lo u´nico hay
que hacer sera´ disen˜ar un filtro Butterworth, ver Ecuacio´n 3.8 de paso bajo, paso banda
o paso alto que nos quede con ese rango de frecuencias. En la Figura 3.3 podemos ver
cua´les son las frecuencias relevantes para el sujeto 4.
|H(Ω)|2 = 1
1 + ( Ω
Ωc
)2∗N
(3.8)
Para el sujeto 1, como apreciamos en la Figura 3.2, la banda seleccionada para separar
reposo y preparacio´n y reposo y movimiento, corresponde con una desincronizacio´n rela-
cionada con el evento (ERD) en la banda β superior (en torno a los 25 Hz), en el caso
de reposo y movimiento aparece tambie´n cierta informacio´n relevante en las bandas δ
(menores de 5 Hz). En el caso de preparacio´n y movimiento so´lo aparece la diferencia es-
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tad´ıstica en las frecuencias bajas. Este u´ltimo responde, probablemente, a los potenciales
bajos relacionados con el movimiento como se describe en [14]. Como vemos en la Fi-
gura 3.3 para el peor sujeto, las frecuencias significativas son totalmente distintas: entre
reposo y preparacio´n surge en la parte media de la banda β, mientras que entre reposo
y movimiento aparece en la banda α, igual que entre preparacio´n y movimiento. En la
Tabla 3.2 se puede ver que´ filtros y que´ rango de frecuencias fr han sido seleccionados
para cada uno de los seis sujetos.
SUJETO REP- PREP REP - MOV PREP- MOV
1 paso banda 20 - 30 hz paso banda 20 - 30 hz paso bajo 10 hz
2 paso banda 25 - 30 hz paso bajo 10 - 20 hz paso banda 10 - 20 hz
3 paso banda 20 - 30 hz paso bajo 5 hz paso banda 20 - 30 hz
4 paso banda 20 - 25 hz paso banda 10 - 15 hz paso banda 10 - 15 hz
5 paso banda 10 - 15 hz paso banda 15 - 25 hz paso banda 17 - 20 hz
6 paso banda 5 - 10 hz paso bajo 10 hz paso bajo 10 hz
Tabla 3.2: Tipo de filtro butterworth para cada sujeto
El proceso de seleccio´n de canales es ana´logo al de seleccio´n del filtro espacial y de las
frecuencias: a partir del coeficiente de determinacio´n, podemos ver en que´ canales, adema´s
del C3, son los que presentan un valor nume´rico ma´s alto y por lo tanto, van a ser los ma´s
significativos a la hora de poder separar las clases de la mejor manera posible.
En las Figuras 3.2 y 3.3 podemos ver de una manera visual cua´les son los canales
seleccionados para los sujetos 1 y 4.
En la Tabla 3.3 podemos ver todos los canales seleccionados para cada sujeto, en
todas ellas debe aparecer C3 por su importancia para la investigacio´n.
32
3. Procesado de la sen˜al 3.4. RECTIFICADO Y SUAVIZADO
SUJETO REP- PREP REP - MOV PREP- MOV
1 T8, C3, C4, P7,
P8, P3, Pz, P4,
01, 02, FC2,
FC6, CPZ, CP1,
CP2, CP3, CP4
T8, C3, C4, P7,
P8, P3, Pz, P4,
01, 02, FC2,
FC6, CPZ, CP1,
CP2, CP3, CP4
C3, Cz, FC1,
FC5, CP1, CP3
2 FP1, F7, F3, T7,
C3, P7, FC5
F3, C3, P7, CP1,
CP3
F3, C3, P7, CP1,
CP3
3 F3, C3, P7, FC1,
CP1, CP3
F3, C3, P7, FC1,
CP1, CP3
F3, C3, P7, FC1,
CP1, CP3
4 F7, F3, T7, T8,
C3, C4, P7, O1,
FC5, CP3
F7, F3, T7, T8,
C3, P7, FC1,
FC5, FC6
F7, F3, T7, T8,
C3, P7, P3, FC1,
FC5
5 FP1, FP2, F7,
F8, F3, T7, T8,
C3, P7, FC5,
FC6, CP3
T8, C3, C4, P7,
P8, P3, CP1,
CP2, CP3, CP4
F3, Fz, C3, P3,
FC1
6 F7, F3, C3, Cz,
FC1, FC5, CP1,
CP3
C3, C4, P3, P4,
FC2, FC6, CP2,
CP3
C3, Cz, C4, P3,
Pz, P4, O1, O2,
FC2, CPz, CP1,
CP2, CP3
Tabla 3.3: Canales seleccionados para cada sujeto
3.4. Rectificado y Suavizado
El u´ltimo paso antes de entrenar el clasificador consistio´ en procesar los canales se-
leccionados en el dominio del tiempo nuevamente. Primero, aplicamos un filtro ”Butter-
worth”, ver Ecuacio´n 3.8 en el espectro de la frecuencia seleccionado fr. Diversos estudios
demuestran que una buena manera de mejorar la estabilidad de la sen˜al e incrementar la
diferencia estad´ıstica entre clases consiste en rectificar y suavizar la sen˜al [15].
El rectificado consiste en hacer positiva toda la sen˜al, es decir, el valor absoluto de
toda la sen˜al. Por otro lado, la te´cnica de suavizado utilizo´ una media mo´vil simple (SMA)
utilizando los n = 3 datos anteriores.
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3.5. Sen˜al seleccionada
Por u´ltimo, igual que en el caso de la eleccio´n los distintos tipos de caracter´ısticas,
se utilizo´ un test de r2 para seleccionar cua´l de los cuatro tipos de sen˜ales es la mejor
para la clasificacio´n. Los cuatro tipos de sen˜ales son: sen˜al filtrada espacialmente, sen˜al
filtrada espacialmente y frecuencialmente, sen˜al filtrada espacialmente, frecuencialmente
y rectificada y, por u´ltimo, la sen˜al con todo el procesado indicado: filtrada espacialmen-
te, frecuencialmente, rectificada y suavizada. En la Figura 3.4 se puede ver las cuatro
sen˜ales para el sujeto 1 y cua´les se seleccionaron a tenor de lo mostrado por el coeficiente
de determinacio´n. Para ver de manera gra´fica cua´les fueron los canales seleccionados, las
bandas de frecuencias y el tipo de sen˜al seleccionada para cada uno de los sujetos consul-
tar el Anexo B.
Figura 3.4: Tipos de sen˜ales en el dominio del tiempo para el sujeto 1, de arriba abajo:
filtrado espacial, frecuencial, rectificado, suavizado
En la Tabla 3.4 se puede ver cua´l de los cuatro tipos de sen˜ales se seleccionaron para
la clasificacio´n.
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SUJETO REP- PREP REP - MOV PREP- MOV
1 Suavizada Suavizada Filtrado frecuencial
2 Filtrado espacial Filtrado espacial Filtrado espacial
3 Filtrado espacial1 Filtrado frecuencial Filtrado espacial1
4 Filtrado espacial Suavizado Filtrado espacial
5 Suavizado Filtrado frecuencial Suavizado
6 Filtrado espacial Filtrado espacial Filtrado espacial
Tabla 3.4: Sen˜al seleccionada para cada sujeto
1Emp´ıricamente se demostro´ que para clasificar las tres clases por separado es mejor usar la sen˜al
suavizada
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Cap´ıtulo 4
Clasificacio´n
4.1. Introduccio´n
Con las caracter´ısticas finales de la sen˜al seleccionadas, el u´ltimo paso del proceso
consistio´ en el entrenamiento de dos clasificadores lineales multiclase: LDA y ”shrinkage”
[16], [17], [18], [19], [20], [21]. Como el nu´mero de caracter´ısticas de la sen˜al es parecido,
en el mejor de los casos, o mucho mayor, en el peor, se utilizo´ ”shrinkage” como estimador
de la matriz de covarianza de las clases [16], [17].
Como se disponen de pocas muestras de la sen˜al, y ma´s si los comparamos con el
nu´mero de caracter´ısticas, se necesita una validacio´n de estos datos. Para ello, se utili-
zara´ la te´cnica de validacio´n cruzada de los datos, que nos dividira´ en dos grupos de datos:
”entrenamiento” y ”test” un nu´mero determinado de veces. Con los datos separados en
entrenamiento y validacio´n, les aplicaremos un ana´lisis de las componentes principales o
PCA para reducir la dimensionalidad de los datos, despue´s normalizaremos los datos y, por
u´ltimo, entrenaremos los clasificadores con los datos de ”entrenamiento” y validaremos
con los datos de ”test”
4.2. Metodolog´ıa
4.2.1. Validacio´n cruzada de los datos
Necesitamos dividir los datos en datos para entrenar los clasificadores y datos para
probarlos, pero disponemos de un conjunto pequen˜o de muestras de los datos, se hace
necesario un proceso de validacio´n de los datos, en nuestro caso usamos el me´todo de
validacio´n cruzada de datos. La validacio´n cruzada o ”cross-validation” es una pra´ctica
estad´ıstica que consiste en un grupo de datos, se subdividen en dos subconjuntos: uno
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de entrenamiento y otro de validacio´n. E´ste proceso se repite un nu´mero ”n” de veces
obteniendo as´ı la validacio´n del modelo y de los datos.
Para este proyecto se utiliza la variacio´n conocida como ”ten-fold cross validation” que
consiste en separar los datos en dos conjuntos: el primer conjunto de entrenamiento con el
90 % de los datos y el conjunto de validacio´n con el 10 % restante. E´ste proceso se repite
un total de 10 veces, con lo que todos los datos han sido usados como entrenamiento y
como validacio´n.
4.2.2. Ana´lisis de las Componentes Principales (PCA)
El ana´lisis de las componentes principales, en ingle´s ”principal component analysis”
(PCA), es una te´cnica estad´ıstica que sirve para reducir la dimensionalidad de los datos.
Esta te´cnica es utilizada para estudiar la variabilidad de las componentes de los datos y
ordenarlas de mayor a menor importancia. PCA elabora una serie de transformaciones
lineales que seleccionan unos nuevos sistemas de coordenadas en los cuales las componen-
tes ordenadas de mayor a menor variabilidad ocupan los nuevos ejes de manera ordenada.
Tenemos una matriz X con m filas y n columnas:
XT ∈ Rnxm (4.1)
Calculamos su descomposicio´n en valores singulares:
X = W ∗ Σ ∗ V T (4.2)
Con W los autovectores de X ∗ XT , Σ ∈ Rmxn una matriz diagonal regular y V los au-
tovectores de XT ∗ X y siendo W TL , los L primeros autovectores de W , la matriz con la
dimensionalidad reducida ser´ıa:
Y = W TL ∗X (4.3)
En el caso del proyecto, con unas matrices de datos muy grandes fue necesario reducir
la dimensionalidad de los datos para que los clasificadores dieran resultados va´lidos. En-
tonces, con el 90 % de los datos para validacio´n o ”entrenamiento” aplicamos PCA para
quedarnos con el 99 % de la variabilidad de la sen˜al. Una vez que ten´ıamos la matriz de
transformacio´n para quedarnos con el 99 % de los datos la utiliza´bamos para reducir las
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dimensiones de los datos de ”entrenamiento” y de ”test” por separado, para que no ubiera
interferencia entre los datos.
4.2.3. Normalizacio´n
Con los datos de validacio´n obten´ıamos el ma´ximo y el mı´nimo, siendo estos valores 1
y 0. Luego aplica´bamos esta normalizacio´n con esos valores a los datos de validacio´n, para
que e´stos estuvieran en la misma escala, pudiendo haber valores de ma´s de 1 o menores
que 0 puesto que puede que el ma´ximo global de la sen˜al se encontrara en los datos de
validacio´n y no en los de entrenamiento.
Si tenemos que xmax = max(entrenamiento) , xmin = min(entrenamiento), ymax =
1, ymin = 0, entonces tenemos que:
valor normalizado =
(ymax− ymin) ∗ (xi − xmin)
(xmax− xmin) + ymin ,∀xi ∈ Xentrenamiento ∨Xtest (4.4)
4.2.4. Clasificadores
El paso final de la consistio´ en elegir que´ me´todos de clasificacio´n se iban a utilizar
y co´mo se iban a clasificar los datos. Los me´todos que seleccionamos fueron dos clasi-
ficadores lineales, ampliamente utilizados en investigacio´n sobre BCI: el ana´lisis lineal
discriminante o LDA y el me´todo de estimacio´n de las matrices de covarianza derivado
del LDA, conocido como ”shinkage”.
LDA (ver Anexo A.2.2) asume que los datos esta´n distribuidos siguiendo una nor-
mal con media µk y covarianza Σk,∀k ∈ 1..N , siendo N el nu´mero de clases distintas.
En nuestro caso k puede tomar valores 1 (reposo), 2 (preparacio´n) y 3 (anticipacio´n). La
particularidad de este me´todo es que asume que todas las clases tienen la misma cova-
rianza: Σk = Σ. La matriz de covarianza estimada es la matriz de covarianza emp´ırica.
Cada muestra pertenecera´ a la clase k que minimice la funcio´n:
δk(X) = (X − µˆk)′ ∗ Σˆ−1 ∗ (X − µˆk) + ln|Σˆ| − 2 ∗ lnpik (4.5)
El estimador esta´ndar de la matriz de covarianza es la covarianza emp´ırica. Con datos
que tienen muchas dimensiones pero pocas muestras en comparacio´n, como es nuestro
caso, este estimador se vuelve impreciso porque el nu´mero de para´metros desconocidos
que hay que aproximar es cuadra´tico con respecto al nu´mero de dimensiones, por ello se
39
4.2. METODOLOGI´A 4. Clasificacio´n
hizo necesario usar otro me´todo: ”shrinkage”. El me´todo ”shrinkage”, ver Anexo A.2.3,
parte del mismo principio, pero surge para contrarrestar el ”bias” o sesgo sistema´tico
que surge en la estimacio´n de la matriz de covarianza. Para solucionar esto, la matriz de
covarianza Σ, es reemplazada por la estimacio´n, Σ˜:
Σ˜(γ) = (1− γ) ∗ Σ + γ ∗ ν ∗ I (4.6)
Siendo γ ∈ [0, 1] el para´metro de afinacio´n, ν el promedio de la traza de los autovalores
dividido entre la dimensio´n de los datos e ”I” la matriz identidad. Con γ = 1 asumimos
matrices de covarianza esfe´ricas y con γ = 0 estamos en el caso de LDA.
Los dos tipos de clasificaciones hechas fueron: clasificando entre dos clases (reposo -
preparacio´n, reposo - movimiento y preparacio´n - movimiento), utilizando el vector de
caracter´ısticas formado por el par de sen˜ales en cuestio´n, y clasificando las tres clases a
la vez simulta´neamente usando la concatenacio´n de las caracter´ısticas seleccionadas para
cada par de clases.
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Cap´ıtulo 5
Resultados
5.1. Parejas de clases independientes
5.1.1. Shrinkage
SUJETO REP- PREP REP - MOV PREP- MOV
1 69’59 67’86 80’78
2 67’30 81’01 75’01
3 72’01 72’57 68’47
4 58’63 55’39 63’18
5 57’83 58’85 54’09
6 66’92 60’85 65’38
PROMEDIO 65’38 66’08 67’81
Tabla 5.1: Porcentaje de aciertos por parejas usando ”shrinkage”
En la T6 mostramos que el promedio de aciertos de todos los sujetos se situ´a en torno
al 66 %, teniendo picos en momentos puntuales que llegan a alcanzar el 80 %. Podemos
comprobar que los individuos que mejor han respondido han alcanzado un porcentaje de
clasificacio´n por encima del 71 %, teniendo un caso intermedio en el sujeto 6 que llega al
65 %. En el otro extremo, los sujetos que peor funcionan no alcanzan el 60 % de los datos
bien clasificados.
41
5.1. PAREJAS DE CLASES INDEPENDIENTES 5. Resultados
5.1.2. LDA
SUJETO REP- PREP REP - MOV PREP- MOV
1 69’07 66’06 81’29
2 68’39 80’54 75’01
3 70’38 72’90 70’38
4 56’09 57’30 60’42
5 58’55 60’33 53’72
6 67’31 58’08 65’77
PROMEDIO 64’96 65’87 67’76
Tabla 5.2: Porcentaje de aciertos por parejas usando LDA
En la Tabla 5.2 podemos comprobar los resultados para cada uno de los sujetos. El
promedio de acierto se situ´a en torno al 66 % de manera global para cada una de las
clases, pero comprobamos que para los sujetos mejor clasificados: el primero, el segundo
y el tercero, el promedio se situ´a por encima del 71 % llegando incluso casi al 75 % en el
mejor caso. Por contra, los sujetos que peor responden al procesado aplicado son los sujetos
cuarto y quinto, que esta´n entorno al 55 %, siendo el peor el quinto sujeto, alcanzando a
duras penas el 53 %. Podemos ver que alcanzamos en algunas situaciones concretas una
tasa acierto por encima del 80 %.
5.1.3. Interpretacio´n de los resultados
Los dos me´todos implementados arrojan unos resultados muy parecidos, siendo lige-
ramente mejores los de ”shrinkage”, pero en todo caso no alcanza ni un 1 % de diferencia
entre ambos casos. El que este´n situadas su tasas de acierto en torno al 66 % para cada
pareja de clases, nos indica que se tratan de unos clasificadores muy interesantes para su
aplicacio´n en esta clase de problemas debido a su relacio´n eficacia - rapidez. El problema
se encuentra en los sujetos que no se han podido encontrar un conjunto de caracter´ısticas
que den una tasa de aciertos aceptable, y que bajan la media global de la clasificacio´n.
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5.2. Resultados de las tres clases simulta´nemente
5.2.1. Shrinkage
REAL VS CLASIFICADO REPOSO PREP MOVIMIENTO
REPOSO 54’99 23’51 21’49
PREPARACIO´N 23’64 54’74 21’62
MOVIMIENTO 22’63 20’48 56’89
Tabla 5.3: Promedio de clasificacio´n para los tres estados usando ”shrinkage”
Como observamos en la Tabla 5.3 y compara´ndola con la Tabla 5.1 vemos que el
porcentaje de aciertos ha ca´ıdo un 10 % con respecto a la clasificacio´n por parejas, situando
la media de aciertos en torno al 55 % para cada uno de los estados. Como analizaremos en
el Anexo ??, los mejores sujetos esta´n por encima del 60 % bien clasifcado, el problema
vuelve a surgir con los peores que esta´n esta vez en torno al 40 % lo que reduce la eficacia
global del sistema.
5.2.2. LDA
REAL VS CLASIFICADO REPOSO PREP MOVIMIENTO
REPOSO 51’89 23’08 25’03
PREPARACIO´N 23’91 53’88 23’21
MOVIMIENTO 24’07 20’56 55’37
Tabla 5.4: Promedio de clasificacio´n para los tres estados usando LDA
Como podemos apreciar en la Tabla 5.4 y analiza´ndola junto con la 5.2, y al igual
que el caso de ”shrinkage”, el rendimiento disminuye en torno al 10 % de manera global.
Como expone el Anexo ??, tenemos que los tres primeros sujetos se mantienen en unos
porcentajes superiores al 60 % bien de media, pero los peor clasificados no alcanzan ni
siquiera un 50 %.
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5.2.3. Interpretacio´n de los resultados
Igual que en el caso de la clasificacio´n por parejas, a penas hay diferencias del 1 %
entre ambos me´todos de clasificacio´n, pero hay un descenso brusco del rendimiento de los
mismos, debido en parte al esfuerzo extra que supone para ellos tener que discernir entre
tres clases en vez de entre dos. Si a esto sumamos el hecho de que hay tres sujetos de
los denominados ”non-responders”, que son aquellos sujetos que no responden a un tra-
tamiento que para otras personas s´ı que funciona, es normal que haya un bajo porcentaje
de aciertos. Para los que s´ı que responden al procesado se encuentra la tasa de acierto
por encima del 60 % de media, lo cual en este punto de las investigaciones es un comienzo
prometedor.
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Fases del proyecto
6.1. Descripcio´n de las fases
El proyecto consto´ de cinco fases: la primera fase consistio´ en la documentacio´n. En
primer lugar hubo que documentarse sobre los me´todos lineales de clasificacio´n que se
iban a utilizar, pues en un principio e´ste iba a ser el punto de partida del proyecto de fin
de carrera. Cuando necesitamos para la clasificacio´n la reduccio´n de las dimensiones, nos
documentamos sobre PCA. Una vez que se enfoco´ el proyecto al procesado de la sen˜al de
EEG relacionado con el movimiento del brazo derecho, le´ımos mucho sobre los diversos
filtros espaciales y frecuenciales, as´ı como el procesado que se hab´ıa utilizado en otras
publicaciones cient´ıficas y/o investigaciones.
La siguiente fase verso´ sobre la codificacio´n de los distintos aspectos te´cnicos relaciona-
dos con el proyecto. Al principio y una vez entendido los me´todos lineales de clasificacio´n
LDA y ”shrinkage”, las programamos en Matlab y las probamos, e´sta fue la siguiente fase
del trabajo.Programamos las herramientas a medida que las necesita´bamos para mejorar
la clasificacio´n, como fueron PCA y la normalizacio´n. Cuando trabajamos con los datos
del EEG relativo al movimiento, implementamos los diversos filtros, rectificados y sua-
vizados para cada una de los sujetos. Por u´ltimo, comenzamos a trabajar en ”Modelos
Ocultos de Markov” pero no se obtuvieron resultados significativos, aunque estas primeras
implementaciones podra´n ser usadas en futuros proyectos fin de carrera o investigaciones
sobre el tema.
El tercer bloque consistio´ en la realizacio´n de las pruebas: cuando desarrolla´bamos un
mo´dulo de programacio´n era probado con los datos y optimizado el co´digo con las mejo-
ras necesarias de eficacia y rendimiento. Primero trabajamos con los datos de simulacio´n,
genera´ndonos unos datos que siguieran una distribucio´n normal de dimensionalidad 2,
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cuando dominamos y entendimos la te´cnica, aumentamos progresivamente la compleji-
dad de los datos, incrementando las dimensiones. Cuando las te´cnicas de clasificacio´n
lineal estaban dominadas procedimos a probarlas con datos de EEG, primero fueron los
datos de ERPS y luego nos centramos en los datos de EEG sobre el movimiento del bra-
zo derecho, siendo e´ste el enfoque final del proyecto. Por u´ltimo, aplicamos los modelos
ocultos de markov al EEG del movimiento pero no se obtuvieron resultados satisfactorios.
La cuarta faceta del proyecto fue la redaccio´n y env´ıo de un art´ıculo cient´ıfico a una
prestigiosa conferencia relativa al mundo de la neurociencia. Durante esta fase, recapitu-
lamos todo lo aprendido, volvimos a revisar los datos y a organizarlos y plasmarlos en el
”paper”. Este art´ıculo finalmente fue aceptado para su presentacio´n en el IEEE EMBC
de 2011.
Por u´ltimo gran parte del trabajo relacionado con el procesado de la sen˜al se llevo´ a
cabo formando parte de la empresa BitBrain Technologies. Durante esta fase paralela,
obtuvimos gran cantidad de informacio´n sobre que´ se hac´ıa en el campo de la investigacio´n
en cuanto al tema del procesado de la sen˜al y la bu´squeda de las caracter´ısticas ma´s
importantes a la hora de querer clasificar la sen˜al.
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6.2. Diagrama de Gantt
Figura 6.1: Diagrama de Gantt con las fases del proyecto
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Cierre del proyecto
7.1. Conclusiones
Este proyecto trata sobre la investigacio´n en la clasificacio´n de los estados de re-
poso, preparacio´n y ejecucio´n del movimiento del brazo derecho a trave´s del electro-
encefalograma. Siguiendo un procesado de la sen˜al, ampliamente conocido en el campo
de la neuro-ciencia y el BCI , se ha aplicado a seis sujetos de manera dispar: tres sujetos
responden muy bien al procesado, que son conocidos como ”responders”, y otros tres que
no responden al mismo sistema. Esto se puede apreciar ya en el test de r2, pues hay
muchas dificultades para encontrar canales con una diferencia estad´ıstica significativa en
el canal C3.
El hecho de que haya ”non-responders” no responde a una causa clara y comu´n, a
veces es debido a fallos en la interpretacio´n del experimento por parte del sujeto, la apa-
ricio´n de muchos artefactos por la tensio´n inherente al propio experimento o porque su
estructura mental no se ajusta a lo que se considera ”normalidad”, es decir, que el canal
C3 no es el ma´s relevante en el movimiento del brazo derecho, es decir, que el punto de
mayor diferencia no se encuentra justo donde lo tiene la mayor´ıa de las personas.
Por otro lado, cuando clasificamos los estados por parejas entrenando tres clasificado-
res para cada pareja, obtenemos en los sujetos que s´ı que responden al tratamiento de la
sen˜al unos porcentajes de acierto superior al 72 %, llegando a tener picos del 80 %, lo que
nos quiere decir que el procesado es correcto en los casos de los sujetos ”responders” y
que con investigaciones ma´s exhaustivas y el estudio de las sen˜ales y filtros ma´s complejos
se conseguira´n en el futuro unos porcentajes au´n mejores, lo cua´l sentara´ las bases de una
integracio´n definitiva de las pro´tesis robo´ticas, de manera ma´s ı´ntima, en las personas con
miembros amputados, as´ı como unas terapias de rehabilitacio´n personalizadas.
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Por otro lado, el caso de clasificar las tres clases a la vez, este es un proyecto pionero
en el campo de investigacio´n, pues no hab´ıa nada de importancia publicado hasta la fecha.
Como vemos en los resultados el porcentaje de aciertos para los ”responders” sufre un
bajo´n de un 10 % pero au´n as´ı esta´ por encima del 60 % llegando incluso a obtener un
70 % en momentos puntuales.
Este proyecto viene a demostrar que seleccionando las caracter´ısticas de la sen˜al de
EEG, es razonable pensar que se pueden llegar a alcanzar cotas de un 70 % de ejemplos
bien clasificados, lo que hoy por hoy es un buen resultado en este campo de investigacio´n,
porque es una ciencia relativamente nueva y en la que continuamente se esta´n descubrien-
do nuevos datos. El seguir estudiando en este campo para la mejora de las caracter´ısticas
servira´ para en un futuro ser capaces de personalizar la pro´tesis, ya que e´sta adaptara´ los
para´metros de la misma al amputado, as´ı como tener unos mejores porcentajes en la cla-
sificacio´n hara´ que las propias pro´tesis respondan mejor a las intenciones de sus usuarios,
incrementando as´ı sus prestaciones.
Tanto la investigacio´n llevada a cabo en la seleccio´n de caracter´ısticas, como los re-
sultados y conclusiones obtenidos, fueron plasmados en un art´ıculo que fue enviado y
aprobado para su presentacio´n en la conferencia IEEE EMBC (Engineering in Medicine
and Biology Conference) en Agosto de 2011.
7.2. Trabajo futuro
El trabajo a corto y medio plazo sobre este tema, tanto por el Grupo de Robo´tica de
la Universidad de Zaragoza, como BitBrain Technologies, tiene tres vertientes fundamen-
tales: la seleccio´n automa´tica de caracter´ısticas, eliminacio´n de las marcas de la sen˜al y
la clasificacio´n de la sen˜al a lo largo del tiempo.
El primer aspecto de futuro consistira´ en reducir la intervencio´n del terapeuta a la
hora de seleccionar las caracter´ısticas de manera visual o nume´rica, como realizamos en
la actualidad, para ello se buscara´ la clasificacio´n y seleccio´n de las caracter´ısticas ma´s
importantes de la manera ma´s automa´ticamente posible, as´ı que de la propia obtencio´n de
la sen˜al ya habra´n descartado las propiedades menos relevantes de la misma, que minan la
capacidad de clasificacio´n, al ser comunes para los tres estados de la sen˜al y so´lo aportan
redundancia en los datos.
El segundo, la eliminacio´n de las marcas de la sen˜al, consistira´ en eliminar la marca
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que presenta la sen˜al en la que indicamos que empieza el movimiento y que esta´ marcado
como instante cero, a partir del cua´l las marcas temporales son positivas mientras que
antes lo han sido negativas. En esto hay que investigar ma´s para poder ser capaces, a
partir del estudio de la propia forma fisiolo´gica de la sen˜al, e´sta nos indique cua´l es el
momento exacto en el que se empieza a ejecutar el movimiento, y no recurrir a sensores
colocados en los brazos.
El u´ltimo punto de investigacio´n futura trata sobre la clasificacio´n de la sen˜al a lo
largo del tiempo. En este proyecto, la sen˜al se separaba en los tres estados cogiendo 300
ms de tiempo para cada uno de ellos, pero en un futuro, se investigara´ en que a partir
de la sen˜al continua ser capaces de decir en cua´l de los tres estados se encuentra la sen˜al,
para lo cua´l se empezo´ a trabajar en el campo de los ”Modelos Ocultos de Markov” para
este mismo proyecto, pero por falta de tiempo no se consiguieron resultados concluyentes
y por eso no se ha reflejado en esta memoria.
A t´ıtulo personal, considero que en los experimentos, el hecho de que al mover el
brazo se tuviera que volver luego a la posicio´n de origen puede provocar que el estado
de ejecucio´n de movimiento de ida se solape con la intencio´n del movimiento de vuelta
del brazo haciendo que la clasificacio´n del estado de ejecucio´n del movimiento no sea tan
precisa como debiera ser. En este tema, ser´ıa conveniente realizar nuevos experimentos que
obligaran a mantener la mano en el destino una vez que se haya efectuado el movimiento.
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