Jordan decomposition and real-valued characters of finite reductive
  groups with connected center by Srinivasan, Bhama & Vinroot, C. Ryan
ar
X
iv
:1
40
8.
19
10
v1
  [
ma
th.
RT
]  
8 A
ug
 20
14
JORDAN DECOMPOSITION AND REAL-VALUED
CHARACTERS OF FINITE REDUCTIVE GROUPS WITH
CONNECTED CENTER
BHAMA SRINIVASAN AND C. RYAN VINROOT
Abstract. Let G be a connected reductive group with connected cen-
ter defined over Fq, with Frobenius morphism F . We parameterize all of
the real-valued irreducible complex characters of GF using the Jordan
decomposition of characters.
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1. Introduction
Let G be a connected reductive group with connected center defined over
Fq, and F a Frobenius morphism of G. Our main result is a parametrization
of the real-valued irreducible complex characters of the finite group GF
in terms of the Jordan decomposition of characters. We hope that the
parametrization of the real-valued characters of finite reductive groups will
be very useful in the real-valued character theory of finite groups in general.
For example, the results of Guralnick, Navarro, and Tiep [11] on the sizes
of real classes and degrees of real characters depends on the examination of
real characters of many finite reductive groups.
After establishing notation and preliminaries in Section 2, we discuss the
Jordan decomposition of characters in Section 3. In particular, we state
a result of Digne and Michel in Theorem 3.1, which states that when the
center of G is connected, the Jordan decomposition map may be uniquely
described by a certain list of properties. We use this result in a crucial way
in the proof of our main result, Theorem 4.1. That is, given the image of
some character χ under the Jordan decomposition map, then we find the
image of χ¯ under the map, by showing the proposed image satisfies the list
of properties from the result of Digne and Michel. We may state our main
result as follows. Let χ be an irreducible complex character of GF , and let
χ correspond to the pair (s0, ν) via the Jordan decomposition, where s0 is a
semisimple element of the dual group G∗F
∗
, and ν is a unipotent character
of CG∗(s0)
F ∗ . Then χ is real-valued if and only if the pair (s0, ν) is G
∗F ∗-
conjugate to the pair (s−10 , ν¯).
Acknowledgements. The second-named author was supported in part
by a grant from the Simons Foundation.
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2. Preliminaries
Throughout this section, we let G be a connected reductive group defined
over a finite field Fq, and F : G → G the corresponding Frobenius mor-
phism. For any F -stable subgroup G1 of G, we let G
F
1 denote the group of
F -fixed elements of G1. For an element g ∈ G, we denote
gG1 = gG1g
−1.
We begin with the following.
Lemma 2.1. Let G1 be a connected reductive F -stable subgroup of G, and
S an F -stable maximal torus of G1 and G. Let N1 = NG(G1) and N =
NG(S). Then N1 = G1(N ∩N1).
If S ⊂ B where B is an F -stable Borel subgroup of G1, then N
F
1 =
GF1 (N
F ∩NF1 ).
Proof. Let g ∈ N1. Since
gG1 = G1 and S ⊆ G1, we have
gS ⊆ G1. Any
two maximal tori of G1 are conjugate, and so
gS = xS for some x ∈ G1.
Then x−1g = w ∈ N, and g = xw, where x ∈ G1 and w ∈ N ∩N1, which
gives the first statement.
Now suppose g ∈ NF1 . Then
gS and gB are F -stable. By the Lang-
Steinberg Theorem, the pairs (S,B) and (gS, gB) are conjugate by some
x ∈ GF . Then gS = xS, and x−1g ∈ NF , so g = xw with x ∈ GF1 and
w ∈ NF ∩NF1 , giving the second result. 
Fix a pair (T,B), where T is a maximally split F -stable torus of G, con-
tained in an F -stable Borel subgroup B of G. Through the root system as-
sociated with T, we define the dual reductive group G∗ with dual Frobenius
morphism F ∗, and with F ∗-stable maximal torus T∗ dual to T, contained
in the F ∗-stable Borel B∗ of G∗. Define the Weyl group W = NG(T)/T,
and the dual Weyl group W ∗ = NG∗(T
∗)/T∗. There is a natural isomor-
phism δ : W → W ∗ [5, Sec. 4.2], and a corresponding anti-isomorphism,
w 7→ w∗ = δ(w)−1. The isomorphism δ restricts to an isomorphism between
WF = NG(T)
F /TF and (W ∗)F
∗
[5, Sec. 4.4]. We let ℓ denote the standard
length function on these Weyl groups.
We recall that the GF -conjugacy classes of F -stable maximal tori in G
may be classified by F -conjugacy classes of W as follows [3, Sec. 8.2].
If T′ is an F -stable torus in G, then T′ = gT for some g ∈ G. Then
g−1F (g) ∈ NG(T) and w = g
−1F (g)T ∈W . The GF -conjugacy class of T′
then corresponds to the W 〈F 〉-conjugacy class of wF , which corresponds to
the F -conjugacy class of w in W . Then we have T′F = g(TwF )g−1. We say
that T′ is an F -stable torus of G of type w (noting that the reference torus
T is fixed). Since T′F and TwF are isomorphic, we work with TwF instead
of T′F .
Similar to the case of tori, the GF -conjugacy classes of F -stable Levi
subgroups are classified as follows. Let L be a Levi subgroup of a standard
parabolic P, and given w ∈ W , let w˙ denote an element in NG(T) which
reduces to w in W . Then any Levi subgroup of GF is isomorphic to Lw˙F for
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some w ∈ W , and we work with Lw˙F instead of the Levi subgroup of GF .
For precise statements, see [3, Sec. 8.2], [8, Prop. 4.3], or [15, Prop. 26.2].
IfT′ is an F -stable torus ofG which is type w, then the F ∗-stable maximal
torus of type F ∗(w∗) in G∗ (with respect to T∗) is exactly the dual torus
(T′)∗ of T′. It follows that the finite tori TwF and T∗(wF )
∗
are in duality,
and there is an isomorphism, which we fix as in [3, Sec. 8.2], between T∗F
∗
and the group of characters TˆF of TF ,
T∗F
∗
←→ TˆF
s 7−→ θ = sˆ.
Since TwF is in duality with T∗(wF )
∗
, then we may replace F with wF , and
F ∗ with (wF )∗ in the correspondence above. In particular, if s ∈ T∗(wF )
∗
for some w ∈W , then we denote by sˆ the corresponding character in TˆwF .
Consider any semisimple element s0 ∈ G
∗F ∗ . Then s0 is contained in an
F ∗-stable maximal torus of G∗, and as above, we have s0 ∈ g(T
∗(wF )∗)g−1
for some w ∈W and g ∈ G∗, which we fix with respect to s0. We correspond
to s0 the element s = g
−1s0g ∈ T
∗, where s is (wF )∗-fixed. Given any
element s ∈ T∗, define WF (s) as
WF (s) = {w ∈W |
(wF )∗s = s}.
Then, the semisimple elements in G∗F
∗
correspond to elements s ∈ T∗ such
that WF (s) is nonempty. Given such an s ∈ T
∗, consider CG∗(s) and its
Weyl group W ∗(s) relative to T∗, and define W (s) to be the collection of
elements w ∈ W such that w∗ ∈ W ∗(s). Then, as in [8, Section 2], we may
write
WF (s) = w1W (s),
where w1 ∈WF (s) is such that T
∗(w1F )∗ is the maximally split torus inside
of CG∗(s)
(w˙1F )∗ . The maximal tori in CG∗(s)
(w˙1F )∗ are then each isomorphic
to a torus of the form T∗(wF )
∗
, for w ∈ WF (s), by the same classification
of maximal tori which we applied to G∗F
∗
. We now give an application of
Lemma 2.1.
Lemma 2.2. Suppose s, t ∈ T∗(w1F )
∗
, so s, t ∈ CG∗(s)
(w˙1F )∗, and suppose
CG∗(s) is connected. If h ∈ G
∗(w˙1F )∗ such that hsh−1 = t, then there is an
element v˙ ∈ NG∗(T
∗)(w˙1F )
∗
such that v˙sv˙−1 = t.
Proof. We apply Lemma 2.1 to the group G∗ with Frobenius morphism
(w˙1F )
∗, and with G1 = CG∗(s), and S = T
∗, so that NF in Lemma 2.1 is
NG∗(T
∗)(w˙1F )
∗
. Then, if h ∈ G∗(w˙1F )
∗
such that hsh−1 = s−1, it follows
that h ∈ NG∗(CG∗(s))
(w˙1F )∗ . It then follows from Lemma 2.1 that there
exists an element v˙ ∈ NG∗(T
∗)(w˙1F )
∗
such that v˙sv˙−1 = t. 
We remark that given s, t ∈ T∗(w1F )
∗
as in Lemma 2.2, we have s and t are
conjugate in G∗(w˙1F )
∗
if and only if the corresponding semisimple elements
in G∗F
∗
are G∗F
∗
-conjugate, which follows from a direct calculation.
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3. Jordan decomposition of characters
We recall the description of irreducible characters of a finite reductive
group. The results we state are presented in the texts [3, 5, 9], and were
originally proved by Deligne and Lusztig [7] and Lusztig [12, 13, 14].
We have G a connected reductive group defined over a finite field Fq, and
F a Frobenius morphism ofG, and we continue with the established notation
in Section 2. From here, we assume that the center of G is connected. If θ is
any character of TwF , recall that there is generalized character ofGF , which
we denote by RG
F
TwF
(θ), as constructed by Deligne and Lusztig [7]. Given
any s ∈ T∗ with WF (s) nonempty, we let E(G
F , s) denote the (geometric)
Lusztig series corresponding to s, which is the set of irreducible characters
χ of GF such that, for some w ∈WF (s), we have
〈χ,RG
F
TwF
(sˆ)〉 6= 0,
where 〈·, ·〉 is the standard inner product on class functions. Then the
Lusztig series E(GF , s) partition the set of all irreducible characters of
GF , and two Lusztig series E(GF , s) and E(GF , t) coincide if and only
the semisimple elements of G∗F
∗
which correspond to s, t ∈ T∗ are G∗F
∗
-
conjugate. In particular, if s0 is a semisimple element of G
∗F ∗ which cor-
responds to s, then we also denote the Lusztig series by E(G, s0). The
unipotent characters of GF are those irreducible characters which are ele-
ments of E(GF , 1). One can further define rational Lusztig series. We refer
to [3, p. 127] and recall that the geometric and rational Lusztig series co-
incide when G has connected center, or in the case of unipotent characters
even when the center is not necessarily connected.
Lusztig [13] constructed an explicit bijection, which we call the Jordan
decomposition map,
(3.1) Js : E(G, s) −→ E(CG∗(s)
(w˙1F )∗ , 1),
with the property that, for any w ∈WF (s),
(3.2) 〈χ,RG
F
TwF
(sˆ)〉 = 〈Js(χ), (−1)
ℓ(w1)R
CG∗(s)
(w˙1F )
∗
T∗(wF )
∗ (1)〉.
If we denote our Lusztig series in terms of the semisimple element s0 ∈ G
∗F ∗ ,
then we write the Jordan decomposition map as
(3.3) Js0 : E(G, s0) −→ E(CG∗(s0)
F ∗ , 1).
We remark that Lusztig [14] and Digne and Michel [8] extended the Jordan
decomposition map to the case that G does not necessarily have connected
center.
When G is a classical group, the property (3.2) completely characterizes
the bijection between E(G, s) and E(CG∗(s)
(w˙1F )∗ , 1), but this is not true in
general. Digne and Michel [8] provided a list of properties of such a bijection
which does uniquely characterize it, which we state below. We must recall
some notions before doing so.
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First, for any Levi subgroup Lw˙F of GF , there is the Lusztig induction
functor RG
F
Lw˙F
, which takes characters of Lw˙F to generalized characters of
GF , which is parabolic induction in the case that the Levi is contained in an
F -stable parabolic. Technically, the Lusztig induction functor may depend
on the choice of parabolic subgroup which contains the Levi, although this
is now known to be independent in most cases [1].
The Deligne-Lusztig characters RG
F
TwF
(θ) are constructed using certain l-
adic cohomology groups with compact support, and there are eigenvalues of
F d associated to unipotent characters χ ∈ E(GF , 1) arising from the action
of F d on the representation spaces. Finally, given an isogeny ϕ : (G, F ) →
(G1, F1), there exists some dual isogeny ϕ
∗ : (G∗1, F
∗
1 )→ (G
∗, F ∗). We will
not need the details of these constructions.
We may now state the following result of Digne and Michel [8, Theorem
7.1].
Theorem 3.1 (Digne and Michel, 1990). Given any s ∈ T∗ such that WF (s)
is nonempty, there exists a unique bijection:
Js : E(G
F , s) −→ E(CG∗(s)
(w˙1F )∗ , 1)
which satisfies the following conditions:
(1) For any χ ∈ E(GF , s), and any w ∈WF (s),
〈χ,RG
F
TwF
(sˆ)〉 = 〈Js(χ), (−1)
ℓ(w1)R
CG∗(s)
(w˙1F )
∗
T∗(wF )
∗ (1)〉.
(2) If s = 1 then:
(a) The eigenvalues of F d associated to χ are equal, up to a power
of qd/2, to the eigenvalues of F ∗d associated to J1(χ).
(b) If χ is in the principal series then J1(χ) and χ correspond to
the same character of the Hecke algebra.
(3) If z ∈ Z(G∗F
∗
) is central, and χ ∈ E(GF , s), then Jsz(χ⊗zˆ) = Js(χ).
(4) If L is a standard Levi subgroup of G such that L∗ contains CG∗(s)
and such that L is w˙F -stable, then the following diagram is commu-
tative:
E(GF , s)
Js−−−−→ E(CG∗(s)
(w˙1F )∗ , 1)xRGF
Lw˙F
∥∥∥
E(Lw˙F , s)
Js−−−−→ E(CL∗(s)
(v˙w˙F )∗ , 1)
where v˙w˙ = w˙1, and we extend Js by linearity to generalized charac-
ters.
(5) Assume (W,F ) is irreducible, (G, F ) is of type E8, and (CG∗(s), (w˙1F )
∗)
is of type E7 × A1 (respectively, E6 × A2, respectively
2E6 ×
2A2).
Let L be a Levi of G of type E7 (respectively E6, respectively E6)
which contains the corresponding component of CG∗(s). Then the
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following diagram is commutative:
E(GF , s)
Js−−−−→ E(CG∗(s)
(w˙1F )∗ , 1)xRGF
L
w˙2F
xRCG∗ (s)(w˙1F )∗
L
∗(w˙2F )
∗
E(Lw˙2F , s)•
Js−−−−→ E(L∗(w˙2F )
∗
, 1)•
where the superscript • denotes the cuspidal part of the Lusztig se-
ries, and w2 = 1 (respectively 1, respectively the WL-reduced element
of WF (s) which is in a parabolic subgroup of type E7 of W ).
(6) Given an epimorphism ϕ : (G, F ) → (G1, F1) such that ker(ϕ) is
a central torus, and semisimple elements s1 ∈ G
∗F ∗1
1 , s = ϕ
∗(s1) ∈
G∗F
∗
, the following diagram is commutative:
E(GF , s)
Js−−−−→ E(CG∗(s)
(ϕ(w˙1)F )∗ , 1)xtϕ
ytϕ∗
E(GF11 , s1)
Js1−−−−→ E(CG∗1(s1)
(w˙1F1)∗ , 1)
(7) If G is a direct product, G =
∏
iGi, then J
∏
i si
=
∏
i Jsi.
We will need the following result, which follows from the above.
Lemma 3.1. Let s ∈ T∗(w1F )
∗
, so that s, s−1 ∈ CG∗(s)
(w˙1F )∗, and suppose
that there exists v˙ ∈ NG∗(T
∗)(w˙1F )
∗
such that v˙sv˙−1 = s−1. Let Js, Js−1 be
the maps as described in Theorem 3.1. If Js(χ) = ψ, then Js−1(χ) =
v˙ψ.
Proof. Let s0 ∈ G
∗F ∗ be the semisimple element associated with s. From the
assumption, we have some v˙0 ∈ NG∗(T
∗)F
∗
such that v˙0s0v˙
−1
0 = s
−1
0 . Since
s0 and s
−1
0 are conjugate inG
∗F ∗ , then E(GF , s) = E(GF , s−1) = E(GF , v˙s).
Given the element v˙0 ∈ G
∗F ∗ , where v0 ∈ W
∗F ∗ , consider w0 ∈ W
F which
satisfies w∗0 = v0, and take w˙0 ∈ NG(T)
F . Then the inner automorphism
given by ad w˙0 = ϕ on G
F , which acts trivially on E(GF , s) = E(GF , v˙s), is
such that ϕ∗ acts on CG∗(s)
(w˙1F )∗ by ad v˙. By Theorem 3.1, property (6),
we then have the commutative diagram
E(GF , s)
Js−−−−→ E(CG∗(s)
(w˙1F )∗ , 1)∥∥∥
yad v˙
E(GF , v˙s)
Jv˙s−−−−→ E(CG∗(s)
(w˙1F )∗ , 1)
That is, if Js(χ) = ψ, then we have Jv˙s(χ) =
v˙ψ. 
We note that the result of Digne and Michel, Theorem 3.1, is studied
in more detail in several places. Enguehard [10] studies the implications of
the result for the block theory of characters of finite reductive groups, and
Cabanes and Spa¨th [4] study in detail and apply the equivariance property
(6) of Theorem 3.1.
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4. Proof of the main theorem
The following result is [9, Proposition 11.4]. We will apply it repeatedly
in the proof of the main result.
Lemma 4.1. For any Levi subgroup Lw˙F of GF , and any character α of
Lw˙F , we have RG
F
Lw˙F
(α) = RG
F
Lw˙F
(α¯).
We also need the following observation.
Lemma 4.2. We have χ ∈ E(GF , s) if and only if χ¯ ∈ E(GF , s−1). Thus,
if χ is real-valued, E(GF , s) = E(GF , s−1), and s and s−1 are conjugate in
G∗(w˙1F )
∗
.
Proof. We have χ ∈ E(GF , s) if and only if
〈χ,RG
F
TwF
(sˆ)〉 = 〈χ¯, RG
F
TwF
(sˆ)〉 6= 0,
for some w ∈WF (s). From Lemma 4.1, this holds if and only if
〈χ¯, RG
F
TwF
(ŝ−1)〉 6= 0,
which holds precisely when χ¯ ∈ E(GF , s−1).
Hence, if χ is real-valued, we have χ ∈ E(GF , s) and χ¯ = χ ∈ E(GF , s−1).
Since Lusztig series which intersect must be equal, we have E(GF , s) =
E(GF , s−1). This holds if and only if s and s−1 are conjugate in G∗(w˙1F )
∗
,
that is, when their associated semisimple elements of G∗F
∗
are conjugate in
G∗F
∗
. 
We now arrive at our main result, which we state in terms of the notation
in (3.3) for convenience.
Theorem 4.1. Suppose χ is an irreducible character of GF , and s0 ∈
G∗F
∗
is semisimple, where χ ∈ E(GF , s0). Let Js0(χ) = ν, where Js0 :
E(GF , s0) −→ E(CG∗(s0)
F ∗, 1) is the Jordan decomposition map. Then χ is
real-valued if and only if the following hold:
(i) The element s0 is real in G
∗F ∗, so h0s0h
−1
0 = s
−1
0 for some h0 ∈
G∗F
∗
.
(ii) If h0 ∈ G
∗F ∗ satisfies h0s0h
−1
0 = s
−1
0 , then ν satisfies
h0ν = ν¯.
That is, if χ corresponds to the pair (s0, ν) in the Jordan decomposition,
then χ is real-valued if and only if the pair (s0, ν) is G
∗F ∗-conjugate to the
pair (s−10 , ν¯).
Proof. Since we apply Theorem 3.1, we translate the statement into that
notation. If s ∈ T∗ is such that WF (s) is nonempty, suppose χ ∈ E(G
F , s),
and let Js(χ) = ψ ∈ E(CG∗(s)
(w˙1F )∗ , 1). Then we must show that χ = χ¯ if
and only if there is some h ∈G∗(w˙1F )
∗
such that hsh−1 = s−1 and hψ = ψ¯.
We first prove that if Js(χ) = ψ, then Js−1(χ¯) = ψ¯. By Lemma 4.2, the
claim makes sense. We prove the claim by induction on the semisimple rank
ofG. For the base case, we may assume that G = T is a torus, in which case
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each Lusztig series is a singleton, and for any irreducible of GF , Js(χ) = 1,
the trivial character. So Js−1(χ¯) = 1 as well.
We now assume the claim holds for any group with smaller semisimple
rank than (G, F ), and we prove the statement holds for (G, F ) (and any
other group in the same isogeny class, so with the same semisimple rank).
We note that for every s ∈ T∗ with WF (s) nonempty, the map µs−1(χ¯) = ψ¯
is well-defined since every element of E(G, s−1) is of the form χ¯ for some
χ ∈ E(GF , s). We show that this map satisfies the properties listed in
Theorem 3.1, and then by uniqueness we must have µs−1 = Js−1 . We show
this map satisfies the properties one by one, and we only need the induction
hypothesis for some of the parts.
For property (1), by Lemma 4.1, and the fact that 〈χ,RG
F
TwF
(sˆ)〉 is an
integer, we have
〈χ,RG
F
TwF
(sˆ)〉 = 〈χ,RG
F
TwF
(sˆ)〉 = 〈χ¯, RG
F
TwF
(sˆ)〉 = 〈χ¯, RG
F
TwF
(ŝ−1)〉,
and similarly,
〈ψ, (−1)ℓ(w1)R
CG∗(s)
(w˙1F )
∗
T∗(wF )
∗ (1)〉 = 〈ψ, (−1)ℓ(w1)R
CG∗(s)
(w˙1F )
∗
T∗(wF )
∗ (1)〉
= 〈ψ¯, (−1)ℓ(w1)R
CG∗(s)
(w˙1F )
∗
T∗(wF )
∗ (1)〉.
Since we have
〈χ,RG
F
TwF
(sˆ)〉 = 〈ψ, (−1)ℓ(w1)R
CG∗(s)
(w˙1F )
∗
T∗(wF )
∗ (1)〉,
then it follows we have
〈χ¯, RG
F
TwF
(ŝ−1)〉 = 〈ψ¯, (−1)ℓ(w1)R
CG∗(s)
(w˙1F )
∗
T∗(wF )
∗ (1)〉,
so that µs−1 satisfies (1) of Theorem 3.1.
Property (2) of Theorem 3.1 concerns only the case s = 1, and the bijec-
tion J1 : E(G
F , 1) → E(G∗F
∗
, 1) between unipotent characters of GF and
G∗F
∗
. Suppose J1(χ) = ψ, and that α,α
′ are the eigenvalues of F d associ-
ated with χ and χ¯, and β, β′ are the eigenvalues of F ∗d associated with ψ
and ψ¯, respectively. By property (2a) of Theorem 3.1, we know that αβ−1
is a power of qd/2. By [12, Proof of Corollary 3.9], we know αα′ and ββ′
are both powers of qd. Thus α′ and β′ are equal up to a power of qd/2.
Thus property (2a) of Theorem 3.1 holds for the map µ1. For property
(2b), we assume χ is in the principal series, meaning that it is a constituent
of IndG
F
BF
(1), and so ψ is also in the principal series, and they correspond
to the same character ζ, of the Hecke algebra H(GF ,BF ) (which is iden-
tified with H(G∗F
∗
,B∗F
∗
) through the natural isomorphism δ : W → W ∗
of Weyl groups). If χ (and ψ) is in the principal series, then so is χ¯ (and
ψ¯). Using [6, Theorem 11.25(ii)], for example, we see that if χ corresponds
to the character ζ of H(GF ,BF ), then χ¯ corresponds to ζ¯. Thus if χ and
ψ correspond to the same character ζ, then χ¯ and ψ¯ both correspond to ζ¯,
where µ1(χ¯) = ψ¯. So Property (2b) holds for µ1 as well.
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For property (3), given any z ∈ Z(G∗F
∗
), we must show µs−1(χ¯) =
µs−1z(χ¯ ⊗ zˆ). If Js(χ) = ψ, then Jsz−1(χ ⊗ ẑ
−1) = ψ, and µs−1(χ¯) = ψ¯.
We then have
µs−1z(χ¯⊗ zˆ) = Jsz−1(χ⊗ ẑ
−1) = ψ¯,
as required.
For property (4), since L has smaller semisimple rank than G, we may
use the induction hypothesis. That is, for any ξ ∈ E(Lw˙F , s), if Js(ξ) = ψ,
then Js−1(ξ¯) = ψ¯. Also, if R
G
F
Lw˙F
(ξ) = χ, then RG
F
Lw˙F
(ξ) = χ¯. It follows that
the diagram in property (4) of Theorem 3.1 commutes when we replace Js
with µs−1 in the top row and Js with Js−1 in the bottom row, as desired.
The proof that property (5) is satisfied by µs−1 is similar to (4). Since
L has smaller semisimple rank than G, then by the induction hypothesis if
ξ ∈ E(Lw˙2F , s)• and Js(ξ) = λ ∈ E(L
∗(w˙2F )∗ , 1)•, then Js−1(ξ¯) = λ¯. Also, if
R
CG∗(s)
(w˙1F )
∗
L∗(w˙2F )
∗ (λ) = ψ, then R
CG∗(s)
(w˙1F )
∗
L∗(w˙2F )
∗ (λ¯) = ψ¯.
If RG
F
Lw˙2F
(ξ) = χ, then RG
F
Lw˙2F
(ξ¯) = χ¯. Since the diagram from property (5)
of Theorem 3.1 commutes for Js, we have Js(χ) = ψ, so µs−1(χ¯) = ψ¯. It
follows that the diagram commutes using Js−1 on the bottom row and µs−1
on the top row, so that property (5) holds for µs−1 .
For property (6), let ϕ : (G, F ) → (G1, F1) be an epimorphism with
kernel a central torus, i.e. an isogeny. Then ϕ∗ : (G∗1, F
∗
1 ) → (G
∗, F ∗) is
injective. Suppose χ1 ∈ E(G
F1
1 , s1),
tϕ(χ1) = χ ∈ E(G
F , s), with Js(χ) = ψ
and Js1(χ1) = ψ1. Since property (6) holds for Js and Js1 , then we have
tϕ∗(ψ) = ψ1. For any x, we have
ψ1(x
−1) = (tϕ∗(ψ))(x−1) = ψ(ϕ∗(x)−1) = ψ(ϕ∗(x)).
Thus, tϕ∗(ψ¯) = ψ¯1. We also have ϕ(s
−1) = s−11 , and
tϕ(χ¯1) = χ¯. Now, the
diagram from property (6) is commutative when we have µs−11
in the bottom
row and µs−1 in the top row, as desired.
Finally, property (7) follows quickly, since if χ =
∏
i χi, and Js(χ) = ψ =∏
i ψi, where s =
∏
i si and Jsi(χi) = ψi, then
µ∏
i s
−1
i
(χ¯) = µs−1(χ¯) = ψ¯ =
∏
i
ψ¯i =
∏
i
µs−1i
(χ¯i).
We now have the claim that if Js(χ) = ψ, then Js−1(χ¯) = ψ¯.
Suppose s ∈ T∗ such that WF (s) is nonempty. Using the notation of
Lemma 2.2, suppose h ∈ G∗(w˙1F )
∗
normalizes CG∗(s)
(w˙1F )∗ . By [2, (1.27)]
it follows that the automorphism given by conjugation by h on CG∗(s)
(w˙1F )∗
permutes the set of unipotent characters E(CG∗(s)
(w˙1F )∗ , 1). If hsh−1 = s−1
for h ∈ G∗(w˙1F )
∗
, then h normalizes CG∗(s)
(w˙1F )∗ , and any other element
h1 ∈ G
∗(w˙1F )∗ with the property h1sh
−1
1 = s
−1 satisfies h1 ∈ hCG∗(w˙1F )∗ (s).
In particular, this means the conjugation action of h on E(CG∗(s)
(w˙1F )∗ , 1)
is independent of the choice of h with the property hsh−1 = s−1.
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Suppose χ is real-valued, with Js(χ) = ψ. Then χ = χ¯, and from Lemma
4.2 it follows that E(GF , s) = E(GF , s−1). Then hsh−1 = s−1 for some
h ∈ G∗(w˙1F )
∗
. Since s, s−1 ∈ T∗(w1F )
∗
, then by Lemma 2.2, there is some
v˙ ∈ NG∗(T
∗)(w˙1F )
∗
such that v˙sv˙−1 = s−1. By Lemma 3.1, we have Jv˙s(χ) =
v˙ψ. By the claim proved above, we also have Js−1(χ) = ψ¯. Since
v˙s = s−1,
then we have v˙ψ = ψ¯, and then also hψ = ψ¯.
Conversely, suppose χ ∈ E(GF , s), where hsh−1 = s−1 for some h ∈
G∗(w˙1F )
∗
, Js(χ) = ψ and
hψ = ψ¯. Again by Lemma 2.2, we have v˙s = s−1
for some v˙ ∈ NG∗(T
∗)(w˙1F )
∗
, and v˙ψ = ψ¯. We then have Js−1(χ¯) = ψ¯ as
proved above, and we have Jv˙s(χ) =
v˙ψ by Lemma 3.1. Since ψ¯ = v˙ψ and
s−1 = v˙s, we have Js−1(χ¯) = Js−1(χ), and so χ = χ¯ since Js−1 is a bijection.
Thus χ is real-valued. 
Remarks. It has been pointed out to the authors by P.H. Tiep that
Theorem 4.1 does not hold if the assumption is dropped that the center of
G is connected. It fails in the case that GF = SL(2,Fq) for those characters
in the Lusztig series corresponding to s ∈ G∗ with CG∗(s) disconnected.
However, it is possible that the result may hold with the milder assumption
that CG∗(s) is connected. This statement for the semisimple characters of
GF is implied by a lemma of Navarro and Tiep [16, Lemma 9.1].
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