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Abstract
Bimetallic CoPt3 nanoparticles represent a category of colloidal nanoparticles with high
application potentials in, e.g., heterogeneous catalysis, sensor technology, and magnetic
storage media. Deposition of this system on functionalized supports delivers opportunities
for controlled immobilization of the nanoparticles.
In this work, self-assembled monolayers (SAMs) of n-alkanethiol molecules served as
functionalizing material for the Au covered Si substrates. Deposition of the ligand-terminated
nanoparticles took place by means of spin and dip coating and has been optimized for each
of the mentioned methods so that monolayers of nanoparticles on supports were fabricated
with a well-controlled coverage
The morphology of the nanoparticle ﬁlm arranged is addressed by grazing-incidence
small angle x-ray scattering (GISAXS). This together with x-ray standing waves in total
external reﬂection (TER-XSW) enables a 3D structural characterization of such nanopar-
ticle ﬁlms, so that the mean particle size, mean distance of the arranged nanoparticle ﬁlms
to the substrate, as well as the mean particle-particle distance in lateral direction have
been determined.
TER-XSW, being an element-speciﬁc position-sensitive method, also reveals the ele-
mental distribution of the particles which complementary provides a fundamental under-
standing of their internal structure. The CoPt3 nanoparticles investigated here exhibit a
core-shell-like structure with cores of CoPt3 and shells mainly comprise Co. The results
regarding the internal structure of the nanoparticles were then veriﬁed by extended X-ray
absorption ﬁne structure (EXAFS) measurements.
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Preface
Nothing is
But what is not.
W. Shakespeare, Macbeth
It has never been an easy task to evidence the existence of things. Nor has it been trivial
to prove the converse, the nonexistence, even if seemingly less complicated. The barriers of
being are hence subjectively limited to the empirical apperception of the observer. Sense
organs, and to be more precise, apprehending of things by the sence organs, constitute the
environment of the observer, so that, things begin to subjectively exist after having been
discovered by the observer. Man observes, possibly due to an instinctual drive, to expand
his territory. The drive knows no limits, nor does the observation; even if the sense organs
reach their barriers, man moves on and utilizes things to discover more. The known turns
out to be a medium of knowledge expansion regarding the yet nonexistent and the medium
itself. Understanding light, for instance, tears it away from being nothing and embodies
an existence in the ﬁrst step. This, then, can be utilized to be able to take further steps,
endeavoring further discoveries on the one hand and a better knowing of the light itself,
on the other hand. The utilization of the known is stated as engineering.
Nano-engineering is an emerging area of scientiﬁcal importance in our age. Further, a
large potential of diverse possible applications in this area is foreseen, and partially real-
ized, which itself impels the science to keep track of it. In order to understand the behavior
of structures as their dimensions approach the nanoscale, better characterization tools are
a continuing need. In structural characterization of nano-sized objects, properties like
chemical structure, atomic or molecular density, and uniformity and size are of interest.
In case, the nano-sized objects are deposited on a substrate, in addition to the mentioned
properties, the lateral and vertical ordering of the objects would also be of interest.
In this thesis both issues of fabricating nanostructures and their structural charac-
terization are discussed, yet diﬀerently emphasized. Chapter 1, glimpsing some possible
fabrication methods of nanostructures, introduces the CoPt3 bimetallic nanoparticles taken
as a basis here. The idea of depositing these nanoparticles on functionalized substrates is
initiated and some possible deposition methods are described.
X-ray based methods delineate the main investigation tools for characterization of
nanostructures in this thesis. Chapter 2 deals with theories of X-ray standing waves in
total external reﬂection regime (TER-XSW), extended X-ray absorption ﬁne structure
(EXAFS) and grazing-incidence small-angle X-ray scattering (GISAXS). The variety of
the performed methods shows the diﬀerent questions addressed regarding the structure of
the nanoparticles. While EXAFS reveals the atomic-scale structure of the nanoparticles,
TER-XSW and GISAXS state mainly their vertical and lateral ordering after deposition,
respectively.
Chapter 3, pursuing the general deposition ideas introduced in Chapter 1, deals with
v
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experimental sample preparation. Two nanoparticle coating methods are compared with
each other, after each has been optimized for our purposes.
The X-ray-based measurements within the scope of this thesis were performed at di-
verse synchrotron radiation facilities and diﬀerent beamlines. Chapter 4 introduces the
measurement setups and also delivers information about the data evaluation steps ranging
from the mathematical models to the computer software codes developed.
The results of applying the mentioned methods to the introduced system are discussed
in Chapter 5. This thesis presents the possibility of scanning the internal structure of
deposited nanoparticles of size less than 10 nm by using TER-XSW. This demonstrates
the strength and diverse application ﬁelds of TER-XSW far beyond being merely a yard
stick.
And ﬁnally Chapter 6 gives an overview over the obtained results and proposes an
outlook.
vi
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Chapter 1
Nanoparticles
1.1 Introduction
Quantum dots are of great scientiﬁc and technological interest since they can be considered
to link between bulk materials and atomic and molecular structures since their properties
are diﬀerent from those of single atoms or molecules and simultaneously not the same as
in bulk solids. The number of atoms on the crystal surface of structures in this size regime
is a signiﬁcant fraction of the total atom number in the crystal, and therefore have e.g.
a higher chemical reactivity and lower melting temperatures. Due to the quantum size
eﬀect, the electrical, optical and magnetical properties of these particles are functions of
their chemical composition and their size and are thus speciﬁcally tunable [1].
The ultimate method for fabrication of quantum dots should be able to produce monodis-
perse nanoparticles with a high size and shape control. There are diﬀerent established
techniques leading to diﬀerent typologies of nanoparticles, from embedded into a matrix
or grown onto a substrate to free standing ones, depending on the preparation method.
Lithographically deﬁned quantum dots are fabricated by conﬁning a two-dimensional elec-
tron system, already composed by growing diﬀerent materials on top each other using
epitaxial methods. Quantum dot systems fabricated this way can be arranged laterally
by local electrostatic depletion oﬀering a relatively high degree of freedom for design of
diﬀerent structures by chosing electrode geometry [2, 3, 4], or vertically by etching away
the structure around oﬀering structures with very few electrons [5].
Epitaxially self-assembled quantum dots, which are nanometer size islands of semicon-
ductor materials, are obtained by growing a thin layer of a material over another material
with a signiﬁcant lattice mismatch, using MBEi or MOCVDii techniques [6, 7]. After hav-
ing reached a critical thickness, the strained ﬁlm formed during the growth makes a 2D to
3D transition due to this lattice mismatch (wetting layer), forming an array of nanometer-
sized islands. This so-called Stranski-Krastanov regime leads to a partial release of the
existing strain.
Colloidal quantum dots are synthesized chemically using wet chemistry and thus diﬀer-
ent from the systems introduced before, as it is possible to make free standing nanoparticles
iMolecular Beam Epitaxy
iiMetalorganic Chemical Vapour Deposition
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in solution this way [8]. The fabrication of such nanoparticles is accomplished in a chemical
reactor containing a liquid mixture of compounds responsible for growth control, whereas
the atomic species forming the nanocrystals are introduced in form of precursorsiii into
the reactor. These precursors decompose after being introduced into the reactor due to
energy gained by thermal collisions or chemical reactions and form monomers which nucle-
ate and cause nanocrystal growth [9]. Controlled growth of the nanoparticles implies the
existence of molecules in the reactor adsorbing on the surface of the growing nanocrystals.
These so-called surfactant molecules should neither bind too strongly to the surface as they
would then stop the growth process, nor too weakly, as an aggregation would then occur
[10]. Having stopped the growth process, e.g. by lowering temperature in the reactor, the
surfactants bind more strongly to the surface of nanoparticles and provide their solubility
in solvents with the same polarity as of the surfactants’ functional group. Furthermore,
it is possible to carry out ligand exchange processes [11] or even remove the ligand shell
temporarily [12]. Colloidal nanocrystals can be produced in large quantities in a reaction
ﬂask and, since dispersed in solution, they can later be transferred to any desired substrate.
1.2 Metallic Colloidal Nanoparticles
Colloidal metals and most speciﬁcally colloidal gold have attracted notable interest in
ancient times due to their aesthetic value for making glass and ceramics as well as less
documented alchemical and therapeutic properties [13].
The scientiﬁc age of metal colloids has begun with the experiments of Michael Faraday
on gold solsiv in the nineteenth centruy, demonstrating the formation of colloidal gold solu-
tion by chloroauratev solution reduction using phosphorus as reduction agent [14]. Faraday
himself did not have the possibility to determine the size of the gold particles he produced.
This was done by reproducing those preparations in Faraday’s original laboratory in the
late twentieth century, coming to the result that the so-produced solution contains parti-
cles of 3-30 nm in diameter [15].
Twentieth century begins with increasing interest and attention on preparation and
investigation of colloidal metal sols. Ostwald’s pioneering papers in 1907 have put the
colloid science on a ﬁrm base [17]. Ostwald begins the description of colloidal state with
imagining a metallic cube of one centimeter on each edge. By assuming approximate den-
sity, atomic weight and atomic diameter values for iron, as has been taken as an example,
one comes to the conclusion that atoms residing on the surface of the cube would only be
10−5% of the total number of atoms. By dividing the cube into smaller cubes the number
of the surface atoms increases such that in case of deviding the original cube into 1018
cubes of 10 nm on each edge, the fraction of surface atoms would be 10% (c.f. Fig. 1.1).
This geometric phenomenon is the basis for catalysis by dispersed supported metals.
Furthermore, Zsigmondy’s physical investigations of colloidal solutions and his inven-
tion of ultramicroscopevi enabled to carry out precise studies on the eﬀect of preparation
iiiA precursor is a molecule or complex containing at least one required atom for the growth.
ivA sol is a colloidal suspension of solid particles in liquid.
v[AuCl4]
−
viThe ultramicroscope is a system for observing the colloidal particles whose diameter is in the range of
visible light wavelengths, and therefore can not be resolved by ordinary microscopes. Here, the colloidal
4
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Figure 1.1: Dividing a cube with 16 atoms on each side. N is the total atom number and
n is the number of surface atoms. [16]
conditions on particle size [18], which lead to a Chemistry Nobel Prize in 1925 [19].
Since Faraday’s experiments, many diﬀerent methods for preparation of colloidal metals
have been developed ranging from electric arc between gold electrodes under water to ac-
tion of carbon monoxide on chloroauric acid [20]. The particle size found for these colloids,
depending on preparative conditions vary between 2-100 nm, mostly in the larger diameter
range. But the interest in the intrinsic physics and chemistry of metal nanoparticles have
been the propulsive force for establishment of a new synthetic metal colloid chemistry.
In the last years, many successful synthetical approaches for preparation of monodis-
perse metallic colloids with well-deﬁned compositions have been introduced [21, 22, 23, 24,
25, 26].
Self-assembled ordered layers of such particles have got high application potential and
can be employed, e.g., in heterogeneous catalysisvii[27, 28, 29, 30], future generation mag-
netic data storage devices [31], or as sensors [32]. Especially in case of bimetallic colloids
the chemical and physical properties of the particles have turned out to be very well ad-
justable. This makes, e.g., fabrication of corrosion-resistant magnetic particles or selective
catalysts with large surfaces possible. The activity and selectivity of the particles in a
catalytic active layer, as an example, can be adjusted by particle stoichiometryviii [30, 33]
solution in a light absorbing ambient is illuminated by a converging beam. Light hitting the colloid particles
gets scattered and is then viewed through an optical microscope placed in a right angle to the light beam.
viiHeterogeneous catalysis is referred to as catalysis where the catalyst is in a diﬀerent phase (i.e. solid,
liquid, gas) than the reactants.
viiiStoichiometry (from Greek στoιχει˜oν, “element” and με´τρoν, “measure”) descibes the quantitative
(mass) relationships among elements in compounds.
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as well as particle size and distance [27, 29, 34, 35, 36]. Furthermore, high monodispersity
makes the self ordering of the particles into regular-ordered colloidal crystals on suitable
substrates much easier [37, 38, 39]. This all describes the extraordinary importance of
optimised control in fabrication of nanoparticles and their deposition on suitable supports
into ordered layers.
1.2.1 Cobalt-Platinum Colloidal Nanoparticles
Bimetallic cobalt-platinum nanoparticles are due to their potential for application in catal-
ysis as well as magnetic devices very well known and characterised [40, 41, 42, 43]. Thus,
most of the investigations carried out within the framework of this thesis were based on
the CoPt3 system synthesized after a recipe of Shevchenko et al. [44, 45]. In this method
the bimetallic nanoparticles are synthesized via simultaneous reduction of platinum(II)-
acetylacetonateix and thermodecomposition of cobalt carbonylx at 220 ◦C under dry argon
and in the presence of 1-adamantanecarboxylic acidxi and hexadecylaminexii as stabilizing
agents. The size of the nanoparticles can be varied by controlling the experimental con-
ditions like reaction temperature, concentration of stabilizing agents, ratio between cobalt
and platinum precursors, etc. It has been shown [45] that the size of the nanoparticles
can be then precisely tuned from ∼3 nm up to ∼18 nm in a predictable and reproducible
way. After cooling down to room temperature, multiple washing and centrifugating with
chloroform and isopropanol, the reaction mixture is precipitated and redissolved in hex-
anexiii. This mixture can then be stored stably for days due to the stabilizing eﬀect of the
ligands [46] . The stability time can be increased to a couple of weeks by cooling down the
suspension. After prolonged storage, the particles precipitated on the container walls into
a brown sediment and can not be redispersed again.
The crystal of bulk CoPt3 is an fcc structure described by the space group pm3m. In
the unit cell the Pt atoms occupy the 3c sites (0,1
2
,1
2
)a, (1
2
,0,1
2
)a and (1
2
,1
2
,0)a and the Co
atoms occupy the 1a site (0,0,0) with a unit cell dimension of a = 3.8540 A˚ [47] (cf. Fig.
1.2).
1.3 Deposition of Nanoparticles
Deposition of the colloidal nanoparticles, which are due to their synthetical manufactur-
ing origin (cf. 1.2.1) in a liquid solvent, of enormous importance for characterization of
these particles and subsequent device fabrication. Functionalizing the substrate delivers
opportunities for controlled immobilization of the nanoparticles as interaction between the
ligand shell and substrate functionalizing molecules inﬂuence the particle-particle distance
ixPt-(acac)2
xCo2(CO)8
xi1-ACA
xiiHDA
xiiiIn principal it is possible to take any nonpolar solvent, as the ligand shell is nonpolar. Here we took
hexane due to its relatively high vapour pressure, and thus volatility, which turned out to be more suitable
for subsequent coating processes (cf. 3.3.2)
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Pt
Coa
Figure 1.2: CoPt3 bulk fcc crystal structure with Co atoms on the corners and Pt atoms
on the surfaces of the cube. The lattice constant of the unit cell is a = 3.854 A˚.
as well as the mean particle distance to the substrate.
1.3.1 Self-Assembled Monolayers
One easy and manifold possibility for substrate functionalization is the employment of self-
assembled monolayers (SAMs). The ability to tailor both head and tail group of the SAM
molecules make them versatilely applicable on diﬀerent systems; while the head group has
an aﬃnity to the substrate the end group stands [48]. Fig. 1.3 shows an array of a self-
assembled molecules into a monolayer with thiolxiv head groups and non-polar methylxv
end groups. Due to the easy preparation and well-deﬁned order of thiol molecules on Au(1
1 1) substrate, this has become a model system for SAMs [49]. The (1 1 1) surface is the
lowest-energy surface, and thus preferred in the growth of thin Au ﬁlms. Its is relatively
easy and inexpensive to prepare Au ﬁlms and use them in applications instead of single
crystals.
The self-assembled organic material employed within the scope of this thesis was
hexadecanethiolxvi (HDT) on a commercially available standard 4 inch Si(1 0 0) substrate
coated with 30 nm Au layer with nominal roughness of 1 nm on 9 nm Ti as adhesive layer
[50] (cf. Fig. 1.4). HDT has got a molecule length of 24.5 A˚ [51]. After self-assembling,
thiol head groups are covalently bound to Au atoms and the non-polar aliphatic chain
stands upright with a tilt of about 30 ◦ from the surface normal [48, 52, 53, 54, 55]. This,
thus, leads to an eﬀective SAM thickness of about 21.22 A˚. Due to the non-polar end
groups of both organic ligands of the nanoparticles as well as HDT SAMs, the interaction
between them is governed by van der Waals forces xvii.
xivA thiol is a compound that contains the functional group composed of a sulfur-hydrogen bond (-SH).
xvA methyl is a hydrophobic alkyl functional group with the formula -CH3.
xviCH3(CH2)15SH
xviiIn order to immobilize the nanoparticles, beside the already introduced non-polar van der Waals force,
another method would be to take advantage of polar electrostatic interactions as well as complexation or
covalent binding of the end groups of ligand shells and SAMs. This approach would eliminate the most
prominent disadvantage of non-covalent immobilization of nanoparticles, which is the instability of the
ﬁlm due to their relatively weak mutual interaction. Conversely, the covalent binding of the nanoparticles
with the SAMs, in case of appropriate choice of ligands and SAMs reactive groups, is expected to result
7
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Figure 1.3: Array of n-alkanethiol molecules self-assembeled on a substrate (not shown
here).
1.3.2 Spin Coating
One of the common methods of deposition and ordering control of nanoparticles on a
support is spin coating. A spin coater is a machine consisting of a rotating disk connected
to control electronics in order to regulate the rotation speed. After ﬁxing a substrate on
this disk a small amount of the solution planned to be coated is brought on top. During
disk rotation the ﬂuid spins oﬀ the edges of the substrate due to centripetal force. The
applicable solvent is often volatile and evaporates while the disk rotates with a high angular
speed. Thus, by controling the speed and amount of the applied solution the ordering can
be controlled. Three diﬀerent stages can be distinguished during the spin coating process:
• deposition
• acceleration
• spinning at a constant rate
Deposition of the solvent on the substrate can be performed without sample spinning
or with sample spinning in a constant, relatively low velocity. At this stage two factors are
of importance: providing the necessary amount of solvent and substrate wettability.
in high stability and speciﬁcity, signiﬁcantly extending the realm of possible applications in future devices
based on nanotechnology.
One of the possible approaches for making covalent links is the so-called Huisgen reaction [56], a subset
of click reactions, which is distinguished by its relatively high yield and feasibility and sparse by-products.
Generally, the reaction of an organic azide with an alkyne makes stable triazoles. By using alcanethiols
and alcanethiols with terminal azides in a deﬁned combination as SAM, the coverage of the surface with
nanoparticles can precisely be tuned [57]. This is due to the fact that the azide terminated thiols are
uniformly distributed on the surface because of sterical interactions .
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Si
CoPt3 (  8.5 nm)
HDT (  2.1 nm) 
Au (30 nm)
Ti (9 nm)
Figure 1.4: Sketch of the structure characterized within the scope of this thesis. A Si
substrate coated with Ti and Au and subsequently functionalized with HDT. The sketch
also shows the CoPt3 NPs on top of the mentioned sandwich structure.
 
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Figure 1.5: Simpliﬁed scheme of a spin coating process in three steps.
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During the acceleration phase the substrate reaches its end spinning velocity. Our
investigations have shown that the best results are obtained by using very low acceleration
times (of about 1 s). This was the case in all investigations of this work.
During the last stage, spinning at constant rate, the solvents evaporates completely
and the ﬁlm reaches its ﬁnal form.
1.3.3 Dip Coating
Dip coating is a method for preparation of thin ﬁlms on substrates widely used in industy
due to its simplicity and relatively high throughput. In this method substrates wettable
by the sample solution are withdrawn from a liquid reservoir.
Figure 1.6: Simpliﬁed scheme of a dip coating process in four steps. From left to right:
immersion, start up, deposition and evaporation, drainage.
The ﬁlm preparation by dip coating can be devided into four steps:
• immersion
• start up
• deposition and evaporation
• drainage
A thin ﬁlm of particle solution remains on the substrate surface during the dip coating.
Then by evaporation of the solvent the particles are left on the substrate. Dewetting eﬀects
can cause formation of islands of particles on the surface and therefore has to be prevented.
To avoid dewetting not only an appropriate combination of substrate and solution but also
diﬀusion of nanoparticles across the substrate and forming self-assembled structures is
necessary. In this respect, the concentration of surfactants has turned out to be important
for particle self-assembly [58].
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Methods
In this chapter the theory and background of diﬀerent experimental methods used in this
thesis are discussed with the main focus on X-ray standing waves in total external reﬂec-
tion regime, abbreviated TER-XSW, because of two main reasons. First, this was the main
method adapted and applied for the purpose of this work. Second, XSW in general, and
TER-XSW in particular, are still not that common and still denoted as exotic, despite
their mightiness in the ﬁeld of X-ray characterization.
Furthermore, the theory of X-ray absorption ﬁne structure (XAFS) and grazing inci-
dence small angle X-ray scattering (GISAXS) as complementary X-ray methods will be
brieﬂy discussed.
2.1 X-ray Standing Waves in Total External Reﬂec-
tion (TER-XSW)
The X-ray standing wave technique provides an element-speciﬁc structural probe by us-
ing X-ray reﬂectivity to generate a two-beam interference ﬁeld that in turn induces a
spatial dependence to the x-ray spectroscopic yields from atoms within the ﬁeld [59, 60].
While XSW generated by diﬀraction from a single crystal provides a high-resolution probe
well-suited for atomic-scale structural determination, this XSW period is too small to pro-
ﬁle larger, nano structures, and organic self-assembled multilayers. To extend the XSW
technique to the nanoscale and beyond, one can employ a long-period XSW generated
by total external reﬂection (TER) from a mirror surface [61, 62, 63, 64, 65, 66, 67] or
generated by Bragg diﬀraction from a periodically layered synthetic microstructure (LSM)
[68, 69, 70, 71, 72, 73, 74]. In this section the basic principals for understanding TER-XSW
and ﬁnally the method itself as used in this work are introduced.
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2.1.1 Introduction into Basic Principles
The interaction of electromagnetic waves with matter is described by the complex dielectrici
polarizability χ(r, ω) which can be expressed as
χ(r, ω) =
r0NAλ
2
πA
m(r)[f0 + f
′(ω)− if ′′(ω)]. (2.1)
Here, r0 is the classical electron radius, also known as Thomson scattering length, and is
given by r0 = e
2/(4π0mc
2
0) = 2.818 × 10−5A˚. Furthermore, NA is Avogadro’s number, λ
the electromagnetic wavelength, A the molar atomic mass, and m(r) the mass density. f0
is the atomic form factor and deﬁned as
f0 =
∫
A(r)e
iq·rdV, (2.2)
with A(r) the electron density of a single atom and q the wave vector transfer. f
′(ω) and
f ′′(ω) are energy dependent dispersion and absorption correction factors known as Ho¨nl
corrections [75]. These factors are interconnected by Kramers-Kronig relationsii and gain
in importance at absorption edges.
In case of materials with more than a single atomic species Equation 2.1 loses its validity
and a more general form has to be extracted. In this case of diﬀerent atomic species
k in the material, partial mass densities m,k replace the mentioned mass density with
corresponding f0,k, f
′
k, f
′′
k and partial molar atomic masses Ak, leading to
χ(r, ω) =
r0NAλ
2
π
∑
k
m,k(r)
Ak
[f0,k + f
′
k(ω)− if ′′k (ω)]. (2.3)
Far away from absorption edges this expression can be simpliﬁed written as
χ(r, ω) = χ(r) = −r0λ
2
π
(r), (2.4)
with (r) the electron density of the material. In case of a periodic crystal, it is clear that
χ(r) can be expressed as a Fourier series over the reciprocal lattice as
χ(r) =
∑
h
χhe
ih·r. (2.5)
This can then be split into a constant part χ0 (zeroth Fourier coeﬃcient) and the local
deviation Δχ(r) from it and be expressed as
χ(r) = χ0 +Δχ(r). (2.6)
iMagnetic scattering or magneting dichroism can be described by complex magnetic polarizability which
is not to be dealt with as not in the focus of this thesis.
iiFor a complex function ζ(ω) = ζ1(ω) + iζ2(ω) the Kramers-Kronig relations are given by
ζ1(ω) =
1
π
P ∫∞
−∞
ζ2(ω
′)
ω′−ω
dω′
and
ζ2(ω) = − 1πP
∫∞
−∞
ζ1(ω
′)
ω′−ω
dω′
where P denotes the Cauchy principal value.
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χ0 represents the average polarizability value over the elementary unit cell of the crystal
whereas Δχ(r) takes the crystalline structure into account. At small scattering angles,
as the case in all experiments in this thesis, X-rays average over the elementary unit cell
which leads to the determination that merely the constant part χ0 of the polarizability
χ(r) needs to be considered.
Scattering and refractive properties of matter can be interconnected via polarizability
knowing that in general n = (1 + χ)1/2, with n the complex refractive index. It also
has to be considered that the typical values for (χ) and (χ) are in ranges of 10−5 and
10−7 units, respectively. Thus, in general according to Equation 2.1
n0 = (1 + χ0)
1/2 ≈ 1 + 1
2
χ0 = 1− δ + iβ (2.7)
with
δ = λ2
r0NAm
2πA
(f0 + f
′) (2.8)
and
β = λ2
r0NAm
2πA
f ′′ =
λμ
4π
, (2.9)
with μ the linear absorption coeﬃcient.
δ as noted in Equation 2.7 is a positive real term and, as mentioned, about 5 orders of
magnitude smaller than unity. Thus, the refractive index becomes less than unity, with a
small deviation, though. As the electromagnetic wave velocity in matter is given by c0/n,
this would imply that the speed of light is higher in matter than in vacuum. However, it
should be noted that c0/n is the phase velocity and not the group velocity
iii. Furthermore,
since the refractive index is smaller than unity, total external reﬂection occurs below the
X-ray critical angle of total external reﬂection, αc. According to the small deviation of the
refractive index from unity, αc is in the range of only a few milli-radians. To obtain the
critical angle, the law of refraction at the interface of vacuum and a medium with refractive
index n0 and by neglecting absorption can be written as
iv:
cosαi = (1− δ) cosαt, (2.10)
with αt angle of the transmitted wave (cf. Fig. 2.1). Now let αt = 0. Equation 2.10,
knowing that αc  π2 can then be written as
αc ≈ (2δ)1/2 = λ(r0/π)1/2. (2.11)
Let an incoming plane electromagnetic wave Ei(r, t) with frequency ω illuminate a ﬂat
surface of a medium with a refractive index of n0 at a glancing angle αi (cf. Fig. 2.1). For
αi ≥ αc, a part of the incoming wave Er(r, t) is reﬂected and a part Et(r, t) is transmitted
into the medium. This can all be described as
Ei(r, t) = Eie
i(ωt−ki·r), (2.12)
Er(r, t) = Ere
i(ωt−kr·r), (2.13)
Et(r, t) = Ete
i(ωt−kt·r), (2.14)
iiiGroup velocity is evaluated as dω/dk and is indeed less than c0.
ivNote that for X-rays the angle is measured to the surface and not to the normal of the surface as in
the case by visible light (cf. Fig. 2.1).
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whereas for the wave vectors ki,kr,kt the following relations are valid:
|ki| = |kr| = ki = 2π
λ
=
ω
c0
; |kt| = kt = 2π
λt
=
ω
c0
n0, (2.15)
with c0 the speed of light in vacuum.
n0
xαr = αiαi
αt
krki
kt
z
Figure 2.1: Reﬂection and refraction of an X-ray plane wave at a smooth surface. The
Ewald spheres of incoming and reﬂected (solid line) as well as refracted (dashed line)
waves are sketched with radii given by 2π/λ and 2πn0/λ, respectively. The wave vector
components parallel to the surface are preserved.
The tangential components of the electric (and magnetic) ﬁelds have to be continuous at
the surface. Considering Snell’s law, the z components of the wave vectors can be written
as
ki,z =
2π
λ
sinαi, (2.16)
kt,z =
2π
λ
(n20 − cosαi)1/2. (2.17)
For small angles of incidence compared to the Brewster angle, the Fresnel reﬂection and
refraction coeﬃcients are independent of the polarization state of the X-rays [76] and can
be obtained as follows
rF :=
Er
Ei
=
ki,z − kt,z
ki,z + kt,z
, (2.18)
tF :=
Et
Ei
=
2ki,z
ki,z + kt,z
. (2.19)
The experimentally accessible quantities are the intensities of the reﬂected and transmitted
beam, RF = |rF |2 and TF = |tF |2, respectively, and not their amplitudes.
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Fig. 2.2, left, shows the reﬂected intensity for CuKα radiation
v and diﬀerent ratios of
β/δ as a function of normalized incident angle αi/αc. As visible, in case of no absoption,
the reﬂectivity remains constants and complete in the regime of total external reﬂection,
i.e., until reaching the critical angle. RF decreases rapidly for incident angles. Absorprtion
only plays a role in the vicinity of the critical angle. On the right side of Fig. 2.2 the
penetration depth of the X-ray is depicted. For angles of incidence below the critical
angle, the transmitted wave has got a purely imaginary z-component of the wave vector.
Therefore, an evanescent wave ﬁeld is generated below the surface which is exponentially
damped. This has a penetration depth, Λ, in the order of 10−100 A˚, and is related to total
external reﬂection. For αi values much larger than the critical angle, i.e. the case where
the wave transmits into the medium, the penetration depth is described by the absorption
as deﬁned in Equation 2.9. The penetration depth, Λ, can generally be expressed as
Λ =
λ
2πl
(2.20)
with (considering Equation 2.11 and small αi)
l =
αc√
2
{
(1− x2) +
√
(x2 − 1)2 + (β/δ)2
}1/2
, (2.21)
with x = αi/αc.
Above the critical angle αcΛ scales with β/δ (cf. Fig. 2.2 right). For αi → 0, l tends to
αc and thus, αcΛ = λ/2π
vi. According to Equation 2.11, this means that the penetration
depth below the critical angle (Λ0 = 1/
√
4πr0) is wavelength independent and merely a
function of electron density of the material.
2.1.2 Roughness
Surfaces taken as basis in 2.1.1 where assumed to be sharp, i.e. to show no roughness.
In practice, surfaces and interfaces are always rough. In order to model this roughness
mathematically, the constant refractive index representing a jump to its value from the
previous one, has to be replaced by a continuous variation of the refractive index. As-
suming a multi-layer system, the refractive index of the jth layer can then be written as
nj(x, y, z) corresponding to a continuous variation of electron density j(x, y, z). As the
lateral inhomogenities give merely rise to oﬀ-specular diﬀuse scattering and in this sec-
tion only specular scattering is of interest, the surface structure of an arbitary structure is
laterally averaged over (x, y) and the one-dimensional refractive index turns out to
nj(z) =
∫∫
nj(x, y, z)dxdy. (2.22)
The rough interface can be modelled as an ensemble of smooth interfaces, each having
a probability density Pj(z) with mean value zj and root mean square (rms) σ
2
j (cf. Pic.
vCorresponds to a photon energy of 8048 eV. At this energy, δAu = 4.6147 × 10−5 and αAuc = 0.556◦
[77].
viFor the X-ray wavelength taken as a basis in this section, λ = 1.54 A˚, αcΛ = 0.254 A˚ rad (cf. Fig.
2.2).
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Figure 2.2: Left: Fresnel reﬂectivity RF versus normalized angle of incidence, for an X-
ray beam of wavelength λ = 1.54 A˚ and diﬀerent β/δ ratios. right: αcΛ versus normalized
angle of incidense, for an X-ray beam of wavelength λ = 1.54 A˚ and diﬀerent β/δ ratios
(after [78].
2.3) as follows
zj =
∫
zPj(z)dz, (2.23)
σ2j =
∫
(z − zj)2Pj(z)dz. (2.24)
If the mentioned probability density function is assumed to be Gaussian with zj = 0,
Pj(z) can be expressed as
Pj(z) =
1√
2πσj
exp
(−z2
2σ2j
)
. (2.25)
Thus, the continuous refractive index between the two layers j and j + 1 turns out to
nj(z) =
nj + nj+1
2
− nj − nj+1
2
erf
(
z − zj√
2σj
)
, (2.26)
with the error function deﬁned by
erf(z) =
2√
π
∫ z
0
exp(−ζ2)dζ, (2.27)
and this results into the modiﬁed Fresnel coeﬃcients, yielding [78]
r˜j = rjSj = rj exp
(−2kj,zkj+1,zσ2j ) , (2.28)
t˜j = tjTj = tj exp
(
+(kj,z − kj+1,z)2σ2j/2
)
, (2.29)
with Sj and Tj the so-called Ne´vot - Croce factors [79, 80].
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x
zj σj
Pj(z)nj+1 = 1− δj+1 + iβj+1
nj = 1− δj + iβj z
Figure 2.3: Rough interface with a mean z coordinate value, zj. The surface can be
replaced by an ensemble of smooth surfaces weighted by probability density Pj(z).
2.1.3 Multilayers
In most of the practical cases one does not cope with a single layer but with a stratiﬁed
medium, where all the layers contribute to the reﬂectivity detected. In this section scatter-
ing from a multilayer system, consisting of m rough layers modeled after Ne´vot - Croce (cf.
Sec. 2.1.2), is studied. Vacuum poses the 0th layer with the ﬁrst interface at z0 = 0 and the
substrate counts as the mth layer (cf. Fig. 2.4). The refractive index of each layer, with
thickness dj = zj−1− zj, is nj = 1− δj + iβj. At the interface of any two successive smooth
layers j and j + 1, an electromagnetic wave traveling in j impinging at an angle αij larger
than the critical angle of the layer αcj, splits into a reﬂected wave outgoing at the same
angle (αrj = α
i
j) and a refractive wave transmitted at α
t
j. The generalised z component of
the wave vector in each layer can be written as
kj,z =
2πnj
λ
sin(αij) (2.30)
kj+1,z =
2π
λ
(
(
nj+1
nj
)2 − cos2(αij)
)1/2
. (2.31)
Hence, the Fresnel reﬂection and refraction coeﬃcients in each layer can be stated as
rj =
kj,z − kj+1,z
kj,z + kj+1,z
, (2.32)
tj =
2kj,z
kj,z + kj+1,z
. (2.33)
An X-ray beam impinging on the 0th layer at a grazing incidence angle larger than
the critical angle gets partially reﬂected and refracted. The refracted part experiences the
same scenario, until the beam has reached the substrate which, due to its thickness, is
assumed not to reﬂect at all. Thus, the reﬂectivity measured by these systems is a result
of reﬂections and transmissions in all layers. The electric ﬁeld intensity for reﬂected and
transmitted beams in each layer can be obtained by a recursive approach ﬁrst described in
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Figure 2.4: Schematic multilayer system of m layers. In each layer only one transmitted
as well as reﬂected term, shown as a vector, represents all others.
1954 by Parratt [81]. In this method the reﬂected electric ﬁeld, Erj , and the transmitted
electric ﬁeld, Etj at the top of the jth layer, considering Equations 2.28 and 2.29, are given
by
Erj = a
2
jΞjE
t
j, (2.34)
Etj+1 =
ajE
t
j t˜j
1 + a2j+1Ξj+1r˜j
. (2.35)
Ξj is an auxiliary parameter for recursion described as
Ξj =
r˜j + a
2
j+1Ξj+1
1 + a2j+1Ξj+1r˜j
, (2.36)
and
aj = exp (−ikj,zdj) , (2.37)
with dj the thickness of jth layer.
There is no reﬂection in the substrate such that Erm = Ξm = 0 [82]. For calculating
the reﬂection intensity at the top of the structure, one begins from the substrate with the
information given [83, 84, 85]. Knowing λ and αi0 together with nj and dj of each layer,
the reﬂectivity R can then be obtained as following
R(αi0) = |Er0/Et0|2. (2.38)
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2.1.4 Formation of Standing Waves
As it can be extracted from Eqs. 2.30 and 2.31, kj,z contains both real part, (kj,z), and
imaginary part, (kj,z), whereas absorption of the layer, (βj), contributes to the latter.
According to this, the total ﬁeld intensity in each layer j can be obtained by
I(αij, z) = |Erj (r) + Etj(r)|2
= |Etj(0)|2{exp[−2(kj,z)z]
+R exp[2(kj,z)z] + 2
√
R cos[ν − 2(kj,z)z]}, (2.39)
where ν is the relative phase between the incident and reﬂected E-ﬁeld amplitudes. It is
obvious from Equation 2.39 that a standing wave forms in the jth layer. Interaction of
antinodes of this standing wave ﬁeld with the core electrons of the atoms in the jth layer
(or above layer j + 1) excites the atoms and leads, inter alia, to ﬂuorescence radiation.
This ﬂuorescence yield is detectable and can be calculated as follows
Y (αij) ∝
∫
I(αij, z)ρ
A
j (z)dz, (2.40)
where ρAj (z) is the atomic density distribution as a function of z [86]. It is generally not
possible to deconvolute ρAj (z) when Y (α
i
j) is known. Therefore, a model density distribu-
tion function has to be established and get veriﬁed by being inserted in relation 2.40 while
performing ﬁtting steps.
Ki Kr
αi0 D
λ
Figure 2.5: X-ray standing wave ﬁeld formed on top of a mirror by interference of an
incoming and a specular-reﬂected beam.
Neglecting the absorption of the jth layer and in total external reﬂection regime leads
to (kj,z) = 0. Considering Equation 2.39, the standing waves intensity on top of the layer
j + 1 increases from 0 to 4|Etj(0)|2 as αij is increased from 0 to αij = αcj. For j = 0, i.e. in
vacuum, refering to Equation 2.30, Equation 2.39 can be simpliﬁed to [62, 83, 87, 88, 89]
I(αi0, z) = |Etj(0)|2[1 +R + 2
√
R cos(ν − 2πz/D(αi0))], (2.41)
with D(αi0) the period of the planes with maximum intensity parallel to the surface (cf.
Fig. 2.5), given by:
D(αi0) = λ/2 sin(α
i
0). (2.42)
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Al Kα Ag Lα Cu Kα
1486.7 eV (8.34 A˚) 2984.3 eV (4.15 A˚) 8047.8 eV (1.54 A˚)
Element αc Dc αc Dc αc Dc
(density [g/cm3]) [˚] [nm] [˚] [nm] [˚] [nm]
Si (2.33) 1.11 21.4 0.6 20.1 0.223 19.3
Au (19.32) 2.59 9.2 1.35 8.9 0.556 7.7
Pt (21.45) 2.64 9.0 1.46 8.2 0.584 7.4
Ir (22.42) 2.68 8.9 1.51 8.0 0.597 7.2
Table 2.1: Critical angle and critical period of diﬀerent elements calculated for three
x-ray energies [77].
By increasing the incidence angle from zero, the ﬁrst antinodal plane propagates from
inﬁnity towards the surface until the critical angle is reached. Thus, the larger the critical
angle is, the smaller are the reachable periods, as extractable from Equation 2.42, and
therefore, smaller structures on the surface can be investigated. Having tunable intensity
period is predominent advantage of TER-XSW method in comparison to the conventional
XSW. Decreasing the wavelength hardly decreases the critical period Dc := D(α
c
0), despite
the seeming linear dependency in Equation 2.42, as the critical angle is also wavelength
dependent:
Dc =
λ
2 sinαc0
≈ λ
2αc0
≈ λ
2λ
√
reρ/π
=
1
2
√
reρ/π
. (2.43)
Equation 2.43 clearly demonstrates that if absorption is negligible, the critical period
depends exclusively on the material. It is reciprocally proportional to the square root of
the electron density. Thus, the denser the mirror is, the smaller is the critical period.
Table 2.1 shows the critical angle and period for Si, as a standard substrate material
in comparison to three of the densest elements at common x-ray energies. Si has, as
expected, the smallest critical angle and the largest period of all of them. This makes Si
inappropriate for investigation of structures smaller than about 20 nm. Ir on the other
hand, exhibits, together with Au and Pt, critical periods down to 7 nm. This is the physical
size limitation of structures which can be resolved, if brought directly onto a mirror surface
to be investigated.
Figure 2.6 shows the contour plot of the standing wave ﬁeld intensity on top of a smooth
Au mirror Cu Kα radiation as a function normalized incidence angle and the distance to
the mirror, together with the intensity oscillation at two ﬁxed distances from the mirror,
z = 8 nm and z = 23 nm. These two distances were chosen as examples for positions where
for αi0 = α
c
0, antinodes exist. It can easily be obtained that the atoms at higher distances
to the surface of the mirror get more often excited as more antinodes pass them by.
2.2 X-ray Absorption Fine Structure
In this section we brieﬂy describe the theoretical background for XAFS measurements
carried out in this work, beginning with some general information about X-ray absorption,
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Figure 2.6: TER-XSW intensity above a Au mirror at 8048 eV. Top: The intensity is
shown as a function of the normalized incidence angle and the distance to the surface.
Bottom: The intensity of the standing waves at two ﬁxed distances to the mirror as a
function of normalized incidence angle.
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carrying on to EXAFS method.
2.2.1 X-ray Absorption
An X-ray penetrating into a material loses intensity due to elastic scattering (Rayleigh
scattering), inelastic scattering (Compton scattering) and especially due to photoelectric
absorption, where the X-ray photon is absorbed by the atom, and the excess energy is
transferred to an electron, which is expelled from the atom, leaving the atom ionized.
  
K edge
L edges
Figure 2.7: Mass attenuation coeﬃcient (μ/) of xenon vs. photon energy [90].
The intensity loss occuring due to penetrating in an absorbing material of thickness d
can be described by Lambert-Beer law as
I = I0 exp(−μd), (2.44)
with I0 intensity of the incoming beam, I intensity of the transmitted beam and μ the
linear absorption coeﬃcient (cf. Equation 2.9). By determination of the absorption coeﬃ-
cient over a large energy range, big jumps in the course are apparent. Fig. 2.7 shows, as an
example, course of the mass attenuation coeﬃcient μ
vii of a noble gas vs. energy. These
so-called absorption edges come about precisely there as the photon energy is enough to
merge an electron from a speciﬁc shell into the continuum, leaving a hole behind. There-
after, one of the electrons in an outer shell ﬁlls the hole. The excessive energy can be
then emitted as a photon, i.e., ﬂuorescent X-ray emission, or excite another electron from
viiThe mass attenuation coeﬃcient is a measurement of how strongly a chemical species or substance
absorbs or scatters light at a given wavelength, per unit mass. It is after μd = (μ/)d = μd proportional
to linear absorption coeﬃcient μ.
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a higher shell into the continuum, i.e., Auger electron emission.
With two detectors, that measure the intensity in front of and behind the sample, μd
gets extractable. Having a non-transparent sample, ﬂuorescent emission, photo electrons,
or Auger electrons can also be measured, as these signals are also proportional to X-ray
photon absorption.
Figure 2.8: XAFS spectrum of Co K-edge, subdevided in to XANES and EXAFS regions.
Absorption spectra of solid state materials, contrary to monoatomic gases demonstrate
a ﬁne structure which is due to the scattering of the photoelectrons at the neighbouring
atoms of the absorbing atom (cf. Fig. 2.8). The ﬁne structure above the absorption
edge is denoted as X-ray Absorption Fine Structure (XAFS) and is subdevided into two
regions: X-ray Absorption Near Edge Structure (XANES), which extends to about 30
eV above the edge, and Extended X-ray Absorption Fine Structure (EXAFS), the region
about 1 keV above the edge. By EXAFS data analysis conclusions about the atomic
vicinity of an absorbing atom are obtained. XANES, however, delivers information about
the electronic structure of the absorbing atom. Since only EXAFS analysis is in the
focus of this work, only this will be explained in the following subsection and theoretical
backgrounds regarding XANES [91, 92] will be omitted.
2.2.2 Extendend X-ray Absorption Fine Structure
A core electron excited by absorption of an X-ray photon with suﬃcient energy propagates
as spherical wave (primary wave) in the mater and scatters at neighbouring atoms, the so-
called backscatterers (secondary waves). Both primary and secondary waves then interfere,
depending on the phase, destructively or constructively. The transition of an electron can
be described by Fermi’s golden rule as
μ(E) ∼ |〈f |H|i〉|2, (2.45)
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where E is the photon energy, |i〉 the initial state, |f〉 the ﬁnal state andH the Hamiltonian
operator. The ﬁnal state, unlike the initial state, is inﬂuenced by the neighbouring atoms
of the absorbing atom. The absorption probability increases or decreases by constructive
or destructive interference, respectively. Furthermore, the wavelength of the primary as
well as secondary waves depends on the energy of the absorbed X-ray photons. Thus, the
photon energy also changes the absorption probability.
The ﬁne structure χ(E) above the absorption edge is mathematically described by
χ(E) =
μ(E)− μ0(E)
Δμ0(E0)
, (2.46)
where μ(E) is the measured absorption coeﬃcient, μ0(E) the absorption coeﬃcient of an
isolated atom and Δμ0(E0) the measured height of the edge stroke (cf. Fig 2.9).
Figure 2.9: Measured absorption coeﬃcient of Co, μ(E) (blue), and absorption coeﬃcient
of an isolated Co atom μ0(E) (red) vs. photon energy. The edge strokeΔμ0(E0) is indicated
[93].
The ﬁne structure is due to the wave character of the photoelectrons. Hence, it would
be useful to convert the photon energy E to k, i.e. the modulus of the wave vector k:
k =
√
2m(E − E0)
2
, (2.47)
with m the electron mass and E0 the energy of the absorption edge. Fig. 2.10 left shows
the ﬁne structure χ(k) obtained by this conversion. In this case the oscillations fall oﬀ
rapidly by increasing k. Hence, for the data analysis the ﬁne structure gets commonly
weighted by k, k2 or k3. Fig. 2.10 right shows the ﬁne structue χ(k) weighted by k2.
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Figure 2.10: EXAFS ﬁne structure of Co, left: not weighted and right: weighted with
k2.
The ﬁne structure can be described by the EXAFS equation [94] as
χ(k) =
∑
j
NjS
2
0 · Fj(k)
sin(2kRj + δj(k))
kR2j
· e−2σ2j k2 · e
−2Rj
λj(k) . (2.48)
This is the sum of all backscattering contributions of Nj backscatterers of each coordina-
tion shell j with distance Rj to the absorbing atom. Fj(k) is the amplitude function of the
backscatterers, which depends on the atoms. Thermal oscillation and statistical disorder of
the atoms extenuate the ﬁne structure. These are described by exp(−2σ2jk2), with σ2j the
Debye-Waller factor. In order to be able to inﬂuence the ﬁnal state, the photoelectron has
to be backscattered to the absorber atom before the hole is ﬁlled by another electron. Both
of these eﬀects can be described by a damping term exp(−2Rj/λj(k)) regarding the mean
free path λj(k). This describes the mean path of an electron before getting inelastically
scattered or before the hole is reﬁlled. This makes EXAFS a local characterisation method.
Since long-range order is not necessary even non-crystalline samples can be probed. δj(k)
is the total phase shift by phase jumps at the absorber atom and backscatterers. The am-
plitude reducing factor S20 is the passive electron reduction factor and due to the relaxation
of the electrons remaining in the absorber atom [95].
A Fourier transform transfers the ﬁne structure into a pseudoradial distribution function
(cf. Fig. 2.11). Each peak can be assigned to a coordination shell. Note that the peaks
are shifted about 0.2 − 0.5A˚ towards origin due to the phase shift. Knowing the phase
and backscattering amplitude function of each backscatterer together with the mean free
path, the ﬁne structure delivers information about the kind, number and distance of the
neighbouring atoms.
2.3 Grazing-Incidence Small-Angle X-ray Scattering
Small-angle X-ray scattering (SAXS) denotes the elastic scattering of monochromatic X-
ray beam under small scattering angles (Thomson scattering). When the X-ray beam
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Figure 2.11: Real part and modulus of the pseudoradial distribution function.
penetrates the matter the electrons are forced into oscillation and send out secondary
radiation. If the sample compound contains colloidal structures larger than the wave
length of the X-ray beam, then interference of these waves appear at small angle. The
X-ray beam is scattered by the electrons, so the small angle scattering appears if and only
if the regions of the colloidal dimensions diﬀer in their electron density values.
An incoming plane wave of wavelength λ and wave vector k scatters elastically (|k| =
|k′|) at the electrons of the sample atoms. The scattered spherical wave can then be
detected by e.g. a two-dimensional position-resolving detector under the scattering angle
2θ (cf. Fig. 4.6). The scattering vector q depends on the wavelength and the scattering
angle, as |q| = q = 2k sin θ = 4π/λ sin θ. The modulus of the scattering vector, q, speciﬁes
a characteristic length, L ≈ 2π/q. Let qmin be the minimum reachable q-value in a SAXS
experiment, then the maximum structural inhomogeneity which can be analyzed has got
a size of Lmax ≈ 2π/qmin [96].
The conventional SAXS geometry is not suitable for investigation of mesoscopic objects
on a substrate due to the fact that depending on the incidence angle a part of the incoming
beam transmits into the substrate (cf. 2.1.1). Therefore, a reﬂection geometry with grazing
incidence (GISAXS) is chosen here, combining SAXS with surface sensitivity. This idea
was ﬁrst applied by Levine et al. [97, 98].
Performing GISAXS measurements by averaging over the whole illuminated surface
area, precise information about the average particle-particle distance is delivered and this
allows to quantify the degree of ordering of the nanoparticles in the ﬁlm. For a general and
quantitative GISAXS analysis of free-standing islands, a theoretical treatment within the
framework of the distorted-wave Born approximation (DWBA) is demanded [99, 100, 101].
However, with respect to the value of the lateral component of the scattering vector q||
there is no diﬀerence of the DWBA to a simpliﬁed description according to the simple
Born approximation, hence application of the latter is justiﬁed.
By ﬁtting Lorentzian shape functions, which was found to yield satisfactory results
in our case, the mean particle-particle distance 〈d〉 can be calculated from the in-plane
distance between the two ﬁrst-order satellite peak positions Δq|| (cf. Fig. 2.12) by virtue
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of the relation [102]
〈d〉 = 2√
3
4π
Δq||
. (2.49)
Furthermore, the peak width δq (cf. Fig. 2.12) provides a measure for the degree of
ordering in the ﬁlm. Accordingly, the correlation length Γ of the particle arrangement may
be deﬁned as Γ = 2π/δq. However, this deﬁnition is by no means unique and generally
depends on the model of correlation assumed for the analysis [103].
  
q
q
Figure 2.12: left: GISAXS CCD image of a sample of deposited CoPt3 NPs. The
horizontal black line indicates the position of the extracted line proﬁle. right: The line
proﬁle obtained from the GISAXS CCD image. q||. Δq|| as well as δq are indicated here.
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Chapter 3
Experimental Details I (Sample
Preparation)
This chapter deals with sample preparation and contains information about the substrate
choice, support functionalization and optimization of nanoparticle coating processes. The
question of sample preparation can be tackled from diﬀerent points of view, here explained
in a step-by-step approach.
3.1 Substrate
In order to be able to to perform TER-XSW and GISAXS measurements, the nanoparticles
have to be supported on a substrate (cf. 2.1 and 2.3). The ﬁrst runs of the TER-XSW
measurements were performed on nanoparticles deposited on Si(100), because of prevalence
of this common substrate and previous GISAXS investigations on the same system in our
group [103]. Corresponding TER-XSW experiments, however, remained without any dis-
tinct success. The reﬂectivity signal delivered information about the layer thicknesseses
etc. but the ﬂuorescence signal did not show any oscillations and, therefore, could not be
used for a reliable structural characterization. Looking back into Table 2.1, one compre-
hends that due to the relatively low density of Si, its crtitical period Dc is at about 20
nm and thus, relatively large. This is, thereupon, not appropriate to investigate particles
with diameters up to 8 nm. Hence, a material with a higher density has been used as the
TER-XSW mirror in the following.
It is possible to coat Si substrates with polycrystalline Au layers in diﬀerent desired
thicknesses via physical vapour deposition [104]. Due to the polycrystalline nature of these
Au ﬁlms, the surface of the Au layer is rough. It is known that in case of thin ﬁlms this
roughness depends on the thickness of the Au layer [105], meaning that the thicker the
Au layer is the rougher the surface becomes. On the other hand, as already described by
Equations 2.20 and 2.21, depending on the photon energy a penetration depth of photons
can be calculated. In order to be able to use Au as a bulk-like mirror a minimum thickness
is necessary. A thickness of about 35 nm has been considered as appropriate for diﬀerent
possible photon energies. For such a layer thickness, a nominal roughness of ±1 nm has
been stated by the manufacturer [50].
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cobalt platinum
concentration concentration
0.5 mgl−1 1 mgl−1
1 mgl−1 2 mgl−1
2.5 mgl−1 3 mgl−1
5 mgl−1 5 mgl−1
10 mgl−1 10 mgl−1
Table 3.1: Diﬀerent solutions of known concentration used for AAS calibration
The critical period of standing waves in total reﬂection for Au is about 8 nm (cf. 2.1.4).
Investigation of particles with almost the same size as in the case of this work and having
Fig. 2.6 in mind, which shows the oscillation going through this distance from the mirror
lead to the point, looking for methods which can elevate the nanoparticles to higher vertical
positions. The more antinodes go through the particles, i.e., the more oscillations are the
case at a speciﬁc position, the preciser the evaluation of the TER-XSW data. This fact, to-
gether with the idea of potential functionalization of the substrate for diverse applications
has developed the idea of using self-assembled molecules. For this sake, it was important
to use relatively long molecules with stable bounding potential to substrate from one end
and the nanoparticles from the other end. Hexadecanethiol (HDT) has turned out to be
appropriate for this purpose (cf. 1.3.1). In order to coat the Au/Si substarte with HDT
SAMs, the wafer was cut into ∼ 10 × 10 mm2 pieces and laid into 50 ml of a 10 mM
alcanethiol solution of HDT and ethanol for 24 hours. They were subsequently rinsed and
dried by high purity ethanol and nitrogen gas, respectively [106]. Processing the Au/Si
samples with SAMs is very accessible, and thus has been always the case.
3.2 Atomic Absorption Spectrometry
After the CoPt3 solution has been prepared as described in 1.2.1 the concentration of the
solution has to be determined. This is performed by atomic absorption spectroscopy (AAS)
method. For that 100 μl of the solution is vaporized into a beaker solved by 1 ml aqua
regia (HNO3/HCl=3/1).
AAS is mainly based on Lambert-Beer law (cf. 2.2.1). A light source emits light with
diﬀerent wave lengths of a deﬁned intensity. An atomization unit, placed in the light
path, atomizes the sample, whose concentration has to be determined. Atomization of
the elements takes place using a gas ﬂame, into which the sample solution is sprayed. The
intensity of the light after the atomization unit is reduced due to the absorption in the atom
cloud. The two intensities before and after the ﬂame are compared. It can consequently
be determined which amount of the intensity of a deﬁnite wave length has been absorbed
. The higher the concentration, the higher the absorption of the emitted light.
A calibration step is required before starting with the actual measurement. This was done
by diﬀerent concentrated solutions of Co and Pt, listed in Table 3.1.
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3.3 Coating Processes
As already described in 1.3, two main processes for coating the substrates with nanopar-
ticles have been set in. In order to optimize the spin coating parameters, methods of
statistical experimental design [107] have been used. In case of dip coating these parame-
ters were mainly adopted from [38]. In the following a short introduction into statistical
experimental design will be given and the results gained applying this method will be
presented.
3.3.1 Statistical Experimental Design
Statistical Experimental Design or design of experiments (DoE) is the design of any
information-gathering exercises where variation is present. Here, the experimenter is inter-
ested in the eﬀect of some process or intervention on the yield. Small number of experiments
and simultaneous variation of all factors with an eﬀect on yield are some of the advantages
of this systematic method. The stages in the DoE process can be itemized as follows
1. problem formulation
2. ﬁnding out the dominating factors and desicion about
(a) Full Factorial Design
(b) Fractional Factorial Design
3. Finding optimal regions of operability
4. Response surface modeling and optimization
5. Testing the Robustness
Full Factorial Design
In this variation of DoE two acceptable values, denoted with −1 and 1, are chosen for
all the important variables. Each possible combination of the values corresponds to an
experiment. Let x be the number of variables, from this it follows that 2x experiments
have to be performed. Fig. 3.1 shows an example for two variables. Furthermore, the
scheme show that although only four experiments have been performed, a large range of
possible combinations are covered. It is possible determine the eﬀects of each variable
on the yield. The eﬀect of a variable Mx is deﬁned as the midiﬁcation of the yield by
modifying the variable from −1 to 1. Contemplating the ﬁrst two experiments one comes
to the conclusion that the diﬀerence between the two yields y1 and y2 could have only
been originated by variable x1 as x2 has remained constant. The same is the case for the
diﬀerence between y3 and y4. Respectively, the diﬀerences between y1 and y3 as well as y2
and y4 are originated by x2.
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Figure 3.1: Example of a full factorial design for two variables
The eﬀect of a varible can be calculated as the mean value of the yield diﬀerences so that
they can be determined independently:
M1 = [(y1 − y2) + (y3 − y4)]/2 (3.1)
M2 = [(y1 − y3) + (y2 − y4)]/2. (3.2)
In general, the eﬀects of the variables in case of N experiments can be calculated as follows
Mi =
[
N∑
n=1
(xi,n.yn)
]
/(N/2). (3.3)
Furthermore, this method allows to cal-
 
x1
y
b1
b0
1−1
Figure 3.2: Yield changes vs. modiﬁcation
of variable x1
culate the interaction eﬀects of two vari-
ables. As an example, the both diﬀerences
(y2 − y1) and (y4 − y3) must not have the
same value even though both are originated
by modiﬁcation of the same variable. This
distinction can be led back to the interac-
tion between the variables and can be cal-
culated as
Mi,j =
[
N∑
n=1
(xi,n.xj,n.yn)
]
/(N/2). (3.4)
In order to develop a linear model for
calculation of diﬀerent eﬀects on the yield,
one starts with determination of the slope of the straight line, bx, originated by applying
yield y vs. viariable x (cf. Fig. 3.2).
As already mentioned, the yield diﬀerence, Δy, complies with the eﬀect M so that the
slope coeﬃcients can be expressed as bi = Mi/Δx = Mi/2.
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(+)(+)(−)
(−)(−)(−)
(+)(−)(−)
(−)(+)(−)
(−)(−)(+)
(+)(−)(+)
(−)(+)(+)
(+)(+)(+)
(−)(+)(−)
(+)(−)(−)
(+)(+)(+)
(−)(−)(+)
Figure 3.3: Graphical representation of design of experiments with three variables in full
factorial design (left) and fractional factorial design (right). By reducing the number of
variables from three to two (going to fractional version) the number of experimnets are
strongly reduced.
Equation 3.5 shows the linear equation in case of two variables:
y = b1.x1 + b2.x2 + b12.x12 + b0, (3.5)
with x12 = x1.x2. The ﬁrst term takes the eﬀect of variable x1 into account, the second,
the eﬀect of x2 and the third the interaction between the variables, with bij = Mij/2. b0 is
the mean yield of all experiments calculated as
b0 =
[
N∑
n=1
(yn)
]
/N (3.6)
Fractional Factorial Design
The disadvantage of full factorial design is that in case of n variables 2n have to be
performed, which can easily get expensive. In order to reduce the number of experi-
ments the fractional factorial design can be applied. The idea is based on an assumption
equating experiments, by which the simultaneous modiﬁcation of the variables are sim-
ilar regardless the initial values. As an example, an experiment with the combination
x1x2x3 = (+1)(+1)(−1) contains the same information as x1x2x3 = (−1)(−1)(+1), as
in both case x1 and x2 have been simultaneously modiﬁed. Fig. 3.3 intimates that the
possessed space of all combinations after reduction is still large without having lost much
of information, even after the number of experiments have been halved.
The experiments for n variables can be set up the same as in case of full factorial design
for n − 1 variables succeeded by letting xn = x1x2...xn−1. The calculation of the eﬀects
and coeﬃcients of the variables is then fulﬁlled as by full factorial design [107].
Coverage of the functionalized Au/Si substrate by nanoparticles was deﬁned as yield
by optimizing the coating processes and was determined using ImageJ software [108] after
SEMi investigations on the samples. The uncertainty of coverage determination of the
iscanning electron microscopic
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samples was rather large so that the full factorial design has been chosen for designing the
experiments as well as a qualitative evaluation. Precise coverage calculations, due to the
lack of precision, could not have been performed.
3.3.2 Spin Coated Samples
The principle of spin coating is already treated in 1.3.2. Here are some details of the spin
coating steps we have taken described going over to optimization parameters choice, ending
up with the qualitative inﬂuence of each parameter on the coverage of the surface.
The functionalized substrate is placed in the middle of a rotaing plate with a small
vent hole through which a vacuum is drawn so that the sample does not ﬂy away during
rotation. By means of an Eppendorf pipette a deﬁned amount of nanoparticle solution is
dropped on the substrate. It is possible to let the substrate rotate at an initial speed when
dropping, or start rotating after having dropped the solution, or even drop the solution
while accelerating to the ﬁnal speed. Thereupon, the sample rotates at its ﬁnal speed for
a certain time. The parameters which can be set by the spin coater are the initial speed,
ﬁnal speed and respective durations as well as the acceleration time in between for reaching
the ﬁnal speed. Furthermore, other parameters like the amount of solution dropped, as
well as solvent and the concentration of the nanoparticle solution have to be studied.
Final Speed
The ﬁnal speed has turned out to have a small eﬀect on the coverage. This could be due
to the fact that prior to reaching the ﬁnal speed, the nanoparticle structure has reached
an almost ﬁnal form and then ’only’ the rest of the solvent vaporizes. Fig. 3.4 makes the
inﬂuence of this parameter at otherwise identical conditions clear. The CoPt3 NPs can be
seen as dark islands on the bright grainy surface of Au. The SAM layer can not be resolved
by SEM. For small coverages one tends to the statement that in case of larger ﬁnal speeds
the nanoparticle islands are further apart or the nanoparticle network is thinner. In case
of large coverages no diﬀerences are visible (not shown here).
Amount
If too much nanoparticle solution is droped on the substrate the excessive amount would
ﬂy away due to the acceleration. Therefore the amount merely needs to be enough to cover
the whole sample. The practical values we’ve obtained are about 20 μl for smaller samples
of ≈ 5× 5 mm2 and 30− 40μl for larger samples of ≈ 10× 10 mm2.
Rotating Duration
This factor has also turned out to have a small impact on the coverage. Fig. 3.5 shows
diﬀerent durations at otherwise identical conditions where no remarkable diﬀerences are
visible. The only point of importance at this is to rotate the sample so long as the whole
solvent is vaporized, as after this no changes take place on the surface of the substrate.
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2000 rpm
(5 s at 500 rpm, 0.9 m%, 60 s, 20 μl)
5000 rpm
(5 s at 500 rpm, 0.9 m%, 60 s, 20 μl)
3000 rpm
(0.45 m%, 40 s, 20 μl)‡
8000 rpm
(0.45 m%, 40 s, 20 μl)‡
Figure 3.4: Scanning electron micrographs of CoPt3 nanoparticles (dark) deposited on
Au (bright and grainy). Except for ﬁnal speed all other parameters (initial speed, concen-
tration, rotating duration and amount) are similar for each row of pictures. ‡ indincates
the case as solution drop have taken place during the acceleration to the ﬁnal speed and
not at a constant inital speed.
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20 s
(5 s at 500 rpm, 0.45 m%, 2000 rpm, 20 μl)
60 s
(5 s at 500 rpm, 0.45 m%, 2000 rpm, 20 μl)
20 s
(5 s at 500 rpm, 0.9 m%, 5000 rpm, 20 μl)
60 s
(5 s at 500 rpm, 0.9 m%, 5000 rpm, 20 μl)
Figure 3.5: Scanning electron micrographs of CoPt3 nanoparticles (dark) deposited on
Au (bright and grainy). Except for the rotating duration all other parameters (initial
speed, concentration, ﬁnal speed and amount) are similar for each row of pictures.
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Concentration
Concentration has apparently got the largest impact on the system. This does not be-
have linear though, i.e. by doubling the concentration the coverage is not doubled. Fig.
3.7 shows samples only diﬀerent in the concentration of the solution droped. The sample
prepared by 0.15 m% concentration shows a coverageii of 5 − 10 %. Both samples with
concentrations 0.45 m% and 0.9 m% a coverage of 25−35 %, thus to some extent the same
coverage despite double concentration. The 1.35 m% sample shows a coverage of 45 %.
In case of a small nanoparticle concentration like 1.8 m%
(5 s at 1000 rpm, 40 s, 4500 rpm, 20 μl)
Figure 3.6: Multilayers of CoPt3
nanoparticles due to the high concen-
tration of the solution.
0.15 m%, very small domains consisting of a few
nanoparticles appear. Furthermore, many sepa-
rate particles are dispersed between the islands.
In a nanoparticle concentration range between
0.3 m% and 0.9 m% the domains are larger and
connected to each other. On the other hand if the
concentration is too high (nearly 2 m%) multilay-
ers instead of the sought monolayer are formed
(cf. Fig. 3.6). Note that in non of the cases a cov-
erage of 100 % was obtained. Even in cases where
multilayers were formed, the very ﬁrst layer wasn’t
completely closed.
The optimal concentration range is between
0.45 m% and 0.9 m%.
Solvent
The properties of the solvents strongly inﬂuence the morphology of the NP domains. Hex-
ane (CH3(CH2)4CH3) has got a higher vapor pressure (160 hPa @ 20
◦C [109]) and a lower
viscosity (0.326 mPa.s [109]) than toluene (C6H5CH3) with 29 hpa @ 20
◦C and 0.6 mPa.s
[110], respectively. Having the nanoparticles solved in hexane the islands or networks
of particles are distributed uniformly on the substrate. However, using toluene leads to
branch-like multilayer forms on the susbtrate as can be seen in Fig. 3.8.
All of the nanoparticles deposited and investigted in this thesis were solved in hexane.
Initial Speed
It has turned out to be important by which conditions the nanoparticle solution is droped
on the substrate as here the solution is distributed on the surface and can potentially
be formed into a uniform monolayer. Three diﬀerent variants were tested: droping on a
substrate at rest, droping on a substrate which rotates at a constant speed of 500 rpm or
1000 rpm, and droping during the 5 seconds time as the substrate is accelerated to its ﬁnal
speed.
In case of a resting substrate, the solution is not distributed until the sample is accelerated
iiReminder: All coverages are determined using ImageJ software, cf. Fig. 5.4.
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0.15 m%
(5 s at 500 rpm, 40 s, 3000 rpm, 20 μl)
0.45 m%
(5 s at 500 rpm, 40 s, 3000 rpm, 20 μl)
0.9 m%
(5 s at 500 rpm, 40 s, 3000 rpm, 20 μl)
1.35 m%
(5 s at 500 rpm, 40 s, 3000 rpm, 20 μl)
Figure 3.7: Scanning electron micrograph of CoPt3 nanoparticles (bright) deposited on
Au (dark and grainy). Except for the concentration all other parameters (initial speed,
rotating duration, ﬁnal speed and amount) are similar for all pictures.
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(5 s at 1000 rpm, 40 s, 3000 rpm, 20 μl) (5 s at 1000 rpm, 40 s, 3000 rpm, 20 μl)
Figure 3.8: Scanning electron micrograph of CoPt3 nanoparticles (dark) solved in toluene
deposited on Au (bright and grainy)
which leads to a very patchy coverage as well as multilayers on the surface, as can be seen
in Fig. 3.9. In case of dropping on a substrate rotating at a constant speed the solution (if
not rotated by droping
(40 s, 4000 rpm, 20 μl)
not rotated by droping
(40 s, 4000 rpm, 20 μl)
Figure 3.9: Scanning electron micrograph of CoPt3 nanoparticles (dark) solved in toluene
deposited on Au (bright and grainy). A patchy multilayer is visible.
in the optimal concentration range) is distributed homogeneously on the surface making
no multilayers as has been seen in Figs. 3.4, 3.5, and 3.7 presented before.
Fig. 3.10 shows samples prepared by the same conditions except for the initial speed. As
can be seen the surface coverage of the samples prepared by droping during accelerating to
the ﬁnal speed is network-like. This could be due to the fact that the solution is distributed
very fast and some voids are originated in the ﬁlm before the solvent is vaporized. Here,
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some multilayer domains are also visible. In case of constant initial speed and concentra-
tions between 0.3 and 0.6 m% monolayers are formed that have only few voids and look
uniform with a locally hexagonal symmetry.
5 s acceleration
(0.45 m%, 40 s, 8000 rpm, 20 μl)
1000 rpm
(0.45 m%, 40 s, 8000 rpm, 20 μl)
5 s acceleration
(0.45 m%, 40 s, 3000 rpm, 20 μl)
1000 rpm
(0.45 m%, 40 s, 3000 rpm, 20 μl)
Figure 3.10: Scanning electron micrograph of CoPt3 nanoparticles (dark) deposited on
Au (bright and grainy). Except for the initial dropping condition all other parameters
(concentration, rotating duration, ﬁnal speed and amount) are similar for all pictures.
Synopsis
Spin coating is a fast and eﬃcient method for depositing ordered structures of nanopar-
ticles on a surface. Fig. 3.11 shows two of the best CoPt3 nanoparticles on HDT-SAM
functionalized Au-coated Si samples. As visible a very well ordered semi-closed monolayer
of particles is formed which is a good requisit for performing TER-XSW as well as GISAXS
investigations. In no case it was possible to reach a 100 % coverage as always some voids
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(5 s at 1000 rpm, 0.45 m%, hexane, 40 s, 3000
rpm, 20 μl)
(5 s at 1000 rpm, 0.45 m%, hexane, 40 s, 8000
rpm, 20 μl)
Figure 3.11: Two of the best CoPt3 NP samples prepared by spin coating at the given
conditions.
in the layer came about. Increasing the concentration, to give an example for a possibility
to increase the coverage, leads to generation of multilayers even before the ﬁrst layer is
completely closed. It is a general observation that even in case of samples with high density
of multilayer domains, voids have been found in the ﬁrst layer.
As already mentioned, the optimal nanoparticle so-
Figure 3.12: Heaps of CoPt3
NPs at an edge of a sample.
lution concentration range is between 0.45 m% and 0.9
m% in a hexane solvent. The ﬁnal speed of spin coat-
ing can be somewhere between 3000 and 8000 rpm,
whereas the higher speeds tend to produce more uni-
form layers. As ﬁnal spinning duration 40 seconds has
been set in in order to make sure that the solvent is
completely vaporized, even though the ordering of the
nanoparticles on the substrate is not changed after 20
seconds. For the dropping condition the best results
were gained when the sample was rotating at a con-
stant speed at the moment of dropping. This initial
speed must not fall below 500 rpm. The best results
were achieved by an initial speed of 1000 rpm.
Disadvantages of Spin Coating
A problem which emerges using spin coating is that not the whole surface of the sample
gets uniformly covered, i.e., nanoparticles are heaped up at the edges of the sample (cf.
Fig. 3.12). This is due to the fact that the form the solution is distributed on the square
sample is because of centripetal force, circle like. On the border of this so-made circle the
amount of partciles is not the same as elsewhere, which leads to formation of the mentoned
nanoparticle heaps.
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Furthermore, there are always problems by dropping the the solution from an Eppen-
dorf pipette as not always the whole amount is released, and not always in the middle
of the rotating sample due to the shaking hand. All these reasons lead to a partial non-
reproducibility of this method, which, however, in principle could be avoided by a more
reliable, automated spin coating setup.
3.3.3 Dip Coated Samples
The principle of dip coating is already de-
Figure 3.13: Dipping speed of 14
mm/min by a concentration of 11.1
mmol/l leading to a high inhomogene-
ity of the surface coverage.
scribed in section 1.3.3. In the present section
we focus on some technical details used for de-
positing CoPt3 nanoparticles. The dip coater has
been designed and developed in our own groupiii.
The substrate can be ﬁxed on a sample holder
with a clip ﬁxing it from the side so that the
whole surface of the sample is free and can un-
obstructedly come into contact with the solution
into which the sample is dived. A motor with ad-
justable speed depending on the applied voltage
pulls the sample out of the solution. As we dive
the samples into the solution all at once, the only
parameters remaining tunable for dip coating are
concentration of the nanoparticle solution as well
as the speed by which the samples are pulled out
(dipping speed)iv.
As already mentioned, for the dip coating pro-
cesses we have begun with the parameters reported in [38]. Four samples were prepared
with dipping speeds of 2 mm/min and 10 mm/min each at nanoparticle solution concen-
trations of 2.4 mmol/l and 4 mmol/lv Uniform monolayers were obtained in all cases. We
have also observed that the coverages of the samples prepared from solution of a concen-
tartion do not diﬀer from each other; and very much diﬀer from the sample prepared with
other solutions with other concentrations, so that the higher the concentration, the higher
the coverage of the sample The speed of dipping has apparently an impact on the length
scale of the island network of the nanoparticles and less on the coverage, as visible in Fig.
3.14. In the samples presented in the ﬁrst row of Fig. 3.14 (solution concentration of 2.4
mmol/l), the one with a lower dipping speed shows a coverage of 36 % and the higher
dipping speed 30 %, i.e. virtually the same coverage, if inaccuracies due to the local obser-
vation on the surface of the sample are taken into account. In the second row a coverage
of 44 % for the slower and 41 % for the faster dipped samples were determined.
This increase of coverage with increasing concentration has also got upper limits. By going
iiiFor details see Appendix A.
ivBecause of the knowledge obtained from section 3.3.2 we did not try using other solvents than hexane
for the dip-coated samples.
vAll concentrations in this section are given in mmol/l to be reconciled with [38].
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(2.4 mmol/l, 2 mm/min) (2.4 mmol/l, 10 mm/min)
(4 mmol/l, 2 mm/min) (4 mmol/l, 10 mm/min)
Figure 3.14: Scanning electron micrograph of CoPt3 nanoparticles deposited on Au by
means of dip coating. In each row result for the same concentration and in each column
results for the same dipping speed are shown. The coverages in each row are more or less
the same even in case of relatively high dipping speeds. The speed seems to have an impact
on the length scale of the domain pattern and less on the coverage.
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(8 mmol/l, 1 mm/min) (11.1 mmol/l, 0.5 mm/min)
Figure 3.15: Multilayers are generated in case of high nanoparticle solution concentration
and low dipping speeds.
to relatively high concentrations combined with low dipping speed, traces of forming a
second layer were observed as can be seen in Fig 3.15 for two diﬀerent high concentrations
and low dipping speeds. In both cases a coverage of about 50 % has been reached which
also can be reached by more moderate conditions (more dilute concentration and higher
speeds) with the diﬀerence that multilayer formation is completely suppressed in the latter
regime.
A ﬁrst idea of optimizing the dip coating process was that the dipping speed could possi-
bly compensate for the concentration. If this worked, one could prepare a relatively small
amount of nanoparticle solution, dilute it so that a larger amount was resulted and go
down with the speed and still gain the same coverage. This was proved not to be the case
as the impact of concentration is to no extent comparable with the impact of dipping speed.
Synopsiss
Dip coating is an easy and fast method for preparing nanoparticle ﬁlms on substrate.
Especially in our case, for CoPt3 on functionalized substrates we obtained much better
results using dip coating in comparison with spin coating. The number of parameters
which can inﬂuence the coverage and quality of the ﬁlms are much fewer. Furthermore,
there are no problems of uncertainties like the position of dropping and exact amount nor
of round edges with particle heaps as it was the case by spin coating samples.
The best results obtained here were for solution concentrations between 2 and 8 mmol/l
with dipping speeds of 2 to 10 mm/min, leading to uniform monolayers with diﬀerent
coverages. Fig. 3.16 one of the best results achieved by means of dip coating in two
scales. Going too much further than the given speed leads to problems, as Fig. 3.13
demonstrates. Here, we chose a high concentration of 11.1 mmol/l and a fast dipping
speed of 14 mm/min. The result is less satisfying than believed as the surface shows
extremly high inhomogeneities.
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(8 mmol/l, 1 mm/min) (11.1 mmol/l, 0.5 mm/min)
Figure 3.16: Dipping speed of 6 mm/min by a concentration of 8 mmol/min
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Chapter 4
Experimental Details II
(Measurement Setup and Evaluation)
In this chapter we explain some details about the synchrotron beamlines where the mea-
surements in this work have been performed , together with information about their instru-
mentations. Detailed descriptions about synchrotron radion (SR) can be found in some
excellent monographs like [111, 112], to name a few. The scanning electron microscope used
for pre-characterization is also described here. In a last section the steps for evaluation of
the measured data are introduced and explained.
4.1 Synchrotron Radiation Experiments
Most of the experiments done within the framework of this work have been based on
synchrotron radiation (SR) , perfomed mainly at three beamlines, E2 (RO¨MO I) and
C (CEMO) at the Hamburger Synchrotronstrahlungslabor HASYLAB at the Deutsches
Elektronen-Synchrotron DESY, Hamburg, Germany, and the Small Angle X-ray Scattering
(SAXS) at Elettra, Trieste, Italyi. TER-XSW and XRR measurements and a part of the
EXAFS measurements were performed at E2. CEMO is a dedicated XAFS beamline, were
complementary EXAFS measurements were performed. SAXS, as can be extracted from
the name of the beamline, is dedicated to small-angle scattering measurements, where we
performed our GISAXS measurements. In the following some technical information to each
of these beamlines are given.
4.1.1 E2 (RO¨MO)
The RO¨MO experimental hutch is supplied with an unfocused incident radiation originat-
ing from a bending magnet located at a distance of approximately 35 m from the station.
The X-ray monochromator is a double crystal system mounted on a one-circle goniometer
that can be operated in N2 or He atmosphere. For the purpose of the measurements per-
formed within this work, two Si (111) crystals were mounted in the monochromator.
iFurthermore, some investigations were performed at beamline BW1, HASYLAB, Hamburg, Germany
and beamline B16 at Diamond Light Source, Oxfordshire, UK.
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Figure 4.1: TER-XSW measurement setup at E2 at HASYLAB, Hamburg, Germany.
The monochromized beam has got a maximum sizeii of about 7.6 mm (vertically) and
≈ 20 mm (horizontally) [113]. Two slit systems (in front of and behind the ﬁrst ionization
chamber) are used for cutting the beam into desired size, vertically as well as horizontally.
Two ionization chambers for measuring the beam intensity are also installed in the hutch
succeeded by a Huber diﬀractometer facilitating measurements in ω − 2θ geometry. The
sample is ﬁxed on the Huber table performing the ω rotation. A reﬂectivity detector is
ﬁxed on the 2θ arm of the diﬀractometer equipped with an entrance slit to avoid the di-
rect beam from hitting the detector at small angles. Fig. 4.1 shows a typical TER-XSW
measurement setup at E2. As obvious, the sample surface has been brought half way into
the beam such that it always, even during the ω scans up to maximum 1◦ ﬂoats in the
beam. A photon energy of 11.7 keV was chosen for these experiments. The reason for this
choice is that a minimum energy of about 11.6 keV is needed to be able to excite Pt L-edge
ﬂuorescence in CoPt3 nanoparticles. On the other hand the nanoparticles are supported
on Au, as already described, which has its L3 edge at about 11.9 keV. Chosing an energy
above this edge would lead to Au ﬂuorescence, and thus would cause diﬃculties to seperate
the two ﬂuorescence signalsiii. Thus, an energy in between was chosen.
Generally two detector types were used for TER-XSW:
• NaI (sodium iodide) scintillationiv counter detector system (Cyberstar): This detec-
tor was ﬁxed on the 2θ arm and was used as refelectivity detector.
• Vortex silicon drift detector (SDD)v with multi-channel analyser: This detector was
iiAt a photon energy of about 10 keV
iiiFurthermore, as some measurements were performed at beamlines with Au mirrors after the monochro-
mator (e.g. BW1, Hasylab) for suppressing higher harmonics or focussing purposes, one should remain
below this limit to prevent absorption of the mirrors.
ivThe emission of light in visible spectral range due to relaxation of excited states by radiative transitions
is the property of scintillators. In a second step this light is converted into charge carriers which can then
be electronically processed [114].
vSDD is a subclass of energy dispersive semiconductor detectors. When an electron-hole pair in deple-
tion zone is generated by a photon, the free charge carriers are suked out in the electric ﬁeld applied and
generate a charge pulse in the preampliﬁer. In a second ampliﬁer, these pulses are formed and further
ampliﬁed succeeded by pulse hight determination, as the pulse height is proportional to the energy of the
absorbed photon [114]. Further reading in [115].
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Figure 4.2: EXAFS measurement setup at C at HASYLAB, Hamburg, Germany [116].
mounted perpendicularly to the surface of the sample, with a collimator ﬁxed in front
of it to avoid diﬀuse scattering and ﬂuorescence from the sample edges reaching the
detector. The collimator basically consists of a 15 mm thick aluminum plate with a
hole of 2 mm in diameter.
The EXAFS measurements at E2 were more or less carried out in the same setup, as
they were performed on deposited nanoparticles on substrate, and thus, only the ﬂuores-
cence signal and no transmission signal could be detected. The diﬀerence in the setup was
that the NaI detector was merely used for the alignment and no grazing incidence angle
condition prevailed.
4.1.2 C (CEMO)
CEMO is a bending magnet beamline dedicated to X-ray absorption spectroscopy exper-
iments at energies between 5 and 43 keV. It is equipped with a ﬁxed-exit double-crystal
monochromator suitable for step by step energy scans. The typical beamsize at the sample
is 10 mm horizontally and 1 mm vertically with a source-to-sample distance of about 30
m.
Fig. 4.3 sketches the beamline. The standard EXAFS set-up at beamline C consists of
three ionization chambers which are mounted on the experimental table, where the ﬁrst
of them is proceeded by a double slit system for adjusting the beam size. A scroll pump
and a turbo pump are installed at the beamline in order to evacuate the sample and ref-
erence sample chambers. A ﬂuorescence detectorvi can access the sample from the side, in
case of non-transparent samples as well as in the case where an extra XAFS signal beside
transmission intensity is desired. A reference foil can be mounted between the second and
third ionization chamber. Each ionization chamber has got a length of 10 cm which can
viWe used a 7 pixel HPGe detector.
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Figure 4.3: SAXS beamline setup at Elettra, Trieste, Italy [117].
be operated with gas ﬁlllings of N2, Ar, and Kr between 100 and 1000 mbar, depending on
the beam energy [116].
The EXAFS measurements performed at CEMO were all on nanoparticle solutions (and
not nanoparticles deposited on substrates) so that the transmission signal could also be
collected in addition to ﬂuorescence.
4.1.3 SAXS
The high-ﬂux SAXS beamline at ELETTRA is mainly intended for studies on partly or-
dered systems with a SAXS-resolution of 1 to 140 nm in real-space. The photon source is
a 57-pole wiggler whose beam is shared and simultaneously used with a Macromolecular
Crystallography beamline. From the very intense wiggler radiation, the SAXS-Beamline
accepts 3 discrete energies, namely 5.4, 8 and 16 keV (0.077, 0.154, 0.23 nm). The beam-
line optics consists of a ﬂat, asymmetric-cut double crystal monochromator and a double
focusing toroidal mirror. The sample station is mounted movable onto an optical table for
optimizing the sample detector distance with respect to SAXS resolution and sample size.
The beam size at the sample is 5.4 mm horizontally and 1.8 mm vertically [117].
A two dimensional X-ray charge-coupled device (CCD) camera (Photonic Science) with an
active area diameter of 115 mm with 1024×1024 pixels of 79 microns each has been used as
detector. The sample-to-camera distance was 90 cm. The q space calibration was achieved
using rat tendon tail (RTT) [118]. In order to optimally match the measured intensity
with the given dynamic range of the CCD camera (12 bits), an aluminum absorber foil was
introduced in front of the detector, suppressing the strong scattering intensity at q|| = 0
due to the speculary reﬂected beam and the Yoneda peak [119] in favor of the GISAXS
signal at ﬁnite values for q||. The photon energy used for the entire measurements was 8
keV, irradiated on the sample at grazing angles below 1◦ relative to the sample surface.
4.2 Scanning Electron Microscope
The scanning electron microscope (SEM) used for characterization purposes in this work
is a commercial Nova 200 Nanolab, a two-beam system from FEI Company oﬀering SEM
together with a focused ion beam (FIB) to be deployed for direct structuring of micro-
structures. The latter property of the machine is not used within the scope of this work
and therefore will not be dealt with any further at this point.
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The electron column of the system is equipped with a Schottky thermal ﬁeld emitter as
electron gun which together with a through-the-lens secondary electron detector (TLD-SE)
enables imaging of the sample down to ≈ 1.5 nm resolution. There is also an Everhardt
Thornley secondary detectorvii(ET-SE) as well as a through-the-lens backscattered electron
detector (TLD-BSE) used for low magniﬁcation ’search’ conditions. An oil-free turbo
molecular pump (TMP) together with a primary vacuum pump (PVP) pump down the
system to less than 2.6e-06 mbar in less than 5 minutes [120].
All scanning electron micrographs taken during this work were in high-resolution mode
by detection of secondary electrons with an acceleration voltage of 10 kV and an electron
current of 0.54 nA.
4.3 XRR and TER-XSW Data Evaluation
The XRR and TER-XSW data were evaluated with a software package containing two
programs refnc and terxsw developed in Fortran 77 within the context of this work (see
Appendix B) as subroutines of LSFIT, a ﬁt procedure written in University of Kiel.
For the measured data of each sample refnc or terxsw read in a conﬁguration ﬁle (con
ﬁle) which has to be generated manually. The content of each con ﬁle can be devided into
’read only’ and ’modiﬁable’ information, as the measured curve can be ﬁtted by single
or simultaneous variation of the modiﬁable parameter. However, information like photon
energy, number of layers on the substrate, sample length and slit size are ﬁxed and remain
untouched by the routines.
The con ﬁles of both refnc and terxsw are almost the same. The mentioned read-only
information are unchanged in both con ﬁles. For each layer and the substrate four diﬀerent
parameters have to be speciﬁed, i.e., thickness, roughness, dispersion δ (cf. Equation 2.8)
and absorption β (cf. Equation 2.9). For the bulk materials dispersion and absorption
remain untouched and merely thickness and roughness parameters are varied. In case of
nanoparticle layers this is model dependent.
4.3.1 XRR and refnc
refnc calculates the reﬂectivity of the multilayer structure based on the Parratt formalism
[81] as described in detail in section 2.1.3. The program calculates the reﬂected electric
ﬁeld Erj in each layer, recursively from the layer speciﬁcations given in the con ﬁle and
the data gained from the previous layer, beginning from the substrate moving on toward
the surface (0th layer). Reaching the surface the total reﬂectivity can be calculated. The
roughness in each layer is assumed to be Gaussian distributed and is modelled after Ne´vot
- Croce [79, 80]
For the reﬂectivity, we assumed the nanoparticle ﬁlm as a closed diluted bulk CoPt3
layer with a speciﬁc thickness and roughness. The main factor here was the dilution which
was reﬂected on the dispersion and absorption coeﬃcients, i.e., a multiplying parameter
was introduced which weights the dispersion and absorption values of bulk CoPt3 equally.
viiThis detector consists of a scintillator in a Farady cage and a photomultiplier, whereas the latter is
outside the chamber.
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Figure 4.4: Illustration of a monolayer of close-packed spheres in top view. a =
√
3r and
b = 2r.
The weighting parameter was then determined by ﬁtting the data and interpreted as the
coverage of the surface.
Fig. 4.4 shows a cut-out of a monolayer of close-packed spheres. The rectangle shows the
considered cuboid volume in plan view. The cuboid has got the edge lengths a =
√
3r,
b = 2r and c = 2r, whereas c is the edge perpendicular to drawing layer. As obvious one
complete sphere is located in the cuboid. The ratio of sphere volume Vsphere to cuboid
volume Vcuboid is the packing factor of the layer
Vsphere
Vcuboid
=
4πr3/3
2r × 2r ×√3r ≈ 0.605. (4.1)
A complete monolayer of the nanoparticles on the surface of the sample corresponds to
a coverage of about 61%, assuming close-packed spheres. This value is obviously not the
same as in case of three dimensional close-packing of spheres, where a packing factor of
π/3
√
2 ≈ 0.74 is calculated.
4.3.2 TER-XSW and terxsw
terxsw calculates the ﬂuorescence yield of each desired layerviii (in our case in the nanopar-
ticle layer) based on the the Parratt formalism and the given atomic density distribution
(cf. section 2.1.4). For this, both reﬂected and transmitted electric ﬁeld, Erj and E
t
j in
each layer have to be calculated. Similar to refnc this routine begins from the substrate
calculating and saving the reﬂected electric ﬁeld of each layer and moving toward the sur-
face (0th layer) based on the information given by the con ﬁleix. Then a second recursion
starts calculating and saving the transmitted electic ﬁeld of each layer begining from the
viiiAn extra parameter in the con ﬁle assigns the layer based on which the ﬂuorescence yield calculation
has to be performed.
ixThe ﬁnal results of refnc for each sample are applied into a con ﬁle and are used as input data for
terxsw.
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Figure 4.5: Schematic diagram of the nanoparticle ﬁlm surface model
surface. By knowing these two the total ﬁeld intensity as a function of incidence angle in
each layer can be calculated (cf. Equation 2.39). The ﬂuorescence yield is then calculated
as the convolution of this intensity function with the atomic density distribution function
determined in the program.
The model introduced here for the nanoparticle ﬁlm is a more complicated one in com-
parison to the XRR case. Monodisperse spherical nanoparticles deposited on a support
making a (sub)monolayer are assumed. One and each of these particles can be described
by
x2 + y2 + z2 = R2, (4.2)
with R the radius of the nanoparticles. A circular slice of the sphere cut out parallel to
xy plane at z = z0 perpendicular to z axis can be written as x
2 + y2 = R2 − z20 = r2,
with r the radius of this slice. Now, if the spheres are modelled so that the position of
their middle points is Gaussian distributed (cf. Fig. 4.5), this can be mathematically
interpreted as a convolution of both circular and Guassian distributions. The normalized
density distribution function of such nanoparticles can hence be calculated as
ρ(z) =
ρ0
πR2
∫ +∞
−∞
[
R2 − (z − μ)2] 1√
2πσ˜
exp
(−(μ− μ0)2
2σ˜2
)
dμ, (4.3)
with ρ0 being the bulk density of the material the nanoparticles are made of, σ˜ the standard
deviation of the Gaussian distribution and μ0 its mean value. The smaller the standard
deviation, the better ordered are the nanoparticles in vertical direction, so that in the
optimal ordering case, σ˜ → 0, the Gaussian distribution turns to a Dirac delta distribution,
and the centers of all particles are at constant height of μ0 above the substrate. This
standard deviation factor is implemented in the con ﬁle.
4.4 EXAFS Data Evaluation
For the evaluation of the EXAFS spectra the software package ATHENA-ARTEMIS was
used [121] which is a front-end for IFEFFIT [122]. IFEFFIT is a collection of algorithms
for XAFS evaluation reaching from raw data processing steps (ATHENA) to spectra ﬁtting
steps with help of the theoretical amplitudes and phases calculated using FEFF6 code [123]
(ARTEMIS).
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In order to subtract the background from each spectrum, the measured range up to 50
eV below the absorption edge was ﬁtted with a linear function and extrapolated to the
whole region. Subsequently, this was subtracted from the spectrum. In the next step a
splinex, representing the absorption spectrum of an isolated atom of the same species, was
ﬁtted into the region above the edge and consequently substracted from the spectrum. The
EXAFS oscillations χ(k) were then weighted with k2, analyzed in the k-range 4− 11 A˚−1
for Pt L3 and 2− 10.5 A˚−1 for Co K-edge using a Kaiser-Bessel window. The passive elec-
tron reduction factor (S20) ﬁxed at 0.80 and 0.76 was obtained from EXAFS measurements
of Co and Pt foils, respectively.
The model used to ﬁt the experimental data was limited to the ﬁrst coordination shell.
Assuming the CoPt3 nanoparticles to be in an ordered homogeneous fcc structure with a
lattice constant of 3.854 A˚ [47], the Co atoms are positioned on the corners of the cube
and the Pt atoms on the faces. Thus, 12 Pt atoms are positioned in the ﬁrst coordination
shell of Co atoms with a distance of 2.725 A˚. In the same distance there are 4 Co and 8
Pt atoms in the ﬁrst coordination shell of Pt.
4.5 GISAXS Data Evaluation
The GISAXS measurements were performed using
2θ
z
p
θ
k k
q
θ
Figure 4.6: (Top): Geometric
illustration of q = 2k sin θ. (Bot-
tom): The beam is diﬀracted
through an angle of 2θ.
a CCD camera (cf. section 4.1.3). Evaluations were
performed using ImageJ software [108]. It is possible
to obtain line proﬁles of the 2D image which is e.g. used
to locate the peak positions, extracting their width and
calculating distances of the maxima.
The ﬁrst step of GISAXS data evaluation is to
perform an angular calibration. For this we mounted a
dry rat collagen as sample, as the positions of the peaks
of these collagens are well-known and elaborated in the
literature. Fig. 4.7 shows the scattering pattern of the
collagen together with the intensity proﬁle along the
green line. The ﬁrst visible accented peak is of third
order. Knowing the primary spacing, d = 660 A˚, the
theoretical positions of the higher scattering [118] and
the camera length, one can calibrate q-axis as follows.
Keeping the Bragg’s law, nλ = 2d sin θ, and the length
of X-ray scattering vector
q = 2k sin θ = 4π sin θ/λ (4.4)
as shown in Fig. 4.6, the following relation can be written
qd = 2πn. (4.5)
An X-ray diﬀracted through 2θ will strike the detector at a distance p from the center, as
shown in Fig. 4.6,
tan 2θ =
p
z
(4.6)
xA spline of degree n is a function deﬁned piecewise by polynomials of maximum degree n.
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 
Figure 4.7: Rat tail collagen scattering pattern together with an intensity proﬁle along
the line depicted.
where z is the sample-to-detector distance. Approximating θ ≈ sin θ ≈ tan θ and equating
θ in 4.4 and 4.6
q =
2πp
λz
. (4.7)
Furthermore, combining Equations 4.7 and 4.5, one can also write
p =
nλz
d
. (4.8)
As already mentioned, the ﬁrst avisible accented peak is of third order, thus n = 3.
Knowing λ ≈ 1.55 A˚ and d = 660 A˚, q is calculated to 0.28 nm−1 from Equations 4.7 and
4.8. Thus, each pixel on the detector screen corresponds to 5.88.10−3 nm−1. In our case
the CCD pictures of size 512 px × 512 px comply with 2.94 nm−1× 2.94 nm−1.
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Chapter 5
Evaluation and Result Discussion
In this chapter we present the measured data and the evaluation results together with the
corresponding discussions. Beginning with XRR, we discuss the coverage, nanoparticle size
and roughnesses obtained by the evaluation. In the next step, going through TER-XSW,
the mean distance of the nanoparticles to the substrate is determined. This portrays a
main strength of the standing waves, being able to resolve structures in vertical direction,
in comparison with e.g. microscopy. Furthermore, the ordering quality of the nanoparticle
ﬁlms in vertical direction is also discussed. The diﬀerences in obtained nanoparticle sizes
with the sizes gained by XRR are addressed. We also show that even the internal struc-
ture of the supported nanoparticles can be investigated by TER-XSW. These results were
approved by the EXAFS measurements. EXAFS data evaluation steps and results, thus,
form the next section. The last section deals with GISAXS results, i.e. particle-to-particle
distance and, eﬀective ligand length determination, and lateral ordering of the nanoparticle
ﬁlm.
5.1 TER-XSW and XRR Data Evaluation
In the following we present the results obtained by evaluation of XRR and TER-XSW in
two seperate sections followed by a consistency discussion about apparent discrepancy of
the results that came out from refnc and terxsw, due to the diﬀerent models implemented
in these two programs.
5.1.1 XRR
Fig. 5.1 shows the reﬂectivity of two CoPt3 nanoparticle ﬁlm samples with diﬀerent cov-
erages of 53% and 33% as, to begin with, known from SEM pre-characterization, together
with the reﬂectivity obtained from an uncovered Au/Si substrate at a photon energy of
11.7 keV (cf. section 4.1.1). Visible are the measured data and numerical ﬁt in each case
as well as three vertical lines, indicating three diﬀerent critical angles as will be described
in the following, including the critical angle of Au αcAu = 0.367
◦.
After overcoming the total reﬂection regime of the Au layer an oscillation due to the Au
layer thickness is visible. The small diﬀerences in the peak position of the layer thickness
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Figure 5.1: X-ray reﬂectivity intensity of two samples with diﬀerent coverages which lead
to diﬀerent crtitical angles speciﬁed on the graph together with the crtitical angle of Au
αcAu = 0.367
◦.
oscilliation can be described by the fact that an Au layer thickness variation exists. By
evaluation of this peak shift in the oscillating part we concluded an Au layer thickness dif-
ference of about 1.5 nm between the three samples ﬁguredi. Au layer thickness of sample I,
dsampleIAu = 360 A˚. Moreover, d
sampleIII
Au = 345 A˚ and the bare Au substrate d
uncovered
Au = 350
A˚. It can be observed in Fig. 5.1 that the thinner the Au layer the more the oscillating
peaks shift to the right.
Coverage
As already described in section 4.3.1, the model used for ﬁtting the reﬂectivity data in-
tegrated in refnc assumes the CoPt3 nanoparticle ﬁlm as a compact layer with a speciﬁc
thickness, interpreted as particle diameter and an eﬀective density less than the density
of CoPt3
ii hence diluted. It is known that  ∝ δ and  ∝ β, where  is the partial mass
density of the material, δ its dispersion and β absorption factor (cf. Equations 2.8 and
2.9). Thus, if diluted/CoPt3 = r
dil with rdil the dilution factor, the same factor has an
eﬀect on δCoPt3 (and also βCoPt3) and thus after Equation 2.11 on the critical angle. This
means the less the coverage of the surface, the smaller the critical angle as visible in Fig.
5.1. Hence, sample I with the larger coverage shows a critical angle αcsampleI = 0.196
◦ and
iThe sample were all cut out of the same wafer. This discrepancy can be interpreted by the fact that
the substrate is not covered homogeneously.
iiDispersion and absorption coeﬃcients of bulk CoPt3 have been calculated to δ =1.68e-05 and β =2.87e-
06, respectively [124].
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sample III a critical angle αcsampleIII = 0.152
◦.
The other way round, one could argument from the end of the mentioned statement
to the beginning, justiﬁably claiming that by knowing the speciﬁc dispersion coeﬃcient of
each sample it is possible to conclude the coverage, keeping in mind that the packing factor
of a single monolayer of spheres in hexagonal closest-packed structure assumed to cover a
surface is 0.605.
In case of the two samples introduced in Fig. 5.1, the two dilution factors according to the
numerical ﬁt are as follows: rdilsampleI = 0.35 and r
dil
sampleIII = 0.21 which lead to
coveragesampleI = 0.35/0.605 ≈ 0.58 ≡ 58%
coveragesampleIII = 0.21/0.605 ≈ 0.35 ≡ 35%.
Coverage results of the samples I and III obtained from SEM and XRR are not quite the
same. Table 5.1 shows the the diﬀerent coverage values obtained from these two diﬀerent
methods for seven samplesiii. In all cases diﬀerences to some extent are visible.
Sample Coverage by SEM Coverage by XRR
I 0.53 0.58
II 0.45 0.40
III 0.33 0.35
IV 0.18 0.21
V 0.42 0.43
VI 0.42 0.27
VII 0.51 0.48
Table 5.1: Surface coverage of investigated samples obtained from SEM micrographs as
well as XRR measurements. Here, 1.0 means a complete surface coverage. As measurement
errors 10% for SEM and 2% for XRR are assumed.
The scanning electron micrographs used for determining the coverage are mainly from
the middle parts of the respective samples, as there a more uniform coverage was available.
However, sometimes on the edges of the samples, large deviations from the middle point
are visible (cf. Fig. 5.2), such that completely uncovered as well as completely covered re-
gions are observable, the latter often showing strong indications of multilayers. This could
lead to inaccuracies in the coverage results of this method. Nevertheless, SEM coverage
determination method has turned out to be a liable preliminary coverage determination
method as Fig. 5.3 shows. The content of Table 5.1, i.e. coverages obtained by SEM
versus coverages obtained by XRR, is depicted here together with a linear ﬁt through the
data points. The slope of the mentioned linear ﬁt is equal to unity which indicates the
good agreement of the results obtained by either of the methods within the measurements
accuracy.
In order to determine the coverage from the scanning electron micrographs, the con-
iiiThe results of investigations on these very samples will be consequently presented in this section.
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Figure 5.2: Scanning electron micrograph from Left: the middle of a sample where a
uniform coverage can be observed; Right: the edges of the sample show partially a high
coverage and partially no coverage at all. The marked square indicates the charging eﬀects
of the SEM as we have zoomed in this region. This is due to the insulation of the SAM
layer.
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Figure 5.3: Coverages determined by SEM vs. XRR with measurement errors of 10%
and 2%, respectively.
60
TER-XSW and XRR Data Evaluation
trasts of the pictures were modiﬁed such that the nanoparticles appeared white and the
background dark. From the ratio of the black to the white pixels, which can be counted
automatically by ImageJ, the surface coverage can be determined. An example of the pro-
cedure is depicted in Fig. 5.4.
Mean Particle Size
As in case of coverage we have determined the CoPt3 nanoparticle size by means of SEM
in pre-characterization steps using ImageJ. Following this intention we have made up an
average of at least 10 individual measurements to come to an averaged nanoparticle size.
Fig. 5.5 shows the determination of nanoparticle size from a scanning electron micrograph.
The nanoparticle sizes of each sample obtained from SEM can be seen in Table 5.2. The
measurment error of the diameter of the particles is due to observation inaccuracies and
has been assumed to be 5 A˚.
For all the samples discussed here, the mean nanoparticle diameters are in a narrow range
Sample Average Diameter [A˚]
I 85± 5
II 88± 5
III 83± 5
IV 83± 5
V 85± 5
VI 86± 5
VII 85± 5
Table 5.2: List of the mean diameter size of CoPt3 nanoparticles measured by means of
SEM.
from (83± 5) A˚ to (85± 5) A˚.
The nanoparticle size determination by means of XRR was also performed using the
model introduced in section 4.3.1. Here, we have taken a four-layer system as a basis
consisting of the CoPt3 layer, the SAM layer, the gold layer and the titanium adhesive
layer. Thus, it is possible to determine the thickness of each of the mentioned layers by
evaluating the reﬂectivity data. Table 5.3 shows the the CoPt3 nanoparticle ﬁlm thick-
nesses, the roughness of this layer together with the SAM layer thickness and Gold layer
roughness. Despersion and absorption values of the SAM layer were assumed to be zero
(vacuum values)iv, so that this layer can be understood merely as a spacer with a speciﬁc
thickness which is due to the conveyed Au layer roughness, not same high everywhere.
The thicknesses obtained by XRR are obviously smaller than the thicknesses mea-
ivThis is a good proximity for the photon energy applied here, as the HDT has got a very low density
and is eﬀectively invisible for the beam.
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Figure 5.4: Steps of surface coverage determination out of scanning electron micrographs
using ImageJ on the example of sample III. The top left picture shows the micrograph
as taken. In the top right picture the contrast is changed such that the nanoparticles
are completely distinguished from the background (in this case Au). ImageJ then forms
the boarders of the nanoparticle islands as can be seen in the botoom right picture and
calculates, among others, the area fraction of the covered surface with respect to the total
surface. This is in this speciﬁc case ≈ 67% as seen in the bottom left frame, a snap shot
of the active ImageJ window.
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Figure 5.5: Example of nanoparticle size determination out of a scanning electron micro-
graph of sample IV.
Sample dXRRCoPt3 [A˚] σ
XRR
CoPt3
[A˚] dXRRSAM [A˚] σ
XRR
Au [A˚]
±2 A˚ ±2 A˚ ±2 A˚ ±2 A˚
I 75 10 21 12
II 92 10 19 8
III 68 5 30 11
IV 75 12 29 11
V 75 5 23 12
VI 80 5 20 8
VII 65 15 21 11
Table 5.3: CoPt3 ﬁlm layer thickness dCoPt3 and SAM thickness dSAM together with
nanoparticle ﬁlm and gold layer roughnesses σCoPt3 and σAu, respectively, as determined
from XRR.
sured from scanning electron micrographs due to the underlying model. In case of evalua-
tion of reﬂectivity data the nanoparticles are assumed as closed box-shaped layers with a
Gaussian-distributed roughness with standard deviation σXRRCoPt3 after Ne´vot-Croce. The real
layer consists of sphere-shaped particles, though. It is conceivable that the simpliﬁcation
assumed in the model constitutes a box-shaped cut out of the sphere-shaped layer and the
cut-out spherical shape is interpreted as roughness. Thus, the eﬀective layer thickness after
this model is assembled by adding the thickness and the surface roughness, dXRRCoPt3±σXRRCoPt3 .
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Figure 5.6: Pt ﬂuorescence by TER-XSW measurements on two samples with diﬀerent
coverages. Curves are ﬁtted with Lorentzian functions in order to extract HWHM. Sample
with low coverage (sample III) shows with HWHMsampleIII = 0.065
◦ a broader curve than
sample I, HWHMsampleI = 0.047
◦. The critical angle of Au, αcAu = 0.367
◦ is also indicated.
5.1.2 TER-XSW
Fig. 5.6 shows a typical ﬂuorescence curve obtained by TER-XSW measurements, in this
case Pt ﬂuorescence. The curve rises fast in the beginning as the sample is rocked over
into the beam and the ﬁrst intensity maximum of the standig wave ﬁeld gets through
the nanoparticles. After the ﬁrst intensity maximum has passed through the middle of
the CoPt3 nanoparticle layer, the ﬂuorescence yield drops and rises again shortly before
reaching the critical angle of Gold. The second intensity maximum enters the nanoparticle
layer here which cannot show any characteristic like the ﬁrst peak because the standing
wave ﬁeld practically disappears after leaving the total external regime by exceeding the
critical angle. The oscillations visible above the critical angle are due to the layer thickness
oscillations in the reﬂectivity, as the ﬂuorescence yield is mathematically a convolution
integral of the intensity of the standing waves ﬁeld and the material density. As the
intensity depends on by the sample reﬂectivity (cf. section 2.1.4), these XRR oscillations
are conveyed to the ﬂuorescence yield.
In the α > αcAu region where the sample turns increasingly into the beam and thus more
intensity of the primary beam for ﬂuorescence excitataion is available, one expects that
the ﬂuorescence yield rises. This is apparently not the case which is presumably due to
the utilization of the collimator infront of the ﬂuorescence detector (cf. 4.1.1) strongly
restricting the acceptance angle of the detector. This restriction is possibly so strong that
the photons with maximum energy leaving the surface prependicularly do not reach the
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detector any more. Instead, only the photons with increasingly larger angle to the surface
can reach the detector through the collimator. The combination of this increasing shielding
eﬀect and simultaneously increasing photon intensity could possibly explain the constant
intensity of the curve.
Ordering and Coverage
As also indicated in the inset of Fig. 5.6 two Lorentzian functionsv, for illustration, have
been ﬁtted into the Pt ﬂuorescence curves of each sample with scale parameters γI and
γIII , respectively. The ratio of the γ values of the two samples is γI/γIII = 0.72 meaning
that the ﬂuorescence curve of the ﬁrst sample is narrower. As obvious from the curve, the
ﬁrst antinode of the standing waves stimulated Pt ﬂuorescence sooner by sample III than
sample I. This is an indication for having the nanoparticle ﬁlm in a better vertical ordering.
This argumentation is based on the model introduced in 4.3.2. As already mentioned there,
σ is standard deviation of the Gaussian distribution which the ordering of the ﬁlm obeys.
Table 5.4 shows that the grade of ordering is directly proportional to coverage of the
samples. With increasing the grade of surface coverage the island structures on the surface
get larger and more networked. This is possibly the reason for accruement of better deﬁned
nanoparticle distribution on the surface, i.e., the nanoparticles stabilize themselves more
and more the more covered the surface is. This is possibly due to the ligand-ligand as well
as ligand-SAM interaction. This means that in case of higher coverages the vertical position
of single nanoparticles and thus their distance to the substrate is closer to the expected
value of the Gaussian distribution, as the variance of the distribution gets smaller.
Sample II constitutes the only exception which could be due to the fact that in this
case multilayers are built which cannot be implied into the proposed model and would be
interpreted as a strong deviation of nanoparticles’ midpoint around the average distance
to the gold surface. Another indication for existance of multilayers in case of sample II
is the large particle sizes obtained by XRR (cf. Table 5.3) and by TER-XSW (cf. Table
5.5), although the average particle size of this sample should be exactly the same as in
other cases. SEM is seldom an appropriate method for determining the existance of such
monolayers, as its operation range is very local.
Vertical Resolution
As the ﬁrst step here we introduce the nanoparticle sizes obtained as well as the mean
SAM layer size which simultaneously indicates the mean CoPt3 nanoparticle distance to
the surface in Table 5.5.
The nanoparticle sizes obtained by this method are, within the error bar comparable with
the values obtained from SEM and therefore show discrepancies to corresponding values
extracted from XRR data, as already discussed in section 5.1.1.
vLorentzian function is a singly peaked function given by
f(x) = 1
π
[
γ
(x−x0)2+γ2
]
,
with x0 is the location parameter and γ the scale parameter specifying the half-width at half-maximum
(HWHM).
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sample coverage [%] σPt [A˚] σCo [A˚]
I 55.5 1.4 1.7
VII 49.5 1.9 2.1
V 42.5 2.0 2.0
II 42.5 4.5 2.9
VI 35 2.0 2.2
III 34 2.9 2.6
IV 19.5 3.0 2.7
Table 5.4: Standard deviation of the NP height distribution (see model in section 4.3.2)
derived from both Pt and Co ﬂuorescence data. The speciﬁed coverages are mean values
extracted from XRR and SEM coverages. The higher the coverage is, the smaller is the
standard deviation of the NP height. The only exception is sample II.
Sample dPt−fluo.CoPt3 d
Co−fluo.
CoPt3
dTER−XSWCoPt3 d
Pt−fluo.
SAM d
Co−fluo.
SAM d
Co−fluo.&XRR
SAM
I 83 92 87.5 32 25 23
II 90 97 93.5 26 25 22
III 82 90 86 29 25 27.5
IV 83 93 88 26 22 25
V 84 90 87 30 25 24
VI 79 89 84 30 26 23
VII 80 92 86 26 20 20.5
Table 5.5: CoPt3 mean nanoparticle size and SAM thicknesses obtained from TER-XSW
measurements. dTER−XSWCoPt3 s are the average values of thicknesses gained by Pt ﬂuorescence
signals for CoPt3. d
TER−XSW
CoPt3
s are the SAM thicknesses gained by averaging over dCo−fluo.SAM
and dXRRSAM . All values are in A˚ with an error of 2 A˚ in each case.
Furthermore, comparing the two ﬂuorescence intensity curves of Co and Pt, it becomes
obvious that the Co ﬂuorescence yield in TER regime is always wider in comparison to the
Pt ﬂuorescence yield as can be seen in Fig. 5.7. This fact together with the smaller peak-
to-valley ratio of Co ﬂuorescence can be due to core-shell-like structure of nanoparticles
instead of presumed homogeneous CoPt3 fcc structure. Table 5.5 shows that the thicknesses
attained by evaluating the Co ﬂuorescence are on average about (9± 2) A˚ thicker than in
case of Pt ﬂuorescence. Hence, it can be claimed that a spherical shaped region with a
thickness of about (4±2) A˚ around the circumference of the nanoparticles containes mainly
Co atoms. This result has been approved by the EXAFS measurements (cf. section 5.2).
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Figure 5.7: Co and Pt ﬂuorescence of one and the same sample. The Co intensity curve
is normalized such that both peaks correspond. It is obvious that the Co curve has got a
larger FWHM and a smaller peak to valley ratio than the Pt curve. The critical angle of
Au, αcAu = 0.367
◦ is indicated.
Consequently, when the ﬁrst XSW antinode approaches the surface, it ﬁrst confronts Co
atoms in the shell of the structure and later on the mixed Co-Pt. Knowing this, one can
extract the average SAM layer thickness from the known thicknesses out of XRR and Co-
ﬂuorescence evaluation as also listed in table 5.5. According to that, the mean thickness
of all SAM layers is 24 ± 3A˚. It is known from 1.3.1 that the eﬀective thickness of this
layer is about 21 A˚. Thus, it can be concluded that HDT molecules of the SAM layer and
the ligand layer of the nanoparticles interlock and this makes the nanoparticles stand in
average higher than the eﬀective thickness of the SAM layer itself.
5.2 EXAFS Data Evaluation
The EXAFS measurements were performed on CoPt3 nanoparticle solutions as well as de-
posited CoPt3 nanoparticles on functionalized Au coated Si substrates as alreday described
in section 4.1 in detail. The EXAFS oscillations χ(k) were obtained by subtracting the
pre-edge background, normalizing to the experimental edge step and subtracting a smooth
atomic background from normalized absorption data using the ATHENA program [122].
Based on the model introduced in section 4.4, and assuming the CoPt3 nanoparticles to
be in an ordered homogeneous fcc structure, the ﬁrst evaluation steps were taken without
leading to satisfactory results. The best ﬁt of the Fourier transform at the Co K-edge for
CoPt3 nanoparticles, using 12 Pt-atoms in the ﬁrst coordiantion shell with a distance of
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Figure 5.8: Radial distribution (RDF) of the ﬁrst coordination shell ﬁt of Co atoms for
an ordered CoPt3 fcc structure. The window models the range of the ﬁrst coordination
shell.
2.725 A˚ can be seen in Fig. 5.8.
Therefore, we modiﬁed the structural model for the EXAFS evaluation, keeping the to-
tal number of atoms in the ﬁrst coordination shell of Co at 12 and allowing an arbitrary
mixture of Pt and Co neighbors in this shell. Fig. 5.9 shows the result obtained with this
model, and as obvious, a much better data ﬁt is achieved in this case having Co as well as
Pt in the direct neighbourhood of Co atoms. Here, we came to the best result having ≈ 7
Pt and ≈ 5 Co atoms in the ﬁrst coordination shell of Co atoms.
On the other hand, Pt L3 edge is evaluated, at the ﬁrst step also based on the prelimi-
nary CoPt3 fcc structure with Pt having 4 Co and 8 Pt atoms in the ﬁrst coordination shell
with a distance of 2.725 A˚. For the ﬁtting procedure we kept the total number of atoms
in the ﬁrst coordiantion shell constant (12 atoms) and tried to ﬁnd the best combination.
Fig. 5.10 shows the result of this procedure, having 10.4 Pt and 1.6 Co atoms in the ﬁrst
coordination shell.
The parameters obtained for Co K- and Pt L3-edge are collected in Table 5.6 together
with the quality of the ﬁt (R-factor).
Within the error bars the Co-Pt and Pt-Co distances, 2.69 A˚ and 2.70 A˚, respectively,
match each other and are slightly smaller than in the ordered CoPt3 bulk system, 2.725
A˚. The Pt-Pt distance was found at the 2.73 A˚ that correspond to distance in bulk CoPt3.
The Co-Co distance is signiﬁcantly diﬀerent from that in CoPt3. However, in case of fcc
CoPt3 the Pt-Pt and Co-Co distances should be the same.
The relatively large value of the Debye-Waller factor, σ2 and unexpected concentration,
x can be explained by non-homogeneous distribution of Co atoms in the CoPt3 nanopar-
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Figure 5.9: Radial distribution (RDF) and the best ﬁt of the ﬁrst coordination shell for
CoPt3 nanoparticles at Co K-edge. The window models the range of the ﬁrst coordination
shell.
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Figure 5.10: Radial distribution (RDF) and one shell ﬁtting for CoPt3 at Pt L3 edge.
The window models the range of the ﬁrst coordination shell.
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path N R [A˚] σ2 [A˚2] R-factor
Pt-Pt 10.4± 0.3 2.73± 0.01 0.006± 0.0003 0.002
Pt-Co 1.6± 0.3 2.70± 0.01 0.007± 0.0015
Co-Pt 7.0± 0.4 2.69± 0.01 0.005± 0.0003 0.005
Co-Co 5.0± 0.4 2.67± 0.02 0.026± 0.003
Table 5.6: Modelling assimilation parameters of the ﬁrst coordination shell at the Pt L3
and Co K-edge of CoPt3 nanoparticles.
ticles. Moreover, the value of the σ2, for the Co-Co path is high in comparison with
other paths and the concentration of Co in the ﬁrst coordiantion shell of Co K-edge diﬀers
from the Co concentration in the ﬁrst coordination shell of Pt L3-edge, 44 % and 23 %,
respectively.
The need of the Co-Co scattering path and
R1
R2
Figure 5.11: Schematic view of a
core-shell nanoparticle with R1 radius
of the whole particle and R2 radius of
the core.
values of coordination numbers of both coordina-
tion shells show that the internal crystal struc-
ture of the CoPt3 nanoparticles is not pure or-
dered fcc. Co atoms have Co neighbors in their
ﬁrst coordination shell which is an indication for
Co-rich locations in the nanoparticles. The pro-
posed structure model of a core of CoPt3 fcc and a
shell of Co assimilate pretty well with recognition
out of TER-XSW studies. Assuming a thickness
of about 4 A˚ as discussed in section 5.1.2, the
volume fraction of the Co shell with respect to
the whole nanoparticle valume can be calculated.
Fig. 5.11 shows a core-shell nanoparticle struc-
ture with R1 the radius of the whole particle and
R2 the radius of the core. Imagining the nanopar-
ticle size to be about 80 A˚ (cf. 5.1.2 and 5.1.2)
one can calculate the volume ratio to
Vshell
Vtotal
= 1− Vcore
Vtotal
= 1− R
3
2
R31
= 1− (40− 4)
3
403
≈ 0.27.
One comes to the conclusion that about 27% of the volume of nanoparticles is in the
shell part.
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5.3 GISAXS Data Evaluation
Fig. 5.12 shows an island of CoPt3 nanoparticles where two hexagonal close-packed do-
mains are accented. The two domains are rotated 30 degrees relative to each other and are
taken as sample bitmaps. For each sample bitmap, or kernel, the linear correlation coeﬃ-
cients for sub-bitmaps of the original image, which has the same dimensions are calculated.
This yields a two-dimensional map of the correlation coeﬃcient. Since sub-regions of the
original bitmaps are compared, this map can be termed autocorrelation function (ACF).
The ACFs reveal the repetitive features similar to the chosen kernels, respectively. Here
indicate white spots high correlation and dark areas show little correlation. Fast Fourier
transform (FFT) of the ACFs clearly show 6-fold symmetries, whereas the FFT of the
original micrograph shows a ring. This is due to the diﬀerent hcp domains rotated relative
to each other. Summing up the FFT monographs of ACFs, the same result (a ring) is
obtained. This legitimizes the assumption of hcp ordering.
  
FFT FFT
FFT
Figure 5.12: SE monograph of a CoPt3 nanoparticle island. Two hcp domains are chosen
and the similar repetitive features are accented. FFTs of each of the ACFs as well as FFT
of the original micrograph are also shown.
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In Fig. 5.13 a GISAXS pattern of the nanoparticle sample III is displayed as an exam-
ple. Since the scattering contrast scales with the element number, it is evident that the
heavy CoPt3 nanoparticles dominate the small-angle scattering while the contribution of
the SAM ﬁlm is negligable. It is obvious from the image that the due to the relative long
camera distance of ≈ 90 cm not all the information could have been collected. Therefore,
the detector was shifted horizontally, such that q‖ = 0 is not positioned centrally and at
least one second-order peak (in this case the one on the left hand side) is visible.
A line along q⊥ = 0.6 nm−1 is also visible on the picture, which indicates the position,
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Figure 5.13: GISAXS CCD image of sample III. The vertical black stripe indicates the
position of the semi-transparent Al absorber. The white line along q⊥ = 0.6 nm−1 indicates
the line proﬁle extracting position.
where the exit angle is equal to the critical angle of the reﬂecting layer, αc (Yoneda peak
[119]). This line proﬁle at this speciﬁc position has been taken by all the samples investi-
gated here.
Fig. 5.14 shows the the line proﬁles of all the investigated samples at the mentioned
position. In order to determine the position and width of the ﬁrst-order peaks left and right
to q‖ = 0 we ﬁtted Lorentzian functions to the peaks (cf. section 2.3) with the following
general formula
y =
a0
πa1
[
1 +
(
x−a2
a1
)2] ,
with a0 the heighth scaling parameter, a1 the scaling parameter specifying the half-width
at half-maximun (HWHM) of the Lorentzian function, and a2 the location parameter,
specifying the position of the peak. In case of hexagonal close packing of the nanoparticles
one expects a peak at q‖ = 4πa nm
−1 beside the peak at q‖ = 4π√3a nm
−1, with a lattice
constant of the nanoparticles. The statistics for the second peak visible on the left hand
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Figure 5.14: Line proﬁles obtained from the GISAXS CCD images along q⊥ = 0.6 nm−1
side is not good enough so that the both mentioned peaks can not be clearly resolved.
Therefore, only the ﬁrst-order scattering peaks are discussed in the following. The ﬁt
process had been performed individually for each of the two ﬁrst-order peaks. Table 5.7
indicates the values obtained from the ﬁtting processes together with the extracted CoPt3
particle-particle distance, 〈d〉, and correlation length, Γ, values.
In section 2.3 we have deﬁned the correlation length of the nanoparticle arrangement
Γ = 2π/δq. We assume an error of 5 pixel in reading oﬀ the data from the CCD. This
corresponds to an error of Δq = ±5px × 2.92nm−1/497px ≈ ±0.3nm−1. After a standard
procedure of error propagation, calculated error of the particle-particle distance is given
Sample q‖ > 0 q‖ < 0 〈d〉 = Γ =
a0 a1 a2 a
′
0 a
′
1 a
′
2
2√
3
4π
a2−a′2
2π
a1+a′1
I 5948 0.13 0.63 5781 0.13 -0.63 11.53± 0.55 24.06
II 7769 0.13 0.65 7679 0.13 -0.65 11.09± 0.53 23.98
III 5866 0.11 0.67 5744 0.11 -0.67 10.90± 0.52 28.19
IV 6929 0.13 0.66 6943 0.14 -0.66 10.96± 0.53 23.53
V 6144 0.13 0.63 5803 0.13 -0.63 11.46± 0.53 24.16
VI 9309 0.18 0.65 9234 0.18 -0.65 11.22± 0.53 17.61
VII 7485 0.15 0.65 7382 0.15 -0.65 11.16± 0.51 20.74
Table 5.7: Values obtained from the ﬁtting processes together with the extracted CoPt3
particle-particle distance , 〈d〉, and correlation length, Γ, values.
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by
Δ〈d〉 = ±
∥∥∥∥∥− 2√3 4πΔq2‖ ·Δq
∥∥∥∥∥ .
The 〈d〉 error values mentioned in the table are calculated as described and all ± ≈ 0.5
nm. It is evident from the values that the calculated distances, regarding the calculation
errors, in the same range. This shows that the coverage grade of the nanoparticles vir-
tually does not have any inﬂuence on the lateral particle-particle distance, as intuitively
expected. This lateral distance is thus dominated by the ligand-ligand as well as possibly
ligand-SAM interactions.
Regarding the calculated correlation lengths one can see that again the values are in
the same range except for two samples III and VI. Sample VI has been prepared by dip
coating with a speed higher than the optimum range given in 3.3.3. Observing the line
proﬁle, one can see that the ﬁrst-order scattering peaks are wider than other cases, so that
possibly two Lorentzian functions have to be ﬁtted into it. A glimpse at Fig. 3.13, which
belongs to sample VI, shows beside well-ordered islands of nanoparticles also domains with
small numbers of nanoparticles coming together. By the latter, no hcp ordering is the case
and the pure particle-particle distances (〈d〉 = 4π
Δq‖
) are obtained. Hence, two diﬀerent
Lorentzian functions with two diﬀerent peak positions.
The preparation condition of sample III is diﬀerent from the rest as the sample was
dipped into the solution with an angle of ≈ 30◦. Apparently this has led to better lateral
ordering than in the case of perpendicular dipping.
We come to the conclusion that by keeping the preparation conditions in the given
ranges noticed as optimal, the ordering quality of the nanoparticles in lateral direction
remains more or less the same.
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Summary and Outlook
Controlling the distance of the particles and their ordering are important for electrical,
magnetical or catalytic properties of the particle assemblies. In case of depositing the
ligand terminated CoPt3 nanoparticles on SAM functionalized Au bulk, the ordering and
distance of these nanoparticles can be controlled, as these are mainly goverend by mutual
interaction of ligands and SAM molecules. The coating processes, spin and dip coating,
were optimized such that a good coverage control was achieved. Here, we could show the
possibility of fabricating homogeneous monolayers of nanoparticles. Dip coating has turned
out to be a more appropriate method for this purpose than spin coating.
The coverage of the nanoparticles has been obtained using XRR. These results were
then compared with corresponding SEM analyses. It was obvious that within the speciﬁed
error bars the determined coverages were the same. This is an indication for homogeneously
covered layers. The same investigations and comparisons also show the monodispersity of
the investigated nanoparticles. SEM is unable to resolve the vertical distances of the
structures. This could theoretically be performed by tunneling electron microscopes. The
disadvantage of this method is that it is destructive and also less appropriate for our case.
Furthermore, it is known that the deposited nanoparticles investigated in this thesis are
only weekly immobilized by van der Waals forces and are thus not particularly stable.
Hence, the preparative steps needed for TEM investigations can easily lead to deformation
of the structure to be investigated.
TER-XSW has turned to be a reliable method to resolve distances in vertical direction.
We observed, for instance, that the nanoparticles are arranged in a speciﬁc distance to the
substrate, and not directly on the surface, due to the interaction of the SAM layer and
the ligand shells. Furthermore, we observed the fact that the quality of ordering in verti-
cal direction is a function of coverage, meaning that the higher the coverage is the better
is the ordering in vertical direction. The vertical ordering of the nanoparticles is mod-
elled by a Gaussian distribution of the nanoparticle positions. In case of higher coverages,
the standard deviation of the distribution turned out to be smaller and thus the distance
value of single particles to the substrate is closer to the mean particle to substrate distance.
Mean particle to particle distances in lateral direction have been obtained using GISAXS.
We came to the conclusion that contrary to vertical ordering the lateral ordering is not a
function of coverage. Samples with diﬀerent coverages and same in other aspects show the
same lateral distances within a speciﬁed error bar. The distance in lateral direction is so
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aﬀected by ligand-ligand and possibly ligand-SAM interactions.
Beside the ﬁlm morphology, the internal structures of the nanoparticles has also been
investigated. While a homogeneous CoPt3 fcc structure was expected, we observed that
the nanoparticles exhibit a core-shell-like structure. TER-XSW investigations have shown
that the shell is 4 A˚ thick and comprises mainly Co.
Complementary EXAFS investigations on CoPt3 colloidal nanoparticle solutions have
approved the core-shell structure proposed by TER-XSW. Furthermore, the core of the
nanoparticles turned out to comply with the expected CoPt3 fcc structure.
As often the case in the science, achievements fetch open questions. This constitutes
the fascination of science. This thesis hasn’t been an exception. There are still open ques-
tions and need of improvement in nanoparticle system fabrication as well as investigation
methods, some of which are introduced in the following.
Beside spin and dip coating, the Langmuir-Blodgett method can be used to prepare
nanoparticle ﬁlms. Using this method, one might achieve better deﬁned arrays of nanopar-
ticles. Furthermore, by modifying the ligand shells of the nanoparticles as well as the
SAM layer, it is possible to engineer the ﬁlm in a way that ligand-SAM interactions are
not merely goverend by non-polar van der Waals forces but also by polar or even covalent
bounds. This might promote the stability of the nanoparticle ﬁlm.
By designing a setup which enables both TER-XSW and GISAXS measurements, it
would be possible to obtain both lateral and vertical information of an installed sample
without moving it. This guarantees a thorough investigation and possibly a full 3D struc-
tural characterization.
For TER-XSW data evaluation we took a spherical model as basis. Yet for reﬂectivity
data evaluation this was a layer model. The consistency of the latter rather easy model
with the spherical one has been veriﬁed using iterative methods. Using distorted-wave
Born approximation (DWBA) modelling of the nanoparticles leads to a uniﬁed model for
both methods. Furthermore, DWBA is also advantageous for GISAXS experiments, as the
structure factor of the nanoparticle ﬁlm assembly and the form factor of the nanoparticles
can be distinguished.
By TER-XSW measurements we always took ﬂuorescence as the photo yield. Perform-
ing the experiments in UHV, it would also be possible to detect photoelectrons. This could
then lead to more precise investigations as in this case information about chemical shifts
and oxidation states can also be obtained. Furthermore, in-situ model catalysis under
reaction conditions would be possible.
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Dip Coater
The idea of making a dip coater was to have an alternative deposition technique. Having
an alternative method beside spin coating for preparing nanoparticle ﬁlms on substrate was
the main reason for studying about the concept of dip coating. Soon we found out that the
constructing concept of a dip coater is easy enough to be realized as a home-built system.
The technical speciﬁcation needed was that the machine is able to fulﬁll a precisely regular
vertical motion with adjustable speeds ranging from ≈ 1− 10 mm/min (cf. section 3.3.3).
The motion generator is a four pole
Figure A.1: Photograph of the dip coater
made in our group
brushless DC-Servomotor from series BX4
SC of the Faulhaber group with a nomi-
nal voltage of 12 V, a recommended no-
load maximum speed of 6000 rpm and an
integrated PI regulator for speed control.
The speed control takes place by the volt-
age applied to the system. This motor is
delivered in combination with a planetary
gearhead with nominal reduction ratio of
71:1. The torque of the motor is horizon-
tally transfered to a steel wedge via a met-
ric M6 screw. A metal slab, geometrically
perpendicular to the horizontal edge of the
wedge having one degree of freedom in ver-
tical direction can be set into motion when
the wedge moves back and forth (cf. Figs. A.1 and A.2). Hence, by ﬁxing the sample at
the ende of the metal slab, this can be moved vertically with a uniform adjustable speed.
There is a pin available on the screw which releases the moving unit from the screw so that
it can be manually positioned. This is for example useful at the immersion step of coating
which has to be done all at once (cf. sections 1.3.3 and 3.3.3).
Each complete rotation of the M6 screw corresponds to a horizontal displacement of 1
mm. Having the reduction ration of 71:1 together with 6000 rpm in mind, the maximum
horizontal displacement of the wedge per minute is about 80 mm. In order to ﬁnd out the
correspondence of vertical speed with the applied voltage, some calibration measurements
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Figure A.2: Schematic illustration of the dip coater
were performed. Fig. A.3 provides the detailed calibration information which is used for
setting the speed in dipping processes. For diﬀerent voltages the vertical displacement in
a minute was measured. It is obvious that the motor works linearly between ≈ 1 − 14
mm/min. The frequency listed is a value read out of the motor control electronics.
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Figure A.3: voltage-speed correspondence of the dip coater
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Appendix B
refnc and terxsw Routines
In the following the implemented Fortran 77 codes for both routines together with com-
ments are presented.
B.1 refnc
c ∗∗∗∗∗∗∗∗ r e f n c rou t in e f o r eva lua t i on the r e f l e c t i v i t y ∗∗∗∗∗∗∗∗
SUBROUTINE FUNNY
implicit none
include ’ /home/admin/ f o r / r e f n c / l s i n c 1 . f ’
real ∗8 th i ck ( 0 : 2 5 ) , i n t e r ( 0 : 2 5 ) , beta ( 0 : 2 5 ) , d e l t a ( 0 : 2 5 )
real ∗8 k0 , lambda , sigma , ymax , ymaxfalt
real ∗8 r e f l e x , r , theta , xo f f , yo f f , pi , back , r e l
real ∗8 walter , c r o s s s e c t i o n , probenlaenge
integer num, i , j j , kk , pointc , pointp , rep , zz
integer counter
real ∗8 c , h , E0 , s l i t h e i g h t , x gain , y ga in
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
c d e f i n i t i o n s
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
pi =4.0∗ atan ( 1 . 0 )
po intc = param (1) ! Pointer Con−Fi l e
pointp = param (2) ! Pointer Par−Fi l e
c ∗∗∗∗∗∗∗ pvalue (x ) are a l l from the cor re spond ing con
c=2.998d+8 ! l i g h t v e l o c i t y
h=4.13567d−15 ! Planck cons tant
E0=pvalue (1 ) ! f i x e d photon energy
lambda=c∗h/E0∗1 .0d+10 ! wave l eng t h
k0 = 2 .∗ pi /lambda ! wave vec to r
y ga in=pvalue (2 )
x ga in=pvalue (3 )
x o f f=pvalue (4 ) ! x−ax i s co r r e c t i on
yo f f=pvalue (5 ) ! y−ax i s co r r e c t i on
num = pvalue (6 ) ! number o f l a y e r s on the s u b s t r a t e
sigma=pvalue (7 )∗0 . 001 ! r e s o l u t i o n
beta (0)=0.0 ! vacuum ( a i r ) absorp t ion
de l t a (0)=0.0 ! vacuum ( a i r ) d i s p e r s i on
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i n t e r (0)=0.0 ! vacuum ( a i r ) roughness
do j j =1,num ! reading in the l a y e r information ,
! d i sper s ion , absorpt ion , roughness
! and t h i c kn e s s r e s p e c t i v e l y .
kk = 4∗ j j +13
de l t a ( j j ) = pvalue ( kk )
beta ( j j ) = pvalue ( kk+1)
i n t e r ( j j ) = pvalue ( kk+2)
th i ck ( j j ) = pvalue ( kk+3)
end do
back =pvalue (8 ) ! background
r e l =pvalue (9 ) ! r e l i s mu l t i p l i e d by d i s p e r s i on and
! absorp t ion o f the NP layer , i n t e r p r e t e d as coverage
probenlaenge =pvalue (10) ! sample l eng t h
s l i t h e i g h t =pvalue (11) ! v e r t i c a l s l i t s i z e
rep =pvalue (12) ! number o f r e p e t i t i o n s o f
! the l a y e r s t r u c t u r e g iven . ( app l i e d f o r e . g . DBRs)
de l t a (num+1) =pvalue (13) ! s u b s t r a t e d i s p e r s i on
beta (num+1) =pvalue (14) ! s u b s t r a t e absorp t ion
i n t e r (num+1) =pvalue (15) ! s u b s t r a t e roughness
th i ck (num+1) =pvalue (16) ! s u b s t r a t e t h i c kn e s s (a very l a r g e number in
! comparison , can be i n t e r p r e t e d as i n f i n i t y )
i f ( back . l e . 0 . 0 d0 ) back = 10 .0 d0
back = 10 .0 d0∗∗(−back ) ! l i n e a r background
c ∗∗∗∗∗∗∗ l i s t i n g the read in data
j j =0
counter=0
zz=0
write (∗ ,∗ ) ’ c , i , Delta , Beta , Dicke , sigma ’
write (∗ , 11 ) counter , j j , d e l t a ( j j ) , beta ( j j ) , th i ck ( j j ) , i n t e r ( j j )
do zz=0, rep
do j j =1,num
counter=counter+1
write (∗ , 11 ) counter , j j , d e l t a ( j j ) , beta ( j j ) , th i ck ( j j ) , i n t e r ( j j )
end do
end do
counter=counter+1
j j=num+1
write (∗ , 11 ) counter , j j , d e l t a ( j j ) , beta ( j j ) , th i ck ( j j ) , i n t e r ( j j )
11 format ( I3 , I3 , 2 e12 . 5 , 2 F12 . 4 )
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
c from h i e r i n t e n s i t y c a l c u l a t i o n
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
ymax=0.0
do j j =1,nyr , 1
theta=(xobs ( j j )∗ x gain−xo f f )
c r o s s s e c t i o n=s i n ( theta )∗ probenlaenge
i f ( c r o s s s e c t i o n . l t . s l i t h e i g h t ) then
wal te r=c r o s s s e c t i o n / s l i t h e i g h t ! ’ wa l ter ’ cons ider s the f a c t
! t ha t the sample turns in to
! the beam and thus the
! i n t e n s i t y inc r ea se s
else
wal te r =1.0
end i f
r=Ref l ex (num, rep , th ick , beta , de l ta , i n t e r , theta , k0 , r e l )
r=r ∗wal te r
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yca l c ( j j )=y ga in ∗( r+back)− yo f f
i f (ymax . l t . y ca l c ( j j ) ) then
ymax=yca l c ( j j )
end i f
write (∗ ,∗ ) j j , xobs ( j j ) , theta , y ca l c ( j j )
& , yca l c ( j j )−yobs ( j j ) , weight ( j j )
end do
ymaxfalt=1.0e−10
i f ( sigma . ge . 0 . 0 0 0 2 ) then
ca l l f a l t ( sigma )
end i f
do i =1,nyr
i f ( ymaxfalt . l t . y ca l c ( i ) ) then
ymaxfalt=yca l c ( i )
end i f
end do
do i =1,nyr
yca l c ( i )=yca l c ( i )∗ymax/ymaxfalt
end do
return
end
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
c
c function kz ! wavevector c a l c u l a t i o n func t i on
c
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
complex∗16 function kz ( beta , de l ta , s i nph i )
real ∗8 s inph i , beta , d e l t a
kz=sq r t ( s i nph i ∗ s inph i −2.0∗ de l ta − (0 . 0 , 2 . 0 )∗ beta )
return
end
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
c
c function CSINH(Z) ! a u x i l i a r y func t i on
c
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
complex∗16 function CSINH(Z)
complex∗16 z
c s inh=(exp ( z)−exp(−z ) )∗0 . 5
return
end
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
c
c REFLEXION ( tanh ) ! roughness mode l l ing a f t e r Beckmann−Sp i z z i c h ino
c
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
complex∗16 function r e f t ( k1 , k2 , sigma )
complex∗16 k1 , k2 , c s inh
real ∗8 sigma , p i
p i=atan ( 1 . 0 ) ∗ 4 . 0
i f ( sigma . gt . 0 . 1 ) then
s i g=sigma∗ s q r t ( p i / 8 . )
else
s i g =0.1
end i f
r e f t=cs inh ( p i ∗ s i g ∗( k1−k2 ) )/ c s inh ( p i ∗ s i g ∗( k1+k2 ) )
return
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end
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
c
c REFLEXION (Nevot−Croce ) ! roughness mode l l ing a f t e r Nevot−Croce
c
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
complex∗16 function r e f n c ( k1 , k2 , sigma )
complex∗16 k1 , k2
real ∗8 sigma , p i
p i=atan ( 1 . 0 ) ∗ 4 . 0
r e f n c=(k1−k2 )/ ( k1+k2 )∗ exp (−2.0∗k1∗k2 ∗( sigma ∗∗2))
return
end
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
function Ref l ex (num, rep , th ick , beta , de l ta , i n t e r , theta , k0 , r e l )
c ∗∗∗∗∗∗ r e f l e c t i o n c a l c u l a t i o n
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
real ∗8 th i ck ( 0 : 1 0 0 ) , beta ( 0 : 1 0 0 ) , d e l t a ( 0 : 1 0 0 ) , i n t e r ( 0 : 1 0 0 )
integer num, l , lm , rep
complex∗16 re fnc , r ,P, Rl , kz , f ( 0 : 1 00 ) ! f (0 :25)
real ∗8 k0 , theta , s inph i , r e f l e x , r e l
complex∗16 memory (100 ,2 ) , Er ( 0 : 1 0 0 ) , Et ( 0 : 1 0 0 )
lm=num∗( rep+1)+1
s i nph i=s i n ( theta )
beta (0)=0.0
de l t a (0)=0.0
c ∗∗∗∗∗∗∗( Al l f o l l ow i ng comments are based on B.N.Dev et a l . Phys . Rev . B 61 . 8462 . (2000))∗∗∗∗∗∗
c ∗∗∗∗∗∗∗Beginning from the sub s t r a t e moving toward the 0 th l ay e r f o r X−value c a l c u l a t i o n
c ∗∗∗∗∗∗∗ sub s t r a t e va lue c a l c u l a t i o n s
Rl=(0 ,0) !X su b s t r a t e
f ( lm)=k0∗kz ( beta ( lm ) , d e l t a ( lm ) , s i nph i ) ! kz s u b s t r a t e
P = exp ( f ( lm)∗(0 ,−1)∗ th i ck ( lm ) ) ! a j
memory( lm+1,1)=Rl
memory( lm+1,2)=P
c ∗∗∗∗∗∗∗ c a l c u l a t i o n o f X j and a j f o r l a y e r s
do l=lm−1,0,−1
i f ( l . eq . 1 ) then
f ( l ) = k0∗kz ( beta ( l )∗ r e l , d e l t a ( l )∗ r e l , s i nph i ) ! f o r the case when no f u l l coverage
! a v a i l a b l e on the sur face ( e . g . NPs)
else
f ( l ) = k0∗kz ( beta ( l ) , d e l t a ( l ) , s i nph i ) ! k j
end i f
write (∗ ,∗ ) f ( l +1) , f ( l )
r = r e f n c ( f ( l ) , f ( l +1) , i n t e r ( l +1))
write (∗ ,∗ ) ’ r e fnc−−−> ’ , l , r
Rl = ( r+Rl ∗(P∗∗2))/(1+ r ∗Rl ∗(P∗∗2)) ! X j
P = exp ( f ( l )∗(0 ,−1)∗ th i ck ( l ) ) ! a j
memory( l +1,1)=Rl
memory( l +1,2)=P
end do
Et(0)=1
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Er(0)=(memory (1 ,2 )∗∗2)∗memory (1 , 1 )
r e f l e x=(Er (0)/Et (0 ) )∗ conjg (Er (0)/Et ( 0 ) )
return
end
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
subroutine f a l t ( sigma )
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
include ’ /home/admin/ f o r / r e f n c / l s i n c 1 . f ’
parameter ( i anzah l =100)
real ∗8 g(− i anzah l : i anzah l ) , dx , sigma , f (nym)
integer i1 , i2 , i 3
dx=xobs (2)−xobs (1 )
ca l l gauss ( g , dx , sigma , i anzah l )
do i 1 =1,nyr
f ( i 1 )=0.0
i 3=i1
do i 2=−i anzah l , i anzah l , 1
i 3=i1+i2
i f ( ( i 3 . gt . 0 ) . and . ( i 3 . l e . nyr ) ) then
f ( i 1 )= f ( i 1 )+yca l c ( i 3 )∗ g ( i 2 )
else i f ( i 3 . gt . nyr ) then
f ( i 1 )= f ( i 1 )+yca l c ( nyr )∗ g ( i 2 )
else
f ( i 1 )= f ( i 1 )+yca l c (1)∗ g ( i 2 )
end i f
end do
end do
do i 1 =1,nyr
yca l c ( i 1 )= f ( i 1 )
end do
return
end
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
subroutine gauss ( g , dx , sigma , anzahl )
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
integer i , anzahl
real ∗8 dx , sigma , g(−anzahl : anzahl )
p i =4.0∗ atan ( 1 . 0 )
do i =1, anzahl , 1
g ( i )=exp (−0.5∗( i ∗dx/sigma )∗∗2)/ sq r t (2∗ pi )/ sigma
g(− i )=g ( i )
end do
g (0)=1.0/ sq r t (2∗ pi )/ sigma
return
end
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
subroutine window(g , dx , sigma , anzahl )
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
integer i , anzahl
real ∗8 dx , sigma , g(−anzahl : anzahl )
p i =4.0∗ atan ( 1 . 0 )
do i =1, anzahl , 1
i f ( i ∗dx . l e . sigma ) then
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g ( i )=1.0
else
g ( i )=0.0
end i f
g(− i )=g ( i )
end do
g (0)=1.0
return
end
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B.2 terxsw
As the main issues of this routin concerning reading in the data and ﬁtting procedures are
the same as refnc we at this point merely introduce the yield function calculation procedure
with its directly related subroutines.
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
function y i e l d (number , repet , th ick , beta , de l ta , i n t e r , theta , k0 ,
& ly , standdev )
c ∗∗∗∗∗∗ y i e l d c a l c u l a t i o n
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
real ∗8 th i ck ( 0 : 1 0 ) , beta ( 0 : 1 0 ) , d e l t a ( 0 : 1 0 ) , i n t e r ( 0 : 1 0 )
integer number , l , lm , repet , l y
complex∗16 r ,P, Rl , kz , r e fnc , f ( 0 : 1 00 ) ! f (0 :25)
complex∗16 t , r e f n c t
complex∗16 memory (100 , 2 ) , Er ( 0 : 1 00 ) , Et ( 0 : 1 00 )
real ∗8 k0 , theta , s inph i , zmax , zmin ,mumin ,mumax
real ∗8 r e f l e x , nu , standdev
real ∗8 int max , int min , int mu min , int mu max
integer n , n1 , c , c1 , cmax , c1max ! n : approvimation o f nth grade
! c , cmax : odd p r e f a c t o r
integer nmax , n1max ! nmax : maximum grade o f approximation
real ∗8 m,m1, hn , hn1 !m: mittelpunktsumme , ! hn : s t ep width
real ∗8 v ,w, tn , tm , tn1 , tm1 ! v : improvement between
! the two trapezium tn and tn1
real ∗8 vmin ,wmin , midpoint , s i g , pi , mures ! gauss d i s t . sigma
lm=number∗( r epe t+1)+1
s i nph i=s i n ( theta )
beta (0)=0.0
de l t a (0)=0.0
th i ck (0)=0.0
c ∗∗∗∗∗∗∗( Al l f o l l ow i n g comments are based on B.N.Dev et a l . Phys . Rev . B 61 . 8462 . (2000))∗∗∗∗∗∗
Rl=(0 ,0)
f ( lm)=k0∗kz ( beta (number+1) , d e l t a (number+1) , s i nph i ) ! kz s u b s t r a t e
P = exp ( f ( lm)∗(0 ,−1)∗ th i ck (number+1)) ! a j
memory( lm+1,1)=Rl
memory( lm+1,2)=P
do l=lm−1,0,−1
f ( l ) = k0∗kz ( beta ( l ) , d e l t a ( l ) , s i nph i ) ! k j
r = r e f n c ( f ( l ) , f ( l +1) , i n t e r ( l +1))
Rl = ( r+Rl ∗(P∗∗2))/(1+ r ∗Rl ∗(P∗∗2)) ! X j
P = exp ( f ( l )∗(0 ,−1)∗ th i ck ( l ) ) ! a j
memory( l +1,1)=Rl
memory( l +1,2)=P
end do
Et(0)=1
Er (0)=(memory (1 ,2 )∗∗2)∗memory (1 , 1 )
do l =1,lm
r = r e f n c ( f ( l −1) , f ( l ) , i n t e r ( l −1))
t = r e f n c t ( f ( l −1) , f ( l ) , i n t e r ( l −1))
Et ( l )=(memory( l , 2 )∗Et ( l −1)∗ t )/(1+(memory( l +1 ,2) ! t ransmi t t ed E− f i e l d
& ∗∗2)∗memory( l +1 ,1)∗ r )
Er ( l )=(memory( l +1 ,2)∗∗2)∗memory( l +1 ,1)∗Et ( l ) ! r e f l e c t e d E− f i e l d
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end do
r e f l e x=(Er ( ly )/Et ( ly ) )∗ conjg (Er ( ly )/Et ( ly ) ) !R
nu=datan2 ( dimag (Er ( ly )/Et ( ly ) ) , dble (Er ( ly )/Et ( ly ) ) ) ! nu
write (∗ ,∗ ) ’ r e f l e x , nu−−−−> ’ , r e f l e x , nu
c ∗∗∗∗∗∗∗∗ i n t e g r a t i o n rou t in e
tn1=0.0
tm1=0.0
p i =4.0∗ atan ( 1 . 0 )
s i g=th i ck ( ly )/ standdev ! gauss d i s t sigma
write (∗ ,∗ ) ’ stand ’ , s i g
midpoint=th i ck ( ly ) /2 . 0
zmin=0.0−3.0∗ s i g ! lower l im i t
zmax=th i ck ( ly )+3.0∗ s i g ! upper l im i t
vmin=0.0001
wmin=0.0001
n1max=3
nmax=5
n=0
n1=0
int min=fcn ( zmin , Et ( l y ) , Er ( l y ) , f ( l y ) )
int max=fcn (zmax , Et ( ly ) , Er ( ly ) , f ( l y ) )
hn=(zmax−zmin )/ (2 . 0∗∗n)
tn=hn∗( int min /2 .0 + int max /2 . 0 )
do n=0,nmax , 1
hn=(zmax−zmin )/ (2 . 0∗∗n) ! determining new s t ep width
cmax=(2∗∗(n+1))−1
m=0.0
do c=1,cmax , 2
c ∗∗∗∗∗∗∗From here Gaussian d i s t r i b u t i o n o f middle po int o f p a r t i c l e s ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
mumin=midpoint −3.0∗ s i g
mumax=midpoint+3.0∗ s i g
int mu min=h a l f c i r c ( ( zmin+c∗hn/2.0)−mumin , th i ck ( ly ) / 2 . 0 )
& ∗ gau s sd i s t (mumin , s ig , midpoint )
int mu max=h a l f c i r c ( ( zmin+c∗hn/2.0)−mumax, th i ck ( ly ) / 2 . 0 )
& ∗ gau s sd i s t (mumax, s ig , midpoint )
hn1=(mumax−mumin)/ (2 . 0∗∗ n1 )
tm=hn1 ∗( int mu min /2 .0 + int mu max /2 . 0 )
do n1=0,n1max , 1
m1=0.0
hn1=(mumax−mumin)/ (2 . 0∗∗ n1 )
c1max=(2∗∗(n1+1))−1
do c1=1,c1max , 2
m1=m1+hn1∗ h a l f c i r c ( ( zmin+c∗hn /2 . 0 )
& −(mumin+c1∗hn1 /2 . 0 ) , th i ck ( ly ) / 2 . 0 )
& ∗ gau s sd i s t (mumin+c1∗hn1 /2 .0
& , s ig , midpoint )
enddo
tm1=(m1+tm)/2 . 0
w=abs (tm1−tm)
i f (w. l e . wmin) exit
tm=tm1
enddo
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mures=tm1
c ∗∗∗∗∗∗∗Gaussian d i s t r i b u t i o n un t i l here ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
m=m+hn∗ f cn ( zmin+c∗hn /2 . 0 , Et ( ly ) , Er ( l y ) , f ( l y ) )
& ∗mures
enddo
tn1= (m+tn )/2 . 0 ! improved t rape zo i d c a l c u l a t i o n
v=abs ( tn1−tn ) ! q u a l i t y determinat ion
i f ( v . l e . vmin ) exit ! i f p r e c i s e enough , e x i t and re turn va lue
tn=tn1
enddo
y i e l d=tn1
return
end
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
function f cn (x , Et , Er , f )
c ∗∗∗∗∗∗∗ i n t e n s i t y function
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
real ∗8 fcn , x
complex∗16 Et , Er , f
f cn=(Et∗exp ((0 ,−1)∗ f ∗x)+
& Er∗exp ( ( 0 , 1 )∗ f ∗x ) )
& ∗ conjg (Et∗exp ((0 ,−1)∗ f
& ∗x)+Er∗exp ( ( 0 , 1 )∗ f
& ∗x ) )
return
end
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
function gau s sd i s t ( zet , sigma ,mu)
c ∗∗∗∗∗∗∗Gaussian d i s t r i b u t i o n
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
real ∗8 zet , sigma ,mu
real ∗8 gau s sd i s t
real ∗8 p i
p i =4.0∗ atan ( 1 . 0 )
gau s sd i s t =(1.0/( sq r t (2∗ pi )∗ sigma ) )∗
& exp ( −0 .5∗ ( ( ( zet−mu)/ sigma ) ∗ ∗ 2 . 0 ) )
return
end
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗ t ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
function h a l f c i r c (muvar , r ad iu s )
c ∗∗∗∗∗∗∗ p a r t i c l e d i s t r i b u t i o n de f ined in dens i ty d i s t r i b u t i o n func .
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
real ∗8 h a l f c i r c , muvar , r ad iu s
real ∗8 p i
p i =4.0∗ atan ( 1 . 0 )
h a l f c i r c =( rad iu s ∗∗2.0−muvar ∗∗2 .0 )/ rad iu s ∗∗2 . 0/4 . 0
return
end
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
function r e f n c ( k1 , k2 , sigma )
c ∗∗∗∗∗∗∗ roughness model l ing a f t e r Nevot−Croce
c ∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗∗
complex∗16
complex∗16 k1 , k2 , r e f n c
real ∗8 sigma , p i
p i=atan ( 1 . 0 ) ∗ 4 . 0
r e f n c=(k1−k2 )/ ( k1+k2 )∗ exp (−2.0∗k1∗k2 ∗( sigma ∗∗2))
return
end
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