Abstract-In this paper we study the eigenvalues of a matrix S which arises in the recovery of lost samples from oversampled band-limited signals. Emphasis is placed on the variation of the eigenvalues as a function of the distribution of the missing samples and as a function of the oversampling parameter. We present a number of results which help to understand the numerical difficulties that may occur in this class of problems, and ways to circumvent them.
I. INTRODUCTION
A band-limited signal is a function f which belongs to the space L 2 of square-integrable functions and which has a Fourier transformf
such that
The set of all such f ∈ L 2 will be denoted by B 2 (σ). By the Whittaker-Kotelnikov-Shannon sampling theorem [1, 2] , any f ∈ B 2 (σ) can be reconstructed from samples f (nT ) (−∞ < n < ∞) taken T seconds apart if T ≤ π/σ. When the oversampling parameter r = σT /π is less than unity, the samples { f (nT )} are redundant, that is, any finite number of them can be obtained from the remaining ones by solving a system of linear equations [2] [3] [4] . This follows from the (absolutely and uniformly convergent) sampling series for f ∈ B 2 (σ),
where sinc(x) = sin(πx)/πx. Assume that n samples f (i k T ) (k = 0, 1, . . . , n − 1) are unknown, and let U = {i 0 , i 1 , . . . , i n−1 }. Setting t = i k T in (1) we obtain
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and h is a known n-dimensional vector given by
The band-limited signal can be determined if (2) can be solved for u. It is easy to show that S is positive definite, independently of the number and distribution of the lost samples. Theoretically, this guarantees the existence and uniqueness of the solution to the reconstruction problem, but, in practice, a number of serious difficulties may occur. In this paper we present a number of results which clarify the eigenstructure of S and help in understanding and circumventing those problems.
II. SOME PRACTICAL CONSIDERATIONS
The positive definite character of S is not sufficient to ensure that (2) can be solved. In fact, if one of the eigenvalues of S is close to unity I − S will be ill-conditioned, and its inversion may become an impossible task.
It can be shown that the largest eigenvalue of S is less than unity. This does not ensure that I − S is wellconditioned, but it does suggest the use of iterative techniques as an alternative to direct inversion of I − S. Simple iteration of (2), for example, theoretically generates a converging sequence which approximates the solution. Unfortunately, this and a number of other iterative methods are also of limited usefulness when the largest eigenvalue of S approaches unity, due to the very poor convergence rates that might result.
In addition to these possible difficulties, the matrix S does not seem to possess any properties which render the solution computationally less expensive or more exact (although S will be Toeplitz if the lost samples are equidistant).
These considerations are important for some applications, including the transmission or storage of sampled data. The presence of burst errors will generally lead to an interpolation problem very ill-posed, and may result in large estimation errors if the values of the known samples are not exactly known. Also, quantities such as h in (2) cannot be accurately computed since they depend on an infinite number of samples, and, in practice, only a finite number will be available. To illustrate these facts, and motivate the study which will be subsequently carried out, we will present a few simple examples. Let
be sampled with r = 0.6. A segment of the function f is depicted in figure 1 . Assume that samples f (nT ), with −40 ≤ n ≤ 40, are all available for processing with the exception of 6 consecutive samples starting with f (0). Despite the very low number of unknown samples, their interpolation based on (2) gives useless results (see figure 2 ). Compare this with figure 3, which depicts the results of a similar experiment, but in which there were 30 missing samples more evenly spread apart (the randomly chosen sampling set is depicted in figure 4 ). These performance differences are due to the dependence of the eigenvalues of S on the positions of the lost samples. Figure 5 depicts the largest eigenvalue of S for several values of r, as a function of the matrix order n (the number of unknown samples), assuming that they are contiguous, that is, U = {0, 1, . . . , n − 1}. It clearly shows how close to unity the largest eigenvalue of S may get, even when the number of missing samples is reduced (check r = 0.6 and n = 6, for example). An interesting study of the effects of truncation and noise on the interpolation of burst errors in band-limited discrete signals may be found in [5] .
One curious example of the dependence of the eigenvalues of S upon the distribution of the lost samples is given in figure 6 , which again depicts the largest eigenvalue of S for several values of r, as a function of the number of missing samples, but assuming that U = {0, 4, . . . , 4n − 4}. Examination of the results suggests that the maximum eigenvalue of S is bounded above by the smallest multiple of 1/4 greater than r, and below by the largest multiple of 1/4 smaller than r, independently of the number of lost samples.
We will see that this is indeed true, even under more general conditions. If the positions of the missing samples are adequately chosen, the upper and lower bounds to the eigenvalues of S can be brought to values close to r or a multiple of r, independently of the number of missing samples. This is a substantial improvement, and defines, as we will see, a subclass of well-posed data reconstruction problems which can be effectively solved using standard iterative or non-iterative techniques.
Our results explain the eigenstructure of S as a function of r and U. The simplest results concern equidistant lost samples, that is, sets U which contain only numbers of the form u k = km, for some fixed integer m ≥ 1. It turns out that these results also apply if u k = i k m, for arbitrary integers i k . We also address the recovery problem in its full generality, that is, when U and r are unrestricted.
Such a study may have important practical advantages. For example, our results suggest realistic interleaving factors for the samples of low-pass band-limited signals, prior to their transmission or archival. This interleaving would make the transmitted or stored information much less sensitive to burst errors, which would no longer tend to affect contiguous set of samples.
III. THE EIGENVALUES OF S
We denote by M n the class of n × n matrices over the real or complex fields. The eigenvalues of a Hermitian matrix A are assumed to be sorted by increasing order λ 1 ≤ λ 2 ≤ . . . ≤ λ n . The spectral radius of A, that is, its largest eigenvalue in absolute value, is denoted by ρ(A). We are interested in the eigenvalues of S ∈ M n defined by
and their dependence on r and U = {i 0 , i 1 , . . . , i n−1 }. We write S(U), S(r) or S(U, r) to emphasize the dependence of S on the generating set U or on the parameter r. For example, S({0, 4}, 0.2) denotes the interpolation matrix which arises in the recovery of samples f (0) and f (4T ) of a band-limited signal f , oversampled with r = 0.2. Note that it is possible to assume without loss of generality that
Clearly, S is a principal submatrix of the Toeplitz matrix M with elements
where i, k ∈ [0, i n−1 ], and 0 < r < 1. This matrix arises in the recovery of i n−1 + 1 consecutive samples of f (t), starting with sample zero, that is, M = S({0, 1, . . . , i n−1 }). However, M is also related to the discrete prolate spheroidal wave functions [5, 6] .
The eigenvalues of M lie in the interval (0, 1). This follows from r sinc(rx) = 1 2
which leads to
Thus, M is positive definite and its smallest eigenvalue greater than zero. That its largest eigenvalue is less than unity follows from
and the fact that the largest eigenvalue of M equals the supremum of x H Mx taken over all x with unitary norm. These bounds are well-known [6] . Interestingly, they also hold for the matrices that arise in the recovery of unknown samples in generalized sampling expansions [4] .
Since S is a principal submatrix of M, its eigenvalues separate those of M [7] . Thus, they also belong to (0, 1), which means that S is also positive definite, and ρ(S) < 1.
How do the eigenvalues of S depend on U? Among all principal submatrices of M with a given order, which ones have minimum spectral radius? If n samples { f (i k T )} of f ∈ B 2 (σ) are lost during a certain time interval, how does the distribution of the lost samples affect the stability of the reconstruction procedures which follow from (2)? These are questions of considerable practical and theoretical interest, which we will now attempt to address.
We will begin by considering missing sample distri- Here, a denotes the greatest integer less than or equal to a. Using (3) we have, for any r, 
is not a multiple of 1/m, we have
On the other hand,
since rm + 1 > mr. It remains to note that S = rI if r = /m, any positive integer.
Theorem 1 explains figure 7, which depicts a few eigenvalues of S as a function of r, when U = {0, 4, 8, . . . , 4n − 4}. The bounds given in the theorem are independent of n and extremely simple to calculate. Yet, their accuracy, which improves as m increases, is already sufficient for practical assessment of many sampling sets U. A few examples are presented in table 1.
These bounds can always be combined with the following simple but useful result, valid for any distribution of missing samples. The trace of S ∈ M n is nr, and equals the sum of the eigenvalues. But this means that
which is the stated result. Since the integrands are positive,
and therefore the minimum eigenvalue of S(r + δ) cannot be less than that of S(r). On the other hand, the obvious upper bound to the integrals leads to
But the square of the maximum of ∑ n−1 k=0 |x k |, subject to the constraint x = 1, is n, and the stated result follows after considering the supremum over x = 1 of each side of the equation.
If r is rational (r = p/q), placing the missing samples multiples of q samples apart from each other, that is, letting
with m = q, brings S(U, r) to diagonal form rI. This is the smallest value of m for which this happens. If r is irrational, it is still possible to find m such that all eigenvalues of S lie as close to r as we wish. This is a consequence of theorem 1, which shows that the mappings f i : r → λ i [S(r)] tend to the unity map, uniformly, when m → ∞. The following theorem makes this statement precise, and gives the minimum necessary value of m. Theorem 4: Let 0 < r < 1. For any prescribed ε > 0, all eigenvalues of S(U, r) ∈ M n will lie in [r − ε, r + ε] if we choose
and set U = {i 0 m, i 1 m, . . . , i n−1 m}. By Hurwitz's theorem [8] , any irrational r has an infinity of irreducible rational approximations p/q such that
where 0 < |θ| < 1, and the constant √ 5 is best-possible. We will assume that θ > 0, there being no essential changes if the opposite is true. Let r = p/q, and set m equal to a multiple of q. The matrix S(U, r ), where
is equal to r I. Applying theorem 3 with
we find that all eigenvalues of S(U, r) must belong to In particular, if i k = k, they apply to equidistant sets of lost samples. We will now study the more general case where the elements of U are arbitrary distinct integers sorted by increasing order. Examination of the form of S when one more element is added to the set U immediately shows that the eigenvalues of the n × n matrix separate those of the larger. This is a direct consequence of the form of S and of the interlacing theorems for symmetric or bordered matrices [7] . This observation suggests that a study of the eigenvalues of S n = S(U n ) and S n+1 = S(U n+1 ) might be useful, where
The following theorem is a consequence of this approach.
Theorem 5: Consider S n ∈ M n and S n+1 ∈ M n+1 . If the eigenvalues λ (n+1) i of S n+1 are arranged in increasing order, then
is the sequence of eigenvalues of S n together with r, sorted by increasing order, and
The matrix S n+1 ∈ M n+1 can be written in partitioned form as
where the k-th element of the vector a n is r sinc[r(i n − i k )], k = 0, 1, . . . , n − 1. We may express S n+1 as the sum of two real symmetric matrices
The eigenvalues of the first of these two matrices are clearly those of S n itself, plus r. When arranged by increasing order, these n + 1 numbers form the sequence µ
. It is straightforward to show that the nonzero eigenvalues of the second matrix are the two square roots of a n 2 = r
By Weyl's theorem on the eigenvalues of the sum of two symmetric matrices [7] one has
and the theorem follows if we define c n = a n .
The following simple bound to the constants c n , given in terms of the minimum spacing between missing samples, is sometimes useful.
Theorem 6: Let be the minimum separation between the elements of U, that is,
The constants c n in theorem 5 satisfy
This is a consequence of
These results show how the eigenvalues of S change when one missing sample is added to U. Consider the set E n of n eigenvalues of S, whose average value is clearly r. By theorem 2, the largest of these eigenvalues is greater than r, and the smallest less than r. They are all equal to r if S is diagonal.
To obtain bounds for the eigenvalues of the matrix that results when one sample is added to U, consider the union E n ∪ {r}, and denote by X n+1 the ordered set of n + 1 numbers obtained. Their average, maximum and minimum values are obviously the same as those of E n . The bounds for the eigenvalues of the new matrix are obtained by addition and subtraction of c n to each of the elements of X n+1 .
Note that c n can be zero if and only if U contains only multiples of m, and r is itself a multiple of 1/m. In this case, all eigenvalues remain equal to r and the matrix keeps its diagonal form.
By placing the missing samples sufficiently far apart, c n can be made as small as desired. The worst possible situation occurs when the missing samples are contiguous, in which case, as figure 5 shows, the spectral radius may grow rapidly with n.
It is now easy to find upper and lower bounds for the eigenvalues of S(U, r), under no restrictions on U or r. For example, successive invocations of theorem 5 show that the eigenvalues of S(U, r) ∈ M n are bounded by the numbers
Using the bound given in theorem 6 this implies the weaker result
where, as before, is the minimum separation between elements of U.
IV. SOLVING THE RECONSTRUCTION PROBLEM
The stability of the interpolation method expressed by (2) depends strongly on the set U, that is, on the missing sample distribution. The previous results clarify this dependence and help in understanding the practical problems that may occur. Equation (2) may be solved using direct or iterative techniques. When the number of missing samples is large, or when the largest eigenvalue of S approaches unity, the iterative methods become valuable alternatives. To complete our discussion we will briefly mention a few such methods.
The simplest technique is direct iteration of (2), which leads to
Equation (2), in the form
also suggests the iterative method
where the real µ can be adjusted to control the convergence rate. When µ = 1 this reduces to (5) . Let T = I − S. Expressing T as T = M − N leads to yet another alternative form for (2),
Different choices for M and N lead to different iterative methods. Let D, L and U denote diagonal, lower triangular, and upper triangular matrices, such that T = D − L − U. Assume that the main diagonal elements of D equal those of T. Thus, the main diagonals of L and U contain only zero elements, and their nonzero elements differ from the corresponding elements of T only in sign.
Letting M = D leads to Jacobi's iteration,
whereas M = D − L yields the Gauss-Seidel iteration,
The Gauss-Seidel method can be implemented as Jacobi's method, but performing the computations necessary to find each approximation in-place. This avoids inversion of D − L and cuts the storage requirements somewhat. A relaxation constant µ may be incorporated in both methods, leading to the JOR and SOR iterations. References [9, 10] contain detailed studies of these as well as other iterative methods for the solution of linear equations.
As a final remark, we note that it is possible to formulate a reconstruction problem similar to the one studied in this paper for finite-dimensional signals, that is, signals with a finite number of samples. These methods can also be used in that context, and sufficient conditions for their convergence have been given [11] .
V. CONCLUSIONS
The results presented herein may have practical applications, some of which are intuitively apparent. For example, the transmission or archival of sampled data, over channels or on media where the probability of burst errors is high, might be best accomplished if the samples are interleaved before transmission/archival. If the interleaving factor is too large, there will be unnecessary delays and memory needs. Our results simplify the computation of reasonable interleaving factors, yet large enough to lead to a well-posed interpolation problem.
Even under ideal noiseless conditions, interpolation with the sampling series will never be exact due to the necessary truncation of the infinite series (1) . Quantities such as h in (2), which depend on an infinite number of samples, can only be approximately found. As we have seen, the accumulated effect of truncation error and all other unavoidable errors, such as those introduced by finite-precision arithmetic, measurement error, etc., may be felt even in interpolation problems of moderate size. The magnitude of those effects, however, strongly depends on the oversampling parameter r and the distribution of the missing samples. Our results help to quantitatively understand the effect of these factors.
The interpolation of band-limited low-pass signals in the presence of missing samples, although theoretically possible using (2), may become a very difficult numerical task if a number of contiguous samples is unavailable or have been contaminated by noise. In that case, the largest eigenvalue of the reconstruction matrix S in (2) may approach unity, leading to a very ill-posed problem. Stabilizing or windowing techniques such as the perturbation technique described in [5] might be useful in such cases, but the success of the reconstruction critically depends on the value of the oversampling parameter r and on the number n of missing or affected samples. In general, good results are possible only for low values of r and n, that is, only when a few missing samples are missing, and/or the samples came from a highly oversampled signal.
If the unknown samples are not contiguous, the reconstruction problem is in general much more tractable, unless, of course, r is very close to unity. Recall that the largest eigenvalue of the reconstruction matrix S is always larger than r (theorem 2). Therefore, if r is close to unity, that is, if the sampling frequency is very near its critical lowest possible value set by the sampling theorem, the reconstruction will be difficult regardless of the missing sample distribution.
When r is not so close to unity, the reconstruction matrix S will normally have a reasonably low spectral radius, assuming that the gaps between missing samples are sufficiently large. Our results show that the largest eigenvalue of the reconstruction matrix S may reach values nearly as low as r, independently of the number of lost samples. In many cases, the interpolation can be performed safely, using non-iterative methods (direct inversion of I − S) or one of the several iterative methods available, the simplest of which is direct iteration of equation (2) . When the missing sample positions are all multiples of an integer m > 1 and r is an appropriate rational, S may even be diagonal, and the recovery process trivial.
We gave several useful bounds to the eigenvalues of S, and examples which illustrate and confirm the main results. It is hoped that the preceding results might help in understanding some of the problems that arise when dealing with sampled data in a practical environment.
