Abstract-We analyze packet delay in CSMA-based random access schemes in networks under the protocol interference model. Using a stochastic coupling argument we identify a subset of the throughput-region where queue lengths can be bounded uniformly for all network sizes. This conclusion provides a throughput-region of interest for delay sensitive applications and suggests that delay bounds based on mixing time analyses may be loose.
I. INTRODUCTION
It was recently shown that CSMA-based random access schemes can achieve the full throughput region under the protocol model of interference [1] , [2] . Here a collection of n wireless links are considered under a conflict graph G which stipulates that no two neighbors in G may transmit simultaneously. In turn transmitting links form an independent set of the conflict graph, and the full throughput region is the convex hull of all such independent sets. The papers [1] , [2] consider the transmission patterns that arise under CSMA using Markovian models and establish that the persistence of links in accessing the medium can be tuned to achieve any point in the interior of the throughput region.
It is also widely recognized that the throughput optimality of CSMA comes at the expense of short-term unfairness. Namely, instantaneous transmission patterns may tend to spend excessive time around maximal independent sets and thereby starving remaining links. This effect is typically more pronounced for larger throughputs and for larger systems. It appears fundamentally related to the mixing time of the Markov process of transmission patterns. In fact by upperbounding the mixing time Jiang et al. [3] identify a subset of the throughput region in which mean queue lengths in a related queuing system grow as O(log n) where n is the number of links, or the number of nodes in G. Interestingly, there is also a matching lower-bound for the mixing time in general graphs [4] . Hence if the mixing time is an indicator of dependence between short-term fairness and the system size n, then one would expect that the dependence would always be present, though possibly weak for some throughputs and strong for others.
In this paper we establish that queue lengths under models akin to that of [3] are uniformly bounded in an explicitly characterized subset of the throughput region. This conclusion has two implications. Firstly it identifies a throughput region that would be of interest for delay sensitive applications. Secondly it suggests that mixing time may not be a suitable instrument for sharp characterization of such regions.
The alluded bound on queue lengths relies on a stochastic coupling argument. Specifically, we stochastically bound each individual queue length with an auxiliary process obtained by omitting all other links except the neighbors. The auxiliary process provides a lower bound on throughput and an upper bound on the queue length, where the upper bound depends only on local contention faced by each link.
Sections II and III establish the coupling and resulting throughput bounds in discrete and continuous models, respectively. Some numerical results are provided in Section IV and the paper concludes with final remarks in Section V.
II. DISCRETE-TIME CSMA NETWORK
Following the notation of [2] , [3] we represent the independent sets of G with I and denote by N i the neighbors of node i in G. Since each node of G represents a wireless link in the present context we use the terms node and link interchangeably. Define
The conflict graph implies that if σ i (t) = 1 then σ j (t) = 0 for all j ∈ N i . a) Parallel Glauber Dynamics: Let q = {q m : m ∈ I} be an arbitrary but fixed probability distribution on I such that π i := m i q m > 0 for each link i. Construct the process σ(t) = (σ 1 (t), σ 2 (t), . . . , σ n (t)) : t = 0, 1, 2, . . . from an arbitrary initial value as follows: For each t > 0 1) Randomly choose a decision schedule m(t) ∈ I with probability distribution q; 2) For every link i ∈ m(t) take the following steps. With probability p i = λi 1+λi link i samples the (local) medium. If j∈Ni σ j (t−1) = 0, then set σ i (t) = 1 and otherwise set σ i (t) = 0. Also, with probabilityp i = 1 − p i link i decides on not sampling the medium and sets σ i (t) = 0; 3) For every link i ∈ m(t), set σ i (t) = σ i (t − 1). Given the link activity process σ(t), the queue-length for the flow sending traffic along link i has the following dynamics:
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We will upper bound each queue length Q i (t) by comparing it with a related queue-length process whose link activity is dominated by σ i (t). To obtain such a process consider the subgraphG i of G that is obtained by omitting all edges that are incident on neighbors of i, except those edges that connect the neighbors with i. HenceG i has a disconnected component that is a star with i in the center. Let the processσ(t) indicate Parallel Glauber Dynamics on the new conflict graphG i . Furthermore assume that σ(t) andσ(t) are coupled by sharing the same decision schedules and medium-sampling decisions in steps 1) and 2) of the description of the dynamics.
Since neighbors of i compete only with i to access the medium under the conflict graphG i it is arguable that they are more advantageous to transmit, and in turn i transmits less frequently, relative to the setting under G. The next theorem formalizes this intuition.
Proof: We establish the stronger condition that if σ(0) = σ(0) then σ i (t) ≥σ i (t) and σ j (t) ≤σ j (t) for all j ∈ N i and for all t. Let t * > 0 be the first time slot when this condition is violated. Then either a)σ i (t * ) = 1 and σ i (t
Note that a) and b) are mutually exclusive since otherwise conditions set forth by the conflict graph are violated. If a) holds then there exists a neighbor j ∈ N i such that σ j (t * − 1) = 1; butσ j (t * − 1) = 0 sinceσ i (t * ) = 1. So b) should be true at time t * −1. Alternatively, if b) holds then σ i (t * −1) = 0 andσ i (t * − 1) = 1 because i is the only neighbor of its neighbors inG i . Therefore a) should hold at time t * − 1. This conflicts with the definition of t * ; so no such time exists. GivenQ i (0), letQ i (t) : t = 1, 2, . . . be defined by:
For two random variables X and Y , the notation X ≤ Y represents stochastic dominance [5] of Y over X. Then we have a corollary to Theorem 1 that relates Q i andQ i .
Furthermore, the relationship also holds for the stationary queue-lengths Q i andQ i .
Proof:
We compare the two queue-lengths by considering the same sequence of arrivals to link i for both systems. Since, for t > 0, we have
. Thus, it follows [5] that we have the required stochastic dominance. From [6] we know that the stationary queue-length random variables are given by (with empty sum being 0)
the coupling argument again yields the result. Remark 1. The equilibrium distribution of Parallel Glauber Dynamics has a well-known product form (see for example [3, Theorem 1] ). In the special case ofG i the equilibrium expectation ofσ i (t) can be obtained by consideration of a star topology and can be expressed as
. (3) This is the long-term rate at which the hypothetical queuẽ Q i (t) that dominates Q i (t) is serviced; in turn the dominating process is positive recurrent if ν i <s i .
c) Scale-free Rate Region: The achievable rate region Λ is the collection of arrival rates ν = {ν i : i = 1, 2, · · · , n} for which there exists a schedule of transmissions that stabilizes all queue lengths in the system. It is well-known that Λ is the convex hull of independent sets of G and that any interior point of Λ can be stabilized via CSMA by proper choice of fugacity vector λ = {λ i : i = 1, 2, · · · , n}. The following theorems identify subsets of Λ for which each queue length can be bounded using local parameters. It turn, in such regions, queue lengths scale as O(1) as the size of G increases.
for all i, then the queue length Q i (t) at each link i is dominated by a stable process uniformly for G \ N i .
Proof: By Theorem 2 Q i ≤Q i , where the dominating process does not depend on the topology G \ N i beyond the immediate neighborhood of each link i, and it is stable if ν i <s i .
By considering uniform fugacity one can obtain an explicit subset of the throughput region A in which the scale-free property holds for conflict graphs with bounded-degree.
Theorem 4. If
is dominated by a stable process uniformly for all G with maximum degree d.
Proof: Let d i be the degree of node i in the original conflict graph G.
for any positive u. The result follows by choosing u = (d − 1) −1 and by referring to Theorem 3 where λ i = u. Using (1 + 1/x)
x ≤ e, we have a further bound ν i < 1/(1 + ed).
d) Mean Delay Bounds: Since the decision schedule process is independent of everything else, we will analyze the link activity in the auxiliary system by considering the time between two consecutive epochs when link i releases the medium, i.e.,σ i transitions from 1 to 0. Between these two times there is exactly one block of time thatσ 1 equals 1. Suppose we start by consideringσ i (t − 1) = 1, then the only way that we can haveσ i (t) = 0 is if m(t) is such that i ∈ m(t) and link i choses not to sample the medium. This happens with probability πi 1+λi . Thus, it is easy to argue thatσ i remains at value 1 for a duration that is geometrically distributed with parameter πi 1+λi . When theσ i (t) = 0, then the medium (at least the local neighbourhood of link i) idles for at least one slot and for more slots if either none of the links in {i} ∪ N i get picked in the decision schedule which happens with probability 1−π i − j∈Ni π j , or if the picked neighbour does not choose to sample the medium (and switchσ to 1) which happens with probability j∈Ni∪{i} πj 1+λj . Thus, the idle slot is also geometrically distributed but with parameter πiλi 1+λi + j∈Ni πj λj 1+λj . Once the (local) medium stops being idle, either link i regains the medium or the neighbours transmit. If a neighbour grabs the (local) medium, then a period of outage of the channel occurs to link i and after this is finished an idle period ensues, and then this procedure repeats. Note that number of such episodes is geometrically distributed (starting from 0) with parameter πiλi/(1+λi) πiλi/(1+λi)+ j∈N i πj λj /(1+λi) . With probability j∈N i πj λj /(1+λj ) πiλi/(1+λi)+ j∈N i πj λj /(1+λj ) one of the neighbours grabs the medium first. The key point of our analysis is that the duration of time when one of the neighbours disbars the activity of link i is of discrete phase-type [7, Chapter 2], the parameters of which can be determined solely from the parameters of link i and its neighbours. The statespace of the phases is {0, 1}
Ni encoding the activity state of each of the neighbours with 0 the state corresponding to all neighbours withσ being 0, being the absorbing state. The phases are denoted by the identity of the neighbours that haveσ being 1. A discrete phase-type distribution is parameterized by the entry distribution τ , the non-negative exit vector T 0 and the (internal) non-negative transition matrix T where T 0 + T1 = 1 with 1 being the all ones vector. The entry distribution τ is easily determined as entry (from the absorbing state) is only to states {j} where j ∈ N i , i.e., where exactly one of the neighbours j hasσ j = 1. This occurs with probability πj λj /(1+λj ) k∈N i π k λ k /(1+λ k ) . The exit vector T 0 is also easily determined since at the most one of the neighbours of link i is chosen at any given time by the decision schedule, the exit to the absorbing state is only through one of the states {j} where j ∈ N i , i.e., from a state where only one neighbour has σ equalling 1. From state {j} the absorbing state is reached with probability π j /(1 + λ j ), i.e., neighbour j is chosen by the decision schedule and it chooses to change the value of σ j . For the transition matrix T we distinguish between three types of states. Single active states {j} where j ∈ N i . As mentioned earlier, there is a probability of transitioning to the absorbing state 0. One can also transition to state {j, k} where k ∈ N i \ {j} which occurs with probability
. Finally, the system can remain in state {j} otherwise, which occurs with probability 1
. All active state is N i . One can transition to state N i \ {j} when neighbour j switches state, which occurs with probability πj 1+λj . The other possibility is for the system to remain in state N i , which occurs with probability 1 − j∈Nj πj 1+λj . Intermediate active state are states {j 1 , . . . , j l } where 1 < l < |N i |. Here one of the active neighbours can switch itsσ to 0, which for neighbour j ∈ {j 1 , . . . , j l } occurs with probability πj 1+λj with the new state becoming {j 1 , . . . , j l } \ {j}. A neighbour k ∈ N i \{j 1 , . . . , j l } can set itsσ to 1, which leads to a transition to state {j 1 , . . . , j l , k} with probability
. Finally, with probability 1− j∈{j1,...,j l } πj 1+λj − k∈Ni\{j1,...,j l } π k λ k 1+λ k the system remains in state {j 1 , . . . , j l }. The mean of a discrete phase-type distribution with parameters (τ , T 0 , T) is given by τ (I − T) −1 1 where I is the identity matrix of the same size as T, which for our parameters above we will denote byT i . The probability generating function of the discrete phase-type distribution above is given by zτ (I − zT)
Thus, from the perspective of link i, the medium is available for a duration that is geometrically distributed after which the medium is unavailable for a random duration (whose distribution can be computed) that is independent of how long the medium was available for link i and the queue-length at link i. The probability generating function of the outage time of link i, T 
An exact analysis for the delay can be carried out by assuming that the medium outage is owing to a higher priority service and that the server always serves one packet in a given slot; in fact, the results in [12] exactly cover the scenario that we are interested in.
From the description above, it is clear that we have an alternating renewal process for the medium availability for link i. The average time that link i holds onto the medium is given byT i = 1+λi πi . The average time that the medium is unavailable for link i is given bȳ
Thus, average fraction of time link i can transmit is given bỹ
After some algebraic manipulations it can be verified that the expression fors i above coincides with that from (3). It is easy to see that the product ofT i and j∈Ni πj λj 1+λj stays the same if the relative values of {π j : j ∈ N i } are kept fixed. Since the variance of the time link i gets the medium or has an outage is finite, it is easy to argue using Kingman's bounds [8] , [9] , [10] that the mean delay will be finite for all average arrival rates strictly less thans i , if the variance of the arrival process is also finite. From Theorem 2 this is an upper-bound on the mean delay for the real system.
The bound on the mean delay only depends on the fugacities of link i and its neighbours and also the probabilities of choosing neighbours of link i as per the decision schedule. Thus, for bounded degree conflict graphs we have a subset rate-region where the mean delay is uniformly bounded. Note that this result is not in conflict with [11] which considers general graphs where an adversary can pick the worst conflict graph for a given algorithm.
III. CONTINUOUS-TIME CSMA NETWORK
There is an analogous continuous-time version of CSMA [13] , [14] , [15] that we analyze next. Again Glauber dynamics is followed but once a link is able to transmit, it does so for a duration of time that is exponentially distributed with parameter 1. In more detail, link i samples the activity of its local medium using inter-sampling times that are exponentially distributed with parameter λ i . At a sampling instance if the (local) medium is occupied by any of its neighbors, then link i draws an exponentially distributed time (with parameter λ i ) as the inter-sampling time to determine the next sampling instance. If, instead, at the instance of sampling the (local) medium is not being used by any of the neighbours, then link i transmits for a duration of time that is exponentially distributed with parameter 1. As soon as link i releases the medium, it resumes the sampling process.
Again our approach will be to concentrate on a particular link i and consider an auxiliary system that operates on the reduced conflict graphG i . Coupling here is trickier as one has to use the same service times for link i whenever it is served. Our solution here is to use uniformization [16] to convert the process to a discrete-time process and then use the same procedure as in the discrete-time case. Equilibrium distribution of link activities admits the same expression with the Parallel Glauber Dynamics in terms of the fugacity vector λ; so once counterparts of Theorems 1-2 are established Theorems 3-4 apply verbatim to the continuous time model. The details are omitted owing to space considerations but we should point out that uniformization is carried out using a Poisson process at a rate that equals the sum of the fugacities of all the links plus the number of links. Also note that regular single-site Glauber dynamics results instead of the more general parallel dynamics described in Section II.
In bounding mean delay we use the instances of link i releasing the (local) medium as renewal epochs. Once link i relinquishes the medium an idle period ensues which is exponentially distributed with parameter λ i + j∈Ni λ j . If link i has the shortest inter-sampling duration for this round, then it holds the medium once again, and thus terminating the renewal cycle once the holding time expires. This happens with probability λi λi+ j∈N i λj . However, if a neighbour has the shortest inter-sampling duration, then there is period of outage for link i when someone in the neighbourhood of link i is transmitting followed by a medium idle period. The number of such episodes is once again geometrically distributed (starting with 0) with parameter λi λi+ j∈N i λj . As before we only need to determine the distribution of the duration of the outage for link i when someone in its neighbourhood is transmitting, and now it is a phase-type distribution [7] . Now the parameters 1 are (α, S 0 , S) with S 0 = −S1. As before the phases correspond to the set of neighbours in a transmission state with 0 being the absorbing state. The initial entry distribution α is non-zero only for states {j} where j ∈ N i with the value being λj k∈N i λ k . The exit vector S 0 is non-zero only from states {j} where j ∈ N i with the value being 1, corresponding to link j finishing its transmission. For the transition rate matrix S we only need to specify the off-diagonal entries. Once again we have three cases. The single link active state which are states {j} (with j ∈ N i ) with the only transitions being to states {j, k} with k ∈ N i \ {j} at rate λ k . The all active state which is the state N i with the only transitions being to states N i \{j} at rate 1. The intermediate active state which are states {j 1 , . . . , j l } with 1 < l < |N i |. Here transitions can take place to states {j 1 , . . . , j l } \ {j} at rate 1 where j ∈ {j 1 , . . . , j l }. The only other transitions are to states {j 1 , . . . , j l , k} at rate λ k where k ∈ N i \ {j 1 , . . . , j l }. The mean duration for phasetype distributions is given by −αS −1 1; for our parameters we will once again denote this byT i . Following the same steps as before we now have the following: 
Now that we have the distributions for the amount of time link i can transmit and the amount of time that the link i is in outage (both for the related system), as a concrete example we can use results from [17] to upperbound the mean delay for Poisson arrivals.
IV. SIMULATIONS
To illustrate our results we present simulation results concentrating on two simple topologies for the discrete-time case. The conflict graph for each network is shown in Figures 1(a)  and 1(b) , respectively. In each case we will present results for link 3.
First we concentrate on network topology A. Initially we assume that λ i ≡ 1 for all i = 1, . . . , 7. We also assume that the decision schedule is such that the following subsets of links, namely, {1, 4}, {1, 6}, {2, 5}, {5, 7}, {3}, are chosen with equal probability. This results in π = [0.4 0.2 0.2 0.2 0.4 0.2 0.2]. Numerically, one can determine thatT 3 = 37.50 ands 3 = 1/17 ≈ 0.0588, in contrast for the real system one gets a value of 0.1362. Feeding link 3 with Bernoulli traffic with an average of 0.05 arrivals per unit time, one can get the delay (by simulation) for the real queue to be 114.983 units whereas the upper bound that the related system gives is 1153.03 units. Since many service opportunities present in the real system are ignored in the auxiliary system, the upper-bound is necessarily quite loose. For the same network, differentiating the throughput (in auxiliary system) one finds that setting λ i ≡ 1/(d 3 −1) = 1/3 yields a maximum throughput of 27/283 ≈ 0.0954.
Next we concentrate on network topology B. Again we start by assuming that λ i ≡ 1 for all i = 1, . . . , 4. We also assume that the decision schedule is such that the following subsets of links, namely, {1}, {2}, {3}, {4}, are chosen with equal probability. This results in π = [0.25 0.25 0.25 0.25]. Numerically, one can determine thatT 3 = 12 ands 3 = 1/5, in contrast for the real system one gets a value of 0.3422. Feeding link 3 with Bernoulli traffic with an average of 0.16 arrivals per unit time and where each arrival consists of one packet, the delay (by simulation) for the real queue is 24.71 units whereas the upper bound that the auxiliary system gives is 121.81 units.
For this network, under the uniform fugacity assumption, one can easily verify that the maximum throughput (in auxiliary system) of link 3 is exactly 0.2.
V. CONCLUSIONS
For both a discrete-time and a continuous-time version of CSMA with fixed fugacities, we provided a lower bound on throughput and an upper bound on the queue length, where the upper bound depends only on local contention faced by each link. For networks with a conflict graph of bounded degree, this implies the existence of a subset of the capacity-region such that if the arrival rates are in this reduced rate-region, then the mean delay can be bounded independently of the network size. Therefore, if the arrival rates are small enough, then the delay bounds implied by the mixing time of Glauber dynamics are loose and do not reveal the correct scaling property of the delay with network size.
