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Abstract. For any real number β > 1. The nth cylinder of β in the parameter space
{β ∈ R : β > 1} is a set of real numbers in (1,∞) having the same first n digits in
their β-expansion of 1, denote by IPn (β). We study the quantities which describe the
growth of the length of IPn (β). The Huasdorff dimension of the set of given growth
rate of the length of IPn (β) will be determined in this paper.
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1 Introduction
Given a real number β > 1. Let Tβ : [0, 1]→ [0, 1] be the β-transformation which is defined by
Tβx = βx− ⌊βx⌋,
where ⌊βx⌋ denotes the integer part of x. In 1957, Rényi [11] has shown that every real number x
in [0, 1] can be written as a finite or an infinite series by the iteration of Tβ as follows,
x =
ε1(x, β)
β
+ · · ·+
εn(x, β) + T
n
β x
βn
=
∞∑
n=1
εn(x, β)
βn
, (1.1)
where, for each n ≥ 1,
εn(x, β) = ⌊βT
n−1
β x⌋.
And εn(x, β) is said to be the nth digit of x. We identify x with its digit sequence
ε(x, β) := (ε1(x, β), . . . , εn(x, β), . . .)
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and call the digit sequence ε(x, β) the β-expansion of x. As one of the typical example of monotone
one-dimensional dynamical system, the transformation Tβ has drawn much attention, see [1, 7, 9,
12], etc.
Recently, the nth cylinders of a real number in the interval [0, 1) and some related sets have
been studied, see [2, 4]. Similarly, our work focuses on the study of cylinders of real numbers in
the parameter space. Fixed β > 1, we define the nth cylinder of β in the parameter space as the
family of β′ ∈ (1,+∞) whose β′-expansion of 1 beginning with (ε1(1, β), . . . , εn(1, β)), i.e.
IPn (β) := {β
′ ∈ (1,+∞) : ε1(1, β
′) = ε1(1, β), . . . , εn(1, β
′) = εn(1, β)}.
Schmeling [12] showed that such cylinder in the parameter space is an interval. The length of the
nth cylinder in the parameter space of β is denoted as |IPn (β)|. Without any confusion in this paper,
we denote the left endpoint of IPn (β) as βn and the right endpoint of I
P
n (β) as βn accordingly for
every β > 1.
As a matter of fact, the definition above coincides with the definition of the nth cylinder in the
parameter space which first introduced by J. Schmeling [12] for an admissible block and he gave
the upper bound of the length |IPn (β)|, see Theorem 3.7 for more details. After that, B. Li et al.
studied the lower bound of |IPn (β)| in [5], and gave an evaluation of it, see Theorem 3.11. Applying
the above results, a simple fact of the left and right endpoint of IPn (β) is soon established as follows.
Theorem 1.1 Let β ∈ (1,+∞). Then, β
n
is increasing to the limit β and βn is decreasing to the
limit β as n go to infinity.
The above theorem indicates that the growth of the length |IPn (β)| as n → +∞ relies strongly
on β. We introduce and study the following quantities which describe the rate of the growth of
|IPn (β)|. For any β ∈ (1,+∞), we define the upper and lower density of β as follows,
D(β) = lim inf
n→∞
− logβ |I
P
n (β)|
n
, (1.2)
D(β) = lim sup
n→∞
− logβ |I
P
n (β)|
n
. (1.3)
We will prove that for all β > 1, the function D(β) is constantly 1, while for D(β), we get that
D(β) ≤ 1 + τ(β), where τ(β) is a constant depending on β and τ(β) ≤ 1, for more details see
Lemma 3.12. Such result is somewhat similar to that on given rate of the growth of the length on
cylinders containing x ∈ [0, 1) which is studied by A. Fan and B. Wang [4]. Thus, analogously, for
every 1 < δ ≤ 2, we define the δ-irregular set in parameter space as
FPδ = {β ∈ (1,+∞) : D(β) = δ}.
It is of interest to know how large the δ-irregular set is. Inspired by this, we give the Hausdorff
2
dimension of the δ-irregular set FPδ as the following theorem and we also can get the Lebesgue
measure of FPδ after that.
Theorem 1.2 Let 1 < δ ≤ 2. We have
dimH F
P
δ =
2− δ
δ
where dimH denotes the Hausdorff dimension.
The above result implies that dimH F
P
δ =
2−δ
δ
< 1 for all 1 < δ ≤ 2. Therefore, we immediately
have the following corollary.
Corollary 1.3 Let 1 < δ ≤ 2. Then L(FPδ ) = 0 where L denote the Lebesgue measure.
We finish this introduction by illustrating the organization of this paper. In the next section, we
will devote to reviewing some of standard fact on the properties of β-expansion. In Section 3, we
will estimate the lengths of nth cylinders of a fixed β > 1 in the parameter space {β ∈ R : β > 1}.
We are going to give the estimation of lower and upper density of β in this section as well. In this
section, the nth recurrence time of β will play an important role. Finally, we will prove Theorem
1.2 in Section 4. For more details about cylinders in parameter space, we refer the reader to [8, 10].
For more dimensional results concerning the irregular sets, see [4, 6, 13] and references therein.
2 Preliminaries
In this section, we will give some basic facts of β-expansions and fix some notations. For more
properties of β-expansions see the paper of Parry [9], Rényi [11] and the references therein.
Recall the β-expansion of 1 is given by
1 =
ε1(1, β)
β
+ · · ·+
εn(1, β)
βn
+ · · · .
where εn(1, β) = ⌊βT
n−1
β 1⌋. If above series is finite, i.e., ε(1, β) ends with 0
∞ = 00 · · · , then β is
called a simple Parry number. In this case, define
ε∗(1, β) := (ε∗1(1, β), ε
∗
2(1, β), . . .) = (ε1(1, β), . . . , εm−1(1, β), εm(1, β)− 1)
∞,
where εm(1, β) is the last digit in ε(1, β) that is not equal to 0 and ω
∞ denotes the periodic sequence
(ω, ω, ω, . . .). Otherwise, then
ε∗(1, β) := (ε∗1(1, β), ε
∗
2(1, β), . . .) = (ε1(1, β), ε2(1, β), . . .).
In both case, the sequence ε∗(1, β) is said to be the infinite β-expansion of 1 and we always have
that
1 =
ε∗1(1, β)
β
+ · · ·+
ε∗n(1, β)
βn
+ · · · .
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From the definition of Tβ , it is obvious that, for an integer n ≥ 1 and x ∈ [0, 1], the nth digit
εn(x, β) of x belongs to the alphabet A = {0, . . . , ⌊β⌋−1} when β is an integer and A = {0, . . . , ⌊β⌋}
otherwise. What we should note here is that not all sequences ω ∈ AN are the β-expansion of x.
This leads to the notation of β-admissible sequence.
A word (ε1, . . . , εn) is called admissible with respect to the base β if there exists an x ∈ [0, 1)
such that the β-expansion of x satisfies ε1(x, β) = ε1, . . . , εn(x, β) = εn.
We write Σnβ as the collection of all β-admissible sequences with length n, i.e.,
Σnβ = {(ε1, ε2, . . . , εn) ∈ A
n : ∃ x ∈ (0, 1), such that εj(x, β) = εj , ∀ 1 ≤ j ≤ n}.
Now we give the definition of lexicographical order <lex in the symbolic space A
N as follows:
(ε1, ε2, . . .) <lex (ε
′
1, ε
′
2, . . .)
if there exists an integer k ≥ 1 such that, for all 1 ≤ j < k, εj = ε
′
j but εk < ε
′
k. The symbol ≤lex
means = or <lex. Moreover, we extend the lexicographical order to words: let m,n ≥ 1, for two
words ω = (ω1, . . . , ωn), ω
′ = (ω′1, . . . , ω
′
m) of nonnegative integers,
ω <lex ω
′ ⇐⇒ (ω1, . . . , ωn, 0
∞) <lex (ω
′
1, . . . , ω
′
m, 0
∞).
The characterization and properties of the admissibility of a sequence which relies heavily on
the infinite β-expansion of 1 are given by Parry [9] as the following theorem.
Theorem 2.1 (Parry [9]) Given β > 1, the followings hold:
(1) For every n ≥ 1,
ω = (ω1, . . . , ωn) ∈ Σ
n
β ⇐⇒ σ
iω ≤lex (ε
∗
1(1, β), . . . , ε
∗
n−i(1, β)) for all i ≥ 1,
where σ is the shift operator such that σω = (ω2, ω3, . . .).
(2) For every i ≥ 1, σiε∗(1, β) ≤lex ε
∗(1, β).
(3) The function β 7→ ε∗(1, β) is strictly increasing with respect to β > 1. Therefore, if 1 <
β1 < β2, for any n ≥ 1, we have
Σnβ1 ⊂ Σ
n
β2
.
From the above result, we can see that the β-expansion of the unit 1 serves as an important
role in β-expansion. Consequently, we now give a characterization of β-expansion of the unit 1 for
some β which was introduced by Parry [9]. Before doing this, let us first give the definition of a
self-admissible word and self-admissible sequence.
Definition 2.2 A word ω = (ω1, . . . , ωn) is said to be self-admissible if for every 1 ≤ i < n,
σiω ≤lex (ω1, . . . , ωn−i).
An infinite digit sequence ω = (ω1, ω2, . . .) is called self-admissible if σ
iω ≤lex ω for each i ≥ 1.
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For the sake of convenience, we denote Λn as the collection of all self-admissible words with
length n, i.e.,
Λn = {ω = (ω1, ω2, . . . , ωn) : for every 1 ≤ i < n, σ
iω ≤lex (ω1, . . . , ωn−i)}.
Now we give the characterization of the β-expansion of 1 as follows.
Theorem 2.3 (Parry [9]) A finite word or an infinite sequence (ε1, ε2, . . . , εn, . . .) is the expan-
sion of 1 for some β > 1 if and only if it is self-admissible.
The following result given by Rényi shows that dynamical system ([0, 1], Tβ) admits log β as its
topological entropy. The symbol ♯ represents the number of elements of a finite set in the rest of
this paper.
Theorem 2.4 (Rényi [11]) Given β > 1. For any n ≥ 1,
βn ≤ ♯Σnβ ≤ β
n+1/(β − 1).
3 Cylinders of β in the parameter space
From this section to the end of this paper, we consider the nth cylinders of some fixed β > 1 in
parameter space (1,+∞). We will give an evaluation of the lower and upper bound of the length of
the nth cylinder in the parameter space of β, which is closely related to the notion of nth recurrence
time of β.
Definition 3.1 Let n ≥ 1 and ω = (ω1, . . . , ωn) ∈ Λn, we can define the cylinder of ω in the
parameter space as
IPn (ω) = {β ∈ (1,+∞) : ε1(1, β) = ω1, . . . , εn(1, β) = ωn},
i.e., the set of β whose β-expasion of 1 begins with the common prefix ω1, · · · , ωn. The length of
the cylinder in the parameter space is denoted as |IPn (ω)|. For convenience, we also denote the left
endpoint of IPn (ω) as β(ω) and the right endpoint of I
P
n (ω) as β(ω).
3.1 Recurrence time of β
Definition 3.2 Let ω = (ω1, . . . , ωn) ∈ Λn, we can define the recurrence time τ(ω) of ω as
τ(ω) := inf{1 ≤ k < n : σk(ω1, . . . , ωn) = (ω1, . . . , ωn−k)}. (3.4)
If such an integer k does not exist, we set τ(ω) = n, and the word ω is called non-recurrent word.
The following result is immediate by the above definition.
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Remark 1 (1) Denote
t(ω) := n−
⌊
n
τ(ω)
⌋
τ(ω). (3.5)
From the definition of the recurrence time τ(ω), we can easily obtain that:
(ω1, . . . , ωn) =
(
(ω1, . . . , ωτ(ω))
⌊ n
τ(ω)
⌋, ω1, . . . , ωt(ω)
)
,
where ωk = (ω, . . . , ω︸ ︷︷ ︸
k
) for every k ≥ 1.
(2) If ω = (ω1, . . . , ωn) is non-recurrent, then the word (ω1, . . . , ωn, 0
k) is non-recurrent for all
k ≥ 1.
Now we give a property of the recurrence time as follow.
Lemma 3.3 Let ω = (ω1, . . . , ωn) ∈ Λn, if τ(ω) = k, then the word (ω1, . . . , ωk) is non-recurrent.
Proof. When k = n, we easily get that the result is ture.
When k < n, then the definition of τ(ω) provides that for all 1 ≤ i < k, we have
σiω = (ωi+1, . . . , ωk, (ω1, . . . , ωk)
⌊n
k
⌋−1, ω1, . . . , ωn−⌊n
k
⌋k) <lex (ω1, . . . , ωk−i, ωk−i+1, . . . , ωn−i).
Moreover, the self-admissibility of ω gives that
((ω1, . . . , ωk)
⌊n
k
⌋−1, ω1, . . . , ωn−⌊n
k
⌋k) ≥lex (ωk−i+1, . . . , ωn−i).
Thus, we have (ωi+1, . . . , ωk) <lex (ω1, . . . , ωk−i) for each 1 ≤ i < k, that is, (ω1, . . . , ωk) is non-
recurrent. ✷
We write ω+ as the next word of ω in Λn in the sense of lexicographical order, the definition of
recurrence time and the criterion of self-admissibility of a sequence give the following result.
Lemma 3.4 (1) Let ω = (ω1, . . . , ωn) ∈ Λn be non-recurrent, then ω+ = (ω1, . . . , ωn + 1).
(2) Let ω = (ω1, . . . , ωn) ∈ Λn with τ(ω) = k < n, then ω+ = (ω1, . . . , ωk + 1, 0n−k).
Proof. (1) It is obvious that for any word ω′ ∈ Λn with ω <lex ω′, we have (ω1, . . . , ωn+1) ≤lex ω′.
Thus, we only need to show that (ω1, . . . , ωn + 1) is self-admissible.
In fact, since ω is a non-recurrent word, then for every 1 ≤ k < n, we have
σk(ω1, . . . , ωn) 6= (ω1, . . . , ωn−k),
moreover, the self-admissibility of ω ensures that
σk(ω1, . . . , ωn) ≤lex (ω1, . . . , ωn−k),
so σk(ω1, . . . , ωn) <lex (ω1, . . . , ωn−k) which implies σ
k(ω1, . . . , ωn + 1) ≤lex (ω1, . . . , ωn−k).
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(2) The recurrence time τ(ω) = k < n of ω implies that (ω1, . . . , ωk) is non-recurrent (Lemma
3.3), then by (1), we get that (ω1, . . . , ωk + 1) is self-admissible, and (ω1, . . . , ωk + 1, 0
n−k) is
self-admissible as well.
We claim that for every ω′ ∈ Λn with ω <lex ω′, we have (ω1, . . . , ωk +1, 0n−k) ≤lex ω′. In fact,
assume that the claim is false, then there exists u ∈ Λn, such that
ω <lex u <lex (ω1, . . . , ωk + 1, 0
n−k).
Write u = (ω′1, . . . , ω
′
n), then there exists an integer k0 with k < k0 ≤ n, such that ωj = ω
′
j for
every 0 ≤ j < k0 but ωk0 < ω
′
k0
. Let k0 = ℓk+ t, where ℓ ≥ 1, 0 < t ≤ k, the definition of τ(ω) = k
implies that
σℓk(ω1, . . . , ωk0) = (ωℓk+1, . . . , ωℓk+t−1, ωℓk+t) = (ω1, . . . , ωt−1, ωt) = (ω1, . . . , ωt−1, ωk0),
and
σℓk(ω′1, . . . , ω
′
k0
) = (ω′ℓk+1, . . . , ω
′
ℓk+t−1, ω
′
k0
) = (ωℓk+1, . . . , ωℓk+t−1, ω
′
k0
) = (ω1, . . . , ωt−1, ω
′
k0
).
The self-admissibility of ω′0 shows that
σℓk(ω′1, . . . , ω
′
k0
) = (ω1, . . . , ωt−1, ω
′
k0
) ≤lex (ω
′
1, . . . , ω
′
t) = (ω1, . . . , ωt) = (ω1, . . . , ωt−1, ωk0).
The second equality is ensured by t ≤ k < k0. A contraction with ωk0 < ω
′
k0
. ✷
Applying the definition of the recurrence time of ω ∈ Λn, the nth recurrence time of β can be
defined as
τn(β) := τ(ε1(1, β), . . . , εn(1, β)). (3.6)
Now we give a simple fact of the nth recurrence time τn(β).
Lemma 3.5 Let β > 1, then we have τn(β) is increasing to ∞ as n→∞.
Proof. On the one hand, we show that τn(β) is increasing as n increase. If there exists n0 ≥ 1
such that τn0+1(β) < τn0(β), by the definition of recurrence time, we have
στn0+1(β)(ε1(1, β), . . . , εn0+1(1, β)) =
(
ε1(1, β), . . . , εn0+1−τn0+1(β)(1, β)
)
.
This means
στn0+1(β)(ε1(1, β), . . . , εn0(1, β)) =
(
ε1(1, β), . . . , εn0−τn0+1(β)(1, β)
)
.
Which contradicts the definition of τn0(β).
On the other hand, we prove that τn(β) → ∞ as n → ∞. If τn(β) < ∞, then there exists
M ≥ 1 such that τn ≤M for every n ≥ 1. Since τn(β) is increasing by the above discussion, so the
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maximum of τn(β) exists, denote max{τn(β)} = N . This illustrates that the infinite β-expansion
of 1 equals to (ε1(1, β), . . . , εN (1, β))
∞ in other words, ones get that
ε(1, β) = (ε1(1, β), . . . , εN (1, β) + 1, 0
∞).
A contradiction. ✷
In addition, a sufficient condition to ensure that a word is non-recurrent is given by B. Li et al.
[5] which will be of importance to estimate the lower density of β in parameter space.
Lemma 3.6 Suppose that (ω1, . . . , ωn−1, ωn) and (ω1, . . . , ωn−1, ω
′
n) are both self-admissible and
0 ≤ ωn < ω′n. Then τ(ω1, . . . , ωn) = n.
3.2 The lengths of the nth cylinder of β in the parameter space
We first recall a result of Schemling [12](see also [5, 7]) which gives the concrete expression of the
left endpoints β(ω) and right endpoints β(ω) of the cylinder IPn (ω) and gives an evaluation of the
upper bound of |IPn (ω)|.
Lemma 3.7 (Schemling[12]) Let ω = (ω1, . . . , ωn) ∈ Λn, β(ω) is given as the only solution in
[1,+∞) of the equation
1 =
ω1
x
+ · · ·+
ωn
xn
.
β(ω) is the limit of the unique solution {ωn+k}k≥0 in (1,+∞) of the equation
1 =
ω1
x
+ · · ·+
ωn
xn
+
ωn+1
xn+1
+ · · ·+
ωn+k
xn+k
, k ≥ 0,
where (ω1, . . . , ωn, ωn+1, . . . , ωn+k) is the maximal word of length n+ k beginning with (ω1, . . . , ωn)
in the sense of lexicographical order. If β(ω) > 1, then the set IPn (ω) is a half open interval
[β(ω), β(ω)); if β(ω) = 1, then IPn (β) is an open interval (1, β(ω)). Moreover,
|IPn (ω)| ≤ β(ω)
−n+1.
The following result introduced by B. Li et al. [5] and Lemma 3.4 give the distribution of IPn (ω)
(see Corollary 3.9) for every ω ∈ Λn which implies that IPn (ω)∩ I
P
n (ω
′) = ∅ for different ω, ω′ ∈ Λn.
Lemma 3.8 (B. Li et al. [5]) Let ω = (ω1, . . . , ωn) ∈ Λn with τ(ω) = k. Then the β(ω)-
expansion of 1 is given as
ε(1, β(ω)) = (ω1, . . . , ωk + 1, 0
∞).
Corollary 3.9 Let ω = (ω1, . . . , ωn) ∈ Λn. Write ω+ as the next word of ω in Λn, then we have
β(ω+) = β(ω).
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Proof. It is a direct result from Lemma 3.4 and Lemma 3.8 . ✷
Now we discuss the property of the solutions of a self-admissible word as the following result.
For any n ≥ 1 and self-admissible word ω = (ω1, . . . , ωn) ∈ Λn, let β(ω) ≥ 1 be the unique positive
solution of the equation 1 =
n∑
i=1
ωi
xi
. We soon establish the following lemma.
Lemma 3.10 Let ω = (ω1, . . . , ωn) and ω
′ = (ω′1, . . . , ω
′
n) be self-admissible, if ω <lex ω
′, then
β(ω) < β(ω′).
Proof. If ω <lex ω
′, then
1 =
ω1
β(ω)
+ · · ·+
ωn
β(ω)n
=
ω′1
β(ω′)
+ · · ·+
ω′n
β(ω′)n
>
ω1
β(ω′)
+ · · ·+
ωn
β(ω′)n
.
Therefore, β(ω) < β(ω′). ✷
From what has been discussed above, we now give the proof of Theorem 1.1.
Proof of Theorem 1.1 (1) We first prove that β
n
is increasing as n increases and lim
n→∞
β
n
= β.
By Lemma 3.7, we have β
n
is the only solution in [1,+∞) of the equation
1 =
ε1(1, β)
x
+ · · ·+
εn(1, β)
xn
.
Since (ε1(1, β), · · · , εn(1, β)) is increasing as n increases, therefore, we obtain that βn is increasing
as n→∞ by Lemma 3.10, and since
1 =
ε1(1, β)
β
+ · · ·+
εn(1, β)
βn
+ · · · ,
we have lim
n→∞
β
n
= β.
(2) Now we show that βn is decreasing when n increases and lim
n→∞
βn = β. By Lemma 3.8, we
have
ε(1, βn) = (ε1(1, β), . . . , ετn(1, β) + 1, 0
∞)
and
ε(1, βn+1) = (ε1(1, β), . . . , ετn+1(1, β) + 1, 0
∞).
Besides, Lemma 3.5 gives τn(β) ≤ τn+1(β), that is, ετn(β)(1, βn) > ετn(β)(1, βn+1) when τn(β) <
τn+1(β) and ετn(β)(1, βn) = ετn(β)(1, βn+1) when τn(β) = τn+1(β). So we have ε(1, βn) ≥ ε(1, βn+1).
It follows from Lemma 3.10 that βn ≥ βn+1, that is, βn is decreasing when n increases.
Note that |IPn (β)| ≤ β
−n+1
n → 0 as n→ +∞, so
lim
n→∞
βn = lim
n→∞
β
n
= β.
✷
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Fix β > 1. Let
tn(β) := n−
⌊
n
τn(β)
⌋
τn(β). (3.7)
where τn(β) is the nth recurrence time of β defined as (3.6). The length of nth cylinders in parameter
space is also considered by B. Li et al. [5], the following result provides the estimation of the the
lower bound of |IPn (β)|.
Lemma 3.11 (B. Li et al. [5]) Let β > 1. Then, we have
|IPn (β)| ≥


Cn(β)β
−n
n , when tn(β) = 0;
Cn(β)β
−n
n
(
εtn(β)+1(1, β)
βn
+ · · ·+
ετn(β)(1, β) + 1
β
τn(β)−tn(β)
n
)
, otherwise,
where
Cn(β) :=
(β
n
− 1)2
β
n
. (3.8)
3.3 The upper and lower density in parameter space
Recall the definition of τn(β)(3.6) and tn(β)(3.7). We denote τ(β) := lim sup
n→∞
τn(β)−tn(β)
n
. Now we
give the evaluation of D(β) and D(β) as follows,
Lemma 3.12 Let β > 1 be a real number. Then,
D(β) = 1
and
D(β) ≤ 1 + τ(β).
Proof.(1) By Lemma 3.7, we have |IPn (β)| ≤ β
−n+1
n for all n ≥ 1. Consequently, D(β) ≥ 1 by
Theorem 1.1.
Now we find a sequence {nk}k≥1 such that D(β) = 1. Since τn(β) → ∞ as n → ∞ (Lemma
3.5). We can choose an increasing sequence {nk}k≥1 such that τnk = nk.
In fact, assume that ε(1, β) = (ε1, . . . , εn, . . .), let n1 = 1, and after that we recursively choose
nk = inf{n : τ(ε1, . . . , εn) > τnk−1}.
Then for every k ≥ 1, let nk = ℓkτnk−1 + tnk where 0 < tnk ≤ τnk−1 , so by the definition of τnk , we
have
(ε1, . . . , εnk−1) =
(
(ε1, . . . , ετnk−1 )
ℓk , ε1, . . . , εtnk−1
)
. (3.9)
Furthermore, the self-admissibility of ε(1, β) gives
(ε1, . . . , εnk) ≤lex
(
(ε1, . . . , ετnk−1 )
ℓk , ε1, . . . , εtnk−1, εtnk
)
.
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But the definition of nk provides that
(ε1, . . . , εnk) 6=
(
(ε1, . . . , ετnk−1 )
ℓk , ε1, . . . , εtnk−1, εtnk
)
.
These mean that
(ε1, . . . , εnk) <lex
(
(ε1, . . . , ετnk−1 )
ℓk , ε1, . . . , εtnk−1, εtnk
)
. (3.10)
Combining (3.9) and (3.10), ones can get from Lemma 3.6 that τnk = nk. So Lemma 3.11 gives
|IPnk(β)| ≥ Cnk(β)β
−nk
nk
, where Cn(β) is given as (3.8), that is,
D(β) ≤ lim
k→∞
− logβ |I
P
nk
(β)|
nk
≤ lim
k→∞
− logβ(Cnk(β)β
−nk
nk
)
nk
= 1.
The last equality is given by Theorem 1.1. Thus, for every β > 1, D(β) = 1.
(2) By Lemma 3.11, we have
|IPn (β)| ≥ Cn(β)β
−n
n
(
εtn(β)+1(1, β)
βn
+ · · ·+
ετn(β)(1, β) + 1
β
τn(β)−tn(β)
n
)
,
where Cn(β) is defined as (3.8). Thus, we deduce that, for each n ≥ 1,
|IPn (β)| ≥ Cn(β)β
−n−τn(β)+tn(β)
n .
Therefore, D(β) ≤ 1 + τ(β) by Theorem 1.1. ✷
The following lemma gives an example of β which has the property of D(β) = D(β) = 1.
Lemma 3.13 If β satisfies that there exits k ≥ 1 such that for each n ≥ k, τn(β) = n, then we
have D(β) = D(β) = 1.
Proof. Since for all n ≥ k, we have τn(β) = n. It therefore follows from Lemma 3.7 and Lemma
3.11 that
(β
n
− 1)2
β
n
β
−n
n ≤ |I
P
n (β)| ≤ β
−n+1
n ,
for every n ≥ k which implies that D(β) = D(β) = 1 by Theorem 1.1. ✷
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4 Dimension of δ-irregular cylinders
4.1 Evaluations of the cardinality of some related sets
We first introduce some notations which play an important role in estimating upper bound of
dimH I
P
δ .
Let β2 > β1 > 1, for every n ≥ 1, we write
Λn(β1, β2) := {ω = (ω1, . . . , ωn) ∈ Λn : ∃ β ∈ (β1, β2], s.t. ε1(1, β) = ω1, . . . , εn(1, β) = ωn}.
Fixed 1 ≤ k < n, for every ω ∈ Λn(β1, β2), let t(ω) be defined as (3.5). Define
Λn,k(β1, β2) := {ω = (ω1, . . . , ωn) ∈ Λn(β1, β2) : ωt(ω)+1 = · · · = ωt(ω)+k = 0}. (4.11)
Now we provide an evaluation of the cardinality of the set Λn,k(β1, β2).
Lemma 4.1 Let Λn,k(β1, β2) be a nonempty set defined above. Then we have
♯Λn,k(β1, β2) ≤
βn−k+12
β2 − 1
.
Proof. Let T : Λn,k(β1, β2)→ Σ
n−k
β2
where
T (ω1, . . . , ωt(ω), 0
k, ωt(ω)+k+1, . . . , ωn) = (0
t(ω), ωt(ω)+k+1, . . . , ωn).
By the self-admissibility of (ω1, . . . , ωt(ω), 0
k, ωt(ω)+k+1, . . . , ωn) and the monotonicity of ε(1, β) with
respect to β (Theorem 2.1(3)), we have (0t(ω), ωt(ω)+k+1, . . . , ωn) ∈ Σ
n−k
β2
for every ω ∈ Λn,k(β1, β2).
Therefore, T is well defined.
Moreover, we claim that T is injective, that is, for each ω = (ω1, . . . , ωn), ω
′ = (ω′1, . . . , ω
′
n) ∈
Λn,k(β1, β2), if T (ω) = T (ω
′), we have ω = ω′. To prove ω = ω′, we first prove that t(ω) = t(ω′), if
it is not true, without loss of generality, assume that t(ω) > t(ω′), write
ω = (ω1, . . . , ωt(ω), 0
k, ωt(ω)+k+1, . . . , ωn),
then on the one hand, T (ω) = T (ω′) provides that
(ω′n−t(ω′)+1, . . . , ω
′
n) = (ωn−t(ω′)+1, . . . , ωn). (4.12)
On the other hand, by the definition of t(ω) and t(ω′), we have
(ω′n−t(ω′)+1, . . . , ω
′
n) = (ω
′
1, . . . , ω
′
t(ω′)), (4.13)
and
(ωn−t(ω′)+1, . . . , ωn) = (ωt(ω)−t(ω′)+1, . . . , ωt(ω)). (4.14)
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Combination of (4.12),(4.13) and (4.14) implies that
ω′ = (ωt(ω)−t(ω′)+1, . . . , ωt(ω), 0
k, 0t(ω)−t(ω
′), ωt(ω)+k+1, . . . , ωn).
Now we observe ω′, by the self-admissibility of ω′, we get that
(ω1, . . . , ωt(ω)) ≤lex (ωt(ω)−t(ω′)+1, . . . , ωt(ω), 0
t(ω)−t(ω′)),
but the self-admissibility of ω implies that
(ωt(ω)−t(ω′)+1, . . . , ωt(ω), 0
t(ω)−t(ω′)) ≤lex (ω1, . . . , ωt(ω)),
that is,
(ω1, . . . , ωt(ω)) = (ωt(ω)−t(ω′)+1, . . . , ωt(ω), 0
t(ω)−t(ω′)).
Thus, ones have
(ω1, . . . , ωt(ω′)) = (ωt(ω)−t(ω′)+1, . . . , ωt(ω))
and
(ωt(ω′)+1, . . . , ωt(ω)) = 0
t(ω)−t(ω′).
If t(ω) − t(ω′) ≥ t(ω′), i.e., t(ω) ≥ 2t(ω′), then we have ωt(ω)−t(ω′)+1 = 0 which contradicts that
ω1 = ωt(ω)−t(ω′)+1 ≥ 1, if t(ω) < 2t(ω
′) we get
(ω1, . . . , ωt(ω′)) = (ωt(ω)−t(ω′)+1, . . . , ωt(ω)) = (ωt(ω)−t(ω′)+1, . . . , ωt(ω′), 0
t(ω)−t(ω′)).
That is,
(ω1, . . . , ω2t(ω′)−t(ω)) = (ωt(ω)−t(ω′)+1, . . . , ωt(ω′))
and
(ω2t(ω′)−t(ω)+1, . . . , ωt(ω′)) = 0
t(ω)−t(ω′).
If t(ω)− t(ω′) ≥ 2t(ω′)− t(ω), i.e., 2t(ω) ≥ 3t(ω′), then we have ωt(ω)−t(ω′)+1 = 0 which contradicts
that ω1 = ωt(ω)−t(ω′)+1 ≥ 1, if 2t(ω) < 3t(ω
′), we get
(ω1, . . . , ω2t(ω′)−t(ω)) = (ωt(ω)−t(ω′)+1, . . . , ωt(ω′)) = (ωt(ω)−t(ω′)+1, . . . , ω2t(ω′)−t(ω), 0
t(ω)−t(ω′)).
By recursion, the existence of ω′ should be ensured by nt(ω) < (n + 1)t(ω′) for every n ≥ 1. But
the assumption that t(ω) > t(ω′) indicates that nt(ω) ≥ (n+ 1)t(ω′) when n ≥
⌊
t(ω′)
t(ω)−t(ω′)
⌋
+ 1. A
contraction. As a consequence, t(ω) = t(ω′). Then we can easily get that ω = ω′ by T (ω) = T (ω′).
Thus,
♯Λn,k(β1, β2) ≤ ♯Σ
n−k
β2
≤
βn−k+12
β2 − 1
.
where the last inequality follows from Theorem 2.4. ✷
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4.2 Upper bound of dimH F
P
δ
For every β2 > β1 > 1 and 1 < δ ≤ 2. Let FPδ (β1, β2) := {β ∈ (β1, β2] : D(β) = δ}. Now we
estimate the upper bound of dimH F
P
δ (β1, β2).
For every 1 < η < δ, we have
FPδ (β1, β2) ⊆
∞⋂
N=1
∞⋃
n=N
{β ∈ (β1, β2] : |I
P
n (β)| ≤ β
−nη} =
∞⋂
N=1
∞⋃
n=N
⋃
ω∈Ωn(β1,β2)
IPn (ω)
where
Ωn(β1, β2) = {ω = (ω1, . . . , ωn) ∈ Λn : ∃ β ∈ (β1, β2], s.t. ε1(1, β) = ω1, . . . , εn(1, β) = ωn and |I
P
n (ω)| ≤ β
−nη}.
At the moment, we estimate the number of Ωn(β1, β2). For every ω ∈ Ωn(β1, β2), by Lemma
3.11, there exists β ∈ (β1, β2] which verifies that
β−nη ≥ |IPn (ω)|
≥
(β
n
−1)2
β
n
β
−n
n
(
ωtn(β)+1
βn
+ · · ·+
ωτn(β)+1
β
τn(β)−tn(β)
n
)
.
(4.15)
We claim that for every ω ∈ Ωn(β1, β2), there exists N1, for all n ≥ N1, we have
ωtn(β)+1 = · · · = ωtn(β)+kn(β) = 0
where kn(β) = ⌊nη logβn β⌋ − n +
⌊
logβn
(β
n
−1)2
β
n
⌋
. If the claim is not true, then for every N ≥ 1,
there exists n > N , such that
(β
n
− 1)2
β
n
β
−n
n
(
ωtn(β)+1
βn
+ · · ·+
ωτn(β) + 1
β
τn(β)−tn(β)
n
)
>
(β
n
− 1)2
β
n
β
−n
n
1
β
kn
n
= β−nη.
A contradiction with (4.15).
Since lim
n→∞
βn = lim
n→∞
β
n
= β, there exists N2, such that for every n ≥ N2, we have βn ≥ β1
and βn ≤ β2. We can choose another large enough integer N2 such that for every n ≥ N2, we have
⌊nη logβn β⌋ ≥ ⌊nη⌋ ≥ n−
⌊
logβ2
(β1−1)
2
β1
⌋
+ 1.
Let un = ⌊nη⌋−n+
⌊
logβ2
(β1−1)
2
β1
⌋
andM ≥ max{N1, N2}. The above discussion indicates that
1 ≤ un ≤ kn(β) for every n ≥ M . Therefore, for every n ≥ N , we have Ωn(β1, β2) ⊂ Λn,un(β1, β2)
where Λn,un(β1, β2) is defined as (4.11). Then by Lemma 4.1, we have
♯Ωn(β1, β2) ≤ ♯Λn,un(β1, β2) ≤ (β2 − 1)β
n−un+1
2 =
β1
(β1 − 1)2(β2 − 1)
β
2n−⌊nη⌋+1
2 .
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Therefore, we have for any s >
(2−η) logβ1 β2
η
→
(2−δ) logβ1 β2
δ
, we have
Hs
(
FPδ (β1, β2)
)
≤ lim inf
N→∞
∞∑
n=N
β−nηs1
β1
(β1−1)2(β2−1)
β
2n−⌊nη⌋+1
2
= lim inf
N→∞
∞∑
n=N
β1
(β1−1)2(β2−1)
β
−nηs+(2n−⌊nη⌋+1) logβ1 β2
1
< ∞.
So dimH F
P
δ (β1, β2) ≤
(2−δ) logβ1 β2
δ
.
For any ε > 0, we partition the parameter space (1,+∞) into {(an, an+1] : −∞ < n <∞} with
log an+1
log an
< 1 + ε and an → 1 as n→ −∞. Then
FPδ =
∞⋃
n=−∞
FPδ (an, an+1).
By the σ-stability of the Huasdorff dimension, it suffices to get that dimH F
P
δ ≤
(2−δ)
δ
.
4.3 Lower bound of dimH F
P
δ
This section devotes to estimating the lower bound of dimH F
P
δ . We only need to find out a Cantor
subset E being contained in FPδ satisfies dimHE ≥
2−δ
δ
. A classical technique of estimating the
lower bound is applying the following Mass distribution principle.
Lemma 4.2 (Falconer [3]) Let E be a Borel subset of Rd and µ be a Borel measure with support
E. Suppose for any x ∈ E,
lim inf
r→0
logµ(B(x, r))
log r
≥ s.
Then we have dimHE ≥ s.
Typically, we divide four steps to complete our result: we first construct a Cantor subset E of
FPδ and then we define a measures or mass distribution µ with µ(E) > 0. After that, we estimate
the Ho¨lder exponent of the measure µ. Finally, we obtain our result by using the above theorem.
4.3.1 Cantor subset of FPδ
Fix 0 < ζ < 2−δ2δ , let N > 1 be an integer. Given n ≥ 1, let
Un = {u = (u1, . . . , un) : ui ∈ {1, . . . , N − 1}, ∀ 1 ≤ i ≤ n}
which is a set with (N − 1)n elements.
Now we recursively construct the Cantor subset E of FPδ .
Step I The 0th generation of E
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Let
ε(0) = (N,N) and E0 = {ε
(0)}.
We define the 0th generation of E as E0 =
{
IP2 (ε
(0)) : ε(0) ∈ E0
}
. For the sake of simplicity, the
family of E0 is also said to be the 0th generation of E without any ambiguity in the remaining
parts of this paper.
Step II The 1th generation of E
Let m0 = 2 be the length of ε
(0) ∈ E0. We choose an integer n1 which is large enough such
that n1 ≫ m0. Denote a1 = n1 − 2. We collect a family of self-admissible and non-recurrent words
beginning with ε(0):
A(ε(0)) =
{
(ε(0), u) : u ∈ Ua1
}
.
The self-admissibility and non-recurrence of the elements in A(ε(0)) are guaranteed by the criterion
of a self-admissible and non-recurrent word.
After that, let
b1 =
⌊
1
ζ
δ − 1
δ
n1
⌋
+ 1 ≥ 1,
and
c1 =
⌊(
1
ζ
2− δ
δ
− 2
)
n1
⌋
+ 1 ≥ 1.
The second inequality (4.17) is ensured by the choice of ζ, then we give the first generation of E:
E1 =
{
ε(1) = (v, 0b1−1, N, u′, v, 0b1−1) : v ∈ A(ε(0)), u′ ∈ Uc1
}
.
At this moment, we give some simple observation on the elements in E1.
Remark 2 (1) For every ω ∈ E1, by the criterion of self-admissibility and the choice of elements
in Un, we easily get that ω is self-admissible.
(2) For every ω ∈ E1, recall the definition of τ(ω) (3.4) and t(ω) (3.5), we obtain that τ(ω) =
n1 + b1 + c1 and t(ω) = n1 + b1 − 1.
(3) For every ω ∈ E1, the construction of ω and the criterion of self-admissibility and non-recurrence
ensure that the word (ω, u) is self-admissible and non-recurrent for every u ∈ Un(n ≥ 1).
Thus, by the analysis of the words in E1, we define:
E1 =
⋃
ε(1)∈E1
IP2n1+2b1+c1−1(ε
(1)).
Let m1 = 2n1 + 2b1 + c1 − 1.
Step III The kth generation from the k − 1th generation of E
Suppose that the k− 1th generation of E has been well defined, we write it as Ek−1. Moreover,
the elements in Ek−1 can concatenated with any word in Un to be a self-admissible and non-recurrent
word. We give the construction of the kth generation of E.
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Denote mk−1 as the length of ε
(k−1) ∈ Ek−1. Choose an integer nk ∈ N such that nk ≫ mk−1,
write ak = nk−mk−1, then we collect a family of self-admissible and non-recurrent words beginning
with ε(k−1):
A(ε(k−1)) =
{
(ε(k−1), u) : u ∈ Uak
}
.
After that, let
bk =
⌊
1
ζ
δ − 1
δ
nk
⌋
+ 1 ≥ 1, (4.16)
and
ck =
⌊
(
1
ζ
2− δ
δ
− 2)nk
⌋
+ 1 ≥ 1. (4.17)
The second inequality (4.17) is ensured by the choice of ζ, then we define the kth generation of E:
Ek =
{
ε(k) = (v, 0bk−1, N, u′, v, 0bk−1) : v ∈ A(ε(k−1)), u′ ∈ Uck
}
.
We now give some simple observation on the elements in Ek.
Remark 3 (1) For any ω ∈ Ek, by the criterion of self-admissibility and the choice of elements in
Un, we easily get that ω is self-admissible.
(2) For any ω ∈ Ek, recall the definition of τ(ω) (3.4) and t(ω) (3.5), the construction of Ek implies
that τ(ω) = nk + bk + ck and t(ω) = nk + bk − 1.
(3) For any ω ∈ Ek,the construction of ω and the criterion of self-admissibility and non-recurrence
ensure that the word (ω, u) is self-admissible and non-recurrent for every u ∈ Un(n ≥ 1).
Thus, by the analysis of the words in Ek, let
Ek =
⋃
ε(k)∈Ek
IP2nk+2bk+ck−1
(
ε(k)
)
.
Letmk = 2nk+2bk+ck−1. Repeating the procedure mentioned above, we obtain a nested sequence
{Ek}k≥1 which is composed by the cylinders in parameter space. We finally get the Cantor set which
is defined as
E =
∞⋂
k=1
⋃
ε(k)∈Ek
IP|ε(k)|
(
ε(k)
)
=
∞⋂
k=1
⋃
ε(k)∈Ek
IP2nk+2bk+ck−1
(
ε(k)
)
.
Let C := (N−1)
2
N
, we get that for every β ∈ E and n ≥ 1, we have N < β
n
≤ N + 1, so
Cn(β) =
(β
n
−1)2
β
n
≥ C. Now we show that E is the subset of IPδ as the following result:
Lemma 4.3 E ⊂ FPδ .
Proof. For every β ∈ E. Let mk = 2nk + 2bk + ck − 1, by the construction of E, there exists
ε(k) ∈ Ek such that ε(1, β)|mk = ε
(k). Now we estimate the length of IPn (β) when mk−1 < n ≤ mk
and give the upper density of β, we distinguish four cases for discussion.
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(1) When mk−1 < n ≤ nk+ bk+ ck and n 6= nk+ bk, by the construction of Ek, recall the definition
of τn(β) (3.6), we get that τn(β) = n, so Lemma 3.11 gives that
|IPn (β)| ≥ Cn(β)β
−n
n ≥ Cβ
−n
n . (4.18)
Consequently, we get that
− logβ |I
P
n (β)|
n
≤ −
logC
n
+
log βn
log β
→ 1
as k →∞.
(2) When n = nk + bk, we have τn(β) = n− 1, tn(β) = 1, so εtn(β)+1 = N ≥ 1, by Lemma 3.11, we
have
|IPn (β)| ≥ Cn(β)β
−n
n
(
εtn(β)+1(1, β)
βn
+ · · ·+
ετn(β)(1, β) + 1
β
(τn(β)−tn(β))
n
)
≥ Cβ
−n−1
n . (4.19)
This indicates that
− logβ |I
P
n (β)|
n
≤ −
logC
n
+
(n+ 1) logβn
n log β
→ 1
as k →∞.
(3) When nk+ bk+ ck ≤ n < 2nk+ bk+ ck, by the construction of Ek, recall the definition of τn(β)
(3.6) and tn(β) (3.7), we get that τn(β) = nk+ bk+ ck and 0 ≤ tn(β) = n− (nk+ bk+ ck) ≤ nk− 1,
so we have εtn(β)+1 ≥ 1 when mk−1 ≤ n ≤ nk−1 and εtn(β)+mk−1 ≥ 1 when 0 ≤ n ≤ mk−1, we
immediate get by Lemma 3.11 that
|IPn (β)| ≥ Cn(β)β
−n
n
(
εtn(β)+1(1, β)
βn
+ · · ·+
ετn(β)(1, β) + 1
β
(τn(β)−tn(β))
n
)
≥ Cβ
−n−mk−1
n . (4.20)
Similar to the case (2), we get that
− logβ |I
P
n (β)|
n
≤ −
logC
n
+
(n+mk−1) log βn
n log β
→ 1
as k →∞.
(4) When 2nk + bk + ck ≤ n ≤ 2nk + 2bk + ck − 1 = mk, by the construction of Ek, we get that
τn(β) = nk + bk + ck and tn(β) = n− (nk + bk + ck), thus, Lemma 3.11 indicates that
|IPn (β)| ≥ Cn(β)β
−n
n
(
εtn(β)+1(1,β)
βn
+ · · ·+
ετn(β)(1,β)+1
β
(τn(β)−tn(β))
n
)
≥ Cn(β)β
−n
n
1
β
nk+bk+ck−(n−nk−bk−ck)
n
≥ Cβ
−(2nk+2bk+ck)
n .
(4.21)
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Consequently, the above inequality combines with (4.16), (4.17) gives that
− logβ |I
P
n (β)|
n
≤ −
logC
n
+
(2nk + 2bk + ck) log βn
(2nk + bk + ck) log β
→ δ
as k →∞.
Now we find a subsequence of n ∈ N satisfies that its upper density reach to δ. In fact, let
ℓk = 2nk + bk + ck, when n = ℓk, we have τn(β) = nk + bk + ck. Then it follows from Lemma 3.7
and Lemma 3.8 that:
1 =
ε1(1, β)
β
n
+ · · ·+
εn(1, β)
βn
n
,
and
1 =
ε1(1, β)
βn
+· · ·+
ετn(β)(1, β)
β
τn(β)
n
=
ε1(1, β)
βn
+· · ·+
εn(1, β)
β
n
n
+
ε2nk+2bk+ck(1, β)
β
2nk+2bk+ck
n
+· · ·+
ε2τn(β)(1, β) + 1
β
2τn(β)
n
.
As a consequence, we have
|IPn (β)| = βn − βn
=
(
ε1(1, β) + · · ·+
εn(1,β)
β
n−1
n
+
ε2nk+2bk+ck (1,β)
β
2nk+2bk+ck−1
n
+ · · ·+
ε2τn(β)(1,β)+1
β
2τn(β)−1
n
)
−
(
ε1(1, β) + · · ·+
εn(1,β)
βn−1
n
)
≤
ε2nk+2bk+ck (1,β)
β
2nk+2bk+ck−1
n
+ · · ·+
ε2τn(β)(1,β)+1
β
2τn(β)−1
n
≤ N
β
2nk+2bk+ck−1
n
.
That is,
lim
k→∞
− logβ |I
P
ℓk
(β)|
ℓk
≥ lim
k→∞
− logN + (2nk + 2bk + ck − 1) logβn
(2nk + bk + ck) log β
= δ.
From the discussion above, we get that β ∈ FPδ . The desired conclusion follows. ✷
4.3.2 Mass distribution supported on E
In this section, we mainly define a measure supported on E. Such a measure is given according
to the cylinders which have non-empty intersection with E. For all β ∈ E, let {IPn (β)}n≥1 be the
cylinders which contain β and denote
ε(1, β) = (ε(k−1), u1, . . . , uak , 0
bk−1, N, u′1, . . . , uck , ε
(k−1), u1, . . . , uak , 0
bk−1, . . .),
Note that the order of ε(k−1) is mk := 2nk + 2bk + ck − 1 where m0 = 2. Define
µ(IP2 (ε
(0))) = µ(IP2 (N,N)) = 1.
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For all n ≥ 2 and k ≥ 1, let
µ(IPn (β)) =


1
(N − 1)n−mk−1
µ
(
IPmk−1(ε
(k−1))
)
, when mk−1 < n ≤ nk;
µ
(
IPmk−1(ε
(k−1), u1, . . . , uak)
)
, when nk < n ≤ nk + bk;
1
(N − 1)n−nk−bk
µ
(
IPnk(ε
(k−1), u1, . . . , uak , 0
bk−1, N)
)
, when nk + bk < n ≤ nk + bk + ck;
µ
(
IPnk+bk+ck(ε
(k−1), u1, . . . , uak , 0
bk−1, N, u′1, . . . , u
′
ck
)
)
, when nk + bk + ck < n ≤ mk;
More precisely,
µ(IPn (β)) =


1
(N − 1)
n−mk−1+
k−1∑
i=1
(ai+ci)
, when mk−1 < n ≤ nk;
1
(N − 1)
ak+
k−1∑
i=1
(ai+ci)
, when nk < n ≤ nk + bk;
1
(N − 1)
ak+n−nk−bk+
k−1∑
i=1
(ai+ci)
, when nk + bk < n ≤ nk + bk + ck;
1
(N − 1)
k∑
i=1
(ai+ci)
, when nk + bk + ck < n ≤ mk;
By the definition of µ supported on E. We directly get the following result which will serve as a
key point to estimate the lower bound of the lower limit of logµ(B(β,r))log r where B(β, r) is a arbitrarily
small ball with non-empty intersection with E.
Lemma 4.4 Let β ∈ E, then we have
lim inf
n→∞
logµ
(
IPn (β)
)
log |IPn+1(β)|
≥
log(N − 1)
log(N + 1)
(
2− δ
δ
− ζ
)
.
Proof. In order to get the result, we only need to estimate the value of
logµ(IPn (β))
log |IP
n+1(β)|
when mk−1 ≤
n < mk, where mk = 2nk + 2bk + ck − 1. This is discussed by four cases.
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(1) When mk−1 ≤ n < nk, by (4.18), then
logµ(IPn (β))
log |IP
n+1(β)|
≥
(
n−mk−1+
k−1∑
i=1
(ai+ci)
)
log(N−1)
− logC+n log βn
≥
(
n−mk−1+
k−1∑
i=1
(ai+ci)
)
log(N−1)
− logC+n log(N+1)
≥
(
mk−1−mk−1+
k−1∑
i=1
(ai+ci)
)
log(N−1)
− logC+mk−1 log(N+1)
→ log(N−1)log(N+1)
(
2−δ
δ
− ζ
)
,
as k →∞, and the last inequality is ensured by the increasing of the function f(n) =
(
n−mk−1+
k−1∑
i=1
(ai+ci)
)
log(N−1)
− logC+n log(N+1) .
(2) When nk ≤ n < nk + bk, it follows from (4.18) and (4.19) that
logµ(IPn (β))
log |IP
n+1(β)|
≥
(
ak+
k−1∑
i=1
(ai+ci)
)
log(N−1)
− logC+(n+1) log βn
≥
(
ak+
k−1∑
i=1
(ai+ci)
)
log(N−1)
− logC+(nk+bk+1) log(N+1)
→ log(N−1)log(N+1)
ζδ
ζδ+δ−1 ≥
log(N−1)
log(N+1)
2−δ
δ
,
as k →∞, where the last inequality is guaranteed by the choice of ζ.
(3) When nk + bk ≤ n < nk + bk + ck, similarly, by (4.18), we get that
logµ(IPn (β))
log |IPn+1(β)|
≥
(
ak+n−nk−bk+
k−1∑
i=1
(ai+ci)
)
log(N−1)
− logC+n log βn
≥
(
ak+
k−1∑
i=1
(ai+ci)
)
log(N−1)
− logC+(nk+bk) log(N+1)
→ log(N−1)log(N+1)
ζδ
ζδ+δ−1 ≥
log(N−1)
log(N+1)
2−δ
δ
,
as k →∞.
(4) When nk + bk + ck ≤ n < mk, then (4.20) and (4.21) give that
log µ(IPn (β))
log |IP
n+1(β)|
≥
(
k∑
i=1
(ai+ci)
)
log(N−1)
− logC+(2nk+2bk+ck) log βn
≥
(
k∑
i=1
(ai+ci)
)
log(N−1)
− logC+(2nk+2bk+ck) log(N+1)
→ log(N−1)log(N+1)
(
2−δ
δ
− ζ
)
,
as k →∞.
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From what has been discussed, we have lim inf
n→∞
logµ(IPn (β))
log |IP
n+1(β)|
≥ log(N−1)log(N+1)
(
2−δ
δ
− ζ
)
. ✷
4.3.3 Measure of Balls
Now we give an estimation on the measure of arbitrary balls B(β, r) with non-empty intersection
with E and r is small enough. Before doing that, we first refine the cylinders containing some
β ∈ E. For any β ∈ E and n ∈ N, let
Jn(β) =


IPn (β), when mk−1 < n ≤ nk for some k ≥ 1;
IPnk(β), when nk < n ≤ n+ bk for some k ≥ 1;
IPn (β), when nk + bk < n ≤ nk + bk + ck for some k ≥ 1;
IPnk+bk+ck(β), when nk + bk + ck < n ≤ mk for some k ≥ 1.
Let B(β, r) be a ball with non-empty intersection with E and r be small enough. Assume that
n is an integer satisfies
|Jn+1(β)| ≤ r < |Jn(β)|.
Then there exists a k such that n = mk−1 ≤ n < mk. Since the lengths of Jn(β) and Jn+1(β) are
different, we get that
mk−1 = 2nk−1 + 2bk−1 + ck−1 < n ≤ nk or nk + bk < n ≤ nk + bk + ck. (4.22)
An important point we should notice is that
µ(Jn(β)) = µ(I
P
n (β)),
for every n ≥ 1. This means that all basic intervals Jn have the same order are of equal µ-measure.
Hence, in order to bound the measure of the ball B(β, r) given above, now we estimate the numberN
of the basic intervals with non-empty intersection with the ball B(β, r). Note that by (4.18), for all
n satisfying (4.22), we have |Jn(β)| ≥ Cβ
−n
n ≥ C(N + 1)
−n. Since r ≤ |Jn(β)| ≤ β
−n+1
n ≤ N
−n+1,
we obtain that
N ≤
2r
C(N + 1)−n
+ 2 ≤
2N−n+1
C(N + 1)−n
+ 2 ≤ C1N
−n(N + 1)n.
As a consequence, we have
µ(B(β, r)) ≤ C1N
−n(N + 1)nµ(IPn (β)). (4.23)
To estimate the lower limit of logµ(B(x,r))log r , the next step is giving a lower bound for r. As a matter
of fact, when n satisfies mk−1 = 2nk−1+2bk−1 + ck−1 < n ≤ nk or nk + bk < n ≤ nk + bk + ck − 1,
22
by the construction of E, we have
r ≥ |Jn+1(β)| ≥ Cβ
−n−1
n ≥ C(N + 1)
−n−1. (4.24)
When n = nk + bk + ck − 1, we get
r ≥ |Jn+1(β)| ≥ Cβ
−2nk−2bk−ck
n ≥ C(N + 1)
−2nk−2bk−ck . (4.25)
Thus, by Lemma 4.4 and the above inequalities(4.23) (4.24) (4.25), we have
lim inf
r→0
logµ(B(β, r))
log r
≥
(
logN − log(N + 1)
log(N + 1)
+
log(N − 1)
log(N + 1)
)(
2− δ
δ
− ζ
)
.
Finally, the mass distribution principle(Lemma 4.2) gives that
dimHE ≥
(
logN − log(N + 1)
log(N + 1)
+
log(N − 1)
log(N + 1)
)(
2− δ
δ
− ζ
)
.
Let ζ → 0 and then N →∞, we obtain that
dimHE ≥
2− δ
δ
.
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