Improving the problem solving process in a computer-aided design task through instructions / by Bernasconi, Alessandra
Lehigh University
Lehigh Preserve
Theses and Dissertations
1988
Improving the problem solving process in a
computer-aided design task through instructions /
Alessandra Bernasconi
Lehigh University
Follow this and additional works at: https://preserve.lehigh.edu/etd
This Thesis is brought to you for free and open access by Lehigh Preserve. It has been accepted for inclusion in Theses and Dissertations by an
authorized administrator of Lehigh Preserve. For more information, please contact preserve@lehigh.edu.
Recommended Citation
Bernasconi, Alessandra, "Improving the problem solving process in a computer-aided design task through instructions /" (1988).
Theses and Dissertations. 4858.
https://preserve.lehigh.edu/etd/4858
'a 
n . 
Improving the Problem Solving Process in a Computer-Aided Design Task 
through Instructions 
Alessandra Bernasconi 
A Thesis 
Presented to the Graduate Committee 
of Lehigh University 
in Candidacy for the Degree of 
Master of Science 
• in 
Psychology 
Lehigh University 
1988 
, . '::,: "<" ) 
I 4' 
I • 
Thi~ thesis is accepted and approved in partial'. fulfillment of 
. the requirement for the degree of Master of Science. 
I .1 
; / 
S/$/iB 
I / j' ;-' . 
(Date) 
--~-~7 . 
.. -· 
.a· ,- / 
~PZ- • 
,,,, ... 
Professor ~---Gh-arge 
I 
r 
' 
/ 
Chairman of Department 
• • 11 
Acknowledgements 
My very special thanks to my partner Rico Carisch for always 
supporting me in the pursuit of my career and to my parents for their 
immense trust. My special thanks also to William Newman, George 
·shortess and Maureen Callanan who have supported my endeavors in a new 
research area. I would also like to thank John Ochs, Ted Terry, Marty 
Richter and Ed Kay for providing helpful suggestions and insights ' . 
during the completion qf this project and all the graduate and 
undergraduate students who have offered their help in this study. 
Lastly I would like to thank Lehigh University and all the people who 
have provided the fundings for these studies. 
. . . 
lll 
1 Table of Contents 
Certificate of Approval 
Acknowledgements 
List of 1 Tables 
List of Figures 
Abstract 
Introduction 
Study 1 
Method 
Results 
Discussion 
Study 2 
Method 
Results 
Discussion 
General Discussion 
References 
Appendices 
A. Background information on subjects 
B. Design task description 
C. Questionnaire and interview 
D. Design evaluation standards and reports 
E. Rules in assigning categories 
• 
Curriculum Vitae 
• 1V 
• • l. l. 
••• 111 
V 
• Vl. 
1 
3 
26 
26 
36 
38 
41 
42 
47 
50 
60 
70 
74 
76 
78 
81 
89 
93 
r 
' 
,/ 
(_ . 
.,. 
List of Tables 
Table 1. Study 1: Percentages of All Coded Utterances in 
Each Category as Percentages of All Coded 
' 
page 
Utterances in Each Protocol of Three Subjects ... 63 
Table 2. Study 1: Three Independent Design Ratings a, b, 
Table 3. 
and c Based on the Author's 100-Point Scale 
System and Rating d Based on Expert Evaluation 
Using Another 100-Point Scale 
• • • • • • • • . . 64 
Study 2: Percentages of Phases 1, 2, 3, and 
Category E Utterances Based on the Total Coded 
Utterances Contained in Each Protocol with Time on 
the Computer 
• • • • • • • • • • • • • • • • . . . 65 
Table 4. Study 2: Percentages of Phases 1, 2, 3, and 
Category E Utterances Computed from the Total Coded 
Utterances in Both the First and Second Halves of 
Protocols for the Instructed and Control G_roup 
Subjects 
• • . . . . . . . . . . . . . . . . . . . 6 6 
Table 5. Study 2: Three Independent Design Ratings a, b, 
and c Based on the Author's 100-Point Scale and 
Rating d Based on Expert Evaluation Using Another 
100-Point Scale . 
• • • • • • • • • • • . . . . - . . 6 7 
V 
Figure 1. 
' . 
' . 
List of Figures 
' '. .-· 
Study 1: Percentages of Phase 1 Utterances 
Computed from the Total Number of Coded 
Utterances Contained in the Protocol$ of Each of 
page 
Three Subjects ... 
• • • • • • • • • • • • • • . 68 
Figure 2. Study 2: Mean Ratings .of Design Quality Based on 
Three Independent Evaluations Using the Author's 
100-Point Scale with Percentages of Phase 1 
Utterances Computed from the Total Number of Coded 
Utterances Contained in the Protocols of Each of 
Seven Subjects. Included is Percentage of Time 
Spent on the Computer. * One Protocol Could not 
be Transcribed Because of Noise Interference ... 69 
• Vl 
' ; 
,I 
Abstract 
L ! ._ ·• Since computers have assumed great importance as automated aids'in a 
number of real world domains, understanding the problem solving 
mechanisms in tasks using computers has become a relevant issue. The 
ultimate goal is to develop systems that allow efficient performance. 
Furthermore, as Protocol Analysis (PA) has emerged as a reli,able 
technique for assessing complex pr9blem solving processes the study of 
areas such as design has become more accessible. In the present 
investigation, a first study using PA examined the problem solving 
processes of mechanical engineering students solving a mechanical 
design·,task on a computer-aided design (CAD) system. A detailed 
analysis of the think-aloud protocols collected from the students 
resulted in a procedure for transforming these verbalized thought 
processes into abstract and distinct categories. The distinct thought 
processes are assumed to underly a more general problem solving 
framework represented by three phases: analysis, translation and 
solution. Analyzing the task requires that subjects clarify the 
information given in the task, consider missing information, and apply 
calculations and sketches. Translations involve processes by which 
the user's concepts of the task are matched to the machine's concepts. 
The solution phase is concerned with how the user implements those 
common concepts on the machine. A second study manipulated the 
pr.ocesses of the analysis phase and examined the impact of this 
manipulation on the completeness, accuracy and complexity of the 
resulting mechanical designs. As the first study had suggested, the 
1 
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results of the seco.nd study indicated that (t) subjects analyzing the 
" 
task before trying to solve it on the computer produced more complete 
arid accurate designs; (b) if explicitly instructed to analyze the 
' 
task, students were successful in doing s_o; and, (c) students who were 
not explici.tly instructed to do so, did not intuit such elaborative 
processes. Protocol analysis, design evaluation, experimental 
improvements, and applicatiqns of the findings are discussed. 
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Improving Performance on a Computer-Aided Design Task through 
Instructions. 
Computer systems are being used increasingly in problem solving 
tasks as well as data managing operations. Among these applications 
is computer-aided design (CAD), which is now a standard tool for many 
design engineers. In order for the user to be assisted by the ' 
computer, an effective means of communication must be provided. This 
communication is determined by the ~·user interface". "The interface 
between a human user and a computer system is the boundary where the 
motor and sensory systems of the human leave off and the input and 
output devices of the machine begin" (Bailey, 1984, p. 1). The most 
effective user interface will be realized by a system with high 
,\ 
affinity bet\veen its implicit conceptual model and the user's 
concepts. In such a case one would talk about a "user friendly" or 
''easy-to-use'' interface. However, to model such a system we need to 
know more about the system user's cognitive processes. The use of 
current technology is limited by our poor understanding of the 
determinants of the user's psychological performance. (e.g. Card, 
Moran, & Newell, 1983). 
The CAD-system and its applications in mechanical engineering 
(ME) design present an environment in which features of the design 
process can be studied from a psychological perspective. According to 
Simon (1981), many professions use design in one form or another. 
Design has been defined as the creation of something new, different, 
and unique (Blumrich, 1970; Richards, 1983). But often it may mean 
3 
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redesigning familiar, already existing objects, such as a house or a 
chair. In these cases the objects to be designed are not novel in 
themselves: what are new, are certain designed features. Various 
studies examining the processes employed in design tasks have 
characterized design as a problem solving task (Simon, 1969; Mallen, 
1973; Fischer & Boecker, 1981; Richards, 1983). Using this definition 
a design is the solution to a problem. We will review some of the 
main findings in the problem solving literature relevant to design. 
I. Problem solving 
- - - - - - - - - - - - - - -
Newell and Simon (1972) have described the general characteristics 
of problem solving, in information processing terms. A problem has 
three parts: (a) the initial state, the incomplete information with 
which one starts, (b) the goal state, the set of information or state 
one hopes to achieve, and (c) a set of operations, i.e: the steps one 
must take to move from the initial state to the goal state. These 
three parts of a problem define what is called the problem space. 
Problem solving is a process of heuristic search in which the solver 
applies operations to the objects in a problem space. When confronted 
with an unfamiliar problem, the solver must encode the relevant 
features of the problem to construct an internal representation of it. 
A search identifies missing features or intermediate states of the 
problem space to which operations are applied. The ultimate goal, 
according to Newell and Simon, is to find a sequence of actions which 
will transform the initial state into the goal state. 
According to Simon (1973) problems may be well-defined or ill-
4 
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defined. In a, well-defined problem, the initial state, the goal 
state, and the operations are all clearly specified. Here the task is 
simply to discover how to use allowable known operations to get the 
answer. However, in an ill-defined problem, the initial state, 
the goal state, and/or the operations may be unclear and vaguely 
specified. In some cases, there may not even be a single correct 
solution. In these cases the problem solvec's major task is first to 
define exactly what the problem is; to make explicit where one is 
beginning, what an ideal solution would look like, and what possible 
means there are for getting there. Once that is done, the task 
becomes solving a well-defined problem by finding a sequence of 
operations that guarantees an acceptable solution. A design is in 
most cases an ill-defined problem. 
A. Domain-free problems 
Most of the psychological research on problem solving has been 
directed at relatively simple and well-defined problems, such as 
puzzles, that do not embody real world situations, i.e. they are 
domain-free problems. They provide an adequate framework for studying 
problem solving in a controlled laboratory setting because they have 
clearly specifiable answers against which a proposed solution can be 
evaluated. Another advantage of puzzles is that researchers can be 
less concerned about people's education in a specific domain, since 
there is no need for domain-specific knowledge to solve puzzles. We 
may consider such studies as preliminary to studying real world 
problems which are usually more complex and less well-defined. 
5 
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The study of domain-free problems has taken two different 
directions. One objective has been to find general strategies that 
are used by people to solve a wide variety of domain-free problems. A 
second objective has been to attempt to classify problems in order to 
find the specific skills associated with a problem type. 
Researchers who have taken the first approach have isolated a few 
general problem solving strategies that people often use for searching 
a problem space (e.g. Newell & Simon, 1972). Strategies are either 
algorithms or heuristics. An algorithm is a procedure of steps that 
guarantees the solution. In order to be able to devise an algorithm 
for a problem, the problem must have a well-defined goal state. In an 
ill-defined problem one cannot develop a procedure that necessarily 
produces a solution because one does not know the goal state. Even 
for well-defined problems one cannot always produce an algorithm 
because some problem spaces are too vast to be systematically searched. 
For such problems people often use heuristics. These are rules of 
thumb that develop through experience. A heuristic may lead to a 
solution but does not guarantee one. In general, heuristics can 
involve either a forward search, from the given information to the 
final state, or a backward search, from a given goal backward to the 
information given. 
Newell and Simon (1972) describe two modes of forward search: 
"means-end" and "subgoal analysis". The general strategy used in 
means-end analysis is to determine the difference between the current 
state and the end state of the problem, and to reduce that difference. 
6 
<L If there is no procedure to reduce the differen~e directly, new 
differences of lesser difficulty have to be introduced until avai'lable 
means can eliminate the reduced differences. A limitation of this 
method is that sometimes one has to temporarily increase the difference 
between the initial state and the goal state in .order to achieve the 
goal. 
The other forward searching strategy is a subgoal analysis which 
,, 
involves breaking the problem into subgoals which lie on the solution 
path. Problems often have many paths to achieving the goal state. 
Defining a subgoal can eliminate a number of unpromising paths. The 
problem solver can then explore only those paths that have the most 
promise of leading to the goal. This strategy relies heavily on 
judgements as to which are the correct subgoals. 
The problem solver may also choose to do a backward search. This 
involves moving from the final goal backward to intermediate states 
and to the initial state of the problem. This method is especially 
us~ful if the problem has a well-defined end state with n9 particular 
ti! 
initial state from which to start. 
It is obvious that these strategies are overlapping. They commonly 
assume that there are intermediate steps that can be solved by direct 
action and that will eventually lead to the final solution. These 
strategies need not be used independently; individuals probably often 
use them interactively. Indeed they may be complementary. 
A different approach to domain-free problems has been taken by 
Greeno (1978). He found three basic forms of problems each associated 
7 
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with particular skills necessary to solve problems of each type. One 
type are problems of inducing structure. Typical examples are analogy 
problems. The task here is to discover the relations between objects, 
which means comparing the encoded attributes of objects ·and evaluating 
the relationships found between those objects (Pellegrino, 1985). The 
second type of problem, the arrangement problem, consists of giving ~ 
the solver elements that must be arranged to meet some criterion. An 
example is rearranging the letters in an anagram to form a word by 
employing a constructive search. This procedure involves examining 
and evaluating potentially relevant, partial solutions on the basis of 
previous knowledge. Finally, the third type of problem is the 
transformation problem. The Tower of Hanoi problem is a well known 
example. The initial state of this puzzle consists of a set of rings 
that vary in size and are stacked on one peg. The task is to move the 
rings, one at a time, to the third peg and never place a larger ring 
on a smaller one. One has to find a sequence of operations to move 
from the initial state to the goal state. According to Greeno, this 
requires planning based on the general strategy of means-end analysis. 
The sequence of operations required for this type of problem is 
usually highly structured. Karat (1982) contends that to understand 
this structure one needs the knowledge represented by three types of 
cognitive processes: execution, proposition, and evaluation. The 
"execute system" examines the approved moves to see if any can be 
carried out on the current state. If not, the "propose system" 
considers the current situation and how a possible move can be made. 
8 
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And.finally the "evaluative system" approves or rejects the proposed 
move. Karat's model suggests that humans have a few operations that 
are basic to transformation problems. 
It can be concluded that problems can be classified according to 
the skills required to solve a problem. Recognizing a problem as 
belonging to a certain class of problem may guide the search of the 
problem space. However the skills asssociated with a problem type. 
have overlapping characteristics suggesting that there is some general 
approach across problem types. According to Greeno (1978), general 
strategies such as means-end analysis are a major determinant of 
success in solving transformation problems. General strategies appear 
to be a central feature of problem solving. 
Despite all we know about general problem solving strategies, the 
essence of problem solving still remains elusive. Traditionally 
psychologists have stated that the purpose of search is to find 
solutions. According to this view the central goal of problem solving 
is to find systematic ways to reduce the extent of the search through 
a problem space. Minsky (1975), however, argues that while sometimes 
simple problems may indeed be solved by trying out a sequence of 
methods until one is found to work, problems are often not simple. He 
proposes that "the primary purpose in problem solving should be to 
better understand the problem space, to find representations within 
which the problems are easier to solve. The purpose of search is to 
get information for this reformulation, and not, as is usually 
-assumed, to find solutions; once the space is adequately understood, 
9 
solutions to problems will more easily be foundf' (p. 259). Others 
agree that having an appropriate representation of the problem is 
essential to finding a solution, since the way we represent a problem 
may either facilitate or interfere with finding a solution (Carroll, 
Thomas & Malhotra, 1980; Richards, 1983). The importance of 
representation in solving design problems has been illustrated on two 
problem isomorphs, a spatial design task and a temporal manufacturing 
process task (Carroll et al., 1980). The use of -graphic representation 
resulted in better performance for both tasks. Both, setting up an 
internal representation of the problem space and specifying all the 
elements in it are not automatic; this will be shown more clearly by 
studies looking at expert-novice differences in complex domains. 
,,, In swnmary, there appear to be two main stages of problem solving: 
representing or understanding the problem, and planning and executing 
strategies. These two stages interact extensively in that a deeper 
understanding of the problem may be achieved by systematically 
searching the problem space, and a better understanding may suggest 
more appropriate strategies to be applied to the problem. 
,, 
A major concern in the literature reviewed so far arises from 
the nature of the problems studied. The sort of processes that were 
identified for artificial problems might not occur in knowledge rich 
domains since these might require more specific skills and knowledge 
for successful performance. 
B. Knowledge rich domains 
Problem solving in complex domains is characterized by two 
10 
components: specific and general skills. People agree that problem 
solving in real world domains is based heavily on knowledge structures 
and skills that are specific to the field in which the tasks are 
generated. These structures are believed to develop through experience 
in a particular field (Mallen, 1973.; Hinsley, Hayes & Simon, 1977; 
Larkin, McDermott, Simon, & Simon, 1980). Furthermore, studies on 
problem isomorphs (problems with similar st,ructures and solhtions but 
different contexts) have shown that such knowledge cannot be 
transferred from problem to problem and is highly specific to a 
certain domain and a certain type of problem. (Hayes & Simon, 1977; 
Chi & Glaser, 1985). 
In a further study where subjects were asked to classify algebra 
problems, similar to Greeno's (1978) approach with domain-free 
problems, it was found that the problems were categorized based on 
their solution procedure (Hinsley et al., 1977). The fact that 
subjects were able to categorize the problems after hearing only the 
first few words suggested that subjects inferred the solution 
procedure from that initial information and categorized the problems 
accordingly. This suggested that a problem solver's schematic 
knowledge (organized pieces of knowledge) in a specific area enables 
him or her to go quickly beyond the information given. 
Further evidence of the importance of specific knowledge and its 
acquisition through experience comes from studying expert/novice 
differences within a field. In chess, experts differed from beginners 
only in that with practice they had acquired an extensive body of 
11 
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chess specific knowledge such as the ability to recognize frequent 
configurations (Chase & Simon, 1973). Intelligence did not appear to 
substitute for knowledge. In physics experts categorized problems • {·' 
according to the principles required to solve them, novices however 
classified them according to the physical appearance of the problems 
(Chi, Glaser & Rees, 1981). It appears that with experience in a 
domain, knowledge is restructured in a particular way, i.e. schemas 
are developed. Larkin et al. ,'s (1980) concept of forward versus 
backward search is based on such differences in specific background 
information. Practice in physics eventually enables the problem 
solver to do a forward search, i.e. to infer the solution from the 
given information. One learns to associate specific inferences with 
the various patterns of features in a problem. As with domain-free 
problems the classification of problems or problem configurations 
appears to be essential in guiding the_search of a problem space. 
It is also well established that designers in all fields rely 
heavily upon domain specific design knowledge (Simon, 1981; Fischer & 
Boecker, 1981; Jeffries, Turner, Polson, & Atwood, 1981). The 
application of such knowledge to the search of a task before 
attempting a solution distinguished experts from novices (Jeffries et 
al., 1981). However it has been shown for various domains that it is 
not only the extent of background knowledge that changes from novice 
to expert, but also the knowledge of how to apply particular 
heuristics to the search of the task space (Newell & Simon, 1972; 
Carroll, Thomas, & Malhotra, 1979; Jeffries et al., 1981; Adelson, 
.. 12 
Littman, Ehrlich, Black & Soloway, 1984; Langley, 1985) .. 
Newell and Simon (1972) found that experts used a subgoal 
strategy for various proplems whereas novices usually identified 
subgoals correctly but did not plan the path to achieving these 
subgoals, i.e. they failed in the further refinement of them. Rather, 
their performances were based on trial and error. In solving physics 
problems, novices used the method of reasoning backward from the given 
goal (Larkin et al., 1980). They decomposed an equation with an 
unknown variable until a set of equations that solved for that 
variable was found. The experts may ha,re used the same equations, but 
in the opposite order. They started directly with the quantity that 
could immediately be established and moved forwarcL .. to calculate the 
next solvable quantity until the desired quantity was found. 
Reasoning backward requires considerable time and space since it 
involves setting goals and subgoals as well as keeping track of them. 
Reasoning forward eliminates the need to keep track of subgoals. 
Larkin argues that only with experience will one learn which of the 
many possible forward inferences are relevant when attempting a 
solution. 
Studies on how designers structure complex problems have 
described design as a problem solving process that decomposes the task 
into less complex and better defined subtasks and specifies the 
relationships and interactions among the subtasks (Mallen, 1973; 
Thomas, Malhotra, & Carroll, 1977; Carrol et al., 1979; Card, Moran, & 
.~ 
Newell, 1980; Jeffries et al., 1981) . A search using the subgo~l 
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procedure can be conducted in a breadth-first or a depth~first manner 
(Jeffries et al., 1981). In decomposing the goal into subgoals a 
breadth-first search proceeds horizontally before vertically, i.e. 
subgoals of comparable level are introduced. These subgoals may need 
further r~finement. A depth-first search will break down and refine 
subgoals until a level is reached where a subgoal can be solved by 
direct action. Then the solver will proceed breadth-first again. 
According to Jeffries et al., experts and novices showed a comparable 
ability to break down the task into subtasks. However, in contrast to 
experts novices failed to pursue a breadth-first search which supports 
Newell & Simon's (1972) earlier findings. 
These studies have identified the use of general strategies as 
important sources of information that influence how a person 
constructs a problem space for various real world tasks. Design 
problems could be categorized as transformation problems, since there 
is usually an initial state and a goal state that a designer tries to 
achieve by setting subgoals and solving for them. In summary the 
following stages appear in the development of a plan for solution: 
problem representation, often through graphic illustration; problem 
classification associated with particular skills of problem solving; 
problem elaboration which includes articulating goals and 
requirements; and the generation and evaluation of subsolutions as 
well as the integratton of subsolutions into the final solution. 
Novices have been found to fail on all accounts. They have not been 
found to automatically apply relevant strategies and information to 
14 
the search of a task and they lack a proper representation of the 
problem before attempting a solution. Further research suggests that 
novices have knowledge available that they cannot access, whereas 
experts use heuristics to maximize the probability of finding and 
using what they know (Chi et al., 1981; Larkin, 1981). They 
also appear to have some notion of the existence of problem solving 
strategies but often fail to apply them. General strategies are 
important because they may be useful when we encounter novel problems. 
According to Langley (1985) "the ability to search is central to human 
intelligence, and the ability to direct search down profitable paths 
is what distinguishes the expert from the novice" ( p. 217). The 
argument is usually made that problem solving skills are acquired with 
experience. Since every expert was formerly a novice, understanding 
the transition from novice to expert might help in developing aids 
that influence that process. One reason for searching for domain 
specific skills and for heuristics is to develop aids that might 
enhance people's problem solving abilities. 
II. Improving problem solving 
- - - - - - - - - - - - - - - - - - - - - - - - -
Most studies of problem solving have aimed at assessing the 
difficulties people have. Few have explored ways to overcome these 
difficulties. In two preliminary problem solving studies, Thomas, 
Lyon, and Miller (1977) have investigated the effectiveness of 
structured and unstructured aids. A structured aid, such as telling 
the subjects to decompose the task into subtasks, can be an algorithm 
or a heuristic that directs a person to a certain activity. An 
15 
unstructured aid widens a problem solver's perspective of the problem 
by providing cues, but does not provide specific instructions. 
A first experiment examined an example of a structured aid 
designed to help students formulate and clarify some traditional 
puzzle problems (Thomas et al., 1977). The aid was a questionnaire 
that asked subjects to define the objects, their attributes, the 
actions involving those objects, the initial state and the goal state 
of the problem. The results did not indicate any improvement for the 
subjects who completed the questionnaire before solving the problems, 
compared to subjects who were allowed to think about each problem for 
an equal five-minute period. However an unexpected benefit from 
studying this particular aid was gaining detailed information on the 
difficulties subjects had with the problems. It was found that 
subjects often had a very concrete representation of the problem which 
was too detailed when the solution demanded a more abstract 
understanding of the problem. Since the structured aid supported 
students' usual approach to the problems, it might not have been an 
appropriate aid. In this case an efficient aid would have to direct 
the problem solver to adopt a more abstract representation of the 
problem. On the other hand, it may have been the case that the 
control subjects, who were allowed to think about the problems for 
five minutes, were able to retrieve relevant information resulting in 
equal performance to the experimental subjects. If this were the 
case, it would suggest that merely advising subjects to think about 
the problems before attempting to solve them will induce subjects to 
16 
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focus on the· problems long enough 1 to retrieve relevant and available 
information. 
A second experiment examined an example of an unstructured aid 
1-,. { . 'I . 
. 
aimed at expanding the domain from which problem solving information 
is drawn. Thomas et al. suggested that any random sequence of words 
sampled from various independent domains should serve that purpose. 
In the experimental group, subjects were interrupted after five 
minutes of attempting to solve each problem and asked to look at the 
word list. This aid was ·effective, but only on problems involving 
creative play. In one problem, creating a better design for an all-
purpose chair, the experimental group scored higher on the dimensions 
of feasibility, novelty and complexity used to rate the solutions. 
The solution to a second problem, how to remove a ping-pong ball from 
a pipe, also favored the experimental group. However two other, more 
abstract problems proved too difficult to be solved during the time 
given for these problems. No differences between the experimental and 
the control group were reported. It appears that when creativity and 
imagination lead to a better solution, words can serve as cues to 
retrieve information that may suggest a possible solution, or may even 
result in novel combinations of knowledge. 
In summary, the structured aid did not appear to improve 
performance while the unstructured aid appeared to help on problems 
requiring greater creativity. A more detailed analysis of the 
results suggested that a particular problem type may best be aided by 
a specific structured or unstructured aid. Based on their finding 
17 
that people did not have an appropriate representation of 'the problem' 
before they began to solve it, Thomas et al. suggest that there is the 
potential for designing very useful structured aids. It appears that 
people often have the information for efficient and creative problem 
solving but lack the strategic approach for retrieving it. An 
appropriate aid needs to focus thinking in ways that increase the 
likelihood of retrieving relevant information. 
Of further interest is research that examined how to train people 
to become better problem solvers (Schoenfeld, 1979). His experiment 
was intended to find out if training in five heuristics would have an 
impact on students' performance on mathematical problems, and if 
explicit naming of these strategies would have an even greater impact. 
Seven science and mathematics majors, four experimental and three 
control, were instructed in how to solve 25 problems. The 
experimental subjects differed in that they were explicitly told to 
learn five specific strategies that could each be applied to a group 
of five problems. In addition to seeing the solutions to each 
problem, they were told which strategy had been used. At five-minute 
intervals, during the posttest, the control subjects were told to look 
over their work, the experimental subjects were additionally told to & 
look over the list of strategies that had been given to them. 
The number of mathematics problems solved by the experimental 
group was significantly larger. A detailed look at the protocols 
showed th~t the experimental group was indeed referring to the 
strategies for solving the problems. It appeared that the conscious 
18 
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use of problem-solving strategies made a difference. Furthermore it 
showed that explicit mention of the strategies was important. The 
fact that a student knew how to use a strategy did not guarantee that 
the student would use it. During the posttest session several 
students used the appropriate strategy but only after they were 
referred to the list. 
To summarize these studies it seems that labeling strategies, and 
explicitly directing subjects when and how to use them are important 
procedures in guiding novice problem solving in a particular domain. 
Novices seem frequently unable to use what they know for meeting 
current needs, whereas experts have heuristics for maximizing the 
probability of finding and using what they know (Chi et al., 1981, 
Larkin, 1981 and Adelson et al., 1984). The importance of h~uristics 
as strategies and techniques for making progress on unfamiliar 
problems has been elaborated in a further paper by Schoenfeld (1985). 
They constitute "rules of thumb" for effective mathematical problem 
solving which include: drawing figures and introducing suitable 
notations, exploring related problems, reformulating problems, testing 
and verifying. Based on such knowledge we can develop appropriate and 
successful aids. However one has to first systematically study the 
problem solving processes in the area of interest. The method of 
protocol analysis is one way to_ examine these processes in some detail. 
III. Protocol Analysis (PA) 
- - - - - - - - - - - - - - - - - - - - - -
Considering the privacy of thought processes there are 
difficulties in assessing the internal processes of people solving a 
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problem. One method is the use of verbal protocols (Newell and Simon, 
1972). Subjects are required to report verbally all of their thoughts 
as they work on a problem. The resulting records or protocols, are 
then transcribed and systematically analyzed. Studying.protocols is · 
rather involved so common practice is to study only a few subjects in 
great depth and assume that they are fairly typical of the population 
from which they are drawn.. 
Ericsson and Simon (1980) have discussed PA in detail and have 
provided a defense of it. Verbal behavior is seen as one type of 
recordable behavior which can be observed and analyzed like any other 
behavior (Ericsson & Simon, 1980). It is not a question of faith as 
to whether to trust subjects' verbal reports, but an empirical issue 
equal to the issue of validating other types of behavior. Based on 
the theoretical framework of human information processing, Ericsson 
and Simon discuss verbal reports in relation to the mechanisms qy 
which they are generated and in relation to their sensitivity to 
experimental factors such as task or instructions. They have shown 
that a high degree of accuracy can be obtained if the instructions 
require subjects to verbalize only information that is attended to 
during task performance. Speed of task performance showed a possible 
decrease when the stimuli were non-verbal. They further showed that 
inaccurate reports found by other researchers (see Nisbett & Wilson, 
1977 for details) resulted from requesting information that was not 
directly attended to during task performance and thus do not 
contradict the predictions of their model. Information that is not 
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attended to during task performance can be attributed to unconcious 
thought processing which may contribute to the problem solving process 
but lies outside the scope of verbal reporting. Underlying processes 
can be inferred from the analysis of the recorded information. 
Furthermore, although there may be some difficulties in using verbal 
protocols for visually based tasks, comparative studies have not found 
significant differences between more visually or more verbally 
talented people in regard to their ability to produce protocols 
(Ericsson & Simon, 1980). 
Studies using PA have usually not put much emphasis on 
methodological issues such as the specifics of data gathering and data 
analysis methods. Factors pertaining to the mechanics of protocol 
collection have to be considered in order to obtain accurate reports. 
Subjects must continually verbalize and silent subjects have to be 
prompted wi·thout influencing their paths of thought. It also seems 
useful to briefly instruct subjects in what 'talking out loud' means 
(Bailey & Kay, 1986). 
Another important issue in this area is how to formalize the 
knowledge that underlies problem solving. The goal of a protocol 
" ' 
analysis is to generate procedures which depict both the search of 
problem solvers through the problem space and the strategies that they 
apply to the search. Such procedures may be domain-specific or 
domain-general. Domain-specific procedures only apply in the context 
of that particular domain while domain-general procedures may be 
applied to various domains. In general one proceeds by breaking down 
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a protocol into a number of short verbal phrases. These phrases are 
coded such that they can be used as markers to indicate something 
about the state of knowledge or cognitive process taking place at the 
time the utterance was made. The specific codes used reflect the 
behavior investigated and the information sought from the protocols. 
One technique conceptualizes problem solving behavior as 
consisting of nodes representing particular states of knowledge and 
horizontals which represent the cognitive processes that link the 
nodes together. This model or graph ("Problem Behavior Graph") 
qualitatively depicts the subject's movement through the problem space 
in its temporal sequence, but does not provide any quantitative 
measures of the behavior. 
More recently PA has become relevant in more complex domains such 
as mathematics (Young, 1981), text editing (Card, Moran & Newell, 1980; 
Moran, 1983), design (Carroll et al., 1979), and architecture 
(Malhotra et al., 1980) where electronic systems have assumed 
importance as automated aids and man-machine interaction has become a 
significant problem. An investigation of a routine text-editing task 
using PA has resulted in a mathematical model of expert behavior 
(Card et al., 1980). The model provides quantitative measures such as 
task completion time and can make predictions about behavior sequences. 
However this procedure was derived from an understanding of the most 
complete solution strategy and cannot model nonexpert human 
performance in a satisfactory way. A different aspect of interactive 
problem solvi~ has been captured by Moran (1983). He presented a 
I ' 
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technique for analysing the cognitive processes involved in text 
editing. The idea of this analysis is that in order to use a computer 
system the user has to reformulate the tasks generated in the external 
world into the internal concepts of the computer system. In text 
editing the external tasks are tasks to be performed on a manuscript. 
These tasks are described by a pair of basic text editing terms: an 
editing function and a text entity. Internal to a display editor are 
text entities and editing operations which have to be matched to the 
external text editing terms. The analysis should represent an ideal 
mapping between sets of external and internal tasks that a user would 
need in order to use the system effectively. 
Since PA has been used as a method for understanding problem 
solving in a variety of settings, it may also constitute an 
appropriate method for understanding the design process in an 
engineering environment. As a framework for PA and for interpreting 
the findings of the studies as well as to relate subjects' 
verbalizations to their other behavior, a general model of the design 
process on a CAD-system is presented and described. Under these 
circumstances the model is as simple as possible and compatible with a 
wide range of knowledge about human problem solving. 
IV. A conceptual model of design 
- - - - - - - - - - - - - - - - - - - - - - - - - - - -
Based on the problem solving literature (Newell & Simon, 1972; 
Carrol et al., 1979; Schoenfeld, 1979; Jeffries et al., 1981) two 
phases appear to be common to the problem solving behavior across 
-problems and domains: a phase concerned with the analysis of a 
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problem and a phase concerned with the solution of that problem. For 
problems solved on the computer a translation phase of matching the 
solver's concepts with the machine's concepts is suggested (Moran,.· 
1983). This leads to three phases relevant to the mechanical design 
process on a CAD-system: analysis, translation and solution. 
The analysis phase (phase 1) entails reasoning about the domain 
in which the problem has been generated. General heuristics guide the 
solver to the decomposition of novel problems and to the search of 
missing information. The elements of the problem are described and 
decomposed. This stage centers around understanding a problem and 
translating it into an internal mental representation. Several 
i ' 
studies have been described which discussed the importance of such 
processes (Newell & Simon, 1972; Thomas et al., 1977; Jeffries et 
al., 1981). 
The translation phase (phase 2) requires the availability of an 
internal representation of the problem and the notion of the methods 
available by the CAD-system to model the object on the computer. It 
calls for the process of translating the user's concepts of the task 
into the machine's concepts. The existence of such processes have 
been described by Moran (1983) in his text editing study (See above). 
These activities deal with what the user desires to get done. 
The solution phase (phase 3) entails the concept of the "user 
interface". This stage centers around the problem solver reasoning 
about how to approach his formulation of a goal as derived in phase 1 
and phase 2 in terms of the procedures that are available for the actual 
;'J ' --· 
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representation of the solution in the CAD-system. The solver in this 
case has to reason about the software's hierarchical menu structure. 
The activities here determine how it is done. 
Engineering design on a CAD-system can thus be said to embrace 
three problem solving phases. The order of these processes might · 
depend on the level of expertise of a designer. If a designer has a 
clear formulation of the goal availabl~ he might proceed directly to 
the solution phase .. Reasoning processes within the three problem 
solving phases described above may occur in recurring patterns 
throughout the design process. On the other hand a designer dealing 
with a novel task may not have a clear representation of the task and 
may show a more successful performance when giving extensive thoughts 
to phase 1 and 2 before approaching the solution phase. 
In swnmary it can be stated that in the area of complex problem 
solving there is,(a) the need for reliable techniques of PA, (b) the ' .. 
need to understand the problem solving mechanisms and (c) the need to 
implement problem solving processes. This has led to two studies 
designed to examine the reasoning processes involved in solving a 
mechanical design task on a CAD-system using PA. Based on the 
transcripts obtained in a first study and on the model of design 
problem solving a technique has been ge~erated to analyze the recorded 
verbalizations. Furthermore an interpretation of the relation of the 
verbal behavior to some preliminary data of design quality has been 
offered which led to a second study that examined how problem solving 
on the CAD-system could be manipulated. 
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Study 1 
·This preliminary study examined problem solving in mechanical 
engineering design. Students' verbal accounts were recorded while 
solving a mechanical design task on a CAD-system, in this case the 
solids modeling system called Geomod. The two goals were to (a) 
identify the cognitive processes relevant for mechanical design tasks 
using the _computer and to examine these processes in terms of the 
general model of design problem solving described above; and (b) to 
develop a coding scheme for systematically capturing the processes 
underlying the task solutions using the design model and the obtained 
protocols. This coding method ~hould generate qualitative as well as 
quantitative behavioral data that reflect significant cognitive 
processes. The protocol analysis and a preliminary evaluation of the 
design quality revealed relevant features of the design process and 
resulted in more specific hypotheses. 
Method. 
Subjects 
- - - - - - - -
Participants were four undergraduate and one graduate students 
in mechanical engineering (ME) from Lehigh University; four were male 
and one was female. The students volunteered to participate and were 
paid. They were required to have had the Lehigh ME course in which 
Geomod, the solids-modeling system used in this study, had been 
introduced. Their ME and CAD/CAM-backgrounds were comparable except 
for one student (Sub3) with a high accumulation of CAD courses and few 
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ME courses (See Appendix A). Background information is provided only 
for subjects whose protocols were analyzed. 
The three protocols selected for detailed analysis were judged to 
be "good protocols" in the·sense that the protocols were more or less 
fluent descriptions of the students' cognitive processes while solving 
the task. They were also judged to be representative of the group of 
subjects that participated. For ease of presentation and reference 
they were renumbered to: subl, sub2 and sub3. Sub 1 was included 
because in contrast to others he dealt with the problem in separate 
steps and it appeared that there were differences in his behavior. 
Apparatus and materials 
-----------------------
The students were asked to solve a mechanical design task on a 
CAD-system. The design task was specified by a member of the d~sign 
faculty from the ME Department at Lehigh University (See Appendix B). 
It consisted of designing an oil pan that was a reservoir for oil, and 
would be attached to an engine. The task description gave specific 
instructions on some geometric constraints. The task was such that a 
reasonable design could be constructed using only Geomod techniques 
taught in the ME course that the subjects had taken. Furthermore, the 
task did not require extensive domain-specific knowledge, but was 
challenging because the subjects had not solved similar tasks before 
and there was no obvious solution. The laboratory was very similar to 
the students' natural mechanical design environment. They were 
allowed to use the Geomod manual, a calculator and scratch paper. The 
terminal was a Tektronix 4109 model connected via modem to the VAX 
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computer in the ME Department at Lehigh University. 
Procedure 
---------
To obtain maximum information about the problem solving 
processes, each subject was monitored individually during task solution. 
Instructions to the subjects were given in written form as well as 
verbally. After signing the consent form, the subjects were told to 
read the task description and then to think aloud about how they might 
solve the problem. Their goal was to derive a solution using Geomod. 
They could stop whenever they thought they had reached a satisfactory 
" 
solution, or before then if they thought they could not complete the 
solution. Subjects were allowed a maximum of two hours to solve the 
problem. A change of procedure occurred between subject 1 and 
subsequent subjects. Instructions were presented to subject 1 step by 
step and after each step he was allowed to work on the task as long as 
he decided. The first step was to think about the task in general 
terms, the second to think about how to go about the task in Geomod, 
and the third to solve it on the computer. Since this form of 
presenting the instructions seemed to influence the problem solving 
process, all other subjects were presented the procedure in one step. 
The procedure was worded in the same way for all subjects. Following 
the design task, subjects answered questions concerning the problem as 
well as their background in ME and CAD/CAM-systems (see Appendix C). 
The session was ended with a debriefing statement. 
Protocol collection. Subjects' verbalizations were tape 
--------------------
recorded. It was emphasized in the instructions that they should 
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mention aloud anything that came to their minds concerning the 
problem's solution, and that they should refer to things 
unambiguously. Th.e experimenter reminded subjects during the session 
to think aloud when they were pausing, and asked for clarification· 
when ambiguous pronouns such as "here" or "that" were used, or when 
their logic was not readily apparent. Care was taken not to influence 
the subjects' thought processes. 
Protocol Analysis (PA) 
- - - - - - - - - - - - - - - - - - - - - -
The generation of a procedure for PA is a process of 
continuously redefining categories of behavior and adding new 
categories. An important consideration is to arrange the categories 
of data to answer research questions adequately. This method of PA 
was developed based on the obtained verbal records and on the 
conceptual model of problem solving described above. For detailed 
analysis, transcripts of the three protocols defined above were 
obtained. Utterances were separated by punctuation marks and words 
such as ••-and" "but" "which" "or" "so" "although" and 11· sted 
' ' ' ' ' ' 
sequentially. As a first step, distinct thought processes appearing 
in the protocols were identified and partitioned into six categories: 
intentions, actions, clarifications, translations, evaluations and 
miscellaneous statements. 
Statements expressing goals and subgoals were defined as 
"Intentions". An intention defines a state of affair to be achieved. 
Intentions were further broken down into three distinct categories. 
Intentions which describe steps leading from one problem state to 
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another are defined as "Intentions internal" (II) to the· problem (e.g. 
"The first thing I would have to figure out is how deep.it's supposed 
to be." p.1 sub 1). Statements which entail an intention to use 
external aids or tools such as a sketch or a calculator are defined as 
"Intentions external" (IE) to the problem. The third category is 
intentions which deal with how to represent the problem in Geomod and 
are thus labeled "Intentions Geomod" (IG) (e.g. "I'm gonna create the 
large cube first." p. 6 sub 1) . 
The processes applied to intentions are the "Actions" taken by 
subjects. Actions are acts whose execution is necessary to change any 
aspect of the user's memory or to affect the task environment. An 
action always has an observable outcome. Three subcategories were 
distinguished. Reports on making sketches were labeled "Action 
Sketches" (AS), (e.g. "I'm just gonna make a sketch here to sort of 
organize my ideas." p.2 sub 1), statements reporting calculations were 
labeled "Action Calculations" (AC), and verbalisations of performed 
Geomod commands were labeled "Action Geomod" (AG). Since subjects 
seldom used the present form to express actions, an intention of 
performing an action that actompanied the appropriate action or was 
immediately followed by that action was categorized as an "Action". 
To help in this endeavour the Geomod commands file obtained for each 
subject was matched to the verbalized statements. 
When intentions or goals cannot be solved by direct action a 
third type of process ''Clarifications'' has to be applied. 
Clarifications are information gathering processes. These can be 
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attempts to clarify the task (CT), in .,the form of merely describing 
the problem state or considering further information relevant to less 
well-defined elements, (e.g. "I don't see the depth here, so .... " p.1 
sub 1). Or they can be investigative or descriptive statements of 
Geomod procedures which were labeled "Clarifications Geomod" (CG). 
A further defined category was "Evaluations" (E) of the current 
problem state or of one's own performance, (e.g. "Actually there are 
other things I'm doing wrong ... p.3 sub 1). Evaluations are control 
processes along the solution path which can either stop, move the 
solution process forward or backwards. 
The category "Translations" (T) was further distinguished from 
"Intentions Geomod" as being the specific process of naming a Geomod 
primitive and/or a basic operation on a primitive which would model an 
element of the design on the computer. Translations are thought to be 
relevant processes whenever a change of the task environment is 
required (e.g. ''I'm looking at a thin plate to create the flange area 
and a larger cube to create the main area of the oil pan." p.6 sub 1). 
Any other verbalizations not fitting into any of the above 
described ones were categorized as "Miscellaneous" (M). 
Given these categories the three phases of the computer-aided 
design reasoning model described above (analysis, translation, and 
solution) can be defined in terms of the processes found in the 
protocols. 
Phase 1, the analysis phase, was defined as intentions of what ~ /, 
steps to take (II), of what external tools to use (IE), clarifications 
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of the problem state (CT) as well as calculations (AC) and sketches 
(AS). 
The matching processes (T) are by definition characteristic of 
phase 2, the translation phase. 
Phase 3, the solution phase, includes intentions of what steps to 
take in Geomod (IG), clarifications or restatements of Geomod terms 
(CG) and actions taken on the computer (AG). These are statements 
dealing with Geomod procedures in terms of which the solver approaches 
the task. ' 
Evaluations (E) are attributed to all three phases. Because of 
th·eir undifferentiated nature they were not distinguished according to 
the three phases in which they occurr. 
Miscellaneous statements (M) are verbalisations which are 
apparently not part of the problem ·solving process and are thus not 
relevant to the goal of capturing the processes of solving a design 
task. 
The next step was to apply this method of PA to the protocols in 
an objective and consistent way. The smallest unit of an utterance 
comprising a complete thought was assigned a category code. Defining 
the smallest units and coding can be dealt with as two separate 
processes and reliability can be obtained on both independently. In 
our case, we dealt with the two processes simultaneously since we did 
not find any remarkable difficulties arising from such a procedure. 
We obtained a preliminary assessment of the reliability of assigning 
the categories across four scorers including the experimenter and 
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three advisors to the study. Based on about 5% of a protocol chosen 
by the experimenter, the number of utterances which were assigned to 
the same category by all scorers was computed as percentage of the 
total number of categorized utterances. Agreement was achieved on 
87.5% of all the coded utterances assigned to that segment. This 
' 
assessment was. only preliminary and served mainly to discover 
ambiguities in the definitions of the categories. The assessment of 
reliability by independent scorers was further elaborated and improved 
in the second study. 
The total number of codes assigned to the protocols differed 
significantly across subjects making it difficult to compare absolute 
numbers. We assumed however that a subject verbalized each category 
in comparable proportions of the actual thoughts and that the percents 
of differently categorized utterances based on total utterances for a 
subject were good estimates of the proportions of the actual thought 
processes. The validity of this assumption will have to be examined 
through further studies. Based on this assumption the percent 
occurrences of specific utterances found within subjects can be 
compared between subjects. 
Since the design quality suggested some further insights into the 
problem solving behavior of subjects a procedure for evaluating the 
design quality was generated post hoc. 
Design evaluation 
-----------------
Since there is no universally acknowledged procedure for 
evaluating the quality of mechanical designs the author made an 
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attempt to devise such a system for the current task. For the purpose 
of this study quality was defined by the three dimensions of 
completeness, accuracy and complexity. Completeness is concerned with 
the presence of general features of the design. Accuracy is concerned 
with the correct dimensions and radiuses as well as how correctly 
features were combined. Complexity is concerned with the level of 
detail of the design. A point scale was devised ranging from 1 to a 
maximum of 100 points. A specific number of points was assigned to 
the presence of elements of the design: in this case the basic pan, 
the flange, the oil pickup, the drain plug, the bolts, the rounded 
corners and edges. Further points were assigned to operations 
performed on these elements taking into consideration the various 
calculations that went into translating an element to its correct 
location as well as the operation necessary to combine the respective 
elements. Although the system does not evaluate the approach taken in 
Geomod, it weights main elements of the pan more strongly than 
secondary features as expressed in the subtotals of points assigned to 
the elements. A detailed outline of the number of points assigned to 
specified features is presented in Appendix D. In addition to the 
author's rating of the designs two further ratings were obtained by 
independent evaluators based on the author's rating scheme. The 
raters were blind to the procedures and the intentions of the study. 
In an attempt to assess the validity of these data two ME 
doctoral students who had been recommended by a member of the faculty 
as being competent in mechanical design as well as Geomod collaborated 
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in devising another 100-point scale, distinct from the .author's, and 
rated the designs accordingly. They were blind to the procedures and 
the intentions of the study and were only asked to rate the designs 
along the three dimensions completeness, accuracy and complexity 
within a 100-point scale. Comparable to the procedure devised by the 
I' 
author specific numbers of points were assigned to the presence of 
elements as well as to operations, such as calculations and 
assembling, performed on those elements. However no further 
specifications were given. (See Appendix D for the spec.ifics of the 
scale.) 
To have a complete assessment of the designs an additional 
evaluation of the designs was provided by a member of the,faculty from 
the Engineering Department at Lehigh University. Since his evaluation 
was not based on the same premises the data serve only as a basis for 
the discussion of an interesting aspect of the design process which 
was not incorporated into this study and is therefore not evident in 
the other sets of data. 
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Results 
The results are organized into two sections. First the results 
of the protocol analysis are presented, and then the data assessing 
the quality of the designs are given. 
Protocol Analysis 
- - - - - - - - - - - - - - - - -
The percentages of occurrences of utterances of each category, 
based on the total number of coded utterances in a protocol, was 
computed for each of the three transcripts and are presented in 
Table 1. 
The results show a good deal of variability of percent occurrence 
of utterances assigned to specific categories across subjects. Subl 
. exhibits more utterances in categories II, AC, AS, and CT but less 
in categories AG, and CG than either sub2 or sub3. In terms of the 
model phase 1 categories occur more frequently in subl. 
For each subject the percentage of phase 1 utterances was 
computed based on the total utterances within the protocol and is 
presented in Figure 1. A Chi square test comparing the absolute 
frequency distribution of utterances in phase 1 versus the remaining 
utterances showed that phase 1 utterances were distributed 
significantly differently across subjects with higher frequencies for 
subl, ~'(df=2) = 97.09, R <.01. 
Design evaluation 
- - - - - - - - - - - - - - - - -
None of the three subjects finished the design. The author's 
evaluttion of design quality and the two other independent evaluations 
( 
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, which were based on the same rating system are presented as ratings a, 
b, and c in Table 2. The mean scores from ratings a, b, and c were 
compared to a further set of design ratings (rating d) which was 
produced by mechanical engineers based on another, but comparable 
rating system. There is considerable agreement between the sets of 
data in that all raters ranked subl higher than sub2 and sub3, 
differing only in the total number of points assigned to the subjects. 
Further evidence of subl's superior performance comes from the 
evaluation provided by a member of the faculty from the Engineering 
Department at Lehigh University who rated subl highest, sub2 second 
and sub3 third. These data are considered to be preliminary and to be 
used for suggestive purposes. 
>,) 
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Discussion 
Study 1 resulted in a procedure for coding verbalized thought 
processes. The utterances can be partitioned into distinct categories 
which provide a means to depict a subject's problem solving processes as 
well as to predict certain behaviors. Fitting the data into the 
general conceptual model of problem solving behavior, these data show 
varying percentages of phase 1 categories across subjects with the 
highest for subl and lower percentages for sub2 and sub3. If we 
assume tha·t the recorded, verbalisations reflect certain underlying 
thought processes, these differences in categories suggest that subl 
' ~ 
elaborated the task to a greater extent than either sub2 or sub3. 
Sub2 and sub3 in this study went almost directly to model the main 
elements of the oil pan on the computer before clearly defining those 
elements and elaborating their integration into the final design. 
They displayed behavior close to novice problem solvers in a domain 
(see e.g. Carroll et al., 1979; Jeffries et al., 1981). 
In addition subl appeared to have the most complete and accurate 
design as shown by the design ratings that were obtained post hoc. It 
is a difficult task to evaluate the designs because there is no 
predefined approach against which a single solution can be evaluated. 
The task is not open-ended, i.e. there is a clearly defined goal state 
which is an oil pan of given dimensions but there is no single path 
leading to the goal state. The purpose of the design evaluation was 
to establish an objective procedure for rating the design outputs 
without weighting the approach taken. · A feasible procedure seemed to 
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be to assign points to features of the design that are invariant i.e. 
independent of the solution path a subject may choose. The author 
generated a highly structured system which should guarantee 
objectivity within the boundaries of the system and produce comparable 
data across different raters as achieved by ratings a, b, and c (see 
1, -1 
Table 2). The evaluation of the designs based on the other 100-point 
rating scheme produced comparable data suggesting that the designs 
were being assessed appropriately. 
While the individual design ratings appear to be somewhat 
variable, the consistently higher ratings for subl and lower ratings 
for sub2 and sub3 support the superior design performance of subl. 
With the superior design performance subl displayed a more extensive 
analysis phase. This suggested that the extent to which subjects 
elaborate the task as measured by the frequency of occurrence of phase 
1 utterances might influence the design output. Previous results of 
problem solving studies in complex domains support this by suggesting 
that what distinguishes novice from expert performance is the extent 
of elaboration of a problem before solving it (Jeffries et al., 1981). 
Furthermore with a comparable background, subl's data suggested that a 
novice has resources for elaborating a task to a certain extent. 
Previous research found that novices were able to approach and 
elaborate problems systematically if appropriately instructed (Thomas 
et al., 1977; Schoenfeld 1979). Subl had received different 
instructions in that he was given time to think about the task before 
he was told to solve it, while all other subjects received all 
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instructions in one step. This.manipulation of the instructions 
-suggested a potential aid to subjects with a presumed influence on 
' 
their performance. This led us to further elaborate and test this 
kind of aid in a second study. 
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Study 2 
Most studies- have aimed at assessing the difficulties people have 
in problem solving. Few have explored ways of helping people to 
overcome these diffi·culties (e.g. Thomas et al., 1977; Schoenfeld, 
1981). The search for appropriate aids leading to effective problem 
solving methods is an important endeavour in complex problem solving 
domains. Two approaches have been identified in guiding novices to 
solving problems. One approach is to explicitly teach novices the 
,general and specific knowledge available to experts in a particular 
domain (Schoenfeld, 1981). A second approach is based on the finding 
that novices do not use all the relevant knowledge available to solve 
a problem. Thus cueing novices to get to that information and 
directing them to use it might be a first step in trying to improve 
their performance (Thomas et al., 1977). This approach to improving 
problem solving was studied in this second experiment. 
Based on the suggestions from the first study, this second study 
attempted to direct the solvers to use the processes thought to be 
relevant for effective problem solving. The instructions were not to 
teach but rather to stimulate and focus the problem solvers' skills 
and thinking in ways to allow the solvers to seek the solution on 
their own. These instructions were developed based on the three phase 
model of computer aided design proposed above (See Introduction, 
section IV) with the goal of expanding the analysis.phase. The 
analysis process for this task was defined by such processes as, the 
description of the task and its requirements, the decomposition of the 
) 
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' task into goals and subgoals, the application of calculations and 
sketches and a reintegration of subgoals into the final goal. Students 
were stimulated to go through these processes without being given 
specific cues as to what features of the task to elaborate. In 
addition subjects were also asked to think about the basic objects and 
operations they planned to use in Geomod. The specific objectives of 
the study were : 
1. To see if explicit instructions to analyze the task before solving 
it on the computer would induce relevant problem solving processes 
and improve the design quality. 
2. To see if other students working on the same task for the same 
total amount of time, but not receiving the explicit instructions, 
would intuit a systematic approach to the task from their problem 
solving experience. 
Secondary goals were to test the model of design, and to evaluate 
the method of protocol analysis. 
Method. 
Subjects 
Nine undergraduate, ME students, 8 males and 1 female, were 
scheduled to participate. None had participated in study 1. Five 
were randomly selected for the experimental (instructed) group (IG), 
four for the control group (CG). One subject's protocol had to be 
discarded since he did not adhere to the procedural rules. Four 
subjects were left in the CG and four in the IG. Subjects had a 
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comparable background in CAD/CAM a!}d ME courses (see Appendix A). To 
contro·l for a comparable knowled·ge of Geomod, the solids-modeling 
system used in this study, students were recruited from the same 
class, in which Geomod was introduced. Students had obtained 
comparably good grades on a class Geomod task. They were all tested 
r 
within a period of a few weeks. For ease of presentation and 
reference the IG subjects were renumbered to: Subl, 2, 3, 4 and the 
CG subjects to: Subs, 6, 7, and 8. 
Apparatus and materials 
- - - - - - - - - - - - - - - - - - - - - - -
The apparatus and material were identical as in study 1. 
Procedure 
- - - - - - - - -
The basic procedure remained the same as in study 1 but with 
the following modifications. The instructions for the two groups 
differed in that the control group (CG) was asked to start with Geomod 
right away after reading the task description; the experiment: __al group, 
i.e. the instructed group _(IG), was asked to read the problem 
description, to analyze the task by defining its elements in detail 
and to think about what basic elements and operations they would use 
in Geomod before attempting to model the task with Geomod. For the 
analysis of the problem they were given a set of general techniques to 
use. These instructions were given to subjects in w·ritten form as 
well as verbally. 
Control Group (CG): 
"Please follow these steps: 
,_ 
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Step 1 
Step 2 
I will give you the t~~k description. You will read the task description. 
After reading the task description start right away with Geomod to work on the task." 
The students were however free to think about and analyze the task at 
any point if they chose to do so. 
Instructed Group (IG): 
"It is of central importance that you follow these steps no matter how unnatural they may appear to you. 
Step 1 
Step 2 
I will give you the task description. You will read the task description. 
After reading the task description I want you to analyze the task in great detail before you start using Geomod. 
Your goal should be to get a clear picture of the problem. I will present you some general techniques which you should use for your analysis. 
(a) State your final goal and keep it in mind as the end state to be achieved. 
(b) Decompose the problem into subgoals and define all necessary features of these subgoals. 
(c) Use sketches to get a clear picture. 
(d) Compute all necessary calculations to determine missing dimensions and distances. 
(e) Consider the integration of subgoals into the final design. 
When you feel that you have a clear picture of the object to be designed go to 
Step 3 Now I would like you to think how you might go about modeling the problem with Geomod. Please, go through the general steps and describe for each part of the oil pan the basic objects and operations on those objects that you would use in Geomod. 
I will remind you of the steps you should go through if necessary but basically it is up to you to decide when you are through a step and 
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ready to go to the next. 
it again." ~ ijefore you start a·· step, please read through >'' t 
'• 
' 
During the session the experimental group could refer to these 
steps on a separate piece of paper. 
Protocol collection. Two changes were introduced to the 
--------------------
procedure in study 1. First, it seemed useful to briefly instruct 
subjects in what "talking out loud" meant in the context of this 
study, and to point out that they did not have to juStify or explain 
anything to the experimenter. And second, subjects were not 
interrupted and asked to explain the logic of their thinking processes 
as in the first study sipce this had appeared to influence the flow of 
their thoughts. 
Protocol analysis (PA) 
- - - - - - - - - - - - - - - - - - - - - -
The general methodology for the PA is described in study 1. We 
further elaborated and refined the procedure for achieving interscorer 
agreement in assigning the categories to the protocols. Besides the 
author a second scorer, who was blind to the intentions and the 
pt'ocedures of the study, coded segments of the protocols. This second 
scorer was allowed to refer to the task description, the definitions 
of the categories and a set of rules (see Appendix E) on how to assign 
those categories. The set of rules was developed in a continuous 
process of examining the errors occurring in assigning the categories 
to a small practice segment of a protocol and forming rules that would 
reduce those errors. Errors occurred mainly because the scorer did 
not know what codes to assign to certain utterances. Thus the rules 
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were mainly an effort to define the categories more precisely and 
eliminate any ambiguity. After this practice period, the scorer 
and the author assigned categories to approximately 20% of each 
protocol, selected randomly from the beginning, the middle and the 
end. Agreement in this case was defined as the percentage of all the 
categories that were identical and assigned to corresponding 
utterances by the two scorers. The two independent scorers reached an 
agreement of 88.09 % of the total number of categories assigned within 
the examined segments. The complete analysis of the protocols was 
provided by the author. 
Design Evaluation 
- - - - - - - - - - - - - - - - -
The designs were evaluated as outlined in the first study. 
; ;l' 
~·. 
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Re,sults 
~rotocol data 
Of the eight protocols seven were transcribed for more detailed 
analysis. One could not be transcrjbed for technical reasons (noise 
interference). All protocols were ended at 105 minutes, two subjects 
deliberately stopped prior to that time. 
The percentages of utterances within a category based on the total 
categorized utterances contained in a protocol was computed for each 
subject. The percentage of utterances in the analysis phase (phase 
1), the translation phase (phase 2), the solution phase (phase 3) and 
category E (Evaluations) for each subject are summarized in Table 3 
Phase 1 categories comprise "Intentions" (II and IE), "Clarifications" 
(CT}, "Calculations" (AC) and "Sketches" (AS) within the task domain, 
phase 2 "Translations" (T) from the task to the Geomod domain, and 
phase 3 "Intentions" (IG), "Actions" (AG) and "Clarifications" (CG) 
within the Geomod domain. Category E has not been assigned to any of 
the phases. Also included in Table 3 are the total amount of time 
spent on the task and the absolute and percent time spent on the 
computer. 
An independent 2-group t-test revealed a significant difference 
in percentage of occurrence of phase 1 utterances between the IG and 
the CG, t(5) = 3.43, ~ < 0.025, one tailed. The mean percentage for 
the instructed group (IG) is 33.45 and for the control group (CG) th~ 
mean is 12.75. In agreement with these data the IG spent considerably 
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less amount of time on the computer. 
We further computed the percentages of Phase 1, 2, 3, and 
evaluative utterances for the first and the second half of the 
subjects' protocols to see at what point during the 1 hour and 45 
minute period subjects made the most analytical utterances (see Table 
4). The IG displays more phase 1 and 2 utterances within the first 
than the second half of their protocols. The CG shows a rather even 
distribution of those utterances across halves with a tendency for 
more in the first half of their protocol's. Phase 3 utterances appear 
to be skewed to the second half for the IG but distributed more evenly 
for the CG. Finally the utterances in category E are fairly evenly 
distributed within protocols for both groups. 
Design Evaluation 
Table 5 presents three independent ratings (a, b, and c) of the 
designs for subjects based on the rating system developed by the·. 
author. As predicted, the design evaluations resulted in higher 
scores for the IG. An independent t-test on the mean scores of 
ratings a, b, and c showed a significant difference between the mean 
IG score (38.58) and the mean CG score (21.92), ~(6) = 4.16, Q< 0.005, 
one tailed. A Pearson r computed on ratings a and band ratings a and 
c suggested that this rating system is a reliable procedure for 
assessing the quality of the designs (ra~ = .97, Q < 0.01 , ~~ = .98, 
Q < 0.01). 
To assess the validity of the above rating system an additional 
rating d based on expert evaluation is presented in Table 5 and 
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compared to the means of a, band c ratings. The two sets were tested 
for interrater agreement. A significant Pearson correlation 
coefficient, l:Z\kd -( 6) == • 90 R < 0. 01, indicated substantial 
agreement between raters. An independ~nt 2-group t-test also showed a 
significant difference between the mean IG score (43) and CG score 
(27) for rating d, ~(6) = 2.73, ~ <.025, one tailed. An additional 
evaluation provided by a member of the faculty from the Engineering 
Department at Lehigh University supports the findings in that the IG 
subjects were rated higher than the CG subjects with one exception. 
Sub 4 in the IG was rated lowest based on different criteria towards 
the goals of the designs. 
Figure 2 presents the mean scores from ratings a, b, and c from 
the highest to the lowest with the percentages of phase 1 utterances 
for each subject. Included are percent time spent on the computer and 
the total number of coded utterances. 
,; 
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Discussion 
Protocol data and design evaluation 
-----------------------------------
As predicted, the design ratings indicate better designs for the 
subjects who were instructed on how to approach the task. Furthermore, 
the significant difference in phase 1 utterances and time spent on the 
computer between the two groups indicate that the IG did analyze the 
task to a greater extent than the CG. Taken together, both sets of 
data suggest that the amou~~ of time on Geomod is not the only 
determining factor of design quality but that the quality of time on 
Geomod is influenced by preceeding analytical processes. Furthermore 
the major source of superior performance seems to be the explicit 
instructions which have an impact that goes beyond the rather large 
individual differences. The data collected from the verbal records of 
the IG subjects (see Figure 2) clearly demonstrate the increases in 
goal setting processes (II) and in clarifying the requirements, goals 
and subgoals (CT). The increase in sketches (AS) and calculations 
(AC) is not as clear from the protocols, since subjects often failed 
to verbalize these actions; they are however evident by the more 
extensive paper and pencil notes collected from IG subjects. The 
smaller number of phase 1 utterances demonstrated that CG subjects 
elaborated the task less and tended to do so only after unsuccessful 
solution trials. They used a trial and error approach and repeatedly 
backtracked in solving the task. For example subject 5 was half way 
through when he started all over again and subject 8 did not notice 
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until later in the session that he had not considered the requirements 
for the height of the pan. These two subjects stopped prior to the 
time allowed for task solution. Control subjects appeared to focus 
more on the geometric, physical representation of the design with no 
considerations given to functional aspects of the pan, such as the 
0 
appropriate height or the location of the elements of the oil pan. 
While all IG subjects considered and calculated the height of the pan 
to varying degrees none of the CG subjects did. 
One assumption on which the instructions operated was that 
subjects although considered to be novices had enough general problem 
solving knowledge and enough specific knowledge in mechanical 
engineering and Geomod to solve the task. A second assumption was 
that they would not automatically use their skills and knowledge for 
solving the problem effectively. The CG findings support this 
assumption which was based on earlier studies (e.g. Jeffries et al., 
1981) which defined such behavior as novice behavior. A third 
assumption was that subjects' problem solving could be improved with 
instructions that would direct them to think strategically and focus 
their thinking on relevant skills and knowledge. The results on the 
IG indicate that, as previous studies have suggested (Thomas et al., 
1977; Schoenfeld, 1979; Chi et al., 1981; Larkin, 1981; Adelson et 
al., 1984), novices have relevant knowledge available which they may 
not access unless appropriately instructed. This study further 
suggests that problem solving skills or the capacity to think are· not·· 
necessarily acquired through practice without outside guidance, but 
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that such skills have to be learned through conscious effort. 
While the findings support the general approach that has been 
used and in turn the .quality of PA and design rating generally 
validate the obtained results, there are several methodological issues. 
which may qualify the results. 
Protocol collection procedures 
- - - - - - - - - - - - - - - - - - . - - - - - - - - - - -
To study people's thought processes, accurate and complete verbal 
reports have to be collected. In the process of protocol collection the 
experimenter has to take care not to influence the subject's thought 
processes through his or her presence and prompting. With,some 
subjects, repeated prompting is required which appears to interfere 
with the problem solving process. A remotely monitored electronic 
device used to prompt silent subjects in a study by Bailey & Kay 
(1986) may have to be considered for further wqrk. The device 
using a sound to prompt subjects restricted silent periods to no 
longer than 3 seconds and its unobtrusive nature was found to 
encourage natural and objective behavior. 
A further influence on the subjects' verbal behavior seems to 
be the nature of the task. Subjects in the IG had in general a higher 
number of utterances than the CG. Subjects working at the computer 
appeared to be less verbal, possibly because of the more physical 
nature of keying in commands. This is not necessarily a problem 
since, if needed, one can usually obtain a computer printout of the 
commands. However, subjects need to verbalize the thoughts that led 
to those commands. 
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From our experience the following instructions given to subjects 
prior to solving the task enhance natural behavior and produce 
complete records. 1) Subjects need a description of what talking out 
'", 
loud means. 2) Subjects should not explain thoughts and actions. 3) 
Subjects should not use any ambiguous pronouns. And in particular, 
(4) subjects should be instructed to verbalize the following type of 
thoughts: a) the considerations given to the problem, b) thoughts of 
visualized images and c) thoughts leading to or accompaning an 
action. The issue is how to present these instructions to subjects. 
Bailey & Kay (1986) have suggested a training session where subjects 
solve an unrelated task prior to the experimental session and receive 
feedback on the quality of their verbalizations. The time consuming 
feature of this procedure may pose a problem. Developing techniques 
which produce reliable and consistent verbal reports of human behavior 
is a research problem in and of itself. 
Protocol analysis procedures 
- - - - - - - - - - - - - - - - - - - - - - - - - - - -
Although for research purposes it is useful to identify phases of 
problem solving, they should not represent rigid psychological states 
but rather general categories of problem solving processes 
characterized by behavior sequences of "Intentions", 
"Clarifications",· "Evaluations", and "Trans lat ions". 
"Actions" 
' 
Three phases 
have been shown to describe relevant components of design problem 
behavior involving a computer. The model suggests that for effective 
problem solving, analytical processes have to coexist with and 
probably preceed the solution process. The order of the three phases 
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as given by the· model has been shown to aid subjec_ts who are 
considered novices. As suggested earlier the most effici·ent sequence 
of such processes might depend on the level of expertise. An 
experienced designer who already has a clear picture of the elements 
to be designed and has solutions available may proceed by applying 
analysis and solution processes interactively and in recurring 
patterns throughout the design process. ,; 
However the quantitative assessment of utterances may not predict 
perfo~mance in a consistent and accurate way since the quantity may 
not always reflect the quality of the processes. To provide complete 
information the protocols have to be assessed as well at a qualitative 
level. Future research may look at the relationship between single 
categories and try to identify specific patterns of categories 
appearing within phases and across expertise levels of subjects. Such 
patterns may constitute a direct measure of the quality of problem 
solving sequences. 
At the level of single categories the generation of a method of 
(PA) is a process of continuous refinement. The two main goals in 
refining the technique of PA were to elaborate a set of categories 
that accurately reflect the thoughts of subjects solving a task and to 
achieve a high interrater agreement in assigning the utterances to 
categories. To achieve the first goal relevant categories of problem 
solving behavior need to be defined. To achieve the second goal 
(a) the categories have to be clearly defined and exclusive, (b) a set 
of rules has to be elaborated which directs a rater in assigning the 
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categories, and (c) the raters have to be consistent throughout 
the protocol. In order to make clear what considerations go into 
achieving the first goal a few categories will be considered. For 
example it is questionable if the category "Translations" (T) has to 
be included. How_ should "T" be distinguished from th·e category 
"Intentions Geomod" (IG)? The inclusion of a category depends both on 
the research questions to be answered and on the available dimensions 
which clearly distinguish it from other categories. Several 
considerations favor retaining a category "T". According to Moran, 
(1983) whenever we solve problems on electronic systems we need to 
translate our concept of the task into the machine's concepts. 
Because of the central role of these processes and the difficulties 
subjects may have with them, they can influence the problem solving 
behavior on a computer to various degrees. These processes represent 
a concrete component of the problem solving behavior whose influence 
can be judged by extracting them from the protocols and manipulating 
them according to research goals. The instructions given to subjects 
in the second study to outline the task in Geomod appear to induce a 
more integrated plan of action and to enhance the probability that 
relevant information is drawn from memory. These two problem cases 
demonstrate the kind of heuristics that one has to apply to the 
process· of formalizing thought processes. 
Another category which has to be studied in more de£tail is the 
category "E". Because of its undifferentiated nature we have not 
included ''E'' in the three phase model. However evaluative.processes 
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are clearly part of elaborating a task as well as part of solving a 
task. Although they are not clearly distinguishable per se they can 
easily be distinguished within their context. For future analyses of 
protocols "Evaluations" could be distiguished as to whether they are 
evaluating outcomes or processes categorized as phase 1, phase 2, or 
phase 3 utterances. In this study, evaluative processes were 
distributed in consistent ways within and across subjects and their 
incorporation into the three phases would not have influenced the 
direction of the results. 
Design evaluation procedures 
- - - - - - - - - - - - - - - - - - - - - - - - - - - -
It is not an easy task to evaluate the design outputs objectively 
since there is no predefined way to go about solving complex problems. 
However, the final product and its elements are clearly defined. This 
study had two goals in generating a method for evaluating the designs: 
objectivity and reliability. To obtain an objective evaluation it 
seemed reasonable to devise a point scale and to assign specific 
numbers of points to features of the final object that constituted 
subgoals on any possible solution path. All task requirements were 
viewed as equally justified although the restricted time period 
required subjec~s to make choices. Since no restrictions and no 
specific goals other than solving the task were imposed considerations 
were only given to weighting elements in relation to one another. 
The two methods generated by independent raters show high 
comparability as to the number of points assigned to main elements and 
operations of the task (see Appendix D). Reliability is important to 
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assure consistent rating of the designs across raters and to avoid 
random attribution of points. A highly structured system is necessary 
to achieve reliability. The structured method devised by the author 
produced highly comparable data across three independent raters. In 
I 
swnmary, a 1highly structured point scale weighting elements in 
relation to each other seems from our experience to be an appropriate 
method for evaluating designs for research purposes. 
Time on task 
- - - - - - - - - - - -
A main factor that influences the protocol as well as the design 
data is the time to solve the task. Subjects were allowed to stop before 
the session was ended if they felt that they could not proceed any 
further. For such subjects the utterances for the remaining period 
are unknown and the available percentages might therefore emphasize 
some categories of utterances over others. The data collected from 
the first and second halves of the protocols (see Table 4) generally 
show a higher concentration of phase 3 utterances towards the end of 
the session. Thus an early ending of the session may have resulted in 
a higher percentage of phase 1 utterances than if the full two hour 
session had been used. This would influence a statistical analysis 
comparing the IG and CG. An example of such an occurrence is sub8's 
(CG) data where an early ending may have prevented further display of 
phase 3 utterances and emphasized phase 1 behavior. Thus the 
influence of phase 1 behavior on performance has to be analyzed in 
relation to to the time spent on the task. Qualitatively evaluating 
the possible reasons behind a premature e-nding may provide additional 
--------
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information. 
Furthermore given the unlimited analysis phase and the limited 
time period given to solve the task, subjects may not benefit from a 
more extensive analysis phase. Sub4 of the IG appears to be such a 
., 
case. He used 37% of the period for analysis compared to a mean of 
16% for the other IG-subjects. A question that arises within this 
context is how do we account for the effort subjects invested in 
elaborating elements of the pan which could not be solved in Geomod 
given the limited time to work on the task. Although these time 
factors did not distort the expected results of this study, they can 
be more fully controlled by presenting a task which can be solved in 
the given time. The present task could easily be adjusted by 
eliminating the requirement for rounded corners and edges. 
Subject variables 
- - - - - - - - - - - - - - - - -
Unfamiliarity with the software may lead to an exhaustive search 
of the software problem space and also can influence the overall 
approach to the task. This was demonstrated by the case of sub4 (IG) 
who postponed the creation of the main body of the pan requiring 
curved lines. With a real world, customer-designer perspective this 
approach was judged to be poor by a member of the faculty from the 
Engineering Department since there is not a basic construct of the oil 
pan to evaluate but rather single and unassembled elements. However 
in a real world situation a designer usually has more specific goals 
and is working under restrictions which were not given and were 
not central for this particular experimental situation. The design 
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evaluation scheme devised by the author was developed accordingly and 
does not assess the approach taken in Geomod although it does weight 
main elements more strongly than secondary elements. In a next study 
it might be interesting to include a goal oriented element. In this 
particular study subject variables have not been found to 
systematically influence the results. When recognized in advance 
these. variables can be controlled according to the goals of the 
research at hand. 
59 
~ 
-~ -~-~-----
General Discussion 
Psychologists researching problem solving have studied simple and 
artificial problems, such as the Tower of Hanoi problem. Few studies 
have used Creal world tasks. There are many reasons for this. Real 
world problems like mechanical design tasks are characteristically. 
more complex, and no well established or commonly known t~chniques 
exist to analyze the underlying cognitive processes. Thus techniques 
to analyze problem solving processes must first be generated and 
improved. Both formulating a model of cognitive processes and 
evaluating them will contribute to our understanding of cognition. 
The results of our first study represent an attempt at generating a 
method for analyzing the problem solving processes involved in a 
mechanical design task. Our procedure derives from observing non-
expert human performance. Often models are developed based on 
understanding of complete solution strategies but are not· satisfactory 
models of non-expert human behavior (e.g. Card et al. ,1980). The 
current model seeks to describe the use of knowledge that may be 
helpful in problem solving, but that may not constitute complete 
problem understanding. Problem solving is treated as an active 
construct of behavior sequences represented by a few categories of 
processes: intentions, actions, clarifications, evaluations, 
and translations. It is thought that these processes are 
characteristic of a general problem solving framework which can be 
applied across various problems and problem solving domains. 
The second study manipulated a component of design problem 
:f 
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solving on the CAD system found to influence performance. With the 
growth of technology, cognitive psychology has gained greater 
importance in professional fields relying more and more on electronic. 
systems. The man-machine· interaction has become an important problem 
in those fields and in today's world in general both from a human and 
system perspective. In the field of engineering design, understanding 
the cognitive processes of the users will make us more sensitive to 
their needs. Moreover, gaining a better understanding of design will 
enable us to build systems which support the design process 
adequately. 
According to our model, the evaluation of our first study 
corresponds to previous findings on novice problem solvers in that 
representing the problem correctly and planning the solution was in 
many studies the main distinguishing characteristic between how a 
novice and an expert solved a problem (Thomas et al., 1977; Larkin, 
1981; Jeffries, 1981). The distinguishing characteristics of experts 
and novices suggest that it might be beneficial to assist novices in 
I 
problem solving. Furthermore novices were often found to have 
relevant knowledge and skills available but not to apply them unless 
directed toward them. The second study tested this approach. A group 
of novice users of a CAD-system was induced to plan a design task 
before solving it on the CAD-system. The group given the assisting 
strategy produced a more complete and accurate design. As previous 
research by Thomas et al., (1977), Schoenfeld, (1979) and others 
indicated, these findings also have implications for classroom 
d 
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teaching. Rubinstein (1975) suggested that school learning might be 
enhanced if students were taught, particularly scientific material, 
with a problem solving orientation. Usually, the emphasis is on 
declarative knowledge, i.e. knowledge of facts and principles. 
¢ 
Clearly if automation is to facilitate the design process, 
' 
understanding how people become better problem solvers has -
implications for the design of interactive systems. An understanding 
of the crucial components of interactive design and of how people can 
be assisted effectively may help to develop on-line methods that can 
aid in improving the problem solving abilities of users. The search 
for effective problem solving methods is becoming more important as 
computers assume a more central role and decline rapidly in cost 
resulting in an increasing use. Our language pattern formalism 
demonstrates possible ways of expressing quite sophisticated knowledge 
in explicit ways. It presents an abstract concept of the human user 
upon which we might construct or improve CAD-systems. 
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Table 1. 
Categories 
AC 
AS 
CT 
IE 
II 
Study 1: Percentages of All Coded Utterances in Each 
Category as Percentages of All Coded Utterances in Each 
Protocol of Three Subjects. 
Subl 
5.73 
2.11 
12.22 
4.98 
10.56 
Subjects 
Sub2 
2.22 
0.00 
12.97 
4.11 
3.80 
Sub3 
1.22 
0.70 
5.42 
0.87 
3.32 
- - - - - ~ - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
T 4.52 4.75 2.97 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
AG 
CG 
IG 
17.19 
11.16 
18.25 
18.67 
23.10 
19.94 
34.27 
22.03 
15.73 
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
E 13.27 10.44 13.46 
Total 100.00 100.00 100.00 
Note: AC= Action Calculations, 
AS= Action Sketches, 
CT - Clarifications Task, 
II - Intentions Internal, 
IE - Intentions External, 
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T = Translations, 
AG= Actions Geomod, 
CG= Clarifications Geomod, 
IG = Intentions Geomod; 
E = Evaluations 
• 
Table 2. Study 1: Three Independent Design Ratings a, b, and c 
Based on the Author's 100-Point Scale System and Rating d 
Based on Expert Evaluation Using· Another 100-point Scale. 
subl 
sub2 
sub3 
Rating a 
37 
13 
14 
Design Evaluation Data 
Rating b 
45 
25 
18 
Rating c 
39 
19 
18 
64 
Mean 
Scores 
abc 
40. 33 . 
19 
16.66 
Rating d 
40 
17 
31 
. . 
/ 
i j 
,( 
,, 
'~ 
C 
I 
. j }I 
Table 3. Study 2: Percentages of Phases 1, 2, 3, and Category E 
Utterances Computed from the Total Coded Utterances 
Contained in Each Protocol with Time on the Computer. 
Instructed Group 
Subl Sub2 
Phase 1 
categories 
AC,As,CT, 
IE,II 
21.42 30.94 
Phase 2 
categories 
T 
8.18 7.17 
Phase 3 
categories 
AG,CG,IG 
56.77 54.27 
Category E 13.63 7.62 
Total 
Time (min) 105 105 
Time on 
Computer 60 77 
(min) 
Percent Time 
on Computer 57 73 
Sub3 
105 
80 
76 
65 
Control Group 
Sub4 Sub5 Sub6 Sub7 Sub8 
47.99 4.91 16.20 12.65 17.26 
3.26 0.00 2.89 3.44 0.69 
40.48 89.88 71.84 79.31 70.61 
8.27 5.21 9.07 4.60 11.44 
105 75 105 105 95 
83 75 105 105 95 
79 100 100 100 100 
Table 4. 
.j 
Phase 1 
-------
Phase 2 
-------
Phase 3 
-------
E 
Total 
J 
---- ------· ·-·---- --------- ·-·--· -- -----
Study 2: Percentages of Phases 1, 2, 3., and Category E 
Utterances Computed from the ·Total Coded Utterances in Both 
the First and Second Halves of Protocols for the Instructed 
and Control Group Subjects. 
Instructed Group 
first half second half 
% % 
57.37 
11.23 
21.77 
9.63 
100.00 
9.54 
1.18 
79.24 
10.04 
100.00 
66 
Control Group 
first half second half 
% % 
18.10 
2.56 
72.72 
6.62 
100.00 
10.23 
1.13 
80.11 
8.53 
100.00 
Table 5. Study 2: Three Independent Design Ratings a, b, and c Based 
Rating a 
--------
Rating b 
--------
Rating c 
--------
Mean 
Scores 
--------
Rating d 
--------
,. 
on the Author's 100-Point Scale and Rating d Based on Expert 
"· 
Evaluation Using Another 100-Point Scale. 
SUBl 
31 
31 
28 
Instructed Group 
SUB2 SUB3 
38 
45 
41 
46 
47 
47 
SUB4 
35 
41 
33 
30.00 41.33 46.67 36.33 
33 54 54 31 
67 
SUBS 
25 
26 
23 
Control Group 
SUB6 
21 
21 
18 
SUB7 
27 
30 
28 
SUBS 
15 
14 
15 
24.67 20.00 28.33 14.67 
31 26 30 21 
• 
r' _.-.. ... .n -
% 60 
p 
H 40 
A 
s 
E 
1 30 
u 
T 20 
T 
E 
R 
A 10 
N 
C 
E 
$ 0 
SUB1 SUB2 SUB3 
note: Phase 1: AS= Action Sketches, 
AC= Action Calculations, 
CT= Clarifications Task, 
IE - Intentions External, 
II - Intentions Internal. 
Figure 1. Study 1: Percentages of Phase 1 Utterances Computed from 
~-';<' 
the Total Nwnber of Coded Utterances Contained in the 
Protocols of Each of Three Subjects. 
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r_~ • 
d 
·1 ... 
% Time on 
Computer 
D 
E 
s 
I 
G 
N 
Q 
u 
A 
L 
I 
T 
y 
% 
p 
H 
A 
s 
E 
1 
u 
T 
T 
E 
R 
A 
N 
C 
E 
s 
INSTRUCTED GROUP CONTROL GROUP 
50 
SUB3 SUB2 SU84 SUB1 SUB? SUBS SU86 SUBS 
50 ' 
-
I 
•SUB3 SUB2 SU84 SU81 SUB? SUBS SU86 SUB8 
73 76 57 79 100 100 100 100 
Figure 2. Mean Ratings of Design Quality Based on Three Independent 
Evaluations Using the Author's 100-point Scale with 
-·----··-----· --~- -· -·-- ·- -- •-----
' Percentages of Phase 1 Utterances Computed from the Total 
Number of Coded Utterances Contained in the Protocols of 
Each of Seven Subjects. Included is Percentage of Time 
Spent on the Computer. * One Protocol Could not be 
Transcribed Because of Noise Interference. 
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BACKGROUND INFORMATION ON SUBJECTS 
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.. Description of Students' Background in Mechanic~~ Engineering (ME) 
Design and CAD/CAM Systems. 
Exp 1 
Exp 2 
Subjects 
1 
2 
3 
1 
2 
3 
4 
5 
6 
7 
8 
High School 
Mech. 
Design 
1 
1 
1 
Number of Courses 
ME 
Design 
3 
4 
1 
4 
2 
2 
College 
CAD 
2 
2 
5 
2 
2 
2 
1 
2 
2 
2 
2 
/CAM 
Engr. 
Apprentice 
1 
Total 
5 
6 
5 
3 
4 
3 
6 
4 
2 
4 
2 
note to CAD/CAM: At least one course covering the basics in Geomod. 
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DESIGN TASK DESCRIPTION 
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Design Task Description 
An oil pan is attached to the bottom of an IC Engine block and 
acts as a reservoir for lubricating oil. Oil is picked up over a 4 
in. diameter circle and pumped to various bearings in the engine. 
Attachment to the engine is by 22 3/16 bolts through a gasketed· 
-- -----
connection. The pan is to contain 4.5 + 5% U.S. quarts when 
- - -
filled to a "Full" line 1/2 in. below the gasketed surface. The 
bottom surfaceiof pan in the vicinity of the pickup is to be 1 in. 
below the datum of the remaining bottom surface. An oil drain plug 
with 1/2 in. ID is to be located on the outside perimeter. The pan is 
to be a stamping of .0781 in. (14 gauge) steel and the minimum radius 
- - - - -
of curvature is 2 1/2 in. To maximize road clearance, height should 
- - - - -
be held to a minimum. 
-
+ 
• 
Oil pump:pickup.area 
\ 
77 
Basic 12" x 15" 
rectangle with 
3" radius corners, 
1" width flange 
APPENDIX C 
QUESTIONNAIRE AND INTERVIEW 
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Questionnaire and Interview Questions Answered by Subjects at the 
End of the Design Sessions. 
Questionnaire 
---~---------
(1) Please, list the courses that you had in mechanical design and 
the year you took them. 
High School 
College 
(2) Do you ever participate in design projects outside of coursework? 
Yes No If yes, please explain. 
(3) Please, list the courses involving the CAD/CAM system that you 
had. 
Using the Geomod solids modeling system? 
Using other software systems? 
What software? 
(4) Please, rate yourself on a 1-7 scale of expertise in mechanical 
design. (Circle the most appropriate number). 
I 
1 
Novice 
I 
2 
(very inexperienced) 
I 
3 
I 
4 
79 
I 
5 
I 
6 
I 
7 
I 
Expert 
(very experienced) 
(5) Please, evaluate your solution to the problem you just solved. 
(a) in relation to other people at the same level 
I 
1 
poor 
(b) 
I 
1 
poor 
I 
2 
I 
3 
I 
4 
in relation to experts 
I 
2 
I 
3 
I 
4 
Interview 
---------
I 
5 
I 
5 
I 
6 
I 
6 
I 
7 
I 
excellent 
I I 
7 
excellent 
(1) How would you solve the problem without Geomod? What other 
method or methods could you use? (For each method) Would you 
have approached the task differently if you had used this method 
instead of Geomod? Does anyone of these methods seem more 
natural to you or more appropriate for this problem? 
(2) In general what problems or difficulties do you encounter when 
you use Geomod? What do you find particularly useful about 
Geomod; what are the strong points of the system? 
fi' 
Thank you. 
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Grading Standard for the 100-point Scale Developed by the Author and. 
Used to Evaluate the Oil Pan Task in Studies 1 & 2 as well as 
Instructions Given to Subjects on the Use of the Scale. 
Elements 
--------
Tank 
Flange 
Bolts 
Pick up 
Drain plug 
----------
basic block 
-----------
basic block 
-----------
outer 
.. 1.nner 
assembled 
dimensions area 
height 
rounded corners 
rounded edges 
--------------------
subtotal 
outer 
inner, assembled to outer 
assembled to tank 
dimension 
rounded corners 
- - - - - - - - - - - - - - - - - - - - - - - - -
subtotal 
basic cylinder 
dimension 
assembled 
- - - - - - - - - - - - - - -
subtotal 
basic cylinder outer 
• 
-------------- inner 
assembled 
dimensions 
rounded edges 
----------
subtotal 
basic cylinder 
assembled 
dimension 
---------
subtotal 
Total 
- - - - -
82 
2 
2 
5 
3 
10 
5 
10 
37 
2 
4 
5 
2 
5 
18 
2 
1 
12 
15 
2 
2 
5 
3 
10 
22 
2 
5 
1 
8 
100 
' 
.1;·1 
/' <c·; I 
Additional Instructions 
In the typical setting for Computer Assisted Design (CAD) 
students interact with software by introducing data to be processed, 
by selecting options from a menu, or by answering questions provided 
by the program. Within Geomod's solid modeling system subjects took 
one of two general approaches; they either created profiles or solid 
objects. These two approaches share common elements as listed in the 
grading standard. Within a scale of 1 to 100 points a specific number 
of points was alloted to these elements. A first division of points 
~ 
was made to the main elements of the oil pan, the tank, the flange and 
the bolts, the oil pickup and the drain plug. The amount of points 
given to the main elements was further divided between features of 
these elements such as the the outer and inner volume of the tank, 
' 
their assembly, the dimensions of the tank such as the area and the 
height, the rounded corners and edges required for the tank and 
accordingly for the other main elements (see grading standard on page 
80). The assembly of solids or profiles in Geomod requires that the 
drafter considers their correct location on the screen and the 
combining operation to be used in Geomod. Of a total of five points 
for correct assembly (see grading standard page 80), three were 
attributed to the correct position of the elements and two to the 
correct combining operation. All dimensions except for the height 
were given by the ta~k description. The height had to be calculated 
based on the requirements of (a) the oil volume that the pan should be 
able to hold to a "Full " line, (b) the half inch above the "Full" 
83 
line, (c) the 5% of oil volume that the oil pan should be able to 
hold, (d) the rounded corners and edges for the pan and (e) an oil 
pickup atached to the bottom of the oil pan. Two of a total of ten 
points for the height were given to the considerations given to and/or 
the fullfilment .of each of factors (a) to (e). 
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Study 1: Three Independent Grading Reports (Ratings a, b, and c) for 
Oil Pan Task Based on the Author's 100-point Scale. 
Subjects Ratings Tank 
(37) 
Subl 
Sub2 
Sub3 
a 
b 
C 
a 
b 
C 
a 
b 
C 
11 
12 
11 
4 
12 
11 
14 
18 
18 
Flange 
(18) 
13 
13 
9 
9 
13 
8 
0 
0 
0 
85 
Grading Standard 
Bolts 
(15) 
0 
0 
0 
0 
0 
0 
0 
0 
0 
Pick Up 
(22) 
10 
12 
11 
. . . ....,~ 
0 
0 
0 
0 
0 
0 
Drain Plug 
(8) 
3 
8 
8 
0 
0 
0 
0 
0 
0 
/ 
Total 
(100) 
37 
45 
39 
13 
25 
19 
14 
18 
18 
Study 2: Three Independent Grading Reports (Ratings a, b, and c) for 
Oil Pan Task Based on the Author's 100-point Scale. 
Group Subjects Ratings Tank 
(37) 
Subl 
Sub2 
IG 
' -
Sub3 
Sub4 
a 
b 
C 
a 
b 
C 
a 
b 
C 
a 
b 
C 
18 
16 
19 
24 
29 
28 
15 
16 
17 
9 
11 
8 
Flange 
(18) 
13 
13 
9 
14 
16 
13 
13 
13 
9 
4 
4 
2 
Grading Standard 
Bolts 
(15) 
0 
0 
0 
0 
0 
0 
0 
0 
0 
8 
13 
9 
C, 
Pick Up 
(22) 
0 
2 
0 
0 
0 
0 
18 
18 
21 
9 
10 
9 
Drain 
(8) 
0 
0 
0 
0 
0 
0 
0 
0 
0 
5 
3 
5 
Total 
(100) 
31 
31 
28 
38 
45 
41 
46 
47 
47 
35 
41 
33 
-----------------------------------------------------------------------
CG 
SubS 
Sub6 
Sub7 
Sub8 
a 
b 
C 
a 
b 
C 
a 
b 
C 
a 
b 
C 
11 
12 
9 
14 
10 
9 
12 
12 
12 
8 
14 
9 
14 
14 
14 
0 
0 
0 
12 
13 
13 
7 
0 
6 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
0 
7 
8 
9 
3 
5 
3 
0 
0 
0 
note: IG = Instructed Group, CG= Control Group 
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0 
0 
0 
0 
3 
0 
0 
0 
0 
0 
0 
0 
25 
26 
23 
21 
21 
18 
27 
30 
28 
15 
14 
15 
Study 1: Grading Standard and Grading Report for Oil Pan Task (Rating 
d) Using a 100-point Scale Designed by Two Mechanical Engineers. 
Grading Standard 
1. Dimension consideration 
and calculation (18) 
2. Tank creation (8) 
3. Flange creation (8) 
4. Pick up area (8) 
5. Bolts/Plug (8) 
6. Assembly (15) 
7. Corner/Curvatures (35) 
Total (100) 
87 
I 
Subl 
6 
7 
7 
7 
3 
10 
0 
40 
Sub2 
4 
4 
4 
0 
0 
5 
0 
17 
Sub3 
8 
3 
0 
0 
0 
5 
15 
31 
0 
Sudy 2: Grading Standard and Grading Report for Oil Pan Task (Rating 
d) Using a 100-point Scale Designed by Two Mechanical Engineers. 
Grading Standard 
1. Dimension 
consideration 
and calculation (18) 
2. Tank cre·ation (8) 
3. Flange creation (8) 
4. Pick up area (8) 
5. Bolts/Plug (8) 
6. Assembly (15) 
7. Rounded corners 
and edges (35) 
Total (100) 
Instructed Group Control Group 
Subl Sub2 Sub3 Sub4 SubS Sub6 Sub7 Sub8 
10 
8 
8 
0 
0 
7 
0 
33 
12 
6 
8 
0 
0 
3 
25 
54 
88 
10 
7 
7 
8 
0 
12 
10 
54 
10 
0 
4 
4 
8 
5 
0 
31 
8 
4 
4 
0 
0 
5 
10 
31 
4 
4 
0 
4 
0 
6 
8 
26 
5 
8 
8 
4 
0 
5 
0 
30 
6 
6 
6 
0 
0 
3 
0 
21 
~·. 
APPENDIX E 
RULES FOR ASSIGNING UTTERANCES TO CATEGORIES 
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Rules for Assigning Utterances to Categories. 
In general the smallest unit comprising a complete thought is 
assigned to a category. However it is not clear within all categories 
when to define the beginning and the end of an utterance. A set of 
rules has been developed to provide a scorer with a guideline of how 
to use the procedure of protocol analysis devised by this study. To 
each category the relevant rule will be outlined. 
Action Calculation (AC): A code is assigned to a complete calculation 
which consists of an arithmetical operation performed on numericals 
and the result of such an action. If the result is embedded in or 
part of an additional numerical transformation or other verbalized 
information a separate appropriate code will have to be assigned. 
Action Geomod (AG): Geomod commands belonging to different menues are 
assigned separate codes. Commands that have to be followed by 
identifiers or data are considered a unit together with the respective 
identifier or data, and are assigned one code. (E.g. CREATE (AG), BOX 
/x,y,z dimensions /12, 15, 3, (AG); but GET BOXl (AG). The scorer is 
provided with an outline of the relevant menues.) 
Also one code is assigned to a command and the immediate menu 
command. 
Action Sketches (AS): The subject states that he or she is drawing a 
sketch or writing down some data. If the subject states that he or 
she is going to do so, a code "AS" is assigned if the following 
statement points to such an action being undertaken or being 
completed. 
90 
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Clarification Task (CT): Any considerations that are given to the 
task requirements or to the current problem state, and which serve to 
clarify the problem and define its elements. Not included are any 
considerations given to Geomod features or the representation of task 
elements on the screen. 
Clarification Geomod (CG): Considerations given to features of or 
steps to be taken in Geomod. 
J,\ 
Intention External (IE): Any intentions stating that the subject 
wants to use external tools or means such as calculator, Geomod manual 
or sketches (except for as defined under "AS") to aid in the analysis 
and solution of the task. 
Intention Geomod (IG): Intentions of what steps to take in Geomod for 
modeling a primitive or a profile or performing an operation on such a 
primitive or profile. Not included are decisions of which primitives 
or profiles to use for respective elements of the task and which 
operations to perform on such primitives or profiles (see 
"Translations"). 
Intention Internal (II): Statements of short-and longterm goals that 
have to be achieved in order to reach the final goal. 
Evaluations (E)": Positive or negative evaluation given to the 
\ 
outcome of an action, the current problem state, or one's own 
performance. 
Translation (T): The decision to use a specified primitive or profile 
listed under Geomod's "CREATE" menu or to use an operation listed 
under Geomod's "BOOLEAN" menu to model the oil pan. 
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Miscelaneous (M): 
- expressions such as "ah", "uhm", "ok" etc. ; 
- statements that are cut off before the thought was completed unless 
the missing information can be induced by the given information or its 
context; 
- instructions that are part of the procedure and 
- questions posed to the experimenter. 
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