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Abstract
This thesis examines the emergence of exotic phases in multi-orbital Hubbard models due
to competition between Coulomb interaction, spin-orbit coupling and kinetic energy. Exact
diagonalization and numerically accurate density matrix renormalization group methods are
used to study small clusters and one dimensional chains. Two dimensional lattices are solved
using unrestricted real-space Hartree-Fock approximation. Novel excitonic insulators, due
to condensation of spin-orbit excitons, are found in the spin-orbit coupling vs Coulomb
interation phase diagrams of tn2g systems for n = 4 and 3.5. Moreover, the presence of a
BCS-BEC crossover in the t42g excitonic insulator is predicted. Finally, interesting features
in the dynamical spin structure factor calculated using the three-orbital Hubbard model
relevant for BaFe2 Se3 are discussed in detail.
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5.1

Schematic representation of the Hamiltonian.

(a) Three-orbital

Hubbard model on a one-dimensional lattice geometry (see text for details).
(b) Band structure of Hamiltonian Eq. (5.1).

Note that due to the

hybridization tγγ 0 6= 0 for γ 6= γ 0 , the band numbers do not correspond directly
to the orbital numbers. (c) Schematic representation of the block orbital
selective Mott phase. The pattern of single and double occupied sites in the
itinerant electrons is meant to be random, representing pictorially the notlocalized nature of those orbitals. . . . . . . . . . . . . . . . . . . . . . . . .
5.2

67

Dynamical spin structure factor (SSF). (a) Total SSF, S(q, ω), and (b)
SSF of the localized orbital, S22 (q, ω). Both results exhibit a low-energy
acoustic and a high-energy optical modes. Note that the spectral weight of the
localized orbital, S22 , constitutes ∼ 50% of the total SSF weight. The results
were obtained using a dynamical DMRG method with parameters L = 16 (48
orbitals), M = 800, δω = 0.005 eV, and η/δω = 2. . . . . . . . . . . . . . . .

5.3

71

Frequency and momentum dependence. (a) Finite momentum cuts,
q/π = 1/8, 1/4, 1/2, 3/4, 1, of the dynamical SSF. (b) Total static SSF
obtained as an expectation value in the |GSi, Sstat (q) (black line), and also
via the ω integration of the dynamical SSF, ST (q) (black points). In the
same panel we present also the contributions to the static SSF from acoustic
and optical modes, SA (q) and SO (q), respectively. (c) Contribution to the
static SSF Sγγ 0 (q): γ = γ 0 represents the SSF component for each of the
P
orbitals, while Smix (q) = γ6=γ 0 Sγγ 0 (q) represents the sum of the inter-orbital
contributions. The system parameters are the same as in Fig. 5.2. . . . . . .

5.4

73

States relevant for the dynamical SSF. Spin configuration in the localized
orbital (γ = 2) (see text for details) of the (a) |GSi (singlet) and (b) |Ai state
(triplet) contributing to the acoustic mode. (c) Schematic representation of
particle configuration of all orbitals of the |GSi and optical triplet |Oi. Circles
represent pairs of antiferromagnetically aligned spins which break the Hund’s
rule. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
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5.5

Comparison with the J1 –J2 model. (a) Comparison of the static SSF S(q)
corresponding to the multi-orbital system vs results for the J1 –J2 model with
J2 /|J1 | = 1, calculated for L = 32 and L = 48, respectively. S(q) is normalized

by the local magnetic moment squared S 2 = S(S + 1), where S 2 = 3/4 for the
localized orbital and the J1 –J2 result, and S 2 = 2 [5] for the total SSF. (b)
Acoustic mode of the dynamical SSF within the block-OSMP phase [the same
results as in Fig. 5.2(b)] compared against the dispersion relation ω(q) of the
J1 –J2 model with |J1 | = J2 = 0.6Jeff , where the effective spin exchange energy

scale is set to Jeff = 4 t222 /U . The latter is obtained with the help of Lanczos
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Chapter 1
Introduction
The deceptively simple looking one-orbital Hubbard model [7] has been studied by the
Condensed Matter community, at a very large scale and for many years, to understand
the transport and magnetic properties of the materials associated to these type of models.
Both analytical and numerical technniques have been used. The study of this model received
a considerable boost specially after the discovery of high temperature superconductivity in
cuprates [8]. Still many ingredients are still neglected in this model but they are present in
real materials such as electron-phonon and phonon-phonon interactions, etc. Remarkably,
several fairly complicated properties of quasi 2D-cuprates, such as antiferromagnetism,
charge stripe order, superconductivity and strange metallic behaviour are believed to emerge
from the two-dimensional one-orbital Hubbard model [9] or from its closely related derivatives
like the t − J [10] and spin-fermion models [11, 12]. Even for the quasi two-leg ladder
compounds, this model was useful because the presence of a spin-gap and superconductivity
was theoretically predicted by numerical studies [13, 14] and then later superconductivity was
found experimentally in the Cu-based ladder compound Srx Ca14−x Cu24 O41 [15]. This is an
excellent case showing how theory can arrive to correct conclusions before the experiments.
It also highlights the presence of exotic properties, such as quasi d-wave superconductivity,
in low-dimensional compounds. Superconductivity is usually studied in the context of two
or three dimensional models.
In parallel to the struggle to understand the properties of one-orbital Hubbard models and
related compounds, many transition metal oxides have shown the necessity of using multiple
1

Figure 1.1: Left panel : Schematic phase diagram of BaFe2 NiAs2 in the temperature (T)
and chemical-substitution (x) plane. Right panel : Schematic Fermi surfaces of the iron
pnictides and those of several iron-chalcogenides. These plots are reproduced from Ref. [1].

orbitals to investigate their properties, with iron-based superconductors [16, 17, 18] being
a prominent example. In Fig. 1.1 the temperature vs chemical substitution phase diagram
corresponding to the compound BaFe2−x Nix As2 is shown, presenting very similar features as
in the cuprates, such as the appearence of a superconducting dome by suppresing magnetism,
even though the iron-based superconductors have multiple orbitals present at the Fermi
level. It must be noted that even for the cuprates, to capture the charge-transfer properties
properly, the p-orbitals of oxygen must be included in the theoretical calculations [19, 20].
One of the recent breakthroughs in high-Tc superconductivity is the synthesis of low
dimensional iron chalcogenides (quasi two-leg ladders), such as BaFe2 S3 and BaFe2 Se3 . Both
materials are insulators at ambient conditions and have shown superconductivity under high
pressure [2, 21, 22, 3]. This behavior is unusual since, unlike the cuprates, the parent
compounds of iron-based superconductors are typically bad metals. It will be a reasonable
assumption to consider both of these materials as a new class of iron-based superconductors.
The parent compound (i.e. at ambient pressure) of BaFe2 S3 has (π, 0) magnetic order,
namely spin ferromagnetic (FM) order along rungs and antiferromagnetic order (AFM) along
the legs. This magnetic order resembles the generic collinear antiferromagnetic magnetic
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Figure 1.2: Panel (a) shows the crystal structure of BaFe2 Se3 . The unsual magnetic
ordering is shown in panel (b) at T = 5K. These figures are reproduced from Ref. [2].

order present in other 2D-layered metallic iron pnictide superconductors. However, neutron
scattering experiments on BaFe2 Se3 have shown an even more exotic block magnetic ordering
with 2×2 FM clusters alinged antiferromagnetically to each other. In the next section we
will discuss the properties of BaFe2 Se3 in detail.

1.1

Fe-ladder compound BaFe2Se3

As discussed earlier, BaFe2 Se3 is a two-leg ladder compound, and its crystal structure is
shown in Fig. 1.2(a). Each unit cell has two iron atoms, arranged in a two-leg ladder structure
along the b direction connected by edge-sharing FeSe4 tetrahedrons. The local magnetic
moments on each Fe ion is ≈ 2.8µB and they are arranged in a long-range block magnetic
order as shown Fig. 1.2(b) with TN = 250K. Recently, pressure induced superconductivity
was observed experimentally in BaFe2 Se3 [3]. The temperature vs pressure phase diagram

3

Figure 1.3: Temperature vs pressure phase dagram corresponding to BaFe2 Se3 . This figure
is reproduced from Ref. [3].

was also mapped out, shown in Fig. 1.3. It was noticed that the local moments reduces to
≈ 1µB as the system reaches to the superconducting state.
First-principles calculations [23] have also shown the dominance of the block magnetic
state found experimentally. The band structure calculation in this magnetic state produces
a gap of 0.24 eV [23]. With regards to model Hamiltonians, calculations using the fiveorbital Hubbard model in the Hartree-Fock approximation have been performed [24]. By
varying the Hubbard U and Hund coupling JH , it was found that the block magnetic phase
is stable in a robust portion of the phase diagram. This includes the regime with the ratio
JH /U = 0.25 widely believed to be realistic for these compounds. In addition, other phases
not yet observed experimentally were also found to be stable upon varying the couplings,
suggesting that many states are close in energy and likely competing.
It is interesting to note that DMRG studies of one-dimensional multiorbital Hubbard
models relevant for BaFe2 Se3 have also shown the presence of a block magnetic ordered
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state, accompanied by orbital-selective Mott phase (OSMP) [5, 25, 26, 27]. Both HartreeFock and DMRG results indicates that BaFe2 Se3 is in the intermediate coupling regime,
instead of weak or strong coupling, where OSMP develops. Features of the orbital-selective
Mott phase can be investigated experimentally by probing charge and orbital dynamics using
techniques like angle-resolved photo emission spectroscopy ARPES and Resonant inelastic
X-Ray scattering (RIXS). For both techniques, testable predictions have been already made
using DMRG calculations [28]. Recently, inelastic neutron scattering experiments have been
performed to study spin excitations on powder samples of BaFe2 Se3 [4], which shows the
presence of a low-energy acoustic mode and multiple high-energy optical modes, as shown
in Fig. 1.4.

To examine the spin-excitations theoretically, we calculated the dynamical spin structure
factor S(q, ω) (via Dynamical-DMRG technique) using our microscopic multiorbital Hubbard
model in the block magnetic ordered state OSMP regime.

The results are discussed

in detail in Chapter 5. The main advantage of studying ladders is that the quasi-one
dimensionality of these systems allows for theoretical calculations more accurate than
those routinely performed for two-dimensional systems, specially because of steady growth
in computational resources. This improves the back-and-forth iterative process between
theory and experiments needed to understand these materials, as well as to rationalize
the mechanism for the superconductivity in these multi-orbital systems [29]. However, the
understanding of ladder iron selenides is still at its early stages and more work should be
carried out in this context in the future.

1.2

Atomic spin-orbit coupling

In this section, we will discuss the motivation and details of spin-orbit coupling in multiorbital Hubbard models. The presence of multiple active orbitals naturally opens a path for
spin-orbit coupling to move materials into relatively new and exotic physics, especially for
4d/5d transition metal oxides. This is because as we move down in the periodic table the
strength of the spin-orbit coupling (SOC) increases as Z 4 , with Z as the atomic number, and
5

Figure 1.4: Panel (a) shows the inelastic neutron scattering low-energy spectrum for a
powder sample of BaFe2 Se3 at T = 5K. Panels (b,c) show the high-energy spectrum at the
same temperature. These figures are reproduced from Ref. [4].

it can become of order 0.4 eV for some 4d or 5d materials [30]. The study of transition metal
compounds, especially iridates, has attracted considerable attention in the last decade. In
layered materials such as Sr2 IrO4 and Ca2 IrO4 , involving 5d electrons, the Hubbard repulsion
is moderate as compared to 3d electrons because the size of the associated wave functions is
larger for the 5d sector [31, 32, 33, 34, 35, 36, 37, 38]. As a consequence, iridates provide an
interesting playground where the Hubbard repulsion and SOC are of similar magnitudes [30].
The atomic spin-orbit coupling can be written in second quantization as follows:
HSOC = λ

X
i,γ,γ 0 ,σ,σ 0

hγσ|Li · Si |γ 0 σ 0 ic†iγσ ciγ 0 σ0 .
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(1.1)

The matrix elements hγσ|Li · Si |γ 0 σ 0 i for the d orbital (i.e. the case of transition metal
oxides) can be calculated using |xzi =
−i
√
(−| − 2i + |2i),
2

|x2 − y 2 i =

√1 (−|1i
2

√1 (| − 2i + |2i)
2

+ | − 1i), |yzi =

−i
√
(−|1i
2

− | − 1i), |xyi =

and |z 2 i = |0i, which leads to following values

in the t2g sector:
hxz, α|Li · Si |xy, βi =

iλ x
σ
2 αβ

(1.2)

hxy, α|Li · Si |yz, βi =

iλ y
σ
2 αβ

(1.3)

hyz, α|Li · Si |xz, βi =

iλ z
σ
2 αβ

(1.4)

It must be noted that the spin-orbit coupling and orbital angular momentum both are
quenched in the eg sector. We add Eq. 1.1 to the three-orbital Hubbard models to investigate
the effect of spin-orbit coupling and Hubbard interaction at equal footing in our numerical
calculations.
In the weak electron-electron correlation limit, the t2g orbitals split into a total angular
momentum doublet jeff = 1/2 and a quartet jeff = 3/2 [39] (see Appendix B.1). This
simple picture, which in principle is valid only in the j − j coupling limit namely when
λ/U >> 1, can help to understand the physics in some real materials. For example, Sr2 IrO4 ,
with Ir4+ ions and filling n = 5 electrons (t52g ), due to strong spin-orbit coupling has nearly
fully-filled jeff = 3/2 and half-filled jeff = 1/2 bands. This is a celebrated material due to
the presence of long-range antiferromagnetic ordering in quasi two-dimensional layers, as
in the superconducting cuprates [39]. Recent resonant inelastic X-ray scattering (RIXS)
experiments on Sr2 IrO4 have reported excitons as an excitation at approximately 0.5 − 0.6
eV [40, 41, 42]. RIXS experiments on one-dimensional stripes of Sr2 IrO4 also indicated
excitons at nearly the same energy [43]. These excitons are present in spin-orbit entangled
states, hence known as spin-orbit excitons.
More recently, interest also developed in other transition metal oxides having (t2g )4 ions
with octahedron or distorted octahedron crystal-field splittings [39, 44, 45, 46, 47, 48, 49,
50, 51, 52, 53, 54, 55, 56, 57]. When the Hubbard U and Hund JH couplings are large, it is
expected that the system develops S = 1 states, while increasing the SOC λ should lead to
states with an effective angular momentum zero (see Appendix B.1). Thus, the next obvious
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step is to understand the phases in these systems in the presence of hopping, namely with
the full Hamiltonian. Experiments on these materials have shown contrasting results thus
far. For example, the magnetic properties of Sr2 YIrO6 [52] suggest exotic antiferromagnetic
(AFM) ordering coming from excitonic condensation, while other experiments [55] favor a
nonmagnetic ground state. Double perovskites such as Ba2 YIrO6 are also challenging to
study [53, 54]. This situation demands a comprehensive and accurate theoretical study of
the combined effects of U and λ in the (t2g )4 sector. In Chapters 2 and 3, we will discuss
the t42g case in detail. In Chapter 4, we will also show the first numerical evidence of a novel
excitonic condensate phase accompanied with block magnetic ordering, driven by atomic
spin-orbit coupling in the fractionaly filled three-orbital Hubbard model.
Alongside the iridates, progress has been made on iron-based superconductors in recent
years [58, 59, 60]. While initially the expectation was that weak coupling approximations and
Fermi surface nesting between hole and electron pockets could be sufficient to understand
these compounds, recent efforts have highlighted the importance of Hubbard interactions
of at least intermediate value between weak and strong coupling [18]. For example, there
are materials that do not have hole pockets, yet they still superconduct [61]. Moreover, via
angle-resolved photoemission spectroscopy (ARPES) it has been argued [62] that a SOC of
order 20 meV, much smaller than in iridates, may still influence the features of the Fermi
level and thus affect superconducting properties.
In summary, in this PhD thesis we will focus on the study of multiorbital Hubbard
models, with and without spin-orbit coupling. We will study a variety of exotic magnetic
new states, particularly those of the block variety. With spin-orbit coupling included a
excitonic condensate phase will be studied, with concomitant magnetic order. All these new
developments are possible by using reliable computational techniques that go well beyond
crude mean field or diagrammatic approximations, and allow us to trust the results, focusing
primarily on the properties of the new states and possible realizations in real materials.
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Chapter 2
Density matrix renormalization group
study of a three-orbital Hubbard
model with spin-orbit coupling in one
dimension
2.1

Introduction

In this Chapter we employed numerically exact computational techniques to study a model
of interacting electrons in the simultaneous presence of nonzero U , λ, and JH . In particular,
we will analyze a multiorbital model defined on a one dimensional geometry.
Our study is conceptually generic but for simplicity will focus on a previously used threeorbital Hubbard model with bands that resemble layered iron superconductors, containing
hole and electron pockets. In the absence of spin-orbit coupling, this model was studied
before via the Density Matrix Renormalization Group (DMRG) technique and a rich phase
diagram was observed, including an orbital-selective Mott phase (OSMP), where two orbitals
are partially filled and thus they are metallic, while the other orbital is half-filled and behaves
like a Mott insulator [5, 25, 26, 27]. Our main focus is to analyze how this phase diagram
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is modified after including atomic spin-orbit effects. The generic analysis reported here is
important for three reasons:
(i) By constructing the phase diagram in one dimension including the combined effects of
the Hubbard interaction U as well as the spin-orbit coupling λ with a robust computational
technique, we can address the accuracy of previous approximate studies performed in higher
dimensions. For example, recently Dynamical Mean Field Theory (DMFT) calculations were
performed [63, 64, 65] on a three-orbital Hubbard model with degenerate t2g orbitals and four
electrons per site. Their analysis showed the presence in the phase diagram of an interesting
excitonic condensate (to be described below) and a non-magnetic insulator with zero effective
total angular momentum. Our accurate numerical results on chains using non-cubic t2g bands
confirm most of the DMFT predictions, including the existence of an excitonic condensate,
thus suggesting that studies in different dimensions may lead to qualitatively similar results.
(ii) There are real materials with quasi-one dimensional characteristics where spin-orbit
effects are expected to be important. For example, recently, single-crystals of Ba5 AlIr2 O11
that contain dimer chains were experimentally studied [66].

This is a Mott insulator

with a subtle structural transition at TS = 210 K and a magnetic transition at much
lower temperatures. A novel and intriguing magnetic state was reported, that is neither
S = 3/2 nor J = 1/2 but instead intermediate between them. Other examples of spinchain 4d- and 5d-based compounds are Sr5 Rh4 O12 , Ca5 Ir3 O12 , and Ca4 IrO6 [67]. These are
insulators characterized by partial AFM order at low temperatures. Sr3 CuIrO6 is also a
quasi-one dimensional material where IrO6 octahedra are linked by spin-1/2 Cu ions along
one direction [68]. In this compound intersite hopping is suppressed by the geometry of
the system locating Sr3 CuIrO6 in the strongly localized regime, with a noncubic crystalfield comparable in strength to the spin-orbit coupling. Other examples of interesting one
dimensional systems where our results may be of relevance are BaIrO3 [69, 70], CaIrO3 [71],
Sr3 MIrO6 (M = Ni, Cu, Zn) [72], lead iodides [73], and alkaline-earth palladates [74].
(iii) As already explained, recent ARPES measurements reported a sizable spin-orbit
splitting in all the main members of the iron-based superconductors family [62]. This spinorbit coupling affects the low-energy electronic structure and, thus, may have implications
for superconductivity. While the magnitude of λ for iron pnictides and chalcogenides is
10

substantially smaller than for iridates, it is conceptually interesting to investigate what
phases could be found if members of the iron superconductors family would have a larger λ.
Spin-orbit effects are often discarded in the literature, usually by hand waving arguments,
and the models are largely simplified as a result. But realistic detailed studies involving
spin-orbit couplings comparable to other small energies of interest (such as the magnetic
superexchange J) are lacking. Moreover, it is experimentally challenging to determine the
precise magnitude of spin-orbit contributions. On the ab-initio side of theory, often these
spin-orbit contributions are not considered if expected to be smaller than systematic errors
in the approach, typically of order 0.5 eV. As a consequence, an evaluation of the effects of
spin-orbit corrections on the results of specific models could determine if refined ab-initio or
measurements are required.
The organization of this chapter is as follows. In Sec. 2.2, the model used and the
computational methodology are presented. In Sec. 2.3, the main results, particularly the
phase diagram varying U and λ, are shown. In particular, we address three regimes: weak,
intermediate, and strong Hubbard interaction U . In Sec. 2.4, we discuss the results and
present our conclusions.

2.2

Model and Method

In this study we have used a one dimensional three-orbital Hubbard model. The Hamiltonian
contains a tight-binding term, an on-site Hubbard interaction, and a spin-orbit coupling:
H = HK + Hint + HSOC . The electronic kinetic energy component is
HK = −

X

tγγ 0 (c†iσγ ci+1σγ 0 + h.c.) +

i,σ,γ,γ 0

X

∆γ niσγ .

(2.1)

i,σ,γ

The hopping amplitudes tγγ 0 are defined in orbital space and they connect the nearestneighbor lattice sites i and i + 1, with the specific values (in eV units) t00 = t11 = −0.5,
0

t22 = −0.15, and tγγ 0 = 0 if γ 6= γ . The total bandwidth is W = 4.33 |t00 |. The above
mentioned 0, 1, and 2 orbitals can be visualized as representing the canonical dyz , dxz , and
dxy orbitals, respectively. The orbital-dependent crystal-field splitting is denoted by ∆γ , with
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∆0 = −0.05, ∆1 = −0.05, and ∆2 = 0.8 (also in eV units). The band structure of this model
qualitatively resembles that of iron-based superconductors, i.e., hole and electron pockets
centered at wavevectors q = 0 and π, respectively. A very similar band structure was used
in our previous studies for a three-orbital Hubbard model [5, 25, 26, 27], where OSMP was
analyzed. This previous work was carried out in the absence of spin-orbit interactions, and
our main focus is to analyze the effects of this additional term in the model. The Hubbard
portion of the Hamiltonian includes the following onsite components in the standard notation

Hint = U

X
i,γ

ni↑γ ni↓γ + (U 0 − JH /2)

X

niγ niγ 0

i,γ<γ 0

− 2JH
In this expression the operator Siγ =

1
2

P

X
i,γ<γ 0

Siγ · Siγ 0 + JH

†
α,β ciαγ σαβ ciβγ

X 

Piγ† Piγ 0



+ h.c. . (2.2)

i,γ<γ 0

is the total spin at orbital γ and

lattice site i, and niγ is the electronic density at each orbital. The first two terms describe
the intra- and inter-orbital electronic repulsion, respectively. The third term contains the
Hund coupling that favors the ferromagnetic alignment of the spins at different orbitals;
the fourth term is the pair hopping with Piγ = ci↓γ ci↑γ as the pair operator. We use the
standard relation U 0 = U −2JH based on rotational invariance, and we fix JH = U/4 because
this value is widely accepted in iron superconductors to be realistic [18]. For these reasons,
only U and λ are free parameters in our study. Future work can analyze in more detail the
influence of varying the Hund coupling as well as other parameters in the model.
The SOC term is
HSOC = λ

0

X
0

i,γ,γ ,σ,σ

0

0

hγ|Li |γ i · hσ|Si |σ ic†iσγ ciσ0 γ 0 ,

(2.3)

where λ is the SOC coupling strength, as already explained. Because of the presence of
the SOC term the total spin along the z-axis, Sz , is no longer a good quantum number;
hence, we cannot target specific Sz sectors in our numerical DMRG calculation. To reduce
the computational cost, we have instead selected the parameters contained in HK such that
P
[H, Jzef f ] = 0 where Jef f = i (Si − Li ) . Note that for arbitrary values of the hopping
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amplitudes and crystal-fields, Jzef f is also not a good quantum number as discussed in the
P
Appendix A.1. We then target subspaces with a fixed total Jzef f = i (Jzef f )i for the system.
The SOC term is diagonalized in the j ef f basis, where j ef f is the quantum number associated
with Jef f (to avoid complications in the notation, as when j ef f should appear as subindex,
sometimes this quantum number will be denoted simply by j). m is the projection along
the z-axis namely the quantum number of Jzef f . The fact that the good quantum numbers
for the SOC term are associated with the effective angular momentum, instead of the total
angular momentum (J = S + L), is a consequence of the “t2g − p” equivalence discussed

in [75]. The “t2g subspace” of the d-orbitals (l = 2 for a complete d orbital set) has hL2 i=2
for a single electron, hence “t2g ” is isomorphic to the l = 1 space (i.e., the p-orbitals) under
the following mapping: |1ip ≡ −i| − 1id , | − 1ip ≡ i|1id , |0ip ≡ |xyid , and Ll=1 ≡ -Lt2g .

The transformation between the t2g orbitals and the j ef f basis is given by (dropping site

i index)


 a 23 , 3s2   √is2

 

 

 
a 3 ,− s  =  √s
 2 2  6

 

 
−s
√
a 1 ,− s
3
2









√1
2
√i
6
−i
√
3

2

0  cσyz 







2
,


√
c
σxz

6 




√1
c
σ̄xy
3

(2.4)

where s is 1(−1) when σ is ↑ (↓) and σ̄ = −σ. The HSOC term in the j ef f basis becomes

HSOC =
−
+

Xλ
2

(−a†i, 3 , 3 ai, 3 , 3 − a†i, 3 ,− 1 ai, 3 ,− 1
2 2

i
†
ai, 3 ,− 3 ai, 3 ,− 3
2
2
2
2

2a†i, 1 , 1 ai, 1 , 1
2 2
2 2

2 2

2

2

2

2

− a†i, 3 , 1 ai, 3 , 1

+

2 2

2 2

2a†i, 1 ,− 1 ai, 1 ,− 1 ) .
2
2
2
2

(2.5)

2

The SOC component commutes with (Jef f ) . As a consequence, in the HSOC term there is
four(two)-fold degeneracy in the j ef f = 3/2 (1/2) bands. However, the four-fold degeneracy
of the j ef f = 3/2 sector breaks into a pair of two-fold Kramer degeneracies due to the presence
of the non-cubic t2g -band structure used in our model. This can be understood by analyzing
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Figure 2.1: In panel (a) we show the connections between t2g orbitals using dashed lines,
while in panel (b) the dashed lines represent the non-zero connections present in the (j ef f , m)
basis if we use the proper hopping and crystal-field parameters satisfying the constraints
described in the Appendix A.1.

the HK term in the (j ef f , m) basis. In Fig. 2.1 we show explicitly the connections contained in
HK between the t2g states and the corresponding connections between (j ef f , m) states, after
imposing the constraints on the hopping and crystal-field parameters (see Appendix A.1).
We have noticed that the non-cubic nature of the t2g states (i.e., the non-degeneracy of
the dxy with the {dxz , dyz } states, consequence of the tetragonal type t2g bands) leads to

hybridization between (j ef f = 1/2, m = ±1/2) and (j ef f = 3/2, m = ±1/2) states. This

hybridization breaks the four-fold degeneracy of the j ef f = 3/2 states and also leads to the
formation of new bands in which HK + HSOC is diagonalized.
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After using the inverse transformation of Eq. (2.4) in the tight-binding term, we
diagonalized the HK + HSOC together to obtain the following bands
HK + HSOC =

X

Eα (k)ã†k,α,s ãk,α,s ,

(2.6)

k,α,s

where s ∈ {1, −1} and α ∈ {0, 1, 2}. Here α is the band index, and the relation between
ã†k,α,s and ak,j,m is shown in the Appendix A.2. The dispersion relations for the bands are
q
1
λ
λ
α
E0 (k) = 0 (k) − 2 , and Eα (k) = 2 [2 (k) + 1 (k) + 2 + (−1) (2 (k) − 1 (k) − λ2 )2 + 2λ2 ]

for α ∈ {1, 2}; where α (k) = −2tαα cos(k) + ∆α for α ∈ {0, 1, 2}. At λ = 0, the bands 0,
1, and 2 reduce to the standard bands of the dyz , dxz , and dxy orbitals, respectively. For
λ/W  1, the bands 1 and 2 reduce to the (j ef f = 1/2, m = ±1/2) and (3/2, ±1/2) states,
respectively, and n3/2,±3/2 = ñ0±1 for any λ. The above described non-interacting portion of
the Hamiltonian is useful to understand the effect of spin-orbit coupling in the small U/W
region of the phase diagram, as discussed below.
Our many-body calculations are performed using the DMRG technique [76, 77, 78]
applied to one dimensional chains of various lengths, such as L = 8, 16, 24, and 32 sites.
We used up to 600 states for the DMRG process and have maintained a truncation error
below 10−14 throughout the finite algorithm sweeps. In the latter, we performed 10 to 15
full sweeps to gain convergence depending on the system size. We studied the presence of
various phases by calculating expectation values of niα , nijm , S2i , L2i , (Jef f )2i , the canonical
j̃m
spin structure factor S(q), and the exciton pair-pair correlation h∆†jm
(i)∆j̃m
jm (i )i (defined in
0

III.B).

2.3

Results

The main result of this work, presented in Fig. 2.2, is the phase diagram of the threeorbital Hubbard model analyzed here, varying U and λ in units of the bandwidth W at a
fixed electronic density of four electrons per site on average. In the following subsections,
details are provided for the three special cases of weak, intermediate, and strong Hubbard
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Figure 2.2: λ-U phase diagram (note the log scale in U/W -axis). RBI, PM-M, B,
FM, OO, IC, EXI, AFM, and NMI stands for relativistic band insulator, paramagnetic
metal, block phase, ferromagnetic, orbital ordering, incommensurate, excitonic insulator,
antiferromagnetic, and nonmagnetic insulator, respectively. Lines separating phases are
guides to the eyes. The actual small circles indicate specific values of data points that
were investigated with DMRG. Their high density indicates that this effort has been
computationally demanding.

U coupling. Also note that our study is in one dimension and for this reason when we write
that at some values of U and λ we are at a phase with some particular characteristics, this
has to be interpreted in the sense of dominant power-law decaying correlations as opposed
to true long-range order.

2.3.1

Paramagnetic Metal and Relativistic Band Insulator (Weak
Coupling)

First, we will briefly discuss the small U region, i.e., the weak coupling limit. This regime can
be understood by analyzing the non-interacting limit using Eq. (2.6). Varying the strength
of the spin-orbit coupling λ at U/W = 0 the exact band structure is shown in Fig. 2.3(a,b,c).
From this analysis we expect the presence of a trivial paramagnetic metal (PM-M) at small
16

λ which transforms into the relativistic band insulator (RBI) regime by increasing λ. At
U = 0, for four electrons per site, we can use the condition E2 (k = π) = E1 (0) to calculate
analytically the critical spin-orbit coupling strength λc for which a gap opens:

p
2t11 t22 (∆2 − ∆1 ) + 2(t11 + t22 ) t11 t22 (4t11 t22 + 8(t11 + t22 )2 − 2(∆2 − ∆1 )2 )
λc (U = 0) =
.
2(t11 + t22 )2 + t11 t22
(2.7)
The value of λc /W for our specific hopping parameters and crystal-field splittings is ' 0.33.

The state (j ef f = 3/2, m = ±3/2) moves below the Fermi level before λ approaches λc as
(j ef f = 3/2, m = ±3/2) does not hybridize with any other state. For the U 6= 0 case, but
still small, λc can be different from λc (U = 0). We suspect λc decreases monotonically as U
increases because at intermediate U the excitonic insulator regime develops (see Sec. III.B)
for λ lower than λc (U = 0), and this Bardeen-Cooper-Schrieffer (BCS) limit of the excitonic
insulator (EXI) regime (discussed in next Section) at intermediate U should be present near
the semimetal-semiconductor transition as discussed before [79, 80, 81]. The decrease in λc
is a result of renormalization of bands due to correlation effects, which enhances the effect
of spin-orbit coupling, as discussed in [82]. In Fig. 2.3(d), we show the occupation of the
(j ef f , m) bands (njm are the respective densities) varying λ/W at a fixed U/W = 0.02,
displaying a smooth crossover from paramagnetic metal to band insulator. At large λ the
j ef f = 3/2 bands are completely filled, while the j ef f =1/2 band is nearly empty at λ/W =
1.0 and its population continues decreasing as λ is further increased.

In contrast to previous DMFT studies performed for three degenerate bands [63, 64], the
four-fold degeneracy of the j ef f = 3/2 bands is here explicitly broken due to the hybridization
between the (3/2, ±1/2) and (1/2, ±1/2) states. This is a consequence of a non-cubic crystalfield splitting and specific hopping parameters to resemble iron-based superconductors, as
explained before. We also observed the above mentioned splitting in the intermediate and
strong Hubbard coupling limits, thus, this effect propagates into the interacting region. It
is important to mention here that due to the hybridization of our model, in the RBI regime
the j ef f = 1/2 state can have a non-zero occupation because it can have non-zero weight
17

3
2

dxy

Eα (k)

1
0

'

3λ
2

dyz , dxz

-1
-2

n1/2,±1/2
n3/2,±1/2
n3/2,±3/2

(a) λ/W = 0

(b) λ/W = 0.2

(c) λ/W = 1.0

-1 -0.5 0 0.5 1 -1 -0.5 0 0.5 1 -1 -0.5 0 0.5
k/π
k/π
k/π

1

hnjm i

1.0
n3/2,±3/2
n3/2,±1/2
n1/2,±1/2

0.5
(d) U/W = 0.02
PM

Moments

0.0
4.0
2.0

RBI
hS2 i
hS · Li

h(Jeff )2 i
hL2 i
(e) (e)

0.0
0.05

0.1

0.2

0.4

0.8

λ/W

Figure 2.3: Panel (a) shows the non-interacting bands of our model at λ/W = 0.0. As
explained in the text, the almost fully populated bands are degenerate and superimposed. In
(b) and (c), we show the bands at λ/W = 0.2 and 1.0, respectively. Panel (c) displays a clear
opening of a gap, i.e., the system becomes a band insulator. Colors are decided depending
on the relative contributions from the three (j ef f , m) bands, with the pure cases shown in
the legend of panel (c). Panel (d) contains the occupation numbers in the (j ef f , m) basis,
while panel (e) has the local magnetic moments strengths (see legend) as well as hS · Li, all
at U/W = 0.02. Calculations for panels (d) and (e) were performed with DMRG using a
L = 16 chain, while panels (a,b,c) are from exact analytical formulas.

in the band below the Fermi surface. In other words, due to the hybridization between the
(3/2, ±1/2) and (1/2, ±1/2) states, the basis where HK + HSOC is diagonalized corresponds
to ãk,α,s , not ak,j,m . As a consequence, in the lower portion of the RBI region in the phase
diagram we have a finite occupation of the (1/2, ±1/2) states coexisting with a sharp band
insulator gap at the Fermi level. Only as the spin-orbit coupling continues increasing is
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that ãk,α,s reduces asymptotically to ak,j,m , and we reach zero occupation of the (1/2, ±1/2)
states.
Note that a similar splitting between the j ef f = 3/2, m = ±1/2 and j ef f = 3/2, m=±3/2

bands of nearly 0.7 eV has also been observed in the (t2g )5 perovskite CaIrO3 [71] as a result
of the presence of a non-cubic crystal-field, although our study is not directly related to this
material.
Figure 2.3(e) shows the local moments h(Jef f )2 i, hL2 i, and hS2 i, as well as hS · Li.

Similarly to the non-interacting case, at U/W =0.02, the moments hL2 i, hS2 i, and hS · Li

converge to 4/3 while h(Jef f )2 i tends to 0 for large spin-orbit coupling (this can be checked
by using the atomic state a†3 , 3 a†3 ,− 3 a†3 , 1 a†3 ,− 1 |0i, which is the ground state of the HSOC
2 2

2

2

2 2

2

2

term).

2.3.2

Excitonic Insulator and Orbital Selective Mott Phase (Intermediate Coupling)

In this subsection we will discuss the results obtained at intermediate Hubbard interaction.
This region is difficult and it cannot be treated perturbatively, thus numerical exact studies
via the DMRG method are important. In this regime we have found several interesting
phases such as the OSMP, EXI, incommensurate phase, and at large λ/W we again found
the RBI of weak coupling. In Fig. 2.4, we present results obtained at U/W = 1.0. At
small λ, we reproduced the OSMP regime with a magnetic Block arrangement of the spins
(↑↑↓↓↑↑) [5, 25, 26, 27]. The presence of OSMP features is confirmed by measuring the
occupation of the t2g states: in this regime the dxy orbital has occupation very close to 1,
while dxz(yz) has occupation nearly 1.5 (see Appendix A.3). The spin structure factor S(q)
and the real-space spin-spin correlations are shown in Fig. 2.5(a,c) at λ/W =0.046 providing
evidence for the Block magnetic order.
Figure 2.4(a) shows the occupation number in the (j ef f , m) states corresponding to
U/W =1.0 at different λ’s. As in the case of weak coupling, here the system also converges
to a band insulator at sufficiently large spin-orbit coupling as the j ef f = 3/2 state is
completely filled and j ef f = 1/2 becomes empty. In the strength of the magnetic moments
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we have noticed a clear difference between the intermediate and weak coupling regimes, as
shown Fig. 2.4(c). We found hS2 i = 2 in the OSMP and in the incommensurate phase.

However, this quantity is reduced after entering in the EXI phase, and at the same time hL2 i
increases. We also noticed that for any Hubbard interaction in the limit of sufficiently large
λ, hS2 i=hL2 i=hS · Li which means S and L become parallel to each other. As a consequence,
h(Jef f )2 i = hS2 i + hL2 i − 2hS · Li converges to 0.

To identify the EXI phase, we calculated a pair-pair correlation function (note, here “pair”
j̃m
j̃m
†
denotes an electron-hole pair), i.e., h∆†jm
(i)∆j̃m
jm (i )i, where ∆jm (i) = aij̃m aijm (here we fixed
0

j = 1/2 and j̃ = 3/2). This operator was already introduced in previous literature [63, 64].
In our DMRG calculations, and in agreement with [63], we noticed that in the EXI phase
j̃m
the correlation h∆†jm
(i)∆j̃m
jm (i )i develops staggered ordering, justifying the staggered sign
0

used below. In Fig. 2.4(b), we show the associated correlations summed over all distances
(with j = 1/2 and j̃ = 3/2),
∆m =

0
1 X
†j̃m
j̃m 0
|i−i |
(−1)
h∆
(i)∆
jm
jm (i )i .
L2
0

(2.8)

|i−i |>0

Then ∆m is a measure of the staggered pair-pair correlations associated with the EXI state.

Intuitively, in the EXI phase we have hole-electron pairs involving the (j ef f = 3/2, ±1/2)
and (1/2, ±1/2) manifolds. In the absence of direct hopping between the bands, there
is a conservation of the number of electrons in each band. A nonzero expectation value
for ∆j̃m
jm (i) (which becomes an order parameter for this case) amounts to a spontaneous
symmetry breaking of the U (1) symmetry that corresponds to the relative phase of the
bands in which the electron-hole pair forms [83]. However, because we are using non-cubic
bands with a crystal-field splitting, this symmetry is explicitly broken in our Hamiltonian,
namely in the tight-binding term transformed to the “a” basis there is a direct hopping
between the (3/2, ±1/2) and (1/2, ±1/2) bands. Thus, it is somewhat surprising that the
expectation values used in our work (like ∆m ) still behave in practice similarly as the true
20

hnjm i

1.0
n3/2,±3/2
n3/2,±1/2
n1/2,±1/2

0.5
(a)
0.0
B

∆± 12

0.08

IC EXI

RBI

0.04
(b) U/W = 1.0

Moments

0.00
4.0

hS2 i
hS · Li

h(Jeff )2 i
hL2 i

2.0
(c)
0.0
0.05

0.1

0.2

0.4

0.8

λ/W

Figure 2.4: DMRG results obtained at U/W = 1 (intermediate coupling) and using a
L = 16 system. Panel (a) shows occupation number in the (j ef f , m) bands while (b) shows
the excitonic parameter ∆m defined in Eq.(8) varying λ/W . Panel (c) shows the three local
moment strengths as well as hS.Li.

order parameter used in [63, 64], namely it is robust in the EXI phase and very small in
other phases [see Fig. 2.4(b)].
We also found that the staggered excitonic condensate is always present in combination
with AFM spin ordering, as deduced from the spin structure factor S(q) and the real-space
spin-spin correlations presented in Fig. 2.5(b,d) at λ/W = 0.23. We also carried out finitesize scaling of S(q) for system sizes L = 8, 16 , 24, and 32 at λ/W = 0.046 and 0.23.
We noticed a fast growth in the peak value at q = π for λ/W = 0.23, indicating that
spin antiferromagnetism and excitonic order are linked together. This aspect of stabilizing
antiferromagnetism in an EXI phase due to robust Hund’s coupling, as used by us, was
discussed before in [84]. Exploring the effects of varying the Hund’s coupling in our model
can be carried out in future work.
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Figure 2.5: DMRG resuls obtained at U/W = 1. Panels (a) and (b) contain the spin
structure factor in the block phase and in the EXI phase, respectively, for various number of
sites L = 8 (black), 16 (red), 24 (green), and 32 (blue). Panels (c) and (d) display the realspace spin-correlations at L = 32 corresponding to the block and EXI phases, respectively,
for the λ/W ’s indicated.

2.3.3

Strong Coupling

Consider now the large U/W limit. In Fig. 2.6(a-e) we present some results obtained at
U/W =10. At small λ/W , we found a robust ferromagnetic (FM) spin order as shown in
Fig. 2.6(d) via the spin structure factor. We also noticed that this FM spin ordering is always
accompanied by orbital ordering, as discussed in previous investigations in the absence of
spin-orbit coupling [27]. To clarify the nature of the orbital order, we show hτz (i)τz (j)i in
Fig. 2.6(e), where τz (i) = niyz − nixz is the z component of the pseudospin operator in orbital
space. This orbital ordering leads to the opening of a gap in the system rendering the state
an orbital-ordered insulator (OOI), as discussed in [27] via determinant Quantum Monte
Carlo and DMRG calculations without spin-orbit coupling.
By increasing λ/W , we have observed a transition from FM to the AFM spin ordering
shown in Fig. 2.7(a,b). As in Sec. III.B, this AFM ordering is accompanied by staggering
in the exciton pair-pair correlation as shown in Fig. 2.7(c,d). Similar phases were noticed
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Figure 2.6: DMRG results obtained at U/W = 10 (strong coupling regime). Panel (a)
shows the occupation number in the (j ef f , m) bands, while panel (b) displays the excitonic
order parameter dependence on λ/W . Panel (c) displays the local moment strengths and
also hS.Li. Panel (d) contains the spin structure factor for a number of sites L equal to
8 (black), 16 (red) , 24 (green), and 32 (blue). Panel (e) shows hτz (i)τz (j)i for L=32. Both
(d) and (e) are in the ferromagnetic and orbitally ordered phase at λ/W = 0.046.

in a study of the low-energy effective Hamiltonian for the (t2g )4 sector in [57]. Note that at
U/W = 10 the excitonic condensate starts at smaller λ/W than those needed at intermediate
value of U/W [Fig. 2.6(b)]. Interestingly, in the EXI phase we noticed that hn3/2,±3/2 i
converges to ≈ 1 (to be precise 0.98) and then reverses the trend and starts decreasing in
the region identified as a non-magnetic insulator (see below). This is different from the
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Figure 2.7: DMRG results obtained at U/W =10. Panel (a) depicts the spin structure
factor in the EXI phase at λ/W =0.115, for a number of sites L equal to 8 (black), 16 (red),
24 (green), and 32 (blue). Panel (b) shows the real-space averaged spin-spin correlations
for λ/W =0.115. In (c) and (d), we present the pair-pair correlation in momentum and real
space, respectively, for L = 16. In panel (d) j = 1/2, j̃ = 3/2, and m = ±1/2 were used.

properties of the EXI phase at intermediate U/W where hn3/2,±3/2 i < 1 and then slowly
converged to 1 as the system evolves to become a band insulator increasing λ/W further.
At U/W =10, and at any λ/W , we also noticed that hS2 i = 2 and hL2 i = 2 [Fig. 2.6(c)].
These vector operators become parallel only for large λ/W , namely where hS · Li=2 and

h(Jef f )2 i=0. In Fig. 2.7(d) we show the pair-pair excitonic correlation as a function of

†
distance, involving the operator ∆j̃,m
j,m (i) = aij̃m aijm . In all points studied inside the EXI

phase we observed a staggering in the pair-pair correlation. In Fig. 2.7(c), we show ∆m (q) =
P q(i−j) †j̃m
1
h∆jm (i)∆j̃m
jm (j)i for various λ’s at strong U , where q is the momentum.
i,j e
L
In Fig. 2.8 we present (hn2l i−hnl i2 ) = L1

P

2
2
i hni,l i−hni,l i ,

where the index l takes the values

indicated in the legend of panel (a), namely j ef f = 1/2, (j ef f , |m|) = (3/2, 1/2), (j ef f , |m|) =
P
(3/2, 3/2), and T otal (nT otal = i,j,m nijm ). Interestingly, we noticed that in the EXI phase
the charge fluctuations increase for j ef f = 1/2 and (j ef f , |m|) = (3/2, 1/2): these are the
bands where excitons are located, and this feature is common for both intermediate and
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Figure 2.8: Averaged local charge fluctuations of the (j ef f , m) states (as indicated in the
upper panel legend) corresponding to (a) U/W = 0.02 (weak coupling), (b) U/W = 1
(intermediate coupling), and (c) U/W = 10 (strong coupling).

strong coupling EXI regimes. However, we have identified some differences within the EXI
region between the intermediate and strong Hubbard coupling regions. In strong coupling
[Fig. 2.8(c)] we noticed that in the EXI regime the local charge fluctuations per site are
nearly zero, suggesting that electrons are almost localized. However, at intermediate coupling
[U/W = 1, Fig. 2.8(b)] and still within the EXI regime, the total charge fluctuations are
nonzero. Nonzero local charge fluctuations in the EXI phase hints towards exciton pairs that
are extended in size, namely the BCS type limit of excitonic phases. In the other extreme,
namely the Bose-Einstein condensation (BEC) limit, the excitonic phase should have small
charge fluctuations because the exciton pairs are considerably smaller and of atomic-scale
size. A more detailed study of the BCS-BEC crossover within the excitonic phase when
moving from intermediate to strong coupling U/W is discussed in Chapter 3.

25

In the strong coupling region of focus here and in the neighborhood of the EXI phase
we have found a non-magnetic insulator (NMI) with h(Jef f )2 i 6= 0. Let us contrast the
NMI and RBI regions. To identify the NMI regime we focused on two aspects: (i) the
system should have localized electrons due to strong correlations; (ii) there is no magnetic
ordering. The first condition was checked by calculating local charge fluctuations, as shown
in Fig. 2.8, where we observed that the local charge fluctuations are zero throughout this
region [Fig. 2.8(c)]. This is merely a strong correlation effect different from the case of the
small U/W and large λ/W regime (RBI) where electrons are primarily in extended states
but still having zero local charge fluctuations because of having nearly full and empty bands.
As depicted in Fig. 2.8(a,b), in the RBI region the local charge fluctuations separately in
each (j ef f , m) state as well as T otal are small or nearly zero. On the other hand, in the
NMI region only T otal is zero but charge fluctuations separately for each (j ef f , m) are large
[shown in Fig. 2.8(c)]. This suggests that in the case of NMI the electrons are not locked
just as the consequence of having a fully filled band or an empty band like in RBI, but as a
consequence of strong correlations.
In recent work using DMFT [64] for a cubic (t2g )4 system, a h(Jef f )2 i=0 NMI state was
also found in the vicinity of the excitonic condensate and it was identified as a Van Vleck-type
Mott insulator, as discussed earlier in [85]. Our finding of a NMI state with h(Jef f )2 i =
6 0
near the excitonic condensate seems in contrast with those previous studies, but it is merely
a consequence of using a non-cubic band structure. Interestingly, this breakdown of the
h(Jef f )2 i=0 state was also recently noticed in first-principle calculations [86, 51] applied to

the (t2g )4 iridate Sr2 YIrO6 . In our results, and to the best of our accuracy, the h(Jef f )2 i =
6 0
NMI region is smoothly connected to the h(Jef f )2 i=0 region.

2.4

Conclusions

In this Chapter, using an accurate computational technique we have studied the phase
diagram of an electronic model simultaneously with Hubbard, Hund, and spin-orbit
couplings. The hopping amplitudes were fixed to those used in a previous study at λ = 0,
since that effort already unveiled a variety of interesting phases such as the OSMP regime.
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In the present analysis our main result is shown in Fig. 2.2. The previously identified Block
and FM-OO phases were followed increasing λ. Eventually, over a broad range of U/W an
excitonic condensate phase was identified, in qualitative agreement with previous DMFT
studies. The large λ regime is also interesting, with a variety of insulating regions.
Conceptually, our analysis provides an avenue to study quasi-one dimensional materials
with robust spin-orbit coupling. We provide a tentative partial list of materials of this class
in the introduction and throughout the text. In combination with ab-initio techniques,
needed for the hopping amplitudes, our many-body procedure can unveil properties of these
systems in reduced dimensionality with good precision to guide experiments. We hope our
work triggers the cross-fertilization between theory and experiments needed to develop the
novel field of quasi-one dimensional iridates, or other related low-dimensional materials with
robust spin-orbit coupling.
The presence of the novel phase, with antiferromagnetic ordering and excitonic condensation, is exciting because real materials with 4d/5d ions have smaller values of U in comparison
to 3d transition metal oxides. Properties of this phase is further investigated in the next
chapter, using a simpler model having degenerate orbitals.
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Chapter 3
BCS-BEC crossover in a (t2g )4
Excitonic Magnet
3.1

Introduction

The concept of excitonic condensation has attracted considerable attention since its early
theoretical prediction [79, 80, 81]. An exciton is a bound state of an electron-hole pair.
This composite particle resembles the Cooper pair of superconductors and follows hardcore bosonic statistics. Early work involving semiconductors showed that in the weakcoupling limit (small U ), near the semimetal to semiconductor transition, the system can
become unstable against the formation of multiple excitons [87, 88]. This can lead to a
condensation into a BCS-like macroscopic state called excitonic insulator. The associated
BCS wavefunction can smoothly transform into a BEC state when the gap between bands
increases at fixed Hubbard repulsion U . In strongly correlated systems, a BEC-like excitonic
insulator can also occur in the strong coupling limit (large U ). This regime attracted
theoretical investigations [83, 89, 90] and was studied using large U perturbation theory,
where the hopping amplitude t is the small parameter.
The extended Falicov-Kimball model has often been used as a minimal theoretical model
to address excitonic condensation [91, 92, 93]. Only recently, more realistic, and more
difficult, three-orbital Hubbard models were explored to study this state [64, 65, 94, 95].
On the experimental side there have been studies showing reliable signatures of the excitonic
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condensate in real materials, such as in transition metal dichalcogenides [96], Ta2 NiSe5 [97],
and in bilayer systems [98, 99]. To better understand excitonic insulators it is important
to find additional candidate materials and additional theoretical models where this state
occurs and can be studied in detail. Excitonic condensation induced by spin-orbit coupling
in the t42g case is also an promising avenue, as discussed in last chapter and is focus of
the present chapter. Theoretically, it was predicted that the three-orbital Hubbard model
with a degenerate t2g space and in the LS coupling limit (U  t, λ) leads to the BEC
state of triplons (singlet-triplet excitations) [85, 56, 57]. We will show that these triplon
excitations are low-energy manifestations of spin-orbit excitons. Dynamical Mean Field
Theory (DMFT) calculations also supported similar findings [64, 65], although it is difficult to
distinguish between BCS and BEC states using this technique. The study of the ground state
of a one-dimensional spin-orbit coupled three-orbital Hubbard model in a non-degenerate
(tetragonal) t2g space in Chapter 2 also showed a phase with staggered spin-orbit excitonic
correlations [94]. All the above mentioned studies revealed an antiferromagnetic ordering
accompanying the excitonic condensate. The t42g case is relevant for materials with Ir5+ ions
and other 4d/5d transition metal oxides with the same doping n = 4. The presence of triplon
condensation was initially discussed for double perovskite materials, such as Sr2 YIrO6 and
Ba2 YIrO6 with a 5d4 configuration [52, 54, 55, 53, 100, 101], but RIXS experiments showed
that the triplon excitations bandwidth is not sufficiently large compared to λ to develop
condensation [102]. Note that recent RIXS experiments on Ca2 RuO4 suggests that this
could be a candidate material for excitonic magnetism [103], and ab-initio calculations have
reached the same conclusion [104].
To investigate the spin-orbit excitonic condensation, in this chapter we use a simple
degenerate three-orbital Hubbard model. Using numerically exact DMRG simulations on
one-dimensional chains, we show that an excitonic condensation is induced accompanied
by antiferromagnetic ordering even in the intermediate Hubbard regime (U/W ≈ 1). This
regime is stabilized by increasing sufficiently λ starting at the λ = 0 incommensurate spindensity wave metallic phase. These results cannot be understood using large U perturbation
theories. Moreover, by using the Hartree-Fock approximation (HFA) in two-dimensional (2d)
lattices, we also found a similar excitonic insulator phase, both in the weak and intermediate
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U/W regimes. As our main result, we show that there is a BCS-BEC crossover inside the
excitonic condensate phase, both in 1d and 2d lattices. The BCS limit of the excitonic
insulator occurs at intermediate U/W (and also for weak U/W in 2d), and by increasing λ
(at fixed U/W ) the BEC state is reached. The previously known large U/W BEC state,
due to triplon condensation, appears smoothly connected to the BCS excitonic insulator of
intermediate U . We also provide the full λ vs U phase diagrams for 1d and 2d lattices using
the many-body techniques discussed above.
The organization of this chapter is as follows.

In Sec. 3.2, the model and the

computational methodology used are presented. In Sections 3.3 and 3.4, the main results
are shown. In particular, in Sec. 3.3, the results on 1d lattices using the DMRG technique
are presented. In Sec. 3.4, the results on 2d lattices using HFA further support our main
proposal of a BCS-BEC crossover in the model studied. In Sec. 3.5, we discuss the overall
results and present our conclusions.

3.2

Model and Method

For our study, we use a degenerate three-orbital Hubbard model. The Hamiltonian has three
primary terms: the tight-binding kinetic energy, the standard on-site multiorbital Hubbard
interaction, and the on-site spin-orbit coupling (SOC): H = HK + Hint + HSOC . The tightbinding term is
HK =

X

tγγ 0 (c†iσγ cjσγ 0 + H.c.).

(3.1)

hi,ji,σ,γ,γ 0

The hopping amplitudes tγγ 0 connect only nearest-neighbor lattice sites (in both the 1d chain
and 2d square lattices). As discussed earlier, here we use degenerate orbitals, i.e. tγγ 0 = δγγ 0 t.
We fixed t = 0.5 and all of our results are presented in terms of dimensionless ratios, such
as U/W and λ/W . The total bandwidth is W = 4.0|t| and 8.0|t| for the 1d and 2d lattices,
respectively. The orbitals used – labeled as 0, 1, and 2 – could be associated respectively to
the dyz , dxz , and dxy orbitals, namely the t2g sector. In real materials, the above hoppings can
be much more complex [105], but nonetheless this simple model is useful to gain conceptual
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Figure 3.1: Visual representation of our main results, all supported by actual DMRG
and Hartree Fock calculations. In (a), the single-particle excitations of the jeff = 3/2 and
jeff = 1/2 bands are shown at intermediate U , where near the chemical potential a gap opens
due to the formation of excitons (note electron and hole have the same m). The jeff = 3/2
and jeff = 1/2 bands open gaps near momentum q ≈ 0 and q ≈ π, respectively. In (b),
the real-space perspective of the excitonic state (at intermediate U ) is shown, where the
exciton’s mean radius (characterized by the coherence length) decreases by increasing λ. In
(c), the excitonic condensation in strong coupling is depicted. The local exciton creation
operator leads to the creation of both a triplon and a quintuplon when acting on |Jeff = 0i.
Including kinetic energy, i.e. the tight-binding term, the triplon and quintuplon excitations
gain bandwidths, and decreasing λ leads to the BEC of the triplon component.

understanding. The on-site multiorbital Hubbard interaction term and the SOC term are
same as used in the previous chapter.

Using the model described above, we performed calculations on one-dimensional chains
employing the DMRG [76, 77] for various system lengths L = 16, 24, and 32 sites. We
kept up to 1600 states for the DMRG process and maintained a truncation error below
10−8 throughout the finite algorithm sweeps. We used the corrected single-site DMRG
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algorithm [78] with correction a = 0.001-0.008, and performed 35 to 40 finite sweeps to gain
proper convergence depending on the system size. After this convergence, we calculated the
spin-structure factor S(q), orbital-structure factor L(q), excitonic momentum distribution
function ∆m=1/2 (q), and coherence length rcoh . From all these observables, we constructed
the phase diagram. To calculate spectral functions with the DMRG, we used the correction
vector method [106], with the Krylov-space approach [107]. We obtain the single-particle
spectral function A(q, ω) and the excitonic pair-pair susceptibility ∆m=1/2 (q, ω). These
frequency-dependent observables require considerable computational time, and multiple
compute nodes.

z
In our DMRG, we target the total Jeff
of the system to reduce the

computational cost [94]. Details of the Hartree-Fock calculations are in the Appendix B.5.

3.3

DMRG results in one dimension

Consider first the DMRG numerical results for one-dimensional chains. Figure 3.1 visually
summarizes our conclusions. Within our numerical accuracy, we observed that the excitonic
condensation starts at intermediate Hubbard U ≈ O(W ). This exciton condensation opens
a gap in the jeff = 3/2 and jeff = 1/2 bands at momentum q = 0 and q = π, respectively,
see Fig. 3.1(a). A similar perspective for the gap opening near the Fermi level was discussed
in early research for semimetals [79, 80, 81]. At intermediate U , we noticed the excitons
condense at finite momentum π and in the triplet channel (see Appendix B.3). We also
noticed that increasing λ decreases the coherence length (rcoh ) of electron-hole pairs from
approximately one lattice spacing (a) to a much smaller number rcoh << a, resembling the
BCS-BEC crossover. Although at extreme BCS rcoh can be as large as hundreds of lattice
spacings, in our finite and one dimensional system we only found a robust indication for a
maximum rcoh of approximately 1.0a which definitely is different from the atomic BEC limit.
Confirming that indeed we found a BCS-BEC crossover at intermediate U , we performed
mean-field calculations on 2d lattices (Sec. IV), where we found rcoh as large as O(10a) in
the BCS limit.
We also found clear differences between the momentum distribution functions of the local
†3/2,m

0

excitations in the BCS and BEC limits in one dimension. The excitonic operator ∆1/2,m =
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Figure 3.2: DMRG results at U/W = 2. (a) and (b) show the real-space spin-spin
correlations at λ/W = 0 and λ/W = 0.29, repectively. In (c) and (d), the real-space
orbital-orbital correlations are shown at λ/W = 0.0 and λ/W = 0.29, respectively. The spin
structure factor S(q) and orbital structure factors L(q) are in (e) and (f), respectively, for
various λs. In (a,b,c,d) the system size was L = 32 and one site is fixed at the center i.e.
0
i = 15. A system size L = 16 is used for (e,f).

a†1/2,m a3/2,m0 in the single-atom LS coupling limit can be written using triplon and quintuplon
z
excitations (see Appendix B.2), corresponding, respectively, to T†n |Jeff
= 0, Jeff = 0i = |n, 1i,

z
and Q†l |Jeff
= 0, Jeff = 0i = |l, 2i, where n ∈ {±1, 0} and l ∈ {±2, ±1, 0}. Calculating the

pair-pair susceptibity of excitons ∆(q, ω) for chains, in the strong-coupling non-magnetic
phase, we found bands of triplon and quintuplon excitations, with minima at q = π but
both bands are gapped. Decreasing λ drives the system to the BEC state, where ∆(q, ω)
has gapped triplon and quintuplon excitations only near q = 0 but mainly a continuum
of excitations at other momenta above the Goldstone-like modes emerging from q = π, as
sketched in Fig. 3.1(c).

3.3.1

Magnetic properties and staggered excitonic correlations
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Now consider the results for magnetism in one-dimensional chains. We choose U/W =
2.0 and U/W = 10.0 as representative points for the intermediate and strong coupling
regions, respectively. First, consider the intermediate coupling region where at λ = 0 we
found an incommensurate spin-density wave (IC-SDW) via the spin-spin correlation hSi · Si0 i
together with an exponential fast decay in the orbital-orbital correlation hLi ·Li0 i, as shown in
Figs. 3.2(a,c). Block magnetic states as in previous DMRG studies [94, 108, 109, 110], do not
appear in our model at λ = 0. Increasing λ drives the system towards antiferromagnetism
with staggered spin-spin and orbital-orbital correlations, see Figs. 3.2(b,d). For additional
P
confirmation, we show the spin structure factor S(q) = (1/L) j,m eιq(j−m) hSj · Sm i, and
P
the orbital structure factor L(q) = (1/L) j,m eιq(j−m) hLj · Lm i for various λ values. As
λ increases, the incommensurate peak in S(q) in Fig. 3.2(e) shifts to lower q values. The
antiferromagnetic tendencies, shown by the q = π peak, starts only near λ = 0.22W , and
on further increasing λ the q = π peak grows and the incommensurate peak is reduced.
At larger λ’s, the S(q = π) peak decreases as the system transitions into the non-magnetic
state. The orbital structure factor L(q) displays similar behaviour at q = π. L(q) starts with
a flat plateaux near q = π, then grows when increasing λ, and eventually the L(q = π) peak
vanishes for very large λ, see Fig. 3.2(f).
In strong coupling and at λ = 0, the spins align ferromagnetically and orbital-orbital
correlations show a “+ − − + −−” pattern, with peaks at momentum q = 0 and near
q = 2π/3 in S(q) and L(q), respectively (Fig. 3.3). Recent DMRG calculations on the lowenergy S=1 and L=1 model showed similar results in the orbital correlations [111] at λ = 0.
As λ increases, the system enters into the phase where orbital ordering becomes staggered,
as shown by a peak at q = π for λ = 0.05W in Fig. 3.3(a). However, the spin ordering
is dominantly ferromagnetic with secondary antiferromagnetic tendencies leading to a small
peak at q = π [Fig. 3.3(b) for λ = 0.05W ]. Further increasing λ, both L(q = π) and S(q = π)
grow while S(q = 0) decreases, and ultimately L(q = π) and S(q = π) also start decreasing
when the system enters into the non-magnetic phase with exponentially decaying spin and
orbital correlations.
In our DMRG calculations, the development of antiferromagnetic correlations in the spin
and orbital channels is always accompanied by staggering in the exciton-exciton correlations,
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both at intermediate and strong coupling. We estimate the amount of staggering in excitonic
correlation for our chains using:
∆m =

1 X
0
†3/2,m
3/2,m
(−1)|i−i | h∆1/2,m (i)∆1/2,m (i0 )i,
2
L
0

(3.2)

|i−i |>0

where m ∈ {±1/2}. In Fig. 3.3(c), the evolution of ∆1/2 is shown when changing λ, where
each panel belongs to a different U/W .

We found that smaller λ’s are

needed as U/W increases to obtain staggered excitonic correlations. A finite range of λ
where the excitonic correlations are staggered is present for U/W as low as 1.5, although
the magnitude of ∆1/2 decreases as U/W decreases, and for U/W / 1.0 we were unable to
identify – within our numerical accuracy – the region with staggered excitonic correlations.
Nonetheless, it is interesting that we find staggered excitonic correlations at intermediate U ,
where small λ shows IC-SDW metal (for evidence of metallicity see Sec. 3.3.2). Perturbation
theories at U  t, λ cannot explain these results.

3.3.2

BCS-BEC crossover, and IC-SDW metal to BCS-Excitonic
insulator transition

Now we will discuss the main result of this chapter, where we present the numerical evidence
for the BCS-BEC crossover in the excitonic condensate. At intermediate U/W – the value
U/W = 1.75 is chosen merely for simplicity – there is a finite range of λ/W ∈ {0.28, 0.4}
where staggering in excitonic, spin, and orbital correlations is present. We calculate the
coherence length rcoh (m) using the widely-employed formula [83, 112, 84]
v
uP
u ij |i − j|2 ha†1 m aj 3 m i
i2 2
u
2 2
rcoh (m) = t
,
P
†
ij hai 1 m aj 3 m i
2 2

(3.3)

2 2

where m ∈ {±1/2}, for the points lying inside the excitonic condensate region at fixed
U/W = 1.75, namely the Path-1 shown in Fig. 3.6. Note that rcoh (1/2) = rcoh (−1/2).
Interestingly, we found that as λ increases, rcoh decreases from nearly
one lattice spacing ≈ a to ≈ 0.2a, see Fig. 3.4(c). This reduction in the coherence length
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Figure 3.3: Results calculated using DMRG for a one-dimensional chain of L = 16 sites.
In (a) and (b), the orbital structure factor L(q) and spin structure factor S(q) are shown,
respectively, at U/W = 10 and various λ/W ’s. Panel (c) shows the measure of staggering in
excitonic correlations ∆1/2 for various values of λ and U .

of electron-hole pairs resembles the BCS-BEC crossover already discussed in semiconductors
near the semi-metal to semiconductor transition [79, 80, 81, 87, 88]. We also calculate
rcoh for various values of λ and U when transitioning from the intermediate to the strong
coupling limits, while being still inside the excitonic condensate, which we call Path-2 (see
Fig. 3.6), as shown in Fig. 3.4(d). Here again we found that rcoh decreases from O(a) to
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Figure 3.4: Panels (a) and (b) show the momentum distribution function of excitons ∆(q)
for system sizes L = 16, 24, 32 at two representative points of the BCS and BEC regions,
respectively. Panels (c) and (d) show the coherence length for two paths inside the excitonic
condensate regime, shown in the phase diagram Fig. 3.6. The pair-pair susceptibilities
∆(q, ω) are in panel (e) at U/W = 10 and λ/W = 0.2 i.e. in the non-magnetic insulator
(NMI) region, and in panel (f) at U/W = 10 and λ/W = 0.11 i.e. in the BEC region. All
the calculations used DMRG.

O(0.1a). The ordered (λ/W, U/W ) points choosen for Path-2 are {(0.3, 1.75), (0.29, 2.0),
(0.29, 2.25), (0.287, 2.3), (0.285, 2.35), (0.283, 2.4), (0.28, 2.5), (0.279, 2.525), (0.277, 2.55),
(0.275, 2.6), (0.27, 2.65), (0.25, 2.8), (0.24, 3.0), (0.23, 3.5), (0.21, 4.0), (0.2, 4.5), (0.17, 6.0),
(0.15, 7.0), (0.13, 9.0), (0.11, 10.0)}. Note that for U/W ' 2.75, the coherence length is small
as expected because at these values of U , the system is already in strong coupling for λ = 0.
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In Fig. 3.4(a,b) we show the excitonic momentum distribution function ∆(q) =
P
3/2,m
†3/2,m
(1/L) i,j heιq(i−j) ∆1/2,m (i)∆1/2,m (j)i for two points (λ/W = 0.3, U/W = 1.75) and
(λ/W = 0.15, U/W = 7.0), at the intermediate U BCS and strong U BEC regions. In the
BCS limit, ∆(q = π) grows very slightly with system size L. However, in the BEC region
we found nearly linearly increasing ∆(q = π) with L, implying either a very slow power-law
decay or even true long-range order. Such a true long-range order in our one dimension is
allowed as the U (1) symmetry related to the excitonic condensation is explicitly broken by
a finite Hund coupling [95]. The analysis above also clearly implies that as we increase the
system size and hence increase the number of excitons, these excitons can condense also at
momentum q 6= π in the BCS limit, whereas in the BEC limit excitons condense only at
q = π. For completeness, note that a similar BCS-BEC crossover has also been reported in
the extended Falicov-Kimball model in one-dimensional chains [91].
As discussed before, the exciton creation (i.e. electron-hole pair excitation) becomes
the triplon and quintuplon excitation in the atomic LS limit. We calculated the excitonic
pair-pair susceptibility
†3/2,1/2

∆(q, ω) = hΨ0 |∆1/2,1/2 (q)

1
3/2,1/2
(q)|Ψ0 i
∆
ω + iη − H + E0 1/2,1/2

(3.4)

at large U/W = 10.0 on one-dimensional chains to study the effect of the kinetic energy.
The broadening η was 0.05eV. We choose two values λ/W = 0.20 and λ/W = 0.11 in the
non-magnetic insulator and BEC regions, respectively [Figs. 3.4(e,f)]. For the non-magnetic
state, we found the pair-pair susceptibility shows two cosine-like bands with minima at
q = π, where the lower band belongs to ∆Jeff = 1 (triplon) and the upper band represent
∆Jeff = 2 excitations, as in previous analytical studies [57]. The BEC is expected to occur
by reducing λ, when the lower band of triplons becomes gapless. In our BEC state, ∆(q, ω)
shows features very different from those in the non-magnetic state: after removing the elastic
peak we found that two gapped bands appear only near q = 0, and the spectrum at q = π
is now gapless with emerging Goldstone-like modes. We also found continuum-like features
for q ∈ {− π4 , 7π
}.
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Figure 3.5: The single-particle spectral function calculated using DMRG. The noninteracting band structure is shown in panel (a). Panel (b) contains Ajm (q, ω) for λ = 0 and
U/W = 2.0, in the IC-SDW metallic phase. In panels (d,e) Ajm (q, ω) at λ/W = 0.29 and
U/W = 2.0 is shown inside the excitonic insulator phase (rcoh = 1.019). Panels (c) and (f)
show the single-particle DOS (ρjm (ω)) at λ = 0.0 and λ = 0.29, respectively. The scaling of
the charge gap is in inset (g) for (U/W = 2, λ/W = 0) and (U/W = 2, λ/W = 0.29).

In the non-interacting limit, λ only splits the jeff = 3/2 and jeff = 1/2 bands, see
Fig. 3.5(a), driving a metal to band-insulator transition. Only at finite U the excitonic
condensation happens: as shown in our DMRG results, U/W ' 1.0 is required to obtain a
noticeable staggering in the excitonic correlations. To further investigate the intermediate
U region, we calculated the single-particle spectral function Ajm (q, ω) (see Appendix B.4) at
U/W = 2, using both λ = 0.0 and λ/W = 0.29 corresponding to the IC-SDW and excitonic
condensate with rcoh ≈ 1.0 (BCS limit), respectively. In Fig. 3.5(b) we show Ajm (q, ω − µ)
for λ = 0: at this point all (jeff , m) states are degenerate. Comparing to the non-interacting
limit band structure, a renormalization of the bands is clearly visible, having two minima
structure and a local maxima at q = π, as a consequence of the Hubbard repulsion. In
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this phase, the nesting vector at the chemical potential µ decides the ordering vector of
the incommensurate spin-density wave. We also show the single-particle density of states
ρjm (ω − µ), Fig 3.5(c), which indicates that the system has a finite density-of-states at µ
suggesting this phase is metallic.
Figures 3.5(d) and (e) show Aj,m (q, ω − µ) for jeff = 3/2 (all m ∈ {±3/2, ±1/2} are
degenerate) and jeff = 1/2 (both m ∈ {±1/2} are degenerate), respectively. The gaps at
µ, at wavevectors q ≈ 0 and q ≈ π in the spectral functions of jeff = 3/2 and jeff = 1/2,
respectively, are clearly present. These gaps appear due to the formation of bound states
of electrons and holes, arising from the q ≈ 0 and q ≈ π states of the jeff = 3/2 and
jeff = 1/2 bands, respectively. This leads to excitons creation with net momentum ≈ π
(indirect excitons). We also noticed a non-trivial suppression of the spectral function near
q = π for jeff = 3/2, below µ, but the explanation for these small features requires further
work. However, it is evident that the gap opens due to the formation of indirect excitons
and eventually leads to a BCS-like state. In Fig. 3.5(f), the j-resolved density-of-states is
shown to illustrate the suppression near µ for both the jeff = 3/2 and 1/2 bands. A small
but finite density-of-states at µ is present because of the broadening η used. To confirm
the transition from metal (at λ = 0) to excitonic insulator (at λ/W = 0.29), we performed
finite-size scaling of the charge gap ∆c = EG (N + 1) + EG (N − 1) − 2EG (N ) for both points,
see Fig. 3.5(g). At λ = 0.29, using system sizes L = 8, 12, 16, 24, 32, and 42, we found the
charge gap is quite robust 0.55 eV. Sizes L = 8, 16, 20, 28, 32, and 40 were used for the scaling
at λ = 0, which indicates that ∆c scales to ≈ 0 eV in the thermodynamic limit.
Figure 3.6 ends this section by displaying the full λ vs U phase diagram for our onedimensional systems. The CPU-costly DMRG calculations were performed for all small
circles shown using a system size L = 16. After obtaining the ground state, then spin-spin
correlations, orbital-orbital correlations, and exciton-exciton correlations were calculated to
analyze the properties of each phase. The (jeff , m)-resolved local electronic densities were
also studied to identify the relativistic band insulator phase. The dashed line inside the
excitonic condensate region (green region) is a guide to the eyes to show the BCS and BEC
limits of the excitonic condensate.
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Figure 3.6: λ/W vs U/W phase diagram calculated using DMRG for a one-dimensional
system. The two red arrows corresponds to the paths used in panels (c,d) of Fig. 3.4. The
vertical red arrow is choosen at U/W = 1.75, and depicts Path-1 of Fig. 3.4(c). The diagonal
red arrow corresponds to the Path-2 used in Fig. 3.4(d). The notation RBI, IC-SDW, FM,
IOO, EC, AFM, and NMI stands for relativistic band insulator, incommensurate spin-density
wave, ferromagnetic, excitonic condensate, antiferromagnetic, and non-magnetic insulator,
respectively.

3.4

Hartree-Fock results in two-dimensions

In this section, we will present and discuss the results obtained in two-dimensional
lattices by performing mean-field calculations in real-space. Hartree-Fock approximations
are appropriate to study excitonic condensates as shown in the original publications that
started this field [79, 80, 81], as well as in recent numerical calculations on Falicov-Kimball
models [92, 113].
In Fig. 3.7(a), we show the full λ vs U phase diagram for the two-dimensional lattice.
To identify the various phases, we calculated the spin structure factor and orbital structure
factor on 16×16 clusters with periodic boundary conditions for all the points explicitly
shown in the phase diagram. Our mean-field calculations in two dimensions capture almost
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Figure 3.7: Panel (a) shows the λ vs U phase diagram for the square lattice, calculated
using the Hartree-Fock approximation. In panels (b) and (c), the momentum distribution
function of excitons ∆(q) is shown at λ = 0.53 and λ/W = 0.592, respectively, for fixed
U/W = 0.5 and a 24×24 system. The coherence length for various values of λ, at fixed
U/W = 0.5, for system sizes 8×8, 16×16, and 24×24 are in panel (d). The N (π, π), S(π, π),
and L(π, π) are in (e) for various values of λ, at fixed U/W = 0.5 and using a 24×24 cluster.
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all the phases found in our numerical exact one-dimensional results, the main difference
being having shifted boundaries, to be expected considering the different dimensionality
and different many-body approximations. The only important difference is that our meanfield calculations do not capture the non-magnetic phase in strong coupling, because the
lattice non-magnetic state can be written as a direct product of Jeff = 0 at each site i.e. ...
|Jeff=0 ii ⊗ |Jeff=0 ii+1 ⊗ |Jeff=0 ii+2 ..., where each Jeff = 0 state in the LS coupling limit is a sum
of Slater determinants. However, the excitonic condensate phase, the focus of the present
chapter, is properly captured by Hartree-Fock and it is present even in a larger region of
the phase diagram than in one dimension, hence giving us a good opportunity to discuss the
BCS-BEC crossover in two-dimensional lattices. We confirmed that increasing λ the system
transists from IC-SDW metal to excitonic insulator at intermediate U , by calculating single
particle density-of-states (see Appendix B.5). It must be noted that the excitonic magnet, at
large U , found in Hartree-Fock calculations cannot be described by condensation of triplons.
In the intermediate U region, the band insulator is present at large λ with excitons as local
objects and the band gap is larger than the binding energy of excitons. As λ decreases, the
excitonic magnet emerges due to the condensation of these conventional excitons. The above
described scenario can be captured in mean-field theory calculations leading to the exctionic
condensate state, as discussed earlier [79, 80, 81].
To proceed with our discussion, we fix U/W = 0.5 (W = 8t) where the excitonic
condensation is present in a narrow but finite range of spin-orbit coupling, while for smaller
λ’s the IC-SDW phase is present. Similar to our one-dimensional DMRG calculations, in
two dimensions we found that inside the excitonic condensate region (at a fixed weak or
intermediate U/W values), rcoh decreases on increasing λ, as shown in Fig. 3.7(d) depicting
the BCS-BEC crossover. We have calculated rcoh for system sizes 8×8, 16×16, and 24×24.
We found that in the BCS limit, rcoh increases as the system size increases and rcoh can
reach values as high as ≈ 15.0a for the 24×24 lattice. This clearly supports our claim for the
presence of the BCS state above the IC-SDW region, as in our DMRG chain calculations.
On the other hand, in the BEC limit, below the relativistic band insulator in the phase
diagram, rcoh is O(0.1a), as shown in Fig. 3.7(d). Figure 3.7(e) displays S(π, π) and L(π, π),
for U/W = 0.5, showing that only for a finite range of λ the antiferromagnetic ordering
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develops. We also show the momentum distribution function of excitons ∆1/2 (q) at λ/W =
0.53 and λ/W = 0.592 in the BCS and BEC limits, respectively. In the BEC limit ∆(q)
is much sharper near q = (π, π) than in the BCS limit, as expected because in BEC a
larger ratio of excitons is expected at the condensation momentum than other momenta.
To further investigate the above claim we calculated the ratio of excitons at wavevector
q = (π, π) and at other wavevectors using N (π, π) = ∆1/2 (π, π)/h∆1/2 (q 6= (π, π))i, where
P
h∆1/2 (q 6= (π, π))i = L21−1 q6=(π,π) ∆1/2 (q). It is evident from Fig. 3.7(e) that N (π, π)
increases as we transition from the BCS to the BEC limits.

3.5

Conclusions

In this chapter, we studied the degenerate t42g multiorbital Hubbard model in the presence
of spin-orbit coupling, using one-dimensional chains and numerically exact DMRG and also
using two-dimensional clusters within the Hartree-Fock approximation. In both calculations,
we provide evidence for a BCS-BEC crossover in the spin-orbit excitonic condensate, in the
regime of robust Hund coupling fixed as JH = U/4. Within our accuracy, we established
that in this model and at intermediate U/W , the system transits from an IC-SDW metallic
phase to the BCS limit of an antiferromagnetic excitonic condensate. Further increasing λ
the coherence length of electron-hole pairs decreases rapidly as the system crossovers to the
BEC regime. This BEC regime ends as eventually the system transits to the relativistic
band insulator on increasing further λ. Our work provides the first indications of a BCSBEC crossover in the excitonic magnetic state at intermediate U/W , a region of couplings
that cannot be explored within approximations developed in the large U/W regime.
We hope our results will encourage further theoretical and experimental investigations
on t42g coumpounds with robust spin-orbit coupling. Although our study is performed using
degenerate orbitals, we believe that our findings could be generic and relevant for materials
showing magnetic excitonic condensation at intermediate values of the Hubbard repulsion
and spin-orbit coupling. We believe that it will be also interesting and informative to
investigate the dopings other than n=4, as many fractional filled 4d/5d transition metal
oxides have also gained considerable interest in the last few years. To pursue this path, we
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discuss the physics of fractionally filled , n=3.5, one-dimensional chains using DMRG in the
next Chapter.
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Chapter 4
Block Excitonic Condensate in a
Spin-Orbit Coupled t2g Multiorbital
Hubbard Model
In the last decade, the 4d/5d transition metal oxides have received considerable attention in
the Condensed Mater community, specially because they provide a unique platform for the
development of unconventional magnetic and transport properties mainly as a consequence
of a robust spin-orbit coupling [30, 31, 32, 33, 34, 35, 36, 37, 38, 46, 49]. One of the
most interesting materials is Sr2 IrO4 containing Ir4+ ions, with an electronic density n = 5
[39]. This compound displays similarities with La2 CuO4 , even with a relatively smaller
Hubbard repulsion, because both exhibit long-range antiferromagnetic ordering in quasi twodimensional layers [47, 48]. The realization of an effective layered half-filled Hubbard model
in Sr2 IrO4 is a result of a spin-orbit coupling λ close to 0.5 eV that splits the t2g states into
jeff = 1/2 and jeff = 3/2 sectors with a gap approximately equal to 3λ/2. At n = 5 this leads
to a half-filled jeff = 1/2 band and concomitant Mott/Slater insulator behavior. Besides the
iridates, other materials have also similarly interesting properties [45, 50, 51]. Even in the
context of iron superconductors the importance of spin-orbit coupling has been remarked
[58, 18, 61, 62].
Another interesting scenario which has been recently theoretically investigated led to
the prediction of unusual magnetism in the n = 4 case [85, 56, 57, 64, 63, 65, 94]. At
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this electronic density, spin-orbit excitons (for details see Sec. 4.2.1) were found to condense
at momentum q = π, both in the intermediate and strong coupling limits, and also display
antiferromagnetic staggered magnetic order. Experimentally, for double perovskite materials
such as Sr2 YIrO6 and Ba2 YIrO6 , with Ir5+ ions and a 5d4 configuration, the presence of the
exciton condensate, as discussed time ago in semiconductors [79, 80, 81], has been debated
[52, 55, 53, 54, 101]. Recent RIXS (resonant inelastic x-ray scattering) experiments on
Sr2 YIrO6 and Ba2 YIrO6 have unveiled Jeff = 1 and Jeff = 2 excitations with weak dispersion
at energies appproximately 0.37 eV and 0.7 eV [102], respectively, which suggests that the
bandwidth of excitonic excitations is not sufficiently large when compared with λ to realize
the predicted spin-orbit exciton condensate. It should be noted that these Jeff = 1 and
Jeff = 2 excitations can be understood in terms of more conventional excitonic (electronhole pair) states [79, 80, 81] between jeff = 3/2 and jeff = 1/2 sectors. Because in these
excitations electrons jump from jeff = 3/2 to jeff = 1/2 states, the addition of angular
momentum suggests that this will lead to Jeff ∈ { 23 − 12 , 23 + 12 } i.e. Jeff = 1 or 2 excitations.
In the layered Sr2 IrO4 compound, these spin-orbit excitons are also present as stable excited
states as shown by recent RIXS and optical conductivity measurements [40, 41, 42] [note
that the notation Jeff is used for the total effective angular momentum of the system (or an
atom), while jeff refers for the effective angular momentum of single particle states. In the
rest of the Chapter, we follow the same convention].
In addition to the above mentioned progress, it should be remarked that there are several
real quasi-one dimensional materials with robust spin-orbit coupling strength that have
been studied in the literature. The doped variants of the materials reported below may
directly realize the physics discussed in this Chapter, because our calculations are based on
numerically exact solutions of one-dimensional multiorbital models. For example, recently
1D stripes of Sr2 IrO4 [43] were grown epitaxially and RIXS spectra have shown the presence
of spin-orbit excitons at energies nearly 0.6 eV. Other examples of one-dimensional jeff = 1/2
antiferromagnets includes CaIrO3 [71, 114, 115, 116] and Ca4 IrO6 [67, 117]. BaIrO3 also
belongs to the 5d5 class but have shown an unexpected charge-density wave [118, 119]. There
are also mixed 3d-5d one-dimensional insulators, such as Ba5 CuIr3 O [120] and Sr3 CuIrO6
[?, 121]. La3 OsO7 , which lies in the category of 5d3 , is also a quasi-one-dimensional material
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with antiferromagnetic ordering and TN = 45 K [122]. There are also examples of quasione-dimensional materials with fractional valence states of the Ir and Rh ions, such as
Ba5 AlIr2 O11 [66, 123, 124], Ca5 Ir3 O12 [125, 126], and Sr3 Rh4 O12 [67].

BaRu6 O12 and

KRu4 O8 are examples of quasi-one-dimensional ruthenates [127, 128] that have also attracted
considerable attention. The combination of the existence of real quasi-one-dimensional 4d
and 5d materials and our model studies employing numerically very accurate techniques
provides a unique opportunity to explore and understand the phases which can emerge from
the interplay of spin-orbit coupling, Coulomb electronic repulsion, and kinetic energy.
To obtain our results we use the numerically accurate density matrix renormalization
group (DMRG) technique [129, 77] to solve the degenerate three-orbital Hubbard model in
one-dimension. Up to now studies of the phases emerging in fractionally-filled three-orbital
Hubbard models with spin-orbit coupling are relatively few, particularly as compared to the
thoroughly investigated integer fillings, such as n = 5 and n = 4. To develop a conceptual
understanding, here we used doping n = 3.5, i.e. 3.5 electrons per site in average, using a
model with degenerate bands. Via DMRG calculations here we report the phase diagram
varying λ and U . To our best knowledge, theoretical studies at this electronic doping have
not been presented before.
The organization of this Chapter is as follows. In Sec. 4.1, the model used for our study
is defined and the details of the computational method are explained. The main results are
presented in Sec. 4.2, including the phase diagram varying U and λ. In particular, firstly
we present the evidence for the novel block excitonic phase that we unveiled, and then we
address the different magnetic phases present in the complete phase diagram, followed by
a description of the density of states (DOS). In Sec. 4.3, we discuss our main results and
present our conclusions.

4.1

Model and Method

In this manuscript, we use the three-orbital Hubbard model in the presence of spinorbit coupling. The Hamiltonian contains a tight-binding term, an on-site Hubbard-Hund
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interaction, and a spin-orbit coupling: H = HK + Hint + HSOC . The tight-binding portion is
HK = −

X

tγγ 0 (c†iσγ ci+1σγ 0 + h.c.) +

i,σ,γ,γ 0

X

∆γ niσγ .

(4.1)

i,σ,γ

To gain conceptual understanding, we have focused on the simplest case of degenerate t2g
states, hence we fixed tγγ 0 = tδγγ 0 , where t = 0.5, and ∆γ = 0. This leads to a total bandwidth
(W ) = 2.0 eV in the non-interacting limit. The on-site Hubbard-Hund interaction and spinorbit coupling (SOC) terms are already described in Chapter 2
In the non-interacting limit, both the SOC and tight-binding terms can be diagonalized
simultaneously to obtain the following Hamiltonian:

HK + HSOC =

X
X
λ
(2t cos(k) + λ)a†k, 1 ,m ak, 1 ,m . (4.2)
(2t cos(k) − )a†k, 3 ,m ak, 3 ,m +
2
2
2
2
2
k,m
k,m

√ P
Above we used a†k,jeff ,m = 1/ L l e−ιlk a†l,jeff ,m , where a†l,jeff ,m is the creation operator for an
electron with total effective angular momentum jeff and z-projection m. Equation (4.2) is
useful to understand the non-interacting limit of the model. As λ is increased, the jeff = 3/2
and jeff = 1/2 bands split. For the doping n = 3.5 addressed in this study, in the large λ limit
all electrons will be located in the jeff = 3/2 band, making the jeff = 3/2 band fractionally
filled and the jeff = 1/2 band empty. This phase is called jeff = 3/2 metal. In Appendix C.2,
we also present the local Coulomb interaction term expressed in the jeff basis. Note that
the global U (1) symmetries, corresponding to the conservation of number of particles in the
(j, m) states separately, are preserved only for JH = 0 and U = U 0 . Thus, for the case of
a finite Hund coupling, as investigated in the present Chapter, these U (1) symmetries are
explicitly broken leading to the possibility of long-range order in some channels.
Because our primary interest is to understand the subtle phases emerging from the
competition of the Coulomb interaction, spin-orbit coupling, and kinetic energy, we used
the DMRG technique which is numerically exact in one dimension. DMRG can treat the
above three terms in the Hamiltonian on equal footing. We solved the above described
model for various system lengths, such as L = 8, 16, 24, 32, and 48, fixing the average local
density to n = 3.5. To reduce the cost of the simulations, we have targetted subspaces of
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the total Jzeff =

eff
i (Jz )i ,

P

which is possible because [H, Jzeff ] = 0 for the chosen tight-binding

parameters (for details see [94]). For the DMRG process, we used up to 1000 states and the
corrected single-site DMRG algorithm [78] with correction a = 0.001 − 0.008. We performed
35 to 40 sweeps to gain proper convergence to the ground state properties. After convergence,
we calculated the spin structure factor S(q), local occupations hnjm i, local moments S2i , L2i ,
0

0

†j̃ m̃
j̃m 0
2
and (Jeff
i ) , and also the exciton pair-pair correlation h∆j m̃ (i)∆jm (i )i in order to construct

the phase diagram. Moreover, we also used the DMRG correction vector method [106] with
L = 16, as well as the Lanczos algorithm [9] with L = 4, to calculate the single-particle
DOS.

4.2

Results

In Fig. 4.1, we show the phase diagram that we obtained varying U and λ in units of the
non-interacting bandwidth W , at a fixed average local electronic density n = 3.5. The main
result is the presence of a “block excitonic condensate”, accompanied with block magnetic
ordering (in a ↑↑↓↓ pattern). We will discuss this novel phase, and other phases, in the
following subsections. Also note that our study is in one dimension. For this reason when
we express that in a range of U and λ we are located at a particular phase with particular
characteristics, this always has to be interpreted in the sense of dominant power-law decaying
correlations, as opposed to true long-range order. However, in the Appendix C.2 we show
that the U (1) phase characteristic of other excitonic condensates is explicitly broken in our
calculation allowing for long-range order in the block exciton condensate regime to develop,
compatible with the numerical results to be shown below.
Before discussing the results in detail, note that we expect the boundaries in the phase
diagram Fig. 4.1 to correspond to first-order transitions if different symmetries are broken
on both sides. In other words, at zero temperature we expect that each boundary between
different symmetry breaking patterns corresponds to a level crossing. Computationally
this could be tested by plotting the ground state energy varying for example U/W at
constant SOC, using a grid of couplings very close to the transition. If a discontinuity
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Figure 4.1: Shown is the main result of this Chapter, namely the λ - U phase diagram
for n = 3.5, where W = 2.0 eV. The labels IC − SDW , Block(EC), F M , and P M stand
for Incommensurate Spin Density Wave, Block Excitonic Condensate, Ferromagnetic, and
Paramagnetic phases, respectively. j = 3/2 is a metallic phase at large SOC where all
electrons are in a j = 3/2 band, split from the j = 1/2 band that is empty. The labels M
and I are used in the IC-SDW, Block EC, and j=3/2 phases to denote metal and insulator,
respectively. For the other regimes we could not establish with certainty their metallic vs
insulating character. The high density of points was achieved by using a system size L = 16
for the DMRG calculations, but several points in the phase diagram were obtained with
L = 32 chains, as described for special cases below.

in the ground state energy first derivative is found at the transition, a first-order transition
occurs. However, these calculations are very time consuming in our multi-orbital model, thus
a confirmation of our expectation of first-order transitions is left for future work. Of course,
if two regimes are merely separated by a crossover, then this crossover region resembles a
continuous transition qualitatively.
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4.2.1

Condensation of spin-orbit excitons

We now proceed to show and discuss the evidence of excitonic condensation in our phase
0

j̃m
diagram. We define the creation operator for an exciton at site i as ∆†jm
(i) = a†ijm aij̃m0 ,

where j = 1/2 and j̃ = 3/2 are fixed. The exciton created by the above operator consists
of a hole located at a j̃ = 3/2 state with projection m0 and an electron with j = 1/2 with
projection m. These excitons are called “spin-orbit excitons” because the electron-hole pair
is present in a spin-orbit entangled state. A similar excitonic operator was used before in
[94, 64] to investigate the condensation of spin-orbit excitons for the n = 4 case. We would
like to mention that the present work is the first study where the condensation of these
excitons is shown to be stable for n = 3.5.
To investigate excitonic condensation we measure the real-space correlation between
0

0

0
the excitons i.e. h∆†jj̃m̃m̃ (i)∆j̃m
jm (i )i. Here we would like to mention that earlier similar

type of analysis was performed for one-dimensional systems to investigate quasi-excitonic
condensations but in simpler models such as the extended Falicov-Kimball model [91].
For the spin-orbit excitons, as the quantum number m can take two values (m = ±1/2),
this gives rise to two channels for excitonic condensation, namely the singlet and triplet
channels [79, 80, 81, 83]. We define the exciton creation operators in both channels in the
following manner:
φs (i) =

X

∆j̃m†
jm (i),

(4.3)

∆j̃m†
jm0 (i)τmm0 ,

(4.4)

m
t

φ (i) =

X
mm0

where τ are the Pauli matrices.
In Fig. 4.2(a), we show the real-space correlations between the exciton pairs (with respect
to the central site defined as i0 = 23) for a system size L = 48, at U/W = 4.0 and λ/W =
0.1. In Fig. 4.2(a), we fix m = 1/2. Note the robust block ordering [+ + −−] that we

found in the pair-pair correlation between excitons (see “m̃0 = m̃ = m0 = 1/2”, red line),
consisting of holes and electrons with the same projection jzeff = 1/2. We also noticed
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Figure 4.2: Panels (a,b) show the exciton-exciton correlation in real space, at U/W = 4.0
and λ/W = 0.1 using a L = 48 system size. For panels (a,b), m = 1/2 and i0 =23 (in the
middle of a chain with open boundary conditions) are fixed. Panel (c) shows the momentum
distribution function for excitons at U/W = 5.0 and λ/W = 0.15. Similar momentum
distribution functions of excitons for various λ’s are shown in panel (d). A system size
L = 32 is used for panel (d).

the presence of very long distance correlations between excitons of opposite projections
(see “m̃0 = m̃ = −m0 = −1/2” in Fig. 4.2(a), black line), i.e. one exciton consists of a

hole and electron pair with projection jzeff = 1/2 and the other exciton is made up of a

hole and electron with projection jzeff = −1/2. Note that the above discussed excitonic
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correlations will contribute to both the singlet and the z component of the triplet channels.
Similarly, we can create excitons consisting of electron (jzeff = 1/2) and hole (jzeff = −1/2)
with different projections: the correlations between these excitons are shown in Fig. 4.2(a)
(see “m̃0 = −m̃ = m0 = −1/2”, orange line) and they display a rapid exponential decay.
These excitonic correlations contribute to the x and y components of the triplet channel.
Using the above information and Eqs.(4.3,4.4), we calculate the real-space correlations
for the excitons in the singlet and triplet channels (z component). As shown in Fig. 4.2(b),
clearly the triplet channel is the dominant showing quasi long-range order (likely a very
slow power-law decay in our finite one dimensional system). As discussed before, the x and
y components of the triplet channel have exponential decay. This asymmetry between the
x, y, and z components is just a consequence of targeting the total Jzeff sector in our DMRG
simulations. For the one-dimensional case studied here, long range correlations (slow powerlaw decays) is used as evidence for excitonic condensation. For a simpler two-band models,
early work [79, 80, 81] showed that condensation of excitons in the triplet channel leads to
a spin-density wave and in the singlet channel leads, instead, to a charge-density wave.
Surprisingly, we also observed block magnetic ordering in the excitonic condensate phase
reported here, which will be discussed in detail in Sec. 4.2.2. The dominating correlations in
the z direction of the triplet channel implies that the relevant excitons are created by pairing
electron and holes with the same jzeff , and from now on we will focus only on these excitons.
P
j̃m
0
ιq(i−i0 )
The momentum distribution function for excitons is ∆m (q) = L1 i,i0 h∆†jm
(i)∆j̃m
.
jm (i )ie
This quantity provides an indication of the number of excitons (with projection m) at
momentum q. In Fig. 4.2(d) we show ∆m (q) for U/W = 5 and various λ’s. For spinorbit coupling strength λ/W / 0.07, in the ferromagnetic region (to be discussed in more
detail in the next subsection), the momentum distribution function is nearly flat. But at
larger spin-orbit coupling, excitons condense at momentum π/2 and on further increasing λ,
the number of excitons at q = π/2 again decreases, as shown in Fig. 4.2(d). The spin-orbit
coupling strength for this crossover from the ferromagnetic phase to the block-excitonic
condensate depends on the strength of U . We noticed the interesting feature (see phase
diagram in Fig.(4.1)) that for U/W ' 5, a larger U needs a larger λ for the condensation
to occur. We also found π/2 order in the excitonic correlations above the IC-SDW region,
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as shown in the phase diagram of Fig. 1, contrary to the strong coupling region, where
increasing U needs smaller a λ for stabilizing the block-excitonic condensate.
We also show the finite-size scaling of the excitonic momentum distribution function in
Fig. 4.2(c), for system sizes L = 8, 16, 24, and 32. The nearly linear growth of ∆1/2 (q = π/2)
with the system size (L) again suggests the presence of a robust excitonic condensation.
Long-range order is possible because the U (1) symmetry is explicitly broken in the model,
as discussed in the Appendix C.2.

4.2.2

Magnetic ordering

In this subsection, we will discuss and show the evidence for the different types of magnetic
orderings found in the phase diagram. To investigate the various magnetic orderings, we
calculate the spin-spin correlation hSi · Sj i, and associated spin structure factor S(q) =
P
P 2
1
1
ι(i−j)q
2
hS
·
S
ie
.
We
also
calculated
the
averaged
local
moments,
hS
i
=
i
j
i,j
i hSi i.
L
L

Similarly we calculated hL2 i, h(Jeff )2 i, and hL · Si. To evaluate the angle between the

average local spin and average local orbital moment, i.e. φLS , we used φLS = cos−1 ( hL·Si
),
hlihsi
where hli(hli + 1) = hL2 i , and hsi(hsi + 1) = hS2 i.

For U/W / 3.5, we found that the IC-SDW region is smoothly connected to the noninteracting limit. In this region (red region in Fig. 4.1) the local moments gradually form
up to the saturated values hS2i i = 2.875 and hL2i i = 1 as we increase U/W . Eventually this
IC-SDW phase crossovers to the ferromagnetic (FM) phase. We noticed that in this IC-SDW
region, the spin-ordering vector continuously changes depending on the values of U and λ, as
shown in Appendix C.3, which we believe is the result of Fermi surface renormalization by
the combined effect of U and λ. In Fig. 4.3(a), we show the real-space spin-spin correlation
for U/W = 3 and λ/W = 0 depicting the incommensurate order, for a system size L = 32.
By increasing λ, we found the block magnetic ordering phase above this IC-SDW region, but
only as long as U/W ' 1.0, as shown in the phase diagram Fig. 4.1. This block magnetic
order survives up to λ/W ≈ 1. In Fig. 4.3(b), we display the spin structure factor S(q) for
U/W = 3 for various λ/W ’s depicting the clear transition from IC-SDW to block magnetic
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Figure 4.3: In panel (a) the real-space spin-spin correlations are shown for U/W = 3 and
U/W = 5, and for λ/W = 0 and λ/W = 0.15. In panels (b) and (c), the spin structure
factor S(q) is shown for U/W = 3 and U/W = 5, respectively, and for various values of
λ/W , as indicated.

order. We also show the real-space spin-spin correlation at U/W = 3 and λ/W = 0.15 in
Fig. 4.3(a), portraying the block magnetic order (↑↑↓↓↑↑).
As shown in Fig. 4.1, for λ/W = 0 the above mentioned IC-SDW phase is directly
connected to the ferromagnetic (FM) region in the strong coupling limit; this transition
happens approximately at U/W ≈ 3.9. In this FM phase, the local spin and orbital moments
are fully saturated. The saturated values of the moments can be understood by considering
the two-sites case in the large U limit. As we are interested in density n = 3.5, in the
large U limit the main contribution to the two-sites ground state will arise from the d3 -d4
configuration. The d3 site will have local hS2 i = 32 ( 32 + 1) = 3.75, while the d4 site will have

local hS2 i = 2, leading to an average 2.875. Similarly the average local moment hL2 i = 1
arises from hL2 i = 0 (for d3 ) and hL2 i = 2 (for d4 ).
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Figure 4.4: (a) Average local moments and hL · Si/hlihsi for U/W = 5, shown for various
λ/W s. In panel (b), φLS is presented for several λ/W ’s and U/W ’s, where the color depicts
the value of φLS as shown in the side panel scale.

As we increase λ in this FM phase, the system eventually transitions to the block magnetic
ordering. In Fig. 4.3(a), we show the real-space spin-spin correlations for U/W = 5.0 and
λ/W = 0.0, and for U/W = 5.0 and λ/W = 0.15, as evidence of the ferromagnetic and
block magnetic orders, respectively. The spin structure factors for U/W = 5.0 are shown
in Fig. 4.3(c) for various λ0 s, depicting the crossover from the ferromagnetic to the block
magnetic ordered phases. As discussed in Sec. 4.2.1, we suspect this block magnetic ordered
phase is related with the condensation of spin-orbit excitons at momentum q = π/2. Note
that for all the points shown in Fig. 4.1 in the block exciton condensate region (green region
in the phase diagram of Fig. 4.1), we found block magnetic ordering and condensation of
excitons at q = π/2. We also noticed that, as we increase λ, gradually ∆1/2 (q = π/2)
decreases and the system transitions smoothly into a paramagnetic (PM) phase, with a
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nearly flat spin structure factor. This PM phase is exotic because it is stabilized at large
SOC and large U/W . Its properties will be studied in future work.
Now we turn our focus towards the effect of spin-orbit coupling on the local moments. In
Fig. 4.4(a), we fixed U/W = 5, and on increasing λ we observed that the local hS2 i and hL2 i
remain nearly 2.875 and 1.0, respectively. But although their magnitudes are nearly constant
there is a substantial change in the relative orientation of the spin and orbital moments i.e.
they gradually modify their relative angle from π/2 to 0. This rotation affects the local
h(Jeff )2 i, which decreases as the spin and orbital moments become parallel. In Fig. 4.4, we
show the average angle between the local spin and orbital moments. We notice that, as we
increase U , smaller λ’s are enough to render S and L parallel to each other. This indicates
that Coulomb interactions enhance the effect of spin-orbit coupling and helps to entangle the
spin and orbital moments. It is interesting to observe that the novel block excitonic phase we
found lies in the region where L and S are parallel to each other with hL · Si ≈ hlihsi ≈ 0.8.
We would like to mention that hL · Si is directly related to the branching ratio calculated by
XAS (X-ray Absorption Spectroscopy) experiments for the materials where SOC is robust
[70].

4.2.3

Local Densities and Density of States

In the last two subsections we established the presence of a novel block excitonic condensate,
accompanied with block magnetic order. Now we will discuss the spin-orbit basis-resolved
P
average local occupations hnjm i = L1 i hni,jm i using a L = 16 sites system. We also calculate
the DOS (ρjm (ω − µ)) on a 4-site chain using Lanczos [9], and on a L = 16 system using
the DMRG correction vector method [106], where µ is the chemical potential evaluated via
(E(N +1)−E(N −1))/2 for a system with N electrons. In particular, we used the DMRG++
computer program [130] and the Krylov formulation [107] for the DMRG correction vector
method [106].
In Fig. 4.5, we show the effect of spin-orbit coupling on the average local occupations
hnjm i for three different U values i.e. U/W = 0.01, U/W = 3.0, and U/W = 5.0. Before
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Figure 4.5: Average local occupations hnjm i shown for U/W = 0.01, U/W = 3.0, and
U/W = 5.0, with increasing λ/W . For j = 1/2 and j = 3/2, m can be {±1/2} and
{±1/2, ±3/2}, respectively.

explaining the results we would like to mention that the occupations in the t2g orbital basis
for any λ and U are found to be same i.e. hnσα i ≈ 0.5833, which is consequence of using
degenerate orbitals in the kinetic energy term, and Coulomb interaction and spin-orbital
coupling that do not break this symmetry in the t2g orbitals. The “good” basis for systems
in the presence of spin-orbit coupling (in non-interating limit) is provided by the j, m states,
thus it is reasonable to discuss the occupation in terms of hnjm i. For small values of Coulomb
interaction, such as U/W = 0.01, we clearly reproduce the physics of the non-interacting
limit. For λ = 0 we found hnjm i ≈ 0.5833 and as we increase λ the system transitions to
a jeff = 3/2 metallic regime where the low-energy jeff = 3/2 band is fractionally filled with
hn3/2m i = 0.875 electrons per site, and the higher energy band jeff = 1/2 is empty. At larger
U/W values, this jeff = 3/2 metallic phase is pushed towards larger λ. As also shown in
Fig. 4.5, that for U/W = 3 and U/W = 5 we do not find a jeff = 3/2 metal for λ/W as
large as 2.0. This explains the curvature of the lower boundary of the jeff = 3/2 metal in the
phase diagram Fig. 4.1. To confirm these results, we also calculated the local occupations
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Figure 4.6: Density of states, ρjm (ω − µ), near µ shown for various values of λ/W , and
at jeff = 3/2 and jeff = 1/2 in panels (a) and (b), respectively. In panels (c) and (d), the
total ρ(ω − µ) is shown for λ/W = 0.15 and λ/W = 0, respectively. All the above results
are calculated for a L = 4 (OBC) site cluster using Lanczos at U/W = 5.0. A broadening
η = 0.1 was used for all the results above. For j = 1/2 and j = 3/2, m can be {±1/2} and
{±1/2, ±3/2}, respectively.
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for different U/W ’s at a fixed λ/W = 2.0, and found that increasing U gradually increases
the filling in the jeff = 1/2 state.
Now let us discuss the DOS calculated using the Lanczos method employing a four-site
cluster with open boundary conditions. We checked that even using such a small four-site
system, we obtain the same phases as in the phase diagram Fig. 4.1. Firstly, let us discuss
P
the total DOS ρ(ω − µ) = jm ρjm (ω − µ) for λ = 0, as shown in Fig. 4.6(d) for U/W = 5.0
where we have a FM ground state. We noticed that away from the chemical potential we
have four dominant peaks, named P 1, P 2, P 3, and P 6. These single-particle excitations
can be understood in the strong coupling limit using a two-site cluster, as explained in
Appendix C.1. The interesting feature is the presence of a metallic band near the chemical
potential: in the two-site limit this band consists only of two single-particle excitations P 4
and P 5. This metallic band in the strong coupling limit, Appendix C.1, contains nearly 0.5
itinerant electrons per site, which are moving in the ferromagnetic background of the other
electrons, and leads to a FM metal. For U/W = 5, the occupied part of this metallic band
is made of nearly 0.7 electrons per site.
Let us investigate the effect of λ on the density of states. In Fig. 4.6(c), we show ρ(ω − µ)
for U/W = 5 and λ/W = 0.15. At these couplings our Lanczos results show block magnetic
order (with block excitonic order). We noticed that the positions of the peaks away from µ
are not changed much, but the DOS at µ decreases with a tendency to open a gap as we
move into the block excitonic phase. To explore this issue further, we calculated the j, mresolved DOS ρjm (ω − µ) near the chemical potential for different λ/W values, as shown in
Figs. 4.6(a,b). For both jeff = 3/2 and 1/2, note that with increasing λ/W the DOS near µ
decreases with the split in the metallic band. But for jeff = 1/2, the DOS below µ gradually
decreases to 0, because in the limit of very large λ/W the jeff = 1/2 states will be empty. It
should be also noted that for λ/W = 0.5, we already see the emergence of states near the
chemical potential for jeff = 3/2, with the system moving towards the paramagnetic phase.
From the above exact analysis of the four-site system, we can conclude that there is a clear
tendency towards the opening of a gap in the block phase, thus a clear tendency to form an
insulator.
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To confirm that the above described results persists for larger systems, we also calculated
ρjm (ω − µ) near the chemical potential using the DMRG vector correction method for a L =
16 site system. We again fixed U/W = 5 and focused on λ/W = 0 and λ/W = 0.15, which
shows ferromagnetic and block magnetic ordering, respectively, as discussed in Sec. 4.2.2. We
noted that the metallic band is clearly present in the ferromagnetic phase, see Fig. 4.7(b).
This suggests that indeed there is a fraction of electrons that develop a metallic band,
having other localized electrons create a ferromagnetic background with spins S ≈ 3/2. If
now we increase λ/W to 0.15, driving the system towards the block excitonic phase, both the
jeff = 3/2 and 1/2 sectors show a tendency to open a gap and being insulating. These results
further confirm the understanding deduced from the small L = 4 exact result. To establish
the insulating nature of the block excitonic phase, we calculated the single-particle charge
gap ∆c = EN +1 + EN −1 − 2EN , where N is the total number of electrons. We performed
finite-size scaling of the gap ∆c using various system sizes between L = 8 and L = 44. As
shown in the inset of Fig. 4.7(a), we noticed that limL→∞ ∆c (L) converges approximately to
0.1 eV.

The novel block phase shown in this Chapter resembles the block magnetic order phase
reported earlier in the context of three-orbital Hubbard models. In fact, block magnetic
ordering, without the excitonic condensate component, has been found previously in models
without spin-orbit coupling, in the context of the Orbital Selective Mott Phase (OSMP) [5,
25, 26, 27, 110]. In the latter, two orbitals are metallic with fractional filling and one orbital
is insulating with half-filling. However, note that the block phase discussed in this Chapter
is not accompanied by an OSMP phase, as indicated by the average local occupations.
Instead the novel block phase discussed here is accompanied by the condensation of spinorbit excitons at momentum q = π/2 for which a finite spin-orbit coupling is a necessary
condition.

62

0.3

j = 3/2
j = 1/2

∆c

ρjm(ω-µ)

0.3

0.2 0.0

0.02

1/L

0.1

(a)
λ/W =0.15
U/W =5.0

0.1
0.0

ρjm(ω-µ)

0.3 (b)

λ/W =0
0.2 U/W =5.0
0.1
0.0
-2

-1

0

ω-µ

1

2

Figure 4.7: Density of states, ρjm (ω − µ), shown for a L = 16 site system at λ/W = 0.15
and λ/W = 0 in panels (a) and (b), respectively. The DMRG vector correction method
is used to calculate these results. U/W = 5.0 and a broadening η = 0.1 are employed.
The inset in panel (a) contains a finite-size scaling of the charge gap at λ/W = 0.15 and
U/W = 5.0. For j = 1/2 and j = 3/2, m can be {±1/2} and {±1/2, ±3/2}, respectively.

4.3

Conclusions

In this Chapter, we used an accurate numerical technique, DMRG, to construct the λ vs U
phase diagram for the one-dimensional three-orbital Hubbard model at n = 3.5. As our main
result, we provide the first numerical evidence for the condensation of spin-orbit excitons
in the fractionally filled three-orbital Hubbard model. Our calculations show that the spinorbit excitons condense in the triplet channel and at momentum π/2, for all the points shown
inside the green region of the phase diagram displayed in Fig. 4.1. This quasi-condensation
of excitons is accompanied by tendencies to open a gap at the chemical potential and also
by block magnetic ordering. Interestingly, the block excitonic condensate unveiled here can
be stabilized by introducing the spin-orbit coupling on both the IC-SDW and Ferromagnetic
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metallic phases. We also noticed that in this novel block excitonic condensate phase, local
spin and orbital moments are highly entangled and nearly parallel to each other.
We believe the results reported in this chapter – which are unique given the considerable
computational effort needed that requires vast computational resources – will encourage
further theoretical and experimental investigations on fractionally-filled iridates [131, 132,
133, 134, 135] and also on other quasi-one dimensional materials with large spin-orbit
coupling. While our model calculations cannot establish which precise material will realize
the novel phase unveiled, we believe from now on the block condensate has to be considered
among the candidate states when n = 3.5 materials are studied.
In this chapter we have shown a novel way to stabilize exotic block magnetic ordering
in presence of robust spin orbit coupling. The block magnetic ordering up to this point was
only discussed in the context of low-dimensional iron based supercounductors, accompanied
with orbital-selective Mott phase. In the next chapter, we will discuss the spin dynamics on
this block orbital-selective Mott phase.
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Chapter 5
Spin dynamics of the block
orbital-selective Mott phase
5.1

Introduction

Inelastic neutron scattering (INS) measurements are crucial for the study of quantum
magnetism in condensed matter physics. This powerful experimental technique provides
detailed information of momentum and energy resolved spin excitations. The importance of
INS studies is best illustrated in the case of high critical temperature superconductors.
Shortly after the discovery of the copper-oxide compounds it became evident that the
standard BCS theory of the electron-phonon coupling could not explain the experimental
findings.

Simultaneously, INS results showed that superconductivity appears in close

proximity to the antiferromagnetic (AFM) ordering of S = 1/2 Cu2+ moments providing
robust evidence that the new pairing mechanism is based on spin fluctuations [136, 60, 137, 9].
The discovery of iron-based superconductors (FeSC) added an extra complication to this
“simple” picture. Although the phase diagrams of Cu-based and Fe-based materials are
qualitatively similar [138], there are important conceptual differences. The most significants
are in the minimal models that describe the materials [105, 139]. While cuprates have a single
Fermi surface (FS), the iron-based compounds have a complicated FS with electron and hole
pockets originating in the five 3d orbitals of iron. As a consequence, the FeSC have to be
described by means of multi-orbital Hubbard models, involving not only a standard Hubbard
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U repulsion but also a Hund coupling. The competition between electronic, orbital, and spin
degrees of freedom can lead to many exotic magnetic phases [140, 141, 18, 142, 143, 144].
Past experience in cuprates showed that the analysis of lower dimensional systems,
such as chains and ladders, can provide useful information to better contrast theory with
experiments [145]. One reason is that theoretical many-body calculations based on model
Hamiltonians can be accurately performed in one dimension, particularly numerically. For
this reason, it was exciting when a one-dimensional family of compounds containing twoleg ladders was unveiled also in the iron-superconductors context. Specifically, we refer to
the low-dimensional FeSC in the 123 family, AFe2 X3 , where A are alkali metals A=K, Ba,
Rb, Cs, and X are chalcogenides X=S, Se. These compounds are build of double chains
(i.e. they are ladders) of edge sharing FeX4 tetrahedra [146]. Recently, a superconducting
state was identified under pressure for BaFe2 S3 [22, 147] and BaFe2 Se3 [148, 149]. The
pressure-dependent phase diagram of these materials resembles that of copper-oxide ladders,
e.g., the telephone number compound Sr14−x Cax Cu24 O41 [15]. Similar to their copper oxide
counterparts, the iron-123 family is insulating at ambient pressure. This behavior is unusual
since, unlike the cuprates, the parent compounds of FeSC are typically bad metals. In
addition, it was argued that orbital-selective Mott physics (OSMP) [150] is consistent with
results for BaFe2 Se3 [151, 5, 152, 4]. Within such a phase, itinerant and localized conduction
electrons coexist.

It should be remarked that INS experiments on 123 materials have been performed up
to now only on powder samples and, as a consequence, detailed data of the momentum
dependence of the spin excitations over the whole Brillouin zone is not yet available. Nevertheless, the static (π, 0) stripe AFM order – with ferromagnetic rungs and antiferromagnetic
legs – was identified for BaFe2 S3 [153], RbFe2 Se3 [154], CsFe2 Se3 [155, 156], and also for
KFe2 S3 [151]. However, in the special case of BaFe2 Se3 remarkably an exotic block magnetism
was found [157, 151, 2, 4, 149] involving antiferromagnetically coupled ferromagnetic islands
made of 2×2 iron clusters. This unusual magnetic state was also observed in the vicinity of
√
√
superconductivity [158, 159, 160] in two-dimensional (2D) materials with 5 × 5 ordered
iron vacancies, such as Rb0.89 Fe1.58 Se2 [161] and K0.8 Fe1.6 Se2 [162, 163, 164]. In addition,
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Figure 5.1: Schematic representation of the Hamiltonian. (a) Three-orbital Hubbard
model on a one-dimensional lattice geometry (see text for details). (b) Band structure of
Hamiltonian Eq. (5.1). Note that due to the hybridization tγγ 0 6= 0 for γ 6= γ 0 , the band
numbers do not correspond directly to the orbital numbers. (c) Schematic representation
of the block orbital selective Mott phase. The pattern of single and double occupied sites
in the itinerant electrons is meant to be random, representing pictorially the not-localized
nature of those orbitals.

for BaFe2 Se3 [4], BaFe2 S3 [153], and RbFe2 Se3 [154] the INS revealed the existence of lowenergy acoustic and high-energy optical modes separated by an energy gap. It is important
to remark that the generic features of the INS spectra of the aforementioned compounds are
similar, but the physical origin of the acoustic modes can differ significantly - these modes
reflect on the long-distance properties of the magnetic order in the system. Moreover, the
origin and characteristics of the optical modes, that are induced by short-distance properties,
have not been clarified so far.
In this Chapter, we will address the spin dynamical properties of the exotic block
magnetic state found in BaFe2 Se3 . The static (time independent) properties of this phase
were previously qualitatively studied in Ref. [5] via a three-orbital Hubbard model in onedimension (1D) that unveiled an OSMP regime. Here, we will use the same Hamiltonian to
investigate the momentum and energy resolved spin dynamics. To test the general features
of our findings we present also results obtained in a quasi-1D ladder geometry. In agreement
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with experimental findings we have observed two distinct modes of spin excitations: a
low-energy dispersive mode and high-energy dispersionless optical modes. The low-energy
acoustic mode reveals the frustrated nature of the block magnetism which can be described
by a spin J1 -J2 Hamiltonian. On the other hand, we argue that the optical mode is controlled
by local orbital physics and it cannot be properly captured by a Heisenberg-like model. The
main features of our analysis are simple and generic and should characterize any multi-orbital
model as long as its ground state is in a magnetic block phase.

5.2

Results

Model and observables. We will focus on a specific three-orbital Hubbard model on
a one-dimensional lattice, but our conclusions are generic for a broad group of models and
materials in the OSMP magnetic block-phase regime. As mentioned before, the model chosen
was previously studied with regards to its time-independent properties, and it is known that
it displays an OSMP regime in the ground state [5]. The kinetic part of the Hamiltonian,
Hkin , is defined as:
Hkin = −

X


 X
∆γ n`,γ,σ ,
tγγ 0 c†`,γ,σ c`+1,γ 0 ,σ + H.c. +

`,σ,γ,γ 0

(5.1)

`,γ,σ

where c†`,γ,σ creates an electron with spin σ = {↑, ↓} at orbital γ = {0, 1, 2} and site ` =

{1, . . . , L} of a 1D chain. n`,γ,σ = c†`,γ,σ c`,σ,γ is the local (`, γ) electron density with spin
σ. Note that another common labeling of these orbitals could be based on the canonical t2g
manifold, i.e. {yz , xz , xy}, respectively. tγγ 0 denotes a symmetric hopping amplitude matrix
defined in the orbital space γ: t00 = t11 = −0.5, t22 = −0.15 , t02 = t12 = 0.1 and t01 = 0,
all in eV units [Fig. 5.1(a) displays a schematic representation of the Hamiltonian]. The
crystal-field splitting is set to ∆0 = −0.1, ∆1 = 0, and ∆2 = 0.8, also in eV units. The total
kinetic-energy bandwidth is W = 2.45 eV. These phenomenological values of parameters
were chosen before [5] to reproduce qualitatively the band structure properties of higher
dimensional selenides at an electronic density n = 4/3 per orbital, namely an electron-like

pocket at k = 0 and hole-like pockets at k = ±π (see Fig. 5.1(b), and also Ref. [24] and
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references therein). It should be pointed out that the existence of an OSMP highlights the
striking orbital sensitivity on electron correlations in multi-orbital Hubbard models, and its
presence is not limited to our use of 1D geometries nor to our choice of tγγ 0 hoppings. For
example, the OSMP was proven to be relevant [165] for 2D alkaline iron selenides as well,
√
√
with and without 5 × 5 ordered vacancies. We wish to emphasize that our predictions
primarily depend on the existence of an OSMP magnetic block-phase state, rather than on
the details of the Hamiltonian that leads to its stabilization. In this context, we believe
that our results are universal for iron-based superconductors. To support this claim, we
will present calculations for several models showing that all the many reported results lead
essentially to the same qualitative conclusions.
The interaction portion of the Hamiltonian Hint is the same as discussed in the Chapter 2.
We set the Hund coupling to JH = U/4, a value widely used before and considered to be
realistic for Fe-based materials [166, 167]. We refer the interested reader to Refs. [5, 25, 94]
for details of the JH -U phase diagram of the above Hamiltonian.

Here, if not stated

differently, we will use U/W = 0.8 where previous studies found [5] a block-OSMP ,
i.e. antiferromagnetically (AFM) coupled ferromagnetic (FM) blocks (magnetic unit cells),
↑↑↓↓↑↑↓↓, in the localized orbital γ = 2 [see Fig. 5.1(c)]. Note that the block order is usually
studied in the context of Heisenberg-like spin Hamiltonians (such as dimerized [4, 161] or J1 –
J2 models [168]). Here, the block phase is a consequence of nontrivial electronic correlations
within the OSMP phase. Since the latter is a feature of multi-orbital systems that cannot be
analyzed using purely spin systems, we believe that our setup is more suitable for the study
of iron-based materials.
In this Chapter, we will investigate the zero-temperature frequency ω-dependent spin
structure factor (SSF) S(q, ω), defined as the Fourier transform of the real-space total (onP
site, S` =
γ S`,γ ) spin correlation functions (see Appendix D.1). Furthermore, we will
study the contributions from the individual orbitals to the total SSF, i.e. Sγγ 0 (q, ω). γ = γ 0
denotes the spin fluctuations within each of the orbitals, while γ 6= γ 0 are spin fluctuations
P
P
between different orbitals. As a consequence S(q, ω) =
γ Sγγ (q, ω) +
γ6=γ 0 Sγγ 0 (q, ω).
From the experimental perspective, only the total SSF has a meaning [169] because neutrons
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couple to electrons in all orbitals in neutron scattering experiments. However, the theoretical
investigations of orbital-resolved SSF can provide further insight into the OSMP physics.
The Hamiltonians are diagonalized via the DMRG method, where the dynamical
correlation functions are obtained with the help of dynamical DMRG techniques (see
Appendix D for details of the numerical simulations).
Dynamical spin structure factor. In Fig. 5.2 we present one of the main results of our
effort: the frequency-momentum dependence of the dynamical SSF in the block-OSMP phase
(i.e. at U/W = 0.8). Panel (a) depicts the total SSF, S(q, ω), while panel (b) shows only
the contribution from the localized orbital, S22 (q, ω). Several conclusions can be obtained
directly from the presented results: (i) A robust contribution to the total SSF arises from
the localized orbital. Moreover, all the qualitative features of S(q, ω) are already present
in S22 (q, ω). In fact, S(q, ω) and S22 (q, ω) become almost indistinguishable if normalized
by the local magnetic moment squared (i.e. S 2 = 3/4 for the S = 1/2 localized electron,
and S 2 = 2 for the total moment [5]). (ii) The energy range for the spin dynamics is much
smaller when compared with the energy bandwidth W = 2.45 eV of the Hamiltonian. (iii)
Clearly the dynamical SSF has two distinct modes: a low-frequency, ω . ωc = 0.08 eV,
dispersive (acoustic) band and a high-frequency, ω ∼ 0.11 eV, dispersionless (optical) band.
Similar results were previously reported experimentally in INS investigations of BaFe2 Se3 [4]
(with 2 × 2 FM blocks), BaFe2 S3 [153] and RbFe2 Se3 [154] (with 2 × 1 FM blocks). The
different types of blocks in the INS investigations, and the similarity of results between
neutrons and our calculations, suggest that our results apply to a broad variety of iron
chalcogenides. Moreover, the INS measurements where performed on powder samples and, as
a consequence, no detailed analysis of the spin excitations over all crystal momenta q (over the
whole Brillouin zone) have been reported. In this respect, our results define clear theoretical
predictions on what future single-crystal experiments should display.
In Fig. 5.3(a) we present the ω dependence of the total SSF at special values of the
momenta q. It is evident that the acoustic mode is strongly momentum dependent in the
range 0 < q/π . 1/2, while it reduces drastically its intensity for q/π > 1/2. To understand
these results, we can reanalyze the SSF spectrum using two-sites as a rigid block, namely
creating an effective magnetic unit cell of FM-blocks with momentum qe. The acoustic mode
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Figure 5.2: Dynamical spin structure factor (SSF). (a) Total SSF, S(q, ω), and (b)
SSF of the localized orbital, S22 (q, ω). Both results exhibit a low-energy acoustic and a highenergy optical modes. Note that the spectral weight of the localized orbital, S22 , constitutes
∼ 50% of the total SSF weight. The results were obtained using a dynamical DMRG method
with parameters L = 16 (48 orbitals), M = 800, δω = 0.005 eV, and η/δω = 2.

as a function of qe then is located between 0 < qe < π, resembling a gapless continuum of
spin excitations. Such an interpretation is consistent with “collective” spin waves based on
FM blocks. On the other hand, the high-energy optical contribution is q-independent for
q/π & 1/2, with vanishing intensity in the q → 0 limit. As discussed later, this mode can
be associated to local (on-site) spin excitations affecting the Coulomb potential portion of
the Hamiltonian, independently of the dimensionality of the system. The q-dependence of
both modes is also clearly visible in the static SSF obtained from the energy integration of
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R
the dynamical SSF, i.e. Sα (q) = (1/π) dω S(q, ω). In Fig. 5.3(b) we present the acoustic
(α = A) and optical (α = O) contribution to the total (α = T ) static SSF, coming from the
integration over the frequency ranges 0 < ω < ωc , ωc < ω < ∞, and 0 < ω < ∞, respectively.
From the dynamical SSF spectra, it is evident that SO (q) provides the sole contribution to
the total static SSF for momentum 0.75 < q/π < 1. As a consequence, at least within a
block-OSMP state it is remarkable that already in the static SSF one can observe the clear
presence of an optical mode, a novel result which is intrinsic of block phases to our knowledge.
In the same panel, we also present the total static SSF independently obtained from the
expectation value of the ground state (GS), i.e., Sstat (q) = hGS|Sq · S−q |GSi, where Sq is the
Fourier transform of the S` operators for the same system size L. The agreement between
Sstat (q) and ST (q) serves as nontrivial accuracy test of the dynamical DMRG method, since
the former can be obtained with much higher accuracy.

Orbital contribution. Before addressing the optical and acoustic modes in more detail,
we will comment on the orbital γ contribution to S(q, ω). As already shown in Fig. 5.2,
the main contribution to the total SSF originates in the localized orbital γ = 2. Our
results [see Fig. 5.3(c)] indicate that the spin fluctuations for the itinerant electrons (orbitals
γ = 0 and γ = 1) follow the behavior of the localized orbital. As argued below, this is a
consequence of the Hund coupling which aligns ferromagnetically spins at different orbitals.
However, the nature of these orbitals is metallic and magnetic moments are not well formed.
As a consequence, the spectral weight of the total itinerant contribution (2 orbitals) is
approximately the same as the localized (1 orbital). On the other hand the inter-orbital SSF
Sγ6=γ 0 have a large contribution only to the acoustic mode, especially near the q/π = 1/2
point.

Acoustic mode. Consider now the properties of the acoustic mode. Motivated by the
results presented above, with the main contribution to the SSF arising from the localized
orbital, we express the eigenstates in terms of the basis states of localized orbital | · iγ=2 (see
Appendix D.1). Since the electrons are indeed localized with occupation nγ=2 = 1 [5] in the
OSMP, in the low-energy portion of the spectrum the basis states with empty and double
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Figure 5.3: Frequency and momentum dependence. (a) Finite momentum cuts,
q/π = 1/8, 1/4, 1/2, 3/4, 1, of the dynamical SSF. (b) Total static SSF obtained as an
expectation value in the |GSi, Sstat (q) (black line), and also via the ω integration of the
dynamical SSF, ST (q) (black points). In the same panel we present also the contributions
to the static SSF from acoustic and optical modes, SA (q) and SO (q), respectively. (c)
Contribution to the staticPSSF Sγγ 0 (q): γ = γ 0 represents the SSF component for each of the
orbitals, while Smix (q) = γ6=γ 0 Sγγ 0 (q) represents the sum of the inter-orbital contributions.
The system parameters are the same as in Fig. 5.2.

occupied orbital γ = 2 should not be present. Within such a representation the GS of the
block-OSMP phase can be identified as a superposition of | ↑↑↓↓iγ=2 and | ↓↓↑↑iγ=2 states
which constitutes ∼ 50% of the true GS. One can improve further the qualitative description
by investigating a simple toy model. Let us consider two FM coupled S = 1/2 spins as one
√
S = 1 object, i.e. |1i = | ↑↑iγ=2 , |−1i = | ↓↓iγ=2 , and |0i = 1/ 2(| ↑↓iγ=2 + | ↑↓iγ=2 ).
In this setup, a 4-site S = 1/2 system reduces to two antiferromagnetically coupled S = 1
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Figure 5.4: States relevant for the dynamical SSF. Spin configuration in the localized
orbital (γ = 2) (see text for details) of the (a) |GSi (singlet) and (b) |Ai state (triplet)
contributing to the acoustic mode. (c) Schematic representation of particle configuration of
all orbitals of the |GSi and optical triplet |Oi. Circles represent pairs of antiferromagnetically
aligned spins which break the Hund’s rule.

spins. The ground state of the latter is simply


|GSiγ=2 = ca |0i|0i − cb |1i|−1i + |−1i|1i ,

(5.2)

√
where ca = cb = 1/ 3 [see Fig. 5.4(a) for a schematic representation]. Note that the above
state, in agreement with numerics, is a singlet. The last two terms of Eq. 5.2 correspond to
the “perfect” block order, i.e., | ↑↑↓↓iγ=2 + | ↓↓↑↑iγ=2 , while the first term depicts the x–y
component of the block order,
1
| ↑↓↑↓iγ=2 + | ↓↑↓↑iγ=2
2

+ | ↑↓↓↑iγ=2 + | ↓↑↑↓iγ=2 .

|0i|0i =

(5.3)

Our L = 4 Lanczos investigation of the full Hamiltonian indicates that such a state has
coefficients equal to e
c2a ' 1/6 and e
c2b ' 1/4, which yields now a better overlap, ∼ 70%,
with the true GS. Finally, the first excited state - contributing to the acoustic mode - can
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Figure 5.5: Comparison with the J1 –J2 model. (a) Comparison of the static SSF S(q)
corresponding to the multi-orbital system vs results for the J1 –J2 model with J2 /|J1 | = 1,
calculated for L = 32 and L = 48, respectively. S(q) is normalized by the local magnetic
moment squared S 2 = S(S +1), where S 2 = 3/4 for the localized orbital and the J1 –J2 result,
and S 2 = 2 [5] for the total SSF. (b) Acoustic mode of the dynamical SSF within the blockOSMP phase [the same results as in Fig. 5.2(b)] compared against the dispersion relation
ω(q) of the J1 –J2 model with |J1 | = J2 = 0.6Jeff , where the effective spin exchange energy
scale is set to Jeff = 4 t222 /U . The latter is obtained with the help of Lanczos diagonalization
on a chain of 32 sites with periodic boundary conditions. (c) Dynamical SSF of the J1 –J2
model with |J1 | = J2 = 0.6Jeff as calculated using DMRG for a L = 48 chain.

be identified as a triplet of the form |Aiγ=2 = e
cA (| ↑↑↓↓iγ=2 − | ↓↓↑↑iγ=2 ) where e
c2A ' 4/9
[see Fig. 5.4(b)]. This large overlap of |Aiγ=2 with the full solution is also captured by
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the toy model since |1i|−1i − |−1i|1i is one of the first excitations in our two-site S = 1
problem. Note that the above description of the |GSiγ=2 (|Aiγ=2 ) as a spin singlet (triplet)
is not obvious from the signs of the localized orbital basis representation. While the above
states capture the essence of the problem, the itinerant orbitals have to be included in the
description to account for the true nature of the singlet-triplet excitation.
Although simplified, descriptions such as those above of the low-energy spectrum can
yield nontrivial consequences. A similar ground state to our |GSiγ=2 with π/2 pitch angle
was previously observed in the frustrated ferromagnetic S = 1/2 J1 –J2 Heisenberg model
with ferromagnetic J1 and antiferromagnetic J2 [170, 171, 168, 172, 173]. In Fig. 5.5(a) we
present a comparison of the multi-orbital system SSF vs J1 -J2 results obtained for J2 /|J1 | =
1. Within the latter the dynamical SSF yields a continuum of excitations with maximum
intensity at q/π = 1/2 and vanishing intensity in the q/π → 1 limit. In fact, the dynamical
SSF of the J1 –J2 model is very similar to the acoustic mode found in our multi-orbital system,
i.e. compare panels (b) and (c) of Fig. 5.5. To strengthen this argument, in Fig. 5.5(b,c)
we present the dynamical SSF factor plotted against the quantum dispersion relation of the
J1 –J2 model ω(q) = q − GS where q is the energy of the lowest eigenstate at a given q.

To match the energy scales we set |J1 | = J2 = 0.6Jeff where Jeff = 4 t222 /U is the natural
superexchange scale within the localized orbital, as a crude approximation. As clearly shown

in Fig. 5.5(b), ω(q) quantitatively captures the main features of the acoustic portion of the
spectrum.
We remark that the present comparison with the J1 –J2 model is at a phenomenological
level, since this effective description of the lowest mode of the spin dynamics was not
rigorously derived from our multi-orbital Hamiltonian.

The acoustic mode reflects the

frustrated nature of the magnetism within the block-OSMP phase. Also, the J1 –J2 model
may be relevant in a wide range of interaction U within the OSMP phase, beyond the block
ordering region 0.4 . U/W . 1.5. For example, previous results showed that in the range
1.5 . U/W . 20 the system is in a ferromagnetic-OSMP [5], where the spins within the
localized orbital γ = 2 have ferromagnetic ordering. Clearly, a J1 –J2 model with small or
vanishing J2 will also exhibit a similar ordering. Finally, note that although the alternative
S = 1 toy model is useful in the description of elementary states of the block-OSMP system,
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its validity is limited for the dynamical spin response: it is well known that the dynamical
SSF of the S = 1 AFM Heisenberg model exhibits “sharp” magnon lines, in contrast to the
S(q, ω) of the S = 1/2 model that contains a continuum of excitation (at least at low-ω), in
agreement with our results for the three-orbital Hamiltonian.
Optical mode. Let us now turn to the high-energy optical mode of the dynamical
SSF spectrum. The states contributing to this mode are also triplet excitations. In the
L = 4 Lanczos analysis we found that this high-energy mode arises from a state of the form
|Oiγ=2 ' 1/2(| ↓↑↑↓iγ=2 + | ↑↓↓↑iγ=2 ). It is evident that |Oi breaks the FM magnetic unit
cells present in the GS. Note, again, that the discussed states do not have doubly occupied
or empty sites, reflecting the Mott nature of orbital γ = 2. It should be also pointed out
that using a small L = 4 system with OBC we have found another state which contributes
e γ=2 = 1/2(| ↓↑↓↑iγ=2 + | ↑↓↑↓iγ=2 ). However, such a state is not
to the optical mode, i.e., |Oi
present in the system with periodic boundary conditions.

To understand properly the optical mode it is not enough to focus solely on the localized
orbital. A detailed analysis of the remaining “metallic” orbitals γ = 0, 1 indicates that:
(i) the |GSi and the |Ai states obey the Hund’s rule: spins in different orbitals of the
same site are ferromagnetically aligned [see Fig. 5.4(a) for a schematic representation]. (ii)
However, the |Oi states, Fig. 5.4(c), do not fulfill this rule because part of the spins are
antiferromagnetically aligned. As a consequence, the main difference in energy between
the |GSi and |Oi arises from the local (on-site) Hund exchange portion of the electronic
interaction. We confirm this by calculating separately the expectation values of all terms
contributing to the Hamiltonian (see Appendix D.1). The main difference between the energy
of the |GSi and |Ai arises from the kinetic portion. On the other hand, the difference in |Oi
originates, as expected, from the Hund coupling part of the interaction energy. The local
on-site nature of the optical mode is also visible in the orbital resolved SSF. In Fig. 5.3(c)
we present the spin correlations between different orbitals at different sites, i.e. Smix . As
clearly visible, the Smix (q → π) → 0, indicating a drastic reduction of spectral weight at large
momentum. These findings indicate that the optical mode is not present in the inter-orbital
inter-site spin correlations. As a consequence, the only remaining possibility of the origin of
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Figure 5.6: Hund exchange dependence. (a) Dynamical SSF at q/π = 1/2 for various
values of the interaction U , all within the block-OSMP phase, U/W = 0.4, . . . , 1.2 (bottom
to top, with 0.04 offset), at a fixed JH /U = 1/4, calculated for L = 4 using the Lanczos
method. (b) Left y-axis: Frequency ωα = α − GS dependence of the acoustic and optical
modes vs the value of the Hund exchange coupling JH . Right y-axis: Magnetic moment hS 2 i
development within the block-OSMP phase.

the optical mode are the intra-site fluctuations between orbitals. Our investigation of orbital
resolved SSF [ see Fig. 5.3(c)] shows that each orbital contributes to the optical mode with
a similar weight. Finally, the lack of momentum dependence of the optical mode ( at least
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of the two-orbital two-leg ladder system used in our analysis (see Appendix D.1 for details).
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and multi-orbital models on a ladder geometry. (c,d) Dynamical SSF of the (c) two-orbital
and (d) J1 -J2 spin models on a two-leg ladder geometry (using L = 12 and L = 48 rungs,
respectively).

for q/π > 1/2) suggests that such excitations are local (on-site) fluctuations of spin between
different orbitals at the same site.

In addition, we have shown that the frequency ωO = O − GS of the corresponding |Oi
excitation is directly proportional to the value of the Hund exchange JH , contrary to the
|Ai excitation with energy ωA = A − GS . In Fig. 5.6(a) we present the dynamical SSF at
q/π = 1/2 for various values of U within the block-OSMP calculated via the Lanczos method
on L = 4 sites, at a fixed JH /U = 1/4. Our results in Fig. 5.6(b) indicate that this behavior
is valid throughout the entire block-OSMP phase, 0.4 . U/W . 1.5.
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Ladder geometry. Finally, let us comment on the lattice geometry dependence of
our results. In Fig. 5.7 we present the SSF for the two-leg ladder two-orbital Hamiltonian
introduced in Ref. [24] for the BaFe2 Se3 compound. The lattice is sketched in Fig. 5.7(a)
and hopping values are given in the Appendix D.1. It was previously shown [24] that at
density n = 1.75/2, JH = U/4, and U/WL = 2 with WL = 3.82 eV the system is in an
enlarged block phase, similar to the 2 × 2 block state of BaFe2 Se3 [4]. Before addressing
specific results, it is important to remark that the DMRG numerical studies of multi-orbital
ladders require expensive computations. This is because the inter-site inter-orbital hoppings
behave effectively as long-distance hoppings in the equivalent one-dimensional representation,
leading to larger entanglement for the ground state (see Appendix D.2 for details). The
calculation of dynamical quantities is certainly a challenge and even the static expectation
values have to be carefully analyzed with regards to the number of states kept (here M = 1000
states are used). As a consequence, the results presented for the two-orbital two-leg ladder
below may not be as accurate as those for the chains.
On a ladder, there are two separate contributions to the SSF arising from the bonding
(qy = 0) and antibonding (qy = π) sectors. For the two-orbital two-leg ladder results,
presented in Fig. 5.7(b), we find a qy = 0 dispersive mode at low- ω, with a continuum of
spin excitations similar to the acoustic mode of the chain geometry. At ω ' 0.075 eV we
find an energy narrow qy = π mode. According to our analysis of the 1D system, a similar
spectrum can be found in the J1 -J2 model on the ladder with FM rung coupling J⊥ = J1 ,
see Fig. 5.7(c-d). Both the J1 -J2 spin model and multi-orbital model on the ladder studied
here exhibit the 2×2 block state, i.e. AFM coupled blocks of four FM aligned spins on two
neighbouring rungs [see Fig. 5.7(a)]. Such a state has a peak in the static SSF at qx = π/2 in
the bonding contribution (qy = 0), see Fig. 5.7(c). Note that the maximum of the acoustic
mode appear at ω 6= 0, which suggests a non-zero spin gap, common in ladders. Finally,
at higher frequencies (ω ' 0.13 eV) in the qy = 0 sector we find a flat mode of excitations,
similar to the optical mode present in the chain analysis. It is again evident that the latter
is not captured by the J1 -J2 model.
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5.3

Discussion

Let us compare the INS data for BaFe2 Se3 reported in Ref. [4] against our results. Note that
this compound is insulating [151], while our system for the parameters considered in this
Chapter, U/W = 0.8 and JH /U = 1/4, is a (bad) metal in the block-OSMP phase, becoming
insulator only for U/W & 1.5 in the ferromagnetic-OSMP phase [27]. Our Hamiltonian
reproduces the OSMP state and the magnetic block phase of BaFe2 Se3 , and although the
charge dynamics of our model does not capture the experimentally observed insulating
nature of the real material, it is still appealing to study the spin physics. The lack of other
multi-orbital models that can reproduce both the spin and charge sector of low-dimensional
iron selenides makes it appealing to carry out detailed theoretical calculations of the spin
dynamics within this model and compare with the experiments.
Within the spin-wave theory the low-ω portion of the INS spectra was interpreted [4]
as a dispersive mode which reflects the frustrated nature of the π/2-order. In addition,
the high-energy optical modes were interpreted as local excitation of spins within the 2×2
plaquette. A similar rationale was used to explain the INS result of the doped compound
Rb0.89 Fe1.58 Se2 [161]. The spin-wave theory of BaFe2 Se3 reproduces [4] all of the modes
and also properly captures the frequency bandwidth of the spin excitations. However, only
∼ 2/3 of the total spectral weight expected for localized 3d electrons is obtained. Also
note that within the considered spin models of Ref. [4, 161] unphysically large dimerization
spin-exchange couplings are required [174, 175] to stabilize the π/2 spin pattern.
From the perspective of our results, the interpretation of the INS spin spectra of lowdimensional ladder iron chalcogenides is different from spin-wave theory. The latter assumes
that all excitations occur between localized spins, while in our system we have a mixture of
localized and itinerant electrons. Moreover, as shown above, the SSF of multi-orbital systems
not only contains dispersive acoustic modes but also local excitations controlled by the Hund
exchange, at least within the block-OSMP. The inter-orbital nature of such modes cannot
be properly captured by localized Heisenberg models. Our results, on both chain and ladder
geometries, indicate that spin models can only properly capture dispersive modes resulting
from the peculiar spin order of a given phase as in the π/2 state of BaFe2 Se3 . However, we
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argue that only one of the low lying optical modes of this compound arises from a weakly
dispersive ( probably beyond experimental resolution of powder sample) qy = π excitation.
Within our interpretation of the SSF spectra, the second optical mode is of a different nature,
involving inter-orbital spin fluctuations on each site. Such a picture is consistent with our
multi-orbital ladder results.
Concerning the spectral weight, for the chosen parameters U/W = 0.8 and JH /U =
1/4 we observe the magnetic moment hS 2 i ∼ 2 (maximal possible for n = 4/3). This is
consistent with previous Hartree-Fock calculations [24] of the block-OSMP phase within a
five-orbital ladder system, which reported hS 2 i ∼ 6 for n = 6/5 (again the maximal value).
As a consequence, our results do not reproduce the missing spectral weight observed in
experiments [4]. However, the magnetic moments evolve within the block-OSMP [5] (see also
Appendix D.3 for additional results) and only saturate to its maximal value at U/W & 0.6,
namely in the middle of the block-phase. Since the exact value of U and JH are not know
for BaFe2 Se3 , it is possible in theoretical investigations to stabilize the block-OSMP phase
with a reduced hS 2 i < 2 [see Fig. 5.6(b)]. Moreover, note that recently it was argued
[176] that insufficient energy (time) resolution in INS experiments produces moments that
can be smaller than the actual instantaneous moments. In this context, faster x-ray based
techniques such as photoemission spectroscopy (PES), x-ray absorption spectroscopy (XAS),
and x-ray emission spectroscopy (XES) are needed to resolve this issue.
In conclusion, we have investigated the dynamical spin structure factor of a onedimensional three-orbital Hubbard model in the block orbital selective Mott phase, as well
as a ladder two-orbital Hubbard model also in a similar block state. This has been a
computationally demanding effort even with the powerful DMRG, and to our knowledge
this is the first time that results of this quality are produced.

We have shown that

our Hamiltonian captures nontrivial features of a broad family of low-dimensional iron
chalcogenides, in particular for the ladder BaFe2 Se3 compound for which π/2–block order
was reported. We have found two different types of modes in the spin spectra: (i) lowfrequency dispersive (acoustic) spin excitations and (ii) optical dispersionless excitations
at higher energy. The acoustic band reflects the nature of magnetic order of the system,
namely for the block-OSMP the frustrated π/2-ordering can be captured by the quantum
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J1 -J2 frustrated Heisenberg model, as also shown here. The optical band arises from on-site
inter-orbital spin fluctuations controlled by the Hund exchange coupling. Finally, our 1D
dynamical SSF is in qualitative agreement with the powder INS spectrum of BaFe2 Se3 (see
Appendix D.4). Although the latter has only a quasi-1D geometry, with small but nonzero
couplings perpendicular to the ladder, the ω dependent spectra should be dominated by the
predominantly 1D nature of the system. As a consequence, the location in momentum and
energy space is properly resolved by our model Hamiltonian for both of the modes.
Our results are general and should apply to a variety of block states in multi-orbital quasi1D systems. They should all contain an acoustic band (with pitch wavevector compatible
with the size of the magnetic block), a strong asymmetry in the distribution of weight of this
acoustic band in different portions of the Brillouin zone, and optical modes with at least one
of them related to atomic transitions regulated by the Hund coupling.

83

Chapter 6
Summary
In this dissertation, studies addressing one-dimensional three-orbital Hubbard models are
discussed in detail including the effect of interactions. The primary goal is to gain conceptual
understanding of the several exotic phases present in transition metal oxides with multiple
orbitals at the Fermi-level, such as iron-based superconductors with 3d active orbitals and
also compounds of the 4d/5d transition metal rows having robust spin-orbit coupling. Exact
diagonalization techniques to study small lattice sizes as well as numerically accurate density
matrix renormalization group (DMRG) techniques were used to study these one-dimensional
chains. Dynamical-DMRG was also used to study the single-particle spectral functions and
the dynamical spin structure factor relevant to ARPES and inelastic neutron scattering
experiments, respectively.
Chapter 2 focused on the effect of spin-orbit coupling on a three-orbital Hubbard model
in the (t2g )4 sector (with tetragonal crystal-field splitting) and in one dimension. Fixing the
Hund coupling to a robust value compatible with some multiorbital materials, we present
the phase diagram varying the Hubbard U and spin-orbit coupling λ, at zero temperature.
Accurate DMRG results shows an interesting transition from a spin block orbital-selective
Mott phase to a staggered excitonic state accompanied with antiferromagnetic ordering,
with increasing λ at intermediate U . In the strong U coupling limit, we find a nonmagnetic
insulator with a local effective angular momentum hJ2ef f i 6= 0 near the excitonic phase,

smoothly connected to the regime with hJ2ef f i = 0. A partial list of quasi-one-dimensional
materials where the physics discussed here could be realized was also provided.
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In Chapter 3, we further investigated the excitonic condensate with magnetic order using
a simpler model with degenerate t2g states. There we showed that the canonical electron-hole
excitations (excitons) transform into local triplon excitations at large U . We also showed that
the Bose Einstein condensate strong coupling regime of this excitonic magnet is smoothly
connected to the intermediate U excitonic insulator region where pairs are no longer at the
atomic scale, i.e. in the same atom, but they spread over longer distances. Calculations
in one dimension were performed using the DMRG, while in two dimensions we used the
Hartree-Fock approximation (HFA). The main result is that at intermediate Hubbard U ,
increasing λ at fixed U the system transitions from an incommensurate spin-density-wave
metal to a Bardeen-Cooper-Schrieffer (BCS) excitonic insulator, with coherence length rcoh
of order the lattice spacing a and of order 10 times the lattice spacing 10a in 1D and 2D,
respectively. Further increasing λ, the system eventually crosses over to the BEC limit (with
rcoh << a) previously described.
Experiments involving iridates with noninteger valence states for the Ir ions are also
starting to attract attention. In the Chapter 4, we presented the first evidence for the
existence of a novel excitonic condensate at n = 3.5 in a one-dimensional Hubbard model
with a degenerate t2g sector, when in the presence of spin-orbit coupling. At intermediate
Hubbard U and spin-orbit λ couplings, we found an excitonic condensate at the unexpected
momentum q = π/2 involving jeff = 3/2, m = ±1/2, and jeff = 1/2, m = ±1/2 bands in the
triplet channel, coexisting with an also unexpected block magnetic order. We also unveiled
the entire λ vs U phase diagram, at a fixed and robust Hund coupling. Interestingly, this
new “block excitonic phase” is present even at large values of λ, unlike the n = 4 excitonic
phase discussed in Chapters 2 and 3. Our computational study hopefully will help to better
understand and predict the possible magnetic phases of materials with d3.5 valence and robust
spin-orbit coupling.
In Chapter 5, we presented the theoretical prediction for the dynamical spin structure factor within a block orbital-selective Mott phase regime using the density-matrix
renormalization-group method.

Previous theoretical investigations of the multi-orbital

Hubbard model in one-dimension revealed the existence of an orbital-selective Mott phase
with block spin order. Recent inelastic neutron scattering (INS) experiments on the BaFe2 Se3
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ladder compound confirmed the relevance of the block-OSMP. Moreover, this powder INS
spectrum revealed an unexpected structure, containing both low-energy acoustic (spin waves)
and high-energy optical modes. In agreement with experiments, we find two dominant
features: low-energy dispersive and high-energy dispersionless modes. We argue that the
former represents the spin-wave-like dynamics of the block ferromagnetic islands, while the
latter is attributed to a novel type of local on-site spin excitations controlled by the Hund
coupling.
In summary, by using accurate numerical techniques we were able to study complicated
multiorbital Hubbard models in chains, and in some cases also in ladders. The merit of our
work is that we have unveiled many interesting phases keeping a high level of confidence that
the results are correct. Often in higher dimensions, such as 2D and 3D, crude approximations
are required to treat equally complex models, and for this reason a veil of uncertainty
exists in comparing with experiments because we do not know how accurate the theoretical
predictions are. However, in one dimension this uncertainty issue is removed, providing a
fertile playground for cross fertilization between theory and experiments.
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A

Appendix for Chapter 2

A.1

Theorem for conservation of Jzef f

As discussed in Chapter 2, to reduce the computational cost of our numerical calculations we
target specific Jzef f sectors. In order for Jzef f to become a good quantum number, namely to
achieve [H, Jzef f ] = 0, we need to choose carefully the parameters contained in HK (both the
crystal-field splittings and hopping parameters) so that they satisfy the constraints discussed
in this Appendix.
HK can be written in the ajm basis explicitly as HK =

P

hll0 i

A†l T Al0 +

P

l

˜ l , where
A†l ∆A

˜ are shown on next
A†l = (a†l, 3 , 3 , a†l, 3 ,− 1 , a†l, 1 ,− 1 , a†l, 3 ,− 3 , a†l, 3 , 1 , a†l, 1 , 1 ) and matrices T and ∆
2 2

2

2

2

2

2

2

2 2

2 2

page. This is calculated simply by using the inverse transformation of Eq. (2.4). The Jzef f
operator can also be written in the same basis as
Jzef f =

X
(m)ni,j,m .

(1)

ijm

Below are the constraints on the HK parameters (asumming that the tγγ 0 and ∆γ are real)
which are obtained after imposing explicitly the condition [HK , Jzef f ] = 0:
0

• tγγ 0 = 0 ∀ γ 6= γ , i.e., no interorbital hopping,
• t00 = t11 , namely the hopping amplitudes of the dxz and dyz orbitals must be equal,
• ∆0 = ∆1 , namely the crystal-field splittings for the dxz and dyz orbitals must be equal.
We have selected the parameters in HK such that the above constraints are satisfied. These
constraints forbid all scattering processes of electrons under which Jzef f changes, but the
hybridization between the states (j ef f = 3/2, m = ±1/2) and (j ef f = 1/2, m = ±1/2) is still
allowed and our choice of parameters hybridize the above mentioned bands. For this reason
[(Jef f )2 , HK ] 6= 0.
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11 +2t22
3 2
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“Good Basis” for HK + HSOC

In principle we can write the basis in which HK + HSOC are diagonalized simultaneously.
We name these new basis operators as ãk,α,s ; where k is the momentum, α is the band index,
and s is the flavour of the particle, i.e., ±1. Below is the relation between these new basis
√ P
and ak,j,m , where ak,j,m = (1/ L) l eilk al,j,m :
ã†k,0,s = a†k, 3 , 3s ,
2

ã†k,1,s =

1
1
a†k, 3 , s +
a†k, 1 , s ,
N2 (k) 2 2 N1 (k) 2 2

111

(2)

2

(3)















ã†k,2,s

p
(21 (k) − 9λ/2) + 3 (21 − λ/2)2 + 2λ2 †
√
=
ak, 3 , s
2 2
2 221 (k)N2 (k)
p
(21 (k) − 9λ/2) − 3 (21 − λ/2)2 + 2λ2 †
√
+
ak, 1 , s
2 2
2 221 (k)N1 (k)

Nα (k) =

q
3((21 (k) − λ2 )2 + 2λ2 )1/4 ( (21 (k) − λ2 )2 + 2λ2 + (−1)α (21 (k)/3 −

(4)

3λ 1/2
))
2

221 (k)

(5)

where in the equations above, 21 (k) = 2 (k) − 1 (k).
Using these relations, we calculated the bands for the non-interacting case and the λc (U =
0) for metal-insulator transition, as discussed in Sec. 2.3.1.

A.3

OSMP in the intermediate and strong U coupling limit

As discussed in Chapter 2 we found the OSMP in the intermediate and strong coupling
regions at small λ, by calculating occupation densities in the t2g basis. In the OSMP region
the dxy orbital is filled with nearly one electron per site while dxz(yz) have nearly 1.5 filling.
As shown in Fig. 1, we noticed that the EXI regime starts appearing at relatively lower
values of λ in the strong U coupling region.
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j ef f 6= 0
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j ef f = 0
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0.4

0.8

λ/W

Figure 1: Occupations of the t2g orbital states corresponding to (a) U/W = 1 (intermediate
coupling) and (b) U/W = 10 (strong coupling). To a good approximation, the excitonic
condensate phase behaves similarly as the Block (OSMP) phase, namely with one orbital
having occupation of approximately one electron.
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B

Appendix for Chapter 3

B.1

Atomic limit

Before describing our results for chains and planes, we will discuss in detail the atomic
limit of our Hamiltonian to introduce to the readers particular aspects of the t42g system.
The magnetic properties in the n = 4 case with a finite spin-orbit coupling are fascinating
because in the atomic limit the ground state is a singlet having Jeff = 0 for any finite value
of λ/U . Only at λ = 0, the Jeff = 0, 1, 2 states are degenerate in the ground state manifold.
Figure 2(a) shows the energies of the excited states relative to the Jeff = 0 ground state.
The evolution of magnetic moments and occupations in the single-particle spin-orbit (jeff , m)
states is displayed in Fig. 2(b). Note that jeff is the effective total angular momentum of the
electron and m is the projection along the z-axis. Sometimes the quantum number jeff will
be denoted as j, if it appears as subindex.

The jj coupling limit (λ/U >> 1) can be understood by diagonalizing the spin-orbit
coupling term, as discussed in Chapter 2. For n = 4 the ground state has all jeff = 3/2
states fully occupied, and all jeff = 1/2 states empty (i.e. |GSijj = a†3 , −3 a†3 , 3 a†3 , −1 a†3 , 1 |0i)
2

2

2 2

2

2

2 2

leading to a total Jeff = 0. The first excited state is located with a gap 3λ/2, as shown in
Fig. 2(a). Also it can be checked that

jj

< GS|L2 |GS >jj =jj < GS|S2 |GS >jj = 4/3. On

the other hand, in the LS coupling limit only one-third fraction of the (jeff = 1/2, m) states
is occupied, with both the magnitudes of S and L being 1.
The information presented above in the atomic limit is relevant for cases with U/W  1
and a finite spin-orbit coupling, to find out in which limit the system is located. For example,
recently compounds with isolated RuCl6 octahedra exhibited a single-ion physics with a nonmagnetic Jeff = 0 state [177].

B.2

Spin-orbit exciton operators in the LS coupling limit

Let us discuss first the spin-orbit exciton operators in the LS coupling limit i.e. (U >> t, λ).
In the atomic limit, at λ = 0, the low-energy space has L = 1 and S = 1 with 9-fold
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Figure 2: Panel (a) shows the energies of excited states with respect to the ground state
energy denoted by EGS . In panel (b), the occupation in the (j, m) states and the local
moments are shown. For the plots in this figure, U = 1 is fixed and λ varies. The results
illustrate the evolution from the LS coupling to the jj coupling regimes.

degeneracy. The (S = 0, L = 2) and (S = 0, L = 0) states form higher energy manifolds
located at energies U/2 and 5U/2 (with respect to the ground state). In the limit of U >> λ,
the (S = 1, L = 1) manifold splits into Jef f = 0, 1, and 2 manifolds with degeneracies 1, 3,
and 5. To investigate the action of our exciton operators in the strong coupling limit, below
0

j̃,m
we write these exciton operators (∆†j,m
) as a matrix spanned by the Jeff = 0, 1, and 2 states

of the (S = 1, L = 1) manifold, where the states are denoted as |mJeff , Jeff i:
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h 0, 0|
h-1, 1|
h 0, 1|
† 32 , 21

∆1,1 =
2 2

h 1, 1|
h-2, 2|
h-1, 2|
h 0, 2|
h 1, 2|
h 2, 2|

h 0, 0|
h-1, 1|
h 0, 1|
† 32 , -1
2

∆ 1 , -1 =
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2
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Using the matrices shown above and the definitions of the Triplon operators as
T†n |0, 0i=|n, 1i and the Quintuplon operators as Q†l |0, 0i=|l, 2i, where n ∈ {0, ±1} and
†3/2,s/2

T†

l ∈ {0, ±1, ±2}, then we can write that ∆1/2,s/2 |0, 0i = (s √03 −
(−ι

T†−1
√
6

+ι

Q†−1
√ )|0, 0i,
6

T†

†3/2,−1/2

and ∆1/2,1/2 |0, 0i = (− √16 −

Q†1
√ )|0, 0i.
6

Q†0
)|0, 0i,
3

†3/2,1/2

∆1/2,−1/2 |0, 0i =

The above equations show

that these conventional electron-hole pair excitation operators when acting on the |Jeff = 0i
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Figure 3: Panels (a) and (b) show the exciton-exciton correlation in the singlet and the
z-component of the triplet channels for the cases (λ/W, U/W ) = (0.3, 1.75) and (0.15, 7.0),
respectively. A system size L = 32 is used, and site i = 8 is fixed.

ground state leads to local Triplon and Quintuplon excitations in the strong coupling limit,
and this explains the presence of two bands in the exciton pair-pair susceptibility strongcoupling calculations shown in the main text.

B.3

Condensation of excitons in the triplet channel
†3/2m0

For the exciton ∆1/2m , m and m0 can take two values, {±1/2}, which
leads to singlet and triplet channels for the condensation. We define the exciton operators
in both channels as follows:
φs (i) =

X

†3/2m

∆1/2m (i),

(6)

†3/2m

(7)

m

φt (i) =

X

∆1/2m0 (i)τmm0 .

m

Figure 3 displays the excitonic correlation in the channels indicated in the caption, using
a L = 32 sites chain, for the two (λ/W, U/W ) points chosen in the DMRG phase diagram
corresponding to the BCS (0.3, 1.75) and BEC (0.15, 7.0) regions. The correlations are
measured with respect to the 8th-site from the left boundary. It is clear that the excitons
condense in the triplet channel in both the BCS and BEC regimes. However, as concluded in
the main text using the momentum distribution function of excitons, in the BCS regime the
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triplet local-exciton correlation decays fast with distance while it shows nearly long-range
order characteristics in the BEC regime.

B.4

Details of Ajm (q, ω) calculations

We used the DMRG-correction vector target method to calculate the single-particle spectral
function Ajm (q, ω − µ). The chemical potential is calculated using µ = (EN +1 − EN −1 )/2,
where EN is ground state energy of the N -particle system. The spectral function below and
above µ is calculated using the following formulas, with a fixed broadening η = 0.1 eV:
1
1
ajm,c |ΨG i],
Ajm (i, c, ω < µ) = − Im[hΨG |a†jm,i
π
−ω − H + EG + ιη

(8)

1
1
Ajm (i, c, ω > µ) = − Im[hΨG |ajm,i
a†jm,c |ΨG i].
π
ω − H + EG + ιη

(9)

In the equations above, i and c are sites. We fixed c = L/2 at the center, and calculated
Ajm (i, c, ω) for all other sites i’s. Then, we employed the following approximation to reduce
the computational cost:
Ajm (q, ω) =

1 X ι(i−c)q
e
(Ajm (i, c, ω < µ) + Ajm (i, c, ω > µ))
L i

(10)

To calculate the density of states ρjm (ω), we used ρjm (ω) = Ajm (c, c, ω < µ) + Ajm (c, c, ω >
µ).

B.5

Hartree-Fock calculations on two-dimensional lattices and
extra results

All the four-fermionic terms in the Hubbard interaction of the Hamiltonian are treated
under the Hartree-Fock approximation, where the single-particle density matrix expectation
values hc†iασ ciβσ0 i serve as order parameters at each site i (α, β are orbitals and σ, σ 0 are
spin projection indexes). We reach self-consistency iteratively in the order parameters while
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Figure 4: The density of states, ρj (ω − µ), in the Excitonic Insulator and IC-SDW regions
is shown in panels (a) and (b), respectively. Panel (c) contains the momentum distribution
funtion for electrons njm (k) for various values of λ. U/W = 0.5 is fixed for all the results in
the panels above. In panel (c), a system size 24×24 is used and m = 1/2 is fixed.

tuning the chemical potential µ accordingly to attain the required electronic density. Given
the many order parameters, converged results often require using 10-20 initial random initial
configurations and inspecting the lowest energy achieved after the iterative process, searching
for patterns that are then uniformized and test for their energy. Often also converged
results at other couplings are used as seeds at new couplings, until a consistent phase
diagram emerges. The modified Broyden’s method was used to gain fast convergence [178].

The single-particle density of states (DOS) provides further evidence for the existence of
the excitonic condensate. Figure 4(a) and (b) show the DOS ρj (ω − µ), at fixed U/W =
0.5. We chose λ/W = 0.02 and λ/W = 0.55 corresponding to the IC-SDW and excitonic

120

10
9

∆(π, π)/∆Avg

8

FM

EC, AF M

N o-EC, AF M

7
6
5
4
3
2
1
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

λ/W

Figure 5: Ratio of excitons number at momentum q = (π, π) and number of excitons
per momentum point is shown as a indicator of the region where excitonic condensation is
present. System size 16×16 is used and U/W = 2.25 is fixed.

condensate phases, respectively. As shown in Fig. 4(b), at λ/W = 0.02 a finite density-ofstates at the chemical potential is present for both bands jeff = 3/2 and jeff = 1/2 indicating
that the system is metallic in the IC-SDW phase. In the excitonic condensate phase, a small
gap is present near the chemical potential in both the bands due to the condensation of
excitons. The continous distribution in eigenenergies was attained by solving 24×24 lattices
with 48×48 twisted boundary conditions [179]. Two peaks arising from the small hole pocket
of the jeff = 1/2 states and electron pocket ot the jeff = 3/2 states are also visible. The inset
shows the magnified ρj (ω − µ) near the chemical potential. To discuss the evolution of these
hole and electron pockets, as the system crossovers from the BCS to BEC limit, we show the
momentum distribution function of electrons njm (k) in Fig. 4(c). The hole pocket is present
at k = (0, 0) in the jeff = 3/2 band and the electron pocket is at k = (π, π) in the jeff = 1/2
band. The nesting vector between these pockets also explains the ordering momentum of the
excitons. As λ increases, we noticed a gradual decrease in both electron and hole pockets
which indicates that the number of carriers decreases as the system crossovers from the BCS
to BEC limits. In Fig. 5, the ratio of number of excitons at momentum q = (π, π) and
P
average number of excitons (i.e. ∆Avg = L12 q ∆(q)) is shown, fixing U/W to 2.25. It is
clear that Excitonic condensation is present only for λ/W ∈ (0.1, 0.5). As discussed in the
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main paper the spurious AFM phase present in strong coupling and large λ (i.e. in the upper
right corner of the phase diagram) does not have excitonic condensation as shown in Fig. 5.
It should be also noticed that ∆(π, π)/∆Avg smoothly goes to zero as λ is increased which
indicates toward the continuous phase transition between the AFM+EC and AFM+No-EC
phases, in our mean field theory calculation.
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C

Appendix for Chapter 4

C.1

Two sites problem in strong coupling (λ = 0)

In this section, we discuss the 2-sites three-orbital Hubbard model in the strong coupling
limit (U/t >> 1) for n = 3.5 i.e a total of 7 electrons. Before discussing further details,
below we show the Hubbard interaction term of the Hamiltonian in the rotationally invariant
0

form (we have used U = U − 2JH ) which we use to calculate the energy of each atom given
the occupation (N ), spin moment (S), and orbital moment (L):
Hint

N (N − 1)
5
L2
2
= (U − 3JH )
+ JH ( N − 2S − ).
2
2
2

(11)

Figure 6: In panel (a), we provide a pictorial representation of the states leading to
excitations in the single-particle density-of-states. Panel (b) shows the evolution of the lowenergy states as the hopping is increased, for a 2-sites system in the strong coupling limit.
In panel (c), ρ(ω) is shown for a 2-sites system in the strong coupling limit. A broadening
η = 0.05 is used.
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If we work at hopping t = 0, atomic limit, the ground state (GS) of the 2-sites system
consists only of d3 and d4 sites which have (S, L)=(3/2, 0) and (1, 1), respectively. Using
Eq.(11), the total energy E = E1 + E2 can be calculated to be 7U/2. The total spin moment
Stotal = S1 + S2 of the GS can be {1/2, 3/2, 5/2} and the total orbital moment Ltotal is 1.
Now to understand the effect of a nonzero kinetic energy, we perform exact diagonalization of the 2-site clusters with finite hopping. As soon as we turn on the hopping, we
noticed the degeneracy in Stotal breaks, as shown in Fig. 6(b). Interestingly all Stotal manifolds
splits into their high-energy anti-bonding (dashed lines) and low-energy bonding (solid lines)
states. The GS for finite hopping has a saturated total spin moment Stotal = 5/2, thus the
GS has ferromagnetic ordering. The GS state has a degeneracy 6 × 3 = 18 fold, where “6”
and “3” arise from SU (2)-symmetries in the spin sector of the S = 5/2 and L = 1 spaces.
We also noticed that for U/t >> 1, for all Stotal manifolds, the energies for the bonding (-)
and anti-bonding (+) states change linearly with t as

7U
2

3/2, 1/2 manifolds are t, 32 t, and 31 t, respectively.

± t̃, where the t̃ for Stotal = 5/2,

The presence of bands near the chemical potential is indeed confirmed by the density-ofstate calculations performed on 4 and 16 sites systems using Lanczos and DMRG techniques,
as shown in Chapter 4. We also noticed that the density-of-states of the 2-sites system can
explain most of the features present in ρ(ω) of the 4-site clusters in strong coupling limit.
In Fig. 6(c) we show the ρ(ω − µ) for the 2-site cluster in the strong coupling limit, and in
Fig. 6(a) we show all the “N+1” and “N-1” particle states leading to excitations above and
below the chemical potential, respectively. For 4-site clusters, we observed that these peaks
are present nearly at the same values ω 0 s in terms of U , as shown in Chapter 4.

C.2

On-site Interaction in the spin-orbit basis

In this section, we present the on-site Hubbard interaction term of the Hamiltonian written
in the spin-orbit basis. We employ the unitary transformation presented in Eq. 2.4 of the
Chapter 2 to express the interaction term in the following form
Hint = H 3 + H 1 + H 1 , 3 ,
2

2
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2 2

(12)

where the H 3 (H 1 ) term contains the Hubbard interaction in the jeff =
2

2

3
2

(jeff = 21 ) sector,

while the H 1 , 3 term contains the interaction between electrons of the jeff =
2 2

3
2

and jeff =

1
2

sectors. We calculated the above three terms for general (U, JH , U 0 ) values as shown below:
H3 = (
2

U + U0 X
JH X
U 2JH 5U 0 X
)
n 3 ,m n 3 ,−m +(U 0 − )
n 3 , 3s n 3 , −s +( −
+
)
n 3 3s n 3 s
2
2
2
3 s=±1 2 2 2 2
6
3
6 s=±1 2 , 2 2 , 2
1 3
m= 2 , 2

+(

U
U
U JH U 0 † †
− JH − )(a†3 , −3 a†3 , 3 a 3 , −1 a 3 , 1 + h.c.) + ( −
− )(a 3 , 3 a 3 , 1 a 3 , −3 a 3 , −1 + h.c.),
2 2
2 2
2 2
2 2
2 2
2 2
2 2
2 2
6
6
6
3
6
(13)
0

H1 = (
2

H1,3 = U0

X

2 2

2 2

s=±1

(

n 3 , s n 1 , s + (U 0 −
2 2

U + 2U 0
)n 1 , 1 n 1 , −1 ,
2 2
2 2
3

(14)

2JH X
U
2U 0 X
)
n 3 , 3s n 1 , −s + ( − JH +
)
n 3 s n 1 −s +
3 s=±1 2 2 2 2
3
3 s=±1 2 , 2 2 , 2

JH 2U 0 X
2JH
U0
U
U
n 3 , 3s n 1 , s + ( −
−
+
)
− )(a†3 , −3 a†1 , −1 a 3 , 3 a 1 , 1 + h.c.)+
2 2
2 2
2 2
2 2
3
3
3 s=±1 2 2 2 2
3
3
3
U − U0 † †
JH X † †
(
)(a 3 , 1 a 1 , −1 a 3 , −1 a 1 , 1 + h.c.) + √
(ia 3 s a 1 s a 3 , 3s a 1 , −s + h.c.)+
2 2
2 2
2 2
2 2
3
3 s=±1 2 , 2 2 , 2 2 2 2 2
U0
U X †
( − JH − )
(a 3 ,−m a†3 ,m a 1 , −1 a 1 , 1 + h.c.)
2 2
2 2
2
2
3
3
m= 12 , 32
√
JH 2 X
(n 3 3s a†3 −s a 1 −s + h.c.)+
+
3 s=±1 2 , 2 2 , 2 2 , 2
(

U 0 + 2JH − U †
√
)(a 3 , −3 a†3 , −1 a 3 , 3 a 1 , 1 + a†3 , −3 a†1 , −1 a 3 , 3 a 3 , 1 + h.c.)
2 2
2 2
2 2
2 2
2 2
2 2
2 2
2 2
3 2
0
U − U − 2JH X
√
+(
)
(n 3 , 3s a†3 , s a 1 , s + h.c.)+
2 2
2 2
2 2
3 2
s=±1
U − U0 X
( √ )
(n 3 s a†1 , −s a 3 , −s + sa†3 , −3 a†3 , 3 a 3 , −s a 1 , s + h.c.)
2 2
2 2
2 2
2 2
3 2 s=±1 2 2 2 2 2 2
r
2 X † †
+ JH
(ia 3 s a 1 s a 3 3s a 3 −s + h.c.).
3 s=±1 2 , 2 2 , 2 2 , 2 2 , 2
(15)
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The interaction expressed in the form above helps to arrive to interesting conclusions. For
example, all the terms with ∆Jzeff 6= 0 have coefficients ∝ (U 0 − (U − 2JH )), which implies

Jzeff is a good quantum number only if U 0 = U − 2JH , namely for the rotational invariant
case. Another important symmetry which is relevant for the present study is the global U (1)

phase symmetries for specific (j, m) sectors, i.e. the invariance of Hamiltonian under the
transformation aj,m → eiφj,m aj,m . This symmetry is related to the excitonic condensation
† 3 m0

because the excitonic order parameter h∆ 12m (i)i = ha†i 1 m ai 3 m0 i does not preserve this U (1)
2

i(φ 3 ,m0 −φ 1 ,m )

symmetry and transforms to e

2

2

† 32 m0

2

2

h∆ 1 m (i)i. We notice that these U (1) symmetries,
2

which correspond to charge conservation in the (j, m) sectors separately, are explicitly broken
and preserved only for the special case JH = 0 and U = U 0 .

C.3

Incommensurate Spin Density Wave
As mentioned in Chapter 4, we also found an Incommensurate Spin Density

Wave (IC -SDW) metallic phase. We noticed that in the IC-SDW region, the spin ordering
wave vector gradually changes as a function of U and λ. To discuss the evolution of the
spin structure factor, in Fig. 7 we show S(q) for three paths chosen in the phase diagram
as shown in Fig. 7(d). For λ = 0, panel (a), we notice that the spin ordering vector in the
IC-SDW region gradually decreases up to q = 0 (ferromagnetic phase) as we increase U . In
panel (b) we choose a path where U/W = 2.0 is fixed and λ is varied: along this path we
have a transition from IC-SDW to the Block Excitonic phases. For U/W = 2.0, the spin
ordering vector starts at q = 3π/2 (at λ = 0) and decreases to q = π/2 as we enter into
the block phase, and eventually transitions into a paramagnetic phase having S(q) nearly
constant.
In the weak coupling limit, namely small values of U/W , we notice a crossover from
IC-SDW to a jeff = 3/2 metallic phase. To discuss the S(q) along this crossover, we fixed
U/W = 1.0 and increased λ, as shown in panel (c). For U/W = 1, firstly the spin ordering
vector increases to q = π as λ is increased. On further increasing λ, S(q = π) decreases as
the system enters into the jeff = 3/2 metallic phase.
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Figure 7: In panels (a,b,c), the spin structure factor (S(q)) is shown for three different
paths in the phase diagram. The paths are shown in panel (d). All the results above are for
L = 16 sites system.

C.4

Boundary effects
In the present Chapter 4, we focused on systems with open boundary

conditions (OBC) because DMRG performs better with OBC than periodic boundary
conditions (PBC). It is well known that in general OBC may induce Friedel oscillations
in the local density. To investigate this aspect, we calculated the local density (hni i) inside
the block excitonic condensate phase of our focus, using L = 32 sites. As shown in Fig. 8(a),
in the block excitonic condensate phase, which is an insulator, open boundary effects produce
minimal oscillations in the local density that decays quickly approaching the center of the
lattice. In other phases, primarily metallic, Friedel oscillations may induce larger oscillations.
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3.0
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Figure 8: In panel (a), the local density (hni i) is shown for the block excitonic condensate
phase, employing a L = 32 sites system. Panel (b) shows the spin structure factor at the
λ/W = 0.15 and U/W = 3 point, for an L = 12 sites system with both OBC and PBC.

To further investigate boundary effects on the block excitonic phase, we solved a L = 12
site system with PBC for couplings λ/W = 0.15 and U/W = 3.0. In panel (b) we present
the spin structure factor using both PBC and OBC, showing the presence of block ordering
using both boundary conditions.
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D

Appendix for Chapter 5

D.1

Methods

DMRG method. The Hamiltonians discussed in Chapter 5 were studied using primarily
the density matrix renormalization group (DMRG) method [76, 180] within the single-center
site approach [78], where the dynamical correlation functions are evaluated via the dynamical
DMRG [181, 182, 107] i.e. calculating spectral functions directly in frequency space with
the correction-vector method [106] with Krylov decomposition [107]. The computer package
DMRG++ developed at ORNL was used. For a chain geometry, in both stages of the
DMRG algorithm, we keep up to M = 800 states. This allow us to simulate accurately
system sizes up to L = 24 sites for dynamical quantities (truncation < 10−8 for all frequencies
ω) and L = 32 for static quantities (truncation < 10−10 for the GS). For the ladder geometry
results, we use a standard two-site central block approach with M = 1000 states (truncation
< 10−3 , showing that the two-leg ladder two-orbital results are qualitatively correct, because
of its close resemble to the rest, but their quantitative accuracy can be further improved in
future efforts). In Fig. 10 we present the scaling of our results with system size L, number
of states kept M , and broadening η of Eq. (16).
Dynamical SSF. The zero temperature, T = 0, total spin structure factor (SSF) S(q, ω) is
defined as:
1
S(q, ω) =
π

r

L

2 X
sin(q`) sin(qL/2) ×
L + 1 `=1

Im hGS|S̃`

1
S̃L/2 |GSi ,
ω − − (H − GS )

(16)

with ω − = ω − iη, and |GSi is the ground state with energy GS . In the above equation
P
S̃` = γ S`,γ is the total spin on site ` for the total SSF S(q, ω), or S̃` = S`,γ for the orbital
resolved SSF Sγγ 0 (q, ω).
Furthermore, in the above equation we adopted the wave-vector definition appropriate for
open boundary conditions (OBC), i.e. q = kπ/(L + 1) with k = 1, . . . , L. As a consequence,
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in this work we used approximate (exact in the thermodynamic limit L → ∞) values of the
wave-vectors, e.g., q = π ≡ πL/(L + 1).
Localized basis representation. The eigenstates |φi of the three orbital system can be
written as
L

64
X

|φi =

n=1

cn |ni

L

L

L

4
4
4
X
X
X

=

n0 =1 n1 =1 n2 =1

c(n0 , n1 , n2 ) |n0 i ⊗ |n1 i ⊗ |n2 i ,

(17)

where |ni represent the orthonormal basis (particle configuration) of all orbitals and |nγ i
P
(with γ = 0, 1, 2) represents the particle configuration on given orbital γ. Note that n c2n =
P
2
0
n1 ,n2 ,n3 c (n1 , n2 , n3 ) = 1 and hnγ |nγ 0 i = δnn0 δγγ 0 . One can rewrite the above equation as
L

|φi =

4
X
j=1

|c̃j i ⊗ |jiγ=2 ,

(18)

where j ≡ n2 represents - within OSMP - the localized orbital and
L

|c̃j i =

L

4
4
X
X
n0 =1 n1 =1

c(n0 , n1 , n2 ) |n0 i ⊗ |n1 i

are vectors. The set of {|c̃j i} vectors represent an orthogonal vector-space with

(19)

P

j hc̃j |c̃j i

=

1. Finally, the weight of the |jiγ=2 configuration in the |φi eigenstate is given by the norm
of the |c̃j i vector, i.e., hc̃j |c̃j i = ||c̃j || ≡ c̃2j .

Energy contribution. In Table 1 we present the expectation values of the several terms
present in the Hamiltonian for the ground state and also states which contribute to the
acoustic and optical modes.
Two-orbital two-leg ladder Hamiltonian. The symmetric hoppings for the two-orbital
two-leg ladder system are defined [24] in orbital space as follows [see sketch in Fig. 5.7(a)]:

tx = 

0.14769
0

0






0.28805 0.01152
,
ty = 
0.01152 0.00581

,
0.27328
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Table 1: Energy contributions. Kinetic, intra- and inter-orbital interaction, Hund, and
pair-hopping energy contributions to the energy of given eigenstates. The last column shows
the difference between |GSi and states within the acoustic (red color) and optical (green
color) modes. Results are obtained for L = 4 and U/W = 0.8, using the Lanczos method.
All numbers in units of eV.
|GSi
|Ai
|Oi

k
−0.027
0.007
−0.031

U
8.006
7.993
8.081

U0
15.280
15.280
15.262

H
−1.055
−1.065
−0.946

P
−0.010
−0.009
−0.016

Total
22.194
22.206
22.350

ωα
0.012
0.156



tx±y


−0.21166 ∓0.08430
,
=
∓0.08430 −0.18230

all expressed in units of eV. The interaction portion of the Hamiltonian is the same as in
the 1D system.

D.2

Numerical details

In Fig. 9 we present the parameter dependence of our dynamical DMRG calculations for
a fixed frequency ω = 0.03 [eV] (namely, “inside” the acoustic mode) and L = 16 sites
(48 orbitals). In panel (a) we present the broadening η dependence of our calculations of
S zz (q, ω). It is clear from the figure that all features are properly resolved for the considered
η/δω = 2. In Fig. 9(b) we present the number of states kept M dependence of our findings.
We conclude that at a fixed η and L, the results do not change appreciably for M & 800.

In Fig. 10(a-d) we present the finite-size analysis at several momenta q cuts through the
dynamical SSF. At large q/π ≥ 3/4, the results do not depend on the system size L because
for this momentum only the optical mode is present in the spectrum. Since the excitations
within this mode are local, the system size (and also dimensionality of the lattice) should not
play a crucial role. On the other hand, at q ≤ π/2 the results depend more on the system
size with maximal variation at q/π = 1/2. However, this dependence does not change the
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Figure 9: Parameter dependence of dynamical-DMRG simulations. (a) Broadening
η and (b) number of states kept M dependence corresponding to ω = 0.03 [eV] and L = 16
sites. In all simulations of Chapter 5 we use η/δω = 2 and M = 800.

main findings of our work and it merely reflects the quasi-long-range nature of the block
ordering [5]. This can be understood simply from the L-scaling of the static S(q = π/2)
shown in the inset of Fig. 10(e). For completeness in Fig. 10(e) we show the L dependence
of the full momentum q resolved static SSF.
Let us finally comment on the accuracy of our results for the multi-orbital ladder
geometry. Different from the chain setup, where the three orbitals where treated as a
single site with a local Hilbert space of 64 states, the ladder results were obtained using
a 12 × 2 × 2 (rungs × legs × orbitals) lattice with a local Hilbert space of 4 states. Although
such a setup have smaller memory requirements, the entanglement area law [183] heavily
influences the accuracy of our results. The latter is a consequence of a large number of longrange connections (up to 7 nearest-neighbours). In Fig. 11, we present the system size L and
states M scaling of the results presented in Fig. 5.7 of Chapter 5. In panel (a) we present
the finite-size analysis of the static SSF in the bonding sector, qy /π = 0, for the M = 1000
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states kept. The system size analysis of the ladder results is consistent with the findings
for chains, namely the acoustic mode has size dependence, while the optical mode does not.
In summary, while we are confident that our results for ladders capture the essence of the
problem, including the existence of acoustic and optical bands and quite different weights in
different portions of the Brillouin zone, only further (very demanding) work can achieve the
same accuracy as shown here for chains.

D.3

Magnetic moment evolution.

In Fig. 12 we present the evolution of the local magnetic moment hS 2 i within the blockorbital selective Mott phase. This local moment can be obtained from the sum-rules of
spin-spin correlation functions, i.e.,
1
S(q) =
π

Z
dω S(q, ω) ,

1
hS i =
L
2

Z
dq S(q) .

(20)

Note that the above equations allow to relate the total spectral weight of INS data with the
value of the local spin via hS 2 i = S(S + 1). The results presented in Fig. 12 are obtained
from the integration of the static structure factor S(q). As clearly visible, the magnetic
moments start to develop already in the paramagnetic (metallic) phase [5] and are stabilized
to its maximal value hS 2 i (S = 1 for n = 4/3) in the middle of the block-OSMP.

D.4

Comparison of DMRG results with powder experiment.

Although BaFe2 Se3 is a quasi-1D compound, the finite ω-dependent properties should be
dominated by the 1D nature of the ladder lattice (while, e.g., d.c. transport is more subtle).
It is therefore appropriate to directly compare our dynamical SSF to experimental findings.
Since the latter is obtained using a powder sample, our results presented in Fig. 5.2 have
to be averaged over all spherical angles [184]. Furthermore, to qualitatively compare to the
inelastic neutron scattering (INS) data we must incorporate in the analysis the momentum
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dependent magnetic form factors F (Q) of the spin carriers, namely the Fe2+ ions. Here we
assume a gyromagnetic ratio g = 2 (spin-only scattering). The functional form of the former
can be taken from crystallography tables [6]. In Fig. 13(a) we present the powder average of
our spectra. Several interesting general features can be inferred: (i) using realistic values [4]
for the Fe-Fe distance such as 2.7 Å, remarkably we obtain a nearly perfect agreement for the
position of the acoustic mode. The leading INS signal is centered at Q ' 0.7 (1/Å), followed
by peaks at 1.8 (1/Å) to 2.5 (1/Å) with smaller intensity [indicated by vertical red arrows
in Fig. 13(b)]. (ii) The neutron spectrum gives three flat (momentum-independent) bands
of spin exactions: two of them are centered approximately at ω ∼ 0.1 eV (ω1 = 0.0889 eV
and ω2 = 0.1082 eV, depicted as horizontal red arrows in Fig. 13(b)), while the third one
is positioned at ω3 = 0.198 eV. Our 1D results yield only one optical mode centered at
ω ' 0.105 eV in accord with the most pronounced peak within the INS spectrum. This
qualitative agreement indicates that our model is able to capture the nontrivial nature of the
frustrated magnetism of BaFe2 Se3 , and that the studied parameter range of our Hamiltonian
is valid for the whole 123 family.
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Figure 10: Finite-size analysis. (a-d) Size L dependence of the frequency-resolved
dynamical SSF for q/π = 1/4, 1/2, 3/4, 1, as calculated with η/δω = 2 and M = 800. (e) Ldependence of the static SSF. Open points represent the results obtained as the expectation
value of the GS, while solid points are obtained from the integral over the frequency (see
Chapter 5 for details). Inset illustrates the quasi-long-range nature of block π/2 ordering,
with a signal intensity growing with L.
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Figure 11: Ladder geometry analysis. (a) Finite size L and (b) number of states kept
M scaling of the static SSF in the bonding sector, qy /π = 0.
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Figure 12: Magnetic moment. Evolution of the local magnetic moment hS 2 i within the
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U/W = 0.8 and various value of JH /U . The dashed line (upper x-axis) represents results at
fixed JH /U = 1/4 and for various values of U/W . The results were obtained using a DMRG
method with parameters L = 16 (48 orbitals), M = 800.
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Figure 13: Powder spectrum. (a) Spherical average of the dynamical SSF. The black
solid line represents the magnetic form factor F (Q)2 of the Fe2+ ions [6]. (b) Spherical
average of the dynamical SSF convoluted with the form factor F (q) relevant for a direct
comparison with the BaFe2 Se3 INS results [4]. Red arrows indicate the position of maximum
intensities in the INS spectrum. See text for details.
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