A major issue which divides the facial expressions from the other classification domains is complicated behaviour of human to express the emotions which should be recognised with the classifier model. Existing research recognise the emotions using a range of classification techniques. However, low accuracy rate, large training set, large extracted features or priority for sequence images are the main drawbacks of those works. One of the recent techniques to address the facial expressions problem is fuzzy rule-based system (FRBS) which is used as a successful method to model and solve the natural-based problems. However, FRBS is poor to adapt the existing knowledge with the diverse conditions. In this article a novel hybrid genetic-fuzzy rule-based model is proposed to optimise the performance of fuzzy classification while the limited raw input data as the features are used. In this model, the proposed genetic algorithm simulates the honey bees offspring generation process called bee royalty offspring algorithm (BROA) to improve the training process of classic genetic algorithm. The comparison results illustrated that the genetic-fuzzy classification model improves considerably the accuracy rate and performance of FRBS while the BROA modify the training process of genetic-based algorithms.
Introduction
Emotion recognition improves considerably the interaction between human and computers (Ren, 2008) . According to Mehrabian and Ferris (1967) in a face to face communication the major factor to transferring the feeling is the facial expression while less portions are allocated to the language and paralanguage factors. This implies the importance of facial expressions to express the emotions in the communication. Therefore, one of the main research interests in the human computer interaction (HCI) is facial expressions recognition. Generally, a facial expressions recognition system includes two main subsystems called feature extraction and classification. Since the main challenges of facial expressions are related to the analysis of facial features therefore, classification of expressions based on the extracted features is the main purpose of this research.
A wide range of classification techniques have been used in the pattern recognition which have also proposed in the facial expressions classification from static and sequence images such as neural networks, radial basis function (RBF) networks, fuzzy logic, Bayesian networks, k-nearest neighbour, support vector machine (SVM) and so on. Some of the most popular techniques are summarised and discussed in the following parts. SeyedArabi et al. (2007) proposed a neural network classifier model to recognise the facial expressions from the sequence images. They used fourteen manually extracted feature points in the first frame around the eye, eyebrow, nose and mouth. The cross-correlation method was used in this study to track the position of feature points in the next frames which were calculated based on the maximum value of cross-correlation between two frames. Therefore, seven feature vectors based on the feature points displacements from the neutral image (first frame) to emotional image (last frame) were extracted to classify the emotions with neural networks. Moreover, to make improvement in the training process radial basis function neural network (RBFNN) was proposed in the classification of facial expressions. The proposed model was evaluated into 50 subject images from Cohn-Kanade database. Average accuracy rate for five times running was reported around 91%.
Neural networks
Multilayer perceptron model of neural networks was proposed by Zhang et al. (1998) for classification of facial expressions. They selected manually 34 points onto face images to represent geometric locations of facial feature points. The proposed model of facial expression classifier was included multilayer perceptron with number of hidden units which was vary from 1 to 20 to reach the best configuration for classification. Experimental results showed the best accuracy rate of 73.3% with using seven hidden units for facial expressions classification. In this study, Japanese female database (JAFFE) was used to evaluate the classification performance of six basic emotions except fear. Rao et al. (2011) proposed a feed forward neural networks model to classification of happy, anger, fear, sad and neutral from sequence images. After extracted the features of eyes and mouth by image processing and morphological operations, the extracted feature vectors were used in three neural networks model in terms of the left eye, right eye and mouth features. As each model in this study represented four facial expressions and neutral, three recognition results were reported with using each vector, therefore, the optimum rate was obtained with respect to the combination of results. In spite of the estimating the number of layers and their units to make the neural networks structure is a time expensive task, the best performance of the proposed neural networks model was presented while it was consisted five layers with number of units for every layer. The recognition rates of 87% and 81% were reported for training and independent sequence images as testing subjects, respectively. Hammal et al. (2007) proposed a rule-based system and compared it with the Bayesian model for classification of facial expressions. Facial feature points around the mouth, eyes and eyebrows were selected to obtain five geometric features from facial movements. Then, the extracted features consist of distances value from feature points were fed to the classifier to categorise four classes include neutral. They evaluated the proposed classifier in the different databases and obtained average accuracy rate of 61.1% for classification of joy, surprise, disgust and sadness in three classes from Cohen-Kanad and Dailey-Cottrel databases for instance. Furthermore, to improve the classification performance, four expressions were classified to four emotions in which the combinations of expressions were considered as the similar classes such as fear and surprise as one class. This classification showed the accuracy rate of 99.3%. The last reported rate showed very high accuracy of classification but where the various expressions which have close appearance not only were classified in the different classes but also could be classified in the similar classes. Hupont et al. (2008) used rule-based classifier to facial expressions recognition. In this study, 20 feature points around the mouth, eyes and eyebrows and five distances between them were extracted as facial features for evaluating the model performance in Ekman's all basic expressions. Experiment results showed 71% accuracy rate for using static images of FG-net and MMI databases. Furthermore, for the purpose of accuracy improvement, nose wrinkles and mouth shape information were added to extracted features that increased performance rate to the 85% and 91%, respectively. They showed that geometric features method and rule-based technique simplify the classification problem while keep the accuracy rate properly if the face parameters are selected correctly. Samad and Swada (2011) proposed SVM for classification of facial expressions recognition where Gabor wavelet with a few parameters was utilised to feature extraction. The proposed model was evaluated on the FG-net (FEED) database and accuracy rate of 81.7% was obtained for classification of basic expressions except disgust emotion. The strength point in the proposed model was simplicity and lower computational cost in feature extraction process than the other studies which used Gabor wavelet as the feature extraction technique. Shan et al. (2009) also examined the SVM method to classification of emotions. In this study, LBP method was used as an appearance method to features extraction. Experiment results on the images of Cohen-Kanade database showed the average of 90% accuracy rate where SVM using LBP method as a features extraction technique for classification of six basic emotions. The results from this study showed that LBP increase the classification performance in comparison with using Gabor wavelet both in time and memory usage.
Rule-based methods

SVM and Bayes methods
SVM is also proposed in the work of Piątkowska (2010) with using LBP for features extraction from the image sequences. He evaluated the proposed classification method on the FG-Net and Cohen-Kanade databases for recognition all basic expressions. The recognition rate of 71% with FG-Net database compared with 77% using Cohen-Kanade showed that the FG-Net database includes more complicate expression images than the another one.
Hidden Markov models
Hidden Markov models (HMMs) as popular statistical models are widely used to model time series data and classification problems. Recently, HMMs were used also to classification of facial expressions in the studies of Pardas et al. (2002) , Cohen et al. (2003) and Shin and Chun (2008) . These studies tried to model the sequence of image states in HMMs to find the highest probability of expressions in new images to fit with trained models.
Fuzzy methods
In recent years, fuzzy logic has been used to model the problems with uncertainty domains for the purpose of making more accurate and real results. Classification of facial expressions is one of the complicate problems that follows the natural rules as deals with human activities. Therefore, fuzzy logic has been used to solve some classification limitations related to the facial expressions such as ambiguity. Facial features do not belong to only one specific emotion. Therefore, a set of extracted features may represent different emotions in various classes with different chances. Therefore, ambiguity is an inherent characteristic of facial expressions (Wu et al., 2005) . Xiang et al. (2008) proposed a fuzzy C-means (FCM) model to classify the facial features derived from using Fourier transform. Therefore, FCM classify a set of attributes with different membership values into the several categories. According to this study, FCM shows the robust classification for expressions recognition. They reported 88.8% accuracy rate for basic expressions recognition from sequence images.
Another example of FRBS is the proposed model by Esau et al. (2007) to classify the emotions. In this study, predefined set of fuzzy rules and membership functions specified the belonging degree (strong or weak) of facial features vectors to each emotion. The proposed classification model used six angles based on the 14 feature points to measure the deformation of features from neutral to emotions. The experiment results showed the accuracy rate of 72% for classification of four emotions (happiness, sadness, anger, fear and neutral) from Cohen-Kanade database.
As a hybrid model, we can illustrate Chatterjee and Shi (2010) work that used FRBS for facial expressions recognition while tuned the fuzzy model in a learning process. In this study, adaptive neuro fuzzy inference system (ANFIS) was proposed to tune the fuzzy rule-based model to track properly the given input/output data. The learning process was performed based on the feed forward neural network to generate the fuzzy rules. They reported 85%-95% accuracy rate for classify five facial expressions with five ANFIS model while different LBP model were used to feature extraction of the images from JAFFE database. According to this study, generating the fuzzy rules in the ANFIS makes the recognition process more automatic and improves the recognition rate, whereas it decreases the human knowledge intervention in the structure. Therefore, ANFIS benefits the abilities of both fuzzy techniques and Neural Network. On the other hand, the system is more complicate in which neural model needs to more computational process compare with the fuzzy rule-based systems (FRBSs) to reach the results. Moreover, ANFIS is not able to adjust the membership functions type and the parameters of membership functions in the training process, therefore the ANFIS model needs to optimise with an optimisation technique (Lee et al., 2007) .
According to the existing studies, fuzzy techniques have good potential to use in classification problems. However, the lack of a proper training algorithm to optimise the fuzzy construction based on the diverse conditions has reduced its performance in comparison with other techniques such as SVM and Neural Networks. Therefore, the main goal of this research is to fulfil the requirements of FRBS for classification of facial expressions. To obtain the goal, a hybrid genetic-fuzzy classifier model was proposed to improve the fuzzy classification performance. Ekman and Freisen (1978) showed facial emotions cause movement and change in the set of face muscles which are universal and have similar actions for all people in the different nations. Therefore, muscles movements can be used as the criterion of measurement for classification of facial expressions. Facial expression recognition systems need to have feature data of images for classification of facial expressions. Therefore, facial feature extraction is the first step that prepares required data as input data for classification of facial expressions.
Geometric features and appearance features are two types of facial features using in the facial expression recognition. Geometric features aim to measure the movement of extracted crucial parts of face such as eyes, eyebrows, mouth and nose landmarks while an emotion is occurred. Another type of features called appearance features, deals with the change of face skin texture in the different emotions (Paknikar, 2008) . Some of the recent methods for feature extraction are described as follows.
There are several techniques have been presented for features extraction in recent years. Morphology operators can be used onto dark regions which determine maximum or minimum area on the image, to detect the eyes corners. As the eyes regions include maximum or minimum value of luminance gradient, the information of luminance determines properly the region of eyes. Furthermore, detection of mouth key points needs to information of chrominance and luminance. As the mouth contour includes special colours when the chrominance information is presented, therefore, chrominance data is essential to detect the mouth feature points (Hammal et al., 2006) . Zhou et al. (2011) proposed a hybrid model of active appearance models (AAMs) to extract facial feature points. AAMs (Coots et al., 2001 ) combine the information of geometric variation as well as texture variation to fit a set of feature points as a face shape with facial images in the diverse expressions. Local binary patterns (LBP) method is also used for facial feature extraction with texture consideration in some studies such as Shan et al. (2009) and Piątkowska (2010) . In this method the face region divides into a grid with small scale pieces. Then, the LBP histograms belong to grid cells are extracted as facial features set for a particular emotion (Shan et al., 2009) .
In this paper in order to perform the features extraction step, geometric method was used to measure the movement of features from neutral to emotional state. Seven parameters were extracted based on the 12 feature points in the feature extraction process. The extracted features fed in the genetic-fuzzy model to classify four basic facial expressions. Surprise, sadness, happiness and anger are the most important emotions usable in the real life systems also show both positive and negative appearances. That is why those were selected for the evaluation of the proposed model.
In various studies (Bonissone et al., 1996; Alcalá et al., 2005 Alcalá et al., , 2009 Ishibuchi and Nojima, 1999 ) genetic algorithms as a learning algorithm were combined with FRBS to add the following merits to a fuzzy system: • making a learning process for fuzzy model
• tuning membership functions, automatically
• reaching to optimal performance with construction adjustment of the model • making generalisations in the diverse conditions for the model.
As a result, for the purpose of improvement of fuzzy rule-based classification, an adjusted genetic algorithm is proposed to decreases some limitation of FRBS while least number of feature points organise the feature vectors for classification.
In the rest of the paper, the proposed geometric features extraction as well as hybrid genetic-fuzzy classifier model is described in details.
Facial feature extraction
As facial data extraction was not the main focus of the current research, therefore, in the proposed model full automatic feature extraction techniques were not applied. But, a geometric method based on analysis of image data and morphology process was used for the purpose of extracting facial feature points from the images. Based on this method twelve points on the face images were detected to analyse the features movements from the neutral to emotional states.
Eyes, eyebrows and mouth are the most effective features on the face for expressing the emotional information (SeyedArabi et al., 2007) . Therefore, the localisation of those was the pre-process step for facial feature points extraction.
Feature points detection from eyes region localisation
Extracting the corners of eyes locates the eyes areas both in horizontal and vertical positions. Therefore, two box areas were approximated in the eyes regions. This region included 40 horizontal pixels and around 25 vertical pixels from the inner corner of the eye. For the purpose of dividing the upper eyelids from the eyebrows in the emotional states, length of the rectangular area around the eyes was estimated a little shorter for the sadness and anger facial images and longer for surprising images. Figure 1 shows the process of eyes search region detection. The next step is detection of eye features points. In this research, the dark borders of eyes included eyelash and iris were detected to extract the upper and lower points of eyes. These two points showed the distance of eyes opening or closing.
To detect the dark borders of eyes, RGB information in the images with JPG format were considered. As darker points have lower RGB value, the dark points in the eyes region were detected. Therefore, a range of RGB values was defined to show the eyes borders. Equation (1) shows the proposed mathematical function to convert the RGB pixel values to 0 and 1 as the binary values.
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where Ei is a pixel value in the eye region g i is a pixel value with RGB information in the eye region α is the estimated coefficient Ag i is the average of determined RGB values. Morphological processing was operated on the detected eyes regions with using close and open operators in the MATLAB environment to combine dilation and erosion operations. These morphological operators grown the objects thickness with filling the holes then removed the noise objects (Gonzalez et al., 2004) .
Feature points detection from eyebrows region localisation
Eyebrow box areas were approximated when the eyes upper levels detected. As the eyebrows locate in the upper position of eyelids, the above area from the eyelids indicated the eyebrows. The eyebrow box area is started from the mid points of distance between inner corners of eyes in the horizontal axes to cover the first inner points of eyebrows. With regarding to the dark colour of the eyebrows, the eyebrows areas were extracted from the background in the boxes regions.
The morphological operators performed to adjust the detected eyebrows and remove the noise objects. Then, the search process was performed to extract the outer points of eyebrows.
Feature points detection from mouth region localisation
Mouth corners detection was performed when the mouth region was estimated. Mouth region was localised based on the position of nose. Therefore, first the location of the nose was approximated, then, the lower area of the nose was detected as the mouth region. Figure 2 shows the mouth area estimation. As the mouth region include the red dark area in the mouth box, therefore, RGB information can be used to extract the mouth from the left area of the face. Therefore, for the purpose of detecting the corners of the mouth, the extracted mouth region was converted to the binary format.
The morphological operation was performed on the binary shape of the dark regions of the mouth box. Then, two mouth corners were extracted with a search process in the box.
Two upper and lower mouth points also were extracted as the mouth features. These points have the vital role in the recognition of emotions. However, the boundary of lip and face skin were not recognisable due to the condition of image illumination and low quality of colours for some objects particularly in the emotional state such as happiness. Therefore, to get higher accuracy in this condition, we preferred to extract the upper and lower feature points manually by computer mouse. 
Facial feature vectors
Seven feature parameters were extracted from the feature points in the neutral and emotional images. These feature values showed the feature points geometric movements from the neutral to emotion states. Based on the literature review, various feature parameters were extracted from the feature points in the geometric method. According to Figure 3 the feature parameters were determined as following equations: 
( )
In the above parameters (D1 … D7) x i and y i are the horizontal and vertical coordinates of feature points, respectively where the tip of nose is the coordinate origin.
In the current research, the measures from D1 to D7 in the neutral image and emotional image for each subject were obtained. Then, the proportion of parameters in the emotional state to the neutral state for each subject determined the movement values as feature vectors for emotions. These feature vectors were fed into the classification model to recognise the facial expressions. If the extracted features in the neutral and emotional states show as Dn1 … Dn7 and De1 … De7, respectively, then the feature vectors are shown as follow: 
Facial expressions classification
Classification is the main part of facial expressions system and the challenge matter of recent researches in the pattern recognitions. Therefore, the main contribution in the current research was in the classification module. In this research, fuzzy rule-based approach was the proposed classification technique while a genetic-based learning algorithm was used in the fuzzy knowledge base to tune the membership functions for facial expressions recognition. Overall, for the purpose of increasing the accuracy of the model, the process of classification was performed using a modified genetic algorithm simulated from honey bees mating process called bee royalty offspring algorithm (BROA) as an optimisation method to fit the fuzzy membership parameters with the problem conditions. Therefore, the BROA learning process not only optimised the FRBS but also improved the training process of genetic-based algorithms to classify the expressions into four emotions. Figure 4 shows the general framework of hybrid classification based on a genetic-fuzzy model for facial expressions recognition.
Fuzzification
The process of making fuzzy values from the crisp values was determined with using bell shaped membership function. Bell shaped membership function is one of the popular functions which used for modelling of real world problems particularly in the problems that deal with human behaviours. The proposed bell shaped membership function is shown as follows: The parameters c and a are the centre and width of the curve, respectively. A range of values was determined for b, c and a parameters with respect to the training data as follow:
• b: For the purpose of changing the shape of membership functions to cover all types of triangular, trapezoidal and general bell shaped membership functions, a range between 0.6 and 3.5 were determined. Figure 5 shows the bell shape membership function with different value for b factor.
• c: The centre of curve was determined based on the average (Av) of extracted features (feature vectors) values for each emotion in the training set but with a deviation with respect to the maximum and minimum values to make a range that includes general databases:
• a: The width of curve was determined based on the variance (Var) of extracted feature values for each emotion in the training set with a deviation with respect to the maximum and minimum values:
Therefore, the exact values of c and a in the genetic learning process were achieved to improve the classification performance according to the dataset. 
Seven feature vectors used the bell shaped membership function to fuzzification process. In this process, six linguistic terms were used for each input feature. As linguistic sets are fuzzified using membership functions, therefore, six membership functions were determined for each input feature vector. The linguistic terms were defined as follows: 
Knowledge base
The computational procedure of fuzzy inference system based on the knowledge base to predict the new conclusion is implemented in the inference engine. Therefore, knowledge of classification problem with fuzzy rules were determined in the knowledge base component according to the FACS and experiment studies to find the best rules set for classification of emotions.
Defuzzification
The process of converting fuzzy output values to a crisp value was determined according to the mean value of maximum (MOM) defuzzification strategy.
Modified genetic learning algorithm
For the purpose of improving the fuzzy rule-based classification performance, a genetic algorithm as a learning technique was used in the classification model. Genetic algorithms are popular methods to solve the optimisation problems with a learning process. In the proposed algorithm the survival process in the bees colony was modelled as a solution for optimisation of fuzzy membership parameters.
The formulating of this biological process called BROA is described in the next section.
Bee royalty offspring algorithm
Honey bees offspring generation process follows an intelligent structure which leads with the queen bee in the colony. Queen as the most powerful bee is followed with a group of male bees in the mating flight. The male bees are chosen randomly in the initial mating flight (Initial population) while the mating process is continued with selection of the male bees with higher flight performance (selection) which can get to the queen. Generally, between of 7 to 20 male bees succeed to mating with queen (crossover). The QUEEN stores male's sperms to create the offspring. In the next generation an offspring replace with queen if it is better (fitter) than the queen, otherwise, it will be one of the population that has the chance of mating with the queen. Figure 6 shows briefly the biological background of natural mating process with queen and drones to create new population. One of the main limitations of honey bees behaviour is related to number of crossover between each male bee and queen which is once per each drone. Therefore, the drones which had the transmission chance will be removed forever. Moreover, there is only one queen in the colony to generate the offspring which limits the diversity of genes. Therefore, in this research, the proposed model overcomes those limitations while the bees colony survival behaviours has been improved. Furthermore, the main difference of BROA with classic genetic algorithms is in the crossover operation which includes mating two princess chromosomes, as the created offspring from the queen, with a group of drones, independently, rather than crossover with pair of parents. In following parts the process of BROA performed on the classification problem is described and compared with other scenarios-based genetic algorithms. Figure 8 shows the proposed BROA as a training process, briefly. 
Encoding the chromosomes
Solutions were encoded as the strings of gens consist of fuzzy membership function parameters, extracted features and linguistic terms. According to the previous parts of this chapter, three (b, a and c) membership parameters for seven extracted features with six linguistic terms formed the fuzzy inference system structure. Therefore, each string of chromosome contained126 (3 * 7 * 6) gens, 
Creation of initial population
Initial population was created randomly included 15 chromosomes. The membership parameters as the gene values were determined randomly in the predefined ranges to make the initial results. The results were considered based on the fitness function to measure of reaching to the objective solution. Therefore, fitness values were the criterion for selection. Fitness function was determined based on the following objective function:
where m k is the number of corrected classification in the k th emotion while the number of emotions are four. n k is total number of data in k th class. Therefore, the fittest value is determined according to the following equation:
Parent selection
The selection process was performed in two phases, parent selection and selection of new population. In the parent selection step, ten chromosomes were selected as parents based on the roulette wheel method.
Crossover operation
Crossover is operated with the pair of parent chromosomes. In this research, the parents in the initial generation consisted of ten different chromosomes. Therefore, crossover was operated on each pair of chromosomes to create the offspring. Whereas, in the next generations. The elite solution from previous generation called queen chromosome as a parent was paired with the first selected solution from roulette wheel method in the new population. Therefore, two royalty offspring called princess were created as the outcomes from queen crossover. This operation increases the diversity of fitter chromosomes in the population. As a result, further offspring were generated based on the crossover operations with the mutated princesses and ten selected chromosomes from roulette wheel in the current iteration. In princess crossover, each princess chromosome in each generation performed the crossover operation with five selected chromosomes one by one. So that, five crossover operations was performed on each princess as a parent and each one of the five chromosomes as another parent to create the offspring. As each crossover operation generates two offspring, therefore, ten offspring were created from five mating operation from each princess. As a result 20 offspring were created from the crossover of two princesses. As three membership parameters included in the optimisation problem, to increase the optimisation performance, two point crossover per each a, b and c parameters were performed, independently to transition the genes. It means a chromosome was crossed from six points with respect to number of parameters which participated in the two point crossover operation. The above mentioned process increases the fitter solutions with two princess chromosomes to reach to the optimum results.
Mutation operation
For the purpose of simulate the small changes in the genetic structure of creatures, mutation operation with the probability (Pm) of 0.1 was performed on the offspring to create some errors on the offspring. To increase the optimisation performance, randomly one point mutation per each a, b and c parameters was performed, independently.
Selection of new population
In the initial generation ten chromosomes from offspring and initial population with highest fitness values were selected. The number ten is equal the number of offspring in the initial generation but half the number of the created offspring in the further generations. The queen as the fittest result was selected from the offspring and the current population (initial population). Moreover, nine other fitter results (chromosomes) from the offspring and current population were added to the queen to make a new population for next generations.
Termination conditions
Termination conditions were satisfied based on the number of iterations for generating results or reaching to the proper solution with optimum fitness value. For the purpose of optimising the obtained results from the training data two termination conditions included the generation numbers of 50 or the fitness value higher than 98%. 
Facial image database
In the current research, the images from two FG-net (Wallhoff, 2006) and Cohen-Kanade (Kanade et al., 2000) databases were used. Therefore, a dataset included the images from FG-net database with randomly selected images from Cohn-Kanade database was used in the experiment process to evaluate the proposed classification model. Moreover, an extra dataset included only images from Cohn-Kanade database was used to evaluate the validity of the model.
Evaluation of classification performance and its reliability
To implement the genetic-fuzzy model with regarding to the aim of model evaluation with the limited raw data as input information, at first, 20 unseen images from FG-net database as the testing set were used to evaluate the model generalisation. Whereas, in the training phase 92 static images included 23 subjects from FG-net and Cohn database (called FG-Cohn dataset) in the emotional states of surprise, sadness, happiness, and anger fitted the classifier model as the optimised form. For the purpose of evaluate the model deviations and its reliability, the training process was repeated ten times and every time the validity of the model was considered with the testing independent dataset. Moreover, a part of images which were placed in the training set were replaced into the testing set in a rotation process to cover all images of FG-net database as the testing set. Therefore, the evaluation processes were performed four times, after every time experiment, the testing data as an unseen set interchanged with training data. The testing set only was selected from the images of FG-net database in all four testing groups while the selected images from Cohn-Kanade database which were included in the FG-Cohn dataset (the main dataset) were used only in the training process. Figure 9 shows the training process with BROA for classification of facial expressions in four testing groups.
With regarding to the following charts, the improvement process for every implementation has been begun with a low fitness value and reaches to the optimum value in the final generation. However, as the tuning process was performed with the genetic algorithm which is a random-based method, therefore, different improvement processes were obtained in the various runs. In other words, genetic algorithm achieves a solution in every generation that can be different with the solutions in the same generations but in other runs. Table 1 shows the overall outcomes from learning process with RBOA in the four training groups. Moreover, the best, average and worst results as well as the standard deviation (Std) for each training group are showed in Table 1 . According to Table 1 the average of maximum, mean and minimum of achieved fitness values with regarding to all groups are 99%, 96.8% and 95.5%, respectively. 
Figure 10
Comparison of tuning with BROA and classic genetic algorithms (see online version for colours)
Comparison of the classic GAs with BROA and BA for tuning process
In order to comparison of BROA as the proposed training algorithm with some other genetic algorithms, three types of genetic-based algorithms have been presented in this research:
The first one is a simulated process from bees behaviour called bee algorithm (BA). In this algorithm, queen is the main chromosome in the crossover operation which is used as a parent to pair with the selected solutions in each generation. In this research, five out of ten selected chromosomes from Roulette Wheel method were paired with the queen. Therefore, ten offspring chromosomes were created by queen and selected chromosomes. According to BA, the size of offspring population, which are created by queen, is less than BROA and dependent on only queen as a fittest solution from previous population. Generally, the main difference between BA and BROA is related to existence of princess chromosomes as the base of crossover operation in BROA while those princess chromosomes are not defined in the BA.
Two other types of training algorithms which were used in this research are based on classic genetic algorithms. Therefore, the steps such as parent selection, crossover, mutation and new population are close the classic genetic algorithms while the parameters are different between these two types. Table 2 shows the overall description of proposed genetic algorithm compared with two classic genetic algorithms with different parameters used for classification optimisation.
With regarding to the experiment results, the proposed genetic algorithm (BROA) improved significantly the optimisation process of classic genetic algorithms. Figure  10 shows the average of tuning process with BROA in the ten times running compared with BA and two classic genetic algorithms.
According to Figure 10 the BROA not only shows the higher accuracy rate for classification in the training process in comparison with BA and classic genetic algorithms but also illustrates lower deviation in the several times experiments. Moreover, the tuning process with BROA to reach the optimum results shows the higher slop than classic genetic algorithms which means that the BROA is faster than GAs.
Furthermore, Table 3 shows the comparison of training results between BROA and classic genetic algorithms.
According to Table 3 the proposed training algorithm (BROA) obtained the higher fitness rate with 96.8% accuracy of classification and with lower standard deviation compared with two classic types of genetic algorithms in which the average of the best results were 93.75% and 92% while the higher standard deviations of those indicate the higher bias of the results in comparison with BROA. As we mentioned in the previous section, the average of standard deviations was derived from the results of several experiments on the training sets. Therefore, deviation of 1.25% shows the stability of the final results in the training process. Therefore, BROA which was simulated and modified from the honey bees offspring generation process has adjusted the optimising process of traditional genetic algorithm and BA in the tuning of fuzzy membership parameters. 
Evaluating the model performance with independent FG-net dataset
To evaluate the performance validity of classification, the trained model with BROA was examined with the independent data which were not used as the training dataset. The evaluation process was implemented with two datasets included FG-Cohn dataset and Cohn-Kanade dataset, separately. As we mentioned earlier, the FG-Cohn dataset includes the images from FG-net database and selected images from Cohn-Kanade database. However, in this dataset the testing set involves only the images from FG-net database. Therefore, the images of the Cohn-Kanade were used only as a part of training set. Table 4 shows the experiment results with testing dataset from FG-net database while the fitted model from training phase was used as the classification model. The testing phase was carried out four times with the different testing sets to evaluation process cover all FG-net images in the testing set in a rotation process. According to Table 4 the best recognition rate of 95% was achieved for classification of emotions while the lowest and mean of accuracy from all runs in four test groups shows the rate of 85.5% and around 90%, respectively, in the testing phase.
Evaluating the model performance with independent Cohn-Kande dataset
For the purpose of evaluating the validity of the classification model with BROA under diverse condition, the selected images from Cohn-Kanade database were used as the testing set while FG-net database was used as the training set. These training and testing sets formed a set called FG-Cohn set. Moreover, the model was evaluated using only Cohn-Kanade dataset while both of training and testing set were selected from Cohn-Kanade database. Table 5 shows the average of success rate for classification of testing sets in two mentioned cases as the accuracy rate of 93.5% and 92.2% were obtained with respect to training with FG-net database and training with Cohn-Kanade dataset.
Comparison of the proposed model with FRBS
For the purpose of illustrating the performance improvement of classification, the overall results for facial expressions classification using FRBS without training process in comparison with proposed genetic-fuzzy classification model has been summarised in Table 6 . The experiment results showed the success rates of 70.75% with FG-net dataset included 72 emotional images and 74.75% using FG-Cohn dataset consisting of 112 emotional images. In comparison, the proposed classification model in the testing phase showed the average of 90% accuracy rate for expressions recognition. According to Table 6 the trained model with BROA improved significantly the classification rate of FRBS. 
Comparison of the proposed model with other classification techniques
Feature extraction based on the geometric method was proposed in this research because the geometric features decreased the computation dimension in the classification process with regarding to representation of some specific components of facial images as the extracted features (Ratliff, 2010) . Furthermore, 12 feature points which were extracted from the images created the simplest model in contrast with previous studies as Zhang et al. (1998) 16 points with seven extra parameters as the extracted features were used for facial expressions classification. On the other hand, appearance features as another features type were proposed in the recent studies in which the texture information of the face skin was presented to use in the expressions classification. The feature extraction methods based on appearance features feed wide information of facial states into the classification system which force computation expense in contrast with geometric features with raw limited data (Ratliff 2010) . Moreover, the complexity of appearance-based methods for extracting the features are usually higher than geometric features in terms of computing process and memory usage (Shan et al., 2008) . On the other hand, the appearance features are commonly used on the sequence images (Piątkowska, 2010; Samad and Swada, 2011; Shan et al., 2009; Cheon and Kim, 2009; Xiang et al., 2008) unless hybrid features include both geometric and appearance are used for facial analysis from the static images. One other drawback derived from need to geometric points as the primary data in the most of the appearance methods. Table 6 shows some of the results obtained from recent research with similar conditions in terms of image type. According to Table 7 one of the main reasons of low accuracy rate of classification is derived from the feature extraction based on the geometric features compared with appearance methods. As an example, in the study of Zhang et al. (1998) with using 34 points, the affect of two features types were examined in the classification performance. According to their reports, using geometric type of features makes the classification performance as difficult that low accuracy rate of 73.3% was obtained while with using Gabor Wavelet method as an appearance type the accuracy rate was considerably increased to the 92.2%.
In this research the proposed geometric features with 12 points as the least numbers of points in comparison with existing models made a proper way to reach to the aim of reducing the classification complexity but with keeping high performance in the expressions recognition. Therefore, the achieved results from the proposed model show the highest accuracy rate with Cohn-Kanade database in comparison with existing research while the geometric features with minimum points were used for classification. Moreover, the proposed model illustrates the comparable accuracy rate while the FG-net database was used in the test. Lower accuracy rate in the later database in comparison with the studies of Ratliff (2010) , Zhang et al. (1998) , Guo and Dyer (2005) and Khanum et al. (2009) is derived from different databases, features type and number of feature points in those studies than what used in the proposed model in this article. Therefore, it is difficult to say that other techniques show higher accuracy rate than our proposed model in this article.
Conclusions
In this research, a novel genetic algorithm has been proposed for estimating and tuning the fuzzy membership functions to improve the fuzzy knowledge base. In general, two factors which were determined in the optimisation process included the type of membership function and its parameters. The proposed classification model has been examined and evaluated while the static images from two FG-net and Cohn-Kanade databases have been used to train and test the proposed hybrid genetic-fuzzy model. The number of selected points was 12 points which are the smallest size of points in comparison with existing research. As a result, the proposed features extraction presented a simple base in terms of computation cost for classification model. According to the experiment results, the classification performance of the proposed model is considerably higher than fuzzy rule-based model in terms of accuracy rate and generalisation, which proves that the proposed genetic algorithm as a learning process develops the FRBS performance for facial expressions classification. In addition, the training results illustrate that the BROA achieves higher fitness values than the classic BA as well as traditional genetic algorithms to adjust the membership functions in this problem. BROA not only shows the higher accuracy rate for classification but also achieves the smallest deviation in comparison with other types of training algorithms. Furthermore, the results from training phase and testing phase show that the proposed learning algorithm copes with the overfitting problem in the classification. Also, the outcomes from the reliability and validity tests indicate that the proposed model is reliable and valid while low values of standard deviation were achieved to classify the facial expressions from static images.
