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Abstract 
This paper addresses the real-time problem of scheduling aircraft in a Terminal Control Area (TCA). At a congested airport, 
airborne decisions need to be taken regarding take-off and landing operations in given time horizons of traffic prediction. In 
this work, aircraft are rescheduled at holding circles, air segments and runways during disturbances in order to minimize the 
propagation of aircraft delays. We formulate this problem via an alternative graph formulation, i.e., a detailed job shop 
scheduling model of the aircraft scheduling problem. A rolling horizon framework is introduced to manage busy traffic 
situations with a large number of delayed aircraft. As scheduling algorithms, we compare a Branch and Bound (BB) algorithm 
with a First Come First Served (FCFS) rule that we use as a surrogate for the dispatchers behaviour. The solution algorithms 
are evaluated on practical size instances from Roma Fiumicino and Milano Malpensa airports, in Italy. Traffic disturbances 
are simulated for the assessment of the solution procedures. We distinguish between entrance aircraft delays and small 
random variations on the aircraft entry times in the TCA. Rolling horizon parameters are evaluated such as the extension of 
the current traffic flow forecast and the time shift between the start of successive traffic predictions. Experimental results 
demonstrate that BB solutions are of better quality compared to FCFS solutions. BB computes feasible schedules that better 
minimizes aircraft delay and travel time minimization. Also, BB requires less frequent changes of aircraft scheduling 
decisions between consecutive traffic predictions. The performance of BB is less affected by random variations of entry times.       
© 2013 The Authors. Published by Elsevier Ltd.  
Selection and peer-review under responsibility of Delft University of Technology. 
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1. Introduction 
Due to the increasing traffic demand and the limited availability of airport resources, aviation authorities are 
seeking methods to better use the existing infrastructure during operations and to better manage aircraft 
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movements in the proximity of airports, trying to improve punctuality while maintaining the required safety level. 
From a logical point of view, it is possible to divide Air Traffic Control (ATC) decisions in a Terminal 
Control Area (TCA) into: (i) Routing decisions, where an origin-destination route for each aircraft has to be 
chosen regarding air segments and runways; (ii) Scheduling decisions, where feasible aircraft sequencing and 
timing have to be determined in each air segment, runway and (eventually) holding circle, satisfying scheduling 
regulation and giving optimized solutions. In this work, a traffic control system is developed in order to support 
traffic controllers in taking optimal scheduling decisions for given aircraft routes. Aircraft re-routing decisions 
are considered in other studies, we refer the interested reader e.g. to Pistelli et al. [11, 18].       
We study the aircraft scheduling problem (ASP) that is one of the challenging problems in air traffic control 
during disturbed traffic situations. Given a set of landing/take-off aircraft, and given for each aircraft its 
approach/leaving path in the TCA, its current position, its scheduled runway occupancy time, and a time window 
to accomplish the landing (departing) procedures, our problem definition is to assign the passing time to each 
aircraft at all resources of its path (holding circles, air segments, common glide paths, runways) in such a way 
that all aircraft potential conflicts are solved, all the constraints on safety separation distances are satisfied, the 
available airport capacity is efficiently used and aircraft delays due to conflicting paths are significantly reduced. 
Recent literature reviews of [2, 3, 4, 9, 12, 15] presented at least two types of ASP classification. 
First, ASP models can be grouped as basic or detailed. Basic models include only the runways in the TCA, 
while detailed models also schedule aircraft on other relevant TCA resources. Most of the early papers on ASP 
fall in the former category. This choice is motivated by the fact that the runways are often the bottleneck of the 
TCA. With a basic model the ASP is typically formulated as a single/parallel machine scheduling problem, while 
detailed models of the ASP are formulated as a job shop scheduling problem. In later level of modelling, a 
significant number of real-world constraints and characteristics of the ASP can be included. In this paper a 
detailed ASP model is presented based on the alternative graph formulation of [17] that is able to enrich the 
model of [5] by including additional real-world constraints, such as holding circles, time windows for aircraft 
travel times, multiple capacities of air segments and blocking constraints at runways. This optimization model 
has been already successfully adopted to manage rail and air transportation problems [7, 8, 9, 10].   
Second, ASP approaches can be classified as static or dynamic. In the static ASP, landing/departing aircraft 
must be sequenced when all information is known, whereas in the dynamic ASP aircraft enter the TCA during a 
current time period of traffic prediction, and a new sequence of take-off/landing aircraft has to be recomputed for 
every time period in which new incoming aircraft positions are known. In this paper static ASP algorithms are 
utilized, provided that they are able to compute a feasible schedule, in a dynamic environment in which the 
information on the landing/departing aircraft is updated during the traffic prediction [1, 6, 20].  
The main objective of this work is the investigation of potential benefits of an advanced rolling horizon 
approach for the management of aircraft traffic flows at busy airports. Rolling horizon approaches have already 
been applied to transportation problems in which data variability is inherently associated with incomplete 
information on the real-time operations [14, 16, 18, 21]. The proposed rolling horizon approach enables the 
dynamic management of aircraft ingoing and outgoing the TCA. Compared to the centralized approach in which 
all aircraft are managed in one step for the entire time horizon of traffic prediction, the rolling horizon approach 
divides the problem in multiple steps, enabling the dynamic management of aircraft for large time horizons.  
The originality of this approach is the design and implementation of a dynamic setting for air traffic control 
based on a detailed problem modelling and on the adoption of heuristic and exact ASP algorithms. With a special 
focus on mathematical modelling and design of advanced algorithmic strategies, this research contribution 
evaluates the quality of ASP solutions in case of various sources of disturbance. A rolling horizon framework is 
developed based on alternative graphs, taking care of uncertainty of the predicted operational conditions over 
time. Specifically, we address the relevant questions “how does the traffic control system react when disturbances 
arise”, “when and how is it more convenient to reschedule aircraft in the TCA”, “which algorithm performs best 
in terms of delay and travel time minimization”, “which algorithm is the less sensitive to disturbances”.  
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The architecture of our optimization-based traffic control system with rolling horizon mechanism works as 
follows. The aircraft scheduling procedure considers a roll period and a look-ahead period (i.e., a time horizon of 
traffic prediction). Given currently available and predicted information on the operational conditions, the 
optimization algorithm adopted for the current ASP problem delivers the scheduling plan periodically for every 
roll period. At the beginning of each roll period, the operational conditions are predicted for a time period in the 
future. The look-ahead period is defined as the time period from the end of the roll period to the end of the 
current traffic prediction. This dynamic mechanism complicates the scheduling aspect compared to single 
optimization run, due to overlapping time periods and to additional constrains from current operations. 
At each stage of the rolling horizon approach, we run a scheduler plus eventually a pre-processing phase, in 
which holding decisions are taken for incoming aircraft in order to avoid potential conflicts between the aircraft 
from the previous time period still occupying resources in the TCA and next incoming aircraft. We then apply the 
following scheduling algorithms for solving the ASP of the current time period of traffic prediction. As rule-
based method, first come first served (FCFS) is evaluated, taking ASP decisions one at a time by assigning each 
conflicting resource to the first aircraft requiring it. This local rule requires no look-ahead control action but 
ignores useful information on the actual traffic conditions since aircraft run in the airport area on the basis of their 
actual order of arrival at each air segment or runway. According to [4], FCFS is a common dispatching rule, even 
if human controllers may adjust the FCFS sequence in order to recover possible infeasibilities. As optimization 
method, the truncated branch and bound (BB) algorithm of [8, 9] is used to solve the ASP to near-optimality.  
The ASP instances are generated by varying the following factors: (i) the two main Italian airports (Roma 
Fiumicino and Milano Malpensa, the airport models are shown in [19]) are investigated, having different 
infrastructures and traffic flows; (ii) delay configurations with multiple ingoing and outgoing delayed aircraft; 
(iii) various level of uncertainty regarding the aircraft entry times in the TCA.  
For all the proposed ASP instances, the ASP algorithms are evaluated on the following key performance 
indicators: (1) System configurations: roll and look-ahead periods are critical components to be assessed in the 
rolling horizon approach [13]. From the one hand, high rescheduling frequency may be connected with updated 
information on the traffic flow status. From on the other hand, low rescheduling frequency may cause less 
nervous changes of the scheduling plans over time due to minor disturbances. The length of the look-ahead 
period has clearly impact on the BB performance. (2) The computation time of the algorithms needs to be 
evaluated for each system setting. A dynamic approach may not be usable on-line only if the CPU requirement is 
too high. This may be a limitation on the number of viable system settings. (3) Delay propagation and 
disturbance robustness of the two ASP algorithms: entrance and exit aircraft delays are to be quantified. The 
question is how much could be the gain of BB compared to FCFS for the different airports (i) and for the various 
sources (ii) and (iii) of traffic disturbance. To answer the question, we will compare the results obtained for static 
information, i.e., there is perfect knowledge on the aircraft entry time in the TCA, and for dynamic information,  
i.e., the knowledge on the aircraft entry time is updated at each run of the scheduling algorithm.    
The paper is organized as follows. Section 2 describes the ASP problem and introduces definitions of 
constraints, objectives, disturbances and airport structures. Section 3 presents the alternative graph formulation of 
the ASP. Section 4 describes the new rolling horizon framework and gives an illustrative example based on 
alternative graphs. Section 5 reports on the tested instances for the two Italian airports. Computational results are 
reported for different system configurations and algorithms. Key performance indicators (1-3) are assessed. 
Section 6 gives conclusions and further research directions for practical implementation of the proposed system.  
2. Aircraft scheduling problem 
In the TCA, landing aircraft move along predefined routes from an entry point to a runway, following a 
standard descent profile. A minimum separation between every pair of consecutive aircraft, depending on the 
type and relative positions of the two aircraft (at the same or different altitude), must be guaranteed during all the 
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approaching phases. The safety distance can be translated in a separation time (setup time) by considering the 
different aircraft speeds. Following the same concept, departing aircraft leave the runway moving towards the 
assigned exit fix along an ascent profile, also respecting the separation standards. The runways can be occupied 
by only one aircraft at a time each, and a separation time should be ensured between any pair of aircraft. 
Once a take-off/landing aircraft enters the TCA it should proceed to the runway. For each aircraft, a 
processing time on the runway and on the air segments before/after the runway is computed according to the 
ascent/descent profile. The processing time of each air segment varies between minimum and maximum possible 
values, since the speed of each aircraft flying in the TCA must vary in a pre-defined window. Additionally, 
holding time can be used to make aircraft wait at ground level or in flight, in specific resources named holding 
circles,  until they can be guided into the take-off/landing sequence.  Holding in flight can be achieved by letting 
aircraft flying in circle in specific areas named holding circles. Once an aircraft enters the holding pattern, it must 
fly at fixed speed for a number of half circles as prescribed by the air traffic controller. Departing aircraft can 
wait on the ground just before entering the runway. The schematic structure of the TCA for the two case studies 
of this paper, namely Roma Fiumicino (FCO) and Milano Malpensa (MXP), is next reported.  
2.1. Terminal control areas 
Figure 1 shows a TCA scheme of the FCO airport in which there are three runways (RWY 16L, RWY 16R, 
RWY25), but two (RWY 16R and RWY 25) cannot be used simultaneously and are thus considered as one. 
These runways can be used for departing or landing aircraft. The airport resources are 3 airborne holding circles 
(CIA, CMP, and TAQ, numbered 1-3), 7 air segments for landing procedures (4-10), three for take-off 
procedures (14-16), two runways (12-13) and a common glide path (11). The latter resource (resource 11) 
includes two parallel air segments before the two runways for which, besides a minimum longitudinal distance 
between aircraft, traffic regulations also impose a minimum diagonal distance. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1: Schematic view of Roma Fiumicino TCA 
 
    Figure 2 shows a TCA scheme of the MXP airport in which there are two runways (RWY 35L, RWY 35R), 
which can be used both for departing and landing procedures. The airport resources are 3 airborne holding circles 
(TOR, MBR and SRN, numbered 1-3), 11 air segments for landing procedures (4-14), two runways (16-17) and a 
common glide path (15). 
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Figure 2: Schematic view of Milano Malpensa TCA 
2.2. Traffic disturbances  
Real-time traffic control copes with conflicting aircraft routes at air segments and runways by adjusting the 
aircraft schedule in terms of new processing, setup and holding times. Specifically, a potential conflict occurs 
whenever aircraft traversing the same resource (air segment or runway) do not respect the minimum separation 
time required for safety reasons. Separation times depend not only on the aircraft times but also on the route 
chosen for consecutive aircraft. For this reason, the setup times are sequence-dependent. In addition to the traffic 
regulations constraints, the real-time position of each aircraft must be satisfied. The latter information enables the 
computation of the release time, which is the expected time at which each aircraft will enter the TCA. 
The main goal of the aircraft rescheduling process is to reduce aircraft delays that are late arrival times at the 
entrance/exit of the TCA. Aircraft delays are computed in the following way. A departing aircraft is supposed to 
take-off within its assigned time window and is late whenever it is not able to accomplish the departing procedure 
within its assigned time window. Following the procedure commonly adopted by air traffic controllers, we 
consider a time window for take-off between 5 minutes before and 10 minutes after the Scheduled Take-off Time 
(STT). A departing aircraft is late if leaving the runway after 10 minutes from its STT. Arriving aircraft are late if 
landing after their Scheduled Landing Time (SLT). We name total exit delay the delay of each aircraft at the 
runway. This value is partly a consequence of the late entrance in the TCA (which causes an unavoidable initial 
delay at the runway) and partly due to the additional delay caused by the resolution of potential aircraft conflicts, 
which is named consecutive delay [7, 8, 9, 10, 11].    
Two types of entrance delay will be analyzed. In a first set of experiments the arrival time of each aircraft at 
the TCA is known at time 0. Besides the entrance time value computed off-line, a forecast of the entrance delay 
of each aircraft is computed at time 0 (average and maximum values are reported in Table 1) and kept fixed 
during the overall traffic prediction. In a second set of experiments the entrance delay is estimated at time 0 and 
updated along the time (the range of the additional variations is reported in Table 6) and finally fixed only when 
the aircraft actually enters the TCA. In both sets of experiments, once the aircraft enters the TCA we assume that 
its behavior is deterministic. However, besides the entrance delays that are generated as input data, the scheduler 
may require additional (consecutive) delays both at the entrance of the TCA and at the runway, in order to solve 
aircraft conflicts. We thus measure a total entrance delay and a total exit delay for each aircraft.     
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3. Alternative graph formulation   
The ASP problem can be represented by an alternative graph that is a triple G = (N, F, A), where N = {0, 1,…, 
n, *} is the set of nodes, F is a set of directed arcs, called fixed arcs, and A is a set of pairs of directed arcs called 
alternative arcs. Each node 1…n is associated to the start time ti of operation i, i.e., to the entrance of the 
associated aircraft in the associated resource. Additional nodes 0 and * are used to model the start of the 
schedule, i.e., the schedule start time t0 and its completion. In fact, t* models the objective function of the ASP, 
which is the maximum consecutive delay, as described later in this section.  
Arcs in the set F, fixed, model the aircraft routes. Given two consecutive aircraft operations i and ı (i), the 
fixed arc (i, ı (i)) of the set F is associated to the processing of operation i and has weight fi ı (i) (the time spent on 
the associated resource).  
Alternative arcs in the set A model aircraft sequencing and holding decisions. If (<i , j>, <h, k>)∈A, arc <i, j> is 
the alternative of arc <h, k> and vice versa. A selection S is a set of alternative arcs. S is a partial selection if at 
most one arc is selected from each pair in A, and it is complete if exactly one arc is chosen from each pair in A. A 
complete selection S is a feasible schedule (i.e., a solution to the ASP problem) if the connected graph (N, F∪S) 
has no positive length cycles.  
Given a feasible schedule S, the length lS(0, i) of a longest path from 0 to i in the graph (N, F∪S) defines the 
minimum feasible start time ti of operation i associated to S. We call this quantity a timing ti = lS(0, i). A feasible 
schedule S is optimal if t* =lS(0, *) is minimum over all feasible schedules. We next describe the problem 
constraints, the objective function formulation and a mathematical program for the ASP.     
In Figure 3 (a-b), i and j are the operations associated the entrance of two aircraft in a runway (blocking 
resource). In Figure 3 (b), i precedes j (arc <ı (i), j> is selected) and the aircraft associated to j must respect the 
minimum separation constraint with the other aircraft: tj   t ı (i) + f ı (i)j. Similarly, if j precedes i : ti  t ı (j) + f ı (j)i .  
Figure 3: Two aircraft approaching the same runway (a) and an ordering decision (b) 
 
In Figure 4 (a-b), i and j are the operations corresponding to the entrance of two aircraft in an air segment. The 
aircraft have a minimum (m) and maximum (z) processing times for each air segment. Given two consecutive 
operations i and ı(i), the fixed arcs (i, ı (i)) and (ı (i), i) model the traversing time constraints: ti + f i ı (i)    tı (i)    
t
 ı (i) + f ı (i)i . Arc (i, ı (i)) is weighted m and arc (ı (i), i)  is weighted − z.  
The sequencing decisions for two aircraft on an air segment are shown in Figure 4. The minimum separation 
time (or setup time) between the two aircraft is obtained by adding two alternative pairs (< i, j >,< ı (j), ı (i) >) 
and (< j, i > ,< ı (i), ı (j) >). The weights on the alternative arcs correspond to the setup time required between 
them. Since the entrance and exit order should be the same (no overtaking is allowed in air segments of the 
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TCA), the only two feasible ordering decisions (no positive length cycles in the graph) are shown in Figure 4 (a): 
the selection of both arcs < i,j > and < ı (i), ı (j) > (entrance time distance f
 ij and exit time distance f ı (i) ı (j)), or 
the selection of both arcs < j, i> and < ı (j), ı (i) > (entrance time distance f
 ji and exit time distance f ı (j) ı (i)).   
In Figure 4 (b), i precedes j (arcs < i, j > and < ı (i), ı (j) > are selected) and the separation constraint 
requires that the aircraft associated to j must respect the setup time (to respect the longitudinal distance) both at 
entrance and at the exit of the air segment: tj  t i + fij  and t ı (j)  t ı (i) + f ı (i) ı (j).  In case of a common glide path 
resource, the separation constraint considers the maximum between the longitudinal and the diagonal distances.  
Figure 4: Two aircraft approaching the same air segment (a) and an ordering decision (b) 
 
Figure 5 (a) shows the formulation of holding circles on the alternative graph. Let i be the entrance of the 
aircraft in the holding and ı(i) the following operation. On the graph there is a pair of fixed arcs (i, ı(i)) and (ı(i), 
i), and one alternative pair. The length of (i, ı(i)) is 0. The length of (ı(i), i), instead, is -į, where į is the time to 
perform the holding circle. The alternative pair ((i, ı(i)), (ı(i), i)) has arc weights į and 0, respectively. Figure 5 
(b) represents the selection of the holding circle while Figure 5 (c) is the case with no holding circle.   
Figure 5: Airborne holding with one possible circle (a) and the case in which the circle is selected (b) or is not selected (c) 
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Figure 6 illustrates the remaining constraints of our ASP formulation. Given an operation i, the aircraft entry 
time is given by arc f0i while the aircraft delay is measured by arc fi*.   
 
 
 
 
 
 
 
Figure 6: Release and due date arcs 
 
Given a forecast ri on an aircraft entry time in the TCA, with i being the operation associated to the entrance 
of the aircraft in the TCA, we have the release arc (0, i) with weight f0i = ri. For an operation i can be also 
defined a due date time di for the associated aircraft. In this case, the initial delay Ii of operation i is defined as: Ii 
= max{0, l∅(0, i) −d
 i } and we have a due date arc (i, *) with weight fi* = −di −I i. Note that the quantity l∅(0, i) 
represents a lower bound on the start time of operation i in any schedule and therefore the initial delay Ii is 
unavoidable for operation i. Given any other selection S ≠ ∅, the total delay of operation i is the quantity max{0, 
lS(0, i) − d
 i } and the consecutive delay of operation i is defined as:   
 
max{0, lS(0, i) −d
 i } − Ii. 
 
The consecutive delay is the only part of the total delay which depends on the scheduling decisions taken in 
the TCA. We take into account the consecutive delay of operation i by introducing a fixed arc (i, *) with weight 
fi* = −di − Ii, so that the quantity t* = lS(0, *) represents the maximum consecutive delay associated to schedule S. 
In this paper the consecutive delay of each landing aircraft is measured both at the entrance and at the exit of the 
TCA. Therefore, in the remainder of this paper we call entrance due date and exit due date the due dates 
associated to the first and to the landing operation of each landing aircraft, respectively. Since we measure the 
consecutive delay only at the runway for departing aircraft, we associate only the exit due date to these aircraft.  
Similarly, we call entrance or exit delay the delay of an aircraft with respect to entrance or exit due dates. 
A mathematical program for the ASP can be defined starting from the alternative graph G = (N, F, A). The 
variables of the problem are |N| real variables ti equal to the start times of each operation i ∈ N and |A| binary 
variables xij associated to each alternative pair (<i ,j>, <h, k>)∈A, with:  
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4. Rolling horizon framework  
This section describes the traffic control system we developed for solving the ASP for a large time horizon of 
traffic prediction. Since we are dealing with a large number of aircraft, we decompose the problem as follows. 
The overall time horizon is divided in smaller time horizons of prediction with different start times. The 
difference between two consecutive start times is named roll period. Figure 7 shows an example with two 
consecutive time horizons of prediction. For each time horizon, we run a single stage optimization that delivers a 
scheduling plan based on the currently available and predicted information on the operational conditions. The 
traffic prediction is repeated till the computation of the overall traffic prediction (multi-stage optimization).    
 
 
 
 
 
 
 
Figure 7: Rolling horizon approach: two time horizons of prediction and the corresponding roll period 
Figure 8 introduces the optimization-based scheduler. Given the airport structure and resources, the current 
status of traffic, a route (sequence of operations with processing times, setup times, holding times, release times 
and scheduled arrival times) for each aircraft, the time horizon h of traffic prediction and a start time t0 of the 
traffic prediction, an instance generator module creates the xml file containing all the necessary information to 
compute the alternative graph model of the ASP. Then, the single stage scheduler computes a solution to the ASP 
in the interval [t0, h]. Solving the problem with a centralized approach, i.e., in a single step, can be achieved by 
fixing t0=0 and h=tot, being tot the overall time horizon of traffic prediction.   
Figure 8: Single stage scheduler 
 
Figure 9 presents the architecture of the multi-stage scheduler. The transition between two consecutive stages 
is managed by the rolling horizon approach introduced in Figure 7. At each stage, a start time of the current time 
horizon is set according to the roll period. Since at the end of the previous time horizon there may be a number of 
TCA resources still occupied by aircraft that have not completely processed them, the next time horizon of traffic 
prediction includes two set of aircraft: (i) all aircraft of the previous steps that are still not fully processed at the 
start time of the current time horizon (the other aircraft have already finished their landing/take-off procedure at 
the beginning of the new time horizon, so these are considered completely processed) and (ii) all aircraft entering 
in the network during the current time horizon. The instance generator procedure thus creates the xml file of the 
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current stage by considering the aircraft from both sets. Specifically, the aircraft of set (i) have shorter routes 
since we reschedule them starting from the last operation still not fully processed in the previous time horizon, so 
this operation is considered as the first operation of the shorter route.  New (updated) data regarding the aircraft 
entry time in the TCA are collected in the transition between consecutive stages and used for the generation of 
the current ASP instance. When the entry time of an aircraft is updated, the release time and the entrance due date 
are updated accordingly. The single stage solver of Figure 8 is then called to solve the current ASP instance.  
We also analyze the performance of an optional pre-processing phase before the single stage scheduler in 
which we schedule the use of holding circles as follows. If there are aircraft not yet fully processed in TCA, 
aircraft arriving in the TCA after five minutes from the first operation beginning in the new stage will be forced 
to perform holding circles. Potential conflicts between aircraft from the previous stages and aircraft entering 
shortly in time in the current stage are thus preliminarily solved. The aim of this pre-processing phase is to 
increase the feasibility rate of the single stage scheduler, since a partial schedule is computed beforehand.   
The multi-stage procedure lasts till the end of the overall traffic prediction or till infeasibility is found by the 
single stage scheduler at an intermediate stage. When the automated scheduler does not find a feasible schedule, 
human traffic controllers are asked to take some actions (possibly interacting with the airlines) that the automated 
system is not allowed to take, such as the re-routing of incoming aircraft to a different airport, the cancellation of 
departing flight, or the increase of the maximum time that aircraft can spend in holding circles. 
 
 
Figure 9: Multi-stage scheduler based on the rolling horizon approach  
Figure 10 presents a detailed pseudo-code of the rolling horizon procedure implemented in this work. Here the 
main code is the Multi-stage scheduler, which builds the alternative graph model of each single stage instance, by 
calling the two procedures Set new roll period and Instance generator, and then solves each instance by calling 
Procedure Single stage scheduler. The aim of Set new roll period procedure is to select the aircraft partially 
scheduled in the roll period of length r preceding the current stage and to reschedule partially in the current stage. 
Procedure Instance generator selects the aircraft to schedule in the current stage that are still outside the TCA at 
the beginning of the current stage, for which the exact entrance time in the TCA have to be updated at the 
beginning of the stage (i.e., at time t0). As for Procedure Single stage scheduler we make use of  two algorithms, 
namely the first come first served (FCFS) rule, often considered a good surrogate for the dispatchers behaviour 
[4, 5] and the Branch and Bound (BB) algorithm illustrated in [8, 9].  
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Procedure Multi-stage scheduler (tot, h, r) 
Input:  
Set tot := overall time of prediction 
Set h := chosen time horizon of prediction 
Set r := chosen rolling time 
Begin 
Set 0:0 =t  
While tott <0  do 
 Begin 
 Set P := set of aircraft scheduled in the previous stage  
 Set Z := ∅ (set of aircraft not fully processed) 
 If 00 >t then 
  Begin 
  Given the solution found in the previous stage ],[ 00 trt −   
  Set Z := Set new roll period ),,( 0 rrtP −  
  End 
 Generate the new XML file of the instance with Instance generator ),,( 0 hZt  
 Build the alternative graph of the instance for the single stage from the XML file (with or without pre-processing phase) 
 Solve the instance by using the Single stage scheduler (BB or FCFS)  
 Let rtt += 00 :  
 End 
End 
 
 
Procedure Set new roll period (P, t0, r) 
Input:  
P := set of aircraft scheduled in the previous stage 
=:0t  start time of the prediction of the previous stage 
r := chosen rolling time 
Begin 
Set w := 0  
For each aircraft of P do 
 Begin 
Verify if aircraft A has finished his landing/take-off procedure before rt +0   
 If aircraft A is not fully processed then 
  Begin 
  Consider the first operation i, if any, of aircraft A such that rtti +≤ 0  and rtft iii +>+ 0)(σ  
(i.e., i starts before rt +0 and ends after rt +0 ) 
  If operation i exists (i.e., aircraft A entered the TCA within rt +0 ) then 
   Begin 
Set a new sub-route for aircraft A starting from operation i to the last operation of its route 
Set entry time of aircraft A at it  (i.e., set arc (0, i) with weight ii tf =:0 ) 
Add aircraft A to W  
End 
  End 
 End 
Return W 
End 
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Procedure Instance generator (t0, Z, h) 
Input:  
 t0 := start time of traffic prediction 
Z := set of aircraft not fully processed  
h := chosen time horizon of prediction 
Begin 
For each aircraft entering the TCA after t0 do 
 Begin 
Get new entry times in the TCA 
 If  t0 ≤ aircraft entry time ≤ t0 + h   
                  Then Add the new aircraft to Z 
 End  
For each aircraft A of Z do 
 Begin 
 Let i be the first operation of aircraft A  
Set aircraft release time := entry time in the TCA (i.e., set arc (0, i) with weight =:0 if  aircraft entry time) 
 Set aircraft entrance due date := − release time (i.e., set arc (i, *) with weight 
−=:
*if aircraft entry time) 
 Set the route of aircraft A defining processing, setup and holding times of each operation of A 
Set aircraft exit due date : = − scheduled arrival time 
End 
Build XML file for the aircraft in the set Z  
Return XML file  
End 
 
Figure 10: Sketch of the rolling horizon framework  
4.1. Illustrative example 
Figure 11 gives an illustrative example of the rolling horizon framework for an instance of MXP. The instance 
is modelled using the alternative graph formulation of Section 3. Figure 11 (a) presents the traffic situation in 
which there are two landing aircraft (A and B) and one taking-off aircraft (C). Aircraft A arrives from the entry 
point TOR (resource 1), processes air segments 4, 10, 13, 15 (common glide path) and lands on runway 16. In the 
graph, the route of aircraft A is depicted as the following list of nodes: A1, A4, A10, A13, A15, A16, Aout. 
Aircraft B arrives from entry point SRN (resource 3), processes air segment 8, 12, 14, 15 and land on runway 17; 
aircraft C takes-off from runway 17. For this set of routes, we have two potential conflicts on resources 15 and 
17. Decisions need also to be taken regarding the crossing of holding circles TOR and SRN.  
Figure 11 (b) shows the alternative graph at the first stage of the rolling horizon procedure. In the graph, we 
show the route of each aircraft with a different colour (A red, B blue and C green). We also depicted the release 
times (ĮA, ĮB, ĮC), the entrance due dates (ȕA, ȕB, ȕC) and the exit due dates (ȖA, ȖB, ȖC). In this time horizon of 
prediction, i.e., time interval [0, t], only aircraft A and B are modelled in the graph since their entrance in the 
TCA is scheduled during the time horizon considered, i.e., 0  ĮA   t  and 0  ĮB   t , while the entrance of 
aircraft C is scheduled after the end of the current time horizon, i.e., ĮC  > t. Between aircraft A and B we have 
two alternative pairs representing the ordering decision to be taken at the entrance and exit of air segment 15. 
Both aircraft A and B have one alternative pair modelling the holding circle decision (see resources A1 and B3).    
 Figure 11 (c) illustrates the alternative graph of the second stage of the rolling horizon procedure. Given the 
roll period r , the second time horizon of traffic prediction is in the time interval [r, t +r]. In this graph, aircraft A 
needs again to be completely processed since ĮA > r. However, we observe that ĮA  may change whether the entry 
time of aircraft A is updated due to new real-time data collected between the first and the second time horizons. If 
this would have been the case, Į’A = updated entry time of aircraft A and ȕ’A = − Į’A .   
Differently from aircraft A, at time r aircraft B has already started the landing procedure in the TCA: 
operations B3, B8 and B12 are completely processed, operation B14 has not been fully processed and operations 
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B15, B17 are still to be processed. Consequently, the route of aircraft B has to be partially modelled (B14, B15 
and B16) in the graph of the second stage. The release time ĮB  and the entrance due date ȕB  are replaced by Į’B = 
start time of operation B14 in the previous schedule (i.e., start time of node B14 in the solution of the previous 
stage), and ȕ’B = − Į’B . Note that ȖB  never changes, since this is the off-line scheduled exit time.   
Figure 11: A traffic situation at MXP airport (a) and the alternative graph formulation of consecutive stages (b-c) 
 
Aircraft C enters the network during the second time horizon, i.e., r  ĮC   t+r. Since C is a taking-off aircraft, 
we only model the exit due date ȖC (the entrance due date is equal to the exit due date). Between aircraft B and C 
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we have one alternative pair representing the ordering decision to be taken at runway 17.  The other scheduling 
decisions need to be taken on the holding circle resource 1 and on the air segment 15.   
In this ASP example, we do not constraint the scheduling decisions between stages. Considering resources 1 
and 15, aircraft A may be scheduled first on runway 15 (first A then B) and may not run holding circle 1 at the 
first stage, while A may be schedule after B on runway 15 and may run holding circle 1 at the second stage.   
5. Experimental Results 
We tested the traffic control system on a laboratory environment with Linux operating system. The instances 
are based on real traffic data of the two airports. Specifically, the experiments of Sections 5.1-5.2.-5.3 use static 
information (all aircraft information is known at time 0) and are executed on a processor Intel i7 (2.84 GHz), 8 
GB Ram. The experiments of Sections 5.4 use dynamic (updated) information and are executed on a processor 
Intel Dual Core (3 GHz), 2 GB Ram. The algorithms are implemented in AGLibrary, software developed by the 
Operations Research group of Roma Tre University for solving complex scheduling and routing problems.   
The next subsections will provide a description of the ASP instances for each airport, computational 
experiments for various settings of the rolling horizon framework and a centralized system developed in [8, 9]. 
Also, a detailed quantitative comparison between the branch and bound (BB) algorithm and the first come first 
served (FCFS) rule will be shown for various sources of disturbances.  
5.1. ASP instances  
The instances considered in this paper are derived from real scheduling data regarding traffic flows in Rome 
Fiumicino (FCO) and Milan Malpensa (MXP) terminal control areas. Each instance simulates a 3 hour time 
horizon of traffic prediction. We consider 20 ASP instances for each airport: 10 instances have light disturbances 
(up to 5 minute entrance delays are generated randomly for 1 to 5 aircraft every 15 to 60 minutes) and the other 
10 have heavy disturbances (up to 15 minute random entrance delays distributed similarly to light disturbances).     
Table 1 gives further information on the 20 ASP instances. For each instance, we simulate 3 hours of traffic 
flow prediction. Column 1 reports the airport considered. Columns 2-3 give the number of taking-off and landing 
aircraft. Columns 4-6 present average information on the maximum and average entrance delays (in seconds), 
and the total travel time spent by all aircraft in the free-network (free-net TTS, in seconds). We compute free-net 
TTS as the sum of travel times when each aircraft processes all resources of its route without consecutive delays.    
 
     Table 1: ASP instances of Roma Fiumicino (FCO) and Milano Malpensa (MXP) airports for 3 hours of traffic prediction 
 
Airport Taking-off Landing Max Entrance Avg Entrance Free-Net 
 Aircraft Aircraft Delay (sec) Delay (sec) TTS (sec) 
FCO 48 96 585 8 76002 
MXP 51 66 895 53 58518 
 
From Table 1, we observed that the FCO instances present a lower value of the entrance delays than the MXP 
instances. However, the aircraft require a longer travel time in the FCO terminal control area and runways are 
more densely used at FCO airport due to a higher traffic demand.   
5.2. System Configurations 
Table 2 shows the results obtained for various multi-stage configurations of the rolling horizon approach and 
for the centralized approach (only one single stage). For both approaches, we use the branch and bound (BB) of 
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[8, 9] as scheduler. In the rolling horizon approach, BB is truncated after 60 seconds of computation, while in the 
centralized approach after 800 seconds of computation.  
Each row of Table 2 gives average results at the end of 3 hours of traffic flow prediction for the 40 ASP 
instances of Section 5.1. Column 1 indicates the airport considered: FCO or MXP. Column 2 gives the solution 
approach: rolling horizon or centralized. Column 3 and 4 report the time horizon of traffic prediction (look ahead 
period) and the roll period (in minutes). We consider 9 combinations of the two parameters: 3 time horizons 
representing a small, medium or large period of traffic prediction (15, 30, 45 minutes) and 3 roll periods 
representing a 2/3, 1/3 or no overlap of take-off and landing procedures between two consecutive time horizons 
(5, 10, 15 minutes). For example, for the 15 minute time horizon and the three roll periods, we have overlaps of 
10, 5 and 0 minutes, respectively. For fixed values of time horizon (Column 3) and roll period (Column 4), 
Columns 5 gives the number roll periods in the rolling horizon procedure (i.e., the number of calls to the single 
stage scheduling procedure performed by the multi stage scheduler).  
Columns 6-11 present the computational results. For each column, the best configuration is shown in bold. In 
Columns 6, the average computation time (in seconds) for the single stage scheduler is reported while in Column 
7 the multi-stage approach at the end of the overall traffic prediction. Columns 8-11 report information on aircraft 
delays and travel times computed at time tot. Specifically, Column 8 gives the maximum consecutive delay, 
Columns 8 and 9 the average total delay at entrance and exit of the TCA (all delays are in seconds). In the multi-
stage approach the aircraft delays are collected at the last stage in which each aircraft is scheduled in the TCA.  
             Table 2: Assessment of various configurations of the rolling horizon framework   
 
Airport 
 
Approach 
Time 
Horizon
(min) 
Roll 
Period
(min) 
Number 
of Roll 
Periods 
 
Computation 
Time (sec) 
Single     Multi  
Stage      Stage 
Maximum 
Consecutive 
Delay    
(sec)  
Avg Total 
Entrance 
Delay  
(sec) 
Avg Total 
Exit 
Delay 
(sec) 
Delta
TTS 
(sec) 
FCO Rolling 15 5 34 19.6 668.1 813 112 120 8376 
 
Horizon 15 10 18 23.4 421.7 881 117 211 9253 
 
 15 15 12 25.2 302.5 886 119 132 8586 
 
 30 10 16 52.3 836.6 864 118 194 9043 
 
 30 20 9 52.7 474.7 879 122 128 8558 
 
 30 30 6 50.1 300.9 879 124 207 8897 
 
 45 15 10 59.5 594.8 881 121 127 8932 
 
 45 30 6 59.1 354.8 879 125 158 8872 
 
 45 45 4 58.7 234.9 884 122 131 7567 
 
Centralized 180 - 1 800 - 1135 130 223 14968
MXP Rolling 15 5 34 10.3 350.3 504 89 68 7334 
 
Horizon 15 10 18 6.0 108.6 498 87 66 7646 
 
 15 15 12 12.1 145.2 511 90 69 7811 
 
 30 10 16 52.1 832.9 511 89 68 6865 
 
 30 20 9 54.0 485.8 515 90 69 7376 
 
 30 30 6 51.9 311.5 512 90 68 6864 
 
 45 15 10 53.1 531.4 501 89 67 7209 
 
 45 30 6 52.2 313.4 512 90 69 6892 
 
 45 45 4 57.1 228.4 501 89 68 7150 
 
Centralized 180 - 1 800 - 505 91 70 8604 
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    Column 11 gives the total increase (delta TTS, in seconds) of travel time spent by all aircraft in the TCA 
besides their minimum traversing time (free-net TTS). We compute the delta TTS for an aircraft a landing at a 
runway r as follows. Let tar  and tae denote the actual landing time at r and the actual entry time in the TCA, 
respectively. Let also Ĳar  and Ĳae denote the minimum landing time at r and the minimum entry time in the TCA, 
computed disregarding the presence of the other aircraft. Then, the delta TTS of aircraft a is (tar − tae) − (Ĳa − Ĳae). 
The computation is similar for departing aircraft. The delta TTS indicator is interesting for energy consumption 
reasons, since the smaller is the delta TTS of aircraft in the TCA, the smaller is the overall energy consumption.  
From the results obtained in Table 2 regarding the computation time, the single stage scheduler (Column 6) is 
faster for small time horizons compared to large time horizons, since there are less aircraft in the corresponding 
alternative graphs and thus less aircraft ordering decisions to be taken. We recall that BB algorithm has up to 60 
seconds to compute its best scheduling solution, so a smaller computation time means that BB found the optimal 
solution before the given time limit of computation.  
The multi-stage scheduler (Column 7) is often faster for larger roll periods, because less calls (Column 5) to 
the single stage scheduler are required in order to complete the forecast of the overall time horizon of traffic 
prediction. Another important reason is that for large roll periods there is less overlap between consecutive time 
horizons, and thus less aircraft that are not fully processed at the end of each stage and need to be rescheduled in 
the successive stages. As a result, when comparing instances with the same time horizon, the alternative graphs 
of large roll periods have, on average, less jobs of previous time horizons (i.e., partial aircraft routes) compared to 
the graphs of small roll periods. In general, we obtain a different best configuration for each airport.  
Comparing the results obtained in the last four columns of Table 2, we observe that the rolling horizon 
approach outperforms the centralized approach. This result is more evident for the FCO instances where the exit 
total delays and travel times are more than 40% less when using the rolling horizon approach. For both TCAs, the 
maximum consecutive delay (i.e., the objective function of the centralized approach) is also better minimized by 
the rolling horizon approach, since the centralized one is not able to find better solutions within 800 seconds. 
In the rolling horizon approach, the smallest time horizon yields the best results for all instances (shown in 
bold in Table 2). This behaviour is likely due to two main reasons. One reason is the limited computation time 
allowed to the BB algorithm to compute a solution for the single stage scheduler. As a consequence, larger 
instances have fewer chances to be solved at optimality. This behaviour is especially evident for the centralized 
approach compared to all rolling horizon approaches. The second reason is the very constrained structure of ASP, 
so that each aircraft likely interacts with few preceding/following aircraft. In this context, minimizing the 
maximum consecutive delay for an instance with a large time horizon may lead to increase the average total 
delay of some aircraft in the first roll period in order to minimize the maximum consecutive delay of the 
following aircraft. However, only the schedule of the first roll period will be actually implemented, while the 
following aircraft will be rescheduled in the next stage with other incoming aircraft. Therefore, increasing the 
time horizon may cause a worsening of the average total delay of the overall multistage scheduler. 
When comparing the different rolling horizon configurations in terms of the total increase of travel times in 
the TCA (delta TTS, Column 11), there is no full correspondence with the best configurations for delay 
minimization. The different behaviour is due to the following reason: the scheduled arrival time of each aircraft 
at each runway is computed by using the maximum processing times in each air segment, while during operations 
we assume that the aircraft process all air segments with minimum processing time in order to recover from 
possible delays. As a result, some aircraft can arrive before scheduled time and thus the aircraft is considered on-
time (consecutive and total delays are zero) even if there is an increase of the delta TTS.  
The differences between average entrance delays and average total delays are next discussed. For both 
airports, there is a large total entrance delay in Table 2 compared to the entrance delay of Table 1. In fact, aircraft 
are largely delayed at their entrance in the TCA in order to avoid potential conflicts on the first air segment of 
their route in the TCA. At FCO, comparing Columns 9 and 10, the total delay increases from the entrance to the 
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exit of the TCA due to further conflicts in other TCA resources. Differently, at MXP the total delay decreases, 
since there are a few conflicts in the TCA and aircraft traverse the TCA with their minimum processing times.   
5.3. FCFS versus BB: Static information 
This section compares the FCFS heuristic with the branch and bound (BB) of [8, 9], both enrolled in the 
rolling horizon framework. The tests are based on the 40 ASP instances of Table 1. We assume that aircraft 
information is known at time 0. For each airport, we consider the best rolling horizon configurations of Table 2 
with respect to the maximum delay minimization and the total entrance/exit delay minimization: 15 minute time 
horizon and 5 minute roll period for FCO and 15 minute time horizon and 10 minute roll period for MXP.   
Table 3 compares FCFS and BB with (ON) or without (OFF) pre-processing (see Column 3). Column 4 gives 
the computation time of the multi stage procedure (in seconds), Column 5 the maximum consecutive delay (in 
seconds), Columns 6 and 7 the average total entrance and exit delay (in seconds), Column 8 the delta TTS (in 
seconds). For Columns 5-8, the best configuration for each airport and algorithm is reported in bold.  
For this set of ASP instances, FCFS with the pre-processing procedure gives better results than without the 
pre-processing for most of delay and travel time indicators, since this procedure helps in the resolution of 
potential conflicts on the first air segment of the TCA. At FCO airport, FCFS without pre-processing is not able 
to compute feasible schedules for more than half of the delay configurations. At MXP, FCFS is always able to 
compute a feasible schedule since this network is less dense of traffic. Regarding the optimization algorithm, we 
obtain that the use of pre-processing improves the BB results in terms of delta TTS at MXP airport only, it is 
better not to use pre-processing with BB for all the other indicators. We conclude that BB is better without pre-
processing while FCFS is better with pre-processing. This is due to the myopic rescheduling strategy of FCFS.  
Overall, the rolling horizon framework is very fast (less than 1 second) when FCFS is used in the single stage 
scheduler. However, BB clearly outperforms FCFS in terms of delay and travel time minimization, but at the cost 
of a greater computation time. A smaller time limit could be given to BB at each stage of the rolling horizon 
framework in order to reduce the multi stage time.     
                            Table 3: Comparison of four configurations of the rolling horizon framework   
Airport Scheduler
           
Pre 
Processing
Phase 
  
Maximum 
Consecutive 
Delay 
Avg Total 
Entrance 
Delay   
Avg Total  
Exit 
Delay   
Delta 
TTS 
Multi Stage 
Computation
Time 
   (sec) (sec) (sec) (sec) (sec) 
FCO FCFS ON 0.34 1480 166 610 75528
 FCFS OFF - - - - - 
 BB ON 646.0 898 116 216 25754
 BB OFF 668.1 813 112 120 8376 
MXP FCFS ON 1.09 1126 96 381 52633
 FCFS OFF 0.99 1148 93 385 53468
 BB ON 180.3 528 98 90 6903 
 BB OFF 108.6 498 87 66 7646 
 
Table 4 shows the number of schedule changes between consecutive stages of the rolling horizon framework.  
We measure this value for both airports and scheduling algorithms. Each row gives average results over the 40 
ASP instances at the end of the three-hour traffic flow prediction. Specifically, Column 1 indicates the airport, 
Column 2 the scheduling algorithm, Columns 3 and 4 the chosen time horizon and roll period (both in minutes), 
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Column 5 the overall number of changed scheduling decisions between consecutive stages. Columns 6, 7 and 8 
report the number of changed decisions at the holding circles, air segments and runways. For FCFS, we only 
report the best system configuration since this heuristic rule does not always compute a feasible schedule.   
The results of Table 4 show that FCFS is more nervous than BB in terms of changed scheduling decisions. In 
fact, FCFS gives precedence to the aircraft entering first the TCA, while BB is based on look-ahead decisions. 
This result is more evident at FCO airport, where most of the changes regard the holding circle resources. In fact, 
delaying aircraft before entering the TCA is easier since the travel times in the TCA are strongly constrained by 
minimum and maximum processing times. Regarding BB combined the different rolling horizon framework 
configurations, we obtained that BB for small time horizons and roll periods often generated more changes of 
scheduling decisions, because a larger number of single stage iterations are required. The largest number of 
schedule changes is detected on the air segments, since these are the largest group of resources in the TCA.   
From the results of Tables 2 and 4 (best configurations are shown in bold), we conclude that a trade-off exists 
between the best rolling horizon configurations in terms of delay minimization (obtained for small time horizons 
and roll periods, see Table 2) and the less nervous configurations in terms of number of changed scheduling 
decisions (obtained for large time horizons and roll periods, see Table 4).   
                             Table 4: Analysis of the number of changed scheduling decisions between consecutive stages   
            
Airport 
 
 
Scheduler
Time 
Horizon 
(min) 
Roll 
Period 
(min) 
Schedule 
Changes 
Holding 
Circles 
Air 
Segments Runways 
FCO 
 
FCFS 15              5 60.65 53.8 2.35 4.5 
 
 
BB 15 5 27.35 2.35 25 0 
 
 15 10 18.5 0.25 18.25 0 
 
 15 15 14.65 0.2 14.45 0 
 
 30 10 11.45 0.8 10.65 0 
 
 30 20 12.15 0.05 12.1 0 
 
 30 30 9.35 0.05 9.1 0.2 
 
 45 15 9.45 0.1 9.35 0 
 
 45 30 9.35 0.05 9.1 0.2 
 
 45 45 2.25 0 2.25 0 
MXP 
 
FCFS 15              10 8.45 8.15 0.3 0 
 
 
BB 15 5 11.7 3 8.7 0 
 
 15 10 5.9 2.45 3.45 0 
 
 15 15 5.6 2.4 3.2 0 
 
 30 10 5.55 2.3 3.25 0 
 
 30 20 0.4 0.3 0.1 0 
 
 30 30 5.25 2.05 3.2 0 
 
 45 15 3.7 1.45 2.25 0 
 
 45 30 5.25 2.05 3.2 0 
 
 45 45 1.95 0.9 1.05 0 
 
Table 5 presents the average size of the alternative graphs generated for the resolution of the 40 ASP instances 
of Table 1. We analyze the FCO and MXP airports, the centralized and rolling horizon approaches and the two 
scheduling algorithms (BB and FCFS). For each configuration, we report the number of nodes (Column 5), the 
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number of arcs (Column 6) and the number of alternative pairs (Column 7). As for Table 4, we give the best 
rolling horizon configuration for FCFS and compare all the rolling horizon configurations for BB.     
Evaluating the different graph sizes in Table 5, the centralized approach requires a huge number of scheduling 
decisions compared to the rolling horizon approaches (one decision is required for each alternative pair). This is 
due to the global conflict resolution approach proposed by the centralized approach. Regarding the rolling 
horizon configurations, the number of scheduling decisions increase (on average) with the increase of the size of 
the time horizon, since there is a significant larger number of aircraft entering the system every 15 minutes. 
When the length of the roll period is increased, the resulting graph does not necessarily present a larger number 
of alternative pairs (i.e., scheduling decisions). In fact, the number of scheduling decisions taken in each stage 
depends mostly on the time horizon rather than on the rescheduling frequency.  
The scheduler used in the rolling horizon framework has a clear impact on the graph size. Both at FCO and 
MXP TCAs, when comparing FCFS and BB for the same rolling horizon configurations, FCFS requires 
managing alternative graphs with a larger number of nodes and arcs. This fact is motivated by the behaviour of 
FCFS, which takes myopic decisions and delays more aircraft than BB. The delayed aircraft need to be 
rescheduled in multiple stages and, thus, there are additional (partially processed) jobs at each stage.      
                           Table 5: Comparison of the solution approaches in terms of the alternative graph size       
Airport 
 
 
 
Approach/ 
Scheduler 
Time 
Horizon 
(min) 
Roll 
Period 
(min) 
Graph 
Nodes 
Graph  
Arcs 
Alternative 
Pairs 
FCO 
Centralized/ 
any  773 54265 26385 
 
 
Rolling Horizon/
FCFS 15             5 141 2201 964 
 
 
 15 5 102 1193 499 
 
 15 10 97 1113 464 
 
Rolling  15 15 105 1281 540 
 
Horizon/ 30 10 165 2844 1263 
 
 30 20 158 2603 1150 
 
BB 30 30 173 3147 1408 
 
 45 15 234 5449 2499 
 
 45 30 211 4559 2077 
 
 45 45 224 5044 2306 
MXP 
Centralized/ 
any  557 28027 13482 
 
 
Rolling Horizon/
FCFS 15             10 102 1274 539 
 
 
 15 5 78 764 308 
 
 15 10 75 713 286 
 
 15 15 80 805 327 
 
Rolling 30 10 126 1760 760 
 
Horizon/ 30 20 122 1703 735 
 
 30 30 122 1633 701 
 
BB 45 15 173 3074 1372 
 
 45 30 162 2704 1198 
 
 45 45 170 2986 1331 
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5.4. FCFS versus BB: Dynamic information 
This section evaluates the performance of FCFS and BB when the entrance delay of each incoming aircraft is 
updated during the approach phase and finally fixed only when the aircraft actually enters the TCA. The set of 
experiments presented in this section (as shown later in Table 6) is obtained by from the 40 ASP instances of 
Table 1 (20 per TCA) by considering the first hour of traffic prediction only. For each instance, we analyze a 
number of cases with dynamic information, relevant for real-time applications, in which the arrival time of each 
aircraft at the TCA is a stochastic variable. In the dynamic setting, a small random variation is generated after 
every 60 seconds in a range [-; +], where  indicates the maximum deviation for all incoming and outgoing 
aircraft. In this setting, the expected value estimated at time 0 is thus updated along the time and finally fixed 
when the aircraft enters the TCA.  
The choice of a shorter time horizon of traffic prediction (1 hour instead of 3 hours) compared to the instances 
of Table 1 is motivated by the need of studying traffic flows of interest for real-time operations, in which the 
traffic forecast is usually limited to short time horizons of traffic prediction.  
Starting from the 40 ASP instances of Table 6 with static information, we generated 800 ASP instances as 
follows. For each static instance, 10 dynamic instances are generated with random variations in the range [-3 sec; 
+3 sec] and other 10 dynamic instances with random variations in the range [-6 sec; +6 sec].  In Table 6, we 
report the same type of information as for Table 1.    
 
     Table 6: ASP instances of Roma Fiumicino (FCO) and Milano Malpensa (MXP) airports for 1 hour of traffic prediction  
 
Airport Taking-off Landing Max Entrance Avg Entrance Free-Net 
 Aircraft Aircraft Delay (sec) Delay (sec) TTS (sec) 
FCO 32 16 582 7 25334 
MXP 23 17 895 63 19506 
 
Regarding the scheduling algorithms, the rolling horizon approach is combined either with FCFS or BB 
truncated after 60 seconds of computation. For each airport, we consider the best rolling horizon configuration 
reported in Table 2. Since this set of experiments deal with one hour traffic predictions, the rolling horizon 
framework requires 10 (6) roll periods to solve each ASP instance for the TCA of FCO (MXP).  
Tables 7 and 8 give the computational results obtained for each airport. Each instance is solved by the rolling 
horizon approach and by the two algorithms: FCFS and BB. For each algorithm, we tested the 40 static instances 
of Table 6 and the 800 dynamic instances described above. Differently from BB, FCFS does not always compute 
a feasible schedule for the FCO instances. Therefore, Table 7 reports the average results on the 391 (up to 420) 
FCO instances solved by FCFS, while Table 8 reports the average results over all the 420 MXP instances.   
Tables 7 and 8 are organized as follows. Column 1 presents the scheduling algorithm, Column 2 the [min, 
max] range of entry time deviation, Column 3 the total computation time of each algorithm, Column 4 the 
number of schedule changes between consecutive time horizons, Columns 5-7 the consecutive and total delays, 
Column 8 the travel time spent in the TCA. All values but the schedule changes are reported in seconds.    
From the results of Tables 7 and 8, we observe that both algorithms are very fast to compute a feasible 
solution (if any in case of FCFS). Regarding the static instances (the entry time is fixed at time 0 for all aircraft), 
BB clearly outperforms FCFS in terms of all performance indicators with the exception of the average total 
entrance delay. For the latter indicator, we have similar results for the two algorithms, but BB slightly increases 
the entrance delay of some aircraft in order to significantly reduce exit delays. Comparing the results obtained for 
the static and dynamic cases, FCFS presents, as expected, a slightly larger variability of the number of schedule 
changes compared to BB, and both algorithms are sensitive to random variability of aircraft entry times in the 
TCA. However, the quality gap between FCFS and BB is stable for all performance indicators.  
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             Table 7: Comparison of algorithms when dealing with or without deviation of the entry time at FCO airport  
 
Scheduler 
Entry Time 
Deviation  
Total 
Computation 
Time 
Schedule 
Changes 
 
Maximum 
Consecutive 
Delay 
Avg Total 
Entrance 
Delay 
Avg Total 
Exit 
Delay 
Delta 
TTS 
 (sec) (sec)  (sec) (sec) (sec) (sec) 
 0 0.01 11.9 1246 104 516 23812 
FCFS [- 3; 3] 0.01 22.5 1208 125 520 22843 
 [- 6; 6] 0.01 26.1 1210 130 514 22123 
 0 24.5 3.6 872 104 107 2402 
BB [- 3; 3] 28.0 9.7 905 130 136 2927 
 [- 6; 6] 28.4 10.6 906 134 138 3041 
            Table 8: Comparison of algorithms when dealing with or without deviation of the entry time at MXP airport   
 
Scheduler 
Entry Time 
Deviation  
Total 
Computation 
Time 
Schedule 
Changes 
 
Maximum 
Consecutive 
Delay 
Avg Total 
Entrance 
Delay 
Avg Total 
Exit 
Delay 
Delta 
TTS 
 (sec) (sec)  (sec) (sec) (sec) (sec) 
 0 0.01 7.7 723 97 271 13645 
FCFS [- 3; 3] 0.01 8.8 799 115 294 13850 
 [- 6; 6] 0.01 8.7 810 118 296 13848 
 0 4.0 6.2 498 97 75 2751 
BB [- 3; 3] 7.4 6.4 505 111 81 2870 
 [- 6; 6] 8.6 6.2 505 113 82 2906 
6. Conclusions  
This paper investigates the potential of an innovative aircraft traffic control system for complex and busy 
TCAs. We designed, implemented and tested a new rolling horizon framework for the air traffic scheduling 
problem formulated via alternative graphs and solved via heuristic and exact algorithms. Disturbed traffic 
situations are studied for the two major TCAs in Italy.    
Computational results demonstrate the effectiveness of our rolling horizon approach compared to a centralized 
approach. Regarding the scheduling algorithms, we quantified the advantage of using BB compared with FCFS, 
in terms of delay and travel time minimization. A remarkable result is that the rolling horizon approach solved by 
BB achieved better results than FCFS both when aircraft entry times are fixed at time 0 (static case) or are 
updated during the time (dynamic case). Furthermore, BB requires less changes of scheduling decisions than 
FCFS during consecutive look-ahead periods and it is more robust to disturbances of aircraft entry times. 
Regarding the computation time, the rolling horizon configurations with FCFS are very fast to compute a feasible 
solution (if any) compared to BB, even for the three-hour ASP instances. However, one-hour ASP instances are 
quickly solved by the BB-based rolling horizon approach also.   
Further research should be dedicated to the development of a link with real-time information coming from the 
traffic control system to close the loop with operations, as well as to the implementation of different system 
settings (e.g. dynamic roll periods) and aircraft reordering and rerouting algorithms for handling even more 
severe traffic disturbances. An interesting modification of the mathematical formulation would be the 
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modification of the objective function, e.g. by inserting different weights for the aircraft delays, in order to take 
into account that the variability of aircraft entry times increase with the distance of the aircraft from the TCA.  
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