Abstract-In this paper we consider the problem of gossiping in a network to diffuse the average of a sub-set of nodes, called sources, and directing it to another sub-set of nodes in the network called destinations. This case generalizes the typical average consensus gossiping policy, where all nodes are both sources and destinations. We first describe prior results we obtained on a static network topology and gossip policy, highlighting what conditions lead to the desired information flow. We show that, through semi-directed flows, this formulation allows to solve the problem with lower complexity than using plain gossiping policies. Inspired by these results, we move on to design algorithms to solve the problem in the dynamic case. For the dynamic network scenario we derive conditions under which the network converges to the desired result in the limit. We also provide policies that trade-off accuracy with increased mixing speed for the dynamic asymmetric diffusion problem.
I. INTRODUCTION
Transportation and diffusion of information in large networks has attracted significant attention in recent years. However, in many cases, distribution of aggregated information is more important than the diffusion of individual node information. In particular, one may gain significant insight about the structure of the network data by analyzing aggregate quantities such as mean, median, max, quantiles rather than processing whole data. For this reason, Kempe et.al. have studied near neighbor gossiping based protocols for diffusing aggregate information in networks [1] . These protocols generate local traffic only, calculate the desired quantity on the fly, and are known to be robust to node/link failures. Gossiping algorithms have been studied extensively in the context of consensus, where all of the nodes in the network will have access to the same information in the end [2] - [4] . However, nodes do not always seek consensus in real world applications. On the contrary, in many applications such as leader-follower and distributed detection, a subset of the nodes in the network is interested in the aggregate information of another subset of the nodes. Therefore, this is the problem of interest in this particular work. As usual, we model a static network with N nodes as a graph G(V, E) where V is the set of vertices and E is the set of directed edges. Given the edge (i, j), i is the tail and j is the head of the edge. Self loops are excluded in the graph. We define the neighbor set of node i as N i {j ∈ V : (j, i) ∈ E}. A dynamic network, instead, is a collection of G t (V, E t ) ∞ t=0 , where the edge set E t is time dependent. In this paper, we work on the solution for the following asymmetric information diffusion problem: Each node in the network has an initial scalar measurement (or some sort of information that can be represented as a scalar value) denoted by x i (0) ∈ R, i ∈ V. There exists a non-empty subset of the vertices D ⊆ V (destination nodes), which are interested in the average of the values of another subset of the vertices S ⊆ V (source nodes). We assume that D ∩ S = ∅, i.e., a source node cannot be a destination node at the same time. We have studied this asymmetric information diffusion problem in [5] for static networks where nodes utilize synchronous gossiping algorithm. In this work,we will summarize some of the previous results and extend our analysis to the case of dynamic networks. In the proposed algorithm, nodes will execute the same action regardless of the time index, thus making our method simple and scalable. We note that several interesting studies have been conducted which are closely related to our problem [6] - [9] . However, our problem differs from these models in the sense that source and destination sets are disjoint, and there may exist intermediate nodes which are neither sources nor destinations.
II. PROBLEM FORMULATION: STATIC CASE
We first consider the static case, and seek solutions that are in the class synchronous gossiping protocol, with constant non-negative update weights:
where t is the discrete time index, W ij is the link weight corresponding to the edge (j, i). We note that if j ∈ N i , then W ij is simply equal to zero since node i can not communicate with node j in one step. We will discuss how to extend our model into asynchronous models in Section VI. If we define a matrix
T , then (1) can be written in the matrix form as:
Given (2), the limiting behavior of the system is: 
where |.| denotes the cardinality of its argument. In other words, the entries of the limiting weight matrix should be chosen such that destination nodes give source nodes' values |S| −1 weight (for averaging), and give non-source nodes' values 0 weight. Therefore, the rows of W ∞ corresponding to destination nodes should converge to |S| −1 for the source node columns, and 0 otherwise. We note that the structure of the limiting matrix W ∞ is significantly different than the one in the network-wide consensus case. Given a network G, source-destination sets S, D, we denote a matrix W which satisfies the sparsity constraints of G along with the structure in (3) as an Average Value Transfer (AVT) solution to the problem of Asymmetric Information Diffusion (AID). Therefore, the goal of this study is to determine the feasibility of such a problem as well as construct an AVT solution for a given configuration. In the rest of the paper, unless stated otherwise, we will omit the word AVT and denote an AVT solution as the solution. Therefore, our (in)feasibility definition considers only AVT solutions. Moreover, we limit ourselves to codes in the set of nonnegative matrices with finite powers, i.e., W ≥ 0, W ∞ < ∞ and ≥, < represent elementwise inequality, in analogy with gossiping for average consensus (ACG) policies [3] because they ease the mapping onto dynamic policies. In the following section, we will discuss necessary and sufficient conditions on feasible AVT solutions for AID. These conditions were originally introduced in [5] and included here for the sake of completeness.
III. FEASIBLE CODES
We first partition vertices V into three disjoint classes: M sensors that belong to the source nodes set, K sensors that belong to the destination nodes set, and L sensors that belong to neither source nodes nor destination nodes (called intermediate nodes). In other words, |S| = M , |D| = K and L = N −M −K. Without loss of generality, we index the set of source nodes as {1, . . . , M }, the set of destination nodes as {M + 1, . . . , M + K}, and the set intermediate nodes as
The following lemma is in order: Theorem 1: Given a network G, source and destination sets S and D, a W ≥ 0 matrix is an AVT solution to the AID problem if and only if:
1) W is in the form:
where [A] 1:K are the first K rows of A, and K = |D|. The proof of the theorem can be found in [5] . We note that the partition A governs the communication among source nodes, B governs the flow from source nodes and to the rest of the network, D governs the communication among nonsource nodes. The upper right corner of the matrix W is an all zeros matrix which, in return, implies that there can not be any information flow from non-source nodes to source nodes. Such a finding is not surprising since the destination set is only interested in the average of the source set, and the average will be biased if source nodes hear from non-source nodes. To be able to understand third and fourth constraints of the theorem given above, we first note that given the structure in (4), the limiting matrix will be in the form of:
We note that we are simply forcing the inherent structure in (3) on the limiting matrix given in (5) to obtain third and fourth constraints of the theorem. Unfortunately, designing a feasible W is difficult, since the fourth constraint in Theorem 1 is non-convex with respect to the elements of the partitions D, B and A, and also consists of all non-negative powers of A, D. Moreover, it is not clear from Theorem 1 what kind of topologies do or do not have solutions for the AID problem we posed. In the following section, by focusing on stochastic matrices, we will discuss the similarities between our problem and designing transition matrices for absorbing Markov chains as well as topology based necessary conditions for the feasibility of AVT solutions.
IV. STOCHASTIC CODES SOLVING THE AVT
In this section, we focus on AVT codes which satisfies W 1 = 1 as well as Theorem 1. Since such condition combined with non-negativity, implies that W is a stochastic matrix, we will refer to these codes as stochastic solutions. A stochastic matrix W which satisfies Theorem 1, is the transition matrix of a Markov Chain M whose state space equals V and whose probability of jumping from state i to state j in a single step is W ij . Therefore, link weights W ij of AVT codes can be mapped into transition probabilities on the chain M. We say that node i has access to node j, if for some integer t, W t ij > 0. Two nodes i and j, which have access to the other, are said to be communicating. Since communication is an equivalence relation, the set of nodes which communicate forms a class. A class which consists of only source nodes is called a source class. We first note that, due to the structure of W in (4), each source class forms an absorbing class by itself (Since nonsource nodes can not access source classes). For a given non-source node i and a source class S C ⋆ , the quantity j∈S C ⋆ W ∞ ij will be equal to the probability that the chain is absorbed by the source class S C ⋆ given the fact that M has been initialized at node i [10] . Moreover, for a given source node i ∈ S C ⋆ and j ∈ D, the quantity W ∞ ij / j∈S C ⋆ W ∞ ij is the frequency that the chain visits node i given the fact that M has been initialized at node j and it has been absorbed by the source class S C ⋆ [10] . Given the discussion above, we conclude the following: Remark 1: Constructing a stochastic AVT code W is equivalent to designing a transition probability matrix W for a Markov chain {M(t)} ∞ t=0 on graph G with state space V such that:
• Each source class forms an absorbing class, • For each destination node j ∈ D and each source class S C ⋆ , the absorbtion probabilities are:
where P (.) denotes the probability of its argument. Moreover, for each source node k ∈ S C ⋆ ,
Interestingly, the formulation given above does not simplify our design problem, since constructing transition probability matrices for complex chains with given stationary distributions is a notoriously open problem in the literature. However, the relationship between our formulation and absorbing Markov chain theory is important and extremely valuable for further mathematical analysis [5] .
V. PARTIALLY DIRECTED AVT SOLUTIONS
In the following, we will formulate an integer programming problem whose solution will be utilized to construct so called partially directed AVT solutions. These solutions belong to a subset of the AVT solutions given in Theorem 1. We first introduce the definition of a partially directed AVT solution: Definition 1: Consider a network G and the sets S and D.
A code W is a partially directed AVT solution, if it satisfies Theorem 1 and each link on the network, except the links among the source nodes, can be utilized only in one direction, i.e., W ij W ji = 0, ∀ i, j ∈ S. It should be clear from Definition 1 why these codes are called partially directed solutions, i.e., communication is directed only among the non-source nodes. Before proposing our construction, we will introduce some necessary definitions. Without loss of generality, we assume that each source class has already converged to the average value of its members by using an average consensus protocol. We enumerate the source classes (arbitrarily ordered) and we define the set of source classes as S C . We also define E ′ ⊂ E which contains all edges except the edges among the source nodes. For any given U ⊂ V, we define a set of edges E(U) = {(i, j) ∈ E ′ |i, j ∈ U }. In other words, E(U) is the set of edges whose end points belong to the set U. A method to construct partially directed AVT codes is as follows [5] : Lemma 1: Consider a network V and the sets S and D. For all k ∈ S C and l ∈ D, we define a variable b kl i as:
otherwise.
Consider the following integer programming formulation:
subject to (7)
If the integer program given above has a solution, namely, z
we define y k ij as follows:
Then, a feasible partially directed AVT code can be constructed as in (13), where S C k is the set of nodes which belongs to the k-th source class.
The integer programming formulation given in the lemma is a directed multicommodity flow problem with acyclicity constraint [11] . In particular, one can map the variable b kl i to the net inflow at node i of data with origin k and destination l. The value of the net inflow is positive at the sources, negative at the destinations, and zero otherwise. The variable z kl ij indicates the amount of information with origin k and destination l that flows through link (i, j). y k ij is equal to one if there exists at least one flow on (i, j) that is originated from source class k. We note that the constraint given in (8) guarantees the flow is preserved at each node, i.e., the total inflow to a given node is equal to the total outflow from this node. Moreover, u ij is a binary variable and equal to one if there exists at least one flow which utilizes the link (i, j) (9). Otherwise, it is equal to zero. Hence, (10) is the one-way flow constraint. Finally, (11) guarantees the flows are acyclic. The objective function of the problem is the maximum of number of paths between all source-destination pairs, thus the problem is minimizing the convergence time of the directed part of the algorithm. An example is given in Fig. 1 . There are 4 source nodes with 3 source classes and 2 destination nodes. In Fig. 1(a) , the solution to the optimization problem is given in terms of flows. The corresponding link weights, which are constructed by (13) , are shown in Fig. 1(b) . We note that the weight of the link connecting the flows from nodes 1 and 2 to the central hub is twice as much as the link weights of the other flows. This is because the number of source nodes in that particular flow is twice as much as the size of nodes in other flows. We conclude that the existence of a partially directed AVT solution is a sufficient condition for the existence of an AVT solution, since partially directed AVT solutions also satisfy
, if i, j ∈ S and i ∈ N j , or j ∈ S and i = j, 0, otherwise, Theorem 1. On the other hand, the reverse argument may not always be true, i.e., existence of an AVT solution does not imply the existence of a partially directed AVT solution. Remarkably, we were not able to find a counter example; we conjecture that the condition is both necessary and sufficient. We also note that directed solutions are less robust to link/node failures while undirected solutions are more robust due to the presence of feedback. For instance, if a link on the path between a source-destination pair fails in a partially directed solution, the destination node will receive no information about that particular source . In the case of undirected solution, instead the destination nodes will still be able to obtain an approximate result.
VI. EXTENSION TO DYNAMIC NETWORKS
In this section, we extend our model into the case where the underlying network is dynamic. One way to integrate the dynamical network structure into gossiping algorithms is to consider an asynchronous policy, i.e., nodes wake up at random times and perform updates with randomly chosen neighbors. In this setting, given the static graph G(V, E), at each time instant t ≥ 0, a single link (i, j) ∈ E is randomly activated, forming a dynamic network G t (V, E t ), where E t = {(i, j)}. While there are several ways to capture dynamicity of the networks such as independent/correlated link failures and mobile nodes, we believe that asynchronous updates are a key starting point for capturing more complex scenarios. Unlike average consensus algorithms, extension of the AVT codes into asynchronous policies is not straightforward. However, by considering the fact that non-source nodes simply mix and forward the values of the source nodes in the partially directed policies, we propose an asynchronous policy where source nodes keep averaging and non-source nodes keep swapping. Mathematically speaking, we assume that a single node i ∈ V is chosen at each discrete time instant t ≥ 0 with probability 1/N . The chosen node i selects one of its neighbors uniformly. Then, one of the following arguments hold:
1) If i, j ∈ S, they simply average their values, i.e., x i (t+ 1) = x j (t + 1) = 0.5x i (t) + 0.5x j (t). 2) If i, j ∈ S, they swap values, i.e., x i (t + 1) = x j (t), x j (t + 1) = x i (t). 3) If i ∈ S, j ∈ S, they calculate a weighted average of their values, i.e., x i (t+1) = x j (t+1) = (1−γ)x i (t)+ γx j (t), γ ∈ [0, 1). 4) If j ∈ S, i ∈ S, they calculate a weighted average of their values, i.e., x i (t+1) = x j (t+1) = (1−γ)x j (t)+ γx i (t), γ ∈ [0, 1).
We note that for γ > 0, the average of source nodes will be biased since a given source node i will hear from one of its non-source neighbors j. Since such a setup violates the first constraint in Theorem 1, one can not expect destination nodes to converge to the desired average. In the following, we will show that for γ > 0, the network will reach to a consensus in expectation. Lemma 2: For a connected network G(V, E) and the asynchronous policy defined above, for γ ∈ (0, 1), the network will reach to a consensus in L 1 , i.e.
We first note that in the asynchronous case, the network will follow the update rule:
where the structure of W (t) depends on the chosen node and its neighbor. For instance, if node i and j are the active ones at time t ≥ 0, and if i, j ∈ S, then:
We note that W (ij) denotes the matrix corresponding to the case where nodes i and j are active. One can construct W (ij) matrices for each of the four cases given above in a similar way. At this point, we define the average matrix W as:
W is the average of all possible W (ij) over all nodes in the network and their corresponding neighborhoods. 1/N is due to the fact that at each discrete time instant a node i is chosen with probability 1/N , and node i chooses one of its neighbors uniformly randomly, i.e., with probability 1/|N i |. Since W (ij) 1 = 1 for all possible (i, j) pairs, W is a stochastic matrix. Moreover, since G(V, E) is connected, the average matrix W is irreducible. We also note that diagonals of W are all non-zero. The expected value of x(t), t ≥ can be written as:
where the last equality follows from the fact that node selection is i.i.d at each discrete index t and W is given in (16). Since W is stochastic, irreducible, and has nonzero diagonals, lim t→∞ W t converges to an agreement matrix [12] , i.e., β11
T for some β ∈ R. Thus, our result follows. As we have mentioned, unfortunately, convergence to the true average is not guaranteed unless a very specific chain of events (edge selection) is realized. One way to overcome this difficulty is to set γ = 0. In this case, source nodes will not hear from the rest of the network, thus the first constraint in Theorem 1 will not be violated. Lemma 3: Given a connected network G(V, E) and the asynchronous policy defined above, γ = 0, if for each source class-destination pair, there exists at least one path in between them which does not go through another source class, then, the node values will have a unique stationary distribution: Given there exists |S C | source classes in the network, and denoting their means as {α i } |SC | i=1 respectively, for a given node j ∈ S:
Proof: Without loss of generality, we will assume that each source class consists of a single source node and each non-source node has been initialized with one of the source classes value. Due to the fact that nodes are chosen in an i.i.d. fashion at each iteration, the network states {x(t)} ∞ t=0 forms a homogenous Markov Chain M. In other words, given x(t), x(t + 1) and x(t − 1) are independent. We denote the set of source classes as S C . The state space of the chain M has |S C | N −SC elements, since each non-source nodes can assume S C distinct values (due to swapping), and source classes do not change their values at all (since γ = 0). We denote the probability transition matrix of M as P M . Without loss of generality, let us assume that the chain has non-empty set of inessential states (it may be an empty set depending on the topology). Therefore, by potentially reordering the state space of M, we can partition P M as:
such that lim k→∞ Q k = 0. We note that Q matrix represents the transition probabilities in between nonessential states. The set of indices corresponding to P 1 are the set of essential states. We will denote these indices as M 1 . In the following, we will prove that the set of essential states [13] forms a single class, i.e., if y, z ∈ M 1 , then y and z belongs to the same communicating class, y ↔ z. Note that both y and z correspond to an N -dimensional state vector in our model. Let's denote these state vectors as x y and x z . Let's define the set D = {m :
.e., the set of indices that are different in the configurations x y and x z . For a given m ∈ D, choose one of the source classes with value [x y ] m or [x z ] m and determine a path from this particular class to m which does not go through any other source classes. This has to be true, since otherwise, at least one of y and z will be inessential. Then, consider the following chain of events: The first non-source node on the path is chosen with 1/N probability and it selects the source node, and performs the update. Then, the second non-source node is chosen and it selects the first non-source node, so on. It should be clear that this particular event has nonzero probability for state vectors x y and x z . We repeat this particular argument number of nodes on the path times. At this point, all of the nodes on the path including the node m have values which are equal to the value of the chosen source class. Therefore, for a given m ∈ D, this particular event will transform x y and x z into x y ′ and x z ′ respectively, where
If we apply the argument above for each m ∈ D sequentially, then x y and x z will be transformed into x y ⋆ = x z ⋆ . We note that since y is an essential state and y → y ⋆ , then y ⋆ is also an essential state, i.e., y ↔ y ⋆ . By the same way, one can show that z ↔ z ⋆ . Finally, since y ⋆ = z ⋆ and essentiality is transitive, y ↔ z. At this point, we have already shown that the chain M has a single essential class. Moreover, the essential class is aperiodic since there exists at least one aperiodic essential state, i.e., each non-source equals to the same source node's value. The following lemma is due to Seneta [13] : Lemma 4: Let M a Markov chain which has a single aperiodic essential class. Given its probability matrix P M in the canonical form as in (21), define the stationary distribution to the primitive submatrix
where v ′ is the unique stationary distribution corresponding to the chain M and 1 is the all ones vector. Since our M has a single aperiodic essential class, Seneta's Lemma implies that a stationary distribution exists and such a distribution is unique for our model. Finally, we need to show that for each destination node j, there exists a set of essential states
where [x yi ] j = α i > 0, for all i ∈ S C . In other words, the probability that a given destination node j being equal to a given source class' average value α i is non-zero. To see this, we only need to remind our readers that, by the hypothesis, for each destination node-source class pair, there exists at least one path which does not go through any other source classes. Thus, we can find a chain of events that will change destination nodes values to a particular source class' value. This concludes our proof. We note that if there is a single source class, the destination nodes will converge to the average of the node values in that particular class. On the other hand, if there exists more than one source class, then, the network will have a unique stationary distribution which is independent of the initial values of non-source nodes. Moreover, each non-source node will keep switching its value forever, but, the support of the values it can switch is finite, and indeed these values are equal to the averages of each source class by (19)-(20). Therefore, in the long run, destination nodes start observing |S C | distinct values, each of which are the averages of individual source class. Assuming all of the classes have the same size, the true average can still be calculated by taking average of these observed quantities. Finally, we would like to note the effect of the mixing parameter γ. As γ increases, the averages of distinct source classes will mix faster due to increased information flow between the classes through the non-source nodes. But, the bias from the true average will also increase as γ increases. Thus, there is a clear trade-off between convergence speed and bias with respect to the γ parameter. At this point, we will leave the analysis of the convergence speed of the algorithm for both γ > 0 and γ = 0 as a future work, as well as the analytical characterization of the trade off and the complete characterization of the probabilities given in (19). To justify our claims, we have simulated the proposed algorithm on random graphs. We have generated 100 geometric random graphs with N = 50 and connectivity radius 2 log N/N . Three source nodes and three destination nodes are chosen randomly. In Fig. 2 , we plot the trade-off in between convergence speed/bias and the mixing parameter γ. As we have discussed above, the higher γ is, the faster network reaches an agreement. On the other hand, as γ increases, the bias from the initial mean of increases. We would like to note that our policy is highly robust to link/node failures since the desired information (averages of the source classes) will be continuously distributed to the network through swapping. Moreover, it does not require any means of routing due to its simple mechanism. 
VII. CONCLUSION
In this paper, we studied an asymmetric information diffusion problem where a set of destination nodes are interested in the average information of another set of source nodes. Utilizing gossiping protocols for the information exchange, we showed that our problem is equivalent to design transition probabilities for a Markov Chain on V with certain absorbing states. We argued that, under certain assumptions, our problem can be casted as multicommodity flow problem with acyclicity constraints. We then proposed a simple asynchronous extension of our protocol for dynamic networks and introduced convergence characteristics. As a future work, we will carefully analyze the tradeoff between MSE and the speed of converge in terms of the mixing parameter γ as well as the stationary distribution of the system when γ = 0.
