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 ملخص الرسالة
 
 
 محمد منصور بن ثابت :الاسم الكامل
 
 التنبئي اللاخطي لأنظمة الطاقة متعددة الآلاتنظام التحكم  :عنوان الرسالة
 
 الهندسة الكهربائية التخصص:
 
 م 2013ديسمبر  :تاريخ الدرجة العلمية
 
نظمة الطاقة متعددة على أ )CPMN( نظام التحكم التنبئي اللاخطيهذه الأطروحة تقدم تطبيق      
و ذلك لتحسين من الإستقرارية العابرة و التي تعتبر إحدى أكثر الإهتمامات في  )SPMM( الآلات
لمشاكل الإنحدار في من أجل إجاد حل طبق  نظام التحكم التنبئي اللاخطيتشغيل أنظمة الطاقة. 
) في ظل وجود الإضطرابات العالية و كذلك في ظل وجود القيود SPMMلـ ( الإستقرارية العابرة
) على التعامل مع عدم الخطية و القيود CPMNو التي قد تحدث عدم الإستقرار. إمكانية (الفيزيائية 
 ).SPMMجعله أكثر ملائمة لتطبيقه على (
 
) , و من ثم طبق BIMS(نهائي لاالآلة الأحادية للخط العلى  أولا الإستقرارية العابرةتم دراسة       
تغيير الحمل و تغيير الطاقة  و خطأ النظام الثلاثي) تحت الإضطرابات العالية التالية: SPMMعلى (
الميكانيكية. مقارنة بين هذا البحث و ماتم التوصل اليه من البحوث السابقة في هذا المجال اظهرت ان 
) كمحسن قادر على جعل النظام يعود الى نقطة التوازن mhtirogla tes-evitcA) مع (CPMNالـ(
 بار قدرة التحكم المقترح مع التغييرات في معطيات النظام.تم اختمقارنة بالبحوث السابقة. 
 
 
CHAPTER 1
INTRODUCTION
1.1 Motivation
Conventional Proportional-Integral-Derivative (PID) controller has dominated
the process control for the past four decades, where the PID controller directly
compares the output data value with a reference data value and uses the compared
error for the input in order to minimize it and keep the output data at the setpoint.
Although the PID controller is simple, fast, and easy to tune and implement in
hardware and software, it has some limitations, especially when the system is
more complex which means more multi-variables. The other limitation is when
the system variables have constraints in their values.
Model Predictive Control (MPC) deals with the systems which have multi-
variable and constraints on their variables. MPC becomes a powerful control, not
just in process control, but also in other areas including power systems. In the
last two decades, the applications of MPC in power systems have attracted many
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researchers. One of these applications is to improve the transient stability of power
systems. Transient stability determines the power system's ability to tackle severe
disturbances that may occur such as the trip of a transmission line without the
loss of synchronism and with its return to a state of equilibrium following these
disturbances.
MPC applied to Single Machine Inﬁnite Bus is provided as a simple example,
in order to test the transient stability of the power system. Over recent years,
there has been more focus on the linear and nonlinear Model Predictive Control
to SMIB which has shown good results in handling disturbances and satisfying
the constraints of the power system.
In the literature, only a little work has been written about the application of
the Nonlinear Model Predictive Control on Multi-Machine Power Systems. Most
of these studies concern the use of only a second order system for each machine,
with the help of Flexible AC Transmission System (FACTS) devices to improve
the transient stability.
In this study we will ﬁrstly apply the NMPC to SMIB and then we will extend
it to MMPS in order to enhance the transient stability. Each one of MMPS will
be represented by a third order model, in order to make the control possible by
using the excitation voltage as an input. At the same time, the study will take
into consideration the imposed constraints and the nonlinearity of the model.
2
1.2 Problem Formulations and Objectives
This thesis will design an NMPC controller for Single Machine Inﬁnite Bus and
then it will extend to a Multi-Machine Power System in order to enhance the
transient stability suﬀering from the following large disturbances:
1. Three phase fault applied to transmission lines.
2. System load changing.
3. Mechanical power changing.
The objective of using NMPC controller due to its ability to handle the nonlin-
earity and the constraints that may be imposed due to physical limits. Thus, this
thesis will have the following objectives:
1. Improve the stability of both SMIB and MMPS.
2. Satisfy the imposed constraints of both SMIB and MMPS.
3. Study the MMPS system under some cases of disturbance.
1.3 Thesis Organization
This thesis is divided into six chapters. In the ﬁrst chapter, the motivation of
this work and the problem deﬁnition are addressed.
The second chapter explores the literature review of both Single Machine Inﬁnite
Bus and Multi-machine Power System.
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In the third chapter, an essential historical overview of the Model Predictive
Control and introduction of its theory and algorithm are addressed. Active set
Algorithm, advantages and disadvantages of MPC, and MPC tuning parameters
are discussed.
In chapter 4, NMPC applied to highly nonlinear SMIB system for three cases:
without constraints, with constraints, and robustness of NMPC controller. The
comparison between the results of NMPC framework achieved in this thesis and
the results given in [1] are discussed.
In Chapter 5, NMPC is applied to MMPS for diﬀerent cases of large distur-
bances including: three phase fault, system load changing, and mechanical power
changing. In the case of three phase fault, a comparison between the results of
NMPC framework achieved in this thesis and state feedback controller given in
[2] are discussed.
In Chapter 6, the summary of results and the future work that can be done to
the proposed controller are discussed.
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CHAPTER 2
LITERATURE REVIEW
2.1 Single Machine Inﬁnite Bus
In the literature, several methods are applied in order to control the SMIB sys-
tem. Some of these methods are classical control [3], optimal control [4], adaptive
control [5], and variable structure control [6].
MPC applied to Single Machine Inﬁnite Bus is provided as a simple example,
in order to test the transient stability of the power system. Over recent years,
there has been more focus on the linear and nonlinear Model Predictive Control
to SMIB which has shown good results in handling disturbances and satisfying
the constraints of the power system.
Linear MPC (LMPC) considered for stabilization of SMIB [7, 8, 9, 10, 11]. Most
of these references used MPC control with the help of Flexible AC Transmission
Systems (FACTS).
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In the last two decades, many applications of NMPC have been addressed to
the power systems. Some of these applications are on Fossil Fuel Power Units
[12, 13, 14], Wind Turbines [15, 16, 17, 18], Power Boilers [19, 20], Rectiﬁers and
Converters [21, 22, 23].
In the literature NMPC has been applied to SMIB. Yousuf and his advisors,
Al-Hamouz and Al-Duwaish [24, 25] presented the combinations of heuristic opti-
mization algorithms as Evolutionary Programming (EP), Genetic Algorithm (GA)
and Particle Swarm Optimization (PSO) as optimizers of MPC oﬀer the advantage
of ﬁnding the optimal control without need for linearization. Nonlinear Predictive
Control with based FACTS devices of SMIB are applied to improve SMIB stabil-
ity. Wagh et al [26] improved the transient stability by using NMPC based on
Thyristor Controlled Series Capacitor (TCSC) controller by linearizing the model
at each instant of time. In a diﬀerent work, Wagh et al [27] presented the non-
linear control of based TCSC controller with both Control Lyapunov Function
and receding horizon strategy. [28] proposed a control for Static Compensator
(STATCOM) based on nonlinear Generalized Predictive Control (GPC), improv-
ing power system stability and voltage regulation.
In this work, the proposed NMPC control is applied to SMIB without need to
linearization and with no use of FACTS devices.
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2.2 Multi-machine Power System
With the large power network and with the presence of oscillations that may
aﬀect the stability of power system, there was a need to damp these oscillations.
For MMPS a lot of work has been done in order to reduce the eﬀects of these
oscillations. One of the methods employed to reduce the oscillations is the use
of supplementary controllers like Power System Stabilizer (PSS) and Automatic
Voltage Regulator (AVR). Several techniques are used to design PSS like Conven-
tional [29, 30, 31, 32], Optimal [33, 34], Adaptive [35, 36, 37], H-based [38, 39],
Variable Structure [40, 41], and Intelligent and Heuristic techniques [42, 43, 44].
In the last decade, more concern has been paid to address the Linear and
Nonlinear Model Predictive Control to MMPS, which showed a good improvement
to handle the disturbances and satisfy the constraints of power system.
Linear MPC considered for stabilization of MMPS. Li et al [45] used Gener-
alized Predictive Control for emergency control of transient stability based on
the Extended Equal Area Criterion (EEAC). Soos and Malik [46] identiﬁed the
time varying model of MMPS by robust control followed by H∞ control design
and studied diﬀerent cases for the use of MPC with and without PSS. Wu and
Malik in [47] proposed a multivariable adaptive power system stabilizer based
on a recursive subspace identiﬁcation method and generalized predictive control
strategy. Ye and Liu in [48] proposed an adaptive damping controller design
method by integrating online recursive closed-loop subspace model identiﬁcation
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with model predictive control theory. It is diﬀerent from [47] in two ways. First,
an online recursive closed-loop subspace identiﬁcation method. Second, it focuses
on damping inter-area oscillation modes. MPC control with FACTS devices is
used to improve MMPS stability [49, 50]. A Distributed MPC demonstrated the
transient stability in [51] and voltage control [52, 53]. Qudaih et al [54] presented
the MPC technique in order to robustly tune the power system stabilizer and au-
tomatic voltage regulator. Generalized Predictive Control with the use of hybrid
shued frog leaping as optimizer is used in [55].
Nonlinear MPC addressed to MMPS, Rajkumar and Mohler [56] presented a
framework for the development of discrete-time, nonlinear Generalized Predictive
Control using coordination control of TCSC for the stabilization and rapid damp-
ing of MMPS which are subjected to large disturbances. In this strategy for large
faults nonlinear predictive controller with a small prediction horizon is designed
to return the power system state to a small region approaching the post-fault
equilibrium. In this region, the linear controller can be designed to provide lo-
cal asymptotic stabilization. Zima and Andersson [57] presented a formulation of
MPC for controlling reactive power and voltages of MMPS based on trajectory
sensitivities. Emergency voltage control of power system based on search and
NMPC approaches are presented in [58]. Ford et al [59] presented the NMPC
control with short horizon by choosing an appropriate terminal cost function to
achieve the ﬁrst swing transient stability of MMPS.
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Most of the previous studies concern the use of only a second order system for
each machine, with the help of FACTS devices to improve the transient stability.
In this study, each one of MMPS will be represented by a third order model, in
order to make the control possible by using the ﬁeld winding signal as an input.
At the same time, the study will take into consideration the imposed constraints
and the nonlinearity of the model.
9
CHAPTER 3
MODEL PREDICTIVE CONTROL
BACKGROUND
In this chapter, an essential literature review of the Model Predictive Control,
introduction of its theory and algorithm, and advantages and disadvantages of
MPC are discussed.
3.1 MPC Historical Overview
The beginning of LMPC was in the late 1970s, where in 1978 Richalet et al.
described the applications of "Model Predictive Heuristic Control" [60]. In 1979
engineers from Shell demonstrated "Dynamic Matrix Control" (DMC) and re-
ported its applications to a ﬂuid catalytic cracker [61]. The Generalized Predictive
Control is given by Clarke et al. in 1987 which was intended to provide a new
adaptive control alternative [62] and then the Internal Model Control (IMC) was
outlined by Garcia and Morari [63]. The main diﬀerences for all previous MPC
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algorithms are the types of models used to represent the plant dynamic and the
cost function to be minimized [64]. In 1988, Keyser et al., presented a comparative
study of self-adaptive Long Range Predictive Control (LRPC) methods keeping
focus on robustness with respect to unmodeled dynamics, parameter variations,
process noise and varying dead-time [65].
For good reviews about linear MPC, numerous excellent technical reviews of
MPC that provide more details about MPC formulation and its future directions
from an academic perspective [66, 67, 68], and from an industrial perspective
[69, 70, 71] are available.
Nonlinear Model Predictive Control has attracted more attention over the recent
years. The earliest paper which analyzed an NMPC algorithm like we use today
was given by Chen and Shaw [72] in 1982.
NMPC's computational problem has been an active research issue for the last
two decades and several methods have been developed and reported. One of these
methods is the model order reduction approach. This approach is assigned to deal
with large systems to reduce the computation of diﬀerential equations. Orthog-
onal Collocation method is the famous method in order reduction approach [73]
and [74]. The model order is reduced by converting a diﬀerential equation in the
time domain into an approximating set of algebraic equations. Rather than using
model order reduction approach, some researchers chose to increase the speed of
popular local optimization method by taking advantage of the speciﬁc structure
11
of the MPC formulation. The interior-point approach considered to be a good ex-
ample for this. This method was successful in easing the computation in NMPC
and has found favor with many academic researchers lately [75]. For the non-
convex problem, the computation is focused on global optimization, especially the
genetic algorithms [76, 77]. Another research direction is to simplify the optimiza-
tion problem in order to decrease the computation time of each calculation. One
method proposed by Zheng [78] is to optimize only the ﬁrst move of the predic-
tion horizon instead of performing the optimization all along the control horizon.
However, this approach does not give the desired results as it is closely related to
a ﬁnite horizon optimization with one step ahead prediction.
For further details about NMPC, many theoretical and practical issues have
been reported in [79, 80, 81, 82, 83].
3.2 MPC Theory and Algorithm
From references [83, 84] we can ﬁnd the basic principle of Model Predictive Con-
trol. Generally, MPC can be deﬁned as solving on-line a ﬁnite horizon open-loop
optimal control problem subject to system dynamics and constraints involving
states and controls.
For nonlinear control system of the form:
x(k + 1) = f(x(k), u(k)), x(0) = x0 (3.1)
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subject to inputs and states:
u(k) ∈ U (3.2)
x(k) ∈ X (3.3)
where U and X are the input and state vectors respectively.
The cost function to be minimized:
JN =
N−1∑
k=0
F (x(k), u(k)) (3.4)
where
F (x(k), u(k)) = (x(k)− xs(k))T Q(x(k)− xs(k)) + u(k)TRu(k) (3.5)
xs denote given setpoint.
Q and R denote positive deﬁnite, symmetric weighting matrices.
The model is subjected to the following constraints imposed on inputs and
states respectively:
−umin ≤ uk ≤ umax (3.6)
−xmin ≤ xk ≤ xmax (3.7)
NMPC approach can be summarized as follows:
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Figure 3.1: Principle of MPC.
1. Estimate the states of the system for the prediction horizon (N) at each
instant k.
2. An optimal input minimizing the desired cost function over the prediction
horizon (N) using the system model for prediction is calculated.
3. The ﬁrst part of the optimal input is implemented until the next sampling
instant.
4. Continue with (1).
Figure 3.1 shows the principle of MPC for one horizon which is moving for the
next calculation and the term 'Moving Horizon' derives from this.
The solution of NMPC consists of two essential procedures:
1. Solving the optimization problem to ﬁnd the optimum control.
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2. Integrating the model equations which could be diﬀerential with algebraic
or empirical model.
3.3 Active set Algorithm
The active set algorithm is selected to solve the optimization problem in this
thesis, because the active-set algorithm is suited to optimize inequality constraints
of Quadratic Programing [85] and the imposed constraints of both SMIB and
MMPS are inequality constraints. The optimization problem is solved using the
function "fmincon" from MATLAB® Optimization Toolbox.
In literature, the active set algorithm addressed to solve the optimization prob-
lem of NMPC [86, 87, 88].
A brief overview of active set algorithm is given from the references [85, 68].
The objective function is expressed
min q(x) =
1
2
xTGx+ xTd (3.8)
subject to equality and inequality constraints
Ax = b (3.9)
Ax ≤ b (3.10)
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where
x: The decision variable.
G, d, A and b are compatible matrices and vectors in the quadratic programming
problem. G is assumed to be a symmetric and positive deﬁnite.
The Lagrange expression of objective function subject to only the equality con-
straints is given as:
q(x) =
1
2
xTGx+ xTd+ λT (Ax− b) (3.11)
The procedure of minimization is to take the ﬁrst partial derivatives with respect
to the vectors x and λ. This gives us the results
∂q
∂x
= Gx+ d+ ATλ (3.12)
∂q
∂λ
= Ax− b (3.13)
The optimal values of λ and x are found by equating the equations 3.12 and
3.13 to zero:
λ = − (AG−1AT )−1 (b+ AG−1d) (3.14)
x = −G−1 (ATλ+ d) (3.15)
The active and inactive constraints are deﬁned from Karush-Kuhn-Tucker
(KKT) conditions in terms of the Lagrange multipliers (λ's). The necessary con-
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ditions of KKT are:
Gx+ d+
∑
i∈Sact
λiai = 0 (3.16)
aTi x− bi = 0, i ∈ Sact (3.17)
aTi x− bi < 0, i /∈ Sact (3.18)
λi ≥ 0, i ∈ Sact (3.19)
The idea of active set methods is to deﬁne a set of constraints at each step of
an algorithm , termed the working set, that is to be considered as the active set.
The algorithm then proceeds to move on the surface deﬁned by the working set
of constraints to an improved point. At each step of the active set method, an
equality constraint problem is solved. If all the Lagrange multipliers λi ≥ 0, then
the point is a local solution to the original problem. If, on the other hand, there
exists a λi ≤ 0, then the objective function value can be decreased by deleting the
constraint i. During the minimization, it is necessary to monitor the values of the
other constraints to be sure that they are not violated, since all points deﬁned by
the algorithm must be feasible.
Euler method is used to solve the diﬀerential equations of the models of SMIB
(equation 4.10) and MMPS (equations 5.1, 5.2, and 5.3). Euler method has the
general form
xi+1 = xi + hf(xi, ti) (3.20)
where
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h is the step size.
3.4 MPC Tuning Parameters
The MPC controller can be tuned by the following parameters [89]:
 Prediction horizon (N).
 Sampling time ∆t.
 Weighting matrix for predicted errors (Q).
 Weighting matrix for control moves (R).
3.5 MPC advantages and disadvantages
Model Predictive control used extensively in process control due to the following
advantages [84, 90]:
 Capable of handling processes with large number of manipulated and con-
trolled variables.
 Allows the constraints to be imposed on both manipulated and controlled
variables.
 The process model captures the dynamic interactions between input and
output.
 Allows use of linear and nonlinear models.
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 Accurate model predictions can provide early warnings of potential prob-
lems.
Despite the advantage of MPC, there are also some disadvantages [64, 91, 92]:
 Optimization must happen in real-time.
 MPC controllers require a large number of tuning parameters.
 MPC is an open methodology. For diﬀerent predictive controllers, each can
have diﬀerent properties and might not work with another process.
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CHAPTER 4
APPLICATION OF NONLINEAR
MODEL PREDICTIVE CONTROL
ON SINGLE MACHINE INFINITE
BUS
In this chapter, NMPC controller is applied to the Single Machine Inﬁnite Bus
system. Diﬀerent scenarios of operation are studied.
4.1 Nonlinear Model of SMIB
The nonlinear model of SMIB is given in [1] and the diagram representing the
physical components of SMIB is shown in Figure 4.1.
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The mathematical model describing the dynamics of the system requires the
following assumptions:
 The voltage behind the transient reactance is considered to be a constant.
 A slow ﬁrst-order system is used to describe the governor/turbine dynamics.
 The mechanical motion of the machine is represented by the swing equations.
The nonlinear dynamic of SMIB is described by the following equations [1]:
δ˙ = ω (4.1)
ω˙ =
ωB
2H
[Pm − Pac −KPdc]−D.ω (4.2)
I˙d =
1
L
(cos(β)−RcId) (4.3)
P˙m = −αPm + v (4.4)
Pdc = (cos(β)−RcId) Id (4.5)
Pac =
(
E1E2
X
)
sin(δ) (4.6)
X = Xd +Xt +Xl (4.7)
where:
δ: Rotor angle of the machine in rad.
ω: Rotor angular velocity in rad/sec.
Pm: Mechanical Power in p.u.
Pac: AC power in p.u.
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Pdc: DC power stored in the converter in p.u.
H: Inertia constant in sec.
D: Damping factor in sec−1.
Id: Direct Current in p.u.
Rc: Commutating resistance p.u.
β: SCR ﬁring angle.
α: Time constant of governor/turbine or mechanical power actuator.
v: The input to governor/turbine.
K = 1
ωB = 377 rad/s.
Figure 4.1: Diagram of Single Machine Inﬁnite Bus (SMIB).
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The states of the system are deﬁned as follows:

x1
x2
x3
x4

=

δ
Id
ω
Pm

(4.8)
Where the control inputs are deﬁned as:
 u1
u2
 =
cos(β)
v
 (4.9)
where
β: SCR ﬁring angle.
v: the input to governor/turbine.
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The nonlinear model of perturbed SMIB deﬁned in equations (4.1, 4.2, 4.3 and
4.4) can be performed in state space form as follows:

x˙1
x˙2
x˙3
x˙4

=

x3
−k1x2
−k2sin(x1) + k3x22 −Dx3 + k5x4
−αx4

+

0 0
k4 0
−k5x2 0
0 1

 u1
u2

(4.10)
where:
k1 =
Rc
L
, k2 =
ωBE1E2
2HX
, k3 =
ωbRc
2HX
, k4 =
1
L
, k5 =
ωB
2H
As stated in [1] the DC Converter is rated at 80 MW. The system is 230 kV
and the machine rating is 800 MVA. On this rating base, the system parameters
are : ωB = 377 rad/s, ωb = 75.399 rad/s, X = 0.2 p.u, Rc = 0.3 p.u, L = 0.015
p.u, H = 7.0 s, D = 0.5 s−1, and α = −0.1 s−1.
Thus, the constants used in equation (4.10) are given as:
k1 = 20, k2 = 177.72857, k3 = 8.078571,
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k4 = 66.667, and k5 = 26.928561.
4.2 Design of NMPC Control for SMIB
The main control goal is to bring the system from a perturbed state to a equi-
librium point and keep it there without violating the constraints imposed on both
states and control input. The speciﬁc goals of control are:
 The machine must be operated at the rated frequency, i.e. change in machine
speed, x3 must be zero at equilibrium.
 The DC current through the converter, x2 must be zero at equilibrium.
The SMIB system is already in perturbed state with the following initial con-
dition [1]:
x1 = 0.0522, x2 = 0.1, x3 = 0.1 & x4 = 6.6sin(x1(0)) = 0.3444 (4.11)
The constraints are assigned to the states and control inputs as follows [1]:
0 ≤ x2 ≤ 0.1 (4.12)
x4 ≥ 0 (4.13)
−0.95 ≤ u1 ≤ 0.985 (4.14)
−3.5 ≤ u2 ≤ 3.5 (4.15)
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The objective function to achieve the desired control goals is stated as:
J =
N−1∑
k=0
ω2(k) + I2dc(k) (4.16)
where:
N : The prediction horizon.
ω: The frequency deviation.
Idc: The DC current converter.
4.3 Performance of NMPC on SMIB
In this section, various cases of NMPC control of SMIB are discussed to study
the performance of the proposed controller. All simulations in this thesis are run
on MATLAB® on an Intel Core i5 CPU @2.53GHz with 6GB of RAM. Diﬀerent
values of prediction horizon (N) and sampling time (∆t) have been tried and
compromised values were found to be N = 0.1 s and ∆t = 0.002 s for all cases of
simulation.
As stated in section (3.3) the active set algorithm is selected to solve the opti-
mization problem using function "fmincon" from MATLAB® Optimization Tool-
box.
26
4.3.1 Case 1: SMIB without constraints
In this case, the system of SMIB is studied with no constraints imposed on
either the states (x2, x4) or the controls (u1, u2). This leads the control eﬀort to
take any value to bring the system from perturbed initial state given in Equation
4.11 to equilibrium.
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Figure 4.2: Rotor Angle Case 1
Figures 4.2, 4.3, 4.4, 4.5 show the system states without control and with NMPC
controller. From ﬁgures 4.3 and 4.4, the converter current, x2 (Idc) and the fre-
quency deviation, x3 (ω) reached the equilibrium as stated in the control goals at
0.02 s and 0.05 s respectively. The rotor angle, x1 (δ) in ﬁgure 4.2 takes a value
(about 0.05359 rad) to reach the steady state at 0.05 s. Mechanical power, x4
(Pm) takes a minimum value 0.106 p.u and goes to overshoot slightly with 0.37
p.u before it converges to equilibrium at value of 0.353 p.u.
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Figure 4.3: Converter Current Case 1.
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Figure 4.4: Frequency Deviation Case 1.
The control inputs u1 (cos(β)) and u2 (V ) are shown in Figures 4.6 and ??. It
is shown that the control eﬀort of u1 starts with a minimum value of −0.583 and
then goes to increase rapidly and then settles to zero at 0.05 s. The control eﬀort
of u2 begins with a minimum value of −32.28 and then increases to a maximum
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Figure 4.5: Mechanical Power Case 1.
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Figure 4.6: u1, cos(β) Case 1.
value 19.29 before it converges to zero.
4.3.2 Case 2: SMIB with constraints
In this case, the constraints are imposed as stated in constraint equations 4.12,
4.13, 4.14, and 4.15 and the system should be stay within these limits. The
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Figure 4.7: u2, v comparison between VSC [1] and NMPC.
objective of control is to bring the frequency, x3 and DC current of converter,
x2 from a perturbed initial state to a desired equilibrium (zero) with imposed
constraints.
It is shown from ﬁgures 4.8, 4.9, 4.10, and 4.11 that the system takes more
time to converge to the equilibrium compared to when the system has no con-
straints. This is because of the limitations on the states and control eﬀorts. With
constrained system, the frequency deviation in ﬁgure 4.10 goes to zero in 0.08 s
compared to 0.05 s without constraints. The current converter in ﬁgure 4.9 settles
to equilibrium in 0.015 s. It is seen that the NMPC controller has succeeded to
achieve the control goals with imposed constraints.
The rotor angle in ﬁgure 4.8 goes to a steady state value of 0.05537 rad in
0.074 s with the constrained system, whereas without constraints the system goes
to a steady state value of 0.05359 rad in 0.05 s. The mechanical power in ﬁgure
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Figure 4.8: Rotor Angle Case 2
Figure 4.9: Converter Current Case 2.
4.11 settles with a value of 0.3653 p.u with constrained system and to 0.353 p.u
without constraints. It can be noticed from the rotor angle and mechanical power
responses that the machine produced more mechanical power when the constraints
are imposed compared with no constraints in order to adapt the restrictions.
31
Figure 4.10: Frequency Deviation Case 2.
Figure 4.11: Mechanical Power Case 2.
From ﬁgures 4.12 and 4.13 the control eﬀorts stay within the imposed con-
straints. The ﬁrst control input, cos(β) is needed for only 0.03 s. The second
control input, v is in eﬀect for a period of 0.09 s. This means that the control
eﬀorts in total take only 0.09 s to bring the system to an equilibrium.
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Figure 4.12: u1, cos(β) Case 2.
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Figure 4.13: u2, v Case 2.
The results of this case are compared with results of the previous work [1] which
used the Variable Structure Control (VSC) approach which involves the following:
1. Transforming the nonlinear state space system into a Luenberg canonical
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form.
2. Constructing a suitable sliding surface.
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Figure 4.14: Rotor Angle comparison between VSC [1] and NMPC
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Figure 4.15: Converter Current comparison between VSC [1] and NMPC.
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Figure 4.16: Frequency Deviation comparison between VSC [1] and NMPC.
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Figure 4.17: Mechanical Power comparison between VSC [1] and NMPC.
The behavior of the controlled outputs, converter current, Id and frequency
deviation, ω are seen in ﬁgures 4.15 and 4.16 respectively. The converter current
with NMPC is sharply converged to equilibrium at 0.015 s compared to 0.0875
s with VSC. The frequency deviation is also settled to zero as stated in control
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Figure 4.18: u1, cos(β) comparison between VSC [1] and NMPC.
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Figure 4.19: u2, v comparison between VSC [1] and NMPC.
goals at 0.08 s with NMPC which means that the frequency is brought to desired
working frequency 60 Hz, whereas the frequency deviation with VSC takes so
longer to converge. For rotor angle it is seen that NMPC doesn't make more
change in the rotor angle as shown in ﬁgure 4.14 and it is settled to steady state
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at value of 0.05537 rad, while in previous work the rotor angle took a higher value.
The same thing applied with mechanical power, which converged to equilibrium
at value of 0.3653 p.u which is lesser than with VSC. The low values of rotor angle
and mechanical power in case of NMPC controller show that the machine reserved
certain amount of the mechanical power.
The control eﬀorts are shown in ﬁgures 4.18 and 4.19. The First control input,
cos(β) is needed for only 0.02 s with NMPC starting with a value of −0.4704 and
then decreasing gradually to zero. The second control input, v it began with lower
limit −3.5 and switched to upper limit 3.5 at 0.03 s before it converged to zero.
This means that the control inputs with NMPC have tried to use the whole range
of limitations to bring the system to equilibrium. The other thing which can be
seen is the ﬁrst input had impact on the converter current, whereas the second
input had impact on the frequency deviation.
4.3.3 Case 3: Robustness of NMPC Controller
In this case the system is tested to show the robustness of the NMPC due to
the parameter variations of the system. The parameter variations of the system
are given by increasing the values of resistive and reactive components X, Rc, and
L by 15% :
 X changed from to 0.2 p.u to 0.23 p.u.
 Rc changed from to 0.3 p.u to 0.345 p.u.
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 L changed from to 0.015 p.u to 0.01725 p.u.
It is very interesting to see how the controller is able to bring the system from
major variations of system's parameters to steady state.
Figure 4.20: Rotor Angle Case 3
Figure 4.21: Converter Current Case 3.
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Figure 4.22: Frequency Deviation Case 3.
Figure 4.23: Mechanical Power Case 3.
From ﬁgures 4.8 to 4.25 it is seen that the NMPC is able to bring the system to
equilibrium even with the presence of major parameter variations. The frequency
deviation had a maximum value 0.1109 rad/sec with parameter variations before
it smoothly went to zero in 0.106 s compared to 0.015 s with nominal parameters.
The converter current settled to zero approximately at the same time with nominal
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Figure 4.24: u1, cos(β) Case 3.
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Figure 4.25: u2, v Case 3.
parameters. The major parameter variations led the rotor angle and mechanical
power to settle to values of 0.05696 rad and 0.3259 p.u respectively, which are
slightly diﬀerent from nominal parameters. The controller applied a large control
eﬀort at several instants of time to drive the system to equilibrium as quickly as
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possible, although, the constraints stated by equations 4.14 and 4.15 are always
met.
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CHAPTER 5
APPLICATION OF NONLINEAR
MODEL PREDICTIVE CONTROL
ON MULTI-MACHINE POWER
SYSTEM
In this chapter, NMPC controller is applied to the Multi-machine Power System
(MMPS). The control of MMPS is tested under diﬀerent cases of large disturbances
including: three phase fault, system load changing, and mechanical power change.
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5.1 Design of NMPC Control for MMPS
5.1.1 3-Machines 9-bus WSCC System
The popular Western System Coordinated Council (WSCC) 3-machines 9-bus
power system is selected in this thesis as a Multi-machine Power System. This
system is used widely in the literature to represent the Multi-machine Power
System [93]. The 3-Machines 9-bus WSCC system is shown in ﬁgure 5.1. The
detailed system and machine data are listed in the Anderson and Fouad Book
[93].
Figure 5.1: 3-Machines 9-bus WSCC system.
5.1.2 Nonlinear Model of MMPS
The Dynamics of Multi-Machine Power System is highly nonlinear and it can
be represented by the third order model [2, 93, 94]:
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δ˙i = ωi − ω0 (5.1)
ω˙i =
ω0
2H
[
Pmi − Di
ω0
[ωi − ω0]− Pei
]
(5.2)
E˙ ′qi =
1
T ′doi
[ui − Eqi] (5.3)
Where
Eqi = E
′
qi + (xd − x′d) Idi (5.4)
Pei =
n∑
j=1
E ′qi [Gij cos δij +Bij sin δij]E
′
qj (5.5)
Qei =
n∑
j=1
E ′qi [Gij sin δij −Bij cos δij]E ′qj (5.6)
Idi = −Qei
E ′qi
(5.7)
The terms used in the dynamics can be deﬁned as follows:
δi: Rotor angle of ith machine in radian.
ωi: Rotor speed of ith machine in radian/s.
ω0: System reference speed (2pif) in radian/s, f=60 Hz.
Id: Stator currents in d-axis of ith machine in p.u.
Pmi: Input mechanical power of ith machine in p.u.
Pei, Qei: Active and reactive power delivered at the terminals of ith machine in
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p.u.
E ′qi: Internal transient voltage in q-axis of ith machine in p.u.
Hi: Inertia constant of ith machine in seconds.
Di: Damping power coeﬃcient of ith machine in p.u.
xdi, x
′
di: Synchronous reactance and transient reactance in d-axis of ith machine
in p.u.
T ′doi: Field winding time constant in seconds.
Gij, Bij: Transfer conductance and susceptance between buses i and j: respec-
tively in p.u, where the transfer admittance Yij = Gij + jBij.
ui: Excitation voltage of ith machine in p.u.
With n-machine there are 3n diﬀerential equations. Thus, the WSCC 3-
machine power system shown in ﬁgure 5.1 will have 9 diﬀerential equations. The
set of nonlinear third-order diﬀerential equations 4.1, 4.2, and 5.3 can be written
in the form:
x˙ = f(x, x0, u, t) (5.8)
where x is the state vector of dimension (3n× 1).
x = [δ1, ω1, E
′
1 . . . δi, ωi, E
′
qi] (5.9)
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5.1.3 MMPS Constraints
The excitation voltage (ui) of ith machine, which is taken as an input control of
the system has a physical limit taken as [2]:
−3 p.u ≤ ui ≤ 6 p.u (5.10)
5.1.4 Operating Condition
In order to reduce the complexity of the transient stability analysis, some simpli-
fying assumptions are made as follows [93, 94, 95]:
1. There is no loss of power in lines.
2. Mechanical Power assumed constant during transient.
3. All system data are converted to a common base: a system base of 100 MVA
is frequently used.
4. Obtain the initial values from the load-ﬂow study for pre-transient case.
Usually the generator armature resistances are neglected.
5. Loads in the system are converted to equivalent admittances.
6. Construct the admittance matrix or what is called Y-matrix which includes
the admittances between buses, admittance of converted loads, and the ad-
mittance of internal generator impedances.
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Bus Voltage Angle Load Generation Injected
No. (p.u) (deg) MW MVar MW MVar MVar
1 1.040 0.0 0 0 71.594 27.032 0
2 1.025 9.279 0 0 163.0 6.657 0
3 1.025 4.664 0 0 85.0 −10.856 0
4 1.026 −2.217 0 0 0 0 0
5 0.996 −3.989 125 50 0 0 0
6 1.013 −3.688 90 30 0 0 0
7 1.026 3.719 0 0 0 0 0
8 1.016 0.727 100 35 0 0 0
9 1.032 1.966 0 0 0 0 0
Total 315.0 115.0 319.954 22.833
Table 5.1: Load ﬂow results
7. Finally, obtain the reduced Y-matrix by eliminating all nodes except the
internal generator nodes. The ﬁnal system diagram is shown in ﬁgure 5.2.
Figure 5.2: Reduced Network of MMPS.
The operating conditions of MMPS are found by applying the load ﬂow data
of the considered system using conventional fast-decoupled method. More details
about load ﬂow and conventional fast-decoupled method can be found in [96]. The
load ﬂow data is shown in table 5.1.
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5.1.5 Control Objective
The control objective is to maintain the stability of MMPS after being subjected
to large disturbances, such as three phase fault, load change, and mechanical power
change.
In order to determine the stability of the system, it is expected that the dif-
ference between the rotor angle of the reference machine which is in this case
machine-1 and the angles of other machines reaches a maximum value and then
deceases. Another indication of stability is that the diﬀerence between machine
speeds with respect to the reference machine-1 should equal zero.
5.1.6 Proposed Cost Function
The desired cost function of NMPC controller to achieve the control objective
is proposed as:
J =
N−1∑
k=0
(ωi(k)− ω0)2 (5.11)
where
N : The Prediction Horizon.
ω0: System reference speed (2pif) in radian/s, f=60 Hz.
It is well known that the complexity of simulation and the design of controller
depend on many factors, such as prediction horizon (N) and sampling time (∆t).
Diﬀerent values of N and ∆t have been tried and compromised values were found
to be N = 0.5 s and ∆t = 0.01 s, for all cases of simulation (three phase fault,
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load change, and mechanical power change). Also for comparison purpose the
damping power coeﬃcient D=0 for the three machines. The operating frequency
f=60 Hz.
As stated in section (3.3) the active set algorithm is selected to solve the opti-
mization problem using function "fmincon" from MATLAB® Optimization Tool-
box.
5.2 Three Phase Fault
In this section, a three phase fault is applied in two diﬀerent places of 3-Machines
9-bus WSCC system.
5.2.1 Three Phase Fault near Bus-7
The transient is initiated by applying a three phase fault near bus-7 at the end
of line 5-7 at time equal 1 s. The fault is cleared in ﬁve cycles (0.083 s) by fast
relays opening the line 5-7, where the system is in steady state before 1 s.
In order to study the system performance when subjected to an abnormal con-
ditions (such as a fault), the system conﬁgurations post the fault, during the fault
and after fault have to be determined. Therefore,the transfer admittance matrix
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before fault (Ybf ), during fault (Ydf ), and after fault (Yaf ) are given as follows:
Ybf =

0.8455− 2.9882i 0.2871 + 1.5129i 0.2096 + 1.2256i
0.2871 + 1.5129i 0.4199− 2.7238i 0.2132 + 1.0879i
0.2096 + 1.2256i 0.2132 + 1.0879i 0.2770− 2.3681i
 (5.12)
Ydf =

0.6568− 3.8160i 0.0000 + 0.0000i 0.0701 + 0.6305i
0.0000 + 0.0000i 0.0000− 5.4854i 0.0000 + 0.0000i
0.2096 + 1.2256i 0.0000 + 0.0000i 0.1740− 2.7959i
 (5.13)
Yaf =

1.1386− 2.2965i 0.1290 + 0.7063i 0.1823 + 1.0637i
0.1290 + 0.7063i 0.3744− 2.0150i 0.1921 + 1.2066i
0.1823 + 1.0637i 0.1921 + 1.2066i 0.2691− 2.3516i
 (5.14)
To investigate the eﬀectiveness of the proposed controller the results of this
case are compared with results reported in literature [2] which used the state
feedback control scheme based on the Standard Linearization Technique (SLT)
which involves the following:
1. Construct the state space of the system. Deﬁne the place of the fault time
of occurrence of the fault, and clearing time of the fault.
2. Obtain the state feedback linear gains using linear optimal control strategy.
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3. Compute ∆ui at every iteration by substituting the state variables.
4. Update the control input ui at the end of each iteration by ui = ui + ∆ui
and use it in the next iteration.
5. Repeat steps 3 and 4 till ﬁnal simulation time is attained.
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Figure 5.3: Angle deviation (δ2 − δ1) of fault near bus-7.
Simulation Results
Figures 5.3, 5.4, 5.5, and 5.6 show the response of the system, where the dash-
dot line, dashed line, and solid line are uncontrolled, state feedback, and NMPC
respectively.
As can be seen, the angle deviations (δ2 − δ1) and (δ3 − δ1) in ﬁgures 5.3 and
5.4 reached the steady state after being disturbed by the three phase fault. With
NMPC, both angle deviations (δ2 − δ1) and (δ3 − δ1) are brought to steady state
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Figure 5.4: Angle deviation (δ3 − δ1) of fault near bus-7.
0 1 2 3 4 5 6 7 8 9 10
−8
−6
−4
−2
0
2
4
6
8
Time (s)
Sp
ee
d 
de
via
tio
n 
ω
2−
ω
1,
 (r
ad
/s)
 
 
Uncontrolled
State feedback [2]
NMPC
Figure 5.5: Speed deviation (ω2 − ω1) of fault near bus-7.
at 2.62 s, whereas with state feedback [2] the angle deviations reached the steady
state at approximately 5 s, which is almost double the time needed by proposed
NMPC controller. The steady state values of angle deviations (δ2−δ1) and (δ3−δ1)
are 0.5992 rad and 0.412 rad respectively.
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Figure 5.6: Speed deviation (ω3 − ω1) of fault near bus-7.
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Figure 5.7: Internal voltage in q-axis (Eq1) of fault near bus-7.
With NMPC controller, the speed deviations (ω2−ω1) and (ω3−ω1) converged
to zero at 2.7 s compared to 5 s with state feedback controller [2]. This means
that the control objective is achieved by NMPC controller, and consequently, the
system frequency is brought to 60 Hz at 2.7 s after the fault is cleared. Another
feature can be noticed from the system response is that the NMPC controller
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Figure 5.8: Internal voltage in q-axis (Eq2) of fault near bus-7.
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Figure 5.9: Internal voltage in q-axis (Eq3) of fault near bus-7.
provides a superior damping in comparison with the state feedback controller [2].
The internal voltages in q-axis of the three machines, Eq1,Eq2, and Eq3 are
shown in ﬁgures 5.7, 5.8, and 5.9 respectively. The results with NMPC controller
demonstrated that these voltages settled to steady state values, 1.095 p.u, 1.168
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Figure 5.10: Input, u1 of fault near bus-7.
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Figure 5.11: Input, u2 of fault near bus-7.
p.u and 0.978 p.u respectively.
Again the ﬁgures demonstrated that the present NMPC controller outperforms
the method in [2] in terms of settling time and damping of the ﬁrst swing oscilla-
tion.
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Figure 5.12: Input, u3 of fault near bus-7.
The three control eﬀorts (excitation voltages) u1, u2 and u3 are shown in ﬁgures
5.10,5.11, and 5.12 respectively. The NMPC controller applied large control eﬀorts
in order to bring the system to equilibrium as quickly as possible. It is seen that
the three inputs are stayed within the constraints (−3 ≤ ui ≤ 6) as stated in
equation 5.10.
5.2.2 Three Phase Fault near Bus-8
This case is considered to test the ability of NMPC controller to bring the
system to steady state even when the fault place is changed. In this case the
transient is initiated by applying a three phase fault near bus-8 at the end of line
8-9 at time equals 1 s. The fault is cleared in ﬁve cycles (0.083 s) by tripping the
line 8-9, where the system is in steady state before 1 s.
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The assigned values of the transfer admittance matrix Yij for the three condi-
tions (post-fault, during fault, and after fault) are given below:
Ybf = matrix (5.12) (5.15)
Ydf =

0.6850− 3.6849i 0.0769 + 0.5228i 0.0504 + 0.4984i
0.0769 + 0.5228i 0.1465− 4.1304i 0.0057 + 0.0547i
0.0504 + 0.4984i 0.0057 + 0.0547i 0.1196− 3.1270i
 (5.16)
Yaf =

0.8244− 2.9998i 0.3248 + 1.4003i 0.1380 + 1.2933i
0.3248 + 1.4003i 0.6690− 2.0785i 0.0621 + 0.3337i
0.1380 + 1.2933i 0.0621 + 0.3337i 0.2791− 1.6186i
 (5.17)
Simulation Results
In this case, the angle deviations (δ2 − δ1) and (δ3 − δ1) in ﬁgures 5.13 and
5.14 ﬂuctuated before they were brought to steady state at 2.8 s. The steady
state values of angle deviations (δ2 − δ1) and (δ3 − δ1) are 0.126 rad and 0.16 rad
respectively which are less than the initial values.
The speed deviations (ω2−ω1) and (ω3−ω1) had little ﬂuctuations before they
converged to zero at 2.88 s. This means that the control objective is achieved by
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Figure 5.13: Angle deviation (δ2 − δ1) of fault near bus-8.
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Figure 5.14: Angle deviation (δ3 − δ1) of fault near bus-8.
NMPC controller. However, the place of fault is changed.
From the two cases of the three phase fault, it is seen that, although the fault
place is changed in the MMPS, the NMPC controller showed a good performance
to bring the system to the steady state as shown in ﬁgures 5.17 and 5.18. In the
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Figure 5.15: Speed deviation (ω2 − ω1) of fault near bus-8.
0 1 2 3 4 5 6 7 8 9 10
−4
−3
−2
−1
0
1
2
3
4
Time (s)
Sp
ee
d 
di
ffe
re
nc
e 
ω
3−
ω
1,
 (r
ad
/s)
 
 
Uncontrolled
NMPC
Figure 5.16: Speed deviation (ω3 − ω1) of fault near bus-8.
ﬁrst case when the three phase fault occurred near bus-7, the frequency deviations
of MMPS are brought to steady state a little faster (2.7 s) than in the second case
when the three phase fault occurred near bus-8 (2.88 s). This means that a fault
at bus-8 is more critical than the fault at bus-7. Also it can be seen that in case
of the three phase fault occurring near bus-8, the damping is less than that where
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Figure 5.17: Speed deviation (ω2 − ω1) of faults near bus-7 and bus-8.
Figure 5.18: Speed deviation (ω3 − ω1) of faults near bus-7 and bus-8.
the fault occurring near bus-7.
5.2.3 Robustness of NMPC Controller
The system is tested to show the robustness of the NMPC controller due to the
parameter variations of the system in the case of three phase fault near bus-7.
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The parameter variations of the system are given by increasing the values of re-
sistive and reactive components of the transmission line 6-9, and the transformers
between 2-7 and 3-9 by 5%.
Simulation Results
Figure 5.19: Speed deviation (ω2 − ω1) of the Robustness of NMPC Controller.
Figure 5.20: Speed deviation (ω3 − ω1) of the Robustness of NMPC Controller.
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From ﬁgures 5.19 and 5.19, it is seen that the NMPC controller is able to bring
the system to the steady state even with the presence of parameter variations.
Both frequency deviations (ω2 − ω1) and (ω3 − ω1) are settled to zero at 0.65 s.
When the system subjected to the three phase fault at 1 s and the line is clear at
ﬁve cycles the NMPC controller is still capable to bring the system to the steady
state.
5.2.4 Real-time Optimization Complexity
The power processes are considered as fast processes compared to the chem-
ical processes, thus, the time response of the power process is considered to be
small. The real-time optimization complexity of proposed framework of control is
restricted by the following factors:
1. Complexity of the system: with more machines the computation will increase
due to more eﬀort to be made to solve the diﬀerential equations.
2. Sampling time: as long as the process is fast, only a small sampling time is
necessary. This means more computation to be performed in each step.
3. Prediction horizon: despite the increase in the prediction horizon giving a
good view of the process's future, it increases the load on the optimization
process.
4. Constraints: constraints are involved in the optimization process and should
be satisﬁed.
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∆t (s) N (s) Computational time (s/sample)
0.01 0.7 22
0.01 0.5 9
0.01 0.3 5
0.005 0.5 17
0.015 0.5 113
Table 5.2: Computational time
In the present work, the computational time is approximately equals to 9
s per sample for a case of three phase fault near bus-7 with sampling time
equal 0.01 s, prediction horizon 0.5 s, and with constraints imposed in 5.10.
This simulation is run on MATLAB® with an Intel Core i5 CPU @2.53GHz
with 6GB of RAM. Table listed the computational time for diﬀerent values
of sampling time (∆t) and prediction horizon (N).
This computation time can be improved to make the implementation in
real-time possible by using high speed processors or by using other fast
techniques of optimization.
5.3 System Load Changing
Another scenario to examine the performance of NMPC controller is by chang-
ing the MMPS's loads. In this section, a 50% step change, increasing or decreasing,
has been applied to the three load buses (5, 6, and 8) at time of 1 s. Table 5.3
shows the values of the changing of load buses.
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Bus 50% Load Increase Nominal Load 50% Load Decrease
No. MW MVar MW MVar MW MVar
5 187.5 75 125 50 62.5 25
6 135 45 90 30 45 15
8 150 52.5 100 35 50 17.5
Table 5.3: Load changes.
5.3.1 Load Changing of Bus-5
The load in bus-5 is changed by 50%, increasing and decreasing, as shown in
table 5.3. This change occurred at 1 s. The change in load is reﬂected on the
transfer admittance matrix Yij, which will change from its nominal values. The
transfer admittance matrix when the load is increased by 50% is Yloadincrease and
when decreased is Yloaddecrease. The values are:
Yloadincrease =

0.9724− 3.8160i 0.3605 + 1.4204i 0.2506 + 1.1713i
0.3605 + 1.4204i 0.4630− 2.7751i 0.2374 + 1.0577i
0.2506 + 1.1713i 0.2374 + 1.0577i 0.2907− 2.3860i
 (5.18)
Yloaddecrease =

0.7039− 2.8456i 0.2058 + 1.5907i 0.1641 + 1.2713i
0.2058 + 1.5907i 0.3728− 2.6810i 0.1868 + 1.1132i
0.1641 + 1.2713i 0.1868 + 1.1132i 0.2620− 2.3531i
 (5.19)
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Figure 5.21: Angle deviation (δ2 − δ1) of load change bus-5.
Figure 5.22: Angle deviation (δ3 − δ1) of load change bus-5.
Simulation Results
Figures 5.21 and 5.22 show the system response of both cases of 50% increasing
and decreasing in bus-5 load. From the response of angle deviations (δ2− δ1) and
(δ3 − δ1), it is shown that with increasing and decreasing the load by 50% on
bus-5, the system is settled to the steady state at 1.7 s and 1.9 s respectively. The
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Figure 5.23: Speed deviation (ω2 − ω1) of load change bus-5.
Figure 5.24: Speed deviation (ω3 − ω1) of load change bus-5.
angle deviations (δ2 − δ1) and (δ3 − δ1) are brought to the the new steady state
values 0.413 rad and 0.292 rad when the load increased by 50% and to the values
0.204 rad and 0.096 rad when the load decreased by 50%.
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In addition, the speed deviations (ω2 − ω1) and (ω3 − ω1) of MMPS shown in
ﬁgures 5.23 and 5.24 are brought to zero at 1.82 s when the load increased by 50%
and 2.05 s when the load decreased by 50%.
5.3.2 Load Changing of Bus-6
In this case, the load in bus-6 is changed by 50% increasing and decreasing as
shown in table 5.3. The change of load is occurred at 1 s. The transfer admittance
matrix when the load is increased by 50% is Yloadincrease and when decreased is
Yloaddecrease. The values are:
Yloadincrease =

0.9444− 3.0911i 0.3264 + 1.4701i 0.2566 + 1.1782i
0.3264 + 1.4701i 0.4361− 2.7420i 0.2321 + 1.0680i
0.2566 + 1.1782i 0.2321 + 1.0680i 0.2995− 2.3901i
 (5.20)
Yloaddecrease =

0.7402− 2.8990i 0.2452 + 1.5500i 0.1596 + 1.2666i
0.2452 + 1.5500i 0.4029− 2.7080i 0.1932 + 1.1051i
0.1596 + 1.2666i 0.1932 + 1.1051i 0.2531− 2.3491i
 (5.21)
Simulation Results
Figures 5.25 and 5.26 show the system response increasing and decreasing in
the load of bus-6 by 50%. The response of angle deviations (δ2− δ1) and (δ3− δ1)
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Figure 5.25: Angle deviation (δ2 − δ1) of load change bus-6.
Figure 5.26: Angle deviation (δ3 − δ1) of load change bus-6.
showed that with an increase and decrease of 50% in the load on bus-6, the system
is settled to the steady state at 1.57 s and 1.7 s respectively. The angle deviations
(δ2 − δ1) and (δ3 − δ1) are brought to the new steady state values 0.37 rad and
0.23 rad when the load increased by 50% and to the values 0.23 rad and 0.14 rad
when the load decreased by 50%.
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Figure 5.27: Speed deviation (ω2 − ω1) of load change bus-6.
Figure 5.28: Speed deviation (ω3 − ω1) of load change bus-6.
The speed deviations (ω2 − ω1) and (ω3 − ω1) of MMPS are brought to zero
at 1.65 s when the load increased by 50% and 1.74 s when the load decreased by
50%.
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5.3.3 Load Changing of Bus-8
The load in bus-8 is changed by 50% increasing and decreasing as shown in table
5.3. The change of load occurred at 1 s. The transfer admittance matrix when
the load is increased by 50% is Yloadincrease and when decreased is Yloaddecrease. The
values are:
Yloadincrease =

0.8757− 3.0212i 0.3305 + 1.4671i 0.2414 + 1.1917i
0.3305 + 1.4671i 0.4826− 2.7875i 0.2590 + 1.0407i
0.2414 + 1.1917i 0.2590 + 1.0407i 0.3104− 2.4030i
 (5.22)
Yloaddecrease =

0.8150− 2.9619i 0.2409 + 1.5520i 0.1758 + 1.2545i
0.2409 + 1.5520i 0.3524− 2.6684i 0.1638 + 1.1290i
0.1758 + 1.2545i 0.1638 + 1.1290i 0.2408− 2.3376i
 (5.23)
Simulation Results
From the response of angle deviations (δ2− δ1) and (δ3− δ1) in ﬁgures 5.29 and
5.30, it is shown that with an increase and decrease of 50% in the load on bus-8,
the system is settled to the steady state at 1.55 s and 1.62 s respectively. The
angle deviations (δ2 − δ1) and (δ3 − δ1) are brought to the the new steady state
values 0.32 rad and 0.91 rad when the load increased by 50% and to the values
0.27 rad and 0.18 rad when the load decreased by 50%.
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Figure 5.29: Angle deviation (δ2 − δ1) of load change bus-8.
Figure 5.30: Angle deviation (δ3 − δ1) of load change bus-8.
In ﬁgures 5.31 and 5.32 , the speed deviations (ω2−ω1) and (ω3−ω1) of MMPS
are brought to zero at 1.6 s when the load increased by 50% and 1.7 s when the
load decreased by 50%.
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Figure 5.31: Speed deviation (ω2 − ω1) of load change bus-8.
Figure 5.32: Speed deviation (ω3 − ω1) of load change bus-8.
For comparison between the three cases of load changing, the speed deviation
of three cases are illustrated in ﬁgures 5.33, 5.34, 5.35, and 5.36.
When the load change takes place in bus-8 the dynamical performance of MMPS
has the best settling time (1.6 s in the case of increasing the load and 1.7 s in the
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Figure 5.33: Speed deviation (ω2−ω1) of 50% increase on buses (bus-5,bus-6, and
bus-8).
Figure 5.34: Speed deviation (ω3−ω1) of 50% increase on buses (bus-5,bus-6, and
bus-8).
case of decreasing the load) and it has the lowest overshoot. On the other hand,
when the load change takes place in bus-5, the dynamical performance of MMPS
has the longest settling time (1.82 s in the case of increasing the load and 2.05 s
in the case of decreasing the load) and it has the highest overshoot.
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Figure 5.35: Speed deviation (ω2 − ω1) of 50% decrease on buses (bus-5,bus-6,
and bus-8).
Figure 5.36: Speed deviation (ω3 − ω1) of 50% decrease on buses (bus-5,bus-6,
and bus-8).
5.4 Mechanical Power Changing
Mechanical power (Pm) of each machine is considered constant for all previous
cases as stated in prior assumptions. In this case, a 5% step change is applied in
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mechanical power for each machine of the 3-Machines 9-bus WSCC system. This
step change of mechanical power may come from the sudden change in steam valve
(steam turbine) or gate (hydraulic turbine).
0 0.5 1 1.5 2 2.5 3
0.3
0.301
0.302
0.303
0.304
0.305
0.306
0.307
0.308
0.309
0.31
Time (s)
An
gl
e 
de
via
tio
n 
δ2
−δ
1,
 (r
ad
)
Figure 5.37: Angle deviation (δ2 − δ1) of Mechanical Power change.
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Figure 5.38: Angle deviation (δ3 − δ1) of Mechanical Power change.
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Figure 5.39: Speed deviation (ω2 − ω1) of Mechanical Power change.
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Figure 5.40: Speed deviation (ω3 − ω1) of Mechanical Power change.
Simulation Results
From ﬁgures 5.37 and 5.38 it is seen that the angle deviations (δ2−δ1) and (δ3−
δ1) reached the steady state with values 0.3065 rad and 0.1922 rad respectively.
These values are diﬀer slightly from the previous steady state. The settling time
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of both angle deviations is 1.15 s.
The speed deviations (ω2−ω1) and (ω3−ω1) in ﬁgures 5.39 and 5.40 settled to
zero at 1.21 s. The speed deviation (ω2 − ω1) reached a maximum value of 0.043
rad/s at 1.04 s, whereas, the speed deviation (ω3−ω1) reached a maximum value
of 0.049 rad/s at 1.04 s.
It can be seen that, although the system has a disturbance in mechanical power
for each machine, the NMPC controller is still capable of stabilizing the system
and bringing it back to the operating frequency (60 Hz).
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CHAPTER 6
CONCLUSIONS AND FUTURE
WORK
6.1 Conclusions
The main points that can be concluded from this thesis are:
1. The Active set algorithm is used with Model Predictive Control to control
the power systems like SMIB and MMPS which have inequality physical
constraints.
2. The NMPC controller is applied to the nonlinear model of the power systems
with no need for any linearization or transformation techniques and with no
help of FACTS devices or any other supported controllers.
3. NMPC control emphasized that the constraints are satisﬁed for both Single
Machine Inﬁnite Bus and Multi-machine Power System.
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4. The results of the application of the NMPC controller showed that the
NMPC controller is successfully able to enhance the dynamical performance
of SMIB and MMPS systems. The results of this work are better than what
was achieved in previous work on the same topic.
5. Under the three phase fault, the transient stability of the Multi-machine
Power System is enhanced using NMPC controller. Despite the change of
fault place, the NMPC controller is still able to bring the MMPS to steady
state.
6. The dynamical performance of MMPS is examined by substantial changes
in the load. The response showed that the NMPC controller stabilized the
system and it depends on the place of load buses as well.
7. NMPC controller is able to bring the MMPS system to steady state when a
sudden change took place in the mechanical power of each machine.
8. The robustness of the proposed controller has been examined against the
variations of system parameters.
6.2 Future Work
The research in this subject can be further developed in a number of ways:
1. The dynamics of the governor can be considered in this work which means
the mechanical power is no longer constant as stated in the MMPS assump-
tions.
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2. The proposed cost function can be formulated in diﬀerent ways in order to
investigate the performance of the NMPC controller.
3. Diﬀerent types of optimization methods rather than active set can be used.
4. The eﬀects of MPC tuning parameters on the dynamical performance of
MMPS can be investigated.
5. Study the performance of MMPS under other large disturbances like switch-
ing of lines or loss of one generator.
6. The real-time optimization complexity can be improved by using high speed
processors or by using other fast techniques of optimization.
7. This work can be further applied to large networks of power systems.
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