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Abstract. We present an internal consistency test of South Pole Telescope (SPT) measure-
ments of the cosmic microwave background (CMB) temperature anisotropy using three-band
data from the SPT-SZ survey. These measurements are made from observations of ∼2500
deg2 of sky in three frequency bands centered at 95, 150, and 220 GHz. We combine the
information from these three bands into six semi-independent estimates of the CMB power
spectrum (three single-frequency power spectra and three cross-frequency spectra) over the
multipole range 650 < ` < 3000. We subtract an estimate of foreground power from each
power spectrum and evaluate the consistency among the resulting CMB-only spectra. We
determine that the six foreground-cleaned power spectra are consistent with the null hypoth-
esis, in which the six cleaned spectra contain only CMB power and noise. A fit of the data
to this model results in a χ2 value of 236.3 for 235 degrees of freedom, and the probability to
exceed this χ2 value is 46%.
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1 Introduction
Measurements of the temperature anisotropy in the cosmic microwave background (CMB)
have played a key role in establishing our current understanding of the Universe. Since
the first detection of anisotropy in data from the Cosmic Background Explorer Differential
Microwave Radiometer experiment [1], the power of CMB temperature anisotropy measure-
ments to constrain cosmology has progressed steadily, culminating in measurements from the
Planck satellite [2]. The Planck measurements achieve percent-level constraints on five of the
six parameters of the so-called Lambda Cold Dark Matter model.
At this level of statistical precision, certain mild tensions have arisen among and within
CMB datasets, and between CMB data and other cosmological measurements. One of these is
a mild tension between the Planck best-fit cosmological parameters and those estimated from
a combination of data from the South Pole Telescope (SPT) and the Wilkinson Microwave
Anisotropy Probe (WMAP) in [3, hereafter S13]. These tensions have been noted in several
publications including [4]. The cosmological constraints in S13 are tighter than any CMB con-
straints in the literature other than the Planck constraints, and it is important to understand
whether disagreements in the two datasets arise from slightly unusual statistical fluctuations,
from untreated systematic effects in either dataset, or from a breakdown in our cosmological
– 1 –
model. References [5] and [6] compared data from SPT and Planck in map, power spectrum,
and cosmological parameter space in an attempt to distinguish among these possibilities and
found no evidence that the parameter differences are due to unmodeled systematic errors in
either data set.
In this work, we specifically target the possibility of unmodeled systematics in the SPT
data by comparing data from three frequency bands in the 2500-square-degree SPT-SZ survey.
We refer to the three bands as 95 GHz, 150 GHz, and 220 GHz, indicating their rough center
frequencies. The 150 GHz SPT-SZ data provided the bulk of the statistical weight to the S13
cosmological constraints, so this comparison is directly relevant to the investigation of cosmo-
logical parameter differences between S13 and Planck. Additive and multiplicative systematic
errors typical of CMB datasets are unlikely to be 100% correlated between observing bands,
so a comparison of CMB temperature measurements in different bands can be a powerful
tool for identifying such errors. Typical additive systematics include incomplete or inaccu-
rate foreground modeling and subtraction, inaccurate noise modeling, and ground pickup (for
ground-based telescopes). The most important multiplicative systematics for CMB temper-
ature measurements are inaccurate modeling of the telescope beam and absolute response.
All of these are likely to vary with observing frequency, depending on how beams, noise, and
calibration are characterized.
For the particular case of SPT-SZ data, the most difficult residual systematics to rule
out as potential causes for tension with Planck are estimates of foregrounds and beams.
Systematic errors in both of these quantities are expected to have very different amplitudes
in the three observing bands, because of the spectral dependence of millimeter-wave emission
mechanisms and the different beam sizes in the three SPT-SZ bands. Thus, we would expect
significant systematics in either of these quantities to lead to statistical disagreement among
the foreground-cleaned CMB temperature estimates in the three bands.
We estimate the consistency among CMB measurements in the three SPT-SZ bands by
creating six angular power spectra, including the three single-frequency power spectra and
three cross-frequency spectra (95× 150, 95× 220, and 150× 220). We subtract an estimate
of foregrounds from each spectrum, and we fit the six foreground-cleaned spectra to a simple
model in which the CMB is the only source of signal remaining in the spectra. The χ2 of
this fit and the probability to exceed (PTE) that value of χ2 are our metrics for internal
consistency of this dataset. We note that a version of this test has already been implicitly
performed in the cosmological analysis of [7, hereafter G15]. In that work, the same three-
band data were used to estimate the same six power spectra, and the spectra were fit to a
combination CMB and foreground model in the multipole range 2000 < ` < 11000. The
CMB part of the model nominally came from a six-parameter ΛCDM model, but the fit was
performed jointly with Planck and baryon acoustic oscillation data, which effectively fixed
the cosmological parameters and hence the predicted CMB power spectrum. The result of
that fit was a χ2 of 88 for 80 degrees of freedom and a PTE of 21.5%. The test in this paper
differs from G15 in multipole range and model assumptions. In this work we examine the
multipole range used for cosmological constraints in S13, namely 650 < ` < 3000, and we
use only data above ` = 3000 to construct the foreground model. Assuming nothing about
the underlying cosmological model, we test whether the six foreground-cleaned power spectra
yield consistent estimates of the power in each ` bin.
This paper is organized as follows. We describe the SPT telescope and SPT-SZ camera,
the SPT-SZ survey observations, and the data analysis up to the map level in Section 2. We
describe our power spectrum pipeline in Section 3, our construction of the `-space covariance
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matrix in Section 4, and a series of null tests we perform on the data in Section 5. We
describe our treatment of foregrounds in Section 6. The method we use to test for inter-band
consistency is presented in Section 7. We present the individual power spectra and the results
of the consistency test in Section 8, and we conclude in Section 9.
2 Instrument, observations, and data reduction
The SPT is a 10-meter telescope located at the Amundsen-Scott South Pole station in Antarc-
tica. The first camera on the SPT, the SPT-SZ camera, was a 960-pixel transition-edge-sensor
bolometer receiver configured to observe in three frequency bands centered at roughly 95, 150,
and 220 GHz. For more information on the telescope and camera, see [8] and [9]. From 2008-
2011, the SPT-SZ camera was used to conduct a survey covering a ∼2500 deg2 region of sky
between declinations of -40◦ and -65◦ and right ascensions of 20h and 7h. The SPT-SZ survey
footprint is shown in, e.g., Figure 1 of S13 and Figure 1 of [5]. The SPT-SZ survey area was
observed in 19 contiguous sub-patches, or fields, ranging in area from ∼70 to ∼225 deg2.
The observations and data reduction methods used in this work are very similar to those
described in [10, hereafter K11] and S13, and we refer the reader to those works for detailed
descriptions of the observations and analysis. In the following, we give a brief overview of the
most important features of the observations and data reduction.
The SPT-SZ fields are observed using a raster-scan pattern, in which the telescope is
scanned back and forth across the field at constant elevation. After each right/left scan pair,
a small step in elevation is taken, and the process is repeated until the full field is covered.
Though the extent in elevation and the size of the elevation step varies field to field, a typical
single-field observation takes roughly two hours. Each field is observed an average of ∼200
times. Two SPT-SZ fields were also observed with elevation scans at constant azimuth, but
only the azimuth-scan data are included in this analysis. The SPT-SZ detector array was
upgraded between the 2008 and 2009 seasons; in 2008 the 95 GHz detectors did not produce
science-quality data. The two fields that were observed in 2008 were reobserved later to gain
95 GHz sensitivity on these fields, but for ease of building on the S13 analysis we only use
2008 data on these fields in this work.
The raw time-ordered data (TOD) from the SPT-SZ survey are converted to maps of
the sky using a simple bin-and-average process. Maps are made individually from each single
observation of a field, using data from all detectors of a given observing frequency. For a
given map pixel, the TOD samples from any detector of a given frequency pointed in that
direction in the sky are combined using inverse-noise-weighted averaging. Each detector
is assigned a single weight value in an observation, based on a combination of noise in a
certain range of temporal frequencies and the detector response to celestial sources. This
mapmaking procedure returns the minimum-variance result in the limit of detector noise that
is “white” (uncorrelated between time samples) and uncorrelated between detectors. To reduce
correlated noise among time samples for a given detector and among detectors, and to reduce
aliasing of high-frequency noise when we bin into pixels, we filter the TOD before mapmaking.
The TOD from each detector are high-pass filtered by projecting out across a single scan a
set of low-order polynomials and sines and cosines. The high-pass filter cutoff corresponds
to roughly ` = 300 in the scan direction. The anti-aliasing filter is a Fourier-domain low-
pass filter with a cutoff at a temporal frequency corresponding to roughly ` = 6600 in the
scan direction. Finally, the average over all detectors in each of the six detector modules
is subtracted from every detector at every time sample. In the pseudo-C` power spectrum
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pipeline described in the next section, we account for the effects of this filtering through the
filter transfer function.
We estimate the filter transfer function using simulated observations. We create sim-
ulated skies with lensed CMB fluctuations (with an underlying power spectrum from the
best-fit Planck 2015 TT,TE,EE+lowP+lensing cosmological model [2]) and foregrounds, and
we mock-observe these skies using the real detector pointing, weights, and filtering. We create
maps from these simulated data using the same procedure as for real data. We calculate the
power spectrum of these mock maps and compare it to the known input power spectrum.
We define the filter transfer function F` following Eqn. 18 in [11]. We create a separate filter
transfer function for each observing band.
The SPT-SZ beams are measured with a combination of planet observations and sources
in the SPT-SZ fields. The main lobes of the beams are measured using bright sources in
the fields, the sidelobes are measured using observations of Jupiter, and these two measure-
ments are connected using observations of Venus. Individual beam profiles are estimated
for each frequency band and each survey year (because the receiver was modified between
every observing season). We approximate the beams as azimuthally symmetric and create a
one-dimensional `-space beam function B` for each frequency band and year.
The relative calibration between detectors and between individual observations is ac-
complished using a combination of observations of the Galactic HII region RCW38 and the
response of detectors to a blackbody source mounted behind the secondary mirror. An ap-
proximate calibration for each frequency band is obtained using the known brightness of
RCW38 in these bands. The final absolute calibration for each band is obtained either by
comparing the fully coadded maps to Planck or by comparing power spectra of those maps
to Planck power spectra. At 150 GHz, we use the absolute calibration from [5], which was
obtained using a cross-spectrum analysis between the SPT and Planck maps. At 95 and
220 GHz, we use an absolute calibration obtained by comparing SPT power spectra from
G15 with full-sky Planck 2015 power spectra. The fractional uncertainty on the absolute
calibration is 2.1%, 0.3%, and 4.5% in power in the 95, 150, and 220 GHz bands, respectively.
We use these uncertainties to derive the calibration contribution to the covariance described
in Section 4.
We note that we could in principle achieve tighter priors on the 95 and 220 GHz cali-
brations by doing a map-based comparison to Planck similar to that done in [5] for 150 GHz.
We can achieve higher precision, however, by transferring the 150 GHz calibration to 95 and
220 GHz using our own data. If we were to perform the fit in this paper with the 95 and
220 GHz calibrations as free parameters (instead of folding the calibration uncertainty into the
bandpower covariance matrix), the posteriors on those parameters would be our best possible
calibration in those bands. We have in fact performed such a fit, the posteriors on the best-fit
95 and 220 GHz calibrations relative to the priors are 1.016 ± 0.004 and 1.046 ± 0.009 (in
power), respectively, and we will use these calibrations in future analyses of 95 and 220 GHz
SPT-SZ data.
3 Power Spectrum Estimation
In this section, we describe the pipeline used to compute the angular power spectrum from
the maps. This analysis follows the methods used in [12], [13], K11, S13, and G15, and we
refer the reader to those works for more detail. We adopt the flat-sky approximation, in which
angular wavenumber k is equivalent to multipole number `, and spherical harmonic transforms
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are replaced by Fourier transforms. The six power spectra are calculated independently in
each field and then combined. We report power spectra in terms of D`, defined as
D` =
`(`+ 1)
2pi
C` . (3.1)
Throughout this work, we will often refer to the various single-frequency and cross-frequency
spectra using the shorthand “95× 95” for the 95 GHz spectrum, “95× 150” for the 95 GHz –
150 GHz spectrum, etc.
We use a cross-spectrum estimator similar to that described in [14]; specifically, we
cross-correlate maps of different observations of the same field. These maps can be in the
same observing band or different observing bands. We assume that the noise is uncorrelated
between different observations, so the cross-spectra are free of noise bias. We multiply the
map of observation A at frequency ν1 by a mask, zero-pad it to the same size for all fields, and
calculate its Fourier transform m˜A(ν1), then we do the same for observation B at frequency
ν2. The mask W rolls off the noisy edges of the field and has apodized holes at the locations
of bright point sources (sources with flux density above 50 mJy at 150 GHz). We calculate
the average cross spectrum between these two maps within an `-bin b:
D̂ABb (ν1, ν2) ≡
〈
`(`+ 1)
2pi
H`Re[m˜
A
` (ν1)m˜
B∗
` (ν2)]
〉
`∈b
. (3.2)
Here, ` is the two-dimensional `-space vector, and H` is a two-dimensional weight array that
is described below. We average all cross-spectra D̂ABb for A 6= B to calculate a binned power
spectrum D̂b for each field and frequency combination. We will often refer to binned power
spectrum values Db as bandpowers.
Noise in the SPT-SZ survey maps is statistically anisotropic. Modes of a given angular
frequency ` that oscillate perpendicular to the scan direction (`y ' `; `x ' 0) are noisier
than modes that oscillate along the scan direction (`x ' `; `y ' 0). To combine the power
from different modes in each ` bin more optimally, we define a two-dimensional weight array
H`(ν1, ν2) for each frequency combination:
H`(ν1, ν2) ∝
[
Cth` (ν1, ν2) +N`(ν1, ν2)
]−2
, (3.3)
where Cth` is the theoretical power spectrum used in simulations, andN` is the two-dimensional
calibrated, beam-deconvolved noise power. The noise power is calculated for each field and
frequency as the average two-dimensional cross-power spectrum of 100 noise realizations for
each frequency in the cross-spectrum pair. Noise realizations are created under the assump-
tion of stationarity (statistically identical noise in each individual observation) by splitting
the individual observations into two halves, multiplying one half by -1, and averaging all
observations. Multiple semi-independent realizations are created by randomizing which indi-
vidual observations go into each half. We smooth the weight array and normalize it to the
maximum value in each annulus. In addition to this smooth weighting, which is identical to
the treatment in S13, we also mask a set of modes in the spectra involving 95 GHz with `
values that correspond to frequencies of 1 Hz in the time-ordered data. If these modes are not
masked, we find anomalously low PTE values in one of the null tests described in Section 5.
The raw bandpowers D̂b are a biased estimate of the true sky power, Db. The biased
and unbiased estimates are related by
D̂b′ ≡ Kb′bDb , (3.4)
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where the K matrix accounts for the effects of the binning, windowing, TOD filtering, pix-
elization, and beams. Following [11], K can be written as
Kbb′ = Pb`
(
M``′ [W]F`′B2`′
)
Q`′b′ , (3.5)
where Q`′b′ is the binning operator and Pb` its reciprocal, M``′ is the matrix describing the
mode-coupling induced by the mask, and B` and F` are the beam and filter transfer functions
described in Section 2.
After performing the analysis described above, we are left with 19 sets of 6Nbins band-
powers, one per SPT-SZ survey field. The total ` range covered is 650 < ` < 3000 with
∆` = 50, resulting in Nbins = 47 bins. The value of ∆` follows the choice in K11 and S13,
chosen to minimize bin-to-bin correlation in a typical-size field while preserving resolution
of peaks in the CMB power spectrum. We combine the bandpowers from each field using
area-based weights. The combined bandpowers are given by
Db(ν1, ν2) =
∑
i
Dib(ν1, ν2) w
i (3.6)
where
wi =
Ai∑
iA
i
, (3.7)
and Ai is the area of field i. For notation convenience, we will subsequently refer to the full
6Nbins unbiased bandpowers as Dα, where α runs over the Nbins bins as the fast index and
the six frequency combinations as the slow index.
Because we have used nearly identical analysis methods and data for the 150 × 150
spectrum as used in S13, we can compare the S13 bandpowers to the 150× 150 bandpowers
in this work as a check. Once we account for the slightly different calibration in the two
analyses (the two calibrations differ by roughly 0.9% in temperature), the fractional difference
in bandpowers is less than 1% in most ` bins and less than 2% everywhere. This residual
difference is attributable to small differences in cuts, apodization, and `-space weighting
between the two analyses.1
4 Bandpower Covariance Matrix
The bandpower covariance matrix quantifies the uncertainty on the 6Nbins bandpowers, as
well as the correlations among uncertainties in different ` bins and frequency combinations.
It includes terms describing the contributions from instrument and atmospheric noise, sample
variance, and uncertainty in our knowledge of the instrument beam and absolute calibration.
The bandpower covariance matrix Cαβ is a set of 36 Nbins-by-Nbins blocks, with the six
on-diagonal blocks corresponding to the bin-to-bin covariances within the six power spectra
(95×95, 95×150, etc.), and the off-diagonal blocks corresponding to the covariances between
one frequency combination and another. The indices of Cαβ run over ` bins and frequency
combinations, as defined in Section 3. We describe how we estimate each of the contributions
to the bandpower covariance matrix, and our method for numerically conditioning the matrix,
below.
1The 150× 150 bandpowers used here are derived from nearly identical data and cut and weight settings
as the bandpowers used in [5], but that work used the cross-spectrum of a single pair of half-depth maps
rather than the mean cross-spectrum of all pairs of single-observation maps. The bandpowers used in [5] were
compared to the S13 bandpowers, and no evidence of inconsistency was found.
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4.1 Estimating and Conditioning the Noise and Signal Terms
In S13 and G15 and earlier SPT analyses, we split the estimation of the signal contribution to
the bandpower covariance matrix from the estimation of the noise and noise × signal parts.
The signal term, or sample variance, is calculated from the same (noise-free) simulations
used to estimate the filter transfer function, while the noise and noise × signal terms are
estimated from the data, namely from the distribution of cross-spectrum bandpowers over all
the map pairs used in Eqn. 3.2. As discussed in detail in Section 7.2, we do not include sample
variance in estimating the bandpower covariance matrix for the fitting procedure described
in that section, though we do include the noise × signal contribution. To accomplish this, we
simply omit from the covariance the term estimated from noise-free simulations.
In the limit of full sky coverage, no gravitational lensing, no masking, and stationary
Gaussian noise, the measurement of the power spectrum at every value of multipole ` is
uncorrelated from the measurement at every other value of `, and the covariance matrix of
our binned, unbiased estimate Db would be diagonal for a single frequency combination. Even
in this limit, however, the noise between different combinations that share a frequency would
be correlated, so we must include off-diagonal blocks in the bandpower covariance matrix.
Additionally, the finite sky coverage, point-source mask, and non-Gaussian foregrounds induce
correlations between bins in a single frequency combination, so we construct the full 6Nbins-
by-6Nbins covariance matrix.
The initial estimate of the bandpower covariance matrix is noisy for the off-diagonal
elements, both within a frequency-combination block and in the off-diagonal blocks. To
condition this noisy estimate, we compute the correlation matrices of the six on-diagonal
blocks and note that their shape is determined primarily by the mode-coupling matrix and
depends only on the distance from the diagonal. We condition the on-diagonal blocks by
averaging the off-diagonal elements at a fixed separation from the diagonal and set elements
that are a distance ` > 250 from the diagonal to zero. This method of conditioning does miss
some real correlation structure in the sample covariance. At very high ` in some frequency
combinations, the covariance becomes dominated by the brightest point sources and is hence
strongly correlated across all ` bins. We account for this when we condition the sample
covariance by fitting for and removing a fully correlated part of the covariance at high `
and replacing it after the conditioning described above. There are also potential off-diagonal
terms in the sample covariance from the effects of lensing; we expect these to be small for
the temperature power spectrum and do not attempt to recover them in the conditioning.
We note that the sample-variance portion of the covariance matrix is omitted in the fitting
procedure described in Section 7.1, so the exact method of conditioning that part of the
matrix does not affect the main result of this work.
For the off-diagonal blocks, the uncertainty on the computed covariance can be large com-
pared to the true covariance. Therefore, we calculate the elements of the off-diagonal blocks
by applying the average correlation matrix computed from the corresponding on-diagonal
blocks to them.
We calculate and condition the sample and noise covariances on a by-field basis and then
combine the results using the same weighting used to combine bandpowers. The combined
covariance matrix is given by
Cαβ =
∑
i
Ciαβ (w
i)2, (4.1)
where wi are the field weights defined in Section 3.
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4.2 Foreground-removal, Beam, and Calibration Contributions
We add a contribution to the covariance matrix to account for the uncertainty in the fore-
ground components which were subtracted to generate our CMB-only band powers. See
Section 6 for details on the foreground removal process and the covariance estimate.
As in S13 and G15 and earlier SPT papers, we also add components to the covariance
matrix to account for beam and calibration uncertainty. We follow the treatment in [6] and
create the beam and calibration covariance matrices using a theoretical prediction for the
measured bandpowers rather than the measured bandpowers themselves. For the theoretical
prediction, we use CMB only, because the additions to the covariance matrix from uncertainty
in subtracted foreground power include beam and calibration contributions. We follow the
beam uncertainty treatment described in detail in K11. We note that the calibration uncer-
tainty at 150 GHz is uncorrelated from the calibration uncertainty in the other two bands
because of the different method of estimation (comparison of SPT maps to Planck maps in the
SPT-SZ observing region for 150 GHz, comparison of SPT power spectra to full-sky Planck
power spectra for 95 and 220 GHz, for details see Section 2).
4.3 Relative Size of Covariance Matrix Contributions
The (square root of the) diagonal parts of various contributions to the field-combined covari-
ance matrices are shown in Figure 1 for the six single-frequency and cross-frequency spectra.
The “foreground” curves are the sum of the contribution from uncertainties in the G15 fore-
ground estimates and uncertainties on the estimates of power from point sources masked in
G15 and not in this work (see Section 6 for details). While the foreground component only
applies to the foreground-cleaned, CMB-only bandpowers, and we do not include sample vari-
ance in the consistency test described in Section 7.1, we include both the sample variance
and the foreground components in the figure for informational purposes.
It is also worth mentioning some of the correlation structure of the various parts of the
covariance matrix. In the regions of ` space in which the CMB is the largest source of signal
(` . 2500 or 3000, depending on frequency combination—see Figure 3), the sample variance
is highly correlated between frequency combinations but mostly uncorrelated between ` bins.
At very high ` in some frequency combinations (particularly 95 × 95), the sample variance
becomes dominated by the brightest point sources and is thus highly correlated between ` bins
and, to a degree, among frequency combinations. The noise variance is mostly uncorrelated
between bins and frequency combinations. The calibration covariance contributions are 100%
correlated between bins and partially correlated between frequency combinations (particularly
among 95× 95, 95× 220, and 220× 220 because of the method used to calibrate the 95 GHz
and 220 GHz data, described in Section 2). The beam contributions are strongly correlated
between bins, strongly correlated between frequency combinations that share a band, and
partially correlated between frequency combinations that do not share a band.
As representative examples, slices through the covariance matrix along the rows corre-
sponding to the `-space bin centered at ` = 1525 in the 95× 150 and 150× 150 spectra (Cα64
and Cα158, respectively, in the numbering scheme introduced above) are plotted in Figure 2.
We choose these two spectra because they have the lowest total covariance and thus the high-
est weight in the fit described in Section 7. We show slices through the total covariance and
through the sample variance, noise, calibration, beam, and foreground components individu-
ally. All slices are normalized by the square root of the product of the diagonal of the total
covariance and the C64 64 or C158 158 element.
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Figure 1. Square root of the diagonal elements of the bandpower covariance matrix for each
frequency combination, broken down into contributions from five different sources. We note that the
sample variance contributions are not included in the fitting procedure described in Section 7.1. The
covariance matrices are binned at the same ∆` = 50 resolution as the data, so the plotted diagonal
values also have that resolution.
5 Null Tests
While the purpose of this analysis is to test for unmodeled systematics in the final reported
SPT-SZ bandpowers by comparing the different single-frequency and cross-frequency spectra,
we can also check the individual spectra for contamination by splitting the data along some
axis that is expected to maximize the sensitivity to a known source of contamination, calculat-
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Figure 2. Slices through the covariance matrix along the rows corresponding to the ` = 1525 bin in
95×150 (left panel) and 150×150 (right panel). The x-axis corresponds to bin index α (cf. Section 3),
which runs over `-space bins from ` = 650 to ` = 3000 six times, once each for 95× 95, 95× 150, etc.
(so bin 64 is ` = 1525 in 95 × 150, and bin 158 is ` = 1525 in 150 × 150). All slices are normalized
by the square root of the product of the diagonal of the total covariance and the C64 64 or C158 158
element. We note that the sample variance contributions are not included in the fitting procedure
described in Section 7.1.
ing the power spectrum of the differenced data, and comparing to the expected value of such
a difference from simulations. We follow S13, G15, and previous SPT analyses in performing
these null tests. Briefly, in each null test, we divide a set of maps into two halves and subtract
one set from the other, removing most of the signal (some residual signal is expected due to
slight differences in weights, filtering, and calibration in individual observations). We then
repeat the cross-spectrum analysis described in Section 3 but with the subtracted “null maps,”
and we compare the result to the expectation value of residual signal, using the variance over
many cross-spectra to test whether any difference from the expectation value is consistent
with noise.
The data splits are chosen to maximize the sensitivity to certain families of systematic
uncertainties typical of ground-based CMB data. In this work, we use the “Time,” “Scan
Direction,” “Azimuthal Range,” and “Sun” tests defined in S13. We perform them on the 95,
150, and 220 GHz data individually, for a total of 12 tests. The PTEs from these tests are
shown in Table 1. They range from 2% to 78%, three of the PTE values are below 10%,
and ten of the PTE values are below 50%. In the absence of significant contamination, we
would expect a minimum PTE value among the 12 tests of 2% or less roughly 20% of the
time, three values below 10% roughly 10% of the time, and a distribution this asymmetric
roughly 2% of the time. This takes into account the correlation among the null test values
expected from the fact that they are not perfectly orthogonal splits of the data. (The largest
expected correlation is 15-20% between the Time and Sun splits.) We make the subjective
decision that 1-2σ fluctuations in statistics defined a posteriori are not strong evidence of
contamination, and we proceed to subtract an estimate of foregrounds from the data and
perform the consistency test.
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Band Left-right 1st-half-second-half sun azimuth
95 GHz 0.08 0.02 0.19 0.07
150 GHz 0.44 0.51 0.78 0.1
220 GHz 0.49 0.13 0.22 0.14
Table 1. Probability to exceed (PTE) the χ2 value obtained in each null test in each band. The
individual tests are not independent; tests of the overall distribution of PTEs are discussed in the
text.
6 Foreground treatment
Our bandpowers include contributions from primary CMB temperature anisotropies and sev-
eral foreground components. To obtain primary CMB-only bandpowers, we subtract estimates
for foreground bandpowers from our data. We also add a contribution to the bandpower co-
variance matrix (Section 4) to account for the uncertainty in the subtracted foregrounds.
We adopt the baseline model from G15 to estimate foreground contributions to these
bandpowers. The baseline model includes contributions from the thermal and kinematic
Sunyaev-Zel’dovich effects (tSZ and kSZ), spatially clustered and unclustered contributions
from the cosmic infrared background (CIB), and a contribution from spatially unclustered
radio galaxies (i.e., galaxies emitting synchrotron radiation from an active galactic nucleus).
In the baseline model, eight parameters are derived for those foregrounds: the amplitudes of
tSZ, kSZ power, unclustered CIB power, and clustered CIB power; two parameters describing
the frequency dependence of the CIB terms; the tSZ-CIB correlation; and the spectral index
of radio galaxies. The amplitude of radio galaxy power is fixed to a prior value based on
the model in [15]. The analysis in G15 used the same raw data as this analysis; we refit
the foreground model cutting G15 data at ` < 3000, so that the foreground constraints are
independent of the data in this work.
The analysis in G15 used a point source mask with a threshold of 5σ at 150 GHz,
corresponding to a flux density of roughly 6.4 mJy at our survey depth. This analysis uses a
masking threshold of 50 mJy. Consequently, the best-fit foreground model from our reanalysis
of G15 data does not include the contribution from point sources between these two thresholds
(roughly 3000 sources total, or roughly one per square degree and 150 per individual field),
and we need to estimate and remove the power from these sources separately.
To estimate the power from sources between the two masking thresholds, we make use
of the fact that we have full posterior deboosted flux density distributions for every source
masked in G15 but not masked in this work. These distributions are calculated as part of the
source count analysis in [16, 17] and W. Everett et al. (in preparation). We take 50,000 mock
source catalogs drawn from these posterior flux distributions and calculate the contribution
to the cross-spectrum between observing frequencies ν1 and ν2 from each of those mocks as:
(
CPS`
)ν1×ν2
i,m
=
1
Ai
(
dBν1
dT
dBν2
dT
)−1
TCMB
∑
j
Sν1j S
ν2
j , (6.1)
where i is the field index (19 fields total), A is the area of the field in steradians, m is the mock
catalog index, and Sνj is the flux of source j (roughly 150 sources per individual field) from
the list of selected sources in mock catalog m at observing frequency ν. We then estimate
the power from these sources
(
CPSl
)ν1×ν2
i
in each field as the average of the power from all
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mocks and derive error bars on this quantity from the standard deviation of power among
the mocks. We subtract the resulting point source power in every field.
This approach constitutes our best possible estimate of the power from the sources we
intend to mask, but it does not account for power from sources unintentionally masked. We
do not expect a significant amount of power from unintentionally masked sources, because
sources at millimeter wavelengths between flux densities of 6 and 50 mJy are nearly all radio
galaxies, and the clustering of these sources at these flux density levels has been measured
to be very small (e.g., G15). Nevertheless, as a cross-check we take a second approach to
estimating the difference in source power between G15 and this work. In this approach, we
extend the multipole range in this analysis to `max = 4000, we directly measure the difference
in power between G15 and this work in the range 3000 < ` < 4000, we fit the result to a
constant C` spectrum, and we subtract this value from the combined bandpowers in each
single-frequency and cross-frequency combination. As in the first approach, we also add
a contribution to the covariance matrix from the uncertainty in this fit. The final results
using this approach are statistically indistinguishable from those obtained using our primary
method.
7 Inter-spectrum consistency test
7.1 Formalism
Our primary goal in this paper is to test the consistency among the six sets of foreground-
cleaned bandpowers. We wish to perform this test independently of any assumptions about
a cosmological model, so we choose to find the one number for each of the 47 ∆` = 50 bins
which best fits the data, and we then evaluate the goodness of fit for the six bandpower
sets to this computed best-fit set. We apply a generalized least-squares fit to the six sets of
bandpowers, obtaining a single set of best-fit bandpowers.
We create a design matrix Aαb consisting of Nbins = 47 vectors, each 6Nbins elements
long. Each vector in the design matrix is equal to 1 in the six elements corresponding to the
measurement of the power in a single `-space bin in the six spectra and 0 otherwise. Our best
estimate of the true CMB variance on our patch of the sky in one bin is then
D¯b =
(
ATbαWαβAβb′
)−1
ATb′γWγδDδ, (7.1)
where (as defined in Section 3) Greek indices run over the full 6Nbins bandpowers while Roman
indices run over the N best-fit bandpowers, Wαβ = C−1αβ is the inverse bandpower covariance
matrix (see Section 4 for details), and summation over repeated indices is assumed. Assuming
Gaussian-distributed likelihoods and a covariance matrix that does not depend on the model,
the probability of obtaining our data given the model (which is simply that all six power
spectra consist of a 100% common signal and noise described by our covariance matrix) is
L = e−χ2/2, where
χ2 = (Dα −Mα)T Wαβ (Dβ −Mβ), (7.2)
and Mα = AαbD¯b. The value of χ2 and the associated PTE are the primary results of this
paper.
7.2 Treatment of Sample Variance
When comparing measured bandpowers to a cosmological model, we are interested in the
true, underlying variance of the CMB anisotropy. This true variance is impossible to measure
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perfectly with a finite number of samples, so the bandpower covariance matrix used in fitting
to cosmology is the sum of contributions from measurement uncertainty and the variance
in the signal itself (and the cross-terms). When comparing two different measurements of
variance, however, the contribution of signal or sample variance to the covariance matrix of
the comparison depends on the fraction of sky modes the two measurements have in common.
In the limit that the same modes on the sky are used with the same weighting to estimate
bandpowers, and the CMB is the only signal on the sky (or the two measurements are at the
same observing frequency), the sample variance disappears entirely. Put another way, the
fitting procedure described in the previous section is formally insensitive to any component
of the covariance matrix that is perfectly correlated between the six single-frequency and
cross-frequency spectra.
We expect some residual uncorrelated sample variance among the six power spectra
measured in this work for two reasons: 1) at high `, the sky signal begins to be dominated by
foregrounds, not CMB, and the intensities of the various foreground sources will be different
in different bands; 2) the weighting of modes in an `-space bin (Eqn. 3.3) is slightly different
for each spectrum. The relative contribution of this residual uncorrelated sample variance
to the final covariance matrix should be small, though, for several reasons. One is that the
CMB dominates all contributions to foreground power in G15 even at the highest multipoles
measured in this work (` = 3000) for all spectra except 220 × 220, and that spectrum is
noise- and beam-error-dominated at all multipoles (see Figure 1). The extra unclustered
point-source power in the data used in this work compared to G15 (see Section 6 for details)
does overtake the CMB power at ` < 3000 in 95× 95 (see Figure 3), but the procedure used
to remove this power (which derives from knowledge of the actual flux densities of individual
sources contributing to this power) also removes the sample variance. Furthermore, the
sample variance on this signal is highly correlated between bins, because it is dominated
by the brightness of the brightest few sources in the map, so the process of removing this
power by measuring it at ` > 3000 will also remove the bulk of the sample variance. Finally,
the difference in mode weighting is empirically found to be very small across the six power
spectra.
All of these effects can be properly taken into account in constructing the sample co-
variance matrix, but we have empirically found that the large correlated component causes
numerical instability in the inversion of the full matrix, even after the conditioning described
in Section 4.1. For this reason, and based on the arguments that the residual uncorrelated
sample variance should be small, we choose to ignore sample variance entirely in the fit in
Section 7.1. This will result in a small underestimate of the true variance and make the
consistency test marginally more difficult to pass.
8 Results
Figure 3 shows the six sets of power spectra before foreground cleaning. Error bars are derived
from the diagonal of the noise part of the bandpower covariance matrix (no sample-variance,
beam, calibration, or foreground components are included). To make the error bars more
visible, the 3σ range is shown (rather than the typical 1σ). Overplotted are the best-fit
CMB-only bandpowers D¯b from Equation 7.1, the best-fit foreground model based on G15,
the best-fit extra unclustered source power calculated using Equation 6.1 (see Section 6 for
details), and the sum of these three components. The bottom panel of each plot in Figure 3
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Figure 3. The six sets of single-frequency and cross-frequency bandpowers before foreground
cleaning. In each plot the top panel shows a single power spectrum; error bars derived from the
diagonal of the noise part of the bandpower covariance matrix (multiplied by a factor of three to
make them more visible); the best-fit CMB-only bandpowers, foreground model from G15, and extra
unclustered source power calculated using Equation 6.1; and the sum of these components. The
bottom panel of each plot shows the residual of the data after subtracting these three components,
divided by the square root of the diagonal elements of the noise covariance matrix.
shows the residual of the data after subtracting these three components, divided by the square
root of the diagonal elements of the noise covariance matrix.
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In the limit that noise is the only contribution to the bandpower covariance, we expect
the plotted noise-variance-scaled residuals to be centered at zero with unit scatter and little
correlation between points. Many of the non-noise sources of variance in the data are strongly
correlated between bins, however, and contributions from these sources of variance will be
visible as long-wavelength structure in the residuals, especially in the lowest-noise frequency
combinations. A calibration factor has been applied to the data (except 150×150) to remove
the overall calibration-related residual; these factors are well within the calibration uncertainty
used to create the calibration contribution to the covariance matrix. By eye, there are no
obvious discrepancies between the data and the sum of the three components plotted. There
is some discernible long-wavelength structure in some of the residuals (for example a negative
drift in 150 × 150). If these long-wavelength residuals are consistent with, for example,
our measured beam uncertainty or the uncertainty in the foreground model that has been
subtracted, then they will be properly down-weighted in the χ2 calculation (Equation 7.2)
and will not result in an elevated χ2 value; if they arise from some other, unmodeled source,
they will potentially result in an elevated χ2 value and low PTE.
The six foreground-cleaned power spectra, and the best-fit bandpowers D¯b, are shown
in Figure 4. The predicted temperature power spectrum from the best-fit Planck 2015
TT+lowTEB+lensing cosmological model is overplotted as a guide, but we emphasize that
neither this nor any other cosmological model was used in the fitting procedure. As in Fig-
ure 3, a calibration factor has been applied to the data for all spectra except 150×150. Again,
the individual spectra look consistent by eye with the best-fit combined spectrum.
To make this statement more quantitatively, we compute the χ2 and associated PTE for
the model that the six foreground-cleaned power spectra consist of a single common sky signal
(the best-fit combined spectrum) and noise described by the bandpower covariance matrix.
The total number of points in the six spectra is 282 (47 `-space bins per spectrum), and there
are 47 free parameters in the fit (one value per bin in the combined spectrum), so we have
235 remaining degrees of freedom. The χ2, reduced χ2, and PTE for the fit are:
χ2 = 236.3 (8.1)
χ2/dof = 1.006
PTE = 0.464
Thus we find that the six power spectra are consistent with our simple model, and we find
no evidence of unmodeled systematics in the three-band SPT-SZ dataset.
We emphasize that, given the signal-to-noise on the power spectra in all six frequency
combinations, and given the removal of the “protection” of the large sample variance contri-
bution to the total covariance, this is a very stringent test of the consistency among the three
SPT frequencies. The raw signal-to-noise in the six cross-spectra range from 10 to over 150
per bin, with a quadrature-summed signal-to-noise of over 1000. To give a sense of the level
of unmodeled systematics the test in this work is sensitive to, we have determined empirically
that, for example, an unmodeled foreground contribution to the 150 GHz data at the level of a
few µK2 at ` ∼ 3000 would cause an unacceptable PTE, as would an unmodeled instrumental
systematic in one of the bands at the tens of µK2 level at ` ∼ 1000.
We have also calculated the analogue to χ2 and PTE for each of the six individual
frequency combinations against the best-fit model. The interpretation of these quantities is
not entirely straightforward, and we discuss these values and their interpretation in detail in
Appendix A. The general conclusion from the Appendix is that the distribution of χ2 values
among the six individual spectra is also consistent with expectations.
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Figure 4. The six individual foreground-subtracted single-frequency and cross-frequency spectra
with the best-fit combined spectrum and the Planck 2015 TT+lowTEB+lensing best-fit model over-
plotted.
9 Conclusion
We have conducted a consistency test of three-band data from the 2500-square-degree SPT-
SZ survey. Using 95, 150, and 220 GHz maps—effectively the same data used in previous
SPT-SZ power spectrum analyses (including S13 and G15)—we have computed the six single-
frequency and cross-frequency power-spectra among these three bands over the multipole
range 650 < ` < 3000. We have subtracted a model of foreground power from the spectra.
The foreground model is based on the best-fit foreground model in G15 with power added to
account for sources that were masked in G15 but not in this analysis. Using a bandpower
covariance matrix with contributions from noise, uncertainties in the subtracted foreground
model, and beam and calibration uncertainties, we conducted a linear least-squares fit of
the six spectra to a model in which each spectrum consists solely of a common sky signal
(assumed to be CMB anisotropy) and noise described by the covariance matrix. The reduced
χ2 of that fit is 1.006 for 235 degrees of freedom, for a PTE of 0.464. We conclude from this
result that there is no evidence of unmodeled frequency-dependent systematic error in the
three-band SPT-SZ data over this multipole range. Together with the null results from the
comparison of the 150 GHz SPT-SZ data set to Planck data in two recent publications [5, 6],
this result bolsters the conclusion that unmodeled systematics in SPT-SZ data are unlikely
to be the cause of any differences in cosmological parameters derived from SPT and Planck.
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A Single-spectrum Squared Deviation
In this appendix, we discuss the analogue to χ2 and PTE for the six single-frequency or
cross-frequency power spectra compared to the best-fit model. We discuss how we create
expectation values for these χ2 analogues from simulations, we report these expectation values
and the values from the data, and we calculate and discuss the comparison PTEs.
A.1 Expected and Measured Single-frequency Weighted, Squared Deviation
As discussed in Section 8, we fit a model with 47 free parameters to a data set with 282 semi-
independent data points, and we expect the sum of the weighted, squared residuals of the fit
to follow a χ2 distribution with 282− 47 = 235 degrees of freedom. We can also calculate the
weighted, squared residuals for any subset of the data. It is of particular interest to calculate
the residuals for each of the six sets of 47 bandpowers from the individual single-frequency or
cross-frequency power spectra (95× 95, 95× 150, etc.). The χ2 value for the entire data set
is (cf. Equation 7.2)
χ2 = (Dα −Mα)T Wαβ (Dβ −Mβ). (A.1)
If we want to preserve all of the information about correlations among the individual spectra,
we can create the residual vector rα = Dα−Mα and its weighted counterpart rwα = Wαβ (Dβ−
Mβ). The full χ2 is the sum of the product of r and rw, but we can also extract sums of subsets
of that product as the analogue to χ2 for the individual spectra. One might naively expect
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spectrum expected WSD actual WSD PTE
95× 95 39.58 27.50 0.83
95× 150 31.50 25.14 0.70
95× 220 44.97 54.47 0.19
150× 150 26.82 41.87 0.03
150× 220 44.45 58.61 0.12
220× 220 46.76 28.73 0.94
Table 2. Expected and actual total weighted, squared deviation values for the six individual spectra,
and the fraction of simulations with higher values than the data for that spectrum.
each set of these weighted, squared residuals to follow a χ2 distribution with 235/6 ' 39
degrees of freedom. This is, however, only the case in the scenario in which the data points
in the six sets of spectra are statistically independent, and each individual power spectrum
has equal weights in the fit. The second point is elaborated upon in the next section.
We calculate expectation values for the weighted, squared deviation for each individual
spectrum from simulations, and we compare the data to those expectations. The “simula-
tions” we use for this purpose are simply the sum of mock CMB bandpowers and Gaussian
realizations of the 282 × 282-element covariance matrix Cαβ used in the full fit. For each
realization, we create a 47-element mock CMB bandpower vector (using a Gaussian realiza-
tion of a theory power spectrum, binned using the same binning we use in the data) and add
six copies of it to the 282-element realization of the covariance matrix. We perform the fit
described in Section 7 on each of these sets of mock bandpowers, and we calculate the total
squared deviation for each of the six (47-element) individual spectra:
WSDi =
47i+46∑
α=47i
rαr
w
α . (A.2)
We then perform the same calculation on the real data and compare the individual squared
deviation values to the expected values for that spectrum. Table 2 shows for each individual
spectrum the mean value of squared deviation from simulations, the value in the real data,
and the fraction of simulations with higher squared deviation than the real data.
Because we already know from the main result of the paper that the ensemble data
is consistent with expectations, we do not need to examine the overall distribution of these
squared deviation and PTE values but need only look for individual outliers. The 150× 150
spectrum has the PTE farthest from 50%, with only 3% of simulations having a higher
squared deviation than the data. Using a simple trials-factor correction (from looking at six
individual PTEs, also known as the Bonferroni correction, e.g., [19]), we would only flag this
PTE value as significant if our threshold for single-PTE values was 18%. Thus we conclude
the individual-spectrum deviations are also consistent with expectations.
A.2 Unequal Sharing of Degrees of Freedom
The somewhat counter-intuitive result that the individual-spectrum weighted, squared devi-
ations would not all be expected to be equal is easiest to understand in the simplified case
of “fitting” N uncorrelated variables to the model in which they have the same underlying
value—i.e., taking the weighted average of N numbers. For uncorrelated variables yi with
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uncertainty σi, the inverse-noise-weighted average is
y¯ =
∑
i yi/σ
2
i∑
i 1/σ
2
i
(A.3)
≡ 1
Wtot
∑
i
yi
σ2i
. (A.4)
Assuming the uncertainties are Gaussian-distributed, i.e., P (yi) = N (ytrue, σi), whereN (µ, σ)
is the normal distribution with mean µ and variance σ2, the probability distribution of y¯, as
expected, is
P (y¯) = P
(
1
Wtot
∑
i
yi
σ2i
)
(A.5)
= P
(
1
Wtot
y0
σ20
)
~ P
(
1
Wtot
y1
σ21
)
~ ...~ P
(
1
Wtot
yN
σ2N
)
= N
(
ytrue
Wtotσ20
,
1
Wtotσ0
)
~N
(
ytrue
Wtotσ21
,
1
Wtotσ1
)
~ ...~N
(
ytrue
Wtotσ2N
,
1
WtotσN
)
= N
(
ytrue
Wtot
∑
i σ
2
i
,
√
1
W 2tot
∑
i σ
2
i
)
= N
(
ytrue,
√
1
Wtot
)
,
where ~ indicates convolution. The probability distribution of the residual between any one
yi and the best-fit y¯ is:
P (yi − y¯) = P
[1− 1
Wtotσ2i
]
yi − 1
Wtot
∑
j 6=i
yj
σ2j
 (A.6)
= N
([
1− 1
Wtotσ2i
]
ytrue,
[
1− 1
Wtotσ2i
]
σi
)
~N
(
− ytrue
Wtotσ20
,
1
Wtotσ0
)
~ ...
= N
0,
(1− 1
Wtotσ2i
)
σ2i +
1
W 2tot
∑
j 6=i
1
σ2j
1/2

≡ N
(
0,
[
(1− f1)2 σ2i +
f2
Wtot
]1/2)
= N
(
0,
[
f22σ
2
i + f2σ
2
y¯
]1/2)
,
where f1 = 1/(Wtotσ2i ) is the fraction of weight in sample i, f2 = 1/Wtot
∑
j 6=i 1/σ
2
j = 1− f1
is the fraction of weight in the other samples, and σy¯ =
√
1/Wtot.
If all the weights are equal, i.e., σi = σ0 for all i, then f2 = (N − 1)/N , σy¯ = σ0/
√
N ,
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and
P (yi − y¯) = N
0,[(N − 1
N
)2
σ20 +
N − 1
N2
σ20
]1/2 (A.7)
= N
(
0,
√
1− 1
N
σ0
)
,
and every variable “shares” the loss of the one degree of freedom equally. But if the weights
for the different yi are not identical, the sharing is not equal. In particular, in the limiting
case of one variable dominating the weights, for that yi, f2  1, σy¯ ' σi, and
P (yi − y¯) ' N
(
0,
√
f2 σi
)
, (A.8)
i.e., the variance of the residuals of this particular yi relative to the best-fit y are heavily
suppressed compared to variance of yi itself (because yi is dominating the fit).
Note that the total χ2 of the fit over all variables is not affected by the distribution of
weights. I.e., it can be shown from the variance of yi − y¯ in Equation A.6 that
χ2 =
∑
i
(yi − y¯)2
σ2i
= N − 1 (A.9)
regardless of the distribution of σi.
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