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The utility of remote sensing data, in particular high dimensional spectroscopy data, is now widely 
used for the detection and monitoring of pest and disease in agriculture and forestry. Coupled with 
advanced data analytics, spectroscopic data can provide a wealth of information regarding vegetation 
health, and successfully demonstrates the utility of spectroscopic data and advanced machine learning 
(ML) algorithms, i.e. tree-based ensemble learners, by developing a remote sensing-machine learning
framework for forest health assessment and monitoring. Specifically, the research investigates the use 
of spectroscopic data for modelling Fusarium circinatum stress in Pinus radiata and Pinus patula. 
The research first investigated the utility of novel wrapper feature selection algorithms embedded 
with the random forest (RF) learner to develop classification models for discriminating healthy, 
infected, and damaged P. radiata and P. patula seedlings within a nursery environment. Results 
showed that reducing data dimensionality results in improved model accuracies. More importantly, 
the results showed that the RF-Boruta framework yielded the best results. 
Two RF variants were subsequently explored, namely oblique random forest (oRF), and rotation 
forest (rotF). The performances of oRF and rotF were benchmarked against those of traditional RF. 
All models were evaluated in terms of their ability to discriminate heathy and stressed Pinus 
seedlings. Spectral resampling was employed to reduce data dimensionality. The oRF model yielded 
the best results, with oRFsvm (oRF employing support vector machine as splitting model) proving to 
be the most robust. 
To extend the utility of model building, the research developed normalised difference two-band 
spectral indices for real-time F. circinatum stress detection. The Boruta algorithm was employed to 
identify relevant bands, which were used to derive two-band indices. The indices were compared with 
an extensive list of currently available indices, identified from the literature, to assess the value 
thereof. Indices were evaluated within univariate and multivariate paradigms, with the latter proving 
more adept at classifying healthy, damaged, and infected seedlings. 
The use of high spatial resolution satellite remote sensing imagery for modelling pitch canker in P. 
radiata trees in a commercial plantation was also evaluated. This exploration served to complement 
the remote sensing-machine learning framework developed for the nursery environment. In this 
component of the research, an artificial neural network model was used (whereas tree-based ensemble 
models were used in the former elements of the research). Results highlight the potential of using 




Overall, the research successfully demonstrated that high spectral and high spatial resolution remotely 
sensed data, coupled with advanced data analytics, i.e. tree-based ensemble learners and wrapper 
algorithms, provides a potentially operational and economically viable framework for F. circinatum 
management within a nursery and plantation environment. 
 





Afstandwaarnemingsdata, veral hoë-dimensionele spektroskopiedata, word gereeld gebruik vir die 
opsporing en monitering van plae en siektes in die landbou- en bosbousektor. Tesame met gevorderde 
data-analise, kan spektroskopiese data 'n magdom inligting verskaf oor die toestand van plantegroei. 
Spektroskopiese data en gevorderde masjienleer-algoritmes, of altans boom-gebaseerde ensemble-
leerders, benut kan word vir die ontwikkeling van 'n raamwerk om die gesondheidstoestand van die 
bos te assesseer en te monitor. Hierdie navorsing ondersoek spesifiek die gebruik van spektroskopiese 
data vir die modellering van Fusarium circinatum in Pinus radiata en Pinus patula. 
Die navorsing het die nut van die seleksie-algoritmes ondersoek deur nuwe wikkelfunksies by die 
ewekansige woud (RF) algoritme te inkorporeer om klassifikasiemodelle te ontwikkel wat gesonde, 
besmette en beskadigde P. radiata- en P. patula saailinge binne 'n kwekeryomgewing onderskei het. 
Resultate het getoon dat die vermindering van datadimensionaliteit na 'n hoër akkuraatheid van die 
model toe lei. Die resultate het ook getoon dat die RF-Boruta-raamwerk die beste resultate gelewer 
het. 
Daarna is twee RF-variante ondersoek, naamlik skuins ewekansige woud (oRF), en rotasiewoud 
(rotF). Die prestasie van oRF en rotF is vergelyk met die van tradisionele RF. Al die modelle is 
beoordeel aan die hand van hul vermoë om gesonde en beskadiddge Pinus-saailinge te onderskei. 
Spektrale herversameling is gebruik om die dimensionaliteit van die data te verminder. Die oRF 
model het die beste resultate gelewer, met oRFsvm (wat ondersteunings-vektor masjien as 
verdelingsmodel gebruik) wat die sterkste was. 
Om die bruikbaarheid van modelbou uit te brei, het die navorsing genormaliseerde verskil 
tweebandspektrale indekse ontwikkel om F. circinatum stres intyds op te spoor. Die Boruta-algoritme 
is gebruik om relevante bande te identifiseer en dan om tweebandindekse af te lei. Die indekse is 
vergelyk met indekse wat uit die literatuur geïdentifiseer is om die waarde daarvan te beoordeel. 
Indekse is beoordeel binne eenveranderlike en meerveranderlike paradigmas, en laasgenoemde het 
gesonde, beskadigde en besmette saailinge beter klassifiseer. 
Die gebruik van satellietafstandswaarnemingsbeelde met hoë ruimtelike resolusie vir die modellering 
van kanker in P. radiata bome in 'n kommersiële plantasie is ook ondersoek. Hierdie afdeling van die 
navorsing het as aanvulling tot die afstandswaarneming-masjienleer raamwerk wat vir die kwekery 
omgewing ontwikkel is gedien. In hierdie komponent van die navorsing is 'n kunsmatige neurale 
netwerkmodel gebruik (terwyl boom-gebaseerde ensemble-modelle in die vorige elemente van die 
navorsing gebruik is). Resultate beklemtoon die potensiaal van die gebruik van 
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satellietafstandswaarnemingsdata met 'n hoë ruimtelike resolusie vir die kartering en monitering van 
besmette bome. 
Hierdie navorsing het getoon dat hoë-spektrale en hoë ruimtelike resolusie afstandswaarnemingsdata, 
tesame met gevorderde data-analise (boomgebaseerde ensemble-leerders en wikkel-algoritmes), 'n 
ekonomiese uitvoerbare bedryfsraamwerk bied vir die bestuur van F. circinatum in kwekery- en 
plantasie-omgewings. 
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CHAPTER 1:  GENERAL INTRODUCTION 
1.1 BACKGROUND 
1.1.1 Application 
The fungus, Fusarium circinatum (teleomorph = Gibberella circinata) (formerly Fusarium 
subglutinans f. sp. pini) is the causal agent of pitch canker of pine trees. The pathogen infects only 
Pinus spp., with more than 30 species of pine being susceptible (EMPPO 2005). The most susceptible 
of the Pinus spp. is Pinus radiata (Monterey pine) (Gordon et al. 2001; Aegerter et al. 2003), a native 
species to the Monterey region of California, United States of America (Schweisinger 2008). Pitch 
canker was first described in North Carolina in 1945 (Hepting & Roth 1946), and first detected in the 
Monterey region in 1992 (Deghi et al. 1994). In South Africa, the fungus was first reported at a 
Mpumalanga nursery in 1990 (Viljoen et al. 1994) and has since become endemic in nurseries across 
the country (Porter et al. 2009). Coutinho et al. (2007) and Wingfield et al. (2008) provide a synopsis 
of the recorded global occurrence of F. circinatum, where the pathogen also infects native and 
commercial stands of several other species of Pinus. 
Pitch canker is known to spread rapidly and is difficult to control (Schweisinger 2008). Vectors of 
the disease include birds, wind, rainsplash, and movement of infected plant materials (Viljoen et al. 
1997; Gordon et al. 2001; Schweisinger 2008). Additionally, Wingfield et al. (2008) note that insects, 
in particular Pissodes nemorensis (Gebeyehu & Wingfield 2003) is the most significant vector of the 
disease. Although reported as a vector and wounding agent, P. nemorensis is regarded a secondary 
pest, infesting already stressed trees (Gebeyehu & Wingfield 2003), for example, infesting pine trees 
stressed due to F. circinatum infection. 
F. circinatum infects the vegetative and reproductive parts of susceptible hosts (Wingfield et al. 2008; 
Dreaden & Smith 2010). Infection can occur throughout the year, but is limited by the prevailing 
environmental conditions. Several environmental variables (Gordon 2006; Wingfield et al. 2008) 
including weather-related injuries, soil and foliar nutrient levels, host susceptibility, planting site 
characteristics (for example waterlogging and high stand densities), air pollution, temperature 
(optimum fungal growth at 25°C; optimal spore germination at 20°C), and humidity influence the 
incidence, establishment, and severity of pitch canker. 
Although symptoms of pitch canker are typically expressed on mature trees, the disease affects 
adolescent trees as well as seedlings (Aegerter et al. 2003; Coutinho et al. 2007; Wingfield et al. 
2008). Additionally, infection of branches and stems occur at any age (EPPO 2005). Aegerter et al. 
(2003) and EPPO (2005) note that symptoms of F. circinatum infection are not clearly expressed in 
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seedlings; this most likely being the cause of pathogenesis in nurseries (Aegerter et al. 2003). 
Susceptible hosts can, however, become infected during any stage of the tree’s life-cycle, as 
highlighted by Dreaden & Smith (2010). 
1.1.2 Remote sensing and machine learning 
Remote sensing provides an efficient, cost-effective, non-contact, non-destructive, approach to 
acquiring data relating to a target. Traditional sensors capture data in broad discrete bands across the 
electromagnetic spectrum (EMS), providing multispectral datasets (Goetz 2009; Mutanga et al. 
2009). Advances in sensor design have resulted in the ability to collect data in narrow, discrete 
contiguous bands across the visible (VIS), near infrared (NIR), and shortwave infrared (SWIR) 
spectrum, typically from 400 nm to 2 500 nm (Table 1.1). The resulting hyperspectral (i.e. high 
spectral resolution) dataset is characterised by tens or hundreds of spectral bands that provide a 
detailed profile, i.e. a spectral signature of the target (Goetz 2009; Figure 1.1). Both multispectral and 
hyperspectral data are available at varied spatial resolutions (Liang et al. 2012). 
Table 1.1: Wavelength ranges typically used in hyperspectral remote sensing studies. 
Spectral region Abbreviation Wavelength range (nm) 
Visible VIS 400 – 700 
Red-edge RE 680 – 720 
Near infrared NIR 700 – 1 200 
Shortwave infrared SWIR 1200 – 2 500 
 
 
Figure 1.1: Reflectance spectrum of a healthy P. radiata seedling indicating the red-edge region. 
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Hyperspectral data collected using space-borne, air-borne, and field spectrometers have been 
employed in a wide array of vegetation studies including foliar chemistry modelling (Kokaly & 
Skidmore 2015; Lepine et al. 2016; Wang et al. 2017), foliar water content estimation (De Jong et al. 
2014; Fang et al. 2017), crop phenology modelling (Cole et al. 2014; Lausch et al. 2015), leaf area 
estimation (Liu et al. 2016; Ali et al. 2017), plant water stress modelling (Loggenberg et al. 2018), 
species diversity mapping (Ferreira et al. 2016; Laurin et al. 2016; Hakkenberg et al. 2018), and pest 
and disease modelling in forests (Poona & Ismail 2013; 2014) and agriculture (Abdel-Rahman et al. 
2013; Baranowski et al. 2015; Calderón et al. 2015; Adam et al. 2017; Bajwa et al. 2017). The spectral 
signatures are analysed to extract a wealth of information that is directly linked to the chemical and 
physical properties of the material under investigation. 
Analysing hundreds of spectral bands, is however, not without its challenges. The curse of 
dimensionality, i.e. large number of predictors (p) relative to a limited training set size (n); n ≪ p, 
leads to the Hughes phenomenon (Hughes 1968). Additionally, the curse of dimensionality often 
leads to reduced classification performance (Pal & Foody 2010; Mianji & Zhang 2011). 
Consequently, researchers have investigated methods that efficiently process high dimensionality 
data, i.e. improve computational efficiency and classification accuracy. 
ML (Goodfellow et al. 2016) algorithms are widely used for processing hyperspectral data. A popular 
ML algorithm is random forest (RF), proposed by Breiman (2001). RF is a tree-based ensemble that 
employs bagging (Breiman 1996) and recursive partitioning (Steinberg 2009; Strobl et al. 2009) for 
model building. RF is often coupled with feature selection algorithms to further improve classification 
accuracy (Poona & Ismail 2013; 2014; Poona et al. 2016a). Boruta (Kursa et al. 2010; Kursa & 
Rudnicki 2010) is a wrapper algorithm (Das 2001) that is growing in popularity within the remote 
sensing community; specifically for hyperspectral data analysis. 
Multispectral remotely sensed data has been successfully employed for the detection and mapping of 
forest health; see for example Ismail et al. (2007). However, there is an increasing trend in the use of 
hyperspectral remotely sensed data. Hyperspectral remote sensing coupled with ML provides a 
unique opportunity to acquire timely information on forest health. The increased spectral information 
content of hyperspectral data, i.e. high dimensional data comprising a large number of contiguous 
bands, can be employed to detect subtle variations in forest health condition. The studies noted in 
Table 1.2 confirm (i) the efficacy of employing hyperspectral remotely sensed data and machine 
learning for modelling forest health, (ii) the utility of vegetation indices (VI) for detecting and 





Table 1.2: Recent applications of hyperspectral remote sensing for forest health assessment. 
Pest / Pathogen Host Sensor Techniques Authors 
Ips typographus Picea abies Fabry-Pérot interferometer (FPI) Analysis of variance (ANOVA), spectral 
indices, support vector machine (SVM) 
Näsi et al. 2018 
Austropuccinia psidii Melaleuca quinquenervia Headwall Nano-Hyperspec Spectral indices, extreme gradient 
boosting (XGBoost) 
Sandino et al. 2018 
I. typographus P. abies FPI ANOVA, spectral indices, k-nearest 
neighbour (k-NN) 
Näsi et al. 2015 
Dendroctonus ponderosae Pinus contorta Airborne Imaging Spectrometer 
for Applications (AISA) 
Continuum removal, ANOVA, similarity 
analysis (spectral angle mapper (SAM) 
classification) 
Niemann et al. 2015 
Sirex noctilio P. patula AISA Eagle RF, SVM Abdel-Rahman et al. 
2014 







HyMap GA, SVM, Savitzky-Golay filter Fassnacht et al. 2014 
Bursaphelenchus 
xylophilus 
Pinus massoniana ASD FieldSpec First order derivatives, spectral indices Ju et al. 2014 
Thaumastocoris 
peregrinus 
Eucalyptus macarthurii ASD FieldSpec 3 Pro FR Spectral indices, artificial neural network, 
sensitivity analysis 




1.2 PROBLEM STATEMENT 
No study has investigated the utility of high spectral and high spatial resolution remotely sensed data 
to characterise F. circinatum and pitch canker in South Africa. Research that investigates the potential 
of remote sensing technologies, coupled with advanced image and signal processing techniques (i.e. 
ML) to model F. circinatum and pitch canker in P. radiata and P. patula, is urgently needed to 
manage and control the pathogen. This is especially significant given the established potential of 
remote sensing to characterise plant stress. 
1.3 SIGNIFICANCE & RATIONALE FOR UNDERTAKING THE RESEARCH 
F. circinatum is a pathogen that causes the destruction of pine trees resulting in significant economic 
losses (Dwinell et al. 1985; Aegerter et al. 2003). P. radiata and P. patula is recognised as the two 
most susceptible species in South Africa (Wingfield et al. 1999). F. circinatum remains a serious 
threat to the continued sustainability of commercial pine forests in South Africa (Coutinho et al. 2007; 
Wingfield et al. 2002, 2008). The favourable climatic conditions along South Africa’s coastline 
increase the susceptibility of pine forests within this region of the country (Coutinho et al. 2007). 
The current approach (field surveys and employing visual assessments) to detect and monitor the 
disease is usually localised to individuals and requires extensive time and labour resources. More 
significantly, such an approach is impractical given that there is approximately 120 000 ha of P. 
radiata plantations in the Western Cape, and tens of thousands of seedlings in nurseries. There is thus 
an imminent need to find an efficient way to assess the extent and variability of F. circinatum 
infestations for the effective management of the disease. 
It is hypothesised that the damage caused by F. circinatum on P. radiata can be successfully modelled 
given the availability of high spatial and high spectral resolution remotely sensed data. It is further 
envisaged that the findings from this study will contribute to the design of practical operational tools 
that will help alleviate the incidence of F. circinatum infection, and serve as part of an integrated 
forestry management system. 
1.4 RESEARCH QUESTIONS 
This research was undertaken to answer three principal questions: 
1. Can high spectral resolution (hyperspectral) remotely sensed data coupled with RF and Boruta 
successfully detect asymptomatic (i.e. infected, but no symptom expression) F. circinatum 




2. Can hyperspectral remotely sensed data coupled with RF and Boruta successfully discriminate 
healthy, damaged, and infected Pinus seedlings? 
3. Which wavelengths are important / relevant for detecting asymptomatic F. circinatum stress 
in Pinus seedlings? 
4. Which wavelengths are important / relevant for discriminating healthy, damaged, and infected 
Pinus seedlings? 
5. Can high spatial resolution multispectral remotely sensed data successfully model pitch 
canker disease in a Pinus forest? 
1.5 AIM & OBJECTIVES 
The overarching aim of this study was to evaluate the utility of remotely sensed data, specifically 
high spectral resolution (hyperspectral) data for modelling F. circinatum stress in P. radiata and P. 
patula. 
The specific objectives of this study are to: 
1. Assess the utility of the RF ensemble for feature selection and classification of healthy and 
stressed Pinus seedlings using multitemporal hyperspectral data; 
2. Evaluate the Boruta feature selection algorithm for identifying the most important spectral 
bands (wavelengths) for modelling F. circinatum stress in Pinus seedlings; and 
3. Test the viability of high spatial resolution multispectral data for modelling pitch canker stress 
in P. radiata plantations. 
1.6 RESEARCH METHODOLOGY 
The research is quantitative and empirical, employing analytical techniques to build statistical models 
using multitemporal hyperspectral data. Fundamental to the research is the concept of a spectral 
signature. Spectral signatures allow for the differentiation in variability of features over varying 
wavelengths (Figure 1.1). Reflectance spectra at the leaf scale are under the influence of leaf 
morphology (cell wall thickness, intercellular air spaces) and leaf biochemistry (water content, 
pigments) (Elvidge 1990); all of which contribute to the reflectance spectra of vegetation (Gates 1965; 
Knipling 1970). At wavelengths in the visible range (400-700 nm), spectral variability is low due to 
strong absorption by chlorophyll (Poorter 1995; Cochrane 2000), whereas in the near infrared (NIR; 
700-1200 nm), high reflectance is observed resulting from photon scattering attributed to leaf 
morphology (Woolley 1971; Grant 1987; Asner 1998). Shifts in position of the ‘red-edge’ (Figure 
1.1), the abrupt reflectance change in the 680–780nm region of vegetation spectra, can be related to 




high chlorophyll content and high leaf area index (LAI), the red-edge position (REP) shifts toward 
the longer wavelengths, whereas for a plant stressed from disease or chlorosis, and consequently low 
LAI, the REP shifts toward the shorter wavelengths. 
Advanced ML algorithms, specifically the tree-based ensemble learner RF (Breiman 2001), is 
employed for data analysis. RF, coupled with feature selection algorithms, namely wrappers, is 
employed for model building, i.e. developing statistical models for classification of healthy and 
stressed Pinus. Models are statistically evaluated in terms of their accuracy and robustness using a 
confusion matrix (Kohavi & Provost 1998), Kappa analysis (or KHAT statistic) (Congalton & Green 
2009), and cross-validation (Hastie et al. 2009). 
1.7 OUTLINE OF DISSERTATION 
This dissertation comprises eight chapters. Chapter 1 served to introduce the research by providing a 
general background to the study, contextualise the significance and rationale of the research, stated 
the research aim and objectives, and provided an overview of the research methodology. The 
following chapter, Chapter 2, is presented as a systematic review of the RF algorithm, which features 
extensively in this research. Chapters 3, 4, 5, 6, and 7 are reformatted manuscripts, published in 
international peer-reviewed journals. The final chapter (Chapter 8) is a synthesis and contextual 
analysis of the research, provides concluding remarks, and highlights avenues for future research and 
development of the methodology presented in this dissertation. 
Figure 1.2 illustrates the connection between the various chapters (experiments) undertaken in this 
research. The results of Chapter 3 directly informs the exerimental design of Chapter 4, and indirectly 
informs the experimental design of Chapters 5 and 6. Similarly, the results of Chapter 4 directly 
informs Chapter 5, and indirectly Chapter 6.  Chapter 6 is thus informed by Chapters 3, 4, and 5. 
Chapters 3, 4, 5, and 6 form the hyperspectral component of the research. Chapter 7 encapsulates the 
multispectral componet of the research. 
 




CHAPTER 2:  RANDOM FOREST CLASSIFICATION OF 
HYPERSPECTRAL DATA 
Poona NK. Random forest classification of hyperspectral data: A review. In Prep. 
 
Abstract 
The random forest (RF) algorithm has seen an exponential increase in use since its introduction in 
2001. The RF model has found widespread use in the remote sensing domain, particularly for the 
analysis of high dimensional spectroscopic (hyperspectral) data. Despite its widespread use in 
classification and regression tasks, confusion prevails regarding its implementation. This confusion 
is likely fuelled by the mixed results reported by several researchers. Within the remote sensing 
community, there is also much debate regarding RF variable importance, feature selection, and 
hyperparameter tuning. Despite several review papers accounting for the use of RF in various 
domains, no study to date has provided a meta-analysis and critical evaluation of the RF algorithm in 
the context of hyperspectral data analysis. Consequently, this review aimed to bridge this gap by 
deconstructing the key elements of RF and its implementation, critically evaluating the RF 
algorithm’s performance in the presence of noise and imbalanced class distributions, and comparison 
with other ML algorithms, and finally, reviewing the alternative RF models available. RF was found 
to be well suited for high dimensional classification tasks, with improved performance achieved using 
feature selection algorithms prior to classification. Additionally, rotF and oRF show great promise, 
overcoming the limitations of RF. 
 






Traditionally, researchers employed parametric approaches for the classification of remotely sensed 
data. However, in recent years, attention has shifted toward non-parametric machine learning (ML) 
approaches given the increased dimensionality of remotely sensed data, and the subsequent sensitivity 
of parametric classifiers to the Hughes phenomenon (Hughes 1968). Hyperspectral remote sensing 
data is inherently high dimensional; the number of spectral bands (p) is almost always significantly 
larger than the number of samples (n), i.e. n ≪ p. Consequently, the majority of remote sensing studies 
analysing high dimensional spectral data, have employed ML algorithms in an attempt to mitigate the 
Hughes effect. 
ML (Goodfellow et al. 2016) has been shown to be an effective empirical methodology for the 
classification of non-linear, high dimensional problems (Lary et al. 2016). A multitude of ML 
algorithms have been developed over the years; the most popular include Naïve Bayes (NB), SVM, 
k-NN, ANN, linear discriminant analysis (LDA), and decision tree (DT). For details on these 
algorithms, and others; see for example Wu & Kumar (2009), Hastie et al. (2009), and James et al. 
(2013). The need for more advanced learning algorithms is in line with the ever increasing volume 
and complexity of data coupled with advances in data science and machine intelligence. 
Of the numerous ML algorithms available, the most widely used are the ensemble learners (Sheridan 
et al. 2016; Abellán & Castellano 2017; Loggenberg et al. 2018; Xia et al. 2018). This is likely 
attributed to their computational efficiency, high classification performance, and robustness when 
applied to high dimensional, ill-posed problems. Ensemble learners (Rokach 2010, Witten et al. 2011; 
Zhou 2012; Rokach & Maimon 2015) may be defined as meta-algorithms that combine the 
predictions of an aggregate of base learners (weak learners) in order to obtain improved prediction 
accuracy. The principle underpinning ensemble learning is that a composite model, comprising a 
population of weak learners, has greater generalisation ability compared with a single model. 
Aggregating base learners into ensembles is achieved either via voting (nominal outputs; employed 
for classification tasks) or averaging (numeric outputs; employed for regression tasks) (Zhou 2012). 
Zhou (2012) defines two ensemble paradigms; sequential methods that exploit the dependence 
between base learners, as is the case with boosting methods such as adaptive boosting (AdaBoost; 
Freund & Schapire 1997), and parallel methods that exploit the independence between base learners, 
as is applied with RF (Breiman 2001). Additionally, ensembles are classified as either homogenous, 
i.e. base learners are all of the same type, or heterogeneous, i.e. different types of base learners form 




Tree-based ML approaches, in particular, have found widespread use in hyperspectral studies. A 
popular tree-based approach is classification and regression trees (CART), proposed by Breiman et 
al. (1984). The CART model is in principle a binary DT based on recursive partitioning of the feature 
space (Steinberg 2009; Strobl et al. 2009). For a detailed account of DTs, see Rokach & Maimon 
(2015). Hastie et al. (2009) and James et al. (2013) highlight several advantages of DT, namely their 
ease of interpretability, resistance to irrelevant features and outliers, computational efficiency, and 
parallel nature to human decision-making. The major limitation of DT is their high variance. 
However, this high variance makes DT ideal base learners for ensembles; the high variability among 
DT equates to a diverse ensemble of base learners (Blaser & Fryzlewicz 2016). Additionally, Hastie 
et al. (2009) and Goldstein et al. (2011) indicate that this high variance can be reduced via bagging 
(bootstrap aggregating). 
Bagging or bootstrap aggregating (Breiman 1996) uses an aggregate of DTs as base learners, as 
opposed to an individual DT, to make a prediction (Hastie et al. 2009; Strobl et al. 2009). The 
principle underpinning bagging is to grow a committee of DTs from bootstrap samples―without 
replacement―of the training data, and derive a prediction from each bootstrap sample. Growing 
multiple DTs equates to simulating multiple training datasets (Goldstein et al. 2011). The final 
prediction is based on the majority vote averaged over all DTs (Breiman 1996). 
An appeal of bagging is the efficiency of computing the model generalisation error using an out-of-
bag (OOB) sample (Goldstein et al. 2011). The OOB sample is equivalent to approximately 37% of 
the original sample, which is not part of the bootstrap sample (Breiman 1996). This OOB sample is 
subsequently used to compute the OOB error, as an independent test of model accuracy. Hastie et al. 
(2009) asserts that the OOB error estimate is a close match to the error estimate obtained using cross-
validation (CV). The ability to compute generalisation error using the OOB sample is significant 
given the unfeasibility of analytical methods and computational expense of CV (Goldstein et al. 
2011). 
A related ensemble method to bagging, is boosting (Freund & Schapire, 1997), based on the work of 
Kearns (1998), which uses a committee of weak learners to improve prediction accuracy. However, 
unlike bagging that grows DTs using subsampling, boosting uses all samples and a weight function 
to manipulate the influence of samples. With each successive iteration, the weight of misclassified 
samples are increased whereas the weight of correctly classified samples are decreased (Freund & 
Schapire 1997; Dietterich 2000; Hastie et al. 2009). Like bagging, the final prediction is based on the 
average prediction, i.e. weighted majority vote over all DTs. Boosting has been shown to reduce both 




(Belgiu & Drăguţ 2016). However, boosting may be prone to overfitting (Witten et al. 2011; Zhou 
2015). 
RF is probably the most widely used ensemble method. The RF algorithm has grown in popularity 
(Figure 2.1) as the model of choice for complex classification tasks, particularly for the classification 
of high dimensional data. This popularity is likely attributed to the model’s interpretability and 
performance, when compared with other learning algorithms such as SVM (Abdel-Rahman et al. 
2014; Ghamisi et al. 2017; Raczko & Zagajewski 2017; Yuan et al. 2017), artificial neural networks 
(Ghamisi et al. 2017; Raczko & Zagajewski 2017; Yuan et al. 2017), and boosting trees (Ismail & 
Mutanga 2011). RF has been shown to be particularly adept in reducing the data dimensionality, and 
classification of high dimensional problems. Within a remote sensing context, RF has successfully 
been exploited in a diversity of fields including precision agriculture (Adam et al. 2017; Yuan et al. 
2017; Loggenberg et al. 2018), vegetation mapping (Abdel-Rahman et al. 2015; Peerbhay et al. 2015; 
Agjee et al. 2016), forestry (Abdel-Rahman et al. 2014; Poona & Ismail 2014; Ferreira et al. 2016; 
Poona et al. 2016a; 2016b; Raczko & Zagajewski 2017), and biodiversity and ecology (Peerbhay et 
al. 2016; Hakkenberg et al. 2018). 
 
Figure 2.1: Citations of Breiman (2001) from 2001 to 2018. Data source: Scopus Metrics. 
2.2 RANDOM FOREST 
2.2.1 Feature subset optimisation 
2.2.1.1 Variable (feature) importance 
RF calculates two variable importance measures (VIMs) used for feature ranking. Gini importance is 

































































































of trees in the forest. Permutation importance is regarded as a more advanced measure of RF VIM. 
Permutation importance is calculated as mean decrease in classification accuracy using the OOB 
observations. The permutation importance is computed by measuring the change in prediction 
accuracy when the OOB observations are randomly permuted compared with the original 
observations. The difference in prediction accuracy is then averaged over all trees to compute the 
permutation importance value (Goldstein et al. 2011; Touw et al. 2013). 
Several authors have commented on the biases of the RF importance measures. Breiman et al. (1984), 
and later Strobl et al. (2007a, 2007b), noted that the Gini importance, and to some degree the 
permutation importance, is biased in favour of variables comprising a greater number of categories. 
The bias of the Gini importance measure was echoed by Genuer et al. (2010) and Boulesteix et al. 
(2012). The authors do, however, point out that the permutation importance measure is more reliable 
given that it is based on the OOB error measure. In order to overcome the bias of the Gini importance, 
Strobl et al. (2007a) proposed the use of an alternative RF methodology based on a conditional 
inference framework developed by Hothorn et al. (2006). Strobl et al. (2007a) suggested using the p-
value (based on the Gini gain and theory of maximally selected statistics). Sandri & Zuccolotto (2008) 
presented a heuristic loosely based on work by Wu et al. (2007). 
In contrast to the biases noted with categorical variables, Strobl et al. (2007b) recorded no biases 
when using continuous predictors. Hence, for numerical (quantitative) predictor variables, such as 
high dimensional spectral data, these biases are irrelevant; RF importance measures should be 
unaffected. No selection bias has been reported in the remote sensing domain. Notably, a limited 
number of hyperspectral studies have employed the Gini importance; see for example Menze et al. 
(2009); with only three in the remote sensing domain, namely Poona & Ismail (2013), Poona et al. 
(2016a) and Adam et al. (2017). 
The majority of remote sensing studies have employed the permutation importance, as a measure of 
variable importance. The widespread use of the permutation importance measure in hyperspectral 
remote sensing studies (Ismail & Mutanga 2011; Adjorlolo et al. 2013; Poona & Ismail 2014; Abdel-
Rahman et al. 2015; Mutanga et al. 2015; Poona et al. 2016a; Agjee et al. 2016) may be attributed to 
the permutation importance measure being regarded as the more advanced measure of variable 
importance, and being considered a more reliable indicator of RF variable importance, compared with 
the Gini importance measure (Genuer et al. 2010). 
Despite their extensive use, the most significant limitation of RF importance measures is perhaps that 
they always output a ranking, irrespective of VIM (Boulesteix et al. 2012). This limitation is 




prediction problem) are all ranked. Consequently, approaches that directly evaluate RF VIM, and 
undertake feature selection, have been investigated. 
2.2.1.2 Feature selection 
Several authors (Strobl et al. 2007a, 2007b; Genuer et al. 2010; Goldstein et al. 2011; Boulesteix et 
al. 2012) note that both Gini importance and permutation importance measures may be biased in 
favour of highly correlated features when identifying important variables in high dimensional feature 
space. Additionally, the RF model only provides insight into a feature’s importance to a classification 
problem; the model does not automatically undertake feature selection (Adam et al. 2017). 
Consequently, much research has been undertaken developing feature selection algorithms that (i) 
reduce data dimensionality by removing highly correlated / redundant features, (ii) improve 
computational efficiency through the use of a lower dimensional dataset, and (iii) optimise 
classification performance by having removed irrelevant / redundant features. 
The aim of feature selection is to derive a subset of the most important / relevant features that yield 
the highest classification accuracies, or put differently, the lowest classification error rates. However, 
feature selection is not without its limitations. Rokach & Maimon (2015) assert that feature selection 
may (i) produce a subset that still comprises a relatively large number of variables, (ii) result in 
reduced classification performance due to the potential loss of important / relevant variables, and (iii) 
be inefficient in handling high dimensional datasets. 
The two primary feature selection techniques are filters and wrappers (Das 2001), of which there are 
numerous algorithms available. For details, see Chandrashekar & Sahin (2014), Jović et al. (2015), 
and Ang et al. (2016). Despite their widespread and continued use, filter methods have several 
limitations to their implementation. Duch (2006) provides a detailed account of these limitations. 
Consequently, the most widely used algorithms for the classification of high dimensional remotely 
sensed data include wrappers, which are often embedded with the learning algorithm (classifier). 
Wrappers use the induction algorithm to score subsets of features based on the feature’s predictive 
power. Feature selection is consequently dependent on the induction algorithm selected, given that 
the wrapper is often embedded with the induction algorithm (Saeys et al. 2007). 
A survey of the published research indicates that the majority of researchers favour the use of 
embedded algorithms (Blum & Langley 1997; Guyon & Elisseeff 2003). In particular, wrappers 
embedded with the RF algorithm have gained popularity for the classification of high dimensional 
remotely sensed data. The embedded approach presents several advantages compared with the 
standard wrapper approach, namely (i) computational efficiency, (ii) lower risk of overfitting, and 




Recursive feature elimination (RFE) has been widely used in high dimensional data analysis studies. 
A backward elimination search approach based on SVM, aptly named SVM-RFE, was introduced by 
Guyon et al. (2002) as a wrapper with SVM. The SVM-RFE wrapper found widespread use in 
microarray analysis (Cannas et al. 2013), metabolomics (Chen et al. 2013), soil analysis (Stevens et 
al. 2013), text classification (Chapelle & Keerthi 2008), and biomedical data analysis (Huang et al. 
2014; Sanz et al. 2018). Studies have also employed SVM-RFE for multi-data analysis, for example 
Maldonado & Weber (2009) for microarray and credit scoring data analysis, and Dessì & Pes (2015) 
for internet advertisements, test characterisation, and microarray data analysis. Within a remote 
sensing domain, Pal (2006), Archibald & Fann (2007), Zhang et al. (2009b) and Pal & Foody (2010) 
exploited the SVM-RFE algorithm for selecting features from airborne imaging spectrometer data. 
Díaz-Uriarte & Alvarez de Andrés (2006) proposed a RFE procedure, as a wrapper around the RF 
algorithm, named RF-RFE. The authors successfully demonstrated the superior performance of RF-
RFE in achieving significant data dimensionality reduction coupled with low error rates. In a 
comparative study of SVM-RFE and RF-RFE, Granitto et al. (2006) demonstrated that RF-RFE 
outperformed SVM-RFE when applied to proton transfer reaction-mass spectrometry (PTR-MS) 
analysis of agro-industrial products. RF-RFE has since been widely adopted in an array of 
applications including quantitative structure-activity relationship (QSAR) modelling (Svetnik et al. 
2003), metabolomics studies (Zhou et al. 2012; Degenhardt et al. 2017), ecological modelling (Fox 
et al. 2017), analysis of satellite remote sensing (Landsat) data (Gregorutti et al. 2017), and microarray 
analysis (Chen et al. 2018). Coupled with the increased utility of RF for classification, researchers 
have exploited RF-RFE for the analysis of hyperspectral remote sensing data. For example, Abdel-
Rahman et al. (2015) used RF-RFE to select the most important Airborne Imaging Spectrometer for 
Applications (AISA) Eagle bands for mapping melliferous plants. Sun et al. (2018) employed RF-
RFE to extract important bands from hyperspectral imagery for mouldy tea detection. 
Building multiple models, as in the case of RFE, can be computationally intensive. Instead of multiple 
models, Deng & Runger (2012) proposed the regularised framework applied to RF (regularised RF; 
RRF) that builds a single model for undertaking feature selection. However, in RRF, feature selection 
is based on only a part of the training data, and may be greedy (Deng & Runger 2013). The regularised 
framework was subsequently replaced by an enhanced version; guided regularised RF (GRRF) 
framework (Deng & Runger 2013), in which the RF VIM is used to guide the feature selection 
process. Additionally, the GRRF framework overcomes the node sparsity issue, which often plagues 
DT-based models (Deng & Runger 2013). RRF and GRRF have been employed for modelling pest 
and disease stress in plants (Poona & Ismail 2013; Adam et al. 2017), predicting seabed hardness (Li 




Another feature section algorithm wrapped around RF is the area under the receiver operating 
characteristic curve of the RF (AUC-RF) (Calle et al. 2011). AUC-RF employs a backward 
elimination procedure, similar to RFE, based on variable rankings. Only two studies to date have 
employed AUC-RF. López de Maturana et al. (2013) employed AUC-RF to select an optimal subset 
of single nucleotide polymorphisms (SNPs) for predicting bladder cancer risk. The authors 
highlighted the utility of AUC-RF for SNP selection, compared with Bayesian threshold least 
absolute shrinkage and selection operator (LASSO), and a logistic regression. Within a remote 
sensing context, Poona et al. (2016a) employed the AUC-RF algorithm for the classification of 
hyperspectral data. The authors compared the utility of the Boruta, RFE, and AUC-RF for modelling 
F. circinatum stress in P. radiata and P. patula seedlings successfully demonstrating the robustness 
of AUC-RF for hyperspectral data analysis. 
Boruta (Kursa et al. 2010; Kursa & Rudnicki 2010) is a wrapper embedded with RF that is growing 
in popularity. The algorithm has been repeatedly shown to outperform most feature selection 
algorithms in terms of dimensionality reduction and classification performance. For example, Kursa 
(2014b) investigated the performance of four RF-based feature selection algorithms, namely RF-ACE 
(artificial contrasts with ensembles) (Tuv et al. 2009), RFE, RRF, and Boruta. Overall, Boruta 
outperformed the other three algorithms in terms of classification accuracy, feature selection 
consistency, and computational expense. Li et al. (2016) compared five feature selection algorithms 
including Boruta and RRF. The authors concluded that Boruta produced some of the most accurate 
models. In a comparative study of several feature selection algorithms, including RFE and Boruta, 
Degenhardt et al. (2017) noted Boruta’s superior performance compared with the other algorithms 
tested. Only a limited number of studies to date have exploited Boruta for the analysis of hyperspectral 
data. In a comparative study employing RRF, RFE, and Boruta, Poona & Ismail (2013) showed that 
although Boruta produced an equivalent subset (n = 17) to RRF, Boruta classification accuracy was 
higher compared with RRF. Similarly, Poona et al. (2016a) noted Boruta’s higher performance 
compared with RFE and AUC-RF. Agjee et al. (2016) showed that using Boruta resulted in smaller 
subsets, coupled with lower error rates, compared with using RF-RFE. 
2.2.1.3 Hyperparameter tuning 
The two primary tuning parameters (i.e. hyperparameters) of the RF algorithm are the number of trees 
grown in the forest (ntree), and the number of features randomly selected for determining the split at 
each node in a tree (mtry). For classification tasks, Breiman (2001) proposed that the default number 
of trees should be 500 (ntree = 500) and default number of variables selected for node splitting should 




Goldstein et al. (2011) and Boulesteix et al. (2012) assert that the optimal value of mtry and ntree is 
dependent on the nature of the feature set, and should subsequently be determined empirically. 
According to Boulesteix et al. (2012), the ntree value should increase in line with an increase in p, 
thereby giving all features equal opportunity for selection. Hence, for a large feature set, for example 
p = 10 000, the default ntree value of 500 should not be used. Ultimately, the ntree value should be 
sufficiently large to yield stable predictions (Duroux & Scornet 2016). A larger mtry value results in 
faster convergence and generation of smaller and more accurate trees, which is particularly desirable 
when noisy variables are present (Goldstein et al. 2011; Boulesteix et al. 2012). Boulesteix et al. 
(2012) further advocate that several model iterations be run with varying mtry and ntree values until 
stability in the error rate and / or variable importance measure is achieved. 
The first studies to suggest optimising mtry and ntree values is Breiman (2002) and Liaw & Wiener 
(2002). Probably the first study to empirically examine the influence of the mtry and ntree value on 
RF model performance is Díaz-Uriarte & Alvarez de Andrés (2006). Díaz-Uriarte & Alvarez de 
Andrés (2006) proposed optimising the ntree value by using an incremental increasing factor (= {500, 
1 000, 1 500, 2 000}) of the default ntree value, and using a multiplicative factor (= {1/3, ½, 1, 2, 3}) 
of the default ntree value. Several authors subsequently adopted this methodology for optimising the 
mtry and ntree value. For example, Adam et al. (2012) optimised mtry and ntree values for the 
classification of Cyperus papyrus L. and its co-existent species in a wetland swamp using resampled 
in situ spectroscopy data. The authors recorded overall accuracies above 90% with KHAT values 
above 0.85. Adam et al. (2013) achieved an overall accuracy of 82% (KHAT = 0.63) using optimised 
RF hyperparameter values to model the susceptibility of Eucalyptus nitens to Coryphodema tritis. 
Using optimised mtry and ntree values, Abdel-Rahman et al. (2014) successfully discriminated Sirex 
noctilio grey-attacked and lightning-struck Pinus trees using AISA Eagle imaging spectrometer data, 
achieving accuracies above 74%. In a study employing RF for the classification of healthy, infected, 
and damaged P. radiata seedlings, Poona & Ismail (2014) showed that using optimised 
hyperparameter values yielded improved classification accuracies. Abdel-Rahman et al. (2015) used 
optimised mtry and ntree values for modelling the flowering of several species of melliferous plants 
using AISA Eagle imaging spectrometer data. The authors reported accuracies above 80%. 
Several studies have demonstrated that optimal results can be obtained using default ntree and / or 
mtry values, despite many authors advocating the need to optimise the two RF hyperparameter values. 
For example, Ismail & Mutanga (2011) optimised the mtry and ntree values for modelling Sirex 
noctilio infestation levels in a Pinus patula plantation using in situ spectral measurements. The best 
classification accuracies were obtained using an optimised mtry value and default ntree value. 




mauritianum infestation in a P. patula plantation using AISA Eagle imaging spectrometer data. Agjee 
et al. (2016) modelled the efficacy of Neochetina spp. for the biocontrol of Eichhornia crassipes in a 
freshwater ecosystem. After optimising the mtry and ntree values, the authors found that using default 
hyperparameter values yielded the best results. Similarly, Chemura et al. (2016) applied default mtry 
and ntree values to successfully model Hemileia vastatrix infestation on Coffea arabica using 
resampled in situ spectroscopy data. 
An assumption in many studies is that the RF ensemble is robust to hyperparameter settings. 
However, several authors have found that the selection of RF hyperparameter values, can directly 
influence the VIM. Early work by Díaz-Uriarte & Alvarez de Andrés (2006) found that larger mtry 
values tended to yield more reliable VIMs. Genuer et al. (2010) and Goldstein et al. (2010) also found 
that mtry values greater than the recommended default value (p1/2) yielded more reliable VIMs. 
Additionally, Goldstein et al. (2010) noted that a smaller ntree value will likely yield the same 
prediction accuracies as larger ntree values; albeit less reliable trees. Huang & Boutros (2016) 
reported variable results with respect to mtry values and VIM stability. However, the authors noted 
that larger ntree values led to more stable VIMs. Behnamian et al. (2017) noted that both the Gini 
importance and permutation importance measures were highly variable over n RF iterations. The 
authors concluded that a higher ntree value should be used to achieve stable VIM rankings. 
Ultimately, the selection of optimal mtry and ntree values will be data dependent, and should thus be 
determined experimentally for each input dataset. 
2.2.2 RF sensitivity 
2.2.2.1 Noise 
Hyperspectral data, as with all real-world data, is rarely noise-free (Agjee et al. 2018; Jiang et al. 
2019). Of primary importance is the negative impact of noise on classifier performance. Noise is 
managed either through pre-processing the data to remove the noise, i.e. applying de-noising 
algorithms, or employing algorithms that are robust to noise (Frénay & Verleysen 2014). Several 
algorithms have been proposed to deal with noise prior to classification. However, these de-noising 
algorithms are not without their limitations. Consequently, there is growing interest in identifying 
algorithms that are inherently robust to noise. 
Ensemble learners have been widely used owing to their computational accuracy and robustness to 
noise (Breiman 1996). Breiman (2001) advocated the use of the RF algorithm, due to its 
computational accuracy, robustness to outliers and noise, and resistance to overfitting. According to 




replacement) for DT construction, (ii) selecting random coefficients for node splitting in each DT, 
and (iii) employing majority voting to produce models with low bias and variance. Consequently, 
several studies have examined the effect of noise on RF classifier performance, including the effect 
of varying degrees of noise on RF robustness. 
In a comparative study of bagging, boosting, and RF (Hamza & Larocque 2005), RF exhibited the 
greatest robustness to noise. Folleco et al. (2008) showed that RF outperformed both C4.5 and NB 
under varying noise levels, and proved most robust to data noise. Folleco et al. (2009) investigated 
the robustness to noise of 11 classifiers, including RF. Results showed that RF yielded the best overall 
performance, and demonstrated the greatest robustness to noise. Smith & Martinez (2014) compared 
RF with C4.5, 5-NN, multilayer perceptron (MLP) ANN, and repeated incremental pruning to 
produce error reduction (RIPPER) to evaluate each algorithm’s noise tolerance using 54 datasets. The 
MLP and RF models yielded the highest classification accuracies. However, their performance 
deteriorated with increasing noise. Using synthetic and real-world datasets, Ghosh et al. (2016) 
demonstrated RF’s superior performance and robustness to noise, compared with DT and SVM. 
Within a remote sensing context, Ismail & Mutanga (2011) assessed the robustness and stability of 
boosting trees (BT) versus RF to varying levels of noise. The effect of noise was evaluated using 
handheld field spectrometer shortwave infrared (SWIR) bands, resampled to Hyperspectral Mapper 
(HyMap) bands. Overall, RF produced lower misclassification error rates compared with BT, 
demonstrating its robustness and stability in the presence of noise. Pelletier et al. (2017) examined 
the sensitivity to noise of RF and SVM for land cover mapping using SPOT 4 and Landsat 8 
multispectral imagery. The RF model demonstrated greater robustness to noise compared with SVM. 
Agjee et al. (2018) evaluated the effect of varying levels of simulated noise on RF classification of 
hyperspectral (spectroscopy) data. RF performance was compared with the oblique RF (oRF) 
algorithm (Menze et al. 2011) employing ridge regression for multivariate node splitting. The oRF 
algorithm (discussed in greater detail in section 5.2.4.2) was shown to outperform the traditional RF 
algorithm, and exhibited greater robustness to increasing levels of noise. Jiang et al. (2019) evaluated 
the performance of RF, SVM, ANN, and extreme learning machine (ELM) for the classification of 
hyperspectral imagery, in the presence of noise. The authors concluded that all four algorithms 
exhibited sensitivity to increasing levels of noise, with classification performance declining with 
increasing noise. However, RF and ELM were the least affected. 
2.2.2.2 Imbalanced class distribution 
Imbalanced datasets result from unequal class distributions, which are common in real-world high 




performance of learning algorithms, particularly when applied to high dimensional data (Boulesteix 
et al. 2012; Lin & Chen 2012; Menardi & Torelli 2014). More importantly, class imbalance generally 
favours the majority class, leading to models with prediction bias and higher false negative rates 
(Leevy et al. 2018). In the presence of imbalanced classes, Chen et al. (2004) noted that RF tends to 
be biased in favour of the majority class. 
In an attempt to mitigate the influence of class imbalance on classification accuracy, especially in the 
case of extremely imbalanced class distributions, Liaw & Wiener (2002) suggested assigning higher 
probability thresholds to the under-sampled class, instead of applying the default majority voting. 
Boulestix et al. (2012) suggested oversampling of the minority class (i.e. class with smaller number 
of observations) and / or under-sampling of the majority class (i.e. class with larger number of 
observations) in order to create balanced classes. Janitza et al. (2013) proposed an AUC-based RF 
permutation VIM to improve RF performance in the presence of imbalanced classes. 
Blagus & Lusa (2010) highlighted RF’s sensitivity to class imbalance when applied to high 
dimensional microarray data. In a similar study, Lin & Chen (2012) demonstrated RF’s poor 
performance in the presence of high dimensional microarray data. Del Río et al. (2014) evaluated 
four strategies with RF classification, including oversampling, under-sampling, the synthetic minority 
oversampling technique (SMOTE) algorithm (Chawla et al. 2002) that employs an oversampling 
strategy to generate synthetic samples from the minority class, and cost-sensitive learning (Ling & 
Sheng 2010) by way of weighted RF (Chen et al. 2004) that considers misclassification cost, in an 
attempt to reduce total cost. The authors noted that none of the strategies proved valuable in dealing 
with imbalanced class distributions. Contrary to the above studies, Dittman et al. (2015) found that 
RF was fairly robust to class imbalance, when applied to bioinformatics data. 
Within a remote sensing context, Dalponte et al. (2013) noted RF’s sensitivity to class imbalance, 
when applied to tree species classification using HySpex imaging spectrometry data. Mellor et al. 
(2015) tested the effect of imbalanced training data on the performance of RF for the classification 
of various remote sensing and ancillary datasets. Their results showed that using balanced datasets 
yielded the best classification accuracies. Similarly, Millard & Richardson (2015) tested the effect of 
sample size and data imbalance on RF performance using light detection and range (LiDAR) data and 
its derivatives. The authors noted that an increased sample size yielded higher classification accuracy, 
with balanced training data yielding the highest accuracies. 
2.2.3 Unsupervised RF 
The majority of RF implementations are supervised, i.e. a set of outcome labels are used for 




learning. The basic premise to unsupervised RF (URF), originally proposed by Breiman & Cutler 
(2003), is to create a synthetic dataset comprising artificial class labels―randomly selected from the 
original dataset―thereby creating a binary classification problem (Shi & Horvath 2006; Afanador et 
al. 2016). For additional detail on URF theory and implementation; see for example Shi & Horvath 
(2006) and Afanador et al. (2016). 
URF has been successfully employed for tumour profiling from microarray data (Shi et al. 2005), 
spatio-temporal analysis of video data (Pei et al. 2013; Yu et al. 2013), image object detection (Du & 
Chen 2014, 2015), clinical diagnosis of Alzheimer’s disease using positron emission tomography 
images (Lu et al. 2015), fault detection in semiconductor manufacturing (Puggini et al. 2015), and 
population structure analysis in bioinformatics (Alhusain & Hafez 2017). 
Within the field of remote sensing data analysis, URF has been used for individual tree crown (ITC) 
delineation and extraction using LiDAR data (Gupta et al. 2010), and for forest mapping using 
synthetic aperture radar data (Baron & Erasmi 2017). Only one study to date has employed URF for 
the classification of hyperspectral data. Peerbhay et al. (2015) used AISA Eagle imaging spectrometry 
data in conjunction with the RF proximity matrix and Anselin Moran’s I statistic for the detection 
and mapping of Solanum mauritianum in commercial plantations. The authors successfully 
demonstrated the utility of both the RF outlier detection methodology, as well as the decomposition 
of the proximity matrix using principal components analysis (PCA) methodology; noting that the 
latter method yielded superior results. 
Liu et al. (2012) proposed Isolation forest (iForest) as an unsupervised non-parametric approach for 
anomaly detection. The idea underpinning iForest lies in anomaly detection that is independent of 
distance measures, i.e. there is no need to generate and interpret a proximity matrix. The authors 
successfully demonstrated iForests’ superior performance compared with four other algorithms 
including RF. Dalleau et al. (2018) proposed unsupervised extremely randomised trees, that builds 
on the methodology of URF (Shi & Horvath 2006), and extremely randomised trees (extra trees) 
(Geurts et al. 2006). No prior study has implemented the unsupervised extra trees methodology. 
2.2.4 RF variants 
Since Breiman proposed the RF methodology in 2001, several RF variants have been introduced. 
Extra trees was proposed by Geurts et al. (2006) as a novel implementation of the traditional RF 
model. The extra trees model differs from RF by using randomness for selecting node splitting 
thresholds, instead of node purity, and using the entire set for growing trees, instead of bootstrap 
samples. Amaratunga et al. (2008) proposed enriched RFs (ERF), a weighted subspace RF method 




higher weightings are applied to more informative features, and lesser weightings to less informative 
features. A limitation of ERF, is the algorithm’s ability to solve only binary problems. Xu et al. (2012) 
extended the work of Amaratunga et al. (2008) to solve multiclass problems by using the information 
gain ratio, instead of the t-test, to calculate feature weights. Random ferns, originally proposed by 
Özuysal et al. (2007), and later generalised by Kursa (2014a), is based on the NB classifier. A fern is 
synonymous with a DT, but differs in the computation of posterior probabilities; additively for DT 
versus multiplicatively for ferns. The Kursa (2014a) implementation additionally introduces bagging 
in an attempt to improve accuracy. Classification results from varied datasets (Kursa 2014a, 2014b) 
showed comparable performance to RF. Zhang & Zhang (2008) proposed RotBoost, a novel boosted 
rotation-based ensemble, which merges the rotation forest (rotF) methodology of Rodríguez et al. 
(2006) with the boosting methodology of AdaBoost. Classification results from 36 varied datasets 
demonstrated the high performance of RotBoost compared with rotF. Random jungle (RJ) (Schwarz 
et al. 2010) was proposed as a fast implementation of RF, specifically for data analysis in genome-
wide association studies. The RJ model maintains all the characteristics of Breiman’s RF, with the 
addition of backward elimination for feature selection. Results of RJ were comparable to that of RF, 
with RJ being less computationally expensive. Boosted RF, proposed by Mishina et al. (2014), 
integrates boosting with RF. Boosted RF generates complementary learners by constructing 
successive DTs. Consequently, the number of DTs in the forest is minimised, while maintaining high 
generality. The authors demonstrated the superior performance of boosted RF using several datasets. 
Blaser & Fryzlewicz (2016) introduced random rotation ensembles. Instead of using random 
coefficients to determine the optimal node split, the idea underpinning random rotations is to construct 
trees, each with a randomly rotated feature space. Such an approach results in a diverse ensemble, 
with smoother decision boundaries; reminiscent of boundaries generated by rotation forests 
(Rodríguez et al. 2006). Xia et al. (2018) proposed a boosted rotation-based RF ensemble that uses 
RF instead of DT as base classifiers, as is the case with RotBoost. The boosted rotation-based RF 
ensemble was compared with RF as well as four other RF ensembles, namely bagging RF, boosting 
RF, random subspace RF, rotation RF, for classification of Airborne Visible / Infrared Imaging 
Spectrometer (AVIRIS) and Reflective Optics System Imaging Spectrometer (ROSIS) imagery. 
Results showed that the boosted rotation-based RF ensemble generally outperformed all the other 
models. Deep forest (gcForest) (Zhou & Feng 2017) is a cascaded boosting procedure, analogous to 
a deep neural network, with hidden layers replaced by an ensemble of DT (such as RF). The deep 
forest model was shown to yield high accuracies on varied classification tasks (Zhou & Feng 2017; 
Chen et al. 2019). Zhang et al. (2018) proposed a cascaded RF (CRF) methodology. The CRF 




subspace method for feature selection, with boosted RF (BRF) (Mishina et al. 2014) using the OOB 
error to update the sample weights. No studies to date have implemented the CRF methodology. The 
most recent RF variant is dense adaptive cascade forest (daForest) (Wang et al. 2019). The daForest 
methodology builds on the deep forest methodology by introducing boosting, applying feed-forward 
connectivity between layers, and incorporating a hyperparameter optimisation layer. The authors 
showed that daForest outperformed several other models including RF and gcForest. 
Two RF variants of growing interest for hyperspectral data classification is the rotF model proposed 
by Rodríguez et al. (2006), and the oRF model proposed by Menze et al. (2011). The idea of using 
oblique DTs was initially introduced by Do et al. (2010). Both rotF and oRF employ multivariate 
splitting for tree construction, compared with orthogonal splitting as employed by RF. Generating 
multivariate oblique hyperplanes has been shown to be more robust to noise, consequently yielding 
improved performance. Agjee et al. (2018) demonstrated how oRF and rotF yielded better 
classification accuracies compared with RF; oRF proving to be most robust. 
2.2.5 RF implementations 
The increasing popularity of RF and the growing interest in the RF variants has led to the development 
of several implementations. The majority of implementations are available as packages in the R 
statistical software (R Development Core Team 2019). The randomForest package (Liaw & Wiener 
2002) in R, is based on the original Fortran 77 code by Breiman & Cutler (2004). The randomForest 
package creates ensembles using default hyperparameter values, i.e. ntree = 500 and mtry = √𝑝, 
where 𝑝 = number of features. Implementation with the caret package (Kuhn 2019) allows for 
hyperparameter value tuning. The randomForest package is probably the most widely used; as is 
evident from the high number of published studies. Table 2.1 summarises the RF model 
implementations in the R statistical software. 
Other implementations include RandomForestClassifier and ExtraTreesClassifier in Python (Scikit-
learn) (Pedregosa et al. 2011) and Cython (Behnel et al. 2011), RandomForestLearner and 
SimpleRandomForestLearner in Orange (Demšar et al. 2013; https://orange.biolab.si), CloudForest 
(Bressler et al. 2015), a standalone package written in Go (http://golang.org/), and Willows (Zhang et 
al. 2009a) that implements CART, RF, and deterministic forest (Zhang & Singer 2003). ALGLIB 
(www.alglib.net) implements a modified RF algorithm; random decision forest. Additionally, RF is 
available in several open source and propriety image processing software, e.g. eCognition (Trimble 
Geospatial 2019), ENVI (Harris Geospatial Solutions, Inc. 2019), Erdas Imagine 2018 (Hexagon AB 




Table 2.1: RF variants implemented in R statistical software. 
RF model R package 
Extra trees (Geurts et al. 2006) extraTrees (Simm & Magrans de Abril 2015) 
Conditional inference trees 
(Hothorn et al. 2006) 
cforest, included in party (Hothorn et al. 2019) 
Rotation forest models 
(Rodríguez et al. 2006) 
rotationForest (Ballings & Van den Poel 2017) 
oRF (Menze et al. 2011) obliqueRF (Menze & Splitthof 2015) 
random fern (Kursa 2014a) rFerns (Kursa 2018) 
RRF (Deng & Runger 2012) RRF (Deng 2019) 
weighted subspace RF (Xu et al. 
2012) 
wsrf (Meng et al. 2017) 
RF generator (Wright & Ziegler 
2017) 
ranger (Wright et al. 2019); includes traditional RF (Breiman 
2001), random survival forests (Ishwaran et al. 2008), extra trees 
(Geurts et al. 2006) and quantile regression forests (Meinshausen 
2006) 
 
2.2.6 Benchmarking RF 
To gauge an algorithm’s utility and robustness, its performance (classification accuracies) must be 
evaluated against that of other widely used algorithms. The performance of RF compared with other 
ML algorithms including SVM, ANN, extreme gradient boosting (XGBoost), and partial least squares 
discriminant analysis (PLS-DA), has been evaluated for the classification of hyperspectral data. 
Chan et al. (2012) compared RF, RBF-SVM, and boosting (Adaboost) for mapping heath (shrubland) 
from nadir and off-nadir Compact High Resolution Imaging Spectrometer (CHRIS) imagery. The 
authors reported mixed results, with no algorithm clearly outperforming the other two, or proving to 
be most robust. Dalponte et al. (2013) compared RF with a radial basis function SVM (RBF-SVM) 
and Gaussian maximum likelihood (GML) for tree species mapping in a boreal forest using airborne 
HySpex imagery. Sequential forward feature selection (SFFS) in combination with the Jeffries-
Matusita (J-M) distance was used for feature selection. The RBF-SVM models yielded the highest 
classification accuracies, outperforming RF and GML. Kong et al. (2013) employed partial least 
squares discriminant analysis (PLS-DA), soft independent modelling of class analogy (SIMCA), k-
NN, RBF-SVM, and RF to develop models for identifying rice seed varieties. The images were 




and RF yielded the highest classification accuracies; up to 100%. Employing airborne HyMap and 
spaceborne Hyperion imagery, combined with vegetation indices (VI) and other ancillary data, Ghosh 
et al. (2014) evaluated the performance of RF and RBF-SVM to map several tree species in a managed 
forest. The authors concluded that both RF and RBF-SVM provided equally reliable results. Abdel-
Rahman et al. (2014) employed RBF-SVM and RF with AISA hyperspectral imagery to discriminate 
Sirex grey-attacked and lightning-damaged P. patula trees. Results of the study showed similar 
performance by both models. Burai et al. (2015) reported that RBF-SVM yielded the best results, 
compared with ML and RF, for the classification of herbaceous vegetation from airborne AISA Eagle 
II imagery. In a comparative study of LDA, L-SVM, RBF-SVM, and RF for tree species classification 
from airborne ProSpecTIR imagery and using VI, Ferreira et al. (2016) reported that LDA 
outperformed the other models, with RF yielding the lowest accuracies. Mohite et al. (2017) evaluated 
the performance of ANN, SVM, RF, and XGBoost for the detection of pesticide residue on grapes 
from multitemporal handheld spectrometer data. Feature extraction was undertaken using PCA, 
followed by LASSO and elastic net regularisation for feature selection. XGBoost yielded the best 
classification accuracy using the top 20 PCs, and RF the lowest accuracy. RF was again outperformed 
when applied to the LASSO and elastic net subsets. Raczko & Zagajewski (2017) compared RF with 
RBF-SVM and ANN for classifying five tree species in a natural forest from Airborne Prism 
Experiment (APEX) imagery. The ANN model produced the best results, with RF producing the 
lowest classification accuracies. Loggenberg et al. (2018) compared the performance of RF and 
XGBoost for discriminating healthy and water-stressed vines. RF generally yielded better results for 
both the full dataset and subset, compared with XGBoost. Sumsion et al. (2019) compared RBF-
SVM, ANN (MLP), and RF for classifying tree genus / species using a combination of airborne 
hyperspectral imagery and airborne LiDAR, from the National Ecological Observatory Network 
Airborne Observation Platform (NEON AOP). The MLP model outperformed the other two models, 
yielded more consistent results, and proved to be more robust. 
2.3 CONCLUSIONS 
This review has deconstructed the RF model, and highlighted its utility for the classification of high 
dimensional hyperspectral data. RF, as an ensemble learner, has been proven to be robust, insensitive 
to overfitting, and generally yields low error rates in high dimensional classification tasks. RF 
continually delivers superior results, often outperforming other ML algorithms such as ANN and 
SVM, as well as ensemble learners such as gradient boosting, and extreme gradient boosting. 
Additionally, research has demonstrated that the high performance of RF can be improved when 




Recent developments in ML have resulted in numerous RF variants. However, two RF variants, 
namely rotF and oRF have gained interest in the remote sensing community. These two RF variants 
overcome the inherent limitations, i.e. box-like decision boundary and single feature node splitting 
of the traditional RF model. Additionally, rotF and oRF have been shown to yield superior 
classification results, often outperforming RF. However, it must be noted that only a limited number 
of studies to date have evaluated the utility of rotF and oRF. Additional research is warranted in order 
to establish their generalised use for the classification of hyperspectral data, in particular, the 
classification of imaging spectroscopy data. 
The traditional RF model continues to be widely used for processing hyperspectral data, and 
repeatedly yields above satisfactory results. However, RF variants are likely to take centre stage in 
the future given their better performance compared with the traditional RF model. Future research 
should thus focus on the RF variants, in particular oRF and rotF. Feature selection algortithms 
embedded with RF have grown in popularity, given their abilty to select an optimum subset of features 
that are then used for further processing. Algortihms such as Boruta produce smaller feature subsets 
that ultimately yield high classification accuracies. Thus, RF rankings are less likely to be used in the 
future, for selecting subsets of important bands. RF’s sensitivity to noise and imbalanced class 
distributions requires further investigation. In particular, class label noise in hyperspectral datasets. 
The RF proximity matrix provides a powerful means to detecting anomalies in hyperspectral datasets, 
and for classification where limited or no reference data are available. This is particularly significant 
in a commercial (operational) environment. Further research is thus required regarding the operational 
use of URF. The implementation of RF and / or its variants, in fact any machine learning algorithm, 
depends on several constraints such as input data and computational infrastructure. Ultimately, there 




CHAPTER 3:  SELECTING THE MOST IMPORTANT BANDS FOR 
MODELLING FUSARIUM STRESS USING BORUTA 
Poona NK & Ismail R 2014. Using Boruta-selected spectroscopic bands for the asymptomatic 
detection of Fusarium circinatum stress. IEEE Journal of Selected Topics in Applied Earth 
Observations and Remote Sensing 70, 3764-3772. 
Poona NK & Ismail R 2012. Discriminating the early stages of Fusarium circinatum infection of 
Pinus radiata seedlings using high spectral resolution data. Proceedings of the 9th International 
Conference of the African Association of Remote Sensing and the Environment (AARSE2012), held 
29 October-2 November 2012, El Jadida, Morocco. 
Abstract 
High spectral resolution multitemporal data were used to model asymptomatic stress caused by F. 
circinatum in 3-month old P. radiata seedlings. The objectives of the study were to 1) identify an 
optimal subset of bands that could model asymptomatic stress in P. radiata seedlings, and 2) develop 
a robust classification model for discriminating healthy and stressed seedlings. In order to achieve 
these objectives, spectral data were collected for healthy, infected, and damaged seedlings using a 
handheld field spectroradiometer. The data were analysed, first for combined classes (i.e. H-I-D) and 
then for class pairs (i.e. healthy-infected (H-I) and infected-damaged (I-D)) using the Boruta 
algorithm. Results indicated that the best discrimination was possible at week three for all classes, 
with a KHAT value of 0.79 and an out-of-bag error of 14% (CV error = 16%), using a subset of 107 
bands. A closer examination of the class pairs, namely H-I and I-D, showed improved discrimination 
with KHAT values of 0.82 and 0.84, respectively. The H-I class pair was classified using a subset of 
only 38 bands, whereas the I-D class pair was classified using a subset of 40 bands. Overall, this study 
demonstrated that it is more difficult to discriminate asymptomatic stress when additional stress 
related classes are present. Nonetheless, the methodology developed in this study has the potential to 
be operationalised within a nursery environment for the early detection of F. circinatum-induced 
stress in P. radiata seedlings. 






F. circinatum is a highly virulent fungal pathogen (Cram & Fraedrich 2009) causing widespread 
mortality of P. radiata and P. patula seedlings (Wingfield et al. 2008). The fungus, which causes 
pitch canker disease in mature trees, was first reported in 1990 (Morris 2010) and has since become 
endemic in nurseries across South Africa (Roux et al. 2007; Porter et al. 2009). F. circinatum is a 
serious problem in South African pine nurseries as there is currently no effective method for control 
(Storer et al. 1998). The problem is compounded by the fact that seedlings provide an important 
pathway for pathogen propagation (Desperez-Loustau et al. 2006). Symptoms of F. circinatum 
infection may develop in young seedlings, or the fungus may remain latent until stress results in 
symptom development (Mitchell et al. 2011). The primary symptoms of F. circinatum infection 
include initial tip wilting and discolouration beneath the growing tip (Figure 3.1c). Seedlings later 
turn brown, with continued needle chlorosis. Severe needle chlorosis results in seedling mortality 
(Figure 3.1d) (Mitchell et al. 2011). 
(a) 
 
(b) Week 1, 2, and 3 
 
(c) Week 4 
 
(d) Week 5 
 
A healthy seedling. 
No visible symptoms 
of F. circinatum 
infection. 
Seedlings show no 
visible signs of 
infection for the first 
three weeks following 
inoculation. 
Initial symptoms of 
wilting of needle tips at 
week four. The 
‘falling-off’ of the 
apical stem is 
characteristic of F. 
circinatum infection. 
Needle chlorosis five 
weeks after 
inoculation, with very 
few remaining green 
needles. Several 
seedlings have already 
died. 
Figure 3.1: Symptom development of F. circinatum infection in P. radiata seedlings. A healthy 
seedling (a) is shown as a reference. Symptom expression became more prominent with time, 
ultimately leading to seedling death. 
The inability to readily detect F. circinatum infection in young seedlings, and the subsequent 
mortality of seedlings and young trees in plantations, has dire consequences for the future 
sustainability of South Africa’s pine trees (Roux et al. 2007). It is hence important to detect the fungus 




the development of pitch canker disease at the plantation level. Improved methodologies for early 
stress detection are thus pertinent, and are a key element in managing the fungal pathogen (Cram & 
Fraedrich 2009). 
Several authors (for example Hoque et al. 1992; Stone et al. 2003; Moshou et al. 2004; Pontius et al. 
2005; Jones et al. 2010) have successfully demonstrated the use of spectroscopic data for early stress 
detection in plants. Early stress detection relies on identifying specific bands (Carter & Miller 1994; 
Lichtenthaler 1998; West et al. 2003) that correspond to specific physiological responses of the plant 
in relation to the stress (Chaerle et al. 2007). A specific spectral response can thus be related directly 
to a specific host-stressor relationship (Mahlein et al. 2012). The ability to relate a spectral response 
to a specific stressor is significant in the context of this study because the hypothesis that seedlings 
stressed due to F. circinatum infection can be discriminated from seedlings stressed due to physical 
damage, is tested. Hence, the utility of spectroscopic data offers two key advantages for the 
application of plant stress detection. Firstly, the high spectral resolution is vital for detecting subtle 
variations in leaf reflectance (Carter & Knapp 2001; Vigier et al. 2004; Mutanga et al. 2009) which 
can be associated with a specific stressor. Secondly, repeated spectral measurements allow for the 
non-destructive collection of multitemporal data (Apan et al. 2005; Sankaran et al. 2010), which may 
provide useful information with regards to the symptomatic progression of the stressor (Delalieux et 
al. 2007; Jones et al. 2010). 
Although hyperspectral data can provide detailed information on the spectral properties related to 
plant stress, the inherent high dimensionality of the data makes analysis challenging (Kursa et al. 
2010; Pal & Foody 2010). The ‘curse of dimensionality’ often results in reduced classification 
accuracies arising from the number of samples (n) being many times less than the number of features 
(p) (Pal & Foody 2010; Mianji & Zhang 2011). One approach of mitigating the Hughes effect 
(Hughes 1968) is to reduce the high data dimensionality using feature selection techniques with the 
aim to improve prediction model accuracy, and to produce an optimal subset of the original feature 
set in which redundant or irrelevant features have been removed (Hapfelmeier & Ulm 2013). The key 
advantage of feature selection approaches is that no information relating to individual feature 
importance is lost (Janecek et al. 2008). Feature selection, or waveband selection in the context of 
this study, thus involves finding an optimal subset of bands that provides the best classification 
accuracy. 
Recently, several authors have advocated the utility of the random forest (RF) algorithm (Breiman 
2001) as a wrapper-based feature selection method. RF is an ensemble of unpruned decision trees 
(DTs) constructed from bootstrap samples derived from the training data (Breiman 2001). Coupled 




irrelevant features (Ismail & Mutanga 2010; Ismail & Mutanga 2011). The algorithm is relatively 
robust to outliers and noise, and does not over-fit (Biau 2012). Furthermore, it is computationally 
more efficient than bagging or boosting, is simple to implement, incorporates interactions between 
predictors, and provides estimates of error, strength, and correlation (Breiman 2001). RF has been 
successfully applied in a number of hyperspectral studies; see for example Abdel-Rahman et al. 
(2009), Ismail & Mutanga (2010), Ismail & Mutanga (2011), and Adam et al. (2012). In all of these 
studies, RF was implemented with a feature selection algorithm, given that RF does not inherently 
provide for feature selection (Knights et al. 2011), but provides only an importance measure for 
ranking features (Breiman 2001). For example, Adam et al. (2012) applied RF with a forward variable 
selection (FVS) technique to identify the important bands for discriminating Cyperus papyrus from 
co-existing species. The FVS technique produced a subset of ten bands from the original 126, 
equivalent to a 92% reduction in dimensionality. Classification using the subset of ten bands resulted 
in improved overall classification accuracy. Ismail & Mutanga (2011) used a RF wrapper-based 
technique on backward variable selection (BVS) (Díaz-Uriarte & Alvarez de Andrés 2006), which 
yielded a subset of five bands of an original 64 bands. Using only 8% of the original bands resulted 
in the lowest overall misclassification rate. 
A promising wrapper technique embedded with RF is Boruta (Kursa et al. 2010; Kursa & Rudnicki 
2010; Kursa & Rudnicki 2011). Unlike the wrapper methods FVS and BVS that aim to find a minimal 
subset of strongly relevant bands (Blum & Langley 1997; Kohavi & John 1997), Boruta selects bands 
that are both strongly and weakly relevant (Blum & Langley 1997; Kohavi & John 1997) in terms of 
providing the best classification accuracy (Kursa & Rudnicki 2011). Kohavi & John (1997) showed 
that strongly relevant features contribute directly to high model accuracy, whereas weakly relevant 
features can also contribute to model accuracy. The authors further noted that the selection of relevant 
features alone does not imply selection of an optimal feature subset. Thus selecting both strongly and 
weakly relevant bands should provide a model with the highest prediction accuracy. 
Several studies have demonstrated the utility of the Boruta algorithm as an efficient technique for 
feature selection (Kursa et al. 2010; Kursa & Rudnicki 2010; Kursa & Rudnicki 2011) and it has been 
applied in a number of studies including document indexing (Augereau et al. 2011), microbial 
metagenomic analyses (Saulnier et al. 2011; Riehle et al. 2012), microarray gene expression studies 
(Kursa & Rudnicki 2011), and forest biodiversity modelling (Leutner et al. 2012). Leutner et al. 
(2012) employed Boruta to determine relevant predictive features for modelling forest species 
richness. This was done in the context of comparing the individual and combined use of LiDAR and 
hyperspectral data. Boruta reduced the dataset by 72%, from 125 bands to 35 bands. However, the 




performance of the final RF model. This is contrary to studies in the other disciplines mentioned 
above; Augereau et al. (2011), Saulnier et al. (2011), Riehle et al. (2012), Kursa & Rudnicki (2011), 
and Leutner et al. (2012). 
We are not aware of any prior study that has evaluated the efficacy of Boruta for analysing 
hyperspectral data. In this study, RF was used to model asymptomatic stress in P. radiata seedlings 
infected by F. circinatum, using high spectral resolution data. The Boruta algorithm was used to 
determine the optimal subset of bands, in order to improve RF model classification accuracy. 
Waveband selection and classification was initially undertaken using the combined classes (i.e. H-I-
D), and subsequently undertaken for the class pairs (i.e. H-I and I-D). This study specifically tests the 
application of the RF and Boruta feature selection algorithm for discriminating healthy and infected 
P. radiata seedlings prior to symptom expression. 
3.2 MATERIALS AND METHODS 
3.2.1 Seedling inoculation 
A total of 150 seedlings were randomly sampled from two trays consisting of three month old P. 
radiata seedlings (n = 196). Subsequently, the seedlings were divided into three equal classes (n = 
50) and labelled as healthy (negative control), artificially damaged (positive control), and infected. A 
positive control was included to determine if it was possible to discriminate F. circinatum-associated 
stress from stress resulting from physical damage to the seedlings (i.e. artificial wounding). The 
assumption was that the spectral response of infected seedlings and artificially damaged seedlings 
was statistically different. For the infected class, seedling inoculation followed the pitch canker 
fungus (PCF) screening facility best operating practice (Forestry and Agricultural Biotechnology 
Institute: Pretoria, South Africa) inoculum procedure. Firstly, the apical buds of the seedlings were 
topped and ten microliters of spore suspension (50 000 spores.ml-1 in 15% glycerol solution) prepared 
from the F. circinatum isolate (FCC 3579) was then placed onto the topped apical buds. For the 
artificially damaged class (positive control), only the apical buds of the seedlings were topped. 
3.2.2 Spectral data acquisition and pre-processing 
Seedlings were monitored for F. circinatum symptom development over five weeks following 
inoculation. Spectroscopic data were collected weekly between 10:00 and 15:00 using an Analytical 
Spectral Devices (ASD) FieldSpec® Pro FR spectroradiometer. The instrument acquires data in the 
350-2500 nm spectral range with a spectral resolution of 3 nm in the 350-1000 nm spectral range and 
a spectral resolution of 10 nm in the 1000-2500 nm spectral range. The ASD data is then resampled 




the instrument was optimised using a Spectralon® white reference Rumpf et al. (2010). The fibre 
optic cable was attached to a pistol grip mounted onto a tripod and positioned above the sample at the 
nadir position. 
Seedlings were scanned using a 23o field-of-view. Each seedling was rotated through a 360o rotation 
for five readings (Hatchell 1999) to minimise the effects of shadowing. Spectra were captured weekly 
per seedling for each of the three classes over a five week period providing a total of 3 750 spectral 
measurements. The five spectral readings per seedling were then averaged to a single reading per 
seedling (ASD Inc. 2011) resulting in a total of 750 spectral measurements that were used for analysis. 
Atmospheric water absorption bands (1350-1460nm and 1790-1960nm) were removed due to the 
noise resulting from the atmosphere strongly absorbing incident radiation at these wavelengths 
(Hatchell 1999; Walker 2009). 
3.2.3 Classification using random forest 
RF was developed by Breiman (2001) as an extension of bagging (bootstrap aggregation) trees and 
is an ensemble of weak unbiased classification or regression trees. Classification using RF is 
performed by first drawing a bootstrap sample (i.e. with replacement) consisting of approximately 
two thirds of the original dataset. An unpruned classification tree is then fitted to each bootstrap 
sample. At each node split, a random subset of possible features (mtry) is selected and the final 
classification is based on a majority vote determined by all trees in the ensemble (ntree). Optimisation 
of the RF algorithm was undertaken following the method proposed by Díaz-Uriarte & Alvarez de 
Andrés (2006). This method involves using increasing and decreasing factors of the default mtry 
value. The values for ntree were varied from 500 to 2500 by a factor of 500. Within the context of 
hyperspectral applications this method of optimising the mtry and ntree parameters was adopted by 
Ismail & Mutanga (2010) and Adam et al. (2012). 
The remaining one third of the samples (i.e. OOB samples) is used to compute 1) the OOB error, 
which is an unbiased estimate of the training error and 2) feature importance. The most commonly 
used measure of RF feature importance is the mean decrease in accuracy (Genuer et al. 2010). Feature 
importance is calculated by randomly permuting each feature in the OOB sample, and determining 
the increase in OOB error after each permutation. The higher the increase in OOB error, the more 
important is the feature (Genuer et al. 2008). The mean decrease in accuracy for a permuted feature 




∑ (𝑒𝑟𝑟𝑂𝑂𝐵𝑡𝑗 − 𝑒𝑟𝑟𝑂𝑂𝐵𝑡)𝑡       (Equation 3.1) 




 𝑂𝑂𝐵𝑡 = features not included in the bootstrap sample used to construct t 
 𝑒𝑟𝑟𝑂𝑂𝐵𝑡 = the error / misclassification rate of a single tree t on the sample 𝑂𝑂𝐵𝑡 
 𝑂𝑂𝐵𝑡𝑗 = permuted sample from randomly permuting the values of 𝑋
𝑗 in 𝑂𝑂𝐵𝑡 
 𝑒𝑟𝑟𝑂𝑂𝐵𝑡𝑗 = the error of the predictor t on the perturbed sample 
RF was implemented using the randomForest library Liaw & Wiener (2002) in the R statistical 
software (R Development Core Team 2019). 
3.2.4 Feature selection with Boruta 
Waveband selection was undertaken using the Boruta algorithm (Kursa & Rudnicki 2010), to 
compute an optimal subset of bands for discriminating the three classes (i.e. healthy, infected, and 
damaged). Boruta is a wrapper embedded with RF that evaluates waveband importance by creating 
an ensemble of corresponding artificially added ‘shadow’ bands randomly sampled from the original 
dataset, for each waveband in the dataset. Using this extended dataset, the Boruta algorithm computes 
and then iteratively compares Z-scores between each waveband and the shadow waveband. Z-scores 
are based on the mean decrease in accuracy as calculated by the RF algorithm. Waveband importance 
is assessed by comparing bands in the original dataset with bands in the randomised dataset (Kursa 
et al. 2010; Kursa & Rudnicki 2010). Many RF models are fit iteratively until either the desired 
number of iterations is completed (maxRuns), or until bands are classified as either confirmed or 
rejected. When the algorithm has stopped due to maxRuns, those bands for which importance have 
not been assigned, are classified as tentative (Kursa 2012). In this study, Boruta was run in the default 
light mode whereby unimportant bands were dropped along with their shadow bands as the algorithm 
proceeded through the iterations. Using the alternate force mode would result in all shadows being 
maintained for the entire run of Boruta (Kursa 2012). The force mode is not generally used as it is 
experimental and has not been fully tested. 
3.2.5 Classification accuracy 
OOB error rates were used to compute the overall classification accuracy using a confusion matrix. 
A confusion matrix (Kohavi & Provost 1998) shows actual and predicted classifications performed 
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𝑖=1       (Equation 3.2) 
where 𝑦𝑖 is the ith element of the training dataset (𝑋), 𝑔𝑂𝑂𝐵 is the aggregated prediction based 




Additionally, a discrete multivariate technique called Kappa, or KHAT statistic (Congalton & Green 
2009), was used to test whether the values in the confusion matrix are due to true agreement, or 
chance agreement. In order to test the robustness of the feature selection (i.e. for each iteration) and 
the classification procedures used in this study, 10-fold CV was performed. CV splits the dataset into 
equal parts (n = 10), with n – 1 parts used as the training dataset and the nth part used as the test 
dataset (Hastie et al. 2009). 
3.3 RESULTS 
The results presented in the following sections focus only on week one, week two, and week three 
given that for these three weeks seedlings were asymptomatic. Week four and week five have been 
excluded as seedlings showed visual symptoms of F. circinatum-induced stress. 
3.3.1 Analysis of waveband importance and classification accuracy using random forest 
Results for RF with the default mtry (the square root of the total number of input bands; p = (√1 769) 
and ntree (the number of trees to grow in the forest; n = 500), and optimised mtry and ntree values 
are shown in Table 3.1. The best overall classification results were obtained for week three with an 
OOB error of 16.67% (CV error = 18.67%) and a KHAT value of 0.75. Optimised mtry and ntree 
values provided the best classification results as indicated by both the OOB and CV error rates. RF 
hyperparameters were subsequently optimised for all subsequent analysis. 
Table 3.1: Random forest classification results using all bands (n = 1769) for the combined classes. 
The three measures of classification accuracy are the out-of-bag (OOB) error, cross-validation (CV) 
error (indicated in parentheses), and KHAT. 
Week Default RF Hyperparameters Optimised RF Hyperparameters 
mtry ntree OOB error (%) KHAT mtry ntree OOB error (%) KHAT 
1 42 500 28.67 (28.00) 0.57 210 1000 26.00 (26.67) 0.61 
2 42 500 32.00 (35.33) 0.52 210 500 28.67 (32.67) 0.57 
3 42 500 17.33 (19.33) 0.74 168 500 16.67 (18.67) 0.75 
It is evident from Figure 3.2 that the most important bands for discriminating between the three 
classes are located in the red-edge region (between 680 and 780 nm), and the NIR region (between 
780 and 1200 nm) of the EMS. A limited number of important bands are also located in the SWIR 
region (between 1200 and 2500 nm) for week three. Bands with the highest mean decrease in accuracy 
(and therefore the most important bands) were located in the NIR region for week one and week three, 





3.3.2 Waveband selection and classification using the Boruta algorithm 
In order to evaluate the sensitivity of the Boruta algorithm, ntree values were varied from 500 to 2500 
for each week. It is evident from Table 3.2 that waveband selection is sensitive to changes in the ntree 
value. In total, 15 subsets of bands were evaluated and the most relevant subset of bands were selected 
based on the classification results as determined by the OOB and CV error rates. Table 3.3 
summarises the best subset of bands for each week. Week three provided the best overall 
classification accuracy with an OOB error of 14% (CV error = 16%) and KHAT of 0.79. These results 
were achieved using only 107 of the original 1 769 bands. This is equivalent to a 93.95% reduction 
in dimensionality. The bands selected by the Boruta algorithm are shown in Figure 3.3. Bands in the 
visible (VIS), red-edge, NIR, and SWIR regions were selected across all three weeks. Table 3.3 
provides a detailed summary of the location of these bands. By comparing these results with those 
achieved for RF waveband importance (Figure 3.2) it is possible to isolate specific regions of the 
EMS that may be useful to detect asymptomatic stress in P. radiata seedlings. 
In order to determine if it was possible to discriminate F. circinatum-associated stress from stress 
resulting from physical damage to the seedlings, the following section focusses more specifically on 
1) week three since it provided the best classification accuracies, and 2) the H-I, and I-D class pairs. 
RF with the Boruta feature selection algorithm was implemented for the selected class pairs using the 
spectral measurements obtained from week three. 
The results presented in Table 3.4 show similar classification accuracies for both the H-I (OOB error 
= 9%, CV error = 11%) and I-D (OOB error = 8%, CV error = 10%) class pairs. These results indicate 
excellent discrimination potential between the classes. A comparison of the classification results for 
the combined classes (Table 3.3) and the class pairs (Table 3.4) indicated that better discrimination 
was possible when evaluating the class pairs as opposed to the combined classes. Improved 
classification accuracies could thus be obtained for discriminating class pairs as opposed to 
discriminating the combined classes. 
Figure 3.4 shows the location of the relevant bands as selected by the Boruta algorithm for the 
respective class pairs. More specifically, as shown in Table 3.4, Boruta selected a total of 38 bands 
that could potentially discriminate the H-I class pair, whereas 40 bands were selected for 
discriminating the I-D class pair. For the H-I class pair, Boruta selected bands from the VIS (n = 1), 
NIR (n = 31), and SWIR (n = 6) regions, whereas for the I-D class pair, only bands from the NIR (n 
= 29) and SWIR (n = 11) were selected. It is thus evident that discriminating healthy and infected as 





Table 3.2: Sensitivity of the Boruta algorithm to increasing number of trees in the forest (ntree). The 
three measures of classification accuracy are the out-of-bag (OOB) error, cross-validation (CV) error 
(indicated in parentheses), and KHAT. 
Week ntree Number of Boruta 
bands 
OOB error (%) KHAT 
1 500 54 28.00 (26.00) 0.58 
1000 80 24.00 (25.33) 0.64 
1500 95 25.33 (22.67) 0.62 
2000 85 27.33 (25.33) 0.59 
2500 101 24.00 (26.00) 0.64 
2 500 39 30.00 (32.00) 0.55 
1000 66 32.00 (28.67) 0.54 
1500 88 29.33 (30.67) 0.56 
2000 82 29.33 (30.67) 0.56 
2500 93 31.33 (32.67) 0.53 
3 500 62 14.67 (16.67) 0.78 
1000 78 19.33 (20.00) 0.71 
1500 107 16.00 (17.33) 0.79 
2000 107 14.00 (16.00) 0.79 
2500 125 15.33 (14.00) 0.77 
 
An evaluation of Table 3.3 and Table 3.4 for week three revealed a marked difference in the number 
of bands required for discriminating F. circinatum. For the multiclass setting where all three classes 
are present, discrimination was possible using 107 bands. However, for the binary setting, where only 
two classes are present, discrimination was possible using only 38 and 40 bands for the H-I and I-D 
class pairs respectively. It was thus evident that for a binary classification a reduced subset of bands 
could be used to discriminate between classes. Furthermore, specific wavelength regions could be 
identified as relevant for discriminating the class pairs. For example, only 29 bands in the NIR region 
located between 1118 and 1151 nm, and 11 bands in the SWIR region located between 1337 and 1789 
nm are relevant for discriminating infected and damaged seedlings at week three. 
3.4 DISCUSSION 
This study represented a first attempt at selecting an optimal subset of bands from hyperspectral data 
using the RF and Boruta algorithms. Additionally, the results of this study are significant to the pine 
forest industry in South Africa given that no such study has previously been undertaken to detect F. 
circinatum infection in P. radiata seedlings prior to visual symptom expression. The remote sensing 
and ML framework presented in this study has potential application for pre-visual seedling screening 




   
Figure 3.2: Waveband importance as determined by the random forest algorithm using optimised mtry and ntree values for the combined classes. 
Waveband importance is indicated by the grey bars. The arrow indicates those bands with the highest mean decrease in accuracy. The spectral curve 
represents the mean signature of a healthy P. radiata seedling, and is used as a reference. 
 
 
Table 3.3: Waveband selection and classification using Boruta-selected bands for the combined classes. The three measures of classification accuracy 


















(350 nm to 680 nm) 
Red-edge 
(680 nm to780 nm) 
NIR 
(780 nm to 1200 nm) 
SWIR 
(1200 nm to 2500 nm) 
Bands Region Bands Region Bands Region Bands Region 
1 80 4.52 24.00 (25.33) 0.64 21 643-680 17 681-699 35 933-1144 7 1498-1588 
2 82 4.64 29.33 (30.67) 0.56 30 351-680 15 682-697 34 933-1135 3 1963-1973 
3 107 6.05 14.00 (16.00) 0.79 32 400-677 15 683-697 45 933-1153 15 1334-1349 
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Figure 3.3: Boruta-selected bands for the combined classes. The grey bars indicate the most relevant bands selected by Boruta. The spectral curve 
represents the mean signature of a healthy P. radiata seedling, and is used as a reference. 
 
 
Table 3.4: Waveband selection and classification using Boruta-selected bands for the healthy-infected (H-I), and infected-damaged (I-D) class pairs. The 
















(350 nm to 680 
nm) 
Red-edge 
(680 nm to780 
nm) 
NIR 
(780 nm to 1200 nm) 
SWIR 
(1200 nm to 2500 nm) 
Bands Region Bands Region Bands Region Bands Region 
H-I 38 2.15 9.00 (11.00) 0.82 1 680 - - 31 933-1151 6 1344-1349 






Figure 3.4: Boruta-selected bands for the healthy-infected (H-I) class pair (a) and the infected-
damaged (I-D) class pair (b). The grey bars indicate the most relevant bands selected by the Boruta 
algorithm. The spectral curve represents the mean signature of a healthy P. radiata seedling, and is 
used as a reference. 
3.4.1 Disease progression in P. radiata seedlings 
An extensive literature search revealed that little is known about the incubation period for F. 
circinatum in P. radiata seedlings. However, a study conducted by Gordon et al. (2006) on two year 
old P. radiata tree branches, showed that the incubation period was 31 days, which is the equivalent 
of approximately four weeks. This incubation period correlates well with the timeframes utilised in 
this study. No visual symptoms were evident during the first three weeks following inoculation, i.e. 
week one, two, and three were asymptomatic. At week four, wilting of the growing tip and needle 
chlorosis were evident (Figure 3.1). By week five, most seedlings had advanced needle chlorosis, 
with several seedlings having already died. 
The earliest removal of infected seedlings from nurseries is critical given that F. circinatum is largely 
responsible for the high mortality of P. radiata seedlings in South Africa (Mitchell et al. 2011). High 
mortality rates reported for Pinus species have a major economic impact on the South African forestry 
industry, with estimated annual losses of 12 million Rand (Morris 2010). Therefore, control of F. 
circinatum within nurseries is the best means of reducing the mortality of field stock (Mitchell et al. 
2011). Identifying and immediately removing asymptomatic infected seedlings from nurseries before 
sowing should help reduce mortality rates and the associated economic losses. 
3.4.2 Waveband selection and classification using the Boruta algorithm 
RF is an efficient technique for analysing hyperspectral data (Ismail et al. 2008; Ham et al. 2011; 
Ismail & Mutanga 2011). Results of this study confirm the utility of RF as a robust and effective 
algorithm for the classification of hyperspectral data, where 1) n << p and 2) classes are spectrally 
similar (Ismail & Mutanga 2011). The results further demonstrate that the use of optimised mtry and 
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ntree values produce higher classification accuracies. In this study, the best overall classification 
results using the RF algorithm were obtained for week three with an OOB error of 16.67% (CV error 
=18.67%) and KHAT of 0.75. The higher error rates for week one (OOB error = 26%, CV error = 
26.67%) and week two (OOB error = 28.67%, CV error = 32.67%) are likely due to similar spectral 
reflectance of the classes during the early stages of the experiment. As the disease progressed, 
biochemical changes within the plant likely resulted in changes in leaf reflectance (Pontius et al. 
2005), and subsequently greater spectral dissimilarity. The plant’s biochemical response to stress 
associated with the physical damage likely prompted a different response to that of infection by F. 
circinatum, but also resulting in changes in leaf reflectance. The difference in spectral response would 
have been more pronounced in seedlings where the fungus remained latent (Mitchell et al. 2011) prior 
to stress resulting from artificial damage. This could explain the good classification results obtained 
at week three. 
The limitation of the RF algorithm is its inability to select an optimal subset of features for 
classification. The Boruta algorithm simplified the classification process by reducing the original 
dataset (n = 1 769) by as much as 93.95% (i.e. for week 3). The Boruta subset of bands comprised 
both strongly relevant and weakly relevant bands (Kohavi & John 1997; Kursa & Rudnicki 2011). 
Strongly relevant bands selected by Boruta correlated well with RF-selected bands, i.e. bands with 
the highest mean decrease in accuracy (Figure 3.5). Boruta additionally selected weakly relevant 
bands, i.e. bands that were not strongly relevant, but together with the strongly relevant bands 
provided the best classification result (Kohavi & John 1997). For week three, strongly relevant bands 
were located in the red (between 643 and 677 nm), red-edge, NIR, and SWIR regions. Boruta 
additionally selected weakly relevant bands located in the blue region between 400 and 412 nm, and 
in the NIR between 933 and 951 nm. 
Waveband selection using Boruta showed improved overall classification performance, across all 
three weeks for both the combined classes and class pairs. Although not previously used for 
hyperspectral data analysis, the results obtained in this study compare favourably with studies by 
Kursa et al. (2010) and Kursa & Rudnicki (2010) who demonstrated that the Boruta algorithm 
provided significant reduction in dimensionality, and often a decrease in error rates. 
In this study, the combined classes showed a decrease in error rates for week three, with the OOB 
error decreasing from 16.67% to 14% and the CV error decreasing from 18.67% to 16% when using 
RF with the Boruta feature selection algorithm. These classification results were achieved using only 
107 bands, equivalent to 6.05% of the original dataset, illustrating the effect of feature selection on 
classification accuracy. Similar results were obtained for the H-I and I-D class pair analysis with 
OOB error rates of 9% and 8%, and CV error rates of 11% and 10% achieved using only 38 (2.15%) 
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and 40 (2.26%) bands respectively. These results also compare favourably to previous forest health 
studies that have employed wrappers embedded with RF for the classification of hyperspectral data 
(Ismail & Mutanga 2010; Ismail & Mutanga 2011; Adam et al. 2013). 
The hypothesis in this study was that the spectral response of infected seedlings and artificially 
damaged seedlings was statistically different. The results obtained in this study established that the 
spectral response of an infected seedling is different from the spectral response of a damaged seedling. 
Hence it is possible to discriminate F. circinatum-associated stress in P. radiata seedlings from stress 
resulting from physical damage to the seedlings. Furthermore, the results confirm that a spectral 
signature can be related to a specific stressor (i.e. F. circinatum) and that individual bands located at 
specific regions of the EMS have the potential to discriminate healthy and stressed seedlings. 
3.4.3 Asymptomatic detection of F. circinatum infection in P. radiata seedlings 
For the combined classes, discrimination of healthy and asymptomatic seedlings was possible using 
Boruta-selected bands located across the VIS, red-edge, NIR, and SWIR regions for all three weeks 
(Table 3.2). The bands were located predominately in the VIS and NIR regions for all three weeks. 
For the H-I class pair, discrimination of healthy and asymptomatic seedlings at week three was 
possible using Boruta-selected bands across the VIS, NIR, and SWIR regions, with the majority of 
the bands located in the NIR (n = 31) and SWIR (n = 6) regions. A single waveband was located in 
the VIS region at 680 nm. Similar results were obtained for the I-D class pair with Boruta-selected 
bands dominating the NIR (n = 29) and SWIR (n = 11) regions. These results compare favourably to 
previous studies (Naidu et al. 2009; Abdel-Rahman et al. 2010; Grisham et al. 2010) that have 
attempted to detect asymptomatic stress using high spectral resolution data, and concluded that the 
most important bands for discrimination were located in the VIS and NIR regions. These results are 
also similar to Ismail et al. (2008) who found that bands in the VIS and NIR regions showed the 
highest potential in discriminating the healthy, green, and red, attack stages of S. noctilio in P. patula 
trees. Abdel-Rahman et al. (2010) further demonstrated the significance of bands in the red-edge 





   
Figure 3.5: Comparing random forest waveband importance and Boruta waveband selection for the combined classes. The black bars represent the mean 
decrease in accuracy for random forest, and the grey bars represent bands selected using Boruta. The X-axis is indicative of waveband importance (in 
the case of RF) / relevance (in the case of Boruta). 
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For the I-D class pair, important bands were located only in the NIR (n = 29) and SWIR (n = 11) regions 
(Table 3.3), suggesting that asymptomatic seedlings could be discriminated using bands located in these 
regions. These results are similar to Ismail & Mutanga (2011) who showed that bands in the SWIR region 
had the greatest potential for discriminating the early stages of S. noctilio infection in P. patula. The 
ability to discriminate F. circinatum-induced stress and stress due to damage in P. radiata seedlings is 
significant toward separating damaged and infected seedlings in which the fungus may be latent (Mitchell 
et al. 2011). 
3.5 CONCLUSIONS 
This study set out to model asymptomatic stress in three month old P. radiata seedlings that were 
inoculated with the fungal pathogen F. circinatum. Overall, the results showed that it is possible to detect 
asymptomatic stress in P. radiata seedlings using hyperspectral data. This was possible during the three 
weeks following inoculation, with week three providing the best discrimination between the classes. 
Waveband selection using the Boruta algorithm embedded with the RF classification algorithm produced 
a more accurate model for 1) discriminating healthy and infected seedlings, 2) providing insight into 
which bands could potentially discriminate healthy and stressed seedlings and 3) discriminating the 
spectral response of F. circinatum-related stress in P. radiata seedlings and stress due to physical damage 
of the seedlings. However, the Boruta-selected bands still need to be validated through further studies. 
Such validation studies will reinforce the utility of Boruta (compared with other feature selection 
algorithms) and the identification of selected wavebands for discriminating F. circinatum-related stress 




CHAPTER 4:  SELECTING THE MOST IMPORTANT BANDS FOR 
MODELLING FUSARIUM STRESS: COMPARING RANDOM 
FOREST WRAPPERS 
Poona NK, Van Niekerk A, Nadel RL & Ismail R 2016. Random forest (RF) wrappers for waveband 
selection and classification of hyperspectral data. Applied Spectroscopy, 70:2, 322-333. 
Poona NK & Ismail R 2013. Reducing hyperspectral data dimensionality using random forest based 
wrappers. Proceedings of IEEE International Geoscience and Remote Sensing Symposium 
(IGARSS2013), held 21-26 July 2013, Melbourne, Australia. 
Abstract 
Hyperspectral data collected using a field spectroradiometer was used to model asymptomatic stress in 
P. radiata and P. patula seedlings infected with the pathogen F. circinatum. Spectral data were analysed 
using the random forest algorithm. In order to improve the classification accuracy of the model, subsets 
of bands were selected using three feature selection algorithms: (1) Boruta; (2) recursive feature 
elimination (RFE); and (3) area under the receiver operating characteristic curve of the random forest 
(AUC-RF). Results highlighted the robustness of the above feature selection methods when used in 
conjunction with the random forest algorithm for analysing hyperspectral data. Overall, the Boruta 
feature selection algorithm provided the best results. When discriminating F. circinatum stress in P. 
radiata seedlings, Boruta-selected bands (n = 69) yielded the best overall classification accuracies 
(training error of 17%, independent test error of 17% and an AUC value of 0.91). Classification results 
were, however, significantly lower for P. patula seedlings, with a training error of 24%, independent test 
error of 38%, and an AUC value of 0.65. A hybrid selection method that utilises combinations of bands 
selected from the three feature selection algorithms was also tested. The hybrid method showed an 
improvement in classification accuracies for P. patula, but no improvement for P. radiata. The results 
of this study provide impetus towards implementing a hyperspectral framework for detecting stress 
within nursery environments. 
 




F. circinatum (syn. Gibberella circinata) (Nirenberg & O’Donnell 1998) is a fungal pathogen of 
significant economic importance to the international forestry industry as the pathogen results in the 
premature death of seedlings of selected Pinus species (Hammerbacher et al. 2009; Mitchell et al. 2011). 
F. circinatum-related seedling mortality severely affect both nursery production and in field performance 
for up to two years following site establishment, despite attempts to control the pathogen through 
improved silvicultural practices (Crous 2005; Mitchell et al. 2011). Seedling susceptibility studies have 
shown that P. radiata and P. patula are highly susceptible to F. circinatum infection (Hodge & Dvorak 
2000; Wingfield et al. 2002). The development of an accurate and efficient detection and monitoring 
methodology is thus essential to reduce the high levels of seedling mortality present within nurseries 
(Cram & Fraedrich 2009). This is particularly significant as F. circinatum-infected seedlings often 
remain asymptomatic following infection (Poona & Ismail 2014). 
The utility of hyperspectral data offers a viable and non-destructive technique for assessing plant health 
during the asymptomatic stage of infection (Ismail & Mutanga 2011; Poona & Ismail 2014). Exploiting 
hyperspectral data for asymptomatic infection is not without its difficulties and challenges. The inherent 
“curse of dimensionality” results in reduced classifier performance, due to the number of bands or 
features being many times more than the number of samples (Pal & Foody 2010; Mianji & Zhang 2011). 
Researchers have consequently employed feature selection algorithms, embedded with classification 
algorithms such as random forest (RF), in an attempt to mitigate the Hughes Effect (Hughes 1968), 
thereby reducing the number of bands to an optimal subset of bands, and improving overall classification 
accuracy (Ismail & Mutanga 2011; Adam et al. 2012; Poona & Ismail 2014). 
The RF algorithm has been successfully applied in a wide array of studies for the classification of high 
dimensional data including microarray data analysis (Díaz-Uriarte & Alvarez de Andrés 2006), 
quantitative structure-activity relationship modelling (Svetnik et al. 2003), genome-wide association 
studies (Touw et al. 2012), and hyperspectral data analysis (Ismail & Mutanga 2011; Adam et al. 2012; 
Poona & Ismail 2014). RF is a bagging (i.e. bootstrap aggregation) ensemble process in which 
classification trees are grown from random samples derived from the training data (Breiman 2001). RF 
uses bagging as well as random variable selection for constructing individual trees in the ensemble (Díaz-
Uriarte & Alvarez de Andrés 2006). The RF algorithm provides several advantages as an ensemble 
classifier: 1) the algorithm incorporates interactions between features (Hapfelmeier & Ulm 2013), 2) is 
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computationally more efficient than bagging or boosting, 3) is robust to overfitting, and 4) provides an 
estimate of variable strength and internal error estimation (Breiman 2001). 
Researchers have explored the utility of feature selection algorithms in an attempt to improve RF 
classification accuracies. Feature selection algorithms are categorised by the manner in which they 
evaluate feature subsets. Filters are applied as a pre-processing step in which waveband selection is based 
on the intrinsic properties of the dataset, and therefore independent of the classification algorithm. Unlike 
filters, wrappers are embedded within the classification algorithm and waveband selection is thus 
dependent on the selected classification algorithm (Guyon & Elisseeff 2003; Saeys et al. 2007). Ismail 
& Mutanga (2011) demonstrated that the use of a wrapper produced a greater reduction in dimensionality 
coupled with improved classification accuracy when compared to using a filter. Additionally, several 
studies, for example Adam et al. (2012) and Poona & Ismail (2014) have employed wrappers, 
successfully demonstrating that feature selection within a RF framework results in improved model 
performance as well as an optimal subset of variables. 
Several popular wrapper methodologies that use RF as the base algorithm, have been applied for the 
analysis of high dimensional data. A backwards elimination procedure termed RFE was introduced by 
Díaz-Uriarte & Alvarez de Andrés (2006). RFE has been implemented in several hyperspectral studies. 
For example, Ismail & Mutanga (2010) used RFE to derive a nested subset (n = 2) from an original 
dataset (n = 9) of spectral parameters that could best predict S. noctilio-induced water stress in P. patula. 
Using RFE also improved the overall RF performance, increasing R2 values from 0.73 to 0.76. Ismail & 
Mutanga (2011) later employed RFE to select an optimal subset of bands (n = 5) from an original dataset 
(n = 64) for discriminating healthy and asymptomatic S. noctilio infestations in P. patula trees. Using the 
RFE selected bands with RF produced the lowest overall misclassification rate of 6.14%. 
The Boruta feature selection algorithm (Kursa et al. 2010; Kursa & Rudnicki 2010; Kursa & Rudnicki 
2011; Rudnicki et al. 2015) has been used in an array of studies including microbial metagenomic 
analyses (Riehle et al. 2012), forest biodiversity modelling (Leutner et al. 2012), and boreal forest habitat 
classification (Räsänen et al. 2014). Within a hyperspectral context, Poona & Ismail (2014) employed 
the Boruta algorithm to derive an optimal subset of bands (n = 38) from an original dataset consisting of 
1 769 bands to discriminate healthy and stressed P. radiata seedlings infected by the fungal pathogen F. 
circinatum. Their study demonstrated that although stress in P. radiata seedlings could be detected one 
week following artificial inoculation, the best discrimination was possible at three weeks post 
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inoculation. The study further demonstrated the utility of the Boruta algorithm within a hyperspectral 
context, which yielded a classification accuracy of 91% using a subset of 38 bands. 
Another RF-based wrapper is the area under the receiver operating characteristic curve of the random 
forest (AUC-RF) (Calle et al. 2011). AUC-RF has been used only in a limited number of studies. Calle 
et al. (2011) employed the AUC-RF and RFE algorithm to determine an optimal subset of single 
nucleotide polymorphisms (SNPs) in inflammatory genes associated with bladder cancer risk. In a similar 
study, López de Maturana et al. (2013) also demonstrated the use of the AUC-RF algorithm, together 
with the Bayesian threshold Least Absolute Shrinkage and Selection Operator model, to determine SNPs 
associated with bladder cancer risk. Within a hyperspectral context, this study represents a first attempt 
at employing the AUC-RF algorithm for feature selection and classification of hyperspectral data. 
The aim of this study was to (i) develop empirical models using hyperspectral data and the RF algorithm 
to discriminate asymptomatic F. circinatum infections in P. radiata and P. patula seedlings within a 
nursery environment, (ii) test the utility of the Boruta, RFE, and AUC-RF algorithms for selecting an 
optimal subset of bands that could potentially yield the best classification accuracies, and (iii) test 
whether combinations of bands selected by the different feature selection algorithms could improve 
classification accuracies. 
4.2 MATERIALS AND METHODS 
4.2.1 Symptoms of F. circinatum infection 
As described by Mitchell et al. (2011), pine seedlings infected with F. circinatum in a nursery 
environment, display symptoms of initial shoot tip wilting and seedling discolouration beneath the 
growing tip (Figure 4.1(c)). Seedlings also show symptoms of needle chlorosis that are coupled with 




Figure 4.1: Initial symptoms associated with F. circinatum infection within a nursery environment. A 
healthy P. patula seedling (a) is shown as a reference. Images courtesy of Institute for Commercial 
Forestry Research, Pietermaritzburg, South Africa. 
4.2.2 Seedling inoculation 
Two independent experiments were set up for this study: 
Experiment 1: 
A total of 100 seedlings were randomly sampled from two trays of 3-month old P. radiata seedlings (n 
= 196). The sampled seedlings were subsequently divided into two equal classes (n = 50) and labelled 
healthy and infected. For the infected class, seedling inoculation followed the PCF screening facility best 
operating practice inoculum procedure (Forestry and Agricultural Biotechnology Institute: University of 
Pretoria, Pretoria, South Africa). This procedure involved first topping the apical buds with a sterile razor 
blade, and then placing a 10 μl spore suspension (50 000 spores ml-1) of F. circinatum isolate (FCC 3579) 
onto the topped apical buds. 
 
Experiment 2: 
A total of 100 seedlings were randomly sampled from five trays of 2-week old P. patula seedlings (n = 
490). The sampled seedlings were subsequently divided into two equal classes (n = 50) and labelled 
healthy and infected. For the infected class, a 50 μl spore suspension (50 000 spores ml-1) of F. circinatum 
isolate (FCC 3579) was placed into the soil medium close to the stem of each seedling. Inoculating the 
soil medium with a higher spore load was undertaken in order to potentially simulate a more ‘natural’ 




4.2.3 Spectral data acquisition 
For both P. radiata and P. patula seedlings, hyperspectral data were collected weekly, over a three week 
period, between 10:00 and 15:00 using a FieldSpec® 3 FR Spectroradiometer (Analytical Spectral 
Devices, Boulder, CO) following inoculation. For the purpose of this study, only data from week one 
and week two was used, given that the focus of this study is on modelling asymptomatic stress. The 
spectroradiometer acquires data in the 350-2500 nm spectral range with a spectral resolution of 3 nm in 
the VIS-NIR region (350-1000 nm) and 10 nm in the NIR-SWIR region (1000-2500 nm). Reflectance 
measurements were calibrated using a Spectralon® white reference panel (Curtiss 2013). Five spectral 
measurements were captured per seedling using the 23o field-of-view (Poona & Ismail 2014). Spectra 
were later averaged to a single reading per seedling (ASD Inc 2011). The spectral data were then pre-
processed to remove atmospheric water absorption bands (1350-1460 nm and 1790-1960 nm) (Hatchell 
1999; Walker 2009). 
4.2.4 Statistical analysis 
4.2.4.1 Random forest 
RF (Breiman 2001) is an ensemble learner that grows hundreds of unpruned classification trees (ntree) 
from bootstrap samples of the original dataset. The bootstrap sample consists of approximately two thirds 
of the original dataset (known as the “in bag” dataset). A single classification tree is then fitted to each 
sample. Each classification tree in the ensemble is split into nodes using a random subset of selected 
features (mtry). From the selected mtry features, a single feature is used to split the nodes. Trees are 
grown using bagging as well as random variable selection. This process results in trees with low bias and 
low correlation amongst individual trees (Díaz-Uriarte & Alvarez de Andrés 2006). The final 
classification is then based on a majority vote of predictions of all trees in the ensemble (Breiman 2001; 
Goldstein et al. 2011). 
Following the recommendation of several hyperspectral studies (Adam et al. 2012; Poona & Ismail 
2014), optimised mtry and ntree values were used for all analyses in this study. The RF hyperparameters 
were optimised by using increasing and decreasing factors of the default mtry value (the square root of 
the total number of input bands; p = √1 769), and varying the ntree value by a factor of 500 up to a 
maximum of 2500 (Díaz-Uriarte & Alvarez de Andrés 2006). This approach has been adopted by Ismail 
& Mutanga (2010), Adam et al. (2012), and Poona & Ismail (2014) for the analysis of hyperspectral data. 
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The one third of the samples (i.e. out-of-bag (OOB) samples) not used to grow trees is used to compute 
1) the OOB error, which provides an internal measure of classification performance, and 2) variable 
importance, which is based on either the mean decrease in accuracy or the Gini index (Breiman 2001). 
The RF algorithm was implemented using the randomForest library (Liaw & Wiener 2002) in the R 
statistical software (R Development Core Team 2019). 
4.2.4.2 Random forest waveband importance 
A useful by-product of RF is variable importance, which is used for feature ranking. RF variable 
importance thus provides insight into which bands or set of bands is most relevant for classification 
(Breiman 2001). The feature selection algorithms used in this study make use of either the Gini 
importance or the permutation importance as a measure of waveband importance. The Gini importance 
is computed as the sum of all decreases in Gini impurity of a splitting variable normalised by the number 
of trees in the forest. Gini impurity (∆𝐺𝐼(𝑡)) is defined by Equation 4.1 (Kawakubo & Toshida 2012): 
∆𝐺𝐼(𝑡) = 𝑃𝑡𝐺𝐼(𝑡) − 𝑃𝐿𝐺𝐼(𝑡𝐿) − 𝑃𝑅𝐺𝐼(𝑡𝑅)      (Equation 4.1) 
where, 𝑃𝑡 is the number of observations before the split, 𝑃𝐿 is the number of observations on the 
left side of the split, 𝑃𝑅 is the number of observations on the right side of the split, 𝐺𝐼(𝑡𝐿) is a Gini index 
on the left side of the node, 𝐺𝐼(𝑡𝑅) is a Gini index on the right side of the node, and (𝐺𝐼(𝑡)) is the Gini 
index defined by: 
𝐺𝐼(𝑡) = 1 − ∑ 𝑝(𝑘|𝑡)2𝑘         (Equation 4.2) 
where, 𝑝(𝑘|𝑡) is the rate at which class k is correctly classified at node t. 
The permutation importance is calculated as mean decrease in classification accuracy using the OOB 
observations. It is computed by measuring the change in prediction accuracy when the OOB observations 
are randomly permuted compared to the original observations. The difference in prediction accuracy is 
then averaged over all trees to compute the permutation importance value (Goldstein et al. 2011; Touw 




∑ (𝑒𝑟𝑟𝑂𝑂𝐵𝑡𝑗 − 𝑒𝑟𝑟𝑂𝑂𝐵𝑡)𝑡       (Equation 4.3) 
where, 𝑛𝑡𝑟𝑒𝑒 is the number of trees in the forest, 𝑂𝑂𝐵𝑡𝑗 is the permuted sample from randomly 
permuting the values of 𝑋𝑗 in 𝑂𝑂𝐵𝑡, 𝑒𝑟𝑟𝑂𝑂𝐵𝑡𝑗  is the error of the predictor t on the perturbed sample, 
𝑂𝑂𝐵𝑡 is the features not included in the bootstrap sample used to construct t, and 𝑒𝑟𝑟𝑂𝑂𝐵𝑡 is the error / 
misclassification rate of a single tree t on the sample 𝑂𝑂𝐵𝑡. 
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4.2.4.3 Wrapper-based waveband selection within a random forest framework 
Díaz-Uriarte & Alvarez de Andrés (2006) introduced the RFE algorithm, which is based on a backward 
feature selection process. The optimal subset of bands is derived by iteratively building multiple random 
forests models and successively eliminating the least important bands at each iteration, as determined by 
the RF permutation importance measure. The optimal subset of bands is then defined by the lowest OOB 
error rate that is within μ standard errors of the best model obtained from fitting all the RF models. 
Setting μ = 0 results in a subset of bands with the smallest OOB error, whereas setting μ = 1 results in 
the smallest subset of bands whose OOB error falls within the sampling error providing for the best result 
(Díaz-Uriarte & Alvarez de Andrés 2006). For this study μ = 1 was used, as this provided a more stable 
result with smaller subsets of bands (Ismail & Mutanga 2011). The RFE algorithm was implemented 
using the varSelRF library (Díaz-Uriarte 2012) in the R statistical software (R Development Core Team 
2019). 
The AUC-RF algorithm (Calle et al. 2011) is an area under the receiver operating characteristic curve 
based method used in conjunction with RF. AUC-RF first builds a random forest using all bands, with 
waveband importance determined by the Gini index. The algorithm subsequently incorporates a 
backwards elimination procedure, similar to the procedure used by Díaz-Uriarte & Alvarez de Andrés 
(2006). However, rather than simply computing the OOB error, the AUC-RF algorithm computes the 
area under the ROC curve based on the OOB predictions, also known as the OOB AUC (Calle et al. 
2011). At each iteration a new random forest model is built and the least important bands successively 
eliminated. The process continues until, theoretically, only one waveband remains. The final subset of 










)        (Equation 4.4) 
where 𝑛0 is the number of healthy samples, 𝑛1 is the number of infected samples, and 𝑟1̅ is the 
mean rank of infected samples. 
In order to compute the corrected estimation of classification accuracy of the selected bands and the 
probability of selection for each waveband, a five-fold CV analysis is performed (repeated 20 times). 
AUC-RF was implemented using the AUCRF library (Urrea & Calle 2013) in the R statistical software 
(R Development Core Team 2019). 
The Boruta algorithm (Kursa & Rudnicki 2010) creates an ensemble of shadow bands by randomly 
sampling the original dataset. Each shadow waveband corresponds to a waveband in the original dataset. 
In order to evaluate waveband importance, Boruta first computes Z-scores (based on the permutation 
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importance measure) for each waveband and its corresponding shadow waveband. Using these Z-scores, 
the algorithm then compares each waveband in the original dataset with bands in the randomised shadow 
dataset (Kursa et al. 2010; Kursa & Rudnicki 2010). Boruta iteratively fits RF models until 1) the 
algorithm has completed the specified number of RF iterations (maxRuns) or 2) bands are classified as 
confirmed, rejected, or tentative, based on the waveband’s importance (Z-score) (Kursa 2012). Boruta 
was run in light mode whereby unimportant bands together with their shadow bands were dropped 
through the iterations of the algorithm (Poona & Ismail 2014). The Boruta algorithm was implemented 
using the Boruta library (Kursa 2012) in the R statistical software (R Development Core Team 2019). 
4.2.4.4 Classification of Pinus seedlings using a combination of bands 
It was possible to derive combinations of Boruta, RFE, and AUC-RF selected bands that could be used 
to classify P. radiata and P. patula, and potentially improve the overall classification accuracy. The 
subsets were derived using (i) an intersection, and (ii) a union, of the bands selected by the three feature 
selection algorithms. An intersection involved combining only those bands selected by both algorithm 1 
and algorithm 2, whereas a union involved combining all bands selected by algorithm 1 and algorithm 
2. The following combinations of selected bands were considered (i) Boruta and RFE, (ii) Boruta and 
AUC-RF, and (iii) RFE and AUC-RF. 
4.2.5 Classification accuracy 
For all feature selection algorithms, week one was used as the training dataset, whereas week two was 
used as the independent test dataset, in order to provide an independent estimate of model accuracy. 
However, the classification accuracy was first evaluated using the OOB error rate (or training error) and 




)∑ [𝑦𝑖 − 𝑔𝑂𝑂𝐵(𝑋𝑖)]
2𝑛𝑡𝑟𝑒𝑒
𝑖=1       (Equation 4.5) 
where 𝑦𝑖 is the ith element of the training dataset (𝑋), 𝑔𝑂𝑂𝐵 is the aggregated prediction based on 
the random trees, and (𝑋𝑖) is the bootstrap sample. 
Additionally, the area under the receiver operating characteristic curve (AUC) was used to assess 
classifier performance based on the independent test dataset. The receiver operating characteristic curve 
is a two dimensional plot of the true positive rate and false positive rate of a classifier, derived from the 
confusion matrix. The AUC value ranges between zero and one, with a realistic classifier having an AUC 




4.3.1 Waveband selection and classification of Pinus seedlings 
Experiment 1: P. radiata 
The best subset of bands selected by the Boruta, RFE, and AUC-RF algorithms for the classification of 
P. radiata seedlings is shown in Figure 4.2. Boruta selected bands (n = 69) across the VIS (350 nm to 
680 nm), red-edge (680 nm to 780 nm), and NIR (780 nm to 1200 nm) regions, whereas RFE selected 
bands (n = 371) across the VIS, red-edge, NIR, and SWIR (1200 nm to 2500 nm) regions. Similar to 
RFE, AUC-RF selected bands (n = 187) across all four regions. It is clear from Figure 4.2 that there is a 
significant difference in the number and location of bands selected by the Boruta, RFE, and AUC-RF 
algorithms for the classification of P. radiata seedlings. However, there was also significant overlap in 
the location of certain bands selected by Boruta, RFE, and AUC-RF. For example, in the red-edge region, 
Boruta selected 17 bands, with RFE and AUC-RF selecting 26 and 20 bands respectively. Table 4.1 
provides detail with regards to the specific ranges of the selected bands. 
For the classification of P. radiata seedlings, using the RF algorithm and all bands (n = 1 769), an 
optimised mtry value of 210, and an optimised ntree value of 500 was used. Optimised mtry and ntree 
values were also used for Boruta, RFE, and AUC-RF (results not shown). It is evident from Table 4.1 
that the best overall classification results were obtained using the Boruta algorithm for the classification 
of P. radiata. A training error of 17%, independent test error of 17%, and an AUC value of 0.91 was 
obtained using a subset of only 69 bands, that is, 3.90% of the original dataset (n = 1 769). Similar results 
were achieved using the AUC-RF algorithm, with a training error of 19%, independent test error of 21%, 
and an AUC value of 0.91. However, AUC-RF selected a total of 187 bands, that is 10.57% of the original 
dataset (n = 1 769), which is a much larger subset of bands than the Boruta-selected subset. RFE produced 
the worst results with a training error of 21%, independent test error of 23%, and an AUC value of 0.88. 
RFE selected a total of 371 bands (i.e. 20.97% of the original dataset), which is significantly larger than 
the Boruta-selected subset. Overall, Boruta, RFE, and AUC-RF produced a significant reduction in 
dimensionality. However, only Boruta provided improved classification results compared to using RF 
and all the bands (training error of 20%, independent test error of 20%, and an AUC value of 0.91). 
Experiment 2: P. patula 
Figure 4.3 shows the best subset of bands selected by the Boruta (n = 21), RFE (n = 62), and AUC-RF 
(n = 23) algorithms for the classification of P. patula seedlings. For P. patula, all three algorithms 
Stellenbosch University https://scholar.sun.ac.za
53 
selected bands across the VIS, NIR, and SWIR regions. No bands were selected within the red-edge 
region. Unlike P. radiata, the number and location of bands selected by the Boruta, RFE, and AUC-RF 
algorithms for the classification of P. patula seedlings were very similar. The greatest number of bands 
selected by Boruta (n = 15), RFE (n = 43) and AUC-RF (n = 14) were located in the SWIR region. 
Analogous to P. radiata, there was overlap in the location of certain bands selected by Boruta, RFE, and 
AUC-RF (Table 4.1). For example, in the NIR region, Boruta selected four bands with RFE and AUC-
RF selecting 11 and 3 bands respectively. Table 4.1 provides detail with regards to the specific ranges of 




   
Figure 4.2: Boruta-selected bands, recursive feature elimination-selected bands, and area under the receiver operating characteristic curve of 
the random forest-selected bands for P. radiata. The grey bars indicate the most relevant bands selected by Boruta, recursive feature 
elimination, and area under the receiver operating characteristic curve of the random forest, respectively. The spectral curve represents the 
mean signature of a healthy P. radiata seedling, and is used as a reference. 
 
   
Figure 4.3: Boruta-selected bands, recursive feature elimination-selected bands, and area under the receiver operating characteristic curve of 
the random forest-selected bands for P. patula. The grey bars indicate the most relevant bands selected by Boruta, recursive feature elimination, 
and area under the receiver operating characteristic curve of the random forest respectively. The spectral curve represents the mean signature 
of a healthy P. patula seedling, and is used as a reference. 
Stellenbosch University https://scholar.sun.ac.za
55 
For the classification of P. patula seedlings, using the RF algorithm and all bands (n = 1 769), an 
optimised mtry value of 336, and an optimised ntree value of 500 was used. Optimised mtry and ntree 
values were also used for Boruta, RFE, and AUC-RF (results not shown). Once again, using the Boruta 
algorithm produced the best overall results (Table 4.1). A training error of 24%, independent test error 
of 38%, and an AUC value of 0.65 was obtained using a subset of 21 bands (1.19% of the original 
dataset). AUC-RF produced similar results with a training error of 24%, independent test error of 40%, 
and an AUC value of 0.62. RFE again produced the worst results with a training error of 26%, 
independent test error of 42%, and an AUC value of 0.61. For all three algorithms there was a significant 
difference between their respective training and independent test error. Similar to P. radiata, Boruta, 
RFE, and AUC-RF produced a significant reduction in dimensionality. However, only Boruta provided 
improved classification results compared to using RF and all the bands (training error of 27%, 
independent test error of 39%, and an AUC value of 0.65). 
4.3.2 Classification of Pinus seedlings using a combination of bands 
The hybrid waveband selection approach adopted in this study was implemented as a union as well as an 
intersection of bands selected by three different feature selection algorithms. For the P. radiata dataset, 
neither the union nor intersection of selected bands resulted in improved classification accuracies. The 
best overall classification accuracy was obtained using the Boruta subset of selected bands. Similarly, 
for the P. patula dataset, the intersection of selected bands yielded no increase in classification 
performance. However, a union of the Boruta and RFE selected bands yielded an increase in 
classification accuracy, when compared to using the Boruta subset. The results using combinations of 
selected bands for (i) Boruta and RFE, (ii) Boruta and AUC-RF, and (iii) RFE and AUC-RF are shown 




Table 4.1: Waveband selection and classification using Boruta, recursive feature elimination (RFE), and area under the receiver operating 
characteristic curve of the random forest (AUC-RF)-selected bands. The three measures of classification accuracy include the out-of-bag 


































































 AUC VIS 
(350 nm to 680 nm) 
Red-edge 
(680 nm to 780 nm) 
NIR 
(780 nm to 1200 nm) 
SWIR 
(1200 nm to 2500 nm) 








RF 1769 20.00 20.00 0.91 331 350-680 100 681-780 420 781-1200 918 1201-2400 
Boruta 69 17.00 17.00 0.91 22 509-661 17 682-699 30 933-1143 - - 
RFE 371 21.00 23.00 0.88 179 355-680 26 681-761 107 907-1152 59 1203-2214 








RF 1769 27.00 39.00 0.65 331 350-680 100 681-780 420 781-1200 918 1201-2400 
Boruta 21 24.00 38.00 0.65 2 369-486 - - 4 935-951 15 1349-1642 
RFE 62 26.00 42.00 0.61 8 368-492 - - 11 934-948 43 1349-1717 
AUC-RF 23 24.00 40.00 0.62 6 368-492 - - 3 933-957 14 1524-1648 
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Table 4.2: Classification accuracies using common subsets of bands selected by combining (i) Boruta and recursive feature elimination (RFE), 
(ii) Boruta and area under the receiver operating characteristic curve of the random forest (AUC-RF), and (iii) recursive feature elimination 
(RFE) and area under the receiver operating characteristic curve of the random forest (AUC-RF). The three measures of classification accuracy 
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(680 nm to 780 
nm) 
NIR 
(780 nm to 1200 
nm) 
SWIR 
(1200 nm to 2500 nm) 















69 17.00 17.00 0.91 22 509-661 17 682-699 30 933-
1143 
- - 
Boruta-AUC-RF 63 18.00 21.00 0.88 17 509-660 16 682-699 30 933-
1143 
- - 











7 24.00 37.00 0.65 - - - - 2 935-946 5 1349-1635 
Boruta-AUC-RF 3 30.00 43.00 0.61 - - - - 1 946 2 1576-1628 














371 18.00 18.00 0.91 179 355-680 26 681-761 107 907-
1152 
59 1203-2214 
Boruta-AUC-RF 193 18.00 22.00 0.91 76 392-680 21 981-748 75 895-
1149 
21 1206-2346 













76 20.00 35.00 0.65 10 368-492 - - 13 934-951 53 1349-1717 
Boruta-AUC-RF 41 21.00 40.00 0.64 8 368-492 - - 6 933-957 27 1349-1648 
RFE-AUC-RF 70 21.00 39.00 0.63 10 368-492 - - 13 933-957 47 1349-1717 
Stellenbosch University https://scholar.sun.ac.za
59 
Experiment 1: P. radiata 
Using an intersection of the Boruta and RFE selected bands (n = 69) produced the same results (training 
error of 17%, independent test error of 17%, and an AUC value of 0.91) as using the subset of Boruta-
selected bands. Using an intersection of RFE and AUC-RF selected bands produced an increase in 
classification accuracy when compared to using RF with all bands, but no better than using the best 
feature selection model (i.e. Boruta). The intersection of Boruta and AUC-RF selected bands produced 
lower accuracies compared to using RF with all bands, as well as using the Boruta subset of bands. Using 
a union of the Boruta and RFE selected bands produced similar results (training error of 18%, 
independent test error of 18%, and an AUC value of 0.91) to using the best feature selection model but 
with a significant increase in dimensionality (n = 371). However, the union of Boruta and AUC-RF 
selected bands, and RFE and AUC-RF selected bands produced no improvement in classification 
accuracy when compared to using the best feature selection model. 
Experiment 2: P. patula 
Results indicate that an intersection of the Boruta and RFE selected bands resulted in a marked reduction 
in dimensionality (n = 7) coupled with a marginal (1%) increase in classification accuracy (training error 
of 24%, independent test error of 37%, and an AUC value of 0.65) when compared to using RF with all 
bands as well as the best feature selection model (i.e. Boruta). The intersection of Boruta and AUC-RF, 
and RFE and AUC-RF selected bands both produced lower classification accuracies compared to using 
RF with all bands as well as using the Boruta subset. Using a union of the Boruta and RFE selected bands 
resulted in an improvement in classification accuracy (training error of 20%, independent test error of 
35%, and an AUC value of 0.65) when compared to using RF with all bands as well as using the Boruta 
subset. Using a union of Boruta and AUC-RF, and RFE and AUC-RF bands did not result in an 
improvement in classification accuracy. 
4.4 DISCUSSION 
This study evaluated the utility of hyperspectral data for the discrimination of F. circinatum infections. 
More specifically, the study evaluated the use of RF, together with the Boruta, RFE, and AUC-RF feature 
selection algorithms, to derive an optimal subset of bands that could be used to discriminate healthy and 
infected P. radiata and P. patula seedlings. Several studies (Ismail & Mutanga 2011; Adam et al. 2012; 
Riehle et al. 2012; Abdel-Rahman et al. 2014; Poona & Ismail 2014) have successfully illustrated the 
value of RF wrappers for the analysis of hyperspectral data. In all of these studies, the RF wrapper 
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framework significantly reduced the dimensionality of the original dataset by identifying an optimal 
subset of bands thereby simplifying the modelling process (i.e. reducing model complexity), and 
ultimately improving classification performance. Overall results from this study show that the use of all 
three feature selection algorithms resulted in a significant decrease in dimensionality, however only 
Boruta-selected bands produced improve classification accuracies for both experiments. 
4.4.1 Hyperspectral dimensionality reduction and classification accuracies 
Using the Boruta algorithm reduced the original P. radiata dataset by as much as 96.10% and the P. 
patula dataset by 98.81%. These results confirm the findings of Kursa & Rudnicki (2011), Saulnier et al. 
(2011), Riehle et al. (2012), and Poona & Ismail (2014) who demonstrated the value of the Boruta 
algorithm with RF to provide significant reduction in dimensionality coupled with increased 
classification accuracies. Using the Boruta-selected bands with RF resulted in higher classification 
accuracies for the P. radiata dataset (training error of 17%, independent test error of 17%, and an AUC 
value of 0.91) and for the P. patula dataset (training error of 24%, independent test error of 38%, and an 
AUC value of 0.65) compared to the results obtained when using all the bands with RF. However, 
classification accuracies were lower than expected for the P. patula seedlings. For the P. radiata dataset 
(Experiment 1), it was expected that the fungus would infect the seedlings, followed by rapid progression 
of the disease, given that (i) the pathogen was introduced directly into the plant, and (ii) P. radiata is 
more susceptible to F. circinatum infection (Mitchell et al. 2011). Physiological changes within the 
seedlings, and concomitant changes in their spectral signature, were thus detectable (Poona & Ismail 
2014). However, for the P. patula dataset (Experiment 2), seedling infection and subsequent 
physiological changes were much slower, even though a higher spore load was used for inoculation. The 
lower level of infection by the fungus can be attributed to (i) the mode of inoculation, i.e. indirect 
inoculation via the soil medium requiring “natural” wounds for the pathogen to enter the seedling as 
opposed to direct inoculation via wounding whereby wounds were inoculated with the pathogen, and (ii) 
P. patula being less susceptible than P. radiata to F. circinatum infection. 
The RFE algorithm has been used in several hyperspectral studies (Ismail & Mutanga 2010; Dye et al. 
2011), providing for a significant decrease in dimensionality, coupled with high classification 
performance. In this study, for Experiment 1 and Experiment 2, RFE produced a significantly reduced 
subset of bands, albeit no improvement in classification accuracies when compared to using RF with all 
bands as well as using the Boruta subset of bands. Furthermore, the RFE algorithm was significantly 
outperformed by the Boruta and AUC-RF algorithms, which both produced smaller subsets and better 
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classification accuracies. For the P. radiata dataset, Boruta produced the smallest subset (n = 69), 
whereas RFE produced the largest subset (n = 371) of bands. Similarly, for the P. patula dataset, Boruta 
produced the smallest subset (n = 21), whereas RFE produced the largest subset (n = 62) of bands. 
Classification results for both the P. radiata and P. patula dataset were also higher for Boruta, when 
compared to RFE. 
The AUC-RF algorithm provided significant dimensionality reduction and comparative accuracies to 
using RF with all bands for the classification of P. radiata and P. patula. For the P. radiata dataset 
(Experiment 1), AUC-RF produced a smaller subset (n = 187) as well as comparative accuracies (training 
error of 19%, independent test error of 21%, and an AUC value of 0.91) when compared to using RF 
with all bands. For the P. patula dataset (Experiment 2), AUC-RF produced a significantly smaller subset 
(n = 23) as well as comparative accuracies (training error of 24%, independent test error of 40%, and an 
AUC value of 0.62) when compared to using RF with all bands and using the Boruta subset. These results 
compare favourably to Calle et al. (2011) who demonstrated the utility of the AUC-RF algorithm, and 
its improved performance compared to using the RFE algorithm. However, the results of Experiment 1 
and Experiment 2 indicate that the Boruta algorithm provided the best performing models when 
compared to using RF with all bands, RFE, as well as AUC-RF. These results confirm the robustness of 
the Boruta algorithm for waveband selection from hyperspectral data. The following section will focus 
on the bands selected by the Boruta algorithm. 
4.4.2 Waveband selection using the Boruta algorithm 
During the early stages of infection, i.e. when the plant is asymptomatic, plants undergo physiological 
changes such as a decrease in photosynthetic rate, resulting in a change in chlorophyll content (West et 
al. 2003). This change in chlorophyll content manifests as increased reflectance in the VIS, and a shift 
in the red-edge toward shorter wavelengths (West et al. 2003). Consequently, the spectral response of a 
stressed plant would be different from that of a healthy plant. A unique spectral response can thus be 
derived for stressed plants (Chávez et al. 2012). Furthermore, it may be possible to elucidate the use of 
specific bands for the detection of a specific stressor, given that physiological changes are often 
characteristic of a specific pathogen (Mahlein et al. 2012). However, in this study the location of bands 
selected for P. radiata and P. patula in response to the same stress agent, differed for the two species. 
For the P. radiata dataset, Boruta selected bands in the VIS, red-edge, and NIR region, with the most 
number of bands in the NIR region (n = 30). However, no bands were selected in the SWIR region. Bands 
located in the red-edge region are important, as they provide an indication of plant stress, usually 
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resulting from changes in leaf chlorophyll concentration (Das et al. 2014). Several studies (Riggins et al. 
2011; Buddenbaum et al. 2012; Masaitis et al. 2013) have confirmed the importance of bands in the red-
edge as an indicator of plant stress. Contrary to the bands selected for P. radiata, Boruta selected bands 
in the VIS, NIR, and SWIR regions, with no bands selected in the red-edge region for the P. patula 
experiment. Additionally, the greatest number of bands (n = 15) were selected in the SWIR region. The 
SWIR region is an important indicator of leaf moisture content (Zhang et al. 2012), and is sensitive to 
changes in plant water status (Ismail & Mutanga 2010). Bands in the SWIR region would thus be 
important toward indicating plant stress (Buddenbaum et al. 2012), due to reduced moisture content of 
leaves. 
These results clearly illustrate the variability in waveband selection for the two Pinus species in response 
to F. circinatum. Similarly, Poulos et al. (2012) found that spectral reflectance varied significantly, 
within the VIS and NIR regions, between four Pinus species in response to water stress. This study 
further demonstrated that the spectral response to the same stressor was different for the two species 
under investigation. Further physiological studies are required to validate these results. 
4.4.3 Classification using a hybrid selection of bands 
Several approaches to hybrid feature selection have been noted from the literature (Skurichina & Duin 
2005; Tsai & Hsiao 2010; Hsu et al. 2011; Li et al. 2011; Hu et al. 2015). Skurichina & Duin (2005) used 
forward feature selection, random feature selection, and PCA to select subsets of autofluorescence 
spectral data, which was later combined using weighted majority voting, the mean rule, and decision 
templates. Li et al. (2011) adopted a genetic algorithm (GA) support vector machine hybrid feature 
selection approach to select an optimal subset of HYDICE data. The authors additionally used band 
grouping based on conditional mutual information to further reduce data dimensionality. There was thus 
potential for hybrid feature selection methods that combine the results from different feature selection 
algorithms for the analysis of hyperspectral data. 
This study adopted a hybrid approach by combining bands using a union and an intersection of bands 
selected by the Boruta, RFE, and AUC-RF algorithms. For the P. radiata dataset (Experiment 1), using 
combinations of selected bands resulted in no improvement in classification accuracies. For the P. patula 
dataset (Experiment 2), the intersection of selected bands yielded no increase in classification 
performance. However, using a union of the Boruta and RFE selected bands yielded a significant increase 
in classification accuracy, when compared to using the best performing model, i.e. the Boruta subset. 
Tsai & Hsiao (2010) combined features selected using PCA, GA, and CART by a union and an 
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intersection method to predict stock prices. Their results showed that the hybrid approach yielded higher 
prediction accuracy and lower prediction error when compared to using features selected by a single 
algorithm. Results obtained using a hybrid feature selection approach illustrates the potential for adopting 
such an approach for future studies. Additionally, other feature selection algorithms need to be tested, 
and their results combined, for the analysis of hyperspectral data. 
4.5 CONCLUSIONS 
The aim of this study was to evaluate the utility of the Boruta, RFE, and AUC-RF feature selection 
algorithms, with RF, for the analysis of hyperspectral data. The results show that the Boruta algorithm 
outperformed both the RFE and AUC-RF algorithms. Additionally, Boruta provided significant 
reduction in dimensionality coupled with increased classification accuracy when compared to using all 
the bands with RF. In the context of this study, the three feature selection algorithms selected different 
bands for the classification of healthy and stressed seedlings. However, for the classification of the P. 
patula dataset, a hybrid selection of bands by the Boruta and RFE algorithms resulted in an increase in 
classification performance. This demonstrates that features selected by a single algorithm may not 




CHAPTER 5:  OBLIQUE TREE-BASED MODELS FOR DISCRIMINATING 
FUSARIUM STRESS 
Poona NK, Van Niekerk A & Ismail R 2016. Investigating the utility of oblique tree-based ensembles 
for the classification of hyperspectral data. Sensors 16, 1918. doi:10.3390/s16111918. 
Abstract 
Ensemble classifiers are widely used for the classification of spectroscopic data. In this regard, the 
random forest (RF) ensemble has been successfully applied in an array of applications, and has proven 
to be robust in handling high dimensional data. More recently, several variants of the traditional RF 
algorithm including rotation forest (rotF) and oblique random forest (oRF) have been applied to 
classifying high dimensional data. This study compared the traditional RF, rotF, and oRF (using three 
different splitting rules, i.e., ridge regression, partial least squares, and support vector machine (SVM) 
for the classification of healthy and infected P. radiata seedlings using high dimensional spectroscopic 
data. The robustness of these five ensemble classifiers to reduced spectral resolution was further tested, 
by spectral resampling (binning) of the original spectral bands. The results showed that the three oblique 
random forest ensembles outperformed both the traditional RF and rotF ensembles. Additionally, the 
rotF ensemble proved to be the least robust of the five ensembles tested. Spectral resampling of the 
original bands provided mixed results. Nevertheless, the results demonstrate that using spectral 
resampled bands is a promising approach to classifying asymptomatic stress in P. radiata seedlings 
 





Hyperspectral data are characterised by a large number of contiguous bands, ranging from the visible 
through to the SWIR portion of the EMS (Goetz 2009). For the analysis of plant stress, the high spectral 
resolution allows for the detection and quantification of a plant’s physiological response to stress 
(Chaerle et al. 2007). This physiological response is exhibited as subtle variations in a plant’s spectral 
response, providing the basis for developing stress detection models (Poona & Ismail 2014; Poona et al. 
2016a). Hyperspectral data subsequently provides the opportunity to readily monitor pest and disease 
stress in agricultural crops and forestry, as demonstrated by Ismail & Mutanga (2011), Abdel-Rahman 
et al. (2013), Poona & Ismail (2014), Poona et al. (2016a), and others. 
The utility of hyperspectral data, especially spectroscopic data, is well established in the remote sensing 
domain for pest and disease detection. For example, the VNIR spectrum has been particularly useful for 
the detection of stress in agricultural crops. Chávez et al. (2012) used the 350 nm to 850 nm spectral 
range to detect bacterial wilt infection caused by Ralstonia solanacearum in potato crops. Similarly, 
Huang et al. (2012) employed leaf and canopy VNIR reflectance data (325 nm to 1075 nm) to detect 
damage in rice crops caused by Cnaphalocrocis medinalis. Within a forestry context, Zhang et al. (2012) 
used the full spectral range (350 nm to 2500 nm) to model degradation in Avicennia germinans and 
Rhizophora mangle. The VNIR and SWIR ranges were also utilised by Poona & Ismail (2014) for 
modelling asymptomatic F. circinatum stress in P. radiata seedlings. However, spectroscopic data are 
highly correlated and there is an a priori assumption that most of the bands will be redundant with only 
a few key bands producing the best result; see for example Poona & Ismail (2014) and Poona et al. 
(2016a). Additionally, the limited number of samples (n) available coupled with the large number of 
bands (p) presents a statistical challenge (Pal & Foody 2010; Mianji & Zhang 2011). 
The random forest (RF) algorithm (Breiman 2001) is particularly well suited for addressing the 
challenges posed by high dimensional spectral data; see for example Ismail & Mutanga (2011), Adam et 
al. (2012), Poona & Ismail (2014), and Poona et al. (2016a). Random forest reduces bias (systematic 
error term independent of the training sample) as well as variance (error due to variability associated 
with the training sample) by creating unpruned trees thus keeping bias low, and uses randomisation for 
controlling the diversity between trees in the ensemble (Do et al. 2010). Randomisation is introduced 
into the ensemble by creating trees using bootstrap aggregation with replacement of samples, as well as 
for selecting variables that will be used for node splitting (Díaz-Uriarte & Alvarez de Andrés 2006). 
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However, RF suffers from two primary limitations. First, tree construction is based on a single feature 
being selected for node splitting. Such trees may be inefficient in dealing with feature dependencies 
likely inherent in high dimensional spectral data (Do et al. 2010). Second, the majority of current 
implementations of the RF algorithm utilises orthogonal splits based on univariate decision trees (DTs). 
According to Menze et al. (2011) the decision boundary generated from orthogonal splits of univariate 
trees may not be optimal for handling high dimensional spectral data. The argument is that a staircase or 
box-like decision boundary generated by univariate splits may not be optimal for highly correlated data, 
such as spectroscopic data, because the data may appear inseparable when their marginal distributions 
are evaluated (Menze et al. 2011). Building on the initial recommendation of Breiman (2001), Menze et 
al. (2011) advocated the creation of multivariate DTs by applying a supervised model to learn the splitting 
rule that results in oblique boundaries rather than the geometrical constrained boundary of orthogonal 
trees. The only preceding remote sensing study to employ oRF is by Bassa et al. (2016) for land cover 
and land use mapping. 
Research by Do et al. (2010) on 15 high dimensional datasets showed that oRF using a support vector 
machine (SVM) as the node splitting model (oRFsvm) produced higher classification accuracies 
compared with using the traditional RF and SVM. Overall findings showed that using the oRFsvm model 
resulted in an improvement in the mean classification accuracy of 3.57% and 6.35% when compared 
with the traditional RF and SVM classifiers respectively. Similarly, Menze et al. (2011) compared the 
oblique version of RF together with seven other classifiers, including RF and SVM, for the classification 
of high dimensional spectral data. Overall results showed that oRF outperformed all classifiers, with oRF 
using ridge regression providing the best results. 
A related oblique tree-based ensemble approach is rotF (Rodríguez et al. 2006). Unlike oRF that uses 
supervised models to determine the optimal split direction, rotF applies PCA on bootstrap samples to 
derive the optimal rotation of the axes for node splitting. rotF encourages diversity in the model through 
random subset selection and using PCA for feature selection. High accuracy is sought through preserving 
the discriminatory information of the training data by retaining all the principal components (Rodríguez 
et al. 2006). Within a remote sensing context, Kavzoglu et al. (2015) applied rotF for the classification 
of multispectral WorldView-2 data highlighting its superior performance over the RF, SVM, and nearest 
neighbour algorithms. Du et al. (2015) also found that rotF outperformed RF and SVM when applied to 
the classification of fully polarimetric synthetic aperture radar imagery. Two studies (Xia et al. 2014; 
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Xia et al. 2015) applied rotF for the classification of AVIRIS, ROSIS, and Digital Airborne Imaging 
Spectrometer (DAIS) data. Results showed that rotF outperformed all classifiers including RF and SVM. 
Several studies have successfully applied hyperspectral data for asymptomatic stress detection. For 
example, Grisham et al. (2010) used multitemporal spectroscopic data with LDA to detect sugarcane 
yellow leaf in sugarcane plantations, caused by Polerovirus. Two studies (Calderón et al. 2013; Calderón 
et al. 2015) applied high resolution hyperspectral imagery with LDA and SVM classifiers to discriminate 
verticillium wilt severity in olive plantations, caused by Verticillium dahliae. De Castro et al. (2015) 
used spectroscopic data with ANOVA and neural network classifiers to model laurel wilt severity in 
avocado crops caused by Raffaelea lauricola. Only two studies (Poona & Ismail 2014; Poona et al. 
2016a) have previously investigated the use of hyperspectral data for modelling F. circinatum stress in 
P. radiata, and discriminating healthy and stressed seedlings. 
Poona & Ismail (2014) successfully demonstrated the use of the RF ensemble for modelling 
asymptomatic stress in P. radiata seedlings. The authors applied RF with the Boruta algorithm (Kursa et 
al. 2010; Kursa & Rudnicki 2010) for waveband selection and classification of healthy, infected, and 
damaged P. radiata seedlings. Results of their study indicated that hyperspectral data can successfully 
discriminate F. circinatum stress (discrimination of healthy and infected seedlings was achieved with 
accuracies above 80%). The authors further demonstrated that selected bands can potentially be used to 
discriminate stress with improved accuracy. Poona et al. (2016a) confirmed the findings of Poona & 
Ismail (2014) and additionally showed that a combination of selected bands could be used for modelling 
F. circinatum stress in P. radiata and P. patula seedlings. 
It is within this context that the utility of the RF, oRF, and rotF ensembles for the classification of 
hyperspectral data were evaluated. The study was undertaken as a series of experiments. First, the five 
ensemble classifiers, i.e., RF, rotF, and oRF (with ridge regression, partial least squares, and SVM as the 
node splitting models) was tested using all hyperspectral bands (n = 1769). Then, the effect of decreasing 
the spectral resolution on the classification performance of the five ensemble classifiers was evaluated. 
More specifically, the RF, rotF, and oRF ensemble classifiers were applied to modelling asymptomatic 
stress in P. radiata seedlings associated with F. circinatum infection. 
5.2 MATERIALS AND METHODS 
5.2.1 F. circinatum 
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F. circinatum (synonym Gibberella circinata) (Nirenberg & O’Donnell 1998) is a fungal plant pathogen 
that is now endemic in South African nurseries (Porter et al. 2009). It is one of the most significant 
pathogens to infect Pinus seedlings worldwide (Coutinho et al. 2007), with P. radiata being highly 
susceptible (Wingfield et al. 2008). Within the nursery environment, Pinus seedlings often succumb to 
F. circinatum infection. Initial symptoms include wilting and discolouration of the growing tip, with 
death of the root tips and collar rot observed in later stages of infection. Fungal growth on the seedling 
stem may be visible at an advanced stage of infection (Mitchell et al. 2011). Britz et al. (2005) note that 
F. circinatum is the most significant of pathogens infecting Pinus, with the fungus now prevalent in P. 
radiata plantations across the Western Cape Province of South Africa (Coutinho et al. 2007). 
5.2.2 Seedling inoculation 
A total of 100 seedlings were randomly sampled from two trays of 3-month old P. radiata seedlings (n 
= 196). The seedlings were subsequently divided into two equal classes (n = 50) labelled healthy and 
infected. For the infected class, seedling inoculation followed the PCF Screening Facility Best Operating 
Practice (Forestry and Agricultural Biotechnology Institute: Pretoria, South Africa) inoculum procedure. 
This procedure involved first topping the apical buds, followed by placing a 10 μL spore suspension (50 
000 spores mL−1) of F. circinatum isolate (FCC 3579) onto the topped apical buds. Seedlings were kept 
in a greenhouse for the duration of the study. 
5.2.3 Spectroscopic data acquisition 
Spectral data were collected weekly between 10:00 and 15:00 using a FieldSpec® Pro FR 
Spectroradiometer (Analytical Spectral Devices, Boulder, CO, USA) over a three week period following 
inoculation. The instrument acquires data in the 350–2500 nm spectral range with a spectral resolution 
of 3 nm in the VIS-NIR region (350 nm to 1000 nm) and 10 nm in the NIR-SWIR region (1000 nm to 
2500 nm). Reflectance measurements were calibrated using a Spectralon® white reference panel (Curtiss 
2013). Five spectral measurements were captured per seedling using the 23° field-of-view (Poona & 
Ismail 2014; Poona et al. 2016a). The experimental setup of the spectroradiometer for all data collection 






Figure 5.1: Experimental setup of the spectroradiometer used for spectral data collection (a) showing the 
orientation (nadir view) of the pistol relative to the seedling (b). 
Spectra were later averaged to a single reading per seedling (ASD Inc. 2011). The spectral data were 
then pre-processed to remove atmospheric water absorption bands (1350–1460 nm and 1790–1960 nm) 
(Hatchell 1999; Walker 2009), and noisy bands (2401–2500 nm). Figure 5.2 illustrates the mean spectral 
signature of the healthy and infected seedlings captured at week one. 
 
 
Figure 5.2: Mean spectral signature of the healthy (n = 50) and infected (n = 50) classes. The Healthy 
(sd) and Infected (sd) signatures represent the 1-sigma standard deviation for the healthy (pink shade) 
and infected (blue shade) signatures respectively. 
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5.2.4 Tree-based ensembles 
5.2.4.1 Random forest 
The RF algorithm (Breiman 2001) is an extension of bootstrap aggregation of CART. The RF algorithm 
builds models by aggregating large numbers of trees (ntree) on bootstrap samples of the original dataset. 
Trees are maximally grown, i.e. trees are not pruned. RF randomly selects a subset of bands (mtry) to 
create the node splits for individual trees in the ensemble, thereby reducing the correlation between trees 
in the ensemble. The mtry hyperparameter value is equal to the number of bands randomly sampled as 
candidates for node splitting in each tree. The mtry hyperparameter controls the bias variance trade-off 
since using fewer bands per node will produce less correlated trees, thereby reducing the overall variance 
but increasing the bias, as individual trees are now less accurate (Díaz-Uriarte & Alvarez de Andrés 
2006). The default mtry value is equal to the square root of the total number of bands (p). The final 
classification is based on a majority vote of predictions of all trees in the ensemble (Goldstein et al. 
2011). RF was implemented using the randomForest library (Liaw & Wiener 2002) in the R statistical 
software (R Development Core Team 2019). The default mtry hyperparameter value (mtry = p1/2) and an 
ntree value of 500 was used for model building (Liaw & Wiener 2002). 
5.2.4.2 Oblique Random Forest 
The oRF model shares the same ensemble creating process (i.e., bootstrap aggregation and the selection 
of random variables for node splitting) as RF, but differs in the manner in which the optimal split 
direction at each node of the tree is created. The original RF implementation uses random coefficients to 
create optimal splits using a single variable selected from the user-defined mtry variables whereas oRF 
uses all the selected mtry variables to learn the optimal split direction using a supervised model. 
Additionally, unlike the original RF implementation, oRF scales (zero mean and unit variance) the 
variables to enhance model stability (Menze et al. 2011). According to Menze et al. (2011) models for 
the node splits may consider (i) class label information only (for example logistic regression and linear 
discriminant analysis (LDA)), (ii) data variation (for example PCA), or (iii) an optimum between class 
label correlation and data (for example ridge regression, partial least squares (PLS), and SVM). 
This study considered (i) ridge regression, (ii) PLS, and (iii) SVM for multivariate node splitting. Ridge 
regression aims to improve determination of the regression coefficients and reduce the variance among 
highly correlated bands by imposing a penalty on the coefficients (Addink et al. 2007): 
𝑅𝑆𝑆(λ) = ∑ (𝑦𝑖 − ?̂?𝑖)
2𝑛
𝑖=1 + 𝜆∑ 𝛽𝑗
2𝑝
𝑗=1       (Equation 5.1) 
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where λ controls the shrinkage of the regression coefficients, n is the number of samples, y is 
class label, ŷ is the regression prediction, p is the number of bands, and βj is the jth regression coefficient. 
PLS computes a set of weights and loadings for a set of factors that is used to model the variance among 
thebandsand the classes. These weights and loadings are further used to compute the cumulative 
importance (B-value) of each band (Equation 5.2); the higher the B-value, the higher the band importance 
(Jones et al. 2010): 
𝐵 = 𝑤(𝑝′𝑤)−1𝑞′         (Equation 5.2) 
where B is the cumulative wavelength importance, w is the band weight, p is the band loading, 
and q is the class weight. 
For a training dataset of k classes represented by {xi,yi}, i = 1, …, k, where x ∈ RN is an N-dimensional 
space and y ∈ {−1,+1} is the class label, SVM seeks to find a separating hyperplane that maximizes the 
perpendicular distance between the healthy and infected classes by solving the constrained optimisation 





‖𝑤‖2          (Equation 5.3) 
where 𝑤 is a vector that determines the orientation of the separating hyperplane, and b is a scalar 
that determines the offset of the hyperplane from the origin. 
For all models, the regularisation parameters were optimised using the OOB samples at each node 
(Menze & Splitthoff 2015). Oblique RF was implemented using the obliqueRF library (Menze & 
Splitthoff 2015) in the R statistical software (R Development Core Team 2019). Default hyperparameter 
values of mtry (i.e., the square root of the total number of bands), and a ntree value of 300 were used for 
model building (Menze et al. 2011). 
5.2.4.3 Rotation Forest 
rotF (Rodríguez et al. 2011) is a tree-based ensemble approach that uses DT as the base learner. It is 
similar to RF with respect to training independent trees, but differs by using a different subset of extracted 
features to train each tree. The key principle underpinning rotF is the use of PCA to first transform the 
original feature space to a new rotated feature space and subsequently undertake feature extraction for 
each base classifier (Rodríguez et al. 2006). Feature extraction is applied to subsets of bands, with all 
principal components then used for training each DT. Random partitioning of the feature set leads to 
greater diversity of the bootstrap samples. Similar to RF, the final classification result is based on a 
majority vote of the combined DT (Rodríguez & Alonso 2011). rotF was implemented in the R statistical 
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software (R Development Core Team 2019), using ntree = 100 and the default hyperparameter values of 
mtry (i.e., the square root of the total number for bands) for model building. A ntree value of 100 was 
used, given that using ntree = 10 (Rodríguez et al. 2006) did not provide valuable results (not shown). 
5.2.5 Spectral resampling 
This study employed spectral resampling to reduce data dimensionality, and subsequently test the effect 
of a reduced dimensionality on classification accuracy. Several approaches to spectral resampling have 
been found in the literature. For example, Franke et al. (2009) and Mewes et al. (2011) used a stepwise 
merging approach, which involved summation of the full width at half maximum (FWHM) values of 
adjacent bands, to resample HyMap spectra. Adam et al. (2012) and Adjorlolo et al. (2013) applied user-
defined bandwidths (equivalent to FWHM) fit to a Gaussian (normal distribution) model to resample 
spectral measurements to HyMap spectra. Dalponte et al. (2009) used the mean of contiguous spectral 
bands to spectral resample AISA Eagle bands ranging from 4.6 nm to 36.8 nm in increments of 4.6 nm. 
The original bands (n = 1769) were incrementally resampled using user-defined waveband centres, based 
on the mean of adjacent bands. Subsets of bands were created by binning (resampling) bands into 
specified wavelength ranges, i.e., from 2 nm to 176 nm. Resampling of the hyperspectral bands was 
performed using the pavo library (Maia et al. 2015) in the R statistical software (R Development Core 
Team 2019). The resulting eight subsets ranged in size from n = 884 to n = 10 bands that were then used 
to test the robustness of the ensemble classifiers used in this study. 
5.2.6 Classification accuracy 
An independent test dataset (i.e., captured during week two) was used for assessing classification 
accuracy. This provided an independent estimate of model accuracy. All algorithms were trained using 
the spectral measurements obtained during week one and subsequently tested using the spectral 
measurements collected during week two of the experiment. Classification accuracy was then evaluated 
using overall accuracy derived from a confusion matrix (Kohavi & Provost 1998). Additionally, a 
discrete multivariate technique called Kappa analysis was used to assess classification accuracy. A 
KHAT statistic (Congalton & Green 2009) provides a measure of agreement between actual (“observed”) 




          (Equation 5.4) 
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where po is the actual agreement and pc is the expected agreement. Models were replicated (n = 
100) (Ismail & Mutanga 2010) to provide a more robust measure of model generalisation, and descriptive 
statistics (mean accuracy and standard deviation) computed. 
5.3 RESULTS 
To better understand the difference in behaviour of the RF and oRF models, the topology of the decision 
boundary learned by each ensemble classifier was examined (Figure 5.3). The decision boundary was 
modelled using the first two principal components extracted from a PCA of the original hyperspectral 
dataset (n = 1769). Figure 5.3a clearly illustrates the staircase or box-like decision boundary generated 
by univariate orthogonal splits, as used by RF (Menze et al. 2011; Blazer & Fryzlewicz 2015). For the 
oRF ensembles (Figure 5.3b–d) however, the smoother decision boundary is reminiscent of multiple 





Figure 5.3: Visualisation of the decision boundary for (a) RF; (b) oRFridge; (c) oRFpls; and (d) oRFsvm. 
The margin between the grey and coral areas represents the decision boundary learned. The dots and 
triangles represent the two classes, i.e., healthy and infected. RF = random forest; rotF = rotation forest; 
oRFridge = oblique random forest using ridge regression as splitting model; oRFpls = oblique random 
forest using PLS as splitting model; oRFsvm = oblique random forest using SVM as splitting model. 
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Figure 5.4 shows the resulting mean classification accuracies obtained for the five ensemble classifiers 
using all bands (n = 1769) based on 100 model runs. For all ensembles, the mean model accuracy was 
above 80% (KHAT values ranged from 0.61 ± 0.16 to 0.87 ± 0.02). The oRFsvm model produced the 
highest mean classification accuracy of 93.59% ± 0.85%. In comparison, the traditional RF model 
yielded the lowest mean classification accuracy of 81.8% ± 1.82%. rotF yielded a similar accuracy of 
82.73% ± 3.06% when compared with RF, but has a higher variability of accuracy values denoted by the 
wider confidence interval. 
























Figure 5.4: Mean classification accuracies for all tree-based algorithms (RF = random forest; rotF = 
rotation forest; oRFridge = oblique random forest using ridge regression as splitting model; oRFpls = 
oblique random forest using PLS as splitting model; oRFsvm = oblique random forest using SVM as 
splitting model) considered in this study. The scaled accuracy is the classification accuracy represented 
on a scale ranging from zero to one. Vertical bars denote 0.95 confidence intervals. 
It is evident from Figure 5.5 that the oRFsvm ensemble also has the smallest range of accuracy values 
between the upper and lower quartiles. This indicates higher classification results and better 
generalisation ability when compared with the other ensembles. Conversely, the rotF model has the 
largest range of accuracy values between the upper and lower quartiles. This indicates lower 
generalisation ability. 
To determine if the classification accuracies obtained using the five tree-based ensemble classifiers were 
statistically different, a one-way ANOVA was performed followed by Fisher’s least significance 
difference (LSD) test (Del Fiore et al. 2010) with bootstrapping (Efron & Tibshirani 1993). The results 
showed that there was no significant difference between the accuracies obtained for the RF and rotF 
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models at p = 0.05. However, there was a significant difference between the accuracies obtained for the 
three oRF models, i.e., oRFridge, oRFpls, and oRFsvm. Additionally, there was a significant difference 
between the RF model accuracy and the oRFridge, oRFpls, and oRFsvm model accuracy, as well as 
between the rotF model accuracy and the oRFridge, oRFpls, and oRFsvm model accuracy. Figure 5.5 
indicates that the oRFridge, oRFpls, and oRFsvm models produced significantly higher mean accuracies 
(ranging between 86% and 94%) compared with RF and rotF models that produced significantly lower, 

































Figure 5.5: The distribution of the classification accuracy based on the test dataset for all tree-based 
algorithms (RF = random forest; rotF = rotation forest; oRFridge = oblique random forest using ridge 
regression as splitting model; oRFpls = oblique random forest using PLS as splitting model; oRFsvm = 
oblique random forest using SVM as splitting model) considered in this study. Each boxplot represents 
the results obtained from 100 repetitions and all bands (n = 1769). The scaled accuracy is the 
classification accuracy represented on a scale ranging from zero to one. 
Figure 5.6 shows the result of spectral resampling of the original hyperspectral dataset (n = 1769). 
Resampling of the hyperspectral bands resulted in subsets of bands ranging in size from n = 884 
(resampled to 2 nm) to n = 10 (resampled to 176 nm). These subsets were used to generate models using 
each of the five ensemble classifiers. The results illustrated in Figure 5.7 show that for all ensembles, 
except oRFridge, the mean classification accuracy remained stable when using bands resampled to 2 nm 
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ranging up to 63 nm. However, bands resampled to 126 nm and 176 nm show a significant decrease in 
mean classification accuracy for all ensembles considered in this study. The oRFsvm ensemble provided 
the most consistent accuracies across all resampled bands and is thus shown to be the most robust of all 
the ensembles considered in this study. 
 
Figure 5.6: Resampling of the original hyperspectral dataset. Subsets of bands ranged in size from n = 
884 (spectral resampling to 2 nm) to n = 10 (spectral resampling to 176 nm). The X-axis represents the 
wavelength (nm) of the resampled bands whereas the Y-axis represents the reflectance (%). 
A one-way ANOVA was again performed, followed by Fisher’s LSD test (Del Fiore et al. 2010) with 
bootstrapping (Efron & Tibshirani 1993) to determine if the classification accuracies of all the ensemble 
models obtained using the spectral resampled bands were statistically different. The results show that 
there was no significant difference in accuracy between the three oRF models, i.e., oRFridge, oRFpls, 
and oRFsvm, at p = 0.05. This is contrary to the results obtained when using all hyperspectral bands. The 
results also indicated that the RF and rotF model accuracies were significantly different from each other 
as well as from the oRFridge, oRFpls, and oRFsvm model accuracies. It is clear from Figure 5.8 that the 
oRFridge, oRFpls, and oRFsvm models produced similar accuracies (ranging between 90% and 92%) 
compared with the RF and rotF models which have significantly lower mean accuracies. 
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Figure 5.7: Comparison of the mean accuracies obtained using all bands and using the resampled bands for the five ensemble classifiers (RF 
= random forest; rotF = rotation forest; oRFridge = oblique random forest using ridge regression as splitting model; oRFpls = oblique random 
forest using PLS as splitting model; oRFsvm = oblique random forest using SVM as splitting model). The red line indicates the mean accuracy 
obtained using all the original bands (n = 1769) whereas the blue bars indicate the mean accuracies for the respective resampled subsets. 
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Figure 5.8: Mean classification accuracies using resampled hyperspectral bands (n = 800) for each of 
the tree-based algorithms (RF = random forest; rotF = rotation forest; oRFridge = oblique random 
forest with ridge regression as splitting model; oRFpls = oblique random forest with PLS as splitting 
model; oRFsvm = oblique random forest with SVM as splitting model) considered in this study. The 
scaled accuracy is the classification accuracy represented on a scale ranging from zero to one. Vertical 
bars denote 0.95 confidence intervals. 
Table 5.1 summarises the highest and lowest mean classification accuracies (and associated spectral 
resampled bands) for all the ensemble classifiers considered in this study. Overall results indicate that 
the three oRF ensembles, i.e., oRFridge, oRFpls, and oRFsvm, produced the highest mean classification 
accuracies. Additionally, the oRFridge model had the lowest standard deviation of 0.48 when using bands 
(n = 221) resampled to 8 nm. In comparison, RF produced a highest mean classification accuracy of only 
84% ± 0.60% using bands (n = 117) resampled to 15 nm. For all ensembles, classification using a very 
coarse spectral resolution, that is spectral resampling to 176 nm (n = 10), yielded the lowest mean 
classification accuracy. 
Comparing the results in Table 5.1 with the mean classification accuracies obtained using all bands (n = 
1769), it is evident that spectral resampling resulted in an overall increase in classification accuracy. For 
example, for rotF, the highest mean classification accuracy achieved was 91% ± 0.85%, using bands (n 
= 221) resampled to 8 nm compared with 83% ± 3.06% using all bands. This is equivalent to an increase 
of more than 8% in classification accuracy. The only exception, in which there was no change in 
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classification accuracy, was for oRFsvm with a highest mean classification accuracy of 94% ± 0.77% 
using the resampled bands compared with 94% ± 0.85% using all bands. 
Table 5.1: Spectral resampled wavelengths and the associated classification results using the five 
ensemble classifiers (RF = random forest; rotF = rotation forest; oRFridge = oblique random forest using 
ridge regression as splitting model; oRFpls = oblique random forest using PLS as splitting model; 



















84 ± 0.60 
(0.68 ± 0.01) 
15 117 
75 ± 1.35 
(0.51 ± 0.03) 
176 10 
rotF 
91 ± 0.85 
(0.80 ± 0.04) 
8 221 
77 ± 1.24 
(0.55 ± 0.07) 
176 10 
oRFridge 
94 ± 0.48 
(0.88 ± 0.01) 
8 221 
85 ± 1.75 
(0.71 ± 0.03) 
176 10 
oRFpls 
94 ± 0.75 
(0.88 ± 0.02) 
4 442 
85 ± 1.28 
(0.69 ± 0.03) 
176 10 
oRFsvm 
94 ± 0.77 
(0.87 ± 0.02) 
2 884 
86 ± 1.20 




Tree-based ensemble classifiers are widely used for the classification of high dimensional data; see for 
example Ismail & Mutanga (2011), Poona & Ismail (2014), and Poona et al. (2016a). Their popularity is 
driven by the basic premise that using many weak classifiers should yield better classification accuracy 
than a single classifier (Rokach 2010). In this study, five tree-based ensemble classifiers i.e., random 
forest (RF), rotation forest (rotF), oRF using ridge regression as the splitting model (oRFridge), oRF 
using PLS as the splitting model (oRFpls), and oRF using SVM as the splitting model (oRFsvm) were 
compared. Additionally, this study specifically examined the effect of spectral resolution on the 
ensemble’s ability to classify healthy and infected P. radiata seedlings using high dimensional spectral 
data. The following sections discuss the experimental results in more detail. 
5.4.1 Classification using all bands 
RF has become a popular ensemble classifier for the analysis of hyperspectral data, given that it is 
relatively robust to outliers and noise and is not prone to overfitting (Biau 2012). The analysis shows that 
RF was generally outperformed by the other tree-based ensembles considered in this study. This indicates 
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that RF may not be the optimal ensemble classifier for the classification of spectroscopic data. When 
using all bands (n = 1769) the RF ensemble only marginally outperformed rotF with a mean classification 
accuracy of 82% ± 1.82% for RF compared with 79% ± 3.06% for rotF. More importantly, RF was 
significantly outperformed by oRFridge (86% ± 1.06%), oRFpls (90% ± 1.66%), and oRFsvm (94% ± 
0.85%). 
Contrary to previous studies, for example Rodríguez et al. (2006), Stiglic & Kokol (2007), and Xia et al. 
(2014) that have demonstrated the superior performance of rotF compared with RF, this study shows that 
rotF produced the lowest overall classification accuracies. rotF was the least robust of all the ensemble 
classifiers, yielding variable classification accuracies ranging from a minimum of 73% to a maximum of 
89% with a standard deviation of 3.06%. 
However, the results of this study compare favourably with those of Do et al. (2010) and Menze et al. 
(2011). For example, Do et al. (2010) tested the performance of RF, SVM, and oRF. The key finding of 
their study was that oRF outperformed both RF and SVM by an average of 3.57% and 6.35% 
respectively. The results of this study show that oRF (using SVM as the splitting rule) outperformed RF 
by an average of 12%. Menze et al. (2011) also showed that for the classification of high dimensional 
spectral data, the RF ensemble was outperformed by the oRF ensembles, with oRFridge yielding the best 
classification result. The analyses further indicate that although oRFridge outperformed RF, oRFridge 
was outperformed by both oRFpls and oRFsvm, with the oRFsvm ensemble providing the best 
classification accuracy when using the entire hyperspectral dataset. The stable results of oRFsvm may 
be attributed to the ability of SVM to effectively handle ill-posed problems, i.e. classification of a high 
dimensional feature space with limited training samples, coupled with its higher generalisation ability 
(Abdel-Rahman et al. 2014). Of note is that only a limited number of studies have investigated the use 
of oRF for the analysis of high dimensional data; see for example Do et al. (2010), Menze et al. (2011), 
and Do et al. (2015). Additionally, the results of this study highlight the potential to use oRF in a binary 
application. 
5.4.2 The effect of spectral resampling on classifier performance 
In this study, a total of 100 samples was used, i.e., healthy (n = 50) and infected (n = 50). All models 
were constructed using a decreasing number of bands (p) while maintaining the number of samples (n) 
constant. Models constructed from a larger number of samples compared with the number of bands (n < 
p) generally achieved the highest accuracy. This is evident from Figure 5.7, where the highest accuracies 
are obtained using bands spectrally resampled to 2 nm, 4 nm, 8 nm, and 15 nm. A similar result is 
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observed for models constructed with an equivalent number of samples and bands (n ≈ p); evident using 
bands spectrally resampled to 32 nm and 63 nm. However, models constructed with a lower number of 
bands compared with the number of samples (n > p) showed the lowest classification performance. These 
results are evident using bands spectrally resampled to 126 nm and 176 nm. This trend was also observed 
by Dalponte et al. (2009) and Mewes et al. (2011) who found that models constructed from a lower 
number of bands yielded the lowest accuracies. 
Spectral resampling of the hyperspectral bands produced mixed results with respect to the ensemble 
model employed. For example, from an evaluation of the mean classification accuracy obtained for RF, 
rotF, and oRFpls using the original bands compared with using the spectral resampled bands, it is evident 
that improved classification performance was achieved using the spectrally resampled bands. For 
oRFridge and oRFpls, the spectrally resampled bands yielded a significant increase in the classification 
performance. However, for oRFsvm, the spectrally resampled bands did not yield any significant 
improvement in the mean classification accuracy. Several authors; see for example Mladenić et al. 
(2004), Pal & Mather (2005), and Pal (2006) found that the performance of the linear SVM is not 
significantly influenced by a reduced dimensionality. The robustness of SVM has been illustrated using 
oRFsvm for the classification using all bands (Section 5.4.1). Similar results were demonstrated by 
Dalponte et al. (2009) using the SVM, GML with leave-one-out-covariance estimator (GML-LOOC), 
and LDA classifiers. The authors noted that the SVM classifier yielded the highest KHAT values, and 
remained stable across all spectral resampled subsets. KHAT values were generally lower for the GM-
LOOC and LDA classifiers. 
Overall, the results reaffirm the findings of previous research (Poona & Ismail 2014; Poona et al. 2016a), 
demonstrating that decreasing the data dimensionality leads to improved overall classification accuracy, 
and that a lower dimensional dataset can be used to efficiently discriminate healthy and infected 
seedlings. In this study, all ensemble classifiers displayed a similar trend in classification performance 
with the resampled datasets, i.e., classification accuracy remained stable at lower FWHM values and 
decreased at higher FWHM values. A similar trend was observed by Dalponte et al. (2009) and Mewes 
et al. (2011). Although lower accuracies were obtained at a spectral resolution of 126 nm and 176 nm, 
the results indicate that it is still possible to discriminate the two classes (healthy and infected). For 
example, for both RF and rotF, classification accuracy was above 75% using bands resampled to 176 
nm. In the case of oRFridge, oRFpls, and oRFsvm, classification accuracy was above 84% using bands 
resampled to 176 nm. 
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5.4.3 Robustness of the oblique forest ensembles 
This study evaluated the use of RF ensembles, including rotF and oRF, to model asymptomatic stress in 
P. radiata seedlings associated with F. circinatum infection. Previous studies, for example Do et al. 
(2010) and Menze et al. (2011) have demonstrated the superior performance of oblique forest ensembles 
compared with other classifiers such as RF, CART, and SVM. The use of oblique RF was found to be 
particularly suitable for the processing of high dimensional spectral data. 
As previously indicated, the staircase or box-like decision boundary generated by univariate splits, as is 
the case with CART and RF, may not be optimal for the classification of highly correlated data, such as 
high dimensional spectroscopic data (Menze et al. 2011). Consequently, learners that comprise 
multivariate DT via generation of oblique decision boundaries would be more suited to analysing high 
dimensional, highly correlated hyperspectral data. The results obtained in this study clearly confirm this 
notion. In this study, the traditional RF ensemble constructed from univariate DT was outperformed by 
all three oRF ensembles as well as the rotF ensemble, which are constructed from multivariate DT. 
Additionally, the use of an algorithm to estimate the splitting rule for the oRF ensembles—ridge 
regression, PLS, and SVM was used in this study—likely contributed to the improved performance of 
the oRF ensemble and consequently the high classification accuracies. Friedl & Brodley (1997) showed 
that multivariate DTs incorporating splitting rules produced significantly higher classification accuracies 
compared with univariate DTs and Bayesian classifiers. Similarly, Pal & Mather (2003) showed that 
multivariate DTs produced comparatively high classification accuracies compared with univariate DTs, 
artificial neural networks, and Bayesian classifiers. 
The classification results further indicate that the performance of the oRF ensembles is not significantly 
affected by the multicollinearity, albeit the fact that higher classification accuracies were obtained when 
a lower dimensionality, i.e., spectral resolution was used. In this study the dataset size was systematically 
reduced by spectral resampling (binning) of the original dataset (n = 1769) into discrete subsets of bands. 
The results of Dalponte et al. (2009), Franke et al. (2009), Mewes et al. (2011), Adam et al. (2012), and 
Adjorlolo et al. (2013) illustrate that reducing the input data dimensionality results in improved 
classification performance. This notion is reinforced by the results achieved in this study using the oRF 
ensembles to classify high dimensional spectroscopic data. The results show that a subset of bands, 
generated by spectral resampling of the original dataset (n = 1769), achieves accuracies above 90%, when 
an oblique node splitting model is used. The results of this study thus demonstrate the potential for 
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operationalisation of the oblique ensemble model for the asymptomatic detection of F. circinatum 
infection in P. radiata seedlings within a nursery environment. 
5.5 CONCLUSIONS 
This study aimed to evaluate the performance of various ensemble classifiers for the analysis of high 
dimensional spectral data. Additionally, the study tested the robustness of these ensembles to reduced 
data dimensionality and sample size. Some important conclusions from this study are, firstly, that rotF 
and oRF may be more suitable than RF for the analysis of high dimensional spectral data. Secondly, rotF 
is sensitive to both dimensionality and sample size, and produces less robust models compared with RF 
and oRF. Thirdly, the oRF ensemble using varied splitting models is more robust and yields better 
classification results compared with rotF and RF. Finally, the methods employed in this study require 




CHAPTER 6:  OPTIMISED TWO-BAND NORMALISED DIFFERENCE 
SPECTRAL INDICES FOR MODELLING FUSARIUM STRESS 
Poona NK & Ismail R 2019. Developing optimised spectral indices using machine learning to model 
Fusarium circinatum stress in Pinus radiata seedlings. Journal of Applied Remote Sensing 13, 034515. 
doi:10.1117/1.JRS.13.034515. 
Abstract 
Narrowband normalised difference spectral indices have found wide application in vegetation studies. 
Consequently, several studies have investigated the utility of optimised spectral indices for targeted 
applications. The objective of this study was to statistically develop optimised two-band normalised 
difference spectral indices from a subset of hyperspectral bands derived using the Boruta wrapper 
algorithm. These indices were applied to model F. circinatum stress in P. radiata seedlings. The 
performance of the developed optimised indices were compared with a selection of widely used existing 
spectral indices (n = 111) noted in the literature. Analyses were undertaken within a univariate (using the 
Jeffries-Matusita distance) and a multivariate (using the random forest algorithm) framework. The results 
clearly demonstrate the improved accuracies using optimised spectral indices (overall accuracy ranged 
from 76-96%) compared with using existing indices (overall accuracy ranged from 83-90%). 
Additionally, the results show that a multivariate approach yields superior results compared with a 
univariate approach. Overall, the results demonstrate the operational potential of optimised two-band 
normalised difference spectral indices within a multivariate paradigm. 
 





Several authors have successfully demonstrated the use of narrowband hyperspectral data for modelling 
pest and disease stress in vegetation (Abdel-Rahman et al. 2013; Calderón et al. 2013; Oumar et al. 2013; 
Ashourloo et al. 2014a; Poona & Ismail 2014; Poona et al. 2016a). High dimensional narrowband 
hyperspectral (spectroscopic) data are characterised by many―often several hundred―narrow 
contiguous bands across the visible (VIS) and infrared portions of the EMS. These bands typically range 
from 400 nm in the VIS region, to 2500 nm in the SWIR region. In the VIS spectrum (ranging from 
approximately 400 nm to 700 nm), leaf reflectance is influenced by changes in plant biochemistry; in the 
NIR spectrum (ranging from approximately 700 nm to 1200 nm) by leaf structural attributes; whereas in 
the SWIR region (ranging from approximately 1200 nm to 2500 nm), leaf reflectance is primarily a 
function of leaf water content (Jacquemoud & Ustin 2001). Thus, when a plant is under stress, subtle 
variations in leaf reflectance in the VIS, NIR, and SWIR regions can be detected, quantified, and 
modelled (Poona & Ismail 2014). 
Spectral indices (SIs), derived from narrowband hyperspectral measurements, are commonly used in 
vegetation studies to assess plant physiology and chemistry (Mahlein et al. 2013). Using the spectral 
information contained in only a few spectral channels, SI combine two or more narrow spectral bands as 
linear combinations through ratioing, summing, or differencing (Jackson & Huete 1991). For example, 
the blue index (BI) (Calderón et al. 2013) is a ratio of the reflectance at 450 nm and 490 nm (i.e. 
R570/R670), whereas the health index (HI) (Mahlein et al. 2013) is based on the normalised difference 
of 534 nm and 698 nm, and the reflectance at 704 nm (i.e. [((R534-R698)/(R534+R698))-1/2(R704)]). 
A large number of SIs have been developed and extensively applied in remote sensing studies of 
vegetation; several specifically developed for the detection and monitoring of plant disease and stress. 
For example, Calderón et al. (2013) and Calderón et al. (2015) employed SIs (n = 31) and (n = 21) 
respectively, and airborne hyperspectral imagery (wavelength range from 400 nm to 885 nm) for 
modelling Verticillium wilt of Olea europea L. caused by Verticillium dahlia Kleb. Overall results 
showed that SIs could successfully be used for the early detection of V. dahlia-induced stress and 
discrimination of Verticillium wilt disease severity. Ashourloo et al. (2014a) used SIs (n = 22) and leaf 
spectral measurements (ranging from 450 nm to 1000 nm) to model Puccinia triticina disease severity 
in Triticum dicoccum. Results showed the potential of SIs for the classification of P. triticina disease 
severity. The authors further noted the value of using SIs in reducing both data dimensionality and 
computational expense. Feng et al. (2016) employed SIs (n = 28) and canopy spectral measurements 
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(ranging from 400 nm to 1000 nm) to model Blumeria graminis f. sp. tritici disease severity in four 
winter wheat cultivars. The results highlighted the potential of using SIs for modelling B. graminis 
disease severity. More recently, Shi et al. (2017) successfully demonstrated the use of SIs (n = 14) for 
the detection and discrimination of yellow rust, aphid infection, and powdery mildew in Triticum 
aestivum L. leaves. 
According to Mahlein et al. (2013) and Huang et al. (2014), the use of narrowband SIs is, however, 
limited in their application to detecting and linking a specific stressor to a specific stress / disease. 
Numerous studies have shown that only certain portions of the EMS, located at discrete wavelengths, are 
of benefit to detecting plant stress (Abdel-Rahman et al. 2013; Calderón et al. 2013; Oumar et al. 2013; 
Ashourloo et al. 2014a; Poona & Ismail 2014; Poona et al. 2016a; 2016b). Identifying and isolating these 
discrete wavelengths (bands) can thus inherently improve the ability to model plant stress using 
spectroscopic data. Consequently, the development of optimised spectral indices (SIsopt), statistically 
derived from these discrete bands, i.e. the most important bands, may prove indispensable in detecting 
stress caused by a specific stress agent (Mahlein et al. 2013; Huang et al. 2014). Additionally, the 
identification of the most important bands can provide insight to correlating a specific stressor to a 
specific stress (Mahlein et al. 2013). 
Several studies have highlighted the utility of SIsopt for modelling plant stress. More significantly, these 
studies demonstrated the superior performance of SIsopt compared with the performance of SIs noted in 
the literature; henceforth referred to as existing SIs (SIsex). For example, Prabhakar et al. (2011) applied 
SIsex (n = 20) and SIsopt (n = 4) for modelling stress in Gossypium hirsutum L. caused by Empoasca 
devastans (Ishida). The authors used the Pearson correlation coefficient (r) to determine the most 
important bands, i.e. those bands with the highest absolute correlation coefficients, for developing the 
four SIsopt. Results showed that only 14 of the 20 SIsex were statistically significant, whereas all four 
developed SIsopt were statistically significant in discriminating stress severity. Overall, the four 
developed SIsopt outperformed the commonly used SIsex. Mahlein et al. (2013) applied SIsex (n = 12) and 
SIsopt (n = 4) for detecting and identifying Cercospora leaf spot, sugar beet rust, and powdery mildew in 
sugar beet plants. The most important bands for developing the four SIsopt were derived using the 
RELIEF-F algorithm (Robnik-Šikonja & Kononenko 2003). Overall results showed that the developed 
SIsopt outperformed all the SIsex in detecting Cercospora leaf spot as well as classifying healthy and 
diseased leaves. Similarly, Huang et al. (2014) employed SIsex (n = 10) and SIsopt (n = 4) for identifying 
and monitoring disease stress in Triticum aestivum L. caused by powdery mildew, yellow rust, and 
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aphids. The authors also employed the RELIEF-F algorithm to determine the most important bands for 
developing the four SIsopt. The developed SIsopt produced high classification accuracies (>85%) for 
discriminating between the diseases, provided the best discrimination of healthy and diseased winter 
wheat, and overall outperformed the SIsex. 
Within a forestry context, Fassnacht et al. (2012) employed visible-near infrared (VNIR) HyMap 
wavelengths (n = 39), ranging from 455 nm to 986 nm, to model Ips typographus L. infestation in a 
mixed species natural forest. The 39 wavelengths were used to develop three-angle SIsopt, and compared 
with SIsex (n = 82) via a genetic algorithm coupled with a nearest centroid classifier, and a support vector 
machine classification. Overall results illustrated the superior performance of using SIsopt compared with 
using SIsex. Oumar et al. (2013) employed SIsex (n = 23) and SIsopt (n = 20) with leaf spectral 
measurements (ranging from 426.82 nm to 2395.50 nm), for predicting T. peregrinus infestation in E. 
macarthurii. The original bands were first resampled to the Hyperion sensor calibrated bands (n = 198), 
and subsequently used to compute two-band normalised indices (n = 1 081). The top 20 indices were 
selected based on their highest linear regression coefficient (R2) values between the computed indices 
and visual damage. Overall, the SIsopt dataset (n = 20) provided better predictive power of T. peregrinus 
damage compared with the SIsex dataset (n = 23). 
The random forest (RF) algorithm (Breiman 2001) is an ensemble of CART that has found widespread 
use in remote sensing for both classification and regression tasks. Of particular significance is the 
importance rankings assigned to features. Feature importance is computed using an out-of-bag (OOB) 
sample, equivalent to approximately 34% of the input data. This OOB sample is additionally used to 
compute an unbiased estimate of the model training error, known as the OOB error. Researchers have 
exploited the RF feature importance as a precursor to undertaking feature selection for development of 
SIsopt. For example, Abdel-Rahman et al (2013) employed RF to select the ten most important bands for 
generating SIsopt for estimating leaf nitrogen concentration in sugarcane. The authors successfully 
demonstrated the use of optimised spectral indices for predicting sugarcane leaf nitrogen concentration 
(R2 = 0.67). More recently, Chemura et al. (2016) employed the RF model to select the most important 
SIsex (n = 7) for discriminating Hemileia vastarix infection levels on Coffea arabica, obtaining an overall 
classification accuracy of 82.5%. 
Boruta (Kursa et al. 2010; Kursa & Rudnicki 2010) is a feature selection algorithm wrapped around the 
RF ensemble. Poona & Ismail (2014) and Poona et al. (2016a) successfully demonstrated that a subset 
of bands, derived using the Boruta algorithm, could best discriminate healthy and stressed P. radiata 
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seedlings infected with the fungal pathogen F. circinatum. Poona & Ismail (2014) further demonstrated 
that the spectral response of healthy, infected, and damaged seedlings was significantly different and that 
using both strongly and weakly relevant Boruta-selected bands provided the best classification 
accuracies. 
No study to date has employed Boruta-selected bands for developing SIsopt. Additionally, no study to 
date has compared the implementation of SIsex and SIsopt within a univariate and multivariate framework. 
In this study, the Boruta algorithm was employed to first derive a subset of the most important bands for 
discriminating healthy, infected, and damaged P. radiata seedlings. The Boruta-selected bands were 
subsequently used to statistically derive two-band normalised difference SIsopt, to model F. circinatum 
stress in P. radiata seedlings. The SIsex, selected from the literature, was then compare with the indices 
statistically derived in this study (SIsopt), for the asymptomatic detection of F. circinatum stress in P. 
radiata seedlings. The hypothesis was that the SIsopt developed from Boruta-selected bands will provide 
better classification accuracies compared with the subset of Boruta bands (Poona & Ismail 2014) as well 
as existing indices widely used in the literature (SIsex). 
Application: F. circinatum is a significant pathogen of Pinus spp. globally; the most susceptible species 
being P. radiata (EPPO 2005). The fungus has a global presence, infecting several species of native and 
commercial Pinus stands (Coutinho et al. 2007; Wingfield et al. 2008), and is endemic in nurseries across 
South Africa (Porter et al. 2009). The fungus spreads rapidly and is difficult to control (Schweisinger 
2008), with infection often leading to seedling mortality (Mitchell et al. 2011). Consequently, an accurate 
and efficient operational methodology to discriminate healthy and stressed seedlings in a nursery 
environment is paramount in order to reduce high seedling mortality. 
6.2 MATERIALS AND METHODS 
6.2.1 Spectral data collection and pre-processing 
Narrowband hyperspectral data collected from healthy, damaged, and infected P. radiata seedlings 
inoculated with the pathogen F. circinatum formed the basis for this study. A total of 100 seedlings were 
randomly sampled from two trays of three month old P. radiata seedlings (n = 196). The sampled 
seedlings were subsequently divided into three equal classes (n = 50) and labelled healthy, infected, and 
damaged. The infected class was inoculated with a 10 mL spore suspension (50 000 spores mL-1) of F. 
circinatum isolate (FCC 3579) following the PCF screening facility best operating practice inoculum 
procedure (Forestry and Agricultural Biotechnology Institute, University of Pretoria, Pretoria, South 
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Africa). The inoculation procedure involved first topping the apical buds with a sterile razor blade, and 
subsequently placing the inoculum onto the topped apical buds. The damaged class only had the apical 
buds topped. 
Spectral measurements were captured weekly (for a period of three weeks) between 10:00 and 15:00 
using a FieldSpec® Pro FR Spectroradiometer (Analytical Spectral Devices, Boulder, CO) following 
inoculation. The FieldSpec® Pro acquires data in the 350–2500 nm spectral range with a spectral 
resolution of 3 nm @ 700 nm, 10 nm @ 1400 nm, and 12 nm @ 2100 nm. Reflectance measurements 
were calibrated in field using a Spectralon white reference panel (Poona & Ismail 2014; Poona et al. 
2016a; 2016b). Figure 6.1 illustrates the setup used for spectral data acquisition. 
 
Figure 6.1: Spectral data acquisition using the FieldSpec® Pro Spectroradiometer. 
Five spectral measurements were captured per seedling using the 23o field-of-view, which were later 
averaged to a single reading per seedling. A total of 450 spectra (50 spectra per class); each spectrum 
comprising 1769 bands following removal of the atmospheric water absorption bands (1350-1460 nm 
and 1790-1960 nm) (Hatchell 1999; Walker 2009) and noisy bands (2401-2500 nm), were used for 
further processing. 
6.2.2 Experimental design 
To evaluate the ability of spectral indices to discriminate healthy, infected, and damaged seedlings, 
spectral data were combined into two class pairs, namely H-I and I-D. All spectral indicess, i.e. SIsex and 
SIsopt were developed using spectral data collected during week 3. The spectral data collected during 
week 1 and week 2 were subsequently used as independent validation data. Figure 6.2 provides an 
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overview of the data analysis workflow adopted in this study. The following sections provide details 
regarding the methods adopted in this study. 
 
 
Figure 6.2: Data analysis workflow employed in this study. 
6.2.3 Selection of existing spectral indices 
Following a review of the literature (Zarco-Tejada et al. 2005; Prabhakar et al. 2011; Agapiou et al. 2012; 
Hernández-Clemente et al. 2012; Calderón et al. 2013; Oumar et al. 2013; Ashourloo et al. 2014a, 2014b; 
Feng et al. 2016), a set of narrowband spectral indices (n = 111) was selected; henceforth referred to as 
existing indices (SIsex). The set comprised two-band (n = 74), three-band (n = 29), and four-band (n = 8) 
spectral indices. The SIsex included six thematic types namely; greenness, light use efficiency, senescent 
carbon, leaf pigment, canopy water content, and plant stress indices (Thenkabail et al. 2013; Table 6.1). 
Indices were subsequently computed using the spectral measurements from week 3. 
6.2.4 Development of optimised spectral indices (SIsopt) 
Developing and optimising a ratio-based index from all possible two-band combinations of n 
wavelengths can yield a possible n x (n - 1) spectral indices, and from all possible three-band 
combinations, a possible n x (n - 1) x (n - 2) spectral indices (Wang et al. 2016). Consequently, using all 
wavelengths within the 350 nm to 2400 nm wavelength range (n = 1769; following removal of noisy 
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bands) would yield 3 127 592 possible two-band indices, and more than 5.5 x 109 possible three-band 
combinations. The decision was made to focus on developing two-band indices. It was necessary to 
employ a band selection method, such as a filter or a wrapper (Kohavi & John 1997), to reduce the data 
dimensionality, and select the most important bands for SIsopt development. 
Spectra representing each of the three classes, i.e. healthy (n = 50), infected (n = 50), and damaged (n = 
50) were processed using the Boruta wrapper algorithm (Kursa et al. 2010; Kursa & Rudnicki 2010; 
2011). Boruta was used to select an optimal subset of bands that could best discriminate the three classes, 
i.e. healthy, infected, and damaged (Poona & Ismail 2014). Boruta evaluates band importance by creating 
an ensemble of “shadow” bands that are randomly sampled from the original dataset and correspond to 
each of the original bands in the dataset. Boruta initially computes Z-scores (based on the mean decrease 
in accuracy score) for each band and its corresponding shadow band. The algorithm then iteratively 
compares Z-scores between each band and its corresponding shadow band in order to evaluate band 
importance (Kursa et al. 2010; Kursa & Rudnicki 2010). Boruta proceeds to iteratively fit RF models 
until either the specified number of runs is completed (maxRuns) or all bands are classified as either 
confirmed or rejected (Kursa & Rudnicki 2018). Boruta was run in light mode, i.e. both unimportant and 
corresponding shadow bands were dropped through iterations of the algorithm (Poona & Ismail 2014). 
RF models were built using default hyperparameter values, i.e. mtry = square root of the total number of 
input bands, and ntree = 500. The Boruta algorithm was implemented using the Boruta library (Kursa & 
Rudnicki 2018) in the R statistical software (R Development Core Team 2019). 
To compute the normalised difference indices, Mahlein et al. (2013) and Huang et al. (2014) employed 
a “normalised wavelength difference” approach using the RELIEF-F algorithm (Robnik-Šikonja & 
Kononenko 2003). The normalised wavelength difference requires two wavelengths, one selected from 
the best weighted single band, and one from the worst weighted single band. Similarly, in this study, a 
normalised wavelength difference approach was adopted by selecting the strongly relevant and weakly 
relevant Boruta bands based on the mean decrease in classification accuracy score as determined by the 
RF algorithm (Poona & Ismail; 2014). The selected Boruta bands were used to compute all possible 




          (Equation 6.1) 
where 𝑅𝑖 and 𝑅𝑗 are the reflectance values of relevant Boruta-selected bands. Computation of the 
SIs was undertaken using the R statistical software (R Development Core Team 2019). 
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Table 6.1: Existing narrowband spectral indices employed in this study. 
Index Acronym Equation Reference 
Anthocyanin reflectance index ARI (1/R550)-(1/R700) Gitelson et al. 2006 
Blue index BI R450/R490 Calderón et al. 2013 
Blue/green index 1 BGI 1 R400/R550 Zarco-Tejada et al. 2005 
Blue/green index 2 BGI 2 R450/R550 Zarco-Tejada et al. 2005 
Blue/red index 1 BRI 1 R400/R690 Zarco-Tejada et al. 2005 
Blue/red index 2 BRI 2 R450/R690 Zarco-Tejada et al. 2005 
Carter stress index 1 CSI 1 R605/R760 Carter 1994 
Carter stress index 2 CSI 2 R695/R760 Carter 1994 
Carter stress index 3 CSI 3 R710/R760 Carter 1994 
Carter stress index 4 CSI 4 R695/R420 Carter 1994 
Carter stress index 5 CSI 5 R695/R670 Carter 1994 
Carotenoid/chlorophyll ratio index CCRI (R680-R500)/R750 Garrity et al. 2011 
Carotenoid reflectance index 1 CRI550 (1/R510)-(1/R550) Gitelson et al. 2001 
Carotenoid reflectance index 2 CRI700 (1/R510)-(1/R700) Gitelson et al. 2001 
Carotenoid reflectance index 3 RNIR*CRI550 (1/R510)-(1/R550)*R770 Gitelson et al. 2006 
Carotenoid reflectance index 4 RNIR*CRI700 (1/R510)-(1/R700)*R770 Gitelson et al. 2006 
Chlorophyll index CI (R415-R435)/(R415+R435) Barnes 1992 
Chlorophyll stress index 1 ChSI 1 R415/R695 Read et al. 2002 
Chlorophyll stress index 2 ChSI 2 R708/R915 Zhao et al. 2005 
Chlorophyll stress index 3 ChSI 3 R551/R915 Zhao et al. 2005 
Curvature index CI R675*R690/(R683)2 Zarco-Tejada et al. 2000 
Damage sensitive spectral index DSSI (R747-R901-R537-R572)/[(R747-R901)+(R537-
R572)] 
Mirik et al. 2006 
Datt index 1 DI 1 (R850-R710)/(R850-R680) Datt 1999a, 1999b 
Datt 2 DI 2 R672/(R550*R708) Datt 1998 
Datt 3 DI 3 R860/(R550*R708) Datt 1999a, 1999b 
Datt 4 DI 4 R850/R710 Datt 1999a, 1999b 
Datt 5 Di 5 R672/R550 Datt 1998 
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Disease water stress index 1 DWSI 1 R800/R1660 Apan et al. 2004 
Disease water stress index 2 DWSI 2 R1660/R550 Apan et al. 2004 
Disease water stress index 3 DWSI 3 R1660/R680 Apan et al. 2004 
Disease water stress index 4 DWSI 4 R550/R680 Apan et al. 2004 
Disease water stress index 5 DWSI 5 (R800+R550)/R1660+R680) Apan et al. 2004 
Double difference index DDI (R749-R720)-(R701-R672) Le Maire et al. 2004 
Double difference index (new) DDIn 2(R710-R(710-50)-R(710+50)) Le Maire et al. 2008 
Gitelson index 1 GI 1 1/R500 Gitelson et al. 2001 
Gitelson index 2 GI 2 1/R700 Gitelson et al. 2001 
Gitelson index 3 GI 3 (R750-R800/R695-R740)-1 Gitelson et al. 2003 
Gitelson and Merzlyak 1 GM 1 R750/R550 Gitelson and Merzlyak 1994 
Gitelson and Merzlyak 2 GM 2 R750/R700 Gitelson and Merzlyak 1994 
Green normalised difference vegetation 
index 
GNDVI (R750-R550)/(R750+R550) Gitelson et al. 1996 
Healthy index HI (R534-R698/R534+R698)-1/2(R704) Mahlein et al. 2013 
Lichtenthaler index LI R440/R740 Lichtenthaler et al. 1996 
Maccioni index MI (R780-R710)/(R780-R680) Maccioni et al. 2001 
Modified anthocyanin content index MACI R940/R530 Steele et al. 2009 






 Laudien et al. 2003 
Modified chlorophyll absorption 
reflectance index 1 
MCARI 1 [(R700-R670)-0.2(R700−R550)](R700/R670) Daughtry et al. 2000 
Modified chlorophyll absorption 
reflectance index 2 
MCARI 2 [(R750-R705)-0.2(R750-R550)](R750/R705) Wu et al. 2008 
Modified chlorophyll absorption 
reflectance index 3 
MCARI 3 1.2[2.5(R800-R670)-1.3(R800-R550)] Haboudane et al. 2004 
Modified chlorophyll absorption 
reflectance index 4 
MCARI 4 1.5[2.5(R800-R670)-1.3(R800-R550)]/[(2R800+1)2-
(6R800-5(R670)0.5)-0.5]0.5 
Haboudane et al. 2004 
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Modified chlorophyll absorption 
reflectance index/ Optimised soil-




Rondeaux et al. 1996 
Modified chlorophyll absorption 
reflectance index/ Optimised soil-




Wu et al. 2008 
Modified normalised difference 
vegetation index 
MNDVI (R800-R680)/(R800+R680-2R445) Sims & Gamon 2002 
Modified normalised difference 
vegetation index 705 
MNDVI705 (R750-R705)/(R750+R705-2R445) Sims & Gamon 2002 
Modified photochemical reflectance 
index 
MPRI (R515-R530)/(R515+R530) Hernández-Clemente et al. 2011 
Modified soil-adjusted vegetation index 
1 
MSAVI 1 0.5[2R800+1-{(2R800+1)2-8(R800-R670)}0.5] Qi et al. 1994 
Modified soil-adjusted vegetation index 
1 
MSAVI 2 0.5[2R750+1-{(2R750+1)2-8(R750-R705)}0.5] Qi et al. 1994 
Modified triangular vegetation index 1 MTVI1 1.2[1.2(R800-R550)-2.5(R670-R550)] Haboudane et al. 2004 
Modified triangular vegetation index 2 MTVI2 1.5[1.2(R800-R550)-2.5(R670-R550)]/[(2R800+1)2-
(6R800-5(R670)0.5)-0.5]0.5 
Haboudane et al. 2004 
Moisture stress index MSI R1600/R820 Hunt & Rock 1989 
Nitrogen stress index 1 NSI 1 R415/R710 Read et al. 2002 
Nitrogen stress index 2 NSI 2 R517/R413 Zhao et al. 2005 
Normalised difference lignin index NDLI [log(1/R1754)-
log(1/R1680)]/[log(1/R1754)+log(1/R1680)] 
Serrano et al. 2002 
Normalised difference vegetation index 
1 
NDVI1 (R800-R670)/(R800+R670) Rouse et al. 1974 
Normalised difference vegetation index 
2 
NDVI2 (R750-R705)/(R750+R705) Gitelson & Merzlyak 1994 
Normalised difference vegetation index 
3 
NDVI 3 (R800-R680)/(R800+R680) Lichtenthaler et al. 1996 
Stellenbosch University https://scholar.sun.ac.za
95 
Normalised difference vegetation index 
4 
NDVI 4 (R682-R553)/(R682+R553) Gandia et al. 2004 
Normalised pigment chlorophyll index NPCI (R680-R430)/(R680+R430) Peñuelas et al. 1993, 1994 
Optimised soil-adjusted vegetation 
index 1 
OSAVI 1 (1+0.16)(R800-R670)/(R800+R670+0.16) Rondeaux et al. 1996 
Optimised soil-adjusted vegetation 
index 2 
OSAVI 2 (1+0.16)(R750-R705)/(R750+R705+0.16) Wu et al. 2008 
Photochemical reflectance index 1 PRI 1 (R570-R531)/(R570+R531) Gamon et al. 1992 
Photochemical reflectance index 2 PRI 2 (R512-R531)/(R512+R531) Hernández-Clemente et al. 2011 
Photochemical reflectance index 3 PRI 3 (R570-R531-R670)/(R571+R531+R670) Hernández-Clemente et al. 2011 
Pigment specific normalised difference PSND (R800-R470)/(R800+R470) Blackburn 1998 
Pigment specific simple ratio a PSSRa R800/R675 Blackburn 1998 
Pigment specific simple ratio b PSSRb R800/R650 Blackburn 1998 
Pigment specific simple ratio c PSSRc R800/R500 Blackburn 1998 
Pigment specific normalised difference 
a 
PSND a (R800-R675)/(R800+R675) Blackburn 1998 
Pigment specific normalised difference 
b 
PSND b (R800-R650)/(R800+R650) Blackburn 1998 
Pigment specific normalised difference 
c 
PSND c (R800-R500)/(R800+R500) Blackburn 1998 
Plant senescence reflectance index PSRI (R678-R500)/R750 Merzlyak et al. 1999 
R520/R500 ZT 1 R520/R500 Zarco-Tejada et al. 2012 
R515/R570 ZT 2 R515/R570 Zarco-Tejada et al. 2012 
R515/R670 ZT 3 R515/R670 Zarco-Tejada et al. 2012 
Ratio analysis of reflectance spectra RARS R746/R513 Chappelle et al. 1992 
Red-edge RE R750/R710 Zarco-Tejada et al. 2001 
Red-edge chlorophyll index CIred-edge [R800/R700]-1 Gitelson et al. 2006 
Red-edge inflection REI 700+40[{((R670+R780)/2)-R700}/(R740-R700)] Clevers et al. 2002 
Redness index RI R700/R670 Gitelson et al. 2000 
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Renormalised difference vegetation 
index 
RDVI (R800-R670)/(R800+R670)0.5 Rougean & Breon 1995 
Simple ratio 1 SR 1 R750/R700 Gitelson & Merzlyak 1994 
Simple ratio 2 SR 2 R750/R705 Gitelson & Merzlyak 1996 
Simple ratio 3 SR 3 R752/R690 Gitelson & Merzlyak 1996 
Simple ratio 4 SR 4 R750/R550 Gitelson & Merzlyak 1996 
Simple ratio 5 SR 5 R700/R670 McMurtrey et al. 1994 
Simple ratio 6 SR 6 R675/R700 Chappelle et al. 1992 
Simple ratio 7 SR 7 R750/R710 Zarco-Tejada et al. 2001 
Simple ratio 9 SR 9 R800/R680 Blackburn 1998 
Simple ratio 10 SR 10 R440/R690 Lichtenthaler et al. 1996 
Simple ratio pigment index SRPI R430/R680 Peñuelas et al. 1995 
Spectral polygon vegetation index SPVI 0.4[3.7(R800-R670)-1.2|R550-R670|] Vincini et al. 2006 
Structure insensitive pigment index 1 SIPI 1 (R800-R445)/(R800-R680) Peñuelas et al. 1995 
Structure insensitive pigment index 2 SIPI 2 (R800-R505)/(R800-R690) Blackburn 1998 
Structure insensitive pigment index 3 SIPI 3 (R800-R470)/(R800-R680) Blackburn 1998 
Transformed chlorophyll absorption 
reflectance index 
TCARI 1 3[(R700-R670)-0.2(R700-R550)(R700/R670)] Haboudane et al. 2002 
Transformed chlorophyll absorption 
reflectance index 
TCARI 2 3[(R750-R705)-0.2(R750-R550)(R750/R705)] Wu et al. 2008 
Transformed chlorophyll absorption 
reflectance index/Optimised soil-




Haboudane et al. 2002 
Transformed chlorophyll absorption 
reflectance index/Optimised soil-




Wu et al. 2008 
Triangular chlorophyll index TCI 0.5(R700-R550)-1.5(R670-R550)*(R700/R670)0.5 Haboudane et al. 2008 
Vogelmann red-edge index 1 VRI 1 R740/R720 Vogelmann et al. 1993 




6.2.5 Evaluating the existing and optimised indices 
In order to assess the utility of the existing and optimised indices to discriminate the H-I and I-D class 
pairs, analyses were undertaken as two experiments. Experiment 1 adopted an univariate approach, 
which employed the Jeffries-Matusita (J-M) distance (Richards & Jia 2006) to determine the 
discriminatory power of each index. The J-M distance ranges from zero to two (scaled values); the 
higher the J-M distance, the better the discriminatory power of the index. Consequently, the index 
with the highest J-M distance should be best at discriminating the H-I and I-D class pairs respectively. 
For normally distributed classes, the J-M distance is defined by Equation 6.2 (Richards & Jia 2006): 
𝐽𝑖𝑗 = 2(1 − 𝑒
−𝐵)         (Equation 6.2) 

















}    (Equation 6.3) 
where i and j represent the two classes being compared, Ci is the covariance matrix of i, mi is 
the mean vector of i, and |Ci| is the determinant of Ci. 
Experiment 2 employed the RF algorithm as a multivariate approach to determine the best 
combination of indices providing the highest discriminatory power. RF (Breiman 2001) grows 
hundreds of unpruned classification trees (ntree) using bootstrap samples of the original data set. A 
bootstrap sample consists of approximately two thirds of the original data set. A single classification 
tree is then fit to each bootstrap sample. A single feature selected from a random subset of selected 
features (mtry) is selected for node splitting. Trees are maximally grown, i.e. without pruning, using 
bagging as well as random variable selection. The final classification is based on a majority vote of 
predictions of all trees in the ensemble (Breiman 2001). RF was implemented using default 
hyperparameter values (Poona et al. 2016b). RF models were built using the randomForest library 
(Liaw & Wiener 2002) in the R statistical software (R Development Core Team 2019). 
For Experiment 1 and Experiment 2, spectral data at week 3 were employed to determine the 
discriminatory ability of the existing and optimised indices. Consequently, the data at week 1 and 
week 2 were employed as independent datasets to validate the models. 
6.3 RESULTS 
6.3.1 Boruta band selection 
Boruta feature selection resulted in a reduction in data dimensionality of more than 97.50% for both 
the H-I (n = 38) and I-D (n = 40) class pairs (Figure 6.3). For the H-I class pair, selected bands were 
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located in the VIS region (n = 1) at 680 nm, NIR region (n = 31) from 933 nm to 1151 nm, and SWIR 
region (n = 6) from 1344 nm to 1349 nm. However, for the I-D class pair, bands were located only in 
the NIR region (n = 29) from 1118 nm to 1151 nm, and SWIR region (n = 11) from 1337 nm to 1789 
nm. The greater number of bands located in the NIR region for both the H-I and I-D class pairs, 
indicate the significance of the NIR region in discriminating healthy, infected, and damaged 
seedlings. 
 
Figure 6.3: Boruta band selection (grey bars) for the H-I class pair (a) and the I-D class pair (b) for 
week 3. A mean spectral signature of a healthy (a) and infected (b) is shown for reference. 
It is evident from Figure 6.3 that the resulting Boruta subset comprised contiguous bands. In order to 
further reduce the contiguity of the Boruta-selected bands, spectral resampling was employed. Several 
spectral resampling methodologies are available, including stepwise merging (Franke et al. 2009; 
Mewes et al. 2011), applying user-defined bandwidths fit to a Gaussian model (Adam et al. 2012; 
Adjorlolo et al. 2013), incremental resampling using user-defined band centres (Poona et al. 2016b), 
and incremental resampling using the mean of contiguous bands (Dalponte et al. 2009). In this study, 
the mean of contiguous bands was computed, resulting in a total of eleven datasets (Table 6.2). The 
datasets for the H-I class pair (n = 5) and the I-D class pair (n = 6), were subsequently employed to 
develop SIsopt for discriminating the H-I and I-D class pairs using Equation 6.1. 
Table 6.2: Resampled Boruta-selected bands for the H-I and I-D class pairs. 
Class pair Number of bands(n) Wavelengths 
H-I 5 680 nm, 935 nm, 1128 nm, 1146 nm, 1347 nm 
I-D 6 1118 nm, 1131 nm, 1146 nm, 1337 nm, 1345 nm, 1789 nm 
 
6.3.2 Evaluating the indices 
Table 6.3 shows the results of the univariate analysis using the J-M distance measure (experiment 1) 
and multivariate analysis using Boruta (experiment 2) for the H-I and I-D class pairs. Within a 
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univariate framework, the modified anthocyanin content index (mACI) (Steele et al. 2009), a two-
band index, demonstrated the best discriminatory ability for the H-I class pair, yielding a J-M distance 
of 0.62. The new double difference index (DDIn) (Le Maire et al. 2008), which is also a two-band 
index, yielded a J-M distance of 0.33, proving best for discriminating the I-D class pair. The optimised 
indices yielded only marginally better J-M distances compared with the existing indices. For example 
0.62 (existing) versus 0.71 (optimised) for the H-I class pair. Overall, the existing and optimised 
indices yielded low separability measures (0.33-0.71) for both the H-I and I-D class pairs. The low J-
M distances indicate the difficulty in applying a single index to discriminate healthy, infected, and 
damaged seedlings. Worth noting is that the optimised indices for discriminating both the H-I and I-
D class pairs were based on bands selected within the NIR region. The selection of NIR bands 
reinforces the significance of the NIR region for modelling vegetation stress. 
Table 6.3: Results of the univariate and multivariate analyses for the healthy-infected (H-I) and 
infected-damaged (I-D) class pairs. For the univariate analysis, the best performing index (existing) 
and bands (optimised) are indicated in parenthesis. For the multivariate analysis, the out-of-bag error 




Existing Optimised Existing Optimised 
Univariate (J-M distance) 0.62 (mACI) 0.71 (1128; 1146) 0.33 (DDIn) 0.48 (1118; 1131) 
Multivariate (Boruta) 90 (n = 111) 96 (n = 20) 83 (n = 111) 93 (n = 30) 
 
Results of the multivariate analysis, using Boruta, showed a marked improvement in the ability to 
discriminate the H-I and I-D class pairs, compared with the univariate approach. Existing indices 
showed greater potential for discrimination, yielding an overall accuracy of 90% and 83% for the H-
I and I-D class pairs respectively. However, such accuracies were achieved using the full set of indices 
(n = 111). Conversely, the highest accuracies were obtained using a combination of only n =20 and 
n = 30 indices for discriminating the H-I (OA = 96%) and I-D (OA = 93%) class pairs. The results 
indicate that (i) optimised indices outperformed the existing indices, (ii) a lesser number of optimised 
indices yielded higher accuracies compared with a larger number of existing indices, and (iii) a 
combination of indices (i.e. a multivariate framework) can better discriminate healthy, infected, and 
damaged seedlings compared with using a single index. 
6.3.3 Model validation 
The spectral data collected for week 1 and week 2 served as independent validation datasets. The 
study focussed on the optimised indices within a multivariate framework, given (i) the higher 
accuracies obtained using SIsopt compared with using SIsex, (ii) the lesser number of SIsopt used (Table 
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6.3), and (iii) the overarching aim of the study, which is to develop optimised indices using ML. The 
validation results using the data from week 1 and week 2 are presented in Table 6.4. 
Table 6.4: Multivariate results for the healthy-infected (H-I) and infected-damaged (I-D) class pairs 
for week 1 and week 2, using optimised indices. 
Dataset H-I (n = 20) I-D (n = 30) 
OA (%) KHAT Sensitivity Specificity OA (%) KHAT Sensitivity Specificity 
Week 1 81 0.62 1 0.62 76 0.52 0.94 0.58 
Week 2 82 0.64 1 0.62 91 0.82 1 0.82 
 
The results in Table 6.4 indicate that the H-I class pair can readily be discriminated at week 1 (OA = 
81%; KHAT = 0.62) using a combination of SIsopt (n = 20). Conversely, the I-D class pair is more 
difficult to discriminate at week 1 (OA = 76%; KHAT = 0.52). However, discrimination of the I-D 
class pair using a combination of SIsopt (n = 30) is significantly improved at week 2 (OA = 91%; 
KHAT = 0.82). An evaluation of the overall results presented in Table 6.3 and Table 6.4 demonstrate 
the ability to discriminate healthy, infected, and damaged seedlings, with high accuracy, from within 
one week of infection. 
6.4 DISCUSSION 
In this research, the Boruta algorithm was employed to first select the most important bands, and 
subsequently statistically derive and evaluate optimised two-band normalised difference spectral 
indices (SIsopt) for the classification of healthy, infected, and damaged P. radiata seedlings. The 
discriminatory power of the SIsopt were compared with existing indices (SIsex; n = 111) within a 
univariate as well as a multivariate framework. The following sections discuss the results in further 
detail. 
6.4.1 Boruta band selection 
The Boruta algorithm embedded with RF has proven to be an effective wrapper approach for feature 
selection and classification of hyperspectral data (Leutner et al. 2012; Poona & Ismail 2014; Poona 
et al. 2016a). For example, Poona & Ismail (2014) showed that using Boruta resulted in improved 
model performance for the classification of healthy, infected, and damaged seedlings. Using Boruta-
selected wavelengths (n = 38 for the H-I class pair, and n = 40 for the I-D class pair), the authors 
achieved classification accuracies of 91% (KHAT = 0.82) and 92% (KHAT = 0.84) for discriminating 
the H-I and I-D class pairs respectively. Probably the most significant advantage to using Boruta is 
the selection of strongly relevant and weakly relevant bands (Kursa & Rudnicki 2011). Poona & 
Ismail (2014) and Poona et al. (2016a) showed that the selection of all relevant bands leads to superior 
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model development, compared with using RF importance bands as well as feature selection 
algorithms that select only important bands. Consequently, using Boruta-selected bands to develop 
two-band normalised difference spectral indices, should yield optimal results. 
Boruta selected bands primarily in the NIR region for discriminating both the H-I and I-D class pair. 
For the H-I class pair, additional bands were located in the red and SWIR regions, whereas additional 
bands were only located in the SWIR region for the I-D class pair. These results are consistent with 
previous studies illustrating the significance of the red, NIR, and SWIR regions for modelling pest 
and disease stress in vegetation (Poona & Ismail 2014; Baranowski et al. 2015). 
In this study, Boruta bands were selected and subsequently employed to develop two-band normalised 
difference indices (SIsopt) to discriminate H-I and I-D class pairs. Using SIsopt (n = 20 for the H-I 
class pair, and n = 30 for the I-D class pair) within a multivariate framework yielded accuracies of 
96% and 93% for the H-I and I-D class pairs respectively. These results represent an overall 
improvement on the results obtained by Poona & Ismail (2014) using subsets of discrete bands. 
6.4.2 Performance of existing versus optimised spectral indices 
Within a univariate framework, the two-band indices yielded the best results. Of all the existing 
indices evaluated (n = 111), the modified anthocyanin content index (mACI) and new double 
difference index (DDIn) were the best performing SIsex. The mACI is based on the ratio of reflectance 
in the NIR (940 nm) and green (530 nm) regions, and are used to estimate leaf anthocyanin 
concentration (Steele et al. 2009). The DDIn is used to estimate leaf chlorophyll content, and is based 
on reflectance within and proximal to the red-edge region, namely 660 nm, 710 nm, and 760 nm (Le 
Maire et al. 2008). Changes in chlorophyll and anthocyanin concentration have been linked to plant 
stress (Chalker-Scott 1999; Hernández-Clemente et al. 2017; Trojak & Skowron 2017). However, the 
results show that a single index demonstrated limited potential to discriminate the H-I and I-D class 
pairs. This was evident from a J-M distance of 0.62 (mACI), and J-M distance of 0.33 (DDIn) for the 
H-I and I-D class pairs respectively. Similar results were obtained using an optimised index for both 
the H-I and I-D class pair (Table 6.3). 
The multivariate results obtained using the SIsopt (Table 6.4) show high sensitivity for both the H-I 
and I-D class pairs, at week 1 and week 2. This is indicative of the model’s ability to correctly classify 
healthy seedlings, in the case of the H-I class pair, and infected seedlings, in the case of the I-D class 
pair. The lower specificity results illustrate the difficulty in correctly classifying infected seedlings, 
in the case of the H-I class pair, and damaged seedlings, in the case of the I-D class pair at week 1 
and week 2. However, the higher specificity (0.82) for the I-D class pair illustrates improved 
classification of damaged seedlings at week 2. These results are likely due to the similarity in spectral 
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response between the respective classes during the early stages of F. circinatum infection (Poona & 
Ismail 2014). 
Our results support the premise that SIsopt improves the modelling of asymptomatic plant stress using 
hyperspectral data. Improved results have since been successfully demonstrated by Prabhakar et al. 
(2011) and others. Additionally, applying SIsopt within a multivariate framework yields optimal 
results, thereby demonstrating operational potential. Only one study (Oumar et al. 2013) to date 
employed spectral indices within a multivariate framework for predicting T. peregrinus damage in an 
E. macarthurii plantation. The authors successfully illustrated that a combination of SIsopt (n = 20) 
provided better predictive power compared with SIsex (n = 23). 
Overall, multivariate analysis produced the best predictions, using both existing and optimised 
indices. No study to date has compared the utility of spectral indices within a univariate and 
multivariate framework. The novelty of this study is thus in the development of SIsopt using Boruta 
embedded with RF, and compare their performance against SIsex within a univariate and multivariate 
framework. Additionally, the study successfully demonstrated the utility of SIsopt developed from 
Boruta bands for classification of healthy, infected, and damaged P. radiata seedlings infected with 
the fungal pathogen F. circinatum. 
6.5 CONCLUSIONS 
The overall aim of this study was to develop optimised spectral indices (SIsopt) for the classification 
of healthy, infected, and damaged P. radiata seedlings. In order to achieve this aim, two-band 
normalised difference spectral indices were developed using Boruta-selected bands. The results of 
this study demonstrated several important findings: 
1. The Boruta wrapper embedded with the RF ensemble provides for efficient feature selection 
and classification; 
2. Optimised spectral indices developed using Boruta-selected bands, provide better 
discrimination of Fusarium circinatum stress in P. radiata compared with using existing 
indices, as well as using a subset of discrete spectral bands; and 
3. A multivariate framework is more conducive for modelling disease stress, compared with 
using a univariate framework. However, this needs to be further evaluated across other 
stressors. 
Overall, the results demonstrate the operational potential for employing optimised two-band 
normalised difference spectral indices developed using Boruta-selected bands for classifying healthy, 
damaged, and stressed P. radiata seedlings within a nursery environment. Ultimately, the 
methodology developed in this study could readily be applied to varied applications in agriculture, 
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forestry, ecology, and earth sciences, employing optimised normalised difference two-band spectral 




CHAPTER 7:  MODELLING PITCH CANKER USING HIGH SPATIAL 
RESOLUTION SATELLITE IMAGERY 
Poona NK & Ismail R 2013. Discriminating the occurrence of pitch canker fungus in Pinus radiata 
trees using QuickBird imagery and artificial neural networks. Southern Forests: a Journal of Forest 
Science, 75:1, 29-40. 
Poona NK & Ismail R 2012. Discriminating the occurrence of pitch canker infection in Pinus radiata 
forests using high spatial resolution QuickBird data and artificial neural networks. Proceedings of 
IEEE International Geoscience and Remote Sensing Symposium (IGARSS2012), held 22-27 July 
2012, Munich, Germany. 
Abstract 
Pathogenic fungi, such as F. circinatum, present a serious threat to P. radiata plantations. The 
effective management of infected trees is thus paramount. Coupled with advanced techniques, high 
spatial resolution remotely sensed data provides the necessary tools to effectively identify and map 
infected trees. This paper explores the utility of transformed high spatial resolution QuickBird 
imagery and artificial neural networks for the detection and mapping of pitch canker disease. 
Individual tree crowns (ITCs) were delineated using an automated segmentation and classification 
approach within an object-based image analysis environment. Subsequently, several vegetation 
indices including the tasseled cap transformation were calculated and incorporated into a neural 
network model. The feed-forward neural network showed high discriminatory power with an overall 
accuracy of 82.15% and KHAT of 0.65. The results of this study show great potential for the future 
application of crown-level mapping of pitch canker disease at a landscape scale. 
 





Pitch canker is an episodic disease caused by the fungus F. circinatum (teleomorph = Gibberella 
circinata), and infects only Pinus forests. In South Africa, P. radiata and P. patula are recognised as 
being the two most susceptible forest species (Wingfield et al. 1999). Of an estimated 1.3 million 
hectares of commercial forest occurring in South Africa, 51% of these forests comprise of Pinus 
plantations with 58 000 hectares of P. radiata trees planted almost exclusively in the Western Cape 
(DAFF 2010). The first outbreak of pitch canker in South Africa was observed at Sappi’s Ngodwana 
nursery in 1990 (Morris 2010). Fifteen years later, the first outbreak occurred in a forest stand of P. 
radiata in Tokai Plantation (Coutinho et al. 2007). 
The accurate detection and monitoring of pitch canker at a wide spatial coverage is required for an 
effective management programme. Although no effective mechanisms are available for treating pitch 
canker (Wingfield et al. 2008), detection and monitoring of diseased trees remain an essential 
component of an effective management programme. Storer et al. (2002) noted the tendency of a 
number of individuals within a stand to sustain a few infections prior to any individual becoming 
severely infected. The detection of infected individuals could thus provide insight into the spatial 
patterns of disease occurrence, and the opportunity to develop models of disease spread. Remote 
sensing can provide timely information on forest health status (Coops et al. 2009; Woodall et al. 
2010), and at a lower cost than traditional field sampling (Pouliot et al. 2002). Additionally, remotely 
sensed data provide the necessary spatial and spectral information that can be directly related to the 
biochemical and biophysical properties of forests. 
The utility of high spatial resolution (1-4 m) multispectral imagery has been extensively investigated 
in forest health studies. The finer spatial resolution allows for the detection of stress and disease at 
the crown-level (Lee & Cho 2006), thereby allowing for discrimination of individual healthy and 
diseased trees (Coops et al. 2006a). The impact of stress in forest trees is often first manifested in the 
crowns. Tree crowns are thus a good indicator of general tree health and vigour (Zarnoc et al. 2004; 
Goodwin et al. 2005). Subsequently, Leckie et al. (2005) noted that tree crown damage can be 
accurately classified using automated ITC delineation, or once the pixels defining a crown have been 
identified. 
Several studies (for example Bunting & Lucas 2006; Whiteside & Boggs 2009; Boggs 2010) have 
demonstrated that object-based image analysis (OBIA) can accurately delineate crowns. OBIA may 
be defined as the segmentation (partitioning) of image data into meaningful objects (segments) that 
can then be analysed (Hay & Castilla 2006). OBIA builds on the concepts of segmentation, edge 
detection, feature extraction, and classification (Blaschke 2010). The OBIA approach is a rule-based 
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system that uses rule-sets (a set of threshold rules) to define how information is used to assign classes 
(for example crown, soil, shadow). These rules are used to define the segmentation, delineation, and 
subsequent classification of objects. 
Crown delineation from high spatial resolution multispectral data has been adopted in several forest 
health assessment studies. Leckie et al. (2004) mapped Pseudotsuga menziesii infected by Phellinus 
weirii using 0.6 m CASI airborne imagery, with classification accuracies ranging from 55 to 82%. 
White et al. (2005) used IKONOS spaceborne imagery to map P. contorta infected by D. ponderosae, 
and achieved classification accuracies ranging from 71 to 92%. Using digital multispectral airborne 
imagery Sims et al. (2007) achieved classification accuracies of 92% and 68% when mapping P. 
radiata trees infected by Diplodia pinea and Essigella californica respectively. 
Spectral information from remote sensing imagery has been successfully used as indicators of forest 
health (for example Malenovsky et al. 2009; Ghiyamat & Shafri 2010). Leaf reflectance is largely 
dependent on concentrations of chlorophylls and carotenoids (Lichtenthaler et al. 1998). Changes in 
chlorophyll concentration as a result of stress, is thus directly correlated to changes in leaf reflectance 
(Lichtenthaler et al. 1998; Carter & Knapp 2001). Healthy trees thus exhibit high reflectance in the 
NIR region with corresponding low reflectance in the red region (Lichtenthaler et al. 1998; Wang et 
al. 2010) due to high leaf chlorophyll content. Conversely, stressed trees exhibit increased reflectance 
in the far red region and negligible change in reflectance in the NIR region (Lichtenthaler et al. 1998; 
Carter & Knapp 2001), unless stress is coupled with changes in leaf cellular structure or water content 
(Govender et al. 2009). Consequently, vegetation indices (VI), derived from these spectral bands, are 
widely used in remote sensing studies to characterise forest health and vigour (Jackson & Huete 1991; 
Wang et al. 2010). 
Probably the most widely used VI is the normalised difference vegetation index (NDVI), which has 
been extensively used in forest health assessment studies (for example Coops et al. 2006a; Ismail et 
al. 2008). Wang et al. (2010) provide a good review of the application of VIs and spectral 
transformations in forest health studies. A commonly used spectral transformation that provides 
information with regards to forest health and vitality is the tasseled cap transformation (TCT). TCT 
re-projects the spectral bands along the principal directions of brightness, greenness, and yellowness 
(Skakun et al. 2003; Yarbrough et al. 2005). The brightness axis is associated with overall background 
reflectance, greenness axis with variations in vegetation vigour, and yellowness related to variations 
in senescence (Mather 1999; Karl & Maurer 2010). Research has shown that chlorosis associated 
with damaged trees are organised along the directions of the new transformed bands (Skakun et al. 
2003). Consequently, Lee & Cho (2006) applied the TCT to detect damaged Pinus densiflora and 
Pinus thunbergii infested by Bursaphelenchus xylopilus. Similarly, Coops et al. (2006a, 2006b), and 
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Wulder et al. (2006a, 2006b) used the TCT to successfully distinguish P. contorta stands infected by 
D. ponderosae. 
Several approaches are available for the classification of remotely sensed data. Classification 
approaches based on the Bayesian decision rule, such as the GML classifier, have been extensively 
used in the remote sensing of forest health while employing high spatial resolution multispectral 
imagery. For example, using QuickBird imagery, Hick & Logan (2009) employed the ML classifier 
to map red-attack Pinus albicaulis trees infected by D. ponderosae. However, the utility of the ML 
classifier is limited due to the (i) assumption that the data fits a normal (Gaussian) distribution, and 
(ii) low classification accuracies achieved when the data does not fit an adequate multivariate 
statistical model, and the number of training samples are limited (Atkinson & Tatnall 1997; Waske 
et al. 2009). ML approaches such as support vector machines (SVM) and artificial neural networks 
(ANN) have been increasingly used for processing and interpreting remote sensing imagery. SVM 
perform better than or at least equally well as most state of the art classifiers (Burges 1998; Waske et 
al. 2009). Unfortunately, SVM are limited due to the (i) challenge in selection of the appropriate 
kernel and appropriate kernel function parameters (Burges 1998; Frohlich & Zell 2005), and (ii) 
resulting models’ susceptibility to overfitting (Burges 1998). 
Modelled on the efficiency of the human brain to process and interpret large amounts of data 
(Atkinson & Tatnall 1997), ANNs are highly suited for modelling ecological data, which often 
display non-linear relationships and rarely follow a parametric statistical distribution (Jensen et al. 
1999; Cunningham et al. 2009). The key advantage to using ANNs with remotely sensed data is that 
the algorithm makes no underlying assumption on the data distribution in feature space (Atkinson & 
Tatnall 1997; Kavzoglu 2009). Within forest environments, ANNs have been employed in a wide 
array of applications including forest change detection (Mas et al. 2004; Kehl et al. 2012), forest 
structure mapping (Ingram et al. 2005), forest growth modelling (Huang et al. 2012), and forest health 
modelling (Klobučar et al. 2010). The most widely used ANN is the multilayer perceptron (MLP) 
ANN trained with an error backpropagation algorithm (Huang 2009; Waske et al. 2009; Günther & 
Fritsch 2010). 
To summarise, although extensive research with regards to the application of high spatial resolution 
remote sensing to forest health is on-going, only a limited number of studies have investigated the 
application to pathogenic fungal damage of forests (for example, Kelly 2002; Leckie et al. 2004), and 
investigated the potential of high spatial resolution imagery for automated ITC delineation and 
subsequent crown-level tree health assessment (for example, Leckie et al. 2004; White et al. 2005; 
Sims et al. 2007). This research focuses on testing the utility of high spatial resolution imagery for 
quantifying forest health. Specifically, this paper explores the utility of QuickBird imagery and the 
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MLP neural network (NN), to identify and discriminate healthy and diseased P. radiata trees infected 
by F. circinatum. 
7.2 MATERIALS AND METHODS 
7.2.1 Site description 
The study was undertaken at Tokai Plantation, situated on the eastern slopes of the Peninsula 
mountains, neighbouring the Cape Peninsula National Park, between latitudes 34o1'43" and 34o4'50" 
S and longitudes 18o23'25" and 18o26'37" E (Figure 7.1). Tokai is one of the oldest plantations in 
South Africa, with a total plantation area of 756.4 hectares. The topography ranges from very steep 
slopes to level sand flats. The geology is mainly of the Peninsula formation with resultant soils being 
mainly erodible clay to loam on the upper slopes, and sandy soils lower down. Annual precipitation 
ranges from 996 mm to 1270 mm, with rainfall mainly during the winter months, May to August. 
Temperatures range from 1oC to 38oC, with a mean annual temperature of 15oC. The local geology 
and climate provides ideal site qualities for the production of pine veneer and sawlogs (Kirkman 
2009). 
7.2.2 Detecting pine pitch canker in the field 
F. circinatum infects the vegetative and reproductive parts of susceptible trees (Wingfield et al. 2008; 
Dreaden & Smith 2010). Infection can occur throughout the year (Wingfield et al. 2008), but is 
limited by the prevailing environmental conditions (Gordon 2006). The first symptom of pitch canker 
is the wilting and discolouration of needles (known as flagging) (Figure 7.2a), which eventually fall 
off, resulting in branch dieback (Gordon et al. 2001; Aegerter et al. 2003). Dieback occurs from the 
branch tips to the infection sites, as a result of girdling cankers obstructing water flow (Gordon et al. 
2001). 
Larger-diameter branches including the main stem (trunk) eventually also become infected (Aegerter 
et al. 2003). These infections are characterised by bleeding resinous cankers (Figure 7.2b) (Coutinho 
et al. 2007; Wingfield et al. 2008). Repeated infections result in increased disease severity and 
consequent extensive tip dieback (Figure 7.2c) in the canopy (Aegerter et al. 2003; EMPPO 2005), 
which is the primary and most noticeable symptom of the disease. Many of the stressed trees may 
also become infested by Pissodes nemorensis (Figure 7.2d) (Gebeyehu & Wingfield 2003). Infection 
of the main stem and larger branches causes accelerated tree decline, with girdling of the main stem 






Figure 7.1: Tokai Plantation situated in the Western Cape, South Africa. The two compartments (C6c 
and C17b) selected for the study are indicated. Background image consists of the QuickBird 
panchromatic band (0.6 m). 
7.2.3 Field and image data 
MTO Forestry (Pty) Ltd. forest inventory data were used to identify prospective sites (compartments) 
based on tree age, area, number of stems per hectare (based on survival rate at four years), and the 
health status of compartments (Figure 7.1; Table 7.1). MTO Forestry inventory data (captured June 
2008), combined with Forestry and Agricultural Biotechnology Institute data (captured August 2006 
and April 2007) were used to identify and confirm the health status of trees. A follow-up field visit 
was conducted in August 2010. Healthy and infected trees were identified using a visual assessment 
procedure. A healthy tree was defined as a tree showing no signs of PCF infection, whereas an 
infected tree was defined as one showing signs of flagging, branch dieback, and/or bleeding resinous 
cankers (Figure 7.2). 
Table 7.1: The two MTO forest compartments selected for the study. 
Site Compartment Age (months) Espacement Area (ha) Stems per ha Health status 
1 C6c  81 3 x 3 m 2.741 989 Infected 
2 C17b 81 3 x 3 m 3.898 989 Healthy 
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Figure Photograph Symptom 
(a) 
 
Wilting and chlorosis of pine needles (flagging). 




Bleeding resinous canker on the main stem. 
Characteristic of the advanced stage of pitch 
canker fungus infection. 
(c) 
 
Extensive canopy dieback resulting from 
multiple branch tip infections. 
(d) 
 
Secondary infection by the pine weevil Pissodes 
nemorensis. The weevil has been recorded as 
both a vector and wounding agent related to F. 
circinatum infection. 
Figure 7.2: P. radiata showing signs of pitch canker disease. Infected trees express varied stages of 
infection, ranging from flagging to extensive canopy dieback, with many of the trees exhibiting 
advanced stage of infection.  
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A total of 400 trees (200 per compartment) were randomly sampled. Trees that were open-grown, at 
the edge of an opening, or at the periphery of the forest compartment were not sampled as it was 
found by Leckie et al. (2004) that these crowns exhibited markedly different spectral signatures from 
the rest of the compartment. The health status of each sampled tree was confirmed and noted. Each 
sampled tree was subsequently identified and marked on a hardcopy print of crowns delineated from 
a high resolution orthorectified aerial photograph (12.5 cm). The dataset (n = 400) was randomly split 
into a training dataset (66%) and a test dataset (34%). 
A single QuickBird image (ortho ready standard, 25 km2 subset) was acquired on 5 March 2008. 
QuickBird acquires 11-bit data in four multispectral bands with a 2.44 m spatial resolution. The 
spectral resolution of the multispectral bands is as follows: 0.447–0.512 μm (blue); 0.499–0.594 μm 
(green); 0.620–0.688 μm (red) and 0.755–0.874 μm (NIR). Additionally a single panchromatic band 
(0.525–0.924 μm), with a 0.6 m spatial resolution was also acquired (Krause 2005). The image was 
orthorectifed and subsequently atmospherically corrected using the QUick Atmospheric Correction 
(QUAC) module in ENVI 4.8 (ITTVIS 2010). 
7.2.4 Crown-level assessment 
This study employed an automated segmentation and classification that incorporated a local maxima 
detection and region growing approach (Ke & Quackenbush 2007; Li et al. 2008) to delineate tree 
crowns. Ke & Quackenbush (2011) provide a good review of the various approaches to automatic 
individual crown detection and delineation. The analysis was undertaken within an OBIA 
environment using eCognition Developer 8 (Trimble 2011). 
The following steps describe the procedure employed in eCognition: 
1. A rule-set was developed using the four QuickBird multispectral bands and the single 
panchromatic band. 
2. A multi-threshold segmentation was used on the panchromatic band to mask out shadow and bare 
soil as 'background'. 
3. An NDVI layer was generated from the multispectral bands and used in another multi-threshold 
segmentation to mask out non-vegetation as 'background'. 
4. Following a chess-board segmentation (using the resolution of the panchromatic band), pixels 
(not classified as 'background') with the local maximum value (in a 3x3 filter) was delineated as 
seeds. 
5. Seeds were grown to the size of 13 pixels (4.68 m2) and the objects merged, resulting in the final 
delineated tree crowns. 
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The accuracy and geo-location of the crown delineation process was assessed utilising individual 
trees (Wang et al. 2004) and an aggregated approach (Pouliot et al. 2002). Individual assessments 
were based on evaluating the correspondence between the OBIA crown delineations and manually 
delineated crowns (Leckie et al. 2005). Tree crowns were manually delineated on a very high spatial 
resolution (12.5 cm) orthorectified colour aerial photograph as undertaken in previous studies (for 
example Ke & Quackenbush 2009; Bunting et al. 2010). The aggregated assessment was based on 
comparing the OBIA crown delineations with MTO field inventory data (enumerated as stems per 
hectare). 
7.2.5 Signature extraction 
Reflectance data from the QuickBird spectral bands were used to derive a spectral signature for each 
OBIA-delineated crown (n = 400). The signature for each crown thus comprised the average value of 
pixels (representing each crown) extracted from each of the four spectral bands. Figure 7.3 shows the 
average spectral values of healthy and infected crowns for the blue, green, red, and NIR bands. A 
one-way analysis of variance (ANOVA) was then used to determine if there was a statistically 
significant difference between the two crown classes, i.e. healthy and infected, based on the spectral 
information extracted from the four QuickBird multispectral bands. 
 
Figure 7.3: Mean signature values of the infected (n = 200), and healthy (n = 200) crowns derived 
from the four QuickBird spectral bands. 
7.2.6 Vegetation indices and transformations 
VIs are calculated as either the ratio of two or n spectral bands, or the linear combination of n spectral 
bands (Jackson & Huete 1991). Selection of the VIs used in this study was based on a review of 
satellite remote sensing in forest health studies by Wang et al. (2010). The selected VIs have been 
used in several forest health studies (Table 7.2). Previously only available for Landsat MSS (Kauth 
& Thomas 1976), Landsat TM (Crist & Cicone 1984), and IKONOS (Horne 2003) imagery, 
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Yarbrough et al. (2005) developed TCT coefficients for QuickBird imagery using the Gram-Schmidt 
Orthogonalisation method. The TCT is calculated as the linear combination of the four QuickBird 
spectral bands. The brightness, greenness, and yellowness components for the QuickBird imagery 
were calculated based on the TCT coefficients (Table 7.2) provided by Yarbrough et al. (2005). VI 
and TCT were subsequently computed using the crown signatures extracted from the four QuickBird 
spectral bands, and formed input values to the ANN model. 
Table 7.2: The five vegetation indices and tasseled cap transformations used in this study. 
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2
 
Bonneau et al. (1999) 
Normalised Difference 




Coops et al. (2006a) 




Coops et al. (2006a) 
Wulder et al. (2008) 




Royle & Lathrop (1997) 
Wide Dynamic Range 
Vegetation Index 
(WDRVI) 
(𝛼 + 1)𝑁𝐷𝑉𝐼 + (𝛼 − 1)
(𝛼 − 1)𝑁𝐷𝑉𝐼 + (𝛼 + 1)
 
Eklundh et al. (2009) 
Tasseled Cap - 
Brightness 
(0.319𝑅𝐵𝐿𝑈𝐸) + (0.542𝑅𝐺𝑅𝐸𝐸𝑁) + (0.49𝑅𝑅𝐸𝐷) + (0.604𝑅𝑁𝐼𝑅) 
Tasseled Cap - Greenness (−0.121𝑅𝐵𝐿𝑈𝐸) + (−0.331𝑅𝐺𝑅𝐸𝐸𝑁) + (−0.517𝑅𝑅𝐸𝐷) + (0.78𝑅𝑁𝐼𝑅) 
Tasseled Cap - Wetness (0.652𝑅𝐵𝐿𝑈𝐸) + (0.375𝑅𝐺𝑅𝐸𝐸𝑁) + (−0.639𝑅𝑅𝐸𝐷) + (−0.163𝑅𝑁𝐼𝑅) 
 
7.2.7 Neural network model 
A multilayer feed-forward ANN (Skidmore et al. 1997) was used to discriminate between infected 
and healthy trees at a crown-level using remotely sensed data. The network was implemented in 
Waikato Environment for Knowledge Analysis 3.7.5 (WEKA) open source data mining software 
(Hall et al. 2009). According to Skidmore et al. (1997) the learning process of a feed-forward network 
consists of two phases; a feed-forward phase and a backpropagation phase. In the first phase (forward 
phase), the input values oi (spectral bands, VI, TCT) are multiplied with the weight value wij for each 
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node in the hidden layer (Equation 7.1). The resulting value Zj is then transformed by a sigmoidal 
activation function (Equation 7.2), adding non-linearity to the network. The output value ok is 
calculated by multiplying the values for each node oj in the hidden layer by the weight value wjk. For 
a three-layered ANN, zk can be similarly calculated as in Equation 7.1. The feed-forward phase stops 
after the output value ok has been calculated. 
𝑍𝑗 = ∑ 𝑤𝑖𝑗𝑜𝑖𝑗           (Equation 7.1) 






         (Equation 7.2) 
where θ is a threshold or bias, and θo is a constant. 
The second phase (backpropagation phase) involves calculation of the root mean square error 
(RMSE) of the predicted value, that is, the difference between the input and output value. This 
information is passed backwards through the network, coupled with a weight adjustment. This cycle 
represents a single epoch. A number of epochs are repeated iteratively until either a local RMSE is 
attained, or the number of specified epochs is completed. Learning is thus achieved via an iterative 
process (Kavzoglu 2009). 
 
Preparing the input data 
The input data to the ANN model comprised the crown-level spectral data extracted from the four 
QuickBird multispectral bands, the five VIs calculated from the crown-level spectral data, and the 
three TCT components calculated using the coefficients in Table 7.2. Skidmore et al. (1997) 
demonstrated that the training speed of ANN can be improved by normalising the input data between 




         (Equation 7.3) 
where Xinput is the normalised input parameters, Xi is the parameter value, Xmin is the minimum 
value, and Xmax is the maximum value in the training dataset. 
 
Optimising the neural network model 
Network training involved performing a number of runs while varying the learning rate and 
momentum factor. The learning rate reflects the amount the weights are updated during each cycle, 
whereas the momentum factor is the momentum applied to the weights during updating. The learning 
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rate, momentum factor, and number of epochs were optimised using a training dataset (n = 66% x 
400 = 264). Model performance was assessed using a test dataset (n = 34% x 400 = 136) that was not 
used during the network training process. Implementation of the MLP ANN followed the procedure 
used by Skidmore et al. (1997), as explained in the section ‘Neural network model’. For a more 
detailed description of ANN, please see for example Huang et al. (2009) and Waske et al. (2009). 
The ability of the model to correctly discriminate healthy and infected tree crowns based on the test 
data (34%) was evaluated using a contingency matrix. The contingency matrix provides descriptive 
statistics in terms of overall accuracy, and user’s and producer’s accuracy. Additionally, a discrete 
multivariate technique called Kappa was used, which provided a KHAT statistic as a measure of 
agreement between the training and test data (Congalton & Green 2009). 
7.3 RESULTS 
7.3.1 Crown-level assessment 
To ensure high spatial accuracy of the automated tree crown delineation, high correspondence 
between the OBIA crown delineations and the manually delineated crowns was required. Based on 
the recommendations of Leckie et al. (2005), a good match was defined as (i) a greater than 50% 
overlap between the OBIA and manually delineated crowns, and (ii) a 1:1 correspondence, that is, 
only one OBIA-delineated crown associated with only one manually delineated crown. Based on 
these recommendations, a total of 2 264 and 3 139 crowns in compartments C6c and C17b were 
respectively identified as having good correspondence. Figure 7.4 shows the automatically delineated 
tree crowns selected on the basis of the good correspondence achieved between the OBIA and the 
manual crown delineations. The OBIA tree crown delineations also compared well with the MTO 
inventory data. MTO inventory data consisted of 989 stems per ha and was based on survival rate at 
four years. More specifically, the aggregated assessment showed that the OBIA tree crown 
delineations accounted for more than 80% of trees in both compartments. 
It should be noted that from the 5 403 OBIA-delineated crowns, the sample used in this study 
consisted of 400 crowns that were field verified and used for model development and testing. 
Subsequently, the model was used to predict the condition of the remaining crowns in an effort to 





Figure 7.4: Automatically delineated tree crowns in compartment C17b (n = 3 139) selected on the 
basis of correspondence between automated isolations (isols) and the manual delineations (greds). 
Background image consists of the QuickBird panchromatic band. 
7.3.2 Neural network model 
Results of the ANOVA indicated that there was a significant difference (p < 0.001) between the 
QuickBird bands and the crown classes. These signatures subsequently formed the basis for 
calculating the VI and TCT, which were inputs to the MLP ANN model. 
Network topology was defined by a 12:7:2 architecture: twelve input nodes, a single hidden layer 
with seven hidden layer nodes, and two output nodes (Figure 7.5). The network was defined by a 
single hidden layer, based on the recommendations by Mills et al. (2006) and Mas & Flores (2008). 
Additionally, the number of hidden layer nodes was calculated by averaging the sum of the number 
of attributes and classes (Witten et al. 2011). The network thus comprised three layers; an (i) input 





Figure 7.5: Neural network topology used in this study. The input layer consisting of the mean crown 
values extracted from the four QuickBird multispectral bands (B1-B4), five vegetation indices (VI1-
VI5), and three tasseled cap components (TC1-TC3) are connected to a single hidden layer with seven 
hidden layer nodes, which are in turn connected to an output layer with two output nodes representing 
the crown status. 
Figure 7.6 shows the overall results of varying the learning rate, momentum factor (MF), and number 
of epochs on model performance using a 66-34 percentage split for training (n = 264) and testing (n 
= 136) the ANN model. The learning rate was varied from 0.01 to 0.3 in increments of 0.01, and the 
MF varied from 0.1 to 0.5 in increments of 0.1. The training times (number of epochs to train) used 
were 500, 1 000, 5 000, 10 000, and 20 000 epochs. As the number of epochs increased from 500 
(Figure 7.6a) to 20 000 (Figure 7.6e), the overall average model accuracy decreased from 78.54% to 
76.68%. The decrease in model accuracy was coupled to a decrease in the average KHAT from 0.57 
to 0.53, and an increase in the average RMSE from 0.40 to 0.45. Furthermore, Figure 7.6 shows that 







Figure 7.6: Relationship between learning rate, training time, momentum factor (MF), and prediction accuracy for discriminating healthy and infected 



























































































































































































Selection of the optimal model was based on the network that yielded the highest accuracy and KHAT 
statistic, coupled with the lowest RMSE. The results of the accuracy assessments are presented in 
Table 7.3. The optimised model parameters consisted of a learning rate of 0.27, a momentum factor 
of 0.1, a training time of 1 000 epochs (Figure 7.6b) and RMSE of 0.40. An overall accuracy of 
82.35% coupled with high user’s and producer’s accuracies above 80%, indicated that the MLP model 
was able to adequately and accurately classify healthy and infected crowns while a KHAT of 0.65 
indicated good agreement between the train and test data. 
Table 7.3: Classification accuracy for the multilayer perceptron model using the test dataset (n = 136). 
 
Healthy Infected 
User’s accuracy (%) 80.60 84.06 
Producer’s accuracy (%) 83.08 81.69 
Overall accuracy 82.35  
KHAT 0.65  
 
The model was subsequently used to predict the condition of the remaining delineated crowns (n = 5 
003) in an effort to produce an operational product for the detection and monitoring of the pitch 
canker disease. The model developed on the training dataset assigned each crown from the test dataset 
a probability from one to 100% with respect to belonging to either the healthy or the infected class. 
A probability greater than or equal to 50% was assigned as true for that class, while a probability of 
less than 50% was assigned as false for that class. For example, for the infected class, if a crown had 
a probability score of 51%, the final class assignment was infected. The result of the prediction on 
the delineated crowns for compartment C6c (n = 2 264) is illustrated in Figure 7.7. Of the 2 264 
crowns, 1 517 (67%) were scored as being infected, while 747 (33%) were scored as being healthy. 
7.4 DISCUSSION 
This study represented a first attempt at the application of high spatial resolution remotely sensed 
data and data mining techniques, specifically a backpropagation ANN, for detecting and mapping 
trees infected by pine pitch canker. The remote sensing framework developed in this study provides 
the impetus for the implementation of an efficient forest health monitoring system. The utility of the 
proposed framework could facilitate the improved management of infected compartments, and 
provide significant information with regards to pitch canker infection rates and distributions. The 





Figure 7.7: Predicted distribution of healthy and infected crowns for compartment C6c. The 
background image consists of the QuickBird panchromatic band. 
7.4.1 Benefits of crown-level assessments 
Automated tree crown delineation within an OBIA environment was achieved with relatively high 
efficiency and accuracy. The 0.6 m (panchromatic) spatial resolution of QuickBird imagery was 
sufficiently high for detecting and delineating P. radiata crowns. The accuracies attained for 
automated crown delineation compared favourably to studies by Wang et al. (2004) who achieved 
83% correspondence between manually and automatically delineated crowns and Bunting & Lucas 
(2006) who achieved delineation accuracies ranging from ~19-67%. 
7.4.2 Neural network model 
ML algorithms such as ANN represent an alternative approach to exploiting remotely sensed data for 
assessing forest health (Klobučar et al. 2010). The performance of the ANN model is ultimately 
determined by the network topology, for which there is no standard operating rules, and subsequently 
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varies with dataset and application. ANN, in particular the MLP model, have been extensively applied 
in a multitude of remote sensing studies, with authors demonstrating their robustness, efficiency to 
handle large datasets, and high predictive power. 
Within this context, a MLP ANN was built and trained to discriminate healthy and infected P. radiata 
crowns (n = 400), using spectral information from high spatial resolution QuickBird imagery, and 
VIs and TCT components derived from the four QuickBird spectral bands. Network topology was 
defined using the literature as a guide. The learning rate, MF, and training time was varied, such that 
an optimal model could be acquired that could best discriminate healthy and infected P. radiata 
crowns. An overall accuracy of 82.35%, user’s and producer’s accuracies of above 80%, and a KHAT 
of 0.65 indicated that the model developed in this study expressed high discriminatory power in 
classifying healthy and infected crowns, based on a sample of 400 crowns. 
The application of ANN is however not without limitations. The number of hidden layer nodes, 
training set size, and number of epochs was of considerable importance during model development, 
directly impacting on model performance. These factors affect the model’s ability to generalise, that 
is, interpolate and extrapolate test data (Atkinson & Tatnall 1997; Huang 2009). Several authors (for 
example Atkinson & Tatnall 1997; Skidmore et al. 1997; Del Frate et al. 2007) have shown that 
increased training time results in overtraining (overfitting the data), that is, when the network learns 
from the training data but is unable to generalise to the new (test) data. Additionally, the training of 
an ANN is computationally expensive (Huang 2009; Waske et al. 2009). Consequently, ANN models 
must be optimised with several (10s, often 100s) runs in order for the model to attain good 
generalisation capabilities. 
Despite these limitations, the results of this study indicate that high spatial resolution imagery and 
ANN (i.e. MLP model) provide a relevant framework for the effective management of pitch canker 
at the crown-level. Automated crown delineation for large compartments across extensive landscapes 
can be readily achieved using the OBIA approach proposed in this study. This would provide full 
coverage of the study area at a crown-level. Infected individual trees can thus be isolated, followed 
by proactive prevention of further spread. Further research is however required towards 
understanding the mechanisms of infection, disease spread, host susceptibility, and symptom 
expression in individual P. radiata trees. It is worth investigating the potential for discriminating pine 
trees at varied levels of infection intensity. Several authors, for example Wulder et al. (2008) and 
Ismail et al. (2008) having undertaken studies on D. ponderosae and S. noctilio respectively, 
discriminated between a green attack, red-attack, and grey-attack stage. Discriminating the stages of 
attack provides for estimation of insect populations, and thus has implications for developing 
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effective disease management protocols. Although these stages have only been defined for insect 
attack of forests, this principle could be extrapolated and applied to fungal infection and damage. 
7.5 CONCLUSIONS 
This paper explored the utility of QuickBird imagery and the MLP ANN, to identify and discriminate 
healthy and diseased P. radiata trees infected by F. circinatum. Major findings of this study include: 
1. The results of this research indicate that high spatial resolution QuickBird imagery can 
successfully identify and discriminate healthy and infected P. radiata trees at a crown-level; 
2. An overall accuracy of 82.35%, user’s and producer’s accuracies above 80%, and a KHAT of 
0.65 indicate that the model expressed high discriminatory power in classifying healthy and 
infected crowns, based on a sample of 400 crowns; and 
3. The remote sensing and ML framework proposed in this study can be operationalised to 





CHAPTER 8:  REMOTE SENSING OF FOREST HEALTH: A SYNTHESIS 
8.1 SUMMARY 
Remote sensing technologies are frequently employed as a non-contact, non-destructive, indirect 
assessment method to collect data on vegetation health. Such data are often collected (i) in situ using 
handheld and / or terrestrial sensors (Ju et al. 2014; Oumar & Mutanga 2014; Loggenberg et al. 2018); 
often referred to as proximal sensing, (ii) by employing airborne platforms such as unmanned aerial 
vehicles (Näsi et al. 2015; Dash et al. 2017; Näsi et al. 2018; Sandino et al. 2018) and aircraft 
(Fassnacht et al. 2014; Näsi et al. 2018), and (iii) from sensors on-board spaceborne (satellite) 
platforms (Kumaresan 2018; Kayet et al. 2019). The sensors employed are either imaging or non-
imaging. Spectral signals acquired using non-imaging sensors, such as the handheld FieldSpec 
spectroradiometer, are directly processed to extract information on vegetation status and plant health 
(Poona & Ismail 2012b; 2014). Spectral data from imaging sensors, such as QuickBird, are processed 
to model spatial variability in vegetation condition (Poona & Ismail 2012a; 2013). 
ML algorithms are most often employed for processing high dimensional data. Popular learning 
algorithms include LDA, DTs, ANNs, NB classifier, k-NN, and SVMs (Zhou 2012). However, 
ensemble methods such as boosting and bagging are widely used. RF (Breiman 2001), an extension 
of bagging, is a popular choice for hyperspectral data analysis. Additionally, algorithms that reduce 
data dimensionality are often employed. Embedded with a wrapper, RF provides an efficient 
framework for feature selection and classification of hyperspectral data (Poona & Ismail 2013; 2014; 
Poona et al. 2016a). 
In the context of this study, in situ remotely sensed data were employed to model plant health / forest 
condition. Spectral measurements collected using a handheld spectroradiometer were used to develop 
statistical models for discriminating healthy and stressed Pinus seedlings infected with the F. 
circinatum pathogen. Additionally, imaging data were analysed to detect and spatially model healthy 
and stressed P. radiata trees within a forest plantation. The following sections provide a synthesis of 
the research in the context of its scientific merit, aim and objectives, methodology, gaps and 
assumptions, and future opportunities. 
8.2 SCIENTIFIC MERITS OF THE RESEARCH 
Infected seedlings can remain asymptomatic for extended periods, making visual stress detection 
infeasible. Additionally, laboratory analysis is often required to confirm cause of mortality (Gordon 
et al. 2015). Thus, the ability to detect asymptomatic stress within the nursery environment is 
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paramount. According to Vainio et al. (2019), early detection coupled with effective monitoring and 
control, can lead to eradication of F. circinatum. The availability of hyperspectral remote sensing 
technology and ML techniques, presented a unique opportunity to develop a framework for in situ 
early detection of stressed (infected and damaged) seedlings. This research evaluated and successfully 
demonstrated the utility of hyperspectral remote sensing and ML for asymptomatic stress detection 
of F. circinatum-infected P. radiata and P. patula seedlings. 
This research (Chapters 3, 4, and 5) illustrated the successful implementation of Boruta with RF for 
feature selection and classification of hyperspectral data. Deriving a subset of the most important / 
relevant bands is important for two primary reasons; developing customised sensors comprising 
specific bands, and using existing multispectral sensors employing narrowband interference filters 
(Stone & Mohammed 2017). In both cases, the targeted wavelengths are those sensitive to F. 
circinatum infection. Such sensing setups could provide an operational, cost-effective, real-time 
detection tool for industry. 
The ability to identify stress / disease related to a specific stressor is significant to industry. In this 
research, artificially damaged seedlings served as a positive control to determine whether physical 
damage and F. circinatum infection could be discriminated. The results of the study presented in 
Chapter 3, confirms that stress due to damage and stress due to F. circinatum infection present unique 
spectral responses, and can thus be discriminated. Healthy and infected seedlings were discriminated 
with 91% accuracy (KHAT = 0.82), and infected and damaged seedlings with 92% accuracy (KHAT 
= 0.84). Extrapolating the success of this study, it is likely that individual biotic and abiotic stressors 
will present with unique spectral responses that can be discriminated using hyperspectral data and 
ML. This notion is valuable within a nursery environment, as pathogenic stress, e.g. due to F. 
circinatum infection, which almost always results in seedling mortality, must be separable from other 
stresses such as drought, which can be reversed. 
This research (Chapter 6) further illustrated the successful development and implementation of 
optimised two-band normalised difference spectral indices for F. circinatum detection. The impetus 
for developing such indices is the need for F. circinatum-specific indices, given that SIsex are not 
stressor / disease-specific (Mahlein et al. 2013). Healthy and infected seedlings were discriminated 
with 96% accuracy using SIsex (n = 20), whereas infected and damaged seedlings were discriminated 
with 93% accuracy using SIsex (n = 30). The specific bands used to derive the SIsopt can be used to 
develop customised sensors that are optimised for detecting F. circinatum infection. Such a system 
could prove invaluable within a nursery environment. 
Despite the high number of studies exploiting hyperspectral data and ML for plant stress detection, 
this research is novel in investigating F. circinatum in Pinus using hyperspectral data and ML. The 
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remote sensing–machine learning framework proposed in this research illustrates a viable and cost-
effective approach to managing the health of commercial forestry. The proposed framework could 
provide for rapid detection and identification of asymptomatic infected and / or damaged seedlings 
within a nursery environment. The infected and / or damaged seedlings can be removed from the 
nursey and destroyed, thereby limiting the transfer of infected seedlings to the field, and reducing 
post-planting mortality. Ultimately, such a framework would form part of an integrated management 
solution, i.e. eradicating F. circinatum from nurseries. 
8.3 REVISITING THE AIM AND OBJECTIVES 
This research set out to develop a framework employing remotely sensed data and ML technologies 
and techniques, for near real-time cost-effective forest health monitoring. Specifically, this research 
aimed to evaluate the utility of high spectral and high spatial resolution remotely sensed data for 
modelling F. circinatum-induced stress in P. radiata and P. patula. The ability to successfully detect 
F. circinatum-induced stress would form part of a monitoring framework that could be 
operationalised within a commercial forestry environment. In order to achieve this aim, three 
objectives were set. 
The first two objectives, i.e. explore the utility of RF for feature selection and classification of healthy 
and stressed Pinus seedlings using multitemporal hyperspectral data, and evaluate the utility of Boruta 
for identifying the most important spectral bands for modelling F. circinatum stress in Pinus 
seedlings, are inextricably linked, as illustrated in Chapters 3, 4, and 5. This research supports the 
utility of RF for hyperspectral data analysis. More importantly, this research establishes the utility of 
RF and multitemporal spectroscopy data for developing asymptomatic stress detection models. 
Additionally, Boruta (Kursa & Rudnicki 2010) was shown to be an efficient wrapper for data 
dimensionality reduction and selection of the most relevant bands for model development. Results 
presented in Chapter 3 demonstrate the success achieved using the RF-Boruta framework. 
Despite the potential demonstrated by the RF-Boruta framework for asymptomatic stress detection, 
it was imperative to explore other frameworks. Consequently, Chapter 4 investigated the efficiency 
of Boruta compared with RFE (Díaz-Uriarte & Alvarez de Andrés 2006) and AUC-RF (Calle et al. 
2011), within the RF framework. The three feature selection algorithms were evaluated according to 
their ability to discriminate healthy, infected, and damaged P. radiata and P. patula seedlings. The 
RF-Boruta framework proved to be most efficient, outperforming the RF-RFE and AUC-RF models. 
The promising results yielded using the RF-Boruta framework provided the impetus to extend the 
analyses to develop spectral indices. Chapter 6 explored the utility of Boruta-selected bands for 
developing optimised two-band normalised difference spectral indices (SIsopt) for discriminating 
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healthy, infected, and damaged Pinus seedlings. Statistically deriving an index from a linear 
combination of only two spectral bands could improve classification accuracy. SIsopt were 
benchmarked against existing indices (SIsex), within a univariate and multivariate framework, to 
gauge their performance and value as an operational tool. Overall, using SIsopt yielded improved 
classification accuracies, illustrating their value for classification. 
The third objective, i.e. to test the viability of high spatial resolution multispectral data for modelling 
pitch canker stress in P. radiata, was addressed by employing high spatial resolution QuickBird 
satellite imagery to identify healthy and pitch canker infected P. radiata trees within a commercial 
stand. Classification models were developed using the feed-forward back propagation MLP ANN. 
Despite the challenges with implementation of ANN, the MLP ANN model yielded promising results. 
This study (Chapter 7) is the first of its kind. High spatial resolution multispectral data were applied 
to model F. circinatum damage in a P. radiata forest, employing an automated ITC delineation 
approach (using OBIA) for crown-level tree health assessment. 
8.4 STRENGTHS AND LIMITATIONS OF THE METHODOLOGY, AND 
ASUMPTIONS MADE 
The methodology adopted in this study is rooted in the ability to statistically detect change (i.e. 
deviations) in a spectral signature between healthy and stressed plants. At leaf scale, the spectral 
signature of vegetation is influenced by leaf surface properties, internal structure, and biochemistry. 
Stress in plants induces defence responses, resulting in altered biochemical and physiological 
mechanisms that are exhibited as deviations in the spectral signature (Martinelli et al. 2015). Thus, 
when comparing signatures of healthy and stressed plants, the deviations in the signatures, e.g. blue 
shift can be statistically computed, and used as an indicator of asymptomatic stress. 
The empirical nature of the individual studies; experimental by design, provides a basis for 
determining causality. The basic premise is that healthy seedlings express a “healthy signature”, 
infected seedlings express an “infected signature”, and damaged seedlings express a “damaged 
signature”. The experiments and concomitant results are based on controlled experiments, i.e. 
simulations, which are common in empirical studies. However, these experiments need to be 
replicated within a nursery environment, i.e. in the real-world, and on various sets of data to determine 
their generalisation and true operational ability. The use of field spectroscopy data allows for the 
experiments to be replicated on a larger scale. 
The implementation of ML algorithms for modelling is a key strength of this research. ML is a proven 
methodology for analysis of high dimensional data (Lary et al. 2016). Ensemble leaners, in particular, 
have grown in popularity for classification of hyperspectral data. This research employed RF as a 
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tree-based ensemble learner. RF’s strengths were exploited for classification as well as feature 
selection. The efficiency of feature selection was improved using wrappers, in particular, Boruta. 
Identifying and isolating the most relevant bands, compared with the most important bands, yielded 
more accurate models for the given classification problem. 
The primary datasets used in this study were acquired using a handheld spectroradiometer. Despite 
being an in situ (proximal) mode of data collection, signals may nonetheless be affected by 
atmospheric water vapour, scattering, background radiance, and wind (McCoy 2005). Additionally, 
when collecting multitemporal data it is impractical to maintain a consistent viewing geometry for 
every target at every time (t). in order to minimise these environmental effects, as well as the effect 
of different viewing geometries, (i) data collection was scheduled between 10:00 and 15:00 each 
week, (ii) the spectroradiometer was systematically optimised suing the Spectralon® white reference 
panel (Poona & Ismail 2014), (iii) data collection was paused during cloud overpass and / or changes 
in air movement, and (iv) seedlings were scanned five times through a 360o rotation (Hatchell 1999). 
This study focussed on modelling a single stress factor, F. circinatum, in two Pinus species, P. radiata 
and P. patula. Seedlings were sown from uninfected seed, and manually inoculated; via topping (in 
the case of P. radiata) and via the soil medium (in the case of P. patula). Seedlings were maintained 
in a semi-controlled environment; in a greenhouse (in the case of P. radiata) and under shade cloth 
(in the case of P. patula) for the duration of the experiments. Several key assumptions are that (i) all 
seedlings were healthy prior to sampling, and subsequent damage and inoculation, (ii) there was no 
transfer of infection to healthy seedlings, (ii) no cross infection occurred while seedlings were housed 
in the nursery, (iv) no external stress was present; stress expression was attributed to F. circinatum 
infection in the case of infected seedlings, and topping in the case of damaged seedlings. 
The remote sensing–machine learning framework proposed in this study is not a solution to 
eradicating F. circinatum from nurseries. F. circinatum in nurseries is a complex problem, influenced 
by environmental stress, host physiology, and forest management (Gordon et al. 2015). Rather, the 
framework should complement current nursery management protocols and assist in curbing (i) the 
nursery to field infection transfer rates, (ii) seedling mortality in field, and ultimately (iii) economic 
losses. 
8.5 CONCLUSIONS 
This research has investigated the utility of both in situ hyperspectral and spaceborne multispectral 
remotely sensed data, coupled with ML techniques to develop a framework for the cost-effective and 
near real-time detection and identification of F. circinatum and pitch canker in Pinus seedlings and 
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trees. The overall results show that the individual studies are successful in developing such a 
framework. From these results, the following conclusions are drawn: 
1. Remote sensing is an invaluable technology for the forestry sector. The utility of in situ 
spectroscopy for developing asymptomatic stress detection models shows much promise, and 
requires further investigation; 
2. Ensemble learners such as RF, are a viable approach to developing accurate and robust 
classification models; 
3. Boruta embedded with RF provides for efficient feature selection and classification of 
hyperspectral (high dimensional) data. Despite the assumptions and limitations of this study, 
the successes achieved with the RF-Boruta framework highlight the potential of these 
algorthms for developing of an operational tool for implementation within a nursery 
environment; 
4. Non-imaging spectroscopy can readily be employed within a nursery environment, for 
detecting, identifying, and quantifying stress / disease prior to symptom expression; and 
5. The methodology successfully adopted and demonstrated in this research can be extrapolated 
to other domains such as agriculture for crop health and yield estimation, geology for mineral 
mapping, and the environment for modelling contaminants and vegetation stress. 
8.6 RECOMMENDATIONS AND FUTURE STUDY 
A fully operational remote sensing framework for forest health monitoring should ideally include 
detection (changes / deviations in spectral signature of healthy seedling), identification 
(discriminating F. circinatum stress from other stressors; linking specific bands to a specific stressor), 
and quantification (pitch canker disease severity; level / stages of infection) protocols (Mahlein et al. 
2012; Martinelli et al. 2015). This study focussed on detection, and in part, identification of F. 
circinatum stress, as part of a monitoring framework within a commercial environment. The ability 
to detect multiple stressors, at varying severity levels, as well as identification (diagnosis) of stressor-
specific symptoms, is yet to be assessed. A future study should make use of multi-stressor samples, 
for example F. circinatum (Poona & Ismail 2014), S. noctilio (Ismail & Mutanga 2011), physical 
damage (Poona & Ismail 2014), and drought (Xulu et al. 2019). Such a study could form the 
foundation for developing models to discriminate multiple stress agents, as well as identify and isolate 
the stress / disease-specific bands (Mahlein et al. 2013). 
Unsupervised tree-based clustering (Peerbhay et al. 2015; Afanador et al. 2016; Dalleau et al. 2018; 
Xulu et al. 2019) represents a promising approach to asymptomatic detection of stressed seedlings in 
a nursery, as well as detection and quantification of pitch canker in forest stands. An unsupervised 
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approach eliminates the need for a priori knowledge regarding the health status of the sampled 
seedlings / trees used for model building. Stressed seedlings / trees are detected as anomalies, and 
clustered accordingly; clustering is based on the proximity matrix (Afanador et al. 2016). A future 
study could implement an URF methodology using the Boruta-selected bands identified in this 
research. If successful, such an approach that combines RF-Boruta and URF could facilitate / enhance 
the framework proposed in this research. 
This research has identified several variants of the traditional RF model that requires investigation, 
specifically within a hyperspectral remote context. Of the particular interest are the oRF and rotF 
models that yielded better classification results and robustness compared with RF. The oRF and rotF 
models certainly require further investigation for the analysis of hyperspectral as well as other high 
dimensional remote sensing datasets. 
Further research is required to investigate the utility of imaging spectrometry to detect, identify, and 
quantify pitch canker, both at crown and stand level. Such a study could make use of the myriad of 
manned airborne hyperspectral systems available, such as FPI (Näsi et al. 2018), AISA (Niemann et 
al. 2015), and HyMap (Fassnacht et al. 2014), as well as numerous unmanned systems (Adão et al. 
2017). Unfortunately, sensor availability and accessibility, pilot licensing, and logistical costs, are 
limiting factors to deploying airborne systems, particularly in South Africa. A viable alternative to 
airborne systems is spaceborne systems. Operational and future hyperspectral missions (Table 8.1) 
represent opportunities for spaceborne multitemporal monitoring of forest health. However, it is 
unkilely that all missions will provide global coverage. Additionally, data policies may restrict “full, 




Table 8.1: Operational and future spaceborne imaging spectrometer missions. 









Hyperspectral Precursor and Application 
Mission (PRISMA) 
Italy https://earth.esa.int/web/eoportal/satellite-missions/p/prisma-hyperspectral 
Compact High Resolution Imaging 
Spectrometer (CHRIS) 
European Space Agency (ESA) https://earth.esa.int/web/guest/missions/esa-operational-eo-
missions/proba/instruments/chris 
HyperSpectral Imaging Satellite 
(HySIS) 
India https://directory.eoportal.org/web/eoportal/satellite-missions/h/hysis 
HyperSCOUT ESA https://hyperscout.nl/ 
https://directory.eoportal.org/web/eoportal/satellite-missions/g/gomx-4 
DLR’s Earth Sensing Imaging 
Spectrometer (DESIS) 









Environmental Mapping and Analysis 
Program (EnMAP) 
Germany https://earth.esa.int/web/eoportal/satellite-missions/e/enmap 
Spaceborne Hyperspectral Applicative 
Land and Ocean Mission (SHALOM) 
Israel; Italy Feingersh & Ben-Dor (2015) 
Surface Biology and Geology (SBG) National Aeronautics and Space 
Administration (NASA) 
https://science.nasa.gov/earth-science/decadal-sbg 
Hyperspectral Infrared Imager 
(HyspIRI) 
NASA https://hyspiri.jpl.nasa.gov/ 
Hyperspectral X IMagery (HypXIM) France Michel et al. (2011) 
Copernicus Hyperspectral Imaging 
Mission (CHIME) 
ESA Nieke & Rast (2018) 
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FLEX ESA https://eoportal.org/web/eoportal/satellite-missions/f/flex 
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