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Abstract- - In  the past, the fuzzy shortest path problem in a network has attracted attention 
from many researchers for its importance to various applications. In this paper, we propose a new 
algorithm to deal with the fuzzy shortest path problem. It is composed of fuzzy shortest path length 
procedure and similarity measure. The former is presented to determine the fuzzy shortest path 
length from source node to the destination ode in the network, and the latter is used to measure the 
similarity degree between fuzzy length sets. This algorithm not only can yield shortest length but 
also can offer the actual shortest path to decision makers. An illustrative xample is also included to 
demonstrate our proposed algorithm. (~) 2005 Elsevier Ltd. All rights reserved. 
1. INTRODUCTION 
In the past decades, many researchers have focused on the shortest path problem in a network 
since it is important to a good many applications such as routing, communication, and trans- 
portation [1]. Traditionally, if there are two crisp path lengths in a network, say Cl and c2, then, 
the shortest path length in the network is the minimum of Cl and c2. That is, either cl or c2 can 
represent the shortest path length. However, in real world, the arc length in the path of network 
may represent cost or time and it can be considered to be a fuzzy set. Let L1={0.1/1,0.6/3} 
and L2={0.4/2, 0.5/4} denote two fuzzy path lengths where #(x)/x represents hat the element x
has a membership function #(x). It is obvious that neither L1 nor L2 can stand for the minimum 
of L1 and L2. Hence, fuzzy minimum algorithm is needed for finding the fuzzy shortest path 
length. 
Lots of approaches were developed to solve the shortest path problem [2-8]. In [2], Dubois 
and Prude first used Floyd's algorithm and Ford's algorithm [1] to treat the fuzzy shortest 
path problem. Although in their method the shortest path length can be obtained, maybe 
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the corresponding path in the network doesn't exist. In view of this point, to find the short- 
est path length as well as the corresponding path in the network, Klein [6] presented a dy- 
namical programming recursion approach that assumed the possible arc lengths are 1 through 
a fixed integer. For example, in a network there are three arcs with arc length 1 through 4 
and they are represented as L1 = {0.3/1, 0.8/2, 0.5/3, 0.2/4}, L2 = {0.5/1, 0.9/2, 0.1/3, 0.4/4), 
and L3 = {0.4/1, 0.6/2, 0.7/3, 0.1/4}, respectively. However, this assumption seemed to be im- 
practical. In this paper, to solve the drawback stated above, we develop a procedure to find the 
fuzzy shortest path length from source node to the destination ode in the network. Then, we 
decide a practical shortest path whose length is closest o the obtained the fuzzy shortest path 
length according to similarity measure between fuzzy lengths. 
The remainder of this paper is organized as follows. In Section 2, some related operations of 
fuzzy sets are reviewed and similarity measure is introduced for application to measuring the 
similarity degree between two fuzzy length sets. In Section 3, a procedure to find the fuzzy 
shortest path length is presented. In Section 4, combining the previous procedure with similarity 
measure, a new Mgorithm is developed to get the shortest length as well as the actual shortest 
path. An illustrative xample is given to demonstrate our proposed algorithm. Finally, some 
conclusions are drawn. 
2. REV IEW OF RELATED FUZZY SET  
OPERATIONS AND S IMILARITY  MEASURE 
In this section, we want to review some basic operations of fuzzy set and similarity measure 
between fuzzy sets. Both of them are useful to derive the proposed algorithm for finding the 
fuzzy shortest path length and the shortest path. 
2.1. Review of Related Fuzzy Set Operations 
Some notations will be used in this paper and first stated as follows. F is the class of fuzzy 
sets. X = {xl, x2, . . . ,  xk} is the universal set and #A : X --* [0, 1] is the membership function 
of AEF .  
Some related operations used in this paper are shown as follows [9]. 
(1) The addition of fuzzy sets A and B is denoted by A + B and the membership function of 
A + B is given by 
(A + B) (z) = sup min (A (x),B (y)). (1) 
z=x+y 
(2) The minimum of fuzzy sets A and B is denoted by MIN(A,B) and the corresponding 
membership function is given by 
MIN  (A, B) (z) = sup min (A (x), B (y)). (2) 
z=min(x,y) 
2.2. Similarity Measures for Measuring the Similarity Degree Between Fuzzy Sets 
In many practical situations, we often encounter how to distinguish between two similar groups. 
That is to say, we need to employ a measurement taol to measure similarity degree between them. 
A similarity measure S : F 2 --~ [0, co) should satisfy some properties hown below [12]. 
(T1) S(A, B) = S(B, A), for all A, B e F. 
(T2) S(E, ]~) = 0, if E is a crisp set and 1~ is the complement of E. 
(T3) S(H,H) _> S(A, B), for all A, B, H e F. 
(T4) If A c_ B C_ (3, for all A, B, C 6 F, then, S(A, C) _< S(A, B) and S(A, C) <_ S(B, C). 
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Satisfying (T1)-(T4), some similarity measures had been proposed to represent the similarity 
degree between two fuzzy sets and some of them had been utilized in linguistic approximation 
and system analysis [10-16]. However, it is difficult to point out which similarity measure is 
the best among these reported similarity measures as claimed in [16]. In this paper, for ease of 
computation, we choose the similarity measure proposed in [16] as a tool to measure the similarity 
degree between two fuzzy sets. The similarity measure of interest between two fuzzy sets A and B 
is given by [16] 
P 
E [1 -I~A (xk) -- ~'B (xk) l ]  
s (A, B) = k~l (3) 
P 
In Section 4, the similarity measure defined in (3) will help us to decide which fuzzy path is 
the shortest one. 
3. A FUZZY SHORTEST PATH LENGTH PROCEDURE 
In real world, the arc length in a network can be considered to be a fuzzy set and so can the 
path length. Suppose that there are n fuzzy path lengths Li, for i = 1, 2 , . . . ,  n, we expect o 
find the fuzzy shortest path length L via the following procedure. 
3.1. Fuzzy Shortest  Path  Length Procedure  
Step 1. Set L = L1. 
Step 2. Let i = 2. 
Step 3. Compute L = MIN(L,  Li) by (2) 
Step 4. Set i -- i+1. 
Step 5. Repeat Step 3 to Step 4 until i -- n + 1. 
Let us show the above procedure through the following example. 
EXAMPLE 1. Suppose that there are four fuzzy path lengths which are 
L1 = {0.5/11, 0.5/12, 0.5/13, 0.4/14, 0.5/15, 0.4/16, 0.4/17, 0.4/18}, 
L2 = {0.5/8, 0.5/9, 0.5/10, 0.5/11, 0.4/12}, 
L3 = {0.5/10, 0.5/11, 0.4/12, 0.4/13, 0.4/14, 0.2/15, 0.1/16}, 
and 
L4 = {0.4/7, 0.4/8, 0.7/9, 0.5/10, 0.4/11, 0.4/12}, 
separately. This procedure can be executed as follows. 
Step 1. Set L -- L1 = {0.5/11,0.5/12,0.5/13,0.4/14,0.5/15,0.4/16,0.4/17,0.4/18}. 
Step 2. Let i = 2. 
Step 3. Compute L = MIN(L,  L~) -- MIN(L,  L2) ={0.5/8, 0.5/9, 0.5/10, 0.5/11, 0.4/12}. 
Step 4. Set i= i+ l=2+l=3.  
Step 5. Repeat Step 3 to Step 4 until i = 5. 
After the above procedure is executed, one can get 
L = (0.4/7, 0.5/8, 0.5/9, 0.5/10, 0.4/11, 0.4/12}. 
It should be noted that the sorting order for Li can be made arbitrarily and it will not influence 
the result for shortest length L. | 
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4. AN ALGORITHM FOR F INDING THE FUZZY 
SHORTEST PATH LENGTH AND THE SHORTEST PATH 
Suppose that in a directed acyclic network the arc lengths are fuzzy. It is our purpose to 
determine the shortest length L and the shortest path needed to traverse from source Node a 
to destination Node b. Combining fuzzy shortest path length procedure with similarity measure, 
the proposed new algorithm is shown as follows. 
Step 1. Form the possible paths from Node a to Node b and compute the corresponding path 
lengths Li, i = 1, 2, . . . ,  n, for possible n paths. 
Step 2. Determine L by using fuzzy shortest path length procedure. 
Step 3. Use similarity measure defined in (3) to find the similarity degree S(L, Li) between L
and Li for i = 1,2, . . . ,n .  
Step 4. Decide the actual shortest path with the highest S(L, Li). 
An illustrative xample to demonstrate our proposed algorithm is given as follows. 
EXAMPLE 2. 
and 
r \  
R 
7 '  
J 
v 
Figure 1. Classical network. 
G = {0.8/3, 0.4/5}, 
respectively. The possible paths are 1-2-4-5-6 with length 
L1 = P + U + W ÷ G = {0.5/11,0.5/12,0.5/13,0.4/14,0.5/15,0.4/16,0.4/17,0.4/18}, 
1-2-4-6 with length 
L2 = P + U + Y = {0.5/8, 0.5/9, 0.5/10, 0.5/11, 0.4/12}, 
1-2-3-5-6 with length 
L3 -- P + R + V + G = {0.5/10, 0.5/11,0.4/12, 0.4/13, 0.4/14, 0.2/15, 0.1/16}, 
and 1-3-5-6 with length 
L4 - q + V + G = {0.4/7, 0.4/8, 0.7/9, 0.5/10, 0.4/11, 0.4/12}, 
respectively. 
A classical network with fuzzy arc lengths is shown in Figure 1, where the arc lengths are 
P = {0.5/2, 0.4/3}, 
O = {0.4/1,0.8/3}, 
R = {0.7/2, 0.2/3, 0.1/4}, 
u = {o.s/2, 0.6/4}, 
v = {0.7/3, 0.5/4}, 
Y = {0.9/4, 0.7/5}, 
W --- {0.6/4, 0.7/5, 0.5/6}, 
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In Step 2, we use fuzzy shortest path length procedure to obtain the fuzzy shortest path 
length L = {0.4/7, 0.4/8, 0.7/9, 0.5/10, 0.4/11, 0.4/12}. This is illustrated in Example 1. Next, 
by means of similarity measure (3), we can get the similarity degree S(L, Li) between L and L~ 
as follows. S(L, L1) = 0.6, S(L, L2) = 0.9, S(L, L3) = 0.74, S(L, L4) = 0.95. Finally, in Step 4, 
we choose 1-3-5-6 as the shortest path since the corresponding fuzzy length L4 has the highest 
similarity degree (= 0.95) to the fuzzy shortest path length L. | 
REMARK 1. Both the multiple labeling approach [3,8] and dynamic programming approach 
[1,6,17] are the two famous approaches for the crisp shortest path problem. In fact~ our al- 
gorithm can be served as the core procedure of these two approaches for dealing with the fuzzy 
shortest path problem. Next, let us demonstrate his with the following. 
4.1. The Mult iple Labeling Approach 
In a directed network with fuzzy arc lengths, a label consists of a fuzzy number and two 
pointers. Note that a node may have one or more labels. The qth label of Node j is denoted 
by [Lq (s, j), (i, r)] where pointer i(i ~ j) is a predecessor node of this label, fuzzy number Lq (s, j) 
is the path length from the source Node s(= 1) to Node j associated with this label, such 
that Lq(s,j) = Lr(s, i) + lij in which lij is the arc length between Nodes i and j, and pointer 
r represents some label of i. A label with dominated istance will be deleted. A label with the 
shortest distance will be selected as a permanent label. A temporary label may be deleted or 
changed to a permanent one. The final results by use of multiple labeling approach in combination 
with our algorithm can be summarized in Table 1. 
Table 1. Results of the Example 2. 
Label Node 1 
1st [{1/0},(_,_)]Sl 
2nd 
Node 2 Node 3 
[{0.5/2, 0.4/3}, (1,1)]s~ [{0.4/1, o.s/3), (1,1)]I3 
[{0.5/4,0.4/5,0.2/6,0.1/7),(2,1)] ~ 
Label Node 4 ] 
1 "t [{0.5/4, 0.4/5, 0.5/6, 0.4/7}, (2,1)]f4 
Label 
1st 
2nd 
Node 5 
[{0.4/4, 0.4/5, 0.7/6, 0.5/7), (3,1)] f5 
[{0.5/s, 0.5/9, 0.5/10, 0.5/11, 0.5/12, 0.4/13}, (4,1)] d 
Label Node 6 
1 st [{0.5/S, 0.5/9, 0.5/10, 0.5/11, 0.4/12}, (4, 1)] d 
2 "d [{0.4/7, 0.4/8, 0.7/9, 0.5/10, 0.4/11, 0.4/12}, (5, 1)] I6 
fn: the n th permanent label; d: dominated label. 
For ease of presentation fthe results hown in Table 1, we take Node 3 for example. There axe 
two labels at Node 3. By means of our algorithm, one label will be determined to be a permanent 
one, and the other label that is a dominated one will be deleted. In Step 1, from Node 1 to 
Node 3 there are two possible paths that are 1-3 with length L1 being {0.4/1, 0.8/3} and 1-2-3 
with length L2 equal to {0.5/4, 0.4/5, 0.2/6, 0.1/7}, respectively. In Step 2, the shortest path 
length L is calculated as {0.4/1, 0.5/3}. In Step 3, the similarity degree S(L, L~) between L and L~ 
can be determined as S(L, L1) = 0.85, S(L, L2) = 0.65. As a result, in Step 4, path 1-3 is decided 
to be the shortest path. Therefore, the first label of Node 3 is chosen as a permanent label, and 
the second label is a dominated one. The rest of results in Table 1 can be similarly ielded. Once 
the path corresponding to the shortest length is obtained, the path in the original network can be 
formed through backwards composing technique. From Table 1, one can obtain the shortest path 
as 1-3-5-6 and the fuzzy shortest path length L = {0.4/7, 0.4/8, 0.7/9, 0.5/10, 0.4/11, 0.4/12}. 
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4.2. Dynamic  P rogramming Approach 
For the shortest path problem in the network shown in Figure 1, it can be regarded as three- 
stage dynamic programming problem. Stage 1 begins with Node 5. It is obvious that the shortest 
distance is {0.8/3, 0.4/5} because there is only one path from Node 5 (input node) to Node 6 (out- 
put node). Hence, path 5-6 is chosen as the shortest path for input Node 5. On the other hand, 
there are two paths from Node 4 (input node) to Node 6 (output node). They are paths 4-6 and 4- 
5-6, respectively. By Step 1 in our algorithm, path 4-5 with length Lz equaling {0.9/4, 0.7/5} and 
path 4-5-6 with length L2 equal to {0.6/7, 0.7/8, 0.5/9, 0.4/10, 0.4/11}, respectively. By Step 2, 
the fuzzy shortest path length L is calculated as {0.7/4, 0.7/5}. By Step 3, the similarity degrees 
are calculated as S(L, L1) = 0.9 and S(L, L2) = 0.45, respectively. Accordingly, by Step 4 in 
our algorithm, path 4-6 is determined to be the shortest path for input Node 4 and path 4-5-6 is 
discarded. The results of stage 2 and stage 3 can be similarly yielded. The results of each stage 
in dynamic programming approach in combination with our algorithm are digested as follows. 
Table 2. Stage 1. (path 4-5-6 is discarded). 
Input Node Arc (Decision) Output Node The Shortest Length from Input Node to Node 6 
4 4-6 6 {0.9/4, 0.7/5} 
5 5-6 6 (0.8/3, 0.4/5} 
Stage 2. (path 2-3-5 is discarded). 
Input Node Arc (Decision) Output Node The Shortest Length from Input Node to Node 6 
2 2-4 4 {0.8/6, 0.7/7, 0.6/8, 0.6/9} 
3 3-5 5 {0.7/6, 0.5/7, 0.4/8, 0.4/9} 
Stage 3. (path 1-2 is discarded). 
Input Node Arc (Decision) Output Node The Shortest Length from Input Node to Node 6 
I 1-3 3 {0.4/7, 0.4/8, 0.7/9, 0.5/10, 0.4/11, 0.4/12} 
By the results obtained from stage 1 to stage 3, one can yield the optimum path as 1-3-5-6 and 
the fuzzy shortest path length L = {0.4/7, 0.4/8, 0.7/9, 0.5/10, 0.4/11,0.4/12}. 
REMARK 2. Although some researchers have investigated fuzzy similarity problem [10-16], it is 
not easy to indicate which similarity measure is the best for measuring similarity degree between 
fuzzy sets. Through analysis and comparison, Wang [16] concluded that five fuzzy similarity 
measures are more reliable than others. Owing to simpler computation, similarity measure (3) 
is chosen in our algorithm for deciding the shortest path. Next, we use the other four fuzzy 
similarity measures in example 2 to compare the yielded results with that obtained by (3). The 
similarity degree S(L, L~) between L and L~ by using each similarity measure can be obtained as 
follows. 
(a) Wang [16] proposed the following similarity measure. 
k=l L / (~A (zk) '#B (zk))] P 
(4) 
where re(g, h) and M(g, h) denote the minimum and maximum values of g and h, re- 
spectively. In order to avoid the denominator being zero, Wang [16] set 0/0 = 1 in the 
usage of (4). The corresponding results are obtained as S(L, L1) = 0.13, S(L, L2) -- 0.8, 
S(L, L3) = 0.28, S(L, L4) = 0.93. This results in S(L, L4) > S(L, L2) > S(L, La) > 
S(L,L1). 
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(b) Pappis and Karacapilidis [14] developed the similarity measure as 
P 
E (,A 
s(.4,B)= 
E M (#A (xk), #B (Xk)) 
k=l  
(5) 
It produces the similarity degree as S(L, L1) -- 0.19, S(L, L2) -- 0.82, S(L, L3) = 0.33, 
S(L, L4) = 0.90. One can easily infer that S(L, L4) > S(L, L2) > S(L, L3) > S(L, L1). 
(c) Pappis and Karacapilidis [14] also developed the similarity measure as 
P 
E IttA (xk) -- ttB (xk)l 
S(A ,B)=I -  k=l P 
E (.A + 
k=l  
(6) 
The similarity degree are obtained as S(L, 
S(L, L4) = 0.96. It implies S(L, L4) > S(L, 
(d) Gerstenkorn and Man'ko [13] suggested the 
LI) -- 0.25, S(L, L2) -- 0.90, S(L, L3) = 0.71, 
L2) > S(L, L3) > S(L, LI). 
following measure, 
S(A,B) = C (A,B) 
v/T (A) • T (B)' (7) 
where 
P 
T (A) = + 4 (xk))], 
k=l  
l] A (Xk) ---- 1 - #A (Xk), 
and 
P 
C (A, B) = ~ [#A (Xk)" #B (Xk) + VA (Xk)" VB (xk)]. 
k=l  
The corresponding results can be summarized as follows. T(L) = 9.06, T(L1) = 8.08, 
C(L, L1) = 6.5, S(L, L1) = 0.76, T(L2) = 9.52, C(L, L2) = 9.12, S(L, L2) = 0.98, 
T(L3) = 9.06, C(L, La) = 8.02, S(L, L3) = 0.88; T(L4) = 9.32; C(L, L4) = 9.06, 
S(L, L4) = 0.99. This implies S(L, L4) > S(L, L2) > S(L, L3) > S(L, L1). 
From the results obtained by using the above similarity measures, one can get the 
same ranking order as S(L, L4) > S(L, L2) > S(L, L3) > S(L, L1). This ranking order 
coincides with that by use of (3). 
5. CONCLUSIONS 
In the past decades, many researchers have paid a great deal of attention to the fuzzy shortest 
path problem in a network since it is central to lots of applications. In the fuzzy shortest 
path problem, the fuzzy shortest path length and the corresponding shortest path are the main 
information for the decision makers. This paper aims at finding the fuzzy shortest path length 
and the shortest path. First, the fuzzy shortest path length procedure is developed. By means 
of this procedure, the output is the shortest length as the input is n fuzzy path lengths in the 
network. Secondly, integrating the procedure and similarity measure, the algorithm for the fuzzy 
shortest path problem is proposed. This algorithm can provide the shortest length as well as a 
decision rule for the shortest path. A classic example is also given to demonstrate our proposed 
algorithm. In the future, we will also make an effort to develop algorithms for shortest path 
problem based on continuous type of fuzzy arc length sets such as L-R type, trapezoidal, and 
triangular fuzzy sets. 
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