Based on a combined analytical and numerical modelling, a high-quality probe-forming system is proposed and developed. The Matrizant method is applied to minimize the beam spot size for a fixed beam current. For quadrupoles consisting of four metallic rods, the electric field inside of the quadruplet is computed using an accurate version of the boundary element method. The influence of the rod diameter on the beam spot size is studied for different emittances. The sensitivity of the system to energy spread and mechanical defects is also investigated.
Introduction
Microscopy with high-energy ions is a relatively novel technique. But now an expanding number of laboratories are applying nuclear microprobes to a very wide range of problems in the life, geological, semiconductor and materials sciences [1] . The ion microprobe is a rather complex instrument and the probe-forming system, consisting of the matching slits and the focusing system, is an essential part of it. To obtain the best resolution we need to have an optimized design at this stage.
In this paper we investigate the behaviour of an electrostatic quadruplet with high demagnification. Based on a process that allows minimizing the geometric aberrations, we present the results of the optimal configuration for different emittances. We also discuss how chromatic and parasitic aberrations can alter the performance of the system.
Existing probe forming lenses and our choice of electrostatic quadrupoles as mass independent systems Most existing microprobes are based on magnetic quadrupoles [1] [2] [3] [4] [5] [6] , which are used as probe forming lenses to focus 1-3 MeV protons or other ions. The predominance of magnetic lenses may be due to the convenience in alignment of their components (not in vacuum). The disadvantage of them is the mass dependence. Focusing of ions with different masses necessitates rearrangement of the quadrupole assembly. Magnetic systems also require a high-quality magnet to avoid field imperfections.
Another way to realize a microbeam is the use of superconducting solenoids as probe forming lenses [7] . But manufactured coils do not have a perfect rotational symmetry. Constructing a rotationally symmetric solenoid raises the problem that misalignment cannot be measured directly because of the high field gradients along the longitudinal axis z.
We decided to investigate in more detail an electrostatic quadrupole focusing system because it is mass independent and its focusing strength depends only on the accelerating voltage used to produce the ions. This is important if we intend to add heavy ion capability to our system. Electrostatic lenses also have several other advantages, (i) They are amenable to miniaturization, whereas magnetic systems are not due to the space required for the exciting coils. The compactness of the lens liberates more space for the specimen chamber.
(ii) They do not suffer from the hysteresis effects that affect magnetic quadrupoles.
(iii) Negligible current is drawn from the power supply.
(iv) Stable voltage is more readily achieved than stable current can be in magnetic lenses. (v) The electrostatic lens can be constructed from industrial-grade material, which facilitates reproduction.
The most popular quadrupole system is the Russian Quadruplet (RQ). It consists of two successive identical doublets in which the order of the lens in the second doublet is reversed to that in the first and fields are rotated through 90° relative to one another. The overall behaviour of this system in the image plane is the same as that of a round lens. For the first operating range (the first mode) the RQ has negative demagnification. For the second mode it has a positive demagnification which can be much larger than the absolute value of the demagnification for the first mode. The positive demagnification has a maximum when the drift space between the middle quadrupoles is approximately the same as the object drift space. This type of RQ is called the Separated Russian Quadruplet (SRQ) [2] [3] [4] . Many applications are based on the magnetic RQ but electrostatic versions are also used as probe-forming systems [5, 8] .
Methods of modelling
Electrodes providing quadrupole fields can have different geometries; rods or section of rods are the most commonly used. We have studied a SRQ characterized by a short focal distance (-1.2 cm). It consists of four quadrupoles; each of them formed by four cylindrical rods with the same radius r c , length / c and semiaperture a. In the modelling, the quadrupoles are characterized by their effective length L, a parameter that will be kept constant in this study. Other geometrical and electrical data are: the distance s Q of the first quadrupole to the object aperture, the separation S[ between the i-th quadrupole and the next one, and the distance between the last quadrupole and the target g (the working distance); all distances are measured taking the length of the quadrupoles as L. The emittance em of the beam is determined by half-widths r^ and r 2 of the object and divergence slits and their separation / 12 ; thus we have em = r 1 r 2 (/i 2 )" 1 -Finally the polarization is chosen so that <))[ = -4> 4 and $2 = ~$i-Figures la and lb show schematic diagrams of the whole configuration and of the first quadrupole.
The question is what construction is the best for the chosen design criteria. The direct method for obtaining the optimal design would be to compute numerically the field and trajectories of the particles through the quadruplet, but these trial and error tests demand a huge amount of computing time that is not possible to do in practice. To overcome this problem we use two models: a matrix model and a numerical field model. The first one utilizes analytical functions for the axial electrostatic potential and its partial derivatives. With these functions it is possible to characterize the lens system with minimum computational effort. At a second stage we apply an accurate version of the boundary element method which simulates the geometry of the real system and performs a very precise calculation of the field. In fixing the geometry of the lenses, the electrode polarization and the initial conditions for ray tracing, we use the information provided by the matrix model. We call this stage as the numerical field model. Thus, the combination of both techniques allows the synthesis of the best lens in a straightforward way.
Optimization
We understand beam focusing as the result of non-linear motion of a set of particles producing a spot on the target. The set of particles is characterized by a volume (the phase volume, or emittance) that is proportional to the beam current. The beam has an envelope surface and all particles of the beam are located inside of this beam envelope. For the same phase volume (or beam current) the shape of the beam envelope can be different. We say the beam envelope is optimal if the spot size on the target has a minimum value for a given emittance. The beam is defined by a set of two matching slits: object and divergence slits. Thus, the shape of the beam envelope is a function of r { and Z 12 , being r 2 fixed in the above equation for a given em. The parameters r lopt , r 2o p t and / 12opt determine the optimal beam envelope or the optimal matching slits at every emittance.
The focusing system is characterized by the field parameters (polarizations) and by the dimensions of its geometry. From two conditions of stigmatism, in both x-z and y-z planes, we find an approximation to the field parameters through the excitations (see below). Then, for this geometry and for the optimal matching slits we find the optimal polarizations giving the minimum spot size. In summary: the optimal probe forming system comprises the optimal matching slits, optimal geometry and optimal polarizations. For each emittance we find the parameters of the optimal probe forming system.
Matrix model
The essential feature of our optimization is the matrix approach for non-linear beam motion. In this matrix model we obtain and use analytical expressions for the matrizant (or transfer matrix) and for the envelope matrix of the third order. This matrix technique is known as the Matrizant method [3] , To solve the equations of motion, the non-linear differential equations in 4-dimensional phase space accurate to terms of third-order are replaced by two linear equations (for x-z and y-z planes) in the 12-dimensional phase moment space. To these equations we associate two linear vector differential equations in the 12-phase moment space. The functions that determine the first-order (or Gaussian) beam motion are referred to as the driving functions. The matrix of coefficients in the linear vector differential equation is called the driving matrix.
The driving funaion for an electrostatic (magnetic) quadrupole lens is proportional to the axial distribution of the gradient of the electrostatic (magnetic) field. For a solenoid lens the driving funaion is proportional to the axial longitudinal magnetic field.
Writing the non-linear equations in a linearized form allows us to construa the solution using a 12X12 matrizant. The matrizant depends on the driving matrix. For the reaangular model of the field, the analytical solution for the 12X12 matrizant is found. For this reaangular model we choose a driving function in the form of a stepwise-continuous function. For any arbitrary model of the driving funaion we do not have the analytical solution. For this case we can obtain the numerical meaning of the matrizant using the special methods of integration [9] .
We study the evolution of the phase moment veaor, which contains the elements of the phase moments of first and third order. The envelope matrix is taken as the matrix of the second moments of the distribution of this veaor over the totality of the phase coordinates. We consider the case of a small density beam; then, beam self-field as well as particle collisions can be neglected and the distribution funaion satisfies the Liouville's equation. The integration is done over the objea and divergence slits. We find the analytical form of the 12X12 initial envelope matrix as a funaion of em, ry and Z 12 . This matrix is normalized by equating the first diagonal element to T[ 2 . Thus the average radius of the beam is determined by the first diagonal element of the envelope matrix, which is a funaion of the position along the axis.
To perform an optimal synthesis we use two different figures of merit. The first one is the average radius of the beam. For a given geometry of the focusing system we compute a first approximation to the lens excitations, K;, which provide the stigmatic property of the system. Then we find the optimal r ( and Z 12 that give the smallest value of the average radius in the vicinity of the Gaussian image plane for each emittance. In the set of n particles we selea two particles: the reference (or axial) particle and the particle which is the most distant from the reference particle. At the end of the optimization we take the second figure of merit, the distance r between these two particles, and determine the optimal lens excitations (the second approximation) that give the minimum p, using 1000 particles with randomized positions and divergences. This gives us the possibility of obtaining spots without tail.
Numerical field model
We assume that the distance between contiguous quadrupoles is large enough to ignore the mutual influence. Then the basic unit in this simulation is a quadrupole consisting of four electrodes in the form of rods, with generatrices parallel to the z-axis (Fig. lb) . The alternated polarization ±())i applied to the cylinders is measured with respea to the potential at which the particles entering the lens has been accelerated.
The basis of the numerical field model is the boundary element method. An integral formulation of the problem and the subsequent reduaion to an algebraic system of equations is performed for every lens geometry [10] . In this numerical solution each rod surface is divided into curved cylindrical subareas. We assume that the charge density is constant on each subarea; consequently they are narrower where the charge distribution varies more rapidly, i.e. at the inner surfaces of the cylinders and at their edges.
In our case the division of the boundaries gives a total of 1456 subareas. Taking into account the symmetries and anti-symmetries of the problem, the algebraic system is reduced to 91 equations. Off-diagonal coefficients are accurately computed using a numerical algorithm, while diagonal elements require a special care as they contain a singularity in the integrand. We use for this subseaion the same integrating scheme but leaving a small area (approximated by a square) surrounding the centre; its contribution is given by a well known analytical expression.
After the charge distribution is obtained, the potential and the electric field at any point in the region of interest are easily found, allowing thus an accurate direct ray tracing computation.
Connection of the matrix and numerical field models This is done through the parameters provided by the analytical expression of the potential in a quadrupolar system. For the i-th quadrupole we use the series expansion, up to fourth-order terms.
where K 2 is a constant, which depends only on the form of the electrodes; the driving function f 2 (z), normalized to unity, represents the distribution of the second harmonics of the quadrupole lens field along the optical axis.
In the rectangular model of the lens system the fundamental parameter is the effective length of lens defined by the expression
Here z 2 is the position of the middle plane in each lens; Z\ is the position of the object plane for the first lens and the position of the plane between two lenses where h(Z\) = 0; Z} is the position of the target for the last lens and the position of the plane between two lenses where h(Zi) = 0.
For the quadrupole lens with mechanical length / c and semiaperture a the effective lengths are linked through formulae
It is worth noting that for electrostatic quadrupoles the parameter K t is less than unity in contrast to the value K y = 1.1 estimated for the magnetic configuration [4, 12] . Finally, the following relations define the link between polarizations and excitations L.
a qu.
where Wj J and wg denote rest energy and rest mass of the reference particle.
Results and discussion
To give a practical design we establish the following working conditions: energy of the proton beam K = 3 MeV, a = 0.575 cm, L = 7.5 cm, g = 10 cm, s 0 = 4.5 m, Si = s 3 = 5 cm, s 2 = 3 m. Using the matrix model and the stigmatic conditions, the resulting demagnification and focal distance, in both x-z and y-z planes, are 373 and 1.18 cm, respectively. The numerical field model is then applied to the computation of the characteristic parameters of the basic quadrupolar units. Figure 2a shows the values of K 2 and 1 C IL as functions of r c la. The corresponding polarizations of the electrodes are plotted in Fig. 2b . All these data allow a complete study of the lens system for the given conditions. The best way to illustrate the behaviour of the probe forming system is by means of scatter-plots or spot diagrams. Fixing a value for r c , utilizing the optimal matching slits, the optimal numerical fields and an accurate algo- rithm for ray tracing [11], we calculate N trajeaories (N == 1000) through the quadruplet and obtain the spot at the target plane. The spot size is then computed as
where (x Qi . y O j) is the position of the particle / at the object plane, and (x it y { ) are the corresponding coordinates at the target. Figures 3a-3d show optimal spots for em = 10" 10 , 10~9, 10" 8 and 10" 7 m, respeaively. In all cases we observe that the diagram is fonned by the Gaussian image plus a small halo containing around 3 to 4% of the total number of particles. This demonstrates that in our process of optimization, the third-order aberrations have been reduced to a minimum effect even at emittances as high as 10" 7 m! The halo is extended in the x-direaion because most of the trajeaories reach a greater deviation from the axis in the x-z plane than in the y-z plane when passing through the second doublet.
We have checked with the numerical model the effea of a variation in the geometry of the matching slits, for example lowering /•[ and increasing r 2 so that em is kept constant. The resulting spots were always worse than those given in Fig. 3 . This verifies the good agreement between the two models and the validity of the optimization procedure used here.
The numerical simulation also shows that the synthesis of the matrix model is not unique: for a fixed value of the aperture and varying the radius of the rods, it is possible to find a set of geometrical and elearical parameters that will give the same spots as the matrix model. However, we must point out that the range of choices for r c is getting narrower as the emittance is increased. Thus for em = 10" 10 m, we obtain plots similar to that of Fig.  3a within the interval 0.696 *£ r c la *s 1.130, while for em = 10" 7 m the interval is reduced to 1.217 =s r Q la *£ 1.304. We also note that more closed geometries are required as em increases.
One of the faaors that can limit the resolution of the probe is the energy spread of the beam. We have investigated this effea by introducing a Gaussian distribution in K centered at 3 MeV and charaaerized by a standard deviation of 2.1. The simulation indicates that, as expeaed, the main distortion takes place in the x- 
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1.0X10" The data correspond to the relative energy spread and relative tolerances in the length of the rods giving an increase of 10% in the average radius of the spots plotted in Fig. 3 . The last row lists the mean centre shift of the spots with respect to the corresponding p aw due to random variations in the length of the rods.
influence of the energy spread of the beam and of mechanical defects; this is illustrated with some examples that can serve as a guide in the establishment of tolerances in practical designs. We conclude that the combination of the matrix and numerical field methods used in this study provides a very efficient tool for optimal synthesis. In addition, it could be extended to less restricted situations, as for example when the mutual influence of two contiguous quadrupoles can not be ignored. Work is done currently in this direction.
