ABSTRACT An inherently non-negative latent factor model is proposed to extract non-negative latent factors from non-negative big sparse matrices efficiently and effectively. A single-element-dependent sigmoid function connects output latent factors with decision variables, such that non-negativity constraints on the output latent factors are always fulfilled and thus successfully separated from the training process with respect to the decision variables. Consequently, the proposed model can be easily and fast built with excellent prediction accuracy. Experimental results on an industrial size sparse matrix are given to verify its outstanding performance and suitability for industrial applications.
I. INTRODUCTION
Big sparse matrices are commonly seen in industrial applications, such as rating matrices in recommender systems [1] , quality-of-service matrices in services computing [2] , and protein interactome matrices in bioinformatics [3] . Latent factor (LF) models [4] - [6] are able to extract hidden LFs from them and can be used to address various important issues such as missing data estimation [1] , [4] - [8] , and community detection [9] , [10] . However, the existing models mostly do not fulfill non-negativity constraints, i.e., obtained LFs might be negative. This is inconsistent with most application data, e.g., user-commodity preferences [1] , [4] - [8] , quality-of-service records [2] , and social impacts [9] , [10] , are non-negative. Consequently, LFs extracted from these data are required to fulfill the non-negativity constraints in order to represent their actual meanings correctly and precisely [6] - [13] .
Given a complete target matrix, several approaches are developed to extract non-negative LFs from it, e.g., the non-negative matrix factorization (NMF) based on nonnegative alternating least squares [11] , non-negative multiplicative updates [12] and projected gradient descent [13] . In spite of their popularity in many related issues [14] - [17] , they are not applicable to LF models whose matrices are sparse [1] - [10] . If NMF models are used addressing their sparsity issue by introducing weight indicator matrices [9] , [10] or interim approximation matrices [18] , the problem of high complexity arises. Their computational and storage complexity is linear with the full size of a sparse matrix instead of the number of its known entries [1] - [8] . The latter is commonly a small fraction of the former, e.g., 1 .34% in our later example [23] .
To address non-negative big sparse matrices, a nonnegative LF model is demanded to focus on their known entry set when building desired LFs, and maintain the non-negativity constraints at the same time. One feasible approach is to combine the constraints into the training process through rescaling the hyper parameters according to the Karush-Kuhn-Tucker condition of a constrained optimization system [6] , [8] , [12] . Another is to integrate the principle of alternating-direction-method to implement a non-negative factorization process. But such specifically designed non-negative models are neither flexible nor extensible, e.g., commonly adopted gradient-based learning schemes and their extensions [1] - [5] , [10] are not applicable to them [6] - [10] , [12] . On the other hand, as discussed in [19] , [20] , non-negative LFs can be obtained by appending non-negative projection onto a generalized training scheme [13] , [19] , [20] . It is compatible with general training schemes and effective as proven in [19] and [20] , but can result in many zero-valued LFs.
This paper proposes to solve this problem in a different way, i.e., transforming the constrained problem into an unconstrained one. To do so, we separate the non-negative constraints from the model training process by connecting output LFs and decision variables through a single-elementdependent sigmoid function, thereby achieving inherent nonnegativity and a free optimization process. The resulting Inherently Non-negative Latent Factor model is highly efficient and effective. To be shown via the experimental results, it is able to achieve the best performance when addressing non-negative big sparse matrices.
II. PROBLEM OF A NON-NEGATIVE LATENT FACTOR MODEL
An LF model addresses sparse matrices that are defined as follows.
Definition 1: Given two entity sets U and S, a target matrix T is a |U | × |S| matrix where its element t u,s describes some relationship between entities u ∈ U and s ∈ S; let denote T 's known entry set, then | | |U | × |S|. For ease of expression, throughout this paper by ''(u, s) in T '' we mean ''T 's entry's index pair (u, s),'' i.e., 1 ≤ u ≤ |U | and 1 ≤ s ≤ |S|, where T is a |U | × |S| matrix. Given T and , an LF model is defined as follows, Definition 2: Given matrix T , an LF model is its approximationT = PQ T , where P is |U | × d, Q is |S| × d matrices, and d min{|U |, |S|}. P and Q are actually LF matrices hidden in . We obtain them by minimizing an objective function of the difference between and corresponding entries inT . With Euclidean distance [1] - [10] , we formulate it as:
where ε(P, Q) denotes the generalized error regarding desired P and Q, t u,s , p u,k and q s,k denote the corresponding entries in matrices T , P and Q, respectively. Note that for ease of expression, throughout this paper we slightly abuse the symbols by letting (u, s) denote the couple index where 1 ≤ u ≤ |U | and 1 ≤ s ≤ |S|.
Many real applications require their data to be nonnegative, i.e., we have ∀(u, s) in T , t u,s ≥ 0. Hence, we have to constrain P and Q to be non-negative [1] - [8] . Thus, we have:
which is the problem of a non-negative LF model.
III. INHERENTLY NON-NEGATIVE LATENT FACTOR MODEL
The main barrier preventing us from solving (2) directly with general learning schemes is the possible violation of its nonnegativity constraints. All LFs, i.e., p u,k and q s,k in (2), cannot be guaranteed to be non-negative after a training process.
To present our method, we firstly introduce two matrices X |U |×d , and Y |I |×d . With them, we further introduce two single-element-dependent functions f and g, which map each element in X and Y to the corresponding entries in P and Q, respectively. Formally, we have
Note that if we carefully choose f and g to maintain the non-negativity, i.e., making the following inequalities hold,
then optimizing the loss function with respect to the decision variables, i.e., X and Y , will no longer be constrained. Note that the mapping functions should not introduce additional local optima into the original system in order to keep its solution field, i.e.,
To meet (4) and (5) simultaneously, we make f and g be single-element-dependent sigmoid functions, which are frequently adopted for slacking constrained optimization problems in the optimization community [24] . More specifically, let φ(α) denote a sigmoid function, i.e., φ(α) = (1 + e −α ) −1 where e denotes a mathematical constant. Then we map
Then we transform the original problem (2) into:
which possesses the inherent non-negativity, i.e.,
Note that (7) constrains entries in P and Q to be in the range of (0, 1). However, it can be proven that (7) is able to represent (2), since a) with a linear transformation, we can rescale and any solution to (2) to be in the range of [0, 1) without loss of generality; in such cases, by noting that α in φ(α) is defined on P, we can approximate any solution to (2) at any desired precision with another solution to (7); b) both (2) and (7) seek for the same objective; and c) the output LFs of (7), i.e., P and Q, fulfill the nonnegativity constraints inherently. Note that (7) and kernel NMF [14] , [25] , which is a variant of NMF, possess similar principles of slacking the non-negative constraints through constantly positive non-linear mapping functions (kernels). However, (7) considers the problem on positive big, sparse matrices, and the corresponding modeling is taken in a singleelement-dependent way to fit a sparse target matrix. Moreover, as proven in prior research [1] - [8] , it is necessary to integrate the l 2 norm of the output LFs, i.e., P and Q, into (7) for regularization. Hence, we introduce a Tikhonov regularization term into (7), thus extending it into:
which tries to balance between minimizing the generalized error and minimizing the l 2 norm of the output LFs related to , i.e., ∀p u,k = φ(x u,k ) in P and ∀q s,k = φ(y s,k ) in Q. Note that such regularization design takes the instance frequency related to each desired LF into consideration, i.e., heavy regularization effect is assigned to LFs corresponding to many known instances, and vice versa. The positive effect of such design can be found in [21] . In practice, the parameter λ should be tuned on training data for the best performance. Its empirical scale is (0.001, 0.1) according to our experience. Note that (9) guarantees the non-negativity of P and Q via f and g as in (8) . So no constraints are taken into consideration when minimizing ε with respect to the decision variables, i.e., X and Y . We choose stochastic gradient descent (SGD) that is very popular in building an LF model [1] - [5] as the solver. With it we minimize (9) with respect to X and Y through the stochastic approximation to the gradient on each training instance, i.e., with the following training rule,
where ε (u,s) denotes the error on instance t u,s ∈ , and η denotes the learning rate. By applying (10) to (9) we obtain:
According to the characteristics of φ(x) we have:
By combining (10)- (12) we obtain the following update rule,
Note that the frequently used φ(α) in (13) requires us to raise the mathematical constant e to the power of an arbitrary real number α. It is time consuming in some programming language, and we can use n = 2 10 = 1024 in the following expression
to obtain the highly accurate approximation of e α with constant time, i.e., (1). The constant n in (14) can be any positive real number. We choose to set n = 2 10 because a) the resulted approximation can be very close to e α ; and b) such a formula can be resolved in a bottom-up way easily. When the training process ends, the desired non-negative LFs P and Q are obtained by:
Based on the inference above, we obtain the Inherently NonNegative Latent Factor (INLF) model for non-negative sparse matrices. Next we conduct experiments on such a matrix of industrial size to shown its effectiveness and efficiency. VOLUME 4, 2016
IV. EXPERIMENTS AND RESULTS

A. EVALUATION METRICS
To evaluate the accuracy of an LF-based model, we choose the root mean squared error (RMSE) and mean absolute error (MAE) [22] , both of which enjoy their popularity in evaluating the statistical accuracy of LF models:
where denotes the validation set and naturally and are disjoint, and | · | abs denotes the absolute value of a given number.
To measure its computational efficiency, we have to find a) the converging training round count, and b) the average time per round. All experiments are conducted on a PC with a 2.5 GHz i5 CPU and 32 GB RAM. All models are implemented in JAVA SE 7U60 to test their suitability for industrial usage.
B. DATASET
The experiments are conducted on the MovieLens 10M dataset [23] . It is a well-known and widely used nonnegative big sparse matrix in the community of recommender systems [1] - [8] , [23] . It contains 10,000,054 known entries in the range of [0. 5, 5] , by 69,878 users on 10,677 movies. Its data density is 1.34% only.
The experimental dataset is randomly split into five equally-sized, disjoint subsets. We adopt the 80%-20% traintest settings and five-fold cross-validations, i.e., each time we select four subsets as to train a model to predict the remaining subset as for performance test. This process is sequentially repeated for five times to obtain the final results. In our experiments, the training process of a tested model terminates if a) the iteration number reaches a preset threshold, i.e., 1000, and b) the model converges, i.e., its training error rises after achieving the minimum, or the difference in the training error of two consecutive rounds is smaller than 10 −5 . When a model seems to converge, 50 more rounds are taken to avoid the misjudgment caused by error fluctuations.
C. COMPARED MODELS
Besides the proposed INLF, four rival models are selected: a) the Weighted Non-negative Matrix Factorization (WNMF) model [9] , a widely adopted NMF model for incomplete matrices [9] , [10] ; b) the Non-negative Matrix Completion (NMC) model [18] , which non-negatively factorizes an incomplete non-negative matrix through manipulating its full approximation; c) the proximal alternating linearized minimization-based NMF (PALM-NMF) model [19] , [20] , a highly competitive model for non-convex and non-smooth optimization problems; and d) the projected stochastic gradient descent-based NMF model (PSGD-NMF), which also adopts SGD for extracting non-negative LFs. Note that both PALM-NMF and PSGD-NMF ensure the non-negativity of output LFs through projecting them onto the non-negative field of real numbers during the training process. Moreover, PALM and PSGD are compatible with specified optimization problems, and thus we make PALM-NMF and PSGD-NMF depend on the regularized form of (2) to guarantee a fair comparison.
D. MODEL SETTINGS
Note that the performance of an LF model is affected by its initial states and the LF dimension. To obtain objective results, the LF dimension is set as d = 20 uniformly. To minimize the impact caused by an initial guess, the LFs of each model are initialized with the same randomly-generated arrays, whose entries are scattered in the interval of (0, 0.01).
For hyper parameters, a) WNMF has no hyper parameters [7] ; b) NMC depends on the learning rate γ , and augmentation terms α and β. Following [18] , we set γ = 1.618, and β = α|U |/|S|. We tune α on one fold and adopt the same value on the other four folds according to [18] ; c) for INLF, PALM-NMF and PSGD-NMF, the regularizing coefficient λ is set at 0.02 uniformly; d) PALM-NMF's learning rate is selfadaptive with back-tracking line search; e) PSGD-NMF's learning rate is set at 0.01; and f) INLF's learning rate η is set at 0.1.
E. RESULTS
Tables 1 records their RMSE and MAE along with the consumed iterations. Tables 2 records the average time cost by each iteration, along with the total time to make them converge. Fig. 1 depicts their typical training process. From these results, we have the following findings: a) Among all compared models, INLF is able to achieve the highest prediction accuracy, as recorded in Table 1 and Fig. 1 . On D1, its RMSE is 0.7935, compared with 0.8597 Note that PALM-NMF and PSGD-NMF are also designed for the non-convex problem (2) on non-negative big sparse matrices. However, their prediction accuracy for corresponding missing data is lower than INLF. The reason for this phenomenon is partly reflected by the distributions of nonnegative LFs extracted by these three models, as depicted in Fig. 2 .
As shown in Fig. 2 , we see that PALM-NMF and PSGD-NMF projects many LFs to be zero (more than 70,000 for PALM-NMF, and more than 13,000 for PSGD-NMF; given f = 20 the total number of LFs on ML20M dataset is 1,611,100, so about 4.3% and 0.8% LFs by PALM-NMF and PSGD-NMF are zero, respectively). This indicates that with a general training scheme like that in PALM-NMF or PSGD-NMF, LFs will probably turn negative. Although we can keep their non-negativity through non-negative projection without harming the model convergence, the LF distribution is bent to some extent, thereby resulting in accuracy loss. We also want to study the effect of such phenomenon in other machine learning tasks like clustering. This issue is left as our future work.
b) In the test, two SGD-based models, i.e., PSGD-NMF and INLF, are able to achieve higher computational efficiency than their peers. The consumed time per round in PSGD-NMF is 1,928 milliseconds, followed by 4,036 milliseconds in INLF, as recorded in Table 1 . Note that INLF relies on an expensive operation, i.e., e α . Although the computational burden can be alleviated through some approximation skills as discussed in Section III, INLF still costs more time than PSGD-NMF does since the latter directly applies SGD on desired LFs.
PALM-NMF conducts back-tracking line search to tune the step size in each iteration. It computes the generalized loss frequently. Thus its consumed time per round is higher than that of PSGD-NMF and INLF, but still much lower than 14,850 milliseconds of WNMF, and 3,112,127 milliseconds of NMC. This phenomenon is reasonable. As described by (14) , INLF only requires traversing on to update involved decision variables per round. The cost of this process is linear with | |. PSGD-NMF and PALM-NMF rely on the regularized form of (2), and their training costs are also linear with respect to | |. However, the cost per round in WNMF and NMC is linear with the target matrix size, i.e., |U | × |S|. c) As depicted in Fig. 1 , PSGD-NMF and INLF converges very fast. On the ML10M dataset, they require only dozens of training rounds to converge, with high accuracy and fulfillment of the non-negativity constraints. Hence, their total time consumption is low. On ML10M dataset, PSGD-NMF consumes 167 and 187 seconds to converge respectively in RMSE and MAE, followed by INLF with 253 and 270 seconds.
PALM-NMF and WNMF's execution rounds reach the predefined threshold, and their total time cost is higher than that of PSGD-NMF and INLF. Although NMC requires even fewer rounds to converge than PSGD-NMF and INLF do, its time cost is the highest among all models due to its high cost per round.
Note that as recorded in Table 2 , NMC consumes even much more time than WNMF does, given that they possess the same theoretical computational cost. WNMF introduces the binary weight matrix to implement the matrix multiplications on sparse matrices [9] , [10] . Such operation can be accelerated by ignoring the operations corresponding to zero-entries. On the other hand, NMC employs a full matrix corresponding to the target matrix to implement the MF process. Hence, its each operation is constantly performed on this 69,878×10,677 matrix, thereby requiring much time.
d) Based on the above observations, we conclude that INLF is highly efficient and effective on big sparse matrices. It achieves very high prediction accuracy with low computational burden which is comparable with the most efficient non-negative models. Meanwhile, it possesses the inherent characteristic of non-negativity, i.e., the non-negativity constraints are always met in its training process.
V. CONCLUSIONS
This work proposes to extract latent factors from nonnegative big sparse matrices via an inherently nonnegative latent factor model. Its main idea is to map the decision variables to output latent factors through a single-element-dependent sigmoid function, thereby making the output latent factors constantly non-negative no matter how the decision variables are trained to minimize the objective function. Therefore, the training process with respect to the decision variables can be taken freely depending on general learning schemes. The efficiency and effectiveness of the proposed model are proven by experiments conducted on an industrial size non-negative sparse matrix. Next we plan to investigate its further extension and application in the area of complex network analysis [26] - [31] .
