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Recently, a hybrid percolation transitions (HPT) that exhibits both a discontinuous transition
and critical behavior at the same transition point has been observed in diverse complex systems. In
spite of considerable effort to develop the theory of HPT, it is still incomplete, particularly when the
transition is induced by cluster merging dynamics. Here, we aim to develop a theoretical framework
of the HPT induced by such dynamics. We find that two correlation-length exponents are necessary
for characterizing the giant cluster and finite clusters, respectively. Finite-size scaling method for
the HPT is also introduced. The conventional formula of the fractal dimension in terms of the
critical exponents is not valid. Neither the giant nor finite clusters are fractals but they have fractal
boundaries.
Percolation has long served as a simple model that un-
dergoes a geometrical phase transition in non-equilibrium
disordered systems [1]. As an occupation probability p is
increased beyond a transition point pc, a macroscopic-
scale giant cluster emerges across the system. The-
ory of percolation transition was well established by the
Kasteleyn-Fortuin formula [2]. This percolation the-
ory has been used for understanding percolation-related
diverse phenomena such as conductor–insulator transi-
tions [3], the resilience of systems [4–6], the formation of
public opinion [7, 8], and the spread of disease in a pop-
ulation [9, 10]. The percolation transition is known to be
one of the most robust continuous transitions [1, 11].
Recently, however, many abrupt percolation transi-
tions have been observed in complex systems [12–18], for
instance, large-scale blackouts in power grid systems [19]
and pandemics [20], in which the order parameter in-
creases abruptly at a transition point. Among those tran-
sitions, an HPT has attracted substantial attention. The
transitions in k-core percolation [21–25] and in the cas-
cading failure model on interdependent networks [19, 26–
29] are prototypical instances of the HPT. For these
cases, the HPT is driven by cascade failures over the
entire system as links are removed. The cluster size dis-
tribution (CSD) does not obey a power law. Instead,
the avalanche size distribution follows a power law and
shows critical behavior [29]. Consequently, the conven-
tional formalism of percolation transition based on the
CSD cannot be extended in an appropriate way to the
HPT.
Here, we aim to develop a theoretical framework of the
critical phenomena of the HPT. To achieve this goal, we
use a modified version [30] of the so-called half-restricted
percolation model [31] in two and infinite dimensions.
This model has potential applications to the transport
or communication systems with global control equip-
ments [30]. This model exhibits a HPT induced by clus-
ter merging dynamics as links are added. The order pa-
rameter remains zero up to a transition point, at which
it increases abruptly to a finite value, leading to a first-
order transition. As the order parameter abruptly in-
creases, clusters are self-organized according to size: the
size distribution of finite clusters obeys a power law, and
the giant cluster is located separately from the finite clus-
ters. Next, the order parameter increases continuously
and exhibits a second-order phase transition. We show
that indeed the properties of the second-order transition
can be determined by the power-law behavior of the CSD.
However, we need two correlation-length exponents, νg
and νs, to characterize the formation of the giant cluster
in finite systems and the size of finite clusters, respec-
tively. To obtain those results, we extended the finite-size
scaling method, which is useful to explore HPTs.
We first recall the theory of continuous percolation
transitions [1]. The order parameter increases from zero
continuously as m ∼ (p− pc)β for p > pc; the mean clus-
ter size diverges as 〈s〉 ∼ |p − pc|−γ , and the correlation
length diverges as ξ ∼ |p−pc|−ν . These exponents are re-
lated by the hyperscaling relation 2β+γ = dν, where d is
the spatial dimension. Those critical exponents and the
scaling relations can be obtained from the CSD denoted
as ns(p), which behaves as ns(p) ∼ s−τ exp(−s/s∗),
where s∗ ∼ (p− pc)−1/σ. On the other hand, a percolat-
ing cluster at a transition point pc is a fractal object. The
total number of sites belonging to this percolating clus-
ter, denoted as M∞(L), where L is the linear size of the
system in the Euclidean space, scales as M∞(L) ∼ LD,
where D is the fractal dimension. In addition to the per-
colating cluster, finite clusters also behave similarly, as
Ms(Rs) ∼ RDs , where Rs is the linear size of a finite clus-
ter of size s. The fractal dimension D is related to the
critical exponents β and ν as D = d− β/ν.
We introduce the so-called restricted percolation model
on a square lattice of size L × L. N = L2 is the total
number of sites in the system. Occupation of bonds dur-
ing percolation is achieved dynamically [32]. Bonds are
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2added to the system one by one at each time step ac-
cording to a given rule. When ` bonds are added to the
system, the occupation probability p conventionally used
in bond percolation corresponds to p = `/(2L2). Here
we use a control parameter t = `/N , which is equiva-
lent to t = 2p. The dynamic rule of bond occupation is
as follows: At each time step, we classify clusters into
two sets, a set R and its complement set Rc according to
their sizes. The setR contains the smallest clusters, those
satisfying
∑k−1
i=1 s(ci) < bgNc ≤
∑k
i=1 s(ci), where s(ci)
denotes the size of the cluster with index ci, and g ∈ [0, 1]
is a parameter that controls the size of set R. Then set R
contains the smallest k clusters {c1, c2, · · · , ck}, and the
set Rc contains the remaining large clusters. Next, we
occupy a randomly chosen unoccupied bond, one or both
ends of which belong to the clusters in R. We do not al-
low the occupation of bonds between two sites belonging
to clusters in Rc.
Initially, there is no occupied bond, and each node is
an isolated cluster. Then the set R is composed of gN
randomly selected nodes. As the occupation dynamics
continues, growth of large clusters is suppressed because
the occupation of bonds between two clusters belonging
to Rc is not allowed. When all the clusters belong to
set R, the dynamic rule becomes equivalent to that of
ordinary bond percolation. On the other hand, if g = 1,
the process is exactly equivalent to ordinary bond per-
colation from the beginning. We use periodic boundary
conditions in the simulations. We call this model the
restricted percolation model with reference to the origi-
nal name, the half-restricted percolation model [31]. We
remark that our dynamic rule is slightly different from
the original one in that a cluster on the boundary be-
tween the two sets in the original model is regarded as
an element of set R in our model.
Determining a transition point tc is not straightforward
in the HPT as we used the conventional finite-size scal-
ing method in a second-order percolation transition. To
proceed, we first characterize two time steps, t−c (L) and
t+c (L), for finite systems of linear size L using the distri-
bution of the order parameter P (m; t, L) obtained from
different configurations for fixed t and L. The order pa-
rameter is defined as m(t) = M∞(t)/N . For t ≤ t−c (L),
P (m; t, L) exhibits a peak at a certain m near m = 0
denoted as m−(L). m−(L) is denoted as m−∗ (L) at a
particular point t = t−c (L), which satisfies the criterion
that for t > t−c (L), P (m) begins to exhibit another peak
at m+(L) near m = 1 as shown in Fig. 1. As t is increased
further, the peak at m− shrinks, whereas the other peak
at m+ becomes higher. At t = t+c (L), the peak at
m− disappears, and only the peak at m+∗ remains. For
t > t+c (L), a peak remains at m
+(L), which grows with
t. As L is increased, t−c (L) and t
+
c (L) converge to a cer-
tain value tc, and m
−(L)→ 0, and m+(L) approaches a
certain value m0. This suggests that the order parameter
exhibits a discontinuous jump at tc in the thermodynamic
FIG. 1. Plot of the distributions of the order parameter for
L = 6400. The distribution is unimodal with a peak near zero
(left peak) for t < t−c (L) (light blue and violet). As t passes
t−c (L) (light green), the right peak begins to grow, whereas the
left-hand peak shrinks. As t reaches t+c (L) (orange), the left
peak disappears and the distribution becomes unimodal with
the right peak alone. The two characteristic times t−c (L) and
t+c (L) converge to a transition point tc in the thermodynamic
limit. Inset shows the scaling behavior t+c (L)− tc ∼ L−1/ν
′
g .
limit. Particularly, we find that t+c (L) − tc ∼ L−1/ν
′
g , in
which the exponent ν′g is estimated to be ν
′
g ≈ 1.13±0.07
for g = 0.5.
In finite systems, the order parameter m(t) is approx-
imately m−(L) for t ≤ t−c (L), but it increases rapidly in
the interval t−c (L) < t < t
+
c (L), and it becomes m
+
∗ (L)
at t+c (L), beyond which it increases gradually as t is in-
creased as shown in Fig. 2. In the thermodynamic limit,
m(t) behaves as
m(t) =
{
0 for t < tc,
m0 + r(t− tc)β for t ≥ tc, (1)
where m0 and r are constants. m0 represents the frac-
tion of sites belonging to the giant cluster at tc, and the
second term represents the increment of the giant cluster
size divided by N as t is increased beyond tc. In finite
systems, the order parameter for t > tc may be written
as m(t)−m0 ∼ L−β/νg in the critical region above tc, in
which the lateral size of the system L is less than the cor-
relation length of the giant cluster, ξg ∼ (t− tc)−νg . We
determine the critical exponent β to be β = 0.061±0.005
for g = 0.5 by plotting m − m0 versus t − tc, while we
find the exponent νg to be νg = 1.03 ± 0.08 for g = 0.5
by scaling plotting (m − m0)Lβ/νg versus (t − tc)L1/νg
for different system sizes (see Fig. 2). Because the nu-
merical values of νg and ν
′
g agree within the error bars,
we may regard them as being the same. We examine
the susceptibility in the form of the fluctuations of the
order parameter. We obtain the associated exponent as
γm = 1.79 ± 0.08 for g = 0.5 (see the SM). The scaling
relation 2β + γm = dνg is satisfied within error bars.
The size distribution ns(t) of finite clusters exhibits a
3FIG. 2. Plot of the order parameter m(t) versus t for the
restricted percolation model with g = 0.5 for different lateral
sizes L and in data collapse form of (m − m0)Lβ/νg versus
(t− tc)L1/νg (inset). Characteristic time steps t−c and t+c for
L = 6400 are marked.
power-law decay with the exponent τ at a transition point
tc. This is an important feature of the critical behavior of
the HPT at tc. In finite systems, the power-law behavior
occurs at t+c (L) (see Fig. 3), which is reduced to tc as
L → ∞. When t > tc, the size distribution of finite
clusters exhibits crossover behavior at s∗: It undergoes a
power-law decay for s < s∗ but an exponential decay for
s > s∗. Thus, ns(t) ∼ s−τe−s/s∗ , where s∗ ∼ (t−tc)−1/σ.
We obtain the exponents τ and σ from Fig. 3. Using the
results of τ = 2.035±0.009 and σ = 0.58±0.03 for g = 0.5
and the scaling relation β = (τ − 2)/σ, we determine an
alternative value of the critical exponent β as 0.0613 ±
0.0187 for g = 0.5. This value is consistent with the
directly measured one within error bar. We examine the
susceptibility in the form of the second moment of the size
distribution of finite clusters, and obtain the associated
exponent as γ = 1.56 ± 0.15. The scaling relation γ =
(3− τ)/σ is satisfied within error bar (see the SM).
In finite systems, the cluster size has a finite cutoff
s∗ resulting from the finite-size effect. Introducing the
correlation length ξs of finite clusters as ξs ∼ (t− tc)−νs
and when L ≤ ξs, we obtain that s∗ ∼ L1/σνs . We
numerically obtain that 1/(σνs) ≈ 1.9523 ± 0.0045 for
g = 0.5 by measuring the ratio of the third moment of
ns(t) to the second moment. Similar values are obtained
for the ratio of the (n+1)-th moment to the n-th moment,
where n ≥ 3. We also obtain σ = 0.58 ± 0.03 for g =
0.5 from the size distribution of finite clusters. Thus,
the exponent νs is expected to be νs = 0.886 ± 0.048
for g = 0.5. On the other hand, the exponent νs can
be obtained using the scaling relation νs = (τ − 1)/σd.
Using the directly measured values τ = 2.035± 0009 and
σ = 0.58 ± 0.03, we obtain νs = 0.895 ± 0.054, which
is consistent with the value obtained above. Thus, the
hyperscaling relation (τ − 1)/σ = dνs is satisfied.
We also check the presence of the two exponents νg and
FIG. 3. Plot of the size distribution of finite clusters ns(t)
and the giant cluster (separated dots) at various time steps
for L = 6400 and g = 0.5. At t < t+c (L), a bump exists in the
tail part, but it shrinks as t increases, and it finally disappears
at t = t+c (L). Inset: scaling plot of the size distribution of
finite clusters in the form of sτns versus s(t−tc)1/σ for several
t > tc.
νs in the mean-field limit [30]. In previous studies, we
found numerically that β = 0.21± 0.05, γ = 0.83± 0.05,
1/σ = 1.04 ± 0.05, and τ = 2.18 ± 0.04 for g = 0.5.
These exponent values yield ν¯s ≡ dνs = (τ − 1)/σ ≈
1.23 ± 0.10 for finite clusters. On the other hand, we
obtain ν¯g ≡ dνg ≈ 2.0 using the data collapse technique
for the formula (m(t)−m0)Nβ/ν¯g versus (t−tc)N1/ν¯g for
different system sizes. This numerical result is presented
in the supplemental material (see the SM). Therefore,
the two exponents, ν¯g and ν¯s, are different even in the
mean-field version of the restricted percolation model.
Based on those finite-size scalings for the giant cluster
and finite clusters, we confirm that we need two expo-
nents, νg and νs, associated with giant cluster and finite
clusters, respectively, and that they are different.
When we take the ensemble average of a physical quan-
tity numerically in the interval t−c (L) < t < t
+
c (L), we
need to note the following. For a given t, a giant cluster
may have already formed in some realizations, although
it may not in others. We need to separate the two cases
when we take the average of a certain quantity over dif-
ferent realizations. In this interval, however, the distribu-
tion Pm is broad and the two peaks may not be pronouced
(the green curve in Fig. 1), which means that it is imprac-
tical to separate the two cases. In contrast, the majority
of realizations have no giant cluster in t < t−c (L) and have
a giant cluster in t > t+c (L). Thus the ensemble average
taken over the realizations in those separate regions can
be easily calculated. Moreover the finite size effect is still
observed near t−c (L) and t
+
c (L). Thus we use the simu-
lation data obtained only in t < t−c (L) or t > t
+
c (L) for
finite size scaling analysis and discard the data obtained
in t−c (L) < t < t
+
c (L). The asymptotic behavior of the
system at t+c (L) as L→∞ gives the behavior of the sys-
4tem as t approaches tc from above in the thermodynamic
limit, i.e., the properties of the percolating phase near
the critical point. Similarly the properties of the non-
percolating phase near the critical point are obtained by
observing the system at t−c (L). For instance, the scaling
plot of (m−m0)Lβ/νg versus (t− tc)L1/νg was drawn in
the region t ≥ t+c (L).
Next, we are interested in the fractal dimensions of
the giant and finite clusters. Here we determine these
fractal dimensions using the box-covering method as fol-
lows: For a given cluster, we determine its center of mass.
Then we open a window of size `× `, the center of which
is placed at the center of mass of the cluster. We count
the number of occupied sites within the window, which
is called the mass, M(`). We obtain the average mass
of the giant cluster, M∞(`), over different configurations
and the average mass of finite clusters of size s, Ms(`),
over different clusters of the same size s and different
configurations. We also calculate the mean radius of gy-
ration of all clusters of size s, denoted as Rs.
We measure the fractal dimension Dg of the giant
cluster using the relation M∞(`) ∼ `Dg for each sys-
tem size L at a transition point t+c (L). As shown in
Fig. 4, the clusters are almost compact, and we obtain
that Dg = 2.0001 ± 0.003 regardless of L. We measure
the fractal dimension of finite clusters using the relation
Ms(`)/s ∼ (`/Rs)Ds . We obtain that Ds = 1.993±0.010
independent of the system size L. Therefore, we conclude
that neither the giant cluster nor finite clusters are frac-
tal in hybrid percolation. The conventional formalisms
of the fractal dimension, D = d − β/ν and D = 1/σν,
are not valid for the HPT. We remark that the transition
point t+c (L) of the HPT is larger than that of the ordinary
bond percolation model, tc = 1. Thus, the number of oc-
cupied bonds in the critical region of the HPT is as dense
as that in the supercritical region of ordinary percolation.
Accordingly, the giant cluster as well as the finite clusters
are almost compact with dimension Dg = Ds = 2. On
the other hand, we examine the fractal property of the
perimeter of the largest cluster at tc. Using the yardstick
method, we find that the accessible boundaries of the
compact clusters at tc are fractal with a dimension less
than 4/3 for g < 1. We speculate the fractal dimension of
the boundary to be the same as Db ≈ 1.217± 0.001, the
fractal dimensions of the watershed [33] and the Gaussian
model for the explosive percolation [34].
In summary, we investigated the critical phenomena
of an HPT induced by cluster merging dynamics using
the restricted percolation model. We showed that the
characteristic sizes of the giant cluster and finite clusters
scale separately using the exponents νg and νs, respec-
tively. The hyperscaling relations 2β + γm = dνg and
(τ − 1)/σ = dνs hold, respectively. They are different
for the HPT, but the same for the ordinary percolation.
These results are valid for any g < 1, even though indi-
vidual critical exponents values depend on g. Numerical
FIG. 4. Snapshots of the system of lateral size L = 6400
with g = 0.5 at three time steps (a) t = t−c ≈ 1.02457346,
(b) tc ≈ 1.02523 and (c) t+c ≈ 1.02543437. At t+c , the size
distribution of finite clusters follows a power law. (d) Zoom-
in snapshots of the giant cluster (top-right) and a finite cluster
(lower-left)
values of those exponents for different g are listed in the
SM. We found that the conventional relationship between
the critical exponents and the fractal dimension of the gi-
ant and finite clusters breaks down. Moreover, the area
of the giant and finite clusters are almost compact with
the dimension Dg = Ds = 2. However, the boundary
of the giant cluster is fractal. Finally, we remark that
the finite scaling analysis for HPTs is technically com-
plicated. We introduced a new finite-size scaling method
to determine the critical exponents in finite systems. We
anticipate the finite-size scaling method and theoretical
scheme to be useful for further exploration of HPTs.
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6SUPPLEMENTAL MATERIAL FOR CRITICAL PHENOMENA OF A HYBRID PHASE TRANSITION
IN CLUSTER MERGING DYNAMICS
In this supplemental material, we first present numerical results for the susceptibilities of finite clusters and the
giant cluster for the restricted percolation model in two dimensions. Second, we present the scaling plot of the order
parameter versus ∆t = t − tc for different system sizes in the mean-field limit for the restricted percolation model.
Finally, we present the list of the critical exponents for the restricted percolation model with various values of g in
two dimensions.
Susceptibilities of the restricted percolation model in two dimensions
FIG. 5. (a) Plot of the susceptibility defined as χs = 〈s〉 ∼ ∑finites=1 s2ns versus t − tc. χs ∼ (t − tc)−γ is expected. Dashed
line is a guideline with slope −1.56. The susceptibility exponent is obtained as γ = 1.56 ± 0.15. (b) Plot of the susceptibility
defined as χm = L
2(〈m2〉 − 〈m〉2) versus t − tc. χm ∼ (t − tc)−γm is expected. Dashed line is a guideline with slope −1.79.
The susceptibility exponent is obtained as γm = 1.79 ± 0.08. Simulation data are obtained from the systems with lateral size
L = 6400.
7The restricted Erdo˝s-Re´nyi percolation model
FIG. 6. Finite-size scaling of the order parameter for the restricted Erdo˝s-Re´nyi model: Plot of the order parameter
m(t) versus t for the restricted ER percolation model with g = 0.5 for different system sizes N in data collapse form of
(m−m0)Nβ/ν¯g versus (t− tc)N1/ν¯g . ν¯g is estimated to be ≈ 2.0. The system sizes are chosen as N = 20 × 104 and 212 × 104.
List of the critical exponents for the restricted percolation model with general g in two dimensions
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