The detector output may be modelled as a doubly stochastic Poisson process, represented by a sequence of randomly occurring unit impulses whose average rate at any given time depends on the total signal and background power collected by the receiver. Consider the case where the receiver clock is synchronized with the received optical data (we do not address the acquisition problem here). Doppler effects and transmitter or receiver clock instabilities tend to introduce random delay components between the received data and the receiver clock which, if uncorrected, may eventually cause loss of synchronization. Assuming that the tracking system maintains synchronism between the received data and the receiver clock, transmitter clock instabilities and Doppler-induced rate changes can be modelled in terms of the delay process AT = Atct + AtD, whose components are transmitter clock drift and Doppler-induced delay, respectively. Typically, AT is a slowly varying function of time that can be treated as a constant over a great many PPM words.
INTRODUCTION
Optical pulse-position modulation (PPM) is an accepted signalling format for the transmission of information over optical channels. With this coding technique, L bits of information are encoded onto each of M = 2L PPM words by establishing a one-to-one correspondence between the possible states of L binary digits and the location of an optical pulse among M possible slots. If the slot duration is T seconds, then each PPM word requires Mt seconds for transmission. For a direct-detection system, maximum likelihood decoding consists of counting the number of photons in each slot and selecting the PPM word corresponding to the greatest count. To accomplish this, however, requires accurate synchronization between the received PPM slot boundaries and the counting boundaries defined by the receiver clock. Synchronization for binary PPM optical signals by means of "early-late" gates and decision-directed feedback has been considered previously in the literature [1, 2] . Here we consider a novel technique for synchronizing M-ary PPM symbols without the use of decision-directed feedback, thus effectively removing the dependence of the synchronization subsystem on decoder performance. The description and analysis of this tracking system is the subject of the following sections.
TRACKING SYSTEM DESCRIPTION AND ANALYSIS
The slot synchronization technique described here relies on the addition of a small "deadtime" before and after each optical pulse, in order to derive an error signal proportional to the delay error that may exist between the received slot boundaries and the receiver clock. (Decoder performance need not be affected, since the pulse intensity can be increased at the transmitter to maintain constant average pulse count at the receiver.) Thus, T = T + 2Td, where Tp is the duration of the opticaf pulse and Td the duration of each "dead-time" interval. *The research described in this paper was carried out by the Jet Propulsion Laboratory, California Institute of Technology, under contract with the National Aeronautics and Space Administration.
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A block diagram of the delay-tracking loop is shown in Fig. 1 . The detector output process x(t;A-), which contains information about the location of the transmitted data-pulses, serves as input to the tracking loop. The receiver clock generates a square wave g(t;A ) of nominal period T and noisy delay estimate a'n = AT + ATcr.
The components of AT are the loop's estimate of the received delay x, and' an independent drift component ATcr due to instabilities within the receiver clock. The input to the loop filter is the product of the detector output process and clock waveform. Defining the delay error as AT1 = aLAtn, this process can be represented as y(t;Ai-r) = x(t;A)g(t;^")
where the notation implies that the product contains information about the delay error Ax. where the linear range extends over [-6,6 ), E is the expectation operator and ns is the Poisson rate due to signal when a pulse is present (note that 7 does not depend on the background induced count rate). Figure 2 illustrates the behavior of y as a function of Atc over the interval jAtCeI < t/2, assuming that td < t/4. Other meaningful fractional rms delay errors may also be defined in terms of (ar P), In typical applications, the loop bandwidth BL is chosen large enough to exceed the significant spectral components of Arc and ATD thus allowing the loop to track these quantities accurately. The signal-set dimension M and slotwidth T are generally determined on the basis of communications requirements, while nb depends on the background environment and on the particular set of spatial and frequency predetection filters employed. In order to achieve the desired decoder error probability, some minimum average signal pulse count K. = nsTp must be maintained, even in the absence of synchronization errors.
Under time" interval before and after each possible pulse location to derive an electrical signal proportional to the delay error between the received slot boundaries and the receiver clock. It was argued that in applications where only spectral components near the origin are of interest, and where the delay error remains essentially constant over a great many PPM symbols, the driving process could be approximated by a slowly varying term proportional to the delay error, plus an effective additive noise process due to the inherent randomness of the detected optical fields. Based on the above approximations, the variance of the delay error due to both signal and background radiation was derived, assuming a linear loop that effectively tracked out the slowly-varying delay error components. We observed that since linear loop operation typically implied rms delay errors on the order of a small fraction of the linear region, decoder performance should not be significantly affected if the decoder counts photons over the entire i-second slot-time. It was shown that in applications where this is true, a simple algorithm can often be employed to find "good" design values for the dead-time interval in terms of the given system parameters, and a quantity the designer selects to simultaneously ensure linear loop operation and acceptable decoder performance. However, a precise determination of the dead-time interval (taking into account decoder performance degradation and possible non-linear effects within the loop) is beyond the scope and interest of this paper.
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Consider the case where the detector observes signal plus multimode background noise fields.
Thus, X(t;At) = Xs(t;At) + nb where Xs(t;AT) is the random rate function associated with the signal while nb is a constant average count rate contributed by the background fields. The squarewave generated by the receiver clock is denoted by g(t;ATn) as before. For M-ary PPM with dead-time the product X(t;AT)g(t;tTn) can be modelled over the interval [-T,T) as
where T = KMT + MT/2, T is the slot duration, and MT the duration of a PPM word. Elements of the set {Qt} are independent random integers taking on values from 0 to (M-1) with equal probability. Given AT., p(t) and go(t) are defined as (0 ; 0 < t < T, T -Td < t < t p(t) = n; Td < t <2 + AT -n; 2 AT First assume that X(t) is known. For a given X(t) and conditioned on k arrivals in [-T,T), the joint probability density of the unordered arrival times tk = {tl,t2,...,tk} can be expressed In general X(t) is itself a sample function of a random process, hence an additional averaging is required over the sample space of X(t). Thus; for doubly stochastic Poisson processes, the power spectrum is given by the expression 
